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Abstract

Our previous works presented zeta functions by the Konno-Sato theorem or the Fourier analysis for one-particle models including random walks, correlated random walks, quantum walks, and open quantum random walks. This paper introduces a new zeta function for multi-particle models with probabilistic or quantum interactions, called the interacting particle system (IPS). We compute the zeta function for some tensor-type IPSs.
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1 Introduction

In our previous paper [7], we studied a relation between the Grover walk and the zeta function based on the Konno-Sato theorem [12] and called this relation “Grover/Zeta Correspondence”. More precisely, we gave explicit formulas for the generalized zeta function and the generalized Ihara zeta function corresponding to the Grover walk with F-type and the positive-support version of the Grover walk with F-type on the vertex-transitive regular graph by the Konno-Sato theorem, respectively. The Grover walk is one of the most well-investigated quantum walks (QWs) inspired by the famous Grover algorithm. The QW is a quantum counterpart of the correlated random walk (CRW) which has the random walk (RW) as a special model. In fact, the CRW is the RW with memory. As for the QW, see [9] [13] [14] [16] and as for the CRW and the RW, see [11] [15], for example.

Furthermore, in the subsequent paper [8], we extended the Grover walk with F-type and the positive-support version of the Grover walk with F-type to a class of walks with both F- and M-types by using not the Konno-Sato theorem but a method of the Fourier transform for the case of the d-dimensional torus. Our class contains QWs and CRWs. In addition, we treated the open quantum random walk (OQRW) which has the CRW as a special model. Concerning the OQRW, see [2] [5], for example. We called this kind of the zeta function the walk-type zeta function and such a relationship “Walk/Zeta Correspondence”, corresponding to the above mentioned “Grover/Zeta Correspondence”.

Our previous two papers [7] [8] investigated one-particle models including RWs, CRWs, QWs, and OQRWs. This paper deals with multi-particle models with probabilistic or quantum interactions, called the interacting particle systems (IPS) including probabilistic cellular automata (PCA) and quantum cellular automata (QCA). In particular, PCA have oriented percolation as a special model. We introduce the IPS-type zeta function and call “IPS/Zeta Correspondence” corresponding to the above mentioned “Grover/Zeta Correspondence” and “Walk/Zeta Correspondence”.

The rest of the present manuscript is organized as follows. In Section 2, we define the two-state discrete time IPS on the one-dimensional path space. Section 3 gives some examples for PCA and QCA. In Section 4, we introduce the IPS-type zeta function. Moreover, we consider the zeta function for tensor model and generalized one in Sections 5 and 6 respectively. We treat especially two typical models defined by $Q^{(1)}_{QC,A,1}(\xi_1, \xi_2)$ and $Q^{(1)}_{QC,A,2}(\xi_1, \xi_2)$ for $\xi_1, \xi_2 \in [0, 2\pi)$. So our results are useful for investigating dynamics of IPS and would be helpful to study on computation of quantum information. Finally, Section 7 is devoted to summary.
2 Model

This section gives the definition of our models, i.e., IPSs. To do so, we first introduce the following notation: \( Z \) is the set of integers, \( \mathbb{Z}_{\geq} \) is the set of non-negative integers, \( \mathbb{Z}_{ > } \) is the set of positive integers, and \( \mathbb{C} \) is the set of complex numbers.

Let \( \mathbb{P}_N = \{0, 1, \ldots, N - 1\} \) be the path space with \( N \) sites. Throughout this paper, we mainly assume that \( N \geq 2 \). There are two states “0” or “1” at each site. Let \( \eta(x) \in \{0, 1\} \) denote the state of the site \( x \in \mathbb{P}_N \), i.e., \( x = 0, 1, \ldots, N - 1 \). The configuration space is \( \{0, 1\}^{2N} \) with \( 2^N \) elements. Intuitively, a configuration \( \eta = (\eta(0), \eta(1), \ldots, \eta(N - 1)) \in \{0, 1\}^{2N} \) is given an occupation interpretation as follows: \( \eta(x) = 1 \) means that a particle exists at site \( x \in \mathbb{P}_N \), and \( \eta(x) = 0 \) means that \( x \) is vacant. In this paper, we put

\[
|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

(1)

For example, when \( N = 3 \), a configuration \((0, 0, 1) \in \{0, 1\}^3 \) means that the state “0” at site 0, the state “0” at site 1, and the state “1” at site 2. In other words, \((\eta(0), \eta(1), \eta(2)) = (0, 0, 1)\). We also write \((0, 0, 1)\) by \(|0\rangle|0\rangle|1\rangle = |0\rangle \otimes |0\rangle \otimes |1\rangle\), where \( \otimes \) means the tensor product. By using Eq. (1), we have

\[
|0\rangle|0\rangle|1\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \in \mathbb{C}^6.
\]

To define our model, we introduce the local operator \( Q^{(l)} \) and the global operator \( Q^{(g)}_N \) in the following way. This definition is based on Katori et al. [6].

We first define the \( 4 \times 4 \) matrix \( Q^{(l)} \) by

\[
Q^{(l)} = \begin{bmatrix}
\alpha_{00} & \alpha_{01} & \alpha_{10} & \alpha_{11} \\
\alpha_{00} & \alpha_{01} & \alpha_{10} & \alpha_{11} \\
\alpha_{10} & \alpha_{11} & \alpha_{00} & \alpha_{01} \\
\alpha_{10} & \alpha_{11} & \alpha_{00} & \alpha_{01}
\end{bmatrix},
\]

where \( \alpha_{ij} \in \mathbb{C} \) for \( i, j = 1, 2 \) denote the state of the site \( x \in \mathbb{P}_N \) at time \( n \in \mathbb{Z}_{\geq} \). The element of \( Q^{(l)} \), \( \alpha_{kl} \), means the transition weight from \((\eta_n(x), \eta_n(x+1)) = (i, j)\) to \((\eta_{n+1}(x), \eta_{n+1}(x+1)) = (k, l)\) for any \( x = 0, 1, \ldots, N - 2, n \in \mathbb{Z}_{\geq} \). If \( a_{kl} \in \{0, 1\}, \) then the transition weight can be the transition probability. We call “\( x \)” the left site and “\( x + 1 \)” the right site. Throughout this paper, we assume that \( \alpha_{kl} = 0 \) if \( j \neq l \). In other words, after the time transition, the state of the right site does not change. Therefore, under this assumption, \( Q^{(l)} \) is rewritten as

\[
Q^{(l)} = \begin{bmatrix}
\alpha_{00} & \alpha_{01} & \alpha_{10} & \alpha_{11} \\
\alpha_{00} & \alpha_{01} & \alpha_{10} & \alpha_{11} \\
\alpha_{10} & \alpha_{11} & \alpha_{00} & \alpha_{01} \\
\alpha_{10} & \alpha_{11} & \alpha_{00} & \alpha_{01}
\end{bmatrix},
\]

where “\( \cdot \)” means 0. By definition, the interaction of our IPS is nearest neighbor. In particular, if \( a_{kl} \in \{0, 1\}, \) then the IPS is called the cellular automaton (CA). Next we define the
$2^N \times 2^N$ matrix $Q^{(g)}_N$ by

$$Q^{(g)}_N = \left( I_2 \otimes I_2 \otimes \cdots \otimes I_2 \otimes Q^{(l)} \right) \left( I_2 \otimes I_2 \otimes \cdots \otimes Q^{(l)} \otimes I_2 \right) \cdots \left( I_2 \otimes Q^{(l)} \otimes \cdots \otimes I_2 \otimes I_2 \right) \left( Q^{(l)} \otimes I_2 \otimes \cdots \otimes I_2 \otimes I_2 \right),$$

where $I_n$ is the $n \times n$ identity matrix. For example, if $N = 3$, then the $2^3 \times 2^3$ matrix $Q^{(g)}_3$ is

$$Q^{(g)}_3 = \left( I_2 \otimes Q^{(l)} \right) \left( Q^{(l)} \otimes I_2 \right).$$

If $N = 4$, then the $2^4 \times 2^4$ matrix $Q^{(g)}_4$ is

$$Q^{(g)}_4 = \left( I_2 \otimes I_2 \otimes Q^{(l)} \right) \left( I_2 \otimes Q^{(l)} \otimes I_2 \right) \left( Q^{(l)} \otimes I_2 \otimes I_2 \right).$$

Note that if $N = 2$, then $Q^{(g)}_2 = Q^{(l)}$. Moreover, when $N = 1$, we put $Q^{(g)}_1 = I_2$.

We see that when $N = 4$, a transition weight from $(\eta_n(0), \eta_n(1), \eta_n(2), \eta_n(3)) = (i_0, i_1, i_2, i_3) \in \{0, 1\}^4$ to $(\eta_{n+1}(0), \eta_{n+1}(1), \eta_{n+1}(2), \eta_{n+1}(3)) = (k_0, k_1, k_2, k_3) \in \{0, 1\}^4$ is $a_{i_0k_1}^0a_{i_1k_2}^1a_{i_2k_3}^2$ for any $n \in \mathbb{Z}_+$, for instance.

The above mentioned model is called the *interacting particle systems* (IPS) in this paper. We consider two typical classes, one is probabilistic cellular automata (PCA) and the other is *quantum cellular automata* (QCA). Note that PCA is also called stochastic CA.

A model in PCA satisfies

$$a_{00}^0 + a_{10}^0 = a_{01}^0 + a_{11}^0 = a_{00}^0 + a_{10}^0 = a_{01}^0 + a_{11}^0 = 1, \quad a_{kj}^i \in [0, 1]. \quad (2)$$

That is, $Q^{(l)}$ becomes a transposed stochastic matrix (also called transition matrix). Furthermore, we easily see that “$Q^{(l)}$ is a transposed stochastic matrix if and only if $Q^{(g)}_N$ is a transposed stochastic matrix”. In other words, the sum of the elements of any column for $Q^{(l)}$ or $Q^{(g)}_N$ is equal to 1.

On the other hand, a model in QCA satisfies that $Q^{(l)}$ is unitary, i.e.,

$$|a_{00}^0|^2 + |a_{10}^0|^2 = |a_{01}^0|^2 + |a_{11}^0|^2 = |a_{00}^0|^2 + |a_{10}^0|^2 = |a_{01}^0|^2 + |a_{11}^0|^2 = 1,$$

$$a_{00}^0 + a_{01}^0 + a_{10}^0 + a_{11}^0 = a_{00}^0 + a_{01}^0 = a_{10}^0 + a_{11}^0 = 0.$$

This QCA was introduced by Konno [10] as a quantum counterpart of the Domany-Kinzel model (DK model) [4]. The DK model is defined in Section 3. As in the case of the PCA, we easily see that “$Q^{(l)}$ is unitary if and only if $Q^{(g)}_N$ is unitary”.

The evolution of IPS on $\mathbb{P}_N$ is determined by

$$\eta_n = \left( Q^{(g)}_N \right)^n \eta_0 \quad (n \in \mathbb{Z}_+)$$

for an initial state $\eta_0$. Note that $\eta_n, \eta_0 \in \mathbb{C}^{2^N}$ and $Q^{(g)}_N$ is a $2^N \times 2^N$ matrix.

For example, when $N = 3$ and $(\eta(0), \eta(1), \eta(2)) = (0, 0, 1) \in \mathbb{C}^{2^3}$, we observe

$$Q^{(g)}_3(0, 0, 1) = a_{000}^0a_{011}^0(0, 0, 1) + a_{000}^1a_{011}^1(0, 1, 1) + a_{000}^0a_{011}^1(1, 0, 1) + a_{000}^1a_{011}^1(1, 1, 1).$$

In the case of PCA, the probability that a configuration $(0, 1, 1)$ exists is $|a_{000}^0a_{011}^1|^2$. In the case of QCA, the probability that a configuration $(0, 1, 1)$ exists is $|a_{000}^0a_{011}^0|^2$. 


3 Example

In this section, we give some typical models. The DK model in PCA is defined by

\[ Q_{DK}^{(l)} = \begin{bmatrix} 1 & 1 - p & \cdot \\ 1 - p & 1 - q & \cdot \\ \cdot & p & q \end{bmatrix}, \]

where \( p, q \in [0, 1] \). In particular, if \( q = p \) (resp. \( q = 1 - (1 - p)^2 \)), then the DK model becomes oriented site (resp. bond) percolation (see Durrett [5], Katori et al. [6], for example). A generalized DK model is defined by

\[ Q_{DK}^{(i)}(\xi_1, \xi_2, \xi_3, \xi_4) = \begin{bmatrix} \cos^2 \xi_1 & \sin^2 \xi_3 & \cdot \\ \cdot & \sin^2 \xi_2 & \cdot \\ \sin^2 \xi_1 & \cos^2 \xi_3 & \cdot \\ \cdot & \cos^2 \xi_2 & \sin^2 \xi_4 \end{bmatrix}, \]

where \( \xi_1, \xi_2, \xi_3, \xi_4 \in [0, 2\pi] \). Then the original DK model is equivalent to

\( (\xi_1, \xi_2, \xi_3, \xi_4) = (0, \xi_2, \xi_2, \xi_4) \).

The well-known Wolfram Rule 90 (see [5]) is

\( (\xi_1, \xi_2, \xi_3, \xi_4) = (0, 0, 0, 0) \),

that is,

\[ Q_{DK}^{(i)}(0, 0, 0, 0) = \begin{bmatrix} 1 & \cdot & \cdot \\ \cdot & \cdot & 1 \\ \cdot & 1 & \cdot \end{bmatrix}. \]

A trivial model is

\[ Q_{DK}^{(i)}(0, \pi/2, 0, \pi/2) = I_4. \]

As for the model in QCA, we introduce two classes. One is given by

\[ Q_{QCA,1}^{(i)}(\xi_1, \xi_2) = \begin{bmatrix} \cos \xi_1 & \cdot & -\sin \xi_1 & \cdot \\ \cdot & \cos \xi_2 & \cdot & -\sin \xi_2 \\ \sin \xi_1 & \cdot & \cos \xi_1 & \cdot \\ \cdot & \sin \xi_2 & \cdot & \cos \xi_2 \end{bmatrix}, \]

where \( \xi_1, \xi_2 \in [0, 2\pi] \). In particular, \( Q_{QCA,1}^{(i)}(0, 0) = I_4 \). The other is

\[ Q_{QCA,2}^{(i)}(\xi_1, \xi_2) = \begin{bmatrix} \cos \xi_1 & \cdot & -\sin \xi_1 & \cdot \\ \cdot & -\sin \xi_2 & \cdot & \cos \xi_2 \\ \sin \xi_1 & \cdot & \cos \xi_1 & \cdot \\ \cdot & \cos \xi_2 & \cdot & \sin \xi_2 \end{bmatrix}, \]

where \( \xi_1, \xi_2 \in [0, 2\pi] \). In particular, \( Q_{QCA,2}^{(i)}(0, 0) \) becomes Rule 90. Therefore, Rule 90 is not only PCA but also QCA.
4 Zeta function

Following the walk-type zeta function introduced by our previous paper [8], we define the IPS-type zeta function by

\[ \zeta(Q(l), P_N, u) = \det \left(I_{2N} - uQ_N^{(g)}\right)^{-1/2} \quad (N \in \mathbb{Z}_{>}). \]  

(3)

Note that when \( N = 1 \), we put \( Q_1^{(g)} = I_2 \). Thus we have

\[ \zeta(Q(l), P_1, u) = (1 - u)^{-1}. \]  

(4)

The difference between the walk-type and IPS-type zeta functions is that the former is based on the one-particle on lattice space and the latter is based on multi-particle on configuration space. Concerning the zeta function, see [7, 12], for example.

Furthermore, we define \( C_r(Q(l), P_N) \) by

\[ \zeta(Q(l), P_N, u) = \exp \left( \sum_{r=1}^{\infty} C_r(Q(l), P_N) \frac{u^r}{r} \right) \quad (N \in \mathbb{Z}_{>}). \]  

(5)

Note that when \( N = 1 \), we see that Eq. (4) implies

\[ C_r(Q(l), P_1) = 1 \quad (r \in \mathbb{Z}_{>}). \]  

(6)

Let \( \lambda_j (j = 1, 2, \ldots, 2^N) \) be eigenvalues of \( Q_N^{(g)} \). From Eq. (3), we have

\[ \log \left\{ \zeta(Q(l), P_N, u) \right\} = -\frac{1}{2N} \log \left\{ \det \left(I_{2N} - uQ_N^{(g)}\right) \right\} \]

\[ = -\frac{1}{2N} \log \left\{ \prod_{j=1}^{2N} \left( 1 - u\lambda_j \right) \right\} \]

\[ = -\frac{1}{2N} \sum_{j=1}^{2N} \log \left( 1 - u\lambda_j \right) \]

\[ = \sum_{r=1}^{\infty} \left\{ \frac{1}{2N} \sum_{j=1}^{2N} \lambda_j^r \right\} \frac{u^r}{r} \]

\[ = \sum_{r=1}^{\infty} \left\{ \frac{1}{2N} \text{tr} \left( (Q_N^{(g)})^r \right) \right\} \frac{u^r}{r} , \]

where \( \text{tr}(A) \) denotes the trace of a square matrix \( A \). Thus we get

\[ \log \left\{ \zeta(Q(l), P_N, u) \right\} = \sum_{r=1}^{\infty} \left\{ \frac{1}{2N} \text{tr} \left( (Q_N^{(g)})^r \right) \right\} \frac{u^r}{r}. \]  

(7)

Combining Eq. 5 with Eq. 6 implies the following general result.

**Proposition 1**

\[ C_r(Q(l), P_N) = \frac{1}{2N} \text{tr} \left( (Q_N^{(g)})^r \right) \quad (r, N \in \mathbb{Z}_{>}). \]
5 Tensor model

In this section, we introduce a model whose $Q^{(l)}$ is defined by

$$Q^{(l)} = Q^{(l,1)} \otimes Q^{(l,2)},$$

(8)

where $Q^{(l,1)}$ and $Q^{(l,2)}$ are $2 \times 2$ matrices. This model is called the tensor model here. To compute $C_r$ for a general $N$ case, we begin with $r = 1$ and $N = 3$. Then, from Eq. (8), we see

$$Q^{(g)}_3 = (I_2 \otimes Q^{(l)}) (Q^{(l)} \otimes I_2) = Q^{(l,1)} \otimes Q^{(l,1)} Q^{(l,2)} \otimes Q^{(l,2)}.$$ 

By using $\text{tr}(A \otimes B) = \text{tr}(A) \text{tr}(B)$, we have

$$\text{tr} \left( Q^{(g)}_3 \right) = \text{tr} \left( Q^{(l,1)} \right) \text{tr} \left( Q^{(l,1)} Q^{(l,2)} \right) \text{tr} \left( Q^{(l,2)} \right).$$

Similarly, for a general $r$, we get

$$\text{tr} \left( (Q^{(g)}_3)^r \right) = \text{tr} \left( (Q^{(l,1)})^r \right) \text{tr} \left( (Q^{(l,1)} Q^{(l,2)})^r \right) \text{tr} \left( (Q^{(l,2)})^r \right).$$

Moreover, for a general $N$, we see

$$\text{tr} \left( (Q^{(g)}_N)^r \right) = \text{tr} \left( (Q^{(l,1)})^r \right) \text{tr} \left( (Q^{(l,1)} Q^{(l,2)})^r \right) \text{tr} \left( (Q^{(l,2)})^r \right).$$

By Proposition 1, we have the following key result for the tensor model.

**Proposition 2** For any $r = 1, 2, \ldots$ and $N = 2, 3, \ldots$, we obtain

$$C_r(Q^{(l)}, P_N) = \frac{1}{2^N} \text{tr} \left( (Q^{(l,1)})^r \right) \text{tr} \left( (Q^{(l,1)} Q^{(l,2)})^r \right) \text{tr} \left( (Q^{(l,2)})^r \right).$$

Next we will find out a necessary and sufficient condition for Eq. (8). To do so, we put

$$Q^{(l,1)} = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \quad Q^{(l,2)} = \begin{bmatrix} e & f \\ g & h \end{bmatrix},$$

where $a, b, \ldots, h \in \mathbb{C}$. Furthermore, we assume that

$$Q^{(l,1)} \neq O_2, \quad Q^{(l,2)} \neq O_2,$$

(9)

where $O_n$ is the $n \times n$ zero matrix. Then a direct computation implies

**Lemma 1** Under the condition (9), $(f, g) = (0, 0)$ is a necessary and sufficient condition for

$$Q^{(l)} = Q^{(l,1)} \otimes Q^{(l,2)}.$$
In fact, if \((f, g) = (0, 0)\), then we have

\[
Q^{(i)} = Q^{(i, 1)} \otimes Q^{(i, 2)} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \otimes \begin{bmatrix} e & 0 \\ 0 & h \end{bmatrix} = \begin{bmatrix} ae & be \\ ah & bh \\ ce & de \\ ch & dh \end{bmatrix}.
\]

In other words, if the state of the right site is “0”, then we multiply a weight “e” and if the state of the right site is “1”, then we multiply a weight “h”, such as “\((0, 0) \to (1, 0)\)” with transition weight “ce” and “\((0, 1) \to (1, 1)\)” with transition weight “ch”.

Combining Proposition 1 with Proposition 2 gives one of our main results.

**Theorem 1** We assume that \(N \geq 2\). We consider the tensor model with

\[Q^{(i)} = Q^{(i, 1)} \otimes Q^{(i, 2)} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \otimes \begin{bmatrix} e & 0 \\ 0 & h \end{bmatrix}.\]

Let \(\lambda_+\), \(\lambda_-\) denote the eigenvalues of \(Q^{(i, 1)}\) and \(\tilde{\lambda}_+\), \(\tilde{\lambda}_-\) denote the eigenvalues of \(Q^{(i, 1)}Q^{(i, 2)}\). Then we obtain

\[C_r(Q^{(i)}, P_N) = \frac{1}{2N} \left( \lambda_+^r + \lambda_-^r \right) \left( \tilde{\lambda}_+^r + \tilde{\lambda}_-^r \right)^{N-2} (e^r + h^r) \quad (r \in \mathbb{Z}_{\geq}^r).\]

In particular, if \(e = h = 1\), i.e., \(Q^{(i, 2)} = I_2\), then we have

\[C_r(Q^{(i)}, P_N) = \frac{1}{2^{N-1}} (\lambda_+^r + \lambda_-^r)^{N-1} \quad (r \in \mathbb{Z}_{\geq}).\]

We begin with a trivial model with \(Q^{(i, 1)} = Q^{(i, 2)} = I_2\), i.e., \(Q^{(i)} = I_4\). In this case, we see that \(\lambda_+ = \lambda_- = 1\). Thus, from Eq. (10), we get

\[C_r(I_4, P_N) = \frac{1}{2^{N-1}} (1^r + 1^r)^{N-1} = \frac{1}{2^{N-1}} \times 2^{N-1} = 1.\]

Remark that when \(N = 1\), we see that Eq. (6) gives \(C_r(I_4, P_1) = 1\) for \(r \in \mathbb{Z}_{\geq}\). So we have

**Corollary 1**

\[
C_r(I_4, P_N) = 1 \quad (r, N \in \mathbb{Z}_{\geq}),
\]

\[
\log \left( \zeta(I_4, P_N, u)^{-1} \right) = \log(1 - u) \quad (N \in \mathbb{Z}_{\geq}).
\]

We should note that Eq. (12) implies that all eigenvalues of \(Q_N^{(g)}\) are 1.

If we consider PCA, then Eq. (5) gives

\[(a + c)e = (a + c)h = (b + d)e = (b + d)h = 1.\]

So we have \(e = h(\neq 0)\). This means that the state of the right site does not affect the transition weight. In other words, this IPS does not have the interaction.

Next we consider QCA. Then we can find out a non-trivial model such as

\[
Q^{(i)} = Q^{(i, 1)} \otimes Q^{(i, 2)} = \begin{bmatrix} \cos \xi & -\sin \xi \\ \sin \xi & \cos \xi \end{bmatrix} \otimes \begin{bmatrix} e^{i\theta_1} & 0 \\ 0 & e^{i\theta_2} \end{bmatrix} = \begin{bmatrix} e^{i\theta_1} \cos \xi \cdot e^{i\theta_2} \cos \xi & -e^{i\theta_1} \sin \xi \\ e^{i\theta_1} \sin \xi \cdot e^{i\theta_2} \sin \xi & e^{i\theta_1} \cos \xi \cdot e^{i\theta_2} \cos \xi \end{bmatrix}.
\]
where \( \xi, \theta_1, \theta_2 \in [0, 2\pi) \). When \((\theta_1, \theta_2) = (0, 0)\), i.e., \(Q^{(1,2)} = I_2\), this \(Q^{(i)}\) becomes \(Q^{(i)}_{QCA,1}(\xi, \xi)\). In this case, we have

\[
\lambda_+ = e^{i\xi}, \quad \lambda_- = e^{-i\xi}.
\]

From Eq. (11), we get

\[
C_r(Q^{(i)}_{QCA,1}(\xi, \xi), \mathbb{P}_N) = \frac{1}{2^{N-1}} (e^{i\xi r} + e^{-i\xi r})^{N-1} = (\cos (\xi r))^{N-1}.
\] (13)

Let \(\{T_n(x)\}\) denote the Chebychev polynomials of the first kind (see Andrews et al. [1]):

\[
T_n(x) = \cos (n \cdot \cos^{-1}(x)) \quad (n \in \mathbb{Z}_{\geq}, \ x \in [-1, 1]),
\]

where \(\cos^{-1}(x) = \arccos(x)\). For example,

\[
T_0(x) = 1, \ T_1(x) = x, \ T_2(x) = 2x^2 - 1, \ T_3(x) = 4x^3 - 3x, \ldots.
\]

Note that \(T_n(1) = 1\) for any \(n \in \mathbb{Z}_{\geq}\). Therefore, we obtain

**Corollary 2**

\[
C_r(Q^{(i)}_{QCA,1}(\xi, \xi), \mathbb{P}_N) = T_r (\cos \xi)^{N-1}
\] (14)

for \(r, N \in \mathbb{Z}_{\geq}\) and \(\xi \in [0, 2\pi)\).

In particular, if we take \(\xi = 0\), then Eq. (14) gives

\[
C_r(Q^{(i)}_{QCA,1}(0, 0), \mathbb{P}_N) = 1 \quad (r, N \in \mathbb{Z}_{\geq}).
\] (15)

On the other hand, noting that \(Q^{(i)}_{QCA,1}(0, 0) = I_4\), we confirm that Eq. (15) is consistent with Eq. (11).

We will compute the zeta function for \(Q^{(i)}_{QCA,1}(\xi, \xi)\). From Eq. (13), we see

\[
-\log \left\{ \zeta \left( Q^{(i)}_{QCA,1}(\xi, \xi), \mathbb{P}_N, u \right)^{-1} \right\} = \sum_{r=1}^{\infty} \frac{C_r(Q^{(i)}_{QCA,1}(\xi, \xi), \mathbb{P}_N)}{r} u^r
\]

\[
= \sum_{r=1}^{\infty} \frac{1}{r} \left( \frac{e^{i\xi r} + e^{-i\xi r}}{2} \right)^{N-1} u^r
\]

\[
= \frac{1}{2^{N-1}} \sum_{r=1}^{\infty} \frac{1}{r} \sum_{k=0}^{N-1} \binom{N-1}{k} (e^{i\xi k} (e^{-i\xi})^{N-1-k} u^r
\]

\[
= \frac{1}{2^{N-1}} \sum_{k=0}^{N-1} \binom{N-1}{k} \log \left\{ 1 - e^{i(2k-(N-1))\xi} u \right\}
\]

Therefore the following result is obtained.

**Theorem 2** We assume that \(N \in \mathbb{Z}_{\geq}\). Then we have

\[
\log \left\{ \zeta \left( Q^{(i)}_{QCA,1}(\xi, \xi), \mathbb{P}_N, u \right)^{-1} \right\} = \frac{1}{2^{N-1}} \sum_{k=0}^{N-1} \binom{N-1}{k} \log \left\{ 1 - e^{i(2k-(N-1))\xi} u \right\}
\]

for \(\xi \in [0, 2\pi)\).
When \( N = 1 \), we see that Eq. (4) gives \( \zeta \left( Q_{QCA,1}(\xi, \xi), \mathbb{P}_N, u \right)^{-1} = 1 - u \). So we confirm that Theorem 2 holds for \( N = 1 \). Next we will consider \( N \to \infty \) case. To do so, we introduce a symmetric simple random walk at time \( n \) on \( \mathbb{Z} \), denoted by \( S_n \), whose distribution is given by

\[
P \left( S_n = 2k - n \right) = \frac{1}{2^n n} \binom{n}{k}
\]

for \( k = 0, 1, \ldots, n \). Combining Theorem 2 with Eq. (16) implies

\[
\log \left\{ \zeta \left( Q_{QCA,1}(\xi, \xi), \mathbb{P}_N, u \right)^{-1} \right\} = \sum_{k=0}^{N-1} \log \left\{ 1 - \exp \left( i(2k - (N - 1))\xi \right) \cdot u \right\} P \left( S_{N-1} = 2k - (N - 1) \right)
\]

\[
= E \left[ \log \left\{ 1 - \exp \left( iS_{N-1}\xi \right) \cdot u \right\} \right]
\]

By using this, we get

\[
\log \left\{ \zeta \left( Q_{QCA,1}(\xi, \xi), \mathbb{P}_N, u \right)^{-1} \right\} = E \left[ \log \left\{ 1 - \exp \left( \frac{S_{N-1}}{\sqrt{N-1}} \cdot \xi \right) \cdot u \right\} \right]
\]

\[
\to E \left[ \log \left\{ 1 - e^{i\xi Z} \cdot u \right\} \right] \quad (N \to \infty),
\]

where \( Z \) is the normal distribution with mean 0 and variance 1. Here we used the Central Limit Theorem:

\[
\frac{S_n}{\sqrt{n}} \Rightarrow Z \quad (n \to \infty),
\]

where \( \Rightarrow \) means weak convergence (see Spitzer [15]). Thus we obtain

**Corollary 3**

\[
\lim_{N \to \infty} \log \left\{ \zeta \left( Q_{QCA,1}(\xi/\sqrt{N}, \xi/\sqrt{N}), \mathbb{P}_N, u \right)^{-1} \right\} = E \left[ \log \left( 1 - e^{i\xi Z} \cdot u \right) \right]
\]

for \( \xi \in [0, 2\pi] \). Here \( Z \) is the normal distribution with mean 0 and variance 1.

### 6 Generalized tensor model

In the previous section, we considered a tensor model with \( Q^{(i)} = Q^{(i,1)} \otimes Q^{(i,2)} \), in particular,

\[
Q_{QCA,1}^{(i)}(\xi, \xi) = \begin{bmatrix} \cos \xi & -\sin \xi \\ \sin \xi & \cos \xi \end{bmatrix} \otimes I_2 \quad (\xi \in [0, 2\pi]).
\]

This section deals with a generalized tensor model with \( Q^{(i)} = Q_1^{(i,1)} \otimes Q_1^{(i,2)} + Q_2^{(i,1)} \otimes Q_2^{(i,2)} \).

As a typical example, we will treat the following model:

\[
Q_{QCA,2}^{(i)}(0, \xi) = I_2 \otimes E_{00} + \sigma(\xi) \otimes E_{11} \quad (\xi \in [0, 2\pi]),
\]

(17)
where
\[
\sigma(\xi) = \begin{bmatrix} -\sin \xi & \cos \xi \\ \cos \xi & \sin \xi \end{bmatrix}, \quad E_{00} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad E_{11} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Note that
\[
\sigma(\xi)^2 = I_2 \quad (\xi \in [0, 2\pi)).
\]

From now on, we put
\[
Q^{(i)}(\xi) = Q^{(i)}_{QCA, 2}(0, \xi).
\]

Then we obtain

**Lemma 2**

\[
Q^{(g)}_{N+1}(\xi) = Q^{(g)}_N(\xi) \otimes E_{00} + Q^{(g)}_N(\xi) \otimes E_{11},
\]

(18)

\[
\left( Q^{(g)}_{N+1}(\xi) \right)_r = \left( Q^{(g)}_N(\xi) \right)_r \otimes E_{00} + \left( Q^{(g)}_N(\xi) \right)_r \otimes E_{11},
\]

(19)

\[
\text{tr} \left( \left( Q^{(g)}_{N+1}(\xi) \right)_r \right) = \text{tr} \left( \left( Q^{(g)}_N(\xi) \right)_r \right) + \text{tr} \left( \left( Q^{(g)}_N(\xi) \right)_r \right)
\]

(20)

for \( N, r \in \mathbb{Z}_+ \) and \( \xi \in [0, 2\pi) \). Here

\[
Q^{(g)}_N(\xi) = \sigma_N(\xi)Q^{(g)}_N(\xi), \quad \sigma_N(\xi) = I_2^{\otimes (N-1)} \otimes \sigma(\xi),
\]

\[
Q^{(g)}_1(\xi) = I_2, \quad \sigma_1(\xi) = \sigma(\xi),
\]

where \( A^\otimes n = A \otimes \cdots \otimes A \) with \( n \) terms.

**Proof.** We begin with

\[
Q^{(g)}_{N+1}(\xi) = \left( I_2^{\otimes (N-1)} \otimes Q^{(i)}(\xi) \right) \left( I_2^{\otimes (N-2)} \otimes Q^{(i)}(\xi) \otimes I_2 \right)
\]

\[
\cdots \left( I_2 \otimes Q^{(i)}(\xi) \otimes I_2^{\otimes (N-2)} \right) \left( Q^{(i)}(\xi) \otimes I_2^{\otimes (N-1)} \right)
\]

\[
= \left( I_2^{\otimes N} \otimes E_{00} \right) \left( I_2^{\otimes (N-2)} \otimes Q^{(i)}(\xi) \otimes I_2 \right)
\]

\[
\cdots \left( I_2 \otimes Q^{(i)}(\xi) \otimes I_2^{\otimes (N-2)} \right) \left( Q^{(i)}(\xi) \otimes I_2^{\otimes (N-1)} \right)
\]

\[
+ \left( I_2^{\otimes (N-1)} \otimes \sigma(\xi) \otimes E_{11} \right) \left( I_2^{\otimes (N-2)} \otimes Q^{(i)}(\xi) \otimes I_2 \right)
\]

\[
\cdots \left( I_2 \otimes Q^{(i)}(\xi) \otimes I_2^{\otimes (N-2)} \right) \left( Q^{(i)}(\xi) \otimes I_2^{\otimes (N-1)} \right)
\]

\[
= Q^{(g)}_N(\xi) \otimes E_{00} + Q^{(g)}_N(\xi) \otimes E_{11}.
\]

The second equality comes from Eq. (17). So we have Eq. (18). Noting that \( E_{00}^2 = E_{00}, \ E_{11}^2 = E_{11}, \ E_{00}E_{11} = E_{11}E_{00} = O_2 \), Eq. (18) gives Eq. (19). It follows from \( \text{tr}(A \otimes B) = \text{tr}(A)\text{tr}(B) \) and \( \text{tr}(E_{00}) = \text{tr}(E_{11}) = 1 \) that Eq. (19) implies Eq. (20). Thus, we obtain the desired conclusions.

By Lemma 2 we have the following result.

**Corollary 4**

\[
Q^{(g), \sigma}_N(\xi) = (-\sin \xi)Q^{(g)}_N(\xi) \otimes E_{00} + (\cos \xi)Q^{(g), \sigma}_N(\xi) \otimes E_{01}
\]

\[
+ (\cos \xi)Q^{(g)}_N(\xi) \otimes E_{10} + (\sin \xi)Q^{(g), \sigma}_N(\xi) \otimes E_{11},
\]

(21)

\[
\text{tr} \left( Q^{(g), \sigma}_{N+1}(\xi) \right) = (-\sin \xi)\text{tr} \left( Q^{(g)}_N(\xi) \right) + (\sin \xi)\text{tr} \left( Q^{(g), \sigma}_N(\xi) \right)
\]

(22)
for $N, r \in \mathbb{Z}_>$ and $\xi \in [0, 2\pi)$. Here

$$E_{01} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad E_{10} = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}.$$ 

**Proof.** By Eq. (18), we observe

$$Q_{N+1}^{(g),\sigma}(\xi) = (I_2^{\mathbb{R}} \otimes \sigma(\xi)) Q_N^{(g)}(\xi) = (I_2^{\mathbb{R}} \otimes \sigma(\xi))(Q_N^{(g)}(\xi) \otimes E_{00} + Q_N^{(g),\sigma}(\xi) \otimes E_{11}) = Q_N^{(g)}(\xi) \otimes (\sigma(\xi)E_{00}) + Q_N^{(g),\sigma}(\xi) \otimes (\sigma(\xi)E_{11}). \quad (23)$$

On the other hand,

$$\sigma(\xi)E_{00} = (-\sin \xi)E_{00} + (\cos \xi)E_{10}, \quad \sigma(\xi)E_{11} = (\cos \xi)E_{01} + (\sin \xi)E_{11}. \quad (24)$$

Combining Eq. (23) with Eq. (24) gives Eq. (21). It follows from $\tr(A \otimes B) = \tr(A)\tr(B)$ and $\tr(E_{00}) = \tr(E_{11}) = 1$, $\tr(E_{01}) = \tr(E_{10}) = 0$ that Eq. (24) implies Eq. (22). So the desired conclusions are obtained.

When $N = 1$, noting that $Q_1^{(g)}(\xi) = I_2$ and $Q_1^{(g),\sigma}(\xi) = \sigma(\xi)$, we have

**Lemma 3**

$$\tr\left(\left(Q_1^{(g)}(\xi)\right)^r\right) = 2,$$

$$\tr\left(\left(Q_1^{(g),\sigma}(\xi)\right)^r\right) = \begin{cases} 0 & (r \equiv 1 \text{ (mod 2)}), \\ 2 & (r \equiv 0 \text{ (mod 2)}) \end{cases} \quad (25)$$

for $r \in \mathbb{Z}_>$ and $\xi \in [0, 2\pi]$.

From now on, we first compute $r = 1$ case for a general $N \in \mathbb{Z}_>$. To do so, we put

$$x_N^{(r)} = x_N^{(r)}(\xi) = \tr\left(\left(Q_N^{(g)}(\xi)\right)^r\right), \quad y_N^{(r)} = y_N^{(r)}(\xi) = \tr\left(\left(Q_N^{(g),\sigma}(\xi)\right)^r\right)$$

for $r, N \in \mathbb{Z}_>$ and $\xi \in [0, 2\pi)$. From Eqs. (20) ($r = 1$) and (22), we have

$$x_{N+1} = x_N^{(1)} + y_N^{(1)},$$

$$y_{N+1} = (-\sin \xi)x_N^{(1)} + (\sin \xi)y_N^{(1)}. \quad (26)$$

Thus we get

$$x_{N+2}^{(1)} - (1 + \sin \xi)x_{N+1}^{(1)} + 2(\sin \xi)x_N^{(1)} = 0.$$

On the other hand, Eq. (24) gives $x_1^{(1)} = 2$ and $y_1^{(1)} = 0$. From Eq. (20), we have $x_2^{(1)} = 2$. So we get $x_2^{(1)} = x_3^{(1)} = 2$. Therefore we obtain

**Proposition 3** We assume that $N \in \mathbb{Z}_>$. Let $\lambda_1 = \lambda_1(\xi)$ and $\lambda_2 = \lambda_2(\xi)$ denote solutions of $\lambda^2 - (1 + \sin \xi)\lambda + 2(\sin \xi) = 0$. Then the solutions of

$$x_{N+2} - (1 + \sin \xi)x_{N+1} + 2(\sin \xi)x_N = 0$$

with $x_1^{(1)} = x_2^{(1)} = 2$ for $\xi \in [0, 2\pi)$ are given as follows:
(i) If $\lambda_1 \neq \lambda_2$, then

\[
\text{tr} \left( Q^g_N(\xi) \right) = \frac{2}{\lambda_2 - \lambda_1} \left\{ (\lambda_2 - 1)\lambda_1^{N-1} - (\lambda_1 - 1)\lambda_2^{N-1} \right\},
\]

\[
C_1 \left( Q^{(i)}_N(\xi), P_N \right) = \frac{1}{\lambda_2 - \lambda_1} \left\{ (\lambda_2 - 1) \left( \frac{\lambda_1}{2} \right)^{N-1} - (\lambda_1 - 1) \left( \frac{\lambda_2}{2} \right)^{N-1} \right\}.
\]

(ii) If $\lambda_1 = \lambda_2$, i.e., $\sin(\xi) = 3 - 2\sqrt{2}$, then

\[
\text{tr} \left( Q^g_N(\xi) \right) = \left\{ \sqrt{2}(N - 1) + 2 \right\} \times (2 - \sqrt{2})^{N-1},
\]

\[
C_1 \left( Q^{(i)}_N(\xi), P_N \right) = \frac{1}{2} \left\{ \sqrt{2}(N - 1) + 2 \right\} \times \left( 2 - \sqrt{2} \right)^{N-1}.
\]

When $\xi = 0$ (Rule 90), we see $\lambda_1 = 0$ and $\lambda_2 = 1$ (case (i)). Thus we have

\[
\text{tr} \left( Q^g_N(0) \right) = 2, \quad C_1 \left( Q^{(i)}_N(0), P_N \right) = \frac{1}{2^{N-1}}
\]

for $N \in \mathbb{Z}_>$. When $\xi = \pi/2$, we get $\lambda_1 = 1 + i$ and $\lambda_2 = 1 - i$ (case (i)). So we get

\[
\text{tr} \left( Q^g_N(\pi/2) \right) = (1 + i)^{N-1} + (1 - i)^{N-1},
\]

\[
C_1 \left( Q^{(i)}_N(\pi/2), P_N \right) = 2^{-N-1/2} T_{N-1} \left( \frac{\sqrt{2}}{2} \right)
\]

for $N \in \mathbb{Z}_>$. As a non-trivial case, we take $\xi = \pi/6$, i.e., $\sin(\pi/6) = 1/2$ (case (i)). Then we see

\[
\lambda_1 = e^{i\theta} = \frac{3 + i\sqrt{7}}{4}, \quad \lambda_2 = e^{-i\theta} = \frac{3 - i\sqrt{7}}{4}.
\]

Thus we obtain

\[
\text{tr} \left( Q^g_N(\pi/6) \right) = \frac{i\sqrt{7}}{2} \times \left\{ -(1 + i\sqrt{7})e^{i\theta(N-1)} + (1 - i\sqrt{7})e^{-i\theta(N-1)} \right\},
\]

\[
C_1 \left( Q^{(i)}_N(\pi/6), P_N \right) = \left( \frac{1}{2} \right)^{N+1} \left\{ 4 T_{N-1} \left( \frac{3}{4} \right) + U_{N-2} \left( \frac{3}{4} \right) \right\}
\]

for $N \in \mathbb{Z}_>$. Here $\{U_n(x)\}$ is the Chebychev polynomials of the second kind (see Andrews et al. [1]):

\[
U_n(\cos \theta) = \frac{\sin((n + 1)\theta)}{\sin \theta} \quad (n \in \mathbb{Z}_>).
\]

For example,

\[
U_0(x) = 1, \quad U_1(x) = 2x, \quad U_2(x) = 4x^2 - 1, \quad U_3(x) = 8x^3 - 4x, \ldots
\]

Note that we put $U_{-1}(x) = 0$.

We next compute $r = 2$ case. From Eq. (20) ($r = 2$), we have

\[
x_{N+1}^{(2)} = x_N^{(2)} + y_N^{(2)}.
\]
Define
\[ a_N = Q^{(g)}_N(\xi), \quad b_N = Q^{(g)}_N(\xi). \]

Then Eq. (21) is rewritten as
\[ b_{N+1} = (-\sin \xi) a_N \otimes E_{00} + (\cos \xi) b_N \otimes E_{01} + (\cos \xi) a_N \otimes E_{10} + (\sin \xi) b_N \otimes E_{11}. \]  

(29)

So we have
\[ (b_{N+1})^2 = \{ (\sin \xi)^2 a_N + (\cos \xi)^2 b_N \} a_N \otimes E_{00} + (\sin \xi) (\cos \xi) (b_N - a_N) b_N \otimes E_{01} + (\sin \xi) (\cos \xi) (b_N - a_N) a_N \otimes E_{10} + \{ (\cos \xi)^2 a_N + (\sin \xi)^2 b_N \} b_N \otimes E_{11}. \]

The trace of the above equation gives
\[ y_{N+1}^{(2)} = (\sin \xi)^2 x_N^{(2)} + 2(\cos \xi)^2 \text{tr} (a_N b_N) + (\sin \xi)^2 y_N^{(2)}. \]

(30)

Thus we want to compute \( \text{tr} (a_N b_N) \). Eq. (18) is rewritten as
\[ a_{N+1} = a_N \otimes E_{00} + b_N \otimes E_{11}. \]

(31)

Combining Eq. (29) with Eq. (31) implies
\[ a_{N+1} b_{N+1} = (-\sin \xi) (a_N)^2 \otimes E_{00} + (\cos \xi) a_N b_N \otimes E_{01} + (\cos \xi) b_N a_N \otimes E_{10} + (\sin \xi) (b_N)^2 \otimes E_{11}. \]

By the trace of the above equation, we get
\[ \text{tr} (a_N b_N) = (-\sin \xi) x_{N-1}^{(2)} + (\sin \xi) y_{N-1}^{(2)}. \]

(32)

Combining Eq. (30) with Eq. (32) gives
\[ y_{N+1}^{(2)} = (\sin \xi)^2 x_N^{(2)} + (\sin \xi)^2 y_N^{(2)} - 2(\sin \xi)(\cos \xi)^2 x_{N-1}^{(2)} + 2(\sin \xi)(\cos \xi)^2 y_{N-1}^{(2)}. \]

(33)

From Eqs. (28) and (33), we have
\[ x_{N+3}^{(2)} - \{ 1 + (\sin \xi)^2 \} x_{N+2}^{(2)} - 2(\sin \xi)(\cos \xi)^2 x_{N+1}^{(2)} + 4(\sin \xi)(\cos \xi)^2 x_N^{(2)} = 0 \]

(34)

for \( n \in \mathbb{Z}_+ \) and \( \xi \in [0, 2\pi) \). On the other hand, we compute
\[ x_1^{(2)} = 2, \quad x_2^{(2)} = 4, \quad x_3^{(2)} = 4 \{ 1 + (\sin \xi)^2 \}. \]

Therefore by Eq. (34), we obtain

**Proposition 4** We assume that \( N \in \mathbb{Z}_+ \). Put
\[ x_N^{(2)} = x_N^{(g)}(\xi) = \text{tr} \left( \left( Q_N^{(g)}(\xi) \right)^2 \right) \]

for \( \xi \in [0, 2\pi) \). Then we see that \( x_N^{(2)} \) is the solution of
\[ x_{N+3}^{(2)} - \{ 1 + (\sin \xi)^2 \} x_{N+2}^{(2)} - 2(\sin \xi)(\cos \xi)^2 x_{N+1}^{(2)} + 4(\sin \xi)(\cos \xi)^2 x_N^{(2)} = 0 \]

(35)

with \( x_1^{(2)} = 2, \quad x_2^{(2)} = 4, \quad x_3^{(2)} = 4 \{ 1 + (\sin \xi)^2 \}. \)
When $\xi = 0$ (Rule 90), we have
\[ x_{N+1}^{(2)} = x_N^{(2)} \quad (N = 3, 4, \ldots). \]
Noting that $x_1^{(2)} = 2$, $x_2^{(2)} = 4$, $x_3^{(2)} = 4$, we see
\[ \text{tr} \left( \left( Q_N^{(g)}(0) \right)^2 \right) = \begin{cases} 2 & (N = 1), \\ 4 & (N = 2, 3, \ldots), \end{cases} \quad (36) \]
\[ C_2 \left( Q^{(i)}(0), p_N \right) = \begin{cases} \frac{1}{2^{N-1}} & (N = 1), \\ \frac{1}{2^{N-2}} & (N = 2, 3, \ldots). \end{cases} \quad (37) \]

When $\xi = \pi/2$, we have
\[ x_{N+1}^{(2)} = 2x_N^{(2)} \quad (N = 3, 4, \ldots). \]
Noting that $x_1^{(2)} = 2$, $x_2^{(2)} = 4$, $x_3^{(2)} = 8$, we get
\[ \text{tr} \left( \left( Q_N^{(g)}(\pi/2) \right)^2 \right) = 2^N, \quad C_2 \left( Q^{(l)}(\pi/2), p_N \right) = 1 \quad (38) \]
for $N \in \mathbb{Z}_>$. From definitions of $Q^{(l)}(\pi/2)$ and $Q_N^{(g)}(\pi/2)$, we easily see that $(k, l)$ element of $Q_N^{(g)}(\pi/2)$ is given by
\[ Q_N^{(g)}(\pi/2)(k, l) = \begin{cases} 1 \text{ or } -1 & (k = l), \\ 0 & (k \neq l). \end{cases} \]
Combining this with Eq. (38) implies
\[ \left( Q_N^{(g)}(\pi/2) \right)^2 = I_{2^N} \quad (N \in \mathbb{Z}_>). \]
Furthermore we have
\[ \left( Q_N^{(g)}(\pi/2) \right)^r = I_{2^N} \]
for $N \in \mathbb{Z}_>$ and $r \equiv 0 \pmod{2}$. In other words, the period of $Q_N^{(g)}(\pi/2)$ is 2. Therefore we obtain

**Proposition 5** We assume that $N \in \mathbb{Z}_>$. Then we have
(i)
\[ \text{tr} \left( \left( Q_N^{(g)}(\pi/2) \right)^r \right) = \begin{cases} 2^{(N+1)/2} T_{N-1} \left( \frac{\sqrt{2}}{2} \right) & (r \equiv 1 \pmod{2}), \\ 2^N & (r \equiv 0 \pmod{2}). \end{cases} \quad (39) \]
(ii)
\[ C_r \left( Q^{(i)}(\pi/2), p_N \right) = \begin{cases} 2^{-(N-1)/2} T_{N-1} \left( \frac{\sqrt{2}}{2} \right) & (r \equiv 1 \pmod{2}), \\ 1 & (r \equiv 0 \pmod{2}). \end{cases} \quad (40) \]
(iii)
\[ \left( Q_N^{(g)}(\pi/2) \right)^r = I_{2^N} \quad (r \equiv 0 \pmod{2}). \quad (41) \]
Next we compute the zeta function for this case. To do so, for a constant \( c \in \mathbb{C} \), we observe
\[
\begin{align*}
\frac{c}{1} u + \frac{1}{2} u^2 + \frac{c}{3} u^3 + \frac{1}{4} u^4 + \frac{c}{5} u^5 + \frac{1}{6} u^6 + \cdots \\
= c \left( \frac{u}{1} + \frac{u^3}{3} + \frac{u^5}{5} + \cdots \right) + \frac{1}{2} \left( \frac{(u^2)^2}{2} + \frac{(u^2)^3}{3} + \cdots \right) \\
= c(\tanh^{-1}(u)) - \frac{1}{2} \log (1 - u^2),
\end{align*}
\]
where \( \tanh^{-1}(u) = \arctanh(u) \). By using this, we can compute the zeta function as follows:

**Theorem 3** We assume that \( N \in \mathbb{Z}_{>0} \). Then we have
\[
\log \left\{ \zeta \left( Q_{QCA,2}^{(l)}(0, \pi/2), P_N, u \right)^{-1} \right\} = \frac{1}{2} \log(1 - u^2) - 2^{-(N-1)/2} T_{N-1} \left( \frac{\sqrt{2}}{2} \right) \tanh^{-1}(u).
\]

By using this theorem, we easily obtain

**Corollary 5**

(i)
\[
\lim_{N \to \infty} \log \left\{ \zeta \left( Q_{QCA,2}^{(l)}(0, \pi/2), P_N, u \right)^{-1} \right\} = \frac{1}{2} \log(1 - u) + \frac{1}{2} \log(1 + u).
\]

(ii)
\[
2^{(N-1)/2} T_{N-1} \left( \frac{\sqrt{2}}{2} \right)^{-1} \left[ \frac{1}{2} \log(1 - u^2) - \log \left\{ \zeta \left( Q_{QCA,2}^{(l)}(0, \pi/2), P_N, u \right)^{-1} \right\} \right] = \tanh^{-1}(u).
\]

We should remark that part (i) implies that as for eigenvalues of \( Q_N^{(g)} \) determined by \( Q_{QCA,2}^{(l)}(0, \pi/2) \), the rate of eigenvalues “1” or “−1” converges to \( 1/2 \) as \( N \to \infty \).

As a non-trivial case like \( r = 1 \), we consider \( \xi = \pi/6 \), i.e., \( \sin(\pi/6) = 1/2 \). Then three solutions of the characteristic equation of Eq. (35) are given by
\[
\lambda_1 = -1, \quad \lambda_2 = \frac{9 + i \sqrt{15}}{8}, \quad \lambda_3 = \frac{9 - i \sqrt{15}}{8}.
\]
Noting that \( x_1^{(2)} = 2, \ x_2^{(2)} = 4, \ x_3^{(2)} = 5 \), we obtain
\[
\text{tr} \left( Q_N^{(g)}(\pi/6) \right)^2 = \left( -\frac{4}{19} \right) \lambda_1^{N-1} + \frac{3}{95} \left( 35 - 11i \sqrt{15} \right) \lambda_2^{N-1} + \frac{3}{95} \left( 35 + 11i \sqrt{15} \right) \lambda_3^{N-1},
\]
\[
C_2 \left( Q^{(l)}(\pi/6), P_N \right) = \left( -\frac{2}{19} \right) (-2)^{-(N-1)} \left\{ \frac{3}{19} \left( \frac{\sqrt{5}}{4} \right)^{N-1} \left[ 7 T_{N-1} \left( \frac{3\sqrt{5}}{8} \right) + \frac{11\sqrt{5}}{8} U_{N-2} \left( \frac{3\sqrt{5}}{8} \right) \right] \right\}
\]
for \( N \in \mathbb{Z}_{>0} \).
Finally we consider a general $r$ case. From now on, we focus on $\xi = 0$ (Rule 90). We prepare two equations. The first one is Eq. (21), i.e.,

$$x^{(r)}_{N+1} = x^{(r)}_N + y^{(r)}_N \quad (N \in \mathbb{Z}_>).$$

The second one is Eq. (29), i.e.,

$$b_{N+1} = b_N \otimes E_{01} + a_N \otimes E_{10}. \quad (N \in \mathbb{Z}_>). \quad (43)$$

By Eq. (43), we get

$$b^{2s-1}_{N+1} = d^{s-1}_N b_N \otimes E_{01} + c^{s-1}_N a_N \otimes E_{10}, \quad (N \in \mathbb{Z}_>), \quad (44)$$

$$b^{2s}_{N+1} = d^s_N \otimes E_{00} + c^s_N \otimes E_{11}, \quad (N \in \mathbb{Z}_>), \quad (45)$$

for $s, N \in \mathbb{Z}_>$, where $c_N = a_N b_N$, $d_N = b_N a_N$. By Eqs. (44) and (45), we have

$$y^{(2s-1)}_N = 0 \quad (N = 2, 3, \ldots), \quad (46)$$

$$y^{(2s)}_N = 2 \mathrm{tr} (c^s_N) \quad (N \in \mathbb{Z}_>), \quad (47)$$

for $s \in \mathbb{Z}_>$. Combining Eqs. (42) and (46) with $x^{(2s-1)}_1 = 2$ and $y^{(2s-1)}_1 = 0$ gives

$$x^{(2s-1)}_N = 2 \quad (s, N \in \mathbb{Z}_>). \quad (48)$$

Similarly, we obtain

$$c^{2s-1}_{N+1} = (c_N d_N)^{s-1} c_N \otimes E_{01} + (d_N c_N)^{s-1} d_N \otimes E_{10}, \quad (49)$$

for $s, N \in \mathbb{Z}_>$. Thus, from Eqs. (47) and (49), we get

$$y^{(2(2s-1))}_{N+2} = 2 \mathrm{tr} (c^{2s-1}_{N+1}) = 0 \quad (s, N \in \mathbb{Z}_>). \quad (50)$$

Combining Eqs. (42) and (50) with $x^{(2(2s-1))}_1 = y^{(2(2s-1))}_1 = 2$ and $y^{(2(2s-1))}_2 = 0$ implies

$$x^{(2(2s-1))}_N = 2^2 \quad (N = 2, 3, \ldots), \quad x^{(2(2s-1))}_1 = 2, \quad (51)$$

for $s \in \mathbb{Z}_>$. In a similar way, we obtain

$$x^{(2^2(2s-1))}_N = 2^{2^2} \quad (N = 2^2, 2^2 + 1, \ldots),$$

$$x^{(2^2(2s-1))}_1 = 2, \quad x^{(2^3(2s-1))}_2 = 2^2, \quad x^{(2^3(2s-1))}_3 = 2^3, \quad x^{(2^4(2s-1))}_4 = 2^4. \quad (52)$$

By Eqs. (48), (51), and (52), we have the following result.

**Proposition 6** Put $m \in \{1, 2\}$. For $N = 2^{m-1} + 1, 2^{m-1} + 2, \ldots, 2^m - 1, 2^m$, we have

(i)

$$\mathrm{tr} \left( (Q_N^{(s)})^2 \right) = \left\{ \begin{array}{ll} 2^{2k} & \text{if } k \in \mathbb{Z}_> \text{ with } k < \log_2 N, \\ 2^N & \text{if } k \in \mathbb{Z}_> \text{ with } k \geq \log_2 N, \end{array} \right.$$ \hspace{1cm}

where $s \in \mathbb{Z}_>$.

(ii)

$$C_{2^{s(2s-1)}} \left( Q^{(l)}(0), \mathbb{P}_N \right) = \left\{ \begin{array}{ll} \frac{1}{2^{N-2}} & \text{if } k \in \mathbb{Z}_> \text{ with } k < \log_2 N, \\ 1 & \text{if } k \in \mathbb{Z}_> \text{ with } k \geq \log_2 N, \end{array} \right.$$ \hspace{1cm}

where $s \in \mathbb{Z}_>.$

(iii)

$$\left( Q_N^{(s)}(0) \right)^{2^m} = I_{2N}.$$
Remark that part (iii) implies that the period of $Q_N^{(g)}(0)$ is $2^m$ for $N = 2^{m-1} + 1, 2^{m-1} + 2, \ldots, 2^m - 1, 2^m$ ($m = 1, 2$).

As in the case of $\xi = \pi/2$, we compute the zeta function for $\xi = 0$ (Rule 90) in the following way.

**Theorem 4** Put $m \in \{1, 2\}$. For $N = 2^{m-1} + 1, 2^{m-1} + 2, \ldots, 2^m - 1, 2^m$, we have

$$\log \left\{ \zeta \left( Q_{QCA,2}^{(l)}(0,0), \mathbb{P}_N, u \right)^{-1} \right\} = \frac{1}{2m} \log(1 - u^{2^m}) - \sum_{k=0}^{m-1} \frac{1}{2N-(2^k-1)} \tanh^{-1}(u^{2^k}).$$

Our conjecture is that Theorem 4 holds for any $m \in \mathbb{Z}_>$. We should remark that when $N = 1$, we see that

$$\log \left\{ \zeta \left( Q_{QCA,2}^{(l)}(0,0), \mathbb{P}_1, u \right)^{-1} \right\} = \log(1 - u).$$

7 Summary

The present manuscript defined the two-state discrete time IPS on the one-dimensional path space and introduced the IPS-type zeta function. Section 5 treated the zeta function for tensor model, in particular, $Q_{QCA,1}^{(l)}(\xi, \xi)$ case. Furthermore, Section 6 dealt with the zeta function for generalized tensor model, especially, $Q_{QCA,2}^{(l)}(0, \xi)$ for $\xi = 0$ (Rule 90), $\xi = \pi/6$, and $\xi = \pi/2$ cases. This paper is the first step for the study of “IPS/Zeta Correspondence”. One of the interesting future problems might be to extend the one-dimensional lattice to a suitable class of general graphs.
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