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Abstract

This project involved participation in the DCASE 2022 Competition (Task 6) which had two subtasks: (1) Automated Audio Captioning and (2) Language-Based Audio Retrieval. The first subtask involved the generation of a textual description for audio samples, while the goal of the second was to find audio samples within a fixed dataset that match a given description. For both subtasks, the Clotho dataset was used. The models were evaluated on BLEU1, BLEU2, BLEU3, ROUGEL, METEOR, CIDEr, SPICE, and SPIDEr scores for audio captioning and R1, R5, R10 and mARP10 scores for audio retrieval. We have conducted a handful of experiments that modify the baseline models for these tasks. Our final architecture for Automated Audio Captioning is slightly better than the baseline performance, while our model for Language-Based Audio Retrieval has surpassed its counterpart.

1 Introduction

Automatic Audio Captioning (AAC) is defined as the problem of automatically generating a language description from sounds (Drossos et al. [2017]); this description is called a caption. In this task, we aim to generate a caption as close as possible to human-perceived information for audio signals. Methods can model concepts such as loudness, physical descriptions of objects and environments, and intelligent descriptions such as frequency, e.g., “a large car honks three times as it passes an empty road”. We also address language-based audio retrieval. Here, the goal is to find audio signals within a fixed dataset that match a given textual description. For both tasks, our goal is to develop robust models that can handle audio clips of varying lengths.

The Clotho dataset will be used for training and evaluation of both tasks (Drossos et al. [2020]). For audio captioning, model outputs will be scored on the following metrics: BLEU1, BLEU2, BLEU3, ROUGEL, METEOR, CIDEr, SPICE, and SPIDEr; of these, the main metric is SPIDEr which is a linear combination of SPICE and CIDEr using a policy gradient method to optimize (Liu et al. [2017]). The R1, R5, R10 and mARP10 metrics are used for audio retrieval.
2 Literature Review

2.1 Audio Captioning

Compared to video and image captioning, audio captioning has recently begun to receive attention in the area of intelligent audio research, particularly since the 2020 DCASE challenge (Gebhard et al.). In order to improve the performance of audio captioning models, several studies have used the seq2seq approach. In a recent paper by Weck et al. [2021], the authors looked into the use of off-the-shelf models in performing the audio-captioning task. They evaluated four embedding models (VGGish, YAMNet, OpenL3 and COALA) as encoders, three variations of embedding adapters (identity function, multi-layer perceptron and multi-head attention), four word embeddings (Word2Vec, GloVe, fastText and BERT), a transformer-based decoder, and their combinations in various settings. Results show that YAMNet performed best as an encoder and can be improved using a multi-head attention-based adapter. As for word embeddings, BERT provided the best results.

Among works that build an audio-captioning model from the ground up, key variations include choice of architecture for the encoder and decoder, various feature extraction techniques, using overlapping versus non-overlapping time segments and the use of regularization. The approach of Wu et al. [2020] during the 2020 DCASE Challenge involved the use of a 10-layer CNN encoder with a Transformer as the decoder. Xu et al. [2021b] modified this architecture and used a single-layer GRU with temporal attention in place of the Transformer. More recent studies (Mei et al. [2021], Labbé and Pellegrini [2021]) have attempted to use a fully recurrent encoder and decoder, owing to the limitation of CNNs in modeling long-ranged temporal information. Others have tried to use richer features to improve the performance of the audio-captioning system. For one, Tran et al. make use of both RNN and CNN blocks to capture temporal information as well as time-frequency patterns.

Kim et al. [2019] presents another encoder-decoder model, but one that includes semantic attention in the encoder phase. Using a large audio caption dataset, they extract words from the captions and apply the nearest neighbor approach to retrieve the nearest labels as attribute words. These attribute words are then included in the encoder phase as additional semantic information. There are various other ways to include semantic information in a model. Eren and Sert [2020] offer the idea that subject-verb embeddings can be extracted from the captions and then be included in the encoder phase as well. For both models, the additional semantic information was proven to enhance the performance of the model.

In conjunction with semantic embeddings, Eren and Sert [2021] include another type of method sound event detection based audio captioning in their model. They apply pre-trained neural networks (PANNs) to generate PANN features and sound event vectors, which are concatenated as an input to the encoder. They use a combination of GRU and bidirectional GRU and for the encoder-decoder architecture. Xu et al. [2021a] creates an Audio-Grounding dataset, which offers a correspondence series of audio – caption – sound event phrase – sound event timestamp segmentation. Based on such, they propose the text-to-audio grounding task to classify and localize particular sound events in an audio clip in a more cross-modal way.

2.2 Language-Based Audio Retrieval

The task of Audio Retrieval has received limited attention in literature. As such, only a handful of papers on this topic have been published. One such work is the study by Koepke et al. [2021] which proposed two new benchmarks for text-based audio retrieval on the AudioCaps and Clotho datasets. These benchmarks were used to build baselines, and the benefits of multiple pre-trained audio expert networks were demonstrated. Realizing the limitation of keyword matching retrieval, Song et al. [2020] focused on the inverted index of silence words, and designed a hybrid model with representation retrieval and semantic retrieval. Another interesting approach was proposed by Oncescu et al. [2021] which involves learning cross-modal embeddings for the audio samples and text descriptions such that captions that describe the audio well would be closer to the audio sample in this shared embedding space. A more recent study Xie et al. [2021] proposed an unsupervised audio-text aligning framework between unaligned and annotated audio embeddings and word embeddings. The audio embedding is extracted from the audio clip using convolutional recurrent neural network (CRNN) and the word embedding extracted from the caption using Word2Vec. Event-phrase correspondences can be predicted by calculating the similarity of the clip caption pairs by averaging frame-word similarities.
3 Model description

3.1 Audio Captioning

Overall, our task is to accept an audio sample as input and output a suitable caption for that sample. The input can be denoted as $X \in \mathbb{R}^{T \times N_{\text{features}}}$ where $T$ is the number of frames and $N_{\text{features}}$ is the number of features. The output can be denoted as $Y \in \mathbb{R}^{I \times L_{\text{words}}}$ where $I$ is the number of captions and $L_{\text{words}}$ is the length of words.

We will use a Seq2Seq approach to model the relationships between the audio clips and text descriptions. Similar to Ikawa and Kashino [2019], we intend to use RNNs for the encoder-decoder framework where the encoder takes in features extracted from the audio, while the decoder converts it into a sequence of words. To improve the model performance, we will likely use pre-trained models to extract audio features, such as YAMNet.

To train the model, we use cross-entropy loss where $y_t$ is the ground truth word at time step $t$

$$L_{CE} = -\frac{1}{T} \sum_{t=1}^{T} \log p(y_t|y_1:t-1, \theta)$$

Model outputs will be scored on the following metrics: BLEU1, BLEU2, BLEU3, ROUGE$_l$, METEOR, CIDE$_r$, SPICE, and SPIDE$_r$ (Mei et al. [2021]). BLEU$_n$ calculates the weighted geometric mean over different length n-grams. ROUGE$_l$ computes F-measures by counting the longest common subsequence. METEOR calculates the harmonic mean of precision and recall based on explicit word-to-word matches between the caption and given references. CIDE$_r$ measures the cosine similarity between term frequency and inverse document frequency. SPICE creates scene graphs for captions and calculates F-score based on tuples in the scene graphs. Proposed by Liu et al. [2017], SPIDE$_r$ combines the semantic stability of SPICE and the fluency of CIDEr, which enable easier optimization by using Monte Carlo rollouts instead of mixing MLE training.

3.2 Language-Based Audio Retrieval

Audio retrieval involves retrieving audio signals with content that matches a given textual description. This task has two inputs: (1) a set of audio samples of varying lengths; and (2) a free-form text $X \in \mathbb{R}^{L_{\text{words}}}$, where $L_{\text{words}}$ is the length of the description. The output is a vector $Y \in \mathbb{R}^{N}$ containing a score for each audio sample (i.e., $N$ is the number of audio clips).

To perform language-based audio retrieval, we would use our model from the previous audio captioning task to first create captions for all audio files in our database. We would then use a similarity metric to score these descriptions based on the free-form input text. These scores would be used to rank the audio files and return the top-k results.

We use the following evaluation metrics: R1 (recall score at top 1 retrieved result); R5 (recall score at top 5 retrieved result); R10 (recall score at top 10 retrieved result); mAP10 (mean average precision at top 10 retrieved results).

4 Dataset

The primary dataset for training and evaluation of both tasks is the Clotho dataset (Drossos et al. [2020]). This dataset contains captions for 6974 audio files (5 captions per audio); duration of these audios vary between 15 and 30 seconds while captions are 8 to 20 words long. These captions describe the events taking place in the audio (e.g., “a person is turning a map over and over”)—which is the desired output of our first task. The dataset has a development, validation, and evaluation split. 3840 audio files are used in the development split, 1046 audio files are used in the validation split, and 2088 are used in the evaluation split. The captions for each split can be found in a respective CSV file.

The audio samples are available as WAV, while the captions are available as CSV files. For use in the development of an audio captioning method, features have to be extracted from the WAV audio clips and the captions in the CSV files have to be pre-processed (e.g., punctuation removal). The extracted features and processed words are then matched to be input-output pairs.
Besides the Clotho dataset, we have also located a few other audio datasets, specifically for sound event detection (which we can use for our second approach to Audio Captioning). These include the Freesound Audio Tagging dataset[20] from Kaggle (80 categories of everyday sounds like “slam”, “squeak”, etc.), the Urban Sound 8K dataset[21] (10 classes of urban sounds like “dog bark”), and the Environmental Sounds dataset[22] (50 classes of sounds like ‘rain’, ‘crickets’, and so on). We may potentially find and use other datasets as we begin to go through research papers over the course of this project.

5 Baseline Implementation

5.1 Audio Captioning

The baseline model for Audio Captioning is a seq2seq transformer model consisting of 6 encoders and 6 decoder layers. The baseline repository can be found here: https://github.com/felixgontier/dcase-2022-baseline. The model begins with an audio adapter, which is an affine layer that is used to extract embeddings from the audio samples. This audio adapter takes in as input embeddings from a pre-trained VGGish model of dimension 128, and outputs embeddings of 768. The VGGish model is a feature embedding model for audio classification tasks, and the code for this model can be found here: https://github.com/harritaylor/torchvggish/ The transformer in the model is a Bart seq2seq transformer. The encoder of the transformer takes as an input these embeddings of dimension 768, and outputs a sequence of embeddings of the same length as the input sequence. Each transformer layer of the encoder outputs 768 features for each time-step of the input representation. The performance of the pre-trained weights for the baseline model can be seen in Table 1 and the performance of the baseline model trained from scratch can be seen in Table 2.

| Metric   | Score |
|----------|-------|
| BLEU₁    | 0.555 |
| BLEU₂    | 0.358 |
| BLEU₃    | 0.239 |
| BLEU₄    | 0.156 |
| METEOR₁  | 0.164 |
| ROUGE₅   | 0.364 |
| CIDEₕ    | 0.358 |
| SPICE₁   | 0.109 |
| SPICEₘ   | 0.233 |

Table 1: Pre-trained Baseline

| Metric   | Score |
|----------|-------|
| BLEU₁    | 0.479 |
| BLEU₂    | 0.272 |
| BLEU₃    | 0.155 |
| BLEU₄    | 0.069 |
| METEOR₁  | 0.122 |
| ROUGE₅   | 0.314 |
| CIDEₕ    | 0.103 |
| SPICE₁   | 0.069 |
| SPICEₘ   | 0.086 |

Table 2: Baseline trained from Scratch

The Clotho dataset is given as WAV and CSV files. Preprocessing is required to extract the VGGish embeddings from the Clotho dataset. This preprocessing code is also provided and can be found at https://github.com/felixgontier/dcase-2022-preprocessing.

The decoder employs encoder outputs to generate the caption in an autoregressive manner. To do so, previously generated words are tokenized and transformed into embeddings as inputs to the decoder. In the baseline model, the tokenizer is pre-trained with a byte-pair-encoding process, i.e., each token corresponds to a sub-word from the model vocabulary instead of a full English word. This tokenizer has a vocabulary size of 50265 tokens. Each token in the past sequence is then associated to a feature vector through an embedding map, and input to the decoder. Each layer of the decoder attends on the previously generated tokens with self-attention, as well as on the entire encoder output sequence with cross-attention. The embedding dimension of each decoder layer is 768. Lastly, a classifier head consisting of one linear layer with softmax activation outputs a probability for each token of the vocabulary.

Caption evaluation is then performed using a version of the caption evaluation tools used for the MS COCO challenge. At evaluation, generation is performed through beam search, although greedy decoding is also provided in the code. These tools can be found online at https://github.com/audio-captioning/caption-evaluation-tools.
5.2 Audio Retrieval

The baseline model for this task involves an audio-to-text aligning framework [Xie et al. (2021)]; a link to baseline repository is https://github.com/xieh97/dcase2022-audio-retrieval The system uses a CRNN encoder (a set of convolutional layers followed by one or more recurrent layers, as shown in Figure 1) to generate frame-level acoustic embeddings from audio clips (Xu et al. (2020)); 64 log mel features were used as the input which were computed on a sliding window of 40 ms and hop sizes of 20 ms. For the text (i.e., captions), a pre-trained Word2Vec model (trained on the Google News dataset) was used to transform textual descriptions into sequences of word embeddings Mikolov et al. (2013). Both the acoustic embeddings and word embeddings were 300-long vectors and were averaged across time-steps to produce a single vector each.

![Figure 1: CRNN Encoder Architecture (Xu et al. (2020))]()

The idea behind this approach is to retrieve audio and text embedding having a high similarity score (dot product was used here) for matching pairs of audio and text descriptions and lower scores elsewhere. Triplet Margin loss was used to optimize the baseline, where the goal was to increase the margin between the similarity scores of matching pairs vs imposters (to select an imposter, a random audio or text was selected from within the training batch).

The baseline model was trained using the Adam optimizer and a ReduceLROnPlateau scheduler for 50 epochs. Performance was measured in terms of recall at R1, R5, R10 and mAP10 (mean average precision). For the development-evaluation split in Clotho dataset (4), the results of our baseline model can be seen in Table 3. As can be seen, our baseline results were lower than what the original reference (*Add reference) listed. This could be due to various reasons: (1) the model was not trained long enough; (2) the hyperparameters used were not the best; (3) more regularization was needed to reduce overfitting; and so on. Nonetheless, we used the metrics obtained in our 50-epochs training as the baseline performance for the experiments we run.

| Metric | Benchmark | Our Baseline |
|--------|-----------|--------------|
| R1     | 0.03      | 0.02         |
| R5     | 0.11      | 0.09         |
| R10    | 0.19      | 0.16         |
| mAP10  | 0.07      | 0.05         |

6 Experiments

6.1 Audio Captioning

Our basic workflow was as follows: we used the baseline model as a starting point, and in each experiment we made one or more modifications to the architecture. We compared the performance of our modifications to Table 2 to gauge whether the changes we made improvements to the baseline model performance. Given the limit of resources and GPU power, we halted the progress of training for an experiment if it wasn’t comparable or better than the performance of the baseline model trained from scratch. Our code can be found here: https://github.com/PatrickKollman/Deep-Learning-Final-Project
6.1.1 BART vs CRNN Encoder

The first modification we experimented with was choosing a Convolutional Recurrent Neural Network (CRNN) as our encoder instead of the Bart encoder. We chose to experiment with this encoder because it was the second-best encoder available to the team, and felt like a good starting point to understand the behavior of the model in relation to the data. We expected the results to vary because the data we are dealing with is time sensitive. The results seen in Table 4 confirm this speculation. The CRNN most likely struggled on the Clotho dataset because it is not passing time steps efficiently. The CRNN only contains one GRU encoder, which is much simpler compared to the complexity of the Bart transformer model.

Table 4: CRNN Encoder

| Metric     | Epoch 1 |
|------------|---------|
| BLEU₁      | 0.318   |
| BLEU₂      | 0.142   |
| BLEU₃      | 0.065   |
| BLEU₄      | 0.022   |
| METEOR₁    | 0.100   |
| ROUGE₅     | 0.253   |
| CIDEᵣ      | 0.031   |
| SPICE₁     | 0.035   |
| SPICEᵣ     | 0.033   |

6.1.2 Encoder Hidden State Output

The second modification we examined was the intersection of the encoder and decoder. Instead of only passing the last hidden state of the encoder to the decoder, we took the mean of all of the hidden states of the encoder, and passed this average to the decoder. This modification was motivated by the concern that if the time sequences of our data were too long, a singular hidden state may be insufficient to capture all the information contained by the sequence. The results seen in Table 5 argued otherwise. Since this modification yielded poor results, we hypothesized that the average of all the hidden states may have performed worse because the earlier hidden states contain little to no information. As a result, we continued by only averaging the last two hidden states of the encoder. The results seen in Table 10 show a minor improvement in performance to the baseline model.

Table 5: Hidden State Averaging

| Metric     | Epoch 1 | Epoch 2 |
|------------|---------|---------|
| BLEU₁      | 0.480   | 0.486   |
| BLEU₂      | 0.260   | 0.315   |
| BLEU₃      | 0.144   | 0.211   |
| BLEU₄      | 0.058   | 0.127   |
| METEOR₁    | 0.121   | 0.134   |
| ROUGE₅     | 0.312   | 0.341   |
| CIDEᵣ      | 0.087   | 0.198   |
| SPICE₁     | 0.060   | 0.088   |
| SPICEᵣ     | 0.074   | 0.143   |

Table 6: 2 Hidden States Averaged

| Metric     | Epoch 1 | Epoch 2 | Epoch 3 |
|------------|---------|---------|---------|
| BLEU₁      | 0.474   | 0.497   | 0.508   |
| BLEU₂      | 0.268   | 0.323   | 0.333   |
| BLEU₃      | 0.153   | 0.217   | 0.221   |
| BLEU₄      | 0.069   | 0.132   | 0.136   |
| METEOR₁    | 0.119   | 0.138   | 0.143   |
| ROUGE₅     | 0.313   | 0.348   | 0.349   |
| CIDEᵣ      | 0.100   | 0.212   | 0.244   |
| SPICE₁     | 0.067   | 0.090   | 0.094   |
| SPICEᵣ     | 0.084   | 0.151   | 0.169   |

6.1.3 Increasing the Size of the Model

We then explored the possibility that making the network deeper and more complex would improve performance. To do so, we ran one experiment which added a layer to the audio adapter and another separate experiment that increased the numbers of layers of encoders and decoders to 7. We initially expected this to not improve performance because we expected the creators of the baseline model to optimize these model hyper-parameters, but the results argued otherwise. Adding layers to both the audio adapter and transformer provided a significant increase in performance. These results can be seen in Table 7 and Table 8.
### 6.1.4 Final Architecture

Pooling the conclusions of all the experiments, we chose a final architecture of 2 linear layers for the audio adapter, 7 layers for the encoder and decoder of the Bart model, and to average the last two hidden states of the encoder. We trained this architecture for 20 epochs and the results can be seen in Table 9. Our training showed great success in the earlier epochs, producing scores that we’re better than the scores of the baseline model trained from scratch. Unfortunately, this success plateaued in the later epochs, and our final architecture could not reach the performance of the baseline model with pre-trained weights. Even though our model’s performance plateaued during training, we hypothesize that the model hasn’t actually reached convergence yet. Given more time and resources, our team would train the model even further to find out if convergence had occurred or not.

### 6.2 Language-Based Audio Retrieval

Similar to the Audio Captioning task, we conducted various experiments by modifying the baseline architecture and comparing our performance against the initial results. Each model was trained for up to 50 epochs, and the best scores were noted (i.e., we used early stopping based on validation scores). Results for all experiments have been summarized in Table 10. Plots for the four metrics (R1, R5, R10 and mAP10) are also shown in Figure 2. Our code can be found here: https://github.com/PatrickKollman/Deep-Learning-Final-Project

---

**Table 7: 2 Layer Audio Adapter**

| Metric   | Epoch 1 | Epoch 2 | Epoch 3 |
|----------|---------|---------|---------|
| BLEU_1   | 0.497   | 0.501   | 0.509   |
| BLEU_2   | 0.278   | 0.324   | 0.336   |
| BLEU_3   | 0.155   | 0.216   | 0.225   |
| BLEU_4   | 0.071   | 0.131   | 0.139   |
| METEOR_1 | 0.124   | 0.136   | 0.141   |
| ROUGE_L  | 0.322   | 0.343   | 0.348   |
| CIDE_r   | 0.106   | 0.213   | 0.248   |
| SPICE_1  | 0.070   | 0.091   | 0.093   |
| SPICE_r  | 0.088   | 0.152   | 0.171   |

**Table 8: 7 Layer Encoder/Decoder**

| Metric   | Epoch 1 | Epoch 2 | Epoch 3 |
|----------|---------|---------|---------|
| BLEU_1   | 0.503   | 0.500   | 0.507   |
| BLEU_2   | 0.280   | 0.325   | 0.337   |
| BLEU_3   | 0.159   | 0.217   | 0.226   |
| BLEU_4   | 0.070   | 0.132   | 0.141   |
| METEOR_1 | 0.125   | 0.139   | 0.141   |
| ROUGE_L  | 0.324   | 0.346   | 0.351   |
| CIDE_r   | 0.118   | 0.220   | 0.248   |
| SPICE_1  | 0.072   | 0.091   | 0.091   |
| SPICE_r  | 0.095   | 0.156   | 0.170   |

**Table 9: Final Architecture**

| Metric   | Epoch 1 | Epoch 2 | Epoch 3 | Epoch 20 |
|----------|---------|---------|---------|----------|
| BLEU_1   | 0.492   | 0.499   | 0.511   | 0.553    |
| BLEU_2   | 0.283   | 0.325   | 0.336   | 0.357    |
| BLEU_3   | 0.172   | 0.218   | 0.225   | 0.236    |
| BLEU_4   | 0.086   | 0.131   | 0.139   | 0.147    |
| METEOR_1 | 0.128   | 0.139   | 0.141   | 0.159    |
| ROUGE_L  | 0.330   | 0.343   | 0.349   | 0.361    |
| CIDE_r   | 0.120   | 0.216   | 0.245   | 0.321    |
| SPICE_1  | 0.070   | 0.094   | 0.092   | 0.104    |
| SPICE_r  | 0.095   | 0.155   | 0.168   | 0.213    |

**Table 10: Evaluation Metrics for Task 2 Audio Retrieval**

| Model                  | R1  | R5  | R10 | mAP10 |
|------------------------|-----|-----|-----|-------|
| Baseline               | 0.02| 0.09| 0.16| 0.05  |
| LSTM                   | 0.02| 0.08| 0.15| 0.04  |
| VGGish features        | 0.02| 0.08| 0.14| 0.04  |
| Shared embedding space | 0.02| 0.10| 0.17| 0.06  |
| Sentence Transformer   | 0.04| 0.16| 0.25| 0.09  |
6.2.1 GRU vs LSTM Cells

First, we tried a very simple modification: the baseline CRNN network used a single GRU cell at the end of the CNN network; we simply replaced it with an LSTM cell and evaluated the resulting performance. The idea was that, since an LSTM cell has three rather than two gates, it could perform better than a GRU cell (at the cost of more training). However, we didn’t observe any significant gains from using an LSTM (as seen in Table 10). We believe this could be due to one of two reasons: (1) the baseline model is not complex enough to show an improvement (if any) from using an LSTM; or (2) the audio features used were encoded sufficiently well using a GRU and the added complexity of an LSTM was not required for this task.

6.2.2 Log-Mel vs VGGish features

Apart from the standard log-mel features, we also tried using the VGGish features used in the Audio Captioning task as the input to our CRNN encoder. Since these features were specifically trained for audio tasks, we expected to obtain a better performance than when using log-mel features. Unfortunately, the model performed a bit poorly compared to the baseline. We believe this may be because the CRNN encoder is not complex enough to make proper use of the richer VGGish features and may need a transformer-like architecture, as in the Audio Captioning task, to get better results.

6.2.3 Shared Embedding Space

In the baseline implementation, we are using fixed text embeddings (i.e., Word2Vec) and learning embeddings for audio files that are close to those of text that describe them. The inherent issue here is that these embeddings for the audio and text, though close in value for similar pairs, are in different embedding spaces. Therefore, as proposed by Elizalde et al. [2019], we added an additional fully-connected layer at the end of our baseline model that takes the previous output text and audio embeddings, and learns new embeddings for both in a shared space (we converted the 300-long embedding to 1024 dimensions). As expected, we did indeed get an improvement, though not a lot. We believe that using a more complex architecture for the shared-embeddings model may lead to even better performance.

6.2.4 Using Sentence Transformers for Text Embedding

The Word2Vec embedding used in the previous experiments has shown great success as it can describe word similarities beyond simple syntactic regularities. However, there is one major
limitation about Word2Vec vectors in that the representation of a single word is fixed once the training is done, which means that the word embedding is static. However, many words have difference meanings in different contexts, which suggests that the word embedding should be dynamic and change according to the context. Transformers, owing to their self-attention mechanism, can generate word embedding that are fully contextualized. Popular transformer models such as BERT[Devlin et al., 2018] are often pre-trained on an enormously large amount of unstructured text data using two training tasks, sentence modeling(where a part of words are masked randomly and the transformer model is trained to predict the next word) and next sentence prediction.

A large disadvantage of BERT is that it does not compute an independent sentence embedding, making it difficult to derive a good sentence level embedding from BERT-based models. A better method called S-BERT(sentence transformer) was proposed by [Reimers and Gurevych 2019] that uses Siamese network architecture to fine-tune a pre-trained BERT-like model with Natural Language Inference data. The sentence transformer has shown a great improvement over BERT-based transformer on modeling sentences. Two sentences with similar meaning will have similar embeddings. We believe using embedding generated from the sentence transformer would yield a much better result in comparison to the Word2Vec vectors, as the embeddings will capture the meaning of the entire sentence.

Since the competition allows us to use any pre-trained model, we used a pre-trained sentence transformer using the python sentence transformer library. In this approach, the text encoder part is not trainable (weights were frozen), and we used the triplet ranking loss to train the audio encoder, so it generates audio embedding that follows the distribution of the sentence embedding of the captions. As expected, the model performed significantly better than all previous experiments (as seen in Table 10). The scores of R1, R5, R10, and mAP10 are improved by $50\%$, $77.8\%$, $56.3\%$, $80\%$ respectively.

6.2.5 Binary Cross Entropy Loss with Exponential Negative Euclidean Distance

The baseline implementation uses a dot product as the similarity score between audio and text embeddings. [Elizalde et al., 2019] proposed a binary cross entropy loss with exponential euclidean distance as an alternative for the task of learning joint embeddings. The distance $d$ has the following equation for an audio text embedding pair $(a_i, t_i)$:

$$d = \exp\left(-\sum_{j=1}^{D} (a_{i,j} - t_{i,j})^2\right),$$

where $D$ is the dimension of the embedding vectors. We think this loss could be better than the dot product because the magnitude of dot product is unbounded, while this score function computed using the exponential euclidean distance is bounded between 0 and 1. However, there wasn’t sufficient time to test this in practice.

7 Conclusion

Our experiments for both Audio Captioning and Language-Based Audio Retrieval yielded promising results. The final architecture chosen for the Audio Captioning task (increased model size, and modified encoder output in the Bart transformer) yielded metrics that approached the baseline, while the Shared-Embedding Space and Sentence Transformer models have surpassed the performance of the baseline for Language-Based Audio Retrieval.

In doing so, we have successfully addressed the problem of Automatic Audio Captioning and Language-Based Audio Retrieval. Our final model for the Automatic Audio Captioning task automatically generates a language description for sounds. As for Language-Based Audio Retrieval task, we have successfully ranked audio files based on textual descriptions, and the scores of R1, R5, R10, and mAP10 are improved by $50\%$, $77.8\%$, $56.3\%$, $80\%$ respectively.

Given more time and resources, our team would have trained the final architecture for the Audio Captioning task even further to see if the plateau of scores was a false sign of convergence. We would
also have pursued the use of sound event vectors as well. As in Eren and Sert [2021], we extract sound event features using Cnn14_DecisionLevelMax pretrained model. For Audio Captioning task, we made a vector of time step size and save the class of sound generated at each time step in this vector. In addition, for Audio Retrieval task, we made a vector of the size of the number of classes, and whether each class occurred in the corresponding audio file was indicated in binary. The findings from our research showed that including sound event vectors as an additional input to our models would provide valuable semantic information that would improve performance. Therefore, the performance of both tasks can be further improved by using the sound event vector.
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