Dielectric haloscopes: sensitivity to the axion dark matter velocity
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Abstract. We study the effect of the axion dark matter velocity in the recently proposed dielectric haloscopes, a promising avenue to search for well-motivated high mass (40 − 400 µeV) axions. We describe non-zero velocity effects for axion-photon mixing in a magnetic field and for the phenomenon of photon emission from interfaces between different dielectric media. As velocity effects are only important when the haloscope is larger than about 20% of the axion de Broglie wavelength, for the planned MADMAX experiment with 80 dielectric disks the velocity dependence can safely be neglected. However, an augmented MADMAX or a second generation experiment would be directionally sensitive to the axion velocity, and thus a sensitive measure of axion astrophysics.
1 Introduction

The nature of dark matter (DM) remains one of the most enduring mysteries in physics. One of the theoretically best motivated DM candidates is the axion. This low mass pseudoscalar boson is required by the Peccei–Quinn (PQ) mechanism which provides a possible resolution to the strong CP problem, the absence of CP violation in quantum chromodynamics (QCD) [1–3]. The value of the axion mass $m_a$ for which axions provide all or a significant part of the relic DM density depends on the cosmological history. In the scenario in which the PQ symmetry is broken after inflation [4, 5], the observed DM density points to a favoured $m_a$ range of 50–200 µeV, with $m_a \approx 100$ µeV as a preferred value. While no experiment yet has been able to probe this parameter space [6, 7], a new experimental concept has recently been introduced to search for these ‘high-mass’ axions: the dielectric haloscope [8].

Axions interact with photons as described by the Lagrangian $\mathcal{L}_{a\gamma} = g_{a\gamma} \mathbf{E} \cdot \mathbf{B}_a$, with a dimensionful coupling $g_{a\gamma} \sim \alpha/(2\pi f_a)$, the fine-structure constant $\alpha$, the PQ scale $f_a$, and the electric and magnetic fields $\mathbf{E}$ and $\mathbf{B}$, respectively. Accordingly, axions mix with photons in the presence of an external magnetic field, which we will denote as $\mathbf{B}_e$. Even for a strong $\mathbf{B}_e$ field, the mixing is small and leaves two admixtures of axions and photons in the mass...
basis: a mostly axion-like particle, which acquires a small electric and magnetic field, and a mostly photon-like particle, which acquires a small axion component.

While the axion-induced electric and magnetic fields are extremely tiny, the conversion of axions to photons can be enhanced by providing suitable geometries. This has traditionally been attempted via microwave cavities, which would allow the axion field to drive resonant modes of the cavity [9]. By using a cavity with a high quality factor (Q-factor) and a large volume $V$ inside a strong $B_e$ field, one expects an enhanced conversion of axions to photons, as exemplified by the axion DM search experiments ADMX and HAYSTAC [10, 11]. However, since the dimensions of the cavity must be on the order of $\lambda/2 = 0.62 \, \text{cm} (100 \, \mu\text{eV}/m_a)$, where $\lambda$ is the Compton wavelength of the axion, cavity haloscopes become increasingly ineffective towards high values of the axion mass. Recently there is increasing interest in building effective cavities operating at higher frequencies [12–15].

Rather than using a resonant cavity, a dielectric haloscope uses a series of dielectric disks with adjustable spacings placed in a strong $B_e$ dipole field [8]. In such a setup, axions lead to the generation of electromagnetic (EM) power according to the following principle: if one places an interface between two different dielectric media inside a magnetic field, the axion field causes microwave radiation to be emitted from either side of the interface [16]. In essence, breaking translation invariance allows one to convert axion-like states to photon-like states. One can enhance this effect to an observable level by using multiple interfaces, using reflections and constructive interference to boost the signal [8]. For an illustration, see figure 1. Such a dielectric haloscope could be used to search for DM axions in the well-motivated $m_a$ range of $40 - 400 \, \mu\text{eV}$ for the first time. The underlying theory of dielectric haloscopes has been explored in detailed studies, [17, 18], but in these works the velocity of the axion was assumed to be zero. In the present study we now go beyond the zero-velocity limit and investigate the effects for a velocity of $v \sim 10^{-3}c$, as expected for galactic cold DM axions on earth. These effects will come almost entirely from the velocity of the axion in the direction perpendicular to the disks, which provides a change in phase of the axion over the haloscope. We also discuss strategies to probe the galactic DM velocity distribution in the event of a discovery.

This paper is organised as follows. We first derive the mixing between axions and photons in matter for arbitrary values of the axion velocity and general $B_e$ alignments in section 2. We then consider the radiation caused by a single dielectric interface inside a magnetic field in a 3D setting in section 3. In section 4 we generalise the transfer matrix formalism developed in the zero-velocity limit in reference [17] to allow for a description of the more realistic case with a non-zero axion velocity. Using this formalism, we study both analytically treatable special cases and realistic examples of configurations of dielectric haloscopes in section 5. This includes for the first time a full and realistic 80 disk example of a dielectric haloscope, as is being considered for the proposed MADMAX experiment [8]. From these examples we conclude that the velocity of the axion is only relevant when the haloscope is a large fraction ($\sim 20\%$) of the axion’s de Broglie wavelength. As such, it can be safely neglected in the MADMAX context. However, as discussed in section 6 if the axion were to be discovered, one could design a larger device capable of measuring the axion’s velocity distribution with directional sensitivity. We reach our conclusions in section 7.
Figure 1. Schematic of a dielectric haloscope. In the presence of an axion and a strong external magnetic field $B_e$, EM waves (blue lines) are emitted from each dielectric disk (gray bars), and then reflect and transmit through the device till they reach the receiver. The mirror (dark gray) ensures that the entire signal power is directed towards the receiver. For simplicity we have not depicted the reflections. A fraction of the axion de Broglie wavelength is also depicted: the effects of the changing phase of the axion throughout the device will be the primary concern of this paper. Figure adapted from [8] with permission.

2 Axion-photon mixing in an external magnetic field

Before exploring the effect of the axion’s velocity in a complicated setup such as a dielectric haloscope, we must know how the axion mixes with the photon in an external magnetic field $B_e$. Here we consider the linearised axion-Maxwell equations in the picture of axion-photon mixing.

2.1 Equations of motion

The interaction between photons and axions is described by the Lagrangian density

$$L = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - J^{\mu} A_\mu + \frac{1}{2} \partial_\mu a \partial^\mu a - \frac{1}{2} m_a^2 a^2 - \frac{g_{a\gamma}}{4} F_{\mu\nu} \tilde{F}^{\mu\nu} a,$$  

(2.1)

with $a$ the axion field with mass $m_a$. The coupling strength between axions and photons is governed by $g_{a\gamma}$. We use $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ to denote the EM field-strength tensor in terms of the vector potential $A^\mu = (A_0, \mathbf{A})$ and $J^\mu = (\rho, \mathbf{J})$ is the electric 4-current involving the charge density $\rho$ and the current density $\mathbf{J}$. The dual tensor is given by $\tilde{F}^{\mu\nu} = \frac{1}{2} \varepsilon^{\mu\nu\alpha\beta} F_{\alpha\beta}$, where we use the Levi-Civita tensor with $\varepsilon^{0123} = \varepsilon_{123} = +1$. The electric and magnetic fields are given by

$$\mathbf{E} = -\nabla A_0 - \dot{\mathbf{A}} \quad \text{and} \quad \mathbf{B} = \nabla \times \mathbf{A}.$$  

(2.2)

Throughout this paper we will use natural units with $\hbar = c = 1$ and the Lorentz-Heaviside convention $\alpha = e^2/4\pi$, giving 1 V/m = $6.5163 \times 10^{-7}$ eV² and 1 T = 1 Tesla = $195.35$ eV². The energy density of the EM field is $\frac{1}{2} (\mathbf{E}^2 + \mathbf{B}^2)$.

While the mass and photon couplings are independent for a generic axion-like particle (ALP), we are mostly interested in QCD axions. In this case, both parameters are largely decided by the PQ scale, or axion decay constant, $f_a$ by $m_a f_a \sim m_\pi f_\pi$ and $g_{a\gamma} \sim \alpha/(2\pi f_a)$,
where \( m_\pi \) and \( f_\pi \) are the pion mass and decay constant, respectively. The most recent study gives the numerical values \[19\]
\[
m_a = 5.70(6)(4) \text{ } \mu\text{eV} \left( \frac{10^{12} \text{GeV}}{f_a} \right), \tag{2.3a}
\]
\[
g_{a\gamma} = -\frac{\alpha}{2\pi f_a} C_{a\gamma} = -2.04(3) \times 10^{-16} \text{ GeV}^{-1} \left( \frac{m_a}{1 \text{ } \mu\text{eV}} \right) C_{a\gamma}, \tag{2.3b}
\]
\[
C_{a\gamma} = \frac{\mathcal{E}}{N} - 1.92(4), \tag{2.3c}
\]
where the numbers in brackets denote the uncertainty in the last digit, with the first and second error given for \( m_a \) referring to quark-mass uncertainties and higher order corrections, respectively. \( C_{a\gamma} \) is a model dependent number of \( \mathcal{O}(1) \), which is given by the EM and colour anomalies (\( \mathcal{E} \) and \( N \), respectively). In models where ordinary quarks and leptons do not carry PQ charges, the axion-photon interaction arises entirely from \( a-\pi^0-\eta \) mixing and \( \mathcal{E}/N = 0 \), the KSVZ model \[20, 21\] being the traditional example. In more general models, \( \mathcal{E}/N \) is a ratio of small integers, the DFSZ model \[22, 23\] with \( \mathcal{E}/N = 8/3 \) being an oft-cited example, although there exist many other cases \[24\]. Recent studies have explored the range of \( C_{a\gamma} \), finding that for the QCD axion \( 0 \lesssim C_{a\gamma} \lesssim 55 \), though the extreme cases require judicious parameter choices \[25, 26\]. ALPs can have any value of \( C_{a\gamma} \) not ruled out by experiments or observations.

From (2.1) we can derive the axion-Maxwell equations in terms of electric and magnetic fields, \[9, 27\]
\[
\nabla \cdot \mathbf{E} = \rho - g_{a\gamma} \mathbf{B} \cdot \nabla a, \tag{2.4a}
\]
\[
\nabla \times \mathbf{B} - \dot{\mathbf{E}} = \mathbf{J} + g_{a\gamma} (\mathbf{B} \dot{a} - \mathbf{E} \times \nabla a), \tag{2.4b}
\]
\[
\nabla \cdot \mathbf{B} = 0, \tag{2.4c}
\]
\[
\nabla \times \mathbf{E} + \dot{\mathbf{B}} = 0, \tag{2.4d}
\]
\[
\ddot{a} - \nabla^2 a + m_a^2 a = g_{a\gamma} \mathbf{E} \cdot \mathbf{B}. \tag{2.4e}
\]
While the homogenous equations do not involve the axion field, they will be used to set the EM boundary conditions for an interface.

### 2.2 Linearized axion-Maxwell equations

Our situation of interest is one where a strong static external magnetic field \( \mathbf{B}_e \) has been set up by means of an external current \( \mathbf{J}_e \) and is used to mix axions (in our case DM axions) with EM waves. As shown explicitly, e.g., in Ref. \[17\], such a setting can be described by linearised macroscopic axion-Maxwell equations, which have plane-wave solutions. This description in terms of linear particle mixing is possible due to the significant hierarchy of scales between the static \( \mathbf{B}_e \) field, the background axion field and the induced EM fields, i.e., \( \mathbf{B}_e \) is much larger than all other fields, and the background axion field is much larger than any induced EM fields. For related linearisations, see also \[27–31\]. Expanding the time-dependent fields in plane waves proportional to \( \exp \left[-i(\omega t - \mathbf{k} \cdot \mathbf{x})\right] \) leads then to the linearised macroscopic
Figure 2. Polarization basis for a field with wavevector $k$, defining the $\ell$ direction. Perpendicular to $k$ and $B_e$ is the $t$ direction, whereas the $b$ direction is perpendicular to $k$ and spans the plane containing $B_e$.

Axion-electrodynamic equations in Fourier space [17]

\begin{align}
\epsilon k \cdot E &= -g_a \gamma k \cdot B_e a, \quad (2.5a) \\
\epsilon \dot{k} + \omega \epsilon E &= -g_a \gamma \omega B_e a, \quad (2.5b) \\
k \cdot B &= 0, \quad (2.5c) \\
k \times E - \omega B &= 0, \quad (2.5d) \\
(\omega^2 - k^2 - m_a^2) a &= -g_a \gamma B_e \cdot E, \quad (2.5e)
\end{align}

where $E$, $B$, $a$, $\epsilon$ and $\mu$ depend on $\omega$ and $k$. In the macroscopic equations (2.5), the media is assumed to be homogeneous and isotropic, with a linear response that can be encoded for the electric displacement field $D = \epsilon E$ in terms of the dielectric constant $\epsilon$ and for the magnetic field $H = B/\mu$ in terms of the magnetic permeability $\mu$. Notice that in our natural units, $\epsilon$ and $\mu$ in vacuum are equal to unity, i.e., they are what is usually called the relative dielectric permittivity and relative magnetic permeability. In lossy media, $\epsilon$ and $\mu$ have imaginary parts.

We gain more insight by expressing $E$ and $B$ in terms of their components along $k$, which we call the $\ell$ (longitudinal) component, and the transverse components. To describe the latter, we use a coordinate system with one vector in the plane of $k$ and $B_e$, which we call the $b$ direction, and one vector transverse to both $k$ and $B_e$, which we call the $t$ direction, (see figure 2). In our practical applications, typically $B_e$ will be very nearly perpendicular to $k$ so that the “$b$ direction” then almost coincides with $B_e$. We denote the angle between $B_e$ and $k$ as $\phi$ (as in figure 2) so that the external $B$-field in the $b$ direction is $B_e \sin \phi$ and the one in the $\ell$ direction is $B_e \cos \phi$.

Equation (2.5a) applies to the $\ell$ component and simply reads $k \epsilon E_\ell = -g_a \gamma k B_e a \cos \phi$, whereas the $\ell$ part of equation (2.5b) reads $\omega \epsilon E_\ell = -g_a \gamma \omega B_e a \cos \phi$. These equations are equivalent except when $\omega = 0$ or $k = 0$. We only consider solutions with $\omega \neq 0$ because by assumption the only static field is $B_e$. On the other hand, we also consider homogeneous situations ($k = 0$), so overall we may drop equation (2.5a), which is trivial when $k = 0$, and keep the $\ell$ part of equation (2.5b).

It is convenient to return to the vector potential as a description of the time-varying $E$ and $B$ fields. In Fourier space we have $B = i k \times A$ and $E = i(\omega A - k A_0)$. In the longitudinal
components of the equations, only the combination $\omega A_t - kA_0$ ever appears. Because in our case $\omega \neq 0$, it is consistent to set $A_0 = 0$ which amounts to using the temporal gauge (also known as Weyl or Hamiltonian gauge). The subtleties of this choice do not affect our case. Alternatively, because $\omega \neq 0$, we could define $A_t$ simply as a notation for the physical quantity $E_t/i\omega$. In terms of $A$, the remaining linear equations of motion are

$$
\left(\epsilon \omega^2 - k^2 / \mu\right) A + (k \cdot A)k / \mu = ig_a\gamma B_e a,
$$

$$
(\omega^2 - k^2 - m_a^2) a = -ig_a\gamma B_e \cdot A.
$$

In terms of the different polarization components, our final equations of motion in Fourier space are

$$
\begin{pmatrix}
\omega^2 - k^2 - m_a^2 & \Delta_b \omega & \Delta_\ell \omega & 0 \\
\Delta_b \omega & \epsilon\omega^2 - k^2 / \mu & 0 & 0 \\
\Delta_\ell \omega & 0 & \omega^2 & 0 \\
0 & 0 & 0 & \omega^2 - k^2 / \mu
\end{pmatrix}
\begin{pmatrix}
a \\
iA_b \\
iA_\ell \\
iA_t
\end{pmatrix}
= 0,
$$

(2.7)

where the “mixing energies” are $\Delta_b = g_a\gamma B_e \sin \varphi$ and $\Delta_\ell = g_a\gamma B_e \cos \varphi$. We recall that in general the response functions $\epsilon$ and $\mu$ depend on $\omega$ and $k$ and that in lossy media they have imaginary parts. The factor of $i$ in (2.7) reflects a phase difference of $\pi/2$ between the components of $A$ and $a$, which disappears when $A$ is expressed in terms of $E$.

### 2.3 Eigenmodes of the interacting system

The last line of the equations of motion (2.7) remains unaffected by the axion-photon interaction and leads to the dispersion relation $k^2 = n^2\omega^2$, where we have introduced the usual refractive index

$$
n^2 = \epsilon\mu.
$$

(2.8)

Notice that in general $n$ can be a complicated function of $\omega$ and $k$, although in our cases of practical interest, we ignore spatial dispersion (no dependence on $k$) and temporal dispersion (the dependence on $\omega$), as we expect them to be weak. The same dispersion relation applies, of course, to the $b$ polarization in the absence of axion-photon mixing. In this case the $\ell$ dispersion relation is $\epsilon\omega^2 = 0$ and, because we only consider $\omega \neq 0$, would require $\epsilon(\omega, k) = 0$ to support a propagating mode. A plasma can provide such a mode, the longitudinal plasmon. A non-relativistic plasma has $\epsilon \simeq (1 - \omega_p^2 / \omega^2)$, where $\omega_p$ is the plasma frequency (i.e., the frequency of the longitudinal plasmon). While in principal axions can mix resonantly with longitudinal plasmons [28], there are currently no proposed experimental efforts using such a mixing. The dielectric media we will consider later do not support such dynamical $\ell$ modes.

The axion dispersion relation in the absence of a magnetic field is $\omega^2 - k^2 = m_a^2$. In the presence of axion-photon interactions, the eigenmodes of our system are superpositions of the axion and photon field. Note that $A_t$ seems to decouple in equation (2.7) but when we consider a boundary between different dielectric media we will see that non-trivial alignments between the interface and the magnetic field can mix $A_t$ with $A_b$.

Nontrivial solutions of equation (2.7) require the determinant of the matrix to vanish. Because in general $\epsilon$ and $\mu$ depend on both $\omega$ and $k$, the solution depends on the material properties of the medium. Here we will neglect spatial dispersion, i.e., henceforth we assume

1We assume that the imaginary part of $n$ is much smaller than its real part and that the real part is positive. In this case we can use relations of the type $x = \sqrt{x^2}$ with impunity because we avoid the branch cut of the square-root function along the negative real axis.
that $\epsilon$ and $\mu$ depend only on $\omega$. Moreover, we also assume isotropic media where the response functions do not depend on the direction of $k$. We then find two solutions for the dispersion relation. To lowest non-trivial order in the extremely small mixing energies they are

Axion like: \[ k^2 = \omega^2 - m_a^2 - \frac{\Delta_b^{2} \omega^2 \mu}{n^2 \omega^2 - \omega^2 + m_a^2} - \frac{\Delta_{\ell}^{2} \omega^2 \mu}{n^2 \omega^2 - \omega^2 + m_a^2} + \mathcal{O}(\Delta_{b,\ell}^4) \] (2.9a)

Photon like: \[ k^2 = n^2 \omega^2 + \frac{\Delta_b^{2} \omega^2 \mu}{n^2 \omega^2 - \omega^2 + m_a^2} + \mathcal{O}(\Delta_{b,\ell}^4). \] (2.9b)

A resonance can occur when $n < 1$, i.e., when the “squared effective photon mass” $m_\gamma^2 = \omega^2 - k^2 = (1 - n^2)\omega^2$ is positive. However, as the mixing is typically exceedingly small, even tiny losses in the medium will limit the resonance enough so that higher order terms are not required. For example, for 100 $\mu$eV DM axions in a 10 T $B$-field $\Delta_{b,\ell} \sim 10^{-12}$ $\mu$eV, so $\text{Im}(n) \lesssim 10^{-26}$ is required for $\Delta_{b,\ell}^4$ effects to become relevant in (2.9). Further, to get the resonance condition one would need $n \sim 10^{-3}$, so an incredibly special material would be needed to realise this. For higher order terms to be necessary, the numerator and denominator must be of similar size, which requires very large frequencies, low losses and large mixing energies. Such resonances can occur in the often-studied case of axion-photon oscillations [32] at high energies, where one typically assumes axions and photons to be nearly degenerate, i.e., it is assumed that $\Delta_b \omega \gg m_a^2$ and $\Delta_\ell \omega \gg |n^2 - 1|\omega^2$. Actually at the highest astrophysically relevant energies in the 10 TeV range, intergalactic magnetic fields provide this condition as the cosmic microwave background then produces a non-negligible refractive index [33].

Motivated by our case of an ordinary dielectric medium, we have assumed a photon refractive index of $n > 1$, i.e., the photon dispersion relation is space like, ignoring a possible small imaginary part. In this case the two branches of the dispersion relation do not cross for any value of $\omega$; photons and axions are never on resonance with each other, and so the denominator in (2.9) never becomes zero. Note that the velocities of the particles are given by the group velocity of the waves, $\partial \omega / \partial k$. For the axion this then gives us that $v = k / \omega$.

It is now straightforward to obtain the field configurations corresponding to these propagating modes. To lowest order in the small mixing energies we find

Axion like: \[
\begin{pmatrix}
a \\
i A_b \\
i A_\ell
\end{pmatrix} = \begin{pmatrix}
1 \\
-\chi_a \mu \sin \varphi \\
-\chi_a \mu \cos \varphi
\end{pmatrix} + \mathcal{O}(\chi_{b,\ell}^2),
\] (2.10a)

Photon like: \[
\begin{pmatrix}
a \\
i A_b \\
i A_\ell
\end{pmatrix} = \begin{pmatrix}
\chi_b \sin \varphi \\
1 \\
0
\end{pmatrix} + \mathcal{O}(\chi_{b,\ell}^2),
\] (2.10b)

where we have defined the small dimensionless mixing parameters

\[ \chi_b = \frac{g_{a\gamma} B_0 \omega}{n^2 \omega^2 - \omega^2 + m_a^2}, \] (2.11a)

\[ \chi_\ell = \frac{g_{a\gamma} B_0 \omega}{n^2 \omega^2}. \] (2.11b)

These vectors are normalized at linear order in $\chi_{b,\ell}$ (linear order in $g_{a\gamma}$). On the other hand, the dispersion relations in equation (2.9) get modified only at order $g_{a\gamma}^2$. Therefore, the dominant effect of the axion-photon interaction is that the normal propagating photon and
axion modes obtain a small admixture of the other flavor. Henceforth we will always work to linear order in \( g_{a\gamma} \) and thus ignore the modification of the dispersion relations.

Notice that these two solutions correspond to different combinations of \( \omega \) and \( k \), i.e., those which obey the respective dispersion relations. For a fixed choice of \( \omega \), these two solutions have different \( k \) values.

Recall that in our dielectric media, there is no longitudinal photon-like solution. Regardless, through the mixing the axion-like mode carries a small electric field component along \( k \).\(^2\) This small longitudinal electric field is often neglected in the literature—while for most experimental concepts the \( B \)-field is transverse by design, there are exceptions such as the AMELIE helioscope proposal [34]. As in this case the \( B \)-field is not aligned with the solar axions, it is possible that longitudinal axion induced \( E \)-fields could influence the experiment. We will show in section 3 that the axion induced longitudinal field can influence the generation of photon-like waves from an interface.

### 2.4 Dark matter axions

Our case of interest is very special in that the galactic DM axions are highly non-relativistic (\( v \lesssim 10^{-3} \)). In view of the small axion mass and velocity, and concomitant large de Broglie wavelength,

\[
\lambda_{\text{dB}} = \frac{2\pi}{m_a v} = 12.4 \, \text{m} \left( \frac{100 \, \mu\text{eV}}{m_a} \right) \left( \frac{10^{-3}}{v} \right),
\]  

(2.12)

the axion field only exhibits a slow change of phase over the laboratory scale. As explained earlier, we ignore a frequency shift by axion-photon mixing which is quadratic in the small coupling constant \( g_{a\gamma} \). The difference between the transverse and longitudinal mixing is negligible,

\[
\chi_b \simeq \chi_c \equiv \chi = \frac{g_{a\gamma} B_e}{n^2 m_a} = 3.98(5) \times 10^{-16} \frac{C_{a\gamma}}{n^2} \frac{B_e}{10 \, \text{T}}.
\]  

(2.13)

The axion-like wave is given by

\[
a(t, x) = a(p) e^{i(p \cdot x - \omega t)}; \quad iA_a(t, x) = -\chi \mu \hat{B}_e \cdot a(t, x),
\]  

(2.14)

where \( A_a \) is the axion induced \( A \) field. We see that the axion field develops a small electric field oscillating with the axion’s frequency \( \omega \),

\[
E_a(t, x) = -\dot{A}_a(t, x) = -\chi \mu \omega a(t, x) \hat{B}_e = -\frac{g_{a\gamma} B_e}{\epsilon} a(t, x).
\]  

(2.15)

In addition, there is also a small induced \( H \)-field given by

\[
H_a(t, x) = \frac{1}{\mu} \nabla \times A_a(t, x) = -v \sin \varphi \chi \omega a(t, x) \hat{t}_a = -\frac{v g_{a\gamma} B_e \sin \varphi}{\mu \epsilon} a(t, x) \hat{t}_a.
\]  

(2.16)

Note that this is suppressed by the axion velocity; the axion induced magnetic field will only have a subdominant effect in dielectric haloscopes. However, there are proposals to use this field to detect DM axions by using an LC circuit [35]. The photon-like waves are very much like ordinary transverse EM waves (transverse up to \( O(\chi^2) \) corrections) accompanied by a

\(^2\)Likewise, we could consider frequencies below the axion mass, \( \omega < m_a \), where the axion has no propagating mode, yet the photon-like mode exists and still carries a small axion component.
relativistic axion field proportional to the \( \mathbf{b} \) projection of the magnetic field, i.e., \( \hat{\mathbf{B}} \cdot \mathbf{b} = \sin \varphi \) (with \( \varphi \) defined as in figure 2)

\[
A(t, x) = A_0 \hat{\mathbf{B}} e^{(k \cdot x - \omega t)} ; \quad a_\gamma(t, x) = i \chi \hat{\mathbf{B}}_z \cdot A(t, x) = \frac{\chi}{\omega} \hat{\mathbf{B}}_z \cdot E(t, x). \tag{2.17}
\]

with \( n^2 \omega^2 = |k|^2 \). As we will be converting axions to photons, all photon-like waves will be produced at linear order in \( \chi \), so the axionic component is \( \mathcal{O}(\chi^2) \) and thus negligible.

Apart from an overall phase, the local axion field is

\[
a(t, x) = \int \frac{d^3 p}{(2\pi)^3} a(p) e^{-i[\omega t - \mathbf{p} \cdot \mathbf{x} + \alpha(p)]}, \tag{2.18}
\]

where \( \alpha(p) \) is a relative phase for each momenta. The axion field strength \( a(p) \) in general can give a non-trivial dependence on \( p \). The local axionic DM density in some large averaging volume \( V \) is

\[
\rho_a = \frac{1}{V} \int \frac{d^3 p}{(2\pi)^3} \frac{\omega^2 |a(p)|^2}{2} \approx \frac{1}{V} \int \frac{d^3 p}{(2\pi)^3} \frac{m_a^2 |a(p)|^2}{2} = f_{\text{DM}} 300 \text{ MeV cm}^{-3}, \tag{2.19}
\]

where \( f_{\text{DM}} \) is a fudge factor expressing the uncertainty in the local dark-matter density\(^3\) as well as the uncertainty of the dark-matter fraction consisting of axions relative to possible other forms of DM or relative to the fraction gravitationally bound in axion mini clusters. Note that the factor of \( 1/2 \) in (2.19) comes from the cycle average of the axion field. We find

\[
E_a(p) = - \frac{g a_\gamma B_e a(p)}{\epsilon} = 1.3 \times 10^{-12} \text{ V/m} \left( \frac{B_e}{10 \text{ T}} \right) \frac{C_{a\gamma} f_{\text{DM}}^{1/2} a(p)}{a_0} \tag{2.20}
\]

where \( a_0 \) would be the field strength if axions were monochromatic with momentum \( p_0 \), i.e., \( a(p) = a_0 (2\pi)^3 \delta^3(p - p_0) \). For the QCD axion, this result is independent of the axion mass.

Now that we have found the mixed axion and photon fields, including a non-zero velocity, we can consider a 3D axion field interacting with an interface. From this we will build up a transfer matrix formalism that includes velocity effects.

### 3 Axion DM induced boundary EM radiation: 3D calculation with non-zero axion velocities

Now that we have discussed the general axion-photon mixing in matter, we can turn our attention to the effect of a change in media. Here we will consider a fully general 3D case, albeit with an interface of infinite extend, as depicted in figure 3. We allow both the axion velocity and the \( B \)-field to have a non-trivial orientation with respect to the boundary. However, while this situation is technically more complex, as in [16] the solution still reduces to compensating discrepancies in the axion induced \( E \) and \( H \) fields with (mostly) regular EM waves.

---

\(^3\)The local DM density has been estimated by various authors using different data and assumptions [36–42]. The value 300 MeV cm\(^{-3}\) is often used as a benchmark number, although in the axion literature, 400 MeV cm\(^{-3}\) is frequently used. The particle data group [3] gives a even larger value based on Ref. [36].
Figure 3. A non-relativistic axion DM wave of amplitude $a(p)$ and momentum $p$ crosses from medium 1 to medium 2 becoming the transmitted right moving wave of amplitude $R_a \simeq a(p)$, with a negligible reflected left moving wave $L_a \simeq 0$. In general the change in media causes a discontinuity in the axions $E$ and $H$ fields that will be compensated by emission of EM waves $L_b, R_b$ (as well as the not pictured $L_t, R_t$). The momentum parallel to the boundary is conserved and the perpendicular momentum is fixed by the dispersion relations, leading the EM waves to be emitted almost perpendicular to the boundary. Different media are those with different axion-photon mixing energies, so any change in the $B$-field intensity, direction or dielectric constant induces radiation of EM waves from both sides of the interface (red and blue arrows).

The EM and axion fields in medium 1 can be represented as a combination of the incoming axion-like wave, and reflected axion-like and photon-like waves

$$\begin{pmatrix} a \\ iA_b \\ iA_t \end{pmatrix}_1 = a(p) \begin{pmatrix} 1 \\ -\chi_1 \mu_1 \sin \varphi \\ -\chi_1 \mu_1 \cos \varphi \end{pmatrix} e^{i(p \cdot x)} + L_a \begin{pmatrix} 1 \\ -\chi_1 \mu_1 \sin \varphi \mu_1 \sin \varphi \end{pmatrix} e^{i(p_L \cdot x)} + L_b \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} e^{i(k_L \cdot x)} + L_t \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} e^{i(k_L \cdot x)}$$

(3.1)

while in medium 2 the transmitted axion-like and created photon-like waves are

$$\begin{pmatrix} a \\ iA_b \\ iA_t \end{pmatrix}_2 = R_a \begin{pmatrix} 1 \\ -\chi_2 \mu_2 \sin \varphi \mu_2 \sin \varphi \end{pmatrix} e^{i(p_R \cdot x)} + R_b \begin{pmatrix} 1 \\ \chi_2 \mu_2 \sin \varphi \mu_2 \sin \varphi \end{pmatrix} e^{i(k_R \cdot x)} + R_t \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} e^{i(k_R \cdot x)}$$

(3.2)

We have chosen to write $L_b, R_b (L_t, R_t)$ to emphasize that we are referring to photon-like waves polarised in the $b \ (t)$ direction. Every wave has in principle a different orientation with respect to the external magnetic fields and thus a different $\varphi$ angle (as defined in section 2.2). While in this language it seems like $A_t$ plays no role, this is only because we are not in the natural basis of the system, which would be $(x, y, z)$ coordinates.
The boundary conditions on the EM waves are given by

\begin{align}
E_{||,1} &= E_{||,2}, \\
H_{||,1} &= H_{||,2},
\end{align}

so that without any additional symmetries there are four constraints, requiring four propagating waves to satisfy. The axion field is conserved across the boundary, to good approximation. This will mean that in general both polarisations (which we take to be $A_b, A_t$) will be required in each medium. Choosing $x = x_0$ as our boundary, we first impose

\begin{equation}
\begin{pmatrix} a \\ iA_{b,||} \\ iA_{t,||} \end{pmatrix}_1(t, x_0, y, z) = \begin{pmatrix} a \\ iA_{b,||} \\ iA_{t,||} \end{pmatrix}_2(t, x_0, y, z),
\end{equation}

where $A_{b,||}, A_{t,||}$ are the projections of the $A_b, A_t$ components in the parallel plane at $x = x_0$. These equations can be only satisfied for all points $(y, z)$ in the boundary if all the phases vary with the same wavenumber along the boundary, i.e.,

\begin{equation}
P_{||} = P_{||,L} = P_{||,R} = k_{||,L} = k_{||,R}.
\end{equation}

We can then divide out a common $e^{iP_{||} \cdot x}$ factor from the boundary condition (3.4). This implies that the angle of the reflected and transmitted photon-like waves with respect to the normal to the surface is suppressed by the small axion DM velocity,

\begin{equation}
\sin \kappa = \left| \frac{k_{||}}{k} \right| = \left| \frac{p_{||}}{n\omega} \right| = \left| \frac{v_{||}}{n} \right|,
\end{equation}

i.e., photon-like waves are emitted *perpendicularly* to the surface up to $\mathcal{O}(v/n) \sim 10^{-3}$ corrections. A kin of Snell’s law relates the angles of the transmitted and reflected photon-like waves $n_1 \sin \kappa_1 = n_2 \sin \kappa_2$. For the axion-like waves, the transmission and reflection angles are the same because their dispersion relation is the same in both sides of the boundary, up to $\chi^2$ corrections.

Finally, note that the conservation of momentum and of energy for every wave defines the magnitude of the perpendicular momenta through the dispersion relations. This is particularly important for the photon-like waves, for which $|k|^2 = n^2 \omega^2$. This imparts a large perpendicular momentum

\begin{equation}
|k_\perp| = \sqrt{n^2 \omega^2 - |k|^2} = \sqrt{n^2 \omega^2 - |p_{||}|^2} = n \omega + \frac{|p_{||}|^2}{2n \omega} + \ldots = n \omega [1 + O(v^2)].
\end{equation}

In order to continue we make the assumption that the $B$-field *direction* is constant across the boundary. This is not necessary but serves for all the cases we want to cover and simplifies our derivations. We still allow for changes in the magnetic field strength across the boundary. We use $\hat{B}_e = (\cos \beta, \sin \beta, 0)$ with $\sin \beta > 0$ in the $(x, y, z)$ basis. That is, $\hat{B}_e$ is in the $x, y$ plane with $z$ being the transverse direction. The $B$-field aligns with the boundary when $\beta = \pi/2$. Note that this assumption of a constant, arbitrary $B$-field direction requires that the $\mu$ of each media is the same. This is also desired for practical reasons, as moving magnetic materials inside strong $B$-fields is practically very difficult. Because of this we set $\mu_r = 1$ from here on.
We also make the stronger assumption that $B_\kappa$ is homogenous. Inhomogeneities in the $B$-field also would act as a source of momentum for the generated photons [43]. We will leave such considerations for future work looking in more depth at this kind of three dimensional effects. In general we will have six boundary conditions, which will require six fields to satisfy them. It is because of this that we must include the transversely polarised photons $A_\ell$. We can use a change of basis to write the $A$ fields associated to the different waves in $(x, y, z)$ coordinates:

$$iA_a = -\chi_1 a(p)(\cos \beta, \sin \beta, 0)$$  \hspace{1cm} (3.8)

$$iA_{la} = -\chi_1 L_a(\cos \beta, \sin \beta, 0)$$

$$iA_{ra} = -\chi_2 R_a(\cos \beta, \sin \beta, 0)$$

$$iA_{lb} = \frac{L_b}{\sin \beta + v_y \cos \beta/n_1} \left[ (0, \sin \beta, 0) + \frac{1}{n_1} (v_y \sin \beta, v_y \cos \beta, v_z \cos \beta) + ... \right]$$

$$iA_{rb} = \frac{R_b}{\sin \beta - v_y \cos \beta/n_2} \left[ (0, \sin \beta, 0) - \frac{1}{n_2} (v_y \sin \beta, v_y \cos \beta, v_z \cos \beta) + ... \right]$$

$$iA_{ll} = \frac{L_l}{\sin \beta + v_y \cos \beta/n_1} \left[ (0, 0, -\sin \beta) - \frac{1}{n_1} (v_z \sin \beta, -v_z \cos \beta, v_y \cos \beta) + ... \right]$$

$$iA_{rl} = \frac{R_l}{\sin \beta - v_y \cos \beta/n_2} \left[ (0, 0, \sin \beta) - \frac{1}{n_2} (v_z \sin \beta, -v_z \cos \beta, v_y \cos \beta) + ... \right].$$

Note that $A_\ell$ is a component of $A_\alpha$; mismatches in the longitudinal field must also be compensated. In writing the last four equations we have used that

$$\hat{\mathbf{b}}_\gamma = \hat{\mathbf{t}}_\gamma \times \hat{\mathbf{e}}_\gamma,$$  \hspace{1cm} (3.9a)

$$\hat{\mathbf{t}}_\gamma = -\frac{1}{\sin \varphi_\gamma} \mathbf{\hat{b}}_\gamma \times \hat{\mathbf{e}}_\gamma,$$  \hspace{1cm} (3.9b)

with $\hat{\mathbf{e}}_\gamma = ((-1)^j, v_y/n_j, v_z/n_j)$ for each media $j$. Both photon polarisations have the same $\mathbf{k}$. Note $\hat{\mathbf{b}}$ is approximately the same for right and left moving waves, whereas from our definition the $\mathbf{t}$ are almost equal and opposite. To simplify matters, we can express the $\varphi$ angles (that enter into the axion-photon mixing) as

$$\sin \varphi_{Ra} = \sin \varphi = ...$$  \hspace{1cm} (3.10a)

$$\cos \varphi_{Ra} = \cos \varphi = ...$$  \hspace{1cm} (3.10b)

$$\sin \varphi_{La} = \sin \varphi_{La} = \sin \beta + \cos \beta \frac{v_y}{n_1} + O(v^2) \equiv \sin \varphi_L$$  \hspace{1cm} (3.10c)

$$\sin \varphi_{Rb} = \sin \varphi_{Rb} = \sin \beta - \cos \beta \frac{v_y}{n_2} + O(v^2) \equiv \sin \varphi_R$$  \hspace{1cm} (3.10d)

We just need to solve for the values of $L_a, R_a, L_b, R_b, L_\ell, R_\ell$ as a function of $a(p)$. Explicitly, the boundary conditions (3.3) are

$$a(x_0)_1 = a(x_0)_2,$$

$$\partial_x a(x_0)_1 = \partial_x a(x_0)_2,$$

$$A_y(x_0)_1 = A_y(x_0)_2,$$

$$\partial_x A_y - \partial_y A_x(x_0)_1 = \partial_x A_y - \partial_y A_x(x_0)_2,$$

$$A_z(x_0)_1 = A_z(x_0)_2,$$

$$\partial_x A_z - \partial_z A_x(x_0)_1 = \partial_x A_z - \partial_z A_x(x_0)_2,$$
which translate into the following equations at first order in $v$

$$
\begin{pmatrix}
1 & 1 & -1 & \chi_1 \sin \varphi_{L_b} & -\chi_2 \sin \varphi_{R_b} & 0 & 0 \\
v_x & -v_x & -v_x & \chi_1 \sin \beta & \chi_2 \sin \beta & 0 & 0 \\
-\chi_1 \sin \beta & -\chi_1 \sin \beta & \chi_2 \sin \beta & -n_1 \chi_1 \sin \varphi_{L_b} & -n_2 \chi_2 \sin \varphi_{R_b} & 0 & 0 \\
0 & 0 & 0 & -\chi_1 \sin \beta & \chi_2 \sin \beta & 0 & 0 \\
\chi_{1g} & \chi_{1g'} & -\chi_{2g} & -n_1 & -n_2 & -v_z \cot \beta & -v_z \cot \beta \\
v_z \chi_1 \cos \beta & v_z \chi_2 \cos \beta & -v_z \cot \beta & v_z \cot \beta & n_1 & -n_2
\end{pmatrix}
\begin{pmatrix}
\alpha(p) \\
L_a \\
R_a \\
L_b \\
R_b \\
L_t \\
R_t
\end{pmatrix}
= 0,
$$

where we have taken $x_0 = 0$ and used $v = p/\omega$. We have defined $g_{\pm} = v_y \cos \beta \pm v_z \sin \beta$.

It is interesting to see that even neglecting the axion components there is an interaction term between the polarisations $b, t$ due to the non-trivial geometry. When these cross terms are non-zero this indicates that both $A_b$ and $A_t$ are required for a consistent solution to the axion-Maxwell equations. One can think of this as coming from the mismatch between the $b, t$ directions and the $y, z$ directions. The full solution is quite involved, but at first order in the tiny quantities $\chi_1, \chi_2$ and in the DM velocity $v$ it simplifies to:

$$
L_a = 0,
R_a = a(p),
L_b = a(p) (\chi_1 - \chi_2) \sin \beta \frac{n_2}{n_1 + n_2} - a(p) (\chi_1 - \chi_2) \frac{v_x \sin \beta - v_y \cos \beta}{n_1 + n_2},
R_b = -a(p) (\chi_1 - \chi_2) \sin \beta \frac{n_1}{n_1 + n_2} - a(p) (\chi_1 - \chi_2) \frac{v_x \sin \beta - v_y \cos \beta}{n_1 + n_2},
L_t = L_b \frac{v_z}{n_1} \cot \beta - a(p) (\chi_1 - \chi_2) \frac{v_z \cos \beta}{n_1 + n_2},
R_t = R_b \frac{v_z}{n_2} \cot \beta + a(p) (\chi_1 - \chi_2) \frac{v_z \cos \beta}{n_1 + n_2},
$$

which agrees with the results of [17] when $v \to 0$ and $\sin \beta = 1$. While these solutions are not as elegant as in the $v = 0$ case, the interpretations are just as straightforward. The first term in $L_b$ and $R_b$ is due to the mismatch in the axion-like $E$-field, whereas the second terms in $L_b, R_b$, as well as both terms in $L_t$ and $R_t$ come from a mismatch in the axion-like $H$-field. This can be seen more explicitly by rewriting the last four equations in terms of $E$ and $H$:

$$
E^b_L = (E^a_E - E^a_1)_y \frac{n_2}{n_1 + n_2} - (H^a_2 - H^a_1)_z \frac{1}{n_1 + n_2},
$$

$$
E^b_R = -(E^a_E - E^a_1)_y \frac{n_1}{n_1 + n_2} - (H^a_2 - H^a_1)_z \frac{1}{n_1 + n_2},
$$

$$
E^t_L = (H^a_2 - H^a_1)_y \frac{n_2 - n_1}{n_1(n_1 + n_2)},
$$

$$
E^t_R = (H^a_2 - H^a_1)_y \frac{n_2 - n_1}{n_2(n_1 + n_2)},
$$

where $E^b_{L,R}$ is the $E$-field traveling in the left and right direction polarised in the $b, t$ direction, respectively. As $B_{x,z}$ is defined to lie in the $x, y$ plane there is no mismatch in $E_{x,z}$ so the axion field does not directly require $A_t \neq 0$ as $B_{x,z} = 0$. However, the cross terms between the two photon polarisations $b$ and $t$ do require $A_t$ to be present as well. The symmetry between the two is broken as the axions only interact with $A_b$ (and so the corrections to $A_b$ come at $v^2$
Several dielectric regions. The amplitudes $L_r$ and $R_r$ denote the electric-field amplitudes of left and right moving EM waves in each homogeneous region $r$. The regions end at $x_{r+1}$, covering a distance $d_r$. The angle of photon emission has been exaggerated for visual effect.

Maximum emission of the $b$ polarisation waves happens when the $B$-field is exactly along the boundary direction $\hat{y}$ ($\sin \beta = 1$), as noted in [16]. The amplitude of the waves polarised along $A_t$, i.e., orthogonal to the external $B$-field, are suppressed by $v_z \sim O(10^{-3})$. While the longitudinal modes $A_\ell$ are not dynamical, the mismatch in the axion field induced $A_a^\ell||$ does contribute to the production of photon-like waves. We now have the solution to the 3D boundary case.

### 4 Multilayer analysis: dielectric haloscopes

Given the new dielectric haloscope concept [8], we are interested not only in the production of photons from a single interface, but rather in the cumulative effects of many dielectric layers (as depicted in figure 1). In the presence of several media with numerous interfaces we can arrange them to radiate coherently, enhancing the signal—a dielectric haloscope. With this one could detect axion DM [8]. In this section we extend the transfer matrix formalism introduced in [17] to include a non-zero axion velocity.

#### 4.1 Transfer matrix formalism

We consider the idealised case of a plane parallel sequence of dielectric regions labelled $0, 1...m$, where 0 and m are semi-infinite regions for the output/input, see figure 4. The thickness of each layer is $d_1, d_2, ..., d_{m-1}$ and we allow the indices of refraction to be different $(n_0, ..., n_m)$ so that the optical thicknesses are $\delta_1 = \omega n_1 d_1, ...$. We consider $\mu = 1$ throughout the system, i.e., we assume non-magnetic media. We consider the external $B$-field aligned with the boundaries, as this corresponds to maximal photon emission, as noted in [16] and can be seen from taking $\sin \beta = 1$ in (3.14).

Consider an axion DM wave travelling through such a set of dielectric regions. We have learned in the full 3D study of one interface that the axion wave gets transmitted completely through the surfaces, up to higher order effects, and that the momentum of each wave in the direction parallel to the surfaces is conserved in each crossing. As we need to solve for the propagation of the waves generated at each interface via axions, we will need to generalise
the transfer matrix formalism used in [17]. The solution of the axion-Maxwell equations is a combination of two plane waves inside each dielectric region together with the axion wave. We have for each region $r$ at first order in the DM velocity $\mathbf{v} = \mathbf{p}/\omega$ and in $\chi_r$

\[
\begin{pmatrix}
  a \\
iA_x \\
iA_y \\
iA_z
\end{pmatrix}
= a(\mathbf{p})
\begin{pmatrix}
  1 \\
  -\chi_r \\
  0 \\
  0
\end{pmatrix}
e^{iv_x\omega x + R_r}
\begin{pmatrix}
  \chi_r \\
  -v_y \\
  1 \\
  0
\end{pmatrix}e^{in_r\omega(x-x_r)} +
\begin{pmatrix}
  \chi_r \\
  v_y \\
  0 \\
  1
\end{pmatrix}e^{-in_r\omega(x-x_r)},
\tag{4.1}
\]

where we have divided out a common factor of $e^{i(p_y y + p_z z - \omega t)} = e^{i\omega (v_y y + v_z z - t)}$, which does not affect the derived quantities. However, these terms will offset the angle of emitted EM waves. The continuity of the axion and $\mathbf{E}_z$-field and its derivatives across the boundary $r$, $r+1$ imposes in principle four restrictions onto the amplitude of the right and left moving waves. At first order in $\chi = \text{Max}(\chi_r)$ only the continuity of the $E_z$-component and its derivative is relevant as $E_z$ vanishes, giving

\[
-\left(a(\mathbf{p})e^{iv_x\omega x_{r+1}}\chi_r + R_re^{i\delta_r} + L_re^{-i\delta_r}\right) = -a(\mathbf{p})e^{iv_x\omega x_{r+1}}\chi_{r+1} + R_{r+1} + L_{r+1},
\tag{4.2}
\]

\[
-a(\mathbf{p})e^{iv_x\omega x_{r+1}}v_x\chi_r + n_rR_re^{i\delta_r} - n_rL_re^{-i\delta_r} = -a(\mathbf{p})e^{iv_x\omega x_{r+1}}v_x\chi_{r+1} + n_rR_{r+1} - n_rL_{r+1}.
\tag{4.3}
\]

Recalling that $\delta_r = \omega n_r(x_{r+1} - x_r)$, which can be complex if the medium is conducting or absorbing, the system solves to

\[
\begin{pmatrix}
  R_{r+1} \\
  L_{r+1}
\end{pmatrix} = \frac{1}{2n_{r+1}}
\begin{pmatrix}
  n_{r+1} + n_r n_{r+1} - n_r \\
  n_{r+1} - n_r n_{r+1} + n_r
\end{pmatrix}
\begin{pmatrix}
  e^{i\delta_r}R_r \\
  e^{-i\delta_r}L_r
\end{pmatrix}
+ a(\mathbf{p})e^{iv_x\omega x_{r+1}}\frac{\chi_{r+1} - \chi_r}{2}
\begin{pmatrix}
  1 + v_x/n_{r+1} \\
  1 - v_x/n_{r+1}
\end{pmatrix},
\tag{4.4}
\]

which we can write as

\[
\begin{pmatrix}
  R_{r+1} \\
  L_{r+1}
\end{pmatrix} = G_rP_r
\begin{pmatrix}
  R_r \\
  L_r
\end{pmatrix} + a(\mathbf{p})\chi S_r
\begin{pmatrix}
  1 \\
  1
\end{pmatrix},
\tag{4.5}
\]

where

\[
G_r = \frac{1}{2n_{r+1}}
\begin{pmatrix}
  n_{r+1} + n_r n_{r+1} - n_r \\
  n_{r+1} - n_r n_{r+1} + n_r
\end{pmatrix},
\tag{4.5a}
\]

\[
P_r =
\begin{pmatrix}
  e^{i\delta_r} & 0 \\
  0 & e^{-i\delta_r}
\end{pmatrix},
\tag{4.5b}
\]

\[
S_r = e^{iv_x\omega x_{r+1}}\frac{\chi_{r+1} - \chi_r}{2\chi}
\begin{pmatrix}
  1 + v_x/n_{r+1} \\
  0 \\
  1 - v_x/n_{r+1}
\end{pmatrix}.
\tag{4.5c}
\]

These equations have the same form as those derived in [17], but there are three key differences. The first and most important is that the phase of the axion changes between each interface, given by an phase in $S_r$. The second is that the discontinuity in the axion induced $H$-field alters the matrix in $S_r$ from the zero velocity limit, which simply has an identity matrix. This will generally give an overall linear shift of $10^{-3}$. Lastly, the velocity also influences the axion frequency $\omega = m_a(1 + v^2/2)$. This primarily affects the propagation of the photon, slightly modifying $P_r$. Unlike the other two changes, the transverse velocities of the axion also enter $P_r$, rather than just $v_x$. 
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For multiple layers we iterate this equation to derive a relation between the amplitude of the $R, L$ waves in the external media, 0 and $m$:

\[
\begin{pmatrix} R \\ L \end{pmatrix}_m = G_{m-1}P_{m-1} \begin{pmatrix} R \\ L \end{pmatrix}_{m-1} + a(p)\chi S_{m-1} \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

\[
= G_{m-1}P_{m-1} \left[ G_{m-2}P_{m-2} \begin{pmatrix} R \\ L \end{pmatrix}_{m-2} + a(p)\chi S_{m-2} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right] + a(p)\chi S_{m-1} \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

\[
= ... = T \left[ \begin{pmatrix} R \\ L \end{pmatrix}_0 + a(p)\chi M \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right]
\]

(4.6)

where $T = T^m_0$, with $T^b_a$ the transfer matrix from surface $b$ to $a$

\[
T^a_b = G_{a-1}P_{a-1}G_{a-2}G_{a-2}G_{a-3}P_{a-3} ... G_bP_b.
\]

(4.7)

In this notation, $T^a_a = P_0 = 1$. Similarly, we have defined

\[
M \equiv \sum_{s=1}^m T^m_s S_{s-1}.
\]

(4.8)

As in [17], we have separated (4.6) into two parts. The first part encodes the normal propagation of EM waves through dielectric media. The second gives the axion-DM induced source terms $S_r$, one for each layer. Because each wave has to traverse different layers to reach the detector they will all come with different phases. These are the phases we shall arrange to be coherent to increase the axion DM signal. Interestingly, the main axion velocity effects only enter in $S_r$, and then only by $v_x$. Essentially, the dielectric haloscope picks out the part of the axion’s velocity aligned with the haloscope. Because of this, in situations where the velocity is non-negligible a dielectric haloscope should have a directional sensitivity to the axion.

**Transmissivity and Reflectivity**

We can use $T$ to define the usual transmission and reflection amplitude coefficients

\[
T_L = \left. \frac{R_m}{R_0} \right|_{L_m=0} = \frac{\text{Det}[T]}{T[2,2]},
\]

(4.9a)

\[
T_R = \left. \frac{L_0}{L_m} \right|_{R_0=0} = \frac{1}{T[2,2]},
\]

(4.9b)

\[
R_L = \left. \frac{L_0}{R_0} \right|_{L_m=0} = -\frac{T[2,1]}{T[2,2]},
\]

(4.9c)

\[
R_R = \left. \frac{R_m}{L_0} \right|_{R_0=0} = \frac{T[1,2]}{T[2,2]},
\]

(4.9d)

with $\text{Det}[T] = n_0/n_m$. These expressions correspond to decoupling the axion by taking $\chi \to 0$, though for $\chi > 0$ the RHS of the above equations (4.9) then define the transmissivity and reflectivity. These can be useful quantities, as they will generally be correlated with the production of photons from axions. Note that non-zero axion velocities can make this correlation less manifest, as the transmissivity and reflectivity are unaffected by the axion. To regain the connection, one must also know the axion velocity.
Boost amplitude

For a dielectric haloscope we only want the EM waves generated in the presence of axions. In this case we exclude any incoming EM waves, $R_0 = L_m = 0$, and solve for the outgoing waves to define the usual boost amplitude for dielectric haloscopes

$$B_L = \frac{L_0}{\chi a(p)} = -\frac{M[2,1] + M[2,2]}{T[2,2]},$$  \hspace{1cm} (4.10a) \\
$$B_R = \frac{R_m}{\chi a(p)} = M[1,1] + M[1,2] - \frac{M[2,1] + M[2,2]}{T[2,2]} T[1,2].$$  \hspace{1cm} (4.10b)

In general, we will not need to worry about the distinction between $B_L$ and $B_R$, as we only consider situations that are either symmetric, so $B_L = B_R \equiv B$, or maximally asymmetric, with the medium on one side being a mirror. In this case only one of $B_L$ and $B_R$ is non-zero. To measure the gain in the amplitude of the emitted $E$-field, we define the boost factor $\beta \equiv |B|$. Note that usually the detector will be outside the magnetic field, so $E_a$ is not directly measured. Thus the power per unit area emitted in EM waves is

$$\frac{P(p)}{A} = \frac{E(p)^2}{2} = \chi^2 \omega^2 \beta^2(p) |a(p)|^2.$$  \hspace{1cm} (4.11)

Note that any measurement implicitly happens over some given frequency range (or alternatively, integrating over the corresponding momentum distribution).

5 Velocity effects in dielectric haloscopes

We can now turn our attention to the effects on the boost factor of dielectric haloscopes caused by the non-zero velocity of the axion. Here we will neglect the finite transverse size of realistic dielectric disks, as well as any potential tilting effects coming from nonparallel disks, both of which may lead to losses. To see the general behaviour of our systems, we revisit the analytic examples studied in [17]. We will start with some general considerations based on the structure of $M$ in section 5.1. Then we will study a single dielectric disk to show the small shift due to the axion induced $H$-field in section 5.2. We will then see that resonance conditions do not lead to additional velocity effects by studying a simple cavity setup in section 5.3. We will then see from a transparent setup containing many disks that in section 5.4 the primary effect comes from the linear extent of the dielectric haloscope in the $x$ direction, i.e., the number of disks, their spacings and to a lesser extent the thickness of the disks. Velocity effects start having a $\mathcal{O}(10\%)$ effect when the length of haloscope in the $x$ direction ($L$) is $15 - 20\%$ of the de Broglie wavelength of the axion. When the de Broglie wavelength is similar to the length of the haloscope the axion velocity can give an $\mathcal{O}(1)$ effect. To show that this remains true for non-trivial configurations of the type that would be used by an experiment, we explore the effect of a non-zero velocity on a realistic 80 disk setup in section 5.5.

5.1 General behaviour

Before we begin studying explicit examples, it would be instructive to gain a general understanding of at what order and from which terms velocity effects begin to affect dielectric
haloscopes. To do this, we must look closer at $M$ (as defined in (4.8)). We note that it is possible to rewrite any element of a transfer matrix $T^b_a[i,j]$ in the form

$$T^b_a[i,j] = \sum_p W^{i,j}_p e^{i\delta_p},$$  

(5.1)

where $W^{i,j}_p$ is a constant depending only on the $n_r$, and $\delta_p$ is a combination of the phases with differing signs, i.e., each $\delta_p$ is of the form $\pm \delta_a \pm \ldots \pm \delta_b$ with all $2^{b-a-1}$ possible combinations. From this we can write

$$M[i,j] = \sum_{s=1}^m e^{iv_x \omega_x s} \frac{x_s - x_{s-1}}{2\chi} \left(1 \pm \frac{v_x}{n_s}\right) \sum_p W^{i,j}_p e^{i\delta_p},$$  

(5.2)

where the $\pm$ signs depends on the exact matrix element. The axion velocity enters in three places: the change in the phase of the axion, the discontinuity in the axion induced $H$-field and the shift to the axion frequency. To isolate the velocity effects, we can look at

$$v_x \frac{\partial M[i,j]}{\partial v_x} \supset v_x \sum_{s=1}^m i\omega_x s \frac{x_s - x_{s-1}}{2\chi} \sum_p W^{i,j}_p e^{i\delta_p} \bigg|_{v=0}$$

$$\pm v_x \sum_{s=1}^m \frac{1}{n_s} \frac{x_s - x_{s-1}}{2\chi} \sum_p W^{i,j}_p e^{i\delta_p} \bigg|_{v=0}$$

$$+ v_x^2 \sum_{s=1}^m \frac{x_s - x_{s-1}}{2\chi} \sum_p i\delta_p W^{i,j}_p e^{i\delta_p} \bigg|_{v=0},$$  

(5.3)

where we have only kept the leading contribution from each of the three effects mentioned above. This assumes that the phase appearing in the exponentials is small, which breaks down for physically large haloscopes. The three effects can be understood separately:

1. **Axion phase**: The term in the first line of (5.3) is the most important, and comes from the change of phase of the axion itself. As it comes with factors of $x_s$, this term is roughly proportional to $m_a L v_x$, where $L$ is the length of the haloscope in the $x$ direction, leading it to dominate over the other terms as $L$ increases. When $L$ is very large, this expansion breaks down and the change in $M$ is significant, potentially even $O(1)$. Note that this is only the leading contribution coming from the phase of the axion: we neglect cross terms that may be of the same or higher order as the other two contributions, such as terms proportional to $m_a^2 L^2 v_x^2$ and $m_a L v_x^2$.

2. **$H$-field**: The term in the second line of (5.3) is due to the discontinuity in the axion induced $H$-field. Note that there is no enhancement by the length scales of the haloscope. Because of this, terms coming purely from the axion induced $H$-field cannot have a significant effect on $M$ as $v$ is very small.

3. **Frequency shift**: The contribution in the last line of (5.3) comes from the frequency shift of the phase appearing in the photon propagator. We can see from the combination of the phase $\delta_p$ and the factor of $v_x^2$ that this contribution is generically proportional $m_a L v_x^2$. As this is a frequency shift, it can only large effect when the boost factor varies rapidly as a function of frequency, a case which is not usually considered in the dielectric haloscope context. For the cases we will study below, $\beta(m_a) \simeq \beta(\omega)$ to very good
approximation. Note that the transverse velocities also result in a similar frequency shift. For simplicity, we will assume throughout this section that the disk is perfectly aligned with the axion velocity, so that \( v \equiv v_x \). As the shift to the frequency makes certain analytic cases more complex, but is numerically irrelevant, for the analytic cases we will define distances in terms of \( \omega \), rather than the axion mass \( m_a \). Note that even though the change to the boost factor is negligible, a detector with an energy resolution better than \( O(10 \text{ kHz}) \) would be able to resolve this frequency shift for 100 \( \mu \text{eV} \) axions.

Thus we expect that the primary influence on the boost factor will come from the change of phase of the axion. This can be contrasted with the velocity effects considered in dish antenna setups [44, 45]. Dish antennas have only a single interface, essentially giving \( L = 0 \) so that the dominant effects come from the axion velocities parallel to the interface. To see exactly at what level the velocity comes into play, we must consider some more concrete examples.

5.2 Single dielectric disk

As they form the building blocks of the dielectric haloscope, it is instructive to consider a single dielectric disk, as depicted in figure 6. This disk can be categorised by a thickness \( d \) and an index of refraction \( n \equiv n_1 > 1 \), with vacuum on either side \( (n_0 = n_2 = 1) \). The change of phase experienced by a perpendicular EM wave inside this disk is thus \( \delta \equiv \delta_1 = n \omega d \). Using transfer matrices, equation (4.6), we can then solve for

\[
T_D = \frac{i 2 n \cos \delta + (n^2 + 1) \sin \delta}{i 2 n \sin \delta},
\]

\[
B_D = \frac{(n^2 - 1) \left( e^{2i\delta} - 1 \right) n^2 + n(v - 1) \left( 1 + e^{2i\delta} - e^{i\delta(n+1)} \right) + v + ve^{2i\delta}}{n^2[(n - 1)^2e^{2i\delta} - (n + 1)^2]},
\]

where we have used the subscript D to indicate that these quantities are for a single disk. These expressions agree with the corresponding ones in [17] when \( v = 0 \). Note that \( B_D \) depends on \( v \), whereas \( T_D \) does not. While a strong correlation between \( B_D \) and \( T_D \) was found in [17], if velocity effects are significant this correlation is less manifest. To gain information about the boost factor from the transmissivity, one must also know the axion velocity.

For a simple example, we can consider a transparent disk, which is characterised by \( \delta = \pi \). Expanding to linear order in \( v \) gives

\[
B_D = \frac{1 - v}{2} \left( 1 - \frac{1}{n^2} \right) \left( 1 + e^{\frac{iv}{n}} \right)
\]

\[
\sim \left( 1 - \frac{1}{n^2} \right) \left( 1 - v + \frac{iv}{2n} \right).
\]

In the second line of this equation, the term proportional to \(-v\) can be understood as coming from the direct modification to \( S_r \), i.e., the change to \( H_a \). The second velocity dependent term, proportional to \( \frac{i \pi v}{2n} \), comes from the change in phase the axion experiences over the disk, as seen from the factor of \( \pi/2 \). However, as this second term is the only contribution to \( \text{Im}(B_D) \), it will be relegated to second order in \( \beta_D = |B_D| \), leaving only the term coming from the axion induced \( H \)-field

\[
\beta_D \sim (1 - v) \left( 1 - \frac{1}{n^2} \right).
\]
As one would expect, for a single dielectric disk with a reasonably small thickness \(d\) the velocity of the axion has only a tiny effect on \(\beta_D\).

As they form the building blocks of the dielectric haloscope, it is instructive to consider a single dielectric disk, as depicted in figure 6. This disk can be categorised by a thickness \(d\) and an index of refraction \(n \equiv n_1 > 1\), with vacuum on either side (\(n_0 = n_2 = 1\)). The change of phase experienced by a perpendicular EM wave inside this disk is thus \(\delta \equiv \delta_1 = n\omega d\). Using transfer matrices, equation (4.6), we can then solve for

\[
T_D = \frac{i2n}{i2n \cos \delta + (n^2 + 1) \sin \delta}, \tag{5.7a}
\]

\[
B_D = \frac{\left(n^2 - 1\right)\left(e^{2i\delta} - 1\right) n^2 + n(v - 1)\left(1 + e^{2i\delta} - e^{i\delta(n+1)}\right) + v + ve^{2i\delta}}{n^2\left[(n-1)^2e^{2i\delta} - (n + 1)^2\right]}, \tag{5.7b}
\]

where we have used the subscript \(D\) to indicate that these quantities are for a single disk. These expressions agree with the corresponding ones in [17] when \(v = 0\). Note that \(B_D\) depends on \(v\), whereas \(T_D\) does not. While a strong correlation between \(B_D\) and \(T_D\) was found in [17], if velocity effects are significant this correlation is less manifest. To gain information about the boost factor from the transmissivity, one must also know the axion velocity.

For a simple example, we can consider a transparent disk, which is characterised by \(\delta = \pi\). Expanding to linear order in \(v\) gives

\[
B_D = \frac{1 - v}{2} \left(1 - \frac{1}{n^2}\right) \left(1 + e^{i\pi v}\right).
\]

\[
\sim \left(1 - \frac{1}{n^2}\right) \left(1 - v + i\pi v \frac{2}{2n}\right). \tag{5.8}
\]

In the second line of this equation, the term proportional to \(-v\) can be understood as coming from the direct modification to \(S_r\), i.e., the change to \(H_a\). The second velocity dependent term, proportional to \(i\pi v \frac{2}{2n}\), comes from the change in phase the axion experiences over the disk, as seen from the factor of \(\pi/2\). However, as this second term is the only contribution
to \( \text{Im}(B_D) \), it will be relegated to second order in \( \beta_D = |B_D| \), leaving only the term coming from the axion induced \( H \)-field

\[
\beta_D \sim (1 - v) \left(1 - \frac{1}{n^2}\right).
\]  \hspace{1cm} (5.9)

As one would expect, for a single dielectric disk with a reasonably small thickness \( d \) the velocity of the axion has only a tiny effect on \( \beta_D \).

### 5.3 Cavity mode

One might wonder whether velocity effects can be enhanced by multiple reflections forming a resonance. To check this, we can take the simple cavity setup from section 5.2 of [17], consisting of a single mirror with a dielectric disk of refractive index \( n \) (shown in figure 7). The phase change in the vacuum gap \( \delta_v \) and the disk \( \delta_\epsilon \) can be chosen so that a resonance occurs: \( \delta_v = (2m - 1)\pi \), where \( m \in \mathbb{N} \), and \( \delta_\epsilon = \pi/2 \). Such a resonance can be handled analytically, giving

\[
B_C = n \left( e^{\frac{i\pi u}{2n}} + e^{\frac{i\pi u[1+2n(2m-1)]}{2n^2}} - \frac{ie^{\frac{i\pi u}{2n}}}{n} - v \left(1 - \frac{1}{n^2}\right)\right),
\]  \hspace{1cm} (5.10)

where the \( C \) subscript stands for cavity. There are two instructive limits of this equation: a strongly resonant setup and a physically large setup (i.e., large \( m \)).

Let us first check the strongly resonant limit of this equation. The resonance will give a sharp, high boost factor peak when the disk is as reflective as possible, i.e., when \( n \) is large. Expanding (5.10), taking the lowest order terms in \( mv \) and assuming that \( n \gg 1 \) we get

\[
\beta_C = |B_C| \sim n \left[ 2 - \left(\frac{v\pi[2m - 1]}{2}\right)^2 \right].
\]  \hspace{1cm} (5.11)

We can see from this that enhancing the resonant conditions (by increasing \( n \)) does not change the proportional importance of velocity effects. Because of this we do not expect that resonant setups will be more prone to velocity effects than non-resonant setups, such as those
Figure 7. Schematic of a simple cavity consisting of a mirror and a single dielectric disk. The distances $d_v$ and $d_\epsilon$ denote the thicknesses of the vacuum gap and dielectric disk, respectively. Note that $R_0, L_0$ (not shown) are both zero inside the mirror.

Discussed below. Note that here we have assumed that the resonance width is much larger than the axion line width, as is expected for dielectric haloscopes for practical reasons [17].

On the other hand, if the device is made large by increasing the spacing between the disk and the mirror, the velocity dependent terms can dominate $\beta_C$. This can be seen immediately as the dependence on the size of the device (given by $m$) enters as the phase in a complex exponential in (5.10). Such a setup was proposed in [46] to gain a directional sensitivity to the axion velocity. While in principle the axion velocity could enter at linear order, this does not occur due to a $\pi/2$ phase shift between the linear order $v$ terms and the $v$ independent terms in $B_C$.

If the phase change of the axion is an appreciable fraction of $2\pi$, i.e., the device is a large fraction of the de Broglie wavelength, velocity effects will be significant. In figure 8 we plot the boost factor against $m$, with the number of half wavelengths in the device given by $2m - 1$. From figure 8 we see that these effects reach the 10% level at a scale that roughly corresponds to 15% of the de Broglie wavelength (2.12). Here we have assumed that $n = 5$, however this result does not depend strongly on the exact choice of $n$. Of course, this is not a particularly practical limit: one would never actually choose to place the disk hundreds of wavelengths away from the mirror. The losses caused by diffraction, and the narrowing of the boost factor bandwidth that accompanies higher order modes would make this a very inefficient experiment. However, one could ameliorate the losses due to diffraction by enclosing the experiment in a metallic cavity.

5.4 Transparent mode

Let us consider next a simple multidisk setup, that consists of a series of transparent disks, each with a refractive index $n$. For some frequency $\omega_0$, we can specify that each disk has an optical thickness $\delta_\epsilon = n\omega_0 d_\epsilon = \pi$, each equally spaced with a vacuum gap of $\delta_v = \omega_0 d_v = \pi$. A three disk example is shown in figure 9. As we have presented the building blocks of the transparent mode in section 5.2, we can see how one puts them together. We must be more careful than in the zero velocity limit explored in [17]: the boost factor for $N$ disks is no longer simply $N$ times the boost factor of a single disk. The result still is given by a sum of boost factors but we must also account for the change in the phase of the axion at each
interface. Note that both the right and the left side of each interface must be summed over, giving two sums

\[
B_T = (1 - v) \left(1 - \frac{1}{n^2}\right) \left[\sum_{j=1}^{N} e^{\frac{\pi n j}{n} + (j - 1)i\pi v} - \sum_{j=1}^{N-1} e^{\frac{\pi n j}{n} + ji\pi v}\right] \\
= N\frac{1 - v}{2} \left(1 - \frac{1}{n^2}\right) \left(1 + e^{\frac{i\pi}{n}} \right) \left(\frac{e^{\frac{i(1+n)\pi v}{n}} - 1}{e^{\frac{i(1+n)\pi v}{n}} - 1}\right). 
\]

(5.12)

We have used the subscript T to denote that this boost amplitude is for the transparent mode. Similar to the cavity case, as velocity effects come in from a phase enhanced now by a factor of N, for large numbers of disks, corresponding to a physically large device, they will govern B_T. As N can be arbitrarily high in principle, to see the full behaviour we must in principal keep all orders of Nv. However, a series expansion can help us see at what N velocity effects become important. The most relevant terms at large N are

\[
\beta_T/N \sim 1 - \frac{N^2\pi^2v^2}{12}. 
\]

(5.13)

From this it is clear that when N is large the velocity dependent terms will dominate, entering at quadratic order. Again, there are no linear order terms in \(\beta_T\) due to a relative phase between the relevant linear order velocity term and the velocity independent terms.

To see when velocity effects become important we plot \(\beta_T\) in figure 10, using dielectric disks with \(n = 5\). While the exact point this occurs at depends weakly on n, for \(v = 10^{-3}\) velocity effects reach the 10% level for \(N \gtrsim 400\). This roughly corresponds to a linear distance \(L = (N - 1)\lambda/2 + N\lambda/2n\) of 20% of the axion de Broglie wavelength.

Note that the transparent mode is an example of a broadband frequency response: in general one is also interested in the behaviour of frequencies adjacent to \(\omega_0\). By looking at the adjacent frequencies, as depicted in figure 11, we see that some frequencies are more prone to

![Figure 8. \(\beta_C\) as a function of m for a resonant cavity consisting of a mirror and a single dielectric disk of optical thickness \(\pi/2\) and refractive index \(n = 5\), with \(2m - 1\) half wavelengths between the mirror and reflective disk. Here we have used \(v = 10^{-3}\); if \(v = 0\) then \(\beta_C\) would be constant as we assume lossless materials.](image-url)
Figure 9. Schematic of a simple dielectric haloscope consisting of three dielectric disks, each with refractive index \( n = \sqrt{\varepsilon} \). The distances \( d_v \) and \( d_d \) denote the thicknesses of the vacuum gaps and dielectric disks, respectively.

Figure 10. Boost factor \( \beta_T(N) \) for a setup consisting of \( N \) transparent (optical thickness \( \pi \)) dielectric disks of refractive index \( n = 5 \) equally spaced with an optical thickness \( \pi \) between each disk. The blue curve corresponds to \( v = 10^{-3} \), the red to \( v = 0 \).

velocity effects than others. For 80 disks, as considered in [8, 17], we see that velocity effects are only on the percent level. Going up to 200 disks we start to see an effect, with 400 disks showing \( \mathcal{O}(10\%) \) deviation from the \( v = 0 \) case. At 800 disks there is an \( \mathcal{O}(1) \) change to \( \beta \). However, these changes are not uniform: for example for 800 disks there are frequencies that go from \( \beta \sim 0 \) to \( \beta \sim 800 \), and others that exhibit almost no change. The differing response to the axion velocity at different frequencies is due to the relative phase structure of the velocity independent and dependent terms. As there is still a high degree of symmetry to the system the velocity effects show a periodic variation of maximal constructive/destructive interference.

While it appears that this effect is coming from adding disks, this is misleading. One can see the same effects by simply increasing the spacing between the disks, as in section 5.3. As shown in figure 12 the same fractional deviation from the zero velocity limit occurs for 100 disks with \( 3\pi \) phase shifts as for 300 disks with \( \pi \) phase shift (though the latter will achieve a higher boost factor as it uses more disks). This is because the exponentiated factors of \( N \)
Figure 11. Boost factor $\beta(\omega/\omega_0)$ for 80, 200, 400 and 800 disks (top left, top right, bottom left and bottom right panels, respectively). Note that $\omega = \omega_0$ corresponds to the transparent mode, in which all disks are transparent. In each case, the dashed blue curve corresponds to $v = 10^{-3}$, the solid red curve to $v = 0$.

come from the change of phase of the axion over the haloscope. Note that increasing the spacing of the disks also results in a narrowing of the boost factor peak, though also allows new structures to exist (i.e., at $\omega = \omega_0/3$). So again we see that the primary influence comes simply from the size of the de Broglie wavelength of the axion when compared to the physical size of the dielectric haloscope.

### 5.5 80 disk dielectric haloscope

While the analytically tractable cases discussed above are illustrative, it is also important to check that realistic setups behave similarly. For an experiment it is desirable to have both broad, rectangular (top-hat) responses and narrow resonant responses [8].

To see this, we must consider how an experiment would be performed. The boost factor, while potentially broadband, does not cover the full frequency range we would like to search. Thus we must scan across frequencies. To do so, one must arrange the disks to enhance $\beta$ over a given frequency range, measure, then adjust the positions of the disks to measure an adjacent frequency range and repeat until the full range is covered. For each measurement taking a time $\Delta t$, Dicke’s radiometer equation gives the signal to noise ratio

$$\frac{S}{N} = \frac{P}{T_{sys}} \sqrt{\frac{\Delta t}{\Delta \nu_a}},$$

(5.14)

where the $T_{sys}$ is the system noise temperature and $\Delta \nu_a \sim 10^{-6} \nu$ is the axion line width. Recall that the power $P$ is given by (4.11). As the Area Law for dielectric haloscopes implies
that $P \Delta \nu_\beta$ is roughly constant (where $\Delta \nu_\beta$ is the frequency width over which $\beta$ is enhanced), naively one expects that a narrow resonance with high $P$ is desirable [17]. However, for an optimal scan rate, the measurement time should be similar to the time taken to adjust the disks. Broadband setups can compensate for the potentially lengthy time required to readjust the disk positions between each measurement. Such responses would allow one to scan a large frequency range in a single measurement; one could then use narrow resonances to confirm or reject a potential discovery at a higher signal to noise ratio. As in general the axion frequency is not simply related to the disk thickness (such as by a half wavelength as in the transparent mode above), the disk configurations must be found by a numerical optimisation procedure, as described in [17]. In the above examples we saw that the scale at which velocity effects become important depends almost solely on the length of device relative to the de Broglie wavelength (2.12). In particular, we found that resonance effects are unimportant. Thus we expect that our general considerations hold for both broadband and resonant disk configurations.

As it took several hundred disks or higher harmonics for the transparent mode to exhibit significant distortion due to the non-zero velocity, we expect that the extrapolation to 80 disks
Figure 13. Boost factor $\beta(\nu)$ (red curve), reflectivity $|R(\nu)|$ (black curve) and group delay $\frac{\partial}{\partial\nu}\text{Arg}(R)$ (gray curve) for 80 disks optimised for a bandwidth of 50 MHz, centred on 25 GHz. The reflectivity has been plotted assuming lossy dielectrics, with $\tan\delta \sim \text{few} \times 10^{-4}$. More specifically, we assume $\text{Im}(n) = 10^{-3}$.

in [8, 17] should not be marred by the inclusion of 1D velocity effects. To check this, we explicitly generate a broadband configuration using 80 dielectric disks, 1 mm thick with $n = 5$, with a mirror on one side. Such a large number of disks has not been calculated in a realistic, optimised setup before, and allows us to check the extrapolations made in [8]. For consistency with [8], we will also use 25 GHz as our benchmark frequency, and optimise for a bandwidth of 50 MHz. The boost factor $\beta$, reflectivity $|R|$ and group delay $\frac{\partial}{\partial\nu}\text{Arg}(R)$ can be seen in figure 13. This 80 disk setup gives a power boost ($\beta^2$) within 5% of the prediction made in [8] using the Area Law (that is, that the area under $\beta^2(\nu)$ should increase linearly with the number of disks). Increasing the number of disks increases the number of boundary conditions that must be satisfied, leading to configurations containing a more “rippling” structure than the 20 disk configuration of the same width shown in [8]. Similar substructure can also be seen if one looks at the reflectivity of the setup. The group delay maps out resonances and reveals a similar rippling structure to $\beta$. In addition, assuming that the dielectrics are lossy, with $\text{Im}(n) = 10^{-3}$, $|R|$ maps out resonant structure within the haloscope. To show this structure clearly, in figure 13 the losses were exaggerated an order of magnitude when compared to a realistic dielectric such as LaAlO$_3$ at low temperatures.

With such a disk configuration, we can directly see the effects of including a non-zero axion velocity. This is shown by plotting $\beta_{v=10^{-3}} - \beta_{v=0}$ as a function of frequency in the bottom panel of figure 14. The difference is entirely negligible, with less than a percent level change in the region of interest (as seen in the top panel of figure 14). This is actually somewhat less than one would expect from studying the transparent mode. As the spacing between each disk is close to $\lambda/2$, 80 disks in transparent mode (as shown in the top left panel of figure 11) should be comparable with our 80 disk broadband configuration. However, the transparent setup is actually more prone to velocity effects than the realistic configurations. This is probably because of the large levels of symmetry present in the transparent mode; destructive and constructive effects occur coherently. That being said, the size of the distortion is similar enough to conclude that the scale at which velocity effects
becomes important depends only weakly on the configuration as long as the total size of the haloscope remains constant. Thus dielectric haloscopes of the size considered in [8, 17] are free to neglect the 1D effects of a finite axion velocity without negative consequence.

**Figure 14.** *Top:* Boost factor $\beta(\nu)$ for 80 disks optimised for a bandwidth of 50 MHz, centred on 25 GHz. Both $\beta_v=0$ and $\beta_v=10^{-3}$ are plotted as red and dotted blue curves, respectively. *Bottom:* Difference between $\beta$ for $v=10^{-3}$ and $v=0$ as a function of frequency. Inside the region of interest (the shown 50 MHz bandwidth), this difference corresponds to a less than percent level effect.

Note that errors in the disk placement made when readjusting the disks between measurements will likely result in larger changes to $\beta$ than the axion velocity. While the exact sensitivity to mispositioning errors depends on the distribution function of these errors, from numerical simulation we can see that one will require $O(\mu m)$ placement position to keep the change in $\beta$ at the 10% level. One can see an example assuming a top hat error function with a width of 5 $\mu m$ in figure 15. This gives a deviation in $\beta$ of order 10 – 20%, which should be an acceptable deviation for an experiment. Further, one can see that the reflectivity $|R|$ remains correlated with $\beta$, allowing one to gain information about the deviation of $\beta$, allowing for errors to be corrected. For example, the large deviation of the gray curve can be seen in both the reflectivity and boost factor. While the distortion from mispositioning errors is a greater effect than that of non-zero axion velocities, the time-dependence of changes to the axion velocity may allow it to be extracted from a signal.
Figure 15. Boost factor $\beta(\nu)$ (top) and reflectivity $|R(\nu)|$ (bottom) for 80 disks optimised for a bandwidth of 25 MHz, centred on 25 GHz. Five configurations are shown, with each disk perturbed from the configuration shown in figure 13 by a top hat error function with width 5 $\mu$m. For the reflectivity we assume losses exaggerated by an order of magnitude over the realistic value for visual comparison, with $\text{Im}(\eta) = 10^{-3}$. Losses are neglected for the boost factor.

6 Probing the axion velocity with directional sensitivity

Finally, we turn our attention to the benefits and drawbacks of velocity sensitivity. Whether or not the axion velocity plays a role depends on the type of experiment under consideration. Broadly speaking, there are two types of experimental setups: a search experiment, in which one is trying to verify the existence of DM axions, and an “axion telescope”, which would try to extract the most astrophysical information possible out a discovered DM signal.

6.1 Search experiment

When searching for axions, the velocity effects must be small, i.e., $\beta(\nu)$ should be approximately independent of $\nu$. To see why we must require this, recall that the generated power at given axion momentum given by (4.11) is

$$P(p) \propto |a(p)|^2 \beta^2(p).$$

(6.1)
Note $P(p)$ is our only observable: as we do not know the velocity distribution of the axion $a(p)$ a priori, one cannot disentangle $a(p)$ from $\beta(p)$, unless $\beta(p)$ is independent of $v$. Consider if an experiment had a strongly $p$ dependent $\beta$. When no signal is seen in a given measurement, we could not tell whether there were no axions present, or if there were DM axions with an unexpected velocity distribution giving a different boost factor than expected. In other words, the experiment does not distinguish between $a(p) \sim 0$ and $\beta(p) \sim 0$, so no limits can be easily set. Thus, a design requirement for this type of setup is that $\beta(p) = \beta(m_a)$.

As we saw in section 5, velocity effects become relevant when the haloscope is on the order of 20% of the axion de Broglie wavelength. This gives us a limit on the potential size of the device, corresponding to several hundred disks, as can be seen from considering the transparent mode in section 5.4. Ultimately, due to the Area Law found in [17], this will provide a (very high) limit on the possible boost factor/bandwidth achievable by a search experiment type dielectric haloscope.

Despite the lack of direct directional sensitivity, there is still a wealth of information that can be extracted after detection. When an axion signal is found, measuring $P(\omega)$ gives immediately the axion power spectrum $|a(\omega)|^2$ from (6.1), as $\beta$ would be roughly constant and known by design. Note that $P$ only has a direct directional sensitivity if $\beta$ does. However, we could easily extract the mass and an angle averaged velocity distribution,

$$F(\omega) = \langle |a(p)|^2 \rangle = \frac{v_0^4}{2V \rho_a} \int \frac{d\Omega}{(2\pi)^3} |a(p)|^2.$$ (6.2)

With current receiver technology the number of channels in a search experiment can easily be $\gtrsim 10^4$; once a signal is detected these can be easily refocused to within the axion linewidth, allowing a very precise measurement of $F$. This alone contains significant astrophysical information: for example, if the axion DM forms a Bose-Einstein condensate as proposed in [49], we would expect a Dirac delta power spectrum rather than say a Maxwell-Boltzmann spectrum, as is often assumed. One could also look for transient phenomena, though detecting substructure such as axion miniclusters [50] and associated tidal streams [51] could take many years of measurement [52]. If found these would give strong hints about the origin and structural formation of axion DM. Recall that we only measure the axion generated $E$-field (like any other haloscope experiment), which depends on both the coupling $g_a\gamma$ and the DM density $\rho_a$ given by (2.19). Because of this a haloscope experiment cannot determine the absolute local axion DM density and thus the normalisation of $a(p)$. Breaking this degeneracy requires an independent measurement of $g_a\gamma$, an extraordinary challenge in this mass range.

Interestingly, $F(\omega)$ depends on time, due to the relative motion of the experiment with respect to the DM wind. With sufficiently long measurements one could detect annual and diurnal modulation, though the latter would be difficult [52, 53]. The time dependence of $F(\omega)$ enters via very small shifts in the frequency of the axion, coming from small changes to the relative velocity of the DM with respect to the lab location on Earth. Annual modulation gives a relatively large (5%) change to the velocity, but of course happens over yearly timescales [53, 54]. By contrast diurnal modulation is relatively rapid, but so slight (on the order of $0.1\%$ [53, 54]) that a very large amount of accumulated statistics would be needed to detect it. These measurements will help to confirm the veracity of the signal and give information about the local structure of DM. This would give the rough direction of the DM wind, as well as potentially detecting some substructure in the halo.
6.2 Axion telescope

Once we know the axion mass and $F(\omega)$, we could become much more ambitious and move towards an “axion telescope”. In this case, we desire the extra information contained in the axion velocity distribution, the full $a(p)$. To extract this, we need an experiment in which the output power is sensitive to $p$, i.e., we require $\beta$ to have a strong $p$ dependence.

To do this one would build an experiment with a size comparable to the axion de Broglie wavelength: as this is highly sensitive to $v_x$, we essentially measure the fraction of DM with a velocity in the $x$ direction (or a range of velocities, depending on the details of the setup). This is similar to the type of elongated cavity experiments proposed in [46], which would also be sensitive to the change in phase of the axion over the device. Using knowledge of the axion mass and power spectrum obtained from the search experiment, the dielectric disks could be placed to provide a very large signal, allowing for shorter measurements. For example, we could measure for a few hours rather than a day or a week as is currently considered [55]. These shorter measurements would be sensitive to velocity changes on shorter time scales, giving a more rapid accumulation of statistics.\footnote{Note that one does not actually have to preform shorter measurements, rather we simply want that the statistics accumulate at a faster rate. One could do a single long measurement and break the data down into different times during analysis.}

While the rotation of the Earth only changes the magnitude of the axion velocity by 0.1%, the changing direction gives a sizeable modulation of $v_x$ depending on the alignment of the $x$-direction of the experiment and the DM wind. This directional modulation of the axion velocity can be used to probe the axion velocity structure in a 2D plane.\footnote{This 2D plane is given by the circle traced out by the $x$ direction of the experiment as the Earth rotates. Note that this circle changes over the course of the year, allowing for limited 3D coverage.} As the device would now be the same size as the de Broglie wavelength, there would be an $O(1)$ variation in the signal power, sensitive to much smaller variations in $v_x$ than the $O(10^{-9})$ shift in the axion frequency would allow. This would give a much more detailed map of the local DM than is possible with directionally insensitive devices, hence the name “axion telescope”. We could build further evidence for the astrophysical origin of the signal by comparing very precisely the observed directionality of the signal with theory (i.e., the expected DM wind). Unlike a search experiment, any features observed would come with directional information; a search experiment can only infer the direction of DM wind using knowledge of the motion of the Earth. For example, if we see features such as axion miniclusters or tidal streams [52] we would know the direction that these objects came from. When combined with simulations of galaxy formation this directional information could be a test of structure formation. To aid in this, it might be useful to also have a velocity-insensitive device operating next to the axion telescope, giving a simultaneous measurement of the overall axion power spectrum and the $x$-moving component of DM at that time. Alternatively, one could use multiple experiments pointed in three directions to have a complete 3D local map at any given point in time.

Directional sensitivity can be partially achieved even with the search experiment. If the axion were discovered at the high mass end of the scanned range, as the corresponding Compton wavelength $\lambda$ is small there would be a lot of unused magnet volume. As the spacings between the dielectrics would be roughly $\lambda/2$ during a regular search [17], as $\lambda$ decreases the total distance taken up by the haloscope decreases. We could then increase the spacing between the disks to a higher harmonic configuration where the distance is $\sim 3\lambda/2, 5\lambda/2, \text{etc.}$ instead of $\sim \lambda/2$. In figure 16 we show the $v_x$ dependence for a configuration
optimised for a 25 GHz axion signal, using spacings of order $5\lambda/2$. For illustrative purposes, we assumed a Dirac delta velocity distribution, and have neglected the effects caused by the $\mathcal{O}(10^{-9})$ change in frequency, i.e., we show only the boost factor dependence. Note that the exact distribution does not significantly change this result: if a Maxwell-Boltzmann distribution is used instead the effect of the directional change is similar. While the exact velocity variation during the Earth’s rotation depends on the location and alignment of the experiment, figure 16 gives the rough scale of the boost factor modulation. Maximal diurnal modulations can be achieved by aligning the $x$-direction of the experiment with the DM wind at some time of the day: this point gives the maximum $v_x$, with the minimum occurring 12 hours later. The power modulation caused by the axion velocity is typically 10%, significantly more pronounced than for the configuration shown in figures 13 and 14, and potentially detectable.

For most cases the effects of the DM velocity are slight for an experiment of a similar size to the planned MADMAX [55], but in the event that axions are discovered these effects contain a wealth of information about the DM in our universe, and potentially the galactic structure. As dielectric haloscopes are sensitive not only to the overall velocity distribution, but in principal have directional sensitivity, they would be a very powerful tool to study the DM in our galaxy.

7 Conclusions and outlook

The axion is one of the best motivated DM candidates, potentially resolving both the DM question as well as the strong CP problem. The parameter space in which axions can form the DM of our Universe can be heavily restricted by theoretical considerations; in particular, high mass axions in the range $50 - 200 \mu\text{eV}$ are predicted in scenarios where the PQ symmetry is broken after inflation. Dielectric haloscopes seem to be a promising avenue for searching for these axions, allowing one to use a detection device with a much larger volume than a traditional resonant cavity.
The axion’s non-zero velocity can in principal have non-trivial effects in devices where the linear dimensions are comparable to the axion de Broglie wavelength. To study this in detail, we derived the axion-photon mixing equations with a non-zero velocity, and then looked at the photon production due to changing media. From this, we saw that the main influence of the velocity of the axion comes from the change of phase of the axion itself over the haloscope: effects from the transverse velocities and axion induced $H$-field were always subdominant. With a generalised transfer matrix formalism, we could then study the change to the boost factor in detail. We found that for haloscopes smaller than $\sim 15 - 20\%$ of the axion de Broglie wavelength, the axions velocity could be safely ignored.

To see this in realistic setting, we studied a realistic 80 disk setup for the first time. While in normal situations velocity effects were entirely negligible, if one increased the spacing between each disk by odd multiples of $\lambda/2$ it is possible to see a noticeable shift in the boost factor. This could be used in the event of a potential discovery of the axion, allowing one to observe effects such as diurnal modulation. This would be both a useful check on the veracity of the signal, as well as allow one to preform astrophysical measurements, such as testing for diurnal modulation with directional sensitivity.
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