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Abstract

In safety-critical applications of machine learning, it is often important to abstain from making predictions on low confidence examples. Standard abstention methods tend to be focused on optimizing top-k accuracy, but in many applications, accuracy is not the metric of interest. Further, label shift (a shift in class proportions between training time and prediction time) is ubiquitous in practical settings, and existing abstention methods do not handle label shift well. In this work, we present a general framework for abstention that can be applied to optimize any metric of interest, that is adaptable to label shift at test time, and that works out-of-the-box with any classifier that can be calibrated. Our approach leverages recent reports that calibrated probability estimates can be used as a proxy for the true class labels, thereby allowing us to estimate the change in an arbitrary metric if an example were abstained on. We present computationally efficient algorithms under our framework to optimize sensitivity at a target specificity, auROC, and the weighted Cohen’s Kappa, and introduce a novel strong baseline based on JS divergence from prior class probabilities. Experiments on synthetic, biological, and clinical data support our findings.

1 Introduction

Abstention, or selective classification, is a setting in which models can flag a subset of difficult or low-confidence cases for a human expert instead of making predictions. The goal of abstention is to optimize a metric of interest or to guarantee a minimum level of performance by the system. Abstention approaches have been proposed to safeguard automated diagnostic systems so that a medical diagnosis model would not classify with high confidence when it should be flagging difficult cases for human intervention [Jiang et al., 2012]. More recently, there has been a great effort to automate certain diagnostic tasks so that healthcare workers are free to perform more pressing tasks. As a result, several diagnostic systems have been proposed with an abstention option in place. For example, [Leibig et al., 2017] proposed a convolutional neural network model for the detection of sight-threatening diabetic retinopathy, and performed abstention based on Monte-Carlo dropout [Gal and Ghahramani, 2016] in order to surpass the NHS Diabetes Eye Screening guidelines of 85% sensitivity and 80% specificity. However, Monte-Carlo dropout is not tailored to optimize sensitivity at a target specificity, which is the clinical target metric.
In fact, to our knowledge, no abstention approach has been proposed specifically to optimize any metric other than accuracy. Yet, accuracy has shortcomings (e.g., predicting majority class achieves high accuracy when class proportions are highly unbalanced), and in practice metrics other than accuracy are used - for example, recall at a specific FDR, the area under the ROC Curve, or Cohen’s Kappa. Unlike top-k accuracy or weighted misclassification error, these performance metrics depend on the overall distribution of predictions rather than errors on individual predictions. This makes them challenging to use with approaches that require the cost of abstention and/or misclassification to be specified on a per-example basis [Cordella et al., 1995; De Stefano et al., 2000; Pietraszek, 2005; Geifman and El-Yaniv, 2017]. To illustrate this issue, consider the simple case where we abstain on a binary classifier’s predictions according to the distance of the predicted probability from 0.5, which corresponds to abstaining based on the probability of the most confident class (the classes being ‘positive’ or ‘negative’). We will assume that the classifier’s predicted probabilities have been calibrated, as this is achievable in practice using a held-out dataset such as a validation set [Guo et al., 2017]. The choice of 0.5 as a threshold might be motivated by the notion that 0.5 is the prediction that the model makes in the absence of other information. While this is true for balanced IID datasets, it is far from true if the label distribution is non-uniform – for example, if the ratio of positives to negatives is 1:9, a calibrated model would make a prediction of 0.1 in the absence of any other information. We could alter our abstention rule to use 0.1 as the threshold instead of 0.5, but this still fails to consider the specific metric we are attempting to optimize. For example, optimizing the sensitivity at a specificity of 90% may require abstaining on a very different set of examples compared to optimizing the overall area under the ROC Curve (Fig. 1).

Figure 1: **Optimal abstention boundaries can vary dramatically depending on the metric of interest.** Shown are ROC curves before and after abstention for a simulated binary classification dataset where the ratio of positives:negatives was 1:9. 30% of examples were abstained on using three approaches introduced in this work: abstaining to optimize the AuROC (blue line), abstention based on JS divergence introduced in Sec. 5.4 (orange line), abstaining to optimize the sensitivity at a specificity of 90% (green line), and abstention to optimize accuracy (red line). The solid black line represents the ROC curve prior to abstention, and the dashed black line is the 90% specificity threshold. We can see that the metric-specific abstention algorithms perform the best at optimizing their respective target metrics. See Sec. 6.1 for details of the simulation.

An additional limitation of many existing abstention approaches is that they are not robust to distribution shifts, where the new data distribution differs from the training set distribution. Distribution shifts occur regularly in many practical settings and violate the empirical risk minimization assumption that the data distribution during training is identical to the data distribution at test time, thereby posing a challenge to practitioners whose goal is to ensure the reliability of their system. Label shift is an important form of distribution shift that is particularly pervasive in medical settings. In label shift, the prior class probability $p(y)$ changes between the training and test distributions, while the conditional probability $p(x|y)$ stays fixed. Label shift corresponds with anti-causal learning [Schoelkopf et al., 2012], and is different from covariate shift [Sugiyama et al., 2007] and concept shift [Lu et al., 2018].

The label shift phenomenon can be understood with an example. Suppose we wish to deploy an automated diagnostic system to classify whether a person has a particular disease from displayed symptoms for the purposes of public health monitoring. Assume the prevalence of this disease in the
population \( p(y) \) is 0.01%. We train a classifier that predicts 0.01% positive on the training data and 0.01% on withheld data. We deploy the classifier in the clinic and it predicts 0.01% in the patient population. After a few months, there is an outbreak of the disease and the classifier predicts an overwhelming 1% positive in the patient population. Note that the nature of the symptoms caused by the disease \( p(x|y) \) has not changed with its prevalence \( p(y) \). Without accounting for label shift, it is unclear how to interpret this 1% positive predictions, because the IID assumptions under which the classifier was developed have already been violated. Is the disease prevalence actually 1% or more than it? Which diagnoses can be trusted and which can not?

Although approaches have been developed to handle label shift [Saerens et al., 2002, Storkey, 2009, Schoelkopf et al., 2012, Lipton et al., 2018], the interface of label shift and abstention remains underexplored. Unfortunately, standard abstention approaches do not handle label shift well. Moreover, Kahneman and Tversky [1973, 1996] showed that people too are not reliable at mentally evaluating the prior probabilities of outcomes. Interestingly, even when humans update their priors without supervision, they are susceptible to the Test-Item Effect which can be induced under label shift. In particular, humans can classify the same item in opposite ways, depending on what other test items they are asked to classify (without label feedback) [Zhu et al., 2010]. In other words, algorithms are needed for this problem.

2 Our Contributions

Recently, Alexandari et al. [2020] showed that a simple maximum likelihood approach, when coupled with bias-correction terms in the calibration formula, is effective at producing well-calibrated conditional probabilities \( p(y|x) \) even under label shift. This approach is referred to as MLLS. Follow up work by Garg et al. [2020] provided consistency conditions for MLLS as well as a decomposition of its finite-sample error into terms reflecting miscalibration and estimation errors. This was also explicitly studied under label shift. As Garg et al. [2020] noted, while it is true that the calibration in [Alexandari et al., 2020] is not theoretically guaranteed to produce a consistent estimate (for that, an approach explicitly satisfying canonical calibration would be needed - and approaches for canonical calibration do exist), in practice the calibration used in MLLS is good enough to significantly outperform competing approaches for label shift.

In this work, we leverage MLLS for calibration and contribute a general framework for abstention that can be applied to optimize an arbitrary metric of interest. The core insight of our approach is that calibrated predicted probabilities can be used to estimate the change in the metric when particular examples are abstained on. Although intuitive, this approach has not been used before even in situations where it could have improved the results, and abstention approaches that were not tailored to the target metric of interest were used instead [Leibig et al., 2017, Jones et al., 2020]. Under our framework, we propose computationally efficient algorithms for optimizing the change in the sensitivity at a particular specificity, the area under the ROC curve, and the weighted Cohen’s Kappa. We demonstrate that our framework is adaptive to label shift in that it can generalize to a test-set distribution with an unknown prior probability shift. We compare against several baselines (both pre-existing and ones we introduce here) to demonstrate the effectiveness of our approach.

For the reader’s clarity, we note that the focus of this work is not out-of-distribution detection (that is, we are not identifying individual examples that lie outside the training data distribution). Even when all test-set examples for a given class are drawn from the same distribution as the corresponding training set class, abstention could still be needed to meet a performance threshold; that is the setting we are interested in.

3 Problem Formulation

The abstention objectives typically fall into the categories of bounded and cost-based [Pietraszek, 2005]. In the bounded abstention case, the goal is to achieve the maximum improvement in a performance metric of interest while abstaining on no more than a fraction \( k \) of instances, or to abstain on as few examples as possible while attaining a performance equal to or better than some target performance. The two bounded objectives are equivalent in the sense that if one possesses an abstention rule for the former, one can search over different \( k \) to obtain an abstention rule for the latter.
In the cost-based abstention scenario, there is a cost associated with the model’s performance and also a cost associated with abstaining on examples. The objective here is to minimize the total cost. In the case where the cost is monotonically increasing in the total number of abstained examples and monotonically decreasing in the performance of the model, cost-based abstention is equivalent to bounded abstention in the sense that if one possesses an abstention rule for optimizing performance while abstaining on a fraction $k$ of instances, one can again search over different values of $k$ to obtain an abstention rule for the cost-based case.

In many practical applications of machine learning, the bounded abstention case is the dominant case encountered [Fumera et al., 2000]. Due to the aforementioned equivalence between cost-based abstention and bounded abstention under assumptions of monotonicity, in this work we explored the bounded abstention case. We report results in terms of the improvement in a metric of interest when abstaining on no more than a fraction $k$ of instances.

4 Prior Work

Many families of solutions have been explored for abstention, yet a general framework that can work for any target metric has not been proposed [Hellman, 1970; Fumera and Rolli, 2002; Bartlett and Wegkamp, 2008; El-Yaniv and Wiener, 2010; Cortes et al., 2016]. Both Hendrycks and Gimpel [2017] and Geifman and El-Yaniv [2017] abstained on examples according to the probability of the most confidently predicted class. Formally, if $p(y = i|x)$ represents the predicted probability that example $x$ belongs to class $i$, then this amounts to abstaining on all examples $x$ for which $\max_i p(y = i|x) < t$, where the value of $t$ is selected to satisfy the bounded abstention criterion. In the case of binary classification, this method is equivalent to abstaining on examples based on the distance of the predicted probability from 0.5. In a different work, Wan [1990] abstained on examples that have the highest entropy in their predicted probabilities. For binary classification, this is again equivalent to abstaining based on the distance from 0.5. Neither method account for the prior class probabilities or the performance metric of interest.

An approach that could be adapted to account for a specific performance metric of interest was proposed in [Fumera et al., 2000]. Rather than using a single threshold $t$ for all classes (as is done in the abstention rule $\max_i p(y = i|x) < t$), Fumera et al. [2000] proposed a rule that abstains on all examples $x$ for which $t^* = \arg \max_i p(y = i|x) \wedge p(y = i|x) < t^*$. In Fumera et al. [2000], the class-specific thresholds $t_i$ were selected by a brute force iterative search to optimize accuracy on the validation set - however, in this work we adapt the method to optimize metrics other than accuracy. In the binary classification case, this amounts to abstaining on examples where the predicted probability $p(y = 1|x)$ falls in an asymmetric interval around 0.5 (that is, $(1 - t_0) < 0.5 < t_1$). There are three drawbacks to this approach. First, because the threshold is selected according to $\arg \max_i p(y = i|x)$, the region of abstention necessarily includes the point where all classes are predicted with equal probability. Although it may naively seem that one would always want to include this point in the abstention region, this is only true if the metric we wish to optimize is accuracy. If, instead, we wish to optimize a different metric - say the area under the ROC curve in a binary classification task with a non-uniform prior probability distribution - the optimal abstention region may not include the point with a predicted probability of 0.5. Second, because thresholds are optimized according to what performs well on the validation set, we cannot expect this approach to generalize to a test-set with an unknown label shift – in other words, it is not adaptive. Finally, a brute force search over abstention thresholds is computationally expensive, particularly when there are multiple classes involved.

Of course, Bayesian methods can be used to obtain uncertainty estimates and abstain on predictions with high uncertainty. In biomedical settings, some Bayesian methods rely on simplified prior models and the resulting inferences can deviate significantly from those indicated by the true posterior [Awate et al., 2019]. In Bayesian deep learning, the weights of the network are considered to be drawn from a prior distribution rather than having fixed values [Bay, Krueger et al., 2018]. This typically requires special techniques for training the model and cannot be applied retroactively to an existing trained model. One exception is test-time dropout or Monte-Carlo dropout [Gal and Ghahramani, 2016], which is based on the observation that leaving dropout enabled during prediction time is equivalent to approximate inference in a Gaussian process model. When using this method in our experiments, we leave dropout enabled at test-time and compute the variance in the output across 100 sampled predictions. For the multi-class case, we take the variance in the probability of the most confidently
predicted class, as was done in Geifman and El-Yaniv [2017]. The examples that exhibit the highest
variance are abstained on.

5 A General Framework for Abstention under Label Shift

We first discuss the overall framework, which can accommodate any metric of interest, and which is
adaptive to unknown label shift in the test-set. Our adaptability comes from the fact that the method
relies only on the calibrated probabilities - thus, any approach that adapts calibrated probabilities to
cope with label shift, such as Alexandari et al. [2020], naturally applies to this framework without
modification (assuming the label shift assumption holds).

On the most basic level, our framework can be summarized as a simple 3-step strategy: (1) use
a heldout portion of the training set (such as the validation set) to calibrate and adapt the model;
construct a function that outputs calibrated probabilities \( p(y|x) \) for each example \( x \) in the testing set;
(2) for a given metric of interest, compute an estimate of the improvement in the metric if a particular
subset of examples were abstained on by using the calibrated probabilities to specify a categorical
distribution over the true labels; we propose efficient algorithms for this step for specific metrics, but
in the general case a Monte-Carlo estimate can be used; (3) abstain on the subset of examples that
gives the largest estimated boost in the performance metric of interest, subject to the constraints of
the abstention setting. In our experiments we explore the constraint of abstaining on no more than a
fraction \( k \) of examples, for the reasons outlined in Sec. [3].

In the simplest case where the metric is accuracy, the approach above reduces to abstaining on
examples in ascending order of the (calibrated) probability of the most confident class. This is similar
to the baseline proposed in Hendrycks and Gimpel [2017], with the minor difference that probabilities
are explicitly calibrated and label-shift-adapted.

We noted that step (2) can be obtained via a Monte-Carlo estimate, though this can become expensive
if not done carefully. In this work, we propose efficient algorithms for step (2) for three metrics
commonly used in settings where label shift is common: the sensitivity at a target level of specificity,
the area under the ROC Curve (auROC), and the weighted Cohen’s Kappa metric. We discuss them
below.

5.1 Optimizing Sensitivity at a Target Level of Specificity

The sensitivity of a binary classifier is defined as the ratio of correctly-predicted positives to labeled
positives, while the specificity of a classifier is defined as one minus the ratio of incorrectly-predicted
positives to labeled negatives. A ROC curve is obtained by plotting the sensitivity against one minus
the area under the ROC Curve (auROC), and the weighted Cohen’s Kappa metric. We discuss them
below.

Algorithm 1 Optimizing Sensitivity at Target Specificity

\begin{algorithm}
\textbf{input}: abstention budget \( d \), target specificity \( s \), sorted calibrated probabilities vector \( p \) of length \( N \\
\textbf{output}: Vector \( o \) where \( o_i \) is estimated sensitivity at specificity \( s \) if indices \([i, i + d)\) are excluded
\end{algorithm}

\begin{verbatim}
Initialize \( o \) to a vector of zeros of length \( N + 1 - d \\
for mn \leftarrow 1 \text{ to } M \ do \\
1) Sample labels vector \( y \) w.r.t. the probabilities \( p \) \\
2) Compute \( n^+ := \sum_{j \geq i} y_j \) and \( n^- := \sum_{j \geq i} 1 - y_j \). \\
3) Compute \( t^+ := \min \{ i | 1 - n^-/n^+ \geq s \} \). \\
4) Compute \( t^- := \min \{ i | 1 - (n^-_i - j)/(n^- - j) \geq s \} \) and \( t^- := \min \{ i | 1 - (n^+_i - j)/(n^+ - j) \geq s \} \). \\
5) Compute \( w^- := n^- - n^+_i + d \) and \( w^+ := n^+ - n^-_i + d \), \\
6) for \( i \leftarrow 0 \text{ to } N - d \ do \\
   Calculate \( t'_i := \min \{ t^-_i \leq i \} \) \( t^+_i \) and \( t^-_i \) \ max(\( t^-_i \), \( i + d \)) \\
   Update \( o_i \leftarrow o_i + (n^+_i - 1) w^+_i + (t^-_i \leq i \} w^-_i + (t^+_i \leq i \} w^+_i) / (n^+_i - w^+_i) \) \\
end \\
Normalize using \( o_i \leftarrow o_i / M \).
\end{verbatim}

5
Consider the bounded abstention case of abstaining on at most $d$ examples. Let $N$ denote the total number of examples, and let $p$ denote the vector of calibrated predicted probabilities sorted such that $p_i \leq p_{i+1} \forall i$. Let $[I_0, I_0 + d]$ denote an abstention interval on $p_i$, i.e. all indices $I_0 \leq i < I_0 + d$ are abstained on. How can we apply the framework proposed in Sec. 5 to select the optimal interval $[I_0, I_0 + d]$? A naive Monte Carlo algorithm would proceed as follows: for every possible value of $I_0 \in [0, N - d]$, take $M$ Monte-Carlo samples of the label vector $y$ and calculate the target metric for the set of examples remaining after all indices $i \in [I_0, I_0 + d]$ are excluded. Assuming the metric of interest can be computed in $O(N)$ time (as is the case for sensitivity at a target specificity when the vector of predictions $p$ is sorted), this algorithm has a runtime of $O((N - d + 1)NM) = O(N^2M)$.

How can we improve on the runtime $O(N^2M)$? For optimizing sensitivity at a target specificity, we devised Algorithm 1, which has a runtime of $O(NM)$. An (anonymized) video explaining Algorithm 1 is here; https://youtu.be/gpvSMKvrdho A runtime analysis for Algorithm 1 is in Sec. 8.

5.2 Optimizing auROC

In Sec. 5.1, we considered the optimization of a specific point on the ROC curve. However, in some applications we may be interested in the overall area under the ROC curve (auROC). This is equal to the probability that a randomly chosen positive will be ranked above a randomly chosen negative [Hanley and McNeil, 1982]. While we show there exists an $O(NM)$ Monte Carlo abstention algorithm for the auROC, we obtained strong results with an even more efficient $O(N)$ algorithm. Our main insight was to substitute the calibrated class probabilities for their labels, bypassing the need for Monte Carlo sampling. We discuss both algorithms, as well as their empirical performance, in Sec. 8.

5.3 Optimizing Weighted Cohen’s Kappa

Cohen’s Kappa quantifies the agreement between two sets of ratings on categorical classes. Consider the multiclass setting where a predictor $f$ outputs a class $f(x)$ given an example $x$ (in neural networks, this is typically done by taking the arg max over the predicted class probabilities). Let $S$ denote the set of all examples, $N$ denote the size of $S$, $y(x)$ denote the true class of example $x$, and $W_{i,j}$ denote the penalty for predicting an example from class $i$ as being of class $j$. Let $N^i = \sum_{x \in S} \mathbb{1}\{y(x) = i\}$ denote the true number of examples in class $i$, and $F^i := \sum_{x} \mathbb{1}\{f(x) = i\}$ denote the number of examples predicted by $f$ as as being in class $i$. The weighted Cohen’s Kappa metric is defined as $\kappa(S, f) := 1 - \frac{\sum_{i,j} W_{i,j} F^i F^j}{\sum_{i} \sum_{j} (W_{i,j} F^i)^2}$. A $\kappa$ of 1 indicates perfect agreement between the ground truth ratings and $f$, while a $\kappa$ of near 0 indicates random agreement (i.e. the level of agreement that would be expected if the class proportions produced by $f$ were kept fixed, but the predictions were made at random). A $\kappa$ of less than 0 indicates that the agreement is worse than what is expected if predictions were made random.

In the binary cases of Sec. 5.1 & 5.2 we denoted a contiguous region of abstention by specifying the left index of the interval $I_0$ and the size of the interval $d$. In the multiclass case, it is not as straightforward to specify a contiguous abstention region as the number of possible regions grows exponentially in the number of dimensions. We circumvent this by estimating the marginal improvement in the Cohen’s Kappa metric when a single example is abstained on, and then abstaining on the subset of examples with the highest total estimated marginal improvement. This approach produced strong empirical results (Tables 3, 4, A.2 & A.3). We developed a deterministic $O(NC)$ algorithm for estimating the marginal improvements for all examples, where $C$ is the number of classes. The algorithm, as well as empirical analysis of convergence, are detailed in Sec. 4.

5.4 Additional Baseline: JS Divergence from Prior Class Probabilities

We additionally present a novel baseline that to our knowledge has not been discussed in the literature: abstaining on those examples for which the Jensen-Shannon (JS) divergence of the predicted probabilities is most similar to the prior class probabilities. In particular, the lower the JS divergence between each example’s calibrated predicted class probabilities and the prior class probabilities, the closer the prediction to the prior class proportions, and therefore the less information we have about the prediction. Although this strategy does not give consideration to the specific
performance metric of interest, it is computationally tractable and adaptable to label shift in the testing set.

6 Experiments

We studied the behaviour of the methods described in Sec. 4 and our proposed methods in Sec. 5 & 5.4 on test set distributions both with and without simulated label shift. Calibration and label-shift adaptation, where applicable, were performed using the equivalent of a heldout validation set. The abstention methods were never presented with the test-set labels. For a given model, dataset, and abstention method, the performance of the abstention method was quantified by the improvement in the metric of interest when different percentages of the dataset were abstained on (denoted as “@ x% Abst.” in the column headings). To assess whether one abstention method was significantly better than another, we applied a one-sided Wilcoxon signed rank test at a significance threshold of 0.05 to a distribution of performance values generated using models trained with different random seeds as well as different resamplings of the validation and testing sets (specifics are detailed in table captions). We chose the Wilcoxon signed rank test because it is designed to handle paired samples without making any other assumptions about the distribution (a paired sample test was necessary because performance is dependant upon the specific model and data used).

Since calibration and label-shift adaptation were not specified as a preprocessing step in the baselines of Sec. 5, we ran all baselines both with and without calibration in the experiments without label shift (Tab. 2, A.1, & A.2). We found that having calibrated probabilities improves the baselines. For this reason, in the experiments that did involve label shift (Tab. 1, 4 & A.3), we ran all methods using calibrated probabilities.

Code (anonymized): code for the algorithms is at https://github.com/blindauth/abstention and notebooks for the experiments are at https://github.com/blindauth/abstention_experiments.

| Method | Adapted? | IMDB Sensitivity @ 99% Specificity | Cat v Dog Sensitivity @ 99% Specificity |
|--------|----------|-----------------------------------|----------------------------------------|
|        |          | 0.397±0.004 0.760±0.0067 | 0.524±0.0059 |
|        |          | 0.318±0.0001 | 0.635±0.0014 | 0.498±0.0082 |
|        |          | 0.397±0.004 0.622±0.0082 | 0.493±0.0057 |
|        |          | 0.318±0.0001 | 0.616±0.0010 | 0.443±0.0084 |
| JS Div | Y        | 0.397±0.004 0.417±0.0046 | 0.308±0.0048 |
| JS Div | Y        | 0.318±0.0001 | 0.404±0.0079 | 0.365±0.0064 |
| Dist. from 0.5 | N | 0.397±0.004 0.3869±0.0085 | 0.3522±0.0084 |
| Dist. from 0.5 | N | 0.318±0.0001 | 0.368±0.0079 | 0.346±0.0065 |
|        |          | 0.397±0.004 0.4428±0.0092 | 0.399±0.0084 |
|        |          | 0.318±0.0001 | 0.413±0.0079 | 0.365±0.0064 |
|       |          | 0.397±0.004 0.5896±0.0008 | 0.493±0.0059 |
|       |          | 0.318±0.0001 | 0.529±0.0099 | 0.443±0.0084 |
|       |          | 0.397±0.004 0.6917±0.0013 | 0.461±0.0054 |
|       |          | 0.318±0.0001 | 0.6154±0.0013 | 0.401±0.0098 |
| Test-time Dropout | Y | 0.397±0.004 0.7575±0.0008 | 0.4407±0.0051 |
| Test-time Dropout | Y | 0.318±0.0001 | 0.4522±0.0017 | 0.3748±0.0083 |
|       |          | 0.397±0.004 0.4625±0.0005 | 0.3994±0.0042 |
|       |          | 0.318±0.0001 | 0.3747±0.0009 | 0.3492±0.0074 |

Table 1: Sensitivity at 99% specificity for IMDB sentiment classification and Cat v Dog image classification under label shift. The training and validation sets had the original 1:1 ratio of positives:negatives, while the test set had a positives:negatives ratio of 1:2. Values represent the mean and standard error across samples generated using a combination of different model initializations and different bootstrapped versions of the heldout sets. “Base” indicates performance without abstention. “Adapted” indicates whether predicted probabilities were adapted to account for label shift using the EM approach of [Saerens et al. 2002]. All probabilities were calibrated using Platt scaling [Platt 1999] on the validation set. Within a column, bold values are significantly better than non-bold values according to a Wilcoxon signed rank test with p < 0.05. Bold values are not significantly different from other bold values in the same column. Note that label shift adaptation can worsen the approach of Fumera et al., likely because that approach tailors its abstention boundaries to the validation set. See Sec. 6.1 and Sec. 6.3 for more details on the data.

6.1 Binary Simulated, Sentiment, and Image Classification

Simulated Binary Classification: We simulated the scalar predictions $x_i$ of a classifier as follows: the true class $y_i$ of example $i$ was determined by drawing from a Bernoulli distribution where the probability of the positive class is $q$. If the example was a positive, $x_i$ was sampled from a normal distribution with a mean of $\mu^+$ and a standard deviation of $\sigma^+$. Otherwise, $x_i$ was sampled from a normal distribution with a mean of $\mu^-$ and a standard deviation of $\sigma^-$. Once $x_i$ was sampled, we analytically calculated the calibrated posterior probability that the $x_i$ originated from the positive class (given only the observed value of $x_i$) according to the parameters of the data generating distribution. A total of $n$ examples were sampled in this way. For Figure 1 we used $q = 0.1$, $\mu^- = -1$, $\mu^+ = 2$, $\sigma^+ = 1$, and $\sigma^- = 1$.
Table 2: Sensitivity at 80% specificity and auROC for identifying regions active in Leukemia Stem Cells.
Values represent the mean and standard error across samples generated using a combination of different model initializations and different random splits of the heldout set. “Base” indicates performance without abstention. “Calib?” indicates whether predicted probabilities were calibrated using Platt scaling [Platt, 1999]. Within a column, bold values are significantly better than non-bold values according to a Wilcoxon signed rank test (p < 0.05). Ratio of positives:negatives was roughly 1:2. See Sec. 6.3 for more details on the data. Analogous results for genomic regions active in preleukemic hematopoietic stem cells (pHSCs) are in Table A1.

| Method | Calib? | Sensitivity @ 80% Specificity (Leukemia Stem Cells) | Area under ROC (Leukemia Stem Cells) |
|--------|--------|-------------------------------------------------|-------------------------------------|
|        |        | Base @ 30% Abst. @ 15% Abst. | Base @ 30% Abst. @ 15% Abst. |
| Est ΔM (Ours) Y | 0.6507 ± 0.0029 | 0.8001 ± 0.0035 | 0.7297 ± 0.0035 |
| 35 Δ M (Ours) Y | 0.6507 ± 0.0029 | 0.7970 ± 0.0044 | 0.7117 ± 0.0034 |
| Dist. from 05 Y | 0.6507 ± 0.0029 | 0.696 ± 0.0027 | 0.6858 ± 0.0018 |
| Dist. from 05 N | 0.6507 ± 0.0029 | 0.734 ± 0.0018 | 0.694 ± 0.0016 |
| Fumera et al Y | 0.6507 ± 0.0029 | 0.79 ± 0.0018 | 0.712 ± 0.0014 |
| Fumera et al N | 0.6507 ± 0.0029 | 0.8022 ± 0.0059 | 0.713 ± 0.0028 |
| Test-time Dropout | 0.6507 ± 0.0029 | 0.656 ± 0.0096 | 0.6688 ± 0.0052 |
| Test-time Dropout Y | 0.6507 ± 0.0029 | 0.706 ± 0.0098 | 0.6787 ± 0.0051 |
| Test-time Dropout N | 0.6507 ± 0.0029 | 0.706 ± 0.0098 | 0.6787 ± 0.0051 |

Table 3: Cohen’s Weighted Kappa for Diabetic Retinopathy Detection (no label shift). Values represent the mean and standard error across samples generated using different random splits of the heldout sets. “Base” indicates performance without abstention. “Calib?” indicates whether predicted probabilities were calibrated using Temperature Scaling [Guo et al., 2017]. Within a column, bold values are significantly better than non-bold values according to a Wilcoxon signed rank test (p < 0.05). See Sec. 6.3 for more details on the data. See Table A2 for corresponding experiments under simulated label shift, and Tables A2 & A3 for experiments exploring the effect of using the expected value over several dropout runs rather than deterministic dropout at test-time.

| Method | Calib? | Diabetic Retinopathy Cohen’s Weighted Kappa (with label shift) |
|--------|--------|-------------------------------------------------------------|
|        |        | Base @ 30% Abst. @ 25% Abst. @ 20% Abst. @ 15% Abst. @ 10% Abst. |
| Est ΔM (Ours) Y | 0.8104 ± 0.0019 | 0.8091 ± 0.0013 | 0.8875 ± 0.0014 | 0.88 ± 0.0016 | 0.8714 ± 0.0016 | 0.8397 ± 0.0017 |
| 35 Δ M (Ours) Y | 0.8104 ± 0.0019 | 0.825 ± 0.0015 | 0.849 ± 0.0014 | 0.865 ± 0.0015 | 0.8749 ± 0.0015 | 0.8397 ± 0.0017 |
| Entropy Y | 0.8104 ± 0.0019 | 0.875 ± 0.0024 | 0.86 ± 0.0015 | 0.88 ± 0.0015 | 0.88 ± 0.0015 | 0.88 ± 0.0015 |
| Entropy N | 0.8104 ± 0.0019 | 0.97 ± 0.0018 | 0.88 ± 0.0015 | 0.89 ± 0.0015 | 0.89 ± 0.0015 | 0.89 ± 0.0015 |
| Max Class Prob Y | 0.8104 ± 0.0019 | 0.972 ± 0.0017 | 0.879 ± 0.0016 | 0.89 ± 0.0015 | 0.88 ± 0.0015 | 0.88 ± 0.0015 |
| Max Class Prob N | 0.8104 ± 0.0019 | 0.972 ± 0.0017 | 0.879 ± 0.0016 | 0.89 ± 0.0015 | 0.88 ± 0.0015 | 0.88 ± 0.0015 |
| Test-time Dropout Y | 0.8104 ± 0.0019 | 0.655 ± 0.0099 | 0.70 ± 0.0099 | 0.748 ± 0.0051 | 0.789 ± 0.0057 | 0.787 ± 0.0058 |
| Test-time Dropout N | 0.8104 ± 0.0019 | 0.675 ± 0.0101 | 0.71 ± 0.0016 | 0.757 ± 0.0049 | 0.777 ± 0.0058 | 0.787 ± 0.0058 |

σ− = 2, σ+ = 1 and n = 10000. Abstention was then performed as described in the caption of Figure 1.

Sentiment Classification: We used the large movie review (IMDB) sentiment classification dataset [Maas et al., 2011] and the corresponding convolutional neural network model that ships with Keras [Chollet, 2018]. The original test set contained 20K examples, and the original validation set contained 10K examples. Label shift was simulated by sampling 10K examples from the test set at an imbalance ratio of 1:2 in favor of negatives. Ten models were trained (each with different random seeds), and for each model, three different bootstrapped samples of the validation set and label-shifted test set were generated. This resulted in a total of 30 experiments on which to perform statistical comparisons. Results are shown in Table 1.

Image Classification: We trained a CNN to distinguish images of cats and dogs using the ASIRRA dataset [Elson et al., 2007]. Images were resized to have dimensions 64 × 64 × 3. The original test
and validation sets contained 5K examples each. Label shift was simulated by sampling 5K examples from the test set at an imbalance ratio of 1:2 in favor of cats (cats were labeled as the negatives). The setup was otherwise similar to what was used for the sentiment classification task. Results are shown in Table 1.

6.2 Identifying Active Regions in Leukemic and Preleukemic Stem Cells

Predicting regulatory activity of non-coding DNA sequences is a complex task. Recently, CNN models have been proposed to predict chromatin accessibility (a biochemical marker of regulatory DNA) in different cell types from DNA sequences. While the label shift assumption does not hold for this problem, the class priors are critically imbalanced and even the best computational models achieve only fair performance. We trained a multi-task Basset model [Kelley et al., 2016] to map 4-channel (A, C, G, T) one-hot encoded DNA sequences to binary chromatin accessibility outputs across 16 hematopoietic cell types (16 binary classification tasks) [Corces et al., 2016]. The dataset contained 837,977 sequences underlying in-vivo chromatin accessible sites across all 16 cell types. We evaluated the methods on two tasks (cell types): preleukemic hematopoietic stem cells (pHSCs) and leukemia stem cells (LSCs). The ratio of negatives:positives for both tasks was roughly 2:1. Ten models were trained with different random seeds. We sampled three different random splits into the validation and testing set per model, giving a total of $10 \times 3 = 30$ experiments on which to perform statistical comparisons. Results for LSCs and pHSCs are in Tables 2 and A.1 respectively.

6.3 Diabetic Retinopathy Detection

This dataset consists of high-resolution retinal images that are graded on an integer scale ranging from 0-4, with 0 indicating “No Diabetic Retinopathy” and 4 indicating “Proliferative Diabetic Retinopathy” (most severe). Performance is evaluated using Cohen’s weighted Kappa metric with $W_{i,j} = (i - j)^2$, i.e., incorrect predictions are penalized more strongly if the difference between the true and the predicted ratings is larger.

We used the publicly available pre-trained model from De Fauw [2015]. We performed our assessment by evenly dividing the 3514 held-out images used for evaluation by De Fauw [2015] into a “calibration set” (to calibrate the predictor) and an “evaluation set” (to compute Cohen’s Weighted Kappa after abstention). We were careful to keep images of the left and right eyes that originated from the same patient in the same set, and kept the class proportions roughly consistent between the two sets. For statistical comparisons using the Wilcoxon test, we sampled 30 different splits into calibration sets and evaluation sets. Images within a set were further augmented by a factor of 8 with horizontal flipping and rotation (the factor of 8 comes from having two possible options for flip vs. no flip, multiplied by four possible rotation amounts - 0°, 90°, 180°, and 270°). Results for optimizing Cohen’s Weighted Kappa in the absence of label shift are shown in Tables 3 & A.2.

For the experiments involving label shift on the Diabetic Retinopathy (DR) dataset, rather than augmenting every image in the “evaluation set” by a factor of 8, we augmented images by different amounts depending on their class. Images of grade 0 (“No DR”) were not augmented, images of grade 1 (“Mild DR”) were augmented by a factor of 2, images of grade 2 (“Moderate DR”) were augmented by a factor of 5, and images of grades 3 & 4 (“Severe DR” and “Proliferative DR”) were augmented by a factor of 8. Results for optimizing Cohen’s Weighted Kappa in the presence of label shift are shown in Tables 4 & A.3.

7 Discussion

In this work, we used calibrated and label-shift-adapted probabilities from a classifier to specify a categorical distribution over the labels in the test set. Given any metric of interest, we showed how we could use this distribution to estimate the improvement in the metric if a particular set of examples were abstained on. Under this framework, we devised efficient algorithms to optimize metrics typically deployed in practical settings, such as: sensitivity at target specificity, auROC, and Cohen’s weighted Kappa. In our experiments, we demonstrated the advantage of this approach using simulated label shift (Tables 1, 2 & A.3). We observed that the proposed approach was uniformly better than other methods, both in the presence and absence of label shift, and across different abstention constraints.
Furthermore, in the absence of a specific metric of interest, we showed that abstention based on
JS divergence from the prior class proportions can be a surprisingly effective tool. In several
experiments, simply abstaining on cases that had calibrated predicted probabilities closest to the prior
class probabilities as per JS divergence worked reasonably well without optimizing for the specific
metric. This finding suggests that abstaining based on JS divergence can an appropriate first strategy
for practitioners and a formidable baseline for researchers to compare against.

In some scenarios, the abstention cost may not be monotonically increasing in the total number of
abstentions because the cost may depend on the true class of the abstained example. Our framework
can be extended to this cost-based case by again using the calibrated probabilities as a proxy for the
true labels, and then estimating the cost of abstaining on a given subset of examples analogously to
how the improvement in a metric is estimated. We leave the detailed explorations of this direction for
future work.

More broadly, we showed that abstention approaches that rely on predicted probabilities, whether
off-the-shelf or tailored to a specific metric, should employ calibration and label shift adaptation;
with our analysis, we show that label shift adaptation tends to improve not just our methods but also
several of the other baselines we considered. There is one notable exception to this: the method of
Fumera et al. [2000], which involved a brute-force search on the validation set to identify abstention
thresholds. However, there is no guarantee that validation set thresholds are optimal for a test set
with different prior probabilities.

Systems discussed here, such as medical diagnostic systems, can cause injury if they malfunction
[Bowen and Stavridou 1993]. Moreover, they are subject to rigorous inspection and testing, e.g.
FDA certification. Consequently, contributing principled and intuitive tools for practitioners to
perform abstention has the potential to provide a strong positive impact. The improved computational
efficiency could result in wider deployment and faster flagging of difficult cases. Still, more work
needs to be done to standardize specific tasks by regulators and technology-stakeholders. Nevertheless,
we believe that our method will enhance the robustness of diagnostic systems, and we hope this work
will inspire practitioners to leverage more appropriate abstention algorithms in applications where
metrics other than accuracy are used or where the label shift assumption holds.
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A Additional Abstention Experiments

A.1 Results for Identifying Pre-Leukemic Hematopoetic Stem Cells

| Method          | Metric (Ours) | Calib? | Sensitivity @ 80% Specifity (pHSCs) | Area under ROC (pHSCs) |
|-----------------|---------------|--------|-------------------------------------|------------------------|
|                 |               |        | Base @30% Abst. @15% Abst.          | Base @30% Abst. @15% Abst. |
| Est. ΔMetric    | Y             | 0.6875 ± 0.0031 | 0.8371 ± 0.0027 | 0.7638 ± 0.0027 | 0.8309 ± 0.0012 | 0.883 ± 0.0011 | 0.8647 ± 0.0012 |
| Est. ΔMetric    | N             | 0.6875 ± 0.0031 | 0.8386 ± 0.0031 | 0.761 ± 0.0029 | 0.8309 ± 0.0012 | 0.882 ± 0.0011 | 0.856 ± 0.0012 |
| Dist. from 0.5  | Y             | 0.6875 ± 0.0031 | 0.8384 ± 0.0021 | 0.712 ± 0.0028 | 0.8309 ± 0.0012 | 0.8653 ± 0.0011 | 0.8462 ± 0.0013 |
| Dist. from 0.5  | N             | 0.6875 ± 0.0031 | 0.8384 ± 0.0085 | 0.7109 ± 0.0099 | 0.8309 ± 0.0012 | 0.8646 ± 0.0014 | 0.8465 ± 0.0025 |
| Fumera et al.   | Y             | 0.6875 ± 0.0031 | 0.8157 ± 0.0033 | 0.7355 ± 0.0033 | 0.8309 ± 0.0012 | 0.8621 ± 0.0012 | 0.853 ± 0.0012 |
| Fumera et al.   | N             | 0.6875 ± 0.0031 | 0.8184 ± 0.0056 | 0.7336 ± 0.0062 | 0.8309 ± 0.0012 | 0.881 ± 0.0016 | 0.852 ± 0.0018 |
| Test-time Dropout | Y         | 0.6875 ± 0.0031 | 0.6816 ± 0.0108 | 0.6833 ± 0.0061 | 0.8309 ± 0.0012 | 0.8318 ± 0.0047 | 0.8305 ± 0.0026 |
| Test-time Dropout | N         | 0.6875 ± 0.0031 | 0.6771 ± 0.0112 | 0.6839 ± 0.0071 | 0.8309 ± 0.0012 | 0.8285 ± 0.0053 | 0.8294 ± 0.0035 |

Table A.1: Sensitivity at 80% specificity and auROC for identifying regions active in preleukemic Hematopoetic Stem Cells (pHSCs). Values represent the mean and standard error across samples generated using a combination of different model initializations and different random splits of the heldout set. “Base” indicates performance without abstention. “Calib?” indicates whether predicted probabilities were calibrated using Platt scaling [Platt, 1999]. Within a column, bold values are significantly better than non-bold values according to a Wilcoxon signed rank test (p < 0.05). Ratio of positives:negatives was roughly 1:2. See Sec. 6.2 for more details on the data. Analogous results for genomic regions active in Leukemia Stem Cells (LSCs) are in Table 2.
A.2 A Note on Deterministic vs. MC Dropout

In our experiments, for all methods except “MC Dropout Var.”, the model’s predictions were obtained by disabling dropout during test-time - i.e. the predictions were deterministic, and weight rescaling was applied to all layers that used dropout during training [Srivastava et al., 2014]. However, both the original dropout paper and several subsequent works have noted that it is possible to improve on deterministic dropout by leaving dropout enabled during test-time and taking the expected value of the predictions over a sufficiently large number of Monte Carlo dropout runs [Srivastava et al., 2014, Gal and Ghahramani 2015, Leibig et al., 2017, Dürr et al., 2018]. This is not an inherently surprising result, given that deterministic dropout is intended as a fast approximation of Monte Carlo dropout. Because deterministic dropout is most commonly used in the literature during test-time, we focused our comparisons on this case. However, we also investigated how our proposed abstention framework behaved when predictions were derived by taking the expected value over 100 MC dropout runs, and found that it still performed the best (Supp. Tables A.2 & A.3).

| Method   | Calib? | Base @ 30% Abst. | @ 25% Abst. | @ 20% Abst. | @ 15% Abst. | @ 10% Abst. |
|----------|--------|------------------|-------------|-------------|-------------|-------------|
| Est ∆ Metric (Ours) | Y | 0.8108 ± 0.0018 | 0.8948 ± 0.0013 | 0.9005 ± 0.0014 | 0.8842 ± 0.0014 | 0.8591 ± 0.0015 |
| JS Div. (Ours) | Y | 0.8106 ± 0.0018 | 0.8555 ± 0.0014 | 0.8521 ± 0.0014 | 0.8488 ± 0.0014 | 0.8435 ± 0.0014 |
| Entropy | Y | 0.8106 ± 0.0018 | 0.7407 ± 0.0073 | 0.7849 ± 0.0005 | 0.8284 ± 0.0033 | 0.8411 ± 0.0026 | 0.8401 ± 0.0024 |
| Max Class Prob. Y | 0.8106 ± 0.0018 | 0.7331 ± 0.0076 | 0.7189 ± 0.0052 | 0.8132 ± 0.0031 | 0.8355 ± 0.0027 | 0.838 ± 0.0021 |
| Test-time Dropout N | 0.8106 ± 0.0018 | 0.6633 ± 0.0010 | 0.6866 ± 0.0009 | 0.7441 ± 0.0032 | 0.7114 ± 0.0037 | 0.744 ± 0.0035 |
| JS Div. (Ours) | N | 0.7313 ± 0.0004 | 0.8538 ± 0.0029 | 0.8424 ± 0.0031 | 0.8313 ± 0.0031 | 0.8174 ± 0.0033 | 0.7986 ± 0.0034 |
| Entropy | N | 0.7313 ± 0.0004 | 0.8455 ± 0.0029 | 0.8459 ± 0.0027 | 0.8417 ± 0.0034 | 0.8349 ± 0.0033 | 0.8248 ± 0.0034 |
| Max Class Prob. N | 0.7313 ± 0.0004 | 0.7361 ± 0.0075 | 0.774 ± 0.0052 | 0.8024 ± 0.0037 | 0.8174 ± 0.0029 | 0.8236 ± 0.0025 |
| Test-time Dropout N | 0.7313 ± 0.0004 | 0.6633 ± 0.0010 | 0.6866 ± 0.0009 | 0.7441 ± 0.0032 | 0.7114 ± 0.0037 | 0.744 ± 0.0035 |

Table A.2: Cohen’s Weighted Kappa for Diabetic Retinopathy (DR) Detection (no label shift), with predictions derived using the expected value of several Monte Carlo dropout runs. This table is analogous to Table 3 but predictions for Est ∆ Metric, JS Div., Entropy and “Max Class Prob.” were obtained by taking the expected value over 100 MC Dropout runs, rather than by using deterministic (weight rescaling) dropout. Other aspects of the experiment were the same.

| Method   | Adapte? | Base @ 30% Abst. | @ 25% Abst. | @ 20% Abst. | @ 15% Abst. | @ 10% Abst. |
|----------|---------|------------------|-------------|-------------|-------------|-------------|
| Est ∆ Metric (Ours) | Y | 0.7837 ± 0.0014 | 0.8654 ± 0.0027 | 0.8556 ± 0.0028 | 0.8462 ± 0.0028 | 0.8563 ± 0.0031 | 0.8246 ± 0.0034 |
| Est ∆ Metric (Ours) | N | 0.7313 ± 0.0004 | 0.8235 ± 0.0035 | 0.818 ± 0.0035 | 0.8016 ± 0.0036 | 0.7975 ± 0.0037 | 0.7862 ± 0.0038 |
| JS Div. (Ours) | Y | 0.7837 ± 0.0014 | 0.8455 ± 0.0029 | 0.8459 ± 0.0027 | 0.8417 ± 0.0034 | 0.8349 ± 0.0033 | 0.8248 ± 0.0034 |
| JS Div. (Ours) | N | 0.7313 ± 0.0004 | 0.8313 ± 0.0031 | 0.8242 ± 0.0031 | 0.8174 ± 0.0033 | 0.8174 ± 0.0033 | 0.7986 ± 0.0034 |
| Entropy | Y | 0.7837 ± 0.0014 | 0.8455 ± 0.0029 | 0.8424 ± 0.0031 | 0.8313 ± 0.0031 | 0.8174 ± 0.0033 | 0.7986 ± 0.0034 |
| Entropy | N | 0.7313 ± 0.0004 | 0.8174 ± 0.0033 | 0.8132 ± 0.0031 | 0.8016 ± 0.0036 | 0.7975 ± 0.0037 | 0.7862 ± 0.0038 |
| Max Class Prob. | Y | 0.7837 ± 0.0014 | 0.8455 ± 0.0029 | 0.8424 ± 0.0031 | 0.8313 ± 0.0031 | 0.8174 ± 0.0033 | 0.7986 ± 0.0034 |
| Max Class Prob. | N | 0.7313 ± 0.0004 | 0.7777 ± 0.0055 | 0.7942 ± 0.0052 | 0.7671 ± 0.0048 | 0.7643 ± 0.0044 | 0.7552 ± 0.0042 |
| Test-time Dropout | Y | 0.7837 ± 0.0014 | 0.7636 ± 0.0035 | 0.7814 ± 0.0044 | 0.7519 ± 0.0043 | 0.7771 ± 0.0043 | 0.7574 ± 0.0043 |
| Test-time Dropout | N | 0.7313 ± 0.0004 | 0.7636 ± 0.0035 | 0.7814 ± 0.0044 | 0.7519 ± 0.0043 | 0.7771 ± 0.0043 | 0.7574 ± 0.0043 |

Table A.3: Cohen’s Weighted Kappa for Diabetic Retinopathy (DR) Detection, with label shift and predictions derived using the expected value of several Monte Carlo dropout runs. This table is analogous to Table 3 but predictions for Est ∆ Metric, JS Div., Entropy and “Max Class Prob.” were obtained by taking the expected value over 100 MC Dropout runs, rather than by using deterministic (weight rescaling) dropout. Other aspects of the experiment were the same.
B  Runtime Analysis for Algorithm [1]

In this section, we show that Algorithm [1] has a runtime of $O(NM)$. To see this, consider the steps inside the for loop over $M$. In step (1), we sample $N$ Bernoulli outcomes which takes $O(N)$. In step (2), $n^+$ and $n^-$ can be computed in $O(N)$ time via running sums. In step (3), $t^*$ can be found in $O(N)$ time by iterative search. Step (4) takes $O(d)$ time because at most $d$ negatives can be abstained on. In step (5), we calculate $w_i^-$ and $w_i^+$ for $0 \leq i \leq N - d$ which takes $O(N)$ time. The loop in step (6) is $O(N)$. The normalization step at the end of the algorithm also takes $O(N)$. Note that the calculation of $t_j^-$ and $t_j^+$ for $0 \leq j \leq d$ can be accomplished in $O(d)$ time by starting at index $t^*$ and iteratively decrementing (or incrementing) the index until thresholds that satisfy the desired conditions are found. To reduce the number of Monte Carlo samples needed, the output of Algorithm [1] can be smoothed using a Savitzky-Golay filter. In this work, we used a Savitzky-Golay filter of polynomial order 1 and window size 11, and report results with $M = 100$. 

16
C Optimization Algorithms for AuROC

This section accompanies the discussion in Sec. 5.2 of the main text. In subsection C.1, we present the pseudocode for the $O(MN)$ Monte-Carlo algorithm as well as the $O(N)$ deterministic algorithm for estimating the auROC after a particular interval of examples is abstained on. We also include a comparison of the output of the two algorithms.

Let $p$ denote a length $N$ vector of calibrated predicted probabilities sorted in ascending order. Let $y_i$ denote the associated labels, and let $s_i^−$ and $s_i^+$ denote the number of negatives and positives ranked below $i$, respectively (i.e., $s_i^− := \sum_{i^<i} 1 \times y_i$ and $s_i^+ := \sum_{i^<i} y_i$). Let $n^−$ and $n^+$ denote the total number of negatives and positives respectively, i.e., $n^− := \sum_i (1 - y_i)$ and $n^+ := \sum_i y_i$. If the values of $y_i$ are known, then $s_i^+, s_i^−, n^+$ and $n^−$ can each be calculated in $O(N)$ time for all $i$ via running sums. The probability that an example at index $i$ is ranked above a random negative is $s_i^− / n^$. Thus, the auROC, being the probability that a random positive is ranked above a random negative, is $\frac{1}{n-n^−} \sum_i y_i s_i^−$. If we define $S := \sum_i y_i s_i^−$, we can write the auROC as $\frac{S}{n-n^+}$. The quantity $S$ can be computed from $s_i^−$ and $y_i$ in $O(N)$ time via a running sum.

Let us consider the case of abstaining on indices in $[I_0, I_0+d)$. Let $w_{I_0}^−$ and $w_{I_0}^+$ denote the number of negatives and positives in the interval respectively, i.e., $w_{I_0}^− := \sum_{I_0 \leq i < (I_0+d)} (1 - y_i)$ and $w_{I_0}^+ := \sum_{I_0 \leq i < (I_0+d)} y_i$. Note that $w_{I_0}^−$ and $w_{I_0}^+$ can each be computed for all $I_0$ in $O(N)$ time via running window sums. Further, let us define $W_{I_0} := \sum_{I_0 \leq i < (I_0+d)} y_i s_i^−$, which can also be calculated from $y_i$ and $s_i^−$ in $O(N)$ time via a running window sum. Let $s_i^{I_0−}$ represent the value of $s_i^−$ after abstention in the interval $[I_0, I_0+d)$, i.e., $s_i^{I_0−} := 1\{i < I_0\} s_i^− + 1\{i \geq (I_0+d)\} (s_i^− - w_{I_0}^−)$. Note that $s_i^{I_0−}$ is defined as 0 for $i \in [I_0, I_0+d)$. Let us introduce the quantity $S_{I_0} := \sum_i y_i s_i^{I_0−}$. We can write the auROC after abstention on interval the $[I_0, I_0+d)$ as $\frac{S_{I_0}}{(n-n^−)w_{I_0}^−(n^+ - w_{I_0}^+)}$.

Observe that $S_{I_0} = S - W_{I_0} - \sum_{i \geq I_0+d} y_i w_{I_0}^− = S - W_{I_0} - (n^+ - s_{I_0+d}^+) w_{I_0}^−$. Thus, $S_{I_0}$ (and therefore the auROC after the interval $[I_0, I_0+d)$ is abstained on) can be computed for all $I_0$ in $O(N)$ time given the values of $S, W_{I_0}, n^+, s_{I_0}^+$ and $w_{I_0}^−$. The challenge, of course, is what to use for the labels $y_i$, given that we do not have access to this at test time. We could estimate $y_i$ via Monte-Carlo sampling, which would result in a $O(MN)$ algorithm where $M$ is the number of Monte-Carlo samples. However, we were able to bypass the sampling by substituting the expected value $p_i$ for $y_i$ in all the formulas, resulting in a deterministic $O(N)$ algorithm. Empirically, we found that the $O(MN)$ algorithm had very high Pearson and Spearman correlation to the $O(N)$ algorithm (Fig. C.1 & C.2). Thus, in our experiments, we used the $O(N)$ algorithm.
C.1 Pseudocode for Monte-Carlo and Deterministic Algorithms

We first present the non-deterministic $O(MN)$ algorithm that relies on Monte-Carlo sampling.

**Algorithm 2** $O(MN)$ Monte-Carlo Algorithm for Optimizing Area under the ROC Curve

**input**: Number of examples $d$ to abstain on, sorted calibrated vector $p$ of length $N$

**output**: Vector $o$ where $o_i$ is the estimated auROC after indices $[i,i+d)$ are abstained on

Initialize $o$ to a vector of zeros of length $N + 1 - d$

for $m \leftarrow 1$ to $M$ do

Sample the vector of labels $y$ according to the probabilities $p$

Compute $n^+ := \sum_i y_i$ and $n^- := \sum_i (1 - y_i)$. This takes $O(N)$ time.

Compute $s_i^- := \sum_{i' < i} (1 - y_{i'})$ and $s_i^+ := \sum_{i' < i} y_{i'}$ for all $i$ in $O(N)$ time using running sums.

Compute $S := \sum_i y_i s_i^-$. This takes $O(N)$ time.

Compute $w_i^- := \sum_{i' < i + d} (1 - y_{i'})$ and $w_i^+ := \sum_{i' < i + d} y_{i'}$ for all $0 \leq i \leq (N - d)$ in $O(N)$ time using running window sums.

Compute $W_i := \sum_{i' < i + d} y_{i'} s_{i'}^-$, for all $0 \leq i \leq (N - d)$ in $O(N)$ time using a running window sum.

Compute $S^i = S - W_i - (n^+ - s_i^+)w_i^-$ for all $0 \leq i \leq N - d$. This takes $O(N)$ time.

Update $o$ with $o_i := o_i + \frac{S^i}{(n^+ - w_i^-)(n^+ - w_i^+)}$ for all $0 \leq i \leq N - d$. This takes $O(N)$ time.

end

Normalize $o$ by $M$ using $o_i := o_i / M$. This takes $O(N)$ time.

Optionally smooth $o$ using a Savitzky-Golay filter.

The deterministic $O(N)$ algorithm is very similar to the Monte-Carlo algorithm, with the key difference being that $p_i$ is used everywhere instead of the sampled label $y_i$.

**Algorithm 3** $O(N)$ Deterministic Algorithm for Optimizing Area under the ROC Curve

**input**: Number of examples $d$ to abstain on, sorted calibrated vector $p$ of length $N$

**output**: Vector $o$ where $o_i$ is the estimated auROC after indices $[i,i+d)$ are abstained on

Compute $\hat{n}^+ := \sum_i p_i$ and $\hat{n}^- := \sum_i (1 - p_i)$. This takes $O(N)$ time.

Compute $\hat{s}_i^+ := \sum_{i' < i} 1 - p_{i'}$ and $\hat{s}_i^- := \sum_{i' < i} p_{i'}$ for all $i$ in $O(N)$ time using running sums.

Compute $\hat{S} := \sum_i p_i \hat{s}_i^-$. This takes $O(N)$ time.

Compute $\hat{w}_i^- := \sum_{i' < i + d} (1 - p_{i'})$ and $\hat{w}_i^+ := \sum_{i' < i + d} p_{i'}$ for all $0 \leq i \leq (N - d)$ in $O(N)$ time using running window sums.

Compute $\hat{W}_i := \sum_{i' < i + d} p_{i'} \hat{s}_{i'}^-$, for all $0 \leq i \leq (N - d)$ in $O(N)$ time using a running window sum.

Compute $\hat{S}^i = \hat{S} - \hat{W}_i - (\hat{n}^+ - \hat{s}_i^+)\hat{w}_i^-$ for all $0 \leq i \leq N - d$. This takes $O(N)$ time.

Compute $o_i = \frac{\hat{S}^i}{(\hat{n}^- - \hat{w}_i^-)(\hat{n}^+ - \hat{w}_i^+)}$ for all $0 \leq i \leq N - d$. This takes $O(N)$ time.
C.2 Comparison of $O(N)$nd $O(MN)$gorithms

To compare the $O(N)$ and $O(MN)$ algorithms for optimizing auROC, we returned to the binary simulation described in Sec. 6.1. We generated 100 simulated datasets, each containing $n = 1000$ examples, where the parameters for each simulation were sampled uniformly at random from the intervals $q \in [0.1, 0.9)$, $\mu^+ \in [0, 5)$, $\mu^- \in [\mu^- - 5, \mu^+]$, $\sigma^+ \in [1, 5)$ and $\sigma^- \in [1, 5)$. For each simulated dataset, we ran Algorithms 2 and 3 with $d = 100$ and computed the Spearman and Pearson correlation between the resulting abstention scores. For Algorithm 2, we used $M = 1000$ and smoothed the output using a Savitzky-Golay filter of polynomial order 1 and window size 11. Histograms of the Spearman and Pearson correlations over the 100 simulated datasets are in Figures C.1 & C.2. The lowest observed Spearman correlation was greater than 0.96, and the lowest observed Pearson correlation was greater than 0.996. In both cases, the mode was very close to 1.0.

Figure C.1: Histogram of Spearman Correlation between outputs of $O(MN)$ and $O(N)$ auROC optimization algorithms over 100 experiments.

Figure C.2: Histogram of Pearson Correlation between $O(MN)$ outputs of and $O(N)$ auROC optimization algorithms over 100 experiments.
D Optimization Algorithm for Weighted Cohen’s Kappa

D.1 Derivation of abstention algorithm

This section continues the discussion in Sec. [5.2]. As a reminder, Cohen’s Kappa applies to the multiclass setting where a predictor $f$ outputs a class $f(x)$ given an example $x$. Let $S$ denote the set of all examples, $N$ denote the size of $S$, $y(x)$ denote the true class of example $x$, and $W_{i,j}$ denote the penalty for predicting an example from class $i$ as being of class $j$. Let $N^i = \sum_{x \in S} \mathbb{1}(y(x) = i)$ denote the true number of examples in class $i$, and $F^i := \sum_{S} \mathbb{1}\{f(x) = i\}$ denote the number of examples predicted by $f$ as being in class $i$. The weighted Cohen’s Kappa metric is defined as

$$\kappa(S, f) := 1 - \frac{\sum_{x \in S} W_{y(x),f(x)}}{\sum_i \sum_j \left( W_{i,j} \frac{N^j}{N} F^j \right)}$$

Let $\kappa(x, S, f)$ represent the new value of $\kappa(S, f)$ when example $x$ is abstained on. We have:

$$\kappa(x, S, f) = \left( 1 - \sum_k \mathbb{1}\{y(x) = k\} \frac{\left( \sum_{x' \in S} \sum_i W_{i,f(x')} \mathbb{1}\{y(x') = i\} \right) - W_{k,f(x)}}{\sum_i \sum_j \left( W_{i,j} \frac{N^j-1}{N-1} \mathbb{1}\{j = f(x)\} \right)} \right)$$

We can separate this into a sum over different possible values of $y(x)$ and $y(x')$ by writing:

$$\kappa(x, S, f) = \left( 1 - \sum_k \mathbb{1}\{y(x) = k\} \frac{\left( \sum_{x' \in S} \sum_i W_{i,f(x')} \mathbb{1}\{y(x') = i\} \right) - W_{k,f(x)}}{\left( \sum_i \sum_j W_{i,j} \frac{N^j}{N-1} F^j \right)} - \left( \sum_j W_{j,f(x')} \mathbb{1}\{j = f(x)\} \right) \right)$$

Let $C$ denote the total number of classes. If the true class memberships $y(x)$ are known, then $F^i$ and $N^i$ can be computed for all the $C$ possible values of $i$ in $O(NC)$ time, and $\sum_{x' \in S} \sum_i W_{i,f(x')} \mathbb{1}\{y(x') = i\}$ can be computed in $O(NC)$ time. Given $F^j$ and $N^i$, the quantity $\sum_i \sum_j W_{i,j} \frac{N^j}{N-1} F^j$ can be computed in $O(C^2)$ time. Similarly, given $F^j$ the quantity $\sum_j W_{k,j} \frac{F^j}{N-1}$ can be computed for all $C$ possible values of $k$ in $O(C^2)$ time, and given $N^i$ the quantity $\sum_i W_{i,j} \frac{N^j}{N-1}$ can be computed for all $C$ possible values of $f(x)$ in $O(C^2)$ time. After these quantities have been computed, the value of $\kappa(x, S, f)$ can be found for all $N$ examples $x$ in $O(NC)$ time. Putting it all together, we have that the calculation of $\kappa(x, S, f)$ given the true class memberships $y(x)$ takes $O(NC + C^2)$ time. As $C$ is typically small (e.g. 5 for diabetic retinopathy detection), we can assume that $C < N$, giving a runtime of $O(NC)$.

The challenge now is to determine what to use for the true class memberships $y(x)$, as the class labels are not available at test-time. As before, the class labels could be estimated via Monte-Carlo sampling, which would result in an $O(MNC)$ algorithm where $M$ is the number of Monte-Carlo samples. However, it turns out that we can bypass Monte-Carlo sampling by substituting the calibrated class probabilities for $\mathbb{1}\{y(x) = i\}$, which results in a deterministic $O(NC)$ algorithm. The pseudocode for both the Monte-Carlo and deterministic algorithms is provided below, and their empirical convergence is explored in Fig. [D.1]
Algorithm 4 \(O(MNC)\) Monte-Carlo Algorithm for Optimizing Weighted Cohen’s Kappa

**input**: A penalty weight matrix \(W \in \mathbb{R}^{C \times C}\) and a prediction matrix \(P \in \mathbb{R}^{N \times C}\), where \(P_{x,i}\) is the calibrated probability that example \(x\) belongs to class \(i\). \(N\) is the total number of examples, and \(C\) is the total number of classes

**output**: Output vector \(o\) where \(o_x\) denotes the estimated value of the Weighted Cohen’s Kappa after example \(x\) is abstained on

Initialize \(o\) to a vector of zeros of length \(N\)

for \(m \leftarrow 1\) to \(M\) do

Sample the vector of labels \(y\) according to the probabilities \(P\).

For all classes \(i\), compute \(N^i := \sum_x \mathbb{1}\{y_x = i\}\). This takes \(O(NC)\) time.

Compute the predicted labels \(f_x = \arg \max_i P_{x,i}\). This takes \(O(NC)\) time.

For all classes \(i\), compute \(F^i := \sum_x \mathbb{1}\{f_x = i\}\). This takes \(O(NC)\) time.

Compute \(a := \sum_x W_{y_x,f_x}\). This takes \(O(N)\) time.

Compute \(b^1 := \sum_i \sum_j W_{i,j} \frac{N^i}{N-1} F^j\). This takes \(O(C^2)\) time.

For all classes \(i\), compute \(b^2_i := \sum_j \frac{W_{i,j} F^j}{N^i-1}\). This takes \(O(C^2)\) time.

For all classes \(i\), compute \(b^3_i := \sum_j \frac{W_{i,j} F^j}{N^i}\). This takes \(O(C^2)\) time.

Update \(o\) with \(o_x \leftarrow o_x + \left(1 - \frac{a-W_{y_x,f_x}}{b^1-b^2_i-b^3_i+\frac{W_{y_x,f_x}}{N^i}}\right)\). This takes \(O(N)\) time.

end

Normalize \(o\) by \(M\) using \(o_x \leftarrow o_x/M\). This takes \(O(N)\) time.

Algorithm 5 \(O(NC)\) Deterministic algorithm for Optimizing Weighted Cohen’s Kappa

**input**: A penalty weight matrix \(W \in \mathbb{R}^{C \times C}\) and a prediction matrix \(P \in \mathbb{R}^{N \times C}\), where \(P_{x,i}\) is the calibrated probability that example \(x\) belongs to class \(i\). \(N\) is the total number of examples, and \(C\) is the total number of classes

**output**: Output vector \(o\) where \(o_x\) denotes the estimated value of the Weighted Cohen’s Kappa after example \(x\) is abstained on

For all classes \(i\), compute \(N^i := \sum_x P_{x,i}\). This takes \(O(NC)\) time.

Compute the predicted labels \(f_x = \arg \max_i P_{x,i}\). This takes \(O(NC)\) time.

For all classes \(i\), compute \(F^i := \sum_x \mathbb{1}\{f_x = i\}\). This takes \(O(NC)\) time.

Compute \(\hat{a} := \sum_x \sum_j W_{i,j} P_{x,i}\). This takes \(O(NC)\) time.

Compute \(\hat{b}^1 := \sum_i \sum_j W_{i,j} \frac{N^i}{N-1} F^j\). This takes \(O(C^2)\) time.

For all classes \(i\), compute \(\hat{b}^2_i := \sum_j \frac{W_{i,j} F^j}{N^i-1}\). This takes \(O(C^2)\) time.

For all classes \(i\), compute \(\hat{b}^3_i := \sum_j \frac{W_{i,j} F^j}{N^i}\). This takes \(O(C^2)\) time.

For all \(x\), compute \(o_x := \sum_i P_{x,i} \left(1 - \frac{\hat{a}-W_{y_x,f_x}}{\hat{b}^1-\hat{b}^2_i-\hat{b}^3_i+\frac{W_{y_x,f_x}}{N^i}}\right)\). This takes \(O(NC)\) time.
D.2 Empirical Convergence

We explored the empirical convergence of Algorithms 4 and 5 using a simulated dataset. The simulation was performed as follows: the true class \( y_x \) of example \( x \) was determined by sampling from a categorical distribution with prior class probabilities of \( p(0) = 0.4, p(1) = 0.3, p(2) = 0.2 \) and \( p(3) = 0.1 \). After sampling \( y_x \), a value \( v_x \) was drawn from a normal distribution with a mean of \( \mu_{y_x} \) and a standard deviation of \( \sigma_{y_x} \). The means were set to \( \mu_0 = -8, \mu_1 = -3, \mu_2 = 3, \mu_3 = 4 \) and the standard deviations were set to \( \sigma_0 = 4, \sigma_1 = 3, \sigma_2 = 3, \sigma_3 = 2 \). Once \( v_x \) was sampled, the calibrated posterior probability that the example originated from class \( i \) given the observed value \( v_x \) was calculated analytically according to the data generating distribution. A total of 10,000 examples were sampled. Algorithms 4 and 5 were run on the generated data, and the mean absolute difference in the resulting output vectors was plotted as a function of the number of Monte Carlo samples \( M \) used in Algorithm 4. The result is shown in Fig. D.1. As the number of Monte Carlo samples increases, the mean absolute difference in the output vectors steadily decreases. A Colab notebook reproducing the results is available at https://github.com/blindauth/abstention_experiments/blob/master/convergence_experiments/CohensKappaConvergence.ipynb.

Figure D.1: Outputs of the \( O(MNC) \) Monte-Carlo algorithm and the \( O(NC) \) deterministic algorithm converge as the number of Monte Carlo samples is increased. The log of the mean absolute difference between the output vectors of Algorithm 4 and Algorithm 5 was plotted as a function of the number of Monte Carlo samples \( M \). As \( M \) increases, the difference between the outputs appears to monotonically decrease. See the text for details on the simulated dataset used to generate the plot.