Bayesian Dynamic Mapping of an Exo-Earth from Photometric Variability
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Abstract

Photometric variability of a directly imaged exo-Earth conveys spatial information on its surface and can be used to retrieve a two-dimensional geography and axial tilt of the planet (spin–orbit tomography). In this study, we relax the assumption of the static geography and present a computationally tractable framework for dynamic spin–orbit tomography applicable to time-varying geography. First, a Bayesian framework of static spin–orbit tomography is revisited using analytic expressions of the Bayesian inverse problem with a Gaussian prior. We then extend this analytic framework to a time-varying one through a Gaussian process in the time domain, and present analytic expressions that enable efficient sampling from a full joint posterior distribution of geography, axial tilt, spin rotation period, and hyperparameters in the Gaussian process priors. Consequently, it only takes 0.3 s for a laptop computer to sample one posterior dynamic map conditioned on the other parameters with 3072 pixels and 1024 time grids, for a total of \(\sim 3 \times 10^6\) parameters. We applied our dynamic mapping method to a toy model and found that the time-varying geography was accurately retrieved along with the axial tilt and spin rotation period. In addition, we demonstrated the use of dynamic spin–orbit tomography with a real multicolor light curve of the Earth as observed by the Deep Space Climate Observatory. We found that the resultant snapshots from the dominant component of a principal component analysis roughly captured the large-scale, seasonal variations of the clear-sky and cloudy areas on the Earth.

Unified Astronomy Thesaurus concepts: Exoplanet surface characteristics (496); Exoplanet surface variability (2023); Exoplanet surfaces (2113); Exoplanet astronomy (486); Direct imaging (387); Bayesian statistics (1900); Computational methods (1965)

1. Introduction

Direct imaging from space is a key technology to characterize potentially habitable exoplanets for future exploration. One important task is to decode the surface of an exo-Earth observed as a pale blue dot. A multiband photometric light curve has been studied as a probe of the surface of such a dot (Ford et al. 2001). Longitudinal mapping along the direction of planetary rotation has also been explored (Cowan et al. 2009; Oakley & Cash 2009; Fujii et al. 2010). Two-dimensional mapping proposed by Kawahara & Fujii (2010), called spin–orbit tomography, utilizes the fact that the star illuminates the planet surface from various different directions as the planet spins as well as revolves around the star.

Thus far, the spin–orbit tomography has been developed from a variety of perspectives (Kawahara & Fujii 2011; Fujii & Kawahara 2012; Schwartz et al. 2016; Farr et al. 2018; Berdyugina & Kuhn 2019; Aizawa et al. 2020). Farr et al. (2018) constructed a Bayesian mapping framework using a Gaussian process for the spatial regularization, and obtained posterior samples for the map and axial tilt using a Markov Chain Monte Carlo (MCMC) method. In Aizawa et al. (2020), a sparse modeling technique was introduced to obtain a clearer map. Nowadays such retrieval methods can be applied to real light curves of the Earth monitored from space (Jiang et al. 2018), as has been demonstrated using a single-band light curve from the Transiting Exoplanet Survey Satellite (TESS; Luger et al. 2019) and a multiband light curve from the Deep Space Climate Observatory (DSCOVR; Fan et al. 2019). Spin–orbit tomography and spectral unmixing were unified into a single retrieval method and tested using DSCOVR data (Kawahara 2020).

Most of these previous studies assumed a static geography during an observation period, but this assumption does not always work. Indeed, Kawahara (2020) found that a static model fails to retrieve the map of a flat spectrum component in the DSCOVR light curve, which corresponds to clouds. In Luger et al. (2019), the authors first attempted a time-varying mapping using a single-band light curve of earthshine as observed by TESS. They modeled time evolution of the surface map by injecting an orthogonal polynomial basis into the coefficients of spherical harmonic expansion of the planetary sphere map.

In this study, we develop a dynamic mapping technique for time-varying geography, leveraging the high flexibility of a Gaussian process (Rasmussen 2003). The high flexibility of the Gaussian process originates from the kernel trick (Bishop 2006): the Gaussian process models the covariance as a function of the time interval, instead of tracking time evolution using a parameterized model. Our technique is an extension of the Bayesian mapping framework developed by Farr et al. (2018), who adopted a Gaussian process for spatial regularization: we do so both in spatial and time directions. The main difficulty in such a full modeling of the time-varying geography is an extremely large number of free parameters. There are a million fitting parameters if we adopt \(10^3\) grids for the geography and \(10^3\) data points for a time evolution. In our framework, we overcome this difficulty by utilizing analytic solutions of the Bayesian inverse problem with a (multivariate) Gaussian prior and their isomorphic representations. This significantly reduces the computational complexity and makes it possible to sample from the full posterior distribution even for a large number of spatial grids and data points.

The remainder of this paper is organized as follows. In Section 2, we first describe a Bayesian framework of static
spin–orbit tomography and then develop its extension to time-varying geography. A test of our method using a toy time-varying map of the cloudless Earth is described in Section 3, and the method is applied to the real data collected by DSCOVR in Section 4. We summarize our findings and discuss remaining issues in Section 5. Derivations of the mathematical formulae used in the main body are provided in the Appendix. Our code written in Python 3 is publicly available on GitHub.

2. Dynamic Spin–Orbit Tomography in a Bayesian Framework

2.1. Light Curve of Planet’s Reflection

We start from the theoretical modeling of the reflected light curve. The flux of the reflected (or scattered) light from a planet can be approximated by the surface integral of the bidirectional reflection distribution function (BRDF) over the illuminated and visible (IV) area on the planet as follows:

\[ f_p(t) = \frac{R_p^2}{\pi a_{\text{eq}}^2} \int_{\text{IV}} d^2 \Omega R^s(\vartheta_0, \vartheta_1, \varphi, t) \cos \vartheta_0 \cos \vartheta_1, \quad (1) \]

where \( f_p \) is the flux of the host star, \( R_p \) is the planet radius, \( a_{\text{eq}} \) is the star–planet separation (we assume a circular orbit in this study), and \( d^2 \Omega \) is the differential solid angle on the planetary sphere. The BRDF \( R^s(\vartheta_0, \vartheta_1, \varphi, t) \) is a function of the solar zenith angle \( \vartheta_0 \), the zenith angle between the line-of-sight direction and the surface normal vector \( \vartheta_1 \), and the relative azimuth angle between the directions toward an observer and the host star \( \varphi \). In general, the BRDF is also time-dependent.

The derivation of Equation (1) is given in Appendix B in Kawahara (2020).

Here we assume that the BRDF is isotropic, that is, \( R^s(\vartheta_0, \vartheta_1, \varphi, t) = a(t, \Omega) \), where \( a(t, \Omega) \) is the surface albedo at the spherical coordinate of \( \Omega \) fixed on the planet surface. For the isotropic assumptions, we can rewrite Equation (1) as follows:

\[ f_p(t) = \int d^2 \Omega W(t, \Omega; g) a(t, \Omega), \quad (2) \]

where we define the geometric kernel by

\[ W(t, \Omega; g) = \begin{cases} \frac{R_p^2}{\pi a_{\text{eq}}^2} \cos \vartheta_0 \cos \vartheta_1 & \text{for } \cos \vartheta_0, \cos \vartheta_1 > 0 \\ 0 & \text{otherwise}. \end{cases} \quad (3) \]

The geometric kernel depends on the spin parameter \( g = (\zeta, \theta_{\text{eq}}, \Omega_{\text{spin}}) \), where \( \zeta \) is the axial tilt (obliquity), \( \theta_{\text{eq}} \) is the orbital phase at equinox, and \( \Omega_{\text{spin}} \) is the spin rotation period.

For the above explanation, we took a single-band photometric light curve \( f_p(t) \) as the time-series data. Depending on the feature to be mapped, other choices for the time-series data are possible. For example, Kawahara & Fujii (2011) used colors defined as the flux difference between 0.85 and 0.45 microns, or 0.85 and 0.65 microns, to eliminate a flat component from the clouds and to retrieve the feature of the continents and ocean. In addition, in Fan et al. (2019), the second component of a principal component analysis is applied to extract the continental features from the multicolor light curve of DSCOVR.

2.2. Bayesian Formulation of the Static Spin–Orbit Tomography

Our dynamic mapping technique is based on Bayesian statistics. Before discussing the dynamic framework, we first revisit the original static spin–orbit tomography from a Bayesian perspective. The main difference between our formulations and those in Farr et al. (2018) is that we take full advantage of analytic expressions for the posterior probability distribution of the map before resorting to a numerical sampling of the distribution. This approach helps to significantly reduce the computational complexity of the modeling of the dynamic spin–orbit tomography, as described in Section 2.3, which would otherwise be computationally almost intractable in practice.

The original spin–orbit tomography makes the static assumption of the BRDF, \( a(t, \Omega) = a(\Omega) \), in addition to the isotropic assumption. The static assumption converts Equation (2) into the form of a Fredholm integral equation of the first kind as follows:

\[ f_p(t) = \int d^2 \Omega W(t, \Omega; g) a(\Omega). \quad (4) \]

If we assume that the spin parameters are fixed, a discretization of Equation (4) yields a linear inverse problem for the geography \( a \) in the following manner:

\[ d = Wa, \quad (5) \]

where \( d_i = f_p(t_i) \) for \( i = 0, 1, \ldots, N_t - 1 \), \( W = W(t, \Omega; g) \), and \( a_j = a(\Omega_j) \) for \( j = 0, 1, \ldots, N_\Omega - 1 \) is the geography vector representing the surface map.

The original spin–orbit tomography solves Equation (5) in terms of the geography vector \( a \) given \( d \). We call the retrieval technique of the form of Equation (5) “static spin–orbit tomography” in contrast to the dynamic mapping technique developed in this study. When we regard the spin parameters \( g \) as free parameters, the problem becomes nonlinear. Note that the spin parameters can be optimized even using a brute force search (Kawahara & Fujii 2010). Alternatively, the spin parameters can be inferred from the frequency modulation of the light curve before solving for the geography (Kawahara 2016; Nakagawa et al. 2020). In this study, we infer the spin parameters simultaneously with the geography using a Bayesian approach (Farr et al. 2018).

The prior of the geography \( a \) plays a key role in stabilizing the map. In this paper, we adopt a multivariate Gaussian for the prior:

\[ p(a|\theta) = N(a|0, \Sigma_a), \quad (6) \]

where we define the multivariate normal distribution of the stochastic variable \( x \) with the mean of \( \mu \) and the covariance of \( \Sigma \) by

\[ N(x|\mu, \Sigma) = \frac{1}{(2\pi)^{N/2}(\det \Sigma)^{1/2}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1}(x-\mu)}. \quad (7) \]

Note that the previous studies take \( \zeta \) and \( \theta_{\text{eq}} \) as free parameters and fix the rotation period as the input value (e.g., Kawahara & Fujii 2010; Farr et al. 2018). However, we regard the spin rotation period as a free parameter too in this study.
The covariance of the model prior $\Sigma_a$ is modeled using the spatial kernel as a function of the hyperparameter $\theta$:

$$\Sigma_a = K_S(\theta).$$

(8)

In Farr et al. (2018), the authors proposed a multivariate Gaussian as the spatial kernel, and used a spherical harmonic expansion as the basis of the geography. Here, we continue to apply a pixel-based expression. The kernel for the Gaussian process (GP kernel) is then expressed as follows:

$$(K_S)_{ij} = \alpha (\Omega_i, \Omega_j; \gamma),$$

(9)

where $\Omega_i$ is the spatial coordinate of the $i$th pixel and $\gamma$ is the spatial correlation scale; in addition, $\alpha$ should be interpreted as the amplitude of the covariance of the model prior. In this model, the hyperparameter of the spatial kernel is $\theta = (\alpha, \gamma)^T$.

In practice, we assume that $k(\Omega_i, \Omega_j; \gamma)$ is a function of the angular separation between the $i$th and $j$th pixels,

$$(K_S)_{ij} = \alpha (\eta_{ij}; \gamma),$$

(10)

where $k(\eta; \gamma)$ is the kernel function and $\eta_{ij}$ is the angular separation between the $i$th and $j$th pixels. As the kernel function, for instance, one might use a radial-basis function (RBF) kernel,

$$k_{\text{RBF}}(\eta; \gamma) = \exp\left(-\frac{\eta^2}{2\gamma^2}\right),$$

(11)

or the Matérn 3/2 kernel,

$$k_{\text{M3/2}}(\eta; \gamma) = \left(1 + \frac{\sqrt{3} \eta}{\gamma}\right) e^{-\sqrt{3} \eta/\gamma}. $$

(12)

Note that the L2 regularization corresponds to the extreme case of $\gamma \rightarrow 0$ in Equation (9).

We assume that the observational noise is also described by a correlated Gaussian with the covariance matrix $\Sigma_d$. The likelihood is therefore given by the following:

$$p(d|a, g) = \mathcal{N}(d|W_d a, \Sigma_d).$$

(13)

In this section, we assume that we know the data covariance $\Sigma_d$ for simplicity although it is possible to infer the data covariance as well.

The principle of Bayesian inference is summarized as follows. We consider the joint posterior distribution of all model (hyper)parameters $a$, $g$, and $\theta$, which is expressed as $p(a, g, \theta|d)$. The Bayesian inference of the model parameter is achieved by marginalizing the joint posterior $p(a, g, \theta|d)$ for the target parameter. For instance, to infer the geography, we compute $p(a|d)$ by marginalizing the joint probability of $p(a, g, \theta|d)$ over $g$ and $\theta$.

As a notable feature of static spin–orbit tomography, Equation (5) becomes a linear inverse problem when fixing the spin parameters $g$. As described above, we assumed a multivariate normal distribution for both the likelihood and the prior distributions. In this case, the problem can be described as a Bayesian linear inverse problem with Gaussian priors (Appendix A). In this framework, the posterior distribution of $a$ given $\theta$ and $g$ is also a Gaussian and can be analytically expressed as follows:

$$p(a|d, \theta, g) = \mathcal{N}(a|\mu_{a|d, \theta, g}, \Sigma_{a|d, \theta, g})$$

(14)

$$\mu_{a|d, \theta, g} = (W^T \Pi_d W + \Pi_d)^{-1} W^T \Pi_d d$$

(15)

$$\Sigma_{a|d, \theta, g} = (W^T \Pi_d W + \Pi_d)^{-1}$$

(16)

where we define the precision matrices $\Pi_d = \Sigma_d^{-1}$ and $\Pi_a = \Sigma_a^{-1} = \Sigma_{a|d, \theta, g}^{-1}$. Note that $\mu_{d}$ is identical to the maximum a posteriori (MAP) solution given $\theta$ and $g$, which was adopted for the point estimate of the map by Kawahara & Fujii (2011). In addition, the marginal likelihood (known as “evidence”) for $g$ and $\theta$ can be expressed in the following manner:

$$p(d|\theta, g) = \frac{p(d|a, \theta, g)p(a|\theta, g)}{p(a|\theta, g)}$$

(17)

$$= \frac{p(d|a, \theta, g)p(a|\theta)}{p(a|\theta)}$$

(18)

$$= \mathcal{N}(d|0, \Sigma_d + W \Sigma_g W^T)$$

(19)

$$= \mathcal{N}(d|0, \Sigma_d + K_W),$$

(20)

where we define the weighted spatial kernel by

$$K_W = K_W(\theta, g) = WK_d W^T,$$

(21)

the derivation of which is provided in Appendix A. Once we have the analytic expression of Equation (20), we can sample the sets of $(\theta, g)$ from the marginal posterior distribution

$$p(\theta, g|d) \propto p(d|\theta, g)p(\theta)p(g)$$

(22)

using, for example, an MCMC algorithm such as

$$\theta_n, g_n \sim p(\theta, g|d),$$

(23)

where $\theta_n$ and $g_n$ are the $n$th sample of the hyperparameter and the spin parameters, respectively. We emphasize that this sampling using the marginal likelihood is possible without inferring the geography, which significantly reduces the number of dimensions of the MCMC sampling. We adopt the prior of the spin parameters as $p(\theta) \propto \sin\gamma$, the uniform prior for $p_{\text{spin}}$, the log-uniform hyperprior for $\gamma$ and $\alpha$.

Using the sampling of Equation (23), we can also infer the marginal posterior of the geography as

$$p(a|d) = \int d\theta \int dg \ p(a, \theta, g|d)$$

(24)

$$= \int d\theta \int dg \ p(a|\theta, g)p(\theta, g|d)$$

(25)

$$\approx \frac{1}{N_s} \sum_{n=0}^{N_s-1} p(a|\theta_n, g_n),$$

(26)

where $N_s$ is the number of samples.

Using Equation (26), we can compute the expectation of any statistical variable $f(a)$ under the probability $p(a|d)$ as follows:

$$\langle f(a) \rangle \approx \frac{1}{N_s} \sum_{n=0}^{N_s-1} \langle f(a) \rangle_{p(a|\theta_n, g_n)}$$

(27)

$$= \frac{1}{N_s} \sum_{n=0}^{N_s-1} \int da f(a)p(a|\theta_n, g_n)$$

(28)

$$= \frac{1}{N_s} \sum_{n=0}^{N_s-1} \int da f(a)\mathcal{N}(a|\mu_{a|\theta_n, g_n}, \Sigma_{a|\theta_n, g_n})$$

(29)
where \(\langle f \rangle_p\) is an expectation of a statistical variable \(f\) under the probability \(P\). Herein, we omit the subscript when \(P = p(a|d)\), that is, \(\langle \cdot \rangle\) \(\equiv \langle \cdot \rangle_p(a|d)\). For instance, we can compute the mean of the marginal posterior for the geography using
\[
\mu_{a|d} = \langle a \rangle \approx \frac{1}{N_\beta} \sum_{n=0}^{N_\beta-1} \langle a \rangle_p(a|d, \theta, \sigma_n^2)
\]
\[
= \frac{1}{N_\beta} \sum_{n=0}^{N_\beta-1} \mu_{a|d, \theta, \sigma_n^2}\).  
(30)
\]

The computation of \(\mu_{a|d, \theta, \sigma_n^2}\) from Equation (15) requires solving the inverse matrices twice. Using the Woodbury matrix identity (Equation (B1)), we obtain
\[
(W^T \Pi_d W + \Pi_a)^{-1} = \Sigma_a - \Sigma_a W^T (\Sigma_d + W \Sigma_a W^T)^{-1} W \Sigma_a
\]
\[
= K_S - K_S W^T (\Sigma_d + K_W)^{-1} W K_S.
\]
(32)
(33)

We can then reduce Equation (15) to
\[
\mu_{a|d, \theta, \sigma_n^2} = K_S W^T (I - (\Sigma_d + K_W)^{-1} W) \Pi_d d
\]
\[
= K_S W^T (I + \Pi_d W K_W)^{-1} \Pi_d d
\]
where we used the matrix identity of Equation (B2) with \(U = I, V = K_W\), and \(Y = \Sigma_d^{-1} = \Pi_d\) for the derivation of the second line. Equation (34) can be computed by the solver of the linear equation
\[
\Pi_d d = (I + \Pi_d W K_W)y
\]
for \(y\) using the Cholesky decomposition, which is more stable than the direct computation of the inverse matrix. Finally, we obtain the mean map of the marginal posterior of \(a\) as follows:

**Mean Map for Static Geography**

\[
\langle a \rangle = \frac{1}{N_\beta} \sum_{n=0}^{N_\beta-1} K_s(\theta_n)^T W (g_n^T)^T y_n
\]
\[
y_n = (I + \Pi_d W K_W (\theta_n^T g_n^T))^{-1} \Pi_d d
\]
(35)

In short, unlike the approach by Farr et al. (2018), our method avoids the direct sampling of the geography in an MCMC. This feature is even more powerful in a dynamic spin–orbit tomography where the number of parameters is much larger than in a static tomography.

### 2.3. Dynamic Spin–Orbit Tomography

Extending the Bayesian framework for static mapping to time-varying mapping, we construct the dynamic spin–orbit tomography. The structure of the dynamic spin–orbit tomography is schematically summarized in Figure 1. We infer the time-varying geography, called a “dynamic map” (right), from the light curve (left). The data point \(d_i = d(t_i)\) at time \(t_i\) conveys the geographic information in the IV area at time \(t_i\). This information is transmitted pixel by pixel along the time axis through the Gaussian process. In addition, the geography is stabilized by the spatial kernel against an overfitting. Below, we formulate the concept shown in Figure 1 in a step-by-step manner.

Dynamic spin–orbit tomography does not assume a static geography. Therefore, we start from the discretization of

\[
\theta^n = \hat{\theta}^n_i + \Delta \hat{\theta}^n_i
\]
\[
\hat{\theta}^n_i = \langle \hat{\theta}^n_i \rangle
\]
\[
\Delta \hat{\theta}^n_i = \Delta \hat{\theta}^n_{i-1}
\]
\[
\hat{a}^n = \hat{a}^n_i
\]
\[
\hat{a}^n_{i-1} = \hat{a}^n_{i-1}
\]
\[
\hat{a}^n_{i-1} = \hat{a}^n_{i-1}
\]
\[
\end{array}
\]
(36)

Figure 1. Schematic of dynamic spin–orbit tomography. The data point at time \(t_i\) conveys the information in the IV region (colored green) of the dynamic map at the epoch \(t_i\). The different epochs in the \(j\)th pixel are stochastically connected by \(k([t_i - t_j]; \tau)\) in the temporal GP kernel with a correlation timescale of \(\tau\). The spatial distribution of the map is stabilized by the spatial GP kernel \(k([t_j - t_j]; \gamma)\) with an angular correlation scale of \(\gamma\).

Equation (2) using the time-varying geography matrix
\[
A = \langle A_{ij} \rangle
\]
where \(A_{ij}\) is the map value of the \(j\)th pixel at time \(t = t_i\). We then obtain the discretized version of Equation (2) as
\[
d = \psi(W, A)
\]
where \(\psi = \psi(W, A)\) is an operator indicating \(\psi_j = \sum_j W_{ij} A_{ij}\).

In other words, \(\psi\) extracts the diagonal components of a matrix \(W A^T\) as a vector.

Equation (38) is not a regular form of a linear inverse problem. However, by expanding the geometric kernel from \(\mathbb{R}^{N_h \times N_\beta}\) to \(\mathbb{R}^{N_h \times N_h}\) and by using the isomorphism of A, one can convert it into a linear inverse problem. First, we define the expanded form of the geometric kernel as
\[
\tilde{W} = (D(\hat{w}_0) D(\hat{w}_1) \cdots D(\hat{w}_{N_h-1})) \in \mathbb{R}^{N_h \times N_h},
\]
where \(\hat{w}_j\) is the column vector of the column of \(W^n\) and \(D(\hat{w}_j)\) is an operator that creates a diagonal matrix from a vector \(\hat{w}_j\), that is, \(\tilde{W} = D(\hat{w}_j)\) indicates that \(\tilde{W}_j = \delta_{j j} \hat{w}_j\) (\(\delta_{ij}\) is the Kronecker delta). We also define the vector isomorphic to A using the following:
\[
a = \text{vec}(A) \equiv \begin{pmatrix} \hat{a}_0 \\ \vdots \\ \hat{a}_{N_h-1} \end{pmatrix} \in \mathbb{R}^{N_h N_h},
\]
(39)
(40)

where \text{vec}(A) indicates the vectorization of A and \(\hat{a}_j\) is the time-series vector of the \(j\)th pixel (the \(j\)th column of A) as
\[
\hat{a}_j \equiv (A_{0j}, A_{1j}, \ldots, A_{N_h-1j})^T.
\]
(41)
Using $\tilde{W}$ and $a$, one can rewrite Equation (38) as the linear inverse problem,
\[ d = \tilde{W} a. \]  
(42)

The dynamic spin–orbit tomography introduces both time and spatial correlations of the geography in a pixel-by-pixel manner. We assume a multivariate normal distribution as the model prior of the geography as follows:
\[ p(a|\theta) = \mathcal{N}(a|0, \Sigma_a), \]  
(43)
where $\Sigma_a$ is the model covariance of $a$. We model $\Sigma_a$ using the grand kernel whose element between the jth pixel at time $t_i$ and the $j'$th pixel at $t_i'$ is given by
\[ K_{ij;ij'} = \alpha k(|\eta_{ij}; \gamma)|k(|l_i - t_i|; \tau), \]
(44)
where $\alpha$ is the amplitude of the grand kernel, $\gamma$ is the spatial correlation scale, and $\tau$ is the temporal correlation scale. From Equation (44), the grand kernel can be expressed as follows:
\[ K = \alpha K_S \otimes K_T, \]
(45)
where $\otimes$ is the Kronecker product and $K_S$ and $K_T$ are the spatial and temporal kernels defined as follows:
\[ (K_S)_{ij} = k(\eta_{ij}; \gamma), \]
\[ (K_T)_{ij} = k(|l_i - t_i|; \tau). \]
(46)
(47)
In this model, the hyperparameter vector of the grand kernel becomes $\theta = (\gamma, \alpha, \tau)^T$.

Given the model of Equation (42), the likelihood function is expressed as
\[ p(d|a, g) = \mathcal{N}(d|\tilde{W}a, \Sigma_d), \]
(48)
where $\Sigma_d$ is the data covariance. We still assume that we know the data covariance, although one can also model the data covariance using the GP kernel and so on.

From the framework of the Bayesian inverse problem (Appendix A), the posterior distribution conditioned on $d, \theta, g$ is
\[ p(a|d, \theta, g) = \mathcal{N}(a|\mu_{a|d,\theta,g}, \Sigma_{a|d,\theta,g}); \]  
(49)
\[ \mu_{a|d,\theta,g} = (\tilde{W}^T \Pi_d \tilde{W} + K^{-1})^{-1} \tilde{W}^T \Pi_d d, \]
\[ \Sigma_{a|d,\theta,g} = (\tilde{W}^T \Pi_d \tilde{W} + K^{-1})^{-1}. \]
(50)
(51)
There remain two computational difficulties to implementing Equation (50). One is the computational complexity because the operation of the inverse matrix in Equation (50),
\[ (\tilde{W}^T \Pi_d \tilde{W} + K^{-1})^{-1} \in \mathbb{R}^{N_d \times N_d}, \]
(52)
requires a cost of $O(N_d^3 N_j^3)$. The other is the memory size. The matrices in Equation (50) require the memory allocation of $O(N_d^2 N_j^2)$, which corresponds to tens of terabytes for $N_l = 10^3$ and $N_j = 10^7$. To mitigate these difficulties, we reduce the dimensions of the inverse matrix and obtain compact forms of Equations (50) and (51) by reshaping the vectors and recontracting the dimension of the matrices.

First, from the same derivation as Equation (33) using the Woodbury matrix identity (Equation (B1)), we obtain
\[ \Sigma_{a|d,\theta,g} = (\tilde{W}^T \Pi_d \tilde{W} + K^{-1})^{-1} = K - K \tilde{W}^T (\Sigma_d + K_w)^{-1} \tilde{W} K. \]  
(53)

The weighted kernel $K_w \in \mathbb{R}^{N_d \times N_d}$ in the inverse matrix is defined by
\[ K_w \equiv \tilde{W} \tilde{K} \tilde{W}^T = \alpha \tilde{W}(K_S \otimes K_T) \tilde{W}^T \]  
(54)
\[ = \alpha K_T \otimes (WK_S W^T), \]  
(55)
where $\otimes$ is the element-wise product (the Hadamard product).

The derivation is given in Appendix C.1. The computational cost of the last term of Equation (53) is $O(N_j^2)$ because it only involves an inversion of $(\Sigma_d + K_w) \in \mathbb{R}^{N_d \times N_d}$.

Second, we reshape Equation (50) into a compact form by reconstructing the dimensions of the matrices. In the same way as derived in Equation (34), Equation (50) reduces to
\[ \mu_{a|d,\theta,g} = (K_S \otimes K_T) \tilde{W}^T (I + \Pi_d K_w)^{-1} \Pi_d d. \]  
(56)

The reshaping of Equation (56) with the recontraction formula in Appendix C.2 provides us with a compact form of the mean of the posterior distribution of $A$ given $g$ and $\theta$ (i.e., $\mu_{a|d,\theta,g} = \text{vec}(A^*))$, which is summarized below.
\[ A^* = \alpha K_T D(y) W K_S, \]
\[ y = (I + \Pi_d K_w)^{-1} \Pi_d d, \]
\[ K_w = \alpha K_T \otimes (WK_S W^T), \]  
(57)

Note that the element of $D(y)W$ is expressed as follows:
\[ (D(y)W)_i = W_{Ni}. \]  
(58)

The implementation of Equation (57) requires the computational complexity of $O(N_j^2)$ to solve $y$ and the memory size of $O(N_j^2)$ or $O(N_d N_j)$ for the allocation of $K$ or $W$. For $N_l = 1024$ and $N_j = 3072$, i.e., $\sim 3 \times 10^6$ parameters in total, it only took $\sim 0.3$ s to compute Equation (57) using a 2.6 GHz Intel Core i7-9750H CPU.

Third, we obtain the compact and tractable form of the posterior distribution of Equation (49). To do so, we consider the marginal posterior of each snapshot of the geography. Defining the geography vector at time $t_i$ (the $i$th row of $A$) by
\[ \tilde{a}_i \equiv (A_{i0}, A_{i1}, \ldots, A_{i(N_j-1)})^T, \]
(59)
we can derive the marginal posterior of $\tilde{a}_i$ by extracting a submatrix of the covariance matrix by extracting a submatrix of the covariance matrix from Equation (53) as
\[ \text{Snapshot Given $g$ and $\theta$} \]
\[ p(\tilde{a}_i|d, \theta, g) = \mathcal{N}(\tilde{a}_i|\tilde{\tilde{a}}_i, \tilde{\Sigma}_{a_i|d,\theta,g}) \]
(60)
where
\[ \tilde{\tilde{a}}_i \equiv (A^*_{i0}, A^*_{i1}, \ldots, A^*_{i(N_j-1)})^T \]  
(61)
is the snapshot of $A^*$ at time $t_i$, and the submatrix of the covariance (the snapshot covariance)
\[ \tilde{\Sigma}_{a_i|d,\theta,g} = \alpha (K_T)_{ii} K_S - B_i^T (\Sigma_d + K_w)^{-1} B_i, \]
(62)
\[ B_i = \alpha D(\tilde{\tilde{a}}_i) W K_S \]  
(63)
\[ \text{where $K_w$ is not a Toeplitz matrix even for an equal grid spacing of time. Therefore, the Toeplitz method, which is often used to reduce the computational complexity of an inverse matrix of a Gaussian process regression, cannot be applied.} \]
Note that $K_{w}$ is not a Toeplitz matrix even for an equal grid spacing of time. Therefore, the Toeplitz method, which is often used to reduce the computational complexity of an inverse matrix of a Gaussian process regression, cannot be applied.

\[ \text{Suppose that the distribution of $a$ is given by the multivariate Gaussian $N(a|\mu, \Sigma)$. The marginal distribution of a subvector $a^{(L)} = (a_k)_{k \in L}$ is given by $N(a^{(L)}|\mu^{(L)}, \Sigma^{(L)})$, where $L$ is a subset of indices $L \subset \{0, 1, \ldots, N_j - 1\}$, $\mu^{(L)} = (\mu_k)_{k \in L}$, and $\Sigma^{(L)} = (\Sigma_{kl})_{k,l \in L}$ (Section 2.3 in Bishop 2006).} \]
is constructed by applying the $S$ extractor defined in Appendix C.3 to Equation (53). In the above form of a posterior snapshot, we require a memory size of $O(N_j^2)$ or $O(N_i^2)$ for each snapshot.

Likewise, we can also consider the marginal posterior for the time series of the $j$th pixel using the $T$ extractor defined in Appendix C.3 as follows:

$$\hat{\theta}_i \equiv ((K_T)_{i0}, ..., (K_T)_{i(N_i-1)})^T$$

where

$$\hat{\theta}_i = (A_{i0}^*, A_{i1}^*, ..., A_{i(N_i-1)}^*)^T$$

is the pixel-wise evolution of $A^*$ at the $j$th pixel, and

$$\sum_{\theta, g} = \alpha (K_S)_{ij}K_T - C_j^T (\Sigma_d + K_W)^{-1}C_j$$

is the submatrix of the covariance matrix (the pixel-wise covariance) derived by applying the $T$ extractor in Appendix C.3 to Equation (53) with

$$C_j = \alpha D(\hat{\theta}_j)K_T$$



Equation (65) also requires a memory size of $O(N_j^2)$ or $O(N_i^2)$ for each pixel. Either Equation (60) or (65) can be used to compute the posterior of Equation (49) depending on the specific purpose. In the following discussion, we use the snapshot posterior without a loss of generality.

The evidence of dynamic mapping is derived through the same procedure as for deriving Equations (19) and (20),
namely,
\[
p(d|\theta, g) = N(d|0, \Sigma_d + \bar{W}\Sigma_{\theta}\bar{W}^T) = N(d|0, \Sigma_d + K_W).
\]

Interestingly, the computational cost of Equation (71) is almost the same as that for the static mapping because \(\Sigma_d + K_W \in \mathbb{R}^{N \times N}\). The analytic form of \(p(d|\theta, g)\) allows us to efficiently sample \(\theta^*_n, g^*_n \sim p(\theta, g|d) \propto p(d|\theta, g)p(\theta)p(g),\) (72)

using, e.g., an MCMC algorithm.

Using the sample of \(\theta^*_n\) and \(g^*_n\), the marginal posterior of the dynamic map can be approximated as follows:
\[
p(\bar{a}_i|d) \approx \frac{1}{N_t} \sum_{n=0}^{N_t-1} p(\bar{a}_i|d, \theta^*_n, g^*_n).
\]

In addition, the summary statistics are
\[
(f(\bar{a}_i)) \approx \frac{1}{N_t} \sum_{n=0}^{N_t-1} \int d\bar{a}_i N(\bar{a}_i|\bar{a}_i^*_n, \Sigma_{\bar{a}_i|d,\theta^*_n,g^*_n}),
\]

where \((\bar{a}_i^*_n)\) is the snapshot of \(A^*\) given \(\theta = \theta^*_n\) and \(g = g^*_n\). The mean of the marginal snapshot for a dynamic geography is given by the following:
\[
\langle \bar{a}_i \rangle \approx \frac{1}{N_t} \sum_{n=0}^{N_t-1} \langle \bar{a}_i^*_n \rangle.
\]

Reshaping \(\bar{a}_i\) and \(\bar{a}_i^*\) in Equation (75) to \(A\) and \(A^*\), we find the mean geography matrix as

\[
\langle A \rangle \approx \frac{1}{N_t} \sum_{n=0}^{N_t-1} \alpha_n K_T(\gamma^*_n) D(y_n) W(g_n^*) K_S(\gamma^*_n),
\]

where
\[
y_n \equiv [I + \Pi_d(K_W)_n]^{-1}\Pi_d d.
\]

\[
(K_W)_n = \alpha_n K_T(\tau^*_n) \odot [W(g_n^*) K_S(\gamma^*_n) W(g_n^*)]^T,
\]

and \(\{\theta^*_n = (\gamma^*_n, \alpha^*_n, \tau^*_n)^T, g^*_n\}\) is the \(n\)th set of hyperparameters sampled from \(p(\theta, g|d)\) (Equation (72)).

3. Test using a Toy Model

We test the dynamic spin–orbit tomography using a toy model. The toy model assumes an extreme case in which a cloudless Earth has a rapid continental drift. The shape and configuration of the continents are identical to those on the Earth, but they rotate by 90° per planet-year around the axis perpendicular to the spin axis (top panels in Figure 3). We use the geometric settings of Kawahara (2020), an orbital inclination of 45°, an axial tilt of 23°.4, and an orbital phase at an equinox of \(\Theta_{eq} = 90^\circ\), the spin rotation period of \(P_{spin} = 23.9345/24.0 = 0.99727\) days, and the orbital revolution period of 365 days. We computed the integrated light curve and injected observational noise assuming an independent Gaussian with a standard deviation of 1% of the mean of the light curve. We took \(N_t = 1024\) frames of a light curve evenly distributed during a 1 yr period.

For this test, we used the Matérn 3/2 kernel for the temporal regularization and the RBF kernel for the spatial regularization. The number of pixels is \(N_g = 3072\). To sample from the marginal posterior distribution \(p(g, \theta|d)\), we used a Python-based MCMC package emcee (Foreman-Mackey et al. 2013) and assumed independent, log-flat priors for the hyperparameters \(\theta\) \((0.01 \leq \gamma \leq \pi/2, 10^{-4} \leq \alpha \leq 10^{4}, 10^{-4} \leq \tau \leq 10^{4}\) and \(p(g) \propto \sin \zeta \ d\zeta \ d\Theta_{eq} d\Theta_{pin}\) \((0 \leq \zeta \leq \pi, 0 \leq \Theta_{eq} \leq 2\pi, and 0.5 \leq P_{spin} \leq 1.5\) days).

Figure 2 shows a corner plot for the MCMC samples from \(p(g, \theta|d)\). We find that a dynamic spin–orbit tomography can lead to an obliquity and the orbital phase at an equinox as well as in a static mapping. The inferred spatial correlation scale \(\gamma \sim 16^\circ\) (1800 km) is reasonable because it roughly corresponds to the scale of the continents (approximately half the...
size of Australia). The timescale of $\tau \sim 1$ yr is also reasonable because our toy continents rotate by $90^\circ$ per year. On the other hand, the marginal posterior of the spin rotation is slightly biased from the input value. We do not fully understand the origin of this bias. However, the bias is comparable to the period error that causes longitudinal shift of only one pixel per year, $\Delta \theta_{\text{spin}} = 4 \times 10^{-5}$ days, and we suspect that this is associated with a finite (but still high) resolution of our map. In this sense, the rotational period is reasonably well recovered within the model uncertainty. Alternatively, the bias is potentially owing to the fact that the input map, which consists of 0 or 1 only, is not well described by a Gaussian process prior.

Note that many of the previous studies on an obliquity estimate have only considered the prograde rotation ($0^\circ \leq \zeta \leq 90^\circ$) (Kawahara & Fujii 2010, 2011; Fujii & Kawahara 2012; Farr et al. 2018; Berdyugina & Kuhn 2019). However, it is in fact possible to break the degeneracy between the prograde and retrograde solutions, as pointed out by Schwartz et al. (2016) using the theoretical analysis of the motion of the geometric kernel and also a specific example of a light curve. This is the case in both static and dynamic mapping, and we discuss the issue further in Appendix D.

Figure 3 shows the results for the geography. The snapshots in the middle row computed using Equation (75) with $N_s = 4032$ capture well the characteristics of the input maps in the top row at each of three different times (0, 182, and 364 days from left to right). In a one-dimensional problem, this information can be shown in the form of a corner plot. The visualization is more difficult in the current problem, however, because the covariance matrix has $N_j^2$ elements, whereas the map has only $N_j$ pixels. Farr et al. (2018) used the credible boundaries for each pixel to visualize the uncertainties in geography. Following their approach, we compute the 5%, 50% (median), and 95% percentile maps for each pixel for $t = 182$ days, as shown in Figure 4. All of the major structures in the northern hemisphere appear in all the percentile maps. This implies that these structures are robustly inferred.

### 4. Demonstration Using Real Data from DSCOVR

Finally, we demonstrate the dynamic spin–orbit tomography by applying it to a real multiband light curve of the Earth as observed by DSCOVR (Jiang et al. 2018). Although the geometry of the DSCOVR observations is not the same as the one relevant for the direct imaging of an exo-Earth, the continuous monitoring of the Earth from the L1 point conveys both latitudinal and longitudinal information on the geography. This enables a 2D mapping to be conducted (Fan et al. 2019; Aizawa et al. 2020; Kawahara 2020).

A principal component analysis (PCA) is a traditional scheme used to extract the spectral components of the planet surface (Cowan et al. 2009). In Fan et al. (2019), the authors demonstrated that the L2 regularization of the second principal component (PC2) of the DSCOVR data recovers structures that resemble the continents of the Earth. They also found that the land/ocean fraction is independent of the first principal

---

9 We note that we do not have any constraint on the model range such as nonnegativity although the pixel value should be regarded as an albedo in the case of the toy model.

10 We also test another visualization, called the randomized map in Appendix E, which captures the uncertainty in geography from the other perspective.

---

Figure 4. The 5%, 50%, and 95% percentile maps of each pixel from top to bottom. These maps indicate the uncertainty in geography of the snapshot of $t = 182$ days, corresponding to the middle column in Figure 3.

Figure 5. One-year light curve of PC1 (top). The bottom panel enlarges the top panel in early September. The orange dots and error bars indicate the median of the prediction and its 10%–90% percentile range.
component (PC1). These results are naturally explained if the largest variation (PC1) is mainly due to cloud components. This motivated us to apply the dynamic spin–orbit tomography to PC1 of the DSCOVR data to test whether the time-varying structures of clouds can be recovered.

Excluding three UV bands (0.3175, 0.325, and 0.340 μm) in ten DSCOVR filters, seven optical bands (0.388, 0.443, 0.552, 0.680, 0.688, 0.764, and 0.779 μm) are used for PCA. To reduce the computational cost, we used one of two bins of 1 yr data of 2016 used in Fan et al. (2019). Figure 5 (top) shows the 1 yr data of PC1 (the number of frames is \(N_f = 2435\)). We model the noise of the PC1 using an independent Gaussian with \(\Sigma_d = \sigma^2 I\) and infer \(\sigma\) simultaneously with the other parameters. In addition, we use the geometric kernel \(W\) in Fan et al. (2019). Thus, we have four parameters (\(\gamma, \tau, \alpha,\) and \(\sigma\)) in addition to the geography.

The bottom panel in Figure 5 shows the posterior prediction from our model, which matches well with the data. Figure 6 shows a corner plot for the parameters apart from the geography. The timescale of the dynamic map (\(\tau\)) is found to be 3–4 weeks. Figure 7 shows the inferred snapshots (middle and bottom rows) at three different dates, along with the observed mean cloud fraction over 8 days (top) provided by the Moderate Resolution Imaging Spectroradiometer (MODIS; Platnick et al. 2003). These snapshots capture some of the temporal features despite the limited spatial resolution. For instance, the rainy (January; left) and clear-sky (September; right) seasons in the Amazon (indicated by “A” in the top panels) and the clear-sky area in north America (indicated by “B” in the top panels) in May (middle), are captured. In particular, the overall cloud pattern is reproduced best in September (right), likely because the best viewing geometry is achieved at the equinox. Because the temporal resolution is largely from the spin rotation, patterns in the snapshot are elongated in the latitudinal direction. This elongation makes it

\[\text{Figure 6. Marginal posterior } p(\theta, \sigma | d) \text{ of the dynamic spin–orbit tomography for the DSCOVR data.}\]
impossible to retrieve the narrow cloudy band at the equator known as the Intertropical Convergence Zone. Figure 8 shows the 5%, 50%, and 95% percentile maps for the snapshot in September 2016, corresponding to the right panel of Figure 7. These maps assure that some of the global features in the reconstructed maps are not statistical fluctuations but reflect the actual cloud distributions. For instance, the clear-sky region indicated by “A” in the right panel of Figure 7 appears in all the percentile maps.

5. Summary and Discussion

In this study, we developed a method for retrieval of the time-varying geography from a single-component reflected light curve of a directly imaged exoplanet. We tested this method, which we call dynamic spin–orbit tomography, using a toy model of an Earth-like planet with drifting continents and found that the time-varying geography is accurately retrieved from dynamic mapping and that the axial tilt and the spin rotation period are well recovered. We also demonstrated the dynamic spin–orbit tomography by applying it to the real light curve of the PC1 observed by DSCOVR and found that the dynamic map roughly captured the largest structures of time-varying clear-sky and cloudy areas.

The other findings and idea presented are summarized as follows.

1. The marginal distribution of the spin parameters and the hyperparameter $p(\theta, g|d)$ were analytically derived for both static and dynamic mapping.
2. The analytic solution of the Bayesian inverse problem allows us to sample from the marginal posterior distribution of the geography $p(a|d)$ without directly sampling from $a$.
3. We numerically showed that spin–orbit tomography is able to distinguish the prograde rotation from the retrograde rotation, which has mostly been overlooked since Kawahara & Fujii (2010), except in the theoretical analysis by Schwartz et al. (2016).

In this paper, we considered a single-component light curve as the data vector. The next step is to develop a multicolor version of the dynamic mapping. For instance, Kawahara (2020) proposed spin–orbit unmixing, which disentangles spectral and geometric information from the multicolor light curve using the nonnegative matrix factorization. The author derived an algorithm for the point estimate of the geography with L2 regularization and spectral components with volume regularization. A dynamic version of the spin–orbit unmixing is one of the potential solutions for multicolor dynamic mapping.
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Bayesian Inverse Problem with a Gaussian Prior

In this Appendix, we first consider the Bayesian linear inverse problem

\[ \mathbf{d} = \mathbf{W} \mathbf{a} \]  

with Gaussian covariances described through a multivariate normal distribution,

\[ \mathcal{N}(\mathbf{x}|\mu, \Sigma) = \frac{1}{(2\pi)^{N/2}(\det \Sigma)^{1/2}} e^{-\frac{1}{2}(\mathbf{x} - \mu)^T \Sigma^{-1} (\mathbf{x} - \mu)}. \]  

(A2)

In other words, we assume the likelihood given by

\[ p(\mathbf{d}|\mathbf{a}) = \mathcal{N}(\mathbf{d}|\mathbf{W}\mathbf{a}, \Sigma_\mathbf{d}) \]  

(A3)

and the model prior expressed as

\[ p(\mathbf{a}) = \mathcal{N}(\mathbf{a}|0, \Sigma_\mathbf{a}), \]  

(A4)

where \( \mathbf{d} \) is the data vector, \( \mathbf{a} \) is the model vector, and \( \Sigma_\mathbf{d} \) and \( \Sigma_\mathbf{a} \) are the covariance matrices of the data and model, respectively. We also define the precision matrices by

\[ \Pi_\mathbf{d} = \Sigma_\mathbf{d}^{-1} \]  

(A5)

\[ \Pi_\mathbf{a} = \Sigma_\mathbf{a}^{-1}. \]  

(A6)

A.1. Maximum a Posteriori

Bayes' theorem provides a posterior distribution of the model as

\[ p(\mathbf{a}|\mathbf{d}) = \frac{p(\mathbf{d}|\mathbf{a})p(\mathbf{a})}{p(\mathbf{d})} \propto e^{-\frac{1}{2}Q(\mathbf{a})} \]  

(A7)

where \( Q(p) \) is the cost function

\[ Q(\mathbf{a}) = (\mathbf{d} - \mathbf{W}\mathbf{a})^T \Pi_\mathbf{d}(\mathbf{d} - \mathbf{W}\mathbf{a}) + \mathbf{a}^T \Pi_\mathbf{a}\mathbf{a} \]  

(A8)

\[ = \mathbf{a}^T(\mathbf{W}^T \Pi_\mathbf{d}\mathbf{W} + \Pi_\mathbf{a})\mathbf{a} - 2\mathbf{a}^T \mathbf{W}^T \Pi_\mathbf{d}\mathbf{d} + c, \]  

(A9)

where \( c \) is a constant term for \( \mathbf{a} \).

A maximum a posteriori (MAP) is defined by the model that maximizes the posterior distribution. This is equivalent to the maximization of \( Q(\mathbf{a}) \). Equating the derivative of \( Q(\mathbf{a}) \) with respect to \( \mathbf{a} \) to zero, we obtain the MAP solution as

\[ \mathbf{a}^{\text{MAP}} = (\mathbf{W}^T \Pi_\mathbf{d}\mathbf{W} + \Pi_\mathbf{a})^{-1}\mathbf{W}^T \Pi_\mathbf{d}\mathbf{d}. \]  

(A10)

A.2. Posterior Distribution

We start from the multivariate Gaussian distribution of Equation (A2). Expanding the negative logarithm of Equation (A2) for \( \mathbf{a} \), we obtain the following:

\[ -2\log \mathcal{N}(\mathbf{a}|\mu, \Sigma) = (\mathbf{a} - \mu)^T \Sigma^{-1} (\mathbf{a} - \mu) \]  

\[ = \mathbf{a}^T \Sigma^{-1} \mathbf{a} - 2\mathbf{a}^T \Sigma^{-1} \mu + \text{const}. \]  

(A11)

If we can express the negative logarithm of the Gaussian distribution as

\[ -2\log p(\mathbf{a}) = \mathbf{a}^T \mathbf{P} \mathbf{a} - 2\mathbf{a}^T \mathbf{q} + \text{const}, \]  

then, compared with Equation (A11), we obtain

\[ p(\mathbf{a}) = \mathcal{N}(\mathbf{a}|\mathbf{P}^{-1} \mathbf{q}, \mathbf{P}^{-1}). \]  

(A12)

We consider the posterior distribution \( p(\mathbf{a}|\mathbf{d}) \propto p(\mathbf{d}|\mathbf{a})p(\mathbf{a}) \), defined by the linear model with the Gaussian process of Equations (A3) and (A4). The negative logarithmic of the posterior is proportional to the cost function of Equation (A8). Using Equation (A13), we obtain the posterior distribution as

\[ p(\mathbf{a}|\mathbf{d}) = \mathcal{N}(\mathbf{a}|\mu, \Sigma_{\mathbf{a}|\mathbf{d}}) \]  

(A14)

\[ \mu = (\mathbf{W}^T \Pi_\mathbf{d}\mathbf{W} + \Pi_\mathbf{a})^{-1}\mathbf{W}^T \Pi_\mathbf{d}\mathbf{d} \]  

(A15)

\[ \Sigma_{\mathbf{a}|\mathbf{d}} = (\mathbf{W}^T \Pi_\mathbf{d}\mathbf{W} + \Pi_\mathbf{a})^{-1}. \]  

(A16)

It can be seen that the MAP solution is identical to the mean of the posterior, i.e., \( \mathbf{a}^{\text{MAP}} = \mu \) (Tarantola 2005).

A.3. Posteriors with Nonlinear Parameters

We then introduce nonlinear parameters \( \theta \) and \( \mathbf{g} \) and compute the marginal likelihood (evidence) for the nonlinear...
parameters. The evidence $p(d|\theta, g)$ obeys a multivariate normal distribution for the Gaussian process with a linear transformation. To derive the explicit expression of the evidence, we start from Bayes’ theorem

$$p(a|d, \theta, g) = \frac{p(d|a, \theta, g)p(a|\theta, g)}{p(d|\theta, g)} = \frac{p(d|a, g)p(a|\theta)}{p(d|\theta, g)}.$$  

(A17)

The negative logarithm of the evidence is expressed as

$$-2 \log p(d|\theta, g) = -2 \log p(d|a, g) + 2 \log p(a|d, \theta, g) + c$$  

(A18)

$$= \langle d - Wa \rangle^T \Pi_d (d - Wa)$$

$$- \langle a - (W^T \Pi_d W + \Pi_a)^{-1} W^T \Pi_d d \rangle^T (W^T \Pi_d W + \Pi_a)$$

$$\times \langle a - (W^T \Pi_d W + \Pi_a)^{-1} W^T \Pi_d d \rangle + c$$  

(A19)

$$= d^T (\Pi_d - \Pi_d W (W^T \Pi_d W + \Pi_a)^{-1} W^T \Pi_d )d + c$$  

(A20)

$$= d^T (\Sigma_d + W \Sigma_a W^T)^{-1}d + c$$  

(A21)

where we used the Woodbury matrix identity of Equation (B1) for the last transformation. Comparing with Equations (A21) and (A14), we obtain the following:

$$p(d|\theta, g) = N(d|0, \Sigma_d + W \Sigma_a W^T).$$  

(A22)

Using Equation (A22), an MCMC algorithm can sample the sets of $(\theta, g)$ based on Bayes’ theorem,

$$p(\theta, g|d) \propto p(d|\theta, g)p(\theta, g).$$  

(A23)

Denoting the $n$th sample of the hyperparameter and the spin parameters by $\theta_n$ and $g_n$, from $p(\theta, g|d)$, one can also infer the marginal posterior of the geometry as

$$p(a|d) = \int d\theta \int dg \ p(a|\theta, g|d)$$

$$= \int d\theta \int dg \ p(a|d, \theta, g)p(\theta, g|d)$$  

(A24)

$$\approx \frac{1}{N_i} \sum_{n=0}^{N_i - 1} p(a|d, \theta_n, g_n).$$  

(A25)

where $N_i$ is the number of samples.

A.4. Optimization of Evidence for Dynamic Spin–Orbit Tomography

An optimization of the evidence is useful before applying the time-consuming MCMC. We show the derivative of the negative logarithm of the evidence of Equation (71) for a dynamic spin–orbit tomography,

$$-2 \log p(d|\theta, g, \phi) = \log \det (\Sigma_d + K_W)$$

$$+ d^T (\Sigma_d + K_W)^{-1}d + c.$$  

(A26)

Here we also consider the hyperparameter for the data covariance $\phi$ as well as $\theta, g$. Instead of the direct use of such evidence, we use the cost function,

$$L \equiv \log \det (\Sigma_d + K_W) + d^T (\Sigma_d + K_W)^{-1}d,$$  

(A27)

to optimize the evidence. Unfortunately, $\partial L/\partial g$ is intractable. We only consider the derivative of $L$ using $\theta$ and $\phi$.

We minimize $L$ to achieve the maximum evidence. Using the relations

$$\frac{\partial}{\partial \theta} \log \det (\Sigma_d + K_W) = tr \left( (\Sigma_d + K_W)^{-1} \frac{\partial K_W}{\partial \theta} \right)$$  

(A28)

$$\frac{\partial}{\partial \phi} (\Sigma_d + K_W)^{-1} = - (\Sigma_d + K_W)^{-1}$$

$$\times \frac{\partial K_W}{\partial \theta} (\Sigma_d + K_W)^{-1},$$  

(A29)

we obtain the derivative of $L$ with respect to $\theta$ as

$$\frac{\partial L}{\partial \theta} = tr \left( (\Sigma_d + K_W)^{-1} \frac{\partial K_W}{\partial \theta} y \right) - y^T \frac{\partial K_W}{\partial \theta} y.$$  

(A30)

$$y \equiv (\Sigma_d + K_W)^{-1}d.$$  

(A31)

The term $\partial K_W/\partial \theta$ depends on the GP kernel, the derivative of which is usually tractable.

We take the hyperparameters in the form $\hat{\rho} = \log p$ to ensure the nonnegativity. The derivative of the Matérn 3/2 kernel with respect to $\gamma$ is given in the following:

$$\frac{\partial}{\partial \gamma} k_{3/2}(t_i, t_i'; \gamma) = 3 |t_i - t_i'| e^{-\gamma |t_i - t_i'| / \xi}.$$  

(A32)

In addition, the derivative of the RBF kernel with respect to $\gamma$ is given by

$$\frac{\partial}{\partial \gamma} k_{\text{RB}}(\eta_{ij}; \gamma) = \eta_{ij}^2 e^{-2\gamma \eta_{ij}^2}.$$  

(A33)

The derivative of $K_W$ with respect to $\theta = (\gamma, \alpha, \tau)^T$ is given by the following:

$$\frac{\partial K_W}{\partial \theta} = \begin{pmatrix} \frac{\partial}{\partial \gamma} \\ \frac{\partial}{\partial \alpha} \\ \frac{\partial}{\partial \tau} \end{pmatrix} W K_W W^T.$$  

(A34)

Likewise, we obtain the derivative of $L$ using $\phi$ as follows:

$$\frac{\partial L}{\partial \phi} = tr \left( (\Sigma_d + K_W)^{-1} \frac{\partial \Sigma_d}{\partial \phi} \right) - y^T \frac{\partial \Sigma_d}{\partial \phi} y.$$  

(A35)

In the independent Gaussian case of $\Sigma_d = \sigma^2 I$ and $\phi = \sigma$, where $\sigma = 2 \log \sigma$, we obtain $\partial \Sigma_d / \partial \phi = \Sigma_d$. 

Appendix B

Matrix Identities

We next derive the matrix identities we use in this study. We start from the famous Woodbury matrix identity,

$$(Z + U Y V)^{-1} = Z^{-1} - Z^{-1} U (Y^{-1} + V Z^{-1} U)^{-1} V Z^{-1}.$$  

(B1)
Adopting \( Z = I \), we obtain the following relation:
\[
(I + UVV)^{-1} = I - \frac{1}{\epsilon} (I + UVV)^{-1} V V^{-1}.
\] (B2)

Alternatively, adopting \( Y = I \) into the Woodbury matrix identity of Equation (B1), we obtain the Kailath variant (Kailath 1980), which is expressed as follows:
\[
(Z + UVV)^{-1} = Z^{-1} - Z^{-1} U (I + VV^{-1} U)^{-1} V V^{-1} Z^{-1}.
\] (B3)

In addition, \( Z = I \) yields the relation
\[
(I + UV)^{-1} = I - \frac{1}{\epsilon} (I + UV)^{-1} V V^{-1}.
\] (B4)

Adopting \( U = I \) or \( V = I \), we have the following two identities:
\[
(I + V)^{-1} = I - \frac{1}{\epsilon} (I + V)^{-1} V V^{-1} VV^{-1}.
\] (B5)
\[
(I + U)^{-1} = I - \frac{1}{\epsilon} (I + U)^{-1} V V^{-1}.
\] (B6)

### Appendix C

**Isomorphism of Kernel Expansion and Recontraction**

We consider the isomorphism of \( \mathbb{R}^{N \times N} \cong \mathbb{R}^{N \times N} \) for a matrix and its vectorization. In general, we denote the tensor reshaping operator of \( A \) as \( \text{reshape}(p \times q | A) \), where \( p \) and \( q \) are the shapes of the tensors before and after reshaping, respectively. We can express the vectorization of a matrix \( A \) and its inverse as follows:
\[
\text{vec}(A) = \text{reshape}(N \times N | N)(A)
\]
\[
= a \in \mathbb{R}^{N \times N}
\] (C1)
\[
\text{mat}(a) = \text{reshape}(N \times N | N)(a)
\]
\[
= A \in \mathbb{R}^{N \times N}.
\] (C2)

We define the linear operator \( \tilde{\psi} \) for \( a \) corresponding to the operator \( \psi \) for \( A \) as
\[
\tilde{\psi}(W, A) = \tilde{W}a
\] (C3)
where \( \psi = \psi(W, A) \) is the operator that indicates \( \psi_i = \sum_{j} W_{ij}a_{ij} \). In the matrix form, we can express \( \tilde{W} \) as
\[
\tilde{W} = (\mathcal{D}(\tilde{w}_0) \mathcal{D}(\tilde{w}_1) \cdots \mathcal{D}(\tilde{w}_{N-1})) \in \mathbb{R}^{N \times N}
\] (C4)
where \( \tilde{w}_i \) is the column vector of the column of \( W \), and \( \mathcal{D}(\tilde{w}_i) \) is the operator that makes a diagonal matrix from a vector \( \tilde{w}_i \), that is, \( \tilde{W} = \mathcal{D}(\tilde{w}_i) \) indicates \( \tilde{W}_{ij} = \delta_{ij} \tilde{w}_i \) (\( \delta_{ij} \) is the Kronecker delta).

The equality of Equation (C3) can also be expressed as
\[
\psi_i = \sum_{j} W_{ij}a_{ij} = \sum_{j} \tilde{W}_{ij} (\text{vec}(A))_j
\] (C5)
where \( J \) is an unfold index of \( (i, j) \).

From Equation (C5), the linear equality for the tensor \( A \) is given by
\[
\sum_{j} W_{ij}a_{ij} = \sum_{j} \tilde{W}_{ij} (\text{vec}(A))_j
\] (C6)
where
\[
A = \text{reshape}(N \times N \times N | N \times N \times N)(A).
\] (C7)

### C.1. Recontraction Formula 1: \( \tilde{W}(S \otimes T)\tilde{T}^T = T \otimes (WSW^T) \)

We prove the recontraction formula 1 used in Equation (55) as follows:
\[
\tilde{W}(S \otimes T)\tilde{T}^T = T \otimes (WSW^T),
\] (C8)
where we define the matrices \( S \in \mathbb{R}^{N \times N} \) and \( T \in \mathbb{R}^{N \times N} \), and where \( \otimes \) is the Kronecker product and \( \circ \) is the Hadamard product. The \( i^2 \) element of the right-hand side denoted by \( Y_{ij} \) is written using a tensor \( \mathbb{P} \in \mathbb{R}^{N \times N \times N \times N} \), the element of which is given by \( \mathcal{P}_{ij} \equiv S_{ij}T_{ij} \) as follows:
\[
Y_{ij} = T_{ij} \sum_{j'} W_{ij}S_{ij}W_{ij}'
\]
\[
= \sum_{j} W_{ij} \sum_{j'} \mathcal{P}_{ij}W_{ij}' = \sum_{j} W_{ij}Q_{ij}.
\] (C9)

where
\[
Q_{ij} \equiv \sum_{j'} \mathcal{P}_{ij}W_{ij}'.
\] (C10)

Adopting the relation of Equation (C6) into Equation (C9) with the reshaped matrix, we have
\[
\mathcal{Q} = \text{reshape}(N \times N | N \times N \times N \times N)(\mathcal{Q})
\]
\[
= \sum_{j'} \mathcal{P}_{ij}W_{ij}' = \sum_{j'} \mathcal{P}_{ij}^*W_{ij}'
\]
\[
= \sum_{j'} \mathcal{P}_{ij}^*W_{ij}'
\] (C11)
where
\[
\mathcal{P}_{ij}^* = \text{reshape}(N \times N \times N | N \times N \times N \times N)(\mathcal{P}) = S \otimes T,
\] (C12)
and thus we obtain
\[
Y_{ij} = \sum_{j} W_{ij} Q_{ij} = \sum_{j} W_{ij} Q_{ij}
\]
\[
= \sum_{j} \tilde{W}_{ij} \sum_{j'} \mathcal{P}_{ij}^*W_{ij}' = \sum_{j} \tilde{W}_{ij} (S \otimes T)_{ij}\tilde{T}_{ij}'.
\] (C15)

In the matrix form, we can find the relation of Equation (C8).

### C.2. Recontraction Formula 2: \( (S \otimes T)\tilde{W}^T = \text{vec}(T(D(x)WST)) \)

Adopting \( V = S^T, U = T, \) and \( X = \text{mat}(\tilde{W}^T) \) into the well-known relation
\[
(V^T \otimes U)\text{vec}(X) = \text{vec}(UXV),
\] (C16)
we obtain
\[
(S \otimes T)\tilde{W}^T = \text{vec}(T \text{mat}(\tilde{W}^T) ST)\).
\] (C17)

Considering the expression
\[
\tilde{W}^T = \left[ \begin{array}{c}
\tilde{w}_0 \otimes x \\
\tilde{w}_1 \otimes x \\
\vdots \\
\tilde{w}_{N-1} \otimes x 
\end{array} \right] \in \mathbb{R}^{N \times N},
\] (C18)
we find that the matrix form of $X$ is given by the following:

$$\text{mat}(W^T x) = (\hat{w}_0 \odot x) \hat{w}_1 \odot x, \ldots, \hat{w}_{N-1} \odot x) = D(x) W. \quad \text{(C19)}$$

Equation (C17) then yields

$$(S \otimes T) \hat{W}^T x = \text{vec}(TD(x) W^T). \quad \text{(C20)}$$

### C.3. $S$ and $T$ Extractors

The $S$ extractor is used to extract the covariance for the $i$th snapshot from the full covariance matrix. The $S$ extractor generates a matrix $\in \mathbb{R}^{N \times N}$ consisting of the elements of the product of $T_i$ from $S \otimes T \in \mathbb{R}^{N \times N \times N \times N}$ so that

$$S_i(S \otimes T) = T_i S. \quad \text{(C21)}$$

This indicates that $S_i(X)$ extracts the elements whose indices are $J_i \otimes I_i^T \in \mathbb{R}^{N \times N}$ from $X \in \mathbb{R}^{N \times N \times N \times N}$, where $J_i = (i, i + N_i, i + 2N_i, \ldots, i + (N_i - 1)N_i)^T$. Likewise, the $T$ extractor generates a matrix consisting of the elements of the product of $S_j$ from $S \otimes T$ as

$$T_j(S \otimes T) = S_j T, \quad \text{(C22)}$$

indicating that $T_j(X)$ extracts the elements whose indices are $I_j \otimes I_j^T \in \mathbb{R}^{N \times N}$ from $X$, where $I_j = (jN_j, 1 + jN_j, \ldots, (N_j - 1) + jN_j)^T$. Then, let us consider $S_i(Y)$ and $T_j(Y)$ for

$$Y = Z^T P Z \quad \text{(C23)}$$

$$Z \equiv \tilde{W}(S \otimes T) \in \mathbb{R}^{N \times N} \quad \text{(C24)}$$

where $P$ is a square matrix. The element of $Y$ is given by

$$Y_{i'j'} = \tilde{z}_i^T P \tilde{z}_{i'}, \quad \text{(C25)}$$

where $\tilde{z}_i$ is the column vector of the column of $Z$. Because $Z$ can be expressed as

$$Z = (Z'[0]Z'[1] \cdots Z'[N_j - 1]) \quad \text{(C26)}$$

where

$$Z'[j] = \sum_k S_{jk} D(\hat{w}_k) T \quad \text{(C27)}$$

we obtain

$$\tilde{z}_i^T P \tilde{z}_{i'j'} = \sum_{i''} \left[ \sum_k S_{ik} W_{k} T_{i''} \right] P_{i'i''} \times \left[ \sum_k S_{j'k} W_{k} T_{j'} \right] \quad \text{(C28)}$$

$$= \sum_{i''} \left[ \left[ \left[ \sum_k W_{k} S_{ik} \right] T_{i''} \right] P_{i'i''} \right] \times \left[ \left[ \sum_k W_{k} S_{j'k} \right] T_{j'} \right] \quad \text{(C29)}$$

Then, extracting $(I_i \times I_i)$ from $Y$, the $S$ extractor is expressed as follows:

$$S_i(Y) = [D(\hat{u}_i) W] P [D(\hat{u}_i) W], \quad \text{(C30)}$$

where $\hat{u}_i$ is the column vector of the column of $T$. Likewise, extracting $(J_j \times J_j)$ from $Y$, we also obtain

$$T_j(Y) = (D(\hat{u}_j) T) P (D(\hat{u}_j) T), \quad \text{(C31)}$$

where $\hat{u}_j$ is the column vector of the column of $WS$.

Note that the $S$ and $T$ extractors are linear operators, that is, $S(X + Y) = S(X) + S(Y)$, $S(\alpha X) = \alpha S(X)$, $T_i(X + Y) = T_i(X) + T_i(Y)$, $T_i(\alpha X) = \alpha T_i(X)$ for matrices $X$ and $Y$ and a scalar value $\alpha$. Equation (62) can be derived by applying the $S$ extractor to Equation (53) as

$$S_i(\Sigma_{a|d, \theta, g}) = \alpha S_i(K_S \otimes K_T) - S_i[(K_W + K_T)^{-1} W K] \quad \text{(C32)}$$

Likewise, Equation (67) is derived as

$$T_j(\Sigma_{a|d, \theta, g}) = \alpha T_j(K_S \otimes K_T) - T_j[(K_W + K_T)^{-1} W K] \quad \text{(C34)}$$

### Appendix D

#### No Degeneracy between Prograde and Retrograde Rotations

In this section, we show that there is no degeneracy between the prograde ($\zeta < 90^\circ$) and the retrograde ($\zeta \geq 90^\circ$) rotations in spin–orbit tomography. The reason why we discuss this issue in particular is that Kawahara & Fujii (2010) restricted their analysis to the prograde case based on a misunderstanding by one of the authors (H.K.). Related papers continued not to consider the retrograde case (Kawahara & Fujii 2011; Fujii & Kawahara 2012; Farr et al. 2018; Berdyugina & Kuhn 2019) even after Schwartz et al. (2016) correctly pointed out the fact of the nondegeneracy from the theoretical argument of the geometric kernel.

Because the discussion by Schwartz et al. (2016) is a theoretical argument, we here investigate the nondegeneracy of the prograde and retrograde rotations numerically. In general, it is insufficient to see the MCMC results to prove the nondegeneracy because the MCMC does not cover the whole parameter space. The full marginal distribution $p(\zeta, \Theta_{eq})$ on the $\zeta$-$\Theta_{eq}$ plane completely proves the nondegeneracy. However, it is quite time-consuming to compute it. Instead, Figure D1 shows the posterior distribution of $p(\zeta, \Theta_{eq}|P_{min}, \theta)$ on the $\zeta$-$\Theta_{eq}$ plane for the toy model in Section 3. This figure shows that there is almost no measure of the probability in the prograde area of $\zeta > 90^\circ$ at least for the fixed values of $\theta$. Another test is given in the right panel of Figure D1. In this case, we used $\zeta = 80^\circ$ and a larger statistical noise of the data (10% of the light curve). This is the result from the MCMC; however, the retrograde solution ($\zeta = 100^\circ$) is close to the input one. So, the MCMC easily reaches the parameter space.
around the retrograde point. Despite this, we find that there are almost no sampling points around the retrograde point.

It might be intuitively a bit difficult to understand the nondegeneracy from the perspective of the amplitude modulation. Here we try to explain the nondegeneracy from the point of the frequency modulation of the periodicity of the light curve. Kawahara (2016) showed that the instantaneous frequency curves of the prograde and retrograde rotations are quite different for nonzero obliquity. The apparent instantaneous frequency is expressed as $f_{\text{obs}} = f_{\text{spin}} + \epsilon(\Theta) f_{\text{orb}}$, where $f_{\text{spin}}$ and $f_{\text{orb}}$ are the spin and orbit rotation frequencies, and $\epsilon(\Theta)$ is a modulation factor that is a function of $\zeta$ and $\Theta_{eq}$. In Figure D2, we show the modulation factor for the prograde case $\zeta = 23.4'$ and $\Theta_{eq} = 180'$ (black) and the retrograde cases ($\zeta = 156.6'$) for various $\Theta_{eq}$ (thin lines). The red curve is the conjugate retrograde case for the prograde one ($\zeta = 156/6$ and $\Theta_{eq} = 0'$). The maximum weighted longitude approximation is applied to compute this panel (Kawahara 2016).

As another visualization of the uncertainty in geography, we propose “randomized maps,” as shown in Figure E1 for the toy model corresponding to Figure 3. The randomized map includes the information of the covariance between the pixels. The randomized maps here are thus generated by sampling from $p(\tilde{a}_{j}|d)$ independently for each pixel. In other words, the $j$th pixel of the randomized map $\tilde{a}_{j}(\Omega_{j})$ is sampled from its marginal posterior $p(\tilde{a}_{j}(\Omega_{j})|d)$.\(^{12}\)

In the maps generated in this way, structures appear more blurred than in the mean maps in the middle row when the inferred pixel value has a large uncertainty and/or the structures are maintained by a strong covariance between neighboring pixels. Therefore, the randomized maps are meant to visualize the robustness of the coherent structures shown in the retrieved map. For instance, the mean snapshots (middle row in Figure E1) exhibit coherent structures in the southern hemisphere, which become unclear or even disappear in the randomized maps (Figure E1). This indicates that the data are not sensitive to the southern hemisphere and the retrieved maps are less reliable in this region. By contrast, the structures in the northern hemisphere are clear in both the mean snapshots and the randomized maps because the majority of the realizations of the posterior have the northern structures. Again, this implies that these structures are robustly inferred as well, as shown by the percentile maps.

The advantage of the randomized map is that one can compile the uncertainty into a single map. The drawback is that the randomized map becomes non-intuitive when the map is less reliable. Figure E2 displays the randomized maps for the DSCOVR data analyzed in Section 4. In this case, one finds that the randomized maps are too noisy to recognize the structures. We suggest to use the percentile maps for such less reliable cases.

\(^{12}\) In practice, this random sampling is achieved as follows. (1) We generate $N_{i}$ sets of $(\Theta_{i}, g_{i})$ using an MCMC with Equation (72). (2) The corresponding $N_{i}$ maps are generated by sampling one map from the multivariate normal distribution given by Equation (60) for each set of $(\Theta_{i}, g_{i})$, that is, $(\tilde{a}_{i})_{j} \sim p(\tilde{a}_{i}|d, \Theta_{i}, g_{i})$. (3) The value of the $n$th pixel is chosen from the $n$th map. This is equivalent to sampling each $a_{i}(\Omega_{j})$ from $p(a_{i}(\Omega_{j})|d) = \int d\tilde{a}_{i} p(\tilde{a}_{i}, \theta, g|d)$, where $\tilde{a}_{i}$ is $a_{i}$ minus the element of the $j$th pixel.
Appendix F
Comparison of the L2 and GP Regularizations

Assuming an independent Gaussian as the spatial kernel as follows:

\[ K_S = \alpha I(L2), \]  

we obtain the Bayesian interpretation of the Tikhonov (L2) regularization as the point estimate at a MAP in the case of an independent Gaussian prior of \( a \) (Appendix C in Tarantola 2005; Fujii & Kawahara 2012). We then obtain the posterior as

\[
p(a|d) \propto \mathcal{N}(d|Wa, \sigma^2 I) \mathcal{N}(a|0, \sigma^2 K_S) 
\]

\[
\propto \exp \left\{ -\frac{1}{2\sigma^2} \left( ||d - Wa||^2 + a^T \Pi_S a \right) \right\}, 
\]

where \( || \cdot ||^2 \) is the L2 norm and \( \Pi_S = K_S^{-1} = \alpha^{-1}I \) is the precision matrix. The maximization of the posterior of \( p(a|d) \) is equivalent to the minimization of the cost function,

\[
Q = ||d - Wa||^2 + \alpha^{-1}||a||^2. 
\]

Adopting \( \alpha = \lambda^2 \), Equation (F4) is identical to that which Kawahara & Fujii (2011) proposed as the cost function of the original spin–orbit tomography.

As derived in Appendix A.1, the MAP solution that minimizes Equation (F4) is expressed as follows:

\[
a^{\text{MAP}} = (W^TW + \Pi_S)^{-1}W^Td. \quad (F5) 
\]

We again stress that Equation (F5) is the mapping solution based on the point estimate.

Let us compare the L2 results with the model using the RBF kernel (GP modeling) as applied in the main body of the text. The results of the point estimates are not significantly different from the GP modeling as shown in the map retrieved from the mean/MAP solution (top panels in Figure F1). Recalling that the L2 case is an extreme situation of \( \gamma \to 0 \) in the GP kernel, we find that the spatial correlation scale \( \gamma \) has little effect on the point estimate. However, this is not the case based on Bayesian statistics. The geography \( a \) can be sampled from the posterior distribution of Equation (14). As shown in the bottom panel, large difference can be seen in the randomized map. The L2 regularization provides an extremely noisy map, whereas the GP model provides smooth maps similar to the mean solution. The reason why the MAP solution in the L2 case exhibits a smooth structure is simply because it is averaged out. In contrast, the posterior distribution of the modeling by RBF provides a map similar to the mean map for each realization. The randomized maps show that the GP modeling generates better maps as a realization of the posterior than those generated by the L2 case. In this sense, we prefer the GP modeling of the spatial correlation originally proposed by Farr et al. (2018) over the L2 regularization when we adopt a Bayesian perspective.

---

13 We note that we use a form of the covariance normalized by \( \sigma^2 \) because we assume an independent Gaussian as the observational noise.
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Figure F1. Comparison of the mean (top) and randomized (bottom) maps of the L2 regularization (left) and RBF kernel (right), assuming a static geography.