On global approximate controllability of a quantum particle in a box by moving walls
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Abstract

We study a system composed of a free quantum particle trapped in a box whose walls can change their position. We prove the global approximate controllability of the system. That is, any initial state can be driven arbitrarily close to any target state in the Hilbert space of the free particle with a predetermined final position of the box. To this purpose we consider weak solutions of the Schrödinger equation and use a stability theorem for the time-dependent Schrödinger equation.

1 Introduction

The recent developments in quantum technology foster the demand for a thorough theoretical study of the controllability properties of quantum systems. This attracts the interest of both mathematicians and physicists. The theory of quantum control of finite dimensional quantum systems has achieved a great maturity and has been used successfully in the development of quantum technologies [20]. These developments are partly due to the well established theory of geometric control [1, 28]. However, many quantum systems relevant for the applications are infinite-dimensional in nature and the use of finite-dimensional control techniques on them leads unavoidably to the introduction of truncation errors. Moreover, infinite-dimensional quantum systems allow for new types of control systems that would not be possible in finite dimension [7, 25, 37].

The results of finite-dimensional quantum control cannot be carried over straightforwardly to infinite-dimensional systems [32] and new approaches are necessary. Even the notions of controllability have to be revised in the infinite-dimensional setting. For instance, the negative results [3, 40] show that exact controllability in the complete space of quantum states is not possible. Two possible ways to avoid these obstructions have been found. One of them is to look
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for solutions of the control problem in regular dense subspaces of the Hilbert space. For instance, one can achieve local exact controllability of the one-dimensional Schrödinger equation by an electric field if one considers only states in higher order Sobolev spaces \[9, 33, 34\]. The nonlinear Schrödinger equation is also locally exactly controllable on regular dense subspaces \[14\]. This approach has also been used to obtain controllability results in situations where the base manifold for the Schrödinger operator is of dimension higher than one, but these are more scarce and limited \[11, 35\].

Another option is to give up exact controllability and look for approximate controllability, that is, the possibility of driving any initial state in a neighborhood of any target state with the desired precision. In this way one can obtain controllability results in larger domains. A successful and general approach is the one developed during the last decade \[15, 16, 18\] in which approximate controllability is proven under mild assumptions for bilinear quantum control systems. There, techniques from geometric control theory have been extended to the infinite-dimensional case. These results can be applied to quantum control systems whose Schrödinger operator is defined over base manifolds of any dimension, for instance to the control of molecules. This latter approach has the drawback that only piecewise constant controls are admitted and there are interesting applications for which they are not suitable \[24\]. In particular, situations in which the Hamiltonian is unbounded and with time-dependent domain, as will be considered here, are not well-posed if the controls are piecewise constant.

In this article we address the problem of controlling the state of a quantum particle confined in a one-dimensional box by moving the walls of the box. We shall take the second approach described above and prove that this quantum control system is approximately controllable, that is, any initial state can be driven arbitrarily close to any target state, cf. Theorem 2.9. This problem has been considered previously in the literature \[8, 17, 23, 36\] and local exact controllability results have been obtained already. In \[12, 38\] it is proven that one can achieve local exact controllability between sufficiently small regular neighborhoods of the eigenstates by rigidly moving the box, i.e. changing the position of the box but maintaining a fixed length. It was proven also under similar assumptions \[19\] that control cannot be achieved in small times. Local exact controllability around eigenstates by only moving one wall was proven in \[10\] and positive results for the non-linear Schrödinger equation have been obtained more recently in \[13\].

In the previous cases a suitable change of variables is used that maps the problem with varying domain into another equivalent problem with fixed domain. In this article we shall also use a convenient but different change of coordinates, introduced in \[21\], that allows us to consider more general movement of the box. The situations with rigid movement of the box and with one fixed wall and the other moving are recovered as particular cases. In addition, we can also treat the case of a purely stretching or shrinking box. Approximate controllability is proven in this case as well, but only with sectors of fixed parity.

The novelty with respect to previous approaches is that we are able to prove global approximate controllability and target any state of the system, not just neighborhoods of the eigenstates. We consider more general movement of the walls, but global approximate controllability is also obtained for the particular case of one wall fixed, thus improving previous results in the literature. As a side result we have obtained approximate controllability results for interactions that are different from electric fields, namely the dilation operator. This is achieved by considering weak solutions of the Schrödinger equation, which allows us to use a stability theorem, Theorem 3.6, that we can use to extend the results in \[15, 18\] to admit controls that are not piecewise constant.

This work is organized as follows. The main results of the work are presented and discussed in Section 2. In Section 3 we gather some known results about the existence of unitary propagators generated by time-dependent Hamiltonians and their stability properties, along with known
abstract results on the approximate controllability of such systems, and use them to show existence of solutions of the Schrödinger equation associated with a quantum particle in a box with moving walls. Finally, Section 4 is devoted to the proof of approximate controllability. Some concluding remarks and outlooks are collected in Section 5.

2 Preliminaries and main results

Throughout this work, the symbol \( \mathcal{H} \) will denote a complex separable Hilbert space, with associated scalar product \( \langle \cdot, \cdot \rangle \) antilinear at the left, and norm \( \| \Psi \| = \sqrt{\langle \Psi, \Psi \rangle} \); the domain of an unbounded linear operator \( A \) on \( \mathcal{H} \) will be denoted by \( \mathcal{D}(A) \). The adjoint of \( A \) is denoted by \( A^\dagger \).

Finally, given a real interval \( I \subset \mathbb{R} \) and an integer \( p \in \mathbb{N} \), the space of functions \( f : I \to \mathbb{C} \) that admit \( d \) continuous derivatives will be denoted by \( C^d(I) \), while the space of functions \( f : I \to \mathbb{C} \) that admit \( d \) piecewise continuous derivatives will be denoted by \( C^d_p(I) \); that is, \( f \in C^d_p(I) \) if there exists a finite partition of the interval \( I = \sqcup_{i=1}^n I_i \) such that the restriction of \( f \) to the interior of each subinterval is \( d \) times boundedly continuously differentiable: \( f|_{I_i} = C^d(I_i) \) and \( \sup_{x \in I_i} \{ f^{(k)}(x) \} < \infty \), \( k = 0, \ldots, d \).

2.1 Dynamics of a particle in a moving box

Let us start by revising some abstract notions.

Definition 2.1. Let \( I \subset \mathbb{R} \) be a compact real interval. A unitary propagator is a collection \( \{ U(t, s) \}_{t, s \in I} \) of operators on \( \mathcal{H} \) such that

(i) for all \( t, s \in I \), \( U(t, s) \) is unitary;

(ii) for all \( t, s, r \in I \), \( U(t, s)U(s, r) = U(t, r) \);

(iii) the function \( (t, s) \in I \times I \mapsto U(t, s) \) is jointly strongly continuous.

Notice that (i) and (ii) imply \( U(t, s)^{-1} = U(s, t) \) and \( U(t, t) = \mathbb{1} \) for all \( t, s \).

Definition 2.2. A time-dependent Hamiltonian on \( \mathcal{H} \) is a family of densely defined self-adjoint operators \( \{ H(t) : \mathcal{D}(H(t)) \to \mathcal{H} | t \in I \subset \mathbb{R} \} \).

We remark that, in general, \( \mathcal{D}(H(t)) \subset \mathcal{H} \) may depend non-trivially on time. Hereafter, with an abuse of notation, we shall indicate such objects by \( U(t, s) \), \( t, s \in I \), and \( H(t) \), \( t \in I \), whenever no ambiguities arise from this choice.

Definition 2.3. Let \( H(t), t \in I \), be a time-dependent Hamiltonian. Consider the equation

\[
\frac{d}{dt} \Psi(t) = H(t) \Psi(t). \tag{1}
\]

We say that a unitary propagator \( U(t, s), t, s \in I \), is a (strong) solution of the Schrödinger equation if, for all \( \Psi_0 \in \mathcal{D}(H(s)) \), the function \( t \in I \mapsto \Psi(t) := U(t, s)\Psi_0 \) solves Eq. (1) with initial condition \( \Psi(s) = \Psi_0 \).

In the time-independent case, i.e. \( H(t) \equiv H \), Stone’s Theorem ensures that \( U(t, s) = e^{-i(t-s)H} \) is a strong solution of the Schrödinger equation. The situation in the time-dependent case, when the domains of the operators may change with time, is much more involved. In particular, one needs to take into account the highly non-trivial condition \( U(t, s) \mathcal{D}(H(s)) = \mathcal{D}(H(t)) \), without which Eq. (1) is ill-defined. Sufficient conditions for the existence of strong solutions can
be found in [4–6, 30, 39]. A typical class of time-dependent Hamiltonians, which is particularly
important for the scope of this work, is given by Hamiltonians of the form
\[ H(t) = \sum_{i=0}^{\nu} f_i(t) H_i, \]
with \( \{H_0, H_1, \ldots, H_\nu\} \) being a collection of symmetric operators, and \( \{f_0, f_1, \ldots, f_\nu\} \) a collection
of real-valued functions on a compact time interval \( I \subset \mathbb{R} \). Under the assumptions given in
Theorem 3.6, which in particular involve the time-independence of the form domain, the time-
dependent Hamiltonian of Eq. (2) admits a unique solution satisfying useful stability properties,
cf. [5] and Theorem 3.6.

In many cases of practical interest, it suffices to consider solutions of the Schrödinger equation
in the weak sense:

**Definition 2.4.** Let \( H(t), t \in I, \) be a uniformly semibounded time-dependent Hamiltonian
with constant form domain \( \mathcal{H}^+ \), and let \( \Phi \in \mathcal{H}^+ \). Consider the equation
\[ i \frac{d}{dt} (\Phi, \Psi(t)) = h_t(\Phi, \Psi(t)), \]
with \( h_t(\cdot, \cdot) \) being the sesquilinear form uniquely associated with \( H(t) \). We say that a unitary
propagator \( U(t,s), t, s \in I, \) is a weak solution of the Schrödinger equation if, for all \( \Psi_0 \in \mathcal{H}^+ \),
the function \( t \mapsto \Psi(t) := U(t, s)\Psi_0 \) solves Eq. (3) with initial condition \( \Psi(0) = \Psi_0 \) for all
\( \Phi \in \mathcal{H}^+ \).

For quantum control purposes, we often need to further relax our requests by taking into
account propagators solving Eq. (3) for all but finitely many values of \( t \), that is, admitting
finitely many time singularities, see e.g. [15, 16, 18]. This leads us to the following definition:

**Definition 2.5.** Let \( H(t), t \in I, \) be defined as above. We say that a unitary propagator
\( U(t, s), t, s \in I, \) is an admissible solution of the Schrödinger equation if, for all \( \Psi_0 \in \mathcal{H}^+ \),
there exist \( t_0 < t_1 < \cdots < t_d \in I \) and a family of weak solutions of the Schrödinger equation
\( \{U_i(t, s) \mid t, s \in (t_{i-1}, t_i)\}_{i=1,\ldots,d} \) such that for \( t \in (t_{i-1}, t_i), s \in (t_{j-1}, t_j), 1 \leq j < i \leq d \)
the unitary propagator \( U(t, s) \) can be expressed as
\[ U(t, s) = U_i(t, t_{i-1})U_{i-1}(t_{i-1}, t_{i-2})\cdots U_j(t_j, s). \]

Any strong solution of the Schrödinger equation is also, a fortiori, a weak solution; however,
the converse is not true. Indeed, \( \Psi(t) \) solving Eq. (3) does not require the condition
\( U(t, s)\mathcal{D}(H(s)) = \mathcal{D}(H(t)) \), but merely the much weaker condition \( U(t, s)\mathcal{H}^+ = \mathcal{H}^+ \). Besides,
obviously a weak solution of the Schrödinger equation is also an admissible solution, and the
converse is not true.

We shall now introduce the main setting of this work: a particle in a one-dimensional moving
box. Consider a (non-relativistic) massive particle confined in a time-varying one-dimensional
box with perfectly rigid walls. Without loss of generality, we will set \( m = 1/2 \). In a fixed
reference frame, the length and center position of the box will be described respectively by two
real-valued functions \( t \mapsto \ell(t), d(t) \), with \( \ell(t) > 0 \). This means that the box corresponds to the interval
\[ \Omega_{\ell(t),d(t)} = \left[ d(t) - \frac{\ell(t)}{2}, d(t) + \frac{\ell(t)}{2} \right]. \]
The (time-dependent) Hilbert space of this setting is \( L^2(\Omega_{\ell(t),d(t)}) \), and the Hamiltonian \( H_{\ell(t),d(t)} \)
associated with the system is the unbounded operator defined by
\[ \mathcal{D}(H_{\ell(t),d(t)}) = \mathcal{D}_{\text{Dir}}(\Omega_{\ell(t),d(t)}) := H^1_0(\Omega_{\ell(t),d(t)}) \cap H^2(\Omega_{\ell(t),d(t)}); \]
\[ H_{\ell(t),d(t)} = \frac{d^2}{dx^2}. \]
At each instant of time the domain can be identified with the set of all functions in the second Sobolev space $H^2(Ω(t),d(t))$ that vanish at the boundary.

In this scenario, the Hilbert space of the theory is time-dependent; strictly speaking, this makes the corresponding Schrödinger equation ill-defined. However, as discussed in [21], this difficulty can be circumvented by embedding $L^2(Ω(t),d(t))$ into the (time-independent) Hilbert space $L^2(\mathbb{R}) \cong L^2(Ω(t),d(t)) \oplus L^2(Ω^c(t),d(t))$, with $Ω^c(t),d(t)$ being the complement of $Ω(t),d(t)$, and taking into account the Schrödinger equation generated by the Hamiltonian $H(t),d(t) \oplus I$, i.e. acting trivially on the orthogonal complement. With this choice, the dynamics on the orthogonal complement is considered to be trivial and plays no role in the discussion that follows: the controllability properties and results are determined completely by the projection onto the subspaces $L^2(Ω(t),d(t))$ and from now on we will consider only the restricted dynamics. We refer to [21] for further details.

With this caveat in mind, given a pair of functions $t \in \mathbb{R}_+ \mapsto (t,d(t))$, with $d(0) = d_0$, and $d(0) = d_0$, let us consider the control system $(Σ)$ determined by the Schrödinger equation associated with the time-dependent Hamiltonian $H(t),d(t)$:

\[
\begin{aligned}
    (Σ) \hspace{1em} & \hspace{1em} \begin{cases}
        i\dot{Ψ}(t) = H(t),d(t)Ψ(t), & Ψ(t) \in \mathcal{D}_{Dir}(Ω(t),d(t)) \\
        Ψ(0) = Ψ_0, & Ψ_0 \in \mathcal{D}_{Dir}(Ω_0,d_0).
    \end{cases}
\end{aligned}
\]

This is the equation governing the evolution of a quantum particle in the moving box $Ω(t),d(t)$, assuming that at the initial time $t = 0$ the wavefunction describing the particle is $Ψ_0$.

In this article we study the conditions under which the system $(Σ)$ admits a unique solution for the given initial condition, and also study its controllability. That is, we will determine the conditions for the existence of a unitary propagator (cf. Def. 2.1) that solves Eq. (8), and for the existence of control functions $t \mapsto (t,d(t))$ such that the system is approximately controllable. We refer to the next section for further details.

Following the construction in [21] it is possible to transform the system $(Σ)$ into a system with a fixed domain which is in the form (2). As a starting point, for any $0 < \ell \in \mathbb{R}$ and $d \in \mathbb{R}$, consider the unitary transformation

\[
W_\ell,d : L^2(Ω,\ell,d) \to L^2(Ω_1,d), \hspace{1em} (W_\ell,dΨ)(x) = \sqrt{\ell}Ψ(\ell x + d).
\]

This is the unitary operator implementing a dilation $x \to x' = \ell x$ followed by a translation $x' \to x'' = x' + d$. Hereafter, we shall set $Ω ≡ Ω_1,0$. In addition, one has

\[
W_\ell,dH^1(Ω,d) = H^1(Ω), \hspace{1em} W_\ell,dH_0^1(Ω,d) = H_0^1(Ω), \hspace{1em} W_\ell,dH^2(Ω,d) = H^2(Ω).
\]

By means of such a transformation it can be shown that the Schrödinger problem generated by the operator (with time-dependent domain) $H(t),d(t)$ can be solved by first solving the one generated by the auxiliary Hamiltonian $\tilde{H}(t),d(t)$ defined by

\[
\tilde{H}(t),d(t) = \frac{1}{\dot{t}(t)^2}Δ_{Dir} - \frac{\ell(t)}{\dot{t}(t)^2}p - \frac{d(t)}{\dot{t}(t)^3}p^2
\]

with time-independent domain $\mathcal{D}(\tilde{H}(t),d(t)) = \mathcal{D}_{Dir}(Ω)$, where $Δ_{Dir}$ is the (nonnegative) Dirichlet Laplacian on the unit interval, and $p$ and $x$ are the operators defined by $(pΨ)(x) = -iΨ'(x)$, $(xΨ)(x) = xΨ(x)$ and $x \circ p := \frac{1}{2}(xp + px)$. We can define now the auxiliary system $(Σ)$ determined by the auxiliary Hamiltonian:

\[
(Σ) \hspace{1em} \begin{cases}
    i\dot{Ψ}(t) = \tilde{H}(t),d(t)Ψ(t), & Ψ(t) \in \mathcal{D}_{Dir}(Ω) \\
    Ψ(0) = Ψ_0, & Ψ_0 \in \mathcal{D}_{Dir}(Ω).
\end{cases}
\]

The following result, which will be proven in Section 3, holds as a consequence of some abstract results about Hamiltonians in the form of Eq. (2):
Proposition 2.6. Let \( I \subset \mathbb{R} \) be a compact interval, and let \( t \in I \mapsto \ell(t), d(t) \in \mathbb{R} \) two functions in \( C^2(I) \) with \( \ell(t) > 0 \) for all \( t \in I \). Then the time-dependent Hamiltonian \( \tilde{H}_{\ell(t),d(t)} \), cf. Eqs. (11), is self-adjoint, semibounded from below uniformly in \( t \), and the system \((\Sigma)\) has a unique weak solution \( \tilde{U}(t,s), t, s \in I \). As a consequence:

Corollary 2.7. Let \( I \subset \mathbb{R}, t \in I \mapsto \ell(t), d(t) \in \mathbb{R} \) be as in Prop. 2.6. Let \( \tilde{U}(t,s), t, s \in I \) be the unique weak solution of \((\Sigma)\). Then, the unitary propagator defined by

\[
U(t,s) := W_{\ell(t),d(t)}^1 \tilde{U}(t,s) W_{\ell(s),d(s)}, \quad t, s \in I, \tag{13}
\]

is a weak solution of the system \((\Sigma)\).

Proof. The result follows from a direct comparison between the Schrödinger equations (8) and (12) reported in [21], and from Prop. 2.6. \( \square \)

Remark 2.8. As an immediate consequence of Prop. 2.6 and its corollary, the following statement holds: given \( t \in I \mapsto \ell(t), d(t) \) two functions in \( C^2(I) \), both time-dependent Hamiltonians \( \tilde{H}_{\ell(t),d(t)} \) and \( H_{\ell(t),d(t)}, t \in I \) are self-adjoint, semibounded from below uniformly in \( t \), and determine respectively unitary propagators \( \tilde{U}(t,s), U(t,s) \) which are admissible solutions of their corresponding Schrödinger equations in the sense of Def. 2.5.

2.2 Approximate controllability of a particle in a moving box

A quantum control system is the dynamical system determined by the Schrödinger equation generated by a family of Hamiltonians \( \{H_c \mid c \in C\} \), with \( C \) being a suitable space of parameters (controls). A typical example is provided by a bilinear quantum control system, defined by a family of Hamiltonians \( H_0 + cV \mid c \in C \subset \mathbb{R} \), where \( H_0 \) is a densely defined, self-adjoint operator on \( \mathcal{H} \) with domain \( \mathcal{D}(H_0) \), \( V \) is a symmetric operator with domain \( \mathcal{D}(V) \supseteq \mathcal{D}(H_0) \), and for all \( c \in C \) the operator defined by

\[
H_c = H_0 + cV, \quad \mathcal{D}(H_c) = \mathcal{D}(H_0), \tag{14}
\]

is self-adjoint on \( \mathcal{H} \). In particular, if \( V \) is infinitesimally form bounded with respect to \( H_0 \), cf. Def. 3.1, then the last point always holds as a straightforward consequence of the Kato–Lions–Lax–Milgram–Nelson (KLMN) theorem. \( H_0 \) is referred to as the drift Hamiltonian, and it is responsible for the free or uncontrolled dynamics, while the operator \( V \) represents an interaction whose strength is modulated by the parameter. A typical example is a quantum particle subjected to an external field, e.g. an electric field.

A system is approximately controllable if, by properly choosing a control function \( f : [0,T] \mapsto C \), the solution of the system generated by the time-dependent Hamiltonian \( H_{f(t)} \) exists and drives the system from any initial state \( \Phi_0 \) arbitrarily close to any target state \( \Phi_1 \). The control function will depend on the initial and target state as well as on the desired precision.

Let us come back to the main setting of the work. Corollary 2.7 ensures us that the time-dependent Hamiltonian associated with a quantum particle in a moving box determines a unitary propagator solving the Schrödinger equation for arbitrary motions of the walls, with the corresponding unitary propagator being expressed, cf. Eq. (13), by the unitary propagator of a problem with fixed domain. A question that arises naturally is whether it is possible to control such a system. The affirmative result to this question is the main result of this work:

Theorem 2.9. Let \( \ell_0, \ell_1 > 0, d_0, d_1 \in \mathbb{R}, r > 0 \) and \( \Omega_{\ell_0, d_0}, \Omega_{\ell_1, d_1} \subset \mathbb{R} \) compact intervals. Take \( \Delta d = d_1 - d_0 \) and \( \Delta \ell = \ell_1 - \ell_0 \). Then:
If \(\Delta d \cdot \Delta \ell \neq 0\) or \(\Delta d = \Delta \ell = 0\); for all \(\epsilon > 0\), \(\Phi_0 \in L^2(\Omega_{\ell_0,d_0})\), \(\Phi_1 \in L^2(\Omega_{\ell_1,d_1})\) with 
\[\|\Phi_0\| = \|\Phi_1\|,\] 
there exist \(T > 0\), \(\delta \neq 0\) and a piecewise linear function \(f : [0,T] \to \mathbb{R}\), with 
\[|f(t)| < \ell_0, \ |\dot{f}(t)| < r \text{ a.e.}, \ f(0) = 0, \ f(T) = \Delta \ell,\] 
and such that the system \((\Sigma)\) with 
\[\ell(t) = \ell_0 + f(t) \text{ and } d(t) = d_0 + \delta f(t)\] 
has a unique admissible solution \(U_f(t,s)\); \(t,s \in [0,T]\) that satisfies 
\[\|\Phi_1 - U_f(T,0)\Phi_0\| < \epsilon;\] 
(ii) If \(\Delta d = 0\); for all \(\epsilon > 0\), \(\Phi_0 \in L^2_+ (\Omega_{\ell_0,d_0})\), \(\Phi_1 \in L^2_- (\Omega_{\ell_1,d_1})\) with 
\[\|\Phi_0\| = \|\Phi_1\|\] 
and with the same parity, there exist \(T > 0\) and a piecewise linear function \(f : [0,T] \to \mathbb{R}\), with 
\[|f(t)| < \ell_0, \ |\dot{f}(t)| < r \text{ a.e.}, \ f(0) = 0, \ f(T) = \Delta \ell,\] 
and such that the system \((\Sigma)\) with 
\[\ell(t) = \ell_0 + f(t) \text{ and } d(t) = d_0\] 
has a unique admissible solution \(U_f(t,s)\); \(t,s \in [0,T]\) that satisfies Eq. (16).

The space \(L^2_\pm (\Omega_{\ell,d})\) denotes the closed subspace of \(L^2(\Omega_{\ell,d})\) with positive parity and equivalently for \(L^2_- (\Omega_{\ell,d})\). Theorem 2.9 covers two cases, see Fig. 1.

- We can drive the system between two arbitrary states confined in regions with different lengths and different center positions, without symmetry limitations. In order to achieve that, both \(\ell(t)\) and \(d(t)\) will be time-dependent and modulated by the control function \(f(t)\) according to Eq. (15). This includes the particular case of one fixed wall and the other one moving, a relevant and practical scenario.

- We can drive the system between two arbitrary states confined in regions with different lengths and same center position \(d_0\), provided that a selection rule is satisfied: the two states must have definite, and equal, parity. In order to achieve that, only \(\ell(t)\) will be time-dependent according to Eq. (17), that is, the cavity must undergo a pure dilation motion: the two walls must move symmetrically with respect to each other.

![Figure 1: Two particular cases covered by Theorem 2.9. (a) A purely dilating cavity, to which Theorem 2.9(ii) applies: approximate controllability between states with the same parity holds. (b) A translating and dilating cavity, to which Theorem 2.9(i) applies: approximate controllability between arbitrary states holds.](image-url)

The proof of Theorem 2.9, to which the entirety of Section 4 is devoted, proceeds in three steps:

(a) As a first step, an auxiliary control system related with the transformation \(W_{\ell,d}\) in Eq. (9) is proven to be approximately controllable by piecewise constant functions, cf. Theorem 4.2;
The stability results of Section 3 are used to prove approximate controllability with piecewise differentiable controls of the auxiliary control problem defined by the Hamiltonian $\tilde{H}_{\ell(t),d(t)}$ as defined in Eq. (11);

The time-dependent transformation $W_{\ell(t),d(t)}$ is used to prove approximate controllability of the control problem defined by the Dirichlet Laplacian in a box with moving walls.

In the next section we will introduce some mathematical preliminaries needed to prove the theorems.

3 Existence of solutions and stability

In this section we introduce an important stability result, Theorem 3.6, about the dynamics induced by families of time-dependent operators in the form

$$H_n(t) = \sum_{i=0}^{\nu} f_{n,i}(t)H_i.$$

with $\{H_0, H_1, \ldots, H_\nu\}$ being a collection of symmetric operators on the Hilbert space $\mathcal{H}$, and with $\{f_{n,0}\}_{n \in \mathbb{N}}, \ldots, \{f_{n,\nu}\}_{n \in \mathbb{N}}$ sequences of measurable real-valued functions on a compact real interval $I$, where $\mathbb{N} \subseteq \mathbb{N}$. Such results will be first applied to prove Prop. 2.6, i.e. existence of weak solutions of the system (Σ), and then in Section 4 to obtain the main result of this work.

Let us start with the following definition.

**Definition 3.1.** Let $H_0, V$ be two symmetric operators on $\mathcal{H}$, with $\mathcal{D}(H_0) \subseteq \mathcal{D}(V)$. We say that $V$ is *infinitesimally form bounded* with respect to $H_0$ if for all $\epsilon > 0$ there exists $b(\epsilon) \geq 0$ such that, for all $\Psi \in \mathcal{D}(H_0)$,

$$|\langle \Psi, V\Psi \rangle| \leq \epsilon \langle \Psi, H_0\Psi \rangle + b(\epsilon)\|\Psi\|^2.$$  \hspace{1cm} (19)

**Hypothesis 3.2.** We assume that:

- $H_0$ is a non-negative self-adjoint operator, with domain $\mathcal{D}(H_0)$ and form domain $\mathcal{H}^+$;
- $\{H_1, \ldots, H_\nu\}$ is a collection of symmetric operators, with domain $\mathcal{D}(H_i) \supset \mathcal{D}(H_0)$, that are infinitesimally form bounded with respect to $H_0$.

**Lemma 3.3.** Let $\{H_0, H_1, \ldots, H_\nu\}$ be a collection of operators satisfying Hypothesis 3.2. Define the norms

$$\|\Psi\|_\pm = \|(H_0 + 1)^{\pm1/2}\Psi\|.$$ \hspace{1cm} (20)

Then there exists $K > 0$ such that, for all $\Psi \in \mathcal{H}^+$,

$$|\langle \Psi, H_i\Psi \rangle| \leq K\|\Psi\|^2, \quad i = 0, 1, \ldots, \nu;$$ \hspace{1cm} (21)

**Proof.** Since for all $i = 1, \ldots, \nu$ $H_i$ is (infinitesimally) form bounded with respect to $H_0$, for all $\epsilon > 0$,

$$|\langle \Psi, H_i\Psi \rangle| \leq \epsilon \langle \Psi, H_0\Psi \rangle + b_i(\epsilon)\|\Psi\|^2,$$ \hspace{1cm} (22)

and the desired inequality holds with

$$K = \max\{1, \epsilon, b_1(\epsilon), \ldots, b_\nu(\epsilon)\}.$$ \hspace{1cm} (23)
Remark 3.4. The form domain $\mathcal{H}^+$, endowed with the norm $\| \cdot \|_+$, is a Hilbert space strictly contained in $\mathcal{H}$. The completion of $\mathcal{H}$ with respect to the norm $\| \cdot \|_-$ will be denoted by $\mathcal{H}^-$; remarkably, the triplet of spaces $(\mathcal{H}^+, \mathcal{H}, \mathcal{H}^-)$ constitutes a scale of Hilbert spaces (or Gel’fand triple), that is,

$$\mathcal{H}^+ \subset \mathcal{H} \subset \mathcal{H}^-,$$

(24)
each inclusion being dense with respect to the topology of the larger space, and with the three norms satisfying $\| \cdot \|_- \leq \| \cdot \| \leq \| \cdot \|_+$. Among the many properties of such scales, we recall the following: for all $\Phi, \Psi \in \mathcal{H}^+$, a Cauchy–Schwarz-like inequality holds:

$$|\langle \Psi, \Phi \rangle| \leq \|\Psi\|_- \|\Phi\|_+.$$ 
(25)

**Lemma 3.5.** Let $\{H_0, H_1, \ldots, H_\nu\}$ be a collection of symmetric operators satisfying Hypothesis 3.2, and let $\{f_{n,0}\}_{n \in \mathbb{N}}, \ldots, \{f_{n,\nu}\}_{n \in \mathbb{N}}$ be sequences of measurable real-valued functions on a compact interval $I \subset \mathbb{R}$ such that

$$M := \sup\{|f_{n,i}(t)| \mid t \in I, i = 0, \ldots, \nu, n \in \mathbb{N}\} < \infty,$$

$$\mu := \inf\{|f_{n,0}(t)| \mid t \in I, n \in \mathbb{N}\} > 0.$$ 
(26)

Define $H_n(t)$ as in Eq. (18). Then there exist $D(H_n(t)) \subset \mathcal{H}$ such that $\{H_n(t)\}_{n \in \mathbb{N}}$ is a family of time-dependent Hamiltonians, with domains $D(H_n(t))$, self-adjoint, semibounded from below uniformly in $t$ and $n$, and having form domain $\mathcal{H}^+$.

**Proof.** Let $\epsilon > 0$. By assumption, there exist $b_1(\epsilon), \ldots, b_\nu(\epsilon)$ such that, for all $i = 1, \ldots, \nu$ and $\Psi \in D(H_0)$,

$$|\langle \Psi, H_i \Psi \rangle| \leq \frac{\epsilon \mu}{\nu M} \langle \Psi, H_0 \Psi \rangle + b_i(\epsilon) \|\Psi\|^2,$$

(27)

therefore

$$\left|\left\langle \Psi, \sum_{i=1}^\nu f_{n,i}(t)H_i \Psi \right\rangle\right| \leq M \sum_{i=1}^\nu |\langle \Psi, H_i \Psi \rangle| \leq \epsilon \mu \langle \Psi, H_0 \Psi \rangle + M b(\epsilon) \|\Psi\|^2,$$

(28)

with $b(\epsilon) = \sum_i b_i(\epsilon)$. Therefore, the operator $\sum_{i=1}^\nu f_{n,i}(t)H_i$, defined on $D(H_0)$, is infinitesimally form bounded with respect to $f_{n,0}(t)H_0$, the latter being non-negative by assumption. By the KLMN theorem, $H_n(t)$ will thus admit a self-adjointness domain $D(H_n(t))$. Besides,

$$\langle \Psi, H_n(t) \Psi \rangle \geq \langle f_{n,0}(t) - \mu \epsilon \rangle \langle \Psi, H_0 \Psi \rangle - M b(\epsilon) \|\Psi\|^2$$

$$\geq \mu (1 - \epsilon) \langle \Psi, H_0 \Psi \rangle - M b(\epsilon) \|\Psi\|^2.$$ 
(29)

This holds for all $\epsilon$. In particular, choosing any $\epsilon < 1$, we have

$$\langle \Psi, H_n(t) \Psi \rangle \geq -M b(\epsilon) \|\Psi\|^2,$$

(30)
hence $H_n(t)$ is semibounded from below uniformly in $n \in \mathbb{N}$.

The following theorem ensures that, under Hypothesis 3.2, a family of Hamiltonians in the form (18), with the sequences of coefficients satisfying suitable bounds, yields a family of unitary propagators $U_n(t,s)$ each solving the corresponding Schrödinger equation; in addition, this family is stable. 

\[9\]
Theorem 3.6. Let \( \{H_0, H_1, \ldots, H_n\} \) be a collection of symmetric operators satisfying Hypothesis 3.2, \( N \subset \mathbb{N} \), and let \( \{f_{n,0}\}_{n \in \mathbb{N}}, \ldots, \{f_{n,\nu}\}_{n \in \mathbb{N}} \) be sequences of measurable real-valued functions on a compact interval \( I \) such that
\[
M := \sup \left\{ |f_{n,i}(t)| \mid t \in I, \ i = 0, \ldots, \nu, \ n \in \mathbb{N} \right\} < \infty,
\]
\[
\mu := \inf \{f_{n,0}(t) \mid t \in I, \ n \in \mathbb{N} \} > 0.
\]
Then, for all \( n \in \mathbb{N} \), there exists \( D(H_n(t)) \) such that the time-dependent operator of Eq. (18), with domain \( D(H_n(t)) \), satisfies the following properties:

(a) Define the norms \( \| \cdot \|_{\pm,n,t} \) on \( \mathcal{H}^\pm \) via
\[
\|\Psi\|_{\pm,n,t} := \|(H_n(t) + m + 1)^{\pm1/2}\Psi\|,
\]
with \( m \) the uniform lower bound of the operators \( H_n(t) \). Then there exists \( c \geq 1 \) such that, for all \( n \in \mathbb{N}, t \in I, \) and \( \Psi \in \mathcal{H}^\pm, \)
\[
c^{-1}\|\Psi\|_{\pm,n,t} \leq \|\Psi\|_{\pm} \leq c\|\Psi\|_{\pm,n,t},
\]
with \( \| \cdot \|_{\pm} \) as in Eq. (20).

(b) If, in addition, \( \{f_{n,0}, \ldots, f_{n,\nu}\}_{n \in \mathbb{N}} \subset C^1(I) \) and
\[
\sup \left\{ \|f_{n,i}\|_{L^1(I)} \mid i = 0, \ldots, \nu, \ n \in \mathbb{N} \right\} < \infty,
\]
then for all \( n \in \mathbb{N} \) there exists a weak solution \( U_n(t,s), t,s \in I, \) of the Schrödinger equation generated by \( H_n(t) \), cf. Definition 2.4;

(c) If, in addition, \( \{f_{n,0}, \ldots, f_{n,\nu}\}_{n \in \mathbb{N}} \subset C^2(I) \) then, for all \( n,m \in \mathbb{N}, t,s \in I, \) and \( \Psi \in \mathcal{H}^+, \)
we have
\[
\|(U_n(t,s) - U_m(t,s))\Psi\|_{-} \leq L\|\Psi\| + \sum_{i=0}^{\nu} \|f_{n,i} - f_{m,i}\|_{L^1(t,s)},
\]
where
\[
L = c^8 \exp \left( 2c^2 K(N + 1) \right) \sup \left\{ \|f_{n,i}\|_{L^1(I)} \mid n \in \mathbb{N}, 0 \leq i \leq \nu \right\},
\]
with \( K \) as in Eq. (21), and \( c \) as in Eq. (33).

Proof. (a) The inequality (28) implies, for all \( t \in I \) and \( n \in \mathbb{N}, \)
\[
(f_{n,0}(t) - \mu\epsilon)\langle\Psi, H_0\Psi\rangle - Mb(\epsilon)\|\Psi\|^2 \leq \langle\Psi, H(t)\Psi\rangle \leq (f_{n,0}(t) + \mu\epsilon)\langle\Psi, H_0\Psi\rangle + Mb(\epsilon)\|\Psi\|^2,
\]
thus, since \( \mu < f_{n,0}(t) \leq M, \)
\[
\mu(1 - \epsilon)\langle\Psi, H_0\Psi\rangle - Mb(\epsilon)\|\Psi\|^2 \leq \langle\Psi, H(t)\Psi\rangle \leq (M + \mu\epsilon)\langle\Psi, H_0\Psi\rangle + Mb(\epsilon)\|\Psi\|^2.
\]
Fix \( \epsilon < 1, \) define \( m := Mb(\epsilon), \) and add \((m + 1)\|\Psi\|^2\) to each term of the inequality above. We get
\[
\mu(1 - \epsilon)\langle\Psi, H_0\Psi\rangle + \|\Psi\|^2 \leq \|\Psi\|^2_{\pm,n,t} \leq (M + \mu\epsilon)\langle\Psi, H_0\Psi\rangle + (1 + 2m)\|\Psi\|^2,
\]
where \( \|\Psi\|^2_{\pm,n,t} = \langle\Psi, (H_n(t) + m + 1)\Psi\rangle. \) Then, defining
\[
c = \max \left\{ M + \mu\epsilon, 1 + 2m, \frac{1}{\mu(1 - \epsilon)}, 1 \right\},
\]

10
we have
\[ c^{-1} \| \Psi \|_2^2 \leq \| \Psi \|_{+n,t}^2 \leq c \| \Psi \|_2^2, \]  
(41)
hence the desired equivalence between the norms $\| \cdot \|_+$ and $\| \cdot \|_{+n,t}$. Recalling that $(\mathcal{H}^+, \mathcal{H}, \mathcal{H}^-)$ is a scale of Hilbert spaces (cf. Remark 3.4), the equivalence between $\| \cdot \|_-$ and $\| \cdot \|_{-n,t}$ follows consequently, cf. [6, Theorem 3].

Lemma 3.3, Lemma 3.5, and the bounds (31)–(34) imply the assumptions in [30, Theorem 8.1], from which (b) follows, and also those in [5, Proposition 3.10] and [5, Theorem 3.7] from which (c) follows.

We can now prove Prop. 2.6, thus showing that the Schrödinger equation generated by the time-dependent Hamiltonian of a particle in a moving box, system $(\Sigma)$, has admissible solutions, see Remark 2.8.

**Lemma 3.7.** The operators $p$ and $x \circ p$, defined on $\mathcal{D}_{\text{Dir}}(\Omega)$, are infinitesimally form bounded with respect to $\Delta_{\text{Dir}}$.

**Proof.** Indeed, noticing that $\| \Psi' \|_2^2 = \langle \Psi, \Delta_{\text{Dir}} \Psi \rangle$ for all $\Psi \in \mathcal{D}_{\text{Dir}}(\Omega)$, and using Young’s inequality with $\epsilon$, we get
\[ |\langle \Psi, p \Psi \rangle| \leq \epsilon \langle \Psi, \Delta_{\text{Dir}} \Psi \rangle + \frac{1}{4\epsilon} \| \Psi \|_2^2. \]  
(42)
The case for $x \circ p$ is proven similarly having into account that $x$ is a bounded operator.  
\[ \square \]

**Proof of Prop. 2.6.** The operator $\Delta_{\text{Dir}}$, i.e. the Dirichlet Laplacian with domain $\mathcal{D}(\Delta_{\text{Dir}}) = \mathcal{D}_{\text{Dir}}(\Omega)$, is self-adjoint and non-negative. Since $p$ and $x \circ p$ are infinitesimally form bounded with respect to $\Delta_{\text{Dir}}$, by the KLMN theorem the operators satisfy Hyp. 3.2. Besides, since $t \mapsto \ell(t), d(t)$ are in $C^2(I)$ by assumption (and thus $t \mapsto \dot{d}(t), \dot{\ell}(t)$ are in $C^1(I)$), and $\ell(t) > 0$, the functions
\[ t \in I \mapsto \frac{1}{\ell(t)^2} \frac{\dot{d}(t)}{\ell(t)} \frac{\dot{\ell}(t)}{\ell(t)} \]  
(43)
are all in $C^1(I)$. The bounds of Eq. (31) are then satisfied. Therefore, Theorem 3.6 applies, and Part (b) provides the result.  
\[ \square \]

We stress that, as pointed out in [21] as well, a similar result would be obtained replacing Dirichlet boundary conditions with other boundary conditions that are dilation-invariant, such as Neumann boundary conditions. Besides, the fact that such bounds are infinitesimal is crucial: this guarantees that self-adjointness and semiboundedness hold for arbitrary values of $\ell(t), d(t)$, and their derivatives, as opposed to what would happen if they were relatively bounded with strictly positive relative bound.

### 4 Proving controllability by moving walls

The first step towards the proof of Theorem 2.9 will be to reduce the degrees of freedom of the motion of the box. Let $\delta \in \mathbb{R}, \lambda \geq 0$, and consider two functions $t \mapsto d(t), \ell(t)$ in the form
\[ d(t) = d_0 + \delta f(t); \]  
(44)
\[ \ell(t) = \ell_0 + \lambda f(t), \]  
(45)
for some measurable real-valued function \( t \mapsto f(t) \), satisfying \( f(0) = 0 \) and (if \( \lambda > 0 \)) \(|f(t)| < \ell_0/\lambda\). This entails considering a box whose walls lie at positions \( x_-(t) < x_+(t) \), \( t \in \mathbb{R} \), given by

\[
\begin{align*}
x_-(t) &= \left( d_0 - \frac{\ell_0}{2} \right) + \left( \delta - \frac{\lambda}{2} \right) f(t); \\
x_+(t) &= \left( d_0 + \frac{\ell_0}{2} \right) + \left( \delta + \frac{\lambda}{2} \right) f(t).
\end{align*}
\]

Different values of the parameters \( \lambda, \delta \) correspond (up to a global multiplicative constant, which can be reabsorbed into \( f(t) \)) to different kinds of motions of the walls, including:

- A purely dilating box whose center lies at the fixed position \( d(t) = d_0 \) for \( \delta = 0 \) (Fig. 1a).
- A box with a single moving wall for \( \delta = \pm \lambda \) (Fig. 1b).
- A purely translating box with fixed length \( \ell(t) = \ell_0 \) for \( \lambda = 0 \).

The particular cases of the Hamiltonians \( H_{\ell(t),d(t)} \) and \( \tilde{H}_{\ell(t),d(t)} \) for \( d(t), \ell(t) \) given by Eqs. (44)–(45) will be denoted by \( H_{f(t)}^{\lambda,\delta} \) and \( \tilde{H}_{f(t)}^{\lambda,\delta} \) respectively. From Eq. (11) we get

\[
\tilde{H}_{f(t)}^{\lambda,\delta} = \frac{1}{[\ell_0 + \lambda f(t)]^2} \Delta_{\text{Dir}} - \frac{\dot{f}(t)}{\ell_0 + \lambda f(t)} V^{\lambda,\delta},
\]

where

\[
V^{\lambda,\delta} = \lambda x \circ p + \delta p.
\]

Their corresponding unitary propagators will be denoted by \( U_f^{\lambda,\delta}(t,s) \) and \( \tilde{U}_f^{\lambda,\delta}(t,s) \). Notice that, as a direct consequence of Corollary 2.7 and Eqs. (44)–(45), they are related by

\[
U_f^{\lambda,\delta}(t,s) = W_{\ell_0 + \lambda f(s),d_0 + \delta f(s)}^{\lambda,\delta} \tilde{U}_f^{\lambda,\delta}(t,s) W_{\ell_0 + \lambda f(s),d_0 + \delta f(s)}^{\lambda,\delta}.
\]

The remainder of this section is devoted to proving Theorem 2.9. We will rely on a result for bilinear quantum control systems, given in [15, 18]. To this purpose, there are two main technical obstacles to overcome, namely:

1. The Hamiltonian \( \tilde{H}_{f(t)}^{\lambda,\delta} \) does not define a bilinear control system, because of the time-dependence of the drift term and the dependence on both \( f(t) \) and its derivative \( \dot{f}(t) \);

2. The quantum control system \( (\Sigma) \) defined by the Hamiltonians \( \tilde{H}_{f(t)}^{\lambda,\delta} \) is equivalent to the quantum control system \( (\Sigma) \) only if

   - \( f \) is sufficiently regular so that Corollary 2.7 can be applied.
   - the values of the control function \( f(t) \) at the initial and final time are known beforehand.

Both obstacles will be overcome via a stability argument based on Theorem 3.6. In order to apply the result of controllability on bilinear quantum control systems, we will need to verify for our auxiliary control problem the existence of a non-resonant connectedness chain. This is defined next.

**Definition 4.1.** Let \( H_0 \) be a self-adjoint operator on \( \mathcal{H} \) with compact resolvent, its spectrum being \( \{E_j\}_{j \in \mathbb{N}} \), and with \( \{\varphi_j\}_{j \in \mathbb{N}} \subset \mathcal{H} \) being a complete orthonormal set of eigenvectors of \( H_0 \).
Let $S \subset \mathbb{N}^2$. Then $S$ is a connectedness chain for the quantum control system $H_0 + uV$, $u \in (-r,r)$ if the following conditions hold: for all $(j, \ell) \in \mathbb{N}^2$, there is a finite sequence

$$(j,r_1), (r_1,r_2), (r_2,r_3), \ldots, (r_{k-1},r_k), (r_k,\ell) \in S$$

such that

$$\langle \varphi_j, V\varphi_{r_1} \rangle, \langle \varphi_{r_1}, V\varphi_{r_2} \rangle, \ldots, \langle \varphi_{r_{k-1}}, V\varphi_{r_k} \rangle, \langle \varphi_{r_k}, V\varphi_{\ell} \rangle \neq 0.$$  

Furthermore, $S$ is non-resonant if, for all $(s_1,s_2) \in S$ and for all $(t_1,t_2) \in \mathbb{N}^2$ such that $\langle \varphi_{t_1}, V\varphi_{t_2} \rangle \neq 0$, we have

$$|E_{s_2} - E_{s_1}| \neq |E_{t_2} - E_{t_1}|,$$

excluding the trivial cases $(s_1,s_2) = (t_1,t_2)$ and $(s_1,s_2) = (t_2,t_1)$.

As a particular case, suppose that the following condition holds:

$$\langle \varphi_{j+1}, V\varphi_j \rangle \neq 0 \quad \forall j \in \mathbb{N}.$$  

In such a case, the system clearly admits a connectedness chain $S$ given by the family of all couples of consecutive integers,

$$S = \{(s, s+1) \mid s \in \mathbb{N}\} \cup \{(s+1, s) \mid s \in \mathbb{N}\}.$$  

### 4.1 Step one: an auxiliary control system

We introduce an auxiliary control system to which known results by Boscain et al., cf. [15, Theorem 2.6], can be applied. Given any measurable function $v(t)$, define

$$\hat{H}^{\lambda,\delta}(t) = \frac{1}{\ell_0^2} \Delta_{\text{Dir}} - \frac{1}{\ell_0} v(t) V^{\lambda,\delta},$$

which is formally obtained by replacing $f(t)$ with $v(t)$ and setting $f(t) \equiv 0$ in $\hat{H}^{\lambda,\delta}_{f(t)}$, cf. Eq. (48). This expression defines a bilinear quantum control system. We will show that such a system is approximately controllable for almost all values of $\delta$ and $\lambda$:

**Theorem 4.2.** Let $\ell_0 > 0$, $r > 0$, $\delta \in \mathbb{R}$, and $\lambda > 0$. Then:

(i) if $\delta \neq 0$, the bilinear quantum control system defined by Eq. (56) is approximately controllable in $L^2(\Omega)$ via piecewise constant functions $v : [0,T] \to (-r,r)$;

(ii) if $\delta = 0$, defining

$$L^2_{\pm}(\Omega) = \left\{ \Psi \in L^2(\Omega) \mid \Psi(-x) = \pm \Psi(x) \ a.e. \right\},$$

the bilinear quantum control system defined by Eq. (56) is approximately controllable in $L^2_{\pm}(\Omega)$ via piecewise constant functions $v : [0,T] \to (-r,r)$.

In other words, in the case $\lambda > 0$ and $\delta \neq 0$ (translation+dilation) the system is approximately controllable; in the case $\lambda > 0$ and $\delta = 0$ (pure dilation) the system is still approximately controllable up to a selection rule: given two states $\Psi_0, \Psi_1$ with the same, definite parity, we can always drive each of them arbitrarily close to the other one. States with distinct or indefinite parity cannot be driven close to each other. The reason for that is the following: all terms in the Hamiltonian leave each parity sector invariant, and thus the evolution induced by it cannot couple the two sectors, no matter how the control function is chosen. The case $\lambda = 0$, which corresponds to a pure translation, remains an open problem: the method developed in this work cannot be used to prove controllability in this case.
The rest of this subsection will be devoted to prove Theorem 4.2. Before that, notice that the value of $\ell_0$ is completely immaterial (as long as it is positive), since we can always rescale the Hamiltonian in such a way that its value only affects the definition of the control function $v(t)$. Consequently, in the remainder of this subsection, we will set $\ell_0 = 1$ without loss of generality and study the bilinear control system with drift Hamiltonian $\Delta_{\text{Dir}}$ and interaction determined by $V^{\lambda,\delta}$.

The Hamiltonian $\Delta_{\text{Dir}}$ has compact resolvent and a purely discrete, simple spectrum $\{E_j\}_{j \geq 1}$, with corresponding normalized eigenvectors $\{\varphi_j\}_{j \geq 1}$, given by

$$E_j = j^2 \pi^2, \quad \varphi_j(x) = \sqrt{2} \sin \left[ j\pi \left( x + \frac{1}{2} \right) \right].$$

Approximate controllability via piecewise constant functions is thus guaranteed by [15, Theorem 2.6] provided that a non-resonant connectedness chain $S \subset \mathbb{N}^2$, cf. Def. 4.1, can be found. In our case, an immediate computation shows the following result. For all $j \neq \ell$,

$$\langle \varphi_j, p \varphi_\ell \rangle = \frac{2j\ell}{\ell^2 - j^2} \left[ 1 - (-1)^{j+\ell} \right] (1 - \delta_{j\ell}),$$

$$\langle \varphi_j, (xp + px) \varphi_\ell \rangle = \frac{2j\ell}{\ell^2 - j^2} \left[ 1 + (-1)^{j+\ell} \right] (1 - \delta_{j\ell}),$$

that is, the operators $p$ and $x \circ p$ couple respectively eigenvectors whose indices differ by an odd and a non-zero even number. In particular, we have the following special cases:

- $V^{0,1} = p$ only couples eigenvectors with different parity; correspondingly, the control system admits a connectedness chain;
- $V^{1,0} = x \circ p$ only couples eigenvectors with the same parity; correspondingly, the control system does not admit any connectedness chain.

Consequently, for all $\lambda > 0$ and $0 \neq \delta \in \mathbb{R}$, the control system determined by the Hamiltonian with interaction term $V^{\lambda,\delta}$ admits a connectedness chain $S$. In all those cases, a possible (but not unique) choice for $S$ is the set of all couples of consecutive integers as in Eq. (55). For example, in all cases in which $\lambda$ and $\delta$ are both non-zero, $S = \mathbb{N}^2$ itself is a possible choice for a connectedness chain, since all couples of eigenvectors are directly coupled by $V^{\lambda,\delta}$.

We need to choose a non-resonant connectedness chain. However, the control system does exhibit resonances. Indeed, given two couples of integers $(s_1, s_2) \in S$, $(t_1, t_2) \in \mathbb{N}^2$, a resonance occurs when

$$\left| s_2^2 - s_1^2 \right| = \left| t_2^2 - t_1^2 \right|.$$  

Even by choosing the chain $S$ as in Eq. (55), thus constraining $(s_1, s_2)$ to be a couple of consecutive integers, resonances still occur, an example being

$$(s_1, s_2) = (220, 221), \quad (t_1, t_2) = (20, 29).$$

This prevents us from directly applying the results in [15, Theorem 2.6]; nevertheless, we will show that approximate controllability for the control system does hold. The analyticity of the eigenvalues and eigenvectors as functions of $\lambda$ will allow us to circumvent the resonance problem. This is the content of the following proposition.

**Proposition 4.3.** The bilinear quantum control system $H_0 + uV$, $u \in (-r, r)$ is approximately controllable if and only if, given an arbitrary $\eta \in (-r, r)$, the bilinear quantum control system $H_0 + (\eta + u)V$ with $u \in (-r - \eta, r - \eta)$ is approximately controllable as well.
Proof. Given $T > 0$ and any function $t ∈ [0, T] → f(t) ∈ (-r, r)$, we can write
\[ H_0 + f(t)V = H_0 + ηV + (f(t) - η)V, \]
whence the claim follows immediately. \[\square\]

Prop. 4.3 allows us to circumvent the problem of resonances in the following way:

Lemma 4.4. Let $λ > 0$, $δ ≠ 0$, and let $S ⊂ \mathbb{N}^2$ be a connectedness chain for the system $Δ_{Dir} + uV^{λ, δ}$, $u ∈ (-r, r)$. Then, for all $η_0 > 0$, there exists $0 < η < η_0$ such that $S$ is a non-resonant connectedness chain for the control system $Δ_{Dir} + (η + u)V^{λ, δ}$ with $u ∈ (-η, r - η)$.

Proof. Define, for $η ∈ \mathbb{C}$,
\[ \hat{H}^{λ, δ}(η) = Δ_{Dir} + ηV^{λ, δ}. \]
By the relative boundedness of $V^{λ, δ}$ with respect to $Δ_{Dir}$, cf. Lemma 3.7, it follows that this is a self-adjoint holomorphic family of type A, with $\hat{H}^{λ, δ}(0) = Δ_{Dir}$ having compact resolvent. Consequently, by [29, Chapter VII, Theorem 2.4] and [29, Chapter VII, Theorem 3.9], $\hat{H}^{λ, δ}(η)$ has compact resolvent for all $η ∈ \mathbb{C}$, and there exist real analytic functions
\[ E_j^{λ, δ} : \mathbb{R} → \mathbb{R}, \quad \varphi_j^{λ, δ} : \mathbb{R} → \mathcal{H} \]
such that, for all $η ∈ \mathbb{R}$, $\{E_j^{λ, δ}(η)\}_{j ≥ 1}$ is the spectrum of $H^{λ, δ}(η)$, and $\{\varphi_j^{λ, δ}(η)\}_{j ≥ 1}$ is its associated complete orthonormal family of eigenvectors, with $E_j^{λ, δ}(0) = E_j$, $\varphi_j^{λ, δ}(0) = \varphi_j$ as defined in Eq. (58). The first and second derivatives of both functions at $η = 0$ can be computed using perturbation theory, see e.g. [29]:
\[ \frac{d}{dη}E_j^{λ, δ}(η)\big|_{η=0} = \langle \varphi_j, V^{λ, δ}\varphi_j \rangle, \quad \frac{d^2}{dη^2}E_j^{λ, δ}(η)\big|_{η=0} = \sum_{ℓ ≠ j} \frac{|\langle \varphi_ℓ, V^{λ, δ}\varphi_j \rangle|^2}{E_j - E_ℓ}. \]
By Eqs. (59)–(60), the first derivative is thus zero, while the second one can be evaluated explicitly:
\[ \frac{d^2}{dη^2}E_j^{λ, δ}(η)\big|_{η=0} = \frac{λ^2}{8j^2π^2} - \frac{λ^2}{48} - \frac{δ^2}{4}. \]
Fix $(s_1, s_2) ∈ S ⊂ \mathbb{N}^2$ and $(t_1, t_2) ∈ \mathbb{N}^2$. We shall assume $s_2 > s_1$ and $t_2 > t_1$ without loss of generality, since in other cases we can relabel the indices accordingly. A resonance at $η = 0$ occurs if and only if the real analytic function
\[ η → f^{λ, δ}_{s_1, s_2, t_1, t_2}(η) = (E_{s_2}^{λ, δ}(η) - E_{s_1}^{λ, δ}(η)) - (E_{t_2}^{λ, δ}(η) - E_{t_1}^{λ, δ}(η)) \]
has a zero at $η = 0$. Let $\Upsilon_{s_1, s_2, t_1, t_2}$ be the set of all values of $η$ for which the function above has a zero. By analyticity, either $\Upsilon_{s_1, s_2, t_1, t_2}$ is countable or it is full, i.e. the function above is identically zero. We shall show that the latter case never occurs.

There are two cases. If the eigenvalues $E_{s_1}, E_{s_2}, E_{t_1}, E_{t_2}$ are not resonant, then the function (68) is not identically zero. Let us then suppose that these eigenvalues are resonant, which implies
\[ s_2^2 - s_1^2 = t_2^2 - t_1^2. \]
and therefore the function (68) has a zero at $η = 0$. In order for it to be identically zero, its second derivative at $η = 0$ should vanish as well. By Eq. (67), the latter reads
\[ \frac{d^2}{dη^2}f^{λ, δ}_{s_1, s_2, t_1, t_2}(η)\big|_{η=0} = -\frac{λ^2}{8π^2} \left( \frac{1}{s_1^2} - \frac{1}{s_2^2} \right) - \left( \frac{1}{t_1^2} - \frac{1}{t_2^2} \right), \]
thus it vanishes if and only if 
\[ \frac{s_2^2 - s_1^2}{s_1^2 s_2^2} = \frac{t_2^2 - t_1^2}{t_1^2 t_2^2}. \] \hfill (71)

Since Eq. (69) holds, the latter condition holds if and only if \( s_1 s_2 = t_1 t_2 \). Therefore, in order for the function (68) to vanish identically, we must have necessarily
\[ s_2^2 - s_1^2 = t_2^2 - t_1^2, \quad s_1 s_2 = t_1 t_2, \] \hfill (72)
or equivalently
\[ s_2^2 + t_1^2 = t_2^2 + s_1^2, \quad \frac{s_2}{t_1} = \frac{t_2}{s_1}, \] \hfill (73)
which, recalling that \( s_1, s_2, t_1, t_2 \in \mathbb{N} \), is equivalent to the complex equality \( s_2 + it_1 = t_2 + is_1 \), clearly implying \( s_2 = t_2 \) and \( s_1 = t_1 \).

This shows that, for all \((s_1, s_2) \in S\) and \((t_1, t_2) \in \mathbb{N}^2\), excluding the trivial cases, the function (68) cannot be identically zero. Now take \( 0 \leq \eta \leq \eta_0 \) for some \( \eta_0 > 0 \) and consider the first \( n \) analytic eigenvalue functions, \( \{E_i^{\lambda,\delta}\}_{i=1}^n \). There is only a finite number of possible resonance functions \( j_{s_1, s_2, t_1, t_2}^{\lambda,\delta}(\eta) \) among them and therefore only a finite number of values of \( \eta \) where some of them, possibly more than one, vanish. Denote the complement of this set by \( W_{\lambda,\delta}^n \), which is a dense open subset of \([0, \eta_0]\). The intersection \( W_{\lambda,\delta} = \bigcap_{n \in \mathbb{N}} W_{\lambda,\delta}^n \) is dense because \([0, \eta_0]\) is a Baire space, and therefore \( W_{\lambda,\delta} \cap [0, \eta_0] \neq \emptyset \), which proves that there exists \( \eta \in [0, \eta_0] \) without resonances. Since \( \eta_0 \) was arbitrary, \( \eta \) can be chosen as small as needed.

It remains to show that \( \eta \) can be chosen in such a way that \( S \) is still a connectedness chain.
Let \( j, \ell \in \mathbb{N}^2 \); since \( S \) is a connectedness chain for the original control system, there is a finite sequence \((j_1, r_1), (r_1, r_2), \ldots, (r_{k-1}, r_k), (r_k, \ell) \in S \) such that
\[ \langle \varphi_{j_1}, V \varphi_{r_1}, \rangle, \langle \varphi_{r_1}, V \varphi_{r_2}, \rangle, \ldots, \langle \varphi_{r_{k-1}}, V \varphi_{r_k}, \rangle, \langle \varphi_{r_k}, V \varphi_{\ell}, \rangle \neq 0. \] \hfill (74)
But then, again by an analyticity argument analogous to the one above,
\[ \langle \varphi_j^{\lambda,\delta}(\eta), V \varphi_{r_1}^{\lambda,\delta}(\eta) \rangle \cdots \langle \varphi_{r_{k-1}}^{\lambda,\delta}(\eta), V \varphi_{r_k}^{\lambda,\delta}(\eta) \rangle \langle \varphi_{r_k}^{\lambda,\delta}(\eta), V \varphi_{\ell}^{\lambda,\delta}(\eta) \rangle \neq 0 \] \hfill (75)
for all but countably many values of \( \eta \). Indeed, the function above is analytic in \( \eta \) and non-zero at \( \eta = 0 \). There are finitely many zeros for \( 0 \leq \eta \leq \eta_0 \), and therefore the function above is different from zero in an open neighborhood of \( \eta = 0 \). Consequently, \( S \) is a connectedness chain in that neighborhood, thus proving the statement. \( \square \)

**Remark 4.5.** In the case \( \lambda = 0 \), i.e. when the control system is \( \Delta_{Dir} + u \delta p, u \in (-r, r) \), the argument in Theorem 4.2 does not apply directly since the derivatives of the perturbed eigenvalues at \( \eta = 0 \) (see Eq. (67)) are all equal up to the second order. In fact, in this case it is fairly easy to prove a negative result: resonances cannot be removed via the analyticity argument above. Indeed, the eigenvalue problem for the operator \( \Delta_{Dir} + \eta \delta p \) corresponds to the following equation:
\[ \begin{cases} -\Psi''(x) + i \eta \delta \Psi'(x) = E \Psi(x); \\ \Psi(\pm \frac{1}{2}) = 0, \end{cases} \] \hfill (76)
which can be easily solved explicitly, and admits solutions if and only if
\[ \sin \left[ \sqrt{2E + \frac{\delta^2 \eta^2}{2}} \right] = 0, \] \hfill (77)
that is,
\[ E_j(\eta) = j^2 \pi^2 - \frac{1}{4} \delta^2 \eta^2, \quad j \geq 1, \] \hfill (77)
in agreement with Eq. (67). Therefore, the perturbation only affects the spectrum by a uniform shift, and resonances cannot be removed in this way.
Lemma 4.4 leads us to the proof of Theorem 4.2:

Proof of Theorem 4.2. We have to verify that $\Delta_{\text{Dir}} + \eta V^{\lambda, \delta}$, $\eta \in (-r, r)$, satisfies the assumptions of [15, Theorem 2.6]. As discussed, the free Hamiltonian $\Delta_{\text{Dir}}$ has a purely discrete and non-degenerate spectrum, with a complete basis of eigenvectors. Moreover, in the case $\delta \neq 0$ and $\lambda > 0$, by Lemma 4.4 we can always find $\eta \in (-r, r)$ such that the perturbed control system has a non-resonant connectedness chain and thus, by [15, Theorem 2.6], is approximately controllable. Therefore, by Prop. 4.3, the original control system is approximately controllable as well.

Now let $\delta = 0$ and $\lambda > 0$, which leads us to consider (up to an immaterial constant that can be reabsorbed by an immediate scaling) the control system $\Delta_{\text{Dir}} + ux \circ p, u \in (-r, r)$. As already noticed, [15, Theorem 2.6] does not apply in such a case since no connectedness chain can be found at all. However, it is easy to show that, by splitting the Hilbert space $L^2(\Omega)$ into its two parity-invariant sectors, then both operators $\Delta_{\text{Dir}}$ and $x \circ p$ admit $L^2(\Omega)$ as reducing subspaces. This again implies that the two parity sectors $L^2(\Omega)$ of the control system $\Delta_{\text{Dir}} + ux \circ p, u \in (-r, r)$ are separately approximately controllable via piecewise constant functions.

4.2 Step two: weak controllability by piecewise smooth functions

We will now transfer the controllability result for the auxiliary system (56) via piecewise constant functions, given by Theorem 4.2, to the system (\(\hat{\Sigma}\)) in Eq. (12) with controls determined as in (48). We will need to make use of the norms $\| \cdot \|_\pm$ as defined in Eq. (20), with $H_0$ being, in the case of interest here, the Dirichlet Laplacian $\Delta_{\text{Dir}}$, and make use of the stability property given by Theorem 3.6.

Theorem 4.6. Let $\lambda > 0$, $\delta \in \mathbb{R}$ and $r > 0$, Then,

(i) if $\delta \neq 0$, for all $\Psi_0, \Psi_1 \in L^2(\Omega)$ with $\| \Psi_0 \| = \| \Psi_1 \|$, and all $\epsilon > 0$, there exist $T > 0$ and a piecewise linear function $f : [0, T] \to \mathbb{R}$, with $|f(t)| < \ell_0 / \lambda$, $|\dot{f}(t)| < r$ a.e., $f(0) = 0$, and such that there exists an admissible solution $\tilde{U}_f^{\lambda, \delta}(t, s), t, s \in [0, T]$, of system (\(\hat{\Sigma}\)) that satisfies

$$\| \Psi_1 - \tilde{U}_f^{\lambda, \delta}(T, 0)\Psi_0 \| < \epsilon;$$

(ii) if $\delta = 0$, for all $\Psi_0, \Psi_1 \in L^2(\Omega)$ (or equivalently $\Psi_0, \Psi_1 \in L^2(\Omega)$) with $\| \Psi_0 \| = \| \Psi_1 \|$, and all $\epsilon > 0$, there exist $T > 0$ and a piecewise linear function $f : [0, T] \to \mathbb{R}$, with $|f(t)| < \ell_0 / \lambda$, $|\dot{f}(t)| < r$ a.e., $f(0) = 0$, and such that there exists an admissible solution $\tilde{U}_f^{\lambda, \delta}(t, s), t, s \in [0, T]$, of system (\(\hat{\Sigma}\)) that satisfies Eq. (78).

Proof. We will prove (i); (ii) follows identically.

Let $\Psi_0, \Psi_1 \in H^1_0(\Omega) = \mathcal{H}^+$ with $\| \Psi_0 \| = \| \Psi_1 \|$, and $\epsilon > 0$. By Theorem 4.2, there exist $T > 0$ and a piecewise constant function $v : [0, T] \to \mathbb{R}$, with $|v(t)| < r$, such that

$$\| \Psi_1 - \tilde{U}_v^{\lambda, \delta}(T, 0)\Psi_0 \| < \frac{\epsilon}{2};$$

where $\tilde{U}_v^{\lambda, \delta}(t, s), t, s \in [0, T]$ is by Proposition 2.6, cf. Remark 2.8, an admissible solution of the Schrödinger equation associated with the Hamiltonian $\hat{H}_v^{\lambda, \delta}(t)$.

Let $d > 0$ be the number of constant pieces of $v(t)$. We will now construct a sequence of piecewise linear functions $\{f_n\}_{n \in \mathbb{N}}$ such that, for all $n \geq 1$, $f_n(t) = v(t)$ at every continuity point of $f_n(t)$. For each $n \geq 1$, divide the interval $[0, T]$ into $n$ subintervals of equal length $T/n$, and let $\{I_{n,j}\}$ be the coarsest refinement of this partition such that $v(t)$ is constant in each interval
\( I_{n,j} \), with \( I_{n,j} = [t_{n,j}, t_{n+1,j}] \). This partition is made of \( \bar{n} \leq n + d \) subintervals (one possibly added interval for each singularity of \( v(t) \)). With this construction, we define
\[
 f_n(t) = \sum_{j=1}^{\bar{n}} \left( \int_{t_{n,j}}^{t} v(s) \, ds \right) \chi_{I_{n,j}}(t),
\]
with \( \chi_{I_{n,j}}(t) \) being the characteristic function of the interval \( I_{n,j} \). This is a piecewise linear function whose derivative, for all values of \( t \neq t_{n,j}, j = 1, \ldots, \bar{n} \), equals \( \dot{f}_n(t) = v(t) \). In each interval \( I_{n,j} \), it starts from the zero value and grows linearly. In particular, for all \( t \in [0,T] \), Eq. (80) implies
\[
 |f_n(t)| < rT \frac{\lambda \mu}{n},
\]
since \( |v(t)| < r \) and the length of each interval \( I_{n,j} \) is at most \( T/n \). In particular, fixing any \( \mu > 0 \), for \( n \) sufficiently large we have \( |f_n(t)| \leq \mu \); we shall henceforth restrict to such values of \( n \).

The basic idea is the following: \( f_n(t) \) becomes closer to 0 as \( n \) grows, while its derivative is still \( \dot{f}_n(t) = v(t) \) whenever it exists, so that, for large \( n \), the auxiliary Hamiltonian \( \hat{H}^{\lambda,\delta}_n(t) \) and the Hamiltonian \( \hat{H}^{\lambda,\delta}_f(t) \), respectively defined by Eq. (56) and Eq. (48) with \( \dot{f}_n(t) = v(t) \), become closer, and so will their corresponding unitary propagators. Since \( \lambda, \delta, \) and \( v \) are fixed, in the remainder of the proof we shall simplify our notation by simply setting \( \hat{U}^{\lambda,\delta}_v(t,s) \equiv U_0(t,s) \), \( U^{\lambda,\delta}_f(t,s) \equiv U_n(t,s) \), and correspondingly \( \hat{H}^{\lambda,\delta}_v(t) \equiv H_0(t), \hat{H}^{\lambda,\delta}_f(t) \equiv H_n(t), \) and \( V^{\lambda,\delta} \equiv V \).

Fix \( n \geq 1, j = 1, \ldots, \bar{n} \), and consider the pair of Hamiltonians \( H_0(t), H_n(t) \), with \( t \) ranging in the \( j \)th interval \( I_{n,j} \). We aim at using the stability argument (Theorem 3.6), for a fixed value of \( n > \lambda r T/\ell_0 \), to the \( n \)-dependent pair of Hamiltonians \( H_0(t), H_n(t) \), in the \( n \) - and \( j \)-dependent interval \( I_{n,j} \). Notice that we cannot invoke any stability argument for the full family of Hamiltonians \( \{ \hat{H}_n(t) \}_n \), since, for sufficiently large \( n \), any fixed time interval will contain singularities of \( f_n(t) \).

Since \( V \) is a linear combination of \( p \) and \( x \circ p \), by Lemma 3.7 it is infinitesimally form bounded with respect to \( \Delta_{\text{Dir}} \), so that Hypothesis 3.2 is satisfied. Since all functions are two times continuously differentiable and bounded, Theorem 3.6 applies:
\[
\| U_n(t,s) - U_0(t,s) \|_{+,\infty} \leq L_{n,j} \| G_n \|_{L^1(I_{n,j})},
\]
where
\[
 G_n(t) := \left( \frac{1}{\ell_0^2} - \frac{1}{[\ell_0 + \lambda f_n(t)]^2} \right) + v(t) \left( \frac{1}{\ell_0} - \frac{1}{\ell_0 + \lambda f_n(t)} \right),
\]
and with a constant \( L_{n,j} \) being given by Eq. (36), which is therefore proportional to the exponential of the largest of the \( L^1(I_{n,j}) \) norms of the derivatives of the coefficients of the two Hamiltonians in Eqs. (56) and (48). The two only coefficients with non-zero derivatives satisfy, recalling again that \( \dot{f}_n(t) = v(t) \) and \( \dot{v}(t) = 0 \) in \( I_{n,j} \),
\[
 \left| \frac{d}{dt} \frac{1}{[\ell_0 + \lambda f_n(t)]^2} \right| = \frac{2\lambda v(t)}{[\ell_0 + \lambda f_n(t)]^3} \leq \frac{2\lambda r}{[\ell_0 - \lambda \mu]^3},
\]
\[
 \left| \frac{d}{dt} \frac{v(t)}{\ell_0 + \lambda f_n(t)} \right| = \frac{\lambda v(t)^2}{[\ell_0 + \lambda f_n(t)]^2} \leq \frac{\lambda^2 r^2}{[\ell_0 - \lambda \mu]^2},
\]
thus implying
\[
 L_{n,j} \leq c^8 \exp \left\{ 2Kc^2 \max \left\{ \frac{2T \lambda r}{n[\ell_0 - \lambda \mu]^3}, \frac{T \lambda r^2}{n[\ell_0 - \lambda \mu]^4} \right\} \right\}
\leq c^8 \exp \left\{ 2Kc^2 \max \left\{ \frac{2T \lambda r}{\ell_0 - \lambda \mu}, \frac{T \lambda r^2}{[\ell_0 - \lambda \mu]^2} \right\} \right\} =: L,
\]
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with the constants \( K > 0 \) and \( c > 1 \) as given respectively in Lemma 3.3 and Theorem 3.6(a). \( L \) can be therefore been taken common to all \( n \) and \( j \). This can be done since the equivalence of norms in the theorem does not require any regularity property on the coefficients, and can thus be applied to all Hamiltonians.

This shows that Eq. (82) holds, in fact, with a constant \( L \) independent of \( n \) or \( j \):

\[
\|U_n(t,s) - U_0(t,s)\|_{+,\ldots} \leq L\|G_n\|_{L^1(I_{n,j})}.
\]  

(87)

Let us estimate \( \|G_n\|_{L^1(I_{n,j})} \). By Eq. (83), and recalling Eq. (81),

\[
G_n(t) = \frac{2\ell_0\lambda f_n(t) + \lambda^2 f_n(t)^2}{\ell_0^2[\ell_0 + \lambda f_n(t)]^2} + v(t)\frac{\lambda f_n(t)}{\ell_0[\ell_0 + \lambda f_n(t)]}
\leq \frac{2\lambda r T}{n\ell_0[\ell_0 - \lambda \mu]^2} + \frac{\lambda^2 r^2 T^2}{n^2\ell_0^2[\ell_0 - \lambda \mu]^2} + \frac{\lambda r^2 T}{n\ell_0[\ell_0 - \lambda \mu]^3}.
\]

(88)

and therefore

\[
\|G_n\|_{L^1(I_{n,j})} \leq \frac{2\lambda r T^2}{n^2\ell_0[\ell_0 - \lambda \mu]^2} + \frac{\lambda^2 r^2 T^3}{n^3\ell_0^2[\ell_0 - \lambda \mu]^2} + \frac{\lambda r^2 T^2}{n\ell_0[\ell_0 - \lambda \mu]^3} = O(n^{-2}).
\]

(89)

The equation above implies that, separately in each interval \( I_{n,j} \), the norm of the difference between the two propagators is \( O(n^{-2}) \) and independent of \( j \). Therefore, we have

\[
\|\Psi_1 - U_n(T,0)\Psi_0\|_\ldots \leq \|\Psi_1 - U_0(T,0)\Psi_0\|_\ldots + \|U_n(T,0)\Psi_0 - U_0(T,0)\Psi_0\|_\ldots
\]

\[
< \|\Psi_1 - U_0(T,0)\Psi_0\|_\ldots + \|U_n(T,0)\Psi_0 - U_0(T,0)\Psi_0\|_\ldots
\]

\[
< \frac{\varepsilon}{2} + \|U_n(T,0)\Psi_0 - U_0(T,0)\Psi_0\|_\ldots,
\]

(90)

hence it is enough to show that, for every \( t \in [0,T] \),

\[
\lim_{n \to \infty} \|U_n(t,0)\Psi_0 - U_0(t,0)\Psi_0\|_\ldots = 0
\]

(91)

uniformly in \( t \). Let us set hereafter

\[
\Psi_{0,n}(t) = U_n(t,0)\Psi_0, \quad \Psi_0(t) = U_0(t,0)\Psi_0
\]

(92)

for all \( t \). The family of norms associated with the sequence of time-dependent Hamiltonians \( \{H_n(t)\}_{n \in \mathbb{N}} \) will be labeled by \( \| \cdot \|_{\pm,n,t} \). Recall that by Theorem 3.6(a)

\[
\frac{1}{c} \| \cdot \|_{\pm} \leq \| \cdot \|_{\pm,n,t} \leq c \| \cdot \|_{\pm}.
\]

(93)

Suppose \( t \in I_{n,j} \) for some integer \( j \). Then

\[
\|\Psi_{0,n}(t) - \Psi_0(t)\|_{\ldots,0,t} = \|U_n(t,t_{n,j})\Psi_{0,n}(t_{n,j}) - U_0(t,t_{n,j})\Psi_0(t_{n,j})\|_{\ldots,0,t}
\]

\[
\leq \|U_n(t,t_{n,j}) - U_0(t,t_{n,j})\|_{\ldots,0,t} \|\Psi_{0,n}(t_{n,j}) - \Psi_0(t_{n,j})\|_{\ldots,0,t}.
\]

(94)

The first term can be bounded by using Eq. (87) and the equivalence of norms (93):

\[
\|(U_n(t,t_{n,j}) - U_0(t,t_{n,j}))\Psi_{0,n}(t_{n,j})\|_{\ldots,0,t} \leq c \|(U_n(t,t_{n,j}) - U_0(t,t_{n,j}))\Psi_{0,n}(t_{n,j})\|_{\ldots}
\]

\[
\leq c \|U_n(t,t_{n,j}) - U_0(t,t_{n,j})\|_{\ldots,0} \|\Psi_{0,n}(t_{n,j})\|_{\ldots}
\]

\[
\leq cL \|G_n\|_{L^1(I_{t_{n,j} 0})} \|\Psi_{0,n}(t_{n,j})\|_{\ldots}.
\]

(95)
on the other hand, following the ideas in [39, Appendix II.7], it can be shown that
\[ \|\Psi_{0,n}(t_{n,j})\|_{+,n,t} \leq c^3 e^{c^2 M} \|\Psi_0\|_{+,n,0}, \]  
where the constant \( M \geq 0 \) only depends on the derivatives of the coefficients of the form linear Hamiltonian and vanishes if they vanish. Therefore, by using Eqs. (95)–(96) and the equivalence of norms twice,
\[ \|(U_n(t, t_{n,j}) - U_0(t, t_{n,j}))\Psi_{0,n}(t_{n,j})\|_{-,0,t} \leq c^3 e^{c^2 M} \|G_n\|_{L^1(t_{n,j}, t)} \|\Psi_0\|_+. \]  
Besides, since \( \dot{v}(t) = 0 \) for \( t \in I_{n,j} \),
\[ \|U_0(t, t_{n,j})(\Psi_{0,n}(t_{n,j}) - \Psi_0(t_{n,j}))\|_{-,0,t} \leq \|\Psi_{0,n}(t_{n,j}) - \Psi_0(t_{n,j})\|_{-,0,t_{n,j}}. \]  
Combining the inequalities (95) and (98) we get
\[ \|\Psi_{0,n}(t) - \Psi_0(t)\|_{-,0,t} \leq c^3 e^{c^2 M} \|G_n\|_{L^1(t_{n,j}, t)} \|\Psi_0\|_+ + \|\Psi_{0,n}(t_{n,j}) - \Psi_0(t_{n,j})\|_{-,0,t_{n,j}}. \]  
Therefore, we have bounded the difference between the evolutions at time \( t \) with respect to the difference of the evolutions at time \( t_{n,j} \). Iterating these bounds and applying Eq. (89) to each of the \( n \leq n + d \) subintervals \( I_{n,j} \), one obtains
\[ \|\Psi_{0,n}(t) - \Psi_0(t)\|_{-,0,t} \leq c^3 e^{c^2 M} \|\Psi_0\|_+ \left( \|G_n\|_{L^1(t_{n,j}, t)} + \|G_n\|_{L^1(t_{n,j-1}, t_{n,j})} + \cdots + \|G_n\|_{L^1(0, t_{n,1})} \right) \]
\[ \leq c^3 e^{c^2 M} \|\Psi_0\|_+ (n + d) \left( \frac{2 \lambda r T^2}{n^2 t_0^2} + \frac{\lambda^2 r^2 T^3}{n^3 t_0^2} + \frac{\lambda^2 T^2}{n^2 t_0^2} \right), \]  
and the latter quantity goes to zero as \( n \to \infty \), which, having into account the uniform equivalence of the norms, shows that Eq. (78) holds for all \( \Psi_0, \Psi_1 \in H_0^+(\Omega) = \mathcal{H}_+^+ \).

To complete the proof, we must show that Eq. (78) holds for arbitrary \( \Psi_0, \Psi_1 \in L^2(\Omega) \). To this purpose, we can simply make use of an \( \epsilon/3 \)-argument. Namely, given \( \Psi_0, \Psi_1 \in L^2(\Omega) \) with \( \|\Psi_0\| = \|\Psi_1\| \) and \( \epsilon > 0 \), there exist \( \Psi'_0, \Psi'_1 \in \mathcal{H}_+^+ \) with \( \|\Psi_0\| = \|\Psi_1\| \) such that
\[ \|\Psi_s - \Psi'_s\| < \frac{\epsilon}{3}, \quad s = 0, 1, \]
and, as proven above, there exist \( T > 0 \) and a piecewise linear function \( f : [0, T] \to \mathbb{R} \), such that
\[ \left\| \Psi'_1 - \tilde{U}_f^{\lambda, \delta}(T, 0)\Psi'_0 \right\|_\_ < \frac{\epsilon}{3}, \]  
whence, by the properties of the norms \( \| \cdot \| \) and \( \| \cdot \|_\pm \) (cf. Remark 3.4),
\[ \left\| \Psi_1 - \tilde{U}_f^{\lambda, \delta}(T, 0)\Psi_0 \right\|_\_ < \left\| \Psi_1 - \Psi'_1 \right\|_\_ + \left\| \Psi'_1 - \tilde{U}_f^{\lambda, \delta}(T, 0)\Psi'_0 \right\|_\_ + \left\| \tilde{U}_f^{\lambda, \delta}(T, 0)(\Psi_0 - \Psi'_0) \right\|_\_ \]
\[ \leq \left\| \Psi_1 - \Psi'_1 \right\|_\_ + \left\| \Psi'_1 - \tilde{U}_f^{\lambda, \delta}(T, 0)\Psi'_0 \right\|_\_ + \left\| \tilde{U}_f^{\lambda, \delta}(T, 0)(\Psi_0 - \Psi'_0) \right\|_\_ \]
\[ < \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon, \]  
where we also used the unitarity of \( \tilde{U}_f^{\lambda, \delta}(T, 0) \).
Corollary 4.7. Let $\lambda > 0$, $\delta \in \mathbb{R}$, $r > 0$, and $a > -\ell_0/\lambda$. Then,

(i) if $\delta \neq 0$, for all $\Psi_0, \Psi_1 \in L^2(\Omega)$ with $\|\Psi_0\| = \|\Psi_1\|$, and all $\epsilon > 0$, there exist $T > 0$ and a piecewise linear function $f : [0, T] \to \mathbb{R}$, with $|f(t)| < \ell_0/\lambda$, $|f(t)| < r$ a.e., $f(0) = 0$, $f(T) = a$, and such that there exists an admissible solution $\tilde{U}^{\lambda, \delta}(t, s), t, s \in [0, T]$, of system $(\Sigma)$ that satisfies

$$\|\Psi_1 - \tilde{U}^{\lambda, \delta}(T, 0)\Psi_0\| < \epsilon; \quad (104)$$

(ii) if $\delta = 0$, for all $\Psi_0, \Psi_1 \in L^2(\Omega)$ with $\|\Psi_0\| = \|\Psi_1\|$, and all $\epsilon > 0$, there exist $T > 0$ and a piecewise linear function $f : [0, T] \to \mathbb{R}$, with $|f(t)| < \ell_0/\lambda$, $|f(t)| < r$ a.e., $f(0) = 0$, $f(T) = a$, and such that there exists an admissible solution $\tilde{U}^{\lambda, \delta}(t, s), t, s \in [0, T]$, of system $(\Sigma)$ that satisfies Eq. (104).

Proof. Again we prove (i), with (ii) following identically. Let $\Psi_0, \Psi_1 \in L^2(\Omega)$ with $\|\Psi_0\| = \|\Psi_1\|$, and $\epsilon > 0$. By Theorem 4.6, there exist $T > 0$ and a piecewise linear function $g : [0, T'] \to \mathbb{R}$ with $f(0) = 0$ such that

$$\|\Psi_1 - \tilde{U}^g(t', 0)\Psi_0\| < \epsilon/2. \quad (105)$$

Consider the time-independent Hamiltonian $\tilde{H}_a^{\lambda, \delta}$, cf. Eq. (48), with $a(t) \equiv a$ the constant function, that is,

$$\tilde{H}_a^{\lambda, \delta} = \frac{1}{[\ell_0 + a\lambda]^2} \Delta_{\text{Dir}}. \quad (106)$$

The latter is a constant Hamiltonian, whence, by Stone’s theorem, the solution of the Schrödinger equation generated by it is a strongly continuous one-parameter group. An $\epsilon/2$-argument proves that there exists $\tau > 0$ such that

$$\|\Psi_1 - e^{-it\tilde{H}_a^{\lambda, \delta}} \tilde{U}^{\lambda, \delta}(T', 0)\Psi_0\| < \epsilon, \quad (107)$$

which completes the proof. \qed

4.3 Step three: from the auxiliary system to the moving walls setup

Proof of Theorem 2.9. Let $\ell_0, \ell_1 > 0$, $d_0, d_1 \in \mathbb{R}$. We will show that approximate controllability can be achieved with two functions $t \mapsto d(t), \ell(t)$ as given by Eqs. (44)-(45) for some suitable choice of the parameters $\lambda, \delta$, and the control function $t \mapsto f(t)$. The latter must satisfy the following constraints at the final time $T > 0$:

$$\begin{cases}
\lambda f(T) = \Delta \ell; \\
\delta f(T) = \Delta d,
\end{cases} \quad (108)$$

with $\Delta \ell = \ell_1 - \ell_0$ and $\Delta d = d_1 - d_0$. 
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Case (i): $\delta \neq 0$. Without loss of generality we can assume $\lambda = 1$. We will consider two measurable functions $t \mapsto \ell(t), d(t)$ in the form
\[
\ell(t) = \ell_0 + f(t), \quad d(t) = d_0 + \delta f(t),
\]
with $f(t)$ to be determined. For $\Delta \ell \cdot \Delta d \neq 0$ take $\delta = \Delta d / \Delta \ell$, for $\Delta \ell = \Delta d = 0$ take $\delta = 1$. Define $\Psi_0 = W_{\ell_0,d_0} \Phi_0$ and $\Psi_1 = W_{\ell_1,d_1} \Phi_1$, with $W_{\ell,d}$ as defined in Eq. (9). Let $\Phi_1 \in H^1_0(\Omega_{\ell_1,d_1})$; since the transformation $W_{\ell,d}$ preserves the Sobolev spaces, see Eq. (10),
\[
\Phi_1 \in H^1_0(\Omega_{\ell_1,d_1}) \implies \Psi_1 = W_{\ell_1,d_1} \Phi_1 \in H^1_0(\Omega) = H^+.
\]
By Corollary 4.7(i), there exist $T > 0$ and a piecewise linear function $f : [0, T] \to \mathbb{R}$ satisfying
\[
f(0) = 0, \quad f(T) = \Delta \ell, \quad |f(t)| < \ell_0, \quad |\dot{f}(t)| < r \text{ a.e.}
\]
and such that there exists an admissible solution $\tilde{U}^{1,\delta}_f(t,s)$, $t, s \in [0, T]$ of system (\(\Sigma\)) that satisfies
\[
\left\| \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \right\|_+ < \frac{\epsilon^2}{2\|\Psi_1\|_+}.
\]
Consequently,
\[
\left\| \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \right\|^2 = \langle \Psi_1, \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \rangle + \langle -\tilde{U}^{1,\delta}_f(T,0)\Psi_0, \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \rangle
\]
\[
= \langle \Psi_1, \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \rangle + \|\Psi_0\|^2 + \langle \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0, \Psi_1 \rangle - \|\Psi_1\|^2
\]
\[
= 2\Re \langle \Psi_1, \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \rangle
\]
\[
\leq 2\left| \langle \Psi_1, \Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0 \rangle \right|
\]
\[
\leq 2\|\Psi_1\|_+\|\Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0\|_+ < \epsilon^2,
\]
where we have used the properties of the norms $\| \cdot \|_\pm$, cf Remark 3.4.

On the other hand, with this choice of control function, the functions $t \mapsto \ell(t), d(t)$ defined via Eqs. (44)–(45) satisfy, because of Eqs. (109) and (111),
\[
\ell(T) = \ell_1, \quad d(T) = d_1;
\]
Moreover, we can use Corollary 2.7 to obtain an admissible solution $U^{1,\delta}_f(t,s)$ of system (\(\Sigma\)). We have
\[
\tilde{U}^{1,\delta}_f(T,0) = W_{\ell_1,d_1} U^{1,\delta}_f(T,0) W_{\ell_0,d_0}^*.
\]
By the unitarity of $W_{\ell,d}$,
\[
\|\Phi_1 - U^{1,\delta}_f(T,0)\Phi_0\| = \|W_{\ell_1,d_1}(\Phi_1 - U^{1,\delta}_f(T,0)\Phi_0)\| = \|\Psi_1 - \tilde{U}^{1,\delta}_f(T,0)\Psi_0\| < \epsilon.
\]
This inequality has been proven for $\Phi_1 \in H^1_0(\Omega_{\ell_1,d_1})$; since the latter is dense in $L^2(\Omega_{\ell_1,d_1})$, the inequality readily extends to an arbitrary $\Phi_1 \in L^2(\Omega_{\ell_1,d_1})$ via an $\epsilon/2$-argument, thus proving the claim.

Case (ii): $\delta = 0$. In this case we will consider two functions $t \mapsto \ell(t), d(t)$ in the form
\[
\ell(t) = \ell_0 + f(t), \quad d(t) = d_0,
\]
that is, a pure dilation. This entails taking into account a wall motion as in Eqs. (44)–(45) with $\lambda = 1$ and $\delta = 0$. The rest of the proof is identical to the case (i) but using Corollary 4.7(ii) instead.

\[\square\]
5 Conclusions

In this work we have addressed the feasibility of quantum control for a non-relativistic particle confined in a moving box. Our main findings can be summarized in the following way. After preparing the system in any state confined in a box with given length and given position of the center, there always exists a particular motion of the box walls such that the initial state is driven arbitrarily close to any target state of a prescribed final position of the walls of the box, provided that the position of the center during the evolution does not remain constant. If, instead, the center of the box remains fixed during the evolution, the same result is achieved at the additional price of introducing a selection rule: the initial and target state must have the same, definite, parity. A natural continuation of this work is to find explicit solutions for the control problem, in particular, addressing the optimal control problem. Numerical schemes like those presented in [27, 31] are well-suited for this purpose.

As stated in the introduction, a transformation for the problem of rigid translations of the box introduced in [12, 38], different than the one considered here, was used to prove local exact controllability in neighborhoods of the eigenstates. This transformation converts the problem of the Laplace operator in the rigid moving box into a problem of a fixed operator under the action of a time-dependent and uniform electric field. The results in [18] show that this system, which is a bilinear control problem, is approximately controllable with piecewise constant controls. As a straightforward consequence of the stability result, Theorem 3.6, it can be shown that the controls can be chosen to be continuously differentiable and therefore the corresponding solution of the control problem for the rigid moving box is indeed a strongly differentiable solution of the Schrödinger equation. It remains an open problem to see if this regularity of the solutions can also be achieved for the general movement of the box considered here. We will address this problem in the future.

In the recent research [22] it is shown that the Laplace operator on a simply connected domain in $\mathbb{R}^n$ which is varying can be mapped to a situation in which one has a fixed domain and an operator which is time-dependent and of the type of a magnetic Laplacian. This has been also studied with less generality in [2]. We believe that the results presented in this article and in [5, 26] could be used together with these recent descriptions to extend the present results about global approximate controllability of the Schrödinger equation in moving domains to base manifolds of arbitrary dimension, that is, approximate controllability with admissible solutions of the Schrödinger equation, cf. Definition 2.5. These would constitute a great improvement with respect to the current controllability results that were discussed in the introduction.
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