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Abstract—We present a Model Predictive Control (MPC) strategy for unknown input-affine nonlinear dynamical systems. A non-parametric method is used to estimate the nonlinear dynamics from observed data. The estimated nonlinear dynamics are then linearized over time-varying regions of the state space to construct an Affine Time-Varying (ATV) model. Error bounds arising from the estimation and linearization procedure are computed by using sampling techniques. The ATV model and the uncertainty sets are used to design a robust Model Predictive Controller (MPC) which guarantees safety for the unknown system with high probability. A simple nonlinear example demonstrates the effectiveness of the approach where commonly used estimation and linearization methods fail.

I. INTRODUCTION

Learning the underlying dynamics model of a process has been studied extensively in the traditional system identification literature. Such techniques can be roughly classified into linear [1], [2] and nonlinear [3], [4] methods applied to time-variant and time-invariant systems. For a comprehensive review of the topic we refer the reader to [5]. Both methods have been integrated in the MPC framework in which system identification strategies are used to estimate the model dynamics [6]–[8]. For nonlinear systems a linearization step is usually required to efficiently compute the MPC control action. Common approaches include successive system linearization [9], feedback linearization [10] and real-time iteration schemes [11].

Estimation methods are naturally accompanied by statistical uncertainty. Instability and constraint violation can occur if such uncertainty is not taken into account in the control design. For linear systems, one method to account for the discrepancy between the actual and estimated dynamics in the control design, is to incorporate the estimation uncertainty into a robust control framework. The authors in [12], [13] used a linear regression strategy to identify both a nominal model and the disturbance domain to design a robust controller. In adaptive MPC strategies [14]–[16], set-membership approaches are used to identify the set of possible parameters and/or the domain of the uncertainty that characterize the system’s model. Afterwards, robust MPC strategies for additive [17], [18] or parametric [19]–[23] uncertainty are used to guarantee robust recursive constraint satisfaction. Another approach to estimate nonlinear systems is via Gaussian Process Regression (GPR) [7], [24]–[26]. GPR can be used to identify a nominal model and confidence bounds that may be used to tighten the constraint set over the planning horizon.

We consider nonlinear input affine systems subject to bounded additive uncertainty. Our contributions can be outlined as follows. We first provide a method to estimate the unknown nonlinear dynamics. Then we outline a novel method to linearize the nonlinear estimated dynamics around an open loop trajectory obtained from the previous MPC time step. In particular, we use information from the codomain of the estimated dynamics function to obtain linearization regions in the domain that satisfy certain criteria. The benefit, compared to commonly used linearization techniques, is that by linearizing using information from the codomain we can control for the linearization error. Furthermore, the control design that incorporates this technique, is computationally more efficient compared to a piece-wise affine control formulation. We design a robust MPC that accounts for the estimation and linearization errors as well as the uncertainty acting on the system. The controller safely steers the system to the goal set while providing probabilistic guarantees for constraint satisfaction. Finally, we illustrate the advantages of our method using a simple and intuitive demonstration.

The paper is organised as follows. Section II describes the problem formulation. The next section introduces a general MPC formulation with time-varying constraints. In Sections IV and V we present the estimation and linearization techniques respectively. Section VI presents the control algorithm. Finally, Section VII presents a simple illustration that showcases the advantages of our method.

II. PROBLEM FORMULATION

We are interested in controlling a discrete time dynamical system governed by nonlinear dynamics of the following form

\[ x_{t+1} = f(x_t) + Bu_t + w_t, \]

with time index \( t \in \mathbb{Z}_+ \), state vector \( x_t \in \mathcal{X}_t \subseteq \mathbb{R}^n \), control input vector \( u_t \in \mathcal{U}_t \subseteq \mathbb{R}^m \), known control matrix \( B \in \mathbb{R}^{n \times m} \) and bounded uncertainty \( w_t \in \mathcal{W} \subseteq \mathbb{R}^n \). The dynamics function \( f \) is unknown and it is estimated from recorded trajectories. Furthermore, the system is subject to the following state and input constraints

\[ x_t \in \mathcal{X} \text{ and } u_t \in \mathcal{U}. \]

Our goal is to synthesize a control policy \( \pi : \mathcal{X} \rightarrow \mathcal{U} \) which steers the system from a starting state \( x_s \) to the target state-input pair \( (x_f, u_f) \), while satisfying state and input...
Assumption 2. We have access to a data set $D$ consisting of the following states-action tuples gathered from past trajectories of the system

$$ (x^j, x^j_+, u^j) $$

where $x^j_+ = f(x^j) + Bu^j$, for $j = 1, \ldots, M$.

The first assumption is required for the first time step of our algorithm covered in Section [IV]. The second assumption allows us to exploit these trajectories to construct a time-varying approximation of the system dynamics from (1) as will be shown in Sections [IV] and [V]. The dynamics function $f$ is unknown, but we assume that we have access to state measurements.

III. TIME-VARYING MODEL PREDICTIVE CONTROL

This section presents the time-varying model predictive control formulation to synthesize the control policy $\pi$. More specifically, at time $t$ we solve

$$ J^*(x_t, T_t) = \min_{u_{t|t}, \ldots, u_{t+T_t|t}} \sum_{k=t}^{t+T_t-1} h(\hat{x}_{k|t}, u_{k|t}) + Q(\hat{x}_{t+T_t|t}) $$

s.t.

$$ \hat{x}_{k+1|t} = \hat{f}_{k|t}(\hat{x}_{k|t}) + Bu_{k|t} \quad (3a) $$

$$ \hat{x}_{k|t} \in \mathcal{E}_{k|t}^{\alpha}, u_{k|t} \in \mathcal{U}_{k|t} $$

$$ \hat{x}_{t+T_t|t} \in \mathcal{O} \cap \mathcal{E}_{t+T_t|t}^{\alpha} \quad (3d) $$

$$ \forall k = t, \ldots , t + T_t - 1 $$

where the stage cost satisfies $h(x, u) > 0$, $\forall x \in \mathbb{R}^n \setminus \{x_f\}, \forall u \in \mathbb{R}^m \setminus \{u_f\}$ and $h(x_f, u_f) = 0$. In (3), $\hat{x}_{k|t}$ is the predicted state at time $k$ computed at time $t$. $T_t$ denotes the MPC horizon, $Q$ the terminal convex cost function while $x_t$ is the actual state of the system at time $t$.

$\hat{f}_{k|t}$ denotes the time-varying approximation of the nonlinear dynamics in (1) and $\mathcal{E}_{k|t}$ is the set in which this approximation is valid. The sets $\mathcal{E}_{k|t}^{\alpha}$ represent the uncertainty from the estimation errors and model noise for a confidence level $\alpha$. The expression $\mathcal{E}_{k|t}^{\alpha} \subseteq \mathcal{E}_{k|t}$ quantifies how conservative the controller should be in order to complete the task successfully in the presence of the aforementioned uncertainties. This constraint tightening technique is standard in robust MPC [17], [27]. The subsequent sections detail the construction of the sets $\mathcal{E}_{k|t}$ and $\mathcal{E}_{k|t}^{\alpha}$.

The optimal input sequence obtained from problem (3) steers the system from the current state $x_t$ to the goal set $\mathcal{O}$. Given the optimal solution the MPC policy is

$$ u_t = \pi(x_t) = u_{k|t}^* $$

At the next time step $t + 1$, we solve (3) using the new measured state $x_{t+1}$ and the whole process is repeated until the goal set is reached.

In what follows we show how to construct the prediction model $\hat{f}_{k|t}$ from historical data. First, we introduce a nonlinear estimator $\hat{f}$ to identify the system dynamics in (1). Afterwards, we propose a sampling-based linearization strategy to approximate the nonlinear estimator with a linear function. We also compute error bounds and the regions of the state space where the approximation is valid.

IV. NONLINEAR MODEL ESTIMATION

In this section, we present the nonlinear estimation strategy. In particular, we use the stored data set $D$ from Assumption 2 along with non-parametric regression to estimate the nonlinear dynamics function [8], [28]. The estimate $\hat{f}(x_t)$ at point $x_t$ is given by a linear regression of the points $f(x^j)$ on $x^j$, $\forall j$. These points are weighted by a chosen kernel function $K$, which in our case is the Epanechnikov function [29]. The estimated function at a generic state $x_t$ is computed by solving the following problem

$$ \hat{a}(x_t), \hat{A}(x_t) = \arg\min_{\hat{A} \in \mathbb{R}^{n 	imes n}} \sum_{j=1}^{M} ||f(x^j) - a - \hat{A}x^j||_2^2 K(x_t, x^j), $$

where $\hat{A}(x_t)$ denotes the dependence of $\hat{A}$ on the state $x_t$, $\hat{A}x^j$ denotes a matrix vector multiplication and the point estimate $\hat{f}(x_t)$ is given by

$$ \hat{f}(x_t) = \hat{a}(x_t) + \hat{A}(x_t)x_t. $$

In the next section we will be using (5) to obtain point estimates of the dynamics on states belonging to previously computed trajectories. Furthermore, we will be defining regions of the state space where these affine system approximations are valid.

Estimating the model from a finite set of data points introduces statistical uncertainty. We are interested in estimating confidence regions for (6) of the form

$$ \mathbb{P}(\hat{f}(x) \in \mathcal{S}_\alpha(x)) \geq 1 - \alpha, \forall x \in \mathcal{X}, $$

where $\mathcal{S}_\alpha(x)$ denotes the set we expect $\hat{f}(x)$ to lie in with probability $1 - \alpha$. We quantify this uncertainty by calculating percentile confidence intervals using bootstrap samples from $D$ [30]. We denote the lower and upper bound of that set with $\mathcal{S}_{\alpha/2}(x) \in \mathbb{R}^n$ and $\mathcal{S}_{1-\alpha/2}(x) \in \mathbb{R}^n$ respectively. The worst case $n$-ary Cartesian product of uncertainties that occurs within a set $\mathcal{X}$ is denoted with

$$ S_{\mathcal{X}}^{\max} := \min_{x \in \mathcal{X}} \mathcal{S}_{\alpha/2}(x), \max_{x \in \mathcal{X}} \mathcal{S}_{1-\alpha/2}(x), $$

where the min and max are taken component-wise and the dependence of $S_{\mathcal{X}}^{\max}$ on $\alpha$ is omitted for simplicity. After obtaining $\hat{f}$ at $x_t$ using (5) the estimated model of the system is

$$ x_{t+1} = \hat{a}(x_t) + \hat{A}(x_t)x_t + Bu_t,$$
where \( x_t \in \mathcal{X}_t \) and \( u_t \in \mathcal{U}_t \). It should be noted that although \( \hat{f}(x_t) \) from (6) is a nonlinear function in \( x_t \), it is affine for fixed \( \hat{a} \) and \( \hat{A} \).

Up until now we have encountered two sources of uncertainty. The first one is the model noise \( w_t \) and the second is the uncertainty due to the estimation. Before developing the framework that deals with these uncertainties, we need to convert the estimated dynamics function in a format that will allow us to design a robust MPC. The next section outlines a method that adaptively approximates a nonlinear function with a locally affine one.

V. AFFINE TIME-VARYING MODEL APPROXIMATION

When the system model is nonlinear and unknown, the optimal control policy may be approximated after estimating the system dynamics. Common approaches first compute a piecewise affine model estimate which is then used to design a Hybrid MPC. However, these strategies are computationally expensive as the Hybrid MPC is being recast as a Mixed Integer Quadratic Program. An alternative approach to approximate the optimal control policy from (3) is to estimate a nonlinear model and then design a nonlinear MPC problem which is solved using a Real Time Iteration (RTI) scheme or a nonlinear optimization solver.

This section describes a method that locally linearizes the estimated dynamics function. Furthermore, it defines regions where the difference between the linearized and nonlinear estimated dynamics is bounded. This linearization strategy allows us to formulate (3) as a convex optimization problem that can be solved efficiently.

In order to predict \( x_{t+1} \) as accurately as possible our goal is to linearize the estimated function \( \hat{f} \) in a region around \( x_t \). Intuitively, in one dimension, the larger the slope of \( \hat{f} \) is around \( x_t \) the tighter the linearization region around \( x_t \) should be so that deviations from \( x_t \) do not lead to large deviations in \( \hat{f}(x_t) \). To quantify this, we use a linearization technique that incorporates information about the gradient of the estimated dynamics function. Algorithm 1 proposes a technique which samples and gradually expands the domain space around a chosen linearization point until the error, as measured in the codomain, surpasses a specified threshold.

Algorithm 1 determines regions in the domain space for which the linearization of the dynamics is accurate within \( \epsilon_{lin} \) tolerance. Intuitively, we construct the linearization regions by incrementally expanding a grid around the linearization points. This grid can be seen as a hypercube with grid points on its edges. Once the linearization error in one of the grid points becomes greater than the specified threshold we stop expanding the linearization region. Using information from the codomain of the function allows us to linearize in a more informative manner as we are more conservative in regions where dynamics fluctuate significantly.

By devising an adaptive way to linearize the dynamics we managed to approximate the system in a form amenable for robust model predictive control but we also introduced an additional error term. Given our linearization strategy in Algorithm 1 we denote the worst case linearization error within an interval \( \mathcal{X}_{k|t} \) as

\[
L_{\mathcal{X}_{k|t}}^{\text{max}} := [-\epsilon_{lin}, \epsilon_{lin}]^n. \tag{9}
\]

\( L_{\mathcal{X}_{k|t}}^{\text{max}} \) is the n-ary Cartesian power of the worst-case linearization error among the sampling points in the grid.

Having gathered all the individual pieces we are now ready to bound the uncertainty in the estimated dynamics by taking into account the three sources of uncertainty: model noise \( w_t \), estimation uncertainty \( S_{\mathcal{X}_{k|t}}^{\text{max}} \) and linearization error \( L_{\mathcal{X}_{k|t}}^{\text{max}} \).

Remark 1. We underline that it would be possible to guarantee error bounds within the grid, and not just the vertices, by leveraging the Lipschitz properties of the nonlinear estimate.

**Definition 1 (Cumulative Error Sets).** Let \( x^*_{t|t}, \ldots, x^*_{t+T_t|t} \) be a state sequence, \( \mathcal{X}_{k|t} \) the linearization regions and \( \hat{f}_{\mathcal{X}_{k|t}} \) the estimated affine dynamics from Algorithm 1 with \( \hat{x}_{k|t} = x^*_{k|t} \) for \( k = t, \ldots, t+T_t \). \( S_{\mathcal{X}_{k|t}}^{\text{max}} \), the worst case estimation error from (3) and \( L_{\mathcal{X}_{k|t}}^{\text{max}} \) the linearization errors from (9). Consider the feasible input sequence \( [u_t, \ldots, u_{t+T_t-1}] \) and the associated systems

\[
x_{k+1|t} = f(x_{k|t}) + Bu_{k|t} + w_{k|t}, \tag{10a}
\]

\[
\ddot{x}_{k+1|t} = \hat{f}_{\mathcal{X}_{k|t}}(\ddot{x}_{k|t}) + Bu_{k|t}. \tag{10b}
\]

where the true state \( x_{k|t} \) and the nominal state \( \ddot{x}_{k|t} \) are initialized with \( x_{t|t} = \ddot{x}_{t|t} = x^*_{t|t} \). Then we define the cumulative error sets as

\[
\mathcal{E}_{k+1|t}^\alpha = \hat{f}_{\mathcal{X}_{k|t}}(\mathcal{E}_{k|t}^\alpha) \oplus \mathcal{W} \oplus S_{\mathcal{X}_{k|t}}^{\text{max}} \oplus L_{\mathcal{X}_{k|t}}^{\text{max}}, \tag{11}
\]

with \( \mathcal{E}_{t|t}^\alpha = 0 \) and a confidence level \( \alpha \) in (7).
Proposition 1. Let $D$ be a data set from Assumption 2. Assume that a trajectory of length $T_t$ is given at time step $t$, $x_{t|t}, x_{t+1|t}, \ldots, x_{t+T_t|t}$. Let $X_{k|t}$ be the linearization regions from Algorithm 1 using $\bar{x}_{k|t} = x_{k|t}$ for $k = t, t+1, \ldots, t+T_t$ and $E_{k|t}$ the cumulative error sets from Definition 1. If the nominal system (10b) satisfies $\bar{x}_{k|t} \in X_{k|t} \cup E_{k|t}, \forall k = t, t+1, \ldots, t+T_t$, then for the true unknown system (10a) we have that

$$\bar{x}_{k|t} + E_{k|t} \in X_{k|t}, \forall k = t, t+1, \ldots, t+T_t,$$

with probability $(1 - \alpha)^{k-t}$.

Proof: The main idea behind the proof is breaking up the dynamics into a nominal and a noise model in which the latter includes all the uncertainty terms. This strategy is fairly standard in shrinking tube robust MPC strategies [31]. We will prove the proposition by induction. First we decompose the dynamical system $\forall k \in \{t, t+1, \ldots, t+T_t\}$ as follows

$$\bar{x}_{k+1|t} = \bar{f}_{X_{k|t}}(\bar{x}_{k|t}) + Bu_{k|t}, \quad e_{k+1|t} = \bar{f}_{X_{k|t}}(e_{k|t}) + \bar{w}_{k|t}, \quad x_{k+1|t} = \bar{x}_{k+1|t} + e_{k+1|t}$$

with $e_{k+1|t} \in E_{k+1|t}$. Equations (12) and (13) refer to the dynamics of the nominal system and the error terms respectively. In (14) $\bar{w}_{k|t}$ now includes the model estimation uncertainty and the linearization error on top of the system disturbance $w_{k|t}$. For $k = t$

$$e_{t|t} \in E_{t|t}, x_{t|t} = \bar{x}_{t|t} \in X_{t|t}$$

since at time $k = t$ we assume perfect knowledge of the state, $E_{t|t} = \{0\}$. Now we assume that at step $k$

$$e_{k|t} \in E_{k|t}, x_{k|t} = \bar{x}_{k|t} \in X_{k|t}, e_{k+1|t} = \bar{f}_{X_{k|t}}(e_{k|t}) + \bar{w}_{k|t}$$

Then at the next time step $k + 1$ we have that

$$\bar{x}_{k+1|t} = \bar{f}_{X_{k|t}}(\bar{x}_{k|t}) + Bu_{k|t}, \quad e_{k+1|t} = \bar{f}_{X_{k|t}}(e_{k|t}) + \bar{w}_{k|t}$$

where $\bar{w}_{k|t} \in \{w + s + \ell|w \in W, s \in S_{X_{k|t}}, \ell \in L_{X_{k|t}}\}$. More concisely using Minkowski sums we have that $e_{k+1|t} \in \bar{f}_{X_{k|t}}(E_{k|t}) \cup W \cup S_{X_{k|t}} \cup L_{X_{k|t}} = E_{k+1|t}$. By assumption we know that $\bar{x}_{k+1|t} \in X_{k+1|t} \cup E_{k+1|t}$ and using (14) we obtain that $x_{k+1|t} = \bar{x}_{k+1|t} + e_{k+1|t} \in X_{k+1|t}$. Therefore, by induction, we have that

$$\bar{x}_{k+1|t} = \bar{f}_{X_{k|t}}(\bar{x}_{k|t}) + Bu_{k|t}, \forall k \in \{t, t+1, \ldots, t+T_t\}$$

$$e_{k+1|t} = \bar{f}_{X_{k|t}}(e_{k|t}) + \bar{w}_{k|t}, \forall k \in \{t, t+1, \ldots, t+T_t\}$$

The above is true for a confidence level $\alpha = 0$. However, in reality $s_{k|t} \in S_{X_{k|t}}^{\max}$ for $k = t, t+1, \ldots, t+T_t$. w.p. 1 $- \alpha$ for some $\alpha > 0$. At each time step $k = t, t+1, \ldots, t+T_t$ we know that $s_{k|t} \in S_{X_{k|t}}^{\max}$, w.p. 1 $- \alpha$. Hence for an arbitrary $k \in \{t, t+1, \ldots, t+T_t\}$ in order for $x_{k|t} \in \bar{x}_{k|t} + E_{k|t} \in X_{k|t}$ to hold we require that $s_{k|t} \in S_{X_{k|t}}^{\max}$, $\forall k = 1, \ldots, k$ which happens w.p. $(1 - \alpha)^{k-t}$.

The sections so far quantified the uncertainty that arises due to model noise, estimation and linearization in a probabilistic manner. We believe this is a realistic strategy for identification of smooth nonlinear dynamical systems. In the next Section VI we leverage such identification strategy to safely control an underlying unknown system.

VI. MODEL PREDICTIVE CONTROL DESIGN

In this section we describe the proposed control strategy which guarantees safety with a desired probability. The control action is computed with Algorithm 2 that takes as inputs the current state $x_t$, the prediction horizon $T_t$ and the predicted trajectory at the previous time step. First, we use the predicted trajectory to initialize a candidate solution for Problem 3 (line 2). Afterwards, in line 3 we compute the affine approximated dynamics $\hat{f}_{X_{k|t}}$, the linearization regions $X_{k|t}$ and cumulative error sets $E_{k|t}$ using the strategies from the previous sections. Finally, we solve the finite time optimal control problem using the approximated dynamics. Notice that Problem 3 may not be recursively feasible and therefore we leverage a shrinking horizon methodology using Assumption 1. As we will discuss in Theorem 1 this strategy allows us to guarantee safety of Algorithm 2 in closed-loop with the unknown uncertain system (1) with high probability.

Algorithm 2: Proposed Strategy

1. Given $x_t, T_t$, optimal trajectory at the previous time step $\bar{x}_{k-1|t}, k = t, t+1, \ldots, t+T_t$
2. Set linearization states $x_{k|t} = x_{k|t-1}, k = t, t+1, \ldots, t+T_t - 1$
3. Compute $\hat{f}_{X_{k|t}}, X_{k|t}$ using Algorithm 1 and $E_{k|t}$ using Definition 1
4. if $J^*_t(x_t, T_t)$ feasible then
5. Set $T_{t+1} = T_t$
6. Let $u^*_t, \ldots, u^*_{t+T_t - 2}$ be argmin $J^*_t(x_t, T_t)$
7. else
8. Set $E_{k|t} = E_{k-1|t}^{\alpha}, k = t, t+1, \ldots, t+T_t - 1$
9. Solve $J^*_t(x_t, T_t - 1)$
10. Set $T_{t+1} = T_t - 1$
11. Let $u^*_t, \ldots, u^*_{t+T_t - 2}$ be argmin $J^*_t(x_t, T_t - 1)$
12. end
13. Return $u^*_{t+1}, k = t, t+1, \ldots, t+T_t - 1$

It is important to clarify why in our proposed algorithm we used the predicted trajectory of the MPC at the previous time step to obtain a linearization trajectory $\hat{x}_{k|t}$ (line 2). We use the fact that in MPC at each time step $t$ we obtain an open loop trajectory from the solution of (3). Along with this trajectory we also obtain the corresponding input sequence that achieves it. Let $x_t = \bar{x}_{t|t}$ be the current state. After applying the MPC control input $u_t$ as obtained from Algorithm 2, system (1) will propagate to state $x_{t+1} = f(x_t) + Bu_t + w_t$.
at the next time step. Then by solving (3) again, with the only difference being that the new starting state is $\bar{x}_{t+1|t+1} = x_{t+1}$, we would naturally expect the points of the new loop trajectory to lie close to their corresponding points from the previous trajectory. More specifically, we expect the euclidean distance between $\bar{x}_{t+1|t}$, $\bar{x}_{t+2|t}$, ..., $\bar{x}_{t+T|t}$ and $\bar{x}_{t+1|t+1}$, $\bar{x}_{t+2|t+1}$, ..., $\bar{x}_{t+T|t+1}$ to be small. This allows us to use the previously computed trajectory as the trajectory around which we linearize our estimated dynamics, needed for the MPC at the next time step.

A. Properties

In this section, we show that the proposed controller is feasible for all $t \in \{0, \ldots, N\}$ with probability $(1 - \alpha)^N$. In particular, we leverage Proposition 1 to show that with probability $(1 - \alpha)^N$ Algorithm 2 successfully returns a feasible sequence of input actions at all time instances.

**Theorem 1.** Consider the policy $\pi$ in closed-loop with system $\bar{X}_0$. Let Assumptions 1-2 hold and $N$ be the duration of the task. Then the closed-loop system (1) and (4) satisfies state and input constraints with probability $(1 - \alpha)^N$ at all times $t \in \{0, \ldots, N\}$.

**Proof:** As in standard MPC theory we proceed by induction [32]. Assume that at time $t$ a finite time optimal control problem solved by Algorithm 2 is feasible and let

$$[u^*_t|t, \ldots, u^*_{t+T-1|t}], \bar{x}^*_t|t, \ldots, \bar{x}^*_{t+T|t}]$$

be the optimal input and state sequence. Notice, that if

$$x_{t+1} - \bar{x}^*_{t+1|t} \in E_1|t,$$

then at the next time step $t+1$, we have that the shifted state and input sequences

$$[u^*_{t+1|t}, \ldots, u^*_{t+T-1|t}], \bar{x}^*_{t+1|t}, \ldots, \bar{x}^*_{t+T|t}]$$

are feasible for problem (3) with prediction horizon $T_t - 1$ and for $E_k|t+1 = E_k|t$, $X_k|t+1 = X_k|t$ and $\hat{f}X_k|t+1 = \hat{f}X_k|t$, $\forall k \in \{t, \ldots, T_t - 1\}$. From Proposition 1 we have that (22) holds with probability $1 - \alpha$, therefore problem $J^*_t(x_{t+1}, T_t - 1)$ from Algorithm 2 is feasible with probability $1 - \alpha$. At time $t + 1$ Algorithm 2 returns a feasible sequence of input actions with probability $1 - \alpha$.

Concluding, we have shown that if at time $t$ Algorithm 2 returns a feasible sequence of inputs, then at time $t + 1$ Algorithm 2 is feasible with probability $1 - \alpha$. By assumption we have that at time $t = 0$ Problem (3) is feasible for $T_0 = T$. Therefore, we conclude by induction that for a control task of length $N$, Algorithm 2 is feasible and are satisfied for all $t \in \{0, N\}$ with probability $(1 - \alpha)^N$.

VII. RESULTS

This section compares our method to three commonly used approaches to control nonlinear systems.

- The first one is an unconstrained MPC that uses locally linear approximations of the dynamics around the linearization trajectory (obtained as explained in Section V) without imposing any further tightening constraints, i.e., without constraint (3) in (3).
- The second one is a linear MPC where the system dynamics are estimated with a linear model around the current state $x_t$ throughout the domain.
- Finally, we compare our strategy with a naive method that linearizes the dynamics around a linearization trajectory but determines a priori the size of the regions in which the linearization is valid. More specifically, lines 8-16 in Algorithm 2 are no longer needed. The regions $X_k|t$ now have the form

$$X_k|t = \{x | ||x - x^*_{k|t}||_2 \leq tol\},$$

for some user specified tolerance level $tol$.

The simplicity of our example gives us visual insights on why the suggested constraint tightening technique is vital to successfully control the system. First we assume that the true underlying dynamics of the system have the following form $x_{t+1} = \sqrt{x_t} + u_t + w_t$, with $x_t \in \mathbb{R}, u_t \in \mathbb{R}$ and $w_t \sim \mathcal{N}(0, \sigma^2, \tau)$. We use $\psi$ to denote a truncated at $\pm \tau$ normal distribution. The distribution has mean $\mu = 0$, standard deviation $\sigma = 0.2$ and $\tau = 0.05$ which in our example correspond to approximately 5% uncertainty in the dynamics. Given an initial data set $D$ of size approximately $M \approx 200$ we estimate $\hat{f}$ using non-parametric regression with Epanechnikov kernels. The true function $f$ along with the estimated $\hat{f}$ can be seen in Figure 4.

We are interested in driving the system to a terminal state $x_f \in \mathcal{O}$ starting from an initial state $x_s$. At each time step $t$ the MPC is designed with stage and terminal costs

$$h(x_k|t, u_k|t) = (x_k|t - x_f)^T Q (x_k|t - x_f) + u_k|t^T R u_k|t$$

and

$$Q(x_{t+T_t}|t) = (x_{t+T_t|t} - x_f)^T Q (x_{t+T_t|t} - x_f)$$

respectively. Furthermore, we set $x_0 = 4$, $x_f = -1.0$, $Q = \{x | ||x - x_f|| \leq 0.1\}$, $T_0 = 6$, $Q = 1$, $R = 100$, $\alpha = 0.05$ and the duration of the task $N = 8$. Note that $x_f$ is an equilibrium point for $u_f = 0$. Algorithm 2 requires the trajectory of the previous time step which in the first step is not available.

To overcome this in the first time step we use $T_0$ equally spaced points between $x_s$ and $x_f$ around which we perform the linearization.
We also compare our strategy to the naive MPC which does not utilize the cumulative error sets for constraint tightening, i.e., $E_{k|t}^\alpha = \emptyset$ in (3c). Furthermore, in this naive method we compute the linearization regions $X_{k|t}$ for $k = t, \ldots, t + T_t - 1$ using (24) with $tol$ taking values in $[0, 1]$ with 0.1 increments. We observe that for values of tolerance greater than 0.2 this method fails while for values smaller than 0.2 it succeeds. In the successful experiments however, the cumulative cost of the controller is more than four times higher compared to the cost incurred by our method. Intuitively, when the tolerance level is large, the naive MPC fails as it resembles the unconstrained MPC. On the other hand for small tolerance levels the controller is very conservative, leading to successful completion of the task but at a higher cost.

VIII. CONCLUSION

In conclusion, our work merges elements from machine learning, model linearization and robust control theory to construct a control policy that safely controls a system with probabilistic guarantees. Our method incorporates the model estimation uncertainty and the model linearization error in the formulation mitigating the effects of modeling mismatch and consistently outperforming the other two methods.
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