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Abstract

We study the asymptotic behavior for nonlocal diffusion equations

\[ \partial_t u = J u - \chi_0 u \]

in \( \mathbb{R}^n \times (0, \infty) \) and obtain a sufficient condition so that solutions of the Cauchy problem decay in time at the rate of a regular varying function. In the sufficient condition, a sharp bound of certain forms is required for the \( k \)-fold iterations \( J^k u_0 \) or the kernels \( J_k \). We prove the desired decay rate by analyzing the asymptotic behavior of a regular varying modified exponential series. Then we verify that the sufficient condition is true for most of the known radially symmetric kernels, and for some more general kernels, using the sharp Young’s convolution inequality and a Fourier splitting argument. Classical results on the decay of solutions for these nonlocal diffusion equations are re-established and generalized. Finally, using our framework, we can exhibit a kernel having a prescribed regular varying decay solutions for a wide class of regular varying functions.
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1. Introduction

In this work, we give a sufficient condition for solutions of the nonlocal equation

\[ \partial_t u = \int_{\mathbb{R}^n} J(x, y)u(y, t) dy - \chi_0 u(x, t) \quad (x, t) \in \mathbb{R}^n \times (0, \infty), \tag{1.1} \]

to decay in time at the rate of a regular varying function. Here \( J = J(x, y) \) is a given function, not necessarily radially symmetric, and \( \chi > 0 \) is a constant. The nonlocal equations of this form have been used to model and study many phenomena such as diffusion, image enhancement \[14\], phase transition \[3\], dispersal of a species by a long-range effects \[13\], etc. See also \[2\] and the reference therein.

In the first step of our investigation, we express the solution of (1.1) as a power series in time involving the \( k \)-folds iterations

\[ J^k = J \circ \cdots \circ J \quad (k \text{ terms of } J), \]

acting on the initial condition \( u_0 = u|_{t=0}, \)

where \( J \) is the integral operator

\[ J u_0(x) = \int_{\mathbb{R}^n} J(x, y)u_0(y) dy. \]

Indeed, we have the representation formula for solution of (1.1) as

\[ u(t) = e^{-\chi_0 t} u_0 + e^{-\chi_0 t} \sum_{k=1}^{\infty} \frac{t^k}{k!} J^k u_0. \]
Then we turn the investigation into bounding norms of $J_k$, the kernels of the operators $J^k$, or norms of the functions $J^k u_0$. To the author’s knowledge, there have been no studies of nonlocal equations in this direction, where the asymptotic behavior of solutions is derived directly from the asymptotic behavior of $J_k$ or of $J^k u_0$ as $k \to \infty$. (Although, the closest one is [7], where compact support and Gaussian $J$ are considered.) The benefit of taking this approach is that the results can be applied to nonlocal equations with real- or complex-valued kernels. This is in contrast with many works on asymptotic behavior of nonlocal equations that rely heavily on the positivity of the kernel. In fact, the positivity enables the application of comparison and barrier arguments. Another possible benefit of this approach is that it could lead to the study of non-symmetric nonlocal equations.

At an abstract level, we can prove the following general result. Assume that all $J_k$ or all $J^k u_0$ lie in a Banach space $X$ with norm $\| \cdot \|$, and an estimate of the form

\[ \|J_k\| \leq R_k \quad \text{or} \quad \|J^k u_0\| \leq R_k \quad (1.2) \]

respectively, holds for all $k$ sufficiently large, where

\[ R_k = R(k) = k^{\beta} L(k) \quad (\beta \in \mathbb{R}) \]

is a regular varying function. Then we are able to prove that the solution of (1.1) satisfies the asymptotic behavior

\[ \|u(t)\| \lesssim t^{\beta} L(t) \quad \text{as} \quad t \to \infty \]

in some suitable Banach space $Y$. This abstract result is valid for integral operators which can be either symmetric or non-symmetric, real-valued, or complex-valued. We obtained the preceding result by establishing the asymptotic behavior of the exponential type power series

\[ \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} R_k \asymp R(\alpha t)e^{\alpha t} \quad \text{as} \quad t \to \infty. \]

Having the above abstract result, we are now facing a new challenging question. For a given kernel $J$, how do we get an inequality of the form (1.2)? In this work we pursue this question for radially symmetric kernels, i.e. $J = J(x - y)$. Note that in this case the $k$-fold product kernel function is

\[ J_k = J \ast \cdots \ast J, \quad \text{the} \quad (k - 1)\text{-times convolution}. \]

The Banach spaces $X, Y$ are $L^p(\mathbb{R}^n)$, where $1 \leq p \leq \infty$. Note that the usual Young’s convolution inequality is not enough to get “good bounds $R_k$” for $\|J_k\|_{L^p}$ or $\|J^k u_0\|_{L^p}$, in the sense that the resulting power series for the solution does not exhibit a power decay in time, especially when $\chi_0 = \|J\|_{L^1}$. Therefore some more sophisticated tools have to be employed.

The simplest convolution integral operators considered in this work are those having kernels possessing a higher integrability: $J \in L^1(\mathbb{R}^n) \cap L_r(\mathbb{R}^n)$ for some $r > 1$. Such operators or kernels include

1. Continuous function with compact support,
2. $(1 - \triangle)^{-1}$ (the Bessel potential operator),
3. $(\lambda - \mathcal{L})^{-1}$, where $\lambda > 0$ and $\mathcal{L}$ is an elliptic operator,
4. weakly singular operator, etc.

For these kernels, we employ the sharp Young’s convolution inequality to show that

\[ \|J_k\|_{L^\infty} \lesssim k^{-n/2} \quad \forall k \text{ large} \]

The sharp constant in the sharp Young’s (or Brascamp-Lieb) inequality played a crucial role in getting this asymptotic bound. After establishing this fundamental result, we can apply the abstract result from
the previous paragraph to get the asymptotic behavior of solutions of (1.1) when \( u_0 \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \). For the initial condition \( u_0 \in L^1(\mathbb{R}^n) \), the proof of our result directly give a refined asymptotic behavior generalizing partly the corresponding result in [15].

Next, we turn our study to the stable laws. For simplicity, we put \( \chi_0 = \|J\|_{L^1} = 1 \) in (1.1) and \( J \geq 0 \). We assume in this case that the kernel has the expansion in the Fourier variables as

\[
\hat{J}(\xi) = 1 - A|\xi|^\sigma(\ln(1/|\xi|))^\mu + o(|\xi|^\sigma(\ln(1/|\xi|))^\mu) \quad \text{as } |\xi| \to 0.
\]

In the special case that \( \mu = 0 \) or \( \mu = 1 \), the result we obtained are classical results in [10]. So we have generalized the results to all real number \( \mu \).

For stable laws with \( 0 < \sigma < 2 \), the kernels possess no higher integrability: \( \|J\|_{L^r} = \infty \) for all \( r > 1 \) (see [12]). This means we cannot apply the results from the previous case. To compensate this difficulty, we analyze the functions \( J^k u_0 \) instead of the kernels \( J_k \). As in [10], an integrability assumption on \( u_0 \) and its Fourier transform \( \hat{u}_0 \) have to be made. Now thanks to the radial symmetry of \( J \), we get that

\[
\hat{J}_k(\xi) = \hat{J}(\xi)^k \quad \forall k \in \mathbb{N}.
\]

Then employing a Fourier splitting of argument on the frequency domain \( \mathbb{R}^n \), we can prove a bound for

\[
\|J_k u_0\|_{L^\infty} \lesssim (k \ln k)^{-n/\sigma} \quad \text{as } t \to \infty,
\]

and then the asymptotic behavior of solutions of (1.1) follows directly from the abstract result.

Finally, we extend the work to arbitrary slowly varying function \( L : (0, \infty) \to (0, \infty) \) and arbitrary \( \beta > 0 \). Under an assumption on \( L \), we exhibit a kernel \( J \) such that the solutions to (1.1) satisfy

\[
\|u(t)\|_{L^p} \lesssim (tL(t))^{-\beta} \quad \text{as } t \to \infty.
\]

2. Preliminaries

a. Notation, basic fact, and convention

Let \( \Gamma(s) = \int_0^\infty e^{-\tau} \tau^{s-1} d\tau \) be the Gamma function and

\[
\mathcal{F}\{f\}(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}^n} f(x)e^{-ix \cdot \xi} dx
\]

the Fourier transform of \( f \). We denote

\[
a_k \sim b_k \quad \text{as } k \to \infty \quad \iff \quad \lim_{k \to \infty} \frac{a_k}{b_k} = 1
\]

\[
f(t) \sim g(t) \quad \text{as } t \to \infty \quad \iff \quad \lim_{t \to \infty} \frac{f(t)}{g(t)} = 1.
\]

We shall often use the fact that if two sequences \( \{a_k\}, \{b_k\} \) satisfy \( a_k \sim b_k \) as \( k \to \infty \) and \( b_k \neq 0 \) for all \( k \) large, then there is a constant \( C > 0 \) such that

\[
\frac{1}{C} b_k \leq a_k \leq C b_k \quad \forall k \geq k_0.
\]

If two functions \( f(t) \sim g(t) \) as \( t \to \infty \) and \( g(t) \neq 0 \) for all \( t \) large, then there is a constant \( C > 0 \) such that

\[
\frac{1}{C} g(t) \leq f(t) \leq C g(t) \quad \forall t \geq t_0,
\]
i.e. \( f(t) \equiv g(t) \) as \( t \to \infty \).

Throughout this work \( J = J(x, y) \) is a function defined for \( (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \), \( J \) may be complex-valued, and let \( \mathcal{J} \) be the integral operator with kernel \( J \), that is

\[
\mathcal{J} u := \int_{\mathbb{R}^n} J(x,y)u(y)dy.
\]

For each positive integer \( k \), the \( k \)-fold product \( \mathcal{J}^k = \mathcal{J} \circ \cdots \circ \mathcal{J} \) \((k \text{ terms of } \mathcal{J})\) is the integral operator whose kernel \( J_k = J_k(x,y) \) is given by

\[
J_k(x,y) = \int_{(\mathbb{R}^n)^{k-1}} J(x,y_1)J(y_1,y_2)\cdots J(y_{k-1},y)dy_1\cdots dy_k.
\]

Thus

\[
\mathcal{J}^k u(x) = \int_{\mathbb{R}^n} J_k(x, y)u(y)dy
= \int_{(\mathbb{R}^n)^k} J(x,y_1)J(y_1,y_2)\cdots J(y_{k-1},y)u(y)dydy_1\cdots dy_k.
\]

Note that, if the kernel is radially symmetric, i.e. \( J(x,y) = J(x-y) \), then the corresponding kernel \( J_k \) takes the form

\[
J_k(x) = \int_{(\mathbb{R}^n)^{k-1}} J(x-y_1)J(y_1-y_2)\cdots J(y_{k-1})dy_1\cdots dy_k,
\]

from which it can be easily seen (via a simple change of variables) that \( J_k \) is also radially symmetric. For a symmetric kernel \( J \), its \( k \)-fold product kernels are known as the convolution \( J_k = J \ast \cdots \ast J \).

**b. Representation formula of solutions**

Next, we find a representation formula for solutions of Eqn. [1]. We employ the canonical transformation

\[ v = e^{\lambda t} u, \]

so that the equation becomes

\[ v(t) = u_0 + \int_0^t \mathcal{J} v(\tau) d\tau \quad (t \geq 0). \]

Formally performing the Picard iteration, it follows that \( v \) should satisfy

\[
v(t) = u_0 + \int_0^t \mathcal{J} \left( u_0 + \int_0^{\tau_1} \mathcal{J} v(\tau_2) d\tau_2 \right) d\tau_1
= u_0 + t \mathcal{J} u_0 + \int_0^t \int_0^{\tau_1} \mathcal{J}^2 v(\tau_2) d\tau_2 d\tau_1,
\]

\[
v(t) = u_0 + \int_0^t \mathcal{J} \left( u_0 + \tau_1 \mathcal{J} u_0 + \int_0^{\tau_1} \int_0^{\tau_2} \mathcal{J}^2 v(\tau_3) d\tau_3 d\tau_2 \right) d\tau_1
= u_0 + t \mathcal{J} u_0 + \frac{t^2}{2} \mathcal{J}^2 u_0 + \int_0^t \int_0^{\tau_1} \int_0^{\tau_2} \mathcal{J}^3 v(\tau_3) d\tau_3 d\tau_2 d\tau_1,
\]

\[
v(t) = u_0 + t \mathcal{J} u_0 + \cdots + \frac{t^k}{k!} \mathcal{J}^k u_0 + \int_0^t \int_0^{\tau_1} \cdots \int_0^{\tau_k} \mathcal{J}^{k+1} v(\tau_{k+1}) d\tau_{k+1} \cdots d\tau_1, \quad k \in \mathbb{N}.
\]

Hence if \( \mathcal{J}^{k+1} u_0 \) decays sufficiently fast as \( k \to \infty \), we can conclude that \( v \) must have the form

\[ v(t) = u_0 + t \mathcal{J} u_0 + \cdots + \frac{t^k}{k!} \mathcal{J}^k u_0 + \cdots . \]

Inverting back the above consideration, we now set the following definition.
Definition 1. By a solution to the nonlocal equation with a given initial value \( u_0 \), we mean the function
\[
u(t) = G(t)u_0 := e^{-\chi_0 t} \sum_{k=0}^{\infty} \frac{t^k}{k!} J^k u_0.
\]
The operator \( G(t) \) is the Green operator for whose kernel \( G(x, y, t) \) is given by
\[
G(x, y, t) = e^{-\chi_0 t} \sum_{k=0}^{\infty} \frac{t^k}{k!} J_k(x, y),
\]
where each \( J_k \) is the kernel of \( J^k \).

The following result is directly followed from the definition.

Lemma 1. If \( J \) is a radially symmetric \( L^1 \) function, then \( J_k \in L^1(\mathbb{R}^n) \) for all \( k \in \mathbb{N} \) and
\[
\|J_k\|_{L^1} \leq \|J\|^k_{L^1}.
\]
Moreover, if \( u_0 \in L^\infty(\mathbb{R}^n) \) then
\[
\|G(t)u_0\|_{L^1} \leq e^{-(\chi_0 - \|J\|_{L^1})t}\|u_0\|_{L^\infty}.
\]

Proof. We have
\[
\|J_k\|_{L^1} = \int_{\mathbb{R}^n} \left| \int_{(\mathbb{R}^n)^{k-1}} J(x - y_1)J(y_1 - y_2) \cdots J(y_{k-1})dy_{k-1} \cdots dy_1 \right| dx
\]
\[
\leq \int_{(\mathbb{R}^n)^k} |J(x - y_1)||J(y_1 - y_2)| \cdots |J(y_{k-1})| dxdy_1 \cdots dy_{k-1} = \|J\|^k_{L^1}.
\]

For the second assertion, we use Young’s inequality to get
\[
\|G(t)u_0\|_{L^1} \leq e^{-(\chi_0 - \|J\|_{L^1})t}\|u_0\|_{L^\infty} = e^{-(\chi_0 - \|J\|_{L^1})t}\|u_0\|_{L^1}.
\]

\[\square\]

\textit{c. Some tools from Analysis}

We will need the following facts in our study of exponential type series whose coefficients are modified by a regular varying sequence.

Lemma 2 (20). Let \( \alpha, \beta \in \mathbb{R} \). Then the ratio of Gamma functions has the asymptotic expansion
\[
\frac{\Gamma(s + \alpha)}{\Gamma(s + \beta)} = s^{\alpha - \beta} \left( 1 + \frac{(\alpha - \beta)(\alpha + \beta - 1)}{2s} + O(s^{-2}) \right) \quad \text{as} \quad s \to \infty.
\]
In particular, we have
\[
\frac{\Gamma(s + \alpha)}{\Gamma(s + \beta)} \leq Cs^{\alpha - \beta} \quad \text{as} \quad s \to \infty.
\]

Lemma 3 (41). For \( a, b \in \mathbb{R} \) with \(-b \notin \mathbb{R} \cup \{0\}\), Kummer’s confluent hypergeometric function of the first kind is defined by
\[
M(a, b, s) := \sum_{k=0}^{\infty} \frac{(a)_k s^k}{(b)_k k!}.
\]
where \((a)_k = a(a + 1) \cdots (a + k - 1)\) is the Pochhammer symbol. If \( b > a > 0 \) then
\[
M(a, b, s) \sim \frac{\Gamma(b)}{\Gamma(a)} s^{a-b} e^s \quad \text{as} \quad s \to \infty.
\]
Next, we recall the notion of regular varying functions.

**Definition 2.** A measurable function $R : [N_0, \infty) \to (0, \infty)$, where $N_0 > 0$, is called regular varying with index $\beta \in \mathbb{R}$ if it satisfies
\[
\lim_{s \to \infty} \frac{R(\lambda s)}{R(s)} = \lambda^\beta \quad \text{for all} \quad \lambda > 0.
\]

A slowly varying function $L$ is a regular varying function with index $\beta = 0$, or, it is characterized by
\[
\lim_{s \to \infty} \frac{L(\lambda s)}{L(s)} = 1 \quad \text{for all} \quad \lambda > 0.
\]

It is a fact that $R$ is regular varying function with index $\beta$ if and only if it can be expressed as $R(s) = s^\beta L(s)$, where $L$ is slowly varying. For further properties see [6].

We also need the following crucial lemma.

**Lemma 4 ([17], [6])**. If $L$ is a slowly varying function and $\varepsilon > 0$ then
\[
\sup_{\tau \leq s} \tau^\varepsilon L(\tau) \sim s^\varepsilon L(s),
\]
\[
\sup_{s \geq \tau} \tau^{-\varepsilon} L(\tau) \sim s^{-\varepsilon} L(s),
\]
as $s \to \infty$. Here $f(s) \sim g(s)$ as $s \to \infty$ means $\lim_{s \to \infty} f(s)/g(s) = 1$.

**Lemma 5.** If $L$ is a slowly varying function and $\varepsilon > 0$ then
\[
\inf_{\tau \leq s} \tau^{-\varepsilon} L(\tau) \sim s^{-\varepsilon} L(s),
\]
\[
\inf_{\tau \geq s} \tau^{\varepsilon} L(\tau) \sim s^{\varepsilon} L(s),
\]
as $s \to \infty$.

**Proof.** Observe that if $L$ is slowly varying then so is $K = 1/L$. We have
\[
\inf_{\tau \leq s} \tau^{-\varepsilon} L(\tau) = \frac{1}{\sup_{\tau \leq s} \tau^{\varepsilon} K(\tau)} \sim \frac{1}{s^{\varepsilon} K(s)} = s^{-\varepsilon} L(s) \quad (s \to \infty),
\]
which proves the first assertion. The second one follows by the same argument. □

Finally, for a radially symmetric kernel $J$, in order to get the $L^\infty$ bound for $k$-fold convolution kernels $J_k$ we shall need the following important result.

**Lemma 6 (Brascamp-Lieb inequality [8], [19]).** Let $p_1, \ldots, p_k, r \in [1, \infty]$ ($k \geq 2$) be such that
\[
\frac{1}{p_1} + \cdots + \frac{1}{p_k} = k - 1 + \frac{1}{r}.
\]

Then
\[
\|f_1 * \cdots * f_k\|_{L^r} \leq \left( \prod_{j=1}^{k} C_{p_j} \right)^{\frac{1}{r}} \|f_1\|_{L^{p_1}} \cdots \|f_k\|_{L^{p_k}}
\]
for all $f_1 \in L^{p_1}(\mathbb{R}^n), \ldots, f_k \in L^{p_k}(\mathbb{R}^n)$, where $C_p$ for each $1 \leq p \leq \infty$ is defined by
\[
C_p = \left( \frac{p^{1/p}}{q^{1/q}} \right)^{1/2}, \quad \frac{1}{p} + \frac{1}{q} = 1.
\]
3. Nonlocal equations with regular varying decay solutions

Our first main result is a bound for an exponential type series

\[ \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} R_k \quad \text{when} \quad R_k = k^\beta, \]  

(3.1)

where \( \beta \in \mathbb{R} \). Although the result is true for all real number \( \beta \), the most important case in our study of nonlocal equations is when \( \beta < 0 \).

**Theorem 1.** Let \( N \in \mathbb{N} \) and \( \alpha > 0, \beta \in \mathbb{R} \) be constants. Then there are \( C = C(N, \beta, \alpha) > 0 \) and \( t_0 > 0 \) such that

\[ \frac{1}{C}(\alpha t)^\beta e^{\alpha t} \leq \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} k^\beta \leq C(\alpha t)^\beta e^{\alpha t} \quad \forall \ t \geq t_0. \]  

(3.2)

In particular,

\[ \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} k^\beta \approx (\alpha t)^\beta e^{\alpha t} \quad \text{as} \quad t \to \infty. \]

**Proof.** First we prove the upper bound. By splitting the series into the sums over \( N \leq k < N_0 \) and that over \( k \geq N_0 \), where \( N_0 > \beta \) is fixed, and noting that the first sum obviously satisfies \( \lesssim (\alpha t)^\beta e^{\alpha t} \), it suffices to prove the desired upper estimate under the assumption that \( N > \beta \).

Replacing \( k \to k + N \), we rewrite the series as

\[ \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} k^\beta = (\alpha t)^N \sum_{k=0}^{\infty} \frac{k!}{(k+N)!} (\alpha t)^k. \]

**Claim 1.** There is a constant \( C_1 = C_1(N, \beta) > 0 \) such that

\[ (k+N)! (k+N)^{-\beta} \geq C_1 \prod_{l=1}^{k} (l+N-\beta) \quad \forall \ k \geq 0. \]

**Proof.** The desired estimate is equivalent to that

\[ (k+N)^{-\beta} \geq C_2 \frac{\Gamma(k+N-\beta+1)}{\Gamma(k+N+1)}. \]

where \( C_2 := C_1/\Gamma(N-\beta+1) \), for some constant \( C_2 \). By the work of Tricomi and Erdélyi on asymptotic ratio of Gamma functions (Lemma2) we have

\[ \frac{\Gamma(k+N-\beta+1)}{\Gamma(k+N+1)} \sim (k+N)^{-\beta} \quad \text{as} \quad k \to \infty, \]

so there is a constant \( C_3 = C_3(N, \beta) > 0 \) such that

\[ \frac{\Gamma(k+N-\beta+1)}{\Gamma(k+N+1)} \leq C_3(k+N)^{-\beta} \quad \forall \ k \geq 0. \]

Taking \( C_2 = 1/C_3 \), thus there is such a constant \( C_2 \) as claimed. \( \square \)
According to the claim, we now have

\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} \sim (\alpha t)^N \sum_{k=0}^{\infty} \frac{k!}{(k+N)!} \frac{(\alpha t)^k}{k!} \leq C_{N,\beta}(\alpha t)^N \sum_{k=0}^{\infty} \frac{1}{(1+N-\beta)(2+N-\beta)\cdots(k+N-\beta)} \frac{(\alpha t)^k}{k!} \equiv C_{N,\beta}(\alpha t)^N \sum_{k=0}^{\infty} \frac{1}{(1+N-\beta)} \frac{(\alpha t)^k}{k!},
\]

where \((a)_k := a(a+1)\cdots(a+k-1)\) denotes the Pochhammer symbol.

The last series on the right hand side above takes the form of Kummer’s confluent hypergeometric function of the first kind (Lemma 3). As \(t \to \infty\), we have that

\[
\sum_{k=0}^{\infty} \frac{1}{(1+N-\beta)} \frac{(\alpha t)^k}{k!} = \Gamma(1+N-\beta) \Gamma(1) (\alpha t)^{-N} e^{\alpha t}.
\]

So we can choose \(t_0 > 0\) such that

\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} \leq C_{N,\beta,\alpha} (\alpha t)^N e^{\alpha t} = (\alpha t)^\beta e^{\alpha t} \text{ for all } t \geq t_0,
\]

which implies the desired upper estimate.

Next we prove the lower estimate of (3.2). We can consider \(t \geq 1\). Also, to derive the lower bound, we can take \(N > \beta\). According to the prove of the claim above, there is a constant \(\tilde{C}_1 = \tilde{C}_1(N, \beta) > 0\) such that

\[
(k+N)!/(k+N)^{-\beta} \leq \tilde{C}_1 \prod_{l=1}^{k} (l+N-\beta) \quad \forall k \geq 0.
\]

Then

\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} \geq (\alpha t)^N \sum_{k=0}^{\infty} \frac{k!}{(k+N)!} \frac{(\alpha t)^k}{k!} \geq C_{N,\beta,\alpha} (\alpha t)^N \sum_{k=0}^{\infty} \frac{1}{(1+N-\beta)} \frac{(\alpha t)^k}{k!}
\]

and so we conclude by the asymptotic behavior of Kummer’s confluent hypergeometric function of the first kind once again, we find that

\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} \geq (\alpha t)^\beta e^{\alpha t}
\]

as needed. \(\square\)

**Remark 1.** In the special case that \(\alpha = 1, N = 0, \) and \(\beta = n\) is a positive integer, the summation

\[
B_n(t) = e^{-t} \sum_{k=0}^{\infty} \frac{k^k}{k!} k^n
\]

is the Bell polynomial, which is a polynomial in \(t\) of degree \(n\).
Now we study the case that the exponential type series has \( R_k = R(k) \) where \( R(s) \) is a regular varying function.

See Definition 2 and Lemma 3.

The following result is a generalization of Theorem 1 though, its proof relies crucially on the result of the preceding theorem.

**Theorem 2.** Let \( N \in \mathbb{N}, \alpha > 0 \), and \( R \) be a regular varying function with index \( \beta \in \mathbb{R} \). Let \( R_k = R(k) \) for any positive integer \( k \). Then there are constants \( C, t_0 > 0 \) such that

\[
\frac{1}{C} R(\alpha t) e^{\alpha t} \leq \sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} R_k \leq C R(\alpha t) e^{\alpha t} \quad \text{for all } t \geq t_0.
\]

In particular,

\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} R_k \approx R(\alpha t) e^{\alpha t} \quad \text{as } t \to \infty.
\]

**Proof.** Let us split the series into

\[
\sum_{N \leq k < t} \frac{(\alpha t)^k}{k!} R_k + \sum_{k \geq t} \frac{(\alpha t)^k}{k!} R_k =: S_1 + S_2.
\]

We will use Lemma 4 to prove the upper bound. Let \( R(s) = s^\beta L(s) \) where \( L \) is a slowly varying function and \( \beta \in \mathbb{R} \). Take \( \varepsilon > 0 \). Then we have

\[
S_1 = \sup_{N \leq k \leq \ell} k^\varepsilon L(k) \sum_{N \leq k \leq \ell} \frac{(\alpha t)^k}{k!} k^{\beta - \varepsilon}.
\]

By Lemma 4 we have that

\[
\sup_{N \leq k \leq \ell} k^\varepsilon L(k) \sim t^\varepsilon L(t) \quad \text{as } t \to \infty,
\]

so we get by Theorem 1 that

\[
S_1 \lesssim t^\varepsilon L(t) \sum_{N \leq k \leq \ell} \frac{(\alpha t)^k}{k!} k^{\beta - \varepsilon} \lesssim t^\varepsilon L(t)(\alpha t)^{\beta - \varepsilon} e^{\alpha t}
\]

\[
\lesssim \alpha^{-\varepsilon}(\alpha t)^\beta L(\alpha t)e^{\alpha t} = \alpha^{-\varepsilon} R(\alpha t)e^{\alpha t},
\]

as \( t \to \infty \). Here, in the last inequality, we have used that \( L \) is slowly varying, hence

\[
L(\alpha t) \sim L(t) \quad \text{as } t \to \infty.
\]

Note that we may take \( \varepsilon = \alpha \) so that \( \alpha^{-\varepsilon} \) is bounded by a constant independent of \( \alpha > 0 \).

Next we establish the upper bound of \( S_2 \). As \( t \to \infty \), we have by Lemma 4 that

\[
\sup_{k \geq t} k^{-\varepsilon} L(k) \sim t^{-\varepsilon} L(t),
\]
hence there are constants $C, t_0 > 0$ such that
\[
\sup_{k \geq t} k^{-\varepsilon} L(k) \leq C t^{-\varepsilon} L(t) \quad \text{for all } t \geq t_0.
\]

Then we have, for $t \geq t_0$, that
\[
S_2 = \sum_{k \geq t} \frac{(at)^k}{k!} k^{\beta + \varepsilon} \cdot (k^{-\varepsilon} L(k)) \leq \sup_{k \geq t} k^{-\varepsilon} L(k) \sum_{k \geq t} \frac{(at)^k}{k!} k^{\beta + \varepsilon}
\leq C t^{-\varepsilon} L(t) \sum_{k \geq t} \frac{(at)^k}{k!} k^{\beta + \varepsilon} \leq C t^{-\varepsilon} L(t)(at)^{\beta + \varepsilon} e^{at}
\leq C a^\varepsilon (at)^{\beta} L(at) e^{at} = C a^\varepsilon R(at) e^{at}.
\]

Combining the upper estimates for $S_1, S_2$, we obtain the upper estimate in (3.3).

It remains to prove the lower estimate in (3.3). Clearly,
\[
\sum_{k=N}^{\infty} \frac{(at)^k}{k!} R_k \geq S_1,
\]
so it suffices to establish the lower bound of $S_1$. We use Lemma 5 Consider
\[
S_1 = \sum_{N \leq k < t} \frac{(at)^k}{k!} k^{\beta + \varepsilon}, (k^{-\varepsilon} L(k)) \geq \inf_{N \leq k \leq t} k^{-\varepsilon} L(k) \sum_{N \leq k < t} \frac{(at)^k}{k!} k^{\beta + \varepsilon}
\geq t^{-\varepsilon} L(t) \sum_{N \leq k < t} \frac{(at)^k}{k!} k^{\beta + \varepsilon} \quad \text{(by Lemma 5)}
\geq t^{-\varepsilon} L(t)(at)^{\beta + \varepsilon} e^{at},
\]
where, in the last inequality, we have used that
\[
\sum_{N \leq k < t} \frac{(at)^k}{k!} k^{\beta + \varepsilon} \sim \sum_{k=N}^{\infty} \frac{(at)^k}{k!} k^{\beta + \varepsilon} \geq (at)^{\beta + \varepsilon} e^{at} \quad \text{as } t \to \infty, \text{ by Theorem 1.}
\]

Finally, using the slow variation of $L$, we obtain the desired lower estimate for $S_1$. \qed

**Remark 2.** For the case that $R$ is regular varying with index $\beta \leq 0$, the preceding result was established in [5] using a probabilistic argument. Here we use analytic argument and obtain the case $\beta > 0$ as well.

**Example.** There are many regular varying sequences. So by applying the preceding theorem, we get the following interesting conclusion.

(1) For $L(s) = (\ln k)^\mu$ which clearly satisfies $\lim_{s \to \infty} L(\lambda s)/L(s) = 1$ for all $\lambda > 0$, we have
\[
\sum_{k=N}^{\infty} \frac{(at)^k}{k!} k^{\beta} (\ln k)^\mu \asymp (at)^{\beta} (\ln(at))^{\mu} e^{at} \quad \text{as } t \to \infty,
\]
where $N \in \mathbb{N}$, $\alpha > 0$, and $\beta, \mu \in \mathbb{R}$.  
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(2) More generally, $L(s) = (\ln s)^{\mu_1} \cdots (\ln s)^{\mu_m}$ (ln = ln o ⋯ o ln, j terms) is slowly varying, so we get
\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} k^\beta (\ln k)^{\mu_1} \cdots (\ln k)^{\mu_m} = (\alpha t)^\beta (\ln(\alpha t))^{\mu_1} \cdots (\ln(\alpha t))^{\mu_m} \quad \text{as } t \to \infty, \quad (3.5)
\]
where $N \in \mathbb{N}, \alpha > 0$, and $\beta, \mu_1, \ldots, \mu_m \in \mathbb{R}$.

(3) (Non-logarithmic slowly varying function). One can show that (see [3])
\[
L(s) = \exp ((\ln s)^{\mu_1} \cdots (\ln s)^{\mu_m}),
\]
is slowly varying for any $\mu_1, \ldots, \mu_m \in \mathbb{R}$. So we get
\[
\sum_{k=N}^{\infty} \frac{(\alpha t)^k}{k!} k^\beta \exp ((\ln k)^{\mu_1} \cdots (\ln k)^{\mu_m}) \geq (\alpha t)^\beta \exp ((\ln(\alpha t))^{\mu_1} \cdots (\ln(\alpha t))^{\mu_m}) \quad \text{as } t \to \infty,
\]
for all $N \in \mathbb{N}, \alpha > 0$, and $\beta, \mu_1, \ldots, \mu_m \in \mathbb{R}$.

(4) One also has oscillating slowly varying function (see [6])
\[
L(s) = \exp (\ln s)^{1/3}(\cos(\ln s))^{1/3}).
\]

(5) By Karamata’s representation theorem, $L$ is slowly varying if and only if there are measurable functions $c(s), \varepsilon(s)$ such that $\lim_{s \to \infty} c(s) = c_0 > 0$ and $\lim_{s \to \infty} \varepsilon(s) = 0$ such that
\[
L(s) = c(s) \exp \left( \int_{s_0}^{s} \frac{\varepsilon(\tau)}{\tau} d\tau \right).
\]

Remark 3. Using the result of Theorem 2 we will be able to give examples of nonlocal diffusion equations having arbitrarily regular varying decay solutions.

We conclude this section with the following sufficient condition on the kernel $J$ of (1.1) such that the decay of solutions is at the rate of a regular varying function. The result is true not only for radially symmetric nonlocal equations but also for non-symmetric ones. Examples of equations satisfying the hypothesis of this theorem will be presented in later section. For simplicity of the presentation, we consider $\chi_0 = 1$ in (1.1).

Theorem 3. Let $\chi_0 = 1$ in (1.1) and let $R(t) = t^\beta L(t)$ be a regular varying function with index $\beta \in \mathbb{R}$. Assume there is a positive integer $N \in \mathbb{N}$ such that either (i) $u_0 \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ and
\[
\left\{ \begin{array}{l}
\sup_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} |J(x,y)|dy < \infty, \\
|J_k(x,y)| \leq R_k \quad \forall x, y \in \mathbb{R}^n, k = N, N + 1, \ldots,
\end{array} \right. \quad \text{(H1)}
\]
where $R_k := R(k)$, or (ii) there is $1 \leq p \leq \infty$ such that
\[
\left\{ \begin{array}{l}
J_k u_0 \in L^p(\mathbb{R}^n) \quad k = 1, 2, \ldots, N - 1, \\
\|J_k u_0\|_{L^p} \leq R_k \quad k = N, N + 1, \ldots
\end{array} \right. \quad \text{(H2)}
\]
Then the solution $u(t)$ of (1.1) satisfies
\[
\|u(t)\|_{L^q} \lesssim t^\beta L(t) \quad \text{as } t \to \infty,
\]
where $q = \infty$ in case (i) and $q = p$ in case (ii).
**Proof.** We split the solution into

$$u(t) = G(t)u_0 = e^{-t} \sum_{0 \leq k < N} \frac{t^k}{k!} \mathcal{J}^k u_0 + e^{-t} \sum_{k \geq N} \frac{t^k}{k!} \mathcal{J}^k u_0 =: S_1 + S_2.$$  

See Definition 1.

Assume (i). By the first part of (H1) and the Fubini’s theorem, we get that

$$\int_{\mathbb{R}^n} |J_k(x, y)|dy \leq \int_{\mathbb{R}^n} \int_{(\mathbb{R}^n)^{k-1}} |J(x, y_1)J(y_1, y_2) \cdots J(y_{k-1}, y)|dy_{k-1} \cdots dy_1 dy \leq M^k$$

where $M = \sup_x \int_{\mathbb{R}^n} |J(x, y)|dy < \infty$. The first term $S_1$ can be estimated by

$$|S_1| \leq e^{-t} \sum_{0 \leq k < N} \frac{t^k}{k!} \int_{\mathbb{R}^n} |J_k(x, y)u_0(y)|dy \leq e^{-t} \|u_0\|_{L^\infty} \max_{1 \leq k \leq N-1} M^k \sum_{0 \leq k < N} \frac{t^k}{k!} \leq C_{M,N} \|u_0\|_{L^\infty} e^{-t} \sum_{0 \leq k < N} \frac{t^k}{k!} \leq C_{M,N} \|u_0\|_{L^\infty} C t^\beta L(t),$$

as $t \to \infty$. For the second term $S_2$, we use the second part of the hypothesis (H1) and apply Theorem 2 to get that

$$|S_2| \leq e^{-t} \sum_{k \geq N} \frac{t^k}{k!} \int_{\mathbb{R}^n} |J_k(x, y)u_0(y)|dy \leq e^{-t} \|u_0\|_{L^1} \sum_{k \geq N} \frac{t^k}{k!} R_k \leq e^{-t} \|u_0\|_{L^1} R(t) e^t = \|u_0\|_{L^1} t^\beta L(t),$$

as $t \to \infty$. Combining the inequalities of $S_1, S_2$, we get the desired estimate.

Now assume (ii). Again, we split $u(t) = S_1 + S_2$. For $S_1$, we apply the triangle inequality to get

$$\|S_1\|_{L^p} \leq e^{-t} \sum_{0 \leq k < N} \frac{t^k}{k!} \|\mathcal{J}^k u_0\|_{L^p} \leq \left( \max_{1 \leq k \leq N_1} \|\mathcal{J}^k u_0\|_{L^p} \right) e^{-t} \sum_{0 \leq k < N} \frac{t^k}{k!} \leq C t^\beta L(t)$$

as $t \to \infty$. For the second term, we use

$$\|S_2\|_{L^p} \leq e^{-t} \sum_{k \geq N} \frac{t^k}{k!} \|\mathcal{J}^k u_0\|_{L^p} \leq e^{-t} \sum_{k \geq N} \frac{t^k}{k!} R_k \leq C e^{-t} R(t) e^t = C t^\beta L(t)$$

by Theorem 2. Combining the both estimates, we conclude the assertion for (ii). □
4. Integral operators with higher integrability

In this section we apply results from the previous section to study the asymptotic behavior of solutions to the nonlocal equation \([13]\) if the kernel \(J\) is a radially symmetric \(L^1\) function:

\[
J = J(x - y), \quad \int_{\mathbb{R}^n} |J(x)|dx = 1. \tag{H3}
\]

Although the decay estimate derived in this section is now a classical result, our way of getting the estimate provides an alternative point of view. Additionally, the bound of kernels \(J_k\) obtained (Proposition \([11]\)) is new and could be useful in other discipline.

Before discussing our next main result, let us briefly recall the following basic fact.

**Lemma 7** \([12],[9]\). Let \(f \in L^1(\mathbb{R}^n)\) and \(f_k := f \ast \cdots \ast f\) denote the \(k\)-fold convolution of \(f\)

(i) \(f_k \in L^\infty(\mathbb{R}^n)\) for some \(k\) if and only if \(\hat{f} \in L^q(\mathbb{R}^n)\) for some \(1 \leq q < \infty\).

(ii) If \(f \in L^q(\mathbb{R}^n)\) for some \(q \leq 0\), then \(f_k \in L^\infty(\mathbb{R}^n)\) for all \(k \geq N\).

(iii) If \(f \in L^1(\mathbb{R}^n)\) for some \(\varepsilon_0 > 0\), then \(f_k \in L^\infty(\mathbb{R}^n)\) for all \(k\) large enough.

**Proof.** (ii) is obvious. The proof of (i) and (iii) can be found in \([8],[12]\). We will present a more precise assertion (Proposition \([11]\)) than (iii) which also provides the bound of the sup-norm \(\|f_k\|_{L^\infty} \sim k^{-n/2}\).

Now we present our next main result. The proof uses the Brascamp-Lieb inequality (or sharp Young's convolution inequality), Lemma \([8]\). We note that \(J\) can be real, or complex valued.

**Proposition 1.** Assume \((H3)\) and furthermore

\[
J \in L^1(\mathbb{R}^n) \cap L^{1+\varepsilon_0}(\mathbb{R}^n) \quad \text{for some} \quad 0 < \varepsilon_0 \leq \infty. \tag{4.1}
\]

Let \(N = \left[\frac{1}{\varepsilon_0}\right] + 1\). If \(k \geq N\) then \(J_k \in L^\infty(\mathbb{R}^n) \cap C(\mathbb{R}^n)\) and there are constants \(C_n, \gamma > 0\) such that

\[
\|J_k\|_{L^\infty} \leq C_n \exp \left(\gamma \int_{\mathbb{R}^n} |J(x)| \ln |J(x)| dx \right) k^{-n/2} \quad \forall k \geq N. \tag{4.2}
\]

**Proof.** Without loss of generality, we can assume \(J \geq 0\). Clearly, \(J \in L^p(\mathbb{R}^n)\) for all \(1 \leq p \leq 1 + \varepsilon_0\) by interpolation. We apply the Brascamp-Lieb (or sharp Young) inequalities (see Lemma \([8]\)). Take \(k \geq N = \left[\frac{1}{\varepsilon_0}\right] + 1\), and put

\[
p_1 = \cdots = p_k = \frac{k}{k - 1} \quad r = \infty, \quad f_1 = \cdots = f_k = J
\]

in the Brascamp-Lieb inequality. Note that \(f_l \in L^{p_l}(\mathbb{R}^n)\) for all \(l\). For each \(p_l\), the Hölder conjugate is \(q_l = k\). We calculate

\[
C_{p_l}^k = \left(\frac{(k/(k - 1))(k-1)/k}{k^{1/k}}\right)^{k/2} = \frac{1}{k^{1/2}} \left(1 + \frac{1}{k - 1}\right)^{(k-1)/2} \leq \frac{\sqrt{k}}{k^{1/2}}.
\]

Now we have \(J_k(x) = f_1 \ast \cdots \ast f_k\). So we obtain by Lemma \([8]\) and the above calculations that

\[
\sup_{x \in \mathbb{R}^n} |J_k(x)| \leq \varepsilon^{n/2} \frac{k^{n/2}}{k^{n/2}} \left(\int_{\mathbb{R}^n} J(x)^{k/(k - 1)} dx \right)^{k-1}.
\]
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It is obvious that $J_k$ are continuous. Thus $J_k \in BC(\mathbb{R}^n)$.

Consider the preceding integral as $k \to \infty$. We apply the L’Hopital’s rule and the dominated convergence theorem to get:

$$
\lim_{k \to \infty} (k-1) \ln \int_{\mathbb{R}^n} J(x)^{k/(k-1)} \, dx = \lim_{\lambda \to 0^+} \frac{1}{\lambda} \ln \int_{\mathbb{R}^n} J(x)^{\lambda+1} \, dx \quad (\lambda := \frac{1}{k-1}),
$$

$$
= \int_{\mathbb{R}^n} J(x) \ln J(x) \, dx < \infty.
$$

So there is a constant $\gamma > 0$ such that the estimate

$$
\sup_x |J_k(x)| \leq C_n \exp \left( \gamma \int J(x) \ln J(x) \, dx \right) k^{-n/2}
$$

is true for all $k \geq N$. □

**Remark 4.** (1) In the preceding proposition, the kernels $J_k$ need not be bounded when $k$ is small. For instance, the Bessel potential operator

$$
\mathcal{B} = (1 - \Delta)^{-1} \text{ on } \mathbb{R}^n \ (n > 2)
$$

is known to have the kernel $B \in L^1(\mathbb{R}^n) \cap L^{1+\varepsilon}(\mathbb{R}^n)$ for any $\varepsilon_0 < \frac{2}{n-2}$ and the $k$-fold iterated kernel

$$
B_k \not\in L^\infty(\mathbb{R}^n) \quad \text{for } k < \frac{n}{2}, \quad B_k \in L^\infty(\mathbb{R}^n) \quad \text{for all } k \geq \frac{n}{2}.
$$

More generally, if $K$ is a weakly singular integral operator, i.e. its kernel $K$ satisfies

$$
|K(x)| \sim \frac{1}{|x|^{n-\alpha}} \quad \text{as } |x| \to 0 \quad (0 < \alpha < n),
$$

$K$ is finite outside the diagonal, and $K$ decays sufficiently fast at infinity, then

$$
K_l \not\in L^\infty(\mathbb{R}^n) \quad \text{for } l < \frac{\alpha}{\alpha}, \quad K_l \in L^\infty(\mathbb{R}^n) \quad \text{for all } l \geq \frac{\alpha}{\alpha}.
$$

The Bessel potential $\mathcal{B}$ is a weakly singular operator having $\alpha = 2$ and exponential decay at infinity.

(2) A more precise result compared to Proposition 1 was derived in [18] (Lemma 5.4), using the local limit theorem, but for a rather restricted class of kernel functions (see Eq. (32) and (33) in [18]). More precisely, in order to apply the local limit theorem, it was assumed in [18] that the kernel $J$ has ultra light tail, i.e.

$$
|J(x)|, \quad |\nabla J(x)| \lesssim e^{-|x|^{\alpha}} \quad \text{where } \alpha > 1.
$$

It should be observed that the estimate in Proposition 1 is uniform, whereas, Lemma 5.4 in [18] is true only when $|x| \leq k$. More importantly, the estimate (48) derived in [18] seems weaker in some cases than what we have shown here.

(3) It should be noted that there are kernel functions which do not satisfy the criterion of Proposition 1 that is there are $J \in L^1(\mathbb{R}^n)$ such that

$$
\|J\|_{L^{1+\varepsilon}} = \infty \quad \text{for all } \varepsilon > 0.
$$

A basic example is

$$
J(x) = \frac{1}{|x|^n \{1 + (\ln |x|)^2\}}
$$

for which $\|J\|_{L^1} < \infty$ but $\|J\|_{L^{1+\varepsilon}} = \infty$ for all $\varepsilon > 0$. 14
Using Theorem 3 and Proposition 1, we obtain the following decay property of solutions to (1.1).

**Theorem 4.** Assume J satisfies (H3) and (4.1). If \( u_0 \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then the solution \( u(t) \) of (1.1) satisfies

\[
\| u(t) \|_{L^\infty} \leq C t^{-n/2} \quad \forall \ t \geq t_0. \tag{4.3}
\]

Moreover, for each \( 1 \leq q \leq \infty \), there is a constant \( C > 0 \) independent of \( q \) such that

\[
\| u(t) \|_{L^q} \leq C t^{-n/2} (1 - 1/q) \quad \forall \ t \geq t_0. \tag{4.4}
\]

**Proof.** By Proposition 1, we have

\[
\| J_k \|_{L^\infty} \leq R_k := C k^{-n/2} \quad C = C(n, J) > 0
\]

for all \( k \geq N = \lceil 1/\varepsilon_0 \rceil + 1 \). It is now clear that \( J \) satisfies (H1) in Theorem 3. Thus we obtain

\[
\| u(t) \|_{L^\infty} \leq C t^{-n/2} \quad \forall \ t \geq t_0 > 0.
\]

For (4.4), we simply apply the interpolation

\[
\| u(t) \|_{L^q} \leq \| u(t) \|_{L^\infty}^{1-q} \| u(t) \|_{L^1}^q
\]

and Lemma 1. \qed

If \( J \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), e.g. \( J \) is continuous with compact support, then the result in the preceding theorem can be strengthened. In this case, we have for any \( u_0 \in L^1(\mathbb{R}^n) \) (not necessarily in \( L^\infty(\mathbb{R}^n) \) ) then the solution of (1.1) satisfies

\[
\| u(t) - e^{-t} u_0 \|_{L^\infty} \lesssim t^{-n/2} \quad \text{as } t \to \infty.
\]

This refined asymptotic behavior was obtained in [15].

Moreover, we have the following refined asymptotic behavior.

**Corollary 1.** Assume J satisfies (H3) and (4.1). Then for any \( u_0 \in L^1(\mathbb{R}^n) \), the solution of (1.1) satisfies

\[
\left\| u(t) - e^{-t} \sum_{k=0}^{N-1} \frac{t^k}{k!} J^k u_0 \right\|_{L^\infty} \lesssim t^{-n/2} \quad \text{as } t \to \infty,
\]

where \( N = \lceil 1/\varepsilon_0 \rceil + 1 \).

**Remark 5.** In [10], the nonlocal problem (1.1) was investigated with \( \chi_0 = \| J \|_{L^1} = 1 \). Assuming the kernel \( J \) has the Fourier transform expansion

\[
\hat{J}(\xi) = 1 - A|\xi|^\sigma + o(|\xi|^\sigma) \quad \text{as } \xi \to 0,
\]

and the initial function \( u_0, \tilde{u}_0 \in L^1(\mathbb{R}^n) \), the authors were able to prove the decay estimate

\[
\| G(t) u_0 \|_{L^\infty} \leq Ct^{-n/\sigma}.
\]

This kind of kernel functions arises in the context of stable laws with index \( \sigma \) and it was remarked in [12] (the remark after Theorem 2, XV. 5) that if \( J \) is a stable law with index \( 0 < \sigma < 2 \), then necessarily

\[
\| J_k \|_{L^\infty} = \infty \quad \text{for all } k,
\]

since otherwise, the pointwise bound should be \( t^{-n/2} \) (the normal distributions). We will address the issue that \( \| J_k \|_{L^\infty} = \infty \) for all \( k \) in Section 5.
As is noted in [1], the expansion (5.5) holds true for \( J \geq 0 \), bounded, radially function \( \|J\|_{L^1} \) where the algebraic tail is
\[
J(x) \sim \frac{1}{|x|^{|\alpha/2+\varepsilon|}} \quad \varepsilon > 0 \quad (\sigma = 2), \quad J(x) \sim \frac{1}{|x|^\alpha} \quad n < \alpha < n + 2 \quad (\sigma = \alpha - n \in (0, 2)),
\]
as \( |x| \to \infty \). For the second type of tails, the second momentum is \( \infty \). At the critical algebraic tail
\[
J(x) \sim \frac{1}{|x|^{|\alpha/2+2|}} \quad \text{as} \quad |x| \to \infty,
\]

it follows that the Fourier expansion of \( J \) behaves as
\[
\hat{J}(\xi) = 1 - A|\xi|^2 \ln(1/|\xi|) + o(|\xi|^2 \ln(1/|x|)) \quad \text{as} \quad |\xi| \to 0.
\]

**Remark 6.** It is not difficult, by chasing through the proofs of results in this section that, if \( \chi_0 = \|J\|_{L^1} \),

then the same decay of solution is still true under the hypotheses (H3) and (4.1). On the other hand, if \( \chi_0 > \|J\|_{L^1} \), the solution shows exponential decay instead. This partially answers an open question raised in [10] about the asymptotic behavior of solutions to nonlocal diffusion equations when \( \chi_0 = 1, \|J\|_{L^1} \neq 1 \).

**Remark 7.** In [11], a fractional decay estimate was proved similar to our result. Under the assumption that \( J \in C(\mathbb{R}^n) \) and \( J \gtrsim |x-y|^{-n+2\sigma} \) for \( |x-y| \) large, they obtained the asymptotic behavior
\[
\|u(t)\|_{L^q} \leq C_q t^{-n(1-\frac{\sigma}{q})}
\]
as \( t \to \infty \). This estimate is true for \( 0 < \sigma < 1 \) and \( 1 \leq q < \infty \). More importantly, the constant \( C_q \) depends on \( q \). See also [10].

5. Integral operators of stable laws

In this section, we study the nonlocal equation (1.1) when the kernel \( J \geq 0 \) is radially symmetric and represents a stable law with index \( 0 < \sigma < 2 \). For simplicity, we assume \( \chi_0 = \|J\|_{L^1} = 1 \). The decay estimates of solutions obtained in [10] will be reproved and generalized from the power series point of view (see Corollary 2 and Theorem 7 for the logarithmic perturbation case). The results will be further generalized to discover the decay of solutions of (1.1) satisfying a regular varying function in the next section.

As in Remark 5 for stable laws, \( \|J_k\|_{L^\infty} = \infty \) for all \( k \), so Proposition 1 is useless. To deal with this situation, it is necessarily to impose a certain integrability property for the initial condition \( u_0 \) so that \( J_k u_0 \in L^p(\mathbb{R}^n) \) \( (1 \leq p \leq \infty) \) for all \( k \). This is essentially the key idea in deriving the decay estimate (but with \( p = \infty \)) in [10] via the Fourier splitting technique. We show that \( \|J_k u_0\|_{L^p} \) is regular varying (w.r.t. \( k \)) and the decay estimate then follows directly from Theorem 2.

Let us state the assumption for the following theorem:

\[
\begin{align*}
J &= J(|x|) \geq 0, \quad \chi_0 = \|J\|_{L^1} = 1, \\
\hat{J}(\xi) &= 1 - A|\xi|^\sigma + o(|\xi|^\sigma) \quad \text{as} \quad \xi \to 0, \\
\quad &\text{where} \quad 0 < \sigma < 2, A > 0, \\
u_0 &\in L^1(\mathbb{R}^n), \quad \hat{u}_0 \in L^1(\mathbb{R}^n).
\end{align*}
\]

Not that, the assumption \( \hat{u}_0 \in L^1(\mathbb{R}^n) \) implies \( u_0 \in L^\infty(\mathbb{R}^n) \) by the Fourier inversion formula. Such a kernel \( J \) is also known as dispersal kernel [1].
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Theorem 5. Assume (H4). Let $1 \leq p \leq \infty$. Then,

$$\mathcal{J}_k u_0 \in L^p(\mathbb{R}^n) \quad \text{for all } k,$$

and, furthermore, there is a positive integer $N = N(n, J)$ such that

$$\|\mathcal{J}_k u_0\|_{L^p} \leq C(\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1}) k^{-\hat{n}(1 - \hat{n})} \quad \forall k \geq N, \quad (5.1)$$

where $C > 0$ is a constant depending only on $n, J$.

**Proof.** It suffices to establish the case $p = \infty$. In fact, after doing so, we simply apply the interpolation inequality

$$\|\phi\|_{L^p} \leq \|\phi\|_{L^1}^{1/p} \|\phi\|_{L^\infty}^{1 - 1/p},$$

together with the preservation of $L^1$ norms (Lemma 1): $\|\mathcal{J}_k u_0\|_{L^1} \leq \|u_0\|_{L^1}$.

Observe that $\tilde{\mathcal{J}}_k = \tilde{(\mathcal{J})}^k \in L^\infty(\mathbb{R}^n)$ with $|\tilde{\mathcal{J}}_k(\xi)| \leq \|\mathcal{J}\|_{L^1} = 1$. By (H4) and the Riemann-Lebesgue lemma, there are positive constants $\theta_0, \delta, D$ (depending only on $J$) such that

$$\begin{cases} |\tilde{\mathcal{J}}(\xi)| \leq 1 - D|\xi|^\sigma & \text{for } |\xi| \leq \theta_0, \\ |\tilde{\mathcal{J}}(\xi)| \leq 1 - \delta & \text{for } |\xi| > \theta_0. \end{cases}$$

Observe that $\tilde{\mathcal{J}}_k u_0 = \tilde{\mathcal{J}}_k \tilde{u}_0 \in L^1(\mathbb{R}^n)$, hence $\mathcal{J}_k u_0 \in L^\infty(\mathbb{R}^n)$.

For $|\xi| \leq \theta_0\theta_k$, where $\theta_k := k^{1/\sigma}$, we have $|\xi|/\theta_k \leq \theta_0$ so

$$|\tilde{\mathcal{J}}_k \left(\frac{\xi}{\theta_k}\right)| = |\tilde{\mathcal{J}} \left(\frac{\xi}{\theta_k}\right)|^k \leq \left(1 - D\frac{|\xi|^\sigma}{k}\right)^k \leq e^{-D|\xi|^\sigma},$$

where we have used the elementary inequality

$$1 - Dx/k \leq e^{-Dx/k} \quad \text{for all } x \geq 0 \text{ and } D, k > 0. \quad (5.2)$$

On the other hand, if $|\xi| > \theta_0\theta_k$ then

$$|\tilde{\mathcal{J}}_k \left(\frac{\xi}{\theta_k}\right)| \leq (1 - \delta)^k.$$

Since $(k^{-n/\sigma})^{1/k} \to 1$ as $k \to \infty$, $\exists N > 0$ (depending only upon $n, J$) such that

$$(1 - \delta)^k \leq k^{-n/\sigma} = \theta_k^{-n} \quad \text{for all } k \geq N.$$

Now fix $k \geq N$. We estimate the integral

$$\int_{\mathbb{R}^n} \left|\tilde{\mathcal{J}}_k u_0 \left(\frac{\xi}{\theta_k}\right)\right| d\xi = \int_{|\xi| \leq \theta_0\theta_k} \left|\tilde{\mathcal{J}}_k u_0 \left(\frac{\xi}{\theta_k}\right)\right| d\xi + \int_{|\xi| > \theta_0\theta_k} \left|\tilde{\mathcal{J}}_k u_0 \left(\frac{\xi}{\theta_k}\right)\right| d\xi =: I_1 + I_2.$$

Then we have

$$I_1 = \int_{|\xi| \leq \theta_0\theta_k} \left|\tilde{\mathcal{J}}_k \left(\frac{\xi}{\theta_k}\right)\right| \|\tilde{u}_0 \left(\frac{\xi}{\theta_k}\right)\|_{L^\infty} d\xi \leq \int_{|\xi| \leq \theta_0\theta_k} e^{-D|\xi|^\sigma} \|\tilde{u}_0\|_{L^\infty} d\xi \leq \|u_0\|_{L^1} \int_{\mathbb{R}^n} e^{-D|\xi|^\sigma} d\xi =: C_1 \|u_0\|_{L^1} < \infty,$$

$$I_2 \leq \int_{|\xi| > \theta_0\theta_k} \left|\tilde{\mathcal{J}}_k \left(\frac{\xi}{\theta_k}\right)\right| \|\tilde{u}_0\|_{L^\infty} d\xi \leq \int_{|\xi| > \theta_0\theta_k} e^{-D|\xi|^\sigma} \|\tilde{u}_0\|_{L^\infty} d\xi \leq \|u_0\|_{L^1} \int_{\mathbb{R}^n} e^{-D|\xi|^\sigma} d\xi =: C_2 \|u_0\|_{L^1} < \infty.$$
and

\[ I_2 \leq \int_{|\xi| > \theta_k^*} (1 - \delta)^k \left| \hat{u}_0 \left( \frac{\xi}{\theta_k^*} \right) \right| d\xi \]

\[ \leq \int_{\mathbb{R}^n} \theta_k^{-n \sigma} \left| \hat{u}_0 \left( \frac{\xi}{\theta_k^*} \right) \right| d\xi \]

\[ \leq \| \hat{u}_0 \|_{L^1} =: C_2 \| \hat{u}_0 \|_{L^1} < \infty. \]

Combining the estimates for \( I_1, I_2 \) we get that

\[ \int_{\mathbb{R}^n} \left| \mathcal{F}_k u_0 \left( \frac{\xi}{\theta_k^*} \right) \right| d\xi \leq C \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right), \]

for some constant \( C > 0 \) depends only on \( n, J \).

By the Fourier inversion formula we have

\[ k^{n/\sigma} \| \mathcal{J}_k u_0 \|_{L^\infty} \leq C_n \theta_k^{n \sigma} \| \mathcal{F}_k u_0 \|_{L^1} \]

\[ = C_n \int_{\mathbb{R}^n} \left| \mathcal{F}_k u_0 \left( \frac{\xi}{\theta_k^*} \right) \right| d\xi \]

\[ \leq C_{n, J} \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right), \]

therefore we obtain that

\[ \| \mathcal{J}_k u_0 \|_{L^\infty} \leq C_{n, J} \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right) k^{-n/\sigma} \quad \forall k \geq N. \]

This completes the proof of the theorem. \( \square \)

**Remark 8.** In the case that \( \sigma = 2 \), the estimate \( (5.1) \) can be sharpen with the dependence on the initial condition on the right hand side removed. As was observed in [10], if the Fourier transform of \( J \) satisfies the second part of \( (H4) \) with \( \sigma = 2 \), then \( J \) has the second moment, so the Local Limit Theorem can be implied to get the sharper estimate.

The following result was proved in [10].

**Corollary 2.** Assume \( J \) and \( u_0 \) satisfy \((H4)\). Then the solution \( u(t) \) of \((1.1)\) satisfies \( u(t) \in L^p(\mathbb{R}^n) \) for all \( t \geq 0 \), for any \( 1 \leq p \leq \infty \). Furthermore,

\[ \| u(t) \|_{L^p} \leq C \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right) t^{-\frac{n \sigma}{2} \left( 1 - \frac{1}{p} \right)} \quad \text{as } t \to \infty, \]

where \( C > 0 \) is a constant depending on \( n, J \).

**Proof.** By Theorem 5 we have

\[ \mathcal{J}_k u_0 \in L^p(\mathbb{R}^n), \quad k = 1, \ldots, N - 1 \]

and

\[ \| \mathcal{J}_k u_0 \|_{L^p} \leq R_k := C \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right) k^{-\frac{n \sigma}{2} \left( 1 - \frac{1}{p} \right)}, \quad k = N, N + 1, \ldots, \]

i.e. \((H2)\) is true. According to part (ii) of Theorem 3 we then have

\[ \| u(t) \|_{L^p} \leq C \left( \| u_0 \|_{L^1} + \| \hat{u}_0 \|_{L^1} \right) t^{-\frac{n \sigma}{2} \left( 1 - \frac{1}{p} \right)} \quad \forall t \geq t_0 > 0, \]

which proves the theorem. \( \square \)
For the borderline case that \( \tilde{J} \) has the asymptotic expansion with logarithmic perturbation:

\[
\tilde{J}(\xi) \sim 1 - A|\xi|^{2}(\ln 1/|\xi|) \quad \text{as } \xi \to 0,
\]

was considered in the last section of [10]. (If \( n = 1 \), this case corresponds to the Fourier transform of \( J(x) \sim 1/|x|^{3} \) as \( |x| \to \infty \).) In this case, it was shown that the solution \( u(t) \) to (1.4) has the asymptotic decay

\[
\|u(t)\|_{L^{\infty}} \lesssim (t \ln t)^{-n/2} \quad \text{as } t \to \infty,
\]

for all \( u_{0} \in L^{1}(\mathbb{R}^{n}) \), \( \hat{u}_{0} \in L^{1}(\mathbb{R}^{n}) \). We present the following generalization.

**Theorem 6.** Assume

\[
J = J(|x|) \geq 0, \quad \chi_{0} = \|J\|_{L^{1}} = 1,
\]

\[
\tilde{J}(\xi) = 1 - A|\xi|^{\sigma}(\ln 1/|\xi|)^{\mu} + o((|\xi|^{\sigma}(\ln 1/|\xi|)^{\mu}) \quad \text{as } \xi \to 0,
\]

where \( \sigma \in (0, 2], \mu \in \mathbb{R}, A > 0, \)

\[
u_{0} \in L^{1}(\mathbb{R}^{n}), \quad \hat{\nu}_{0} \in L^{1}(\mathbb{R}^{n}).
\]

Then,

\[
J_{k}u_{0} \in L^{p}(\mathbb{R}^{n}) \quad \text{for all } k, \text{ for any } 1 \leq p \leq \infty,
\]

and, furthermore, there is a positive integer \( N = N(n, J) \) such that

\[
\|J_{k}u_{0}\|_{L^{p}} \leq C (\|u_{0}\|_{L^{1}} + \|\hat{u}_{0}\|_{L^{1}}) (k(\ln k)^{\mu} - \tilde{\Theta}(1 - \delta)) \quad \forall k \geq N,
\]

where \( C > 0 \) is a constant depending only on \( n, J \).

**Proof.** Again it suffices to prove the results for \( p = \infty \), the rest will follow from interpolation. Let \( u_{0} \in L^{1}(\mathbb{R}^{n}) \) be such that \( \hat{u}_{0} \in L^{1}(\mathbb{R}^{n}) \). By the asymptotic behavior of \( \tilde{J} \) and the Riemann-Lebesgue lemma, there are \( \delta > 0, 0 < \varrho_{0} < 1 \) such that

\[
|\tilde{J}(\xi)| \leq \begin{cases} 
1 - D|\xi|^{|\sigma|} & |\xi| \leq \varrho_{0}, \\
1 - \delta & |\xi| > \varrho_{0}.
\end{cases}
\]

The case \( \mu = 0 \) was considered before. So assume \( \mu \neq 0 \).

**Case I:** \( \mu > 0 \). Let

\[
\theta_{k} = (k(\ln k)^{\mu})^{1/\sigma} \quad \text{and} \quad \varrho_{k} = \varrho_{0}k^{-\varepsilon}, \quad 0 < \varepsilon < \min\{\sigma, 1/\sigma\}.
\]

Note that \( \varrho_{k}\theta_{k} \to \infty \) as \( k \to \infty \) by the regular variation of \( \varrho_{k}\theta_{k} \).

If \( |\xi| \leq \varrho_{k}\theta_{k} \) then \( \ln(\theta_{k}/|\xi|) \geq \ln(1/\varrho_{k}) = \varepsilon \ln k + \ln(1/\varrho_{0}) \geq \varepsilon \ln k, \) and hence

\[
|\tilde{J}_{k}\left(\frac{\xi}{\theta_{k}}\right)| \leq \left(1 - D \frac{|\xi|^{|\sigma|}}{k(\ln k)^{\mu}} \left(\ln \frac{\theta_{k}}{\xi}\right)^{\mu_{k}}\right)^{k} \leq \left(1 - D \frac{|\xi|^{|\sigma|}}{k}\right)^{k},
\]

\[
\leq e^{-D_{1}(\ln k)^{\sigma}}.
\]

If \( \varrho_{k}\theta_{k} \leq |\xi| \leq \varrho_{0}\theta_{k} \) then \( \ln(\theta_{k}/|\xi|) \geq \ln(1/\varrho_{0}) > 0 \) and

\[
\frac{|\xi|^{\varepsilon}}{(\ln k)^{\mu}} \geq \frac{(\varrho_{k}\theta_{k})^{\varepsilon}}{(\ln k)^{\mu}} = \varrho_{0}^{\varepsilon}(1/\varrho_{0})^{\varepsilon}(\ln k)^{(\mu_{k} - \mu)\varepsilon} \geq c > 0,
\]

for all \( u_{0} \in L^{1}(\mathbb{R}^{n}), \hat{u}_{0} \in L^{1}(\mathbb{R}^{n}) \).
for all \( k \geq 2 \). Hence

\[
\left| \hat{J}_k \left( \frac{\xi}{\theta_k} \right) \right| \leq \left( 1 - D_1 |\xi|^{\sigma - \varepsilon} \right) \left( \frac{\ln 1}{\theta_0} \right)^{\mu} k \left( \ln \left( \frac{\theta_k}{\theta_0} \right) \right)^k
\]

\[
\leq \left( 1 - D_2 |\xi|^{\sigma - \varepsilon} \right) k
\]

\[
\leq e^{-D_1 |\xi|^{\sigma - \varepsilon}},
\]

by (5.2).

Finally since \((k(\ln k)^{\mu})^{1/k} \to 1 \) as \( k \to \infty \), there is \( N \geq 2 \) such that

\[
(1 - \delta)^k \leq (k(\ln k)^{\mu})^{-\nu} = \theta_k^{-\nu} \quad \text{for all } k \geq N,
\]

which give

\[
|\xi| > \theta_0 \theta_k, \quad k \geq N \quad \Rightarrow \quad \left| \hat{J}_k \left( \frac{\xi}{\theta_k} \right) \right| \leq \theta_k^{-\nu}. \quad (5.4)
\]

Now, for all \( k \geq N \), we have by the preceding calculations that

\[
\int_{\mathbb{R}^n} \left| \hat{J}_k u_0 \left( \frac{\xi}{\theta_k} \right) \right| d\xi = \int_{\mathbb{R}^n} \left| \hat{J}_k \left( \frac{\xi}{\theta_k} \right) \cdot \hat{u}_0 \left( \frac{\xi}{\theta_k} \right) \right| d\xi
\]

\[
= \int_{|\xi| \leq \theta_k} |\cdots| d\xi + \int_{|\xi| = \theta_k} |\cdots| d\xi + \int_{|\xi| > \theta_k} |\cdots| d\xi
\]

\[
\leq \|\hat{u}_0\|_{L^\infty} \int_{\mathbb{R}^n} e^{-D_1 |\xi|^{\sigma}} + e^{-D_2 |\xi|^{\sigma - \varepsilon}} d\xi + \int_{\mathbb{R}^n} \theta_k^{-\nu} \left| \hat{u}_0 \left( \frac{\xi}{\theta_k} \right) \right| d\xi
\]

\[
\leq C(\|u_0\|_{L^1} + \|\hat{u}_0\|_{L^1}) < \infty.
\]

By Hausdorff-Young inequality, we obtain that

\[
(k(\ln k)^{\mu})^{-\nu} \|\hat{J}_k u_0\|_{L^\infty} \leq \theta_k^{\mu} \int_{\mathbb{R}^n} \left| \hat{J}_k u_0 (\xi) \right| d\xi
\]

\[
= \int_{\mathbb{R}^n} \left| \hat{J}_k u_0 \left( \frac{\xi}{\theta_k} \right) \right| d\xi \leq C(\|u_0\|_{L^1} + \|\hat{u}_0\|_{L^1}).
\]

Hence we obtain

\[
\|\hat{J}_k u_0\|_{L^\infty} \leq C(\|u_0\|_{L^1} + \|\hat{u}_0\|_{L^1})(k(\ln k)^{\mu})^{-\nu},
\]

which is the desired estimate when \( \mu > 0 \).

Case II: \( \mu < 0 \). If \( \|\xi\| \leq 1 \) then we use the estimate \( |\hat{J}_k (\xi/\theta_k)| \leq 1 \). If \( 1 < \|\xi\| \leq \theta_0 \theta_k \) then \( \theta_k/\|\xi\| \leq \theta_k \) and \( \ln \theta_k = (\ln k)/\sigma + \mu/\sigma \ln k \leq (\ln k)/\sigma \) for all \( k \geq 3 \), hence

\[
\left| \hat{J}_k \left( \frac{\xi}{\theta_k} \right) \right| \leq \left( 1 - D_1 \frac{|\xi|^{\sigma}}{k(\ln k)^{\mu}} \left( \frac{\ln \theta_k}{|\xi|} \right)^{\mu} \right)^k
\]

\[
\leq \left( 1 - D_1 \frac{|\xi|^{\sigma}}{k(\ln k)^{\mu}} \left( \frac{\ln \theta_k}{\ln \theta_0} \right)^{\mu} \right)^k
\]

\[
\leq \left( 1 - D_1 \frac{|\xi|^{\sigma}}{k} \right)^k \leq e^{-D_1 |\xi|^{\sigma}},
\]
Furthermore, we can assume without loss of generality that the remaining now follows by the same argument as the case \( \mu > 0 \).

**Theorem 7.** Assume (H). Then the solution \( u(t) \) of (1.1) satisfies \( u(t) \in L^p(\mathbb{R}^n) \) for any \( 1 \leq p \leq \infty \). Furthermore,

\[
\|u(t)\|_{L^p} \leq C(\|u_0\|_{L^1} + \|\hat{u}_0\|_{L^1}) (t \ln t)^{-\frac{1}{n} + 1} \quad \text{as} \quad t \to \infty,
\]

where \( C > 0 \) is a constant depending only on \( n, J \).

**Proof.** Simply apply Theorem 2 and part (ii) of Theorem 3.

\[ \square \]

**Remark 9.** It can be seen easily that the argument used in the proof of the preceding theorem can be applied to \( J \in L^1(\mathbb{R}^n) \) having the asymptotic expansion

\[
\hat{J}(\xi) = 1 - A|\xi|^\sigma \ln 1 / |\xi|^{\mu_1} \ln 2 / |\xi|^{\mu_2} \cdots \ln m / |\xi|^{\mu_m} + o(t) \quad \text{as} \quad \xi \to 0,
\]

where \( \ln_k = \ln \cdots \ln (k \text{ terms}) \), and we get the asymptotic behavior

\[
\|u(t)\|_{L^p} \lesssim (t \ln t)^{\mu_1} \cdots (t \ln m)^{\mu_m} \quad \text{as} \quad t \to \infty,
\]

provided \( u_0 \in L^1(\mathbb{R}^n) \), \( \hat{u}_0 \in L^1(\mathbb{R}^n) \), \( 1 \leq p \leq \infty \), \( 0 < \sigma \leq 2, \mu_1, \ldots, \mu_m \in \mathbb{R} \).

6. Nonlocal equations with prescribed decay

In this section we present condition on \( J \) which guarantees that the solution to (1.1) has the decay rate given by a regular varying function with negative index:

\[
\|u(t)\|_{L^p} \lesssim (t L(t))^{-\beta} \quad \text{as} \quad t \to \infty,
\]

where \( \beta > 0 \) and \( L : (0, \infty) \to (0, \infty) \) is slowly varying. By the smooth variation theorem for regular varying functions, we can assume without loss of generality that \( L \) is smooth; in particular, it is continuous. We need to impose an important hypothesis:

\[
L \quad \text{is eventually monotone, i.e.} \quad \exists N_0 > 0 \quad \text{such that} \quad L \quad \text{is monotone on} \quad [N_0, \infty). \quad (6.1)
\]

The main hypothesis is

\[
\begin{align*}
J &= J(|x|) \geq 0, \quad \chi_0 = \|J\|_{L^1} = 1, \\
\hat{J}(\xi) &= 1 - A|\xi|^\sigma L(|\xi|^{-\gamma}) + o(|\xi|^\sigma L(|\xi|^{-\gamma})) \quad \text{as} \quad |\xi| \to 0, \\
&\quad \text{where} \quad \sigma = \frac{n}{\beta} (1 - \frac{1}{p}), \gamma > 0, 1 < p \leq \frac{n}{(n-2\beta)_+}, \\
u_0 &\in L^1(\mathbb{R}^n), \quad \hat{u}_0 \in L^1(\mathbb{R}^n).
\end{align*}
\]

(H6)

Note that \( 0 < \sigma \leq 2 \).
Theorem 8. Let $L: (0, \infty) \to (0, \infty)$ be a slowly varying function satisfying (6.1), $\beta > 0$. Assume (H6) with

$$\gamma > \sigma \quad \text{if } L \text{ is eventually increasing,} \quad \gamma = \sigma \quad \text{if } L \text{ is eventually decreasing.}$$

Then there is a positive integer $N = N(n, J)$ such that $J_k u_0 \in L^p(\mathbb{R}^n)$ for all $k$ and

$$\|J_k u_0\|_{L^p} \leq C (\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1}) (kL(k))^{-\beta} \quad \forall \ k \geq N,$$

where $C > 0$ is a constant. Moreover, in this case, the solution $u(t)$ of (1.1) satisfies

$$\|u(t)\|_{L^p} \lesssim (tL(t))^{-\beta} \quad \text{as } t \to \infty.$$

Proof. It is obvious that $J_k u_0 \in L^q(\mathbb{R}^n)$ for all $k$ and $1 \leq q \leq \infty$. Since we are interested in the behavior of solution of (1.1) as $t \to \infty$ and $N$ can be chosen arbitrarily (independent of $t$), the values of $L$ on $(0, N_0)$ is irrelevant. By redefining the function, we can assume that $L$ is a finite positive number, then we have nothing to prove. So we will assume

$$\lim_{s \to \infty} L(s) = \begin{cases} \infty & \text{if } L \text{ is increasing,} \\ 0 & \text{if } L \text{ is decreasing.} \end{cases} \quad (6.2)$$

By the hypothesis (H6) of $J$ and the Riemann-Lebesgue lemma, there are $\delta, D, \rho_0 > 0$ such that

$$|\tilde{J}(\xi)| \leq \begin{cases} 1 - D|\xi|^\sigma L(|\xi|^{-\gamma}) & |\xi| \leq \rho_0, \\ 1 - \delta & |\xi| > \rho_0, \end{cases}$$

Case I: $L(s) \to \infty$. For this case, $\gamma > \sigma$. We define

$$\theta_k = (kL(k))^{1/\sigma} \quad \text{and} \quad \rho_k = \rho_0 k^{-1/\gamma}, \quad k = 1, 2, \ldots$$

If $|\xi| \leq \rho_k \theta_k$ then $((|\xi|/\theta_k)^{-\gamma} \geq \rho_0^{-\gamma} \gamma k$. Since $L$ is increasing and is slowly varying, we have

$$L\left((|\xi|/\theta_k)^{-\gamma}\right) \geq L(\rho_0^{-\gamma} k) \sim L(k), \quad \text{as } k \to \infty.$$  

Thus for all $k$ sufficiently large, we have

$$\left|\tilde{J_k}\left(\frac{\xi}{\theta_k}\right)\right| \leq \left(1 - D_1\frac{|\xi|^\sigma}{kL(k)} L\left((|\xi|/\theta_k)^{-\gamma}\right)\right)^k \leq \left(1 - D_1\frac{|\xi|^\sigma}{kL(k)}\right)^k \leq e^{-D_1|\xi|^\sigma},$$

by (5.2).

Let $0 < \varepsilon < \sigma$. If $\rho_k \theta_k < |\xi| \leq \rho_0 \theta_k$ then $((|\xi|/\theta_k)^{-\gamma} \geq \rho_0^{-\gamma} \gamma k$ and

$$\frac{|\xi|^\varepsilon}{L(k)} \geq \frac{(\rho_k \theta_k)^\varepsilon}{L(k)} = \rho_0^{\varepsilon} k^{(1/\sigma - 1/\gamma)\varepsilon} L(k)^{\varepsilon/\sigma - 1} \geq c > 0,$$

since $k^{(1/\sigma - 1/\gamma)\varepsilon} L(k)^{\varepsilon/\sigma - 1}$ is regular varying with positive index. Hence

$$\left|\tilde{J_k}\left(\frac{\xi}{\theta_k}\right)\right| \leq \left(1 - D_2\frac{|\xi|^{\sigma-\varepsilon}}{kL(k)} L(\rho_0^{-\gamma})\right)^k \leq \left(1 - D_2\frac{|\xi|^{\sigma-\varepsilon}}{kL(k)}\right)^k \leq e^{-D_2|\xi|^{\sigma-\varepsilon}}.$$  
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Finally, if $|\xi| > \varrho_0 \theta_k$ then we have
\[ |\hat{J}_k\left(\frac{\xi}{\theta_k}\right)| \leq (1 - \delta)^k \leq (kL(k))^{-n/\sigma} = \theta_k^{-n}, \]
for all $k$ sufficiently large. Here we have used that $L$ is slowly varying, so $(\alpha_1 \sqrt{k})^{1/k} \leq (kL(k))^{1/k} \leq (\alpha_2 k^2)^{1/k}$ for some constants $\alpha_1, \alpha_2 > 0$, and
\[ \lim_{k \to \infty} (\alpha_1 \sqrt{k})^{1/k} = \lim_{k \to \infty} (\alpha_2 k^2)^{1/k} = 1 \quad \therefore (kL(k))^{1/k} \to 1, \]
as $k \to \infty$.

Combining the above calculations we now get, for $k$ sufficiently large, that
\[
\int_{\mathbb{R}^n} \left| \hat{J}_k u_0 \left(\frac{\xi}{\theta_k}\right) \right| d\xi = \int_{\mathbb{R}^n} \left| \hat{J}_k \left(\frac{\xi}{\theta_k}\right) \cdot \tilde{u}_0 \left(\frac{\xi}{\theta_k}\right) \right| d\xi
= \int_{|\xi| \leq \varrho_0 \theta_k} \cdots d\xi + \int_{\varrho_0 \theta_k < |\xi| \leq \varrho_0 \theta_k} \cdots d\xi + \int_{|\xi| > \varrho_0 \theta_k} \cdots d\xi
\leq \|\tilde{u}_0\|_{L^\infty} \int_{\mathbb{R}^n} e^{-D_1 |\xi|^\gamma} + e^{-D_2 |\xi|^{\gamma-n}} d\xi + \theta_k^{-n} \int_{\mathbb{R}^n} |\tilde{u}_0(\xi/\theta_k)| d\xi
= C(\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1}) < \infty.
\]
Applying Hausdorff-Young inequality then we get
\[
(kL(k))^{n/\sigma} \|\hat{J}_k u_0\|_{L^\infty} \leq \theta_k^n \int_{\mathbb{R}^n} \left| \hat{J}_k u_0 (\xi) \right| d\xi
= \int_{\mathbb{R}^n} \left| \hat{J}_k u_0 \left(\frac{\xi}{\theta_k}\right) \right| d\xi \leq C(\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1}).
\]
Therefore
\[
\|\hat{J}_k u_0\|_{L^\infty} \leq C(\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1})(kL(k))^{-n/\sigma}
\]
By interpolation we also get
\[
\|\hat{J}_k u_0\|_{L^p} \leq C(kL(k))^{-\frac{\sigma}{\sigma}(1 - \frac{1}{p})} = C(kL(k))^{-\beta}
\]
Using Theorem (ii), it follows that
\[
\|u(t)\|_{L^p} \lesssim (tL(t))^{-\beta} \quad \text{as } t \to \infty.
\]

**Case II:** $L(s) \to 0$. For this case $\gamma = \sigma$. We employ a similar argument as in the proof of Theorem (ii) Use $\theta_k = (kL(k))^{1/\sigma}$ as in the previous case. Let us split $\mathbb{R}^n$ into
\[
\{\{\xi\} \leq 1\}, \quad \{1 < |\xi| \leq \varrho_0 \theta_k\}, \quad \{|\xi| > \varrho_0 \theta_k\}.
\]
If $|\xi| \leq 1$, we employ the estimate $|\hat{J}_k(\xi/\theta_k)| \leq 1$. Assume $1 < |\xi| \leq \varrho_0 \theta_k$. Then
\[
L((\theta_k/|\xi|)\gamma) \geq L(\theta_k^n) = L(kL(k)),
\]
where we have used that $L$ is now decreasing. Since $L(k) \to 0$ as $k \to \infty$ and $L$ is decreasing, it follows that
\[
L((\theta_k/|\xi|)\gamma) \geq L(k) \quad \text{for all } k \text{ sufficiently large.}
\]
So, in this case,
\[
\left| \tilde{J}_k \left( \frac{\xi}{\theta_k} \right) \right| \leq \left( 1 - \frac{D|\xi|^\sigma}{kL(k)} \right)^k \leq e^{-D|\xi|^\sigma}.
\]

Finally, if $|\xi| > \varrho_0 \theta_k$, then we have, as in the previous case, that
\[
\left| \tilde{J}_k \left( \frac{\xi}{\theta_k} \right) \right| \leq \theta_k^{-n},
\]
for all $k$ sufficiently large.

Combining the preceding calculations, we get
\[
\int_{\mathbb{R}^n} \left| \tilde{J}_k u_0 \left( \frac{\xi}{\theta_k} \right) \right| d\xi = \int_{|\xi| \leq 1} |\cdots| d\xi + \int_{1 < |\xi| \leq \varrho_0 \theta_k} |\cdots| d\xi + \int_{|\xi| > \varrho_0 \theta_k} |\cdots| d\xi
\leq C \|\tilde{u}_0\|_{L^\infty} \left\{ \omega_n + \int_{\varrho_0 \theta_k} e^{-D|\xi|^\sigma} d\xi \right\} + \int_{\varrho_0 \theta_k} \theta_k^{-n} |\tilde{u}_0(\xi/\theta_k)| d\xi
\leq C (\|u_0\|_{L^1} + \|\tilde{u}_0\|_{L^1}) < \infty
\]

hence
\[
\|J_k u_0\|_{L^\infty} \lesssim \|J_k u_0\|_{L^1} \lesssim (kL(k))^{1/\sigma},
\]
for all $k$ sufficiently large. Invoking Theorem 3 (ii), we obtain the desired asymptotic behavior of $u(t)$. \qed
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