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Abstract

Automatically analyzing events in a large amount of text is crucial for situation awareness and decision making. Previous approaches treat event extraction as “one size fits all” with an ontology defined a priori. The resulted extraction models are built just for extracting those types in the ontology. These approaches cannot be easily adapted to new event types nor new domains of interest. To accommodate personalized event-centric information needs, this paper introduces the few-shot Event Mention Retrieval (EMR) task: given a user-supplied query consisting of a handful of event mentions, return relevant event mentions found in a corpus. This formulation enables “query by example”, which drastically lowers the bar of specifying event-centric information needs. The retrieval setting also enables fuzzy search. We present an evaluation framework leveraging existing event datasets such as ACE. We also develop a Siamese Network approach, and show that it performs better than ad-hoc retrieval models in the few-shot EMR setting.
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1. Introduction

Tracking events are vital for situation awareness and decision making. The past two decades have witnessed an exponential growth of unstructured text, in which events are abundant. It is difficult, if not impossible, for a human user to keep up with the extremely high volume of events emerging every day.

Event extraction comes to rescue. It aims at automatically extracting mentions of events \(^1\) from text. However, previous tasks, e.g., MUC (Grishman and Sundheim, 1996), ACE (Doddington et al., 2004b), and TAC-KBP (Freedman and Gabbard, 2014; Mitamura et al., 2015), treat event extraction with “one size fits all” approaches, in which an event ontology needs to be defined a priori, and then event extractors are built just for the types in the ontology. These approaches often require extensive expertise from domain experts and linguists, in order to define event types rigorously \(^2\). It will not work for personalized information needs that we frequently encounter nowadays. For instance, the ontology might be focused on socio-political events (e.g., Conflict and ProvideAid), but a user might be interested in events related to corporate finance (e.g., Merge and Acquisition), disease outbreaks, or sports. Furthermore, there are often disagreements among even experts on what they mean by certain event types (e.g., whether a verbal conflict counts as a Conflict event) and the level of granularity of interest (ProvideAid or more specifically, ProvideMilitaryAid).

To satisfy the ever-increasing on-demand, personalized event-centric information needs, we introduce the few-shot...
essarily exact matches to be returned. Although in this paper we define a pair of event mention being relevant if they share the same event type, the EMR setting opens the door to many variations of relevancy such as "same-event" (event coreference) and "same-actor/location" (e.g., what are Taliban's movements/actions in Iran?).

To evaluate few-shot EMR, we present an information-retrieval-based evaluation framework, leveraging existing event annotation datasets such as the event annotation corpus from ACE. We will describe details in Section 3. In addition, we develop two approaches for EMR: an ad-hoc retrieval model, and a trainable Siamese Network (Koch et al., 2015) model. We demonstrate that the Siamese Network model performs better well than ad-hoc retrieval, especially under the few-shot EMR setting.

In this paper, we first describe related work, and then define the EMR task and present the two models we developed for EMR. We will then present experiment results and conclusion.

2. Related Work

Event extraction and tracking. Event extraction is often formulated as a two-stage (Ahn, 2006) classification (trigger classification then argument identification) problem. Prior works either use high-level features (Huang and Riloff, 2012; Ji and Grishman, 2008) or are Neural Network models (Chen et al., 2015). In need of labeled datasets for training models and evaluation, datasets such as MUC (Grishman and Sundheim, 1996), ACE (Doddington et al., 2004), ERE (Song et al., 2015), TAC-KBP events (Freedman and Gabillard, 2014; Mitamura et al., 2015) and Situation Frames (Strassel et al., 2017) have been developed. There are also datasets created for specialized domains. An example is the GENIA biomedical event annotation (Kim et al., 2008). In event extraction using limited training data, (Nguyen et al., 2016) proposed a two-stage NN model for event type extension. Given a new event type with a small set of seed examples, they leverage examples from other event types. (Peng et al., 2016) developed a minimally supervised approach to event trigger extraction by leveraging trigger examples gathered from the ACE annotation guidelines.

Our EMR formulation differs from the extraction setting: the information retrieval setting only requires returning a ranked list of related event mentions, thus facilitating fuzzy search. This will enable a broad range of new applications. A related task is the Topic Detection and Tracking (TDT) Evaluation (Allan, 2012). TDT aims at detecting the appearance of new event-like topics and tracking their reappearance and evolution. The topic may be aggregated at one or more documents. In contrast, our work focuses on event mentions, which are instances of events triggered by words and phrases. Our work is also related to the Coreferent Mention Retrieval (Sankey et al., 2018) task, in which the goal is to return coreferent entity mentions given a query mention.

Deep contextualized language models. Recently, deep language models such as BERT (Devlin et al., 2019) have been shown to be useful for event extraction (Yang et al., 2019) and Information Retrieval (IR) (Dai and Callan, 2019), because (1) contextualized word embeddings, generated by BERT trained with large corpora, captured word meanings that reflects its context, (2) BERT is shown to capture syntactic and semantic information (Tenney et al., 2019; Clark et al., 2019; Jawahar et al., 2019) that may be useful for modeling IR.

3. The EMR Task Definition, A Dataset and An Evaluation Framework

Task definition: Let there be m event types and a corpus C of n event mentions per each event type and n' None event mentions that do not belong to any of the m types of interest. We define the k-shot m-way Event Mention Retrieval (EMR) task as follows: given a query consists of k event mention per type (a.k.a., k-shot), find the n event mentions, that share the same event type as defined by the query, among the m \cdot n + n' candidate event mentions in C. In other words, the goal is to return a ranked list of all event mentions in C, such that the relevant n event mentions are ranked higher than the rest in the set.

Dataset. To evaluate EMR, we need a dataset which contains ground truth annotation on whether two event mentions has the same event type. We use the ACE event dataset (Doddington et al., 2004) 3, which consists of 599 documents with event mentions of 33 event types exhaustively annotated by hand. To construct a test dataset (described as C) for evaluating system performance, we randomly sample n = 50 event mentions per each event type and an additional n' = 2000 event mentions of the None class 4.

To make sure we have sufficient amount of event mentions per event type for training, development and test, we filter the event types that have fewer than 100 event mentions. This results in 15 event types (the full list is in Table 1). We choose a threshold of 100 so that we have 50 event mentions to be used in the test dataset, a maximum of 10 event mentions to be used in a query (a.k.a., a maximum of 10-shot), and the remaining 40 event mentions to be used in the development dataset.

Evaluation framework. We evaluate an EMR system S with the k-shot m-way retrieval setting: given a query (consists of k event mentions), the goal of S is to rank the m \cdot n + n' candidate event mentions in the test dataset C, according to whether they share the same event type with the query. S can use the k event mention as a query in an ad-hoc retrieval setting, or additionally for training a model such as the Siamese Network model to be described in Section 4.2.

Metric: We use Mean Average Precision (MAP) as the metric. Given a set of queries Q evenly distributed among m event types, the task is to rank all candidate event mentions among which R is the subset of the relevant event mentions. MAP is defined as

$$\frac{1}{|Q|} \sum_{q \in Q} \frac{\sum_{r \in R} P(q,r)}{|R|}$$

3 Our approach is also applicable to other event datasets that contain mention-level event annotation.

4 The ACE dataset is also applicable to other event datasets that contain mention-level event annotation.
in which \(P@r\) is the precision of the top-\(r\)-ranked event mentions.

4. Event Mention Retrieval Models

We developed two approaches for EMR. Both approach output a relevance score \(r(e, e')\), given a pair of event mentions \(e\) and \(e'\) as input. Therefore, the final relevancy score for a candidate \(e' \in C\) given query \(q\) (consists of \(k\) event mentions) is \(r(q, e') = \frac{1}{k} \sum_{e \in q} r(e, e')\). All candidate event mentions in \(C\) are ranked according to its relevancy score \(r(q, e')\) to the query \(q\). In this section, we focus on describing the two approaches in terms of how each approach produces \(r(e, e')\) for a pair of event mentions \(e\) and \(e'\).

The first approach is an ad-hoc retrieval model that simply calculates a similarity score for a pair of event mentions using their continuous, dense vector representations, and then use the similarity score as the relevancy score. The second approach is a trainable Siamese Network model which takes a pair of event mentions as input and predicts how likely they are relevant.

Representing event mentions with BERT For both approaches, we apply BERT (Devlin et al., 2019) to each sentence where the event mention appears to generate contextualized word embeddings. Prior work (Jawahar et al., 2019) shows that different layers in BERT capture different information, e.g., word meaning, syntactic dependency, that are useful for event extraction. Let \(W_{-4}(x), ..., W_{-1}(x)\) be the last 4 layers of BERT that produce 4 vectors for a word \(x\) in \(\mathbb{R}^d\). To capture the syntactic and semantic information generated by BERT for \(x\), we concatenate its BERT representation for all last 4 layers into a vector \(W(x) = [W_{-4}(x), W_{-3}(x), W_{-2}(x), W_{-1}(x)]\).

We represent an event mention \(X\) using a window of words \(x_{-2}, x_{-1}, x_0, x_1, x_2\) around the trigger word \(x_0\), and then generated its representation \(W(X) = W(x_{-2}), W(x_{-1}), W(x_0), W(x_1), W(x_2)\). This BERT representation lookup process is illustrated in the bottom half of Figure 2.

4.1. Model 1: Ad-hoc BERT-based EMR Model

Given a pair of event mentions \(X_1\) and \(X_2\) as input, the ad-hoc BERT-based model calculates the relevancy score in the following steps:

- It first generates \(W(X_1)\) and \(W(X_2)\) for \(X_1\) and \(X_2\) respectively.
- It then calculates the relevancy as \(r_1(X_1, X_2) = \text{cosine}(W(X_1), W(X_2))\)

This approach calculates the cosine similarity of the BERT representations for the pair of event mentions, and use that as the relevancy score.

4.2. Model 2: A Siamese Network EMR Model

The ad-hoc retrieval model does not take advantage of the relationships between event mentions in the query (i.e., they have the same type), nor the relationships between an event mention in the query and the rest of the event mentions, i.e.,

\[
L(X_1, X_2, y) = y \cdot \max(1 - S(X_1, X_2), 0)^2 + (1 - y)S(X_1, X_2)^2
\]

The training objective function is to minimize the total loss over a training dataset \(D = \{X_1^i, X_2^i, y^i\}\) of \(N\) pairs:

\[
\mathcal{L}(D) = \sum_{i=1}^N L(X_1^i, X_2^i, y^i)
\]

Generating labeled training examples: To generate event mention pairs with the same class and not in same class labels for training the Siamese Network model in the \(k\)-shot setting, we randomly sample pairs as follows \(^5\):

\(^5\) We sample up to 200 same class pairs. We sample up to 1000000 not in same class pairs to avoid computational inefficiency.
• Sample pairs that are both in the query, and assign them the same class label.

• Sample pairs such that one of them is in the query but the other is not, and assign this pair the not in same class label.

5. Experiments
As described in Section 3., we use a dataset constructed from the ACE event annotated corpus for evaluation. We evaluate the following models:

• Ad-hoc BERT-based model: the ad-hoc BERT-based EMR model described in Section 4.1.

• BERT+Siamese Network: This is the Siamese Network model which also uses BERT as input representation. The model is described in Section 4.2.

Experimental settings: We evaluate the models with the $k$-shot $m$-way EMR setting, described in Section 3. For each event type, we generated 10 queries, each consists of $k$ event mentions (a.k.a. $k$-shot), and run the retrieval experiments for 10 times and take an average on the MAP scores reported. For the BERT+Siamese Networks model, the $k$ event mentions are used to generate labeled pairs for training the Siamese Network model, as well as the query for ranking mentions in the test set. We experimented with varying $k$ values, ranging from $k = 2$ to 10.

For training the Siamese Network, we performed grid search over the parameter space for hyper-parameters, using a held-out development dataset (also generated from ACE). In the final experiments, we used the Adam optimizer with a learning rate of $5e^{-5}$, a batch size of 50, and an epoch number of 50. We also tuned the number of densely connected layers and numbers of hidden units, and we found that using 3 layers with 768 hidden units each performs the best on the development set.

5.1. Experimental Results
Overall performance. Figure 3 shows MAP scores of $k$-shot retrieval for $k = 2, 3, 4, \ldots, 10$ for both models. It shows increasing performance for the Siamese Network model, when $k$ increases. In contrast, the ad-hoc retrieval model does not increase when $k$ increases. The Siamese Network model performs increasingly better than the ad-hoc model when $k$ gets higher, as it is able to leverage more automatically labeled event pairs as $k$ increases. With limited observation of event mentions (as little as 5), both the ad-hoc model and the Siamese model are still effective. At $k$ as little as 5, the Siamese Network model outperforms the ad-hoc model by 20 points in MAP.

Retrieval performance by event type Table 1 shows the $k$-shot ($k = 2, 3, 4, 5, 10$) MAP scores by event type for the Siamese Network model. In general, a similar trend is observed: retrieval performances are significantly improved when more event mentions are used in each query; $k = 5$ consistently show decent results across most event types. Results vary by event type since some events are expressed by a small set of trigger words (e.g., "elect" for the type Personnel.Elect) but others may have a much larger variation in how they are expressed (e.g., Conflict.Attack, and Personnel.Start/End-Position).

5.2. Analysis and Discussion
We further inspect the retrieved event mentions for each query. Table 2 shows some interesting examples, which are among the top-20 retrieved event mentions with the highest relevancy score for each query type. Most of them have a human-annotated ACE label different from the corresponding query event type. The mismatch between query event type and the ACE event labels of these top-ranked event mentions can be divided into three categories:

Some ACE event types are broadly defined: for example, a query for the event type Transaction.Transfer-Ownership contains both U.S. forces drove though portions of the Iraqi capital, seizing Iraqi tanks... and U.S. special forces and Kurdish militiamen captured the town of Bardarash and... These two event mentions also expressed (or at lease, are very similar to) another event type Conflict.Attack. This
broad definition of Transaction.Transfer-Owner leads to a relatively lower k-shot MAP score (especially when k is small) compared to other event types, as shown in Table 1. This also led to retrieving a Conflict.Attack event mention (shown as the event mention #10 in Table 2).

The model discovered missing annotation: Some retrieved top-ranked event mentions are relevant to the query, but they are missed by ACE annotation. Examples #1, 3, 4, 5, 7, 8, 9 are all in this category. Retrieving these examples requires the model to understand wider context. This shows the effectiveness of the Siamese Network model.

Ambiguous triggers require better modeling of context
By applying BERT over the context window around each event trigger, our model captures context for event mentions. For example in event mention #6, lit is an ambiguous verb, but the model correctly retrieved it for Conflict.Attack. However, in event mention #2, the model fails to capture the context information well enough for predicting took correctly. This requires better modeling of context, which we will explore as future work.

6. Conclusion and Future Work
This paper introduces the few-shot Event Mention Retrieval (EMR) task: its task definition, an evaluation framework and a test dataset. We also develop two approaches for EMR, and present experiments that show the Siamese Network approach performs better than ad-hoc retrieval.

Our next step is to broaden the definition of relevancy by introducing a sub-task of retrieving coreferent event mentions, given a query describing a specific event.
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