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Abstract—Random matrix model for the Nakagami-\(q\) (Hoyt) fading in multiple-input multiple-output (MIMO) communication channels with arbitrary number of transmitting and receiving antennas is considered. The joint probability density for the eigenvalues of \(H^*H\) (or \(HH^*\)), where \(H\) is the channel matrix, is shown to correspond to the Laguerre crossover ensemble of random matrices and is given in terms of a Pfaffian. Exact expression for the marginal density of eigenvalues is obtained as a series consisting of associated Laguerre polynomials. This is used to study the effect of fading on the Shannon channel capacity. Exact expressions for higher order density correlation functions are also given which can be used to study the distribution of channel capacity.
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I. INTRODUCTION

THE propagation of radio waves through wireless channels is a complex phenomenon. Various unavoidable effects associated with the multipath fading make it extremely difficult to formulate an exact mathematical description. However, there exist a number of simple and accurate statistical models for fading channels. These take into account the particular propagation environment and the underlying communication scenario [1], [2].

It has been shown that the use of multiple transmitting and receiving antennas leads to significant increase in the spectral efficiency of wireless communication systems [3], [4]. This idea has been pursued vigorously in the last ten years [5]-[35]. There are now available a number of powerful results for the multiple-input multiple-output (MIMO) communication systems. The mathematical model for MIMO communication involves the channel matrix \(H\), whose entries characterize the paths between the antennas at the transmitting and receiving ends. Many quantities of interest, which measure performance of the MIMO system, follow from the eigenvalue statistics of Hermitian matrix \(W = H^*H\) (or \(HH^*\)). \(H\) is, in general, a rectangular random matrix with real or complex entries, its dimensions being \(N_T \times N_R\). Here \(N_T\) and \(N_R\) are the numbers of receiving and transmitting antennas respectively. The choice of probability distribution for \(H\) depends on the propagation environment and communication scenario. When the matrix elements of \(H\) are independent and identically distributed (iid) Gaussian variables with zero mean, the ensemble of \(W\) is referred to as the Wishart or equivalently Laguerre ensemble [36], [37], [38], [39], [40], [41]. It has also been referred to as the Dyson ensemble [42], [43].

The performance of MIMO systems with iid channels has been investigated extensively. The assumption of iid channels holds good when there is sufficient spacing within the antennas at either ends. Two important examples are the Rayleigh and Rician fadings with uncorrelated channels, where the matrix elements of \(H\) are taken to be iid complex Gaussians with zero or non-zero means respectively. These fading models apply to the cases with absence or presence of a strong direct line of sight in the propagation paths between the transmitting and receiving ends. Telatar [4] has considered the uncorrelated Rayleigh fading in great detail. His paper has been followed by many authors; see for example [5], [6], [7], [8]. Rician fading with uncorrelated channels has been studied in [9], [10]. In recent investigations the condition of iid channels has been relaxed and the effects of spatial correlations has been considered [11], [12], [13], [14]. This is needed to take account of closely spaced antennas at either or both the transmitting and receiving ends.

The general problem of multichannel communication has been considered by Simon, Moustakas and others [15], [16], [17], [18] by group theoretical methods to obtain exact results for both uncorrelated and correlated cases. See also [19] and [20] respectively for other ensembles and another approach to the problem of fading in MIMO channels.

Most of the research related to MIMO capacity has focused mainly on Rayleigh and Rician distributions. However, there are other classes of fading distributions which serve as better models under certain circumstances. An example is the Nakagami-\(m\) distribution which contains Rayleigh, one-sided Gaussian and uniform distribution on unit circle as special cases [21], [22], [23]. Another example is the Weibull distribution which has been considered in [24].

Our purpose in this paper is to study Nakagami-\(q\) distribution [1], [2], [21], [25], [26] with iid channels. This model was proposed by Nakagami as an approximation to the above mentioned Nakagami-\(m\) distribution for certain range of \(m\) values [1], [2], [21], [23]. It has been investigated independently by Hoyt [25], and hence is also referred to as Nakagami-Hoyt fading. Under this fading the elements of \(H\) are taken to be complex iid Gaussians with zero mean, but in general having different variances for real and imaginary parts. It spans the range from one-sided Gaussian to Rayleigh distribution as the value of parameter \(q\) is varied from 0 to 1. Note here that one-sided Gaussian fading occurs in the limit when variance of imaginary (or real) part is zero, whereas Rayleigh case is obtained when the variances of real and imaginary parts are equal. This fading is observed on satellite links which are subject to strong ionospheric scintillation [1], [2], [27]. It has also been used to analyze the cellular mobile radio systems [28], [29].

In the context of random matrix theory Rayleigh fading
corresponds to the Laguerre unitary ensemble (LUE) \[38\], \[39\], \[40\], \[41\] of random matrices, whereas one sided Gaussian fading corresponds to the Laguerre orthogonal ensemble (LOE) of random matrices \[38\], \[39\], \[40\], \[41\]. Thus Nakagami-\(q\) fading, in general, corresponds to a random matrix ensemble which interpolates between LOE and LUE. This crossover ensemble, along with the more general Jacobi crossover ensembles, was recently studied by the present authors \[44\], \[45\]. In this paper we apply the LOE-LUE crossover results \[44\] to solve the problem of Nakagami-\(q\) fading. The crossover results follow from the Brownian motion formalism of random matrices \[42\], \[46\]. This approach is equivalent to the group theoretical formalism mentioned above and has been briefly described in Appendix A.

The Nakagami-\(q\) fading results for \(N_t = N_r = 2\) were obtained recently by Fraidenraich et al. \[26\]. These results were presented in terms of complicated multiple integrals. In the present work we obtain exact results in compact forms for all \(N_t, N_r\). We obtain the JPD of eigenvalues in terms of a Pfaffian \[39\] (See Appendix B) from which all density correlation functions can be derived. In particular the level density, which is proportional to the marginal density, is given in terms of a series consisting of associated Laguerre polynomials. We use this to study the mean or ergodic capacity of MIMO channels for Nakagami-\(q\) fading. The higher order correlation functions can be used to study distribution of the channel capacity \[30\], \[31\], \[32\], \[33\]. These exact results serve as interesting addition to already existing rich literature in this field.

The paper is organized as follows. In Sec. II we describe the Nakagami-\(q\) distribution. Sec. III deals with the Nakagami-\(q\) fading in MIMO systems and gives the LOE-LUE crossover results. Some of the details of the derivation are given in Appendices A, B, C and D. In Sec. IV the effect of this fading on Shannon channel capacity is investigated. We conclude with some general remarks in Sec. V.

II. NAKAGAMI-\(q\) DISTRIBUTION

The instantaneous signal in Nakagami-\(q\) fading is modelled as the complex Gaussian quantity

\[ Z = X + j Y = R e^{j \theta}, \]

where \(X, Y\) are zero mean Gaussians with variances \(\sigma_X^2\) and \(\sigma_Y^2\). The distribution of the signal envelope \(R = |Z|\) is obtained as \[21\], \[25\]

\[ p_R(R) = \frac{(1 + q^2)R}{q^2 \Omega} \frac{e^{-\frac{1 + q^2}{4q^2 \Omega^2} R^2 \Omega}}{I_0\left(\frac{1 - q^2}{4q^2 \Omega^2} R^2 \Omega\right)}, \]

where \(I_0(\cdot)\) represents the zeroth order modified Bessel function of the first kind. The distribution of phase \(\theta\) is given by

\[ p_\theta(\theta) = \frac{\sigma_X \sigma_Y}{2 \pi (\sigma_X^2 \sin^2 \theta + \sigma_Y^2 \cos^2 \theta)}, \quad -\pi \leq \theta < \pi. \]

In \(2\) \(q \in [0, 1]\) is the Nakagami-Hoyt fading parameter, and \(\Omega = \mathbb{E}[R^2] = \sigma_X^2 + \sigma_Y^2\). \(\mathbb{E}[\cdot]\) is the expectation operator and represents the statistical average. The parameter \(q\) is given in terms of the variances \(\sigma_X^2\) and \(\sigma_Y^2\) as

\[ q = \begin{cases} \frac{\sigma_Y}{\sigma_X}, & \sigma_X \geq \sigma_Y \\ \frac{\sigma_X}{\sigma_Y}, & \sigma_Y \geq \sigma_X \end{cases}. \]

Thus we have \(q = 0\) for \(\sigma_Y = 0\) (or \(\sigma_X = 0\)), the other being nonzero, and \(q = 1\) for \(\sigma_X = \sigma_Y\). These correspond respectively to one sided Gaussian and Rayleigh fadings. Note that the \(q = 0\) case is referred to as one-sided Gaussian because the signal amplitude (2) corresponds to that of \(|X|\) or \(|Y|\).

For definiteness we choose \(\sigma_X \geq \sigma_Y\). Note then that the two cases in (4) correspond to the distribution of \(Z\) and \(Z/j\). The Brownian motion parameter \(\tau\) \[44\] which governs the LOE-LUE crossover (see Appendix B) is related to the quantities defined here in the following way:

\[ e^{-\tau} = \frac{\sigma_X^2 - \sigma_Y^2}{\sigma_X^2 + \sigma_Y^2} \frac{1 - q^2}{1 + q^2}, \]

which is also the parameter \(b\) in \[26\]. Alternatively we can write

\[ \sigma_X^2 = \left(\frac{1 + e^{-\tau}}{2}\right) \Omega, \quad \sigma_Y^2 = \left(\frac{1 - e^{-\tau}}{2}\right) \Omega. \]

The crossover results in \[44\] correspond to the choice \(\Omega = 1/2\). Also, \(\tau = 0\) corresponds to LOE whereas \(\tau \to \infty\) corresponds to LUE. These limits lead to one-sided Gaussian \((q = 0)\) and Rayleigh \((q = 1)\) fadings respectively.

III. MIMO CHANNEL MODEL AND LOE-LUE CROSSOVER

We consider a single user Gaussian channel with \(N_t\) antennas at the transmitter end and \(N_r\) antennas at the receiver end. The MIMO channel can then be modelled as \[4\]

\[ y = H x + n. \]

Here \(x\) and \(y\) represent the \((N_t \times N_r)\) transmitted and received signal vectors respectively. \(n\) is complex Gaussian noise vector with zero mean \((\mathbb{E}[n] = 0)\) and unit variance \((\mathbb{E}[nn^\dagger] = I_{N_r})\). \(H\) is \(N_r \times N_t\) dimensional channel matrix with iid entries \(H_{jk}\) distributed as the random variable \(Z\) given in (1). Equivalently \(H\) can also be written as

\[ H = H_X + j H_Y, \]

where \(H_X\) and \(H_Y\) are independent \(N_r \times N_t\) real matrices with zero mean iid Gaussian entries with variances \(\sigma_X^2\) and \(\sigma_Y^2\) respectively. Now consider \(N = \min(N_t, N_r)\) and \(M = \max(N_t, N_r)\). The Hermitian matrix

\[ W = \begin{cases} H^\dagger H & \text{for } N_r \geq N_t \\ H H^\dagger & \text{for } N_t < N_r \end{cases}, \]

is therefore \(N \times N\) dimensional. As mentioned in the introduction the matrix model given by \[8\] maps to the random matrix problem of LOE-LUE crossover \[44\]. The JPD of eigenvalues \(\{\lambda\} \equiv \{\lambda_1, ..., \lambda_N\}\) of \(W\) for this crossover can be obtained using the Brownian
motion model of random matrices \cite{42,46}. Proofs are given in Appendices A and B \cite{41}. We find that \cite{44}
\[ P(\{\lambda\}; \Omega; \tau) = \frac{2^{m(N+1)/2} C_N(0) \Delta_N \text{Pf}[F_{j,k}^{(\tau)}]}{(2\Omega)^{N(N+1)/2}} \prod_{i=1}^{N} w_{\lambda_i}(\frac{\lambda_i}{2\Omega}). \] (10)

Here \text{Pf}(B) represents the Pfaffian of an even-dimensional antisymmetric matrix \( B \) \cite{59} (see Appendix B for definition),
\[ C_N(0) = \frac{\pi^{N/2}}{2^N} \prod_{k=1}^{N} \Gamma\left(\frac{k}{2}+1\right) \Gamma\left(\frac{k}{2}+\frac{1}{2}\right) \] (11)
is the normalization,
\[ \Delta_N(\lambda_1, \ldots, \lambda_N) = \prod_{1 \leq j < k \leq N} (\lambda_j - \lambda_k) \] (12)
is the Vandermonde determinant and
\[ w_{\alpha}(x) = x^{\alpha}e^{-x}, \quad 0 \leq x < \infty, \] (13)
is the associated Laguerre weight function. The parameter \( \alpha \) is defined by
\[ 2\alpha + 1 = |N_t - N_r|. \] (14)
\( F^{(\tau)} \) is a 2\( m \)-dimensional antisymmetric matrix with 2\( m = N \) or \( N + 1 \) depending on whether \( N \) is even or odd. The matrix elements \( F_{j,k}^{(\tau)} \) are obtained from their \( \tau = 0 \) counterparts using the one-body operators introduced in \cite{44} (See Appendices B and C). For \( j, k = 1, \ldots, N \) we have
\[ F_{j,k}^{(\tau)} = G^{(\tau)}(\frac{\lambda_j}{2\Omega}, \frac{\lambda_k}{2\Omega}). \] (15)

For odd \( N \), we have in addition
\[ F_{j,N+1}^{(\tau)} = -F_{N+1,j}^{(\tau)} = \omega^{(\tau)}(\frac{\lambda_j}{2\Omega})(1 - \delta_{j,N+1}). \] (16)

With \( L_{\alpha}(x) \) representing associated Laguerre polynomials, \( G^{(\tau)}(x, y) \) and \( \omega^{(\tau)}(x) \) are given by
\[ \begin{align*}
G^{(\tau)}(x, y) & = 2w_{a+1}(x)w_{a+1}(y) \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} e^{-(2\mu+2\nu+1)\tau} K^{(a)}_{\mu,\nu} \\
& \times \left[ L_{2\mu+1}^{(2a+1)}(2x)L_{2\nu+1}^{(2a+1)}(2y) - L_{2\nu+1}^{(2a+1)}(2x)L_{2\mu+1}^{(2a+1)}(2y) \right] \\
& = 2w_{a+1}(x)w_{a+1}(y) \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} e^{-(2\nu+2\mu+1)\tau} K^{(a)}_{\mu,\nu} \\
& \times \left[ L_{2\nu+1}^{(2a+1)}(2x)L_{2\mu+1}^{(2a+1)}(2y) - L_{2\mu+1}^{(2a+1)}(2x)L_{2\nu+1}^{(2a+1)}(2y) \right],
\end{align*} \] (17)
where
\[ K^{(a)}_{\mu,\nu} = \frac{\Gamma(\mu + \frac{1}{2}) \Gamma(\nu + 1)}{\Gamma(\mu + a + \frac{3}{2}) \Gamma(\nu + a + 1)} \] (18)
and
\[ \omega^{(\tau)}(x) = w_{a+1}(x) \sum_{\mu=0}^{\infty} e^{-2\mu\tau} \frac{\Gamma(\mu + \frac{1}{2})}{\Gamma(\mu + a + \frac{3}{2})} L_{2\mu}^{(2a+1)}(2x). \] (19)

The two representations of \( G^{(\tau)}(x, y) \) appearing in \cite{17} follow from each other by changing the order of the two summations; see appendix D. Also note that \( G^{(\tau)}(x, y) \) is an antisymmetric function of \( x \) and \( y \). As explained in \cite{44,45}, these results valid for arbitrary \( \tau \) derive from the \( \tau = 0 \) results for which
\[ G^{(0)}(x, y) = \frac{1}{2} \text{sgn}(x - y), \] (20)
and
\[ \omega^{(0)}(x) = \frac{1}{2}. \] (21)

For \( \tau = 0 \) (\( q = 0 \)) and \( \tau = \infty \) (\( q = 1 \)) equation \( \text{(10)} \) reduces to the following well known results for the LOE and LUE respectively \cite{53,57,58,59,60,61,62},
\[ P(\{\lambda\}; \Omega; 0) = \frac{1}{(2\Omega)^{N(N+1)/2}} C_N^{(0)}(\Delta_N) \prod_{i=1}^{N} w_{\lambda_i}(\frac{\lambda_i}{2\Omega}), \] (22)
\[ P(\{\lambda\}; \Omega; \infty) = \frac{1}{2\Omega^2} C_N^{(\infty)}(\Delta_N)^2 \prod_{i=1}^{N} w_{2\lambda_i+1}(\frac{\lambda_i}{\Omega}). \] (23)

The normalization \( C_N^{(\infty)} \) is given by Eq. \( \text{(11)} \) and \( C_N^{(\infty)} \) by
\[ C_N^{(\infty)} = \prod_{k=1}^{N} \frac{1}{\Gamma(k+1)\Gamma(k+2a+1)}. \] (24)

Equation \( \text{(22)} \) applies to the one-sided Gaussian fading, whereas \( \text{(23)} \) applies to the Rayleigh fading. The latter is considered in \cite{4} with the choice \( \Omega = 1 \).

The \( n \)-level correlation function defined by
\[ R_n(\lambda_1, \ldots, \lambda_n; \Omega; \tau) = \frac{N!}{(N-n)!} \int_{0}^{\infty} \cdots \int_{0}^{\infty} P(\{\lambda\}; \Omega; \tau) \times d\lambda_{n+1} \cdots d\lambda_N \] (25)
can be expressed as a quaternion determinant involving certain two-point kernels, which in turn derive from skew-orthogonal polynomials and their dual functions \cite{40,41,44,45}. The explicit forms have been given in Appendix C. Since we are interested here in the calculation of channel capacity, which is a linear statistic on eigenvalues, we need \( R_1(\lambda; \Omega; \tau) \) only.

We find,
\[ R_1(\lambda; \Omega; \tau) = R_1(\lambda; \Omega; \infty) \]
\[ + \frac{1}{\Omega} w_{2a+1}(\frac{\lambda}{\Omega}) \sum_{\nu=0}^{\infty} \frac{e^{-(2\mu+2-N-\varepsilon)\tau}}{2a+1} \]
\[ \times \frac{\Gamma(\frac{N+1}{2})}{\Gamma(\frac{N-1+2a+c}{2})} \frac{\Gamma(\nu + a + 1 - \frac{\varepsilon}{2})}{\Gamma(\nu + a + 2 - \frac{\varepsilon}{2})} \frac{L_{2\mu}^{(2a+1)}(\frac{\lambda}{\Omega})}{\frac{\lambda}{\Omega}}, \] (26)
where
\[ c = N \mod(2). \] (27)

A proof of \( \text{(26)} \) is outlined in Appendix D. In the limit \( \tau \to \infty \) the second term in \( \text{(26)} \) vanishes. The first term gives the density for the Rayleigh case (LUE result), viz.
\[ R_1(\lambda; \Omega; \infty) = \frac{1}{\Omega} w_{2a+1}(\frac{\lambda}{\Omega}) \sum_{\mu=0}^{\infty} \frac{\Gamma(\mu + 1)}{\Gamma(\mu + 2a + 2)} \frac{L_{2\mu}^{(2a+1)}(\frac{\lambda}{\Omega})}{\frac{\lambda}{\Omega}}. \] (28)
For $\tau = 0$ (26) can be reduced to a finite sum involving incomplete Gamma function $\Gamma(s, x) = \int_x^\infty y^{s-1}e^{-y}dy$ along with the associated Laguerre polynomials, i.e.

$$R_1(\lambda; \Omega; 0) = R_1(\lambda; \Omega; \infty) + \frac{1}{2\Omega} w_a \left( \frac{\lambda}{2\Omega} \right) L^{(2\alpha+1)}_{N-1} \left( \frac{\lambda}{\Omega} \right) \sum_{\mu=0}^{N} \chi_{N,\mu}^{(a)} \left( \mu + a + 1, \frac{\lambda}{2\Omega} \right)$$

$$+ \frac{1}{2\Omega} w_a \left( \frac{\lambda}{2\Omega} \right) L^{(2\alpha+1)}_{N-1} \left( \frac{\lambda}{\Omega} \right) \left[ c \xi_N^{(a)} - (1-c)\eta_N^{(a)} \right]$$

with

$$\chi_{N,\mu}^{(a)} = \frac{(-1)^\mu 2^{\mu+2\alpha+1} (N+2a+1)\Gamma(N+1)}{\Gamma(\mu+1)\Gamma(\mu+2a+2)\Gamma(N-\mu+1)},$$

and

$$\xi_N^{(a)} = \frac{\Gamma\left(\frac{N+1}{2}\right)}{\Gamma\left(\frac{N+2a+1}{2}\right)},$$

$$\eta_N^{(a)} = \frac{2^{2a}\Gamma(N+1)\Gamma\left(\frac{N+2a+2}{2}\right)}{\Gamma(N+2a+1)\Gamma\left(\frac{N+2a+2}{2}\right)}.$$
Here, ergodic capacity can be obtained from the level density described by the Marčenko-Pastur-Dyson density \[42], \[47], \[48], values with

\[ R_1(\lambda; \Omega) = \begin{cases} \sqrt{(\lambda_{\max} - \lambda)(\lambda - \lambda_{\min})} / 2\pi\Omega\lambda, & \lambda_{\min} \leq \lambda \leq \lambda_{\max}, \\ 0, & \text{otherwise.} \end{cases} \] (33)

Here, \( \lambda_{\min} = M\Omega(1 - \sqrt{N/M})^2 \) and \( \lambda_{\max} = M\Omega(1 + \sqrt{N/M})^2 \).

The marginal density \( \rho(\lambda; \Omega; \tau) = R_1(\lambda; \Omega; \tau)/N \) (normalized to 1) has been shown in Fig. 1 for different \( N_t, N_r \) at various \( q \) values. The theoretical predictions based on (26) and the results of numerical simulations for the matrix model given by (8) are in excellent agreement. In Fig. 1(d) for \( N_t = N_r = 16 \) the density curves for \( q = 0 \) and \( q = 1 \) almost overlap and are well described by (33).

We would like to remark here that it is difficult to analytically demonstrate the equivalence of \( N_t = N_r = 2 \) results in (26) with our corresponding results. However the agreement of theoretical predictions with numerical simulations in both cases show that our results are equivalent.

IV. SHANNON CHANNEL CAPACITY

In the absence of channel knowledge at the transmitter end the ergodic MIMO channel capacity is given as [4]

\[ C = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \log_2 \left( 1 + \frac{P}{N_i} \lambda_i \right) \right] = N \mathbb{E} \left[ \log_2 \left( 1 + \frac{P}{N} \lambda \right) \right]. \] (34)

Here \( P \) constrains the total transmitted power as \( \mathbb{E}[x^*x] \leq P \). Since \( P(\{\lambda\}; \Omega; \tau) \) is symmetric in all the eigenvalues the ergodic capacity can be obtained from the level density \( R_1(\lambda; \Omega; \tau) \) as

\[ C = \int_0^\infty \log_2 \left( 1 + \frac{P}{N} \lambda \right) R_1(\lambda; \Omega; \tau) d\lambda. \] (35)

It is possible to carry out this integral explicitly by considering the expansion of associated Laguerre polynomials in (26), as done for the Rayleigh fading in [8]. The final result would involve a triple summation. We present here the results by carrying out the integration in (35) numerically.

Fig. 2 shows the channel capacity for various values of \( N_t = N_r \) in the extreme cases, i.e. for \( q = 0 \) and \( q = 1 \). The result using asymptotic density is also given. The effect of the Nakagami-Hoyt parameter \( q \) on the channel capacity is shown in Fig. 3 for several \( N_t, N_r \) values at \( P = 15 \text{dB} \) and \( 30 \text{dB} \). The degradation in channel capacity can be clearly seen as \( q \) decreases from 1 to 0. For example, at \( P = 15 \text{dB} \) the channel capacity is found to degrade upto 8.33%, 5.96% and 4.63% in \( N_t = N_r = 2, 3, 4 \) cases respectively. Fig. 4 shows the relative degradation in the channel capacity, \( 1 - C(q = 0)/C(q = 1) \), as a function of \( P \).

V. CONCLUSION

We have shown that the problem of Nakagami-\( q \) fading in MIMO channel can be effectively and exactly handled...
by considering the Laguerre crossover ensemble of random matrices. Employing the techniques introduced in [44] we have given exact expressions for the JPD as well as density correlation functions of all orders. The level density of the eigenvalues is presented in terms of a series consisting of associated Laguerre polynomials and is used in the calculation of Shannon channel capacity. The higher order correlation functions will be useful in studying the distribution of the channel capacity [30], [31], [32], [33].

The present formalism can also be used to solve the problem of uncorrelated Rician fading in MIMO channels, as indicated in Appendix A. It would be of interest to extend it to deal with the cases of correlated channels and also to consider the phenomena of keyhole or pinhole channels which arise because of degenerate channels [22], [34], [35].

APPENDIX A

BROWNIAN MOTION OF LAGUERRE ENSEMBLES

For the Brownian motion model of the Laguerre ensembles it is convenient to work in terms of the parameter τ which serves as a fictitious time [46]. It is related to the parameter q as given in (5). At τ = 0 the matrix H will have only real Gaussian elements, whereas for τ → ∞ it will have complex Gaussian elements with equal variances for the real and imaginary parts. In the following, without loss of any generality, we take H to be M × N dimensional with M ≥ N.

The matrix model given by (3) is statistically equivalent to the following matrix model

\[
\tilde{H}(τ) = e^{-τ/2}Ω^{1/2}A + \left(1 - e^{-τ/2}\right)^{1/2}Ω^{1/2}V,
\]

where A belongs to the ensemble of real matrices with iid Gaussian elements having zero mean and unit variance. V is a member of the ensemble of complex matrices having iid Gaussian entries with zero mean and unit variances for both real and imaginary parts. At τ + δτ we have

\[
\tilde{H}(τ + δτ) = e^{-τ/2 - δτ/2}Ω^{1/2}A + \left(1 - e^{-τ-δτ/2}\right)^{1/2}Ω^{1/2}V.
\]

As far as eigenvalue properties are concerned, ensemble of matrices described by (37) is again statistically equivalent to the ensemble of matrices defined by

\[
\tilde{H}(τ + δτ) = a_0(\tilde{H}(τ) + ε\tilde{V}),
\]

where V belongs to the same ensemble as V, and a₀ and ε are given by

\[
a_0 = e^{-δτ/2} = 1 - \frac{1}{2}δτ,
\]

and

\[
ε = \left(\frac{e^{δτ} - 1}{2}\right)^{1/2}Ω^{1/2} = \left(\frac{Ω}{2}\right)^{1/2}(δτ)^{1/2}.
\]

Here in (39) and (40) as well as other equations below the expressions are correct up to order δτ. Considering the singular value decomposition \(U_1^*H(τ)U_2 = X(τ)\), we obtain from (38)

\[
X(τ + δτ) = \left(1 - \frac{1}{2}δτ\right)X(τ) + \left(\frac{Ω}{2}\right)^{1/2}(δτ)^{1/2}\tilde{V}. \quad (41)
\]

Here X(τ) is \(M \times N\) dimensional real rectangular diagonal matrix. \(\tilde{V}(=U_1^*VU_2)\) has the same statistical properties as that of V. Thus we have

\[
X^T(τ + δτ)X(τ + δτ) = (1 - δτ)X^T(τ)X(τ) + \left(\frac{Ω}{2}\deltaτ\right)^{1/2} + \frac{Ω}{2}\tilde{V}\tilde{V}^\dagger\deltaτ. \quad (42)
\]

Note that the singular values of \(\tilde{H}\) are square roots of eigenvalues \(\{λ(τ)\}\) of \(H^\dagger H\). As mentioned above the eigenvalues \(\{λ\}\) are statistically equivalent to those of \(W = H^\dagger H\). Similarly the eigenvalues \(\{λ(τ + δτ)\}\) correspond to the squares of the singular values of \(\tilde{H}\). Applying the second-order perturbation theory we get,

\[
δλ_j(τ) = λ_j(τ + δτ) - λ_j(τ) = -λ_j(τ)δτ + \left(λ_j(τ)\right)^{1/2}\left(\tilde{V}_{jj}(τ) + \tilde{V}_{jj}^*(τ)\right)\left(\frac{Ω}{2}\right)^{1/2}δτ
\]

\[
+ \sum_{k=1}^{M} \sum_{l=1}^{N} \frac{|\left(λ_j(τ)\right)^{1/2}\tilde{V}_{jk}(τ) + (λ_k(τ))^{1/2}\tilde{V}_{kj}^*(τ)|^2}{λ_j(τ) - λ_k(τ)} \left(\frac{Ω}{2}\right)^{1/2}δτ.
\]

Since \(E[\tilde{V}_{jk}] = 0\), \(E[\tilde{V}_{jk}^*\tilde{V}_{lm}] = 2δ_{jl}\delta_{km}\), we get, for the eigenvalues \(\{λ\}\), the following moments

\[
E[δλ_j] = -λ_j(M - N + 1)Ω + \sum_{k(\neq j)=1}^{N} \left(\frac{2Ωλ_j}{λ_j - λ_k}\right)δτ, \quad (45)
\]

and

\[
E[δλ_jδλ_k] = 2Ωλ_jδ_{jk}δτ. \quad (46)
\]
Using these we can construct the Fokker-Planck equation for the JPD of eigenvalues \([39, 42, 46, 49]\),

\[
\frac{\partial P}{\partial \tau} = -\mathcal{L}P,
\]

where \(\mathcal{L}\) is the Fokker-Planck operator given by

\[
\mathcal{L} = -\Omega \sum_j \left[ \frac{\partial^2}{\partial \lambda_j^2} \lambda_j - \frac{\partial}{\partial \lambda_j} \left\{ (M - N + 1) - \frac{\lambda_j}{\Omega} \right\} + \sum_{k \neq j} \frac{2\lambda_j}{\lambda_j - \lambda_k} \right].
\]

The equilibrium density corresponds to LUE (Rayleigh) and can be verified by setting \(\mathcal{L}P = 0\).

Using the similarity transformation \([47]\), we map \(\xi = P^{-1/2} P\), we map to a Schrödinger equation in imaginary time \(i\tau\), we get

\[
\frac{\partial \xi}{\partial \tau} = -\mathcal{H}\xi.
\]

Here \(\mathcal{H} = P^{-1/2} \mathcal{L} P^{1/2}\) describes a system of \(N\) non-interacting fermions and is given by

\[
\mathcal{H} = \sum_{j=1}^{N} \mathcal{H}_{\lambda_j} - \frac{1}{2} N(N-1),
\]

where \(\mathcal{H}_{\lambda}\) is the single particle Hamiltonian,

\[
\mathcal{H}_{\lambda} = -\Omega \left[ \frac{\partial^2}{\partial \lambda^2} + \frac{\lambda}{4\Omega^2} - \frac{1}{4} \left( \frac{M - N}{\Omega} \right)^2 \frac{1}{\Omega^2} + \frac{(M - N + 1)}{2\Omega} \right] \lambda.
\]

The eigenfunctions of \(\mathcal{H}_{\lambda}\) are the weighted associated Laguerre polynomials \([M - N, e^{-\lambda/\Omega}]^{1/2} L_n^{(M-N)}(\lambda/\Omega)\) with corresponding eigenvalue \(n\), where \(n = 0, 1, 2, \ldots\). The eigenfunction \(\xi\) of \(\mathcal{H}\) is thus the Slater determinant comprising these weighted polynomials. Also note that the ground state energy of \(\mathcal{H}\) is zero.

The JPD of eigenvalues at arbitrary \(\tau\) can be obtained as

\[
P(\{\lambda\}, \tau) = e^{-\mathcal{H}\tau} P(\{\lambda\}, 0) = P_{eq}^{1/2} e^{-\mathcal{H}\tau} P_{eq}^{-1/2} P(\{\lambda\}, 0),
\]

This expression is equivalent to

\[
P(\{\lambda\}, \tau) = \int_0^\infty d\gamma_1 \cdots \int_0^\infty d\gamma_N P(\{\lambda\}; \tau|\{\gamma\}; 0) P(\{\gamma\}, 0),
\]

where \(P(\{\lambda\}; \tau|\{\gamma\}; 0)\) is the conditional JPD (or Green’s function or propagator) which gives the probability of finding the eigenvalues \(\{\lambda\}\) at \(\tau\) when the initial eigenvalues are \(\{\gamma\}\).

We have \([48]\),

\[
P(\{\lambda\}; \tau|\{\gamma\}; 0) = \left( \frac{P_{eq}(\{\lambda\})}{P_{eq}(\{\gamma\})} \right)^{1/2} \times \sum_n e^{-\mathcal{E}_n \tau} \xi_n(\{\lambda\}) \xi_n(\{\gamma\}),
\]

where the sum is over all the states. \(\mathcal{E}_n\) is the eigenvalue corresponding to the state \(\xi_n(\{\lambda\})\). Substituting the Slater determinant form of \(\xi\) we obtain

\[
P(\{\lambda\}; \tau|\{\gamma\}; 0) = \frac{1}{\Omega^{N(N-1)}} \Delta_N(\{\lambda\}) \prod_{i=1}^{N} w_{2a+1}(\frac{\lambda_i}{\Omega})
\]

\[
\times e^{N(N-1)/2} \det \left[ f \left( \frac{\lambda_i}{2\Omega}, \frac{\gamma_j}{2\Omega}; \tau \right) \right]_{i,j=1}^{N},
\]

where \([50]\)

\[
f(x, y; \tau) = \sum_{\mu=0}^{\infty} \frac{e^{-\mu \tau}}{\alpha_{\mu}^4} (2xL_{2\alpha+1}(2y) + e^{-\tau}(1-e^{-\tau}) J_{2\alpha+1} \left( \frac{4(-xye^{-\tau})^{1/2}}{1-e^{-\tau}} \right) \right),
\]

\(J_k(z)\) is the Bessel function and

\[
\alpha_{\mu} = \left[ \frac{\Gamma(\mu + 2a + 2)}{\Gamma(\mu + 1)} \right]^{1/2}.
\]

Eq. \([55]\) is similar to the expression obtained after integral over unitary group \([16]\). In the present problem we use it to solve the Nakagami-\(q\) fading problem. However it can be used to tackle other fading distributions also. For example, the uncorrelated Rician case can be solved by taking \(A\) in \([50]\) as a fixed matrix instead of belonging to an ensemble of real Gaussian matrices and properly adjusting the values of \(\Omega\) and \(\tau\).

**APPENDIX B**

**JPD for LOE-LUE CROSSOVER**

To find the JPD for LOE-LUE crossover we need to substitute for \(P(\{\lambda\}; 0)\) the JPD for the LOE. We can use either \([52]\) or \([53]\) to accomplish this task. It turns out that it is advantageous to use \([52]\) as it leads to the final result in fewer steps \([44]\). This is done by expressing \([22]\) in terms of a Pfaffian.

The Pfaffian of a \(2m \times 2m\) antisymmetric matrix \(B\) is defined as \([59]\)

\[
Pf[B] = \sum_p \sigma_p B_{i1,i2} B_{i3,i4} \cdots B_{i2m-1,i2m}.
\]

The sum in \([58]\) is over all permutations

\[
p = \left( \begin{array}{cccc} 1 & 2 & \cdots & 2m \\ i_1 & i_2 & \cdots & i_{2m} \end{array} \right)
\]

with the restrictions \(i_1 < i_2, i_3 < i_4, \ldots, i_{2m-1} < i_{2m}; i_1 < i_3 < \ldots < i_{2m-1}\) and \(\sigma_p\) is sign of the permutation. Also, Pfaffian is related to the determinant as

\[
\det[B] = (Pf[B])^2.
\]

Thus we can write \(P(\{\lambda\}; 0)\) as

\[
P(\{\lambda\}; 0) \propto \Delta_N Pf_{ij,k}^{(0)} \prod_{l=1}^{N} w_l \left( \frac{\lambda_l}{2\Omega} \right),
\]

where \(F^{(0)}_{ij,k}\) is given using \([15, 16, 20] and [21]\).
We use \( \phi_j^{(x)}(x) \) and their dual functions from \([40]\), \([41]\). The counterparts given in Appendix C are their generalizations for \( \lambda \).

The operator \( A \) can be expanded in terms of the functions dual to the weighted \( w \):

\[
\phi_j^{(x)}(x) = \int_0^\infty \phi_j^{(x)}(x) \phi_{\lambda}^{(x)}(x) \, dx.
\]

We will also need

\[
(O_1^{(1)})^{-1} = \frac{w_\lambda(\frac{\lambda}{2\Omega})}{w_\lambda(\frac{\lambda}{2\Omega})} \frac{e^{xH_\lambda \tau}}{w_{\lambda-1}(\frac{\lambda}{2\Omega})}.
\]

The operator \( O_\lambda \) has eigenfunctions \( w_{\lambda+1}(\frac{\lambda}{2\Omega}) L_{2\lambda+1}(\frac{\lambda}{2\Omega}) \) with eigenvalues \( e^{-\mu \tau} \), whereas \( (O_1^{(1)})^{-1} \) has eigenfunctions \( w_\lambda(\frac{\lambda}{2\Omega}) L_{2\lambda+1}(\frac{\lambda}{2\Omega}) \) with eigenvalues \( e^{\mu \tau} \). Eq. (10) is then obtained using the expansion of Pfaffian is

\[
G^{(x)}(x, y) = O_x O_y G^{(x)}(x, y),
\]

and

\[
\phi^{(x)}(x) = O_x \phi^{(x)}(x).
\]

The antisymmetric function \( G^{(x)}(x, y) = \frac{1}{2} \text{sgn}(x - y) \) can be expanded in terms of the functions dual to the weighted skew-orthogonal polynomials \([40]\), \([41]\), as defined in Appendix C. We have

\[
G^{(x)}(x, y) = \sum_{\mu=0}^{\infty} \left[ \phi^{(x)}(x) \psi^{(x)}(y) \right] = \sum_{\mu=0}^{\infty} \left[ \phi^{(x)}(x) \psi^{(x)}(y) \right].
\]

We use \( \tau = 0 \) expressions for skew-orthogonal polynomials and their dual functions from \([40]\), \([41]\). The \( \tau \)-dependent counterparts given in Appendix C are their generalizations for the crossover problem \([44]\).

The expansion of \( \phi^{(x)}(x) \) is obtained by writing it as

\[
\phi^{(x)}(x) \psi^{(x)}(x) \psi^{(x)}(y) \psi^{(x)}(y) \psi^{(x)}(y).
\]

The weight of \( \phi^{(x)}(x) \) is then given by

\[
\delta(x) = \omega_\mu + \omega_\mu + \omega_\mu + \omega_\mu.
\]

The integration over this expansion of delta-function is accomplished by recursively using the following important relation which holds for nonnegative integers \( \mu \),

\[
\frac{d}{dx} [w_{\lambda+1}(x) L_{2\lambda+1}(x)] = \frac{1}{2} [w_{\lambda}(x) [A_{\lambda+1} L_{2\lambda+1}(x) - B_{\lambda-1} L_{2\lambda+1}(x)],
\]

with \( A_{\lambda} = \mu, B_{\lambda} = \mu + 2a, B_{\lambda} = 0 \). We find

\[
\int_{0}^{\infty} w_{\lambda}(x) L_{2\lambda+1}(2x) \, dx = \begin{cases} \frac{\Gamma(\mu + a + 1)}{\Gamma(\mu + 1)} & \mu \text{ even}, \\ \frac{\Gamma(\mu + a + 1)}{\Gamma(\mu + 1)} & \mu \text{ odd}. \end{cases}
\]

Thus we get infinite series representation for \( \omega^{(0)}(x) \). Application of operator \( O \) on \( \tau = 0 \) results, as given by \([64]\) and \([65]\), then leads to the expressions \([17]\), \([19]\) of \( G \) and \( \omega \) valid for arbitrary \( \tau \).

### Appendix C

**Skew-Orthogonal Polynomials and Density Correlation Functions**

We give here the results for \( \Omega = 1/2 \) and, by a simple rescaling, obtain results for arbitrary \( \Omega \).

The weighted skew-orthogonal polynomials \( \phi_j^{(x)}(x) \) and their dual functions \( \psi_j^{(x)}(x) \) satisfy the following relations \([39]\), \([40]\), \([41]\), \([44]\), \([45]\):

\[
\int_{0}^{\infty} \phi_j^{(x)}(x) \psi_k^{(x)}(x) \, dx = \mathcal{Z}_{j,k},
\]

\[
\psi_j^{(x)}(x) = \int_{0}^{\infty} G^{(x)}(x, y) \phi_j^{(x)}(y) \, dy.
\]

Here

\[
\mathcal{Z}_{j,k} = \begin{cases} 1, & j \text{ even and } k = j + 1, \\ -1, & j \text{ odd and } k = j - 1, \\ 0, & \text{ otherwise}. \end{cases}
\]

When \( N \) is odd we have an extra condition:

\[
\int_{0}^{\infty} \omega^{(x)}(x) \phi_j^{(x)}(x) \, dx = \delta_{j,N-1}.
\]

The \( \tau \)-dependent expressions for \( \phi \) and \( \psi \) are obtained by operating \( (O_1^{(x)})^{-1} \) and \( O_x \) on their \( \tau = 0 \) counterparts as \([44]\):

\[
\phi_j^{(x)}(x) = (O_1^{(x)})^{-1} \phi_j^{(x)}(x),
\]

\[
\psi_j^{(x)}(x) = O_x \psi_j^{(x)}(x).
\]

For even \( N \) we find

\[
\phi_j^{(x)}(x) = \frac{2a+1/2}{\alpha_{2\mu}} w_{\mu}(x) e^{2\mu \tau} L_{2\mu+1}^{(2\mu+1)}(2x),
\]

\[
\psi_j^{(x)}(x) = \frac{2a+1/2}{\alpha_{2\mu}} w_{\mu}(x) \sum_{\nu=\mu}^{\infty} \left[ e^{-2\mu \tau} \right]
\]

\[
\times \frac{\Gamma(\nu + 1) \Gamma(\mu + a + 1)}{2 \Gamma(\nu + a + 2) \Gamma(\mu + 1)} L_{2\nu+1}^{(2\nu+1)}(2x),
\]

\[
\phi_j^{(x)}(x) = \frac{2a+1/2}{\alpha_{2\mu}} w_{\mu}(x) \left[ e^{2\mu \tau} \right]
\]

\[
\times \frac{\Gamma(\nu + 1) \Gamma(\mu + a + 1)}{2 \Gamma(\nu + a + 2) \Gamma(\mu + 1)} L_{2\nu+1}^{(2\nu+1)}(2x),
\]

\[
\psi_j^{(x)}(x) = \frac{2a+1/2}{\alpha_{2\mu}} w_{\mu}(x) e^{-2\mu \tau} L_{2\mu+1}^{(2\mu+1)}(2x),
\]

\[
\phi_j^{(x)}(x) = \frac{2a+1/2}{\alpha_{2\mu}} w_{\mu}(x) e^{2\mu \tau} L_{2\mu+1}^{(2\mu+1)}(2x),
\]
\[
\psi_{2\mu}(x) = \frac{2^{a+3/2}}{\alpha_{2\mu+1}} w_{a+1}(x) \sum_{\nu=0}^{\mu} \left[ e^{-2\nu\tau} \right.
\times \frac{\Gamma(\nu + 1/2) \Gamma(\mu + a + 3/2)}{2 \Gamma(\nu + a + 3/2) \Gamma(\mu + 3/2)} L_{2\nu}^{(2a+1)}(2x),
\]
\[
\phi_{2\mu+1}(x) = \frac{2^{a+1/2}}{\alpha_{2\mu+1}} w_a(x) \left[ e^{-(2\nu+1)\tau} \right. (2\mu + 2) L_{2\mu+2}^{(2a+1)}(2x)
\left. + 2^{\sigma_{2\mu+1}} e^{-2\nu\tau} (2\mu + 2a + 2) L_{2\mu}^{(2a+1)}(2x) \right],
\]
\[
\psi_{2\mu}(x) = \frac{2^{a+3/2}}{\alpha_{2\mu+1}} w_a(x) e^{-2\nu\tau} L_{2\mu+1}^{(2a+1)}(2x),
\]
for \( \mu = 0, 1, 2, \ldots, (N - 3)/2 \). The unpaired \( \phi \) for odd \( N \) is given by
\[
\phi_{(N-1)}(x) = 2w_a(x) e^{(N-1)\tau} \frac{\Gamma(\frac{N+1}{2})}{\Gamma(\frac{N}{2} + \frac{1}{2})} L_{N-1}^{(2a+1)}(2x),
\]
with its dual
\[
\psi_{N-1}(x) = -2 w_{a+1}(x) \sum_{\nu=0}^{\infty} \left[ e^{-(2\nu+1)\tau} \right. \times \frac{\Gamma(\nu + 1)}{\Gamma(\nu + a + 2)} L_{2\nu+1}^{(2a+1)}(2x). \]

Using these weighted skew-orthogonal polynomials and their dual functions we define the following two-point kernels
\[
S_N(x, y) = \sum_{\mu=0}^{(N-3)/2} \left[ \phi_{2\mu}(x) \phi_{2\mu+1}^{(N-1)}(y) - \phi_{2\mu+1}(x) \phi_{2\mu}^{(N-1)}(y) \right] + c \phi_{N-1}(x) \omega^{(N-1)}(y)
= (O_x \mathcal{O}_y)^{-1} S_0^{(N)}(x, y),
\]
\[
A_N(x, y) = \sum_{\mu=0}^{(N-3)/2} \left[ \phi_{2\mu+1}(x) \phi_{2\mu+1}^{(N-1)}(y) - \phi_{2\mu+1}(x) \phi_{2\mu+1}^{(N-1)}(y) \right] \]
\[
= (O_x \mathcal{O}_y)^{-1} (O_x \mathcal{O}_y)^{-1} A_0^{(N)}(x, y),
\]
\[
B_N(x, y) = \sum_{\mu=0}^{(N-3)/2} \left[ \phi_{2\mu+1}(x) \phi_{2\mu+1}^{(N-1)}(y) - \phi_{2\mu+1}(x) \phi_{2\mu+1}^{(N-1)}(y) \right]
+ c \left[ \phi_{N-1}(x) \omega^{(N-1)}(y) - \phi_{N-1}(x) \omega^{(N-1)}(y) \right]
= O_x \mathcal{O}_y B_0^{(N)}(x, y),
\]
Recall that \( c = N \) (mod 2). Using Dynson’s theorems \([39]\), we can write the \( n \)-point correlation function defined by \([25]\) as a quaternion determinant involving these kernels, viz.
\[
\mathcal{R}_n(x_1, \ldots, x_n; \tau) = \text{Qdet}[\sigma^{(N)}(x_j, x_k)]_{j,k=1,\ldots, n},
\]
where \( \sigma^{(N)}(x, y) \) is given by
\[
\sigma^{(N)}(x, y) = \begin{bmatrix}
S_N^{(N)}(x, y) & A_N^{(N)}(x, y) \\
B_N^{(N)}(x, y) & S_N^{(N)}(y, x)
\end{bmatrix}.
\]

In particular the level density is obtained as
\[
\mathcal{R}_1(x; \tau) = S_N^{(N)}(x, x).
\]

The correlation function \( \mathcal{R}_n(\lambda_1, \ldots, \lambda_n; \Omega; \tau) \) of \([26]\) is obtained by rescaling
\[
\mathcal{R}_n(\lambda_1, \ldots, \lambda_n; \Omega; \tau) = \frac{1}{(2\Omega)^n} \mathcal{R}_n(\frac{\lambda_1}{2\Omega}, \ldots, \frac{\lambda_n}{2\Omega}; \tau).
\]

**APPENDIX D**

**PROOFS OF EQUATIONS \([17]\), \([20]\) AND \([29]\)**

\( \mathcal{G}^{(\tau)}(x, y) \) is obtained by direct substitution of \( \psi^{(\tau)}(x) \)s in \( \tau \)-dependent analogue of \([65]\) which is similar to \([65, 88]\). The first expression in \([17]\) follows by using \([79]\) and \([77]\), whereas the second expression is obtained by using \([83]\) and \([81]\). As expected these two expressions are equal and follow from each other by changing the order of summation.

Now we outline the proof of \([26]\). For even \( N \) we get
\[
\sum_{\mu=0}^{(N-1)/2} \frac{\phi_{2\mu}(x) \phi_{2\mu}(y)}{\alpha_{2\mu+1}} = 2^{2a+2} w_a(x) w_{a+1}(y)
\times \sum_{\mu=0}^{(N-1)/2} \frac{1}{\alpha_{2\mu+1}} L_{2\mu}^{(2a+1)}(2x) L_{2\mu+1}^{(2a+1)}(2y),
\]
and after some algebraic manipulation,
\[
\sum_{\mu=0}^{(N-1)/2} \frac{\phi_{2\mu+1}(x) \phi_{2\mu+1}(y)}{\alpha_{2\mu+1}} = -2^{2a+2} w_a(x) w_{a+1}(y)
\times \sum_{\mu=0}^{(N-1)/2} \frac{1}{\alpha_{2\mu+1}} L_{2\mu}^{(2a+1)}(2x) L_{2\mu+1}^{(2a+1)}(2y)
\]
\[
-2^{2a+2} w_a(x) w_{a+1}(y) L_{N-1}^{(2a+1)}(2x) \sum_{\nu=0}^{(N-1)/2} \frac{e^{-\nu^2 - 2N-1}}{2^{2a+1}}
\times \frac{\Gamma(\frac{N+1}{2}) \Gamma(\nu + 1)}{\Gamma(\frac{N}{2} + 1) \Gamma(\nu + a + 2)} L_{2\nu}^{(2a+1)}(2y).
\]
Thus subtracting \([24]\) from \([93]\) we get the kernel \( S_N^{(N)}(x, y) \).

For odd \( N \) we have
\[
\sum_{\mu=0}^{(N-1)/2} \frac{\phi_{2\mu+1}(x) \phi_{2\mu+1}(y)}{\alpha_{2\mu+1}} = 2^{2a+2} w_a(x) w_{a+1}(y)
\times \sum_{\mu=0}^{(N-1)/2} \frac{1}{\alpha_{2\mu+1}} L_{2\mu+1}^{(2a+1)}(2x) L_{2\mu+1}^{(2a+1)}(2y),
\]
\[3\]Just like the Pfaffian, the square of the quaternion determinant of a “self-dual” matrix is the ordinary determinant of the corresponding \( 2N \times 2N \) matrix. See \([39]\) for details.

\[4\]Or equivalently by first writing the expansion of \( \mathcal{G}^{(0)}(x, y) \) and then operating \( \mathcal{O}_x \mathcal{O}_y \).
while
\[
\sum_{\mu=0}^{(N-1)-1} \phi_{2\mu}^{(\tau)}(x)v_{2\mu+1}^{(\tau)}(y) + \phi_{N-1}^{(\tau)}(x)w_{N-1}^{(\tau)}(y)
\]
\[= -2^{2a+2} w_{a}(x)w_{a+1}(y) \sum_{\mu=0}^{(N-1)-1} \frac{1}{\alpha_{2\mu}} L_{\mu}^{(2a+1)}(2x) L_{\mu}^{(2a+1)}(2y)
\]
\[+ 2^{2a+2} w_{a}(x)w_{a+1}(y) L_{N-1}^{(2a+1)}(2x) \sum_{\nu=0}^{2a+1} \frac{e^{-2(2a-\nu-N)\tau}}{2^{2a+1}} - \frac{\Gamma\left(\frac{N+1}{2}\right)\Gamma(\nu + \frac{1}{2})}{\Gamma(\frac{N+2a+1}{2})\Gamma(\nu + a + \frac{1}{2})} L_{2\nu}^{(2a+1)}(2y).
\]

\[= S_{N}^{(\tau)}(x, y).
\]  

(96)

\[= S_{N}^{(\tau)}(x, y).
\]  

(97)

Again \(S_{N}^{(\tau)}(x, y)\) is obtained using (86).

The even and odd results can be combined in a single expression as
\[S_{N}^{(\tau)}(x, y) = 2^{2a+2} w_{a}(x)w_{a+1}(y) \sum_{\mu=0}^{(N-1)-1} \frac{1}{\alpha_{2\mu}} L_{\mu}^{(2a+1)}(2x) L_{\mu}^{(2a+1)}(2y)
\]
\[+ 2^{2a+2} w_{a}(x)w_{a+1}(y) L_{N-1}^{(2a+1)}(2x) \sum_{\nu=0}^{2a+1} \frac{e^{-2(2a-\nu-N)\tau}}{2^{2a+1}} - \frac{\Gamma\left(\frac{N+1}{2}\right)\Gamma(\nu + \frac{1}{2})}{\Gamma(\frac{N+2a+1}{2})\Gamma(\nu + a + \frac{1}{2})} L_{2\nu}^{(2a+1)}(2y).
\]

This equation generalizes the LOE result given by Widom \[51\] to the Laguerre crossover ensemble. The level density in (20) is obtained using \[91\] and \[92\].

To prove \[29\] we consider the function
\[\mathcal{I}_{N}(x) = \frac{1}{2} \int_{0}^{\infty} \text{sgn}(x-y)w_{a}(y)L_{N}^{(2a+1)}(2y)dy
\]
\[= \frac{1}{2} \int_{0}^{\infty} w_{a}(y)L_{N}^{(2a+1)}(2y)dy - \int_{x}^{\infty} w_{a}(y)L_{N}^{(2a+1)}(2y)dy.
\]

(98)

The first integral in second line of above equation is given using the result (69). The second integral can be evaluated to a finite series involving incomplete gamma functions. This is accomplished by using the standard expansion of Laguerre polynomials \[50\]
\[L_{n}^{(k)}(x) = \sum_{\mu=0}^{n} \frac{(-1)^{\mu}\Gamma(n+\mu+1)}{\Gamma(k+\mu+1)\Gamma(n-\mu+1)} \frac{x^{\mu}}{\Gamma(\mu+1)}.
\]

(99)

thereby giving
\[\mathcal{I}_{N}(x) = \frac{\Gamma\left(\frac{N}{2} + a + 1\right)}{2\Gamma\left(\frac{a+1}{2}\right)} \Delta_{c,0}
\]
\[+ \sum_{\mu=0}^{N} \frac{(-1)^{\mu}\Gamma(N+2a+2)\Gamma(\mu+a+1,x)}{\Gamma(\mu+2a+2)\Gamma(N-\mu+1)\Gamma(\mu+1)}.
\]

(100)

Now for even \(N\), by using \[68\] and performing partial integration repeatedly we can obtain for \(\mathcal{I}_{N}(x)\) an infinite series consisting of odd-order Laguerre polynomials \[3\] This infinite series is proportional to the infinite series appearing in (26) for \(\tau = 0\). By adjusting the factors we get the representation (29) for LOE. For \(N\) odd \(c_{1}\mathcal{I}_{N}(x) + c_{2}\mathcal{I}_{N}(x)\), with appropriate factors \(c_{1}\) and \(c_{2}\), gives rise to an infinite series comprising even-order Laguerre polynomials which is proportional to the one appearing in (26) for \(\tau = 0\). Again by introducing suitable factors we obtain (29).
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