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Abstract

Temporal action localization aims to predict the boundary and category of each action instance in untrimmed long videos. Most of previous methods based on anchors or proposals neglect the global-local context interaction in entire video sequences. Besides, their multi-stage designs cannot generate action boundaries and categories straightforwardly. To address the above issues, this paper proposes an end-to-end model, called Adaptive Perception transformer (AdaPerFormer for short). Specifically, AdaPerFormer explores a dual-branch attention mechanism. One branch takes care of the global perception attention, which can model entire video sequences and aggregate global relevant contexts. While the other branch concentrates on the local convolutional shift to aggregate intra-frame and inter-frame information through our bidirectional shift operation. The end-to-end nature produces the boundaries and categories of video actions without extra steps. Extensive experiments together with ablation studies are provided to reveal the effectiveness of our design. Our method obtains competitive performance on the THUMOS14 and ActivityNet-1.3 dataset.

Introduction

Temporal action localization (TAL) is a challenging problem in video understanding, which aims to predict action categories and regions contained in untrimmed videos. The main difficulty of TAL lies in the frame-level prediction of ambiguous temporal boundaries. Furthermore, the durations of different actions in TAL varies from a few seconds to hundreds of seconds, which makes accurate action classification difficult. To handle these issues, numerous anchor-based (Chao et al. 2018; Liu and Wang 2020; Lin et al. 2021) and proposal-based (Zhao et al. 2017; Lin et al. 2019, 2020a; Qing et al. 2021) methods have been proposed. Recent deep models like (Tan et al. 2021; Liu et al. 2021b) rely on the self-attention operations. Though these methods have made steady progress, three key limitations remain:

\textbf{First}, the methods based on anchors or proposals are susceptible to hand-crafted anchors and confidence thresholds. \textbf{Second}, the existing methods cannot adaptively handle the various action scenes in videos. Due to the wide distribution of video lengths and the various action durations in a video, some strategies adopt slicing video sequences or generating numerous proposals. However, these methods would break the semantic information of complete feature sequences and make it challenging to acquire global and local contexts in the entire video sequences. As shown in Fig. 1, existing methods cannot effectively estimate the complete segments for long actions. \textbf{Third}, the primitive self-attention mechanism neglects the continuity of each video action. This attention mechanism needs to calculate the correlations of all positions, which ignores the temporal distance and order of video sequences. Besides, dense attention suffers from high computation costs and slow convergence. Since the local context during an action is more informative than the context at a distance, existing approaches cannot utilize these local contexts to classify continuous actions.

In this paper, we propose a new temporal action localization framework based on Transformer, named AdaPerFormer. More concretely, we customize an temporal-aware attention (TAA) mechanism, which enables our model to directly process the entire feature sequences in an end-to-end manner. Under the premise of guaranteeing the minimum calculation cost, our method achieves the local interaction...
of temporal context information while modeling long-range global dependency. Our TAA contains two branches, including the global perception attention and the local convolution shift. To preserve the continuity of the action regions, the global perception attention branch presents a low-cost self-attention method, which constructs the interaction of each relevant position in the complete sequence. The local convolutional shift branch models the local context of adjacent frame features. It entirely connects the local interaction between intra-frame and inter-frame information by performing shift operations along temporal and channel dimensions. Moreover, our simple encoder-decoder design avoids the complex process of placing anchors or generating temporal proposals, and can directly predict action boundaries and categories without extra manipulation.

Our proposed AdaPerFormer exhibits promising capability in TAL and achieves the state-of-the-art performance on the standard benchmarks. Specifically, AdaPerFormer obtains an average mAP 59.3% on the THUMOS14 dataset. This accuracy outperforms the current methods based on anchors or proposals. Furthermore, AdaPerFormer achieves competitive results on the ActivityNet-1.3 with an average mAP of 35.1%, getting higher performance than most previous methods. The major contributions of this work are summarized as follows:

- We propose a end-to-end temporal action localization framework named AdaPerFormer, which can generate action categories and boundaries directly without artificial anchors or proposals.
- We propose an temporal-aware attention mechanism. The dual-branch architecture flexibly models global contexts in entire video sequences and effectively realizes local interaction between intra-frame and inter-frame information.
- Our method obtains superior results than other state-of-the-art alternatives on the THUMOS14 and achieves competitive performance on the ActivityNet-1.3.

Related Work

Existing temporal action localization methods can be roughly categorized into three groups as follows.

Anchor-based methods

These methods (Lin et al. 2017, 2019; Xu et al. 2017; Saenko et al. 2017; Gao et al. 2017; Chao et al. 2018; Liu and Wang 2020; Lin et al. 2021; Long et al. 2019) need to predefine a series of sliding windows or anchor temporal regions of different durations first, then determine whether each of them contains actions and finetune the boundaries. CBR (Gao et al. 2017) proposed a cascaded boundary regression model which can be used both in temporal proposals generating and action detecting. PBRNet (Liu and Wang 2020) designed an end-to-end refinement framework, which uses three modules to detect different scales of actions and refine the boundaries of actions. A2Net (Yang et al. 2020) utilized an anchor-free mechanism to predict the distance from each position in the feature sequences to the temporal boundary. ASFD (Lin et al. 2021) explored a boundary consistency learning strategy that can constrain the model to learn better boundary features. Anchor-based methods need the heuristic rules such as the size and number of anchors and lack boundary precision that is influenced by a unit minimum length. Differently, our method can achieve high boundary precision at frame level without anchors.

Boundary-based methods

Unlike anchor-based methods, boundary-based methods (Lin et al. 2018, 2019; Zhao et al. 2020; Lin et al. 2020a; Qing et al. 2021; Bai et al. 2020; Zhu et al. 2021b; Chen et al. 2022) predict the start and end moments of the video action locally, then combines the start and end moments into temporal proposals, and finally performs category prediction for each proposal. BSN (Lin et al. 2018) aimed to combine local temporal boundaries and global confidence scores. To simplify the pipeline, BMN (Lin et al. 2019) proposed the boundary matching mechanism, which denotes proposal as a pair and converts all proposals to a Boundary-Matching confidence map. DBG (Lin et al. 2020a) designed a dense boundary generator to predict the boundary map. DCAN (Chen et al. 2022) aggregated contexts on boundary level and proposal level to generate high-quality action proposals, thereby improving the performance of temporal action detection. These methods only generate temporal proposals and then use an additional action classifier, so they cannot jointly optimize the action and temporal precision. In our method, we can simultaneously predict action durations and categories in a single network by end-to-end training.

Transformer in TAL

Recently, with the introduction of ViT (Dosovitskiy et al. 2021), the transformer architecture has recently achieved remarkable results in vision tasks. Subsequent studies, including Swin Transformer (Liu et al. 2021c), Segformer (Xie et al. 2021), and Deformable DERT (Zhu et al. 2021a), further advanced the widespread use of transformer in classification, segmentation, and detection tasks. In TAL, inspired by the advance of transformer, several works generated proposals by using localization queries instead of anchors. RTD-Net (Tian et al. 2021) utilized the transformer decoder to interact the query with the globally encoded features to generate better proposals; Tad-TR (Liu et al. 2021b) extracted the temporal context information required for action prediction by selectively processing a set of sparse segments in the video. ActionFormer (Zhang et al. 2022) proposed a simple yet powerful model which combines the multi-scale transformer encoder and light-weighted decoder to examine each moment in time. In our method, we explore an end-to-end transformer architecture in TAL, which aims to capture the global dependencies of temporal features while interacting with local contextual information.

Method

AdaPerFormer is an end-to-end framework for TAL. Given an input video as a frame sequence $X = \{x_t\}_{t=1}^T$ with $T$ frames, where $x_t$ represent the $t$-th frame, the pre-trained video action recognition backbone will extract a continuous
temporal feature sequence $S$. Our encoder-decoder architecture makes hierarchical modeling on these temporal feature sequences after convolutional projection, estimates the confidence scores of the predicted proposals, and directly generates the action categories and boundaries. We express the detection results as $\Phi_X = \{(\phi_n, c_n)\}_{n=1}^{N_X}$, where $\phi_n = (t_s, t_e)$ denotes the start time and end time of the $n$-th instance, $c_n$ indicates its action label, and $N_X$ represents the number of detected action instances.

AdaPerFormer

To obtain global contexts from the complete feature sequences and classify actions precisely, we notice the superior performance of self-attention mechanisms on vision tasks. Several previous image attention mechanisms (Hu et al. 2020, 2018) show that self-attention can capture long-range structure of global context. Unlike those methods that use feature sequences built by image patches, the features in TAL task extracted by the action recognition backbone have natural temporality. These sequential features are more suitable for integration with the transformer-based architecture. Therefore, we build our AdaPerFormer as shown in Figure 2. Let $S_v \in \mathbb{R}^{C \times T}$ denote these sequential video features, where $C$ and $T$ are the dimension and sequence length respectively. Similar to recent research (Li et al. 2019; Xiao et al. 2021), we use a lightweight convolutional network to project features into a $C_D$-dimensional space, which helps the transformer encoder aggregate local contextual information in time. Also, the position embedding will be initialized at first. Our encoder takes the features and embeddings as input $E_{in} \in \mathbb{R}^{C_D \times T}$, and outputs embeddings $E_c \in \mathbb{R}^{C_D \times T}$ after $L_E$ transformer layers. Each layer contains TAA and MLP blocks after a LayerNorm, and the residual connection is applied after both blocks. We can express the process of the $l^{th}$ layer as:

$$E_{h1}^l = \text{MLP}(\text{LN}(E_{h1}^{l-1})) + E_{h1}^{l-1},$$
$$E_{h2}^l = \text{MLP}(\text{LN}(E_{h1}^l)) + E_{h1}^l,$$

where $E_{h1}^{l-1}, E_{h1}^l, E_{h2}^l \in \mathbb{R}^{C_D \times T}$. After encoder, the decoder takes the embeddings $E_c$ and a set of learnable proposal queries as input. Since the continuous actions generally show local correlation on the feature sequence, decoupling local information in embeddings is beneficial for action classification. Our layer-by-layer decoder structure can model the local context between embeddings, and output $E_{out}$ for prediction. Following previous methods (Tan et al. 2021; Liu et al. 2021b) using a transformer decoder, we use the proposal matching method to assign the predictions to the ground truth. We use the classification head to predict sequence’s action probability $c_n$ for each proposal query. While another regression head predicts the onset and offset $(t_s, t_e)$ as the action boundary. The main strength of our model is the ability to adaptively model the local-global context dependencies in entire sequences, which is beneficial from our designed TAA mechanism.

Temporal-aware attention

The spatio-temporal complexity of the original self-attention mechanisms is quadratic with the sequence length, which largely limits the input of the model. Previous method (Dosovitskiy et al. 2021) truncate overly long sequences as input. But in TAL task, this truncation operation will destroy the temporality and completeness of the sequence. For example, in a video containing the action of ‘CleanAndJerk’, the action of weightlifting runs through almost the entire video content. If the feature sequence of the video is truncated, the continuity of the action will be destroyed, which makes it difficult to classify the action. Therefore, reducing the computational complexity while maintaining the maximum time resolution of the sequence is necessary. Moreover, the onset and offset of action are often within a small range of a few frames. To generate more accurate action boundaries, we are supposed to fully exploit the local contexts between adjacent frames with a local convolution operation. To combine self-attention and convolution efficiently, inspired by previous works (Hu, Shen, and Sun 2018; Wu et al. 2021), we decompose the convolution operation into the following two steps:

\begin{equation}
I : l_{ij}^{(m,n)} = K_{m,n} s_{ij}, \\
II : l_{ij} = \sum_{m,n} l_{ij}^{(m,n)}, \\
= \sum_{m,n} \text{Shift}(l_{ij}^{(m,n)}, m - \lfloor k/2 \rfloor, n - \lfloor k/2 \rfloor),
\end{equation}

where $s_{ij}, l_{ij}$ are the feature tensors of pixel $(i,j)$. $K_{m,n}$ represents the kernel weights with regard to the indices of the kernel position $(m,n)$, and $k$ represents kernel size. The shift operations $f : \text{Shift}(f, \Delta x, \Delta y)$ in Eq. (2) defined as:

$$f_{i,j} = f_{i+\Delta x, j+\Delta y}, \forall i, j,$$
Figure 3: Overview of our TAA. Our TAA contains two branches. The global perception attention branch uses a novel window attention to construct the global representation of entire feature sequence, and the local convolutional shift branch uses bidirectional shift to better model the local interaction in frame-level. Both branches work together to generate more accurate action boundaries and categories.

where $\Delta x$ and $\Delta y$ correspond to the horizontal and vertical shifts. Through this decomposition, we can naturally share the $1 \times 1$ convolution which implicitly included in the self-attention and the convolution. On this basis, we propose a dual-branch structure to process sequential features in parallel, named TAA, one for local feature extraction while the other for global context modeling.

Specifically, we first use three groups of standard $1 \times 1$ convolutions to linearly project and reshape the input feature sequences $E_{in}$ to $E_{feat}$, respectively. This step is equivalent to generate three sets of embeddings for self-attention (known as key, query, value). Each of $E_{feat} \in \mathbb{R}^{H_n \times T \times D_h}$, where $H_n$ is the number of multi-heads, $D_h$ represents the dimension of each head. The groups of $E_{feat}$ will serve as shared input for both branches. After subsequent operations in different modes, the outputs $E_{attn}$ and $E_{conv}$ of two branches are weighted and summed:

$$E_e = \alpha E_{attn} + (1 - \alpha) E_{conv},$$

where $\alpha$ is a learnable coefficient. Through the superposition of multi-layer architectures, our AdaPerFormer realizes the role of global-local context interaction. The details of global perception attention and local convolutional shift branch will be introduced separately below.

**Global perception attention.** When we use the primitive self-attention to build the transformer architecture, we notice that this dense self-attention mechanism has the time complexity of $O(n^2)$, which incurs more computational cost. Meanwhile, large-scale embedding interactions will introduce non-action information, thus affecting the accuracy of final results. Some methods (Beltagy, Peters, and Cohan 2020; Zaheer et al. 2020) exploit the window attention to solve this issue in NLP task. In the TAL task, the action duration and its proportion in the video are unclear, and the fixed window cannot flexibly construct the correlation between embeddings. Without introducing extra parameters and increasing the difficulty of training, we present a simple and effective mechanism named global perception attention, shown in Fig. 3. The attention value of each query is calculated by following steps: For each $q_i$, first compute the attention score with the keys $k^w_j$ in adjacent and non-overlapping windows, where $j \in \{i - w, i, i + w\}$. Next, we calculate the cosine similarity between $q_i$ and $q_j$ as the weight $\delta_j$. Finally, we perform weighted sum over the scores and get the attention score of each $q_i$. This window attention can be expressed as:

$$\text{Attn}(Q, K) = \sum_{i} \sum_{j} \delta_j (q_i \cdot k^w_j),$$

where $\delta_j = \text{cosine}(q_i, q_j)$, and $k^w_j$ are the embeddings of a window $w$ for each $q_i$. The time complexity of our method is reduced to $O(n \times 3w)$, which decreases the computation. We use this design to ensure that each query can maximally calculate the key’s attention value with a higher local correlation. Because of the layer-by-layer structure of the transformer, the higher-level model has wider receptive fields than the lower-level model. This mode can model a global representation that fuses all sequence information without compromising sequence completeness. The output of the global perception attention is calculated as follows:

$$\text{head}_i = \text{Softmax} \left( \frac{\text{Attn}(Q, K^T)}{\sqrt{T}} \right) V_i,$$
temporal-aware attention is to make the transformer have the ability to obtain local and global information at the same time. We design a dual-branch structure to handle the local interaction of temporal context information and model the long-range global dependency. We believe that the core idea of the self-attention design is to reduce the computation while maintaining the capability of acquiring the global information. The Local self-attention used in ActionFormer proposed to limit the attention within a local window. This design is more concerned with paying attention to a certain range of temporal context within self-attention, which also achieve excellent performance. (3) Learnable query vs. Dense prediction. Our method proposed a set of learnable query to predict actions by extracting global-local context between these queries. Follow the design of RTD-Net (Tan et al. 2021) and TadTR (Liu et al. 2021b), we use the bipartite matching mechanism to achieve the label assignment of predictions and the ground truth. However, ActionFormer use two head to examine each moment of video sequence, and predict the action categories and the distances between current moment and the action boundaries. This dense prediction undoubtedly achieves better results. ActionFormer’s strong performance builds a solid baseline for TAL. We hope to develop our work on this basis and jointly promote the development and progress of TAL.

Training and Inference

Loss function. Following the original design of RTD-Net (Tan et al. 2021), we build the bipartite matching mechanism to determine the label assignment to each proposal query. We use both Distance-IoU loss (Zheng et al. 2020) and $L_1$ loss in bipartite matching for complementing. The detection results are regard as $\Phi_X = \{(t_s, t_e, c_n)\}_{n=1}^{N_X}$ including the distances of action boundaries $(t_s, t_e)$ and the probability of action categories $c_n$. After the label assignment of predictions and ground truth, our loss function inspired by previous work (Tan et al. 2019) and consists of two parts: the focal loss $L_{cls}$ (Lin et al. 2020b) for $C$ action categories of action instances; $L_{reg}$ and $L_1$ are DIoU loss and $L_1$ loss between the normalized segment locations and the ground-truth instances, which together contribute to the boundary regression. The expression of $L_{total}$ is defined as:

$$L_{total} = \sum_{n=1}^{N_X} \left[ \frac{1}{N_X} L_{cls} + \frac{\lambda}{N_{pos}} \mathbb{1}_{\{a \neq \emptyset\}} \left( L_{reg} + L_1 \right) \right],$$

(8)

where $N_{pos}$ is the total number of positive samples, $\mathbb{1}_{\{a \neq \emptyset\}}$ is an indicator function, being 0 if the temporal segment without an action. $\lambda$ is the balance weight between the classification and regression loss. $L_{reg}$ and $L_1$ are only enabled when the current proposal query contains a positive sample.

Training details & Inference. During training, we use an advanced matching scheme proposed by RTD-Net (Tan et al. 2021) to match the prediction and the ground-truth. Refer to the settings of (Liu et al. 2020), we use AdamW (Loshchilov and Hutter 2019) with warm-up. While in the inference stage, we generate the proposal queries from the input feature sequences and adjust accordingly in TAA.
| Model                  | Backbone | THUMOS14  | ActivityNet-1.3 |
|-----------------------|----------|-----------|-----------------|
|                       |          | 0.3       | 0.4       | 0.5       | 0.6       | 0.7       | 0.50 | 0.75 | 0.95 | Avg       |
| TAL-Net (Chao et al. 2018) | I3D      | 53.2      | 48.5          | 42.8      | 33.8      | 20.8      | 39.8      | 38.2   | 18.3    | 1.3    | 20.2 |
| PBRNet (Liu and Wang 2020) | I3D      | 58.5      | 54.6          | 51.3      | 41.8      | 29.5      | 49.4      | 54.0   | 35.0    | 9.0    | 35.0 |
| A2Net (Yang et al. 2020) | I3D      | 58.6      | 54.1          | 45.5      | 32.5      | 17.2      | 41.6      | 43.6   | 28.7    | 3.7    | 27.8 |
| ASFD (Lin et al. 2021) | I3D      | 67.3      | 62.4          | 55.5      | 43.7      | 31.1      | 52.0      | 53.4   | 35.3    | 6.5    | 34.4 |
| RCL (Wang et al. 2022) | I3D      | 70.1      | 62.3          | 52.9      | 42.7      | 30.7      | -         | 51.7   | 35.3    | 8.0    | 34.4 |
| GTAN (Long et al. 2019) | P3D      | 57.8      | 47.2          | 38.8      | -         | -         | -         | 52.6   | 34.1    | 8.9    | 34.3 |
| VSGN (Zhao, Thabet, and Ghanem 2021) | TSN     | 66.7      | 60.4          | 52.4      | 41.0      | 30.4      | 50.2      | 52.4   | 36.0    | 8.4    | 35.1 |
| BSN (Lin et al. 2018)  | TSN      | 53.5      | 45.0          | 36.9      | 28.4      | 20.0      | 36.8      | 46.5   | 30.0    | 8.0    | 30.0 |
| BMN (Lin et al. 2019)  | TSN      | 50.6      | 47.4          | 38.8      | 29.7      | 20.5      | 38.5      | 50.1   | 34.8    | 8.3    | 33.9 |
| DBG (Lin et al. 2020a) | TSN      | 57.8      | 49.4          | 39.8      | 30.2      | 21.7      | 39.8      | -      | -       | -     | -     |
| G-TAD (Xu et al. 2020) | TSN      | 54.5      | 47.6          | 40.3      | 30.8      | 23.4      | 39.3      | 50.4   | 34.6    | 9.0    | 34.1 |
| BC-GNN (Bai et al. 2020) | TSN  | 57.1      | 49.1          | 40.4      | 31.2      | 23.1      | 40.2      | 50.6   | 34.8    | 9.4    | 34.3 |
| TCANet (Qing et al. 2021) | TSN     | 60.6      | 53.2          | 44.6      | 36.8      | 26.7      | 44.3      | 52.3   | 6.7     | 9.6    | 35.8 |
| DCAN (Chen et al. 2022) | TSN      | 68.2      | 62.7          | 54.1      | 43.9      | 32.6      | -         | 51.8   | 36.0    | 9.4    | 35.4 |
| P-GCN (Zeng et al. 2019) | I3D      | 63.6      | 57.8          | 49.1      | -         | -         | -         | 48.3   | 33.2    | 3.3    | 31.1 |
| BU-TAL (Zhao et al. 2020) | I3D      | 53.9      | 50.7          | 45.4      | 38.0      | 28.5      | -         | 43.5   | 33.9    | 9.2    | 30.1 |
| ContextLoc (Zhu et al. 2021b) | I3D | 68.3      | 63.8          | 54.3      | 41.8      | 26.2      | -         | 56.0   | 35.2    | 3.6    | 34.2 |
| MUSES (Liu et al. 2021a) | I3D      | 68.9      | 64.0          | 56.9      | 46.3      | 31.0      | 53.4      | 50.0   | 35.0    | 6.6    | 34.0 |
| RTD-Net (Tan et al. 2021) | I3D      | 68.3      | 62.3          | 51.9      | 38.8      | 23.7      | 49.0      | 47.2   | 30.7    | 8.6    | 30.8 |
| TadTR (Liu et al. 2021b) | ours     | 74.8      | 69.1          | 60.1      | 46.6      | 32.8      | 56.7      | 52.8   | 37.1    | 10.8   | 36.1 |
| ActionFormer (Zhang, Wu, and Li 2022) | I3D | 82.1      | 77.8          | 71.0      | 59.4      | 43.9      | 66.8      | 53.5   | 36.2    | 8.2    | 35.6 |
| ActionFormer + ours     | I3D      | **82.3**  | **78.3**      | **70.7**  | **59.5**  | **44.8**  | **67.1**  | -      | -       | -     | -     |

Table 1: Results on the THUMOS14 and ActivityNet-1.3. We use mAP at different tIoU thresholds to report our results. The tIoU threshold is set to \{0.3, 0.4, 0.5, 0.6, 0.7\} on THUMOS14 and \{0.50, 0.75, 0.95\} on ActivityNet-1.3.

**Experiments**

**Datesets and Metrics**

To verify the effectiveness of our method, we conduct extensive experiments on two widely used datasets, THUMOS14 (Jiang et al. 2014) and ActivityNet-1.3 (Heilbron et al. 2015). THUMOS14 consists of 413 unedited videos and 20 sports action categories. 200 of these videos are divided into the validation set, and the test set contains another 213 videos. These two sets contain 3007 and 3358 action instances, respectively. ActivityNet-1.3 is a large dataset with 19994 videos and 200 action categories. Since data for its test set is not available, we train on an annotated training set of 10,024 videos and present our results on a validation set of 4,924 videos. Following convention, we use the standard mean average precision (mAP) at the different temporal intersections over union (tIoU) thresholds. The tIoU thresholds are set to \{0.3:0.1:0.7\} on THUMOS14 and \{0.5:0.05:0.95\} on ActivityNet-1.3. For a certain tIoU value in a given range, mAP computes the mean of the average predictions across all action categories. At the same time, we also give the average of mAP at several specific tIoUs as an overall evaluation.

**Results on THUMOS14 and ActivityNet-1.3**

**Implementation details.** Our model is implemented in Pytorch. All the experiments are conducted on NVIDIA Tesla A100 GPU. We use I3D (Carreira and Zisserman 2017) pretrained on Kinetics to extract the feature sequences. Taking THUMOS14 as an example, we extract 1024-D features before the last fully connected layer of I3D, and concatenate them to 2048-D as the input of our model, following the same method as the previous work. We trained the AdaPerFormer for 30 epochs in THUMOS14 and 20 epochs in ActivityNet-1.3 with a linear warm-up of 5 epochs. We used AdamW by initial learning rate $10^{-4}$, $10^{-3}$ respectively with a cosine learning rate decay, and the weight decay was set to $10^{-4}$. The batch size was set to 8 and 16, respectively, and the weight $\lambda$ of $L_{reg}$ was set to 1. For the hyper-parameters in TAA, the attention window size was set to 5, and the shift size was set to 9 and 7, respectively. We compare our method to a set of baselines. For fair comparisons, we try our best to tune the parameters for the competitors, and choose their best possible results to compare.

**Results.** Table 1 shows the total results. For the THUMOS14, We compare our method with classical and recent approaches in the TAL. Our method achieves an average mAP of 59.3% with tIoU setting in \{0.3:0.1:0.7\}. Not only does our method achieves significant improvement over previous anchor-based and boundary-based methods, but it is worth noting that our method has obvious advantages on all metrics compared to the query-based methods RTD-Net and TadTR. The state-of-the-art method, ActionFormer, achieves extraordinary performance on this dataset. For comparison, we use the settings of ActionFormer, and
replace the local self-attention in the encoder with our TAA. We achieved a slight improvement of 0.3% on ActionFormer’s excellent result, which also reflects the superiority of the ActionFormer. For the ActivityNet-1.3, AdaPerFormer achieves an average mAP of 35.1% and demonstrates competitive results in this challenging dataset.

### Ablation Study

We conduct extensive ablation experiments on the THUMOS14 dataset to verify our proposed method’s performance and the model design’s rationality. All results are based on I3D features and keep the same random seed for training. We report mAP at $tIoU=0.3$, 0.5 and 0.7, the average mAP in [0.3:0.1:0.7] for all results. Unless otherwise specified, all results, except for experimental variables, use the settings with the best results.

#### Model design.

We explore the settings of different model branches. The dense self-attention is used to build our baseline upon the transformer architecture. Our global perception attention has a further improvement on this basis, especially when the tIoU=0.5 and 0.7. This validates our unique window attention design. Furthermore, the dual-branch design also leads to a more significant performance improvement, which further demonstrates the effectiveness of our local convolutional shift branch.

#### Global perception attention.

We verified the effect of window size in our global perception attention branch. Table 3 shows results. The window size in table represent the size of key, so each query can interact with $3w$ of keys. Note that the dense attention will bring significant performance degradation. This phenomenon further illustrates that dense self-attention will bring more unnecessary embedding interactions and a high computational cost. However, our method can model the global interaction of feature sequences without incurring extra computation.

#### Local convolutional shift.

Table 4 shows the results of using different shift operations in different parts of the encoder and decoder. From the results, the bidirectional shift has a certain improvement compared with the general shift. Note that using a bidirectional shift in the encoder part and a general shift in the encoder part can make the model achieve the best result.

#### TAA weight.

When weighing the two branches of TAA, since the weights required in different layers may be different, we try several strategies of the weight setting. Table 5 reports the results. As can be seen, by setting learnable parameters in each layer of the network and fixing their weight sum to 1, the network can learn more suitable parameters with better performance. Note that using two learnable coefficients increases the difficulty of training, and also results in lower performance under the same conditions.

#### Shift size.

We conduct ablation studies on the size of the local convolution shift operation. Table 6 shows all the above results. In our experiments, we select the shift size in [5, 7, 9, 11] for horizontal comparison. We notice that an excessively large shift size will lead to a slight decrease in performance, since an excessively large shift distance will destroy the spatial information of the sequence.

### Concluding Remarks

In this paper, we have presented an end-to-end framework named AdaPerFormer for TAL. AdaPerFormer can efficiently process the entire feature sequences and model local-global dependencies by dual-branch TAA mechanism, thereby directly generate action categories and boundaries end-to-end without extra processing. Extensive experiments on the THUMOS14 and ActivityNet-1.3 datasets demonstrate the advance of our method in TAL. However, most, if not all, of current methods use pre-trained video features for TAL, which is also the limitation of our method. In addition, training with human-annotated video data makes our method not transferable to real-world scenarios well, which is also a big challenge in this field. In the future, we expect to make full use of video information in the pre-training stage to build a more general framework for action recognition and temporal action localization.
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