Model reduction is an important concept found across science and engineering. Approximating gross scale features of high dimensional systems is a fundamental question which occupies a great deal of time and energy in the study of such disparate mathematical fields as PDE theory, time-delay systems, networked dynamical systems, and where-ever high dimensional problems naturally arise from the underlying science from which come the models. The POD method for example [1] is a popular way to produce a basis set for high-dimemensional data from solutions of PDEs, onto which the resulting Galerkin projections are optimal in the sense of a fastest decaying time-average power spectrum. Underlying such techniques there is usually the common thread of minimization of the $\ell_2$ distance in the functional space between the actual system and its reduced order model - models are considered best in the Banach space. However, for chaotic systems, use of the $\ell_2$ minimization criteria to compare the two functions for determining whether a model is good may not be relevant, since two functions can be close in an underlying Banach space, but exhibit dramatically different dynamical properties [2].

Likewise, a reasonable model, even a perfect model, may quickly produce quickly and dramatically different simulation results - it is well known that comparing time-series from simulations is an unworkable criterion of model comparison due to sensitive dependence. When random noise or modeling error is introduced, as is arguably always the case in practice, even a seemingly perfect model would suffer from conflicting judgements. The sensitivity to perturbations prevents us from the comparing chaotic systems by direct comparison of their trajectories, since even (almost) identical systems would fail such a measure of comparison. See Fig. 1 as an example.

To judge a model reduction, it is too much to hope that a model will be capable to reproduce trajectories of the full system, due to the chaotic nature of the system, as well as technical details of comparing trajectories which arise from systems of different dimensionality. We assert that such comparisons are meaningless good or bad because the expectation that the results will always be bad. Instead, we will judge a model to be a good representation if its trajectories can numerically shadow trajectories of the full system. In this sense, the model is producing plausible solutions, if not the actual simulations.

Shadowing was introduced initially to rigorously verify the existence of a true orbit from a model to a computer generated orbit which is usually noisy [3–7]. Given a noisy orbit $p = \{p_t\}$, a model generated orbit $x = \{x_t\}$ is said to $\epsilon$-shadow $p$ if $\|x - p\|_\infty \equiv \sup_t \|x_t - p_t\|_2 < \epsilon$ [18]. From now on these subscripts of norms will be omitted unless otherwise specified.

In terms of judging the model quality, we wish to associate the capability of the model to shadow observation with its quality. However, most shadowing techniques were developed only to find an arbitrary $\epsilon$-shadowing orbit, which may be far from optimal (there may be another shadowing orbit with a much smaller $\epsilon$), preventing us from a good judgement of the model. To overcome this ambiguity, we ask: what is the best orbit the model can produce, to match the observed orbit? This amounts to judge the quality of a model $f : D \rightarrow D$ for given observation $p$ by the optimal shadowing distance:

$$\epsilon_{opt} \equiv \inf_{x_1 \in D} \|x - p\|,$$

(1)

where $D \subset \mathbb{R}^m$ and $x$ is an orbit of $x_1$ under $f$ [19]. For deterministic systems, this question is equivalent to finding the initial point which leads to a true orbit that can step-by-step match the noisy orbit best.

Based on the concept of optimal shadowing, we focus on the question of how to understand the quality of a model reduction, meaning how well does a model of lower dimensionality represent the dynamics of the full system.
Since a high dimensional system and its reduced order model necessarily generate time series of different dimensions, there is currently no direct way of comparing two such models. Our approach to solve this problem can be illustrated by the diagram in Fig. 2. Given a high dimensional system and its candidate reduced order model: we first generate time series from the original system; next, dimensionality reduction is performed to extract a low dimensional representation of the time series; finally, we look for an optimal shadowing orbit from the reduced order model to match the low dimensional time series. The reduced order model, being a simplification of the original one, suffers from two types of inexactness. The first type comes from dimensionality reduction, which accounts for the loss of information in simplifying the observation; the second type comes from shadowing, and is crucial for assessing the model quality of chaotic systems, which here accounts for the capability of the given model to generate one orbit that matches the observed (low dimensional) time series.

This approach allows us to quantify the quality of a model reduction even for chaotic systems, which is not likely to be achieved by traditional methods. Furthermore, the flexibility in emphasizing in between dimensionality reduction and shadowing errors allows one to adjust the measure of model quality in different situations depending on specific applications.

To illustrate this perspective, we consider the problem of modeling a system of coupled chaotic oscillators. Coupled oscillators have been studied extensively as prototypical of complex systems [3, 4], with promising applications ranging widely from the modeling of flocking behavior [10], to mathematical epidemiology where collective behavior leads to mean field model of disease dynamics [11], to mention a few. In any of these settings where many coupled oscillators may arise, it is natural to average across spatial scales so that a model with just a few oscillators may be meant to represent the system, in the sense that an element of the model may represent many elements of the whole. In the much the same way as a community analysis of complex networks where the topology allows partitioning into groups [12, 13], in dynamical systems we assert that groups of oscillators may exist with similar behavior. When a system is modeled by a large collection of coupled oscillators the natural question is how might the simplified low order model captures similar properties of the original high order system?

We choose to illustrate our approach by a system of coupled quadratic maps, described by:

\[
x_{t+1}^{(i)} = a^{(i)} x_t^{(i)} (1 - x_t^{(i)}) - \sigma \sum_{j=1}^{n} l_{ij} a^{(j)} x_t^{(j)} (1 - x_t^{(j)}),
\]

where \(\{x_t^{(i)}\}_{i=1,...,n}\) represent a set of coupled oscillators, \(x_t^{(i)} \in \mathbb{R}^d\) is the state of oscillator \(i\) at time \(t\); each individual oscillator is driven by a discrete logistic dynamics with parameter \(a^{(i)}\), which allows possible mismatch of parameters between different individual oscillators, which is usually the case for a physical setting; the second term describes the effective coupling between different oscillators through a discrete Laplacian matrix \(L = [l_{ij}]_{n \times n}\), where for each \(i\), \(\sum_{j=1}^{n} l_{ij} = 0;\) and \(\sigma\) is the coupling strength. The coupling function has been chosen to have the same form of the individual dynamics, which corresponds to the situation where each oscillator receives a direct signal from the output of its neighbors.

For this high \((n \times d)\) dimensional coupled system, sev-
eral questions are of particular interest, as initial exploration for the general problem, and will be answered in this letter. Fig. 3 serves as an illustration.

1. In what sense can we model a coupled identical oscillator network by a single oscillator?
2. In what sense can we model a coupled non-identical oscillator network by a single oscillator?
3. In what sense can we model a nearly synchronized cluster by a single oscillator?

For question 1, a general criteria is whether the system synchronizes or not. When the oscillators synchronize, \( \lim_{t \to \infty} ||x_t^{(i)} - x_t^{(j)}|| \to 0 \) for \( i, j \). After transient, all the oscillators evolve in the same way, and the second term in Eq. (2) disappears (there will be no error in dimensionality reduction or shadowing). Any single oscillator \( i \) is governed by the same dynamics: \( x_t^{(i)} = a^{(i)}_t (1 - x_t^{(i)}) \). Thus we can perfectly model the coupled system by a single, low dimensional system: \( s_{t+1} = a s_t (1 - s_t) \).

For question 2, a general criteria is whether the system synchronizes or not. When the oscillators synchronize, \( \lim_{t \to \infty} ||x_t^{(i)} - x_t^{(j)}|| \to 0 \) for \( i, j \). After transient, all the oscillators evolve in the same way, and the second term in Eq. (2) disappears (there will be no error in dimensionality reduction or shadowing). Any single oscillator \( i \) is governed by the same dynamics: \( x_t^{(i)} = a^{(i)}_t (1 - x_t^{(i)}) \). Thus we can perfectly model the coupled system by a single, low dimensional system: \( s_{t+1} = a s_t (1 - s_t) \).

For question 3, a general criteria is whether the system synchronizes or not. When the oscillators synchronize, \( \lim_{t \to \infty} ||x_t^{(i)} - x_t^{(j)}|| \to 0 \) for \( i, j \). After transient, all the oscillators evolve in the same way, and the second term in Eq. (2) disappears (there will be no error in dimensionality reduction or shadowing). Any single oscillator \( i \) is governed by the same dynamics: \( x_t^{(i)} = a^{(i)}_t (1 - x_t^{(i)}) \). Thus we can perfectly model the coupled system by a single, low dimensional system: \( s_{t+1} = a s_t (1 - s_t) \).

\[
\bar{a}_{t+1} = \bar{a} \bar{x}_t (1 - \bar{x}_t),
\]

which depends essentially on every single oscillator, implying that the dimension of the system is as high as the original coupled system. Even in the situation where the oscillators are nearly synchronized [14]: \( \limsup_{t} ||x_t^{(i)} - \bar{x}_t|| \approx 0 \), if one were to use mean-field approximation, replacing \( x_t^{(i)} \) with \( \bar{x}_t \) and \( a^{(i)} \) with \( \bar{a} \), resulting in a model:

\[
\bar{a}_{t+1} = \bar{a} \bar{x}_t (1 - \bar{x}_t),
\]

then at each step this model generates error (comparing to the actual average state) which comes from the heterogeneity of the individual dynamics, and its effect might be tremendous depending on how the heterogeneity distributes among the oscillators. Nevertheless, our approach overcomes the difficulty and provide a quantitative measure of the reduced order model.

We shall illustrate this for case 2 by the use of optimal shadowing for the average trajectory. As a matter of example, we will construct a network of logistic oscillators whose individual parameters \( a^{(i)} \) are drawn uniformly from \([3.9998, 4]\) in order to emphasize oscillator mismatch. We couple those oscillators through an Erdős-Rényi network [15] of \( n = 1000 \) and \( p = 0.1 \) (the probability that any two nodes are joined by an edge), with coupling strength \( \sigma = 0.0075 \).

The dependence of optimal shadowing distance depends upon the parameter \( a \) for a one-parameter family of reduced models \( f(x) = ax(1 - x) \). Here we use a finite trajectory of length \( T = 1000 \) after transients. \( \epsilon_{opt} \) are calculated by use of interval arithmetic, with the excellent package “INTLAB” [16], in order to validate that we are representing reasonable upper bounds of the actual optimal shadowing distances. Results are shown in Fig. 4 for a typical trajectory generated by the original network. It is interesting to note the difference between using the shadowing criteria in contrast to the usual \( \ell_2 \) criteria: while the model error seems to depend symmetrically on \( a \) under the \( \ell_2 \) criteria, shadowing is able to capture the asymmetry which seems to be more reasonable because of the increase of topological entropy for increasing \( a \). Shadowing also has the advantage to judge how long the reduced order model is valid for the original system (the optimal shadowing distance increases non-smoothly when we take longer trajectories), another perspective the \( \ell_2 \) criteria does not provide. We have also obtained similar results in the case of modeling a nearly synchronized cluster (case 3), which will be reported in a more detailed paper.

The above example demonstrates the judging of a model reduction by measurement of the optimal shadowing distance from a model to the average trajectory from the original system. Our choice to use such an average was selected to minimize the square distance to all other individual trajectories, i.e., the dimensionality reduction error. To illustrate this perspective, con-
sider a toy example where we have two logistic oscillators with parameters 3.9998 and 4, coupled through a network of Laplacian matrix $L = [2, -2; -1, 1]$ with coupling strength $\sigma = 0.25$. The dimensionality reduction of the time series $[x(1), x(2)]$ can be represented by a convex sum: $x = (1 - \lambda)x(1) + \lambda x(2)$. For given $\lambda$, the dimensionality reduction error can be defined as:

$$\eta(\lambda) = \sqrt{\sum_{t=1}^{T-1} |f(x_t) - x_{t+1}|^2 / T}$$

where $T$ is the length of $x$. In Fig. 5 we show how one would obtain different dependence of the model reduction error $\zeta(\lambda) = (1 - \mu)\eta(\lambda) + \epsilon_{opt}(\lambda)$ on $\lambda$. It is interesting to note especially in the last panel (lower right of Fig. 5) that when we emphasize purely on the modelability of the low dimensional system, then the trajectory from the single oscillator $x(2)$ would induce the best model (among the family of models $f(x) = ax(1 - x)$). On the other hand, for other choice of $\mu$, the optimal $\lambda$ would change, not necessarily equals 1/2, as expected.

In general it will be interesting to ask such questions as in a large network, how shall we take the weighted average of individual trajectories to reach an optimal balance between dimensionality reduction and shadowing; or how nonlinear dimensionality reduction can be adopted in the case of generalized synchronization [17]. Some of the results will be reported in a future paper.

To summarize, we have proposed a general approach for assessing the quality of reduced order models for high dimensional chaotic systems. The key in this approach is the unusual application of concepts from shadowing, toward the optimal shadowing criterion, combined with dimensionality reduction techniques. This approach overcomes perhaps overlooked problems inherent with traditional methods of comparison which may either attempt to compare systems of the same size by measuring the distance in the functional space, or alternatively to measure how close an orbit generated by a model is to the observed data. Both of these perspectives have fundamental flaws which our optimal shadowing based cost function overcomes.
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