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Abstract

Generalizing a construction of Lück and Oliver [9], we define a good equivariant cohomology theory on the category of proper $G$-CW complexes when $G$ is an arbitrary Lie group (possibly non-compact). This is done by constructing an appropriate classifying space that arises from a $\Gamma-G$-space. It is proven that this theory effectively generalizes Segal’s equivariant $K$-theory when $G$ is compact.

1 Introduction

1.1 The problem

Topological K-theory is a generalized cohomology theory which was developed by Atiyah and Hirzebruch in the early 1960’s: starting from a topological space $X$, one looks at the monoid of isomorphism classes of (complex) finite-dimensional vector bundles over $X$, and after using a standard algebraic construction (the Grothendieck group associated to a commutative monoid), one recovers an abelian group $K(X)$, called the K-theory of $X$, and extends it to a functor $K(-)$.

This was generalized to spaces by Segal [13] by replacing vector bundles with $G$-vector bundles. It is now well known that his construction gives rise to a good equivariant cohomology theory in the case of actions of a compact group on compact spaces or on $G$-CW-complexes, and that Bott periodicity still holds.

However, it is still possible to define the equivariant K-theory group $K_G(X)$ whenever $X$ is a $G$-space. Some properties [8] of $K_G(-)$ still hold in the general case of a Lie group $G$ acting properly on $G$-CW-complexes (e.g. two $G$-homotopic maps have the same image by the functor $K_G(-)$). However, even in simple cases, $K_G(-)$ is not a good cohomology theory (excision may fail, cf. [12] and [8]).

A first positive generalization to non-compact groups was given by Phillips using tools from function analysis [12]. However, it would seem reasonable to
define equivariant K-theory by means of homotopy theory. In the following paper, we will show that a construction of Lück and Oliver that was featured in [9] for discrete groups can be generalized to an arbitrary Lie group. In a following paper, we will relate our equivariant cohomology theory to Phillips’ [15].

1.2 Structure of the paper

Let $G$ be a Lie group and $F$ denote one of the fields $\mathbb{R}$ or $\mathbb{C}$. What we want to construct is a good equivariant cohomology theory, which will be written $KF_G(-)$ for convenience, defined on a subcategory of the one of proper $G$-spaces which contains at least the category of finite proper $G$-CW-complexes (see the next paragraph for the definitions). For such a theory to deserve the label “equivariant K-theory”, we impose a set of conditions. First of all, we want to have product maps, i.e. natural homomorphisms $KF_G(X) \otimes KF_H(Y) \to KF_{G \times H}(X \times Y)$.

We also want to have Bott homomorphisms (depending on $F$) that are linear with respect to products, and we want to have Bott periodicity. We finally want a connection between Segal’s “naive” equivariant K-theory and our functors. More precisely, we want to have a natural transformation $KF_G(-) \to KF_G(-)$ that yields isomorphisms for the $G$-spaces of the type $(G/H) \times Y$, where $H$ is a compact subgroup of $G$, and $Y$ is a reasonable space on which $G$ acts trivially (say a compact space, a CW-complex, or a finite CW-complex). When $Y$ is a sphere, we recover the equality of the so-called “coefficients” of our equivariant K-theory with those of Segal’s. The last condition is that the various natural transformations $KF_G(-) \to KF_G(-)$ should be compatible with product maps, and it will follow that they are compatible with the Bott homomorphisms.

The first step (Section 2) consists in constructing a classifying space for the functor $\text{Vect}^F_G(-)$ which maps every $G$-CW-complex $X$ to the monoid of isomorphism classes of finite dimensional $G$-vector bundles over $X$. In Section 3, we will construct a $\Gamma - G$-space $\text{Vec}^F_G$ such that $\text{Vec}^F_G$ has the equivariant homotopy type of that classifying space. The $G$-space $KF_G^\infty := \Omega B \text{Vec}^F_G$ will then be used in Section 4 as a classifying space to define K-theory $KF^*_G(-)$ in negative degrees. Following Lück and Oliver, product structures and Bott homomorphisms are constructed and then used to define equivariant K-theory in positive degrees. In Section 5, we will finally show that our construction generalizes both Segal’s and Lück-Oliver’s.

During the course of the construction, we will also define two other classifying spaces along the way: one that is naturally suited for finite-dimensional $G$-Hilbert bundles and the other for finite-dimensional $G$-semi-Hilbert bundles (i.e. vector bundle with an added structure that is related to the group of similarities). They will be needed in [15] to relate our equivariant K-theory with Phillips’.

A final word: this work features two theorems with very technical proofs. So as not to distract the reader, we have relegated those proofs in Sections A and B of the appendix. Section C is meant to set things straight on a common misconception on $\Gamma$-spaces.
1.3 The main framework

1.3.1 $G$-CW-complexes

A $G$-space $X$ is called a $G$-CW-complex when it is obtained as the direct limit of a sequence $(X(n))_{n \in \mathbb{N}}$ of subspaces for which there exists, for every $n \in \mathbb{N}$, a set $I_n$, a family $(H_i)_{i \in I_n}$ of closed subgroups of $G$ and a push-out square

$$
\begin{array}{ccc}
\coprod_{i \in I_n} (G/H_i) \times S^{n-1} & \longrightarrow & \coprod_{i \in I_n} (G/H_i) \times D^n \\
\downarrow & & \downarrow \\
X_{(n-1)} & \longrightarrow & X_{(n)}
\end{array}
$$

in the category of $G$-spaces (where we have a trivial action of $G$ on both the $(n-1)$-sphere $S^{n-1}$ and the closed $n$-disk $D^n$), with the convention that $X_{-1} = \emptyset$.

The spaces $(G/H_i) \times D^n$ are called the equivariant cells (or $G$-cells) of $X$. A $G$-CW-complex is proper when all its isotropy subgroups are compact, i.e. all the groups $H_i$ in the preceding description are compact. Relative $G$-CW-complexes are defined accordingly. However, by a proper relative $G$-CW-complex, we mean a relative $G$-CW-complex $(X, A)$ such that $X \setminus A$ is a proper $G$-space (whereas $X$ itself may not be proper).

Given a topological group $G$, a pair of $G$-spaces $(X, A)$ is said to be a $G$-CW-pair when $A$ and $X$ are $G$-CW-complexes and $(X, A)$ is a relative $G$-CW-complex. A $G$-CW-pair $(X, A)$ is said to be proper when $X$ is a proper $G$-space (i.e. its isotropy groups are compact subgroups of $G$).

A pointed proper $G$-CW-complex is a relative $G$-CW-complex $(X, *)$, with $*$ a point, such that the $G$-space $X \setminus *$ is proper. Notice that whenever $(X, A)$ is a relative $G$-CW-complex such that $X \setminus A$ is proper, the $G$-space $X/A$ inherits a natural structure of pointed proper $G$-CW-complex.

1.3.2 $G$-fibre bundles

Let $G$ be a topological group. Given a $G$-space $X$, we call pseudo-$G$-vector bundle (resp. $G$-vector bundle) over $X$ the data consisting of a pseudo-vector bundle (resp. a vector bundle) $p : E \to X$ over $X$ and of a (left) $G$-action on $E$, such that $p$ is a $G$-map, and, for all $g \in G$ and $x \in X$, the map $E_x \to E_{g.x}$ induced by the $G$-action on $E$ is a linear isomorphism.

Given an integer $n \in \mathbb{N}$ and a $G$-space $X$, $\text{Vect}^G_{\leq n}(X)$ will denote the set of isomorphism classes of $n$-dimensional $G$-vector bundles over $X$. Accordingly, $\text{Vect}^G(X)$ will denote the abelian monoid of isomorphism classes of finite-dimensional $G$-vector bundles over $X$.

Given another topological group $H$, a $(G, H)$-principal bundle is an $H$-principal bundle $\pi : E \to X$ with structures of $G$-spaces on $E$ and $X$ for which $\pi$ is a $G$-map and $\forall (g, h, x) \in G \times H \times E$, $g.(x, h) = (g.x).h$. Notice then that we recover a structure of $(G \times H^{op})$-space on $E$ for which the isotropy subgroups are closed subgroup which intersect $\{1\} \times H^{op}$ trivially.
1.3.3 The category of compactly-generated $G$-spaces

Let $G$ be a topological group. A $G$-pointed k-space consists of a $G$-space which is a k-space (i.e. compactly-generated and Hausdorff) together with a point in it which is fixed by the action of $G$.

The category $CG_G^{h}$ is the one whose objects are the $G$-pointed k-spaces and whose morphisms are the pointed $G$-maps. The category $CG_G^{h}$ is the category with the same objects as $CG_G^{*}$, and whose morphisms are the equivariant pointed homotopy classes of $G$-maps between objects (i.e. $CG_G^{h}$ is the homotopy category of $CG_G^{*}$). Given two $G$-spaces (resp. two pointed $G$-spaces) $X$ and $Y$, we let $[X,Y]_G$ (resp. $[X,Y]^{*}_G$) denote the set of equivariant homotopy classes of $G$-maps (resp. pointed $G$-maps) from $X$ to $Y$.

Let $f : X \to Y$ be a morphism in $CG_G$ and $\mathcal{F}$ be a set of subgroups of $G$. We say that $f$ is an $\mathcal{F}$-weak equivalence when the restriction $f^H : X^H \to Y^H$ is a weak equivalence for every $H \in \mathcal{F}$. We say that $f$ is a $G$-weak equivalence when $f$ is a $\mathcal{K}$-weak equivalence for the set $\mathcal{K}$ of all compact subgroups of $G$. Given a set $\mathcal{F}$ of subgroups of $G$, every morphism that is equivariantly homotopic to an $\mathcal{F}$-weak equivalence is itself an $\mathcal{F}$-weak equivalence.

We finally define $W_G$ as the class of morphisms in $CG_G^{h}$ which have $G$-weak equivalences as representative maps. We can then consider the category of fractions $CG_G^{h}[W_G^{-1}]$, with its usual universal property. The following properties are then folklore and will be used throughout the paper (see [9] for proofs):

**Proposition 1.1.** Let $G$ be a Lie group, $\mathcal{F}$ a family of subgroups of $G$ stable by conjugation and $Y \xrightarrow{\alpha} Y'$ an $\mathcal{F}$-weak equivalence. Then, for every relative $G$-CW-complex $(X,A)$ such that all the isotropy subgroups of $X \setminus A$ belong to $\mathcal{F}$, and for every commutative square

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha_0} & Y \\
\downarrow & & \downarrow f \\
X & \xrightarrow{\alpha} & Y'
\end{array}
\]

in $CG_G$, there exists a $G$-map $\tilde{\alpha} : X \to Y$ such that $\tilde{\alpha} \circ i = \alpha_0$ and $[f \circ \tilde{\alpha}] = [\alpha]$ in $CG_G^{h}$. Moreover, this map is unique up to an equivariant homotopy rel. $A$.

**Proposition 1.2.** Let $Y \xrightarrow{f} Y'$ be a $G$-weak equivalence between pointed $G$-spaces. Then, for every proper pointed $G$-CW-complex $X$, the map $f$ induces a bijection

\[
f_* : [X,Y]_G^{\cdot} \to [X,Y']_G^{\cdot}.
\]

1For Section 4.5 and in general whenever smash products are concerned, one should loosen up this definition and define k-spaces as topological spaces that are compactly-generated and weak-Hausdorff. The reader will check this bears no additional complexity.
Corollary 1.3. Let $\mathcal{F}$ be a class of subgroups of $G$, and $Y \xrightarrow{f} Y'$ an $\mathcal{F}$-weak equivalence between $G$-spaces. Then, for every $G$-CW-complex $X$ whose isotropy subgroups all belong to $\mathcal{F}$, the map $f$ induces a bijection:

$$f_* : [X,Y]_G \rightarrow [X,Y']_G.$$  

Corollary 1.4. For every proper pointed $G$-CW-complex $X$, the functor

$$F_X : \left\{ \begin{array}{c} CG_G^h \times \rightarrow \mathbb{S} \\
Y \mapsto [X,Y]_G^h \end{array} \right.$$  

factorizes through

$$CG_G^h \xrightarrow{F_X} CG_G^h[W^{-1}_G].$$

Remark 1. We may replace $CG_G^h$ by the category $H-G^h$ whose objects are compactly-generated $G$-spaces which have an equivariant $H$-space structure, and the morphisms are equivariant pointed homotopy classes of continuous morphisms of equivariant $H$-spaces, i.e. $X \xrightarrow{f} Y$ is such a morphism if and only if it is continuous, equivariant, pointed, and the square

$$\begin{array}{ccc} X \times X & \xrightarrow{f \times f} & Y \times Y \\
\times x & \searrow & \downarrow x y \\
X & \xrightarrow{f} & Y \end{array}$$

is commutative in $CG_G^h$. Let $W_{H-G}$ denote the class of morphisms in $H-G^h$ which are $G$-weak equivalences. Then, for every pointed $G$-CW-complex $X$, we recover a functor

$$G_X : \left\{ \begin{array}{c} H-G^h \times \rightarrow \mathbb{G}_r \\
Y \mapsto [X,Y]_G \end{array} \right.$$  

Corollary 1.5. For every pointed proper $G$-CW-complex $X$, the functor $G_X$ factorizes through:

$$H-G^h \xrightarrow{G_X} H-G^h[W^{-1}_{H-G}].$$

1.3.4 $\Gamma$-spaces

The simplicial category is denoted by $\Delta$ (cf. [2]). Recall that the category $\Gamma$ (see [14]) has the finite sets as objects, a morphism from $S$ to $T$ being a map
from $\mathcal{P}(S)$ to $\mathcal{P}(T)$ which preserves disjoint unions (with obvious composition of morphisms); this is equivalent to having a map $f$ from $S$ to $\mathcal{P}(T)$ such that $f(s) \cap f(s') = \emptyset$ whenever $s \neq s'$.

For every $n \in \mathbb{N}$, we set $n := \{1, \ldots, n\}$ and $[n] := \{0, \ldots, n\}$. Recall the canonical functor $\Delta \to \Gamma$ obtained by mapping $[n]$ to $n$ and the morphism $\delta : [n] \to [m]$ to

$$
\begin{cases}
n & \mapsto \mathcal{P}(m) \\
{k} & \mapsto \{j \in \mathbb{N} : \delta(k - 1) < j \leq \delta(k)\}.
\end{cases}
$$

By a $\Gamma$-space, we mean a contravariant functor $A : \Gamma \to CG$ such that $A(0)$ is a well-pointed contractible space. The space $A(1)$ is then simply denoted by $A$. We say that $A$ is a good $\Gamma$-space when, in addition, for all $n \in \mathbb{N}^*$, the continuous map $A(n) \to \prod_{i=1}^{n} A$, induced by all morphisms $1 \to n$ which map 1 to $\{i\}$, is a homotopy equivalence. From now on, when we talk of $\Gamma$-spaces, we will actually mean good $\Gamma$-spaces.

When $A$ is a $\Gamma$-space, composition with the previously defined functor $\Delta \to \Gamma$ yields a simplicial space, which we still write $A$, and we can take its thick geometric realization (as defined in appendix A of [14]), which we write $\mathrm{BA}$. Since $A(0)$ is well-pointed and contractible, we have a map $A \to \Omega \mathrm{BA}$ that is “canonical up to homotopy”. Recall that we have an H-space structure on $A$ by composing the map $A(2) \to A$ induced by $\{1\} \mapsto \mathcal{P}(2)$ and a homotopy inverse of the map $A(2) \to A \times A$ mentioned earlier. Under suitable assumptions on $A$, one may prove (cf. § 4 of [14]) that the map $A \to \Omega \mathrm{BA}$ is in some sense the “group completion” of the H-space $A$.

Here, we will be dealing with equivariant $\Gamma$-spaces, or $\Gamma - G$-spaces: given a topological group $G$, a $\Gamma - G$-space is a contravariant functor $A : \Gamma \to CG_G$ such that:

(i) $A(0)$ is equivariantly well-pointed and equivariantly contractible;

(ii) For any $n \in \mathbb{N}^*$, the canonical map $A(n) \to \prod_{i=1}^{n} A$ is an equivariant homotopy equivalence.

Notice that this definition should be more constraining than the one featured in [9]. Moreover, whenever $H$ is a subgroup of $G$ and $A$ is a $\Gamma - G$-space, the contravariant functor $A^H : \Gamma \to CG$ obtained by restricting $A$ to the fixed point sets for $H$ is in fact a $\Gamma$-space. When $A$ is a $\Gamma - G$-space, we may define as before a $G$-map $A \to \Omega \mathrm{BA}$ which is “canonical up to homotopy” and is a “group completion” of the equivariant H-space $A$.

### 1.4 Additional definitions and notation

We set $\mathbb{R}_+ := \{t \in \mathbb{R} : t \geq 0\}$ and $\mathbb{R}_+^* := \{t \in \mathbb{R} : t > 0\}$. The standard segment is denoted by $I := [0, 1]$. 6
By \( F \), we will always denote one of the fields \( \mathbb{R}, \mathbb{C} \) or \( \mathbb{H} \). Given two vector spaces \( E \) and \( E' \) over \( F \), \( L(E, E') \) will denote the set of linear maps from \( E \) to \( E' \). When \( n \in \mathbb{N} \) and \( F = \mathbb{R} \) or \( \mathbb{C} \), we denote by \( U_n(F) \) the unitary subgroup of \( \text{GL}_n(F) \), and by \( \text{GU}_n(F) = F^* U_n(F) \) the subgroup of similarities of \( F^n \).

Let \( k \in \mathbb{N}^* \) and \( F = \mathbb{R} \) or \( \mathbb{C} \). Then \( F^k \) comes with a canonical structure of Hilbert space. We have a canonical sequence of isometries \( F^1 \hookrightarrow F^2 \hookrightarrow \ldots \hookrightarrow F^k \hookrightarrow F^{k+1} \hookrightarrow \ldots \), where \( F^k \hookrightarrow F^{k+1} \) maps \((x_1,\ldots,x_k)\) to \((x_1,\ldots,x_k,0)\). We let \( F^\infty \) denote the corresponding direct limit \( \lim_{k \to \infty} F^k \), with its natural structure of topological vector space, and its natural structure of inner product space. Notice that \( F^\infty \) actually corresponds to the space \( F^\infty \) in [9].

When \( H \) is an inner product space, and \( n \in \mathbb{N}^* \), \( B_n(H) \subset H^n \) will denote the space of linearly independent \( n \)-tuples of elements of \( H \) (with the convention \( B_0(H) = \{ \} \)), while \( V_n(H) \subset H^n \) will denote the space of orthonormal \( n \)-tuples of elements of \( H \) (with the convention \( V_0(H) = \{ \} \)). We also let \( B_H \) denote the unit ball of \( H \), \( \text{sub}(H) \) denote the set of closed linear subspaces of \( H \), and, for \( n \in \mathbb{N} \), \( \text{sub}_n(H) \) the set of \( n \)-dimensional linear subspaces of \( H \).

When \( X \) and \( Y \) are compactly-generated spaces, \( Y^X \) will denote the space of continuous maps from \( X \) to \( Y \), with the k-space topology associated to the compact-open topology. When a group \( G \) acts on \( X \) and \( H \) is a subgroup of \( G \), \( X^H \) standardly denotes the subspace of \( X \) consisting of the points of \( X \) that are fixed by \( H \). We are well aware of the possible conflicts but the context will always help the reader avoid them.

When we have two morphisms \( X \to Z \) and \( Y \to Z \) of topological spaces, \( X \times_Y Z \) will denote the limit of the diagram \( X \to Z \leftarrow Y \), and, when no confusion is possible, we will write \( X \times \triangle Y \) instead of \( X \times_Y Z \).

If \( \mathcal{C} \) is a small category, then:

- \( \text{Ob}(\mathcal{C}) \) (resp. \( \text{Hom}(\mathcal{C}) \)) will denote its set of objects (resp. of morphisms);

- The structural maps of \( \mathcal{C} \) i.e. the initial, final, identity and composition maps are respectively denoted by
  
  \[
  \text{Inc} : \text{Hom}(\mathcal{C}) \to \text{Ob}(\mathcal{C}) ; \quad \text{Fin} : \text{Hom}(\mathcal{C}) \to \text{Ob}(\mathcal{C}) ;
  \]
  \[
  \text{Id}_\mathcal{C} : \text{Ob}(\mathcal{C}) \to \text{Hom}(\mathcal{C}) \quad \text{and} \quad \text{Comp}_\mathcal{C} : \text{Hom}(\mathcal{C}) \times \text{Hom}(\mathcal{C}) \to \text{Hom}(\mathcal{C}) ;
  \]

- The nerve of \( \mathcal{C} \) is denoted by \( \mathcal{N}(\mathcal{C}) \), whilst \( \mathcal{N}(\mathcal{C})_m \) will denote its \( m \)-th component for any \( m \in \mathbb{N} \).

By a \textit{k-category}, we mean a small category with k-space topologies on the sets of objects and spaces, such that the structural maps induce continuous maps in the category of k-spaces. To every topological category \( \mathcal{C} \), we assign a k-category
whose space of objects and space of morphisms are respectively \( \text{Ob}(\mathcal{C})_{(k)} \) and \( \text{Hom}(\mathcal{C})_{(k)} \).

To a \( k \)-category, we may assign its nerve in the category of \( k \)-spaces, and then take one of the two geometric realizations \( \| \) (the “thick realization”) or \( | \) (the “thin realization”) of it in the category of \( k \)-spaces (see [14]). When \( \mathcal{C} \) and \( \mathcal{D} \) are two \( k \)-categories, we may define another category, denoted by \( \text{Func}(\mathcal{C}, \mathcal{D}) \), whose objects are the topological functors from \( \mathcal{C} \) to \( \mathcal{D} \), and whose morphisms are the continuous natural transformations between continuous functors from \( \mathcal{C} \) to \( \mathcal{D} \). The structural maps are obvious. The set \( \text{Ob}(\text{Func}(\mathcal{C}, \mathcal{D})) \) is a subset of \( \text{Hom}(\mathcal{D})_{\text{Hom}(\mathcal{C})} \), and is given the topology induced by the \( k \)-space topology of \( \text{Hom}(\mathcal{D})_{\text{Hom}(\mathcal{C})} \). The set \( \text{Hom}(\text{Func}(\mathcal{C}, \mathcal{D})) \) is a closed subset of the product \( \text{Ob}(\text{Func}(\mathcal{C}, \mathcal{D})) \times \text{Ob}(\text{Func}(\mathcal{C}, \mathcal{D})) \times \text{Hom}(\mathcal{D})_{\text{Hom}(\mathcal{C})} \) and is equipped with the topology induced by the product topology in the category of \( k \)-spaces. From the properties of \( k \)-spaces (more precisely the adjunction homeomorphisms), it is easy to check that the structural maps of \( \text{Func}(\mathcal{C}, \mathcal{D}) \) are continuous, hence \( \text{Func}(\mathcal{C}, \mathcal{D}) \) is equipped with a structure of \( k \)-category.

When \( M \) is a topological monoid, we let \( B M \) denote the \( k \)-category with one object \( * \), such that \( \text{Hom}(*, *) = M \) as a topological space, with \( x \circ y = x.y \) for any \( (x, y) \in M^2 \).

Top will denote the category of topological spaces, TopCat the one of topological categories, and kCat the one of \( k \)-categories.

Given a topological space \( X \), we will occasionally use \( X \) to denote the topological category with \( X \) as space of objects and \( X \) space of morphisms and only identity morphisms.

List of important notation

- \( \text{Vec}_{\mathcal{G}}^\varphi(X) \)
- \( \varphi \)-frame
- \( \varphi \)-mod
- \( \varphi \)-Bdl
- \( \text{Vec}_{\mathcal{G}}^\varphi = |\text{Func}(\mathcal{E}\mathcal{G}, \varphi \text{-mod})| \)
- \( \tilde{\text{Vec}}_{\mathcal{G}}^\varphi = |\text{Func}(\mathcal{E}\mathcal{G}, \varphi \text{-frame})| \)
- \( E \text{ Vec}_{\mathcal{G}}^\varphi = |\text{Func}(\mathcal{E}\mathcal{G}, \varphi \text{-Bdl})| \)
- \( \theta : E \times F^n \rightarrow E \)
- \( \gamma_n^k(F) : E_n(F^k) \rightarrow G_n(F^k) \) (universal vector bundle)
- \( \tilde{\gamma}_n^k(F) : B_n(F^k) \rightarrow G_n(F^k) \) (universal frame bundle)
- \( \gamma_n(F) : E_n(F^{(\infty)}) \rightarrow G_n(F^{(\infty)}) \)
- \( \tilde{\gamma}_n(F) : B_n(F^{(\infty)}) \rightarrow G_n(F^{(\infty)}) \)
\( \gamma(m)(F) = \prod_{n \in \mathbb{N}} \gamma_{mn}(F), \gamma(F) = \prod_{n \in \mathbb{N}} \gamma_n(F) \)  

\( i \text{ Vect}^F_G(X), s \text{ Vect}^F_G(X) \)  

\( i \text{ Vect}_G^\varphi, i\text{ Vec}^\varphi_G, E_i \text{ Vec}_G^\varphi, s \text{ Vec}_G^\varphi, s\text{ Vec}^\varphi_G, E_s \text{ Vec}_G^\varphi \)  

\( \Gamma\text{-Fib}_F \)  

\( \mathcal{O}^F_{\Gamma} : \Gamma\text{-Fib}_F \rightarrow \Gamma \)  

\(-\text{mod}, -\text{imod}, -\text{smod} : \Gamma\text{-Fib}_F \rightarrow \kcat \)  

\(-\text{Bdl}, -i\text{Bdl}, -s\text{Bdl} : \Gamma\text{-Fib}_F \rightarrow \kcat \)  

Hilbert \( \Gamma \)-bundles \( \varphi : \Gamma \rightarrow \Gamma\text{-Fib}_F \)  

\( \text{Vec}^\varphi_G : \text{Vec}^\varphi_G(S) = \text{Vec}^\varphi_G(S) \). \( i\text{Vec}^\varphi_G, s\text{Vec}^\varphi_G \)  

\( \text{Fib}^H(S) \)  

\( \text{Vec}^{F,m}_G = \text{Vec}^{\text{Fib}^m}_G(1) = \text{Vec}^{\text{Fib}^m}_G(1), \text{etc.} \)  

\( KF_G^{[m]} = \Omega B \text{Vec}^{F,m}_G, iKF_G^{[m]}, sKF_G^{[m]} \)  

\( \gamma : \Omega F_G(-) \rightarrow KF_G(-) \)  

\( KF_G^\varphi = \Omega B \text{Vec}^\varphi_G (\varphi \text{ a Hilbert } \Gamma\text{-bundle}) \)  

\[ \begin{align*} \text{Hom}(C) & \rightarrow \text{Ob}(C) \times \text{Ob}(C) \\ f & \mapsto (\text{In}(f), \text{Fin}(f)) \end{align*} \]  

is a homeomorphism.

Let \( X \) be a \( k \)-space. We then let \( \mathcal{E}X \) denote the perfect \( k \)-category with \( X \) as space of objects, \( X \times X \) as space of morphisms, and obvious structural maps.

\[ \begin{align*} \text{Hom}(C) & \rightarrow \text{Ob}(C) \times \text{Ob}(C) \\ f & \mapsto (\text{In}(f), \text{Fin}(f)) \end{align*} \]  

is a homeomorphism.

Let \( X \) be a \( k \)-space. We then let \( \mathcal{E}X \) denote the perfect \( k \)-category with \( X \) as space of objects, \( X \times X \) as space of morphisms, and obvious structural maps.
Clearly, $E$ is a perfect $k$-category. This yields an equivalence of categories $E : CG \to kCat$. The following lemmas are easy to check.

**Lemma 2.2.** Let $\mathcal{C}$ be a perfect category. Then every full, non-empty, closed subcategory of $\mathcal{C}$ is perfect.

**Lemma 2.3.** Let $\mathcal{C}$ be a perfect category. Then its geometric realization $|\mathcal{C}|$ is contractible.

**Proof.** This is proven in the same way as the contractibility of the geometric realization of a (discrete) category which has an initial object. Extra care needs to be taken about the continuity of the involved maps, but this is straightforward.

**Proposition 2.4.** Let $\mathcal{C}$ be a non-empty $k$-category, and $\mathcal{D}$ a perfect $k$-category. Then the $k$-category $\text{Func}(\mathcal{C}, \mathcal{D})$ is perfect.

**Proof.** Since $\text{Func}(\mathcal{C}, \mathcal{D})$ is non-empty, we need to prove that the structural map

$$\alpha : \text{Hom}(\text{Func}(\mathcal{C}, \mathcal{D})) \to \text{Ob}(\text{Func}(\mathcal{C}, \mathcal{D})) \times_k \text{Ob}(\text{Func}(\mathcal{C}, \mathcal{D}))$$

is a homeomorphism. Injectivity is straightforward. In order to prove surjectivity, let $f$ and $g$ be two objects in $\text{Func}(\mathcal{C}, \mathcal{D})$. The map $(f \to g) : \left\{ \begin{array}{l} \text{Ob}(\mathcal{C}) \to \text{Hom}(\mathcal{D}) \\ x \mapsto (f(x), g(x)) \end{array} \right.$

is continuous, since $\mathcal{D}$ is a perfect $k$-category. Then $(f, g, f \to g)$ is a morphism from $f$ to $g$, because all diagrams are commutative in any perfect $k$-category. It follows that $\alpha$ is a bijection. It thus suffices to prove the continuity of its inverse, and this is a consequence of the continuity of the composite map:

$$\text{Hom}(\mathcal{D})^{\text{Hom}(\mathcal{C})} \times_k \text{Hom}(\mathcal{D})^{\text{Hom}(\mathcal{C})} \times_i \text{Ob}(\mathcal{D})^{\text{Ob}(\mathcal{C})} \times_k \text{Ob}(\mathcal{D})^{\text{Ob}(\mathcal{C})} \to (\text{Ob}(\mathcal{D}) \times_k \text{Ob}(\mathcal{D}))^{\text{Ob}(\mathcal{C})},$$

where $i$ is given by right composition by Id$_{\mathcal{C}}$ and left composition by In$_{\mathcal{D}}$. The usual properties of $k$-spaces [16] show that those maps are continuous.

**2.2 Topological categories associated to vector bundles**

We fix an integer $n \in \mathbb{N}$ for the rest of the section. Let $\varphi : E \to X$ be an $n$-dimensional vector bundle over $F$, and $\tilde{\varphi} : \tilde{E} \to X$ the $\text{GL}_n(F)$-principal bundle canonically associated to it (by considering $\tilde{E}$ as a subspace of $E^{\oplus n}$). We will assume that $X$ is a locally-countable CW-complex. Hence, $\tilde{E}$, $E$ and $X$ are $k$-spaces, and any finite cartesian product of copies of them also is.

We set $\varphi$-frame $:= \mathcal{E} \tilde{E}$.

The (right-)action of $\text{GL}_n(F)$ on $\tilde{E}$ induces the diagonal action of $\text{GL}_n(F)$ on $\text{Hom}(\varphi$-frame) $= \tilde{E} \times E$. Therefore $\text{GL}_n(F)$ acts on the category $\varphi$-frame.
We set \( \varphi\text{-mod} := \varphi\text{-frame} / \text{GL}_n(F) \), which is obviously a k-category with \( \text{Ob(\varphi\text{-mod})} \cong X \). An object of \( \varphi\text{-mod} \) corresponds to a point of \( X \), and a morphism from \( x \) to \( y \) (with \( (x, y) \in X^2 \)) corresponds to a linear isomorphism \( E_x \xrightarrow{\sim} E_y \). The composite of two morphisms \( x \overset{f}{\rightarrow} y \) and \( y \overset{g}{\rightarrow} z \) then corresponds to the composite of the corresponding linear isomorphisms \( E_x \overset{f}{\rightarrow} E_y \) and \( E_y \overset{g}{\rightarrow} E_z \).

Finally, we define \( \varphi\text{-Bdl} \) as the category whose space of objects is \( E \), and whose space of morphisms is the (closed) subspace of \( E \times E \times \text{Hom(\varphi\text{-mod})} \) consisting of those triples \((e, e', f)\) such that \( \varphi(e) \rightarrow f \varphi(e') \) and \( f(e) = e' \); the structural maps are obvious. Again, this is clearly a k-category.

Remark 2. When \( X = * \) and \( \varphi \) is the canonical vector bundle \( F^n \rightarrow * \), it is clear from the definitions that \( \varphi\text{-frame} \cong E \text{GL}_n(F) \), and \( \varphi\text{-mod} \cong B \text{GL}_n(F) \).

The definition of \( \varphi\text{-mod} \) clearly yields a factor \( \varphi\text{-frame} \rightarrow \varphi\text{-mod} \). On the other hand, we have a functor of k-categories \( \varphi\text{-Bdl} \rightarrow \varphi\text{-mod} \) defined as \( \varphi : E \rightarrow X \) on the spaces of objects and as the third projection \( \text{Hom(\varphi\text{-Bdl})} \rightarrow \text{Hom(\varphi\text{-mod})} \) on the spaces of morphisms.

We have a right-action of \( \text{GL}_n(F) \) on \( \varphi\text{-frame} \). Identifying \( F^n \) with the k-category whose space of objects and space of morphisms are \( F^n \) (with identities as the only morphisms), there is a (unique) continuous functor \( (\varphi\text{-frame}) \times F^n \rightarrow \varphi\text{-Bdl} \) whose restriction to objects is:

\[
\theta : \left\{ \left[ E \times F^n \right], \left[ (e_i)_{1 \leq i \leq n}, (\lambda_i)_{1 \leq i \leq n} \right] \right\} \rightarrow E, \quad \sum_{i=1}^{n} \lambda_i e_i,
\]

and which makes the square

\[
\begin{array}{ccc}
\varphi\text{-frame} \times F^n & \rightarrow & \varphi\text{-Bdl} \\
\downarrow & & \downarrow \\
\varphi\text{-mod} \times F^n & \rightarrow & \varphi\text{-mod}
\end{array}
\]

commutative (\( \pi_1 \) denotes the projection onto the first factor).

### 2.3 Universal \( G \)-vector bundles

**Definition 2.5.** Given a Lie group \( G \) and an \( n \)-dimensional vector bundle \( \varphi \) over the field \( F \), we set

\[
\text{Vec}_G^{\varphi} := \left| \text{Func}(\mathcal{EG}, \varphi\text{-mod}) \right|; \quad \text{Vec}_G^{\varphi} \hat{=} \left| \text{Func}(\mathcal{EG}, \varphi\text{-frame}) \right| \quad \text{and} \quad \text{EVec}_G^{\varphi} := \left| \text{Func}(\mathcal{EG}, \varphi\text{-Bdl}) \right|.
\]
Notice that right-multiplication on the objects of $EG$ induces a right-action of $G$ on $EG$. The three functors $\varphi$-frame $\to \varphi$-mod, $\varphi$-Bdl $\to \varphi$-mod and $\varphi$-frame $\times F^n \to \varphi$-Bdl thus induce, by composition, equivariant continuous functors

$$\text{Func}(EG, \varphi\text{-frame}) \to \text{Func}(EG, \varphi\text{-mod}), \quad \text{Func}(EG, \varphi\text{-Bdl}) \to \text{Func}(EG, \varphi\text{-mod}),$$

and

$$\text{Func}(EG, \varphi\text{-frame}) \times F^n \to \text{Func}(EG, \varphi\text{-Bdl}).$$

Taking geometric realizations everywhere yields three $G$-maps\(^2\) whose properties are summed up in the next theorem:

**Theorem 2.6.** Let $X$ be a locally-countable CW-complex, $\varphi : E \to X$ be an $n$-dimensional vector bundle over $X$, and $G$ be a Lie group. Then:

(i) $\widetilde{\text{Vec}}^\varphi_G \to \text{Vec}^\varphi_G$ is a $(G, GL_n(F))$-principal bundle;

(ii) $E \text{Vec}_G^\varphi \to \text{Vec}^\varphi_G$ is an $n$-dimensional $G$-vector bundle;

(iii) The canonical map

$$\widetilde{\text{Vec}}^\varphi_G \times_{GL_n(F)} F^n \to E \text{Vec}_G^\varphi$$

is an isomorphism of $G$-vector bundles over $\text{Vec}^\varphi_G$.

**Remark 3.** When $G = \{1\}$ and $X = *$, we recover the usual universal $n$-dimensional vector bundle $EGL_n(F) \times_{GL_n(F)} F^n \to BGL_n(F)$.

In [9], Theorem 2.6 was claimed to be true with no proof on why the involved maps should be fibre bundles rather than just pseudo-fiber bundles (in there, only the case $X$ is discrete was actually considered). However, the proof of this is long, tedious, and definitely non-trivial. The details however are not necessary to understand the rest of the paper, so we will wait until Section A of the appendix to give a complete proof.

### 2.4 Classifying spaces for $\text{Vect}_G^{F,n}(-)$

#### 2.4.1 General results

In the upcoming Proposition 2.8, we will see which additional requirements on $G$ and $\varphi$ are sufficient to ensure that the $G$-vector bundle $E \text{Vec}_G^\varphi \to \text{Vec}^\varphi_G$ is universal. Let us dig deeper first into the topology of $\widetilde{\text{Vec}}^\varphi_G$. Recall that $GL_n(F)$ acts freely on $\text{Vec}_G^\varphi$ by a right-action that is compatible with the left-action of $G$. Thus $G \times GL_n(F)$ acts on $\text{Vec}_G^\varphi$ by a left-action (of course, $GL_n(F)$ is considered with the opposite group structure from now on).

\(^2\)Local-compactness of $G$ is actually needed here to ensure that the geometric realizations considered here are really $G$-spaces.
Proposition 2.7. Let $G$ be a Lie group of dimension $m$, and $\varphi : E \to X$ be an $n$-dimensional vector bundle (with underlying field $F$) such that $\tilde{E}$ is $(m-1)$-connected. Then for every compact subgroup $K \subset G \times GL_n(F)$:

- if $K \cap \{(1) \times GL_n(F)\} \neq \{1\}$ then $(\tilde{\text{Vec}}_G)^K = \emptyset$;
- if $K \cap \{(1) \times GL_n(F)\} = \{1\}$, then $(\tilde{\text{Vec}}_G)^K \simeq *$.

Proof. Let $K \subset G \times GL_n(F)$ be a closed subgroup. In the case $K \cap \{(1) \times GL_n(F)\} \neq \{1\}$, we have $(\tilde{\text{Vec}}_G)^K = \emptyset$ since $GL_n(F)$ acts freely on $\tilde{\text{Vec}}_G$.

Assume now that $K \cap \{(1) \times GL_n(F)\} = \{1\}$. First, standard arguments on Lie groups prove that there is a closed subgroup $H$ of $G$ and a continuous group homomorphism $\psi : H \to GL_n(F)$ such that $K = \{(h, \psi(h)) \mid h \in H\}$.

However $(\tilde{\text{Vec}}_G)^K = [\mathcal{F}^K]$. By Lemma 2.2, $\mathcal{F}^K$ is either empty or perfect as a full subcategory of the perfect $k$-category $\tilde{\text{Vec}}_G$. We now show that $\mathcal{F}^K$ is non-empty, i.e. we produce a functor $F : \mathcal{E}G \to \varphi$-frame which is invariant by the restriction of the $(G \times GL_n(F))$-action to $K$.

On the one hand, we have a left-action of $H$ on $\mathcal{E}G$, by right-multiplication of the inverse. On the other hand, we have a left-action of $H$ on $\varphi$-frame, defined by $h.x = x.\psi(h)$ for every $(x, h) \in \tilde{E} \times H$. Then a functor $\mathcal{E}G \to \varphi$-frame is $K$-invariant if and only if it is $H$-equivariant. However, an $H$-equivariant functor is nothing but an $H$-map $G \to \tilde{E}$ since $\varphi$-frame is perfect.

However $G$ has the structure of an $H$-CW-complex (for the preceding right-action) of dimension $\leq m$ (cf. [6] theorem II). Also, the only isotropy subgroup for the action of $H$ on $G$ is trivial. Finally, the map $\tilde{E} \to *$ induces isomorphisms on the homotopy groups of dimension $i \leq m-1$. It classically follows that the map $[G, \tilde{E}]_H \to [G, *]_H$ induced by $\tilde{E} \to *$ is surjective (use the same line of reasoning as in the proof of Lemma [4]). Since $[G, *]_H \neq \emptyset$, there is at least one $H$-map from $G$ to $\tilde{E}$, and we deduce that $\mathcal{F}^K$ is a perfect $k$-category. The result then follows from Lemma [2].

Proposition 2.8. Let $G$ be an $m$-dimensional Lie group, $X_1$ be a $G$-CW-complex, and $\varphi : E \to X$ be an $n$-dimensional vector bundle (with ground field $F$) such that $\tilde{E}$ is $(m-1)$-connected and $X$ is a locally-countable CW-complex. Pulling back the $G$-vector bundle $E \text{Vec}_G^n \to \text{Vec}_G^n$ then gives rise to a bijection

$$[X_1, \text{Vec}_G^n]_G \xrightarrow{\sim} \text{Vec}_{G^n}(X_1).$$

Proof. Let $\varphi_1 : E_1 \to X_1$ be an $n$-dimensional $G$-vector bundle over $X_1$. We let $\varphi_1 : \tilde{E}_1 \to X$ denote the $(G \times GL_n(F))$-principal bundle canonically associated to $\varphi_1$. Then $\tilde{E}_1$ is a $(G \times GL_n(F))$-CW-complex.

\footnote{Define indeed $H$ as the image of $K$ by the canonical projection $\pi_1 : G \times GL_n(F) \to G$; the assumption on $K$ shows that $L(K \cap L(G \times \{1\}) = \{0\}$, hence the exponential map yields a neighborhood $U$ of $L_G$ in $G$ such that $U \cap H$ is closed in $U$. It follows that $H$ is a closed subgroup of $G$, hence a Lie group. Thus the restriction of $\pi_1$ to $K$ induces a continuous bijection $\alpha : K \xrightarrow{\sim} H$. Since both $K$ and $H$ are Lie groups, $\alpha$ is actually a diffeomorphism, and we may then define $\psi$ as the composite of $\alpha^{-1}$ with the projection $\pi_2 : G \times GL_n(F) \to GL_n(F)$.
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By Proposition 2.7, the $G$-map $\tilde{\text{Vec}}^G_F \to \ast$ is a $K$-weak equivalence, where $K$ is the class consisting of all closed subgroups $K$ of $G \times \text{GL}_n(F)$ such that $K \cap \{(1) \times \text{GL}_n(F)\} = \{1\}$. Since $E_1$ is a $(G \times \text{GL}_n(F))$-CW-complex, all the isotropy subgroups of which belong to $K$ (as was shown earlier), we have:

$$[\tilde{E}_1, \tilde{\text{Vec}}^G_F]_{G \times \text{GL}_n(F)} \cong [\tilde{E}_1, \ast]_{G \times \text{GL}_n(F)} \cong \ast.$$ 

Choose $\tilde{f}$ in the unique class of $[\tilde{E}_1, \tilde{\text{Vec}}^G_F]_{G \times \text{GL}_n(F)}$. Then $\tilde{f}$ induces a strong morphism of $G$-vector bundles

$$E_1 \xrightarrow{\tilde{f}} E_1 \xrightarrow{\varphi_1} E_1 \xrightarrow{\tilde{f}} \tilde{\text{Vec}}^G_F.$$

We deduce that the map $[X_1, \text{Vec}^G_F]_G \to \text{Vec}^{F,n}_G(X_1)$ is onto. We will finish by showing that it is one-to-one.

Let $f_1, f_2 : X_1 \to \text{Vec}^G_F$ be two maps together with an isomorphism $E_1 = f_1^*(E_1) \xrightarrow{\cong} f_2^*(E_2)$ of $G$-vector bundles over $X_1$. Let $\tilde{g} : \tilde{E}_1 \to \tilde{E}_2$ be the associated morphism of $(G, \text{GL}_n(F))$-principle bundles. Then $\tilde{g}$ is a $(G \times \text{GL}_n(F))$-map from $\tilde{E}_1$ to $\tilde{E}_2$. Since $[\tilde{E}_1, \tilde{\text{Vec}}^G_F]_{G \times \text{GL}_n(F)} \cong \ast$, the maps $\tilde{f}_2 \circ \tilde{g}$ and $\tilde{f}_1$ are $(G \times \text{GL}_n(F))$-homotopic, and it follows that $f_1$ and $f_2$ are $G$-homotopic.

### 2.4.2 Fundamental examples

For any pair $(n, k) \in \mathbb{N}^2$, we let $G_n(F^k)$ denote the space of $n$-dimensional linear subspaces of $F^k$, $\gamma_n(F) : E_n(F^k) \to G_n(F^k)$ the canonical $n$-dimensional vector bundle over the Grassmanian manifold $G_n(F^k)$, and $\tilde{\gamma}_n(F) : B_n(F^k) \to G_n(F^k)$ the $G_n(F)$-principal bundle associated to it. We also let $\gamma_n(F) : E_n(F^{(\infty)}) \to G_n(F^{(\infty)})$ denote the canonical $n$-dimensional vector bundle over $G_n(F^{(\infty)})$, and $\tilde{\gamma}_n(F)$ the $G_n(F)$-principal bundle associated to it. Recall that $G_n(F^k)$ is a finite $CW$-complex for every pair $(k, n) \in \mathbb{N}^2$, and that $G_n(F^{(\infty)})$, with the topology induced by the filtration $G_n(F^k) \subset G_n(F^{(\infty)})$, is a locally-countable $CW$-complex for every $n \in \mathbb{N}$. We finally set $\gamma^{(m)}(F) := \prod_{n \in \mathbb{N}} \gamma_n^{(m)}(F)$ for every $m \in \mathbb{N}^*$, and $\gamma(F) := \prod_{n \in \mathbb{N}} \gamma_n(F)$.

Let $G$ be an $N$-dimensional Lie group. For every $m \geq N$, the space $G_m(F^{mk})$ is $N$-connected for every $k \in \mathbb{N}$ (cf. Theorem 5.1 of [5]). It follows from Proposition 2.8 that, for every $k \in \mathbb{N}$, every $n \geq N$, and every proper $G$-$CW$-complex $X_1$, we have a bijection

$$[X_1, \text{Vec}^G_{\gamma_n^{(m)}(F)}]_{G} \cong \text{Vec}^{F,k}_G(X_1)$$
induced by pulling back the vector bundle $E \overset{\gamma_k}{\rightarrow} \text{Vec}^\gamma_{nk}$. Moreover, for every $k \in \mathbb{N}$, we have a bijection

$$[X_1, \text{Vec}^\gamma_{nk}(F)]_G \overset{\simeq}{\rightarrow} \text{Vect}^F_{G}(X_1).$$

It follows that, for every $k \in \mathbb{N}$, every $n \geq N$, and every connected $G$-CW-complex $X_1$, we have bijections

$$\left[ X_1, \bigoplus_{k \in \mathbb{N}} \text{Vec}^\gamma_{nk}(F) \right]_G \overset{\simeq}{\rightarrow} \text{Vect}^F_{G}(X_1) \quad \text{and} \quad \left[ X_1, \bigoplus_{k \in \mathbb{N}} \text{Vec}^\gamma_{nk}(F) \right]_G \overset{\simeq}{\rightarrow} \text{Vect}^F_{G}(X_1).$$

Obviously, these results still hold in the case $X_1$ is non-connected.

### 2.5 Similar constructions using isometries or similarities

Here, $F = \mathbb{R}$ or $\mathbb{C}$.

**Definition 2.9.** A simi-Hilbert space is a finite-dimensional vector space $V$ (with ground field $F$) with a linear family $(\lambda(\langle - , - \rangle))_{\lambda \in \mathbb{R}^*_+}$ of inner products on $V$.

The relevant notion of isomorphisms between two simi-Hilbert spaces is that of similarities. We do have a notion of orthogonality, but no notion of orthonormal families. The relevant notion is that of simi-orthonormal families: a family will be said to be simi-orthonormal when it is orthogonal and all its vectors share the same positive norm (for any inner product in the linear family). Equivalently, a family of vectors is simi-orthonormal iff it is orthonormal for some inner product in the linear family. We also have a **simi-orthonormalization process**: if $(e_1, \ldots, e_k)$ is a linearly independent $k$-tuple in a simi-Hilbert space, there is a unique norm $\| - \|$ in the family such that $\|e_1\| = 1$. We then apply the orthonormalization process to $(e_1, \ldots, e_k)$ with respect to this norm to obtain a simi-orthonormal family. This process is compatible with similarities (i.e. if $u$ is a similarity of $V$ for some inner product space in the family, $(e_1, \ldots, e_k)$ is a linearly independent $k$-tuple, and $(f_1, \ldots, f_k)$ is obtained from it by the simi-orthonormalization process, then $(u(f_1), \ldots, u(f_k))$ is obtained from $(u(e_1), \ldots, u(e_k))$ by the simi-orthonormalization process), and is continuous with respect to the choice of the family.

**Definition 2.10.** Let $G$ be a topological group.

- For $n \in \mathbb{N}$, an $n$-dimensional $G$-Hilbert bundle is a $G$-vector bundle with fiber $F^n$ and structural group $U_n(F)$.

- For $n \in \mathbb{N}$, an $n$-dimensional simi-$G$-Hilbert bundle is a $G$-vector bundle with fiber $F^n$ and structural group $GU_n(F)$.

- A disjoint union of $k$-dimensional $G$-Hilbert bundles, for $k \in \mathbb{N}$, is called a $G$-Hilbert bundle.
• A disjoint union of $k$-dimensional $G$-simi-Hilbert bundles, for $k \in \mathbb{N}$, is called a $G$-simi-Hilbert bundle.

Remarks 4. When $G = \{1\}$, we simply speak of Hilbert bundles or simi-Hilbert bundles. Since $U_n(F) \subset GU_n(F) \subset GL_n(F)$, any $G$-Hilbert bundle is in particular a $G$-simi-Hilbert bundle, and every $G$-simi-Hilbert bundle is in particular a $G$-vector bundle.

There is a broader definition of $G$-Hilbert bundles (see e.g. [12]) which encompasses bundles with infinite-dimensional fibers, but we will not use it.

In a Hilbert bundle, we have a Hilbert space structure on every fiber, and we derive a notion of orthonormal basis on each fiber. In a simi-Hilbert bundle, we only have an inner product on each fiber defined up to a positive scalar, i.e. a structure of simi-Hilbert space on each fiber. From the theory of fibre bundles, we derive familiar notions of (strong) morphisms of $G$-Hilbert bundles (resp. of $G$-simi-Hilbert bundles).

If $\varphi : E \to X$ is an $n$-dimensional $G$-Hilbert bundle (resp. a $G$-simi-Hilbert bundle), we may consider the subspace $i\tilde{E} \subset E^{\oplus n}$ (resp. $s\tilde{E} \subset E^{\oplus n}$) consisting of orthonormal bases (resp. of simi-orthonormal bases) on the fibers of $\varphi$. The map $i\tilde{E} \to X$ (resp. $s\tilde{E} \to X$) is easily shown to yield a $(G, U_n(F))$-principal bundle (resp. a $(G, GU_n(F))$-principal bundle), so that the $G$-fiber bundle with fiber $F^n$ and structural group $U_n(F)$ (resp. $GU_n(F)$) canonically associated to it is isomorphic to $p$.

Let $X$ be a $G$-CW-complex. For every $n \in \mathbb{N}$, we define $i\text{Vect}^{F,n}_G(X)$ (resp. $s\text{Vect}^{F,n}_G(X)$) as the set of isomorphism classes of $n$-dimensional $G$-Hilbert bundles (resp. $G$-simi-Hilbert bundles) over $X$, and $i\text{Vect}^{F}_G(X)$ (resp. $s\text{Vect}^{F}_G(X)$) as the abelian monoid of isomorphism classes of $G$-Hilbert bundles (resp. $G$-simi-Hilbert bundles) over $X$.

Replacing $GL_n(F)$-principal bundles by $U_n(F)$-principal bundles (resp. $GU_n(F)$-principal bundles), and starting from any $n$-dimensional Hilbert bundle (resp. simi-Hilbert bundle) $\varphi : E \to X$, we may define the $k$-categories $\varphi$-iframe, $\varphi$-imod and $\varphi$-iBdl (resp. $\varphi$-iframe, $\varphi$-imod and $\varphi$-iBdl), with a construction that is essentially similar to that of $\varphi$-frame, $\varphi$-mod and $\varphi$-Bdl. For every Lie group $G$, we then obtain $G$-spaces $i\vec{\text{Vec}}^\varphi_G$, $i\text{Vec}^\varphi_G$ and $E_i\text{Vec}^\varphi_G$ (resp. $s\vec{\text{Vec}}^\varphi_G$, $s\text{Vec}^\varphi_G$ and $E_i\text{Vec}^\varphi_G$).

We may then prove results that are similar to Theorem 2.8 and to Proposition 2.9. To be more precise, on the one hand, if $\varphi : E \to X$ is an $n$-dimensional Hilbert bundle such that $X$ is a locally-countable CW-complex, then $i\vec{\text{Vec}}^\varphi_G \to i\text{Vec}^\varphi_G$ has a structure of $(G, U_n(F))$ principal bundle, $E_i\text{Vec}^\varphi_G \to i\text{Vec}^\varphi_G$ a structure of $G$-Hilbert bundle, and the natural map $i\vec{\text{Vec}}^\varphi_G \times_{U_n(F)} F^n \to E_i\text{Vec}^\varphi_G$ is an isomorphism of Hilbert bundles. On the other hand, if $\varphi : E \to X$ is an $n$-dimensional simi-Hilbert bundle such that $X$ is a locally-countable CW-complex, then $s\vec{\text{Vec}}^\varphi_G \to s\text{Vec}^\varphi_G$ has a structure of $(G, GU_n(F))$-principal bundle, $E_s\text{Vec}^\varphi_G \to s\text{Vec}^\varphi_G$ a structure of $G$-simi-Hilbert bundle, and the natural map $s\vec{\text{Vec}}^\varphi_G \times_{GU_n(F)} F^n \to E_s\text{Vec}^\varphi_G$ is an isomorphism of $G$-simi-Hilbert bundles.
Moreover, if \( \varphi : E \to X \) is an \( n \)-dimensional Hilbert bundle such that \( \tilde{E} \) is \((m-1)\)-connected with \( m = \dim G \), the map \([X_1, i \text{Vec}_G^\varphi] \to \text{iVect}_G^F(X_1)\), induced by pulling back the universal \( G \)-Hilbert bundle \( E_i \text{Vec}_G^\varphi \to i \text{Vec}_G^\varphi \), is a bijection for every \( G \)-CW-complex \( X_1 \). Finally, if \( \varphi : E \to X \) is an \( n \)-dimensional simi-Hilbert bundle such that \( \tilde{E} \) is \((m-1)\)-connected with \( m = \dim G \), then the map \([X_1, s \text{Vec}_G^\varphi] \to s \text{Vec}_G^\varphi \), induced by pulling back the \( G \)-simi-Hilbert bundle \( E_s \text{Vec}_G^\varphi \to s \text{Vec}_G^\varphi \), is a bijection for every \( G \)-CW-complex \( X_1 \).

We finish this section with an easy result that establishes a relationship between the three constructions. If \( \varphi : E \to X \) is an \( n \)-dimensional Hilbert bundle, then the inclusion \( i \tilde{E} \subset s \tilde{E} \) induces a canonical functor \( \varphi \)-iframe \( \to \varphi \)-sframe. If \( \varphi : E \to X \) is an \( n \)-dimensional simi-Hilbert bundle, then \( s \tilde{E} \subset \tilde{E} \) induces a functor \( \varphi \)-sframe \( \to \varphi \)-frame. All those functors induce \( G \)-maps between the \( G \)-spaces \( \text{Vec}_G^\varphi \), \( \text{EVec}_G^\varphi \), etc… that were previously defined using \( \varphi \). The next proposition, the proof of which is straightforward, sums up their properties:

**Proposition 2.11.**

(a) Let \( \varphi : E \to X \) be an \( n \)-dimensional Hilbert bundle, and \( G \) be a Lie group. Then the canonical diagram

\[
\begin{array}{ccc}
E_i \text{Vec}_G^\varphi & \longrightarrow & E_s \text{Vec}_G^\varphi \\
\downarrow & & \downarrow \\
i \text{Vec}_G^\varphi & \longrightarrow & s \text{Vec}_G^\varphi
\end{array}
\]

defines a strong morphism of \( G \)-simi-Hilbert bundles.

(b) Let \( \varphi : E \to X \) be an \( n \)-dimensional simi-Hilbert bundle, and \( G \) be a Lie group. Then, the canonical diagram

\[
\begin{array}{ccc}
E_s \text{Vec}_G^\varphi & \longrightarrow & \text{EVec}_G^\varphi \\
\downarrow & & \downarrow \\
s \text{Vec}_G^\varphi & \longrightarrow & \text{Vec}_G^\varphi
\end{array}
\]

defines a strong morphism of \( G \)-vector bundles.

3 A construction of equivariant \( \Gamma \)-spaces

In this section, \( F = \mathbb{R} \) or \( \mathbb{C} \). Our goal here is to construct a \( \Gamma - G \)-space \( \mathcal{A} \) such that \( \mathcal{A}(1) \) is a classifying space for the monoid-valued functor \( \text{Vect}_G^F(-) \) on the category of proper \( G \)-CW-complexes. In order to achieve this, we introduce pre-decomposed \( G \)-Hilbert bundles, i.e. families of Hilbert bundles (over the same base space) indexed over a finite set: they will be defined in Section 3.1 as the objects of a certain category \( \Gamma \text{-Fib}^F \). In Sections 3.2 and 3.3 we extend the \( -\text{mod}, -\text{frame}, -\text{Bdl}, \) etc… constructions from Hilbert bundles with
fixed dimension to pre-decomposed Hilbert bundles, and then give basic results about those. In Section 3.4 we define so-called “Hilbert Γ-bundles”, a certain type of contravariant functors from Γ to Γ-Fib\(^F\). Any such functor will induce, after composition with the \(-\text{mod}\) construction, a functor from Γ to kCat, and therefore, after composition with \(|\text{Func}(EG, -)|\), we will finally recover an equivariant Γ-space. In Section 3.4.3 we produce particular Hilbert Γ-bundles Fib\(^{F,m}\) for each \(m \in \mathbb{N}^* \cup \{\infty\}\) and prove that the equivariant Γ-spaces Vec\(_G^{F,m}\)\((-\)) derived from them are such that Vec\(_G^{F,m}(1)\) is homotopy equivalent to Vec\(_G^{\gamma(m)}(F)\).

We deduce that Vec\(_G^{F,m}(1)\) is a classifying space for Vec\(_G^F(\cdot)\) on the category of proper \(G\)-CW-complexes whenever \(m \geq \dim(G)\), and that Vec\(_G^{F,m}(1)\), with a suitable H-space structure, classifies Vec\(_G^F(\cdot)\) as a monoid-valued functor. From Section 3.1 to 3.4.3, we systematically make the parallel constructions involving isometries and similarities, just like in Section 2.5. In Section 3.4.4, the relationship between those three classes of Γ-spaces is investigated upon. Finally, we will show in Section 3.4.5 that natural transformations of Hilbert Γ-bundles induce homotopies between associated Γ-spaces, and apply this to some obvious transformations between the Hilbert Γ-bundles Fib\(^{F,m}\) for \(m \in \mathbb{N}^* \cup \{\infty\}\).

3.1 The category Γ-Fib\(_F\)

3.1.1 Definition

We define the category Γ-Fib\(_F\) as follows:

- An object of Γ-Fib\(_F\) consists of a finite set \(S\), a locally-countable CW-complex \(X\), and, for every \(s \in S\), of a Hilbert bundle \(p_s : E_s \to X\) with ground field \(F\). Such an object is called an \(S\)-object over \(X\). If \(S = n\) for some \(n \in \mathbb{N}\), an \(S\)-object will be called an \(n\)-object.

- A morphism \(f : (S, X, (p_s)_{s \in S}) \to (T, Y, (q_t)_{t \in T})\) consists of a morphism \(\gamma : T \to S\) in the category Γ, a continuous map \(\bar{f} : X \to Y\), and, for every \(t \in T\), a strong morphism of Hilbert bundles

\[
\begin{align*}
\oplus_{s \in \gamma(t)} E_s & \xrightarrow{f_t} E'_t \\
\oplus_{s \in \gamma(t)} p_s & \xrightarrow{\bar{f}_t} q_t
\end{align*}
\]

If \(f : (S, X, (p_s)_{s \in S}) \to (T, Y, (q_t)_{t \in T})\) is the morphism in Γ-Fib\(_F\) corresponding to \((\gamma, \bar{f}, (f_t)_{t \in T})\), and \(g : (T, Y, (q_t)_{t \in T}) \to (U, Z, (r_u)_{u \in U})\) is the morphism in Γ-Fib\(_F\) corresponding to \((\gamma', \bar{g}, (g_u)_{u \in U})\), then the composite morphism \(g \circ f : (S, X, (p_s)_{s \in S}) \to (U, Z, (r_u)_{u \in U})\) is the one which corresponds to the triple consisting of \(\gamma \circ \gamma', \bar{g} \circ \bar{f}\), and the family

\[
\left( g_u \circ \left[ \oplus_{t \in \gamma'(u)} f_t \right] \right)_{u \in U}.
\]
3.1.2 The forgetful functor $O^F : \Gamma\text{-Fib}_F \to \Gamma$

$O^F : \begin{cases} \Gamma\text{-Fib} & \to \Gamma \\ (S,X,(p_s)_{s \in S}) & \mapsto S \\ f = (\gamma,f,(f_t)_{t \in T}) : (S,X,(p_s)_{s \in S}) \to (T,Y,(q_t)_{t \in T}) & \mapsto (\gamma : T \to S) \end{cases}$

is a contravariant functor from $\Gamma\text{-Fib}_F$ to $\Gamma$.

3.1.3 Sums in the category $\Gamma\text{-Fib}_F$

Given a finite set $T$, and, for every $t \in T$, an object $x_t = (S_t,X_t,(p_s)_{s \in S_t})$ of $\Gamma\text{-Fib}_F$, we define:

$$\sum_{t \in T} x_t := \left( \prod_{t \in T} S_t, \prod_{t \in T} X_t, \left( p_s^t \times \prod_{t \in T \setminus \{t\}} \text{id}_{X_t} \right)_{t \in T, s \in S_t} \right).$$

In particular, if $p$ is a 1-object, then $n.p$ is an $n$-object (with $\prod_{i=1}^n \{1\} = \{1, \ldots, n\}$).

For example, the sum of two 1-objects $(X,p : E \to X)$ and $(Y,q : E' \to Y)$ of $\Gamma\text{-Fib}_F$ is $([1,2], X \times Y, (p_1, p_2))$, where

\[
\begin{array}{ccc}
E \times Y & \longrightarrow & E \\
p \downarrow & & \downarrow p \\
X \times Y & \longrightarrow & X \\
\pi_1 \downarrow & & \pi_2 \\
X \times Y & \longrightarrow & Y
\end{array}
\]

are pull-back squares ($\pi_1$ and $\pi_2$ respectively denote the canonical projections).

3.2 Various functors from $\Gamma\text{-Fib}_F$ to $k\text{Cat}$

We wish to extend the constructions $\varphi\text{-mod}$ and $\varphi\text{-Bdl}$ from Section 2 to functors $\Gamma\text{-Fib}_F \to k\text{Cat}$.

3.2.1 The dimension over a 1-object

Let $(X,p : E \to X)$ be a 1-object of $\Gamma\text{-Fib}_F$. The natural map $\dim_p : \begin{cases} X & \to \mathbb{N} \\ x & \mapsto \dim(E_x) \end{cases}$ is continuous because $X$ is a CW-complex. Thus, setting $X_n := \dim_p^{-1}\{n\}$, $E_n := p^{-1}(X_n)$, and $p_n = p|_{E_n} : E_n \to X_n$, then $p = \prod_{n \in \mathbb{N}} p_n$. 
3.2.2 The functor \(-\text{mod}\)

For any 1-object \(p\) over \(X\), i.e. any a Hilbert bundle, we define

\[
p-\text{mod} := \coprod_{n \in \mathbb{N}} (p_n-\text{mod}).
\]

We then obtain a canonical functor \(p-\text{mod} \rightarrow \mathcal{E}X\) by identifying the spaces of objects. For any \(S\)-object \(\varphi = (S,X,(p_s : E_s \rightarrow X)_{s \in S})\), we define the category \(\varphi-\text{mod}\) as follows: an object of \(\varphi-\text{mod}\) is a point \(x \in X\), and a morphism \(x \rightarrow y\) in \(\varphi-\text{mod}\) is a family \((\varphi_s)_{s \in S}\) of linear isomorphisms \(\varphi_s : (E_s)_x \xrightarrow{\sim} (E_s)_y\). As a topological category, \(\varphi-\text{mod}\) is defined as the fiber product of the categories \(p_s-\text{mod}\) over \(\mathcal{E}X\) for all \(s \in S\).

Let \(f : \varphi = (S,X,(p_s)_{s \in S}) \rightarrow (T,Y,(q_t)_{t \in T})\) be a morphism in \(\Gamma-\text{Fib}_F\), with corresponding morphisms \(\gamma : T \rightarrow S\), \(\tilde{f} : X \rightarrow Y\) and \((f_t)_{t \in T}\). We assign a morphism \(f-\text{mod}\) to \(f\) as follows:

- For every object \(x \in X\) of \(\varphi-\text{mod}\), \((f-\text{mod})(x) := \tilde{f}(x)\);
- Let \((\varphi_s)_{s \in S}\) be a morphism in \(\varphi-\text{mod}\). For every \(t \in T\), we set
  \[
  \psi_t := f_t \circ \left( \bigoplus_{s \in \gamma(t)} \varphi_s \right) \circ (f_t)^{-1}
  \]

so that the squares

\[
\begin{array}{ccc}
\bigoplus_{s \in \gamma(t)} (E_s)_x & \xrightarrow{(f_t)_x} & (E_t)_{f(x)} \\
\bigoplus_{s \in \gamma(t)} \varphi_s & \downarrow \psi_t & \\
\bigoplus_{s \in \gamma(t)} (E_s)_y & \xrightarrow{(f_t)_y} & (E_t)_{f(y)}
\end{array}
\]

are all commutative. We then define

\[
(f-\text{mod})(\varphi_s)_{s \in S} := (\psi_t)_{t \in T}.
\]

It is easily checked that this definition is compatible with the composition of morphisms, and it thus yields a functor:

\[-\text{mod} : \Gamma-\text{Fib}_F \rightarrow \text{kCat}.\]

3.2.3 The functors \(-\text{imod}\) and \(-\text{smod}\)

For every 1-object \(p\), we set

\[
p-\text{imod} := \coprod_{n \in \mathbb{N}} (p_n-\text{imod}).
\]
By a construction that is strictly similar to that of -mod, we then recover a functor:

\[-\text{mod} : \Gamma\text{-Fib}_F \rightarrow \text{kCat}.\]

For any $S$-object $\varphi = (S, X, (p_s : E_s \rightarrow X)_{s \in S})$, an object of $\varphi$-imod simply corresponds to a point $x \in X$, while a morphism $x \rightarrow y$ in $\varphi$-imod is a family $(\varphi_s)_{s \in S}$ of unitary morphisms $\varphi_s : (E_s)_x \xrightarrow{\sim} (E_s)_y$.

Let $p : E \rightarrow X$ be a 1-object over $X$. We set

\[p\text{-smod} := \bigoplus_{n \in \mathbb{N}} (p_n\text{-smod}).\]

We obtain a functor $p\text{-smod} \rightarrow \mathcal{E}X \times \mathbb{R}_+^*$ by assigning $(x, y, \|\varphi\|)$ to every morphism $\varphi : E_x \rightarrow E_y$ (here, $\|\varphi\|$ denotes the norm of the similarity $\varphi$ with respect to the respective inner product structures on $E_x$ and $E_y$): this is compatible with the composition of morphisms, since we are dealing with similarities here.

For any $S$-object $\varphi = (S, X, (p_s : E_s \rightarrow X)_{s \in S})$, $\varphi$-smod is defined as the fiber product of the categories $p_s$-smod over $\mathcal{E}X$ for all $s \in S$.

For any $S$-object $\varphi = (S, X, (p_s : E_s \rightarrow X)_{s \in S})$, an object of $\varphi$-smod simply corresponds to a point $x \in X$, while a morphism $x \rightarrow y$ in $\varphi$-smod is a family $(\varphi_s)_{s \in S}$ of similarities $\varphi_s : (E_s)_x \xrightarrow{\sim} (E_s)_y$ which share the same norm. It is then easy to extend this construction to obtain a functor

\[-\text{smod} : \Gamma\text{-Fib}_F \rightarrow \text{kCat}.\]

The key point here is that the orthogonal direct sum of similarities is not necessarily a similarity. The condition on the objects of $\varphi$-smod that all similarities in the family share the same norm ensures that any orthogonal direct sum of them is a similarity.

3.2.4 The functor $-\text{Bdl}$

Let $p$ be a 1-object over $X$.

We set

\[p\text{-Bdl} := \prod_{n \in \mathbb{N}} (p_n\text{-Bdl}).\]

As in the case of $p$-mod, we have a canonical functor $p\text{-Bdl} \rightarrow \mathcal{E}X$.

For every $S$-object $\varphi = (S, X, (p_s : E_s \rightarrow X)_{s \in S})$, $\varphi$-Bdl is defined as the fiber product of the categories $p_s$-Bdl over $\mathcal{E}X$ for all $s \in S$. An object of $\varphi$-Bdl simply corresponds to a family $(e_s)_{s \in S}$ such that, for some $x \in X$: $\forall s \in S, e_s \in (E_s)_x$.

A morphism $(e_s)_{s \in S} \rightarrow (e'_s)_{s \in S}$ in $\varphi$-Bdl, with $e_s \in (E_s)_x$ and $e'_s \in (E_s)_y$ for all $s \in S$, is a family $(\varphi_s)_{s \in S}$ of linear isomorphisms $\varphi_s : (E_s)_x \xrightarrow{\sim} (E_s)_y$ such that $\varphi_s(e_s) = e'_s$ for all $s \in S$.

As in the case of $-\text{mod}$, we can extend $-\text{Bdl}$ to obtain a functor

\[-\text{Bdl} : \Gamma\text{-Fib}_F \rightarrow \text{kCat}.\]
The functors \( \varphi \)-Bdl \( \to \varphi \)-mod of Section 2 then induce a natural transformation:

-\( \text{Bdl} \) \( \to \) -\text{mod}.

### 3.2.5 The functors -iBdl and -sBdl

For any 1-object \( p \), we set

\[
p \cdot \text{iBdl} := \coprod_{n \in \mathbb{N}} (p_n \cdot \text{iBdl}).
\]

As in the case of -\text{Bdl}, we recover a functor -\text{iBdl} : \text{\Gamma-Fib} \( F \) \( \to \) \text{kCat} together with a natural transformation -\text{iBdl} \( \to \) -\text{imod}.

For any 1-object \( p \) over \( X \), we set

\[
p \cdot \text{sBdl} := \coprod_{n \in \mathbb{N}} (p_n \cdot \text{sBdl}).
\]

This time, we do not form the fiber product over \( \mathcal{E}X \), rather over \( \mathcal{E}X \times \mathbb{R}_+^{\times} \), as in the construction of -\text{smod}. We obtain a functor -\text{sBdl} : \text{\Gamma-Fib} \( F \) \( \to \) \text{kCat} together with a natural transformation -\text{sBdl} \( \to \) -\text{smod}.

### 3.3 Fundamental results on the previous functors

**Proposition 3.1.** Let \( p : E \to X \) be a 1-object and \( n \in \mathbb{N}^* \). Then

(i) \((p \cdot \text{mod})^n \cong (n \cdot p) \cdot \text{mod}\).

(ii) \((p \cdot \text{imod})^n \cong (n \cdot p) \cdot \text{imod}\).

(iii) There are three continuous functors \( F^p : (n \cdot p) \cdot \text{smod} \to (p \cdot \text{smod})^n \), 
\( G^p : (p \cdot \text{smod})^n \to (n \cdot p) \cdot \text{smod} \) and \( H^p : (p \cdot \text{smod})^n \times I \to (p \cdot \text{smod})^n \) such that

\[
G^p \circ F^p = \text{id}_{(n \cdot p) \cdot \text{smod}}, \quad H^p_{|_{(p \cdot \text{smod})^n \times \{0\}}} = \text{id}_{(p \cdot \text{smod})^n} \quad \text{and} \quad H^p_{|_{(p \cdot \text{smod})^n \times \{1\}}} = F^p \circ G^p.
\]

**Remark 5.** There are similar results for the functors -\text{Bdl}, -\text{iBdl} and -\text{sBdl}.

**Proof.** The space of objects of \((n \cdot p) \cdot \text{mod}\) is \( X^n \), and this is precisely the space of objects of \((p \cdot \text{mod})^n\). A morphism in \((n \cdot p) \cdot \text{mod}\) is defined by two objects \((x_1, \ldots, x_n)\) and \((y_1, \ldots, y_n)\) and an \( n \)-tuple of linear isomorphisms \( \varphi_i : E_{x_i} \cong E_{y_i} \) (for \( i \in \{1, \ldots, n\} \)); this corresponds naturally to a morphism in \((p \cdot \text{mod})^n\). We thus have a canonical isomorphism between the categories \((n \cdot p) \cdot \text{mod}\) and \((p \cdot \text{mod})^n\). Similarly, we have a canonical isomorphism between the categories \((n \cdot p) \cdot \text{imod}\) and \((p \cdot \text{imod})^n\). However, this fails for similarities, because of the norm condition in the definition of the morphisms of \((p \cdot \text{smod})^n\).

We define \( F^p : (n \cdot p) \cdot \text{smod} \to (p \cdot \text{smod})^n \) by assigning the \( n \)-tuple of morphisms \(((x_1, y_1, \varphi_1), \ldots, (x_n, y_n, \varphi_n))\) of \( p \cdot \text{smod} \) to every morphism \(((x_1, \ldots, x_n), (y_1, \ldots, y_n), (\varphi_1, \ldots, \varphi_n))\) of \((n \cdot p) \cdot \text{smod}\).
We define \( G^p : (p \text{-smod})^n \rightarrow (n.p \text{-smod}) \) by assigning the morphism
\[
\left( (x_1, \ldots, x_n), (y_1, \ldots, y_n), \left( \varphi_1, \left\| \varphi_1 \right\|_{\varphi_2}, \varphi_2, \ldots, \left\| \varphi_1 \right\|_{\varphi_n}, \varphi_n \right) \right)
\] of \((n.p \text{-smod})\) to every \( n \)-tuple \( ((x_1, y_1, \varphi_1), \ldots, (x_n, y_n, \varphi_n)) \) of morphisms of \( p \text{-smod} \). We readily see that \( G^p \circ F^p = \text{id}_{n.p \text{-smod}} \).

Finally, we define \( H^p : (p \text{-smod})^n \times I \rightarrow (p \text{-smod})^n \) by assigning the morphism
\[
\left( (x_1, y_1, \varphi_1), \left( x_2, y_2, \left\| \varphi_1 \right\|_{\varphi_2}, \varphi_2, \ldots, \left( x_n, y_n, \left\| \varphi_1 \right\|_{\varphi_n}, \varphi_n \right) \right) \right)
\] to every morphism \( ((x_1, y_1, \varphi_1), \ldots, (x_n, y_n, \varphi_n)) \) of \((p \text{-smod})^n \times I \). It then easy to check that \( H^p \) is a functor, that its restriction to \((p \text{-smod})^n \times \{0\}\) is \( \text{id}_{(p \text{-smod})^n} \) and that its restriction to \((p \text{-smod})^n \times \{1\}\) is \( F^p \circ G^p \).

**Proposition 3.2.** Let \( p \) and \( q \) be two morphisms of Hilbert bundles together with two natural transformations

\[
\eta : \text{id}_{p \text{-mod}} \rightarrow (g \text{-mod}) \circ (f \text{-mod}) \quad \text{and} \quad \varepsilon : \text{id}_{q \text{-mod}} \rightarrow (f \text{-mod}) \circ (g \text{-mod}).
\]

Similar results hold for the functors \(-\text{mod}\) and \(-\text{smod}\).

**Corollary 3.3.** Let \( S \) be a finite set, \( \varphi \) and \( \psi \) be two \( S \)-objects of \( \Gamma \text{-Fib}_{F} \), and \( f : \varphi \rightarrow \psi \) and \( g : \psi \rightarrow \varphi \) be two morphisms such that \( \mathcal{O}_{F}^{\varphi}(f) = \mathcal{O}_{F}^{\psi}(g) = \text{id}_{S} \).

Then there are two natural transformations

\[
\eta : \text{id}_{\varphi \text{-mod}} \rightarrow (g \text{-mod}) \circ (f \text{-mod}) \quad \text{and} \quad \varepsilon : \text{id}_{\psi \text{-mod}} \rightarrow (f \text{-mod}) \circ (g \text{-mod}).
\]

Similar results hold for the functors \(-\text{mod}\) and \(-\text{smod}\).

**Proof of Proposition 3.2.** In order to build \( \eta \), it suffices to construct, for every \( x \in X \), an isomorphism between \( E_x \) et \( E_{g(f(x))} \) (and to do this in a continuous way, of course). This isomorphism is simply given by
\[
\begin{align*}
E_{x} & \rightarrow E_{g(f(x))} \\
y & \rightarrow g(f(y)).
\end{align*}
\]

The construction of \( \varepsilon \) is similar.

### 3.4 Hilbert \( \Gamma \)-bundles

#### 3.4.1 Definition

**Definition 3.4.** A **Hilbert \( \Gamma \)-bundle** is a contravariant functor \( \varphi : \Gamma \rightarrow \Gamma \text{-Fib}_{F} \) which satisfies the following conditions:
(i) $O^\Gamma_F \circ \varphi = \text{id}$;
(ii) $\varphi(0) = (0, *, \emptyset)$;
(iii) For every $n \in \mathbb{N}^*$, there exists a morphism $f_n : n.\varphi(1) \to \varphi(n)$ in $\Gamma\text{-Fib}_F$ such that $O^\Gamma_F(f_n) = \text{id}_n$.

Remark 6. Notice that in condition (iii), only the existence of some morphisms is required, but they are not part of the structure of a Hilbert $\Gamma$-bundle.

3.4.2 Induced constructions

Definition 3.5. Let $\varphi$ be an object of $\Gamma\text{–Fib}_F$ and $G$ be a Lie group. We define

\[ \text{Vec}_G^\varphi := \vert \text{Func}(E G, \varphi\text{-mod}) \vert, \quad i\text{Vec}_G^\varphi := \vert \text{Func}(E G, \varphi\text{-mod}) \vert, \quad \text{and} \quad s\text{Vec}_G^\varphi := \vert \text{Func}(E G, \varphi\text{-mod}) \vert. \]

In what follows, we let $\varphi$ be a Hilbert $\Gamma$-bundle and $G$ be a Lie group.

Definition 3.6. We define three functors from $\Gamma$ to $CG$:

\[ \text{Vec}_G^\varphi : S \mapsto \text{Vec}_G^{\varphi(S)}, \quad i\text{Vec}_G^\varphi : S \mapsto i\text{Vec}_G^{\varphi(S)} \quad \text{and} \quad s\text{Vec}_G^\varphi : S \mapsto s\text{Vec}_G^{\varphi(S)}. \]

Proposition 3.7. The three functors $\text{Vec}_G^\varphi$, $i\text{Vec}_G^\varphi$ and $s\text{Vec}_G^\varphi$ define $\Gamma\text{–G}\text{-spaces}$.

Proof. We only prove the proposition for $\text{Vec}_G^\varphi$ and $s\text{Vec}_G^\varphi$, since the proof for $i\text{Vec}_G^\varphi$ is similar to that for $\text{Vec}_G^\varphi$.

\textbf{The case of $\text{Vec}_G^\varphi$.} We first notice that $\varphi(0)\text{-mod} = \ast$, and so $\text{Vec}_G^\varphi(0) = \ast$.

The maps from $1$ to $n$ induce a morphism $g_n : \varphi(n) \to \varphi(1)^n$ such that $O^\Gamma_F(g_n) = \text{id}_n$. By assumption on $\varphi$, using Proposition 3.1 shows there is also a morphism $f_n : \varphi(1)^n \to \varphi(n)$ such that $O^\Gamma_F(f_n) = \text{id}_n$. Using Corollary 3.3, we deduce that $f_n$ and $g_n$ respectively induce equivariant continuous functors

\[ \tilde{f}_n : \text{Func}(E G, \varphi(1)^n\text{-mod}) \to \text{Func}(E G, \varphi\text{-mod}) \]

and

\[ \tilde{g}_n : \text{Func}(E G, \varphi\text{-mod}) \to \text{Func}(E G, \varphi(1)^n\text{-mod}), \]

and equivariant natural transformations $\tilde{\eta} : \text{id} \to \tilde{f}_n \circ \tilde{g}_n$ and $\tilde{\eta} : \text{id} \to \tilde{g}_n \circ \tilde{f}_n$. Therefore, $g_n$ induces an equivariant homotopy equivalence

\[ \text{Func}(E G, \varphi\text{-mod}) \xrightarrow{\tilde{\eta}} \text{Func}(E G, \varphi(1)^n\text{-mod}). \]

From Proposition 3.1, we derive that $\langle \varphi(1)\text{-mod}\rangle^n \cong \varphi(1)^n\text{-mod}$, and it follows that

\[ \text{Func}(E G, \varphi(1)^n\text{-mod}) \cong \text{Func}(E G, \varphi(1)^n\text{-mod}) \cong \text{Func}(E G, \varphi(1)\text{-mod})^n. \]
We thus have an equivariant homotopy equivalence

\[ \text{Vec}_G^\infty(n) = |\text{Func}(\mathcal{E}G, \varphi(n)-\text{mod})| \xrightarrow{\sim} |\text{Func}(\mathcal{E}G, \varphi(1)-\text{mod})|^n = \text{Vec}_G^\infty(1)^n, \]

and it is easy to check that it is induced by the maps from 1 to n. We conclude that \( \text{Vec}_G^\infty \) is a \( \Gamma - G \)-space.

- **The case of \( s \text{Vec}_G^\infty \).** As in the above case, we obtain an equivariant homotopy equivalence

\[ |\text{Func}(\mathcal{E}G, \varphi(n)-\text{mod})| \xrightarrow{\sim} |\text{Func}(\mathcal{E}G, [n, \varphi(1)]-\text{mod})|. \]

We set \( p := \varphi(1) \). With the notations from Proposition 3.4.1, we obtain functors \( F^p : (n.p)-\text{smod} \rightarrow (p-\text{smod})^n \), \( G^p : (p-\text{smod})^n \rightarrow (n.p)-\text{smod} \) and \( H^p : (p-\text{smod})^n \times I \rightarrow (p-\text{smod})^n \).

We thus recover three equivariant functors:

- \( \tilde{F}^p : \text{Func}(\mathcal{E}G, (n.p)-\text{mod}) \rightarrow \text{Func}(\mathcal{E}G, (p-\text{mod})^n) \),
- \( \tilde{G}^p : \text{Func}(\mathcal{E}G, (p-\text{mod})^n) \times I \rightarrow \text{Func}(\mathcal{E}G, n.p\text{-smod}) \),
- \( \tilde{H}^p : \text{Func}(\mathcal{E}G, (p - \text{smod})^n) \times I \rightarrow \text{Func}(\mathcal{E}G, (p - \text{smod})^n) \).

We easily find that \( \tilde{G}^p \circ \tilde{F}^p = \text{id} \), and that \( \tilde{H}^p \) is an equivariant homotopy from \( \text{id} \) to \( \tilde{F}^p \circ \tilde{G}^p \). After taking the geometric realizations, we obtain that \( |\tilde{F}^p| \) is an equivariant homotopy equivalence and \( |\tilde{G}^p| \) is an equivariant homotopy inverse of \( |\tilde{F}^p| \). Therefore, the natural map \( |\text{Func}(\mathcal{E}G, \varphi(n)-\text{mod})| \xrightarrow{\sim} |\text{Func}(\mathcal{E}G, (\varphi(1)-\text{smod})^n)| \) is an equivariant homotopy equivalence. However, we know that \( |\text{Func}(\mathcal{E}G, (\varphi(1)-\text{smod})^n)| \cong |\text{Func}(\mathcal{E}G, \varphi(1)-\text{smod})|^n \). Therefore, the map

\[ s \text{Vec}_G^\infty(n) = |\text{Func}(\mathcal{E}G, \varphi(n)-\text{mod})| \xrightarrow{\sim} |\text{Func}(\mathcal{E}G, \varphi(1)-\text{mod})|^n = (s \text{Vec}_G^\infty(1))^n, \]

induced by the maps from 1 to n, is an equivariant homotopy equivalence. We conclude that \( s \text{Vec}_G^\infty \) is a \( \Gamma - G \)-space.

### 3.4.3 Fundamental examples of Hilbert \( \Gamma \)-bundles

**Definition 3.8.** For every finite set \( S \), we let \( \Gamma(S) \) denote the set of maps \( f : P(S) \rightarrow P(\mathbb{N}) \) which respect disjoint unions (and in particular \( f(\emptyset) = \emptyset \)), and such that \( f(S) \) is finite. We will write \( S \downarrow \mathbb{N} \) when \( f \in \Gamma(S) \).

For an inner product space \( \mathcal{H} \) (with underlying field \( F \)) of finite dimension or isomorphic to \( F^{(\infty)} \), and for a finite subset \( A \) of \( \mathbb{N} \), we may consider the inner product space \( \mathcal{H}^A \) as embedded in the Hilbert space \( \mathcal{H}^{\infty} \). We then define \( G_A(\mathcal{H}) \) as the set of subspaces of dimension \( \#A \) of \( \mathcal{H}^A \), with the limit topology for the inclusion of \( G_{\#A}(E) \), where \( E \) ranges over the finite dimensional subspaces of \( \mathcal{H} \). When \( A \) is empty, we set \( G_{\emptyset}(\mathcal{H}) = \ast \).
We let \( p_A(H) : E_A(H) \to G_A(H) \) denote the canonical Hilbert bundle of dimension \( \#A \) over \( G_A(H) \). The set \( E_A(H) \) is constructed as a subspace of the product of \( H^A \) (with the limit topology described above) with \( G_A(H) \).

**Remark 7.** In any case, \( G_A(H) \) is a countable CW-complex.

For every finite set \( S \), we define the following object of \( \Gamma \)-Fib:

\[
Fib^H(S) := (S, X^H(S), (p^H(s))_{s \in S}),
\]

where

\[
X^H(S) := \prod_{f \in \Gamma(S)} \prod_{s \in S} G^f(s)(H)
\]

and, for every \( s \in S \),

\[
p^H(s) := \prod_{f \in \Gamma(S)} p^f(s)(H) \times \prod_{s' \in S \setminus \{s\}} \text{id}_{G^f(s')(H)}.
\]

Let \( \gamma : S \to T \) be a morphism in \( \Gamma \). We define a morphism \( Fib^H(\gamma) : Fib^H(T) \to Fib^H(S) \) of \( \Gamma \)-Fib for which \( O^F_\gamma(Fib^H(\gamma)) = \gamma \), in the following way: for every \( f \in \Gamma(S) \), we consider the map

\[
\begin{cases}
\prod_{t \in \gamma(s)} G^f(t)(H) & \to G^f_{\gamma(s)}(H) \\
(E_t)_{t \in \gamma(s)} & \mapsto \bigoplus_{t \in \gamma(s)} E_t
\end{cases}
\]

and, for every \( s \in S \) and \( f \in \Gamma(S) \), we have a commutative square:

\[
\begin{array}{ccc}
\left[ \bigoplus_{t \in \gamma(s)} E^f(t)(H) \right] \times \prod_{t \in T \setminus \gamma(s)} G^f(t)(H) & \to & E^f_{\gamma}(s)(H) \\
& \downarrow & \downarrow \\
\prod_{t \in T} G^f(t)(H) & \to & \prod_{s \in S \setminus \{s\}} G^f_{\gamma(s)}(H),
\end{array}
\]

where the upper morphism is given by the previous map and the following one:

\[
\begin{cases}
\bigoplus_{t \in \gamma(s)} E^f(t)(H) & \to E^f_{\gamma}(s)(H) \\
(x_t)_{t \in \gamma(s)} & \mapsto \sum_{t \in \gamma(s)} x_t
\end{cases}
\]

The above squares turn out to define strong morphisms of Hilbert bundles, and we deduce that \( Fib^H(\gamma) \) is a morphism in \( \Gamma \)-Fib whose image by \( O^F_\gamma \) is \( \gamma \). Checking that this is compatible with the composition of morphisms is an easy task, and we conclude that we have defined a functor

\[
Fib^H : \Gamma \to \Gamma \text{-Fib}
\]

such that \( O^F_\gamma \circ Fib^H = \text{id}_\Gamma \).
Remark 8. The underlying idea is that we want to map any finite family of finite dimensional subspaces of $\mathcal{H}(\infty)$ to its orthogonal direct sum in $\mathcal{H}(\infty)$, if possible. The problem is solved by taking “labeled” subspaces, i.e. pairs $(A, x)$ consisting of a finite subset $A$ of $\mathbb{N}$ and an $\#A$-dimensional subspace $x$ of $\mathcal{H}^A$ (the condition on the dimension of $x$ is not necessary in this paper but will prove crucial in [15]). We then only accept families $((A_i, x_i))_{i \in I}$ consisting of labeled subspaces such that the $A_i$'s are pairwise disjoint. With this condition, the $x_i$'s are automatically pairwise orthogonal, and their orthogonal direct sum may be seen as a subspace of $\mathcal{H}^{\bigcup \{A_i\}}$, so that the pair $\left(\bigcup_{i \in I} A_i, \bigoplus_{i \in I} x_i\right)$ is a labeled subspace.

Proposition 3.9. Let $\mathcal{H}$ be an inner product space with ground field $F$. Assume that $\mathcal{H}$ is finite-dimensional or isomorphic to $F(\infty)$. Then $\text{Fib}^H$ is a Hilbert $\Gamma$-bundle.

Proof. Condition (i) has already been checked. Moreover, $\text{Fib}^H(0) = (0, *, \emptyset)$, by construction. It remains to prove that condition (iii) is satisfied.

We choose $n$ elements $f_1, f_2, \ldots, f_n$ in $\Gamma(\{1\})$. Every $f_i$ then corresponds to a finite subset of $\mathbb{N}$. If $f_i(1) = \emptyset$, we set $\max(f_i(1)) = -1$. We then define

$$
\prod_{1 \leq i \leq n} f_i : \begin{cases} 
\{1, \ldots, n\} & \mapsto \mathcal{P}(\mathbb{N}) \\
1 & \mapsto f_1(1) \\
i > 1 & \mapsto f_i(1) + i - 1 + \sum_{1 \leq j \leq i-1} \max(f_j(1)).
\end{cases}
$$

For every $k \in \{1, \ldots, n\}$, there is an increasing bijection from $f_k(1)$ to $\left(\prod_{1 \leq i \leq n} f_i\right)(k)$, and these bijections give rise to a continuous map:

$$
\prod_{1 \leq i \leq n} G_{f_i(1)}(\mathcal{H}) \longrightarrow \prod_{1 \leq i \leq n} G\left(\prod_{1 \leq i \leq n} f_j\right)(\mathcal{H}),
$$

and, for every $i \in \{1, \ldots, n\}$, a strong morphism of Hilbert bundles:

$$
E_{f_i(1)}(\mathcal{H}) \longrightarrow E\left(\prod_{1 \leq i \leq n} f_j\right)(\mathcal{H})
$$

$$
\downarrow
$$

$$
G_{f_i(1)}(\mathcal{H}) \longrightarrow G\left(\prod_{1 \leq i \leq n} f_j\right)(\mathcal{H}).
$$

We have just constructed a morphism $n.\text{Fib}^H(1) \longrightarrow \text{Fib}^H(n)$ of $\Gamma$-$\text{Fib}_F$, whose image by $O_F^\Gamma$ is $\text{id}_n$. Hence condition (iii) is satisfied.

We now tackle the special case where $\mathcal{H} = F^m$ for $1 \leq m \leq \infty$, and try to relate it to the constructions of Section 2 (when $m = \infty$, $F^m$ should be
understood as $F^{(\infty)}$. We will build two morphisms $Fib^m F^m(1) \xrightarrow{\gamma^m(F)} \gamma^m(F)$ the image of which is $id_1$ by $O^\mathcal{F}_F$ (cf. Section 2.4.2 for the definition of $\gamma^m(F)$).

For $n \in \mathbb{N}$, we can identify $\gamma^m_{mn}(F)$ with $p_{(0,\ldots,n-1)}(F^m)$. We then obtain a strong morphism of Hilbert bundles:

$$\prod_{n \in \mathbb{N}} E_n(F^{mn}) \xrightarrow{\gamma^m(F)} \prod_{f \in \Gamma(1)} E_{f(1)}(F^m)$$

$$\prod_{n \in \mathbb{N}} G_n(F^{mn}) \xrightarrow{\gamma^m(F)} \prod_{f \in \Gamma(1)} G_{f(1)}(F^m),$$

defining our first morphism $\gamma^m(F) : \xrightarrow{\gamma^m(F)} Fib^m F^m(1)$.

For any element $f \in \Gamma(1)$, we choose a bijection from $f(1)$ to $\{1, \ldots, n\}$ (for some $n \in \mathbb{N}$). This induces a strong morphism of Hilbert bundles:

$$E_{f(1)}(F^m) \xrightarrow{\gamma^m(F)} E_n(F^{mn})$$

$$G_{f(1)}(F^m) \xrightarrow{\gamma^m(F)} G_n(F^{mn}).$$

Collecting those strong morphisms yields the second morphism $Fib^m F^m(1) \xrightarrow{\gamma^m(F)} F^m F^m(1)$. We may now set:

$$Vec^m_F := Vec^m_{\mathcal{F}} ; Vec^m_G := Vec^m_{\mathcal{G}} ; EVec^m_G := EVec^m_{\mathcal{G}} ;$$

$$iVec^m_G := iVec^m_{\mathcal{G}} ; iVec^m_{\mathcal{G}} := iVec^m_{\mathcal{G}} ; EiVec^m_G := EiVec^m_{\mathcal{G}} ;$$

$$sVec^m_G := sVec^m_{\mathcal{G}} ; sVec^m_{\mathcal{G}} := sVec^m_{\mathcal{G}} ; EsVec^m_G := EsVec^m_{\mathcal{G}}.$$

The $\Gamma$-space structure of $Vec^m_G$ induces a structure of equivariant H-space on $Vec^m_G = Vec^m_{\mathcal{G}}$.

**Proposition 3.10.** Let $G$ be a second-countable Lie group and $m \in \mathbb{N}^* \cup \{\infty\}$ such that $m \geq \dim G$. Then $EVec^m_G \xrightarrow{\gamma^m(F)} Vec^m_G$ is universal for finite-dimensional $G$-vector bundles over $G$-CW-complexes, and, for every $G$-CW-complex $X$, the induced bijection

$$\Phi : [X, Vec^m_G] \xrightarrow{\gamma^m(F)} Vec^m_G(X)$$

is a homomorphism of abelian monoids.

**Remark.** Similar results hold for $iVec^m_G$ (respectively for $sVec^m_G$) by replacing the notion of finite-dimensional $G$-vector bundle by the notion of $G$-Hilbert bundle (resp. by the notion of $G$-simi-Hilbert bundle).

Before proving this, we need two lemmas (the proofs are straightforward hence omitted):
Lemma 3.11. Let 
\[ E \longrightarrow E' \]
\[ p \] \[ \downarrow \] \[ \downarrow q \]
\[ X \longrightarrow X' \]
be a strong morphism of Hilbert bundles. Then the induced square
\[ E \text{Vec}_G^p \longrightarrow E \text{Vec}_G^q \]
\[ \downarrow \] \[ \downarrow \]
\[ \text{Vec}_G^p \longrightarrow \text{Vec}_G^q \]
is a strong morphism of finite-dimensional \( G \)-vector bundles.

Lemma 3.12. Let \( \varphi = (S, X, (p_s)_{s \in S}) \xrightarrow{f} \psi = (T, Y, (q_t)_{t \in T}) \) be a morphism in \( \Gamma - \text{Fib}_F \) such that \( \Omega F(f)(T) = S \). Then \( f \) induces a commutative square
\[ |\text{Func}(\mathcal{E}G, \varphi \text{-Bdl})| \longrightarrow |\text{Func}(\mathcal{E}G, \psi \text{-Bdl})| \]
\[ \downarrow \] \[ \downarrow \]
\[ |\text{Func}(\mathcal{E}G, \varphi \text{-mod})| \longrightarrow |\text{Func}(\mathcal{E}G, \psi \text{-mod})| \]
which defines a strong morphism of finite-dimensional pseudo-\( G \)-vector bundles.

Proof of Proposition. From the previous constructions and Proposition 3.2, we deduce that the \( G \)-maps \( \text{Vec}_G^{F,m} \rightarrow \text{Vec}_G^{\gamma^{(m)}(F)} \) and \( \text{Vec}_G^{\gamma^{(m)}(F)} \rightarrow \text{Vec}_G^{F,m} \) (induced by the above functors) are equivariant homotopy equivalences that are inverse one to the other up to an equivariant homotopy.

Let \( X \) be a \( G \)-CW-complex. We deduce that the map \( [X, \text{Vec}_G^{\gamma^{(m)}(F)}] \xrightarrow{\cong} [X, \text{Vec}_G^{F,m}] \) induced by \( \text{Vec}_G^{F,m} \rightarrow \text{Vec}_G^{\gamma^{(m)}(F)} \) is a bijection. However, since Lemma 3.11 shows the square
\[ E \text{Vec}_G^{\gamma^{(m)}(F)} \longrightarrow E \text{Vec}_G^{F,m} \]
\[ \downarrow \] \[ \downarrow \]
\[ \text{Vec}_G^{\gamma^{(m)}(F)} \longrightarrow \text{Vec}_G^{F,m} \]
is a strong morphism of finite-dimensional \( G \)-vector bundles, the composite of \( [X, \text{Vec}_G^{\gamma^{(m)}(F)}] \xrightarrow{\cong} [X, \text{Vec}_G^{F,m}] \) with \( [X, \text{Vec}_G^{F,m}] \xrightarrow{\text{Vec}_G^{F,m}} \text{Vec}_G^{F,m} \) (induced by pulling back the \( G \)-vector bundle \( E \text{Vec}_G^{F,m} \rightarrow \text{Vec}_G^{F,m} \)) is the map \( [X, \text{Vec}_G^{\gamma^{(m)}(F)}] \xrightarrow{\text{Vec}_G^{\gamma^{(m)}(F)}} \text{Vec}_G^{\gamma^{(m)}(F)} \)
\( \text{Vec}_G^{\gamma^{(m)}(F)} \) induced by pulling back the \( G \)-vector bundle \( E \text{Vec}_G^{\gamma^{(m)}(F)} \rightarrow \text{Vec}_G^{\gamma^{(m)}(F)} \).

We know from Section 2.4.2 that this last map is a bijection, and we deduce that the \( G \)-vector bundle \( E \text{Vec}_G^{F,m} \rightarrow \text{Vec}_G^{F,m} \) induces a bijection \( \Phi : [X, \text{Vec}_G^{F,m}] \xrightarrow{\cong} \text{Vec}_G^{F,m} \). This proves the first part of the proposition.
In order to prove the second part, we consider the commutative square:

\[
\begin{array}{ccc}
E \mathcal{V}ect_F^{m} \times E \mathcal{V}ect_F^{m} & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1) \text{-Bdl})^{2}) \\
\downarrow & & \downarrow \\
\mathcal{V}ect_F^{m} \times \mathcal{V}ect_F^{m} & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1) \text{-mod})^{2}),
\end{array}
\]

which defines a strong morphism of pseudo-$G$-vector bundles; and

\[
\begin{array}{ccc}
\text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1) \text{-Bdl})^{2}) & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, (2 \text{Fib}^{m}(1)) \text{-Bdl}) \\
\downarrow & & \downarrow \\
\text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1) \text{-mod})^{2}) & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, (2 \text{Fib}^{m}(1)) \text{-mod}),
\end{array}
\]

which also defines a strong morphism of pseudo-$G$-vector bundles.

Since $\text{Fib}^{m}$ is a Hilbert $\Gamma$-bundle, we have a functor $(\text{Fib}^{m}(1))^{2} \longrightarrow \text{Fib}^{m}(2)$ (by condition (iii)), and a functor $\text{Fib}^{m}(2) \rightarrow \text{Fib}^{m}(1)$ induced by the morphism $\{1\} \rightarrow \{1, 2\}$ of $\Gamma$ which sends 1 to $\{1, 2\}$. The composition of these functors induces a commutative square

\[
\begin{array}{ccc}
\text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1))^{2} \text{-Bdl}) & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, \text{Fib}^{m}(1) \text{-Bdl}) \\
\downarrow & & \downarrow \\
\text{Func}(\mathcal{E} \mathcal{G}, (\text{Fib}^{m}(1))^{2} \text{-mod}) & \longrightarrow & \text{Func}(\mathcal{E} \mathcal{G}, \text{Fib}^{m}(1) \text{-mod}),
\end{array}
\]

and Lemma 3.12 shows that it defines a strong morphism of pseudo-$G$-vector bundles.

By composing these three squares, we finally obtain a square

\[
\begin{array}{ccc}
E \mathcal{V}ect_F^{m} \times E \mathcal{V}ect_F^{m} & \longrightarrow & E \mathcal{V}ect_F^{m} \\
\downarrow & & \downarrow \\
\mathcal{V}ect_F^{m} \times \mathcal{V}ect_F^{m} & \pi \longrightarrow & \mathcal{V}ect_F^{m},
\end{array}
\]

which is a strong morphism of pseudo-$G$-vector bundles, and where, by construction, the map $\pi$ arises from the equivariant H-space structure on $\mathcal{V}ect_F^{m}$ induced by the equivariant $\Gamma$-space structure on $\mathcal{V}ect_F^{m}$.

Let $p : E \rightarrow X$ and $q : E' \rightarrow X$ be two $G$-vector bundles over a $G$-CW-complex $X$, and $f : X \rightarrow \mathcal{V}ect_F^{m}$ (resp. $g : X \rightarrow \mathcal{V}ect_F^{m}$) be a map corresponding to $[p]$ (resp. $[q]$) by the isomorphism $\Phi : [X, \mathcal{V}ect_F^{m}] \cong \mathcal{V}ect_F^{m}(X)$. Then the
defines a strong morphism of pseudo-$G$-vector bundles. Right-composing it with the preceding square yields a new square

$$
\begin{array}{ccc}
E \oplus E' & \longrightarrow & E \times_k \operatorname{Vec}_m^F \\
\downarrow & & \downarrow \\
X & \longrightarrow & \operatorname{Vec}_m^F \\
\end{array}
$$

which defines a strong morphism of finite-dimensional $G$-Hilbert bundles, and we deduce that $\Phi([\pi \circ (f, g)]) = [p \oplus q]$. We conclude that

$$
\Phi([f] + [g]) = \Phi([\pi \circ (f, g)]) = [p \oplus q] = [p] + [q] = \Phi([f]) + \Phi([g]).
$$

### 3.4.4 Relating the three constructions

Here, we will assume that the Lie group $G$ is second-countable, i.e. that $\pi_0(G)$ is countable.

The natural inclusions $U_n(F) \subset \operatorname{GU}_n(F) \subset \operatorname{GL}_n(F)$ induce a commutative diagram of natural transformations:

$$
\begin{array}{ccc}
-i \text{Bdl} & \longrightarrow & -s \text{Bdl} & \longrightarrow & -\text{Bdl} \\
\downarrow & & \downarrow & & \downarrow \\
-i \text{mod} & \longrightarrow & -s \text{mod} & \longrightarrow & -\text{mod}.
\end{array}
$$

For every $m \in \mathbb{N}^* \cup \{\infty\}$, we have the following diagram:

$$
\begin{array}{ccc}
E_i \operatorname{Vec}_m^F & \longrightarrow & E_s \operatorname{Vec}_m^F & \longrightarrow & E \operatorname{Vec}_m^F \\
\downarrow & & \downarrow & & \downarrow \\
I \operatorname{Vec}_m^F & \longrightarrow & S \operatorname{Vec}_m^F & \longrightarrow & \operatorname{Vec}_m^F.
\end{array}
$$

The left-hand square is a strong morphism of $G$-simi-Hilbert bundles, whilst the right-hand square is a strong morphism of $G$-vector bundles. This yields natural transformations

$$
[-, I \operatorname{Vec}_m^F]_G \rightarrow [-, S \operatorname{Vec}_m^F]_G \rightarrow [-, \operatorname{Vec}_m^F]_G
$$
on the category of $G$-spaces. We therefore obtain a commutative diagram

\[
\begin{array}{ccc}
[-, i \text{Vec}_G^{F,m}]_G & \longrightarrow & [-, s \text{Vec}_G^{F,m}]_G \\
i \Phi & \downarrow \Phi & \downarrow \Phi \\
i \text{Vec}_G^{F}(-) & \longrightarrow & s \text{Vec}_G^{F}(-) & \longrightarrow & \text{Vec}_G^{F}(-)
\end{array}
\]

By Proposition 3.4.3, $\Phi$, $i\Phi$ and $s\Phi$ are isomorphisms on the category of $G$-CW-complexes for any $m \geq \dim G$. We want to prove that this diagram consists solely of isomorphisms on the category of proper $G$-CW-complexes whenever $m \geq \dim(G)$.

Lemma 3.13. Let $X$ be a finite proper $G$-CW-complex, and $G$ be a second countable Lie group. Then

\[i \text{Vec}_G^{F}(X) \xrightarrow{\sim} s \text{Vec}_G^{F}(X) \xrightarrow{\sim} \text{Vec}_G^{F}(X).\]

Proof. Let $X$ be a finite proper $G$-CW-complex. It suffices to prove the following statements.

(i) Any $G$-vector bundle over $X$ can be equipped with a compatible structure of $G$-Hilbert bundle.

(ii) Any $G$-simi-Hilbert bundle can be equipped with a compatible structure of $G$-Hilbert bundle.

(iii) If two $G$-Hilbert bundles $E \to X$ and $E' \to X$ are isomorphic as $G$-vector bundles, then they are isomorphic as $G$-Hilbert bundles.

Statement (i) was proven by Phillips (cf. example 3.4 of [12]) in the case $F = \mathbb{C}$, since $X$, being a finite proper $G$-CW-complex, is locally compact. The same technique also yields the case $F = \mathbb{R}$.

Statement (ii) may be derived from statement (i). Indeed, given an $n$-dimensional $G$-simi-Hilbert bundle $E \to X$, we want to find an equivariant section of the bundle $\tilde{E} \to X$, where $\tilde{E}_x$ is the linear family of inner products on $E_x$ given by the $G$-simi-Hilbert space structure, for every $x \in X$. This is a $(G, \mathbb{R}^*_+)$-principal bundle. If $E' \to X$ is a $(G, \mathbb{R}^*_+)$-principal bundle, then putting a $G$-Hilbert bundle structure on the associated $G$-vector bundle is the same as finding a section of $E' \to X$. Hence, (ii) follows from (i) applied to the real case for 1-dimensional $G$-vector bundles.

Finally, let $E \xrightarrow{\pi} X$ and $E' \xrightarrow{\pi'} X$ be two $G$-Hilbert bundles, and $f : E \to E'$ an isomorphism of $G$-vector bundles. Then $f(\pi^*f) : E \to E'$ is an isomorphism of $G$-Hilbert bundles. This proves statement (iii).

Proposition 3.14. Let $G$ be a second-countable Lie group and let $m \geq \dim(G)$. Then the maps

\[i \text{Vec}_G^{F,m} \to s \text{Vec}_G^{F,m} \to \text{Vec}_G^{F,m}\]

are $G$-weak equivalences.
Corollary 3.15. Let $G$ be a second-countable Lie group and $m \geq \dim(G)$. Then diagram \ref{eq:corollary} consists entirely of isomorphisms (on the category of proper $G$-CW-complexes).

Proof of Corollary \ref{corollary}: Proposition \ref{proposition} shows that, for every proper $G$-CW-complex $X$, there are two isomorphisms:

$$[X, i \text{Vec}^{F, m}_{G}]_{G} \congto [X, s \text{Vec}^{F, m}_{G}]_{G} \congto [X, \text{Vec}^{F, m}_{G}]_{G}.$$ 

This is equivalent to the condition that the two upper horizontal morphisms in diagram \ref{eq:corollary} be isomorphisms on the category of proper $G$-CW-complexes. Therefore, it is also true for the lower horizontal morphisms.

Proof of Proposition \ref{proposition}: By Lemma \ref{lemma}, the lower horizontal morphisms in \ref{eq:corollary} are isomorphisms on the category of finite proper $G$-CW-complexes. We deduce that the upper horizontal morphisms in \ref{eq:corollary} are isomorphisms on the category of finite proper $G$-CW-complexes. Therefore, for every $n \in \mathbb{N}$ and every compact subgroup $H$ of $G$,

$$[G/H \times S^{n}, i \text{Vec}^{F, m}_{G}]_{G} \congto [G/H \times S^{n}, s \text{Vec}^{F, m}_{G}]_{G} \congto [G/H \times S^{n}, \text{Vec}^{F, m}_{G}]_{G},$$

hence

$$\pi_{n}((i \text{Vec}^{F, m}_{G})^{H}) \congto \pi_{n}((s \text{Vec}^{F, m}_{G})^{H}) \congto \pi_{n}((\text{Vec}^{F, m}_{G})^{H})$$

for every $n \in \mathbb{N}$ and every compact subgroup $H$ of $G$.

3.4.5 How the constructions depend on $m$

If $m$ and $m'$ are distinct elements of $\mathbb{N} \cup \{\infty\}$, there are linear injections of $F^{m}$ into $F^{m'}$. We investigate here what they induce on the preceding constructions.

Let $\varphi$ and $\varphi'$ be two Hilbert $\Gamma$-bundles. Any natural transformation $\eta : \varphi \to \varphi'$ induces natural transformations $\eta^{*} : \varphi^{\text{-mod}} \to \varphi'^{\text{-mod}}$, $i\eta^{*} : \varphi^{\text{-imod}} \to \varphi'^{\text{-imod}}$ and $s\eta^{*} : \varphi^{\text{-smod}} \to \varphi'^{\text{-smod}}$, which respectively induce homomorphisms of equivariant $\Gamma$-spaces $\eta^{*} : \text{Vec}^{F, \varphi}_{G} \to \text{Vec}^{F, \varphi'}_{G}$, $i\eta^{*} : \text{Vec}^{F, \varphi}_{G} \to \text{Vec}^{F, \varphi'}_{G}$, and $s\eta^{*} : \text{Vec}^{F, \varphi}_{G} \to \text{Vec}^{F, \varphi'}_{G}$.

Lemma 3.16. Let $\varphi$ be a $\Gamma$-Hilbert bundle and $\eta : \varphi \to \varphi$ be a natural transformation such that $O_{F}^{\varphi}(\eta) = \text{id}_{\Gamma}$. Then there exists a natural transformation $\nabla_{G}^{F, \varphi} \times I \to \text{Vec}^{F, \varphi}_{G}$ which is an equivariant homotopy from $\eta^{*}$ to the identity map.

There are similar results for $i\eta^{*}$ and $s\eta^{*}$.

Proof. For every object $S$ of $\Gamma$, the map $\bigg\{ \text{Ob}(\varphi(S)\text{-mod}) \to X_{S} \mapsto \text{Hom}(\varphi(S)\text{-mod}) x \mapsto ((\eta_{x})_{s} s)_{s \in S} \bigg\}$ provides a natural transformation from the identity of $\varphi(S)\text{-mod}$ to the functor $\eta^{*} : \varphi(S)\text{-mod} \to \varphi(S)\text{-mod}$.
Let $\mathcal{H}$ and $\mathcal{H}'$ be two inner product spaces which are either finite-dimensional or isomorphic to $F^{(\infty)}$, together with an isometry $\alpha : \mathcal{H} \hookrightarrow \mathcal{H}'$ and an injective map $\beta : \mathbb{N} \hookrightarrow \mathbb{N}$. Then, for every finite subset $A$ of $\mathbb{N}$, $\alpha$ and $\beta$ induce a linear injection $E_A(\mathcal{H}) \rightarrow E_{\beta(A)}(\mathcal{H}')$ and then a strong morphism of Hilbert bundles $E_A(\mathcal{H}) \rightarrow E_{\beta(A)}(\mathcal{H}')$.

From those squares may be derived a natural transformation: 

$$(\alpha, \beta)^* : \text{Fib}^\mathcal{H} \rightarrow \text{Fib}^{\mathcal{H}'}.$$ 

This yields natural transformations 

$$(\alpha, \beta)^* : \text{Vec}^\text{Fib}^\mathcal{H} \rightarrow \text{Vec}^\text{Fib}^{\mathcal{H}'}; \quad B(\alpha, \beta)^* : B\text{Vec}^\text{Fib}^\mathcal{H} \rightarrow B\text{Vec}^\text{Fib}^{\mathcal{H}'},$$ 

$i(\alpha, \beta)^* : i\text{Vec}^\text{Fib}^\mathcal{H} \rightarrow i\text{Vec}^\text{Fib}^{\mathcal{H}'}; \quad Bi(\alpha, \beta)^* : Bi\text{Vec}^\text{Fib}^\mathcal{H} \rightarrow Bi\text{Vec}^\text{Fib}^{\mathcal{H}'},$ 

and 

$s(\alpha, \beta)^* : s\text{Vec}^\text{Fib}^\mathcal{H} \rightarrow s\text{Vec}^\text{Fib}^{\mathcal{H}'}; \quad Bs(\alpha, \beta)^* : Bs\text{Vec}^\text{Fib}^\mathcal{H} \rightarrow Bs\text{Vec}^\text{Fib}^{\mathcal{H}'}.$

**Proposition 3.17.** Let $\alpha : \mathcal{H} \hookrightarrow \mathcal{H}'$ be an isometry between two inner product spaces which are either finite-dimensional or isomorphic to $F^{(\infty)}$, and let $\beta : \mathbb{N} \hookrightarrow \mathbb{N}$ be an injection.

(a) If $\mathcal{H} = \mathcal{H}'$, then $B(\alpha, \beta)^*$ is $G$-homotopic to the identity map, and so are $Bi(\alpha, \beta)^*$ and $Bs(\alpha, \beta)^*$.

(b) If $\alpha' : \mathcal{H} \hookrightarrow \mathcal{H}'$ is another isometry and $\beta' : \mathbb{N} \hookrightarrow \mathbb{N}$ is another injection, then $B(\alpha, \beta)^*$ and $B(\alpha', \beta')^*$ are $G$-homotopic (and the same result holds for $Bi(\alpha, \beta)^*$ and $Bi(\alpha', \beta')^*$ on the one hand, and $Bs(\alpha, \beta)^*$ and $Bs(\alpha', \beta')^*$ on the other hand).

(c) We have a commutative diagram: 

$$\begin{array}{ccc}
[-, \text{Vec}^\text{Fib}^\mathcal{H}(1)]_G & \xrightarrow{(\alpha, \beta)^*} & [-, \text{Vec}^\text{Fib}^{\mathcal{H}'}(1)]_G \\
\downarrow & & \downarrow \\
\text{Vec}^F_G(-) & \xrightarrow{i(\alpha, \beta)^*} & \text{Vec}^F_G(-).
\end{array}$$

**Proof.** We only prove the result in the case of $B(\alpha, \beta)^*$, since the other cases may be treated in a strictly identical manner.
(a) We apply Lemma 3.16 to the natural transformation $(\alpha, \beta)^\ast$. The homotopy from $B(\alpha, \beta)^\ast$ to the identity map of $B \text{Vec}_G$ is obtained by taking the geometric realization of the natural transformation $\text{Vec}_G^F \times I \to \text{Vec}_G^F$.

(b) Assume, for example, that $\#(\mathbb{N} \setminus \beta'(\mathbb{N})) \geq \#(\mathbb{N} \setminus \beta(\mathbb{N}))$. We then choose an injection $\beta'' : \mathbb{N} \to \mathbb{N}$ such that $\beta' = \beta'' \circ \beta$. Thus $B(\alpha, \beta') = B(\text{id}_H', \beta'') \circ B(\alpha, \beta)$, and we deduce from (a) that $B(\alpha, \beta')$ is $G$-homotopic to $B(\alpha, \beta)$. It thus suffices to prove the result when $\beta = \beta'$.

Assume now that $\beta = \beta'$. If $H$ is isomorphic to $F(\infty)$, then $H'$ is also isomorphic to $F(\infty)$, and the result follows from (a). Assume finally that $H$ is finite-dimensional. Then there exists an isometry $\alpha'' : H' \cong F(\infty)$ such that $\alpha'' = \alpha'' \circ \alpha$. Thus $B(\alpha', \beta) = B(\alpha'', \text{id}_H) \circ B(\alpha, \beta)$, and we deduce from (a) that $B(\alpha', \beta)$ is $G$-homotopic to $B(\alpha, \beta)$.

(c) Lemma 3.11 shows indeed that $(\alpha, \beta)^\ast$ induces a strong morphism of $G$-vector bundles:

$$
\begin{array}{ccc}
E_{\text{Vec}_G^{FibH}(1)} & \longrightarrow & E_{\text{Vec}_G^{FibH'}(1)} \\
\downarrow & & \downarrow \\
\text{Vec}_G^{FibH}(1) & \longrightarrow & \text{Vec}_G^{FibH'}(1).
\end{array}
$$

\[ \square \]

Remark 10. If $m \geq \dim(G)$, then $B(\alpha, \beta)^\ast$, $B(\alpha, \beta')^\ast$, and $B(\alpha, \beta)^\ast$ are $G$-weak equivalences. This will only be used in the case $H = H'$, and it is then an immediate consequence of Proposition 3.17 (notice that the assumption $\dim(G) \leq m$ is useless in this case), so we leave the general case as an easy exercise.

### 4 Equivariant K-theory

In this chapter, $F = \mathbb{R}$ or $\mathbb{C}$. Recall that any $\Gamma - G$-space $A$ has an underlying structure of simplicial $G$-space, and thus has a thick geometric realization $BA$, called the classifying space of $A$, which inherits a structure of $G$-space.

For any Lie group $G$, and any $m \in \mathbb{N} \cup \{\infty\}$, we set:

$$
KF_G^m := \Omega B \text{Vec}_G^{F,m} ; \quad iKF_G^m := \Omega B\text{Vec}_G^{F,m} ; \quad sKF_G^m := \Omega B\text{sVec}_G^{F,m}.
$$

In Section 4.1, we define the equivariant K-theory $KF_G^m(-)$ as the good equivariant cohomology theory in negative degrees classified by the equivariant $H$-space $KF_G^{|\infty|}$. In Section 4.2, we construct a natural transformation $\gamma : KF_G^m(-) \rightarrow KF_G^m(-)$, and then prove in Section 4.3 that $\gamma_X$ is an isomorphism whenever $X = (G/H) \times Y$, where $H$ is a compact subgroup of $G$ and $Y$ is a finite CW-complex on which $G$ acts trivially. The proof is based upon Segal’s theorem on $\Gamma$-spaces. Alternative classifying spaces are discussed in Section 4.4. Finally, Sections 4.5 and 4.6 are devoted to the construction of product structures on $KF_G^m(-)$, on Bott periodicity and the extension to positive degrees.
4.1 Equivariant K-theory in negative degrees

**Definition 4.1.** Let $G$ be a Lie group, $F = \mathbb{R}$ or $\mathbb{C}$, $(X,A)$ a $G$-CW-pair and $n \in \mathbb{N}$. We set:

$$KF_G^{-n}(X,A) := [\Sigma^n(X/A), KF_G^{[\infty]}]_G,$$

and

$$KF_G^{-n}(X) := KF_G^{-n}(X \cup \{\ast\}, \{\ast\}).$$

In particular, for every $G$-CW-complex $X$,

$$KF_G(X) := KF_G^0(X) = [X, KF_G^{[\infty]}]_G.$$

**Proposition 4.2.** $KF_G(-)$ is a good equivariant cohomology theory in negative degrees on the category of $G$-CW-pairs.

**Proof.** Both the excision property and the invariance under equivariant homotopy are obvious. The long exact sequence of a $G$-CW-pair is derived from the equivariant Puppe sequence associated to a $G$-cofibration, since the inclusion $A \subset X$ is a $G$-cofibration for every $G$-CW-pair $(X,A)$ (for a reference on the non-equivariant Puppe sequence, cf. p.398 of [4]).

**Remark 11.** It follows from the properties of negatively-graded good equivariant cohomology theories that, for every $G$-CW-pair $(X,A)$ and every $n \in \mathbb{N}$, we have a natural isomorphism

$$KF_G^{-n}(X) \cong \text{Ker} \left[ KF_G(S^n \times X) \to KF_G(X) \right],$$

induced by the projection $S^n \times X \to (S^n \times X)/\{\ast\}$, and a natural isomorphism

$$KF_G^{-n}(X,A) \cong \text{Ker} \left[ KF_G^{-n}(X \cup A X) \to KF_G^{-n}(X) \right],$$

induced by the projection $X \cup A X \to X/A$.

4.2 The natural transformation $\gamma : KF_G^*(-) \to KF_G^*(-)$

Let $X$ be a $G$-CW-complex. Then the canonical map $i : \text{Vec}_G^{F, \infty} = \text{Vec}_G^{F, \infty}(1) \to KF_G^{[\infty]}$ (which is a homomorphism of equivariant H-spaces) induces a natural homomorphism $[X, \text{Vec}_G^{F, \infty}]_G \rightarrow [X, KF_G^{[\infty]}]_G$ of abelian monoids, which, pre-composed with the inverse of the natural isomorphism $[X, \text{Vec}_G^{F, \infty}]_G \cong \text{Vect}_G^F(X)$, yields a natural homomorphism of abelian monoids

$$\text{Vect}_G^F(X) \rightarrow [X, KF_G^{[\infty]}]_G.$$

Since $[X, KF_G^{[\infty]}]_G$ is an abelian group for any $G$-space $X$, we deduce from the universal property of the Grothendieck construction that this morphism induces a natural homomorphism of abelian groups

$$\gamma_X : KF_G(X) \rightarrow KF_G(X).$$
This clearly defines a natural transformation \( \gamma : KF_G(-) \to KF_G(-) \) on the category of \( G \)-CW-complexes. For every \( G \)-CW-complex \( X \) and every \( n \in \mathbb{N} \), the inclusion of \( X \) into \( S^n \times X \) induces a commutative square:

\[
\begin{array}{ccc}
K F_G(S^n \times X) & \longrightarrow & K F_G(X) \\
\gamma_{S^n \times X} & \searrow & \gamma_X \\
K F_G(S^n \times X) & \longrightarrow & K F_G(X).
\end{array}
\]

However, we know from Remark 11 that \( KF_G^{-n}(X) \cong \ker [KF_G(S^n \times X) \to KF_G(X)] \) whilst, by definition, \( KF_G^{-n}(X) = \text{Ker}[KF_G(S^n \times X) \to KF_G(X)] \) (cf. [8] definition 3.1). The preceding square thus induces a functorial homomorphism:

\[
\gamma^{-n}_X : KF_G^{-n}(X) \longrightarrow KF_G^{-n}(X).
\]

Finally, given a \( G \)-CW-pair \((X, A)\) and an integer \( n \in \mathbb{N} \), the inclusion of \( X \) into \( X \cup_A X \) induces a commutative square:

\[
\begin{array}{ccc}
K F_G^{-n}(X \cup_A X) & \longrightarrow & K F_G^{-n}(X) \\
\gamma_{X \cup_A X} & \searrow & \gamma^n_X \\
K F_G^{-n}(X \cup_A X) & \longrightarrow & K F_G^{-n}(X).
\end{array}
\]

Again, Remark 11 shows \( KF_G^{-n}(X, A) \cong \ker [KF_G^{-n}(X \cup_A X) \to KF_G^{-n}(X)] \) whilst, by definition, \( KF_G^{-n}(X, A) = \text{Ker}[KF_G^{-n}(X \cup_A X) \to KF_G^{-n}(X)] \). The previous square thus induces a functorial homomorphism:

\[
\gamma^{-n}_{X,A} : KF_G^{-n}(X, A) \longrightarrow KF_G^{-n}(X, A).
\]

This completes the definition of \( \gamma \) as a natural transformation between negatively-graded equivariant cohomology theories on the category of \( G \)-CW-complexes.

### 4.3 The coefficients of \( KF_G^*(-) \)

The next results will show that \( KF_G^*(-) \) deserves the label “equivariant K-theory”.

**Proposition 4.3.** Let \( H \) be a compact subgroup of \( G \), and \( Y \) be a finite CW-complex on which \( G \) acts trivially. Then the map

\[
\gamma_{(G/H) \times Y} : KF_G(((G/H) \times Y) \xrightarrow{\cong} [(G/H) \times Y, KF_G^{[\infty]}]_G
\]

is an isomorphism.

**Corollary 4.4.** For every compact subgroup \( H \) of \( G \), every \( n \in \mathbb{N} \) and every finite CW-complex \( Y \) on which \( G \) acts trivially, the map

\[
\gamma_{(G/H) \times Y} : KF_G^{-n}(((G/H) \times Y) \xrightarrow{\cong} KF_G^{-n}(((G/H) \times Y)
\]

is an isomorphism.
Proof of Corollary 4.4. The case \( n = 0 \) is precisely the result of Proposition 4.3. For \( n > 0 \), we notice that if \( Y \) is a finite CW-complex on which \( G \) acts trivially, then so is \( S^n \times Y \). We thus have a commutative square

\[
\begin{array}{ccc}
K_{F_2}(S^n \times ((G/H) \times Y)) & \longrightarrow & K_{F_2}((G/H) \times Y) \\
\cong & & \cong \\
\gamma_{S^n \times ((G/H) \times Y)} & \downarrow & \gamma_{(G/H) \times Y} \\
K_{F_2}(S^n \times ((G/H) \times Y)) & \longrightarrow & K_{F_2}((G/H) \times Y).
\end{array}
\]

We deduce that \( \gamma_{(G/H) \times Y}^{-1} \) is an isomorphism.

In order to prove Proposition 4.3, we need to establish the following result:

Proposition 4.5. Let \( H \) be a compact subgroup of a Lie group \( G \). Then \( K_{F_2}((G/H) \times -) \) is classified by an \( H \)-space as a functor from the category of finite CW-complexes to the category of abelian groups.

Proof. Notice first that for any finite CW-complex \( Y \) on which \( G \) acts trivially, there is a natural isomorphism

\[
\begin{cases}
\operatorname{Vect}_{H}^{\mathbb{F}}(Y) & \longrightarrow \operatorname{Vect}^{\mathbb{F}}((G/H) \times Y) \\
[E] & \mapsto [G \times_{H} E].
\end{cases}
\]

This yields a functorial isomorphism

\[
K_{F_2}(-) \cong K_{F_2}((G/H) \times -)
\]

on the category of finite CW-complexes on which \( G \) acts trivially. It thus all comes down to proving that \( K_{F_2} \) is classified by an \( H \)-space over the category of finite CW-complexes on which \( H \) acts trivially. In the rest of the proof, we let \( J \) denote the set of isomorphism classes of irreducible finite-dimensional linear representations of \( H \) with ground field \( F \). Since \( H \) is a compact group, we know that \( J \) is countable.

- **The case \( F = \mathbb{C} \).** For every \( j \in J \), we choose some \( V_j \) in the class \( j \). For any finite CW-complex \( Y \) on which \( H \) acts trivially, we have a canonical \( H \)-vector bundle \( \xi_{V_j}(Y) : V_j \times Y \to Y \) over \( Y \). Next, we consider the two morphisms

\[
\begin{cases}
\operatorname{Vect}_{H}(Y) & \longrightarrow \bigoplus_{j \in J} \operatorname{Vect}(Y) \\
\xi & \mapsto \bigoplus_{j \in J} \operatorname{Hom}(\xi_{V_j}(Y), \xi)
\end{cases}
\]

\[
\begin{cases}
\bigoplus_{j \in J} \operatorname{Vect}(Y) & \longrightarrow \operatorname{Vect}_{H}(Y) \\
(\xi_j)_{j \in J} & \mapsto \bigoplus_{j \in J} (\xi_j \otimes \xi_{V_j}(Y)).
\end{cases}
\]

The theory of linear representations of compact groups shows that these homomorphisms are well-defined and inverse one to the other. They are also functorial, and so yield a natural isomorphism

\[
K_{H}(Y) \cong \bigoplus_{j \in J} K(Y).
\]
We choose an H-space $B$ which classifies $\mathbb{K}(-)$ on the category of compact spaces, with a strict unit $e$ (i.e. $\forall x \in B, x.e = e.x = x$), e.g. $B = \mathbb{Z} \times \varinjlim_{n \in \mathbb{N}} \text{BGL}_n(\mathbb{C})$.

If $J$ is finite of order $N$, then $B^N$ is the sought H-space.

Assume now that $J$ is infinite. Then $\mathbb{K}F_H(Y) \cong \oplus_{n \in \mathbb{N}} \mathbb{K}(Y)$ for every finite CW-complex $Y$ with trivial action of $H$. We define $B^{(\infty)}$ as the homotopy colimit of the injections

$$B^n \longrightarrow B^{n+1}$$

for $n \in \mathbb{N}$. An element of $B^{(\infty)}$ may be considered as a family $((x_k)_{k \in \mathbb{N}}, t) \in B^\infty \times [0, +\infty]$, where $x_k = e$ when $k > |t|$. Let $X$ be a compact space. We define:

$$\alpha_X : \begin{cases} \oplus_{n \in \mathbb{N}} [X, B] &\longrightarrow [X, B^{(\infty)}] \\ ([f_1], \ldots, [f_n], 0, \ldots) &\longmapsto \begin{cases} X &\mapsto B^n \hookrightarrow B^{(\infty)} \\ x &\mapsto ((f_1(x), \ldots, f_n(x)), n) \end{cases} \end{cases}.$$

Since $X$ is compact, any map $X \rightarrow B^{(\infty)}$ may be factored through $X \rightarrow B^n \hookrightarrow B^{(\infty)}$ up to homotopy for some $n \in \mathbb{N}$, and similarly for any homotopy $X \times I \rightarrow B^{(\infty)}$. We deduce that $\alpha_X$ is a bijection.

Finally, we define a multiplicative structure on $B^{(\infty)}$ by:

$$\begin{cases} B^{(\infty)} \times B^{(\infty)} &\longrightarrow B^{(\infty)} \\ [(x_1, \ldots, x_m, \ldots), (y_1, \ldots, y_n, \ldots), t'] &\longmapsto [(x_1, y_1, \ldots, x_i, y_i, \ldots), \sup(t, t')] \end{cases}.$$

This map is well-defined, continuous, and $(e, 0)$ is a (strict) unit for the H-space $B^{(\infty)}$ (in particular $(e, 0), (e, 0) = (e, 0)$). We easily see that $\alpha_X$ is a homomorphism of abelian monoids. Since this isomorphism is functorial, we deduce that $B^{(\infty)}$ classifies $\mathbb{K}F_H$ on the category of finite CW-complexes with trivial action of $H$.

**The case $F = \mathbb{R}$**. For any $j \in J$ and an arbitrary $V_j$ in $j$, we set $D_j := \text{End}_C(V_j)$. Then $D_j$ is isomorphic to $\mathbb{R}$, $\mathbb{C}$ or $\mathbb{H}$ (see Proposition A.1 of [11]). For $F_1 = \mathbb{R}, \mathbb{C}, \mathbb{H}$, we let $J_{F_1}$ denote the subset of those elements $j$ in $J$ such that $D_j \cong F_1$.

Then, by an argument similar to the one in the complex case, we obtain a natural isomorphism

$$\mathbb{K}O_H(Y) \cong \bigoplus_{j \in J_{\mathbb{R}}} \mathbb{K}O(Y) \oplus \bigoplus_{j \in J_{\mathbb{C}}} \mathbb{K}(Y) \oplus \bigoplus_{j \in J_{\mathbb{H}}} \mathbb{K}Sp(Y)$$

on the category of finite CW-complexes with trivial action of $H$. The proof then runs similarly to the one in the complex case, but this time we consider a classifying space $B_{F_1}$ of $\mathbb{K}F_1(-)$ for each $F_1 = \mathbb{R}, \mathbb{C}$ and $\mathbb{H}$.

We will also need the following theorem: its very technical proof is given in appendix [13].
Theorem 4.6. Let $G$ denote a Lie group, and $H$ be a compact subgroup of $G$. Then $(\text{Vec}_G^{F,\infty})^H$, $(i\text{Vec}_G^{F,\infty})^H$ and $(s\text{Vec}_G^{F,\infty})^H$ all have the homotopy type of a CW-complex.

Proof of Proposition 4.3. Given a compact subgroup $H$ of $G$, $(\text{Vec}_G^{F,\infty}(-))^H$ is a $\Gamma$-space. By Theorem 4.6, $(\text{Vec}_G^{F,\infty}(1))^H = (\text{Vec}_G^{F,\infty})^H$ has the homotopy type of a CW-complex. Proposition 3.4.3 shows that

$$\pi_0((\text{Vec}_G^{F,\infty})^H) = [*,(\text{Vec}_G^{F,\infty})^H] = [G/H, \text{Vec}_G^{F,\infty}]_G \cong \text{Vect}_F^G(G/H) \cong \text{Vect}_F^G(*) = \text{Rep}_F(H).$$

hence $\text{Rep}_F(H) \cong \pi_0((\text{Vec}_G^{F,\infty})^H)$ (i.e. the monoid of isomorphism classes of finite-dimensional linear representations of $F$) contains a free and cofinal submonoid: the one generated by the irreducible representations of $H$. Finally, $\Omega B(\text{Vec}_G^{F,\infty})^H = (KF_G^{F,\infty})^H$.

We deduce from Proposition 4.1 of [14], applied to the $\Gamma$-space $(\text{Vec}_G^{F,\infty})^H$, that, for every contravariant functor $F$ from the category of finite CW-complexes to $\mathcal{A}$ which is classified by an $H$-space, and every natural transformation $\eta$:

$$[-, (\text{Vec}_G^{F,\infty})^H] \longrightarrow F,$$

there is a unique natural transformation $\eta': [-, (KF_G^{F,\infty})^H] \longrightarrow F$ which extends $\eta$. In particular, any natural transformation $[-, (KF_G^{F,\infty})^H] \longrightarrow [\gamma, (KF_G^{F,\infty})^H]$ under $[-, (\text{Vec}_G^{F,\infty})^H]$ is the identity.

For any finite CW-complex $Y$ with trivial action of $G$, we deduce from Proposition 3.4.3 that

$$[Y, (\text{Vec}_G^{F,\infty})^H] = [(G/H) \times Y, \text{Vec}_G^{F,\infty}]_G \cong \text{Vect}_F^G((G/H) \times Y).$$

By Proposition 4.5, $KF G((G/H) \times -)$ is classified by an $H$-space on the category of finite CW-complexes on which $G$ acts trivially. We deduce that there is a unique natural transformation $\delta : [-, (KF_G^{F,\infty})^H] \rightarrow KF G((G/H) \times -)$ which extends $[-, (\text{Vec}_G^{F,\infty})^H] \rightarrow KF G((G/H) \times -)$.

On the other hand, by the universal property of the Grothendieck construction, for every contravariant functor $F$ from the category of finite CW-complexes to $\mathcal{A}$, and every natural transformation $\text{Vect}_F^G((G/H) \times -) \rightarrow F$, there exists a unique natural transformation $\mathbb{K}F G((G/H) \times -) \rightarrow \mathbb{K}F G((G/H) \times -)$ under $\text{Vect}_F^G((G/H) \times -) \cong [-, (\text{Vec}_G^{F,\infty})^H]$ is the identity. From there, it easily follows that $\gamma_{(G/H) \times Y}$ is an isomorphism for any finite CW-complex $Y$ on which $G$ acts trivially.

4.4 Alternative classifying spaces

The space $KF_G^{F,\infty}$ is not the only relevant classifying space for the functor $KF G(-)$ on the category of proper $G$-CW-complexes. Indeed, $iKF_G^{F,\infty}$ and $sKF_G^{F,\infty}$ (resp. $KF_G^{F,\infty}$, for $m \in N^*$) also qualify when $G$ is second countable (resp. discrete).
**Proposition 4.7.** Whenever $\pi_0(G)$ is countable (i.e. $G$ is second-countable), the sequence of morphisms of equivariant $\Gamma$-spaces $i\text{Vec}_{G}^{F,\infty} \to s\text{Vec}_{G}^{F,\infty} \to \text{Vec}_{G}^{F,\infty}$ induces a sequence of $G$-weak equivalences $iK_{F}^{[\infty]}_{G} \to sK_{F}^{[\infty]}_{G} \to K_{F}^{[\infty]}_{G}$ hence a sequence of isomorphisms

$[X, iK_{F}^{[\infty]}_{G}]_{G} \xrightarrow{\simeq} [X, sK_{F}^{[\infty]}_{G}]_{G} \xrightarrow{\simeq} K_{F}(X)$

for every proper $G$-CW-complex $X$. It follows that $iK_{F}^{[\infty]}_{G}$ and $sK_{F}^{[\infty]}_{G}$ are classifying spaces for $K_{F}(-)$ whenever $G$ is second-countable.

**Proof.** It suffices to check that the maps $(iK_{F}^{[\infty]}_{G})^{H} \to (sK_{F}^{[\infty]}_{G})^{H}$ and $(sK_{F}^{[\infty]}_{G})^{H} \to (K_{F}^{[\infty]}_{G})^{H}$ are homotopy equivalences for every compact subgroup $H$ of $G$. It follows that we only need to make sure that $B(s\text{Vec}_{G}^{F,\infty})^{H} \to B(\text{Vec}_{G}^{F,\infty})^{H}$ and $B(i\text{Vec}_{G}^{F,\infty})^{H} \to B(s\text{Vec}_{G}^{F,\infty})^{H}$ are homotopy equivalences. Using statement (ii) in proposition A.1 of [14] and the definition of a $\Gamma - G$-space, we are thus reduced to proving that the maps $(i\text{Vec}_{G}^{F,\infty})^{H} \to (s\text{Vec}_{G}^{F,\infty})^{H} \to (\text{Vec}_{G}^{F,\infty})^{H}$ are homotopy equivalences. However, by Proposition 4.3, the maps $i\text{Vec}_{G}^{F,\infty} \to s\text{Vec}_{G}^{F,\infty} \to \text{Vec}_{G}^{F,\infty}$ are $G$-weak equivalences, hence the maps $(i\text{Vec}_{G}^{F,\infty})^{H} \to (s\text{Vec}_{G}^{F,\infty})^{H} \to (\text{Vec}_{G}^{F,\infty})^{H}$ are weak equivalences. By Theorem 4.5 and Whitehead’s theorem (cf. Theorem 4.5 of [4]), those maps are actually homotopy equivalences.

**Proposition 4.8.** Let $G$ be a discrete group and $m \in \mathbb{N}^{*}$. Then the morphism $K_{F}^{[m]}_{G} \to K_{F}^{[\infty]}_{G}$ in $CG_{G}^{\bullet}$ (which is well-defined by Lemma 3.17) is a $G$-weak equivalence, and, for every proper $G$-CW-complex, it gives rise to an isomorphism $[X, K_{F}^{[m]}_{G}]_{G} \xrightarrow{\simeq} K_{F}(X)$. Hence $K_{F}^{[m]}_{G}$ is a classifying space for $K_{F}(-)$.

**Proof.** We choose a linear injection $\alpha : F^{m} \to F^{(\infty)}$. It suffices to check that, for every compact subgroup $H$ of $G$, the map $(\text{Vec}_{G}^{F,m})^{H} \to (\text{Vec}_{G}^{F,\infty})^{H}$ induced by $(\alpha, \text{ids})$ is a homotopy equivalence, since $(\text{Vec}_{G}^{F,m})^{H}$ is a $\Gamma$-space. By Theorem 1.6 and Whitehead’s theorem, we are reduced to proving that $\text{Vec}_{G}^{F,m} \to \text{Vec}_{G}^{F,\infty}$ is a $G$-weak equivalence, i.e. that

$[X, \text{Vec}_{G}^{F,m}]_{G} \longrightarrow [X, \text{Vec}_{G}^{F,\infty}]_{G}$

is an isomorphism for every proper $G$-CW-complex $X$. Since $G$ is discrete, we may apply Proposition 3.13 twice to obtain that $[X, \text{Vec}_{G}^{F,m}]_{G} \xrightarrow{\simeq} \text{Vec}_{G}^{F}(X)$ and $[X, \text{Vec}_{G}^{F,\infty}]_{G} \xrightarrow{\simeq} \text{Vec}_{G}^{F}(X)$ are isomorphisms for any proper $G$-CW-complex $X$. The result then follows from point (c) of Proposition 3.13.

**4.5 Products in equivariant K-theory**

Here, we will follow the ideas from Section 2 of [9]. For every pair $(G, H)$ of Lie groups, we build a pairing $K_{F}^{[\infty]}_{G} \wedge K_{F}^{[\infty]}_{H} \to K_{F}^{[\infty]}_{G \times H}$, i.e. a morphism in the
might not be commutative, which motivates the next definition.

For any $n \in \mathbb{N}^*$, we define a functor $\pi_\Gamma^{(n)} : \Gamma^n \rightarrow \Gamma$ as follows:

$$\pi_\Gamma^{(n)} : \begin{cases} (S_i)_{1 \leq i \leq n} & \mapsto \prod_{i=1}^n S_i \\ (f_i : S_i \rightarrow T_i)_{1 \leq i \leq n} & \mapsto \left( \pi_\Gamma^{(n)}((f_i)_{1 \leq i \leq n}) : \{(s_i)_{1 \leq i \leq n} \} \mapsto \prod_{1 \leq i \leq n} f_i([s_i]) \right) \end{cases}$$

Given an list $(x_1, \ldots, x_n)$ of objects of $\Gamma$-Fib$_F$, with $x_i = (S_i, X_i, (p_j)_{j \in S_i})$, set

$$\prod_{i=1}^n x_i := \left( \prod_{i=1}^n S_i \prod_{i=1}^n X_i, (p_{j_1} \otimes \cdots \otimes p_{j_n})_{j_1 \in S_1, \ldots, j_n \in S_n} \right)$$

For every $n \in \mathbb{N}^*$, these products yield a functor $\pi^{(n)} : (\Gamma$-Fib$_F)^n \rightarrow \Gamma$-Fib$_F$ defined by

$$\begin{cases} (\varphi_i)_{1 \leq i \leq n} & \mapsto \prod_{i=1}^n \varphi_i \\ ((\gamma_i, f_i, (f^i_t)_{t \in T_i}))_{1 \leq i \leq n} & \mapsto \left( \pi_\Gamma^{(n)}((\gamma_i)_{1 \leq i \leq n}), \prod_{i=1}^n f_i, \left( \otimes_{t \in T_i} f^i_t \right)_{(t_i)_{1 \leq i \leq n} \in \prod_{i=1}^n T_i} \right) \end{cases}$$

Let $\varphi : \Gamma \rightarrow \Gamma$-Fib$_F$ be a Hilbert $\Gamma$-bundle, and $n \geq 2$ be an integer. There are two “natural” functors $\varphi \circ \pi_\Gamma^{(n)}$ and $\pi^{(n)} \circ \varphi^{n}$ from $\Gamma^{(n)}$ to $\Gamma$-Fib$_F$. The diagram

$$\begin{array}{ccc} \Gamma^n & \xrightarrow{\varphi^{n}} & (\Gamma$-Fib$_F)^n \\ \pi_\Gamma^{(n)} \downarrow & & \downarrow \pi^{(n)} \\ \Gamma & \xrightarrow{\varphi} & \Gamma$-Fib$_F \end{array}$$

might not be commutative, which motivates the next definition.
Definition 4.9. If $n$ is an integer greater or equal to 2, and $\varphi$ a Hilbert $\Gamma$-bundle, an $n$-fold product structure on $\varphi$ is a natural transformation

$$m : \pi^{(n)} \circ \varphi^n \to \varphi \circ \pi^{(n)}_\Gamma$$

such that $\mathcal{O}_\Gamma^F(m) = \text{id}_{(n)}^T$. A 2-fold product structure is simply called a product structure.

A product structure on a Hilbert $\Gamma$-bundle $\varphi$ is simply the data, for every pair $(S,T)$ of finite sets, of a morphism $\varphi(S) \times \varphi(T) \to \varphi(S \times T)$ in the category $\Gamma\text{-Fib}_F$, with some additional compatibility conditions.

Definition 4.10. Let $n$ be an integer greater or equal to 2, $\varphi$ be a Hilbert $\Gamma$-bundle, and $m$ and $m'$ be two $n$-fold product structures on $\varphi$.

We say that $m$ maps to $m'$ if and only if there exists a natural transformation $\eta : \varphi \circ \pi^{(n)}_\Gamma \to \varphi \circ \pi^{(n)}_\Gamma$ such that $\eta \circ m = m'$.

We say that $m$ and $m'$ are equivalent if and only if they belong to the same class for the equivalence relation (on the set of $n$-fold product structures on $\varphi$) generated by the binary relation “map to”.

Given two product structures $m$ and $m'$ on a Hilbert $\Gamma$-bundle $\varphi$, $m$ maps to $m'$ iff we have the data, for every pair of finite sets $(S,T)$, of a morphism $\eta_{(S,T)} : \varphi(S \times T) \to \varphi(S \times T)$ such that the diagram

$$
\begin{array}{ccc}
\varphi(S \times T) & \to & \varphi(S) \times \varphi(T) \\
m_{(S,T)} & \downarrow & \downarrow \eta_{(S,T)} \\
\varphi(S \times T) & \to & \varphi(S \times T)
\end{array}
$$

commutes, with some additional compatibility conditions between the $\eta_{(S,T)}$’s.

Definition 4.11. We define the transposition (or “twist”) functor

$T \Gamma : \Gamma \times \Gamma \to \Gamma \times \Gamma$

$\begin{align*}
\Gamma \times \Gamma & \to \Gamma \times \Gamma \\
(S,T) & \mapsto (T,S) \\
(\gamma_1, \gamma_2) & \mapsto (\gamma_2, \gamma_1).
\end{align*}$

Definition 4.12. Let $\Phi$ and $\Psi$ be two functors from $\Gamma^2$ to $\Gamma\text{-Fib}_F$, and $f : \Phi \to \Psi$ be a natural transformation such that $\mathcal{O}_\Gamma^F(f_{(S,T)}) = \text{id}_{T \times S}^F$ for every pair $(S,T)$ of finite sets.

We define $Tf$ as a natural transformation between functors from $\Gamma^2$ to $\Gamma\text{-Fib}_F$ as follows: for every pair $(S,T)$ of finite sets, if $f_{(S,T)} = (\text{id}_{T \times S}, g, (g_{t,s})_{(t,s) \in T \times S})$, then

$$(Tf)_{(S,T)} := (\text{id}_{S \times T}, g, (g_{t,s})_{(s,t) \in S \times T}).$$
If $\varphi$ is a Hilbert $\Gamma$-bundle, and $m$ is a product structure on $\varphi$, one can easily check that $T(m \circ T\Gamma)$ is another product structure on $\varphi$. Moreover, both $m \circ (m \times \text{id})$ and $m \circ (\text{id} \times m)$ are 3-fold product structures on $\varphi$.

**Definition 4.13.** Let $\varphi$ be a Hilbert $\Gamma$-bundle, and $m$ be a product structure on $\varphi$. Then $m$ is called a good product structure when the product structures $m$ and $T(m \circ T\Gamma)$ are equivalent and the 3-fold product structures $m \circ (m \times \text{id})$ and $m \circ (\text{id} \times m)$ are equivalent.

**Remark 12.** A product structure is good when it is commutative “up to natural transformations”, and associative “up to natural transformations”.

### 4.5.2 Products on $KF_G^\varphi$

Here $\varphi$ will denote a Hilbert $\Gamma$-bundle, $n$ an integer greater or equal to 2, and $m$ an $n$-fold product structure on $\varphi$. For any Lie group $G$, we set

$$KF_G^\varphi := \Omega B\text{Vec}_G^\varphi.$$  

For every $n$-tuple of finite sets $(S_i)_{1 \leq i \leq n}$, $m$ induces a functor

$$m((S_i)_{1 \leq i \leq n}) \text{-mod} : \left( \prod_{i=1}^{n} \varphi(S_i) \right) \text{-mod} \to \varphi \left( \prod_{i=1}^{n} S_i \right) \text{-mod}$$

defined by

$$m((S_i)_{1 \leq i \leq n}) \text{-mod} : \left\{ \begin{array}{l}
(x_i)_{1 \leq i \leq n} \mapsto m((S_i)_{1 \leq i \leq n}) \circ \left( \bigotimes_{i=1}^{n} \circ f_{s_i} \bigotimes_{i=1}^{n} m_{(S_i)_{1 \leq i \leq n}} \right)
\end{array} \right\}.$$

Let $(G_i)_{1 \leq i \leq n}$ be an $n$-tuple of Lie groups. We set $G := \prod_{i=1}^{n} G_i$. The functors $m((S_i)_{1 \leq i \leq n}) \text{-mod}$ induce a continuous map

$$B^n m : \prod_{i=1}^{n} B\text{Vec}_{G_i}^\varphi \to B^n \text{Vec}_G^\varphi,$$

where $B^n \text{Vec}_G^\varphi$ denotes the $n$-fold realization of the $\Gamma$-space $\text{Vec}_G^\varphi$ (cf. [14] §1). This yields a pointed $G$-map $\bigwedge_{i=1}^{n} B\text{Vec}_{G_i}^\varphi \to B^n \text{Vec}_G^\varphi / B_0 \text{Vec}_G^\varphi$ and, furthermore, a morphism $\bigwedge_{i=1}^{n} B\text{Vec}_{G_i}^\varphi \to B^n \text{Vec}_G^\varphi$ in the category $\text{CG}_{G}^{\Gamma\bullet}$. Our first result is the following key lemma:

**Lemma 4.14.** Let $m$ and $m'$ be two product structures of order $n$ on a Hilbert $\Gamma$-bundle $\varphi$. If $m$ and $m'$ are equivalent, then they induce the same morphism $\bigwedge_{i=1}^{n} B\text{Vec}_{G_i}^\varphi \to B^n \text{Vec}_G^\varphi$ in the category $\text{CG}_{G}^{\Gamma\bullet}$.
Proof. It suffices to prove the result when \( m \) maps to \( m' \). However, any natural transformation \( \eta \) from \( m \) to \( m' \) induces a pointed equivariant homotopy from \( B^n m \) to \( B^n m' \), by a result that is essentially similar to Lemma 3.16.

The previous morphism yields a morphism
\[
m^* : \Omega^n \left( \bigwedge_{i=1}^n B \text{Vec}_{G_i}^\varphi \right) \to \Omega^n B^n \text{Vec}_{G}^\varphi
\]
in the category \( CG_G^{b*} \). We also have a pointed \( G \)-map:
\[
\prod_{i=1}^n \Omega B \text{Vec}_{G_i}^\varphi \to \Omega^n \left( \bigwedge_{i=1}^n B \text{Vec}_{G_i}^\varphi \right)
\]
which yields a morphism in the category \( CG_G^{b*} \):
\[
\bigwedge_{i=1}^n KF_{G_i}^\varphi \to \Omega^n \left( \bigwedge_{i=1}^n B \text{Vec}_{G_i}^\varphi \right).
\]
Composing this last morphism with the above one yields a morphism in \( CG_G^{b*} \):
\[
\bigwedge_{i=1}^n KF_{G_i}^\varphi \to \Omega^n B^n \text{Vec}_{G}^\varphi.
\]
Composing it with the inverse of \(-(i_0^0 \circ \cdots \circ i_1^0) : \Omega B \text{Vec}_{G}^\varphi \to \Omega^n B^n \text{Vec}_{G}^\varphi\) in the category \( CG_G^{b*}[W^{-1}] \) (cf. the definition of the \( i_k^j \)'s in Section C of the appendix), finally yields a morphism
\[
\bigwedge_{i=1}^n KF_{G_i}^\varphi \to KF_G^\varphi
\]
in the category \( CG_G^{b*}[W^{-1}] \). By Lemma 4.14, this morphism only depends on the isomorphism class of the chosen \( n \)-fold product structure \( m \). We may rewrite the previous morphism as the composite morphism:
\[
\bigwedge_{i=1}^n KF_{G_i}^\varphi \to \Omega^n \left( \bigwedge_{i=1}^n B \text{Vec}_{G_i}^\varphi \right) \xrightarrow{m^*} \Omega^n B^n \text{Vec}_{G}^\varphi \xleftarrow{-(i_0^0 \circ \cdots \circ i_1^0)} KF_G^\varphi
\]

Remarks 13. (i) By Corollary C.2 in the appendix, we would have obtained the same morphism by using the inverse of \(-(i_{n-1}^k \circ \cdots \circ i_1^0) \) in \( CG_G^{b*}[W^{-1}] \) for any \((k_1, \ldots, k_{n-1}) \in \prod_{j=0}^{n-2} [j] \) , instead of using the inverse of \(-(i_{n-1}^0 \circ \cdots \circ i_1^0) \).

(ii) This construction is different from that in [9], where instead of the inverse of \(-(i_{n-1}^0 \circ \cdots \circ i_1^0) \), the “opposite map” is used (in the sense of inversion of the order of looping). The construction of [9] however leads to false claims on the ring structure of \( KF_G^\varphi(-) \).
(iii) The morphism $\bigwedge_{i=1}^{n} KF_{G_i}^{\varphi} \to KF_{G}^{\varphi}$ we have just constructed is clearly natural with respect to the Lie groups $G_1, \ldots, G_n$.

Let now $m$ be a product structure on $\varphi$, and $G$ and $H$ be two Lie groups. Composing with the above morphism, yields a map

$$[X, KF_{G}^{\varphi}]_G \times [Y, KF_{H}^{\varphi}]_H \to [X \wedge Y, KF_{G \times H}^{\varphi}]_{G \times H}$$

for every pointed proper $G$-space $X$ and every pointed proper $H$-space $Y$.

4.5.3 Properties of the product given by a good product structure

Here $\varphi$ will denote a Hilbert $\Gamma$-bundle, and $m$ a good product structure on $\varphi$. Let $G$ and $H$ be two Lie groups. The following results are easily shown to follow from the definition of a good product structure (see [9] for details):

**Proposition 4.15.** The product map $[X, KF_{G}^{\varphi}]_G \times [Y, KF_{H}^{\varphi}]_H \to [X \wedge Y, KF_{G \times H}^{\varphi}]_{G \times H}$ induced by $m$ is bilinear, functorial with respect to $X$ and $Y$ on the one hand, and with respect to $G$ and $H$ on the other hand.

**Proposition 4.16.** The product induced by $m$ is commutative, i.e. for any pointed proper $G$-CW-complex $X$ and any pointed proper $H$-CW-complex $Y$, the following square is commutative

$$
\begin{array}{ccc}
[X, KF_{G}^{\varphi}]_G \times [Y, KF_{H}^{\varphi}]_H & \longrightarrow & [X \wedge Y, KF_{G \times H}^{\varphi}]_{G \times H} \\
\downarrow i & & \downarrow j^* \\
[Y, KF_{H}^{\varphi}]_H \times [X, KF_{G}^{\varphi}]_G & \longrightarrow & [Y \wedge X, KF_{H \times G}^{\varphi}]_{H \times G}
\end{array}
$$

where $i$ is the transposition of factors, and $j$ is induced by the transposition map $Y \wedge X \xrightarrow{\cong} X \wedge Y$ and by the map $KF_{G \times H}^{\varphi} \to KF_{H \times G}^{\varphi}$, which is itself induced by the functor $E(H \times G) \to E(G \times H)$ associated to the transposition map $H \times G \xrightarrow{\cong} G \times H$.

**Proposition 4.17.** The product associated to $m$ is associative, i.e. for any triple $(G_1, G_2, G_3)$ of Lie groups, for any triple $(X_1, X_2, X_3)$ such that $X_i$ is a pointed proper $G_i$-CW-complex for every $i \in \{1, 2, 3\}$, the square

$$
\begin{array}{ccc}
[X_1, KF_{G_1}^{\varphi}]_{G_1} \times [X_2, KF_{G_2}^{\varphi}]_{G_2} \times [X_3, KF_{G_3}^{\varphi}]_{G_3} & \longrightarrow & [X_1 \wedge X_2, KF_{G_1 \times G_2}^{\varphi}]_{G_1 \times G_2} \times [X_3, KF_{G_3}^{\varphi}]_{G_3} \\
\downarrow b & & \downarrow c \\
[X_1, KF_{G_1}^{\varphi}]_{G_1} \times [X_2 \wedge X_3, KF_{G_2 \times G_3}^{\varphi}]_{G_2 \times G_3} & \longrightarrow & [X_1 \wedge X_2 \wedge X_3, KF_{G_1 \times G_2 \times G_3}^{\varphi}]_{G_1 \times G_2 \times G_3}
\end{array}
$$

induced by the good product structure $m$ is commutative.
4.5.4 Typical product structures on \( \text{Fib}^{F(\infty)} \)

Let \( n \) be an integer greater than or equal to 2, and \( \alpha : \mathbb{N}^n \xrightarrow{\cong} \mathbb{N} \) be a bijection. Identifying the canonical basis of \( F(\infty) \) with \( \mathbb{N} \), we use \( \alpha \) to obtain an isomorphism \( \alpha_F : \bigoplus_{i=1}^{n} F(\infty) \xrightarrow{\cong} F(\infty) \) which is bicontinuous with respect to the limit topology for the inclusion of finite-dimensional subspaces. It follows that we obtain a bicontinuous isomorphism

\[
\alpha^F : \bigotimes_{i=1}^{n} (F(\infty))^\{k\} \xrightarrow{\alpha_F} \bigotimes_{k \in \mathbb{N}} (F(\infty))^\{k\}\]

\[
x_1 \otimes \cdots \otimes x_n \in (F(\infty))^{\{i_1\}} \otimes \cdots \otimes (F(\infty))^{\{i_n\}} \mapsto \alpha_F(x_1 \otimes \cdots \otimes x_n) \in (F(\infty))^{\{\alpha(i_1, \ldots, i_n)\}},
\]

where, for every \( k \in \mathbb{N} \), \( (F(\infty))^{\{k\}} \) denotes the space of maps \( \{k\} \to F(\infty) \) (seen as a subspace of the space of maps from \( \mathbb{N} \) to \( F(\infty) \)).

For every \( n \)-tuple \( (A_1, \ldots, A_n) \) of finite subsets of \( \mathbb{N} \), the map \( \alpha \) thus induces a cartesian square

\[
\begin{array}{ccc}
E_{A_1}(F(\infty)) \otimes \cdots \otimes E_{A_n}(F(\infty)) & \longrightarrow & E_{\alpha(A_1, \ldots, A_n)}(F(\infty)) \\
\downarrow & & \downarrow \\
G_{A_1}(F(\infty)) \times \cdots \times G_{A_n}(F(\infty)) & \longrightarrow & G_{\alpha(A_1, \ldots, A_n)}(F(\infty))
\end{array}
\]

in which the top horizontal morphism is defined by

\[
\begin{cases}
E_{A_1}(F(\infty)) \otimes \cdots \otimes E_{A_n}(F(\infty)) & \longrightarrow E_{\alpha(A_1, \ldots, A_n)}(F(\infty)) \\
(x_1, V_{x_1}) \otimes \cdots \otimes (x_n, V_{x_n}) & \longrightarrow (\alpha^F(x_1 \otimes \cdots \otimes x_n), \alpha^F(V_{x_1} \otimes \cdots \otimes V_{x_n})).
\end{cases}
\]

Those cartesian squares define strong morphisms of Hilbert bundles, and thus induce a natural transformation:

\[
m_\alpha : \pi^{(n)} \circ \left( \text{Fib}^{F(\infty)} \right)^n \longrightarrow \text{Fib}^{F(\infty)} \circ \pi^{(n)},
\]

hence \( m_\alpha \) is an \( n \)-fold product structure on \( \text{Fib}^{F(\infty)} \).

**Proposition 4.18.** The equivalence class of the \( n \)-fold product structure \( m_\alpha \) on \( \text{Fib}^{F(\infty)} \) does not depend on the choice of the bijection \( \alpha : \mathbb{N}^n \xrightarrow{\cong} \mathbb{N} \).

**Proof.** Let \( \alpha \) and \( \beta \) be two isomorphisms \( \mathbb{N}^n \xrightarrow{\cong} \mathbb{N} \). Then \( \gamma := \beta \circ \alpha^{-1} \) is a permutation of \( \mathbb{N} \), and it induces an automorphism \( \gamma' : F(\infty) \xrightarrow{\cong} F(\infty) \). We thus obtain a natural transformation \( (\gamma', \gamma)^* : \text{Fib}^{F(\infty)} \to \text{Fib}^{F(\infty)} \) (cf. Section 3.4.5) such that \( m_\beta = (\gamma', \gamma)^* \circ m_\alpha \). This proves that \( m_\beta \) is equivalent to \( m_\alpha \). \( \square \)

**Proposition 4.19.** For any bijection \( \alpha : \mathbb{N} \times \mathbb{N} \xrightarrow{\cong} \mathbb{N} \), the product structure \( m_\alpha \) on \( \text{Fib}^{F(\infty)} \) is good.
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Proof. Let \( T_N \) be the transposition of factors of \( \mathbb{N}^2 \). Then \( T(m_\alpha \circ T_G) = m_\alpha \circ T_N \). We deduce from Proposition \[4.18\] that \( m_\alpha \) and \( T(m_\alpha \circ T_G) \) are equivalent. Moreover \( m_\alpha \circ (m_\alpha \times \text{id}) = m_\alpha \circ (\text{id} \times m_\alpha) \) and \( m_\alpha \circ (\text{id} \times m_\alpha) \). We deduce from Proposition \[4.18\] that \( m_\alpha \circ (m_\alpha \times \text{id}) \) and \( m_\alpha \circ (\text{id} \times m_\alpha) \) are equivalent. \( \square \)

4.5.5 The product maps in equivariant K-theory

Let \( G \) and \( H \) be two Lie groups. If we choose a bijection \( \alpha : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} \), we obtain a good product structure \( m_\alpha \) on Fib\( \mathbb{K}^F(\infty) \) which yields a morphism \( KF[G] \wedge KF[G] \rightarrow KF[G \times H] \) in the category \( CG_{G \times H}[\mathbb{W}^{-1}G \times H] \). Proposition \[4.18\] and Lemma \[4.14\] show this is independent from the choice of \( \alpha \).

Given a proper \( G \)-CW-complex \( X \) and a proper \( H \)-CW-complex \( Y \), we then obtain a map

\[ m_\alpha : KF_G(X) \times KF_H(Y) \rightarrow [X^+, KF_G[\infty]^*_G], [Y^+, KF_H[\infty]^*_H] \rightarrow [X^+ \wedge Y^+, KF_G[\infty]^*_G \times KF_H[\infty]^*_H] = KF_G \times H(X \times Y). \]

For any proper \( G \)-CW-pair \((X, A)\) and any proper \( H \)-CW-pair \((Y, B)\), a similar procedure yields, for every pair \((m, n)\) \( \in \mathbb{N}^2 \), a map

\[ KF_G^{-m}(X, A) \times KF_H^{-n}(Y, B) \rightarrow KF_G \times H(\Sigma^m(X/A) \wedge \Sigma^n(Y/B), \ast). \]

These are our product maps in equivariant K-theory. Since \( m_\alpha \) is a good product structure, Proposition \[4.16\] and \[4.17\] show that they are “commutative” and “associative”. Just like in \[9\], one then proves:

Proposition 4.20. Let \( G \) and \( H \) be two Lie groups, \( X \) be a proper \( G \)-CW-complex and \( Y \) be a proper \( H \)-CW-complex. Then the square

\[
\begin{array}{ccc}
KF_G(X) \times KF_H(Y) & \xrightarrow{\gamma \times \gamma} & KF_G(X) \times KF_H(Y) \\
\downarrow m_\alpha & & \downarrow m_\alpha \\
KF_G \times H(X \times Y) & \xrightarrow{\gamma \times \gamma} & KF_G \times H(X \times Y)
\end{array}
\]

is commutative.

4.6 Bott periodicity and the extension to positive degrees

Assume \( F = \mathbb{C} \). By the same method as in \[9\], the Bott homomorphism

\[ \beta_X^n : KF^{-n}(X, A) \rightarrow KF^{-n+2}(X, A) \]

is defined for every proper \( G \)-CW pair and shown to be an isomorphism. In our case, this uses Proposition \[4.3\] and the fact that Bott periodicity holds for equivariant K-theory with compact groups (cf. \[13\]).
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For any proper $G$-CW-complex $X$, a structure of graded ring may also be defined on
\[ KF^*_G(X) \equiv \bigoplus_{n=0}^{+\infty} KF_G^{-n}(X) \]
using the good product structure derived from $m_\alpha$. Following the arguments from \cite{9}, this is easily shown to satisfy the following properties:

**Theorem 4.21.** Let $G$ be a Lie group, and $X$ be a proper $G$-CW-complex. Then:

(i) The Bott homomorphisms induce an isomorphism
\[ \beta : KF^*_G(X) \rightarrow KF^*_G(X) \]
which is linear for the product of the graded ring $KF^*_G(X)$ (on both sides).

(ii) The map $\gamma_X : K\mathbb{G}(X) \rightarrow KF_G(X)$ is a ring homomorphism.

**Corollary 4.22.** The cohomology theory $KF^*_G(-)$ may be extended to positive degrees on the category of $G$-CW-pairs, so that we obtain a good equivariant cohomology theory with a graded ring structure and Bott periodicity.

**Remarks 14.**

- The construction of the ring structure and of Bott homomorphisms may also be carried out in the case $F = \mathbb{R}$, with the usual modifications.

- All the previous constructions may also be carried out with $iKF^*_G[\infty]$ and $sKF^*_G[\infty]$, and this easily yields the same product structure and the same Bott homomorphisms when $\pi_0(G)$ is countable.

5 **Connection with other equivariant K-theories**

5.1 **A connection with Segal’s equivariant K-theory**

Let $G$ be a Lie group. We have constructed a natural transformation
\[ \gamma : K\mathbb{F}^*_G(-) \rightarrow KF^*_G(-) \]
on the category of $G$-CW-pairs. Recall that, for every non-negative integer $n$, every compact subgroup $H$ of $G$, and every finite complex $Y$ on which $G$ acts trivially,
\[ \gamma^{-n}_{(G/H) \times Y} : KF^{-n}_G((G/H) \times Y) \xrightarrow{\cong} KF^{-n}_G((G/H) \times Y) \]
is an isomorphism. Also that $\gamma_X : K\mathbb{G}(X) \rightarrow KF_G(X)$ is a ring homomorphism for every $G$-CW-complex $X$.

We now assume that $KF^*_G(-)$ is a good equivariant cohomology theory on the category of finite proper $G$-CW-pairs: we know this is true in the case $G$ is a compact Lie group or a discrete group (cf. \cite{8}). In this case, it is easy to check that the natural transformation $\gamma$ is compatible with the boundary maps.
in the respective long exact sequences of a pair for the equivariant cohomology theories $K_F^G(-)$ and $KF_G^*(X)$. It follows that the natural transformation $\gamma$ is compatible both with the long exact sequences of a pair and the long exact sequences of Mayer-Vietoris. As a consequence, we have:

**Proposition 5.1.** If $K_F^G(-)$ is a good equivariant cohomology theory on the category of finite proper $G$-CW-pairs, then, for any finite proper $G$-CW-pair $(X,A)$ and every $n \in \mathbb{N}$, $\gamma_{X,A}^n$ is an isomorphism.

**Proof.** By compatibility of $\gamma$ with the long exact sequence of a pair, and by the five lemma, it suffices to prove that $\gamma_X^n$ is an isomorphism for every proper finite $G$-CW-complex $X$ and every non-negative integer $n$. Let $X$ be such a proper finite $G$-CW-complex, and $n \in \mathbb{N}$. We prove that $\gamma_X^n$ is an isomorphism by a double induction process on the dimension of $X$ and the number of cells in a given dimension: this is done by considering the long exact sequences of Mayer-Vietoris associated to push-out squares of the form

$$
\begin{array}{ccc}
G/H \times S^{m-1} & \longrightarrow & G/H \times D^m \\
\psi \downarrow & & \downarrow \\
Y & \longrightarrow & (G/H \times D^m) \cup_\psi Y,
\end{array}
$$

and then by using the compatibility of $\gamma$ with those sequences, together with the result of Corollary 4.4 and the five lemma. \qed

With the same arguments as in Section 2 of [9], one also obtains:

**Proposition 5.2.** Assume $K_F^G(-)$ is a good equivariant cohomology theory on the category of finite proper $G$-CW-pairs. Then, for any finite proper $G$-CW-complex $X$, the homomorphism

$$
\gamma_X^*: \bigoplus_{n=0}^{+\infty} K_F^n G(X) \longrightarrow \bigoplus_{n=0}^{+\infty} KF_G^n(X)
$$

is a ring isomorphism which commutes with the Bott homomorphisms.

### 5.2 A connection with the K-theory of Lück and Oliver

#### 5.2.1 A natural transformation $K_F^G(-) \rightarrow K'F_G^*(-)$

Here, $G$ will be a discrete group. For any $G$-CW-pair $(X,A)$ and any integer $n$, we denote by $K'F_G^n(X,A)$ the Lück-Oliver equivariant K-theory of the pair $(X,A)$ in degree $n$ as defined in [9].

We define the category $\Gamma\text{-Fib}_F^*$ as follows:

- An object of $\Gamma\text{-Fib}_F^*$ consists of a finite set $S$, of a locally-countable CW-complex $X$, and, for every $s \in S$, of a finite-dimensional vector bundle (with underlying field $F$): $p_s: E_s \rightarrow X$.
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A morphism \( f : (S, X, (p_s)_{s \in S}) \rightarrow (T, Y, (q_t)_{t \in T}) \) consists of a morphism \( \gamma : T \rightarrow S \) in the category \( \Gamma \), of a continuous map \( \bar{f} : X \rightarrow Y \), and for every \( t \in T \), of a strong morphism of vector bundles:

\[
\begin{array}{c}
\bigoplus_{s \in \gamma(t)} E_t & \xrightarrow{f_s} & E'_t \\
\bigoplus_{s \in \gamma(t)} p_s & \downarrow & q_t \\
X & \xrightarrow{\bar{f}} & Y.
\end{array}
\]

The composition of morphisms is defined as in \( \Gamma\text{-Fib}_F \).

A functor \( O^{F^*}_F : \Gamma\text{-Fib}_F^* \rightarrow \Gamma \) is defined as follows:

\[
\begin{array}{c}
(S, X, (p_s)_{s \in S}) \rightarrow \gamma \rightarrow S \\
f : (S, X, (p_s)_{s \in S}) \rightarrow (T, Y, (q_t)_{t \in T}) \rightarrow (\gamma : T \rightarrow S).
\end{array}
\]

As in the case of Hilbert \( \Gamma \)-bundles, we may define the sum in \( \Gamma\text{-Fib}_F^* \), and the functors \( -\text{mod} : \Gamma\text{-Fib}_F^* \rightarrow \text{kCat} \) and \( -\text{Bdl} : \Gamma\text{-Fib}_F^* \rightarrow \text{kCat} \). Statement (i) of Proposition 3.1 is then true in the case of \( \Gamma\text{-Fib}_F^* \), and so are Proposition 3.2 and Corollary 3.3.

A \( \Gamma \)-vector bundle is a contravariant functor \( \varphi : \Gamma \rightarrow \Gamma\text{-Fib}_F^* \) satisfying:

(i) \( O^{F^*}_F(\varphi) = \text{id}_\Gamma \);
(ii) \( \varphi(0) = (0, *, 0) \);
(iii) \( \forall n \in \mathbb{N}^*, \exists f_n : n.\varphi(1) \rightarrow \varphi(n) \) such that \( O^{F^*}_F(f_n) = \text{id}_n \).

Moreover, if \( F = \mathbb{R} \) or \( \mathbb{C} \), we have a natural functor \( \Gamma\text{-Fib}_F \rightarrow \Gamma\text{-Fib}_F^* \) obtained by forgetting the Hilbert structure on the fibers. Any Hilbert \( \Gamma \)-bundle may thus be seen as a \( \Gamma \)-vector bundle. The two \( -\text{mod} \) constructions are identical.

We define a functor \( \psi : \Gamma \rightarrow \Gamma\text{-Fib}_F^* \) in the following way: for any finite set \( S \), we let \( X_S \) denote the subset of \( \left( \bigcup_{k=0}^{+\infty} \text{sub}_k(F^{(\infty)}) \right)^S \) consisting of those families indexed over \( S \) whose factors are in direct sum, and we equip \( X_S \) with the discrete topology. For any \( s \in S \), we let \( p_s^S : E_s^S \rightarrow X_S \) denote the canonical vector bundle over \( X_S \) whose fiber over any \( (x_t)_{t \in T} \) is \( x_s \). We finally set

\[ \psi(S) := (S, X_S, (p_s^S)_{s \in S}). \]

For every morphism \( f : S \rightarrow T \) in \( \Gamma \), the direct sum of subspaces gives rise to a morphism \( \psi(f) : \psi(T) \rightarrow \psi(S) \) in \( \Gamma\text{-Fib}_F^* \). It is then easy to check that \( \psi \) is a \( \Gamma \)-vector bundle.

We observe that the space \( KF^\psi_G \) defined by Lück and Oliver in [9] is simply \( K_{F^\psi_G}^\psi \) as defined in the beginning of Section 4.5.2. We now wish to relate \( K_{F^\psi_G}^\psi \) to \( K_{F^\psi_G}^\psi \).
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For any finite set $S$, the underlying space of $\text{Fib}^F(S)$ is the set of $S$-tuples of subspaces of $\bigcup_{n=0}^{+\infty} F^n$ that are in direct sum and have a basis consisting of vectors of the canonical basis of $\bigcup_{n=0}^{+\infty} F^n$. Indeed, for any finite subset $A$ of $\mathbb{N}$, $F^A$ is the only $(\#A)$-dimensional subspace of itself. The isomorphism

\[
\begin{cases}
\bigcup_{n=0}^{+\infty} F^n \xrightarrow{\cong} F^{(\infty)} \\
\epsilon_n \mapsto \epsilon_{n+1}
\end{cases}
\]

yields a canonical injection of $\text{Fib}^F(S)$ into $X_S$. These injections yield a natural transformation $\varepsilon : \text{Fib}^F \to \psi$ between $\Gamma$-vector bundles. Then $\varepsilon$ gives rise to a morphism of equivariant $\Gamma$-spaces:

\[
\varepsilon^* : \text{Vec}^{F,1}_G \to \text{Vec}_G^\psi.
\]

We claim that $\varepsilon^*_1$ is an equivariant homotopy equivalence. To see this, we choose, for every non-negative integer $n$ and every $n$-dimensional subspace $E$ of $F^{(\infty)}$, an isomorphism $E \xrightarrow{\cong} F^{[n-1]}$. Those choices yield a strong morphism of vector bundles

\[
\begin{array}{ccc}
E^1_1 & \longrightarrow & \coprod_{f \in \Gamma(1)} E_{f(1)}(F) \\
\downarrow & & \downarrow \\
X_1 & \longrightarrow & \coprod_{f \in \Gamma(1)} B_{f(1)}(F).
\end{array}
\]

Using results that are essentially similar to the ones of Proposition 3.2 and Lemma 3.16 (adapted to the case of $\Gamma$-vector bundles), we conclude that the natural transformation $\varepsilon : \text{Fib}^F \to \psi$ induces an equivariant homotopy equivalence

\[
\varepsilon^*_1 : \text{Vec}^{F,1}_G \xrightarrow{\cong} \text{Vec}_G^\psi.
\]

Since $\text{Vec}^{F,1}_G$ and $\text{Vec}_G^\psi$ are $\Gamma - G$-spaces, we deduce that $\varepsilon^*_S : \text{Vec}^{F,1}_G(S) \xrightarrow{\cong} \text{Vec}_G^\psi(S)$ is an equivariant homotopy equivalence for every finite set $S$.

We finally deduce from the previous discussion that $\varepsilon^*$ induces a $G$-weak equivalence

\[
\varepsilon^* : \text{KF}^{[1]}_G \to \text{KF}_G.
\]

Since $G$ is discrete, Proposition 4.8 applied to $m = 1$ shows that the canonical map $\text{KF}^{[1]}_G \to \text{KF}^{[\infty]}_G$ is a $G$-weak equivalence. By composing its inverse with $\varepsilon^* : \text{KF}^{[1]}_G \to \text{KF}_G$, we recover an isomorphism $\text{KF}^{[\infty]}_G \to \text{KF}_G$ in the category $CG_\bullet[W^{-1}_G]$.

For every pointed proper $G$-CW-complex $X$, this morphism induces a group isomorphism

\[
[X, \text{KF}^{[\infty]}_G]_G \xrightarrow{\cong} [X, \text{KF}_G]_G.
\]
For every \( n \in \mathbb{N} \) and every proper \( G \)-CW-pair \((X,A)\), we thus obtain a group isomorphism

\[
\varepsilon^n_{X,A} : KF^n_G(X,A) \overset{\cong}{\longrightarrow} K'F^n_G(X,A).
\]

This defines a bijective natural transformation from our equivariant K-theory to the one of Lück and Oliver.

### 5.2.2 The compatibility of \( \varepsilon \) with products

We now check that the natural transformation \( \varepsilon \) is compatible with products and Bott homomorphisms. It actually suffices to prove that it is compatible with exterior products.

We let \( \alpha : \mathbb{N} \times \mathbb{N} \overset{\cong}{\longrightarrow} \mathbb{N} \) be a bijection such that \( \alpha(0,0) = 0 \). We also let

\[
\beta : \begin{cases} 
F \longrightarrow F^{(\infty)} \\
x \longmapsto (x,0,0,\ldots)
\end{cases}
\]

denote the canonical injection.

The embedding \( \beta \) helps us see \( \text{Fib} F \) as a sub-Hilbert \( \Gamma \)-bundle of \( \text{Fib} F^{(\infty)} \).

Since \( \alpha(0,0) = 0 \), we have \( \alpha F(e_1,e_1) = e_1 \), and it follows that the good product structure \( m_\alpha \) on \( \text{Fib} F^{(\infty)} \) induces a good product structure \( m'_\alpha \) on \( \text{Fib} F \).

Moreover, for any pair of Lie groups \((G,H)\), the square

\[
\begin{array}{ccc}
KF_G^{[1]} \land KF_H^{[1]} & \longrightarrow & KF_G^{[\infty]} \land KF_H^{[\infty]} \\
\downarrow (m'_\alpha)^* & & \downarrow m_\alpha^* \\
KF_G^{[1]} \times H & \longrightarrow & KF_H^{[\infty]} \\
\end{array}
\]

is commutative in \( CGh^\bullet_{G \times H}[W^{-1}_{G \times H}] \).

If we assume that \( G \) and \( H \) are both discrete, then the square

\[
\begin{array}{ccc}
KF_G^{[1]} \land KF_H^{[1]} & \longrightarrow & KF_G \land KF_H \\
\downarrow (m'_\alpha)^* & & \downarrow m_{(\alpha_F)}^* \\
KF_G^{[1]} \times H & \longrightarrow & KF_{G \times H} \\
\end{array}
\]

is also commutative in \( CGh^\bullet_{G \times H}[W^{-1}_{G \times H}] \), and this follows from our definition of products and the one in Section 2 of [P].

We deduce from the previous two commutative squares that \( \varepsilon^* : KF_G(-) \longrightarrow K'F_G(-) \) is compatible with exterior products. In particular, it is compatible with Bott homomorphisms and it is therefore possible to extend \( \varepsilon \) to positive degrees. We finally obtain a ring isomorphism

\[
\varepsilon_X^* : KF_G^*(X) \overset{\cong}{\longrightarrow} K'F_G^*(X)
\]

for any discrete group \( G \) and any proper \( G \)-CW-complex \( X \).

We conclude that our equivariant K-theory coincides with the one of Lück and Oliver in the case of discrete groups.
Remark 15. The reason our construction is much more complicated than the one of Lück and Oliver is that the latter fails in the general case of a Lie group. For example, $\text{Vec}^{F,1}_{S^1}$ is not a classifying space for $\text{Vec}^R_{S^1}(-)$ on the category of $S^1$-CW-complexes, because the fixed point set $(\text{Vec}^{F,1}_{G})\{(−1,−1),(1,1)\} \subset S^1 \times \text{GL}_1(\mathbb{R})$ is empty. The additional complexity we introduced was there so that Proposition 2.8 would hold.

A On some fiber bundles

Our aim here is to give a complete proof of Theorem 2.6, which we now restate:

Theorem A.1. Let $X$ be a locally-countable CW-complex, $\varphi : E \to X$ be an $n$-dimensional vector bundle over $X$, and $G$ be a Lie group. Then:

(i) $\text{Vec}^{\varphi}_{G} \longrightarrow \text{Vec}^{\varphi}_{G}$ is a $(G, \text{GL}_n(F))$-principal bundle;

(ii) $E \text{Vec}^{\varphi}_{G} \longrightarrow \text{Vec}^{\varphi}_{G}$ is an $n$-dimensional $G$-vector bundle;

(iii) The canonical map $\text{Vec}^{\varphi}_{G} \times \text{GL}_n(F) F^n \longrightarrow E \text{Vec}^{\varphi}_{G}$ is an isomorphism of $G$-vector bundles over $\text{Vec}^{\varphi}_{G}$.

There is a free right-action of $\text{GL}_n(F)$ on $\varphi$-frame, and this induces a free action of $\text{GL}_n(F)$ on $|\text{Func}(E G, \varphi \text{-frame})|$. On the other hand, $G$ acts on $E G$ on the right (by left-multiplication of the inverse), and, by precomposition, this induces a left-action of $G$ on $|\text{Func}(E G, \varphi \text{-frame})|$. The respective actions of $G$ and $\text{GL}_n(F)$ on $|\text{Func}(E G, \varphi \text{-frame})|$ are clearly compatible. It follows that, in order to prove that $|\text{Func}(E G, \varphi \text{-frame})| \longrightarrow |\text{Func}(E G, \varphi \text{-mod})|$ is a $(G, \text{GL}_n(F))$-principal bundle, it suffices to produce local trivializations of it.

The proof is split into four parts. In the first one, we construct "structural" maps that are linked to the topological categories of Section 2, and we prove that they are continuous. This will be used to prove that the local trivialization maps that will be constructed later are actually continuous. In Step 2, we construct an open covering of the space $|\text{Func}(E G, \varphi \text{-mod})|$, and use it in Step 3 to produce local sections, and then local trivializations. All the results from Theorem 2.6 are finally deduced in Step 4. Before moving on to Step 1, we will need to recall some notations on simplicial spaces and prove a basic lemma on fibre bundles.

A.1 Basic notation

For $n \in \mathbb{N}$, we let $\Delta^n := \{(t_0, \ldots, t_n) \in \mathbb{R}^{n+1} : t_0 + \cdots + t_n = 1\}$ denote the standard $n$-simplex, and $\partial \Delta^n$ its boundary.

We let $\Delta$ denote the simplicial category. For $N \in \mathbb{N}$ and $i \in [N+1]$, $\delta^N_i : [N] \hookrightarrow [N+1]$ will denote the face morphism whose image does not contain $i$,
whilst, for $N \in \mathbb{N}$ and $i \in [N]$, $\sigma_i^{N+1} : [N+1] \to [N]$ the degeneracy morphism such that $\sigma_i^N(i) = \sigma_i^N(i+1)$. If $A = (A_n)_{n \in \mathbb{N}}$ is a simplicial space, $N \in \mathbb{N}$ and $i \in [N+1]$, the face map associated to $\delta_i^N$ is denoted by $d_i^n : A_{N+1} \to A_N$ and, for $N \in \mathbb{N}^*$ and $i \in [N-1]$, the degeneracy map associated to $\sigma_i^N$ is denoted by $s_i^N : A_{N-1} \to A_N$. When $A = (A_n)_{n \in \mathbb{N}}$ is a simplicial space, $B = (B_n)_{n \in \mathbb{N}}$ is a cosimplicial space, and $f \in \text{Hom}(\Delta)$, we let $f_*$ (respectively $f^*$) denote the map associated to $f$ in $A$ (resp. in $B$). When $A$ is a simplicial space, recall that its thin geometric realization is the quotient space

$$|A| := \left( \prod_{n \in \mathbb{N}} (A_n \times \Delta^n) \right) / \sim$$

where $\sim$ is defined by: $(x, f^*(y)) \sim (f_*(x), y)$ for all $f : [n] \to [m]$, all $x \in A_m$ and all $y \in \Delta^n$.

### A.2 A fundamental lemma

**Lemma A.2.** Let $X$ be a locally-countable CW-complex, and $\varphi : E \to X$ be a $GL_n(F)$-principal bundle (with corresponding vector bundle $\varphi$). Then:

(i) There is a continuous map $\delta : \text{Hom}(\varphi \text{-mod}) = (E \times \tilde{E}) / GL_n(F) \to \mathbb{R}_+$, called a separation map such that

$$\forall (x, y) \in \tilde{E} \times \tilde{E}, \delta([x, y]) = 0 \iff x = y. \quad (2)$$

(ii) For every $x \in X$, there is a continuous section $s_x : X \to E_{\oplus n}$ such that $s_x(x) \in \tilde{E}$.

**Remark 16.** Property (2) means that $\delta$ vanishes precisely on the set of identity morphisms of the category $\varphi \text{-mod}$.

**Proof.** Notice first that given a relative CW-complex $(Y, B)$, any continuous map $\alpha : B \to \mathbb{R}_+$ may be extended to a continuous map $\tilde{\alpha} : Y \to \mathbb{R}_+$ so that $\tilde{\alpha}^{-1}\{0\} = \alpha^{-1}\{0\}$; this is easily done by working cell by cell. We will use this remark to construct a continuous map $\alpha : X \times X \to \mathbb{R}_+$ such that

$$\alpha^{-1}\{0\} = \Delta_X := \{(x, x) : x \in X\}.$$

Notice that $X \times X$ is a CW-complex for the cartesian product topology (since $X$ is locally-countable). Let $n \in \mathbb{N}$ and assume that $\alpha$ has been defined on the $(n-1)$-th skeleton of $X \times X$. Let $\Delta_X^{(n)}$ denote the intersection of $\Delta_X$ with the $n$-th skeleton $\text{Sk}_n(X \times X)$. It is however easily shown that $(\text{Sk}_n(X \times X), \Delta_X^{(n)} \cup \text{Sk}_{n-1}(X \times X))$ is a relative CW-complex, using the somewhat obvious fact that $(\Delta^m \times \Delta^n, \Delta^m \cup \partial(\Delta^m \times \Delta^n))$ is a finite relative CW-complex for every $n \in \mathbb{N}$.

We then extend $\alpha$, first on $\Delta_X^{(n)} \cup \text{Sk}_{n-1}(X \times X)$ by mapping any $x \in \Delta_X^{(n)}$ to $0$, and then on $\text{Sk}_n(X \times X)$ using the initial remark. Then $\forall x \in \text{Sk}_n(X \times X), \alpha(x) = \ldots$
$0 \leftrightarrow x \in \Delta_X$. This induction process then defines $\alpha$ on the whole $X \times X$ with the claimed property.

We now choose a continuous map $\alpha : X \times X \to \mathbb{R}_+$ such that $\alpha^{-1}\{0\} = \Delta_X$. We also choose a system $(U_i, \varphi_i)_{i \in I}$ of local trivializations for the principal bundle $\varphi$ (where $\varphi_i : \tilde{E}|_{U_i} \xrightarrow{\cong} U_i \times GL_n(F)$, by convention) together with a partition of unity $(\alpha_i)_{i \in I}$ for the covering $(U_i)_{i \in I}$ of $X$. For any $i \in I$, we will let $\pi_2 : U_i \times GL_n(F) \to GL_n(F)$ denote the projection onto the second factor. Finally, we choose a norm $N$ on the linear space $M_n(F)$ of square matrices.

For $(x, y) \in (GL_n(F))^2$, we set

$$\delta_1(x, y) := N(xy^{-1} - I_n)$$

and notice that $\delta_1$ is continuous and invariant by the right-action of $GL_n(F)$ on itself. Notice also that

$$\forall (x, y) \in GL_n(F)^2, \quad \delta_1(x, y) \geq 0 \quad \text{and} \quad \delta_1(x, y) = 0 \iff x = y.$$ 

For $(x, y) \in \tilde{E} \times \tilde{E}$, we then set:

$$\delta(x, y) := \alpha(\tilde{\varphi}(x), \tilde{\varphi}(y)) + \sum_{i \in I} \alpha_i(\tilde{\varphi}(x)) \alpha_i(\tilde{\varphi}(y)) \inf \left[ 1, \delta_1((\pi_2 \circ \varphi_i)(x), (\pi_2 \circ \varphi_i)(y)) \right].$$

From there, it is straightforward to prove that $\delta : \tilde{E} \times \tilde{E} \to \mathbb{R}_+$ is continuous, that $\delta^{-1}\{0\} = \Delta_{\tilde{E}}$ and that $\forall (M, x, y) \in GL_n(F) \times \tilde{E}^2, \delta(xM, yM) = \delta(x, y)$, which shows that $\delta$ induces a continuous map $(\tilde{E} \times \tilde{E})/GL_n(F) \to \mathbb{R}_+$ which satisfies condition (2). This proves statement (i).

We now choose a system of local trivializations $(U_i, \psi_i)_{i \in I}$ for $\varphi : E \to X$, together with a partition of unity $(\alpha_i)_{i \in I}$ for covering $(U_i)_{i \in I}$ of $X$. We choose an $i_0 \in I$ such that $\alpha_{i_0}(x) > 0$. If $\theta_{i_0} : U_{i_0} \to E^{\oplus n}$ is the map which assigns $(\varphi_{i_0}(y, e_1), \ldots, \varphi_{i_0}(y, e_n))$ to $y$ (where $(e_1, \ldots, e_n)$ denotes the canonical basis of $F^n$), then $s_2 := \alpha_{i_0} \theta_{i_0}$ has the required property for statement (ii).

### A.3 Proof of Theorem 2.6

We fix a system $(U_i, \varphi_i)_{i \in I}$ of local trivializations of $\varphi : E \to X$.

#### A.3.1 Step 1: Structural maps

To make things easier, we rename

$$\mathcal{E} := \text{Func}(\mathcal{E}G, \varphi\text{-mod}), \quad \mathcal{F} := \text{Func}(\mathcal{E}G, \varphi\text{-frame}) \quad \text{and} \quad \mathcal{G} := \text{Func}(\mathcal{E}G, \varphi\text{-Bdl}).$$

For every $m \in \mathbb{N}$ and $g \in G$, there is a canonical map

$$\alpha_{g, m} : \begin{cases} N(\mathcal{E})_m & \to X \\ F_0 \to \cdots \to F_m & \mapsto F_0(g), \end{cases}$$
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and we let \( \mathcal{N}(E)_m \times \hat{E} \) denote the limit of the diagram \( \mathcal{N}(E)_m \xrightarrow{\alpha_{g,m}} X \xleftarrow{\iota_{g,m}} \hat{E} \).

We then let 
\[
\psi_{g,m} : \mathcal{N}(E)_m \times \hat{E} \rightarrow \mathcal{N}(F)_m
\]
denote the map which assigns \( F'_0 \rightarrow \cdots \rightarrow F'_m \) to the compatible pair \( (F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m, B) \), where \( F'_k(h) = [\eta_{k-1} \circ \cdots \circ \eta_0] \circ F_0((g,h))[B] \) for \( k \in \{0, \ldots, m\} \) and \( h \in G \).

One should think of an element \( F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m \) of \( \mathcal{N}(E) \) as an array of fibers of \( \varphi \), with an isomorphism between any pair of fibers in the array, such that the whole diagram is commutative. On the other hand, an element \( F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m \) of \( \mathcal{N}(F) \) should simply be thought of as an array of basis of fibers of \( \varphi \). Let \( F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m \) in \( \mathcal{N}(E) \), a basis \( B \) of the fiber \( E_{g,0} \), and say we wish to obtain an element of \( \mathcal{N}(F) \). If we plug the basis \( B \) at the position \( (g,0) \) in the diagram associated to \( F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m \), then we can use the isomorphisms of the diagram to recover a basis in every position \((h, i)\) of the diagram. The remaining diagram of basis corresponds to an element of \( \mathcal{N}(F) \), and this is precisely the image of the pair \( (F_0 \xrightarrow{\eta_1} \cdots \rightarrow F_m, B) \) by \( \psi_{g,m} \), judging from the previous definition.

**Lemma A.3.** Let \( f : [N] \rightarrow [N'] \) be a morphism in \( \Delta \), let \( g \in G \), \( x = F_0 \xrightarrow{\eta_0} \cdots \xrightarrow{\eta_m} F_m \in \mathcal{N}(E)_{N'} \), and \( y \in \hat{E} \) such that \( \tilde{\varphi}(y) = \alpha_{g,N}(x) \). Then
\[
f_*(\psi_{g,N}(x,y)) = \psi_{g,N'}(f(x), (\eta_{f(0)-1}(g) \circ \cdots \circ \eta_0(g))(y))
\]
with the convention that \( \eta_{f(0)-1} \circ \cdots \circ \eta_0 = \text{id}_{E_{m(0)}} \) whenever \( f(0) = 0 \).

**Proof.** By definition, \( \psi_{g,N}(f_*(x), y) \) is the only \( N \)-simplex of \( \mathcal{N}(F) \) which is sent to \( f_*(x) \) by \( \mathcal{N}(F) \rightarrow \mathcal{N}(E) \) and such that the basis in position \( (g,0) \) is \( (\eta_{f(0)-1}(g) \circ \cdots \circ \eta_0(g))(y) \). On the other hand, \( \psi_{g,N'}(x,y) \) is the only \( N' \)-simplex of \( \mathcal{N}(F) \) which is sent to \( x \) by \( \mathcal{N}(F) \rightarrow \mathcal{N}(E) \) and such that the basis in position \( (g,0) \) is \( y \). Hence \( f_*(\psi_{g,N}(x,y)) \) is the only \( N' \)-simplex of \( \mathcal{N}(F) \) which is sent to \( f_*(x) \) by \( \mathcal{N}(F) \rightarrow \mathcal{N}(E) \) and such that the basis in position \( (g,0) \) is \( (\eta_{f(0)-1}(g) \circ \cdots \circ \eta_0(g))(y) \).

We have another map
\[
\chi_m : \mathcal{N}(F)_m \times \mathcal{N}(E)_m \rightarrow \text{GL}_m(F),
\]
which sends a (compatible) pair \((F_0 \rightarrow \cdots \rightarrow F_m), (F'_0 \rightarrow \cdots \rightarrow F'_m)\) to the unique \( M \in \text{GL}_m(F) \) such that \( F_k(g) = F'_k(g)M \) for every \( k \in \{0, \ldots, m\} \) and \( g \in G \). We also define
\[
\nu_m : \mathcal{N}(F)_m \times F_m \rightarrow \mathcal{N}(G)_m,
\]
which maps a pair \((F_0 \rightarrow \cdots \rightarrow F_m, x)\) to \( F'_0 \xrightarrow{\eta_0} \cdots \xrightarrow{\eta_m} F'_m \), where:
(i) \( F_k'(g) = \theta(F_k(g), x) \) for all \( (k, g) \in \{0, \ldots, m\} \times G \);

(ii) \( F_k'(g, g') = (F_k'(g), F_k'(g'), F_k(g) \mapsto F_k(g')) \), for all \( (k, g, g') \in \{0, \ldots, m\} \times G^2 \);

(iii) \( \eta_k(g) = (F'_k(g), F_{k+1}'(g), F_k(g) \mapsto F_{k+1}(g)) \) for all \( (k, g) \in \{0, \ldots, m-1\} \times G \).

Finally, we define

\[
\epsilon_m : \mathcal{N}(\mathcal{G})_m \times \mathcal{N}(\mathcal{F})_m \longrightarrow F^n
\]

as the map which sends every (compatible) pair \( ((F_0 \to \cdots \to F_n), (F'_0 \to \cdots \to F'_m)) \) to the unique \( x \in F^n \) such that \( F'_0(1_G) = \theta(F_0(1_G), x) \), i.e. the unique \( x \in F^n \) such that \( \nu_m((F_0 \to \cdots \to F'_m), x) = F_0 \to \cdots \to F'_m \).

**Proposition A.4.** For every \( m \in \mathbb{N} \) and \( g \in G \), the maps \( \psi_{g,m}, \chi_m, v_m \) and \( \epsilon_m \) are continuous.

**Proof.** All products and spaces of maps will be formed in the category of \( k \)-spaces.

- **Continuity of \( \chi_m \).** The map \( \chi_m \) may be decomposed as

\[
\mathcal{N}(\mathcal{F})_m \times \mathcal{N}(\mathcal{F})_m \xleftarrow{(1_G, 0) \times (1_G, 0)} E \times E \xrightarrow{\chi} GL_m(F),
\]

where the map \( (1_G, 0) \) assigns \( F_0(1_G) \) to \( F_0 \to \cdots \to F_m \). It follows that the first map is continuous, and the second map also is since its restrictions over the open sets \( U_i \) are continuous.

- **Continuity of \( v_m \).** It obviously suffices to prove that \( v_0 \) is continuous. However, the canonical map \( \bar{E} \times F^n \to E \) is continuous, hence the continuity of

\[
\begin{align*}
\bar{E} \times E &\xrightarrow{G \times G \times F^n} (\text{Hom}(\varphi \text{-mod}))^{G \times G} \\
(f_1, f_2, x) &\longmapsto [(g_1, g_2) \mapsto (f_1(g_1, g_2), x, f_2(g_1, g_2), x, [f_1(g_1, g_2) \mapsto f_2(g_1, g_2)])].
\end{align*}
\]

Therefore, \( v_0 \), being the restriction of this map to \( \mathcal{N}(\mathcal{F})_0 \times F^n \), is continuous.

- **Continuity of \( \epsilon_m \).** The map \( \epsilon_m \) may be seen as the composite:

\[
\mathcal{N}(\mathcal{G})_m \times \mathcal{N}(\mathcal{F})_m \xleftarrow{(1_G, 0) \times (1_G, 0)} E \times E \xrightarrow{\chi} F^n,
\]

where the second map sends any compatible pair \( (x, B) \) to the unique \( y \in F^n \) such that \( \theta(B, y) = x \). The continuity of the first map is proven in the same way as the continuity of \( \chi_m \). The second map is continuous because its restrictions over the open subsets \( U_i \) of \( X \) clearly are. Therefore \( \epsilon_m \) is continuous.

- **Continuity of \( \psi_{g,m} \).** Let \( \text{Hom}(\varphi \text{-mod}) \times \bar{E} \) denote the subspace of the product \( X \times \bar{E} \times \bar{E} \) consisting of the pairs \( (f, y) \) such that \( \text{In}_{\varphi \text{-mod}}(f) = \tilde{\varphi}(y) \), and let \( \bar{E} \times \bar{E} \times \bar{E} \) denote the subspace of \( \bar{E} \times \bar{E} \times \bar{E} \) consisting of the triples \( (x, y, z) \) such that \( \varphi(x) = \varphi(z) \).
We start by proving that the following map is continuous:

\[
\begin{cases}
\text{Hom}(\varphi\text{-mod}) \times \tilde{E} & \longrightarrow \tilde{E} \\
(f, B) & \longmapsto f(B).
\end{cases}
\]

Notice first that the projection \((\tilde{E} \times \tilde{E}) \times X \longrightarrow \text{Hom}(\varphi\text{-mod}) \times \tilde{E}\) is an open identification map. It then suffices to prove that the map

\[
\begin{cases}
(\tilde{E} \times \tilde{E}) \times X \longrightarrow \tilde{E} \\
(B, M, B', B), M \in GL_n(F) & \longmapsto B'M^{-1}
\end{cases}
\]

is continuous, which is a straightforward task using local trivializations of \(\tilde{\varphi}\).

We may now prove that \(\psi_{g,0}\) is continuous. We denote by \((\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times G \times X \longrightarrow \tilde{E}\) the subset of \((\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E}\) consisting of the pairs \((f, y)\) such that \(\forall g' \in G, \text{In}(f(g')) = \tilde{\varphi}(y)\) (resp. \(\forall g' \in G, \text{In}(f(g, g')) = \tilde{\varphi}(y)\)). We consider then the composite map

\[
(\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E} \longrightarrow (\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E} \longrightarrow \tilde{E} \longrightarrow \tilde{E} \rightarrow \tilde{E} \times \tilde{E} \times \tilde{E} \rightarrow \tilde{E} \times \tilde{E} \times \tilde{E},
\]

where the first map is obtained by precomposition with the injection \(G \rightarrow G \times G, g_1 \mapsto (g, g_1)\), and is thus continuous. The last map is continuous due to classic results on \(k\)-spaces, whilst the third one is simply the diagonal map. It remains to prove that the map

\[
(\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E} \longrightarrow \tilde{E}^G
\]

is continuous. However, it may be regarded upon as a composite

\[
(\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E} \longrightarrow (\text{Hom}(\varphi\text{-mod}))_{G \times X}^G \times \tilde{E}^G \longrightarrow (\text{Hom}(\varphi\text{-mod})\tilde{E}^G)_{X}^G \longrightarrow \tilde{E}^G.
\]

The first map is continuous, since it comes from \(\tilde{E} \rightarrow \tilde{E}^G, y \mapsto [y \mapsto y]\), the second one is also continuous by the usual properties of \(k\)-spaces, and we have already proven that the third one is continuous. Hence \(\psi_{g,0}\) is continuous.

Finally, in order to prove the continuity of \(\psi_{g,m}\) for an arbitrary \(m \in \mathbb{N}\), it suffices to prove the continuity of the map obtained by composing \(\psi_{g,m}\) with the inclusion of \(\mathcal{N}(\mathcal{F})_m\) into \((\tilde{E})^{0,\ldots,m} \times G\). This is done is the same way as in the case \(m = 0\).

The maps \(\chi_m\), for \(m \in \mathbb{N}\), induce a morphism of simplicial spaces \(\mathcal{N}(\mathcal{F}) \times \mathcal{N}(\mathcal{E}) \longrightarrow GL_n(F)\), hence a continuous map:

\[
\chi : |\mathcal{F}| \times |\mathcal{E}| \longrightarrow GL_n(F).
\]
In the same manner, the maps $\varepsilon_m$, for $m \in \mathbb{N}$, induce a morphism of simplicial spaces $\mathcal{N}(G) \times \mathcal{N}(\mathcal{F}) \to F^n$, hence a continuous map:

$$\varepsilon : |G| \times |\mathcal{F}| \to F^n.$$  

Finally, the maps $\nu_m$, for $m \in \mathbb{N}$, induce a morphism of simplicial spaces $\mathcal{N}(\mathcal{F}) \times F^n \to \mathcal{N}(G)$, hence a continuous map

$$\nu : |\mathcal{F}| \times F^n \to |G|.$$  

### A.3.2 Step 2: An open cover of $|\text{Func}(\mathcal{E}G, \varphi \text{-mod})|$  

By Lemma A.2, we may choose $\delta : \text{Hom}(\varphi \text{-mod}) \to \mathbb{R}_+$ satisfying (2) and, for every $x_1 \in X$, a section $s_{x_1}$ which satisfies the requirements of statement (ii).

Let $m \in \mathbb{N}$ and $(g_0, g_1, \ldots, g_{m-1}) \in G^n$. Then, for every $0 \leq i_0 < \cdots < i_m \leq N$, we define the map

$$\alpha_{N,x_1,(g_0,\ldots,g_{m-1})}^{(i_0\ldots,i_m)} : \mathcal{N}(\mathcal{E})_N \times \Delta^N \to E^{\oplus n}$$

as the one which maps any pair $((F_0 \to \cdots \to F_N), (t_0, \ldots, t_N))$ to

$$t_{i_0} \prod_{j=1}^{m} t_{j_i} \delta \left[ \eta_{i_{j-1}}(g_{j-1}) \circ \cdots \circ \eta_{j-1}(g_{j-1}) \right] \eta_{i_0-1}(g_0) \circ \cdots \circ \eta_0(g_0)^{-1}(s_{x_1}(F_{i_0}(g_0))).$$

We then set:

$$\alpha_{N,x_1,(g_0,\ldots,g_{m-1})} : \begin{cases} \mathcal{N}(\mathcal{E})_N \times \Delta^N \to E^{\oplus n} \\ (x,t) \mapsto 0 \leq i_0 < \cdots < i_m \leq N \alpha_{N,x_1,(g_0,\ldots,g_{m-1})}^{(i_0\ldots,i_m)}(x,t). \end{cases}$$

Notice that $\alpha_{N,x_1,(g_0,\ldots,g_{m-1})}$ is continuous and, for any $x = F_0 \to \cdots \to F_N$ and any $t \in \Delta^N$, one has $\alpha_{N,x_1,(g_0,\ldots,g_{m-1})}(x,t) \in (EF_{i_0}(g_0))^n$.

Set now

$$U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)} := (\alpha_{N,x_1,(g_0,\ldots,g_{m-1})})^{-1}(\tilde{E})$$

and notice that this is an open subset of $\mathcal{N}(\mathcal{E})_N \times \Delta^N$ since $\tilde{E}$ is an open subset of $E^{\oplus n}$. Denote by $\pi_N : \mathcal{N}(\mathcal{E})_N \times \Delta^N \to |\mathcal{E}|$ the canonical projection.

**Proposition A.5.**

(i) $U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)} := \bigcup_{N=0}^{\infty} \pi_N(U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)})$ is an open subset of $|\mathcal{E}|$.

(ii) $\forall N \in \mathbb{N}, \pi_N^{-1}(U_{x_1,(g_0,\ldots,g_{m-1})}) = U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)}$.  
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(iii) $\forall (N,N') \in \mathbb{N}^2, \forall f \in \text{Hom}_{\Delta}([N],[N']), \forall (x = F_0 \to \ldots \to F_{N'}, t) \in N(\mathcal{E})_{N'} \times \Delta^N,\\
\alpha_{N,x_1,(g_0,\ldots,g_{m-1})}(f_* (x), t) = (\eta f(0) - 1(g_0) \circ \cdots \circ \eta_0(g_0)) (\alpha_{N',x_1,(g_0,\ldots,g_{m-1})}(x, f^*(t)))
\]
with the convention that $\eta f(0) - 1(g_0) \circ \cdots \circ \eta_0(g_0) = \text{id}_{F_{\eta_0}(g_0)}$ when $f(0) = 0$.

(iv) $(U_{x_1,(g_0,\ldots,g_{m-1})})_{x_1 \in X, m \in \mathbb{N}, (g_0,\ldots,g_{m-1}) \in \mathcal{G}^m}$ is a cover of $[\mathcal{E}]$.

Proof. We first prove (ii). It suffices to prove the following facts:

$$\forall N \in \mathbb{N}, \forall (x, t) \in N(\mathcal{E})_{N} \times \Delta^{N+1}, \forall i \in [N],$$

$$\begin{align*}
(s_i^{N+1}(x), t) &\in U_{x_1,(g_0,\ldots,g_{m-1})}^{(N+1)} (x, \sigma_i^{N+1}(t)) \in U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)}
\end{align*}$$

and

$$\forall N \in \mathbb{N}, \forall (x, t) \in N(\mathcal{E})_{N+1} \times \Delta^{N}, \forall i \in [N + 1],$$

$$(x, \delta_i^{N}(t)) \in U_{x_1,(g_0,\ldots,g_{m-1})}^{(N+1)} (x, \delta_i^{N}(t)) \in U_{x_1,(g_0,\ldots,g_{m-1})}^{(N)}.$$  

Let $0 \leq i_0 < \cdots < i_m \leq N + 1$, let $i \in [N], x \in N(\mathcal{E})_{N'}$ and $t \in \Delta^{N+1}$. If there exists an index $j$ such that $i = i$ and $i_{j+1} < i + 1$, then $\delta(\eta_0) = \delta(\text{id}_{F_{\eta_0}(0)}) = 0$, and so

$$\alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(s_i^{N+1}(x), t) = 0.$$  

If there exists an index $j$ such that $i = i$ and $i_{j+1} > i + 1$, we set $i' = i_{i,j}$ when $l \neq j$, and $i'_j = i_{j+1}$. Also, for $l \in [m]$, we set $i'' = \sigma_i^{N+1}(i_l)$. We may then check that

$$\begin{align*}
\alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(s_i^{N+1}(x), t) + \alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i'_m)}(s_i^{N+1}(x), t) &= \alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i''_m)}(x, \sigma_i^{N+1}(t)).
\end{align*}$$

If $\{i, i + 1\} \cap \{i_j, 0 \leq j \leq m\} = \emptyset$, we still set $i''_l = \sigma_i^{N+1}(i_l)$ for any $l \in [m]$. It follows that

$$\alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(s_i^{N+1}(x), t) = \alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i''_m)}(x, \sigma_i^{N+1}(t)).$$

Summing the previous equalities yields

$$\alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(s_i^{N+1}(x), t) = \alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i'_m)}(x, \sigma_i^{N+1}(t))$$

and (iii) follows right away.

Let $0 \leq i_0 < \cdots < i_m \leq N + 1$, $i \in [N + 1], x \in N(\mathcal{E})_{N+1}$ and $t \in \Delta^N$. We write $x = F_0 \to \ldots \to F_{N'}$. If there exists an index $j$ such that $i_j = i$, then

$$\alpha_{N+1,x_1,(g_0,\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(x, \delta_i^{N}(t)) = 0.$$
Otherwise, we set \( i'_j = \sigma_i^{N+1} \) for all \( j \in [m] \).

When \( i > 0 \),
\[
\alpha_{N+1,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(x,\delta_i^N(t)) = \alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i'_0,\ldots,i'_m)}(d_i^N(x),t).
\]

Also
\[
\eta_0(g_0) \left( \alpha_{N+1,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(x,\delta_i^N(t)) \right) = \alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i'_0,\ldots,i'_m)}(d_i^N(x),t).
\]

Summing these equalities when yields
\[
\left\{ \begin{array}{l}
i > 0 \Rightarrow \alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(d_i^N(x),t) = \alpha_{N+1,x_1,(g_{0},\ldots,g_{m-1})}^{(i'_0,\ldots,i'_m)}(x,\delta_i^N(t)) \\
\alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i'_0,\ldots,i'_m)}(d_i^N(x),t) = \eta_0(g_0) \left( \alpha_{N+1,x_1,(g_{0},\ldots,g_{m-1})}^{(i'_0,\ldots,i'_m)}(x,\delta_i^N(t)) \right).
\end{array} \right.
\]

and (4) follows right away. This proves both statements (ii) and (iii), and (i) then follows from (ii) and the fact that \( U^{(N)} \) is an open subset of \( \mathcal{N}(\mathcal{E})_N \times \Delta^N \).

Let \( y \in |\mathcal{E}| \). Then there exists an integer \( m \in \mathbb{N} \), a non-degenerate \( m \)-simplex \( x \in \mathcal{N}(\mathcal{E})_m \) and a point \( \alpha \in \Delta^m \) such that \( y = \pi_m(x,\alpha) \). Since \( x = F_0 \to F_1 \to \cdots \to F_m \) is non-degenerate, there exists, for all \( i \in [m-1] \), an element \( g_i \in G \) such that \( \delta(\eta(g_i)) \neq 0 \). We simply remark that \( (x,\alpha) \in U_{F_0(g_0),(g_0,\ldots,g_{m-1})} \), which proves statement (iv).

The open subsets \( U_{x_1,(g_{0},\ldots,g_{m-1})} \) are defined in such a way that, for every \( N \in \mathbb{N} \), and every \( (x,t) \in \mathcal{N}(\mathcal{E})_N \times \Delta^N \) such that \( [x,t] \in U_{x_1,(g_{0},\ldots,g_{m-1})} \): if we write \( x = F_0 \to F_1 \to \cdots \to F_N \), then the map \( \alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(x,t) \) provides a continuous way (with respect to \( (x,t) \)) to choose a basis in the fiber of \( F_0(g_0) \).

In the next step, this is used, in conjunction with the maps \( \psi_{g,m} \), to construct local sections of the bundle \( |\mathcal{F}| \to |\mathcal{E}| \).

A.3.3 Step 3: Local trivializations

We let \( \pi : |\mathcal{F}| \to |\mathcal{E}| \) denote the map induced by the functor \( \text{Func}(\mathcal{E}G, \varphi\text{-frame}) \to \text{Func}(\mathcal{E}G, \varphi\text{-mod}) \) discussed earlier. We will now write
\[
\alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)} : U_{x_1,(g_{0},\ldots,g_{m-1})}^{(N)} \to \tilde{E}
\]
when we actually mean the restriction of \( \alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)} \) to \( U_{x_1,(g_{0},\ldots,g_{m-1})}^{(N)} \).

We then consider, for every \( N \in \mathbb{N} \), the composite map
\[
\beta_{x_1,(g_{0},\ldots,g_{m-1})}^{(N)} : U_{x_1,(g_{0},\ldots,g_{m-1})}^{(N)} \to \mathcal{N}(\mathcal{E})_N \times \Delta^N \times \tilde{E} \to \mathcal{N}(\mathcal{F})_N \times \Delta^N,
\]
where the first map assigns \( (x,\alpha_{N,x_1,(g_{0},\ldots,g_{m-1})}^{(i_0,\ldots,i_m)}(x,t),t) \) to \( (x,t) \). Proposition [A.4] shows \( \beta_{x_1,(g_{0},\ldots,g_{m-1})}^{(N)} \) is continuous.
Proposition A.6. Let \( x_1 \in X, \) \( m \in \mathbb{N}, \) and \( (g_0, \ldots, g_{m-1}) \in G^m. \)

(i) The maps \( \beta_{x_1}(g_0, \ldots, g_{m-1}), \) for \( N \in \mathbb{N}, \) induce a continuous map

\[
\beta_{x_1}(g_0, \ldots, g_{m-1}) : U_{x_1}(g_0, \ldots, g_{m-1}) \rightarrow |F|.
\]

(ii) The map \( \beta_{x_1}(g_0, \ldots, g_{m-1}) \) is a local section of \( \pi. \)

(iii) The map \( \varphi_{x_1}(g_0, \ldots, g_{m-1}) : \begin{cases} U_{x_1}(g_0, \ldots, g_{m-1}) \times GL_n(F) & \rightarrow \pi^{-1}(U_{x_1}(g_0, \ldots, g_{m-1})) \\ (x, M) & \mapsto \beta_{x_1}(g_0, \ldots, g_{m-1})(x).M \end{cases} \)

is a homeomorphism over \( U_{x_1}(g_0, \ldots, g_{m-1}). \)

Proof. (i) Let \( (N, N') \in \mathbb{N}^2, f \in \text{Hom}_{\Delta}([N], [N']), \) and \( (x, t) \in N'(\mathcal{E})_{N'} \times \Delta^N \) such that \( (x, f^*(t)) \in U_{x_1}(g_0, \ldots, g_{m-1}). \) If \( \beta_{x_1}(g_0, \ldots, g_{m-1})(x, f^*(t)) = (y, s) \) and \( \beta_{x_1}(g_0, \ldots, g_{m-1})(f_*(x), t) = (y', s'), \) we have to prove that \( s = f^*(s') \) and \( y' = f_*(y). \) The first identity is obvious from the definition of \( \beta_{x_1}(g_0, \ldots, g_{m-1}). \) The second one may be restated as:

\[
\psi_{g_0, N'}(x, \alpha_{N', x_1}(g_0, \ldots, g_{m-1})(x, f^*(t))) = \psi_{g_0, N}(f_*(x), \alpha_{N, x_1}(g_0, \ldots, g_{m-1})(f_*(x), t))
\]

However \( \alpha_{N, x_1}(g_0, \ldots, g_{m-1})(f_*(x), t) = \epsilon_{f(0)}(g_0) \cdots \epsilon_{g_0}(g_0) \) \( \alpha_{N', x_1}(g_0, \ldots, g_{m-1})(x, f^*(t)) \). Hence follows from Lemma [Lemma A.3]. This proves (i) since the maps \( \beta_{x_1}(g_0, \ldots, g_{m-1}) \) are continuous.

(ii) is an obvious consequence of the definition of \( \beta_{x_1}(g_0, \ldots, g_{m-1}). \)

(iii) The map \( \varphi_{x_1}(g_0, \ldots, g_{m-1}) \) is clearly continuous, and clearly bijective since \( \beta_{x_1}(g_0, \ldots, g_{m-1}) \) is a local section of \( \pi. \) It remains to prove the continuity of its inverse map: the composite of it with the projection on the first factor is the continuous map \( \pi|\pi^{-1}(U_{x_1}(g_0, \ldots, g_{m-1})). \) The composite with the projection on the second factor is the map

\[
\begin{cases} \pi^{-1}(U_{x_1}(g_0, \ldots, g_{m-1})) & \rightarrow GL_n(F) \\ x & \mapsto M \text{ such that } x = \beta_{x_1}(g_0, \ldots, g_{m-1})(x).M \end{cases}
\]

Setting \( V := U_{x_1}(g_0, \ldots, g_{m-1}), \) it may be seen as the composite map

\[
\pi^{-1}(V) \xrightarrow{(id, \beta_{x_1}(g_0, \ldots, g_{m-1}) \circ \pi)} \pi^{-1}(V) \times \pi^{-1}(V) \xrightarrow{x} GL_n(F),
\]

and is thus continuous. Therefore \( \varphi_{x_1}(g_0, \ldots, g_{m-1}) \) is a homeomorphism.

We conclude that \( \varphi^{-\varphi}_{G} \rightarrow \text{Vec}_{G}^{\varphi} \) is a \((G, GL_n(F))\)-principal bundle.
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A.3.4 Step 4: $EVec^\vec{\phi}_G \to Vec^\vec{\phi}_G$ as a $G$-vector bundle

The fibers of $\pi': EVec^\vec{\phi}_G \to Vec^\vec{\phi}_G$ have natural structures of vector spaces which are inherited from those of the fibers of $E \to X$. The group $G$ acts on the left on $EVec^\vec{\phi}_G$ and the projection $EVec^\vec{\phi}_G \to Vec^\vec{\phi}_G$ is a $G$-map. Also, the action of $G$ on $EVec^\vec{\phi}_G$ restricts to linear isomorphisms on the fibers.

Take arbitrary $x_1 \in X$, $m \in \mathbb{N}$ and $(g_0, \ldots, g_{m-1}) \in G^m$, and set $V := U_{x_1, (g_0, \ldots, g_{m-1})}$. We may then consider the composite map

$$\varphi'_{x_1, (g_0, \ldots, g_{m-1})} : V \times F^n \xrightarrow{\beta_{x_1, (g_0, \ldots, g_{m-1})} \times \text{id}_{F^n}} \pi^{-1}(V) \times F^n \xrightarrow{\varphi} (\pi')^{-1}(V).$$

Proposition A.7. The map $\varphi'_{x_1, (g_0, \ldots, g_{m-1})}$ is a homeomorphism over $V$.

Proof. The continuity, the bijectivity, and the fiberwise linearity of $\varphi'_{x_1, (g_0, \ldots, g_{m-1})}$ are clear. It remains to prove that the projection of the inverse map on the second factor is continuous. However this projection is no other than the (obviously continuous) composite map

$$\left((\pi')^{-1}(V) \xrightarrow{(\text{id}_{\pi^{-1}(V)}, \varphi)} (\pi')^{-1}(V) \times \pi^{-1}(V) \xrightarrow{\varphi} F^n\right).$$

Obviously, the transitions between the trivialization maps constructed for $\pi$ are identical to the transitions between the trivialization maps constructed for $\pi'$. Therefore, $EVec^\vec{\phi}_G \to Vec^\vec{\phi}_G$ is an $n$-dimensional vector bundle, hence a $G$-vector bundle.

It remains to check that $\tilde{Vec}_G \times_{GL_n(F)} F^n \rightarrow EVec^\vec{\phi}_G$ is an isomorphism of vector bundles over $Vec^\vec{\phi}_G$ (since we already know that it is continuous and equivariant). This comes from the surjectivity of the map $\tilde{Vec}_G \times F^n \rightarrow EVec^\vec{\phi}_G$ and from the fact that the two vector bundles involved share the same dimension. This completes the proof of Theorem 2.6.

Remark 17. We have claimed in Section 2.5 that theorems similar to Theorem 2.6 hold for $G$-Hilbert bundles and $G$-simi-Hilbert bundles. Their proofs are almost identical, the only noticeable difference being in the construction of the maps $\beta_{x_1, (g_0, \ldots, g_{m-1})}^{(N)}$: here, after using the maps $\alpha_{x_1, (g_0, \ldots, g_{m-1})}$, we need to use the orthonormalization process (resp. the simi-orthonormalization process) to obtain orthonormal bases (resp. simi-orthonormal bases) of the fibers of $\varphi$. This works because the process is continuous and compatible with the action of $U_n(F)$ (resp. of $GU_n(F)$).

B On the homotopy type of $(\text{Vec}_G^{F,\infty})^H$

Here, we fix a Lie group $G$, a compact subgroup $H$ of $G$, and define $\text{Rep}_F(H)$ as the monoid of isomorphism classes of finite-dimensional linear representations of $G$.
Our aim is to prove Theorem 4.6 which we restate for convenience:

**Theorem B.1.** Let $G$ denote a Lie group, and $H$ be a compact subgroup of $G$. Then each one of the spaces $(\text{Vec}_G F, \infty)^H$, $(i \text{Vec}_G F, \infty)^H$ and $(s \text{Vec}_G F, \infty)^H$ has the homotopy type of a CW-complex.

We will only give the details in the case of $\text{Vec}_G F, \infty$. The strategy is as follows: recall from Proposition 3.2 that $\text{Vec}_G F, \infty$ and $\text{Vec}_G \gamma(F)$ have the same equivariant homotopy type. In Section B.1.1 we will consider the restriction functor

$$\text{res}_H : \text{Func}(\mathcal{E} G, \gamma(F)\text{-mod})^H \longrightarrow \text{Func}(B H, \gamma(F)\text{-mod}),$$

and, in Section B.1.3 we construct a section of it

$$\text{ext}_H : \text{Func}(B H, \gamma(F)\text{-mod}) \longrightarrow \text{Func}(\mathcal{E} G, \gamma(F)\text{-mod})^H$$

with a continuous equivalence of functors between $\text{ext}_H \circ \text{res}_H$ and $\text{id}_{\text{Func}(\mathcal{E} G, \gamma(F)\text{-mod})^H}$. We will deduce that $|\text{res}_H| : (\text{Vec}_G F, \infty)^H \longrightarrow |\text{Func}(B H, \gamma(F)\text{-mod})|$ is a homotopy equivalence. In Section B.2.2 we will prove that $N(\text{Func}(B H, \gamma(F)\text{-mod}))_m$ has the homotopy type of a CW-complex for every $m \in \mathbb{N}$, and it will follow that its thick realization $|\text{Func}(B H, \gamma(F)\text{-mod})|$ also does (cf. Appendix A of [14]). We will also show that $\text{Func}(B H, \gamma(F)\text{-mod})$ is a good simplicial space in the sense of Segal (cf. again [14]), deduce that $\|\text{Func}(B H, \gamma(F)\text{-mod})\|$ is homotopy equivalent to $|\text{Func}(B H, \gamma(F)\text{-mod})|$, and conclude that $(\text{Vec}_G F, \infty)^H$ has the homotopy type of a CW-complex.

### B.1 A homotopy equivalence from $(\text{Vec}_G F, \infty)^H$ to $\text{Func}(B H, \gamma(F)\text{-mod})$

Proposition 3.2 shows that the map $\text{Vec}_G \gamma^{(m)}(F) \rightarrow \text{Vec}_G^{F,m}$ is an equivariant homotopy equivalence for any $m \in \mathbb{N}^* \cup \{\infty\}$. It will thus suffice to show that $(\text{Vec}_G \gamma(F))^H$ has the homotopy type of a CW-complex.

#### B.1.1 The functor $\text{res}_H : \text{Func}(\mathcal{E} G, \gamma(F)\text{-mod})^H \rightarrow \text{Func}(B H, \gamma(F)\text{-mod})$

Let $f : \mathcal{E} G \rightarrow \gamma(F)\text{-mod}$ be a continuous functor which is invariant for the action of $H$ on $\mathcal{E} G$ by right-multiplication. Then, for all $h \in H$, $f(h) = f(1_G)$, and $\forall(h, h') \in H^2$, $f(1_G, hh') = f(h', hh') \circ f(1_G, h') = f(1_G, h) \circ f(1_G, h')$. The functor $f$ thus induces a covariant functor

$$f_{|H} : \begin{cases} B H & \longrightarrow \gamma(F)\text{-mod} \\ * & \mapsto f(1_G) \\ h & \mapsto f(1_G, h). \end{cases}$$

Given a natural transformation $\alpha : f \rightarrow f'$ between two functors that are invariant by the action of $H$, we may consider the restriction $\alpha_{|H} : f_{|H} \rightarrow f'_{|H}$.
defined by $\alpha_{1_H} : f(1_G) \alpha(1_G) f'(1_G)$. This yields a continuous functor

$$\text{res}_H : \text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H \to \text{Func}(BH, \gamma(F)\text{-mod}).$$

Taking geometric realizations, yields a continuous map

$$|\text{res}_H| : \left(\text{Vec}_{\gamma (F)} G\right)^H \to |\text{Func}(BH, \gamma(F)\text{-mod})|.$$

We will prove that it is a homotopy equivalence.

### B.1.2 A decomposition of $\text{Func}(BH, \gamma(F)\text{-mod})$

From now on, we set $J = \text{Rep}_F(H)$. To every object $f$ of $\text{Func}(BH, \gamma(F)\text{-mod})$ is assigned the linear representation

$$\begin{cases} H & \to f(*) \\ h & \mapsto f(h). \end{cases}$$

For any $j \in J$, we let $\text{Func}_j(BH, \gamma(F)\text{-mod})$ denote the full subcategory of $\text{Func}(BH, \gamma(F)\text{-mod})$ whose objects are the functors whose corresponding linear representation of $H$ has $j$ as its isomorphism class.

**Proposition B.2.** We have the following decomposition of topological categories:

$$\text{Func}(BH, \gamma(F)\text{-mod}) = \coprod_{j \in J} \text{Func}_j(BH, \gamma(F)\text{-mod}).$$

**Proof.** If we consider a morphism $f \xrightarrow{\alpha} f'$ in $\text{Func}(BH, \gamma(F)\text{-mod})$, then $\alpha$ induces an isomorphism between the representations respectively associated to $f$ and $f'$. Therefore $\text{Func}(BH, \gamma(F)\text{-mod})$ and $\coprod_{j \in J} \text{Func}_j(BH, \gamma(F)\text{-mod})$ are isomorphic as categories. We now need to prove that, for all $j \in J$, the category $\text{Func}_j(BH, \gamma(F)\text{-mod})$ is open in $\text{Func}(BH, \gamma(F)\text{-mod})$, and it suffices to show it for the spaces of objects.

We start by pointing out that

$$\text{Func}(BH, \gamma(F)\text{-mod}) = \text{Func}\left( BH, \coprod_{n \in \mathbb{N}} (\gamma_n(F)\text{-mod}) \right) = \coprod_{n \in \mathbb{N}} \text{Func}(BH, \gamma_n(F)\text{-mod}).$$

Let $f : BH \to \gamma_n(F)\text{-mod}$ be a continuous functor and define

$$\chi_f : \begin{cases} H & \to F \\ h & \mapsto \text{Tr}(f(h)) \end{cases}$$

as the character associated to $f$.

We then check that the following map is continuous:

$$\chi^{(n)} : \begin{cases} \text{Ob} (\text{Func}(BH, \gamma_n(F)\text{-mod})) & \to L^2(H) \\ f & \mapsto \chi_f \end{cases}$$
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By construction, $\gamma_n(F) - \text{mod} = \lim_{m \to \infty} (\gamma^m_n(F) - \text{mod})$. It thus suffices to show that the restriction of $\chi^{(n)}$ to $\text{Ob}(\text{Func}(BH, \gamma^m_n(F) - \text{mod}))$ is continuous for any $m \in \mathbb{N}$. Let $f$ be an object of $\text{Func}(BH, \gamma^m_n(F) - \text{mod})$ and let $U_f$ denote the set of objects $f'$ of $\text{Func}(BH, \gamma^m_n(F) - \text{mod})$ for which $f'(*) \cap f(*) = \{0\}$. We choose an isomorphism $\varphi : f(*) \to F^n$ and notice that $U_{f(*)}$ is an open neighborhood of $f$ in $\text{Ob}(\text{Func}(BH, \gamma^m_n(F) - \text{mod}))$.

We then remark that the restriction of $\chi^{(n)}$ to $U_{f(*)}$ is the composite of the map

$$
\begin{align*}
U_{f(*)} & \to \text{Hom}(H, GL_n(F)) \\
 f' & \mapsto h \mapsto \left( \varphi \circ \pi_{f(*)}^f \right) \circ f'(h) \circ \left( \varphi \circ \pi_{f(*)}^f \right)^{-1},
\end{align*}
$$

and of the continuous map $\text{Hom}(H, GL_n(F)) \to L^2(H)$ induced by composing with the trace map $\text{Tr} : M_n(F) \to F$, both of which are easily shown to be continuous. This shows that $\chi^{(n)}$ is continuous.

By the theory of linear representations of compact groups (cf. [1]), two objects of $\text{Func}(BH, \gamma_n(F) - \text{mod})$ have the same image by $\chi^{(n)}$ if and only if their associated representations are isomorphic. Also, the image of $\chi^{(n)}$ is a discrete subset of $L^2(H)$. This proves that $\text{Func}(BH, \gamma_n(F) - \text{mod}) = \prod_{j \in J} \text{Func}_j(BH, \gamma_n(F) - \text{mod})$.

\[ \square \]

**B.1.3 The construction of $\text{ext}_H$**

Given a continuous functor $f : BH \to \gamma(F) - \text{mod}$, we wish to find an $H$-invariant continuous functor $\tilde{f} : EG \to \gamma(F) - \text{mod}$ whose restriction is $f$ (by the preceding construction), and to do this in a continuous way with respect to $f$. Here is the strategy: we let $V : H \to GL_n(F)$ denote a homomorphism which is isomorphic to the linear representation of $H$ associated to $f$, and we consider only functors $f' : BH \to \gamma(F) - \text{mod}$ whose associated linear representation of $H$ is isomorphic to $V$. In Step 1, every such $f'$ is considered as being associated to

$$
\begin{align*}
H & \to B_n(F^{(\infty)}) \\
h & \mapsto f'(h) [B'] = B' V(h)
\end{align*}
$$

for some basis $B'$ of $f'(*)$.

Then we extend the map

$$
\begin{align*}
H \times B_n(F^{(\infty)}) & \to B_n(F^{(\infty)}) \\
(h, B) & \mapsto B V(h)
\end{align*}
$$

to a continuous map $G \times B_n(F^{(\infty)}) \to B_n(F^{(\infty)})$ which is equivariant for a certain group action. We use this last map to assign an $H$-invariant continuous functor $EG \to \gamma(F) - \text{mod}$ to every $f'$. In Step 2, we prove that this construction is continuous with respect to $f'$, by proving that the choice of $B'$ may locally be made continuous with respect to $f$. This construction is extended to morphisms in Step 3, where the claimed properties are checked.

**Step 1:** Constructing $\text{ext}^V_H : \text{Ob}(\text{Func}_j(BH, \gamma(F) - \text{mod}) \to \text{Ob}(\text{Func}(EG, \gamma(F) - \text{mod}))$

Let $j \in J$ and $V : H \to GL_n(F)$ be a linear representation of $H$ with isomor-
We deduce that the map $\beta$ on $\text{Hom}_F(H, GL_n(F))$ denote the space consisting of the linear representations of $H$ that are isomorphic to $V$. Finally, recall the decomposition $\text{Hom}(H, GL_n(F)) = \text{Hom}_{j_0}(H, GL_n(F))$.

For the canonical right-action of $H$ on $G$, the pair $(G, H)$ is a relative $H$-CW-complex. The action of $GL(V)$ on $B_n(F^{(\infty)})$ induces a right-action of $GL_V(F)$ on $B_n(F^{(\infty)})$. Moreover, for every $k \in \mathbb{N}^*$, $B_n(F^k)$ has a structure of smooth manifold such that $B_n(F^{k-1})$ is a closed smooth submanifold; the action of $GL(V)$ on $B_n(F^k)$ is free (and therefore proper), smooth, and stabilizes $B_n(F^{k-1})$. We deduce from Theorems I and II of [6] that $(B_n(F^k), B_n(F^{k-1}))$ is a relative $GL(V)$-CW-complex. Therefore, for every $k \in \mathbb{N}^*$, the pair $(G \times B_n(F^k), (H \times B_n(F^k)) \cup (G \times B_n(F^{k-1})))$ is a relative $(H \times GL_V(F))$-CW-complex.

The action of $H \times GL_V(F)$ on $G \times B_n(F^j)$ is free. Finally, we may consider the right-action of $H$ on $B_n(F^{(\infty)})$ defined by $B.x = B.V(x)$ for every $x \in H$ and every $B \in B_n(F^{(\infty)})$. This action is compatible with the right-action of $GL(V)$ on $B_n(F^{(\infty)})$. This yields a right-action of $H \times GL_V(F)$ on $B_n(F^{(\infty)})$.

**Lemma B.3.** The map $(1_G, x) \mapsto x$ on $\{1_G\} \times B_n(F^{(\infty)})$ may be extended to an $(H \times GL_V(F))$-map:

$$\gamma_V : G \times B_n(F^{(\infty)}) \rightarrow B_n(F^{(\infty)}).$$

**Proof.** We use an induction process. Assume that, for some $k \in \mathbb{N} \setminus \{0, 1\}$, we have an equivariant map $\gamma_{k-1} : G \times B_n(F^{k-1}) \rightarrow B_n(F^{(\infty)})$ such that $\forall x \in B_n(F^{k-1}), \gamma_{k-1}(1_G, x) = x$. The action of $H$ on $B_n(F^{(\infty)})$, together with the inclusion of $B_n(F^k)$ into $B_n(F^{(\infty)})$, define an $(H \times GL_V(F))$-map:

$$\beta_V^k : \begin{cases} H \times B_n(F^k) & \rightarrow B_n(F^{(\infty)}) \\ (h, B) & \mapsto B.V(h). \end{cases}$$

This yields an $(H \times GL_V(F))$-map:

$$(H \times B_n(F^k)) \cup (G \times B_n(F^{k-1})) \xrightarrow{\beta_V^k \cup \gamma_{k-1}} B_n(F^{(\infty)}),$$

which we want to extend to $G \times B_n(F^k)$. However, $H \times GL_V(F)$ acts freely on $G \times B_n(F^k)$, and the projection $B_n(F^{(\infty)}) \rightarrow *$ is a homotopy equivalence. We deduce that the map $\beta_V^k \cup \gamma_{k-1}$ extends to an $(H \times GL_V(F))$-map $\gamma_V^k : G \times B_n(F^k) \rightarrow B_n(F^{(\infty)})$ which has the required property. Therefore, the $\gamma_V^k$’s yield an $(H \times GL_V(F))$-map $\gamma_V : G \times B_n(F^{(\infty)}) \rightarrow B_n(F^{(\infty)})$. \hfill $\square$

Let $f \in X_j$ and $B_f$ a basis such that $\varphi_V(B_f) = f$. We set

$$\text{ext}_V^f(f)(1_G, g) : B_f \mapsto \gamma_V(g, B_f).$$
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This definition does not depend on the choice of $B_f$. Indeed, if $B'_f$ is another possible basis, there exists an $M \in \text{GL}_V(F)$ such that $B'_f = B_f M$, and so $\gamma_V(g, B'_f) = \gamma_V(g, B_f). M$ (since $\gamma_V$ is an $(H \times \text{GL}_V(F))$-map). Therefore, the same linear isomorphism maps $B_f$ to $\gamma_V(g, B_f)$, and $B'_f$ to $\gamma_V(g, B'_f)$. The map $\text{ext}^V_H(f)$ can then easily be extended to a continuous functor $\mathcal{E}G \to \gamma(F)$-mod.

For any $h \in H$, $\gamma_V(h, B_f) = B_f h = B_f V(h) = f(h|B_f)$, and so $\text{ext}^V_H(f)(1_G, h) = f(h)$. This proves that $\text{res}_H(\text{ext}^V_H(f)) = f$.

For any $h \in H$ and $g \in G$, $\gamma_V(gh, B_f) = \gamma_V(g, B_f) h$, and

$$\text{ext}^V_H(f)(1_G, g) \circ \text{ext}^V_H(f)(1_G, h) : B_f \mapsto B_f h \mapsto \gamma_V(g, B_f) h = \gamma_V(gh, B_f).$$

Therefore $\text{ext}^V_H(f)(1_G, gh) = \text{ext}^V_H(f)(1_G, g) \circ \text{ext}^V_H(f)(1_G, h)$. This proves that $\text{ext}^V_H(f) : \mathcal{E}G \to \gamma(F)$-mod is invariant by the right-action of $H$.

**Step 2: Continuity of $\text{ext}^V_H : X_j \to \text{Ob(Func(} \mathcal{E}G, \gamma(F)$-mod$)$**

The action of $\text{GL}_n(F)$ on $\text{Hom}(H, \text{GL}_n(F))$ by conjugation is continuous; the orbit of $V$ is $\text{Hom}_j(H, \text{GL}_n(F))$ and its isotropy subgroup $\text{GL}_V(F)$. This yields a continuous bijection

$$\alpha_V : \frac{\text{GL}_n(F)/\text{GL}_V(F)}{[\phi]} \to \text{Hom}_j(H, \text{GL}_n(F)), \quad \phi \mapsto \phi \circ V \circ \phi^{-1}.$$ 

By Theorem 2.3.2 of [10], $\alpha_V$ is a homeomorphism since $\text{Hom}_j(H, \text{GL}_n(F))$ is locally compact (cf. [3]) and $\text{GL}_n(F)$ is a $\sigma$-compact Lie group.

Recall that $B_n(F^{(\infty)})$ denotes the limit of the sequence $B_n(F^j) \to B_n(F^{j+1}) \to \ldots$, and that the canonical projection $\gamma_n : B_n(F^{(\infty)}) \to G_n(F^{(\infty)})$ defines a $\text{GL}_n(F)$-principal bundle. Let $B \in B_n(F^{(\infty)})$. To $B$ may be assigned a continuous map:

$$\varphi_V(B) : \begin{cases} H &\to \text{GL(}\text{Vect}_F(B)) \\ h &\mapsto [B \mapsto B.V(h)] \end{cases}$$

which is simply the conjugate of $V$ by the unique isomorphism from $F^n$ to $\text{Vect}_F(B)$ which maps the canonical basis of $F^n$ to $B$. In particular, $\varphi_V(B)$ is a linear representation of $H$ and is isomorphic to $V$. Also, for every $B' \in B_n(F^{(\infty)})$, we have $\varphi_V(\psi(B)) = \psi \circ \varphi_V(B) \circ \psi^{-1}$, where $\psi : B \mapsto B'$.

**Lemma B.4.** The map $\varphi_V : \begin{cases} B_n(F^{(\infty)}) &\mapsto X_j \\ B &\mapsto \varphi_V(B) \end{cases}$ is a $\text{GL}_V(F)$-principal bundle.

**Proof.** Notice first that $\varphi_V$ is continuous since it is the composite of

$$\begin{cases} B_n(F^{(\infty)}) &\to \text{Hom}(\gamma(F)$-frame$)^H \\ B &\mapsto [h \mapsto (B, B.V(h))] \end{cases}$$

with $\text{Hom}(\gamma(F)$-frame$)^H \to \text{Hom}(\gamma(F)$-mod$)^H$ induced by composition of the canonical functor $\gamma(F)$-frame $\to \gamma(F)$-mod.

Given $f \in X_j$, there is a linear isomorphism $\psi : F^n \to f(*)$ such that the representation associated to $f$ is the conjugate of $V$ by $\psi$. If we let $B$ denote
the image of the canonical basis of $F^n$ by $\psi$, then $f = \varphi_V(B)$. This shows $\varphi_V$ is onto.

Let $B \in B_n(F^{(\infty)})$ and $M \in \text{GL}_V(F)$. Then $M$ commutes with $V(h)$ for every $h \in H$ and it follows that $\varphi_V(B,M) = \varphi_V(B)$. If $B$ and $B'$ have the same image by $\varphi$, then the unique $M \in \text{GL}_V(F)$ such that $B,M = B'$ commutes with $V(h)$ for every $h \in H$, and therefore belongs to $\text{GL}_V(F)$. We deduce that the fiber of $\varphi_V$ over any $f \in X_j$ is isomorphic to $\text{GL}_V(F)$. We now simply need to find local trivializations of $\varphi_V$, and in order to do so, it suffices to construct local sections since $B_n(F^{(\infty)}) \to \text{GL}_n(F^{(\infty)})$ is a $\text{GL}_n(F)$-principal bundle.

Let $f \in X_j$ and $B \in B_n(F^{(\infty)})$ be a basis such that $\varphi_V(B) = f$. Set $X^f_j := \{g \in X_j : g(*) = f(*)\}$. The projection: $\begin{cases} \text{GL}_n(F) \to X^f_j \\ M \to \varphi_V(B,M) \end{cases}$ then defines a $\text{GL}_V(F)$-principal bundle. Indeed, if $\varphi_V(B) = f$, the linear isomorphism from $F^n$ to $f(*)$ which maps the canonical basis of $F^n$ to $B$ induces an isomorphism from $X^f_j$ to $\text{Hom}(H, \text{GL}_n(F))$, and we may then use the fact that $\alpha V$ is a homeomorphism and that $\text{GL}_n(F) \to \text{GL}_n(F)/\text{GL}_V(F)$ is a $\text{GL}_V(F)$-principal bundle since $\text{GL}_V(F)$ is a Lie subgroup of $\text{GL}_n(F)$ (cf. Theorem 4.3 of [1]).

Let $\delta : U_f \to \text{GL}_n(F)$ denote a local section of the preceding $\text{GL}_V(F)$-principal bundle, where $U_f$ is an open neighborhood of $f \in X^f_j$, such that $\delta(f) = B$. Also, let $\beta : V_f \to B_n(F^{(\infty)})$ be a local section of the $\text{GL}_n(F)$-principal bundle $\gamma_n : B_n(F^{(\infty)}) \to \text{GL}_n(F^{(\infty)})$, where $V_f$ is an open neighborhood of $f(*)$ in $\text{GL}_n(F^{(\infty)})$, such that $\beta(f) = B$. For any $g \in X_j$ such that $g(*) \in \gamma_n^{-1}(V_f)$, we define $\psi_g : f(*) \to g(*)$ as the linear isomorphism which maps $B$ to $\beta(g(*))$. Then $g \mapsto \psi_g$ is continuous. Set then $V^f_j := \{g \in X_j : \psi_g \circ \psi_{g'} \in U_f\}$. Obviously, $V^f_j$ is an open neighborhood of $f$ in $X_V$, and we have a continuous map:

$$
\begin{cases}
V^f_j \to B_n(F^{(\infty)}) \\
g \mapsto \psi_g [B, \delta^{-1}(\circ g \circ \psi_{g'})]
\end{cases}
$$

This is a local section of $\varphi_V$. Indeed, let $g \in V^f_j$ and $g_1 = \psi^{-1}_g \circ g \circ \psi_{g'}$; then

$$
\varphi_V[\psi_g(B, \delta(g_1))] = \psi_g \circ \varphi_V[B, \delta(g_1)] \circ \psi^{-1}_g = \psi_g \circ g_1 \circ \psi^{-1}_g = g.
$$

We conclude that $\varphi_V$ is a $\text{GL}_V(F)$-principal bundle. \hfill \square

In order to prove that the map $\text{ext}^V_f : X_j \to \text{Func}(\mathcal{E}G, \mathcal{F})^H$ is continuous, it suffices to prove that the continuity of the map:

$$
\begin{cases}
G \times X_j \to \text{Hom}(\gamma(F)\text{-mod}) \\
(g, f) \mapsto \text{ext}^V_f(f)(1_G, g).
\end{cases}
$$

Let $f \in X_j$. We choose an open neighborhood $U$ of $f$ in $X_j$, together with a local section $s : U \to B_n(F^{(\infty)})$ of $\varphi_V$. Composing of the maps $G \times U \xrightarrow{\text{id}_G \times s} G \times
\begin{align*}
B_n(F^{(\infty)}), \ G \times B_n(F^{(\infty)}) & \xrightarrow{(\pi_2, \gamma)} B_n(F^{(\infty)}) \times B_n(F^{(\infty)}) \ (\text{where } \pi_2 \text{ denotes the projection on the second factor}), \text{ and} \\
\begin{cases}
B_n(F^{(\infty)}) \times B_n(F^{(\infty)}) & \to \text{Hom}(\gamma(F)\text{-mod)} \\
(B, B') & \mapsto [B \to B']
\end{cases}
\end{align*}

yields
\begin{align*}
\begin{cases}
G \times U & \to \text{Hom}(\gamma(F)\text{-mod)} \\
(g, f) & \mapsto \text{ext}_H^V(f)(1_G, g).
\end{cases}
\end{align*}

Since all three maps are continuous, their composite is continuous, hence so is ext$_H^V$.

**Step 3: The functor ext$_H$**

For every $j \in J$, we choose a representative $V$, and, since Func($BH, \gamma(F)\text{-mod}) = \coprod_{j \in J} \text{Func}_j(BH, \gamma(F)\text{-mod})$, we finally obtain a continuous map

$$\text{ext}_H : \text{Ob}(\text{Func}(BH, \gamma(F)\text{-mod})) \to \text{Ob}(\text{Func}(EG, \gamma(F)\text{-mod})^H)$$

such that res$_H(\text{ext}_H(f)) = f$ for all $f \in \text{Ob}(\text{Func}(BH, \gamma(F)\text{-mod}))$. We wish to extend this map to a functor \( \text{Func}(BH, \gamma(F)\text{-mod}) \rightarrow \text{Func}(EG, \gamma(F)\text{-mod})^H \).

This is based on the following lemma.

**Lemma B.5.** Let $(f, f') \in \text{Ob}(\text{Func}(EG, \gamma(F)\text{-mod})^H)^2$ together with a morphism $\alpha : \text{res}_H(f) \rightarrow \text{res}_H(f')$. Then there is a unique morphism $\tilde{\alpha} : f \rightarrow f'$ in \( \text{Func}(EG, \gamma(F)\text{-mod})^H \) such that $\alpha = \text{res}_H(\tilde{\alpha})$.

**Proof.** For all $g \in G$, we define $\tilde{\alpha}(g) : f(g) \rightarrow f'(g)$ as the unique linear isomorphism which makes the square

\[
\begin{array}{ccc}
f(g) & \xrightarrow{\tilde{\alpha}(g)} & f'(g) \\
\downarrow_{f(g, 1_G)} & & \downarrow_{f'(g, 1_G)} \\
f(1_G) & \xrightarrow{\alpha(\cdot)} & f'(1_G)
\end{array}
\]

commute. By definition, $\tilde{\alpha}$ is the unique morphism from $f$ to $f'$ in \( \text{Func}(EG, \gamma(F)\text{-mod}) \).

We only need to prove that it is invariant under the action of $H$. 
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Let then \((g, h) \in G \times H\), and consider the commutative diagram:

\[
\begin{array}{c}
\begin{array}{ccc}
f(gh) & \rightarrow & f'(gh) \\
\downarrow \alpha(gh) & & \downarrow \alpha'(gh) \\
(fgh, h) & \rightarrow & (f'h, h) \\
\downarrow \alpha(h) & & \downarrow \alpha'(h) \\
(fg, f(h, 1_G)) & \rightarrow & (f'g, f'(h, 1_G)) \\
\downarrow \alpha(g) & & \downarrow \alpha'(g) \\
(f(1_G), f(g, 1_G)) & \rightarrow & (f'(1_G), f'(g, 1_G))
\end{array}
\end{array}
\]

Since \(\alpha\) is a morphism from \(\text{res}_H(f)\) to \(\text{res}_H(f')\), we deduce that \(\alpha(h) = \alpha(1_G) = \alpha(1_G)\). Since \(f\) and \(f'\) are invariant under the action of \(H\), we have \(f(gh, h) = f(g, 1_G)\), and \(f'(gh, h) = f'(g, 1_G)\). We deduce that \(\alpha(gh) = \alpha(g)\).

Given a morphism \(\alpha : f \rightarrow f'\) in \(\text{Func}(BH, \gamma(F)\text{-mod})\), we now define \(\text{ext}_H(\alpha)\) as the morphism in \(\text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H\) which is associated to \(\text{ext}_H(f)\), \(\text{ext}_H(f')\) and \(\alpha\) as in Lemma [11.5]. That \(\text{ext}_H\) defines a functor is then obvious from the uniqueness in Lemma [11.5]. That \(\text{ext}_H\) is continuous on morphisms is also obvious, and we obtain a continuous functor

\[
\text{ext}_H : \text{Func}(BH, \gamma(F)\text{-mod}) \rightarrow \text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H.
\]

Obviously

\[
\text{res}_H \circ \text{ext}_H = \text{id}_{\text{Func}(BH, \gamma(F)\text{-mod})^H}.
\]

It remains to prove that \(|\text{ext}_H| \circ |\text{res}_H|\) is homotopic to the identity map of \(|\text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H|\). Let \(f\) be an object of \(\text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H\). Then \(\text{res}_H(f) = \text{res}_H((\text{ext}_H \circ \text{res}_H)(f))\), and we can thus consider the morphism \(f \rightarrow \text{ext}_H(\text{res}_H(f))\) of \(\text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H\) which is associated to \(f\), \(\text{ext}_H(\text{res}_H(f))\) and \(\text{id}_{f(1_G)}\) by Lemma [11.5]. This defines a continuous natural transformation

\[
\eta : \text{id}_{\text{Func}(\mathcal{E}G, \gamma(F)\text{-mod})^H} \rightarrow (\text{ext}_H \circ \text{res}_H)(f).
\]

Therefore \(|\text{ext}_H|\) is a homotopy inverse of \(|\text{res}_H|\).

**Conclusion:** The space \((\text{Vec}_G^F)\) has the homotopy type of \(|\text{Func}(BH, \gamma(F)\text{-mod})|\).

**Remarks** 18. (i) The previous constructions can also be achieved in the cases of \(i\text{Vec}_G^F\) and \(s\text{Vec}_G^F\). The only difference is that we need to consider Hilbert representations of \(H\). Proposition [11.2] obviously implies a similar result in these cases, since the topological categories \(\text{Func}(BH, \gamma(F)\text{-mod})\) and \(\text{Func}(BH, \gamma(F)\text{-smod})\) may be seen as embedded in \(\text{Func}(BH, \gamma(F)\text{-mod})\) (and since two Hilbert representations of \(H\) are isomorphic as linear representations of \(H\) if and only if they are isomorphic as Hilbert representations
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of $H$). The construction of $\text{ext}_H$ is then achieved by replacing $\text{GL}_n(F)$ by $U_n(F)$ (resp. by $\text{GU}_n(F)$), and free $n$-tuples by orthonormal $n$-tuples (resp. semi-orthonormal $n$-tuples). We deduce that $(i\text{Vec}_{F,\infty}^\infty)^H$ is homotopy equivalent to $|\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod})|$, and that $(s\text{Vec}_G^\infty)^H$ is homotopy equivalent to $|\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod})|$. Interestingly, we may prove directly from there that $(i\text{Vec}_{F,\infty}^\infty)^H$ is homotopy equivalent to $(s\text{Vec}_G^\infty)^H$. Indeed, any continuous functor from $\mathcal{B}H$ to $\gamma(F)\text{-mod}$ induces a functor from $\mathcal{B}H$ to $\gamma(F)\text{-mod}$, since $H$ is compact. We thus define a functor

$$
\begin{cases}
\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod}) & \rightarrow \text{Func}(\mathcal{B}H, \gamma(F)\text{-mod}) \\
f & \rightarrow f \\
\alpha : (f \rightarrow f') & \rightarrow \alpha : (f \rightarrow f'),
\end{cases}
$$

and it is easy to check that it induces a homotopy inverse of the inclusion $|\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod})| \subset |\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod})|$.

(ii) When $G$ is discrete, the previous construction may adapted to any of the spaces $\text{Vec}_{G}^{F,m}$, for $m \in \mathbb{N}^*$. By Lemma [B.5] it suffices to construct a section of the restriction map on objects. For every class $z$ in $G/H$, we choose an element $g_z \in G$ such that $[g_z] = z$. Let then $f : BH \rightarrow \gamma^{(m)}(F)\text{-mod}$. We define a functor $\tilde{f} : \mathcal{L}G \rightarrow \gamma^{(m)}(F)\text{-mod}$ by $\tilde{f}(1_G, g_z, h) := f(h)$ for all $z \in G/H$ and $h \in H$. We can easily check that this defines an $H$-invariant functor, that the map $f \mapsto \tilde{f}$ is continuous, and that res$_H(\tilde{f}) = f$. This proves that $(\text{Vec}_{G}^{F,m})^H$ is homotopy equivalent to $|\text{Func}(\mathcal{B}H, \gamma^{(m)}(F)\text{-mod})|$ for all $m \in \mathbb{N}$, whenever $G$ is discrete. The same line of reasoning also applies to $i\text{Vec}_{G}^{F,m}$ and $s\text{Vec}_{G}^{F,m}$.

**B.2 On the homotopy type of $|\text{Func}(\mathcal{B}H, \gamma(F)\text{-mod})|$**

In this section, we will prove the following result.

**Proposition B.6.** Let $j \in \text{Rep}_F(H)$ be an $n$-dimensional class. Then $|\text{Func}_j(\mathcal{B}H, \gamma(F)\text{-mod})|$ has the homotopy type of a CW-complex.

For any $k \in \mathbb{N}$, we set $\mathcal{C}_{j,k} := \text{Func}_j(\mathcal{B}H, \gamma_n^k(F)\text{-mod})$ and $\mathcal{C}_j := \text{Func}_j(\mathcal{B}H, \gamma_n(F)\text{-mod})$. Clearly, $\mathcal{C}_j = \lim_{k \in \mathbb{N}} \mathcal{C}_{j,k}$.

We will show that the nerve $(\mathcal{N}(\mathcal{C}_j)_m)_{m \in \mathbb{N}}$ of $\mathcal{C}_j$ is a good simplicial space (cf. Appendix A of [13]) and that each of its components $\mathcal{N}(\mathcal{C}_j)_m$ has the homotopy type of a CW-complex. To do so, we will equip the space $\mathcal{N}(\mathcal{C}_{j,k})_m$ with a structure of smooth manifold, for every pair $(k, m) \in \mathbb{N}^* \times \mathbb{N}$, and prove that these structures are compatible with standard inclusions.

**B.2.1 A structure of smooth manifold on $\mathcal{N}(\gamma_n^k(F)\text{-mod})_m$**

We start with a short reminder of the canonical manifold structure on $G_n(F^k)$. For every $x \in G_n(F^k)$, let $U_x$ denote the subspace of $G_n(F^k)$ consisting of those
elements $y$ such that $y \cap x^\perp = \{0\}$ and notice that $U_x$ is an open neighborhood of $x$ in $G_n(F^k)$. For any pair $(y,z)$ of subspaces of $F^k$, let $\pi^y_z$ denote the restriction to $y$ of the orthogonal projection on $z$. In the case $y = F^k$, we set $\pi_z := \pi^z_y$.

We then obtain a chart $\psi_x : \left\{ \begin{align*}
U_x \xrightarrow{\pi} L(x,x^\perp) \\
(y,B) &\mapsto \pi_y \circ (\pi^y_z)^{-1}.
\end{align*} \right.$ The chart transitions are smooth.

For every $x \in G_n(F^k)$, we choose an isomorphism $\alpha_x : F^n \cong x$ and set

$$\varphi_x : \begin{cases}
U_x \times \text{GL}_n(F) &\rightarrow \tilde{\gamma}_n^k(F)^{\text{-1}}(U_x) \\
(y,B) &\mapsto \pi_y(\alpha_x(B)).
\end{cases}$$

Clearly, $\varphi_x$ is a homeomorphism over $U_x$, whilst $(U_x,\varphi_x)_{x \in G_n(F^k)}$ is a system of local trivializations of $\tilde{\gamma}_n^k(F)$, and the trivialization transitions are smooth. We have just defined a structure of smooth $\text{GL}_n(F)$-principal bundle on $\tilde{\gamma}_n^k(F)$.

For $(x_0,\ldots,x_m) \in G_n(F^k)^{m+1}$, let $U_{x_0,\ldots,x_m}$ denote the set consisting of those $m$-simplices $y_0 \to \cdots \to y_m$ in $\mathcal{N}(\gamma^k_n - \text{mod})_m$ such that $y_i \in U_{x_i}$ for all $i \in \{0,\ldots,m\}$. The family $(U_{x_0,\ldots,x_m})_{(x_0,\ldots,x_m) \in G_n(F^k)^{m+1}}$ is an open cover of $\mathcal{N}(\gamma^k_n - \text{mod})_m$. We then obtain charts

$$\psi_{x_0,\ldots,x_m}^{(k)} : \begin{cases}
U_{x_0,\ldots,x_m} &\rightarrow \prod_{j=0}^{m} L(x_j,x^\perp_j) \times (\text{GL}_n(F))^m \\
(y_0 \to \ldots \to y_m) &\mapsto \left((\psi_{x_j}(y_j))_{0 \leq j \leq m}, (\alpha_{x_{j+1}}^{-1} \circ \pi_{x_{j+1}} \circ \alpha_j \circ (\pi^y_{x_{j+1}})^{-1} \circ \alpha_{x_j})_{0 \leq j \leq m-1}\right)
\end{cases}$$

and, again, the chart transitions are smooth. We therefore end up with a structure of smooth manifold on $\mathcal{N}(\gamma^k_n - \text{mod})_m$.

### B.2.2 A structure of smooth manifold on $\mathcal{N}(G_{j,k})_m$

For $m \in \mathbb{N}$, $\sigma \subset \{0,\ldots,m-1\}$, and a simplicial space $X$, we set $X_{m,\sigma} := \bigcap_{j \in \sigma} s_j^n(X_{m-1})$.

Let $V : H \to \text{GL}_n(F)$ be a linear representation with isomorphism class $j$.

We recall the homeomorphism $\alpha_V : \left\{ \begin{align*}
\text{GL}_n(F)/\text{GL}_V(F) &\rightarrow \text{Hom}_j(H,\text{GL}_n(F)) \\
[M] &\mapsto M.V.M^{-1}.
\end{align*} \right.$

There is a unique structure of smooth manifold on $\text{Hom}_j(H,\text{GL}_n(F))$ such that $\alpha_V$ is a diffeomorphism. We can check that this structure does not depend on the choice of $V$. To see this, we remind the reader of the following classical lemma.

**Lemma B.7.** Let $G$ be a Lie group, $H$ a closed subgroup of $G$, and $g \in G$. Then the unique $G$-map $\beta_{G,H,g} : \left\{ \begin{align*}
G/H &\rightarrow G/Hg^{-1} \\
[1_G] &\mapsto [g]
\end{align*} \right.$ which assigns $[g]$ to $[1_G]$ is a diffeomorphism.
Let $V'$ be another representative of $j$. If $M \in \mathrm{GL}_n(F)$ is such that $V' = M.V.M^{-1}$, then $\alpha_{V'} = \alpha_V \circ \beta_{\mathrm{GL}_n(F), \mathrm{GL}_V(F), M}$, and so $\alpha_{V'}$ is a diffeomorphism if and only if $\alpha_V$ is a diffeomorphism.

The group $\mathrm{GL}_n(F)$ acts on the left on $\mathrm{Hom}_j(H, \mathrm{GL}_n(F))$ (by the conjugation action). This action is smooth, because it is induced by $\alpha_V$ and the smooth map

$$\{\mathrm{GL}_n(F) \times (\mathrm{GL}_n(F)/\mathrm{GL}_V(F)) \rightarrow \mathrm{GL}_n(F)/\mathrm{GL}_V(F)\}$$

Consider the projection

$$\pi_{j,k,m} : \left\{ \mathcal{N}(\mathcal{C}_{j,k})_m \right\} \rightarrow \mathcal{N}(\mathcal{G}_n^k(F)-\text{mod})_m$$

The fiber of $\pi_{j,k,m}$ over any point of $\mathcal{N}(\mathcal{G}_n^k(F)-\text{mod})$ is clearly isomorphic to $\mathrm{Hom}_j(H, \mathrm{GL}_n(F))$. It is now easy to check that the following result is true.

**Proposition B.8.** Let $k \in \mathbb{N}^*$. For every $(x_0, \ldots, x_m) \in G_n(F)^{k+1}$, we set

$$\Phi^{(k)}_{x_0, \ldots, x_m} : \left\{ U^{(k)}_{x_0, \ldots, x_m} \times \mathrm{Hom}_j(H, \mathrm{GL}_n(F)) \rightarrow \pi_{j,k,m}^{-1}(U^{(k)}_{x_0, \ldots, x_m}) \right\} \rightarrow \left\{ (\pi_m)_y^{-1} \circ \alpha_{x_0} \circ f \circ \alpha_{x_0}^{-1} \circ \pi_m^0 \circ \alpha \cdots \right\}$$

Then $\Phi^{(k)}_{x_0, \ldots, x_m}$ is a homeomorphism over $U^{(k)}_{x_0, \ldots, x_m}$.

Let $f_0 \circ \alpha \cdots \alpha_{x_m} \in \mathcal{N}(\mathcal{C}_{j,k})_m$. For all $\ell \in \{0, \ldots, m\}$, we set $x_\ell := f_\ell(*)$, and let $x^{\perp}_\ell$ and $y_{\ell}$ respectively denote the orthogonal complement of $x_\ell$ in $F^k$ and in $F^{k+1}$.

Then:

(i) $\left( \psi^{(k)}_{x_0, \ldots, x_m} \times \mathrm{id}_{\mathrm{Hom}_j(H, \mathrm{GL}_n(F))} \right) \circ (\Phi^{(k)}_{x_0, \ldots, x_m})^{-1}$ is a homeomorphism onto

$$\prod_{\ell=0}^{m} L(x_\ell, x^{\perp}_\ell) \times GL_n(F)^m \times \mathrm{Hom}_j(H, \mathrm{GL}_n(F)).$$

(ii) The restriction of $\left( \psi^{(k+1)}_{x_0, \ldots, x_m} \times \mathrm{id}_{\mathrm{Hom}_j(H, \mathrm{GL}_n(F))} \right) \circ (\Phi^{(k+1)}_{x_0, \ldots, x_m})^{-1}$ to

$$\pi_{j,k+1,m}^{-1}(U^{(k+1)}_{x_0, \ldots, x_m}) \cap \mathcal{N}(\mathcal{C}_{j,k})_m$$

is precisely $\left( \psi^{(k)}_{x_0, \ldots, x_m} \times \mathrm{id}_{\mathrm{Hom}_j(H, \mathrm{GL}_n(F))} \right) \circ (\Phi^{(k)}_{x_0, \ldots, x_m})^{-1}$.

(iii) If $f_0 \circ \alpha \cdots \alpha_{x_m} \in \mathcal{N}(\mathcal{C}_{j,k})_{m,\sigma}$ for some $\sigma \subset \{0, \ldots, m\}$, then

$$\left( \psi^{(k)}_{x_0, \ldots, x_m} \times \mathrm{id}_{\mathrm{Hom}_j(H, \mathrm{GL}_n(F))} \right) \circ (\Phi^{(k)}_{x_0, \ldots, x_m})^{-1}$$

maps $\pi_{j,k,m}^{-1}(U^{(m)}_{x_0, \ldots, x_m}) \cap \mathcal{N}(\mathcal{C}_{j,k})_{m,\sigma}$ to

$$\left\{ ((\varphi_\ell)_{0 \leq \ell \leq m}, \psi_\ell)_{0 \leq \ell \leq m-1} \in \prod_{\ell=0}^{m} L(x_\ell, x^{\perp}_\ell) \times GL_n(F)^m : \forall \ell \in \sigma, \left\{ \varphi_\ell = \varphi_{\ell+1}, \psi_\ell = I_n \right\} \right\}$$

$\times \mathrm{Hom}_j(H, \mathrm{GL}_n(F))$.
Corollary B.9. For every \( m \in \mathbb{N} \), \( N(C_{j,k})_m \) has a structure of smooth manifold.

Proof. The maps \( \Phi^{(k)}_{i_0, \ldots, i_m} \) define a system of local trivializations. The transitions are smooth hence \( \pi_{j,k,m} \) is equipped with a structure of smooth fibre bundle with fiber \( \text{Hom}_j(H, \text{GL}_n(F)) \) and structural group \( \text{GL}_n(F) \).

Proof. By Proposition B.3, it suffices to prove the closeness.

Let \( \ell \in \{0, \ldots, m-1\} \), and \( f_0 \xrightarrow{\alpha_0} \cdots \xrightarrow{\alpha_{m-1}} f_m \) be an \( m \)-simplex in \( N(C_{j,k})_m \). If \( f_{\ell}(*) \neq f_{\ell+1}(*) \), then we choose a pair \((U, U')\) of disjoint open subsets of \( G_n(F^k) \) such that \( f_\ell(*) \in U \) and \( f_{\ell+1}(*) \in U' \); then \( \{(y_0 \to \cdots \to y_m) \in N(C_{j,k})_m : g_\ell(*) \in U, g_{\ell+1}(*) \in U'\} \) is an open neighborhood of \( f_0 \xrightarrow{\alpha_0} \cdots \xrightarrow{\alpha_{m-1}} f_m \) in \( N(C_{j,k})_m \) which intersects \( N(C_{j,k})_{m, \ell} \) trivially. This proves that \( N(C_{j,k})_{m, \ell} \) is a closed subspace of \( N(C_{j,k})_m \). We deduce that \( N(C_{j,k})_{m, \sigma'} \) is a closed subspace of \( N(C_{j,k})_{m, \sigma} \) whenever \( \sigma \subseteq \sigma' \subseteq \{0, \ldots, m-1\} \).

Let \( \ell \in \{0, \ldots, m-1\} \), and \( f_0 \xrightarrow{\alpha_0} \cdots \xrightarrow{\alpha_{m-1}} f_m \) be an \( m \)-simplex in \( N(C_{j,k})_{m, \sigma} \). Then there exists an index \( \ell \in \{0, \ldots, m\} \) such that \( f_{\ell}(*) \in G_n(F^{k+1}) \setminus G_n(F^k) \). The subset of \( N(C_{j,k})_{m, \alpha} \) consisting of those \( m \)-simplices \( y_0 \to \cdots \to y_m \) such that \( y_\ell \in G_n(F^{k+1}) \setminus G_n(F^k) \), is open in \( N(C_{j,k})_{m, \alpha} \), and its inverse image by \( \pi_{j,k+1,m} \) is an open neighborhood of \( f_0 \xrightarrow{\alpha_0} \cdots \xrightarrow{\alpha_{m-1}} f_m \) in \( N(C_{j,k+1})_m \) which intersects \( N(C_{j,k})_{m, \sigma} \) trivially. It follows that \( N(C_{j,k})_{m, \sigma} \) is a closed subspace of \( N(C_{j,k+1})_{m, \sigma} \).

Corollary B.11. For every \( m \in \mathbb{N} \), \( N(C_j)_m \) has the homotopy type of a CW-complex.

Proof. Let \( m \in \mathbb{N} \). By Proposition B.10, \( N(C_{j,k-1})_m \) is a closed submanifold of \( N(C_{j,k})_m \) for every \( k \in \mathbb{N} \setminus \{0, 1\} \). In particular, the inclusion \( N(C_{j,k-1})_m \subset N(C_{j,k})_m \) is a closed cofibration, and it follows that \( N(C_j)_m \), which is the colimit of this sequence of inclusions, has the homotopy type of the homotopy colimit of the sequence

\[
N(C_{j,1})_m \subset \cdots \subset N(C_{j,k-1})_m \subset N(C_{j,k})_m \subset \cdots
\]
For every $k \in \mathbb{N}^*$, we equip $\mathcal{N}(C_{j,k})_m$ with a CW-complex structure (this is possible since $\mathcal{N}(C_{j,k})_m$ is a smooth manifold). Thus every inclusion $\mathcal{N}(C_{j,k})_m \subset \mathcal{N}(C_{j,k+1})_m$ is homotopic to a cellular map $f_k$. The homotopy colimit of the sequence

$$
\mathcal{N}(C_{j,1})_m \xrightarrow{f_1} \cdots \xrightarrow{f_{k-1}} \mathcal{N}(C_{j,k})_m \xrightarrow{f_k} \mathcal{N}(C_{j,k+1})_m \subset \cdots
$$

is then a CW-complex and has the homotopy type of the previous homotopy colimit. It follows that $\mathcal{N}(C_j)_m$ has the homotopy type of a CW-complex. □

**Corollary B.12.** Let $m \in \mathbb{N}$ and $\sigma \subset \sigma' \subset \{0, \ldots, m\}$. Then $\mathcal{N}(C_j)_m, \sigma \hookrightarrow \mathcal{N}(C_j)_m, \sigma'$ is a closed cofibration.

**Proof.** We notice that $\mathcal{N}(C_j)_m, \sigma = \operatorname{lim}_{k \in \mathbb{N}^*} \mathcal{N}(C_{j,k})_m, \sigma$ and that $\mathcal{N}(C_j)_m, \sigma = \operatorname{lim}_{k \in \mathbb{N}^*} \mathcal{N}(C_{j,k})_m, \sigma'$. Furthermore, for every $k \in \mathbb{N}^*$, $\mathcal{N}(C_{j,k})_m, \sigma \cap \mathcal{N}(C_{j,k+1})_m, \sigma' = \mathcal{N}(C_{j,k})_m, \sigma'$. The corollary is thus derived from Proposition B.10, from the fact that the inclusion of a closed smooth submanifold is a closed cofibration, and from the following lemma (the proof of which is straightforward). □

**Lemma B.13.** Let

$$
\begin{array}{cccccccc}
A_0 & \xrightarrow{a_0} & A_1 & \rightarrow & \cdots & \xrightarrow{a_{n-1}} & A_n & \xrightarrow{a_n} & A_{n+1} & \xrightarrow{a_{n+1}} & \cdots \\
B_0 & \xrightarrow{b_0} & B_1 & \rightarrow & \cdots & \xrightarrow{b_{n-1}} & B_n & \xrightarrow{b_n} & B_{n+1} & \xrightarrow{b_{n+1}} & \cdots \\
f_0 & \downarrow & f_1 & & \downarrow & f_n & \downarrow & f_{n+1} & & \\
B_0 & \rightarrow & B_1 & \rightarrow & \cdots & \rightarrow & B_n & \rightarrow & B_{n+1} & \rightarrow & \cdots
\end{array}
$$

be a commutative diagram in the category of topological spaces such that

(i) all morphisms are closed cofibrations;

(ii) for every $n \in \mathbb{N}$, $A_{n+1} \cap B_n = A_n$, where $A_n$, $A_{n+1}$ and $B_n$ are seen as subspaces of $B_{n+1}$.

Then $\operatorname{lim}_{n \in \mathbb{N}} A_n \rightarrow \operatorname{lim}_{n \in \mathbb{N}} B_n$ is a closed cofibration.

**Proof of Proposition B.6.** We deduce from Corollary B.12 that $\mathcal{C}_j$ is a good simplicial space and it follows from point (iv) of Proposition A.1 of [14] that $|\mathcal{C}_j|$ has the homotopy type of $|\mathcal{C}_j|$. Also, every component of the nerve of $\mathcal{C}_j$ has the homotopy type of a CW-complex, and we deduce, using point (i) of Proposition A.1 of [14], that $|\mathcal{C}_j|$ has the homotopy type of a CW-complex. Hence $|\mathcal{C}_j|$ has the homotopy type of a CW-complex. □

From Proposition B.6, we deduce that $|\operatorname{Func}(\mathcal{B}H, \gamma(F)\text{-mod})| = \coprod_{i \in J} |\operatorname{Func}_i(\mathcal{B}H, \gamma(F)\text{-mod})|$ has the homotopy type of a CW-complex, hence so does $\langle \operatorname{Vec}_F^{G, \infty} \rangle_\mathcal{H}$. This completes the proof of Theorem 4.6.
Remarks 19.  

(i) In a similar fashion, we may prove that $|\text{Func}(BH, \gamma(m)(F) - \text{mod})|$ has the homotopy type of a CW-complex for every $m \in \mathbb{N}^*$. Since, for $m \in \mathbb{N}^*$, we do not know how to construct an extension functor as in Section 12.1.3, this is not really interesting. However, when $G$ is discrete and $H$ is a finite subgroup of it, this shows that $(\text{Vec}_G^{F,m})^H$ has the homotopy type of a CW-complex for every $m \in \mathbb{N}^* \cup \{\infty\}$.

(ii) The proof of Proposition [B.6] may easily be adapted to the case of $|\text{Func}_j(BH, \gamma(F) - \text{mod})|$:

- it suffices to replace $GL_n(F)$ by $U_n(F)$ everywhere. We then deduce that $(i \text{Vec}_G^{F,\infty})^H$ has the homotopy type of a CW-complex, and $(s \text{Vec}_G^{F,\infty})^H$ also does, since it is homotopy equivalent to it.

C  A note on $\Gamma$-spaces

When $A$ is a $\Gamma - G$-space, $BA$ will denote its thick geometric realization (where a colimit is used instead of a homotopy colimit). For every finite set $S$, we have a $\Gamma - G$-space $A(S \times -)$, and we let $BA(S)$ denote its thick geometric realization. Then $BA$ is a $\Gamma - G$-space, and $BA(1) = BA$.

It is only when $A(0)$ is a point that there is a well-defined canonical map $A(1) \to \Omega BA$. It thus appears that the map Segal deals with in [14] has to be understood as the composite of the canonical map $A(1) \to \Omega(BA/A(0))$ with a homotopy inverse of $\Omega BA \to \Omega(BA/A(0))$. The existence of such a homotopy inverse relies upon the following lemma (in its non-equivariant form):

**Lemma C.1.** Let $G$ be a topological group, $B$ be a well-pointed $G$-space, and $B \hookrightarrow A$ be a closed $G$-cofibration. Assume $B$ is $G$-contractible. Then $A \to A/B$ is a pointed equivariant homotopy equivalence.

**Proof.** Since $B \hookrightarrow A$ is a $G$-cofibration and $B \to *$ is an equivariant homotopy equivalence, we may apply the equivariant version of the homotopy theorem for cofibrations to the push-out square

\[
\begin{array}{ccc}
B & \longrightarrow & * \\
\downarrow & & \downarrow \\
A & \longrightarrow & A/B,
\end{array}
\]

and therefore deduce that $A \to A/B$ is an equivariant homotopy equivalence. Since $B$ is a well-pointed $G$-space and $A/B$ also is - judging from the preceding push-out square - we deduce that $A \to A/B$ is a pointed equivariant homotopy equivalence.

In order to have a map of the form claimed by Segal, it then seems that we need to assume that $A(0)$ is a well-pointed space. In this case $A(0)$ will be both contractible and well-pointed, and we may deduce from Lemma C.1 that
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\(\Omega BA \rightarrow \Omega(\Omega(\overline{A(0)}))\) is a pointed homotopy equivalence. In the case of \(\Gamma - G\)-spaces, we assume that \(\overline{A(0)}\) is a well-pointed \(G\)-space, and obtain the same result in the equivariant context. If we choose a pointed (equivariant) inverse \(s : \Omega(\overline{A(0)}/\Omega BA) \rightarrow \Omega BA\) of \(\Omega BA \rightarrow \Omega(\overline{A(0)})\) up to pointed (equivariant) homotopy, we finally obtain a map

\[
\overline{A(1)} \rightarrow \Omega(\overline{A(0)}) \rightarrow \Omega BA
\]

which has the properties claimed by Segal in [14] (again, in the equivariant context).

**Remark 20.** We could have simply assumed that \(A(0)\) is a point (as in the definition of an equivariant \(\Gamma\)-space given by Lück and Oliver in [9]). However, if \(A\) is a \(\Gamma - G\)-space defined in such a way, then \(B\overline{A(0)}\) is not a point.

The following easy lemma makes our definition relevant:

**Lemma C.2.** Let \(G\) be a topological group and \(A\) be a \(\Gamma - G\)-space such that \(A(0)\) is a well-pointed \(G\)-space. Then \(B^nA(0)\) is a well-pointed \(G\)-space for every positive integer \(n\).

Our next problem is to establish the properties of the various maps \(\Omega^nB^nA \rightarrow \Omega^{n+1}B^{n+1}A\) that can be deduced from the previous ones. This is essentially treated in Lemma 2.6 of [9], but the previous remarks make a more rigorous proof necessary (part of the problem being that it is not obvious why the square appearing in the proof of the aforementioned lemma is commutative up to equivariant homotopy).

Given a \(\Gamma - G\)-space \(A\) such that \(A(0)\) is well-pointed, we construct the \(\Gamma - G\)-space \(B^nA\) as follows for every finite set \(S\), we consider the \(G\)-space

\[
\prod_{(i_1, \ldots, i_n) \in \mathbb{N}^n} A(S \times i_1 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \times \Delta^{i_n}),
\]

and we then construct the quotient space using the face maps. This quotient space is no other than \(B^nA(S)\), as defined by Segal in [13], and this can easily be checked by induction on \(n\). In particular, \(B^nA\) is a quotient space of

\[
\prod_{(i_1, \ldots, i_n) \in \mathbb{N}^n} A(i_1 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \times \Delta^{i_n}),
\]

whilst \(B^nA(0) = A(0) \times B^n\ast\) is equivariantly contractible.

For \(n \geq 0\) and \(0 \leq k \leq n\), the identification maps

\[
A(0 \times i_1 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \times \Delta^{i_n}) \xrightarrow{\sim} A(i_1 \times \cdots \times i_k \times 0 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \Delta^{i_k} \times \Delta^0 \times \cdots \Delta^{i_n})
\]

give rise to an injection

\[
j_{n+1}^k : B^nA(0) \hookrightarrow B^{n+1}A.
\]

which is a closed \(G\)-cofibration. For every positive integer \(n\), we set:

\[
B^n_0A := \bigcup_{0 \leq k \leq n-1} j_n^k(B^{n-1}A(0)) \subset B^nA.
\]
Proposition C.3. Let $\Delta$ be a $\Gamma - G$-space. Then:

(a) The embedding $B^n_0 A \hookrightarrow B^n A$ is a closed $G$-cofibration.

(b) The space $B^n_0 A$ is $G$-contractible.

Proof. We will use the notation “$*$” to denote the trivial $\Gamma - G$-space (with a point in every degree). The set $B^n_0 A$ is a closed subspace of $B^n A$, since it is a finite union of closed subsets. Also, we remark that $B^n_0 A \cong A(0) \times B^{n-1}_0$. Since $A(0)$ is $G$-contractible and $G$ acts trivially on $B^{n-1}_0$, statement (b) will follow if we prove that $B^n_0 A$ is contractible. This last proof relies on the following double induction process.

The result is clearly true when $n = 1$ (since $B^1_0 A = *$).

Assume that there is some integer $n > 0$ such that, for every $0 \leq k \leq n - 1$, the space $\bigcup_{i=0}^k j_i^n(B^{n-1}_*)$ is contractible. Then $j_k^{n+1}(B^n_*) \cong B^n_*$ is contractible for every integer $k \in [n]$. In particular, $j_{n+1}^n(B^n_*)$ is contractible.

Assume further that, for some $k \in [n-1]$, $\bigcup_{i=0}^k j_i^n(B^n_*)$ is contractible. We can then consider the following cocartesian square:

$$
\begin{array}{ccc}
\bigcup_{i=0}^k j_i^n(B^{n-1}_*) & \cong & j_{n+1}^k(B^n_*) \\
\downarrow & & \downarrow \\
\bigcup_{i=0}^k j_i^n(B^n_*) & \cong & \bigcup_{i=0}^{k+1} j_i^{n+1}(B^n_*)
\end{array}
$$

By assumptions, the two upper spaces are contractible, and it follows that the upper horizontal map is a homotopy equivalence. Also, the left-hand vertical map is a cofibration. We can then apply the homotopy theorem for cofibrations to obtain that $\bigcup_{i=0}^{k+1} j_i^{n+1}(B^n_*)$ has the homotopy type of $\bigcup_{i=0}^k j_i^n(B^n_*)$, and deduce that it is contractible. We conclude that $B^n_0 A$ is contractible for every positive integer $n$, which proves statement (b).

It remains to prove that $B^n_0 A \hookrightarrow B^n A$ is a $G$-cofibration. However the maps $j_0^n, j_1^n, \ldots, j_{n-1}^n$ are all closed $G$-cofibrations. Moreover, for every proper $\sigma \subseteq \{0, \ldots, n-1\}$, and every $i \in \{0, \ldots, n-1\} \setminus \sigma$, the inclusion $\bigcap_{i \in \sigma} j_i^n(B^{n-1}_0 A(0)) \hookrightarrow j_i^n(B^{n-1}_0 A(0))$ is a $G$-cofibration (this is reduced to the easy case of the point by noticing that $B^{n-1}_0 A(0) = A(0) \times B^{n-1}_0$). We then apply the equivariant version of Lillig’s theorem (cf. [7] for the non-equivariant version), and deduce that $B^n_0 A \hookrightarrow B^n A$ is a $G$-cofibration for every positive integer $n$. 

Corollary C.4. For every $\Gamma - G$-space and every positive integer $n$, the projection $B^n A \to B^n A/B^n_0 A$ is an equivariant pointed homotopy equivalence.
For every pointed $G$-space $X$, the composite maps

$$(A(i_1 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \times \Delta^{i_n}) \times I \longrightarrow A(i_1 \times \cdots \times i_k \times 1 \times \cdots \times i_n) \times (\Delta^{i_1} \times \cdots \times \Delta^{i_k} \times \Delta^{i_n}) \longrightarrow B^{n+1}A \longrightarrow B^{n+1}A/j_{n+1}^k(B^nA(0)),$$

for $(i_1, \ldots, i_n) \in \mathbb{N}^n$, give rise to a pointed $G$-map $B^nA \times I \longrightarrow B^{n+1}A/j_{n+1}^k(B^nA(0))$. For every $k \in [n]$, this last map yields a continuous map $\Sigma B^nA \longrightarrow B^{n+1}A/(\bigcup_{k \in [n]} j_{n+1}^k(B^nA(0)))$ and, furthermore, a map $B^nA \longrightarrow \Omega(B^{n+1}A/B^nA)$. If $s$ denotes an homotopy inverse of the projection $B^{n+1}A \to B^{n+1}A/B^nA$, composing the preceding map with $\Omega(s)$ yields, for every $k \in [n]$, a pointed $G$-map

$$i_n^k : B^nA \longrightarrow \Omega B^{n+1}A$$

which is uniquely defined up to an equivariant pointed homotopy.

In the spirit of Segal’s article [14], the morphism $i_n^0$ is defined solely by considering the continuous map $B^nA \to \Omega(B^{n+1}A/B^nA(0))$ defined earlier in our construction, and by composing it with a homotopy inverse of $\Omega(B^{n+1}A) \to \Omega(B^{n+1}A/j_{n+1}^0(B^nA(0)))$ (such an inverse exists because $j_n^0$ is a cofibration and $B^nA(0)$ is $G$-contractible). It is now clear that the morphism we have just constructed is the same one as Segal’s, as a morphism in the category $CG_G^G$.

Let $\Sigma_n$ denote the group of permutations of $\{1, \ldots, n\}$, and let $\sigma \in \Sigma_n$. Then $\sigma$ gives rise to $\Sigma : \{I^n/\partial I^n \to I^n/\partial I^n \}
\begin{aligned}
\{x_1, \ldots, x_n\} &\mapsto (x_{\sigma(1)}, \ldots, x_{\sigma(n)})
\end{aligned}$, and furthermore, for every pointed $G$-space $X$, to an equivariant homeomorphism

$$\overline{\sigma} : \Omega^n X \longrightarrow \Omega^n X$$
\begin{aligned}
(\varphi : S^n \to X) &\mapsto (\varphi \circ (\sigma)^{-1} : S^n \to X).
\end{aligned}

For $0 \leq k \leq n$, we let $\sigma_k \in \Sigma_{n+1}$ denote the permutation of $\{1, \ldots, n + 1\}$ which acts trivially on $\{1, \ldots, n - k\}$, and whose restriction to $\{n-k+1, \ldots, n+1\}$ is the decreasing cycle (i.e. $(n+1, n, n-1, \ldots, n-k+1)$). We finally set

$$i_n^k := (\overline{\sigma_k})_{B^{n+1}A} \circ \Omega^n(i_n^k) : \Omega^n B^nA \longrightarrow \Omega^{n+1}B^{n+1}A.$$

From there, the properties of the $i_n^k$’s are similar to those claimed in [9] and are proven with similar arguments. We shall only restate them here:

**Proposition C.1.** For every positive integer $n$ and every $k \in [n]$, the morphism $i_n^k$ is a $G$-weak equivalence.

**Proposition C.2.** For any fixed positive integer $n$, the maps $i_n^0, i_n^1, \ldots, i_n^n$ all define the same morphism in the category $CG_G^G[W_G^{-1}]$.

**Remarks 21.** (i) For any positive integer $n$, the maps $i_n^k$ are morphisms between equivariant H-spaces.

(ii) For any Lie group $G$, and any $m \in \mathbb{N}^* \cup \{\infty\}$, $\text{Vec}_G^{F,m}(0) = *$. This justifies that the previous results can be applied to the $\Gamma - G$-space $\text{Vec}_G^{F,m}$, as is done in Section 4.3.

81
Acknowledgements

I would like to thank Bob Oliver for his constant support and the countless good advice he gave me during my research on this topic.

References

[1] T. Brocker, T. tom Dieck, *Representations of compact Lie groups*. Graduate Texts in Mathematics (98). Springer-Verlag, 1985.

[2] P. Gabriel, M. Zisman, *Calculus of Fractions and Homotopy Theory*, Ergebnisse der Mathematik und ihrer Grenzgebiete (35). Springer Verlag, 1967.

[3] N. Goto, M. Kimura, Semigroup of endomorphisms of a locally compact group, *Trans.Amer.Math.Soc.* 87, (1958) 359-371.

[4] A. Hatcher, *Algebraic topology*. Cambridge University Press, 2002.

[5] D. Husemoller, *Fibre Bundles*. Graduate Texts in Mathematics (20). Springer Verlag, 1966.

[6] S. Illman, Existence and uniqueness of equivariant triangulations of smooth proper G-manifolds with some applications to equivariant whitehead torsion, *J. Reine Angew. Math.* 524, (2000) 129-183.

[7] J. Lillig, A union theorem for cofibrations, *Arch.Math.* 24 (1973) 410-415.

[8] W. Lück, B. Oliver, The completion theorem in K-theory for proper actions of a discrete group, *Topology* 40 (3) (2001) 585-616.

[9] W. Lück, B. Oliver, Chern characters for equivariant K-theory for proper G-cw-complexes, in *Cohomological methods in homotopy theory*, Progr.Math. 196, 217-247. Birkhäuser, Basel, 2001.

[10] R. Mneimne, F. Testard, *Introduction à la théorie des groupes de Lie classiques*. Hermann, Paris, 1986.

[11] B. Oliver, Fixed point sets and tangent bundles of actions on disks and euclidian spaces. *Topology*, 35 (3) (1996) 583-615.

[12] N.C. Phillips, *Equivariant K-theory for proper actions*. Pitman research notes in mathematics series (178). Longman Scientific and Technical, 1989.

[13] G. Segal, Equivariant K-theory. *Publ.Math.IHÉS*, 34 (1968) 129-151.

[14] G. Segal, Categories and cohomology theories. *Topology*, 13 (1974) 293-312.

[15] C. de Seguins Pazzis, A classifying space for Phillips’ equivariant K-theory *ArXiv Preprint*, http://
[16] N.E. Steenrod, A convenient category of topological spaces. *Michigan Math. J.*, **14** (1967) 133-152.