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ABSTRACT

Cross-domain recommendation (CDR) has been attracting increasing attention of researchers for its ability to alleviate the data sparsity problem in recommender systems. However, the existing single-target or dual-target CDR methods often suffer from two drawbacks, the assumption of at least one rich domain and the heavy dependence on domain-invariant preference, which are impractical in real world where sparsity is ubiquitous and might degrade the user preference learning. To overcome these issues, we propose a Multi-Sparse-Domain Collaborative Recommendation (MSDCR) model for multi-target cross-domain recommendation. Unlike traditional CDR methods, MSDCR treats the multiple relevant domains as all sparse and can simultaneously improve the recommendation performance in each domain. We propose a Multi-Domain Separation Network (MDSN) and a Gated Aspect Preference Enhancement (GAPE) module for MSDCR to enhance a user’s domain-specific aspect preferences in a domain by transferring the complementary aspect preferences in other domains, during which the uniqueness of the domain-specific preference can be preserved through the adversarial training offered by MDSN and the complementarity can be adaptively determined by GAPE. Meanwhile, we propose a Multi-Domain Adaptation Network (MDAN) for MSDCR to capture a user’s domain-invariant aspect preference. With the integration of the enhanced domain-specific aspect preference and the domain-invariant aspect preference, MSDCR can reach a comprehensive understanding of a user’s preference in each sparse domain. At last, the extensive experiments conducted on real datasets demonstrate the remarkable superiority of MSDCR over the state-of-the-art single-domain recommendation models and CDR models.
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1 INTRODUCTION

Cross-domain recommendation (CDR) has been attracting increasing attention of researchers for its ability to alleviate the data sparsity problem in recommender systems [22, 31]. The common idea of most existing CDR methods is to improve the recommendation performance on a sparse target domain by transferring the information of a relevant source domain with rich data [3, 4, 23, 24, 27], which is called single-target CDR [28]. In real world, however, almost every domain suffers from data sparsity problem due to its ubiquity, which may cause the existing single-target CDR methods to fail in finding a dense auxiliary domain to help the sparse target domain. Recently, dual-target CDR has been proposed to improve recommendation performances on both domains simultaneously, with dual transfer learning of common knowledge (i.e., domain-invariant preference) shared across two domains [11, 14, 19, 22, 26, 28, 29]. However, dual-target CDR also assumes that at least one domain has rich information, which still tends to fail under the situations where all domains are sparse.

To tackle this dilemma, we propose a novel recommendation model called Multi-Sparse-Domain Collaborative Recommendation (MSDCR) for multi-target CDR. In sharp contrast with traditional CDR methods, MSDCR assumes the multiple relevant domains are all sparse and makes them collaborate with each other so that their recommendation performance can be improved simultaneously. Unlike the existing CDR methods which heavily rely on the learning of the domain-invariant preferences, the main idea of MSDCR is to build a comprehensive understanding of a user’s preference to aspects (rather than items) in each domain, by capturing not only the user’s domain-invariant aspect preferences but also her enhanced domain-specific aspect preferences. Although the sparse interactions observed in a single domain involves only a small collection of items and can only reveal partial preferences of a user in that domain, we can still enhance a user’s domain-specific preference in a domain by transferring the user’s complementary aspect preferences in other domains. Different from domain-invariant preferences, the complementary preferences refers to those revealed by a user’s interactions that are observed only in some domains, but beneficial to the inference of the user’s potential interest in other domains where they are not observed. For example, Figure 1 shows a user likes science fiction movies, fantasy movies and novels, suspense
movies and novels, and martial arts novels. "Fantasy" and "Suspense" are the user’s domain-invariant preferences to type (genre) aspect shared across the book domain and movie domain, while “Martial arts” and “Science fiction, Tom Hanks” are the user’s aspect preferences specific to the book domain and movie domain, respectively. Although in the book domain we do not observe the user reading science fiction novels, we can reasonably infer her potential interest to them because of her observed preference to science fiction movies in the movie domain. By the same token, we can also guess the user may like martial arts movies based on her interactions with martial arts novels in the book domain. However, learning comprehensive preference for each domain is not easy due to the following challenges:

- **Uniqueness and Commonness** A comprehensive view of a user’s preference in each domain is an integration of two ingredients, the domain-specific preference embeddings and the domain-invariant preference embeddings. The domain-specific preference embeddings need to be distinguishable enough to capture the user’s unique interest specific to each domain for a meaningful complement between domains. On the contrary, the domain-invariant preference embeddings are supposed to be as indistinguishable as possible, so that the common preferences of a user shared across domains can be revealed for the comprehensive preference learning.

- **Different Complementarity** The complementarity of different aspect preferences is different. On the one hand, the preferences to different aspects in the same domain may have different contributions to the preference learning in another domain. On the other hand, the aspect preferences in other different domains may also have unequal importance to the preference learning for the same domain.

To address the above challenges, (1) we propose a Multi-Domain Separation Network (MDSN) to enforce the uniqueness of the domain-specific aspect preferences, which uses an auxiliary domain separation discriminator to identify the domain label of a domain-specific aspect preference embedding. The objective of MDSN is to make the domain-specific aspect preference embeddings learned from different domains to be as separate from each other as possible, via an adversarial training between the domain-specific aspect preference embedding and the domain separation discriminator. (2) For the enhanced domain-specific aspect preference learning, we propose a Gated Aspect Preference Enhancement (GAPE) module to implicitly model the complementarity of a user’s latent aspect preferences in different domains. GAPE can generate gate control vectors to regulate the transfer of the user’s complementary aspect preferences, by which MSDCR can enhance a user’s domain-specific aspect preference in each domain. (3) To obtain a user’s comprehensive preference in a domain, we also propose a Multi-Domain Adaptation Network (MDAN) for the domain-invariant aspect preference learning, which applies domain adaptation [23] to capture a user’s preferences common to different domains. (4) Finally, we introduce a multi-task framework to MSDCR, by which MSDCR can be trained under the collaborative supervisions of multiple relevant domains and make multi-target recommendations for a user based on the user’s learned comprehensive preference in each domain. The main contributions of this paper can be summarized as follows:

- We propose a novel recommendation model called Multi-Sparse-Domain Collaborative Recommendation (MSDCR). Different from traditional CDR methods, MSDCR treats the multiple relevant domains as all sparse and can simultaneously improve the recommendation performance in each domain with comprehensive aspect preference learning which considers both the domain-specific preference and the domain-invariant preference of a user.

- We propose a Multi-Domain Separation Network (MDSN) and a Gated Aspect Preference Enhancement (GAPE) module for MSDCR to enhance a user’s domain-specific aspect preferences in a domain by transferring the complementary aspect preferences in other domains, during which the uniqueness of the domain-specific preference can be preserved through the adversarial training offered by MDSN and the complementarity can be adaptively determined by GAPE.

- We propose a Multi-Domain Adaptation Network (MDAN) for MSDCR to capture the domain-invariant aspect preferences, which together with the enhanced domain-specific aspect preferences form a comprehensive view of a user’s preference in each domain.

- We conduct extensive experiments on real datasets from three relevant domains. The experimental results verify the feasibility and the effectiveness of MSDCR.

2 PROBLEM DEFINITION

We consider $S$ relevant domains, and let $D^{(s)}$ denote the $s$th domain ($1 \leq s \leq S$). Let $x^{(s)}$ represent an item in $D^{(s)}$, associated with a raw feature vector $x^{(s)} \in \mathbb{R}^{d_s}$, where $d_s$ is the dimensionality of the domain-specific features of $D^{(s)}$. We use a one-hot vector $u \in \mathbb{R}^N$ to represent a user $u$ ($1 \leq u \leq N$), where $N$ is the number of users shared across domains. Let $X_u^{(s)} = \{x_{u,1}^{(s)}, \ldots, x_{u,n_u^{(s)}}^{(s)}\}$ be user $u$’s collection of $n_u^{(s)}$ interactions with items in domain $D^{(s)}$, where $x_{u,i}^{(s)} \in D^{(s)}$ ($1 \leq i \leq n_u^{(s)}$) represents $u$’s $i$th interaction (item) in $D^{(s)}$. Then the target problem of this paper is to learn a function $f^{(s)}$ for each domain $D^{(s)}$ that can predict the probability $\tilde{p}_{u,x^{(s)}}$ of user $u$ will interact with an item $x^{(s)} \in D^{(s)} \setminus X_u^{(s)}$, given $u$’s historical interaction collections in $S$ relevant domains $X_u^{(1)}, \ldots, X_u^{(S)}$. 

![Figure 1: Illustration of Multi-Sparse-Domain Collaborative Recommendation.](image-url)
3 THE PROPOSED MODEL

3.1 Overview

Figure 2 shows the architecture of MSDCR, which comprises an embedding layer, a domain aspect preference learning layer, and a prediction layer. At the item embedding layer, MSDCR first transforms the interactions \( \{x_{u,i}^{(s)}, 1 \leq i \leq n_u^{(s)}\} \) in each domain \( D^{(s)} \) (\( 1 \leq s \leq S \)) to their corresponding latent representations \( \{z_{u,i}^{(s)} \} \in \mathbb{R}^d \), using a domain-specific item embedding module for \( D^{(s)} \), where \( d \) is the embedding dimensionality. To capture the nonlinear relations between the interactions in a domain, MSDCR will further apply a domain-specific self-attention mechanism to \( \{z_{u,i}^{(s)}\} \) to generate the attentional item embeddings \( \{h_{u,i}^{(s)} \} \in \mathbb{R}^d \). At the same time, MSDCR will also generate the user’s embedding \( p_u \in \mathbb{R}^d \) at the embedding layer.

At the domain aspect preference learning layer, with the attentional item embeddings and user embedding as input, MSDCR applies the Domain-Specific Aspect Preference Encoder (DASE) to generate a domain-specific latent aspect preference embedding matrix \( A_u^{(s)} = [a_{u,m}^{(s)}]_{M \times 1} \in \mathbb{R}^{d \times M} \) for each domain, where \( M \) is the number of latent aspects and each column vector \( a_{u,m}^{(s)} \in \mathbb{R}^d \) represents \( u \)'s domain-specific preference embedding of \( m \)th latent aspect of domain \( D^{(s)} \). Each \( a_{u,m}^{(s)} \) represents an enhanced view of the user \( u \)'s latent aspect preference specific to domain \( D^{(s)} \), which fuses with the complementary information provided by \( u \)'s aspect preferences in other domains via the GAE and keeps unique via the MDSN. At the same time, by using the MDAN, the Domain-Invariant Aspect Preference Encoder (DIAPE) will generate a domain-invariant latent aspect preference embedding matrix \( C_u^{(s)} = [c_{u,m}^{(s)}]_{M \times 1} \in \mathbb{R}^{d \times M} \) for each domain \( D^{(s)} \), where the column vector \( c_{u,m}^{(s)} \in \mathbb{R}^d \) represents \( u \)'s domain-invariant preference embedding of \( m \)th latent aspect in domain \( D^{(s)} \), together with \( C_u^{(s)} \), forms the comprehensive view of user \( u \)'s preference in domain \( D^{(s)} \).

At last, MSDCR will employ a multi-task framework to make the prediction of the probability \( \hat{r}_{u,x^{(s)}} \) that \( u \) will interact with an item \( x^{(s)} \in D^{(s)} \setminus A_u^{(s)} \), by feeding the item embedding \( x^{(s)} \), the domain-specific aspect preference embeddings \( A_u^{(s)} \), and the domain-invariant aspect preference embeddings \( C_u^{(s)} \) into a Multi-Layer Perceptron (MLP) \( f^{(s)} \) which is specific to domain \( D^{(s)} \).

3.2 Item and User Embedding

3.2.1 Item Embedding. Given an item represented by original feature vector \( x_{u,i}^{(s)} \in \mathbb{R}^d \), we first transform it to an embedding \( z_{u,i}^{(s)} \in \mathbb{R}^d \) with a domain-specific mapping, \( z_{u,i}^{(s)} = W_{x^{(s)}} x_{u,i}^{(s)} \), where \( W_{x^{(s)}} \in \mathbb{R}^{d \times d} \) is the learnable mapping matrix for domain \( D^{(s)} \) (\( 1 \leq s \leq S \)). To capture the nonlinear relationships between the interactions, next we apply a domain-specific self-attention mechanism to the item embeddings to generate attentional item embeddings. To simplify the expression, we horizontally assemble the item embeddings of user \( u \) in domain \( D^{(s)} \) into the embedding matrix \( Z_u^{(s)} = [z_{u,i}^{(s)}]_{i=1}^{n_u^{(s)}} \in \mathbb{R}^{d \times n_u^{(s)}} \), where \( z_{u,i}^{(s)} \) is the \( i \)th column and \( n_u^{(s)} \) is the number of items the user interacted with in \( D^{(s)} \).

Similarly, let \( H_u^{(s)} = [h_{u,i}^{(s)}]_{i=1}^{n_u^{(s)}} \in \mathbb{R}^{d \times n_u^{(s)}} \) be the attentional item embedding matrix, where \( i \)th column \( h_{u,i}^{(s)} \) is the attentional embedding of \( z_{u,i}^{(s)} \). For each item embedding, we first generate its query vector \( q_{u,i}^{(s)} \in \mathbb{R}^d \), key vector \( k_{u,i}^{(s)} \in \mathbb{R}^d \), and value vector \( v_{u,i}^{(s)} \in \mathbb{R}^d \), with the following transformations:

\[
Q_u^{(s)} = W_q Z_u^{(s)}, \quad K_u^{(s)} = W_k Z_u^{(s)}, \quad V_u^{(s)} = W_v Z_u^{(s)},
\]

where \( Q_u^{(s)} = [q_{u,i}^{(s)}]_{i=1}^{n_u^{(s)}} \), \( K_u^{(s)} = [k_{u,i}^{(s)}]_{i=1}^{n_u^{(s)}} \), \( V_u^{(s)} = [v_{u,i}^{(s)}]_{i=1}^{n_u^{(s)}} \in \mathbb{R}^{d \times n_u^{(s)}} \), and \( W_q, W_k, W_v \in \mathbb{R}^{d \times d} \) are learnable projection
matrices. Then $H_u^{(s)}$ can be obtained by
\[
H_u^{(s)} = \text{softmax} \left( \frac{Q_u^{(s)} K_u^{(s)} T}{\sqrt{d}} \right) v_u^{(s)}.
\] (2)

3.2.2 User Embedding. A user $u$’s embedding $p_u \in \mathbb{R}^d$ will be obtained with a lookup over a learnable embedding matrix $W_u \in \mathbb{R}^{d \times N}$, i.e., $p_u = W_u u$, where $N$ is the number of common users and $u \in \mathbb{R}^N$ is a one-hot vector representing user $u$.

3.3 Domain-Specific Aspect Preference Encoder (DSAPE)

DSAPE is the crucial component of MSDCR, which generates the enhanced domain-specific aspect preference embedding matrix $A_u^{(s)}$ for each domain $D^{(s)}$ with the help of the novel MDSN and GAPE.

3.3.1 Domain-Specific Embedding Preference. First, based on the attention tensor $h_{u,i}^{(s)}$, we generate the $m$th latent aspect embedding of user $u$’s $i$th interaction item in domain $D^{(s)}$, $e_{u,i,m}^{(s)} \in \mathbb{R}_d$, as follow
\[
e_{u,i,m}^{(s)} = \tilde{W}_a^{(m)} (h_{u,i}^{(s)} \oplus p_u) + \tilde{b}_a^{(m)},
\] (3)
where $\sigma$ is sigmoid function, $\oplus$ represents concatenation, $\tilde{W}_a^{(m)} \in \mathbb{R}^{d \times 2d}$ and $\tilde{b}_a^{(m)} \in \mathbb{R}^d$ are learnable parameters. It is noteworthy that the latent aspect embeddings of items in different domains lie in the same latent aspect space, as the projection matrices $\{\tilde{W}_a^{(m)}\}$ and the bias terms $\{\tilde{b}_a^{(m)}\}$ $(1 \leq m \leq M)$ are shared across domains.

Intuitively, a user’s preference to a latent aspect of domain $D^{(s)}$ is revealed by the latent aspect embeddings of the $n_u^{(s)}$ items she interacts with in $D^{(s)}$. Therefore, we can regard the user $u$’s mth aspect preference embedding in domain $D^{(s)}$, $\tilde{a}_{u,m}^{(s)} \in \mathbb{R}_d$, as a composition of all the $m$th latent aspect embeddings $\{e_{u,i,m}^{(s)}\}$ $(1 \leq i \leq n_u^{(s)})$. In the light of this idea, $\\tilde{a}_{u,m}^{(s)}$ can be generated with the following attention mechanism,
\[
\\tilde{a}_{u,m}^{(s)} = \sum_{i=1}^{n_u^{(s)}} \tilde{a}_{u,i,m}^{(s)} = \sum_{i=1}^{n_u^{(s)}} \frac{\exp \left( (e_{u,i,m}^{(s)} T \gamma^{(m)}) \right)}{\sum_{i=1}^{n_u^{(s)}} \exp \left( (e_{u,i,m}^{(s)} T \gamma^{(m)}) \right)},
\] (4)
where $\gamma^{(m)} \in \mathbb{R}^d$ is the learnable query vector for $m$th latent aspect. By horizontally assembling the user latent aspect embeddings as columns, we can obtain user $u$’s domain-specific aspect preference embedding matrix $\tilde{A}_u^{(s)} = [\tilde{a}_{u,m}^{(s)}]_{m=1}^{M} \in \mathbb{R}^{d \times M}$.

3.3.2 Multi-Domain Separation Network (MDSN). In order to avoid the homogenization of a user’s domain-specific preferences, which impedes the extraction of complementary information in different domains, the objective of DSAPE is to learn the user’s aspect preferences that are unique to each domain. For this purpose, inspired by the idea in [21], we introduce a domain separation discriminator $\psi$ together with DSAPE to form a multi-domain separation network. The domain separation discriminator is implemented as an MLP taking $\tilde{A}_u^{(s)}$ as input and using a softmax layer to output an $S$-dimensional vector $\hat{y}_{u,s} = \psi(\tilde{A}_u^{(s)}) = \hat{a}_{u,1}^{(s)} \oplus \cdots \oplus \hat{a}_{u,M}^{(s)}$, of which the $i$th component $\hat{y}_{u,s}^{(i)} \in [0,1]$ represents the predicted probability that $\tilde{A}_u^{(s)}$ comes from domain $D^{(i)}$. Let $\Theta_\psi$ and $\Theta_\psi$ represent the learnable parameters of DSAPE and the domain separation discriminator, respectively, and the domain label prediction loss can be defined as
\[
L_{ds} (\Theta_\psi, \Theta_\psi) = - \sum_{i=1}^{N} \sum_{l=1}^{S} y_u^{(l)} \log \hat{y}_{u,s}^{(l)},
\] (5)
where the ground-truth $y_u^{(l)} = 1$ if $i = s$, otherwise $y_u^{(l)} = 0$. Then we define the following minimax optimization objective for multi-domain separation:
\[
\min_{\Theta_\psi} \max_{\Theta_\psi} L_{ds}.
\] (6)

Note that the optimization objective of the discriminator $\psi$ is to weaken its discriminating ability by maximizing the prediction loss ($L_{ds}$). Here the insight is that by adversarially training the DSAPE with the objective of minimizing the prediction loss, the parameters of DSAPE can be adjusted so that the generated domain-specific preference matrices $\{\tilde{A}_u^{(s)}\}$ $(1 \leq s \leq S)$ are distinguishable enough even for a poor discriminator $\psi$.

3.3.3 Gated Aspect Preference Enhancement (GAPE). The domain-specific aspect preference embedding matrices we have learned so far can only uncover partial truth about a user’s preference in a domain due to the sparse observations. To overcome this issue, the main novelty of the proposed method is to build an enhanced view of the user’s preferences in a domain $D^{(s)}$, such that we can transfer the complementary aspect preferences in other domains $\{D^{(s')}\}$ $(s' \neq s)$.

For this purpose, we first introduce an enhancement gate control matrix $G_u^{(s,s')} = [g_{u,m}^{(s,s')}]_{m=1}^{M} \in \mathbb{R}^{d \times M}$ to regulate the transfer from $D^{(s')}$ to $D^{(s)}$, where the $m$th column $g_{u,m}^{(s,s')}$ is the gate control vector representing the complementarity of the $m$th latent aspect preference in $D^{(s')}$ to $D^{(s)}$. Inspired by the idea in [27], we compute the gate control matrix as
\[
\tilde{G}_u^{(s,s')} = \left[ \tilde{W}_g \right] (\tilde{A}_u^{(s')} \odot \tilde{A}_u^{(s)}) \odot (\tilde{A}_u^{(s)} - \tilde{A}_u^{(s')}) + \tilde{B}_g^{(s')},
\] (7)
where $\tilde{W}_g \in \mathbb{R}^{d \times 2d}$ and $\tilde{B}_g^{(s')} \in \mathbb{R}^{d \times M}$ are learnable projection matrix and bias matrix, respectively, and $\odot$ represents element-wise product.

What does $G_u^{(s,s')}$ do for us? Basically, $G_u^{(s,s')}$ implicitly models the complementarity of user aspect preferences from two angles, the feasibility and the meaningfulness. At first, we can see that the larger the element-wise product term $\tilde{A}_u^{(s)} \odot \tilde{A}_u^{(s')}$ and the difference term $\tilde{A}_u^{(s)} - \tilde{A}_u^{(s')}$, the larger the gate control matrix $G_u^{(s,s')}$ and the more the complementarity of a user’s $m$th latent aspect preferences in $D^{(s')}$ to those in $D^{(s)}$. The insight here is that a large $\tilde{A}_u^{(s')}$ implies both $\tilde{a}_{u,m}^{(s')}$ and $\tilde{a}_{u,m}^{(s)}$ are far away from zero vector, i.e., the user $u$’s $m$th latent aspect preferences in $D^{(s)}$ and $D^{(s')}$ are both valid (e.g., $u$ cares about the category aspect in both book and movie domains), which makes the complementing to be feasible. At the same time, a large difference $\tilde{A}_u^{(s)} - \tilde{A}_u^{(s')}$ means the user preferences to the same aspect in the two domains are different (e.g., $u$ likes category "martial arts" in book domain but category "science
fiction’ in movie domain), which makes the complementing to be meaningful.

At last, by horizontal assembly of the embeddings, we can obtain the following gated fusion of the aspect preferences in other domains:

\[ A_u^{(s)} = e^{T} W_c [ (G_u^{(s,1)} \odot \tilde{A}_u^{(1)}) \oplus \cdots \oplus (G_u^{(s,N)} \odot \tilde{A}_u^{(N)}) ] + B_c \]

\[ \odot \tilde{A}_u^{(s')} \oplus[G_u^{(s'+1)} \odot \tilde{A}_u^{(s'+1)}] \cdots \oplus (G_u^{(s,N)} \odot \tilde{A}_u^{(N)}) ] + B_c \]

where \( a_{u,m} \in \mathbb{R}^d \) is the user \( u \)'s enhanced mth aspect preference embedding in domain \( D^{(s)} \), \( W_c \in \mathbb{R}^{dxd} \) and \( B_c \in \mathbb{R}^{dxM} \) are learnable projection matrix and bias matrix, respectively.

### 3.4 Domain-Invariant Aspect Preference Encoder (DIAPE)

The challenge for the domain-invariant preference learning is that a user’s common preferences revealed by different domains are similar but still slightly different. For example, a user may like suspense novel and movie with different intension. Therefore it may be inappropriate to generate the common preference by manually summing over the domain-specific ones as does the existing method [13]. To address this issue, we propose a Multi-Domain Adaptation Network (MDAN) for DIAPE to learn a domain-invariant preference embedding matrix for each domain.

#### 3.4.1 Domain-Invariant Latent Aspect Preference Embedding

The goal of DIAPE is to extract a user’s domain-invariant latent aspect preference from each domain. Similar to DSAP, we first generate the item latent aspect embedding \( s_{u,i,m}^{(s)} \in \mathbb{R}^d \) for domain-invariant preference learning,

\[ e_{u,i,m}^{(s)} = \overline{W}_a^{(m)} (b_{u,i}^{(m)} \odot p_u) + b_a^{(m)}, \]

where \( \overline{W}_a^{(m)} \in \mathbb{R}^{dx2d} \) and \( b_a^{(m)} \in \mathbb{R}^d \) are learnable parameters, and \( 1 \leq u \leq N, 1 \leq i \leq |D_u|, 1 \leq m \leq M \). Then we extract the domain-invariant latent aspect preference embedding \( e_{u,m}^{(s)} \in \mathbb{R}^d \) with the similar attention mechanism used in DSAP (Equation (4)). At last, by horizontal assembly of the embeddings, we can obtain the domain preference matrix \( C_u^{(s)} = \{ e_{u,m}^{(s)} \}_{m=1}^{M} \in \mathbb{R}^{dxM} \).

#### 3.4.2 Multi-Domain Adaptation Network (MDAN).

To ensure \( C_u^{(s)} \) to be domain-invariant, we also introduce an auxiliary domain adaptation discriminator \( \phi \), which together with the domain-invariant latent aspect preference embedding forms a domain adaptation network. The loss of the domain adaptation network is defined as

\[ L_{da}^{(s)}(\Theta_{da}, \Theta_{\phi}) = - \sum_{u=1}^{N} \sum_{s=1}^{S} \sum_{i=1}^{S} z_{u,i}^{(s)} \log \tilde{z}_{u,i}^{(s)}, \]

where \( \Theta_{da} \) and \( \Theta_{\phi} \) are the parameters of DIAPE and the domain adaptation discriminator, respectively. \( \tilde{z}_{u,i}^{(s)} \) is the ith component of the softmax output \( \phi(C_u^{(s)}) \in \mathbb{R}^S \) if \( C_u^{(s)} = c_{u,1}^{(s)} \oplus \cdots \oplus c_{u,M}^{(s)} \), and \( z_{u,i}^{(s)} \) is the ground-truth such that \( z_{u,i}^{(s)} = 1 \) if \( i = s \), otherwise \( z_{u,i}^{(s)} = 0 \). Note that the role of the domain adaptation discriminator \( \phi \) is to help DIAPE generate indistinguishable preference matrices \( \{ C_u^{(s)} \} \). Therefore, the optimization objective of the multi-domain adaptation network is defined as the following minimax game,

\[ \min_{\Theta_{da}} \max_{\Theta_{\phi}} - L_{da}. \]

It is noteworthy that the adversarial optimization objective of the domain adaptation discriminator is different from that of the domain separation discriminator. In Equation (11), we want to train the domain adaptation discriminator to maximize the negative cross entropy \(-L_{da}\), which equivalently minimizes the cross entropy to yield a strong discriminator, while in Equation (6), we want to maximize the cross entropy \( L_{da} \). Therefore, the adversarial optimization of Equation (11) results in a good DIAPE able to generate \( \{ C_u^{(s)} \} \) that are indistinguishable enough to fool a strong domain adaptation discriminator.

#### 3.5 Interaction Prediction

For each domain \( D^{(s)} \), we use an MLP \( f^{(s)} \) with a sigmoid function as output to predict the probability that a user \( u \) will interact with an item \( x^{(s)} \),

\[ \hat{r}_{u,x^{(s)}} = f^{(s)}(x^{(s)}, a_{u}^{(s)}; c_{u}^{(s)}; \Theta^{(s)}), \]

where \( \Theta^{(s)} \) represents the learnable parameters, \( x^{(s)} \) is the original feature vector of the item, \( a_{u}^{(s)} = a_{u,1}^{(s)} \oplus \cdots \oplus a_{u,M}^{(s)} \) represents \( u \)'s enhanced domain-specific preference in domain \( D^{(s)} \), and \( c_{u}^{(s)} = c_{u,1}^{(s)} \oplus \cdots \oplus c_{u,M}^{(s)} \) represents \( u \)'s domain-invariant preference revealed by domain \( D^{(s)} \).

#### 3.6 Model Training

For each domain \( D^{(s)} \), we build a training set \( T^{(s)} = \{ (u, x, \ldots) \} \), where \( u, x \in D^{(s)} \) and \( x \in D^{(s)} \) represent a positive sample and a negative sample of a user \( u \), respectively. By applying the popular pair-wise ranking loss BPR [18], we define the following objective function for a single domain \( D^{(s)} \),

\[ L_{f}^{(s)}(\Theta_{f}) = \frac{1}{|T^{(s)}|} \sum_{(u,x,x') \in T^{(s)}} \log(\hat{r}_{u,x} - \hat{r}_{u,x'}) \]

Then the total prediction loss over \( S \) domains is

\[ L_f(\Theta_f) = \frac{1}{S} \sum_{s=1}^{S} L_f^{(s)}, \]

where \( \Theta_f = \{ \Theta_f^{(1)}, \ldots, \Theta_f^{(S)} \} \). At last, by combining \( L_{da}, L_{da}, \) and \( L_f \), we can get the following overall optimization objective

\[ \min_{\Theta_{da}, \Theta_{f}} \max_{\Theta_{\phi}} L_{da} + L_f + \lambda \| \Theta \|_2. \]

where \( \Theta \) represents all trainable parameters and \( \lambda \) is a factor to control the contribution of the regularization term. We will apply Adam as the optimizer for the iterative training of MSDCR, where the parameters will be updated alternately. It is noteworthy that MSDCR will be trained under the multi-task framework, so that the training will benefit from the collaboration of the supervision signals from multiple relevant domains.
## 4 EXPERIMENTS

### 4.1 Experimental Setting

#### 4.1.1 Datasets

We collect three datasets corresponding to the Movie, Book, and Music domains of Douban website. Table 1 shows the statistics of the three domains, where sparsity is defined as the ratio of the observed interactions over all possible interactions. By different combinations of the domains, we build three dual-domain scenarios, Movie-Book, Movie-Music, and Book-Music, and one triple-domain scenario Movie-Book-Music. In each scenario, we randomly select 70% of the data as training set, 10% as validation set, and the remaining 20% as testing set. We will repeat such procedure five times and report the average results.

| Domain | Movie | Book | Music |
|--------|-------|------|-------|
| # Common Users | 800 | 154,886 | 165,461 |
| # Items | 166,447 | 29,781 | 30,487 |
| # Interactions | 30,487 | 29,781 | 154,886 |
| Sparsity | 0.075% | 0.022% | 0.023% |

Table 1: Statistics of datasets

| Domain | Feature | Dimensionality | Type |
|--------|---------|----------------|------|
| Movie  | Director | $\sim 10^4$ | one-hot |
|        | Writer   | $\sim 10^4$ | multi-hot |
|        | Actor    | $\sim 10^4$ | multi-hot |
| Book   | Writer   | $\sim 10^3$ | one-hot |
|        | Publish  | $\sim 10^3$ | one-hot |
|        | Translator | $\sim 10^3$ | one-hot |
|        | Level    | 4             | one-hot |
| Music  | Player   | $\sim 10^3$ | one-hot |
|        | Genre    | $\sim 10^2$ | one-hot |
|        | Album    | $\sim 10^4$ | one-hot |
|        | Media    | 4             | one-hot |
|        | Publisher | $\sim 10^3$ | one-hot |
|        | Level    | 4             | one-hot |

Table 2: Statistics of features of each domain

#### 4.1.2 Baseline Methods

We compare our MSDCR with eight state-of-the-art recommendation methods, including two single-domain models (NCF, AMCF), two single-target CDR models (MV-DNN, CCCFNet), and four dual-target CDR models (CoNet, DDTCDR, GA-DTCDDR, and BiTGCF), which are briefly described as follows:

- **NCF** [6] NCF is a deep learning based model for single-domain recommendation, which employs an MLP to model nonlinear interactions between user and item embeddings.
- **AMCF** [17] AMCF is another single-domain recommendation model, which decomposes item features into multiple aspect embeddings to capture fine-grained user preference.
- **MV-DNN** [3] MV-DNN is a single-target CDR model that can learn domain-invariant user preference by multi-view learning over two domains.
- **CCCFNet** [12] CCCFNet is a content-based single-target CDR model, which combines matrix factorization and collaborative filtering for domain-invariant representation learning.
- **CoNet** [7] CoNet can transfer dual knowledge across two domains via the cross connections between them, which improves the recommendation performance on both domains.
- **GA-DTCDDR** [30] GA-DTCDDR is a dual-target model that leverages the data of dual domains, transfers the preference of common users across domains, and makes recommendations on both domains.
- **DDTCDR** [11] DDTCDR is also a dual-target CDR model, which realizes the dual knowledge transfer between two domains, based on a cross-domain preference mapping with orthogonal constraints.
- **BiTGCF** [13] BiTGCF is a GCN based dual-target CDR model, which can improve the recommendation performance of both domains simultaneously through a bidirectional knowledge transfer between the two domains.

#### 4.1.3 Metrics and Hyper-parameter Setting

In this paper, we use Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) as the metrics, which are widely adopted by the baseline methods. The HR@$k$ is the ratio of the ranking lists where the testing item is ranked in the first $k$ positions, while the NDCG@$k$ further accounts for the position of the hit by assigning higher weight to hits at higher positions. We also adopt the popular leave-one-out testing strategy [6, 11], which ranks a positive item of a testing user among her 99 negative items which are randomly sampled.

The hyper-parameters are tuned on validation sets. We set the embedding dimensionality and the number of latent aspects $(d, M)$ as $(128, 5)$, $(32, 7)$, and $(16, 8)$ for scenarios Movie-Music, Movie-Book, and Book-Music, respectively. The MLP used for the prediction function $f^{(4)}$ consists of 2 hidden layers, with 256 and 128 neurons, respectively. The MLPs used for the domain separation discriminator and the domain adaptation discriminator both have 1 hidden layer with 128 neurons. For fairness, the hyper-parameters of the baseline methods are set to their optimal configuration tuned on validation sets.

### 4.2 Performance Comparison

Tables 3, 4, and 5 show the performances of dual-target recommendation over the three cross-domain scenarios, Movie-Book, Movie-Music, and Book-Music, respectively. For the single-target CDR methods MV-DNN and CCCFNet, the two domains in each scenario will be the target domain by turn.

First, we can see that in each scenario, MSDCR significantly improves the recommendation performances on both domains. This result verifies the advantage of MSDCR offered by the gated enhancement of domain-specific aspect preference and the comprehensive aspect preference learning. Second, it is also noteworthy
that in most cases the single-domain baseline methods (NCF and AMCF) interestingly perform better than the CDR baseline methods. For example, in each scenario, the performances of the single-target CDR methods on the target domain (i.e., the movie domain) are worse than the sing-domain methods. We argue that this is because in the situations where both domains are sparse, the traditional CDR methods cannot accurately capture user preference in a single domain because of the negative transfer between two sparse domains. At last, we can also note that DDTCDR and BiTGCF perform better than the other dual-target CDR methods CoNet and GA-DTCR, partly due to their ability to simultaneously capture domain-specific features and cross-domain features, which is similar to MSDCR. However, different from MSDCR, DDTCDR and BiTGCF still require at least one rich domain, which results in their inferior learning of user preference in multiple sparse domains.

### 4.3 Ablation Study

We use the triple-domain scenario Movie-Book-Music to check the effectiveness of the components of MSDCR by comparing it with its five variants: MSDCR-w/o-DIAPE (the variant without DIAPE), MSDCR-w/o-DSAPE (the variant without DSAPE), MSDCR-w/o-Sep (the variant where the domain separation is removed from DSAPE), MSDCR-w/o-Enhan (the variant where the gate preference enhancement is removed from DSAPE), and MSDCR-Single-Target (the variant where the multi-task framework is removed and MSDCR is trained separately for each single target domain).

The results are shown in Table 6. First, it can be observed that MSDCR performs remarkably better than MSDCR-w/o-DIAPE and MSDCR-w/o-DSAPE in all domains, which shows that a user’s domain-specific preference and domain-invariant preference both play an important role for the learning of a user’s comprehensive preference in each domain. Second, we can see that MSDCR also outperforms MSDCR-w/o-Sep and MSDCR-w/o-Enhan in each domain. This verifies that the complementary aspect preference transfer via the gated aspect preference enhancement, together with the preserving of the uniqueness via the domain separation, can significantly improve the recommendation performance in each sparse domain. Third, we can note that MSDCR outperforms MSDCR-Single-Target, which shows the multi-domain collaboration is of benefit to MSDCR in multi-target CDR. At last, it is worthy note that for each domain, MSDCR performs better in triple-domain scenario (Table 6) than in all dual-domain scenarios (Tables 3 - 5). This result verifies the superiority of MSDCR that the more sparse domains considered, the better the domains strengthen each other.

### 4.4 Performance Against Sparsity

Figures 3(a) - 3(d) show the average performances of MSDCR, the baseline methods and the variants in the three dual-domain scenarios and the triple-domain scenario, respectively, where the horizontal axes represent the proportion of the data that are randomly removed from the training set. We can observe that the performances of all methods degrade as the sparsity level increases (less training data). However, at most sparsity levels, MSDCR consistently performs better than all baseline methods, and the higher sparsity level, the bigger the performance gap between MSDCR and the baseline methods. The results demonstrate the superiority of MSDCR in the CDR scenarios where domains are all sparse, which is brought by its ability to build the comprehensive view of a user’s preferences in each domain by transferring complementary preferences between the multiple domains.

### 5 RELATED WORKS

Single-target CDR aims at improving the recommendation performance in a sparse target domain with the help of a richer source domain. Early methods for single-target CDR jointly factorize the rating matrices in relevant domains to generate the representations that can capture the common preferences of shared users.
The existing methods for dual-target CDR often apply bidirectional transfer learning techniques like domain adaptation [2, 20, 23] to transfer domain-invariant preferences from a source domain to a target domain.

In contrast to single-target CDR, dual-target CDR pursues better performance simultaneously on both two relevant domains [28]. The existing methods for dual-target CDR often apply bidirectional transfer learning to jointly model a user’s preferences in two relevant domains [7, 11, 15, 25, 24, 27]. Recently, researchers have also proposed a few graph-based methods for CDR, which apply GNN to capture the high-order relations between features of different domains [13, 26, 30]. PPGN [26] leverages GCN to capture the high-order information propagation over the joint user-item interaction graph across different domains. GA-DTCDR [30] models the complex relations between users and items with a heterogeneous graph in each domain, and applies an element-wise graph attention network to fuse the embeddings of common users learned from both domains. BiTGCF [13] captures the high-order connectivity in user-item graph of single domain through GCN, and realizes a two-way transfer between two domains with the common user as anchors.

Basically, our MSDCR differs from the existing CDR methods in two aspects. First, the existing CDR methods, whether for single-target or for dual-target, often assume at least one domain has richer data, which might be impractical since sparsity is a ubiquitous problem. In contrast, our MSDCR treats the multiple domains as all sparse and can simultaneously improve recommendation performance for each domain. Second, the existing CDR methods heavily depend on the domain-invariant preferences, which might degrade the preference learning for multiple sparse domains. Different from the existing methods, MSDCR can build a comprehensive understanding of the user’s preferences in each domain by considering both the domain-invariant preference and the enhanced domain-specific preference which are learned separately.

## 6 CONCLUSION

In this paper, we propose a Multi-Sparse-Domain Collaborative Recommendation (MSDCR) model for cross-domain recommendation. Unlike traditional CDR methods, MSDCR treats multiple relevant domains as all sparse and can simultaneously improve recommendation performance in each domain via comprehensive aspect preference learning. In particular, we propose a Multi-Domain Separation Network (MDSN) and a Gated Aspect Preference Enhancement (GAPE) module, which enables MSDCR to learn a user’s unique enhanced domain-specific aspect preferences by adaptively transferring the complementary aspect preferences between domains. We also propose a Multi-Domain Adaptation Network (MDAN) for MSDCR to capture the domain-invariant aspect preferences, which together with the enhanced domain-specific aspect preferences form a comprehensive view of a user’s preference in each domain. At last, remarkable performance improvements on dual-target and multi-target CDR demonstrate the effectiveness of our MSDCR.
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