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Abstract

The hydrodynamic escape problem (HEP), which is characterized by a free boundary value problem of Euler equation with gravity and heat, is crucial for investigating the evolution of planetary atmospheres. In this paper, the global existence of transonic solutions to the HEP is established using the generalized Glimm method. The new version of Riemann and boundary-Riemann solvers, are provided as building blocks of the generalized Glimm method by inventing the contraction matrices for the homogeneous Riemann (or boundary-Riemann) solutions. The extended Glimm-Goodman wave interaction estimates are investigated for obtaining a stable scheme and positive gas velocity, which matches the physical observation. The limit of approximation solutions serves as an entropy solution of bounded variations. Moreover, the range of the hydrodynamical region is also obtained.
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1 Introduction

Spacecraft exploration of the planets in our solar system and the discovery of exoplanets has attracted considerable attention in the atmospheric escape from planetary objects [9]. The Cassini spacecraft currently improves our understanding of the atmospheric escape from Titan [14]. The Maven Mission circuits around Mars for studying its atmospheric composition [32]. In July 2015, the New Horizons (NH) spacecraft completed its flyby of Pluto and discovered flowing ice and an extended haze on the planet. Pluto already exhibits a planetary geology that comprises flowing ices, exotic surface chemistry, mountain ranges, and vast haze. Analyzing Pluto's atmosphere reveals that Pluto's surface has a reddish hue, a simple hydrocarbon in its atmosphere, and the temperature for hazes to form at altitudes higher than 30 kilometers above Pluto's surface.

The hydrodynamic escape problem (HEP) is crucial for investigating the evolution of planetary atmospheres. The HEP for a single-constituent atmosphere is governed by the following Euler equations:

\[ \begin{align*}
\frac{\partial}{\partial t} \rho + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\frac{\partial}{\partial t} (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u} + \mathbf{P}) &= \rho \mathbf{g} + \nabla \mathbf{F}, \\
\frac{\partial}{\partial t} (\rho e) + \nabla \cdot (\rho e \mathbf{u} + \mathbf{F} : \nabla \mathbf{u}) &= \nabla \cdot \mathbf{Q} - \rho \mathbf{g} \cdot \mathbf{u}.
\end{align*} \]
with gravity and heat:
\[
\begin{aligned}
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\partial_t (\rho \mathbf{u}) + \nabla \cdot ((\rho \mathbf{u}) \otimes \mathbf{u}) + \nabla P = -\frac{GM_p\rho}{|r|^3} \mathbf{r}, \\
\partial_t E + \nabla \cdot ((E + P) \mathbf{u}) &= -\frac{GM_p\rho}{|r|^3} (\mathbf{u} \cdot \mathbf{r}) + q,
\end{aligned}
\]
(1.1)
where \(\mathbf{r}\) is the position vector from the center of the planet to the particle of the gas; \(\rho, \mathbf{u}, P,\) and \(E\) represent the density, velocity, pressure, and total energy of the gas respectively; and \(G, M_p, q = q(\mathbf{r})\) are the gravitational constant, mass of the planet, and heating, respectively.

In this paper, we are concerned with the three-dimensional inviscid hydrodynamic equations without thermal conduction in spherical symmetric space-time models, that is, we considered (1.1) to be of the following form
\[
\begin{aligned}
\partial_t (\rho u^2) + \partial_x (\rho u^2 x^2 + P x^2) &= -GM_p\rho + 2P x, \quad 0 < x_B < x < x_T, \\
\partial_t (E u^2) + \partial_x ((E + P) u x^2) &= -GM_p u x + q x^2.
\end{aligned}
\]
(1.2)
Here, \(x\) denotes the distance from the center of the planet, \(x_B\) and \(x_T\) are the altitudes of the inner and outer boundaries of the planetary atmosphere, respectively. Typically, \(x_B\) and \(x_T\) are the altitudes of the upper thermosphere and exobase. The total energy \(E\) is the sum of the kinetic energy and the internal energy of the gas flow,
\[
E = \frac{1}{2} \rho u^2 + \rho_e = \frac{1}{2} \rho u^2 + \frac{P}{\gamma - 1},
\]
(1.3)
where \(\gamma\) is the adiabatic constant with \(1 < \gamma < 5/3\).

The steady transonic solutions of (1.2) are crucial because of an almost hydrodynamic equilibrium state near the bottom boundary. The hybrid fluid/kinetic model \([39]\) seems to be a realistic approach, which comprises the hydrodynamic escape result \([44]\) and a drifting Maxwell-Boltzmann distribution function that includes the bulk velocity \(u\) in the velocity distribution \([50, 51]\). Tian and Toon \([47]\) implemented a numerical simulation using a time-dependent hyperbolic system. A time-independent model experiences singularity at the sonic points \([44]\). For the relaxation methods in \([38]\) for free conduction, the achieved numerical solutions depend on close guess of initial data with positive velocity. The first theoretical analysis for a steady HEP was reported in \([20]\). Using the geometric singular perturbation method, the authors constructed smooth transonic stationary solutions issuing from subsonic states to supersonic states and various types of discontinuous stationary solutions for (1.2). For the time-evolutionary case, the global existence results are yet to be established. In this paper, the global existence of time-evolutionary transonic solutions to the HEP in the hydrodynamic region \(\Sigma \equiv \{(x, t) : x_B \leq x \leq x_T, \ t \in [0, \infty)\}\) is established. The gravity and heat affecting intensity can be distinguished during the wave interaction, leading us to the effective development of the numerical simulation.

We define the notations as follows:
\[
m := \rho u, \quad U := (\rho, m, E)^T.
\]
(1.4)
Using (1.3), we can rewrite (1.2) in a compact form
\[
U_t + f(U)_x = h(x)g(x, U),
\]
(1.5)
where \(h(x) = -2/x\) and
\[
\begin{aligned}
f(U) &= \left(m, \frac{3 - \gamma m^2}{2 \rho} + (\gamma - 1)E, \frac{m}{\rho} \left(\gamma E - \frac{\gamma - 1 m^2}{2 \rho}\right)\right)^T, \\
g(x, U) &= \left(m, \frac{m^2}{\rho} + \frac{G M_p}{2x \rho}, \frac{m}{\rho} \left(\gamma E - \frac{\gamma - 1 m^2}{2 \rho}\right) + \frac{G M_p}{2x \rho} m - \frac{xq}{2}\right)^T.
\end{aligned}
\]
(1.6)
The complete model of the HEP is given by the following free boundary value problem:

\[(\text{HEP})\]

\[
\begin{align*}
U_t + f(U)_x &= h(x)g(x,U), \quad (x,t) \in \Sigma \equiv [x_B, x_T] \times [0, \infty), \\
U(x,0) &= U_0(x) \in \Omega, \quad x \in [x_B, x_T], \\
\rho(x_B, t) &= \rho_B(t), \quad m(x_B, t) = m_B(t), \quad t > 0, \\
\rho|_{\Sigma}, \frac{m}{\rho}|_{\Sigma} > 0, \quad \text{Kn}\left(U\right)|_{\Sigma} \leq 1,
\end{align*}
\]

where the exobase of the atmosphere \( x = x_T \) (as well as \( \Sigma \)) must be determined and \( \text{Kn}(U) \) denotes the Knudsen number of \( U \). Physically, the region \( \Sigma \) is called the hydrodynamic region of \( \Sigma \). The position of the inner boundary \( x_B \) may be probed through astronomical observation. However, determining the outer boundary \( x_T \) is usually difficult due to the transition of the kinetic and hydrodynamical regions. Determining the position of the outer boundary \( x = x_T \) and solving \((1.5)\) in \( \Sigma \) simultaneously is basically a free boundary problem, which makes it difficult to establish the global existence result. To overcome this difficulty, we first propose the following associated initial-boundary value problem (IBVP) without vacuum in \( \Pi \equiv [x_B, \infty) \times [0, \infty) \):

\[(\text{IBVP})\]

\[
\begin{align*}
U_t + f(U)_x &= h(x)g(x,U), \quad (x,t) \in \Pi \equiv [x_B, \infty) \times [0, \infty), \\
U(x,0) &= U_0(x) \in \Omega, \\
\rho(x_B, t) &= \rho_B(t), \quad m(x_B, t) = m_B(t), \quad t > 0,
\end{align*}
\]

where \( U_0(x) = (\rho_0(x), m_0(x), E_0(x))^T \) and \( \Omega \) is an open domain centered at some sonic state

\[U_s \equiv (\rho_s, m_s, E_s) \in \mathcal{T} := \left\{ (\rho, m, E) \left| m = \rho \sqrt{\gamma (\gamma - 1) \left( \frac{E}{\rho} - \frac{u^2}{2} \right)} \right. \right\}.
\]

We call the set \( \mathcal{T} \) the transition surface or the sonic states. The vacuum case is excluded from this formula because the atmospheric gas does not act as fluid when the density tends to zero. Whether the Glimm method can be applied to the vacuum case for the general system has remained unsolved for decades. In this paper, a new version of the Glimm method is used for establishing the existence of global entropy solutions of \((1.8)\) under the following conditions:

(A1) \( \rho_0(x), m_0(x), E_0(x), \rho_B(t) \) and \( m_B(t) \) are bounded positive functions with small total variations, and there exists \( g > 0 \) sufficiently small such that \( \rho_0(x) \geq g \) and \( \rho_B(t) \geq g \) for \( (x,t) \in \Pi \);

(A2) \( \min_{t \geq 0} \{m_B(t)\} > (1 + \epsilon)\text{TV} \{U_0(x)\} + (1 + \epsilon + \epsilon^2)2C \) for \( 0 < \epsilon < \frac{1}{2} \) and some positive constant \( C \);

(A3) \( q(x) \in W^{1,1}(x_B, \infty) \).

Under the condition \( (A_1) \sim (A_3) \), \((1.8)\) consists of global entropy solutions with positive velocity in \( \Pi \) (Main Theorem I). In addition, under a certain constraint of transonic initial data, in the complement of \( \Sigma \), denoted as \( \Sigma^c \), the wave speeds of Glimm’s approximate solutions \( \{U_{\Delta x}\} \) to \((1.8)\) are positive, that is, the entropy flow \( U \) to which \( \{U_{\Delta x}\} \) converges is supersonic in \( \Sigma^c \) so that the waves of \( U \) in \( \Sigma^c \) do not move into \( \Sigma \) to interact with the waves in \( \Sigma \). Moreover, we prove that the Knudsen number \( \text{Kn}(U) \) of \( U \) in \( \Sigma \) satisfies

\[\text{Kn}(U) \leq 1,\]

which implies that \( \Sigma \) fulfills the physical meaning of the hydrodynamic region \([52]\). Using this strategy, we can prove that the solution \( U_{\Sigma} \) for \((1.8)\) is indeed the entropy solution of \((1.7)\) (Main Theorem II).

Let us review some previous results related to this topic and clarify the motivation of the study. When \( g \equiv 0 \), the system \((1.7)\) is reduced to the strictly hyperbolic system,

\[U_t + f(U)_x = 0. \tag{1.9}\]

The entropy solution to the Riemann problem was first constructed by Lax \([25]\). In particular, the solution is self-similar and consists of constant states separated by elementary waves: rarefaction waves,
shocks, and contact discontinuities. Furthermore, the global existence of weak solutions to the Cauchy problem was established by Glimm [10], who considered Lax’s solutions as the build blocks of the scheme. For the inhomogeneous hyperbolic systems,

\[ U_t + f(x,U)_x = g(x,U). \]  

(1.10)

The Cauchy problem was first studied by Liu [33]. For the Cauchy problem of the general quasi-linear, strictly hyperbolic system

\[ U_t + f(x,t,U)_x = g(x,t,U). \]  

(1.11)

The existence of entropy solutions was first established by Dafermos and Hsiao [7]. In [6, 17, 29], system (1.11) was studied under dissipative conditions by using the asymptotic expansion of the classical Riemann solutions. The aforementioned conditions contribute considerably in investigating the systems (1.10) and (1.11). In the aforementioned studies, the source term was used for generating an extra stationary characteristic field in the Riemann problem. The time-independent wave curves generated by this filed are tangential to the classical 1-wave curves at sonic states, resulting in the nonuniqueness of solutions of a Riemann problem. The total variations of solutions may blow up in a finite time and the blow up phenomenon can be eliminated using a further dissipative assumption.

When \( f \) and \( g \) are independent of \( x \), Bianchini-Bressan [1] studied the existence result by using regularization method. Luskin-Temple [36] and the authors in [4] establish the existence result by combining Glimm’s scheme with the method of fractional steps. Base on these studies, we can consider the effect of the source in (1.5) as the perturbations of the solutions to the homogeneous conservation laws. The appearance of the source terms in (1.5) breaks up the self-similarity of Riemann waves. But the effect is only up to \( O(\Delta t) \), that is, the effect of the source terms on self-similar waves is of the order \( \Delta t \) in each Riemann cell. More precisely,

\[ (df(U) - \xi I_5)\tilde{U} = (t - t_0)h(x)g(x,U) \approx (\Delta t)h(x)g(x,U). \]  

(1.12)

Therefore, we can construct the approximate solution for our generalized Riemann problem as \( U = \tilde{U} + \hat{U} \) in each Riemann cell, where \( \tilde{U} \) solves (1.9) and \( \hat{U} \) solves the linearized system of (1.5) around \( \tilde{U} \). We have

\[ |\hat{U}| = O(1)|\tilde{U}|, \]

and

\[ U(x,t) = S(x,t,\tilde{U}) \cdot \hat{U}, \]

for some contraction matrix \( S(x,t,\tilde{U}) \) depending on \( \tilde{U} \) (as well as \( f, g \)). This construction of the generalized Riemann solver is in contrast to the fractional step scheme [36] and other operator splitting methods [1, 4, 13]. For instance, in [4], the effect of the source on the solutions of the classical Riemann problem is decoupled. In our case, the effect of the source on the solutions of the classical Riemann problem is strongly coupled. The estimates of wave interaction are more complicated than in [4].

For the stability of the generalized Glimm scheme, contrary to the methods used in [1, 5, 6, 7, 10, 17, 19, 36], in which the positivity of the gas velocity is assumed, we can demonstrate, through the structure of the generalized Glimm’s approximate solution, that the escape velocity of the gas is globally positive, which matches the astronomical observation. Therefore, the uniform bounds of the total variations of the approximate solutions in (1.8) can be achieved by showing that (1) the Glimm functionals of \( \tilde{U} \) are nonincreasing in time and (2) the perturbations have a uniform bound of the total variations in each time step. In addition, we prove positivity of the gas velocity through a rigorous mathematical proof. Based on the contraction matrix \( S \), we can achieve a more accurate formula of wave interaction estimates that lead to the decay result of the Glimm functionals, and a new relation between the velocity and the Glimm functionals in each time step. Consequently, the stability of the generalized Glimm scheme and the global positivity of the gas velocity is obtained, as shown in Section 3. Based on (A1) \( \sim (A3) \) and the estimation of interaction, the existence of global entropy solutions in transonic gas flow without any dissipative condition is established.

We now introduce the definitions of weak solutions and entropy solutions for (1.8), and state the main theorems.
Definition 1.1. Consider the initial-boundary value problem in (1.8). A measurable function \( U(x,t) \) is a weak solution of (1.8) if
\[
\int_{x>x_B, t>0} \{U \phi_t + f(U) \phi_x + h(x)g(x,U) \phi \} \, dx \, dt + \int_{x_B}^\infty U_0(x) \phi(x,0) \, dx + \int_0^\infty f(U(x_B,t)) \phi(x_B,t) \, dt = 0,
\]
for any test function \( \phi \in C_0^1(\Omega) \).

Definition 1.2. Let \( \Omega \) be a convex subset of \( \mathbb{R}^3 \). A pair \((\eta(U), \omega(U))\) is an entropy pair of (1.2) if \( \eta \) is convex on \( \Omega \) and
\[
d\omega = d\eta \, df \quad \text{on} \quad \Omega.
\]
Furthermore, a measurable function \( U \) is an entropy solution of (1.8) if \( U \) is a weak solution of (1.8) and satisfies
\[
\int_{x>x_B, t>0} \{\eta \phi_t + \omega \phi_x + d\eta \cdot hg \phi \} \, dx \, dt + \int_{x_B}^\infty \eta(U_0(x)) \phi(x,0) \, dx + \int_0^\infty \omega(U(x_B,t)) \phi(x_B,t) \, dt \geq 0, \quad (1.13)
\]
for every entropy pair \((\eta(U), \omega(U))\) and any positive test function \( \phi \in C_0^1(\Omega) \).

Main Theorem I. Consider the initial-boundary value problem (1.8) with transonic initial data \( U_0 = (\rho_0, m_0, E_0)^T \). Assume that the inner boundary data \((\rho_B(t), m_B(t))\) satisfies the condition (A1) \sim (A3) and the heat \( q \) satisfies the condition (A3). Let \( \{U_{\theta,\Delta x}\} \) be the sequence of approximate solutions of (1.8) by using the generalized Glimm scheme. Then, there exist a null set \( N \subset \Phi \) and a subsequence \( \{\Delta x_i\} \to 0 \) such that if \( \theta \in \Phi \setminus N \), then
\[
U(x,t) := \lim_{\Delta x_i \to 0} U_{\theta,\Delta x_i}(x,t)
\]
is the positive entropy solution of (1.8). In particular, the gas velocity is positive in \( \Pi \).

Main Theorem II. Assume that the transonic initial data \( U_0 = (\rho_0, m_0, E_0)^T \) such that \( \rho_0, E_0 \) is decreasing and \( m_0 \) is increasing and \( u_0(x_B) < c_0(x_B) \), where \( u_0, c_0 \) as defined in (2.6). There exists \( x_T > x_B \) depending on the initial and boundary data such that \( \Sigma \equiv [x_B, x_T] \times [0, \infty) \) is the hydrodynamic region of (1.7), which means \( U(x,t) \bigr|_{\Sigma} \) is the global entropy solution of (1.7) satisfying \( \text{ran}(U) \bigr|_{\Sigma} \leq 1 \).

This paper is organized as follows. Section 2 presents the generalized solvers for Riemann and boundary-Riemann problems based on the construction of the approximate solutions to these problems through the asymptotic expansion and operator splitting techniques. The residuals of the solutions in each grid are calculated to preserve the consistency of the proposed scheme. Section 3 presents a generalized version of the Glimm scheme. Moreover, the generalized wave interaction estimate, nonincreasing Glimm functional, and estimate for the total variation of the perturbations in each time strip are obtained. The global existence of the entropy solutions for (1.2) is proved. The hydrodynamic region is determined in the final section.

2 Generalized solutions for the Riemann and Boundary-Riemann problems

In this section, we introduce a new method of constructing the approximate solutions to the Riemann and boundary-Riemann problems of (1.5), which are the building blocks of the generalized Glimm scheme of the HEP. The residuals of the approximate solutions will be estimated for maintaining the consistency of the generalized Glimm scheme. Let us select the spatial resolution \( \Delta x > 0 \) and the temporal step \( \Delta t > 0 \) sufficiently small, which satisfies the Courant-Friedrichs-Lewy (CFL) condition
\[
\lambda := \frac{\Delta x}{\Delta t} > \sup_{(\rho,m,E) \in \Omega} \left\{ \frac{m}{\rho} + \sqrt{\gamma(\gamma-1) \left( \frac{E}{\rho} - \frac{m^2}{2\rho} \right)} \right\}, \quad (2.1)
\]
We define the inner region at the location \( x_0 \) and time \( t_0 \)
\[
D(x_0, t_0) := \{(x, t) \mid |x - x_0| < \Delta x, \ t_0 < t < t_0 + \Delta t\},
\]
and the boundary region at the lower boundary \( x_B \) and time \( t_0 \)
\[
D(x_B, t_0) := \{(x, t) \mid x_B < x < x_B + \Delta x, \ t_0 < t < t_0 + \Delta t\}.
\]
The Riemann problem of (1.2) in \( D(x_0, t_0) \), denoted by \( R(x_0, t_0; g) \), is given by
\[
R(x_0, t_0; g) : \begin{cases} 
U_t + f(U)_x = h(x)g(x, U), & (x, t) \in D(x_0, t_0), \\
U(x, t_0) = \begin{cases} U_L, & \text{if } x_0 - \Delta x < x < x_0, \\
U_R, & \text{if } x_0 < x = x_0 + \Delta x,
\end{cases}
\end{cases}
\]
and the boundary-Riemann problem of (1.2) in \( D(x_B, t_0) \), denoted by \( BR(x_B, t_0; g) \) can be expressed as
\[
BR(x_B, t_0; g) : \begin{cases} 
U_t + f(U)_x = h(x)g(x, U), & (x, t) \in D_B(x_B, t_0), \\
U(x, t_0) = U_R, & x_B \leq x \leq x_B + \Delta x, \\
\rho(x_B, t) = \rho_B, \ m(x_B, t) = m_B, & t_0 < t < t_0 + \Delta t,
\end{cases}
\]
where \( m, U, f, \) and \( g \) are defined in (1.4) and (1.6); \( U_L = (\rho_L, m_L, E_L) \) and \( U_R = (\rho_R, m, E_R) \) are the left and right constant states; and \( \rho_B > 0 \) and \( m_B > 0 \) are the density and momentum at the boundary \( x_B \), respectively. By setting the source term \( g = 0 \) in (2.4) and (2.5), the corresponding classical Riemann and boundary-Riemann problems are denoted by \( RC(x_0, t_0) = R(x_0, t_0; 0) \) and \( BR(x_B, t_0) = BR(x_B, t_0; 0) \).

### 2.1 Construction of approximate solutions to the Riemann and boundary-Riemann problems

The system (1.5) is a strictly hyperbolic system whose Jacobian matrix \( df \) has three distinct real eigenvalues:
\[
\lambda_1(U) := u - c(U), \quad \lambda_2(U) := u, \quad \text{and} \quad \lambda_3(U) := u + c(U),
\]
where
\[
u = \frac{m}{\rho} \quad \text{and} \quad c(U) = \sqrt{\gamma(\gamma - 1)\left(\frac{E}{\rho} - \frac{u^2}{2}\right)}.
\]
The corresponding right eigenvectors of \( df \) are
\[
R_1(U) = (-1, c - u, uc - H)^T, \quad R_2(U) = (1, u, \frac{1}{2} u^2)^T, \quad \text{and} \quad R_3(U) = (1, c + u, uc + H)^T
\]
where the total specific enthalpy \( H \) is
\[
H = H(U) = \frac{\gamma E}{\rho} - \frac{\gamma - 1}{2} u^2,
\]
and \( c(U) \) is the sound speed of the gas. Here, the gas is assumed to be ideal so that the pressure satisfies
\[
P = \rho RT, \quad (2.8)
\]
where \( R \) is the molar gas constant and \( T \) is the absolute temperature. According to (1.3) and (2.8), the sound speed can be expressed as
\[
c = \sqrt{\gamma RT}.
\]
Since the laws of thermodynamics indicate that the absolute zero temperature cannot be reached by only the thermodynamic process, it allows us to assume that
\[
\min \limits_{\text{cell}} c(U) = c_* > 0.
\]
Furthermore, we have
\[ \nabla \lambda_i(U) \cdot R_i(U) = \frac{(\gamma + 1) c}{2 \rho} > 0, \quad i = 1, 3, \quad \text{and} \quad \nabla \lambda_2(U) \cdot R_2(U) = 0, \]
which implies that the first and third characteristic fields are genuinely nonlinear and the second characteristic field is linearly degenerate. Therefore, the entropy solutions for \( R_C(x_0, t_0) \) and \( B R_C(x_B, t_0) \) consist of either shock waves, rarefaction waves first or third characteristic fields, or contact discontinuities from the second characteristic field. For each \( i = 1, 3 \), the \( i \)-rarefaction wave is a self-similar function
\[ U = U(\xi), \quad \xi = \frac{x - x_0}{t - t_0}, \]
which satisfies
\[ (df(U) - \xi I_3) \cdot dU = 0, \]
where \( I_3 \) is the \( 3 \times 3 \) identity matrix and the admissible \( i \)-shock is a discontinuous function satisfying the Rankine-Hugoniot condition
\[ s[U] = [f(U)], \quad (2.10) \]
and Lax’s entropy condition
\[ \lambda_i(U_R) < s < \lambda_i(U_L), \]
where \( s \) is the speed of the shock-front and \([\cdot]\) denotes the difference of states across the shock. According to Lax’s method [25], we can obtain the existence and uniqueness of the entropy solution for \( R_C(x_0, t_0) \). The solution consists of at most four constant states separated by shocks, rarefaction waves, or contact discontinuity. However, for \( B R_C(x_B, t_0) \), even under the Rankine-Hugoniot and Lax’s entropy conditions, we may not obtain the uniqueness of the weak solutions when \( U_R \) is near the transition surface \( \mathcal{T} \), see Figure 1.

Figure 1. Two states \( U_B \) and \( U'_B \) connect to \( U_R \in \mathcal{T} \) by two different waves: \( \mathcal{E}_2 + \mathcal{R}_3 \) and \( \mathcal{E}_2 \). Both states satisfy the Rankine-Hugoniot and Lax-entropy conditions.

Moreover, the total variation of these solutions can be large even \( |\rho_R - \rho_B|, |m_R - m_B| \) are small. To solve this problem, we impose an additional condition on the solutions:

(\( \mathcal{E} \)) A weak solution \( U = (\rho, m, E) \) is the entropy solution of \( B R_C(x_B, t_0) \) if \( U \) has the least total variation in \( \rho \) within all weak solutions of \( B R_C(x_B, t_0) \).

Under the condition \( (\mathcal{E}) \), we can select the unique entropy solution for \( B R_C(x_B, t_0) \). In addition, the entropy solution does not consist of the 0-speed shock from the first characteristic field attached on the boundary \( x = x_B \). The following theorem states the existence and uniqueness of entropy solutions for \( R_C(x_0, t_0) \) and \( B R_C(x_B, t_0) \).
Theorem 2.1. Suppose $U_L \in \Omega$. Then, there is a neighborhood $\Omega_1 \subset \Omega$ of $U_L$ such that if $U_R \in \Omega_1$, $R_C(x_0, t_0)$ has a unique solution consisting of at most four constant states separated by shocks, rarefaction waves, and contact discontinuities. Moreover, under the additional condition (E), there exist a neighborhood $\Omega_2 \subset \Omega$ of $U_R$ and $g > 0$ exist such that $U_B = (\rho_B, m_B, E_B) \in \Omega_2$ and $\mathcal{BR}_C(x_B, t_0)$ admits a unique self-similar solution $U$ satisfying $U(x, t) = U_B$.

We can now construct the approximate solutions for $R_G(x_0, t_0; g)$ and $\mathcal{BR}_G(x_B, t_0; g)$ by using Theorem 2.1. Let $\tilde{U} = (\tilde{\rho}, \tilde{m}, \tilde{E})^T$ be the entropy solution of $R_C(x_0, t_0)$. Then, for $(x, t) \in D(x_0, t_0)$, the approximate solution $U$ of $R_G(x_0, t_0; g)$ is given by

$$U(x, t) = \tilde{U}(x, t) + \tilde{U}(x, t),$$

where $\tilde{U}(x, t)$ is constructed using the following steps: (1) Linearizing of the system (1.5) around the homogeneous solution $\tilde{U}$. (2) Averaging the coefficient of the linearized system. (3) Applying the operator-splitting method to the modified system. The detailed construction of $\tilde{U}(x, t)$ is provided in appendix A. On the basis of these steps and (2.11) and (A.8), the approximate solution $U(x, t)$ can be expressed as

$$U(x, t) = S(x, t, \tilde{U}),$$

where

$$S(x, t, \tilde{U}) = \begin{bmatrix} e^{h\tilde{u}t} \cosh(hvt) & 0 & 0 \\ v e^{h\tilde{u}t} \sinh(hvt) & e^{h\tilde{u}t} \cosh(hvt) & 0 \\ S_{31} & S_{32} & S_{33} \end{bmatrix},$$

and $v = v(x)$ is defined as

$$v(x) = \sqrt{\frac{GM_p}{2x}},$$

and

$$S_{31} = \frac{-xq}{2\gamma m} (e^{h\tilde{u}t} - 1) - \frac{v^3}{v^2 - (\gamma - 1)^2 \tilde{u}^2} (ve^{h\tilde{u}t} - ve^{h\tilde{u}t} \cosh(hvt) - (\gamma - 1)\tilde{u} e^{h\tilde{u}t} \sinh(hvt)), $$

$$S_{32} = \frac{(\gamma - 1)\tilde{u} v^2 + (\gamma - 1)\tilde{u}^2}{2(v^2 - (\gamma - 1)^2 \tilde{u}^2)} (e^{h\tilde{u}t} - e^{h\tilde{u}t} \cosh(hvt)) + \frac{v(2v^2 - (3\gamma - 2)(\gamma - 1)\tilde{u}^2)}{2(v^2 - (\gamma - 1)^2 \tilde{u}^2)} e^{h\tilde{u}t} \sinh(hvt),$$

$$S_{33} = -\frac{\gamma v}{v^2 - (\gamma - 1)^2 \tilde{u}^2} + \frac{\gamma v}{v^2 - (\gamma - 1)^2 \tilde{u}^2} (ve^{h\tilde{u}t} \cosh(hvt) + (\gamma - 1)\tilde{u} e^{h\tilde{u}t} \sinh(hvt)).$$

Furthermore, through complex computation, we have

$$\tilde{U}(x, t) = -\frac{\tilde{\beta}}{x} \left(2\tilde{u} (2\tilde{u}^2 + v^2), \tilde{u} (\tilde{u}^2 + 2v^2 + \frac{2\tilde{u}^2}{\gamma - 1} - \frac{q}{x\rho}) \right)^T + O(1)(\Delta t)^2.$$  

Consequently,

$$|\tilde{U}| = |(S - I_3)\tilde{U}| = O(1)(\Delta t),$$

and $\tilde{U} \to 0$ as $\Delta t \to 0$ or $h \to 0$, which is consistent with the entropy solution for homogeneous conservation laws. Moreover, the approximation in (2.12) continues to be true when $\tilde{U}$ is a constant state.

The construction of the approximate solution for $\mathcal{BR}_G(x_B, t_0; g)$ is similar to that for $R_G(x_0, t_0; g)$. Therefore, the approximate solution for $\mathcal{BR}_G(x_B, t_0; g)$ is also given by (2.12). The perturbation $\tilde{U}$ in $\mathcal{BR}_G(x_B, t_0; g)$ may not satisfy $\tilde{U}(x_B, t) = 0$ because of (2.15), which means that the approximate solution $\tilde{U}$ may not match the boundary condition. However by (2.16), the error between the approximation $U$ and the boundary data $\tilde{U}_B := (\rho_B, m_B, 0)^T$ can be estimated by

$$\left|U(x_B, t) - \tilde{U}_B\right| \leq \left|\tilde{U}(x_B, t)\right| + \left|\tilde{U}(x_B, t) - \tilde{U}_B\right| = O(1)(\Delta t) + \text{osc.} D(x_B, t_0) \{\tilde{U}_B\},$$

where $\text{osc.} D(x_B, t_0) \{\tilde{U}_B\}$ denotes the oscillation of a function $\tilde{U}_B$ in the set $D(x_B, t_0)$. This indicates that such approximation does not affect the stability and consistency of the generalized Glimm method, which will be discussed later.
2.2 Residuals of the approximate solutions for Riemann and boundary-Riemann problems

To demonstrate the consistency of the generalized Glimm scheme, it is necessary to calculate the residuals of the approximate solutions for Riemann and boundary-Riemann problems. Given a measurable function $U$, region $\Gamma \subset \Pi$, and test function $\phi \in C^1_0(\Gamma)$, the residual of $U$ for (1.5) in $\Gamma$ is defined as

$$R(U, \Gamma, \phi) := \iint_{\Gamma} \{ U \phi_t + f(U) \phi_x + h(x)g(x, U)\phi \} \, dx \, dt. \quad (2.18)$$

We have the following estimates.

**Theorem 2.2.** Let $U$ and $U^B$ be the approximate solutions of the Riemann problem $\mathcal{R}_G(x_0, t_0; g)$ and the boundary-Riemann problem $\mathcal{BR}_G(x_B, t_0; g)$ respectively. Let $\phi \in C^1_0(\Gamma)$ be a test function. Suppose that $U = \bar{U} + \bar{U}$ and $U^B = \bar{U} + \bar{U}$. Then the residuals of $U$ and $U^B$ can be estimated respectively by

$$R(U, D(x_0, t_0), \phi) = \iint_{\Gamma} \{ \bar{U} \phi_t + f(\bar{U}) \phi_x + h(x)g(x, \bar{U})\phi \} \, dx \, dt + O(1) \left[ \left( (\Delta t)^2 (\Delta x) + (\Delta t)^3 + (\Delta t)^2 \text{osc.} \{ \bar{U} \} \right) \| \phi \|_x \right], \quad (2.19)$$

and

$$R(U^B, D(x_B, t_0), \phi) = \iint_{\Gamma} \{ \bar{U} \phi_t + f(\bar{U}) \phi_x + h(x)g(x, \bar{U})\phi \} \, dx \, dt + O(1) \left[ \left( (\Delta t)^2 (\Delta x) + (\Delta t)^3 + (\Delta t)^2 \text{osc.} \{ \bar{U} \} \right) \| \phi \|_x \right],$$

where $\text{osc.}(w)$ denotes the oscillation of a function $w$ in the set $\Lambda$, and $D(x_0, t_0)$ and $D(x_B, t_0)$ are given by (2.2) and (2.3), respectively.

**Proof.** We only demonstrate the calculation of $R(U, D(x_0, t_0), \phi)$; the calculation of $R(U^B, D(x_B, t_0), \phi)$ is similar. Without loss of generality, let $t_0 = 0$, $D := D(x_0, t_0)$ with $x_0 > x_B$, and $\bar{U}$ consists of the 1-shock with speed $s_1$, 2-contact discontinuity with speed $s_2$, and 3-rarefaction wave with lower speed $s_3$ and upper speed $s_3'$. By (2.12) and (2.18),

$$R(U, D, \phi) = \iint_D \{ \bar{U} \phi_t + f(\bar{U}) \phi_x \} \, dx \, dt + \iint_D \{ \bar{U} \phi_t + (f(U) - f(\bar{U})) \phi_x + h(x)g(x, U)\phi \} \, dx \, dt = Q_1 + Q_2. \quad (2.20)$$

According to the structure of $\bar{U}$, $Q_2$ can be evaluated as

$$Q_2 = \left( \int_{x_0}^{x_0+s_1} + \int_{x_0}^{x_0+s_2} + \int_{x_0}^{x_0+s_3} + \int_{x_0}^{x_0+s_3'} \right) \{ \bar{U} \phi_t + (f(U) - f(\bar{U})) \phi_x + h(x)g(x, U)\phi \} \, dx \, dt = Q_{21} + Q_{22} + Q_{23} + Q_{24} + Q_{25}. \quad (2.21)$$
Figure 2. Typical solution to the classical Riemann problem $\mathcal{R}_C(x_0, t_0)$.

Here $\tilde{U}$ consists of different constant states in the region $D_i$, $i = 1, 2, 3, 5$, and self-similar in $D_4$, where $\{D_i\}_{i=1}^5$ is as shown in Figure 2. Next, according to (2.12) and (2.13) and the complicate calculation,

$$
\tilde{U}_t - h_0(x, U) = \tilde{c}_i(S - I_3)\tilde{U} - h_0(x, S\tilde{U}) = S\tilde{U} - h_0(x, S\tilde{U}) = h_0\left(0, \nu e^{h_0t} \sinh(hv t) \tanh(hv t)\right),\Delta_3^T = O(1)\Delta t^2,
$$

where

$$
\Delta_3 = \tanh(hv t) \cdot \left\{ \frac{\nu (e^{h_0t} - 1)}{v^2 - (\gamma - 1)^2 \tilde{u}^2} \left( e^{h_0t} - e^{h_0t} \cosh(hv t) \right) \right\}.
$$

Since $\sinh(hv t) = O(1)\Delta t$, $\tanh(hv t) = O(1)\Delta t$, and $e^{h_0t} - 1 = O(1)\Delta t$ when $0 < t < \Delta t$. Applying Green’s theorem and (2.22) to $Q_{2i}$, $i = 1, 2, 3, 5$, we have

$$
Q_{21} = \int_{x_0 - \Delta x}^{x_0 + s_1 \Delta t} \left( \tilde{U} \phi \right)(x, \Delta t) dx - \int_{x_0 - \Delta x}^{x_0} \left( \tilde{U} \phi \right)(x, 0) dx - \int_0^{\Delta t} s_1(\tilde{U} \phi)(s_1 t - t, t) dt
$$

$$
+ \int_0^{\Delta t} \left( (f(U) - f(\tilde{U})) \phi \right)(x, t) \bigg|_{x = s_1 t - t}^{x = -\Delta t} dt + O(1)\Delta t^3(\Delta x) \|\phi\|_x, \tag{2.23}
$$

$$
Q_{22} = \int_{x_0 + s_2 \Delta t}^{x_0 + \Delta t} \left( \tilde{U} \phi \right)(x, \Delta t) dx - \int_0^{\Delta t} \left( (f(U) - f(\tilde{U}) - s_2 \tilde{U}) \phi \right)(s_2 t - t, t) dt
$$

$$
- \int_0^{\Delta t} \left( (f(U) - f(\tilde{U}) - s_1 \tilde{U}) \phi \right)(s_1 t - t, t) dt + O(1)\Delta t^3(\Delta x) \|\phi\|_x, \tag{2.24}
$$

$$
Q_{23} = \int_{x_0 + s_3 \Delta t}^{x_0 + s_2 \Delta t} \left( \tilde{U} \phi \right)(x, \Delta t) dx + \int_0^{\Delta t} \left( (f(U) - f(\tilde{U}) - s_3 \tilde{U}) \phi \right)(s_3 t, t) dt
$$

$$
- \int_0^{\Delta t} \left( (f(U) - f(\tilde{U}) - s_2 \tilde{U}) \phi \right)(s_2 t + t, t) dt + O(1)\Delta t^3(\Delta x) \|\phi\|_x, \tag{2.25}
$$
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According to (2.21) and (2.23)-(2.30), therefore, by (2.12) the approximate solution and $Q_0$:

\[
\begin{align*}
&\int_{x_0}^{x_0 + \Delta x} (\bar{U}(\phi))(x, \Delta t)dx - \int_{x_0}^{x_0 + \Delta x} (\bar{U}(\phi))(x, 0)dx + \int_0^{\Delta t} s_3^+ (\bar{U}(\phi)(s_3^+ t, t)dt) \\
&+ \int_0^{\Delta t} \left((f(U) - f(\bar{U}))\phi(x, t)\right)_{x=s_3^+ t}dt + O(1)(\Delta t)^3(\Delta x)\|\phi\|_x.
\end{align*}
\]  

(2.26)

Next, $Q_{24}$ is estimated as follows. In the region $D_4 = \{(x, t) | \frac{x-x_0}{t} \in [s_3^-, s_3^+]\}$, $\bar{U}$ is the 3-rarefaction wave; therefore, by (2.12) the approximate solution $\bar{U}$ satisfies

\[
\bar{U}(x, t) = S(x_0 + t\xi, t, \bar{U}(\xi))\bar{U}(\xi),
\]

where $\xi = \frac{x-x_0}{t}$. It leads to

\[
\begin{align*}
\bar{U}_t - h(x_0 + t\xi)g(x_0 + t\xi, U) \\
&= \bar{c}_1((S-I_3)(x_0 + t\xi, t, \bar{U}(\xi))\bar{U}(\xi)) - h(x_0 + t\xi)g(x_0 + t\xi, S(x_0 + t\xi, t, \bar{U}(\xi))\bar{U}(\xi)) \\
&= \bar{c}_1((S-I_3)\bar{U}(\xi)) - \frac{\xi}{t}\bar{c}_1((S-I_3)\bar{U}(\xi)) - \frac{\xi}{t}(S-I_3)\bar{U}(\xi) - h(x_0 + t\xi)g(x_0 + t\xi, S\bar{U}) \\
&= Q_{24}(\xi, t) + Q_{24}^2(\xi, t),
\end{align*}
\]

(2.27)

where $\hat{\bar{U}} := \frac{d\bar{U}}{d\xi}$, and

\[
\begin{align*}
Q_{24}^1(\xi, t) &\equiv \bar{c}_1((S-I_3)\bar{U}(\xi)) - h(x_0 + t\xi)g(x_0 + t\xi, S\bar{U}), \\
Q_{24}^2(\xi, t) &\equiv -\frac{\xi}{t}\left(\bar{c}_1((S-I_3)\bar{U}(\xi)) + (S-I_3)\hat{\bar{U}}(\xi)\right).
\end{align*}
\]

According to (2.13) and further calculation, we have

\[
\begin{align*}
Q_{24}^1(\xi, t) &= \frac{Q_{24}}{x_0} \left(\bar{m} - 3\bar{m}\bar{\rho}(\bar{u}^2 + 2v_0^2), \bar{m}(\bar{H} + 2v_0^2)\right)^T + O(1)(\Delta t)^2, \\
Q_{24}^2(\xi, t) &= \frac{\xi}{x_0} \left[\begin{array}{ccc}
0 & 2 & 0 \\
2(v_0^2 - \bar{u}^2) & 4\bar{u} & 2\gamma \bar{u} \\
(\gamma - 1)\bar{u}^3 - 2\bar{u}\bar{H} & 2(\bar{H} - (\gamma - 1)\bar{u}^2 + v_0^2) & 2\gamma \bar{u}
\end{array}\right] \hat{\bar{U}} \\
&+ O(1)\Delta t,
\end{align*}
\]

(2.29)

\[
Q_{24} = \int_{x_0}^{x_0 + s_3^+ \Delta x} (\bar{U}(\phi)(x, \Delta t)dx + \int_0^{\Delta t} ((f(U) - f(\bar{U}))\phi)(s_3^+ t, t)dt \\
- \int_0^{\Delta t} ((f(U) - f(\bar{U}) - s_3^+ U\phi)(s_3^+ t, t)dt \\
- \int_0^{\Delta t} \int_{s_3^+ t} Q_{24}(\xi, t) + Q_{24}^2(\xi, t)\phi(\xi, t)d\xi dt.
\]

(2.30)

According to (2.21) and (2.23)-(2.30)

\[
\begin{align*}
Q_2 &= \sum_{i=1}^5 Q_{2i} = \int_{-\Delta x}^{\Delta x} (\bar{U}(\phi)(x, t))_{x=\Delta x}^{x=0} dx + \int_0^{\Delta t} ((f(U) - f(\bar{U}) - s_1 U\phi)(x, t)_{x=s_1 t}^{x=s_1 t+dt} \\
&+ \int_0^{\Delta t} ((f(U) - f(\bar{U}) - s_2 U\phi)(x, t)_{x=s_2 t}^{x=s_2 t+dt} dt + \int_0^{\Delta t} ((f(U) - f(\bar{U}))\phi)(x, t)_{x=-\Delta x}^{x=\Delta x} dt \\
&+ O(1)((\Delta t)^3(\Delta x) + (\Delta t)^3 + (\Delta t)^3(\text{osc.}(\bar{T}))\|\phi\|_x).
\end{align*}
\]

(2.31)
We estimate the second and third terms on the right-hand side of (2.31). Suppose that the state \( \tilde{U}_1 \) is connected to the state \( \tilde{U}_L = (\rho_L, m_L, E_L) \) by 1-shock on the right and the \( \tilde{U}_2 \) by the 2-contact discontinuity on the left. Then, the Rankine-Hugoniot condition (2.10) gives

\[
f(\tilde{U}_1) - f(\tilde{U}_L) = s_1(\tilde{U}_1 - \tilde{U}_L), \quad f(\tilde{U}_1) - f(\tilde{U}_2) = s_2(\tilde{U}_1 - \tilde{U}_2).
\]  

(2.32)

According to (2.12) and (2.32), we obtain (2.19). The proof is complete.

Similarly, we have

\[
\text{discontinuity on the left. Then, the Rankine-Hugoniot condition (2.10) gives}
\]

\[
\text{According to (2.12) and (2.32), we obtain}
\]

We estimate the second and third terms on the right-hand side of (2.31). Suppose that the state \( \tilde{U}_1 \) is connected to the state \( \tilde{U}_L = (\rho_L, m_L, E_L) \) by 1-shock on the right and the \( \tilde{U}_2 \) by the 2-contact discontinuity on the left. Then, the Rankine-Hugoniot condition (2.10) gives

\[
f(\tilde{U}_1) - f(\tilde{U}_L) = s_1(\tilde{U}_1 - \tilde{U}_L), \quad f(\tilde{U}_1) - f(\tilde{U}_2) = s_2(\tilde{U}_1 - \tilde{U}_2).
\]  

(2.32)

According to (2.12) and (2.32), we obtain (2.19). The proof is complete.

Similarly, we have

\[
\text{discontinuity on the left. Then, the Rankine-Hugoniot condition (2.10) gives}
\]

\[
\text{According to (2.12) and (2.32), we obtain}
\]

We estimate the second and third terms on the right-hand side of (2.31). Suppose that the state \( \tilde{U}_1 \) is connected to the state \( \tilde{U}_L = (\rho_L, m_L, E_L) \) by 1-shock on the right and the \( \tilde{U}_2 \) by the 2-contact discontinuity on the left. Then, the Rankine-Hugoniot condition (2.10) gives

\[
f(\tilde{U}_1) - f(\tilde{U}_L) = s_1(\tilde{U}_1 - \tilde{U}_L), \quad f(\tilde{U}_1) - f(\tilde{U}_2) = s_2(\tilde{U}_1 - \tilde{U}_2).
\]  

(2.32)

According to (2.12) and (2.32), we obtain (2.19). The proof is complete.
3 Existence of global entropy solutions for IBVP (1.8)

In this section, we establish the stability of the generalized Glimm scheme and consequently the compactness of the subsequences of approximate solutions \( \{U_{n,\Delta x}\} \) to (1.8). The stability, which is always the core of the Glimm method, is obtained through the modified wave interaction estimates, nonincreasing property of the Glimm functional, and uniform boundedness of the total variations of the perturbations in approximate solutions. We prove the global existence of entropy solutions to (1.8) by demonstrating the consistency of the scheme and entropy inequalities for weak solutions at the end of this section.

3.1 Generalized Glimm scheme for (1.8)

In this subsection, we introduce a nonstaggered generalized Glimm scheme for the initial boundary value problem (1.8). Let us discretize the domain \( \Omega = [x_B, \infty) \times [0, \infty) \) into

\[
x_k = x_B + k\Delta x, \quad t_n = n\Delta t, \quad k, n = 0, 1, 2, \ldots,
\]

where \( \Delta x \) and \( \Delta t \) are small positive constants satisfying the CFL condition (2.1). The \( n \)th time strip \( T_n \) is denoted by

\[
T_n := [x_B, \infty) \times [t_n, t_{n+1}), \quad n = 0, 1, 2, \ldots,
\]

Suppose that the approximate solution \( U_{n,\Delta x}(x,t) \) has been constructed in \( T_n \); then, we choose a random number \( \theta_n \in (-1, 1) \) and define the initial data \( U^n := \left( \rho^n_k, m^n_k, E^n_k \right) \) in \( T_n \) by

\[
U^n_k := U_{\theta,\Delta x}(x_2k + \theta_n\Delta x, t^_n), \quad k = 1, 2, \ldots.
\]

To initiate the scheme at \( n = 0 \), we set \( t_0 = 0 \). The points \( \{(x_{2k} + \theta_n\Delta x, t^_n)\}_{n=0, k=1}^{\infty} \) are called the mesh points of the scheme and the points \( \{(x_{2k} + \Delta t/2)\}_{n=0}^{\infty} \) are the mesh points on the boundary \( x = x_B \). Then, \( U_{\theta,\Delta x} \) in \( T_{n+1} \) is constructed by solving the set of Riemann problems \( \mathcal{R}_G(x_{2k}, t_n; g) \) with initial data

\[
U(x, t_n) = \begin{cases}
U^n_k, & \text{if } x_{2k-1} \leq x < x_{2k}, \\
U^n_{k+1}, & \text{if } x_{2k} < x \leq x_{2k+1},
\end{cases} \quad k = 1, 2, \ldots,
\]

and the boundary-Riemann problem \( \mathcal{BR}_G(x_B, t_n; g) \) with initial-boundary data

\[
\begin{align*}
U(x, t_n) &= U^n_1, & \text{if } x_0 < x \leq x_1, \\
\rho(x_B, t) &= \rho^n_B := \rho_B(t_n), & \text{if } t_n \leq t < t_{n+1}, \\
m(x_B, t) &= m^n_B := m_B(t_n), & \text{if } t_n \leq t < t_{n+1},
\end{align*}
\]

Moreover, near the boundary \( x = x_B \), the approximate solution for (3.1) satisfies the entropy condition (\( \mathcal{E} \)) in Section 2.

Figure 3. Approximate solution for IBVP with mesh curves.
According to (2.12), the approximate solution $U_{\theta, \Delta x}$ has an explicit representation

$$U_{\theta, \Delta x}(x, t) = S(x, t, \bar{U}_{\theta, \Delta x}(x, t))\bar{U}_{\theta, \Delta x}(x, t), \quad (x, t) \in T_n,$$

where $\bar{U}_{\theta, \Delta x}$ consists of the weak solutions to the corresponding classical Riemann problems $\{R_C(x_k, t_n)\}$ or boundary-Riemann problems $\mathcal{BR}_C(x_B, t_n)$ in $T_n$. The CFL condition (2.1) ensures that the elementary waves in each $T_n$ do not interact with each other before time $t = t_{n+1}$. Repeating this process, we construct the approximate solution $U_{\theta, \Delta x}$ of (1.8) in $\Pi$ by using the generalized Glimm scheme with a random sequence $\theta := (\theta_1, \theta_2, \ldots) : \theta_i \in (-1, 1)$ for all $i$.

To obtain the desired estimates, it is favorable to consider curves comprising line segments joining mesh points rather than horizontal lines. Therefore, we define the mesh curves for the non-local Glimm functionals introduced in [10]. A mesh curve $J$ for (1.8) is a piecewise linear curve that connects the mesh point $(x_{2k} + \theta_n \Delta x, t_n)$ on the left with $(x_{2k+2} + \theta_{n+1} \Delta x, t_{n+1})$ or $(x_{2k+2} + \theta_{n-1} \Delta x, t_{n-1})$ on its right, $k, n = 0, 1, 2, \ldots$ together with the line segments joining the points $(x_B, t_n + \frac{\Delta t}{2})$ and $(x_B + \theta_n \Delta x, t_n)$ and some portion of the boundary (see Figure 3 and [9]). Simultaneously, the mesh curve $J$ divides the domain $[x_0, \infty) \times (0, \infty)$ into $J^+$ and $J^-$ regions such that $J^-$ contains the line $[x_0, \infty) \times \{0\}$. We can partially order two mesh curves by saying $J_2 > J_1$ (or $J_2$ is a successor of $J_1$) if every mesh point of $J_2$ is either on $J_1$ or contained in $J_1^+$. In particular, $J_2$ is an immediate successor of $J_1$ if $J_2 > J_1$ and all mesh points on $J_2$ except one are on $J_1$. A diamond region is a closed region enclosed by a mesh curve and its immediate successor.

### 3.2 Wave interaction estimates

In this subsection, several types of nonlinear wave interactions will be described and the classical wave strengths of $\{U_{\theta, \Delta x}\}$ in each time step will be estimated through wave interactions between the classical waves and the perturbations in the previous time step.

Connecting all the mesh points through the mesh curves, the domain $\Pi$ is decomposed as a union of the sets of diamond, triangular, and pentagonal regions. The wave interactions can be divided into the following three types:

(I) In each diamond region, the incoming generalized waves from adjacent Riemann problems interact with each other and emerge as the outgoing generalized waves of the Riemann problem in the next time step;

(II) In each triangular region, the incoming generalized waves from the Riemann problem at the boundary interact with each other and emerge as the outgoing generalized waves of the boundary-Riemann problem in the next time step;

(III) In each pentagonal region, two families of incoming generalized waves, one from the boundary-Riemann problem and the other from adjacent Riemann problem, interact with each other and emerge as the outgoing generalized waves of the Riemann problem in the next time step.

In each diamond (or triangular and pentagonal) region, all the generalized waves comprise classical outgoing waves and perturbations. Therefore, the objective of wave interaction estimates is to estimate how the wave strengths of classical outgoing waves are influenced by the interaction or reflection of generalized incoming waves.

We start with the wave interaction estimates of type (I). Suppose $(x, t) \in (x_B, \infty) \times [0, \infty)$ and let $\mathcal{R}_G(U_R, U_L; x, t)$ denote the generalized Riemann solution of $\mathcal{R}_G(x, t; g)$ connecting the left constant state $U_L$ with the right constant state $U_R$. Moreover let $\mathcal{R}_C(U_R, U_L; x, t)$ be the solution of the corresponding classical Riemann problem $\mathcal{R}_C(x, t)$. Then, the classical wave strength of $\mathcal{R}_G(U_R, U_L; x, t)$ is defined as the wave strength of $\mathcal{R}_C(U_R, U_L; x, t)$, which is expressed as

$$\varepsilon = \varepsilon(U_R, U_L; x, t) = (\varepsilon_1, \varepsilon_2, \varepsilon_3).$$

In other words, the jump discontinuity $\{U_L, U_R\}$ is resolved into $U_L = \tilde{U}_0$, $\tilde{U}_1$, $\tilde{U}_2$, and $\tilde{U}_3 = U_R$ such that $\tilde{U}_j$ is connected to $\tilde{U}_{j-1}$ on the right by a $j$-wave of strength $\varepsilon_j$. Note that $\mathcal{R}_C(U_R, U_L; x, t)$ is
independent of the choice of \((x, t)\). We say that an \(i\)-wave and a \(j\)-wave approach if either \(i > j\), or else \(i = j\) and at least one wave is a shock. Given another \(R_G(U_i', U_j'; x', t')\) with classical wave strength \(\varepsilon' = (\varepsilon'_1, \varepsilon'_2, \varepsilon'_3)\), the wave interaction potential associated with \(\varepsilon, \varepsilon'\) is defined as

\[
D(\varepsilon, \varepsilon') := \sum_{\text{App}} \{|\varepsilon_i \varepsilon'_j| : \varepsilon_i \text{ and } \varepsilon'_j \text{ approach}\}.
\]

Assume that \(J'\) is an immediate successor of \(J\). Let \(\Gamma_{k,n}\) denote the diamond region centered at \((x_{2k}, t_n)\) and enclosed by \(J\) and \(J'\). Four vertices of \(\Gamma_{k,n}\), see Figure 4, are denoted by

\[
\mathcal{K} = (x_{2k} + \theta_{n+1} \Delta x, t_{n+1}), \quad \mathcal{E} = (x_{2k} + \theta_n \Delta x, t_n),
\]

\[
\mathcal{W} = (x_{2k+2} + \theta_n \Delta x, t_n), \quad \mathcal{S} = (x_{2k} + \theta_{n-1} \Delta x, t_{n-1}),
\]

or

\[
\mathcal{K} = (x_{2k} + \theta_{n+1} \Delta x, t_{n+1}), \quad \mathcal{E} = (x_{2k-2} + \theta_n \Delta x, t_n),
\]

\[
\mathcal{W} = (x_{2k} + \theta_n \Delta x, t_n), \quad \mathcal{S} = (x_{2k} + \theta_{n-1} \Delta x, t_{n-1}),
\]

Here \(\{\theta_{n-1}, \theta_n, \theta_{n+1}\}\) are random numbers in \((-1, 1)\).

Define the matrix \(R(U) := [R_1(U), R_2(U), R_3(U)]\), where \(R_i\) is the right eigenvector of \(df\) associated with the eigenvalue \(\lambda_j\), and \(R(U)\) is invertible in \(\Omega\). Then, we have the following theorems on the wave interaction estimates.

**Theorem 3.1.** Let \(U_L, U_R, \text{ and } U_M\) be constant states in some neighborhood contained in \(\Omega\) with \(U_L = \tilde{U}_L + U_L\) and \(U_R = \tilde{U}_R + U_R\), where \(\tilde{U}_L(x_L, t_n) := (\tilde{\rho}_L, \tilde{m}_L, \tilde{E}_L)^T\), \(\tilde{U}_R(x_R, t_n) := (\tilde{\rho}_R, \tilde{m}_R, \tilde{E}_R)^T\), and \(U_M(x_M, t_n) := (\rho_M, m_M, E_M)^T\)

\[
\tilde{U}_L = (S(x_L, \Delta t, \tilde{U}_L) - I_3)\tilde{U}_L =: (S_L - I_3)\tilde{U}_L, \quad \tilde{U}_R = (S(x_R, \Delta t, \tilde{U}_R) - I_3)\tilde{U}_R =: (S_R - I_3)\tilde{U}_R,
\]

\[
x_L := x_{2k-2} + \theta_n \Delta x, \quad x_R := x_{2k+2} + \theta_n \Delta x,
\]

\[
x_M := x_{2k} + \theta_n \Delta x.
\]

Suppose that the classical wave strengths of the incoming generalized waves across the boundaries \(WS\) and \(SE\) of \(\Gamma_{k,n}\) are

\[
\alpha(U_M, \tilde{U}_L; x_L, t_{n-1}) = (\alpha_1, \alpha_2, \alpha_3) \quad \text{and} \quad \beta(U_R, \tilde{U}_R; x_R, t_{n-1}) = (\beta_1, \beta_2, \beta_3),
\]

![Figure 4. Classical wave strengths in the diamond region \(\Gamma_{k,n}\).](image)

respectively, and the classical wave strength of the outgoing generalized waves across the boundary \(WN\) (see Figure 4) is

\[
\varepsilon(U_R, \tilde{U}_L; x_M, t_n) = (\varepsilon_1, \varepsilon_2, \varepsilon_3),
\]

Then there exist constants \(C'\) and \(C''_{k,n}\) such that

\[
|\varepsilon| \leq (1 - \zeta \Delta t)(|\alpha| + |\beta|) + C' \varepsilon D(\alpha, \beta) + C''_{k,n} \Delta t \Delta x + O(1)(\Delta t)^3, \quad \text{as } |\alpha| + |\beta| \to 0,
\]

(3.3)
where $\zeta = \frac{(3-\gamma)|UM|}{x_M}$ and

$$ C^n_{k,n} := \sqrt{3} \left( \frac{\rho M u_M}{x_M^2} + \frac{2 \rho M u_B^2}{x_M^2 c_M} + \frac{(\gamma - 1)|q'_M|}{c_M^2} \right). $$

In particular, (3.3) is reduced to the classical wave interaction estimate in (10) when the system (1.5) is without the source term.

**Proof.** According to the results of (12), we have

$$ U_R - U_M = \tilde{U}_R + \sum_{j=1}^{3} \beta_j R_j + \sum_{j \leq i} \beta_j \beta_i (R_j \cdot \nabla R_i) \left( 1 - \frac{\delta_{ij}}{2} \right) + O(1)|\beta|^3, $$

(3.4)

$$ U_L - U_M = \tilde{U}_L + \sum_{j=1}^{3} (-\alpha_j) R_j + \sum_{j \geq i} \alpha_j \alpha_i (R_j \cdot \nabla R_i) \left( 1 - \frac{\delta_{ij}}{2} \right) + O(1)|\alpha|^3, $$

(3.5)

where $R_j$ is the right eigenvector of $df$ associated with the eigenvalue $\lambda_j$, and $\delta_{ij}$ is the Kronecker delta. In addition, the coefficients in (3.4) and (3.5) are all evaluated at $U_M$. Similarly,

$$ U_R - U_L = \sum_{i=1}^{3} \varepsilon_i R_i(U_M) + \sum_{j \leq i} \varepsilon_j \varepsilon_i (R_j \cdot \nabla R_i)(U_L) \left( 1 - \frac{\delta_{ij}}{2} \right) + O(1)|\varepsilon|^3 $$

$$ = \sum_{i=1}^{3} \varepsilon_i R_i(\tilde{U}_L) + \sum_{j \leq i} \varepsilon_j \varepsilon_i (R_j \cdot \nabla R_i)(\tilde{U}_L) \left( 1 - \frac{\delta_{ij}}{2} \right) $$

$$ + \left[ \sum_{i,j} \varepsilon_i \varepsilon_j \nabla R_i(\tilde{U}_L) \right] \tilde{U}_L + C(\Delta x, |\varepsilon|, R_i) \left( 1 - \frac{\delta_{ij}}{2} \right) + O(|\varepsilon|^3) + (\tilde{U}_R - \tilde{U}_L), $$

(3.6)

where $C(\Delta x, |\varepsilon|)$ denotes the cubic terms of $\Delta x$ and $|\varepsilon|$. According to (3.4)-(3.6), $\varepsilon = 0$ when $\alpha = \beta = 0$ and $\tilde{U}_R - \tilde{U}_L = 0$. By (2.16),

$$ \varepsilon = O(1)(\Delta x + |\alpha| + |\beta|). $$

According to the Taylor expansion of $R_i$ around $U_M$,

$$ R_i(\tilde{U}_L) = R_i(U_M) - \sum_{j=1}^{3} \alpha_j (R_j \cdot \nabla R_i)(U_M) + O(1)|\alpha|^2. $$

(3.7)

According to (3.6) and (3.7) together with $\varepsilon = O(1)(\Delta x + |\alpha| + |\beta|)$, the difference of $U_R$ and $U_L$ is expressed as

$$ U_R - U_L = \sum_{i=1}^{3} \varepsilon_i R_i(U_M) + \sum_{j \leq i} \varepsilon_j \varepsilon_i (R_j \cdot \nabla R_i)(U_M) \left( 1 - \frac{\delta_{ij}}{2} \right) $$

$$ - \sum_{i,j} \varepsilon_i \alpha_j (R_j \cdot \nabla R_i)(U_M) + \left[ \sum_{i=1}^{3} \alpha_i + \beta_i \right] \nabla R_i(U_M) \tilde{U}_L $$

$$ + C(\Delta x, |\alpha| + |\beta|). $$

(3.8)

According to (2.16) and (3.2), $\tilde{U}_L = O(1)(\Delta t) = O(1)(\Delta x)$ and

$$ \tilde{U}_R - \tilde{U}_L = (S_R - I_3)\tilde{U}_R - (S_L - I_3)\tilde{U}_L $$

$$ = (S_M - I_3)(\tilde{U}_R - \tilde{U}_L) + (S_R - S_M)\tilde{U}_R + (S_M - S_L)\tilde{U}_L. $$

(3.9)

By comparing (3.8) with (3.4), and (3.5), and using (3.9), we obtain

$$ \varepsilon^T = (\alpha + \beta) + \sum_{j \leq i} \alpha_i \beta_j L_{ij}(U_M) - R^{-1}(U_M) \left[ \sum_{i=1}^{3} (\alpha_i + \beta_i) \nabla R_i(U_M) \right] (S_L - I_3)\tilde{U}_L $$

$$ + R^{-1}(U_M)(S_M - I_3)(\tilde{U}_R - \tilde{U}_L) + R^{-1}(U_M)(((S_R - S_M)\tilde{U}_R + (S_M - S_L)\tilde{U}_L) $$

$$ + C(\Delta x, |\alpha| + |\beta|), $$

(3.10)
where \( R = [R_1, R_2, R_3] \) and \( L_{ij} := R^{-1}(R_i \cdot \nabla R_j - R_j \cdot \nabla R_i) \). To estimate (3.10), we need to evaluate all terms at the state \( \tilde{U}_M \). After a complex calculation and using the Taylor expansion with respect to \( \Delta t \), the term \((S_L - I_3)\tilde{U}_L\) is estimated as follows:

\[
(S_L - I_3)\tilde{U}_L = (S_M - I_3)U_M + (S_M - I_3)(\tilde{U}_L - U_M) + (S_L - S_M)\tilde{U}_L \\
= (S_M - I_3)U_M + O(1) \text{osc.}\{U\} \Delta t + O(1)\Delta t \Delta x,
\]

(3.11)

where \( S_M := S(x_M, \Delta t, U_M) \).

Next, we estimate \((S_R - S_M)\tilde{U}_R + (S_M - S_L)\tilde{U}_L\) in (3.10). Define \( \mathcal{F}(x, \Delta t, \bar{U}) := S(x, \Delta t, \bar{U})\bar{U}; \) then,

\[
(S_R - S_M)\tilde{U}_R + (S_M - S_L)\tilde{U}_L \\
= \mathcal{F}(x_R, \Delta t, \tilde{U}_R) - \mathcal{F}(x_L, \Delta t, \tilde{U}_L) - S_M(\tilde{U}_R - \tilde{U}_L) \\
= \mathcal{F}_x(x_M, \Delta t, U_M)\Delta x + (\mathcal{F}_U(x_M, \Delta t, U_M) - S_M)(\tilde{U}_R - \tilde{U}_L) \\
= W(U_M)\Delta t \Delta x + \Psi(U_M)(\tilde{U}_R - \tilde{U}_L) + C(\Delta x, |\alpha| + |\beta|),
\]

(3.12)

where

\[
W(U_M) = \frac{h_M^2}{2} \left( \rho_M u_M, \rho_M (u_M^2 + 2v_M^2), \rho_M u_M (H_M + 2v_M^2) + \frac{x_M^2 q_M^2}{2} \right)^T,
\]

\[
\Psi(U_M) = \mathcal{F}_U(x, \Delta t, U_M) - S_M
\]

with \( h_M := -\frac{2}{x_M}, H_M := H(U_M), \) and \( q_M := q(x_M) \). According to (3.4) and (3.5), the difference between \( \tilde{U}_R \) and \( \tilde{U}_L \) is

\[
\tilde{U}_R - \tilde{U}_L = R(U_M)(\alpha + \beta)^T + O(1)(|\alpha_i||\alpha_j| + |\beta_i||\beta_j|).
\]

(3.13)

Applying the Taylor expansion of (3.10) at \( U_M \) along with (3.13), and using (3.11) and (3.13), we have

\[
\mathcal{E}^T = (I_3 - \bar{D}(U_M) + R^{-1}(S_M - I_3)R)(\alpha + \beta)^T + \sum_{j<i} \alpha_i \beta_j L_{ij}(U_M) \\
+ R^{-1}(U_M)W(U_M)\Delta t \Delta x + R^{-1}(U_M)\Psi(U_M)(\tilde{U}_R - \tilde{U}_L) + C(\Delta x, |\alpha| + |\beta|),
\]

(3.14)

where

\[
\bar{D}(U_M) := R^{-1}(U_M)(\nabla R_1(U_M)(S_M - I_3)\tilde{U}_M, \nabla R_2(U_M)(S_M - I_3)\tilde{U}_M, \nabla R_3(U_M)(S_M - I_3)\tilde{U}_M).
\]

Define

\[
\Phi(U_M) := I_3 - \bar{D}(U_M) - R^{-1}(U_M)(S_M - I_3)R(U_M).
\]

By a direct calculation of eigenvalues \( \nu_1, \nu_2, \) and \( \nu_3 \) of \( \Psi \) and \( \mu_1, \mu_2, \) and \( \mu_3 \) of \( \Phi \) evaluated at \( x = x_M \), and considering \( h_M = -\frac{2}{x_M} \), we obtain

\[
\nu_1 = \nu_2 = 0, \quad \nu_3 = \frac{4v_M^2}{x_M^2}(\Delta t)^2 + O(1)(\Delta t)^3,
\]

\[
\mu_1 = 1 - \frac{2u_M}{x_M} \Delta t + O(1)(\Delta t)^2,
\]

\[
\mu_2 = 1 - \left( \frac{3 - \gamma)}{x_M} + \frac{\gamma(\gamma - 1)q_M}{2\rho_M c_M^2} \right) \Delta t + O(1)(\Delta t)^2,
\]

\[
\mu_3 = 1 - \left( \frac{2u_M}{x_M} + \frac{\gamma(\gamma - 1)q_M}{\rho_M c_M^2} \right) \Delta t + O(1)(\Delta t)^2.
\]
We obtain that $0 < \mu_i < 1$, $i = 1, 2, 3$ when $\Delta t > 0$ is sufficiently small. Therefore, there exist non-singular matrices $Q_{\Delta t}(U_M)$, and $T_{\Delta t}(U_M)$ such that

$$
\Psi(U_M) = Q_{\Delta t} \cdot \text{diag}[\nu_1, \nu_2, \nu_3] \cdot Q_{\Delta t}^{-1},
$$

$$
\Phi(U_M) = T_{\Delta t} \cdot \text{diag}[\mu_1, \mu_2, \mu_3] \cdot T_{\Delta t}^{-1}.
$$

Since $1 < \gamma < \frac{5}{3}$, if $\zeta = \frac{(3-\gamma)|\omega|}{x_M}$ is selected, then,

$$
|\Psi(U_M)(\hat{U}_R - \hat{U}_L)| \leq |Q_{\Delta t}| |\text{diag}[\nu_1, \nu_2, \nu_3]| |R| |\alpha + \beta| = C(\Delta x, |\alpha| + |\beta|),
$$

$$
|\Phi(U_M)| \leq |T_{\Delta t}| |\text{diag}[\mu_1, \mu_2, \mu_3]| |T_{\Delta t}^{-1}| \leq \max_{1 \leq i \leq 3} \mu_i \leq 1 - \zeta \Delta t. \tag{3.15}
$$

Finally, by (3.14) and (3.15), we obtain (3.3). The proof is complete.

For the cases (II) and (III), we construct the approximate solution for boundary-Riemann problem by (2.12). Due to the construction of the approximate solutions to the boundary-Riemann problems, the approximate solutions do not match the boundary conditions. We need to understand how the the errors (2.17) on the boundary affect the interaction of waves. Therefore, the wave interaction near the boundary is more complicated than the wave interaction in case (I). On the other hand, to estimate the wave interaction near the boundary, the exact direction of wave for each characteristic field must be known. Because of the positivity of the initial and boundary velocities, we can prove that the velocity is globally positive, as shown in Section 3.3.

Let us denote the boundary data at $n$th time strip by

$$
\hat{U}_B^n := (\rho(x_B, t_n), m(x_B, t_n), 0)^T = (\rho_B^n, m_B^n, 0)^T
$$

and let $U_B^n = \hat{U}_B^n + \hat{U}_B^n$ be the solution of the generalized boundary-Riemann problem $BR_G(x_B, t_n)$. We define the strength of the 0-wave on the boundary as

$$
\alpha_0 := |R^{-1}(U_B^n) \cdot (U_B^n - \hat{U}_B^n)|.
$$

According to (11), the following theorem can be proved using the generalized version of Goodman’s wave interaction estimates near the boundary:

**Theorem 3.2.** (Boundary interaction estimate) Let $\hat{U}_B^n$ and $U_B^n$ as defined previously, and $U_B^{n+1} := \hat{U}_B^{n+1} + \hat{U}_B^{n+1}$, where $U_M^n$, $U_R^n$, and $U_R^{n+1}$ are defined as in Theorem 3.1., (see Figure 5).

![Figure 5. Wave strengths in the region near the boundary $x = x_B$.](image)
Moreover, let

\[ (\hat{U}_B^n, U_M^n) := \left[ (\hat{U}_B^n, U_B^n, U_M^n) / (\alpha_0, \alpha_2, \alpha_3), (\hat{U}_B^{n+1}, U_R^{n+1}) := \left[ (\hat{U}_B^{n+1}, U_B^{n+1}, U_R^{n+1}) / (\varepsilon_0, \varepsilon_2, \varepsilon_3) \right] \]

represent the solutions of \( BR_G(U_B^n, U_M^n; x_B, t_n) \) and \( BR_G(U_B^{n+1}, U_R^{n+1}; x_B, t_{n+1}) \), respectively. Assume that \( (U_M^n, U_R^n) := \left[ (\hat{U}_M^n, \hat{U}_R^n) / (\beta_1) \right] \) is the 1-wave of \( R_G(x_2, t_n) \) right next to \( (\hat{U}_B^n, U_M^n) \) on the \( n \)-th time strip (see Figure 5). Then there exists a constant \( C \) such that

\[
|\varepsilon| \leq |\alpha + \beta_1| + C \left( \sum_{p=1}^{3} |\alpha_p| |\beta_1| + |\beta_1| + |\rho_B^n - \rho_B^{n+1}| + |m_B^n - m_B^{n+1}| \right), \tag{3.16}
\]

where \( 1 = (1, 1, 1) \).

**Proof.** The boundary interaction estimate is calculated using the method reported in [6, 11]. The estimation is constructed using the following steps. (1) Decompose the wave interaction into two parts, the transmission part and the reflection part, and evaluate the interacted wave strength of these parts. (2) Estimate the effect of the Riemann solver (2.13) on the wave strength. (3) Combine the estimation of (1) and (2) to complete the proof. Step (1): We divide the interaction of the waves into two parts, the transmission part and the reflection part. The incoming wave \( \beta \) interacts with \( \alpha_3, \alpha_2, \) and \( \alpha_0 \) in order; it generates one penetrative wave through the boundary, see Figure 6, and two reflected waves \( \alpha'_2 \) and \( \alpha'_3 \) from the boundary, see Figure 7. For the transmission part, the wave strength \( \beta'_1 \) and states \( U'_1 \) and \( U'_R \) can be determined through the interaction estimates of waves \( \beta_1, \alpha_0, \alpha_2, \) and \( \alpha_3 \). Furthermore, according to Lemma 4.2 (a) in [5] and the triangle inequality, we obtain

\[
|U'_R - U'_R| \leq C(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1|). \tag{3.17}
\]

It is evident that

\[
|U'_1 - \hat{U}_B^n| \leq C_1 |\beta'_1| \leq C_2 |\beta_1|, \tag{3.18}
\]

for some constants \( C_1, C_2 \).

![Figure 6: Interaction of waves for the transmission part ε = α + β + higher order term.](image)

![Figure 7: Interaction of waves for the reflection part ε = α + α’ + higher order term.](image)

For the reflection part, the wave strengths \( \alpha'_2 \) and \( \alpha'_3 \) can be determined through the generalized boundary-Riemann problem \( BR_G(\hat{U}_B^n; U'_1) \). Therefore, we estimate the interaction of \( \alpha'_2 \) and \( \alpha'_3 \) and the waves \( \alpha_2 \) and \( \alpha_3 \). For any state \( U = (\rho, m, E)^T \), let us define

\[
|U|_{1,2} := |\rho| + |m|. \tag{3.19}
\]
According to (3.18), \( \alpha' \) and \( \alpha'_2 \) satisfy
\[
|\alpha' - \alpha'_2| \leq C |U'_1 - \hat{U}'_B|_{1,2} \leq C |\beta_1|.
\] (3.19)

Therefore, according to Lemma 4.2 (a) and (b) in [5] and the triangle inequality, we obtain
\[
|U''_R - U'_R| \leq C (|\alpha_0 \alpha'_2| + |\alpha_2 \alpha'_2| + |\alpha_3 \alpha'_2| + |\alpha_0 \alpha'_3| + |\alpha_2 \alpha'_3| + |\alpha_3 \alpha'_3|) \leq C |(\alpha'_2, \alpha'_3)|,
\] (3.20)

where \( U''_R \) is connected to \( \hat{U}'_B \) on the right by waves \( \alpha_0, \alpha'_2 + \alpha_2, \) and \( \alpha'_3 + \alpha_3. \) Wave strengths \( \alpha_0 \) and \( \alpha_2 \) are bounded; using this and (3.19) and (3.20), we have
\[
|U''_R - U'_R| \leq C |\beta_1|.
\] (3.21)

Let \((\hat{U}'_B, U''_R) := [(\hat{U}'_B, U''_R)/(\kappa_0, \kappa_2, \kappa_3)]\) be the approximate solution of \( \mathcal{B}R_G(\hat{U}'_B, U''_R), \) for some \( \kappa_i, \ i = 0, 2, 3. \) According to the result in Section 2, there exists a smooth function \( \Theta = (\Theta_0, \Theta_2, \Theta_3) \) connecting two constant states such that \( (\varepsilon_0, \varepsilon_2, \varepsilon_3) = \Theta(U''_R + \hat{U}'_B) \) and \( (\kappa_0, \kappa_2, \kappa_3) = \Theta(U''_R + \hat{U}'_B). \)

By (2.12) and \( |U''_R - U'_R| = O(1)(\kappa_0, \kappa_2, \kappa_3)\), we obtain
\[
|\varepsilon_j - \kappa_j| = \int_0^1 \frac{d}{d \xi} \Theta_j(\hat{U}'_B + \xi(U''_R - \hat{U}'_B); \hat{U}'_B) d\xi - \int_0^1 \frac{d}{d \xi} \Theta_j(\hat{U}'_B + \xi(U''_R - \hat{U}'_B); \hat{U}'_B) d\xi
\]
\[
\leq \int_0^1 \frac{d}{d \xi} \Theta_j(\hat{U}'_B + \xi(U''_R - \hat{U}'_B); \hat{U}'_B) - \int_0^1 \frac{d}{d \xi} \Theta_j(\hat{U}'_B + \xi(U''_R - \hat{U}'_B); \hat{U}'_B) d\xi
\]
\[
+ \int_0^1 \frac{d}{d \xi} \Theta_j(\hat{U}'_B + \xi(U''_R - \hat{U}'_B); \hat{U}'_B) d\xi, \ j = 0, 2, 3.
\] (3.22)

According to (3.22),
\[
|\varepsilon_j - \kappa_j| \leq O(1)(\kappa_0, \kappa_2, \kappa_3)\left(|\rho''_R - \rho''_B| + |m''_R - m''_B|\right) + O(1)(|\rho''_R - \rho''_B| + |m''_R - m''_B|)
\]
\[
\leq C (|\rho''_R - \rho''_B| + |m''_R - m''_B|), \ j = 0, 2, 3.
\] (3.23)

Step (2): Let us denote \( S_B := S(x_B, t_n, \hat{U}'_B) = S(x_B, t_n, \hat{U}'_B) \) and \( S_R := S(x_2, t_n, \hat{U}'_B) \), where \( S \) is in (2.12). According to (2.16), (3.17), and (3.21), we obtain
\[
|\kappa^T - S(x_B, t_n, \hat{U}'_B)(\alpha + \alpha')^T|
\]
\[
\leq C R^{-1}(\hat{U}'_B) U''_R - S_B R^{-1}(\hat{U}'_B) U''_R
\]
\[
\leq C (|U''_R - U'\hat{U}'_B| + |S_B| |U''_R - U'\hat{U}'_B| + |S_B| |U''_R - U''_R|)
\]
\[
\leq C e^{hBv\Delta t} \cos(h_Bv_B \Delta t) |U''_R - U'\hat{U}'_B| + e^{hBv\Delta t} \cos(h_Bv_B \Delta t) |U''_R - U''_R|
\]
\[
\leq C e^{hBv\Delta t} \cos(h_Bv_B \Delta t) (|\alpha| + |\beta_1|) + C (|\alpha| + |\beta_1|) + C (|\alpha| + |\beta_1|) + C (|\alpha| + |\beta_1|) + C (|\alpha| + |\beta_1|) + C (|\alpha| + |\beta_1|)
\] (3.24)

where \( \alpha'_0 := 0, h := h(x_B) = -\frac{2}{\lambda_B} \) and \( v_B = v_B(x_B) \) as in (2.14). Finally, by (3.19) and (3.24), we have
\[
|\kappa^T - S(x_B, t_n, \hat{U}'_B)(\alpha + \beta_1 \hat{1})^T|
\]
\[
\leq |\kappa - S(x_B, t_n, \hat{U}'_B)(\alpha + \alpha')^T| + e^{hBv\Delta t} \cos(h_Bv_B \Delta t) (|\alpha'| + |\beta_1|)
\]
\[
\leq C e^{hBv\Delta t} \cos(h_Bv_B \Delta t) (|\alpha| + |\beta_1|).
\] (3.25)

Step (3): Finally, according to (3.23) and (3.25),
\[
|\varepsilon| \leq |\varepsilon - \kappa| + \kappa^T - S(x_B, t_n, \hat{U}'_B)(\alpha + \beta_1 \hat{1})^T + e^{hBv\Delta t} \cos(h_Bv_B \Delta t) |\alpha + \beta_1| + C \left( \sum_{\lambda_{app}} |\alpha| + |\beta_1| + |\rho''_R - \rho''_B| + |m''_R - m''_B|\right)
\]
\[
\leq |\alpha + \beta_1| + C \left( \sum_{\lambda_{app}} |\alpha| + |\beta_1| + |\rho''_R - \rho''_B| + |m''_R - m''_B|\right)
\]

We complete the proof of the theorem. \( \square \)

If \( \beta_1 \) is not the incoming wave of the boundary triangle region, then (3.16) is reduced by
\[
|\varepsilon| \leq |\alpha| + C (|\rho''_R - \rho''_B| + |m''_R - m''_B|).
\]
3.3 The stability of the generalized Glimm scheme

In this subsection, we prove the nonincreasing of the Glimm functional and provide the estimate of the total variations of the perturbations, which lead to the compactness of subsequences of the approximate solutions for (1.8). Let $U_{\theta,\Delta x}$ denote the approximate solution for (1.8) by the generalized Glimm scheme described in Section 3.1; $U_{\theta,\Delta x}$ can be decomposed as

$$U_{\theta,\Delta x} = \tilde{U}_{\theta,\Delta x} + \tilde{U}_{\theta,\Delta x},$$

where $\tilde{U}_{\theta,\Delta x}$ is the approximate solution obtained by solving homogeneous conservation laws in each time step and $\tilde{U}_{\theta,\Delta x}$ is the perturbation term; $\tilde{U}_{\theta,\Delta x}$ and its total variation are uniformly bounded. According to the results of [10, 42], it can be accomplished that the Glimm functional is nonincreasing in time.

Let $J$ be a mesh curve, $J'$ be the immediate successor of $J$, and $\Gamma_{k,n}$ be the diamond region enclosed by $J$ and $J'$, centered at $(x_{2k}, t_n)$. The Glimm functional $F$ for $\tilde{U}_{\theta,\Delta x}$ over $J$ is defined as

$$F(J) := L(J) + KQ(J),$$

where $K$ is a sufficiently large constant, which will be determined later, and

$$L(J) := \sum\{|\alpha_i| : \alpha_i \text{ crosses } J\} + K_1 \left(|\beta_1| + \sum_{k \in B(J)} l_{B}^k\right),$$

$$Q(J) := \sum\{|\alpha_i||\alpha_{i'}| : \alpha_i, \alpha_{i'} \text{ cross } J \text{ and approach}\},$$

$$l_{B}^k := |\rho_{B}^{n+1} - \rho_{B}^n| + |m_{B}^{n+1} - m_{B}^n|.$$

Here, both constants $K > 1$ and $K_1 > 1$ will be determined later, $B(J) := \{n : P_{x_{B,n}} = (x_B, t_n + \frac{1}{2}) \in J\}$, $l_{B}^k$ is evaluated at the mesh point $P_{x_{B,n}}$, and the presence of $|\beta_1|$ is because $\beta_1$ crosses $J$ and locates in some boundary triangle region (see Figure 5).

We first consider the case that $J$ and $J'$ differ in the diamond region away from the boundary. According to Theorem 3.1., let $Q(\Gamma_{k,n}) := D(\alpha, \beta)$ be the wave interaction potential associated with $\alpha$ and $\beta$ and let

$$C_1 := \max_{U \in \Omega} \left|\sum_{j < i} L_{ij}(U)\right| \geq C_{k,n}', \forall k, n.$$  

By the condition $(A_2)$, $u_0(x) > 0$, $\forall x \in [x_B, \infty)$. According to [33], we have the following inequalities

$$L(J') - L(J) \leq C_1 Q(\Gamma_{k,n}) - \lambda_\theta^{-1} \xi_{k,n}(|\alpha| + |\beta|) \Delta x + \lambda_\theta^{-1} C_{k,n}'(\Delta x)^2 + O(1)(\Delta x)^3,$$  

$$Q(J') - Q(J) \leq -Q(\Gamma_{k,n}) + L(J)(C_1 Q(\Gamma_{k,n}) - \lambda_\theta^{-1} \xi_{k,n}(|\alpha| + |\beta|) \Delta x + \lambda_\theta^{-1} C_{k,n}'(\Delta x)^2 + O(1)(\Delta x)^3).$$

By [33] of Theorem 3.1, \[\[33\], \[\[33\], and \[\[33\],

$$F(J') - F(J) \leq -(K - C_1 - K C_1 L(J))Q(\Gamma_{k,n}) - \lambda_\theta^{-1} \xi_{k,n}(|\alpha| + |\beta|) \Delta x + (1 + KL(J))\lambda_\theta^{-1} C_{k,n}'(\Delta x)^2 + O(1)(\Delta x)^3.$$  

If $K$ satisfies $2C_1 < K \leq \frac{1}{L(J)}$ for some $0 < \epsilon < \frac{1}{2}$, then

$$F(J) = L(J) + KQ(J) \leq L(J) + KL^2(J) \leq (1 + \epsilon)L(J).$$

If $K$ satisfies $2C_1 < K \leq \frac{1}{L(J)}$ for some $0 < \epsilon < \frac{1}{2}$, then

$$F(J') < F(J) - \lambda_\theta^{-1} \xi_{k,n}(|\alpha| + |\beta|) \Delta x + \lambda_\theta^{-1} (1 + \epsilon) C_{k,n}'(\Delta x)^2 + O(1)(\Delta x)^3.$$  

(3.31)
Now, let \( J_n \), \( n = 1, 2, \ldots \), denote the mesh curves that contain all mesh points \((x_k + \theta_{n-1}\Delta x, t_{n-1})\) at time \( t = t_{n-1} \); therefore, \( J_n \) is located on the time strip \( T_n := (x_B, \infty) \times [t_{n-1}, t_n) \). We select the positive number \( K \) such that
\[
2C_1 < K \leq \frac{\epsilon}{L(J_1) + C} = \frac{\epsilon}{T.V.\{U_0\} + C},
\]
where \( C \) will be determined later. Then, \( 2C_1 < K \leq \frac{\epsilon}{T.V.\{U_0\}} \). By (3.30) and adding up recursive relation (3.31) over all \( n \), and using \( \frac{\partial}{\partial x} \frac{\partial}{\partial x} = \frac{1}{x_B^2} \) and \( q \in W^{1,1}[x_B, \infty) \), we obtain
\[
F(J_2) < F(J_1) - \lambda_*^{-1} C_2 F(J_1) \Delta x + \lambda_*^{-1} C_3 \Delta x + O(1)(\Delta x)^2,
\]
where
\[
C_2 = \frac{3 - \gamma}{x_B} \cdot \min_{i \geq 0} \{u_B(t)\}, \quad C_3 = \sqrt{3} \cdot \max_{i \geq 0} \left\{ m + \frac{2\rho v_B^2}{x_B c_*} + \frac{(\gamma - 1)}{c_*} \right\}.
\]
Therefore, if \( \Delta x \) sufficiently small, we have
\[
L(J_2) \leq F(J_2) \leq \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon} \Delta x \right) F(J_1) + \lambda_*^{-1}(1 + \epsilon) C_3 \Delta x + O(1)(\Delta x)^2
\]
\[
< \frac{L(J_1) + (1 + \epsilon)^2 C + O(1)(\Delta x)^2}{1 + \epsilon}
\]
\[
\leq (1 + \epsilon) L(J_1) + (1 + \epsilon)^2 C + O(1)(\Delta x)^2,
\]
where
\[
C := \frac{C_3}{C_2} = \frac{\sqrt{3}(1 + \epsilon)^2}{(3 - \gamma) \min_{i \geq 0} \{u_B(t)\}} \cdot \max_{i \geq 0} \left\{ m + \frac{\rho G M_p}{x_B c_*} + \frac{(\gamma - 1) x_B q}{c_*} \right\},
\]
and \( c_* \) is given in (2.9). Define \( m_* := \min_{i \geq 0} \{m_B(t)\} \). By the condition (A_2),
\[
m(x,t_2) \geq m_B(t_2) - L(J_2) \geq m_* - (1 + \epsilon) L(J_1) - (1 + \epsilon)^2 C > 0.
\]
This implies that \( u_{\theta, \Delta x}(x,t_2) > 0 \), \( \forall x \in (x_B, \infty) \). Moreover, \( L(J_2) \leq (1 + \epsilon) L(J_1) + (1 + \epsilon)^2 C \) and
\[
KL(J_2) \leq K(L(J_1) + (1 + \epsilon)^2 C) + \epsilon KL(J_1) + O(1)(\Delta x)^2 \leq \epsilon(1 + \epsilon).
\]
Therefore, \(-K + C_1 + KC_1 L(J_2) < - \epsilon - \epsilon^2 C_1 < 0\). According to (3.3) and (3.26) and the similarly argument in the previous step, we further obtain
\[
L(J_3) \leq F(J_3) \leq \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + 2\epsilon^2} \Delta x \right) F(J_2) + \lambda_*^{-1}(1 + \epsilon + \epsilon^2) C_3 \Delta x + O(1)(\Delta x)^2
\]
\[
\leq \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + 2\epsilon^2} \Delta x \right) F(J_1)
\]
\[
+ \lambda_*^{-1}(1 + \epsilon + \epsilon^2) C_3 \Delta x \left( 1 + \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + 2\epsilon^2} \Delta x \right) \right) + O(1)(\Delta x)^2
\]
\[
\leq F(J_1) + (1 + \epsilon + \epsilon^2)^2 C + O(1)(\Delta x)^2
\]
\[
\leq (1 + \epsilon) L(J_1) + (1 + \epsilon + \epsilon^2)^2 C + O(1)(\Delta x)^2,
\]
and
\[
m_{\theta, \Delta x}(x,t_3) \geq m_B(t_3) - L(J_3) \geq m_* - (1 + \epsilon) L(J_1) - (1 + \epsilon + \epsilon^2)^2 C > 0,
\]
which implies \( u_{\theta, \Delta x}(x,t_3) > 0 \), \( \forall x \in [x_B, \infty) \). Based on the selection of the constants \( K \) and \( \epsilon \) in (3.32), it can be verified that
\[
KL(J_3) \leq K \left( (1 + \epsilon) L(J_1) + (1 + \epsilon)^2 C \right) + \epsilon KL(J_1) + \epsilon^2(2 + 2\epsilon + \epsilon^2) KC + O(1)(\Delta x)^2,
\]
\[
\leq \epsilon + \epsilon K \left( (1 + \epsilon) L(J_1) + (1 + \epsilon)^2 C \right) + O(1)(\Delta x)^2,
\]
\[
\leq \epsilon(1 + \epsilon).
\]
Continue this process and by using induction, if (3.32) holds true for all \( J \) with \( J_k \leq J < J_{k+1} \), \( k = 1, \ldots, n-1 \), it yields

\[
F(J_n) \leq \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + \epsilon^2} \Delta x \right) F(J_{n-1}) + \lambda_*^{-1} (1 + \epsilon + \epsilon^2) C_3 \Delta x + O(1)(\Delta x)^2
\]

\[
\leq \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + \epsilon^2} \Delta x \right)^{n-1} F(J_1)
\]

\[
+ \lambda_*^{-1} (1 + \epsilon + \epsilon^2) C_3 \Delta x \sum_{k=1}^{n-1} \left( 1 - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + \epsilon^2} \Delta x \right)^{k-1} + O(1)(\Delta x)^2,
\]

and therefore,

\[
F(J_n) \leq F(J_1) + (1 + \epsilon + \epsilon^2)^2 C + O(1)(\Delta x)^2
\]

\[
\leq (1 + \epsilon) \text{T.V.} \{U_0\} + (1 + \epsilon + \epsilon^2)^2 C + O(1)(\Delta x)^2,
\]

\[
m_{\theta,\Delta x}(x, t_n) \geq m_B(t_n) - L(J_n) \geq m_* - (1 + \epsilon)L(J_1) - (1 + \epsilon + \epsilon^2)^2 C > 0.
\]

In particular, \( u_{\theta,\Delta x}(x, t_n) > 0 \), \( \forall x \in [x_B, \infty] \). Therefore, the inequality (3.34) leads to

\[
\text{T.V.} \{ \tilde{U}_{\theta,\Delta x} \} \leq O(1) L(J) \leq O(1) F(J)
\]

\[
\leq (1 + \epsilon) \text{T.V.} \{U_0(x)\} + (1 + \epsilon + \epsilon^2)^2 C + O(1)(\Delta x)^2
\]

(3.35)

for \( J_k \leq J < J_{k+1}, \ k = 1, \ldots, n-1 \).

Next, we consider the case that \( J \) is an immediate successor of \( J \) so that they only differ on boundary \( P_{x_B, n} \). According to the conditions (A2), (3.16), and (3.26), we obtain

\[
F(J') = F(J) - \epsilon - |\alpha| - |\beta_1| - K_1(|\beta_1| + t^4_B)
\]

\[
+ K|\alpha|(|\epsilon| - |\alpha| - |\beta_1|) - K(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1|) 
\]

\[
\leq O(1)(C(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1| + |\beta_1| + t^4_B) 
\]

\[
+ O(1)(C)(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1| + |\beta_1| + t^4_B) 
\]

\[
- K(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1|) + O(\Delta x)^2
\]

\[
\leq (-K_1 + O(1)C + O(1)CK \cdot F(J))(|\beta_1| + t^4_B)
\]

\[
+ (-K + O(1)C + O(1)CK \cdot F(J))(|\alpha_0 \beta_1| + |\alpha_2 \beta_1| + |\alpha_3 \beta_1|)
\]

\[
+ O(1)(\Delta x)^2 \leq O(1)(\Delta x)^2
\]

provided that constants \( K_1, \ K \geq 2C_1 \), and \( K L(J) \leq \epsilon \). Now, let \( J_n \) be the mesh curve located on the time strip \( T_n := (x_B, \infty) \times [t_{n-1}, t_n) \) and include the half-ray \( \{x = x_B, \ t \geq t_n + \Delta t\} \). Moreover, let \( \text{T.V.} \{U_0(x)\} := \text{T.V.} \{\rho_0(x)\} + \text{T.V.} \{m_0(x)\} + \text{T.V.} \{E_0(x)\} \). If \( \Delta x \) and \( \text{T.V.} \{U_0(x)\} \) are sufficiently small, then we have

\[
F(J_{k+1}) \leq F(J_k) - \lambda_*^{-1} \frac{C_2}{1 + \epsilon + \epsilon^2} (\Delta x) F(J_k) + O(1)(\Delta x)^2, \quad k = 1, \ldots, n.
\]

(3.36)

Based on (3.36) and the analysis similar to that in the interior wave interaction, we show that the Glimm functional \( F \) is nonincreasing in time. Therefore, \( \tilde{U}_{\theta,\Delta x} \) is defined for \( t > 0 \) and \( \Delta x \to 0 \).

Next, we verify that the total variation of the perturbation is bounded in any time step. Let us denote \( S_k := S(x_k, t, \tilde{U}_{\theta,\Delta x}(x_k, t)) \), where \( S \) is given in (2.13). Then,

\[
\text{T.V.} \{ \tilde{U}_{\theta,\Delta x} \} = \sum_k |\tilde{U}_{\theta,\Delta x}(x_{k+1}) - \tilde{U}_{\theta,\Delta x}(x_{k-1})| \leq \sum_k |(S_1 \cdot I_3)(\tilde{U}_{\theta,\Delta x})(x_{k+1}) - (S_2 \cdot I_3)(\tilde{U}_{\theta,\Delta x})(x_{k-1})| 
\]

\[
\leq \sum_k |(S_2 - I_3)\tilde{U}_{\theta,\Delta x}(x_k + 1) - \tilde{U}_{\theta,\Delta x}(x_{k-1})| 
\]

\[
+ \sum_k |(S_2 - S_1)\tilde{U}_{\theta,\Delta x}(x_{k+1}) + (S_2 - S_1)\tilde{U}_{\theta,\Delta x}(x_{k-1})|
\]
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Proof. We prove (ii) first. Choose a fixed 

\[ \text{T.V.} \{ \tilde{U}_{\Delta x} \} \leq \| S_z - I_B \| \sum_k \text{osc.}\{ \tilde{U}_{\Delta x} \} + 2\| W \| \sum_k \frac{1}{x_k} \Delta x \Delta t + \| \Psi \| \sum_k \text{osc.}\{ \tilde{U}_{\Delta x} \} \]

\[ \leq \| S_z - I_B \| \text{T.V.} \{ \tilde{U}_{\Delta x} \} + \frac{2\| W \|}{x_B} \Delta t + \| \Psi \| \text{T.V.} \{ \tilde{U}_{\Delta x} \}. \] (3.37)

Since T.V. \{ \tilde{U}_{\Delta x} \} is finite, the total variation of \( \tilde{U}_{\Delta x} \) is bounded. Because of the boundedness of the total variation of approximate solutions, the constant \( C \) in (3.33) can be easily determined by the initial and boundary data, heat profile, and gravity. By (3.35), (3.37), and the results in [7, 42], the following theorem is achieved.

**Theorem 3.3.** Let \( K, \epsilon \) be as chosen in (3.32), and let \( \tilde{U}_{\Delta x} \) be an approximate solution of (1.8) based on the generalized Glimm scheme. Then, under the condition \((A_1) \sim (A_3)\), for any given constant state \( \tilde{U} \), there exists a positive constant \( d \), depending on the radius \( r \) of \( \Omega \), such that if

\[ \sup_{x \in [x_B, x]} |U_0(x) - \tilde{U}| \leq \frac{r}{2}, \quad \text{T.V.} \{ U_0(x) \} \leq d, \]

and the condition

\[ \sup_{t \in \mathbb{R}^+} |m_B(t) - \tilde{m}| \leq \frac{r}{2} + (1 + \epsilon + \epsilon^2)^2 C \]

hold true for (1.8) with the constant \( C \) in (3.33), then \( \tilde{U}_{\Delta x}(x, t) \) is well-defined for \( t \geq 0 \) and \( \Delta x > 0 \) is sufficiently small. Furthermore, \( \tilde{U}_{\Delta x}(x, t) \) has a uniform bound on the total variation and satisfies the following properties:

(i) \( \| \tilde{U}_{\Delta x} - \tilde{U} \|_{L^\infty} \leq r + (1 + \epsilon + \epsilon^2)^2 C. \)

(ii) \( \text{T.V.} \{ \tilde{U}_{\Delta x}(\cdot, t) \} \leq \frac{r}{2} + (1 + \epsilon + \epsilon^2)^2 C. \)

(iii) \( \int_{x_B}^{x} |\tilde{U}_{\Delta x}(x, t_2) - \tilde{U}_{\Delta x}(x, t_1)| dx \leq O(1)(|t_2 - t_1| + \Delta t). \)

(iv) The velocity \( u_{\theta, \Delta x}(x, t) > 0, \forall (x, t) \in \Pi. \)

(v) The density \( \rho_{\theta, \Delta x}(x, t) \geq \varrho, \forall (x, t) \in \Pi, \) where \( \varrho \) is the constant in \((A_1)\).

**Proof.** We prove (ii) first. Choose a fixed \( d \) such that \( (1 + \epsilon)d \leq \frac{r}{2} \). According to (3.35), if

\[ \sup_{J_n} |U_0(x) - \tilde{U}| \leq \frac{r}{2}, \quad \text{T.V.} \{ U_0(x) \} \leq d, \] (3.38)

then, for a sufficiently small \( \Delta x > 0, \)

\[ \text{T.V.} \{ \tilde{U}_{\Delta x} \} \leq (1 + \epsilon)\text{T.V.} \{ U_0(x) \} + (1 + \epsilon + \epsilon^2)^2 C \leq \frac{r}{2} + (1 + \epsilon + \epsilon^2)^2 C, \]

where the constant \( C \) is defined in (3.33). Next, for (i),

\[ \sup_{J_n} |\tilde{U}_{\Delta x} - \tilde{U}| \leq \sup_{J_n} |U_0(x) - \tilde{U}| + \text{T.V.} \{ \tilde{U}_{\Delta x} \}. \] (3.39)

By (3.38) and (3.39),

\[ \sup_{J_n} |\tilde{U}_{\Delta x} - \tilde{U}| \leq r + (1 + \epsilon + \epsilon^2)^2 C. \]

By using the aforementioned constants \( K \) and \( d \), we obtain that, for a sufficiently small \( \Delta x, \tilde{U}_{\Delta x}(x, t) \) is defined on \( \Pi \) when the condition \((A_1) \sim (A_3)\) hold true. In addition, \( \tilde{U}_{\Delta x}(x, t) \) and its total variation are uniformly bounded and independent of \( \Delta x. \)
For (iii), without loss of generality, let \( t_2 > t_1, t_0 = \sup\{t \leq t_1 \mid t = n\Delta t \text{ for some } n \} \), and let 
\[
\ell = \left\lfloor \frac{t_2-t_0}{\Delta t} \right\rfloor + 1.
\]
According to (2.16),
\[
|U_{\theta,\Delta x}(x,t_2) - U_{\theta,\Delta x}(x,t_1)| \leq |U_{\theta,\Delta x}(y,t_0) - U_{\theta,\Delta x}(x,t_0)| + |(S(y,\Delta t,\tilde{U}_{\theta,\Delta x}(y,t_0))^\ell - I)\tilde{U}_{\theta,\Delta x}(y,t_0)|
\]
for some \( y \in [x-\ell\Delta x, x+\ell\Delta x] \). Therefore, according to the Corollary 19.8 in \cite{42}, the result (iii) is obtained immediately.

According to Theorem 3.4. and Oleinik’s analysis in \cite{42}, the following theorem for the compactness of the subsequence of \( \{U_{\theta,\Delta x} \} \) holds true.

**Theorem 3.4.** Assume that the condition \((A_1) \sim (A_3)\) hold true. Let \( \{U_{\theta,\Delta x} \} \) be a family of approximate solutions of \((1.8)\) obtained using the generalized Glimm scheme. Then, there exist a subsequence \( \{U_{\theta,\Delta x} \} \) and measurable function \( U \) such that
\begin{itemize}
  \item [(i)] \( U_{\theta,\Delta x}(x,t) \to U(x,t) \) in \( L^1_{\text{loc}} \) as \( \Delta x_i \to 0 \);
  \item [(ii)] for any continuous function \( f \), we have \( f(x,t,U_{\theta,\Delta x}) \to f(x,t,U) \) in \( L^1_{\text{loc}} \) as \( \Delta x_i \to 0 \).
\end{itemize}

### 3.4 The consistency and existence of the entropy solution

Finally, the global existence of entropy solutions to \((1.8)\) is presented by demonstrating the consistency of the scheme and entropy inequalities for the weak solutions. To achieve the consistency, the convergence of the residual to the approximate solutions \( \{U_{\theta,\Delta x} \} \) of \((1.8)\) is given.

**Theorem 3.5.** Consider the problem \((1.8)\) with the condition \((A_1) \sim (A_3)\). Assume that \( \{U_{\theta,\Delta x} \} \) is a sequence of approximate solutions for \((1.8)\), which are constructed using the generalized Glimm scheme. There exist a null set \( N \subset \Phi \) and subsequence \( \{\Delta x_i \} \) such that the limit
\[
U(x,t) := \lim_{\Delta x_i \to 0} U_{\theta,\Delta x_i}(x,t)
\]
is an entropy solution of \((1.8)\).

**Proof.** We first calculate the residual of \( \{U_{\theta,\Delta x} \} \). According to \cite{2,12}, \( U_{\theta,\Delta x} = \tilde{U}_{\theta,\Delta x} + \hat{U}_{\theta,\Delta x} \). For convenience, we omit the symbol \( \theta \) in \( U, \tilde{U} \), and \( \hat{U} \) in the rest of this subsection. Define
\[
D_{k,n} := [x_{k-1},x_{k+1}] \times [t_n,t_{n+1}], \quad n = 0, 1, 2, \ldots ; k = 1, 2, \ldots ,
\]
and
\[
[U](x,t_n) := U(x,t_n^+) - U(x,t_n^-).
\]
We concentrate on the case that \( D_{k,n} \) is away from the boundary, that is, \( k \geq 1 \); the case \( k = 0 \) can be estimated similarly. For a test function \( \phi(x,t) \in C^1_0(\Pi) \), by summing (2.19) over all \( D_{k,n} \), we have the following estimate \( \{U_{\Delta x} \} \):
\[
\int_{x>B,t>0} \left\{ U_{\Delta x}(\phi_t + f(U_{\Delta x})\phi_x + h(x)g(x,U_{\Delta x})\phi) \right\} dxdt + \int_{xB} U_{0}(\phi(x,0))dx + \int_0^\infty f(\tilde{U}_B(t))\phi(xB,t)dt
\]
\[
= \sum_{n=0}^\infty \sum_{k=1}^\infty R(U_{\Delta x},D_{k,n},\phi) + \int_{xB} U_{0}(\phi(x,0))dx + \int_0^\infty f(\hat{U}_B(t))\phi(xB,t)dt
\]
\[
= \sum_{n=1}^\infty \sum_{k=1}^\infty \int_{x_{k-1}}^{x_{k+1}} B_{\Delta x}(x,t_n)\phi(x,t_n)dx
\]
\[
- \int_{xB} (\tilde{U}_{\Delta x}(x,0^+) - U_{0}(x))\phi(x,0)dx - \int_0^\infty (f(\hat{U}_{\Delta x}(x_B^+,t)) - f(\hat{U}_B(t)))\phi(xB,t)dt + O(1)\Delta x \quad (T.V.(U_{0},\tilde{U}_B))|\phi|_{\infty}
\]
\[
= J(\theta,\Delta x,\phi) + O(1)\Delta x,
\]
\[
(3.40)
\]
where
\[ J(\theta, \Delta x, \phi) := -\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \int_{x_{k-1}}^{x_{k+1}} (\tilde{U}_{\Delta x} + \tilde{U}_{\Delta x})(x, t_n)\phi(x, t_n)dx. \]

According to Glimm’s argument in [10] and (2.16),
\[ J(\theta, \Delta x, \phi) \to 0 \text{ as } \Delta x \to 0 \]  
(3.41)

for almost random sequence \( \theta \in \Theta \), where \( \Theta \) is a probability space of the random sequence. Therefore, by (3.40), (3.41) and Theorem 3.3., there exist a null set \( N \subset \Phi \) and subsequence \( \{\Delta x_i\} \) such that the limit
\[ U(x, t) := \lim_{n \to 0} U_{\theta, \Delta x_n}(x, t) \]
is a weak solution of (1.8).

Next, we show that the aforementioned weak solution \( U \) is indeed an entropy solution satisfying the entropy inequality (1.13). Given an entropy pair \( (\eta, \omega) \), define
\[ \tilde{R}(U_{\Delta x}, \Pi, \phi) := \iint_{x \geq x_B, t > 0} \{\eta(U_{\Delta x})\phi_t + \omega(U_{\Delta x})\phi_x + d\eta(U_{\Delta x}) \cdot h(x)g(x, U_{\Delta x})\phi\} dxdt. \]

By using an argument similar to the proof of Theorem 2.2. (see Appendix B), we can estimate the residuals of \( U_{\Delta x} \) in \( D_{k,n} \) as
\[ \tilde{R}(U_{\Delta x}, D_{k,n}, \phi) \geq \int_{x_{k-1}}^{x_{k+1}} (\eta(\tilde{U}_{\Delta x})\tilde{U}_{\Delta x}(x, t_{n+1}^-)dx - \int_{x_{k-1}}^{x_{k+1}} (\eta(\tilde{U}_{\Delta x})\tilde{U}_{\Delta x}(x, t_{n}^-)dx \\
+ \int_{t_n}^{t_{n+1}} (\omega(\tilde{U}_{\Delta x})\phi(x, t))_{x=x_{k-1}} dx + O(1) \left((\Delta t)^2(\Delta x) + (\Delta t)^3 + (\Delta t)^2 \text{osc. } \{\tilde{U}\}\right)\|\phi\|_{\mathcal{X}}. \]  
(3.42)

Summing (3.42) over all \( D_{k,n} \), we have
\[ \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \tilde{R}(U_{\Delta x}, D_{k,n}, \phi) + \int_{-\infty}^{\infty} \eta(U_0(x))\phi(x, 0)dx \]
\[ \geq -\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \int_{x_{k-1}}^{x_{k+1}} [\eta(\tilde{U}_{\Delta x}) + d\eta(\tilde{U}_{\Delta x})\tilde{U}_{\Delta x}]\phi(x, t_{n}^-)dx \\
- \int_{-\infty}^{\infty} [\eta(\tilde{U}_{\Delta x}(x, 0^+)) - \eta(U_0(x))\} \phi(x, 0)dx + O(\Delta x) \]  
(3.43)

for a sufficiently small \( \Delta x \). Based on Glimm’s argument, (3.43) implies that
\[ \iint_{x > x_B, t > 0} \{\eta(U)\phi_t + \omega(U)\phi_x + d\eta \cdot h(x)g(x, U)\phi\} dxdt + \int_{x_B}^{\infty} \eta(U_0(x))\phi(x, 0)dx \\
+ \int_{0}^{\infty} \omega(\tilde{U}_B(t))\phi(x_B, t)dt \geq 0 \]

for every entropy pair \( (\eta, \omega) \) and positive test function \( \phi \in C^1_0(\Pi) \). The existence of the entropy solution of (1.8) is established. \( \square \)

4 Hydrodynamic regions

In Section 3, the global existence of the entropy solution to HEP (1.2) is established on the basis of the initial density with a positive lower bound. However, (1.2) does not fulfill the physical meaning because of which the atmosphere density reaches vacuum as \( x \) approaches infinity. Therefore, it is necessary to
determine the hydrodynamic region, a subset of \( \Pi \equiv [x_B, \infty) \times [0, \infty) \), in which our solution of \((1.2)\) is physically well-defined. This section is devoted to establishing the main Theorem II. For a certain constraint on the transonic initial data \( U_0(x) = (\rho_0(x), m_0(x), E_0(x))^T \), where \( \rho_0, E_0 \) is a decreasing function and \( m_0 \) is an increasing function in \([x_B, \infty)\), there exists a region \( \Sigma_1 = [x_B, x^*] \times [0, \infty) \) such that the wave speeds of the solutions to \((1.8)\) are positive in \( \Pi \setminus \Sigma_1 \). Next, by adopting the Knudsen number of the gas, we prove that there also exists a region \( \Sigma_2 = [x_B, x^*] \times [0, \infty) \) such that the gas in \( \Pi \setminus \Sigma_2 \) no longer acts like fluid. In other words, \((1.2)\) fails to model the HEP outside \( \Sigma_2 \), and the governed equations must be replaced by the kinetic equations. According to the assumed initial data described previously, there exists a nonempty hydrodynamic region of HEP \((1.3)\) such that \( \Sigma \equiv \Sigma_1 \cup \Sigma_2 \).

**Lemma 4.1.** Let \( U(x, t) = (\rho(x, t), m(x, t), E(x, t))^T \) be the solution of \((1.8)\) constructed in Theorem 3.5., with initial data \( U_0(x) = (\rho_0(x), m_0(x), E_0(x))^T \) and boundary data \((\rho_B(t), m_B(t))^T\). Then, for any \((x, t) \in \Pi\), we have

\[
|\rho(x, t) - \rho_0(x)| \leq T.V.\{\rho_0(x)\} + T.V.\{\rho_B(t)\},
\]

\[
|m(x, t) - m_0(x)| \leq T.V.\{m_0(x)\} + T.V.\{m_B(t)\},
\]

\[
|E(x, t) - E_0(x)| \leq T.V.\{E_0(x)\} + T.V.\{E(x_B, t)\} + 2\lambda_\gamma^{-1}\|q\|_{L^1[x_B, \infty)}.
\]

**Proof.** For any \((x, t) \in \Pi\), let \( k = \left\lfloor \frac{x}{\Delta x} \right\rfloor \), \( n = \left\lceil \frac{x}{\Delta x} \right\rceil + 1 \), and let \( D_{k,n} \) denote the Riemann cell containing the point \((x, t)\). By \((2.12)\) and the random choice process, the approximate solution in the \(n\)th time step satisfies

\[
|U_{\theta,\Delta x}(x, n\Delta t) - U_{\theta,\Delta x}(x, (n - 1)\Delta t)|
\leq \left| (S(y, (n - 1)\Delta t, \tilde{U}_{\theta,\Delta x}(y, (n - 1)\Delta t)) - I) \tilde{U}_{\theta,\Delta x}(y, (n - 1)\Delta t) \right|
\]

\[
+ |\tilde{U}_{\theta,\Delta x}(y, (n - 1)\Delta t) - U_{\theta,\Delta x}(x, (n - 1)\Delta t)|,
\]

for some \( y \in D_{k,n} \) such that \( \tilde{U}_{\theta,\Delta x}(x, n\Delta t) = S(y, (n - 1)\Delta t, \tilde{U}_{\theta,\Delta x}(y, (n - 1)\Delta t))\tilde{U}_{\theta,\Delta x}(y, (n - 1)\Delta t)\). More precisely, according to \((2.12)\),

\[
\rho_{\theta,\Delta x}(x, n\Delta t) = \tilde{\rho}_{\theta,\Delta x}(y, (n - 1)\Delta t) - \frac{2\tilde{m}_{\theta,\Delta x}(y, (n - 1)\Delta t)}{y} \Delta t + O(1)(\Delta t)^2,
\]

\[
m_{\theta,\Delta x}(x, n\Delta t) = \tilde{m}_{\theta,\Delta x}(y, (n - 1)\Delta t)
\]

\[
- \frac{2\tilde{\rho}_{\theta,\Delta x}(y, (n - 1)\Delta t)}{y}(\tilde{u}_{\theta,\Delta x}(y, (n - 1)\Delta t))^2 + v(y)^2 \Delta t + O(1)(\Delta t)^2,
\]

\[
E_{\theta,\Delta x}(x, n\Delta t) = \tilde{E}_{\theta,\Delta x}(y, (n - 1)\Delta t) + q(y)\Delta t
\]

\[
- \frac{2\tilde{m}_{\theta,\Delta x}(y, (n - 1)\Delta t)}{y}\left( \frac{1}{2} \tilde{u}_{\theta,\Delta x}(y, (n - 1)\Delta t)^2 + v(y)^2 + \tilde{c}_{\theta,\Delta x}(y, (n - 1)\Delta t)^2 \right) \Delta t
\]

\[
+ O(1)(\Delta t)^2,
\]

where \( v(y) = \sqrt{\frac{\gamma M_e}{2y}} \). Since the density and momentum are globally positive according to Theorem 3.3.,

\[
|\rho_{\theta,\Delta x}(x, n\Delta t) - \rho_{\theta,\Delta x}(x, (n - 1)\Delta t)| \leq \text{osc}_{D_{k,n}}\{\tilde{\rho}_{\theta,\Delta x}\},
\]

\[
|m_{\theta,\Delta x}(x, n\Delta t) - m_{\theta,\Delta x}(x, (n - 1)\Delta t)| \leq \text{osc}_{D_{k,n}}\{\tilde{m}_{\theta,\Delta x}\},
\]

\[
|E_{\theta,\Delta x}(x, n\Delta t) - E_{\theta,\Delta x}(x, (n - 1)\Delta t)| \leq \text{osc}_{D_{k,n}}\{\tilde{E}_{\theta,\Delta x}\} + |q(x) + q(y)|\Delta t,
\]

where \( q \) is the heat profile. Note that the grid \( D_{k,n} \) is the domain of dependence of \((x, t)\) for one time step. By using backward induction on \( n \) and passing to the limit as \( \Delta x \to 0, \theta \in \Phi \setminus N \) in Theorem 3.5., the result \((4.1)\) is obtained. \(\square\)
Next, we show that there exist \( x^* > x_B \) and \( \Sigma_1 \equiv [x_B, x^*] \times [0, \infty) \) such that the wave speeds of \( U(x, t)\|_{\Pi \setminus \Sigma_1} \) are positive. Recall that the Mach number of \( U \) is defined as

\[
\mathcal{M}(U) := \frac{|u|}{c}
\]

**Theorem 4.2.** Assume that the transonic initial data \( U_0 = (\rho_0, m_0, E_0)^T \) satisfying the condition \((A_1) \sim (A_2)\), where \( \rho_0, E_0 \) are decreasing, \( m_0 \) is increasing, and \( u_0(x_B) < c_0(x_B) \). Let \( U = (\rho, m, E)^T \) be the solution of (1.8) constructed using Theorem 3.5.; then there exist \( x^* \in (x_B, \infty) \) and \( \Sigma_1 \equiv [x_B, x^*] \times [0, \infty) \) such that the characteristic speeds of the solution \( U(x, t) \) in \( \Pi \setminus \Sigma_1 \) are positive.

**Proof.** According to (2.6), the Mach number \( \mathcal{M}(x) \) satisfies

\[
\mathcal{M}(x, t) \geq \frac{m(x, t)}{\sqrt{\gamma(\gamma - 1)E^*\rho(x, t)}} \quad \text{for all} \quad (x, t) \in \Pi.
\]

Next, we define

\[
\mathcal{M}(x) := \frac{m_0(x) - \text{T.V.}\{m_0\} - \text{T.V.}\{m_B\}}{\sqrt{\gamma(\gamma - 1)E^*\rho(x) + \text{T.V.}\{\rho_0\} + \text{T.V.}\{\rho_B\}}}.
\]

According to Lemma 4.1., \( \mathcal{M}(x) \geq \mathcal{M}(x), \forall (x, t) \in \Pi \).

The function \( \mathcal{M}(x) \) is increasing based on the assumption of \( \rho_0 \) and \( m_0 \). Since the initial data is transonic with \( u_0(x_B) < c_0(x_B) \), \( \mathcal{M}(x_B) \leq \mathcal{M}(x_B, 0) < 1 \). On the other hand, according to \((A_1)\), the function \( \mathcal{M}(x) \) is greater than 1 in the far field, when \( \rho_0 \) is near \( \rho \) which is sufficiently small. There exists \( x^* \in (x_B, \infty) \) such that \( \mathcal{M}(x^*) = 1 \), and \( \mathcal{M}(x) > 1 \) for \( x \in (x^*, \infty) \). Therefore,

\[
\mathcal{M}(x^*, t) \geq \mathcal{M}(x^*) = 1, \quad \text{for} \quad t \in [0, \infty),
\]

\[
\mathcal{M}(x, t) \geq \mathcal{M}(x) > 1, \quad \text{for} \quad (x, t) \in (x^*, \infty) \times [0, \infty).
\]

Denote the region \( \Sigma_1 \equiv [x_B, x^*] \times [0, \infty) \). We have shown that \( u(x, t) \geq c(x, t) \), for all \( (x, t) \in \Pi \setminus \Sigma_1 \), that is, the characteristic speeds of the solution \( U(x, t) \) in \( \Pi \setminus \Sigma_1 \) are positive.

Next, we want to determine the hydrodynamic region \([x_B, x_T]\) such that the constructed solution \( U(x, t)\) has mathematical and physical significance. The Knudsen number is defined as \( \mathfrak{K} := \frac{l}{H} \), the ratio of the mean free path of the molecules, \( l = \frac{1}{\sqrt{2\pi n}} \), to the density scale height, \( H = \frac{k_B T}{GM_{pm}/x^*} \), of the atmosphere. The region of validity of the hydrodynamic equation is often classified using the Knudsen number \( \mathfrak{K} \), which is useful for determining whether statistical mechanics or continuum mechanics formulation of fluid dynamics must be used. Here, \( \tau \approx 10^{14} \pi \text{ cm}^2 \) is the collision cross section used in \[31\], \( n \) is the number density, \( m \) is the mass of a molecule, \( T \) is the temperature of the gas, and \( k_B \) is the Boltzmann constant. According to (2.8),

\[
P = \rho RT = nk_BT.
\]

The Knudsen number can be computed as follows:

\[
\mathfrak{K}(x, U) = \frac{1}{H} = \frac{GM_{pm}}{\sqrt{2\pi n x^2 k_B T}} = \frac{GM_{pm}}{\sqrt{2\pi x^2 P}} = \frac{\gamma GM_{pm}}{\sqrt{2\pi x^2 P}}.
\]

The hydrodynamic equations are applied appropriately, where \( \mathfrak{K} < 1 \), so that many collisions occur over relevant length scales keeping the gas in thermal equilibrium. If \( \mathfrak{K} \geq 1 \), the continuum assumption of fluid mechanics maybe no longer be a good approximation because there are few collisions in this level to inhibit a molecule from escaping.
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Theorem 4.3. For a transonic initial data \( U_0 = (\rho_0, m_0, E_0)^T \) as in Theorem 4.2. and \( \mathfrak{R}n(x_B, 0) < 1 \),

\[
x_B^2 \rho_0(x_B) c_0(x_B)^2 > \frac{\gamma G M_p m}{\sqrt{2} \tau}.
\]

(4.2)

Let \( U = (\rho, m, E)^T \) be the solution of \((1.8)\) constructed using Theorem 3.5.; then, there exist \( x^{**} \in (x_B, \infty) \) and \( \Sigma_2 \equiv [x_B, x^{**}] \times [0, \infty) \) such that \( \mathfrak{R}n(x, t) \leq 1 \), \( \forall (x, t) \in \Sigma_2 \).

Proof. Let us denote \( \psi(x, t) := \rho(x, t) c(x, t)^2 \) and \( \psi_0(x) := \rho_0(x) c_0(x)^2 \) then, \( \psi \) and \( \psi_0 \) are of bounded variation functions based on the construction of solutions in Theorem 3.5., and the lower boundedness of the density in \((A_1)\). Moreover, according to \((2.6)\) and the assumption of the initial data,

\[
\psi_0(x) = \frac{\gamma (\gamma - 1) m_0^2}{2 \rho_0^2} \rho_0(x) - \frac{\gamma (\gamma - 1) m_0}{\rho_0} m_0'(x) + \gamma (\gamma - 1) E_0'(x) < 0,
\]

that is, \( \psi_0(x) \) is a decreasing function of \( x \). Define the function \( \psi_a(x) \) as

\[
\psi_a(x) := \psi(x) - \text{T.V.}\{\psi(x)\} - \text{T.V.}\{\psi(x, t)\} - 2 \lambda_a^{-1} \gamma (\gamma - 1) \|y\| L^1(x_B, \infty).
\]

(4.3)

According to \((2.12)\), for any \( (x, t) \in \Pi \), the approximation of \( \psi(x, t) \) in the \( n \)th time step can be evaluated as

\[
\psi_{\theta, \Delta x}(x, n \Delta t) = \tilde{\psi}_{\theta, \Delta x}(y, (n - 1) \Delta t) + \gamma (\gamma - 1) q(y) \Delta t - 2 \gamma \tilde{m}_{\theta, \Delta x}(y, (n - 1) \Delta t) \tilde{c}_{\theta, \Delta x}(y, (n - 1) \Delta t)^2 \Delta t + O(1) (\Delta t)^2,
\]

where \( \psi_{\theta, \Delta x}(x, n \Delta t) := \rho_{\theta, \Delta x}(x, n \Delta t) c_{\theta, \Delta x}(x, n \Delta t)^2 \) and \( k, n, \) and \( y \) are as defined in Lemma 4.1. Based on the similar argument in Lemma 4.1 and \((4.3)\), \( \psi_a \) is a decreasing function and \( \psi_a(x) \leq \psi(x, t), \forall (x, t) \in \Pi \). Next, define

\[
\mathfrak{R}(x) := \frac{\gamma G M_p m}{\sqrt{2} \tau x_B^2 \psi_a(x)}.
\]

Since \( \psi_a(x) \leq \psi(x, t) \) for all \( (x, t) \in \Pi \),

\[
\mathfrak{R}(x) \leq 1, \quad \forall (x, t) \in \Pi.
\]

According to \((4.3)\) and the assumption \((1.2)\), \( \mathfrak{R}(x_B) < 1 \). On the other hand, according to the decrease of the function \( \psi_a \) and the assumption \((A_1)\), \( \mathfrak{R}(x) > 1 \) in the far field whenever \( \rho_0 \) near \( \theta \). There exists \( x^{**} \in (x_B, \infty) \) such that \( \mathfrak{R}(x^{**}) = 1 \), and \( \mathfrak{R}(x) \leq 1 \) for \( x \in [x_B, x^{**}] \). Therefore,

\[
\mathfrak{R}(x^{**}, t) \leq \mathfrak{R}(x^{**}) = 1, \quad \text{for } t \in [0, \infty),
\]

\[
\mathfrak{R}(x, t) \leq \mathfrak{R}(x) < 1, \quad \text{for } (x, t) \in [x_B, x^{**}) \times [0, \infty).
\]

Denote the region \( \Sigma_2 \equiv [x_B, x^{**}] \times [0, \infty) \). Therefore, the Knudsen number \( \mathfrak{R}n(x, t) \leq 1 \) for all \( (x, t) \in \Sigma_2 \).

Finally, according to Theorem 4.2. and Theorem 4.3, we define the hydrodynamic region of HEP \((1.2)\) by using \( \Sigma = \Sigma_1 \cup \Sigma_2 \). The wave speeds of the solution \( U(x, t) \), constructed in Theorem 3.5., are positive in the region \( \Pi \setminus \Sigma \). Moreover, the Knudsen number \( \mathfrak{R}n(x, U) \leq 1 \) in the region \( \Sigma \). Therefore, we obtain an entropy solution \( U(x, t) \) of \((1.2)\) that has both mathematical and physical significance in the hydrodynamic region \( \Sigma \).
Appendices

A Construction of the Riemann Solver

Here, we describe the construction of the Riemann solver in (2.12). Based on Theorem 2.1, let \( \tilde{U} \) be the entropy solution for \( R_C(x_0, t_0) \), we only need to construct the perturbation \( \tilde{U} \) of \( U \) from \( \tilde{U} \). Let us denote

\[
\tilde{u} := \frac{\tilde{m}}{\tilde{\rho}}, \quad v(x) := \sqrt{\frac{G M_p}{2x}},
\]

and consider the linearized system of (1.5) around \( \tilde{U} \) with initial data \( \tilde{U}(x, 0) = 0 \):

\[
\begin{aligned}
\tilde{U}_t + (A(x, t)\tilde{U})_x &= B(x, t)\tilde{U} + C(x, t), \\
\tilde{U}(x, 0) &= 0,
\end{aligned}
\]

where

\[
A(x, t) = df(\tilde{U}) = \begin{bmatrix}
0 & 1 & 0 \\
\frac{\gamma - 1}{2} \tilde{u}^2 - \tilde{u}\tilde{H} & \tilde{H} - (\gamma - 1)\tilde{u}^2 & \tilde{u} \\
\frac{\gamma - 1}{2} \tilde{u}^2 - \tilde{u}\tilde{H} & \tilde{H} - (\gamma - 1)\tilde{u}^2 - v^2 & \gamma \tilde{u}
\end{bmatrix},
\]

\[
B(x, t) = h(x)g_U(x, \tilde{U}) = h(x) \begin{bmatrix}
0 & 1 & 0 \\
v^2 - \tilde{u}^2 & 1 & 0 \\
\frac{\gamma - 1}{2} \tilde{u}^2 - \tilde{u}\tilde{H} & \tilde{H} - (\gamma - 1)\tilde{u}^2 - v^2 & \gamma \tilde{u}
\end{bmatrix},
\]

\[
C(x, t) = h(x)g(x, \tilde{U}) = h(x) \begin{bmatrix}
\tilde{m} & \tilde{m} & \tilde{m} \\
\tilde{m} & \tilde{m} & \tilde{m}
\end{bmatrix},
\]

and \( \tilde{H} = H(\tilde{U}) \) is given in (2.7). Due to the appearance of shocks or discontinuity in \( \tilde{U} \), the coefficients in (A.1) may be discontinuous. To obtain the better regularity of approximate solutions for (A.1), the averaging process of the coefficients in (A.1) with respect to \( t \) over \( [0, \Delta t] \) is used. For a bounded variation function \( z(x, t, U) \), the average of \( z(x, t, U) \) is defined as

\[
z_u(x) := \frac{1}{\Delta t} \int_{t_0}^{t_0 + \Delta t} z(x, s, U(x, s)) ds, \quad x_0 - \Delta x \leq x \leq x_0 + \Delta x.
\]

In addition, \( u_\star(x) \) is continuous even across the shock and contact discontinuity.

We construct approximate solution for (A.1) by solving

\[
\begin{aligned}
(U_\star)_t + (A_\star(x)U_\star)_x &= B_\star(x)U_\star + C_\star(x), \\
U_\star(x, 0) &= 0,
\end{aligned}
\]

Based on the operator-splitting method, solutions for (A.2) can be approximated through composing solutions for

\[
\begin{aligned}
V_t + (A_\star(x)V)_x &= 0, \\
V(x, 0) &= 0,
\end{aligned}
\]

and

\[
\begin{aligned}
Y_t = B_\star(x)Y + C_\star(x), \\
Y(x, 0) &= V(x, \Delta t),
\end{aligned}
\]

Since the system (A.3) admits zero solution. The solution for (A.1) can be approximated as the solution of the follows:

\[
\begin{aligned}
(U_\star)_t = B_\star(x)U_\star + C_\star(x), \\
U_\star(x, 0) &= 0,
\end{aligned}
\]

(30)
where $B_*(x)$ and $C_*(x)$ can be derived from $\tilde{U}_*$. The averaging process is reasonable because

$$
\int_{D(x_0,t_0)} |\tilde{U} - \tilde{U}_*| dx dt = O(1) \left( (\Delta t)^3 + (\Delta t)^2 \cdot T.V.\Delta t^{t_0,t_0} \{\tilde{U} \} \right).
$$

The matrix $B_*(x)$ in (A.5) has eigenvalues

$$
\sigma_1(x) = h(\tilde{u}_* + v), \quad \sigma_2(x) = \gamma h \tilde{u}_*, \quad \sigma_3(x) = h(\tilde{u}_* - v).
$$

and the corresponding eigenvectors

$$
P_1(x) = (1, \tilde{u}_* + v, \Delta_1)^T, \quad P_2(x) = (0, 0, 1)^T, \quad P_3(x) = (1, \tilde{u}_* - v, \Delta_2)^T.
$$

where

$$
\Delta_1 = \frac{v^3}{\rho_*(v - (\gamma - 1)\tilde{u}_*)} + \frac{2v^2 - (\gamma - 1)\tilde{u}_*(\tilde{u}_* + 3v)}{2(v - (\gamma - 1)\tilde{u}_*)} \rho_*(v - (\gamma - 1)\tilde{u}_*) \tilde{E}_*,
$$

$$
\Delta_2 = \frac{v^3}{\rho_*(v - (\gamma - 1)\tilde{u}_*)} - \frac{2v^2 - (\gamma - 1)\tilde{u}_*(\tilde{u}_* - 3v)}{2(v + (\gamma - 1)\tilde{u}_*)} \rho_*(v - (\gamma - 1)\tilde{u}_*) \tilde{E}_*.
$$

The transformation matrix of $B_*(x)$ is then given by $P(x) = [P_1(x), P_2(x), P_3(x)]$ so that $B_*(x)$ can be diagonalized as

$$
\Lambda(x) = P^{-1}(x)B_*(x)P(x) = h(x) \text{diag}[\tilde{u}_* + v, \gamma \tilde{u}_*, \tilde{u}_* - v].
$$

Moreover, the fundamental matrix solved using $\dot{X}(t) = \Lambda(x)X(t)$ is

$$
e^{\Lambda(x)t} = \text{diag}[e^{h(\tilde{u}_* + v)t}, e^{\gamma h \tilde{u}_* t}, e^{h(\tilde{u}_* - v)t}].
$$

Using the transformation matrix $P$, the state transition matrix of $\dot{X}(t) = B(x)X(t)$ is given by

$$
N(x,t,s) = P(x)e^{\Lambda(x)(t-s)}P(x)^{-1} = N_1(x)e^{h(\tilde{u}_* + v)(t-s)} + N_2(x)e^{\gamma h \tilde{u}_*(t-s)} + N_3(x)e^{h(\tilde{u}_* - v)(t-s)}, \quad (A.6)
$$

where

$$
N_1(x) = \frac{1}{2v} \begin{bmatrix}
-\tilde{u}_* - v & 1 & 0 \\
-\tilde{u}_*^2 - v^2 & v + \tilde{u}_* & 0 \\
-\tilde{u}_* - v & \Delta_1 & 0
\end{bmatrix},
$$

$$
N_2(x) = \frac{1}{2v} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
(\tilde{u}_* - v)\Delta_1 - (\tilde{u}_* + v)\Delta_2 & \Delta_2 - \Delta_1 & 2v
\end{bmatrix},
$$

$$
N_3(x) = \frac{1}{2v} \begin{bmatrix}
\tilde{u}_* + v & -1 & 0 \\
\tilde{u}_*^2 - v^2 & -\tilde{u}_* + v & 0 \\
(\tilde{u}_* + v)\Delta_2 & -\Delta_2 & 0
\end{bmatrix}.
$$

According to (A.6) and the variation of constant formula, the solution for (A.5) is given by

$$
\tilde{U}_*(x,t) = \int_{t_0}^{t_0 + t} N(x,t,s)C_*(x)ds = \sum_{i=1}^3 N_i(x)C_*(x) \int_{t_0}^{t_0 + t} e^{\sigma_i(x)(t-s)}ds
$$

$$
= \frac{\hat{\rho}}{2}(e^{h(\tilde{u}_* + v)t} - 1) \begin{bmatrix}
\tilde{u}_* + v \\
\Delta_1
\end{bmatrix} + \frac{\hat{\rho}}{2}(e^{h(\tilde{u}_* - v)} - 1) \begin{bmatrix}
\tilde{u}_* - v \\
\Delta_2
\end{bmatrix}
$$

$$
+ \frac{\hat{\rho}}{2\gamma \tilde{u}_*}(e^{\gamma h \tilde{u}_* t} - 1) \begin{bmatrix}
0 \\
0
\end{bmatrix}
$$

$$
- (\tilde{u}_* + v)\Delta_1 - (\tilde{u}_* - v)\Delta_2 + 2\tilde{u}_*(H_1 + v^2) - \frac{\tilde{u}_* v}{\rho_*}.
$$

(A.7)
where $\tilde{H} = H(\tilde{U})$ and $t \in [0, \Delta t]$. Finally, replacing $\tilde{U}$, in (A.7) by $\tilde{U}$, the perturbation $\tilde{U}$ is obtained and is given in the form

$$\tilde{U}(x, t) = (S(x, t, \tilde{U}) - I_3)\tilde{U},$$

(A.8)

where

$$S(x, t, \tilde{U}) = \begin{bmatrix} e^{h\tilde{t}} \cosh(hvt) & 0 & 0 \\ ve^{h\tilde{t}} \sinh(hvt) & e^{h\tilde{t}} \cosh(hvt) & 0 \\ S_{31} & S_{32} & S_{33} \end{bmatrix},$$

with

$$S_{31} = -\frac{xq}{2\gamma_t}(e^{h\tilde{t}} - 1) - \frac{v^3}{2(v^2 - (\gamma - 1)^2u^2)}(ve^{h\tilde{t}} - ve^{h\tilde{t}} \cosh(hvt) - (\gamma - 1)\tilde{u}e^{h\tilde{t}} \sinh(hvt)),$$

$$S_{32} = \frac{(\gamma - 1)\tilde{u}(v^2 + (\gamma - 1)\tilde{u}^2)}{2(v^2 - (\gamma - 1)^2u^2)}(e^{h\tilde{t}} - e^{h\tilde{t}} \cosh(hvt)) + \frac{v(2v^2 - (3\gamma - 2)(\gamma - 1)\tilde{u}^2)}{2(v^2 - (\gamma - 1)^2u^2)}e^{h\tilde{t}} \sinh(hvt),$$

$$S_{33} = -\frac{(\gamma - 1)(v^2 + (\gamma - 1)\tilde{u}^2)}{v^2 - (\gamma - 1)^2u^2}e^{h\tilde{t}} + \frac{\gamma v}{v^2 - (\gamma - 1)^2u^2}(ve^{h\tilde{t}} \cosh(hvt) + (\gamma - 1)\tilde{u}e^{h\tilde{t}} \sinh(hvt)).$$

**B Estimation of the residual $\hat{R}(\Delta x, D_{k,n}, \phi)$**

Let $(\eta, \omega)$ be an entropy pair of (1.2). Here, we describe the estimation of the residual $\hat{R}(\Delta x, D_{k,n}, \phi)$

$$\hat{R}(\Delta x, D_{k,n}, \phi) := \int_{D_{k,n}} \{\eta(U_{\Delta x})\phi_t + \omega(U_{\Delta x})\phi_x + d\eta(U_{\Delta x}) \cdot h(x)g(x, U_{\Delta x})\phi\} dx dt,$$

where $U_{\Delta x}$, $D_{k,n}$, and $\phi$ are defined as in Theorem 3.5.

According to the Taylor expansion of $\eta(U_{\Delta x})$ and (2.16), for any positive test function $\phi \in C^1_0(\Pi)$,

$$\hat{R}(\Delta x, D_{k,n}, \phi) = \int_{D_{k,n}} \{\eta(\tilde{U}_{\Delta x})\phi_t + \omega(\tilde{U}_{\Delta x})\phi_x\} dx dt + \int_{D_{k,n}} \{\eta(U_{\Delta x}) - \eta(\tilde{U}_{\Delta x})\} \phi_t + (\omega(U_{\Delta x}) - \omega(\tilde{U}_{\Delta x}))\phi_x + d\eta(U_{\Delta x}) \cdot h(x)g(x, U_{\Delta x})\phi\} dx dt$$

$$= \int_{D_{k,n}} \{\eta(\tilde{U}_{\Delta x})\phi_t + \omega(\tilde{U}_{\Delta x})\phi_x\} dx dt + \int_{D_{k,n}} \{(d\eta(\tilde{U}_{\Delta x})\tilde{U}_{\Delta x})\phi_t + (\omega(U_{\Delta x}) - \omega(\tilde{U}_{\Delta x}))\phi_x + d\eta(\tilde{U}_{\Delta x}) \cdot h(x)g(x, U_{\Delta x})\phi\} dx dt$$

$$+ O(1)(\Delta t)^3$$

$$= \hat{Q}_{k,n}^1 + \hat{Q}_{k,n}^2 + O(1)(\Delta t)^3. \quad (B.1)$$

In [42], if $(\eta, \omega)$ is an entropy pair, then

$$\frac{\partial \eta(\tilde{U}_{\Delta x}(x, t))}{\partial t} + \frac{\partial \omega(\tilde{U}_{\Delta x}(x, t))}{\partial x} \leq 0 \quad (B.2)$$

in the sense of distribution on the rectangle $D_{k,n}$. Multiplying the left hand side of (B.2) by a positive test function $\phi$, and integrating by parts over $D_{k,n}$, we obtain

$$\hat{Q}_{k,n}^1 \geq \int_{x_{k-1}}^{x_{k+1}} \eta(\tilde{U}_{\Delta x}(x, t))\phi_{t=\tau_n}^{t=\tau_{n+1}} dx + \int_{t_{n}}^{t_{n+1}} \omega(\tilde{U}_{\Delta x}(x, t))\phi_{x=x_{k+1}}^{x=x_{k-1}} dt. \quad (B.3)$$
The estimate of \( \hat{Q}^2_{k,n} \) is similar to that of \( Q_2 \) in Theorem 2.2. Let \((x_k, t_n) = (x_k, 0)\), \(D = D_{x_k, 0}\), and let \( \tilde{U}_{k,x} \) in \( D \) consist of the 1-shock with speed \( s_1 \), 2-contact discontinuity with speed \( s_2 \), and 3-rarefaction wave with lower speed \( s_3 \) and upper speed \( s_3^+ \). Then,

\[
\hat{Q}^2_{k,n} = \left( \int_0^{\Delta_t x_k + s_1 t} + \int_0^{\Delta_t x_k + s_2 t} + \int_0^{\Delta_t x_k + s_3^- t} + \int_0^{\Delta_t x_k + s_3^+ t} \right)
\left\{ (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x}) \phi_t + (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x})) \phi_x + d\eta(\tilde{U}_{k,x}) \cdot h(x) g(x, U_{k,x}) \phi \right\} dx dt
\equiv \hat{Q}^{21} + \hat{Q}^{22} + \hat{Q}^{23} + \hat{Q}^{24} + \hat{Q}^{25}.
\]  

(B.4)

According to (2.22) and integration by parts, we have

\[
\hat{Q}^{21} = \int_{x_k - \Delta x}^{x_k + s_1 \Delta t} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, \Delta t) dx - \int_{x_k - \Delta x}^{x_k} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, 0) dx
- \int_0^{\Delta t} s_1 (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_1 t+, t) dt + \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x})) \phi(x, t) \left|_{x = s_1 t+}^{x = \Delta t} \right| dt + O(1)(\Delta t)^3\|\phi\|_x,
\]

(B.5)

\[
\hat{Q}^{22} = \int_{x_k + s_1 \Delta t}^{x_k + s_2 \Delta t} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, \Delta t) dx + \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_2 d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_2 t+, t) dt
- \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_1 d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_1 t+, t) dt + O(1)(\Delta t)^3\|\phi\|_x,
\]

(B.6)

\[
\hat{Q}^{23} = \int_{x_k + s_1 \Delta t}^{x_k + s_3^- \Delta t} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, \Delta t) dx + \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_3 d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_3^- t+, t) dt
- \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_2 d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_2 t+, t) dt + O(1)(\Delta t)^3\|\phi\|_x,
\]

(B.7)

and

\[
\hat{Q}^{25} = \int_{x_k + s_3^- \Delta t}^{x_k + \Delta x} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, \Delta t) dx - \int_{x_k}^{x_k + \Delta x} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, 0) dx
+ \int_0^{\Delta t} s_3^+(d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_3^+ t, t) dt + \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x})) \phi(x, t) \left|_{x = \Delta x}^{x = s_3^+ t} \right| dt + O(1)(\Delta t)^3\|\phi\|_x.
\]

(B.8)

Next, we estimate \( \hat{Q}^{24} \). According to the same argument as that for (2.27)-(2.29) and \( d\omega = d\eta df \), we obtain

\[
\hat{Q}^{24} = \int_{x_k + s_3^- \Delta t}^{x_k + s_3^+ \Delta t} (d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(x, \Delta t) dx + \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_3^- d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_3^- t, t) dt
- \int_0^{\Delta t} (\omega(U_{k,x}) - \omega(\tilde{U}_{k,x}) - s_3^- d\eta(\tilde{U}_{k,x})\tilde{U}_{k,x} \phi)(s_3^- t, t) dt + O(1) \left( (\Delta t)^3\|\phi\|_x + (\Delta t)^2(gsc_{D_{k,n}}(\tilde{U})) \right)
\]

(B.9)
By (B.4)-(B.9),

\[ \hat{Q}_{k,n}^2 = \sum_{i=1}^{5} \hat{Q}_i^2 = \int_{-\Delta x}^{\Delta x} (d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t) \bigg|_{t=0}^{t=\Delta t} \, dx + \int_{0}^{\Delta t} \left( (\omega(\tilde{U}_{\Delta x}) - \omega(\tilde{U}_{\Delta x})) \phi(x,t) \right) \bigg|_{x=\Delta x}^{x=-\Delta x} \, dt \]

\[ + \int_{0}^{\Delta t} (\omega(\tilde{U}_{\Delta x}) - \omega(\tilde{U}_{\Delta x}) - s_1 d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t) \bigg|_{x=s_1 t^-}^{x=s_1 t^+} \, dt \]

\[ + \int_{0}^{\Delta t} (\omega(\tilde{U}_{\Delta x}) - \omega(\tilde{U}_{\Delta x}) - s_2 d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t) \bigg|_{x=s_2 t^-}^{x=s_2 t^+} \, dt \]

\[ + O(1) \left( (\Delta t)^3(\Delta x) + (\Delta t)^3 + (\Delta t)^2 \langle osc.D \rangle \right) \|\phi\|_x. \]  \hspace{1cm} (B.10)

We estimate the second and third terms on the right-hand side of (B.10). Suppose that the state \( \tilde{U}_1 \) is connected to the state \( \tilde{U}_L = U_L = (\rho_L, m_L, E_L) \) by 1-shock on the right, and to the state \( \tilde{U}_2 \) by 2-contact discontinuity on the left. By the result of (2.32) is replaced by

\[ \omega(\tilde{U}_1) - \omega(\tilde{U}_L) \geq s_1 (\bar{U}_1 - \bar{U}_L), \quad \omega(\tilde{U}_1) - \omega(\tilde{U}_2) \geq s_2 (\bar{U}_1 - \bar{U}_2). \]  \hspace{1cm} (B.11)

Therefore, according to (B.11) and similar argument as (2.34), we obtain

\[ \int_{0}^{\Delta t} (\omega(\tilde{U}_{\Delta x}) - \omega(\tilde{U}_{\Delta x}) - s_1 d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t) \bigg|_{x=s_1 t^-}^{x=s_1 t^+} \, dt \]

\[ \geq \left( O(1)(\Delta t)^2 \langle osc.D \rangle \right) \|\phi\|_x, \]  \hspace{1cm} (B.12)

\[ \int_{0}^{\Delta t} (\omega(\tilde{U}_{\Delta x}) - \omega(\tilde{U}_{\Delta x}) - s_2 d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t) \bigg|_{x=s_2 t^-}^{x=s_2 t^+} \, dt \]

\[ \geq \left( O(1)(\Delta t)^2 \langle osc.D \rangle \right) \|\phi\|_x. \]  \hspace{1cm} (B.13)

According to (B.1), (B.3), (B.10), (B.12), and (B.13), we obtain the result of (3.42):

\[ \hat{R}(U_{\Delta x}, D_{k,n}, \phi) \geq \int_{x_{k-1}}^{x_{k+1}} (d\eta(\tilde{U}_{\Delta x}) \tilde{U}_{\Delta x} \phi)(x,t^-) \, dx - \int_{x_{k-1}}^{x_{k+1}} (\eta(\tilde{U}_{\Delta x}) \phi)(x,t) \bigg|_{t=t^-_{n+1}}^{t=t^-_n} \, dx \]

\[ + \int_{t^-_n}^{t^-_{n+1}} (\omega(U_{\Delta x}) \phi)(x,t) \bigg|_{x=x_{k-1}}^{x=x_{k+1}} \, dt \]

\[ + O(1) \left( (\Delta t)^2(\Delta x) + (\Delta t)^3 + (\Delta t)^2 \langle osc.D \rangle \right) \|\phi\|_x. \]
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