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In this paper, we introduce the theoretical framework underlying our proposed methodology of verification and validation (V&V) for quantum mechanical emission models using analogous macroscopic electromagnetic systems. We derive the correspondence between quantum mechanics and electromagnetism using the transfer matrix approach, and describe the electromagnetic analog that will be used to anchor the atomistic quantum tunneling simulations. Finally, we illustrate this correspondence by comparing the quantum mechanical and electromagnetic systems for some simple, analytically soluble examples and outline future V&V work based on the framework presented here.
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I. INTRODUCTION

The physical processes associated with electron emission occur over a wide range of length and time scales concurrently. While not measured directly by source emission tests in the laboratory, these processes influence the output and performance of macroscopic source emission. Macroscale material and device-level models developed using classical physics lack the resolution to accurately simulate emission in situations where the electric field is on the order of 5 GeV/m and tunneling through emission barriers on the order of 1 nm in width become significant1. Fields on this order are typically present at the apex of high ratio emitter such as the fibers on a cathode. High aspect ratio emitters are necessary to obtain the desired fields at the emission site while keeping fields elsewhere in the device below the breakdown threshold2. The physical area from which such current is emitted is on the order of tens of square nanometers, and can take the form of protrusions on fibers of micrometer dimension or as unwanted spurious emitters due to surface roughness elsewhere in an High-Power ElectroMagnetic source.

The physics manifested at all length scales impacts the performance of field sources and the overall design of systems in which they will be used. According to Schottky’s conjecture, field enhancements occurring at different length scales combine multiplicatively4–7. Atomistic effects become even more pronounced if the devices themselves are nanoscale8–10, which is becoming increasingly common as the push for smaller devices at higher frequencies intensifies. Even for mesoscale field emitters, nanoscale processes such as erosion11, adsorption of atoms and/or charged inclusions12–14, and backbombardment/breakdown15–17 impact the operation of these emitters. Therefore it becomes imperative to have accurate, well-characterized emission physics simulations at the atomistic level in order to accurately predict macroscale electron beam emission.

Previously we have developed a series of trajectory-based approaches to model electrons tunneling through an energy barrier. A Wigner trajectory formalism was developed and tested by simulating several closed, analytically soluble systems, including an infinite well with infinite and finite barriers separating the halves of the well18,24. For the infinite half well case, the center barrier was abruptly removed so that the evolution of electron probability density in both halves of the well could be simulated. For the finite barriers, the probability density in either side of the well was studied for different center barrier heights, Fermi levels, and temperatures. The methodology was then extended to treat barriers and systems more relevant to field emission, which must be solved numerically because an analytical solution does not exist25. The infinite boundaries were replaced by open boundaries, and the transmission and reflection characteristics of a wavepacket incident on Gaussian and parabolic barriers was simulated, along with the delay time associated with barrier interactions, where the solution was found numerically using finite difference methods. The delay associated with tunneling was studied in more detail in subsequent work26. The McColl-Hartman effect, which characterizes tunneling delay as a function of barrier width, was re-formulated using the Gamow factor, which is a function of barrier shape and incident energy as well as barrier width. Next, an exact trajectory method based on the Schrödinger equation27 was developed to handle systems that are difficult to simulate using the Wigner approach, such as the rectangular and Fowler-Nordheim barriers. The approaches described here model both above and below barrier emis-
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sion and delays on an atomistic level, yet the trajectory-based nature of these approaches enables statistical modeling of emission on the mesoscale and generates output that can be used to inform higher-order material and device models. However, while these models have initially been qualified with analytically soluble examples, it is necessary to anchor non-analytic examples with simulation and experimentation to increase confidence in their use as part of a multiscale modeling tool chain.

In this paper, we present a theoretical framework illustrating the correspondence between quantum mechanics and electromagnetism, which will be used in subsequent work to verify and validate the aforementioned trajectory simulations. While laboratory experiments have been developed to measure tunneling, these experiments are complicated, requiring precise equipment and highly specialized personnel. Instead, we propose to use the framework derived herein to verify our atomistic tunneling calculations against simulations of analogous EM systems using well-established EM codes such as HFSS, and to validate the quantum calculations against analogous, EM systems in the RF range using a macroscopic experimental apparatus. While this initial treatment is not intended to be a verification of our atomistic emission codes, it serves to establish the framework that will be used for V&V in ongoing and future research. The remainder of the paper is organized as follows: in Section II, we present historical background on the correspondence between QM and EM, in Section III, we show theoretical derivations of the transfer matrices and transmission and reflection coefficients, or S-parameters for both QM and EM as well as deriving the relationship between them, in Section IV we present details of the EM system used to represent the tunneling of a QM particle through a potential barrier, in Section V we show and discuss results for EM and QM treatments of rectangular and delta function barriers, and finally in Section VI we present conclusions and next steps.

II. BACKGROUND OF QM/EM CORRESPONDENCE

The concept of using electromagnetics as an analogy for matter waves is deeply embedded in the development of quantum mechanics, rooted in a shared framework, for example, the quantum mechanical wavefunction of a single photon corresponds to the electromagnetic field, both of which (quantum mechanical wavefunction and electromagnetic field) can undergo second quantization.

It may initially appear to be counter intuitive to draw analogies between photons and electrons, due in part to their differing properties (rest mass, charge, spin, and EM quantities that are vectors being scalars in QM). However, in cases where electron propagation is well described, such analogs can be drawn, as in the system in Figure 1 where wave propagation through a dielectric medium in electromagnetism is analogous to a particle tunneling through a quantum mechanical barrier, $V_b$. Consider a system described by the single-electron effective mass, which is a direct analogy to the Helmholtz equation for the electric field component of an electromagnetic wave in a dielectric medium. We can compare $|E|^2$ of such a system with the probability distribution $|\psi|^2$ in quantum mechanics. Starting from the time-independent Schrodinger wave equation,

$$\nabla^2 \psi + \hat{H} \psi = 0,$$

(1)

$\psi$ is the wave function, $\hat{H} = 2m(E - V)/\hbar^2$, $E$ energy and $V$ the potential, and compare with the Helmholtz equation,

$$\nabla^2 \phi + \hat{T} \phi = 0,$$

(2)

$\phi$ is the electric field and $\hat{T} = (n\omega/c)^2$, $n$ the refractive index, $c$ the speed of light in vacuum and $\omega$ the angular frequency. The analogy between quantum mechanics and electromagnetics is easily seen when $\hat{H} = \hat{T}$, allowing us to directly express the quantum potential in terms of the equivalent electromagnetic constitutive parameters,

$$n = \frac{\epsilon_0}{\hbar c} (2m(E_n - V_b))^{1/2},$$

(3)

by definition the refractive index ($n$) is given by $n = \sqrt{\epsilon \mu}$, the permittivity ($\epsilon$) and permeability ($\mu$) of the media. Electromagnetic analogies have been used to study quantum mechanical systems at the macroscopic scale, such as the Dirac point, and to design mesoscopic devices at the macroscopic scale. Tunelling analogs between QM and EM systems have previously been demonstrated in several systems, for example, in multilayer dielectric systems that show the same transmission, reflection and traversal time of electromagnetic waves as the transmission, reflection and traversal time of an electron wavefunction through mesoscopic heterostructures.

The parameters of transmission, reflection and traversal time are three key parameters used when discussing both EM and QM wave propagation across a system. The analysis in this paper will focus on using the correspondence between quantum mechanics (QM) and electromagnetics (EM) for plane waves incident on simple barriers for analytically soluble systems in order to establish a framework for V&V of atomic QM calculations. We will not consider delays associated with barrier interactions here; this will be addressed in follow-on work where we will use the techniques introduced here to demonstrate V&V of QM tunneling simulations of quantum wavepackets incident upon more realistic emission barrier shapes.

III. TRANSFER MATRIX APPROACH

We begin by reviewing the correspondence between electromagnetic and quantum mechanical tunnelling,
A. Electromagnetic Transfer Matrix

The derivation of the transfer matrix for an EM wave propagating through a dielectric structure has been shown previously. We begin with the differential form of Maxwell’s equations in the Gaussian formulation in the absence of charge and sources:

\[ \nabla \cdot \mathbf{E} = 0, \quad \nabla \cdot \mathbf{B} = 0 \]

\[ \nabla \times \mathbf{E} = \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} \]

\[ \nabla \times \mathbf{H} = \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} \]

where \( \mathbf{B} = \mu \mathbf{H} \) and \( \mathbf{D} = \varepsilon \mathbf{E} \), the magnetic and electric fields within a non-vacuum medium. The field vectors in this instance are plane waves:

\[ \mathbf{E}(z, t) = E_0 e^{i(kz - \omega t)} + \bar{E}_0 e^{-i(kz + \omega t)} \]

\[ \mathbf{H}(z, t) = H_0 e^{i(kz - \omega t)} + \bar{H}_0 e^{-i(kz + \omega t)} \]

where the wavenumber, \( k = \frac{\omega}{c} \), is the index of refraction: \( n = \sqrt{\varepsilon \mu} \). For the purpose of this simple illustration, we assume a lossless medium so the imaginary components of \( \varepsilon \) and \( \mu \) are zero and that the plane wave is propagating in the positive z-direction such that it is normally incident on an isotropic dielectric medium. We also assume the electric and magnetic field components align with the x and y axes, respectively. The field vectors can then be rewritten as:

\[ \mathbf{E}(z, t) = \begin{bmatrix} E_x(z, t) \\ E_y(z, t) \end{bmatrix} = \begin{bmatrix} E_x e^{ikz} + E_x e^{-ikz} \\ E_y e^{ikz} + E_y e^{-ikz} \end{bmatrix} e^{-i\omega t} \]

\[ \mathbf{H}(z, t) = \begin{bmatrix} H_x(z, t) \\ H_y(z, t) \end{bmatrix} = \begin{bmatrix} H_x e^{ikz} + H_x e^{-ikz} \\ H_y e^{ikz} + H_y e^{-ikz} \end{bmatrix} e^{-i\omega t} \]

with the cumulative field vector represented as:

\[ \psi(z, t) = \begin{bmatrix} E_x(z, t) \\ E_y(z, t) \\ H_x(z, t) \\ H_y(z, t) \end{bmatrix} \]

When either of the non-zero Maxwell’s equations operate on the electric and magnetic field vectors, 2 field polarizations result, each with a forward and reverse component:

\[ \psi_1(z, t) = \begin{bmatrix} Z \\ 0 \\ 0 \\ 1 \end{bmatrix} e^{ikz} + \begin{bmatrix} -Z \\ 0 \\ 0 \\ 1 \end{bmatrix} e^{-ikz} \cdot e^{-i\omega t} \]

\[ \psi_2(z, t) = \begin{bmatrix} 0 \\ -Z \\ 1 \\ 0 \end{bmatrix} e^{ikz} + \begin{bmatrix} 0 \\ Z \\ 1 \\ 0 \end{bmatrix} e^{-ikz} \cdot e^{-i\omega t} \]
where $Z$ is the normalized impedance of the propagation medium. In analogy with the time-independent Schrödinger equation, the spatial parts of these forward and reverse eigenvectors are then used to construct the transfer matrix in the following way for propagation through a dielectric slab of thickness $L$:

$$\hat{T}(z,0) = \hat{W}(z) \hat{W}^{-1}(0) \quad (12)$$

where the columns of the $4 \times 4$ $\hat{W}(z)$ matrix are simply the forward and reverse field vectors within the dielectric medium for each of the polarizations above:

$$\hat{W}(z) = \begin{pmatrix} Z_d e^{iqz} & -Z_d e^{-iqz} & 0 & 0 \\ 0 & 0 & -Z_d e^{iqz} & Z_d e^{-iqz} \\ e^{iqz} & e^{-iqz} & 0 & 0 \end{pmatrix} \quad (13)$$

where the wavevector within the dielectric medium, $q = \frac{\omega}{c}n_d$, $n_d$ is the normalized refractive index of the dielectric medium, and $Z_d$ is the normalized impedance of the dielectric medium. Taking the inverse of this matrix at $z=0$, we get:

$$\hat{W}^{-1}(0) = \begin{pmatrix} \frac{1}{Z_d} & 0 & 0 & \frac{1}{Z_d} \\ \frac{2Z_d}{Z_d^2} & 0 & 0 & \frac{1}{Z_d} \\ 0 & \frac{2Z_d}{Z_d^2} & 0 & \frac{1}{Z_d} \\ 0 & 0 & \frac{1}{Z_d} & \frac{1}{Z_d} \end{pmatrix} \quad (14)$$

Multiplying the matrices in Eqs. (13) and (14) together, we obtain the transfer matrix for a dielectric slab of thickness $L$:

$$\hat{T}(L,0) = \begin{pmatrix} \cos(qL) & 0 & 0 & iZ_d \sin(qL) \\ 0 & \cos(qL) & -iZ_d \sin(qL) & 0 \\ 0 & -i \frac{1}{Z_d} \sin(qL) & \cos(qL) & 0 \\ i \frac{1}{Z_d} \sin(qL) & 0 & 0 & \cos(qL) \end{pmatrix} \quad (15)$$

We note that this $4 \times 4$ transfer matrix is the general transfer matrix expression that applies to any medium, including anisotropic media where orthogonal field polarizations experience different environment and propagation characteristics in the medium. For the isotropic material considered here, however, both polarizations are equivalent, so one of them can be chosen arbitrarily. Since the non-zero terms of a given polarization vector interact with only 4 of the non-zero elements of the transfer matrix, the dimensionality of both the vector and matrix can be reduced as shown for Polarization 2:

$$\psi_2(0,0) = \begin{pmatrix} -Z_d \\ 1 \\ 0 \end{pmatrix} \Rightarrow \begin{pmatrix} 0 \\ -Z_d \\ 1 \end{pmatrix}$$

$$\hat{T}(L,0) = \begin{pmatrix} \cos(qL) & 0 & 0 & iZ_d \sin(qL) \\ 0 & \cos(qL) & -iZ_d \sin(qL) & 0 \\ 0 & \frac{1}{Z_d} \sin(qL) & \cos(qL) & 0 \\ -iZ_d \sin(qL) & 0 & 0 & \cos(qL) \end{pmatrix} \quad (16)$$

A convenient way of representing the function of the electromagnetic transfer matrix is $^{43,44}$.

$$\psi(z) = \hat{T}(z,0)\psi(z_0) \quad (17)$$

where the thickness of dielectric medium is $z - z_0$. In our example of a dielectric slab of thickness $L$,

$$\psi(z) = t\psi_t(L) \quad \psi(z_0) = \psi_t(0) + r\psi_r(0) \quad (18)$$

where $r$ and $t$ are the transmission and reflection coefficients that we will calculate, and the incident, reflected, and transmitted vectors in equation (18) are those propagating through vacuum on either side of the dielectric slab. The field vector propagates through free space on either side of the slab, and as there is only vacuum on the right hand side of the slab, the transmitted component will have only forward propagating components. Combining Eqs. (17) and (18) and writing them out explicitly for polarization 2, we get:

$$\begin{pmatrix} -tZ_0 e^{ikz} \\ te^{ikz} \end{pmatrix} = \hat{T}(L,0) \begin{pmatrix} -Z_0 e^{ikz} + rZ_0 e^{-ikz} \\ e^{ikz} + re^{-ikz} \end{pmatrix} \quad (19)$$

where $Z_d$ is the normalized impedance of the dielectric medium and $Z_0$ is the normalized impedance of free space. The left boundary of the dielectric is at $z = 0$, while the right hand boundary of the dielectric is at $z = L$. Substituting the numerical values for impedance and position on either side of the barrier, the equation is rewritten as:

$$\begin{pmatrix} -te^{ikz} \\ te^{ikz} \end{pmatrix} = \hat{T}(L,0) \begin{pmatrix} -1 + r \\ 1 + r \end{pmatrix} \quad (20)$$

From this equation, we derive expressions for the reflection and transmission parameters, $r$ and $t$, which are the same as the EM S-parameters:

$$r = S_{11} = \frac{i(Z_d - \frac{1}{Z_d}) \sin(qL)}{2\cos(qL) - i(Z_d + \frac{1}{Z_d}) \sin(qL)} \quad (21)$$

$$t = S_{21} = \frac{2e^{-ikL}}{2\cos(qL) - i(Z_d + \frac{1}{Z_d}) \sin(qL)} \quad (22)$$
Since this material is isotropic, calculation of the transmission and reflection coefficients using the other polarization will yield identical results. Eqs. (21) and (22) are what would result for a dielectric material with a real, positive index of refraction, which corresponds to above barrier propagation in quantum mechanics. The analogy to below barrier tunneling occurs for a material with a negative refractive index, where the oscillating field vector becomes evanescent within the material. This occurs, for example, in materials where $\epsilon < 0$ and $\mu > 0$. The wavenumber within the material becomes imaginary, $q \rightarrow i\rho$, and the S-parameter expressions become:

$$S_{11} = \frac{-(Z_d - \frac{1}{2}) \sinh(\rho L)}{2 \cosh(\rho L) + (Z_d + \frac{1}{2}) \sinh(\rho L)}$$
$$S_{21} = \frac{2e^{-ikL}}{2 \cosh(\rho L) + (Z_d + \frac{1}{2}) \sinh(\rho L)}$$

### B. Quantum Mechanical Transfer Matrix

We now present the derivation of the QM transfer matrix for above barrier propagation. The wavefunction is propagating in free space in the positive z-direction from $-\infty$, and it encounters a barrier of height $V_b$ at $z = 0$ having thickness $L$. We begin with the spatial components of the wavefunction in each of the 3 regions shown in Figure 1:

$$\psi_1(z) = A_1 e^{ik_1z} + A'_1 e^{-ik_1z}$$
$$\psi_2(z) = A_2 e^{ik_2z} + A'_2 e^{-ik_2z}$$
$$\psi_3(z) = A_3 e^{ik_3z} + A'_3 e^{-ik_3z}$$

where regions 1 and 3 are free space, and region 2 is the barrier region. The wavenumbers in each of these regions are:

$$k_1 = k_3 = k = \sqrt{\frac{2mE}{\hbar^2}}$$
$$k_2 = q = \sqrt{\frac{2m(E - V_b)}{\hbar^2}}$$

where $E$ is the energy of the plane wave and $V_b$ is height of the potential energy barrier. The derivation will be carried out for the case of above barrier propagation, $E > V_b$. The free space wavenumber is $k$, and the wavenumber in the barrier region is $q$.

According to the boundary conditions for quantum mechanics, both the wavefunction and its derivative must be continuous at the interfaces, so at $z = 0$, $\psi_1(z) = \psi_2(z)$ and $\psi'_1(z) = \psi'_2(z)$ and at $z = L$, $\psi_2(z) = \psi_3(z)$ and $\psi'_2(z) = \psi'_3(z)$. Putting the boundary conditions for the first interface into matrix form:

$$\begin{bmatrix} e^{ik_1z} & e^{-ik_1z} \\ ik e^{ik_1z} & -ik e^{-ik_1z} \end{bmatrix} \begin{bmatrix} A_1 \\ A'_1 \end{bmatrix} = \begin{bmatrix} e^{iqz} & e^{-iqz} \\ iq e^{iqz} & -iq e^{-iqz} \end{bmatrix} \begin{bmatrix} A_2 \\ A'_2 \end{bmatrix}$$

and then setting $z = 0$, we get:

$$\begin{bmatrix} 1 & 1 \\ ik_1 & -ik_1 \end{bmatrix} A_1 = \begin{bmatrix} 1 & 1 \\ iq & -iq \end{bmatrix} A_2$$

The boundary condition for the second interface is:

$$\begin{bmatrix} e^{ik_2z} & e^{-ik_2z} \\ ik e^{ik_2z} & -ik e^{-ik_2z} \end{bmatrix} \begin{bmatrix} A_2 \\ A'_2 \end{bmatrix} = \begin{bmatrix} e^{iqL} & e^{-iqL} \\ iq e^{iqL} & -iq e^{-iqL} \end{bmatrix} \begin{bmatrix} A'_3 \\ A'_4 \end{bmatrix}$$

Setting $z = L$:

$$\begin{bmatrix} e^{ikL} & e^{-ikL} \\ ik e^{ikL} & -ik e^{-ikL} \end{bmatrix} \begin{bmatrix} A'_2 \\ A'_3 \end{bmatrix} = \begin{bmatrix} e^{iqL} & e^{-iqL} \\ iq e^{iqL} & -iq e^{-iqL} \end{bmatrix} \begin{bmatrix} A'_3 \\ A'_4 \end{bmatrix}$$

Using the expressions in Eqs. (31) and (33), we can eliminate the $A_2$ and $A'_2$ terms and solve for $A_3$ and $A'_3$ in terms of the QM transfer matrix and $A_1$ and $A'_1$:

$$\begin{bmatrix} i(q^2 - k^2) \sin(qL) \\ e^{2ikL} (2kq \cos(qL) - i(q^2 + k^2) \sin(qL)) \end{bmatrix} \begin{bmatrix} A_1 \\ A'_1 \end{bmatrix}$$

Once past the barrier, the particle is again propagating freely towards $+\infty$ with no further reflection, so we can set $A'_3 = 0$:

$$A'_3 = 0 = \frac{e^{ikL}}{2kq} (-i(q^2 - k^2) \sin(qL)) A_1$$
$$+ \frac{e^{ikL}}{2kq}(2kq \cos(qL) - i(q^2 + k^2) \sin(qL)) A'_1$$

III TRANSFER MATRIX APPROACH
Similarly, we can solve for $A_3$ in terms of $A_1'$ and $A_1$:

$$A_3 = \frac{e^{-ikL}}{2kq} (2kq \cos(qL) + i(q^2 + k^2) \sin(qL)) A_1$$

$$+ \frac{e^{-ikL}}{2kq} (i(q^2 - k^2) \sin(qL)) A_1'$$

Finally, we can solve for the complex reflection and transmission coefficients, $r$ and $t$, which are analogous to the S-parameters $S_{11}$ and $S_{21}$ in EM:

$$r = \left| \frac{A_1'}{A_1} \right| = \frac{i(\frac{q}{\rho} - \frac{k}{q}) \sin(qL)}{2 \cos(qL) - i(\frac{q}{\rho} + \frac{k}{q}) \sin(qL)}$$

$$t = \left| \frac{A_3}{A_1} \right| = \frac{2e^{-ikL}}{2 \cos(qL) - i(\frac{q}{\rho} + \frac{k}{q}) \sin(qL)}$$

Simple inspection reveals that Eqs. (37) and (38) are identical in form to the analogous EM S-parameter expressions in Eqs. (21) and (22).

The case above was derived for above-barrier propagation. For below barrier tunneling, the wavefunction becomes evanescent, the wavenumber $q \to i\rho$, and the expressions for the complex reflection and transmission coefficients become:

$$r = \frac{-\left(\frac{q}{\rho} - \frac{k}{q}\right) \sinh(\rho L)}{2 \cosh(\rho L) + \left(\frac{q}{\rho} + \frac{k}{q}\right) \sinh(\rho L)}$$

$$t = \frac{2e^{-ikL}}{2 \cosh(\rho L) + \left(\frac{q}{\rho} + \frac{k}{q}\right) \sinh(\rho L)}$$

### IV. ELECTROMAGNETIC BARRIER

Several researchers have previously investigated EM wave tunnelling in different systems; low-dielectric-constant region separating two regions of higher dielectric constant, waveguides (below cutoff), naturally occurring single negative materials ($\epsilon < 0$ and $\mu > 0$)\textsuperscript{38,49}, and more recently in single negative artificial electromagnetic media, see Liu\textsuperscript{40}, and references 3-19 therein. The majority of these studies focused on the analysis of an EM wave tunnelling in its own right and not as an analogy for QM tunnelling.

In this paper we focus on using an EM system as an analog for the 1D quantum barrier system shown in figure 1, two semi-infinite leads either side of a barrier region of width $d$. Key to developing EM analogs of QM tunnelling is understanding wave propagation across interfaces. The QM wavefunction $\psi$ considered is a scalar, whereas in general electromagnetic waves are vectors. If we consider the case of a propagating EM wave incident upon an interface between two media, where the electric field is parallel at all points in space to the interface (i.e. a transverse electric (TE) wave), then the equivalent QM wavefunction $\psi$ of an electron incident on an interface between two media becomes directly analogous to the electric field component (the tangential component of the EM field)\textsuperscript{51}. As discussed by Dragoman\textsuperscript{30}, this is consistent with the continuity condition of the wavefunction and the tangential component of the TE wave at the interface. The other boundary condition for an electron wave at an interface between two media is the continuity of $\nabla \psi \cdot \hat{z}$, which corresponds to the continuity of the non-tangential magnetic field component of the EM wave\textsuperscript{30}.

To produce the EM equivalent of the QM rectangular potential barrier/well, shown in figure 1, requires a system where the EM energy, given by $E = \hbar \omega$, fulfills the condition $E < V_b$, resulting in an evanescent wave with an imaginary propagation constant $\beta$. Conversely for $E > V_b$ the propagation constant $\beta$ is real and the wave propagates. Eq. (3) indicates that $E < V_b$ ($E > V_b$) occurs when the media of region II (in figure 1) has constitutive parameters of the form permittivity $\epsilon < 0$ ($\epsilon > 0$) and permeability $\mu > 0$. For example, consider a TE wave propagating in $\hat{z}$ where the electric field is given by $E_0 \exp[i(kz - \omega t)]\hat{x}$, in a medium with $k = \omega \sqrt{\epsilon \mu}$, for $\mu > 0$ and $\epsilon < 0$ we see that the EM wave is evanescent. A medium that produces this response can be realised by using an artificial dielectric constructed from a 2D wire array media, with a frequency dependent permittivity and a constant positive permeability\textsuperscript{52}. Although the permittivity is a frequency dependent complex quantity, where the imaginary component relates to loss/absorption in the material, accounting for loss/absorption in QM calculations is difficult (see for example the paper by Dung\textsuperscript{53}), to avoid this issue (as discussed later) we only consider artificial dielectrics designed with negligible loss.

#### A. Wirearray Media

Using the approach of Brown\textsuperscript{52} the refractive index $n$ for an artificial dielectric made from infinite long wires of radius $r$, separated by a distance $b$ in the direction of propagation of normal incidence EM wave, and a distance $a$ perpendicular to wave propagation (shown in figure 2) is given by\textsuperscript{52},

$$n = \frac{\lambda_0}{2\pi b} \arccos \left[ \cos(2\pi b/\lambda_0) + \frac{\lambda_0 \sin(2\pi b/\lambda_0)}{2a \ln (a/2\pi r)} \right]$$

where $\lambda_0$ is the free-space wavelength of the incident wave, and the impedance $Z$ of the system is given by\textsuperscript{52},

$$Z_b = Z_0 \frac{\tan(\pi b/\lambda_0)}{\tan(\pi bn/\lambda_0)}$$

#### IV ELECTROMAGNETIC BARRIER
FIG. 2. Schematic of a periodic wire array media, of infinitely long wires spaced $a$ and $b$ apart where the electric field of the incident wave is polarised parallel to the wires of the medium.\textsuperscript{52}

FIG. 3. Permittivity calculated using Eq. (41) with $r=0.04\text{mm}$, $a=10\text{mm}$, and $b=5\text{mm}$. At low frequency the permittivity is highly negative, approaching zero as frequency increases and becomes positive at $8.5$ GHz.

with the impedance of free space $Z_0 = \mu_0/\epsilon_0 = 376.8\Omega$ and the permittivity ($\epsilon$) determined directly from $\epsilon = n/Z$. Figure 3 shows the permittivity of the wire array media shown in figure 2 calculated using Eq. (41) with $r=0.04\text{ mm}$, $a=10\text{ mm}$ and $b=5\text{ mm}$. At low frequency the permittivity is highly negative, approaching zero as frequency increases and becomes positive at $8.5$ GHz.

To examine the correspondence between QM and EM we rearrange Eq. (3) to give an expression for the effective barrier height $V_b$ in terms of the refractive index, $n$:

\begin{equation}
V_b = E_p - \frac{h^2 f^2 n^2}{2m_{eff} c^2}, \quad (43)
\end{equation}

where $E_p$ the equivalent energy of the photon is given by,

\begin{equation}
E_p = hf, \quad (44)
\end{equation}

This enables us to calculate the equivalent quantum effective barrier $V_b$ (shown in fig 4), using the data from figure 2 to determine $n$. $E_p$ the energy behaves as expected increasing with frequency, whereas the potential demonstrates a variation with frequency due to the frequency dependence of the permittivity. However, as shown in the insert graph of figure 4, in the vicinity of the crossing point of $E_p$ and $V_b$, the variation of $V_b$ with respect to frequency is negligible. As there are regions within this frequency range where $E_p < V_b$ and $E_p > V_b$, the wire array medium used in the EM system is an appropriate analog for a QM barrier where $E_p$ can be above or below the barrier potential $V_b$.

B. Simulation of wire array media

The approach of Brown\textsuperscript{52} uses several assumptions; the wire array is semi-infinite in the direction of wave propagation, infinite perpendicular to the direction of propagation, with no loss. To use this medium as an analog for a QM barrier of a finite width, a wire array medium of finite thickness in the direction of wave propagation is modeled using the commercial finite element method 3D EM solver HFSS from Ansys, which it has been successfully validated with close agreement against a number of experimental measurements for various EM systems.

Following the approach of Brown we model wave propagation in the $z$-direction across a single array of $N$ Cu wires (radius $r$). The wire array medium is embedded in a vacuum box with lattice spacing $a$ in the x-y plane,
with Bloch-Floquet boundary conditions to model an infinite block of material in the x-y directions. The material has finite thickness in the z-direction which is equal to the lattice spacing in the z-direction, \( b \) multiplied by the number \( N \) of rows of Cu wires. The vacuum box is at least 10 wavelengths in the z-direction, with ports at either end to emit and absorb TE waves oriented such that the electric field is parallel to the wires, producing a system that mimics a QM potential barrier \( V_b \) of thickness \( Nb \) with infinitely long leads either side (see figure 2). These EM simulations naturally yield the S-parameters describing EM wave scattering from the system that can be directly compared with the equivalent QM S-parameters discussed in the previous section.

For the EM case the measured S-parameters can be used to determine the refractive index, permittivity and permeability of our artificial dielectric wire array media using a modified Nicolson-Ross-Weir (NRW) technique adapted to account for possible negative responses in the real components of the refractive index and permittivity/permeability. The NRW uses a closed-form expression allowing the complex form of the refractive index to be determined directly from S-parameter measurements, and is also robust to experimental error. This approach expresses the impedance \( Z = Z' + iZ'' \) and refractive index \( n = n' + n'' \) of the material as:

\[
Z = \pm \left[ \frac{(1 + S_{11})^2 - S_{21}^2}{(1 - S_{11})^2 - S_{21}^2} \right]^{1/2} \tag{46}
\]

\[
n' = \pm \frac{1}{kd} \left[ \cos^{-1} \left( \frac{1 - S_{11}^2 + S_{21}^2}{2S_{21}} \right) \right] + \frac{2\pi m}{kd} \tag{47}
\]

\[
n'' = \pm \frac{1}{kd} \left[ \cos^{-1} \left( \frac{1 - S_{11}^2 + S_{21}^2}{2S_{21}} \right) \right] \tag{48}
\]

where \( k_0 = 2\pi/\lambda_0 \) is the free space wave vector and \( m \) an integer for the correct solution branch, chosen to ensure that \( n' \) is continuous across the frequency range. From this the effective permittivity and effective permeability can be determined directly from \( \epsilon_f = n/Z \) and \( \mu_f = nZ \). Note in this case \( n, Z, \epsilon_f \) and \( \mu_f \) are complex, where the imaginary component of \( \epsilon_f \) and \( \mu_f \) describe loss.

Figure 5 presents a comparison of the refractive index calculated from Eq. (47) (cross markers) using S-parameters calculated from an HFSS simulation for a wire array consisting of a 9-wire deep barrier \( r = 0.04\text{mm}, a = 10\text{mm}, b = 5\text{mm} \) and the theoretical approach calculated by Eq. (41) (red line). A key difference between the simulated and theoretical calculations is the simulated system incorporates loss from the Cu wires, while the theoretical system assumes lossless, perfectly conducting wires. This loss is generally found to be very small and the agreement between the theoretical and simulated refractive index is within a 1% variation over most of the frequency range. Larger differences between the simulated and theoretical refractive indices occur at the inflection point (i.e. at the point permittivity, see figure 4 becomes zero), where the equivalent QM particle energy transitions from below to above barrier energy in figure 4. Despite the small loss term, the simulation results show the imaginary component of \( \epsilon \) (relating to loss) are at least two orders of magnitude smaller than the real component of \( \epsilon \) and furthermore, the permeability \( \mu \) in the simulation results maintains a constant positive value across the simulated frequency range.

In terms of assessing impact on the QM barrier potential \( V_b \) from varying lengths \( Nb \) of the wire media we simulated systems with a varying number of wires \( N \) in the z-direction. From the simulated S-parameters we calculated the permittivity of media consisting of between 1 – 10 wires in the direction of propagation and calculated the variation in permittivity from the 10 wire row system, at each frequency point. The results from this calculation are shown in Figure 6, where we see for systems consisting of more than 4 rows of wires the variation of the permittivity, and hence variation in \( V_b \), is less than 0.04% and less than 0.02% between 8 and 9 GHz the region of our constant \( V_b \). Hence, wire media, of finite length can be used to form analogs of QM barriers of finite and varying length, by varying the number of wires in the barrier region without substantially altering \( V_b \).

### V. RESULTS AND DISCUSSION

In this section, we consider two simple textbook examples of an analytical plane wave incident on a simple rectangular barrier and on a delta function barrier. For the rectangular barrier, we will show how the QM parameters and reflection and transmission coefficients are extracted from an equivalent EM system, as well as how an effective barrier potential energy can be calculated for the EM example. Next, we show how the rectangular barrier approaches the delta function limit for both systems. Finally, we will show the effects of varying height and width independently for each system.
FIG. 6. Percentage difference in permittivity for wire arrays with X rows compared to a media consisting of 10 rows of wires.

A. Rectangular Barrier

Beginning with the free space QM wave vectors, we calculate the corresponding free space energies:

\[ E_0 = \frac{\hbar^2 k^2}{2m_e} \]  \hspace{1cm} (49)

and frequencies:

\[ \nu = \frac{c_0 k}{2\pi} \]  \hspace{1cm} (50)

where \( m_e \) is the rest mass of the electron and \( c_0 \) is the speed of light in a vacuum. By rearranging Eq. (3) and mapping the refractive index to the QM frequency range we can solve for the barrier height, \( V_b \):

\[ V_b = E_0 - \frac{\hbar^2 \nu^2 \eta^2}{2m_e c_0^2} \]  \hspace{1cm} (51)

where \( E_0 \) is calculated in Eq. (49), \( \nu \) is the QM electron frequency (Eq. (50)) and \( \eta \) is calculated from the EM S-parameters which are generated from HFSS simulations. The EM system consists of a 5 wire deep wire lattice with \( a = 10 \text{ mm}, \ b = 5 \text{ mm}, \ r = 0.04 \text{ mm}, \) using Bloch-Floquet boundary conditions to mimic an infinite sheet of thickness \( \lambda_b \). Although there is an imaginary component to the barrier potential \( V_b \) due to loss in the Cu wires that gives rise to a complex \( \epsilon \), this is negligible (\( \approx 10^{-5} \)) in comparison to the real component, and we consider only the real component of \( V_b \). Because \( V_b \) is calculated from a frequency-dependent refractive index, it too will have a frequency dependence. This is contrary to how we usually think of a quantum mechanical energy barrier, which is typically constant with respect to frequency. As discussed in the previous section, however, if we restrict the EM frequency range (QM equivalent \( E_p \)), we can then consider \( V_b \) to be constant for changing \( E_p \).

Similarly, the wavenumber in the barrier region, \( q \), is calculated at each frequency:

\[ q = k \sqrt{\frac{V_b - E_0}{E_0}} \]  \hspace{1cm} (52)

and will vary both as a function of \( E_0 \) and \( V_b \), rather than just \( E_0 \).

The barrier width \( L \) also has a frequency dependence, as it scales as both a function of refractive index \( n \) and the EM free space wavenumber:

\[ L = \frac{n k_{EM} d}{q} \]  \hspace{1cm} (53)

where \( k_{EM} \) is the wavenumber of the corresponding electromagnetic frequency, \( d \) is the thickness of the dielectric material, and \( q \) is the QM wavenumber in the barrier region.

The frequency dependence of the QM potential barrier, and the dependence of the barrier thickness and wavenumber on the quantum barrier potential can all be minimized through careful choice of the EM frequency range and the parameters of the wire array medium in that range. The frequency range from the HFSS simulation was truncated to include only frequencies at which the wire array medium acts like an effective medium, thereby minimizing this dependence.

We use these values of \( k, q \) and \( L \) to find the complex reflection and transmission coefficients in Eqs. (37) and (38). We plot the real and imaginary components of \( r \) and \( t \) and compare them to the real and imaginary components of the S-parameters in Figure 7. Although it is
FIG. 8. A comparison of transmission and reflection from the EM HFSS simulation and the corresponding QM system.

more common to plot the transmission and reflection, as shown in Figure 8.

Next, we consider the QM/EM correspondence, by calculating the effective barrier potential ($V_b$) energy ($E_p$) of the wire array medium for the electromagnetic case from Eqs. (43), (44), (45). Figure 9 compares $E_p$ and $V_b$ vs. frequency for EM system to the corresponding QM system. While the lineshapes are different in the two plots as a consequence of different frequency dependencies (linear for EM, quadratic for QM), both plots show the incident free space energy to be below the barrier height at the lower end of the frequency range, and above it at the higher end. The crossing point of the $E_p$ and $V_b$ curves also occurs about halfway through the respective frequency ranges. The insets in Figure 9 zoom in on the region close to the crossing point in each of the panels. If a single value of the barrier height is chosen close to the crossing point of the EM plot, the calculated value of $V_b$ for the QM system can be held constant here to give the result with which we are more familiar.

B. Delta Function Limit

The second analytical example we consider is the $\delta$-function potential. Although the $\delta$-function potential is a fairly well-studied analytic textbook example in quantum mechanics,$^{18,46}$ its derivation is included in an Appendix(??) for clarity and convenience. If we begin with the rectangular barrier in Figure 1, and imagine increasing its height to $\infty$ and reducing its width to zero while keeping the “area” under the barrier constant, we end up with a $\delta$-function barrier. Beginning with the above barrier expressions for the $t,r$ coefficients of a rectangular potential barrier, Eqs. (37) and (38):

\[ r = \left| \frac{A_1'}{A_1} \right| = \frac{i \left( \frac{q}{k} - \frac{k}{q} \right) \sin(qL)}{2 \cos(qL) - i \left( \frac{q}{k} + \frac{k}{q} \right) \sin(qL)} \]

\[ t = \left| \frac{A_3}{A_1} \right| = \frac{2e^{-ikL}}{2 \cos(qL) - i \left( \frac{q}{k} + \frac{k}{q} \right) \sin(qL)} \]
We make two assumptions. First, the energy $E$ of the incident particle is held constant. Secondly, the "area" under the potential barrier, or the product of barrier height $V_b$ and barrier width $L$, remains constant as $V_b \rightarrow \infty$ and $L \rightarrow 0$. Next, we revisit the definition of barrier-region wavenumber, $q$, Eq. (29):

$$q = \sqrt{\frac{2m(E - V_b)}{\hbar^2}}$$

Since $E$ remains fixed while $V_b \rightarrow \infty$, $\frac{k}{q} \rightarrow 0$. Additionally, since $L \rightarrow 0$, the exponential term $e^{ikL} \rightarrow 1$. The coefficient expressions can be rewritten as:

$$r = \frac{i \frac{q^2}{k} \sin(qL)}{2 \cos(qL) - i \frac{q^2}{k} \sin(qL)}$$

$$t = \frac{2}{2 \cos(qL) - i \frac{q^2}{k} \sin(qL)}$$

Now we consider the behavior of $qL$ in the $\delta$-function limit. Since the product of $V_bL$ is constant, $L \rightarrow 1/\infty$ as $V_b \rightarrow \infty$. As $V_b \rightarrow \infty$, $q \rightarrow \sqrt{\infty}$. Therefore, since $L \rightarrow 0$ faster than $q \rightarrow \infty$, we can see that $qL \rightarrow 0$. As $q$ also becomes imaginary as $V_b \rightarrow \infty$, the functions will become hyperbolic, but the resulting series expansions are the same for both the hyperbolic and trigonometric forms, so we expand the trig functions into a Taylor series and take the small argument limit of $qL$. The coefficients are rewritten as:

$$r = \frac{i \frac{q^2}{k} \sin(qL)}{2 \cos(qL) - i \frac{q^2}{k} \sin(qL)}$$

$$t = \frac{2}{2 \cos(qL) - i \frac{q^2}{k} \sin(qL)}$$

We see that in the limit where $V_b \rightarrow \infty$:

$$q^2 = \frac{2m(E - V_b)}{\hbar^2} \approx -\frac{2mV_b}{\hbar^2}$$

Substituting in this value of $q^2$ into Eqs. (54) and (55) and rearranging, we are left with

$$r = \frac{1}{\frac{mV_b}{\hbar^2} - 1}$$

$$t = \frac{1}{1 - \frac{mV_b}{\hbar^2}}$$

Previously, we defined $\lambda = \sqrt{\frac{mV_b}{\hbar^2}}$, $\gamma = \frac{k}{\lambda}$, we can rewrite the reflection and transmission coefficients as,

$$r = \frac{1}{\frac{mV_b}{\hbar^2} - 1}; \quad t = \frac{1}{1 - \frac{mV_b}{\hbar^2}}$$

which are simply Eqs. (A14) and (A15), the reflection and transmission coefficients of a $\delta$-function barrier.

\begin{table}[h]
\centering
\caption{Lattice parameters $a$ and $b$ (mm) for constant $V_b b$.}
\begin{tabular}{|c|cccccccccc|}
\hline
$a$ & 10 & 9.876 & 9.763 & 9.660 & 9.567 & 9.483 & 9.409 & 9.343 & 9.285 & 9.237 \\
$b$ & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
\end{tabular}
\end{table}

Although tunneling through a $\delta$-function potential barrier is a problem more readily associated with quantum mechanics, we can construct an approximate electromagnetic analog. To simulate the EM analog of the delta using HFSS the approach of Brown, detailed in the previous section, was utilised. The initial conditions for the wire array were, $N = 5$ rows of wires, $r = 40 \mu m$, $a = 10$ mm, $b = 10$ mm simulated at a frequency $f = 3$ GHz. The simulations then proceed to reduce $b$ in steps of 1 mm. In the electromagnetic simulation, the total thickness of the wire array medium is $L$ (a product of the lattice constant $a$ and the number of rows of wires $N$), while the effective barrier height is given by Eq. (43). As $E_0$ the energy of the incident radiation is defined by $f$ and $m_{eff}$, are constant the only quantity that can be varied to adjust the height of the barrier is $n = \sqrt{\frac{f}{\mu}}$. Hence to keep the product $V_bL$ constant, for analogy to the quantum mechanical example above, as $b$ is reduced we change the lattice constant $a$ in Eq. (41) to increase $V_b$. Table I lists the parameters for $b$ and $a$ used in the simulations.

Using the lattice parameters given in table I HFSS simulations were done to determine the reflection and transmission coefficients as $b$ is decreased. The smallest length we can achieve for EM with this configuration is $b = 1mm$. Figure 10 shows the change in the transmission and reflection coefficients for both systems plotted together as a function of barrier width and barrier height. The small divergence in behavior between the QM and EM systems as the delta function limit is approached can be attributed to the limitations of HFSS. In addition to the simulation runtime becoming prohibitively long as the lattice spacing in the wire array medium is decreased, in this limit HFSS also begins to interpret the medium as a solid sheet of metal, which would lead to overestimation of the reflection coefficient and underestimation of the transmission coefficient, as seen in Figure 10. For these reasons, the EM analog can only approximate the $\delta$-function, not reproduce it exactly, and as the lattice spacing reduces the barrier width below 0.05$\lambda$ the EM analog breaks down. Nonetheless, the same trends are evident in both systems. For the EM system compared to barrier height, the simulation was carried out closer to the $\delta$-function limit so that the asymptotic behavior of the transmission and reflection traces can be seen more clearly. These values approach the theoretical delta function limit predicted by the absolute squares of Eqs. (A14) and (A15).
FIG. 10. The $\delta$-function limit of a quantum mechanical rectangular barrier. Transmission and reflection probabilities are shown vs. barrier thickness and barrier height.

C. Parameter variation

Now that we have illustrated the correspondence between EM and QM for a couple of simple, analytical examples, we will show how the parameters of height and width can be varied independently in the EM system by adjusting the parameters of the wire array medium using Brown’s approach.

For the analog EM simulations of a QM barrier, consisting of a wire array, to vary the barrier potential “height” ($V_b$), whilst keeping the barrier width a constant, we vary the diameter of the wires of the media. Increasing the wire diameter increases the permittivity (Eq. (42)), which increases $V_b$ (Eq. (43)). Figure 11 shows the HFSS simulation results for variation of permittivity vs diameter of the wire for three frequencies 2, 5, 9 GHz, all other parameters of the array were held constant, as expected the magnitude of the permittivity increases with increasing wire diameter. As seen, the change in permittivity is linear with wire diameter.

Using this approach of varying the wire diameter for a fixed frequency of 9 GHz to vary the permittivity in a controlled linear manner, we can determine a QM $V_b$ equivalent of the system from the EM simulation results of Transmission (T) and Reflection (R), using Eq. (43). Figure 12 shows $T$ and $R$ verses varying wire media radius. Figure 13 shows $T$ and $R$ verses the the effective $V_b$ height for the equivalent EM system of the varying wire media radius from figure 12, where the effective $V_b$ height is normalised to the equivalent energy of the 9GHz input signal. The behaviour of both figures 12 and 13 is as expected, below a certain radius the effective permittivity is positive allowing wave propagation. In the equivalent QM system, shown in the inset of Figure 13, this is the case when $E_0 > V_b$. The oscillations in $T$ and $R$ are due to interference between the transmitted (forward) and reflected (backward) wave from the interfaces of the barrier.

Next we study the case for $E_p < V_b$, focusing on point $E_p = 0.95V_b$. Using the EM wire array simulations where we simulate multiple width barriers by increasing the number of wire rows $N$ between simulations.
FIG. 13. Transmission (T) and reflection (R) vs the effective $V_b$ height for the equivalent EM system of varying wire media radius; inset shows the analogous QM system.

FIG. 14. Variation of Transmission (T) and Reflection (R) for for a wave with energy $E_p = 0.95$ of the barrier potential $V_b$ vs the thickness of the barrier, where the barrier thickness is shown normalised to the free space wavelength of the incident wave. The inset shows the analogous result in QM.

The simulated transmission and reflection coefficients for $E_p = 0.95V_b$ vs barrier width are shown in Figure 14. This is seen to be nearly identical to the QM case (inset to Figure 14) when the barrier width in each case is normalised to the respective incident radiation wavelength. As expected, the transmission probability decays exponentially as the width of the barrier increases.

Finally we study the case for $E_p > V_b$, focusing on point $E_p = 1.05V_b$. Again, the thickness of the wire array medium is controlled by varying the number of wire rows, $N$. The simulated transmission and reflection coefficients for $E_p = 1.05V_b$ vs barrier width are shown in Figure 15, with the analogous QM system shown in the inset. As with the below barrier example, the barrier width in each case is normalized to the respective incident wavelength. As predicted in Eq. (37), the value of the reflection and transmission coefficients oscillates with a period equivalent to the de Broglie wavelength in the material. It is worth noting that at the energy chosen, the transmission coefficient is sometimes less than the reflection coefficient for both the QM and EM examples, even though the incident energy is greater than the barrier height. When the product of $qL$ is equivalent to integer multiples of $\pi$, the reflection coefficient goes to zero. As the incident energy is increased with respect to the barrier height, the period of these oscillations becomes shorter, and when the incident energy of the particle is far enough above the barrier height, the transmission coefficient is always greater than the reflection coefficient. Another notable feature in Figure 15 is the decaying amplitude of the transmission coefficient as the width of the barrier increases in the EM example, and effect which is not observed in the analogous QM system. This decrease is a consequence of Ohmic losses in the Cu wires that make up the wire array, which becomes more significant as more rows of wires are added to increase the thickness, thereby resulting in a decrease in the peak amplitude of the transmission coefficient with an increase in barrier thickness. This is an important effect that must be considered when designing EM analogs of QM systems, and care must be taken to ensure EM systems are designed such that the associated EM losses are small so as not to impact analog comparisons.

VI. CONCLUSIONS

In this paper, we have used simple, analytical examples to demonstrate the correspondence between quantum mechanics and electromagnetism with the intent of establishing a framework for the verification and vali-
dation of our previously developed atomistic emission models. Beginning with the frequency-dependent EM S-parameters which can either be calculated using HFSS or obtained through laboratory measurement, the frequency-dependent refractive index vector of a wire array medium was calculated. This refractive index vector was then mapped to a QM frequency range, enabling the calculation of the potential barrier, the wavenumber in the QM barrier region, and the barrier thickness. These quantities were used to calculate the complex QM transmission and reflection coefficients. When plotted against the QM frequency range, these complex coefficients were identical in lineshape to the original EM S-parameters plotted against the EM frequency range, proving the validity of the approach. An effective EM barrier energy can also be calculated using a frequency-dependent effective photon mass. We then looked at the delta function limit of a rectangular barrier in QM and showed the EM analog of it. Finally, we showed how the barrier width and effective barrier height for the analogous EM system can be adjusted through variations of the wire array medium parameters, according to Brown’s methodology.

The barrier systems presented in this paper are simple examples that can be solved in both QM and EM analytically, where we show these analytic results for these simple barriers are self-consistent with themselves and with EM numerical simulations. Demonstrating the equivalence of QM-EM calculations to numerical EM simulations, and we also discuss the limits of EM analogs of QM systems due to loss. We also show, in figure 6, if we have more that 4 rows of wires the system behaves as a bulk media, this paths the foundations for future work where we will consider barrier systems with a spatially varying potential. For example we could consider a system of 20 rows of wire where each 4 rows of wires has a different $a$, $b$, and/or $r$ compared to the adjacent block of 4 rows of wires, corresponding to a system of 5’ blocks of dielectric $e_1$, $e_2$, $e_3$, $e_4$, $e_5$, where each block consists of 4 rows of wires with a and b held constant and only $r$ varies between blocks. As the lattice constant in the direction of wave propagation has to be less than 0.1\$\lambda$ the variations in permittivity and hence QM potential can occur on scales a fraction of a wavelength. When we consider barriers consisting of differing dielectric slabs such as this example, to represent a spatially changing potential, numerical simulations will have no issue in solving these system, although both QM and EM analytical approaches will struggle to produce results.

The material presented here establishes a framework for verification and validation of microscopic emission models in an easily understandable manner and can be readily expanded to more realistic systems. In future work, we will carry out V&V on potentials more representative of atomic emission using this formalism. Of particular significance, is the use of a macroscopic EM test apparatus to anchor atomistic quantum mechanical emission models. This work will ultimately enable a solidly vetted atomistic emission model that can be used as part of a multiscale emission model with a high degree of confidence, enabling greater accuracy in the prediction of emitter behavior and the design of optimized emission sources from novel materials.
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Appendix A: The $\delta$-Function Potential Barrier

As with the rectangular barrier, we consider a particle propagating in the positive x-direction becoming incident on a $\delta$-function barrier positioned at $x = 0$. To the right of the barrier is free space. For this simple illustration, we assume that $V_{qL}$ is normalized to unity.

Schrödinger’s equation for this system is:

$$-\frac{\hbar^2}{2m} \frac{d^2}{dx^2} \psi(x) + V(x)\psi(x) = E\psi(x)$$

(A1)
where
\[ V(x) = \lambda \delta(x) = \begin{cases} \infty & \text{if } x = 0 \\ 0 & \text{if } x \neq 0 \end{cases} \] (A2)

In this expression, \( \lambda = V_0 L \), which does not change the expression numerically, but ensures that the units work out correctly.

The solution of Schrödinger’s equation on both the left and right sides of the \( \delta \)-function gives simple plane waves as the particle wavefunction:
\[ \psi_L(x) = A e^{ikx} + A' e^{-ikx} \] (A3)
\[ \psi_R(x) = B e^{ikx} + B' e^{-ikx} \] (A4)

The value of the coefficients can be found using the boundary conditions. The first boundary condition is found to be:
\[ A + A' - B - B' = 0 \] (A5)
The second boundary condition is a little more tricky. Since there exists a point singularity at \( x = 0 \), the derivative of the wavefunction must be defined here. Thus the second boundary condition cannot be found by simply setting the first derivatives of the wavefunctions on the left and right equal to one another. To get the other boundary condition, we must go back to the definition of Schrödinger’s equation for this system and integrate it between \( -\epsilon \) and \( +\epsilon \):
\[ -\frac{\hbar^2}{2m} \int_{-\epsilon}^{+\epsilon} \psi''(x) dx + \int_{-\epsilon}^{+\epsilon} \lambda \delta(x) \psi(x) dx = E \int_{-\epsilon}^{+\epsilon} \psi(x) dx \] (A6)
The first term on the left gives the first derivative of the wavefunction at \( +\epsilon \) minus the first derivative of the wavefunction at \( -\epsilon \):
\[ -\frac{\hbar^2}{2m}(B ike^{ik\epsilon} - B' ike^{-ik\epsilon} - A ike^{-ik\epsilon} + A' ike^{ik\epsilon}) \] (A7)
Taking the limit of this as \( \epsilon \to 0 \),
\[ -\frac{\hbar^2 k}{2m}(B - B' - A + A') \] (A8)
The second term on the left simply integrates to \( \lambda \psi(0) \) since the integral of the \( \delta \)-function in these limits is unity. Since the left and right side wavefunctions are equal at \( x = 0 \), we get:
\[ \psi_L(0) = \psi_R(0) = B + B' \] (A9)
Finally, the term on the right hand side, \( E(\psi_R(\epsilon) - \psi_L(-\epsilon)) \), will vanish as \( \epsilon \to 0 \). The second boundary condition is found to be:
\[ -\frac{\hbar^2 k}{2m}(B - B' - A + A') + \lambda(B + B') = 0 \] (A10)

We multiply both sides of the equation by \( \frac{1}{\lambda} \) and define a term \( \gamma = \frac{1}{\lambda} \). Recalling that the particle propagates from \( -\infty \) and there is only free space to the right of the barrier and therefore nothing travelling to the left, we can rewrite the coefficients as:
\[ A = 1 \quad A' = r \] (A11)
\[ B = t \quad B' = 0 \] (A12)

We now have 2 equations and 2 unknowns, and the boundary conditions can be rewritten as:
\[ 1 + r = t \] (A12)
\[ \frac{\hbar^2 \gamma}{2m}(t + r - 1) = t \] (A13)
Solving for the complex reflection and transmission coefficients, we obtain:
\[ r = \frac{1}{\frac{\hbar^2 \gamma}{m} - 1} \] (A14)
\[ t = \frac{1}{1 - \frac{m}{\hbar^2 \gamma}} \] (A15)
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