Morphological classification of compact and extended radio galaxies using convolutional neural networks and data augmentation techniques
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ABSTRACT

Machine learning techniques have been increasingly used in astronomical applications and have proven to successfully classify objects in image data with high accuracy. The current work uses archival data from the Faint Images of the Radio Sky at Twenty Centimeters (FIRST) to classify radio galaxies into four classes: Fanaroff-Riley Class I (FRI), Fanaroff-Riley Class II (FRII), Bent-Tailed (BENT), and Compact (COMPT). The model presented in this work is based on Convolutional Neural Networks (CNNs). The proposed architecture comprises three parallel blocks of convolutional layers combined and processed for final classification by two feed-forward layers. Our model classified selected classes of radio galaxy sources on an independent testing subset with an average of 96% for precision, recall, and F1 score. The best selected augmentation techniques were rotations, horizontal or vertical flips, and increase of brightness. Shifts, zoom and decrease of brightness worsened the performance of the model. The current results show that model developed in this work is able to identify different morphological classes of radio galaxies with a high efficiency and performance.
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1 INTRODUCTION

The new upcoming next generation of radio observatories such as the Australian SKA Pathfinder (ASKAP; Johnston et al. 2007, 2008, 2009), The Expanded Karl G. Jansky Very Large Array (EVLA; Perley et al. 2011), and the Square Kilometre Array (SKA; Braun et al. 2015; Quinn et al. 2015; Dewdney et al. 2009) will produce large amounts of radio imaging data. For example, MeerKCLASS (an individual MeerKat survey) is expected to detect more than 200 000 radio sources including HI radio galaxies, star-forming galaxies, and other types of radio sources (Santos et al. 2017), and the Evolutionary Map of the Universe (EMU; Hopkins et al. 2015) conducted by ASKAP is expected to find about 70 million radio sources (Norris et al. 2011). Processing and analysing this massive amount of data in a classical manner is almost impossible. The only real possibility to automatically and rapidly process and analyse streams of imaging data (including morphological classification) is in the development of new automatic algorithms.

Radio galaxies can be classified either as compact or extended radio morphologies (Miraghaei & Best 2017). A compact radio galaxy (COMPT) is visually simple, best described as a single non-diffuse object in radio image. Most of the radio galaxy sources detected at 1.4GHz are compact (Banfield et al. 2015). Extended radio galaxies have been broadly split into two groups known as FRI and FRII based on Fanaroff-Riley (FR) scheme (Fanaroff & Riley 1974). The FR scheme is based on the ratio $R_{RF}$ of the distance between the regions of the highest surface brightness on the extended components of a source in opposite directions and the largest angular extent of the source. Radio sources with $R_{RF} < 0.5$ are classified as FRI, and radio sources with $R_{RF} > 0.5$ are classified as FRII. Moreover, FRI radio galaxies have bright regions along the jets and core, and reside in moderately rich cluster environments (Hill & Lilly 1991). In contrast, FRII radio galaxies contain strong radio emissions in their extremities lobes, as well as more collimated jets. FRI and FRII do live in different environment (on average), while FRII at higher redshifts live in rich groups (Zirbel 1997). There is also a sharp division in radio luminosity between the two classes at $L_{178 MHz} \approx 2 \times 10^{23} W Hz^{-1}sr^{-1}$, with FRIs below and FRIIs above this threshold (Fanaroff & Riley 1974; Owen & Ledlow 1994). Detailed discussion on FR dichotomy can be found in Saripalli (2012). While the majority of radio sources population is comprised of FRI and FRII morphologies, more morphological subclasses have been identified such as Narrow-Angle Tail sources (NAT, Rudnick & Owen (1976); Giacintucci & Venturi (2009)), Wide-Angle Tail sources (WAT, Owen & Rudnick (1976); Giacintucci & Venturi (2009)), Double-Double Radio Galaxies (DDRG; Schoenmakers et al. 2001; Saikia et al. 2006), X-shaped radio galaxies (XRG, Leahy & Parma (1992); Cheung (2007); Yang et al. (2019); Bhukta et al. (2020)), ring like radio galaxies (Proctor 2011), and Hybrid Morphology Radio Sources (HYMORS; Gopal-Krishna & Wiita 2000; Banfield et al. 2015; Kapínska et al. 2017). Classification of radio galaxies into different morphologies provides information on the formation and evolution of galaxies, and also allows us to understand their
cosmic environment (Helfand et al. 2015). Studying their centres or cores which are believed to be powered by super-massive black holes allows us to probe the dynamics of jets, their evolution, and their connection to the host galaxy (Makhalthini et al. 2015).

The morphological classes of radio galaxies were traditionally identified using visual examination, with examples of catalogs like the NRAO VLA Sky Survey (NVSS; Condon et al. 1998), Sydney University Molonglo Sky Survey (SUMSS; Bock et al. 1999) and the Faint Images of the Radio Sky at Twenty Centimeters (FIRST; Becker et al. 1995). The citizen science project Radio Galaxy Zoo (RGZ; Banfield et al. 2015; Wu et al. 2019) provided more than two million of annotations. However, even with a large number of annotations, it is not feasible to classify objects manually using data collected by the upcoming telescope arrays like the SKA, which will produce a massive amount of data every day. SKA is expected to produce about 3ZB of raw data (150 TB per day; Garofalo et al. 2016) including images, catalog and redshifts. Typical image size from MeerKAT telescope for example is about 11.13 TB (Aniyan & Thorat 2017). Therefore, there is a need for automated methods and algorithms for processing and analysis (Thorat 2017). There are various radio surveys (e.g. NVSS catalogs with 89 per cent accuracy, but only FRI and FRII). Another aspect to consider when handling massive amount of data is the computational complexity, which also affects data processing costs.

In recent years, machine learning algorithms successfully provide new opportunities and tools for processing data from astronomical surveys (e.g. Alhassan et al. 2018; Aniyan & Thorat 2017). Deep learning methods, specifically Convolutional Neural Networks (CNNs, LeCun et al. 2015) became widespread technique in astronomy and astrophysics for the detection and classification of astronomical objects. CNNs have been successfully applied in the following areas: detection and classification of galaxies (Ackermann et al. 2018; Schawinski et al. 2017; Kim & Brunner 2017), detection of gravitational waves and glitches (George & Huerta 2018a; Zevin et al. 2017; Bahaaedini et al. 2017), classification of gravitational lensing objects (Hezaveh et al. 2017; Pourrahmani et al. 2018), or even classification of objects according to their light curves (Carrasco-Davis et al. 2019). However, the classification of radio sources images using deep learning was first presented by Aniyan & Thorat (2017), who demonstrated that the neural networks can accurately recognise different classes of radio galaxies. The authors used archival data from FIRST to classify radio galaxies into FRI, FRII and BENT radio morphologies with a class accuracy of 91 per cent, 75 per cent, and 95 per cent, respectively. Alhassan et al. (2018) have extended the latter work to include compact sources using similar data samples. Alhassan et al. (2018) developed a CNN model with three layers and some augmentation methods to classify FIRST radio sources into FRI, FRII, BENT, and COMPT morphologies achieving class accuracies of 98 percent, 100 percent, 98 percent, and 93 percent, respectively. Another application of CNNs to radio galaxy morphology was conducted by Lukic et al. (2018), who developed a model based on three convolutional layers and two dense layers, with an accuracy of 92 percent. Tang et al. (2019) used transfer learning for the morphological classification of radio galaxies. They applied a convolutional neural network with 13 layers on FIRST and NVSS catalogs with 89 per cent accuracy, but only FRI and FRII classes were used.

In all of the mentioned works, the authors applied augmentation techniques with a different setup of split and augmentation steps. In Aniyan & Thorat (2017); Tang et al. (2019), and Lukic et al. (2018), the authors have ensured that they separated samples in their testing sets from the samples in training sets before applying any data augmentation technique on the training part. In this case, the test set is independent from all augmentations, and thus their results represent the full model generalization ability. Table 1 shows more details on their results, with precision, recall, and F1 score for every class. On the other hand, the testing subset by authors in Alhassan et al. (2018) first rotated original images and then split them into training and test set. Therefore, there are cases where the original image can be in both subsets but is always in different rotations. Table 2 shows more results of this work. While the second approach slightly reduces generalization ability, it still provides some confidence in results because samples are independent according to the rotation. Because previous works provide both approaches, we decided to create models and compare experiments for both setups – independent split and split on already rotated original images.

Deep learning models are specific with their need for an adequate amount of input data in order to extract necessary features during training (Goodfellow et al. 2016). Therefore, if we start with a smaller or limited dataset of labeled data, we need to enhance the learning process with some augmentation techniques. Such techniques can enlarge the input dataset, especially in imaging data, using different transformations on the original data (Shorten & Khoshgoftaar 2019).

The purpose of the current work is to automate the morphological classification of radio sources by developing a CNN classifier that

| Table 1. The results of classification provided in related work with the setup based on their independent testing subset. Support represents the number of test samples for each class, with sum of them as total. |
|-----------------|------------------|------------------|------------------|------------------|
| Precision | Recall | F1 score | Support |
|----------------|----------------|----------------|------------------|
| Results from Aniyan & Thorat (2017) |
| BENT | 0.95 | 0.79 | 0.87 | 77 |
| FRI | 0.91 | 0.91 | 0.91 | 53 |
| FRII | 0.75 | 0.91 | 0.83 | 57 |
| average | 0.88 | 0.86 | 0.86 | total: 187 |
| Results from Lukic et al. (2018) |
| COMPT | 0.97 | 0.97 | 0.97 | - |
| BENT | 0.93 | 0.95 | 0.94 | - |
| FRI | 0.91 | 0.88 | 0.89 | - |
| FRII | 0.95 | 0.96 | 0.95 | - |
| average | 0.94 | 0.94 | 0.94 |
| Results from Tang et al. (2019) |
| FRI | 0.95 | 0.85 | 0.90 | 80 |
| FRII | 0.83 | 0.94 | 0.88 | 117 |
| average | 0.89 | 0.89 | 0.89 | total: 197 |

| Table 2. The classification results provided in related work with the setup based on a split of already rotated images. Support represents the number of test samples for each class, with sum of them as total. |
|-----------------|------------------|------------------|------------------|------------------|
| Precision | Recall | F1 score | Support |
|----------------|----------------|----------------|------------------|
| Results from Alhassan et al. (2018) |
| COMPT | 0.98 | 0.98 | 0.98 | 1000 |
| BENT | 0.96 | 0.98 | 0.97 | 1000 |
| FRI | 0.98 | 1.00 | 0.99 | 1000 |
| FRII | 0.96 | 0.93 | 0.95 | 1000 |
| average | 0.97 | 0.97 | 0.97 | total: 4000 |
can classify large amounts of radio galaxies with high accuracy. In order to do this we developed our CNN classifier based on the combination of three neural network blocks followed by two fully connected layers for final classification (i.e. Figure 6). As a data set, we used four morphological classes: FRI, FRII, BENT, and COMPT radio galaxies. This work, also emphasized the application of augmentation techniques on the input dataset for the training of our convolutional neural network architecture. Our classifier provides relatively simple architecture with similar or better performance to previous works.

This paper is organized as follows: Section 2 describes the data set including catalogue information. The theory behind the convolutional neural networks and its training is described in section 3. Section 4 discusses the pre-processing and augmentation techniques applied to the original images. Section 5 focuses on modeling and evaluation of experiments and Section 6 discusses and summarises the overall findings.

2 DATA SAMPLE SELECTION

This section describes the data sample selection for this work. The input for our experiments is a dataset of manually annotated images from FIRST catalogue (Faint Images of the Radio Sky at Twenty Centimeters), a survey carried out by Very Large Array (Becker et al. 1995). We used different samples for FRI, FRII, Bent-tailed, and compact radio galaxies.

The FRI sample was selected from the FRICAT catalogue of FRI radio galaxies constructed by Capetti et al. (2017a). The FRICAT catalogue was compiled by combining observations from NRAO Very Large Array NVSS (Condon et al. 1998), FIRST, and SDSS (York et al. 2000) surveys. This catalogue contains sources with redshift \( \leq 0.5 \) and edge-darkened radio morphology extending to a radius larger than 30 kpc from the centre of the host galaxy. The catalogue contains 219 FRI radio galaxies.

For FRII, we have made use of the FRIICAT catalogue built by Capetti et al. (2017b). The FRIICAT catalogue was also constructed by combining observations from FIRST, NVSS, and SDSS surveys. FRIICAT radio galaxies included in this catalogue have an edge-brightened radio morphology with redshift \( \leq 0.5 \). The FRIICAT catalogue contains 122 radio sources.

The FRICAT and FRIICAT catalogues are subset of the sample of 18286 radio sources built by Best & Heckman (2012). Capetti et al. (2017a,b) visually inspected the FIRST images and preserved sources with edge-darkened (FRI) or edge-brightened (FRII) morphologies whose radio emission reaches a distance of at least 30 kpc from the centre of the host galaxy. This classification has been performed independently by the three authors, and only included the sources for which FRI or FRII classification is proposed by at least two of the three authors.

Bent radio galaxies have been selected from the catalogue compiled by Proctor (2011). Sources in this catalogue were selected from FIRST survey (2003 April release, 811,117 sources). Proctor (2011) sorted and classified FIRST sources into singles, doubles, and triples groups. This author identified a total number of 7106 groups with four or more component and classified them as bent types (hereafter BENT) including Wide-Angle Tail (WAT), Narrow-Angle Tail (NAT), ring, double-double, X-shaped, hybrid morphology, giant radio sources, etc. Proctor (2011) generated different tables for different morphologies (for example, sources classified as WATs and NATs are included in Table 1 of Proctor (2011), W-shaped sources included in Table 2, Ring type sources included in Table 5, etc.). For this work, we used only sources identified as WATs and NATs in Table 1 that was compiled by Proctor (2011). This table also includes sources with uncertain classification, and these sources are marked by "?" next to the classification in the table. Our BENT-tailed sample contains only the confirmed WATs and NATs radio galaxies which amount to 196 sources. Sources with uncertain identification were excluded.

Lastly, the compact radio sources were selected from the combined NVSS-FIRST Galaxy catalogue (CoNFIG) compiled by Gendre & Wall (2008) and Gendre et al. (2010). The CoNFIG catalogue includes new VLA observations, optical identifications and redshifts estimate of compact, FRI, and FRII radio galaxies. This catalogue includes 859 sources over four samples (CoNFIG-1, -2, -3 and -4 with flux density limits of \( S_{1400\text{MHz}} = 1.3, 0.8, 0.2, \) and 0.05 Jy, respectively). The catalogue consists of 71 FRIs radio galaxies, 466 FRIIs radio galaxies and 285 Compact radio galaxies. We also made use of FRIIs sources in this catalogue and added them to the FRIICAT sources (compiled by Capetti et al. 2017b), Figure 1 shows the distribution of the different original samples (FRI, FRII, COMPT and BENT).

As reported in Aniyan & Thorat (2017) and Ma et al. (2019), we filtered the preliminary samples by excluding sources with uncertain morphologies. By visual inspection, we have excluded sources with strong artifacts. We have also removed Compact and Bent-tailed sources from FRICAT and FRIICAT catalogues, too extended sources, too large sources (to fit in the cutout), and very small images (insufficient structural information). The resulting sample consists of 125 FRIs, 214 FRIIs, 104 Bent-tailed and 83 compact radio galaxies (see Table 3). Alhassan et al. (2018) selected their FRIs from FRICAT catalogue, FRIIs from FRICAT and CoNFIG catalogues, and COMPT sources were selected from CoNFIG. In Aniyan & Thorat (2017), FRIs were selected from FRICAT and CoNFIG...
Table 3. Number of sources and catalogues used in this work compared to previous works. Sources identified as COMPT or Bent-tailed in FRICAT or FRIICAT are not included in this work. Sources marked as unconfirmed or uncertain in CoNFIG catalogue were also removed.

| Type               | Catalogue          | Source Number |
|--------------------|--------------------|---------------|
| Aniyan & Thorat (2017) | Proctor (2011)    | 254           |
| BENT               | Proctor (2011)    | 254           |
| COMPT              | CoNFIG + FRICAT   | 178           |
| FRIs               | CoNFIG + FRICAT   | 178           |
| FRIIs              | CoNFIG + FRICAT   | 284           |
| Alhassan et al. (2018) | Proctor (2011)    | 187           |
| BENT               | Proctor (2011)    | 177           |
| COMPT              | CoNFIG            | 121           |
| FRIs               | FRICAT            | 201           |
| FRIIs              | FRIICAT + CoNFIG  | 338           |
| This work          | Proctor (2011)    | 104           |
| COMPT              | CoNFIG            | 83            |
| FRIs               | FRICAT            | 125           |
| FRIIs              | FRIICAT + CoNFIG  | 214           |

catalogues, and FRII were selected from CoNFIG catalogue. Both authors selected their Bent-tailed samples from the catalogue compiled by Proctor (2011). Table 3 summarises the final total number of sources from each class used by Aniyan & Thorat (2017) and Alhassan et al. (2018) compared to the number of sources used in this work. The total number of sources used in this work is summarised in Table 4.

3 CONVOLUTIONAL NEURAL NETWORKS

Convolutional Neural Network (CNN, Lecun (1989)) is a special form of deep neural networks, which often has an imaging data as an input and can extract necessary features from them for later classification of objects. It is the main difference to the traditional paradigm of machine learning, where features are usually extracted manually. In the case of deep learning models, like convolutional neural networks, the training process will extract and code necessary features automatically without great pre-processing effort. The basic CNN is a combination of different layers in the feed-forward multi-layer architecture. The particular layers extract different levels of patterns. While in the first layers, patterns are more simple shapes like edges, contours, in more deep layers, we can find more complex patterns. The main advantage of CNN architecture, especially for imaging data, is its ability to extract spatial patterns in images¹.

CNN usually contains several convolutional and pooling layers, which are responsible for the extraction of features and are often followed by fully connected layers for final classification or prediction. Convolutional layer is represented by the set of filters (kernels) applied throughout the image or its representation from the previous layer. The basic operation here is convolution, computed by moving filter (window) in the horizontal and vertical directions, followed by the application of activation function. The mathematical equation for convolution is defined as follows:

\[
S(i, j) = (K * I)(i, j) = \sum_{m} \sum_{n} I(m, n) K(i - m, j - n),
\]

where \(m\) is the number of rows and \(n\) number of columns for \(I\) as the input image (for the first convolutional layer) or its deeper representation from the previous layer, \(K\) is a kernel (filter), and \(S(i, j)\) represents the result of convolution for \(i\)-th row and \(j\)-th column. The convolutional layer is followed by the Pooling layer (Zhou & Challapp 1988), which transforms the local region of image representation (vector or submatrix) into a scalar value that represents the value of pixels from this region. This operation reduces the number of parameters for the next layers. For the pooling operation, there are usually two options – average or max pooling.

As an activation function, there are several options that can be used like ReLU, tanh, sigmoid (Goodfellow et al. 2016). For example, one can apply nonlinear function ReLU (Nair & Hinton 2010) to hidden and output layers, which is often used in CNN architectures. This function is defined on \((0, \infty)\) as \(f(x) = \max(0, x)\).

At the end of the architecture, the output layer provides the final classification or prediction result. The learning process tries to minimize errors of predictions by changing parameters. In the case of multi-class classification, the loss function often used for error minimization in the training step is known as Cross-Entropy (CE), which is defined as follows:

\[
CE = -\sum_{i = 1}^{M} y_i \log(\hat{y}_i).
\]

where \(y\) is real class value (like COMPT, BENT, FRi, FRII), \(\hat{y}\) is the predicted class value and \(M\) is the number of classes (4 in our case). Output fully connected layer uses Softmax function, which is an extended logistic function. It has the same interval of output values \((0, 1)\) but is used for multi-class classification. The number of neurons is identical to the number of classes, and the Softmax activation function normalizes values from input to the vector of output probabilities for particular classes (sum is 1). Therefore, Softmax is a categorical probability distribution function and can be mathematically defined as follows:

\[
f(x_k) = \frac{e^{x_k}}{\sum_{i=1}^{K} e^{x_i}},
\]

where \(k\) indexes \(K\) input values, \(k = 1, 2, \ldots, K\) (Goodfellow et al. 2016).

An essential part of the neural network learning process is the optimization algorithm. Often used optimization function is Adam (Kingma & Ba 2014) – algorithm for adaptive moment optimization, which combines Momentum heuristic (Polyak 1964) and Root Mean Square Propagation (RMSProp, Hinton et al. (2012)). RMSProp and Momentum are two different approaches for gradient search, which can be adaptively combined to achieve faster and more robust optimization. Momentum heuristic accelerates search in the direction of minimums, and RMSProp slows search in the direction of oscillations.

Another aspect of the learning process is regularization, which represents different methods that restrain the learning process and help to avoid overfitting. A very efficient regularization function is known as Dropout (Srivastava et al. 2014). The difference between Dropout and other penalization methods (like L1 and L2 norm (Ng 2004)) is that it will not reduce model complexity, but it will effectively reduce the variance of learning. This method is often used for regularization in deep learning, and it is based on the random selection of neurons in every iteration and their removal from current

¹ For more information on deep learning and convolutional neural networks, we recommend Goodfellow et al. (2016).
3.1 Metrics for evaluation of classification results

There are several classification metrics that can be used to evaluate the performance of a classifier. The use of various metrics is important to understand robustness of a classifier and to avoid over-fitting. The most common way of quantifying the classification relies on the concepts of recall and precision (Ivezić et al. 2014). Precision refers to the fraction of true positive returned among all returned positive instances, recall is the fraction rate of true positives that get predicted correctly of all the positives in the datasets. The F1 score is the weighted harmonic mean of precision and recall. The accuracy is the total proportion of correct predictions. However, in order to evaluate the accuracy of the model developed in this work, the precision, recall, F1 score and accuracy were calculated as given below:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (4)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (5)
\]

\[
\text{F1 score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (6)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (7)
\]

where TP refers to the true positives, FP refers to the false positives, and FN refers to false negatives. For example, if the class for evaluation is BENT. Then TP samples are those for which we know that are BENT and also model predicts BENT. TN samples are predicted as not BENT, and they are not BENT. FN samples are predicted not to be BENT but are BENT. FP samples are predicted as BENT but are not BENT.

Recall and precision are often used to better understand sensitivity and positive predictivity of the model. Most classification systems try to find some compromise between precision and recall, because they are often in antinomic relation – more effort in increase of precision will decrease recall, and vice-versa. F1 score combines both metrics into one scalar value and provides such compromise for evaluation of classifier (Han et al. 2011).

4 IMAGE PRE-PROCESSING AND DATA AUGMENTATION TECHNIQUES

4.1 Pre-processing of original images and rotation-based augmentation

The original dataset had 104 images from BENT class, 83 images from COMPT class, 125 images from FRI class, and 214 images from FRII class. For the cleaning process we used the same method adopted by Aniyan & Thorat (2017), who removed all pixel values lower than a $3\sigma$ level of the background and set it to zero. The authors reported that the background noise decreases classifier performance. Similar studies by Alhassan et al. (2018) and Tang et al. (2019) followed Aniyan & Thorat (2017) approach. However, the first pre-processing phase of original images consisted of three steps (see Figure 2). In the first step we used noise reduction technique based on the filter `sigma_clipped_stats`\(^2\), which calculates sigma-clipped statistics on the provided images. The result of this operation is a set of statistics - mean, median, and standard deviation. Then we applied it to images and removed signals from images for values less than a product of $\sigma = 3$ and extracted standard deviation. Because galaxy sources are usually in the center of images, we cropped them from the original size $300 \times 300$ to $150 \times 150$. Removed pixels that did not bring any significant features to learning. Then the image was transformed into a grayscale format.

In the second pre-processing phase, we applied rotation to images, for 90, 180, and 270 degrees, which is a simple way of data augmentation often used in the classification of images, if it will not change actual class. Figure 3 shows some rotated images, where every row provides examples for different classes (from top to bottom: COMPT, FRI, FRII, BENT). We also resized images to $64 \times 64$ pixels (using re-sampling) in order to reduce the computational needs of the neural network.

We created two testing subsets for the testing phase, following two setup approaches used in previous works by other authors. As was reported by Alhassan et al. (2018), we rotated all the images and then divided them into a training and testing subset. The split of the extended pre-processed dataset (with rotated images) for training and testing samples was 80:20%. The number of images in particular classes in original or extended (rotated) versions, as well as sizes of training and testing subsets, are summarised in the first part of

\[\text{docs.astropy.org/en/stable/api/astropy.stats.sigma_clipped_stats.html}\]
We refer to this testing subset as the test set 2 (rotated) versions are available in the second part of Table 4. We will refer to the testing subset created from the rotated images dataset as the test set 1.

In the second part of the experiments, we created a testing subset as described in Aniyan & Thorat (2017); Lukic et al. (2018); Tang et al. (2019). At first, we divided the original dataset into training and testing subsets in a ratio of 80:20%. Then we applied the rotations (after the split) only for the images in the training subset. The number of images in particular classes in the original dataset, testing subsets as well as sizes of training subset and their extended (rotated) versions are available in the second part of Table 4. We will refer to this testing subset as the test set 2.

We also used a subpart of the training set for validation purposes during the training phase. In all cases, validation subsets were 10% of the final training set. In both setups, training samples also became an input for applying other augmentation techniques, which enhanced the input dataset further.

### 4.2 Other data augmentation techniques

One of the simplest ways to avoid overfitting is to have enough large and representative dataset. Data augmentation based on the synthetic extension of training set using a modified version of data, helps generalize models and enhance their robustness (Han et al. 2011). It is only necessary to ensure that process will not bring irrelevant data to learning. In this work, it means that any technique will not change the image in the way that change a class or drop the chance to identify a class correctly. In the first pre-processing phase, we already applied rotation-based augmentation to original images, a technique usually used for this purpose.

Since we started with a small dataset and also that other works (Tang et al. 2019; Alhassan et al. 2018; Aniyan & Thorat 2017; Lukic et al. 2018) did not test many augmentations, we also decided to test some other techniques to enlarge our training subset. In this case we used ImageDataGenerator\(^3\), which generates batches of tensor image data with real-time data augmentation. Here it is possible to enhance datasets with additional data augmentations like a vertical or horizontal flip of an image, change of brightness range, zoom, width or height shift. However, we had to be careful here. One obvious example is shifting augmentation. In this case with relatively small images, we could easily bring some problematic samples into the dataset, which would decrease the accuracy of models. Even a small shift would move subpart of extended radio galaxy source out of the boundaries of the image. Similarly, zoom augmentation would displace some parts of the lobes and move them out of the image. Another augmentation with negative effects was decreasing the brightness of the image, which also reduces potential for successful differentiation of images. A visual example of the effects of such improper augmentations is shown in Figure 4.

In the first experiment, we tested different combinations of augmentation techniques, which gave us a good overview for the final selection of augmentations. Besides the expected use of rotations with approximately the 6-8% improvement in accuracy for the original dataset, we were able to quantify the effects of additional augmentations (at least in a relative manner), which then helped us to select the final setup of augmentation techniques. From a quantitative evaluation of these experiments, we knew that the use of a large range of brightness (especially if there is also a reduction in brightness) with settings range [0.35-1.5] worsened the average accuracy of the model by 3%. Random shifts (vertical or horizontal) with settings range from 0% to a maximum of 25% have resulted in an average reduction of the accuracy of 6%. The application of the zoom function worsened the model by up to 12%, mainly because the input images were centred and cropped. In general, any combination of techniques – brightness reduction, zoom, shift with other techniques such as flip, harms the accuracy of the model. The addition of images with increased brightness compared to the base model resulted

---

\(^3\) https://keras.io/api/preprocessing/image/
5 Modeling and Evaluation

In general, for our CNN architecture, we decided to apply the approach of combining three different parallel convolutional blocks (with different basic setups) into one feature vector, which then moves to a fully connected part for final classification. This combined approach helps the classifier to enhance its granularity and robustness. It is based on the idea of inception models from Google for more complex networks, introduced in Szegedy et al. (2015), but we adapted it for our smaller network. As the authors show in their paper, such an approach based on inception modules allows the full model to process visual information at various scales and then aggregate it for the next layer. Therefore, the abstract features from different scales are available simultaneously and provide better granularity and robustness for the model. Figure 6 shows the structure of the whole architecture, which we now describe in more detail.

The first layer of the architecture is the perceptive input layer, where we provide an input image with a size 64 × 64 pixels. This input image is then used as the input of three convolutional neural network blocks. First block (first from right in Figure 6) consists of convolutional layer with 128 convolutional filters, window size 3 × 3 and step 2. The second block contains a convolutional layer with 64 filters, 4 × 4 kernel size, and is followed by the max-pooling layer with the 2 × 2 window size. The third convolutional block contains a convolutional layer with 64 filters and kernel size 2 × 2, and max-pooling layer with the 2 × 2 window size. The step size in the second and third convolution layers is one in the horizontal direction and one in the vertical direction. The output of all blocks is transformed into a vector using flatten layers and combined into one vector in the concatenate layer. Then we applied the dropout regularization technique to avoid overfitting. The use of dropout reduces learning variance by a random selection of neurons (including its connections) during every iteration and removes them from the computation. Therefore, every iteration has a slightly different structure of connections. The synergetic effect of this approach through the learning process can lead to lower variance of the final classifier. Our model is relatively simple, and we expected that dropout rate should be relatively low. We also tested the influence of different dropout rates in the hyperparameters tuning phase, but the expected best setup for dropout was around 20%. The next part of the architecture consists of two layers with the full connection. First of these layers is fully connected (dense) layer that reduces feature vector to 128 units. For every layer, until now, we used ReLU as an activation function. The last fully connected layer is the output layer, which uses the Softmax activation function (with 4 units) for final classification into four classes – BENT, COMPT, FRI a FRII. A table-based summary of the architecture with the shape of all layers, the number of trainable parameters, and connection to previous layers are also available in Table 5.

Even if we introduced block-based architecture, it is a relatively small and effective network, also thanks to cropping and resize of input images. Therefore, training and application of the model are fast. The time required to train one epoch is approximately 30 seconds. For the final prediction, we need only one second for the whole test set. For clarification, within this paper, we refer to an epoch as a term from artificial neural networks – it is one training cycle through the full training dataset. For the training of the final classifier, we used hyper-parameters depicted in Table 6.

We trained our neural network architecture first with the extended dataset (containing rotated images) using brightness range augmentation for the range (1, 1.5). Then we additionally trained the same models on dataset augmented by the horizontal and vertical flip. This...
Figure 6. The architecture of the convolutional neural network with visualization of feature maps. This graph shows particular layers with input and output sizes. An input image is processed using three convolutional blocks with different filters. The output of convolutions is then combined into one vector in the concatenate layer. After regularization based on dropout, we apply two fully connected (dense) layers for final classification. For convolutional blocks and first dense layer activation function is ReLU. The last layer is the output layer of the architecture with four neurons and Softmax activation function, which represents the classification of input images into four classes.
Table 5. Summary of the architecture of our final CNN model in table form. We can see all the layers with their shape, trainable parameters, and previous layer(s) connections. At the end of the table is a summary of trainable parameters for the whole network.

| Layer (type)      | Output Shape       | Params. | Previous layer |
|-------------------|--------------------|---------|----------------|
| InputLayer        | (None, 64, 64, 1)  | 0       |                |
| Conv2D_1          | (None, 31, 31, 128)| 1 280   | InputLayer     |
| Conv2D_2          | (None, 61, 61, 64) | 1 088   | InputLayer     |
| Conv2D_3          | (None, 63, 63, 64) | 320     | InputLayer     |
| MaxPool2D_1       | (None, 30, 30, 64) | 0       | Conv2D_2       |
| MaxPool2D_2       | (None, 31, 31, 64) | 0       | Conv2D_3       |
| Flatten_1         | (None, 123 008)   | 0       | Conv2D_1       |
| Flatten_2         | (None, 57 600)    | 0       | MaxPool2D_1    |
| Flatten_3         | (None, 61 504)    | 0       | MaxPool2D_2    |
| Concatenate       | (None, 242 112)   | 0       | Flatten_1      |
|                   |                   |         | Flatten_2      |
|                   |                   |         | Flatten_3      |
| Dropout           | (None, 242 112)   | 0       | Concatenate    |
| Dense_1           | (None, 128)       | 30 990 464 | Dropout |
| Dense_2           | (None, 4)         | 516     | Dense_1        |
| **Total params:** |                    | 30 993 668 |               |
| **Trainable:**    |                    | 30 993 668 |               |
| **Non-trainable:**|                    | 0        |               |

Table 6. Hyper-parameters used to train our final classifier.

| Hyper-parameters | Values |
|------------------|--------|
| Epochs           | 50     |
| Batch Size       | 32     |
| Learning rate    | 0.001  |
| Dropout rate     | 20%    |

Figure 7. Effect of double train classifier. Learning curves showing the accuracy and loss of our CNN model in individual epochs for the sequence of training phases for different augmentations. The first line shows the learning process graphs after the first training and the second line after the second training. We can see the higher accuracy and lower loss at the start of training in the second row.

Neural networks are often described as black-box models. Convolutional neural networks provide some interpretability aspects of their architecture. One of them is the visualization of feature maps. The feature map is the output of one filter applied to the previous layer and it shows how this filter extract and generalize features from training samples. It means that we can show image-like visualizations generated by applying filters or feature detectors to the output of a specific layer. Such visualization helped us to understand better what the network learned qualitatively and identify some problems which lead to the wrong prediction. It can be helpful during the network-tuning phase. Therefore, during the modeling phase, we also watched and visually evaluated feature maps extracted from different layers within the architecture. In Figure 6, we can see not only the architecture of our model but also some examples of feature maps. Using these feature maps, we can also see how the block-based architecture extracts details on different scales or granularity.

After fixing the final version of hyper-parameters, we started the training and evaluation process. An example of the progress of the training is shown in Figure 7. The first row shows our CNN model’s learning curves in individual epochs on the training set and their respective accuracy and loss after the first training. The second row provides learning curves after the second training with additional augmentations. We can see the effect of training in sequence on the curve in the second row, where the pre-trained model from the first training phase helped to start at much higher values of accuracy and much lower values of loss. To ensure the robustness of models, we trained and tested our architecture for 5 different splits of training and testing samples and also for different augmentations generated using ImageDataGenerator. We also tested particular splits of the dataset in more runs (5-10), and the variance of learning showed that uncertainty of the results was under 1%. We evaluated accuracy, precision, recall, and F1 score for every predicted class. Also, we calculated averaged values of evaluation metrics for the whole dataset using a micro averaging approach – it is a method averaging metrics based on the number of all samples evaluated as true positives, false negatives, and false positives. For the evaluation of the model we used classification report from sklearn.metrics package.

The evaluation results on test set 1 (with rotation) are shown in Table 7. The first part contains the results of classification without additional real-time augmentation techniques (ImageDataGenerator). The last part contains average values of five previous experiments with applied data augmentations. For compact radio galaxy sources (COMPT class), our model achieves 100% precision, recall, and F1 score. For extended radio galaxy sources (classes FRI, FRII, BENT), our classifier achieves an average 99% in all evaluated metrics. Generally, our classifier performs with averaged accuracy of 99% for all classes.

The view on the performance of the model built on an independent testing subset (test set 2) is available in Table 9. The first sub-table contains the results without using rotation and ImageDataGenerator. The training set, in this case, contained only 421 images. To ensure the robustness of models, we trained and tested our architecture for five different training and testing splits. Augmentation techniques (rotation and ImageDataGenerator) were used only for the training subset. The average results of these experiments are in the last sub-table of Table 9. Even in this case, the best model is able to suc-
Table 7. Results: test set 1. First sub-table shows the evaluation results of classifier without additional augmentation techniques. The next five sub-tables contain the model’s evaluation results with data augmentations for different random divisions of the dataset to training and testing parts. The last table shows the average values of these experiments trained on the extended dataset. Support represents the number of test samples for each class, with sum of them as total.

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| Without data augmentation | accuracy: 0.89 |
| BENT      | 0.82      | 0.79   | 0.80     | 84      |
| COMPT     | 0.96      | 1.00   | 0.98     | 67      |
| FRI       | 0.85      | 0.99   | 0.90     | 100     |
| FRII      | 0.89      | 0.83   | 0.86     | 172     |
| **avg**   | **0.88**  | **0.88** | **0.88**  | **total: 423** |

Data augmentation – 1. split – accuracy: 0.99

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 1.00      | 0.98   | 0.99     | 84      |
| COMPT     | 0.99      | 1.00   | 0.99     | 67      |
| FRI       | 0.99      | 0.99   | 0.99     | 100     |
| FRII      | 0.99      | 1.00   | 1.00     | 172     |
| **avg**   | **0.99**  | **0.99** | **0.99**  | **total: 423** |

Data augmentation – 2. split – accuracy: 0.99

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 1.00      | 1.00   | 1.00     | 84      |
| COMPT     | 1.00      | 1.00   | 1.00     | 67      |
| FRI       | 1.00      | 1.00   | 1.00     | 100     |
| FRII      | 1.00      | 1.00   | 1.00     | 172     |
| **avg**   | **1.00**  | **1.00** | **1.00**  | **total: 423** |

Data augmentation – 3. split – accuracy: 1.00

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 0.99      | 0.98   | 0.99     | 84      |
| COMPT     | 1.00      | 1.00   | 1.00     | 67      |
| FRI       | 0.97      | 0.99   | 0.98     | 100     |
| FRII      | 0.99      | 0.98   | 0.99     | 172     |
| **avg**   | **0.99**  | **0.99** | **0.99**  | **total: 423** |

Data augmentation – 4. split – accuracy: 0.99

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 0.97      | 0.99   | 0.98     | 84      |
| COMPT     | 0.99      | 1.00   | 0.99     | 67      |
| FRI       | 1.00      | 0.97   | 0.98     | 100     |
| FRII      | 0.98      | 0.98   | 0.98     | 172     |
| **avg**   | **0.98**  | **0.98** | **0.98**  | **total: 423** |

Data augmentation – 5. split – accuracy: 0.98

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 0.99      | 0.99   | 0.99     | 84      |
| COMPT     | 1.00      | 1.00   | 1.00     | 67      |
| FRI       | 0.99      | 0.99   | 0.99     | 100     |
| FRII      | 0.99      | 0.99   | 0.99     | 172     |
| **avg**   | **0.99**  | **0.99** | **0.99**  | **total: 423** |

Data augmentation – Average – accuracy: 0.99

| Type      | Precision | Recall | F1 score | Support |
|-----------|-----------|--------|----------|---------|
| BENT      | 0.99      | 0.99   | 0.99     | 84      |
| COMPT     | 1.00      | 1.00   | 1.00     | 67      |
| FRI       | 0.99      | 0.99   | 0.99     | 100     |
| FRII      | 0.99      | 0.99   | 0.99     | 172     |
| **avg**   | **0.99**  | **0.99** | **0.99**  | **total: 423** |

Table 8. Confusion matrix of the best model performance for test set 2.

| Predicted | BENT | COMPT | FRI | FRII |
|-----------|------|-------|-----|------|
| Actual    |      |       |     |      |
| BENT      | 21   | 0     | 0   | 0    |
| COMPT     | 0    | 17    | 0   | 0    |
| FRI       | 0    | 0     | 24  | 1    |
| FRII      | 0    | 0     | 2   | 42   |

6 CONCLUSIONS

In this paper, we have introduced a classifier based on convolutional neural networks that can automatically classify radio galaxies successfully classify both compact and extended radio galaxy sources. The average value of the classification on the test set 2 is 96% for the precision, recall, and F1 score. Generally, our classifier performs with an average accuracy of 95.4% for all classes. Table 8 shows the confusion matrix of the best performance model. We can see that in this case, the model incorrectly classified only three radio galaxy images.

As already mentioned, we tested our classifier using two experimental setups based on the related work. The setup inspired by the work of Alhassan et al. (2018) increased the dataset by rotation and then divided it into a testing and training subset. In the second case, inspired by the other related work papers, i.e., Aniyan & Thorat (2017); Lukic et al. (2018); Tang et al. (2019), we separated the test set initially before any augmentation. According to our information on data samples selection, we can see that while original samples of radio galaxy sources are not the same, the difference in their sizes is generally small and are selected similarly from the same catalogs. Also according to fact that we followed both experimental setups, for which we achieved better results, architecture with parallel convolutional blocks combined with additional augmentations showed its ability to improve classification results, even for a slightly smaller number of input images in our case. In an experimental setup with rotation before train-test split results show an improvement of 2% on average. Consistently with this fact, for the experimental setup with a test set 2 (without rotated version before train-test split), we also achieved on average 2% better evaluation metrics (in comparison to Lukic et al. (2018)). In this case, the data selection process is even closer to our (according to number of data sample images) and the independent selection of the test set proves the generalization ability of our model. Therefore, it is evident that architecture of this type and the effect of selected augmentations can generally improve the classification of radio galaxy sources.

The current work will be extended to include other types of radio galaxy morphologies such as X-shaped and ring-like radio galaxies. We will also work on enhancing the current developed model and its implementation to retrain it for large number of sources that will be collected from the upcoming radio surveys such as SKA (Dewdney et al. 2009), MeerKAT (Jonas & MeerKAT Team 2016), MeerKLASS (Santos et al. 2017), and EMU (Hopkins et al. 2015) etc.

All the models were implemented in Python, with Tensorflow (Abadi et al. 2016) and Keras (Chollet et al. 2015) for neural networks, and Jupyter notebooks are publicly available online at https://github.com/VieraMaslej/RadioGalaxy. The experiments were conducted on a PC equipped with an Intel Core i7 processor clocked at 2.9 GHz, 16 GB RAM, and GPU Radeon Pro 560 4GB.
Table 9. Results: test set 2. First sub-table shows the evaluation results of the classifier without additional augmentation techniques. The next five sub-tables contain classifier evaluation results using data augmentations with different random divisions of the dataset to training and testing parts. The last table shows the average values of these experiments trained on the extended dataset. Support represents the number of test samples for each class, with sum of them as total.

| Type | Precision | Recall | F1 score | Support |
|------|-----------|--------|----------|---------|
| Without data augmentation | accuracy: 0.81 |
| BENT | 0.76 | 0.76 | 0.76 | 21 |
| COMPT | 0.89 | 1.00 | 0.94 | 17 |
| FRI | 0.79 | 0.76 | 0.78 | 25 |
| FRII | 0.81 | 0.80 | 0.80 | 44 |
| **avg** | **0.82** | **0.83** | **0.82** | **total: 107** |
| Data augmentation – 1. split | accuracy: 0.94 |
| BENT | 0.95 | 1.00 | 0.98 | 21 |
| COMPT | 1.00 | 1.00 | 1.00 | 17 |
| FRI | 0.88 | 0.88 | 0.88 | 25 |
| FRII | 0.95 | 0.93 | 0.94 | 44 |
| **avg** | **0.95** | **0.95** | **0.95** | **total: 107** |
| Data augmentation – 2. split | accuracy: 0.97 |
| BENT | 1.00 | 1.00 | 1.00 | 21 |
| COMPT | 1.00 | 1.00 | 1.00 | 17 |
| FRI | 0.92 | 0.96 | 0.94 | 25 |
| FRII | 0.98 | 0.95 | 0.97 | 44 |
| **avg** | **0.97** | **0.97** | **0.97** | **total: 107** |
| Data augmentation – 3. split | accuracy: 0.97 |
| BENT | 0.95 | 1.00 | 0.98 | 21 |
| COMPT | 0.94 | 1.00 | 0.97 | 17 |
| FRI | 1.00 | 0.92 | 0.96 | 25 |
| FRII | 0.98 | 0.98 | 0.98 | 44 |
| **avg** | **0.97** | **0.97** | **0.97** | **total: 107** |
| Data augmentation – 4. split | accuracy: 0.95 |
| BENT | 1.00 | 0.95 | 0.98 | 21 |
| COMPT | 1.00 | 1.00 | 1.00 | 17 |
| FRI | 0.92 | 0.92 | 0.92 | 25 |
| FRII | 0.93 | 0.95 | 0.94 | 44 |
| **avg** | **0.96** | **0.96** | **0.96** | **total: 107** |
| Data augmentation – 5. split | accuracy: 0.94 |
| BENT | 0.90 | 0.90 | 0.90 | 21 |
| COMPT | 0.97 | 1.00 | 0.99 | 17 |
| FRI | 0.93 | 1.00 | 0.96 | 25 |
| FRII | 0.96 | 0.91 | 0.93 | 44 |
| **avg** | **0.94** | **0.94** | **0.94** | **total: 107** |
| Data augmentation – Average | accuracy: 0.95 |
| BENT | 0.96 | 0.97 | 0.97 | 21 |
| COMPT | 0.98 | 1.00 | 0.99 | 17 |
| FRI | 0.93 | 0.94 | 0.93 | 25 |
| FRII | 0.96 | 0.94 | 0.95 | 44 |
| **avg** | **0.96** | **0.96** | **0.96** | **total: 107** |

into four morphological classes - compact radio galaxy sources, and three sub-types of extended radio galaxy sources (Fanaroff-Riley Type I and Type II, Bent-tailed). Our classifier, based on the combination of three convolutional neural network blocks followed by the two fully connected layers for final classification, showed accuracy, recall, and F1 score results comparable to the state-of-the-art classifiers published in previous works on the morphological classification of radio galaxies. One of the essential aspects was also the augmentation of input data images. We trained the model using images augmented by rotation and added brightness, thanks to which the model was able to better learn morphological properties, especially in extended radio galaxies. The learned weights were reflected in the second training of the model, in which we extended the training set of data with their vertical, horizontal, or both vertically and horizontally flipped copies. We tested two experimental setups based on related work, split of original images (a total of 526 images) before augmentations and selection of testing subset from original images with already applied rotations. Both setups have shown promising results and achieved better performance to approaches provided in related work, with comparable setups. In the case of a test set 2, we achieved an average of 96% for precision, recall, and F1-score. Due to resizing and relatively small input images, the architecture is also computationally effective and can be easily applied for automatic classification tasks.
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