Linear Complexity Lossy Compressor for Binary Redundant Memoryless Sources
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A lossy compression algorithm for binary redundant memoryless sources is presented. The proposed scheme is based on sparse graph codes. By introducing a nonlinear function, redundant memoryless sequences can be compressed. We propose a linear complexity compressor based on the extended belief propagation, into which an inertia term is heuristically introduced, and show that it has near-optimal performance for moderate block lengths.
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Channel coding can be considered as a dual problem of lossy source coding.1,2) Recent research on error correcting codes and lossy source coding has shown that the statistical mechanical approach can be used to explain such problems.3) Lossy compression for memoryless sources has been widely investigated since Matsunaga and Yamamoto showed that it is possible to attain the rate-distortion bound asymptotically using low-density parity-check (LDPC) codes4,5) and Yamamoto showed that it is possible to attain the rate-distortion bound asymptotically using low-density generator-matrix (LDGM) codes for lossy compression with a given check degree are evaluated. Some other lossy compression schemes that have asymptotic optimality have been proposed so far.6–9) D The upper bounds on its rate-distortion performance of low-density generator-matrix (LDGM) codes for binary redundant memoryless sources has been proposed, e.g., the nested binary linear codes,7) the linear-programming-based algorithm,8) and the Markov-Chain Monte-Carlo(MCMC)-based algorithm.9,10)

Efficient compressors, on the other hand, are still in the stage of development. Some efficient encoding algorithms, which have near optimal performance, have been proposed, e.g., the nested binary linear codes,10) the inertia-term-introduced belief propagation11,12)C the survey-propagation-based message passing algorithm13)C the bit-flipping-based algorithm,14) the exhaustive search of small words into what an original message is divided15)C the linear-programming-based algorithm,16) and the Markov-Chain Monte-Carlo(MCMC)-based algorithm.20)

For redundant memoryless sources, some low complexity compressors, e.g., the near-linear complexity compressor based on the exhaustive search of small words,22) the quadratic complexity compressor based on the bit-flipping-based algorithm,14) and the MCMC-based compressor23) whose complexity is independent of the sequence length, have been proposed so far. One of other approaches to obtain near-linear complexity compressors for redundant sources is to apply the inertia-term-introduced belief propagation. Hosaka and Kabashima have proposed an algorithm for redundant sources, whose complexity is O(N^2).10) In this study, we propose a linear complexity lossy compression algorithm based on an inertia-term-introduced belief propagation by using a nonlinear function and a sparse matrix such as low-density generator matrix (LDGM) codes for binary redundant memoryless sources. This proposed algorithm can be regarded as the perceptron-based one10) whose edges are extremely deleted to have a finite connectivity and has asymptotic optimality under some constraints. We also show that it has near optimal performance for moderate block lengths.

Let us first provide the concepts of the rate-distortion theory13) and some notations. Let x be a discrete random variable with an alphabet X. A source alphabet, a codeword alphabet, and a reproduced alphabet are X, S, and ˆX, respectively. The compressor F encodes the M bit source sequence x = (x_1,⋯,x_M) ∈ X^M into the N(< M) bit codeword ξ = (ξ_1,⋯,ξ_N) = F(x) ∈ S^N. The decompressor G generates the M bit reproduced sequence ˆx = (ˆx_1,⋯,ˆx_M) = G(ξ) ∈ X^M from the codeword ξ. The code rate then becomes R = N/M(< 1).

A distortion measure is a map d : X × ˆX → [0,∞). A distortion between the sequences x = (x_1,⋯,x_M) ∈ X^M and ˆx = (ˆx_1,⋯,ˆx_M) ∈ ˆX^M is measured by the averaged single-letter distortion as d(x, ˆx) = 1/M ∑_{k=1}^{M}d(x_k, ˆx_k). A rate distortion pair (R, D) is said to be achievable if there exists a sequence of rate distortion codes (F,G) with E_x[d(x, ˆx)] ≤ D in the limit M → ∞. The rate distortion function R(D) is the infimum of the rate R such that (R, D) is in the rate distortion region of the source for a given distortion D.

We hereafter consider the binary alphabets X = S = ˆX = {−1,1} and a redundant binary memoryless source whose distribution is given by µ(X = 1) = 1 − p, µ(X = −1) = p. The parameter p is a source bias. We use the Hamming distortion

\[ d(x, ˆx) = \begin{cases} 0, & \text{if } x = ˆx, \\ 1, & \text{if } x \neq ˆx, \end{cases} \]  

(1)

as a distortion measure. The rate-distortion function of a Bernoulli(1/2) i.i.d. source then becomes R(D) = h_2(p) − h_2(D), where h_2 denotes the binary entropy function which is defined by h_2(x) = −x \log_2(x) − (1 − x) \log_2(1 − x).

Using a parameter w = (w_1, w_2) ∈ (N\{0\})^2, we first introduce the nonlinear function g : N → {−1,1} defined as

\[ g_w(z) = g_{(w_1, w_2)}(z) = \begin{cases} 1, & \text{if } w_1 < |z| < w_2, \\ -1, & \text{otherwise}. \end{cases} \]  

(2)
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where the operator $tA$ denotes the transpose of $A$. For a vector, this function acts componentwise. We here consider the following decompressor:

$$G(\xi) = g_w(4\xi),$$

(3)

where $A = (a_{ik}) \in \{-1, 0, 1\}^{M \times N}$ denotes a sparse regular matrix whose row weight, i.e., the number of nonzero elements, is $C$. Each nonzero element of the sparse matrix $A$ takes $\pm 1$ with equiprobability. The function $g_w(z)$ is adjusted so that the bias of the reproduced sequence is close to that of the original message as much as possible.

More complex functions can be considered as the function $g_w(z)$. As will be discussed later, the complexity of our proposed algorithm is $O(N)$ but it is proportional to $2^C$. So a small $C$ is preferable; therefore, we here consider a simple function that can easily be adjusted.

The compressor is then defined by

$$\mathcal{F}(x) = \operatorname{argmin}_{s \in \{-1, 1\}^N} d(x, G(s)).$$

(4)

This compressor is identical to $\mathcal{F}(x) = \operatorname{argmax}_{s \in \{-1, 1\}^N} p(s; x)$, which is the maximization of the following distribution

$$p(s; x) \triangleq \frac{1}{Z(\beta)} e^{-\beta M_d(s; x)} = \frac{1}{Z(\beta)} \prod_{k=1}^{M} e^{-\beta G_k(s; x_k)},$$

(5)

where $G_k(s; x_k) = \frac{1}{2}(1 - x_k\hat{x}_k)$ and $\hat{x}_k = g_w(\sum_{i \in L(k)} a_{ki}s_i)$ with the parameter $\beta > 0$. Here, $Z(\beta)$ denotes a normalization constant of $p(s; x)$, which is defined by $Z(\beta) = \sum_{s \in \{-1, 1\}^N} e^{-\beta M_d(s; x, G(\xi))}$. The function $G_k(s; x_k)$ represents a distortion with respect to the $k$th bit.

We here consider a large row weight limit, which is a case where $C = N$ holds, to allows us to infer compression performance. In this limit our scheme can be regarded as the perceptron-based code.9,10,17,18,26 When $w_2 > N$, these are equivalent to each other. To make the parameters $w_1$ and $w_2$ be of order unity, we introduce a constant into the decompressor as $G(\xi) = g_w(N^{-1/2}4\xi)$. The achievable distortion is defined as $D = \lim_{\beta \to \infty} \ln \{E[\xi^2|x] \mid \ln Z(\beta)\}$, where $E$ denotes an expectation operator.

Applying the so-called replica method, the free energy density can be evaluated as $f(\beta) = -\beta^{-1}(p \ln \{e^{\beta f} + (1 - e^{\beta f})K_w\} + (1 - p) \ln \{e^{\beta f} + (1 - e^{\beta f})(1 - K_w)\}) + R(2)$ within the replica symmetric treatment, where $K_w = \int_{\xi \in \mathbb{R}}[g_w(\xi) = -1] (2\pi)^{-1/2} e^{-\xi^2/2}d\xi$. The parameter $K_w$ is identical to the expectation value $\mathbb{E}_z[g_w(\xi) = -1]$ with a random variable $z$ which obeys the standard normal distribution $N(0, 1)$, which originates from the distribution of each element of $N^{-1/2}4\xi$. It can be considered that the compression performance is given using the distribution of $N^{-1/2}4\xi$ and $g_w$ in this scheme.

The entropy density of $p(s; x)$ is then obtained as $s(\beta) = \beta(\partial[\beta f(\beta)]/\partial \beta - f)$. The entropy density $s(\beta)$ must be non-negative owing to the definition of $p(s; x)$; however it takes negative values in the large $\beta$ region. We therefore evaluate the achievable distortion $D$ at $\beta_c$, which gives a zero entropy density ($s(\beta_c) = 0$), so this analysis is equivalent to the Krauth-Mézard approach which is a kind of one-step replica symmetric breaking (RSB) treatment.27

Using the zero-entropy-density criterion, minimizing the achievable distortion $D = \lim_{\beta \to \infty} \partial[\beta f(\beta)]/\partial \beta$ with respect to $w$, one can obtain $R(D) = h_2(p) - h_2(D)$, which is identical to the rate-distortion function. From these two conditions, i.e., the zero entropy density and the minimization of the achievable distortion, the following relationships are obtained:

$$e^{-\beta} = \frac{D}{1 - D},$$

(6)

and

$$K_w = p - D \frac{1}{1 - 2D}.$$  

(7)

The definition of the compressor means that it has exponential complexity. We then utilize a suboptimal algorithm based on message passing to construct the compressor.21 Instead of the maximization of $p(s; x)$ we use a symbol MAP encoding scheme, which is maximization of marginal distribution,

$$\xi_i = \operatorname{argmax}_{s_i \in \{-1, 1\}} \sum_{s \in \{-1, 1\}^N} p(s; x),$$

(8)

To evaluate the marginal distribution we apply the belief propagation. Since $G(-s) = G(s)$ holds for any $s$, the expectation value of $s_i$ becomes zero. To avoid this uncertainty we heuristically introduce an inertial term as a prior, which gives the following inertia-term-introduced belief propagation:21

$$\hat{p}_{ki}^+(s_i) = \sum_{s'_i \in \mathcal{L}(k)} e^{-\beta G_k(s; x_k)} \prod_{i' \in \mathcal{L}(k) \setminus i} \hat{p}_{ki}^+(s_{i'}),$$

(9)

and

$$\hat{p}_{ki}^{-1}(s_i) = \alpha_{ik} r_i^+(s_i) \prod_{k' \in \mathcal{M}(i) \setminus k} \hat{p}_{ki}^{-1}(s_i).$$

(10)

A pseudo marginal can be evaluated as

$$q_i^+(s_i) = \alpha_{ik} r_i^+(s_i) \prod_{k \in \mathcal{M}(i)} \hat{p}_{ki}^{-1}(s_i),$$

(11)

where $\alpha_{ik}$ and $\alpha_i$ denote normalization constants and $\mathcal{M}(i) = \{k|a_{ki} \neq 0 \forall \mu\}$. Here, the function $r_i^+(s_i)$ is an introduced prior as the inertia term and the superscript $t$ represents an iteration step. We here consider that $s_i$ is binary, so we can safely put $\hat{p}_{ki}^+(s_i) = \frac{1}{2}(1 + m_{ik}(t)s_i)$, $\hat{p}_{ki}^{-1}(s_i) = \frac{1}{2}(1 + m_{ik}(t)s_i)$, which we here define a prior as $r_i^+(s_i) = \frac{1}{2}(1 + \hat{m}_{ik}(t)s_i)$. We can define a prior as $r_i^+(s_i) = \frac{1}{2}(1 + m_{ik}(t)s_i)$. The inertia-term-introduced belief propagation recovers the conventional belief propagation. It should be noted that the performance does not strongly depend on the detailed shape of the function, if it is an increasing function. It has not yet been investigated how the inertia term works in detail so far; however it is known that the inertia term chooses a single peak in the calculation of the pseudo marginal.

We calculate the equations of the belief propagation,
which gives
\[
\hat{m}_{ki}(t) = \frac{a_{ki}x_k \left( \tanh \frac{\beta}{2} \right) V_k(t)}{1 + x_k \left( \tanh \frac{\beta}{2} \right) U_k(t)},
\]
(12)
\[
m_{ik}(t + 1) = \tanh \left( \sum_{i' \in \mathcal{L}(i) \setminus i} \tan^{-1} \hat{m}_{k'i}(t) + \tan^{-1} \gamma m_i(t) \right),
\]
(13)
\[
m_i(t + 1) = \tanh \left( \sum_{i' \in \mathcal{L}(i) \setminus i} \tan^{-1} \hat{m}_{ki}(t) + \tan^{-1} \gamma m_i(t) \right),
\]
(14)
where
\[
U_k(t) = \sum_{s_{i'} \in \mathcal{L}(k) \setminus i} w_{i'} \left( \sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'} \right) \times \prod_{i' \in \mathcal{L}(k) \setminus i} \frac{1 + m_{i'k}(t)s_{i'}}{2},
\]
(15)
\[
V_k(t) = \sum_{s_{i'} \in \mathcal{L}(k) \setminus i} w_{i'} \left( \sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'} \right) \times \prod_{i' \in \mathcal{L}(k) \setminus i} \frac{1 + m_{i'k}(t)s_{i'}}{2},
\]
(16)
\[
u_w(x) = \begin{cases} 
\mathbb{I}(-w_2 < x < -w_1) + \mathbb{I}(w_1 < x < w_2) \\
-\mathbb{I}(x < -w_2) - \mathbb{I}(w_2 < x) \\
-\mathbb{I}(-w_1 < x < w_1),
\end{cases}
\]
(17)
\[
u_w(x) = \begin{cases} 
\mathbb{I}(x = -w_2) - \mathbb{I}(x = -w_1) \\
+\mathbb{I}(x = w_1) - \mathbb{I}(x = w_2),
\end{cases}
\]
(18)
and \(\mathbb{I}(\mathcal{P})\) denotes an indicator function that takes 1 if the proposition \(\mathcal{P}\) is true, and 0 otherwise. After \(t_m\) iterations, the \(i\) th bit of the codeword can be obtained as \(\xi_i = \text{sgn} [m_i(t_m)]\) using the mean of the pseudo marginal \(\hat{m}_i(t_m)\). To derive these iterative equations, we use the identity \(\hat{x}_k = w_{i'} \left( \sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'} \right) + a_{ki} s_i \nu_w(\sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'}),\) which holds for any \(i \in \mathcal{L}(k)\).

The computational cost of the terms \(U_{ki}(t)\) and \(V_{ki}(t)\) is \(O(2^C)\), which depends only on the row weights \(C\), namely, it is \(O(1)\) with respect to \(N\). The complexity of this algorithm is therefore \(O(N)\) when the number of iterations \(t_m\) is fixed.

Utilizing eqs. (6) and (7) which are obtained in the large-row-weight-limit analysis, we can approximately set all parameters \(C, w_1, w_2,\) and \(\beta\) of our scheme with finite row weights except \(\gamma\).

We first consider a setting of the parameter \(\beta\). Using eq. (6) and the rate-distortion function, we set \(\beta = \beta_c(p, R)\) for the given source bias \(p\) and the code rate \(R\), where \(\beta_c(p, R) = \ln(\frac{1}{h_2^{-1}(h_2(p) - R)})^{-1} - 1\). Here, \(h_2^{-1}\) denotes the inverse function of the binary entropy function.

We next consider a setting of the parameters \(C, w_1,\) and \(w_2\). Each element of the vector \(\mathcal{A}\) is the summation of \(C\) Bernoulli random variables \(1 - 2Ber(0.5)\), where \(s \in \{-1, 1\}^N\) denotes a candidate of a codeword. This is a similar situation to the row weight limit. To keep the row weight finite, we restrict the row weight as \(C \leq C_{\text{max}}\). Using eq. (7) and the rate-distortion function, we set \((C, w_1, w_2) = 2\arg\min_{(C', w_1', w_2')} D(C, w_1, w_2),\) where \(K(C, w_1, w_2) = \sum w_{i'} \left( \sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'} \right) + a_{ki} s_i \nu_w(\sum_{i' \in \mathcal{L}(k) \setminus i} a_{ki'i} s_{i'}),\) which holds for any \(i \in \mathcal{L}(k)\).

The empirical compression performance is shown in Fig. 1. In this figure, the distortion averaged over 10 runs is plotted as a function of the code rate \(R\) for the source bias \(p \in \{0.6, 0.7, 0.8, 0.9\}\). The length of codewords is fixed at \(N = 420\), and the length of original sequence is adjusted. We here choose \(C_{\text{max}} = 8\) and \(p > 0.5\). In this
region that the source bias is less than about 0.2. In this region $\min[\hat{K}(C', w'_1, w'_2) - K(p, R)]$ is not much smaller than that of the large-$p$ region. When we compress the original sequence $x$ of which bias is $p < 0.5$, we can first flip it as $-x$ and then compress. The information for determining whether the sequence flips requires one bit. To reduce $\min[\hat{K}(C', w'_1, w'_2) - K(p, R)]$, it might be helpful to introduce more complex nonlinear functions.

In this study, we have proposed a scheme using a nonlinear function and a sparse matrix, and as well as a linear complexity message passing compressor based on the inertia-term-introduced belief propagation. The proposed method can treat redundant memoryless sources and has near-optimal compression performance for moderate block lengths. The adjustment of the column weight distribution of the sparse matrix might enable us to improve the compression performance. The analysis of this scheme with finite row weights is one of our future studies.
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