Multireference configuration interaction study of the predissociation of C$_2$ via its $F^1\Pi_u$ state
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Photodissociation is one of the main destruction pathways for dicarbon (C$_2$) in astronomical environments such as diffuse interstellar clouds, yet the accuracy of modern astrochemical models is limited by a lack of accurate photodissociation cross sections in the vacuum ultraviolet range. C$_2$ features a strong predissociative $F^1\Pi_u - X^1\Sigma^+_g$ electronic transition near 130 nm originally measured in 1969; however, no experimental studies of this transition have been carried out since, and theoretical studies of the $F^1\Pi_u$ state are limited. In this work, potential energy curves of excited electronic states of C$_2$ are calculated with the aim of describing the predissociative nature of the $F^1\Pi_u$ state and providing new ab initio photodissociation cross sections for astrochemical applications. Accurate electronic calculations of 56 singlet, triplet, and quintet states are carried out at the DW-SA-CASSCF/MRCI+Q level of theory with a CAS(8,12) active space and the aug-cc-pV5Z basis set augmented with additional diffuse functions. Photodissociation cross sections arising from the vibronic ground state to the $F^1\Pi_u$ state are calculated by a coupled-channel model. The total integrated cross section through the $F^1\Pi_u$ $\nu = 0$ and $\nu = 1$ bands is $1.198 \times 10^{-13}$ cm$^2$cm$^{-1}$, giving rise to a photodissociation rate of $5.02 \times 10^{-10}$ s$^{-1}$ under the standard interstellar radiation field, much larger than the rate in the Leiden photodissociation database. In addition, we report a new $2^1\Sigma_u^+$ state that should be detectable via a strong $2^1\Sigma_u^+ - X^1\Sigma_g^+$ band around 116 nm.
FIG. 1. Electronic states and band systems of C$_2$.

I. INTRODUCTION

C$_2$ is an important small molecule that is widely found in hydrocarbon combustion, [1] comets, [2] and astronomical environments. [3–5] As a homonuclear diatomic molecule with no dipole-allowed rotational or vibrational transitions, observation of C$_2$ is accomplished via transitions among its electronic states. To date, 20 electronic states have been studied by spectroscopy, with a number of low-lying excited states being newly found in recent years. [6–10] In the past 15 years, Schmidt and his colleagues have explored several new electronic states and vibrational levels of C$_2$ both experimentally and theoretically. [11] An overview of the electronic states of C$_2$ and its observed spectroscopic bands is shown in Figure 1.

Owing to its fundamental nature, C$_2$ has been the subject of a number of theoretical investigations. It is well known that the X $^1\Sigma_g^+$ ground state of C$_2$ has a multi-reference nature due to the quasi-degeneracy of the 2 $\sigma^*_u$, 1 $\pi_u$, and 3 $\sigma_g$ frontier molecular orbitals (MOs). This has even
led to debate about whether the chemical bond in $\text{C}_2$ is better described as a double-$\pi$ bond, as conventional MO theory predicts, or a quadruple bond on the basis of valence bond theory arguments.\cite{12, 13} The near-degeneracy of the frontier MOs is also responsible for the presence of an additional 7 low-lying excited electronic states with energies below 3 eV. In particular the first triplet $a^3\Pi_u$ state lies only 0.089 eV above the ground state, and allowed transitions among the low-lying triplet states (e.g., the Ballik-Ramsay $b^3\Sigma_g^- - a^3\Pi_u$ band, the Swan $d^3\Pi_g - a^3\Pi_u$ band, and the Duck (Schmidt-Kable) $d^3\Pi_g - c^3\Sigma_u^+$ band), are readily observable in the visible and near-infrared through absorption or fluorescence.\cite{14–16} The singlet manifold contains 3 low-lying excited states, and though the only allowed transition from the ground state is the near-infrared Phillips $A^1\Pi_u - X^1\Sigma_g^+$ band,\cite{17} the $B^1\Delta_g$ and $B'^1\Sigma_g^+$ states have been observed via the Bernath bands arising from the $A^1\Pi_u$ state.\cite{18} Given the considerable quantity of experimental data available for comparison, these states have been well-characterized by theoretical calculations.\cite{19–21} A recent example is a detailed MRCI+Q/aug-cc-pCV5Z study of the the formation rate of $\text{C}_2$ in collisions of two carbon atoms, which involves all of these low-lying $\text{C}_2$ states.\cite{22}

There are two singlet states, three triplet states, and two quintet states below or around the photodissociation limit, which is 6.36 eV.\cite{23} The Mulliken $D^1\Sigma^+ - X^1\Sigma_g^+$ band has been well studied. Previous experiments\cite{24–26} and theoretical calculations\cite{20} found that the $D - X$ band favors the $\Delta v = 0$ sequence. The most recent study of the Mulliken band explored its $\Delta v = +2$ sequence involving higher vibrational levels of the $D$ state up to $v = 11$\cite{27}. The $D - X$ (0–0) band has been widely observed in space\cite{28}. The Deslandres–d’Azambuja $C^1\Pi_u - A^1\Pi_u$ and Messerle-Krauss $C'^1\Pi_g - A^1\Pi_u$ bands were only observed in very early studies\cite{29–32}. However, recent calculations suggested that the Messerle-Krauss band is actually a part of the Deslandres–d’Azambuja band\cite{11, 33}, which is also verified by our calculation here. Among the three $^3\Pi_u$ states in this region, the $e^3\Pi_g$ state was discovered early\cite{34, 35}. The $3^3\Pi_g$ and $4^3\Pi_g$ states were found recently with the aid of theoretical calculations\cite{8, 9}. Experiments involving the quintet states are more challenging because the transition to quintet states from singlet or triplet states are forbidden. Bornhauser et al. used perturbation-facilitated optical-optical double resonance spectroscopy to observe the first transition ($1^5\Pi_u - 1^5\Pi_g$) between quintet states\cite{36}. Another two singlet states $E^1\Sigma_g^+$ and $1^1\Delta_u$ lie in the UV region. The $E^1\Sigma_g^+$ state was detected through the $E^1\Sigma_g^+-A^1\Pi_u$ band\cite{37}, and the $1^1\Delta_u$ state through in the $1^1\Delta_u - B^1\Delta_g$ and the two photon $1^1\Delta_u - A^1\Pi_u$ bands using resonance-enhanced multiphoton ionization (REMPI) spectroscopy\cite{38, 39}. 
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In interstellar space, C$_2$ was first detected in absorption through the (1-0) band of the Phillips A − X system in the diffuse interstellar medium (ISM) toward Cyg OB2 No. 12[40], and has since been observed in a wide variety of diffuse cloud sources[4, 41, 42]. Because rotational emission is forbidden, the rotational levels of C$_2$ are metastable and their relative populations are used as a tracer for the local gas kinetic temperature[43]. At the low temperatures of diffuse clouds C$_2$ is unreactive with both H and H$_2$, and photodissociation is suggested to be its key destruction pathway[44]. Among the states above the dissociation limit shown in Fig. 1 only the $F^1\Pi_u$ state is accessible from the ground $X^1\Sigma_g^+$ state, and because all C$_2$ in diffuse clouds is expected to be in the ground $X^1\Sigma_g^+$ state, the $F^1\Pi_u$ state is especially important for understanding the chemistry of C$_2$ in astronomical environments. In 2017, Welsh et al. found that the $v = 12$ level of the $e^3\Pi_g$ state has a reduced lifetime due to predissociation[10]. Later, the photodissociation of C$_2$ through the $e^3\Pi_g$ state at high vibrational levels was directly observed in a velocity-map imaging experiment[23]. This process is predicted to be important for cometary C$_2$ photodissociation. However, the transition from the ground $X^1\Sigma_g^+$ state to the $e^3\Pi_g$ state is forbidden, thus the predissociation through $e^3\Pi_g$ is not likely to be a significant route to C$_2$ photodissociation in the ISM.

To date, the only laboratory spectroscopy of the $F − X$ transition was by Herzberg, Lagerqvist, and Malmberg[45], where the $f^3\Sigma_g^- − a^3\Pi_u$, and $g^3\Delta_g − a^3\Pi_u$ bands were also detected in the 130–145 nm wavelength region. The derived spectroscopic constants suggested that the three upper states could be described as Rydberg states due to their similarity with those of low-lying electronic states of C$_2^+$. The $F − X$ transition has also been detected in ultraviolet spectra of several diffuse cloud lines of sight, yet a number of discrepancies in line positions and transition intensities remain unresolved[4, 28, 42, 46]. Linewidths of transitions involving individual levels of the $F − X$ system are found to be broadened, confirming that the $F$ state has a lifetime of only $\sim$6 ps likely due to predissociation[28].

From a theoretical standpoint, the most comprehensive treatment of C$_2$ states in the 7–10 eV region is a 2001 multireference configuration interaction (MRCI) study by Bruna and Grein[47]. Focusing specifically on the $F$ state, they found that it is well-described as a 3s Rydberg state that correlates to the $1^2\Pi_u$ state of C$_2^+$; i.e., the configuration is $\sigma_u^2\pi_u^3s$ or $[^2\Pi_u, 3s]$. The (0,0) band within the Herzberg $F − X$ system was calculated to have an oscillator strength $f_{00} = 0.098$, which was in good agreement with a value of $f_{00} = 0.10 \pm 0.01$ inferred from astronomical observations[42]. This oscillator strength is calculated to be the largest among all known elec-
tronic transitions of C$_2$, being larger by nearly a factor of 2 compared with the $D - X$ Mulliken system. The adiabatic potential energy curve (PEC) of the $F^1\Pi_u$ state features non-adiabatic interactions with the $3^1\Pi_u$ and $4^1\Pi_u$ states which cause it to support only three bound vibrational levels, two of which have been observed in astronomical spectra [28]. Bruna and Grein estimated a radiative lifetime of $\sim 3$ ns for the $F^1\Pi_u$ state, which is much longer than the inferred lifetime from the aforementioned linewidth measurements [47]. However, they did not explore potential predissociation mechanisms. Also, their calculation only included excited states which can be reached via absorption from either the $X^1\Sigma^+_g$ or the $a^3\Pi_u$ states. The $3^3\Sigma^+_u$ and $3^3\Sigma^-_u$ states were not investigated, although those states can be involved in predissociation of the $F$ state through spin-orbit couplings.

Estimates of the photodissociation cross section of C$_2$ in the Leiden photodissociation and photoionization database [48] are based on MRCI calculations from the mid-1980s [49]. Despite great efforts, their computations were severely limited by available computational power at the time. The calculated electronic energy $T_e$ of the $F^1\Pi_u$ state was too large by $\sim 0.8$ eV and the calculated oscillator strength for the origin band was only $f_{00} = 0.02$, in considerable disagreement with more recent estimates. These discrepancies, together with the many new astronomical observations since the theoretical research carried by Bruna and Grein [47], call for a new detailed high-level quantum chemical study, which may improve the estimated photodissociation cross sections and also predict new bands and states that may be targets for further experiments.

Recently, we have investigated the photodissociation of CS through high-energy Rydberg states using $ab$ initio MRCI methods with a reference space generated by the complete active space self-consistent field (CASSCF) technique [50]. By including several Rydberg molecular orbitals into the active space of the CASSCF reference and adding extra diffuse functions to the basis set, the adiabatic PECs of several Rydberg states were obtained successfully. Photodissociation cross sections were then derived by constructing a coupled system of diabatized states, including non-adiabatic and spin-orbit couplings, and solving the coupled-channel radial Schrödinger equation.

Here, we employ similar methods to study the photodissociation of C$_2$ with a particular focus on the $F^1\Pi_u$ state and the $F - X$ electronic transition. To this end, we have computed the PECs of 57 electronic states, and we explore their potential interactions involving the $F$ state. Compared to the only two previous theoretical studies of the $F^1\Pi_u$ state [47, 49], we use a higher-level computational method and a larger basis set. Moreover, we carry out a detailed investigation of the predissociative nature of the $F^1\Pi_u$ state. The paper is organized as follows. Details of
our theoretical methods are introduced in Section II. The results from ab initio calculations are presented in Section III followed by a discussion of the coupled-channel model and computed photodissociation cross sections and rates in Section IV. Finally, a summary of work and future perspectives are given in Section V.

II. THEORY AND CALCULATIONS

A. Ab initio calculation

Electronic structure calculations were performed using the MOLPRO 2019.1 quantum chemistry software package[51, 52]. Initial electronic states were calculated by the dynamically weighted state-averaged complete active space self-consistent field (DW-SA-CASSCF) method, yielding optimized MOs and configuration state functions[53, 54]. Dynamic electron correlation was then treated by use of internally contracted multireference configuration interaction with single and double excitations from a subset of the DW-SA-CASSCF optimized configurations, and the Davidson correction was included in the energy calculations (MRCI+Q)[55–57]. PECs were generated from a total of 268 single point calculations spanning internuclear distances from 0.8 Å to 15.0 Å. In the bonding region, the points were typically spaced by 0.005 Å, but in some areas near avoided crossings a smaller grid spacing of 0.001 Å or 0.002 Å was employed.

The full point group of C$_2$ is D$_{ooh}$, which cannot be calculated directly in MOLPRO. Calculations are done at D$_{2h}$ symmetry, which is the largest Abelian subgroup of D$_{ooh}$. The irreducible representations of D$_{ooh}$ up to $\Delta$ map onto those of D$_{2h}$ as follows:

\[
\begin{align*}
\Sigma^+_g \rightarrow & A_g, & \Sigma^+_u \rightarrow & B_{1u} \\
\Sigma^-_g \rightarrow & B_{1g}, & \Sigma^-_u \rightarrow & A_u \\
\Pi^+_g \rightarrow & (B_{2g}, B_{3g}), & \Pi^-_u \rightarrow & (B_{3u}, B_{2u}) \\
\Delta^+_g \rightarrow & (A_g, B_{1g}), & \Delta^-_u \rightarrow & (B_{1u}, A_u)
\end{align*}
\]

(1)

Here, when referring to the number of orbitals or states of each symmetry in D$_{2h}$, we will list them in the order ($a_g, b_{3u}, b_{2u}, b_{1g}, b_{1u}, b_{2g}, b_{3g}, a_u$) consistent with the MOLPRO convention.

For these calculations, Dunning’s augmented correlation consistent polarized valence quintuple-zeta Gaussian basis set (aug-cc-pV5Z or aV5Z)[58, 59] was used with the addition of 2 additional s-type and 2 additional p-type diffuse atomic orbitals per atom. The final basis set we used can therefore be designated as aug-cc-pV5Z-2s2p or aV5Z-2s2p. The extra orbitals had expo-
nents of 0.01576 and 0.006304 for s-type orbitals and 0.01088 and 0.004352 for p-type ones, and were generated by the even tempered method with ratio of a 2.5 from the smallest exponents of the existing basis. As discussed later, the additional diffuse functions are important for obtaining accurate electronic energies for Rydberg states. In total, the basis set comprises 270 orbitals, with (50,33,33,19,50,33,33,19) symmetry-adapted functions in $D_{2h}$. Tests were also performed using additional Dunning’s augmented core-valence basis sets aug-cc-pCV5Z and aug-cc-pCV6Z,[58,59] as expected, for Rydberg states these basis sets had minimal effect on the calculated energy but increased the calculation time by a factor of about 2.5.

The choice of active space is critical for excited state calculations. For the ground state and low-lying electronic states, use of the valence MOs as the active space is generally sufficient, but a more careful selection must be made for high-energy and Rydberg states. As mentioned previously, the experimental spectroscopy[45] and earlier theoretical calculations[47] have shown that the $F$ state is a Rydberg state with the configuration $\sigma_u^2\pi_u^33s[1^2\Pi_u,3s]$, suggesting that inclusion of the $4a_g$ orbital into the active space is necessary for accurate treatment of static electron correlation in the $F$ state (see Figure 2). After exploratory calculations, we also added the $5a_g$, $6a_g$, and $7a_g$ MOs into the active space to achieve smooth PECs over the entire range of internuclear distances. Our final CAS (8,12) active space contains 12 total MOs (7,1,1,0,3,1,1,0) and 8 valence electrons; the lowest two core MOs (1,0,0,0,1,0,0,0) are closed and doubly-occupied. Rydberg states with $3s$, $3d$, and potentially $4s$ Rydberg orbitals are able to be well calculated in our study, while any Rydberg states with a $3p$ Rydberg orbital are absent in our results. Though it is possible for states with $3p$ Rydberg orbitals to be $1\Sigma_u^+$ or $1\Pi_u$ states, near the equilibrium geometry of the $F$ $1\Pi_u$ state they are unlikely to contribute to the electronic character owing to their higher energies.

The DW-SA-CASSCF procedure was used to optimize the orbital shapes and establish the reference functions for the subsequent MRCI+Q calculations. SA-CASSCF involves optimizing orbitals by minimizing the average energy of a set of electronic states with a specified spin multiplicity and symmetry, and has been found to yield smooth PECs for both the ground electronic state and excited states at the same time. For internuclear distances below 3.2 Å, (15,10,10,7,5,6,6,4), (8,13,13,11,14,9,9,12), and (3,1,1,4,1,3,3,3) singlet, triplet, and quintet states were averaged, respectively, and for larger internuclear distances, (11,5,5,5,3,5,5,5), (4,7,7,6,7,7,7,6), and (4,2,2,1,1,2,2,1) states were averaged. The set of states for internuclear distance larger than 3.0 Å correspond to the 6 atomic limits $^3P + ^3P$ (defined as $E$=0), $^3P + ^1D$, $^1D + ^1D$, $^3P + ^1S$, $^1D + ^1S$, $^3P + ^5S$ ($E$=0.154 Hartree). The diabatic F state converges to the $^3P + ^3P^o$ limit theoretically, which lies
FIG. 2. Molecular orbitals (MOs) in the active space of C$_2$ optimized at $R=1.25$ Å, plotted with isosurface value 0.01. The MOs are generated by a DW-SA-CASSCF calculation with details described in the text except that h-type orbitals are removed from the basis set.

at $E=0.275$ Hartree. The selection of states at shorter internuclear distance depends on the SA-MCSCF energy at $R=1.25$ Å. All states with an energy within 0.50 Hartree (91.2 nm, 13.6 eV) of the ground X state are included. For states with $^1\Sigma_g^+$, $^1\Pi_u$, $^3\Sigma_u^+$, $^3\Sigma_u^-$ and $^3\Pi_u$ symmetry, the thresholds are set to 0.60 Hartree. The calculations around 3.2 Å using both sets of averaged states differ by only $\sim 10$ cm$^{-1}$. After including such a large number of states in the SA-CASSCF
calculation, the ground electronic state may not be well-optimized if all states have equal weights in the optimization process. In the dynamically weighted state-averaged method\cite{60}, the weight for each desired state $W(x)$ varies dynamically based on the formula:

$$W(x) = \text{sech}^2(\beta(E_x - E_0)),$$

(2)

where $E_x$ and $E_0$ are the energy of each desired state and ground state, and $\beta$ is a parameter to control how fast the weight decreases as the energy increases. DW-SA-CASSCF has been applied in several quantum chemical calculations involving excited states\cite{61, 62}. Here, we choose $\beta = 3.0 \text{ Hartree}^{-1}$; an excited state at 75,000 cm$^{-1}$ therefore has a weight of about 40% compared to the ground state. We did not find a significant difference from using dynamic weighting versus averaged weighting at the equilibrium configuration, as both methods yield similar sets of MOs and reference states for the following MRCI calculations. At the equilibrium geometry, the relative MRCI+Q energy differences between the two are of the order of $10^{-4}$ to $10^{-3}$ Hartree. The DW-SA-CASSCF MOs at an internuclear distance of 1.25 Å are shown in Figure 2. As the internuclear distance increases, the shapes and energy ordering of the MOs change significantly.

The configuration state functions calculated in the DW-SA-CASSCF procedure are used to generate the reference space in the following MRCI+Q calculations. For the calculation of the $^1\Pi_u$ states, there are 4,060 configuration state functions (CSFs) in our reference space. From the reference space, a total of 4,563,905 contracted CSFs formed from 91,843,656 uncontracted CSFs are included in the MRCI calculations. PECs are computed with the Davidson correction added, and the transition dipole moments (TDMs) for allowed transitions from the ground $X$ state are evaluated from the MRCI wavefunctions. Additionally, to study the perturbations and predissociation of the $F^1\Pi_u$ state, spin-orbit couplings (SOCs) and non-adiabatic coupling matrix elements (NACMEs) involving the $F$ states are also calculated using the MRCI wavefunctions. The full Breit-Pauli operator is used to calculate the SOC matrix elements between internal configurations and a mean-field one-electron Fock operator is applied to calculate the contribution of external configurations. The NACMEs are calculated by finite differences of the MRCI wavefunctions at $\Delta R = +0.001$ Å.

To further explore the Rydberg nature of the $F$ state, we calculated PECs for the two lowest $^2\Pi_u$ electronic states of $C_2^+$ using a valence CAS(7,8) active space and the same basis set. Finally, for the ground state and most low-lying excited states, spectroscopic constants, including $T_e$, $\omega_e$, $\omega_e\omega_x$, $B_e$, $D_e$ and $\alpha_e$, were calculated by fitting the rovibrational energy levels derived from a
numerical evaluation of the one-dimensional Schrödinger equation using the DUO package\cite{63}. The dissociation limits $D_e$ are calculated as the energy difference of corresponding atomic limits and the potential well minimum.

### B. Photodissociation cross sections and photodissociation rates

We apply the coupled-channel Schrödinger equation (CSE) technique to study the predissociation mechanics of $C_2$ states, focusing on the $F^1\Pi_u$ state. This method was adapted from scattering theory\cite{64} and has been detailed in previous studies\cite{65, 66}. The CSE method has been used to study the photodissociation of many diatomic molecules, including OH\cite{65}, O$_2$\cite{67, 68}, N$_2$\cite{69}, and S$_2$\cite{70}. In those studies, coupled-channel models of states contributing to predissociation are built using a basis of diabatic states. Then, least-squares fitting programs are used to optimize the model parameters, which include potential energy curves, transition dipole moments and couplings between states, to match the calculated cross sections to experimentally measured cross sections and linewidths. We successfully employed this method, using \textit{ab initio} model parameters computed at the MRCI level to study the predissociation of CS $^1\Sigma^+$ states\cite{50}. In this study, the predissociation diabatic coupled channel model of $C_2$ is built by including PECs of excited states of interest and the appropriate SOC values and non-adiabatic couplings among them. Then the coupled-channel model is solved numerically with the python package PyDiatomic\cite{71} to yield the coupled-channel wavefunctions for the excited states. The total photodissociation cross sections can be calculated by combining the wavefunction for the uncoupled ground state, the coupled-channel wavefunction for the excited states, and the diabatic TDMs. In the photodissociation cross section calculation, it is assumed that the photodissociation efficiency is essentially unity, which means all photoabsorption leads to photodissociation. This assumption can be verified by comparing the predissociation lifetime derived from the calculated linewidth with the spontaneous emission lifetime.

The photodissociation rate of a molecule in a UV radiation field can be calculated as

$$k = \int \sigma(\lambda) I(\lambda) d\lambda$$

(3)

where $\sigma(\lambda)$ is the photodissociation cross section including both direct photodissociation and predissociation and $I(\lambda)$ is the spectral photon flux density (photons s$^{-1}$ cm$^{-2}$ nm$^{-1}$) of the radiation field. We compute the photodissociation rate of $C_2$ from its ground ($X$) state with ($v''$, $J''$) = (0, 0) in the standard interstellar radiation field (ISRF)\cite{72} and several other radiation fields.
III. RESULTS

A. PECs

We have successfully calculated the PECs of 56 states in total, some of which only have PECs available in a specific range of internuclear distances. The PECs of states which will be discussed in depth in this work are shown in Figure 3, while the PECs of other singlet, triplet, and quintet states are shown in Figure 4. To estimate the accuracy of our calculations, a comparison between the calculated spectroscopic constants and a selection of experimental values is shown in Table I. Experimental spectra show abundant perturbations among excited states of C\(_2\), so the polynomial fitted basic spectroscopic constants cannot fully reproduce the experimental spectra. The spectroscopic constants shown here only provide a description of the shapes of calculated adiabatic potential energy curves. We will first discuss experimentally known states, followed by a brief discussion of other states. Quintet states were found to be unimportant for the photodissociation of C\(_2\) in space and will not be considered further here.

The 11 low-lying states of C\(_2\) primarily involve the molecular orbitals \(2\sigma_u\), \(1\pi_u\), and \(3\sigma_g\). Based on the orbital energies calculated at DW-SA-CASSCF at \(R = 1.25\) Å, the \(3\sigma_g\) orbital is only 0.63 eV higher than the \(1\pi_u\) orbitals, while \(1\pi_u\) is about 3.52 eV higher than the \(2\sigma_u\) orbital. Keeping the core \(1\sigma_g\) and \(1\sigma_u\) orbitals, and the first valence orbital \(2\sigma_g\) doubly-occupied, these low lying electronic states arise from configurations with 6 electrons distributed among the \(2\sigma_u\), \(1\pi_u\), and \(3\sigma_g\) orbitals. The 11 states coming from these 6 configurations are listed in Table II. It is well known that the ground \(X\) state of C\(_2\) has a multi-reference nature. The \(2\sigma_u^2 1\pi_u^4 3\sigma_g^0\) in the table is only the dominant configuration around the potential minimum. The other states near the photodissociation threshold, including \(1^1\Delta_u\), \(e^3\Pi_g\), \(3^3\Pi_g\) and \(4^3\Pi_g\), have equilibrium distances much longer than the ground \(X\) state; thus the dominant configurations are more complicated. Few studies have been done on the remaining three excited states. The \(F^1\Pi_u\) state has been suggested as a Rydberg state corresponding to \(1\pi_u \rightarrow 3s\) in several previous studies[47, 49]. Bruna and Grein found that \(f^3\Sigma_g^-\) is a mixed valence-Rydberg state while \(g^3\Delta_g\) is a valence state.

1. Low-lying states

For the low-lying electronic states, thousands of high-resolution rovibronic lines have been recorded. Using those transitions, Chen et al. determined the energy difference between the
FIG. 3. PECs (eV) as a function of internuclear distance (Å) for selected $C_2$ (top) singlet and (bottom) triplet and quintet states, calculated at DW-SA-CASSCF/MRCl+Q with CAS (8,12) active space and aug-cc-pV5Z+2s2p basis set. All experimentally studied states and several other states related to predissociation through the $F^{1}\Pi_u$ state are included.
FIG. 4. PECs (eV) as a function of internuclear distance (Å) for C$_2$ (top) singlet, (middle) triplet, and (bottom) quintet states which are not directly related to predissociation though the $F^1\Pi_u$ state.
TABLE I. Spectroscopic constants for several low-lying and highly excited states in cm$^{-1}$ of C$_2$, along with equilibrium bond lengths in Å and dissociation limits in eV.

| Method | $T_e$ | $\omega_e$ | $\omega_{xe}$ | $\omega_{ye}$ | $B_e$ | $D_e$ | $\alpha_e$ | $r_e$ | $D_e$ |
|--------|-------|------------|---------------|---------------|-------|-------|-------------|-------|-------|
|        | (cm$^{-1}$) | (cm$^{-1}$) | (cm$^{-1}$) | (cm$^{-1}$) | (cm$^{-1}$) | $10^{-6}$ cm$^{-1}$ | (cm$^{-1}$) | (Å) | (eV) |
| $X^1\Sigma_g^+$ This work | 0 | 1844.178 | 12.553 | −0.358 | 1.81281 | 6.944 | 0.02205 | 1.2449 | 6.2707 |
| Expt$^a$ | 0 | 1855.035 | 13.570 | −0.127 | 1.82005 | 6.972 | 0.01790 |       |       |
| $A^1\Pi_u$ This work | 8115.177 | 1594.881 | 11.425 | −0.06 | 1.45411 | 6.306 | 0.01762 | 1.3222 | 5.2873 |
| Expt$^a$ | 8391.406 | 1608.217 | 12.078 | −0.003 | 1.46367 | 6.306 | 0.01681 |       |       |
| $B^1\Delta_g$ This work | 11795.780 | 1398.345 | 11.477 | 0.015 | 1.45411 | 6.306 | 0.01762 | 1.3222 | 5.2873 |
| Expt$^b$ | 12082.343 | 1407.451 | 11.471 | 0.009 | 1.46367 | 6.306 | 0.01681 |       |       |
| $B'^1\Sigma_g^+$ This work | 15083.953 | 1420.360 | −2.306 | −0.413 | 1.47361 | 6.263 | 0.01084 | 1.3808 | 4.4286 |
| Expt$^b$ | 15410.330 | 1420.360 | 1.79367 | 0.0421 | 1.25000 |       |       |       |       |
| $C^1\Pi_g$ This work | 34221.241 | 1762.866 | 1.173 | −7.89 | 1.76747 | 7.092 | 0.05462 | 1.2608 | 2.0506 |
| $D^1\Sigma_u^+$ This work | 43416.653 | 1810.257 | 14.616 | −0.005 | 1.81134 | 7.320 | 0.01949 | 1.2454 | 4.8294 |
| Expt$^c$ | 42315.830 | 1829.905 | 14.089 | 0.001 | 1.83254 | 7.320 | 0.01949 |       |       |
| $E^1\Sigma_g^+$ This work | 55297.535 | 1762.866 | 1.173 | −7.89 | 1.76747 | 7.092 | 0.05462 | 1.2608 | 2.0506 |
| Expt$^d$ | 56842.617 | 1089.398 | −14.306 | −7.302 | 1.35977 | 8.439 | 0.06309 | 1.2570 | 1.9187 |
| $1^1\Delta_u$ This work | 56842.617 | 1089.398 | −14.306 | −7.302 | 1.35977 | 8.439 | 0.06309 |       |       |
| $a^3\Pi_u$ This work | 581.232 | 1629.966 | 11.693 | 0.001 | 1.62586 | 6.425 | 0.01726 | 1.3146 | 6.2253 |
| Expt$^e$ | 720.008 | 1641.326 | 11.649 | −0.002 | 1.63231 | 6.448 | 0.01654 |       |       |
| $b^3\Sigma_g^+$ This work | 6211.833 | 1459.059 | 10.865 | −0.018 | 1.49223 | 6.205 | 0.01674 | 1.3722 | 5.5225 |
| Expt$^e$ | 6439.083 | 1470.365 | 11.135 | 0.010 | 1.49866 | 6.221 | 0.01629 |       |       |
| $c^3\Sigma_u^+$ This work | 9466.486 | 2048.183 | 12.414 | −0.328 | 1.91621 | 6.736 | 0.02005 | 1.2109 | 5.1102 |
| Expt$^f$ | 8662.925 | 2061.940 | 14.836 | 1.9319 | 6.448 |       |       |       |       |
| $d^3\Pi_g$ This work | 20207.845 | 1766.732 | 12.560 | −1.117 | 1.74613 | 6.777 | 0.02988 | 1.2685 | 3.7920 |
| $e^3\Pi_g$ This work | 40142.394 | 1100.606 | 29.400 | 0.771 | 1.18297 | 5.737 | 0.02163 | 1.5411 | 2.5459 |
| $3^3\Pi_g$ This work | 47149.632 | 1319.834 | 79.582 | 3.777 | 1.20085 | 4.665 | 0.02861 | 1.5296 | 1.7079 |
| $4^3\Pi_g$ This work | 51691.940 | 1226.038 | −12.212 | −1.721 | 1.13718 | 3.863 | 0.07995 | 1.5718 | 1.1315 |

1$^5\Pi_g$ This work | 29981.496 | 963.787 | −6.245 | −0.196 | 1.14275 | 6.414 | 0.01592 | 1.5680 | 2.5875 |

|        |       |       |       |       |       |       |       |       |       |
| a. Ref. [27] | b. Ref. [24] | c. Ref. [27] | d. Ref. [37] | e. Ref. [16] | f. $V_{00}$ from $a^3\Pi_u$ state |
TABLE II. The configurations with $2\sigma_u 1\pi_u 3\sigma_g$ orbitals and their corresponding electronic states

| configuration          | electronic state |
|------------------------|------------------|
| $2\sigma_u^2 1\pi_u^4 3\sigma_g^0$ | $X^1\Sigma_g^+$ |
| $2\sigma_u^2 1\pi_u^2 3\sigma_g^1$ | $a^1\Pi_u$, $a^3\Pi_u$ |
| $2\sigma_u^2 1\pi_u^2 3\sigma_g^2$ | $B^1\Delta_g$, $B'^1\Sigma_g^+$, $b^3\Sigma_g^-$ |
| $2\sigma_u^2 1\pi_u^4 3\sigma_g^1$ | $D^1\Sigma_u^+$, $c^3\Sigma_u^+$ |
| $2\sigma_u^2 1\pi_u^2 3\sigma_g^2$ | $C^1\Pi_g$, $d^3\Pi_g$ |
| $2\sigma_u^0 1\pi_u^4 3\sigma_g^2$ | $E^1\Sigma_g^+$ |

ground $X^1\Sigma_g^+$ and $a^3\Pi_u$ states to be 720.008(2) cm$^{-1}$ and derived updated spectroscopic constants for $X^1\Sigma_g^+$, $A^1\Pi_u$, $a^3\Pi_u$ and $b^3\Sigma_g^-$ states[73]. Because our calculation averages many electronic states in the CASSCF procedure to treat high-energy states, it is reasonable that the accuracy for low-lying states is diminished relative to calculations focusing only on those states. Nevertheless, our calculation still shows good agreement with the available experimental data. The $X$ state is deeply bound with a dissociation limit $D_e$ 6.2707eV. The calculated vibrational constant $\omega_e$ is 1844.178 cm$^{-1}$, which is about 11 cm$^{-1}$ smaller than the experimental value. The $a^3\Pi_u$ state is only 581.232 cm$^{-1}$ higher than the ground $X$ state in our calculation, which is about 140 cm$^{-1}$ smaller than the experimental value derived[73]. Despite the electronic energy difference, the harmonic vibrational constants of the $X^1\Sigma_g^+$ and $a^3\Pi_u$ states calculated by our method are quite close to the experimental values.

The singlet states $A^1\Pi_u$, $B^1\Delta_g$, and $B'^1\Sigma_g^+$ have deep potential wells and converge to the $^3P + ^3P$ atomic limit. Compared with their recently updated spectroscopic constants[73, 74], the $T_e$ values of these three states have been underestimated by our calculation by $\sim$300-500 cm$^{-1}$, while the vibrational constants are similar ($|\Delta\omega_e| < 15$ cm$^{-1}$). Another three singlet states $C^1\Pi_g$, $D^1\Sigma_u^+$, and $E^1\Sigma_g^+$ involve exciting electrons from the $2\sigma_u$ orbital to the $1\pi_u$ and $3\sigma_g$ orbitals. All have a potential minimum near $R = 1.25$ Å, similar to the ground $X^1\Sigma_g^+$ state, and much smaller than those of $A,B$, and $B'$ states, which are beyond 1.3 Å. Because the $2\sigma_u$ orbital is an anti-bonding orbital, removing electrons would not be expected to decrease the bond order nor weaken the bond strength significantly. For similar reasons, the vibrational constants of these three states are significantly larger than those of $A,B$, and $B'$ states. The $C^1\Pi_g$ state has a notable avoided crossing with $2^1\Pi_g$, which has been well described by a diabatic valence-hole model. [33] The adiabatic
$D^1\Sigma_u^+$ state has an avoided crossing with the adiabatic $2^1\Sigma_u^+$ state at $R = 1.75\ \text{Å}$. From the shape of the two adiabatic curves, the diabatic $2^1\Sigma_u^+$ state in this region has a potential well around $R = 1.90\ \text{Å}$, which is very close to the avoided crossing point. The large difference in equilibrium bond length between this adiabatic state and the ground $X^1\Sigma_g^+$ state indicates the Franck-Condon factors for the vibronic transitions between them would likely be too low to play an important role in the photodissociation of $C_2$.

The triplet states $b^3\Sigma_g^-$, $c^3\Sigma_u^+$, and $d^3\Pi_g$ have lower electronic energies compared with singlet states with similar configurations but different multiplicities. For example, $d^3\Pi_g$ is about 23000 cm$^{-1}$ lower than $C^1\Pi_g$, but they have similar $r_e$ and $\omega_e$ values with differences $\Delta r_e = 0.008\ \text{Å}$ and $\Delta \omega_e = 4\ \text{cm}^{-1}$.

Compared with experimental values, our theoretical $\omega_e$ values are consistently underestimated by about 10 cm$^{-1}$ or more. Including core-valence correlation has been shown to reduce the differences, as demonstrated by a previous theoretical study on low lying states of $C_2$. [21]

2. $^1\Pi_u$ states

Here, we will focus on $^1\Pi_u$ states here because these states are directly related to the photodissociation of $C_2$. The $A^1\Pi_u$ state lies only about 1 eV above the ground $X$ state. Our calculated $T_e$ is 8115.177 cm$^{-1}$, which is a bit smaller than the experimental value 8391.406 cm$^{-1}$[73]. Our calculated vibrational constant 1594.881 cm$^{-1}$ shows good agreement with the experimental value of 1608.217 cm$^{-1}$. The calculated $2^1\Pi_u$ state has a double well structure, with an inner well located at $1.32\ \text{Å}$ and an outer shallow well located at 2.25 Å. The dominant configuration of the $2^1\Pi_u$ state at 1.32Å is $2\sigma_g^2 2\sigma_u^2 1\pi_u^3 4\sigma_g$. This inner potential well of $2^1\Pi_u$ corresponds to the experimental $F^1\Pi_u$ state which was first discovered by Herzberg, Lagerqvist, and Malmberg[45]. Our calculation agrees that the $F^1\Pi_u$ state in this region is a Rydberg state with configuration $\sigma_u^2 \pi_u^3 3s$ or $[^2\Pi_u, 3s]$. Then, the $2^1\Pi_u$ state has an avoided crossing with the $3^1\Pi_u$ state at 1.47 Å. The electronic structure of the outer potential well is more complicated and unable to be represented by just one primary configuration. A similar double-well structure has also been reported[47]. Hereafter, the $2^1\Pi_u$ and $F^1\Pi_u$ labels are used interchangeably to refer to the Herzberg $F$ state. The PECs of $^1\Pi_u$ states at energies higher than the $F$ state contain frequent avoided crossings all over the internuclear distance range, with segments corresponding to different bound or non-bound states. From the PECs, at least another two bound states can be recognized. The first bound state contains
these main segments built from $3^1\Pi_u$ at $R<1.3\ \text{Å}$, $4^1\Pi_u$ from 1.3 to 1.4 Å, and $5^1\Pi_u$ from 1.4 to 1.5 Å. The dominant configuration of this state is $2\sigma_g^2 2\sigma_u^2 1\pi_u^3 5\sigma_g$. The other bound $^1\Pi_u$ state has the potential well of the $4^1\Pi_u$ state at 1.5 Å.

3. Other triplet states

$^3\Pi_u$ states are also important in $C_2$ photodissociation because they have spin-orbit couplings with $^1\Pi_u$ states. No $^3\Pi_u$ other than the $a^3\Pi_u$ state have been studied by experiments so far. The PECs of the 2-5 $^3\Pi_u$ states were previously calculated and discussed[47]. Our calculation shows some substantial differences. In our calculation, the $2^3\Pi_u$ state is repulsive with avoided crossings with $3^3\Pi_u$ at $R = 1.235$ and 1.98 Å. The latter avoided crossing has an energy gap of 0.2 eV, indicating a strong non-adiabatic coupling. An almost flat shape is observed in the PEC from 1.5-2.0 Å. Both the $3^3\Pi_u$ and $4^3\Pi_u$ states have a deep potential well at $R = 1.32$ Å and have a barrier at larger distance. The $4^3\Pi_u$ state has obvious discontinuities at $R = 1.40$ and 1.69 Å, indicating some potential avoided crossings are not calculated correctly in our study. Those corresponding states may not be well described by our active space. For the same reason, the $5^3\Pi_u$ state calculated and shown here is likely inaccurate.

4. Other singlet states

The calculated PEC of the $E^1\Sigma_g^+$ state has a well defined Morse potential shape with an equilibrium distance 1.26 Å. Although the $T_e$ of the $E^1\Sigma_g^+$ state is about 55000 cm$^{-1}$ higher than the ground state, no avoided crossings are observed since the fourth $^1\Sigma_g^+$ state is at least 20000 cm$^{-1}$ higher still. This state has been detected through the $E^1\Sigma_g^+ - A^1\Pi_u$ bands twice previously[26, 37]. The calculated $E - A$ (0-0) transition energy is 47216.70 cm$^{-1}$, which is about 548 cm$^{-1}$ above the experimental value of 46668.3 cm$^{-1}$[37]. The calculated vibrational constant is only 8 cm$^{-1}$ smaller than the experimental value.

The last state shown in Figure 3 is $1^1\Delta_u$, which has been only studied experimentally by Goodwin et al.[38, 39]. The calculated PEC of the $1^1\Delta_u$ state has a potential minimum at 1.436 Å, which matches the experimental value exactly. The calculated $T_e$ in this work is about 878 cm$^{-1}$ higher than the experimental value of 57720 cm$^{-1}$, while the $\omega_e$ in our work is about 60 cm$^{-1}$ smaller than the experimental value of 1150 cm$^{-1}$. In the PEC, a slight bending is observed around 1.75 Å,
indicating a strong adiabatic interaction with the $2^1 \Delta_u$ state (shown in Figure 4) with a coupling estimated as 0.3 eV. By constructing a diabatic $1^1 \Delta_u$ state from the adiabatic PECs, the resultant $\omega_e$ value would be expected to lie much closer to experimental one.

B. Important electronic transitions and their TDMs

The selection rules for electronic transitions between homonuclear diatomic atoms in Hund’s case (a) and (b) are:
\[
\Delta \Lambda = 0, \pm 1; \quad \Delta S = 0; \quad + \leftrightarrow -; \quad g \leftrightarrow u \quad (4)
\]
To study the photodissociation of C$_2$, we need to consider not only the absorption from the ground state to available excited states, but also the spontaneous emission from the excited states which may decrease their lifetime and compete with predissociation. Among all states discussed so far, only those with $1^1 \Sigma^+_u$ and $1^1 \Pi_u$ symmetry can be directly excited from the ground $X^1 \Sigma^+_g$ state. The $1^1 \Sigma^+_u$ excited states can relax to $1^1 \Pi_g$ and $1^1 \Sigma^+_g$ states by spontaneous emission, while the $1^1 \Pi_u$ states can relax to $1^1 \Sigma^+_g$, $1^1 \Sigma^+_g$, $1^1 \Pi_g$, and $1^1 \Delta_g$ states. For example, the $F^1 \Pi_u$ state is able to relax to $X^1 \Sigma^+_g$, $B'^1 \Sigma^+_g$, $E^1 \Sigma^+_g$, $C^1 \Pi_g$, $2^1 \Pi_g$, $3^1 \Pi_g$, and $B^1 \Delta_g$ states. Calculated TDMs for transitions relevant for C$_2$ photodissociation are shown in Figure 5 and Figure 6. All the TDMs shown here are phase corrected manually. It is well known that TDMs calculated by MOLPRO are in random phases at different internuclear distances; thus a manual correction needs to be done to assign the correct phases for the TDMs.

As previously discussed, two $1^1 \Sigma^+_u$ states are calculated here, $D^1 \Sigma^+_u$ and $2^1 \Sigma^+_u$. Although the $v \geq 5$ vibrational levels of $D^1 \Sigma^+_u$ state are calculated to lie above the photodissociation threshold, transitions from the ground $X^1 \Sigma^+_g (v = 0)$ state are expected to have small Franck-Condon factors, and the corresponding bands have never been detected experimentally. The calculated $2^1 \Sigma^+_u$ shows a double-well structure. The potential well at $R = 1.73$ Å arises from the avoided crossing with the $D^1 \Sigma^+_u$ state. The potential barrier at $R = 1.35$ Å, which is only about 0.042 eV above the potential well at $R = 1.31$ Å, is from the avoided crossing with another higher energy state which is not included in the calculation. As shown in Figure 7, the dominant configuration of the adiabatic $2^1 \Sigma^+_u$ state changes smoothly from Rydberg $(2\sigma^2_g 2\sigma^4_u 1\pi^4_g 4\sigma^4_u)$ to valence $(2\sigma^2_g 2\sigma^2_u 1\pi^4_u 3\sigma^2_g 1\pi^4_g)$ character though this avoided crossing. The TDM for the $X^1 \Sigma^+_g - 2^1 \Sigma^+_u$ transition shown in Figure 5 (right) is quite large around $R = 1.25$ Å. Therefore, it is expected that a strong absorption peak around 10.7 eV (116 nm) can be observed, and could give rise to predissociation through the
FIG. 5. TDMs for transitions of C$_2$ from the $X^1\Sigma_g^+$ state to (left) $^1\Pi_u$ and (right) $^1\Sigma_u^+$ states in atomic units. Phases are manually corrected.

FIG. 6. TDMs for transitions of C$_2$ from the $F^1\Pi_u$ state to lower states. Phases are manually corrected.

nonadiabatic coupling with lower diabatic $^1\Sigma_u^+$ states. However, the experimental spectrum only covers 130-145 nm[45] and the electronic states calculated previously only covers 7-10 eV[47]. This $^1\Sigma_u^+$ state has not been reported by any previous studies, to the authors’ knowledge. Unfortunately, the PEC of the $^3\Sigma_u^+$ state needed to construct a complete diabatic model of $^2\Sigma_u^+$ is not calculated in this work, and thus a complete study on its absorption and dissociation is not carried out here.

Five $^1\Pi_u$ states are calculated in this work. Besides $^1\Pi_u$, all are above the photodissociation threshold. As shown in Figure 5(left), the TDM of the $F^1\Pi_u - X^1\Sigma_g^+$ transition is about 0.6 $ea_0$ around $R = 1.245 \text{ \AA}$, which is the equilibrium distance of the ground X state. The TDM from the
FIG. 7. MRCI+Q PECs (middle) of the $2^1\Sigma_u^+$ and $D^1\Sigma_u^+$ states, with the coefficients of the most important electron configurations in the MRCI wavefunctions of $2^1\Sigma_u^+$ (top) and $D^1\Sigma_u^+$ (bottom). The same configuration is shown in same color between states.

Ground $X$ state to the diabatic state which can be constructed from the $3^1\Pi_u$, $4^1\Pi_u$, and $5^1\Pi_u$ states is about $0.27$ $ea_0$ at $R = 1.245$ Å. The TDMs of transitions from $F^1\Pi_u$ to lower states are shown in Figure 6. Around $R = 1.245$ Å, besides $F^1\Pi_u - X^1\Sigma_u^+$, only the $F^1\Pi_u - B^1\Delta_g$ transition has a modest TDM of about $0.35$ $ea_0$. It can be expected that the spontaneous emissions from the $F^1\Pi_u$ state to other states is insignificant.

IV. DISCUSSION

A. Comparison With Previous Studies

Abundant comparisons with experimental spectroscopic constants are already presented above. To provide an better estimation of accuracy of the calculated PECs, we compare our results for the $D^1\Sigma_u^+$ state and several $^3\Pi_g$ states with previous studies.
As discussed in the Introduction, the $D^1\Sigma_u^+ - X^1\Sigma_g^+$ Mulliken bands have been studied in several experiments previously. In short, the $v = 0 - 4$ levels were recorded through the $D-X$ $\Delta v = 0$ bands in the 20th century [25] and more recently, the $D^1\Sigma_u^+$ $v = 4 - 11$ levels were observed through $\Delta v = 2$ bands [27]. A comparison between our results and these two previous experiments is shown in Table III. The energy difference from $v = 0$ to $v = 11$ is about 18000 cm$^{-1}$. Over this broad energy range, the difference between the calculated and the experimental $T_v$ values ($\Delta T_v = T_v^{\text{exp}} - T_v^{\text{theory}}$) ranges from $\Delta T_0 = -171$ cm$^{-1}$ to $\Delta T_{11} = 103$ cm$^{-1}$. Our calculated $B_v$ values are consistently 0.02 cm$^{-1}$ smaller than experimental values, indicating that the calculated $r_e$ in Table II is slightly too large. The oscillator strength $f_{00}$ is calculated to be 0.05242, which is in good agreement with the experimental value 0.055$\pm$0.006, measured in 1969 [75]. For comparison, an MRCI/aug-cc-pV6Z calculation including relativistic corrections reported $f_{00}$ as 0.05346 [20].

The $e^3\Pi_g$ state was first studied through the $e-a$ transition and then through the $e-c$
FIG. 8. Comparison of $^3\Pi_g$ PECs calculated at CASSCF(8,8)-MRCI/aug-cc-pV6Z+Dav+CV+Rel[9] with the present DW-SA-CASSCF(8,12)-MRCI+Q/aug-cc-pV5Z+2s2p calculations (this work). The $T_e$ value of the $d^3\Pi_g$ state is set to 0 for both calculations.

transition[34, 76]. The $V_{00}$ energy for the $e - a$ transition is 39296.5 cm$^{-1}$, which is about 500 cm$^{-1}$ lower than the value reported[34]. With the aid of $ab$ $initio$ calculations, two new $^3\Pi_g$ states: $3^3\Pi_g$ and $4^3\Pi_g$, were found experimentally[8, 9]. Their calculated and experimental energy levels indicate a strong vibronic interaction between these two electronic states. Figure 8 shows a comparison between the PECs of several $^3\Pi_g$ states calculated in their work and this work. The electronic energies of these states are close at short internuclear distances $R < 1.4$ Å, while the differences increase to about 1200 cm$^{-1}$ around $R \approx 2.2$ Å. Despite the differences in energy, the shapes of these PECs match well with one another, suggesting that our calculation has good accuracy up to an energy of 40000 cm$^{-1}$ ($\sim 5$ eV) even though a slightly smaller basis set is used in this work.

In summary, based on the results shown here, we have confidence that our calculated PECs have high accuracy in the valence distance range ($R < 1.5$ Å). As long as the states are qualititively calculated correctly, the errors in electronic energies should be on the order of 1000 cm$^{-1}$ and the errors in vibrational frequencies are likely on the order of 20 cm$^{-1}$.
B. Perturbations and Predissociation of $F^1\Pi_u$ state

The CSE method is applied to study the photodissociation of $C_2$ in this work. Diabatic states are more convenient to use as an electronic state basis in the coupled-channel model. Building the coupled-channel model essentially involves building an interaction matrix $V(R)$ whose diagonal elements are selected PECs of diabatic electronic states and whose off-diagonal elements are couplings among them, including electrostatic couplings and SOCs.

The first step is to build diabatic PECs of $1\Pi_u$ states from adiabatic ones. The NACMEs between excited $1\Pi_u$ states are shown in Figure 9, along with the PECs of these states. Although it is possible to construct diabatic PECs by applying a unitary adiabatic-to-diabatic transformation (ADT) which can be calculated mathematically from NACMEs, the frequent nonadiabatic couplings among the $1\Pi_u$ states makes such a transformation challenging\cite{77}. Thus, the NACMEs are only used as a guide to identify where interactions occur.

As previously discussed, $F^1\Pi_u$ is a Rydberg state with the configuration $[^2\Pi_u, 3s]$, and so it is expected to have a PEC shape similar to that of the $C_2^+ \Pi_u$ state. The MRCI+Q PECs of the two lowest $^2\Pi_u$ electronic states of $C_2^+$ are shown in Figure 10 (left). The PEC of the $^2\Pi_u$ state is slightly bent around $R = 1.6 \text{ Å}$, indicating it has a nonadiabatic coupling with the $^2\Pi_u$ state. The potential energy well of the $^2\Pi_u$ state at $R = 1.52 \text{ Å}$ is from this nonadiabatic coupling, instead of an actual potential minimum. This can be verified by the calculated NACMEs, which show a broad and smooth peak centered at $R = 1.6\text{Å}$. Since this is a simple two-state system, a unitary ADT is used to diabatize these two states. We shifted the diabatic PECs of the $^2\Pi_u$ and $^2\Pi_u$ states to make the PEC of adiabatic $^2\Pi_u$ state overlap with the $F^1\Pi_u$ state of $C_2$, as shown in Figure 10 (right). The PEC of the shifted diabatic $C_2^+ \Pi_u$ state follow the PECs of $C_2^+ \Pi_u$ states closely\cite{77}. Thus, we use the the shifted PEC of $C_2^+ \Pi_u$ state to represent the $C_2^+ F^1\Pi_u$ state. Then, we connect the PECs of $4^1\Pi_u$ ($R < 1.26 \text{ Å}$), $3^1\Pi_u$ ($1.26 < R < 1.47 \text{ Å}$), and $F^1\Pi_u$ ($R > 1.47 \text{ Å}$) to build the PEC for a repulsive diabatic $3^1\Pi_u$ state. The electrostatic interaction between these two diabatic states is estimated by half of the energy difference at $R = 1.475 \text{ Å}$ as 0.015 eV (120 cm$^{-1}$). Another two diabatic bound states can be constructed from other $1\Pi_u$ states. One corresponds to the $C_2^+ \Pi_u$ diabatic $2^2\Pi_u$ state. Its $r_e$ is about 1.6 Å, and thus it should not be important for photodissociation studies of $C_2$ owing to small Franck-Condon factors with the ground $X$ state. Another is constructed from the 3, 4, and $5^1\Pi_u$ states with $r_e$ about 1.31 Å. The corresponding TDM is about half of the $F^1\Pi_u$ state, and the intensity of absorption from the
FIG. 9. Top: MRCI NACMEs between $C_2^{1\Pi_u}$ states. Bottom: MRCI+Q PECs for the same states.

ground $X$ state is estimated to be one fourth of the $F^1\Pi_u - X^1\Sigma_u^+$ band. In this study, we will only focus on the photodissociation via the $F^1\Pi_u$ state. The corresponding TDMs are diabatized by exchanging the curves on both sides of the avoided crossings and interpolating using cubic splines.

The spin-orbit interaction has been shown to be important in the predissociation of many diatomic molecules, such as $O_2$[68] and $S_2$[70]. Based on the selection rules for spin-orbit coupling which are summarized as

$$
\Delta J = \Delta \Omega = 0; \quad \Delta S = 0, \pm 1; \quad \Sigma^+ \leftrightarrow \Sigma^-; \quad g \leftrightarrow u; \quad (5)
$$

$$
\Delta \Lambda = \Delta \Sigma = 0 \text{ or } \Delta \Lambda = -\Delta \Sigma = \pm 1,
$$

the $F^2\Pi_u$ state is coupled with $3\Sigma_u^+, 3\Sigma_u^-, 3\Pi_u$, and $3\Delta_u$ states. The PECs of the $3^3\Sigma_u^+, 2^3\Sigma_u^-$, and $2^3\Delta_u$ states cross that of the $F^1\Pi_u$ state at $R = 1.21, 1.33,$ and $1.21$ Å, respectively. In addition, the $2^3\Pi_u$, $3^3\Pi_u$, and $4^3\Pi_u$ states are all close in energy to the PEC of $F^2\Pi_u$. Thus diabatic representations of those states are needed to build the coupled-channel model for predissociation through the $F^2\Pi_u$ state. The calculated SOCs are shown in Figure[11]. The diabatic PEC of the $3^3\Sigma_u^+$ state is constructed similarly to the $3^1\Pi_u$ diabatic states: $3^3\Sigma_u^+$ converts to $2^3\Sigma_u^+$ around $R = 1.53$ Å,
FIG. 10. Left: adiabatic and diabatic PECs of low-lying $C_2^+ \, ^2\Pi_u$ states. Inset: NACME between the two adiabatic $^2\Pi_u$ states. Right: shifted diabatic $C_2^+ \, ^2\Pi_u$ states overlapped with $C_2 \, ^1\Pi_u$ Rydberg states.

and then to $1^3\Sigma_u^+$ around $R = 1.75 \, \text{Å}$. Likewise, the diabatic PEC of $2^3\Sigma_u^-$ is constructed from the adiabatic PEC of the $2^3\Sigma_u^-$ state at $R < 1.67 \, \text{Å}$ and the $1^3\Sigma_u^-$ state at $R > 1.67 \, \text{Å}$. The diabatic PEC of $2^3\Delta_u$ crosses with $1^3\Delta_u$ around $R = 1.45 \, \text{Å}$. However, the SOCs between the $3^3\Sigma_u^+$ and $2^3\Delta_u$ states with the $F^2\Pi_u$ state are almost 0 in the internuclear distance range of 1.2-1.5 Å, thus these two states are not considered further. The coupled-channel model adopted a value of 1.6 cm$^{-1}$ for the SOC corresponding to $R = 1.33 \, \text{Å}$ where a crossing is observed between the $2^3\Sigma_u^-$ and $F^1\Pi_u$ PECs. The $3^3\Pi_u$ and $4^3\Pi_u$ states lie close with each other around $r = 1.25 \, \text{Å}$, and thus it is challenging to construct diabatic states for them. In this study, we use the adiabatic curves of the $2^3\Pi_u$, $3^3\Pi_u$ and $4^3\Pi_u$ states as their diabatic representations. The SOCs between them and the $F^1\Pi_u$ state are stable around the equilibrium bond length of the $F^1\Pi_u$ state, and so 0.5, 15, 8.0 cm$^{-1}$ are adopted as the constant SOC value between the $F^1\Pi_u$ state and the $2^3\Pi_u$, $3^3\Pi_u$ and $4^3\Pi_u$ states, respectively. The final coupled-channel model, including the diabatic $F^1\Pi_u$, $3^1\Pi_u$, $2^3\Sigma_u^-$, $2^3\Pi_u$, $3^3\Pi_u$ and $4^3\Pi_u$ states, is shown in Figure [12]

C. Photodissociation cross section and photodissociation rates

From the coupled-channel model, we calculated the rotationless photodissociation cross section in the energy range between 72000-109600 cm$^{-1}$ (139-91.2 nm) from the ground vibronic $X^1\Sigma_g^+ \, (v = 0)$ state via the diabatic $F^1\Pi_u - X^1\Sigma_g^+$ transition, as shown in Figure [13]. The reso-
FIG. 11. SOCs in cm$^{-1}$ between the $F^1\Pi_u$ state of C$_2$ and several nearby triplet states calculated at the MRCI level.

FIG. 12. Coupled-channel model built for predissociation of the C$_2$ $F^1\Pi_u$ state. Left: PECs of the electronic states, with the interaction matrix inset. Right: TDMs between the ground $X^1\Sigma_g^+$ state and diabatic $F^1\Pi_u$ and $3^1\Pi_u$ states.
FIG. 13. Rotationless photodissociation cross sections of the $X^1\Sigma_g^+$ state of C$_2$ via the $F^1\Pi_u$ state.

Resolution is 0.1 cm$^{-1}$ across this range while a smaller interval is used near the $F^1\Pi_u - X^1\Sigma_g^+$ (0-0) and (1-0) bands. The current photodissociation cross section adopted in the Leiden database [48] is presented for comparison. In the Leiden database photodissociation cross section curve, the peak around 134 nm (74600 cm$^{-1}$) is based on the previous experimental $F - X$ bands [45], and the double peaks around 118 nm (84700 cm$^{-1}$) are derived from previous theoretical results of $F - X$ bands [49]. The linewidths are assumed to be 1 nm. Our calculated $F - X$ (0-0) band is located at 74521.2 cm$^{-1}$ with a linewidth of 0.0014 cm$^{-1}$ and an integrated cross section of $7.98 \times 10^{-14}$ cm$^2$ cm$^{-1}$, while the $F - X$ (1-0) band is at 76099.7 cm$^{-1}$ with a linewidth of 0.079 cm$^{-1}$ and integrated cross section of $4.00 \times 10^{-14}$ cm$^2$ cm$^{-1}$. The derived predissociation lifetime $\tau_{pd}$ is 3.78 ns and 0.067 ns for the $F^1\Pi_u$, $v = 0$ and $v = 1$ levels. The first potential well of the adiabatic $F^1\Pi_u$ state is about 3800 cm$^{-1}$ deep and is barely able to support the diabatic $v = 2$ vibrational level. Nevertheless, vibrational levels above $v' = 1$ are unlikely to contribute significantly to photodissociation because they have small Franck–Condon factors. The photodissociation cross section curve beyond the $F - X$ (1-0) band is not thought to be accurate from our model, because no contributions from electronic states above the $F$ state are included. Nevertheless, the peak at 118 nm in the Leiden curve is likely unphysical as discussed above.

Spontaneous emission lifetimes ($\tau_{rad}$) of the $F^1\Pi_u$, $v = 0$ and $v = 1$ levels are computed from the adiabatic PECs and TDMs shown in Figure 3 and Figure 6 using the program DUO [63]. As
discussed above, only the $F^1\Pi_u - X^1\Sigma_g^+$ and $F^1\Pi_u - B^1\Delta_g$ transitions are considered. The total Einstein $A_{21}$ coefficient is computed from

$$A_{21}(F,v') = \sum_{v''} A_{21}(F-X,v'-v'') + \sum_{v''} A_{21}(F-B,v'-v'').$$  \hspace{1cm} (6)$$

The $A_{21}$ coefficients for the $F^1\Pi_u - X^1\Sigma_g^+$ transition are $2.95 \times 10^8 \text{s}^{-1}$ for the $v = 0$ level and $2.92 \times 10^8 \text{s}^{-1}$ for the $v = 1$ level, while for the $F^1\Pi_u - B^1\Delta_g$ transition they are $5.34 \times 10^7 \text{s}^{-1}$ for the $v = 0$ level and $5.28 \times 10^7 \text{s}^{-1}$ for the $v = 1$ level. The values of the $A_{21}$ coefficients yield a total lifetime of $2.87 \text{ ns}$ for the $v = 0$ level and $2.90 \text{ ns}$ for the $v = 1$ level. Based on our model, the predissociation through the $F^1\Pi_u$ $v = 1$ level is more than 40 times faster than spontaneous emission, while the predissociation via its $v = 0$ level is a little slower than spontaneous emission, as summarized in Table IV. Based on the calculated predissociation and spontaneous emission lifetimes, 43.1% of photoabsorption would give rise to predissociation.

As a comparison, a lifetime of 0.006 ns for both the $F^1\Pi_u$ $v = 0$ and $v = 1$ levels was derived from measured linewidths of the $F^1\Pi_u - X^1\Sigma_g^+$ (0-0) and (1-0) transitions, which suggests the $F^1\Pi_u$ state decays rapidly via predissociation[28]. This number is significantly smaller than our predissociation lifetimes of 3.78 and 0.067 ns for the $F^1\Pi_u$ $v = 0$ and $v = 1$ levels, respectively. The disagreement may come from either an overestimation of the resolution of the astronomical observations or inaccuracies in our coupled-channel model. However, a combined analysis of the resolution of the observations [28, 78] suggests that the inferred lifetime of 0.006 ns should be reliable to ±25%, suggesting the cause of disagreement lies with the calculations. The accuracy of our calculated linewidths and lifetimes depends sensitively on the calculated ab initio couplings. For example, if the SOC between the $F^1\Pi_u$ and $2^3\Sigma_u^-$ states increases from 1.6 cm$^{-1}$ to 10 cm$^{-1}$, then the calculated linewidth for $F - X$ (0-0) increases from 0.0014 cm$^{-1}$ to 0.050 cm$^{-1}$, which corresponds to a lifetime of 0.11 ns. The predissociation in our model would then be significantly faster than spontaneous emission. However, even larger corrections need to be applied to match the measured lifetime of 0.006 ns.

In our current model, the branching ratios can be obtained by comparing the photodissociation cross sections of different open channels. Predissociation of both $v = 0$ and $v = 1$ levels produces $^3P + ^1D$ atomic carbon products since all possible predissociation pathways through triplet states converge to this atomic limit.

Assuming all photoabsorption leads to photodissociation, under the standard interstellar radiation field (ISRF), the photodissociation rate over the range of wavenumbers 72000-80000 cm$^{-1}$
TABLE IV. Properties of the $F - X$ transitions of $C_2$.

| Band   | $v_{\text{expt}}$ $^a$ | $v$  | $\gamma$ | $\sigma_0$ | $\tau_{pd}$ | $A_{21,(F-X)}$ | $A_{21,(F-B)}$ | $A_{21,\text{tot}}$ | $\tau_{\text{rad}}$ |
|--------|-------------------------|------|-----------|------------|-------------|----------------|----------------|---------------------|------------------|
|        | (cm$^{-1}$)             | (cm$^{-1}$) | (cm$^{-1}$) | (cm$^2$cm$^{-1}$) | ns          | (s$^{-1}$)     | (s$^{-1}$)     | (s$^{-1}$)          | (ns)             |
| $F - X$ (0-0) | 74550$^c$ | 74521.2 | 0.0014 | 7.98 × 10$^{-14}$ | 3.78 | 2.95 × 10$^8$ | 5.34 × 10$^7$ | 3.48 × 10$^8$ | 2.87              |
| (1-0)  | 76105$^c$ | 76099.7 | 0.079  | 4.00 × 10$^{-14}$ | 0.067 | 2.92 × 10$^8$ | 5.28 × 10$^7$ | 3.45 × 10$^8$ | 2.90              |

a. Band heads $[45]$. 

is 5.02 × 10$^{-10}$ s$^{-1}$, with a contribution from the $F - X$ (0-0) transition of 2.94 × 10$^{-10}$ s$^{-1}$ and from the $F - X$ (1-0) transition of 1.39 × 10$^{-10}$ s$^{-1}$. If the 43.1% photodissociation efficiency is applied for the $v = 0$ level, then the corresponding rate from the $F - X$ (0-0) band would be 1.27 × 10$^{-10}$ s$^{-1}$, giving a total photodissociation rate of 3.35 × 10$^{-10}$ s$^{-1}$. The photodissociation rate arising from wavenumbers above 80000 cm$^{-1}$ is only 1.83 × 10$^{-11}$ s$^{-1}$, which is negligible compared to the (0-0) and (1-1) transitions. As explained above, the Leiden database contains two transitions involving the $F$ state. One is in the wavelength range 130-134 nm, which is likely from the Herzberg $F - X$ band, and the other, in the range 115-120 nm, is likely from the $F - X$ transition in a previous theoretical study $[49]$. The photodissociation rates calculated from these two bands are 6.66 × 10$^{-11}$ s$^{-1}$ and 3.59 × 10$^{-11}$ s$^{-1}$, respectively, and the total photodissociation rate for $C_2$ in ISRF is 2.35 × 10$^{-10}$ s$^{-1}$. The calculated photodissociation rate from the $F - X$ bands even assuming a reduced photodissociation efficiency is still larger than the total photodissociation rate in the Leiden database. This is likely due to the low oscillator strength of the $F - X$ bands ($f_{00} = 0.02$) derived from the theoretical calculation on which the Leiden database cross section are based. Notably, both previous astronomical observations $[4, 42]$ and theoretical calculations $[47]$ have also derived much larger oscillator strengths comparable to those calculated here. Thus it is likely that the photodissociation rate under the ISRF is underestimated by present astronomical models.

V. CONCLUSION

Here we have presented a detailed ab initio theoretical study of $C_2$ photodissociation focusing on the predissociation of the $F^1\Pi_u$ state. Potential energy curves for a total of 57 electronic states
were calculated with the DW-SA-CASSCF/MRCI+Q method with a basis set aug-cc-pV5Z+2s2p. By using an (8,12) active space, the Rydberg nature of the $F^1\Pi_u$ level was confirmed, and non-adiabatic couplings among the excited $^1\Pi_u$ states as well as SOCs between $F^1\Pi_u$ and other triplet states were explored. Then, a coupled-channel model was used to simulate the photodissociation cross section of $C_2$ via its $F^1\Pi_u - X^1\Sigma_g^+$ transition.

We reproduced the $F^1\Pi_u - X^1\Sigma_g^+$ (0-0) and (1-0) bands in our photodissociation cross section calculation. By comparing the derived predissociation lifetime with the computed spontaneous emission lifetime, the $v = 1$ level was found to decay rapidly through predissociation. Unlike the results reported by [28], the predissociation rate of the $v = 0$ level was found to be comparable with spontaneous emission in this study. Accurate modeling of predissociation depends on precise coupling terms, which would benefit from further experimental studies of the $F - X$ band. Moreover, we predict a strong $2^1\Sigma_u^+ - X^1\Sigma_g^+$ absorption peak around 10.7 eV (115.9 nm) which could also give rise to fast predissociation, and should be a priority for experimental measurements.

VI. SUPPLEMENTARY MATERIAL

See supplementary material for PECs, TDMs and photodissociation cross sections. The data are also available in machine-readable format.
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