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Abstract

In the absence of sufficient testing capacity for COVID-19, a substantial number of infecteds are expected to remain undetected. Since the undetected cases are not quarantined, they are expected to transmit the infection at a much higher rate than their quarantined counterparts. That is, under the lack of extensive random testing, the actual prevalence and incidence of the SARS-CoV-2 infection may be entirely different from that being reported. Thus, it is imperative that the information on the percentage of undetected (or unreported) cases be considered while estimating the parameters and forecasting the transmission dynamics of the epidemic.

In this paper, we have developed a new version of the basic susceptible-infected-removed (SIR) compartmental model, called the susceptible-infected (quarantined/ free) - recovered- deceased [SI(Q/F)RD] model, to incorporate the impact of undetected cases on the transmission dynamics of the epidemic. Further, we have presented a Dirichlet-Beta state-space formulation of the SI(Q/F)RD model for the estimation of its parameters using posterior realizations from Gibbs sampling procedure. As a demonstration, the proposed methodology is implemented to forecast the COVID-19 transmission in California and Florida.
Keywords: State-space epidemic model; excess deaths; case fatality rate; MCMC; underreporting; Runge-Kutta approximation.

Highlights

- Data calibrated for underreporting using excess deaths and case fatality rate.
- A new extension of SIR compartmental model, called SI(Q/F)RD, is introduced.
- A Dirichlet-Beta state-space formulation of the SI(Q/F)RD model is developed.
- Gibbs sampling used to estimate the Bayesian hierarchical state-space model.
- Proposed methodology is applied on the COVID-19 data of California and Florida.
1. Introduction

As per the scientific brief of the World Health Organization (WHO) published on its website on 9 July 2020, transmission of SARS-CoV-2 occurs primarily between people through direct, indirect, or close contact with infected people through infected secretions such as saliva and respiratory secretions, or through their respiratory droplets, which are expelled when an infected person coughs, sneezes, talks or sings; refer [1]. That is, in order to break the chains of transmissions of SARS-CoV-2, the objective of the preventive measures should be to minimize the contact of susceptibles with infected people. The first step towards this goal is to identify the infecteds so that they can be kept in quarantine till they are no longer infectious. However, high variability in the level and the nature of symptoms in infecteds, coupled with a significant length of incubation period, poses a difficult challenge to frame a targeted testing strategy which can serve the purpose effectively. Although contract tracing can help in identifying the chains of transmission associated with detected cases, presence of a high proportion of asymptomatic cases, also capable of transmitting infection [2, 3], flags concerns about the reliability of the strategy. Further, in the presence of high proportion of asymptomatic cases, limiting testing to the symptomatic individuals will also fail to serve the objective of detecting and quarantining all infecteds. So, apart from testing symptomatic individuals (mild or severe), and identifying and testing high risk individuals having history of contact with infected people, the situation demands aggressive random testing to isolate even the asymptomatic cases from the population. In the absence of adequate amount of random testing, a significant number of infecteds, especially asymptomatic individuals, may remain undetected (i.e., number of cases will remain significantly underreported). Since the undetected cases are not quarantined, they are expected to remain infectious in the population.
for a relatively much longer as compared to those who are detected and quarantined. Lack of any visible symptom in the undetected cases increases the likelihood of susceptibles spending prolonged period in their proximity. Thus, the undetected cases can exhibit a strikingly higher reproduction rate as compared to that of their quarantined counterparts. To be precise, aggressive random testing is imperative towards fulfilling the objective of breaking the chains of transmissions of SARS-CoV-2 using non-medical containment measures.

Despite repeated appeals and advisories to all countries from the WHO to employ extensive random testing, only few countries have shown intentions to conduct adequate number of COVID-19 tests [4]. Rate of positive tests at a place can give an indication about the adequacy, or inadequacy, of the number of tests being carried out in the region. New Zealand has set an extraordinary example in quickly containing the epidemic by efficiently adhering to the strategy of aggressive testing and isolation of infecteds to break the chains of infection. As on 25 August 2020, New Zealand has reported a total of 1690 confirmed cases of which 1539 have recovered, 129 are active and 22 have died. These are very encouraging figures, especially when compared with those of the countries like USA, Brazil, UK, India, Russia, and many others. Till 19 August 2020, the overall percentage of positive tests in New Zealand is reported to be 0.23% [5]. While in USA, the percentage of positive tests has remained quite high since the beginning, with the overall positive percentage staring at 9%. Also, there is a lot of variation between the percentages of positive tests reported by different states in the United States, which varies between 0.53% (Vermont) to 100% (Washington) as reported on 26 August 2020 by the Johns Hopkins University [6]. As per the recommendation of the WHO, the rates of positivity in testing should remain at 5% or lower for at least 14 days at a stretch before governments decide about relaxing the containment/lockdown measures. This advisory from the WHO is based on the rationale that very high positive rates may indicate that people with only severe symptoms are getting tested and all the
asymptomatic cases or cases with mild symptoms are being left out. That is, a high rate of positivity may imply that the testing capacity of the state/country is insufficient to gauge the actual size of the outbreak, leading to a significant proportion of cases being unreported. As of now, underreporting of cases in the USA has been confirmed and reported by few published scientific studies. Wu et al. [7] have used a semi-Bayesian probabilistic bias analysis to account for incomplete testing and imperfect diagnostic accuracy. As per their estimate, there were 6,454,951 true cumulative infections compared to 721,245 confirmed cases (reported) as of 18 April 2020 in the United States. For different states, the actual number of infections was reported to be 3 to 20 times higher than the confirmed cases. Lau et al. [8] used a simple intuitive method based on crude case fatality risk and adjusted case fatality risk to evaluate extent of underreporting in various COVID-19 epicentres across the world. Their study was based on early-stage data of COVID-19 and they reported severe underreporting of cases in most of the countries worldwide. For USA, they found the estimate of actual number of infections to be around 53.8 times the reported number of confirmed cases. This extraordinarily high estimate of underreporting can be explained by the fact that their study was based on the data reported till 17 March 2020. In general, underreporting is expected to be high at the initial stage of any epidemic owing to the lack of proper system at place, and lack of knowledge and awareness about the infection. Citing their findings, they suggested that due to limited testing capacities, mortality numbers may serve as a better indicator for COVID-19 case spread in many countries.

Although some studies have been done so far to estimate true burden of the disease, the literature lacks any attempt at forecasting true trajectory of infection by dynamically accounting for underreporting of cases. For example, the two papers cited above [7, 8] have been able assess the extent of underreporting till a fixed past date, but they have not presented any methodology to predict the true number of cases under the dynamically changing rates of
underreporting. In this paper, we have developed a comprehensive methodology to estimate the true parameters of an epidemic and forecast its transmission dynamics under serious underreporting of cases. To materialize this objective, we propose a new compartmentalised epidemic model called the susceptible-infected (quarantined/ free) - recovered- deceased [SI(Q/F)RD] model. To induce uncertainties in this mathematical model, we have developed its Dirichlet-Beta state-space (Bayesian hierarchical) formulation. The Bayesian hierarchical formulation is implemented in JAGS through the R package ‘R2Jags’ to obtain posterior estimates of the unknown parameters. To demonstrate the implementation of the methodology, we have considered the cases of two of the worst COVID-19 affected states of USA, California, and Florida, which have very high percentages of positive tests. Since the level of testing, and protocols/ procedure of reporting of number of deaths may vary between different state jurisdictions, the level of underreporting of deaths and cases can also be expected to vary between states. This is the reason that we have performed state-wise analyses, rather than analysing the combined data of USA. It should be noted that, although underreporting of cases can occur because of various other reasons, like poor communication between state and hospitals, conscious data manipulation to conceal failures of administration, anomalies in protocols used for declaring epidemic related deaths, lack of proper digital infrastructure to keep reliable records, to name a few, we have assumed that lack of sufficient testing is the sole (or at least major) reason for underreporting. This assumption holds for a developed country like USA, where other reasons like lack of proper communication or digital infrastructure can be conveniently crossed off.

2. Methodology

To realize the objective of our study, we propose the following sequence of steps, which are then implemented on the COVID-19 time-series data of California and Florida.

2.1. Calibrating daily number of deaths using weekly excess deaths due to COVID-19
Underreporting of deaths has been estimated using the estimates of excess deaths. Excess deaths due to an epidemic (COVID-19 in our case) can be estimated as the difference between the total number of deaths reported in the period of epidemic (from all causes) and the expected number of baseline deaths due to all other causes in the absence of COVID-19. One popular method to calculate the expected number of baseline deaths in the absence of COVID-19 is to fit a Poisson regression to the time-series (weekly) data of death counts, and then projecting the baseline death counts till the required future point in time. An over-dispersed Poisson generalized linear models with spline terms is used to model trends in counts, accounting for seasonality; refer [9-11]. The model is also adjusted for year-to-year baseline variation and any pre-existing epidemic, like influenza epidemic. In our study we have used weekly estimates of excess deaths published by the Centers for Disease Control and Prevention (CDC) for the two states under consideration for the analyses [9]. The estimated excess death counts in the presence of COVID-19 are taken as the estimates of actual (or true) number of deaths due to the pandemic. The reported daily deaths due to COVID-19 are summed over weeks to find weekly reported deaths. The difference between the weekly excess deaths and weekly reported deaths give us the estimate of the unreported deaths due to the pandemic. For further analysis, the weekly estimate of unreported deaths due to COVID-19 is distributed among each day of the corresponding week as per the proportion of the number of pandemic related deaths reported on a day out of the total number of deaths due to the pandemic reported in that week. If all days of a week have zero reported deaths, the total number of unreported deaths is equally distributed among all seven days. Combining the additional death counts assigned to each day to the already reported death counts for the day gives us the calibrated daily time-series data on actual number of deaths due to COVID-19. The calibrated data is smoothed using the method of LOESS regression before proceeding with further calculations.
2.2. Estimation of underreporting of number of infecteds

Actual daily number of infecteds can be estimated using a reliable estimate of case fatality rate (CFR). As the reported data on number of cases is expected to suffer from underreporting, CFR based on the population level data will be misleading. If we assume that the level (or proportion) of underreporting of deaths and infecteds are same, the CFR estimated from the reported data will be a reliable estimate of the true population CFR. However, this is hardly the case, and the proportions of underreporting of deaths and infecteds usually differ considerably. An estimate of CFR based on an individual patient level (follow-up) data is deemed as most reliable [12]. So, a simple rule of thumb to know if the levels of underreporting of deaths and infecteds can be assumed to be same is to compare the delayed CFR obtained from reported data with the one obtained from the individual patient level data. If they vary significantly, we should infer that the levels of underreporting are different for number of deaths and number of infecteds. In such a situation, it is advisable to use the CFR obtained from the individual patient level data as the best estimate for the true CFR of the epidemic. Once a reliable estimate of the CFR is obtained, it can be used to calibrate the data for the number of true infecteds on each day using the estimated counts of true deaths and the average delay between infection and death. That is, if the average duration between infection (or detection/reporting of infection) and death associated with COVID-19 is known to be, say, $h$ days, and suppose that $D_t$ number of people have died of the infection on a particular day $t$, then $I_{t-h+1} = (D_t / \text{CFR})$ number of new cases are expected to be infected $h$ days prior to the day of death.

If daily reported data on the number of recovered cases ($R_t$) is available, it can be inflated according to the proportion of underreporting estimated in the number of infecteds as follows.
where, $p_t$ is the estimated proportion of underreporting of infecteds at time $t$, $I^C_t$ is the calibrated number of infecteds at time $t$, $I_t$ is the reported number of infecteds at time $t$, $R^C_t$ is the calibrated number of recovered cases at time $t$, $R_t$ is the reported number of recovered cases at time $t$ and $r$ is the average duration from infection to recovery of patients. If the daily number of recovered cases is not reported, or if it is not reliable, a viable calibration can be done using $r$ and $(1 - CFR)$. Calculations will be like that used for the calibration of number of infecteds. Further, sum of calibrated counts of total infecteds, total recovered and total deaths till a day will give us the estimate of the cumulative number of confirmed cases till that day.

2.3. The proposed SI(Q/F)RD epidemic model

This variation of the popular Susceptible-Infected-Removed (SIR) compartmental model is designed to account for underreporting and its impact on the trajectory of the epidemic. Underreporting is assumed to be the result of some infected cases not getting detected because of the lack of adequate testing capacity. That is, a proportion of the infecteds are detected ($p$) and quarantined (mostly symptomatic cases), while the rest of the infecteds (mostly asymptomatic cases) are undetected and roam freely among the susceptibles. This leads to the belief that the undetected cases are expected to infect the susceptibles at a higher rate ($\beta_2$), than that of their quarantined counterparts ($\beta_1$). The proportion of detected cases, $p$, can vary with time if testing capacity is increased or decreased over the period of the epidemic, and can be taken as a function of time $t$, say, $p_t$. The overall structure of this model is presented in Figure 1. Since the quarantined infecteds consist mostly of symptomatic cases, including critical cases, quarantined infecteds can be expected to be at a higher risk of death on an average. Consequently, different death rates can
be assumed for quarantined and undetected cases. Different recovery rates can be assumed for quarantined and undetected cases if any scientific evidence exists in its favour. Otherwise, we can assume that both groups of infecteds have equal average recovery rate.

Figure 1: SI(Q/F)RD model structure - $p_t$ is the proportion of infecteds detected and quarantined, $1-p_t$ is the proportion of infecteds who are undetected and roaming freely among the susceptibles, $\beta_1$ is the transmission rate associated with quarantined infecteds and $\beta_2$ is the transmission rate associated with undetected infecteds, $\gamma_1$ and $d_1$ are rate of recovery and rate of death for quarantined cases and $\gamma_2$ and $d_2$ are rate of recovery and rate of death for undetected cases.

The set of differential equations quantifying the transitions defined in Figure 1 can be expressed as follows.

$$\frac{d\theta^Q_t}{dt} = -[\beta_1 \theta^Q_t + \beta_2 \theta^F_t] \theta^S_t$$  \hspace{1cm} (3)

$$\frac{d\theta^I_t}{dt} = \beta_1 \theta^Q_t + \beta_2 \theta^F_t - \gamma_1 \theta^Q_t - \gamma_2 \theta^F_t - d_1 \theta^Q_t - d_2 \theta^F_t$$  \hspace{1cm} (4)

$$\frac{d\theta^R_t}{dt} = \gamma_1 \theta^Q_t + \gamma_2 \theta^F_t = \gamma \theta^I_t \text{ (if } \gamma_1 = \gamma_2 = \gamma)$$  \hspace{1cm} (5)

$$\frac{d\theta^D_t}{dt} = d_1 \theta^Q_t + d_2 \theta^F_t$$  \hspace{1cm} (6)

where, $\theta^Q_t = p_t \theta^I_t$ and $\theta^F_t = (1-p_t) \theta^I_t$, and $\theta^S_t + \theta^I_t + \theta^Q_t + \theta^R_t + \theta^D_t = 1$  \hspace{1cm} (7)

Here, $\theta^S_t, \theta^I_t, \theta^Q_t, \theta^F_t, \theta^R_t$ and $\theta^D_t$ are the true but unobserved (latent) prevalence of susceptibles, infecteds, infected and quarantined, infected and undetected (free), recovered, and deceased respectively. In other words, they are the probabilities of a person being in the
respective compartments at time \( t \). Also, let \( \theta_t = (\theta_t^S, \theta_t^I, \theta_t^R, \theta_t^D)^T \) be the latent population prevalence.

Solution of this set of differential equations can be obtained using Runge-Kutta approximation. Let \( f(\theta_{t-1}, \beta, \gamma, d) \) denotes the solution of the set of differential equations for time \( t \), where the function takes the values of the vectors \( \theta_{t-1}, \beta = (\beta_1, \beta_2)^T, d = (d_1, d_2)^T \) and \( \gamma = (\gamma_1, \gamma_2)^T \) as the arguments. Then the fourth order Runge-Kutta approximation for the solution of these differential equations can be expressed as follows.

\[
f(\theta_{t-1}, \beta, \gamma, d) = \begin{align*}
\theta_{t-1}^S &+ \frac{1}{6} \left[ k_{t-1}^S + 2k_{t-1}^S + 2k_{t-1}^S + k_{t-1}^S \right] \\
\theta_{t-1}^I &+ \frac{1}{6} \left[ k_{t-1}^I + 2k_{t-1}^I + 2k_{t-1}^I + k_{t-1}^I \right] \\
\theta_{t-1}^R &+ \frac{1}{6} \left[ k_{t-1}^R + 2k_{t-1}^R + 2k_{t-1}^R + k_{t-1}^R \right] \\
\theta_{t-1}^D &+ \frac{1}{6} \left[ k_{t-1}^D + 2k_{t-1}^D + 2k_{t-1}^D + k_{t-1}^D \right]
\end{align*}
\]

Complete expressions for \( k_{t}^S, k_{t}^I, k_{t}^R, \) and \( k_{t}^D \) are presented in Appendix-A.

2.4. Dirichlet-Beta state-space formulation of the SI(Q/F)RD model

To account for the uncertainties in the epidemiological parameters and the transmission dynamics of the epidemic, we define a flexible state-space probabilistic model based on the deterministic SI(Q/F)RD model. Osthus et al. [13] introduced a Dirichlet-Beta state-space model based on the basic SIR model. We have extended the Dirichlet-Beta state-space model in accordance with the SI(Q/F)RD structure to estimate the model parameters, and forecast the transmission dynamics of the epidemic. Let \( Y_t^S, Y_t^I, Y_t^R \) and \( Y_t^D \) be the observed proportion of susceptibles, infecteds, recovered and deceased respectively. Then the Bayesian hierarchical state-space SI(Q/F)RD model can be defined as follows.

\[
Y_t^S|\theta_t, \tau \sim Beta(\lambda_1^S \theta_t^I, \lambda^S (1 - \theta_t^I))
\]

\[
Y_t^I|\theta_t, \tau \sim Beta(\lambda_1^R \theta_t^R, \lambda^R (1 - \theta_t^R))
\]

\[
Y_t^D|\theta_t, \tau \sim Beta(\lambda_1^D \theta_t^D, \lambda^D (1 - \theta_t^D))
\]
and, $\theta_t|\theta_{t-1}, \tau \sim Dirichlet(\kappa f(\theta_{t-1}, \beta, \gamma, d))$ (12)

where, $\tau = \{\theta_0, \kappa, \beta, \gamma, d, \lambda^l, \lambda^R, \lambda^D\}$, $\theta_0$ is the baseline value of the vector $\theta_t$, and $\lambda^l, \lambda^R, \lambda^D, \kappa > 0$ control the variances of the distributions defined in equations (9), (10), (11), and (12) respectively. All other notations have already been defined in the section 2.3.

From equation (12) it is apparent that $\theta_t, t = 1, 2, ..., T$, is a first-order markov chain. Also, the equations (9), (10) and (11) suggest that, for $t \neq s$, $Y^l_t$ is independent of $Y^l_s$, $Y^R_t$ is independent of $Y^R_s$, and $Y^D_t$ is independent of $Y^D_s$, given $\theta^l_t, \theta^R_t$ and $\theta^D_t$ respectively.

Prior distributions of the model parameters can be defined as follows.

$$\theta^l_0 \sim Beta(1, (Y^l_1)^{-1}), \theta^R_0 \sim Beta(1, (Y^R_1)^{-1}), \theta^D_0 \sim Beta(1, (Y^D_1)^{-1}), \theta^s_0 = 1 - \theta^l_0 - \theta^R_0 - \theta^D_0$$ (13)

$$R_i \sim LogN(\mu_{R_i}, \sigma^2_{R_i}), \sigma^2_{R_i} = ln\left(\frac{V(\mu_{R_i}) + E(R_i)^2}{E(R_i)^2}\right) \text{ and } \mu_{R_i} = ln\left(E(R_i)\right) - \frac{\sigma^2_{R_i}}{2}, i = 1, 2$$ (14)

$$y_i \sim LogN(\mu_y, \sigma^2_y), \sigma^2_y = ln\left(\frac{V(y_i) + E(y_i)^2}{E(y_i)^2}\right) \text{ and } \mu_y = ln\left(E(y_i)\right) - \frac{\sigma^2_y}{2}, i = 1, 2$$ (15)

$$p_t \sim Beta(a_p, b_p), \forall t = 1, 2, ..., T$$ (16)

$R_1$ and $R_2$ are basic (average) reproduction rates associated with quarantined (Q) and undetected (F) infecteds, respectively. That is, $R_i = \frac{\beta_i}{\gamma_i + d_i}$ , $i = 1, 2$.

$$\kappa \sim Gamma(a_k, b_k), \lambda^l \sim Gamma(a_l, b_l), \lambda^R \sim Gamma(a_R, b_R), \lambda^D \sim Gamma(a_D, b_D)$$ (17)

The hyperparameters of these Gamma prior distributions can be assumed according to the size of variability to be allowed in the Beta and Dirichlet distributions defined in equations (9)-(12). The higher the values of the parameters, $\kappa, \lambda^l, \lambda^R$ and $\lambda^D$, the lower will be the variance of the respective Beta and Dirichlet distributions. If limited prior information is available regarding these parameters, a relatively flat Gamma prior distribution with a high expected value and a relatively higher variability is assumed while choosing the values of the hyperparameters $a$’s and $b$’s. Hyperparameters of the prior distribution of $p_t$ are obtained.
from method of moments using the mean and variance of the daily estimates of underreporting. Hyperparameters of the lognormal distributions defined in the expressions (14) and (15) can be either based on historical knowledge on a similar epidemic, or can be estimated based on the observed data. In our study, we have used a time-series SIR (TSIR) model-based technique to estimate the hyperparameter for transmission rate, $\beta$ [14]. Values for the hyper parameters $\gamma$ and $d$ are calculated using required information from published literature on COVID-19. $\gamma_1 = \gamma_2 = \gamma$ (say) is taken as the inverse of the average recovery period. We have assumed equal recovery rates for both groups, quarantined and undetected. The components of $d$, viz., $d_1$ and $d_2$ are estimated as, $d_1 = \frac{CFR}{h}$ and $d_2 = \frac{IFR}{h}$, where $h$ is the average number of days from infection till death and IFR is the infection fatality rate. CFR is the ratio of the number of deaths divided by the number of confirmed cases of disease. While, IFR is the ratio of deaths divided by the number of actual infections with SARS-CoV-2 and is generally expected to be lower than CFR.

2.5. Estimation of the hyperparameter $\beta$ using TSIR model

The two components of the vector $\beta = (\beta_1, \beta_2)^T$ must be estimated separately, such that they conform to their definitions. To do so, we have made some assumptions about the reported data, based on certain practical considerations. If it is known that the government of the country or the state under consideration did not take any significant action to quarantine infecteds or to promote physical distancing during the initial period of the epidemic, the transmission rate observed during that period can be safely considered as an initial estimate of $\beta_2$ (the transmission rate due to infecteds who are not quarantined). Once the containment measures are imposed, the transmission rate based on the reported data is expected to change (reduce) and average transmission rate observed over the entire period of reporting can be considered as a safe initial estimate (hyperparameter estimate) for $\beta$ (the overall average
transmission rate as a result of both quarantined and undetected infecteds). This logic can be implemented using the TSIR model to estimate the hyperparameters as follows.

In TSIR model, the response, being a count variable, is assumed to follow certain discrete count process distribution like Poisson distribution or Negative Binomial distribution. The basic structure of TSIR model can be defined as follows; refer [15-17].

\[ S_{t+1} = S_t - I_t \]  \hspace{1cm} (18)

\[ \lambda_{t+1} = \beta_0 \frac{S_t}{N} I_t^\alpha \]  \hspace{1cm} (19)

Or, \( \log(\lambda_{t+1}) = \log\beta_0 + \alpha \log I_t + \log\left(\frac{S_t}{N}\right) \)  \hspace{1cm} (20)

where, \( S_t \) and \( I_t \) are the number of susceptibles and infecteds (or infectives) at time \( t \), \( N \) is the population size, \( \beta_0 \) is the transmission rate and \( \lambda_{t+1} \) is the expected number of new infecteds at time \( t+1 \). New number of infecteds is assumed to follow Negative Binomial (or Poisson) distribution and a generalized Negative Binomial (or Poisson) linear model with log link is fitted with \( \log I_t \) as a covariate and \( \log\left(\frac{S_t}{N}\right) \) as an offset variable. The exponent \( \alpha \) is expected to be just under 1 (\( i.e., \) close to 1) and is meant to account for discretizing the underlying continuous process. However, we use an alternative interpretation of \( \alpha \) based on the basic SIR model defined in equation (21). This method is drawn from our prior work where we have proposed a new method for obtaining time-varying estimates of transmission rate using TSIR model [14]. It is to be noted that the transmission rate is assumed to be time-varying, and hence, denoted as \( \beta_t \).

\[ \frac{d\theta^S}{dt} = -\beta_t \theta^I \theta^S, \quad \frac{d\theta^I}{dt} = \beta_t \theta^S \theta^I - \gamma \theta^I \]  \hspace{1cm} (21)

Using (21), the expression for expected number of new infecteds at time \( t+1 \) (taking \( \alpha = 1 \)) with a time-varying transmission rate can be written as follows.

\[ \lambda_{t+1} = \beta_t \frac{S_t}{N} I_t \]  \hspace{1cm} (22)
Comparing equations (19) and (22), we can see that if $\alpha = 1$ (or close to 1), $\beta_t = \beta_0$ (constant over time). However, if the value of $\alpha$ deviates considerably from 1, it has impact on the effective value of transmission rate, thus making the effective rate of transmission time-dependent. That is, in such cases $\alpha$ assimilates the empirical changes in transmission rate over time. Further, using equations (19) and (22), we can write,

$$\hat{\beta}_t = \beta_0 t_t^{\alpha-1} \tag{23}$$

Now, suppose $T_1$ represents the initial period of the epidemic, when proper quarantine protocols were not in place, and $T$ represents the entire period for which the reported data on the epidemic is available. The estimates of $\alpha$ and $\beta_0$ obtained from the fitting of the TSIR model shall be used in equation (23) to find estimates of transmission rate at each time $t$, $\hat{\beta}_t$ , $t = 1,2,3...,T$. Average of these estimates over a time period will give us the estimate of average transmission rate for that period. That is, the estimates of the transmission rates will be taken as, $\hat{\beta} = \frac{1}{T} \sum_{t \in T} \hat{\beta}_t$ and $\hat{\beta}_2 = \frac{1}{T_1} \sum_{t \in T_1} \hat{\beta}_t$. Then a reliable estimate of $\beta_1$, the transmission rate due to the infecteds who are quarantined, can be obtained using the relation,

$$\hat{\beta} = \hat{\beta}_1 \bar{p} + \hat{\beta}_2 (1 - \bar{p}); \text{ where } \bar{p} = \frac{1}{T} \sum_{t \in T} p_t.$$ 

As a simpler, but logical, alternative to this step for finding $\hat{\beta}_1$, we can make use of the fact that the infecteds who are quarantined are expected to spread infection for, approximately, only one-third of the duration as compared to those who are not quarantined. This is because quarantined patients spread infections mostly in the incubation period of around 4-5 days, prior to getting quarantined, while infecteds who are not quarantined are expected to spread infection for the entire average infectious period of 14 days. So, after estimating $\hat{\beta}_2$ using the method described above, we can take $\hat{\beta}_1 = \frac{\hat{\beta}_2}{3}$, as the initial estimate.
2.6. Estimating parameters of the state-space SI(Q/F)RD model and forecasting

Posterior realizations on the parameters of the state-space model are generated using Gibbs sampling MCMC approach. The model is adopted in JAGS format and implemented in R using the package R2jags. Mean of posterior realizations of a parameter is taken as its posterior estimate. Further, 0.025 and 0.975 quantiles of the posterior realizations are taken as the limits of 95% credible intervals (CI) of the posterior estimates. Let \( t_0 \) be the time till which the observations are available, and suppose that we wish to forecast the values of observed process \( (Y^S_t, Y^I_t, Y^R_t, Y^D_t) \) from \( t_0+1 \) till the time \( T \). We follow the following iterative steps to achieve our goal.

a. We generate \( L \) posterior realizations on the latent prevalence process \( \theta_t^{(l)}, l = 1,2 \ldots, L \) using Gibbs sampling approach, at each time point \( t = t_0+1,2\ldots,T \). Here \( L \) is a sufficiently large number, say 1000 or more.

b. At each \( t \ (= t_0+1,2\ldots,T) \), and at each posterior realization of the prevalence process \( \theta_t^{(l)}, l = 1,2 \ldots, L \), values of the observed process, say \( Y^I_t^{(l)}, Y^R_t^{(l)} \) and \( Y^D_t^{(l)} \) are simulated from their conditional distributions, \( [Y^I_t | \theta_t^{(l)}, \tau^{(l)}] \), \( [Y^R_t | \theta_t^{(l)}, \tau^{(l)}] \) and \( [Y^D_t | \theta_t^{(l)}, \tau^{(l)}] \), which are defined in the equations (9), (10) and (11), respectively.

c. Further, using the posterior realizations of \( p_t^{(l)} \), at each \( l \) and each \( t \), \( Y^Q_t^{(l)} = p_t^{(l)} \cdot Y_t^{(l)} \) and \( Y^F_t^{(l)} = Y_t^{(l)} - Y^Q_t^{(l)} \) are also obtained. At each \( t \), mean of the \( L \) simulated values serves as the estimate (forecasted value) of the respective variable (compartment proportion). 95% credible interval of each variable, at each time \( t \), is also obtained using the 0.025 and 0.975 quantiles of the \( L \) values.
3. Implementation and Results

3.1. Data

Daily time-series data on total confirmed cases and total deaths for the states California and Florida are obtained from the github repository of the Centre for Systems Science and Engineering (CSSE), Johns Hopkins University, Maryland, USA (https://github.com/CSSEGISandData/COVID-19). Daily time-series data till 11 July 2020 was available at the time of procurement of data, and the same has been used for the entire analyses. Data on weekly state-wise estimates of excess deaths associated with COVID-19 till 11 July 2020, calculated as a difference between expected and reported number of deaths from all causes, is obtained from the website of CDC (https://www.cdc.gov/nchs/nvss/vsrr/covid19/excess_deaths.html). Data on rates of positivity of COVID-19 testing for the two states, California and Florida, are obtained from the official website of Johns Hopkins University on 29 July 2020 (https://coronavirus.jhu.edu/testing/testing-positivity).

3.2. CFR and data calibration to account for underreporting

To avoid the initial period of uncertain reporting due to the absence of sufficient government measures and proper reporting system at place, we have used the data from 02 March 2020 onwards for all analyses. The weekly excess death estimates are used to reconstruct the daily time-series data of deaths using the procedure discussed in section 2.1. According to the results reported by Verity et al. [18] based on patient level data from mainland China, the mean duration from onset of symptoms to death is 17.8 days (95% credible interval 16.9–19.2). They reported the best estimate of case fatality ratio in China as 1.38% (1.23–1.53), with substantially higher CFR in older age groups (0.32% [0.27–0.38] in those aged <60 years vs 6.4% [5.7–7.2] in those aged ≥60 years), up to 13.4% (11.2–15.9) in those aged 80 years or older). Their estimate for overall IFR in China is 0.66% [0.39–1.33],
with an increasing profile with age. Yang et al. [19] reported that the median time from symptom onset to radiological confirmation of pneumonia is 5 days (interquartile range [IQR] 3–7 days); from symptom onset to intensive care unit (ICU) admission is 11 days (IQR 7–14 days); and from ICU admission to death is 7 days (IQR 3–11 days). That is, the estimate of median time from onset of symptoms to death can be taken as $11 + 7 = 18$ days. This estimate of time-to-event of death is consistent with the results of Verity et al. [18]. So according to these results, the estimate of average duration from onset of infection to death should be around $17.8 + 5 \approx 23$ days, where 5 days is the average incubation period. However, for estimating delayed CFR based on the reported data and for estimating actual number of infecteds from the calibrated data on number of deaths, we have taken average duration from infected/ reported to death as 18 days. This is because infecteds are generally tested on the onset of symptoms, i.e., after the incubation period.

The delayed CFR values calculated based on reported data came out to be quite high in both states. For California, the delayed CFR was 3.36%, while for Florida it came out to be 3.17% (Table 1). Both estimates are quite higher than 1.38%, the estimate based on individual patient data as reported by Verity et al. [18]. In fact, some other reports have suggested even lower actual CFR of COVID-19. The Centre for Evidence-Based Medicine (CEBM) at the University of Oxford currently estimates the CFR globally at 0.51%, with all the caveats pertaining thereto; refer (https://www.virology.ws/2020/04/05/infection-fatality-rate-a-critical-missing-piece-for-managing-covid-19/). Since the estimate of CFR based on follow up data of individual patients is deemed as most reliable, especially during initial stages of the epidemic, as a conservative estimate, we have taken 1.38% as the standard CFR due to COVID-19. Thus, the results of CFR based on the reported data point at underreporting of number of infecteds in both states. Also, significantly high rates of positivity of COVID-19 testing in the two states- 7.47% in California and 18.96% in Florida-
as compared to the recommended rate of less than or equal to 5%, indicates lack of adequate amount of random testing. That is, it corroborates our assumption that the current testing strategy employed by the two states largely aim at targeted testing.

| State     | Total deaths till 16 July 2020 | Total confirmed till 29 June 2020 | Average Delayed CFR |
|-----------|-------------------------------|----------------------------------|----------------------|
| California| 7535                          | 223931                           | 0.0336 (3.36%)       |
| Florida   | 4802                          | 151389                           | 0.0317 (3.17%)       |

Table 1: Delayed CFR estimates for the two states based on the reported data.

Using a delay of 18 days (between detection of infection and death), and a CFR of 1.38%, we employ the method discussed in section 2.2 to estimate the actual number of daily infected cases (new cases). It should be noted that due to the lag of 18 days in the formula, number of daily infected cases could be calculated till 24 June 2020 only (18 days prior to 11 July 2020). Data on number of recovered people is not reported by the two states. So, we have calibrated the data for number of recovered cases using the logic that if 1.38% is the average CFR, 98.62% will be the average case recovery rate. Following formula is used to estimate the daily count of recoveries.

\[ R_t = I_{t-r+1}^n \cdot \rho, \text{ where } \rho \sim Uniform(0.975,0.99) \text{ and } r = 14 \] (24)

Here, \( I_t^n \) represents new number of infecteds at time \( t \). The recovery rate, \( \rho \), is randomly generated between 0.975 and 0.99 to introduce some amount of uncertainty into the calibrated data. The average duration of recovery, \( r \), is taken as 14 days based on a WHO report [20]. However, at this juncture we should also note that some other studies have reported higher average duration of recovery from COVID-19. Verity et al. [18] have estimated mean duration from onset of symptoms to hospital discharge to be 24.7 days [95% CI: 22.9–28.1]. Recovery time also varies according to the severity of symptoms. Since small recovery time implies faster recovery rate, our choice of 14-day average recovery period
(from the onset of symptoms) can be called as a conservative estimate, and the forecasts of transmission dynamics based on it can also be expected to be slightly on the conservative side. Since the formula given in equation (24) cannot give us the estimates of the first 13 days, we have constructed the daily recovery data for these initial days using daily recovery rate taken as the inverse of the average duration of recovery. Again, to induce some uncertainty in the data, we have randomly generated recovery rate, $\varphi_t$, between 0.042 (1/24) and 0.071 (1/14), for each day. Following formula has been applied to implement the idea.

$$R_t = I_t \cdot \varphi_t, \quad \text{where} \quad \varphi_t \sim \text{Uniform}(0.042, 0.071), \quad t < 14 \quad (25)$$

$I_t$ is the number of (active) infecteds at time $t$. For $t < 14$, the already calculated values of recovered cases at time $t + 13$ using equation (24), $R_{t+13}$, is adjusted by subtracting $R_t$ from it.

For further analyses, the reconstructed/calibrated data on number of cases in each compartment is treated as the true data. The ratio of reported number of infecteds and true number of infecteds gives us the estimates of daily proportion of reporting $p_t$ ($Q_t = p_t \cdot I_t$). The calibrated data is provided in Appendix-B. Graphs of LOESS smoothed calibrated data on total number of deaths due to COVID-19 for the two states are presented in Figure 2. Summary statistics of $p_t$ are provided in Table 2.

![Figure 2: LOESS smoothed calibrated data on total number of deaths due to COVID-19. Red circles represent the calibrated data points.](image-url)
### Table 2: Summary statistics of \( p_t \), proportion of cases reported out of actual number of cases, obtained from the calibrated data.

|                         | California |                     | Florida |                     |
|-------------------------|------------|----------------------|---------|----------------------|
|                         | Mean       | Variance             | Mean    | Variance             |
| First 30 days of the observed period | 0.034 (3.4%) | 0.0015 | 0.061 (6.1%) | 0.008 |
| Last 10 days of the observed period  | 0.57 (57%) | 0.04 | 0.39 (39%) | 0.007 |
| Values lying between the first and the third sample quartiles | 0.26 (26%) | 0.01 | 0.23 (23%) | 0.007 |

3.3. Evaluating parameters and hyperparameters of the state-space SI(Q/F)RD model

In California, the first official lockdown measure was implemented on 19 March 2020, while in Florida it was implemented from 01 April 2020. So, the period till 18 March 2020 is considered as initial period of transmission for California, while the period till 31 March 2020 is taken as the initial period of transmission in Florida, for finding initial estimate of the transmission rate in the absence of proper quarantine measures for infecteds (\( \hat{\beta}_2 \)). TSIR model described in section 2.5 is fitted assuming both Poisson and Negative Binomial distributions for the count process. Because of lower model deviance, model with Negative Binomial distribution is chosen over the Poisson model. These models are fitted in IBM-SPSS version 24. The estimated coefficients of the Negative Binomial TSIR models [model defined in equation (20)], for both states, are provided in Table 3. Using these coefficient estimates in equation (23) and taking average over respective initial periods of the COVID-19 epidemic, 02 March 2020- 18 March 2020 for California and 02 March 2020- 31 March 2020 for Florida, we have obtained the estimates of \( \beta_2 \) for the two states. Initial estimate of \( \beta_1 \) is calculated as one-third of the estimate of \( \beta_2 \). These estimates are also provided in Table 3.
Initial period | 02 March - 31 March 2020
---|---
\( \beta_2 \) | 0.280
\( \beta_1 \) | 0.093

*Significant at 1% level of significance
**Significant at 5% level of significance

Table 3: Estimated coefficients of TSIR models with respective p-values of the Wald Chi-square statistic, and resultant estimates of \( \beta_2 \) and \( \beta_1 \). Based on the p-values of the Wald-test, all coefficient estimates are significant.

Using the estimates of CFR and IFR, and the average duration from onset of symptom to death, as reported by Verity et al. [18], we get the estimates of \( d_1 \) and \( d_2 \) as 
\[
\hat{d}_1 = \frac{0.0138}{18} = 0.000767
\]
\[
\hat{d}_2 = \frac{0.0066}{18} = 0.000367
\]

Also, the estimate of recovery rate is 
\[
\hat{\gamma}_1 = \hat{\gamma}_2 = \hat{\gamma} \text{ (say)} = \frac{1}{14} = 0.071.
\]

These estimates remain same for both states. So, the initial estimates of average reproduction numbers, \( R_1 \) and \( R_2 \), will be given as,

California: 
\[
R_1 = \frac{0.106}{(0.071 + 0.000767)} = 1.477 \quad \text{and} \quad R_2 = \frac{0.319}{(0.071 + 0.000367)} = 4.470
\]

Florida: 
\[
R_1 = \frac{0.093}{(0.071 + 0.000767)} = 1.296 \quad \text{and} \quad R_2 = \frac{0.28}{(0.071 + 0.000367)} = 3.923
\]

These estimates of \( \gamma \), \( R_1 \) and \( R_2 \) are used to obtain informed hyperparameters of their prior distributions defined in equations (14) and (15). To decide on the hyperparameters of the Beta prior distribution of the time-varying proportion of quarantined infecteds, \( p_t \), we use the descriptive statistics of its estimates over the observed period. Till the observed time period, the Beta prior distribution of \( p_t \) is assumed to have mean equal to \( \hat{p}_t \), the estimate of \( p_t \) based on the calibrated data, and variance equal to the overall variance of the estimates. It is observed that after initial period of around one month, the values of \( \hat{p}_t \) tend to first increase and then settle around some central value. So, for forecasting beyond the observed time period, sample mean and sample variance of the estimates corresponding to the last ten days
of the observed period are taken as the mean and variance of the Beta prior distribution of \( p_t \).

Complete list of prior distributions, along with the values of hyperparameters, used for fitting the state-space SI(Q/F)RD models for the two states is presented below.

**California:**

\[
R_1 \sim \text{LogN}(0.201, 0.377), E(R_1) = 1.477, V(R_1) = 1; \quad \beta_1 = R_1(\gamma + d_1) \tag{26}
\]

\[
R_2 \sim \text{LogN}(1.473, 0.049), E(R_2) = 4.47, V(R_2) = 1; \quad \beta_2 = R_2(\gamma + d_2) \tag{27}
\]

\[
\gamma \sim \text{LogN}(-2.736, 0.181), E(\gamma) = 0.071, V(\gamma) = 0.001 \tag{28}
\]

\[
p_t \sim \text{Beta}(a_t, b_t), \text{such that } E(p_t) = \hat{p}_t, V(p_t) = \frac{1}{n} \sum(\hat{p}_t - \bar{p}_t)^2 \quad \forall t \in \text{observed period} \tag{29}
\]

\[
p_t \sim \text{Beta}(2.89, 2.21), E(p_t) = 0.57, V(p_t) = 0.04 \quad \forall t \in \text{forecasting period} \tag{30}
\]

**Florida:**

\[
R_1 \sim \text{LogN}(0.026, 0.467), E(R_1) = 1.296, V(R_1) = 1; \quad \beta_1 = R_1(\gamma + d_1) \tag{31}
\]

\[
R_2 \sim \text{LogN}(1.335, 0.063), E(R_2) = 3.923, V(R_2) = 1; \quad \beta_2 = R_2(\gamma + d_2) \tag{32}
\]

\[
\gamma \sim \text{LogN}(-2.736, 0.181), E(\gamma) = 0.071, V(\gamma) = 0.001 \tag{33}
\]

\[
p_t \sim \text{Beta}(a_t, b_t), \text{such that } E(p_t) = \hat{p}_t, V(p_t) = \frac{1}{n} \sum(\hat{p}_t - \bar{p}_t)^2 \quad \forall t \in \text{observed period} \tag{34}
\]

\[
p_t \sim \text{Beta}(11.79, 18.38), E(p_t) = 0.39, V(p_t) = 0.007 \quad \forall t \in \text{forecasting period} \tag{35}
\]

Further, for models pertaining to both states, we assume,

\[
\kappa \sim \text{Gamma}(2, 0.0001), \lambda^I \sim \text{Gamma}(2, 0.0001) \tag{36}
\]

\[
\lambda^R \sim \text{Gamma}(2, 0.0001), \lambda^d \sim \text{Gamma}(2, 0.0001) \tag{37}
\]

### 3.4. Posterior estimates and forecasts from the state-space SI(Q/F)RD model

The Dirichlet-Beta state-space SI(Q/F)RD model defined in section 2.4 is fitted on the calibrated data, using the parameters and hyperparameters obtained in section 3.3. The model is implemented in JAGS platform using R2jags package. Three parallel markov chains were run, each with 20,000 iterations of which first 10,000 were discarded. After thinning at an interval of 10, 1000 posterior simulations were saved from each chain, i.e., total 3000 posterior simulations were saved for each parameter. Posterior estimates of time-invariant...
parameters along with their standard deviations and 95\% credible intervals for the two states are presented in Table 4 and Table 5. Plots of predicted values of the observed process on the number of infecteds ($Y_t^I$) and the number of deaths ($Y_t^D$), corresponding region of 95\% credible intervals, and observed (calibrated) counts till the observed time, are exhibited for the two states in Figures 3 and 4. Total predicted size of the COVID-19 epidemic, in terms of number of infections and deaths, by the time it ends in the two states is presented in Table 6.

| Parameter | Posterior mean | Posterior standard deviation | 95\% credible interval |
|-----------|----------------|------------------------------|------------------------|
| $R_1$     | 0.497          | 0.262                        | [0.068, 1.004]         |
| $R_2$     | 1.464          | 0.155                        | [1.214, 1.813]         |
| $\gamma$  | 0.069          | 0.006                        | [0.056, 0.081]         |
| $\kappa$  | 336063.593     | 47259.956                    | [243264.879, 431918.329] |
| $\lambda^D$ | 1355.195     | 718.277                      | [397.588, 2632.883]    |
| $\lambda^I$ | 1012524.750 | 734717.729                   | [1349.955, 2006982.462] |
| $\lambda^R$ | 1633152.503  | 334437.988                   | [1073803.103, 2360304.964] |

Table 4: Posterior estimates of time-invariant parameters of the state-space SI(Q/F)RD model, along with their standard deviations and 95\% credible intervals - California.

| Parameter | Posterior mean | Posterior standard deviation | 95\% credible interval |
|-----------|----------------|------------------------------|------------------------|
| $R_1$     | 0.359          | 0.224                        | [0.052, 0.880]         |
| $R_2$     | 1.612          | 0.097                        | [1.416, 1.799]         |
| $\gamma$  | 0.063          | 0.004                        | [0.054, 0.071]         |
| $\kappa$  | 500800.490     | 94547.445                    | [327261.995, 679843.447] |
| $\lambda^D$ | 1022.341     | 303.916                      | [539.044, 1629.331]    |
| $\lambda^I$ | 999169.436 | 753473.727                   | [4778.595, 2403835.884] |
| $\lambda^R$ | 1807366.511  | 365988.299                   | [1164580.155, 2616920.665] |

Table 5: Posterior estimates of time-invariant parameters of the state-space SI(Q/F)RD model, along with their standard deviations and 95\% credible intervals - Florida.

| State     | Total confirmed Cases | Total detected Cases (Quarantined) | Total undetected Cases (Not quarantined) | Total number of deaths |
|-----------|-----------------------|-----------------------------------|------------------------------------------|------------------------|
| California| 2384143                | 1328158                           | 1055985                                  | 58292                  |
| Florida   | 4793903                | 1873747                           | 2920156                                  | 58937                  |

Table 6: Predicted size of the COVID-19 epidemic in the two states.
Figure 3: Predictions of number of infecteds and number of deaths in California. The blue shaded ribbon is the region of 95% credible intervals.

Figure 4: Predictions of number of infecteds and number of deaths in Florida. The blue shaded ribbon is the region of 95% credible intervals.

4. Discussion

Some key insights from the results of the SI(Q/F)RD model

Estimates of the proportion of reported cases, $p_t$, based on the calibrated data give us a good idea about the seriousness of the problem of underreporting. As can be seen from the summary provided in Table 2, the first 30 days of the outbreak of the COVID-19 epidemic have experienced extremely high level of underreporting (i.e., for the month of March as per the timeline of this study), with the average percentages of underreporting rate for the two states being 96.6% (California) and 93.9% (Florida). Similar results have been reported by Lau et al. [8]. Based on the reported data till 17 March 2020, they estimated the true number
of infecteds to be 53.8 times higher than the reported number of cases in the United States, 
<i.e.,</i> overall, 98.1% unreported cases. Similar trend was also reported by Wu <i>et al.</i> [7] and as per their findings the ratios of estimated cases to confirmed infections in California and Florida were around 17.5 (94.3% underreported cases) and 10 (90% unreported cases), respectively, till 18 April 2020. This can be attributed to the lack of appropriate testing facilities, including resources like testing kits, and absence of proper response from the government (or lack of seriousness and foresightedness on the part of the policy makers) during the initial stage of the pandemic. With time, the proportion of reported cases has increased steadily, and after a couple of months, it tends to fluctuate around the average values of 57% for California and 39% for Florida. These average values of \( p_t \), calculated at the later stage of the pandemic, are representative of the nature and capacity of testing policy of the states. For the same reason, the hyperparameters of the prior distributions of \( p_t \) for the purpose of forecasting are based on these later-stage averages. That is, due to the lack of extensive random testing in these states, around 43% infected cases in California and 61% infected cases in Florida, on an average, are expected to go unreported. These percentages of infecteds are undetected and are not quarantined, and they remain infectious for a much longer period than their quarantined counterparts, moving freely among the susceptibles. The SI(Q/F)RD epidemic model proposed by us is based on this hypothesis and the hypothesis is strongly supported by the posterior estimates of the transmission parameters obtained from the Dirichlet-Beta state-space SI(Q/F)RD model. Posterior estimates of average reproduction numbers associated with quarantined infecteds are 0.497 (sd: 0.262) and 0.359 (sd: 0.224), and for the undetected infecteds are 1.464 (sd: 0.155) and 1.612 (sd: 0.097) for California and Florida respectively. This clearly indicates that if almost all infecteds were quarantined; the number of active cases would have declined sharply, and the total size of the epidemic would have reduced drastically in both states. However, quarantining almost all infecteds, in the
presence of a large proportion of asymptomatic cases, requires extensive amount of daily testing. This is clearly missing in both states under consideration, as indicated by very high rates of positivity of tests and high CFR values based on reported data for the two states.

Comparing forecasted deaths with post-study published estimate of excess deaths

Since the true number of infecteds, detected plus undetected, remain latent in the population, it is not possible to compare forecasted values with the true values. However, comparing cumulative number of deaths forecasted by the state-space SI(Q/F)RD model with the estimated values of excess deaths can serve as a potent alternative to assess predictive efficiency of the model. Estimates of epidemiological parameters and predictions obtained from the state-space SI(Q/F)RD model in section 3 are based on the daily time-series data on number of cases reported till 11 July 2020 and the weekly estimates of excess deaths available till the same date. Predictive accuracy of the model will be determined by its ability to forecast true values beyond the training period of the model. From this perspective, we have plotted the forecasted time-series of cumulative number of deaths obtained from the fitted SI(Q/F)RD model along with the weekly estimated excess deaths due to COVID-19 till 14 November 2020. The estimates of excess deaths due to COVID-19 have been retrieved from the website of CDC (https://www.cdc.gov/nchs/nvss/vsrr/covid19/excess_deaths.htm) on 4 December 2020. Striking difference in the estimated values of average reproduction numbers associated with detected (quarantined) cases and undetected cases suggest that the assumption regarding future values of proportion of detected cases plays a crucial role in ascertaining high predictive accuracy of the model. In other words, accuracy of the predictions from the proposed SI(Q/F)RD model relies greatly on the validity of the assumption regarding future testing policy in the region - i.e., on whether the testing capacity relative to the number of true cases is expected to increase, remain unchanged or decrease over time. To stress upon this argument, observed time-series of rates of positivity of
COVID-19 tests are also plotted alongside the comparative plots of the forecasted number of deaths. Figure 5 and Figure 6 present these plots for California and Florida, respectively. In both figures, the left panel shows the comparative trends of cumulative number of deaths (predicted and excess) and the right panel presents the rate of positive tests over time. The trend line in blue in the right panel shows the average percentage of tests that were positive over the last seven days, i.e., a seven-day moving average of percentage of positive tests. The time-series plots of rates of positive tests for the two states are sourced from the website of Johns Hopkins University on 08 December 2020 [https://coronavirus.jhu.edu/testing/testing-positivity].

In the case of California, there is a considerable difference between the predicted number of deaths and estimated excess deaths due to COVID-19. However, the difference is majorly in the scale of the values, and the two trend lines look similar in shape over time. Possible reason for the difference in the scale can be explained by analysing the trend line of rate of positive tests. The percentage of positive tests in California was extremely high during March-April, but although it started dropping exceptionally towards the end of April, it remained around 10% till July. However, September onwards the rate of positivity came down below 5%, the WHO recommended threshold. The steep rise in total number of tests performed daily, as shown by the pink towers in the graph, clearly explains this change. That is, California experienced a drastic change in testing capacity in the period of forecasting. Since, the hyperparameters of the model corresponding to the proportion of detected cases were defined based on the status of rate of positivity till July, the model tends to give overestimated forecasts of total number of deaths. Increasing the proportion of detected cases in the model as per the increase in testing capacity of the region would result in decrease in the total number of deaths. This is because the estimated rate of transmission for detected (quarantined) cases is relatively much lower than that of the undetected cases.
The scenario of rate of positive tests over time looks entirely different for Florida. Percentage of positive tests dipped below 5% for only two brief periods and it remained high for most of the time. That is, except for few short periods, the testing capacity has remained below par. Insufficient testing is also indicated by the fact that the trend line of the rate of positive tests is mostly parallel to the changes in the peaks of the total number of tests conducted per day. That is, it suggests that increase in the number of tests was not sufficient to reduce the rate of positive tests. Ideally, in the presence of sufficient amount of random testing, rate of positive tests should decrease with increase in the number of tests- as can be seen in the case of California. In other words, no significant change in the testing policy of Florida is observed in the forecasting period. This further implies that the hyperparameters defined for the proportion of detected cases in the state-space SI(Q/F)RD model remained valid for most of the forecasting period. Consequently, the forecasted values of cumulative number of deaths are much closer to the estimates of excess deaths in the case of Florida as compared to that of California. These results reaffirm the inevitable impact of testing capacity on the transmission dynamics of the pandemic, which forms the conceptual backbone of the proposed state-space SI(Q/F)RD model.

**Figure 5:** California- Left panel shows comparison of cumulative number of deaths predicted by the SI(Q/F)RD model with the estimates excess deaths due to COVID-19. Right panel shows trend line of seven-day moving average of percentage of positive tests, along with daily total number of tests and daily total number of positive tests.
Figure 6: Florida- Left panel shows comparison of cumulative number of deaths predicted by the SI(Q/F)RD model with the estimates excess deaths due to COVID-19. Right panel shows trend line of seven-day moving average of percentage of positive tests, along with daily total number of tests and daily total number of positive tests.

5. Conclusion

We have provided a comprehensive framework of data calibration and flexible epidemic modelling for forecasting the transmission dynamics of epidemics in the presence of serious underreporting of cases. The structure of the proposed SI(Q/F)RD model allows for adjusting the trajectory of the epidemic in terms of time-varying levels of underreporting. The Dirichlet-Beta state-space formulation of the SI(Q/F)RD model provides a dynamic approach to the estimation and prediction of both time-invariant and time-varying transmission parameters of the epidemic. Further, the proposed method, based on TSIR, for estimating hyperparameters of prior distributions of transmission rates (or reproduction rates) improves the posterior estimates by enriching the state-space model with strong prior information. Posterior estimates of the transmission parameters of the COVID-19 pandemic obtained for California and Florida emphasise on the need to incorporate different transmission rates for detected (quarantined) and undetected (not quarantined) cases in epidemic models. The findings also highlight the importance of extensive testing in the fight against pandemics like COVID-19. The proposed methodology will play an essential role in assessing and forecasting the true burden of any epidemic, irrespective of the level of underreporting of
cases, even at a very early stage. Such reliable information is indispensable for policy makers for successful planning and implementation of containment measures.

Limitations and further scope of research

We have taken the rate of death as a fixed (known) parameter in the state-space SI(Q/F)RD model. Finding its posterior estimates may improve the overall predictions from the model. Further, time varying transmission rates can be introduced in the model using the modifier functions to make the model more dynamic. The TSIR based method proposed for the construction of modifier functions by Deo et al. [14] can play an important role in implementing the SI(Q/F)RD state-space model with time-varying transmission rates.
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Expressions for $k_t^{S_i}, k_t^{I_i}, k_t^{R_i}$, and $k_t^{D_i}$

$$k_t^{S_i} = -[\beta_1 p_t + \beta_2 (1 - p_t)] \theta_t^i \theta_t^S$$

$$k_t^{I_i} = [\beta_1 p_t + \beta_2 (1 - p_t)] \theta_t^i \theta_t^S - \gamma_1 p_t + \gamma_2 (1 - p_t)] \theta_t^I - [d_1 p_t + d_2 (1 - p_t)] \theta_t^I$$

$$k_t^{R_i} = [\beta_1 p_t + \beta_2 (1 - p_t)] \theta_t^i \theta_t^S + 0.5k_t^{I_1} - \gamma_1 p_t + \gamma_2 (1 - p_t) \theta_t^S + 0.5k_t^{I_1}$$

$$k_t^{D_i} = [\beta_1 p_t + \beta_2 (1 - p_t)] \theta_t^i \theta_t^S + [d_1 p_t + d_2 (1 - p_t)] \theta_t^S + 0.5k_t^{I_1}$$
\[ k_t^{l_3} = \left[ \beta_1 p_t + \beta_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_2} \right] \left[ \theta_t^s + 0.5k_t^{S_2} \right] - \left[ y_1 p_t + y_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_2} \right] \]
\[ k_t^{l_4} = \left[ \beta_1 p_t + \beta_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_2} \right] \left[ \theta_t^s + k_t^{S_3} \right] - \left[ y_1 p_t + y_2 (1 - p_t) \right] \left[ \theta_t^l + k_t^{l_3} \right] \]

\[ k_t^{R_1} = \left[ y_1 p_t + y_2 (1 - p_t) \right] \theta_t^l \]
\[ k_t^{R_2} = \left[ y_1 p_t + y_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_1} \right] \]
\[ k_t^{R_3} = \left[ y_1 p_t + y_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_2} \right] \]
\[ k_t^{R_4} = \left[ y_1 p_t + y_2 (1 - p_t) \right] \left[ \theta_t^l + k_t^{l_3} \right] \]

\[ k_t^{D_1} = \left[ d_1 p_t + d_2 (1 - p_t) \right] \theta_t^l \]
\[ k_t^{D_2} = \left[ d_1 p_t + d_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_1} \right] \]
\[ k_t^{D_3} = \left[ d_1 p_t + d_2 (1 - p_t) \right] \left[ \theta_t^l + 0.5k_t^{l_2} \right] \]
\[ k_t^{D_4} = \left[ d_1 p_t + d_2 (1 - p_t) \right] \left[ \theta_t^l + k_t^{l_3} \right] \]

### Table B.1: Calibrated data of California and Florida.

| Date     | l_cal | p_obs_cal | R_cal | D_cal | I_florida | p_obs_florida | R_florida | D_florida |
|----------|-------|-----------|-------|-------|-----------|----------------|------------|------------|
| 2-Mar-20 | 1449  | 0.0062    | 0     | 0     | 217       | 0.0046         | 0          | 0          |
| 3-Mar-20 | 2963  | 0.0025    | 80    | 0     | 569       | 0.0028         | 10         | 0          |
| 4-Mar-20 | 4575  | 0.0055    | 279   | 1     | 1115      | 0.0000         | 44         | 0          |
| 5-Mar-20 | 6337  | 0.0076    | 618   | 1     | 1785      | 0.0014         | 99         | 0          |
| 6-Mar-20 | 8300  | 0.0033    | 1046  | 1     | 2604      | 0.0000         | 222        | 0          |
| 7-Mar-20 | 10497 | 0.0080    | 1603  | 1     | 3565      | 0.0037         | 348        | 0          |
| 8-Mar-20 | 12817 | 0.0045    | 2399  | 1     | 4573      | 0.0024         | 570        | 2          |
| 9-Mar-20 | 15637 | 0.0017    | 3202  | 1     | 5727      | 0.0021         | 865        | 2          |
| 10-Mar-20| 18592 | 0.0106    | 4304  | 2     | 6976      | 0.0012         | 1283       | 2          |
| 11-Mar-20| 21862 | 0.0076    | 5525  | 4     | 8373      | 0.0050         | 1698       | 2          |
| 12-Mar-20| 25183 | 0.0086    | 7204  | 4     | 9956      | 0.0030         | 2144       | 2          |
| 13-Mar-20| 28787 | 0.0109    | 9107  | 4     | 11429     | 0.0092         | 2845       | 2          |
| 14-Mar-20| 32367 | 0.0149    | 11606 | 12    | 13140     | 0.0134         | 3447       | 8          |
| 15-Mar-20| 37606 | 0.0003    | 13024 | 22    | 15458     | 0.0142         | 3661       | 12         |
| 16-Mar-20| 43209 | 0.0256    | 14583 | 34    | 17781     | 0.0004         | 4016       | 15         |
| 17-Mar-20| 48952 | 0.0190    | 16361 | 49    | 20035     | 0.0315         | 4586       | 17         |
| 18-Mar-20| 54635 | 0.0169    | 18415 | 66    | 22286     | 0.0390         | 5304       | 19         |
| 19-Mar-20| 60181 | 0.0225    | 20748 | 86    | 24405     | 0.0414         | 6225       | 22         |
| 20-Mar-20| 65496 | 0.0291    | 23454 | 108   | 26514     | 0.0414         | 7299       | 27         |
| Date       | Value 1  | Value 2  | Value 3  | Value 4  | Value 5  | Median |
|------------|----------|----------|----------|----------|----------|--------|
| 21-Mar-20  | 70606    | 0.0206   | 26507    | 133      | 28550    | 0.0610 |
| 22-Mar-20  | 75324    | 0.0287   | 30093    | 162      | 30523    | 0.0711 |
| 23-Mar-20  | 79730    | 0.0550   | 34060    | 195      | 32345    | 0.0644 |
| 24-Mar-20  | 83739    | 0.0506   | 38491    | 233      | 34097    | 0.0521 |
| 25-Mar-20  | 87259    | 0.0551   | 43406    | 276      | 35714    | 0.0745 |
| 26-Mar-20  | 90316    | 0.1063   | 48777    | 326      | 37266    | 0.1826 |
| 27-Mar-20  | 92797    | 0.0907   | 54718    | 382      | 38727    | 0.1441 |
| 28-Mar-20  | 94737    | 0.0518   | 61267    | 444      | 40056    | 0.2247 |
| 29-Mar-20  | 96359    | 0.0866   | 68272    | 513      | 41370    | 0.1212 |
| 30-Mar-20  | 97665    | 0.1474   | 75658    | 589      | 42624    | 0.3024 |
| 31-Mar-20  | 98899    | 0.1209   | 83253    | 673      | 43860    | 0.3019 |
| 1-Apr-20   | 99983    | 0.1321   | 90990    | 765      | 45097    | 0.0508 |
| 2-Apr-20   | 100788   | 0.1561   | 98927    | 864      | 46213    | 0.4807 |
| 3-Apr-20   | 101418   | 0.1398   | 106961   | 968      | 47172    | 0.3019 |
| 4-Apr-20   | 101761   | 0.0952   | 115134   | 1075     | 47931    | 0.3097 |
| 5-Apr-20   | 101892   | 0.2591   | 123372   | 1184     | 48549    | 0.2006 |
| 6-Apr-20   | 101726   | 0.1188   | 131760   | 1295     | 48994    | 0.2454 |
| 7-Apr-20   | 101444   | 0.1673   | 140117   | 1408     | 49321    | 0.3138 |
| 8-Apr-20   | 100961   | 0.1992   | 148456   | 1523     | 49510    | 0.2377 |
| 9-Apr-20   | 100134   | 0.1276   | 156848   | 1639     | 49521    | 0.2418 |
| 10-Apr-20  | 99040    | 0.1842   | 165289   | 1756     | 49375    | 0.3163 |
| 11-Apr-20  | 97575    | 0.0892   | 173811   | 1873     | 49005    | 0.2664 |
| 12-Apr-20  | 95891    | 0.1546   | 182407   | 1990     | 48586    | 0.3872 |
| 13-Apr-20  | 93912    | 0.1659   | 191153   | 2107     | 47958    | 0.3171 |
| 14-Apr-20  | 91738    | 0.2182   | 199876   | 2225     | 47240    | 0.1721 |
| 15-Apr-20  | 89508    | 0.1989   | 208508   | 2345     | 46617    | 0.2445 |
| 16-Apr-20  | 87084    | 0.1554   | 217188   | 2466     | 46076    | 0.2310 |
| 17-Apr-20  | 84806    | 0.2348   | 225647   | 2589     | 45608    | 0.3925 |
| 18-Apr-20  | 82661    | 0.2148   | 233973   | 2712     | 45212    | 0.2034 |
| 19-Apr-20  | 80747    | 0.1443   | 242142   | 2834     | 44843    | 0.2277 |
| 20-Apr-20  | 78971    | 0.3497   | 250246   | 2955     | 44550    | 0.2065 |
| 21-Apr-20  | 77486    | 0.2782   | 258061   | 3074     | 44387    | 0.2200 |
| 22-Apr-20  | 76352    | 0.2870   | 265600   | 3191     | 44347    | 0.1201 |
| 23-Apr-20  | 75310    | 0.3425   | 272976   | 3306     | 44346    | 0.3623 |
| 24-Apr-20  | 74567    | 0.2782   | 280055   | 3419     | 44416    | 0.2394 |
| 25-Apr-20  | 73975    | 0.1571   | 286986   | 3529     | 44515    | 0.0828 |
| 26-Apr-20  | 73507    | 0.1868   | 293725   | 3635     | 44690    | 0.1878 |
| 27-Apr-20  | 73263    | 0.2216   | 300243   | 3738     | 44826    | 0.1642 |
| 28-Apr-20  | 73103    | 0.1891   | 306608   | 3837     | 44889    | 0.1924 |
| 29-Apr-20  | 72922    | 0.4194   | 312851   | 3934     | 44950    | 0.0949 |
| 30-Apr-20  | 72685    | 0.2300   | 319007   | 4029     | 45022    | 0.1364 |
| 1-May-20   | 72232    | 0.3230   | 325238   | 4121     | 45119    | 0.2827 |
| 2-May-20   | 71641    | 0.2307   | 331464   | 4211     | 45201    | 0.2010 |
| 3-May-20   | 70847    | 0.2753   | 337822   | 4299     | 45305    | 0.1688 |
| 4-May-20   | 70073    | 0.1736   | 344161   | 4386     | 45224    | 0.2294 |
| 5-May-20   | 69274    | 0.4551   | 350525   | 4473     | 45120    | 0.1560 |
| 6-May-20   | 68479    | 0.3822   | 356884   | 4561     | 44915    | 0.1668 |
| 7-May-20   | 67732    | 0.2676   | 363267   | 4650     | 44626    | 0.2516 |
| Date      | 9-May-20 | 10-May-20 | 11-May-20 | 12-May-20 | 13-May-20 | 14-May-20 | 15-May-20 | 16-May-20 | 17-May-20 | 18-May-20 | 19-May-20 | 20-May-20 | 21-May-20 | 22-May-20 | 23-May-20 | 24-May-20 | 25-May-20 | 26-May-20 | 27-May-20 | 28-May-20 | 29-May-20 | 30-May-20 | 31-May-20 | 1-Jun-20 | 2-Jun-20 | 3-Jun-20 | 4-Jun-20 | 5-Jun-20 | 6-Jun-20 | 7-Jun-20 | 8-Jun-20 | 9-Jun-20 | 10-Jun-20 | 11-Jun-20 | 12-Jun-20 | 13-Jun-20 | 14-Jun-20 | 15-Jun-20 | 16-Jun-20 | 17-Jun-20 | 18-Jun-20 | 19-Jun-20 | 20-Jun-20 | 21-Jun-20 | 22-Jun-20 | 23-Jun-20 | 24-Jun-20 |
|-----------|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
