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Abstract. A key feature of the classical Fluctuation Dissipation theorem is its ability to approximate the average response of a dynamical system to a sufficiently small external perturbation from an appropriate time autocorrelation function of the unperturbed dynamics of this system. In the present work, we examine the situation where the state of a nonlinear dynamical system is perturbed by a finitely large, instantaneous external perturbation (jump). Such jump can be either deterministic or stochastic, and in the case of a stochastic jump its randomness can be spatial, or temporal, or both. We show that, even for large instantaneous jumps, the average response of the system can be expressed in the form of a suitable time autocorrelation function of the corresponding unperturbed dynamics. For stochastic jumps, we consider two situations: one where a single spatially random jump of a system state occurs at a predetermined time, and another where jumps occur randomly in time with small space-time dependent statistical intensity. For all studied configurations, we compute the corresponding average response formulas in the form of suitable time autocorrelation functions of the unperturbed dynamics. Some efficiently computable approximations are derived for practical modeling scenarios.

1. Introduction

The classical Fluctuation Dissipation theorem (FDT) [49, 50, 62, 70] provides a leading order approximation to the statistical response of a dynamical system to a small deterministic external perturbation via statistical correlations of the unperturbed dynamics. The FDT offered more insight into statistical properties of dynamical processes near equilibrium in various scientific applications, such as statistical mechanics of identical particles [23, 30, 51], Ornstein–Uhlenbeck Brownian motion [49, 50, 63, 73], motion of electric charges [62, 74], turbulence [47, 48], quantum field theory [24, 32, 34, 75], chemical physics [71, 72], and physical chemistry [60]. In geophysical science, the FDT was proposed as a sensible approximation for appropriate variables in a complex climate system [42, 52, 53] despite the absence of a classical Gaussian equilibrium state of the traditional statistical mechanics. This observation spurred a series of works [21, 25, 26, 30, 36–40, 44, 51, 52, 56, 57, 61, 65], where various applications of the FDT in the weather and climate modeling were proposed. In the author’s past works [1–3, 6, 8, 13–15], a computational framework predicting the average response of both deterministic and stochastic dynamical systems to a small deterministic or stochastic external perturbation was developed, studied, and used in a new method for the parameterization of unresolved processes in reduced models of multiscale dynamics [4, 5, 7, 9].
Thus far, the extensively studied types of external perturbations were largely limited to small bounded forcing perturbations – either deterministic, or in the form of a Brownian motion. However, in many practical applications the external perturbations are, first, not necessarily small, and, second, not necessarily in the form of a bounded external forcing. For example, a physical system may experience an external “impulse forcing” – that is, the external forcing in the form of a delta-function, which instantaneously changes the state of the system. Moreover, this change can be finitely large – that is, the delta-function of the impulse forcing may not be necessarily scaled by a small parameter.

An ubiquitous example of such a global event is known as the Permian–Triassic extinction \([29, 45, 76]\). Due to an unknown cause, catastrophic global climate changes occurred on Earth some 250 million years ago between Permian and Triassic periods. As a result, about 90% of all living species has become extinct \([41, 67–69]\). One of the accepted scientific hypotheses is that this event was triggered by a large meteorite impact \([19, 20]\). It is strikingly obvious that any mathematically and physically adequate explanation or model of this event cannot possibly assume that this impact was “small” in any reasonable sense – although one can likely reasonably assume that this event was “instantaneous”, at least relative to the time scale of the subsequent global climate change. In addition, another reasonable assumption is that such events tend to occur randomly in time, although they are statistically unlikely to occur frequently.

In the current work, we focus on the scenario where the state of a nonlinear dynamical system is perturbed by a finitely large, instantaneous external perturbation, or “jump”. For generality, here we assume that this jump can be either deterministic or stochastic, and for a stochastic jump we further assume that its randomness can manifest in the spatial configuration of the jump, or its temporal frequency, or both. We find that the average response of the system can be expressed in the form of a suitable time autocorrelation function of the corresponding unperturbed dynamics even for large instantaneous jumps. In the case of jumps which incorporate a random component, we examine two scenarios. The first one is where a single spatially random jump of a system state occurs at a predetermined time, while the second scenario is the one where jumps occur randomly in time with small space-time dependent statistical intensity. We also find that, for all studied configurations, the corresponding average response formulas are computable in the form of suitable time autocorrelation functions of the unperturbed dynamics, just like in the classical FDT formulation. For practical modeling scenarios, we also derive suitable approximations of the general response formulas which can be efficiently computed in the context of a numerical simulation.

The work is organized as follows. In Section 2 we state the general form of the underlying, unperturbed nonlinear dynamical system, together with its corresponding forward Kolmogorov (or Fokker–Planck) equation \([18, 64, 70]\). In Section 3 we derive the explicit formula of the average response of the system to a deterministic instantaneous jump perturbation. In Section 4 we extend the previously derived average response formula on the case of a random instantaneous perturbation, which nonetheless occurs at a prescribed time. In Section 5 we derive the average response formula for the most general perturbation scenario, where spatially random jump perturbations also occur at random times. In Section 6 we discuss the results and suggest future research directions.
2. Unperturbed dynamics

In this section, we need to specify the general form of an unperturbed dynamical system for a typical application in natural sciences. From what is to be presented below, the basic requirements on the form of the unperturbed dynamical system can be summarized as follows. First, the unperturbed dynamical system may incorporate a deterministic vector field, as well as stochastic effects. We will, however, restrict the form of the unperturbed dynamical system so that its solutions are continuous, as it is implied that the discontinuities will be introduced via the jump perturbations. Additionally, we require that the unperturbed system has an explicitly formulated forward Kolmogorov equation \([64, 70]\) with a differentiable stationary solution. The corresponding perturbed system must also have a forward Kolmogorov equation, although we are not going to consider its stationary solutions, if any.

Other than the points listed above, there do not appear to be any other fundamental constraints which would impose further unmitigable issues. In particular, the presence of the stochastic component of the dynamics is not necessarily required for the stationary solution of the forward Kolmogorov equation to be differentiable – for example, if the deterministic vector field preserves a quadratic energy, the uniform distribution on a constant energy surface is usually both the stationary statistical state for the system and a smooth distribution \([10–12]\).

Thus, throughout the work, we will assume that the unperturbed dynamical system is described, in general, via the following Itô stochastic differential equation:

\[
(2.1) \quad x(t) = x_0 + \int_0^t f(x(s))\,ds + \int_0^t G(x(s))\,dW(s).
\]

Here, \(x \in \mathbb{R}^K\) is the state vector of the system, \(W(t)\) is a \(K\)-dimensional Wiener process, while \(f : \mathbb{R}^K \to \mathbb{R}^K\) and \(G : \mathbb{R}^K \to \mathbb{R}^{K \times K}\) are smooth vector fields. As motivated above, the form of (2.1) is chosen so that it is the most general form of the Lévy-type Feller process \([31]\) whose solutions are almost surely continuous, and which, under a random jump perturbation, retains the form of the infinitesimal generator compatible with Courrège’s theorem \([27]\), so that the forward Kolmogorov equation of the jump-perturbed process can be obtained in an explicit manner \([18]\).

Let \(\psi : \mathbb{R}^K \to \mathbb{R}\) be a twice differentiable function with bounded second derivatives. Let \(E_{t,t_0}[\psi](x)\) denote the conditional expectation of \(\psi\) at time \(t\), provided that the initial state of the system at time \(t_0\) is \(x\). Then, the infinitesimal generator \([18, 35, 64]\) of \(E_{t,t_0}[\psi](x)\) is given via:

\[
(2.2) \quad \frac{\partial}{\partial t} E_{t,t_0}[\psi] \bigg|_{t=t_0} = \mathcal{L}[\psi] = f \cdot \frac{\partial \psi}{\partial x} + \frac{1}{2} GG^T : \frac{\partial^2 \psi}{\partial x^2},
\]

where “:\:" denotes the Frobenius matrix product.

Let \(p(t, x)\) denote the probability distribution of solutions of (2.1). Then, we can relate the \(p\)-average of \(\psi\) at time \(t + s\) to the probability density \(p(t, x)\) via

\[
(2.3) \quad \langle \psi \rangle(t + s) = \int_{\mathbb{R}^K} \psi(x)p(t + s, x)\,dx = \int_{\mathbb{R}^K} E_{t+s,t}[\psi](x)p(t, x)\,dx.
\]
The forward partial differential equation for \( p(t, x) \) is known either as the forward Kolmogorov equation [18,35,64] or as the Fokker-Planck equation [70], and is given via

\[
\frac{\partial p}{\partial t} + \frac{\partial}{\partial x} \cdot (pf) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (pGG^T).
\]

In what follows, we will assume that (2.4) has a stationary solution \( p_0(x) \),

\[
\frac{\partial}{\partial x} \cdot (p_0f) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (p_0GG^T).
\]

If the union of all solutions to (2.5) consists of multiple ergodic components, we will assume below that \( p_0(x) \), whose support we denote as \( \mathcal{A} \), is the indecomposable ergodic component which is “physically relevant” – that is, a generic initial condition to (2.1) almost certainly falls into \( \mathcal{A} \), and the subsequent jump perturbations are such that the state of the system in (2.1) never leaves \( \mathcal{A} \). This assumption is necessitated by the need to use the Birkhoff–Khinchin theorem [22,46] for the practical computation of the average response further below.

2.1. Conditional probability density. In what follows, it is convenient to introduce the conditional probability density \( P_{t,t_0}(x|y) \), defined via

\[
\mathbb{E}_{t,t_0}[\psi](x) = \int_{\mathbb{R}^k} \psi(y) P_{t,t_0}(y|x) dy.
\]

From (2.3), and observing that \( \psi \) is arbitrary, it follows that

\[
p(t + s, x) = \int_{\mathbb{R}^k} P_{t+s,s}(x|y)p(s, y) dy.
\]

Substituting the above equation into (2.4) and stripping the integral over \( p(y)dy \), we obtain the equation for \( P \):

\[
\frac{\partial}{\partial t} P_{t,t_0}(x|y) + \frac{\partial}{\partial x} \cdot (P_{t,t_0}(x|y)f) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (P_{t,t_0}(x|y)GG^T), \quad P_{t_0,t_0}(x|y) = \delta(x - y).
\]

Observing that the above equation is autonomous with respect to \( t \), it is clear that \( P_{t,t_0} = P_{t-t_0} \), that is, the conditional probability density is a function of difference between the starting and ending times. Therefore, without loss of generality, we can assume that \( t_0 = 0 \), which yields

\[
\frac{\partial}{\partial t} P_{t}(x|y) + \frac{\partial}{\partial x} \cdot (P_{t}(x|y)f) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (P_{t}(x|y)GG^T), \quad P_{0}(x|y) = \delta(x - y).
\]

Consequently, according to (2.6), the conditional expectation is also a function of the time difference: \( \mathbb{E}_{t,t_0}[\psi](x) = \mathbb{E}_{t-0}[\psi](x) \).

2.2. Special case: the Ornstein–Uhlenbeck process. Here we consider a special case of the unperturbed dynamical system in (2.1), which has the convenience of being exactly solvable. Consider the following centered Ornstein–Uhlenbeck process [73]:

\[
x(t) = x_0 - \int_0^t Lx(s) ds + \int_0^t GdW(s).
\]
Above, $L$ is a constant positive definite $K \times K$ matrix, while $G$ is a constant $K \times K$ matrix, with $GG^T$ being positive definite. The solution to the Ornstein–Uhlenbeck process above is given via Duhamel’s principle:

\begin{equation}
    x(t) = e^{-tL}x_0 + \int_0^t e^{(s-t)L}GdW(s).
\end{equation}

Via the properties of the Itô integral \([35,43,64]\), it can be readily seen that the expectation of the state variable $x(t)$ satisfies

\begin{equation}
    E_t[x](x_0) = e^{-tL}x_0.
\end{equation}

The stationary probability density $p_0(x)$ of the Ornstein–Uhlenbeck process in (2.10) is given via

\begin{equation}
    p_{OU}^0(x) = \frac{1}{(2\pi)^{K/2}\sqrt{\det C}} \exp \left(-\frac{1}{2}x^T C^{-1}x\right),
\end{equation}

where $C$ is the covariance matrix of the process, given via the equation

\begin{equation}
    LC + CL^T = GG^T.
\end{equation}

More details on this topic can be found in \[70\].

### 3. A large deterministic jump perturbation

In this work, the definition of the average response is identical to that in our earlier works on this topic \[1–3,6,8,13–15,57\]. Namely, assume that we have a large statistical ensemble of solutions of (2.1). This ensemble is initially distributed according to $p_0(x)$. At the prescribed time $t_0$, the following instantaneous jump perturbation is applied to the states of all ensemble members:

\begin{equation}
    x(t_0) = x(t_0-) + h(x(t_0-)),
\end{equation}

Above in (3.1), $h : \mathbb{R}^K \rightarrow \mathbb{R}^K$ is a continuous function, and $x(t-)$ denotes the left-limit at $t$. Observe that the action of $h(x)$ can be interpreted as the instantaneous jump perturbation of a given trajectory, which, generally, depends on the pre-jump state (but not on the time of the jump). As noted above, here we assume that for any $x \in \mathcal{A}$, $h(x) \in \mathcal{A}$ – that is, the state of the system does not leave the support $\mathcal{A}$ of the physically relevant ergodic component $p_0(x)$ of (2.1) as a result of the jump.

The resulting statistical discrepancy between the perturbed ensemble and the unperturbed ensemble, as a function of time past the moment of the perturbation, is what we refer to as the “average response”. The key difference between the previous studies and the current work is that in our previous works a time-dependent forcing was applied at the initial time and past that, whereas here the perturbed trajectories continue according to (2.1) once the jump perturbation has been applied.

The average response of the statistical ensemble is measured via the difference between the perturbed and unperturbed conditional expectations $E_t[\psi]$ of a test function $\psi(x)$, averaged over the equilibrium probability density $p_0(x)$:

\begin{equation}
    \Delta \langle \psi \rangle (t - t_0) = \int_{\mathcal{A}} (E_{t-t_0}[\psi](x + h(x)) - E_{t-t_0}[\psi](x)) p_0(x)dx,
\end{equation}
where \( t_0 \) is the time when the external perturbation has occurred.

3.1. An exactly solvable example. As an example, we can easily compute the mean state response of the Ornstein–Uhlenbeck process in (2.10), with help of (2.12):

\[
\Delta \langle x \rangle_{OU}(t - t_0) = e^{(t_0 - t)L} \int_{\mathbb{R}^k} h(x)p_0^{OU}(x)dx, \tag{3.3}
\]

where we observe that \( p_0^{OU} \) is indecomposable and supported on the whole space, and thus \( \mathcal{A} \) is the same as \( \mathbb{R}^k \). Above, we only need to be able to evaluate the integral in terms of elementary functions, which, given the form of \( p_0^{OU}(x) \) in (2.13), leaves a broad choice for \( h(x) \) (it can be, for example, a polynomial in \( x \)).

3.2. A practical average response formula for computational modeling. It is also a possibility that the dynamical system in (2.1) is not exactly solvable, although can be numerically simulated or modeled. In this case, we need a suitable adaptation of the response formula in (3.2) to the typical practical restrictions of numerical modeling. Here, we will assume that, first, there exists an approximation to the stationary probability distribution \( p_0(x) \) in terms of elementary functions, and, second, there does not exist a similar approximation to \( \mathbb{E}_{t}[\psi](x) \). These assumptions are reasonable for a range of prototype nonlinear dynamical systems, such as the Lorenz 96 model [54, 55, 57], the barotropic model of Earth atmosphere [15, 17, 33], or the quasigeostrophic 1.5-layer wind driven double gyre ocean circulation model [16, 58, 59].

In such a situation, let \( q : \mathbb{R}^K \to \mathbb{R}^K \) be the inverse of \( x + h(x) \). Clearly, \( q(x) \) satisfies

\[
q(x) + h(q(x)) = x, \quad \text{for all} \ x. \tag{3.4}
\]

Then, in the perturbed expectation integral, we can change the variables \( x \to q(x) \) as follows:

\[
\int_{\mathcal{A}} \mathbb{E}_{t-t_0}[\psi](x + h(x))p_0(x)dx = \int_{\mathcal{A}} \mathbb{E}_{t-t_0}[\psi](q(x))p_0(q(x)) \left| \frac{\partial q}{\partial x} \right| dx, \tag{3.5}
\]

where \( |\partial q/\partial x| \) is the Jacobian of \( q(x) \). The average response formula in (3.2) can thus be written in the form

\[
\Delta \langle \psi \rangle(t - t_0) = \int_{\mathcal{A}} \mathbb{E}_{t-t_0}[\psi](q(x)) \left( p_0(q(x)) \left| \frac{\partial q}{\partial x} \right| - p_0(x) \right) dx = \int_{\mathcal{A}} \mathbb{E}_{t-t_0}[\psi](q(x)) \left( \frac{p_0(q(x))}{p_0(x)} \left| \frac{\partial q}{\partial x} \right| - 1 \right) p_0(x)dx, \tag{3.6}
\]

where we can divide by \( p_0(x) \) since it is nonzero in \( \mathcal{A} \). Finally, for the purposes of practical computation, we use the ergodicity property of \( p_0(x) \) in \( \mathcal{A} \) and replace, with help of the Birkhoff–Khintchine theorem, the measure average with the following time autocorrelation function over the long-term trajectory of the unperturbed system in (2.1):

\[
\Delta \langle \psi \rangle(t - t_0) = \lim_{r \to \infty} \frac{1}{r} \int_0^r \psi(x(t - t_0 + s)) \left( \frac{p_0(q(x(s)))}{p_0(x(s))} \left| \frac{\partial q}{\partial x}(x(s)) \right| - 1 \right) ds, \tag{3.7}
\]

where the initial condition for the time series is presumed to be taken in \( \mathcal{A} \). The practical computational constraint here (aside from the necessity for an accurate approximation
for \( p_0(x) \) is the ability to invert the function \( x + h(x) \). While, obviously, a large variety of possible forms of the jump function \( h(x) \) is available in general, here we point out a simple form of \( h(x) \) which is explicitly invertible and is likely broad enough for the majority of practical applications:

\[
(3.8) \quad h(x) = h + Hx,
\]

where \( h \) is a constant \( K \)-vector, and \( H \) is a constant \( K \times K \) matrix. For such a form of \( h(x) \), we obtain, explicitly,

\[
(3.9) \quad q(x) = (I + H)^{-1}(x - h), \quad \frac{\partial q}{\partial x} \bigg|_{x} = \frac{1}{|\det(I + H)|}.
\]

Finally, we would like to emphasize that none of the average response formulas above rely on a “small parameter” of any kind – any imprecisions of the average response computation above will manifest due to, for example, inaccuracy of the approximation for \( p_0(x) \), or the statistical undersampling of the long-term trajectory of (2.1).

3.3. The quasi-Gaussian approximation. The quasi-Gaussian approximation [13–15,57] for the average response formula in (3.7) emerges when the stationary distribution \( p_0(x) \) is replaced by the corresponding Gaussian distribution with the same mean state and covariance matrix. More precisely, let \( m \) be the mean state of \( p_0(x) \), and let \( C \) be its covariance matrix. Then, the quasi-Gaussian approximation for (3.7) is given via

\[
(3.10) \quad \Delta \langle \psi \rangle(t - t_0) = \lim_{r \to \infty} \frac{1}{r} \int_0^r \psi(x(t - t_0 + s)) \left( \frac{p_{m,C}(x(s))}{p_{m,C}(x(s))} \left| \frac{\partial q}{\partial x}(x(s)) \right| - 1 \right) ds,
\]

where \( p_{m,C}(x) \) is given explicitly via

\[
(3.11) \quad p_{m,C}^G(x) = \frac{1}{(2\pi)^{K/2}\sqrt{\det C}} \exp \left( -\frac{1}{2}(x - m)^T C^{-1}(x - m) \right).
\]

The above expression, together with (3.9), renders the integrand of the time autocorrelation function in (3.10) explicitly computable for a given (computed or observed) time series \( x(t) \), and thus the average response in (3.10) can be computed numerically using standard methods [13–15,57].

It may seem that, with the replacement of \( p_0(x) \) with \( p_{m,C}^G(x) \) in (3.10), one may lose the information of the relevant ergodic component of \( p_0(x) \) (that is, if the latter is not ergodic on the whole space \( \mathbb{R}^K \)). However, observe that it is not that case – due to the fact that the time average in (3.10) is computed over the exact time series of the original dynamical system in (2.1), the statistical sampling of the integrand of (3.10) still occurs on \( A \) with the distribution \( p_0(x) \). Moreover, the most remarkable property of the time autocorrelation function in (3.10) is that an observed or historically recorded time series \( x(t) \) can be used for its evaluation, without any need to numerically simulate the dynamical process. This suggests that the average response could be computed with sufficient degree of accuracy even for complex geophysical phenomena, as long as the recorded time series are sufficiently detailed.
4. A LARGEx RANDOM JUMP PERTURBATION

An interesting generalization of the previous scenario is the randomization of the jump $h(x)$ (which still occurs at the time $t_0$). Namely, let $z : \Omega \to \mathbb{R}^d$ be a random variable with the distribution measure $\nu$, and let $h(x, z) : \mathbb{R}^{K+d} \to \mathbb{R}^K$ be a continuous function of $x$, and Borel measurable of $z$. Then, it is natural to define the average response of $\psi$ not only by averaging over the states of the system (that is, over $p_0(x)$), but also over the possible jumps (that is, over $\nu$):

$$\Delta \langle \psi \rangle (t - t_0) = \int_A \int_{\mathbb{R}^d} (\mathbb{E}_{t-t_0}[\psi](x + h(x, z)) - \mathbb{E}_{t-t_0}[\psi](x)) \nu(dz) p_0(x) dx.$$

Observe that the only difference between (3.2) and (4.1) is the additional average over $\nu$, which allows to easily extend the average response formulas in (3.3) and (3.7) onto the random perturbation $h(x, z)$ in a straightforward fashion.

4.1. An exactly solvable example. The corresponding exactly solvable average response of the mean state of the Ornstein–Uhlenbeck process is given via

$$\Delta \langle x \rangle_{OU}(t - t_0) = e^{(t_0-t)L} \int_{\mathbb{R}^K} \int_{\mathbb{R}^d} h(x, z) \nu(dz) p_{0,OU}^0(x) dx,$$

which can be easily seen by taking $\psi(x) = x$ and recalling the formula for the expectation in (2.12). The practical computability of the mean state response formula in (4.2) now depends, in addition to the choice of $h(x, z)$, also on the choice of the intensity measure $\nu$. In the case of $h(x, z)$ being of the form

$$h(x, z) = \sum_i \xi_i(z) h_i(x),$$

we find that the double integral becomes the sum of the product of single integrals:

$$\Delta \langle x \rangle_{OU}(t - t_0) = \sum_i e^{(t_0-t)L} \left( \int_{\mathbb{R}^d} \xi_i(z) \nu(dz) \right) \left( \int_{\mathbb{R}^K} h_i(x) p_{0,OU}^0(x) dx \right).$$

Here, observe that, for each term in the sum, we obtained the formula for the mean state response of an Ornstein–Uhlenbeck process to a deterministic perturbation in (3.3), additionally multiplied by the integral over $\xi_i(z) \nu(dz)$. The computability of this integral depends entirely on the choice of $\xi_i(z)$ and $\nu$, and is independent of the rest of the set-up.

4.2. A practical average response formula for computational modeling. In order to obtain an analog of the time-averaged response formula in (3.7) for the response to the random perturbation in (4.1), we follow the same steps as in the previous section. We let $q : \mathbb{R}^{K+d} \to \mathbb{R}^K$ be the $x$-inverse of $x + h(x, z)$ for a given $z$:

$$q(x, z) + h(q(x, z)) = x, \quad \text{for all } x, z.$$
Then, we can again replace $x \to q(x)$ in the perturbed integral and write

\begin{equation}
\int_A \int_{\mathbb{R}^d} E_{t-t_0}[\psi](x + h(x, z)) \nu(dz) p_0(x) dx =
\int_A \int_{\mathbb{R}^d} E_{t-t_0}[\psi](x) \int_{\mathbb{R}^d} p_0(q(x, z)) \left| \frac{\partial q(x, z)}{\partial x} \right| \nu(dz) dx,
\end{equation}

where in the unperturbed integral we used the fact that $\nu$ is normalized to 1, and, as before, $|\partial q/\partial x|$ is the Jacobian of $q(x, z)$ in the $x$-variable. The average response formula in (4.1) can thus be written in the form

\begin{equation}
\Delta \langle \psi \rangle(t-t_0) = \int_A E_{t-t_0}[\psi](x) \left( \frac{J(x)}{p_0(x)} - 1 \right) p_0(x) dx,
\end{equation}

where

\begin{equation}
J(x) = \int_{\mathbb{R}^d} p_0(q(x, z)) \left| \frac{\partial q(x, z)}{\partial x} \right| \nu(dz).
\end{equation}

Upon the application of the Birkhoff–Khinchin theorem, the average response formula becomes

\begin{equation}
\Delta \langle \psi \rangle(t-t_0) = \lim_{r \to \infty} \frac{1}{r} \int_0^r \psi(x(t-t_0 + s)) \left( \frac{J(x(s))}{p_0(x(s))} - 1 \right) ds.
\end{equation}

Here, again observe that the average response formula above does not rely on a small parameter of any kind. Any imprecisions of the average response computation above will manifest due to, for example, inaccuracy of the approximation for $p_0(x)$, or a possible approximation for $J(x)$, or the statistical undersampling of the long-term trajectory of (2.1).

However, note that for an efficient numerical computation of the time autocorrelation function in (4.9), the term $J(x)$ in (4.8) must be expressed in terms of elementary functions. This requirement, obviously, places restrictions on the choice of $\nu$, $h(x, z)$, and the approximation for $p_0(x)$. Below, we consider a few special cases where the $\nu$-integral above is explicitly computable.

### 4.3. Special case 1: a set of spatially pre-determined jumps

As a simplest example where the $\nu$-integral is explicitly computable, we consider the following special case. Assume that, instead of a single deterministic jump, several different, yet spatially pre-determined jumps may occur randomly with prescribed probabilities. In other words, the random variable $z : \Omega \to \mathbb{R}^d$ may return only a finite set of values $\{z_j\}$, each with probability $\gamma_j$, $j = 1 \ldots Q$. In this case, we can define

\begin{equation}
\nu(dz) = \sum_{j=1}^Q \gamma_j \delta(z - z_j)dz, \quad \sum_{j=1}^Q \gamma_j = 1,
\end{equation}
and, therefore,

\[ J(x) = \sum_{j=1}^{Q} \gamma_j p_0(q(x, z_j)) \left| \frac{\partial q(x, z_j)}{\partial x} \right|. \]  

Observe that, as long as \( p_0(x) \) and \( q(x, z) \) are available in the form of explicit formulas, \( J(x) \) is also an explicit function of \( x \), which allows to compute the time autocorrelation function in (4.9) efficiently. For a practically computable example of \( h(x, z) \), we can generalize (3.8) to include the \( z \)-dependence:

\[ h(x, z) = h(z) + H(z)x, \]

where the \( K \)-vector \( h(z) \) and \( K \times K \) matrix \( H(z) \) are known, explicit functions of \( z \). This leads to

\[ q(x, z) = (I + H(z))^{-1}(x - h(z)), \quad \left| \frac{\partial q(x, z)}{\partial x} \right| = \frac{1}{|\det(I + H(z))|}, \]

and, subsequently,

\[ J(x) = \sum_{j=1}^{Q} \gamma_j \frac{p_0((I + H(z_j))^{-1}(x - h(z_j)))}{|\det(I + H(z_j))|}. \]

4.4. Special case 2: a Gaussian jump distribution. As a practical example, let us consider the scenario where \( \nu(dz) \) has a Gaussian density, with its own mean state vector \( m_\nu \) and covariance matrix \( C_\nu \):

\[ \nu(dz) = p_{m_\nu, C_\nu}^G(z)dz = \frac{1}{(2\pi)^{d/2}\sqrt{|\det C_\nu|}} \exp \left( -\frac{1}{2}(z - m_\nu)^T C_\nu^{-1}(z - m_\nu) \right) dz. \]

For practical computation, we restrict the \( z \)-dependent jump function \( h(x, z) \) in (4.12) to

\[ h(x, z) = h + Hx + H_\ast z, \]

with \( h, H \) and \( H_\ast \) being the constant \( K \)-vector, \( K \times K \) matrix and \( K \times d \) matrix, respectively. This yields \( q(x, z) \) in the form

\[ q(x, z) = (I + H)^{-1}(x - h - H_\ast z), \quad \left| \frac{\partial q(x, z)}{\partial x} \right| = \frac{1}{|\det(I + H)|}. \]

The form of \( q(x, z) \) in (4.17) leads to the following expression for \( J(x) \) in (4.8):

\[ J(x) = \frac{1}{|\det(I + H)|} \int_{\mathbb{R}^d} p_0 \left( (I + H)^{-1}(x - h - H_\ast z) \right) \nu(dz). \]

To be able to compute the \( \nu \)-integral above in the form of an explicit formula, we will assume that \( p_0(x) \) is also given by its quasi-Gaussian approximation \( p_{m_\nu, C}^G(x) \) in (3.11). This leads to

\[ J(x) = \frac{1}{(2\pi)^{K/2}|\det(I + H)|\sqrt{|\det C|\det(C_\nu A)}} \exp \left( \frac{1}{2}(b^T(x)A^{-1}b(x) - c(x)) \right), \]

where the terms \( A, b(x) \) and \( c(x) \) are given via

\[ A = ((I + H)^{-1}H_\ast)^T C^{-1}(I + H)^{-1}H_\ast + C_\nu^{-1}, \]
The details of the computation are given in the Appendix A.

Observe that the whole expression in (4.19) is an explicit function of \( x \) (\( A \) is constant, \( b \) is linear in \( x \), and \( c \) is quadratic in \( x \)), which means that it can be evaluated efficiently for the computation of the time autocorrelation function in (4.9).

4.5. Special case 3: a linear combination of Gaussian densities. The natural generalization of the above formula can be easily derived for a scenario where both \( p_0(x) \) and \( \nu(dz) \) are linear combinations of Gaussian densities:

\[
(4.21a) \quad p_0(x) = \sum_{i=1}^{P} \beta_i p_{m_i}^{G}(x), \quad \sum_{i} \beta_i = 1,
\]

\[
(4.21b) \quad \nu(dz) = \sum_{j=1}^{Q} p_{m_{v,j}}^{G}(z)dz, \quad \sum_{j} \gamma_j = 1,
\]

for some integers \( P > 0, Q > 0 \). It is easy to verify that the corresponding integral \( J(x) \) in (4.8) becomes

\[
(4.22) \quad J(x) = \frac{1}{(2\pi)^{K/2} |\det(I + H)|} \sum_{i,j=1}^{P,Q} \frac{\beta_i \gamma_j \exp \left( \frac{1}{2} \left( b_{i,j}^{T}(x) A_{i,j}^{-1} b_{i,j}(x) - c_{i,j}(x) \right) \right)}{\sqrt{\det C_i \det(C_{v,j} A_{i,j})}},
\]

with

\[
(4.23a) \quad A_{i,j} = ((I + H)^{-1}H_s)^T C_i^{-1}(I + H)^{-1} H_s + C_{v,j}^{-1},
\]

\[
(4.23b) \quad b_{i,j}(x) = ((I + H)^{-1}H_s)^T C_i^{-1}(m_i + (I + H)^{-1}(h - x)) - C_{v,j}^{-1} m_{v,j},
\]

\[
(4.23c) \quad c_{i,j}(x) = (m_i + (I + H)^{-1}(h - x))^T C_i^{-1}(m_i + (I + H)^{-1}(h - x)) + m_{v,j}^T C_{v,j}^{-1} m_{v,j},
\]

where \( m_i \) and \( C_i \) are the mean state and covariance matrix of \( p_i^{G}(x) \), respectively. Again, observe that \( A_{i,j} \) are constants, while \( b_{i,j}(x) \) and \( c_{i,j}(x) \) are explicit functions of \( x \). This means that the measure integral can be evaluated efficiently in the numerical computation of the time autocorrelation function in (4.9).
5. A sequence of large random jump perturbations at random times

An important generalization of the previously studied random jump process is the extension of the randomness of the perturbation onto time. In what follows, we will assume that not only the perturbation is spatially distributed in a random fashion, but that there is also randomness in the time when it may happen. We will assume that the spatial distribution of the jump is still governed by a distribution measure \( \nu \) and a suitable jump function \( h(x, z) \), just as in the previous section. However, rather than having a single jump at a prescribed time \( t_0 \), here we are going to assume that the jumps are going to occur randomly and independently in time, with the average intensity of jumps \( \lambda \) being a function of both time and the pre-jump spatial state of the system:

\[
\lambda = \alpha \eta(t) g(x(t-)).
\]

Above, \( \eta : \mathbb{R} \to \mathbb{R}_{>0} \) is a bounded Riemann-integrable function on a real line, and \( g : \mathbb{R}^K \to \mathbb{R}_{>0} \) is a bounded Borel-measurable function on \( \mathbb{R}^K \). The small constant scaling parameter \( 0 < \alpha \ll 1 \) signifies that the intensity of jumps must be small.

In order to define such perturbations, we need a suitable random process which will “trigger” the jumps in the state of the system in (2.1), and the framework of random jump processes naturally lends itself to this application. Here, we start by introducing a compound Poisson process \( n : T \times \Omega \to \mathbb{R}^d \) with intensity measure \( \nu \). Since \( \nu \) is normalized to 1 (as it is the same measure that was used to define a single random jump in the previous section), the average intensity of jumps of \( n(t) \) is one jump per unit of time – that is, the jumps of \( n(t) \) are “spread” in time statistically uniformly.

In order to adjust the intensity of jumps of \( n(t) \) to (5.1), let us define the following time-inhomogeneous Poisson counting process \( m \):

\[
m(t) = n(\tau(t)),
\]

where \( \tau(t) \) is given via

\[
\tau(t) = \int_0^t \lambda(s) ds = \alpha \int_0^t \eta(s) g(x(s-)) ds.
\]

Above, \( \tau(t) \) is a non-decreasing, bounded and continuous function of \( t \). For \( m(t) \) to indeed be a Poisson process, \( \tau(t) \) must also be adapted to \( \mathcal{F}(t) \) [66], where the latter is the natural filtration of \( m(t) \). Below we will show that it is indeed the case.

At this point, let us introduce the jump process \( \Delta m(t) \) via

\[
\Delta m(t) = m(t) - m(t-).
\]

Let \( M \) denote the corresponding Poisson random measure of \( \Delta m(t) \):

\[
M([t_0, t_1], A) = \text{number of values of } \Delta m(t) \in A \subset \mathbb{R}^d \setminus \{0\} \text{ for } t_0 < t \leq t_1.
\]

We now define the perturbed dynamical system via the following Lévy-type Feller process [18,27,31]:

\[
x(t) = x_0 + \int_0^t f(x(s)) ds + \int_0^t G(x(s)) dW(s) + \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} h(x(s-), z) M(ds, dz).
\]
At this point, observe that if $x(t)$ is a solution of (5.6), then it is indeed adapted to $F(t)$, and so are (5.1) and (5.3), which is what is required in [66] for $m(t)$ in (5.2) to qualify for a time-inhomogeneous compound Poisson process. Moreover, $\tau'(t)$ is also $F(t)$-adapted, which we will make use of below.

5.1. The formulation of the average response to external perturbation. In what follows, we study the same scenario as in our previous works [1–3, 6, 8, 9, 13–16, 57], except that the external perturbation here is of a completely new type. Namely, assume that $p_0$ is the invariant measure for (2.1), the statistical properties of such an ensemble are stationary in time (even though the trajectories themselves are not constant in time).

Next, at time $t_0$, we replace the unperturbed system in (2.1) with the perturbed one in (5.6), and use the perturbed system to propagate this statistical ensemble for $t > t_0$. Now that the underlying dynamics is perturbed, the distribution $p_0(x)$, according to which the statistical ensemble is distributed at $t_0$, is no longer invariant. The question is: how do the statistical properties of the ensemble are going to respond to the introduced perturbation? More precisely, given a suitable test function $\psi : \mathbb{R}^K \rightarrow \mathbb{R}$, we are interested in the difference between the statistical averages

\begin{equation}
\Delta(\psi)(t, t_0) = \int_A \left( E_{t, t_0}^* [\psi](x) - E_{t-t_0} [\psi](x) \right) p_0(x) dx = \int_A \psi(x) (p(t, x) - p_0(x)) dx,
\end{equation}

where the asterisk signifies that the underlying dynamics of the conditional expectation are given by the perturbed system in (5.6), and $p(t, x)$ is the distribution of the perturbed ensemble trajectories at time $t$ under the condition that it was $p_0(x)$ at $t_0$. Observe that, unlike in (3.2) and (4.1), the average response in (5.7) is not necessarily a function of the time differences $(t - t_0)$ – the reason is that, in the perturbed system (5.6), the intensity of jumps depends on time explicitly.

The first step in computing the formula above in (5.7) is to obtain the infinitesimal generator of (5.6).

5.2. The infinitesimal generator. In order to obtain the infinitesimal generator of (5.6), we need to transform the stochastic jump integral in (5.6) into an integral of a time-inhomogeneous Poisson process, so that the standard Itô formula [18] for Lévy-type Feller processes [31] could be used. With (5.2), we can write the stochastic $M$-integral in the perturbed process (5.6) as

\begin{equation}
\int_0^t \int_{\mathbb{R}^d - \{0\}} h(x(s^-), z) M(ds, dz) = \sum_{0 < s \leq t, \Delta m(s) \neq 0} h(x(s^-), \Delta m(s)) = \sum_{0 < s \leq t, \Delta n(\tau(s)) \neq 0} h(x(s^-), \Delta n(\tau(s))) = \sum_{\tau(0) < s \leq \tau(t), \Delta n(s) \neq 0} h(x(\tau^{-1}(s^-)), \Delta n(s)) = \int_{\tau(0)}^{\tau(t)} \int_{\mathbb{R}^d - \{0\}} h(x(\tau^{-1}(s^-)), z) N(ds, dz),
\end{equation}
where $\Delta n(t)$ is the corresponding jump process of $n(t)$, and $N$ is its Poisson random measure. We note that the intensity measure of $N$ is given via $\nu$:

\begin{equation}
\mathbb{E}N(1, \cdot) = \nu(\cdot).
\end{equation}

Now that the stochastic jump integral in the right-hand side of (5.6) has been expressed via a time-homogeneous compound Poisson process, we can obtain the infinitesimal generator of (5.6) using the Itô formula in [18]. For a differentiable test function $\psi : \mathbb{R}^K \to \mathbb{R}$ we have the following Itô formula:

\begin{equation}
\psi(x(t + \varepsilon)) - \psi(x(t)) = \mathcal{I}[t, t + \varepsilon] + \int_{\tau(t)}^{\tau(t+\varepsilon)} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(s), z)N(ds, dz),
\end{equation}

where $\mathcal{I}[t, t + \varepsilon]$ denotes the usual Itô integral from $t$ to $t + \varepsilon$ for the drift-diffusion process in (2.1), while $r(t, z)$ denotes the following expression:

\begin{equation}
r(t, z) = \psi(x(t-)) + h(x(t-), z) - \psi(x(t-)).
\end{equation}

In order to obtain the infinitesimal generator, we need to compute the expectation of the above integral, conditioned on $\mathcal{F}(t)$. The expectation of $\mathcal{I}[t, t + \varepsilon]$ is, of course, given via the usual Itô isometry for drift-diffusion processes. For the stochastic integral over the Poisson random measure $N$, we observe that $n(t)$ is time-stationary with independent increments, which leads to the following expression (keep in mind that $\tau'(t)$ is $\mathcal{F}(t)$-adapted):

\begin{equation}
\mathbb{E} \int_{\tau(t)}^{\tau(t+\varepsilon)} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(s), z)N(ds, dz) = \\
= \mathbb{E} \int_{0}^{\tau(t+\varepsilon) - \tau(t)} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(\tau(t) + s), z)N(ds, dz) = \\
= \int_{0}^{\tau'(t)} \mathbb{E} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(\tau(t) + s), z)N(ds, dz) + o(\varepsilon) = \\
= \int_{0}^{\tau'(t)} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(\tau(t) + s), z)\mathbb{E}N(ds, dz) + o(\varepsilon) = \\
= \tau'(t) \int_{\mathbb{R}^d} r(t, z)\nu(dz) + o(\varepsilon).
\end{equation}

Recalling (5.3), we obtain the following infinitesimal generator for (5.6):

\begin{equation}
\frac{\partial}{\partial \varepsilon} \mathbb{E}[\psi(x(t + \varepsilon))] \bigg|_{\varepsilon = 0} = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \mathbb{E}[\psi(x(t + \varepsilon)) - \psi(x(t))] = \frac{\partial}{\partial \varepsilon} \mathbb{E}[\mathcal{I}[t, t + \varepsilon]] \bigg|_{\varepsilon = 0} + \\
+ \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \mathbb{E} \int_{\tau(t)}^{\tau(t+\varepsilon)} \int_{\mathbb{R}^d - \{0\}} r(\tau^{-1}(s), z)N(ds, dz) = \\
= L\psi + \alpha \eta(t)g(x) \int_{\mathbb{R}^d} [\psi(x + h(x, z)) - \psi(x)]\nu(dz).
\end{equation}

Above, $x = x(t)$, and $L$ denotes the infinitesimal generator of the unperturbed system in (2.2).
5.3. The forward Kolmogorov equation. Observe that the only difference between the unperturbed (2.2) and perturbed (5.13) infinitesimal generators is that the latter has an additional term corresponding to the random jump perturbation. Therefore, it is easy to extend the unperturbed Kolmogorov equation in (2.4) onto the perturbed dynamics, as long as the intensity integral in (5.13) can be integrated by parts against \( p \delta x \). Indeed, omitting \( \alpha \eta(t) \) for convenience (as this factor is independent of \( x \)), we have

\[
\int_{\mathbb{R}^k} g(x) \left( \int_{\mathbb{R}^d} (\psi(x + h(x,z)) - \psi(x)) v(\delta z) \right) p(x) dx =
\]

\[
= \int_{\mathbb{R}^k} g(x) \left( \int_{\mathbb{R}^d} \psi(x + h(x,z)) v(\delta z) \right) p(x) dx - \int_{\mathbb{R}^k} g(x) \psi(x) p(x) dx,
\]

where in the second term we use the fact that \( v \) is normalized to 1.

In the second term above, the integral in \( \psi \delta x \) can be readily stripped, however, the first term requires an appropriate change of variables. With help of \( q(x,z) \), we change the variables \( x \rightarrow q(x,z) \) in the first integral in the right-hand side above:

\[
\int_{\mathbb{R}^k} g(x) \left( \int_{\mathbb{R}^d} \psi(x + h(x,z)) v(\delta z) \right) p(x) dx =
\]

\[
= \int_{\mathbb{R}^k} \left( \int_{\mathbb{R}^d} g(q(x,z)) p(q(x,z)) \frac{\partial q(x,z)}{\partial x} \right) v(\delta z) \psi(x) dx.
\]

Combining the terms, stripping the integrals in \( \psi \delta x \), and multiplying by \( \alpha \eta(t) \), we obtain the perturbed Kolmogorov equation in the form

\[
\frac{\partial p}{\partial t} + \frac{\partial}{\partial x} \cdot (pf) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (pgg^T) +
\]

\[
+ \alpha \eta(t) \left( \int_{\mathbb{R}^d} g(q(x,z)) p(q(x,z)) \frac{\partial q(x,z)}{\partial x} \right) v(\delta z) - b(x)p(x)
\]

5.4. The leading order response formula. We now can look for a solution of (5.16) around the stationary solution \( p_0(x) \) in the power series form

\[
p(t,x) = p_0(x) + \alpha p_1(t,x) + O(\alpha^2),
\]

which, upon substitution, yields for \( p_1 \)

\[
\frac{\partial p_1}{\partial t} + \frac{\partial}{\partial x} \cdot (p_1 f) = \frac{1}{2} \frac{\partial^2}{\partial x^2} : (p_1 g g^T) + \eta(t) \left( I_g(x) - g(x)p_0(x) \right),
\]

where by \( I_g(x) \) we denote the expression

\[
I_g(x) = \int_{\mathbb{R}^d} g(q(x,z)) p_0(q(x,z)) \left| \frac{\partial q(x,z)}{\partial x} \right| v(\delta z).
\]

Assuming that the initial condition is given via \( p_1(0,x) = 0 \), it is clear that \( p_1(t,x) \) can be found via Duhamel’s principle:

\[
p_1(t,x) = \int_{t_0}^t ds \eta(s) \int_A P_{t-s} (x|y) \left( I_g(y) - g(y)p_0(y) \right) dy,
\]
where \( P_t(x|y) \) is the conditional distribution of the unperturbed Kolmogorov equation in (2.9). Here, the terms under the \( \nu \)-integral are known. On the other hand, the transition probability \( P_t(x|y) \) is usually unavailable in the form of an explicit formula.

However, we can circumvent the direct computation of \( P_t(x|y) \) if the average response of a test function \( \psi \) is needed. Indeed, observe that, according to (5.7), we can express

\[
\Delta \langle \psi \rangle (t) = \int_A \psi(x) (p(t,x) - p_0(x)) \, dx = \alpha \int_A \psi(x) p_1(t,x) \, dx + o(\alpha).
\]

In turn, the integral of (5.22) can be expressed via

\[
\int_A \psi(x) p_1(t,x) \, dx = \int_A \psi(x) \int_{t_0}^t \eta(s) \int_A P_{t-s}(x|y) (J'_\eta(y) - g(y)p_0(y)) \, dy =
\]

\[
= \int_{t_0}^t \eta(s) \int_A \left( \int_{\mathbb{R}^\kappa} \psi(y) P_{t-s}(y|x) \, dy \right) (J'_\eta(x) - g(x)p_0(x)) \, dx = \int_{t_0}^t R_\psi(t-s) \eta(s) \, ds,
\]

where we denote the \textit{average response operator} \( R_\psi \) via

\[
R_\psi(t) = \int_A \left( \int_{\mathbb{R}^\kappa} \psi(y) P_t(y|x) \, dy \right) (J'_\eta(x) - g(x)p_0(x)) \, dx = \int_A \mathbb{E}_t[\psi](x) (J'_\eta(x) - g(x)p_0(x)) \, dx.
\]

5.5. \textbf{An exactly solvable example.} In order to obtain the exact formula for the mean state response of the Ornstein–Uhlenbeck process, we, first, observe that the part of the integral in (5.23) with \( J'_\eta(x) \) can be written as

\[
\int_A \mathbb{E}_t[\psi](x) J'_\eta(x) \, dx = \int_A \int_{\mathbb{R}^\kappa} \mathbb{E}_t[\psi](x) g(q(x,z)) p_0(q(x,z)) \left| \frac{\partial q(x,z)}{\partial x} \right| \nu(dz) \, dx =
\]

\[
= \int_A \left( \int_{\mathbb{R}^\kappa} \mathbb{E}_t[\psi](x + h(x,z)) \nu(dz) \right) g(x)p_0(x) \, dx,
\]

which leads to \( R_\psi \) in the form

\[
R_\psi(t) = \int_A \left( \int_{\mathbb{R}^\kappa} \mathbb{E}_t[\psi](x + h(x,z)) \nu(dz) - \mathbb{E}_t[\psi](x) \right) g(x)p_0(x) \, dx.
\]

Now, for \( \psi(x) = x \) and the Ornstein–Uhlenbeck process (2.10), we have

\[
R_x(t) = e^{-tL} \int_{\mathbb{R}^\kappa} \left( \int_{\mathbb{R}^\kappa} h(x,z) \nu(dz) \right) g(x)p_0^{OU}(x) \, dx.
\]

For the jump function \( h(x,z) \) of the form in (4.3), we have

\[
R_x(t) = \sum_i e^{-tL} \left( \int_{\mathbb{R}^\kappa} \zeta_i(z) \nu(dz) \right) \left( \int_{\mathbb{R}^\kappa} h_i(x) g(x)p_0^{OU}(x) \, dx \right).
\]
Observe that the only difference between (4.4) and the formula above is the presence of $g(x)$ in the integral over $dx$. As the invariant measure $p_0^{OU}$ in (2.13) is Gaussian, certain forms of $h_i(x)$ and $g(x)$ allow to compute the integral explicitly – for example, if $h_i(x)$ is a polynomial, and $g(x)$ is a Gaussian function itself (remember that $g(x) > 0$, since it is part of the statistical intensity of random jumps).

5.6. A practical computational formula for the average response. To compute (5.23) in practice, one can employ the Birkhoff–Khinchin theorem and replace the integral over $p_0(x)dx$ with the long-term average over time series $x(t)$ of the unperturbed system in (2.1), which leads to the following time autocorrelation function:

$$R_\psi(t) = \lim_{r \to \infty} \frac{1}{r} \int_0^r \psi(x(t + s)) \left( \frac{J_g(x(s))}{p_0(x(s))} - g(x(s)) \right) ds.$$  

(5.28)

For an efficient computation of the time autocorrelation function above in (5.28), it is necessary for the term $\int_0^r J_g(x) ds$ to be in the form of an explicit formula. Below we consider a few special cases where the corresponding integral in (5.19) is explicitly computable.

5.7. Special case 1: a set of spatially pre-determined jumps. As a simplest example where the $\nu$-integral in (5.19) is explicitly computable, we consider the following special case. Assume that the time-homogeneous compound Poisson process $n(t)$ (and, subsequently, the time-inhomogeneous compound Poisson process $m(t)$) produce a finite set of jumps – that is, the jump process $\Delta n(t)$ may assume only a finite set of values $\{z_j\}$, each with probability $\gamma_j, j = 1 \ldots Q$. In this case, the intensity measure $\nu$ of $\Delta n(t)$ is the same as in (4.10), and, therefore,

$$J_g(x) = \sum_{j=1}^Q \gamma_j g(q(x, z_j)) p_0(q(x, z_j)) \left| \frac{\partial q(x, z_j)}{\partial x} \right|.$$  

(5.29)

Observe that, as long as $p_0(x)$ and $q(x, z)$ are available in the form of explicit formulas, $J_g(x)$ is also an explicit function of $x$, which allows to compute the time autocorrelation function in (4.9) efficiently. For a practically computable example, we can take $h(x, z)$ of the form (4.12), which leads to

$$J(x) = \sum_{j=1}^Q \gamma_j g \left( (I + H(z_j))^{-1} (x - h(z_j)) \right) \frac{p_0((I + H(z_j))^{-1} (x - h(z_j)))}{\det(I + H(z_j))}.$$  

(5.30)

5.8. Special case 2: a Gaussian jump distribution. As another practical example, let us consider the scenario where $\nu(dz)$ has a Gaussian density, with its own mean state vector $m_\nu$ and covariance matrix $C_\nu$, as above in (4.15). In addition, we choose the same form for jump function $h(x, z)$ as above in (4.16), which yields the same $q(x, z)$ as in (4.17). This form of $\nu$ and $q(x, z)$ leads to the following expression for $J_g(x)$ in (5.19):

$$J_g(x) = \frac{1}{\det(I + H)} \int_{\mathbb{R}^d} g \left( (I + H)^{-1} (x - H z) \right) p_0((I + H)^{-1} (x - H z)) p_m^{G, C}(z) dz.$$  

(5.31)
Here we will further assume that \( p_0(x) \) is also given by the Gaussian density \( p_{m,C}^G(x) \) in (3.11) (that is, we use the quasi-Gaussian approximation for \( p_0 \)).

At this point, the main difference between the current set-up and the previously examined scenario in (4.19) is the additional presence of the function \( g(x) \), whose range must lie above zero. Clearly, the most simple choice of \( g(x) = \text{const} > 0 \) leads back to (4.19). Here, we are going to assume that \( g(x) \) is given via the Gaussian function of the form

\[
g(x) = \exp \left( -\frac{1}{2}(x - m_g)\mathbf{C}_g^{-1}(x - m_g) \right) = (2\pi)^{K/2} \sqrt{\det \mathbf{C}_g} p_{m_g,C_g}^G(x),
\]

with the \( K \)-vector \( m_g \) and symmetric positive definite \( K \times K \) matrix \( \mathbf{C}_g \) being constant parameters. Observe that such form of \( g(x) \) maximizes the statistical intensity of jumps in the vicinity of the state \( x = m_g \), with the “width” of the intensity bump described via \( \mathbf{C}_g \). This leads to \( J_g(x) \) of the form

\[
J_g(x) = \frac{1}{(2\pi)^{K/2} |\det(I + H)| \sqrt{\det \mathbf{C} \det(\mathbf{C}_v \mathbf{A}_g)}} \exp \left( \frac{1}{2} (b_g^T(x) \mathbf{A}_g^{-1} b_g(x) - c_g(x)) \right),
\]

with \( \mathbf{A}_g, b_g(x) \) and \( c_g(x) \) given via

\[
\begin{align*}
\mathbf{A}_g &= ((I + H)^{-1}H_*)^T(\mathbf{C}^{-1} + \mathbf{C}_g^{-1})(I + H)^{-1}H_* + \mathbf{C}_v^{-1}, \\
b_g(x) &= ((I + H)^{-1}H_*)^T((\mathbf{C}^{-1} + \mathbf{C}_g^{-1})(I + H)^{-1}(h - x) + \mathbf{C}_v^{-1}m + \mathbf{C}_g^{-1}m_g) - \mathbf{C}_v^{-1}m_v, \\
c_g(x) &= ((I + H)^{-1}(h - x))^T((\mathbf{C}^{-1} + \mathbf{C}_g^{-1})(I + H)^{-1}(h - x)) + \\
&+ 2((I + H)^{-1}(h - x))^T(\mathbf{C}^{-1}m + \mathbf{C}_g^{-1}m_g) + m^T \mathbf{C}^{-1}m + m_v^T \mathbf{C}_v^{-1}m_v + m_v^T \mathbf{C}^{-1}m_v.
\end{align*}
\]

The details of the computation are given in the Appendix A.

As before, observe that the whole expression above is an explicit function of \( x (\mathbf{A}_g \) is constant, \( b_g \) is linear in \( x \), and \( c_g \) is quadratic in \( x \)\), which means that it can be evaluated efficiently for the computation of the time autocorrelation function in (5.28).

### 5.9. Special case 3: a linear combination of Gaussian densities.

The natural generalization of the above formula can be easily derived for a scenario where \( p_0(x), \nu(dz) \) and \( g(x) \) are linear combinations of Gaussian densities:

\[
\begin{align*}
p_0(x) &= \sum_{i=1}^{P} \beta_i p_{m_i,C_i}^G(x), \quad \sum_{i} \beta_i = 1, \\
\nu(dz) &= \sum_{j=1}^{Q} \gamma_j p_{m_{v,j},C_{v,j}}^G(z)dz, \quad \sum_{j} \gamma_j = 1, \\
g(x) &= \sum_{k=1}^{T} (2\pi)^{K/2} \sqrt{\det \mathbf{C}_{g,k} \mathbf{p}_{m_{g,k},C_{g,k}}^G(x)},
\end{align*}
\]
for some integers $P > 0$, $Q > 0$, $T > 0$. It is easy to verify that the corresponding integral $Jg(x)$ in (5.19) becomes

$$J(x) = \frac{1}{(2\pi)^{K/2} \det(I + H)} \sum_{i=1}^{P} \sum_{j=1}^{Q} \sum_{k=1}^{T} \frac{\beta_i \gamma_j \xi_k}{\sqrt{\det C_i \det(C_{ij}A_{g,ijk})}} \exp \left( \frac{1}{2} \left( b_{g,ijk}^T(x)A_{g,ijk}^{-1}b_{g,ijk}(x) - c_{g,ijk}(x) \right) \right),$$

with

$$A_{g,ijk} = ((I + H)^{-1}H_i)^T(C_i^{-1} + C_{g,k}^{-1})(I + H)^{-1}H_i + C_{v,ij},$$

$$b_{g,ijk}(x) = ((I + H)^{-1}H_i)^T \left( (C_i^{-1} + C_{g,k}^{-1})(I + H)^{-1}(h - x) + C_i^{-1}m_i + C_{g,k}^{-1}m_{g,k} \right) - C_{v,ij}m_{v,j},$$

$$c_{g,ijk}(x) = ((I + H)^{-1}(h - x))^T(C_i^{-1} + C_{g,k}^{-1})((I + H)^{-1}(h - x)) + 2((I + H)^{-1}(h - x))^T(C_i^{-1}m_i + C_{g,k}^{-1}m_{g,k}) + m_i^T(C_i^{-1}m_i + m_{g,k}^T(C_{g,k}^{-1}m_{g,k}) + m_{v,ij}^T(C_{v,ij}^{-1}m_{v,j}).$$

where $m_i$ and $C_i$ are the mean state and covariance matrix of $p_i^G(x)$, respectively. Again, observe that $A_{g,ijk}$ are constants, while $b_{g,ijk}(x)$ and $c_{g,ijk}(x)$ are explicit functions of $x$. This means that the measure integral can be evaluated efficiently in the numerical computation of the time autocorrelation function in (5.28).

6. Discussion

In the current work, we develop a theory for the average response of a general nonlinear, possibly stochastic, dynamical system to instantaneous external jump perturbations of its state. In real-world physical processes, such perturbations could be a result of an “impulse forcing” – that is, an external forcing in the form of a delta-function. We consider three distinct scenarios of the jump perturbation; the first is where a deterministic jump perturbation is applied at a prescribed time, the second is where a spatially random jump perturbation is applied at a prescribed time, and the third is where the jump perturbation is spatially random, and also occurs at random times (although statistically infrequently).

In all scenarios, we derive the formulas for the average response of a chosen general test function through suitable time autocorrelation functions of the unperturbed dynamics. Throughout the study, we never assume that these jump perturbations are “small” in any reasonable or perceived sense; on the contrary, these perturbations are presumed to be finitely large in all studied scenarios. Below we compare and contrast the developed formulas for the average response to jump perturbations with the response formulas of the classical Fluctuation Dissipation theorem.
6.1. **Similarities to the classical FDT.** We find that, in the same manner as with the classical Fluctuation Dissipation theorem, the average response of a chosen test function to a finitely large jump perturbation can be computed in terms of a suitable autocorrelation function of the time series of the unperturbed dynamics – in particular, no explicit knowledge of the unperturbed dynamical system is required as long as a sufficiently detailed long-term historical record of its time series is available. Thus, in both frameworks, one could theoretically use the observed time series of the corresponding unperturbed real-world process directly to compute the average response, potentially reducing the need in direct numerical simulations of the (likely complex, large scale and computationally expensive) real-world dynamics.

Also, just like with the classical FDT, a suitable approximation of the probability density of the invariant statistical state of the unperturbed dynamics is necessary to compute the time autocorrelation function. In particular, this results directly in the analog of the quasi-Gaussian FDT formula \([13-15,57]\) for the jump perturbations.

6.2. **Differences from the classical FDT.** First, recall that the classical Fluctuation Dissipation theorem furnishes a leading order response formula \([8,57,70]\) to an external perturbation, which, in turn, is accurate only if the magnitude of the perturbation is small enough. In the response framework for jump perturbations, developed here, the accuracy of the average response formulas does not depend on the magnitude of the perturbation jumps. The only leading order approximation used above is with respect to the statistical intensity of randomly triggered jumps – in order for the response formula to be accurate, the jumps should occur statistically infrequently.

Second, in context of the classical Fluctuation Dissipation theorem, the average response is computable for a largely arbitrary additive external perturbation. In the jump-response framework, the average response formula is not necessarily available for an arbitrary jump function – instead, the jump function must satisfy the inverse condition in \((3.4)\) or \((4.5)\), and the inverse needs to be known explicitly. Also, in the case of random jumps, the invariant probability density of the unperturbed dynamics, the statistical intensity of external jump perturbations, and the spatial distribution of the random jumps must all be such that corresponding intensity integral in the average response formula is computable in terms of elementary functions. The latter requirement is necessary for the efficient numerical computation of the time autocorrelation function for the average response.

At the same time, recall that the average response formula for the classical FDT involves the gradient of the invariant probability density of the unperturbed dynamics, which means that any approximation to the latter must also approximate the gradient sufficiently well. In contrast, no differentiation of the invariant probability density is present in any of the jump-response formulas developed here. Potentially, this may mean that less accurate approximations for the invariant probability density could be used without compromising the precision of the predicted response to a considerable extent.

One of the “nice” properties of the classical FDT response formula is that it is linear with respect to the external forcing – usually it is a matrix of certain time autocorrelation functions multiplying the vector of external perturbations. This makes the classical FDT
particularly suitable for the “inverse problem”, that is, the computation of the perturbation vector from the known or measured response. Observe, however, that all of the average response formulas, developed above for the external jump perturbations, are nonlinear with respect to the jump function. As a result, the computation of the jump perturbation which caused a known response – for example, the computation of the approximate location and magnitude of the meteorite impact from the measured climate response – is naturally a more challenging and interesting problem.

6.3. Future research directions. Given the introductory nature of the present work, here we feel compelled to point out a few relevant directions of future research.

The basic research directions are those driven by the applicability of the present framework to real-world situations. Arguably, the most limiting restriction in the presented theory of the average response is the need of the jump function to have an explicit inverse (whereas there is no similar requirement in the classical FDT framework). While the linear jump function used in the present work is likely a viable option in a variety of scenarios, there are situations where such a jump function does not work. As an example, one can consider a scenario where the jumps must occur between the states of equal energy in an otherwise energy-conserving system – clearly, the jump function must be nonlinear to ensure such a property. Thus, the study and categorization of possible nonlinear (for example, quadratic) jump functions with explicit inverses should likely be of high priority.

Another question of importance is the already mentioned “inverse problem”, that is, the reconstruction of the perturbation from a known response. While in the classical FDT framework the inverse problem is technically trivial due to the linearity of the response with respect to the external forcing, here we can see that the average response even to a simplest form of the jump perturbation – a constant deterministic jump which occurred at a prescribed time – is inherently nonlinear. Thus, recovering the jump function from the measured response is clearly a more interesting and challenging problem in the present framework.

Unlike the classical FDT framework, where the response is obtained by taking the time-convolution of the linear response operator with the external forcing, here observe that, in the scenario with a single jump perturbation at a deterministic time the average response is the time autocorrelation function itself. Naturally, one expects the response to such a perturbation to decay in time, so that the dynamical system eventually returns to its statistical equilibrium state. However, recall that, unlike the classical linear response, here the time autocorrelation function is the exact average response to the external perturbation, provided that the invariant probability state is known exactly. Thus, if the jump-response time autocorrelation function decays to zero, it means that the system relaxes back toward its equilibrium state, and vice versa.

If a dynamical system is strongly mixing (in addition to being ergodic), then the decay of its time autocorrelation functions is guaranteed, and so is the response to a single jump perturbation. However, for an ergodic (and even chaotic) nonlinear dynamical system, being additionally strongly mixing is not a necessary requirement. Moreover, there are empirical examples of chaotic systems which do not appear to be strongly mixing – for example, the Lorenz 96 system [54, 55, 57] in weakly chaotic regimes does not exhibit
noticeable decay of time autocorrelation functions at linearly unstable wavenumbers. In such a case, it could be possible that the corresponding dynamical system never “settles down” after a single jump perturbation.

Thus, the question is: are there real-world scenarios in which the geophysical dynamics do not rapidly return back to statistical equilibrium after being subjected to an external jump perturbation? In particular, could the event, which caused the Permian–Triassic extinction, be an example of such a perturbation, such that the occasional planetary climate shifts due to that event continue to occur to this day? The long-time response of the planetary climate dynamics to jump perturbations is clearly a very interesting problem in multiple aspects.

Appendix A. Computation of the response for the Gaussian distribution of jumps

For (4.17), we have

\[
(A.1) \quad p_{m, C}^G(q(x, z)) = p_{m, C}^G \left( (I + H)^{-1}(x - h - H_*z) \right) = \frac{1}{(2\pi)^{K/2} \sqrt{\det C}} \exp \left( -\frac{1}{2} ((I + H)^{-1}(x - h - H_*z) - m)^T C^{-1}((I + H)^{-1}(x - h - H_*z) - m) \right).
\]

To obtain (4.19), we first multiply the above expression by (4.15). The resulting form of \( J(x) \) is given via

\[
(A.2) \quad J(x) = \frac{1}{|\det(I + H)|} \int_{\mathbb{R}^d} p_{m, C}^G \left( (I + H)^{-1}(x - h - H_*z) \right) p_{m', C'}^G(z) \, dz.
\]

Multiplying the Gaussian densities under the integral, in the argument of the resulting exponential we have

\[
(A.3) \quad ((I + H)^{-1}(x - h - H_*z) - m)^T C^{-1}((I + H)^{-1}(x - h - H_*z) - m) + (z - m_v)^T C_v^{-1}(z - m_v) = z^T A z + 2b^T z + c = (z + A^{-1}b)^T (z + A^{-1}b) + c - b^T A^{-1}b,
\]

where \( A, b \) and \( c \) are given via (4.20). Observing that the integral

\[
(A.4) \quad \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2} ((z + A^{-1}b)^T A(z + A^{-1}b) + c - b^T A^{-1}b) \right) \, dz = \exp \left( -\frac{1}{2} (c - b^T A^{-1}b) \right) \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2} (z + A^{-1}b)^T A(z + A^{-1}b) \right) \, dz = \frac{(2\pi)^{d/2}}{\sqrt{\det A}} \exp \left( \frac{1}{2} (b^T A^{-1}b - c) \right),
\]
we arrive at

\begin{equation}
(A.5) \quad \int_{\mathbb{R}^d} p_{m,T}^G \left( (I + H)^{-1}(x - h - H_s z) \right) v(\text{d}z) = \frac{1}{(2\pi)^{K/2} \sqrt{\det C \det(C_T A)}} \exp \left( \frac{1}{2} \left( b^T(x) A^{-1} b(x) - c(x) \right) \right),
\end{equation}

and, subsequently, to (4.19).

To obtain (5.33), we first multiply \( g(q(x, z)) \) in (5.32) by (4.15) and (A.1). The resulting form of \( J_g(x) \) is given via

\begin{equation}
(A.6) \quad J_g(x) = \frac{(2\pi)^{K/2} \sqrt{\det C_g}}{\det(I + H)} \int_{\mathbb{R}^d} p_{m_g,T_g}^G \left( (I + H)^{-1}(x - h - H_s z) \right) p_{m_s,T_s}^G \left( (I + H)^{-1}(x - h - H_s z) \right) p_{m_v,T_v}^G (z) \text{d}z.
\end{equation}

Multiplying the Gaussian densities under the integral, in the argument of the resulting exponential we have

\begin{equation}
(A.7) \quad ( (I + H)^{-1}(x - h - H_s z) - m)^T C^{-1} ((I + H)^{-1}(x - h - H_s z) - m) + ((I + H)^{-1}(x - h - H_s z) - m_g)^T C_g^{-1} ((I + H)^{-1}(x - h - H_s z) - m_g) + (z - m_v)^T C_v^{-1} (z - m_v) = z^T A_g z + 2b_s^T z + c_g = (z + A_g^{-1} b_g)^T A_g (z + A_g^{-1} b_g) + c_g - b_s^T A_s^{-1} b_s,
\end{equation}

where \( A_g, b_g(x) \) and \( c_g(x) \) are given via (5.34). Observing that the integral

\begin{equation}
(A.8) \quad \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2} \left( z + A_g^{-1} b_g \right)^T A_g (z + A_g^{-1} b_g) + c_g - b_s^T A_s^{-1} b_s \right) \text{d}z = \exp \left( -\frac{1}{2} (c_g - b_s^T A_s^{-1} b_s) \right) \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2} (z + A_g^{-1} b_g)^T A_g (z + A_g^{-1} b_g) \right) \text{d}z = \frac{(2\pi)^{d/2}}{\sqrt{\det A_g}} \exp \left( \frac{1}{2} (b_s^T A_s^{-1} b_s - c_g) \right),
\end{equation}

we arrive at

\begin{equation}
(A.9) \quad \int_{\mathbb{R}^d} p_{m_g,T_g}^G \left( (I + H)^{-1}(x - h - H_s z) \right) p_{m_s,T_s}^G \left( (I + H)^{-1}(x - h - H_s z) \right) p_{m_v,T_v}^G (z) \text{d}z = \frac{1}{(2\pi)^{K/2} \sqrt{\det C_g}} \frac{1}{(2\pi)^{K/2} \sqrt{\det C \det(C_T A)}} \exp \left( \frac{1}{2} (b_s^T(x) A_s^{-1} b_s(x) - c_g(x)) \right),
\end{equation}

and, subsequently, to (5.33).
REFERENCES

[1] R.V. Abramov. Short-time linear response with reduced-rank tangent map. Chin. Ann. Math., 30B(5):447–462, 2009.
[2] R.V. Abramov. Approximate linear response for slow variables of deterministic or stochastic dynamics with time scale separation. J. Comput. Phys., 229(20):7739–7746, 2010.
[3] R.V. Abramov. Improved linear response for stochastically driven systems. Front. Math. China, 7(2):199–216, 2012.
[4] R.V. Abramov. A simple linear response closure approximation for slow dynamics of a multiscale system with linear coupling. Multiscale Model. Simul., 10(1):28–47, 2012.
[5] R.V. Abramov. A simple closure approximation for slow dynamics of a multiscale system: Nonlinear and multiplicative coupling. Multiscale Model. Simul., 11(1):134–151, 2013.
[6] R.V. Abramov. Linear response of the Lyapunov exponent to a small constant perturbation. Comm. Math. Sci, 14(4):1155–1167, 2016.
[7] R.V. Abramov. A simple stochastic parameterization for reduced models of multiscale dynamics. Fluids, 1(1), 2016.
[8] R.V. Abramov. Leading order response of statistical averages of a dynamical system to small stochastic perturbations. J. Stat. Phys., 166(6):1483–1508, 2017.
[9] R.V. Abramov and M. Kjerland. The response of reduced models of multiscale dynamics to small external perturbations. Commun. Math. Sci., 14(3):831–855, 2016.
[10] R.V. Abramov, G. Kovačič, and A.J. Majda. Hamiltonian structure and statistically relevant conserved quantities for the truncated Burgers-Hopf equation. Comm. Pure Appl. Math., 56:0001–0046, 2003.
[11] R.V. Abramov and A.J. Majda. Discrete approximations with additional conserved quantities: Deterministic and statistical behavior. Meth. Appl. Anal., 10(2):151–190, 2003.
[12] R.V. Abramov and A.J. Majda. Statistically relevant conserved quantities for truncated quasigeostrophic flow. Proc. Natl. Acad. Sci., 100(7):3841–3846, 2003.
[13] R.V. Abramov and A.J. Majda. Blended response algorithms for linear fluctuation-dissipation for complex nonlinear dynamical systems. Nonlinearity, 20:2793–2821, 2007.
[14] R.V. Abramov and A.J. Majda. New approximations and tests of linear fluctuation-response for chaotic nonlinear forced-dissipative dynamical systems. J. Nonlin. Sci., 18(3):303–341, 2008.
[15] R.V. Abramov and A.J. Majda. New algorithms for low frequency climate response. J. Atmos. Sci., 66:286–309, 2009.
[16] R.V. Abramov and A.J. Majda. Low frequency climate response of quasigeostrophic wind-driven ocean circulation. J. Phys. Oceanogr., 42:243–260, 2012.
[17] R.V. Abramov, A.J. Majda, and R. Kleeman. Information theory and predictability for low frequency variability. J. Atmos. Sci., 62(1):65–87, 2005.
[18] D. Applebaum. Lévy Processes and Stochastic Calculus. Number 116 in Cambridge Studies in Advanced Mathematics. Cambridge University Press, 2nd edition, 2009.
[19] L. Becker, R. Poreda, A. Basu, K. Pope, T. Harrison, C. Nicholson, and R. Iasky. Bedout: A possible end-Permian impact crater offshore of Northwestern Australia. Science, 304:1469–1476, 2004.
[20] L. Becker, R. Poreda, and T. Bunch. Fullerenes: An extraterrestrial carbon carrier phase for noble gases. Proc. Natl. Acad. Sci., 97:2979–2983, 2000.
[21] T. Bell. Climate sensitivity from fluctuation dissipation: Some simple model tests. J. Atmos. Sci., 37(8):1700–1708, 1980.
[22] G.D. Birkhoff. Proof of the ergodic theorem. Proc. Natl. Acad. Sci., 17(12):656–660, 1931.
[23] H. Callen and R. Greene. On a theorem of irreversible thermodynamics. Phys. Rev., 86:702–710, 1952.
[24] H. Callen and T. Welton. Irreversibility and generalized noise. Phys. Rev., 83(1):34–40, 1951.
[25] G. Carnevale, M. Falcioni, S. Isola, R. Purini, and A. Vulpiani. Fluctuation-response in systems with chaotic behavior. Phys. Fluids A, 3(9):2247–2254, 1991.
[26] B. Cohen and G. Craig. The response time of a convective cloud ensemble to a change in forcing. Quart. J. Roy. Met. Soc., 130(598):933–944, 2004.
[27] P. Courrège. Sur la forme intégro-différentielle des opérateurs de $C^\infty$ dans C satisfaisant au principe du maximum. Séminaire Brelot-Choquet-Deny. Théorie du potentiel, 10(1):1–38, 1965/66.

[28] D.J. Daley and D. Vere-Jones. An Introduction to the Theory of Point Processes. Volume I: Elementary Theory and Methods. Springer, 2nd edition, 2003.

[29] D. Erwin. The Permo-Triassic extinction. Nature, 367:231–235, 1994.

[30] D. Evans and G. Morriss. Statistical Mechanics of Nonequilibrium Liquids. Academic Press, New York, 1990.

[31] W. Feller. An Introduction to Probability Theory and its Applications, Volume 2. Wiley, New York, second edition, 1971.

[32] R. Feynman and F. Vernon. The theory of a general quantum mechanical system interacting with a linear dissipative system. Ann. Phys., 24:118–173, 1963.

[33] C. Franzke. Dynamics of low-frequency variability: Barotropic mode. J. Atmos. Sci., 59:2909–2897, 2002.

[34] K. Fujikawa. Fluctuation-dissipation theorem and quantum tunneling with dissipation. Phys. Rev. E, 57(5):5023–5029, 1998.

[35] I.I. Gikhman and A.V. Skorokhod. Introduction to the Theory of Random Processes. Courier Dover Publications, 1969.

[36] A. Gritsun. Fluctuation-dissipation theorem on attractors of atmospheric models. Russ. J. Numer. Math. Modeling, 16(2):115–133, 2001.

[37] A. Gritsun and G. Branstator. Climate response using a three-dimensional operator based on the fluctuation-dissipation theorem. J. Atmos. Sci., 64:2558–2575, 2007.

[38] A. Gritsun, G. Branstator, and V. Dymnikov. Construction of the linear response operator of an atmospheric general circulation model to small external forcing. Num. Anal. Math. Modeling, 17:399–416, 2002.

[39] A. Gritsun, G. Branstator, and A.J. Majda. Climate response of linear and quadratic functionals using the fluctuation dissipation theorem. J. Atmos. Sci., 65:2824–2841, 2008.

[40] A. Gritsun and V. Dymnikov. Barotropic atmosphere response to small external actions. theory and numerical experiments. Atmos. Ocean Phys., 35(5):511–525, 1999.

[41] A. Hallem and P. Bignall. Mass extinctions and sea-level changes. Earth Sci. Rev., 48:217–250, 1999.

[42] K. Hasselmann. Stochastic climate models: Part I. Theory. Tellus, 28:473–485, 1976.

[43] K. Itô. Stochastic integral. Proc. Imperial Acad. Tokyo, 20:519–524, 1944.

[44] L. Kells and S. Orszag. Randomness of low-order models of two-dimensional inviscid dynamics. Phys. Fluids, 21:162–168, 1978.

[45] A. Knoll, R. Bambach, D. Canfield, and J. Grotzinger. Comparative Earth history and late Permian mass extinction. Science, 273:452–457, 1996.

[46] A.N. Kolmogorov. A simplified proof of the Birkhoff–Khintchine ergodic theorem. Uspekhi Mat. Nauk, 5:52–56, 1938.

[47] R. Kraichnan. Classical fluctuation-relaxation theorem. Phys. Rev., 113:1181–1182, 1959.

[48] R. Kraichnan. An almost-Markovian Galilean-invariant turbulence model. J. Fluid Mech., 47:513–524, 1971.

[49] R. Kubo. Statistical mechanical theory of irreversible processes I: General theory and simple applications to magnetic and conduction problems. J. Phys. Soc. Jpn., 12:507–586, 1957.

[50] R. Kubo. The fluctuation-dissipation theorem. Rep. Prog. Phys., 29:255–284, 1966.

[51] R. Kubo, M. Toda, and N. Hashitsume. Statistical Physics II: Nonequilibrium Statistical Mechanics. Springer-Verlag, New York, 1985.

[52] C. Leith. Climate response and fluctuation-dissipation. J. Atmos. Sci., 32:2022–2025, 1975.

[53] C. Leith. Predictability of climate. Nature, 276:352–355, 1978.

[54] E. Lorenz. Predictability: A problem partly solved. In Proceedings of the Seminar on Predictability, Shinfield Park, Reading, England, 1996. ECMWF.

[55] E. Lorenz and K. Emanuel. Optimal sites for supplementary weather observations. J. Atmos. Sci., 55:399–414, 1998.
[56] A.J. Majda, R.V. Abramov, and B. Gershgorin. High skill in low frequency climate response through fluctuation dissipation theorems despite structural instability. Proc. Natl. Acad. Sci., 107(2):581–586, 2010.

[57] A.J. Majda, R.V. Abramov, and M.J. Grote. Information Theory and Stochastics for Multiscale Nonlinear Systems, volume 25 of CRM Monograph Series of Centre de Recherches Mathématiques, Université de Montréal. American Mathematical Society, 2005. ISBN 0-8218-3843-1.

[58] J. McCalpin. The statistics and sensitivity of a double-gyre model: The reduced gravity, quasigeostrophic case. J. Phys. Oceanogr., 25:806–824, 1995.

[59] J. McCalpin and D. Haidvogel. Phenomenology of the low-frequency variability in a reduced-gravity, quasigeostrophic double-gyre model. J. Phys. Oceanogr., 26:739–752, 1996.

[60] W. Noid, G. Ezra, and R. Loring. Vibrational echoes: Dephasing, rephasing, and the stability of classical trajectories. J. Phys. Chem. B, 108:6536–6543, 2004.

[61] G. North, R. Bell, and J. Hardin. Fluctuation dissipation in a general circulation model. Clim. Dyn., 8:259–264, 1993.

[62] H. Nyquist. Thermal agitation of electric charge in conductors. Phys. Rev., 32:110–113, 1928.

[63] Y. Okabe. A generalized fluctuation-dissipation theorem for the one-dimensional diffusion process. Comm. Math. Phys., 98:449–468, 1985.

[64] B. Øksendal. Stochastic Differential Equations: An Introduction with Applications. Universitext. Springer, 6th edition, 2010.

[65] T. Palmer. A nonlinear dynamical perspective on climate prediction. J. Clim., 12(2):575–591, 1999.

[66] F. Papangelou. Integrability of expected increments of point processes and a related random change of scale. Trans. Amer. Math. Soc., 165:483–506, 1972.

[67] J. Parish. Climate of a supercontinent. J. Geology, 101:215–233, 1993.

[68] F. Renne and A. Basu. Rapid eruption of the Siberian Traps flood basalts at the Permo-Triassic boundary. Science, 253:975–979, 1991.

[69] G. Retallack, A. Seyedolali, E. Krull, W. Holser, and C. Ambers. Search for evidence of impact at the Permian-Triassic boundary in Antarctica and Australia. Geology, 26(11):979–982, 1998.

[70] H. Risken. The Fokker-Planck Equation. Springer-Verlag, New York, 2nd edition, 1989.

[71] S. Saito and I. Ohmine. Off-resonant fifth-order response function for two-dimensional Raman spectroscopy of liquid CS$_2$ and H$_2$O. Phys. Rev. Lett., 88(20):207401–1–207401–4, 2002.

[72] S. Saito and I. Ohmine. Off-resonant two-dimensional fifth-order Raman spectroscopy of liquid CS$_2$: Detection of anharmonic dynamics. J. Chem. Phys., 119(17):9073–9087, 2003.

[73] G. Uhlenbeck and L. Ornstein. On the theory of the Brownian motion. Phys. Rev., 36:823–841, 1930.

[74] P. Vasilopoulos and C. van Vliet. Linear response theory revisited. IV. applications. J. Math. Phys., 25(5):1391–1403, 1984.

[75] J. Weber. Fluctuation Dissipation theorem. Phys. Rev., 101(6):1620–1626, 1956.

[76] P. Wignall. Large igneous provinces and mass extinctions. Earth Sci. Rev., 53:1–33, 2000.