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Abstract—Antimicrobial resistance is one of the biggest health problem, especially in the current period of COVID-19 pandemic. Due to the unique membrane-destruction bactericidal mechanism, antimicrobial peptide-mimetic copolymers are paid more attention and it is urgent to find more potential candidates with broad-spectrum antibacterial efficacy and low toxicity. Artificial intelligence has shown significant performance on small molecule or biotech drugs, however, the high-dimension of polymer space and the limited experimental data restrict the application of existing methods on copolymer design. Herein, we develop a universal random copolymer inverse design system via multi-model copolymer representation learning, knowledge distillation and reinforcement learning. Our system realize a high-precision antimicrobial peptide-mimetic copolymers data, and we discover candidate copolymers with desired properties.

1 Main

In the current period of the continuous COVID-19 pandemic, antibiotics are intensively used and therefore the public health problem of antimicrobial resistance (AMR) is getting aggravated day by day [1], [2]. To overcome this issue, naturally occurring host-defense antimicrobial peptides (AMPs) have been widely researched as the next-generation therapeutics for AMR, benefited for the specific membrane-destruction bactericidal mechanism of AMPs [3]. However, difficulties of the over-costing and time-consuming production of AMPs which limit their large-scale production [4]. Antimicrobial peptide-mimetic copolymers, which mimic the cationic-hydrophobic amphiphilic structure of AMPs with the bactericidal mechanism, have been paid more attention in recent years. These copolymers have the advantages of low cost, easy synthesis and high structural flexibility, thus scientists are devoting to finding new copolymers with broad-spectrum antibacterial efficacy (e.g. S.aureus and E.coli) and low toxicity as therapeutic drugs (Fig 1(a-b)) [5].

Benefiting from the integrated big data, artificial intelligence (AI) has shown significant performance on revealing the implicit bioinformatics and exploring the large-scale chemical [6], [7], [8], [9], [10]. Compared with traditional drug design pipeline of high-throughout experiments or empirical design, AI design has been proved to greatly accelerate the whole process of drug discovery with high efficiency [11], [12], [13]. Similarly, in virtue of the AI techniques, we use the existed antimicrobial data to design new candidate antimicrobial peptide-mimetic copolymers as potential drugs (Fig 1c).

For antimicrobial peptides design, most proposed methods are mainly objected to sequence-defined situation, focusing on designing the arrangements and the quantities of various motifs [12], [14], [15]. However, most peptide-mimetic copolymers are random copolymers with clear component information and unknown sequence order, which means methods for peptides are difficult to be transferred for further usage.

As random copolymer, the principal factors which influence the antimicrobial activity are the structures of each polymerized monomers and the composition between them. In this way, we conclude the two following problem to concern inspired by the idea of inverse design [16]: 1) how to accurately predict the properties of random copolymer from limited experimental data, e.g. the antimicrobial activity on various strains and the toxicity, with deterministic monomer structures with corresponding ration information, 2) potential drug-like small molecules was estimated to be between $10^{30}$ and $10^{60}$ [17], and for binary copolymers, the number would be boosted to an inestimable degree, thus how to explore the vast combinatorial space is a challenging problem.

In this study, we fully consider the concerns above and design a universal random copolymer inverse design framework, including prediction and generation, which can be transferred to other scenarios with high efficiency and flexibility. For random copolymer predictor, previous works have proposed several strategies for the property prediction of random copolymers [18], [19], [20]. The common ground of these methods is that only one single copolymer representation, involving Morgan Fingerprints, graph embedding or molecular descriptors is chosen. A constellation of researches have proved the effectiveness of fusing multiple molecular representations for predicting the properties of small molecules with extracting more comprehensive information [21], [22], [23]. Inspired by this, we firstly propose three different copolymer representations embedded with
important chemical information for prediction for further fusion.

In particular, we introduce a machine-learning based method for the optimal molecular descriptors downselection for specific tasks [24] and we refer to BigSMILES syntax [25] to construct polymeric sequence representation and graph representation (See Methods). Thus, we develop a polymeric feature representations fusion strategy with considering the relevance and dissimilitude between different representations. By combing multiple representations, we construct accurate quantitative structure–property relationship (QSPR) models even if the datapoints are limited.

For random copolymer generator, we develop a reinforcement learning (RL) based monomer scaffold-decorator model via knowledge distillation. With given specific scaffold structures, the RL agent learn molecule grammar and generate thousands of monomer structures in the learning process. Through further designing multiple constrains as proper reward functions, the model can generate molecules with desired properties.

In this study, we use our framework on the design of antimicrobial peptide-mimetic copolymers. With AI, we design and filter for new copolymer structures and we further prove the effectiveness of generated copolymers through synthetic experiments.

We collect the data of cationic-hydrophobic amphiphilic β-amino acid polymers (Fig 1d) from previous literature to formulate the random copolymer dataset [26], [27], [28], [29]. β-amino acid polymers are a kind of bipolymer with changeable cationic and hydrophobic side chains as R1, R2.

We aim to adjust the structure of R1 or R2 to find more potential candidate copolymers which have desired properties of S.aureus< 25, E.coli< 25, HC10> 100. We collect totally 86 existing datapoints, while generally it is hard to find a satisfying balance between antimicrobial activity and toxicity (Fig 1e).

With this AI system, we have efficiently discovered superior performance of highly selective broad-spectrum antibacterial compounds based on existing low selective anti-positive and anti-negative copolymers through synthesis validation.

2 Results

Overview of antibacterial drug discovery. In this study, we target to discover candidate aionic-hydrophobic amphiphilic β-amino acid polymers with highly selective broad-spectrum for the usage of antibacterial drug though artificial intelligence. Main procedures include data process, property prediction and polymer generation (Fig 2). We collect a library of polymers with different racemic cationic and hydrophobic subunits, involving DM (“dimethyl”), MM (“monomethyl”), CP (“cyclopentyl”), CH (“cyclohexyl”), etc (Fig 2a). Totally 86 datapoints are collected with different cationic and hydrophobic subunit composition on three desired properties (MIC value of S.aureus and E.coli, and the value of HC10). Considering the permutation invariance [19] in multicomponent systems with randomly associated components, such as random copolymers, we apply a simple data augmentation method with considering the permutation invariance (Fig 2b), and we enlarge the amount data from 86 to 172 (See Methods).

For each copolymer, we design three ways for random copolymer featureization from the respective of molecular descriptors and molecular representations (Fig 2c). With Morded calculator [30], near 4000 descriptors are calculated and we apply a machine learning based downselection [24] (See Methods). Then, feature vectors of cationic and hydrophobic subunit are stacked to represent a random copolymer. We further refer to BigSMILES syntax [25] which has been nearly proposed in polymer informatics. According to the syntax, we design a sequence representation with embedding ration information and bonding descriptors to represent a random copolymer. Analogously, we introduce the linking rules of bonding descriptors as new nodes and edges in graph representation. Noted that both sequence and graph are direct representations for the monomer topology with rich latent relative information embedded (See Methods).

All the feature vectors would be sent to the predictive network to train the QSAR model which quantify the needed properties (MIC value of S.aureus and E.coli, and the value of HC10) of the input random copolymer. Thus, we develop a polymeric feature representations fusion strategy with considering the relevance and dissimilitude between different representations (Fig 2d). We apply a FNN, a GRU [31] and a GNN [32] for feature, sequence and graph representations respectively to extract the embedded chemical information, and we adjust different network architectures (Supplementary information) to find the optimal input combination. We use a transformer-based framework [33], [34] which aims at extracting feature correlations and differences between molecular descriptors and molecular representations by adding an attention bias.

With accurately predicting the MIC value of S.aureus and E.coli, and the value of HC10, through knowledge distillation we pretrain a scaffold-decorator model for different targeted scaffolds (Supplementary Figure 1) with polyamide backbone similar to natural peptides. Technical details can be found in Methods. Then, we use reinforcement learning (RL) to fine-tune the pretrained decorator model to generate copolymers with desired properties step-by-step (Fig 2e). The predictive model and the pretrained decorator model are seen as the environment and the agent in RL settings. And the values calculated by the predictive model would be transform as rewards to adjust the direction for next molecule sampling. With iteration, we filtered out the candidate copolymers for antibacterial experiments.

Performance on Feature selection. First, we make experiments to prove the effectiveness of applying data augmentation and feature optimization, since these are two important operations which may influence the data or feature input for training. We define D1 and D2 as the original data and the augmented data. We chose 20% of the D1 and D2 as the unseen set, and we construct RF (Random Forest) models trained by the rest 80% of data for comparison on various features (See Methods). We make a 20-fold cross validation with calculating the metric of R2 (higher the better) on predicting MIC of S.aureus and HC10, and results are shown in Fig 3a. (More in supplementary information). The results show that with applying data augmentation, it brings a 20.3% mean increase and a 6.7% mean increase for predicting MIC of S.aureus and HC10 on different features,
respectively. With applying feature optimization, it brings a 26.3% mean increase of R2 for each situation. These results prove the necessity of applying these two operations, and the data augmented and the feature optimized would be used for further learning.

**Performance on Fusing strategies.** Then we evaluate the predictive performance on different fusing strategies of various copolymer representations. In this study, we try five combinations including 1) SMILES only, 2) Feature only, 3) Feature and Graph, 4) Feature and SMILES, 5) Feature and SMILES and Graphs. Similarly, the data and the experimental settings are the same with the last part. We evaluate the mean R2 (higher the better) and the RMSE (lower the better) scores of predicting MIC value of S.aureus and the value of HC10 on the unseen set of D2. As Fig 3b. shows, the combination of Feature and SMILES surpasses the others. We further evaluate the predictive performance of the trained model on all data in D2, shown in Fig 3c. Also, “Feature and SMILES” show the best performance and both of the R2 metrics reach the value of 0.9. We further visualize the predicted results with the measured results in Fig 3d with the final model, which shows that our predictive model shows high accuracy the antimicrobial activity prediction even with limited data.

**Monomer generation on various amino acid scaffolds.**
In our architecture, predictive network leads the directions of generative model when exploring the chemical space in the process of copolymer inverse design. To find more hidden possible cationic-hydrophobic amphiphilic β-amino acid polymers, our target is to optimize or search for new side chain structures with keeping the main chain intact. Tradition molecular generative pattern generally focus on creating molecules character-by-character from scratch [6], which is unfit for customized structural constraints on scaffolds. In this way, we propose a reinforcement learning based molecular scaffold decorator generative model [37] via knowledge distillation for new copolymer design. Details are shown in Methods.

By running our model on different scaffold structures with constrains of carbon number (in range of 11) and ring number (in range of 1), we collect 1840 monomer structures with all passing the drug-likeness rules (See Methods) and we make easy statistic analysis on them, shown in Fig 4a. All scaffolds involved are shown in Supplementary information. From Fig 4a, it can be clearly found that scaffold 1-3 have more monomer structures, while for scaffold 4-6 the monomer structures have a obviously decrease. It is a reasonable phenomenon since ring structures have fixed structure and carbon number, and the space for adjustment on scaffold 4-6 is much smaller. Noted that, results here mainly prove that our model can adaptive to generate monomers on various amino acid scaffolds. Noted that, these numbers are not accurate since we pay put more attention on the partial scaffolds.

**Property Distribution combing with DM and MM cationic monomers**
We make predictions on the MIC value of S.aureus and E.coli, and the value of HC10 with different ratio combination between the cationic monomer of DM or MM and the hydrophobic subunit generated. Thus, we visualize the three predicted property distribution and we separate different carbon numbers with different colors, shown in Fig 4b (DM as cationic monomer) and Fig 4c (MM as cationic monomer). It can be obviously found that copolymers in DM series have better mean antimicrobial activity on S.aureus and E.coli, while MM series seems to have a higher hemolysis which means a lower toxicity. Moreover, it can also be discovered the enormous influence which the carbon number brings. Generally, the more carbons the hydrophobic side chain monomer hinges, the higher predicted antimicrobial activity and lower predicted hemolysis the copolymer may reach.

**Visualization.** To visualize the distribution of the generated monomer structures, we use uniform manifold approximation and projection (UMAP) [38] to project all molecules into 2D embedding in different chemical space, shown in Supplementary information. Results show that copolymers with similar property are generally clustered together.

To further filter out the candidate copolymers combing with DM structure, we visualize the chemical space with selection index (SI), which is used to judge the safe range of drug effect. We calculate the SI values on S.aureus and E.coli of all generated copolymers, and we classify them according to the range of SI, shown in Fig 5. By given specific cationic/hydrophobic ration, we generate 9 desirable candidate copolymers (both SI>10), including 4 different monomers. These copolymers are clustered near in UMAP space, and thus we assume that more hidden candidate copolymers can be found in their near space. With further considering the synthesis complexity of these structures, we decide to make deep exploration on the monomer A, calling BU-like series due to the structure similarity. choose the monomer A, which is similar to BU, for further research.

**Generation Distribution on BU-like series**
As discussed, we focus on generating more monomer structures of BU-like series, which have only one linear chain structure. We run reinforcement learning on scaffold 1 with adding ring penalties and carbon number constrains, thus the model would generate more single chain structure. In supplementary information all structures generated are shown and we project them in 3D-space with the three properties as coordinate, shown in Fig 6a. Given the space limitations, we pick out several monomers with gradually increasing carbon number shown in Fig 6b. Properties and SI of these monomers with different ration composition of DM are displayed, and as expected these copolymers have desirable properties when fitting to an appropriate ration.

### Discussion
In this study, we develop a universal random copolymer inverse design system via multi-model copolymer representation learning, knowledge distillation and reinforcement learning. Compared with traditional copolymer design pipeline, our model can rapidly and accurately locate to potential copolymers with desired properties with applying artificial intelligence techniques. With utilizing different information in multi-modal copolymer representation, our model achieves outstanding performance on adaptively predicting copolymer properties with limit data. On the basis of constructing high accurate predictive model, we train a scaffold-decorator model based on knowledge distillation and reinforcement learning. With given specific scaffold
structures, our model explore thousands of new monomer structures under the inverse design pattern. Moreover, our model is adaptive to multiple customized constrains, including properties or structures. Since both of our predictive model and generative show great adaptability for few-shot samples, our model is friendly to real-world application.

4 Methods

4.1 Dataset Formulation

Polymer Data Collection. For the sake of exploring new structure for antimicrobial host defense peptides with the help of artificial intelligence, MIC value on S.aureus and E.coli, and HC10 of cationic-hydrophobic amphiphilic β-amino acid polymers with tunable subunit ratio are collected, with the total number of 86. These data is all collected from previous literature [39, 40, 41, 42, 43] and involves 2 cationic and 9 hydrophobic side chains. If the end point of bacterial growth had not been arrived during the experiment, the values was estimated to be the current available value. (e.g., for the experimental estimated value HC10>400, it is seen as 400 μg/mL). Noted that log transformation is performed to all the estimated results due to the regular values so that all the results are transformed as integers for constructing QSAR models.

Copolymer Data Augmentation. An important property for cationic-hydrophobic amphiphilic β-amino acid polymers, or more specifically for binary copolymers is that the machine learning model used should follow the permutation invariance of copolymer input components [19]. Meaning that the results of the model should not be influenced by the order of the components, and it can be formulated as,

\[
\begin{align*}
H &= M_1[(p_1, r_1), (p_2, r_2)] = M_1[(p_2, r_2), (p_1, r_1)], \\
S &= M_2[(p_1, r_1), (p_2, r_2)] = M_2[(p_2, r_2), (p_1, r_1)], \\
E &= M_3[(p_1, r_1), (p_2, r_2)] = M_3[(p_2, r_2), (p_1, r_1)],
\end{align*}
\]

where \(H, S, E\) are the MIC values of S.aureus and E.coli, and the value of HC10, respectively, while \(p, r\) are the polymer unit. We exchange each ationic-hydrophobic pair to hydrophobic-ationic pair expression when encoding them, and thus our predictive model is capable of focusing on the information of the monomer structures and the ratio. In this way, we reasonably introducing this property as a method for data augmentation, aiming at improving the accuracy of the predictive model. Detailed, we exchange the order of the input hydrophobic-cationic units, thus the order of both chemical descriptors and Bigsmiles sequences is also changed with same property label. Both the origin data and the exchanged data are used for machine learning.

4.2 Random Copolymer Featurization

. Translating polymers into machine readable features is one important problem with ongoing concerns for polymer informatics [44]. Different from micromolecules with deterministic topology connections of atoms and bonds, it is hard to represent random copolymers with unregular sequence by general representation methods (e.g., SMILES or graphs) due to the intrinsically stochastic nature of polymers [25]. Generally considering, the property of a copolymer is mainly decided by 1) types of monomers and 2) monomer sequence distributions, while for random copolymers, monomer ratio should be further taken into consideration. In our work, we approach the random copolymer featuretization problem from the following two perspectives.

Molecular descriptors fingerprints. Molecular descriptors are mathematical representation of chemicals which are generally used to build QSAR models. We use Morgan calculator [30], which includes 1826 two- and three-dimensional descriptors and can be used freely. For our cationic-hydrophobic polymers, descriptors of both the cationic and hydrophobic unit are calculated and stacked together, totally dimensioned 3654 for candidate descriptor vector as \(Init.\) with adding ration information \(r_1, r_2\) of two monomers.

Feature Optimization. Then we apply a two-stage feature optimization strategy with a stage of statistical downselection and a stage of machine-learning based downselection [24]. In first stage, constant or almost constant descriptors are dropped from the initial set (Init., 3654 descriptors), and descriptors with variance less than 10% of the mean value across the Init. set (Var., 1018 descriptors) are filtered out. Next, we evaluate Spearman rank correlations of each descriptor pair, and descriptors with correlation higher than 0.9 as well as correlation with the target property (HC10, S.aureus, E.coli) higher than 0.05 are filtered out as (Cor., 171 descriptors).

In the second stage, a recursive feature elimination (RFE) method [45] is introduced on the Cor. descriptors set based on random forest (RF) model. With RF regression, each descriptor is eliminated recursively according to the importance rankings until the last descriptor. Then, a 20-fold cross-validation is adopted with repeated stratified subsampling descriptors. The principle of choosing the optimized descriptor set is that set results the lowest mean RMSE. In this way, descriptors with most important or most relative information on the target property are selected. In our work, we choose 40 (which is changeable) descriptors as the optimized molecular descriptors (Opt., 40 descriptors) for part of the input of the predictive network.

Molecular representation. Molecular representation is another popular way to encode molecules. In recent polymer informatics, BigSMILES is a recent developed structurally-based line notation to reflect the stochastic nature of polymer molecules [25]. Compared with molecular descriptors, hidden chemical information can be learned from molecular representation via the data-driven pattern. According to the syntax of BigSMILES, we derive two kinds of rules to define a cationic-hydrophobic amphiphilic β-amino acid polymer.

Sequence fingerprints. Traditional SMILES strings are generally consist of atom tokens(e.g.”C”, “O”, “[NH3+]”), bond tokens(e.g.”=”, “#”) branching tokens(e.g.”(”, “]”) to encode molecules. In BigSMILES sequence, the stochastic object and the bonding descriptors are two new joined elements compared with basic SMILES grammar. We further make several additional definition so as the ration information of each repeat unit in the stochastic object can be expressed. Take DM50CO50 as an example, it can be written as: \([1/>]NC(C)(C)C(C[NH3+]C=O,[+]r=50],\)
Fig. 1. Motivation, definition and designation. a) Highly challenging antimicrobial peptide-mimetic copolymer design requirements. b) Existing experimental antimicrobial data collected from literature or laboratory experiments. c) General workflow of our artificial designation process with the collected data. d) Definition of the $\beta$-amino acid polymers with cationic and hydrophobic structures. e) Through few positive data, various of monomer structures are generated and candidate copolymer are filtered out for experimental validation.
Fig. 2. Workflow of antibacterial design. a) Copolymer structures with tunable ionic-hydrophobic composition utilized in this work. b) Data augmentation method of permutation invariance for binary random polymers. c) Three ways for random copolymer featurization: 1) Molecular descriptors of the cationic and hydrophobic monomers are calculated by the Morded calculator, number 3654. Through a feature optimization process, 40 descriptors are finally chosen as the copolymer feature vector. 2) Sequence representation defined by BigSMILES syntax, and monomers and ratio are shown as R1, R2, x and y. 3) Graph representation defined by BigSMILES syntax, and nodes or edges are defined by atoms (C, N, O) or bond (single or double). d) Network structure of combing molecular descriptors and the sequence representation which is used as predictive model in reinforcement learning. e) Process of pretraining the scaffold-decorator model which is used as the generative model in reinforcement learning. f) Reinforcement learning diagram for candidate copolymer generation.
Fig. 3. Results on property prediction. a) Predictive results on MIC value of S.aureus and the value of HC10 on the unseen set of the data with and without augmentation on different feature selected. b) Predictive results on MIC value of S.aureus and the value of HC10 on the unseen set of the data augmented on different copolymer representation used in this work. c) Predictive results on all the data with different copolymer representations. d) Comparison between the predicted values and the measured values with the final model.
Fig. 4. Copolymer monomer distribution on scaffolds and different properties. a) Numbers of monomers generated by different scaffold structures. b) Property distribution on monomers combing with DM structures under carbon numbers of hydrophobic monomers ranging from 5 to 11. c) Property distribution on monomers combing with MM structures under carbon numbers of hydrophobic monomers ranging from 5 to 11.
Fig. 5. Overview of the UMAP colored by the SI values on different strains. Each copolymer is colored according to the values of the calculated SI by the predictions on HC10, MIC of S.aureus and E.coli. Copolymer information with high SI are displayed.

NC1CCCCC1C=O\[\text{+rn=50}\], where [+rn=50] shows that DM unit has the ratio of 50%. “>” and “<” are two conjugate types of bonding descriptors showing how repeat units are linked. For simplicity, we omit exterior strings and we use the simplification style. Other cationic-hydrophobic polymers are defined like such. After collecting all characters involved (shown in supplementary information), the one-hot encoding of the BigSMILES strings can be generated as the input.

Graph fingerprints. General used molecular graphs can not represent the stochastic nature of polymer molecules since graphs show clear topology structures of molecules. Inspired by BigSMILES syntax, we introduce new nodes and edges to define the bonding descriptors to take over traditional molecular graphs. Details can be seen in supplementary information. Noted that this kind of definition still exclude the ratio information of monomers and can be improved further.

4.3 Predictive network

We testify the performance on three target activity via different combination of fingerprint vectors: 1) Feature vector (molecular descriptors), 2) SMILES vector (BigSMILES sequence vector), 3) Feature vector and Graph vector (FG), 4) Feature vector and SMILES vector (FS), 5) Feature vector, SMILES vector and graph vector (FSG).

For situation 1), we simply train a Fully-connected Feedforward Neural Network (FFN) with transforming the feature fingerprint $F_f$ by subtracting the means and dividing by the standard deviations as normalization.
Fig. 6. Overview of the properties of BU-like series structures. a) 3D-projection of the generated BU-like series of three properties. Orange plots are the projection on (HC10, S.aureus) space, while green plots are the projection on (HC10, E.coli) space. Red stars are copolymers with desired properties of three. b) Properties of partial monomers structures under different ratio distribution and carbon numbers.
For 2), we use bidirectional Gate Recurrent Unit (GRU) to extract the hidden information embedded in BigSMILES sequence vector, and this process can be formulated as,

\[
\begin{align*}
\vec{h}_k &= \text{GRU}(t_k, \vec{h}_{k-1}), \\
\vec{h}_k &= \text{GRU}(t_k, \vec{h}_{k-1}), \\
&\quad \text{where } t_k \text{ is the token embedding, and } \vec{h}_k, \vec{h}_{k-1} \text{ are bidirectional hidden states for the } k \text{th token of a BigSMILES string embedded by GRU, and the current hidden state } h_k \text{ is obtained as,} \\
h_k &= (\vec{h}_k, \vec{h}_k).
\end{align*}
\]  

Finally, we use \( F_s \) to denote the contextual representation of a BigSMILES string with length \( n \) as,

\[
F_s = (h_0, h_1, \ldots, h_n).
\]  

Since 3), 4) and 5) involve multiple fingerprint vectors, we develop a multi-modal information learning framework with adjustable network blocks for specific fingerprints. A core motivation is how to learn more abundant chemical information from limited data points and how to find similarities and differences between information in diverse fingerprinting dimensions. From feature fingerprint, various basic chemical or calculated information can be gained. In contrast, from SMILES fingerprints or graph fingerprints, distributions of atoms and bonds on spatial and numerical are explicitly displayed, while more implicit information which may not be calculated through a specific equation is generally learned with the help of data-driven deep learning. Since available data is limited, to learn better copolymer design can be transformed as finding the optimized decoration for the specific scaffold to formulate the part or both of cationic or hydrophobic monomer in copolymer with desirable properties. We summarize the whole designing procedure as two stages. Firstly, we pretrain a GRU-based molecular scaffold-decorator with the ability of generating valid molecules. Secondly, a reinforcement learning fine-tuned stage is adopted to explore the chemical space for candidate copolymers. When fine-tuning, each reasonable molecule will be recorded for the convenience of final analysis and evaluation.

**Network Architectures.** The implementation of scaffold-decorator network is totally an encoder-decoder architectures with attention mechanism. The encoder is a bidirectional RNN sequenced with an embedding layer and three layers of bidirectional GRU cells of 256 dimensions. Then the hidden states are sent to the decoder, which is a single direction RNN sequenced with an embedding layer, three layers of GRU cells of 256 dimensions. Finally, an global attention layer is adopted to sum up the output of the encoder and the decoder, and a linear layer is connected to calculate the probability of each possible token \( x_i \). The model is trained to maximized the Negative Log-Likelihood (NLL) loss, which can be written as:

\[
\text{NLL}(S) = -\sum_{i=1}^{n} \log P(x_i | x_{<i}, \text{scaffold}),
\]  

where \( P(x_i | x_{<i}) \) is the probability when sampling the \( i \)-th token of decoration sequence \( S \) with given the previous tokens and the input scaffold. More training protocols and the vocabulary set are supported in supplementary materials.

In previous work \[47\], molecules in ChEMBL dataset are selected to be sliced into fragment-like decorations using synthetic chemistry constrains (RECAP rules) \[47\]. Following the work, We also tried to pretrain a scaffold-decorator on ChEMBL dataset, however, since the diversity of the molecules in ChEMBL, the final sampled molecules show complex structures (e.g., double ring nesting) which are out of drug-likeness and hard to be polymerized recognized by
our pharmacologist. Parts of the generated molecules have been shown in supplementary materials. Moreover, the RL agent needs a long time to explore for the desirable area with desirable properties in chemical space. Hence, to solve the above problems, we prepare a new dataset for pretraining, thus the agent can be quickly localized to desirable area.

**Data preparation and Knowledge distillation.** We collect 29 molecules with ideal structures, including 11 cationic/hydrophobic copolymer monomers and 18 amino acids excluding two of them with the elemental sulphur. In antimicrobial peptide-mimetic copolymers, both the cationic/hydrophobic copolymer monomers are introduced to mimic the amino acid residues. In this way, both of them are chosen helping to find more hidden residue structures.

Then, we adopt a knowledge distillation method with distilling molecules generated from learned grammar rules, thus the explorable chemical space can be greatly shrunk than using ChEMBL dataset for more micromesh exploration. In particular, we use a data-efficient graph grammar learning method (DEG) [48] to construct various graph grammar rules from the collected molecules. The dominance of DEG is that all the production rules are learned automatically from the training data, and specific rules can be learned according to the given data.

By applying DEG, we generate additional thousands of molecules which may be close in chemical space and we similarly use the RECAP rules to slice molecules, gaining 1 million pairs of scaffold-decoration data. We use these data to train a distill model with the same structures above and construct a less-focused chemical space for further exploration. (The difference of chemical space can be seen in supplementary information). The distilled model will be fine-tuned with reinforcement learning for customized generation.

**Reinforcement Learning.** To further guide our distilled model toward relevant areas in chemical space according to customized requirements, we use reinforcement learning for fine-tuning to carry out a constellation of specific tasks. By fine-tuning, various user-defined requirements can be satisfied to generate molecules of interest. In our case, we realized the following requirements: 1) specific fragment structure adjustment of cationic/hydrophobic monomer; 2) monomer generation under various scaffold structures (e.g., “NC[*]CC=O”, “NCC(C=O)1[*]C1”, “NC1[*]C1C=O”); 3) multi-objective constrains (e.g., carbon numbers, ring number, HC10/ MIC of S.aureus/MIC of E.coli thresholds). More details will be explained in the following section.

We adopt the REINVENT 2.0 [49] as the RL algorithm and the main roles include a prior model $M_{Prior}$, an agent model $M_{Agent}$ and a score modulating block. The prior model is the distilled decorator generative model introduced above, while the agent model shares the identical network structures and the initialization parameters of the agent model is the completely the same as the prior model. The score modulating block can be seen as the environment which feed back rewards according to the targeted scoring functions.

Then we introduce the reinforcement learning cycle. First, the agent model $M_{Agent}$ samples batch of SMILES decorations for a specific scaffold, and the decorated copolymer will be scored according to the scoring function as $S_{score}$ (introduced in the next section). Among each course of sampling molecules, the agent choose the next possible token, seen as the action $A$, according to the current token sequence, seen as the state $S$ in RL framework. Thus, the agent learn a conditional probability $p(A|S)$ to generate the desired molecules when the episodes go on. To train the agent model, we use the NLL, similar to eq.(8), to represent the agent likelihood of the generated decoration sequence $S$ as $\text{NLL}(S)_{Agent}$. Then $S$ will be given to the prior model $M_{Prior}$ to calculate the augmented likelihood with the score $S_{score}(S)$. Ultimately, the loss of the agent can be calculated as:

$$\text{NLL}(S)_{Augmented} = \text{NLL}(S)_{Prior} - \sigma S_{score}(S) \tag{9}$$

$$\text{loss} = [\text{NLL}(S)_{Augmented} - \text{NLL}(S)_{Agent}]^2, \tag{10}$$

where $\sigma$ is the scalar value to scale up the output of the score function. During the training process, we collect all valid generated molecules for data analysis, and molecules with desired properties will be further filtered for experimental validation.

**Score and Metric.** In this work, we aim to find more potential cationic/hydrophobic monomers combination with specific component ration, which satisfies the desired properties: $S.aureus<25$, $E.coli<25$ and $HC10>100$. Moreover, we design several penalty rules or customized constrains to accelerate the learning process with narrowing down the scope of exploration. The final score function $S_{score}(S)$, which can also be seen as the reward in RL, can be written as:

$$S_{score}(S) = A * S_{property}(S) + B * S_{penalty}(S) + C * S_{constrains}(S), \tag{11}$$

where $A$, $B$ and $C$ are adjustable weights.

**Property score.** We use the previously trained predictive network to calculate the values of $S.aureus$, $E.coli$ and $HC10$ respectively. For all the calculated values, we apply score transformations (sigmoid for $HC10$ and reverse sigmoid for MIC of $S.aureus$ and $E.coli$) so that each component returns a value between $[0,1]$ (the higher the better). This operation helps to avoid one-sided impacts of single-properties and adjust the influence of multiparameter objectives, and the property scoring function can be written as:

$$S_{property}(S) = a * \text{MIC}_{S.aureus}(S) + b * \text{MIC}_{E.coli}(S) + c * HC10(S), \tag{12}$$

where $a$, $b$ and $c$ are adjustable weights showing that which the agent should put more focus on.

**Penalty score.** According to the experience summarized through existing literature, including the suggested elements constrain, carbon number and so on, we design several penalties and constrains to more comprehensively explore the chemical space. To improve the rationality and correctness of the generated molecules, we design several structural penalties as the penalty scoring function,

$$S_{penalty}(S) = \begin{cases} 
-5, & \text{when molecule is wrong}, \\
-3, & \text{when unexpected elements exist}, 
\end{cases} \tag{13}$$
Constrain score. To further constrain the structures of the generated molecules, we also design several constrains which can be used alternatively.

\[ S_{\text{constrain}}(S) = \begin{cases} C/2, & C \leq 11, \\ -2, & C > 11, \\ N \times 0.5, & N > 1, \\ -3, & R > 1. \end{cases} \]

where \( C \) is the carbon number of the final decorated molecule, while \( N \) is the number of the atoms which have more than two neighbour atom nodes and \( R \) is the ring number.

Metrics. We also introduce two metrics to evaluate and filter the final generated results helping to improve the possibility of being a drug for the candidate copolymer.

Firstly, we introduce the selection index (SI) between the calculated MIC of S.aureus and E.coli, and the value of HC10, which can be calculated as:

\[ S_{\text{SI, S.aureus}} = \frac{\text{HC10/MIC}_{\text{S.aureus}}}{\text{SI, E.coli}} = \frac{\text{HC10/MIC}_{\text{E.coli}}}. \]

The higher the SI is, the better potential the copolymer has to be a drug. Ideal SI for both \( S_{\text{SI, S.aureus}} \) and \( S_{\text{SI, E.coli}} \) is larger than 10.

Secondly, we choose three complementary drug-likeness rules, including Lipinski Rule (\( \text{ME} \leq 500, \log P \leq 5, \text{Hacc} \leq 10, \text{Hdon} \leq 5 \)) [50], Pfizer Rule (\( \log P > 3, \text{TPSA} < 75 \)) [51] and GSK rule (\( 200 \leq \text{MW} \leq 500, -2 \leq \log D \leq 5 \)) [52]. These rules are derived from the long-standing drug discovery practices of the world’s leading pharmaceutical companies. Generated monomers which pass these rules would be filtered out for further consideration.

Evaluation settings. We design 11 scaffolds according to the available data and expert recommendations, and the specific structures can be found in supplementary information. To exactly find new candidate copolymers with desired properties and testify the performance of molecular exploration, we set three situations to evaluate the quality of the models. It is worth noting that in all situations, based on the considerations on raw materials, polymerisation difficulty and the synthetic routes design, we fix the cationic monomer and focus on designing new hydrophobic monomers. This helps to improve the synthetic possibility for final validation. Even new cationic monomers are not taken into consideration, it is still a challenging problem since exist multi constrains, involving structures, properties etc. should be taken into consideration. Details are outlined below:

**Task 1**: Cationic; DM series, hydrophobic: any scaffold, reward design:

\[ S_{\text{score}}(S) = 3 \times \text{MIC}_{\text{S.aureus}}(S) + 1 \times \text{MIC}_{\text{E.coli}}(S) + 1 \times \text{HC10}(S) + S_{\text{penalty}}(S). \]

**Task 2**: Cationic; DM series, hydrophobic: any scaffold, reward design:

\[ S_{\text{score}}(S) = 3 \times \text{MIC}_{\text{S.aureus}}(S) + 1 \times \text{MIC}_{\text{E.coli}}(S) + 1 \times \text{HC10}(S) + S_{\text{penalty}}(S) + S_{\text{constrain}}(S). \]

**Task 3**: Cationic: DM series, hydrophobic: NC([*)C (C=O), reward design:

\[ S_{\text{score}}(S) = 3 \times \text{MIC}_{\text{S.aureus}}(S) + 1 \times \text{MIC}_{\text{E.coli}}(S) + 1 \times \text{HC10}(S) + S_{\text{penalty}}(S) + S_{\text{constrain}}(S). \]

We further emphasise that the main purpose of this work is to find candidate cationic-hydrophobic copolymers which can be used as antimicrobial, instead of focusing on testify the novelty or diversity of the molecules generated by the model. Thus, compared with Task 1 and Task 2, we make further qualifications on specific scaffold structure aiming exploring all possible outcomes. All generated molecules whose reward are positive will be recorded for further data analysis helping to find the potential design rules or trends for future design.
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