The Impact of Obstacle’s Risk in Pedestrian Agent’s Local Path-Planning
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Abstract: While the risk from the obstacle could significantly alter the navigation path of a pedestrian, this problem is often disregarded by many studies in pedestrian simulation, or is hindered by a simplistic simulation approach. To address this problem, we proposed a novel simulation model for the local path-planning process of the pedestrian agent, adopting reinforcement learning to replicate the navigation path. We also addressed the problem of assessing the obstacle’s risk by determining its probability of collision with the obstacle, combining with the danger from the obstacle. This process is subsequently incorporated with our prediction model to provide an accurate navigation path similar to the human thinking process. Our proposed model’s implementation demonstrates a more favorable result than other simulation models, especially in the case of the obstacle’s appearance. The pedestrian agent is capable of assessing the risk from the obstacle in different situations and adapting the navigation path correspondingly.
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1. Introduction

Accurate replication of the human navigation behavior in a pedestrian simulation model plays an important role in the studies within the safety domain. Correspondingly, research in this particular field has been greatly active. For instance, many studies of pedestrian simulation for evacuation activities have been beneficial to the design in safety features of construction projects [1]. Another example is the studies in pedestrian behavior, which are crucial for urban planning and landscape design [2,3]. Recently, along with the rising trend of autonomous vehicles, pedestrian simulation studies have attracted increasing interest, especially in the situation of crossing with vehicles, to avoid possible fatal accidents [4,5]. While these studies could construct a sufficient reproduction of the pedestrian navigation behavior in certain applications, for example, the robot movement in pedestrian roads, their approaches might not be able to provide a human-like behavior needed for some research, in risk and safety problems for instance. The goal of a navigation model in robotics is to create a robust and efficient movement that is deemed safe and comfortable by humans, which does not require an accurate replication of human navigation.

Recent studies in pedestrian simulation have been approaching the problem of replicating a human-like navigation behavior by adopting various concepts in cognitive science and behavioral psychology. This could be challenging as the human cognitive system is excessively complex. The objective of the cognitive system is to process information and making decisions. Every minute, a large amount of information surges into the human mind. This, combined with memory and emotion, through various layers of the human conscious and subconscious mind, is formed into a cognitive map. The decision-making process is subsequently carried out using the data on the cognitive map and the person’s own experience.
As an example, in the pedestrian path-planning process, the two following tasks are carried out sequentially. In the global path-planning task, the pedestrian uses his experience and knowledge to specify his destination and plan the route to get there. In the local path-planning task, the surrounding environment is often observed via human vision and transformed into a topological map. Subsequently, the pedestrian estimates the path would be taken before carrying out the actual movements [6]. While there is a great deal of research that addresses the global path-planning, the route selection process to the destination [7,8], the studies of the local path-planning problem are generally scarce. For the few studies that focus on this problem, their models often try to optimize certain objectives, such as next state optimizing [9] or way finding [10]. In real life, people tend do not usually choose the most optimized solution [11]; therefore, these models may yield inaccurate navigation behavior in certain situations.

Addressing the obstacle’s risk and danger is also a factor that is often overseen by many studies. Although the majority of research in pedestrian simulation considers the obstacle in collision avoidance, to our best knowledge, not many studies have addressed how its danger affects the pedestrian’s choice. For the papers that discuss this problem [12], the models proposed are quite limited in using the empirical approach without considering the human cognitive factors. The results of these models could be consequently insufficient, especially in the case the danger of the obstacle greatly alters the path choice of the pedestrian. For safety-focused applications, this problem could produce undesirable results, possibly causing significant consequences as a result.

For that reason, we proposed a novel pedestrian simulation model focusing on the local path-planning process, considering the obstacle’s danger and risk assessment while taking account of human cognitive factors. Our model adopts the concept of deep reinforcement learning (RL), a neural network-based machine learning technique, for the training of the pedestrian agent. The approach is inspired by the mechanism of human cognitive system. More specifically, in reinforcement learning, the agent learns to take actions depending on the states of the environment based on the proper rewarding, similar to human’s trial-and-error learning approach. Deep reinforcement learning approaches also employ artificial neural networks, which were inspired by the mechanisms of the biological neural network in the human brain. Thanks to that, the aspects in obstacle’s danger and risk assessment are further explored in a similar mean as to how humans address dangers in real life. The implementation of our model has demonstrated favorable results. The pedestrian agent in our model was able to plan a more realistic navigation path compared to traditional models, especially in the case of interacting with an obstacle within the environment.

The remainder of this paper is structured as follows. Section 2 presents the studies related to our research, followed by Section 3 which briefly explains the background of the concepts mentioned in this paper. Section 4 introduces the main methodology of our research, consisting of the path-planning training, point-of-conflict predicting, and obstacle danger and risk assessment, which later represented comprehensively in Section 5, Sections 6 and 7, respectively. Subsequently, Section 8 demonstrates the results of our implementation. Section 9 gives our discussion and finally, and Section 10 concludes our paper.

2. Related Works

Many studies propose pedestrian simulation models by using physics-based concepts, such as Newtonian mechanics or fluid dynamics [13]. One of the most influential models in pedestrian simulation Social Force Model (SFM), employs the concept of forces to the pedestrians and the obstacles [14]. The idea of this model is to treat every object within the environment as a force-based object, which impulses and attracts each other similar to magnets. Based on the concept of SFM, several studies have proposed other factors which could affect the pedestrian agent’s navigation, such as heading direction [15] or the connection between speed and density [16]. Apart from force-based models, some models
approach the problem by utilizing fluid dynamics to simulate the motion of the pedestrian crowds [17]. Considering the pedestrian path-planning problem, while the behaviors replicated from these models could be sufficient in some basic circumstances; in most cases, there is a large distinction between the behavior and the anticipation within human thoughts. A possible cause is that humans rarely think of animals or other pedestrians as physical objects affected by different forces.

Besides physics-based models, other studies adopt the agent-based approach to model the pedestrian simulation. Compared to force-based models, adopting human thinking is more accessible in agent-based ones. Several studies, mostly in the robotic domain, have tried to simulate human behaviors in their models by proposing various concepts. For instance, Kruse et al. [18] introduced the concept of human comfort, indicating the factors that affect how the movement makes humans feel comfortable. Another example is a study by Cohen et al. [19], in which the pedestrian agent could consider its decision between exploitation and exploration. In addition, there are several studies adopting reinforcement learning for the pedestrian agent. For example, Martinez-Gil et al. [20] employed the q-learning algorithm to implement a multi-agent navigation system. These agent-based models could replicate basic situations, but for more complicated ones, especially when considering the danger of obstacles, such models have certain limitations. In our previous study [21], we have addressed the path-planning problem in accordance to obstacle’s danger; however, the model is not well scalable in different environments. In addition to reinforcement learning, inverse reinforcement learning could also be adopted [22], but it is hard to export human behavior information from existing available datasets.

Regarding the problem of obstacle prediction, there have been many studies addressing different problems in the prediction of obstacles and pedestrians. Many of these studies depend on the processing of image or video data [23–25]. Others suggest predicting the movement of pedestrian obstacles based on human behaviors [26], or body language [27,28]. Several studies approach this problem by using a map of probability [29,30]. We also proposed an approach for obstacle prediction by introducing the concept of point-of-conflict [31], which performs well in both cases of moving obstacles and pedestrians.

3. Background

3.1. Reinforcement Learning

Sutton and Battat introduced the concept of reinforcement learning [32], in which agents learn to improve the outcome of their actions to the states of their environment. This mapping from action to state is called the policy. To define how good a policy is, a reward needs to be given, which could be positive or negative. In a noisy environment, an action could receive a positive reward, but that action may also eventually lead to a worse result. Because of this reason, the goal of a reinforcement learning agent is to optimize the policy to achieve an advantageous cumulative reward.

The principle reinforcement learning model is defined as a Markov Decision Process (MDP). An MDP is a set of \((S, \mathcal{A}, P, R, \gamma)\) where \(S\) is a set of states; \(\mathcal{A}\) is the set of agent’s actions; \(P\) is the probability function and \(\gamma\) is the discount factor. The probability \(P\) is calculated by

\[
P_a(s, s') = \Pr(s_{t+1} = s' | s_t = s, a_t = a),
\]

where \(a\) is the taken action, \(s\) is the previous state, and \(s'\) is the current state.

The reward function \(R\) is formulated as

\[
R_a(s) = (R_{t+1} | s_t = s, a_t = a).
\]
For the agent to achieve the most fitting cumulative reward, the agent needs a value function to estimate the current policy. A value function is specified by

$$V(s) = \max E \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, \pi(s_t)) \right],$$  \hspace{1cm} (3)

where $\pi : S \rightarrow A$ is the policy for the action $A$ in the state $S$.

### 3.2. PPO Algorithm

Reinforcement learning algorithms are categorized into 2 categories: model-based and model-free algorithms. A model of the environment could be interpreted as the understanding of the agent about the environment. A model-based algorithm uses the model of the environment for planning by estimating future states before taking action. On the other hand, a model-free algorithm learns mostly by trial-and-error without any planning.

Proximal Policy Algorithm (PPO) algorithm is a model-free reinforcement learning algorithm, introduced by Schulman et al. [33]. It approaches the reinforcement learning problem by using a neural network to train the agent to find an optimized policy. One of the most important factors in a neural network algorithm is the loss function to measure the accuracy of the model. In PPO algorithm, the loss function is specified using an advantage value $\hat{A}_t$, the variation between the reward for the current state and the expected reward.

The loss function is formulated as follows:

$$L_{\text{clip}}(\theta) = \mathbb{E} \left[ \min (r_t(\theta)\hat{A}_t, \text{clip}(r_t(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_t) \right],$$  \hspace{1cm} (4)

where $r_t = \frac{\pi_{\theta}(a_t|s_t)}{\pi_{\theta,\text{old}}(a_t|s_t)}$, and $\epsilon$ is a clipping hyper-parameter, which is utilized to keep the current good policy from being replaced by a worse one in a noisy environment; $\theta$ is the policy parameter, and $\mathbb{E}$ indicates the empirical expectation over predefined timesteps.

### 4. Materials and Methods

To accurately simulate the pedestrian path-planning process considering the obstacle’s danger using reinforcement learning, we need to determine how the human brain works in doing that task. More specifically, we need to address the mechanism of planning a navigation path by the human pedestrian. The reason we could do that is, as suggested in Section 1, reinforcement learning techniques share many similarities with the operation of the human cognitive system. Moreover, reinforcement learning techniques using neural networks, such as the PPO algorithm, even use a resembling structure as the human’s neural system.

In reinforcement learning, the agent needs to learn to do any specific tasks the same way as a human does, i.e., via trial-and-error. Regarding the navigation task, there are several goals a human being needs to learn before being able to plan a navigation path efficiently. This is particularly similar to how children learn to navigate. Other than learning to reach a destination, they also need to learn to walk in the right way and avoid other obstacles. The instructions come from encouragements, as well as punishments, from different people, which resemble to the reward signals in reinforcement learning. Although the neural network used in a machine learning program is much less developed compared to even a child’s brain, a reinforcement learning technique could benefit from much higher training scenarios compared to actual human beings. For example, a child could learn to reach the correct destination after several tries, it could take a reinforcement learning agent a few minutes to learn through millions of states of the environment. For that reason, the neural network could still learn to accomplish the equivalent task despite the limitation in its network structure.

However, just learning the navigation task through a trial-and-error approach might not be enough for efficient path planning. For a grown-up human to carry out the path-planning task, further thinking processes are utilized. In particular, the cognitive predictive
process is essential in the way the human brain processes many tasks, including navigation. This helps the adult pedestrians navigate more competently with fewer collisions with surrounding obstacles.

Another important process which humans gradually learn through their lives is the risk assessment of obstacle’s danger. In a study by Ampofo-Boateng [34], it is indicated that children at different ages perceive danger differently. The older children could identify the danger more correctly, while younger children usually could not specify the danger apart from moving vehicles.

Because of these reasons, we need to address the risk assessment process and the prediction in the path-planning task for the model to replicate the planned path more accurately. More specifically, the risk assessment process in our model aims to replicate the observation of risk for our pedestrian agent, to be subsequently employed by the reinforcement learning model. Section 4.1 discusses the problem of obstacle’s danger and the risk assessment, followed by Section 4.2, which proposes the overview of our pedestrian path-planning model.

### 4.1. Obstacle’s Danger and Risk

The obstacle in our model is any person, animal, or object that would be considered as an obstruction in the pedestrian’s thinking. Occasionally, the obstacle could be physical or abstract, such as a restricted area defined by traffic laws, for instance. The observed obstacle is defined by spatial effect, a term introduced by Chung et al. [35]. An example of this is a group of other pedestrians walking together. Theoretically, these are considered multiple obstacles, but because planning a path through these obstacles is viewed as unnatural and even impolite, such practice is not encouraged. In our model, these obstacles would be considered as a single obstacle. In addition, because of the spatial effect, the obstacle may dynamically change its properties. An example of this is the crossroad. If the light is red, the entire crossroad would be treated as an obstacle, but if the light is green, it is no longer viewed as an obstacle from the pedestrian agent’s perspective.

For the agent’s path-planning task, the most critical property of an obstacle would be its risk perceived by the agent. The difference in the perceived risk of the obstacle could greatly change how the agent plan the path. For example, if the obstacle is a highly dangerous one (e.g., a deep hole on the street), the pedestrian would very likely stay further away from it, as represented in Figure 1a. On the other hand, if the obstacle is safer (e.g., a shallow water puddle), the pedestrian is less likely to avoid it too much. In certain situations, such as when the pedestrian is in a hurry, he may choose to walk over the water puddle obstacle, as presented in Figure 1b.

![Figure 1](image.png)

**Figure 1.** The agent’s planned path with different obstacle’s danger: (a) Navigation around a deep hole; (b) navigation around a water puddle.

The risk perceived from the obstacle could depend on many factors. As in the ISO/IEC Guide 51 in Safety Aspect [36], risk is defined as the “combination of the probability of occurrence of harm and the severity of that harm”. For instance, the danger of a lion should be remarkably high, but if that lion is kept inside a cage, its risk should be close to 0 as the chance of the lion interacting with others is low. In pedestrian navigation, the
danger from a human should be lower than a construction machine, for example. However, the risk coming from a pedestrian running at high speed, toward the pedestrian agent, should have a greater risk compared to the construction machine moving slowly on the side. Accordingly, we model our obstacle consisting of the following properties: danger, size, direction, speed, and type of obstacle. Similarly to ISO/IEC Guide 51, the risk from the obstacle is formulated by the obstacle’s harm and its probability of collision perceived by the agent, which is discussed in more detail in Section 7.

All risk, danger level, and other obstacle’s properties used in our study are perceived by only the pedestrian’s cognitive system, which could be different from the actual information of the obstacle.

4.2. Model Overview

Figure 2 demonstrates the overview of our pedestrian path-planning model. The model consists of two components:

1. **Path-planning training.** This component instructs the agent to learn the basic navigations and collision avoidance within the environment using reinforcement learning. The details of the component are presented in Section 5.

2. **Point-of-conflict (POC) prediction.** This component simulates the agent’s prediction of the collision with the obstacle. The process of prediction updates the input of the path-planning components and is handled before the planning process. Section 6 explains the prediction model in detail.

![Figure 2. Overview of the pedestrian path-planning model.](image)

For a reinforcement learning model, the design of the environment plays an important role. An environment that is similar to the real-world environment is usually unsuitable, as its complexity often leads to multiple problems. First of all, generally, the agent is not able to earn efficiently in a complex environment. For example, if there are many obstacles within the environments, they would create an extensive number of different states, leading
to a considerably noisy training environment. To learn in an environment like that could be
difficult for the agent, as the training would be quite unstable. There is also the overfitting
problem. This means the agent could learn to navigate in the training environment, but its
knowledge could not be transferred into unfamiliar environments.

This also partially corresponds to the human cognitive system. In the human cognitive
system, the environment reflected in the human brain is usually a distorted topology of the
real-world environment. Instead of using an entire map of the environment for local path-
planning, only a portion of the visible environment is collected, depending on the cognitive
system’s planning horizon. As a result, in real life, pedestrians usually accomplish the
path-planning process within a short distance from the current location to a determined
destination. Once that location is reached, another path-planning process is carried out to
a new location.

For that reason, our environment is designed to have a fixed area size, and also there
is only one obstacle that may exist inside. A complex environment would be scaled down
or divided into multiple parts, depending on the situation. There are several methods
to realize this. For instance, in a study by Ikeda et al. [37], the agent would treat each
component navigation part as its sub-goal when planning the route to a certain location.
This would greatly help stabilize the training process while still is able to expand its
applicability to new environments.

Consequently, our environment is modeled as illustrated in Figure 3. The area of the
environment is 22 meters by 10 meters. The position of the agent is randomized between
the coordinates (−5, −12) and (5, −12). The agent’s current destination is randomized
between the coordinates (−5, 10) and (5, 10).

The navigation path from the agent’s position to its current destination consists of
10 component nodes whose coordinates’ y values are predefined. The x coordinates of
these nodes correspond to 10 outputs of the neural network. This will be presented in more
detail in Section 5.2.

![Figure 3. Path-planning environment modeling.](image-url)

5. Path-Planning Training

The path-planning training utilizes reinforcement learning for the pedestrian agent to
learn the navigation behavior. In reinforcement learning, the agent needs to continuously
observe the states (usually partially) of the environment and subsequently take appropriate
actions. These actions would be rewarded using the rewarding functions to let the agent know how good these actions are. Consequently, the following issues need to be addressed: modeling a learning environment, specifying the agent’s observation of the environment and actions taken, and rewarding for the agent’s actions.

5.1. Environment Modeling

The environment is modeled as previously presented in Section 4.2. For the learning task, the chance of an obstacle appearing in the environment is randomized in each training episode. In the case of the obstacle’s appearance, its size is randomized between 0.5 and 2, and its danger level is randomized between 0 and 1. The entire environment might be scaled along its length (the y axis as in Figure 3) so that the agent could adapt its actions better to different real-life environments. Accordingly, in each training episode, the environment’s scale will be randomized between 0.2 and 1.

We could finish the training episode and reset the environment every time the path is planned. However, this could cause the environment to be much noisier, which could lead to subsequent problems with the training of the neural network. An example of this is when the training environment has an obstacle in an episode, but no obstacle in the next one. In this case, even if the agent could not plan a path that successfully avoids the obstacle in the first episode, it is easy for the agent to do that in the second one and achieve a more favorable reward. This makes the agent accommodate the newer policy despite it may achieve worse results than the previous one. With a noisy environment like this, it would take much longer for the neural network to successfully converge the cumulative reward, and occasionally the policy could not be improved any further due to its inability to notice a better policy over the timesteps. To prevent this, we designed a different resetting mechanism for our environment. Instead of resetting immediately, we only reset the environment if the agent could plan a path without conflicting with the obstacle. Otherwise, the current states are kept so that the agent could try planning again. If the agent takes over a predefined number of steps without being able to plan a successful path, we also need to reset the environment, or the agent could be stuck in finding the appropriate policy.

5.2. Agent’s Observations and Actions

In each step, the agent will observe the following states:

- x position of the agent’s position;
- x position of the agent’s destination;
- whether the obstacle appears in the environment or not;
- (if the obstacle is present) the obstacle’s position, size, and risk; and
- the scale of the environment.

The y positions of the agent’s position and destination do not need to be observed, as they are constantly determined in the modeling of the environment, as presented in Section 4.2.

For the learning task, the risk of the obstacle has the same value as its danger level. The purpose of this is to let the agent learns how to act differently with diverse values of risk. This does not teach the agent how to assess the risk from the obstacle’s danger, however, as this would be carried out in the prediction task of the agent.

We need to specify the actions that the agent takes following its observations. In our model, these are a set of 10 values corresponding to the x coordinates of the navigation path. Each output is mapped to the x coordinate of the navigation nodes. Specifically, assuming the outputs of the network are \(x_1, x_2, x_3 \ldots x_{10}\), the navigation of the agents would be the path through the following nodes: \((x_1, -10), (x_2, -8), (x_3, -6) \ldots (x_{10}, 8)\), and finally, the agent’s destination.
5.3. Rewarding Formulation

The rewards are used to tell the agent how good its taken actions are, which in this case are the planned path to the destination. Rewarding is an essential task in any reinforcement learning model. Different from rule-based models, rewarding is usually based on the results of the agent’s actions or the effect of the agent’s actions on the states. The rewarding formulation problem is equivalent to the task of instructing the pedestrian agent to aim at certain aspects. Consequently, to conduct a natural navigation behavior, we studied how humans consider the navigation as natural or not. As a result, we adopt the idea of human comfort, introduced by Kruse et al. [18]. The idea consists of several factors contributing to a simulated movement, which could make observing humans feel comfortable or human-like. Within the scope of our study, we choose to adopt the following factors for our rewarding mechanism:

- choosing the shortest path to the destination;
- avoiding frequently changing direction;
- following basic navigation rules and common-sense standards; and
- colliding with obstacles.

The first factor, which is also considered a decisive factor in many studies, is to plan the shortest path to the destination. While in real life navigation, human pedestrians may subconsciously aim at the shortest navigation time, they still consider shortest path to be the highest-ranking factor, as in a study conducted by Golledge [11]. As each rewarding factor correlates with the aspect that the human pedestrian is aiming at or wants to achieve, planning the shortest path would be formulized.

Consequently, we calculate the rewarding for this behavior by placing a negative reward corresponding to the sum of the squared length of each component path. This means if the path is longer, the agent would receive a larger penalty. This rewarding is formulated as follows:

\[
R_1 = -\lambda \sum_{i=0}^{11} ||p_i||^2,
\]

where \( \lambda \) is the environment’s scale, and \( p_i \) is the vector of each component path.

Regarding the rewarding for changing direction, we only consider the changes in angle which are larger than 30 degrees. Any changes in angle which are smaller than this could be acceptable and are still considered natural. For this reason, we formulate the rewarding for this behavior by placing a penalty each time there is a large change of direction in the planned path as follows:

\[
R_2 = - \sum_{i=0}^{10} \theta(\text{angle}(p_i, p_{i+1}))
\]

where \( \text{angle}(p_i, p_j) \) is the angle value between the vectors \( p_i \) and \( p_j \); \( \theta(x) \) is the Heaviside step function, specified by

\[
\theta(x) = \begin{cases} 
0, & \text{if } x < 0, \\
1, & \text{if } x \geq 0 .
\end{cases}
\]

As for the rewarding based on following basic navigation rules and common-sense standards, the rules may vary between different regions and cultures. From our observation, the following rules are applied in our study:

1. Following the flow of navigation by walking parallel to the sides.
2. Walking on the left side of the road. While pedestrians are not required to strictly follow this, in real life, people still choose to follow this as a general guideline to avoid accidents. Similarly, in right-side walking countries, pedestrians would choose to walk on the right side of the road.
3. Avoiding getting close to the sides.
To define the appropriate rewarding formulations, the planned path of the agent is sampled into \( N \) values \( s_i \) with \( i \) ranges from 0 to \( N \). The respective rewarding functions are calculated as follows:

\[
R_3 = -\lambda \sum_{i=0}^{N} \theta(\|x_{\text{pos}}(s_{i+1}) - x_{\text{pos}}(s_i)\| - H_1),
\]

\[
R_4 = -\lambda \sum_{i=0}^{N} \theta(-x_{\text{pos}}(s_i)),
\]

\[
R_5 = -\sum_{i=0}^{N} \theta(\|x_{\text{pos}}(s_i)\| - H_2),
\]

where \( x_{\text{pos}}(s_i) \) function returns the \( x \) coordinate of the point \( s_i \).

The value \( H_1 \) in Equation (8) is the threshold value for the difference in \( x \) coordinates that the agent could make in each sample navigation part. The smaller difference in \( x \) coordinates of the navigation produces the path that is more parallel to the sides. In our model, with \( N = 200 \), \( H_1 \) is given a value of 0.4. In addition, our model will put a negative reward on the agent whenever its \( x \) coordinate is less than 0 as in Equation (9), meaning the agent is at the left side of the road. Regarding Equation (10), as suggested in other studies [14,38], the agent would stay approximately 0.5 meters from the walls to avoid possible accidents. In our model, the navigation path has a width of 10 meters; therefore, the value \( H_2 \) is set to 4.5 so that, when the agent’s position has an \( x \) coordinate higher than 4.5 or less than \(-4.5 \), it would receive a negative reward.

Lastly, with respect to collision avoidance, the agent needs to keep a certain distance from the obstacle. The highest risk would seemingly be at the center of the obstacle, and the risk gradually decreased with longer distance. However, once the agent has reached a certain distance with the obstacle, any further than this would be unnecessary. For example, if the pedestrian in real life would like to avoid stepping on a puddle, as long as the navigation path does not conflict with the puddle, it does not matter if the path needs to be much further away from it. Because of this reason, we formulate our rewarding for the collision avoidance behavior as follows:

\[
R_6 = \sum_{i=0}^{N} \begin{cases} 
\frac{\delta(s_i, \text{obs})}{R_{\text{obs}}^2} r^2, & \text{if } \delta(s_i, \text{obs}) \leq 0, \\
0.01 r^2, & \text{if } \delta(s_i, \text{obs}) > 0,
\end{cases}
\]

with \( \delta(s_i, \text{obs}) = d(s_i, \text{obs})^2 - R_{\text{obs}}^2 \), where \( d(s_i, \text{obs}) \) is the distance from the sampled position \( s_i \) and the obstacle; \( R_{\text{obs}} \) is the radius of the obstacle’s area; and \( r \) is the risk from the obstacle. In the training task, \( r \) has the value of obstacle’s danger, as presented in Section 5.2.

The resulted reward given to the agent’s policy is the sum of all components rewards multiplied by the corresponding coefficients:

\[
\mathcal{R} = \sum_{i=1}^{6} \mathcal{R}_i \kappa_i,
\]

where \( \kappa_i \) is the coefficient of the appropriate reward.

Each variation of a set of \( \kappa_i \) results in a different personality in the agent’s path planning process. In real life, different people have different priorities in how the navigation path is formed. For example, to simulate the pedestrian who prioritizes following the regulations, the coefficient for \( \mathcal{R}_4 \), walking on the left side, should be higher. Similarly, to replicate the behavior of a cautious pedestrian, the model should use a higher value for \( \mathcal{R}_6 \), obstacle avoidance rewarding.
6. Point-of-Conflict Prediction

To accurately simulate the navigation of a pedestrian, the incorporation of the prediction is necessary. This prediction might not be accurate, as humans in real life usually make inaccurate predictions. As a result, the prediction process in our model also focuses on replicating a similar prediction mechanism.

We proposed a concept called point-of-conflict (POC), a location within the environment that the agent thinks could collide with the obstacle or at the predicted position of the obstacle when it is closest to the agent [31]. Even in the case of a low chance of collision (e.g., when the agent and the obstacle are navigating on two sides of the road), a POC is still predicted. The motivation is that, when the human has already learned the appropriate prediction method, the prediction process would occur in most cases. This would happen naturally inside human cognition without much reasoning.

When the prediction task is handled, the agent would use the information from the POC instead of the actual obstacle in the path-planning training task as introduced in Section 4. The location of the POC will be predicted by the agent depending on the obstacle’s type, which will be demonstrated in more detail subsequently. Figure 4 illustrates the path-planning process of the agent after the prediction task is utilized.

The position of the POC depends on the type of obstacle. For example, if the obstacle is stationary, the POC’s position should be the same as the position of the obstacle. Apart from stationary obstacle, we define two other obstacle’s types: single diagonal movement obstacle, and pedestrian obstacle. Each type of obstacle has a different method of calculating the POC’s position. To simplify the prediction of the POC, we assume the agent has the information of the obstacle’s speed and heading direction. It is worth noting that the heading direction is the direction toward the obstacle’s destination instead of its current orientation. This is because when moving, the pedestrian may not always heading toward his destination, but could turn in another direction for various reasons (e.g., steering to the left-hand side). There have been several studies addressing the problem [24,25,39], which could be applicable to our study.

![Figure 4. Obstacle avoidance with point-of-conflict.](image)

6.1. Single Diagonal Movement Obstacle

A single diagonal movement obstacle is an obstacle that is mostly moving in one direction and with a uniform speed. Some examples of this obstacle’s type are a pedestrian crossing the environment or a road construction machine moving slowly on the sidewalk. This type of obstacle does not include a vehicle moving at normal speed. In that case, the pedestrian agent should exclude its navigation area from the model’s environment, as it would be too dangerous to navigate inside that area.
Figure 5 illustrates the POC prediction process in the case of a single diagonal movement obstacle. In order to specify the area of the POC, we need to figure the approximate time until the obstacle is getting close. As the prediction process is carried out before the path-planning task, we could only estimate this using the agent’s general direction toward its destination. The calculation for this approximate time is formulated as:

\[ t = \frac{\delta}{v_{agent} \cos \theta_a + v_{obs} \cos \theta_o} \quad \text{if} \ (v_{agent} \cos \theta_a + v_{obs} \cos \theta_o) > 0, \]  

where \( \delta \) is the distance in y coordinate between the agent and the obstacle, and \( v_{agent} \) and \( v_{obs} \) are the velocity of the agent and the obstacle; \( \theta_a \) is the agent’s direction angle relative to the upward vertical axis, and \( \theta_o \) is the obstacle’s direction angle relative to the downward vertical axis.

As a result, the POC’s position \((x_{POC}, y_{POC})\) is specified as follows:

\[ (x_{POC}, y_{POC}) = (x_{obs}, y_{obs}) + t \lambda \ v_{obs} \ \hat{e}_{obs}, \]  

where \((x_{obs}, y_{obs})\) is the position of the obstacle, \( \hat{e}_{obs} \) is the unit vector having the direction of the obstacle, and \( \lambda \) is the environment’s scale as presented in Section 5.1.

If the \((v_{agent} \cos \theta_a + v_{obs} \cos \theta_o) \leq 0\), it is unlikely for the agent to collide with the obstacle. In this case, the POC is omitted in the planning task of the model. In addition, if the calculated POC’s position is outside the range of the agent’s environment, the POC is also ignored in our model.

6.2. Pedestrian Obstacle

Pedestrian obstacles are usually the most common type of obstacle that could interact with the pedestrian agent. However, the definition of pedestrian obstacle in our study does not include a pedestrian crossing the environment, as it is considered as a single diagonal movement obstacle discussed above. To predict the position of a POC, the agent needs to specify the navigation path that the obstacle might take. While the model for single diagonal movement obstacle could also be adopted in this case, its result would be fairly inaccurate, and more importantly, does not conform to the human predictive system.

For that reason, we have proposed a unique method of predicting the POC for a pedestrian obstacle. Firstly, to define the predicted navigation path of the obstacle, we utilized our existing reinforcement learning path-planning model. By doing this, the predicted navigation path would have the same advantage as our reinforcement learning model and, therefore, could replicate a realistic navigation path. Subsequently, the POC will be specified on that navigation path, using the velocity of the agent and the obstacle. Figure 6 represents the POC’s prediction in the case of a pedestrian obstacle.
Before the obstacle’s navigation path could be constructed, its estimated destination needs to be determined. This could be achieved by projecting the obstacle’s orientation to the end of its navigation environment (separate from the agent’s environment). The projected destination \((x_{D}^{\text{obs}}, y_{D}^{\text{obs}})\) could be formulated as follows:

\[
\begin{align*}
(x_{D}^{\text{obs}}, y_{D}^{\text{obs}}) &= (x_{\text{obs}} - \frac{\lambda L v_x}{v_y}, y_{\text{obs}} - \lambda L),
\end{align*}
\]  

(15)

where \((x_{\text{obs}}, y_{\text{obs}})\) is the obstacle’s position, \((v_x, v_y)\) is the orientation vector of the obstacle, and \(L\) is the length of the obstacle’s environment. In our proposed model’s environment, \(L\) has a length of 22 m.

The observations of the obstacle consist of the obstacle’s position and its projected destination. The observations do not include the observation of an obstacle (i.e., the pedestrian agent in the obstacle’s environment) for two reasons. The first reason is that the POC prediction happens before the path-planning process; therefore, the obstacle cannot specify the agent’s path. Trying to specify the paths of the agent and the obstacle at the same time would certainly cause conflict. Another reason is related to the process of human thinking in real life. When a pedestrian is predicting the navigation path of the obstacle, he would not consider himself as an obstacle, but rather trying to navigate in a way that could avoid a collision.

The RL model used in our obstacle’s path-planning process is the same one used by the pedestrian agent. The reason is that usually a person often thinks other people would act the same way, for example, navigating the same way as he would do. Alternatively, the obstacle could use the mean RL model from multiple training.

The predicted position of the POC could be subsequently determined using the scale between the velocities of the agent and the obstacle. The calculation of the POC’s \(y\) coordinate is formulated as follows:

\[
y_{\text{POC}} = y_{\text{obs}} - \delta \frac{v_{\text{obs}}}{v_{\text{agent}} + v_{\text{obs}}},
\]

(16)
where $v_{agent}$ and $v_{obs}$ are the velocity of the agent and the obstacle, respectively; $\delta$ is the difference in the y axis between the agent and the obstacle.

Finally, the location of the predicted POC is specified by the point on the pedestrian’s navigation path at the $y_{POC}$ value in the y axis.

### 7. Risk Assessment

With the point-of-conflict prediction, the pedestrian agent would observe the POC’s position and assess its risk instead of using the obstacle’s position and danger level. As previously discussed in Section 4.1, risk is calculated based on the obstacle’s harm and the probability of collision, which is formulated as

$$ r = harm \cdot P, $$

(17)

where $r$ is the risk, $harm$ is the possible harm caused by the obstacle, and $P$ is the probability of collision with the obstacle. To conform to the agent’s observations in our reinforcement learning model, all values $r$, $harm$ and $P$ have a range from 0 to 1.

To estimate the probability of collision, we need to specify the proximity of the POC’s position to the navigation path. Because the risk assessment is carried out before the path-planning task, the navigation path could be approximated as a straight line from the agent’s position to its current destination.

The distance from the POC’s position $(x_{POC}, y_{POC})$ and agent’s estimated navigation line is calculated by:

$$ \delta_{POC} = \frac{|Ax_{POC} + By_{POC} + C|}{\sqrt{A^2 + B^2}}, $$

(18)

with $A = y_D - y_a$, $B = x_a - x_D$, and $C = (x_D - x_a)y_a - (y_D - y_a)x_a$.

where $(x_a, y_a)$ and $(x_D, y_D)$ are the coordinates of the agent and obstacle, respectively.

The collision probability $P$ is highest when $\delta_{POC} = 0$, and gradually decline with higher $\delta_{POC}$. $P$ is formulated in our model as follows:

$$ P = \frac{M}{\delta_{POC} + M'}, $$

(19)

where $M$ is a distance constant. For instance, in our implementation, we adopted using $M = 3$, which means when $\delta_{POC}$ is 3 m, the collision probability $P$ would be at 0.5.

To estimate the harm from the obstacle, we use the obstacle’s danger level and also its speed, as the speed could also impact the harm caused by the obstacle [40]. As an example, the risk observed from a person running at a high speed should be higher than the risk observed from a person walking at a normal speed toward the agent, even when the perceived danger from the two persons are the same.

Arguably, the obstacle’s speed could also contribute to the probability of the agent’s avoidance. However, because the agent’s navigation path was not formed at the current process, the avoidance probability is unspecified. Assuming the capability of avoidance of the pedestrian agent is constant, the obstacle’s speed should not affect the probability of collision $P$.

In the case that the obstacle’s speed is irrelevant, such as a static obstacle, the harm of the obstacle is equivalent to its danger level.

Otherwise, we adopt using the concept of kinetic energy to estimate the harm of the obstacle, similar to how humans feel the impact of a moving object when it hits. As a result, harm is formulated as

$$ harm = \max \left(1, danger \left(1 + \gamma \frac{K_{obs}}{K_{normal}} \right) \right), $$

(20)

where $K_{obs}$ is the kinetic energy of the moving obstacle, $K_{normal}$ is the kinetic energy of an object moving at a normal speed, and $\gamma$ is the discount value.
Considering $K = \frac{1}{2}mv^2$, the harm of a moving obstacle could be formulated as follows:

$$harm = \max\left(1, \text{danger}\left(1 + \gamma\left(\frac{v_{\text{obs}}}{v_{\text{normal}}}\right)^2\right)\right),$$

(21)

where $v_{\text{normal}}$ is the average speed of a moving object which could be perceived as normal. In several studies [41–43], $v_{\text{normal}}$ is specified to be approximately 1.31 m/s.

Finally, with the harm value calculated, the risk of the obstacle is formulated by Equation (17). This risk value together with the POC’s position specified in Section 6, is used in the agent’s observations in the pedestrian reinforcement learning model. More specifically, regarding the obstacle’s properties, the pedestrian agent will observe the POC’s relative coordinates, the obstacle’s size, and the risk formulated in this section. Consequently, the formulated reward in Equation (11) is updated (which, in the training process, uses the same value of the obstacle’s danger for its risk). This could result in a more precise navigation path in the similar way the path is planned by a human pedestrian.

8. Results

The model of our study was implemented using the real-time development platform Unity. The source code is available at https://github.com/trinhthanhtrung/unity-pedestrian-rl (accessed on 30 April 2021), by opening the scene PathPlanningTask within the Scene folders. Figure 7 presents a screenshot of our implemented application.

![Figure 7. Path-planning task implementation screenshot.](image)

For the training task of the pedestrian agent, we adopted the reinforcement learning library ML-Agents [44], which acts as a communicator between Unity and Python machine learning code. In each training episode, the information of the model, consisting of the agent’s observations and actions, and the cumulative reward value, is sent to Python. The information is subsequently used for training the agent’s policy in a neural network using the PPO algorithm, then the updated policy will be sent back to the pedestrian agent.

Because the environment’s states are moderately noisy, it is recommended to train the agent with a large batch size. Furthermore, multiple instances of the same training environment are created to speed up the training process. We have been able to successfully get the cumulative reward to converge after three million steps with a learning rate of $1.5 \times 10^{-3}$. For a smoother navigation path, we used the mean of the agent’s actions in multiple episodes of the same environment’s state. Figure 8 shows the statistics of the training process in TensorBoard.
Figure 8. Cumulative reward statistics.

Figure 9 shows the planned path of the agent in different situations in our implementations. In these figures, the actor model at the bottom is the pedestrian agent, the red point on the top is the agent’s destination, the black circle represents the predicted POC by the agent, and the red circle (covered by the POC in (b) and (c)) is the current obstacle.

Figure 9. Agent’s planned path in different situations: (a) no obstacle; (b) with a static obstacle with a low danger level; (c) with a static obstacle with a high danger level; (d) with an obstacle moving straight in one direction away from the agent; (e) with an obstacle moving straight in one direction toward the agent; (f) with a pedestrian obstacle.
Figure 10 shows how the implementation of our model compares to SFM. In each figure, our implementation is on the left and the SFM implementation is on the right (darker environment).

From observation, in Figure 9, the agent could be able to plan a sufficiently realistic path to the destination, while also considering the rules and following common conventions like walking to the left side and naturally changing direction. This can be seen in the situation (a), where the agent has chosen to walk on the left side of the road and gradually move toward the destination when needed, instead of walking straight to the destination. Although the planned path was constructed from the outputs of the neural networks, it is shown to be remarkably stable. The agent has also shown its capability to avoid the obstacle, as the planned path does not collide with the obstacle or its prediction in most situations.

Furthermore, its planned path also seems to be adapted to the risk from the obstacle. This is observable by comparing the paths planned by the agent in (b) and (c). We implemented the obstacles to have the same properties in both situations; however, the obstacle in (c) has a much higher danger level than the obstacle in (b). The result is that, in Figure 9b, the agent only almost avoided colliding with the obstacle, while in (c), the agent chose a path that steers much further away from the obstacle than in (b). This resembles actual human thinking when planning a navigation path where there is a dangerous obstruction on the road.

Figure 9d,e demonstrate how the agent adopts the prediction process into path planning. In both situations, the agent planned the path to avoid the possible point-of-conflict instead of the actual current position of the obstacle, which is similar to how an adult person plans the navigation path. However, the obstacle in (e) was moving at a higher speed; therefore, the risk perceived from the obstacle is higher. As indicated in the figure, the harm value calculated in (d) was 0.61, compared to the higher harm value calculated in (e) at 0.81. Additionally, the difference in the POC’s position causes the change in their
probability estimations, which are 0.77 in (d) and 0.92 in (e). The increased probability also contributes to a higher resulted risk specified in (e) situation (0.745 in (e), compared to 0.470 in (d)). This was reflected in the navigation path by the pedestrian agent, as it is shown that the agent could plan the path to quickly avoid the possible collision. The risk formulation in (d) and (e) has shown that it could be greater to or less than the obstacle’s danger level (0.6 in both situations) depending on the speed of the obstacle, consistent with human thinking in real life.

Figure 9f presents the planned path of the pedestrian agent in the case of another pedestrian obstacle. In this case, the obstacle’s path was formed to predict the possible collision, which also resembles the human thinking process when a pedestrian trying to avoid another person while walking.

9. Discussion

The implementations have shown that the agent in our model could develop a relatively natural path compared to how humans plan the path right before navigation. As each individual thinks and plans differently, the planned path by the agent may not be identical to a specific person’s thinking. However, this planned path could still be seen as natural or human-like thanks to several similar traits found in the result, such as smooth navigation and following common regulations. This also indicates that by providing the appropriate rewarding formulations, the reinforcement learning agent could develop a behavior similar to the human decision-making process, thus partly confirming the hypothesis raised by other studies [45]. By supplementing and refining the rewarding formulation, a more realistic and natural navigation could be replicated.

Nonetheless, admittedly with enough complex rule sets, a rule-based model could achieve a similar result as our model. However, it could be difficult to develop the rule sets for extended states of the environment, while with reinforcement learning, the agent could adapt well to an unfamiliar environment. Another advantage of utilizing reinforcement learning in the path-planning model is that a reinforcement learning model always retains a slight unpredictability, providing some sense of the same unpredictability in human nature, which makes the navigation path more believable. On the other hand, that could also result in unknown outcomes in unforeseeable situations.

When comparing to the Social Force Model’s implementation, it is apparent that the two implementations take distinctive approaches, as this could be seen in Figure 10. For the human’s local path-planning task, our model has shown a better result, mostly because humans rarely generalize the idea of “force” when planning the path in real life. The inaccuracy of the SFM’s implementation is more noticeable in the case in which the pedestrian needs to navigate from one side to the other, as the SFM agent tends to disrupt the flow of the navigation path. The lack of a prediction method also makes SFM less ideal to realize the human’s path-planning process. As a result, the path planned by the SFM agent heads straight to the destination without considering obvious possible collisions within the navigation. The path only avoids the walls and the obstacles when it is at a certain distance from those obstructions. Nonetheless, in the case when planning is difficult, like in a crowded environment for example, or for people who rarely plan before navigating, the SFM model could be sufficient.

Despite having shown a relatively natural path, assessing the model’s resemblance to the human solutions is a challenging task since the path-planning process only happens in the thoughts of pedestrians. This makes evaluating the human-likeness of the result difficult, which is the major limitation of our study. We have considered several mechanisms in human cognition of assessing human likeness in pedestrian behavior. The problem is, when observing the movement, humans do not have the exact criteria to determine specific behavior is human-like or not. Instead, the human conscious and subconscious recognition processes will subjectively evaluate the movement by matching it with existing sensory data. Occasionally, even a more realistic behavior may trigger the uncanny effect, consequently leading humans to negate the human likeness of that behavior. As a result,
to overcome this limitation, more insight into the human cognitive system needs to be carefully addressed.

The risk assessment seems to have contributed to the model’s reasonable result. This corresponds to actual human pedestrians when perceiving different properties from an obstruction. The observable result seems to resemble how humans would perceive risks from the obstructions; however, as aforementioned, to estimate its resemblance to the task performed by humans could be demanding.

It should be noted that, in this paper, only the path-planning task happening inside a human pedestrian’s thinking before navigating is replicated. This path could be different from the actual path taken by the pedestrian. When following the planned path, the agent should be able to interact with the surrounding obstructions, especially when the obstructions are not navigating as predicted. In our future work, the pedestrian interacting problem for those situations will be addressed to further improve the movement of the pedestrian agent.

10. Conclusions

In this study, we have developed a novel pedestrian path-planning model using reinforcement learning while considering the prediction of the obstacle’s movement and the risk from the obstacle. The model consists of two main components: a reinforcement learning model to train the agent the behavior to navigate in an environment and interact with the obstacle, and a point-of-conflict prediction model to form the estimated interacting position of the agent with the obstacle. Both components of the model acknowledge the risk assessment of the obstacle to provide corresponding results. The implementation results of our model have demonstrated a sufficiently realistic navigation behavior in many situations, resembling the path-planning process of a human pedestrian. Nevertheless, the problem of quantitatively evaluating the human likeness of the pedestrian agent’s path in our model remains a major challenge in our study.
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