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1 Introduction

Consider the boundary value problem $L(q_0, q_1)$ in the form
\begin{align}
-y'' + (2\lambda q_1(x) + q_0(x))y &= \lambda^2 y, \quad x \in (0, \pi), \tag{1.1} \\
y(0) = y(\pi) &= 0, \tag{1.2}
\end{align}
where $\lambda$ is the spectral parameter, $q_j$ are complex-valued functions, called the potentials, $q_j \in W^{-1}_2(0, \pi)$, $j = 0, 1$, that is, $q_1 \in L_2(0, \pi)$, $q_0 = \sigma'$, where $\sigma \in L_2(0, \pi)$ and the derivative is understood in the sense of distributions. Note that the class $W^{-1}_2$ contains, in particular, the Dirac delta-functions and the Coulomb-type singularities $1/x$, which are widely used in quantum mechanics [1]. Equation (1.1) can be rewritten in the following equivalent form:
\begin{align}
\ell(y) + 2\lambda q_1(x)y &= \lambda^2 y, \\
\ell(y) := -(y^{[1]})' - \sigma(x)y^{[1]} - \sigma^2(x)y,
\end{align}
where $y^{[1]} := y' - \sigma y$ is the quasi-derivative, $y, y^{[1]} \in AC[0, \pi]$, $\ell(y) \in L_2(0, \pi)$. Clearly, the eigenvalue problem (1.1)-(1.2) generates the pencil of second-order differential operators with quadratic dependence on the spectral parameter.

The paper is concerned with the theory of inverse spectral problems, which consist in recovery of operators from their spectral characteristics. The most complete results in inverse problem theory have been obtained for the Sturm-Liouville equation (1.1) with $q_1(x) \equiv 0$ (see the monographs [2–5] and references therein). In particular, Sturm-Liouville inverse problems with singular potentials of class $W^{-1}_2$ were studied in [6, 7] and other papers. Investigation of inverse problems for differential pencils induced by equation (1.1) with nonlinear dependence on the spectral parameter causes principal difficulties comparing with the classical Sturm-Liouville problems. Therefore, a number of open questions still remain in this direction. At the same time, inverse problems for equation (1.1) are used in various applications, e.g., for modeling interactions between colliding relativistic particles in quantum mechanics [8] and for studying vibrations of mechanical systems in viscous media [9].
For the quadratic differential pencil \((1.1)\) on a finite interval with the regular potentials \(q_j \in W^2_{2}[0,\pi], j = 0, 1\), and the Robin boundary conditions \(y'(0) - hy(0) = 0, y' (\pi) + Hy(\pi) = 0\), the solvability conditions for the inverse spectral problem were obtained by Gasymov and Guseinov [10]. Later on, their approach was applied for investigation of inverse problems for the pencils with non-separated boundary conditions [11–13]. Hryniv and Pronska [14–17] developed an approach to inverse problems for the pencils of form \((1.1), (1.2)\) with the singular potentials \(q_j \in W^{-1}_{2}[0,\pi], j = 0, 1\). Their approach is based on the reduction of equation \((1.1)\) to a first-order system. In the recent paper [18], the analogous reduction was applied to the inverse scattering problem for the quadratic differential pencil on the half-line. However, the results of the mentioned papers have the common disadvantage that consists in the requirement of real-valued potentials and positivity of some operator. Under this requirement, the eigenvalues of the pencil are real and simple, which makes the situation similar to the classical Sturm-Liouville operators and significantly simplifies the investigation of inverse problems. However, in the general case, the pencil \((1.1)-(1.2)\) can have multiple and/or non-real eigenvalues even if the potentials \(q_j\) are real-valued.

Buterin and Yurko [19,20] developed another approach, which allows to solve inverse problems for quadratic differential pencils with the complex-valued potentials \(q_j \in W^2_{2}[0,\pi], j = 0, 1\), and without any additional restrictions. The approach of [19,20] is based on the method of spectral mappings [5,21]. This method allows to reduce a nonlinear inverse spectral problem to a linear equation in an appropriate Banach space, by using contour integration in the \(\lambda\)-plane and the theory of analytic functions. The approach based on the method of spectral mappings was also applied to the pencils of the matrix Sturm-Liouville operators [22,23], to the scalar pencils on the half-line [24], to the half inverse problem [25], and to the pencils on graphs (see [26,27] and references therein). However, the results obtained by using this approach for differential pencils include only uniqueness theorems and constructive procedures for solving inverse problems. The most principal questions of solvability and stability for the general case of complex-valued potentials were open. The present paper aims to fill this gap.

It is also worth mentioning that, in recent years, a number of scholars have been actively studying inverse problems for quadratic differential pencils (see [28–36] and other papers of these authors). The majority of those results are concerned with partial inverse problems, inverse nodal problems, and recovery of the pencils from the interior spectral data.

The aim of this paper is to study solvability and stability of the inverse spectral problem for the pencil \((1.1)-(1.2)\). Developing the ideas of the method of spectral mappings [5,19,21], we reduce the inverse problem to the so-called main equation, which is a linear equation in the Banach space of bounded infinite sequences. The most important difficulties of our investigation are related with eigenvalue multiplicities. The multiplicities influence on the definition of the spectral data and on the construction of the main equation. Moreover, under a small perturbation of the spectrum, multiple eigenvalues can split into smaller groups, which complicates the analysis of local solvability and stability. Nevertheless, we take this effect into account and obtain the results valid for arbitrary multiplicities. For dealing with multiple eigenvalues, we use some ideas previously developed for the non-self-adjoint Sturm-Liouville operators in [37,39].

Thus, the following main results are obtained.

- In Section 2, the spectral data of the quadratic differential pencil are defined and a constructive solution of the inverse problem is obtained for the case of the complex-valued singular potentials \(q_j \in W^{-1}_{2}[0,\pi], j = 0, 1\) (see Algorithm 2.8). Note that the results of [19,20] are limited to the case of regular potentials \(q_j \in W^2_{2}[0,\pi], j = 0, 1\). Our
constructive procedure implies Theorem 2.9 on the uniqueness of the inverse problem solution.

- In Section 3, we construct infinitely differentiable approximations \( q^N_j \) of the potentials \( q_j \), by using finite spectral data (Theorem 3.4). This theorem plays an auxiliary role in the further sections, but also can be treated as a separate result.

- In Section 4, we prove Theorem 4.1, which provides sufficient conditions for the global solvability of the inverse problem. Theorem 4.1 implies Corollary 4.3 on the local solvability and stability of the inverse problem for spectrum perturbations that do not change eigenvalue multiplicities.

- In Section 5, we prove Theorem 5.1 and Corollary 5.3 on the local solvability and stability of the inverse problem in the general case, taking splitting of multiple eigenvalues into account.

- In Section 6, our theoretical results are illustrated by numerical examples. Namely, we approximate a pencil having a double eigenvalue by a family of pencils with simple eigenvalues.

### 2 Constructive solution

In this section, we define the spectral data of the problem \( L(q_0, q_1) \) and develop Algorithm 2.8 for recovery of the potentials \( q_j \in W^{-1}_{2j}(0,\pi), \ j = 0,1 \) from the spectral data. The nonlinear inverse problem is reduced to the linear equation (2.18), which plays a crucial role in the constructive solution and also in study of solvability and stability for the inverse problem. In addition, relying on Algorithm 2.8, we obtain the uniqueness of the inverse problem solution (Theorem 2.9). We follow the strategy of [20], so some formulas and propositions of this section are provided without proofs. However, it is worth mentioning that our constructive solution is novel for the case of the singular potentials \( q_j \in W^{-1}_{2j}(0,\pi), \ j = 0,1 \). The most important difference from the regular case \( q_j \in W^2[0,\pi], \ j = 0,1 \), is the construction of the regularized series (2.20)-(2.22) and the analysis of their convergence in Lemma 2.6. The results of this section will be used in the further sections for investigation of solvability and stability issues.

Let us start with preliminaries. Denote by \( S(x,\lambda) \) the solution of equation (1.1) satisfying the initial conditions \( S(0,\lambda) = 0, \ S^{[1]}(0,\lambda) = 1 \). Put \( Q(x) := \int_0^x q_j(t) \, dt \). The results of [17] yield the following lemma.

**Lemma 2.1.** There exist such functions \( \mathcal{K}(x,t) \) and \( \mathcal{N}(x,t) \) that

\[
S(x,\lambda) = \sin(\lambda x - Q(x)) + \frac{1}{\lambda} \int_{-x}^{x} \mathcal{K}(x,t) \exp(i\lambda t) \, dt,
\]

\[
S^{[1]}(x,\lambda) = \cos(\lambda x - Q(x)) + \int_{-x}^{x} \mathcal{N}(x,t) \exp(i\lambda t) \, dt,
\]

\( \mathcal{K}(x,.) \) and \( \mathcal{N}(x,.) \) belong to \( L_2(0,\pi) \) for each fixed \( x \in (0,\pi) \). Moreover, the norms \( \|\mathcal{K}(x,.)\|_{L_2(0,\pi)} \) and \( \|\mathcal{N}(x,.)\|_{L_2(0,\pi)} \) are bounded uniformly with respect to \( x \in (0,\pi) \).

Put \( Z_0 := Z \setminus \{0\} \), \( \omega_0 = \frac{1}{\pi}Q(\pi) \). The problem \( L(q_0, q_1) \) has a countable set of the eigenvalues \( \{\lambda_n\}_{n \in Z_0} \) (counted with multiplicities), which coincide with the zeros of the analytic characteristic function \( \Delta(\lambda) := S(\pi, \lambda) \) and have the following asymptotics (see [17]):

\[
\lambda_n = n + \omega_0 + \epsilon_n, \quad n \in Z_0.
\]
Here and below, the same notation \( \{ \kappa_n \} \) is used for various sequences from \( l_2 \).

Introduce the notations
\[
\mathcal{S} := \{ n \in \mathbb{Z}_0 : \forall k < n \lambda_k \neq \lambda_n \}, \quad m_n := \# \{ k \in \mathbb{Z}_0 : \lambda_k = \lambda_n \},
\]
that is, \( \{ \lambda_n \}_{n \in \mathbb{S}} \) is the set of all the distinct eigenvalues and \( m_n \) is the multiplicity of the eigenvalue \( \lambda_n \). Without loss of generality, we impose the following assumption.

Assumption (\( \mathcal{O} \)): \( \lambda_n \neq \lambda_k \) for \( nk < 0 \) and \( \lambda_n = \lambda_{n+1} = \cdots = \lambda_{n+m_n-1} \), \( n \in \mathcal{S} \).

Together with the eigenvalues, we use additional spectral characteristics for reconstruction of the pencil. Let us define two types of such characteristics. Denote
\[
S_\nu(x, \lambda) = \frac{1}{\nu!} \frac{d^\nu}{d\lambda^\nu} S(x, \lambda), \quad S_{n+\nu}(x) := S_\nu(x, \lambda_n), \quad n \in \mathcal{S}, \quad \nu = 0, m_n - 1.
\]
Put \( S_\nu(x, \lambda) = 0 \) for \( \nu < 0 \). Define the generalized weight numbers as follows:
\[
\alpha_{n+\nu} := \int_0^\pi (2(\lambda_n - q_1(x))S_{m_n-1}(x, \lambda_n) - S_{m_n-2}(x, \lambda_n))S_\nu(x, \lambda_n) \, dx
+ \int_0^\pi S_{m_n-1}(x, \lambda_n)S_{\nu-1}(x, \lambda_n) \, dx, \quad \nu = 0, m_n - 1, \quad n \in \mathcal{S}. \tag{2.2}
\]
Note that \( \{ \alpha_n \}_{n \in \mathbb{Z}_0} \) generalize the classical weight numbers of the self-adjoint Sturm-Liouville operator (see, e.g., [2,5]).

We call the Weyl solution the function \( \Phi(x, \lambda) \) satisfying equation \( \{1.1\} \) and the boundary conditions \( \Phi(0, \lambda) = 1, \Phi(\pi, \lambda) = 0 \). The Weyl function is defined as \( M(\lambda) := \Phi[1](0, \lambda) \). The function \( M(\lambda) \) is meromorphic with the poles \( \{ \lambda_n \}_{n \in \mathbb{S}} \) of the corresponding multiplicities \( \{ m_n \}_{n \in \mathbb{S}} \). Denote
\[
M_{n+\nu} := \text{Res}_{\lambda=\lambda_n} (\lambda - \lambda_n)^\nu M(\lambda), \quad n \in \mathcal{S}, \quad \nu = 0, m_n - 1.
\]
Note that the generalized weight numbers \( \{ \alpha_n \}_{n \in \mathbb{Z}_0} \) and the coefficients \( \{ M_n \}_{n \in \mathbb{Z}_0} \) determine each other uniquely by the formula (see [20]):
\[
\sum_{j=0}^\nu \alpha_{n+\nu-j} M_{n+m_n-j-1} = -\delta_{\nu,0}, \quad n \in \mathcal{S}, \quad \nu = 0, m_n - 1, \tag{2.3}
\]
where \( \delta_{\nu,0} \) is the Kronecker delta. Therefore, the following two inverse problems are equivalent:

Inverse Problem 2.2. Given \( \{ \lambda_n, \alpha_n \}_{n \in \mathbb{Z}_0} \), find \( q_0, q_1 \).

Inverse Problem 2.3. Given \( \{ \lambda_n, M_n \}_{n \in \mathbb{Z}_0} \), find \( q_0, q_1 \).

Further, we focus on Inverse Problem 2.3. For convenience, let us call the collection \( \{ \lambda_n, M_n \}_{n \in \mathbb{Z}_0} \) the spectral data of the problem \( L \).

One can easily obtain the asymptotics
\[
M_n = -\frac{n}{\pi} (1 + \kappa_n), \quad n \in \mathbb{Z}_0. \tag{2.4}
\]

In the regular case \( q_j \in W^2_0[0, \pi] \), the asymptotics \( \{2.1\} \) and \( \{2.4\} \) can be improved (see [20]):
\[
\lambda_n = n + \omega_0 + \frac{\omega_1}{\pi n} + \frac{\kappa_n}{n}, \tag{2.5}
\]
\[ M_n = -\frac{n}{\pi} \left( 1 + \frac{\omega_0 - \omega_2}{n} + \frac{\omega_3}{n} \right), \quad (2.6) \]

where

\[ \omega_1 = \frac{1}{2} \int_0^\pi (q_0(x) + q_1^2(x)) \, dx, \quad \omega_2 = q_1(0). \]

Note that the function \( \sigma = \int q_1(x) \, dx \) is determined by \( q_1 \) uniquely up to an additive constant. However, this constant does not influence on the definitions of the Weyl function and the spectral data. Thus, in the regular case, we may assume that \( \sigma(x) = \int_0^x q_1(t) \, dt \), so \( \sigma(0) = 0 \) and \( y^{(0)}(0) = y'(0) \).

Along with \( L = L(q_0, q_1) \), we consider another problem \( \tilde{L} = L(\tilde{q}_0, \tilde{q}_1) \) of the same form but with different coefficients \( \tilde{q}_j \in W_2^{-1}(0, \pi), \ j = 0, 1 \). We agree that, if a symbol \( \gamma \) denotes an object related to \( L \), then the symbol \( \tilde{\gamma} \) with tilde will denote the similar object related to \( \tilde{L} \). Note that the quasi-derivatives for these two problems are supposed to be different: \( y^{[1]} = y' - \sigma y \) for \( L \) and \( y^{[1]} = y' - \tilde{\sigma} y \) for \( \tilde{L} \). Without loss of generality, we suppose that the both eigenvalue sequences \( \{\lambda_n\}_{n \in \mathbb{Z}_0} \) and \( \{\tilde{\lambda}_n\}_{n \in \mathbb{Z}_0} \) satisfy Assumption \((O)\).

Introduce the notations

\[ \hat{Q} := Q - \tilde{Q}, \quad \Theta(x) := \cos \hat{Q}(x), \quad \Lambda(x) := \sin \hat{Q}(x), \]

\[ \lambda_{n,0} := \lambda_n, \quad \lambda_{n,1} := \tilde{\lambda}_n, \quad M_{n,0} := M_n, \quad M_{n,1} := \tilde{M}_n, \]

\[ S_0 := S, \quad S_1 := \tilde{S}, \quad m_{n,0} := m_n, \quad m_{n,1} := \tilde{m}_n, \]

\[ S_{k+\nu,i}(x) := S_\nu(x, \lambda_{k,i}), \quad \tilde{S}_{k+\nu,i}(x) := \tilde{S}_\nu(x, \lambda_{k,i}), \quad k \in \mathbb{S}_i, \quad \nu = 0, m_{k,i} - 1, \quad i = 0, 1, \]

\[ \tilde{D}(x, \lambda, \mu) := \frac{S(x, \lambda)S'(x, \mu) - S'(x, \lambda)S(x, \mu)}{\lambda - \mu} = \int_0^x (\lambda + \mu - 2q_1(t)) \tilde{S}(t, \lambda) \tilde{S}(t, \mu) \, dt, \quad (2.7) \]

\[ \tilde{A}_{n+\nu,i}(x, \lambda) := \sum_{p=0}^{m_{n,i}-1} \frac{M_{n+p,i}}{(p - \nu)!} \frac{\partial^{p-\nu}}{\partial \mu^{p-\nu}} \tilde{D}(x, \lambda, \mu) \bigg|_{\mu = \lambda_{n,i}}, \quad (2.8) \]

\[ \tilde{P}_{n+\nu,i,k,j}(x) := \frac{1}{\mu!} \frac{\partial^\nu}{\partial \lambda^\nu} \tilde{A}_{k,j}(x, \lambda) \bigg|_{\lambda = \lambda_{n,i}}, \quad n \in \mathbb{S}_i, \quad \nu = 0, m_{n,i} - 1, \quad i = 0, 1. \quad (2.9) \]

By using the contour integration in the \( \lambda \)-plane, Buterin and Yurko [20] have derived the following relation:

\[ \Theta(x) \tilde{S}_{n,i}(x) = S_{n,i}(x) - \sum_{k \in \mathbb{Z}_0} (\tilde{P}_{n,i,k,0}(x)S_{k,0}(x) - \tilde{P}_{n,i,k,1}(x)S_{k,1}(x)), \quad n \in \mathbb{Z}_0, \quad i = 0, 1. \quad (2.10) \]

However, it is inconvenient to use \((2.10)\) as the main equation of the inverse problem, since the series converges only “with brackets”. Therefore, below we transform \((2.10)\) into an equation in the Banach space of infinite sequences.

Define the numbers

\[ \theta_n := |\lambda_n - \tilde{\lambda}_n|, \quad \chi_n := \begin{cases} \theta_n^{-1}, & \theta_n \neq 0, \\ 0, & \theta_n = 0. \end{cases} \quad (2.11) \]

Let \( J \) be the set of indices \((n, i), n \in \mathbb{Z}_0, i = 0, 1\). For each fixed \( x \in [0, \pi] \), define the sequence \( \phi(x) := [\phi_{n,i}(x)]_{(n,i) \in J} \) of the elements

\[ \begin{bmatrix} \phi_{n,0}(x) \\ \phi_{n,1}(x) \end{bmatrix} = n \begin{bmatrix} \chi_n & -\chi_n \\ 0 & 1 \end{bmatrix} \begin{bmatrix} S_{n,0}(x) \\ S_{n,1}(x) \end{bmatrix}, \quad (2.12) \]
Analogously define \( \tilde{\phi}(x) = [\tilde{\phi}_{n,i}(x)]_{(n,i) \in J} \), replacing \( S_{n,i} \) by \( \tilde{S}_{n,i} \). It is clear that, for each fixed \( x \in [0, \pi] \), the sequences \( \phi(x) \) and \( \tilde{\phi}(x) \) belong to the Banach space \( \mathcal{B} \) of bounded sequences \( a = [a_{n,i}]_{(n,i) \in J} \) with the norm \( \|a\|_\mathcal{B} = \sup_{(n,i) \in J} |a_{n,i}| \).

Define the elements \( \tilde{H}_{n,i,k,j}(x) \) for \((n,i),(k,j) \in J \) by the formula

\[
\begin{bmatrix}
\tilde{H}_{n,0,k,0}(x) & \tilde{H}_{n,0,k,1}(x) \\
\tilde{H}_{n,1,k,0}(x) & \tilde{H}_{n,1,k,1}(x)
\end{bmatrix} = \frac{n}{k} \begin{bmatrix}
\chi_n & -\chi_n \\
0 & 1
\end{bmatrix} \begin{bmatrix}
P_{n,0,k,0}(x) & P_{n,0,k,1}(x) \\
P_{n,1,k,0}(x) & P_{n,1,k,1}(x)
\end{bmatrix} \begin{bmatrix}
\theta_k & 1 \\
0 & -1
\end{bmatrix}.
\]

(2.13)

Consider the linear operator \( \tilde{H}(x) : \mathcal{B} \rightarrow \mathcal{B}, \tilde{H} = \tilde{H}(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}, \tilde{L}) \), acting as follows:

\[
\tilde{H}(x)a = \sum_{(k,j) \in J} \tilde{H}_{n,i,k,j}(x)a_{k,j}, \quad a = [a_{k,j}] \in \mathcal{B}.
\]

Define the numbers \( \{\xi_n\}_{n \in \mathbb{Z}_0} \) as follows:

\[
\xi_{k+\nu} := |\lambda_k - \hat{\lambda}_k| + \frac{1}{k} \sum_{p=\nu}^{m_k-1} |M_{k+p} - \hat{M}_{k+p}|, \quad k \in \mathbb{S} \cap \tilde{\mathbb{S}}, \quad m_k = \hat{m}_k, \quad \nu = 0, m_k - 1,
\]

(2.14)

\[
\xi_n := 1 \quad \text{for the rest of } n.
\]

Suppose that \( \omega_0 = \hat{\omega}_0 \). Then, it follows from (2.1) and (2.4) that \( \{\xi_n\} \in l_2 \). Using the standard technique based on Schwarz’s lemma (see [5, Section 1.6.1] and [20, Section 4]), we obtain the estimate

\[
|\tilde{H}_{n,i,k,j}(x)| \leq C\xi_k \left( \frac{1}{|n-k|+1} + \frac{1}{|k|} \right),
\]

(2.15)

where \((n,i),(k,j) \in J, x \in [0, \pi] \). Here and below, the same symbol \( C \) denotes various positive constants independent of \( n, i, k, j, x \), etc. Consequently,

\[
\|\tilde{H}(x)\|_{\mathcal{B} \rightarrow \mathcal{B}} \leq C \sup_{n \in \mathbb{Z}_0} \sum_{k \in \mathbb{Z}_0} \xi_k \left( \frac{1}{|n-k|+1} + \frac{1}{|k|} \right)
\]

\[
\leq C \sqrt{\sum_{k \in \mathbb{Z}_0} \xi_k^2} \left( \sup_{n \in \mathbb{Z}_0} \left( \sum_{k \in \mathbb{Z}_0} \frac{1}{(|n-k|+1)^2} + \sqrt{\sum_{k \in \mathbb{Z}_0} \frac{1}{|k|^2}} \right) \right) < \infty,
\]

that is, for each fixed \( x \in [0, \pi] \), the operator \( \tilde{H}(x) \) is bounded in \( \mathcal{B} \).

In the case \( \tilde{q}_j \in W^2_2[0, \pi], j = 0, 1 \), the functions \( \tilde{\phi}_{n,i}(x) \) and \( \tilde{H}_{n,i,k,j}(x) \) belong to \( C^1[0, \pi] \) and, for \((n,i),(k,j) \in J, x \in [0, \pi] \),

\[
|\tilde{\phi}'_{n,i}(x)| \leq C|n|, \quad |\tilde{H}'_{n,i,k,j}(x)| \leq C|n|\xi_k.
\]

(2.16)

Due to the introduced notations, relation (2.10) yields the following theorem.

**Theorem 2.4.** For each fixed \( x \in [0, \pi] \), the following relation holds:

\[
\Theta(x)\tilde{\phi}(x) = (I - \tilde{H}(x))\phi(x),
\]

(2.17)

where \( I \) is the identity operator in \( \mathcal{B} \).
Assume that \( \Theta(x) \neq 0, x \in [0, \pi] \). Denote
\[
z(x) = [z_{n,i}(x)]_{(n,i) \in J} := \frac{\phi(x)}{\Theta(x)}.
\]
Then (2.17) implies the following equation in \( \mathcal{B} \) with respect to \( z(x) \) for each fixed \( x \in [0, \pi] \):
\[
\hat{\phi}(x) = (I - \hat{H}(x))z(x).
\]

We call equation (2.18) the main equation of the inverse problem. The solvability of the main equation is given by the following theorem, which is proved similarly to Theorem 4.3 from [20].

**Theorem 2.5.** If \( \Theta(x) \neq 0 \), then the operator \( (I - \hat{H}(x)) \) has a bounded inverse in \( \mathcal{B} \), so the main equation (2.18) is uniquely solvable.

Using the solution of the main equation, one can construct the solution of Inverse Problem 2.3. For this purpose, we introduce the functions
\[
v_{n,0}(x) := \frac{1}{n}(\theta_n z_{n,0}(x) + z_{n,1}(x)), \quad v_{n,1}(x) := \frac{1}{n}z_{n,1}(x), \quad n \in \mathbb{Z}_0, \tag{2.19}
\]
\[
\hat{B}_{n+\nu,i}(x) := \sum_{p=\nu}^{m_{n,i}-1} M_{n+p,i} \tilde{S}_{n+p-\nu,i}(x), \quad n \in \mathbb{S}_i, \quad \nu = 0, m_{n,i} - 1, \quad i = 0, 1.
\]

Let \( n_0 \in \mathbb{N} \cup \{0\} \) be the smallest index such that \( m_{n,i} = 1 \) for all \( |n| > n_0, i = 0, 1 \). Consider the series
\[
\varepsilon_1(x) := \sum_{(k,j) \in J} (-1)^j \hat{B}_{k,j}(x)v_{k,j}(x), \tag{2.20}
\]
\[
\varepsilon_2(x) := \sum_{|k| \leq n_0} (-1)^j \lambda_{k,j} \hat{B}_{k,j}(x)v_{k,j}(x) + \sum_{|k| > n_0} (-1)^j M_{k,j} \left( \lambda_{k,j} \tilde{S}_{k,j}(x)v_{k,j}(x) - \frac{1}{2\lambda_{k,j}} \right), \tag{2.21}
\]
\[
\varepsilon_3(x) := \sum_{|k| \leq n_0} (-1)^j \hat{B}_{k,j}(x)v_{k,j}(x) + \sum_{|k| > n_0} (-1)^j M_{k,j} \left( \tilde{S}_{k,j}(x)v_{k,j}(x) + \frac{\Lambda(x)}{2\lambda_{k,j} \Theta(x)} \right), \tag{2.22}
\]
\[
\varepsilon_4(x) := \sum_{j=0}^{m_{k,j} - 1} \sum_{\nu=0}^{m_{k,j} - 2} \hat{B}_{k+\nu+1,j}(x)v_{k+\nu,j}(x). \tag{2.23}
\]

**Lemma 2.6.** \( \varepsilon_1 \in W^1_2[0, \pi], \varepsilon_2, \varepsilon_3 \in L_2(0, \pi) \).

**Proof.** Obviously, it is sufficient to prove the lemma for \( n_0 = 0 \). Note that \( v_{k,j}(x) = (\Theta(x))^{-1}S_{k,j}(x) \) and \( \hat{B}_{k,j}(x) = M_{k,j} \tilde{S}_{k,j}(x) \).

**Step 1.** Using (2.20), we derive
\[
\varepsilon_1(x) \Theta(x) = \sum_{k \in \mathbb{Z}_0} (M_{k,0} \tilde{S}_{k,0}(x)S_{k,0}(x) - M_{k,1} \tilde{S}_{k,1}(x)S_{k,1}(x)) = \sum_{k \in \mathbb{Z}_0} (M_{k,0} - M_{k,1}) \tilde{S}_{k,0}(x)S_{k,0}(x)
\]
\[
+ \sum_{k \in \mathbb{Z}_0} M_{k,1}(\tilde{S}_{k,0}(x) - \tilde{S}_{k,1}(x))S_{k,0}(x) + \sum_{k \in \mathbb{Z}_0} M_{k,1} \tilde{S}_{k,1}(x)(S_{k,0}(x) - S_{k,1}(x)). \tag{2.24}
\]

It follows from (2.1), (2.4), (2.14), and Lemma 2.1 for \( S(x, \lambda) \) and \( \tilde{S}(x, \lambda) \) that
\[
|M_{k,i}| \leq C|k|, \quad |M_{k,0} - M_{k,1}| \leq C|k|\xi_k, \quad |S_{k,i}(x)|, |\tilde{S}_{k,i}(x)| \leq C|k|^{-1},
\]
Furthermore, \(|S_{k,0}(x) - S_{k,1}(x)| \leq C|k|^{-1}\xi_k, \quad |\tilde{S}_{k,0}(x) - \tilde{S}_{k,1}(x)| \leq C|k|^{-1}\xi_k\)

for \(k \in \mathbb{Z}_0, \ x \in [0, \pi]\). Hence \(|\varepsilon_1(x)\Theta(x)| \leq C \sum_{k \in \mathbb{Z}_0} |k|^{-1}\xi_k < \infty\), that is, the series \([2.24]\) converges absolutely and uniformly with respect to \(x \in [0, \pi]\). Since \(\Theta \in W^1_2[0, \pi], \ \Theta(x) \neq 0, \ x \in [0, \pi]\), this yields \(\varepsilon_1 \in C[0, \pi]\).

**Step 2.** Differentiating \([2.20]\) and using the relations \(S' = S^{[1]} + \sigma S, \ \tilde{S}' = \tilde{S}^{[1]} + \tilde{\sigma} \tilde{S}\), we obtain

\[
\varepsilon_1'(x) = (\Theta(x))^{-1}Z_1(x) + Z_2(x),
\]

\[
Z_1(x) := \sum_{(k,j) \in \mathcal{J}} (-1)^j M_{k,j}(\tilde{S}_{k,j}^{[1]}(x)S_{k,j}(x) + \tilde{S}_{k,j}(x)S_{k,j}^{[1]}(x)),
\]

\[
Z_2(x) := \left(\sigma(x) + \tilde{\sigma}(x) - \frac{\Theta'(x)}{\Theta(x)}\right)\varepsilon_1(x).
\]

Obviously, \(Z_2 \in L_2(0, \pi)\). Let us prove the same for \(Z_1\). Lemma \([2.1]\) yields

\[
\tilde{S}_{k,j}^{[1]}(x)S_{k,j}(x) + \tilde{S}_{k,j}(x)S_{k,j}^{[1]}(x) = \frac{\sin(2\lambda_{k,j}x - Q(x) - \tilde{Q}(x))}{\lambda_{k,j}} + \frac{\kappa_{k,j}(x)}{\lambda_{k,j}},
\]

where \(\{\kappa_{k,j}(x)\}\) is some sequence satisfying

\[
\sum_{(k,j) \in \mathcal{J}} |\kappa_{k,j}(x)|^2 \leq C, \quad \sum_{k \in \mathbb{Z}_0} |\kappa_{k,0}(x) - \kappa_{k,1}(x)| \leq C \quad \text{(2.25)}
\]

uniformly with respect to \(x \in [0, \pi]\). Consequently,

\[
Z_1(x) = \mathcal{J}_1(x) + \mathcal{J}_2(x) + \mathcal{J}_3(x) + \mathcal{J}_4(x),
\]

\[
\mathcal{J}_1(x) := \sum_{k \in \mathbb{Z}_0} \left(\frac{M_{k,0}}{\lambda_{k,0}} - \frac{M_{k,1}}{\lambda_{k,1}}\right)\sin(2\lambda_{k,0}x - Q(x) - \tilde{Q}(x)),
\]

\[
\mathcal{J}_2(x) := \sum_{k \in \mathbb{Z}_0} \frac{M_{k,1}}{\lambda_{k,1}}(\sin(2\lambda_{k,0}x - Q(x) - \tilde{Q}(x)) - \sin(2\lambda_{k,1}x - Q(x) - \tilde{Q}(x))),
\]

\[
\mathcal{J}_3(x) := \sum_{k \in \mathbb{Z}_0} \left(\frac{M_{k,0}}{\lambda_{k,0}} - \frac{M_{k,1}}{\lambda_{k,1}}\right)\kappa_{k,0}(x),
\]

\[
\mathcal{J}_4(x) := \sum_{k \in \mathbb{Z}_0} \frac{M_{k,1}}{\lambda_{k,1}}(\kappa_{k,0}(x) - \kappa_{k,1}(x)).
\]

It follows from \([2.1]\) and \([2.4]\) that

\[
\left|\frac{M_{k,1}}{\lambda_{k,1}}\right| \leq C, \quad \left\{\frac{M_{k,0}}{\lambda_{k,0}} - \frac{M_{k,1}}{\lambda_{k,1}}\right\} \in l_2 \quad \text{(2.26)}
\]

Furthermore,

\[
\sin(2\lambda_{k,0}x - Q(x) - \tilde{Q}(x)) - \sin(2\lambda_{k,1}x - Q(x) - \tilde{Q}(x))
\]
\( = 2(\lambda_{k,0} - \lambda_{k,1})x \cos((\lambda_{k,0} + \lambda_{k,1})x - Q(x) - \tilde{Q}(x)) + O(\xi_k^2). \)

Hence, the series \( \mathcal{S}_1(x) \) and \( \mathcal{S}_2(x) \) converge in \( L_2(0, \pi) \). In view of \eqref{2.25} and \eqref{2.26}, the series \( \mathcal{S}_3(x) \) and \( \mathcal{S}_4(x) \) converge absolutely and uniformly on \([0, \pi]\). Thus \( \epsilon_1' \in L_2(0, \pi) \), so \( \epsilon_1 \in W_2^1[0, \pi]. \)

**Step 3.** Under our assumptions, we have

\[
\epsilon_2(x) = \sum_{(k,j) \in J} (-1)^j M_{k,j} \left( \lambda_{k,j} S_{k,j}(x)(\Theta(x))^{-1} - \frac{1}{2\lambda_{k,j}} \right).
\]

Lemma \ref{2.1} yields

\[
\lambda_{k,j} S_{k,j}(x) S_{k,j}(x) = \frac{1}{2\lambda_{k,j}} (\Theta(x) - \cos(2\lambda_{k,j}x - Q(x) - \tilde{Q}(x)) + \kappa_{k,j}(x)),
\]

where \( \{\kappa_{k,j}(x)\} \) is some sequence satisfying \eqref{2.25}. Consequently,

\[
\epsilon_2(x) = -\sum_{(k,j) \in J} (-1)^j M_{k,j} \frac{\lambda_{k,j}}{\lambda_{k,j}} (\cos(2\lambda_{k,j}x - Q(x) - \tilde{Q}(x)) - \kappa_{k,j}(x)).
\]

Analogously to Step 2 of this proof, we show that \( \epsilon_2 \in L_2(0, \pi) \). The proof for \( \epsilon_3 \) is similar.

**Lemma 2.7.** If \( \Theta(x) \neq 0 \), then \( 1 + \epsilon_1^2(x) \neq 0 \) and

\[
\Theta^2(x) = \frac{1}{1 + \epsilon_1^2(x)}, \quad \Lambda^2(x) = \frac{\epsilon_1^2(x)}{1 + \epsilon_1^2(x)}, \quad \Theta(x)\Lambda(x) = \frac{\epsilon_1(x)}{1 + \epsilon_1^2(x)}, \quad (2.27)
\]

\[
q_1(x) = \tilde{q}_1(x) + \frac{\epsilon_1'(x)}{1 + \epsilon_1^2(x)}, \quad (2.28)
\]

\[
q_0(x) = \tilde{q}_0(x) + 2\epsilon_2'(x) - 2\tilde{q}_1'(x)\epsilon_1(x) - 4\tilde{q}_1(x)\epsilon_1'(x) + 2(\tilde{q}_1(x) - q_1(x))\epsilon_3(x)
\]

\[
+ b(x)(\epsilon_2(x) - 2\tilde{q}_1(x)\epsilon_1(x) + \epsilon_4(x)) + 2\epsilon_4'(x) + \frac{b'(x)}{2} + \frac{b^2(x)}{4}, \quad (2.29)
\]

where \( b(x) := 2(\tilde{q_1}(x) - q_1(x))\epsilon_1(x) \) and the derivatives of \( L_2 \)-functions are understood in the sense of distributions.

Finally, we arrive at the following algorithm for solving Inverse Problem \ref{2.3}

**Algorithm 2.8.** Suppose that the data \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) are given.

1. Choose a model problem \( \tilde{L} = L(\tilde{q}_0, \tilde{q}_1) \) such that \( \tilde{\omega}_0 = \omega_0 \) and \( \Theta(x) \neq 0 \) on \([0, \pi]\).
2. Construct \( \tilde{\phi}(x) \) and \( \tilde{H}(x) \).
3. Find \( z(x) \) by solving the main equation \eqref{2.18}.
4. Find \( \epsilon_1(x) \) by using \eqref{2.19}-\eqref{2.20} and then \( \Theta(x), \Lambda(x) \) by \eqref{2.27}.
5. Calculate the functions \( \epsilon_j(x), j = 2, 4, \) by formulas \eqref{2.21}-\eqref{2.23}.
6. Find \( q_1 \) and \( q_0 \) by \eqref{2.28}-\eqref{2.29}.
Note that the choice of the square root branch for \( \Theta(x) \) and \( \Lambda(x) \) is uniquely specified by the continuity of these functions, the condition \( \Theta(0) = 1 \), and (2.27). If \( \Theta(x) = 0 \) for some \( x \in [0, \pi] \), one can apply the step-by-step process described in [20]. However, in our analysis of the inverse problem solvability and stability in the further sections, the condition \( \Theta(x) \neq 0 \) is always fulfilled.

Algorithm 2.8 implies the following uniqueness theorem for solution of Inverse Problem 2.3.

**Theorem 2.9.** If \( \lambda_n = \tilde{\lambda}_n \) and \( M_n = \tilde{M}_n \), \( n \in \mathbb{Z}_0 \), then \( q_j = \tilde{q}_j \) in \( W_2^{1-\epsilon}(0, \pi) \), \( j = 0, 1 \). Thus, the spectral data \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) of the problem \( L \) uniquely specify the potentials \( q_j \), \( j = 0, 1 \).

In the case \( q_j \in W_2^{2}\mathbb{Z}[0, \pi] \), \( j = 0, 1 \), the series for \( \varepsilon_j(x) \) converge in \( W_2^{3-J}[0, \pi] \), \( j = 1, 3 \). Moreover, one can use the following simpler formulas instead of (2.21)-(2.22):

\[
\varepsilon_2(x) := \sum_{(k,j) \in J} (-1)^j \lambda_{k,j} \tilde{B}_{k,j}(x)v_{k,j}(x),
\]

\[
\varepsilon_3(x) := \sum_{(k,j) \in J} (-1)^j \tilde{B}_{k,j}'(x)v_{k,j}(x).
\]

Usage of either (2.21)-(2.22) or (2.30)-(2.31) leads to the same \( q_0, q_1 \) in (2.28)-(2.29).

## 3 Estimates and approximation

This section plays an auxiliary role in studying solvability and stability of Inverse Problem 2.3. We impose the assumption of the uniform boundedness of the inverse operator \( (I - \tilde{H}(x))^{-1} \), and obtain auxiliary estimates for the values constructed by Algorithm 2.8. Further, by using the finite spectral data \( \{\lambda_n, M_n\}_{|n| \leq N} \), we construct the infinitely differentiable approximations \( q_j^N \) of the potentials \( q_j \) in Theorem 3.4. This theorem plays an auxiliary role in the proofs of global and local solvability, but also can be considered as a separate result.

In this section, we assume that \( \tilde{L} = L(\tilde{q}_0, \tilde{q}_1) \), \( \tilde{q}_j \in W_2^{2}\mathbb{Z}[0, \pi] \), \( j = 0, 1 \), \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) are complex numbers (not necessarily being the spectral data of some problem \( L \)) numbered according to Assumption (O). Suppose that the numbers \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) and the spectral data \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) satisfy the following condition

\[
\Omega := \sqrt{\sum_{n \in \mathbb{Z}_0} (n\xi_n)^2} < \infty.
\]

For \( x \in [0, \pi] \), consider the linear bounded operator \( \tilde{H}(x) = \tilde{H}(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}, \tilde{L}) \) constructed according to the previous section.

**Assumption** (I): For each fixed \( x \in [0, \pi] \), the operator \( (I - \tilde{H}(x)) \) is invertible, and \( \|(I - \tilde{H}(x))^{-1}\|_{\mathcal{B}_2^{\infty}} \leq C \) uniformly with respect to \( x \in [0, \pi] \).

Together with \( \tilde{H}(x) \), consider the operators \( \tilde{H}^N(x) = [\tilde{H}^N_{n,i,k,j}(x)]_{(n,i),(k,j) \in J}, N \geq 1 \) defined as

\[
\tilde{H}^N_{n,i,k,j}(x) = \left\{ \begin{array}{ll}
\tilde{H}_{n,i,k,j}(x), & |k| \leq N, \\
0, & |k| > N.
\end{array} \right.
\]

Using (2.15), we derive
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\[
\|\tilde{H}(x) - \tilde{H}^N(x)\|_{\mathfrak{B} \to \mathfrak{B}} = \sup_{(n,i) \in J} \sum_{j=0,1} |\tilde{H}_{n,i;k,j}(x)| = \sup_{n \in \mathbb{Z}_0^+} \sum_{|k| > N} C \xi_k \left( \frac{1}{|n - k| + 1} + \frac{1}{|k|} \right) \leq C \Omega_N,
\]
where
\[
\Omega_N := \sqrt{\sum_{|k| > N} (k\xi_k)^2}, \quad \lim_{N \to \infty} \Omega_N = 0.
\]

Therefore, we arrive at the following lemma.

**Lemma 3.1.** For all sufficiently large \( N \), the operators \((I - \tilde{H}^N(x))\) are invertible in \( \mathfrak{B} \) for each fixed \( x \in [0, \pi] \) and
\[
\| (I - \tilde{H}^N(x))^{-1} \|_{\mathfrak{B} \to \mathfrak{B}} \leq C,
\]
\[
\| \tilde{H}(x) - \tilde{H}^N(x) \|_{\mathfrak{B} \to \mathfrak{B}} \leq C \Omega_N, \quad \| (I - \tilde{H}(x))^{-1} - (I - \tilde{H}^N(x))^{-1} \|_{\mathfrak{B} \to \mathfrak{B}} \leq C \Omega_N,
\]
where \( C \) does not depend on \( x \) and \( N \).

**Lemma 3.2.** Let \( \tilde{q}_j \in W^2_2([0, \pi]), j = 0, 1, \) be complex-valued functions, and let \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0^+} \) be complex numbers satisfying Assumption \((O)\). Suppose that the estimate \((3.1)\) and Assumption \((I)\) are fulfilled. Then the components \([R_{n,i;k,j}(x)]_{(n,i),(k,j) \in J}\) of the linear bounded operator
\[
R(x) := (I - \tilde{H}(x))^{-1} - I
\]
and the components \([z_{n,i}(x)]_{(n,i) \in J}\) of the solution \( z(x) = (I - \tilde{H}(x))^{-1}\tilde{q}(x) \) of the main equation \((2.18)\) belong to \( C^1[0, \pi] \) and satisfy the estimates
\[
|R_{n,i;k,j}(x)| \leq C \xi_k \left( \frac{1}{|n - k| + 1} + \frac{1}{|k|} + \eta_k \right), \quad (3.3)
\]
\[
\eta_k := \sum_{l \in \mathbb{Z}_0^+} \frac{1}{l^2(|l - k| + 1)^2}, \quad \{\eta_k\} \in l_2, \quad (3.4)
\]
\[
|R'_{n,i;k,j}(x)| \leq C|n| \xi_k, \quad (3.5)
\]
\[
|z^{(\nu)}_{n,i}(x)| \leq C|n|^\nu, \quad \nu = 0, 1, \quad (3.6)
\]
for \((n,i),(k,j) \in J, x \in [0, \pi]\).

**Proof.** **Step 1.** Let us prove the continuity of \( R_{n,i;k,j}(x) \). Clearly, \( \tilde{H}_{n,i;k,j} \in C[0, \pi] \). Fix \( \varepsilon > 0 \) and choose \( N \) such that the conclusion of Lemma \(3.1\) holds and
\[
\| R(x) - R^N(x) \|_{\mathfrak{B} \to \mathfrak{B}} \leq \frac{\varepsilon}{3}, \quad x \in [0, \pi], \quad (3.7)
\]
where \( R^N(x) = (I - \tilde{H}^N(x))^{-1} - I \). Note that the inverse \((I - \tilde{H}^N(x))^{-1}\) can be found by solving the system of finite linear equations
\[
a_{n,i} + \sum_{|k| \leq N, \ j = 0,1} \tilde{H}_{n,i;k,j}(x) a_{k,j} = b_{n,i}, \quad (n,i) \in J.
\]
with respect to \([a_{n,i}]\) by Cramer’s rule. Consequently, the components \( R^N_{n,i;k,j}(x) \) of the inverse operator are continuous functions. For fixed \( n, i, k, j \) and \( x_0 \in [0, \pi] \), choose \( \delta > 0 \) such that,
for all \( x \in [0, \pi] \cap [x_0 - \delta, x_0 + \delta] \), we have \(|R^{N}_{n,i,k,j}(x) - R^{N}_{n,i,k,j}(x_0)| \leq \frac{\varepsilon}{3}\). This together with (3.7) yield

\[
|R_{n,i,k,j}(x) - R_{n,i,k,j}(x_0)| \leq |R_{n,i,k,j}(x) - R^{N}_{n,i,k,j}(x)| + |R^{N}_{n,i,k,j}(x) - R^{N}_{n,i,k,j}(x_0)| + |R_{n,i,k,j}(x_0) - R^{N}_{n,i,k,j}(x_0)| \leq \varepsilon.
\]

Thus, \( R_{n,i,k,j}(x) \) is continuous at \( x_0 \). Since \( x_0 \) is arbitrary, we conclude that \( R_{n,i,k,j} \in C[0, \pi] \).

**Step 2.** Let us estimate \( R_{n,i,k,j}(x) \). By definition,

\[
(I + R(x))(I - \hat{H}(x)) = I.
\]

In the element-wise form, this implies

\[
R_{n,i,k,j}(x) = \hat{H}_{n,i,k,j}(x) + \sum_{(l,s) \in J} R_{n,i,l,s}(x)\hat{H}_{l,s,k,j}(x), \quad (n, i), (k, j) \in J.
\]

(3.8)

Using the estimate \( \|R(x)\|_{\mathfrak{B} \to \mathfrak{B}} \leq C \) and (2.15), we obtain

\[
|R_{n,i,k,j}(x)| \leq |\hat{H}_{n,i,k,j}(x)| + \|R(x)\|_{\mathfrak{B} \to \mathfrak{B}} \sup_{(l,s) \in J} |\hat{H}_{l,s,k,j}(x)| \leq C \xi_k.
\]

(3.9)

Using (3.9), (2.15), (3.1), and (3.4), we derive

\[
\sum_{(l,s) \in J} |R_{n,i,l,s}(x)||\hat{H}_{l,s,k,j}(x)| \leq C \sum_{l \in \mathbb{Z}_0} \xi_l \xi_k \left( \frac{1}{|l - k| + 1} + \frac{1}{|k|} \right)
\]

\[
\leq \frac{C \xi_k}{|k|} \sum_{l \in \mathbb{Z}_0} \xi_l + C \xi_k \sqrt{\sum_{l \in \mathbb{Z}_0} (\xi_l)^2 \eta_k} \leq C \xi_k (|k|^{-1} + \eta_k).
\]

Using this estimate together with (3.8) and (2.15), we arrive at (3.3).

**Step 3.** Let us prove (3.5). Since \( \tilde{q}_j \in L^2(0, \pi) \), \( j = 0, 1 \), we have \( \tilde{h}_{n,i,k,j} \in C^1[0, \pi] \) and the estimates (2.16) hold. Formal differentiation implies

\[
R'(x) = (I + R(x))\hat{H}'(x)(I + R(x)).
\]

Put \( G(x) := \hat{H}'(x)(I + R(x)) \). Then

\[
G_{n,i,k,j}(x) = \hat{H}'_{n,i,k,j}(x) + \sum_{(l,s) \in J} \hat{H}'_{n,i,l,s}(x)R_{l,s,k,j}(x),
\]

(3.10)

\[
R'_{n,i,k,j}(x) = G_{n,i,k,j}(x) + \sum_{(l,s) \in J} R_{n,i,l,s}(x)G_{l,s,k,j}(x).
\]

(3.11)

Using (2.16), (3.1), (3.9), and (3.10), we obtain

\[
|G_{n,i,k,j}(x)| \leq C|n|\xi_k.
\]

(3.12)

Using (3.1), (3.3), (3.11), and (3.12), we arrive at (3.5). The absolute and uniform convergence of the series in (3.10)-(3.11) also follows from (3.1), (2.16), and (3.3), so \( R_{n,i,k,j} \in C^1[0, \pi] \).

**Step 4.** Let us estimate \( z^{(0)}_{n,i}(x) \). Since \( z(x) = (I + R(x))\tilde{\phi}(x) \), we obtain \( \|z(x)\|_{\mathfrak{B}} \leq C \), so (3.6) holds for \( \nu = 0 \). Differentiation implies

\[
z'_{n,i}(x) = \sum_{(k,j) \in J} R'_{n,i,k,j}(x)\tilde{\phi}_{k,j}(x) + \sum_{(k,j) \in J} R_{n,i,k,j}(x)\tilde{\phi}'_{k,j}(x).
\]

(3.13)

Using the estimates (2.16), (3.1), (3.3), (3.5), and \( |\tilde{\phi}_{n,i}(x)| \leq C \), we show that the series in (3.13) converge absolutely and uniformly in \([0, \pi]\), so \( z_{n,i} \in C^1[0, \pi] \), and obtain (3.6) for \( \nu = 1 \).
Using Lemma 3.2, it can be shown that the series (2.20), (2.30), (2.31), and the series of derivatives for (2.20) consist of continuous functions and converge absolutely and uniformly in $[0, \pi]$. Consequently, we obtain the following lemma.

**Lemma 3.3.** Under the conditions of Lemma 3.2, the function $\varepsilon_1(x)$ defined by (2.20) belongs to $C^1[0,\pi]$, the functions $\varepsilon_j(x)$, $j = 2, 3, 4$, defined by (2.23), (2.30), (2.31) are continuous on $[0,\pi]$ and

$$|\varepsilon_j^{(\nu)}(x)| \leq C\Omega, \quad \nu = 0, 1, \quad |\varepsilon_j(x)| \leq C\Omega, \quad j = 2, 3, 4, \quad x \in [0,\pi]. \quad (3.14)$$

Below we consider two problems $L(q_0, q_1)$ and $L(\tilde{q}_0, \tilde{q}_1)$ with the spectral data $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$ and $\{\lambda_n, \tilde{M}_n\}_{n \in \mathbb{Z}_0}$, respectively, numbered according to Assumption (O). For $N \in \mathbb{N}$, define the data $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ as follows:

$$\lambda_n^N = \begin{cases} \lambda_n, & |n| \leq N, \\ \lambda_n, & |n| > N, \end{cases} \quad M_n^N = \begin{cases} M_n, & |n| \leq N, \\ M_n, & |n| > N. \end{cases} \quad (3.15)$$

**Theorem 3.4.** Suppose that $q_j \in W^2_2[0,\pi], j = 0, 1$. Let the functions $\tilde{q}_j \in C^\infty[0,\pi], j = 0, 1$, be such that $\omega_k = \tilde{\omega}_k, k = 0, 2$, and the asymptotics (2.5)–(2.6) that (3.1) holds. Consider the operator $H(x) = \tilde{H}(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}, \tilde{L}), \tilde{L} = \tilde{L}(\tilde{q}_0, \tilde{q}_1)$, and the operators $\tilde{H}^N(x) = H(\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}, \tilde{L}), N \geq 1$. Clearly, the functions $\tilde{q}_0$, $\tilde{q}_1$, together with $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$ satisfy the conditions of Lemma 3.2 so the estimates (3.3), (3.5)–(3.6) hold. Note that the operators $\tilde{H}^N(x), N \geq 1$, coincide with the ones defined by (3.2). By virtue of Lemma 3.1, for all sufficiently large $N$, the functions $\tilde{q}_0$, $\tilde{q}_1$, together with the data $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ satisfy the conditions of Lemma 3.2.

At Steps 1-2 of this proof, we agree that, if a symbol $\gamma$ denotes an object constructed by $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$ and $\tilde{L}$, the symbol $\gamma^N$ with the upper index $N$ will denote the similar object constructed by $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ and $\tilde{L}$. Lemmas 3.1 and 3.2 imply the estimates

$$\|R(x) - R^N(x)\|_{\mathfrak{B} \rightarrow \mathfrak{B}} \leq C\Omega_N, \quad (3.17)$$

$$|R^N_{n,i,k,j}(x)| \leq C\xi_k \left(\frac{1}{n - k} + \frac{1}{k} + \eta_k\right), \quad |(R^N_{n,i,k,j}(x))'| \leq C|n|\xi_k, \quad (3.18)$$

$$|(z_{n,i}(x))^{(\nu)}| \leq C|n|^\nu, \quad \nu = 0, 1, \quad (3.19)$$

for $(n, i), (k, j) \in J$, $x \in [0,\pi]$, where the constant $C$ does not depend on $N$.

In view of (2.11), (2.12), and (3.15), we have $\tilde{\phi}^N_{n,i}(x) = \phi_{n,i}(x)$ for $|n| \leq N$ and $\tilde{\phi}^N_{n,i}(x) = 0$ for $|n| > N$. Hence

$$z_{n,i}(x) = \phi_{n,i}(x) + \sum_{(k,j) \in J} R_{n,i,k,j}(x)\phi_{k,j}(x),$$

$$...$$
\[ z_{n,i}^N(x) = \tilde{\phi}_{n,i}(x) + \sum_{|k| \leq N \atop j=0,1} R_{n,i,k,j}^N(x)\tilde{\phi}_{k,j}(x) \] (3.20)

for \(|n| \leq N, i = 0,1\). Applying the subtraction and the estimates (3.3), (3.17), \(|\phi_{k,j}(x)| \leq C\), we derive

\[ |z_{n,i}(x) - z_{n,i}^N(x)| \leq \sum_{|k| \leq N \atop j=0,1} |R_{n,i,k,j}(x) - R_{n,i,k,j}^N(x)||\tilde{\phi}_{k,j}(x)| + \sum_{|k| > N \atop j=0,1} |R_{n,i,k,j}(x)||\tilde{\phi}_{k,j}(x)| \]

\[ \leq C\Omega_N + C \sum_{|k| > N} \xi_k \leq C\Omega_N, \] (3.21)

for \(|n| \leq N, i = 0,1, x \in [0,\pi]\). Following the strategy of the proof of Lemma 3.2 and using the estimates (3.3), (3.5)-(3.6), (3.17)-(3.19), we analogously obtain

\[ |R_{n,i,k,j}(x) - R_{n,i,k,j}^N(x)| \leq C\Omega_N \xi_k \left( \frac{1}{|k|} + \eta_k \right), \quad |R_{n,i,k,j}^N(x) - (R_{n,i,k,j}^N(x))'| \leq C\Omega_N |n| \xi_k, \]

\[ |z_{n,i}^N(x) - (z_{n,i}^N(x))'| \leq C\Omega_N |n|, \] (3.22)

where \(|n|, |k| \leq N, i, j = 0,1, x \in [0,\pi]\). Using (2.19), (3.21), (3.22), we derive the estimates

\[ |(v_{n,i}(x) - v_{n,i}^N(x))^{(\nu)}| \leq C\Omega_N |n|^{1-\nu}, \]

\[ |(v_{n,0}(x) - v_{n,1}(x) - v_{n,0}^N(x) + v_{n,1}^N(x))^{(\nu)}| \leq C\Omega_N |n|^{1-\nu} \xi_n \]

for \(\nu = 0,1, |n| \leq N, i = 0,1, x \in [0,\pi]\). Taking the latter estimates, formulas (2.20), (2.23), (2.30), (2.31), and Lemma 3.3 into account, we conclude that \(\epsilon_1, \epsilon_1^N \in C^1[0,\pi], \epsilon_j, \epsilon_j^N \in C[0,\pi], j = \frac{2}{4}, \) and

\[ |(\epsilon_1(x) - \epsilon_1^N(x))^{(\nu)}| \leq C\Omega_N, \quad \nu = 0,1, \quad |\epsilon_j(x) - \epsilon_j^N(x)| \leq C\Omega_N, \quad j = \frac{2}{4}. \] (3.23)

**Step 2.** Let us construct the functions \(q_0^N, q_1^N\) and prove the estimates (3.16). The assumption \(\tilde{q}_j \in C^\infty[0,\pi]\) implies that \(\tilde{S}_{n,i} \in C^\infty[0,\pi], (n,i) \in J\). Consequently, \(\phi_{n,i}\) and \(H_{n,i,k,j}\) also belong to \(C^\infty[0,\pi]\) for all \((n,i),(k,j) \in J\). In view of (3.2), for sufficiently large \(N\), the inverse operator \(I + R^N(x) = (I - H^N(x))^{-1}\) can be found by Cramer’s rule, so the components \(R_{n,i,k,j}^N(x)\) are also infinitely differentiable. Using (3.20) and (2.19) for \(v_{n,i}^N\), we conclude that \(z_{n,i}, v_{n,i}^N \in C^\infty[0,\pi], (n,i) \in J\). Obviously, \(\epsilon_j^N(x), j = \frac{1}{4}, \frac{3}{4}\), are finite sums of \(C^\infty\)-functions, so \(\epsilon_j \in C^\infty[0,\pi], j = \frac{1}{4}, \frac{3}{4}\).

By Lemma 2.7, the condition \(\Theta(x) \neq 0\) implies \(\epsilon_j^N(x) + 1 \neq 0, x \in [0,\pi]\). It follows from (3.23) and \(\lim_{N \to \infty} \Omega_N = 0\) that, for sufficiently large \(N\), \((\epsilon_j^N(x))^2 + 1 \neq 0\) and the functions

\[ (\Theta^N(x))^2 = \frac{1}{1 + (\epsilon_j^N(x))^2} \]

are infinitely differentiable and uniformly bounded with respect to \(x \in [0,\pi]\) and \(N\). One can uniquely choose the square root branch to find \(\Theta^N \in C^\infty[0,\pi]\) satisfying \(\Theta^N(0) = 1\).

Construct the functions \(q_0^N, q_1^N\) by formulas (2.28)-(2.29), replacing \(\epsilon_j\) by \(\epsilon_j^N\) and \(\Theta\) by \(\Theta^N\). Clearly, \(q_j \in C^\infty[0,\pi], j = 0,1\). The estimates (3.23) imply (3.16).

**Step 3.** It remains to prove that \(\{\lambda_n^N, M_n^N\}_{n \in \mathbb{Z}_0}\) are the spectral data of the problem \(L(q_0^N, q_1^N)\). At this step, we assume that all the considered objects are related to the data \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\) for a sufficiently large fixed \(N\), and the index \(N\) will be omitted for brevity.
Construct the function
\[
\Phi(x, \lambda) := \tilde{\Phi}(x, \lambda) \Theta(x) + \sum_{k,j} (-1)^j \tilde{F}_{k,j}(x, \lambda) v_{k,j}(x) \Theta(x),
\]
where the summation range for \(k, j\) is \(|k| \leq N, j = 0, 1\), and
\[
\tilde{F}_{n+\nu,i}(x, \lambda) := \sum_{p=\nu}^{m_{n,i}} \frac{1}{(p-n)!} \frac{\partial^{p-n}}{\partial \mu^{p-n}} \tilde{E}(x, \mu) \bigg|_{\mu=\lambda_i}, \quad n \in S_i, \ \nu = 0, m_{n,i} - 1, \ i = 0, 1,
\]
\[
\tilde{E}(x, \lambda, \mu) := \frac{\tilde{\Phi}(x, \lambda) \tilde{S}'(x, \mu) - \tilde{\Phi}'(x, \lambda) \tilde{S}(x, \mu)}{\lambda - \mu} = \frac{1}{\lambda - \mu} + \int_0^x (\lambda + \mu - 2q_1(t)) \tilde{\Phi}(t, \lambda) \tilde{S}(t, \mu) \, dt.
\]
Clearly, \(\Phi(x, \lambda)\) is analytic in \(\lambda \neq \lambda_i\) for each fixed \(x \in [0, \pi]\) and infinitely differentiable with respect to \(x\) for each fixed \(\lambda \neq \lambda_i\), \((n, i) \in J\).

**Lemma 3.5.** The function \(\Phi(x, \lambda)\) defined by (3.24) is the Weyl function of the problem \(L(q_0, q_1)\).

**Proof.** By direct calculations, one can prove the following relations
\[
\ell(\Phi) + 2\lambda q_1(x) \Phi = \lambda^2 \Phi, \quad (0, \lambda) = 1.
\]
Let us show that \(\Phi(\pi, \lambda) = 0\). For simplicity, suppose that \(m_{n,i} = 1\) for all \(|n| \leq N, i = 0, 1\). The general case requires technical modifications. Using (3.24) and the relation \(\tilde{\Phi}(\pi, \lambda) = 0\), we derive
\[
\Phi(\pi, \lambda) = -\tilde{\Phi}'(\pi, \lambda) \Theta(\pi) \sum_{k,j} (-1)^j M_{k,j} \frac{\tilde{S}_{k,j}(\pi) v_{k,j}(\pi)}{\lambda - \lambda_{k,j}}.
\]
Due to our notations, the main equation (2.18) is equivalent to the system
\[
v_{n,i}(x) = \tilde{S}_{n,i}(x) + \sum_{k,j} (-1)^j M_{k,j} \tilde{D}(x, \lambda_{n,i}, \lambda_{k,j}) v_{k,j}(x), \quad (n, i) \in J, \ x \in [0, \pi].
\]
Recall that \(\lambda_{n,1}\) are the eigenvalues of \(\tilde{L}\), so \(\tilde{S}_{n,1}(\pi) = 0\). Hence
\[
v_{n,1}(\pi) = \sum_{k,j} (-1)^j M_{k,j} \tilde{D}(\pi, \lambda_{n,1}, \lambda_{k,j}) v_{k,j}(\pi), \quad |n| \leq N.
\]
Relations (2.2), (2.3), and (2.7) imply
\[
\tilde{D}(\pi, \lambda_{n,1}, \lambda_{n,1}) = \tilde{D}(\pi, \lambda_{n,1}, \lambda_{k,1}) = 0, \quad n \neq k.
\]
Consequently, (3.29) takes the form
\[
\sum_{|k| \leq N} \tilde{P}_{n,1,k,0}(\pi) v_{k,0}(\pi) = 0, \quad |n| \leq N.
\]
Define the \((4N \times 4N)\)-matrix \(\tilde{H}_{4N \times 4N}(x) := [\tilde{H}_{n,i,k,j}(x)], \ |n|, |k| \leq N, i,j = 0, 1\). Denote by \(I_{4N \times 4N}\) the \((4N \times 4N)\) unit matrix. It follows from the invertibility of the operator \((I - \tilde{H}(\pi))\) that

\[
\det(I_{4N \times 4N} - \tilde{H}_{4N \times 4N}(\pi)) \neq 0.
\]  

(3.31)

By using the definitions (3.24), one can show that (3.31) implies \(\det(P_{2N \times 2N}(\pi)) \neq 0\), where \(P_{2N \times 2N}(\pi) := [P_{n,1:k,0}(\pi)], \ |n|, |k| \leq N\). Hence, the system (3.30) has the only zero solution \(v_{k,0}(\pi) = 0, |k| \leq N\).

Since \(v_{k,0}(\pi) = 0\) and \(\tilde{S}_{k,1}(\pi) = 0\) in (3.28), we obtain \(\Phi(\pi, \lambda) \equiv 0\). Together with (3.27), this yields the claim of the lemma.

Proceed with the proof of Theorem 3.4. In view of (3.24), the Weyl function has the form

\[
M(\lambda) = \Phi'(0, \lambda) = \tilde{M}(\lambda) + \sum_{j=0,1} (-1)^j \tilde{F}_{k,j}(0, \lambda).
\]

Taking (3.25) and (3.26) into account, we obtain

\[
M(\lambda) = \tilde{M}(\lambda) + \sum_{j=0,1} (-1)^j \sum_{n \in \mathbb{Z}_1, |n| \leq N} \sum_{\nu=0}^{m_{n,j}-1} \frac{M_{n+\nu,j}}{(\lambda - \lambda_{n,j})^{\nu+1}}.
\]

Clearly, the function \(M(\lambda)\) is meromorphic with the poles \(\{\lambda^N_n\}_{n \in \mathbb{Z}_0}\) and the corresponding residues \(\{M^N_n\}_{n \in \mathbb{Z}_0}\). Thus, \(\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}\) are the spectral data of the constructed problem \(L(q_0^N, q_1^N)\), so the proof of Theorem 3.4 is finished.

Remark 3.6. Note that, for any fixed functions \(q_j \in W^2_2[0, \pi], j = 0, 1\), there exist \(\tilde{q}_j \in C^\infty[0, \pi], j = 0, 1\), satisfying the conditions of Theorem 3.4. Indeed, for every \(\delta > 0\), one can find polynomials \(\tilde{q}_0, \tilde{q}_1\) such that

\[
\omega_k = \tilde{\omega}_k, \quad k = 0, 2, \quad \|q_j - \tilde{q}_j\|_{W^2_2[0, \pi]} \leq \delta, \quad j = 0, 1.
\]

(3.32)

In particular, (3.32) implies \(\Theta(x) \neq 0, x \in [0, \pi]\), for sufficiently small \(\delta > 0\). If the spectrum of the problem \(L(q_0, q_1)\) is simple, one can easily prove the stability of the direct problem \(L(q_0, q_1) \mapsto \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\). Namely, the conditions (3.32) imply the inequality \(\Omega \leq C\delta\) for every \(\delta \in (0, \delta_0]\) with some \(\delta_0 > 0\). Consequently, \(\|\tilde{H}(x)\|_{\mathfrak{B} \rightarrow \mathfrak{B}} \leq C\delta\), so for sufficiently small \(\delta\) Assumption (Z) is fulfilled. The case of multiple eigenvalues can be treated similarly, by using the approach of Section 5.

Remark 3.7. In view of (2.3), Theorems 2.9 and 3.4 are valid for the spectral data \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\) being replaced by \(\{\lambda_n, \alpha_n\}_{n \in \mathbb{Z}_0}\).

4 Solvability and stability

The goal of this section is to prove Theorem 4.1 on the global solvability of Inverse Problem 2.3. The proof is based on the constructive solution from Section 2, auxiliary estimates and the approximation by infinitely differentiable potentials obtained in Section 3. Theorem 4.1 implies Corollary 4.3 on the local solvability and stability without change of eigenvalue multiplicities. The latter result will be improved in Section 5.

Define the class \(C^{-1}[0, \pi]\) of functions \(f = g'\), where \(g \in C[0, \pi]\) and the derivative is understood in the sense of distributions. Put \(C^0[0, \pi] := C[0, \pi]\).
Theorem 4.1. Let $\tilde{q}_j \in W^2_2[0, \pi]$, $j = 0, 1$, be complex-valued functions, and let $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$ be complex numbers satisfying Assumption (O). Suppose that the estimate (3.1) and Assumption (I) are fulfilled. Then, by Steps 2-4 of Algorithm 2.8, one can construct the function $\varepsilon_1 \in C^1[0, \pi]$. If we additionally assume that $1 + \varepsilon_1^2(x) \neq 0$ for all $x \in [0, \pi]$, then $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$ are the spectral data of the problem $L(q_0, q_1)$, $q_j \in C^{j-1}[0, \pi]$, $j = 0, 1$. The functions $q_0, q_1$ can be constructed by formulas (2.28)-(2.29), where $\varepsilon_k, k = 2, 4$, are defined by (2.30)-(2.31) and (2.23). Moreover, the following estimates hold:

$$\left| \int_0^x (q_0(t) - \tilde{q}_0(t)) \, dt \right| \leq C \Omega, \quad |q_1(x) - \tilde{q}_1(x)| \leq C \Omega, \quad x \in [0, \pi]. \quad (4.1)$$

Proof. The possibility to construct the functions $\varepsilon_k(x), k = 1, 4$, of appropriate smoothness follows from Lemmas 3.2-3.3. If $1 + \varepsilon_1^2(x) \neq 0$, $x \in [0, \pi]$, the functions $q_0, q_1$ of appropriate classes can obviously be constructed by formulas (2.28)-(2.29). The estimates (4.1) follow from (3.14). It remains to show that the spectral data of the problem $L(q_0, q_1)$ coincide with the initially known numbers $\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}$. For this purpose, we choose the functions $\tilde{q}_j \in C^\infty[0, \pi], j = 0, 1$, such that $\tilde{\omega}_k = \tilde{\omega}_k, k = 0, 2, \tilde{\Theta}(x) := \cos(\tilde{Q}(x) - \tilde{Q}(x)) \neq 0, x \in [0, \pi]$, and Assumption (I) holds for the operator $\tilde{H}(x) := \tilde{H}(\{\tilde{\lambda}_n, \tilde{M}_n\}_{n \in \mathbb{Z}_0}, L(\tilde{q}_0, \tilde{q}_1))$. In view of Remark 3.6 such functions $\tilde{q}_j, j = 0, 1$, exist. Define

$$\lambda^N_n = \left\{ \begin{array}{ll} \lambda_n, & |n| \leq N, \\
\tilde{\lambda}_n, & |n| > N, \end{array} \right. \quad M^N_n = \left\{ \begin{array}{ll} M_n, & |n| \leq N, \\
\tilde{M}_n, & |n| > N. \end{array} \right.$$  

(4.2)

By virtue of Theorem 3.4 for every sufficiently large $N \in \mathbb{N}$, the numbers $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ are the spectral data of the problem $\tilde{L}^N := L(\tilde{q}_0^N, \tilde{q}_1^N)$ with $\tilde{q}_j^N \in C^\infty[0, \pi], j = 0, 1$. Consider the operators $\tilde{H}(x) := \tilde{H}(\{\lambda_n, M_n\}, \tilde{L})$ and $\tilde{H}^N(x) := \tilde{H}(\{\lambda^N_n, M^N_n\}, \tilde{L}^N)$. According to Theorem 3.4 the estimate (2.13), and the introduced notations,

$$|\tilde{H}^N_{n,i,k,j}(x) - \tilde{H}_{n,i,k,j}(x)| \leq C \Omega \Delta_k \left( \frac{1}{|n - k| + 1} + \frac{1}{|k|} \right), \quad (n, i), (k, j) \in J, \quad x \in (0, \pi), \quad \tilde{H}^N_{n,i,k,j}(x) = 0, \quad |k| > N.$$

Hence

$$\|\tilde{H}^N(x) - \tilde{H}(x)\|_{\mathfrak{B} \to \mathfrak{B}} \leq C \Omega N.$$

Since Assumption (I) holds for $\tilde{H}(x)$, it also holds for $\tilde{H}^N(x)$ with sufficiently large $N$. Therefore, the conditions of Lemmas 3.2-3.3 are fulfilled for $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ together with the problem $\tilde{L}^N$. Applying these lemmas to $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ and $\tilde{L}^N$, one can construct the infinitely differentiable functions $\varepsilon^N_j(x), j = 1, 4$, which satisfy the estimates (3.23). If $1 + \varepsilon^N_1(x) \neq 0, x \in [0, \pi]$, we have $1 + \varepsilon^2(x) \neq 0$ for every sufficiently large $N$ and all $x \in [0, \pi]$. Therefore, one can construct by (2.28) the functions $q_j^N \in C^\infty[0, \pi], j = 0, 1$, which satisfy (3.16). Since the series for $\varepsilon^2_N(x), j = 1, 4$, are finite, it can be shown that $\{\lambda^N_n, M^N_n\}_{n \in \mathbb{Z}_0}$ are the spectral data of $L(q_0^N, q_1^N)$ similarly to Step 3 of the proof of Theorem 3.4. Using Lemma 2.1 and relations (2.2)-(2.3), we obtain the following auxiliary lemma.
Lemma 4.2. Let \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) and \( \{\tilde{\lambda}_n, \tilde{M}_n\}_{n \in \mathbb{Z}_0} \), \( N \geq 1 \), be the spectral data of the problems \( L(q_0, q_1) \) and \( L(q_0^N, q_1^N) \), \( N \geq 1 \), respectively, where \( q_j, q_j^N \in W_j^{-1}(0, \pi) \), \( j = 0, 1 \), and
\[
\lim_{N \to \infty} \|q_j - q_j^N\|_{W_j^{-1}(0, \pi)} = 0, \quad j = 0, 1.
\]
Then, for each fixed \( n \in \mathbb{Z}_0 \), we have \( \lim_{N \to \infty} \lambda_n^N = \lambda_n \). In addition, if \( n \in \mathcal{S} \cap \mathcal{S}^N \) and \( m_n = m_n^N \), then \( \lim_{N \to \infty} \tilde{M}_n^N = M_n \).

Clearly, the functions \( q_j \) and \( q_j^N \), \( j = 0, 1 \), constructed in the proof of Theorem 4.1 satisfy (4.3) by virtue of (3.23). Thus, the spectral data \( \{\lambda_n^N, M_n^N\} \) of the problem \( L(q_0^N, q_1^N) \) converge to the spectral data of the problem \( L(q_0, q_1) \) in the sense of Lemma 4.2. Taking (4.2) into account, we conclude that the spectral data of \( L(q_0, q_1) \) coincide with \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \), so Theorem 4.1 is proved.

The following corollary of Theorem 4.1 provides local solvability and stability of Inverse Problem 2.3.

Corollary 4.3. Let \( \tilde{q}_j \in W_j^2[0, \pi] \), \( j = 0, 1 \), be complex-valued functions, and let \( \{\tilde{\lambda}_n, \tilde{M}_n\}_{n \in \mathbb{Z}_0} \) be the spectral data of the problem \( \tilde{L} = L(\tilde{q}_0, \tilde{q}_1) \). Then there exists \( \delta_0 > 0 \) such that, for any complex numbers \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) satisfying Assumption (O) and the estimate \( \Omega \leq \delta_0 \), there exist complex-valued functions \( q_j \in C_j^{-1}[0, \pi] \), \( j = 0, 1 \), such that \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) are the spectral data of the problem \( L(q_0, q_1) \). In addition, the estimate (4.1) is valid.

Proof. It follows from (2.13) and (3.1) that \( \|\tilde{H}(x)\|_{C_j^{-1}} \leq C \Omega, \ x \in [0, \pi] \). If \( \Omega \) is sufficiently small, Assumption (I) is fulfilled. Lemma 3.3 implies \( \|\epsilon_1\|_{C[0, \pi]} \leq C \Omega \), so \( 1 + \epsilon_1^2(x) \neq 0 \) for sufficiently small \( \Omega \). Thus, Theorem 4.1 yields the claim.

In view of the definitions (2.14) and (3.1), the multiplicities in the sequences \( \{\lambda_n\}_{n \in \mathbb{Z}_0} \) and \( \{\tilde{\lambda}_n\}_{n \in \mathbb{Z}_0} \) coincide for sufficiently small \( \Omega \). In the next section, Corollary 4.3 will be generalized to the case of changing eigenvalue multiplicities.

5 Multiple eigenvalue splitting

In this section, we obtain the local solvability and stability of Inverse problem 2.3 in the general case, taking the possible splitting of multiple eigenvalues into account.

Consider a fixed problem \( \tilde{L} = L(\tilde{q}_0, \tilde{q}_1) \) with \( \tilde{q}_j \in W_j^2[0, \pi] \), \( j = 0, 1 \). Fix an index \( n_s \in \mathbb{N} \cup \{0\} \) and a contour \( \gamma := \{\lambda \in \mathbb{C} : |\lambda| = r\} \), \( r > 0 \), such that \( \tilde{m}_n \) is 1 for \( |n| > n_s \), \( \tilde{\lambda}_n \in \text{int} \gamma \) for all \( |n| \leq n_s \) and \( \lambda_n \notin \text{int} \gamma \) for all \( |n| > n_s \). Along with \( \tilde{L} \), consider some complex numbers \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) (not necessarily being the spectral data of some problem \( L \)). Suppose that Assumption (O) holds for the both collections \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) and \( \{\tilde{\lambda}_n, \tilde{M}_n\}_{n \in \mathbb{Z}_0} \). Set
\[
\mathcal{S}_s := \{n \in \mathcal{S} : |n| \leq n_s\}, \quad \tilde{\mathcal{S}}_s := \{n \in \tilde{\mathcal{S}} : |n| \leq n_s\},
\]
\[
M_s(\lambda) := \sum_{n \in \mathcal{S}_s} \sum_{\nu=0}^{\tilde{m}_n-1} \frac{M_{n+\nu}}{(\lambda - \lambda_n)^{\nu+1}}, \quad \tilde{M}_s(\lambda) := \sum_{n \in \tilde{\mathcal{S}}_s} \sum_{\nu=0}^{\tilde{\tilde{m}}_n-1} \frac{\tilde{M}_{n+\nu}}{(\lambda - \tilde{\lambda}_n)^{\nu+1}}, \quad M_s := M_s - \tilde{M}_s.
\]

Theorem 5.1. Let \( \tilde{q}_j \in W_j^2[0, \pi] \), \( j = 0, 1 \). Then there exists \( \delta_0 > 0 \) such that, for any complex numbers \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) satisfying Assumption (O) and the estimate
\[
\delta := \max \left\{ \max_{\lambda \in \gamma} |M_s(\lambda)|, \sqrt{\sum_{|n| > n_s} (n \xi_n)^2} \right\} \leq \delta_0,
\]
there exist the functions \( q_j \in C^{j-1}[0, \pi], \ j = 0, 1, \) such that \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) are the spectral data of the problem \( L(q_0, q_1) \). In addition,

\[
\left| \int_0^x (q_0(t) - \tilde{q}_0(t)) \, dt \right| \leq C \delta, \quad |q_1(x) - \tilde{q}_1(x)| \leq C \delta, \quad x \in [0, \pi].
\] (5.2)

We emphasize that the multiplicities in the sequences \( \{\lambda_n\}_{n \in \mathbb{Z}_0} \) and \( \{\tilde{\lambda}_n\}_{n \in \mathbb{Z}_0} \) may differ. However, for sufficiently small \( \delta > 0 \), we have \( \mathbb{S} \subseteq \tilde{\mathbb{S}} \). Roughly speaking, multiple eigenvalues can split into smaller groups but cannot join into new groups.

**Proof.** **Step 1.** Consider the following special case. Let \( \tilde{q}_j \in C^{j-1}[0, \pi], \ j = 0, 1, \) be fixed, and let \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) be arbitrary numbers satisfying Assumption (O) and \( \lambda_n = \tilde{\lambda}_n, \ M_n = \tilde{M}_n \) for all \( |n| > n_* \). If \( \delta \) defined by (5.1) is sufficiently small, then, by virtue of Lemma 7.1 \( \lambda_n \in \text{int} \gamma \) for \( |n| \leq n_* \).

Denote by \( C(\gamma) \) the Banach space of functions continuous on \( \gamma \) with the norm \( \|f\|_{C(\gamma)} := \max_{\lambda \in \gamma} |f(\lambda)| \). For each fixed \( x \in [0, \pi] \), define the linear bounded operator \( \tilde{H}_\gamma(x) : C(\gamma) \to C(\gamma) \) acting as follows:

\[
(\tilde{H}_\gamma(x)f)(\lambda) = \frac{1}{2\pi i} \oint_{\gamma} \hat{D}(x, \lambda, \mu) \hat{M}_s(\mu) f(\mu) \, d\mu, \quad f \in C(\gamma).
\]

It follows from (2.7) and (5.1) that \( \|\tilde{H}_\gamma(x)\|_{C(\gamma) \to C(\gamma)} \leq C \delta, \ x \in [0, \pi] \). Therefore, there exist \( \delta_0 > 0 \) such that, for any collection \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) satisfying (5.1) and each \( x \in [0, \pi] \), the operator \( (I - \tilde{H}_\gamma(x)) \) is invertible. Moreover, \( \|(I - \tilde{H}_\gamma(x))^{-1}\|_{C(\gamma) \to C(\gamma)} \leq C \) uniformly with respect to \( \delta \leq \delta_0 \) and \( x \in [0, \pi] \). Hence, for each fixed \( x \in [0, \pi] \), the equation

\[
v(x, \lambda) = \tilde{S}(x, \lambda) + \frac{1}{2\pi i} \oint_{\gamma} \hat{D}(x, \lambda, \mu) \hat{M}_s(\mu) v(x, \mu) \, d\mu
\] (5.3)

has the unique solution \( v(x, \cdot) \in C(\gamma), \ |v(x, \mu)| \leq C \) for \( x \in [0, \pi] \) and \( \mu \in \gamma \).

Define the functions

\[
\mathcal{E}_j(x) = \frac{1}{2\pi i} \oint_{\gamma} \mu^{j-1} \hat{M}_s(\mu) \tilde{S}(x, \mu) v(x, \mu) \, d\mu, \quad j = 1, 2,
\] (5.4)

\[
\mathcal{E}_3(x) = \frac{1}{2\pi i} \oint_{\gamma} \hat{M}_s(\mu) \tilde{S}'(x, \mu) v(x, \mu) \, d\mu.
\] (5.5)

It can be easily shown that

\[
\mathcal{E}_j \in C^1[0, \pi], \quad \|\mathcal{E}_j\|_{C^1[0, \pi]} \leq C \delta, \quad j = 1, 2,
\]

\[
\mathcal{E}_3 \in C[0, \pi], \quad \|\mathcal{E}_3\|_{C[0, \pi]} \leq C \delta.
\]

(5.6) \hspace{1cm} (5.7)

Note that relation (5.3) provides the analytical continuation of the function \( v(x, \lambda) \) to the whole complex plane. Calculating the integral in (5.3) by the residue theorem, we obtain

\[
v_{n,i}(x) = \tilde{S}_{n,i}(x) + \sum_{k,j} (-1)^j \tilde{P}_{n,i,k,j}(x)v_{k,j}(x), \quad (n, i) \in J, \ x \in [0, \pi],
\] (5.8)
where
\[ v_{k+i,i}(x) := \frac{1}{\nu!} \frac{\partial^\nu v(x, \lambda)}{\partial \lambda^\nu} \bigg|_{\lambda=\lambda_{k,i}}, \quad k \in \mathbb{N}_i, \quad \nu = 0, m_{k,i} - 1, \quad i = 0, 1. \]

The summation in (5.8) can be taken either over \(|k| \leq n_*\), \(j = 0, 1\), or over \((k, j) \in J\), because in our special case \(P_{n,i,k,0}(x) = \overline{P}_{n,i,k,1}(x), v_{k,0}(x) = v_{k,1}(x)\) for \(|k| > n_*\). Comparing (5.8) with (2.10), we conclude that the sequence \(\{v_{k,i}(x)\}_{(n,i) \in J}\) coincide with the one defined via (2.19) by the solution \(z(x)\) of the main equation (2.18). Calculating the integrals in (5.4)-(5.5) by the residue theorem, we conclude that
\[ \mathcal{E}_1(x) = \varepsilon_1(x), \quad \mathcal{E}_2(x) = \varepsilon_2(x) + \varepsilon_4(x), \quad \mathcal{E}_3(x) = \varepsilon_3(x), \]
where \(\varepsilon_j(x), j = 1, 2, 3, 4\), are defined by (2.20), (2.23), (2.30)-(2.31). Hence, the estimate (5.6) implies that \(1 + \varepsilon_1^2(x) \neq 0\) for all sufficiently small \(\delta\) and \(x \in [0, \pi]\). Thus, by using \(\mathcal{E}_k(x), k = 1, 2, 3,\) one can construct the functions \(q_j \in C^j[0, \pi], j = 0, 1, 2, (2.28)-(2.29).\) Since the sums for \(\mathcal{E}_j(x), j = 1, 2, 3,\) are finite, one can easily show that \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\) are the spectral data of \(L(q_0, q_1)\). The estimates (5.6)-(5.7) imply (5.2).

**Step 2.** Consider the general case. Suppose that \(q_j \in W^j_2[0, \pi], j = 0, 1, 2\), are fixed. Let \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\) be arbitrary complex numbers satisfying Assumption (O) and \(\delta < \infty\). By virtue of Lemma 7.1, if \(\delta\) is sufficiently small, then \(\lambda_n \in \text{int } \gamma\) for \(|n| \leq n_*\) and \(\lambda_n \notin \text{int } \gamma\) for \(|n| > n_*\).

Define the numbers
\[ \tilde{\lambda}_n := \begin{cases} \tilde{\lambda}_n, & |n| \leq n_*, \\ \lambda_n, & |n| > n*, \end{cases} \quad M_n := \begin{cases} \tilde{M}_n, & |n| \leq n_*, \\ M_n, & |n| > n*. \end{cases} \]

By virtue of Corollary 4.3 there exists \(\delta_0 > 0\) such that, for any collection \(\{\tilde{\lambda}_n, M_n\}_{n \in \mathbb{Z}_0}\) satisfying Assumption (O) and the estimate (5.1), there exist complex-valued functions \(\tilde{q}_j \in C^{j-1}[0, \pi], j = 0, 1, 2\), such that \(\{\tilde{\lambda}_n, M_n\}_{n \in \mathbb{Z}_0}\) are the spectral data of \(L(\tilde{q}_0, \tilde{q}_1)\) and
\[ \left| \int_0^x (\tilde{q}_0(t) - \tilde{q}_0(t)) dt \right| \leq C\delta, \quad |\tilde{q}_1(x) - \tilde{q}_1(x)| \leq C\delta \] (5.9)
uniformly with respect to \(x \in [0, \pi]\) and \(\delta \leq \delta_0\). Then, by using \(\tilde{q}_1\) instead of \(\hat{q}_1\) at Step 1 of this proof, one can construct the problem \(L(q_0, q_1)\) with \(q_j \in C^{j-1}[0, \pi], j = 0, 1, 2\), having the spectral data \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\). It can be shown that the final estimates (5.2) are uniform with respect to \(q_0, \tilde{q}_1\) if the estimates (5.1) and (5.9) are fulfilled for sufficiently small \(\delta_0 > 0\). \(\square\)

Note that the conditions of Theorem 5.1 are formulated in terms of the rational function \(\hat{M}_*(\lambda)\) constructed by a finite number of the spectral data.

**Remark 5.2.** The function \(\hat{M}_*(\lambda)\) in Theorem 5.1 can be replaced by \(\hat{M}(\lambda) = M(\lambda) - \hat{M}(\lambda)\). Indeed, this replacement does not change the contour integrals in the proof of Theorem 5.1 for sufficiently small \(\delta\).

It can be also useful to formulate the local solvability and stability conditions in terms of the discrete data. The following corollary provides such conditions for the case when every multiple eigenvalue \(\tilde{\lambda}_n\) splits into simple eigenvalues \(\lambda_n\).

**Corollary 5.3.** Let \(\hat{q}_j \in W^j_2[0, \pi], j = 0, 1\). Then there exists \(\delta_0 > 0\) such that, for every \(\delta \in (0, \delta_0]\) and any complex numbers \(\{\lambda_n, M_n\}_{n \in \mathbb{Z}_0}\) satisfying Assumption (O) and the conditions
\[ \sqrt{\sum_{|n| > n_*} (n\xi_n)^2} \leq \delta, \]
\[ \lambda_n \neq \lambda_k, \quad n \neq k, \quad n, k \in \mathbb{Z}_0, \]
\[ \left| \sum_{\nu=0}^{\hat{m}_k-1} (\lambda_{k+\nu} - \tilde{\lambda}_k)^s M_{k+\nu} - \tilde{M}_{k+s} \right| \leq \delta, \quad s = 0, \hat{m}_k - 1, \quad k \in \mathbb{S}_s, \]
\[ \left| \sum_{\nu=0}^{\hat{m}_k-1} (\lambda_{k+\nu} - \tilde{\lambda}_k)^s M_{k+\nu} \right| \leq \delta, \quad s = \hat{m}_k, 2(\hat{m}_k - 1), \quad k \in \mathbb{S}_s, \]
\[ |\lambda_{k+\nu} - \tilde{\lambda}_k| \leq \delta^{1/\hat{m}_k}, \quad |M_{k+\nu}| \leq \delta^{(1-\hat{m}_k)/\hat{m}_k}, \quad \nu = 0, \hat{m}_k - 1, \quad k \in \mathbb{S}_s, \]

there exist functions \( q_1 \in C^{j-1}[0, \pi] \) such that \( \{\lambda_n, M_n\}_{n \in \mathbb{Z}_0} \) are the spectral data of \( L(q_0, q_1) \). In addition, the estimate \( (5.2) \) is valid.

Corollary 5.3 is proved analogously to Theorem 2.3 in [39].

6 Numerical examples

In this section, we construct an example of a pencil having a double eigenvalue. Then, we approximate this pencil by pencils with simple eigenvalues.

Put \( \tilde{\lambda}_1 = \tilde{\lambda}_{-1} = 0.5, \tilde{M}_{-1} = -\frac{1}{\pi}, \tilde{M}_1 = -\frac{1}{2\pi} \). This means

\[ \tilde{M}(\lambda) \sim \frac{\tilde{M}_{-1}}{(\lambda - \tilde{\lambda}_1)} + \frac{\tilde{M}_1}{(\lambda - \tilde{\lambda}_1)^2} \]

in a neighbourhood of \( \tilde{\lambda}_1 \). For \( |n| > 1 \), we suppose that the spectral data coincide with the spectral data of the problem \( L(0, 0) \), namely, \( \tilde{\lambda}_n = n, \tilde{M}_n = -\frac{n}{\pi} \). Denote

\[ a := \frac{\tilde{M}_1}{2}, \quad c := \frac{\tilde{M}_{-1}}{a}, \quad \lambda_1 := \tilde{\lambda}_1 + \sqrt{\delta}, \quad \lambda_{-1} := \tilde{\lambda}_1 - \sqrt{\delta} + c \delta, \]
\[ M_1 := \frac{a}{\sqrt{\delta}} + \tilde{M}_{-1}, \quad M_{-1} := -\frac{a}{\sqrt{\delta}}, \quad \lambda_n := \tilde{\lambda}_n, \quad M_n := \tilde{M}_n, \quad |n| > 1, \quad \delta > 0. \]

Observe that, for sufficiently small \( \delta > 0 \), the defined data fulfills the conditions of Corollary 5.3. An interesting feature of this example is that the eigenvalues \( \lambda_{\pm 1} \) are \( \sqrt{\delta} \)-close to \( \tilde{\lambda}_{\pm 1} \) and the absolute values of the residues \( M_{\pm 1} \) tend to infinity as \( \delta \to 0 \), but the corresponding potentials \( q_0, q_1 \) are \( C \delta \)-close to \( \tilde{q}_0, \tilde{q}_1 \) in the sense of the estimate \( (5.2) \). This feature is confirmed by numerical computations. For \( \delta = 0.02 \), the plots of the potentials \( q_1(x), \tilde{q}_1(x) \) and \( q_0(x), \tilde{q}_0(x) \) are presented in Figures 1 and 2 respectively.

The results for different values of \( \delta \) are provided in the table below, where

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\delta & 0.05 & 0.02 & 0.01 & 0.005 & 0.002 & 0.001 & 0.0005 & 0.0002 & 0.0001 \\
\hline
\lambda_1 & 0.4157 & 0.1881 & 0.0982 & 0.0501 & 0.0202 & 0.0101 & 0.0051 & 0.0020 & 0.0010 \\
\hline
\lambda_{-1} & 1.1311 & 0.4055 & 0.2463 & 0.1272 & 0.0498 & 0.0248 & 0.0124 & 0.0049 & 0.0024 \\
\hline
M_1 & 0.724 & 0.641 & 0.600 & 0.571 & 0.545 & 0.532 & 0.522 & 0.514 & 0.510 \\
\hline
M_{-1} & 0.276 - 0.200i & 0.359 - 0.080i & 0.400 - 0.040i & 0.429 - 0.020i & 0.455 - 0.008i & 0.468 - 0.004i & 0.478 - 0.002i & 0.486 - 0.0008i & 0.490 - 0.0004i \\
\hline
d_1 & 0.318 - 0.356i & 0.318 - 0.563i & 0.318 - 0.796i & 0.318 - 1.125i & 0.318 - 1.779i & 0.318 - 2.516i & 0.318 - 3.559i & 0.318 - 5.627i & 0.318 - 7.958i \\
\hline
d_0 & 0.356i & 0.563i & 0.796i & 1.125i & 1.779i & 2.516i & 3.559i & 5.627i & 7.958i \\
\hline
\end{array}
\]

\[
\int_0^{x_k} (q_0(t) - \tilde{q}_0(t)) \, dt, \quad x_k = \frac{k\pi}{N}, \quad N = 200.
\]
The method used for obtaining these results is based on the constructive solution of Inverse Problem 2.3 provided in Section 2. We use the model problem \( L(0,0) \), so the inverse problem is reduced to a finite (4 \( \times \) 4) system of linear algebraic equations.

7 Appendix

Here we provide auxiliary lemmas about rational functions.

Denote by \( \mathcal{R}_N \) the class of rational functions of form \( \frac{P_{N-1}(\lambda)}{Q_N(\lambda)} \), where \( P_{N-1}(\lambda) \) is a polynomial of degree at most \((N-1)\) and \( Q_N(\lambda) \) is a polynomial of degree \( N \) with the leading coefficient equal 1.

**Lemma 7.1.** Let \( F(\lambda) := \frac{P_{N-1}(\lambda)}{Q_N(\lambda)} \) be a fixed functions of \( \mathcal{R}_N \) such that the zeros \( \{\lambda_n\}_{n=1}^{N} \) of the polynomial \( Q_N(\lambda) \) lie in \( \text{int}\gamma \), where \( \gamma := \{\lambda \in \mathbb{C} : |\lambda| = r\} \), \( r > 0 \). Then there exists \( \delta > 0 \) such that, for any function \( \tilde{F}(\lambda) = \frac{\tilde{P}_{N-1}(\lambda)}{\tilde{Q}_N(\lambda)} \in \mathcal{R}_N \) satisfying the estimate

\[
|F(\lambda) - \tilde{F}(\lambda)| \leq \delta, \quad \lambda \in \gamma, \tag{7.1}
\]

the zeros \( \{\tilde{\lambda}_n\}_{n=1}^{N} \) of the denominator \( \tilde{Q}_N(\lambda) \) also lie in \( \text{int}\gamma \) and

\[
|\lambda_n - \tilde{\lambda}_n| \leq C\delta^{1/m_n}, \quad n = 1, \ldots, N,
\]
where \( m_n \) is the multiplicity of the corresponding zero \( \lambda_n \), and the constant \( C \) depends only on \( F(\lambda) \).

The proof of Lemma 7.1 is based on several auxiliary lemmas.

**Lemma 7.2.** Let \( \{s_j\}_{j=1}^{2N} \) be distinct points in \( \gamma \). Then a function \( F \in \mathcal{R}_N \) is uniquely specified by its valued at these points.

**Proof.** Suppose that, on the contrary, there exist two distinct functions

\[
F(\lambda) = \frac{P_{N-1}(\lambda)}{Q_N(\lambda)}, \quad \tilde{F}(\lambda) = \frac{\tilde{P}_{N-1}(\lambda)}{Q_N(\lambda)}, \quad F(s_j) = \tilde{F}(s_j), \quad j = \overline{1, 2N}.
\]

Then the polynomial

\[
P_{N-1}(\lambda)\tilde{Q}_N(\lambda) - Q_N(\lambda)\tilde{P}_{N-1}(\lambda)
\]

of degree at most \((2N-1)\) has zeros \( \{s_j\}_{j=1}^{2N} \). Hence, this polynomial is identically zero, so \( F(\lambda) \equiv \tilde{F}(\lambda) \).

Denote by \( \{p_k\}_{k=0}^{N-1} \) and \( \{q_k\}_{k=0}^{N-1} \) the coefficients of the polynomials \( P_{N-1}(\lambda) \) and \( Q_N(\lambda) \), respectively:

\[
P_{N-1}(\lambda) = \sum_{k=0}^{N-1} p_k \lambda^k, \quad Q_N(\lambda) = \sum_{k=0}^{N-1} q_k \lambda^k + \lambda^N.
\]

The analogous notations \( \{\tilde{p}_n\}_{n=0}^{N-1} \) and \( \{\tilde{q}_n\}_{n=0}^{N-1} \) will be used for the coefficients of the polynomials \( \tilde{P}_{N-1}(\lambda) \) and \( \tilde{Q}_N(\lambda) \), respectively.

**Lemma 7.3.** Suppose that \( F \in \mathcal{R}_N \) fulfills the conditions of Lemma 7.1. Then, there exists \( \varepsilon > 0 \) such that, for any function \( \tilde{F} \) satisfying the conditions of Lemma 7.1, the following estimate holds:

\[
|q_k - \tilde{q}_k| \leq C\varepsilon, \quad k = 0, N-1
\]

where the constant \( C \) depends only on \( F \).

**Proof.** Choose arbitrary distinct points \( \{s_j\}_{j=1}^{2N} \) in \( \gamma \) and put \( v_j = F(s_j) \). Consider the following system of linear algebraic equations

\[
\sum_{k=0}^{N-1} p_k s_j^k - v_j \left( \sum_{k=0}^{N-1} q_k s_j^k + s_j^N \right) = 0, \quad j = \overline{1, 2N}, \tag{7.2}
\]

with respect to the 2N unknown values \( \{p_k\}_{k=0}^{N-1} \) and \( \{q_k\}_{k=0}^{N-1} \). By virtue of Lemma 7.1, the system (7.2) is uniquely solvable, so its determinant \( \Delta \) is non-zero. The numbers \( \{\tilde{p}_k\}_{k=0}^{N-1} \) and \( \{\tilde{q}_k\}_{k=0}^{N-1} \) satisfy the similar system with \( v_j \) replaced by \( \tilde{v}_j = \tilde{F}(s_j) \). Due to (7.1), \( |v_j - \tilde{v}_j| \leq \varepsilon, \quad j = \overline{1, 2N} \). Therefore, \( |\Delta - \tilde{\Delta}| \leq C\varepsilon \). Hence, for sufficiently small \( \varepsilon > 0 \), we have \( \Delta \neq 0 \). Find \( q_k \) from the system (7.2), by using Cramer’s rule: \( q_k = \frac{\Delta_k}{\Delta}, \quad k = 0, N-1 \), where \( \Delta_k \) are the corresponding determinants. Clearly, \( |\Delta_k - \tilde{\Delta}_k| \leq C\varepsilon, \quad k = 0, N-1 \). Hence

\[
|q_k - \tilde{q}_k| = \left| \frac{\Delta_k}{\Delta} - \frac{\tilde{\Delta}_k}{\Delta} \right| \leq C\varepsilon, \quad k = 0, N-1.
\]

\[ \square\]
Lemma 7.4. Let \( \lambda_0 \) be a zero of multiplicity \( m \) of a polynomial

\[
Q_N(\lambda) = \sum_{k=0}^{N-1} q_k \lambda^k + \lambda^N
\]

Then, there exists \( \varepsilon > 0 \) such that every polynomial

\[
\tilde{Q}_N(\lambda) = \sum_{k=0}^{N-1} \tilde{q}_k \lambda^k + \lambda^N,
\]

with coefficients satisfying the estimate

\[
\delta := \max_{k=0, \ldots, N-1} |q_k - \tilde{q}_k| \leq \varepsilon,
\]

has zeros \( \{\tilde{\lambda}_j\}_{j=1}^m \) (counting with multiplicities) satisfying the estimate

\[
|\tilde{\lambda}_j - \lambda_0| \leq C \delta^{1/m}, \quad j = 1, \ldots, m,
\]

where the constant \( C \) depends only on the polynomial \( Q_N \).

Proof. Let \( \gamma_j := \{ \lambda \in \mathbb{C} : |\lambda - \lambda_0| = r_j \}, \ j = 0, 1, \) be contours not encircling other zeros of the polynomial \( Q_N(\lambda) \) except \( \lambda_0, 0 < r_0 < r_1 \). Using (7.3), we obtain

\[
|\tilde{Q}_N(\lambda) - Q_N(\lambda)| < |Q_N(\lambda)|, \quad \lambda \in \gamma_0,
\]

for sufficiently small \( \varepsilon > 0 \). Applying Rouche’s theorem, we conclude that \( \tilde{Q}_N(\lambda) \) has exactly \( m \) zeros \( \{\tilde{\lambda}_j\}_{j=1}^m \) (counting with multiplicities) inside \( \gamma_0 \). Fix \( j \in \{1, \ldots, m\} \). Note that

\[
|Q_N(\tilde{\lambda}_j)| = |Q_N(\tilde{\lambda}_j) - \tilde{Q}_N(\tilde{\lambda}_j)| \leq C \delta.
\]

On the other hand, Taylor’s formula implies

\[
Q_N(\tilde{\lambda}_j) = \sum_{k=0}^{m-1} \frac{1}{k!} \frac{d^k}{d\lambda^k} Q_N(\lambda_0)(\tilde{\lambda}_j - \lambda_0)^k + \frac{d^m}{d\lambda^m} Q_N(\lambda_0)(\tilde{\lambda}_j - \lambda_0)^m + R_{m+1}(\tilde{\lambda}_j),
\]

where

\[
R_{m+1}(\lambda) := \frac{(\lambda - \lambda_0)^{m+1}}{2\pi i} \oint_{\gamma_1} \frac{Q_N(z) \, dz}{(z - \lambda_0)^{m+1}(z - \lambda)}.
\]

It is clear that

\[
|R_{m+1}(\lambda)| \leq C r_1 |\lambda - \lambda_0|^m, \quad \lambda \in \text{int} \, \gamma_0.
\]

Note that the radius \( r_0 > 0 \) can be chosen arbitrarily small by the choice of \( \varepsilon \). Since

\[
\frac{d^k}{d\lambda^k} Q_N(\lambda_0) = 0, \quad k = 0, m - 1, \quad \frac{d^m}{d\lambda^m} Q_N(\lambda_0) \neq 0,
\]

for significantly small \( \varepsilon > 0 \), relation (7.5) implies the estimate

\[
|\tilde{\lambda}_j - \lambda_0|^m \leq C \delta,
\]

which yields (7.4).

Lemmas 7.3 and 7.4 together imply Lemma 7.1.
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