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Abstract

A hallmark of human intelligence and cognition is its flexibility. One of the long-standing goals in AI research is to replicate this flexibility in a learning machine. In this work we describe a mechanism by which artificial neural networks can learn rapid-temporal adaptation – the ability to adapt quickly to new environments or tasks – that we call adaptive neurons. Adaptive neurons modify their activations with task-specific values retrieved from a working memory. On standard metalearning and few-shot learning benchmarks in both vision and language domains, models augmented with adaptive neurons achieve state-of-the-art results.

1 Introduction

The ability to adapt our behavior rapidly in response to external or internal feedback is a primary ingredient of human intelligence. This cognitive flexibility is commonly ascribed to prefrontal cortex (PFC) and working memory in the brain. Neuroscientific evidence suggests that PFC uses incoming information to support task-specific temporal adaptation and planning [38, 35, 22, 5]. This occurs on the fly, within only a few hundred milliseconds, and supports a wide variety of task-specific behaviors [25, 31].

On the other hand, most existing “AI” systems are designed for a single task. They are trained through one long optimization phase after which learning ceases. Systems built in such a train-and-then-test manner do not scale to complex, realistic environments and tasks: They require gluts of single task data and are prone to issues related to distributional shifts, such as catastrophic forgetting [37, 8, 16] and adversarial data points [39].

There is growing interest and progress in building flexible, adaptive models, particularly within the framework of metalearning, or learning to learn [24, 1, 42, 2]. Previous work on metalearning has formulated the problem as two-level learning: specifically, “slow” learning of a meta-level model that occurs across several tasks, and “fast” learning of a base-level model that acts within each task [24, 41, 29, 7, 26, 23]. The goal of the meta-level learner is to acquire generic, more abstract knowledge that applies broadly. This knowledge can then be transferred to the task-adapted base-
We then define the meta information $\tau$ of the current task in an environment in the reinforcement learning setup where we learn a policy that maps new states to outcomes. They achieve this activity modification as a function of meta information. Succinctly, meta information encodes the behavior or procedure of a model as it performs a task. It can be extracted from a model at training or inference time. In the metalearning setup, we can train a meta model to learn how to use meta information to adapt a base model to new tasks. We here define and investigate two forms of meta information, one based on error gradients and another based on direct feedback \[21\] [27]; however, various other types of meta information are possible.

Neuron-level adaptation is highly efficient compared to previous methods that adapt synaptic connections between neurons, for instance via fast weights \[26\] or an optimizer \[7, 29\]. Neural activity can be modified straightforwardly over different time-scales within separate task and objective contexts. Furthermore, since the concept of adaptive neurons is generic, they can be used to augment various neural architectures, including convolutional and recurrent networks. We demonstrate empirically that ResNet \[9\] and deep LSTM \[13\] networks equipped with adaptive neurons achieve 57.1% and 70.04% accuracy on the standard Mini-ImageNet 1-shot and 5-shot benchmarks and 57.25%, 68.85%, and 69.5% accuracy on Penn Treebank 1, 2, and 3-shot language modeling tasks. This marks a significant improvement over the previous state of the art.

## 2 The Framework for Rapid-Temporal Adaptation

The concept of meta information plays the main role in our framework for rapid-temporal adaptation (RTA). While a model or an agent $M$ experiences a sequence of relevant or irrelevant tasks, we seek to extract information about the model itself and to adapt the model temporarily based upon it. Thus, the meta information $I$ is a type of feature that describes the model in the context of a task or an environment.

We assume that for each task $\tau$, we have access to a set of task description inputs $\{x_i^\tau\}_{i=1}^N \in D_\tau$ and unseen examples $\{x_i\}_{i=1}^N \in \tau$ coming from the same task; depending on the availability of the data, this description may be full or partial. For example, a full description could be input pairs of examples and labels $\{x_i, y_i\}_{i=1}^N$ in the supervised learning setup where goal is to map new inputs $\{x_i\}_{i=1}^N \in \tau$ to outputs $\{y_i\}_{i=1}^N \in \tau$, or action, state and reward triplets $\{s_i, a_i, r_i\}_{i=1}^N \in \tau$ observed in an environment in the reinforcement learning setup where we learn a policy that maps new states $\{s_i\}_{i=1}^N \in \tau$ within the same environment to actions $\{a_i\}_{i=1}^N \in \tau$ that maximizes the cumulative rewards $\{r_i\}_{i=1}^N \in \tau$. When certain parts of the full description are missing (e.g., we only have access to input examples but not their labels), we call the description partial. Note that a partial description $\{x_i^\tau\}_{i=1}^N$ still contains information about the input task distribution and this can be useful in learning adaptive generative models \[30\].

Concretely, let us assume the model $M$ changes its state $S$ to $S'$ after processing the description $D_\tau$ of the current task $\tau$.

$$S' \leftarrow M(D_\tau)$$ (1)

We then define the meta information $I_{S', S}$ that describes the model in the current task space as

$$I_{S', S} = f_I(S', S),$$ (2)

where $f_I$ is a function that extracts the meta information. The model temporarily adapts to the task $\tau$ by taking in its own meta information:

$$M_\tau = M(I_{S', S}).$$ (3)

We apply this adapted model $M_\tau$ to solve task $\tau$. The adaption just described occurs rapidly, within a limited resource regime. Furthermore, if the meta information $I_{S', S}$ is general, meta-level knowledge transfer and continual learning are naturally supported within the framework.

As a learning framework, RTA relates to zero- or one-shot learning depending on the given task description. When a full description consisting of only one or a few examples per label is provided for each task, it resembles one-shot learning \[42\] [40]. In the scenario where labels are missing for some input examples and yet additional side information is provided as the partial description, it closely

\[2\]
resembles zero-shot learning [19]. In both cases, a model with abilities of temporal adaptation and knowledge transfer is crucial. Our RTA framework implicitly transfers meta-level knowledge across similar tasks through the meta information, since meta information extracted from the model performing a set of similar tasks is likely to encode more general, transferrable knowledge.

We evaluate two variants of first-order meta information: an error gradient and a “direct feedback” [21, 27]. While the former requires a procedure for backward error propagation (i.e., backprop), the latter is cheap to obtain.

**Error gradient as meta information** We simply apply the chain rule and the standard backpropagation algorithm to a given neural network \( M \) to obtain the loss gradient for each neuron as meta information. For a model with softmax output, let backprop be the error backpropagation procedure and \( y' \) be the true label given the description. Then we obtain the loss gradients for neurons at layer \( t \) as

\[
\hat{y}' = \text{softmax}(a(T)) \tag{4}
\]

\[
I_{S^t:S}(t) = \text{backprop}(\mathcal{L}(`y', `y')) \tag{5}
\]

where \( a(T) \) is the pre-activation of the output neurons and \( \hat{y}' \) the label prediction (i.e., the softmax output). We denote a loss function, such as the cross entropy loss, with \( L(\cdot) \). Because backpropagation is inherently sequential, the meta information here is expensive to calculate. The process becomes expensive for very deep networks, such as RNNs processing long sequences. This motivates us to propose the direct feedback meta information.

**Direct feedback meta information** Direct feedback (DF) meta information is inspired by feedback alignment methods [21, 27] and on biologically plausible deep learning [4]. We obtain the DF meta information for neurons at layer \( t \) as

\[
I_{S^t:S}(t) = \left\{ \sigma'(a_j(t)) \cdot (\hat{y}' - y') \right\}_{j=1}^{\lvert a \rvert} \tag{6}
\]

where \( \sigma'(\cdot) \) represents the derivative of the nonlinear activation function \( \sigma \); on the right side, \((\hat{y}' - y')\) is the derivative of the cross entropy loss with respect to the softmax input, \( \lvert a \rvert \) is the size of the neurons and \( j \) is the index for the neurons. Therefore, the DF meta information for each neuron at a particular layer is simply the derivative of the loss function scaled by the derivative of the activation function.

The set of meta information for all neurons defines the meta information for the entire network. We compute the DF meta information for the whole model simultaneously with a single multiplication, which is very efficient compared to backprop-based error gradients. To obtain the DF meta information it is sufficient that only the loss and neuron activation functions be differentiable. This is more relaxed than for backpropagation methods, which require every layer to be differentiable. This could be beneficial in models with non-differentiable components.

We demonstrate the effectiveness of both variants of meta information in Section 5.

### 3 Adaptive Neurons

The idea of adaptive neurons is to modify or bias a network’s activations by shifting them according to extracted meta information. Adaptive neurons take the following form:

\[
h^{(t)} = \sigma(W_t^T h^{(t-1)} + b_t) + \sigma(\beta_t)
\]

\[
h^{(T)} = \text{softmax}(W_T^T h^{(T-1)} + \beta_T + b_T)
\]

for hidden layer \( t \) and output layer \( T \), where \( \sigma \) is a nonlinear elementwise activation function and \( \beta_t \) is the task-specific bias determined from the meta information. Like standard artificial neurons, a single adaptive neuron has an activation that depends on the preceding layers. In addition, it has a task-specific activation shift to improve performance in the current task context. The latter, after passing through the nonlinearity \( \sigma \), provides a primitive update that can help to stabilizing the learning of succeeding layers. Since the task-specific activation varies from task to task and domain to domain, also it is directly applied to the activation itself, the adaptive neurons can regularize the weights of the following layers.
To implement a model with adaptive neurons, we must define functions that transform the meta information \( I_{S',S} \) into the activation shifts \( \sigma(\beta(t)) \). For this we modify the MetaNet architecture of Munkhdalai and Yu [26]. MetaNets consist of a base-learner plus a shared meta-learner with working memory. For each task \( \tau \), the model processes its full description \( \{x_i',y_i'\}_{i=1}^{N} \in D_\tau \) and stores relevant meta information in working memory. To classify unseen examples \( \{x_i,y_i\}_{i=1}^{L} \in \tau \) coming from the same task, the working memory is queried with examples \( \{x_i\}_{i=1}^{L} \), using an attention mechanism, to generate a set of fast weights for the base-learner. The attention mechanism is implemented with a representation learning function (RLF). Here we replace the fast weights of MetaNets with the task-specific activations of adaptive neurons. We extract meta information from and for each neuron, in the form of the error gradient or the direct feedback.

Adaptive neurons can straightforwardly be incorporated into various deep neural architectures. We start by describing the model details for a feed-forward network, then show variants for the ResNet and LSTM architectures.

### 3.1 Feed-Forward Networks with Adaptive Neurons

For simplicity we use feed-forward neural networks (FFN) with ReLU activation for both the base learner and the representation learning function. Each network respectively features one hidden layer and one output layer, without loss of generality. The overall architecture of the model is shown in Figure 1.

The first step is to construct a task-specific representation for input data \( x' \), then use it to index the working memory. This is achieved through the representation learning function (RLF), which also provides input for extracting meta information, as follows:

\[
\alpha_{RLF}^{(1)} = W_{R_1}^T x' + b_{R_1} \quad (7)
\]
\[
\alpha_{RLF}^{(2)} = W_{R_2}^T \text{ReLU}(\alpha_{RLF}^{(1)}) + b_{R_2} \quad (8)
\]
\[ y' = \text{softmax}(a^{(2)}_{\text{RLF}}) \] (9)
\[ I_{\text{RLF}} = f_1(y', y') \tag{10} \]

where \( a^{(1)}_{\text{RLF}} \) and \( a^{(2)}_{\text{RLF}} \) are pre-activation vectors corresponding to the input mini-batch \( x' \), and the matrices \( W \) and biases \( b \) are learnable parameters of the RLF. Function \( f_1 \) is defined as in eq. 5 or 6 and extracts the meta information for the neurons at each layer (i.e., the single hidden layer in this simple FFN). Next the meta information is transformed into the task-specific shift \( \beta_{\text{RLF}} \), which is used to adapt the RLF to the input task. The shift is computed as follows:

\[ \beta_{\text{RLF}} = f_{\text{RLF}}([\text{max}(I_{\text{RLF}}); \text{min}(I_{\text{RLF}}); \text{avg}(I_{\text{RLF}})]), \tag{11} \]

where \([::] \) represents vector concatenation, \( f_{\text{RLF}} \) is the meta weights, which is a deep feed-forward neural network, and \( \text{max}(), \text{min}(), \text{avg}() \) are pooling functions that operate batch-wise. This shifts the activations of the neurons in the RLF to produce key vectors \( K' = \{k'_i\}_{i=1}^N \) for the working memory:

\[ K' = \text{ReLU}(W_{R_1}^T x' + b_{R_1}) + \text{ReLU}(\beta_{\text{RLF}}) \tag{12} \]

During training and test phases, working memory queries \( K = \{k_i\}_{i=1}^L \) are generated according to eq. 12 as well, given inputs \( \{x_i\}_{i=1}^L \in \tau \) (instead of the task descriptor \( x' \)).

The second step is to learn the task-specific shifts used to adapt the base-learner, and store them in the working memory indexed by \( K' \). Again we obtain the meta information \( I_{\text{Base}_1} \) and \( I_{\text{Base}_2} \) using the task description processed by the base-learner:

\[ a^{(1)}_{\text{Base}} = W_{B_1}^T x' + b_{B_1} \tag{13} \]
\[ a^{(2)}_{\text{Base}} = W_{B_2}^T \text{ReLU}(a^{(1)}_{\text{Base}}) + b_{B_2} \tag{14} \]
\[ y' = \text{softmax}(a^{(2)}_{\text{Base}}) \tag{15} \]
\[ \begin{bmatrix} I_{\text{Base}_1} \\ I_{\text{Base}_2} \end{bmatrix} = f_1(y', y'). \tag{16} \]

The meta information is transformed into a pool of the task-specific shifts as follows:

\[ \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} = f_{\text{base}}(\begin{bmatrix} I_{\text{Base}_1} \\ I_{\text{Base}_2} \end{bmatrix}) \tag{17} \]

\( f_{\text{base}} \) is again a deep feed-forward neural net that learns to map the inputs to memory contents. Matrices \( V_1 \in \mathbb{R}^{N \times h_{B_1}} \) and \( V_2 \in \mathbb{R}^{N \times h_{B_2}} \) are the values of working memory, in which \( N \) is task description size, \( h_{B_1} \) and \( h_{B_2} \) represent dimensionalities of hidden states in \( W_{B_1} \) and \( W_{B_2} \), respectively. The memory rows in \( V_1 \) and \( V_2 \) represent stored activation shifts for the respective layers of the base learner.

For training and test inputs \( \{x_i\}_{i=1}^L \in \tau \), the working memory is read from using soft-attention in order to retrieve the task-specific shifts \( \beta_{\text{Base}_1} \) and \( \beta_{\text{Base}_2} \):

\[ \alpha = \text{norm}(\cos(K', K')) \tag{18} \]
\[ \begin{bmatrix} \beta_{\text{Base}_1} \\ \beta_{\text{Base}_2} \end{bmatrix} = \alpha^T \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} \tag{19} \]

where \( \text{norm} \) is a normalization function (typically \( \text{softmax} \)). Finally we feed the inputs forward to obtain the task loss and optimize the model parameters end-to-end:

\[ h^{(1)}_{\text{base}} = \text{ReLU}(W_{B_1}^T x + b_{B_1}) + \text{ReLU}(\beta_{\text{Base}_1}) \tag{20} \]
\[ h^{(2)}_{\text{base}} = \text{ReLU}(W_{B_2}^T h^{(1)}_{\text{base}} + b_{B_2}) + \text{ReLU}(\beta_{\text{Base}_2}) \tag{21} \]
\[ \mathcal{L}_{\text{task}} \leftarrow \mathcal{L}(\text{softmax}(h^{(2)}_{\text{base}}), y) \tag{22} \]
\[ \theta \leftarrow \text{optimize(backprop}(\mathcal{L}_{\text{task}})) \tag{23} \]

where \( h^{(1)}_{\text{base}} \) and \( h^{(2)}_{\text{base}} \) are the shifted activations of the adaptive neurons. \( \theta \) is the model parameters and optimize performs a gradient-based update on the parameters. We use the cross entropy loss for \( \mathcal{L} \).

\(^1\)Note in this specific example, the base learner has two layers, there might be more \( V \)s in a deeper base learner.
3.2 Deep Residual Networks

For ResNets [9] we incorporate the adaptive neurons into the output of a residual block. Let us denote the residual block as ResBlock(), which is defined as follows:

\[
\begin{align*}
 h(1) &= \text{ReLU}(\text{batchNorm}(\text{conv}_{3 \times 3,d}(x))) \\
 h(2) &= \text{ReLU}(\text{batchNorm}(\text{conv}_{3 \times 3,d}(h(1)))) \\
 h(3) &= \text{batchNorm}(\text{conv}_{3 \times 3,d}(h(2))) \\
 h(4) &= \text{batchNorm}(\text{conv}_{1 \times 1,d}(x)) \\
 a(\text{out}) &= h(3) + h(4)
\end{align*}
\]

where \(x\) and \(a(\text{out})\) are the inputs to the block and the output pre-activations, respectively. \(\text{conv}_{3 \times 3,d}()\) or \(\text{conv}_{1 \times 1,d}()\) denotes a \(3 \times 3\) or \(1 \times 1\) convolutional layer with \(d\) filters, \text{batchNorm}() represents a batch normalization [15] layer. Finally the activations \(h(\text{out})\) of the adaptive neurons for ResBlock() is calculated as:

\[
h(\text{out}) = \text{ReLU}(\text{ResBlock}(x)) + \text{ReLU}(\beta_a(\text{out}))
\]

where \(\beta_a(\text{out})\) is the task specific bias retrieved from the working memory that is constructed in the same way as the simple feed-forward network. The meta information here is calculated for the neurons at the output of each residual block. We stack several residual blocks with adaptive neurons to construct a deep ResNet model.

3.3 Long Short-Term Memory Networks

For LSTM [13] models the hidden state at each time step is biased towards the input task resulting in both space and time adaptation. Particularly, given the current input \(x_t\), the previous hidden states \(h_{t-1}\), and the memory cell states \(c_t\), an LSTM model with adaptive neurons calculates its gates, new memory cell states and hidden states at the time step \(t\) by using the following update rules:

\[
\begin{align*}
 i_t &= \text{Sigmoid}(W_i[x_t; h_{t-1}]) \\
 f_t &= \text{Sigmoid}(W_f[x_t; h_{t-1}]) \\
 o_t &= \text{Sigmoid}(W_o[x_t; h_{t-1}]) \\
 c_t &= \text{tanh}(W_c[x_t; h_{t-1}]) \odot i_t + c_{t-1} \odot f_t \\
 h_t &= (\text{tanh}(c_t) + \text{tanh}(\beta_{c_t})) \odot o_t
\end{align*}
\]

where \(\odot\) represents element-wise multiplication. \(\beta_{c_t}\) is the task specific bias coming from the memory \(V_t\) that is constructed by processing the meta information of the memory cell, in the same way as the feed-forward network. By stacking such layers together we build a deep LSTM model that adapts in both space and time.

4 Related Work

Mitchell et al. [24] used the reward gradients from neural networks to better generalize to robot control tasks, whereas Schmidhuber [33] discussed the use of network weight matrices themselves for continuous adaptation of an agent in dynamic environments. Such additional information extracted from neural networks can be seen as meta information.

Among many different problems in supervised, reinforcement, and unsupervised learning that can be framed within the metalearning or rapid-temporal adaptation frameworks, one-shot learning has emerged as a natural and popular test bed. One-shot supervised learning refers to a scenario where a learner is introduced to a sequence of tasks, where each task entails multi-class classification given a single or very few labeled example per class. A key challenge in this setting is that the classes or concepts vary across the tasks; thus, a model requires a capacity for rapid adaptation in order to recognize new concepts on the fly.

One-shot learning problems were previously addressed using metric learning methods [17]. Recently, there has been a shift towards building flexible models for these problems within the metalearning paradigm [23][32]. Vinyals et al. [42] unified the training and testing of a one-shot learner
Table 1: Classification accuracy on Omniglot benchmarks. \(\nabla\): error gradient-based meta information, DF: direct feedback meta information.

| Model             | 5-way       |           | 20-way      |           |
|-------------------|-------------|-----------|-------------|-----------|
|                   | 1-shot  | 5-shot     | 1-shot   | 5-shot     |
| Siamese Net \cite{17} | 97.3    | 98.4       | 88.2      | 97.0      |
| MANN \cite{32}    | 82.8    | 94.9       | -         | -         |
| Matching Nets \cite{42} | 98.1    | 98.9       | 93.8      | 98.5      |
| MAML \cite{7}     | 98.7 ± 0.4 | 99.9 ± 0.3 | 95.8 ± 0.3 | 98.9 ± 0.2 |
| MetaNet \cite{26}  | 98.95   | -         | -         | -         |
| TCML \cite{23}    | 98.96 ± 0.2 | 99.75 ± 0.11 | 97.64 ± 0.3 | 99.36 ± 0.18 |
| adaCNN (\(\nabla\)) | 98.45 ± 0.32 | 99.44 ± 0.24 | 96.51 ± 0.45 | 98.89 ± 0.21 |
| adaCNN (DF)       | 98.32 ± 0.33 | 99.25 ± 0.26 | 96.24 ± 0.6   | 98.13 ± 0.37 |

Table 2: Classification accuracy on Mini-ImageNet benchmarks. \(\nabla\): error gradient-based meta information, DF: direct feedback meta information.

| Model                  | 5-way       |
|------------------------|-------------|
|                        | 1-shot | 5-shot |
| Matching Nets \cite{42} | 43.6    | 55.3   |
| MetaLearner LSTM \cite{29} | 43.4 ± 0.77 | 60.2 ± 0.71 |
| MAML \cite{7}          | 48.7 ± 1.84 | 63.1 ± 0.92 |
| MetaNet \cite{26}      | 49.21 ± 0.96 | -      |
| TCML \cite{23}         | 55.71 ± 0.99 | 68.88 ± 0.92 |
| adaCNN (\(\nabla\))   | 48.26 ± 0.63 | 62.8 ± 0.41 |
| adaResNet (\(\nabla\)) | 57.1 ± 0.7  | 70.04 ± 0.63 |
| adaCNN (DF)            | 48.34 ± 0.68 | 62.00 ± 0.55 |
| adaResNet (DF)        | 56.2 ± 0.72  | 70.01 ± 0.67 |

under the same procedure and developed an end-to-end, differentiable nearest-neighbor method for one-shot learning. More recently, one-shot optimizers were proposed by Ravi and Larochell \cite{29}, Finn et al. \cite{7}.

As highlighted, the architecture of our model with adaptive neurons is closely related to Meta Networks (MetaNets) \cite{26}. The MetaNet updates synaptic connections (weights) between neurons using fast weights \cite{34, 12} to implement the rapid adaptation. While the MetaNet fast weights allow for flexibility, it is also very expensive to update these weights since the connections are dense. Neuron-level adaptation with adaptive neurons is significantly more efficient while lending itself to a range of network architectures including ResNet and LSTM. Indeed, MetaNet fast weights and adaptive neurons may complement each other, as the former provide adaptive connections between neurons and the latter provide adaption to the neuron activity itself.

As a form of feature-wise transformation method, the \textit{adaptive neurons} are broadly related to conditional normalization techniques \cite{20, 6, 28}. They proposed to modulate the pre-activations of neuron, whereas in \textit{adaptive neurons}, we directly transform the neuronal activation itself in a similar way as the application of dropout \cite{36} of neurons.

5 Experimental Evaluation

We evaluated the proposed approach on tasks from both vision and language domains. For the vision domain, we used two widely adopted one-shot classification benchmarks: the Omniglot and Mini-ImageNet datasets. The Omniglot dataset consists of images across 1623 classes with only 20 images per class, from 50 different alphabets \cite{18}. Like previous studies, we randomly selected 1200 classes for training and 423 for testing and augmented the training set with 90, 180 and 270 degrees.

\footnote{The normalization based techniques scale and shift the pre-activation \(a^{(t-1)}\) as \(\gamma a^{(t-1)} + \beta\), where \(\gamma\) and \(\beta\) are scaling and shifting factors learned from input.}
rotations. The images are resized to $28 \times 28$ pixels for computational efficiency. For the experiments on Mini-ImageNet data, we evaluated on the same class subset released by Ravi and Larochelle [29]. This dataset has $84 \times 84$ color images and 100 classes (64/16/20 for training/validation/test splits) and each class has 600 images.

To evaluate the effectiveness of the LSTM model with adaptive neurons, we applied it to a one-shot PTB language modeling task introduced by Vinyals et al. [42]. Following [42] we used the same target words for the test data and split the PTB sentences into training and test such that both target words and sentences in the test set are unseen for the model during training.

5.1 One-shot Image Classification

For the Omniglot benchmark we performed 5- and 20-way classification with one or five labeled examples provided as the full description for each task. We used a convnet with 64 filters as the base learner. This convnet has 5 convolutional layers, each of which uses $3 \times 3$ convolutions followed by a ReLU nonlinearity and a $2 \times 2$ max-pooling layer. Convolutional layers are followed by a fully connected (FC) layer and a softmax layer for output. Another CNN with the same architecture is used for the representation learning function. The last four layers of the CNN components are equipped with adaptive neurons (adaCNN).

Compared with Omniglot, Mini-ImageNet has fewer classes (100 vs 1623) with more labeled examples provided (600 vs 20 per class). Given this large number of examples, we evaluated the similar adaCNN model with 32 filters as well as another model (adaResNet) with more sophisticated ResNet components on Mini-ImageNet 5-way classification tasks. The ResNet architecture follows that of Mishra et al. [23] with a couple of exceptions. The last two $1 \times 1$ convolutional layers with 2048 and 512 filters are replaced by two fully connected layers and we use ReLU nonlinearity instead of its leaky variant. We incorporate the adaptive neurons into the last two residual blocks as well as the two fully connected output layers.

For every 400 training tasks, we tested the model for another 400 tasks sampled from the validation set (if available). If the model performance exceeded the previous best validation result, we applied it to the test set. Following the previous approaches compared in Table 1, we sampled another 400 tasks randomly drawn from the test set and report the average accuracy.

Table 1 demonstrates that our adaCNN model achieves competitive results on the Omniglot tasks. Overall we can observe a ceiling effect among the best performing models on these tasks. On the other hand, there exists room for improvement on the Mini-ImageNet task, as shown in Table 2. We obtained 57.1% and 70.04% accuracy on the Mini-ImageNet 5-way classification with the adaResNet model, slightly improving on the previous best result of the TCML model. Comparing different CNN architectures, indeed the more sophisticated adaResNet model yields almost 10% of improvement over the simpler adaCNN model on this task. The DF meta information performs competitive while being less expensive to obtain.

5.2 One-shot Language Modeling

We evaluated two main variants of our adaptive neuron models on 1-, 2-, and 3-shot language modelling (LM) tasks. For the first model we stack 3-layer feed-forward net with the adaptive neurons (adaFFN) on top of an LSTM network (LSTM+adaFFN). In this model, only the adaFFN gets to adapt to the task specific bias to perform the few-shot 5-way classification by taking in the hidden state of the underlying LSTM encoder. Therefore the LSTM encoder builds up the context for each sentence and provides generic representation to adaFFN. Both components are trained jointly.

The second model we propose for this problem is more flexible, which is LSTM with the adaptive neurons (adaLSTM). The entire model is adapted with task specific biases in every time step. For the few-shot classification output, a thin softmax layer which also has the adaptive neurons is stacked on top of adaLSTM. Comparing LSTM+adaFFN and adaLSTM, the former is much faster as we only adapt the activations of FFN three layers, yet lacks a full flexibility since the standard LSTM used is not aware of the current task information. We also evaluated deep (2-layer) versions of both LSTM+adaFFN and adaLSTM models.

---

3We used the 1000 words released by Vinyals et al. [42] and the rest of the vocabulary for training
Despite our best effort to match the setup of Vinyals et al. [42] by following a similar procedure and using the same test words, there still exists randomization in forming training and testing sentences. Therefore as an additional baseline to the oracle LM, we trained another LSTM-LM model on a slightly bigger set of sentences. This set includes all the training sentences and one sentence for each test word from the test set. The later inclusion makes sure of no out-of-vocabulary (OOV) test words. Without this, 226 of 1000 test target words fall in OOV category. Indeed the main advantage of our one-shot LM models over LSTM-LM is that they allow for open vocabulary setup. Once seeing a word type with its sentence the word occurs in, our model can recognize it on the fly.

Once trained the baseline LSTM-LM models, we used it to score five candidate words and select the best scoring word for a test sentence. This is a common practice in machine reading comprehension tasks [11, 10].

In terms of the evaluation protocol, we took two different ways to form test tasks. In the first approach, we randomly sample 400 hundred tasks from the test data and report the average. In the second approach, we make sure to include all the test words in task formulation. We randomly partition the 1000 target words into 200 groups and solve each group as a task. This approach is rather all-inclusive while in the conventional approach there is a chance that a word could be missed or included multiple times in different tasks. However, the conventional approach allows for formulation of an exponential number of test tasks.

Table 3 summarizes our results. Our LSTM-LM baseline achieved 59.8/61.5% accuracy in 400-random/all-inclusive settings respectively while upper bound provided by the oracle LSTM-LM is 72.8%. Our best accuracy is obtained by 2-layer adaLSTM which improves a simple Matching Nets’ result by 24-32%, outperforming or competing with the well-tuned LSTM-LM baseline. Comparing the model variants, the adaLSTM model performs consistently well across the board and the deeper models yield a higher accuracy. Providing more sentences for the target word increases the performance. However we observed a saturation when the performance approaches 70% as the oracle score is 72.8%. With the all-inclusive evaluation, the models tend to get higher accuracy.

Overall the DF meta information slightly under-performs against the error gradient based one. We also observed difficulty in optimizing the LSTM+adaFFN models with the DF meta information (i.e. LSTM+adaFFN (DF)), causing no improvement in the training loss. When there is no improvement in the training loss in early stages of the training, we halted and restarted the run. We did not observe such difficulty in the adaCNN and adaResNet models when used the DF meta information.

6 Conclusion

We introduced a rapid-temporal adaptation (RTA) framework and a neuron level adaptation - adaptive neurons for artificial neural networks. The RTA framework builds upon an idea of meta information about a learning model. We proposed a novel direct feedback (DF) meta information that
can be extracted for artificial neurons efficiently without having to use a sequential error backpropagation procedure. The adaptive neurons are not only generic enough to be incorporated in various deep neural network architectures, also computationally efficient than the methods that adapt synaptic connections between neurons. We improved previous results on standard benchmarks with the adaptive neurons and showed that the proposed DF meta information performs as competitively well as the error gradient based meta information. A potential future work would be set to see whether the adaptive neurons can be useful in other setups where training and inference of models involve conditioning on external incoming data.

References

[1] M. Andrychowicz, M. Denil, S. Gomez, M. W. Hoffman, D. Pfau, T. Schaul, and N. de Freitas. Learning to learn by gradient descent by gradient descent. In Advances in Neural Information Processing Systems, pages 3981–3989, 2016.

[2] P. Bachman, A. Sordoni, and A. Trischler. Learning algorithms for active learning. In D. Precup and Y. W. Teh, editors, Proceedings of the 34th International Conference on Machine Learning, volume 70 of Proceedings of Machine Learning Research, pages 301–310, International Convention Centre, Sydney, Australia, 06–11 Aug 2017. PMLR. URL http://proceedings.mlr.press/v70/bachman17a.html.

[3] Y. Bengio, S. Bengio, and J. Cloutier. Learning a synaptic learning rule. Université de Montréal, Département d’informatique et de recherche opérationnelle, 1990.

[4] Y. Bengio, D.-H. Lee, J. Bornschein, T. Mesnard, and Z. Lin. Towards biologically plausible deep learning. arXiv preprint arXiv:1502.04156, 2015.

[5] S. L. Brincat and E. K. Miller. Prefrontal cortex networks shift from external to internal modes during learning. Journal of Neuroscience, 36(37):9739–9754, 2016.

[6] H. De Vries, F. Strub, J. Mary, H. Larochelle, O. Pietquin, and A. C. Courville. Modulating early visual processing by language. In Advances in Neural Information Processing Systems, pages 6597–6607, 2017.

[7] C. Finn, P. Abbeel, and S. Levine. Model-agnostic meta-learning for fast adaptation of deep networks. arXiv preprint arXiv:1703.03400, 2017.

[8] I. J. Goodfellow, M. Mirza, D. Xiao, A. Courville, and Y. Bengio. An empirical investigation of catastrophic forgetting in gradient-based neural networks. In ICLR 2014, 2014.

[9] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 770–778, 2016.

[10] K. M. Hermann, T. Kočiský, E. Grefenstette, L. Espeholt, W. Kay, M. Suleyman, and P. Blunsom. Teaching machines to read and comprehend. In Proceedings of the 28th International Conference on Neural Information Processing Systems - Volume 1, NIPS’15, pages 1693–1701, Cambridge, MA, USA, 2015. MIT Press. URL http://dl.acm.org/citation.cfm?id=2969239.2969428.

[11] F. Hill, A. Bordes, S. Chopra, and J. Weston. The goldilocks principle: Reading children’s books with explicit memory representations. arXiv preprint arXiv:1511.02301, 2015.

[12] G. E. Hinton and D. C. Plaut. Using fast weights to deblur old memories. In Proceedings of the ninth annual conference of the Cognitive Science Society, pages 177–186, 1987.

[13] S. Hochreiter and J. Schmidhuber. Long short-term memory. Neural computation, 9(8):1735–1780, 1997.

[14] S. Hochreiter, A. S. Younger, and P. R. Conwell. Learning to learn using gradient descent. In International Conference on Artificial Neural Networks, pages 87–94. Springer, 2001.

[15] S. Ioffe and C. Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In Proceedings of the 32Nd International Conference on International Conference on Machine Learning - Volume 37, ICML’15, pages 448–456. JMLR.org, 2015. URL http://dl.acm.org/citation.cfm?id=3045110.3045167.
[16] J. Kirkpatrick, R. Pascanu, N. Rabinowitz, J. Veness, G. Desjardins, A. A. Rusu, K. Milan, J. Quan, T. Ramalho, A. Grabska-Barwinska, et al. Overcoming catastrophic forgetting in neural networks. *arXiv preprint arXiv:1612.00796*, 2016.

[17] G. Koch. *Siamese neural networks for one-shot image recognition*. PhD thesis, University of Toronto, 2015.

[18] B. M. Lake, R. Salakhutdinov, and J. B. Tenenbaum. Human-level concept learning through probabilistic program induction. *Science*, 350(6266):1332–1338, 2015.

[19] H. Larochelle, D. Erhan, and Y. Bengio. Zero-data learning of new tasks. In *AAAI*, volume 1, page 3, 2008.

[20] J. Lei Ba, K. Swersky, S. Fidler, et al. Predicting deep zero-shot convolutional neural networks using textual descriptions. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 4247–4255, 2015.

[21] T. P. Lillicrap, D. Cownden, D. B. Tweed, and C. J. Akerman. Random synaptic feedback weights support error backpropagation for deep learning. *Nature communications*, 7, 2016.

[22] E. K. Miller and T. J. Buschman. Working memory capacity: Limits on the bandwidth of cognition. *Daedalus*, 144(1):112–122, 2015.

[23] N. Mishra, M. Rohaninejad, X. Chen, and P. Abbeel. Meta-learning with temporal convolutions. *arXiv preprint arXiv:1707.03141*, 2017.

[24] T. M. Mitchell, S. B. Thrun, et al. Explanation-based neural network learning for robot control. *Advances in neural information processing systems*, pages 287–287, 1993.

[25] S. Monsell. Task switching. *Trends in cognitive sciences*, 7(3):134–140, 2003.

[26] A. Nøkland. Direct feedback alignment provides learning in deep neural networks. In *Advances in Neural Information Processing Systems*, pages 1037–1045, 2016.

[33] J. Schmidhuber. A self-referential weight matrix.

[34] J. Schmidhuber. *Evolutionary principles in self-referential learning*. PhD thesis, Technical University of Munich, 1987.

[35] M. Siegel, T. J. Buschman, and E. K. Miller. Cortical information flow during flexible sensorimotor decisions. *Science*, 348(6241):1352–1355, 2015.

[36] N. Srivastava, G. E. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov. Dropout: a simple way to prevent neural networks from overfitting. *Journal of machine learning research*, 15(1):1929–1958, 2014.

[37] R. K. Srivastava, J. Masci, S. Kazerounian, F. Gomez, and J. Schmidhuber. Compete to compute. In *Advances in neural information processing systems*, pages 2310–2318, 2013.

[38] M. G. Stokes, M. Kusunoki, N. Sigala, H. Nili, D. Gaffan, and J. Duncan. Dynamic coding for cognitive control in prefrontal cortex. *Neuron*, 78(2):364–375, 2013.

[39] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus. Intriguing properties of neural networks. *arXiv preprint arXiv:1312.6199*, 2013.
[40] Y.-H. H. Tsai and R. Salakhutdinov. Improving one-shot learning through fusing side information. *arXiv preprint arXiv:1710.08347*, 2017.

[41] R. Vilalta and Y. Drissi. A perspective view and survey of meta-learning. *Artificial Intelligence Review*, 18(2):77–95, 2002.

[42] O. Vinyals, C. Blundell, T. Lillicrap, D. Wierstra, et al. Matching networks for one shot learning. In *Advances in Neural Information Processing Systems*, pages 3630–3638, 2016.