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Abstract. Behavior trend analysis method based on auto-regressive integrated moving average (ARIMA) is presented for software runtime environment elements (REEs). The history data of environment element behavior is collected to build behavior trend analysis model. Then, behavior trend of environment elements is predicted before the environment elements actually change. Thus, according to the analysis results, we can determine the corresponding adaptive strategy before the environment elements actually change, which provides a reference for the selection and implementation of active adaptive strategy for the self-adaptive software.
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1. Introduction

Self-adaptive software systems are one kind of systems which can adapt themselves with changing runtime environment by adjusting their behavior and structures. Existing self-adaptive software systems mostly use ECA (event: condition→operation) to respond to these changes of the REEs, i.e. when it is detected that the REEs have changed and reached their thresholds, the corresponding strategies are triggered according to the pre-set rules, and the adaptation will be performed under the drive of these strategies.

However, the existing methods have the following shortcomings: firstly, the adaption starts only after the REEs have been detected to change. Secondly, due to the uncertainty of changes in the runtime environment of self-adaptive software, designers cannot accurately describe all possible future changes and how to change in the design phase. Therefore, it is difficult to describe them clearly in the design phase. As a result, the rules set in advance may not be able to meet the needs of changing REEs in operating phase.

The existing researches on self-adaptive software environment mainly focus on the following aspects. First, how to integrate the REEs into the development model of adaptive software [1-3]. Second, how to associate the environment with the requirements of adaptive software, and better analyze and judge the evolution of requirements [4-5]. Third, how adaptive software responds when changes in the environment are detected [6], i.e. how the ECA method [7] associates environment changes with adaptation strategies. In terms of environment modeling, only several individual environment elements are modeled, and the descriptions of REEs are not systematic. Moreover, they pay attention to the impact of adaptive software responding to the environment which has changed, but lack of prediction of how the environment will change [8].
Time series analysis method is one kind of methods that analyze historical time series data and find rules from them to predict the future data changes. There are many forecasting algorithms based on time series. Currently, ARIMA model and BP neural network model are two widely used models [9]. This paper proposes a behavior trend analysis method based on ARIMA for the software REEs. Based on the historical data of REEs’ behavior, their future behavior trends are analyzed and predicted. Before the actual changes of REEs take place, adaptation strategies can be formulated in advance.

2. Behavior Trend Analysis Method of Software REEs Based on ARIMA

2.1. Software Runtime Environment Elements

Here software REEs are divided into computing environment elements and user environment elements. Computing environment elements include bandwidth, memory, CPU usage, load etc., which are related to computing, and user environment elements include the number of visits, refresh frequency, etc., which are related to the users’ usage characteristics.

Table 1. Computing environment elements.

| Name                               | Environmental entity | Category             | Acquisition method         | Behavior                          | Predictability |
|------------------------------------|----------------------|----------------------|-----------------------------|-----------------------------------|----------------|
| Amount of free memory             | RAM                  | Hardware resources   | Hardware register           | Value change event (rise, fall)   | yes            |
| Memory usage                       | RAM                  | Hardware register    |                             | Value change event (rise, fall)   | yes            |
| Maximum memory address             | CPU                  | Hardware resources   | Hardware register           | Value change event (rise, fall)   | yes            |
| Minimum memory address             | CPU                  | Hardware resources   | Hardware register           | Value change event (rise, fall)   | yes            |
| Number of CPU instructions         | server               | System configuration files and monitors |                              | Value change event (rise, fall)   | yes            |
| Number of idle servers             | server               | System configuration files and monitors |                              | Value change event (rise, fall)   | yes            |
| Server load average                | server               | System configuration files and monitors |                              | Value change event (rise, fall)   | yes            |
| Number of free hard drives         | hard disk            | Hardware monitor     | Value change event (rise, fall) | no                                | no             |
| Hard disk I/O speed                | hard disk            | Hardware monitor     | Value change event (rise, fall) | no                                | no             |
| Bandwidth usage                    | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Data throughput                    | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Number of TCP connections          | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Network bandwidth                  | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Network transfer speed             | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Network delay                      | network              | Internet resources   | Network monitoring equipment | Value change event (rise, fall)   | yes            |
| Number of processes                | processes            | Operating system resources | Operating system interface | Value change event (rise, fall)   | no             |
| Number of threads                  | threads              | Operating system resources | Operating system interface | Value change event (rise, fall)   | no             |
| Number of events                   | events               | Operating system resources | Operating system interface | Value change event (rise, fall)   | no             |
| Number of available services       | service              | Service resources    | Discovery server            | Value change event (rise, fall)   | yes            |
| Service call time                  | service              | Service resources    | Monitoring software         | Value change event (rise, fall)   | yes            |
| Service call frequency             | service              | Service resources    | Monitoring software         | Value change event (rise, fall)   | yes            |
| Service response time              | service              | Service resources    | Monitoring software         | Value change event (rise, fall)   | yes            |

The changes of the REEs include value-based changes and status-based changes. Value-based changes can be CPU usage, memory usage, etc., and status-based changes can be disk drive, network card drive, etc. As the user environment elements change, the computing environment elements will change accordingly, so we only analyze the behavior trends of the computing environment elements.

Table 1 lists the computing environment elements.

2.2. Method Steps

The flow chart of this method is shown in figure 1.
Select environment elements according to the environment element system

Collect historical data of the environment elements

Differential processing of historical data series

Perform autocorrelation analysis and partial autocorrelation analysis

Parameter estimation and model fitting

Significance test

Residual analysis

Use models to predict and analyze changes in environment elements

**Figure 1.** The flow chart of behavior trend analysis method based on ARIMA.

**Step 1:** Select software REEs.
**Step 2:** Collect historical data of the behavior of REEs and draw historical data sequence charts. Tools can be used that comes with the system, or auxiliary tool plug-ins installed in the system or programs coded for collecting data. The plug-ins should have little impact on the system and not affect the data accuracy.
**Step 3:** Perform differential processing on historical data and remove the periodicity of data trend. Generally the mean values of original time series fluctuate up and down, which do not meet the need of stationarity and need to be processed with difference processing. So they can be processed by the first-order or higher-order difference successively, then the time series are judged whether stationary after difference.
**Step 4:** Perform autocorrelation analysis and partial autocorrelation analysis based on the historical data sequence after difference processing. The calculation of autocorrelation function ACF is given as follows.

\[
\rho_k = \frac{\text{Cov}(y_t, y_{t-k})}{\text{Var}(y_t)} = \frac{\gamma_k}{\gamma_0}
\]  

(1)

where \(\text{Cov}(y_t, y_{t-k})\) and \(\gamma_k\) represent autocovariance, \(\text{Var}(y_t)\) and \(\gamma_0\) represent sample difference.

The calculation of autocorrelation function PACF is given as follows:

\[
\rho_{y_{t-k}|y_{t-k+1}} = \frac{E\left[\left(y_t - \hat{E}y_t\right)\left(y_{t-k} - \hat{E}y_{t-k}\right)\right]}{E\left(y_{t-k} - \hat{E}y_{t-k}\right)^2} = \frac{E[y_t - \hat{E}y_t]}{E[y_{t-k} - \hat{E}y_{t-k}]}
\]  

(2)

where \(\rho_{y_{t-k}|y_{t-k+1}}\) represents the influence of \(y_{t-k}\) on \(y_t\) after eliminating the interference of \(k-1\) random variables \(y_{t-1}, y_{t-2}, \ldots, y_{t-k+1}\) in the environment element data, and \(\hat{E}y_t = E[y_t|y_{t-1}, \ldots, y_{t-k+1}], \hat{E}y_{t-k} = E[y_{t-k}|y_{t-1}, \ldots, y_{t-k+1}]\).

**Step 5:** Estimate the model parameters and construct a trend analysis model of REEs behavior based on the ACF and PACF functions. The model parameters can be estimated by means of the least square method or the maximum likelihood method, and a set of optimal \(p, q\) are finally obtained as the \(p, q\) combination in the ARIMA\((p,d,q)\) model.

**Step 6:** Implement residual analysis and significance test. The residual analysis of the model is to verify whether the residuals of the model are independent, that is, whether the residual sequence is a white noise process with mean value of 0 and variance of 1.
Step 7: Analyze the behavior trend of environmental elements. Based on the constructed model, for any given time, the values of REEs can be calculated, then the behavior trend of REEs can be predicted.

3. Experiment and Analysis

3.1. Experiment Environment Deployment
Rainbow-znn \cite{10} software is selected as the target system for instance verification. The deployment of the entire experimental environment is shown in figure 2.

![Figure 2. The deployment diagram of experiment environment.](image)

1) Web1 to web4 services and Apache-2.2.16 are deployed on node 4, 5, 6 and 7 respectively, so they can simulate the service pools with service 1 to service 4 in znn.com.
2) The znnservice service (rainbow-znn’s server) and COMPAS J2EE framework are deployed on node 3, and Hyperic-Sigar is launched to collect the running information (e.g. CPU utilization, hard disk I/O, memory, network etc.).
3) The distributor-0.7 provided by install-lb.sh in the znn.com installation package is deployed on node 2 to realize the load balance of znndist service.
4) The znnclient service is deployed on node 1 to simulate the client of znn.com. In addition, Jmeter-2.5.1 is deployed on this node to simulate user access.

3.2. Experiment Process
1) Record environment information, here take CPU utilization as the targeted REE. The time-stamp and CPU utilization data are obtained, where the data set is obtained in increments of 5 minutes as shown in figure 3.
2) Perform differential processing on collected data and remove the periodicity and trend of the data. From figure 3, it can be seen that the trend of CPU utilization does not meet the need of stationarity, so the original time series are processed by the first-order difference. The data after the first-order difference is shown in figure 4, so the difference order d is set to 1.

![Figure 3. CPU utilization rate chart.](image)  ![Figure 4. Data after the first difference.](image)

3) Perform autocorrelation and partial autocorrelation analysis on the data after the first difference. A python script is given to calculate the values of ACF and PACF, as shown in figure 5 and figure 6.
Figure 5. ACF chart after the first difference.  

Figure 6. PACF chart after the first difference.

4) Estimate the model parameters and determine the order of \( p \) corresponding to ACF, the order of \( q \) corresponding to PACF. Here the order of \( p \) is 1 and the order of \( q \) is 4, and the model is shown in (3):

\[
y_t = 0.808 \times y_{t-1} + \varepsilon_t + 1.088 \times \varepsilon_{t-3} - 0.359 \times \varepsilon_{t-1} + 0.259 \times \varepsilon_{t-4}
\]

where \( y_t \) is the observed value of CPU utilization at time \( t \), and \( \{\varepsilon_t\} \) is the standard normal white noise sequence, \( E(\varepsilon_t) = 0, \text{Var}(\varepsilon_t) = \sigma^2, E(\varepsilon_t, \varepsilon_s) = 0, s \neq t \).

5) Significance test and residual analysis. The significance test results are shown in table 2.

Table 2. Significance test results.

| Model       | Model fitness statistics | Ljung-Box Q(18) |
|-------------|--------------------------|-----------------|
| CPU_B-model | Stationary               | R²              | Statistics   | DF | Significance |
|             | 0.153                    | 0.722           | 70.222       | 14 | 0.000        |

| CPU_B-model | CPU_B | No conversion | AR | Lag | Estimate | SE  | T   | Significance |
|-------------|-------|---------------|----|-----|----------|-----|-----|--------------|
|              |       |               |    |     | 1        |     | 22.667 | 0.000         |
|              |       |               |    |     | 1.088    | 0.35 | 30.661 | 0.000         |
|              |       |               |    |     | -0.359   | 0.44 | -8.111 | 0.000         |
|              |       |               |    |     | -0.259   | 0.37 | 7.007  | 0.000         |

Perform residual analysis on ARIMA(1,1,4) and the analysis results are shown in figure 7. Therefore, ARIMA(1,1,4) fits reasonably.

Figure 7. Analysis result of residual error.

6) Predict and analyze the trend of CPU utilization behavior. The corresponding analysis results are shown in figure 8. It can be seen that after the 185th data point, the CPU usage rate starts to rise and will continue to rise and exceed the threshold.
4. Conclusion
This paper proposes the behavior trend analysis method of REEs based on ARIMA, which can analyze and predict how the behavior of REEs will change. Through the historical data collection of REEs, analysis of their future behavior trends is realized. Thus before the actual changes of REEs happen, the corresponding adaptation strategies can be determined in advance according to the analysis results, or the corresponding adaptation strategies can be formulated online.
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