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Abstract. Let $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) be the (+)-part (resp. (-)-part) of the Drinfeld-Jimbo quantum group of type $A_N$ over a field $K$. With respect to Jimbo relations and the PBW $K$-basis $B$ of $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) established by Yamane, it is shown, by constructing an appropriate monomial ordering $\prec$ on $B$, that $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) is a solvable polynomial algebra. Consequently, further structural properties of $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) and their modules may be established and realized in a constructive-computational way.
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1. Introduction

Let $K$ be a field, and let $U_q(A_N)$ be the Drinfeld-Jimbo quantum group of type $A_N$ in the sense of ([Dr], [Jim]), that is, with $q \in K$, $q^8 \neq 1$, and a positive integer $N$, $U_q(A_N)$ is generated by \{\(E_i, K_i^\pm 1, F_i\) | $1 \leq i, j \leq N$\} over $K$ subject to the relations

\[
K = \left\{ K_iK_j - K_jK_i, K_iK_i^{-1} - 1, K_i^{-1}K_i - 1, 
E_jK_i^{\pm 1} - q^{\pm d_{i,j}}K_i^{\mp 1}E_j, 
K_i^{\pm 1}F_j - q^{\pm d_{i,j}}F_jK_i^{\pm 1} \right\};
\]

\[
T = \left\{ E_iF_j - F_jE_i - \delta_{ij}K_i^{2-K_i^{-2}}, K_i^{-2} - K_i^2 \right\};
\]

\[
S^+ = \left\{ \frac{1-a_{ij}}{v} \sum_{v=0}^{1-a_{ij}} (-1)^v \left[ 1 - \frac{a_{ij}}{v} \right] E_i^{1-a_{ij}-v}E_j^v \left| i \neq j, t = q^{2d_{i,j}} \right. \right\};
\]
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Let $U_q^0(A_N)$, $U_q^+(A_N)$, and $U_q^-(A_N)$ be the subalgebras of $U_q(A_N)$ generated by \(K_i^{\pm 1} : 1 \leq i \leq N\), \(E_i : 1 \leq i \leq N\), and \(F_i : 1 \leq i \leq N\), respectively. Then $U_q(A_N)$ has the triangular decomposition

\[
U_q(A_N) \cong U_q^+(A_N) \otimes_K U_q^0(A_N) \otimes_K U_q^-(A_N),
\]

where $U_q^+(A_N)$ and $U_q^-(A_N)$ are called the (+)-part and (−)-part of $U_q(A_N)$ respectively. In [Ros] and [yam], it was proved that with respect to the Jimbo defining relations, $U_q^+(A_N)$ (similarly $U_q^-(A_N)$) has the standard PBW $K$-basis $B$ (see Section 2 for this basis). In this paper, we show (in Section 2) that there is a monomial ordering $\prec$ on the PBW basis $B$ of $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) that makes $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) into a solvable polynomial algebra in the sense of [K-RW]. In Section 3, we show that the main result (Theorem 2.3) obtained in Section 2 may enable us to establish and realize further structural properties of $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) and their modules in a constructive-computational way.

Throughout this note, $K$ denotes a field of characteristic $0$, $K^* = K - \{0\}$, and all $K$-algebras considered are associative with multiplicative identity $1$. If $S$ is a nonempty subset of an algebra $A$, then we write $\langle S \rangle$ for the two-sided ideal of $A$ generated by $S$.

### 2. $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) is a solvable polynomial algebra

We start by recalling from ([K-RW], [Li1, 6]) the following definitions and notations. Suppose that a finitely generated $K$-algebra $A = K[a_1, \ldots, a_n]$ has the PBW $K$-basis $B = \{a^\alpha = a_1^{\alpha_1} \cdots a_n^{\alpha_n} : \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n\}$, and that $\prec$ is a total ordering on $B$. Then every nonzero element $f \in A$ has a unique expression

\[
\begin{align*}
f &= \lambda_1 a^{\alpha(1)} + \lambda_2 a^{\alpha(2)} + \cdots + \lambda_m a^{\alpha(m)}, \\
&\text{such that } a^{\alpha(1)} \prec a^{\alpha(2)} \prec \cdots \prec a^{\alpha(m)},
\end{align*}
\]

where $\lambda_j \in K^*$, $a^{\alpha(j)} = a_1^{\alpha_1(j)} a_2^{\alpha_2(j)} \cdots a_n^{\alpha_n(j)} \in B$, $1 \leq j \leq m$.

Since elements of $B$ are conventionally called monomials, the leading monomial of $f$ is defined as $\text{LM}(f) = a^{\alpha(m)}$, the leading coefficient of $f$ is defined as $\text{LC}(f) = \lambda_m$, and the leading term of $f$ is defined as $\text{LT}(f) = \lambda_m a^{\alpha(m)}$.

**Definition 2.1** Suppose that the $K$-algebra $A = K[a_1, \ldots, a_n]$ has the PBW basis $B$. If $\prec$ is a total ordering on $B$ that satisfies the following three conditions:
(1) \(\prec\) is a well-ordering (i.e., every nonempty subset of \(B\) has a minimal element);
(2) For \(a^\gamma, a^\alpha, a^\beta, a^\eta \in B\), if \(a^\gamma \neq 1\), \(a^\beta \neq a^\gamma\), and \(a^\gamma = LM(a^\alpha a^\beta a^\eta)\), then \(a^\beta \prec a^\gamma\) (thereby \(1 \prec a^\gamma\) for all \(a^\gamma \neq 1\));
(3) For \(a^\gamma, a^\alpha, a^\beta, a^\eta \in B\), if \(a^\alpha \prec a^\beta\), \(LM(a^\gamma a^\alpha a^\eta) \neq 0\), and \(LM(a^\gamma a^\beta a^\eta) \notin \{0, 1\}\), then \(LM(a^\gamma a^\alpha a^\eta) \prec LM(a^\gamma a^\beta a^\eta)\),

then \(\prec\) is called a monomial ordering on \(B\) (or a monomial ordering on \(A\)).

**Definition 2.2** A finitely generated \(K\)-algebra \(A = K[a_1, \ldots, a_n]\) is called a solvable polynomial algebra if \(A\) has the PBW \(K\)-basis \(B = \{a^\alpha = a_1^{\alpha_1} \cdots a_n^{\alpha_n} \mid \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n\}\) and a monomial ordering \(\prec\) on \(B\), such that for \(\lambda_{ji} \in K^*\) and \(f_{ji} \in A\),

\[
\begin{align*}
    a_j a_i &= \lambda_{ji} a_i a_j + f_{ji}, & 1 \leq i < j \leq n, \\
    LM(f_{ji}) &= a_i a_j \text{ whenever } f_{ji} \neq 0.
\end{align*}
\]

It follows from [K-RW] that a solvable polynomial algebra \(A\) is equipped with an algorithmic Gröbner basis theory, that is, every (two-sided, respectively one-sided) ideal of \(A\) and every submodule of a free (left) \(A\)-module has a finite Gröbner basis which can be produced by running a noncommutative Buchberger Algorithm with respect to a given monomial ordering. It is also well known that nowadays the noncommutative Buchberger Algorithm for solvable polynomial algebras and their modules has been successfully implemented in the computer algebra system Plural [LS]. Concerning basic constructive-computational theory and methods for solvable polynomial algebras and their modules, one is referred to [Li6] for more details.

Now, we aim to prove the following result.

**Theorem 2.3** If \(q^8 \neq 1\), then the algebra \(U_q^+(A_N)\) is a solvable polynomial algebra in the sense of Definition 2.2.

**Proof** First, recall that the Jimbo relations, namely the defining relations of \(U_q^+(A_N)\) as described in [Yam], are given by

\[
\begin{align*}
    f_{13} &= x_{mn} x_{ij} - q^{-2} x_{ij} x_{mn}, & ((i, j), (m, n)) &\in C_1 \cup C_3, \\
    f_{26} &= x_{mn} x_{ij} - x_{ij} x_{mn}, & ((i, j), (m, n)) &\in C_2 \cup C_6, \\
    f_4 &= x_{mn} x_{ij} - x_{ij} x_{mn} + (q^2 - q^{-2}) x_{in} x_{mj}, & ((i, j), (m, n)) &\in C_4, \\
    f_5 &= x_{mn} x_{ij} - q^2 x_{ij} x_{mn} + qx_{in}, & ((i, j), (m, n)) &\in C_5,
\end{align*}
\]

where with \(A_N = \{(i, j) \in \mathbb{N} \times \mathbb{N} \mid 1 \leq i < j \leq N + 1\}\), the \(C_i\) are given by

\[
\begin{align*}
    C_1 &= \{(i, j), (m, n) \mid i = m < j < n\}, \\
    C_2 &= \{(i, j), (m, n) \mid i < m < n < j\}, \\
    C_3 &= \{(i, j), (m, n) \mid i < m = j\}, \\
    C_4 &= \{(i, j), (m, n) \mid i < m < j < n\}, \\
    C_5 &= \{(i, j), (m, n) \mid i < j = m < n\}, \\
    C_6 &= \{(i, j), (m, n) \mid i < j < m < n\}.
\end{align*}
\]
It follows from [Yam] that for \( q^8 \neq 1 \), \( U_q^+(A_N) \) has the standard PBW \( K \)-basis

\[
B = \{ 1, \, x_{i_1 j_1} x_{i_2 j_2} \cdots x_{i_k j_k} \mid (i_1, j_1) \in \Lambda_N, \, k \geq 1, \, (i_1, j_1) \leq_{lex} (i_2, j_2) \leq_{lex} \cdots \leq_{lex} (i_k, j_k) \},
\]

where \( \leq_{lex} \) is the lexicographic ordering on \( \Lambda_N \), i.e.,

\[
(l, k) \leq_{lex} (i, j) \iff \begin{cases} l < i, \\ \text{or} \ l = i \text{ and } k < j. \end{cases}
\]

We now start on constructing a monomial ordering on \( B \). In doing so, we let \( X = \{ x_{ij} \mid (i, j) \in \Lambda_N \} \) and introduce an ordering \( \prec \) on \( X \): for \( x_{lk}, x_{ij} \in X \),

\[
x_{lk} \prec x_{ij} \iff \begin{cases} l < i, \\ \text{or} \ l = i \text{ and } k > j. \end{cases}
\]

Note that the ordering \( \prec \) is not the one introduced by the lexicographic ordering \( \leq_{lex} \) on \( \Lambda_N \). Furthermore, we extend \( \prec \) to \( B \):

\[
1 \prec u \text{ for all } u = x_{i_1 j_1} x_{i_2 j_2} \cdots x_{i_r j_r} \in B - \{ 1 \},
\]

and for \( u = x_{i_1 j_1} x_{i_2 j_2} \cdots x_{i_r j_r}, \, v = x_{l_1 t_1} x_{l_2 t_2} \cdots x_{l_h t_h} \in B \),

\[
u \prec v \iff \begin{cases} r < h \text{ and } x_{i_1 j_1} = x_{l_1 t_1}, x_{i_2 j_2} = x_{l_2 t_2}, \ldots, x_{i_r j_r} = x_{l_r t_r}, \\ \text{or there exists an } m, 1 \leq m \leq r, \text{ such that} \\ x_{i_1 j_1} = x_{l_1 t_1}, x_{i_2 j_2} = x_{l_2 t_2}, \ldots, x_{i_{m-1} j_{m-1}} = x_{l_{m-1} t_{m-1}} \text{ but } x_{i_m j_m} \prec x_{l_m t_m}.\end{cases}
\]

It is straightforward to check that \( \prec \) is reflexive, antisymmetrical, transitive, and any two generators \( x_{ij}, x_{kl} \in X \) are comparable, thereby \( \prec \) is a total ordering on \( B \). Also since \( \Lambda_N \) is a finite set, it can be directly verified that \( \prec \) satisfies the descending chain condition on \( B \), namely \( \prec \) is a well-ordering on \( B \).

It remains to show that \( \prec \) satisfies the conditions (2) and (3) of Definition 2.1, and that with respect to \( \prec \) on \( B \), the relations \( f_{i_13}, \, f_{26}, \, f_4 \) and \( f_5 \) satisfied by generators of \( U_q^+(A_N) \) (which are given by the Jimbo relations) have the property required by Definition 2.2. To see this, let \( x_{mn}, x_{kl}, x_{ij} \in X \), and suppose that \( x_{mn} \prec x_{kl} \). If \( ((i, j), (m, n)) \in C_4 \), then since \( i < m < j < n \) and \( x_{in} x_{mj} \in B \), the jinbo relation \( f_4 \) gives rise to

\[
x_{mn} x_{ij} = x_{ij} x_{mn} - (q^2 - a^{-2}) x_{in} x_{mj}
\]

with \( \text{LM}(a^2 - a^{-2}) x_{in} x_{mj} = x_{in} x_{mj} \prec x_{ij} x_{mn} = \text{LM}(x_{mn} x_{ij}) \).

On the other hand, since \( i < j \), if \( ((i, j), (k, l)) \in C_4 \), then noticing \( i < k < j < l \) and \( x_{il} x_{kj} \in B \), the jinbo relation \( f_4 \) gives rise to

\[
x_{kl} x_{ij} = x_{ij} x_{kl} - (q^2 - a^{-2}) x_{il} x_{kj}
\]

with \( \text{LM}(a^2 - a^{-2}) x_{il} x_{kj} = x_{il} x_{kj} \prec x_{ij} x_{kl} = \text{LM}(x_{kl} x_{ij}) \).
Thus, we have shown that if \(((i, j), (m, n)), ((i, j), (k, l))\) \(\in C_4\), then
\[
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{mn}x_{ij}) = x_{ij}x_{mn} \prec x_{ij}x_{kl} = \text{LM}(x_{kl}x_{ij}),
\]
and the generating relations of \(U_q^+(A_N)\) determined by \(f_4\)
have the property required by Definition 2.2.

Similarly in the case that \(((m, n), (i, j)), ((k, l), (i, j))\) \(\in C_4\), we have
\[
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{ij}x_{mn}) = x_{mn}x_{ij} \prec x_{kl}x_{ij} = \text{LM}(x_{ij}x_{kl}),
\]
and the generating relations of \(U_q^+(A_N)\) determined by \(f_4\)
have the property required by Definition 2.2.

Furthermore, if \(((i, j), (m, n)), ((i, j), (k, l))\) \(\in C_5\), then since \(i < j = m < n\) and \(x_{in}, x_{il} \in \mathcal{B}\),
the jimbo relation \(f_5\) gives rise to
\[
\begin{align*}
x_{mn}x_{ij} &= q^2x_{ij}x_{mn} - qx_{in} \\
&\quad \text{with } \text{LM}(qx_{in}) = x_{in} \prec x_{ij}x_{mn} = \text{LM}(x_{mn}x_{ij}), \quad (1) \\
x_{kl}x_{ij} &= q^2x_{ij}x_{kl} - qx_{il} \\
&\quad \text{with } \text{LM}(qx_{il}) = x_{il} \prec x_{ij}x_{kl} = \text{LM}(x_{kl}x_{ij}).
\end{align*}
\]

This shows that if \(((i, j), (m, n)), ((i, j), (k, l))\) \(\in C_5\), then
\[
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{mn}x_{ij}) = x_{ij}x_{mn} \prec x_{ij}x_{kl} = \text{LM}(x_{kl}x_{ij}),
\]
and the generating relations of \(U_q^+(A_N)\) determined by \(f_5\)
have the property required by Definition 2.2.

Furthermore, if \(((i, j), (m, n)), ((i, j), (k, l))\) \(\in C_5\), we also have
\[
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{ij}x_{mn}) = x_{mn}x_{ij} \prec x_{kl}x_{ij} = \text{LM}(x_{ij}x_{kl}),
\]
and the generating relations of \(U_q^+(A_N)\) determined by \(f_5\)
have the property required by Definition 2.2.

At this stage, the relations \(f_{13}, f_{26}, f_4,\) and \(f_5\), the assertions (1), (2), (3), and (4) derived above,
all together enable us to conclude that for any \(x_{mn}, x_{kl}, x_{ij} \in \mathcal{X}\), if \(x_{mn} \prec x_{kl}\) then then
\[
\begin{align*}
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{ij}x_{mn}) &= x_{mn}x_{ij} \prec x_{kl}x_{ij} \text{LM}(x_{ij}x_{kl}), \\
x_{mn} \prec x_{kl} \text{ implies } \text{LM}(x_{mn}x_{ij}) &= x_{ij}x_{mn} \prec x_{ij}x_{kl} = \text{LM}(x_{kl}x_{ij}),
\end{align*}
\]
and the generating relations of \(U_q^+(A_N)\) determined by \(f_{13}, f_{26}, f_4,\) and \(f_5\)
have the property required by Definition 2.2.

Finally, by means of the assertions (1), (2), (3), (4), and (5) derived above, it is straightforward
 to check that the conditions (2) and (3) of Definition 2.1 are satisfied by \(\prec\), thereby \(\prec\) is a
monomial ordering on \(\mathcal{B}\), and consequently, \(U_q^+(A_N)\) is a solvable polynomial algebra
in the sense of Definition 2.2, as desired. \(\square\)

Similarly, the following assertion holds.
Theorem 2.4 Let $U_q^-(A_N)$ be the (−)-part of the Drinfeld-Jimbo quantum group of type $A_N$. Then $U_q^-(A_N)$ is a solvable polynomial algebra in the sense of Definition 2.2.

Also by [L6, Proposition 1.1.6] we have the following

Theorem 2.5 The tensor product $R = U_q^+(A_N) \otimes_K U_q^-(A_N)$ is a solvable polynomial algebra, where, for convenience, if $B_1$ and $B_2$ denote the PBW bases of $U_q^+(A_N)$ and $U_q^-(A_N)$ respectively, $\prec_1$ and $\prec_2$ denote the monomial orderings of $U_q^+(A_N)$ and $U_q^-(A_N)$ respectively, then $\mathcal{B} = \{ u \otimes v \mid u \in B_1, \ v \in B_2 \}$ is a PBW basis of $R$, and a monomial ordering $\prec$ on $\mathcal{B}$ is defined subject to the rule: for $u_1 \otimes v_1, u_2 \otimes v_2 \in \mathcal{B}$,

$$u_1 \otimes v_1 \prec u_2 \otimes v_2 \iff \begin{cases} \ \ \ u_1 \prec_1 u_2 \\ \text{or} \\ \ u_1 = u_2 \text{ and } v_1 \prec_2 v_2. \end{cases}$$

3. Applications of Theorem 2.3 and Theorem 2.4

Let $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) be the (+)-part (resp. (−)-part) of the Drinfeld-Jimbo quantum group of type $A_N$. In this section, we show that Theorem 2.3 and Theorem 2.4 obtained in the last section may enable us to establish and realize further structural properties of the algebra $U_q^+(A_N)$ (resp. $U_q^-(A_N)$) and their modules in a constructive-computational way. For more details on the basic constructive-computational theory and methods for solvable polynomial algebras and their modules, one is referred to [Li6]. All notions and notations used in previous sections are retained.

As the first application of Theorem 2.3, we recapture a known result (see [Li3, P.135, Example 2]) concerning the defining relations of $U_q^+(A_N)$.

Proposition 3.1 Let $K\langle X \rangle = K\langle X_{ij} \mid (i,j) \in \Lambda_N \rangle$ be the free $K$-algebra generated by $X = \{ X_{ij} \mid (i,j) \in \Lambda_N \}$, and

$$\mathcal{G} = \left\{ \begin{array}{ll} F_{13} = X_{mn}X_{ij} - q^{-2}X_{ij}X_{mn}, & ((i,j), (m,n)) \in C_1 \cup C_3, \\ F_{26} = X_{mn}X_{ij} - X_{ij}X_{mn}, & ((i,j), (m,n)) \in C_2 \cup C_6, \\ F_4 = X_{mn}X_{ij} - X_{ij}X_{mn} + (q^2 - q^{-2})X_{in}X_{mj}, & ((i,j), (m,n)) \in C_4, \\ F_5 = X_{mn}X_{ij} - q^2X_{ij}X_{mn} + qX_{in}, & ((i,j), (m,n)) \in C_5, \end{array} \right\}$$

the set of defining relations of $U_q^+(A_N)$, where with $\Lambda_N = \{ (i,j) \in \mathbb{N} \times \mathbb{N} \mid 1 \leq i < j \leq N + 1 \}$.
the $C_i$s are given by

\[
C_1 = \{((i, j), (m, n)) \mid i = m < j < n\},
\]

\[
C_2 = \{((i, j), (m, n)) \mid i < m < n < j\},
\]

\[
C_3 = \{((i, j), (m, n)) \mid i < m < j = n\},
\]

\[
C_4 = \{((i, j), (m, n)) \mid i < m < j \leq n\},
\]

\[
C_5 = \{((i, j), (m, n)) \mid i < j = m < n\},
\]

\[
C_6 = \{((i, j), (m, n)) \mid i < j < m < n\}.
\]

Then, there exists a monomial ordering $\prec_X$ on $K\langle X \rangle$ such that $G$ is a Gröbner basis (in the sense of [Mor]) of the ideal $\langle G \rangle$, and

\[
LM(G) = \{X_{mn}X_{ij} \mid ((i, j), (m, n)) \in C_1 \cup C_2 \cup \cdots \cup C_6, \ (i, j) \prec_{\text{lex}} (m, n)\}.
\]

where $LM(G)$ is the set of leading monomials $LM(g)$ of elements $g \in G$ (for an $F \in K\langle X \rangle$, $LM(F)$ is defined with respect to $\prec_X$, as that defined for an element in a solvable polynomial algebra in the last section).

A similar result holds true for $U_q^-(A_N)$.

**Proof** Since $U_q^+(A_N)$ is a solvable polynomial algebra by Theorem 2.3, this follows from a constructive characterization of solvable polynomial algebras [Li4, Theorem 2.1] (see also [Li6, Theorem 1.2.1]).

The next proposition stems from [Li2, Section 6, Example 1] and [Li3, P.167 Example 3; Ch.7, Section 5.7, Corollary 7.6; section 6.3, Corollary 3.2].

**Proposition 3.2** [Li6, Proposition A1.16, Proposition 1.2.2] Let $A = K[a_1, \ldots, a_n]$ be a solv-

able polynomial algebra with admissible system $(B, \prec)$. Then $A \cong K\langle X \rangle/\langle G \rangle$, where $K\langle X \rangle = K\langle X_1, \ldots, X_n \rangle$ is the free $K$-algebra of $n$ generators and $G$ is a Gröbner basis of the ideal $\langle G \rangle$ in $K\langle X \rangle$ with respect to some monomial ordering $\prec$ such that $LM(G) = \{X_jX_i \mid 1 \leq i < j \leq n\}$, and the following statements hold.

(i) $A$ has Gelfand-Kirillov dimension $GK.dima = n$.

(ii) $A$ has global (homological) dimension $gl.dima \leq n$. If $K\langle X \rangle$ is equipped with a positive-weight $\mathbb{N}$-gradation and $G$ is a homogeneous Gröbner basis, then $gl.dima = n$.

(iii) If $K\langle X \rangle$ is $\mathbb{N}$-graded by assigning each $X_i$ the degree 1, and $G$ is a homogeneous Gröbner basis, then $A$ is a homogeneous 2-Koszul algebra; otherwise, $A$ is a non-homogeneous 2-Koszul algebra in the sense of ([Pos], [BG]).

For the sake of saving notation, except for retaining all notions and other notations used in previous sections, in what follows we use $R^+$ (resp. $R^-$) to denote the algebra $U_q^+(A_N)$ (resp. $U_q^-(A_N)$).

**Theorem 3.3** With notation fixed above, the following statements hold.
(i) $R^+$ (resp. $R^-$) is a Noetherian domain.
(ii) $R^+$ (resp. $R^-$) has Gelfand-Kirillov dimension $\frac{N(N+1)}{2}$.
(iii) $R^+$ (resp. $R^-$) has global homological dimension $\leq \frac{N(N+1)}{2}$.
(iv) $R^+$ (resp. $R^-$) is a non-homogeneous 2-Koszul algebra in the sense of ([Pos], [BG2]).

**Proof** We prove all assertions for $R^+$, because similar argumentation works well for $R^-$. 

(i) Though this result have been known from the literature (see [Yam]), here we emphasize that this property may follow immediately from Theorem 2.3. More precisely, that $R^+$ has no divisors of zero follows from the fact that $\text{LM}(fg) = \text{LM}(f)\text{LM}(g)$ for all nonzero $f, g \in R^+$, and that the Noetherianess of $R^+$ follows from the fact that every nonzero one-sided ideal has a finite Gröbner basis (see [K-RW]).

Note that $R^+$ is a solvable polynomial algebra by Theorem 2.3, and it has $\frac{N(N+1)}{2}$ generators $x_{ij}$ (see the proof of Theorem 2.3). The assertions (ii), (iii), and (iv) follow from Proposition 3.1 and Proposition 3.2 above. □

Before stating the next result, let us recall the Auslander regularity and the Cohen-Macaulay property of an algebra for the reader’s convenience. A finitely generated algebra $A$ is said to

(a) be **Auslander regular** if $A$ has finite global homological dimension, and for every finitely generated left $A$-module $M$, every integer $j \geq 0$, and every (right) $A$-submodule $N$ of $\text{Ext}_A^j(M, A)$ we have that $j(N) \geq j$, where $j(N)$ is the grade number of $N$ which is the least integer $i$ such that $\text{Ext}_A^i(M, A) \neq 0$;

(b) satisfy the **Cohen-Macaulay property** if for every finitely generated left $A$-module $M$ we have the equality: $\text{GK.dim}M + j(M) = \text{GK.dim}A$, where $\text{GK.dim}$ denotes the Gelfand-Kirillov dimension of a module.

Concerning the Auslander regularity and the Cohen-Macaulay property of an algebra, particularly, an algebra with filtered-graded structures, one is referred to [LVO].

**Theorem 3.4** With notation as above, the following statements hold.

(i) $R^+$ (resp. $R^-$) is an Auslander regular algebra satisfying the Cohen-Macaulay property.
(ii) The $K_0$-group of $R^+$ (resp. $R^-$) is isomorphic to $\mathbb{Z}$, the additive group of integers.

**Proof** We prove the two assertions only for $R^+$, because similar argumentation works well for $R^-$. 

(i) Our approach is to employ certain specified filtered-graded structures associated with $R^+$. As in the proof of Theorem 2.3, let $\Lambda_N = \{(i, j) \in \mathbb{N} \times \mathbb{N} \mid 1 \leq i < j \leq N+1\}$,
\[ X = \{ x_{ij} \mid (i, j) \in \Lambda_N \}, \]
\[ C_1 = \{ ((i, j), (m, n)) \mid i = m < j < n \}, \]
\[ C_2 = \{ ((i, j), (m, n)) \mid i < m < n < j \}, \]
\[ C_3 = \{ ((i, j), (m, n)) \mid i < m < j = n \}, \]
\[ C_4 = \{ ((i, j), (m, n)) \mid i < m < j < n \}, \]
\[ C_5 = \{ ((i, j), (m, n)) \mid i < j = m < n \}, \]
\[ C_6 = \{ ((i, j), (m, n)) \mid i < j < m < n \}, \]

and
\[ B = \{ 1, x_{i_1 j_1}x_{i_2 j_2} \cdots x_{i_k j_k} \mid (i_1, j_1) \in \Lambda_N, \ k \geq 1, \ (i_1, j_1) \leq_{\text{lex}} (i_2, j_2) \leq_{\text{lex}} \cdots \leq_{\text{lex}} (i_k, j_k) \} \]

which is the PBW \( K \)-basis of \( R^+ \). Furthermore, for every \( x_{ij} \in X \), we assign the degree \( d(x_{ij}) = 1 \), so that each standard monomial \( u = x_{i_1 j_1}x_{i_2 j_2} \cdots x_{i_k j_k} \in B \) has a unique degree
\[ d(u) = d(x_{i_1 j_1}) + d(x_{i_2 j_2}) + \cdots + d(x_{i_k j_k}). \]

Now, let us take the \( \mathbb{N} \)-filtration \( FR^+ = \{ F_q R^+ \}_{q \in \mathbb{N}} \) of \( R^+ \) determined by \( B \), where
\[ F_q R^+ = K \text{-span}\{ u \in B \mid d(u) \leq q \}, \quad q \in \mathbb{N}. \]

It is straightforward to check that \( F_0 R^+ = K, F_q R^+ \subseteq F_{q+1} R^+ \) for all \( q \in \mathbb{N}, R^+ = \cup_{q \in \mathbb{N}} F_q R^+ \), and, by referring to the proof of Theorem 2.3,
\[ F_{q_1} R^+ F_{q_2} R^+ \subseteq F_{q_1 + q_2} R^+, \quad q_1, q_2 \in \mathbb{N}. \]

Hence, the filtration \( FR^+ \) constructed above makes \( R^+ \) into an \( \mathbb{N} \)-filtered algebra (indeed, one may check easily that the filtration \( FR^+ \) defined here coincides with the natural standard filtration of \( R^+ \), see also [Li6, Proposition A3.6]). Considering the associated \( \mathbb{N} \)-graded algebra \( G(R^+) = \oplus_{q \in \mathbb{N}} G(R^+)_q \) of \( R^+ \), where \( G(R^+)_0 = K, G(R^+)_q = F_q R^+/F_{q-1} R^+, \ q \geq 1 \), then \( G(R^+) = K[\sigma(x_{ij}) \mid (i, j) \in \Lambda_N] \), where \( \sigma(x_{ij}) \) is the homogeneous element in \( G(R^+) \) represented by \( x_{ij} \) and \( d(\sigma(x_{ij})) = 1 = d(x_{ij}), \) such that
\[ \sigma(x_{mn})\sigma(x_{ij}) = q^{-2}\sigma(x_{ij})\sigma(x_{mn}), \quad ((i, j), (m, n)) \in C_1 \cup C_3, \]
\[ \sigma(x_{mn})\sigma(x_{ij}) = \sigma(x_{ij})\sigma(x_{mn}), \quad ((i, j), (m, n)) \in C_2 \cup C_6, \]
\[ \sigma(x_{mn})\sigma(x_{ij}) = \sigma(x_{ij})\sigma(x_{mn}) - (q^2 - q^{-2})\sigma(x_{in})\sigma(x_{mj}), \quad ((i, j), (m, n)) \in C_4, \]
\[ \sigma(x_{mn})\sigma(x_{ij}) = q^2\sigma(x_{ij})\sigma(x_{mn}), \quad ((i, j), (m, n)) \in C_5. \]

Note that with the aid of the monomial ordering \( < \) on \( B \) (as constructed in the proof of Theorem 2.3), we can further construct a graded monomial ordering \( <_d \) on \( B \) as follows: for \( u, v \in B \),
\[ u <_d v \iff \begin{cases} d(u) < d(v), \\ \text{ord}(u) = d(v) \text{ and } u < v. \end{cases} \]
It follows from [Li1, CH.IV, Theorem 4.1] that $G(R^+)$ is a quadratic solvable polynomial algebra with the PBW $K$-basis
\[
\sigma(B) = \left\{ \sigma(x_{i_1j_1})\sigma(x_{i_2j_2})\cdots\sigma(x_{i_kj_k}) \mid (i_\ell,j_\ell) \in \Lambda_N, \ k \geq 1, \\
(i_1,j_1) \leq_{lex} (i_2,j_2) \leq_{lex} \cdots \leq_{lex} (i_k,j_k) \right\}
\]
and the graded monomial ordering $<_d$ induced by that on $R^+$. Noticing that $q^2 \neq 0$, and $G(R^+)$ is an iterated skew polynomial algebra over the commutative polynomial ring $K[x_{mn}]$, $\sigma(x_{ij}) | ((i,j),(m,n)) \in C_2 \cup C_6$ (as one may see easily), it follows from [Lev], [Li1, P. 176, Theorem 1.1], and the foregoing Proposition 3.2(ii) that $G(R^+)$ is an Auslander regular algebra satisfying the Cohen-Macaulay property. Since the $\mathbb{N}$-filtration $FR^+$ of $R^+$ is a positive filtration and both $R^+$ and $G(R^+)$ are solvable polynomial algebras and hence are Noetherian domains, $R^+$ is then a Zariskian filtered ring in the sense of [LVO]. Also by [Li1] and [LVO] we know that $\text{GK.dim} R^+ = \text{GK.dim} G(R^+)$, and $\text{GK.dim} M = \text{GK.dim} G(M)$, $j_{G(R^+)}(M)$ hold true for every finitely generated $A$-module $M$, where $G(M)$ is the associated graded module of $M$ determined by a good filtration of $M$, and $j_{G(R^+)}(M)$, respectively $j_{G(R^+)}(G(M))$, denotes the grade number of $M$, respectively the graded number of $G(M)$. Therefore, it follows from [LVO, CH.III, Theorem 2, Theorem 6] that $R^+$ is an Auslander regular algebra satisfying the Cohen-Macaulay property.

(ii) That $K_0(R^+) \cong \mathbb{Z}$ follows from [Li1, P. 176, Theorem 1.1] (see also [LVO, P.125 Corollary 6.8], or [Li6, Theorem 3.3.3]).

This finishes the proof. \hfill \Box

Also let us mention a result concerning modules over $R^+$ (resp. $R^-$).

**Theorem 3.5** Let the algebra $R^+$ (resp. $R^-$) be as before. Then the following statements hold.

(i) Let $L$ be a nonzero left ideal of $R^+$, and $R^+/L$ the left $R^+$-module. Considering Gelfand-Kirillov dimesion, we have $\text{GK.dim} R^+/L < \text{GK.dim} A = \frac{N(N+1)}{2}$, and there is an algorithm for computing $\text{GK.dim} A/L$. Similar result holds true for $R^-$. 

(ii) Let $M$ be a finitely generated $R^+$-module. Then a finite free resolution of $M$ can be algorithmically constructed, and the projective dimension of $M$ can be algorithmically computed. Similar result holds true for $R^-$. 

**Proof** (ii) That $\text{Gk.dim} R^+ = \frac{N(N+1)}{2}$ follows from Theorem 3.3(ii). Since $R^+$ is a (quadric) solvable polynomial algebra by Theorem 2.3, it follows from [Li1, CH.V] that $\text{GK.dim} R^+/L < \frac{N(N+1)}{2}$ (this may also follow from classical Gelfand-Kirillov dimension theory [KL], for $R^+$ is now a Noetherian domain), and that there is an algorithm for computing $\text{GK.dim} R^+/L$.

(iii) This follows from [Li6, Ch.3]. \hfill \Box

We end this section by concluding that the algebra $R^+$ (resp. $R^-$) also has the elimination property for (one-sided) ideals in the sense of [Li5] (see also [Li6, A3]), and that this property
may be realized in a computational way. To see this clearly, let us first recall the Elimination Lemma given in [Li5]. Let \( A = K[a_1, a_2, \ldots, a_n] \) be a finitely generated \( K \)-algebra with the PBW basis \( B = \{a^\alpha = a_1^{\alpha_1}a_2^{\alpha_2} \cdots a_n^{\alpha_n} \mid \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \in \mathbb{N}^n\} \) and, for a subset \( U = \{a_{i_1}, a_{i_2}, \ldots, a_{i_r}\} \subset \{a_1, a_2, \ldots, a_n\} \) with \( i_1 < i_2 < \cdots < i_r \), let

\[
T = \left\{a_{i_1}^{\alpha_1}a_{i_2}^{\alpha_2} \cdots a_{i_r}^{\alpha_r} \mid (\alpha_1, \alpha_2, \ldots, \alpha_r) \in \mathbb{N}^r\right\}, \quad V(T) = K\text{-span}T.
\]

**Lemma 3.6** ([Li5, Lemma 3.1]) Let the algebra \( A \) and the notations be as fixed above, and let \( L \) be a nonzero left ideal of \( A \) and \( A/L \) the left \( A \)-module defined by \( L \). If there is a subset \( U = \{a_{i_1}, a_{i_2}, \ldots, a_{i_r}\} \subset \{a_1, a_2, \ldots, a_n\} \) with \( i_1 < i_2 < \cdots < i_r \), such that \( V(T) \cap L \neq \{0\} \), then

\[
\text{GK.dim}(A/L) \geq r.
\]

Consequently, if \( A/L \) has finite GK dimension \( \text{GK.dim}(A/L) = d < n \) (= the number of generators of \( A \)), then

\[
V(T) \cap L \neq \{0\}
\]

holds true for every subset \( U = \{a_{i_1}, a_{i_2}, \ldots, a_{i_{d+1}}\} \subset \{a_1, a_2, \ldots, a_n\} \) with \( i_1 < i_2 < \cdots < i_{d+1} \), in particular, for every \( U = \{a_1, a_2, \ldots, a_s\} \) with \( d + 1 \leq s \leq n - 1 \), we have \( V(T) \cap L \neq \{0\} \).

Once again, the discussion below will be carried out only for \( R^+ \), because similar argumentation works well for \( R^- \). Also for convenience of deriving the next theorem, let us write the set of generators of \( R^+ \) as \( X = \{x_1, x_2, \ldots, x_\omega\} \) with \( \omega = \frac{N(N+1)}{2} \), i.e., \( R^+ = K[x_1, x_2, \ldots, x_\omega] \). Thus, for a subset \( U = \{x_{i_1}, x_{i_2}, \ldots, x_{i_r}\} \subset \{x_1, x_2, \ldots, x_\omega\} \) with \( i_1 < i_2 < \cdots < i_r \), we write

\[
T = \left\{x_{i_1}^{\alpha_1}x_{i_2}^{\alpha_2} \cdots x_{i_r}^{\alpha_r} \mid (\alpha_1, \alpha_2, \ldots, \alpha_r) \in \mathbb{N}^r\right\}, \quad V(T) = K\text{-span}T.
\]

**Theorem 3.7** With notation as fixed above, let \( L \) be a left ideal of \( R^+ \). Then the following two statements hold.

(i) \( \text{GK.dim}R^+/L < \omega \), and if \( \text{GK.dim}R^+/L = d \), then

\[
V(T) \cap L \neq \{0\}
\]

holds true for every subset \( U = \{x_{i_1}, x_{i_2}, \ldots, x_{i_{d+1}}\} \subset D \) with \( i_1 < i_2 < \cdots < i_{d+1} \), in particular, for every \( U = \{x_1, x_2, \ldots, x_s\} \) with \( d + 1 \leq s \leq \omega - 1 \), we have \( V(T) \cap L \neq \{0\} \).

(ii) Without exactly knowing the numerical value \( \text{GK.dim}R^+/L \), the elimination property for a left ideal \( L = \sum_{i=1}^n R^+\xi_i \) of \( R^+ \) (resp. \( R^- \)) can be realized in a computational way, as follows:

Let \( \prec \) be the monomial ordering on the PBW basis \( B \) of \( R^+ \) as constructed in the proof of Theorem 2.3 (or let \( \prec_d \) be the graded monomial ordering as constructed in the proof of Theorem 3.4), and let \( V(T) \) be as in (i). Then, employing an elimination ordering \( \prec \) with respect to \( T \) (which can always be constructed if the existing monomial ordering on \( B \) is not an elimination
ordering, see [Li6, Proposition 1.6.3]), a Gröbner basis $G$ of $L$ can be produced by running the noncommutative Buchberger algorithm for solvable polynomial algebras, such that

$$L \cap V(T) \neq \{0\} \Leftrightarrow G \cap V(T) \neq \emptyset.$$  

Similar statements as mentioned above hold true for $R^-$.  

**Proof** (i) Adopting the notations we fixed above, it follows from [Yam] that $R^+$ has the PBW basis

$$B = \{ x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_\omega^{\alpha_\omega} \mid \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_\omega) \in \mathbb{N}^\omega \}.$$ 

Also by Theorem 3.3(ii) and Theorem 3.5(i) we have $\text{GK.dim} R^+/L < \omega$. Therefore, the desired elimination property follows from Lemma 3.6 mentioned above.

(ii) This follows from [Li6, Corollary 1.6.5]. \[\square\]

**Remark** Since $R^+$ (resp. $R^-$) is now a solvable polynomial algebra, if $F = \bigoplus_{i=1}^{\infty} M_q(n)e_i$ is a free (left) $R^+$-module (resp. $R^-$-module) of finite rank, then a similar (even much stronger) result of Theorem 3.7 holds true for any finitely generated submodule $N = \sum_{i=1}^{m} M_q(n)\xi_i$ of $F$. The reader is referred to [Li6, Section 2.4] for a detailed argumentation.
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