Visual experience modulates spatio-temporal dynamics of circuit activation
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Persistent reduction in sensory drive in early development results in multiple plastic changes of different cortical synapses. How these experience-dependent modifications affect the spatio-temporal dynamics of signal propagation in neocortical circuits is poorly understood. Here we demonstrate that brief visual deprivation significantly affects the propagation of electrical signals in the primary visual cortex. The spatio-temporal spread of circuit activation upon direct stimulation of its input layer (Layer 4) is reduced, as is the activation of L2/3 – the main recipient of the output from L4. Our data suggest that the decrease in spatio-temporal activation of L2/3 depends on reduced L4 output, and is not intrinsically generated within L2/3. The data shown here suggest that changes in the synaptic components of the visual cortical circuit result not only in alteration of local integration of excitatory and inhibitory inputs, but also in a significant decrease in overall circuit activation. Furthermore, our data indicate a differential effect of visual deprivation on L4 and L2/3, suggesting that while feedforward activation of L2/3 is reduced, its activation by long range, within layer inputs is unaltered. Thus, brief visual deprivation induces experience-dependent circuit re-organization by modulating not only circuit excitability, but also the spatio-temporal patterns of cortical activation within and between layers.
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INTRODUCTION

Sensory experience sculpts the connectivity and function of neocortical circuits (Katz and Shatz, 1996; Finnett et al., 1999; Cheetham et al., 2007; Feldman, 2009). Lack of environmental stimuli during sensitive windows for circuit development impairs sensory function permanently (Hubel and Wiesel, 1970; Goodman and Shatz, 1993). In visual cortex, brief unilateral visual deprivation (MD) silences the circuit driven by the deprived eye, resulting in reduced neuronal responsiveness to visual stimuli (Mower et al., 1982; Frenkel and Bear, 2004). Recent data show that, besides Hebbian synaptic plasticity (Kirkwood et al., 1996; Crozier et al., 2007; Maffei and Turrigiano, 2008; Yoon et al., 2009), additional plasticity mechanisms are induced by MD at different excitatory (Maffei et al., 2004; Crozier et al., 2007) and inhibitory synapses (Maffei et al., 2006).

Experimental approaches that isolate the circuit into its synaptic components have been extremely successful in identifying plastic modifications at different sites of the visual cortical network (Fagiolini et al., 2004; Maffei et al., 2006; Katagiri et al., 2007; Maffei and Fontanini, 2009). Sensory perception, however, is the result not only of neuron to neuron communication but also of microcircuits and network interactions. The degree to which plastic changes at synapses integrate to modulate circuit activity is poorly understood. Optical imaging in vivo provided significant insight about the functional organization of cortical maps (Crair et al., 1997; Trachtenberg et al., 2000; Chklovskii and Koulakov, 2004; Ohki et al., 2005; Palagina et al., 2009) and about experience-dependent changes of visual responsiveness (Farley et al., 2007; Mrsic-Flogel et al., 2007). Due to limited access to the deeper layers, however, these studies concentrated on the analysis of the circuits in L1 and L2/3.

Here we used voltage sensitive dye (VSD) imaging in acute visual cortical slices to investigate the effects of MD on the flow of electrical signals within and between layers in the monocular region of rodent primary visual cortex (V1m). Our data indicate that brief unilateral reduction of visual input decreases the spatio-temporal dynamics of the activation of L4 and L2/3 of the circuit driven by the deprived eye in a correlated fashion. Furthermore we show that the impaired activation of the superficial layers results in significantly reduced propagation of the signal to the deep layers. As direct activation of the recurrent circuit in L2/3 remains unaltered, our data suggest that early after the onset of visual deprivation feedforward activation of the intracortical circuit is decreased, while long range L2/3 horizontal activation is preserved. A correlated decrease in feedforward activation of the superficial layers of V1m is likely a network mechanism contributing to the experience-dependent loss of visual responsiveness of the circuit driven by the deprived eye.

MATERIALS AND METHODS

MONOCULAR DEPRIVATION AND ACUTE SLICE PREPARATION

All experimental procedures were approved by the Stony Brook University Animal Use Committee and followed the guidelines of the National Institute of Health. Monocular eyelid suture [postnatal day 22 (p22) until p25 ± 1] was performed on Long Evans rats...
as previously described (Maffei et al., 2004, 2006, Maffei et al., 2010; Maffei and Turrigiano, 2008). At the end of the period of deprivation primary cortices were sacrificed and acute coronal slices containing primary visual cortex were obtained from the hemisphere contralateral (Deprived) and ipsilateral (Control) to the deprived eye as described (Maffei et al., 2004, 2006; Maffei and Turrigiano, 2008). Each slice was placed on an Omnipore membrane filter and transferred to an interface chamber containing ACSF constantly bubbled with a gas mixture of 95% CO2–5% O2 to maintain oxygen concentration and humidity (Tominaga et al., 2000). Slices were incubated at 37°C for about 20 min and then allowed to adapt to room temperature for 45 min prior to processing.

VOLTAGE SENSITIVE DYE PREPARATION AND STAINING PROCEDURE

The dye preparation and staining procedures were modified from Tominaga et al. (2000). Di-4-ANEPPS (Invitrogen; absorption: 496 nm, emission: 705 nm) was dissolved in a 2:1 mixture of ethanol and 10% Cremophor-EL solution (v/v in ddH2O, Sigma) to a final concentration of 3.3 mg/ml. This stock solution was prepared ahead of time and stored at 4°C for as long as 2–3 months. Before staining, a small volume of the stock solution was dissolved in 1:1 fetal bovine serum (FBS, Sigma) and oxygenated ACSF to a final di-4-ANEPPS concentration of 0.2 mM (Tominaga et al., 2000).

Prior to recording a slice attached to its Omnipore filter was moved to a separate compartment of the interface chamber, covered with a droplet of staining solution (100 µl per slice) and incubated for 40 min at room temperature. The slice and its membrane filter were then transferred to a custom made recording chamber mounted on an upright microscope (Olympus, BX51WI), secured to the bottom of the chamber with a flattened platinum ring positioned on the filter and allowed to wash out the excess dye for about 10 min with constant flow of ACSF at 35°C, at a rate of 1.5 ml/min. This flow rate allowed the maintenance of proper levels of oxygenation as it allowed for a complete exchange of the bath solution 1.5 times/min. In our experimental conditions optical recording from each slice were stable for over 4 h, and less than 0.02% changes in percent ΔF/F were observed in baseline recordings lasting about 60 min, the time to run most of the tests described in the manuscript.

RECORDINGS

Specimens were illuminated with a halogen lamp (150 W, TH 4-100, Olympus, Japan) controlled by an electronic shutter (Smart Shutter with Lambda 10B controller, Sutter Instruments, CA, USA). The light was passed through an excitation filter (λ = 530 ± 10 nm) projected onto a dichroic mirror (λc = 565 nm) and reflected toward the objective lens to illuminate the slice. The fluorescence generated by the tissue was transmitted through an absorption filter (λ = 590 nm) to a CCD camera connected to a PC controlling illumination and optical data acquisition via an I/O interface (MiCAM 02, SciMedia, Brainvision, Tokyo, Japan). The area影像 was selected with a 4 × objective with high numerical aperture (NA 0.28, Olympus). The magnification was further reduced with a 0.5× lens on the c-mount of the CCD camera. The image resolution was 60 × 88 active pixels with single pixel size of 20 µm, allowing the measurement of percent ΔF/F transitions over an area of 1.2 mm × 1.8 mm. For each stimulus a total of 256 frames were acquired every 2.5 ms (400 Hz) for a total of 640 ms. Each stimulus was repeated 16 times every 15 s and averaged across the 16 repetitions to increase the signal to noise ratio. To avoid changes of focus during the experiment, the level of the solution in the recording chamber was maintained constant by equalizing inflow and outer flow with a peristaltic pump (Watson-Marlow Sci 400). Electrophysiological recordings and extracellular stimulation were synchronized with the acquisition of the optical signals by connecting the I/O interface of the CCD camera to the Digital output of the EPC10-USB amplifier (HEKA, Germany). Extracellular stimuli were delivered via a stimulus isolation unit (Warner Instruments) controlled by the DI/A board integrated in the EPC10-USB amplifier. Extracellular stimulation was delivered with a tungsten unipolar electrode covered with a glass pipette (0.1 MΩ Harvard Apparatus) and placed in the position of interest in monocular V1 – lower L4 (Figures 1–5 and 7–9) or L2/3 (Figure 6) depending on the experiment – with a micromanipulator (Sutter Instruments) under optical guidance. In both L4 and L2/3 the stimulating electrode was placed at the center of region visually identified as V1m. Local field potentials (LFP) in L2/3 were acquired with a recording electrode covered by a glass pipette with diameter 10 µm, filled with oxygenated ACSF and positioned in the area of interest under optical guidance. LFP were acquired in current clamp mode and digitized at 5 kHz. The minimal stimulation intensity for each slice was defined as the intensity at which a 50% failure–50% LFP response was observed. For each slice 0.2 ms pulses were delivered at intensities ranging from a minimal stimulation of 10 µA to a maximum of 80 µA, the intensity at which the amplitude of LFP signals reached a plateau. To allow for comparisons between different conditions optical signals were normalized to the initial background fluorescence measured in the first 50 ms before the delivery of each stimulus. The analysis of the LFP and of the VSDI signal was performed with procedures developed in Igor Pro (WaveMetrics), Image J and using Brainvision Analysis Software (SciMedia, Japan).

WHOLE CELL PATCH CLAMP

To measure the amplitude of inhibitory postsynaptic currents (IPSC) evoked onto star pyramidal neurons by extracellular stimulation in L4, whole cell voltage clamp recordings were performed. Slices were prepared as described (Maffei et al., 2006; Maffei and Turrigiano, 2008). A tungsten unipolar stimulating electrode was positioned in L4 under visual guidance and whole cell recordings were obtained from star pyramidal neurons in L4 using 3–5 MΩ pipettes pulled from borosilicate capillaries using a Flaming/Brown pipette puller (Sutter P-97). Before recording, slices were incubated with ACSF containing 50 µM APV and 20 µM DNQX to isolate fast inhibitory synaptic components. The stimulation intensity was chosen to elicit the minimal IPSCs. Forty repetitions of the stimulus repeated every 15 s were obtained for the number of neurons indicated. In our experimental conditions the reversal potential for chloride was −50 mV – due to the composition of the internal solution – and recordings were performed.
while holding neurons at $-70$ mV, therefore inhibitory currents appear inward.

**ANALYSIS AND STATISTICS**

The lateral radial spread of the optical signal was analyzed by fitting the distribution of percent $\Delta F/F$ for each slice with the one-dimensional Gaussian equation shown below using Igor Pro (WaveMetrics)

$$Y(x) = a \exp\left(-\frac{(x-b)^2}{2c^2}\right)$$

$a$ is the amplitude of the curve, $b$ is the position of the peak and $c$ is the width. Data are presented as mean ± SEM for the number of slices indicated in the text.
determine statistical significance two-way ANOVAs were run for each data set. If significant, this was followed by two-tailed Student’s t tests and/or corrected for multiple comparisons using the Bonferroni method. p Values ≤0.05 were considered significant.

SOLUTIONS
Artificial cerebro-spinal fluid contained in mM: NaCl 126; KCl 3; MgSO4 2; NaHPO4 1; NaHCO3 25; CaCl2 2; Dextrose 25. The pH of the ACSF was adjusted to 7.2 by bubbling it with a gas mixture of 95% CO2-5% O2. The internal solution for whole cell recordings contained (in mM): KCl 20; K-Gluconate 100; HEPES 10; Biocytin 0.2%; Mg-ATP 4; Na-GTP 0.3; Na-Phosphocreatine 10. The pH was adjusted to 7.35 with KOH and the osmolarity was adjusted to 295 mOsm with sucrose.

DRUGS
To dissect the contribution of glutamatergic and GABAergic receptors to the VSD and whole cell IPSC signal the following drugs were delivered – in additive sequence or cumulatively depending on the experiment – to regular ACSF: 50 μM APV (Tocris); 20 μM DNQX (Tocris). To further isolate the GABAA component of the signal 20 μM picrotoxin (Tocris) was added at the end of the experiment. ACSF with increasing concentration of picrotoxin (2, 5, 10 μM) was used to investigate the contribution of GABAA receptors to the L4 to L2/3 signal.

RESULTS
To address how MD affects the spatio-temporal patterns of intra- and inter-laminar activation across the superficial layers of V1m, we performed simultaneous optical and electrophysiological recordings in acute slice preparations obtained from 24 rats that had been monocularly deprived starting at p22 for 2 or 4 days. Voltage signals were recorded measuring the transition in fluorescence (% ΔF/ΔF) within regions of interest (ROI) of 2 × 2 pixels (see Materials and Methods). LFP were recorded with a glass electrode placed in L2/3. L4 and its feedforward circuit to L2/3 were activated using a tungsten stimulating electrode placed in the lower portion of L4. For each slice, intensity/response curves were constructed to verify that the amplitude of LFP and the VSD signals followed the intensity of the stimulus with a similar trend (see Materials and Methods; Control hemisphere Figures 1B,F,J and 2 for Control and Deprived hemispheres). In a subset of experiments we verified the synaptic nature of the electrophysiological and optical signals by perfusing, in additive sequence, synaptic blockers for AMPA, NMDA, and GABAergic receptors (Figures 1C,G,K and 7). In slices from both hemispheres, the combination of all blockers eliminated the optical and electrophysiological signals leaving only a small component that was fully abolished by the sodium channel blocker tetrodotoxin (TTX) and corresponded to the fiber volley elicited by the electrical stimulation (Figures 1C,G,K, for control slices). The time to peak (TTP) of the TTX component in L4 was significantly shorter than in L2/3 (L4, Control-5.0 ± 0.3 ms; L2/3 Control-5.0 ± 0.3 ms; p < 0.03; n = 15), suggesting that the optical signal in L2/3 is unlikely due to the antidromic activation of L2/3 pyramidal neurons.

SHORT MD DECREASES CIRCUIT ACTIVATION
We compared the intensity and patterns of circuit activation in slices from the hemispheres ipsilateral (Control) and contralateral (Deprived) to the deprived eye of rats that had been visually deprived for 2 or 4 days. As the results of 2 and 4 days MD were similar, the data are presented as a single experimental condition (Figure 2). Synchronized acquisition of optical signals and LFP was obtained for increasing intensities of stimulation, from the intensity at which minimal electrophysiological signals were detected, to the one at which the amplitude of the LFP signal plateaued (Figure 2B). The intensity/response curve of the LFP and VSD signals followed a similar trend in slices obtained from the hemisphere ipsilateral and contralateral to the deprived eye (ROI for L4 indicated by the white square in Figure 2C and for L2/3 in Figure 2E; input/output curves: Figures 2B,D,F). The amplitude of the LFP recorded in L2/3 was reduced in Deprived slices at all intensities of stimulation (Figure 2B; two-way ANOVA: p < 0.001; Control: n = 14; Deprived: n = 13). The deprived hemisphere also showed a significant decrease in the amplitude of the optical signal measured in L4 (Figures 2C,D) and in L2/3 (Figures 2E,F; Control: n = 14; Deprived: n = 13; two-way ANOVA: p < 0.001). At stimulation intensities in the plateau region of the activation curves (from stimulation intensities of 50 μA and above), there was a 29.4 ± 3.2% decrease in the peak VSD signal in L4 of the deprived hemisphere (Control: n = 14; Deprived: n = 13; p < 0.03; Figures 2C,D) and a 37.3 ± 2.5% reduction in peak percent ΔF/ΔF in L2/3 (p < 0.001; Figures 2E,F).

This intensity produced signals in the plateau region of the I/O curve for both Control and Deprived slices. The analysis of VSD data for the rest of the manuscript will be focused to 50 μA intensity of stimulation unless indicated, because it allowed the comparison of different experimental conditions, while avoiding confounds that may have arisen from comparisons in the rising phase of the I/O curve. The delay of the VSD response from the time of stimulation (time from stimulus, TFS) was significantly longer in L2/3 in both Control and Deprived slices (Control L4: 2.6 ± 0.2 ms; Control L2/3: 4.6 ± 0.3 ms; p < 0.001; Deprived L4: 3.8 ± 0.6 ms; Deprived L2/3: 7.2 ± 0.6 ms; p < 0.01), and was consistent with the expected synaptic delay for synaptic connection measured intracellularly in L4 pyramidal neurons (TFS L4 Control: 1.9 ± 0.1 ms; Deprived: 2.0 ± 0.1 ms; p = 0.14; TFP L4: Control: 5.2 ± 0.1 ms; Deprived: 5.4 ± 0.04; p = 0.24) and in L2/3 (see Maffei and Turrigiano, 2008). The TFS of both L4 and L2/3 were not significantly different in Control and Deprived conditions (p = 0.15). The TTX sensitive component of the optical signal was similar in slices from the Control and Deprived hemispheres (L4, Control-TTX: 0.25 ± 0.02% ΔF/ΔF; n = 15; Deprived- TTX: 0.23 ± 0.03% ΔF/ΔF; n = 13; p = 0.3; L2/3, Control- TTX: 0.1 ± 0.01% ΔF/ΔF; Deprived- TTX: 0.09 ± 0.01% ΔF/ΔF; p = 0.5). These results indicate that the decreased activation of the circuit in V1 is not due to different recruitment of afferent axons.

CHANGES IN VERTICAL AND HORIZONTAL TEMPORAL PATTERNS OF CIRCUIT ACTIVATION FOLLOWING SHORT MD
The reduction of the VSD signal in L4 and L2/3 described above could reflect either a reduced overall responsiveness to direct stimulation or changes in the dynamic of the spatio-temporal...
pattern of activation of the cortical circuit. To verify that reductions in fluorescence induced by MD were not due to differences in the time course of activation within ROIs we compared the average time course of the optical signal in ROIs of 2 × 2 pixels (40 μm × 40 μm) positioned in the region of maximal activation at a stimulation intensity of 50 μA. Figure 3B indicates that, although the amplitude of the optical signal was significantly reduced, MD did not significantly alter the kinetics of local circuit activation within L4 (top; see ROI in a indicated by the white square position in L4 in Figure 3A) and L2/3 (bottom; see ROI in a, white square in L2/3 in Figure 3A). The analysis of the kinetics of the optical signals was furthered to ROIs extending through the entire thickness of the cortical mantle, to quantify potential differences in the spatio-temporal patterns of activation across cortical layers and to control for possible non-specific activation of retrograde fibers of passage (1 pixel wide – 20 μm – and 50 pixels long – 1 mm; dotted line in Figure 3A). As shown in Figures 3A,C the depolarization of the cortical circuit started in L4 around the area of direct stimulation (see white arrow), as expected. At 2.5 ms from the stimulus the peak activation of L4 in the deprived hemisphere was reduced by 29.4 ± 3.4% (Control: n = 14; Deprived: n = 13; two-way ANOVA: p < 0.01). Analysis of the temporal sequences of activation showed that 5 ms after the delivery of the stimulus the optical signal was maximal in L4. L2/3 became maximally activated 10 ms after the stimulus (Figures 3A,C). While the overall temporal pattern of activation is similar in Control and Deprived slices (Figure 3), the intensities of the signal – quantified both as the maximum percent ΔF/F at each time point and as the average percent ΔF/F across the activated area – were significantly reduced in Deprived slices (Figures 3A,D; two-way ANOVA: p < 0.01).

No significant activation of the deep layers (5/6) was observed for any frame taken in the first 15 ms from the stimulus. However, at approximately 20 ms after the stimulus there was a significant activation of the deep layers (L5/6) in Control slices (see Figures 3A,C at 20 ms, arrowheads). The delayed activation of the deep layers indicates that neurons in L5/6 were not directly activated by the stimulus, but that their activation was due to the propagation of activity across the superficial layers. In slices from the deprived hemisphere L5/6 activation was significantly reduced as indicated by the percent ΔF/F of the pixels in the 600–900 μm range (Figure 3C; L5/6, Control: 0.21 ± 0.02% ΔF/F; Deprived: 0.11 ± 0.03% ΔF/F; two-way ANOVA: p < 0.05). Altogether, the time course of the VSD signals proved that the decreased activation described in Figure 3 resulted from an overall reduction in cortical activation, rather than from altered temporal dynamics.

Inputs onto cortical circuits do not only propagate vertically (Burkhalter, 1989), they also excite the highly recurrent circuits within each layer (Alonso, 2002) and spread horizontally (Laaris et al., 2000; Petersen and Sakmann, 2001). We quantified the horizontal spread of circuit activation in L4 and L2/3 using two independent methods. In the first method, we quantified the distance over which the transition in fluorescence for each pixel measured along a line parallel to the pial surface exceeded 50% of the peak percent ΔF/F (Figure 4A; Control: top image sequence; Deprived: bottom image sequence). For each image, top dotted line: line of interest for L2/3; bottom dotted line: line of interest for L4). On average, the half maximal width (HMW) of the signal was propagated across 88.5 ± 28.2 μm in L4 and 825.7 ± 41.3 μm in L2/3 of the control hemisphere. In slices from the deprived hemisphere, however, the HMW was significantly reduced in both L4 and L2/3 only spreading 665.6 ± 64.1 μm and 665.8 ± 46.9 μm for L4 and L2/3 respectively (Figures 4B,D; two-way ANOVA: p < 0.01). The reduction was significant in both L4 and L2/3 at all time points (Figures 4C,E). To further confirm this result we fitted the
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FIGURE 3 | Reduced inter-laminar propagation of stimuli. (A) Temporal sequence of optical signals after L4 stimulation in Control (top) and Deprived (bottom) slices. The size of the images field was cropped to better visualize the activated region (from 88 x 60 to 45 x 50 pixels of 20 μm each). Vertical dotted line across the cortical mantle: ROI quantified in (C,D). White square: ROI of the optical signal in (B). The stimulus intensity was 50 μA. (B) Top: time course of optical signals measured in L4 (bottom white squares in (A)). Black: Control; gray: Deprived. Bottom: Time course of the percent ΔF/F measured in L2/3 (top white squares in (A)) for Control (black) and Deprived (gray) slices. (C) Time course of the percent ΔF/F measured in the ROI indicated by the dotted line in (A). Black: Control; gray: Deprived. Shaded areas: SE for both conditions. Arrows indicate the peak intensity plotted in (D). Dark gray arrowheads indicate the peak activation of L5. (D) Peak percent ΔF/F at the different time points in Control (black) and Deprived (gray). Asterisks indicate significant changes.

percent ΔF/F distribution measured in the ROI in Figure 4A with a Gaussian equation (see Materials and Methods) for each slice and compared the width of the Gaussian curves (GW) in Control and Deprived slices. The GW for both L4 and L2/3 were significantly reduced in Deprived slices (L4 – Control: 308.4 ± 23.8 μm; Deprived: 84.5 ± 4.8 μm; p < 10^-7; L2/3 – Control: 341.9 ± 14.2 μm; Deprived: 258.45 ± 9.8 μm; p < 10^-4). Our results indicate that after short MD inputs with similar intensities activating L4 were less efficiently propagated within and between layers of the cortical network.

DECREASED L2/3 ACTIVATION AFTER SHORT MD IS SECONDARY TO CHANGES IN L4

While in our experimental conditions L4 activation depended only on its level of excitatability, L2/3 activation depended on both its excitatability and the magnitude of its input from L4. The reduced activation of L2/3 might therefore be due to plastic changes intrinsic to the circuit in L2/3, to the decreased input from L4 or both. We addressed these possibilities by analyzing the activation of L2/3 relative to L4 in slices from the control and deprived hemispheres. The ratio of the peak percent ΔF/F of L4 and L2/3 in Control and Deprived slices was constant in Control and Deprived conditions, indicating that the MD-dependent reduction of activity in L2/3 was largely a consequence of the decrease in L4 output (Figure 5A, left bars; Control: 1.2 ± 0.1; n = 14; Deprived: 1.3 ± 0.3; n = 13; p = 0.7). A similar result was obtained by computing the ratio for the width of activation between L4 and L2/3 (Figure 5A, right bars). The peak and width percent ΔF/F from both layers showed a similar degree of correlation at every intensity of stimulation tested in Control and Deprived conditions (Figures 5B,C; Peak – Control: R^2 = 0.33; Deprived: R^2 = 0.29; Width – Control: R^2 = 0.77; Deprived: R^2 = 0.69). The analysis presented in Figure 5 suggested that the MD-induced decrease in L2/3 activation was secondary to the changes observed in L4. Depression of the state of excitability in the recurrent circuit in L2/3 would have instead resulted in a reduction of the ratio and in a significant change of correlation between activities in the two layers after MD.

MD DOES NOT AFFECT THE SPATIO-TEMPORAL PATTERNS OF DIRECT L2/3 ACTIVATION

To test for the contribution of potential changes specific to the circuit in L2/3 further, both stimulating and recording electrodes
were placed in L2/3 and optical and electrophysiological signals were measured in Control and Deprived slices (Figure 6). As shown in Figure 6, the stimulation intensity used here activated a very limited portion of L2/3 in the region surrounding the tip of the stimulating electrode – to determine what proportion of the VSD area: SE for both conditions. (C) Average HMW plot in L4 at different TFS. Black: Control; gray: Deprived. (D) Distribution of the percent \( \Delta F/F \) in L2/3 at a TFS of 10 ms (top ROI in (A)). Black: Control; gray: Deprived. Shaded areas: SE. (E) Cumulative HMW plot in L2/3 at different TFS. Black: Control; gray: Deprived.

**FIGURE 4** | MD reduces the extent of intralaminar circuit activation. (A) Representative frames of the time course of optical signals following L4 stimulation in Control and Deprived slices. The size of the imaged field was cropped to visualize the activated region (from 88 × 60 to 45 × 50 pixels of 20 μm each). Dotted lines parallel to the pia: ROIs corresponding in L4 (lower dotted lines) and L2/3 (upper dotted lines). The stimulation intensity was 50 μA. (B) Distribution of the percent \( \Delta F/F \) in L4 measured in the bottom ROI in (A). TFS: 10 ms. Black: Control; gray: Deprived. Shaded areas: SE for both conditions. (C) Average HMW plot in L4 at different TFS. Black: Control; gray: Deprived. (D) Distribution of the percent \( \Delta F/F \) in L2/3 at a TFS of 10 ms (top ROI in (A)). Black: Control; gray: Deprived. Shaded areas: SE. (E) Cumulative HMW plot in L2/3 at different TFS. Black: Control; gray: Deprived.

The peak percent \( \Delta F/F \) in response to the direct stimulation of L2/3 was not significantly altered by MD (Figure 6A: ROI, white square; Figure 6B: time course of percent \( \Delta F/F \) in the ROI shown in A; Control: 0.62 ± 0.01% \( \Delta F/F \); n = 4; Deprived: 0.59 ± 0.04% \( \Delta F/F \); n = 4; two-way ANOVA: p = 0.6). The time course of L2/3 activation was also unaffected (Figure 6B). Figure 6C shows the vertical spread of the activation following L2/3 stimulation measured along the ROI indicated by the dotted line perpendicular to the pia shown in Figure 6A (values plotted correspond to the depth at which the peak of activation was found). At each time point tested there was no significant difference in the distance of propagation, suggesting that the output of L2/3 is propagated effectively toward the deeper layers (Figure 6C; two-way ANOVA: p = 0.4). In addition, the distribution and the extent of the horizontal activation within L2/3 was similar in Control and Deprived slices (see Figures 6A,D,E; two-way ANOVA: p = 0.9). The absence of MD-dependent changes following direct L2/3 stimulation demonstrates that MD does not modify the overall ability of the circuit in L2/3 to respond to inputs reaching its circuit directly, but is less effectively activated by the feedforward pathway.

**REDUCED CIRCUIT ACTIVATION AFTER SHORT MD MAY DEPEND ON CHANGES IN INHIBITORY DRIVE**

The data emphasize the pivotal role of L4 in mediating the overall reduction in V1m responsiveness to direct electrical stimulation, and are consistent with previous data showing a MD-dependent decrease in L4 excitability (Maffei et al., 2006, 2010). Changes in the balance between excitatory and inhibitory synaptic drive (Maffei et al., 2006, 2010) might explain the decrease in spatio-temporal circuit activation described here. We took advantage of one of the features of extracellular stimulation – the ability to directly excite both excitatory and inhibitory axons traveling by the stimulating electrode – to determine what proportion of the VSD signal in L4 depended on the direct activation of glutamatergic and GABAAergic axons. During the experiment we bath applied in additive sequence 50 μM APV, 20 μM DNBQX, and 20 μM picrotoxin to quantify, via subtraction, the contribution of NMDA, AMPA, and GABAA receptors to the optical signal (Figure 7). Electrophysiological and optical signals as well as the slice background staining were stable (with less than 0.02% changes in percent \( \Delta F/F \); see Materials and Methods) as observed in baseline recordings with similar duration to the one described here. The stability of the signals allowed us to apply the blockers in additive sequence and estimate the portion of the LFP and optical signals driven by the different synaptic components.

The peak amplitude of the optical signal in L4 of the Deprived hemisphere was significantly smaller than in Control, while the absolute percent \( \Delta F/F \) due to AMPA and NMDA receptors was not significantly different (Figures 7A,B; AMPA – Control: 0.26 ± 0.03%, n = 15; Deprived: 0.24 ± 0.04%, n = 13; p = 0.65; NMDA – Control: 0.55 ± 0.02%; Deprived: 0.65 ± 0.12%; p = 0.6). The ratio between the peak of each of these excitatory components and the peak of optical signal measured in ACSF was not changed by short MD (AMPA – Control: 0.67 ± 0.08, n = 15; Deprived: 0.78 ± 0.12, n = 13; p = 0.4; NMDA – Control: 0.16 ± 0.06; Deprived: 0.23 ± 0.05; p = 0.4; Figures 7A,B). Thus changes in excitatory drive do not contribute significantly to the MD-dependent decrease in the optical signal, confirming previously reports (Maffei et al., 2006, 2010). On the contrary, the absolute amplitude of the optical signal mediated by GABAA
receptors was significantly increased in the Deprived hemisphere (Figures 7A,B; Control: −0.02 ± 0.02%; n = 15; Deprived: −0.08 ± 0.03%; n = 13; p < 0.03). The ratio between the peak of the inhibitory component and the peak of the signal recorded in ACSF, was 0.3 ± 0.1 (versus 0.02 ± 0.06 in Control; p < 0.02, Control: n = 13; Deprived: n = 11; Figure 7B). In Control and Deprived hemispheres the peak amplitude of the TTX-sensitive component was similar in amplitude and duration (not shown), suggesting that the stimulation was recruiting axonal fibers similarly in both conditions. These results indicate that the decrease in the amplitude of the optical signal measured in L4 was not due to an inefficient stimulation of L4 in the deprived hemisphere and was not explained by a significant decrease in the excitatory components of the optical signal, but rather, and consistently with published data (Maffei et al., 2006, 2010), to an increase in GABAergic mediated inhibition (see also Figure 8). The waveform of the inhibitory component we isolated pharmacologically is similar to that reported in the ventral tegmental area (VTA; Watanabe et al., 2009) and in the cerebellar cortex (Rokni et al., 2007). The amplitude of the inhibitory component of the VSD signal reported in this manuscript is smaller than those in the VTA and cerebellum, because it was isolated in acute slices therefore only the local microcircuit is preserved. In addition, the inhibitory component of the optical signal was isolated only after the di- and poly-synaptic components of the signal were blocked by co-application of AMPA and NMDA receptors blockers. This experimental design allowed the quantification of inhibition elicited locally by the direct activation of a limited number of GABAergic axons that run by the tip of the stimulating electrode.

The same analysis performed in L2/3 showed that the excitatory synaptic components of the optical signal in control and deprived hemispheres were not significantly different (Figures 7C,D; AMPA – Control: 0.41 ± 0.06%; n = 15; Deprived: 0.33 ± 0.04%; n = 13, p = 0.29; NMDA – Control: 0.12 ± 0.04%; Deprived: 0.09 ± 0.02%, p = 0.52). Differently from L4, in L2/3 the GABAergic component of the optical signal was very weak and in several slices was below the threshold for detection (GABAergic – Control: 0.02 ± 0.02%; Deprived: 0.04 ± 0.01%, p = 0.35; Figures 7C,D; 0.025% ΔF/F). The lack of detectable inhibition in L2/3 is expected as di- and poly-synaptic components of the circuit have been blocked by co-delivery of AMPA and NMDA receptors blockers and the stimulation is localized in L4. Thus the inhibitory component of the signal in L2/3, which is mostly driven by di- and poly-synaptic circuits, could not be directly measured. However previous studies indicate that brief visual deprivation like the one used here has no significant effects on inhibitory drive in L2/3 (Maffei and Turrigiano, 2008).

**THE INCREASE IN INHIBITORY OPTICAL SIGNAL CORRELATES WITH CHANGES IN IPSC AMPLITUDE**

The specificity of the increase in inhibitory drive following MD was verified with whole cell patch clamp recordings from L4 pyramidal neurons. The evoked IPSC (eIPSC) was isolated by applying AMPA and NMDA receptors blockers directly in the bath. The eIPSCs was quantified following extracellular stimulation of L4. Two intensities of stimulation, 50 and 80 μA, were used for each slice during these experiments. These were the same intensities used to elicit optical signals in the plateau region of the I/O curve observed with VSDI. As IPSP amplitudes were not significantly different at both intensities within Control and Deprived hemispheres, data from both intensities were pooled and are presented as Control and Deprived cumulative data. The amplitude of the eIPSC was significantly increased in the deprived hemisphere (Control: 5.6 ± 0.7 pA, n = 10; Deprived: 13.6 ± 3.4 pA, n = 8; p < 0.05; Figure 8). Furthermore, in experiments in which the compound postsynaptic current (PSC) was elicited before perfusion of AMPA and NMDA receptor blockers, the relative contribution of the eIPSC to the compound PSC was significantly increased after short MD (IPSC/PSC – Control: 0.05 ± 0.01; Deprived: 0.1 ± 0.02; p < 0.02). The amplitude of the AMPA component of excitatory postsynaptic response was similar in control and deprived hemispheres (Control: 210.3 ± 19.9 pA, n = 11; Deprived: 164.2 ± 29.0 pA, n = 9; p < 0.2). These results support the data obtained with optical imaging and are consistent with previously published data (Maffei et al., 2006). The significant increase in inhibitory drive is likely one of the mechanisms...
did not change significantly the peak optical signal in Control slices (L4 Control – ACSF: 0.32 ± 0.02% ΔF/Δt; L4 Control – 5 μM Ptx: 0.31 ± 0.03% ΔF/Δt, n = 5, p = 0.75; L2/3 Control – ACSF: 0.39 ± 0.02% ΔF/Δt; L2/3 Control – 5 μM Ptx: 0.41 ± 0.02% ΔF/Δt, n = 5, p = 0.73), but was sufficient to restore the peak of the optical signal in slices from the deprived hemisphere to Control levels both in L4 and in L2/3 (Figures 9B, D, see dotted line; L4 Deprived – ACSF: 0.25 ± 0.03% ΔF/Δt; L4 Deprived – 5 μM Ptx: 0.32 ± 0.03% ΔF/Δt, n = 5, p < 0.01; L2/3 Deprived – ACSF: 0.29 ± 0.01% ΔF/Δt; L2/3 Deprived – 5 μM Ptx: 0.40 ± 0.03% ΔF/Δt, n = 5; p < 0.001). The highest concentration tested, 10 μM, increased both the peak and the decay phase of the optical signal further, and to similar amplitudes in Control and Deprived slices (data not shown; L4 Control – 10 μM Ptx: 0.40 ± 0.02% ΔF/Δt, n = 5; L4 Deprived – 10 μM Ptx: 0.38 ± 0.05% ΔF/Δt, n = 5, p = 0.9; L2/3 Control – 10 μM Ptx: 0.43 ± 0.02% ΔF/Δt, n = 5; L2/3 Deprived – 10 μM Ptx: 0.50 ± 0.04% ΔF/Δt, n = 5; p = 0.2).

Overall, our data demonstrate that 2–4 days MD decreases the activation of the superficial layer of V1m in a correlated fashion. This effect is mediated by a shift in the balance between excitation and inhibition toward inhibition within L4.

**DISCUSSION**

We have shown that brief MD reduces the intra- and inter-laminar propagation of electrical signals in V1m. Furthermore, our data indicate that MD reduces the spatio-temporal patterns of circuit activation in a correlated fashion in both L4 and L2/3. What are the processes responsible for such changes? As the stimulating electrode was placed directly in L4, the changes in circuit activation might result either from altered ability to recruit axons within the stimulated area, or from plastic changes in the circuit that affect neuronal depolarization. During the first few days of MD, when the circuit is activated less efficiently in the deprived hemisphere, it is unlikely that the decreased activation depends on impaired efficiency of the stimulation: the amplitude of the tetrodotoxin-sensitive component of the optical and electrophysiological signals is similar in control and deprived hemispheres, indicating that the effectiveness of the stimulation is comparable in both experimental conditions. Furthermore the time course of L4 and L2/3 activation was not significantly different in the hemispheres ipsilateral and contralateral to the deprived eye. The hypothesis that the observed modifications in circuit activation depend on plastic changes induced by MD was examined further with a series of experiments. The changes in cortical activation observed after 2–4 days MD could result from an increase of inhibition, a decrease of excitation or a combination of different forms of plasticity. The data presented here are consistent with previously published work (Maffei et al., 2006, 2010) showing that, following short MD, the excitatory component of synaptic activation in L4 remained unchanged and hence it is unlikely to contribute significantly to the decrease in the percent ΔF/Δt reported here. The reduced amplitude of the optical signal appears to be mediated by a shift in the balance between excitation and inhibition toward inhibition, consistent with data obtained with whole cell patch clamp reported here and with previously published work (Maffei et al., 2006, 2010). Data obtained in acute pharmacological rescue experiments, in which partial blockade of GABA$_A$...
receptors leads to the complete recovery of optical signals in slices from the deprived hemisphere, are also consistent with changes in inhibitory synaptic strength reported in the early stages following MD (Maffei et al., 2006, 2010). The small size of the inhibitory signal we report with optical recordings may depend on the difference between neuronal membrane potential and chloride reversal potential. Indeed, in V1m at the stage in development studied here, the reversal potential for GABA<sub>A</sub> synaptic responses in hyperpolarizing (Maffei et al., 2006), and the membrane potential of neurons in the slice is more depolarized (−65 ± 5 mV in our patch clamp recordings), although only of a few millivolts.

The data reported here demonstrate that visual deprivation does not only change the strength of local synapses, but affects the spatio-temporal propagation of activity with and between layers. We also show that potentiation of inhibition in L4 has consequences that extend beyond the local circuit within this layer. The rapid reduction of L 2/3 activation measured extracellularly (present work), intracellularly (Maffei and Turrigiano, 2008), as well as with optical recordings was traditionally considered to be generated within L 2/3 (Kirkwood et al., 1996; Crozier et al., 2007; Yoon et al., 2009). However, our results demonstrate that the MD-induced reduction of L2/3 activation is a consequence of reduced L4 activation. Indeed, after short MD the activity in L2/3 scaled proportionally with the reduction of L4. Perfusion
of sub-optimal concentrations of picrotoxin effectively abolished the difference between control and deprived hemispheres in L4 and consequently in L2/3. The complete recovery of L2/3 activation following partial blockade of inhibition suggests that the short MD-dependent changes in the inhibitory component in L4 have a prominent role in controlling the flow of cortical excitation in the superficial layers of V1m.

Furthermore, direct evidence that short MD leaves L2/3 excitability unaffected comes also from local electrical stimulation (see Figure 6). L2/3 optical and LFP responses to stimuli in neighboring portions of L2/3 were identical, regardless of whether they were recorded in Control or Deprived slices. While the absence of modifications in L2/3 spatio-temporal dynamics induced by short MD might depend on the complete absence of plasticity, previously published results make this possibility unlikely (Finnerty et al., 1999; Maffei and Turrigiano, 2008; Maffei and Fontanini, 2009). Alternatively, the stability of direct L2/3 activation may depend on the induction of opposing forms of synaptic and intrinsic forms of plasticity (Maffei and Turrigiano, 2008), that may result in a compensated spatio-temporal pattern of L2/3 activation when analyzed with optical imaging. The analysis of synaptic and intrinsic MD-dependent changes point convincingly to the active induction of multiple forms of plasticity, some of which are involved in the regulation of L2/3 excitability (Haider et al., 2006; Maffei and Turrigiano, 2008).

Our data demonstrate for the first time a circuit wide homeostatic regulation of L2/3. At the functional level, these results are consistent with the reported preservation of visual responsiveness of monocular neurons in L2/3 (Mrsic-Flogel et al., 2007). When taken together with previously published work (Maffei and Turrigiano, 2008), the data reported here suggest that a shift toward inhibition of the balance between excitation and inhibition is determinant for the reduction in spatio-temporal patterns of cortical circuit activation. The initial effect of reduced sensory input may depend on the potentiation of the inhibitory synaptic drive that favors a correlated decrease in the spatio-temporal dynamics of the circuit in the superficial layers of V1m. MD thus may modulate V1m activation by potentiating inhibitory drive and by promoting the induction of different forms of plasticity in L2/3 that may determine the homeostatic regulation of L2/3 excitability.

At this point the obvious question emerges of why L2/3 may regulate its excitability homeostatically and L4 does not appear to change in a similar fashion. While direct data are not available to conclusively address this issue, multiple hypotheses can be made on the basis of the extant literature. The first difference between the two layers is related to the patterns of afferent signals. Visual deprivation results in a reduction of the thalamic input (Khibnik et al., 2010) which may affect more directly L4 and only later extend its influence to L2/3. In this view, L4 acts as a buffer allowing L2/3 to adapt to less dramatic and sudden changes in activity. Additionally L2/3 is the recipient of short and long-distance cortico-cortical (Harauzov et al., 2010) connections and is the site of homeostatic plasticity during the developmental window analyzed here. A combination of homeostatic plasticity and long range input could keep L2/3 “going” while the input from L4 is reduced. Equally possible, and not mutually exclusive, is the possibility that L2/3 might be intrinsically more plastic and hence compensate better than L4.
The ability of L2/3 to remain plastic into adulthood (Petersen and Sakmann, 2001; Yashiro et al., 2005; Goel and Lee, 2007; Tsanov and Manahan-Vaughan, 2007) and to be the site of homeostatic plasticity during the critical period has been widely reported (Desai et al., 2002; Goel and Lee, 2007; Maffei and Turrigiano, 2008).

Regardless of the specific mechanisms underlying the differential susceptibility of L4 and L2/3 to visual deprivation, what is clear from our data is that brief MD decreases the vertical and horizontal propagation of feedforward afferent signals. The potentiation of inhibition induced in the input layer of V1m rapidly after MD appears to control cortical activation in a complex manner. It does not only control the level of excitability of the circuit, but it also gates the access of incoming sensory inputs to the cortical circuit. The combination of plasticity of inhibition in L4 and homeostatic regulation of L2/3 excitability is likely determinant to produce the functional changes in visual responsiveness observed after long periods of MD and may have fundamental consequences for the competition for space of visual projections (Adesnik and Scanziani, 2010). Similar changes may also occur during different psychological (Gandolfo et al., 2000) or emotional states (Fontanini and Katz, 2008), and may modulate sensory processing (Chisum and Fitzpatrick, 2004) by sharpening or widening the portion of cortical circuit that is activated by sensory inputs.
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