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ABSTRACT

Existing works show that although modern neural networks achieve remarkable generalization performance on the in-distribution (ID) dataset, the accuracy drops significantly on the out-of-distribution (OOD) datasets [1, 2]. To understand why a variety of models consistently make more mistakes in the OOD datasets, we propose a new metric to quantify the difficulty of the test images (either ID or OOD) that depends on the interaction of the training dataset and the model. In particular, we introduce confusion score as a label-free measure of image difficulty which quantifies the amount of disagreement on a given test image based on the class conditional probabilities estimated by an ensemble of trained models.

Using the confusion score, we investigate CIFAR-10 and its OOD derivatives. Next, by partitioning test and OOD datasets via their confusion scores, we predict the relationship between ID and OOD accuracies for various architectures. This allows us to obtain an estimator of the OOD accuracy of a given model only using ID test labels. Our observations indicate that the biggest contribution to the accuracy drop comes from images with high confusion scores. Upon further inspection, we report on the nature of the misclassified images grouped by their confusion scores: (i) images with high confusion scores contain weak spurious correlations that appear in multiple classes in the training data and lack clear class-specific features, and (ii) images with low confusion scores exhibit spurious correlations that belong to another class, namely class-specific spurious correlations.

1 Introduction

Recent progress in out-of-distribution (OOD) detection (and generation) has sped up developments in the quantified understanding of OOD [3]. In particular, utilization of ensembles has shown improved accuracy in test sets for image classification problems [4, 5]. The critical role of ensembling in accuracy improvement in test datasets can also be seen through the way it reduces NTK fluctuations due to initialization which contributes to accuracy gains for ID datasets as well [6, 7]. In this work, we utilize ensembles to take a deeper look at the structure of both ID and OOD datasets and further attempt to identify the sources of failures for image classification tasks via neural networks. With the use of entropy of the class conditional probabilities of test images estimated by ensembles of networks, we assign a confusion score to each sample without the need of any labels. We find that the majority of the accuracy drop in the OOD datasets in comparison to the ID dataset comes from samples with high confusion scores. In these images, the networks tend to vote between several classes relying less on the extracted features. In contrast, mistakes on images with low confusion scores are due to the fact that networks in the ensemble consistently predict a class other than the label. This may be due to label corruption or class-specific spurious correlations.

The confusion score quantifies how much agreement there is on a single image given the features extracted from the training dataset by the networks in the ensemble. Networks extract features between input images and class labels that are predictive of the class labels in the training data. This feature extraction procedure implicitly encodes a certain input-output correlation learning which also includes spurious correlations. The link between ensembling and
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Figure 1: A schematic categorization of CIFAR-10 test images for the plane class with respect to the modalities extracted from the training data. Purple clusters: low confusion score, green frame: high confusion score. Purple clusters represent images with lowest confusion scores: (i) majority of plane images exhibit features for planes clearly (open wings and wide tail), they also come with blue background; (ii) planes on the sea represent samples with low confusion score that are spuriously correlated with the ship class. These examples are not dominant in the dataset and form a small cluster. Green images are picked among the samples with highest confusion scores. They are difficult to classify either for not having clear object features (upper left quarter) or due to an atypical object or background color distribution (bottom half).

feature learning with input-output correlations due to the compositional structure of standard datasets used for image recognition benchmarks is formalized in [8]. In our work, we focus on how ensembles inform us about datasets through removing the noise and chance factor that may be introduced by the initialization that is independent of feature learning on the training set.

In test images, class specific features may not be pronounced due to the lack of similar samples in the training data. In such cases, we speculate that networks in the ensemble may extrapolate in an uninformed way towards regions of the input space that leverage correlations such as color or texture that are learned from the training data instead of using class specific features.

Inductive biases fall short in coming to the rescue, since the fundamental problem is that the objective of networks is to map the input images to the class labels in the classification tasks. We discuss these observations in more detail in Section 5.

**Background and motivation:** Much of the recent improvements in the state of the art accuracies in deep learning challenges come from scaling up the network size [9]. For vision datasets, along with the traditional convolutional networks [10], vision transformers and MLP-mixers achieve best accuracies with small differences despite having fundamentally different inductive biases [11][12]. Despite substantial differences in the architecture and the optimization methods, these models make systematic mistakes [13] and their accuracies decrease in a linear way on OOD datasets [11][12]. Moreover, evaluating simpler neural networks and classic machine learning models like random forests and k-NN’s on both ID and OOD datasets show a linear trend of accuracies, suggesting that the systematic prediction trend carries over to a huge variety of models [14]. Also, vision transformers and convolutional networks make similar errors [15][16] which indicate that they may be learning similar features and may be susceptible for memorizing similar correlations from the training dataset. These findings motivate us to study the structure of data from the point of view-of-the model.
Contributions: We present a label-free method to measure how confusing a test image is (either ID or OOD) given the modalities (i.e., features and correlations) leveraged from the training data. Our contributions can be summarized as:

- We introduce a model based confusion score for any (ID or OOD) test sample.
- We find that OOD datasets have larger mean values of confusion score than the ID test dataset. Binning the confusion scores, we observe that the lowest confusion group in the ID dataset has a significantly higher participation ratio in the overall dataset compared to the OOD datasets. Because the error rates in higher confusion groups are increasingly higher, we identify that a distribution shift towards the high confusion groups in the OOD datasets is a major source of accuracy drop.
- We further inspect the nature of high and low confusion score samples which enables introducing two forms of spurious correlations: class-specific spurious correlations and weak spurious correlations.
- Using the confusion scores across an OOD dataset, we get a partition which enables us to predict OOD accuracies across a range of models without using the labels of the OOD datasets (but with using the labels in the test dataset).

The key motivator for the confusion score is its reliance on class-conditional probabilities that allow us to measure the extent to which correlations extracted from the training data are present in a single image.

Note also that we do not use any label information to calculate the confusion scores so our method can be employed for large unlabeled test datasets in the wild.

Our hypothesis: A neural network learns certain object features and correlations from the training data where some correlations may be spurious. Spurious correlations mainly take two forms:

1.) class-specific spurious correlations: image statistics that are correlated with exactly one other class than the object class (ex. sea background with the ship class).

2.) weak spurious correlations: image statistics that are correlated with several classes (ex. white background with the car, ship, and deer class). Ensembling precisely helps on the population exhibiting weak spurious correlations!

Now the question is: how can we find the strong and weak forms of spurious correlations? Is it actually possible to find them?

1.1 Related Work

The authors of [1] indicate that grouping the datasets into two categories as easy and hard may help explain the collinear relationship between ID and OOD accuracies. Building up on this observation, the authors of [19] propose a candidate theory of the collinearity based on the assumption that the simple networks are rarely correct on the images which are misclassified by the complex networks (that the dominance probabilities are low in their terminology). However, the authors of [20] demonstrate that overparameterization exacerbates performance on minority groups due to memorization, i.e. underparameterized networks have higher accuracies than overparameterized ones in this subpopulation (i.e. high dominance probability). On the other hand, the authors of [21] find that pretrained models break the collinearity during fine-tuning since these models benefit from enormous image diversity in the training data. The authors of [22] propose ‘prediction depth’ for measuring image difficulty, but it is not clear how this measure can be used to compare the architectures with a large range of depths.

Entropy scores coming from the predictions of a bag of networks have previously been used for uncertainty predictions for out-of-distribution detection where the task is to predict whether the test image belong to a new class that has never been seen during training [4][23]. Another line of work focuses on data pruning where the goal is to reduce the number of training data points without incurring a drop in test accuracy [24][25]. These works show that CIFAR-10 training data can be pruned up to %40 either by using the forgetting scores (number of flips from correct to mistake during training) or the input gradients of several networks during early dynamics of training. The authors of [26] identifies that images with low variance of gradients are typical whereas images with high variance of gradients exhibit atypical features.

2 Foundations & Methodology

We aim to quantify the difficulty of a test image given the images in the training dataset. In the best case scenario, a supervised learning algorithm learns the correlation between the input images and their class labels perfectly and cannot possibly learn whether the learned correlation is actually semantically related to the class label or not. In the
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Figure 2: **Top:** Distribution of the confusion scores. Mean confusion scores are 0.357, 0.550, 0.538, 0.640 for the CIFAR-10 test, CIFAR-10.1, CIFAR-10.2, and CINIC-10 datasets respectively. In the OOD datasets, the participation ratio of the images with low confusion score decreases, and the mean confusion score increases. The most confusing dataset above is the CINIC-10 since it has the highest mean confusion score. **Bottom:** Extremely low and high confusion score images the from CIFAR-10 test dataset (ID) and three OOD datasets (CIFAR-10.1 [2], CIFAR-10.2 [17], and CINIC-10 [18]); three columns each. Low confusion score images usually exhibit typical background, typical texture, and standard object features, but also mislabeled images and those with class-specific spurious correlations (see Figure 6 for the examples of the latter groups). High confusion score images include instances of gray scale images, unusual background or object color, and objects that are missing class specific features. (e.g. plane images without neither wings nor tail, see Figure 1).

Table 1: Classification accuracies at epoch $t$ (averaged over 10 seeds, see Appendix Fig.7 for all $t$)

| DATASET   | $t = 5$ | $t = 10$ | $t = 50$ | $t = 100$ |
|-----------|---------|----------|----------|----------|
| CIFAR-10 TRN | 0.91    | 0.98     | 1.00     | 1.00     |
| CIFAR-10 TST | 0.81    | 0.82     | 0.83     | 0.83     |
| CIFAR-10.1  | 0.68    | 0.70     | 0.70     | 0.71     |
| CIFAR-10.2  | 0.66    | 0.67     | 0.68     | 0.69     |
| CINIC-10    | 0.56    | 0.57     | 0.57     | 0.57     |

standard machine learning datasets such as CIFAR-10, the object (or similar) semantically associated with the class label is subject to deformations such as rotation, occlusion, color, or background change (see Figure 1). Therefore, when the object related features are deformed, the network is forced to leverage other modalities present in the samples of a class that are not semantically related the class label or the object.

**Definition 2.1.** The modalities, in the instances of a specific class that are not semantically related to the class and that correlate with the class label significantly more than the other class labels are referred to as **class-specific spurious correlations**.

The camel-cow binary classification problem presents a typical example of the class-specific spurious correlations [27]. In the training dataset, camel images almost always exhibit sandy background, whereas cow images almost always exhibit green background. Extracting only the background color in this extreme case is sufficient for high accuracy on the training dataset. In test time, however, the networks then misclassify an image of a cow on a beige background. ‘Sandy/Beige background’ is one type of a class-specific spurious correlation associated with the camel class, since this modality correlates with the camel class significantly more than the cow class. This form of spurious correlation is well-studied in the binary classification setup [20, 27]. In the multiclass classification setup, we additionally identify a new form of spurious correlations taking place:

---

3In this paper, modalities refer to two forms of image properties: (i) features such as wings or tail in the plane class; (ii) correlations such as object colors, background colors, or texture. By writing ‘the modalities that are not semantically related to any of the classes’ we refer to the correlations, excluding class-specific features.
Definition 2.2. The modalities in the instances that are not semantically related to any of the classes but that correlate with several class labels are referred to as weak spurious correlations.

As an example, many classes have a weak spurious correlation with a white background; a non-negligible proportion of the car, ship, bird, and deer class instances exhibit a clear white background (see Fig. 13 in the Appendix).

While weak spurious correlations and class-specific spurious correlations are observed in images from all ranges of confusion scores, we notice that weak-spurious correlations tend to occur more among samples with high confusion scores and vice versa for class-specific correlations, as exemplified in in Figure 2. We also note that the definitions of two types of spurious correlations (Def. 2.1 and 2.2) are intentionally dataset-agnostic to allow for broader application.

Confusion score: To measure the presence of class-related correlations, we define confusion scores based on the class conditional entropies of a bag of ResNets during training. We calculate a confusion score for each test image in ID and OOD datasets. In particular, let $f_t : \mathbb{R}^D \rightarrow \mathbb{R}^C$ be a network function that maps images (D-dimensional) to class conditional probabilities (C classes) at epoch $t$. For a given test image $x \in \mathbb{R}^D$ we calculate the entropy scores at time $t$ as follows

$$p_t(x) = \frac{1}{M} \sum_{i=1}^{M} f_t^{(i)}(x)$$

$$s_t(x) = \sum_{j=1}^{C} - \log(p_t^j(x)) p_t^j(x)$$

where $M$ is the number of networks and $p_t(x)$ is the average class conditional probabilities of the ensemble. However, we observed that the entropy score of a single sample $s_t(x)$ fluctuates wildly during training especially for high confusion score samples (see Appendix Fig. 8). This is likely due to (i) the differences in the speed of learning of the ensemble on high confusion score samples, and (ii) flipping the decision on the samples from correct to incorrect mostly
in the phase-III of training as observed in a single network via the so-called ‘forgetting’ scores in [24]. To remove the noise coming from a single epoch, we average the entropy scores over training

\[ s(x) = \frac{1}{T} \sum_{t=1}^{T} s_t(x) \]

which we call the confusion score of a test image \( x \), where \( T \) is the number of epochs.

### 2.1 Three phases of learning & evolution of the entropy scores

Neural networks trained with a variant of gradient descent learn modalities of increasing complexity during training which is a phenomenon known as simplicity bias [28][29]. Similarly, from the dataset point of view, the easy images in the training dataset are the samples that are learned the fastest [30]. The test images that share similar simple features/correlations that are learned early in training by the network are therefore assigned low entropy scores in early training. Following [31], we identify the end of the early learning phase as the epoch where both the training and test accuracies improve only marginally afterward (see Table[1] Fig[7] which corresponds to the epoch where both the average entropy score and the loss curves change slope (Fig. [5]).

In the later phase of training, the test accuracies increase only a marginally (see Table[1]). We call this phase memorization, since 98% of the training dataset samples are already classified accurately at epoch \( t = 10 \). Furthermore, the network is forced to memorize difficult training samples either due to the lack of similar samples in the training dataset or some type of data corruption. Note that this phase is still beneficial for the test accuracies for both ID and OOD datasets therefore we view it as a benign memorization mechanism [32]. We further split early learning into two phases based on the change of speed in learning in the first few epochs compare to the next few epochs as measured by the loss and accuracy metrics. The separating epoch is defined as where the test losses start to increase despite that the training loss keeps decreasing. We call the phase-I fast early learning, as training in this phase improves the average loss rapidly in both train and test datasets. We call the phase-II slow early learning, as the average loss increases for the test datasets due to overconfidence kicking in but the training accuracy still improves considerably from 91% to 98% (see Table[1]). The change in learning behavior as observed through the average metrics for the training and test datasets in these two phases is more pronounced from the view of individual data points. We observe a significant change in the movement of the entropy score distributions (Figure[3]): (i) phase-I, a large proportion of high entropy samples quickly achieve lower entropy scores (not yet the lowest possible though), (ii) phase-II, further corrections of the entropy scores for the high entropy samples take place, resulting in a more stable subpopulation participation ratio for the lowest entropy group.

By averaging the entropy scores during training, we capture the information on learning order. For example, the first samples achieving low entropy scores exhibit simple modalities due to simplicity bias. Therefore those are the least confusing ones for the models.

### 3 What causes the OOD accuracy drops?

We established how the confusion scores are calculated to quantify the difficulty of test images in Section 2. We have seen in Fig[2] that the average confusion score is the highest in CINIC-10 which is known to be noisiest in comparison to the other two OOD datasets, and the lowest in CIFAR-10. Next, by partitioning the test datasets according to their confusion scores, we identify what makes the OOD datasets harder than the ID dataset.

**Experimental Setup:** For ResNet-18s, we used a learning rate of 0.01, training for 200 epochs. For LeNets, we used a learning rate of 0.001, training for 250 epochs, scaling the number of filters in the first two layers as \( \{w, 2w\} \) for \( w = \{2, 4, \ldots, 128\} \) where \( w = 16 \) corresponds to the original LeNet architecture. For feedforward nets, we trained 2 and 3 layers architectures, scaling the width as \( w = \{2, 4, \ldots, 1028\} \), using a learning rate of 0.001, training for 1000 epochs. For all architectures, we used a batch size of 128, the Adam optimizer with default Pytorch parameters, and an early stopping criterion based on the minimum test accuracy (ID) during training. We trained 10 random seeds for each architecture (i.e. changing initialization and the order of training samples). No data augmentation was used to study the plain structure of the training dataset, except for the normalization of the color channels.

#### 3.1 Behavior of different models on confusion groups

We first observe that - although the participation ratio of the low confusion score groups is very high - the average error rate in this subpopulation is low compared to the cumulative error rate of the model (equivalently test error) for ResNet and LeNet. This is expected, as these models have good inductive biases due to the convolutional filters in the architecture. In contrast, for the feedforward network we see that the error rate is distributed more homogeneously over
confusion groups. This indicates that the feedforward network does not extract the simple features/correlations that enable almost perfect accuracy on low confusion groups.

However, for the high confusion groups, the error rates of all the networks are more similar, indicating that the quality of the simple modalities extracted does not dramatically affect the error rates in this regime. This may be due the absence of simple features and class-specific spurious correlations in high confusion groups.

4 Predicting OOD accuracies using the confusion scores

Given an ensemble of trained architectures (i.e. ResNets), we bin the confusion scores into $n$ levels, i.e. samples with confusion scores $[0, \log(C)/n]$ are collected in the lowest confusion group. We then calculate the ID accuracies in every confusion group. Finally, we calculate the weighted average of accuracies per confusion group according to the population ratios of the OOD datasets which gives a prediction of the average accuracy. In Figure 5 we used $n = 40$.

The assumption here is that the samples in the same confusion bucket are identically distributed with the probability density function $p_i(x)$, even if they come from different test datasets. Under this assumption, we model the test distributions as mixtures

$$p^{ID}(x) = \sum_{i=1}^{K} \alpha_i p_i(x)$$

$$p^{OOD}(x) = \sum_{i=1}^{K} \beta_i^j p_i(x)$$

where $\sum_{i=1}^{K} \alpha_i = 1$ and $\sum_{i=1}^{K} \beta_i^j = 1$ for $j = \{1, 2, 3\}$ representing CIFAR-10.1, CIFAR-10.2, and CINIC-10 respectively. We will refer $\alpha_i$ and $\beta_i^j$ as participation ratios.

We argue that the difference between ID and OOD datasets can be partially explained via participation ratios of identically distributed subpopulations. In yet another but identical formulation, we assume that the distribution shift in the OOD datasets is mainly due to the change in the participation ratios. In particular
Figure 5: Predicting the OOD accuracies from the ID accuracies using the confusion scores. Blue: The mean accuracies of 300 feedforward networks with depths $[2, 3, 4]$, with widths $[2, 4, 8, \ldots, 1024]$ at each layer, and 70 LeNets with 2 convolutional layers with filter numbers $[2, 4, \ldots, 128]$ in the first layer and doubled number of filters in the second layer, followed by three feedforward layers, and 40 ResNets (ResNet18, ResNet34, ResNet50, and ResNet101); each architecture has 10 seeds. Horizontal and vertical lines represent $\pm 2$ standard deviations calculated for the fixed architectures across 10 runs. Purple dots represent the predictions of OOD accuracies from the ID accuracies using the subpopulation model based on confusion scores. In the legend, $e_t$ represents the predictions based on the partitioning based on the entropy scores of epoch $t$. For all epochs, we predict a linear relationship between ID and OOD accuracies, underestimating for very early epochs and overestimating in later epochs.

- We can explain the big part of the accuracy drop that comes from the shift in the distribution of confusion scores in the OOD datasets.
- However, our method does not take into account the accuracy drop due to class-specific spurious correlations or label corruptions.

We find that the prediction works the best for the CIFAR-10.1 OOD dataset which indicates that CIFAR-10.1 dataset does not suffer from spurious correlations or label corruption too much. On the other hand, we find that our prediction is the worst for the CINIC-10 dataset since it has the largest amount label corruption [18]. This is consistent with our observation in the low confusion group, the error rates in the CINIC-10 is the highest and that of CIFAR-10.1 is the lowest (see Figure 4).

We find that using only the early phase of training, our predictions underestimate the OOD accuracies whereas using only the late phase of training, our predictions overestimate the OOD accuracies (see Fig. 5). We underestimate the OOD accuracies early in training since we assign high confusion scores even to easy images. Looking into the transition from early to late training, we observe that the end of Phase-I (i.e. epoch $t = 5$ in our experiments) predicts the OOD accuracies the best! This may be linked to the point where the network stops learning features and starts memorizing individual examples (i.e., test images that are not similar to any of the examples in the training dataset, these can also be viewed as a minority group without cluster formation).

The authors of [33] find that the disagreement rate of two independent runs of training on the same dataset predicts the test error surprisingly well. However, agreement-based methods do not take into account the cases where two models agree, but on the wrong class (either due to spurious correlations, or label corruption). Therefore, we would expect poor prediction performance of this model for predicting CINIC-10 accuracy where many data samples are corrupted. The authors of [34] employ a large variety of methods for predicting the generalization performance on OOD datasets and report that the ID accuracies and the mean entropy scores of the datasets predicted by trained networks correlate the best with the OOD accuracies. Our prediction method does not only correlate with the OOD accuracies, but also outputs a good estimation (see Fig. 5). The precision of our OOD accuracy predictor comes from the partitioning of the test datasets instead of relying on average metrics.

5 Interpretations

Note that the agreement based measures such as in [33] fall short in separating the easy images from the images that include spurious correlations. We argue that low confusion group mistakes are due to spurious correlation or label corruptions and high confusion group mistakes are due to weak spurious correlations. The usual spurious correlation datasets only have two classes (i.e., binary classification setup). With our confusion scores, we see that one class is not only spuriously correlated with exactly one other class but with many, in fact (best seen in the bird class-appendix). In this section, we give an interpretation of how these correlations are distributed over the confusion group subpopulations.

---

4This is a fundamental limitation which requires either context understanding or manual inspection.
Figure 6: **Lowest confusion score mistakes from the classes of truck, plane, dog, and bird from left to right.**

Titles represent the consensus prediction of the bag of resnets. In each class, the first column represents images from CIFAR-10, the second from CIFAR-10.1, the third from CIFAR-10.2, and the last from CINIC-10. (a) **Truck label:** numerous examples of label corruption, many of low confusion truck mistakes are in fact cars. (b) **Plane label:** round planes without wings, and planes without distinguishing plane features with a sea background are classified as ships (spurious correlation). (c) **Dog label:** dogs with pointy ears are classified as cats since this is the distinguishing feature of the cat class in the CIFAR-10 training data. (d) **Bird label:** birds with open and sharp wings flying over a blue sky are classified as planes. Finally both in the bird and dog classes, we observe that the grassy and green backgrounds are attributed to horse and deer labels respectively when distinguishing class features are not present in the images.

**Low confusion score samples:** (Class-specific spurious correlations & Label corruptions & Easy-Typical) Typically samples with low confusion scores achieve low entropy scores/high confidences very early on in training. Similarly, due to the simultaneous extraction of simple features and correlation modalities early in training, the samples exhibiting spurious correlations are also assigned low confusion scores. Here is a list of samples exhibiting various forms of class-specific spurious correlations from Fig. 6: (i) planes with a sea background (spuriously correlated with the ship label), (ii) dogs with pointy ears (spuriously correlated with the cat label), (iii) birds with open wings and blue sky (spuriously correlated with the plane label), and (iv) birds with earthy background, green/brown color distribution, and dotty texture (spuriously correlated with the frog label). Finally, we capture some images with label corruption in low confusion score groups since the majority of the networks make the same prediction early in training on these samples (see the car images in the truck class in Fig 6). For these samples, the entropy scores do not increase later in training.

Note that achieving 0 entropy is identical to achieving confidence 1, thus the low confusion samples can also be identified from their confidence during training. Moreover, the high similarity of the histograms of the entropy scores at epoch \( t = 10 \) (Fig. 3) and the confusion scores (Fig. 2) suggests that the low confusion score samples can potentially be identified using only early training dynamics (Phase-I and II).

**High confusion score samples:** (Weak spurious correlations & missing class-specific features/spurious correlations) An ensemble of networks make conflicting predictions on these images, consistently during training. Therefore neither the simple features nor simple correlations (such as class-specific spurious correlations) that are picked up consistently by different seeds are not present in these images. Ruling out the possibilities of simple modalities in high confusion score samples, there is an abundance of freedom in the input space deviating from the simple modalities present in the training dataset. Some modalities we identified in high-confusion samples are weak-spurious correlations such as gray-scale and white-background.

6 **Conclusion**

We present a label-free method of evaluating how confusing a given sample is to a given model. This measure highlights several aspects of input-output correlations which are also intimately linked to how OOD a given test dataset is. Furthermore we show that the proposed measure can be used to estimate the OOD accuracies.

The confusion score is a measure that depends on the data as well as the chosen model size and architecture. Such dependence is essential as data-centric perspectives disregard potential capacities of the model, and model-centric perspectives disregard the structure of the data. This work itself is limited in its applicability: our observations are expected to hold under the assumption of consistent labeling and sampling for the OOD dataset at hand. A
thorough understanding of the structure of data necessarily requires understanding the context of the dataset, as well as understanding how data is collected and labeled. We believe that the approach outlined in this paper may help guide investigations of datasets and open new ways to see data-model relationship.
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A  Dynamics of learning from the dataset point of view

In this section, we will dive deep into the training dynamics of neural networks in order to understand what features and correlations are picked up during three phases of training, what is the main difference between ID and OOD datasets, and a more detailed analysis of our confusion score.

A.1 Average metrics during training

For completeness, we will present the average accuracies and the average confidences during training for the test datasets and the training datasets as a complement to Fig 3 in the main. However note that the average metrics are dominated by the majority populations therefore disguising what happens for minority groups or isolated test points in the test datasets. Therefore in the following subsections, we will focus on individual data points or subpopulations, going beyond the standard analysis with average metrics.

Figure 7: The evolution of the accuracies and aver. confidences over training. The optimal stopping based on test accuracies are different for all 4 test datasets: $t = 170, 120, 84, 57$ respectively for CIFAR-10 test, CIFAR-10.1, CIFAR-10.2, CINIC-10 (for one of the seeds) which challenges the common practice of choosing the early stopping time based on the test accuracy of the ID dataset.

Entropy scores $s_t(x)$ is not stable during training, especially in Phase-III

Figure 8: Top: Entropy score trajectories of randomly selected test images. We observe that the entropy scores during training wildly fluctuates. One exception is for the low entropy samples: these are learnt early in the training and their class probability distribution during training remains stable. We observe the same behavior for tens of different random sampling, however only 10 samples from each dataset are plotted for the visibility of single trajectories. Bottom: The histogram of standard deviation of entropy scores during the phase-III of training (after epoch 10). We observe that the majority of the test samples in the datasets we investigated exhibit high fluctuation of the entropy scores during training. The means of the standard deviations are 0.112, 0.148, 0.145, and 0.152, respectively. We observed quantitatively very similar histograms for the standard deviations of entropy scores after epoch 50.
A.2 Time evolution of the entropy scores

We presented the evolution of the entropy scores for CIFAR-10 test dataset in the main Fig. 3. Below we present evolutions for CIFAR-10 training, CIFAR-10.1, CIFAR-10.2, and CINIC-10 datasets.

Figure 9: The participation ratio of the low entropy groups between datasets are similar. However due to softmax, in the training dataset, the confidences in this group are pushed up high which in turn results in bucketing all the samples, both easy and in fact possibly highly confusing in the same bucket.
B Accuracy across confusion groups for various model families

Figure 10: The average accuracies of (i) ResNets (10 resnet18s, 10 resnet34s, 10 resnet50s, and 10 resnet101s), (ii) big LeNets with the number of filters \( w \in \{16, 32, 64, 128\} \) in the first layer and doubling the second layer, (iii) small LeNets with the number of filters \( w \in \{2, 4, 8\} \) in the first layer and doubling the second layer, and (iv) two-layers networks with widths \( \{2, 4, 8, \ldots, 1024\} \). Decreasing model complexity hurts accuracies across subgroups in a structured way, i.e. drop in accuracy in each subgroup is homogenous. The orange line represents \( e^{-x} \) where \( x \) is the confusion score. Preliminary observations suggest that the accuracy levels per group can be modeled with \( C(\alpha-1)e^{-\alpha x} \) where \( \alpha \in (0, 1) \) represents the model complexity (\( C \) is the number of classes): for \( \alpha = 1 \) we have the orange line and where for \( \alpha = 0 \) we have the random model which is guessing randomly the correct class for each subgroup.

C Overparameterization and Ensembling via Label-Dependent Partitioning

In this section, we use a label-dependent procedure of partitioning the test datasets into three groups. We take 70 LeNets with architectures \((w, 2w)\) filters in the first two layers with \( w \in \{2, 4, \ldots, 128\} \) and 10 seed for each architecture. For each test datapoint, we count how many of 70 networks classify the point correctly. We collect the test images that are correctly classified by more than \( 2 \times 70/3 \) networks in the easy subpopulation, those that are correctly classified by less than \( 70/3 \) networks in the hard population, and the other ones in the medium subpopulation. We report the participation ratios for these three subpopulations in Table 2. Note that the easy subpopulation makes up the biggest proportion typically which suggests that this is also the majority subpopulation. For the hard subpopulation, the accuracies fluctuate around the chance level (0.1 for 10 classes), that is why we also call this population ambiguous. Note that for CIFAR-10 dataset, the ambiguous population is significantly bigger than the other two OOD datasets.

| DATASET   | EASY   | MEDIUM | HARD   |
|-----------|--------|--------|--------|
| CIFAR-10  | 0.605  | 0.210  | 0.185  |
| CIFAR-10.1| 0.413  | 0.266  | 0.320  |
| CIFAR-10.2| 0.403  | 0.248  | 0.350  |
| CINIC-10  | 0.358  | 0.211  | 0.430  |

As expected, ensembling improves the average accuracy on all test datasets (see Fig. 11). Note that although in the easy subpopulation we collected the samples that are most often correctly classified, we observe that even the overparameterized networks do not achieve perfect accuracy in this subpopulation. However, ensembling pushes up accuracies to very close to 1.00 not only for overparameterized networks, but also for the medium-sized original Lenet with \( w = 16 \). For the medium subpopulation, we observe that ensembling brings a larger gain in accuracy, possibly due to a contamination of this subpopulation by weak spurious correlations. Suprisingly, we observe that ensembling hurts the accuracies in the hard subpopulation! This is due to the mechanism of ensembling: that it implements the decision of the majority of decision makers. In the case of the hard subpopulation, the majority of the networks are incorrect, therefore the ensemble makes the wrong decision, cancelling out the correct decision given by the minority of networks.
Figure 11: **LeNet performances across subpopulations of CIFAR-10 type ID and OOD datasets. First-row:** Typically the easy subpopulation makes up the biggest portion of the dataset (see the subpopulation ratios) therefore dominates the overall accuracy. **Second-row:** Underparameterized networks exhibit gradual improvement in medium subpopulation but overparameterized networks exhibit a drop in the accuracy. **Third-row:** In the hard subpopulation, the networks exhibit random guessing behavior (around %10) and the networks perform pretty much the same independent of the network complexity.

Figure 12: The easy samples in the low confusion group are rarely forgotten and hard samples are rarely classified correctly. Interestingly, for some easy images, not all networks get it right! First row represents first fifth of the samples in the lowest entropy group, the second row represents the second fifth. In the other groups we do not see a separation between easy and hard examples which suggests that the networks keep learning and forgetting these samples in a cyclic fashion (except for the training data where we observe all the samples are learnt/memorized similar to the first two rows. But there are accidental mistakes (in easy samples) and accidental learning (in hard samples) due to the randomness coming from the initialization and learning algorithm (the order of which the samples are learnt plays a significant role).
D Further images for visual inspection

Figure 13: **Vehicle classes & the bird class: Car, truck, ship, plane, bird.** Left: lowest confusion score images; Right: highest confusion score images from the CIFAR-10 test dataset (ID) and three OOD datasets (CIFAR-10.1, CIFAR-10.2, and CINIC-10); three columns for each test dataset. For the lowest confusion score images, we observe class-specific features such as wheels, front glass for the car class; high vehicle, truck trailer for the truck class; deck, main mast for the ship class; wings, tail for the plane class; beak, claws for the bird class. Also for the lowest confusion score images, we observe pronounced class-specific spurious correlations that match the labels of the classes, and limited amount of weak spurious correlations. For the highest confusion score samples, class-specific features and spurious correlations are either not fully pronounced and/or some features are missing, whereas weak spurious correlations such as gray-scale and white background can be present.
Figure 14: **Animal classes: Frog, deer, horse, dog, cat.** Left: lowest confusion score images; Right: highest confusion score images from the CIFAR-10 test dataset (ID) and three OOD datasets (CIFAR-10.1, CIFAR-10.2, and CINIC-10); three columns for each test dataset. For the lowest confusion score samples, we observe clear class-specific features and class-specific spurious correlations matching with the class labels. For the highest confusion score samples, some class-specific features or spurious correlations are either missing or not pronounced, and unusual color combinations for the given class may be present (i.e. weak spurious correlations).
Figure 15: Expansion of Fig. 6 in the main. Examples of class-specific spurious correlations (for the classes that are not presented in the main). The lowest confusion score samples that are misclassified by the majority of the ensemble are presented in this figure. Misclassifications in this group of images are mostly due to the presence of class-specific spurious correlations from the other classes than the label, and due to the lack of class-specific features. In the presence of clear class-specific features, the networks can overcome the effect of other class-specific spurious correlations present in the images and classify these correctly.