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Abstract

Red foxes have a highly flexible social system. Despite numerous studies worldwide, our understanding of the pattern and stability of fox social relationships remains limited. We applied social network analysis to camera trap data collected at high-quality foraging patches to examine the social structure of a population of urban red foxes. Foxes encountered a conspecific on 13% of patch visits, and had significant preferred and avoided companionships in all seasons. They also associated in communities that matched territorial space use, confirming that territories can be analysed separately to increase power without excluding too many social partners. Foxes maintained stable, long-term relationships with other territory residents, but the average longevity of relationships varied seasonally, suggesting that social connectivity, particularly between foxes from different social groups, is influenced by their annual life cycle. The probability of re-association after a given time lag was highest in spring and summer, during cub birth and rearing, and lowest in the winter mating season, when mean relationship duration was shorter. 33% of fox relationships lasted for four consecutive seasons and were probably between territory residents. 14% lasted for around 20 days and were probably between residents and visitors from adjacent territories. The majority (53%) lasted less than one day, particularly during dispersal and mating, and were probably between foxes from non-adjacent social groups. Social structure varied between groups; in one group the death of the dominant male caused significant social disruption for two seasons. This is the first application of social network analysis to multiple red fox social groups. However, our analyses were based on interactions at high quality food patches; social connections may differ when foxes are resting, travelling and foraging elsewhere in their territory. Our results will inform management practices, particularly for disease spread and population control.

Introduction

Social structure affects a wide range of ecological, evolutionary and population processes [1–12], and social networks can link individual relationships to group and/or population-level processes [13]. Social differentiation, for instance, describes the extent to which association
rate (the propensity for a pair of individuals to be encountered together) varies between dyads [14], and gregariousness defines an individual’s tendency to form associations [15]. Heterogeneity in association rate can be attributed to demographic effects such as birth, death and dispersal, or to preferred and avoided companionships [14]. Socially heterogeneous populations can be divided into clusters of individuals (communities) that associate more strongly with each other than with the rest of the population [16]. The composition of communities can help explain preferential associations, and community size indicates an individual’s number of potential associates over a period of time [14,17]. In some colonial [18] and fission-fusion [19,20] species, community membership is explained by overlapping space use, which may also play a critical role in defining social units for territorial species [21]. While communities may be comparable to social groups delineated by behavioural or spatial observations (territories), they can reveal more subtle substructures, particularly inter-group social links [22].

Temporal patterning of associations is a key feature of social structure [23], and comparing data from the same population in different seasons can reveal underlying effects of reproduction [24–28], food availability [29–31], parasitism [32] or environmental conditions [33–35]. When data are collected over sufficient timespans, lagged association rates (LAR) can be used to determine the temporal stability of relationships [36] and structural aspects of social organisation [14]. Understanding the social system of species of economic and conservation concern is particularly important [37–40], since this influences processes such as disease transmission [24,28,41] and resilience to perturbation [42–44].

The red fox (Vulpes vulpes) is the most widespread terrestrial mammal [45] and globally important as an invasive species, predator, competitor and vector of various diseases. While plasticity in social organisation is a key factor in the species’ success [46–49], fox social groups are difficult to define [50] and the only network analysis thus far involved just four animals [51]. Since red foxes are solitary foragers with apparently low contact rates [52], have a low average life expectancy [53], commonly disperse in their first year [54], and exhibit significant seasonal variation in ranging patterns and social behaviour [52,55–57], relationships may not be long-lasting, particularly in heavily culled populations [58]. While red foxes form spatio-temporally stable social groups in many British cities [47,49,59,60], frequent intergroup movements and foraging on adjacent territories, particularly by subordinates [61], make it difficult to determine social group membership [50].

To further our understanding of red fox social organisation and population dynamics, we used social network analyses of a high-density urban fox population to determine (1) whether red foxes associate in distinct communities (i.e. individuals meet and interact with foxes from other social groups), (2) whether these communities can be explained by territorial space use, and (3) whether foxes maintain long-term social relationships with other group members. These data are needed to advance our understanding of fox social behaviour and inform population management programmes.

Materials and methods

Study area and data collection

The study was conducted in an urban area of approximately 1.5 km² in the northwest suburbs of Bristol, UK. The habitat consists predominantly of 1930s semi-detached housing with medium-sized gardens and had one of the highest fox densities in the city [62]. It is the site of an intensive study covering four decades and there is a long-term record of population density and social group structure based on radio-tracking and capture-mark-recapture data [48,49,56,63,64].
Between July 2013 and June 2015 we positioned camera traps in 4 to 6 residential back gardens in each of seven fox territories; cameras were positioned to record visits to locations (food patches) where the householders provisioned the foxes regularly [61,65]. All residents at our field sites gave us permission to conduct the study in their gardens. The cameras were continuously active for 40 days in each of four consecutive seasons: spring (March-May; birth and early cub-rearing), summer (June-August; late cub rearing, onset of juvenile independence), autumn (September-November; onset of dispersal) and winter (December-February; peak dispersal and mating). Consecutive surveys in the same territory were separated by a minimum of 39 days, so each seasonal survey was considered independent, and a finite number of foxes could be captured (i.e. photographed) in each survey. Not all territories were surveyed concurrently due to logistical constraints. Full details of the timing of the surveys in each territory, camera trapping techniques, data collection and handling, are given in [61,65]. We only included foxes > 5 months old in the analyses and identified the individual fox in 99% of capture records; full details on the techniques used to identify each fox, and levels of accuracy, are given in [65].

Data preparation and network construction

Population-level analyses were conducted on a single dataset containing association data from all territories and seasons. Territory-level analyses were conducted on 28 separate networks for each territory and season because foxes show clear seasonal variations in behaviour which may affect social networks e.g. [52,55,57]. Some foxes visited several territories so appeared in more than one interconnected network of animals behaving socially [50,61,65]. To avoid preconceived assumptions about social structure, there was no criterion for inclusion or exclusion of an individual from a particular network, and so all foxes were retained and territories analysed independently. For the same reason, seasonal networks were compared within rather than between territories, as sampling effort (the number and spacing of camera sites) varied slightly between territories.

Since network data collected by different methods are not directly comparable [66,67], we used data from a similar number of patches in each territory and season (four patches per season in territories 1–4, 6 and 7, five patches per season in territory 5; in territories 1–6 the same patches were used in every season) to facilitate network comparisons [21].

Spatiotemporal associations at foraging patches were inferred using the ‘gambit of the group’, i.e. each animal in a group was assumed to be associating with every other individual in that group [23] and social networks constructed in SOCPROG v.2.6 [68]. Data were input in dyadic format, so if an individual associated with more than one conspecific during a patch visit, each dyadic association was recorded on a separate row. Foxes are primarily active between 20:00–04:00 [55] so sampling periods were days starting and ending at noon, a natural break in activity to ensure independent sampling [69].

We used the simple ratio index (SRI) to estimate the proportion of time each dyad spent associated, scaled between 0 (never observed together) and 1 (always observed together). The SRI is statistically unbiased and is recommended if associations are accurate and symmetric, with all identified associates and individuals equally likely to be identified whether associated or alone [14,70,71]. All assumptions were met by this dataset. The SRI was calculated by:-

\[
SRI_{AB} = \frac{x}{x + Y_{AB} + Y_A + Y_B}
\]

where \(x\) is the number of sampling periods in which individuals A and B were associated, \(Y_{AB}\) is the number of sampling periods in which A and B were identified but not associated, and \(Y_A\) and \(Y_B\) the number of sampling periods in which only A or only B was identified [71].
The SRI was used to estimate the proportion of time each dyad spent associated, scaled between 0 (never observed together) and 1 (always observed together). In social network analyses it is common to apply an observation threshold of 2–6 sightings [14,69] to reduce bias from poorly-studied individuals [14]. We excluded foxes observed on < 5 days because this marked a discontinuity in the distribution of individual sighting frequencies (Fig A in S1 Appendix). Plotting the effect of an increasing sighting threshold on social differentiation and power also showed a clear change in line trajectory at a minimum observation of 5 days. Some foxes, referred to hereafter as isolates, were always observed alone so were not inter-connected to the main network component.

Social differentiation and power

We used the coefficient of variation of the association indices (S) to quantify social differentiation, where \( S < 0.2 \) indicates a poorly differentiated society and \( S > 0.8 \) a strongly differentiated society [13,14,72]. To illustrate the level of social differentiation, we plotted frequency distributions of dyadic SRIs and individual mean and maximum SRIs as proportions. The mean SRI indicates the proportion of time an individual spends associating with conspecifics and the maximum SRI represents the proportion of time associating that is spent with a particular individual, i.e. the individual’s closest companion. We constructed network diagrams in NetDraw [73], with strongly-bonded dyads positioned closer together by spring-embedding, to display the strength and patterning of relationships in a more easily-interpreted format. We used the Pearson’s correlation coefficient (r) between the true and estimated association indices to assess the power of the dataset to describe the true social system, where a value of \( r = 1 \) indicated a perfect representation of social structure and \( r = 0.4 \) a moderate representation [14,72]. Both measures were estimated by maximum likelihood and standard errors calculated from 100 bootstrap replicates.

Preferred and avoided companionships

To determine whether associations were active social groupings or simply random aggregations at shared resource patches, we used the modified Manly/Bejder permutation procedure in SOCPROG [68,69,74] to test the null hypothesis that dyads had no preferred or avoided social partners within or between sampling periods (days). As not all foxes were seen every day, we randomised groups within days to account for individual differences in detectability and the non-independence of associations recorded in the same day [75]. This permutation method holds constant the number of groups each individual was observed in each day, and the size of those groups, but does not control for individual differences in gregariousness, i.e. their tendency to form associations [15]. However, isolates were excluded since this method is sensitive to their inclusion. Long-term (between-day) preferred or avoided companionships were indicated by a higher coefficient of variation (CV) of SRIs in the observed data than in 95% of the permuted datasets. Short-term (within-day) preferred companions were indicated by a significantly lower mean in the observed data compared to 95% of the permuted datasets. This also tests for individual differences in gregariousness, indicated by a higher standard deviation (of the mean number of foxes encountered per day) in the observed network compared to 95% of the permuted datasets. We also tested for non-random association by permuting associations (rather than groups) within days to control for gregariousness. This permutation method can only detect long-term preferred and avoided companionships and requires considerably more data [14] but controlling for gregariousness removes the possibility that the null hypothesis of random association will be rejected when individuals differ in their tendency to associate but have no preference for particular associates (type 1 error) [14]. Both
tests were run using 5000 permutations with 1000 trials per permutation, as pilot runs indicated 5000 permutations were enough to stabilise \( p \)-values.

**Community detection**

To determine whether territories were responsible for fox social structure, we tested whether the population could be divided into communities that overlapped territories. We used SOC-PROG to implement two methods of community detection: eigenvector-based (non-hierarchical) community detection [76] and average-linkage hierarchical cluster analysis [77]. Both methods control for individual differences in gregariousness and subdivide the population into communities until modularity (\( Q \)), defined as the difference between the proportion of total associations observed within communities and the expected proportion if foxes associated randomly, is maximised. \( Q > 0.3 \) indicates a useful division [78]. When \( Q < 0.3 \) we assumed that all individuals belonged to the same community. The hierarchical method assumes that communities are nested within one another [23], whereas the eigenvector method optimises modularity over all possible divisions [76].

We used a Mantel test with 5000 permutations, each with 1000 trials, to check that associations were stronger within than between communities, where a significant difference was indicated by a positive \( t \)-value, a high \( p \)-value, and a positive matrix correlation. Community structure was plotted as a network diagram in NetDraw [73], with nodes (individuals) and weighted edges (SRI) arranged using spring-embedding from random start positions.

We determined whether foxes were consistently assigned to the same community over time by dividing the data into seasons and years to create eight datasets between summer 2013 and spring 2015. We excluded individuals observed on < 5 days in each season-year combination and used the two methods of community detection described above to divide each dataset into communities. We selected communities assigned by the method with the highest maximum modularity and calculated the proportion of individuals assigned to the same community across multiple seasons.

To verify that the space use of individuals in communities matched territory location, we counted the number of observations of individuals in each community that were recorded in each territory and used these to construct spatial profile histograms [18]. We calculated the percentage of visits individuals made to different patches and combined these to plot the percentage patch use for each community, with patches grouped by territory.

To quantify whether relationships based on spatiotemporal associations were comparable to relationships based on overlapping space use without requiring physical encounters, we redefined associations as ‘individuals observed in the same patch on the same day, but not necessarily at the same time’ and compared the spatiotemporal and spatial association matrices using a Dietz-R Mantel test [79]. We also ran the eigenvector community detection algorithm again to detect communities based on same-day patch use and compared these visually with communities based on associations.

**Temporal stability of relationships**

We determined whether territories contained stable social groups rather than short-term clusters of individuals by calculating LARs for the whole dataset combined and separately for each territory, community and season. LARs represent the probability that a dyad will associate again after a given time lag [36]. Each LAR was compared to the null association rate (NAR), which is the association rate expected when foxes associate randomly [68]. If the LAR > NAR, this demonstrates the presence of non-random associations. There were no restrictions on the dataset as poorly sampled individuals have little impact on LAR estimates [14]. To describe the
temporal pattern of change in each LAR, we fitted a set of exponential decay models [36] that approximated features of different social structures including preferred companions (permanent relationships lasting until death), casual acquaintances (temporary short- or long-term associations lasting days, months or years) and rapid disassociations (short-lived associations lasting less than a day). Initial starting parameters were 0.5 for all models; these were adjusted and the models refitted if standard errors were large. The best-fitting model was indicated by the lowest QAIC; we report the top two models if $\Delta$QAIC < 2. We determined the precision of the LAR and model parameters using the temporal jack-knife procedure, where days were omitted in turn [36].

To aid interpretation of the LAR, we also calculated the lagged identification rate (LIR) for the whole dataset combined, with no restrictions. LIR is a non-social measure that represents the probability that a fox identified in the study area is the same as a randomly chosen fox some time lag later [80]. A decline in LIR indicates that animals are leaving the study area through emigration or mortality, so corresponding drops in both LAR and LIR suggest that changes in association patterns are explained by demography rather than social dissociation [81]. We fitted exponential models to assess the time periods over which foxes were identified in the study area [68]. The best-fitting model had the lowest QAIC.

We used Mantel permutation tests to examine whether patterns of associations in territories were stable across seasons, by testing for correlations between pairs of matched SRI matrices from different seasons in the same territory. Matched matrices only contained individuals observed in both seasons. We ran both the standard Mantel z-test [82] and the Dietz R-test [79], which is less sensitive to extreme values, three times using 10,000 permutations and calculated the mean matrix correlation and $p$-value, where $p < 0.05$ indicates a significant correlation between matrices. Test results were grouped by the time difference between the compared seasons in the order of data collection, where 1 indicates consecutive seasons, 2 indicates a gap of 1 season and 3 a gap of two seasons. Although results from both Mantel and Dietz R-tests are reported, $p$-values from the more robust Dietz’s $R$ were used to determine the overall consistency of association patterns between seasons: we combined $p$-values with time differences of 1 season (2 tests, between two independent pairs of seasons) or 2 seasons (2 tests) within territories using Fisher’s Omnibus Test [83] in R version 3.2.4 [84] using the package metap (version 0.60) [85].

**Results**

Survey effort is summarized in Table A in S2 Appendix. Of the 175 foxes $> 5$ months old that we identified, 174 visited the patches used in the dataset standardised for network analysis: 83 were seen on $\geq 5$ days across the entire study period. We recorded 38,273 observations of these 83 individuals, of which 3914 were true associations (not self-associations). After removing individuals observed on $< 5$ days per survey, this reduced to 34,313, of which 3909 were true associations. When associations with multiple individuals were pooled within patch visits, foxes encountered at least one other individual during 13% of patch visits i.e. they were alone on 87% of visits. On average we observed 139.6 true associations per survey (SD = 102.0): true associations were most common in autumn (mean/territory ± SD = 173.7 ± 117.1) and in territory 1 (mean/survey = 280.8 ± 64.3), and least common in winter (mean/territory = 97.3 ± 65.2) and in territory 2 (mean/survey = 68.5 ± 48.4). In each territory we observed a mean of 6.5 ± 3.0 individuals per day and 8.6 ± 4.6 per survey, excluding foxes seen on $< 5$ days. The mean number of individuals recorded per survey was highest in winter ($N = 10.7 ± 5.5$) and lowest in summer ($N = 6.6 ± 3.0$), highest in territory 6 ($N = 15.0 ± 7.4$) and lowest in territory 7 ($N = 4.5 ± 0.6$).
Social differentiation was high in the combined dataset ($S \pm SE = 1.255 \pm 0.012$), indicating that association patterns were highly variable, but the correlation coefficient between true and estimated SRIs was low ($r \pm SE = 0.197 \pm 0.003$), suggesting limited power to detect the true social system. This is probably due to combining data from territories that rarely comingle, leading to high social differentiation but a low mean number of associations per dyad (mean = 0.93, Table A in S2 Appendix). Power was higher when calculated separately for each territory and season: $r > 0.4$ for 25 of the 28 networks and the 3 networks with low $r$ also had low mean numbers of associations per dyad. Power was positively correlated with the mean number of associations, supporting the need for more data in some cases. Networks with $r < 0.4$ have limited power to detect the true social system and should be interpreted with caution. Overall, there was greater power to detect the true social system when the data were divided by territory and season than when pooled.

In networks separated by territory and season, some dyads were strongly associated but the majority had an association index of zero, suggesting that they never associated during the study period (Fig B in S1 Appendix). Non-zero association indices were least common in winter, but there was high between-territory variation. Territory 7 had a high proportion of strong relationships in all seasons, and territory 6 had a consistently high proportion of non-associating dyads, possibly because large networks may contain more non-residents that are less well-integrated into the social unit. Individual mean and maximum SRIs (Fig C in S1 Appendix) showed that some individuals in each network spent little or no time being social, while others spent up to 65% of their time being social (see territory 7 in spring) and up to 100% of that time with a single preferred companion (see territory 3 in spring).

Preferred and avoided companionships

The Manly/Bejder test on the pooled dataset (groups permuted within days and all isolates excluded) showed that foxes have preferred short- ($mean_{obs} = 0.008$, $mean_{rand} = 0.012$, $p < 0.001$) and long-term ($CV_{obs} = 5.565$, $CV_{rand} = 4.033$, $p < 0.001$) companions, with significant individual differences in gregariousness ($SD_{obs} = 0.163$, $SD_{rand} = 0.129$, $p < 0.001$). Foxes still associated non-randomly when isolates were included and associations permuted within days to control for gregariousness ($CV_{obs} = 6.355$, $CV_{rand} = 4.625$, $p < 0.001$).

When the data were separated by territory and season, two networks in spring and two in summer contained too few associations to permute associations within days (Table B in S2 Appendix), but combined $p$-values from the remaining networks confirmed that associations were still non-random in all seasons (Table 1). All networks could be randomised when groups

| Season    | $\chi^2$ | df | $p$ | $\chi^2$ | df | $p$ | $\chi^2$ | df | $p$ |
|-----------|---------|----|-----|---------|----|-----|---------|----|-----|
| Spring    | 35.163  | 10 | $<0.001$ | 30.339 | 14 | 0.007 | 70.032 | 14 | $<0.001$ |
| Summer    | 47.587  | 10 | $<0.001$ | 20.177 | 14 | 0.125 | 64.123 | 14 | $<0.001$ |
| Autumn    | 58.476  | 14 | $<0.001$ | 27.109 | 14 | 0.019 | 82.958 | 14 | $<0.001$ |
| Winter    | 51.348  | 14 | $<0.001$ | 38.138 | 14 | $<0.001$ | 64.354 | 14 | $<0.001$ |

Bold values indicate significance at $p < 0.05$.

* Associations were permuted within sampling periods (days) and isolates were included;
* groups were permuted within days and isolates were excluded.

https://doi.org/10.1371/journal.pone.0220792.t001
were permuted within days and isolates excluded. There were significant long-term companionships in 22/28 networks at the 0.05 level of significance and 24/28 networks at the 0.1 level (Table B in S2 Appendix). Significant short-term (within-day) companionships were less common and confirmed in just 7/28 networks at the 0.05 level of significance and 9/28 networks at the 0.1 level. To maximise sample size, networks were considered non-random if they contained significant long-term associations at the 0.1 level. Individual differences in gregariousness were detected in 13/28 networks at the 0.05 level of significance and 15/28 networks at the 0.1 level (Table B in S2 Appendix). Combined p-values from all territories confirmed that all measures were significant in all seasons at the 0.05 level, with the exception of summer, when foxes had no detectable preferences for short-term companionships (Table 1).

**Social structure of the population**

Eigenvector community detection divided the population into 10 communities, and high modularity (Q = 0.834) indicated an accurate division. Average-linkage clustering detected 34 communities, many of which were isolates, and had a lower modularity (Q = 0.822), so we report communities from the eigenvector method. Associations were significantly higher within than between communities (Mantel test: matrix correlation = 0.436, t = 21.49, p = 1.000). Communities 1–7 contained 4–16 adults (Table 2), but community 8 contained just two foxes and the relatively low number of observations of this pair suggested that they were part of a community not included in this study. Individuals in communities 9 and 10 were all isolates and could not be assigned to a community. Communities contained a roughly equal sex ratio and many more subordinates than dominants, of which there was usually one of each sex. Territories contained substantially more foxes than communities (Table 3) and a male-biased sex ratio, mainly due to the high number of subordinates.

Seventy foxes were interconnected in communities during at least one season across the two-year study (mean = 2.61, SD = 1.44, range = 1–6). Of these, 44 were observed in more than one season and 40 (91%) assigned to the same community in at least two seasons, though not always consecutively; 30 (68%) were assigned to the same community in every season they were observed (Fig 1). One subordinate male, marked with an arrow in Fig 1, temporarily

| Community | N | M Dom | F Dom | M Sub | F Sub | M Ust | F Ust | Ust Ust | Number of observations per territory |
|-----------|---|-------|-------|-------|-------|-------|-------|---------|-----------------------------------|
|           |   |       |       |       |       |       |       |         | T1 | T2 | T3 | T4 | T5 | T6 | T7 |
| C1        | 12| 1     | 1     | 6     | 4     | -     | -     | -       | 6437 | 29 | 5 | - | - | - |
| C2        | 5 | 1     | 1     | 1     | 2     | -     | -     | -       | - | - | 4764 | 138 | - | - | - |
| C3        | 8 | 1     | 2     | 2     | 2     | 1     | -     | -       | - | - | 399 | 5127 | - | - | - |
| C4        | 11| 1     | 1     | 5     | 4     | -     | -     | -       | - | 5131 | 117 | 1198 | - | - | - |
| C5        | 16| 1     | 1     | 11    | 3     | -     | -     | -       | - | - | 100 | 5363 | 42 | 1 | - |
| C6        | 13| 2     | 1     | 5     | 5     | -     | -     | -       | 1 | 128 | 4091 | - | - | - | - |
| C7        | 4 | 1     | 1     | -     | 2     | -     | -     | -       | - | - | - | - | - | - | - |
| C8        | 2 | 1     | -     | -     | -     | -     | -     | -       | - | - | 9 | 108 | 42 | - | - |
| C9a       | 11| 1     | -     | 7     | 1     | 1     | -     | 1       | 941 | 3 | 13 | 19 | 61 | 2 | - |
| C10a      | 1 | -     | -     | 1     | -     | -     | -     | -       | - | - | 1 | 5 | - | - | - |

Bold communities indicate those with high-confidence membership. Observations include both true- and self-associations. M = male, F = female, Usx = unknown sex, Dom = dominant, Sub = subordinate, Ust = unknown social status.

* Membership of communities 9 and 10 was uncertain as all individuals were isolates.

https://doi.org/10.1371/journal.pone.0220792.t002

https://doi.org/10.1371/journal.pone.0220792.t002
switched communities in winter and community 1 was gradually subdivided into three separate communities.

True- and self-associations involving foxes in each community were recorded in multiple territories (Table 2), but most were observed in a single territory, as were the majority of patch visits by members of each community (Fig 2). Relationships were similar when defined by spatiotemporal associations and by same-day patch use (Dietz R-test: matrix rank correlation = 0.542, \( p < 0.001 \)). However, eigenvector community detection split the population into

Table 3. Membership of communities delineated in each season and year separately (season-year communities).

| Year    | Season | Community | Colour | N | M Dom | F Dom | M Sub | F Sub | M Ust |
|---------|--------|-----------|--------|---|-------|-------|-------|-------|-------|
| 2013    | Summer | C1        | Yellow | 7 | 1     | 1     | 1     | 4     | -     |
| 2013    | Autumn | C1        | Yellow | 10| 1     | 1     | 6     | 2     | -     |
|         |        | C2        | Cyan   | 4 | 1     | 1     | -     | 2     | -     |
|         |        | C3        | Red    | 5 | 1     | 1     | 2     | 1     | -     |
|         |        | C4        | Light blue | 6 | 1    | 1     | 2     | 2     | -     |
|         |        | White     |        | 1 | -     | -     | -     | 1     | -     |
| 2013–14 | Winter | C1        | Yellow | 8 | 1     | 1     | 4     | 2     | -     |
|         |        | C2        | Cyan   | 5 | 1     | 1     | 1     | 1     | 1     |
|         |        | C3        | Red    | 6 | 1     | 1     | 1     | 2     | 1     |
|         |        | C4        | Light blue | 6 | 1    | 1     | 3     | 1     | -     |
|         |        | C5        | Navy   | 10| 1     | 1     | 6     | 2     | -     |
|         |        | Green     |        | 5 | 1     | -     | 2     | 2     | -     |
| 2014    | Spring | C1        | Yellow | 7 | 1     | 1     | 5     | -     | -     |
|         |        | C2        | Cyan   | 4 | 1     | 1     | -     | 2     | -     |
|         |        | C3        | Red    | 6 | 1     | 2     | 2     | 1     | -     |
|         |        | C4        | Light blue | 4 | 1    | 1     | 1     | 1     | -     |
|         |        | C5        | Navy   | 5 | 1     | 1     | 2     | 1     | -     |
|         |        | Green     |        | 2 | -     | -     | 1     | 1     | -     |
|         |        | Pink      |        | 2 | -     | -     | -     | 2     | -     |
|         |        | Black     |        | 2 | 1     | -     | -     | 1     | -     |
| 2014    | Summer | C2        | Cyan   | 4 | 1     | 1     | -     | 2     | -     |
|         |        | C3        | Red    | 5 | 1     | 1     | 2     | 1     | -     |
|         |        | C4        | Light blue | 4 | 1    | 1     | 1     | 1     | -     |
|         |        | C5        | Navy   | 4 | 1     | 1     | 1     | 1     | -     |
|         |        | C6        | Orange | 8 | 1     | 1     | 3     | 3     | -     |
|         |        | C7        | Purple | 4 | 1     | 2     | -     | 1     | -     |
| 2014    | Autumn | C5        | Navy   | 9 | 1     | 1     | 5     | 2     | -     |
|         |        | C6        | Orange | 13| 3     | 3     | 2     | 5     | -     |
|         |        | C7        | Purple | 4 | 1     | 1     | -     | 2     | -     |
| 2014–15 | Winter | C4        | Light blue | 5 | 1    | 1     | 1     | 2     | -     |
|         |        | C6        | Orange | 6 | -     | 1     | 2     | 3     | -     |
|         |        | C7        | Purple | 4 | 1     | 1     | -     | 2     | -     |
| 2015    | Spring | C4        | Light blue | 2 | 1    | 1     | -     | -     | -     |
|         |        | C6        | Orange | 4 | 1     | 1     | 1     | 1     | -     |
|         |        | C7        | Purple | 4 | 1     | 1     | -     | 2     | -     |

Communities with numbers roughly matched the communities delineated from all seasons and years pooled (Table 2); season-year communities with no C-number did not match any community. Colours refer to those used in the network diagrams (Fig 1). M = male, F = female, Dom = dominant, Sub = subordinate, Ust = unknown social status.

https://doi.org/10.1371/journal.pone.0220792.t003
fewer, larger communities when based on same-day patch use \( (Q = 0.715) \) compared to true spatiotemporal associations, and the resulting communities in this patch-use network included some individuals that were isolated in the social network (Fig 3).

Fig 1. Consistency of communities in each season and year. Edge thickness is proportional to the simple ratio index. Node shapes represent males (■) and females (●). Eig \( Q \) = maximum modularity from eigenvector community detection, AL \( Q \) = maximum modularity from average-linkage hierarchical clustering. The communities presented are from the method in bold, based on the highest modularity or the eigenvector method when modularity was the same for both methods. \(^1\) Q < 0.3 indicated the network could not be divided into communities so the full network is presented. The arrow indicates a male that switched communities between seasons.

https://doi.org/10.1371/journal.pone.0220792.g001

Fig 2. (a) Communities 1–8 in the fox social network, excluding isolates. Node shapes represent males (■) and females (●). Line thickness is proportional to the simple ratio index (SRI). (b) Spatial profiles of communities 1–7. Colours correspond to communities in (a) and error bars indicate standard deviation.

https://doi.org/10.1371/journal.pone.0220792.g002
The LIR plot (Fig 4) showed individuals identified in the study area over a 600-day period, the approximate length of the two-year study from July 2013 to May 2015. The best-fitting model included emigration, reimmigration and mortality (Table 4), when 13 of the 174 foxes in the analysis were identified on average for 14 days before 'leaving' the study area (i.e. not being identified) for 22 days, and then returning to the study area, with an estimated mortality rate of 0.0038/day (1 death every 263 days). As territories were not surveyed continuously, parameter estimates for movement in and out of the study area should be interpreted with caution. The shape of the steep decline in LIR (Fig 4) is more informative, as it matches the shape of the LAR (Fig 5).

**Temporal stability of relationships**

The LAR for the whole study period showed that foxes had periods of strong association lasting approximately 40 days, corresponding to the length of each survey (Fig 5). LARs declined between surveys, after which they increased again, almost to the previous level. This cyclic pattern is an artefact of the sampling regime and, when disregarding this pattern, the LAR declined at a rate comparable to the LIR (Fig 4). The LAR remained above the NAR for all time lags, indicating that foxes had preferred companionships at all time scales. The best-fitting model included permanent acquaintances (33% of relationships) projected to last 1 year 3 months, casual acquaintances (14%) that lasted for around 20 days, and rapid disassociations (53%) lasting less than a day (Table C in S2 Appendix).
Fig 4. The probability that a fox identified on a given day would be the same as a randomly chosen individual at a later time (lagged identification rate, LIR) across the whole study (green circles) and the best-fitting model (red line). Error bars show bootstrap standard errors calculated over 100 replicates.

Table 4. Best-fitting model parameter estimates and fitted model formula for the lagged identification rate, which included emigration, reimmigration and mortality.

| Parameters                  | Estimate ± SE | 95% CIs    |
|-----------------------------|---------------|------------|
| N (a1)                      | 13.0665 ± 1.667 | 10.768–16.777 |
| Mean time in study area (a2) | 13.9501 ± 1.186 | 13.102–16.777 |
| Mean time out of study area (a3) | 21.7136 ± 2.316 | 16.468–24.743 |
| Mortality rate (a4)         | 0.00379 ± 0.0006 | 0.002–0.005 |

Model formula:

\[ LIR = a_3 \times \exp(-a_1 \times \text{lag}) + a_4 \times \exp(-a_2 \times \text{lag}) \]

Fitted function using estimated parameters:

\[
\text{LIR} = \frac{\exp(-0.0037999 \times \text{lag})}{1 + \frac{1}{13.0665 - \frac{1}{13.9501 + \exp(-13.7136 \times \text{lag})}}} \times \frac{1}{1 + \frac{1}{13.7136 + \frac{1}{13.9501 \times \text{lag}}}}
\]

Standard errors were estimated from 100 bootstrap replicates.
Most LARs in communities and territories stayed above the NAR throughout the study, confirming the presence of stable and preferred companionships at all time scales (Figs D and E in S1 Appendix). LARs followed a similar downward trajectory in all communities and territories with the exceptions of communities/territories 3 and 7: they showed no apparent decline in association rate, suggesting greater long-term stability in these social groups. They also had the highest probability of re-association after a year (both probability > 0.5, Table C in S2 Appendix). LARs within territories were similar to those within their corresponding communities (Fig C in S1 Appendix), with the exception of community/territory 4. Relationships in this social unit lasted longer within the territory than the wider community, probably because associations between some community members were recorded in territory 6 (following the death of its dominant male) after territory 4 was surveyed, giving an erroneous impression that relationships with the other members of the community had broken down.

The best-fitting model for LARs in most communities and territories included a combination of rapid disassociations lasting less than a day, casual acquaintances lasting days or weeks and permanent preferred companions (Table C in S2 Appendix), although there were considerable
differences in temporal association patterns between groups: 55% of associations were preferred companions in community/territory 3 but only 5% in community/territory 6. LARs in communities/territories 4 and 7 were better explained by rapid disassociation coupled with short- and long-term casual acquaintances. Parameter estimates were very similar for community and territory 7, with approximately 27% of associations lasting 26 days and 33% projected to last 500 days, whereas relationships appeared more stable in territory 4 than community 4 (Figs C and D in S1 Appendix).

While within-season LARs declined slowly over the 40-day period, they did not cross the NAR, indicating that relationships were relatively stable within seasons (Fig 6). LARs were highest in spring and summer, and lowest in winter. The probability of re-association after 1 day (Table C in S2 Appendix) was highest in spring (0.49) and lowest in winter (0.34). The most parsimonious model for LARs in spring and summer included approximately equal proportions of rapid disassociations and casual acquaintances predicted to last 140–190 days (Table C in S2 Appendix). However, since territories were only monitored for 40 days per
season, the model estimates of relationship duration assumed that foxes continued to associate in the same manner. In winter, relationships were best described as rapid disassociations (64%) and both short- (8%) and long-term (28%) casual acquaintances that lasted 3.8 days and 2 months, respectively. In autumn there were two top models with a similar goodness of fit. Both estimated that approximately 60% of associations lasted less than a day: one classed all remaining associations as casual acquaintances lasting 245 days, and the other split these into 34% preferred companions and 7% casual acquaintances lasting 24 days.

Patterns of association within territories were similar between seasons close in time (Table D in S2 Appendix). Combined $p$-values for all territories showed that association patterns were consistent over a maximum of three consecutive seasons (Table 5). The extent of similarity between association matrices in different seasons varied between territories e.g. they were more consistent in territories 1 and 3 than territory 4, where association patterns changed every season. No territory had significant similarities between all seasons.

### Discussion

Although camera traps are rarely used to study animal social systems [86,87], we have demonstrated that they can collect unbiased data from multiple social units for continuous time periods: while the number of sites that can be monitored is limited, camera traps record...

Table 5. The consistency of association matrices in each territory in different seasons.

| Territory | Time between seasons | $\chi^2$ | df  | $p$   |
|-----------|----------------------|---------|-----|-------|
| T1        | 1                    | 31.56   | 4   | <0.001|
|           | 2                    | 15.15   | 4   | 0.004 |
|           | 3                    |         | 1   | 0.056*|
| T2        | 1                    | 8.76    | 4   | 0.067*|
|           | 2                    | 8.91    | 4   | 0.064*|
|           | 3                    |         | 1   | 0.287 |
| T3        | 1                    | 17.13   | 4   | 0.002 |
|           | 2                    | 11.00   | 4   | 0.027 |
|           | 3                    |         | 1   | 0.220 |
| T4        | 1                    | 8.17    | 4   | 0.086*|
|           | 2                    | 6.07    | 4   | 0.194 |
|           | 3                    |         | 1   | 0.211 |
| T5        | 1                    | 15.60   | 4   | 0.004 |
|           | 2                    | 5.17    | 4   | 0.270 |
|           | 3                    |         | 1   | 0.127 |
| T6        | 1                    | 17.24   | 4   | 0.002 |
|           | 2                    | 10.16   | 4   | 0.038 |
|           | 3                    |         | 1   | 0.502 |
| T7        | 1                    | 4.73    | 4   | 0.316 |
|           | 2                    | 8.65    | 4   | 0.071*|
|           | 3                    |         | 1   | 0.500 |
| All       | 1                    | 103.19  | 28  | <0.001|
|           | 2                    | 65.12   | 28  | <0.001|
|           | 3                    | 21.30   | 14  | 0.094*|

Dietz-R Mantel test $p$-values were combined by Fisher’s Omnibus Test. The time between seasons indicates how close in time the compared surveys were: 1 = consecutive, 2 = gap of one season and 3 = gap of 2 seasons. Significant values ($p < 0.05$) and those close to significance ($0.1 > p > 0.05$, marked with *) are shown in bold.

https://doi.org/10.1371/journal.pone.0220792.t005
associations between all members of a population, which is rarely possible with proximity loggers or passive integrated transponder (PIT) tags.

Despite the widespread perception that red foxes are in some way primitively social [50], we have shown that foxes have a highly differentiated society: individuals have short- and long-term relationships and a community structure probably explained by territoriality. Although facultatively social species generally meet few conspecifics when foraging e.g. [88], the foxes on our study area encountered a conspecific on 13% of patch visits, which was comparable to encounters when travelling between foraging patches on the same study site [52], although these data are from a period when social group sizes were smaller. However, we caution that our data were based on visits to high-quality foraging patches: it is unclear how often different members of each social group use less productive foraging patches, and whether there is a social bias so that less productive patches are used more often by lower-ranking group members [61]. Furthermore, while foxes forage alone, they often share rendezvous sites during the day when cub rearing [89] and at other times of the year. Thus adult members of the social group may spend much of each day in close proximity, although it is unclear whether status and/or other factors affect the frequency with which different members of the social group use rendezvous sites. However, when testing within territories, foxes had preferred and avoided companions both within and between days in all seasons other than summer, when the only preferences were between-day. Intragroup encounters were more common than intergroup encounters [52], and territory intrusions by non-residents were lowest in summer [50], which may explain the lack of within-day avoided companionships.

Foxes associated in communities within a territory boundary

Our fox population was divided into 7 high-confidence communities containing 4–16 individuals that associated with each other more often than with individuals in other communities, suggesting that they associated with up to 15 conspecifics more often than occasionally. Community structure consisted of a dominant pair with several subordinates and an approximately equal sex ratio [89]. However, communities spanned the whole study period and several members were not present for the entire duration of the study. Each fox was only assigned to one community, and communities contained far fewer individuals than territories, since for many carnivores some individuals (particularly males) visit food patches in more than one territory [57,61,90–93]. Territories have long been assumed to match social groups in Bristol [64] and, as expected, community structure largely matched territorial space use. The majority of patch visits by members of the same community were recorded at patches in the same territory, and networks of spatiotemporal associations were statistically similar to networks of same-day patch use. Furthermore, the longevity of relationships was comparable between matched territories and communities, confirming that foxes mainly associated within their territory boundary and that social groups defined by shared territory use [49,62,94] are accurate.

Community structure has been linked to space use in other studies that used the ‘gambit of the group’ approach to infer social associations [19,95–98]. However, it is possible that the fox communities we detected arose from shared space use rather than preferential social associations since these factors are difficult to differentiate [21,99]. We were unable to customise null models to test the significance of association patterns while controlling for sighting location [100] or the extent of space use overlap [20]. Nevertheless, visual inspection showed that fox communities based solely on same-day shared space use (foxes seen in the same patch on the same day, but not at the same time) were larger than communities based on spatiotemporal associations, contained individuals that were isolated in the social network, and grouped many dyads that had never visited the same patch.
Of the 70 foxes seen in more than one season, 44 (68%) were assigned to the same community in all seasons, indicating that community structure was associated with space use for most foxes [19,97]. Community 1 was gradually split into three separate communities; most of the other foxes that changed community were subordinates and did so in autumn or winter, when increased extraterritorial movements [57] lead to higher inter-group encounter rates [52]. This may make social groups appear less distinct: communities are far easier to define when connections are rare between, and common within, groups [101]. It could also be that fox communities overlap [102], but this seems unlikely in a territorial species.

**Temporal stability of red fox relationships**

The probability that an individual was re-identified after a given time lag (LIR) declined steeply in the 40 days following their initial sighting, and continued to drop, albeit at a slower rate, throughout the study period. Infrequent non-resident visitors, and individuals only identified in one survey, probably accounted for the initial steep drop. While the LIR suggested that foxes followed a cyclical pattern of emigration and reimmigration, this was largely down to our sampling protocol. LARs showed a similar cyclical pattern, with high rates of re-association during surveys and low rates between surveys: their rise at the beginning of each subsequent survey indicated that foxes had preferred companions that were consistent between consecutive surveys. However, the LAR declined steadily over time and, as this matched the LIR, this was probably due to dispersal or mortality rather than a breakdown of social relationships [81]. This was further supported by pairwise comparisons between association matrices in different seasons, which confirmed that relationships were stable over seasons, suggesting that, contrary to [51], changes in patterns of association did not occur at particular times of the year.

We identified three main types of relationships: 33% were long term (persisted throughout all four seasons in a territory), 14% were short term (lasting for 20 days based on the combined dataset, but 12–66 days depending on the community/territory), and 53% were rapid disassociations lasting less than a day. Thus foxes have long-term relationships with other territory residents, associate less often with more peripheral residents or foxes from neighbouring territories, and associate just once, if at all, with individuals such as dispersers or foxes seeking mating opportunities that visit their territory for short periods. Most dyads only associated once during the study and were probably between foxes in different social groups. Although intergroup associations were less common than intra-group associations, and did not persist for as long, they may be more common than previously thought [52]. Around 73% of relationships in community/territory 5 were rapid disassociations because many individuals were connected to the network by a single or weak association that did not represent a strong social bond, highlighting the importance of considering association strength when defining fox social groups based on spatiotemporal associations [50].

The stability and distribution of types of relationships differed between unmatched territories and communities. Between-community variation is not uncommon [19,103,104] and probably indicates the influence of multiple interacting variables on social behaviour, although it could be related to network size: smaller communities are more stable temporally [105]. Relationships were most stable in two of the smallest communities, which showed no decline in LAR throughout the year they were studied, and had the highest proportion of long-term companionships (55% in community/territory 3, 33% in community/territory 7). Community/territory 6 had the lowest proportion of long-term companionships (< 5% relationships), further demonstrating the impact of the death of the dominant male on social stability. In the first survey in territory 6 (summer 2014, days 1–40), when the dominant male was alive, LARs followed a similar trajectory to the other communities/territories, but in the second survey
which followed his death, LARs dropped below all the other territories and fell to random after 275 days (spring 2015), once a new dominant male had become established and one of the long-term resident subordinate females, the only remaining long-term companion of the original dominant female, had died. At that point no other fox had been resident in territory 6 since the first survey. Despite their social flexibility, the loss of a group member had a larger and longer-lived impact on fox social structure than expected. Opportunities to study the effects of individual removal on social structure are rare in wild populations and so are generally only examined using simulations [10,21,44,106–109].

LARs were relatively constant within, but differed between, seasons. They were highest in spring and summer and lowest in winter, when true associations were least common, suggesting a seasonal variation in social connectivity, or cohesion. In spring and summer there were equal proportions of rapid disassociations and long-term relationships, whereas long-term relationships were less common in autumn (34–40%) and most relationships lasted less than a day. Long-term relationships were least common in winter (28%), when most relationships lasted less than a day. Foxes maintained preferred companionships with other territory residents at the onset of dispersal, but association rates with dispersing residents declined and the increase in territory intrusion by non-resident dispersers and foxes seeking mating opportunities led to a greater number of short-lived inter-group contacts: mammalian sociality typically declines at the onset of dispersal [25,30].

In future, examining the effects of individual attributes on LARs could help explain the observed patterns of temporal stability. Sex and age differences have been reported in the longevity of relationships in other species [11,110–113], and juveniles may also be important for maintaining social connectivity in red foxes: data on relatedness could also help explain preferred associations [87].

Conclusions

This is one of the first studies to apply social network analysis to red foxes and to camera trap data. Red foxes have a highly differentiated society with a community structure explained by territorial space use. Relationships were mostly stable, but for a limited period of time due to birth, death and dispersal, leading to alterations in social structure. Foxes maintained long-term companionships with some conspecifics in their home territory that lasted several seasons until dispersal or mortality. However, over half of all relationships lasted less than a day, particularly during the dispersal and mating seasons, and these were probably between foxes in different social groups. Furthering our understanding of inter-group relationships is a major challenge in behavioural ecology [114] and, from an applied perspective, are fundamental to improving models for population management and disease spread in red foxes e.g. [115]. Hitherto, management models have focussed on population processes e.g. [116]. While extremely valuable in helping inform management decisions, there is currently a dearth of data on social interactions in red foxes, and the social and population effects of management interventions. The data presented here, particularly on the high levels of inter-group social links, will help improve the management of this globally important invasive species [117]. However, we caution that, of necessity, we collected data from the key foraging patches in each territory. Social connections are likely to vary with context [118] and our data relate to a specific activity.

Supporting information

S1 Appendix. Fig A. Distributions of sighting frequencies (days observed out of 40) for foxes > 5 months old. Distributions are plotted separately for each season and for all data pooled.
Fig B. The proportion of dyads with simple ratio association indices (SRI) of increasing strength for individuals seen on ≥ 5 days in each season and territory. The proportion of individuals is on the y-axis and SRI, plotted between 0–1, is on the x-axis.

Fig C. Proportions of individuals seen on ≥ 5 days in each territory and season with mean (blue) and maximum (yellow) simple ratio association indices (SRI) of increasing strength. Proportion of individuals is on the y-axis and SRI, plotted between 0–1, is on the x-axis.

Fig D. The probability that pairs of foxes that associated on a given day would re-associate at a later time (lagged association rate, LAR) within communities 1–7, and the expected association rate if associations were random (null association rate, NAR) calculated across all data. Vertical lines show jack-knife standard errors.

Fig E. The probability that pairs of foxes that associated on a given day would re-associate at a later time (lagged association rate, LAR) within each territory, and the expected association rate if associations were random (null association rate, NAR) calculated across all data. Vertical lines show jack-knife standard errors.

S2 Appendix. Table A. Summary of survey effort and association data used to construct social networks. T = territory; days = sampling periods; patches = camera sites; observations = observations of filtered individuals; true associations = dyadic associations rather than self-associations; S = maximum likelihood estimate of social differentiation; r = correlation between true and estimated association indices; SE = standard error. Bold values indicate $S \geq 0.2$ or $r \geq 0.4$. *—some patches were not used for all four seasons.

Table B. Results of the Manly/Bejder tests for preferred and avoided companions for the combined dataset and separately for each territory and season network. Dashes indicate degenerate networks that were too sparse to permute. * indicates the $p$-value was close to significance (0.1 > $p$ > 0.05).

Table C. Parameter estimates and interpretation of the best-fitting exponential decay models fitted to lagged association rates (LARs) for the whole dataset and separate seasons, communities and territories. Standard errors were estimated by jack-knifing over one day. The models with the lowest QAIC each contained proportions of rapid disassociations (RD), preferred companions (PC) and casual acquaintances (CA) of one or two types, defined in the formulae as $a1-a4$. Lag = time lag in days. The top two models are presented for autumn as $\Delta$QAIC < 2. AR indicates the probability of re-association after given time lags in days.

Table D. Mantel test correlations ($R$) between seasonal association matrices with the mean $p$-value and standard deviation (SD) calculated from three runs each with 10,000 permutations. Season pair denotes the two surveys compared, listed in the order of data collection: spring (SP), summer (SU), autumn (AU) and winter (WI). Time between seasons indicates how close in time the compared surveys were: 1 = consecutive, 2 = gap of one season and 3 = gap of 2 seasons. Significant $p$-values ($p < 0.05$) and those close to significance (0.1 > $p$ > 0.05, marked with *) are shown in bold.
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