Variable Metric Method for Unconstrained Multiobjective Optimization Problems

Jian Chen · Gao-Xi Li · Xin-Min Yang

Received: 23 January 2022 / Revised: 15 July 2022 / Accepted: 15 September 2022 / Published online: 21 November 2022

Abstract
In this paper, we propose a variable metric method for unconstrained multiobjective optimization problems (MOPs). First, a sequence of points is generated using different positive definite matrices in the generic framework. It is proved that accumulation points of the sequence are Pareto critical points. Then, without convexity assumption, strong convergence is established for the proposed method. Moreover, we use a common matrix to approximate the Hessian matrices of all objective functions, along which a new nonmonotone line search technique is proposed to achieve a local superlinear convergence rate. Finally, several numerical results demonstrate the effectiveness of the proposed method.
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1 Introduction

An unconstrained multiobjective optimization problem can be stated as follows:

$$\min_{x \in \mathbb{R}^n} F(x),$$

(MOP)

where $F : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a twice continuously differentiable function. In this framework, several objective functions have to be minimized simultaneously. Generally, there may not be a single optimal solution to reach the optima for all objectives. Instead, there is a set of compromise solutions for (MOP), for which none of the objectives can be improved without sacrificing the other objectives. In practice, a lot of problems can be cast into MOPs. It can be found in engineering [1], economics [2], bioinformatics [3], water resource management [4], etc. As a widely used mathematical model, research has intensively been made in MOPs.

In the past decades, several methods have been developed to solve MOPs [5–8]. A well-known strategy is the scalarization approach due to Geoffrion [9]. The approach converts a MOP into a single-objective optimization problem (SOP) through a number of predefined parameters so that standard mathematical programming methods can be applied. However, the approach imposes a burden on the decision-maker to choose the parameters, which is unknown in advance. To overcome the drawback, Mukai [10] proposed the first descent method for MOPs, in which all objective functions decrease along the generated descent direction, and no prior information is needed. Fliege and Svaiter [11] independently reinvented the parameter-free multiobjective optimization method, called the steepest descent method for multiobjective. Comparing with the steepest descent method for SOPs, the steepest descent direction for MOPs is given by solving the following subproblem:

$$\min_{d \in \mathbb{R}^n} \max_{i = 1, 2, \cdots, m} \nabla F_i(x)^\top d + \frac{1}{2} \|d\|^2.$$

This is equivalent to the quadratic programming (QP)

$$\min_{(t,d) \in \mathbb{R} \times \mathbb{R}^n} t + \frac{1}{2} \|d\|^2,$$

$$\text{s.t. } \nabla F_i(x)^\top d \leq t, \ i = 1, 2, \cdots, m.$$

From then on, some standard mathematical programming methods are generalized to solve MOPs and vector optimization problems [12–19]. Among these, Povalej [14] proposed the following direction-finding subproblem of the quasi-Newton method:

$$\min_{d \in \mathbb{R}^n} \max_{i = 1, 2, \cdots, m} \nabla F_i(x)^\top d + \frac{1}{2} d^\top B_i(x) d,$$

where $B_i(x)$ is the approximate Hessian of objective function $F_i$ at $x$. Due to the coupled $\nabla F_i(x)$ and $B_i(x)$ for $i = 1, 2, \cdots, m$, the subproblem can be reformed into
the quadratically constrained problem (QCP):

\[
\begin{align*}
\min_{(t, d) \in \mathbb{R} \times \mathbb{R}^n} & \quad \mathbf{t} \\
\text{s.t.} \quad \nabla F_i(x)^\top d + \frac{1}{2} d^\top B_i(x)d & \leq t, \quad i = 1, 2, \ldots, m.
\end{align*}
\]

On the one hand, comparing with steepest descent method, the rate of convergence is superlinear for quasi-Newton method. On the other hand, solving QCPs is much more time-consuming than QPs. As a result, even if the overall iteration count is reduced due to quasi-Newton directions, each iteration with solving a QCP will require more computational effort than one iteration with solving a QP. The Newton method [12] for MOPs will also encounter this situation. Naturally, in view of the efficient inner iterations of the steepest descent method and rapid outer convergence of the quasi-Newton method, a question arises: Can we use a common matrix as an approximation to Hessian matrices of all objective functions so that decreased direction can be obtained by solving a QP and outer iterations enjoy superlinear convergence as well?

Variable metric method [20] is one of the main solution strategies for solving constrained optimization problems, in which the calculation of direction \(d_k\) depends on a common positive definite matrix \(B_k\). Particularly, \(B_k\) is an approximation to Hessian matrices of objective function and constraints at \(x_k\), and convergence rate of the method is superlinear in this setting. It is easy to apply this method to direction-finding subproblems of MOPs. As far as we know, some researchers have already worked on it. Moudden and Mouatasim [19] used \(B_k = \tau_k I\) as a diagonal approximation of Hessian matrices. On the other hand, Ansary and Panda [21] used BFGS [22–25] to update approximate Hessian matrices. However, they didn’t prove the superlinear convergence rate of the proposed algorithm, and which is left as their next objective. To our best knowledge, the question is still open. In this paper, we present a variable metric method to remedy second-order methods [12, 14] for unconstrained multiobjective optimization problems. We also prove the local superlinear convergence rate of the proposed method in a special setting, which is a positive answer to the open question.

The organization of the paper is as follows. Some preliminaries are given in Sect. 2 for our later use. In Sect. 3, we propose the generic frameworks for solving unconstrained MOPs. Sect. 4 is devoted to prove global and strong convergence of the proposed method and show that sequence of solutions to dual problems is convergent under reasonable assumptions. Sect. 5 uses BFGS to update approximate Hessian matrices, along which a new nonmonotone line search technique is proposed to achieve a local superlinear convergence rate. Numerical results are presented in Sect. 6. At the end of the paper, some conclusions are drawn.

## 2 Preliminaries

In this paper, the (MOP) is considered in the \(n\)-dimensional real Euclidean space \(\mathbb{R}^n\). We denote by \(\mathbb{R}_+\) the set of nonnegative real numbers, by \(\mathbb{R}_{++}\) the set of strictly
positive real numbers, and by $\| \cdot \|$ the Euclidean distance in $\mathbb{R}^n$. Let $B[x, r]$ be a closed ball with radius $r \in \mathbb{R}^+$ and center at $x \in \mathbb{R}^n$. We denote by $JF(x) \in \mathbb{R}^{m \times n}$ the Jacobian matrix of $F$ at $x$, by $\nabla F_i(x) \in \mathbb{R}^n$ the gradient of $F_i$ at $x$ and by $\nabla^2 F_i(x) \in \mathbb{R}^{n \times n}$ the Hessian matrix of $F_i$ at $x$. $I \in \mathbb{R}^{n \times n}$ denote unit matrix, for two matrices $A, B$, $B \leq A$ (resp. $B < A$) means that $A - B$ is positive semidefinite (resp. definite). We denote by $\text{conv}(S)$ the convex hull of a set $S$. Let $v$ be a vector, $c$ be a constant, $v \geq c$ represents every component of $v$ is greater than or equal to $c$. The Hausdorff distance between two sets is given by

$$d_H(A, B) := \max\{\sup_{a \in A} d(a, B), \sup_{b \in B} d(b, A)\},$$

where $d(a, B) := \inf_{b \in B}\{\|a - b\|\}$. To optimize $F$, we present the definition of optimal solutions in Pareto sense. We introduce partial order induced by $\mathbb{R}^m_{+} = \mathbb{R}_{+} \times \cdots \times \mathbb{R}_{+}$,

$$F(y) \leq (\text{resp.<}) F(z) \iff F(z) - F(y) \in \mathbb{R}^m_{+} (\text{resp. } \mathbb{R}^m_{++}).$$

Some definitions used in this paper are given below.

**Definition 1** [26] A vector $x^* \in \mathbb{R}^n$ is called Pareto optimum to (MOP), if there exists no $x \in \mathbb{R}^n$ such that $F(x) \leq F(x^*)$ and $F(x) \neq F(x^*)$.

**Definition 2** [11] A vector $x^* \in \mathbb{R}^n$ is called Pareto critical point to (MOP), if

$$\text{range}(JF(x^*)) \cap -\mathbb{R}^m_{++} = \emptyset,$$

where $\text{range}(JF(x^*))$ denotes the range of linear mapping given by the matrix $JF(x^*)$.

**Definition 3** [11] A vector $d \in \mathbb{R}^n$ is called descent direction for $F$ at $x$, if

$$JF(x)d \in -\mathbb{R}^m_{++}.$$

3 **Generic Variable Metric Method for MOPs**

For $x \in \mathbb{R}^n$, we define $d(x)$, the descent direction obtained by variable metric method, as the optimal solution of

$$\min_{d \in \mathbb{R}^n} \max_{i=1, 2, \ldots, m} \nabla F_i(x) \mathbf{1} d + \frac{1}{2} d \mathbf{1} B(x)d, \tag{1}$$

where $B(x)$ is a positive definite matrix.

Since that $\nabla F_i(x) \mathbf{1} d + \frac{1}{2} d \mathbf{1} B(x)d$ is strongly convex for $i = 1, 2, \ldots, m$, we conclude that (1) has a unique minimizer. The optimal value and optimal solution of (1) are denoted by $\theta(x)$ and $d(x)$, respectively. Hence,

$$\theta(x) = \min_{d \in \mathbb{R}^n} \max_{i=1, 2, \ldots, m} \nabla F_i(x) \mathbf{1} d + \frac{1}{2} d \mathbf{1} B(x)d. \tag{2}$$
and

\[ d(x) = \arg \min_{d \in \mathbb{R}^n} \max_{i=1,2,\ldots,m} \nabla F_i(x)^\top d + \frac{1}{2} d^\top B(x) d. \]  

(3)

Indeed, (1) can be rewritten equivalently as the following smooth quadratic problem:

\[
\begin{align*}
\min_{(t,d) \in \mathbb{R} \times \mathbb{R}^n} & \quad t + \frac{1}{2} d^\top B(x) d \\
\text{s.t.} & \quad \nabla F_i(x)^\top d \leq t, \quad i = 1, 2, \ldots, m.
\end{align*}
\]

(QP)

Notice that (QP) is convex and its constraints are linear; then, strong duality holds. The Lagrangian function of (QP) is

\[
L((t,d), \lambda) = t + \frac{1}{2} d^\top B(x) d + \sum_{i=1}^{m} \lambda_i (\nabla F_i(x)^\top d - t).
\]

By Karush–Kuhn–Tucker (KKT) conditions, we have

\[
\sum_{i=1}^{m} \lambda_i = 1, \quad \lambda \geq 0, \quad i = 1, 2, \ldots, m.
\]

(4)

\[
B(x) d + \sum_{i=1}^{m} \lambda_i \nabla F_i(x) = 0,
\]

(5)

\[
\nabla F_i(x)^\top d \leq t, \quad i = 1, 2, \ldots, m,
\]

(6)

\[
\lambda_i \geq 0, \quad i = 1, 2, \ldots, m,
\]

(7)

\[
\lambda_i (\nabla F_i(x)^\top d - t) = 0, \quad i = 1, 2, \ldots, m.
\]

(8)

From (5) and positive definiteness of \( B(x) \), we obtain

\[
d(x) = -B(x)^{-1} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right),
\]

(9)

where \( \lambda(x) = (\lambda_1(x), \lambda_2(x), \ldots, \lambda_m(x)) \) is the solution of dual problem

\[
- \min_{\lambda} \frac{1}{2} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right)^\top B(x)^{-1} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right) \quad \text{(DP)}
\]

\[
\text{s.t.} \quad \sum_{i=1}^{m} \lambda_i = 1,
\]

\[
\lambda_i \geq 0, \quad i = 1, 2, \ldots, m.
\]
For the sake of simplicity, we denote \( \Delta_m = \{ \lambda : \sum_{i=1}^m \lambda_i = 1, \lambda_i \geq 0, \; i = 1, 2, \ldots, m \} \). Recall that strong duality holds, we obtain

\[
\theta(x) = -\frac{1}{2} \left( \sum_{i=1}^m \lambda_i(x) \nabla F_i(x) \right)^\top B(x)^{-1} \left( \sum_{i=1}^m \lambda_i(x) \nabla F_i(x) \right)
= -\frac{1}{2} d(x)^\top B(x) d(x).
\] (10)

From (6), we have

\[
\nabla F_i(x) d(x) \leq t(x) = \theta(x) - \frac{1}{2} d(x)^\top B(x) d(x)
= -d(x)^\top B(x) d(x), \; i = 1, 2, \ldots, m.
\] (11)

If \( \lambda_i(x) \neq 0 \), then (8) leads to

\[
\nabla F_i(x) d(x) = t(x) = -d(x)^\top B(x) d(x).
\] (12)

It follows by (4) and (8) that

\[
\sum_{i=1}^m \lambda_i(x) \nabla F_i(x)^\top d(x) = t(x) = -d(x)^\top B(x) d(x).
\] (13)

Next, we will present some properties of \( \theta(x) \) and \( d(x) \).

**Lemma 1** Suppose that \( B(x) \) is positive definite for all \( x \in \mathbb{R}^n \), we have

(a) for all \( x \in \mathbb{R}^n \), \( \theta(x) \leq 0 \).

(b) the following conditions are equivalent:

(i) The point \( x \) is non-critical;
(ii) \( \theta(x) < 0 \);
(iii) \( d(x) \neq 0 \).

(c) if \( B : \mathbb{R}^n \to \mathbb{R}^{n \times n} \) is continuous, then so are \( d \) and \( \theta \).

**Proof** Since matrix \( B(x) \) is positive definite, then assertions (a) and (b) can be obtained by using the same arguments as in the proof of [14, Lemma 3.2]. Next, we prove the assertion (c). It is sufficient to prove that \( d \) and \( \theta \) are continuous in a fixed but arbitrary compact set \( W \subset \mathbb{R}^n \). Notice that \( B \) and \( \nabla F_i \) are continuous, and the fact that \( B(x) \) is positive definite, then \( \| \nabla F_i \| \) is bounded and eigenvalues of \( B \) are uniformly bounded away from 0 on \( W \), i.e., there exist \( L \) and \( a, b > 0 \) such that

\[
L = \max_{x \in W, i=1,2,\ldots,m} \| \nabla F_i(x) \| \quad (14)
\]

and

\[
aI \leq B(x) \leq bI, \; \forall x \in W. \quad (15)
\]
In view of (9), we have
\[
d(x) = -B(x)^{-\frac{1}{2}} \left( B(x)^{-\frac{1}{2}} \left( \sum_{i=1}^{m} \lambda_i(x) \nabla F_i(x) \right) \right),
\]
(16)
where \( \lambda(x) \) is a solution of (DP). Let us first define \( C(x) = \text{conv}\{B(x)^{-\frac{1}{2}} \nabla F_i(x) : i = 1, 2, \ldots, m\} \) and \( \xi(x) = B(x)^{-\frac{1}{2}} \left( \sum_{i=1}^{m} \lambda_i(x) \nabla F_i(x) \right) \), then \( \xi(x) \) is the minimal norm element of \( C(x) \) due to \( \lambda(x) \) is a solution of (DP). Together with (15) and (16), to prove \( d \) is continuous, it is sufficient to show that \( \xi \) is continuous. Next, we will prove that, for a fixed point \( y \in W \) and any \( \epsilon > 0 \), there exists \( \delta > 0 \) such that
\[
d_H(C(y), C(z)) < \epsilon, \quad \forall z \in B[y, \delta].
\]
(17)
Since \( B(x)^{-\frac{1}{2}} \nabla F_i(x) \) is continuous for \( i = 1, 2, \ldots, m \), without loss of generality, for any \( \epsilon > 0 \), there exists \( \delta > 0 \) such that
\[
\|B(y)^{-\frac{1}{2}} \nabla F_i(y) - B(z)^{-\frac{1}{2}} \nabla F_i(z)\| < \epsilon, \quad \forall z \in B[y, \delta], \quad i = 1, 2, \ldots, m.
\]
For any \( c \in C(y) \), there exists \( \lambda^c \in \Delta_m \) such that \( c = \sum_{i=1}^{m} \lambda_i^c B(y)^{-\frac{1}{2}} \nabla F_i(y) \). Hence,
\[
d(c, C(z)) \leq \left\| \sum_{i=1}^{m} \lambda_i^c B(y)^{-\frac{1}{2}} \nabla F_i(y) - \sum_{i=1}^{m} \lambda_i^c B(z)^{-\frac{1}{2}} \nabla F_i(z) \right\|
\]
\[
\leq \sum_{i=1}^{m} \lambda_i^c \|B(y)^{-\frac{1}{2}} \nabla F_i(y) - B(z)^{-\frac{1}{2}} \nabla F_i(z)\|
\]
\[
< \epsilon
\]
holds for all \( z \in B[y, \delta] \). Since \( c \in C(y) \) is arbitrary, we have
\[
\sup_{c \in C(y)} d(c, C(z)) < \epsilon, \quad \forall z \in B[y, \delta].
\]
Similarly, we obtain that
\[
\sup_{c \in C(z)} d(c, C(y)) < \epsilon, \quad \forall z \in B[y, \delta].
\]
Therefore, inequality (17) holds. According to the definition of \( \xi \), it follows that
\[
c_y^\top \xi(y) \geq \|\xi(y)\|^2, \quad \forall c_y \in C(y),
\]
and
\[
c_z^\top \xi(z) \geq \|\xi(z)\|^2, \quad \forall c_z \in C(z).
\]
This together with (17) implies that there exist $w_y, w_z \in B[0, \epsilon]$ such that

$$(\xi(z) + w_z)\top \xi(y) \geq \|\xi(y)\|^2,$$

and

$$(\xi(y) + w_y)\top \xi(z) \geq \|\xi(z)\|^2.$$  

Consequently, we infer that

$$\|\xi(y) - \xi(z)\|^2 = \|\xi(y)\|^2 + \|\xi(z)\|^2 - 2\xi(y)^\top \xi(z) \leq w_x^\top \xi(y) + w_y^\top \xi(z)$$

$$\leq \epsilon(\|\xi(y)\| + \|\xi(z)\|)$$

$$\leq \frac{2L\sqrt{a}}{\sqrt{\epsilon}},$$

where the last inequality is given by (14), (15) and the definition of $C$. Thus, we have proved that $\xi$ is continuous in $W$, i.e., $d$ is continuous. Finally, the continuity of $\theta$ is the consequence of (10) and the fact that $d$ and $B$ are continuous.

For every iteration $k$, after obtaining the unique descent direction $d_k \neq 0$, the classical Armijo technique is applied for line search.

Algorithm 1 Armijo_line_search

**Data:** $x_k \in \mathbb{R}^n, d_k \in \mathbb{R}^n, JF(x_k) \in \mathbb{R}^{m \times n}$, $\sigma, \gamma \in (0, 1)$, $\alpha = 1$

**while** $F(x_k + \alpha d_k) - F(x_k) \not\leq \sigma \alpha JF(x_k)d_k$ **do**

$$\alpha \leftarrow \gamma \alpha$$

**end**

**return** $\alpha_k \leftarrow \alpha$

The following result shows that the Armijo technique will accept a step size along with $d(x)$.

**Lemma 2** [11, Lemma 4] Assume that $x \in \mathbb{R}^n$ is a noncritical point of $F$. Then, for any $\sigma \in (0, 1)$ there exists $\alpha_0 \in (0, 1]$ such that

$$F_i(x + \alpha d(x)) - F_i(x) \leq \sigma \alpha JF(x)d(x)$$

holds for all $\alpha \in [0, \alpha_0]$ and $i \in \{1, 2, \cdots, m\}$.

The generic variable metric method (GVMM) for MOPs is described as follows.

**Remark 1** In Algorithm 2, we obtain the descent direction by solving (DP) rather than solving (QP). Indeed, as the dimension of decision variables grows, the effort to solve (QP) increases. However, the dimension of dual variables, which is equal to the number of objectives, is invariable as the dimension of decision variables grows.
Algorithm 2 generic_variable_metric_method_for_MOPs

**Data:** $x_0 \in \mathbb{R}^n$, $\epsilon \geq 0$, positive definite matrix $B_0 \in \mathbb{R}^{n \times n}$

**for** $k = 0, 1, \ldots$ **do**

$\lambda^k \leftarrow \arg \min_{\lambda \in \Delta_m} \frac{1}{2} \left( \sum_{i=1}^m \lambda_i \nabla F_i(x_k) \right)^\top B_k^{-1} \left( \sum_{i=1}^m \lambda_i \nabla F_i(x_k) \right)$

$d_k \leftarrow -B_k^{-1} \left( \sum_{i=1}^m \lambda_i \nabla F_i(x_k) \right)$

$\theta_k \leftarrow -\frac{1}{2} d_k^\top \left( \sum_{i=1}^m \lambda_i \nabla F_i(x_k) \right)$

**if** $|\theta_k| \leq \epsilon$ **then**

**return** $x_k$

**else**

$\alpha_k \leftarrow \text{Armijo_line_search}(x_k, d_k, JF(x_k))$

$x_{k+1} \leftarrow x_k + \alpha_k d_k$

update $B_{k+1}$

**end**

**end**

4 Convergence Analysis for Generic Variable Metric Method

In Algorithm 2, we can see that GVMM terminates with an $\epsilon$-approximate Pareto critical point in a finite number of iterations or generates an infinite sequence. In the sequel, we will suppose that GVMM produces an infinite sequence of noncritical points. The main goal of this section is to show the convergence property of GVMM.

4.1 Global Convergence

In this subsection, we will discuss the global convergence of GVMM. First of all, some mild assumptions are presented as follows.

**Assumption 1** The sequence $\{B_k\}$ of matrices is uniformly positive definite, i.e., there exist two positive constants, $a$ and $b$, such that

$$ a I \leq B_k \leq b I, \ \forall k. $$

**Assumption 2** For any $x_0 \in \mathbb{R}^n$, the level set $L = \{x : F(x) \leq F(x_0)\}$ is compact.

**Theorem 1** Suppose that Assumptions 1 and 2 hold, sequence $\{x_k\}$ is produced by GVMM, then we have

(i) $\lim_{k \to \infty} x_{k+1} - x_k = 0$.

(ii) $\{x_k\}$ has at least one accumulation point, and every accumulation point is a Pareto critical point.

(iii) $\lim_{k \to \infty} d_k = 0$.

**Proof** Since $L = \{x \in \mathbb{R}^n | F(x) \leq F(x_0)\}$ is compact and $\{F(x_k)\}$ is a decreasing sequence, it follows that sequence $\{x_k\}$ belongs to $L$, and $\{x_k\}$ has at least one accumulation point. From $L$ is compact and $F$ is continuous, we conclude that $\{F(x_k)\}$ is
bounded, which together with the monotonicity \( \{F(x_k)\} \) yields \( \{F(x_k)\} \) is a Cauchy sequence. Therefore,

\[
\lim_{k \to \infty} (F(x_{k+1}) - F(x_k)) = 0. \tag{18}
\]

Recall that \( \alpha_k \) is chosen as follows:

\[
F(x_k + \alpha_k d_k) \leq F(x_k) + \sigma \alpha_k JF(x_k) d_k, \tag{19}
\]

we use Assumption 1 and (11) to obtain

\[
F(x_k + \alpha_k d_k) \leq F(x_k) - a \sigma \alpha_k \|d_k\|^2. \tag{20}
\]

The latter combined with (18) implies

\[
\lim_{k \to \infty} (\alpha_k \|d_k\|^2) = 0. \tag{21}
\]

Therefore, we have

\[
\lim_{k \to \infty} x_{k+1} - x_k = \lim_{k \to \infty} \alpha_k d_k = 0,
\]

which completes the proof of assertion (i). Next, we will prove the assertion (ii). Since \( \{x_k\} \) is bounded and \( \{B_k\} \) is uniformly positive definite, without loss of generality, there exist an infinite index set \( K \), a point \( x^* \) and a positive definite matrix \( B^* \) such that

\[
x_k \to x^*, \ B_k \to B^*, \ k \in K.
\]

In view of (21), we distinguish two cases:

\[
\limsup_{k \in K} \alpha_k > 0 \tag{22}
\]

and

\[
\limsup_{k \in K} \alpha_k = 0. \tag{23}
\]

If (22) holds, then there exists an infinite index set \( K_1 \subset K \) such that

\[
\lim_{k_1 \in K_1} \alpha_{k_1} = \bar{\alpha} > 0.
\]

This together with (21) implies

\[
\lim_{k_1 \in K_1} d_{k_1} = 0.
\]
Recall that $B_k \to B^*$ and $x_k \to x^*$, it follows from Lemma 1(c) that $d_k \to d^*$, i.e., $d^* = 0$. Hence, we conclude that $x^*$ is a Pareto critical point.

When (23) occurs, it follows by $\alpha_k \geq 0$ that $\lim_{k \in K} \alpha_k = 0$. From the Armijo line search, without loss of generality, we have

$$F\left(x_k + \frac{\alpha_k}{\gamma} d_k\right) - F(x_k) \not\leq \sigma \frac{\alpha_k}{\gamma} JF(x_k) d_k, \forall k \in K.$$

This implies that there exists at least one $j_k \in [m]$ such that

$$F_{j_k}\left(x_k + \frac{\alpha_k}{\gamma} d_k\right) - F_{j_k}(x_k) > \sigma \frac{\alpha_k}{\gamma} \nabla F_{j_k}(x_k)^T d_k, \forall k \in K.$$

Dividing by $\alpha_k$ on both sides of the above inequality and let $k \in K$ tends to $\infty$, we obtain

$$\nabla F_i(x^*)^T d^* \geq 0,$$

for some $i \in [m]$. It follows by (11) that $-d^*^T B^* d^* \geq 0$, i.e., $d^* = 0$. Hence, $x^*$ is a Pareto critical point.

Finally, we prove the assertion (iii). Suppose by contradiction that there exists an infinite index set $\bar{K}$ and a constant $c > 0$ such that $\|d_k\| \geq c$ holds for all $k \in \bar{K}$. Since $\{x_k\}$ is bounded and $\{B_k\}$ is uniformly positive definite, without loss of generality, there exist an infinite index set $\bar{K}' \subset \bar{K}$, a point $\bar{x}$ and a positive definite matrix $\bar{B}$ such that

$$x_k' \to \bar{x}, \quad B_k' \to \bar{B}, \quad k' \in \bar{K}'.$$

The latter combined with assertion (c) of Lemma 1 yields $\lim_{k' \in \bar{K}'} \|d_k'\| = \|\bar{d}\| \geq c > 0$. Therefore, by Lemma 1(b), we conclude that $\bar{x}$ is not a Pareto critical point. Recall that $\bar{x}$ is an accumulation point of $\{x_k\}$, this contradicts assertion (ii). Thus, $\lim_{k \to \infty} d_k = 0$. The proof is completed.

### 4.2 Strong Convergence

This subsection is devoted to strong convergence of the proposed method. On the one hand, it should be noted that although the strong convergence property of an algorithm has been extensively studied in SOPs, the researches on the counterpart for MOPs are relatively rare. On the other hand, a question arises: Will the gradient-based method converge to a Pareto critical point without convexity assumption? In order to analyze strong convergence property of GVMM, a second-order assumption is presented as follows.
Assumption 3 The sequence \( \{x_k\} \) produced by GVMM possesses an accumulation point \( x^* \) with the corresponding multiplier \( \lambda^* \) such that

\[
d^\top \left( \sum_{i=1}^{m} \lambda^*_i \nabla^2 F_i(x^*) \right) d > 0, \quad \forall d \in \Omega,
\]

where \( \Omega := \{d \neq 0 : \nabla F_i(x^*)^\top d = 0, \ i = 1, 2, \cdots, m\} \).

Remark 2 It is easy to see that convex multiobjective function \( F \) with at least one strictly convex component \( F_i \), and \( \lambda^*_i \neq 0 \), is sufficient for the above assumption. Moreover, the assumption holds for some nonconvex functions when \( \sum_{i=1}^{m} \lambda^*_i \nabla^2 F_i(x^*) \) is positive definite. We will give an example to verify it.

Example 1 Consider the following multiobjective optimization:

\[
\min_{x \in \mathbb{R}^2} (F_1(x), F_2(x)),
\]

where \( F_1(x_1, x_2) = 2x_1^2 - x_2^2, \ F_2(x_1, x_2) = -(x_1 - 1)^2 + 2(x_2 - 1)^2 \). By directly calculating, we have

\[
\nabla F_1(x_1, x_2) = (4x_1, -2x_2)^\top,
\]

\[
\nabla F_2(x_1, x_2) = (-2(x_1 - 1), 4(x_2 - 1))^\top,
\]

and

\[
\nabla^2 F_1(x_1, x_2) = \begin{pmatrix} 4 & 0 \\ 0 & -2 \end{pmatrix},
\]

\[
\nabla^2 F_2(x_1, x_2) = \begin{pmatrix} -2 & 0 \\ 0 & 4 \end{pmatrix}.
\]

Substituting \( x = (-1, 2)^\top \) into gradient functions, we have \( \nabla F_1(x) = (-4, -4)^\top \), and \( \nabla F_2(x) = (4, 4)^\top \). It follows that \( \frac{1}{2} \nabla^2 F_1(x) + \frac{1}{2} \nabla^2 F_2(x) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) is positive definite. Then Assumption 3 holds for the nonconvex function \( F \).

Theorem 2 Suppose that Assumptions 1–3 hold, then \( \{x_k\} \) produced by GVMM is strongly convergent, i.e., \( \lim_{k \to \infty} x_k = x^* \).

Proof By Theorem 1(ii), \( \{x_k\} \) has at least one accumulation point, and the accumulation point \( x^* \) is a Pareto critical point. Next, we prove that \( x^* \) is an isolated accumulation point of \( \{x_k\} \). Assume in contradiction that \( x^* \) is not an isolated accumulation point of \( \{x_k\} \). Then there exists a sequence \( \{x^*_j\} \) satisfies \( x^*_j \neq x^* \) such that \( \lim_{j \to \infty} x^*_j = x^* \).
and every $x_j^*$ is an accumulation point of the sequence $\{x_k\}$. Since $x^*$ is a Pareto critical point, then there exists a vector $\lambda^* \in \Delta_m$ such that

$$\sum_{i=1}^m \lambda_i^* \nabla F_i(x^*) = 0. \quad (24)$$

Without loss of generality, we assume that

$$\lim_{j \to \infty} x_j^* - x^* \parallel x_j^* - x^* = d. \quad (25)$$

Since $\{F(x_k)\}$ converges to $F^*$, then every accumulation point of the sequence $\{x_k\}$ has the same value for $F$, that is,

$$F(x_j^*) = F(x^*), \quad \forall j. \quad (26)$$

Hence,

$$0 = F_j(x_j^*) - F_j(x^*) = \nabla F_i(x^*)^\top (x_j^* - x^*) + o(\parallel x_j^* - x^*\parallel), \quad \forall i = 1, 2, \ldots, m, \ j \to \infty.$$

Divide by $\parallel x_j^* - x^*\parallel$ on both sides of the above equalities, as $j$ tends to $\infty$, we use (25) and (26) to get

$$\nabla F_i(x^*)^\top d = 0, \quad \forall i.$$

On the other hand, by virtue of (24) and (26), we have

$$0 = \sum_{i=1}^m \lambda_i^* F_i(x_j^*) - \sum_{i=1}^m \lambda_i^* F_i(x^*)$$

$$= \left(\sum_{i=1}^m \lambda_i^* \nabla F_i(x^*) \right)^\top (x_j^* - x^*) + \frac{1}{2} (x_j^* - x^*)^\top$$

$$\left(\sum_{i=1}^m \lambda_i^* \nabla^2 F_i(x^*) \right) (x_j^* - x^*) + o(\parallel x_j^* - x^*\parallel^2)$$

$$= \frac{1}{2} (x_j^* - x^*)^\top \left(\sum_{i=1}^m \lambda_i^* \nabla^2 F_i(x^*) \right) (x_j^* - x^*) + o(\parallel x_j^* - x^*\parallel^2), \ j \to \infty.$$

Hence, one has

$$d^\top \left(\sum_{i=1}^m \lambda_i^* \nabla^2 F_i(x^*) \right) d = 0,$$
which is a contradiction to Assumption 3. Therefore, \( x^* \) is an isolated accumulation point of \( \{x_k\} \), which together with Theorem 1(i) yields \( \lim_{k \to \infty} x_k = x^* \) (see [27, Theorem 1.1.5]).

**Remark 3** Particularly, if we set \( B_k = I \), then Theorem 2 is valid in steepest descent method [11].

In Lemma 1, we cannot obtain the continuity of \( \lambda \), the solution to (DP). The following result presents the convergence property of \( \{\lambda_k\} \) under a reasonable assumption.

**Assumption 4** \( \{\nabla F_i(x^*) : i \in A(x^*)\} \) are affinely independent, where \( A(x^*) := \{i : \nabla F_i(x^*)^\top d(x^*) = t(x^*)\} \) is the set of active constraints at \( x^* \).

**Remark 4** Assumption 4 is equivalent to the condition that \( \{\nabla F_i(x^*) - \nabla F_{i_0}(x^*) : i \in A(x^*) \setminus i_0\} \) are linearly independent for any fixed \( i_0 \in A(x^*) \). Thus, Assumption 4 holds automatically for bi-objective optimization problems.

**Theorem 3** Suppose that Assumptions 1–4 hold, then \( \lim_{k \to \infty} \lambda_k = \lambda^* \).

**Proof** From Theorem 2, we have

\[
\lim_{k \to \infty} x_k = x^*,
\]

and \( x^* \) is a Pareto critical point. Then there exists a vector \( \lambda^* \in \Delta_m \) such that

\[
\sum_{i=1}^{m} \lambda^*_i \nabla F_i(x^*) = 0. \tag{27}
\]

Combining Theorem 1(iii) with (9), it follows that

\[
\lim_{k \to \infty} d_k = \lim_{k \to \infty} -B_k^{-1} \left( \sum_{i=1}^{m} \lambda^*_i \nabla F_i(x_k) \right) = 0 \text{ and } \lambda^k \in \Delta_m \text{ for all } k.
\]

From the fact that \( B_k \) is uniformly positive definite, we have

\[
\lim_{k \to \infty} \sum_{i=1}^{m} \lambda^k_i \nabla F_i(x_k) = 0, \quad \text{and} \quad \lambda^k \in \Delta_m \text{ for all } k. \tag{28}
\]

Recall that \( \lim_{k \to \infty} \nabla F_i(x_k) = \nabla F_i(x^*) \) for all \( i = 1, 2, \cdots, m \), and \( \{\nabla F_i(x^*) : i \in A(x^*)\} \) are affinely independent, we apply (27) and (28) to imply

\[
\lim_{k \to \infty} \lambda^k = \lambda^*.
\]
5 Local Superlinear Convergence

We are now in a position to consider local superlinear convergence of the sequence \( \{x_k\} \), which depends on the particular updating of \( B_k \). To approximate Hessian matrices, \( B_k \) is updated by BFGS formulation, namely

\[
B_{k+1} = \begin{cases} 
B_k - \frac{B_k s_k y_k^T}{s_k^T B_k s_k} + \frac{y_k y_k^T}{s_k^T y_k}, & s_k^T y_k > 0, \\
B_k, & \text{otherwise},
\end{cases}
\]

(29)

where \( s_k = x_{k+1} - x_k \), \( y_k = \sum_{i=1}^{m} \lambda_i^k (\nabla F_i(x_{k+1}) - \nabla F_i(x_k)) \). In order to solve (DP), we require the corresponding updating of \( B_{k+1}^{-1} \), i.e.,

\[
B_{k+1}^{-1} = \begin{cases} 
(I - \frac{y_k y_k^T}{s_k y_k^T}) B_k^{-1} (I - \frac{y_k y_k^T}{s_k y_k^T}) + \frac{s_k s_k^T}{s_k y_k}, & s_k^T y_k > 0, \\
B_k^{-1}, & \text{otherwise}.
\end{cases}
\]

(30)

Usually, \( s_k^T y_k > 0 \) is called the curvature condition, which guarantees positive definiteness of updated \( B_{k+1} \).

We require some assumption on the resemblance between the approximate Hessians \( B_k \) and the true Hessians \( \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i(x_k) \) as the iterates converge to a local Pareto point, which is presented as follows:

\[
\lim_{k \to \infty} \frac{\| (B_k - \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i(x_k)) d_k \|}{\| d_k \|} = 0.
\]

(31)

**Remark 5** For the BFGS in numerical optimization, it has been shown in [28] that

\[
\lim_{k \to \infty} \frac{\| (B_k - \nabla^2 f(x^*)) s_k \|}{\| s_k \|} = 0.
\]

Note that \( y_k = \sum_{i=1}^{m} \lambda_i^k (\nabla F_i(x_{k+1}) - \nabla F_i(x_k)) \) in (29) and (30). Then equality (31) can be viewed as an aggregated scheme of the above equality. It is worth noting that equality (31) is a general assumption in proving superlinear convergence.

To prove the local superlinear convergence property of the variable metric method with BFGS updates, it is sufficient to show that \( d_k \) satisfies

\[
\lim_{k \to \infty} \frac{\| x_k + d_k - x^* \|}{\| x_k - x^* \|} = 0
\]

and line search condition will allow \( \alpha_k = 1 \) when \( k \) is sufficiently large. Unfortunately, even assumption (31) holds and Hessian matrices are positive definite for all objective functions, the line search condition still cannot guarantee \( \alpha_k = 1 \). In what follows, we give an example to claim it.
Example 2 Consider the following multiobjective optimization:

$$\min_{x \in \mathbb{R}^2} (f_1(x), f_2(x))$$

where $f_1(x_1, x_2) = \frac{1}{100} (x_1^2 + x_2^2)$, $f_2(x_1, x_2) = (x_1 - 2)^2 + (x_2 - 2)^2$. Then, we have

$$\nabla f_1(x_1, x_2) = \frac{1}{100} (2x_1, 2x_2)^\top,$$

$$\nabla f_2(x_1, x_2) = (2x_1 - 4, 2x_2 - 4)^\top,$$

and

$$\nabla^2 f_1(x_1, x_2) = \begin{pmatrix} 2/100 & 0 \\ 0 & 2/100 \end{pmatrix},$$

$$\nabla^2 f_2(x_1, x_2) = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}.$$

When $x^* = (1, 1)^\top$, we have

$$\frac{100}{101} \nabla f_1(1, 1) + \frac{1}{101} \nabla f_2(1, 1) = (0, 0)^\top,$$

so that $x^*$ is a Pareto critical point, and the corresponding multiplier $\lambda^* = \left(\begin{smallmatrix} 100 \\ 101 \end{smallmatrix}\right)$. Hence,

$$\sum_{i=1}^2 \lambda_i^* \nabla^2 f_i(x^*) = \begin{pmatrix} 4/101 \\ 0 \end{pmatrix}.$$

Assume that there exists a sequence $\{x_k\}$ produced by GVMM such that $\lim_{k \to \infty} x_k = x^*$ and $\lim_{k \to \infty} d_k = 0$, which combined with Theorem 3 implies $\lim_{k \to \infty} \lambda_k = \lambda^*$. It follows by (31) that

$$\lim_{k \to \infty} \frac{|d_k^\top (B_k - \sum_{i=1}^m \lambda_i^* \nabla^2 f_i(x^*)) d_k|}{\|d_k\|^2} = 0. \quad (32)$$

By Taylor’s expansion, we have

$$f_2(x_k + d_k) - f_2(x_k) \geq \nabla f_2(x_k)^\top d_k + \frac{1}{2} d_k^\top \nabla^2 f_2(x_k) d_k - \frac{\epsilon_k}{2} \|d_k\|^2, \quad \epsilon_k \to 0.$$
If $\alpha_k = 1$ holds in line search, then
\[
\nabla f_2(x_k)^\top d_k + \frac{1}{2} d_k^\top \nabla^2 f_2(x_k) d_k - \frac{\epsilon_k}{2} \|d_k\|^2 \leq \sigma \theta_k.
\]

This, combined with (10) and (12), implies
\[
d_k^\top \nabla^2 f_2(x_k) d_k \leq (2 - \sigma) d_k^\top B_k d_k + \epsilon_k \|d_k\|^2
\leq (2 - \sigma) \left( \sum_{i=1}^m \lambda_i^* \nabla^2 f_i(x^*) \right) d_k
\]
\[
+ |d_k^\top (B_k - \sum_{i=1}^m \lambda_i^* \nabla^2 f_i(x^*)) d_k| + \epsilon_k \|d_k\|^2.
\]

Substituting $\nabla^2 f_2(x_k) = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}$ and $\sum_{i=1}^2 \lambda_i^* \nabla^2 f_i(x^*) = \begin{pmatrix} 4 & 0 \\ 0 & 4 \end{pmatrix}$, and dividing by $\|d_k\|^2$ on the left- and right-hand sides of the above inequalities, we obtain
\[
2 \leq \frac{4(2 - \sigma)}{100} + (2 - \sigma) \frac{|d_k^\top (B_k - \sum_{i=1}^m \lambda_i^* \nabla^2 f_i(x^*)) d_k|}{\|d_k\|^2} + \epsilon_k.
\]

Taking $k \to \infty$, it follows by (32) and $\epsilon_k \to 0$ that $2 \leq \frac{4(2 - \sigma)}{100}$, this contradicts $\sigma \in (0, 1)$.

From Example 2, notice that different objective functions have a similar amount of descent, then objective functions with different magnitude of Lipschitz-smooth constants will lead to relatively small step size. For this reason, we modify the widely used line search technique to achieve a larger step size.

**Algorithm 3** aggregated_Armijo_line_search

| Data: $x_k \in \mathbb{R}^n$, $\lambda^k \in \Delta_m$, $d_k \in \mathbb{R}^n$, $\theta_k < 0$, $\sigma, \gamma \in (0, 1)$, $\alpha = 1$ |
| while $\sum_{i=1}^m \lambda_i^k F_i(x_k + \alpha d_k) - \sum_{i=1}^m \lambda_i^k F_i(x_k) > \sigma \alpha \theta_k$ do |
| $\alpha \leftarrow \gamma \alpha$ |
| end |

**Remark 6** The aggregated Armijo line search is nonmonotone, i.e., it cannot guarantee that all objective functions are decreasing in each iteration. It is worth noting that the proposed line search technique is different from the widely used nonmonotone line search techniques \[29, 30\]. The line search technique regards all objective functions as a whole, consequently, it can be interpreted as an adaptive weighted sum method from the perspective of scalarization.

The variable metric method with BFGS (VMM-BFGS) update is described as follows.
Algorithm 4 variable_metric_method_with_BFGS_for_MOPs

Data: $x_0 \in \mathbb{R}^n$, $\varepsilon \geq 0$, $B_0 \leftarrow I$

for $k = 0, 1, \ldots$ do

$\lambda^k \leftarrow \arg \min_{\lambda \in \Delta_m} \frac{1}{2} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x_k) \right)^\top B_k^{-1} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x_k) \right)$
$d_k \leftarrow -B_k^{-1} \left( \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) \right)$
$\theta_k \leftarrow -\frac{1}{2} d_k^\top \left( \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) \right)$
if $|\theta_k| \leq \varepsilon$ then

return $x_k$

else

$\alpha_k \leftarrow \text{aggregated_Armijo_line_search}(x_k, \lambda^k, d_k, \theta_k)$

$x_{k+1} \leftarrow x_k + \alpha_k d_k$

update $B_k^{-1}$ as in (30)

end

end

Before analyzing the local superlinear convergence of the VMM-BFGS, we present some technical results in the sequel.

Firstly, we give error estimates of linear and quadratic approximations.

Lemma 3 Suppose that $V \subset \mathbb{R}^n$ is a convex set. For any $\varepsilon > 0$, there exists $\delta > 0$ such that $\|\nabla^2 F_i(x) - \nabla^2 F_i(y)\| < \frac{\varepsilon}{2}$ holds for all $i = 1, 2, \ldots, m$ and $x, y \in V$ with $\|y - x\| < \delta$. Let $\{x_k\}$ be a sequence produced by VMM-BFGS. Assume there exists $k_0 \in \mathbb{N}$ such that

$$
\left\| \left( \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i(x_k) - B_k \right) (y - x_k) \right\| < \frac{\varepsilon}{2} \|y - x_k\|, \forall k > k_0,
$$

where $\lambda_k$ is the solution to (DP) at $x_k$. Then, for any $x_k, k > k_0$, and any $y \in V$ such that $\|y - x_k\| < \delta$, we have

$$
\left\| \sum_{i=1}^{m} \lambda_i^k \nabla F_i(y) - \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) - B_k (y - x_k) \right\| \leq \varepsilon \|y - x_k\|, \quad (33)
$$

and

$$
\left\| \sum_{i=1}^{m} \lambda_i^k F_i(y) - \sum_{i=1}^{m} \lambda_i^k F_i(x_k) - \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k)^\top (y - x_k) - \frac{1}{2} (y - x_k)^\top B_k (y - x_k) \right\| \leq \frac{\varepsilon}{2} \|y - x_k\|^2. \quad (34)
$$

Proof A direct calculating gives

$$
\left\| \sum_{i=1}^{m} \lambda_i^k \nabla F_i(y) - \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) - B_k (y - x_k) \right\|
$$
Next, we prove (34).

\[
\left\| \sum_{i=1}^{m} \lambda_i^k \nabla F_i (y) - \sum_{i=1}^{m} \lambda_i^k \nabla F_i (x_k) - \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i (x_k) (y - x_k) \right\| \\
\leq \sum_{i=1}^{m} \lambda_i^k \| \nabla F_i (y) - \nabla F_i (x_k) - \nabla^2 F_i (x_k) (y - x_k) \|
\]

\[
+ \left\| \left( \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i (x_k) - B_k \right) (y - x_k) \right\|
\leq \sum_{i=1}^{m} \lambda_i^k \epsilon \| y - x_k \| + \frac{\epsilon}{2} \| y - x_k \|
= \epsilon \| y - x_k \|
.
\]

The proof is completed.

We also give some estimate results to mappings \(d\) and \(\theta\).

**Lemma 4** Let \(x \in \mathbb{R}^n\) and \(a, b \in \mathbb{R}_+^m\) such that \(0 < a < b\). If

\[
aI \leq B(x) \leq bI,
\]

then we have

(a) \( \frac{b}{2} \| d(x) \|^2 \leq |\theta (x)| \leq \frac{b}{2} \| d(x) \|^2 \),
(b) \( |\theta (x)| \leq \frac{1}{2 \epsilon} \| \sum_{i=1}^{m} \lambda_i \nabla F_i (x) \|^2 \) holds for all \( \lambda \in \Delta_m \).

**Proof** Inequalities in (a) are obtained directly from (10). Next, we prove assertion (b). From (10), we have

\[
\theta (x) = -\frac{1}{2} \left( \sum_{i=1}^{m} \lambda_i (x) \nabla F_i (x) \right)^\top B (x)^{-1} \left( \sum_{i=1}^{m} \lambda_i (x) \nabla F_i (x) \right),
\]
Proof
First we prove that if assertions (i) and (ii) hold for some \( \lambda \), then

\[
\theta(x) = -\frac{1}{2} \left( \sum_{i=1}^{m} \lambda_i(x) \nabla F_i(x) \right)^\top B(x)^{-1} \left( \sum_{i=1}^{m} \lambda_i(x) \nabla F_i(x) \right)
\]

holds for all \( \lambda \in \Delta_m \). It follows by \( \theta(x) < 0 \) that

\[
|\theta(x)| \leq \frac{1}{2} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right)^\top B(x)^{-1} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right) \leq \frac{1}{2a} \left( \sum_{i=1}^{m} \lambda_i \nabla F_i(x) \right)^2
\]

holds for all \( \lambda \in \Delta_m \).

Next, we give sufficient conditions for local superlinear convergence. The proof of the following results is inspired by [12, Theorem 5.1].

**Theorem 4** Denote by \( \{x_k\} \) a sequence produced by VMM-BFGS. Suppose \( V \subset \mathbb{R}^n \), \( \sigma \in (0, 1) \), \( k_0 \in \mathbb{N} \), \( a, b, r, \delta, \epsilon > 0 \) and

(a) \( aI \leq B_k \leq bI \), \( \forall k \),
(b) \( \|\nabla^2 F_i(x) - \nabla^2 F_i(y)\| < \frac{\epsilon}{2} \), \( \forall x, y \in V \) with \( \|x - y\| < \delta \), \( i = 1, 2, \ldots, m \),
(c) \( \|\sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i(x_k) - B_k\| < \frac{\epsilon}{2} \|y - x_k\| \), \( \forall k \geq k_0 \), \( y \in V \),
(d) \( \frac{\sigma}{a} \leq 1 - \sigma \),
(e) \( B[x_{k_0}, r] \subset V \),
(f) \( \|d_{k_0}\| \leq \min\{\delta, r(1 - \frac{\epsilon}{a})\} \).

Then, for all \( k \geq k_0 \), we have

(i) \( \|x_k - x_{k_0}\| \leq \frac{1 - (\frac{\epsilon}{a})^{k-k_0}}{1 - \frac{\epsilon}{a}} \|d_{k_0}\| \),
(ii) \( \|d_k\| \leq \left(\frac{\epsilon}{a}\right)^{k-k_0} \|d_{k_0}\| \),
(iii) \( \alpha_k = 1 \),
(iv) \( \|d(x_{k+1})\| \leq \left(\frac{\epsilon}{a}\right) \|d_k\| \).

Moreover, the sequence \( \{x_k\} \) converges to some Pareto critical point \( x^* \in \mathbb{R}^n \) with

\[
\lim_{k \to \infty} \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|} = 0,
\]

and the convergence rate of \( \{x_k\} \) is superlinear.

**Proof** First we prove that if assertions (i) and (ii) hold for some \( k \geq k_0 \), then assertions (iii) and (iv) also hold for that \( k \).

From assertions (i) and (ii), we have

\[
\|x_k + d_k - x_{k_0}\| \leq \|x_k - x_{k_0}\| + \|d_k\| \leq \frac{1 - (\frac{\epsilon}{a})^{k-k_0+1}}{1 - \frac{\epsilon}{a}} \|d_{k_0}\|.
\]

(35)
Then, by assumptions (d) and (f), we have
\[ x_k, x_k + d_k \in B[x_{k_0}, r] \quad \text{and} \quad \|x_k + d_k - x_k\| \leq \delta. \] (36)

Combining (34) with assumptions (b) and (c), it follows that
\[ \sum_{i=1}^{m} \lambda_i^k F_i(x_k + d_k) - \sum_{i=1}^{m} \lambda_i^k F_i(x_k) \leq \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k)^\top d_k + \frac{1}{2} d_k^\top B_k d_k + \frac{\epsilon}{2} \|d_k\|^2 \]
\[ = \theta_k + \frac{\epsilon}{2} \|d_k\|^2 \]
\[ = \sigma \theta_k + (1 - \sigma) \theta_k + \frac{\epsilon}{2} \|d_k\|^2, \]
where the first equality comes from (10) and (13). Since $\theta_k \leq 0$, from Lemma 4 and assumptions (a) and (d), we have
\[ (1 - \sigma) \theta_k + \frac{\epsilon}{2} \|d_k\|^2 \leq -a (1 - \sigma) + \frac{\epsilon}{2} \|d_k\|^2 \leq 0, \]
thus
\[ \sum_{i=1}^{m} \lambda_i^k F_i(x_k + d_k) - \sum_{i=1}^{m} \lambda_i^k F_i(x_k) \leq \sigma \theta_k. \]

Therefore, Armijo conditions hold for $\alpha_k = 1$, i.e., assertion (iii) holds. We set $x_{k+1} = x_k + d_k$, and use (36) to obtain
\[ x_k, x_{k+1} \in B[x_{k_0}, r] \quad \text{and} \quad \|x_{k+1} - x_k\| \leq \delta. \]

Next, we prove assertion (iv). Define $v_{k+1} = \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_{k+1})$, it follows by Lemma 4 (a) and (b) that
\[ \frac{a}{2} \|d_{k+1}\|^2 \leq |\theta_{k+1}| \leq \frac{1}{2a} \|v_{k+1}\|^2. \] (37)

In the following, we estimate $\|v_{k+1}\|$. From inequality (33) and assumptions (b) and (c), we have
\[ \left\| \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_{k+1}) - \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) - B_k d_k \right\| \leq \epsilon \|d_k\|. \]

Substituting $d_k = -B_k^{-1} \left( \sum_{i=1}^{m} \lambda_i^k \nabla F_i(x_k) \right)$ into the last inequality, we have
\[ \|v_{k+1}\| \leq \epsilon \|d_k\|. \]
which together with (37) gives
\[ \|d_{k+1}\| \leq \frac{\epsilon}{a} \|d_k\|. \]

So assertion (iv) is valid.

Now we prove that assertions (i) and (ii) hold for all \( k \geq k_0 \) by induction. For \( k = k_0 \), they hold trivially. Then, we assume that assertions (i) and (ii) hold for some \( k > k_0 \), as we have already shown, assertions (iii) and (iv) also hold for that \( k \). It follows by assertion (iii) that \( x_{k+1} = x_k + d_k \). Combined with (35), we conclude that assertion (i) holds for \( k + 1 \). Assertion (ii) for \( k + 1 \) follows directly from assertion (iv) and our inductive hypothesis.

From assertions (ii) and (iii), we have
\[ \sum_{k=k_0}^{\infty} \|x_{k+1} - x_k\| = \sum_{k=k_0}^{\infty} \|d_k\| \leq \|d_{k_0}\| \sum_{k=k_0}^{\infty} \left( \frac{\epsilon}{a} \right)^{k-k_0} < \infty, \]

the last inequality is given by assumption (d). Then the sequence \( \{x_k\} \) is a Cauchy sequence, i.e., there exists \( x^* \) such that \( x_k \to x^* \). In view of assumption (a), there exists an infinite index set \( K \) and a positive definite matrix \( B^* \) such that
\[ B_k \to B^*, \ k \in K. \]

This combined with Lemma 1(c), the facts \( x_k \to x^* \) and \( d_k \to 0 \) implies
\[ d(x^*) = 0. \]

Therefore, by Lemma 1(b), \( x^* \) is a Pareto critical point.

We will now prove superlinear convergence of \( \{x_k\} \). Define
\[ r_k = \frac{\frac{\epsilon}{a}}{1 - \frac{\epsilon}{a}} \|d_{k_0}\| \quad \text{and} \quad \delta_k = \left( \frac{\epsilon}{a} \right)^{k-k_0} \|d_{k_0}\|. \]

By virtue of triangle inequality, assertion (i) and assumptions (e) and (f), we have
\[ B[x_k, r_k] \subset B[x_{k_0}, r] \subset V. \]

Take any \( \xi > 0 \) and define
\[ \hat{\epsilon} = \min\{a - \frac{\xi}{1 + 2\xi}, \epsilon\}. \]

If \( k \) is sufficiently large, then
\[ \|\nabla^2 F_i(x) - \nabla^2 F_i(y)\| < \frac{\hat{\epsilon}}{2}, \quad \forall x, y \in B[x_k, r_k] \quad \text{with} \quad \|x - y\| < \delta_k, \ i = 1, 2, \ldots, m. \]
and
\[
\left\| \left( \sum_{i=1}^{m} \lambda_i^k \nabla^2 F_i(x_k) - B_k \right) (y - x_k) \right\| < \frac{\hat{\epsilon}}{2} \| y - x_k \|, \quad \forall k \geq k_0, \; y \in B[x_k, r_k]
\]
hold. Therefore, assumptions (a)–(f) are satisfied for \( \hat{\epsilon}, r_k, \delta_k \) and \( x_k \).

From assertion (i), we have
\[
\| x^* - x_k \| = \lim_{j \to \infty} \| x_j - x_k \| \leq \lim_{j \to \infty} \frac{1 - \left( \frac{\hat{\epsilon}}{a} \right)^{j-k}}{1 - \frac{\hat{\epsilon}}{a}} \| d_k \| = \frac{1}{1 - \frac{\hat{\epsilon}}{a}} \| d_k \|.
\]
The latter, together with assertion (iv), leads to
\[
\| x^* - x_{k+1} \| \leq \frac{1}{1 - \frac{\hat{\epsilon}}{a}} \| d_{k+1} \| \leq \frac{\hat{\epsilon}}{a} \| d_k \|. \quad (38)
\]
Hence,
\[
\| x^* - x_k \| \geq \| x_{k+1} - x_k \| - \| x^* - x_{k+1} \|
\geq \| d_k \| - \frac{\hat{\epsilon}}{a} \| d_k \|
= \frac{1 - 2 \hat{\epsilon}}{1 - \frac{\hat{\epsilon}}{a}} \| d_k \|.
\]
By the definition of \( \hat{\epsilon} \), it is obvious that \( 1 - \frac{\hat{\epsilon}}{a} > 0 \) and \( 1 - 2 \frac{\hat{\epsilon}}{a} > 0 \). So,
\[
\| x^* - x_{k+1} \| \leq \frac{\hat{\epsilon}}{1 - 2 \frac{\hat{\epsilon}}{a}} \| x^* - x_k \|.
\]
Recall the definition of \( \hat{\epsilon} \), we get
\[
\| x^* - x_{k+1} \| \leq \xi \| x^* - x_k \|.
\]
Since \( \xi > 0 \) is arbitrary chosen, which implies that \( \{ x_k \} \) converges superlinearly to \( x^* \).

As the Theorem 4 showed, when the initial point is sufficiently close to a Pareto critical point, then the whole sequence produced by VMM-BFGS remains in a vicinity of the initial point, and converges superlinearly to some Pareto critical point.
6 Numerical Results

One of the reasons why we propose the variable metric method for MOPs is that comparing with direction-finding subproblems in [12, 14], (DP) in VMM is easy to solve because of unit simplex constraint. Some previous works [31, 32] already focused on it. In the sequel, we solve (DP) based on Frank–Wolfe/condition gradient method [33].

Next, we present some numerical results and demonstrate the numerical performance of VMM-BFGS for different problems. Some comparisons with quasi-Newton method (QNM) [14] are presented to show the efficiency of our algorithm. All numerical experiments were implemented in Python 3.7 and executed on a personal computer equipped with Intel Core i5-6300U, 2.40 GHz processor, and 4 GB of RAM.

In line search, we set $\sigma = 0.1$, $\gamma = 0.5$. For all test cases solved by VMM-BFGS and QNM, we use $|\theta_k| < 10^{-8}$ for stopping criterion. The maximum number of iterations is set to 500. The tested algorithms are executed on several test problems, and problem illustration and numerical results are presented in Tables 1 and 2, respectively. The dimension of variables is presented in the second column (see Table 1). Each problem is computed 200 times with starting points randomly selected in the internals of given lower bounds $x_L$ and upper bounds $x_U$. As noted in [12], box constraints can be handled by augmented Armijo line search, which restricts $x_L - x \leq d \leq x_U - x$, but $x_L = -\infty$ and $x_U = +\infty$ are used in our implementation. The subproblem (DP) in VMM-BFGS is solved by our codes based on the Frank–Wolfe method, the QCPs in QNM are solved by CVXPY [34], which is a Python-embedded modeling language for convex optimization problems. The averages of 200 runs record the number of iterations, number of function evaluations and CUP time.

**Example 3** Consider the following multiobjective optimization:

$$(\text{Deb}) \min_{x_1 > 0} (x_1, \frac{g(x_2)}{x_1}),$$

where $g(x_2) = 2 - \exp\{-\left(\frac{x_2 - 0.2}{0.004}\right)^2\} - 0.8 \exp\{-\left(\frac{x_2 - 0.6}{0.4}\right)^2\}$.

Problem Deb is a nonconvex multiobjective optimization problem with a bimodal function $g(x_2)$, in view of Fig. 1, the basin of global minimizer $x_2 = 0.2$ is sharp [see Fig. 1(a)], then most of points obtained by VMM-BFGS are local Pareto points [see Fig. 1(b)].

**Example 4** Consider the following multiobjective optimization:

$$(\text{JOS1}) \min_{x \in \mathbb{R}^n} \left(\frac{1}{n} \sum_{i=1}^{n} x_i^2, \frac{1}{n} \sum_{i=1}^{n} (x_i - 2)^2\right).$$

Problem JOS1a-h are simple convex multiobjective problems, the problems pose no challenges to our method and QNM. As it can be seen from Fig. 2, due to the different direction-finding subproblems, VMM-BFGS shows significant improvement in CPU time.
Table 1: Description of all test problems used in numerical experiments

| Problem | \(n\) | \(x_L\) | \(x_U\) | References |
|---------|------|--------|--------|------------|
| Deb     | 2    | [0.1,0.1] | [1.1]  | [35]       |
| JOS1a   | 100  | \([-2,\cdots,2]\) | \([2,\cdots,2]\) | [36]       |
| JOS1b   | 200  | \([-2,\cdots,2]\) | \([2,\cdots,2]\) | [36]       |
| JOS1c   | 500  | \([-2,\cdots,2]\) | \([2,\cdots,2]\) | [36]       |
| JOS1d   | 1000 | \([-2,\cdots,2]\) | \([2,\cdots,2]\) | [36]       |
| JOS1e   | 100  | \([-10\cdot1,\cdots,1]\) | \([10\cdot1,\cdots,1]\) | [36]       |
| JOS1f   | 1000 | \([-50\cdot1,\cdots,1]\) | \([50\cdot1,\cdots,1]\) | [36]       |
| JOS1g   | 100  | \([-100\cdot1,\cdots,1]\) | \([100\cdot1,\cdots,1]\) | [36]       |
| JOS1h   | 200  | \([-100\cdot1,\cdots,1]\) | \([100\cdot1,\cdots,1]\) | [36]       |
| PNR     | 2    | \([-2,2]\) | \([2,2]\) | [37]       |
| WIT0    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT1    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT2    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT3    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT4    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT5    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |
| WIT6    | 2    | \([-2,2]\) | \([2,2]\) | [38]       |

Table 2: Number of average iterations (iter), number of average function evaluations (feval) and average CUP time (time) of VMM-BFGS and QNM implemented on different test problems, each set is executed 200 times

| Problem | VMM-BFGS | QNM |
|---------|----------|-----|
|         | iter     | feval | time | iter | feval | time |
| Deb     | 4.45     | 5.34  | 0.001 7 | 84.31 | 517.67 | 1.510 0 |
| JOS1a   | 2.00     | 2.00  | 0.000 9 | 2.00  | 2.00   | 0.549 3 |
| JOS1b   | 2.00     | 2.00  | 0.007 7 | 2.00  | 2.00   | 1.167 4 |
| JOS1c   | 2.00     | 2.00  | 0.048 6 | 2.15  | 2.15   | 6.774 2 |
| JOS1d   | 2.00     | 2.00  | 0.178 7 | 2.15  | 2.15   | 28.211 1 |
| JOS1e   | 2.00     | 2.00  | 0.000 9 | 2.04  | 2.04   | 0.460 2 |
| JOS1f   | 2.00     | 2.00  | 0.000 9 | 2.26  | 2.26   | 0.659 7 |
| JOS1g   | 2.00     | 2.00  | 0.001 1 | 2.30  | 2.30   | 0.689 5 |
| JOS1h   | 2.00     | 2.00  | 0.007 1 | 4.00  | 4.00   | 2.662 6 |
| PNR     | 2.13     | 3.03  | 0.000 6 | 9.35  | 12.60  | 0.169 9 |
| WIT0    | 3.94     | 4.39  | 0.001 6 | 3.83  | 4.28   | 0.089 5 |
| WIT1    | 1.88     | 3.12  | 0.000 5 | 54.00 | 57.00  | 0.926 6 |
| WIT2    | 2.63     | 3.66  | 0.000 8 | 101.34 | 104.95 | 1.622 7 |
| WIT3    | 3.18     | 3.97  | 0.000 9 | 48.64 | 50.91  | 0.791 6 |
| WIT4    | 3.26     | 3.94  | 0.000 9 | 9.84  | 10.98  | 0.174 1 |
| WIT5    | 3.19     | 3.90  | 0.000 9 | 7.49  | 8.54   | 0.134 3 |
| WIT6    | 1.00     | 2.00  | 0.000 4 | 1.05  | 2.05   | 0.032 3 |
Example 5 Consider the following multiobjective optimization:

\[
\text{(PNR)} \min_{x \in \mathbb{R}^2} (f_1(x), f_2(x))
\]

where \(f_1(x) = x_1^4 + x_2^4 - x_1^2 + x_2^2 - 10x_1x_2 + 0.25x_1 + 20\), and \(f_2(x) = (x_1 - 1)^2 + x_2^2\).

In Fig. 3, PNR with 200 initial points is solved by VMM-BFGS and QNM, respectively. A significant distinction between Fig. 3(a), (b) is that objective functions are not monotone in VMM-BFGS.

Example 6 Consider the following multiobjective optimization:

\[
\text{(WIT0)} \min_{x \in \mathbb{R}^2} (f_1(x), f_2(x))
\]
Variable Metric Method for Unconstrained Multiobjective

Fig. 3 Iterations in value space obtained by VMM-BFGS and QNM for problem PNR with 200 random starting points

\[ f_1(x) = \frac{1}{2} (\sqrt{1 + (x_1 + x_2)^2} + \sqrt{1 + (x_1 - x_2)^2} + x_1 - x_2) + 0.6e^{-(x_1-x_2)^2}, \]
and
\[ f_2(x) = \frac{1}{2} (\sqrt{1 + (x_1 + x_2)^2} - \sqrt{1 + (x_1 - x_2)^2} - x_1 + x_2) + 0.6e^{-(x_1-x_2)^2}. \]

While the line search in VMM-BFGS can be interpreted as an adaptive weighted sum method, i.e., the weights change in each iteration. In Fig. 4, WIT0 has a nonconvex Pareto front, and VMM-BFGS can obtain the solutions to the nonconvex part of the Pareto front. However, the standard weighted sum method cannot achieve the solutions.

Example 7 Consider the following parametric multiobjective optimization:

\[
(WIT) \quad \min_{x \in \mathbb{R}^2} (f_1(x, \lambda), f_2(x, \lambda)),
\]
where \( f_1(x, \lambda) = \lambda((x_1 - 2)^2 + (x_2 - 2)^2) + (1 - \lambda)((x_1 - 2)^4 + (x_2 - 2)^8) \), and \( f_2(x, \lambda) = (x_1 + 2\lambda)^2 + (x_2 + 2\lambda)^2 \). Where \( \lambda = 0, 0.5, 0.9, 0.99, 0.999, 1 \) represent WIT1-6, respectively.

Problems WIT1-5 are nonconvex MOPs. Comparing with points obtained by VMM-BFGS in Fig. 5 and real Pareto sets in [38, Fig. 4.1], we conclude that VMM-BFGS can obtain Pareto solutions to nonconvex multiobjective optimization problems.

In view of the numerical results in Table 2. On the one hand, comparing with QNM, VMM-BFGS requires fewer number of iterations and function evaluations for all test problems besides WIT0. In particular, the required number of iterations and function evaluations for problems Deb and WIT1-3 decreases significantly. On the other hand, VMM-BFGS outperforms QNM greatly in terms of the cost of CPU running times.

7 Conclusions

In this paper, a variable metric method for unconstrained multiobjective optimization problems has been presented. Global and strong convergence theorems have been established in the generic framework. In particular, we use a common matrix to approximate Hessian matrices of all objective functions. Moreover, a new nonmonotone line search technique has been proposed to achieve the local superlinear convergence rate of the proposed algorithm, which gives a positive answer to the open question in [21]. In numerical experiments, the Frank–Wolfe method is applied to solve (DP). Numerical results demonstrate the efficiency of the proposed method. There are some features of the proposed method:

1. VMM-BFGS is local superlinear convergence under some reasonable assumptions, and direction-finding problems can be solved by the Frank–Wolfe method efficiently.
2. Comparing with the quasi-Newton method in [14], the local superlinear convergence of VMM-BFGS holds without the assumption that all objective functions

Fig. 5 Numerical results in variable space and objective space obtained by VMM-BFGS for problems WIT1-6 with 200 random starting points
are locally strongly convex; thus, MOPs with some linear objective functions can be solved by the proposed algorithm.

3. The line search condition is mild in VMM-BFGS, which does not restrict all objective functions are monotone in each iteration, so a larger step size can be accepted.

In the future, we will consider the global convergence of the proposed nonmonotone line search technique, meanwhile, test its abilities in other gradient-based methods with solvable dual problems. Due to the efficiency of the proposed method, a hybrid method with MOEA/D [39] for MOPs will be considered as well.
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