The RTT realization for the deformed $\mathfrak{gl}(2|2)$ Yangian
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Abstract
In this paper we work out the RTT realization for the Yangian algebra of the Hubbard model and anti-de Sitter/conformal field theory correspondence. We find that this Yangian algebra is of a non-standard type in which the levels of the Yangian mix. The crucial feature that allows this is a braiding factor that deforms the coproduct and generates the central extensions of the underlying $\mathfrak{sl}(2|2)$ Lie algebra. In our RTT realization we have also been able to incorporate the so-called secret symmetry and we were able to extend it to higher Yangian levels. Finally, we discuss the center of the Yangian and the automorphisms related to crossing symmetry.
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1. Introduction
Integrable systems constitute a class of models in physics and mathematics that are, more or less, characterized by the fact that they, in some sense, can be solved exactly. They describe simple but rich models of physical phenomena like magnetism (the Heisenberg spin chain) and superconductivity (the Hubbard model). Their exact solvability is connected to the fact that there is an intimate relation between integrable models and infinite-dimensional algebras which is one of the reasons integrable systems have found their way into mathematics. In a sense, many integrable models can be classified by their (infinite) symmetry algebra and its representation theory. Such a symmetry algebra can be used to determine the scattering data.
and ultimately the complete spectrum of the model. In other words, the algebra can be used to describe and solve the integrable model.

For example, the so-called Heisenberg XXX spin chain is governed by $Y(sl(2))$, the Yangian of $sl(2)$, see [1] for a review. A Yangian is a Hopf algebra, which is a particular deformation of the universal enveloping algebra of the polynomial loop algebra, see e.g. the textbooks [2, 3] for Hopf algebras and quantum groups. Each site of the chain is a two-dimensional vector space and admits the action of $Y(sl(2))$ in the fundamental evaluation representation. The integrable structure along with the Hamiltonian of the model follow from the fundamental R-matrix which is almost completely determined by $Y(sl(2))$ symmetry. For the XXX spin chain the R-matrix is the well-known rational R-matrix ($\mathcal{P}$ denotes permutation)

$$R_{XXX}(u, v) = 1 - \frac{1}{u - v}. \quad (1.1)$$

In turn $R(u, v)$ can then be used to compute the spectrum of the Heisenberg spin chain via the quantum inverse scattering method, see [4] for an introduction.

However, for some integrable models, like for instance the Hubbard model, the underlying algebraic structure is only partially known. The Hubbard model describes electrons moving on a one-dimensional lattice, see [5]. The Hamiltonian is of the form

$$H = \sum_{i=1}^{L} \sum_{\alpha = \uparrow, \downarrow} \left( c_{i,\alpha}^\dagger c_{i+1,\alpha} + c_{i,\alpha} c_{i+1,\alpha}^\dagger \right) + U \sum_{i=1}^{L} n_{i,\uparrow} n_{i,\downarrow}, \quad (1.2)$$

where $L$ is the length of the lattice and $c_{i,\alpha}^\dagger$, $c_{i,\alpha}$ are electron creation and annihilation operators at site $i$ with spin $\alpha$. The Hubbard model exhibits two $sl(2)$ algebras, which are associated with spin and charge. It was even found that these algebras could be extended to a Yangian symmetry [6] under certain conditions. New insights into the symmetries of the Hubbard model arose from an a priori unrelated part of theoretical physics, namely gauge and string theory. It turns out that there is a remarkable relation of the Hubbard model to scattering in the context of the anti-de Sitter/conformal field theory (AdS/CFT) correspondence.

The AdS/CFT correspondence relates string theory on AdS spaces to CFTs. The main and best studied example of the AdS/CFT correspondence is the duality between the maximally supersymmetric gauge theory in four dimensions $\mathcal{N} = 4$ SYM and type IIB superstrings in the $AdS_5 \times S^5$ background. These models turned out to be integrable which allowed for a lot of progress in solving and understanding them, see for a review [7]. This was in particular the case for the problem the spectrum of conformal dimensions (or equivalently the energy spectrum of string excitations).

The key ingredient needed for solving this spectral problem, the scattering matrix $R$, was found from symmetry considerations. For the simplest choice of reference state, the residual symmetry algebra consists of two copies of the centrally extended $sl(2)$ Lie superalgebra [8, 9]. Requiring the S-matrix to respect the extended $sl(2)$ algebra fixes it up to an overall scalar factor [8, 10] which is further constrained by crossing symmetry [11]. The AdS/CFT S-matrix is then of the form

$$R_{AdS/CFT}(u, v) = R_0(u, v)R(u, v) \otimes R(u, v). \quad (1.3)$$

This S-matrix is satisfies the usual properties of scattering in integrable theories, such as unitarity and the Yang–Baxter equation. However, it is also not quite standard since it is not of difference form (i.e. it does not depend on $u - v$) as is usually the case in relativistic integrable models.

1 For simplicity we shall consider complex rather than real algebras. Therefore, the algebra $su(N)$ is equivalent to $sl(N)$, and we will always choose the latter.

2 The $sl(2)$ associated with charge is usually twisted in a position-dependent way.
On the other hand, the Hubbard model also has an R-matrix associated to it, which was found by Shastry [12]. This R-matrix is not of difference form, and it turns out to be related to \( R \) up to a change of basis \( G \) on the two constituent spaces, a twist \( H \) and a reparametrization \( u, v \mapsto a, b, [13, 14] \)

\[
R_{\text{Shastry}}(a, b) = (G(u)H(u) \otimes G(v))R(u, v)(G(u)^{-1} \otimes H^{-1}(v)G^{-1}(v)).
\] (1.4)

Thus, understanding the symmetries of the AdS/CFT S-matrix will automatically give the symmetry algebra that governs the integrable structure of the Hubbard model. In fact, this shows that the two manifest \( \mathfrak{sl}(2) \)s in the Hubbard model are actually part of the \( \mathfrak{sl}(2|2) \) algebra. So, in order to find the full symmetry algebra underlying the Hubbard model and the integrable instance of the AdS/CFT correspondence, we need to study the symmetries of \( R \).

The fact that \( R \) is not of difference form already hints that the symmetry algebra is not standard. First of all, it turns out that the Hopf algebra structure contains a so-called braiding element \( U \) [15, 16] resulting in a non-trivial coproduct structure. This braiding element is a central element, but its exact role in the symmetry algebra remained somewhat unclear. In this paper we will clarify the role of \( U \) and show how it affects the algebra structure.

The \( \mathfrak{sl}(2) \)s in the Hubbard model can be extended to a Yangian algebra. Similarly, it turns out that \( R \) actually respects a Yangian symmetry associated to centrally extended \( \mathfrak{sl}(2) \) [17], see also [18, 19]. Again, this Yangian algebra displays a braided coproduct structure. Shortly after, an additional symmetry, the so-called secret symmetry, was identified [20, 21], see also [22]. This raises the question of how all these different notions can be unified into one consistent algebraic framework, which is the central question we will answer in this paper.

Since the symmetry algebra clearly contains the Yangian of centrally extended \( \mathfrak{sl}(2|2) \), it will be of Yangian type. There are various ways to realize a Yangian algebra. Drinfeld first introduced the Yangian as a deformation of the enveloping algebra of the polynomial loop algebra associated to a Lie algebra [23, 24]. However, in this paper we will use the so-called RTT realization of the Yangian-type algebra [24–28], see also [29, 30] for reviews.

The starting point for the RTT realization is a R-matrix satisfying the Yang–Baxter equation. This allows one to define a Hopf algebra whose elements \( T \) satisfy the following defining relations

\[
R_{12}(u, v)T_1(u)T_2(v) = T_2(v)T_1(u)R_{12}(u, v).
\] (1.5)

From our point of view, this is a natural approach in the sense that we will use \( R \) to define its own symmetry algebra.

In this paper we will work out this RTT realization. We find that the braiding element \( U \) is naturally encoded in \( T(u) \) as its leading order when expanding around \( u = \infty \). In this way, we get the correct braided coproduct structure. Furthermore, we will derive a relation between the central extensions of centrally extended \( \mathfrak{sl}(2|2) \) and the braiding element, which turns out to be necessary for a consistent Hopf algebra structure. Finally we are also able to describe the secret symmetry and novel generalizations thereof. The structure that arises in this way is a deformation of the Yangian \( Y(\mathfrak{gl}(2|2)) \). We find that different Yangian levels mix, starting already with the braiding.

This paper is organized as follows. In section 2 we will first explain the two formulations of the Yangian algebra that will be used; the original realization and the RTT realization. After this we will apply them to the Lie superalgebra \( \mathfrak{gl}(m|n) \) in section 3, which will serve as an example and set notion for the next sections. Subsequently we will recall some facts and definitions regarding centrally extended \( \mathfrak{sl}(2|2) \), its Yangian and the corresponding scattering matrix in section 4. Then in section 5 we will formulate the RTT realization of the symmetry algebra. We explicitly show that it contains all the known symmetries and highlight the
2. Formulations of Yangian algebras

A (quantum) algebra typically has many useful formulations: In the case of very large or infinite-dimensional algebras it does not make sense to attribute a name or symbol to all of its elements. Often, a few elements along with their algebraic relations suffice to define the algebra. Now there are typically several useful choices for the set of fundamental elements which all describe the same algebra. The fundamental elements of one algebra must be expressible as composite elements of the other algebra and vice versa.

In this section we will review two formulations of the Yangian algebra \( Y(g) \) associated to a finite-dimensional Lie superalgebra \( g \) over the complex numbers \( \mathbb{C} \): first we will discuss Yangian algebras using Drinfeld's original realization. We will refer to it as the Drinfeld realization (otherwise it is also known as the first or the old realization). Next we will display the quasi-triangular structure which is present, to some extent, in Yangian algebras. The arising RTT realization will then be used to define another realization of the Yangian algebra, the so-called Yangian algebra using Drinfeld's original realization. We will refer to it as the Drinfeld realization.

Please note throughout the following sections: for references and details on the developments which were already outlined in the introduction, please refer to the standard works and reviews mentioned there.

2.1. Drinfeld realization

The Yangian \( Y(g) \) associated to a finite-dimensional semi-simple Lie superalgebra \( g \) is a particular deformation of the enveloping algebra \( U(g[u]) \) of the polynomial loop algebra \( g[u] \) in the formal variable \( u \). Let us first introduce a realization of \( U(g[u]) \) and then deform it to the Yangian algebra \( Y(g) \).

Enveloping algebra. Let the Lie superalgebra \( g[u] \) be spanned by the elements \( \mathfrak{j}_{ij}^1 \). Here the index \( I = 1, \ldots, \dim(g) \) enumerates the elements \( \mathfrak{j}^I \) of a basis of \( g \), and the non-negative integer \( s \in \mathbb{Z}_{\geq 0} \) describes the level within the loop algebra. The loop algebra is specified by the (graded) Lie brackets

\[
\left[ \mathfrak{j}^I_{(s)}, \mathfrak{j}^J_{(t)} \right]_{\text{Lie}} = f^{IJ}_{\phantom{IJ}K} \mathfrak{j}^K_{(s+t)},
\]

where \( f^{IJ}_{\phantom{IJ}K} \) denotes the structure constants of \( g \) in the basis \( \mathfrak{j}^I \).

Next, we define the enveloping algebra \( U(g[u]) \) as a subalgebra of the tensor algebra \( T(g[u]) \). The latter is the unital associative algebra of polynomials in the elements of \( g[u] \) where the ordering of letters in monomials matters. In order to reduce the tensor algebra to the enveloping algebra, the graded commutator \( \left[ XY \right]_{\text{Lie}} := XY - (-1)^{|X||Y|} YX \) of elements \( X, Y \in g[u] \) is identified with the corresponding Lie brackets \( \left[ XY \right]_{\text{Lie}} \) defined in (2.1). In other words, within monomials, the elements of \( g[u] \) are assumed to obey

\[
\left[ \mathfrak{j}^I_{(s)}, \mathfrak{j}^J_{(t)} \right] := \mathfrak{j}^I_{(s)} \mathfrak{j}^J_{(t)} - (-1)^{|I||J|} \mathfrak{j}^J_{(t)} \mathfrak{j}^I_{(s)} = f^{IJ}_{\phantom{IJ}K} \mathfrak{j}^K_{(s+t)},
\]

In order to make these relations self-consistent, the structure constants must obey the graded Jacobi identity. Formally, the enveloping algebra is obtained by factoring out the ideal generated by the above identification (2.2)

\[
\begin{align*}
U(g[u]) &:= \frac{T(g[u])}{\left[ \mathfrak{j}^I_{(s)}, \mathfrak{j}^J_{(t)} \right] - f^{IJ}_{\phantom{IJ}K} \mathfrak{j}^K_{(s+t)}},
\end{align*}
\]
Due to these relations it is sufficient to consider only polynomials in the lowest two levels of $\mathfrak{g}[u]$, namely $\mathfrak{j}^I := u^I(0)$ and $\mathfrak{j}^I := u^I(1)$. Higher level generators of $\mathfrak{g}[u]$ within $U(\mathfrak{g}[u])$ are realized as iterated commutators of $\mathfrak{j}s$. The remaining algebraic relations (2.2) between $\mathfrak{j}$s and $\mathfrak{g}s$ are implemented by the following identifications

\[
[\mathfrak{j}^I, \mathfrak{j}^J] = f^{IJ} K^K, \tag{2.4}
\]

\[
[\mathfrak{j}^I, \mathfrak{g}^J] = f^{IJ} K^K. \tag{2.5}
\]

The commutator of two $\mathfrak{g}$s is again proportional to the structure constants $f$ times the level-2 elements of $\mathfrak{g}[u]$. Instead of defining the level-2 elements explicitly, we merely ensure that the commutator has the correct set of vanishing elements. Typically, this is achieved by imposing the Jacobi identities

\[
(-1)^{|I||K|}[\mathfrak{j}^I, [\mathfrak{j}^J, \mathfrak{j}^K]] + (-1)^{|J||K|}[\mathfrak{j}^J, [\mathfrak{j}^K, \mathfrak{j}^I]] + (-1)^{|K||I|}[\mathfrak{j}^K, [\mathfrak{j}^I, \mathfrak{j}^J]] = 0. \tag{2.6}
\]

These relations make sure that all higher level elements obey the correct commutation relations. This completes the description of the enveloping algebra $U(\mathfrak{g}[u])$.

**Yangian algebra.** The Yangian algebra $Y(\mathfrak{g})$ is a deformation of $U(\mathfrak{g}[u])$ with formal deformation parameter $h$. Drinfeld first introduced the Yangian analogously to the above realization of $U(\mathfrak{g}[u])$ using polynomials in the elements $\mathfrak{j}^I$ and $\mathfrak{g}^I$. In fact, the identifications (2.4), (2.5) remain unchanged, only the Jacobi identity (2.6) receives a deformation, and is henceforth the Serre relation

\[
(-1)^{|I||K|}[\mathfrak{j}^I, [\mathfrak{j}^J, \mathfrak{j}^K]] + (-1)^{|J||K|}[\mathfrak{j}^J, [\mathfrak{j}^K, \mathfrak{j}^I]] + (-1)^{|K||I|}[\mathfrak{j}^K, [\mathfrak{j}^I, \mathfrak{j}^J]] = O(h^2). \tag{2.7}
\]

The unspecified term on the rhs is some well-defined graded symmetric cubic polynomial of the $\mathfrak{j}$s involving four structure constants $f^{IJ} K$ whose precise form we will not need. Let us, however, remark that they require a graded symmetric, invariant quadratic form $k_{IJ}$ of the underlying Lie algebra $\mathfrak{g}$. Conventionally, $k_{IJ}$ is the inverse of the Cartan–Killing form $k^{IJ}$ of $\mathfrak{g}$. It is used to lower indices

\[
X_I := k_{IJ} X^J. \tag{2.8}
\]

Note that our conventions for summing over graded indices $I, J, \ldots$ imply that ascending indices ($X_I Y^I$) have no sign factor, whereas descending indices ($Y^I X_I$) and contractions across further indices ($X_I Z^J Y^I$) require a sign factor which we write out explicitly. For example, the following expressions are typical index contractions

\[
X_I Y^I = (-1)^{|I|} X^I Y_I, \quad (-1)^{|J||I|} X_J Y^{IJ} = (-1)^{|I|+|I|+|J|} X^{IJ} Y_{IJ}. \tag{2.9}
\]

The Yangian is a Hopf algebra, whose additional structures we state without further ado. The coproduct is defined as (note $f^{IJK} := k_{IJ} f^{IJ} K$)

\[
\Delta(\mathfrak{j}^I) = \mathfrak{j}^I \otimes 1 + 1 \otimes \mathfrak{j}^I, \quad \Delta(\mathfrak{g}^I) = \mathfrak{g}^I \otimes 1 + 1 \otimes \mathfrak{g}^I + (-1)^{|I|} h f^{IJK} \mathfrak{j}^I \otimes \mathfrak{j}^K. \tag{2.10}
\]

Note that the additional terms in the coproduct of $\mathfrak{g}$ are responsible for the additional terms in the Serre relation (2.7). Furthermore, the parameter $h$ can be rescaled by a suitable rescaling of $\mathfrak{j}$ and $\mathfrak{g}$. Therefore, $h$ is not actually a parameter of the Yangian algebra, but merely of its realization. For completeness, the antipode and counit read

\[
\Sigma(\mathfrak{j}^I) = -\mathfrak{j}^I, \quad \Sigma(\mathfrak{g}^I) = -\mathfrak{g}^I + \frac{1}{2} h (-1)^{|I|} f^{IJK} \mathfrak{j}^I \mathfrak{j}^K \mathfrak{g}^L. \tag{2.11}
\]

3 This statement holds for sufficiently large $\mathfrak{g}$. It is not sufficient for $\mathfrak{g} = \mathfrak{sl}(2)$.

4 In cases where the Killing form does not exist, such as $\mathfrak{sl}(n|n)$, there may be a suitable substitute.

5 The combination of structure constants in $\Sigma(\mathfrak{j})$ usually equals the dual Coxeter number of $\mathfrak{g}$. 
These relations are consistent with the algebra defined above. Note that the graded tensor product is defined to obey a product rule with a sign factor for moving $B$ past $C$

\[(A \otimes B)(C \otimes D) = (-1)^{|B||C|}(AC \otimes BD).\] (2.13)

**Evaluation representations.** Loop algebras have a class of representations called evaluation representations. For every representation $\rho : \mathfrak{g} \rightarrow \text{End}(V)$ of the Lie algebra $\mathfrak{g}$ the corresponding one-parameter family of evaluation representations $\rho_v : \mathfrak{g}[u] \rightarrow \text{End}(V)$ of $\mathfrak{g}[u]$ with evaluation parameter $v \in \mathbb{C}$ is defined by

\[\rho_v(j^f) := v^f \rho(j^f).\] (2.14)

Some of these representations survive in the Yangian deformation. The Yangian evaluation representation $\rho_u : Y(\mathfrak{g}) \rightarrow \text{End}(V)$ in the Drinfeld realization is defined by

\[\rho_u(j^f) := \rho(j^f), \quad \rho_u(\bar{j}^f) := u \rho(j^f).\] (2.15)

Note that not every representation $\rho$ of $\mathfrak{g}$ has corresponding evaluation representations $\rho_v$ of $Y(\mathfrak{g})$. The latter must be consistent with the Serre relation (2.7). This requires the representation of the deformation term on the rhs of (2.7) to vanish, which is a consistency condition on the underlying representation $\rho$ of $\mathfrak{g}$ alone.

### 2.2. Quasi-triangular Hopf algebras

The Yangian algebra as defined above has some special features which almost make it quasi-triangular\(^6\). This observation will lead to the so-called RTT realization that to be discussed in the next section. Let us therefore review the axioms of a quasi-triangular Hopf algebra and explain to what extent they apply to the Yangian.

**Quasi-triangularity.** A typical Hopf algebra $A$ is non-cocommutative. In other words, the opposite coproduct, defined by having the order of terms in the tensor product exchanged

\[\hat{\Delta} := P \circ \Delta, \quad P(X \otimes Y) := (-1)^{|X||Y|} Y \otimes X,\] (2.16)

does not match with the original coproduct $\Delta$. Nevertheless, the opposite coproduct $\hat{\Delta}$ can be equivalent to the original coproduct $\Delta$ up to a similarity transformation $\hat{\Delta}(X) = S \Delta(X) S^{-1}$ for all $X \in A$ with $S$ a particular invertible endomorphsim of $A \otimes A$. In this case the algebra is called quasi-cocommutative. If furthermore the map $S$ obeys the following two properties, the Hopf algebra $A$ is called quasi-triangular.

Firstly, the map $S$ must be expressible as multiplication by some invertible element $S \in A \otimes A$ which is called the universal R-matrix. It intertwines between the coproduct and its opposite

\[\hat{\Delta}(X) = S \Delta(X) S^{-1}.\] (2.17)

In the following we shall reserve the term ‘R-matrix’ for some other object, and henceforth we will refer to the universal R-matrix $S$ as the ‘S-matrix’.

Secondly, this S-matrix must obey the so-called fusion relations\(^7\)

\[\Delta_1(S) = S_{13} S_{23}, \quad \Delta_2(S) = S_{13} S_{12}.\] (2.18)

\(^6\) To actually achieve a quasi-triangular Hopf algebra, the Yangian must be enlarged to a Yangian double. In this algebra the underlying polynomial loop algebra $\mathfrak{g}[u]$ is extended to a complete loop algebra $\mathfrak{g}[u, u^{-1}]$ of Laurent polynomials. Furthermore, a suitable compactification of the algebraic space is required.

\(^7\) As usual, we denote the inclusion into multiple tensor products by subscripts, e.g. $A_1 := A \otimes 1 \otimes \ldots$, $A_2 := 1 \otimes A \otimes 1 \otimes \ldots$. 

\[\epsilon(j^f) = 0, \quad \epsilon(\bar{j}^f) = 0.\] (2.12)
The above axioms directly imply the Yang–Baxter equation which is a centrally important relation within integrable systems
\[ S_{12}S_{13}S_{23} = S_{12}A_1(S) = A_1(S)S_{12} = S_{23}S_{13}S_{12}. \] (2.19)
Moreover, from the Hopf algebra relations it can be inferred that
\[ \Sigma_1(S) = S^{-1}, \quad \Sigma_2(S^{-1}) = S, \] (2.20)
which are sometimes called the crossing equations. The counit acts on the S-matrix as \( \epsilon_1(S) = \epsilon_2(S) = 1 \).

**R- and T-matrices.** Let us introduce two types of representations of the S-matrix of a quasi-triangular Hopf algebra. They will be the objects of central concern in this paper.

We introduce the ‘R-matrix’ \( R^{CD} \) as the representation \( \rho^C \otimes \rho^D \) of the S-matrix on the space \( V^C \otimes V^D \)
\[ R^{CD} := (\rho^C \otimes \rho^D)(S) \in \text{End}(V^C \otimes V^D). \] (2.21)
We shall refer to such a map \( R^{CD} \) as an ‘R-matrix’ in order to distinguish it from the ‘S-matrix’.

By construction, this R-matrix intertwines between representations of the coproduct and its opposite (2.17)
\[ (\rho^C \otimes \rho^D)(\tilde{A}(X))R^{CD} = R^{CD}(\rho^C \otimes \rho^D)(\Delta(X)) \quad \text{for all } X \in A. \] (2.22)
It also obeys the Yang–Baxter equation (2.19)
\[ R^{CD}_{12}R^{CE}_{13}R^{DE}_{23} = R^{DE}_{23}R^{CE}_{13}R^{CD}_{12}. \] (2.23)

A useful intermediate object between the S-matrix and an R-matrix is the ‘T-matrix’ (which is usually called a monodromy matrix but sometimes also a transfer matrix). We define \( T^C \) as the representation \( \rho^C \) on \( V^C \) of one leg of the S-matrix
\[ T^C := (\rho^C \otimes 1)(S) \in \text{End}(V^C) \otimes A. \] (2.24)
It has all the properties of the above representation, in particular the intertwining relations (2.17)
\[ (\rho^C \otimes 1)(\tilde{A}(X))T^C = T^C(\rho^C \otimes 1)(\Delta(X)) \quad \text{for all } X \in A, \] (2.25)
the Yang–Baxter equation (2.19) in the representation \( \rho^C_E \otimes \rho^D_D \otimes 1 \)
\[ R^{CD}_{12}T^C_{13}T^D_{23} = T^D_{23}T^C_{13}R^{CD}_{12}, \] (2.26)
and one of the fusion relations (2.18)
\[ \Delta_2(T^C_1) = T^C_1T^C_1. \] (2.27)
Note that one may view the R-matrix \( R^{CD} \) as the representation \( 1 \otimes \rho^D \) of \( T^C \).

In the context of Yangian algebras, we are mostly interested in functional R- and T-matrices
\[ R^{CD} : C \times C \to \text{End}(V^C \otimes V^D), \quad T^C : C \to \text{End}(V^C) \otimes A. \] (2.28)
These arise as evaluation representations \( \rho^C_E \) of the above structures, where the evaluation parameter \( u \) is considered as a parameter of the functions \( R, T \) rather than a representation label. Nevertheless, all above relations apply without modification to the functional form.

The R- and T-matrix objects serve two purposes. They can be used to define a notion of almost quasi-triangular structure which applies to Yangian algebras. Furthermore, they allow to construct such an almost quasi-triangular Hopf algebra from an R-matrix alone. The latter is known as the RTT realization.

Note that the antipode is not necessarily involutive, e.g. \( \Sigma_2(S) \) does not equal \( S^{-1} \) in general.
**Almost quasi-triangular structure.** We emphasize that Yangians are not quasi-triangular Hopf algebras. This means that a Yangian algebra $A = Y(g)$ itself does not admit an underlying $S$-matrix $S \in A \otimes A$. Nevertheless it turns out that, at least for a certain class of representations $\rho_C, \rho_D$, the tensor product representation $\rho_C \otimes \rho_D$ is equivalent to the opposite tensor product $\rho_D \otimes \rho_C$.\(^9\)

In other words, this suggests that even in a Hopf algebra $A$ which is not quasi-triangular $R$-matrices may exist $R \in \text{End}(V \otimes V)$, which intertwine the tensor product of representations on $V$ according to (2.22). Such an $R$-matrix should behave as though it was a representation of the non-existent $S$-matrix $S$, i.e. it should obey the Yang–Baxter relation (2.23). Moreover, it is conceivable to define a T-matrix $T \in \text{End}(V) \otimes A$, which intertwines the coproduct (2.25), obeys the Yang–Baxter equation (2.26) and also satisfies the fusion relation (2.27).

We therefore call a Hopf algebra $A$ *almost quasi-triangular* on the representation $\rho : A \to \text{End}(V)$ if it has an $R$- and a $T$-matrix as defined above. Indeed, typical Yangian algebras $Y(g)$ allow for such $R$- and $T$-matrices.

### 2.3. RTT realization

Consider a concrete functional $R$-matrix on a finite-dimensional space $V$, $R : C \times C \to \text{End}(V \otimes V)$, which satisfies the functional Yang–Baxter equation

$$R_{12}(u, v)R_{13}(u, w)R_{23}(v, w) = R_{23}(v, w)R_{13}(u, w)R_{12}(u, v).$$

Our aim is to construct a Hopf algebra $A$ which is almost quasi-triangular on the space $V$ based only on this $R$-matrix $R$.

**Algebra.** First, we introduce a set of abstract objects $T^I(u)$ labeled by the continuous variable $u \in C$ and the discrete index $I = 1, \ldots, \dim(\text{End}(V))$. The symbols $T^I(u)$ are considered to be holomorphic functions of $u$ almost everywhere on $C$. In the context of Yangian algebras, we may expand these functions as power series around the point $u = \infty$

$$T^I(u) = \sum_{s=1}^{\infty} \frac{1}{u^{s+1}} T^I_{(s)}. \quad (2.33)$$

It is now straightforward to construct an almost quasi-triangular Hopf algebra $A$. This algebra is spanned by polynomials in the letters $T^I(u)$ (or equivalently $T^I_{(s)}$) subject to certain identifications. To that end, we define $T(u)$ as the function

$$T : C \to \text{End}(V) \otimes A, \quad T(u) := E_I \otimes T^I(u),$$

where the $E_I$ denote a basis of the space $\text{End}(V)$. The polynomials are then to be identified by the so-called RTT relation (which is defined on the space $\text{End}(V \otimes V) \otimes A$)

$$R_{12}(u, v)T_{13}(u)T_{23}(v) = T_{23}(v)T_{13}(u)R_{12}(u, v). \quad (2.35)$$

This relation reflects the key property (2.26) of functional T-matrices. The identification is compatible with associativity of the polynomial algebra due to the Yang–Baxter equation.

\(^9\) The reason for this behavior is that the Yangian is a subalgebra of the Yangian double, which is a quasi-triangular Hopf algebra.
In other words, the algebra \( A \) is defined as the quotient of the tensor algebra \( T(\mathbb{T}) \) of \( \mathbb{T} \)s by the ideal generated by the RTT relations
\[
A := \frac{T(\mathbb{T})}{\langle R_{12} T_{13} T_{23} - T_{23} T_{13} R_{12} \rangle}, \quad \mathbb{T} := \langle T^4(u) \rangle.
\] (2.36)

This space may or may not have further ideals which could be factored out as well. The existence of such ideals depends very much on additional properties of the underlying \( R \)-matrix \( \mathcal{R} \), hence we cannot discuss this issue in generality.

**Hopf algebra.** To complete the Hopf algebra relations, we impose the fusion relations
\[
\Delta_2(T_{12}(u)) = T_{13}(u) T_{12}(u). \tag{2.37}
\]
These fusion relations reflect the property (2.27) of a \( T \)-matrix. This coproduct is compatible with the algebra because
\[
\Delta_3(R_{12}(u,v) T_{13}(u) T_{23}(v)) = \cdots = \Delta_3(T_{23}(v) T_{13}(u) R_{12}(u,v)), \tag{2.38}
\]
which follows trivially from the RTT and fusion relations. The remaining structures of a Hopf algebra read
\[
epsilon_2(T_{12}(u)) = 1, \quad \Sigma_2(T_{12}(u)^{-1}) = T_{12}(u). \tag{2.39}
\]
The antipode of \( T_{12}(u) \) itself has a form which is not as straightforward to write
\[
\Sigma_2(T_{12}(u)) = \tilde{T}_{12}(u)^{-1}. \tag{2.40}
\]
Here \( \tilde{T}^{-1} \) is almost the inverse of \( T_{12} \), however w.r.t. the semi-opposite product \( \mu \otimes \bar{\mu} \) (equivalently \( \bar{\mu} \otimes \mu \)); i.e. it is defined by \( \mu_{23}[\tilde{T}_{12}(u)^{-1} T_{12}(u)] = 1 \). Alternatively we can use an order-inverting operation such as supertransposition to define \( \tilde{T}(u)^{-1} \)
\[
(\tilde{T}(u)^{-1})^{ST_{\otimes 1}} T(u)^{ST_{\otimes 1}} = 1. \tag{2.41}
\]

It is readily checked that the above defined structures satisfy all the defining relations of a Hopf algebra. Furthermore we have an almost quasi-triangular structure by construction. Therefore we have just defined an almost quasi-triangular Hopf algebra \( A \) based on the \( R \)-matrix \( \mathcal{R} \).

**Yangian algebras.** Yangian algebras can be constructed as above when starting with an \( R \)-matrix \( \mathcal{R}(u,v) \) which is a rational function of \( u - v \) only. In those cases, the Yangian \( Y \) usually is obtained as a quotient of the above Hopf algebra \( A \). This is the so-called \( RTT \) realization of the Yangian \( Y \). The underlying Lie algebra \( \mathfrak{g} \) of \( Y(\mathfrak{g}) \) is determined by the choice of \( R \)-matrix \( \mathcal{R} \).

In the case of \( \text{gl}(\mathcal{V}) = \text{End}(\mathcal{V}) \), the Yangian is in fact simply the complete Hopf algebra \( Y(\text{gl}(\mathcal{V})) = A \). The Yangians \( Y(\mathfrak{g}) \) for subalgebras \( \mathfrak{g} \) of \( \text{gl}(\mathcal{V}) \), e.g. \( \mathfrak{g} = \mathfrak{sl}(\mathcal{V}), \mathfrak{so}(\mathcal{V}), \mathfrak{sp}(\mathcal{V}) \), are obtained as suitable quotients of \( A \) (and naturally, they all require an individual choice of \( \mathcal{R} \)).

### 2.4. Comparison of realizations

Consider now a Yangian algebra \( Y(\mathfrak{g}) \) in the Drinfeld realization which admits an \( R \)-matrix \( \mathcal{R} \) intertwining a tensor product of two representations \( \rho : Y(\mathfrak{g}) \to \text{End}(\mathcal{V}) \). In order to show that the RTT realization indeed describes the same algebra, we should be able to recover the Drinfeld realization from the RTT realization. Of course, the explicit identification regarding the Lie algebra structure depends crucially on the explicit form of the \( R \)-matrix. We will discuss it in detail by means of the example of \( \text{gl}(m|n) \) in the next section. However, the coalgebra structure is purely determined from the fusion relation (2.37) which is independent of \( \mathcal{R} \).
We also introduce a basis of canonical covectors $EA$ set up the RTT realization and rederive the Drinfeld realization from it. In terms of the Drinfeld realization, and introduce the fundamental R-matrix. Finally, we will fix the notation for the more advanced considerations of the non-standard case involving the realizations in practice, and explicitly relate the two formulations. This will set the stage and provide a framework for further developments.

3. The Yangian for $gl(m|n)$

We will use the Lie superalgebra $g = gl(m|n)$ as an example to discuss the Drinfeld and RTT realizations in practice, and explicitly relate the two formulations. This will set the stage and fix the notation for the more advanced considerations of the non-standard case involving the somewhat exceptional superalgebra $g = gl(2|2)$.

First we shall introduce $gl(m|n)$ as a superalgebra. We will then define its Yangian algebra in terms of the Drinfeld realization, and introduce the fundamental R-matrix. Finally, we will set up the RTT realization and rederive the Drinfeld realization from it.

3.1. The Lie superalgebra $gl(m|n)$

Consider the $\mathbb{Z}_2$-graded vector space $\mathbb{C}^{m|n}$ which is spanned by $m$ even and $n$ odd basis vectors $E^A$ with indices $A, B, \ldots = 1, \ldots, m + n$. We define their $\mathbb{Z}_2$-grading by

$$|E^A| = |A| := \begin{cases} 0 & \text{for } A \leq m, \\ 1 & \text{for } A > m. \end{cases}$$

(3.1)

We also introduce a basis of canonical covectors $E_A$ of grading $|E_A| = |A|$ as follows

$$E_A E^B := (-1)^{|A|} \delta^B_A.$$ 

(3.2)

Endomorphisms of $\mathbb{C}^{m|n}$ can be viewed as $(m|n) \times (m|n)$ matrices. A basis for $End(\mathbb{C}^{m|n})$ is therefore given by the matrices $E^A_B$;

$$E^A_B := E^A E_B,$$

(3.3)

whose elements are defined to be zero except for a $(-1)^{|B|}$ in row $A$ and column $B$. These matrices obey the algebra

$$E^A_B E^C = (-1)^{|B|} \delta^C_B E^A, \quad E^A_B E^C_D = (-1)^{|B|} \delta^C_B E^A_D, \quad |E^A_B| = |A| + |B|.$$ 

(3.4)
The Lie superalgebra $\mathfrak{gl}(m|n)$ is equivalent to $\text{End} (\mathbb{C}^{m|n})$ as a vector space. To distinguish elements of the abstract algebra $\mathfrak{gl}(m|n)$, we shall denote its basis vectors by $E^A_B$ rather than $E^A_B$. The Lie superalgebra is equipped with the following graded Lie bracket

$$\left[ E^A_B, E^C_D \right]_{\text{Lie}} = (-1)^{|B||C|} E^A_D E^C_B - (-1)^{|B||C|+|B||D|+|C||D|} \delta^A_D E^C_B. \tag{3.5}$$

The fundamental or defining representation $\rho^F : \mathfrak{gl}(m|n) \rightarrow \text{End}(\mathbb{C}^{m|n})$ has dimension $m|n$. The generators $E^A_B$ are simply represented by the matrices $E^A_B$ (we shall denote the fundamental representation of algebra elements $J$ by upright letters $J := \rho^F(J)$)

$$E^A_B := \rho^F (E^A_B) = E^A_B. \tag{3.6}$$

The above algebra relations are represented in terms of the graded commutator of two endomorphisms $X, Y$

$$[X, Y] := XY - (-1)^{|X||Y|} YX. \tag{3.7}$$

An important (yet trivial) insight is that the map $\rho^F$ is bijective: from any given $(m|n)$ square matrix $X$ we can read off a corresponding element $(\rho^F)^{-1}(X) \in \mathfrak{gl}(m|n)$:

$$(\rho^F)^{-1}(X) = (-1)^{|A|} \text{str}(XE^A_B) E^B_A = \text{str}(X((-1)^{|A|} E^A_B \otimes E^B_A)). \tag{3.8}$$

The second form of this equation is useful in the context of the RTT realization because the combination $(-1)^{|A|} E^A_B \otimes E^B_A$ is somewhat similar to the $T$-matrix.

### 3.2. Drinfeld realization and $R$-matrix

Based on the description in section 2.1 we can construct the Drinfeld realization of the Yangian $Y(\mathfrak{gl}(m|n))$. This algebra has evaluation representations $\rho_\alpha$ for all representations $\alpha$ of $\mathfrak{gl}(m|n)$. In particular, we will be interested in the fundamental evaluation representation $\rho^F$ and its associated $R$- and $T$-matrices.

**Hopf algebra.** The algebra relations in the above basis $E^A_B$ and $\widehat{E}^A_B$ read explicitly

$$\left[ E^A_B, E^C_D \right]_{\text{Lie}} = (-1)^{|B||C|} E^A_D E^C_B - (-1)^{|B||C|+|B||D|+|C||D|} \delta^A_D E^C_B, \tag{3.9}$$

$$\left[ \widehat{E}^A_B, \widehat{E}^C_D \right]_{\text{Lie}} = (-1)^{|B||C|} \widehat{E}^A_D \widehat{E}^C_B - (-1)^{|B||C|+|B||D|+|C||D|} \delta^A_D \widehat{E}^C_B. \tag{3.10}$$

They must be supplemented by the Serre relation (2.7) which we shall not repeat.

The coalgebra is determined by the coproducts

$$\Delta(E^A_B) = E^A_B \otimes 1 + 1 \otimes E^A_B,$$

$$\Delta(\widehat{E}^A_B) = \widehat{E}^A_B \otimes 1 + 1 \otimes \widehat{E}^A_B + \frac{1}{2} \hbar \left( E^A_C \otimes E^C_B - (-1)^{|A|+|C|+|B||C|} E^C_B \otimes E^A_C \right). \tag{3.11}$$

which follows directly from (2.10).

**$R$-matrix.** A function $\mathcal{R} : \mathbb{C} \times \mathbb{C} \rightarrow \text{End}(\mathbb{C}^n \otimes \mathbb{C}^n)$ intertwining the opposite and normal coproduct (2.22) in the fundamental representation exists. It obeys the Yang–Baxter equation (2.32) and takes the form (we recall that $\mathcal{P}$ is a graded permutation operator)

$$\mathcal{R}(u, v) = R_0(u, v) \left( 1 + \frac{\hbar \mathcal{P}}{u-v} \right). \tag{3.12}$$

where $R_0(u, v)$ is some undetermined scalar function of $u$ and $v$. Note that, furthermore, $R$-matrices in higher representations exist, and can be constructed from the above $\mathcal{R}(u, v)$ by representations of the fusion relations (2.18).\(^{10}\)

\(^{10}\) Consistency of the fusion relations with a sufficiently large set of representations may restrict the scalar function $R_0(u, v)$ in a useful way.

---

\[^{10}\] Consistency of the fusion relations with a sufficiently large set of representations may restrict the scalar function $R_0(u, v)$ in a useful way.
3.3. RTT realization

We will now set up the RTT realization for $Y(gl(m|n))$ along the lines of section 2.3 using only the above fundamental R-matrix $\mathcal{R}$. We will discuss the arising vector space, the resulting algebra relations and rederive the Drinfeld realization.

**Vector space.** We define the vector space $Y(gl(m|n))$ as the space of polynomials in the letters $\mathbb{T}^A_B(u)$, e.g.,

$$\mathbb{T}^A_B(u_1)\mathbb{T}^A_B(u_2)\ldots\mathbb{T}^A_B(u_n) \in Y(gl(m|n)), \quad \text{(3.13)}$$

subject to certain identifications to be defined below. As such, $Y(gl(m|n))$ has the structure of a unital non-commutative associative algebra.

**Hopf algebra.** In order to set up the RTT relations, we first collect all elements $\mathbb{T}$ into a T-matrix function $T$

$$T(u) = (-1)^{|B|}E^B_A \otimes \mathbb{T}^A_B(u). \quad \text{(3.14)}$$

Here the representation $E^A_B$ defines a basis for $\text{End}(\mathbb{V}^F)$. Conversely, we can recover the letters $\mathbb{T}$ from $T$ as $\mathbb{T}^A_B(u) = \text{str}(E^A_B T(u))$.

The identifications of polynomials for the Yangian $Y(gl(m|n))$ are now simply encoded into the RTT relations (2.35) and the fundamental R-matrix $\mathcal{R}(u,v)$ which is provided in (3.12). To see this more explicitly, we also expand $\mathcal{R}$ in the basis $E^A_B$

$$\mathcal{R}(u,v) = \frac{R_0(u,v)}{u-v} \left[ (-1)^{|A|+|B|} (u-v)E^A_A \otimes E^B_B + \hbar (-1)^{|B|}E^B_A \otimes E^A_B \right]. \quad \text{(3.15)}$$

Written in components, the RTT relations (2.35) take the form

$$[\mathbb{T}^A_B(u), \mathbb{T}^C_D(v)] = \frac{-\hbar}{u-v} (-1)^{|B|+|C|+|D|+|D|} (\mathbb{T}^D_A(u) \mathbb{T}^C_B(v) - \mathbb{T}^A_D(v) \mathbb{T}^C_B(u)). \quad \text{(3.16)}$$

Note that the overall factor $R_0(u,v)$ of the R-matrix $\mathcal{R}(u,v)$ is completely inconsequential as it drops out of the defining relations.

The remaining Hopf algebra structure (2.37), (2.39) and (2.40) becomes

$$\Delta(\mathbb{T}^A_B(u)) = \mathbb{T}^A_C(u) \otimes \mathbb{T}^C_B(u), \quad \text{(3.17)}$$

$$\epsilon(\mathbb{T}^A_B(u)) = \delta^A_B, \quad \text{(3.18)}$$

$$\Sigma((\mathbb{T}^{-1})^A_B(u)) = \mathbb{T}^A_B(u), \quad \text{(3.19)}$$

$$\Sigma(\mathbb{T}^A_B(u)) = (\mathbb{T}^{-1})^A_B(u). \quad \text{(3.20)}$$

The matrices $\mathbb{T}^{-1}$ and $\tilde{\mathbb{T}}^{-1}$ used in the antipode are defined as particular inverses of the matrix-operator $\mathbb{T}$

$$\delta^A_B = (-1)^{|A|+|C|+|D|+|D|} (\mathbb{T}^{-1})^A_C \mathbb{T}^A_B = (-1)^{|A|+|C|+|D|+|D|} \mathbb{T}^{-1} \mathbb{T}^A_B = \mathbb{T}^A_C (\mathbb{T}^{-1})^C_B. \quad \text{(3.21)}$$

**Expansion into levels.** The R-matrix has a special point $u_0 = \infty$. When one of the two arguments approaches this point, the R-matrix becomes trivial (up to the scalar prefactor $R_0$)

$$\mathcal{R}(\infty,v) \sim \mathcal{R}(u,\infty) \sim 1. \quad \text{(3.22)}$$
It therefore makes sense to expand the quantities as power series about the point \( u = \infty \). We expand \( T \) as a formal power series in \( u^{-1} \) (cf (2.33))

\[
T^A_B(u) = \delta^A_B + \sum_{i=0}^{\infty} T_{(i)}^A_B u^{-i}. \tag{3.23}
\]

Written out explicitly, the defining relations (3.16) then read

\[
\left[ T_{(i)}^A_B, T_{(i')}^C_D \right] = h(-1)^{|B||C|+|D|} T_{(i+i')}^A_D - h(-1)^{|B||C|+|D|} T_{(i+i')}^A_D \delta^A_D + \sum_{r=0}^{\min(i,i')-1} (-1)^{|C|+|D|+|B|+|D|} T_{(r)}^A_{D} T_{(i+j-1-r)}^C_B - T_{(i+j-1-r)}^C_B T_{(r+i)}^A_D, \tag{3.24}
\]

and the Hopf algebra structures read

\[
\Delta(T_{(i)}^A_B) = T_{(i)}^A_B \otimes 1 + 1 \otimes T_{(i)}^A_B + \sum_{r=0}^{i-1} T_{(r)}^A_C \otimes T_{(i-r)}^C_B, \quad \epsilon(T_{(i)}^A_B) = 0. \tag{3.25}
\]

The expression for the antipode involves an inverse, and is slightly more involved. It is most easily derived recursively from the Hopf algebra axioms and (3.25)

\[
\Sigma(T_{(0)}^A_B) = -T_{(0)}^A_B, \quad \Sigma(T_{(i)}^A_B) = -T_{(i)}^A_B + T_{(0)}^A C B T_{(i)}^A C B, \ldots . \tag{3.26}
\]

### 3.4. Comparison of realizations

In the following we compare the Drinfeld and RTT realizations of \( Y(gl(m|n)) \).

**Vector space.** In order to describe the vector space \( Y(gl(m|n)) \) of the RTT realization, it is useful to introduce the linear embedding map \( \tilde{T} : gl(m|n)[u] \rightarrow Y(gl(m|n)) \)

\[
\tilde{T}(X) := \frac{1}{2\pi i} \oint_{C} du \text{str}(\rho^X(u) T(u)). \tag{3.27}
\]

By construction this map satisfies \( T_{(s)}^A_B = \tilde{T}(E_{(s)}^A_B) \). Since the individual letters \( T \) are independent, \( \tilde{T} \) is injective and the single letters span a subalgebra \( gl(m|n)[u] \) within \( Y(gl(m|n)) \). Consequently, polynomials in the letters \( \tilde{T}(X_k) \) with \( X_k \in gl(m|n)[u] \) span the Yangian algebra

\[
\tilde{T}(X_1) \tilde{T}(X_2) \ldots \tilde{T}(X_n) \in Y(gl(m|n)). \tag{3.28}
\]

Taking into account the identification of polynomials governed by the RTT relations, we see that \( \tilde{T}(Y(gl(m|n))) \) is a deformation of \( U(gl(m|n)[u]) \) just as in the Drinfeld realization. It remains to show that the identifications of polynomials the Hopf algebra structures coincide between the two realizations.

**Hopf algebra.** We now show that the RTT realization implies the Drinfeld realization. In fact, the above expansion into levels yields infinitely many relations for infinitely many generators. For the Drinfeld realization we merely need to show how the generators \( E \) and \( E \) arise.

Following (2.42) we write the \( T \)-matrix as

\[
T(u) = \exp \left[ h(-1)^{|B|} E^B_A \otimes E^A_B u^{-1} + h(-1)^{|B|} E^B_A \otimes \tilde{E}^B_A u^{-2} + \cdots \right]
\]

\[
= 1 + h(-1)^{|B|} E^B_A \otimes E^A_B u^{-1} + h(-1)^{|B|} E^B_A \otimes \tilde{E}^B_A + \frac{1}{2} h(-1)^{|B|+|C|} E^C_B \tilde{E}^A_C u^{-2}. \tag{3.29}
\]
In other words, we should identify
\[
\hat{E}^A_B = h^{-1}T_{(0)}^A_B, \\
\hat{E}^A_B = h^{-1}T_{(1)}^A_B = \frac{1}{2}h^{-1}(-1)^{|A|+|C|}T_{(0)}^C B^k k^0 C. 
\]
Plugging this in (3.24) we recover the defining relations (3.9), (3.10) of the Yangian algebra
\[
\begin{align*}
\hat{E}^A_B, \hat{E}^C_D &\equiv (-1)^{|B||C|+|D||C|}\hat{E}^D_C \hat{E}^A_B - (-1)^{|C|+|B||D|+|C||D|}\hat{E}^D_C \hat{E}^A_B, \\
\hat{E}^A_B, \hat{E}^{\hat{C}}_{\hat{D}} &\equiv (-1)^{|B||C|+|D||C|}\hat{E}^{\hat{D}}_{\hat{C}} \hat{E}^A_B - (-1)^{|C|+|B||D|+|C||D|}\hat{E}^{\hat{D}}_{\hat{C}} \hat{E}^A_B. 
\end{align*}
\]
One can check that the Serre relations (2.7) are automatically satisfied. It is also readily seen that the correct coalgebra (3.11) is obtained from (3.25), i.e.
\[
\Delta(h) = \hat{E}^A_B \otimes 1 + 1 \otimes \hat{E}^A_B + \frac{1}{2}h(\hat{E}^C_B \otimes \hat{E}^C_B - (-1)^{|A|+|C|+|B||C|+|D||C|}\hat{E}^C_B \otimes \hat{E}^C_B) 
\]
and consequently, the antipode and counit also agree for both realizations.

Summarizing, we see that just from the R-matrix in the fundamental representation we are able to derive the complete Yangian structure. In the remainder of this paper we will apply this construction to the extended \( sl(2|2) \) algebra.

3.5. Ideals and subalgebras

After defining the RTT realization of the algebra \( Y(gl(m|n)) \), one might wonder if and how Yangian subalgebras can be generated. In other words, can we identify ideals that can be factored out in order to generate such Yangians? This turns out to be possible and we will illustrate this by considering \( sl(m|n) \).

The Lie algebra \( sl(m|n) \) (for \( m \neq n \)) is obtained from \( gl(m|n) \) by restricting to the (super)traceless generators. Thus, the operator
\[
C = (-1)^{|A|}\hat{E}^A_A, 
\]
has to be modded out. Of course, in the fundamental representation \( C \) is usually just the identity map.

In the Drinfeld realization of the Yangian, it is clear how to define the Yangian algebra \( Y(sl(m|n)) \). We have to remove the central elements from the generators \( \hat{J}^a \) and \( \hat{J}^\dagger \) explicitly. Furthermore, additional relations are needed to remove central elements at higher levels.

However, in the RTT realization there actually are two (related) ways to proceed. We can either restrict the form of \( T \) directly or divide \( Y(gl(m|n)) \) by a suitable ideal. This is possible due to the fact that the R-matrix of \( Y(gl(m|n)) \) and \( Y(sl(m|n)) \) are actually the same. This means that the defining relations of \( Y(sl(m|n)) \) are contained in those of \( Y(gl(m|n)) \). Further below, we will apply the latter approach to \( sl(2|2) \) and study ideals in our Yangian algebra.

Restricting \( T \). We can describe the Yangian \( Y(sl(m|n)) \) by restricting the form of the monodromy matrix. This is done by expanding \( T \) as in (2.42) by using the \( sl(m|n) \) structure constants (see also [31]). Let us consider \( sl(2) \) as an example. This Lie algebra has generators in the fundamental representation
\[
E = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad F = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. 
\]
We raise and lower indices via the Cartan–Killing form and its inverse. According to (2.42), the T-matrix is now expanded as
\[
T(u) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{h}{\alpha} \begin{pmatrix} EE & EF \\ E - FF \end{pmatrix} + \cdots. 
\]
From the RTT relations (3.24) it is then easily seen that $\mathcal{E}$, $\mathcal{F}$, $\mathcal{H}$ indeed form the usual $\mathfrak{U}(\mathfrak{sl}(2))$ Hopf algebra. Similar restrictions must be imposed on the form of the higher levels. Notice that we can simply interpret the expansion (3.36) as the T-matrix of $\mathfrak{Y}(\mathfrak{g}(2))$ where we identify \( \mathbb{T}_0^{(1)} \) with \(-\mathbb{T}_0^{(2)}\). In other words, we would generate the same algebra if we factor by an ideal that enforces this identification.

Ideals. The fact that $\mathfrak{sl}(m|n)$ is a subalgebra of $\mathfrak{gl}(m|n)$ can be extended to the Yangian level. In other words, the RTT relations defining $\mathfrak{Y}(\mathfrak{sl}(m|n))$ are contained in the RTT relations for $\mathfrak{Y}(\mathfrak{gl}(m|n))$. This was worked out in [32, 33] where it was shown that

$$\mathfrak{Y}(\mathfrak{gl}(m|n)) \sim C_{m|n} \otimes \mathfrak{Y}(\mathfrak{sl}(m|n)),$$

(3.37)

where $C_{m|n}$ is the center of $\mathfrak{Y}(\mathfrak{gl}(m|n))$. The center is generated by the so-called quantum (super)determinant $\det_\hbar$ [34]. Hence we obtain

$$\mathfrak{Y}(\mathfrak{sl}(m|n)) \sim \frac{\mathfrak{Y}(\mathfrak{gl}(m|n))}{\det_\hbar - 1},$$

(3.38)

where $\mathfrak{Y}(\mathfrak{gl}(m|n))$ is generated by the elements of the T-matrix $T$. This form makes explicit that $\mathfrak{Y}(\mathfrak{g}(2))$ can be described as a quotient by a relevant ideal.

For illustration, let us work this out for $\mathfrak{sl}(2)$. In the RTT realization, the $\mathfrak{gl}(2)$ algebra is generated by the four entries $\mathbb{T}^A_B(u)$, $A, B = 1, 2$, of the T-matrix satisfying the relations

$$[\mathbb{T}^A_B(u)\mathbb{T}^C_D(v)] = \frac{-\hbar}{u-v} (\mathbb{T}^A_D(u)\mathbb{T}^C_B(v) - \mathbb{T}^A_B(v)\mathbb{T}^C_D(u)).$$

(3.39)

The quantum determinant is given by (see e.g. [29])

$$\det_\hbar T(u) = T^1_1(u)T^2_2(u+h) - T^1_2(u)T^2_1(u+h).$$

(3.40)

From the fundamental commutation relations it can be shown that $\det_\hbar T(u)$ is central. Expanding the quantum determinant around $u = \infty$ shows, order by order, which generators should be quotiented out. We readily find

$$\det_\hbar T(u) = 1 + u^{-1}\hbar^{-1}(\mathbb{T}_0^{(1)} + \mathbb{T}_0^{(2)}) + \cdots.$$ 

(3.41)

We exactly recognize the generator that was removed from $\mathfrak{gl}(2)$. Hence we obtain $\mathfrak{sl}(2)$ by setting

$$\mathbb{E} = \hbar^{-1}\mathbb{T}_0^{(1)}, \quad \mathbb{F} = \hbar^{-1}\mathbb{T}_0^{(2)}, \quad \mathbb{H} = \hbar^{-1}\frac{1}{2}(\mathbb{T}_0^{(1)} + \mathbb{T}_0^{(2)}) = \hbar^{-1}\mathbb{T}_0^{(1)}.$$ 

(3.42)

which perfectly agrees with the restricted T-matrix (3.36) discussed earlier.

Approach of this paper. The approach of defining the Yangian of $\mathfrak{sl}(m|n)$ by factoring by a suitable ideal will be the one we follow in this paper. In other words, we will consider Yangian of some Lie superalgebra with fundamental evaluation representation living on $\mathbb{C}^m\mathbb{C}^n$. Then, the corresponding R-matrix will define an algebra via the RTT relations for the general T-matrix $T(u) = (-1)^{|E|}\mathbb{E}^E\mathbb{E}^{\mathbb{E}}\mathbb{E}^{\mathbb{E}}(u)$. This T-matrix will generically contain more generators than present in $\mathfrak{Y}(\mathfrak{g})$ and to retrieve it, some ideal will have to be modded out.

The advantage of taking this viewpoint is that the larger algebra can be obtained without any knowledge of the defining Lie algebra. The larger algebra can be defined and studied for any R-matrix. Secondly, assuming there is an underlying quasi-triangular S-matrix, the Hopf structure of the algebra is always of the same form, namely it is given by (3.17)–(3.19).

In this paper we will study the extended $\mathfrak{sl}(2|2)$-Yangian. While its overall structure is unknown, the corresponding fundamental R-matrix is known. This puts us exactly in the position outlined above, and in the remainder of this paper we will discuss the RTT-algebra it generates and the ideals it contains.
4. Extended $s(2|2)$-Yangian

In this section we will review the Yangian of centrally extended $s(2|2)$ in the Drinfeld realization, its fundamental representation and the corresponding R-matrix.

4.1. Centrally extended $s(2|2)$

We first introduce a Hopf algebra $A$ with some exceptional features which is based on the central extension $g$ of $s(2|2)$.

Extended Lie superalgebra. The Lie algebra $s(2|2)$ can be enlarged by adjoining it with two additional central elements $C, \bar{C}$. The resulting algebra $g$ contains two $s(2)$s, spanned by $L^a_b, \bar{L}^a_b$ with $L^a_a = \bar{L}^a_a = 0$, two sets of supercharges $Q^a_b, \bar{Q}^a_b$ and three central elements $H, C, \bar{C}$. We will let Latin letters $a, b, \ldots = 1, 2$ run over the even indices, Greek letters $\alpha, \beta, \ldots = 3, 4$ run over the odd indices and capital letters $A, B, \ldots = 1, 2, 3, 4$ run over the entire set of indices. The non-trivial commutation relations between the generators are given by

\[
\begin{align*}
[L^a_b, L^c_d] &= \delta^c_b L^a_d - \delta^a_d L^c_b, \\
[L^a_b, Q^c_d] &= -\delta^c_b Q^a_d + \frac{1}{2} \delta^d_b Q^c_a, \\
[L^a_b, \bar{Q}^c_d] &= \delta^c_b \bar{Q}^a_d - \frac{1}{2} \delta^d_b \bar{Q}^c_a, \\
[Q^a_b, Q^c_d] &= \delta^c_d Q^a_b - \frac{1}{2} \delta^b_d Q^c_a, \\
[Q^a_b, \bar{Q}^c_d] &= \delta^c_d \bar{Q}^a_b - \frac{1}{2} \delta^b_d \bar{Q}^c_a, \\
\{Q^a_b, \bar{Q}^c_d\} &= \delta^{ab} [L^c_d + \delta^d_a L^c_b + \frac{1}{2} \delta^d_a \delta^b_c].
\end{align*}
\]

By setting $C, \bar{C} = 0$ the algebra reduces to the conventional $s(2|2)$.

Hopf algebra. The enveloping algebra $U(g)$ of the extended Lie superalgebra $g$ has an exciting Hopf subalgebra $A$ which we shall describe next.

We first enlarge $U(g)$ by a group-like central element $U$ with inverse $U^{-1}$ called the ‘braiding element’

\[
[U, X] = 0 \quad \text{for all } X \in A, \quad \Delta(U) = U \otimes U.
\]

It is used to consistently deform the coproduct of the Lie generators $J$. Their Hopf algebra structure now reads

\[
\Delta(J) = J \otimes 1 + 1 \otimes J, \quad \Sigma(J) = -U^{-1}J, \quad \epsilon(J) = 0,
\]

where the weight $[J]$ is defined by $[L] = [\bar{L}] = [H] = 0$, $[Q] = [-\bar{Q}] = 1$ and $[C] = [-\bar{C}] = 2$.

By requiring that the coproduct of the central elements is cocommutative, one can derive a relation between the braiding element and the central elements. Indeed, it follows

\[
C = \frac{1}{\hbar}(U^2 - 1), \quad \bar{C} = \frac{1}{\hbar}(1 - U^{-2}).
\]

Here, the parameter $\hbar$ serves as a global parameter of the algebra $A = A_{\hbar}$.\(^{11, 12}\) Moreover, since (4.4) is essentially a constraint between $C$ and $\bar{C}$, the resulting algebra $A$ is a subalgebra of $U(g)$.

\(^{11}\) A coupling constant $g = \sqrt{\hbar}$ or $g = 2\sqrt{\hbar}$ is commonly used in the literature related to gauge theory. The Hubbard model literature uses the parameter $U = -i\hbar$ instead. Here we shall stick to $\hbar$ for clarity.

\(^{12}\) In addition, a parameter labeled $\alpha$ appears in the literature. It can be reinstalled by a relative rescaling of the supercharges and/or central elements, and therefore it is merely a parameter of the realization.
4.2. Extended Yangian

The above extended \( sl(2|2) \) enveloping algebra \( A \) has a Yangian extension which we shall denote by \( Y \).\(^{13}\)

In addition to the above elements \( J’, \ U \in A \), the Yangian algebra \( Y \) is generated by level-1 elements \( \hat{J}’ \). They obey the conventional Yangian relations (2.5), (2.7), e.g.

\[
[J’, \hat{J}’] = f^{IJ}_K \hat{J}^K,
\]

with the structure constants \( f^{IJ}_K \) defined in section 4.1. The only non-trivial part of the Hopf algebra is the coproduct, since the remaining Hopf algebra structures are readily derived from it. Based on the dual structure constants we can write it analogously to (2.10), (4.3) as

\[
\Delta(J') = J' \otimes 1 + U(J') \otimes J + (-1)^{[I][K]} \frac{\hbar}{2} f^{IJ}_K U^{[J(K)]} \otimes \hat{J}^K.
\]

(4.6)

Let us spell out the coproduct of the supercharges \( \hat{Q}^a \), since the rest follows by using the commutation relations

\[
\Delta(\hat{Q}^a) = \hat{Q}^a \otimes 1 + U \otimes \hat{Q}^a + \frac{\hbar}{2} \left[ Q^c \otimes L^c - \frac{1}{2} \right] \otimes Q^a \nonumber
\]

\[
- \epsilon^{ab} \epsilon_{cd} \hat{Q}^b \otimes C + \epsilon^{ab} \epsilon_{cd} C U^{-1} \otimes \hat{Q}^d + \frac{1}{2} Q^a \otimes \hat{Q}^c - \frac{1}{2} \hat{Q}^c \otimes Q^a. \nonumber
\]

(4.7)

The coupling constant of the algebra \( A \) now also takes the role of the deformation parameter \( \hbar \) in the definition of the Yangian\(^{14}\).

At the algebra level, cocommutativity of the central elements implies a relation between the braiding element \( U \) and the central elements (4.4). Similarly, since both \( \hat{C} \) and \( \hat{C} \) are central, their coproduct also needs to be cocommutative. This provides the following relations

\[
\hat{C} = \frac{1}{2} (1 + U^2) \hat{H}, \quad \hat{C} = \frac{1}{2} (1 + U^{-2}) \hat{H}. \nonumber
\]

(4.8)

In particular, this means that in any evaluation representation \( \rho_u \), where \( \rho_u(\hat{C}) = u \rho(C) \), the spectral parameter needs to be related to the eigenvalue of \( \hat{H} \) and braiding element \( U \)

\[
u = \rho_u(\hat{C}) = \frac{\hbar}{2} \rho_u \left( U^2 + 1 - \frac{1}{U^2} \right). \nonumber
\]

(4.9)

This behavior is different from conventional Yangian algebras where the evaluation parameter \( u \) is independent of the parameters of the representation of the level-zero algebra.

Furthermore, the construction of higher level generators and explicit checks of the Serre relations are quite involved \([35]\). Thus, this realization appears inconvenient for studying the full structure of the Yangian.

4.3. Fundamental representation

The crucial ingredient in the RTT-formulation of the Yangian is the family of fundamental representations and the corresponding \( R \)-matrix. In the following we will discuss both for centrally extended \( sl(2|2) \). We will employ the same notation for the fundamental representation as in section 3.1, e.g. for any generator \( X \) we write \( \rho^F(X) = X, \rho^F(\bar{X}) = X. \)

\(^{13}\) A minor complication in its formulation is that (centrally extended) \( sl(2|2) \) has a vanishing Killing form. The latter therefore cannot be used to raise and lower indices for the coproduct of the Drinfeld realization. Nevertheless, it is possible to raise and lower indices by introducing an invariant quadratic form obtained by enlarging the algebra by its continuous outer automorphisms.

\(^{14}\) For conventional Yangian algebras, the deformation parameter \( \hbar \) is merely a parameter of the realization, and as such its value is insignificant. Here the value of \( \hbar \) matters.
**Representation.** There is an elegant way to lift representations of \(sl(2|2)\) to families of representations of the centrally extended algebra \(\mathfrak{g}\) by using its \(sl(2)\) outer automorphism. Here we will work it out for the four-dimensional fundamental representation in terms of the matrices \(E_{AB}\) defined in (3.3).

Firstly, the representations of the two \(sl(2)\) subalgebras are the same as in ordinary \(sl(2|2)\)

\[
\begin{align*}
L_1^1 &= -L_2^2 = \frac{1}{2}(E_1^1 - E_2^2), & L_2^1 &= E_1^1, & L_2^{-1} &= E_2^2, \\
\tilde{L}_3 &= -\tilde{L}_4 = -\frac{1}{2}(E_3^3 - E_4^4), & \tilde{L}_4 &= -E_3^3, & \tilde{L}_3 &= -E_4^4.
\end{align*}
\] (4.10)

Secondly, the representation of the supercharges is transformed by an \(sl(2)\) outer automorphism. The latter is given in terms of a \(2 \times 2\) matrix, which relates the supercharges of the types \(E_a^a\) and \(E_b^b\). Its elements are the variables \(a, b, c, d\) subject to the constraint \(ad - bc = 1\)

\[
Q^a_a = aE_a^a - bE_b^b, \quad \tilde{Q}^a_a = -dE_a^a + cE_b^b.
\] (4.11)

Then the central elements are all proportional to the unit matrix \((-1)^{|A|} E_{AA}\) with the following factors of proportionality

\[
H = ad + bc, \quad C = ab, \quad \tilde{C} = cd.
\] (4.12)

The defining relations of the matrices \(E^A_A\) (3.5) then imply the algebra (4.1).

To lift the representation from \(\mathfrak{g}\) to \(A\) we must make the parameters \(a, b, c, d\) respect the constraints (4.4). This is achieved by the following eigenvalue of the braiding element

\[
U = \sqrt{1 + hab} = \sqrt{\frac{1}{1 - hcd}} = \sqrt{\frac{ab}{cd}}.
\] (4.13)

These relations imply a constraint on the parameters \(a, b, c, d\) for the representation of \(A\) which reads

\[
\frac{1}{ab} + \frac{1}{cd} = h.
\] (4.14)

The representation is also an evaluation representation of the Yangian \(Y\) since \(\tilde{J} = uJ\). The evaluation parameter is fixed as

\[
u = -\frac{1}{2} \left(\frac{1}{ab} + \frac{1}{cd}\right) (ad + bc).
\] (4.15)

**Representation parameters.** The fundamental representation of \(A\) is labeled by the parameters \(a, b, c, d\) subject to two constraints. However, the latter are usually expressed in a more convenient set of parameters \(x^\pm\) as follows

\[
a = \sqrt{\frac{1}{h} \gamma}, \quad b = -\sqrt{\frac{1}{h} \gamma} \left(1 - \frac{x^+}{x^-}\right), \quad c = \sqrt{\frac{1}{h} \gamma}, \quad d = \sqrt{\frac{1}{h} \gamma} \left(1 - \frac{x^-}{x^+}\right).
\] (4.16)

The variables \(x^\pm\) are constrained by the relation

\[
x^+ + \frac{1}{x^+} - x^- - \frac{1}{x^-} = h.
\] (4.17)

The additional parameter \(\gamma\) defines the relative normalization of bosons \((E_n)\) and fermions \((E^\alpha)\). Therefore, two representations that differ only in the value of \(\gamma\) are equivalent. We shall often make the following useful choice

\[
\gamma = \sqrt{x^+/x^- (x^+ - x^-)}.
\] (4.18)
Analogously, we can express the eigenvalues $H$, $C$, $\tilde{C}$, $U$ of the central elements in terms of the parameters $x^\pm$:

\[
U = \sqrt{x^+ x^-}, \quad C = \frac{1}{\hbar} \left( \frac{x^+}{x^-} - 1 \right),
\]

\[
H = \frac{1}{\hbar} \left[ x^+ - x^- - \frac{1}{x^+} + \frac{1}{x^-} \right], \quad \tilde{C} = \frac{1}{\hbar} \left( 1 - \frac{x^+}{x^-} \right).
\]

Finally, the parameter $u$ of the evaluation representation (4.9) is given in terms of $x^\pm$ as follows:

\[
u = x^+ + \frac{1}{x^+} - \frac{\hbar}{2} = x^- + \frac{1}{x^-} + \frac{\hbar}{2}.
\]

Upon inversion of the relation, we can parametrize the fundamental evaluation representation of $Y$ by means of the spectral parameter $\nu$, and we denote it as $\rho^F_{\nu}$.

**Crossing symmetry.** The family of fundamental representations has an additional discrete symmetry called `crossing' which represents the antipode operation. To that end, define the anti-linear crossing operation $X \mapsto X^C$ on $X \in \text{End}(\mathbb{C}^2)$ as

\[
(E^A_b)^C := (-1)^{|A|+1} (E^A_b)^{ST} = (-1)^{|B|(|A|+1)} \epsilon_{AB} \epsilon_{BC} E^C_D,
\]

where $X^{ST}$ denotes the supertranspose of $X$. Here $C$ is a charge conjugation matrix which acts as $CE^A = -\epsilon^{AB} E^B$ and $E_B C = +\epsilon_{AB} E_B$. The matrix $\epsilon$ combines the two anti-symmetric 2-tensors acting on the (1, 2) and (3, 4) subspaces

\[
\epsilon_{AB} = \epsilon^{AB} = \begin{cases} 
\epsilon_{ab} = \epsilon^{ab} & \text{for } |A| = |B| = 0, \\
0 & \text{for } |A| \neq |B|, \\
\epsilon_{aB} = \epsilon^{aB} & \text{for } |A| = |B| = 1.
\end{cases}
\]

Notice that the crossing operation (4.21) is defined via supertransposition, and therefore it has a period of 4. More concretely, the second iteration is the $\mathbb{Z}_2$-grading operation

\[
X^{C,\tilde{C}} = (-1)^{|X|} X.
\]

For convenience we also define the opposite crossing operation

\[
(E^A_b)^{\tilde{C}} := (E^A_b)^{C,\tilde{C}} := (-1)^{|A|+|B|} (E^A_b)^C = (-1)^{|A|(|B|+1)} \epsilon_{AD} \epsilon_{BC} E^C_D.
\]

The crossing symmetry relates the crossed representation of the antipode of an element $X \in Y$ with its original representation

\[
\rho^F_{\tilde{\nu}} (\Sigma(X))^C = \rho^F_{\nu} (X).
\]

Here $\tilde{\nu}$ represents the same numerical value for $\nu$ but it implies a different choice of parameters $x^\pm$, $U$ and $\gamma$.

\[
\tilde{x}^+ = \frac{1}{x^+}, \quad \tilde{x}^- = \frac{1}{x^-}, \quad \tilde{U} = \frac{1}{U}, \quad \tilde{\gamma} = \frac{1}{\gamma} (U - U^{-1}).
\]

In other words $\rho^F_{\tilde{\nu}}$ refers to a different sheet of the multiple-valued function $\rho^F_{\nu}$. In particular, the choice (4.18) for $\gamma$ as a function of $\nu$ is compatible with the above transformation.

---

15 Note that this relationship is not one-to-one: There are four pairs $(x^+, x^-)$ for each $\nu$ in (4.20). Furthermore, the signs of $U$ and $\gamma$ are undetermined in (4.19) and (4.18). This insignificant ambiguity of notation shall not disturb us, and we will consider $\rho^F_{\nu}$ to be a multiple-valued function.

16 An important corollary is that while $\tilde{x}^+ = x^-$, we have $\tilde{\gamma} = -\gamma$ which compensates the sign from the double crossing operation (4.23).

17 A change in the parameter $\gamma$ is equivalent to a similarity transformation by the matrix diag$(1, 1, c, c)$. Hence, the transformation of $\gamma$ alternately be achieved by a different definition of the crossing transformation which depends on $\nu$ and $\gamma$. 
4.4. The fundamental R-matrix

The R-matrix for the fundamental evaluation representations of $\mathcal{Y}$,
\[
R(u_1, u_2) : \mathcal{V}^F \otimes \mathcal{V}^F \to \mathcal{V}^F \otimes \mathcal{V}^F,
\]
is fixed (up to an overall factor) by requiring that it intertwines the normal and opposite coproducts (2.22) of the elements $3^I$ and $\bar{3}^I$. It satisfies the Yang–Baxter equation.

**Matrix elements.** The R-matrix is of the form
\[
R(u_1, u_2) = (-1)^{|B|+|C|} E^A_B \otimes E^C_D R_{A}^B R_{C}(u_1, u_2)
\]
with the only non-zero entries given by\(^{18}\)
\[
\begin{align*}
R^{a\bar{a}}_{b\bar{b}} &= \delta^a_b \delta^\bar{a}_{\bar{b}} + (\delta^a_b \delta^\bar{a}_{\bar{b}} - \delta^\bar{a}_{\bar{b}} \delta^a_b) x_1^a - x_2^a / x_1^b - x_2^b - 1 , \\
R^{a\bar{b}}_{b\bar{a}} &= U_{b\bar{a}} \left( \frac{\delta^b_{\bar{a}} - \delta^a_b}{x_1^b - x_2^b} \right) \left( \frac{\delta^a_b - \delta^b_{\bar{a}}}{x_1^a - x_2^a} \right), \\
R^{a\beta}_{b\alpha} &= U_{b\alpha} \left( \frac{\delta^b_{\alpha} - \delta^a_b}{x_1^b - x_2^b} \right) \left( \frac{\delta^a_b - \delta^b_{\alpha}}{x_1^a - x_2^a} \right) \\
R^{a\bar{b}}_{b\bar{a}} &= U_{b\bar{a}} \left( \frac{\delta^a_b - \delta^b_{\bar{a}}}{x_1^a - x_2^a} \right) \left( \frac{\delta^b_{\bar{a}} - \delta^a_b}{x_1^b - x_2^b} \right),
\end{align*}
\]
and
\[
\begin{align*}
R^{a\bar{a}}_{b\bar{b}} &= \delta^a_b \delta^\bar{a}_{\bar{b}} x_1^a - x_2^a / x_1^b - x_2^b , \\
R^{a\beta}_{b\alpha} &= U_{b\alpha} \left( \frac{\delta^b_{\alpha} - \delta^a_b}{x_1^b - x_2^b} \right) \left( \frac{\delta^a_b - \delta^b_{\alpha}}{x_1^a - x_2^a} \right) \\
R^{a\bar{b}}_{b\bar{a}} &= U_{b\bar{a}} \left( \frac{\delta^a_b - \delta^b_{\bar{a}}}{x_1^a - x_2^a} \right) \left( \frac{\delta^b_{\bar{a}} - \delta^a_b}{x_1^b - x_2^b} \right).
\end{align*}
\]
In principle, an overall prefactor of the R-matrix is undetermined by the defining equations. For concreteness we have normalized the element $R_{11}^1 = 1$.

**Discrete symmetries.** The R-matrix has a couple of discrete symmetries. It is involutive in the sense that $\mathcal{R}_{12} \mathcal{R}_{21}$ is proportional to the identity. For our choice of prefactor, it is exactly involutive
\[
\mathcal{R}_{12}(u_1, u_2) \mathcal{R}_{21}(u_2, u_1) = 1.
\]
Most importantly, the R-matrix respects the crossing symmetry (4.25) of the fundamental representations
\[
\mathcal{R}^{C \otimes 1}(\tilde{u}_1, u_2) = \mathcal{R}^{1 \otimes C}(u_1, \tilde{u}_2) = F(u_1, u_2) \mathcal{R}(u_1, u_2)^{-1}.
\]
In components, this relationship can be expressed as
\[
(-1)^{|B|+|C|} E_A^B E_C^D \mathcal{R}^{D \otimes C}(\tilde{u}_1, u_2) = F(u_1, u_2)(-1)^{|A|+|B|+|C|+|D|} \mathcal{R}^{D \otimes C}(u_1, \tilde{u}_2).
\]
The crossing factor $F$ reads (for our choice of normalization $\mathcal{R}_{11}^1 = 1$)
\[
F(u_1, u_2) = x_1^a - x_2^a / x_1^b - x_2^b.
\]
It obeys a couple of useful symmetries $F(u_1, u_2) = F(\tilde{u}_1, \tilde{u}_2) = 1/F(u_2, \tilde{u}_2)$ which guarantee that crossing in both spaces is trivial $\mathcal{R}^{C \otimes 1}(\tilde{u}_1, \tilde{u}_2) = \mathcal{R}(u_1, u_2)$.

\(^{18}\) The parameters $x_{1,2}^a$ are related to the spectral parameters $u_{1,2}$, respectively.
Finally, the R-matrix has another symmetry
\[ R(u_1, u_2) = R(\tilde{u}_1, \tilde{u}_2), \]
which can be cast into various alternative forms using the above crossing symmetry and involutive property\(^{19}\). Here, the points \( \tilde{u} \) are specified by
\[ \tilde{x}^+ = \tilde{x}^+ = \frac{1}{x^+}, \quad \tilde{x}^- = \tilde{x}^- = \frac{1}{x^-}, \quad \tilde{U}' = \tilde{U} = \frac{1}{U}, \quad \tilde{\gamma}' = \frac{\text{i} \gamma}{x^+}. \] (4.36)
This transformation is reminiscent of (4.26), but the rule for \( \gamma \) is different yet still compatible with the choice (4.18). The symmetry originates from a Hopf algebra automorphism
\[ Q^a_a \mapsto \text{i} \varepsilon^{a\beta} e_{ab} \tilde{Q}^b_\beta, \quad C \mapsto -\tilde{C}, \quad H \mapsto -H, \quad U \mapsto U^{-1}, \] (4.37)
which evidently preserves the form of the R-matrix.

### 4.5. Secret symmetry

As discussed in section 3.5, for conventional, non-extended \( \mathfrak{sl}(2|2) \) the corresponding Yangian algebra could be derived from the Yangian of \( \mathfrak{gl}(2|2) \) by factoring out a suitable ideal. Because of this, both Yangians are in fact defined by the same fundamental R-matrix. This R-matrix consequently exhibits \( Y(\mathfrak{gl}(2|2)) \) rather than just \( Y(\mathfrak{sl}(2|2)) \) as the symmetry algebra.

In our present case, the R-matrix \( R \) was derived using only the extended \( \mathfrak{sl}(2|2) \) algebra. The question arises whether \( R \) also exhibits additional symmetries related to the operator that would extend \( \mathfrak{sl}(2|2) \) to \( \mathfrak{gl}(2|2) \),
\[ \mathbb{B} \sim \mathbb{E}^A. \] (4.38)
However, one readily sees that \( R \) for centrally extended \( \mathfrak{sl}(2|2) \) does not have the analogue of (4.38) as a symmetry at the Lie algebra level. This is due to the coefficients \( R^{a\beta}_a, R^{a\beta}_b \) being non-zero. Nevertheless, it was found that there is a level-1 Yangian element \( \tilde{B} \) which does provide a symmetry of the R-matrix beyond the Yangian of extended \( \mathfrak{sl}(2|2) \). This symmetry is usually referred to as the ‘secret symmetry’.

**Hopf algebra.** The secret symmetry commutes with the even elements \( L, \tilde{L}, \mathbb{H}, C, \tilde{C} \). It only has non-trivial commutation relations with the supercharges
\[ [\tilde{B}, Q^a_a] = -\tilde{Q}^a_a + \varepsilon_{abc} \varepsilon^{a\beta} (1 + U^2) \tilde{Q}^b_\beta, \]
\[ [\tilde{B}, \tilde{Q}^a_a] = +\tilde{Q}^a_a - \varepsilon_{abc} e_{a\beta} (1 + U^{-2}) Q^b_\beta. \] (4.39)
The coproduct for \( \tilde{B} \) is given by
\[ \Delta(\tilde{B}) = \tilde{B} \otimes 1 + 1 \otimes \tilde{B} + \frac{\hbar}{2} (Q^a_a U^{-1} \otimes \tilde{Q}^a_a + \tilde{Q}^a_a U \otimes Q^a_a) \] (4.40)
and its antipode reads
\[ \Sigma(\tilde{B}) = -\tilde{B} + \hbar \mathbb{H}. \] (4.41)
Importantly, this relation makes the antipode non-involutive, \( \Sigma^2(\tilde{B}) = \tilde{B} - 2\hbar \mathbb{H} \), whereas the double antipode for the other level-zero and level-one elements of \( Y \) is involutive.

The origin of this symmetry is not evident, and neither it is known what the maximal symmetry algebra of the R-matrix is, i.e. whether there are additional secret symmetries. Later on in the RTT-formulation, we will be able to answer these two questions.

\(^{19}\) For instance, it implies symmetry under transposition \( R^{B \leftrightarrow ST} \) with a particular change of \( \gamma \).
**Fundamental representation.** The fundamental representation of the secret symmetry reads

\[ \hat{B} = \frac{u}{2\hbar} E_A^A + \hat{A}(-1)^{|A|} E_A^A. \]  

(4.42)

The second term proportional to the identity operator \((-1)^{|A|} E_A^A\) is inconsequential since it does not affect the commutation relations and it trivially commutes with the R-matrix. Therefore this term can be omitted. Nevertheless, we will keep it to make the family of four-dimensional representations as general as possible such that \(\hat{A}\) serves as an additional parameter for a concrete representation along with the evaluation parameter \(u\). Moreover, it turns out that in the RTT-formulation the inclusion gives a more natural description of the secret symmetry.

We can also generalize the crossing symmetry (4.25) to \(\hat{B}\), however, we have to pay some attention due to the non-trivial antipode relation (4.41). Let us therefore make the representation parameter \(\hat{A}\) explicit

\[ \rho_{F,\hat{A}}(\sum (\hat{B}))^C = \rho_{F,\hat{A}}(-\hat{B} + \hbar \mathbb{H}) = \rho_{F,\hat{A}}(-\hat{B}) - h \mathbb{H} = \rho_{F,\hat{A}}^F(\hat{B}). \]  

(4.43)

This implies a non-trivial relationship between the parameters of the two representations

\[ \hat{A}' = -\hat{A} + 2\hbar. \]  

(4.44)

In particular, crossing is non-involutive for \(\hat{B}\) since \(\hat{A}'' = \hat{A} - 2\hbar\).

5. RTT realization of the deformed \(\mathfrak{gl}(2|2)\)-Yangian

Having found the fundamental R-matrix we can now formulate the RTT realization of the Yangian of centrally extended \(\mathfrak{sl}(2|2)\) along the lines of section 3.20 We will follow the approach outlined in section 3.5. That is, we use the R-matrix derived using \(\mathfrak{sl}(2|2)\) symmetry and use all 16 components of the T-matrix. This algebra will give rise to some deformed Yangian of \(\mathfrak{gl}(2|2)\). We will first consider the fundamental (evaluation) representation of the algebra to identify the generators of the Drinfeld realization within the RTT-framework. Then we generalize to the algebra level and show that the Hopf algebra of the Drinfeld realization indeed follows from the RTT realization.

We make a general ansatz to expand \(T\) as a matrix using the basis \(E_A^B\) of supermatrices analogous to (3.14)

\[ T(u) = (-1)^{|B|} E_A^B \otimes T_A^B(u), \]  

(5.1)

and expand

\[ T_A^B(u) = T_{(-1)^{|A|} B} + u^{-1} T_{(0) A} B + u^{-2} T_{(1) A} B + \cdots. \]  

(5.2)

5.1. Fundamental representation

The R-matrix trivially provides the fundamental representation of the T-matrix. In that sense, we can easily read off the fundamental representation of the Yangian in the RTT realization. Studying the fundamental representation will give valuable insights in how to identify the algebra generators of the Drinfeld realization with the elements of \(T\).

Indeed, equation (4.28) allows us to identify (we will largely hide the dependence on the spectral parameter \(v\) of the fundamental representation)

\[ T_A^B(u) := \rho_{F,N(u)}^F(\sum T_A^B) = N(u)(-1)^{|C|} R_A^C B D(u, v) E_D^C. \]  

(5.3)

\(^20\) Few aspects of such an RTT realization have been addressed in appendix A of [10].
Here we have introduced a function \( N(u) \) to make the representation as general as possible. Just like the overall factor in the \( R \)-matrix, to which it is largely equivalent\(^{21}\), it evidently drops out of the algebra relations.

As always, the RTT relations should be expanded around the point where \( R \) becomes (almost) proportional to the identity operator, which is around \( u = \infty \) with \((x^+, x^-) = (\infty, \infty)\).\(^{22}\) Explicitly, the parameters \( x^\pm \) expand as

\[
x^\pm = u \pm \frac{\hbar}{2} - \frac{1}{u} \pm \frac{\hbar}{2u^2} + \mathcal{O}(u^{-3}).
\]

Of course the elements \( T_{ij} \) will then depend on \( v \), the spectral parameter of the fundamental representation our generators live in. For the remainder of this section we will simply write \( x^\pm := x^\pm(v) \), whereas the \( x^\pm(u) \) are used for the above expansion (5.2) and will not appear anymore.

It is straightforward to expand the various components of \( R(u, v) \). Let us list them to order \( u^{-1} \), where we have fixed \( \gamma_1 = \gamma(u) \) as in (4.18) for concreteness whereas \( \gamma_2 = \gamma \) for the fundamental evaluation representation remains explicit

\[
\begin{align*}
R^a_{\ b \ c \ d} &\approx \delta^a_{\ b} \delta^c_{\ d} + (\delta^a_{\ b} \delta^c_{\ d} - \delta^a_{\ d} \delta^c_{\ b}) \frac{\hbar}{u}, \\
R^a_{\ b \ c} &\approx \delta^a_{\ b} \delta^c_{\ c} + (\delta^a_{\ b} \delta^c_{\ c} - \delta^a_{\ c} \delta^c_{\ b}) \frac{\hbar}{u}, \\
R^a_{\ b \ c} &\approx \delta^a_{\ b} \delta^c_{\ c} U \left[ 1 + \left( x^+ - x^- - \frac{1}{2} \hbar \right) \frac{1}{u} \right] + \delta^a_{\ b} \delta^c_{\ c} U \frac{\hbar}{u}, \\
R^a_{\ b \ c} &\approx \delta^a_{\ b} \delta^c_{\ c} \frac{\hbar}{\sqrt{\gamma \rho \delta}} U \frac{1}{u}.
\end{align*}
\]

Furthermore we assume that the normalization function \( N(u) \) expands as

\[
N(u) = 1 + N_{(0)} u^{-1} + N_{(1)} u^{-2} + \cdots.
\]

**Leading order.** The first thing we notice is that, unlike a conventional \( T \)-matrix such as (3.23), the expansion does not start with the identity element. Indeed, we find that the lowest order term in (5.2) is of the form

\[
T_{(-)} = \delta^A_B \left( x^+ \right)^{|B|/2} = U^{|B|} \delta^A_B.
\]

We recognize the braiding element eigenvalue \( U \) and we will see later on that the braiding (4.3) of the coalgebra originates exactly from this unconventional term.

**Level zero.** The next term in the expansion (5.2) gives rise to the remaining elements of the algebra \( A \). We encounter the same type of rescaling by the braiding element \( U \) that was found at leading order. Again, let \( J := \rho^F(J) \) denote the fundamental representation of the element \( J \) of \( A \). The expansion of the \( T \)-matrix can then be directly read off from (5.5). For example, we have

\[
T^1_2 = (-1)^{|B|} R^1_2 C_D(u, v) E^B_C = -hu^{-1} E^1_2 + \mathcal{O}(u^{-2}) = -hu^{-1} L^1_2 + \mathcal{O}(u^{-2}).
\]

\(^{21}\) An overall factor of \( R \) would be defined once and for all, whereas the function \( N(u) \) serves as a set of parameters for the fundamental representation (along with \( s \)). Note that a change of the overall factor of \( R \) can be compensated by a change of \( N(u) \).

\(^{22}\) An alternative expansion point is \((x^+, x^-) = (0, 0)\) which leads to equivalent results. Conversely, the points \((x^+, x^-) = (\infty, 0)\) and \((x^+, x^-) = (0, \infty)\) are not suitable in this regard.
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For the complete algebra we simply find that
\[
T_{(0)}^{a} b - \frac{1}{2} \delta^{a}_{b} T_{(0)}^{c} c = - h L_{a}^{b}, \quad T_{(0)}^{a} b = - h Q_{a}^{b},
\]
\[
T_{(0)}^{a} \beta - \frac{1}{2} \delta^{a}_{\beta} T_{(0)}^{\gamma} \gamma = h U L_{a}^{\beta}, \quad T_{(0)}^{a} \beta = h U Q_{a}^{\beta}.
\]
(5.9)

Note that the above relations include the non-standard representation of supercharges given in (4.11). The remaining diagonal elements yield two matrices proportional to the identity
\[
T_{(0)}^{a} a = h + 2 N_{(0)}, \quad T_{(0)}^{a} a = 2 U (x^{+} - x^{-} + N_{(0)}).
\]
(5.10)

One combination is the eigenvalue \( H \)
\[
hH = U^{-1} T_{(0)}^{a} a - T_{(0)}^{a} a.
\]
(5.11)

Without prejudice we define the remaining combination as
\[
hA = - \frac{1}{2} T_{(0)}^{a} a - \frac{1}{2} U^{-1} T_{(0)}^{a} a = h \left[- h^{-1} x^{+} + h^{-1} x^{-} - \frac{1}{2} - 2 h^{-1} N_{(0)} \right].
\]
(5.12)

Here we observe a dependence on the function \( N(u) \) introduced in the definition of the representation, which plays a similar role as the overall normalization of the R-matrix. Quite evidently \( N(u) \) only possibly affects the diagonal elements. Since the three diagonal generators \( L_{1}^{1} = - L_{2}^{2}, L_{3}^{3} = - L_{4}^{4} \) and \( H \) are defined as differences, we see that they are independent of \( N_{(0)} \). The only eigenvalue that is affected is \( A \).

Finally, notice that the central element eigenvalues \( C, \tilde{C} \) do not appear at this level. In fact, from (4.4) we rather see that they are naturally expressed in terms of \( T_{(-1)} \). We will make this statement more precise in the next section.

**Yangian level-1.** Having recovered the representation of the level-zero algebra \( A \), we move on to the next level and study the level-one Yangian elements of the Drinfeld realization. In view of (3.29) we expect them to be a combination of \( T_{(1)} \) and \( T_{(0)} T_{(0)} \). Furthermore, we expect that the evaluation representation of the level-1 elements satisfies the relation \( \hat{J} = v J \) (2.15). Indeed, we find that the even generators can be expressed in terms of \( T \) as
\[
hL_{a}^{b} = - \left[ T_{(1)}^{a} b - \frac{1}{2} U^{-1} T_{(0)}^{a} c T_{(0)}^{c} b \right] + \frac{1}{2} \delta^{a}_{b} \left[ T_{(1)}^{d} d - \frac{1}{2} U^{-1} T_{(0)}^{d} c T_{(0)}^{c} d \right],
\]
\[
hL_{\beta}^{\gamma} = U^{-1} \left[ T_{(1)}^{a} \beta - \frac{1}{2} U^{-1} T_{(0)}^{a} c T_{(0)}^{c} \beta \right] - \frac{1}{2} \delta_{\beta}^{\gamma} U^{-1} \left[ T_{(1)}^{d} \gamma - \frac{1}{2} U^{-1} T_{(0)}^{d} c T_{(0)}^{c} \gamma \right].
\]
(5.13)

Conversely, the odd generators must include an additional term that is linear in the \( T_{(0)} \)s in order to make them level-1 generators with a proper evaluation representation
\[
hQ_{a}^{b} = \left[ T_{(1)}^{a} b - \frac{1}{2} U^{-1} T_{(0)}^{a} c T_{(0)}^{c} b \right] + \frac{i}{2} \epsilon^{a\beta\gamma} \epsilon_{b\alpha\delta} T_{(0)}^{\beta} \delta \left( U + U^{-1} \right),
\]
\[
hQ_{\alpha}^{\beta} = U^{-1} \left[ T_{(1)}^{a} \alpha - \frac{1}{2} U^{-1} T_{(0)}^{a} c T_{(0)}^{c} \alpha \right] - \frac{i}{2} \epsilon_{a\beta\gamma} \epsilon^{\alpha\delta} T_{(0)}^{\beta} \delta \left( U + U^{-1} \right).
\]
(5.14)

The additional terms remind of the way the fundamental representation of the supercharges (4.11) was constructed by the \( sl(2) \) automorphism. Finally, we consider the element \( \hat{H} \)
\[
h\hat{H} = ( - 1 )^{A+1} U^{-|A|} \left[ T_{(1)}^{A} A - \frac{1}{2} U^{-|B|} T_{(0)}^{A} B T_{(0)}^{B} A \right] + ( U^{2} - U^{-2} ).
\]
(5.15)

This completes the set of level-1 Yangian generators. Notice that once again, the central element eigenvalues \( \tilde{C}, \tilde{C} \) are not part of this expansion. We will rather see that they are expressed in terms of the Hamiltonian and the braiding element according to (4.8).

Now there remains one level-1 element which is unaccounted for in the Yangian \( Y(g) \), namely let us define
\[
h\hat{B} = - \frac{1}{2} U^{-|A|} T_{(1)}^{A} A - \frac{1}{2} U^{-|B|} T_{(0)}^{A} B T_{(0)}^{B} A.
\]
(5.16)
This element is the higher level version of A defined in (5.12). However, it is not central like A and actually generates the secret symmetry discussed in section 4.5. In fact, it exactly coincides with (4.42) provided that the parameter \( \hat{A} \) is identified as follows

\[
\hat{A} = -\frac{\mu(H + 1)(H + 3)}{4H} - hH - \frac{2}{3}(N(1) - \frac{1}{2}N^2(0)).
\]

We observe that the parameter \( \hat{A} \) is affected by the normalization function \( N(u) \). In fact, the latter only multiplies the identity matrix, which is why it is perfectly compatible with the algebra.

5.2. Identification of algebra

Next we consider the general RTT relations and show that they contain the Yangian algebra \( \hat{Y} \) including the braiding element \( \hat{B} \).

Our discussion of the fundamental representation showed that \( T_{(-1)} \) is related to \( U \) hence it is convenient to use an adapted version of the exponential expansion (3.30) around \( u = \infty \)

\[
T(u) = \left( (-1)^{\ell}E_C^u \otimes U^C \right) \exp \left[ \hbar (-1)^{\ell} E_A^u \otimes \left( \hat{J} \hat{A} u^{-1} + \hat{J} \hat{B} u^{-2} + \cdots \right) \right].
\]

Under the assumption that \( \hat{J} \) is central (which we will show shortly) this implies the following explicit expansion

\[
\delta^u_0 \hat{J} \hat{A} = T_{(-1)} \hat{A}_B,
\]

\[
\delta^u_0 \hat{J} \hat{B} = h^{-1} U^{-[B]} \hat{T}_0 \hat{A}_B,
\]

\[
\delta^u_0 \hat{J} \hat{C} = h^{-1} U^{-[B]} \hat{T}_1 \hat{A}_B = \frac{1}{2} h^{-1} (-1)^{\ell} \left( \hat{J} \hat{B} \right) \left( U^{-[B]} \hat{T}_0 \right) \hat{A}_B
\]

\[
+ \frac{1}{4} h^{-1} (-1)^{\ell} \left( \hat{J} \hat{B} \right) \left( U^{-[B]} \hat{T}_1 \right) \hat{A}_B
\]

We will now proceed to show order by order that the RTT relations

\[
R(u, v) = T_1(u) T_2(v) = T_2(v) T_1(u) R(u, v)
\]

give rise to the Drinfeld realization of the Yangian \( \hat{Y} \). For future reference let us write (5.20) out in components

\[
(-1)^{\ell} \hat{J} \left( \hat{B} \right) \left( \hat{D} \right) \hat{F} \left( u \right) R_{\hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F}} \left( u \right) T_{\hat{F} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F}} \left( v \right) T^{\hat{A} \hat{B} \hat{C} \hat{D} \hat{E} \hat{F}} \left( u \right).
\]

We expand the above relations around \( (u, v) \rightarrow \infty \).

\( R \)-matrix.\quad In (5.19) we have given the expansion of the T-matrix \( T \) around \( \infty \). Let us now discuss the corresponding expansion of the R-matrix \( R(u, v) \). First, notice that it matters in which order the limit is taken. We will always first expand around \( u \rightarrow \infty \) and then expand in \( v \). In other words, we need to expand (3.5) around \( v = \infty \). This yields the following expressions to order \( u^{-1} v^{-1} \) where we used the choice (4.18) for both \( \gamma \)

\[
R_{b, \gamma}^{\hat{a}} = \delta^\gamma_b \delta^\beta_\gamma \left[ \frac{\hbar}{u} + \frac{h^2}{2uv} \right] + \delta^\gamma_b \delta^\gamma_\beta \left[ \frac{1}{2u} \right] \left[ 1 + \frac{h}{2v} \right],
\]

\[
R_{\hat{a}, b}^{\hat{a}} = \delta^\gamma_b \delta^\gamma_\beta \left[ 1 + \frac{h}{2u} \right], \quad R_{\hat{a}, b}^{\hat{a}} = \delta^\gamma_b \delta^\gamma_\beta \left[ 1 + \frac{h}{4uv} \right].
\]

\[
R_{a b}^{\hat{a} \hat{b}} = \delta^\gamma_b \delta^\gamma_\beta \left[ \frac{1}{u} + \frac{h^2}{4uv} \right], \quad R_{a b}^{\hat{a} \hat{b}} = \delta^\gamma_b \delta^\gamma_\beta \left[ \frac{1}{u} + \frac{h}{2v} \right].
\]
**Leading order.** As already mentioned before, at \( u = \infty \) the R-matrix becomes diagonal and as a consequence (5.21) simplifies to
\[
\mathbb{U}T^4_4(v) = T^4_4(v)\mathbb{U}.
\] (5.23)
In other words, the braiding element \( \mathbb{U} \) is central and commutes with all entries of the T-matrix. We also find the Hopf algebra structure concerning \( \mathbb{U} \) from (3.17)–(3.19)
\[
\Delta(\mathbb{U}) = \mathbb{U} \otimes \mathbb{U}, \quad \Sigma(\mathbb{U}) = \mathbb{U}^{-1}, \quad \epsilon(\mathbb{U}) = 1.
\] (5.24)
As we will see shortly, the element \( \mathbb{U} \) will give rise to the braided coproduct.

**Level zero.** Expanding (5.21) to order \( u^{-1}v^{-1} \) provides commutation relations on the algebra level. Indeed, if we identify the elements as was suggested by the analysis of the fundamental representation
\[
\bar{\mathbb{U}} \mathbb{L}^1_1 = -\mathbb{L}^1_2 = -\frac{1}{2}(J^1_1 - J^2_2), \quad \mathbb{L}^1_2 = -J^1_2, \quad \mathbb{L}^2_2 = -J^2_2, \\
\bar{\mathbb{L}}^2_3 = -\mathbb{L}^4_4 = \frac{1}{2}(J^3_3 - J^4_4), \quad \bar{\mathbb{L}}^3_4 = J^3_4, \quad \bar{\mathbb{L}}^4_3 = J^4_3, \\
\bar{\mathbb{L}} = -J^a_{\alpha} + J^a_{\alpha}, \quad \mathbb{Q}^{a}_{\alpha} = -J^{a}_{\alpha}, \quad \bar{\mathbb{Q}}^{a}_{\alpha} = J^{a}_{\alpha},
\] (5.25)
we find that (5.21) are equivalent to the defining relations (4.1) of centrally extended \( \mathfrak{sl}(2|2) \).

The two central elements \( C, \bar{\mathbb{C}} \) that appear in the defining relations (4.1) are realized in terms of the braiding element \( \mathbb{U} \) that constitutes the lowest level of the T-matrix. Let us highlight how they appear by giving an example.

The first step is explicitly working out the relation (5.21) when the indices are fixed to be \((A, B, C, D) = (1, 2, 3, 4)\). This gives
\[
(-1)^{|E|+|F|}R^{E}_1 F^{2} T^4_2 (u) T^4_4 (v) = (-1)^{|E|+|F|} R^{E}_2 F^{2} T^4_1 (u) R^3_4 F,
\] (5.26)
where the indices \( E, F \) can take the values 1, 2 or 3, 4.

Let us first consider the left hand side of (5.26). The relevant terms are proportional to \( u^{-1}v^{-1} \). First there is the contribution where \( E, F = 1, 2 \). In this case, the R-matrix only contributes to leading order, and simply yields the term \( \hbar^{2}Q^{1}_{1}Q^{2}_{2} \) (where we used the identification (5.25)). When \( E, F = 3, 4 \), we obtain a non-trivial contribution from (5.22).

This term multiplies the lowest order in the expansion of \( T \) and as such is proportional to the braiding factor, i.e. we get \( -\hbar U^2 \). Thus, the \( u^{-1}v^{-1} \) term then gives \( \hbar^{2}Q^{1}_{1}Q^{2}_{2} - \hbar U^2 \) for the left hand side. Similarly we find for the right hand side of (5.26) \(-\hbar^{2}Q^{1}_{1}Q^{2}_{2} - \hbar \). Notice that due to the scaling of the T-matrix, the right hand side does not contain the braiding factor.

Together this leads to the following commutation relation
\[
\{Q^{1}_{1}, Q^{2}_{2}\} = \frac{1}{\hbar}(U^2 - 1).
\] (5.27)
Similar considerations hold for the commutation relations involving \( \bar{\mathbb{Q}} \). Thus, by comparing against the defining commutation relations (4.1) we find that RTT relations imply that the central elements are given by
\[
C = \frac{1}{\hbar}(U^2 - 1), \quad \bar{\mathbb{C}} = \frac{1}{\hbar}(1 - U^{-2}).
\] (5.28)
Notice that \( C, \bar{\mathbb{C}} \) are not independent generators, but they are both fixed in terms of the lower-level generator \( U \). This shows that our algebra has the unusual feature that the levels mix in the commutation relations.

There remains one degree of freedom in the T-matrix that is unaccounted for. This is the element that was given by (5.12) in the fundamental representation. We again find that it is a central element. In fact, it can be shown that both elements \( J_{\alpha}^{a} \) and \( J_{a}^{\alpha} \) are central;
they commute with all elements of $T$. This can be seen by expanding (5.21) to order $u^{-1}$ and summing over the relevant instances of $A = B = 1, 2$ and $A = B = 3, 4$. Centrality then simply follows directly from the explicit expansions (5.5). Apart from the algebra generator $\mathbb{H}$, this leaves one additional central element (cf (4.42))

$$\hat{A} = -\frac{1}{2}J^a_a - \frac{1}{2}J^a_a.$$  \hspace{1cm} (5.29)

Since this generator is central and moreover never appears in the commutation relations, it can be quotiented out by setting it to some fixed value.

Let us now show how the correct braiding elements arise in the coproduct. The coproduct of the elements of the $T$-matrix is given by (3.25). Let us then look at the coproducts of $Q^a_a = -J^a_a = -h^{-1}T^A_{(0)} A$ and $\bar{Q}^a_a = \lambda^a_a = h^{-1}U^{-1}U^{-A} A$

$$\Delta(Q^a_a) = -h^{-1}(T^A_{(0)} A \otimes T^A_{(0)} A - T^A_{(-1)} A \otimes T^A_{(0)} A),$$
$$\Delta(\bar{Q}^a_a) = h^{-1}\Delta(U^{-1})(Q^a_a \otimes U + U \otimes Q^a_a)$$

$$= Q^a_a \otimes 1 + U \otimes Q^a_a.$$ \hspace{1cm} (5.30)

The coproduct of the central elements is trivially cocommutative.

**Yangian level-1.** The next order in the expansion contains the first level Yangian generators. These are more cumbersome to identify since there is again some mixing with lower level generators

$$\hat{Q}^a_a = -\frac{1}{2}J^a_a + \frac{1}{2}\delta_a^a \gamma^\gamma, \quad \hat{Q}^a_a = -\frac{1}{2}J^a_a + \frac{1}{2}\epsilon_{ab} \gamma^\gamma,$$
$$\hat{Q}^a_a = +\frac{1}{2}J^a_a - \frac{1}{2}\epsilon_{ab} \gamma^\gamma, \quad \hat{Q}^a_a = +\frac{1}{2}J^a_a - \frac{1}{2}\epsilon_{ab} \gamma^\gamma.$$ \hspace{1cm} (5.32)

The form of the Yangian generators is standard (cf (3.29)) apart from the last terms in the supercharges\(^{23}\). It is straightforward to check that with these identifications (5.21) yield the usual Yangian commutation relations. Finally,

$$\mathbb{H} = -\hat{Q}^a_a + \hat{Q}^a_a + h^{-1}(U^2 - U^{-2}).$$ \hspace{1cm} (5.33)

Remarkably, the structure of the central elements $\hat{C}, \hat{\bar{C}}$ being of lower order repeats itself here. Explicitly working out (5.21) at this order reveals

$$\{\hat{Q}^1_1, \hat{Q}^2_1\} = \frac{1}{2}(1 + U^2)\mathbb{H} \equiv \hat{C}, \quad \{\hat{Q}^1_2, \hat{Q}^2_2\} = \frac{1}{2}(1 + U^{-2})\mathbb{H} \equiv \hat{\bar{C}},$$ \hspace{1cm} (5.34)

showing that $\hat{C}, \hat{\bar{C}}$ are not independent elements of the algebra.

Comparing to (5.28) we can rewrite these equations as

$$\hat{C} = C \frac{U^2 + \mathbb{H}}{U^2 - 1/2}, \quad \hat{\bar{C}} = \bar{C} \frac{U^2 + \mathbb{H}}{U^2 - 1/2}.$$ \hspace{1cm} (5.35)

Notice that this means that the evaluation parameter $u$ for any evaluation representation $\rho_u$ is determined by the equation

$$\frac{1}{2}h\rho_u((1 + U^2)\mathbb{H}) \equiv u \rho_u(U^2 - 1).$$ \hspace{1cm} (5.36)

This relation was previously derived from the cocommutativity of the coproducts involving the Yangian central elements (4.9). This relation implies that the evaluation parameter is related to the lower levels and hence not a free parameter which usually is the case for evaluation representations.

It is straightforward but tedious to reproduce the Yangian coproduct (4.8) from the general form of the coproduct of the $T$-matrix.

\(^{23}\) The role of these terms is to match with the Drinfeld realization which was set up such that evaluation representations have the standard form. In that sense, these terms are largely conventional.
5.3. Secret symmetries

Having identified the algebra, we are once again left with one additional generator that is part of the T-matrix. At level zero, this element \( \hat{A} \) was central. However, this is no longer the case at higher levels of the Yangian.

**Secret symmetry.** We can define an operator \( \hat{B} \) which corresponds to the secret symmetry alluded to in section 4.5 as follows
\[
\hat{B} := -\frac{1}{2} (\hat{P}_a + \hat{P}_a^a).
\]  
(5.37)

From the defining relations (5.21) it is then easy to derive the algebra relations of \( \hat{B} \)
\[
\begin{align*}
[\hat{B}, Q^a_a] &= -\tilde{Q}^a_a + (1 + U^2) \epsilon_{a b c} \tilde{Q}^b_b,
[\hat{B}, \tilde{Q}^a_a] &= +\tilde{Q}^a_a + (1 + U^{-2}) \epsilon_{a b c} Q^b_b.
\end{align*}
\]  
(5.38)

The other commutation relations are trivial. Its coproduct is easily derived
\[
\Delta(\hat{B}) = \hat{B} \otimes 1 + 1 \otimes \hat{B} + \frac{h}{2} (Q^a_a U^{-1} \otimes \tilde{Q}^a_a + \tilde{Q}^a_a U \otimes Q^a_a).
\]  
(5.39)

This is exactly the secret symmetry coproduct and here we see that it is a natural part of the symmetries of the R-matrix.

**Higher secret symmetry.** The RTT realization allows us to define a secret symmetry \( \hat{B} \) at the next level of the Yangian. Alike \( \hat{B} \) this is a novel symmetry of the R-matrix which does not follow from commutators of previously known generators. Conserved charges at odd levels have been considered in [36], however this new symmetry is actually of even Yangian level.

Expanding (3.29) to the next order we make an ansatz
\[
\tilde{\hat{B}} = -\frac{1}{2} \hat{B} + \frac{1}{h^3} (1)^{\tilde{A}+C} \tilde{A} \tilde{B} + \tilde{C}.
\]  
(5.40)

The additional cubic term in the level-zero generators enables conventional evaluation representations, namely \( \rho_u(\tilde{\hat{B}}) \simeq \nu(\hat{B}) \); it evaluates to
\[
(-1)^{\tilde{A}+C} \tilde{A} \tilde{B} + \tilde{C} B = \hat{H}(L^b \hat{L}_a - \hat{L}_b \hat{L}_a + Q^a_c \tilde{Q}^c_a - \tilde{Q}^a_c Q^c_a).
\]  
(5.41)

The fundamental representation of the higher secret symmetry reads
\[
\hat{\hat{B}} = \frac{u^2}{2(ad + bc)} E_A + \hat{A} (-1)^{\tilde{A}} E_A,
\]  
(5.42)

where \( \hat{A} \) is some new parameter for the representation. Remarkably, the non-trivial part of the coproduct can be expressed purely in terms of the \( \hat{A} \) algebra generators and their Yangian counterparts. The coproduct of the next-level secret symmetry is given by
\[
\Delta(\hat{\hat{B}}) = \hat{\hat{B}} \otimes 1 + 1 \otimes \hat{\hat{B}} + \frac{h}{2} (Q^a_a U^{-1} \otimes \tilde{Q}^a_a + \tilde{Q}^a_a U \otimes Q^a_a)
\]
\[
+ \tilde{Q}^a_a U \otimes \tilde{Q}^a_a - 2 L^b \hat{L}_a - 2 \tilde{L}^b \hat{L}_a + 2 \hat{L}^b \hat{L}_a + 2 \tilde{L}^b \hat{L}_a
\]
\[
H \otimes H = H + H \otimes H.
\]  
(5.43)

It is readily seen by explicit computation that this indeed provides a symmetry of the fundamental R-matrix. In the above expression we have introduced for convenience the following quadratic combinations of level-zero generators
\[
\begin{align*}
\hat{L}^b_a &= \hat{L}_b \hat{L}_c + \frac{1}{2} \tilde{Q}^b_a \tilde{Q}^c_a - \frac{1}{2} \tilde{Q}^c_a \tilde{Q}^b_a + H \hat{L}_b,
\tilde{C}^b &= \hat{L}_b \hat{L}_c + \frac{1}{2} \tilde{Q}^b_a \tilde{Q}^c_a - \frac{1}{2} \tilde{Q}^c_a \tilde{Q}^b_a + H \hat{L}_b,
\end{align*}
\]  
(5.44)
as well as dressings of level-1 generators

\[
\hat{Q}^\alpha_{\alpha} = \hat{Q}^\alpha_{\alpha} - \frac{i}{2} (1 + U^2) e_{\alpha}^a e_{\beta}^b \hat{Q}^\beta_{\beta} \\
= \frac{1}{2} (\hat{Q}^\alpha_{\alpha} + \{\hat{B}, \hat{Q}^\alpha_{\alpha}\}).
\]

The alternative form uses the commutator (5.38) of the secret symmetry \(\hat{B}\).

The antipode of the higher secret symmetry reads

\[
\Sigma(\hat{B}) = -\hat{B} + 2i\hbar\hat{B} - 2(U^2 - U^{-2}) + \hbar^2 \left[ -\frac{1}{4} L^b_{\alpha} L^a_{\beta} + \frac{1}{4} L^b_{a} L^a_{\beta} - \frac{1}{4} Q^a_{\alpha} \hat{Q}^\beta_{\alpha} + \frac{1}{4} \hat{Q}^a_{\beta} Q^\alpha_{\alpha} \right].
\]

and the double antipode takes the form

\[
\Sigma^2(\hat{B}) = \bar{\hat{B}} - 4i\hbar\hat{B} + 4(U^2 - U^{-2}).
\]

**Representations.** A special feature of the secret symmetries is that they only ever appear within commutators of the algebra relations. Therefore the representation of every secret symmetry can carry one parameter multiplying the unit matrix which is unconstrained by the algebra. These parameters are precisely the parameters carried by a normalization function \(N(u)\) of the representation (5.3) which is somewhat analogous to the overall factor of the R-matrix.

### 5.4. Spectral parameter plane

Let us finally reflect on the analytic properties of the T-matrix, by discussing how \(\mathbb{T}^A_B(u)\) depends on the variable \(u\). The parameter \(u\) stems from the fundamental representation which is naturally defined on a genus 1 surface. This is due to the fact that there are four quadratic branch points at \(u = \pm 2 \pm \frac{1}{2} \hbar\) implying a particular complex structure \(\tau\) of the torus. However, we know that there exist higher evaluation representations of dimension \(4n\) with a different complex structure \(\tau_n\) [13]. These representations are suitably defined \(n\)-fold graded (anti)-symmetric products of the fundamental representation. We could equally well set up the RTT realization using one of these higher representations. Then \(T(u)\) would clearly have a different analytic behavior in \(u\) because the torus has a different complex structure. In particular, the branch points for R-matrices in these higher representations [37–40] are located at different points \(u = \pm 2 \pm \frac{1}{2} \hbar\).

The Yangian \(\mathbb{Y}\) is, according to our definition, spanned by polynomials in \(\mathbb{T}^A_B(u)\). However, in some products like \(\mathbb{T}^A_B(u)\mathbb{C}_{CD}(u)\), superficial branch points can cancel. This happens precisely at \(u = v \pm \hbar\) which correspond to the higher representations. Thus, even though we have made the choice to define \(\mathbb{T}^A_B(u)\) using the fundamental representation, we can relate it an alternative definition using the higher representations. For example, the combination \(\mathbb{T}^A_B(u \pm \frac{1}{2} \hbar)\mathbb{C}_{CD}(u \mp \frac{1}{2} \hbar)\) with proper symmetrization of the indices \(A, C\) and \(B, D\) generates the RTT realization using the graded (anti) symmetric product of two fundamental representations.

### 6. Ideals and subalgebras

In this section we discuss two useful ideals and subalgebras of the above algebra which arise due to special properties of the underlying R-matrix.

For instance, crossing symmetry of the R-matrix shows that certain pairs of elements \(\mathbb{T}\) have identical algebraic relations. It therefore makes sense to identify the partners and obtain...
a useful subalgebra with the same $R$-matrix. This also sheds some light on the $u$-dependence in the RTT-formulation of the algebra and on the nature of crossing symmetry.

Furthermore, the central elements such as $H$ and $\hat{H}$ can be collected into an ideal. Dividing out this ideal (along with dropping the secret symmetries) would more or less yield the conventional Yangian $Y(\mathfrak{psl}(2|2))$. Therefore many of the special features of the algebra could be attributed to this ideal which we shall discuss first.

6.1. Liouville contraction

For Yangians of a Lie superalgebra the center is usually generated by the so-called Liouville contraction $\mathcal{Z}$. This element is based on non-involutiveness of the antipode and it is closely related to the quantum determinant discussed in section 3.5. The Liouville contraction is defined as the combination

$$T(u)\Sigma(T(u)) = 1 \otimes \mathcal{Z}(u).$$

(6.1)

We will show that this combination is indeed proportional to the identity on the space $\text{End}(\mathcal{V}^F)$ and that the factor $\mathcal{Z}(u)$ is a central element of the Yangian algebra $Y$. We will then investigate its properties.

Centrality. We start from the RTT relations $R_{12}T_1T_2 = T_2T_1R_{12}$, multiply by $R_{12}^{-1}$ from the right and from the left, $T_1T_2R_{12}^{-1} = R_{12}^{-1}T_2T_1$, and apply the order-inverting crossing transformation to the second space, $T_1R_{12}^{-1}C_{T_2} = T_2R_{12}^{-1}C_{T_1}$. Now multiply by $T_2C_{-1}$ and subsequently $R_{12}^{-1}C_{-1}$ from both sides and apply the opposite crossing operation to the second space. We find a somewhat lengthy identity

$$T_2C_{-1}R_{12}^{-1}C_{-1}C_{-1}T_1 = T_1R_{12}^{-1}C_{-1}C_{-1}T_2C_{-1}.$$  

(6.2)

Now we use two facts to simplify the result: first, the antipode relation (2.40) can be expressed as $\Sigma(T) = T^{C_{-1}}$. Here the order-inverting crossing operation turns the ordinary product on the space $\text{End}(\mathcal{V}^F)$ into the opposite product. Second, the combination involving the $R$-matrix is in fact proportional to $R$ itself

$$R_{12}^{-1}C_{-1}C_{-1} = \frac{F(u_1, u_2)}{F(u_1, \bar{u}_2)} R_{12}.$$  

(6.3)

This follows directly from repeated application of the crossing symmetry (4.32) and the involution property (4.31) of the $R$-matrix. The factor of proportionality cancels between both sides, and we are left with a simple and useful identity reminiscent of the RTT relations

$$T_1R_{12} \Sigma(T_2) = \Sigma(T_2)R_{12}T_1.$$  

(6.4)

This identity puts us in the position to show that there is an element $\mathcal{Z}(u)$ such that $T(u)\Sigma(T(u)) = 1 \otimes \mathcal{Z}(u)$. Noting that the $R$-matrix reduces to a permutation for equal parameters, $R(u, u) = P$, it easily follows from (6.4) and the assignment $u_1 = u_2 = u$ that (on $\text{End}(\mathcal{V}^F) \otimes \text{End}(\mathcal{V}^F)$)

$$T_1\Sigma(T_1)P_{12}P_{12}^{-1} = T_1P_{12}\Sigma(T_2)P_{12}^{-1} = \Sigma(T_2)P_{12}T_1P_{12}^{-1} = \Sigma(T_2)T_2.$$  

(6.5)

This implies two things. The combination $T_1\Sigma(T_1)$ must be proportional to the identity on the first space because $\Sigma(T_2)T_2$ evidently is. Similarly, the combinations must be proportional to the identity on the second space. It follows that $T \Sigma(T) = \Sigma(T)T = \mathcal{Z}$ must hold because both sides of the equation are proportional to the identity on both spaces.

---

24 The combination is the semi-opposite inverse of the inverse of $R$. 
Finally, we show that $\mathcal{Z}(u)$ is central by means of the RTT relation (2.35) and the above TRT-relation (6.4) (here $u_1 \neq u_2$)

$$T_1 \mathcal{Z}_2 = T_1 T_2 \Sigma(T_2) = R_{12}^{-1} T_2 T_1 R_{12} \Sigma(T_2) = R_{12}^{-1} T_2 \Sigma(T_2) R_{12} T_1 = R_{12}^{-1} \mathcal{Z}_2 R_{12} T_1 = \mathcal{Z}_2 T_1.$$  

(6.6)

**Hopf algebra.** To compute the remaining structures of the Hopf algebra for $\mathcal{Z}$, it is most convenient to write out (6.1) in components

$$\mathcal{Z} \delta_A^C = (-1)^{|A|+|B|+|C|} \delta_{P}^B \Sigma(T^A_B).$$  

(6.7)

From this result and the fusion relation (3.17) we can easily derive that $\mathcal{Z}$ is a group-like element

$$\Delta(\mathcal{Z}) = \mathcal{Z} \otimes \mathcal{Z}, \quad \epsilon(\mathcal{Z}) = 1, \quad \Sigma(\mathcal{Z}) = \mathcal{Z}^{-1}.$$  

(6.8)

**Alternative expression.** From the TRT-relation (6.4) we can generalize an alternative expression for the Liouville contraction $\mathcal{Z}$ to our algebra

$$\mathcal{Z} = 1 + H(u)^{-1} \text{str} \left[ T'(u) \Sigma(T(u)) \right].$$  

(6.9)

Here $H(u)$ is some function of $u$. Its derivation relies on the expansion of $\mathcal{R}$ around $u_1 \to u_2$

$$\text{str}_1 \left[ \mathcal{R}_{12}(u_1, u_2) \mathcal{P}_{12} \right] = \frac{1}{2} \left( 1 - x^+_1 x^-_1 \right) \left( x^+_1 x^-_1 + (x^+_2 x^-_2) \right) (u_1 - u_2) + O((u_1 - u_2)^3).$$  

(6.10)

This result can be easily shown by direct computation, where we assumed our conventional choice (4.18) for $\gamma$.\textsuperscript{25} In particular, the first term is at order $O(u_1 - u_2)$ and it is proportional to the identity on space 2. Multiplying (6.4) with $\mathcal{P}_{12}$ from the right and taking the supertrace over the first space gives

$$\text{str}_1 \left[ T_1(u_1) \mathcal{R}_{12}(u_1, u_2) \mathcal{P}_{12} \Sigma(T_1(u_2)) \right] = \text{str}_1 \left[ \Sigma(T_2(u_1)) \mathcal{R}_{12}(u_1, u_2) \mathcal{P}_{12} T_2(u_1) \right].$$  

(6.11)

We expand this equality around $u_1 \to u_2 \equiv u$. Since the fundamental representation is 2|2 dimensional, we have that $\text{str}_1 = 0$. From (6.10) and (6.1) it is then readily found that the expansion of the right hand side of (6.11) starts at order $u_1 - u_2$ with coefficient proportional to $\mathcal{Z}(u)$. Similarly, the left hand side reduces at this order to

$$\text{str}_1 \left[ T'_1(u) \Sigma(T_1(u)) \right] + \text{str}_1 \left[ T_1(u) \mathcal{R}'_{12}(u, u) \mathcal{P}_{12} \Sigma(T_1(u)) \right],$$  

(6.12)

where $T'$ is the derivative of $T$ with respect to $u$ and $\mathcal{R}'$ is the derivative of $\mathcal{R}$ with respect to $u_1$. Using (2.41) and (6.10) the last term can be shown to be constant. Then by dropping the subscript, we finally arrive at the above expression (6.9) for $\mathcal{Z}$. Note that the function $H(u)$ equals the coefficient function in (6.10).\textsuperscript{26}

**Antipode algebra.** Let us now discuss some properties of the antipode. First we note that the Liouville contraction sheds light on the opposite matrix $\tilde{T}(u)$ which we introduced to define the antipode of $T(u)$ in (2.40). By comparison to (6.1) it follows that $\tilde{T}(u)$ differs from $T(u)$ merely by the central element $\mathcal{Z}(u)$

$$\tilde{T}(u) = T(u)^{C,-1,\tilde{C},-1} = \mathcal{Z}(u)^{-1} T(u).$$  

(6.13)

\textsuperscript{25} A different choice of gamma would change the coefficient function. The normalization of $\mathcal{R}$, however, has no impact on the expansion at this order.

\textsuperscript{26} As remarked above, the coefficient function $H(u)$ depends on the choice of $\gamma$, and the expression for $H(u)$ is not universal. However, one should bear in mind that the fundamental representation of the Yangian algebra has two parameters, $u$ and $\gamma$. Consequently, there are two derivatives that could be used for the expansion of $\mathcal{R}$ in (6.9). Each one has a well-defined coefficient, but the picture is obscured when these two coefficients are mixed by some choice of $\gamma(u)$. 
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This relation can also be expressed in several other useful ways

\[ T(u)^{-1}C, T(u)^{-1}C = Z(u)^{-1}T(u), \quad T(u)^{-1}C, T(u)^{-1}C = Z(u)T(u)^{-1}C, \]

\[ T(u)^{-1}C, T(u)^{-1}C = Z(u)T(u), \quad T(u)^{-1}C, T(u)^{-1}C = Z(u)^{-1}T(u)C, \]

Next we consider the involutive properties of the antipode. To that end, recall the antipode relation of \( T^{-1} \) (2.39) as well as the definition of \( Z \) (6.1)

\[ \Sigma(T(u)^{-1}) = T(u), \quad \Sigma(T(u)) = Z(u)T(u)^{-1}. \]  

(6.15)

We apply the antipode to each equation and use the other equation to obtain the double antipode

\[ \Sigma^2(T(u)^{-1}) = Z(u)T^{-1}(u), \quad \Sigma^2(T(u)) = Z^{-1}(u)T(u). \]

(6.16)

In other words, the antipode of \( T \) and \( T^{-1} \) is involutive up to multiplication by the group-like central element \( Z(u) \).

**Fundamental representation.** The fundamental representation of \( Z(u) \) with evaluation parameter \( v \) is obtained by comparing (6.13) with a relation analogous to (6.3)

\[ \hat{R}_{12} := \hat{R}_{12}^{0,0,0,0,0} = \frac{F(u, \hat{u}, \bar{u}, \bar{v})}{\hat{F}(u, \hat{u}, \bar{u}, \bar{v})} \hat{R}_{12}. \]  

(6.17)

When taking into account that \( \hat{R} \) is the fundamental representation of \( T \) it immediately follows that

\[ Z(u) = \frac{F(u, v)}{\hat{F}(u, \bar{v})}. \]  

(6.18)

**Expansion.** Let us finish by considering the expansion of \( Z(u) \) around \( u = \infty \) and identify the central elements order by order. To that end, we need the expansion of the T-matrix in (5.19). The antipode relations for \( \hat{J}, \hat{J}, \ldots \) can be extracted by expanding (2.40) \( T^A_B \Sigma(T^B_C) = \delta^A_C \). Substituting the antipodes in (6.7) yields \( Z \). Let us for simplicity set \( A = C = 1 \). This gives

\[ Z(u) = \left[ 6^u + \frac{h}{u} 6^u + \frac{h}{u^2} \left( 6^u - \frac{1}{2} h(-1)^{(|B|+1)(|C|)} 6^u 6^u C + \cdots \right) \right] \times \left[ 6^u - \frac{h}{u} 6^u - \frac{h}{u^2} \left( 6^u - \frac{1}{2} h(-1)^{(|B|+1)(|C|)} 6^u 6^u C + h 6^u C 6^u + \cdots \right) \right] = 1 + u^{-2} h^2 [6^u B, 6^u B] + \cdots. \]  

(6.19)

We can then identify the components of the T-matrix with the algebra elements according to (5.25) we derive

\[ Z(u) = \exp[-u^{-2} h \hat{H} - 2 u^{-3} (h \hat{H} - \hat{U})^2 + \cdots]. \]  

(6.20)

We see that the central elements generated by \( Z \) start from the level-zero element \( \hat{H} \). Via the double antipode relations (6.16) this element is in fact responsible for the shift in the antipode of the secret symmetry (4.41), (5.47) Note that the above expansion is indeed consistent with the fundamental representation (6.18).

**Discussion.** In contradistinction to ordinary Yangians, we observe that \( Z \) does not generate the complete center, as the central element \( \hat{U} \) is not found in its expansion. Nevertheless, it is likely to appear in the quantum determinant which we have not considered here because its definition is likely obscured by the deformation within \( Y \). Usually the Liouville contraction and quantum determinant are related as follows

\[ \det \eta T(u + h) = Z(u) \det \eta T(u). \]  

(6.21)
In principle, we could also factor out the ideal generated by \( \mathcal{Z} \). However, this would constrain almost all the central elements to zero. The resulting algebra should be almost the conventional Yangian \( Y(\text{psl}(2|2)) \) up to the tower of secret symmetries. In that sense, the exciting features of our Yangian \( Y \) are related to how the center \( \mathcal{Z}(u) \) is attached to the conventional core of \( Y(\text{psl}(2|2)) \).

6.2. Crossing symmetry

Crossing symmetry (4.32) of the fundamental R-matrix implies that the Hopf algebra has a discrete linear automorphism \( \Xi : Y \to Y \). The latter is defined via the antipode or inverse and crossing operation on the T-matrix such that

\[
\Xi(T(u)) := \Sigma(T^C(\tilde{u})) = T(\tilde{u})^C. \tag{6.22}
\]

Let us therefore show that \( T(\tilde{u})^C \) obeys the same algebraic relations as \( T(u) \).

This automorphism can in principle be used to define a subalgebra of \( Y \) by identifying elements \( X \sim \Xi(X) \). However, as we shall see, there is a global obstruction to the identification which can be overcome.

**RTT relations.** In order to prove that the above map \( \Xi \) is an automorphism, we shall use the short hand notation

\[
R_{12} := R(\tilde{u}_1, u_2)^{C \otimes 1}, \quad T_a := T(\tilde{u}_a)^C. \tag{6.23}
\]

The crossing relations take the simple form \( R_{12} = F_{12} R_{12}^{-1} \) and \( T_a \mapsto \Sigma(T_a) = T_a^{-1} \).

We start with the RTT relations \( R_{12} T_1 T_2 = T_2 T_1 R_{12} \). We then perform a crossing operation on space 1 and replace \( u_1 \to \tilde{u}_1 \)

\[
T_1 R_{12} T_2 = T_2 R_{12} T_1. \tag{6.24}
\]

Now multiply by \( T_2^{-1} \) from both sides to obtain \( T_2 T_1^{-1} R_{12}^{-1} = R_{12}^{-1} T_1^{-1} T_2 \). Finally, insert the crossing symmetry of the R-matrix, cancel the factor \( F_{12} \) and flip the equation to obtain

\[
R_{12} T_1^{-1} T_2 = T_2 T_1^{-1} R_{12}. \tag{6.25}
\]

Next we prove that the RTT relations hold when replacing \( T_2 \) by \( T_2^{-1} \). We start again with the original RTT relations \( R_{12} T_1 T_2 = T_2 T_1 R_{12} \). We then multiply by \( T_2^{-1} \) from both sides, apply crossing to space 2 and replace \( u_2 \to \tilde{u}_2 \) to obtain \( Z_2^{-1} T_2^{-1} R_{12} = R_{12}^{-1} T_1^{-1} Z_2^{-1} \). Finally, use crossing symmetry of the R-matrix, cancel factors of \( Z_2^{-1} \) and \( F_{12} \) and flip the equation

\[
R_{12} T_1 T_2^{-1} = T_2^{-1} T_1 R_{12}. \tag{6.27}
\]

Therefore, \( T_a^{-1} \) satisfies the same algebra relations as \( T_a \).

**Hopf algebra.** It remains to be shown that \( T_a^{-1} = \Sigma(T_a) \) also has the same coalgebra structure. To prove this, we consider the fusion relation

\[
\Delta(T_a) = T_{a2} T_{a1}. \tag{6.28}
\]

The antipode flips the order of the tensor product \( \Delta(\Sigma(T_a)) = \Sigma(T_{a1}) \Sigma(T_{a2}) \). A crossing operation on space a flips the factors into the original order and finally map \( u \) to \( \tilde{u} \) to obtain

\[
\Delta(\Sigma(T_a)) = \Sigma(T_{a2}) \Sigma(T_{a1}). \tag{6.29}
\]
This shows that the coalgebra of the crossed elements is the same as the original coalgebra. Consistency of the antipode follows from the coproduct, so that the automorphism is consistent for the whole Hopf algebra.

**Components.** Crossing symmetry relates the T-matrix to itself at a different point. In particular, the expansion of the T-matrix at the point $x^\pm = (\infty, \infty)$ is related to its expansion at $\tilde{x}^\pm = (0, 0)$. The expansions contain alternative sets of generators, which are *a priori* unrelated, but which obey an equivalent algebra.

Let us therefore discuss how the crossing automorphism acts on various Yangian components. The expansion (5.18) suggests to write $T(u)$ as an exponent

$$T(u) = (\frac{-1}{\sqrt{2}})^{|C|} E^C C \otimes U^C \exp \left( \frac{-1}{\sqrt{2}} B^A \otimes J^A(u) \right).$$

The crossing automorphism on the new elements $J^A(u)$ then follows from (6.22) and yields a simple linear relationship

$$\Xi(U) = U^{-1}, \quad \Xi(J^A(u)) = (-1)^{|B|+1} e^{AB} \epsilon_{BD} U^{B|-A|} \Sigma(J^B(u)).$$

To illustrate the above relationship we consider the components of $J^A_B$ in detail: Supposing we carry over the assignment (5.25), (5.37) of $J^A_B$ to the symbols $L, L, Q, Q, H, B$, we find the following relations

$$\Xi(L\beta(u)) = -\Sigma(L\beta(u)), \quad \Xi(Q\beta(u)) = -\epsilon^{\alpha\beta\gamma} \epsilon_{BD} U \Sigma(Q\gamma(u)), \quad \Xi(H(u)) = \Sigma(B(u)), \quad \Xi(L\beta(u)) = -\epsilon^{\alpha\beta\gamma} \epsilon_{BD} U \Sigma(Q\gamma(u)), \quad \Xi(B(u)) = \Sigma(B(u)).$$

This shows that, to some extent, the generators $\tilde{Q}(u)$ are related to the generators $Q(u)$ on a different Riemann sheet, whereas the remaining generators are mapped to themselves up to a flip of sign for $B$ and $B$.

We can also determine the crossing automorphism for the central element $Z(u)$. It follows by applying the relations (6.14) repeatedly to the automorphism (6.22)

$$\Xi(Z(u)) = \Sigma(T(u)) \Sigma(Z(u)) \Xi^{-1}(\Xi(Z(u))) = T(\tilde{u}) \Xi^{-1}(Z(\tilde{u}))$$

$$= T(\tilde{u})^{-1} (Z(\tilde{u})^{-1} T(\tilde{u})) = Z(\tilde{u})^{-1}. \quad (6.33)$$

**Crossing monodromy.** We would like to use the automorphism to identify Yangian elements $X \simeq \Xi(X)$. However, there is a global obstruction due to the non-trivial monodromy of the map $\Sigma$. Naively, the above identification implies $T(u) \simeq Z(u)^{-1} T(u)$ or $Z(u) \simeq 1$. This is highly undesirable because it trivializes the center which is an essential feature of the algebra $Y$.

This problem can be resolved by enlarging the space of $u$. So far, $u$ specifies a point on a 4-fold covering of the complex plane. The four Riemann sheets distinguish the choice of $(x^+, x^-)$ associated to $u$ by the identification (4.20). The point $\tilde{u}$ refers to the pair $(1/x^+, 1/x^-)$ which has the same numerical value of $u$ referring to the point $(x^+, x^-)$.

27 This derivation involves a subtle step which changes a crossing operation into an opposite crossing: According to (4.26), the point $\tilde{u}$ symbolizes the same value of $u$ and $x^\pm$, but flips the sign of $y$. Although we have conveniently hidden the dependence on $y$, it must be a parameter of $T$ in order to make sense of the RTT relations which also involve $R$. For $R$ we know that flipping the sign of a $y$ is equivalent to conjugation by the matrix $\text{diag}(1, 1, -1, -1)$ in the corresponding space $V_P$, which in turn is equivalent to a double crossing operation. For consistency of the algebra, the same property should hold for $T$. We can write this as $T(\tilde{u})C = T(u)^C$.

28 Note that the result equals $\Sigma^{-1}(\Xi(T(u)))$. 
The above monodromy can be resolved by introducing infinitely many Riemann sheets such that the orbits of the map \( u \mapsto \tilde{u} \) never close. In other words, the point \( \tilde{u} \) does not equal \( u \), but it resides on a different Riemann sheet. In this case the above monodromy becomes suitable for identifications

\[
\mathbb{Z}^2 \langle T(u) \rangle = \mathbb{Z}(\tilde{u})^{-1} T(\tilde{u}). \tag{6.35}
\]

The identification on the extended space of \( us \) has an interesting implication for the expansion in terms levels as in (5.18). Within the exponent, the scalar factor \( Z \) only affects the tower of secret symmetries discussed in section 5.3. These are the elements proportional to the unit matrix \( \delta^A_B \) in the generators \( \hat{A}^B \). All the other generators associated to the elements of \( \mathfrak{sl}(2|2) \) are unaffected. Consequently, there is no distinction of the points \( u \) and \( \tilde{u} \) for \( \mathfrak{sl}(2|2) \) elements. Only for the secret symmetries the point \( u \) is different from \( \tilde{u} \). This is governed by the equation (6.35). According to (6.20), the map \( u \mapsto \tilde{u} \) amounts to shifting \( \tilde{B} \) by multiples of \( \mathbb{H} \), and similarly for the higher secret symmetries.

**Modified automorphism.** An alternative is to modify the crossing automorphism by some group-like central element. This trivially preserves the automorphism property. We could therefore define an alternative automorphism \( \Sigma_M \) with a function \( M(u) \in \mathbb{C} \) such that

\[
\Sigma_M(T(u)) = Z(\tilde{u})^{-1} M(\tilde{u})^{-1} T(\tilde{u}) \tag{6.36}
\]

The modified automorphism obeys the monodromy relation

\[
\Sigma_M^2(T(u)) = Z(\tilde{u})^{-1} M(\tilde{u})^{-1} T(\tilde{u}) \tag{6.37}
\]

It can be trivialized by setting \( M(\tilde{u}) + M(\tilde{u}) = 1 \), e.g. \( M(u) = \frac{1}{2} \) in the simplest case. Therefore the identification \( X \simeq \Sigma_{1/2}(X) \) is globally well-defined on a space of \( us \) where the point \( \tilde{u} \) is identical to the point \( u \). The fundamental representation of the resulting T-matrix, however, has some undesirable features as we shall see below.

**Representations.** The identification \( X \simeq \Sigma(X) \) has the following realization in the fundamental representation

\[
T(u) \simeq T(\tilde{u}) \mathbb{C}^\otimes_{1.-1}. \tag{6.38}
\]

Since the fundamental representation of \( T \) with evaluation parameter \( v \) and normalization function \( N(u) \) is defined via the fundamental R-matrix

\[
T(u) = N(u) R(u, v), \tag{6.39}
\]

we find that the above relation (6.38) follows from crossing symmetry of the R-matrix (4.32) provided that the normalization factor \( N \) obeys

\[
N(u) N(\tilde{u}) \simeq \frac{1}{F(u, v)}. \tag{6.40}
\]

This is of course the well-known crossing equation for the scalar prefactor of the fundamental R-matrix\(^{29}\). It has no single-valued solution because the assumption \( N(\tilde{u}) = N(u) \) leads to a contradiction.

For the modified identification \( X \simeq \Sigma_{1/2}(X) \) with trivial monodromy we find the relation

\[
N(u) N(\tilde{u}) \simeq Z(\tilde{u})^{-1/2} F(u, v)^{-1} = F(u, v)^{-1/2} F(\tilde{u}, v)^{-1/2}. \tag{6.41}
\]

\(^{29}\) Note that the equation has a slightly different interpretation here, since \( N(u) \) is a priori only defined for a fixed representation parameter \( v \). The crossing equation for the prefactor of the R-matrix is recovered by demanding that the above equation holds for the whole one-parameter family of fundamental representations, i.e. \( N(u, v) N(\tilde{u}, v) = F(u, v)^{-1} \).
This relation is solved by a single-valued solution such as
\[ N(u) = F(u, v)^{-1/2}Z(u)^a. \] (6.42)

Abstractly, the solution is consistent, however, the resulting R-matrix with prefactor \( T(u, v) \) does not possess the involutive property
\[ T_{12}(u_1, u_2)T_{21}(u_2, u_1) = N_{12}N_{21}R_{12}R_{21} = Z_{12}^{-1/2} \neq 1. \] (6.43)

In that sense, the modified crossing equation does not lead to a consistent particle scattering picture. The original crossing equation is preferable, but the present treatment of the Yangian does not appear to single it out.

7. Conclusions

In this paper we have derived the RTT realization of the Yangian of centrally extended \( \mathfrak{sl}(2|2) \). This algebra is of a non-standard type in which the levels of the Yangian mix. The crucial feature is that the expansion of the T-matrix has a non-trivial zeroth order, which corresponds to the braiding factor. This braiding factor affects the coproduct and generates the central extension.

We were also able to incorporate the secret symmetry in the RTT realization. It turns out that the secret symmetry originates from the generator which usually extends \( \mathfrak{sl}(2|2) \) to \( \mathfrak{gl}(2|2) \). Starting from the Yangian level, this element from the monodromy matrix generates an infinite tower of additional symmetries of the S-matrix.

Furthermore, we discussed the center of the Yangian. We constructed the Liouville contraction \( Z \) (6.1), which is central. It can be related to the antipode via (6.16). Finally, we studied crossing symmetry and the associated automorphisms.

It would be interesting to construct a double and study the map with Drinfeld’s second realization [41, 42], which is more suited for constructing the universal R-matrix.
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