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ABSTRACT

As an important part of the Chinese painting and calligraphy, the seals not only have a high value of art but also contain a lot of information about the artwork itself. At this digital age, we would like not only to be able to represent the seals in the digital format, but also like to use image processing techniques to help us better understand them. With the development of deep learning, convolutional neural networks have been widely used in the fields of feature learning, object localization, and classification. Based on deep learning technology, this paper proposes a highly accurate Chinese seal recognition system (CSRS). With our CSRS, users could simply input a single seal image into the system, then CSRS would automatically recognize the seal and report the relevant information in real-time. The CSRS mainly contains three units. 1) A new Siamese network with multi-task learning (Siamese-MTL), which can effectively solve the similarity measurement problem and improve the generalization of the model. 2) A new online data generation algorithm called automatic background generation (ABG) which could generate numerous seal images with different backgrounds for effective training. 3) A new training method for Siamese network which based on a central constraint. In order to validate the effectiveness of the proposed method, we have established two large scale seals image databases, including 15,000 Chinese seal images and 1,700 background images, respectively. We evaluate our method and compare with the variant methods on these datasets, achieving the highest performance. The extensive experimental results indicate that our proposed method is effective and has a great potential for the practical application in Chinese seals recognition.
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I. INTRODUCTION

As an important part of Traditional Chinese painting (TCP) and calligraphy, the seals not only have a high value of art, but also contain a lot of information about the artwork itself. As a special form of art, the seals play an important role in helping people appreciate and learn about the culture of different dynasties. In this paper, we develop a highly accurate Chinese seals recognition system named CSRS (Figure 1). First, we input the training samples into the CSRS, and train the recognition model with these data. Second, we input a new seal database into the CSRS and generate a feature database. Finally, users only need to input a single seal into the system, then CSRS would automatically recognize the corresponding seal from the feature database. In particular, the Siamese-MTL and ABG are the two key units of our system.

There are few works related with the Chinese seals recognition in the most similar domains, such as artificial intelligence, computer vision and art analysis. Tan et al. [1] used the Spectral Angle Mapping (SAM) method to carry on the classification of the seal area. They combined the spectral imaging technology and SAM to investigate the similarities between spectral vectors at pixel level and recognized the seal area of painting and calligraphy. In the literature of [2], a seal image detection method was proposed, they employed both color and structure features to extract the seal image regions from the TCPs. Firstly, the original TCP image was transformed into the CIE Lab color space, then a template...
matching method was used to refine the initial candidate seal image regions. Leung [3] proposed an analysis method to better understand traditional Chinese seals, so that their model could describe them in a more semantic way. In addition, they adopted a synthesis method to generate new seal images. For a given handwritten character, their method could consider the information obtained from the analysis of the traditional Chinese seals.

By using morphology technique, Su [4] developed a Chinese seals classification algorithm. The proposed method could find the precise locations of the Chinese seals which contain the useful geometry features. With geometry features, their model could classify different Chinese seal images. Based on this work [4], the author proposed an improved method later in the literature of [5]. The new method could find the gray levels around the edge, then the entire edge gray levels were recorded in a vertical strip. Finally, they used the vector magnitude invariant transform technique to transfer the gray level quantity into an invariant vector magnitude quantity to recognize the object. In order to effectively categorize the seal images, Yu et al. [6] proposed a seal image recognition method based on Krawtchouk moment and radial basis function (RBF [7]) neural network. First, the Krawtchouk moment invariants for part of the standard seal images were calculated, which were then used to train the RBF neural network. Finally, the characteristics of all the questioned seal images were applied for reorganization. Different from the above works, Lee et al. described an overlay metric method [8] for verifying the authenticity of a seal impression imprinted on a document. The overlay metric is the ratio of an effective seal impression pattern and the noise in the neighborhood of the reference impression region.

Most existing works dealing with Chinese seals like as [1]–[6], [8], not much attention has been paid to develop the corresponding system to realize one-to-one seal recognition. Moreover, most of the works adopt the traditional image processing methods and do not apply the deep learning theory to the application. The CSRS developed in this paper is based on Siamese network, with high speed and good performance.

For the seal images, they have the characteristics of high similarity, it is difficult to identify them by using common image processing methods. Even for powerful CNN model, the final layer of general classification network is Soft-max layer, which is used for probability distribution estimation, while cannot measure the similarity of different data. The Siamese architecture could help learn a similarity metric from data instead of learning the discrete classes. Hence, the distance of different classes is enlarged and the distance of the same class becomes closer. In this paper, we combine the two architectures and propose a new seal recognition model named Siamese-MTL (Siamese Network Combined with Multi-task Learning). The loss of the proposed model consists of two parts, i.e., Softmax loss and Contrastive loss. Learning a similarity metric while increasing the distance between different classes, this mechanism can effectively solve the similarity measurement problem and improve the generalization of the model.

In our CSRS, each seal is treated as a separate class. The main challenge is that there exists a large number of classes, while only a small number of training examples.
is available. In order to cope with the challenges from the few sample learning and improve the feature extraction capability of the model, we propose a new online data generation method called ABG (Automatic Background Generation). While training, we only need to feed each subnetwork with one standard seal sample, then the one can generate multiple seal images with different backgrounds. Moreover, we add the data augmentation operation to each training sample to increase the diversity of data, such as rotation, brightness varying, adding noises and so on. In traditional Siamese network, the input data pairs of any channel are selected randomly. Different from above operation, based on the central constraint, we fix the input data of channels as default center, then randomly select the other input data for another channel. In this way, our model could learn features invariant to the backgrounds.

The main strategies of our work (Multi-task learning and ABG algorithm) are relevant to some methods in face recognition. Similar to the idea of multi-task learning, for face recognition, Sun et al. [9] proposed to use both face identification and verification signals as supervision. The face identification task used softmax loss to increase the inter-personal variations, while the face verification task used contrastive loss to reduce the intra-personal variations. The difference is that we train the model in stages, and they train the model directly by using the combination of two loss functions. Likewise, due to the specificity of the training data (little data in each class and special usage scenarios), Ding and Tao [10] used data augmentation strategy to increase the data diversity. Different from the way we used image combination for augmentation, they used the method of blurring images for generating video-like face data from existing large-scale still face image databases. The same is that we all encourage each original image and its enhanced version to be classified into the same class. In summary, although we have different working backgrounds, the ideas to solving the problems are similar.

The rest of the paper is organized as follows. In section II, we summarize the related work in the field of Siamese network. Then in section III, we introduce the new seal retrieval model Siamese-MTL and the new online data generation algorithm. In section IV, we present the experimental results. Finally we conclude this paper in section V.

II. RELATED WORKS

Traditional Siamese network usually consists of two identical subnetworks with shared weights to learn characteristic differences between images. Their subnetworks are multilayer convolutional neural networks. The advantages of such an architecture are the ability to automatically learn and extract relevant features. In addition, the number of trainable parameters is manageable and independent of the number of input data. Siamese network has improved the network learning capabilities by exploiting pair-wise information about how the training samples are related, with the abilities to minimize or enlarge the distances of pairs. Siamese networks are used in many fields such as the signature matching, image originality verification and so on.

In recent years, researchers put a lot of efforts to apply siamese network into different fields [11]–[13]. In the literature of [14], Juan et al. proposed a method that automatically detect the spinal metastasis in the magnetic resonance imaging (MRI). In order to accommodate the large variability in metastatic lesion sizes, they used a siamese deep neural network approach comprising three identical subnetworks for multi-resolution analysis and spinal metastasis detection. Sabri textitet et al. [15] used siamese and triplet networks for facial expression intensity estimation. Firstly, they extracted the sequential relationship in the temporal domain that appeared due to the natural onset and offset variations in the patterns of facial expressions, then the siamese and triplet networks were used to estimate the emotional intensity in facial image sequence. Siamese network also plays an important role in the field of visual object tracking. Jiang et al. [16] proposed an Ensemble Siamese Tracker (EST), which used convolutional neural network features and compared the features of recent frames with the target features in the first frame. The candidate region with the highest similarity score was considered as the tracking result, and tracking results in recent frames were used to adjust the model for continuous target changing. Similar to this work [16], in order to improve the performance of tracker, Han et al. [17] applied a Siamese region proposal network to identify potential targets across the whole frames. Region proposal network is able to mine hard negative examples to make the network more discriminative for the specific sequence.

Apart from the field of image processing, Siamese network is also widely applied in other fields, such as the natural language processing. Ichida et al. [18] developed a Siamese neural network architecture to measure the semantic similarity between two sentences through metric learning. Given a representation that encodes the semantic and syntactic information about the words, their proposed approach can measure the semantic similarity which not depend on the linguistic information of the sentences. In the paper of [19], authors proposed a methodology to investigate the singing style. The proposed approach utilized convolutional neural networks in a Siamese architecture, ResNet based convolutional blocks were used to process spectral inputs. The feed-forward attention layer was used to handle temporal dependencies and fully-connected dense layers to learn the non-linear embeddings. Inspired by deep learning techniques, Shaham and Lederman [20] applied Siamese neural networks to solve the problem of learning a common source of variability in data which are synchronously captured by multiple sensors. This approach is useful in the exploratory, data-driven applications, where neither a model nor the label information is available.

Liu et al. [21] also applied Siamese network to solve the problem of person re-identification. In many person re-id works [22]–[24], the models achieve the purpose of
person re-identification by judging the image similarity. This mechanism is very similar to our seal recognition. The main challenges of the person re-id are illumination and various application scenarios, in addition, the body movements of the person also have impacts on identification. In our work, the main problem is that different seals have highly similar textures, it will pose a challenge to recognition.

The mechanism of Siamese network is to utilize multiple parallel paths to find similarities or differences between inputs. In addition, the unified and clear objective function help learn the optimal metric towards the target automatically. Siamese networks have good applications in many fields, but few about art. In this paper, we introduce the Siamese network to art recognition task. Chinese seals have great values of art and seal recognition system has great commercial and application value. Existing works about Chinese seals do not pay much attention to develop the recognition system, the proposed CSRS fill this gap. The key challenge of seals recognition is to measure the similarity of different seals, especially for large-scale datasets, yet Siamese network has the advantage of solving this problem.

III. PROPOSED METHOD

Inspired by multi-task learning [25], [26], we present a new Siamese recognition network which is trained with margin Contrastive loss and Softmax loss. First, we train the network only with Softmax loss. When the model has the basic ability to extract features, we add Contrastive loss to train the model with two loss functions at the same time until the model converges. In order to improve the generalization of the model and cope with the few sample learning, we apply the Automatic Background Generation (ABG) unit to the training process. The key point of ABG is that we only need to feed each subnetwork with one original image, and do not need to generate a fixed number of images in advance. ABG would generate countless training data online. Different from the traditional way of feeding data, based on the central constraint, we fix the input data of channels as default center, then randomly select the other input data for another channel. In this way, our model could learn features invariant to the backgrounds.

A. SIAMESE-MTL ARCHITECTURE

Traditional learning algorithm is the single-task learning mode. For the complex learning tasks, researchers usually divide them into multiple unrelated tasks, then these tasks learn from each loss. Multi-task learning (MTL) can help learn the shared representations from multiple tasks. These shared representations have strong ability of adapting to multiple different but related goals, and enable the main task to gain better generalization ability [27]. Furthermore, in the case of few samples, the generalization ability of multi-task learning is obviously better than that of single-task learning. Multi-task learning can make better use of limited data and the training time is relatively short.

![FIGURE 2. Configurations of the Siamese-MTL (ours).](image-url)

Original Siamese network architecture ties two identical neural networks via a loss function at the last stage of the network. The model with this architecture does not need the class of the processed input, only need to know that two inputs are from the same class or different class. Seal images have the characteristic of high similarity, especially in our CSRS, it is usually need to deal with large-scale datasets. Using the traditional architecture makes training difficult. To this end, we develop a new Siamese network architecture as shown in Figure 2. The input images to our model have a fixed dimension of 128 × 128 × 3, where the third dimension represent RGB color channels. During training, a pair of images passes through the stacks of convolutional layers and max-pooling layers simultaneously. Then they are flattened to produce a pair of 1024-dimensional feature vectors that capture the very high level features from each image. At last layer, Softmax functions are used to estimate the probability distributions of each class. Moreover, feature vector 1 and feature vector 2 are feed into Contrastive loss function for the similarity measure learning. Our model can not only learn a similarity metric from data, but also increase feature distances between different classes at the same time.

In our model, convolutional layers are the core layers for feature learning and extraction. Each convolutional layer produces a feature map by convolving its input with a set of convolutional kernels. Max-pooling layers serve as a method of non-linear down-sampling, by providing a summary of the outputs of a set of neighboring elements in the corresponding feature maps [28]. It enable the combination of low-level features into high-level features.
Training Siamese-MTL can be roughly divided into two stages. Firstly, we only use Softmax loss to train the model and let network gain the basic feature extraction ability. Next, we add Contrastive loss and train the model with two loss function at same time until the model converge.

Softmax layer is used for multi-category classification [29]. In Softmax, score function gives a specific probability based on the final score, the sum of all categories’ probability is 1. The function form is shown in Equation 1.

\[
f(z) = \frac{e^{z_i}}{\sum_k e^{z_k}}
\]

where the input of Softmax is a vector \( z \), \( i \) represents the category index, and the total number of categories is \( k \), then the result is mapped from the exponent domain to the probability. Finally, the loss function can be regarded as the entropy of two probabilities, as shown in Equation 2.

\[
H(p, q) = -\sum_x p(x) \log(q(x))
\]

where \( p \) represents the probability of true classification, and \( q \) represents the probability of the predicted classification. The purpose of the loss function is to measure the size of the error between the true classification result and the predicted classification result, and then optimize and modify it based on this value.

A Siamese network learns the embedding by minimizing the contrastive loss [30]. In this paper, Contrastive loss is defined over the distance between the features from the two identical inner neural networks. Let \( x_1 \) and \( x_2 \) be the two inputs with the same dimensions, and two output features from the Siamese-MT are \( G(x_1) \) and \( G(x_2) \). The squared Euclidean distance can be denoted as

\[
D(x_1, x_2) = \|G(x_1) - G(x_2)\|_2^2
\]

We define the binary label \( y \in \{0, 1\} \) to be 0 meaning the inputs are not from the same category or 1 otherwise. Thus the Contrastive loss function designed for the architecture is defined as

\[
L = \frac{1}{2} y D + \frac{1}{2} (1 - y) \max(0, m - D)^2
\]

In the training phase, the loss of \( L \) will be minimized to encourage samples with the same identity be close to each other while the ones with different identities be pushed away from each other. \( m \) is the target margin between the embedded vectors having different identities [25].

As mentioned above, the total loss of the model has differences at different training stages. Generally, it can be divided into two stages as

\[
\begin{align*}
\text{Stage 1: } & \quad \text{loss}_{\text{total}} = \text{loss}_{\text{softmax}}^{\text{max}-1} + \text{loss}_{\text{softmax}}^{\text{max}-2} \\
\text{Stage 2: } & \quad \text{loss}_{\text{total}} = \text{loss}_{\text{con}} + \text{loss}_{\text{softmax}}^{\text{max}-1} + \text{loss}_{\text{softmax}}^{\text{max}-2}
\end{align*}
\]

where \( \text{loss}_{\text{softmax}}^{\text{max}-1} \) and \( \text{loss}_{\text{softmax}}^{\text{max}-2} \) represent the Softmax losses of the two subnetworks, respectively. \( \text{loss}_{\text{con}} \) represents the Contrastive loss of the Siamese network.

B. AUTOMATIC BACKGROUND GENERATION (ABG)
Seals usually exist in the traditional Chinese painting and calligraphy, which can be located via the general detection algorithms, then be recognized by classifiers. However, the detected seal images from the artwork usually have complex backgrounds, which will severely affect the performance of the recognition. On the other hand, in our system, each seal is treated as a separate class. There are large numbers of classes but only one standard seal image in the training set is available for each class. Based on above factors, we propose an Automatic Background Generation (ABG) algorithm to enlarge the diversity of training samples.

1) BACKGROUND DATABASE
We establish a background database which consists of 1,700 images with calligraphy and painting-like backgrounds. The examples of the background images are shown in Figure 3. While training, we only need to feed each subnetwork with one original image, then choose whether to use ABG. If using ABG, one seal image can automatically generate numerous new images with different backgrounds in each iteration. On the contrary, if not using ABG, original seal image is used as the training sample in this iteration. Based on above operation, we add the data augmentation operation to each training sample, which greatly enhance the diversity of the training data and prevent the problem of overfitting.

2) AUTOMATIC BACKGROUND GENERATION
Here we discuss how to generate different backgrounds automatically. With a selected original seal image, we would randomly select a background image from the background database. Next, we will determine the size of the background image and convert it to the same size as the seal image. The resize operation can be divided into two parts. If the background image is large enough, we only need to crop an area same as the size of the original image. Otherwise, we would calculate a resize ratio to resize the background image which adapts the same size of original image.

3) SEAL AND BACKGROUND IMAGES COMBINATION
The next step is the combination operation. Seal image has such characteristics as illustrated in figure 4 (a), we call them...
the carving techniques of Yin and Yang. First, we convert the original image to a binary grayscale one and then calculate a threshold as to determine the region to be replaced by the generated backgrounds. This region determination is implemented on the grayscale image, we define the region A where the pixel values are above the threshold. Conversely, region B’s pixel values are less than the threshold. With the locations of region A and B, we apply the combination on the original seal image. This operation could be divided into two parts. 1) Adding background pixels directly to the region A. 2) Using a hyper parameter $\alpha$ to adjust the combination ratio between the pixels belong to foreground and background, respectively. The process could be simply described as Equation 6.

\[
\begin{align*}
\text{RegionA}: & \quad \text{pixel}_c = \text{pixel}_b \\
\text{RegionB}: & \quad \text{pixel}_c = \alpha\text{pixel}_o + (1-\alpha)\text{pixel}_b
\end{align*}
\]

where $\alpha \in (0.4, 0.8]$, $\text{pixel}_c$ represents the pixel of combined image, $\text{pixel}_b$ represents the pixel of background image, $\text{pixel}_o$ represents the pixel of original image. The advantage of above operation is that lets combined images get close to the seal images taken directly from painting or calligraphy. The examples of combined images are shown in Figure 4(b) and (c) respectively.

**C. MODEL OPTIMIZATION**

In this work, two types of image data were involved for model training, i.e., the Original Seal Image (OSI), and the generated Seal Image with Backgrounds (SIB). In our Siamese-MTL, the input images are with a fixed dimension of $128 \times 128 \times 3$. The model parameters are learnt by Adam Optimizer [31] in order to minimize the Softmax loss and Contrastive loss. We set learning rate to 0.001 and the batch size to 128. To further reduce the potential of overfitting, a drop-out [32] with the ratio of 50% is applied at the second last fully connected dense layers.

In order to follow the idea of central constraint, we fix the input data of channel A and randomly select the input samples for channel B. The original input data of two channels maybe same or different, the probability of such a selection is kept at 50%. For channel B, we select whether to use the ABG method for the input data, the probability is set to 0%, 50% and 100% respectively. If using ABG, the training sample is SIB in this iteration, otherwise is OSI. In the standard training process, the probability of using ABG for channel A is set to 100%, for channel B is set to 50%. As shown in Figure 5, unlike the way of feeding data randomly, our method makes the distribution of training data more evenly, which is not relevant to the amounts of samples. In this way, data distributions are centered on the original image, encouraging samples with the same identity be close to each other while the ones with different identities be pushed away from each other.

At the end of each stage, we save the training model, and fine-tune the saved model in the next stage directly. The whole training process can be divided into four stages.

1) The model is difficult to converge when using $\text{loss}_{\text{con}} + \text{loss}_{\text{softmax}}$ directly. So, firstly, we pre-trained the Siamese-MTL model only using Softmax loss, as to let model obtain the basic extraction capability. The most important one is that activated the nodes of ‘fc10’ layer should be added from 1,000 to 4,000, then to 10,000 gradually. In the first stage, we did not add the Contrastive loss and data augmentation. The probability coefficient of using ABG for channel A and B was set to 1, the training samples of channel A and B were both SIB. The patience for early stopping was 3,500 batch sizes with at least 98% classification accuracy.

2) In the second stage, we add the Contrastive loss and data augmentation into the training process. Same as stage-1,
the training samples of channel A and B were both SIB. When the classification accuracy reached around 90% and the Contrastive loss was less than 2.0, we stopped the training. In the next stage, the value of Contrastive loss would keep below 2.0.

3) Different from stage 1 and 2, the probability coefficient of using ABG for channel B was set to 0.5. Hence, in this stage, the training sample of A was SIB, while channel B was OSI or SIB at each iteration. We stop training the model until the classification accuracy was around 96%.

4) In the later stage of training, it was difficult to improve the accuracy. Based on stage 3, we dropped the learning rate to 0.0001 and continued to train the model until the classification accuracy achieves roughly 99%. So far the training process was over.

With the method of above step-by-step training, the model can adapt to the characteristics of seal data gradually. When using the data pattern of SIB+OSI, the model mainly learn the original features of the seal image. On the other hand, when using the data pattern of SIB+SIB, the model can learn the features independent to the background. The core idea of our method is to force the feature representations to be close for the positive pairs while be far away for the negative pairs.

IV. EXPERIMENTS
A. DATASETS
In order to validate the effectiveness of the proposed method, we established a standard dataset, including 15,000 Chinese seal images. Among them, 10,000 seals were taken as training set samples, 5,000 as test set samples. In order to assist the ABG algorithm, we also established a background dataset which consists of 1,700 background images. Figure 6 shows the examples of the Chinese seals.

B. MODEL ANALYSIS
In this subsection, we evaluate several variants of the proposed method to validate the impact of multi-task learning and ABG unit. Using the Keras framework with Tensorflow as a backend, we run all the experiments on the Nvidia GTX 1080Ti GPU platform.

Similarity measurement is one of the key issues in our work. In recognition phase, seal images are represented as features in the database. Once the features are extracted from the indexed images, the recognition becomes the measurement of similarity between the features. Many similarity measurements exist. We evaluate the effects of different distance measurements on accuracy and results are shown in Table 1. The distance measurements include Cosine distance, \(X^2\) statistics [33], Euclidean distance and Manhattan distance [34]. The \(X^2\) statistics is defined as

\[
d_{X^2}(Q, T) = \sum_{i=0}^{N-1} \frac{(Q_i - m_i)^2}{m_i} \cdot (7)
\]

where \(Q = \{Q_0, Q_1, \ldots, Q_{N-1}\}\) and \(T = \{T_0, T_1, \ldots, T_{N-1}\}\) are the query and target feature vectors respectively, \(m_i = \frac{Q_i + T_i}{2}\).

As shown in Table 1, results show that cosine distance outperforms other distance measure in terms of accuracy.
In the later experiment subsection, we use cosine distance as our similarity measurement.

In test stage, we propose to use accuracy, macro-precision, macro-recall and macro-F1 score to evaluate different models. Macro-averaged result is a measure of effectiveness on the large classes in a test collection [35]. After using ABG unit, the number of samples on the test dataset will be changed to 50,000. All models are tested on the same test set.

1) EVALUATE THE IMPACTS OF MULTI-TASK LEARNING

To validate the effectiveness of multitask-learning, we use three different losses to train models, as shown in Table 2. Compared with the other two models, Model-3 has the highest accuracy. Using two loss at the same time makes it possible to simultaneously increase the distance between classes and learn the similarity metric. Samples of the same class are close to each other while the ones of different classes are pushed away from each other. As for Model-2, even the distance between different classes is clear, but for many similar seals, it is difficult to identify them only with single criteria.

In the training process, we find that the model dose not converge at all when using Contrastive loss directly. Hence, we made some adjustments for the training of Model-1. Firstly, we only use Softmax loss to train the Model-1 until the classification accuracy achieves 99%. Next, we remove Softmax loss and only use Contrastive loss for fine-tuning until Contrastive loss is less than 2.0. According to the results of the experiment, Model-1 performs badly with the final accuracy reaching only 50.01%. Without the role of the classifier, the analytical power of the model on the data became worse. We think that the model may not be able to cope with large-scale data when only using contrastive loss.

In conclusion, in order to get better recognition performance, the Softmax loss and Contrastive loss are indispensable. Multi-task learning is the core idea of the proposed Siamese-MTL. Classifier serve as the basis of the model which make the distance between classes more clear and simplify the measurement problem, while the similarity metric acts directly on the recognition process.

2) EVALUATE THE IMPACTS OF ABG UNIT

As have mentioned in Section III.C, in the standard training process, we always adopt the ABG for channel A. As for the other channel B, we set a probability coefficient for choosing whether to use the ABG unit. In this section, we set up three comparative experiments to validate the impact of ABG. The probability coefficients of using ABG for channel A are set to 1, 1 and 0, while the coefficients of channel B are set to 0.5, 1 and 0, corresponding to Model-3, Model-4 and Model-5, respectively.

As shown in Table 3, Model-4 performs not well with only 93.23% accuracy. Compared with the standard model Model-3, the accuracy of the Model-4 is lower roughly 2%. Using the data pattern of SIB+SIB, Model-4 only learns very few original features of the seals, which leads to a decrease in accuracy. The data pattern of Model-5 is OSI+OSI. Although this model can achieve a great fitting degree in the training process, the actual testing accuracy is very low. Contrary to Model-4, Model-5 only learns the original features of seals which are useless for real application. Thus the generalization of Model-5 is poor, whose accuracy is only 23.34%. With the data pattern of SIB+(SIB, OSI), we could get a model with good generalization and high accuracy. The learnt features are help for recognition.
In brief, ABG is an efficient online data generation algorithm and plays an important role in the training process. In addition, there is no need to generate a large number of training samples in advance, ABG unit could help save a lot of memory space.

3) EVALUATE THE IMPACTS OF DIFFERENT WAYS OF FEEDING DATA
To evaluate the effects of different ways of feeding data, we test two different input modes to train the models, as shown in Table 4. Refer to Figure 5, using random selection mode, the training samples are not evenly distributed. Negative pairs occupy large proportions of the training samples, while small amounts are positive pairs. In fact, at the beginning of training, we train a classifier with different seals being treated as different classes. The process of training is to increase the distances between different classes. In the mature classification network, the distances between negative pairs already becomes large enough. With the contrastive loss, we further decrease the distance between the positive pairs. As for the random input mode, there is only a process in which samples with different identities are pushed away from each other, while no process in which samples with the same identities get close to each other. This is the reason for decreasing in accuracy of the Model-6.

In this paper, we adopted the input mode based on the Central constraint to uniform the data distribution and make the model training more reasonable. The data distribution is completely independent of the number of training samples and only relates to the chosen proportion, as mentioned in Section III.C.

C. DISCUSSION
The general idea of the Siamese network is to predict the distance between two inputting images. The image pairs with a distance which is lower than the empirically determined threshold will be considered as matched pairs. The core content of the proposed Chinese seals retrieval system (CSRS) can be divided into three parts, i.e., a new Siamese network with multi-task learning, an online data generation algorithm called ABG and a new training method based on the Central constraint. We will discuss them respectively.

1) MULTI-TASK LEARNING
In subsection IV.B.1), we have compared models with three different loss functions. The multi-task learning mechanism makes it possible to increase the distance between dissimilar images and learn a similar metric for similar images at the same time. Enhance the performance of the target task by learning multiple tasks could help make full use of the data characteristics between multiple tasks, providing more accurate knowledge for the target task [36].

2) ONLINE DATA GENERATION ALGORITHM
Refer to section IV.B.2), proposed ABG algorithm can not only solve the over-fitting problem, but also enhance the generalization of the model. The difficulty of seal recognition is that the same seal may have many different forms, such as different thickness of strokes and writing styles. Moreover, same seal may exist in different art works with different background patterns. The proposed ABG algorithm can solve above problems.

3) CENTRAL CONSTRAINT BASED TRAINING
In our network architecture, the distances of feature representations should be independent to any particular targets. To this end, the network should have seen training samples as many as possible. Furthermore, the training dataset should be various enough to cover a good amount of semantics and not focus on any particular type of objects. The distribution of training samples is an important part of the training process. Thus the central constraint based training is reasonable to make the model have better performance. The experimental results in section IV.B.3) also demonstrate this point.

V. CONCLUSION
In this paper, we have proposed a new method named CSRS for seal image recognition. The CSRS mainly contains three units, i.e., a new Siamese network with multi-task learning, an online data generation algorithm called ABG and a new training method based on the Central constraint. The new Siamese Network with Multi-task Learning (Siamese-MTL) can effectively solve the similarity measurement problem and improve the generalization of the recognition model. The Automatic Background Generation (ABG) could generate numerous seal images with different backgrounds for effective training. Whereas the new training method is based on a central constraint. In order to validate the effectiveness of the proposed method, we have established two large scale seals image databases, including 15,000 Chinese seal images and 1,700 background images, respectively. We have evaluated our method and compared with the variant methods on these datasets, achieving satisfied performance. Extensive experimental results indicate that our proposed method is effective and has a great potential for the practical application in Chinese seals recognition. In the future, we plan to...
use the separable convolution structure [37] to construct a lightweight Siamese network to speed up this system.
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