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Abstract

In this paper we consider a semiparametric regression model involving a $d$-dimensional quantitative explanatory variable $X$ and including a dimension reduction of $X$ via an index $\beta'X$. In this model, the main goal is to estimate the euclidean parameter $\beta$ and to predict the real response variable $Y$ conditionally to $X$. Our approach is based on sliced inverse regression (SIR) method and optimal quantization in $L^p$-norm. We obtain the convergence of the proposed estimators of $\beta$ and of the conditional distribution. Simulation studies show the good numerical behavior of the proposed estimators for finite sample size.
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1 Introduction

In regression analysis, the main goal is to seek a parsimonious characterization of the conditional distribution of a response variable $Y$ given a $d$-dimensional explanatory variable $X$. In many statistical applications, the dimension $d$ of $X$ becomes large and therefore the statistical analysis becomes difficult. A usual approach to overcome this problem is to reduce the dimension of the explanatory part of the regression model without much loss of information on regression and without requiring a pre-specified parametric model. This has been achieved through the introduction of sufficient dimension reduction methods whose goal is to reduce the dimension of $X$ by replacing it with a minimal set of linear combinations of $X$.

In this paper, we consider the following semiparametric single index regression model

$$Y = f(\beta'X, \epsilon)$$

where the real response variable $Y$ is linked, via an unknown link function $f$, to the $d$-dimensional random vector $X$ only through the unknown $d$-dimensional parameter $\beta$. The random variable $\epsilon$ is an error term independent of $X$. Model (1) can also be defined as $Y \perp X | \beta'X$ where “$\perp$” stands for independence. This means that for the regression of $Y$ on $X$, a sufficient statistic is given by $\beta'X$.

Sliced inverse regression (SIR) introduced by Duan and Li (1991), principal hessian directions (see for instance Cook, 1998) or sliced average variance estimation (SAVE) developed by Cook (2000) are classical methods for identifying and estimating the linear subspace spanned by $\beta$. Without additional assumption, only this subspace is identifiable in the model and is called the central dimension reduction subspace or the effective dimension reduction (EDR) space according to the considered approach. To estimate this subspace, SIR uses properties of the conditional expectation of $X$ given $Y$ under mild assumptions on the distribution of $X$ and the other one is in order to ensure that the regression model is not a known pathological one. As it can be shown that the principal eigenvector of the matrix $\Sigma^{-1}\hat{\Gamma}$ is collinear to $\beta$ where the SIR kernel matrix $\hat{\Gamma}$ is given by $\hat{\Gamma} = \sum_{n}^{H} P(Y \in S_h)(E[X|Y \in S_h] - E[X])(E[X|Y \in S_h] - E[X])'$ and then can be easily estimated by substituting empirical versions of all the moments for their theoretical counterparts.

In this paper, we first propose to use optimal quantization in order to find an approximation of the SIR kernel matrix $\hat{\Gamma}$. A brief panorama of optimal quantization is described in Section 2 in order to remind the principle of optimal quantization which is a key stone of our method. In section 3, we describe the estimator of the direction of $\beta$. The basic idea is to replace $X$ by $\hat{X}^N$ its
optimal quantizer in $L^p$-norm taking a finite number $N$ of values. Let us denote $\hat{\Gamma}_N = \text{Var}(E[X^N|Y])$. We show in Section 3 that $\hat{\Gamma}_N$ converges to $\hat{\Gamma}$ as $N$ goes to infinity and we control the rate of convergence. From this result, we will deduce the convergence of principal eigenvectors of the sequence $(\hat{\Gamma}_N)$ to the direction of $\beta$. In practice, optimal quantization is frequently used to compute approximations of conditional expectations, see for instance de Saporta et al. (2010a) and de Saporta et al. (2010b). In Section 4 we propose to use optimal quantization to forecast $Y$ given $X$, that is $Y$ given $\beta'X$ under the considered model. We provide a theoretical result which specifies that the forecast error tends to zero as the numbers of quantizers tend to infinity. The corresponding method is particularly interesting since most of the papers on SIR in the literature only focus on the estimation of the direction of $\beta$ and do not consider the underlying regression model in its entirety. Few theoretical results combining SIR to estimate the central reduction space and nonparametric estimator of the link function are available in the literature, for instance Gannoun et al. (2004) is one of them. In Section 5, we illustrate our approach on simulation studies and we provide numerical results to illustrate the good behavior of the proposed estimator for finite sample size. All the proofs of the mathematical results of convergence are deferred in the Appendix.

2 About optimal quantization

Originally, the word “quantization” was used in signal and information theories by engineers since the fifties. Quantization was devoted to the discretization of a continuous signal by a finite number of “quantizers”. It is very useful to optimize the position of the “quantizers” to have an efficient transmission of the signal. In mathematics, the problem of optimal quantization is to find the best approximation of the continuous distribution of a random variable by a discrete law with a fixed number $N$ of charged points. Firstly used for a one-dimensional signal, the method has been developed in the multi-dimensional case (see for instance Zador (1963) or Pagès (1998)) and extensively used as a tool to solve problems arising in numerical probability. It is also frequently used to solve problems in finance, as time optimal stopping, control or filtering (see for example Pagès et al. (2004a), Pagès et al. (2004b), Bally et al. (2005), Pagès and Pham (2005)). More recently de Saporta et al. (2010b) used quantization in order to develop a numerical method for optimal stopping of Piecewise Deterministic Markovian Processes with an application to the optimization of reliability maintenance, see de Saporta et al. (2010a).

Optimal quantization is well-adapted to the approximation of conditional expectation. In this paper we use it to tackle the estimation of the conditional distribution of $Y$ given $\beta'X$ in the regression problem $[\mathbb{P}]$. We will also specify how to use quantization in the estimation process of the SIR kernel matrix $\hat{\Gamma}$.

In the sequel of this section, let us first present the principle of the quantization method for a random vector $X$. Then we will provide a result on forecasting via quantization in nonparametric regression model.
2.1 Optimal quantization for a random vector $X$

Let $X$ be a random vector from a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ to $\mathbb{R}^d$. We suppose that $X$ is finite in $L^p$-norm for some $p \geq 1$; that is to say $\|X\|_p = \mathbb{E}[|X|^p]^{1/p}$ is finite (for $x \in \mathbb{R}^d$, $|x|$ denotes the Euclidean norm on $\mathbb{R}^d$). The purpose of quantization is to approximate the continuous distribution of $X$ by a discrete one with a finite support whose cardinality is $N$. Let $\gamma_N$ be an $N$-grid of $\mathbb{R}^d$. Let $\text{Proj}_{\gamma_N}(x)$ be the point of $\gamma_N$ which is the nearest one of $x$ for Euclidean norm. The quantization error with respect to $\gamma_N$ is

$$Q_N^p(P_X)(\gamma_N) = \|X - \text{Proj}_{\gamma_N}(X)\|^p_p.$$ 

Existence (but not uniqueness) of an optimal $N$-grid which minimizes $Q_N^p(P_X)(\cdot)$ vanishing its gradient has been shown under the following assumption about $P_X : P_X$ does not charge hyperplanes. From now on, for any random vector $X$ in $L^p$ which verifies this assumption, let us denote the projection on an optimal $N$-grid of $X$ by $\hat{X}^N$. Note that the vector $\hat{X}^N$ is a discrete random vector which verifies the following useful stationarity property :

$$\mathbb{E} [X|\hat{X}^N] = \hat{X}^N. \quad (2)$$

Some results about asymptotic quantization error have been obtained by Zador (1963). The following theorem (see Corollary II.6.7 of Luschgy and Graph (2000)) is a generalization of a result due to Pierce (1970). It gives the rate of convergence of the discrete approximation $\hat{X}^N$ to $X$ in $L^p$ for great values of $N$ and will be very useful in our progress.

**Theorem 1** If $\|X\|_{p+\delta}$ is finite for some $\delta > 0$, then there exist real numbers $D_1, D_2, D_3$ such that for all $N \geq D_3$, we have

$$\|X - \hat{X}^N\|^p_p \leq \frac{1}{N^{p/d}} \left(D_1 \|X\|_{p+\delta}^{p+\delta} + D_2\right). \quad (3)$$

2.2 Forecasting in a nonparametric regression model

Let us consider here the following nonparametric regression model:

$$Y = \hat{f}(U, \epsilon), \quad (4)$$

where $U : (\Omega, \mathcal{F}, \mathbb{P}) \rightarrow \mathbb{R}^d$ is a random covariable, $\epsilon$ is a random term independent of $U$, and $\hat{f}$ is an unknown real link function. We propose a method to forecast $Y$ given $U$ based on quantization approach. First we quantize $U$ and $Y$. Let $\hat{U}^N$ and $\hat{Y}^N$ denote their optimal discrete approximations. We denote by $\hat{P}$ the transition matrix from $\hat{U}^N$ to $\hat{Y}^N$, that is to say, if $\gamma_N$ and $\delta_N$ are optimal $N$-grids for quantization of $U$ and $Y$,

$$\forall \hat{u} \in \gamma_N, \forall \hat{y} \in \delta_N, \hat{P} (\hat{u}, \hat{y}) = \mathbb{P}(\hat{Y}^N = \hat{y}|\hat{U}^N = \hat{u}).$$

Consider the discrete random variable $\hat{Y}^c$ such that $(\hat{U}^N, \hat{Y}^c)$ is a stopped Markov chain with transition matrix $\hat{P}$. We propose $\hat{Y}^c$ as predictor for $Y$ given $U$. Actually, for a fixed $u$, we forecast $Y = \hat{f}(u, \epsilon)$ by the conditional law of $\hat{Y}^N$ given $\hat{U}^N = \text{Proj}_{\gamma_N}(u)$. So in all the results concerning the forecast of $Y$, it will be equivalent to put $\hat{Y}^c$ or $\hat{Y}^N$. We specify in Theorem 2 below for a fixed $u$, the
discrete law of probability given by \( \tilde{P}(\text{Proj}_{\gamma_N}(u), \tilde{y}) \) on the \( N \) points \( \tilde{y} \) of the grid \( \gamma_N \), is a good approximation of the distribution of \( Y \) given \( U = u \). Knowing this distribution, we propose to use \( E[\tilde{Y}^N|U = u] \) as a predictor of \( Y \). Note that it is also easy to get conditional quantiles and a forecast interval for \( Y \) with a given confidence level.

In order to get the theoretical result, let us introduce the following assumptions:

\[
\begin{align*}
(A_1) \quad & \exists \ p \geq 1 \text{ s.t. } U, Y \in L^p, \\
(A_1') \quad & \exists \ \delta > 0 \text{ s.t. } U, Y \in L^{p+\delta}, \\
(A_2) \quad & \exists \ |\tilde{f}|_{Lip} > 0 \text{ s.t. } \forall u, v \in \mathbb{R}^d, \|\tilde{f}(u, \epsilon) - \tilde{f}(v, \epsilon)\|_p \leq |\tilde{f}|_{Lip}|u - v|, \\
(A_3) \quad & \text{The distributions of } U \text{ and } Y \text{ do not charge hyperplanes.}
\end{align*}
\]

The following theorem gives the convergence of the conditional distribution of \( Y^N \) given \( U^N \) to the conditional law of \( Y \) given \( U \) in the regression model \((\hat{f})\).

Actually, let \( \phi \) be a Lipschitz function; we show that the \( L_1 \)-norm of \( E[\phi(Y)|U] - E[\phi(Y^N)|U^N] \) is bounded by a quantity involving the \( L^p \)-errors of quantization of the variables \( Y \) and \( U \). Thanks to Theorem 1, the forecast error decreases to 0 as \( N \) approaches to infinity with rate \( N^{-1/d} \).

**Theorem 2** For all Lipschitz function \( \phi \) with Lipschitz constant \([\phi]_{Lip} \), under assumptions \((A_1 \rightarrow A_3)\), we have

\[
\|E[\phi(Y)|U] - E[\phi(Y^N)|U^N]\|_1 \leq 2[\phi]_{Lip}|\tilde{f}|_{Lip}\|U - \hat{U}^N\|_p + [\phi]_{Lip}\|Y - \hat{Y}^N\|_p.
\]

Moreover, if assumption \((A_1)\) is replaced by assumption \((A_1')\), the rate of convergence is given by

\[
\|E[\phi(Y)|U] - E[\phi(Y^N)|U^N]\|_1 = O\left(\frac{1}{N^{1/d}}\right).
\]

The proof of this theorem is deferred in the Appendix A.1.

In the next two sections, we will first estimate the linear subspace spanned by \( \beta \) in model \((\hat{f})\) using optimal quantization. Then, we combine the proposed estimator of the EDR direction with the previous forecasting approach based on optimal quantization in order to predict \( Y \) given \( X \) in regression model \((\hat{f})\).

### 3 Estimation method of the direction of \( \beta \)

Now, consider the semiparametric regression model \((\hat{f})\). Let us first remark that, since \( \beta \) and \( f \) are simultaneously unknown in this model, we can only identify the linear subspace spanned by \( \beta \). Let us also recall that \( \Gamma_N \) denotes the covariance matrix of \( E[X^N|\hat{Y}] \) where \( \hat{Y} = \text{Proj}_\gamma(Y) \) is the projection on a (non necessary optimal) grid \( \gamma \) of \( \mathbb{R} \). Let \( \hat{\beta}_N \) be a principal eigenvector of the matrix \( \Sigma^{-1}\Gamma_N \). The next result exhibited in Theorem 3 says that, for a large \( N \), the direction of \( \hat{\beta}_N \) is a good approximation of the one of \( \beta \). Actually, we also give in Theorem 4 a stronger result: there exists a sequence \((\beta_N)\) of principal eigenvectors of \( \Sigma^{-1}\Gamma_N \) which converges to \( \beta \) when the number \( N \) of quantizers of \( X \) goes to infinity. This result is due to the fact that the matrices \( \Gamma \) and \( \Gamma_N \) are very close for great \( N \) (see Lemma 4 given in Appendix A.2.).
We need the following additional assumptions which are usually assumed in SIR framework:

\((A_5)\) \(\exists \hat{y} \in \gamma, \ E[(X - \mu)'/\beta|\hat{Y} = \hat{y}] \neq 0,\)

\((A_6)\) \(X\) has an elliptically symmetric distribution.

The next two assumptions enable optimal quantization of \(X\):

\((A_7)\) \(\exists p \geq 1\) s.t. \(X \in L^p \cap L^q\) with \(\frac{1}{p} + \frac{1}{q} = 1,\)

\((A_8)\) The distribution of \(X\) does not charge hyperplanes.

\((A_9)\) \(\exists \delta > 0\) s.t. \(X \in L^p + \delta\).

The next result gives the convergence of the direction of \((\tilde{\beta}_N)\), for any sequence \((\tilde{\beta}_N)\) of principal eigenvectors of the sequence \((\Sigma^{-1}\tilde{\Gamma}_N)\) to the direction of \(\beta\) as the number of quantizer \(N\) tends to infinity. For this, we need to define

\[\cos^2(\tilde{\beta}_N, \beta) = \frac{(\tilde{\beta}_N^\prime \beta)^2}{(\beta_N^\prime \beta_N) \times (\beta^\prime \beta)}.\]

**Theorem 3** Under \((A_5\rightarrow 8)\), for any sequence \((\tilde{\beta}_N)\) of principal eigenvectors of the sequence \((\Sigma^{-1}\tilde{\Gamma}_N)\), we have

\[\cos^2(\tilde{\beta}_N, \beta) \to 1 \text{ as } N \to \infty.\]

The proof of this theorem is deferred in the Appendix A.3. For the next theorem, we recall that for \(x \in \mathbb{R}^d\), \(|x|\) denotes the Euclidean norm on \(\mathbb{R}^d\).

**Theorem 4** Under \((A_5\rightarrow 8)\), there exists a sequence of principal eigenvectors of \(\Sigma^{-1}\tilde{\Gamma}_N\) denoted by \((\beta_N)\) which converges to \(\beta\). Indeed, there exist real constants \(C_1, C_2 > 0\) such that

\[\forall N \geq C_2, \ |\beta_N - \beta| \leq \frac{2d}{C_1} \|\Sigma^{-1}\|_{\infty} \|X - \bar{X}^N\|_p \|X\|_q;\]

Moreover, under \((A_9)\), we control the rate of convergence by

\[|\beta_N - \beta| = O\left(\frac{1}{N^{1/2}}\right).\]

The proof of this theorem is deferred in the Appendix A.2.

**4 Forecasting method**

Now we mix the previous estimations to tackle the forecast of \(Y\) in the semiparametric regression model \((\Pi)\). For a given \(\beta_N\) defined in Section 3 the model

\[Y = f(\beta_N^\prime X, \epsilon)\]

is a good approximation of the initial one. So, the method to forecast \(Y\) in \((\Pi)\) when \(U = \beta_N^\prime X\) will give a good forecast of \(Y\) in model \((\Pi)\). For the asymptotics, we have to consider two parameters: the number \(N\) of quantizers of \(X\) which indexes \(\beta_N\) (see Section 3) and the number \(m\) of quantizers of \(U = \beta_N^\prime X\) and \(Y\) (see Section 2.2). We will show the forecast error tends to 0 as \(m\) and \(N\) simultaneously tend to infinity.
Using Theorem 4 there exist some $\Delta_0, C_0 > 0$ such that for all $N \geq C_0$

\[ |\beta_N - \beta| \leq \Delta_0 \|X - \hat{X}_N\|_p. \]  

(5)

We need some additional assumptions to get our asymptotic result. Let us assume that $f$ is Lipschitz and optimal quantization in $L^p$-norm for $Y$ is possible:

$(A_{10})$ \quad $\exists [f]_{Lip} > 0 \text{ s.t. } \forall u, v \in \mathbb{R}, \|f(u, \epsilon) - f(v, \epsilon)\|_p \leq [f]_{Lip}|u - v|.$

$(A_{11})$ \quad $Y \in L^{p+\delta}.$

$(A_{12})$ \quad The distribution of $Y$ does not charge hyperplanes.

We forecast $Y$ given $X$ by the random variable $\hat{Y}_c$ such that $(\hat{\beta}_N X, \hat{Y}_c)$ is a stopped Markov chain with the same transition matrix as $(\hat{\beta}_N X_m, \hat{Y}_m)$ where $\hat{\beta}_N X_m$ and $\hat{Y}_m$ are optimal (in $L^p$-norm) discrete approximations of $\beta_N X$ and $Y$ with $m$ quantizers.

**Theorem 5** Under $(A_{9} \rightarrow 12)$, for all Lipschitz function $\phi$, there exist three real numbers $A_1, A_2, A_3$, a sequence $(g_N)$ which admits a strictly positive limit and two integers $m$ and $N$ such that for all $m \geq m$ and $N \geq N$, we have

\[ \left\| E[\phi(Y) | \beta'X] - E[\phi(Y^m) | \hat{\beta}_N X^m] \right\|_1 \leq \frac{A_1}{N^{1/d}} + \frac{A_2}{m} g_N + \frac{A_3}{m}. \]

The proof of this theorem is deferred in the Appendix A.4. This theorem yields that the forecast error decreases to 0 as $N$ and $m$ go to infinity.

5 Simulation study

The aim of this simulation study is twofold. First, we are only interested in the estimation of the regression slope parameter $\beta$, next we focus on forecasting $Y$ given $X = x$ in the semiparametric regression model (1). In the first part, since only the direction of $\beta$ is identifiable in (1), we evaluate the quality of our estimator with the square cosine of the angle between the true direction $\beta$ and its estimates. The closer this square cosine is to one, the better is the estimation. For forecasting part of this study, we will compare the true conditional expectation and the true conditional variance of $Y$ given $X$ in model (1) to their estimations via sliced inverse regression and quantization. For this we need to ensure that $\beta$ and its estimates have the same norm and sign before quantizing the estimated index.

In this simulation study, we consider the following three models:

$(M_1)$ \quad $Y = (\beta'X)^3 + \epsilon$,

$(M_2)$ \quad $Y = (\beta'X)^3 + \beta'X \epsilon$,

$(M_3)$ \quad $Y = (\beta'X)^2 \exp\left(\frac{\beta'X}{\theta}\right) + \epsilon$,

where $X$ follows a $d$-dimensional normal distribution $N(0, I_d)$ and $\epsilon$ is standard normally distributed. The error term $\epsilon$ is independent of the covariable $X$. In the first (resp. second) part of the simulation study, the dimension of $X$ is $d = 10$ (resp. $d = 4$) with $\beta = (1, -1, 0, \ldots, 0)'$. The first and third models are homoscedastic while the second one is heteroscedastic. We have introduced the
parameter $\theta$ in model $(M_3)$ in order to point out the efficiency of our method even if the model is symmetric dependent. Indeed, $\theta$ controls the symmetric dependency between the index $\beta'X$ and the variable of interest $Y$. When $\theta = 1$, there is none symmetric dependency and SIR works well. Symmetric dependency appears as $\theta$ increases, it is moderate when $\theta = 5$ and strong when $\theta = 10$. In such cases, classical SIR fails to estimate the direction of $\beta$, this is a known pathological situation for SIR. Our proposed approach will appear more robust in presence of symmetric dependent model.

5.1 Estimation of the subspace spanned by $\beta$

Assume we have a sample $\{(X_i, Y_i), i = 1, \ldots, n\}$ of random variables generated by one of the three previous regression models. First the covariance matrix $\Sigma$ of $X$ is estimated by the empirical one of the $X_i$’s and is denoted by $S$. Then $X$ and $Y$ are quantized in $L^2$-norm by the usual algorithm given for example by Pagès and Printems (2003). We get the corresponding two optimal approximations $\hat{X}^N$ and $Y^m$. Finally the covariance matrix $\hat{\Gamma}_N = \text{Var}(E[\hat{X}^N|Y^m])$ is calculated.

We use two sample sizes $n = 300$ and $n = 1000$. Since the dimension of $X$ is $d = 10$, the sample size $n$ is rather small for the stochastic quantization algorithm in order to get optimal quantization grids; thus we may get some not so optimal quantization grids. To overcome this failure, we will use the idea of the pooled slicing approach introduced by Saracco (2001). Let us quantize $B$ times the variables $X$ and $Y$ with the same sample. So we get $B$ estimations $T_1, \ldots, T_B$ of $\hat{\Gamma}_N$ and we work with the mean

$$T = \frac{1}{B} \sum_{b=1}^{B} T_b.$$ 

Note that since the principal eigenvector of each $\Sigma^{-1}T_b$ is collinear to $\beta$, the principal eigenvector of $\Sigma^{-1}T$ is also collinear to $\beta$. Let us now denote by $\hat{\beta}_N$ a principal eigenvector of $S^{-1}T$. We will use this vector $\hat{\beta}_N$ as our estimate of the direction of $\beta$.

In the displayed results, we take $B = 5$ quantization grids. The numbers of quantizers for $Y$ and $X$ are respectively $m = 5$ and $N \in \{20, 30, 50, 100, 200\}$.

We generate 100 samples for each model and each sample size. For each simulated sample, we calculate the estimate $\hat{\beta}_N$ and the corresponding quality measure $\cos^2(\beta, \hat{\beta}_N)$.

We represent in Figure 1 (resp. Figure 2) the boxplots of the squared cosines according to the number $N$ of quantizers for $X$ for the various models when $n = 300$ (resp. $n = 1000$). We also compare our estimation method with the usual SIR method when the number $H$ of slices is equal to 5 (that is equal to the number $m$ of quantizers we used for $Y$ in our estimation process). Clearly we observe that when the number $N$ of quantizers increases the quality of the estimator increases too for all the models. Moreover not surprisingly when the sample size $n$ becomes bigger, the squared cosines increase toward one. One can see that the classical SIR approach works better than our proposed estimation method for models $(M_1)$, $(M_2)$ and $(M_3)$ with $\theta = 1$, that is when the underlying model favors SIR. We can however remark that the numerical performances of our estimator are close (resp. very close) to those obtained with
classical SIR when \( N = 200 \) and \( n = 300 \) (resp. \( n = 1000 \)). When a symmetric dependency appears in the regression model, our approach outperforms classical SIR: this point is more particularly obvious when \( \theta = 5 \) or 10 for model \((M_3)\) when \( n = 1000 \). Since in practice with a real dataset it is not possible to determine if the underlying regression model is symmetric dependent or not, we can expect that the use of our estimation method will provide a more robust estimation of the direction of \( \beta \) than SIR.

5.2 Forecasting

In this part, we consider samples of size \( n = 10000 \) generated from the previous semiparametric regression models where the dimension of the covariable \( X \) is equal to \( d = 4 \).

For each simulated sample, we first estimate \( \beta \) by the procedure described in the previous subsection. However we use only one quantization \((B = 1)\) for the two variables \( X \) and \( Y \) because we work here with enough data for the quantization algorithm in order to get an optimal quantization grid. To do this, we use \( N = 200 \) quantizers for \( X \) and \( m = 5 \) quantizers for \( Y \). Here we need to get an estimator \( \hat{\beta}_N \) of \( \beta \) and not only of its direction. Since we know the true slope parameter \( \beta \) in simulation, we can assume that the sign and the norm of \( \beta \) are known.

Finally, in order to estimate the conditional distribution of \( Y \) given \( X \), we quantize \( \hat{\beta}_N X \) with \( m = 100 \) quantizers and we also use \( m = 100 \) quantizers for the quantization of \( Y \) in this step. Then we get the law of \( \hat{Y}^m \) given \( \hat{\beta}_N X^m \). Now we can estimate the conditional expectation and the conditional variance of \( Y \) given \( X \) by the ones of \( \hat{Y}^m \) given \( \hat{\beta}_N X^m \).

In Table 1 (resp. 2), we present some estimation results of the conditional expectation and the conditional variance of \( Y \) given \( X = (0.5, -0.5, 1, 0)' \) (resp. given \( X = (-1/3, 0.5, 1, 1)' \)). For each model, we compare our estimations with the true values of the conditional expectation and the conditional variance, and we evaluate the corresponding relative error. One can see that the estimated values obtained with our proposed method are very close to the true ones for the conditional expectation as well as for the conditional variance whatever the model is. The relative errors (in absolute value) are lower than 16% for most of the models.

Finally, we generate ten values \( x_j \) from a uniform law on \([-2, 2]^4\). For each value \( x_j \) and for each model, we estimate the conditional expectation and the conditional variance of \( Y \) given \( X = x_j \). Figure 3 gives the two boxplot of the relative error of these conditional moments for model \((M_3)\) with \( \theta = 5 \). One can observe that our estimation procedure provides reasonable values for these relative errors. We obtain very similar results (not given here) for the other models.

In this subsection, we only focus on the first two conditional moments of \( Y \) given \( X \). However, with the proposed approach, it is straightforward to make forecasting by using the conditional median for instance. In the same spirit, it is possible to estimate conditional quantiles (5% and 95% conditional quantiles) in order to provide the 90% predictive interval.
6 Concluding remarks

We have presented a method using the probabilistic tool of quantization in order to tackle both the problem of the estimation of the EDR direction and the forecasting of $Y$ given $X$ by its conditional law in the semiparametric regression model (1). We proved the convergence of our estimators and gave their rate of convergence. To our knowledge, using of optimal quantization in nonparametric or semiparametric statistics is new and forecasting the variable of interest by its conditional distribution with this kind of approach is original. The simulation studies give good results for large samples ($n = 1000$) and in this case, the performance is comparable to the one of the SIR method. It is even better when a symmetric dependency appears in the regression model. In practice with a real dataset, we do not know if the underlying regression model is symmetric dependent or not, so we can expect that using of our estimation method will provide a more robust estimation of the direction of $\beta$ than SIR.
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Figure 1 – Boxplots of the square cosines in the estimation of the regression parameter $\beta$ with $n = 300$
Figure 2 – Boxplots of the square cosines in the estimation of the regression parameter $\beta$ with $n = 1000$
### Conditional expectation

|                      | Model ($\mathcal{M}_1$) | Model ($\mathcal{M}_2$) | Model ($\mathcal{M}_3$) with $\theta = 1$ | Model ($\mathcal{M}_3$) with $\theta = 5$ | Model ($\mathcal{M}_3$) with $\theta = 10$ |
|----------------------|--------------------------|--------------------------|--------------------------------------------|--------------------------------------------|--------------------------------------------|
| true value           | 1                        | 1                        | 2.72                                       | 1.22                                       | 1.11                                       |
| estimation           | 1.07                     | 0.84                     | 2.56                                       | 1.02                                       | 1.11                                       |
| relative error       | 0.07                     | -0.16                    | -0.06                                      | -0.16                                      | 0.00                                       |

### Conditional variance

|                      | Model ($\mathcal{M}_1$) | Model ($\mathcal{M}_2$) | Model ($\mathcal{M}_3$) with $\theta = 1$ | Model ($\mathcal{M}_3$) with $\theta = 5$ | Model ($\mathcal{M}_3$) with $\theta = 10$ |
|----------------------|--------------------------|--------------------------|--------------------------------------------|--------------------------------------------|--------------------------------------------|
| true value           | 1                        | 1                        | 1                                          | 1                                          | 1                                          |
| estimation           | 1.01                     | 0.92                     | 1.14                                       | 1.05                                       | 1.07                                       |
| relative error       | 0.01                     | -0.08                    | 0.14                                       | 0.05                                       | 0.07                                       |

Table 1 – Forecasting of $Y$ given $X = (0.5, -0.5, 1, 0)'$

### Conditional expectation

|                      | Model ($\mathcal{M}_1$) | Model ($\mathcal{M}_2$) | Model ($\mathcal{M}_3$) with $\theta = 1$ | Model ($\mathcal{M}_3$) with $\theta = 5$ | Model ($\mathcal{M}_3$) with $\theta = 10$ |
|----------------------|--------------------------|--------------------------|--------------------------------------------|--------------------------------------------|--------------------------------------------|
| true value           | -0.56                    | -0.58                    | 0.30                                       | 0.59                                       | 0.64                                       |
| estimation           | -0.64                    | -0.51                    | 0.52                                       | 0.80                                       | 0.61                                       |
| relative error       | 0.11                     | 0.12                     | 0.71                                       | 0.36                                       | -0.05                                      |

### Conditional variance

|                      | Model ($\mathcal{M}_1$) | Model ($\mathcal{M}_2$) | Model ($\mathcal{M}_3$) with $\theta = 1$ | Model ($\mathcal{M}_3$) with $\theta = 5$ | Model ($\mathcal{M}_3$) with $\theta = 10$ |
|----------------------|--------------------------|--------------------------|--------------------------------------------|--------------------------------------------|--------------------------------------------|
| true value           | 1                        | 0.69                     | 1                                          | 1                                          | 1                                          |
| estimation           | 1.01                     | 0.80                     | 0.77                                       | 1.01                                       | 1.09                                       |
| relative error       | 0.01                     | 0.15                     | -0.23                                      | 0.01                                       | 0.09                                       |

Table 2 – Forecasting of $Y$ given $X = (-1/3, 0.5, 1, 1)'$
A Proofs

A.1 Proof of Theorem 2

Let us define $F(u) = \mathbb{E}[\phi(Y)|U = u]$ and $\hat{F}(\hat{u}) = \mathbb{E}[\phi(\hat{Y})|\hat{U} = \hat{u}]$. By triangle inequality, we have

$$\|F(U) - \hat{F}(\hat{U})\|_p \leq \|F(U) - F(\hat{U})\|_p + \|F(\hat{U}) - \mathbb{E}[\phi(Y)|\hat{U}]\|_p + \|\mathbb{E}[\phi(Y)|\hat{U}] - \hat{F}(\hat{U})\|_p.$$  

Furthermore, using Lipschitz property of $\phi$ and $\tilde{f}$ and the independance between $U$ and $\epsilon$, we have

$$\forall u, v \in \mathbb{R}^d, |F(u) - F(v)| \leq [\phi]_{Lip}[\tilde{f}]_{Lip}|u - v|.$$  

Then by $L^p$-contraction property of conditional expectation, we get

$$\|F(\hat{U}) - \mathbb{E}[\phi(Y)|\hat{U}]\|_p \leq \|F(U) - F(\hat{U})\|_p \leq [\phi]_{Lip}[\tilde{f}]_{Lip}\|U - \hat{U}\|_p.$$  

Moreover since $\hat{F}(\hat{U}) - \mathbb{E}[\phi(Y)|\hat{U}] = \mathbb{E}[\phi(\hat{Y}) - \phi(Y)|\hat{U}]$, thus using again $L^p$-contraction property of conditional expectation and Lipschitz property of $\phi$, we obtain :

$$\|\hat{F}(\hat{U}) - \mathbb{E}[\phi(Y)|\hat{U}]\|_p \leq \|\phi(Y) - \phi(\hat{Y})\|_p \leq [\phi]_{Lip}\|Y - \hat{Y}\|_p.$$  

This yields the expected inequality. $\square$

A.2 Proof of Theorem 4

Before proving Theorem 4, we first give in Lemma 6 a useful bound of the distance between $\Gamma$ and $\tilde{\Gamma}_N$.

**Lemma 6** Under $(A_{5 \rightarrow 10})$, we have $\|\Gamma - \tilde{\Gamma}_N\|_\infty \leq 2d\|X - \tilde{X}_N\|_p\|X\|_q$. 

**Figure 3** – Relative error in the estimation of the conditional expectation and variance
Proof Let $A_N = \hat{\Gamma} - \Gamma_N$. We control all the terms of this symmetric matrix hereafter.

- **Study of the diagonal terms.** For all $1 \leq i \leq d$, we have

  $$A_N(i, i) = \text{Var}[E[X|\hat{Y}_i]] - \text{Var}[E[X|\hat{X}^N|\hat{Y}_i]]$$

  $$= E[E[X|\hat{Y}_i]^2] - E[X]^2 - E[E[X|\hat{X}^N|\hat{Y}_i]^2] + E[X^2].$$

  Using the stationary property (2), we obtain

  $$A_N(i, i) = E[E[X|\hat{Y}_i]^2] - E[E[X|\hat{X}^N|\hat{Y}_i]^2]$$

  $$= E\left[ (E[X|\hat{Y}_i] - E[E[X|\hat{X}^N|\hat{Y}_i]]) (E[X|\hat{Y}_i] + E[E[X|\hat{X}^N|\hat{Y}_i]]) \right].$$

  By Hölder inequality, $L^p$ and $L^q$-contraction property of conditional expectation and stationary property (2), we get

  $$|A_N(i, i)| \leq \|E[X - \hat{X}^N|\hat{Y}_i]\|_p \|E[X + \hat{X}^N|\hat{Y}_i]\|_q$$

  $$\leq \|(X - \hat{X}^N)_i\|_p \|(X + \hat{X}^N)|_q$$

  $$\leq \|X - \hat{X}^N\|_p (\|X\|_q + \|\hat{X}^N\|_q)$$

  $$\leq 2\|X - \hat{X}^N\|_p \|X\|_q.$$  

- **Study of the non-diagonal terms.** For all $(i, j) \in \{1, \ldots, d\}^2$ such that $i \neq j$, we have

  $$A_N(i, j) = \text{Cov}[E[X|\hat{Y}_i], E[X|\hat{Y}_j]] - \text{Cov}[E[X|\hat{X}^N|\hat{Y}_i], E[X|\hat{X}^N|\hat{Y}_j]]$$

  $$= E[E[X|\hat{Y}_i]E[X|\hat{Y}_j] - E[E[X|\hat{X}^N|\hat{Y}_i]E[X|\hat{X}^N|\hat{Y}_j]]$$

  $$= E\left[ \left( E[X|\hat{Y}_i] - E[E[X|\hat{X}^N|\hat{Y}_i] \right) \left( E[X|\hat{Y}_j] + E[E[X|\hat{X}^N|\hat{Y}_j]] \right) \right]$$

  $$+ E\left[ \left( E[E[X|\hat{X}^N|\hat{Y}_i]]E[X|\hat{Y}_j] \right) \left( E[X|\hat{Y}_i] + E[E[X|\hat{X}^N|\hat{Y}_i]] \right) \right].$$

  By symmetry, we also have

  $$A_N(i, j) = E\left[ \left( E[X|\hat{Y}_j] - E[E[X|\hat{X}^N|\hat{Y}_j]] \right) \left( E[X|\hat{Y}_i] + E[E[X|\hat{X}^N|\hat{Y}_i]] \right) \right]$$

  $$+ E\left[ \left( E[E[X|\hat{X}^N|\hat{Y}_j]]E[X|\hat{Y}_i] \right) \left( E[X|\hat{Y}_j] + E[E[X|\hat{X}^N|\hat{Y}_j]] \right) \right].$$

  Then summing the two latest formulae, we get

  $$2A_N(i, j) = E\left[ \left( E[X|\hat{Y}_j] - E[E[X|\hat{X}^N|\hat{Y}_j]] \right) \left( E[X|\hat{Y}_i] + E[E[X|\hat{X}^N|\hat{Y}_i]] \right) \right]$$

  $$+ E\left[ \left( E[E[X|\hat{X}^N|\hat{Y}_j]]E[X|\hat{Y}_i] \right) \left( E[X|\hat{Y}_j] + E[E[X|\hat{X}^N|\hat{Y}_j]] \right) \right].$$

  As for diagonal terms, by Hölder inequality and $L^p$ and $L^q$-contraction property of conditional expectation, we obtain

  $$|A_N(i, j)| \leq 2\|X - \hat{X}^N\|_p \|X\|_q.$$  

  Finally, we obtain

  $$\|A_N\|_\infty = \max_{1 \leq i \leq d} \sum_{j=1}^d |A_N(i, j)| \leq 2d\|X - \hat{X}^N\|_p \|X\|_q,$$

  and the proof of the lemma is complete. □
Lemma 6 yields that the eigenvalues of $\Sigma^{-1}\hat{\Gamma}_N$ tend to the eigenvalues of $\Sigma^{-1}\hat{\Gamma}$ as $N$ goes to infinity. Particularly, if $\hat{\rho}$ and $\hat{\rho}_N$ denote the principal eigenvalue of $\Sigma^{-1}\hat{\Gamma}$ and $\Sigma^{-1}\hat{\Gamma}_N$, we have

$$\hat{\rho}_N \to \hat{\rho} > 0 \text{ as } N \to \infty.$$  

Consider $z_N$ the principal eigenvector of norm 1 of $\Sigma^{-1}\hat{\Gamma}_N$ such that $z_N = \alpha_N \beta + z_N^\perp$ where $z_N^\perp \perp \beta$ and $\alpha_N \geq 0$. Thus we have

$$\hat{\rho}_N z_N = \Sigma^{-1}\hat{\Gamma}_N z_N = \Sigma^{-1}\{(\hat{\Gamma}_N - \hat{\Gamma})z_N + \hat{\Gamma}(\alpha_N \beta + z_N^\perp)\}.$$  

From SIR theory, the rank of $\hat{\Sigma}$ is 1 and $\beta$ is a principal eigenvector of $\Sigma^{-1}\hat{\Gamma}$. Thus the kernel of $\Sigma^{-1}\hat{\Gamma}$ is $(d-1)$-dimensional and contains $z_N^\perp$. Consequently, we get $\hat{\rho}_N z_N = \alpha_N \hat{\rho} \beta = \Sigma^{-1}(\hat{\Gamma}_N - \hat{\Gamma})z_N$. Now, let us show that the sequence $(\alpha_N)_{N \geq 1}$ has a strictly positive limit. We have

$$|\hat{\rho}_N z_N - \alpha_N \hat{\rho} \beta| \leq \|\Sigma^{-1}\|_\infty \|\hat{\Gamma}_N - \hat{\Gamma}\|_\infty \to 0 \text{ as } N \to \infty.$$  

Since $(\hat{\rho}_N)$ has a nonzero limit and $\hat{x}_N$ is norm 1 for any $N$, we have $\lim_{N \to \infty} \alpha_N = \frac{1}{|\beta|}$. Let $N_1$ be an integer such that for all $N \geq N_1$, $\alpha_N > 0$. Let $C = \min_{N \geq N_1} \alpha_N$. Moreover for all $N \geq N_1$, let $\beta_N = \frac{z_N}{\alpha_N} \hat{\rho} \beta$. Thus for all $N \geq N_1$, we have

$$|\beta_N - \beta| \leq \frac{1}{C} \|\Sigma^{-1}\|_\infty \|\hat{\Gamma}_N - \hat{\Gamma}\|_\infty.$$  

Thanks to Lemma 6 and Theorem 1, we obtain the expected result. \qed

A.3 Proof of Theorem 3

Let us consider the sequence $(\beta_N)$ defined in the previous proof. Then for all $N \geq N_1$, there exists some $\lambda_N$ such that $\hat{\beta}_N = \lambda_N \beta_N$ and

$$\cos^2(\hat{\beta}_N, \beta) = \cos^2(\beta_N, \beta) = \left(\frac{\hat{\rho}_N}{\hat{\rho}}\right)^2 \frac{|\beta|^2}{|\beta_N|^2} \to 1 \text{ as } N \to \infty. \qed$$

A.4 Proof of Theorem 5

Let $Y_N = f(\beta_N X, \epsilon)$ and let $\hat{Y}_N^m$ be its projection on an optimal $m$-grid in $L^p$-norm. First, we show that the forecast error is smaller than a sum of four terms given in Lemma 7. Then we control each term to complete the proof.

Lemma 7 For any Lipschitz function $\phi$, we have, for all $N$ and $m$,

$$\left\| E[\phi(Y)|\beta' X] - E[\phi(\hat{Y}_N^m)|\beta N \hat{X}_N^m] \right\|_1 \leq 4|f|_{Lip}[\phi]_{Lip}|X|_p |\beta - \beta_N| + 2|\phi|_{Lip} \|\hat{Y}_N - \hat{Y}_N^m\|_p + 2|f|_{Lip}[\phi]_{Lip} \|\beta_N X - \beta N \hat{X}_N^m\|_p + |\phi|_{Lip} \|Y - \hat{Y}_N^m\|_p.$$
Proof Let $V = \beta'X$, $V_N = \beta'_N X$ and $F(v) = \mathbb{E}[\phi(Y)|V = v]$. Thus, forecast error can be written this way:

$$
\mathbb{E}[\phi(Y)|\beta'X] - \mathbb{E}\left[\phi(\hat{Y}^m)|\beta'_N X^m\right] = F(V) - F(V_N) + F(V_N) - \mathbb{E}[\phi(Y)|\beta'_N X] + \mathbb{E}[\phi(Y)|\beta'_N X] - \mathbb{E}\left[\phi(Y_N)|\beta'_N X\right] + \mathbb{E}\left[\phi(Y_N)|\beta'_N X\right] - \mathbb{E}\left[\phi(Y_N)|\beta'_N X^m\right] + \mathbb{E}\left[\phi(Y_N)|\beta'_N X^m\right] - \mathbb{E}[\phi(Y)|\beta'_N X^m].
$$

We will provide a majorant for each term in $L^p$-norm.
For the first one, we get

$$
\|F(V) - F(V_N)\|_p \leq [\phi]_{Lip(f)} \|V - V_N\|_p \leq [\phi]_{Lip(f)} \|X\|_p |\beta - \beta_N|.
$$

For the second term, since $\sigma(\beta'_N X) \subset \sigma(X)$, we have

$$
F(V_N) - \mathbb{E}[\phi(Y)|\beta'_N X] = \mathbb{E}\left[F(V_N) - \mathbb{E}[\phi(Y)|X]|\beta'_N X\right].
$$

Since $\mathbb{E}[\phi(Y)|X] = \mathbb{E}[\phi(Y)|\beta'_N X] = F(V)$ from model assumption, we obtain by $L^p$-contraction property of conditional expectation:

$$
\|F(V_N) - \mathbb{E}[\phi(Y)|\beta'_N X]\|_p \leq \|F(V_N) - F(V)\|_p \leq [\phi]_{Lip(f)} \|X\|_p |\beta - \beta_N|.
$$

For the third term, we get

$$
\|\mathbb{E}[\phi(Y)|\beta'_N X] - \mathbb{E}[\phi(Y_N)|\beta'_N X]\|_p \leq \|\phi(Y) - \phi(Y_N)\|_p \leq [\phi]_{Lip(f)} \|X\|_p |\beta - \beta_N|.
$$

For the fourth term, we apply Theorem 2 to $Y_N = f(\beta'_N X, \epsilon)$ and we obtain:

$$
\|\mathbb{E}[\phi(Y_N)|\beta'_N X] - \mathbb{E}\left[\phi(\hat{Y}^m_N)|\beta'_N X^m\right]\|_p \leq 2[\phi]_{Lip(f)} \|\beta_N X - \beta'_N X^m\|_p + [\phi]_{Lip} \|Y_N - \hat{Y}^m_N\|_p.
$$

For the fifth term, we have

$$
\|\mathbb{E}\left[\phi(\hat{Y}^m_N)|\beta'_N X^m\right] - \mathbb{E}\left[\phi(Y_N)|\beta'_N X^m\right]\|_p \leq \|\phi(Y_N) - \phi(\hat{Y}^m_N)\|_p \leq [\phi]_{Lip} \|Y_N - \hat{Y}^m_N\|_p.
$$

Finally for the last term, we obtain

$$
\|\mathbb{E}[\phi(Y_N)|\beta'_N X^m] - \mathbb{E}[\phi(Y)|\beta'_N X^m]\|_p \leq \|\phi(Y_N) - \phi(Y)\|_p + \|\phi(Y) - \phi(\hat{Y}^m)\|_p \leq [\phi]_{Lip} \|Y_N - Y\|_p + [\phi]_{Lip} \|Y - Y^m\|_p \leq [\phi]_{Lip(f)} \|X\|_p |\beta - \beta_N| + [\phi]_{Lip} \|Y - \hat{Y}^m\|_p.
$$

Summing these six inequalities yields the expected result. \(\square\)
The rest of the proof of Theorem 5 splits into four parts.

(i) Using (5) and Theorem 1 since $\|X\|_{p+\delta} < \infty$, there exist $D_1, D_2, D_3$ such that $\forall N \geq \max(C_0, D_3)$, we have

$$|\beta - \beta_N| \leq \frac{\Delta_0}{N^{1/d}} \left\{ D_1 \|X\|_{p+\delta} + D_2 \right\}^{1/p}. \quad (6)$$

(ii) Using Theorem 1 again, there exist $C_1, C_2, C_3$ such that $\forall m \geq C_3$, we have

$$\|Y_N - \hat{Y}_N^m\|_p \leq \frac{1}{m} \left\{ C_1 \|Y_N\|_{p+\delta} + C_2 \right\}^{1/p}.$$  

By triangle inequality, we get

$$\|Y_N\|_{p+\delta} \leq \|Y\|_{p+\delta} + \|Y - Y_N\|_{p+\delta} \leq \|Y\|_{p+\delta} + \|f\|_{\text{Lip}} \|X\|_{p+\delta} |\beta - \beta_N|.$$

Finally

$$\|Y_N\|_{p+\delta} \leq \left\{ C_1 \left( \frac{\Delta_1 \Delta_2}{N^{1/d}} + \|Y\|_{p+\delta} \right) + C_2 \right\}^{1/p}.$$

(iii) Using Theorem 1 again, there exist $C'_1, C'_2, C'_3 > 0$ such that $\forall m \geq C'_3$,

$$\|\beta_N'X - \hat{\beta}_N'X^m\|_p \leq \frac{1}{m} \left\{ C'_1 \|\beta_N'X\|_{p+\delta} + C_2 \right\}^{1/p} \leq \frac{1}{m} \left\{ C'_1 \|\beta_N'\|_p \|X\|_{p+\delta} + C_2 \right\}^{1/p}.$$  

By (9) we get

$$\forall N \geq C_0, \quad |\beta_N| \leq |\beta| + \Delta_0 \|X - \hat{X}_N\|_p.$$  

Using (8), we have $\forall N \geq \max(C_0, D_3)$,

$$\|\beta_N'X - \hat{\beta}_N'X^m\|_p \leq \frac{1}{m} \left\{ C'_1 \|X\|_{p+\delta} \left( \frac{\Delta_0 \Delta_2}{N^{1/d}} + |\beta| \right) + C_2 \right\}^{1/p}.$$  

(iv) Using Theorem 1 again, there exist $C''_1, C''_2, C''_3$ such that thanks to $Y \in L^{p+\delta}$, for all $m \geq C''_3$, we have

$$\|Y - \hat{Y}^m\|_p \leq \frac{1}{m} \left\{ C''_1 \|Y\|_{p+\delta} + C_2 \right\}^{1/p}.$$
Plugging (6), (7), (8) and (9) in the inequality of Lemma 7 we have \( \forall m \geq \max(C_3, C_3', C_3'') \) and \( \forall N \geq \max(C_0, D_3) \),

\[
\left\| \mathbb{E}[\phi(Y)|\beta'X] - \mathbb{E}[\phi(\hat{Y}^m)|\bar{\beta}_N X^m] \right\|_1 \leq \frac{1}{N^1/d} \left\{ f_{Lip}[\phi] L_{Lip} X_0 D_1 ||X||^p + \frac{\Delta_2}{N^1/d} + D_2 \right\}^{1/p} + \frac{1}{m} 2f_{Lip}[\phi] L_{Lip} \left\{ C_1 \left( \frac{\Delta_1 \Delta_2}{N^1/d} + ||Y||^p + \frac{\Delta_2}{N^1/d} \right) + C_2 \right\}^{1/p} + \frac{1}{m} 2f_{Lip}[\phi] L_{Lip} \left\{ C_1' ||X||^p + \frac{\Delta_1 \Delta_2}{N^1/d} + ||Y||^p + \frac{\Delta_2}{N^1/d} \right\}^{1/p} + \frac{1}{m} \left\{ C_1'' ||Y||^p + C_2'' \right\}^{1/p}.
\]

This achieves the proof. □

**Bibliography**

[1] V. Bally, G Pagès, and J. Printems. A quantization tree method for pricing and hedging multidimensional American options. *Math. Finance*, 15(1) :119–168, 2005.

[2] R. D. Cook. Principal hessian directions revisited. *JASA*, 93(441) :84–94, 1998.

[3] R. D. Cook. Save : A method for dimension reduction and graphics in regression. *Com in Stat - Theory Methods*, 29 :2109–2121, 2000.

[4] B. de Saporta, F. Dufour, C. Elegbede, and H. Zhang. Arrêt optimal pour la maintenance prédictive. In *Proceedings of λµ*, La Rochelle, France, 2010.

[5] B. de Saporta, F. Dufour, and K. Gonzales. Numerical method for optimal stopping of piecewise deterministic processes. *Ann. Appl. Probab.*, 20(5) :1607–1637, 2010.

[6] N. Duan and K.-C. Li. Slicing regression : a link-free regression method. *Ann. Appl. Stat.*, 19(2) :505–530, 1991.

[7] A. Gannoun, S. Girard, C. Guinot, and J. Saracco. Sliced inverse regression in reference curves estimation. *Computational Statistics and Data Analysis*, 46(1) :103–122, 2004.

[8] S. Graph and H. Luschgy. *Foundations of quantization for random vectors*, volume 1730 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 2000.

[9] G. Pagès. A space quantization method for numerical integration. *J. Comput. Appl. Math.*, 89(1) :1–38, 1998.

[10] G. Pagès and H. Pham. Optimal quantization methods for nonlinear filtering with discrete-time observations. *Bernoulli*, 11(5) :893–932, 2005.

[11] G. Pagès, H. Pham, and J. Printems. An optimal Markovian quantization algorithm for multi-dimensional stochastic control problems. *Stoch. Dyn.*, 4(4) :501–545, 2004.
[12] G. Pagès, H. Pham, and J. Printems. Optimal quantization methods and applications to numerical problems in finance. In Handbook of computational and numerical methods in finance, pages 253–297. Birkhäuser Boston, Boston, MA, 2004.

[13] J.N. Pierce. Asymptotic quantizing error for unbounded random variables. IEEE Trans. Inform. Theory, 16:101–112, 1970.

[14] J. Saracco. Pooled slicing methods versus slicing methods. Com in Stat - Simulation Computation, 30(3):489–511, 2001.

[15] P.L Zador. Development and evaluation of procedures for quantizing multivariate distributions. PhD thesis, Stanford University, Stanford, CA 94305, 1963.