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Abstract
Obtaining insights about the dynamics of urban structure is crucial to the framing of the context within the smart city. This paper focuses on urban areas of interest (UAOI), a concept that provides functional definitions of a city’s spatial structure. Traditional sources of social data can rarely capture these aspects at scale while spatial information on the city alone does not capture how the population values different parts of the city and in different ways. Hence, we leverage volunteered geographic information (VGI) to overcome some of the limits of traditional sources in providing urban structural and functional insights. We use a special type of VGI—metadata from geotagged Flickr images—to identify UAOIs and exploit their temporal and spatial attributes. To do this, we propose a methodological strategy that combines hierarchical density-based spatial clustering for applications with noise and the ‘α-shape’ algorithm to quantify the dynamics of UAOIs in Inner London for a period 2013–2015 and develop an innovative visualisation of UAOI profiles from which UAOI dynamics can be explored. Our results expand and improve upon the previous literature on this topic and provide a useful reference for urban practitioners who might wish to include more timely information when making decisions.
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1 Introduction

The rapid growth of urban populations across the globe is resulting in new kinds of technical, physical, material and social challenges and constraints (Chourabi et al. 2012). With the aim of tackling such issues, how to make a city ‘smart’ has become a significant strategy in many developed and developing regions of the world. Although there is no standard definition of the smart city, common characteristics can be summarised as an integrated system connecting digital technologies, critical infrastructures and citizens, to plan, govern and manage a city in order to improve its sustainability, optimise processes and maximise the provision of collective public and private services (Harrison et al. 2010; Washburn et al. 2010; Batty 2017). Integral to the operationalisation of a smart city, it is often of relevance to obtain timely insights into the dynamics of urban population at a temporal granularity finer than that of traditional surveys, which can be enhanced by or provided through digital technologies.

It is within this context that the present paper engages with the concept of urban areas of interest (UAOI), which refers to parts of the urban built environment that can be delineated in their extent through the clustering of human activity. Such areas may contain business zones, tourist attractions, iconic landmarks, recreational zones or other attractors (Hu et al. 2015). The notion of a UAOI is, therefore, a combination of morphological features including buildings and streets, and ‘points of interest’, as defined by the relevance the population concedes specific parts of cities. As such, a UAOI can be viewed as a perceptual space, which is captured by the social morphology of the city, albeit rooted in physical space (Crooks et al. 2016). Accordingly, a UAOI should emerge from the activities of a large collective of different people to avoid very individual conceptions. Furthermore, such definitions are complex, as unlike well-defined geographic divisions or administrative districts, the delineation of a UAOI may vary between people in different contexts, ages and cultures.

Identifying and understanding UAOIs has applications in multiple fields. For spatial planning, they may assist in identifying areas with greater public priority in the context of limited resource availability (Gandy 2006). For retailing, they can help identify areas where people cluster, and how these have evolved over time, which might aid in store location or for targeting advertisements more effectively. For transport planning, they may help prioritise traffic flows or the provision of public transport; for statistical agencies, they may provide useful reference distributions in comparison with official geographical divisions.

The challenge of defining UAOIs over time resides in the need for granular spatiotemporal data recorded within cities. Although traditional data sources used in urban studies, such as remotely sensed data, have a lengthy history of application and can be used to characterise urban morphology, they do not capture human dynamics beyond expansion or contraction of the built form. Alternatively, survey or census data might be utilised to inform the discovery of UAOIs, but these are usually costly to administer and may be of limited temporal granularity (Shi et al. 2014; Tasse and Hong 2014). A third alternative has emerged in the last few years. Several new forms of digital data
derived from urban activity through passive or active forms of data collection capture urban form and/or social functional geography (Arribas-Bel 2014; Crooks et al. 2016). Such data are referred to as volunteered geographic information (VGI; Goodchild 2007), which includes the use of digital devices by communities or individuals to create, accumulate, upload and communicate geographic information, typically through contemporary web technology. Commonly designated as VGI is a variety of content from social media networks, which often support geolocation of assets and include networks such as Twitter, Facebook, Flickr and Instagram. Data derived from these networks have been used in a variety of contexts to explore spatial, temporal and even semantic information about human activities (Jiang et al. 2015; Lansley and Longley 2016; Lloyd and Cheshire 2017; Gao et al. 2017).

In this paper, we examine the potential of data derived from the online photograph management and sharing website Flickr to extract and understand urban areas of interest. Although there are inherent biases associated with geotagged Flickr data, a number of studies have utilised these data effectively to explore various issues within urban contexts (Hollenstein and Purves 2010; Lee et al. 2014; Hu et al. 2015; Gao et al. 2017). Flickr offers an attractive proposition as a data source for a number of reasons. The scale of the Flickr network is extensive and, as of 2016, Flickr had 122 million users with more than 10 billion images shared, demonstrating a large degree of penetration (Smith 2016). Secondly, the metadata of each Flickr photograph is available through its public application programming interface, which can be retrieved back to 2004, making it possible to consider the temporal dimension of imagery. These features are in contrast to other sources of VGI from social networks, which have rather limited data retrieval limits (e.g. Foursquare only allows 1 month; Foursquare for Developer 2017). Finally, studies have suggested that Flickr photographs, in most cases, are taken in the urban built environment, and as such, enhance their suitability as a source to identify UAOIs (Crandall et al. 2009; Hollenstein and Purves 2010).

Our goal is, therefore, to present a new method of extracting UAOIs and to provide new insights about their fine-grained spatiotemporal evolution and characteristics. We used geotagged Flickr data from three recent years (2013–2015) and have focused particularly on the seasonal variability of the UAOIs. A recent hierarchical algorithm was used to extract clusters, reducing many of the drawbacks of traditional, previously used and density-based methods. An ‘α-shape’ algorithm was then utilised to construct boundaries identifying the UAOI extents. Once built, we conduct further analysis on the spatial and temporal patterns associated with the identified UAOIs and propose an approach to build a spatiotemporal profile for each UAOI.

The structure of this paper is organised as follows. The next section discusses related work about points of interest and areas of interest, as well as techniques for analysis of geotagged photograph data. Section 3 describes the data collection, data bias and pre-processing stages. Section 4, the core of the paper, proposes a methodological framework to extract and understand UAOIs, including an approach to validate the number of Flickr users in the extracted UAOIs. This is followed by a discussion of the spatiotemporal dynamics of the identified UAOIs. Finally, Sect. 6 concludes the paper and suggests future extensions to this research.
2 Literature review

There is a growing body of research that uses geotagged photographs, which have examined both the attributes contained within the metadata and the image itself. Most studies have focused on exploring landmark detection involving travel route recommendations, which generally integrate some aspect of movement/trajectory analysis (Zheng et al. 2012; Sun et al. 2015). Alternative approaches examine geotagged photographs to address the question of where and when events take place (Rattenbury et al. 2007; Kisilevich et al. 2010b; Papadopoulos et al. 2011). There is also further work that combines both image analyses with exploration of the metadata, and applies it across a range of topics including detecting cultural differences (Yanai et al. 2009), land cover classification and validation (Antoniou et al. 2016) and definition of significant places on the basis of people’s interaction with their surroundings (Li and Goodchild 2012).

The most prevalent use of how geotagged social media are used to extract points of interest are based upon exploiting the locational aspect of semantics (e.g. crowdsourced tagging). For example, Crandall et al. (2009) presented techniques that can automatically identify popular places through representative images and textual labels from Flickr. Lee et al. (2014) proposed a framework to extract points of interest and their agglomerations from geotagged photographs. Andrienko and Andrienko (2013) extended such work through the additional consideration of the time of geotagged social media through a number of space–time visual analytic approaches. Other related work has extended the use of similar analysis techniques to include the exploration of attractive regions. For example, Kisilevich et al. (2010a) proposed a systematic framework for the exploration of points of interest obtained from Flickr and Panoramio, utilising a convex hull to create boundaries of concentrated areas for visualisation. Hollenstein and Purves (2010) also linked the derivation of data-driven density surfaces to the extraction of urban boundaries; this was extended by Li et al. (2013) who constructed spatial boundaries using kernel density estimation, which was utilised to approximate the number of place occurrences per unit area. In some sense, a generality between all of these was an aim of creating clusters of geotagged data. However, with limited exception, this line of inquiry has rarely focused on spatiotemporal changes, and acutely so over a multi-year period. Furthermore, although the popular non-parametric density estimation technique—kernel density estimation (KDE)—has examples of use to construct and visualise attractive aggregations of points of interest, this approach is not designed to delineate specific boundary lines of clusters, a valuable and necessary feature when identifying areas of interest.

One alternative to KDE is density-based clustering algorithms. This family of techniques has more recently been applied to identify points of interest or attractive areas (Kisilevich et al. 2010a, b; Lee et al. 2014; Andrienko and Andrienko 2013; Gao et al. 2017). The most widely used approach in this category is DBSCAN (density-based spatial clustering for applications with noise, Ester et al. 1996), which involves two parameters: the search radius (epsilon) and the minimum number of points (MinPts). Once both are specified, the algorithm identifies clusters of at least MinPts observations using epsilon as the maximum distance for the neighbour
search. However, both parameters need to be finely tuned, typically requiring manual experimentation in both cases before an appropriate value can be selected. In addition, DBSCAN only uses a global (single) density threshold to extract a flat partition, which fails to distinguish clusters of different densities. The OPTICS (ordering points to identify the clustering structure, Ankerst et al. 1999) algorithm presents an improvement to DBSCAN as it only requires the MinPts parameter to be specified while also producing a hierarchical result. However, this approach still relies on a global density threshold, which is unable to find the most significant clusters based on different density levels (Campello et al. 2013).

A recent application of DBSCAN with particular relevance to this paper was proposed by Hu et al. (2015), who presented a methodological approach that extracts UAOIs for six cities based on 10 years’ worth of geotagged Flickr photographs. Building on this work, our research provides new insights into spatiotemporal changes in UAOIs by proposing a number of extensions. First, we focus on finer temporal scales, which allows us to consider seasonal variability. We demonstrate that this degree of resolution matters because it can capture seasonal UAOIs that emerge and disappear rapidly. Secondly, in terms of UAOI discovery, we introduce a more advanced method (Campello et al. 2013) than DBSCAN called hierarchical density-based spatial clustering for applications with noise (HDBSCAN) for extracting UAOIs. As discussed later in the methodological framework section, this approach overcomes some of the main drawbacks of other density-based clustering methods. Third, we propose the creation of spatiotemporal profiles based on small-scale geographic areas and use these to quantify the characteristics of spatiotemporal change in the UAOIs.

3 Data

3.1 Data description

Greater London was used as the study area because the regional boundaries contain a very large volume of geotagged photographs. Flickr data can be retrieved and downloaded using a public application programming interface (API, https://www.flickr.com/services/api/) through the Python interface (Stüvel 2016). Among the 10 billion images shared on Flickr, 3.33% contain geographic information (Smith 2016; Catt 2009). We used a bounding box to collect all geotagged data uploaded for Greater London. Dates between 1 January 2013 and 31 December 2015 were selected, as these 3 years have the highest number of Flickr photographs since Flickr was launched (Michel 2017). As this study focuses on the geo-temporal exploration of UAOIs, only locational and temporal metadata were retrieved and used in this study.\(^1\) Our data set contained a total of 1,575,200 entries contributed by 34,615

\(^1\) The use of only location and timestamp does not mean we do not recognise the value of other forms of metadata such as tags and text, or even content from each photo itself. These are fundamentally different sources of information that do not directly relate to the identification of UAOIs, and is hence beyond the scope of this paper. Their use is illustrated, for example, in Yanai et al. (2009), Crandall et al. (2009), Li et al. (2013) and Gao et al. (2017).
unique users, with the following attributes: user ID, geographic coordinates and timestamp (i.e. the time when the photograph was taken). Table 1 displays an extraction from the data.

As with other geotagged social media data, the Flickr sample had a few issues related to data quality. Data quality has been defined as data that are fit for use by data consumers (Wang and Strong 1996). In our case, “fit for use” involves allowing us to identify the spatial dynamics of the urban population. Data quality cannot be assured since it varies among different contributors, leading to data sources that are quite heterogeneous (Goodchild 2007; Imran et al. 2015). For example, as Flickr provides users with manual geotagging, the photograph might be geotagged in a place by one user that differs from where it was taken in practice. In this case, the results would not be able to accurately identify areas of interest. In addition, social media use is self-selecting; users may not necessarily be representative of everyone who lives in or visits a city. For example, the primary user age group of Flickr is between 35 and 44 (Kahootz Media 2018). In addition, usage of the Flickr service is rather uneven, with more active users contributing to a larger number of photographs (Davies 2016; Hollenstein and Purves 2010). Such issues imply that research results may be focused on a particular segment of the population, and thus warrants caution when drawing conclusions. However, the degree of penetration and popularity of Flickr is such that we argue our results are still meaningful and can help us better understand urban dynamics from the perspective of people who experience the city through these lenses.

### 3.2 Data pre-processing

Data obtained directly from the API was preprocessed before analysis in two main stages: (1) subdividing the data set, and (2) eliminating noise.

A visualisation of the spatial distribution of the downloaded geotagged photograph locations in London can be seen in Fig. 1a, where kernel density estimation (O’Sullivan and Unwin 2014) is applied. The darker the red the higher the density, thus implying that more photographs were taken in central London relative to
Fig. 1  

(a) Distribution of the spatial density of Flickr photographs in London from 2013 to 2015 using a kernel density visualisation and 
(b) relationship between the number of Flickr photographs taken by each unique user and the number of unique users in London (2013–2015)
peripheral areas. Indeed, 73.5% of our Flickr data are located within the Inner London\(^\text{2}\) definition. Thus, the study extent was narrowed to that of Inner London. In terms of the time dimension, our interest is set on the seasonal variability at the monthly level. Thus, we further divided the data into 36 monthly slices covering the periods between the first and last day of each month.

Next, we needed to identify erroneous or noisy records. First, we considered those cases where a user uploaded a few photographs at identical geographic locations (i.e. at least two photographs geocoded with the same longitude and latitude by the same user) in a month. Many photographs at the same longitude and latitude (given the recorded degree of precision of the coordinates) are quite unlikely, and as such are classified as erroneous in terms of the location attribute, perhaps as a result of faulty hardware. To remove this effect, only one record for each of these users was maintained. A similar case arises when a user takes multiple photographs in the same second of one day at different places; we also removed these cases. More importantly, Fig. 1b shows that a small group of users contributes a large proportion of the photographs. These are known as ‘active users’ by Hollenstein and Purves (2010) and Hu et al. (2015). The figure shows that a single user may upload hundreds of photographs in a year, while most users only upload dozens. In our definition of a UAOI, we argue that these entities should be agreed upon by many people, and the dominance of an active user may lead to bias in extracted UAOIs. An overemphasis on contributed content from any one user or subset of users (and their associated interests) will also influence the generality of the definitions of the UAOIs. To reduce the impact that such active users may have on shaping the outcomes of the analysis, we implemented a further set of cleaning routines that reduced the proportion of photographs from active users, by keeping only one photograph for each user based on tags used and the time when the photograph was taken. Specifically, if a user took several photographs in a minute but with the same tags, only one photograph was retained. The rationale for this approach was to remove photographs within a limited spatial extent on the hypothesis that people’s average walking speed is 5 km/h (Onaverage 2017). On this basis, the maximum walking distance within a minute is approximately 83 m. Within this distance, only a single user’s photograph that has the same text is retained. The specific data pre-processing steps are summarised in Table 2, showing how many photographs and users are removed following each step. After this process, an average number of 12,228 photographs and 2275 unique users remained in each month.

4 Methodological framework

In the following section, we present a systematic framework designed to extract and map the evolution of UAOIs from the subset of geotagged Flickr photographs outlined in the previous section. Our methodology consists of two main parts: cluster detection and boundary delineation.

\(^{2}\) The Inner London definition comprises a series of centrally located London Boroughs within the Greater London Authority Extent (Mayor of London 2017).
We define UAOIs as those areas where multiple Flickr users have gathered and taken large numbers of spatiotemporally clustered photographs, reflecting a consensual view that some aspect of the urban environment is of interest. The extraction of such areas can be understood as a clustering problem, in particular, as one that has the aim of identifying robust, non-overlapping and dense concentrations of points. Following recent advances in the literature, we selected a density-based method. The advantages of such an approach are that they can produce results without pre-specification of cluster frequency and are robust to arbitrary shapes and the presence of outliers/noise deviating away from the main spatial distribution (Hans-Peter et al. 2011).

We applied the HDBSCAN (hierarchical density-based spatial clustering for applications with noise; Campello et al. 2013) as our clustering method as this overcomes several of the major drawbacks of other density-based algorithms. Contrary to more traditional algorithms, there is only one parameter to tune in HDBSCAN, with the other key parameter in the original DBSCAN implementation, i.e. the minimum cluster size (MinPts), being endogenously determined by the method. This approach represents a step forward in the direction of more robust, automated and data-driven techniques for the delineation of UAOIs. McInnes et al. (2017) describe the HDBSCAN process as comprising five steps:

1. Transform the space based on the estimates of density by defining a ‘mutual reachability’ distance, which is a new distance metric between points;
2. Build a minimum spanning tree to implement single-linkage clustering, which is a core feature of this algorithm;
3. Construct a cluster hierarchy of connected components by iteratively sorting the edges of the tree by distance in an increasing order. The result can be viewed as a dendrogram that shows where robust single-linkage stops;
4. Condense the cluster hierarchy shown in the dendrogram into a smaller tree by attaching more data to each node;
5. Extract clusters that persist and are robust from the condensed tree.

Operationally, various epsilon values are generated automatically by the different density levels resulting from the single-linkage hierarchy, which allows HDBSCAN to find clusters of various densities. Also, it ensures improvements over OPTICS and DBSCAN by providing a clustering hierarchy, where a simplified tree of the most significant clusters (i.e. maximised stability) can be easily extracted.

When using HDBSCAN, the only parameter to specify is the minimum cluster size (mclSize), representing the minimum number of points (i.e. Flickr photographs) required for a UAOI to exist. In order to select an appropriate mclSize, we extensively explored the sensitivity of the final solution to changes in the parameter. A few representative thresholds, from 10 to 1000, were set as the minimum cluster size (mclSize) parameter, which were applied in all time slots. Figure 2 presents example outputs from this sensitivity analysis. We can see that if the mclSize is small (e.g. 10 or 50), more UAOIs are identified but there are also greater numbers of points labelled as noise (i.e. not part of any clusters); if the mclSize is larger (e.g. 500 or 1000), more robust results emerge, although clusters are significantly larger, causing potentially interesting but smaller areas to be missed. Furthermore, due to the number of Flickr photographs and users varying between months, it could be argued as being inappropriate to assign an absolute value for all time sequences. To handle these issues, values of 1–4% of...
Understanding the dynamics of urban areas of interest through the Flickr photographs in each month were assigned to mclSize across different iterations as discussed previously in order to produce appropriate frequencies of groups that fit the definition of a UAOI. After multiple experimental results, 1% of Flickr photographs in each month were used as the value for the minimum cluster size parameter, ensuring a higher number of UAOIs but also being cognisant of smaller clusters that may be of relevance.

As UAOIs should be formed through the collective actions of multiple users within each specific time slice, the 1% parameter selection does not ensure that a set number of Flickr users are captured in each UAOI. As such, it was then necessary to verify the practical significance of the extracted UAOIs. An intuitive approach is to examine the relationship between the number of Flickr photographs and the number of users in each month. If they are correlated, then we can estimate the number of Flickr users by the number of photographs per month. Specifically, the scatter plot in Fig. 3a shows that there is a high positive correlation between the two variables, with a Pearson coefficient of 0.85, implying that as the number of photographs increases, so too does the number of users in a given UAOI. A linear regression model was then fitted using these two variables so that the user number could be estimated based on the number of photographs in each month. The resulting R-Squared was 0.725 with a $p$ value for the coefficient value below 0.05, implying that the model is statistically significant and 72.5% of the variation in photograph numbers could be explained by the model. Figure 3b is a graph presenting the number of photographs, users, and the calculated user number in various time sequences. The red line fluctuates slightly around the black line, meaning that the 1% photograph number as the HDBSCAN parameter value can be interpreted as having at least 1% of users in each UAOI, which satisfies our definition of a UAOI. Therefore, we adopt these clustering results for the next stage of the analysis, which turns clusters of points into polygon boundaries.

![Fig. 3 Exploring the relationship between Flickr photographs and users to ensure each urban area of interest contains multiple users. a Correlation analysis and b estimated proportion](image-url)
4.2 Constructing a perceptual boundary to enclose the extracted urban areas of interest

The clusters from the method described above are represented as a group of points. However, within this study, we are interested in extracting largely non-overlapping UAOIs that refer to an area within a specific border. In other words, we are interested in identifying polygons rather than sets of points. The reason behind this procedure is twofold. First, as mentioned when introducing the concept, a UAOI was defined as a section of the city with an extraordinarily large density of images. Under this definition, two overlapping UAOIs would simply be merged into one. Secondly, our focus is to quantify spatiotemporal changes in the shape and extent of these polygons. In this context, even though a UAOI is identified with fixed borders at each point in time, its definition over time is much vaguer and is allowed to change, evolve and morph in line with changes to its underlying structure.

As such, the next step involves the construction of boundaries that enclose all geotagged images identified as part of a UAOI cluster. To delineate these shapes, we adopted a variant of the concave hull algorithm: the alpha shapes (Edelsbrunner et al. 1983). Alpha shapes are a widely used, robustly tested algorithm that create a tighter boundary as compared to the traditional convex hull method, which may produce large empty areas that do not belong to the original point data set (Akdag et al. 2014).

An alpha shape, which is a geometric concept, is a linear approximation of an original shape. It is a generalisation of the convex hull, and a subgraph of the Delaunay Triangulation (Edelsbrunner et al. 1983). It establishes a connection between each point and nearby points and removes the furthest triangles that are away from their neighbours. In this context, $\alpha$ is a parameter that controls the desired level of detail, ranging from the standard “crude” convex hull ($\alpha = \infty$) to the set of points itself ($\alpha = 0$, Da 2018). The algorithm first computes a Delaunay triangulation of the set of points ($S$) and for each Delaunay edge, it computes the values $\alpha$-min ($e$) and $\alpha$-max ($e$). Next, for each edge e, if $\alpha$-min ($e$) $\leq \alpha \leq \alpha$-max ($e$), the edge is kept in the $\alpha$-shape of $S$. We have tailored this general method to our application by developing a technique to find the most appropriate alpha value for each cluster. Like the parameter selection in HDBSCAN clustering, an absolute alpha value for all point clusters would not be suitable in that some areas would contain more empty areas in the range from 0.001 to 0.005. We then identified the first case where a single point was excluded from the main polygon and selected the previous value of alpha. This strategy resulted in the tightest polygon that still contained every point in the cluster. As an illustration, Fig. 4 represents three examples of different UAOIs produced with varying alpha values. In this case, 0.003 excludes a point (which in the original algorithm is still linked through an edge, but not an area), and 0.001 implies too sparse a solution compared to 0.002, which allows a tighter shape that still includes all points in the cluster within the same polygon. Hence, the value selected for this case is 0.002.
5 Results

After applying the method described above to the geotagged Flickr photograph data set of Inner London from 2013 to 2015, the UAOIs were extracted for the 36 monthly slices. The spatiotemporal characteristics of the results are presented in this section.

We begin from a purely spatial perspective, “compressing” the temporal dimension. This approach allowed us to gain an idea of the stability of different parts of the city in being identified as UAOIs. Figure 5 presents each UAOI together in a single map. Figure 5a is produced by overlaying all UAOIs from different time sequences with a large degree of transparency to show the spatial distribution of the more stable UAOIs. Areas in darker pink are thus consistently identified as being of interest during the 3-year period, including: Trafalgar Square, St. Pancras International and tube station, King’s Cross, Jubilee Gardens, Westminster Pier, Borough Market, Millennium Bridge, Tower Bridge, the Canary Wharf financial centre, and the museums located on Museum Lane. These represent popular tourist attractions, cultural venues, business centres and locations with intense traffic.

Figure 5b is generated by aggregating the results of our analysis at the administrative boundary level, i.e. the middle-layer super output area (MSOA). MSOAs are designed to improve the reporting of small area (neighbourhood) statistics and are built from a hierarchy of output areas (OAs; Office for National Statistics 2018). These areas are intermediate in size between output areas and local authorities. Our intention with Fig. 5b was to transfer the extent to which a given part of the city belongs to a UAOI into a fixed geography that can be analysed over time. The map displays the total area identified as a UAOI in each MSOA over the entire period considered. The map effectively represents those small-scale areas that are more popular, shifting the attention from the organically evolving shapes of UAOIs to the more stable boundaries of MSOAs. The overall pattern displayed is similar to that
in Fig. 5a, showing higher values in the northwest of Newham, the border of Tower Hamlets and Greenwich, the City of London and the middle of Westminster borough, implying a higher degree of attention in these districts.
Although by the nature of the analysis and the source of data employed, it is very hard to carry out a formal validation of the results, the patterns displayed in Fig. 5a, b are well aligned with established knowledge from the literature. Both maps result from the interaction between the urban built environment and human behaviour and highlight popular areas generally covering business centres, public entertainment (theatre, Art Centre and Sports Centre) and food markets, as well as open spaces. They also illustrate that people are more likely to take photographs in those regions where most of the significant landmarks and unique buildings are located. A good example is the City of London, which contains a historical centre with historical buildings as well as modern skyscrapers, and serves as a central business district. We can also see that the districts on the border of Tower Hamlets and Hackney are not always identified as part of a UAOI, which suggests that the degree of popularity of these districts is influenced by different factors and may vary seasonally.

The temporal nature of UAOIs is explored in Fig. 6, which shows how their extent changes during a single year (i.e. 2013). We can see that some UAOIs emerged and disappear suddenly in the span of 1 or 2 months, which indicates that there is a high probability that large-scale but temporary events took place in these areas. For example, the UAOI extracted in the north of Camden existed only in January and February and then disappeared during the following months. This is likely caused by the first snowfall in London in January 2013, as Hampstead Heath is known as a good place for people to enjoy snow by sledging, activities that are usually recorded in photographs. This event was reported in multiple media (Emms 2013; Pettitt 2013).

Although useful, it is difficult to scale the spatiotemporal variation in Fig. 6. Every additional month involves a full map, and comparing a large number of maps at the same time carries a large cognitive load. To be able to extend the analysis and consider the entire period of 3 years at a fine temporal resolution, we created area profiles for stable geographical entities. We designed this approach to avoid directly examining and comparing the shape of each UAOI over time, as it is difficult and unintuitive to track and follow change with such an approach. Because of their organic and rapidly evolving nature, their shape and extent may vary significantly over time. This makes consistent temporal analysis complicated if the original shapes are to be used. For this reason, we returned to the MSOAs. Area profiles are a series of time plots that display, for every MSOA, the percentage of the area that is considered part of a UAOI in a given month. These figures are able to intuitively summarise the degree of participation of a given MSOA in UAOIs, as well as their evolution over the period considered, jointly capturing space and time in a single figure. To put this profile into context, the time plot is complemented with a map that shows the location of the area considered.

Figure 7 shows the UAOI profiles of three MSOAs with distinct characteristics throughout the 3 years from January 2013 to December 2015. These spatiotemporal profiles can thus help stakeholders better understand the dynamic characteristics of these districts when, for example, allocating resources more effectively, or enhance their understanding of the seasonal interest in specific geographic areas of the city.

The first profile corresponds to an area in Westminster. The profile clearly shows a seasonal evolution, oscillating around 15–20%, with higher percentages in warmer
months (June, July and August), and lower participation in UAOIs in colder months. In addition, there are also three outliers corresponding to February 2013, and January and February 2015, which display a larger share of the area being part of a UAOI. In particular, the 2015 outliers reach the full extent of the MSOA. It is hard to tell why these occurred, and an in-depth exploration of each of these warrants further research (e.g. semantic analysis or image recognition), which is beyond the scope of this paper. However, what they help to highlight is the ability of the profile to make these patterns explicit and alert the analyst about their existence in a way that traditional maps do not. The ability is even clearer if we consider the profile of the area in Tower Hamlets. In this case, the seasonal variation is more pronounced, moving from about 20% to the entire coverage of the MSOA. These spikes are not necessarily outliers, as they occur in each of the 3 years considered during the warmer months. The only one that could be considered an anomaly is that of March 2014, which took place at a time outside the summer period. Equally, the

Fig. 6 The spatiotemporal evolution of urban areas of interest in 2013
MSOA was not part of any UAOI during November and December of 2015 which, compared to the previous years, was expected. Again, these patterns warrant further research to explore the drivers behind them, but the role of the profile in highlighting them is clear. Finally, the third panel in Fig. 7 shows a different type of area. The Newham example displays several months in which the area is not part of any UAOI. However, the spring and summer months see it consistently having around a third of its extension within an identified UAOI. This pattern implies that the popularity of this district is significantly influenced by season and its role in the overall hierarchy is less prominent than that of the other two areas considered here.

6 Discussion and conclusions

This paper provides insight into several questions relevant for research concerned with VGI as a means of better understanding urban environments. We propose a framework to extract UAOI boundaries from geotagged image data, and use them to build spatiotemporal profiles of areas. When compared to existing literature, our approach is distinct in two key dimensions. First, we introduce the use of the recent HDBSCAN clustering algorithm, which we show improves on the results of other commonly used density-based algorithms employed in previous studies (Kisilevich et al. 2010a; Hollenstein and Purves 2010; Li et al. 2013; Lee et al. 2014; Gao et al. 2017). Second, our approach is significantly more detailed in terms of temporal resolution, which allows us to characterise areas based on their seasonal profiles. This again brings a new perspective to previous approaches (e.g. Andrienko and Andrienko 2013; Hu et al. 2015), which focus on coarser temporal scales.
The results on the spatial dimension of our analysis suggest that the urban environment influences human activity, shaping the attention of people and attracting them to areas where many unique buildings and important landmarks are located. Conversely, the temporal aspect of our results reflects how human activity evolves and shapes the use of the urban environment. Putting these two together, our spatiotemporal profiles visualise how the popularity of certain regions is influenced by factors such as time of the year and season, and also make visually explicit how popularity levels differ across areas. This approach is distinct from related works that use VGI to study UAOIs, such as Hu et al. (2015), in that our perspective is more granular and thus allows us to uncover qualitatively different types of dynamics. Spatially, we are focused on the internal dynamics of urban environments and in comparing areas within the same city. Temporally, we use higher resolution to consider seasonal changes, rather than longer-term evolution.

The methods and results presented in this paper are of interest for several fields and domains. For example, it can help urban planners to develop better strategies related to tourism planning. If certain tourist attractions showed a seasonal pattern according to the spatiotemporal profiles produced in this study, urban planners could allocate resources for tourism more efficiently. Local authorities may also be interested in those UAOIs that are the most stable and have a larger area throughout the year for purposes such as police patrol and traffic monitoring. The results can also be used by researchers and practitioners as an additional geographic layer to understand the use of the urban built environment. Furthermore, part of the relevance of our contribution lies in the fact that it can be deployed using data that are available in near real-time. Unlike more traditional data sources, geotagged images are constantly added to services such as Flickr, thus providing an opportunity to study the evolution of UAOIs not only retrospectively but as they evolve over time. This holds distinct value for practitioners such as urban planners and policy makers.

There are several avenues towards which the work presented in this paper could be extended. Although the data set used here is extracted from Flickr, geotagged images from other websites could be used. Different platforms provide slightly different services that attract different populations (Lazer and Radford 2017). Incorporating different sources would thus likely improve the coverage of the analysis and provide a novel comparison of the inherent biases of each platform. Additionally, our current focus has been on the spatial and temporal aspects of the images. A promising further avenue for research is to include information in the analysis other than spatiotemporal stamps such as, for example, the text included in tags, or the images themselves. The former would expand existing work on semantic ontologies (Kisilevich et al. 2010a; Lee et al. 2014), while the latter would complement recent advances on deep learning that aim at extracting features from images (Krizhevsky et al. 2017; Zhou et al. 2017; Redmon and Farhadi 2017). Finally, this analysis could also be further extended by considering the socioeconomic characteristics of Flickr users, seeking to establish a link between, e.g. Flickr metadata and census data. These applications, although beyond the scope of this present paper, warrant future attention by researchers.
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