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ABSTRACT This article proposes a hybrid of backscatter communication (BackCom) and wireless powered non-orthogonal multiple access (NOMA) network for Internet of Things (IoT) applications, which consists of one power beacon (PB), multiple energy-constrained IoT devices, and one information receiver (IR). In the proposed network, the IoT devices harvest energy and backscatter their information to the IR in turn when PB broadcasts energy signals, and then use the harvested energy to transmit information to the IR via uplink NOMA when PB keeps silent. Considering the non-overflowing energy constraint, a max-min throughput optimization problem is formulated to ensure the throughput fairness among different IoT devices by jointly optimizing the time resource for operating BackCom and uplink NOMA, the reflection coefficient of BackComs, the transmit power for uplink NOMA and the transmit power of the PB. Although the formulated problem is non-convex and challenging to solve, we first transform the original non-convex problem into an equivalent convex one with the aid of an inequality transformation approach and introducing several kinds of auxiliary variables, and then devise a two-layer iterative algorithm to obtain the optimal resource allocation. Simulation results are provided to verify the convergence of the devised iterative algorithm and validate that the proposed scheme achieves the highest max-min throughput by comparing it with three baseline schemes.

INDEX TERMS Wireless powered non-orthogonal multiple access, backscatter communication, max-min throughput.

I. INTRODUCTION

In the era of Internet of Things (IoT), there will be ultra-massive battery-power IoT devices deployed in various communication systems, e.g., intelligent automatic manufacturing system, to monitor, and report data to the information fusion for realizing intelligent IoT services [1]. Due to the stringent device size constraint and production cost consideration, the battery capacity of the IoT device is usually very small and hence the limited operation time of the IoT device becomes one of major challenges for the applications of IoT. Wireless information and power transfer (WIPT) has been considered as a potential solution for this challenge and has attracted much attention in the recent years, due to the ability to realize information transfer and energy harvesting (EH) in each transmission block [2]–[5].
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Wireless powered communication network (WPCN) [6]–[9] and wireless powered backscatter communication (BackCom) [4], [10]–[13] are two popular types in the field of WIPT. In WPCN, the IoT device first harvests energy from the radio frequency (RF) signals transmitted by the RF source, e.g., power beacon (PB), and then follows the “harvest-then-transmit” protocol conveying its own message to its associated receiver via active transmissions, where the IoT device needs to generate the carrier signal and modulate its own message on the generated carrier [6]–[9]. Accordingly, the realization of active transmissions requires energy-consuming active components, e.g., oscillator and A/D converter, leading to a high power consumption. In order to harvest sufficient energy for active transmissions, the transmitter, in WPCNs, should allocate a long period within the time block for EH, leaving a short period within the time block for active transmissions, and this limits the achievable throughput. Different from the WPCN, in BackComs,
the transmitter splits the incoming signal transmitted by a carrier emitter into two parts based on a reflection coefficient: one is used as a carrier signal for modulating its own message and then is backscattered towards its associated receiver, and the other is fed into the energy harvester for EH so as to operate its circuit [11], [13]. Accordingly, the transmitter in BackCom bypasses the need of energy-consuming active components for generating carrier signals and BackCom is recognized as an ultra low-power communication technology. Due to different operation principles, WPCN and BackCom have different tradeoffs between the achievable rate and the energy consumption, i.e., BackCom achieves much less rate but consumes much less energy compared with WPCN [4], [14].

Recently, the above two technologies, WPCN and BackCom, have been linked together for effectively inheriting their advantages [15]–[18]. In [15], the authors studied a point-to-point communication network, where the IoT device conveys information to the information fusion via backscattering the received signals or active transmissions. In such a case, a joint time and reflection coefficient allocation scheme was proposed to maximize the achievable throughput. In [16] and [17], the authors considered a cognitive radio (CR) network with one secondary link and one primary link, where the secondary transmitter (ST) operates in a hybrid of WPCN and BackCom mode for conveying information to the secondary receiver (SR). Subsequently the EH time, BackCom’s time, and the active transmission’s time was jointly optimized to maximize the achievable throughput of a secondary link while ensuring the required throughput of the primary link. Focusing on the energy efficiency (EE) maximization instead of the throughput maximization, the authors of [18] studied a joint time resource and detection threshold allocation scheme in a CR network with hybrid of WPCN and BackCom.

Different from the above works only considering a single ST [15]–[18], several works with the focus on the design of resource allocation schemes for the multiple STs scenario have been expended [19]–[26]. In [19], the authors proposed a sum-throughput maximization based time resource allocation scheme for a CR network with one primary link and multiple secondary links. Considering a similar network with [19] while deploying one PB nearly with the secondary transmitters to further boost the throughput, the authors in [20] proposed a novel time resource allocation scheme to maximize the sum-throughput of the secondary links. In [21], using the tool from Stackelberg game, the time resource was optimized to maximize the utilities of secondary links and primary link, respectively. In contrast to [19]–[21], the authors in [23] and [24] investigated the sum-throughput maximization based resource allocation problem in wireless powered sensor networks, where the IoT devices report their data to the information fusion via the hybrid of WPCN and BackCom. Since the sum-throughput maximization is usually at the cost of decreasing the fairness among different IoT devices, a max-min approach was considered and an optimal joint of reflection coefficients and time allocation scheme was developed to maximize the minimal throughput. Considering the EE instead of the throughput maximization in [19]–[25], the EE of all IoT devices was maximized by jointly optimizing the power and time resource [26]. Despite the research progress, all the prior works [19]–[26] considered that all IoT devices adopt orthogonal multiple access (OMA) schemes for active transmissions. That is, these works focused on the backscatter-assisted wireless powered OMA network. Such a combination, however, may not meet the requirements simultaneously in terms of throughput and fairness particularly when the channel conditions from IoT devices to the information fusion are significantly different, and this motivates us to consider another multiple access scheme for active transmissions.

Recently, it has been validated that compared with the OMA, non-orthogonal multiple access (NOMA) scheme, one of novel multiple access schemes, achieves a larger throughput of the system while ensuring the fairness among transmission links. Thanks to this advantage, various contributions (see [27]–[29] and reference therein) have been devoted to designing resource allocation schemes to satisfy different goals for wireless powered NOMA networks, where multiple IoT devices harvest energy firstly and then transmit their information to the information fusion via uplink NOMA. Recall that the integration of BackCom and wireless powered OMA can bring a significant performance gain, but until now, there is no open work to study the backscatter assisted wireless powered NOMA and hence it is still unclear about how much performance gain it could provide, as compared with the wireless powered NOMA, BackCom, and backscatter assisted wireless powered OMA.

In this article, we aim to respond the above questions and reveal the advantage of the combination of wireless powered NOMA and BackCom. More specifically, we consider a backscatter assisted wireless powered NOMA network, where multiple energy-constrained IoT devices are powered by the RF signals emitted by the PB, and employ hybrid of BackCom and uplink NOMA to report their information to the information receiver (IR).

The contributions of this article are summarized as follows.

- We study the throughput maximization under the max-min fairness criterion for backscatter assisted wireless powered NOMA networks to ensure the throughput fairness among different IoT devices. In particular, we propose a scheme to maximize the minimum throughput of IoT devices by jointly optimizing the transmit power of the PB, the backscatter time and reflection coefficients of IoT devices, the time and the transmit power of IoT devices for uplink NOMA. This joint optimization is formulated into a non-convex problem, which is quite difficult to solve.

- To solve the formulated non-convex problem, we first employ an inequality transformation approach to transform it into an equivalent problem and then introduce several kinds of auxiliary variables to convert the transformed problem as a convex problem.
A two-layer iterative algorithm is devised to obtain the optimal resource allocation scheme. Besides, we derive closed-form expressions for the optimal transmit power and reflection coefficients of IoT devices. It shows that when the IoT device works in the hybrid of wireless powered NOMA and BackCom, the IoT device should consume all the harvested energy or adopt the maximum transmit power for achieving the max-min throughput.

- Simulation results illustrate the convergence of the proposed algorithm and show that the proposed scheme can greatly improve throughput fairness among IoT devices by comparing it with three baseline schemes, which demonstrates the superiority of the combination of wireless powered NOMA and BackCom.

II. SYSTEM MODEL

As shown in Fig. 1, this article considers an uplink IoT network, where $M$ IoT devices need to report their data to a remote IR. In order to prolong the operation time of IoT devices, one PB is deployed nearly with a remote IR. In order to prolong the operation time of IoT devices for achieving the max-min throughput.

As shown in Fig. 1, this article considers an uplink IoT network, where $M$ IoT devices need to report their data to a remote IR. In order to prolong the operation time of IoT devices, one PB is deployed nearly with a remote IR. In order to prolong the operation time of IoT devices for achieving the max-min throughput.

Correspondingly, the harvested energy at the $i$-th IoT device is given by

$$R_{i}^b = B\tau_i^b \log_2 \left(1 + \frac{\xi \sigma_i \eta_i h_{p_i} \epsilon_i h_{s_i}}{B \sigma^2}\right),$$

(1)

where $B$ is the system bandwidth, $\sigma^2$ denotes the thermal noise power spectral density, $\epsilon_i \in (0, 1)$ is the scattering efficiency of the transmit antenna at the $i$-th IoT device [22], [30] and $\xi (0 \leq \xi \leq 1)$ reflects the performance gap between the BackCom and the active transmission [14], [25], [26]. Correspondingly, the harvested energy at the $i$-th IoT device in this sub-phase can be computed as

$$E_j^H = \eta_i (1 - \alpha_i) P_j h_{p_i} \epsilon_i h_{s_i} \tau_i^b,$$

(2)

where $\eta_i \in (0, 1)$ is the energy conversion efficiency of the EH circuit at the $i$-th IoT device. In practice, the energy harvester is non-linear but when the input power is low, the non-linear EH model can be approximated as a linear one, and the linear EH will simply the optimization problem. Accordingly, for analytical tractability, many related works, e.g., [19]–[24], adopted a linear EH model instead of the

$^1$The practical backscatter transmitter is usually low cost and its backscatter circuit is also simple. Due to this, backscatter transmitter may support the mode where multiple IoT devices operate in the backscatter mode within the same resource block. Accordingly, we adopt a TDMA scheme and let IoT devices backscatter its information in turn. Relaxing this assumption into imperfect CSI makes the considered network more realistic, which can be viewed as an interesting topic in the future.

$^2$In this work, the reasons for assuming perfect CSI during BackCom and uplink NOMA are twofold. Firstly, this assumption has been widely used in related works (please see [25], [27] and reference therein) and can simply the optimization problem. Secondly, such an assumption can obtain a upper bound of max-min throughput in the considered network. Relaxing this assumption into imperfect CSI makes the considered network more realistic, which can be viewed as an interesting topic in the future.
non-linear EH model, and this motivates us to make this assumption.

As for the \( j \)-th \((i,j = 1, 2, \ldots, M, j \neq i)\) IoT device, it harvests energy from the energy signals transmitted by the PB and the backscattered signals from \( i \)-th IoT device. As a result, the harvested energy of the \( j \)-th IoT device in this sub-phase can be calculated as

\[
E_{ij}^b = \eta_j (P_i h_{pj,j} + \alpha_j P_s h_{pj,j}) t_j^b.
\] (3)

Accordingly, at the end of the backscatter phase, the total harvested energy at the \( i \)-th IoT device is given by

\[
E_{\text{total}}^i = E_i^H + \sum_{j=1,j \neq i}^M E_{ij}^H
= \sum_{j=1,j \neq i}^M \eta_j (P_i h_{pj,j} + \alpha_j P_s h_{pj,j}) t_j^b + \eta_i (1 - \alpha_i) P_i h_{pi,i} t_i^b.
\] (4)

During the uplink NOMA phase of duration \( \tau_a \), the \( M \) IoT devices will transmit their information to the IR simultaneously via uplink NOMA. In this work, we adopt the following SIC order, i.e., the IR will decode the message transmitted by the IoT device with the best channel condition first, subtract the decoded message from the received composite signal, and then continue to decode the message transmitted by the IoT device with the next best channel condition \([27]–[29]\). On this basis, we assume that the channel gains between the IoT devices and the IR are ranked in a descending order, i.e., \( h_{1,R} \geq h_{2,R} \geq \ldots \geq h_{M,R} \). Let \( c_i \) denote the message transmitted by the \( i \)-th IoT device in the uplink NOMA phase. Then, the IR will decode \( c_i \) first, subtract it from the received composite signal, and continue to decode \( c_{i+1} \), until all \( M \) received messages are decoded. Let \( p_i \) denote the transmit power of the \( i \)-th IoT device in the uplink NOMA phase. Then the achievable throughput of the \( i \)-th IoT device in this phase is given by

\[
R_i^a = B \tau_a \begin{cases} \log_2 \left(1 + \frac{p_i h_{i,R}}{\sum_{m=i+1}^M p_m h_{m,R} + B \sigma^2}\right), & \text{if } i \leq M - 1, \\ \log_2 \left(1 + \frac{p_M h_{M,R}}{B \sigma^2}\right), & \text{if } i = M. \end{cases}
\] (5)

Based on (5), the total achievable throughput of the \( i \)-th IoT device in the entire transmission block can be computed as

\[
R_i^{\text{tot}} = R_i^b + R_i^a
\]

\( ^3 \)The joint optimization of SIC order and communication resource may further improve the max-min throughput, which can be left for my future work.

III. THROUGHPUT FAIRNESS BASED RESOURCE ALLOCATION

A. PROBLEM FORMULATION

In this work, we aim to maximize the achievable throughput of IoT devices under the max-min fairness criterion by jointly optimizing the transmit power of the PB \( P_s \), the time of active transmission \( \tau_a \), the reflection coefficient vector \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_M] \), the transmit power vector \( p = [p_1, p_2, \ldots, p_M] \) and the backscatter time vector \( t^b = [t_1^b, t_2^b, \ldots, t_M^b] \) of IoT devices. In particular, the throughput maximization problem under the max-min fairness criterion for the considered network can be formulated as

\[
P_1 : \max_{P_s, t^b, \alpha, p, \tau_a} \min_{i \in \mathcal{M}} R_i^{\text{tot}},
\] (7a)

s.t. \( C1 : P_{c,i} t_i^b + (p_i + p_{c,i}) \tau_a \leq E_i^{\text{total}}, \quad \forall i, \) (7b)

\( C2 : 0 \leq P_s \leq P_{\text{max}}, \) (7c)

\( C3 : \sum_{i=1}^M t_i^b + \tau_a \leq T, \) (7d)

\( C4 : 0 \leq \alpha_i \leq 1, \quad \forall i, \) (7e)

\( C5 : 0 < p_i \leq p_{i}^{\text{max}}, \quad \forall i, \) (7f)

\( C6 : t_i^b \geq 0, \quad \forall i, \tau_a \geq 0, \) (7g)

where \( \mathcal{M} = \{1, 2, \ldots, M\} \) is the set of IoT devices; \( P_{c,i} \) and \( p_{c,i} \) denote the constant circuit power consumption of the \( i \)-th IoT device during the backscatter phase and the uplink NOMA phase, respectively; \( P_{\text{max}} \) is the maximum allowed transmit power at the PB; \( p_{i}^{\text{max}} \) denotes the maximum transmit power of the \( i \)-th IoT device.

In \( P_1, C1 \) is the non-overflowing energy constraint for each IoT device within each transmission block, i.e., the total energy consumption at the \( i \)-th IoT device should not exceed its harvested energy. \( C2 \) and \( C5 \) constrain the maximum transmission powers at the PB and the \( i \)-th IoT device, respectively. \( C3 \) is a constraint of the total time for backscattering and transmitting. \( C4 \) constrains the range \( \alpha_i \) and \( C6 \) indicates a non-negative parameters for time allocation.

It is obvious that the optimization problem \( P_1 \) is highly non-convex due to the following reasons. Firstly, the objective function is very complicated due to the max-min function and the existence of coupling variables, e.g., \( P_s, \alpha_i \) and \( t_i^b \) are coupled in the first term of the objective function. Secondly,
constraint C1 is non-convex due to the coupled variables. Therefore, the problem P1 can not be solved by using existing convex tools. This motivates us to transform this original non-convex problem into a more traceable problem and propose an iterative algorithm to obtain the optimal solutions in the next two subsections.

### B. PROBLEM TRANSFORMATION

In order to deal with the max-min function in the objective function, we first introduce a slack variable \( \lambda = \min_{i \in \mathcal{M}} R_{i}^{\text{tot}} \) and transform the original problem P1 as

\[
P_{2} : \max_{P_{x}, t_{i}^{b}, \alpha, p, \tau_{a}, \lambda} \lambda \\
\text{s.t. } C1 - C6, \\
C7 : R_{i}^{\text{tot}} \geq \lambda, \quad \forall i.
\]

The problem P2 is still non-convex due to the non-convex constraints C1 and C7, in which the coupled variables, e.g., \( P_{x}, \alpha, p_{i} \) and \( t_{i}^{b} \), exist. In order to solve P2, we provide the following lemma to obtain the optimal transmit power of the PB.

**Lemma 1:** For the investigated network, the maximum throughput among the IoT device with the max-min fairness criterion is achieved when the PB broadcasts RF signals with the maximum transmit power, that is to say, \( P_{x}^{*} = P_{\text{max}} \) holds.

**Proof.** See Appendix A.

By substituting \( P_{x}^{*} = P_{\text{max}} \) into P2, we have

\[
P_{3} : \max_{t_{i}^{b}, \alpha, p, \tau_{a}, \lambda} \lambda \\
\text{s.t. } C1: P_{c,i} t_{i}^{b} + (p_{i} + p_{c,i}) \tau_{a} \\
\leq P_{\text{max}} \left[ \eta_{i} (1 - \alpha_{i}) h_{p,i} t_{i}^{b} \right. \\
+ \sum_{j=1, j \neq i}^{M} \eta_{i} \left( h_{p,j} + \alpha_{j} h_{p,j} h_{j,i} \right) \tau_{j}^{b}], \quad \forall i, \\
C3 - C6, \\
C7 : B t_{i}^{b} \log_{2} \left( 1 + \frac{\xi \varepsilon_{i} \alpha_{i} P_{\text{max}} h_{p,i} h_{j,i} R}{B \sigma^{2}} \right) \\
+ R_{i}^{a} \geq \lambda, \quad \forall i.
\]

In order to tackle the coupled relationships between \( \alpha_{i} \) and \( t_{i}^{b} \) in C1 and C7, and between \( p_{i} \) and \( \tau_{a} \) in C1, we further introduce a series of auxiliary variables \( x_{i} = \alpha_{i} t_{i}^{b} \) and \( P_{i} = p_{i} \tau_{a}, i \in \mathcal{M} \). Substituting the above auxiliary variables into P3, the following problem is reached, i.e.,

\[
P_{4} : \max_{t_{i}^{b}, \alpha, p_{i}, \tau_{a}, \lambda} \lambda \\
\text{s.t. } C8: P_{c,i} t_{i}^{b} + P_{i} + p_{c,i} \tau_{a} \leq P_{\text{max}} \left[ \eta_{i} \left( t_{i}^{b} - x_{i} \right) h_{p,i} \right. \\
+ \sum_{j=1, j \neq i}^{M} \eta_{i} \left( t_{j}^{b} h_{p,j} + x_{j} h_{p,j} h_{j,i} \right), \quad \forall i, \\
C9: 0 \leq x_{i} \leq t_{i}^{b}, \quad \forall i, \\
C10: 0 \leq P_{i} \leq P_{i}^{\text{max}}, \quad \forall i, \\
C11 : B t_{i}^{b} \log_{2} \left( 1 + \frac{\xi \varepsilon_{i} x_{i} P_{\text{max}} h_{p,i} h_{j,i} R}{t_{i}^{b} B \sigma^{2}} \right) \\
+ C_{i}^{a} \left( \{P_{i}\}_{i=1}^{M}, \tau_{a} \right) \geq \lambda, \quad \forall i.
\]

where \( x = [x_{1}, x_{2}, \ldots, x_{M}], P = [P_{1}, P_{2}, \ldots, P_{M}] \) and \( C_{i}^{a} \left( \{P_{m}\}_{m=1}^{M}, \tau_{a} \right) = B t_{i}^{b} \log_{2} \left( 1 + \frac{\sum_{m=i+1}^{M} P_{m} h_{m,R} + \tau_{a} B \sigma^{2}}{\sum_{m=i+1}^{M} P_{m} h_{m,R} + \tau_{a} B \sigma^{2}} \right) \). Constraints C8, C9, C10 and C11 are derived form constraints C1, C4, C5 and C7, respectively, by using the introduced auxiliary variables.

For the problem P4, one observation is that the objective function is linear and all the constraints except C11 are convex constraints. Thus, the convexity of the problem P4 depends on the constraint C11. However, one can see that the constraint C11 is not convex. This is because the co-channel interference caused by the uplink NOMA makes \( C_{i}^{a} \left( \{P_{m}\}_{m=1}^{M}, \tau_{a} \right) \) jointly non-concave with respect to \( \{P_{m}\}_{m=1}^{M} \) and \( \tau_{a} \). In the following part, by means of an inequality, we first consider a relaxation of this non-convex problem P4, i.e., \( C_{i}^{a} \left( \{P_{m}\}_{m=1}^{M}, \tau_{a} \right) \) is substituted by its low bound, so as to avoid the difference of convex (DC) structure. Then we introduce several auxiliary variables to convert the relaxation problem to a convex problem and obtain the optimal solution to this convex problem by means of the existing convex tools. Finally, we will update the parameters of the used inequality based on the solution obtained in the previous step, and repeat the above two steps until the lower bound becomes tight.

Towards this end, according to [31], Theorem 1 is provided as follows.

**Theorem 1:** For \( \gamma, \varphi > 0 \), we have the following inequality: \( \log_{2} \left( 1 + \gamma \right) \geq \omega \log_{2} \left( \gamma + \mu \right) + \mu \) with the constant parameters \( \omega = \frac{\varphi}{1 + \varphi} \) and \( \mu = \log_{2} \left( 1 + \frac{\varphi}{\gamma} \right) - \omega \log_{2} \left( \gamma + \mu \right) \), where the lower bound is tight at \( \varphi = \gamma \).

Based on Theorem 1, we can obtain the following inequality, i.e.,

\[
C_{i}^{a} \left( \{P_{i}\}_{i=1}^{M}, \tau_{a} \right)
\geq B t_{a} \log_{2} \left( \frac{P_{i} h_{i,R}}{\sum_{m=i+1}^{M} P_{m} h_{m,R} + \tau_{a} B \sigma^{2}} \right) + \mu_{i},
\]

where \( \omega_{i} \) and \( \mu_{i} \) are two constants in this iteration of the proposed iterative algorithm and determined by the obtained solution in the pervious iteration. Specifically, let \( \left\{ t_{i}^{b(k)} \right\}_{i=1}^{M}, \left\{ P_{i}^{(k)} \right\}_{i=1}^{M}, \left\{ \tau_{a}^{(k)} \right\}_{i=1}^{M}, \left\{ \lambda_{i}^{(k)} \right\}_{i=1}^{M} \) denote the
obtained solution in the \(k\)-th iteration. In the \((k + 1)\)-th iteration, \(\omega_i\) and \(\mu_i\) can be updated as

\[
\omega_i = \frac{P_i^{(k)} h_{i,R}}{\sum_{m=i+1}^{M} P_m^{(k)} h_{m,R} + \tau_a^{(k)} B \sigma^2 + P_i^{(k)} h_{i,R}},
\]
(12)

\[
\mu_i = \log_2 \left(1 + \frac{P_i^{(k)} h_{i,R}}{\sum_{m=i+1}^{M} P_m^{(k)} h_{m,R} + \tau_a^{(k)} B \sigma^2}ight),
\]
(13)

Based on (11), \(P_4\) can be relaxed as

\[
P_5 : \max_{\substack{\tau_b, x, P, \tau_a, \lambda}} \lambda
\]
(14a)

\[
s.t. C3, C6, C9, C10,
\]

\[
C12 : B \tau_a \left[ \omega_i \log_2 \left(1 + \frac{P_i^{(k)} h_{i,R}}{\sum_{m=i+1}^{M} P_m^{(k)} h_{m,R} + \tau_a^{(k)} B \sigma^2}ight) + \mu_i \right]
+ B \tau_i^{(k)} \log_2 \left(1 + \frac{\xi \epsilon_i x_i P_{\max} h_{i,R} h_{j,i}}{\tau_i^{(k)} B \sigma^2} \right) \geq \lambda,
\]
∀i,
(14b)

where the constraint C12 is transformed from C11.

Although the relaxation \(P_5\) still has non-convex form due to the non-convex constraint C12, the following new auxiliary variables, \(y_i = \tau_a \log_2 \left(\frac{P_i}{\tau_i} \right)\), \(i \in \mathcal{M}\), are introduced to tackle this problem. Thus we have \(P_i = \tau_a y_i, i \in \mathcal{M}\). By replacing \(P_i\) with \(y_i\), the constraints C8, C10 and C12 can be rewritten as C13, C14, and C15, respectively, i.e.,

\[
C13 : P_{c,i}^{(k)} + \tau_a y_i \geq P_{\max} \eta_i \left(\tau_i^{(k)} - x_i \right) h_{p,i} + P_{c,i}^{(k)} \sum_{j=1, j \neq i}^{M} \eta_j \left(\tau_j^{(k)} + x_j h_{p,j} h_{j,i} \right), \quad \forall i;
\]
(15)

\[
C14 : \tau_a \leq \tau_a p_i^{(k)} \max, \forall i;
\]
(16)

\[
C15 : B \omega_i y_i + B \tau_a \mu_i + B \omega_i \tau_a \log_2 \left(\frac{h_{i,R}}{\tau_i} \right) - B \omega_i \tau_a \log_2 \left(\sum_{m=i+1}^{M} 2^{\frac{m}{B \sigma^2}} h_{m,R} + B \sigma^2 \right)
+ B \tau_i^{(k)} \log_2 \left(1 + \frac{\xi \epsilon_i x_i P_{\max} h_{i,R}}{\tau_i^{(k)} B \sigma^2} \right) \geq \lambda, \quad \forall i.
\]
(17)

Based on C13, C14 and C15, \(P_5\) can be reformulated as

\[
P_6 : \max_{\substack{\tau_b, x, y, \tau_a, \lambda}} \lambda
\]
(18a)

\[
s.t. C3, C6, C9, C13, C14, C15.
\]
(18b)

where \(y = [y_1, y_2, \ldots, y_M]\).

**Theorem 2:** The optimization problem \(P_6\) can be proved to be convex.

**Proof:** See Appendix B.

Although the problem \(P_6\) is convex, it may not be solved by the CVX tool due to existence of \(\tau_a \frac{y_i}{\tau_i^{(k)}}\) and \(B \omega_i \tau_a \log_2 \left(\sum_{m=i+1}^{M} 2^{\frac{m}{B \sigma^2}} h_{m,R} + B \sigma^2 \right)\). In order to circumvent this problem, in the next subsection, we employ the Karush-Kuhn-Tucker (KKT) conditions to analyze the problem \(P_6\) and then devise a computationally efficient iterative algorithm to obtain the optimal solution of problem \(P_6\).

### C. Iterative Algorithm for \(P_6\)

We first need the partial Lagrangian function for problem \(P_6\), which can be written as (19), shown at the top of the next page. In (19), \(\theta = [\theta_1, \theta_2, \ldots, \theta_M] \geq 0, \phi = [\phi_1, \phi_2, \ldots, \phi_M] \geq 0, \varphi = [\varphi_1, \varphi_2, \ldots, \varphi_M] \geq 0, \) and \(v = [v_1, v_2, \ldots, v_M] \geq 0\) are the Lagrange multiplier vectors. Since the problem \(P_6\) is convex, the maximization of the partial Lagrangian function \(\mathcal{L}\) with respect to the optimization variables \((\tau^b, x, y, \tau_a, \lambda)\) is a standard concave optimization problem for any given Lagrange multiplier vectors \((\theta, \phi, \varphi, v)\), and the optimal solution can be derived from the KKT conditions [32].

Using the KKT conditions and (19), the following Theorem can be obtained.
Algorithm 1 Iterative Algorithm for Solving $P_6$

1. Initialize $\theta$, $\phi$, $\omega$, and $v$;
2. repeat
3. Obtain the optimal transmit power vectors $\{p_i^*\}_{i=1}^M$ and reflection coefficient vectors $\{\alpha_i^*\}_{i=1}^M$ at IoT devices based on (25) and (26);
4. Obtain $\{t_i^{bs}\}_{i=1}^M$, $t_i^b$ and $\lambda^*$ by solving the optimization problem $P_7$ with given $\theta$, $\phi$, $\omega$, and $v$;
5. Update $\theta$, $\phi$, $\omega$, and $v$ by using the gradient method;
6. until $\theta$, $\phi$, $\omega$, and $v$ converge;
7. Output the optimal solutions to $P_6$.

Theorem 3: For any given Lagrange multiplier vectors, we can derive the closed-form expressions of the optimal transmit power and the optimal reflection coefficient for the $i$-th IoT device, given by

$$p_i^* = \frac{P_i^*}{\tau_i^b} = 2\frac{\chi_i^b}{\tau_i^b} = \left[ \frac{B\sigma^2\omega_i}{(\theta_i + \nu_i)\ln 2} \right]^{+},$$

$$\alpha_i^* = \frac{\chi_i^b}{\tau_i^b} = \left[ \frac{\sigma B}{(\phi_i + \theta_i)\ln 2} - \frac{B\sigma^2}{\xi \alpha_i^* P_{\text{max}} h_i, R} \right]^{+},$$

where $[x]^+ = \max\{0, x\}$. Besides, the Lagrangian function $L$ is a linear function with respect to $\tau_a$, $\tau_b^l$ and $\lambda^*$.

Proof: See Appendix C.

Remark 1: Eq. (20) reveals that when $p_i^* > 0$, the $i$-th IoT device will exhaust all the harvested energy or use the maximum transmit power for uplink NOMA. The reasons are as follows. $p_i^* > 0$ yields $\theta_i + \nu_i > 0$, resulting in $\theta_i > 0$ or $\nu_i > 0$. Combining the complementary slackness conditions $\theta_i \left( P_{\text{max}} \sum_{j=1, j\neq i}^M \eta_j (t_j^b - x_j) h_{p,j} + \sum_{j=1, j\neq i}^M \eta_j (t_j^b h_{p,j} + x_j h_{p,j, h,j}) \right) - P_{c,i} t_i^b - \tau_a 2\frac{\chi_i^b}{\tau_i^b} - P_{c,i} \tau_a = 0$ and $v_i (t_a p_i^* - \tau_a) = 0$, we can draw the above conclusions.

Remark 2: Eq. (21) shows that with the increase of $P_{\text{max}}$, $\alpha_i^*$ should be reduced for maximizing the minimal throughput of each IoT device. This indicates that when the received power at the IoT device increases, in order to achieve the max-min throughput, the IoT devices prefer to split more power for EH and the harvested energy will be used in the uplink NOMA phase. This is because the uplink NOMA, one of active transmission modes, achieves a higher throughput than the passive BackCom.

As pointed out by Theorem 3, the Lagrangian function $L$ is a linear function with respect to $\tau_a$, $\tau_b^l$ and $\lambda$. This means that the optimal backscatter time $t_i^{bs}$, the optimal time of active transmission $\tau_i^b$ and the optimal max-min throughput $\lambda^*$ can be obtained at the vertices of the feasible region [32]. In order to obtain $t_i^{bs}$, $\tau_i^b$ and $\lambda^*$, after substituting (20) and (21) into $P_5$, we can obtain the following optimization problem, given as

$$P_7: \max_{\tau, \nu, \lambda} \lambda$$

s.t. $C16: P_c, t_i^b + \tau_a p_i^* + P_{c,i} \nu_a$

$$\leq P_{\text{max}} \left[ \eta_i (t_i^b - \tau_i^b \alpha_i^*) h_{p,i} + \sum_{j=1, j\neq i}^M \eta_j (t_j^b h_{p,j} + \tau_j^b \alpha_j^* h_{p,j, h,j}) \right], \forall i,$$

C3, C6,

$$C17: B\tau_a \mu_i + B\nu_a \tau_i \log_2 (p_i^* h_i, R)$$

$$- B\nu_a \tau_i \log_2 \left( \sum_{m=1}^M p_m^* h_m, R + B\sigma^2 \right)$$

$$x + Bt_i^b \tau_i \log_2 (1 + \frac{\xi \alpha_i^* p_{\text{max}} h_i, R}{B\sigma^2}) \geq \lambda, \forall i,$$

where constraints C16 and C17 are transformed from constraints C13 and C15. It is obvious that the problem $P_7$ is a linear programming problem of $\tau_a, \tau_b^l$ and $\lambda$. Thus, standard linear optimization tools [32] can be used to obtain $t_i^{bs}$, $\tau_i^b$ and $\lambda^*$. Accordingly, the process of how to obtain the optimal solutions to $P_6$ is shown in Algorithm 1. Please note that here gradient method is used to update the Lagrange multipliers [32] and the details are omitted here for convenience.

D. TWO-LAYER ITERATIVE ALGORITHM FOR $P_1$

Based on Section III-B and Section III-C, we can propose a two-layer iterative algorithm to solve the original optimization problem $P_1$, given by Algorithm 2, in which in the inner loop, we aim to solve the problem $P_6$ by means of Algorithm 1, and in the outer loop, we should update the values of $\omega_i$ and $\mu_i$, $\forall i$ until the stop condition is satisfied. In particular, in the $k$-th iteration, we use Algorithm 1 to solve $P_6$ with $\omega_i^k$ and $\mu_i^k$, $\forall i$, and obtain the optimal solutions to $P_6$, which can be denoted by $\{x_i^k\}_{i=1}^M$, $\{t_i^{bs}\}_{i=1}^M$, $\{\tau_i^b\}_{i=1}^M$, $\{\tau_a^k\}_{i=1}^M$, $\{\alpha_i^k\}_{i=1}^M$ and $\lambda^k$. On this basis, we can obtain the optimal transmit power vectors $\{p_i^k\}_{i=1}^M$ and reflection coefficient vectors $\{\alpha_i^k\}_{i=1}^M$ at IoT devices, and update $\lambda_k^k = \lambda^k$. Given an error tolerance $\epsilon$, if the stop condition, $|\lambda_k - \lambda_{k-1}| < \epsilon$, is satisfied, the obtained solution $\{x_i^k\}_{i=1}^M$, $\{t_i^{bs}\}_{i=1}^M$, $\{\tau_i^b\}_{i=1}^M$, $\{\tau_a\}_{i=1}^M$, $\{\alpha_i\}_{i=1}^M$ is the optimal solution to $P_1$ and the obtained max-min throughput is given by $\lambda^k$. Otherwise, let $k = k + 1$ and update $\omega_i^k$ and $\mu_i^k$, $\forall i$ based on the obtained solution $\{\alpha_i^k\}_{i=1}^M$, $\{t_i^{bs}\}_{i=1}^M$, $\{\tau_i^b\}_{i=1}^M$, $\{\tau_a\}_{i=1}^M$, $\{\alpha_i\}_{i=1}^M$ by following (12) and (13).

Note that the iteration to update $\alpha_k$ and $\mu_k$ always converges and the equality in (11) holds at the converged solution. The detailed proof can be refer to [31].

It is worth noting that the proposed iterative algorithm mentioned in this work is Algorithm 2 which can be used to solve the problem $P_1$, while Algorithm 1 is adopted in each iteration of Algorithm 2 to solve $P_6$. The proposed iterative algorithm can be adopted to obtain the proposed resource allocation scheme for IoT networks with a massive number
of IoT devices and its computational complexity will also increase with the increasing of \( M \). Specifically, the computational complexity of the proposed iterative algorithm can be evaluated as follows. According to [32], [33], \( \tau_i \), \( \lambda_i \), \( \mu_i \), \( \rho_i \), and \( \xi_i \), have a linear computational complexity with the number of IoT devices, \( M \), and the computational complexity for updating Lagrange variables is given by \( O(M^2) \), where \( O(x) \) denotes the upper bound for the computational complexity grows with order \( x \). Since the computational complexity for updating auxiliary variables \( \omega_i \) and \( \mu_i \), \( \forall i \) is independent of \( M \), the total computational complexity for solving \( P_1 \) is given by \( O(M^3) \).

### IV. SIMULATIONS

In this section, we verify the effectiveness and the superiority of the proposed scheme under the considered network by means of computer simulations. Unless otherwise specified, the basic simulation parameters are set as follows. Following [25], [26], we set \( M = 4 \), \( T = 1s \), \( W = 100kHz \), \( \sigma^2 = -120dBm/Hz \), \( \xi = -15dB \), \( P^b_{c,1} = P^b_{c,2} = P^b_{c,3} = P^b_{c,4} = 10\mu W \), \( P_{c,1} = P_{c,2} = P_{c,3} = P_{c,4} = 1mW \) and \( P_{\text{max}} = 3W \). The energy conversion efficiency is set as \( \eta_1 = \eta_2 = \eta_3 = \eta_4 = 0.7 \). The standard power loss propagation model is considered for modelling the channel gains among the PB, the IR and multiple IoT devices. Specifically, let \( g_{p,i} \), \( g_{l,i} \), and \( g_{l,R} \) denote the small-scale fading of the PB-to-the \( i \)-th IoT device link, the \( i \)-th IoT device-to-the \( j \)-th IoT device link and the \( i \)-th IoT device-to-IR link, respectively, where \( i, j = 1, 2, \ldots, M \) and \( i \neq j \). Denote the distances of the PB-to-the \( i \)-th IoT device link, the \( i \)-th IoT device-to-the \( j \)-th IoT device link and the \( i \)-th IoT device-to-IR link as \( d_{p,i} \), \( d_{l,ij} \), and \( d_{l,R} \), respectively. Then we have \( h_{p,i} = g_{p,i}d_{p,i}^{-\beta} \), \( h_{l,ij} = g_{l,ij}d_{l,ij}^{-\beta} \) and \( h_{l,R} = g_{l,R}d_{l,R}^{-\beta} \), where \( \beta \) is the path loss exponent. Here we set \( \beta = 3 \). According to [33], we assume that four IoT devices are randomly and uniformly distributed on every side of the PB with a reference distance of 2 meters and a maximum service distance of 10 meters. Similarly, the distance between different IoT devices also varies from 2 meters to 10 meters. The distances from the IoT devices to the IR are set as: \( d_{l,R} = 55 \) meters, \( d_{2,R} = 60 \) meters, \( d_{3,R} = 63 \) meters and \( d_{4,R} = 67 \) meters.

Fig. 2 illustrates the convergence of the proposed algorithm under different sets of \( P_{\text{max}} \) and \( \xi \). Specifically, Fig. 2(a)

---

### Algorithm 2 Two-Layer Iterative Algorithm

1: Set the maximum tolerance \( \varepsilon \);
2: Set the iteration index \( k = 1 \), Flag = 1 and \( \lambda_0 = 0 \);
3: Set \( \omega_i^k = 1 \), \( \mu_i^k = 0 \) for \( i \in M \);
4: repeat
5:   Solve the optimization problem \( P_0 \) with given \( \omega_i^k \) and \( \mu_i^k \), \( \forall i \), to obtain the optimal solutions, denoted by \( \{x_i^+\}_{i=1}^M \), \( \{\tau_i^+\}_{i=1}^M \), \( \{\omega_i^+\}_{i=1}^M \) and \( \lambda^+ \), by means of Algorithm 1;
6:   Obtain the optimal transmit power vectors \( \{p_i^+\}_{i=1}^M \) and reflection coefficient vectors \( \{\alpha_i^+\}_{i=1}^M \) at IoT devices based on the obtained \( \{x_i^+\}_{i=1}^M \), \( \{\tau_i^+\}_{i=1}^M \), \( \{\alpha_i^+\}_{i=1}^M \) and \( \{\omega_i^+\}_{i=1}^M \);
7:   Obtain the optimal transmit power of the PB as \( P_{\text{max}}^+ = P_{\text{max}} \) and set \( \lambda_k = \lambda^+ \);
8:   if \( |\lambda_k - \lambda_{k-1}| \geq \varepsilon \) then
9:     Set \( k = k + 1 \);
10:    Update \( \omega_i^k \) and \( \mu_i^k \), \( \forall i \), based on (12) and (13);
11:   else
12:     The obtained solution \( \{\alpha_i^+\}_{i=1}^M \), \( \{\tau_i^+\}_{i=1}^M \), \( \{\omega_i^+\}_{i=1}^M \) is the optimal solution to \( P_1 \) and the obtained max-min throughput is given by \( \lambda^+ \);
13:     Set Flag = 0;
14:   end if
15: until Flag = 0;
16: Output the max-min throughput of IoT devices and the optimal solution.
shows the max-min throughput of IoT devices versus the number of iterations under different settings of $P_{\text{max}}$ while Fig. 2(b) plots the convergence of the proposed algorithm under different sets of $\xi$. It can be seen that the proposed algorithm can always converge to a stable throughput after the limited iterations. For example, when $P_{\text{max}} = 2W$, about 7 iterations can ensure the convergence of the proposed scheme. This demonstrates that our proposed iterative algorithm is computationally efficient.

Fig. 3 shows the max-min throughput of IoT devices versus the performance gap $\xi$ under three schemes, which are the proposed scheme, wireless powered BackCom and wireless powered NOMA, respectively. For wireless powered BackCom, we set $r_a = 0$ and $p_i = 0, \forall i$, while for wireless powered NOMA, we set $a_i = 0, \forall i$. Note that wireless powered BackCom and wireless powered NOMA are optimized under the same constraints as $P_1$. As shown in this figure, we can observe that with the increasing of $\xi$, the max-min throughput of the IoT devices under the proposed scheme and wireless powered BackCom will increase while the throughput under wireless powered NOMA will keep unchanged. This is because the throughput achieved by BackCom will increase as $\xi$ increases while the throughput under wireless powered NOMA is not influenced by $\xi$. By comparisons, we can also see that the proposed scheme can achieve the highest max-min throughput among the three schemes, as the proposed scheme provides more flexibility to utilize the resource efficiently to maximize the minimum throughput of IoT devices and both wireless powered BackCom and wireless powered NOMA can be regarded as special cases for the proposed scheme. This also indicates the rational of considering the combination of BackCom and wireless powered NOMA in this work.

Fig. 4 shows the max-min throughput achieved by IoT devices versus the maximum transmit power of the PB $P_{\text{max}}$. In order to illustrate the superiority of the proposed scheme, we compare the max-min throughput achieved by the proposed scheme with that under wireless powered BackCom, wireless powered NOMA and hybrid of wireless powered OMA and BackCom. It is worth noting that for hybrid of wireless powered OMA and BackCom, $M$ IoT devices adopt a TDMA scheme instead of uplink NOMA to transmit information to the IR and the max-min throughput for hybrid of wireless powered OMA and BackCom is optimized under the same constraints as $P_1$, which has been studied in [25]. As shown in this figure, we can see that the max-min throughput under the proposed scheme, wireless powered BackCom, wireless powered NOMA and hybrid of wireless powered OMA and BackCom will increase as $P_{\text{max}}$ increases. This is because the optimal transmit power of the PB is given by $P_{\text{max}}$ and the max-min throughput increases with the increasing of the optimal transmit power of the PB. By comparisons, we can also observe that the proposed scheme can achieve the highest max-min throughput. This also demonstrates the necessary and importance of considering NOMA for uplink transmission.

Fig. 5 compares the fairness among different IoT devices achieved by the proposed scheme under the max-min fairness criterion with the existing scheme achieved by the sum throughput maximization. It is worth noting that the scheme under the sum throughput maximization is to maximize the sum of throughput of all the IoT devices under the same constraints as $P_1$. After obtaining the optimal resource allocation for maximizing the minimum throughput of IoT devices or the sum throughput of IoT devices, we can compute the throughput of each IoT device and the average throughput that can be determined by $\frac{\text{Throughput}}{M}$. We consider two scenarios, where one is the scenario with a small channel gain difference and the other is the scenario with a large channel gain difference. By comparisons, we can observe that the proposed scheme can greatly improve the fairness among different IoT devices at the cost of a small reduction to
the average throughput. Besides, we can also see that the proposed scheme is more effective in terms of fairness among different IoT devices for the case with a larger channel gain difference.

V. CONCLUSION
In this work, we have proposed a novel backscatter assisted wireless powered NOMA network, where each IoT device can backscatter its information via BackCom and transmit its information via uplink NOMA to the IR. In order to ensure throughput fairness among IoT devices, we have formulated a throughput maximization problem under the max-min fairness criterion by jointly optimizing the transmit power of the PB, the backscatter time, reflection coefficients, and transmit power of IoT devices as well as the time for uplink NOMA. A two-layer iterative algorithm has been proposed to obtain the optimal solution. Simulation results have shown the quick convergence of the proposed algorithm, and demonstrated the superiority of the proposed scheme in terms of the max-min throughput achieved by IoT devices by comparing with existing schemes.

APPENDIX A
PROOF OF THE LEMMA 1
Here we prove Lemma 1 by contradiction. Assume that \((P_{s}^+, (\tau_{b})^+, \alpha^+, (p)^+, \tau_s^+)\) is the optimal solution to the problem \(P_2\) and satisfying \(P_{s}^+ < P_{\text{max}}\). Substituting the optimal solution into (6), we can obtain \(R_{i}^{\text{tot}+}\) for a given \(i\), and the max-min throughput can be determined by the following equality, i.e., \(\lambda^* = \min \{R_{i}^{\text{tot}+}, i \in \mathcal{M}\}\). Let's construct another solution \((P_{s}^+, (\tau_{b})^+, \alpha^+, (p)^+, \tau_s^+)\) satisfying \(P_{s}^+ = P_{\text{max}} > P_{s}^*\), \((\tau_{b})^+ = (\tau_{b})^*, \alpha^+ = \alpha^*, (p)^+ = (p)^*, \text{ and } \tau_s^+ = \tau_s^*\). Similarly, substituting the solution \((P_{s}^+, (\tau_{b})^+, \alpha^+, (p)^+, \tau_s^+)\) into (6), \(R_{i}^{\text{tot}+}\) can be determined. Since the throughput achieved by the \(i\)-th IoT device, \(R_{i}^{\text{tot}+}\), is an increasing function with respect to \(P_{s}\), thus, \(P_{s}^+ > P_{s}^*\) results in \(R_{i}^{\text{tot}+} > R_{i}^{\text{tot}+}\) for any given \(i\). Combining this observation with \(\lambda = \min \{R_{i}^{\text{tot}, i \in \mathcal{M}}\}\), we have \(\lambda^+ > \lambda^*\). This indicates that \((P_{s}^+, (\tau_{b})^+, \alpha^*, (p)^+, \tau_s^+)\) is not the optimal solution and hence the \(P_{s}^* < P_{\text{max}}\) does not hold. In other words, \(P_{s}^* = P_{\text{max}}\) should be satisfied for obtaining the max-min throughput in our considered network.

APPENDIX B
PROOF OF THE THEOREM 2
The objective function and the constraints C3, C9, and C6 are linear, thus in what follows, we only need to prove that the constraints C13, C14, and C15 are convex.

On the convexity of C13: One observation from this constraint is that except the term \(\tau_s^2\), others are linear. This indicates that C13 is convex if and only if \(\tau_s^2\) is a joint convex function with respect to the optimization variables \(y_i\) and \(\tau_s\). Since the perspective function can preserve convexity [32], we know that the convexity of \(\tau_s^2\) is the same as that of \(2y_i\). It is not hard to verify that the \(2y_i\) is a convex function and hence the constraint C13 is convex.

On the convexity of C14: Since in the preceding paragraph, it has been proven that \(\tau_s^2\) is a joint convex function, we can conclude that the constraint C14 is convex.

On the convexity of C15: By observing (17), it is not hard to know that the convexity of C15 depends on the two terms: \(-B\omega_i \tau_s \log_2 \left( \sum_{m=i+1}^{M} 2^{\frac{y_m}{h_{m,R}}} + B\sigma^2 \right)\) and \(B\tau_s \log_2 \left( 1 + \frac{\xi \epsilon_i \sigma_p^2 h_{i,R}}{\sigma B^2} \right)\). Similarly, using the perspective function, it can be known that the convexities of \(-B\omega_i \tau_s \log_2 \left( \sum_{m=i+1}^{M} 2^{\frac{y_m}{h_{m,R}}} + B\sigma^2 \right)\) and \(B\tau_s \log_2 \left( 1 + \frac{\xi \epsilon_i \sigma_p^2 h_{i,R}}{\sigma B^2} \right)\) are the same as that of \(-B\omega_i \log_2 \left( \sum_{m=i+1}^{M} 2^{y_m h_{m,R}} + B\sigma^2 \right)\) and \(B \log_2 \left( 1 + \frac{\xi \epsilon_i \sigma_p^2 h_{i,R}}{B^2} \right)\), respectively. Combining this observation with the fact the log-sum-exp function is convex and log function is concave, we can conclude that the constraint C15 is convex. Therefore, the optimization problem P6 is convex.

APPENDIX C
PROOF OF THE THEOREM 3
Taking the partial derivative of \(\mathcal{L}\) over all the optimization variables, respectively, we have

\[
\frac{\partial \mathcal{L}}{\partial y_i} = -(\eta_i + \nu_i) \left( 2^{\frac{y_i}{h^2}} \ln 2 \right) + B \sigma^2 \phi_i, \quad (23)
\]

\[
\frac{\partial \mathcal{L}}{\partial \nu_i} = \frac{B\sigma^2}{\nu_i} \frac{\xi \epsilon_i \sigma_p^2 h_{i,R}}{\nu_i} \left( B^2 - 2^{\frac{y_i}{h^2}} \ln 2 \right) - \theta_i P_{\text{max}} h_{i,R} \phi_i, \quad (24)
\]

\[
\frac{\partial \mathcal{L}}{\partial \eta_i} = \sum_{i=1}^{M} \theta_i \left( 2^{\frac{y_i}{h^2}} \ln 2 - 2^{\frac{y_i}{h^2}} - P_{c,i} \right), \quad (25)
\]
\[ + \sum_{i=1}^{M} \varphi_i (B_{\mu_i} + B_{\omega_i} \log_2 (h_{i,R})) - \sum_{i=1}^{M} \varphi_i \left( B_{\omega_i} \log_2 \left( \sum_{m=1}^{M} 2^{\frac{i}{2}} h_{m,R} + B_b^2 \right) \right) \]
\[+ \sum_{i=1}^{M} \varphi_i B_{\omega_i} \left( \sum_{m=1+1}^{M} 2^{\frac{i}{2}} h_{m,R} + B_b^2 \right) + \sum_{i=1}^{M} \varphi_i \left( p_i^m - p_i^s - \log_2 (p_i^m) \ln 2 \right). \]

\[
\frac{\partial L}{\partial t_i} = \theta_i \left( P_{\max}^h h_{p,i} - P_{c,i} \right) + \phi_i
+ \frac{\varphi_i B \log_2 \left( 1 + \frac{\xi \epsilon_i \eta_i P_{\max} h_{p,i, R}}{t_i^B B^2} \right)}{\ln 2 \left( B_b^2 + \xi \epsilon_i P_{\max} h_{p,i, R} \right)} \frac{x_i}{t_i^B}.
\]

\[
\frac{\partial L}{\partial \lambda} = 1 - \sum_{i=1}^{M} \varphi_i.
\]

Setting \( \frac{\partial L}{\partial \phi_i} = 0 \) and \( \frac{\partial L}{\partial \theta_i} = 0 \), respectively, the optimal transmit power and the optimal reflection coefficient for the \( i \)-th IoT device can be derived, given by

\[
p_i^* = \left( \frac{2^{\frac{i}{2}}}{t_i^B} \right)^* = 2^{\frac{\chi_i}{t_i^B}} = \left[ B \varphi_i / (\theta_i + \varphi_i) \ln 2 \right]^*.
\]

\[
\alpha_i^* = \left[ \frac{\varphi_i B \log_2 \left( 1 + \frac{\xi \epsilon_i \eta_i P_{\max} h_{p,i, R}}{t_i^B B^2} \right)}{\ln 2 \left( B_b^2 + \xi \epsilon_i P_{\max} h_{p,i, R} \right)} \frac{\chi_i}{t_i^B} \right]^*.
\]

where \([x]^* = \max\{0, x\}\).

Substituting (29) and (30) into (25) and (26), we can rewrite the expressions of \( \frac{\partial L}{\partial t_i} \) and \( \frac{\partial L}{\partial \lambda} \), i.e.,

\[
\frac{\partial L}{\partial t_i} = \sum_{i=1}^{M} \theta_i \left( p_i^s (\log_2 p_i^s) \ln 2 - p_i^s - P_{c,i} \right)
+ \sum_{i=1}^{M} \varphi_i (B_{\mu_i} + B_{\omega_i} \log_2 (h_{i,R}))
- \sum_{i=1}^{M} \varphi_i B_{\omega_i} \left( \sum_{m=1+1}^{M} p_m^s h_{m,R} + B_b^2 \right)
+ \sum_{i=1}^{M} \varphi_i B_{\omega_i} \sum_{m=1+1}^{M} p_m^s h_{m,R} + B_b^2
\]

\[
+ \sum_{i=1}^{M} \varphi_i \left( p_i^m - p_i^s - \log_2 (p_i^m) \ln 2 \right).
\]

Combining eqs. (28), (31), and (32), it is easy to know that Lagrangian function \( L \) is a linear function with respect to \( t_i, \lambda \) and \( \alpha_i \).
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