Nonlocality in metallo-dielectric multilayers: numerical tools and physical analysis
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Abstract

We provide theoretical and numerical tools to quantitatively study the impact of nonlocality arising from free electrons in metals on the optical properties of metallo-dielectric multilayers. Though effects due to nonlocality are in general quite small, they nevertheless can be important for very thin (typically below 10 nm) metallic layers - as are used in structures characterized by relatively flat dispersion curves. Such structures include those with negative refractive index; hyperbolic metamaterials; and materials with index near zero. We find in all cases that the inclusion of nonlocal effects through application of the hydrodynamic model to the electron response leads to a higher transmission through the considered medium. Finally, we examine the excitation of gap-plasmon resonances, where nonlocality plays a much greater role, and suggest possible routes for experimental investigation.
Metallo-dielectric multilayers are a class of metamaterials that have attracted considerable attention because they are relatively easy to fabricate at infrared and visible wavelengths, and can support a wide scope of exotic behavior, including negative refraction and hyperbolic dispersion. The unique properties of these multilayer structures can potentially play a role in applications such as, thermal radiation control to subwavelength imaging. Most of the analyses to date assume the classical, local model for the electron response of the metal layers. However, as the metals become very thin and are spaced close together, it can be expected that the classical model will no longer be applicable and must be substituted with a semiclassical or full quantum mechanical model. Recent experiments have indicated there may be a length scale where the classical model fails, but where the semiclassical, hydrodynamic model for the free electron response is valid. The hydrodynamic model, while approximate, nevertheless provides a more tractable model for analytic and semi-analytic calculations, especially for larger structures, and is thus an attractive approach for estimating the impact of nonlocality in various scenarios.

Over the years, there have been diverging opinions as to whether structures composed of very thin metallic and dielectric layers are sensitive to the intrinsic nonlocality of metals, that results from the interaction between free electrons. Here we provide a set of theoretical and numerical tools to take this nonlocality into account when simulating the behavior of any kind of metallo-dielectric multilayer. Our description relies on the hydrodynamic model, which has been shown to provide quantitative agreement for the plasmon resonance shifts observed on a system of gold nanospheres spaced sub-nanometer distances from a gold film. This model was subsequently modified to take into account interband transitions. In this paper, we present a dispersion relation for an infinitely periodic metallo-dielectric multilayer, as well as a scattering matrix formalism for finite layers, both of which incorporate the effects of nonlocality through the use of the hydrodynamic model. Our formalism makes it very easy to vary the boundary conditions and is thus more general than previous works. Using these tools, we show that the impact of nonlocality on a recently published optical negative index lens design based on metallo-dielectric multilayers can be observed but is very moderate. By contrast, we find nonlocal effects cannot be neglected for structures in the canalization regime; moreover, for very thin metallic layers, the bulk plasmon acts as a supplementary energy canal allowing light to tunnel through metallic layers. Finally, we use our tools to study...
the prism-coupling of a gap-plasmon[26], where the impact of nonlocality is found to be appreciable. Based on this observation, we are led to suggest an experimental configuration that could be used to quantitatively probe nonlocality in metals.

I. HYDRODYNAMICAL MODEL FRAMEWORK

Within the framework of the hydrodynamical model, the conduction electrons of a metal are treated as a gas trapped within a volume bounded by the surface of the metal structure. Interactions between electrons are taken into account in an approximate manner through the introduction of a pressure term that includes both the electrostatic and quantum pressure. The hydrodynamical equations are linearized[29] to yield a relation between the electric field and the polarization of the metal linked to the free electrons displacements. The inclusion of the pressure terms in the hydrodynamic equations introduces a spatial derivative into the linearized equation of motion, and the response of the electron gas is thus nonlocal[30].

The origin of the hydrodynamic model can be traced to the physics of plasmas. It has been used to describe metallic structures since the 1960s and onwards[31, 32], raising many questions along the way as to the proper treatment of a metal-dielectric interface. The model thus suffered from many uncertainties, but was nonetheless widely used[33, 36] and discussed[24, 25, 37], then somewhat abandoned - likely due to the lack of any clear experimental evidence for nonlocal effects. It is clear now for instance, that nonlocality has almost no impact on the surface plasmons of a thin metal film[26], although the shift in the plasmon resonance wavelength of prism-coupled films was often considered as a test for nonlocal theories[25].

A variety of other approaches have been proposed to take nonlocality into account, including the classical Random Phase Approximation[31, 34, 38, 39] or Feibelman’s model[40, 41]. It is interesting to note that an essential improvement to the latter approach concerns the manner in which the contribution from bound electrons is taken into account[42]. However, this model is know for not having issues to take bulk absorption into account[39].

More modern approaches to assessing electron response rely on density functional theory (DFT), considered one of the most accurate tools to incorporate the effects of quantum mechanical interactions on resonances and other properties of metallic nanoparticles and nanoclusters[43, 44]. These methods also have limitations for example, the propagation of
waves is usually not taken directly into account\cite{15}, which is a reasonable approximation for tightly confined structures such as spherical dimers, but probably not descriptive for structures supporting gap-plasmons and similarly less confined excitations.

The hydrodynamical model has attracted increasing attention due to advances in nanofabrication and measurement techniques that allow structures to be designed and studied in the regime where nonlocal response is expected to dominate\cite{46-48}. In general, the hydrodynamic model is attractive because (i) it seems that its predictions are in good agreement with the first experiments for which nonlocality clearly plays a role\cite{20}, and well before other quantum effects kick in\cite{49, 50}; (ii) it yields analytical results\cite{26, 51} and provides deeper insight into the physics of nonlocality; and (iii) it is easy to implement in numerical simulations\cite{52}. In addition, the uncertainties about the boundary conditions are lifted when the contribution of the bound and free electrons are clearly distinguished\cite{26} and its well-known tendency to overestimate the impact of nonlocality is lessened. This is especially relevant for very short wavelengths, when the permittivity is small and when the Drude term is of the order of the interband transition contribution. For the reasons above, the model has thus been used to study the enhancement by plasmonics tips\cite{53} and dimers\cite{54}, hyperbolic metamaterials\cite{23, 28}, subwavelength imaging by a silver slab\cite{21, 48} and gap-plasmon propagation\cite{26, 48, 55}.

It should be finally stressed even if the model was found to be quite accurate\cite{22} when compared to other approaches, the model still has to be backed by more fundamental studies\cite{44}, comparison to experiments\cite{56} or even more sophisticated models\cite{30}.

We will in this section briefly remind the reader the fundamental physics of nonlocality within the framework of the hydrodynamical model.

A. Longitudinal waves

We consider here a multilayer as represented in Fig. 1. Nonlocal effects are expected to occur for $p$ polarization only (sometimes referred to as TM), so that we will from now on assume we are considering this polarization only. We assume the structure is illuminated with a plane wave, characterized by frequency $\omega$, a time dependency $e^{-i\omega t}$ and a wavevector whose component along the $x$ axis is denoted $k_x$.

In the framework of the hydrodynamic model\cite{57, 58}, the electric and magnetic fields
satisfy Maxwell’s equations

\[ \nabla \times \mathbf{E} = i \omega \mu_0 \mathbf{H} \]  \hspace{1cm} (1)

\[ \nabla \times \mathbf{H} = -i \omega \varepsilon_0 (1 + \chi_b) \mathbf{E} + \mathbf{P}_f \]  \hspace{1cm} (2)

where the effective polarization of the medium is linked to the electric field by the fundamental relation

\[ \mathbf{P}_f = \frac{\varepsilon_0 \omega_p^2}{\omega^2 + i \gamma \omega} \left( \mathbf{E} - (1 + \chi_b) \frac{\beta^2}{\omega_p^2} \nabla (\nabla \cdot \mathbf{E}) \right). \]  \hspace{1cm} (3)

These equations can be easily solved to yield an analytical form for the fields\[26\]. In the \( j \)th dielectric layer, having a relative permittivity \( \varepsilon_d \), the magnetic and electric fields can be written

\[ H_{yd} = (A_j e^{ik_d z} + B_j e^{-ik_d z}) e^{i(k\ddot{x} - \omega t)} \]  \hspace{1cm} (4)

\[ E_x = \frac{k_d}{\omega \varepsilon_0 \varepsilon_d} (A_j e^{ik_d z} - B_j e^{-ik_d z}) e^{i(k\ddot{x} - \omega t)} \]  \hspace{1cm} (5)

\[ E_z = \frac{-k_x}{\omega \varepsilon_0 \varepsilon_d} (A_j e^{ik_d z} + B_j e^{-ik_d z}) e^{i(k\ddot{x} - \omega t)}, \]  \hspace{1cm} (6)

with \( k_d = \sqrt{\varepsilon_d k_0^2 - k_x^2} \) and \( k_0 = \frac{\omega}{c} \).

Inside the \( j \)th metallic layer of permittivity \( \varepsilon_m \), in the framework of the hydrodynamical model, two types of waves are supported: the transverse and longitudinal waves. The transverse wave results can be found from consideration of the two Maxwell curl equations.
The associated transverse fields thus satisfy

\[ \partial_z E_x - \partial_x E_z = i\omega \mu_0 H_y \]  
(7)

\[ E_x = \frac{1}{i\omega \varepsilon_0 \varepsilon_m} \partial_z H_y \]  
(8)

\[ E_z = -\frac{1}{i\omega \varepsilon_0 \varepsilon_m} \partial_x H_y. \]  
(9)

so that, inside the metal, they can be written

\[ H_{ym} = (A_j e^{-\kappa_{lm} z} + B_j e^{\kappa_{lm} z}) e^{i(k_x x - \omega t)} \]  
(10)

\[ E_x^\ell = \frac{i \kappa_{\ell l}}{\omega \varepsilon_0 \varepsilon_m} (A_j e^{-\kappa_{lm} z} - B_j e^{\kappa_{lm} z}) e^{i(k_x x - \omega t)} \]  
(11)

\[ E_z^\ell = \frac{-k_x}{\omega \varepsilon_0 \varepsilon_m} (A_j e^{-\kappa_{lm} z} + B_j e^{\kappa_{lm} z}) e^{i(k_x x - \omega t)}, \]  
(12)

where \( \kappa_{\ell l} = \sqrt{k_x^2 - \varepsilon_m k_0^2}. \) The longitudinal wave corresponds to a bulk plasmon supported by the free electron gas, with no accompanying magnetic field. Because the electric field corresponding to the longitudinal mode is thus curl free, it satisfies

\[ \partial_z E_x = \partial_x E_z. \]  
(13)

and can finally be written (the first equation below being the definition of \( C_j \) and \( D_j \))

\[ E_x^\ell = \frac{1}{\omega \varepsilon_0} (C_j e^{-\kappa_{lm} z} + D_j e^{\kappa_{lm} z}) e^{i(k_x x - \omega t)} \]  
(14)

\[ E_z^\ell = \frac{-\kappa_{\ell l}}{ik_x \omega \varepsilon_0} (C_j e^{-\kappa_{lm} z} - D_j e^{\kappa_{lm} z}) e^{i(k_x x - \omega t)} \]  
(15)

with

\[ \kappa_{\ell l} = \sqrt{k_x^2 + \frac{\omega_p^2}{\beta^2}} \left( \frac{1}{\chi_f} + \frac{1}{1 + \chi_b} \right) \]  
(16)

where \( \omega_p \) is the plasma frequency of the considered metal, and \( \chi_f \) and \( \chi_b \) are the susceptibilities associated with the free and bound electrons, respectively. These three parameters are determined through careful fits of the metal local permittivity[59]. The parameter \( \beta \) is central, but not so easy to estimate. This constant can account for both coulomb interaction and quantum pressure through which free electrons interact strongly in the metal[29, 30]. The recent experimental results on film-coupled nanoparticles show consistency with the theoretically calculated value of \( \beta = \sqrt{\frac{5}{3}} \frac{E_F}{m} \) (with \( E_F \) being the Fermi level and \( m \) the effective mass of free electrons in the metal[30] [20]. For gold and silver these values are very close, and we take here \( \beta = 1.35 \times 10^6 \) m/s for both metals.
B. Additional boundary conditions

At the boundary between a metal and a dielectric, an additional boundary condition is needed to determine to what extent the longitudinal wave is excited. Since we consider here the response of the free electrons as nonlocal and the response of the bound electrons as purely local, there is only one physically sound boundary condition: We assume that the free electrons are confined within the metal volume, and thus the normal component of the polarization $P_f$ associated with the free electron density vanishes at the interface\[^{26}\]. We emphasize that this condition, although it may seem the most logical, has rarely been applied in prior work\[^{27, 60}\].

For the fields that are inside the metal, the boundary condition on the polarization can be written on the interface

$$P_{f_z} = -\frac{1}{i\omega} \partial_z H_y - \epsilon_0 (1 + \chi_b) E_z = 0 \quad (17)$$

where, of course, $E = E^t + E^\ell$. Using equation 9, the previous condition can also be written

$$E^\ell_z = \frac{\kappa_l}{\omega \epsilon_0 k_x} \Omega H_y \quad (18)$$

with

$$\Omega = \frac{k^2_x}{\kappa_l} \left( \frac{1}{\epsilon} - \frac{1}{1 + \chi_b} \right). \quad (19)$$

II. DISPERSION RELATION IN AN INFINITE METALLO-DIELECTRIC MULTILAYER

Metallo-dielectric multilayers are of heightened interest in many metamaterial configurations for their unique dispersion characteristics. While fully isotropic negative index and other novel metamaterial medium are difficult to realize at visible and infrared wavelengths, anisotropic media comprising alternating metal/dielectric layers can be readily fabricated and can often approximate the desired wave propagation effects. In particular, one striking property that can be achieved in metallodielectric multilayers is hyperbolic dispersion\[^{61, 62}\]. Hyperbolic metamaterials are compelling because the hyperbolic dispersion relation allows evanescent waves emitted by a source to be converted to propagating waves. This effect can be used to achieve sub-wavelength imaging\[^{13, 15, 18, 19, 63, 64}\], projection of near-field
information to far-field [5, 14] and super-Planckian thermal emission [9, 11]. Analytically, the
dispersion relation when metals are assumed to be local is extremely similar to the dispersion
relation of Bragg mirrors.

Several dispersion relations for nonlocal metallo-dielectric structures have already been
published [23, 27], but do not consider the contribution of the interband transitions, which
is expected to be quantitatively much more accurate when the correct boundary conditions
are used.

Moreover, all the nonlocal parameters are united here in a single constant Ω making it
very easy to change the characteristics of the model and thus allowing the retrieval of all
the other dispersion relations. The demonstration leading to the dispersion relation is quite
informative too. It shows not all the different transfer matrices algorithms [65] can handle
nonlocality easily.

A. Dispersion relation

We consider an infinite structure made of alternating metallic and dielectric layers with
thicknesses of respectively $h_m$ and $h_d$. We will denote by a subscript $m$ the fields inside the
metal, and by $d$ the fields inside the dielectric layer.

The transfer matrix (Abelès matrices [66, 67]) can be written

$$
\begin{bmatrix}
H_{yd} \\
E_x
\end{bmatrix}
_{z+hd} =
\begin{bmatrix}
\cos(k_d h_d) & \frac{i \omega \epsilon_0 \xi_d}{k_d} \sin(k_d h_d) \\
\frac{i k_d}{\omega \epsilon_0 \xi_d} \sin(k_d h_d) & \cos(k_d h_d)
\end{bmatrix}
\begin{bmatrix}
H_{yd} \\
E_x
\end{bmatrix}
_z.
$$

(20)

which relates the transverse fields on either side of the dielectric layer.

In the metal, since both transverse as well as longitudinal waves propagate, two transfer
matrices must be written, or

$$
\begin{bmatrix}
H_{ym} \\
E_x^t
\end{bmatrix}
_{z+h_m} =
\begin{bmatrix}
\cosh(\kappa_t h_m) & \frac{i \omega \xi_0 \epsilon_m}{k_t} \sinh(\kappa_t h_m) \\
\frac{\kappa_t}{i \omega \xi_0 \epsilon_m} \sinh(\kappa_t h_m) & \cosh(\kappa_t h_m)
\end{bmatrix}
\begin{bmatrix}
H_{ym} \\
E_x^t
\end{bmatrix}
_z.
$$

(21)

and

$$
\begin{bmatrix}
E_x^t \\
E_z^t
\end{bmatrix}
_{z+h_m} =
\begin{bmatrix}
\cosh(\kappa_t h_m) & \frac{i k_t}{\kappa_t} \sinh(\kappa_t h_m) \\
\frac{k_t}{i k_t} \sinh(\kappa_t h_m) & \cosh(\kappa_t h_m)
\end{bmatrix}
\begin{bmatrix}
E_x^t \\
E_z^t
\end{bmatrix}
_z.
$$

(22)
For a given period, writing down all the boundary conditions leads to the following equations:

The continuity of $E_x$ yields

$$E_x(0) = E_x^t(0) + E_x^l(0)$$  \hspace{1cm} (23)

$$E_x(h_m) = E_x^t(h_m) + E_x^l(h_m).$$  \hspace{1cm} (24)

while the continuity of $H_y$ gives

$$H_yd(0) = H_yd(0)$$  \hspace{1cm} (25)

$$H_yd(h_m) = H_yd(h_m).$$  \hspace{1cm} (26)

Finally, if we apply the additional boundary conditions discussed above, we get the supplementary equations

$$E_z^t(0) = \frac{\kappa_t}{\omega_0 k_x} \Omega H_yd(0)$$  \hspace{1cm} (27)

$$E_z^t(h_m) = \frac{\kappa_t}{\omega_0 k_x} \Omega H_yd(h_m).$$  \hspace{1cm} (28)

All the above equations (the transfer matrixes and the ones produced by the boundary conditions) can be used to yield

$$\begin{bmatrix} H_yd \\ E_x \end{bmatrix}_{h_m+h_d} = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix} \begin{bmatrix} H_yd \\ E_x \end{bmatrix}_0$$  \hspace{1cm} (29)

where the coefficients of the matrix, denoted $C$, are

$$C_{11} = \left[ \cos(k_d h_d) \cosh(\kappa_t h_m) + \left( \frac{\varepsilon_d}{k_d} \frac{\kappa_t}{\varepsilon_m} \frac{\kappa_t}{k_d} \frac{\varepsilon_m}{k_d} \Omega^2 \right) \sin(k_d h_d) \sinh(\kappa_t h_m) \right. $$  

$$- \left. \frac{\Omega \varepsilon_m}{\kappa_t} \cos(k_d h_d) \cosh(\kappa_t h_m) \sinh(\kappa_t h_m) \sinh(\kappa_t h_m) \right) + \left. \frac{\Omega \varepsilon_d}{k_d} \sin(k_d h_d) \frac{(2 - 2 \cosh(\kappa_t h_m) \cosh(\kappa_t h_m))}{\sinh(\kappa_t h_m)} \right] \left( 1 - \frac{\Omega \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \right)^{-1} \hspace{1cm} (30)$$

$$C_{12} = \left( \cos(k_d h_d) - \frac{\Omega \varepsilon_d}{k_d} \left[ \cosh(\kappa_t h_m) - \cosh(\kappa_t h_m) \right] \sin(k_d h_d) \right) \left( \frac{i \omega_0 \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \right) \left( 1 - \frac{\varepsilon_m}{\kappa_t} \Omega \sinh(\kappa_t h_m) \right) \hspace{1cm} (31)$$

$$+ \frac{i \omega_0 \varepsilon_d}{k_d} \sin(k_d h_d) \cosh(\kappa_t h_m)$$
\[ C_{21} = \left( \frac{i k_d}{\omega \varepsilon_d} \sin(k_d h_d) + \frac{i \Omega}{\omega \varepsilon_d} \left[ \cosh(\kappa_t h_m) - \cosh(\kappa_t h_m) \right] \cos(k_d h_d) \right) \left( \cosh(\kappa_t h_m) - \frac{\Omega \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \tanh(\kappa_t h_m) \right) \]

\[ \left( 1 - \frac{\Omega \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \right) \cos(\kappa_t h_m) + \frac{\kappa_t}{i \omega \varepsilon_d} \cos(k_d h_d) \sinh(\kappa_t h_m) \]

\[ + \frac{i \Omega}{\omega \varepsilon_d} \left[ \cosh(\kappa_t h_m) - \cosh(\kappa_t h_m) \right] \cosh(\kappa_t h_m) \cos(k_d h_d) \frac{\sinh(\kappa_t h_m)}{\sinh(\kappa_t h_m)} \]

and finally

\[ C_{22} = \left( \frac{i k_d}{\omega \varepsilon_d} \sin(k_d h_d) + \frac{i \Omega}{\omega \varepsilon_d} \left[ \cosh(\kappa_t h_m) - \cosh(\kappa_t h_m) \right] \cos(k_d h_d) \right) \left( \frac{i \omega \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \right) \]

\[ + \cos(k_d h_d) \cosh(\kappa_t h_m) \]

We seek solutions that correspond to propagating modes in the structure, and that are expected to be pseudo-periodic, and thus satisfy the Bloch-Floquet condition

\[ \left[ \begin{array}{c} H_{yd} \\ E_x \end{array} \right]_{h_m + h_d} = e^{\pm i KD} \left[ \begin{array}{c} H_{yd} \\ E_x \end{array} \right]_0 \] (34)

The two solutions can be either propagating upward or downward, and \( e^{\pm i KD} \) appear as the two eigenvalues of the matrix \( C \), and thus as the two solutions of the characteristic equation

\[ \lambda^2 - Tr(C) \lambda + Det(C) = 0 \] (35)

which means we have

\[ e^{\pm i KD} = \frac{1}{2} \left[ Tr(C) \pm \sqrt{Tr(C)^2 - 4 Det(C)} \right]. \] (36)

Another way to write what is already a dispersion relation, is to sum up the two eigenvalues to get

\[ \cos(KD) = \frac{1}{2} (C_{11} + C_{22}) \] (37)

which can be written, using the previous expressions of \( C_{11} \) and \( C_{22} \),

\[ \left( 1 - \frac{\Omega \varepsilon_m}{\kappa_t} \sinh(\kappa_t h_m) \right) \cos(\kappa_t h_m) = \cos(k_d h_d) \cosh(\kappa_t h_m) + \frac{1}{2} \left( \frac{\varepsilon_d}{k_d} \kappa_t - \frac{k_d \varepsilon_m}{\varepsilon_d} \kappa_t \right) \sin(\kappa_t h_m) \cosh(\kappa_t h_m) \]

\[ + \frac{\Omega}{\sinh(\kappa_t h_m)} \left[ \frac{\varepsilon_d}{k_d} \sin(k_d h_d) (1 - \cosh(\kappa_t h_m) \cosh(\kappa_t h_m)) - \frac{\varepsilon_m}{\kappa_t} \cos(k_d h_d) \cosh(\kappa_t h_m) \sinh(\kappa_t h_m) \right] \]
This expression can be checked for consistency in various limits. For instance, making \( \Omega \) vanish reduces the expression to the local dispersion relation for a hyperbolic structure. When the metal thickness tends to infinity, the dispersion relation reduces to the gap-plasmon dispersion relation\[26, 55\]. Furthermore, this expression recovers all previously published results with different boundary conditions\[23, 27\] by just changing the expression of \( \Omega \) and \( \kappa_l \), as done in \[26\].

III. SCATTERING MATRIX ALGORITHM

Even if the previous dispersion relation is extremely informative and allows to retrieve very important parameters like the effective index\[19\] for metallo-dielectric structures, structures with a more complex pattern have recently attracted a lot of attention\[8, 68\]. We underline that even for structures with simple patterns, the first and the last layer are usually made of the same material thus limiting the insight the dispersion relation can provide: it does not give access to the reflection coefficient\[23\]. For these reasons, a systematic way for calculating the reflection coefficient of a metallo-dielectric structure and the field inside any layer is required. This is all the more necessary that cavity resonances in metallo-dielectric layers\[69\] may complicate the global picture given by the dispersion curves.

A transfer matrix method has been proposed in the eighties\[60\] to study periodical multilayers above the plasma frequency. But transfer matrices are not numerically stable, especially below the plasma frequency when the waves are evanescent\[65\], and are difficult to use systematically. As we will see in this section, the scattering matrices are adapted to taking nonlocality into account and they are numerically perfectly stable so that they constitute a natural choice. Our method has been validated by comparison with full COMSOL simulations, especially for the gap-plasmon resonance excitation.

A. Layer matrices

We consider a layer \( j \), comprised between two interfaces located at \( z = z_j \) for the upper interface and \( z = z_{j+1} \) for the lower one. The thickness of the layer is \( h_j = z_j - z_{j+1} \). It is convenient to introduce here the coefficients \( A_j^\pm \) and \( B_j^\pm \), that are defined in a dielectric
layer by

\[
H_y = \left( A_j^+ e^{ik_j^2(z-z_j)} + B_j^+ e^{-ik_j^2(z-z_j)} \right) e^{i(k_x x - \omega t)}
\]

(39)

\[
= \left( A_j^- e^{ik_j^2(z-z_{j+1})} + B_j^- e^{-ik_j^2(z-z_{j+1})} \right) e^{i(k_x x - \omega t)}
\]

(40)

with \( k_j^2 = \sqrt{\varepsilon_j k_0^2 - k_x^2} \), \( \varepsilon_j \) being the relative permittivity of the dielectric medium. Using Maxwell’s equations for \( p \) polarisation (9), the electric field \( (E_x, E_z) \) can be easily calculated.

This leads to introducing a scattering matrix for a dielectric layer that writes

\[
\begin{bmatrix}
A_j^+ \\
B_j^-
\end{bmatrix}
= \begin{bmatrix}
0 & e^{ik_j^2 h_j} \\
e^{ik_j^2 h_j} & 0
\end{bmatrix}
\begin{bmatrix}
B_j^+ \\
A_j^-
\end{bmatrix}.
\]

(41)

Inside a metallic layer, coefficients can similarly be defined for the transversal wave as

\[
H_y = \left( A_j^+ e^{-\kappa(z-z_j)} + B_j^+ e^{\kappa(z-z_j)} \right) e^{i(k_x x - \omega t)}
\]

(42)

\[
= \left( A_j^- e^{-\kappa(z-z_{j+1})} + B_j^- e^{\kappa(z-z_{j+1})} \right) e^{i(k_x x - \omega t)},
\]

(43)

and the corresponding electric field can be determined using (9). Taking the longitudinal wave into account leads to introducing coefficients \( C_j^\pm \) and \( D_j^\pm \):

\[
E_x^l = \frac{1}{\omega \varepsilon_0} \left( C_j^+ e^{-\kappa(z-z_j)} + D_j^+ e^{\kappa(z-z_j)} \right) e^{i(k_x x - \omega t)}
\]

(44)

\[
= \frac{1}{\omega \varepsilon_0} \left( C_j^- e^{-\kappa(z-z_{j+1})} + D_j^- e^{\kappa(z-z_{j+1})} \right) e^{i(k_x x - \omega t)}.
\]

(45)

This leads to a scattering matrix for a metallic layer that writes

\[
\begin{bmatrix}
A_j^+ \\
C_j^+ \\
B_j^- \\
D_j^-
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & e^{-\kappa h_j} & 0 \\
0 & 0 & 0 & e^{-\kappa h_j} \\
e^{-\kappa h_j} & 0 & 0 & 0 \\
0 & e^{-\kappa h_j} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
B_j^+ \\
D_j^+ \\
A_j^- \\
C_j^-
\end{bmatrix}.
\]

(46)

**B. Dielectric to metal scattering matrix**

We assume here that medium \( j \) is dielectric, while medium \( j + 1 \) is metallic. At such an interface, the magnetic field \( H_y \) is continuous, as is \( E_x \), that can be calculated using (8). A supplementary condition inside the metal is given by (18). A straightforward calculation
shows that this leads to the following conditions on the coefficients

\[ A_j^- + B_j^- = A_{j+1}^+ + B_{j+1}^+ \] (47)

\[ \frac{k_j^2}{\epsilon_j} (A_j^- - B_j^-) = \frac{i \kappa_{j+1}^j}{\epsilon_{j+1}} (A_{j+1}^+ - B_{j+1}^+) \]

\[ + C_{j+1}^+ + D_{j+1}^+ \] (48)

\[ D_{j+1}^+ - C_{j+1}^+ = i \Omega (A_{j+1}^+ + B_{j+1}^+) \] (49)

Rearranging these equations, a scattering matrix for the dielectric-metal interface can be written

\[
\begin{bmatrix}
A_j^- \\
B_{j+1}^+ \\
D_{j+1}^+
\end{bmatrix} = \frac{1}{k_j^2/\epsilon_j + i \kappa_{j+1}/\epsilon_{j+1} - i \Omega}
\begin{bmatrix}
k_j^2/\epsilon_j - i \kappa_{j+1}/\epsilon_{j+1} + i \Omega & 2 i \kappa_{j+1}/\epsilon_{j+1} & 2 \\
2 k_j^2/\epsilon_j & - k_j^2/\epsilon_j - k_j^2/\epsilon_j + i \Omega & 2 i \kappa_{j+1}/\epsilon_{j+1} & 2 i \Omega \kappa_{j+1}/\epsilon_{j+1} + k_j^2/\epsilon_j + i \Omega \\
2 i \Omega k_j^2/\epsilon_j & 2 i \Omega k_j^2/\epsilon_j & - k_j^2/\epsilon_j - k_j^2/\epsilon_j + i \Omega & i \Omega - k_j^2/\epsilon_j + i \Omega
\end{bmatrix}
\begin{bmatrix}
B_j^- \\
A_{j+1}^+ \\
C_{j+1}^+
\end{bmatrix}
\] (50)

C. Metal to dielectric scattering matrix

Similarly, at the interface between a metal (upper layer \(j\)) and a dielectric (lower layer \(j + 1\)), the boundary conditions lead to the following equations

\[ A_j^- + B_j^- = A_{j+1}^+ + B_{j+1}^+ \] (51)

\[ \frac{i \kappa_j^j}{\epsilon_j} (A_j^- - B_j^-) + C_j^- + D_j^- = \frac{k_{j+1}^2}{\epsilon_{j+1}} (A_{j+1}^+ - B_{j+1}^+) \] (52)

\[ D_j^- - C_j^- = i \Omega (A_j^- + B_j^-) \] (53)

that become, once they have been re-arranged,

\[
\begin{bmatrix}
A_j^- \\
C_j^- \\
B_{j+1}^+
\end{bmatrix} = \frac{1}{i \kappa_j^j/\epsilon_j + k_{j+1}^2/\epsilon_{j+1} - i \Omega}
\begin{bmatrix}
i \kappa_j^j/\epsilon_j - k_{j+1}^2/\epsilon_{j+1} + i \Omega & -2 & 2 k_{j+1}^2/\epsilon_{j+1} \\
-2 i \Omega i \kappa_j^j/\epsilon_j + k_{j+1}^2/\epsilon_{j+1} + i \Omega & -2 & 2 i \Omega k_{j+1}^2/\epsilon_{j+1} + k_j^2/\epsilon_j + i \Omega \\
2 i \Omega k_j^2/\epsilon_j & 2 i \Omega k_j^2/\epsilon_j & - k_j^2/\epsilon_j - k_j^2/\epsilon_j + i \Omega
\end{bmatrix}
\begin{bmatrix}
B_j^- \\
D_j^- \\
A_{j+1}^+
\end{bmatrix}
\] (54)

D. Cascading method

Now that scattering matrixes have been defined for all kinds of interfaces, they have to be combined through a cascading method. Here the scattering matrixes are all square matrixes,
but they may have more than 2 lines, so that the usual cascading algorithm cannot be used. Instead, one has to rely on the cascading algorithm that is usually employed for Fourier Modal Methods\cite{70,71}. When trying to combine a scattering matrix $S$ so that
\[
\begin{bmatrix}
A \\
B
\end{bmatrix} =
\begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
C \\
D
\end{bmatrix}
\]
with a scattering matrix $U$ such that
\[
\begin{bmatrix}
D \\
E
\end{bmatrix} =
\begin{bmatrix}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{bmatrix}
\begin{bmatrix}
B \\
F
\end{bmatrix}
\]
then the resulting scattering matrix is
\[
\begin{bmatrix}
A \\
E
\end{bmatrix} =
\begin{bmatrix}
S_{11} + S_{12}(1 - S_{11}U_{22})^{-1}U_{11}S_{21} & S_{12}(1 - S_{11}U_{22})^{-1}U_{12} \\
U_{21}(1 - S_{22}U_{11})^{-1}S_{21} & U_{22} + U_{21}(1 - S_{22}U_{11})^{-1}S_{22}U_{12}
\end{bmatrix}
\begin{bmatrix}
C \\
F
\end{bmatrix}.
\]
(57)

This method can be applied here, even if the $U_{ij}$ are in general not square. Here $A, B, C, D, E$ and $F$ may represent vectors as $\begin{bmatrix}A_j^+ \\ C_j^+\end{bmatrix}$, $\begin{bmatrix}B_j^+ \\ D_j^+\end{bmatrix}$, or simply $\begin{bmatrix}A_j^+\end{bmatrix}$ or $\begin{bmatrix}B_j^+\end{bmatrix}$ depending on the scattering matrix. Each time a cascade is needed, there is however no ambiguity on how to choose the vectors, given the size of the matrices that have to be cascaded.

In order to compute the field inside the layers, beyond the reflection and transmission coefficients of the whole structure, it is necessary to compute the vectors that are eliminated during the cascading process. They can be obtained through the following relations
\[
\begin{bmatrix}
B \\
D
\end{bmatrix} =
\begin{bmatrix}
(1 - S_{22}U_{11})^{-1}S_{21} & (1 - S_{22}U_{11})^{-1}S_{22}U_{12} \\
(1 - S_{11}U_{22})^{-1}U_{11}S_{21} & (1 - S_{11}U_{22})^{-1}U_{12}
\end{bmatrix}
\begin{bmatrix}
C \\
F
\end{bmatrix}.
\]
(58)

Finally, once all the $A_j^+, B_j^+$ have been obtained using the previous method, the most stable way to compute the magnetic field (but this is true for any other field) is to use the following hybrid expression inside a layer
\[
H_y = (A_j^-e^{ik_j^z(z-z_{j+1})} + B_j^+e^{-ik_j^z(z-z_j)})e^{i(k_zx-\omega t)}
\]
(59)
with $k_j^z = i\kappa_j^z$ in the case of a metallic layer, to ensure the exponentials have a modulus as small as possible.
IV. IMPACT METAMATERIALS BASED ON METALLO-DIELECTRIC MULTI-LAYERS

A. Hyperbolic dispersion relation

We now study the impact of nonlocality on the dispersion relation (38) in the case of a hyperbolic dispersion relation from a numerical point of view. One of the most promising experimental realizations of a medium with an engineered dispersion relation is the n=-1 effective index medium fabricated with alternating layers of silver and titanium oxide [8], at an operating wavelength of 363.8 nm. We choose here to consider the same kind of structures, especially the same media and properties, in order to be as realistic as possible.

Figure 2 shows the dispersion relation for an hyperbolic isofrequency curve presenting an effective index [19, 64] close to $-1$. Obviously, the impact of nonlocality is negligible on this kind of structure. The change in the curvature of the dispersion relation induces a small change in the effective index of the structure, which may in turn cause a small change in the position of the image given by the lens equation [19]. But the change seems very small compared to what is suggested in previous works [23].

![Dispersion curves](image)

FIG. 2. Dispersion curves for a metallo-dielectric structure ($h_d = 33.7$ nm, $h_m = 28.1$ nm, $\lambda = 363.8$ nm) presenting an effective index close to -1. Top: Real part. Bottom: Imaginary part. The local (black line) and nonlocal (red line) cases are shown. Very little difference can be seen, especially close to normal incidence.

Nonlocal effects are expected for much thinner metallic layers that those that are considered here with a thickness of 28.1 nm for metallic layers. In order for these effects to have an
impact, the thickness of the layer needs not to be much larger than the penetration length of the longitudinal waves in the metal.

It turns out that, keeping the same period, the metallic layers are much thinner for a larger effective index (corresponding to a smaller curvature[19 64]). In addition, when the dispersion curve is flattened it is much more sensitive to any perturbation. These are the reasons why nonlocality has a much larger impact on structures in the canalization regime[13 15] where metallic layers are much thinner than the dielectric ones. In order to illustrate this idea, we choose to study a periodic medium alternating a 5 nm metallic layer with a 22.6 nm dielectric layer.

Figure 3 shows that for such a structure, for which the isofrequency curve is expected to be flat or slightly negative, the nonlocal curve actually presents a clear positive curvature. We underline this means the structure, presenting a positive effective index, is unable to refocus light and cannot be used to build a lens at all.

Nonlocality has actually a double impact on the optical behavior of the structure: (i) the plasmonic effect (linked to the fact that the Poynting vector is opposite in the metal and in the dielectric[72]) is lowered by nonlocality, so that it generally takes thicker metallic layers to get the same effect and thus the same effective index and (ii) the longitudinal wave acts as a supplementary way for light to tunnel through metallic layers, so that the transmission is generally higher. The imaginary part of the Bloch wavevector, shown in Fig. 3, is always smaller when the longitudinal wave is taken into account. This is not straightforward, since for gap-plasmons the plasmonic effect is lowered too, leading to a lower effective index, but the losses are higher for the same effective index[26].

We underline that there is no real homogeneization regime when nonlocality is taken into account, because when the thickness of the metallic layers tends to zero, nonlocal effects intervene more and more. It should be much more difficult in that case to design a structure that would work exactly as desired since no simple formulae are available in that case to guide the design. Numerical optimization procedures are likely to be required. Another consequence is that using thinner layers does have an impact on the behavior of the structure, contrarily to the local situation, where it is equivalent in the homogeneization regime to take two different periods as long as the dielectric-to-metal ratio is kept constant. Even if this ratio may have to be raised a little bit to get the desired properties, at least the transmission is higher for thinner metallic layers due to nonlocality. From that point of
view the effects of nonlocality can thus be considered as beneficial and speak in favor of the use of thinner metallic layers.

![Graph](image)

**FIG. 3.** Dispersion curves for a metallo-dielectric structure ($h_d = 5$ nm, $h_m = 22.6$ nm, $\lambda = 363.8$ nm) in the canalization regime (i.e. a flat dispersion curve). Top: Real part. Bottom: Imaginary part. The local (black line) and nonlocal (red line) cases are shown. The difference is much more important here: nonlocality has a direct impact on the curvature of the dispersion curve.

**B. Impact of nonlocality on a slab of -1 index metamaterial**

We have implemented the above scattering matrix algorithm, basing it on a code we have previously released\[65\], and that has previously been used to simulate the propagation of light beams in metallo-dielectric layers\[19, 69\]. Here we consider the structure known to behave as a -1 index medium\[68\] and that have been recently fabricated\[8\]. This lens operation wavelength is of 363.8 nm, in the close UV range. In that range the plasmonic effects are actually much higher\[72\]. They are usually linked to the Poynting vector inside the metal, that is roughly proportionnal to $\frac{1}{\epsilon}$, a factor that becomes important when the permittivity is negative but small. It is however not possible to consider much shorter wavelength because the titanium oxide then becomes much more absorbent. This is what makes this close UV range so interesting to build flat lenses - and this is a range for which the nonlocal effects are much more likely to be noticeable too.

We have simulated what happens when the structure is illuminated with a Gaussian beam with a non-normal incidence, an experiment that has been made to study the negative
refraction. A typical result is shown in Figure 5. In order to compare local and nonlocal simulations, we have plotted different beam profiles for different incidence angles at the exit of the lens. There is actually very little difference between the two. This can be related to the fact that (i) we have seen above that for hyperbolic media with a -1 effective index nonlocality has not a huge effect on the dispersion relation and (ii) nonlocal effects can be seen for large wavevectors that are not concerned by this kind of experiment.

![Field intensity (a.u.) vs. x (microns)](image)

**FIG. 4.** Transmitted beam for different incidence angles (dotted line: normal incidence, solid line: 20°, dashed line: 40°) for the local (black) and the nonlocal (red) computation in the case of the -1 lens. The waist of the incident beam is equal to 1\(\lambda\).

![Propagation](image)

**FIG. 5.** Propagation of an incident Gaussian beam with a waist of 1\(\lambda\) through a -1 index lens, showing the negative refraction phenomenon, illustrated on the left. The modulus of the magnetic field is plotted on the right.

**C. Impact in the canalization regime**

Keeping the same materials and operation wavelength, it is possible to find a structure in the canalization regime, *i.e.* presenting a flat dispersion curve according to the local theory.
In such a medium, all the waves (whether they are evanescent in the outside medium or not) propagate, and they do it in the same direction. As long as the ratio $\frac{h\omega}{\hbar c_m}$ is equal to the ratio $|\epsilon_d/\epsilon_m| \approx 4.2$, and the overall period stays small with respect to the wavelength, we can consider that we are in the canalization regime. Two cases are considered here (i) a 10 period structure with 10 nm metallic layer and a 42 nm dielectric layer and (ii) a 25 period structure with a 4 nm metallic layer and a 16.8 nm thick dielectric layer. Both structures begin and terminate with a metallic layer so that their respective thicknesses are 530 nm and 524 nm. The structure is illuminated with a Gaussian beam (normal incidence, wavelength of $\lambda = 363.8$ nm, waist of 0.1 nm and focused on the entrance of the structure). It should be underlined that what we call a Gaussian beam contains evanescents, so that it is actually almost a punctual source. The results of the computation are shown Fig. 6 for the first case with 10 nm thick metallic layers and Fig. 7 for the second case with thinner layers.

![Figure 6](image_url)

**FIG. 6.** Profile of the outgoing beam (magnetic field) for the local (black) and nonlocal (red) computation (case (i)). The field profile is computed at the very edge of the lens. Inset: local (left) and nonlocal (right) corresponding field maps for the magnetic field.

The analysis of the dispersion curves is confirmed: the thinner the metallic layers, the more light manages to go through. Another point is that the predictions of the local theory are significantly different from the nonlocal one when it comes to the profile of the outgoing beam. This means that nonlocality can definitely not be ignored when the whole purpose of the structure is to make an image of a source with subwavelength resolution.
D. Gap-Plasmon Resonance

In many situations, nonlocality does not have a noticeable impact on the optical properties of a structure. Using the same structures as considered above, but for larger wavelength (outside of the close UV range mentioned above) makes that impact very often negligible.

In the eighties, the community was hoping that surface plasmons would be sensitive to nonlocality\[25\], but this is not the case because the wavevector of the surface plasmon cannot reach high enough values. The gap-plasmon is the fundamental mode of a metallic waveguide\[73\] and it experiences a violent plasmonic slowdown when the size of the gap is decreased. Its wavevector can theoretically become arbitrarily large for a small enough gap. This makes this mode very sensitive to nonlocality\[26\] when the wavelength approaches the electrons mean free path\[39\]. A way to excite the gap-plasmon is to use gap-plasmon resonators\[26, 56\], but a more conventional way would be to couple the gap-plasmon using a prism. It is more difficult to reach extremely high wavevectors with such a setup. However this drawback would be compensated by a very high control of the experimental conditions so that the nonlocal effect should easily be measurable.

Here we consider the case of a gap-plasmon excited using a \( TiO_2 \) prism\[74\]. The prism is placed above, on top of a 18 nm thick silver layer, see Fig. 8. Two gap sizes are first considered here (10 and 12 nm respectively).
FIG. 8. Diagram of the excitation of a gap-plasmon using a prism coupler. The thickness of the upper metallic layer is 18 nm.

The structure is illuminated by a Gaussian beam (wavelength of $\lambda = 543$ nm, waist of $\lambda$ and focused on the entrance of the structure) and the incidence angle is made to vary. The results are shown in Fig. 9. The gap-plasmon resonance (GPR) can clearly be seen for high incidence angle, and nonlocality has obviously a strong impact on the reflection coefficient of the structure. For a 12 nm gap, the main difference is a shift in the resonance: the GPR is excited for a smaller angle when nonlocality is taken into account ($67.6^\circ$ instead of $68.9^\circ$). The corresponding field is shown in Fig. 10. For a 10 nm gap, the GPR is excited for very high incidence angles, so that the main difference there is more the depth of the resonance than its position.

Figure 11 shows the angle for which the GPR can be excited as a function of the gap width, for a $TiO_2$ prism covered with a 18 nm thick gold layer. For larger gaps, the difference between the local and the nonlocal theory can hardly be distinguished, but for gaps that are close to 10 nm the difference is quite obvious. Below 9 nm, the gap-plasmon has actually too high an effective index to be excited using a prism.

The difference between the local predictions and the nonlocal ones, however small, should be totally measurable.

We underline here that, for gaps that are of the order of 10 nm, any influence of the tunneling effect, and probably of the spill-out can totally be excluded. The effect relies purely on the fact that the gap-plasmon resonance is slowed down by plasmonic effects so that the mode becomes sensitive to nonlocality. This kind of very simple experiment may
FIG. 9. Reflection coefficient of the structure described in Fig. 8 for a 12 nm gap (solid lines) in the local (black) and nonlocal (red) case and for a 10 nm (dashed lines) in the local (black) and nonlocal (red) case.

FIG. 10. Modulus of the $H$ field when a GPR is excited, in the nonlocal case, for a 67.6° incidence angle and a 12 nm gap.

bring definitive answers regarding the validity of the different descriptions of nonlocality that are currently available.

V. CONCLUSION

We have presented here numerical tools that allow to take nonlocality in metals into account when simulating the propagation of a plane wave or of a beam in a metallo-dielectric multilayer. These tools, relying essentially on analytical calculations, are meant to be as accurate as possible - through the use of accurate material characteristics and boundary conditions that can be considered conservative compared to other implementation of the
We have used these tools to assess the impact of nonlocality on realistic metallo-dielectric structures presenting a negative refractive index and in the canalization regime. Our conclusion are that for a negative index around $-1$ the impact of nonlocality should be expected to be negligible. For higher absolute values of the refractive index that are required to reach subwavelength resolution, and especially in the canalization regime, the effect of nonlocality cannot be ignored. We underline that even small effects like the small change in the effective index due to nonlocality will have an impact on the operation of flat lenses, especially when they are able to reach super-resolution. In that case, the propagation of high wavevector waves are actually responsible for the subwavelength resolution. The structure has thus to be finely optimized and there is little doubt that nonlocal effects should be taken into account. The tools we have provided here should help to finely simulate the optical behaviour of such structures.

Finally, we have shown that nonlocality has a small but definitely measurable impact on the excitation of a gap-plasmon using evanescent coupling. Such an experiment could bring...
clear and definitive answers to many questions regarding nonlocality, including the value of
the β parameter or the right boundary condition. The gaps that are considered here are
very large compared to previously studied situations\cite{20, 43, 44, 76} so that the measured
effects can be attributed solely to nonlocality. At these scales, tunneling can be excluded,
and the spill-out is not likely to have any noticeable impact\cite{77}.

We hope that the present work will make it easy for the community to assess the impact
of nonlocality thoroughly and to take it accurately into account, in order to design structures
or experiments based on metallo-dielectric multilayers.
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