Two-dimensional currents at semiconductor surfaces as resonances within the classical current equation
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Logarithmic voltage profile characteristic to two-dimensional current flows has been reported for several semiconductor surfaces. We analyze this phenomenon within a simple model of accumulation and inversion layers. Prompted by numerical analysis of several conductivity profiles we point out how the logarithmic voltage drop may appear in the case of three-dimensional samples. It may or may not be observed both for the accumulation and the inversion layers. Further, the numerical data suggest that the surface conductivity at large distances is governed by very few parameters.

Electric current measurements at surfaces at sub-micron scale have become increasingly popular. There have been several reports on observation of two-dimensional current flow at semiconductor surfaces. It has been suggested that this is due to formation of an inversion layer near the semiconductor surface. Alternatively, in cases when two-dimensional currents are observed at lower temperatures only, decoupling from bulk conductivity was argued, e.g. Ref. 6. There are no conclusive theoretical results available allowing evaluation of these intuitive concepts. In our recent paper we have developed a theoretical framework to understand how subsurface conductivity variation impacts the voltage profile at the surface. We used the classical current equation assuming proportionality between the current density and the electrostatic field without regard to quantum surface phenomena. It was shown that the actual surface conductivity can be measured close to the current source only while at large distances the bulk conductivity prevails. Here, we show that at intermediate distances the voltage drop may be described by the logarithmic function which is a fingerprint of the two-dimensional current flow. As such, the dimensional reduction emerges as an effective description suitable on restricted distances. The presence of an inversion layer is not a sine-qua-non condition for its appearance which may also be facilitated by an enhancement of the conductivity near the surface (accumulation layer).

The macroscopic equation governing the current flow with a source $f$ has the following form

$$\nabla (\sigma \nabla \Phi) = f,$$  \hspace{1cm} (1)

where $\Phi$ is the electrostatic field, $\sigma$ – the conductivity and $\nabla$ – the nabla differential operator. The current density $j$ may be calculated from the relation

$$j(x) = \sigma(x) \nabla \Phi(x).$$  \hspace{1cm} (2)

We aim at finding the surface voltage profile at the sample-vacuum boundary. So, we solve the equation in a semi-space, i.e with two unrestricted coordinates ($x$ and $y$) and the third one $z > 0$; the surface is located at $z = 0$. The boundary condition excludes any current flowing through the surface, hence

$$\sigma(0) \frac{\partial \Phi}{\partial z} = 0.$$  \hspace{1cm} (3)

The conductivity is assumed to depend on the distance from the surface only $\sigma = \sigma(z)$, and to reach a constant value $\sigma(\infty)$ in the bulk. The variation of $\sigma$ may be due to the Fermi level pinning phenomenon known in the semiconductors or a specific surface treatment. The model abandons the tip induced change of the conductivity, for more detail see. In that paper it was pointed out that the theory may result in a strange long-ranged behavior if $\frac{d}{dz} \sigma(0) \neq 0$. We clarify this issue in Appendix A concluding that the condition can be treated on an equal footing with the condition $\frac{d}{dz} \sigma(0) = 0$.

To arrive at the general solution of eq. (1) we look for solutions of function $\xi$

$$\xi = \sqrt{\sigma} \Phi,$$  \hspace{1cm} (4)

which recasts eq. (1) into a Schrödinger-like form

$$\left(- \Delta + \frac{\Delta \sqrt{\sigma}}{\sqrt{\sigma}} \right) \xi = \sigma^{-1/2}(x) f.$$  \hspace{1cm} (5)

The boundary condition reads

$$\left. \frac{d \xi}{dz} \right|_{z=0} = \frac{1}{2 \sigma} \left. \frac{d \sigma(z)}{dz} \right|_{z=0}.$$  \hspace{1cm} (6)

The useful formula for the Green function $G$ is given in terms of solutions of the following one-dimensional equation

$$\left(- \frac{d^2}{dz^2} + V(z) \right) \psi(k; z) = k^2 \psi(k; z),$$  \hspace{1cm} (7)
\[ V(z) = \sigma^{-1/2} \frac{d^2}{dz^2} \sqrt{\sigma}. \]  
(8)

The general solution of eq. (1) reads
\[ \Phi(x) = \int dx' dy' dz' G(x; x') f(x'), \]
(9)
where
\[ G(x; x') = \frac{1}{2\pi \sqrt{\sigma(z)\sigma(z')}} \times \int_0^\infty dk K_0(k \sqrt{(x-x')^2 + (y-y')^2}) \psi(k; z) \psi(k, z'). \]
(10)

The model considered below involves a point source located at \((x'', y'', z'' = 0)\). Hence, we formally write
\[ f(x') = I \delta(x'' - x') \delta(y'' - y') \delta(z') \]
to arrive at the formula for the surface voltage profile \( \phi(r) = \Phi(r, z = 0) \) normalized by the current \( I \) supplemented by the source
\[ I^{-1} \phi(r) = \frac{1}{2\pi \sigma(0)} \int_0^\infty dk K_0(kr) \psi^2(k; 0), \]
(11)
where \( r \) stands for the two-dimensional radius \( \sqrt{(x-x'')^2 + (y-y'')^2} \).

First, we comment on a natural conjecture that the two-dimensional currents are due to bound state solutions of eq. (7). To this end, we write the expression for energy released by the current in the source-free region of space per unit time. It reads
\[ E[\Phi] = \frac{1}{2} \int d\Omega \sigma (\nabla \Phi)^2, \]
(12)
where the integration is done over the whole region and \( \Phi \) stands for the electrostatic potential. Note that eq. (11) in the source-free region is equivalent to finding extremum of the above energy functional. For any given function \( \Phi \), the functional results in a non-negative number in agreement with its physical interpretation. Upon substitution (11) the energy gains an equivalent form
\[ E[\xi] = \frac{1}{2} \int d\Omega \xi \tilde{L} \xi \]
(13)
excluding any negative eigenvalue as well as the zero eigenvalue with a square-integrable eigenfunction. The equivalence between functionals (12) and (13) can be shown if boundary condition (8) is taken into account.

As the potential \( V(z) \to 0 \) for \( z \to \infty \), we conclude that no bound states are allowed and only continuous (scattering) spectrum is present. This demonstrates that the conclusions of Ref. 2 are valid in any case, i.e., the current will have the three-dimensional character at sufficiently small and large distances from the source. So, the confinement close to the surface may appear on limited distances only. To get the idea how the function \( \psi^2(k; 0) \) looks like we numerically analyze several conductivity profiles. Only then we can comment on the mechanism behind dimensional reduction.

For the presentation of the surface voltage profile we will stick to the scheme explored in recent experimental reports.\(^{2,13}\) It follows from the experimental geometry where two current supplying electrodes are put at the surface at \((0, 0)\) and \((D, 0)\) and two additional tips measure the voltage drop between the points \( \frac{D}{2}(1 + x, 0) \) and \( \frac{D}{2}(1 - x, 0) \) for some \( 0 < x < 1 \). The resistance \( R \) (voltage drop divided by the current flowing through the system) is shown as a function of \( x \) for several \( D \). It is known that the measured resistance \( R \) depends on \( x \) only in the case of two-dimensional currents. Both \( x \) and \( D \) are necessary to determine the resistance in the three-dimensional case where the quantity \( R \cdot D \) approximately is independent of \( D^2 \). In both cases the formulas for the resistance are analytic and yield
\[ R_2 = \frac{1}{\pi \sigma_2} \ln \frac{1 + x}{1 - x}, \]
(14)
for two-dimensional currents, where \( \sigma_2 \) is a two-dimensional conductivity parameter and
\[ R_3 = \frac{1}{D \pi \sigma} \frac{x}{1 - x^2}, \]
(15)
for three-dimensional currents.

We analyze three close but clearly distinct conduction profiles, see Fig. 1A. They are motivated by investigations of TiO\(_2\) surface conducting layer reported in Ref. 11 and measurements performed in our group (not published). Cycles of sputtering and heating of the sample result in creation of a thin (30-40 nm in width) layer with conductivity exceeding its bulk value. The profiles are shown in Fig. 1A, and the resulting potentials \( V(z) \) in Fig. 1B. The function \( \psi^2(k; 0) \) has several pronounced peaks as demonstrated in Fig. 1C. It turns out that for small \( k \) all functions \( \psi^2(k; 0) \) appear barely distinguishable around \( k = 0 \) and may be well approximated by a Lorentzian. According to our numerical experience it is a generic behavior: any well-defined peak of \( \psi^2(k; 0) \) is satisfactorily reproduced by Lorentz function
\[ g(\Gamma, A, k_0; k) = \frac{AT^2}{(k - k_0)^2 + T^2}, \]
(16)

where \( A \) stands for the peak amplitude, \( T^2 \) for its width, and \( k_0 \) for its position. Discrepancies are observed for tails and they will not bother us here.

According to formula (11), the surface potential \( \phi(r) \) emerges upon integration. Function \( K_0(x) \) explodes at the origin and quickly vanishes starting from \( x \approx 3 \).
In most reports, the dimensional reduction of the current is associated with the existence of an inversion layer. The above analyzed $\sigma$ functions do not model such systems which have a more complicated conductivity profile, see Fig. 3A. To arrive at such profile we use textbook approximations. We denote with $\eta(z)$ a monotonically decreasing function interpolating between the surface and bulk Fermi levels. The carrier density at some point $z$ is described as

$$n_{h/e}(z) = \tilde{n}_{h/e} e^{\pm \beta \eta(z)},$$

(18)

where $\tilde{n}_{h/e}$ stands for the bulk density of holes/electrons. We assume that the positive sign in the exponent holds for holes and negative for electrons. The conductivity may be written

$$\sigma(z) = |n_e| v_e + n_h v_h,$$

(19)

where $v_e$ and $v_h$ stand for electron and hole mobility, respectively. If the mobility values are of the same order, than the plotted function $\sigma(z)$ is generic with a single reservation: $\sigma(0)/\sigma(\infty)$ can be both greater and smaller than unity. As shown in Fig. 3C resulting $\psi^2(k;0)$ has a minimum at the origin and a peak for some $k_0$. Despite this difference from the above described shapes, for given scale $D$ it can produce all surface potential types shown in Fig. 2.

To unravel the mechanism behind appearance of the logarithmic potential profile we analyze the integral formula (11). It is known that for $0 < kr \lesssim 1$ the approximation holds

$$K_0(kr) \sim - \ln kr.$$  

(20)

To capture the impact of the peaks we crudely approximate $\psi^2(k;0)$ with a zero-valued function everywhere except for the segment $(k_0, k_0 + \varepsilon)$ where the function has amplitude $\tilde{\psi}$. Hence,

$$\int_0^\infty dk K_0(kr) \psi^2(k;0) \approx \tilde{\psi}^2 \int_{k_0}^{k_0 + \varepsilon} dk \ln kr.$$  

(21)

Up to an additive constant this integration yields

$$\phi(r) \sim \tilde{\psi}^2 \varepsilon \ln(k_0 + \varepsilon)r,$$  

(22)

with $k_0 = 0$ as an admissible value. It is the sought-after voltage drop characteristic to two-dimensional currents with $\tilde{\psi}^2 \varepsilon$ setting the inverse of the sheet conductivity parameter

$$\sigma_2 = \frac{1}{2\pi \tilde{\psi}^2 \varepsilon \sigma(\infty)}.$$  

(23)

Such a structure of the resulting conductivity profile is retained if more realistic peak models (Lorentzian, Gaussian) are considered. Note, that peaks located even at large $k_0$ can induce logarithmic voltage bias at small,
This seems if the bulk value of conductivity is approached from below and maximum in the opposite case. According to our numerical observations, the conductivity profile. Characteristics and the conductivity profile. According to our numerical observations, \( \psi^2(0;0) \) is a minimum if the bulk value of conductivity is approached from below and maximum in the opposite case. This seems to be due to the (zero) resonance/anti-bound state character of \( \sqrt{\sigma(z)} \) in eq. 13. Further, the potentials \( V(z) \) immediately suggest existence of shape resonances in the theory. Indeed, peaks correspond to solutions that look like localized eigenfunctions in the potential well. Note, that the usual language using transmitted and reflected waves is not suitable in the case of real-valued field. However, this does not appear to be a tough difficulty, see e.g. 13.

To conclude, we have demonstrated how the two-dimensional surface currents emerge within the classical current equation. They can be seen at finite distances only. Surprisingly, both the two-dimensional and three-dimensional currents at sufficiently large distances are governed by very few parameters: position, amplitude, and width of the pertinent peak of \( \psi^2(k;0) \) function. Their knowledge allows calculation of the sheet conductivity and the effective surface conductivity.
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**Appendix A: Boundary conditions**

In the paper it was noted that the condition \( \frac{d}{ds} \sigma(0) \neq 0 \) may result in the large \( r \) asymptotic behavior \( \phi(r) \sim r^{-3} \). This could be the case if \( \psi(0;0) = 0 \), as suggested by the (generalized) eigenfunctions of eq. 7 with zero po-
tential. These solutions read \(\{ \cos(kz + \varphi(k)) \}_k > 0\), where

\[
\varphi = - \text{sign} \left( \frac{d\sigma(0)}{dz} \right) \arccos \frac{k}{\sqrt{k^2 + \left( \frac{1}{2\sigma(0)} \frac{d\sigma(0)}{dz} \right)^2}}.
\]

(A1)

It is evident that these functions vanish for \(z = 0\) and \(k \to 0\). This is not the case if any relevant potential is taken into account. Note that function

\[
\sqrt{\sigma(z) \sigma^{-1}(\infty)}
\]

satisfies the boundary condition \(\mathbf{6}\) and solves eq. (7) with \(k = 0\); factor \(\sigma^{-1}(\infty)\) ensures the correct normalization. As such, it locally describes how the solutions for small \(k\) behave near \(z = 0\). Hence, \(\psi^2(0; 0) = \sigma(0) \sigma^{-1}(\infty)\) and the usual asymptotic behavior \(\varphi(r) \sim (\sigma(\infty)r)^{-1}\) holds for \(r \to \infty\). The arguments given in \(\mathbf{7}\) for \(k \to \infty\) remain valid in the case at hand as \(\cos^2 \varphi(k) \to 1\) for \(k \to \infty\).