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Abstract: Increased concerns over global warming and air pollution has pushed governments to consider renewable energy as an alternative to meet the required energy demands of countries. Many government policies are deployed in Taiwan to promote solar and wind energy to cope with air pollution and self-dependency for energy generation. However, the residential sector contribution is not significant despite higher feed-in tariff rates set by government. This study analyzes wind and solar power availability of four different locations of southern Taiwan, based on the Köppen–Geiger climate classification system. The solar–wind hybrid system (SWHS) considered in this study consists of multi-crystalline photovoltaic (PV) modules, vertical wind turbines, inverters and batteries. Global reanalysis weather data and a climate-based electricity load profile at a 1-h resolution was used for the simulation. A general framework for multi-objective optimization using this simulation technique is proposed for solar–wind hybrid system, considering the feed-in tariff regulations, environmental regulations and installation area constraints of Taiwan. The hourly load profile is selected using a climate classification system. A decomposition-based differential evolutionary algorithm is used for finding the optimal Pareto set of two economic objectives and one environmental objective with maximum installation area and maximum PV capacity constraints. Two types of buildings are chosen for analysis at four climate locations. Analysis of Pareto sets revealed that the photovoltaic modules are economic options for a grid-connected mode at all four locations, whereas solar–wind hybrid systems are more environmentally friendly. A method of finding the fitness index for the Pareto front sets and a balanced strategy for choosing the optimal configuration is proposed. The proposed balanced strategy provides savings to users—up to 49% for urban residential buildings and up to 32% for rural residential buildings with respect to buildings without a hybrid energy system (HES)—while keeping carbon dioxide (CO₂) emissions lower than 50% for the total project lifecycle time of 20 years. The case study reveals that for all four locations and two building types an HES system comprising a 15 kW photovoltaic system and a small capacity battery bank provides the optimal balance between economic and environmental objectives.
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1. Introduction

Global warming is one of the biggest concerns among global communities [1,2]. The climate action summit [3] organized by the United Nations (UN) in 2019 set a goal of achieving a 1.5 °C goal by the end of the century, by reducing GHG emissions by 7.6% annually. The target includes
decreasing the dependency on fossil fuels and promoting clean energy. According to the International Renewable Energy Agency (IRENA), Asia would continue to dominate the solar photovoltaic (PV) [4] and onshore wind [5] power industries with an estimated share of more than 50% in both sectors by 2050. Taiwan has implemented several policies to promote renewable energy generation. The million solar rooftop PVs project [6,7] focuses on the gradual expansion of rooftop PV installation prior to ground installations, and the thousand wind turbine project proposes the strategy of developing onshore wind power systems before off-shore wind farms. Furthermore, the Bureau of Energy has announced promotional feed-in tariff (FiT) rates [8] for onshore wind power with capacity between 1 kW and 30 kW and rooftop solar PV systems with capacities between 1 kW and 20 kW. The “Greenhouse Gas Reduction and Management Act” [9,10] enacted by Taiwan, legislates a 50% reduction target for 2050 compared to 2005 levels. This act also implements carbon reduction by setting goals every five years. The Environmental Protection Administration (EPA), Taiwan, also encourages and develops strategies to build low-carbon infrastructures for local communities.

Government incentives and FiT play important roles in designing and sizing of hybrid power system. Economic factors, such as net present cost (NPC), levelized cost of energy (LCOE) and total cost of power bought from the grid over the project lifecycle time, have great impact on the choices made by independent electricity users. The environmental objective of such systems mainly focuses on reducing overall GHG emissions (CO₂ emission in particular). Many studies have proposed sizing optimization methods and strategies for hybrid energy systems [11,12]. Optimal sizing of a hybrid renewable energy system (HRES), considering the economic objectives like NPC, initial capital and system payback period, are discussed in detail in [13,14]. Weather and energy price data are important for hybrid energy system (HES) cost optimization. Using this concept, a quantitative control approach to reduce the HES energy cost is proposed by [15]. The clear advantages of multi-objective optimization using meta-heuristics approaches as opposed to the iterative method and linear programming is discussed in [16]. Many multi-objective approaches for HES optimization have also been proposed over the years, considering several criteria, including technical, economic, environmental and socio-political objectives [17–20].

Several meta-heuristic algorithms have been developed by researchers for handling multi-objective optimization problems. The two widely used multi-objective optimization algorithms are the non-dominated sorting genetic algorithm (NSGA-II) [21] and the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [22]. The solar–wind hybrid power generation optimization method proposed in [23], hybrid distributed energy system (HDES) optimization presented in [24] as well as the hydro–PV HES optimization [25] uses NSGA-II for finding the optimal Pareto sets. The goal of optimal sizing for an HES or HRES is to find the optimal configuration of the components of the system based on multi-objective Pareto set analysis. In [26], the differential evolution variant of MOEA/D (MOEA/D-DE) is used for multi-objective optimization of an off-grid solar/wind/battery HES. MOEA/D and MOEA/D-DE are frequently used in engineering optimization problems [27–30]. An enhanced MOEA/D using a localized penalty-based boundary intersection is proposed in [31] for HRES optimization. Power optimization of HRES with the help of neural architecture and the bee colony algorithm is presented as an alternative to traditional optimization methods in [32]. A combined dispatch strategy for HES optimization and energy management is proposed in [33]. This study shows that a combined dispatch strategy can reduce the NPC, cost of electricity and CO2 emissions. Several multi-objective optimization algorithms and methods have been studied for the HRES and microgrid sizing that either focus on advanced algorithms [34,35] or dealing with optimization uncertainties [36]. Several commercial HES and microgrid optimization tools use mono-objective optimization or a linearized model for optimization. In [37], the authors developed a multi-objective optimization tool for HRES configurations. An HES with renewable energy and a hydrogen generation system is optimized in [38], using typical load profiles and historic weather data.

Some studies have tried to study the effect of climate on energy requirement and production. In [39], the authors have presented a methodology for a PV climate classification and studied the
climate’s implication for PV system performance. Similarly, in [40] a database is presented for promoting a ground source heat pump by studying the climate data of Europe using the Köppen–Geiger scale. Reference [41] introduces a multi-criteria decision-making method for an HRES system. This study also briefly introduces other studies targeting different climate areas. The system design as well as the feasibility of the trigeneration systems for zero-energy office buildings in three climate areas, Stuttgart, Dubai and Moscow, are discussed in [42]. A location’s climate condition for stand-alone HES optimization is taken into account in [43].

Most of the studies mentioned above uses typical load and weather profiles. Several times, these profiles are artificially modeled and may not represent the real-world conditions. The residential buildings in Taiwan are constraint by installation area limits due to higher property prices and a high population density. Therefore, the feasibility of an HES system for residential buildings are explored using case study analysis. In this study, we also try to overcome the unavailability of the hourly load-profile data of the Taiwan region by using alternative profiles from similar climate zones. We also propose a framework to optimize and analyze the multiple objectives of a solar–wind HES system by considering the different socio-political and economical factor of the Taiwan region. In summary:

• This study proposes a general framework for multi-objective optimization of the NPC, total power bought from the grid and total CO₂ emission objectives for a project lifecycle of 20 years. The power trading method includes different FiT rates for solar and wind power, as stated by the local government. Climate classification scales are used to obtain the hourly load profiles. Maximum solar power and installation area constraints are used.
• A fitness evaluation method with a balanced selection strategy is introduced for Pareto optimal sets to maximize the savings from the HES system while keeping the CO₂ emissions at least 50% lower than the “No-HES” systems.
• The results of the case study show that by using the proposed balanced strategy to select a balanced HES configuration, residential building users can save up to 49% in urban building areas and up to 32% in rural buildings.
• The case study shows that wind power is crucial for reducing the total CO₂ emissions and reducing the dependability on the utility grid while being constrained by a limited installation area. However, the higher NPC rates makes it non-feasible for independent electricity users to use wind power without government incentives.
• The case study also shows that an HES system consisting of a 15 kW PV system and small capacity battery bank provides the optimal balance between the economic and environmental objectives.

We organized the paper as follows: Section 2 introduces the grid-connected HES and its components, including the PV module, vertical wind turbine, inverters and battery bank. Section 3 describes the problem formulation, objectives and optimization method. Section 4 discusses the climate classification analysis of southern Taiwan. The hourly load profile corresponding to these major climate locations are also discussed. It further includes the wind and solar energy-related weather variables obtained from global reanalysis data. The components of the HES considered in this study are detailed in Section 5. In Section 6, we present the results of the sizing optimization for four locations. A fitness matrix and selected configurations are also listed with an alternative optimal configuration. Section 7 draws the conclusion and presents the limitations of the study, including directions for future work.

2. Hybrid Energy System

2.1. Photovoltaic System

A photovoltaic (PV) system consists of an inverter and an array of PV panels. There are mainly three types of PV panels, namely mono-crystalline, multi-crystalline and thin film, as shown in Figure 1. Multi-crystalline panels are the most economic option due to their low cost and good performance. Therefore, in this study we used a multi-crystalline module for modelling our PV system. The PV
system used in this study was modeled using Pvlb [44] in the Python programming environment. Pvlb enable users to create a high accuracy model of a system using several user-defined parameters. In this study we used the De Soto PV array model [45] to compute the direct current (DC) parameters, and the open rack glass model [46] was used to estimate the PV cell temperature. The incidence angle modifier parameters for glass-covered PV panels [45] were set as follows: the refractive index equals 1.526; the glazing extinction coefficient equals 4/m; and the glazing thickness equals 0.002 m. The solar position was calculated using the algorithm proposed in [47] using date, time, latitude, longitude, altitude and temperature data for the PV system installation location. The clear sky global horizontal irradiance (GHI), direct normal irradiance (DNI) and direct horizontal irradiance were computed using the Ineichen/Perez model [48,49]. The diffused irradiance from the sky on a tilted PV panel’s surface was calculated using Hay and Davies’ model [50]. Spectral losses were not considered in this study. The PV module’s coefficients were retrieved from the system advisor model’s (SAM) California Energy Commission (CEC) PV module database hosted at [51]. The performance models for the grid connected inverters [52] were also retrieved from the CEC inverter database [51].

![Photovoltaic (PV) modules](image)

**Figure 1.** Photovoltaic (PV) modules: (a) mono-crystalline, (b) multi-crystalline and (c) thin film.

The PV system model’s parameters used in this study is shown in Table 1. The total power output of system was calculated using weather data, including the GHI, DNI, DHI, wind speed and air temperature. The DNI can be estimated from the GHI using the direct insolation solar code (DISC) model described in [53,54]. Technical specifications of the PV modules and PV inverters are presented in Section 5. We applied a performance degradation rate of 0.64%/year according to [55].

| Serial Number | Parameter Name       | Value       |
|---------------|----------------------|-------------|
| 1.            | Surface azimuth angle | 178°        |
| 2.            | Surface tilt angle   | 18°         |
| 3.            | Performance degradation | 0.64%/year |

2.2. **Wind Energy Conversion System**

The power of the wind turbine is produced through wind blowing the blades to drive a rotor axis. The mechanical energy produced at the rotor axis is used to drive an electrical generator to generate electricity. Small wind turbines can be classified into two types, as shown in Figure 2a (horizontal axis)
and Figure 2b (vertical axis type). The power output of the vertical wind turbine can be calculated using Equation (1) [56] and Equation (2) [57] from the manufacturer’s power curve.

\[
P_{\text{smooth}}(v_{\text{std}}) = \sum_{v_i} \Delta v_i \cdot P(v_i) \cdot \frac{1}{\sigma \sqrt{2\pi}} \times e^{-\frac{(v_{\text{std}}-v_i)^2}{2\sigma^2}}
\]

where

\[
\sigma = 0.6 \cdot 0.2 \cdot v_{\text{std}}
\]

\[(1)\]

\[(2)\]

\[P_{\text{smooth}}\] is the smoothed power curve value at standard wind speed in the power curve; \(v_{\text{std}}\). \(v_i\) is the wind speed; \(\Delta v_i\) is the interval between \(v_i\) and \(v_{i+1}\); and \(\sigma\) is the standard deviation and can be calculated using Equation (2). The value for \(\Delta v_i\) can be determined using the measurement accuracy of wind speed. For example, if the wind speed measurement accuracy is 0.1 m/s, \(\Delta v_i\) can be set to a value of 0.1 m/s.

Wind speed varies according to height, and the structure of the terrain also influences the vertical wind profile. We can calculate wind speed at the hub height of the wind turbine, \(v_{\text{hub}}\), using a logarithmic wind profile [58], as shown in Equation (3).

\[v_{\text{hub}} = v_{\text{measured}} \cdot \frac{\ln\left(\frac{h_{\text{hub}}}{z_0}\right)}{\ln\left(\frac{h_{\text{measured}}}{z_0}\right)}\]

where \(v_{\text{hub}}\) is the wind speed at hub height, \(h_{\text{hub}}\); \(v_{\text{measured}}\) is the wind speed from the weather/measurement data; \(h_{\text{measured}}\) is the height at which measurements are taken; and \(z_0\) is the surface roughness length.

Vertical wind turbines used in this study were modeled using windpowerlib/Python [59] and the wind turbines’ power curve from the manufacturer’s data sheet. The performance degradation rate of the vertical wind turbines were not studied extensively; thus, we used a degradation rate of 1.6%/year [60], similar to onshore horizontal wind turbines. The details of the wind turbines and other components are provided in Section 4.

2.3. Battery Bank

Battery banks are often used with PV and wind energy systems, or with a combination of both, to store the excess energy produced by the system. This stored energy can be later used to provide electricity when the generation system cannot meet the energy demand required by the load. The state-of-charge
(SoC) of the battery also determines the quantity of electricity for the charge and discharge cycle. The SoC of the battery at time $t$ can be obtained using Equation (4).

$$\text{SoC}_t = \left( \text{SoC}_{t-1} + \frac{P_t \cdot \Delta t}{N_{bat} \cdot C_{bat} \cdot V_{bat}} \cdot \eta_{bat} \right) \cdot (1 - \eta_{sd}), \quad \text{SoC}_{min} \leq \text{SoC}_t \leq \text{SoC}_{max}$$

where $P_t$ is the input/output power of the battery in watts (negative during discharging and positive during charging mode); $\Delta t$ is the time step at which the SoC is calculating, in this case 1 h; $\eta_{bat}$ is the round-trip efficiency defined as 80% for charging and 100% for discharging models; $N_{bat}$ denotes the number of batteries in the battery bank; $C_{bat}$ is the nominal capacity in Ah; $V_{bat}$ is the nominal voltage of the battery; and $\eta_{sd}$ is the self-discharge rate of the battery (%/hour). The battery bank’s SoC is constrained to a maximum SoC limit, $\text{SoC}_{max}$, and a minimum limit, $\text{SoC}_{min}$.

2.4. Hybrid Energy System

In this study, we refer to the optimal sizing of a grid connected to a HES system according to economic and environment benefit considerations. Two reference buildings were considered in this work: (a) residential buildings in an urban scenario, referred to as “Residential”; and (b) residential buildings in a rural scenario that is also used for limited farm activities, except storage, and is referred to as “Farm”. The energy required by these two types of buildings are mostly used for heating, domestic hot water, air-conditioning and other electrical peripherals. The configuration considered in this study is shown in Figure 2 and consists of a wind energy conversion system (WECS), PV system and battery bank. As the both types of buildings are grid-connected, particular attention should be given to the buying and selling strategy of excess power. For this, the HES system should be designed without over-sizing, maximizing the feed-in to the grid and minimizing the overall power bought from the grid.

As shown in Figure 3, the HES system considered in this study consisted of PV modules and a vertical wind turbine with dedicated inverters. A microgrid controller was used to manage the energy produced by these two systems and handle the electricity demand from the load source, i.e., the residential building. Microgrid controller also managed the charging and discharging of the battery bank, including buying and selling the power to the utility grid through a smart meter.

![Figure 3. Schematic diagram of the grid-connected hybrid energy system.](image)

In Figure 4, the process flowchart of the HES simulation is presented. The simulation is initialized at time $t = 0$, with the hourly weather data and hourly load profile. The PV system’s power output, $P_{pv}$, and wind turbine system’s power output, $P_{wt}$, were calculated. Residual power, $P_{res}$, was calculated...
by subtracting $P_{pv}$ and $P_{wt}$ from the hourly load on the system, $P_L$. If the $P_{res}$ is greater than zero, the required power is bought from the utility grid, else the battery SoC is checked for maximum SoC. If the SoC is at the maximum level, the residual energy is sold to the grid, else the battery is charged and the SoC is recalculated. If the SoC is greater than or equal to the maximum SoC, the extra power is sold to the utility grid. The simulation then continues the process for maximum time limit, $T$ (175,200 h, 20 years).

Figure 4. Process flowchart of the hybrid energy system (HES) simulation.

3. Methodology

3.1. Problem Formulation

Economic objectives of the HES system are often influenced by the government policies of the region. Regional wind and solar attributes also play an important role when choosing the right configuration and sizing for the HES system. Since this study presents a case study of southern Taiwan region, it is important to note the regional cost of electricity bought from the grid and the FiT rates for solar and wind energy. Taiwan Power Company (Taipower) is a state-owned company that provides power to the whole region. The average cost per unit of electricity (kWh) [61] is 0.082 US$. It is important to note that the Taiwan government has specified different FiT rates for electricity generated from rooftop solar panels and onshore wind turbines. The size of the installation is also taken into consideration when evaluating the FiT rates. Therefore, Equation (5), which calculates the cost of the power bought from the grid, must consider these differences in FiT rates. The FiT rate [8] for wind energy from onshore WECS systems smaller than 30 kW capacity is 0.26 US$/kWh and for solar energy from rooftop PV systems with a capacity smaller than 20 kW is 0.19 US$/kWh. With FiT in effect, one of our economic objectives, the net balance of power bought from grid (PB), can be
calculated using Equation (5). Another economic objective considered in this study is net present cost (NPC), also referred to as the net present value. The NPC consist of the total capital cost of the HES system (C_{cap}), replacement cost of batteries in the battery bank (C_{rep}), operating and maintenance cost of the system (C_{op}) and the total salvage cost of the system (C_s) at the end-of-lifecycle time, T. The method for calculating the NPC is given in Equation (6).

\[ \text{PB} = \sum_{t=0}^{t=T} (P_g \cdot C_g(t)) - (P_{s_pv} \cdot \text{FiT}_{pv}) - (P_{s_we} \cdot \text{FiT}_{we}) \]  

\[ \text{NPC} = \sum_{t=0}^{t=T} C_{cap} + C_{rep}(t) + C_{op}(t) - C_s \]  

where \( P_g \) is the units of power bought from the grid; \( C_g \) is the cost of power bought from grid; \( P_{s_pv} \) is the PV power sold to the grid; \( \text{FiT}_{pv} \) is the FiT for electricity generated from the PV system; \( P_{s_we} \) is the WECS power sold to the grid; and \( \text{FiT}_{we} \) is the FiT for electricity generated from wind energy. It should be noted that the microgrid controller shown in the schematic diagram of the HES in Figure 3 is used in all configurations of the HES, therefore its cost is not considered in \( C_{cap} \); also, the \( C_g \) is sensitive to the market prices of fuels used by the electricity provider to generate electricity. After studying the price trends of electricity in Taiwan, an annual increase of 1.86% was applied to the electricity prices. The salvage cost, \( C_s \), of the total system was considered 20% of \( C_{cap} \) for a system lifetime of 20 years.

The environmental objective used in this study was the total contribution to CO\(_2\) emissions by the HES. Since the HES configuration used in this study does not include biomass or diesel generators, the contribution to CO\(_2\) emissions was calculated by considering the total amount of electricity bought from the grid. According to Taipower’s annual sustainability report [62] for the year 2019, the current CO\(_2\) emissions per kWh, CO\(_2\)e, is 0.421 kg/kWh. Total CO\(_2\) emissions, \( F_e \), during the project’s life-time for the grid-connected HES system can be calculated using \( P_g \), as in Equation (7).

\[ F_e = \sum_{t=0}^{t=T} P_g \cdot \text{CO}_2\text{e} \]  

Constraints used for our optimization problem are based on the total installation area available \( I_{area} \) and maximum PV system power \( PV_{max} \). For this study, the maximum installation area available for urban residential buildings equals 99.17 m\(^2\) (30 ping) and for rural residential buildings equals 397 m\(^2\) (120 ping). The maximum installation area used in this study corresponds to the average rooftop area available on these types of buildings in Taiwan. Ping is a Chinese unit of measurement for area, 1 ping = 3.3057 m\(^2\).

Using the above objectives and constraints, we can formulate our optimization problem for the HES system with a lifecycle period of 20 years, as in Equation (8). The input variables considered for our problem are number of batteries in the battery bank (\( N_{bat} \)), number of wind turbines (\( N_{wt} \)), wind turbine hub height (\( h_{hub} \)), wind turbine model (\( W_{id} \)), number of PV modules in series (\( N_s \)) and number of PV modules in parallel (\( N_p \)); where, the values for each variable are integers, except for \( h_{hub} \).

\[ \text{min} F = \text{min}(\text{NPC}, \text{PB}, F_e) \]
Subject to :
For urban residential building (Residential),
\[
0 \leq N_{bat} \leq 24 \\
0 \leq N_{wt} \leq 3 \\
20 \leq h_{hub} \leq 35 \text{ (in meters)} \\
0 \leq W_{td} \leq 2 \\
0 \leq N_i \leq 44 \\
0 \leq N_p \leq 5.
\]
(9)

For rural residential building (Farm),
\[
0 \leq N_{bat} \leq 50 \\
0 \leq N_{wt} \leq 3 \\
20 \leq h_{hub} \leq 35 \text{ (in meters)} \\
0 \leq W_{td} \leq 2 \\
0 \leq N_i \leq 44 \\
0 \leq N_p \leq 5.
\]

Constrained to :
For urban residential building (Residential),
\[
PV_{max} \leq 15 \text{ kW} \\
I_{area} \leq 99.17 \text{ m}^2.
\]
(10)

For rural residential building (Farm),
\[
PV_{max} \leq 15 \text{ kW} \\
I_{area} \leq 397 \text{ m}^2.
\]

3.2. Optimization Algorithm

The optimization algorithm deployed in this study is the differential evolution variant of the multi-objective evolutionary algorithm based on decomposition [22,63] (MOEA/D-DE). Multiple studies [64,65] have suggested that the MOEA/D algorithm is more accurate for finding the complex Pareto sets and can handle mixed integer problems better than NSGA-II. The MOEA/D-DE used in this study uses the Tchebycheff decomposition [66] method to decompose objectives into singular objective. This decomposition method converts the multi-objectives into a single distance-based objective by calculating their respective weight. The decomposed objective is the distance from a reference point, an ideal utopia point in criterion space. For constraints violation, we apply penalties to the objectives of the population that violates the defined constraint space. “Kuri’s death penalty” [67] is used for the constrained multi-objective problem defined in the previous section. The objectives were set to a value close to infinity \((8.9884 \times 10^{307})\) according to the rate of satisfied constraints. The Pareto front of the final result was sorted using the method described in [68]. The complete process flowchart of the MOEA/D-DE algorithm used in this study is shown Figure 5a and the flow chart of the HES optimization is shown is Figure 5b. The optimization was carried out using the Pygmo/Python library, which is the python binding of the C++ library Pagmo [69]. The parameters used for the MOEA/D-DE algorithm for a population size of 55 are as follows: (a) generations = 60, (b) neighborhood size = 20, (c) crossover probability = 0.9, (d) differential evolution parameter = 0.5, (e) distribution index = 20 (polynomial mutation), (f) neighborhood consideration probability = 0.8 and (g) diversity preservation by inserting and replacing the old with a new population every generation = 2.
4. Data and Discussion

4.1. Köppen–Geiger Climate Classification System

The Köppen–Geiger scale was first introduced by Wladimir Köppen in 1900 to quantitatively classify the world’s climates. This scale/system was later improved by Rudolf Geiger in 1954 and 1961. Therefore this system of climate classification was named the Köppen–Geiger climate classification system [70]. This scale/system classifies the climates into five primary groups, 14 secondary groups and six tertiary groups, as presented in [71]. These classifications are made using weather data like air temperature, wind speed, average precipitation, solar irradiance, etc.

Climate classification can be used to find a similar climate area for a specific location. In Figure 6, the Köppen–Geiger map of Taiwan is shown. Most of the population in Taiwan resides near the coastal areas and the central areas are mainly mountainous terrain. The northern Taiwan region is mainly composed of a temperate climate zone with no dry season and hot summers (Cfa), as well as temperate climate with dry winters and hot summers (Cwa). The southern region of Taiwan is mainly composed four climate types: (a) Tropical, rainforest (Af); (b) Tropical, monsoon (Am); (c) Tropical, savannah (Aw); and (d) Temperate, dry winters and hot summers (Cwa). The Af climate zone in southern Taiwan mainly comprise the Chenggong and Changbin Township of Taitung County. It also extends into the two outer islands, namely, Green Island and Orchid Island. Located on the east coast of Taiwan, the Af zone typically receives average monthly precipitation [72] of over 70 mm, and the average temperature during winter is above 20 °C and above 30 °C during summer. The Am zone comprises some of the non-coastal areas of the Tainan and Kaohsiung counties. Most of the residential areas in Pingtung County falls under the Am climate zone, including some of the southern coast of the Taitung county. This climate zone in Taiwan typically receives yearly accumulated
precipitation of 2500 mm, with the driest month being January. The average high temperature in the Am zone is around 25.6 °C and average low temperature around 14.7 °C. The Aw climate zone comprises the coastal areas of the Tainan and Kaohsiung counties. These are the most populated areas of southern Taiwan. The coastal area of Tainan County receives most of the rain during the months of June, July and August. The average annual maximum temperature is 28.7 °C, with warmest month being July and the coolest month being January—when the average minimum temperature can be below 14 °C. Taitung County also have areas in the Cwa climate zone, which comprises the Luye, Guanshan and Chishang townships. These townships are located in re-entrant terrain and receives an average monthly rainfall of over 300 mm during the months of June, July, August and September. The average maximum temperature in this region can reach up to 30 °C during summer and average minimum temperature drops as low as 15 °C during winter. The precipitation varies 328 mm between the driest (January) and wettest month (July).

Since the climate has an immediate effect on the cooling and heating needs of residential buildings, we use this classification system to model the hourly load demand of the buildings. Hourly load-profile data are not available for the residential buildings in Taiwan; therefore, we chose a climate location similar to the one that is to be modeled, the United States of America’s Köppen–Geiger map (Figure 7), and extracted the data from the Open Energy Information website’s hourly load-profile dataset from

Figure 6. Köppen–Geiger climate map of Taiwan [71].
the Typical Meteorological Year version 3 (TMY3) database [73]. More information about hourly load data is provided in the next subsection.

Figure 7. Köppen–Geiger climate map of the USA [71].

4.2. Locations and Hourly Load Profile

The four locations used in this study, based on the four major climate areas, are shown in Figure 8. We chose the residential building’s load profile from the TMY3 dataset by matching the Köppen–Geiger scale of the location in the dataset to that of the location in our study. The locations chosen from the TMY3 dataset are listed in Table 2. Since this study considers two types of residential buildings, the load profile for the “Farm” building type is adjusted 30% more than “Residential”, while the “Residential” building type’s load profile is kept the same as the base load profile from the TMY3 dataset. The hourly load profiles of the different locations for “Residential” buildings are presented in Figure 9.

Figure 8. Locations used for the optimization study, chosen based on the Köppen–Geiger climate scale.
Table 2. The locations and their corresponding hourly load profiles from the TMY3 dataset.

| Location | Climate | TMY3 Dataset ID |
|----------|---------|-----------------|
| 1.       | Aw      | USA_FL_Key.West.Intl.AP.722010 |
| 2.       | Am      | USA_FL_Miami-Kendall-Tamiami.Executive.AP.722029 |
| 3.       | Cwa     | USA_SC_Anderson.County.AP.723125 |
| 4.       | Af      | USA_FL_West.Palm.Beach.Intl.AP.722030 |

Figure 9. Hourly load profiles for the different locations.

Location 1, which falls under the Aw climate zone, shows a gradual increase in hourly load from the month of January to December, with the highest average hourly load observed during the period of June to August, which is consistent with the constant usage of air conditioning due to hot and wet weather. The highest variation in hourly load is observed during the winter due to hot water requirements. Location 2 (Am) and Location 4 (Cwa) followed the similar hourly trend as Location 1. At Location 3, we can observe large variations in electricity usage during the period of June to August, due to higher temperatures and high precipitation.

4.3. Weather Data

This study used the European Centre for Medium-Range Weather Forecasts ReAnalysis (ERA5) dataset [74]. The ERA5 dataset contains global reanalysis weather data with several atmospheric, land and sea level weather attributes. For this study, we accessed the hourly GHI, wind speed at 10 m height and air temperature variables for the year 2019 of four locations using the ERA5/Python library [75]. From Figure 10, it can be observed that Location 3 and 4 receive the least GHI throughout the year with the months of December and January being lower than 500 W/m². Location 1 and 2 receive the highest hourly GHI throughout the year with the average maximum monthly GHI being over 600 W/m². However, during the months of June, July and August, we can observe several variations in GHI at all locations due to the rainy season. Location 4 has the highest wind speed throughout the year, as shown in Figure 11. Locations 1, 2 and 3 show similar wind speed trends with the average wind speed value being slightly over 3 m/s. The air temperature variation between day and night is also the highest at Locations 1, 2 and 3, as shown in Figure 12. We can also confirm from
Figure 12 that summer and winter temperature variations correspond to that of the hourly load profile, shown in Figure 9. It should be noted that Location 3 is a location in re-entrant terrain and, due to a higher humidity and temperature, it leads to higher electricity usages during summer.

Figure 10. Hourly solar irradiance data for the four locations.

Figure 11. Hourly wind speed at 10 m height for the four locations.
5. HES Components

5.1. PV Components

The photovoltaic system modeled in this study used multi-crystalline PV modules from Motech Industries with a maximum power output of 330 Watts. The CEC database values for this module’s parameters vary slightly from the data sheet. Therefore, we used the CEC parameters, as shown in Table 3, to keep the model consistent with the Pvlib/Python model. The inverter for the PV system model was chosen from a range of inverters, as shown in Table 4, according to total power output of the modules in the system. The PV system model is programmed to choose the inverter of a suitable power range according to the PV module’s maximum power output ($P_{sys}$). The efficiency curve for the inverters can be found in the CEC database. The cost data listed in Tables 3 and 4 are the average of multiple online references.

Table 3. Single diode model parameters of the Motech Industries IM72D3 solar panel.

| Parameters | Value       |
|------------|-------------|
| $P_{STC}$  | 329.9 W     |
| $N_{cell}$ | 72          |
| $V_{mp}$   | 37.66 V     |
| $I_{mp}$   | 8.76 A      |
| $I_{sc}$   | 9.27 A      |
| $I_{L}$    | 9.272 A     |
| $T_{NOCT}$ | 45.2 °C     |
| $R_{sh}$   | 1294.5 Ω    |
| Length     | 1.966 m     |
| Width      | 0.992 m     |
| Cost       | 0.3 US$/W_p |
| Yearly operation cost | 0.018 US$/W_p |
Table 4. Inverters used for the PV system.

| Parameters      | P_{sys} < 5.3 kW | P_{sys} < 6.6 kW | P_{sys} < 7.6 kW | P_{sys} < 10 kW | P_{sys} < 12.5 kW | P_{sys} < 15 kW |
|-----------------|------------------|------------------|------------------|-----------------|------------------|-----------------|
| Model           | Motech Industries| Delta Electronics| Delta Electronics| SolarEdge Tech. | Fronius Primo 12.5| Fronius Primo 15.0|
| P_{rated} (W)   | 5300             | 6600             | 7600             | 10,000          | 12,500           | 15,000          |
| V_{rated} (V)   | 240              | 240              | 240              | 240             | 240              | 240             |
| Cost (US$)      | 900              | 1500             | 1930             | 2300            | 3950             | 4500            |

5.2. WECS Components

For this study, we used three vertical axis wind turbines to create our configuration pool for optimization. Each wind turbine was assigned an integer identification value, ranging from 0 to 2. Turbines used for this study were from a regional manufacturer named Hi-VAWT Technology Corp. The technical details of the wind turbines are provided in Table 5 and the power curve data of each turbine is shown in Figure 13. Cost data listed in Table 5 are the sum of the vertical axis wind turbine and the wind power controller. The hub height is considered as the sum of the building height (25 m) and the turbine hub height.

Table 5. Components of the wind energy conversion system (WECS).

| Parameters                  | DS-700     | DS-1500W   | DS-3000     |
|-----------------------------|------------|------------|-------------|
| Configuration ID            | 0          | 1          | 2           |
| Rated Power (W)             | 700        | 1500       | 3000        |
| Rated wind speed (m/s)      | 12         | 12         | 12          |
| Cut-in wind speed (m/s)     | <3         | <3         | <3          |
| Cut-out wind speed (m/s)    | 15         | 15         | 15          |
| Survival wind speed (m/s)   | 60         | 60         | 60          |
| Rotor diameter (m)          | 1.93       | 2.8        | 4.0         |
| Rotor height (m)            | 1.6        | 2.99       | 4.16        |
| Controller rated power (W)  | 2000       | 2000       | 4000        |
| Controller efficiency (%)   | 97         | 97         | 97          |
| Controller output Voltage (V)| 180–270    | 180–270    | 180–270     |
| Cost (US$)                  | 12,530     | 24,725     | 26,370      |
| Cost of hub (US$/m)         | 100        | 120        | 120         |
| Yearly Operation cost (US$) | 550        | 750        | 850         |

Figure 13. Power curves of the vertical axis wind turbines.
5.3. Battery

Lead–acid batteries were used in this study to model the battery bank. Replacement of batteries are considered after every fourth year, which is also the end of the average standard warranty time for such batteries. The average self-discharge rate for lead–acid batteries [76] are reported to be 5% per month (720 h). The specifications of the battery used to model the battery bank are listed in Table 6.

| Parameters                          | Values          |
|-------------------------------------|-----------------|
| Type                                | Lead–Acid       |
| Rated Voltage (V)                   | 12              |
| Rated Capacity (Ah)                 | 100             |
| Charge efficiency (%)               | 80              |
| Discharge efficiency (%)            | 100             |
| Self-discharge rate (%/720 h)       | 5               |
| Standard warranty period (years)    | 4               |
| Replacement period (years)          | 4               |
| Cost (US$)                          | 150             |
| Replacement cost (US$)              | 100             |

6. Results

6.1. Optimization Results

The HES sizing optimizations are carried out for all four locations discussed in Section 4.2 for the two building types “Residential” and “Farm”. The Pareto set plots for the three objectives for each location are presented in Figures 14–17, respectively.

![Figure 14. Pareto optimal sets for Location 1 (Aw), for building type (a) Residential and (b) Farm.](image-url)
Figure 15. Pareto optimal sets for Location 2 (Am), for building type (a) Residential and (b) Farm.

Figure 16. Pareto optimal sets for Location 3 (Cwa), for building type (a) Residential and (b) Farm.

Figure 17. Pareto optimal sets for Location 4 (Af), for building type (a) Residential and (b) Farm.
In Figure 14a, the Pareto sets show a gradual decrease between PB and $F_e$, which is consistent with the fact that a lower amount of power bought from the grid decreases the carbon emission contribution of the building. The value of PB was below zero for the NPC values below 270,000. However, in this range of the same NPC value, multiple possibilities for PB and $F_e$ can be observed. However, in order to reach the $F_e$ target of below 40,000, a significant increase in NPC is required.

Due to the larger area constraint in “Farm” buildings (Figure 14b), the multiple possibilities of PB and $F_e$ for same value of NPC is reduced and we can observe a less complicated tradeoff curve. The higher NPC for lower $F_e$ arises due to the higher initial capital cost required by the wind turbines. Since the wind energy is not abundant in Location 1, as shown in Figure 11, the optimization converges towards a higher number of wind turbines.

At Location 2, the GHI (Figure 10) and wind speed (Figure 11) trends are similar to that of Location 1. In addition to the climate properties, the hourly load characteristics are also very similar. Therefore, in Figure 15, we can observe similar Pareto sets for the converged results. We can find some dissimilarity in terms of the tradeoff between NPC with $F_e$ and NPC with PB, for the NPC values below 300,000. At Location 2, the optimization results show a higher number of multi-configuration possibilities for these two pairs of objectives.

Wind energy availability is lowest at Location 3, as can be seen in Figure 11. Although, during the summer, the amount of GHI (Figure 10) is higher but the lower average GHI values during winter certainly affects the Pareto front of the “Residential” buildings. As shown in Figure 16a, the climate characteristics, high usage of electricity during summer (Figure 9) and lower area availability leads to convergence of PB and $F_e$ in a very narrow range of NPC with multiple possibilities. We can observe several configurations of variables that lead to different PB and $F_e$ values for an NPC in the range of 10,000 to 280,000. For “Farm” buildings, due to a higher availability of installation area, the trade-off curves are less complicated, as shown in Figure 16b.

At Location 4, an abundance of wind energy leads to multiple possibilities for wind turbine configurations. The DS-700 wind turbine is a cheaper option when it comes to the initial capital cost and this is evident from the trade-off curve shown in Figure 17a,b. For both types of buildings, we can see the several options that provide lower PB and $F_e$ values in the NPC range of 400,000 to 1,000,000. To better visualize the interaction between the three objectives and six variables, the pairwise plots of the optimization results are shown in Figures 18 and 19.
Figure 18. Pairwise plots of the optimized solution for “Residential” buildings for (a) Location 1 (Aw), (b) Location 2 (Am), (c) Location 3 (Cwa) and (d) Location 4 (Af).
Pairwise plots provide a better representation of the trade-off between different objectives and their relationships with the variables. From Figures 18 and 19, we can clearly see that for the same value of NPC, there are multiples possibilities for the PB and Fe sets for each location, which confirms the complexity of the HES optimization problem at these four locations. The number of batteries, \( N_{\text{bat}} \), in the battery bank has a high influence on the NPC; therefore, we can see multiple options. Similarly, as the value of \( N_{\text{bat}} \) increases, the total carbon emission of the building also decreases. The higher number of batteries leads to a higher PB, since the excess power generated by the HES system is used to charge the batteries instead of being sold to the utility grid. Therefore, the higher feed-in rates are not well utilized to maximize the savings from the HES system. Therefore, the trade-off curve suggests having a lower number of batteries is preferable for profit-maximization. For Locations 1, 2 and 3, the wind speed values are not high; therefore, in the optimized results we only see two options: either 0 turbines or 2 turbines. However, for Location 4, we can find diverse combinations for WCES. Since the initial capital cost for the PV modules are much lower than the wind turbines, all the optimization results tend to converge towards a total number of 44 PV modules. The distribution of \( N_s \) and \( N_p \) varies at different location but does not show any significant interaction with the other variables and objectives. For both types of buildings, the wind turbine hub height does not show any significant effect for Location 1 and 2. However, for Location 3 and 4, multiple options for hub height can be observed in the converged population. We classified the results of the Pareto set into four strategies: minimum NPC (other than no HES), minimum PB, minimum Fe and balanced. The method of finding the balanced configuration is discussed in the subsection below.
6.2. Optimal Configuration Selection

The goal of multi-objective optimization is to find the optimal configuration considering several objectives simultaneously. The Pareto front obtained from the process can be overwhelmingly difficult to interpret. A balanced HES system should maximize the savings (for electricity cost) while meeting the environmental goals set by government policies. Therefore, in this study we considered a method for calculating the fitness of each objective by using the “No HES” system as a reference. Using Equation (11), we can assign a fitness value to the individual sets in the Pareto front. The fitness value is calculated by subtracting the sum of the NPC and PB of the configuration under consideration from the PB of the “No HES” configuration, and then dividing the PB of the “No HES” to obtain the ratio of improvement. We constrain the results by setting the fitness values to negative infinity, for a Pareto set that has \( F_e \) values greater or equal to 50% of the \( F_e \) of the “No HES” configuration. Therefore, the higher the fitness value of the Pareto value indicates higher savings with respect to the “No HES” configuration, while satisfying the government target of a 50% reduction in GHS/CO2 reduction. A balanced strategy can be deployed for choosing the best configuration, which has the highest fitness value. We also consider the minimum value configuration for each objective for comparison. In Tables 7 and 8 we list the “No HES”, minimum NPC, minimum PB, minimum \( F_e \) and balanced (highest fitness) for each location and two types of buildings.

\[
\text{fitness} = \begin{cases} 
\frac{PB_{\text{NHES}} - (NPC_p + PB_p)}{PB_{\text{NHES}}}, & F_e \leq 0.5 \cdot F_{\text{eNHES}} \\
-\infty, & \text{otherwise}
\end{cases}
\]  

Using a balanced strategy of finding fitness index (Equation (11)), one can not only obtain higher returns on initial investment (NPC) but also meet the environmental goals. As shown in Table 7, For the “Residential” building type, a balanced strategy can save 46%, 49%, 17% and 35% for the cost of the electricity against buildings without the HES at the four locations, respectively. For the “Farm” building type, our balanced strategy can obtain savings of 21%, 32%, 24% and 9% at the four locations, respectively, for total project lifecycle time. It is important to note that the least NPC strategy has the highest investment-to-saving ratio; however, it does not meet the environmental goals set by local government. The least PB strategy mainly focuses on selling more electricity generated from the HES system back to the utility grid. Therefore, optimization results include two wind turbine configurations.

| Location | Climate | Strategy | \( N_{\text{bat}} \) | \( N_{\text{wt}} \) | \( h_{\text{hub}} \) | \( W_{\text{id}} \) | \( N_{\text{ps}} \) | NPC \((\times 10^3)\) | PB \((\times 10^3)\) | \( F_e \) \((\times 10^3)\) | Fitness |
|----------|---------|----------|-----------------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------|
| 1        | Aw      | No HES   | -               | -               | -              | -              | -              | 0.0            | 36.7           | 153.7          | -\infty  |
|          |         | NPC      | 0               | 0               | -              | 17             | 1              | 6.7            | 22.6           | 110.5          | -\infty  |
|          |         | PB       | 0               | 2               | 34             | 0              | 44             | 1389.8         | -16.5          | 85.4           | -36.4    |
|          |         | \( F_e \) | 24              | 2               | 33             | 0              | 44             | 1392.5         | 537.9          | 35.4           | -36.9    |
|          |         | Balanced | 8               | 0               | -              | -              | 44             | 24.6           | -4.9           | 71.2           | 0.46     |
| 2        | Am      | No HES   | -               | -               | -              | -              | -              | 0.0            | 32.9           | 137.9          | -\infty  |
|          |         | NPC      | 0               | 0               | -              | 17             | 1              | 6.7            | 18.6           | 95.8           | -\infty  |
|          |         | PB       | 0               | 2               | 32             | 0              | 44             | 1284.6         | -19.7          | 76.9           | -37.4    |
|          |         | \( F_e \) | 24              | 2               | 33             | 0              | 44             | 1342.8         | -2.03          | 24.4           | -39.7    |
|          |         | Balanced | 9               | 0               | -              | -              | 44             | 25.3           | -8.4           | 56.3           | 0.49     |
| 3        | Cwa     | No HES   | -               | -               | -              | -              | -              | 0.0            | 30.4           | 127.3          | -\infty  |
|          |         | NPC      | 0               | 0               | -              | 3              | 5              | 5.7            | 19.5           | 93.4           | -\infty  |
|          |         | PB       | 2               | 2               | 33             | 0              | 14             | 1364.8         | -12.2          | 65.4           | -43.49   |
|          |         | \( F_e \) | 24              | 2               | 34             | 0              | 44             | 1450.2         | -0.7           | 24.6           | -46.68   |
|          |         | Balanced | 11              | 0               | -              | -              | 11             | 26.3           | -1.0           | 50.7           | 0.17     |
| 4        | Af      | No HES   | -               | -               | -              | -              | -              | 0.0            | 33.9           | 141.9          | -\infty  |
|          |         | NPC      | 0               | 0               | -              | -              | 11             | 0.9            | 15.5           | 95.6           | -\infty  |
|          |         | PB       | 0               | 2               | 34             | 0              | 26             | 1449.7         | -50.6          | 45.9           | -40.27   |
|          |         | \( F_e \) | 24              | 2               | 26             | 0              | 43             | 9266.4         | -36.6          | 13.1           | -25.26   |
|          |         | Balanced | 7               | 0               | -              | -              | 43             | 23.6           | -1.7           | 67.5           | 0.35     |

Using a balanced strategy of finding fitness index (Equation (11)), one can not only obtain higher returns on initial investment (NPC) but also meet the environmental goals. As shown in Table 7, For the “Residential” building type, a balanced strategy can save 46%, 49%, 17% and 35% for the cost of the electricity against buildings without the HES at the four locations, respectively. For the “Farm” building type, our balanced strategy can obtain savings of 21%, 32%, 24% and 9% at the four locations, respectively, for total project lifecycle time. It is important to note that the least NPC strategy has the highest investment-to-saving ratio; however, it does not meet the environmental goals set by local government. The least PB strategy mainly focuses on selling more electricity generated from the HES system back to the utility grid. Therefore, optimization results include two wind turbine configurations.
with no battery bank for all locations. Lower PB strategy systems incorporate more wind turbines due to higher FiT rates for wind energy. As shown in Figures 18 and 19, a larger battery bank capacity can reduce the dependence on the grid and reduce the total carbon emission contribution of the buildings. From Tables 7 and 8, it is evident in least the Fe strategy that by incorporating the maximum battery bank capacity, a WCES system and PV system, the HES systems at all locations can reduce total carbon emissions substantially at the cost of a very high NPC.

Table 8. Optimization results for the “Farm” buildings at the four locations.

| Location | Climate | Strategy | N_{bat} | N_{wt} | h_{sub} | W_{hd} | Ns | N_{p} | NPC (x10^3) | PB (x10^3) | Fe (x10^3) | Fitness |
|-----------|---------|----------|---------|--------|---------|--------|----|-------|-------------|------------|------------|---------|
| 1 Aw      | No HES  | -        | -       | -      | -       | -      | 0  | 0     | 47.7        | 199.8      | -∞        | -∞      |
| NPC       | 0       | 0        | -       | -      | 9       | 2      | 6.9| 33.6  | 150.7       | -∞         | -∞        | -∞      |
| PB        | 0       | 2        | 34      | 2      | 44      | 1      | 1492.1 | -5.9  | 114.1       | -30.16     | -∞        | -∞      |
| Fe        | 50      | 2        | 34      | 2      | 44      | 1      | 1515.5 | 12.4  | 62.2        | -31.03     | -∞        | -∞      |
| Balanced  | 19      | 0        | -       | -      | 44      | 1      | 26.8 | 10.6  | 99.0        | 0.21       | -∞        | -∞      |
| 2 Am      | No HES  | -        | -       | -      | -       | -      | 0  | 0     | 42.8        | 179.3      | -∞        | -∞      |
| NPC       | 0       | 0        | -       | -      | 4       | 4      | 5.3 | 30.7  | 134.8       | -∞         | -∞        | -∞      |
| PB        | 0       | 2        | 33      | 2      | 44      | 1      | 1399.3 | -8.2  | 105.0       | -31.49     | -∞        | -∞      |
| Fe        | 50      | 2        | 34      | 2      | 44      | 1      | 1485.8 | 10.5  | 50.6        | -33.95     | -∞        | -∞      |
| Balanced  | 9       | 0        | -       | -      | 44      | 1      | 25.3 | 3.8   | 85.8        | 0.32       | -∞        | -∞      |
| 3 Cwa     | No HES  | -        | -       | -      | -       | -      | 0  | 0     | 39.5        | 165.5      | -∞        | -∞      |
| NPC       | 0       | 0        | -       | -      | 4       | 4      | 5.3 | 28.4  | 126.6       | -∞         | -∞        | -∞      |
| PB        | 0       | 2        | 33      | 0      | 44      | 1      | 1344.4 | -6.7  | 96.3        | -52.86     | -∞        | -∞      |
| Fe        | 50      | 2        | 34      | 0      | 44      | 1      | 1449.8 | 10.2  | 46.8        | -35.96     | -∞        | -∞      |
| Balanced  | 9       | 0        | -       | -      | 44      | 1      | 25.3 | 4.7   | 81.3        | 0.24       | -∞        | -∞      |
| 4 Af      | No HES  | -        | -       | -      | -       | -      | 0  | 0     | 44.1        | 184.5      | -∞        | -∞      |
| NPC       | 0       | 0        | -       | -      | 23      | 1      | 8.9 | 27.1  | 131.3       | -∞         | -∞        | -∞      |
| PB        | 0       | 2        | 22      | 2      | 20      | 2      | 703.7 | -36.1 | 68.1        | -14.14     | -∞        | -∞      |
| Fe        | 50      | 2        | 33      | 2      | 20      | 2      | 1183.6 | -18.5 | 23.5        | -25.41     | -∞        | -∞      |
| Balanced  | 12      | 0        | -       | -      | 44      | 1      | 27.6 | 12.5  | 89.4        | 0.091      | -∞        | -∞      |

As reducing the environmental impact is one of the important goals of any HES system, a balanced strategy can be utilized for minimizing the CO₂ emissions, while preserving the economic interest of independent electricity users. Using a balanced strategy, for “Residential” buildings (Table 9), the average NPC for all four locations is approximately US$25,000, with Location 4 requiring the least NPC. The HES installation for “Residential” buildings at Location 1 can generate the maximum savings over the lifecycle period of 20 years and has a shorter payback period of 10.7 years. Location 2 also generates high savings and has the shortest payback period of 10.3 years. It is due to the highest availability of solar energy throughout the year at Locations 1 and 2, as discussed in Section 4. However, at Location 3, the highest reduction in CO₂ emissions can be observed but at a price of a higher NPC, less savings and a longer payback period. A longer payback period for Location 3 can be justified due to less availability of solar energy and higher electricity demands. As shown in Table 9, the average NPC for “Farm” buildings at the four locations is approximately US$26,250. The savings are also much lower than that of “Residential” buildings, with Location 3 being the only exception. On average, payback period for “Farm” buildings are longer than residential buildings. When using models with higher number of parameters and more precise equations, the simulation results tends to be more realistic but at the cost of computation time. The grid-connected HES model used in this study takes an average of 4.7 s/evaluation (using multi-threading and multi-processing techniques). The optimization problem considers 25 × 3 × 150 × 3 × 44 × 6 combinations (8,910,000) for “Residential” and 17,820,000 combinations for “Farm” building types. Using the enumerative technique, it would take 1.33 years and 2.66 years for two types of buildings. However, using the MOEA/D_DE technique it only requires 55 × 60 combinations (3300) for each building type, approximately equal to 4.3 h.
Table 9. Economic and environmental analysis of a balanced selection strategy for a lifetime cycle of 20 years.

| Location | Climate | Building | NPC (×10^5 US$) | Savings (×10^5 US$) | Payback (years) | CO₂ Reduction (%) |
|----------|---------|----------|-----------------|---------------------|----------------|-------------------|
| 1        | Aw      | Residential | 24.6           | 17.0                | 10.7          | 53.7             |
|          |         | Farm      | 26.8           | 10.3                | 15.7          | 50.5             |
| 2        | Am      | Residential | 25.3           | 16.0                | 10.3          | 59.8             |
|          |         | Farm      | 25.3           | 13.7                | 13.6          | 52.2             |
| 3        | Cwa     | Residential | 26.3           | 5.0                 | 16.7          | 60.2             |
|          |         | Farm      | 25.3           | 9.5                 | 15.2          | 50.9             |
| 4        | Af      | Residential | 23.6           | 12.0                | 12.29         | 52.1             |
|          |         | Farm      | 27.6           | 4.0                 | 18.2          | 51.5             |

Optimization and simulation evaluations were conducted in the Python programming language on a notebook PC with an Intel i7 7th generation CPU with 2 physical cores (with hyper-threading) and 8 GB RAM.

7. Conclusions

In this paper, we have presented a case study for multi-objective sizing optimization of a grid-connected HES system for the southern Taiwan region. For the first time, a case study is presented for the Taiwan region considering the Köppen–Geiger climate scale. The climate classification scale was used to find a similar hourly load for each climate zone and building type under consideration. We also present an optimization framework and HES simulation model by taking Taiwan’s electricity cost trends, feed-in tariff rates and government policies into account. Objectives considered for the multi-objective HES optimization are derived from the environment and economic demands of the region. The area constraint was derived from the average rooftop area available for the building type and the PV system constraints were derived from the feed-in tariff rates for electricity generated from solar power. The problem studied in this research targets the geographical area of southern Taiwan and its socio-political situation in contrast to the HES system feasibility for residential users. The contribution of this study can be summarized as follows:

- This study provides a general multi-objective optimization framework for an HES sizing, considering the climate classification of location, feed-in tariff, installation area restrictions and maximum HES capacity restrictions using economic and environmental objectives. A case study of four locations in the southern Taiwan region is presented, for two types of residential buildings, which analyzes the HES system feasibility and optimal sizing using multi-objective Pareto set analysis.
- A balanced strategy for choosing the optimal configuration of an HES system is introduced that maximizes the savings for independent users while meeting the government set goals of reducing carbon emissions.

From the analysis of the Pareto front results of the HES optimization at different locations and building types, this case study has shown the following in context of the objectives stated:

- Feed-in tariff can significantly affect the economic objectives. However, the higher NPC of wind turbines makes it economically unfeasible for residential users to utilize the maximum potential of wind energy, even in presence of significantly higher FiT rates for wind-generated electricity.
- Higher NPC systems, which includes wind turbines, does not significantly reduce the reliability on the utility grid, neither affect the total cost of power bought from the grid during the project lifetime, as PV-only systems with a lower NPC can provide a significant reduction in PB.
- An HES configuration with two small wind turbines and a high battery bank capacity can significantly reduce the total carbon emission contribution of a residential building and reduce the cost of power bought from the grid.

- A balanced strategy for choosing an HES configuration that can generate maximum profit for independent electricity users while preserving the environment can be utilized to encourage the usage of an HES among residential buildings.

A balanced strategy for choosing an HES configuration proposed in this study can be used as reference by the residential users. The case study of the four locations presented in this paper has revealed the following characteristics of a balanced HES installation at the four locations:

- For the two building types at all four locations studied in this research, an HES with a 15 kW PV system and a small capacity battery bank can generate maximum savings for the user and also reduces the carbon emission contribution by more than 50%.

- Solar energy availability of a location does not significantly affect the NPC. However, it does significantly affect the amount of power bought and sold to the grid. The total payback period of the system is also increased at Locations 3 and 4, where less GHI throughout the year is observed. However, at Locations 1 and 2, where solar energy availability is higher, a payback period shorter than 11 years is observed for “Residential” and 15.7 and 13.6 years is observed for “Farm” buildings, respectively.

In order to reach the environmental goal of reducing CO₂ emissions, a battery bank is crucial to the HES. As shown in this study, a battery bank of capacity ranging from 700 Ah to 1100 Ah is suitable for “Residential” and 900 Ah to 1900 Ah is suitable for “Farm” buildings. The future directions for this work include creating an hourly electric load database for the different cities and locations of Taiwan using TMY3 data and average monthly electricity consumption for the location based on different building types. A graphical user interface also will be developed for the sizing optimization framework presented in this study. Improvements in simulation and evaluation time is another possibility. We will also explore other meta-heuristic algorithms, in order to improve the convergence time.
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**Abbreviations**

| Abbreviation | Description                        |
|--------------|------------------------------------|
| C_{bat}      | Nominal capacity of individual battery |
| C_{cap}      | Total capital cost of the HES system |
| CEC          | California Energy Commission       |
| C_{g}        | Cost of electricity bought from the utility grid |
| CO₂e         | CO₂ emission                       |
| C_{op}       | Operating and maintenance cost of the HES system |
| C_{rep}      | Replacement cost for batteries     |
| C_{s}        | Salvage cost of the HES system at the end-of-lifecycle time |
| DHI          | Direct horizontal irradiance      |
| DISC         | Direct insolation solar code      |
| DNI          | Direct normal irradiance          |
| F            | Objective function                |
| F_e          | Total CO₂ emission                |
WECS Wind energy conversion system
WT Wind turbine
Wt id Wind turbine identification number
z0 Surface roughness length
Δt Interval between two time steps
Δvi Wind speed step in manufacturer power curve
ηbat Round-trip efficiency of an individual battery
ηsd Self-discharge rate of an individual battery
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