On the modern deep learning approaches for precipitation downscaling
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Abstract
Deep Learning (DL) based downscaling has recently become a popular tool in earth sciences. Multiple DL methods are routinely used to downscale coarse-scale precipitation data to produce more accurate and reliable estimates at local scales. Several studies have used dynamical or statistical downscaling of precipitation, but the availability of ground truth still hinders the accuracy assessment. A key challenge to measuring such a method’s accuracy is comparing the downscaled data to point-scale observations, which are often unavailable at such small scales. In this work, we carry out DL-based downscaling to estimate the local precipitation using gridded data from the India Meteorological Department (IMD). To test the efficacy of different DL approaches, we apply SR-GAN and three other contemporary approaches (viz., DeepSD, ConvLSTM, and UNET) for downscaling and evaluating their performance. The downscaled data is validated with precipitation values at IMD ground stations. We find overall reasonably well reproduction of original data in SR-GAN approach as noted through M.S.E., variance statistics and correlation coefficient (CC). It is found that the SR-GAN method outperforms three other methods documented in this work (CCSR-GAN = 0.8806; CConVLSTM = 0.8311; CCDEEPSD = 0.8037). A custom V.G.G. network, used in the SR-GAN, is developed in this work using precipitation data. This DL method offers a promising alternative to other existing statistical downscaling approaches. It is noted that superiority in the SR-GAN approach is achieved through the perceptual loss concept, wherein it overcomes the issue of smooth reconstruction and is consequently able to capture better fine-scale details of data considered.
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Introduction
There is an increasing demand for trustworthy weather and climate information at local scales for improved management and preparedness of billions of people worldwide. The observational data (especially ground-based observations) lack the spatial resolution required to project meteorological information on a micro-scale describing features within cities or villages. Similarly, the outputs from global models (G.C.M.s/ESMs, etc.) are often coarse. They are less helpful in understanding the local weather and climate and the impacts on specific sectors, e.g., agriculture, food, water, etc. Precipitation is one such variable that can primarily affect these sectors. There is a requirement for developing more accurate rainfall datasets at finer scales, especially over Indian landmass, as documented in (Haq 2022a). Although India Meteorological Department (IMD) has good coverage of stations, the best available gridded data is still only...
available at 0.25° × 0.25° resolution. A long-pending question in this context is whether we can go for even higher-resolution gridded data reconstruction using the available station observations. To cater to such demands for high-resolution weather and climate data, forecasts and projections are being produced using state-of-the-art, statistical and deep learning (DL) models (Dueben and Bauer 2018; Kumar et al. 2021; Reichstein et al. 2019; Singh et al. 2021). These datasets are produced through a combination of different methods, each having its assumptions, advantages, and disadvantages. The methodology to obtain high-resolution weather and climate information assumes that the local climate results from interactions between large-scale atmospheric characteristics (circulation, temperature, moisture, etc.) and local features (topography, water bodies, land use—land cover, etc.). One of the most popular techniques to derive weather and climate information at finer scales is done through downscaling. Downscaling is a technique for adding additional high-resolution information to coarse datasets to obtain more reliable data at a finer spatial scale, better capturing regional gradients and local inhomogeneities.

Although the information can be downscaled on both spatial and temporal dimensions, often, it is the spatial information that is sought after in the weather and climate science and allied sectors. Regional models utilize the outputs from global models to produce dynamical downscaling by taking the large-scale atmospheric and oceanic conditions at the lateral boundaries (Sanjay et al. 2020). These models incorporate complex topography, the land-sea contrast, surface heterogeneities, and detailed descriptions of physical processes to generate realistic climate information at regional scales. A key limitation of this approach is its reliance on the accuracy of global model fields and inherent biases (Seaby et al. 2013). Thus, it requires a bias correction before going for further downscaling.

Furthermore, the precipitation product is often erroneous in global and regional models. The observation data are generally downscaled using different interpolation techniques (Pai et al. 2014; Rajeevan et al. 2006). This issue can be addressed further using an alternative approach known as Statistical Downscaling (S.D.) (Baño-Medina et al., 2020), which involves the establishment of an empirical relationship between historical/processed data (such as station data to the grid) and real-time/observational data (such as weather station data to the grid). Here, we explore the feasibility and reliability of generating high-resolution gridded data from DL techniques and ground observations. One such technique is the deep neural network, widely used in a variety of areas, including error detection in IoT, Botnet detection (Haq et al., 2022; Haq and Khan 2022), and in forecasting and analyzing the meteorological variables (Haq 2022a, 2022b; Kumar et al. 2022).

DL-based downscaling is one type of S.D. that can be achieved using a variety of methods. The DL methods are beneficial for generating high-resolution images for given low-resolution inputs. It has been used widely by the computer vision community. Researchers have used the same concept by considering the meteorological data (the precipitation data in this case) as an image to generate a downsampled precipitation map. Deep Statistical Downscaling (DeepSD) was one of the first works that attempted the downscaling problem using DL techniques (Vandal et al. 2017). It used an SRCNN network (Dong et al. 2015) and leveraged topography/ elevation with low-resolution precipitation data as input. The high-resolution topographical features aid in learning to estimate spatial precipitation patterns in high resolution. Kumar et al. (2021) used DeepSD for downscaling precipitation data over the Indian region. This work showed that DeepSD successfully outperformed other methods like linear interpolation, Super Resolution Convolutional Neural Networks (SRCNN), and stacked SRCNN. Augmented Convolutional Long Short Term Memory (ConvLSTM) is another technique that uses a recurrent convolutional LSTM approach for downscaling climate data (Harilal et al. 2021). This work captured both temporal and spatial dependencies using the ConvLSTM layers. On top of the recurrent layers, they used a novel super-resolution block that increased the spatial resolution of high-dimensional features obtained from the preceding ConvLSTM layers. In addition to the precipitation and elevation, the input was augmented with other physics-guided auxiliary variables like relative humidity, pressure, and wind components. Capturing spatiotemporal dependencies and including additional input variables allowed this method to outperform downscaling methods like ResLap (Cheng et al. 2020) and DeepSD. It is to be noted that DeepSD and Augmented ConvLSTM use Mean Squared Error (M.S.E.) and Root Mean Squared Error (RMSE) as loss functions, respectively. A significant drawback of using such loss functions is that the generated solution appears overly smooth due to the point-wise average of the solutions. As a result, the reconstructions fail to capture finer spatial patterns. The researchers (Passarella et al. 2022) present a method called Fast Super-Resolution Convolutional Neural Network (FSRCNN) based approach for downscaling earth system model (ESM). Serifi et al. (2021) presented Deconvolutional (D.C.N.) U-Net, an encoder-decoder architecture for precipitation downscaling. This method combined the L1 norm with gradient loss as a loss function to address the smooth reconstruction problem. Penalizing for the gradient differences allowed the reconstruction of higher-frequency details.

The Generative Adversarial Network (GAN), another approach (Goodfellow et al. 2014) to produce a high-resolution image from a low-resolution input, describes uncertainty using contemporary machine-learning techniques primarily independent of any specific statistical assumption (Gagne et al. 2020). This approach has also been applied recently to the time evolution of atmospheric variables (Leinonen et al. 2021).
2020). Several versions of GAN approaches are presently being explored across the domains. The stochastic super-resolution GAN (Leinonen et al. 2019) provides an ensemble of plausible high-resolution outputs for a given input. This GAN method has been widely used for meteorological data downscaling (Harris et al. 2022; Liu et al. 2022; Stengel et al. 2020). The other potential method for downscaling the meteorological data is the Super-resolution Generative Adversarial Network (SR-GAN) method proposed by Ledig et al. (2017). The SR-GAN primarily aims to improve the perceptual quality of the reconstructed image on resolution enhancement. More details of this method are provided in "Methods".

Despite several studies adopting dynamical or statistical downscaling of precipitation, the statement on accuracy is limited by the availability of ground truth. The main challenge lies in determining whether the downscaled gridded data can be matched to point-scale observations. Modern techniques frequently fall short, and the problem of obtaining local precipitation information becomes stalled as there is not enough information to provide a reliable estimate of accuracy. Here, we carry out the DL-based downscaling to estimate the local projection of precipitation data available from the IMD, created by approximating the value from station location to grid point. We apply four approaches to evaluate their performance and present the analysis results through robust statistical estimates. The considered approaches are DeepSD, ConvLSTM, U-NET, and SR-GAN. This study’s primary objective is to document the performance of a few state-of-the-art DL methods, as discussed earlier, for precipitation downscaling. It is shown here that SR-GAN outperforms other existing algorithms for the particular data utilized in this study. The literature considers the SR-GAN a promising method for meteorological data downscaling. The novelty in this method is developing a customized model (based on an existing V.G.G. library) that was trained on precipitation data.

The paper is organized as follows. The downscaling methods used in this work are detailed in "Methods" (methodology), followed by the data pre-processing procedure in "Data pre-processing and training". Results are presented in "Results", and "Conclusion and discussion" provides the conclusion and discussions on this work. Figure 1 illustrates a birds-eye view of the work done in this manuscript. We used the SR-GAN model (the best one among the four models used) to downscale the IMD gridded data up to 4× resolution and validate it with ground station observations.

**Methods**

A statistical downscaling (S.D.) can be formulated as a functional mapping between low-resolution (L.R.) data and corresponding high-resolution (H.R.) data. An S.D. model takes X: L.R. data as input and generates  hat Y: the high-resolution data as output

$$\hat{Y} = F(\Theta, X)$$  \hspace{1cm} (1)

The objective is to find a set of parameters (\(\Theta\)) such as the loss \(L(Y, \hat{Y})\) between the generated and the ground truth data (Y) is minimized. Several methods are available in the literature for statistical downscaling described in the previous section.

As discussed in the introduction section, the GAN-based algorithm, called SR-GAN, proposed by (Ledig et al. 2017), is more successful in generating the super-resolution of a single picture than the previous one. It uses a novel perceptual loss to address the smooth reconstruction problem. When dealing with colossal scaling factors, it is still possible to retrieve the finer elements of the original image (Xiong et al. 2020). The adversarial component (refer to Fig. 3) of the perceptual loss drives the reconstruction solution toward natural-looking image space with high perceptual quality. This algorithm has been used for single-picture super-resolution tasks (Izumi et al. 2022) and for generating high-resolution multi-regional climate data by Norihiro Oyama et al. (2022). They proposed a method called \(\pi\)-SR-GAN (Physics Informed Super-Resolution Generative Adversarial Network).

The SR-GAN method has been employed in this work, and its performance is compared to that of three other algorithms (DeepSD, ConvLSTM, and U-NET) used for ML-based data downscaling.

Table 1 shows the architecture of all four models. These models were trained on the L.R. (1°) IMD data for 4× resolution enhancement, and we compared the results using correlation as a metric. Deep learning algorithms for data downscaling are frequently used with a loss function based on the M.S.E. (Kumar et al. 2021; Harilal et al. 2021). Due to the point-wise average of the solutions, one of the most significant disadvantages of utilizing an MSE-based loss function is that the resulting solution seems excessively smooth. SR-GAN solves this problem by employing a unique loss function known as perceptual loss, which is helpful in adversarial training situations. Also, it helps to recover the final details of the data. When calculating the perceptual loss, Ledig et al. (2017) use a weighted sum of content and adversarial loss content, as shown in Eq. 2 below.

$$f^{SR} = \frac{f^{SR}}{contentloss} + 10^{-3} \frac{f^{SR}}{adversarialloss}$$  \hspace{1cm} (2)

Equation 2, has been used in this study to train the V.G.G. network using precipitation data; more details of this network have been provided in "Data pre-processing".
Fig. 1 Schematic of the workplan carried out in this study to generate and compare high-resolution downscaled precipitation data.

Table 1 List of hyperparameters used in the four models. The Adaptive Moment Estimation (ADAM) optimizer was used in all models, which provided faster convergence.

| Model      | Activation function                                                                 | Learning rate | Loss function            | Batch size |
|------------|--------------------------------------------------------------------------------------|---------------|--------------------------|------------|
| DeepSD     | PRELU (Parametric Rectified Linear Unit)                                             | 0.001         | MSE                      | 200        |
| Augmented ConvLSTM | Conv-2D- RELU                                                       | 0.0003        | RMSE                     | 8          |
| UNET       | Conv-2D- RELU                                                                         | 0.001         | Grad Loss (Custom)       | 8          |
| SR-GAN     | Generator- Residual Blocks – PRELU Generator- UpSampling Blocks- PRELU Discriminator- Conv Body- Leaky RELU Discriminator- Dense 1- Leaky RELU Discriminator-k Dense 2- Sigmoid | 0.0001        | Perceptual Loss (Custom) | 256        |
The Kriging method

In this study, the downscaled data obtained from the DL method has been verified from actual station data by approximating the precipitation values at the grid point to the nearest station. The kriging method (Oliver and Webster 1990) interpolates the precipitation values at grid points to station locations. According to Haq et al. (2021), the kriging approach is believed to be superior than the other methods. The kriging approach uses statistical correlations among the observed points to generate the values. For a given grid point, \( u_{ij} \), a function \( f \) to approximate the value from grid point to station location can be written as

\[
f(x, y, z) = \frac{\sum_{i=0}^{n} W_i H_{ij}}{\sum_{i=1}^{n} W_i}
\]

where \((x,y)\) are latitude and longitude, and \( 'z' \) represents the elevation of a particular grid point, \( 'n' \) is the total number of grid points in a specified radius (see Fig. 8). The weights \( w_i \) are determined in terms of the distance \( 'd' \) between the station location and the grid point. Now consider a vector \( u_0 = uw^T \), \( w \) is the weight vector calculated as \( Aw = b \), where,

\[
A = r(x, y), \quad b = r(x_0, x_0) \quad \text{and} \quad r = \frac{1}{2}(u(x + h) - u(x))^2
\]

Here, \( x_0 \) represents the location of the point of interest, and the respective precipitation value is \( u_0 \). Then the approximation function (Eq. 3) can be written as

\[
\hat{f} = uw^T
\]

The grid values are approximated using Eq. 5.

Data pre-processing and training

Data description

The IMD gridded data (Pai et al. 2014; Rajeevan et al. 2006) was used for training in this study. This data is available in two resolutions: \( 1° \times 1° \sim 110 \text{ km} \times 110 \text{ km} \) and \( 0.25° \times 0.25° \sim 25 \text{ km} \times 25 \text{ km} \). The \( 1° \) data has dimensions of \((33,35)\) and \(0.25 (129,135)\).

The details of the time duration for the data are provided in Table 2.

In addition to the IMD gridded data, we have considered the IMD station data over time (2005–2009) to validate the DL model output. The specifics of the stations from which the data was gathered are provided in "Validating the high-resolution output with station data".

Data pre-processing

We have mainly used the 0.25° data, which was downsampled (coarse resolution) to \( 1° \) data. This process was carried out because of the non-similarity in both data. In particular, the low-resolution data was prepared using fewer ground stations available at that time. Gradually, the number of stations in 2014 increased, and the high-resolution data was prepared using more ground stations. The downsampling was carried out using the following two steps.

1. Average pooling with \((2,2)\) kernel
2. Max pooling with \((2,2)\) kernel.

The minimum and maximum precipitation values are calculated by grouping the same days for all the years, and min–max normalization is employed to scale data in the range of \([0,1]\). The formula used for normalization is

\[
Z = \frac{x - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

V.G.G. training for precipitation data

As mentioned in "Methods", the SR-GAN method uses a unique loss function called perceptual loss, which has two components: content loss and adversarial loss. The content loss (Eq. 6), also known as the V.G.G. (Visual Geometry Group) Loss, is defined as the Euclidean distance between the feature representations of the produced data \( \hat{Y} \) and the corresponding ground truth data \( Y \). The V.G.G. network (Simonyan and Zisserman 2015) was developed by a group at the University of Oxford (https://www.robots.ox.ac.uk/~vgg/). The data is fed into a pre-trained V.G.G. network, which produces feature representations. The content/V.G.G. loss is defined as (Ledig et al. 2017)

\[
\mathcal{L}_{\text{VGG/ij}}^{\text{SR}} = \frac{1}{W_{ij}} \frac{1}{H_{ij}} \sum_{x=1}^{W_{ij}} \sum_{y=1}^{H_{ij}} \left( \phi_{ij} (Y)_{x,y} - \phi_{ij} (G(\hat{Y}))_{x,y} \right)^2
\]

Here \( W_{ij} \) and \( H_{ij} \) are the dimension of the respective feature map within the V.G.G. network. The \( \phi_{ij} \) are the feature extraction map and \( Y \) and \( \hat{Y} \) are the target and predicted data (generated from SR-GAN), respectively, and \( G \) is a generator function that estimates lower resolution images to higher-resolution ones. Because they were trained on the ImageNet dataset, which consists of natural RGB images, we could not use the publicly available pre-trained V.G.G. networks in this study because those did not produce good results. Instead, we trained a V.G.G. network on meteorological data in such a way that

| Data | Training | Testing |
|------|----------|---------|
| IMD  | 1975–2004| 2005–2009|
it learns a rich feature representation for meteorological variables through experimentation. Thus, we developed a novel V.G.G. model that works on meteorological data. A sketch illustrating the training architecture is provided in Fig. 2. During SR-GAN adversarial training, this trained model computes the content loss component of perceptual loss. We used the same data for the V.G.G. training, which was used for model training, i.e., for the duration 1975–2004. It contains many layers to extract finer scale features, as depicted in Fig. 1; more details can be found in (Simonyan and Zisserman 2015). Figure 3 presents an overview of the SR-GAN flow used in this work. It depicts the role of the V.G.G. model. It calculates the perceptual loss to evaluate the output image produced by the generator model; it works as the interface between the generator and discriminator part of the model.

**Other aspects of training**

The SR-GAN method contains two networks, namely, generator and discriminator networks. Firstly, the generator network is initialized by pre-training using an M.S.E. loss function. Such initialization enables the generator to avoid undesired local optima during adversarial training. Finally, the pre-trained generator is trained alongside the discriminator network in an adversarial setting using perceptual loss. The discriminator learns to differentiate between the generated output (S.R.) and the ground truth (G.T.). The V.G.G. and discriminator feedback are used to calculate the perceptual loss. Backpropagation of the perceptual loss to the generator allows it to generate finer texture details. The details of all three training are provided in Table 3.

---

**Fig. 2** The details of the VGG training architecture used for precipitation data

**Fig. 3** Description of the SR-GAN model indicating the role of the pre-trained V.G.G. model in calculating the perceptual or V.G.G. loss
We have developed a custom-trained V.G.G. network for precipitation data. We built on the original VGG-19 architecture (cite), keeping the feature extraction layers the same and modifying the classifier layers, as depicted in Fig. 2. In the classifier network, we alter the number of neurons in each layer and append an additional dense layer to it.

We experiment with the number of residual blocks in the generator architecture to study the effect on the model’s performance. Here the number of residual blocks was: reduced by a factor of two (i.e., 8), increased by a factor of two (i.e., 32), and kept constant as the original work (i.e., 16) to assess the configuration that works best for our use case. We noticed that using eight residual blocks yields the best results for our use case. A probable reason for this can be that even after using skip connections, the features get diminished in deeper layers. Also, as our data is not very big, using a too-deep network may not suit our task. Another benefit of using eight residual blocks is faster training and convergence. The SR-GAN model integrated with the newly developed pre-trained V.G.G. model has been used in this work for the local projections of the IMD gridded data.

**Results**

We utilized IMD gridded data, as stated in the previous section. We applied four DL-based downscaling algorithms to this data, described in “Methods”. The provided data has been pre-processed using the methods listed above. Figure 4 depicts a representative data snapshot in both low and high resolution.

The resulting downscaled data (1° to 0.25°) was compared to available H.R. (0.25°) data. An illustration of the comparison of correlation PDFs (Probability Density Functions) obtained using these four approaches is shown in Fig. 5. As can be seen, the SR-GAN appeared to be the most effective approach in correlation coefficient comparison. Our custom pre-trained V.G.G. feature extractor led the SR-GAN model to generate and recover higher frequency details. The correlation PDF comparison confirms that SR-GAN is one of the best methods for DL downscaling among the four methods discussed in this study. In the next step, we applied this method to generate high-resolution (up to 4x resolution) gridded data.

**Generation of high-resolution data using IMD 0.25° data**

We have determined that the SR-GAN method is the best among four methods: DeepSD, ConvLSTM, U-NET, and SR-GAN. This method has been used to generate the high-resolution IMD data, particularly from 0.25°, as input, to 0.125° (2x) and 0.0625° (4x) resolution.

The same (SR-GAN) model architecture has been used to create this high-resolution data. The dataset's duration

| Model          | Optimizer        | Loss function         | Batch Size | Epochs |
|----------------|------------------|-----------------------|------------|--------|
| V.G.G          | Adam (lr = 10^-2) | Cross Entropy         | 512        | 100    |
| Generator only | Adam (lr = 10^-4) | Mean squared error    | 512        | 1000   |
| Discriminator  | Adam (lr = 10^-5) | Perceptual Loss       | 256        | 1500   |

Fig. 4 A 2D representation of 1° (low resolution) input data (Left); 0.25° (high resolution) target data (Right)
also remains the same. Figure 6 visually compares rainfall data for a particular day, i.e., 5th August 2005. The outputted datasets show localized rainfall patches in both high-resolution data sets. We noted that these rainfall values were not present in the available IMD gridded data of 0.25°x0.25° resolution. In a later Section 4.3, we check the accuracy of these rainfall patches with observed station rainfall values.

Validating the high-resolution output with station data

The high-resolution IMD gridded data (0.125° and 0.0625°) obtained using the SR-GAN method (see Fig. 4) has been validated with rainfall values at the ground station. The validations for both resolutions were performed by interpolating the downscaled data, using the Kriging method explained in "Methods", to the station locations as well as comparing the M.S.E. and correlation. We considered a few IMD ground observation stations located in the various smart cities of India (https://smartcities.gov.in/). Although the government of India has named 100 cities as smart cities, IMD stations are present only in 78 cities. A total of 1040 IMD stations were found in these 78 smart cities. We used the actual precipitation values at stations from these cities to validate our high-resolution gridded data obtained from A.I. model output. First, a PDF of M.S.E. (between station data and interpolated downscaled data of these ground stations) for 0.125° resolution data has been calculated and compared with variance in precipitation data for the duration (2004–2009). This comparison is presented in Fig. 7a. Further, a correlation PDF comparison obtained by the SR-GAN method and DeepSD, using the same data, is depicted in Fig. 7b. It shows that the SR-GAN method is better at capturing rainfall values.

Apart from comparing M.S.E. and correlation PDF, we have validated the data for a few selected cities by comparing the M.S.E. and variances in the data. Here, the city selection was done based on data availability and spread across different geographic locations of the country. For robust quantifications, we chose the cities so that each part has at least three stations or more. After obtaining the rainfall values on station location, we calculated the M.S.E. and compared this with variance in the data for several cities in central India, as depicted in Fig. 7c. A total of four cities were selected for the comparison in this panel, and in each case, the M.S.E. was found to be smaller than the variation.

Similarly, comparisons have been made for many other Indian towns in the northern, southern, western, and eastern regions. As can be observed in Fig. 7d–g, the M.S.E. has been consistently lower than the variance in virtually all situations. This analysis validates the correctness of the high-resolution data obtained from SR-GAN. After validating the 2× resolution data with station values, we generated the 4× resolution data, i.e., for 0.0625°, and did a similar analysis. In this data, again, we found the M.S.E. value lower than the data variance. The values of MSE PDF compared with variance PDF for the same stations.
Validating the additional information from ground stations

We did this comparison exercise to determine whether the model generated ‘false positives’ or it is reproducing the actual data. The 2D map of the high-resolution (0.125°) data, as depicted in Fig. 4, has additional grid points representing the rainfall values that are absent in the original data (see the first panel). To verify the legitimacy of additional rainfall from the same number of smart Indian cities are presented in Fig. 8.

The analysis presented in Figs. 7 and 8 proved that the data obtained from the SR-GAN method is valid. The next step remains to validate the extra rainfall values that appeared at the new locations (which didn’t exist in the original coarser grid) in the high-resolution map. The values at these locations have been compared with the nearest IMD station. This process is discussed in the next section.
appearing on the finer grid, we collected the coordinates of those points, located the nearby stations, and compared the rainfall of those stations. Panel (B) of Fig. 7 indicates some additional rainfall patches obtained from the high-resolution data. Their zoomed locations (with Lat and Lon) are shown in panels (A, D, and E). These extra patches were validated with the actual rainfall values at nearby IMD ground stations.

First, the stations lying in a 12 km radius area were located then the precipitation values at grid points were approximated to the station location using the Kriging method described in "The Kriging method". The approximated values were compared to the actual observation rainfall values at that station.

Panel (f) of Fig. 9 depicted such a comparison of precipitation values on a particular day, 05-08-2005. It was found that the precipitation was recorded to those IMD stations on a specific day which was not present in the original gridded data of 0.25° resolution. Thus, the downscaling method was ideally validated with the actual observation.

**Climatology analysis**

Using the original data as input, 2× resolution, and 4× resolution data (obtained from the SR-GAN method), we calculated the climatology for the test data time duration.
We compared it with the DeepSD model as a reference. The spatial plots for all three climatology datasets are depicted in Fig. 10 (panels a–c). They show that the small-scale spatial variations are visible in high-resolution data, while larger patterns are preserved in downscaled data. Furthermore, we calculated the biases in climatology using the original input data and DeepSD and SR-GAN generated data. The bias comparison in panels (d) and (e) show that the DeepSD model overestimates the climatology at almost all the locations. Even the actual precipitation values at the station’s location are overestimated, as depicted in panel (f). Panels (g) & (h) bespeak that the precipitation climatology in the Western Ghats and North-East region is enhanced using SR-GAN generated high-resolution data.

Moreover, the precipitation values at station locations are close to the actual observation values (see panel (i)). DeepSD generally overestimates the rainfall by about 25%, whereas the SR-GAN estimates are closer, and the bias is further reduced by half. Thus, the SR-GAN is the best method for precipitation downscaling, as evidenced by climatological bias analysis.

Conclusion and discussion

An accurately downscaled climate data has several practical applications. Several statistical downscaling methods are available to generate such high-resolution data from low-resolution meteorological data. This study used different deep learning methods to downscale the gridded precipitation data available from IMD. We used low-resolution gridded precipitation data (~ 25 km x 25 km) as input to make 2x (~ 12 km x 12 km) and 4x (~ 6 km x 6 km) high-resolution data as output. Four deep-learning methods were used for this purpose. Previously published research by (Harilal et al. 2021; Kumar et al. 2021) employed two different methods (DeepSD and augmented ConvLSTM) to accomplish this objective, and we followed their lead. By comparing the correlation coefficients between these two investigations, Harilal et al. (2021) concluded that the augmented ConvLSTM approach outperformed the DeepSD method employed by Kumar et al. (2021). In this work, we built on the findings of the previous two studies and utilized two more approaches, namely U-NET and SR-GAN. Due to the point-wise average of the solutions, one of the
most significant disadvantages of using an MSE-based loss function in DeepSD and ConvLSTM methods is that the resulting solution seems excessively smooth. The SR-GAN-based approach solves this problem by employing a unique loss function that captures spatial features better.

It was noted that the initial V.G.G. model used in the SR-GAN algorithm, given by the developer, was trained on an image collection and did not perform well on the precipitation data. In particular, the correlation value was relatively poor, and the fine details of precipitation values were not captured. Therefore, we constructed a unique V.G.G. model, which we trained using precipitation data to achieve our goals. With a customized V.G.G. model, and hence the perceptual loss function, the SR-GAN method captured fine-scale structure and outperformed the other three DL models used in this study. Particular attention was paid to the correlation coefficient metric, showing that SR-GAN and the developed custom V.G.G. model are the most data-driven technique for statistical downscaling of precipitation data. Based on the correlation coefficient comparison, we concluded that the SR-GAN was the best DL model among the four models employed on the precipitation data. We utilized this approach and generated gridded data at a resolution of two and four times the original data.

In addition, we have shown some specific cases in which the SR-GAN method can enhance the rainfall amplitude (Fig. 9). We find that the enhancement in station rainfall amplitude through SR-GAN reduces the overall M.S.E. (Figs. 7 and 8). When comparing 2x-resolution data to low-resolution data, the 2x-resolution data contained additional points (refer to Figs. 6 and 9). We considered the precipitation values from a few nearby ground stations and compared them to the rainfall values at those stations to validate these additional points. To obtain the ground station
locations, we searched an area with a radius equal to or less than the grid size. For example, in the instance of 0.125° data (approximate 12.5 km grid resolution), we searched an area with a radius of 12 km to find the ground station locations, as shown in Fig. 7. Using the high-resolution data, we found precipitation values available at the locations of additional points were not present in the original low-resolution data. As a result, the high-resolution data has been validated using station values. We attempted to create data with a 4 x resolution and obtained additional spots on the map. The new data has also been verified with the help of station data. We note that the M.S.E of the high-resolution data is much lower than the data variance. The M.S.E further reduces when we go to even higher-resolution data.

The climatological bias analysis (Fig. 10) suggests that the SR-GAN method has much fewer biases in the downscaled precipitation climatology than the DeepSD model. Station-based analysis suggests that DeepSD overestimates the rainfall climatology, which is corrected by SR-GAN-based model climatology. In particular, we found an increase in climatology for high-resolution data in the areas with high elevations, such as the Western Ghats and the North-East region of India. Thus, suitable downscaling is essential for the regions with orography and can improve the extreme event statistics for areas with elevated orography. This analysis can have several practical applications, e.g., verification of high-resolution model forecasts and district or block-level data generation for operational monitoring of rainfall during extreme events.

However, it is to be noted that further improvements can be made in the model architecture of both the generator and the discriminator networks of the SR-GAN method. Also, adding more inputs in the form of meteorological variables, e.g., temperature, humidity etc., apart from elevation and precipitation, can further lead to production of better quality precipitation data.
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