Modeling chemical reactions in porous media: a review

1 Introduction

The protection and conservation of cultural goods from natural stones, as, for example, historical monuments made of sandstone, subject to weathering, can happen by filling the pores by a water–lime mixture. As illustrated in Fig. 1a, the mixture penetrates into the near surface pore structure of the stone and the calcium hydroxide reacts with carbon dioxide and builds calcium carbonate and water. Thus, a solid layer is built in the pore space which strengthens the bonds lost due to weathering. For results of an experimental simulation of the process with corresponding pictures, see, e.g., [50]. One real example is the Königin–Victoria–Denkmal (Queen Victoria Memorial) in the vineyards of Hochheim in Germany which was built in 1854 in memory of the visit of the British queen Victoria regarding her journey along the Rhine river in 1845. In 2019, the heavily weathered monument was under reconstruction. The conservation has been finished in 2020 so that the visit of the queen 175 years ago could be celebrated with the tudor turret in old splendor.

A second example where chemical reactions appear in porous media is permeable reactive barriers. As illustrated in Fig. 1b, these are constructions built of permeable reactive materials either in the ground or in flowing waters which are created in the flow paths of contaminated (ground)water. Due to reactive processes between the pollutants in the water and the material of the retention barrier, a remediation of the groundwater takes place. For an overview on developments of the last centuries, see [95].
It is worth mentioning that in various fields examples of reactive porous media occur. In biology, they appear, e.g., in tissues, bioreactors and biofilms, and in classical chemical and petroleum engineering, e.g., in packed bed reactors or oil recovery with miscible fluids.

These are examples of processes and materials where chemical reactions in porous media take place. This article aims to summarize different approaches which were intended to describe such or similar processes by models which stem from different backgrounds. It must be pointed out that not physical processes like adsorption are of interest but processes which lead to the chemical transformation of one set of chemical substances to another. Adsorption–diffusion processes have been studied by 1 B. ALBERS, e.g., in [1] or [3].

2 Overview on porous media theories

One branch of the porous media theory has developed from the mixture theory (see Subsection 2.1) introduced by C.A. TRUESDELL in the 1960s [120]. In [35], R.M. BOWEN initially investigated the mixture theory and extended it subsequently to porous media [36,37]. He also was one of the first researchers who dealt with chemically reacting mixtures [33,34] even though at that time subject of consideration was miscible mixtures of fluids and not immiscible mixtures mostly considered in porous media theories. The development of thermodynamic mixture theories started by the discoveries of A. FICK [56] who postulated a linear relation between the diffusion flux and the concentration gradient. This is known as Fick’s law of diffusion, and it is analogous to other relationships discovered at the same epoch which became important in the meantime as, for example, Darcy’s law of hydraulic flow (will be discussed later), Ohm’s law of charge transport or Fourier’s law of heat transfer. Already in 1871, J. STEFAN [117] generalized Fick’s law to more than two constituents. Starting with C. ECKART [54], when linear irreversible thermodynamics was created, Fick’s law was generalized and the diffusion flux was considered to be a linear combination of the gradients of temperature and chemical potentials (see [93]). Although working rather well for many applications this form of constitutive relation for the diffusion flux leads to a parabolic diffusion equation and thereby predicts infinite speeds of propagation of disturbances in concentration. This is known as the paradox of diffusion and shown in [93]. As pointed out in [14] by R.J. ATKIN and R.E. CRAINE due to successive revisions of ideas and a certain element of controversy, the subsequent literature on the developments of the mixture theory is not easy to follow. However, hereinafter it is tried to summarize the most important developments, especially those which are important for the description of chemical reactions within continuum thermodynamic theories. For a general overview, it is referred to [14] where both chemically reacting and non-chemically reacting continua are considered or [13] where mixtures of fluids, mixtures of solids and mixtures of an elastic solid and a viscous fluid are discussed. Furthermore, many classical textbooks on thermodynamics, as, for example, DE GROOT/MAZUR [47], GURTIN et al. [67], MÜLLER [93], PASSMAN et al. [99], PRIGOGINE [102], RAATS [103],
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Silhavy [114], Slattery et al. [115], Truesdell [119] or Woods [131], provide a thermodynamically rigorous framework for the understanding of how reactive mixtures should be modeled on the continuum level. It should be mentioned that even for problems without chemical reactions difficulties regarding the application of mixture theories to porous media have been addressed, e.g., by W. Noll who already in the abstract of [96] notes that for him even the notion mixture theory is misleading, and thereupon, he classifies the large literature on the subject as mostly defective. Works by R. Sampaio, M.E. Gurtin, M.L. Oliver and especially W.O. Williams (see [124] and references therein) he considers sound but still lacking a precise conceptual foundation. The just mentioned researchers worked in the aftermath on the improvement in the theory, especially on the elimination of problems as, for example, the formulation of the stress tensor in mixtures. For the same purpose, subsequently, also the Thermodynamically Constrained Averaging Theory by W.G. Gray and C.T. Miller has been developed [64, 65]. In [64], also chemical reactions are addressed.

Another important branch of porous media theory goes back to M.A. Biot. In the beginning, he dealt with classical geotechnical problems like consolidation [27], afterward—mainly intended for the investigation of elastic wave propagation—he extended his considerations to the description of two-component porous media, i.e., fluid saturated solids [28]. Later on, Biot investigated also chemical reactions [26].

For a historical review of the formulation of porous media theories, see, e.g., De Boer and Ehlers [46].

2.1 Approaches on the basis of mixture theory

In soil mechanics, classically simple one-component models are used to describe processes in soils, rocks, and sediments. However, if the relative motion of a fluid through the channels of the solid cannot be neglected, such models fail and the consequence was the development of multi-phase theories considering bodies existing of fluid and at least one solid component. It was obvious to rely on a theory which had been developed for a mixture of a number of components before, namely the mixture theory for fluids. In the following, this theory is shortly revisited.

1. Classical mixture theory (fluid mixtures)

Truesdell introduced a continuous description of a body consisting of a different fluid components in Eulerian description. Each of the components has an own velocity field:

\[ \mathbf{v}^\alpha = \mathbf{v}^\alpha (\mathbf{x}, t), \quad \alpha = 1, \ldots, \Lambda, \quad \mathbf{x} \in \mathbf{B}_t, \quad t \in \mathcal{T}. \]  

(1)

The position vector \( \mathbf{x} \) specifies a position in the current configuration \( \mathbf{B}_t \), and \( t \) is an instant of time in the time domain \( \mathcal{T} \).

Therewith, for each component partial balance equations can be specified (see, e.g., Truesdell and Toupin [120]).

\[ \frac{\partial \rho^\alpha}{\partial t} + \text{div} \rho^\alpha \mathbf{v}^\alpha = \dot{\rho}^\alpha, \]  

(2)

\[ \frac{\partial \mathbf{v}^\alpha}{\partial t} + \text{div} (\rho^\alpha \mathbf{v}^\alpha \otimes \mathbf{v}^\alpha - \mathbf{T}^\alpha) = \dot{\mathbf{p}}^\alpha + \rho^\alpha \mathbf{b}^\alpha, \]  

(3)

\[ \frac{\partial}{\partial t} \left[ \rho^\alpha \left( \varepsilon^\alpha + \frac{1}{2} v^{\alpha 2} \right) \right] + \text{div} \left( \rho^\alpha \left( \varepsilon^\alpha + \frac{1}{2} v^{\alpha 2} \right) \mathbf{v}^\alpha + \mathbf{q}^\alpha - \mathbf{T}^\alpha \mathbf{v}^\alpha \right) = \dot{\varepsilon}^\alpha + \rho^\alpha \mathbf{b}^\alpha \cdot \mathbf{v}^\alpha + \rho^\alpha \mathbf{r}^\alpha. \]  

(4)

Therein, the following notation is used:

- \( \rho^\alpha \) - partial mass density of component \( \alpha \) per unit volume of the current configuration (cc)
- \( \dot{\rho}^\alpha \) - mass source of component \( \alpha \) per unit volume of cc
- \( \mathbf{T}^\alpha \) - partial Cauchy stress tensor of component \( \alpha \)
- \( \dot{\mathbf{p}}^\alpha \) - partial momentum source of component \( \alpha \)
- \( \mathbf{b}^\alpha \) - partial volume force of component \( \alpha \) per unit mass of cc
- \( \varepsilon^\alpha \) - partial inner energy of component \( \alpha \) per unit mass of cc
- \( \mathbf{q}^\alpha \) - partial heat flux of component \( \alpha \) per unit surface of cc
- \( \dot{\varepsilon}^\alpha \) - partial energy source of component \( \alpha \) per unit volume of cc
- \( \mathbf{r}^\alpha \) - partial energy radiation of component \( \alpha \) per unit mass of cc.

Models for multi-component bodies are a better approximation to reality than classical models for one-component bodies. However, both classes of models describe with different accuracy the same processes.
This means that for each for mass, momentum and energy the sum of equations has to correspond to the respective balance equations for a one-component body. This yields constraints for the source terms and contributions describing the influence of the different kinematics on the process in the one-component model.

A comparison of the classical (single-component) and the partial balance equations for a multi-component mixture yields:

\[ \rho \equiv \sum_{\alpha=1}^{A} \rho^\alpha, \quad \rho v \equiv \sum_{\alpha=1}^{A} \rho^\alpha v^\alpha, \]

\[ \sum_{\alpha=1}^{A} \dot{\rho}^\alpha = 0, \quad \sum_{\alpha=1}^{A} \dot{p}^\alpha = 0, \quad \sum_{\alpha=1}^{A} \dot{\varepsilon}^\alpha = 0. \]

(5)

Thus, for the stress tensor it follows:

\[ T = \sum_{\alpha=1}^{A} T^\alpha + \frac{1}{\sum_{\alpha=1}^{A} \rho^\alpha} \left( \sum_{\alpha=1}^{A} \rho^\alpha \ v^\alpha \right) \otimes \left( \sum_{\alpha=1}^{A} \rho^\alpha \ v^\alpha \right) - \sum_{\alpha=1}^{A} \left( \rho^\alpha \ v^\alpha \otimes v^\alpha \right) . \]

(7)

In the one-component model, in which the stress tensor \( T \) is defined, a material surface moves with the velocity \( v \) defined by the second identity of (5). However, if we have a multi-component body, partial velocities of the particular constituents appear. In a two-component body consisting of a solid and a fluid, the commonly much lower velocity of the solid \( v^S \) and the velocity of the fluid \( v^F \) occur. Thus, single points have the velocity \( v^\alpha \) of the certain constituent and not the velocity \( v \) of the one-component body. A relative movement between points of the different constituents appears by which they transport a certain amount of momentum. This yields the kinematic part of the stress tensor. Similar contributions are obtained for heat flux and energy which contains the kinematic energy of relative motion.

For an overview on porous media model formulations by the theory of mixtures, see R.M. Bowen \[38\]. However, in this book chapter, for the sake of brevity, chemical reactions and other types of mass exchanges have been omitted from all models. All the same the reference \[38\] is very helpful because it is explained how continuum mechanical models are constructed: model formulations follow an almost standard development. First one proposes constitutive equations which define the particular model. These constitutive equations are then examined for possible restrictions implied by the entropy inequality and invariance requirements. Invariance requirements under changes of frame are called the axiom of material frame indifference and hold for all models. Invariance requirements under changes of reference configuration are called material symmetry restrictions and are special requirements of particular models. Interested readers are referred to Section 5.2 of B. Albers \[1\] (unfortunately in German) where the derivation of a continuum model for adsorption–diffusion processes from thermodynamic principles is shown in detail.

2. Bowen–Wilmanski approach

Classically for the investigation of solids the Lagrangian description and for the analysis of fluids the Eulerian description is used (for a detailed presentation of Euler and Lagrange representations see K. Hutter and K. Jöhnk \[80\]). Now a multi-component body consisting of a solid and one or more fluid components is considered. It is obvious that it would be disadvantageous to use different types of description for different components. Therefore, very often and especially for flow problems Eulerian description is used. However, also the consistent reference of the movement of the fluid phases to the reference configuration of the solid is possible. Such a Lagrangian description for porous media, e.g., has been introduced by K. Wilmanski \[125,126\].

The main difference between the classical mixture theory for fluid components (miscible components) and theories for porous media (immiscible fluid components) is the existence of additional fields characterizing the porous material. They describe the volume fraction of each component in a microscopic control volume (the representative elementary volume REV). For A different components, the volume fractions obviously have to satisfy the condition

\[ \sum_{\alpha=1}^{A} n^\alpha = 1, \quad 1 \leq \alpha \leq A, \]

(8)
which often is called saturation condition and in which \( n^\alpha \) denotes the volume fraction of component \( \alpha \).

As a consequence of the additional variables, the equations have to be extended by the volume fractions and in order to solve the problem with an increased number of variables either additional constitutive laws have to be introduced or additional differential equations (evolution or balance laws) have to be proposed. One example for the first solution has been introduced by R.M. Bowen [36]. He assumes that the volume fractions are proportional to the respective partial mass densities

\[
\rho^\alpha = n^\alpha \rho^\alpha R, \quad \sum_{\alpha=1}^A n^\alpha = 1, \quad \rho^\alpha R = \text{const.},
\]

where \( n^\alpha \) are the volume fractions of components \( \alpha, \alpha = 1, \ldots, A \) and \( \rho^\alpha R \) the constant real mass densities, i.e., the mass densities of the pure components. In [36], the components are assumed to be incompressible. In a further paper [37], compressible components are investigated and for each volume fraction an own evolution equation is introduced. This is the first attempt following the second solution. Another approach is the model with a balance equation for porosity introduced by K. Wilmanski [125,126]. In this model, the Lagrangian description is used. Fields are defined on a reference configuration of the skeleton, i.e., the solid confinement for the motion of fluid components. One reason for the choice of this type of description is that large deformations of the solid which come along with geometric nonlinearities can be better described in this way. The use of the Langrangian description was already indicated in the book by O. Coussy [44] and then systematically introduced to porous models by K. Wilmanski. In his model, \( \dot{\mathbf{x}}^S \) is the velocity of the solid and \( \dot{\mathbf{x}}^\alpha \) is the velocity of a fluid point of component \( \alpha \) with reference to the configuration of the solid. Therewith, the relative velocity of fluid component \( \alpha \) and solid \( S \) can be formulated by the so-called Lagrangian velocity field of the fluid component \( \dot{\mathbf{X}}^\alpha \). Then, the balance equations have the following form

\[
\begin{align*}
\text{solid mass} & \quad \frac{\partial \rho^S}{\partial t} = \dot{\rho}^S, \\
\text{momentum} & \quad \frac{\partial}{\partial t} \left( \rho^S \dot{\mathbf{x}}^S \right) = \text{Div} \mathbf{P}^S + \rho^S \mathbf{b}^S + \dot{\mathbf{p}}^S, \\
\text{energy} & \quad \frac{\partial}{\partial t} \left[ \rho^S \left( \frac{1}{2} \dot{\mathbf{x}}^S \cdot \dot{\mathbf{x}}^S + \varepsilon^S \right) \right] = \text{Div} \left( \mathbf{P}^{ST} \dot{\mathbf{x}}^S \right) + \rho^S \mathbf{b}^S \cdot \dot{\mathbf{x}}^S + \rho^S r^S + \dot{\varepsilon}^S,
\end{align*}
\]

\[
\begin{align*}
\text{fluids mass} & \quad \frac{\partial \rho^\alpha}{\partial t} + \text{Div} \left( \rho^\alpha \dot{\mathbf{X}}^\alpha \right) = \dot{\rho}^\alpha, \\
\text{momentum} & \quad \frac{\partial}{\partial t} \left( \rho^\alpha \dot{\mathbf{x}}^\alpha \right) + \text{Div} \left( \rho^\alpha \dot{\mathbf{x}}^\alpha \otimes \dot{\mathbf{X}}^\alpha - \mathbf{P}^\alpha \right) = \rho^\alpha \mathbf{b}^\alpha + \dot{\mathbf{p}}^\alpha, \\
\text{energy} & \quad \frac{\partial}{\partial t} \left[ \rho^\alpha \left( \frac{1}{2} \dot{\mathbf{x}}^\alpha \cdot \dot{\mathbf{x}}^\alpha + \varepsilon^\alpha \right) \right] + \text{Div} \left[ \rho^\alpha \left( \frac{1}{2} \dot{\mathbf{x}}^\alpha \cdot \dot{\mathbf{x}}^\alpha + \varepsilon^\alpha \right) \dot{\mathbf{X}}^\alpha + \mathbf{Q}^\alpha \right] = \text{Div} \left( \mathbf{P}^{\alpha T} \dot{\mathbf{x}}^\alpha \right) + \rho^\alpha \mathbf{b}^\alpha \dot{\mathbf{x}}^\alpha + \rho^\alpha r^\alpha + \dot{\varepsilon}^\alpha,
\end{align*}
\]

\[
\begin{align*}
\text{porosity} & \quad \frac{\partial n}{\partial t} + \text{Div} \left( \mathbf{J} \right) = \dot{n}.
\end{align*}
\]
Moreover, the following denotations have been used:

- $\rho^S$ - partial mass density of the solid per unit volume of the reference configuration (rc)
- $\dot{\rho}^S$ - mass source of the solid per unit volume of rc
- $\mathbf{P}^S$ - partial Piola–Kirchhoff stress tensor of the solid
- $\dot{\mathbf{P}}^S$ - momentum source of the solid
- $b^S$ - partial volume force of the solid per unit mass of the solid
- $\varepsilon^S$ - specific inner energy of the solid per unit mass of the solid
- $Q^S$ - partial heat flux in the solid per unit surface of the solid
- $r^S$ - energy radiation in the solid per unit mass of the solid
- $\rho^\alpha$ - partial mass density of component $\alpha$ per unit volume of the reference configuration of the solid (rcs)
- $\dot{\rho}^\alpha$ - partial mass source of component $\alpha$ per unit mass of rcs
- $\mathbf{P}^\alpha$ - partial Piola–Kirchhoff stress tensor of component $\alpha$ in relation to rcs
- $\dot{\mathbf{P}}^\alpha$ - momentum source of component $\alpha$
- $b^\alpha$ - partial volume force of component $\alpha$ per unit mass in rcs
- $\varepsilon^\alpha$ - specific inner energy of component $\alpha$ per unit mass in rcs
- $Q^\alpha$ - partial heat flux of component $\alpha$ per unit surface of rcs
- $r^\alpha$ - energy radiation of component $\alpha$ per unit mass of rcs.

Equation (16) is the porosity balance which has the same form as the other balance equations. For the porosity field $n$, it consists of a time change $\frac{\partial n}{\partial t}$, a flux $\mathbf{J}$ and a source $\hat{n}$. For further information on this model, see, e.g., [125] and for a motivation based on image analysis for the balance equation of porosity [127] (pages 201-207).

3. Continuum model in Eulerian description

Especially for the description of propagation of sound waves or other processes where only small deformations of the solid occur the continuous Eulerian description of the porous medium is advantageous, for example, in the theses [1,7], but also in the articles [6,11,49] for different numbers of pore fluids models for porous media in Eulerian description are used. For a porous medium consisting of one solid $S$ and a fluid components $\alpha$, the respective velocities of these components are $\mathbf{v}^S$ and $\mathbf{v}^\alpha$. The balance equations have the following form

**solid**

- mass
  \[
  \frac{\partial \rho^S}{\partial t} + \text{div} \rho^S \mathbf{v}^S = \dot{\rho}^S, \tag{17}
  \]

- momentum
  \[
  \frac{\partial}{\partial t} \left( \rho^S \mathbf{v}^S \right) + \text{div} \left( \rho^S \mathbf{v}^S \otimes \mathbf{v}^S - \mathbf{T}^S \right) = \rho^S b^S + \dot{\mathbf{p}}^S, \tag{18}
  \]

- energy
  \[
  \frac{\partial}{\partial t} \left[ \rho^S \left( \frac{1}{2} \mathbf{v}^2 + \varepsilon^S \right) \right] + \text{div} \left[ \rho^S \left( \frac{1}{2} \mathbf{v}^2 + \varepsilon^S \right) \mathbf{v}^S + q^S \right] = \text{div} (\mathbf{T}^S \mathbf{v}^S) + \rho^S b^S \cdot \mathbf{v}^S + \rho^S r^S + \dot{\varepsilon}^S, \tag{19}
  \]

**fluids**

- mass
  \[
  \frac{\partial \rho^\alpha}{\partial t} + \text{div} \rho^\alpha \mathbf{v}^\alpha = \dot{\rho}^\alpha, \tag{20}
  \]

- momentum
  \[
  \frac{\partial}{\partial t} \left( \rho^\alpha \mathbf{v}^\alpha \right) + \text{div} \left( \rho^\alpha \mathbf{v}^\alpha \otimes \mathbf{v}^\alpha - \mathbf{T}^\alpha \right) = \rho^\alpha b^\alpha + \dot{\mathbf{p}}^\alpha, \tag{21}
  \]

- energy
  \[
  \frac{\partial}{\partial t} \left[ \rho^\alpha \left( \frac{1}{2} \mathbf{v}^2 + \varepsilon^\alpha \right) \right] + \text{div} \left[ \rho^\alpha \left( \frac{1}{2} \mathbf{v}^2 + \varepsilon^\alpha \right) \mathbf{v}^\alpha + q^\alpha \right] = \text{div} (\mathbf{T}^\alpha \mathbf{v}^\alpha) + \rho^\alpha b^\alpha \cdot \mathbf{v}^\alpha + \rho^\alpha r^\alpha + \dot{\varepsilon}^\alpha. \tag{22}
  \]
The following additional denotations have been used:

- \( \rho^S \) - partial mass density of the solid per unit volume of the current configuration (cc)
- \( \dot{\rho}^S \) - mass source of the solid per unit volume of cc
- \( T^S \) - partial Cauchy stress tensor of the solid
- \( \dot{p}^S \) - momentum source of the solid
- \( b^S \) - partial volume force of the solid per unit mass of the solid
- \( \varepsilon^S \) - specific inner energy of the solid per unit mass of the solid
- \( q^S \) - partial heat flux in the solid per unit surface of the solid
- \( \dot{\varepsilon}^S \) - partial energy source of the solid per unit volume of cc
- \( r^S \) - energy radiation in the solid per unit mass of the solid
- \( \rho^\alpha \) - partial mass density of component \( \alpha \) per unit volume of the current configuration (cc)
- \( \dot{\rho}^\alpha \) - mass source of component \( \alpha \) per unit mass of cc
- \( T^\alpha \) - partial Cauchy stress tensor of component \( \alpha \)
- \( \dot{p}^\alpha \) - momentum source of component \( \alpha \)
- \( b^\alpha \) - partial volume force of component \( \alpha \) per unit mass in cc
- \( \varepsilon^\alpha \) - partial inner energy of component \( \alpha \) per unit mass of cc
- \( q^\alpha \) - partial heat flux of component \( \alpha \) per unit surface of cc
- \( \dot{\varepsilon}^\alpha \) - partial energy source of component \( \alpha \) per unit volume of cc
- \( r^\alpha \) - energy radiation in component \( \alpha \) per unit mass of cc.

2.2 Empirical approaches

1. Biot theory

The probably most frequently used model to describe processes in fluid-saturated porous materials is the Biot model. Since its introduction by Maurice A. Biot, many researchers adopted this model. In 1956, Biot used the model the first time to describe the wave propagation in porous media, especially in soils. The Biot model is of intuitive or empirical nature. It is limited to specific multi-phase systems and insofar has a narrow range of validity. However, K. Wilmanski showed that under certain conditions Biot’s model can be derived from thermodynamic models and principles [128]. Here, at first the Biot model is presented in the same form as given in 1956 by Biot [28]. One should mention that Biot in his subsequent papers changed many times some denotations of material parameters.

Most interesting are the momentum balances. In the above-mentioned paper, they are given in the following form

\[
N \nabla^2 \mathbf{u} + \text{grad} [(A + N) \mathbf{e} + Q \varepsilon] = \frac{\partial^2}{\partial t^2} (\rho_{11} \mathbf{u} + \rho_{12} \mathbf{U}) + b \frac{\partial}{\partial t} (\mathbf{u} - \mathbf{U}),
\]

\[
\text{grad} [Q \varepsilon + R \varepsilon] = \frac{\partial^2}{\partial t^2} (\rho_{12} \mathbf{u} + \rho_{22} \mathbf{U}) - b \frac{\partial}{\partial t} (\mathbf{u} - \mathbf{U}).
\]  

(23)

In these equations, \( \mathbf{u} \) and \( \mathbf{U} \) are the displacements of the solid and the fluid, respectively. The volume changes in the solid and in the fluid, \( \varepsilon \) and \( \varepsilon \), are related to the displacements by

\[
e = \text{div} \, \mathbf{u}, \quad \varepsilon = \text{div} \, \mathbf{U}.
\]  

(24)

This means that the equations can be expressed also using only the displacements as variables

\[
N \nabla^2 \mathbf{u} + (A + N) \nabla (\nabla \cdot \mathbf{u}) +

+ Q \nabla (\nabla \cdot \mathbf{U}) = \frac{\partial^2}{\partial t^2} (\rho_{11} \mathbf{u} + \rho_{12} \mathbf{U}) + b \frac{\partial}{\partial t} (\mathbf{u} - \mathbf{U}),
\]

\[
Q \nabla (\nabla \cdot \mathbf{u}) + R \nabla (\nabla \cdot \mathbf{U}) = \frac{\partial^2}{\partial t^2} (\rho_{12} \mathbf{u} + \rho_{22} \mathbf{U}) - b \frac{\partial}{\partial t} (\mathbf{u} - \mathbf{U}).
\]  

(25)
A, N and Q are material parameters. \( \rho_{11}, \rho_{22} \) and \( \rho_{12} \) are mass coefficients of which the first two are related to the solid and to the fluid, respectively. The coefficient \( \rho_{12} \) is attributed to the tortuosity \( a \). A typical simplified relation was proposed by Berryman in 1980 [24] and has the form

\[
\rho_{12} = \rho^F (1 - a), \quad a = \frac{1}{2} \left( \frac{1}{n_0} + 1 \right). \tag{26}
\]

In continuum mechanics, another form of description of the same equations is useful and mostly used. It does not rely on the displacements of the components but (as in the models shown above) on their macroscopic (Eulerian) partial velocities \( \mathbf{v}^S \) (of the solid) and \( \mathbf{v}^F \) (of the fluid). In this version, the symmetric Almansi–Hamel tensor of small deformations of the skeleton, \( \mathbf{e}^S \), and the volume change of the fluid, \( \varepsilon \), are the measures of deformation. The Almansi–Hamel tensor vanishes in the reference configuration, and its limit for small deformations is commonly used in the linear theory of elasticity.

In this description, the Biot model has the following form

\[
\frac{\partial \rho^F}{\partial t} + \rho_0^F \text{div} \mathbf{v}^F = 0, \quad \left| \frac{\rho^F - \rho_0^F}{\rho_0^F} \right| \ll 1, \quad \left\| \mathbf{e}^S \right\| \ll 1, \quad \varepsilon := \frac{\rho_0^F - \rho^F}{\rho_0^F},
\]

\[
\rho_0^S \frac{\partial \mathbf{v}^S}{\partial t} = \lambda^S \text{grad} \text{tr} \mathbf{e}^S + 2 \mu^S \text{div} \mathbf{e}^S + Q \text{grad} \varepsilon + \pi (\mathbf{v}^F - \mathbf{v}^S) - \rho_{12} \left( \frac{\partial \mathbf{v}^F}{\partial t} - \frac{\partial \mathbf{v}^S}{\partial t} \right),
\]

\[
\rho_0^F \frac{\partial \mathbf{v}^F}{\partial t} = \kappa \rho_0^F \text{grad} \varepsilon + Q \text{grad} \text{tr} \mathbf{e}^S - \pi (\mathbf{v}^F - \mathbf{v}^S) + \rho_{12} \left( \frac{\partial \mathbf{v}^F}{\partial t} - \frac{\partial \mathbf{v}^S}{\partial t} \right). \tag{27}
\]

Here, \( \rho^F \) is the partial mass density of the fluid and \( \rho_0^F = n_0 \rho_0^{FR} \) and \( \rho_0^S = (1 - n_0) \rho_0^{SR} \) are constant reference values of the partial mass densities where \( \rho_0^{FR}, \rho_0^{SR} \) are the initial realistic (true) mass densities and \( n_0 \) is the initial porosity. The macroscopic compressibility is denoted by \( \kappa \), and \( \varepsilon \) describes the volume change of the fluid component. \( \lambda^S \) and \( \mu^S \) are macroscopic elastic constants of the skeleton. The deformations of the skeleton are assumed to be small.

The time derivatives of the deformations are connected to the velocities in the following way

\[
\frac{\partial \mathbf{e}^S}{\partial t} = \text{sym} \text{grad} \mathbf{v}^S = \frac{1}{2} \left[ \text{grad} \mathbf{v}^S + (\text{grad} \mathbf{v}^S)^T \right], \quad \frac{\partial \varepsilon}{\partial t} = \text{div} \mathbf{v}^F. \tag{28}
\]

The theory of Biot found many applications, especially for the description of processes in geomaterials, e.g., Rice and Cleary [105], Pecker and Deresiewicz [100] who also considered thermal effects or Schrefler [112], relied on this model. Biot’s theory has been verified by Plona in 1980 conducting experiments with sintered glass [24,101]. The main difference of the Biot model (27) and the model (17)-(22) is the occurrence of the relative accelerations and the static coupling parameter \( Q \). A detailed comparison of the models connected to the propagation of sound waves can be found in [11] and in connection to surface waves in [5].

2. Reaction diffusion equations

The balance equations of the continuum models in Eulerian form shown above can be transformed under simplifying assumptions to a reaction diffusion equation. This type of equation is often used by mathematicians to describe processes in porous and granular media (e.g., Eck, Garcke and Knabner [53]). Sometimes this method is actually put on the same level with the continuum mechanical description of porous media (e.g., Sahimi [110] or Chapter 1 by Lichtner in [88]). As the notation “reaction–diffusion equation” implies, such an equation can only be derived if the mass source in (20) is not zero, i.e., that an mass exchange between components occurs. Let us assume that we have an adsorption process (for details see, e.g., Albers [3]). It is assumed that a fluid–adsorbate mixture flows through the channels of a porous medium and that during the flow process adsorbate particles stick to the inner surface and change their kinematics from this of the fluid to that of the solid. The concentration \( c \) of the adsorbate in the fluid is small. It is defined as

\[
c = \frac{\rho^A}{\rho^L}, \quad \rho^L := \rho^F + \rho^A. \tag{29}
\]
where \( \rho^A, \rho^F \) and \( \rho^L \) are the mass densities of the adsorbate, the fluid and the sum of both, respectively. Under restrictive assumptions a derivation of the reaction diffusion equation from the continuum equations is possible: as a first assumption the movement of the solid is neglected. In consequence, the equations for the solid are not needed. Thus, effects like the coupling of mass exchange and stresses in the solid are not covered any more. Moreover, the form of the Cauchy stress tensor is limited to the spherical pressure \( T^F = -p^F 1 \). Indeed, this is the most used form of the stress in the fluid but for continuum models it is not the only possibility. If, additionally, the acceleration terms in the momentum balance of the fluid are neglected the Darcy law is obtained from the momentum balance for the fluid (e.g., from (21) if \( \alpha \) is replaced by \( F \))

\[
\frac{\partial p^F}{\partial x} = -\pi v^F,
\]

where \( v^F \) is the seepage velocity, \( \frac{\partial p^F}{\partial x} \) the pressure gradient and \( \pi = \frac{\rho^F g}{K} \) is the permeability or rather resistance parameter which depends on the true mass density \( \rho^{FR} \) of the fluid, the earth acceleration \( g \) and the hydraulic conductivity \( K \). Originally this law was not derived from the momentum balance but Darcy found it empirically. Therefore, the momentum equations are not necessary to find the reaction diffusion equation.

The Darcy law is inserted into the mass balance (20) for the liquid component \( L \). Simultaneously replacing the mass source \( \hat{\rho}_L^t \) by a concentration source \( \hat{c} = \frac{\hat{\rho}_A^t}{\rho^L} \) leads to

\[
\frac{\partial \rho^L}{\partial t} - \text{div} \left( \rho^L \frac{1}{\pi} \text{grad} p^F \right) = \rho^L \hat{c}. \tag{31}
\]

Considering the additional restriction that the overall mass density \( \rho = \sum_{\alpha=1}^A \rho^\alpha \) is constant and that \( \rho^L = c^L \rho \) (which follows from the homogeneity of the system), an equation for the concentration can be written

\[
\frac{\partial c^L}{\partial t} = \text{div} \left[ D \left( c^L \right) \text{grad} c^L \right] + c^L \hat{c} \quad \text{with} \quad D = c^L \frac{1}{\pi} \frac{\partial p^F}{\partial c^L}. \tag{32}
\]

The diffusion coefficient \( D \) obviously depends on the concentration, the permeability of the material and the pressure change when a change of the concentration occurs. Equation (32) is the desired relation which, of course, due to the restrictions is limited in application. Several characteristic features of porous media cannot be described by this relation even if it is generalized by additional scalar equations.

Of course, there appear differences in the description of physical adsorption processes and chemical reactions: If physical processes in porous media are described, in general temperature-independent processes are investigated and it is not necessary to introduce a temperature. This is not the case if chemical reactions are considered. If phases react with each other, mostly this is connected with generation of heat. To describe such a process, an additional variable is necessary—the temperature—and this, in turn, leads to additional equations. While for the description of physical processes the above shown energy balances mostly are not used, for the description of chemical reactions they are necessary. As mentioned in WILMANSKI [130], the problem of thermodiffusion within macroscopic models is still very much open. The reason is that difficulties with an appropriate definition of the temperature on the macroscopic level of description occur. One open question is, for example, how to deal with the problem of different temperatures for different components (Fig. 2).

3 Basics of chemical reactions used in mixture theories

3.1 Chemical potential for fluid mixtures

One of the fundamental quantities which is needed to describe chemical reactions is the chemical potential of a material or component because it characterizes the possibilities of a substance to react with other substances, to undergo a phase change or to reallocate in space by diffusion. In the textbook by JOB and RÜFFLER [83], the most important attributes of the chemical potential are summarized as follows: the tendency of a substance

- To decay or to transform together with other substances,
During the flow process adsorbate particles stick to the inner surface and change their kinematics from that of the fluid to that of the solid. According to the Langmuir theory the particles stick to the solid in one single layer. 

**Fig. 2** a Illustration of a physical adsorption process: a fluid-adsorbate mixture flows through the channels of a porous medium. The adsorbate molecules stick to the walls of the channels and change their kinematics from that of the fluid to that of the solid. According to the Langmuir theory, the adsorbate molecules stick to the solid in one single layer. b Illustration of a chemical reaction process in a pore of a sandstone. It is obvious that the reaction at first takes place on the surface of the solid. If then more reactant is brought in and more layers are built up until finally the pore is completely filled. For photos of this process, see Fig. 6 in [50].

- To convert into another status type,
- To reallocate in space

...can be described by the same quantity, namely the chemical potential $\mu$. The intensity of this tendency, i.e., the value of $\mu$, is not invariable but is influenced either by the nature of the substance and by the environment but neither by the nature of its reaction partners nor by the evolving products. A transformation, conversion or reallocation voluntarily only can occur if the tendency in the initial situation is stronger than in the end situation.

Because of its importance and its difficulty to grasp several researchers undertook a thorough analysis of this quantity, e.g., Cook and Dickerson [43], Baierlein [15], Job and Herrmann [82] or Chen [41]. As indicated above, a reaction, phase change or diffusion can only take place voluntarily (without constraint) if the chemical potential in the initial state is larger than in the end state; i.e., a reaction occurs by itself if the sum of the chemical potentials of the initial situation is bigger than that of the end condition. This is comparable to another, better known, potential appearing in groundwater flows: the hydraulic or piezometric head. Its distribution through an aquifer determines where groundwater will flow. If the hydraulic head is constant, there is no flow. However, if there is a difference in hydraulic head, the water will flow from the higher to the lower potential and the difference in head and the length of the flow path defines the hydraulic gradient. Coming back to the chemical potential we consider, as is done in [43], a system which can exchange energy and particles with a reservoir and whose volume can change. Through heating the system gains energy, i.e., its internal energy $U$ increases by $T \, dS$, where $T$ is the temperature of the system and $S$ its entropy. If the system expands by volume $dV$ at pressure $p$, the work done by the system is $p \, dV$. If the system gains $dN$ particles (all of one type), then $U$ increases by $\mu \, dN$, where $\mu$ is the chemical potential. The change in the internal energy is then

$$dU = T \, dS - p \, dV + \mu \, dN.$$  \hspace{1cm} (33)

This relation is commonly called the thermodynamic identity, valid for infinitesimal, reversible processes. For the chemical potential, it follows

$$\mu = \left( \frac{dU}{dN} \right)_{S,V}. \hspace{1cm} (34)$$

Thus, it is calculated as the change in internal energy of the system, when one more particle is added, while holding the volume and the entropy constant. To clarify the expression “entropy” the Merriam-Webster dictionary is adducted. Accordingly, in thermodynamics entropy is defined as “a measure of the unavailable energy in a closed thermodynamic system that is also usually considered to be a measure of the system’s disorder, that is a property of the system’s state, and that varies directly with any reversible change in heat in the system and inversely with the temperature of the system.” Since it is hard to control the volume and entropy to be constant while particles are added often another form of the chemical potential is used. As
pointed out in [15] one of the characterizations of the chemical potential is when a reaction occurs that it measures the contribution to the rate of change of the function whose extremum determines equilibrium. In different circumstances, different thermodynamic functions attain extrema. For example, if a reaction comes to equilibrium at fixed temperature and pressure, the Gibbs free energy

\[ G = U + pV - TS \]

attains a minimum and the chemical potential can be written as

\[ \mu = \left( \frac{dG}{dN} \right)_{T,p}. \]  

(35)

If equilibrium is gained at fixed temperature and volume, then the Helmholtz free energy

\[ F = U - TS \]

has an extremum and the chemical potential reads

\[ \mu = \left( \frac{dF}{dN} \right)_{T,V}. \]  

(36)

Different forms of the chemical potential (34), (35) and (36) are equivalent and may be useful in different physical situations. For the meaning and conversion of the different types of energy with different independent variables see SCHROEDER [113].

The chemical reaction which takes place in the example mentioned in the introduction, namely that the pores of a weathered monument are filled by a water-lime-mixture is considered here. As described above, the mixture penetrates into the near surface pore structure of the stone and the calcium hydroxide reacts with carbon dioxide and builds calcium carbonate and water and the following chemical reaction occurs

\[ \text{Ca(OH)}_2 + \text{CO}_2 \rightarrow \text{CaCO}_3 + \text{H}_2\text{O}. \]  

(37)

This is one branch of the lime cycle shown in Fig. 3. When limestone (calcium carbonate) is burnt, it turns into quicklime (calcium oxide) and releases carbon dioxide. If water is added to the burnt lime, hydrated lime (calcium hydroxide) is produced. The process which is of interest here is the building of a firm layer which happens if the calcium hydroxide reacts with carbon dioxide and builds calcium carbonate and water. This turns the lime back to lime stone.

The following values of chemical potentials under normal conditions can be obtained from chemical tables (e.g., job-stiftung.de/index.php?datensammlung):

\[ \mu_{\text{Ca(OH)}_2} = -897 \text{ kG} = \frac{\text{kJ}}{\text{mol}} \]
\[ \mu_{\text{CO}_2} = -394 \text{ kG} \]
\[ \mu_{\text{CaCO}_3} = -1129 \text{ kG} \]
\[ \mu_{\text{H}_2\text{O}} = -237 \text{ kG}. \]

The unit G stands for “Gibbs” and is identical to J/mol. In order to decide whether the reaction proceeds from left to right or from right to left, we have to compare the total potential \( \mu_R \) of the reactants with the total potential \( \mu_P \) of the products. If

- \( \mu_R > \mu_P \), then transformation of substance \( R \) into substance \( P \) or transport from place \( R \) to place \( P \) takes place
- \( \mu_R = \mu_P \), then no transformation, no transport takes place, the system is in chemical equilibrium
\[ \mu_R < \mu_P, \text{ transformation of substance } P \text{ into substance } R \text{ or transport from place } P \text{ to place } R. \]

\( R \) and \( P \) can be either pure substances or a combination of substances: a mixture, an alloy, a solution or even a set of substances in various distinct environments [82]. For the chemical reaction (37) results

\[
\begin{align*}
\mu_R &= \mu_{\text{Ca(OH)}_2} + \mu_{\text{CO}_2} = -1291 \text{ kG} \\
\mu_P &= \mu_{\text{CaCO}_3} + \mu_{\text{H}_2\text{O}} = -1366 \text{ kG}
\end{align*}
\]

Thus, we have \( \mu_R > \mu_P \). This chemical reaction takes place voluntarily because the tendency for a change is more pronounced in the initial state than in the final state, i.e., the chemical potential in the initial state \( R \) is greater than in the final state \( P \). This result was to be expected since the reaction equation describes the setting of mortar which we know proceeds spontaneously (for more examples see: [82]).

In the notation used above for the mixture theory Eqs. (2)–(4) the chemical potential \( \mu_i \) of a system component \( i \) is generally defined by the Gibbs fundamental thermodynamic relation of the inner energy

\[
d\varepsilon = Td\eta - pdV + \sum \mu_i dn_i, \tag{38}
\]

where \( T \) denotes the absolute temperature, \( \eta \) is the entropy, \( p \) the pressure, \( V \) the volume and \( n_i \) the amounts of the chemical components \( i \). This is the same equation as (33) only in different notation. \( \varepsilon, \eta \) and \( p \) are state functions which only depend on the current equilibrium state of the system, here they depend only on \( \rho \) and \( T \). In thermodynamic equilibrium there are no net macroscopic flows of matter or of energy, either within a system or between systems.

### 3.2 Chemical potential for porous media

#### 3.2.1 Chemical potential according to Bowen

In [36] and [37], R.M. Bowen introduces and discusses porous media models for incompressible and compressible components by use of thermodynamics of mixtures. In the theory of mixtures each constituent is assigned a property called its chemical potential. Bowen shows how these quantities determine the stress tensor for the porous material and the pore pressure for each pore fluid. It was pointed out above that material equations must satisfy the second law of thermodynamics, i.e., the entropy principle. It was said that the entropy is a directed quantity which does not fulfill a conservation law but an inequality. For a porous medium consisting of one solid (in Bowen’s papers denoted by index 1) and \( A \) fluid components (indices 2 to \( 1+A = N \)) it has the form (whether incompressible or compressible) [36]

\[
\dot{\rho} \dot{\eta} + \text{div} \sum_{\alpha=1}^{N} \left( \frac{q^\alpha}{\theta^\alpha} + \rho^\alpha \psi^\alpha \mathbf{u}^\alpha \right) - \sum_{\alpha=1}^{N} \rho^\alpha \frac{r^\alpha}{\theta^\alpha} \geq 0, \tag{39}
\]

where \( \rho = \sum_{\alpha=1}^{1+A} \rho^\alpha \) is the density of the whole body, \( \theta^\alpha \) is a positive number representing the temperature of the \( \alpha \)th constituent, \( \mathbf{u}^\alpha \) is the diffusion velocity which is defined by \( \mathbf{u}^\alpha := \mathbf{v} - \mathbf{v}^\alpha \) (compare (5)2). The use of this diffusion velocity differs from most other models for porous media. In most models a relative velocity between the solid component and fluid components is defined (see, e.g., DETMANN [49] or RAJAGOPAL and TAO [104]). The partial heat flux of component \( \alpha \) and the energy radiation in component \( \alpha \) are, again, denoted by \( q^\alpha \) and \( r^\alpha \). If \( \eta^\alpha \) denotes the entropy density of the constituent \( \alpha \), then

\[
\eta (\mathbf{x}, t) = \frac{1}{\rho} \sum_{\alpha=1}^{N} \rho^\alpha \eta^\alpha (\mathbf{x}, t), \tag{40}
\]

defines the entropy density of the mixture. Both in [36] and [37] Bowen considers the special case where every constituent is constrained to have the same temperature as every other constituent, so that (39) takes the form

\[
\dot{\rho} \dot{\eta} + \text{div} \left( \frac{1}{\theta} \left( k - \sum_{\alpha=1}^{N} \rho^\alpha \psi^\alpha \mathbf{u}^\alpha \right) \right) - \frac{r}{\theta} \geq 0, \tag{41}
\]
where $\theta(x, t)$ is the temperature of the mixture and $\psi^\alpha := \varepsilon^\alpha - \theta \eta^\alpha$ is the partial Helmholtz free energy of component $\alpha$ (compare with (33), (36) and (38)) and $k = \sum_{\alpha=1}^{N} (\mathbf{q}^\alpha + \rho^\alpha \varepsilon^\alpha \mathbf{u}^\alpha)$. Now Bowen eliminates the factor $\rho r$ (for details see [37]) and gets

$$
- \sum_{\alpha=1}^{N} \Psi^\alpha - \rho \eta \dot{\theta} - \text{tr} \sum_{\alpha=1}^{N} \rho^\alpha K^\alpha L^\alpha - \mathbf{h} \cdot \dot{\theta} - \sum_{\alpha=1}^{N} \mathbf{u}^\alpha \cdot \dot{\mathbf{p}}^\alpha \geq 0. 
$$

(42)

Here, $\Psi^\alpha := \rho^\alpha \psi^\alpha$ is the free energy of constituent $\alpha$ per unit volume, $\mathbf{g} = \text{grad} \theta$ is the spatial temperature gradient and $\mathbf{h} = \mathbf{k} - \sum_{\alpha=1}^{N} \mathbf{y}^\alpha$. The velocity gradient of component $\alpha$ at $(x, t)$ is denoted by $\mathbf{L}^\alpha$. Most important for the present work is the occurrence of the chemical potential tensor for the $\alpha$th constituent $K^\alpha$ defined by

$$
K^\alpha = \psi^\alpha \mathbf{1} - \frac{\mathbf{T}^\alpha T}{\rho^\alpha}. 
$$

(43)

This form of the chemical potential for mixtures is not really remindful of the relation for fluid mixtures (34), (35) or (36). Unfortunately, Bowen does not go into detail about its derivation. However, in [36] he mentions that it is customary in many porous media applications to eliminate the chemical potential of the solid in favor of the stress tensor of the mixture in all field equations. And the chemical potentials for the fluids could be eliminated in favor of parameters called the pore pressures. With the definition of the pore pressure for the $\alpha$th constituent $P^\alpha = \lambda + \frac{\partial \mathbf{I}}{\partial \phi^\alpha}$,

(44)

where $\psi^\alpha = \sum_{\alpha=1}^{N} \Psi^\alpha$ is the inner part of the free energy of the mixture, $\phi^\alpha$ is the volume fraction of component $\alpha$ and $\lambda$ is an indeterminant hydrostatic pressure acting on the mixture follows for the chemical potential of constituent $\alpha$

$$
\rho^\alpha K^\alpha = \phi^\alpha P^\alpha \mathbf{1}, \quad \alpha = 2 \ldots N, 
$$

(45)

and for the solid

$$
\rho^S \mathbf{K}^S = \phi^S \lambda \mathbf{1} - 2 \mathbf{F}^S \frac{\partial \mathbf{I}}{\partial \mathbf{C}^S} \mathbf{F}^{ST},
$$

(46)

where $\mathbf{F}^S$ is the deformation gradient and $\mathbf{C}^S$ the right Cauchy–Green deformation tensor (for information on measures of deformation see [12]).

3.2.2 Description of chemical reactions appearing in mixture theory and exploitation of the second law of thermodynamics

For mixtures of chemically reacting materials interchange of mass between the constituents of the mixtures occurs and, consequently, in the balance equations the transfer of mass between the constituents must be allowed. One detailed discussion on chemically reacting continua at different temperatures of the constituents and at a common temperature is given by ATKIN and CRAINE in [13,14]. Therein, the approaches of ERINGEN and INGRAM [55,81] and MÜLLER [91] are in the front but also other researchers who were pioneers in dealing with mixtures were discussed, e.g., GREEN and NAGHDI [66] and BOWEN [32]. Most of these researchers worked thereby on an extension of the rational approach to the thermodynamics of a single continuum by COLEMAN and NOLL [42] to the thermodynamics of mixtures. Coleman and Noll proposed a procedure which combines the balance equations in an intelligent way in order to draw, together with some general principles of the theory of materials, conclusions with respect to the structure of the constitutive equations and restrictions on them [79]. The Coleman–Noll procedure got standard for the exploitation of the second law of thermodynamics for simple materials. However, it is not the only one, another method was introduced by L.-S. LIU in 1972 [89]. A comparison of the two methods is given in [118]. MÜLLER [92] showed that the Coleman–Noll procedure in contrast to the Liu procedure cannot be used offhand for mixtures. Namely, he showed that the theory of Coleman and Noll does not permit a finite velocity of heat propagation in a viscous heat conducting fluid. The works [52] and [51] also report on problems for the application of the Coleman–Noll theory to mixtures.
In spite of the known objections, e.g., Kenyon [84] used the Coleman–Noll procedure also for mixtures and nevertheless got realistic results. Other researcher maybe were not aware of the objections and also used the Coleman–Noll theory (e.g., [70] or Ricken et al. [106] in a paper on concentration driven phase transitions with application to methane oxidation in landfill cover layers).

3.2.3 Discussion on the macro-scale chemical potential in porous media

In Subsection 3.2.1, the definition of the chemical potential according to Bowen has been introduced. This approach has been paid special attention because it was probably the first approach and all following formulations of the chemical potential for mixtures refer to this approach. However, it is by no means clear that this is the correct formulation. In Bennethum et al. [23], this question is discussed and, firstly, it is pointed out that the classical Gibbsian chemical potential, as introduced in Subsection 3.1, has the following characteristics: (1) it is a scalar and measures the energy required to insert a particle into the system; (2) its gradient is the driving force for diffusive flow according to Fick’s law (see, e.g., Callen [40], de Groot and Mazur [47] or Müller [93]) and (3) it is constant for a single constituent coexisting in two phases at equilibrium. Then, it is mentioned that in applying mixture theory to a two phase system, results are only obtained for a relative chemical potential, i.e.,

\[
\tilde{\mu}_j^\beta = \frac{\partial A^\beta}{\partial c^\beta_j} = \mu_j^\beta - \mu_N^\beta, \quad j = 1 \ldots N - 1, \quad \beta = F, S. \tag{47}
\]

Here, \( A^\beta \) is the intensive Helmholtz potential of phase \( \beta \) and \( \mu_j^\beta \) and \( c_j^\beta \) denote the chemical potential and the mass concentration of the \( j \)th constituent in the \( \beta \) phase, respectively. It is pointed out that the primary reason for obtaining results in terms of the relative chemical potential is the interdependence of the concentrations \( \sum_{j=1}^{N} c_j^\beta = 1 \). Now, it is shown that some of the results involving the relative chemical potential can be sharpened by choosing \( \mu_N^\beta \) appropriately and subsequently deriving results for the absolute (non-relative) chemical potentials. In this way, Bowen [35] and Bowen and Wiese [31] proposed as shown above the tensorial definition for the chemical potential which has been widely been used in many papers (here in a slightly different form than above)

\[
\mu_j^\beta = A_j^\beta \mathbf{1} - \frac{1}{\rho_j^\beta} \mathbf{T}_j^\beta, \tag{48}
\]

where \( \rho_j^\beta, A_j^\beta \) and \( \mathbf{T}_j^\beta \) denote the volume-averaged density, Helmholtz free energy, and stress tensor of the \( j \)th component in the \( \beta \)-phase, respectively. It can be shown that for a perfect fluid the chemical potential reduces to the classical thermostatcs concept of Gibbs energy. However, apart from that the tensorial chemical potential does not satisfy the three characteristics of the classical chemical potential mentioned above. Obviously, approaches for chemical potentials of mixtures do not satisfy these characteristics because also for the approach shown in Subsection 3.2.1 this is not the case. It should be noted that equation (47) is also known as diffusional chemical potential which is relevant to applications in material science (see Baluffi et al. [16]). Moreover, a discussion under which circumstances the tensorial chemical potential (48) follows from the Gibbs–Duhem equation can be found in the report [85] by O. Kristensson.

In 1980, Nunziato and Walsh [97] presented also a theory for ideal multiphase mixtures with chemical reactions and diffusion. It relies on and extends the theory of multiphase mixtures by Passman [98] who in turn used some of the kinematical concepts proposed by Goodman and Cowin [59]. Each constituent of a reacting mixture is expected to have its own temperature and, consequently, also energy exchange among the constituents is permitted. The authors discuss the approach for the chemical potential proposed by Bowen (48): They point out that this approach views the chemical potential as reflecting any change in the free energy due to the deformation of a constituent and not due just to changes in mass. They are of the opinion that this definition is appropriate for diffusing mixtures but not if chemical reactions occur. They bring the example that in the absence of diffusion, (48) bears no relation to the chemical potential appropriate for a chemically reacting solid mixture. In view of this, they have chosen an alternative approach and to adhere more closely to the spirit of the definition given in classical thermochemistry. That is, the chemical potential is a measure
of how the free energy of the mixture changes as a result of changes in the mass concentrations. Thus, they adopted

$$\mu^\alpha = \frac{\partial \left( \rho \psi^\alpha I \right)}{\partial \rho^\alpha} = \frac{\partial \left( \rho \psi^\alpha \right)}{\partial \rho^\alpha},$$

(49)
as definition of the chemical potential which with the definition of the mass concentration

$$c^\alpha = \frac{\rho^\alpha}{\rho^R} \left| \det \mathbf{F}^\alpha \right|,$$

(50)

where \(\rho^R\) is the reference density of the mixture and \(\mathbf{F}^\alpha\) the deformation gradient of constituent \(\alpha\), resulted in

$$\mu^\alpha = \frac{\partial \left( c \psi^\alpha \right)}{\partial c^\alpha}.$$ (51)

This equation very much reminds (47). However, no relative chemical potential is formulated and the question arises whether this simple formulation correctly describes the interaction of the constituents in mixtures.

In Bennethum and Cushman [22], a multiscale mixture theory including interfacial effects for swelling systems is introduced. Also for this problem the chemical potential is needed. The authors introduce it as follows: The chemical potentials of a single constituent in two different phases (such as water and ice) are equal at equilibrium. The flow of a constituent is essentially governed by the gradient of the chemical potential, and the flow of a bulk phase is governed essentially by the gradient of the Gibbs free energy. Thus, in an interactive system, the chemical potential must be defined in terms of the entire system. Of course, if there is very little interaction between phases/interfaces these generalized definitions reduce to their classical definition for a single phase system. In the present formulation, it is assumed that the energy of one phase/interface may be influenced by the composition of another phase/interface. Therefore a generalized chemical potential is defined using the following notation: Superscript and subscript Greek letters indicate the average of the microscopic intraparticle-phase at the mesoscale. The superscript or subscript \(A\) always refers to the average of the mesoscopic particle property at the macro-scale. Other capital letters (e.g., \(B\), \(C\)) refer to phases other than the particles at the mesoscale (e.g., liquid, air) and interfaces are indicated by using two sub/superscripts.

The chemical potential of the vicinal fluid is given by

$$\tilde{\mu}^l A_j = \frac{\partial A^l A \left( c^{l A_1}, c^{l A_2}, \ldots, c^{l A_{N-1}} \right)}{\partial c^{l A_j}} + \rho^{l A} \frac{\partial A^{l s A} \left( c^{l A_1}, c^{l A_2}, \ldots, c^{l A_{N-1}} \right)}{\partial c^{l A_j}}$$

$$= \mu^{l A}_j - \mu^{l A}_{N}, \quad j = 1, \ldots, N - 1,$$

$$\mu^{l A N} = \frac{\partial A^l A \left( c^{l A_1}, c^{l A_2}, \ldots, c^{l A_{N}} \right)}{\partial c^{l A N}} + \rho^{l A} \frac{\partial A^{l s A} \left( c^{l A_1}, c^{l A_2}, \ldots, c^{l A_{N}} \right)}{\partial c^{l A N}}$$

(52, 53)

Similarly,

$$\tilde{\mu}^s A_j = \frac{\partial A^{s A} \left( c^{s A_1}, c^{s A_2}, \ldots, c^{s A_{N-1}} \right)}{\partial c^{s A_j}} + \rho^{s A} \frac{\partial A^{s l A} \left( c^{s A_1}, c^{s A_2}, \ldots, c^{s A_{N-1}} \right)}{\partial c^{s A_j}}$$

$$= \mu^{s A}_j - \mu^{s A}_{N},$$

$$\mu^{s A N} = \frac{\partial A^{s A} \left( c^{s A_1}, c^{s A_2}, \ldots, c^{s A_{N}} \right)}{\partial c^{s A N}} + \rho^{s A} \frac{\partial A^{s l A} \left( c^{s A_1}, c^{s A_2}, \ldots, c^{s A_{N}} \right)}{\partial c^{s A N}} + \rho^{s A} \frac{\partial A^{l s A} \left( c^{s A_1}, c^{s A_2}, \ldots, c^{s A_{N}} \right)}{\partial c^{s A N}}$$

$$= \mu^{s A}_j - \mu^{s A}_{N},$$

(54, 55)

$$\mu^K_j = \frac{\partial A^K \left( c^K_1, c^K_2, \ldots, c^K_{N-1} \right)}{\partial c^K_j} = \mu^K_j - \mu^K_N, \quad K = B, C, l A B, l A C, s A B, s A C, B C,$$

for \( j = 1, \ldots, N - 1 \).

(56)

Thus, the chemical potential represents the change of energy of the entire medium with respect to the concentration of a species within a particular phase. This gives the expected form of Fick’s law stating that flow of a species is governed by the gradient of the chemical potential.

Summarizing this Section one can realize that several formulations for the chemical potential in porous media have been proposed. However, it does not get clear whether they are all correct and whether they yield correct results.
4 Further examples of works including chemical reactions in porous media

In a series of papers HASSANIZADEH and GRAY [60,68–70] (extended in 1990 by [71]) describe the modeling of porous media by use of the averaging technique. Interestingly, they discern three different types of models: (1) descriptive models of empirical nature, (2) continuum theories of mixtures and (3) the averaging technique. However, in my opinion, the use of the averaging theory is only one possibility to extend mixture theory in order to describe porous media. Only the combination of (2) and (3) enables the description of porous media. Another possibility of extension, often used by mathematicians, would be the use of homogenization techniques (see, e.g., [76]). However, in most theories of porous materials macroscopic models are related to microscopic relations by means of volume averaging (see, e.g., [129] for two-component media or [8] for three-component media). In (9), e.g., is shown, in which way the macroscopic mass densities are obtained from their microscopic, measurable counterparts, the true mass densities, by consideration of their portion of the volume. In Bowen’s works macro-scale forms of the field equations are postulated. In the fourth paper, mentioned before, Gray also considers phase changes. Admittedly, nine restrictive assumptions are made which limit the applicability strongly.

In two further papers [60,61], GRAY introduced another concept in order to incorporate microscopic effects into macroscopic models. He explains that traditionally, porosity and fluid saturations, concepts that do not exist at the micro-scale, are included in macro-scale porous media theories to account for the presence of multiple phases at a point in a macro-scale continuum. However, he points out that these additional variables sometimes are insufficient to account for all important micro-scale processes that influence macro-scale behavior. Because of the dynamic motion of the fluids, many configurations and distributions of the fluids are possible for a given saturation. This point has been investigated also in ALBERS [9], [10] where the well known effect that the capillary pressure curve of partially saturated soils exhibits a hysteresis has been accounted for. For the same degree of saturation it has different values depending on the initial state of the soil, thus for drying of a wet soil or wetting of a dry soil. The influence of these different values of the capillary pressure on the propagation of sound waves has been studied by use of a linear hyperbolic model. Even if the model does not contain a hysteresis operator, the effect of hysteresis in the capillary pressure curve is accounted for. Gray pursues another approach and includes interfacial effects. In addition to porosity and saturation, specific interfacial area, the amount of interfacial area between two phases per unit volume of the system, is introduced as a macro-scale independent variable and this variable was used in some studies of mass transfer among phases of a porous medium (e.g., [21,22] or [63]). Another approach on macroscopic multi-phase flow with diffusion and chemical reactions not based on the mixture theory after Truesdell but incorporating moving interfaces is by C. M. MARLE [90]. He starts from the equations valid at the pore level and takes their mean values around each point to obtain macroscopic equations.

In the PhD thesis by F. BRUNNER [39], a mathematical model including three phases (gas, liquid and solid) consisting of multiple components, which may participate in chemical reactions (equilibrium or kinetic reactions, homogeneous or heterogeneous) is considered. Moreover, the transfer of mass across the phases is taken into account. The reduction scheme of KRÄUTLE, KNABNER and HOFFMANN [75] is applied to this model, which means that linear combinations of equations are taken to eliminate the equilibrium reaction rates and that a linear variable transformation of the original variables is performed. The timescales at which chemical reactions take place typically vary over several orders of magnitude. Therefore, besides kinetically controlled reactions, also equilibrium reactions are considered in the work of BRUNNER which are running so fast that a state of local equilibrium can be assumed.

One example dealing with a similar topic as the initially mentioned conservation of buildings by carbonization is presented by SAETTA, SCHREFFLER and VITALIANI in [108,109] and CREAZZA ET AL. [45]. The governing equations of moisture, heat and carbon dioxide flows through concrete within the framework of a distributed parameter model are described. A numerical procedure based on the finite element method (for basics see, e.g., [111]) is developed to solve the set of equations and to investigate the influence of relative humidity and temperature. The amount of calcium carbonate that forms in a unit of time depends on the degree of carbonation, i.e., the availability of calcium hydroxide, the temperature, the carbon dioxide concentration and the relative humidity in the pore structure of the concrete. Another model of hygro-thermal behavior of concrete at high temperature with thermo-chemical and mechanical material degradation is introduced in [58] by GAWIN, PESAVENTO and SCHREFFLER. According to BAŽANT (e.g., [18] or newer publications [17,19]), the formulation of drying coupled with heat transfer is developed in terms of relative humidity rather than water content and the diffusivities of water and carbon dioxide are assumed to be strongly dependent on pore humidity, temperature and also on the degree of hydration of concrete. The authors realized that the use of
evaporable water content as basic variable involved certain errors since Fick’s law in terms of the evaporable water content could not be applied to obtain the differential equation governing the drying phenomenon when hydration proceeds. The authors state as reason that the porosity becomes non-uniform in time and equal values of evaporable water content do not correspond to equal value of pore humidity in the same points. Another work in which mass transport accompanied by chemical reactions in porous media is studied according to Fick’s law and the so-called dusty-gas model is by Veldsink et al. [122]. A further work based on mixture theory and dealing with chemical reactions and diffusion in concrete is by A. J. VROMANS et al. [123]. The model describing the corrosion of concrete with sulfuric acid is applied to the chemical reactions which transforms slaked lime and sulfuric acid into gypsum releasing water. A similar topic is dealt with in VAN BALEN and VAN GEMERT [121] in which is shown how the carbonation process in lime mortar is influenced by the diffusion of carbon dioxide into the mortar pore system, by the kinetics of the lime carbonation reaction and by the drying and wetting process in the mortar. Another report on experimental results of CaCO₃ precipitation kinetics can be found in [107] by ROQUES and GIROU. Similar studies by HOUST and WITTMAN are on the influence of porosity and water content on the diffusivity of CO₂ and O₂ through hydrated cement paste [77] and on depth profiles of carbonates formed during natural carbonation [78]. The article [48] by DESPOTOU ET AL. deals with reaction mechanisms in mortars and the diffusion and reaction speeds during the carbonation process. An also rather experimental investigation of the physicochemical characteristics of ancient mortars with comparison to a reaction-diffusion model by ZOURIDAKIS ET AL. appeared in [132]. A slightly different reaction involving also sulfur is studied in [30] by BÖHM ET AL. where the corrosion in a sewer pipe is modeled as a moving-boundary system. By the same authors also appeared a strategy for predicting the penetration of carbonation reaction fronts in concrete [94].

A couple of references deal distinctively with geochemical reactions. One of them by GATICA ET AL. [57] is of mathematical nature and contains nonlinear reaction terms (see 2. in Subsection 2.2). It studies the interaction between chemical reaction and natural convection in porous media. A global driving force for natural convection are thermal or concentration gradients applied to the boundaries of the system. As changes in the density lead to natural convection, chemical reactions can provide a driving force for secondary flows. The critical value for the onset of instabilities is found by performing a linear stability analysis. A similar stability analysis has been performed by ALBERS [4] showing the stability behavior of flows within the above-mentioned adsorption/diffusion model for porous materials [1,3]. A comprehensive book on geochemical reaction modeling is by C. M. BETHKE [25]. He presents a variety of model types of which each imposes on the system some variant of equilibrium but differs from others in the manner in which mass and heat transfer are specified. He mentions closed-system models in which no mass transfer occurs and titration models where one or more reactants are gradually added to the equilibrium system, as might occur as the grains in a rock gradually react with a pore fluid. Further types are fugacity models which are applied to geochemical processes in which a fluid remains in contact with a gaseous phase or kinetic reaction models. These are such in which the rates at which minerals dissolve into or precipitate from the equilibrium system are set by kinetic rate laws. Moreover, local equilibrium models, as for example a flow-through reaction path, are mentioned. In such a path, the model isolates from the system minerals that form over the course of the calculation, preventing them from reacting further. The last type of models are continuum models. BETHKE describes them as a natural marriage of local equilibrium and kinetic models used to describe the mass transport in hydrology and various fields of engineering. As an example of a model which predicts the distribution in space and time of the chemical reactions that occur along a groundwater flow path he mentions the book by J. BEAR [20]. For formulations either for systems involving dissolution and precipitation of minerals or those accounting for surface adsorption reactions he refers to publications of P.C. LICHTNER [87], [88]. Lichtner’s works point to a model based on the reaction path approach developed for geochemical systems by H.C. HELGESON [72,73]. In this method an initial assemblage of minerals reacts irreversibly with an aqueous solution. A further work of HELGESON together with W.M. MURPHY [74] directly focuses on the influence of the surface area in geochemical processes. The dependence of adsorption-diffusion processes on this parameter and on bulk and surface permeabilities has been investigated also by ALBERS in [2]. LICHTNER [87] points out that the rates of reversible heterogeneous reactions are independent of the surface area. He differs between reactions which can be considered locally in equilibrium and are reversible and others which require kinetic description and are irreversible. Setting up his equations he also follows J. BEAR [20]. The model of LICHTNER doubtlessly makes acceptance of several restrictive adoptions (e.g., the immobility of the solid, the restriction to Darcy’s law etc.), but it is one of the few models which is complete and also verified to really describe simultaneous chemical reactions and mass transport in hydrothermal systems. Thus, another reference to this model is quoted [86] and also data of a work by C.I. STEEFFEL ET AL. which shows the outcome of the model [116]. In [103] P.A.C. RAATS reflects on
applications of the theory of mixtures in soil physics. He points out that each of the phases of a porous medium is itself a mixture. The solid phase is a mixture of numerous inorganic and organic constituents, many of which are positively or negatively charged. Then there is the gaseous phase whose composition may deviate from that of the atmosphere above the soil surface. Moreover, there is the aqueous phase which is a dilute aqueous solution, balancing the charges of the solid phase and being strongly buffered by the solid and gaseous phases. For the roots of plants the soil is a resilient provider of nutrients and receiver of excrements. Therefore, for many purposes it is useful to regard the root system itself as an additional phase of the mixture.

Also in application to phase transitions models for porous media stemming from mixture theory are used, e.g., the above-mentioned paper by Ricken et al. [106] on concentration driven phase transitions with application to methane oxidation in landfill cover layers or a paper by Bluhm et al. [29] on phase transitions under freezing-thawing load in porous media.

5 Conclusions and outlook

It got obvious that a number of scientists dealt with the problem of chemical reactions in mixtures and porous media. In order to formulate a general model, it is necessary to regard the governing rules stemming from thermodynamics. However, there are still several open questions even if the topic is relevant already for a long time and many works to it appeared already fifty years ago. One of this open questions is the temperature: do the constituents of a mixture possess a common temperature or do the constituents have own different temperatures which have to be considered as partial temperatures? Another open question is the exploitation of the second law of thermodynamics. While there is consensus for mixtures of fluids that a couple of methods are applicable, for mixtures containing solids not all methods are accepted. Especially the often used method after Coleman and Noll has been shown not to be entirely correct for solid–fluid mixtures. Nevertheless, applications of this method to such mixtures yielded not totally absurd results. In this case, one can easily circumvent the problems without additional expense in using the method after Liu for which the correctness has been proved also for solid–fluid mixtures. More difficult is the choice of the form of the chemical potential. There exist several suggestions for its introduction and it is by no means clear which of the formulations is correct and yields reasonable results. All the approaches shown in this paper have been introduced, in fact, without verification on a practical example. This is different for the models shown in the last subsection of the paper. These models are all created for a special application, and it was accepted that these models are partly strongly restricted. If one focuses on one special process, this is fair enough, but if one wants to describe several occurrences with one model—as, for example, both the above-mentioned carbonation process and also chemical reactions occurring in reaction walls—it is necessary to formulate it more generally. Thus, in future work a model describing both diffusion and chemical reactions on the basis of the mixture theory will be developed.
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