Developing a Machine Learning prediction model for bedside decision support by predicting readmission or death following discharge from the Intensive Care unit
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Abstract

Background

Unexpected ICU readmission is associated with longer length of stay and an increase in mortality. Real time support systems could prevent untimely discharge from the ICU. We aim to develop a machine learning model for implementation at the bedside by predicting the risk of ICU readmission or death at time of potential discharge, showing feature importance and visualizing day-to-day changes in risk.

Methods

Data from adult patients, admitted to our mixed surgical-medical ICU between 2004 and 2016, were used in the analysis. Patient characteristics, clinical observations, (automated) physiological measurements, laboratory studies and treatment data were considered as model features. Different supervised learning algorithms were trained to predict ICU readmission and/or death, both within 7 days from ICU discharge, using 10-fold cross-validation. Feature importance was determined using SHapley Additive exPlanations. We constructed readmission probability-time curves to identify subgroups.

Results

Our dataset included 14,105 admissions. The combined readmission/mortality rate within seven days of ICU discharge was 5.3%. Using Gradient Boosting, the model achieved a Receiver Operating Characteristic AUC of 0.802 (95% CI 0.789-0.816) and a Precision-Recall AUC of 0.198 (95% CI 0.185-0.211). The most predictive features were well-known parameters, including physiological parameters, as well as less apparent features like nutritional support. Impact analysis using probability-time curves identified specific patients groups, that might lead to a change in discharge management with a relative risk reduction of 17%.

Conclusions

We developed a model that can accurately predict readmission and mortality after ICU discharge. Impact analysis showed that a relative risk reduction of 17% could be achievable. Given the large and increasing number of ICU admissions worldwide, this modest reduction may have significant impact
Background
The intensive care unit (ICU) is a well-equipped and well-staffed environment where treatment is delivered to patients that is not readily available elsewhere in the hospital. Thus, there is a so-called treatment gap between the ICU and the general hospital ward. Therefore, the decision to discharge patients from the ICU to the hospital ward following clinical recovery is often both challenging for the ICU team with respect to optimal timing and stressful to patients due to lack of continuous monitoring and lower availability of nurses and physicians on the ward [1]. The transition of care to different healthcare providers in a less monitored environment may lead to preventable errors and adverse events, including ICU readmission and death [2, 3]. In addition, unexpected ICU readmission is associated with longer length of stay and an increase in mortality [4, 5].

ICU readmissions may be prevented by delaying discharge from the ICU, though optimal timing is subject of debate [6, 7]. To complicate matters, ICU stays that are unnecessarily long, prevent timely admission of other patients requiring ICU treatment which may affect their outcome. This problem may be especially prominent in tertiary teaching hospitals where ICU capacity is often strained [8]. Thus, preventing untimely ICU discharge is of pivotal importance.

The decision to discharge a patient from the ICU is usually based on clinical judgment using experience, clinical intuition, physiological parameters and scores to assess severity of illness and specific criteria, such as the need for mechanical ventilation or vasoactive medication [9–12]. However, the decision is also influenced by ICU capacity and pressure for beds as suggested by the fact that after-hours discharge is strongly associated with higher rates of readmission and mortality [7, 13]. To reduce the incidence of untimely ICU discharge, current guidelines suggest the use of checklists and explicit criteria for discharge, but marked heterogeneity in implementation and compliance exists [6, 14].

Real time decision support systems using prediction models that interact with electronic patient records at the bedside could be a promising solution to prevent untimely discharge from the ICU. Given the complexity of the decision and taking into account the vast amount of data gathered
routinely in the ICU, machine learning is particularly suited for this task. Indeed, recent years have witnessed several attempts to develop these models [10, 15–27]. However, none of these models seem to have been specifically developed with the intention to directly implement them within the context of existing electronic health records to deliver real-time decision support at the bedside. In fact, to the best of our knowledge, none of these models are currently in clinical use.

Therefore, our aim was to develop a machine learning model to predict readmission or death following discharge from the Intensive Care unit. We intended to greatly emphasize the need for the model to provide trends for its predictions and to provide the clinician insight in those predictions. In addition, it was imperative that the model used clinically relevant features that are readily available through interfaces with existing electronic health records allowing for implementation at the bedside. These considerations implied that it was of invaluable importance that the model was developed in close cooperation with experienced intensivists.

**Methods**

Anonymized data was extracted from the Patient Data Management System (MetaVision, iMDsoft, Tel Aviv, Israel) and administrative databases of Amsterdam UMC, location VUmc, Amsterdam, The Netherlands. VUmc is a 733-bed tertiary care hospital with a 24-bed mixed surgical-medical ICU. Data from patients older than 18 years and admitted to the ICU between 2004 and March 2016 were included in the analysis. ICU admissions longer than 30 days were excluded, because these patients typically followed a discharge workflow that is more closely coordinated with the receiving ward.

**Endpoints**

The primary outcome was ICU readmission and/or death, both within 7 days of ICU discharge. This composite outcome was chosen because both are likely to influence the decision to discharge patients from the ICU and because they are competing risks. ICU readmission was defined as a transfer from the ICU to the general ward and back to the ICU or our Medium Care (high dependency) unit (MCU) during the same hospital stay. Palliative care patients and patients with do-not-resuscitate or do-not-intubate orders were excluded from the analysis. Patients transferred to other hospitals were also excluded.

**Feature engineering**
Patient demographics (e.g. age, sex), clinical observations (e.g. nursing scores, Glasgow Coma Scale score), automated physiological measurements from devices (e.g. patient monitor, ventilator, continuous renal replacement therapy), laboratory studies, medication (e.g. sedatives, vasopressors) and other support (e.g. enteral feeding, intermittent haemodialysis) were considered as input for the model. Extensive discussions in expert sessions with intensivists and visual analysis using heat maps on all available variables in the dataset were used to determine potential features. Demographics and characteristics of the admission (e.g. length of stay or time spent at the hospital before the ICU admission) were directly used as features. For variables that were measured or documented multiple times during the admission (e.g. all other input data), extensive pre-processing was performed in order to extract informative features on which to train the model. Since there is a large difference in sample frequency of the data, from data that is captured automatically every minute (devices) to scores that are performed only once a week if ever, we specifically chose aggregation functions that could capture trends, extremes and availability for all relevant features. The choice of feature aggregates was inspired by previous work [10, 18, 25] and we expanded the choice with additional aggregates that we suspected to be predictive (Additional file 1: Feature Engineering section with Table S1 and S2). Missing values were imputed using mean imputation. Additionally, we created features indicating whether or not a specific variable was measured and features indicating how often this variable was measured to allow informative missingness to be modelled.

Model development
After feature engineering, the total number of features was initially 5,466 per patient. Model development and analysis was performed using scikit-learn on Python [28]. Using scikit-learn Pipelines, feature selection, scaling and model training were performed sequentially with stratified 10-fold cross-validation. Feature selection was performed using Logistic Regression with an L1 penalty [29]. The regularization parameter was optimized using grid search. Only the features receiving a non-null coefficient were included in the final model. Features were scaled to a distribution with zero mean and standard deviations equal to 1 before training the models. The incidence of our combined endpoint is relatively low compared to an uneventful (good) outcome, also known as an imbalanced
dataset. We apply both traditional logistic regression and various machine learning algorithms to study which method leads to the most accurate results for this type of prediction problem. Algorithms were trained to predict the outcome using grid search to optimize hyperparameters (Additional file 1: Hyperparameter Tuning section and Table S3).

Performance
Model performance was measured using 10-fold stratified cross-validation. Since the primary outcome is an imbalanced class, we constructed both the Receiver Operating Characteristics (ROC) curve as well as the Precision-Recall (PR) curve, and calculated the areas under these curves (AUC) [30, 31]. To compare the performance of our model, we also trained an additional model for which the classification was based entirely on the Stability and Workload Index for Transfer (SWIFT) score, which has been designed to predict readmission after ICU discharge [9]. In addition, we evaluated the effect of feature engineering on model performance.

Feature importance
To determine feature importance, we used SHapley Additive exPlanations (SHAP) [32, 33]. SHAP determines for each patient individually the contribution of all features to that patient’s prediction and thus can be used to interpret the model’s prediction for an individual patient for complex machine learning algorithms.

Sensitivity analysis
A number of intensive care societies advocate using ICU readmission within 2 days of discharge as a quality indicator [34]. To evaluate robustness of our model design, we retrained the model on the composite outcome after 2 days and compared performance and feature importance with our model developed for 7 days.

Clinical relevance and impact
We used decision curve analysis to quantify the usefulness of our model based on the net benefit, defined as the difference between the true positives (actual readmissions/deaths) and the false positives (incorrectly identified patients, that could have been discharged), corrected by a factor determined by a threshold the clinician chooses to accept: the readmission probability (Additional file 1: Fig. S1) [35, 36].
To explore potential clinical impact, we first divided patients into (1) short stay patients and (2) long stay patients. Short stay patients (66% of the patients) were defined as patients with an ICU length of stay of less than two days, whereas long stay patients (34% of the patients) were patients with an ICU length of stay of two or more days. Using decision curve analysis, a clinically reasonable risk threshold was chosen to further divide the short stay patients into two subgroups: (a) high risk patients: patients with a combined risk of more than 6% of the primary outcome at the moment of discharge and (b) low risk patients: patients with a combined risk of less than 6% of the primary outcome at the moment of discharge. For long stay patients, we assessed potential clinical impact based on analysis of readmission probability-time curves. These were obtained by using our prediction model to calculate the probability of the primary outcome for each day of ICU stay, thus describing its variation throughout the admission. It should be noted, however, since the model was trained on features of patients that were actually discharged, a low predicted probability doesn’t necessarily imply that a patient is ready for discharge, since other conditions, such as the need for mechanical ventilation or vasoactive drugs may prevent this.

Finally, we explored the impact of our model on readmission rates and length of stay using two scenarios. In the first scenario we assume that the readmission rates of the groups that will be kept in the ICU longer to drop with 15% and in in the second scenario to drop by 30%.

Results
After excluding patients that did not survive their first ICU admission and ICU admissions longer than 30 days, our data set included 14,105 admissions (Table 1). Most patients were ventilated and received vasoactive drugs during their admission: 86.3% and 68.2% respectively. The combined readmission/mortality rate within seven days of ICU discharge was 5.3%, while the readmission and mortality rates were 4.3% and 1.2%, respectively. As expected, patients that where readmitted or died within 7 days of ICU discharge were more often emergency patients (65 vs. 43%) and had a longer initial length of stay (6.4 vs 5.1 days). In addition, patients that died within 7 days of ICU discharge were older (63.2 vs 71.5 years).
Table 1

Study population. Patients are grouped by outcome events after ICU discharge: readmission and/or death within 7 days of discharge. SD Standard deviation. SOFA Sequential Organ Failure Assessment; score ranges from 0 to 24; higher ranges indicate greater severity of illness. MEWS Modified Early Warning Score; score ranges from 0 to 14; higher ranges indicate more abnormal physiological variables [42]; SWIFT Stability and Workload Index for Transfer; score ranges from 0 to 64; higher ranges indicate higher readmission risk [9]. Note: classification in Surgical/Medical admissions was only available for patients admitted in 2010 and later.

| Characteristic                          | Total       | No events   | Readmission and/or death | Readmission only | Death only |
|----------------------------------------|-------------|-------------|--------------------------|------------------|------------|
| ICU admissions, n (%)                  | 14105 (100) | 13354 (94.7)| 751 (5.3)                | 610 (4.3)        | 173 (1.2)  |
| Demographics                           |             |             |                          |                  |            |
| Age, years, mean (SD)                  | 63.3 (15.3) | 63.2 (15.3) | 65.0 (15.5)              | 63.5 (15.4)      | 71.5 (13.5)|
| Female, n (%)                          | 4439 (32.1) | 4180 (32.0) | 259 (34.9)               | 206 (34.2)       | 71 (41.5)  |
| Body Mass Index (BMI), kg/m^2, mean (SD) | 26.3 (4.9)  | 26.4 (4.9)  | 25.1 (4.8)               | 25.1 (4.8)       | 24.7 (4.9) |
| Admission type                         |             |             |                          |                  |            |
| Surgical, n (%)                        | 3691 (66.7) | 3529 (67.9) | 162 (48.5)               | 150 (53.8)       | 22 (29.7)  |
| Emergency admission, n (%)             | 6247 (44.3) | 5761 (43.1) | 486 (64.7)               | 368 (60.3)       | 139 (80.3) |
| Length of stay, days, mean (SD)        | 3.5 (5.2)   | 3.3 (5.1)   | 5.5 (6.4)                | 5.0 (6.1)        | 6.8 (7.1)  |
| Supportive Care                        |             |             |                          |                  |            |
| Received mechanical ventilation, n (%) | 12172 (86.3)| 11592 (86.8)| 580 (77.2)               | 474 (77.7)       | 130 (75.1) |
| Received vasopressors/ino tropes, n (%)| 9623 (68.2) | 9082 (68.0) | 541 (72.0)               | 440 (72.1)       | 122 (70.5) |
| Risk Scores                            |             |             |                          |                  |            |
| SOFA max, during admission, mean (SD)  | 4.4 (4.2)   | 4.3 (4.1)   | 5.7 (4.7)                | 5.6 (4.6)        | 6.2 (5.0)  |
| MEWS at admission, mean (SD)           | 3.0 (1.9)   | 3.0 (1.9)   | 3.6 (2.1)                | 3.5 (2.1)        | 4.0 (2.2)  |
| SWIFT score at discharge, mean (SD)    | 6.4 (5.0)   | 6.4 (4.9)   | 5.9 (5.9)                | 5.9 (5.9)        | 5.6 (6.1)  |

Figure 1 shows model performance using different machine learning algorithms. The Gradient Boosting and the Support Vector Machine (SVM) were the highest performing algorithms. Logistic Regression showed good performance as well, suggesting that pre-processing and feature-engineering enabled the algorithm to be sensitive to non-linear effects and, thus, to perform similar to more complex algorithms. Using Gradient Boosting, our model achieved an area under the ROC curve of 0.802 (95% CI 0.789–0.816) and an area under the Precision-Recall (PR) curve of 0.198 (95% CI 0.185–0.211, baseline PR AUC 0.053). Performance did not improve significantly by combining the prediction of separate models for readmission and mortality (Additional file 1: Table S4). When
validated on our cross-validation set, all algorithms performed better than the logistic regression model developed using the SWIFT score. The additional value of some feature engineering, such as squaring the features, was non-significant especially for the Gradient Boosting algorithm (logistic regression, AUC ROC without squared features: 0.782 vs with squared features: 0.79; Gradient Boosting without squared features: 0.800 vs with squared features: 0.802).

The distribution of the predicted outcomes for the Gradient Boosting model is shown in Fig. 2. The group with a readmission/mortality event has a much wider predicted probability distribution extending up to almost 0.7 (70%), while in the no event group predicted probabilities are mostly below 0.2 (20%), suggesting that the model is clearly capable of separating the groups. The overlap in the low probability range shows that still a number of patients falsely receive a low probability, even though they have been readmitted and/or died.

An overview of features for the Gradient Boosting model to predict ICU readmission/mortality within seven days of discharge is shown in Table 2. Figure 3 shows the distribution of SHAP values of the most predictive features in the Gradient Boosting model. Most features are well known parameters, such as type of patient (elective surgery), physiological variables (respiratory rate, mean arterial pressure, urine output, oxygen requirements) but also less apparent features such as the need for tube feeding have a significant effect on the predicted risk.
Table 2
Features used as input for the final Gradient Boosting model after manual selection, Logistic Regression with an L1 penalty and training using 10-fold cross-validation. The number of features includes aggregations of primary features.

| Feature category                  | Examples                                                                 | Number of features |
|----------------------------------|--------------------------------------------------------------------------|--------------------|
| General information              |                                                                          |                    |
| Patient characteristics          | age, length, weight on admission                                         | 4                  |
| Admission information            | origin department, destination department                                | 5                  |
| Laboratory results               |                                                                          |                    |
| Blood gas analysis               | pH, actual bicarbonate, partial CO₂ pressure (PₐCO₂), arterial oxygen saturation | 10                 |
| Haematology                      | haemoglobin, white blood cell count, platelet count, activated partial thromboplastin time (APTT), prothrombin time (PT) | 28                 |
| Routine chemistry                | blood glucose, blood lactate, c-reactive protein (CRP), albumin, potassium, creatinine | 36                 |
| Cardiac enzymes                  | creatinine kinase, creatinine kinase-muscle/brain (CK-MB), troponin-T, NT-proBNP | 9                  |
| Liver tests                      | bilirubin, alanine aminotransferase (ALAT), aspartate aminotransferase (ASAT), alkaline phosphatase | 14                 |
| Urinalysis                       | sodium, potassium                                                        | 4                  |
| Vital signs and Device data      |                                                                          |                    |
| Circulation                      | heart rate, mean arterial blood pressure, mean non-invasive blood pressure, pulse pressure, temperature, central venous pressure | 43                 |
| Respiration                      | fraction of inspired oxygen (F₂O₂), oxygen saturation, positive end-expiratory pressure (PEEP), tidal volume | 40                 |
| Clinical observations and scores |                                                                          |                    |
| Neurology                        | Glasgow Coma Scale-score (GCS), Richmond Agitation-Sedation Scale (RASS), pupil response, Confusion Assessment Method for the ICU (CAM-ICU), Delirium Observation Screening (DOS) | 24                 |
| Respiration                      | supplemental oxygen, bronchial suctioning, coughing reflex, PₐO₂/FₐO₂ | 12                 |
| Nephrology                       | urine output, fluid balance                                              | 3                  |
| Scores                           | Nursing activity score (NAS)                                             | 1                  |
| Diagnostics and Therapeutics     |                                                                          |                    |
| Lines, drains and tubes          | arterial line, renal replacement catheter, nasogastric feeding tube, urine catheter, endotracheal tube | 7                  |
| Medication                       | anti-infectives, anti-bacterials, cardiovascular, feeding                | 8                  |
| Total                            |                                                                          | 233                |

After retraining the model to predict ICU readmission and/or mortality within the first 2 days, analysis does show a significant drop in performance (ROC AUC 0.73), which is expected since our 7-day model post-discharge included relatively more patients that died (2 days mortality is 0.3% vs. 1.8% readmission, 7 days mortality 1.2% vs. 4.3% readmission), which has shown to be more predictable
Interestingly, there is a substantial shift in predictive features for our 7-days model, compared to predicting the outcome after 2 days. For our 7-days model CK-MB (number of measurements per day), serum albumin (maximum value last 24 hours) and anti-infectives (time since treatment) are important predictors, but not for the 2-days model, where supplemental oxygen (last value during the last 24 hours) and white blood cell count (average last 24 hours) are most predictive.

Using decision curve analysis (Fig. 4), it’s possible to identify the additional value of using the model compared to other strategies by showing the net benefit for a range of thresholds. The threshold is determined by how an intensivist weighs untimely discharging patients (false negatives) compared to unnecessarily keeping patients on the ICU (false positives). For example, using a threshold of 5%, we consider an untimely discharge 19 times more important than a unnecessarily prolonged stay. The discharge all line shows the strategy of discharging patients based on current practice, which has a net benefit of 0. The discharge none line shows the theoretical strategy of not discharging any patient from the ICU, which will only lead to a significant net benefit when using very low thresholds thereby leading to many unnecessarily and undesired prolonged stays. Using our prediction model (blue line), we can demonstrate that for clinically relevant thresholds (~ 3 to ~ 30%) net benefit is higher (green area) than the default strategies of discharge all or none.

For long stay (two or more days) patients, on average, predicted readmission probability decreased as patients get closer to ICU discharge. However, there was large variation between patients. Based on decision curve analysis, we chose a threshold of 6% to identify high-risk patients, and used a 2% percentage point change in risk, the population average daily risk change, to identify different subgroups. Using these criteria, we identified five subgroups: 2a to 2e. Figure 5 shows readmission probabilities for those subgroups at different time points of ICU admission. Table S5 and the Impact Analysis section in Additional file 1 give detailed definitions for these groups, but in short, group 2a represents patients that have a relatively high-risk (> 6%) but were improving by at least 2% points; group 2b have a high risk but were improving by < 2%, group 2c are low-risk (< 6%) patients, group 2d patients recently improved towards a low-risk and group 2e patients are worsening (high-risk and increase in risk by > 2%). In our impact analysis, we suggest discharge strategies based on these
groups, either postponing discharge, discharging as planned or even a day earlier. Using two possible scenarios, we show that integrating the readmission probability-time curve in a discharge workflow and changing management for high risk short stay patients (group 1b) and long stay groups 2a, 2c and 2e could lead to a decrease of up to 17% in readmission rate with an increase of only about 1.8% in average length of stay (Additional file 1: Impact Analysis section).

Discussion
In this paper we describe the development of a machine learning model for supporting ICU discharge with good performance using routinely collected ICU data. By using feature importance techniques and displaying risk prediction for readmission and mortality throughout the admission, application of our model as a bedside decision support tool seems feasible.

Several attempts to develop prediction models to prevent untimely discharge from the ICU for general adult intensive care patients have been made previously [10, 16–19, 21, 23–26, 37]. Earlier models use logistic regression for prediction focusing on very few parameters, whereas the newer models use more advanced machine learning algorithms (Additional file 1: Table S8). Our Gradient Boosting machine learning model represents an improvement over the models reported in the literature in terms of ROC AUC and outperforms the purposely built SWIFT score when validated on our own data set. The improvement in performance is modest and by choosing a time window of 7 days post-discharge more patients have been included that died after discharge, which is a more predictable task [25]. However, given the large and increasing number of ICU admissions worldwide, this modest reduction may have significant impact for patients and society.

Our paper has several strengths. Firstly, compared to the current literature, we performed more extensive feature engineering. Unsurprisingly, this allowed the logistic regression model to perform very similar to the Gradient Boosting model. Extending the feature engineering with for example log or inverse transformations and interactions between individual features would potentially further improve the performance of the logistic regression model towards the performance of the Gradient Boosting model.

Secondly, and perhaps more importantly, for most predictive models formal evaluation or bed side
implementation is currently lacking [38]. Based on our previous experience, developing a bed side decision support tool requires designing a model, pipeline and software with clinical implementation in mind [39, 40]. For predictive models, this involves close collaboration between intensivists and data scientists for extensive feature engineering with a focus on features that are available in real-time, innovative approaches with respect to interpretability, actionable insights and feature importance, as well as extensive performance evaluations and impact analyses.

Our paper also has some limitations. Firstly, performance was measured using internal cross-validation only and not on a separate test group. We specifically chose this approach because of the low incidence of adverse outcomes in our dataset and using a separate test set would further reduce the power during model development. Since many published models show moderate to good performance on data they were trained on, our next step to implement our model is to validate it on our current electronic health records and on data from other hospitals.

Secondly, in our Dutch setting, where ICU capacity is strained, we specifically chose to target readmissions and mortality until 7 days after ICU discharge to include patients that might suffer from complications that typically occur later, for example respiratory failure or sepsis and not the quality indicator of ICU readmission after 2 days. Since the performance of the retrained model outcome after 2 days dropped significantly, this does show that predicting early readmissions is a more difficult task.

Thirdly, predicting and possibly preventing readmissions may not influence outcome in some health care systems. In fact, even unexpected ICU readmissions may not unequivocally lead to an increase in hospital mortality as some authors have shown in a prospective study [41]. In addition, by only using routinely collected ICU data, some data that might be predictive of our endpoint, such as pre-hospital status or detailed reasons for (re)admission, could not be used to further improve performance.

For imbalanced datasets, the area under the ROC curve, which is often the only metric reported, may not be a good indicator of model performance. The reason for this is that the ROC curve is influenced by the large number of true negatives, which are clinically less relevant since those are patients that do well. False positive rate (1 – specificity), which forms the x-axis of the ROC curve, is calculated as
false positives / (false positives + true negatives). In our case with a high number of true negatives, this will push the curve upwards and to the left, thereby increasing the area under the curve, which will give an overly optimistic view of model performance [30, 31]. The PR curve does not suffer from this limitation since precision, also known as the positive predictive value, is equivalent to true positives / (true positives + false positives) and therefore not influenced by the large number of negatives. In addition, for a perfect model, the area under the PR curve equals 1, similar to the ROC curve, but whereas the baseline AUC is fixed at 0.5 for the ROC curve, for the PR curve this baseline AUC equals the proportion of the ‘positives’ or in our case 0.053 (5.3% combined outcome of readmission and mortality). The PR curve (Fig. 1b) shows that the area under the curve (0.198) is much better than the baseline AUC of our combined outcome of 5.3% (0.053), but also that there is still room for improvement, even for the complex models we describe. Unfortunately, reporting of PR curves is rare in medicine [30] and they are also unavailable for previously developed models targeted at prevention of untimely ICU discharge. This makes rigorous comparisons with our model cumbersome. Given the rapid progression of the field, it is likely that many more classification algorithms will be published for intensive care medicine. As imbalanced datasets are the norm in this setting, it is essential that both ROC and PR curves will be reported for future machine learning studies in the context of intensive care medicine.

Good model performance alone, is insufficient for a useful bedside tool on the ICU. Whether a model will be adopted in clinical practice will also depend heavily on ease of use as well as on the trade-off between the cost associated with a readmission (mortality, length of stay) and the cost of an unnecessary prolonged stay (length of stay, cancelled elective surgery or denied admissions). For the distinct groups of patients that we identified earlier using readmission probability-time curves, we showcase in our explorative impact analysis that using these curves may improve discharge management by preventing readmissions and deaths from premature ICU discharge with only a small increase in total length of stay. Furthermore, when a fraction of the patients that do not seem to improve during the last days of the admission (group 2b in Fig. 5) might even be discharged earlier as a consequence of using our model, the impact could potentially include both a reduction in total
length of stay as well as a reduction in readmission rate. The promising result of our explorative analysis of clinical impact and the vast potential benefit for our future critically ill patients have prompted us to proceed with validation and implementation of our model at the bedside in Amsterdam UMC.

Conclusions
Our findings showed that the vast amount of data stored in ICU electronic health records can be used to develop a model that can accurately predict readmission and mortality after ICU discharge. By using readmission probability-time curves, our analysis showed that the model may decrease the readmission rate with a modest relative risk reduction of up to 17% while only minimally increasing the average length of stay.
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Figures
Figure 1

Model performance for different algorithms. The performance of the ICU readmission and mortality model is shown by using the Receiver Operating Characteristic curve (Fig. 1a) and Precision-Recall curve (Fig. 1b). The AUC of both curves and the number of features used in the model are shown in Fig. 1c. The SWIFT score is added for comparison. AUC area under the curve. PR Precision-Recall curve. CI Confidence interval. ROC Receiver Operating Characteristic
Distribution of the predicted combined readmission and mortality probability for patients in the cross-validation set. Patients that have been readmitted or died within seven days are plotted in red while the no event group in green. The two groups are normalized so that the area under each curve is equal to 1, since the number of patients in the readmission/mortality group is much smaller than the no event group. Patients in the readmission/mortality group receive higher probabilities (up to 0.7) than the no event group, but there is an overlap between the two groups.
Feature importance. For the Gradient Boosting model feature performance is plotted for the first twenty features using SHAP. For each feature, each red or blue dot represents the impact of that feature on the prediction for that patient. Red dots represent patients with a high value for the specific feature, while blue dots represent patients with a low value for the specific feature. Red dots on to the right side of the distribution indicate that high values of the feature are associated with a high risk of readmission or mortality. Conversely, blue dots on the right side of the distribution indicate that low values of the feature are associated with a high risk.
Decision curve analysis for our model showing net benefit for different scenario’s. The discharge all line shows the strategy of discharging patients based on current practice, which has a net benefit of 0. The discharge none line shows the strategy of not discharging any patient from the ICU, which will only lead to a significant net benefit when using very low thresholds, leading to many unnecessarily prolonged stays. Using our prediction model (blue line), we can demonstrate that for clinically relevant thresholds (~3 to ~30%) net benefit is higher (green area) than the discharge all or none strategies.
Mean readmission probability at different moments of ICU admission. The solid black line is the average among all patients with an ICU length of stay of at least 5 days. The coloured lines are the average for 5 different groups of patients. See the Impact Analysis section in Additional file 1 for the definition of the groups.

Supplementary Files
This is a list of supplementary files associated with this preprint. Click to download.
ML_ICU_readmission_Additional file 1.docx
