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Abstract—In this work we address the issues of probabilistic modelling of the decoding errors in hybrid ARQ (HARQ) rounds. In particular we i) claim that the assumption of independence of decoding errors, used implicitly in various works on this subject, is an approximation, and ii) propose equally simple but much more accurate method to calculate the probability of the sequence of decoding errors. The model we propose is useful from the point of view of performance evaluation, system-level simulation, and/or link adaptation. Its simplicity leads also to closed form expression for the outage probability and for the average number of transmissions in block-fading channel.

Index Terms—hybrid automatic repeat request, HARQ, ARQ, repetition redundancy, incremental redundancy, maximum ratio combining, MRC, Chase combining.

I. INTRODUCTION
Modern wireless systems use HARQ protocols to deal with unavoidable transmission errors in noisy and unpredictably varying channels. HARQ is a “handshaking” protocol where the receiver uses a feedback channel to inform the transmitter about a successful decoding of the transmitted message via a positive acknowledgment (ACK).

To deliver a message, HARQ relies both on channel coding and on retransmissions which are carried out in response to the decoding errors. The latter are indicated by a negative acknowledgment (NACK), which triggers a new HARQ round. During each round a coded message is transmitted. Multiple HARQ rounds may be necessary to deliver the message and they stop upon a reception of ACK, when the transmitter sends a new encoded message.

In order to characterize the performance of the HARQ, the probabilistic model of decoding errors has to be known; in this work we propose such a model that is simple and accurate, and we compare it against the existing alternatives.

In this work, we focus on repetition redundancy HARQ (RR-HARQ) (sometimes referred to as Chase combining HARQ [1]), where the same codeword is transmitted (i.e., repeated) in each round. Receiver in RR-HARQ performs a maximum ratio combining (MRC) of the signals received in various rounds, and the probability of the decoding error in the \( k \)th round, \( P_r \{ \text{ERR}_k \} \), depends then on the accumulated signal-to-noise ratio (SNR) (the sum of SNRs observed in \( k \) subsequent rounds). However, when analyzing HARQ, we are mostly interested in the probability of the errors sequence \( f_k \triangleq P_r \{ \text{ERR}_1, \ldots, \text{ERR}_k \} \) which, in general, depends not only on the accumulated SNRs but also on the SNRs in all \( k \) rounds.

We need to calculate the errors sequence probability \( f_k \) in various cases such as

- **Performance evaluation**, where we must evaluate \( f_k \) in order to find the important parameters of the HARQ-based transmission, such as the throughput or the average delay [2].
- **System-level simulation**, where, in order to model the behaviour of systems with many users, a prohibitively complex decoding of users’ packets is replaced by a probabilistic model of the decoding errors, which are then generated pseudo-randomly according to the probability \( P_r \{ \text{ERR}_k | \text{ERR}_{k-1}, \ldots, \text{ERR}_1 \} = f_k / f_{k-1} \) [3 Sec. A.2.2] [4].
- **Link adaptation** where resources (such as power or bandwidth) are optimized to attain the target performance often defined in terms of the conditional probability \( f_k / f_{k-1} \) or the final communication failure probability \( f_k \). In order to fulfill the requirement, and adequately assign resources (e.g., the power) the transmitter needs to predict the probability of decoding error.

The straightforward solution of calculating the errors sequence probability \( f_k \) consists in storing each conditional probability \( P_r \{ \text{ERR}_k | \text{ERR}_{k-1}, \ldots, \text{ERR}_1 \} \) in a multidimensional table indexed with SNRs, \( \text{snr}_1, \ldots, \text{snr}_k \). Such an approach was proposed for system level simulations in [3 Sec. A.2.2], however, it provides little insight into the functionality of the HARQ protocols where the analytical prediction of the error probability is much more useful.

To this end, a simple analytical model which assumes the threshold decoding is often used: it assumes that the error is declared only if the accumulated SNR is below the decoding threshold [4]. [5]. [6]. In this case, knowing the decoding threshold and the SNRs suffices to calculate the probability \( f_k \) [2]. [6].

However, while the threshold-decoding model is important from an information-theoretical point of view, it fails to capture the characteristics of practical encoders/decoders operating with finite-length codewords. This problem already gained attention and several previous works analyzed HARQ protocols operating with such “imperfect” decoders, e.g., [7]–[17]. The common idea of these works was to exploit the function relating the probability of decoding error to the SNR in a one-shot transmission (i.e., without retransmissions). Such a packet error rate (PER) function still has to be found by simulations/measurements but since this function is scalar the problem is greatly simplified.

In this work, we investigate how the PER function should be used to calculate the errors sequence probability. Despite
its simplicity and fundamental importance for the applications we mentioned, this question has not been yet addressed up front and the existing implicit models are inaccurate.

The main contributions of this work is to propose a new model of HARQ decoding errors (the so-called deterministic errors model), which is an accurate and formal upper bound on the error sequence probability \( f_k \). We also show that the model suggested in [13] and then used in [8]–[10], [12], [14]–[17] is based on the implicit assumption of errors independence and may severely underestimate the value of \( f_k \). Furthermore, we i) evaluate the bounding error in our model and ii) show how to use it to evaluate the average outage probability of receivers operating without channel state information (CSI) in independent, identically distributed (i.i.d.) block-fading channel.

The remainder of the paper is organized as follows: in Sec. II we define the operation of RR-HARQ, explain the objective of the work, and present the error model used in the literature. A new model of the decoding errors is then proposed in Sec. III. Analysis and examples of applications are shown in Sec. IV, and we conclude the work in Sec. V.

II. System model

Consider the transmission system where the information message \( m \in \{0, 1\}^{N_b} \) is encoded into a codeword \( x = \text{ENC}[m] \in \mathcal{X}^{N_c} \), where \( \mathcal{X} \) is a complex constellation. The nominal transmission rate is given by \( R = N_b / N_c \).

The communication may be carried in multiple rounds. The transmission in each round produces the outcome

\[
y_k = \sqrt{\text{snr}_k} x + z_k,
\]

(1)

where \( z_k \) models a Gaussian noise with zero-mean and unit variance and, modelling symbols in \( x \) as zero-mean unit-variance random variables, \( \text{snr}_k \) is the SNR experienced at the receiver at the \( k \)th round.

Since the same codeword \( x \) is transmitted in each round, the decoding result may be obtained from the all channel outcomes processed via MRC

\[
y[k] = \frac{1}{\sqrt{\text{snr}[k]}} \sum_{l=1}^{k} \sqrt{\text{snr}_l} y_l
\]

(2)

\[
y[k] = \sqrt{\text{snr}[k]} x + z[k],
\]

(3)

where

\[
z[k] = \frac{1}{\sqrt{\text{snr}[k]}} \sum_{l=1}^{k} \sqrt{\text{snr}_l} z_l
\]

(4)

is a unit variance Gaussian “effective” noise, and

\[
\text{snr}[k] = \sum_{l=1}^{k} \text{snr}_l,
\]

(5)

is the accumulated SNR; the MRC operation in (2) is also referred to as Chase combining [11, 2].

A. Error events

The result of the decoding after the \( k \)th round is based on channel outcomes in rounds \( 1, \ldots, k \), \( m_k = \text{DEC}_k[y_1, \ldots, y_k] \), and the decoding error is defined as

\[
\text{ERR}_k \triangleq \{ \hat{m}_k \neq m \}.
\]

(6)

If \( \text{ERR}_k \) occurs, the receiver sends a NACK, which triggers the next round. This continues until the maximum allowed number of rounds, \( K \), is reached or until there is no error in the \( k \)th round, i.e., \( \hat{m}_k = m \), which is confirmed with an ACK sent by the receiver.

Due to (3) the decoding based on \( y_1, \ldots, y_k \) reduces to

\[
\hat{m}_k = \text{DEC}[y[k]],
\]

(7)

i.e., the probability of decoding error may be characterized by the same PER function in each transmission

\[
\Pr \{ \text{ERR}_k \} = \text{PER} (\text{snr}_k).
\]

(8)

That is, even if the function \( \text{PER}(\cdot) \) depends on the encoding and decoding algorithms (and must be, in general, obtained by simulations/measurements), it is affected by the past channel SNRs \( \text{snr}_1, \ldots, \text{snr}_k \) only via accumulated SNR \( \text{snr}[k] \).

We also define the communication failure after \( k \) rounds through the errors-sequence

\[
\text{NACK}_k \triangleq \{ \text{ERR}_k, \text{ERR}_{k-1}, \ldots, \text{ERR}_1 \},
\]

(9)

which is the event after which the \( k \)th NACK is emitted by the receiver.

The probability of the communication failure is then given by

\[
f_k = \Pr \{ \text{NACK}_k \}
\]

(10)

\[
= \Pr \{ \text{ERR}_k, \text{ERR}_{k-1}, \ldots, \text{ERR}_1 \}
\]

(11)

\[
= \Pr \{ \text{ERR}_k | \text{NACK}_{k-1} \} f_{k-1}.
\]

This formulation can be used, for example, in system-level simulations where the error in the transmission of the \( k \)th round is generated using the probability

\[
\Pr \{ \text{ERR}_k | \text{NACK}_{k-1} \} = \frac{f_k}{f_{k-1}}.
\]

(12)

To calculate \( f_k \) we need to evaluate the joint distribution of the errors events, \( \text{ERR}_1, \ldots, \text{ERR}_k \) which, in general, is not known and difficult to acquire. Instead, we want to approximate (10) only using the known PER function \( \text{PER}(\cdot) \) defined in [8].

B. Independent error model

The following expression for the probability of communication failure after the transmission of the \( k \)th round was used in [13] Eq. (5)\footnote{It was used there as part of the expression for the throughput.}

\[
f_k \triangleq \prod_{l=1}^{k} \Pr \{ \text{ERR}_l \}
\]

(13)

\[
= \prod_{l=1}^{k} \text{PER}(\text{snr}_l).
\]

(14)
We note that (13) may be derived from (11), using (8), if we assume that the decoding errors are independent, i.e.,
\[
\Pr \{ \text{ERR}_k|\text{NACK}_{k-1} \} = \Pr \{ \text{ERR}_k \}. \tag{15}
\]
Under this “independent error” (IE) model, (12) becomes
\[
\Pr \{ \text{ERR}_k|\text{NACK}_{k-1} \} \approx \frac{\hat{f}_k}{f_{k-1}} = \text{PER}(\text{snr}_{[k]}). \tag{16}
\]

**III. Deterministic error model**

Since IE model was adopted in (13) without discussion and was further reused in other works, such as [8]–[10], [12], [14]–[17], we emphasize that (13) is strictly an approximation, that is \(f_k \approx \hat{f}_k\), which we formalize in the following.

**Proposition 1.** The decodings errors \(\{\text{ERR}_l\}_{l=1}^k\) are not independent.

**Proof:** For the proof it is enough to demonstrate existence of the operating conditions \(\text{snr}_1, \ldots, \text{snr}_k\) under which two errors e.g., \(\text{ERR}_k\) and \(\text{ERR}_{k-1}\), where \(k > 1\), are not independent, that is, for which the condition \(\Pr \{ \text{ERR}_{k-1}, \text{ERR}_k \} \neq \Pr \{ \text{ERR}_{k-1} \} \Pr \{ \text{ERR}_k \}\) does not hold.

Let us suppose that \(\text{snr}_k = 0\). Then \(y_{[k]} = y_{[k-1]}\), see (2), and thus \(\text{ERR}_{k-1} \implies \text{ERR}_k\) and then
\[
\Pr \{ \text{ERR}_{k-1}, \text{ERR}_k \} = \Pr \{ \text{ERR}_{k-1} \} > \Pr \{ \text{ERR}_k \} \Pr \{ \text{ERR}_{k-1} \} = \left( \Pr \{ \text{ERR}_{k-1} \} \right)^2. \tag{17}
\]

In more general terms, the dependence between the events \(\text{ERR}_{k-1}\) and \(\text{ERR}_k\) is caused by the correlation of the effective noises \(z_{[k-1]}\) and \(z_{[k]}\) which is apparent when transforming (4) as follows
\[
\sqrt{\text{snr}_{[k]} z_{[k]}} = \sqrt{\text{snr}_k} z_k + \sqrt{\text{snr}_{[k-1]} z_{[k-1]}}. \tag{18}
\]

In other words, knowing that error occurred in the round \(k-1\), we have a prior knowledge about \(z_{[k-1]}\) which affects the distribution of \(y_{[k]}\) via (10). This happens due to the fact that the decoder in the \(k\)-th round uses the same channel outcomes \(y_1, \ldots, y_{k-1}\) as in the \((k-1)\)-th round. This phenomenon is emphasized by the choice of the values of SNRs we used in the example in the proof, however, in general, the dependence is not caused by the relationship between the SNRs or by a specific channel model.

**Proposed model**

The model we propose now originates from the following heuristics: if the decoding based on \(y_{[k]}\) fails, the decoding based on \(y_{[k-1]}\) is likely to fail as well because the accumulated SNR satisfies \(\text{snr}_k > \text{snr}_{[k-1]}\), in other words we postulate the following relationship
\[
\Pr \{ \text{ERR}_1, \ldots, \text{ERR}_{k-1} | \text{ERR}_k \} \approx 1 \quad \text{(19)}
\]
\[
\Pr \{ \text{ERR}_1, \ldots, \text{ERR}_{k-1}, \text{ERR}_k \} \approx \Pr \{ \text{ERR}_k \}. \tag{20}
\]

Thus, the errors \(\text{ERR}_1, \ldots, \text{ERR}_{k-1}\) may be treated as (semi) deterministic events once \(\text{ERR}_k\) is observed. Such a deterministic error (DE) model is still an approximation because we do not know the joint distribution of the error events \(\text{ERR}_1, \ldots, \text{ERR}_k\).

Here, it may be tempting to remove the approximation sign from (19) using the following reasoning: “if the error occurs in the round \(k\) it must have occurred also in the previous rounds (otherwise the \(k\)th round would have not taken place).”

While this reasoning indeed applies to the communication failure events (which are the series of decoding errors, see (9), and thus relate to the operation of the HARQ protocol), it does not apply to the decoding errors which merely depend on the operation of the decoder. To understand it better, a convenient way of thinking is to consider that \(y_1, l = 1, \ldots, k\) are available simultaneously. This is useful because it allows us to consider the relationship between the errors \(\{\text{ERR}_l\}_{l=1}^k\) in abstraction of the indexing related to the rounds (which occur successively).

To emphasize again the difference between the events \(\text{NACK}_k\) (the errors sequence) and \(\text{ERR}_k\) (the decoding error) we consider the following example.

**Example 1.** (“Backward” conditional probability). A simple consequence of the definition (9) is that the joint probability of communication failures writes as \(\Pr \{ \text{NACK}_k, \text{ERR}_k \} = \Pr \{ \text{NACK}_k \}; \) the expression for the conditional probability is thus given by \(\Pr \{ \text{NACK}_k | \text{ERR}_k \} = 1\) and can be verbalized as “to receive a NACK in the \(k\)th round, we must have received a NACK in the round \((k-1)\)”. We can interpret now the errors \(\text{ERR}_k\) and \(\text{ERR}_{k-1}\) as results of decoding based on \(y_{[k]}\) and \(y_{[k-1]}\) (which are available simultaneously). This is indeed useful because it is possible to have error when decoding using \(y_{[k]}\) and decode correctly using \(y_{[k-1]}\); thus, \(\Pr \{ \text{ERR}_{k-1} | \text{ERR}_k \} \neq 1\). In fact, to conclude anything about the conditional probability \(\Pr \{ \text{ERR}_{k-1} | \text{ERR}_k \}\) we need to know the joint probability \(\Pr \{ \text{ERR}_k, \text{ERR}_{k-1} \}\).

From (20) we obtain the approximation \(f_k \approx \hat{f}_k\) with
\[
\hat{f}_k \equiv \Pr \{ \text{ERR}_k \} = \text{PER}(\text{snr}_{[k]}). \tag{21}
\]

\[
\Pr \{ \text{ERR}_1, \ldots, \text{ERR}_k \} \leq \Pr \{ \text{ERR}_k \}. \tag{23}
\]

\[
f_k \leq \hat{f}_k. \tag{24}
\]

From the simple relationship

\[
\Pr \{ \text{ERR}_k | \text{NACK}_{k-1} \} \approx \frac{\hat{f}_k}{f_{k-1}} = \frac{\text{PER}(\text{snr}_{[k]})}{\text{PER}(\text{snr}_{[k-1]})}. \tag{25}
\]

which is very different from (16) and their comparison in made in Sec. IV

**Example 2.** We assume that \(k-1\) rounds were carried out, the accumulated SNR is given by \(\text{snr}_{[k-1]}\), and the event \(\text{NACK}_{k-1}\) is observed (communication failure). We further assume that in the \(k\)th round, we observe a very weak (null) SNR, i.e., \(\text{snr}_k = 0\) and thus \(y_{[k]} = y_{[k-1]}\), see (2) and \(\text{snr}_{[k]} = \text{snr}_{[k-1]}\), see (5).
Before evoking the approximations let us see what will be the decoding result after the kth round. This is, in fact, very simple: because \( snr_k = 0 \), the kth round observation, \( y_k \), does not contribute any new information and thus, since decoding based on \( y_{[k-1]} \) failed, it must also fail when using the same signal \( y_{[k]} = y_{[k-1]} \). Consequently, we obtain \( \Pr \{ \text{ERR}_k \mid \text{NACK}_{k-1} \} = 1 \).

We can now compare IE and DE models to see how they predict the probability of decoding error in our example: using DE model (21) we obtain \( \Pr \{ \text{ERR}_k \mid \text{NACK}_{k-1} \} \approx \text{PER}(snr_{[k-1]})/\text{PER}(snr_{[k-1]}) = 1 \), which is an exact value. On the other hand, using IE model (16) we obtain \( \Pr \{ \text{ERR}_k \mid \text{NACK}_{k-1} \} \approx \text{PER}(snr_{[k-1]}) \) which, depending on the value of \( snr_{[k-1]} \) may be very optimistic.

**Example 3** (Idealized threshold decoding). In the threshold decoding assumption, we declare the error occurs if and only if the accumulated SNR exceeds the decoding threshold \( snr_{th} \); thus

\[
\text{PER}(snr) = I[snr < snr_{th}],
\]

where \( I[\cdot] \) is the indicator function.

This idealized assumption is often used to analyze HARQ, e.g., [21], [22], [23]. Since we know that \( snr_{[k]} \geq snr_{[k-1]} \geq \ldots \geq snr_{[1]} \), then

\[
\tilde{f}_k = \prod_{l=1}^{k} \text{PER}(snr_{[l]}),
\]

\[
= \text{PER}(snr_{[k]}),
\]

\[
= \tilde{f}_k
\]

and thus, under the threshold decoding assumption, both IE and DE models produce identical results.

### IV. COMPARISON OF THE MODELS

Our objective now is to assess the accuracy of the approximations \( \tilde{f}_k \) and \( \tilde{f}_k \) provided, respectively by the IE and DE models, comparing them against the exact value of failure probability \( f_k \).

#### A. Analytical insight: ML decoding

Calculation of the decoding error probability depends on the encoding and the decoding algorithm and, in general, resists the analytical efforts. This difficulty is alleviated if we assume that the decoder applies the maximum likelihood (ML) principle \( \text{DEC}(y) = \arg\max_m p(y_{[k]} \mid \text{ENC}[m]) = \arg\min_m \| y_{[k]} - \sqrt{snr_{[k]}} \text{ENC}[m] \| \).

We can then use the well-known union bound [19] Sec. 6.2.1]

\[
\Pr \{ \text{ERR}_k \} \leq \frac{1}{2^{N_0}} \sum_{x \neq x'} \Pr \left\{ x_{[k]} \rightarrow x' \right\},
\]

where \( \{ x_{[k]} \rightarrow x' \} \) denotes a pairwise-error event, i.e., where \( x' \) is more likely than \( x \).

\[
\{ x_{[k]} \rightarrow x' \} = \{ ||y_{[k]} - \sqrt{snr_{[k]}}x'|| < ||y_{[k]} - \sqrt{snr_{[k]}}x|| \}
\]

\[
= \{ ||\sqrt{snr_{[k]}}d + z_{[k]}'|| < ||z_{[k]}|| \}
\]

\[
= \left\{ \frac{1}{2} \sqrt{snr_{[k]}}|d| < v_{[k]} \right\},
\]

where \( d = x - x' \),

\[
v_{[k]} = -d^\dagger z_{[k]}/\|d\|
\]

is a zero-mean, unit-variance Gaussian variable, and \( d^\dagger \) is the conjugate transpose of \( d \).

Thus we obtain

\[
\Pr \{ \text{ERR}_k \} \leq \frac{1}{2^{N_0}} \sum_{d=d_{\text{free}}}^{\infty} C_d P_d(d)
\]

where \( C_d \) is the Euclidean distance spectrum of the code [19] Sec. 6.2.3], \( d_{\text{free}} \) is the minimum Euclidean distance between two distinct codewords, and

\[
P_d(d) = \Pr \{ 0.5 \sqrt{snr_{[k]}}d < v_{[k]} \}
\]

is the pairwise-error probability (PEP) for the codewords in the Euclidean distance \( \|d\| = d \).

Similarly, we can approximate

\[
\Pr \{ \text{ERR}_1 \land \ldots \land \text{ERR}_{k-1} \land \text{ERR}_k \} \leq \sum_{d=d_{\text{free}}}^{\infty} C_d P_{1:k}(d),
\]

where

\[
P_{1:k}(d) \triangleq \Pr \left\{ x_{[0]} \rightarrow x', \ldots, x_{[k-1]} \rightarrow x' \mid x_{[k]} \rightarrow x' \right\}
\]

\[
= \Pr \left\{ \frac{1}{2} \sqrt{snr_{[k]} d} < v_{[k]} \land \ldots \land \frac{1}{2} \sqrt{snr_{[k-1]} d} < v_{[k-1]} \right\}
\]

\[
\land \frac{1}{2} \sqrt{snr_{[k]}}d < v_{[k]} \right\}.
\]

Due to (33) and (35), comparing \( \Pr \{ \text{ERR}_1, \ldots, \text{ERR}_k \} \) with its approximations \( \Pr \{ \text{ERR}_k \} \) (resulting from the DE model) may be done by a comparison of the respective PEPs, \( P_{1:k}(d) \) and \( P_k(d) \). The comparison will allow us to highlight the conditions under which these models are accurate.

#### Proposition 2 (PEP bounds). The PEP may be limited as follows

\[
\frac{1}{2^{k-1}} P_k(d) \leq P_{1:k}(d) \leq P_k(d),
\]

Proof: Appendix A]

#### Proposition 3. The upper and lower bounds in (37) are attainable under the following conditions

- **If there exist l such that** \( snr > 0 \) and \( \forall t' \neq l \), \( snr_{t'} = 0 \) **then the upper bound is attained**

\[
P_{1:k}(d) = P_k(d).
\]

\(^2\)This event is conditioned on the codeword \( x \) being transmitted; we leave this condition implicit to alleviate the notation.
obtained in Proposition 2. This conjecture will be validated by the simulation examples.

The result (38) is quite simple and should be expected using reasoning shown in Example 2. On the other hand, (39) provides a strong lower bound on the PEP $P_{1,k}(d)$ in terms of $F_k(d)$. While this bound becomes relatively loose for large $k$, it is very useful for $k = 2$ and $k = 3$ which are common values in the practical setup.

To illustrate their impact on $P_{1,k}(d)$ we show in Fig. 1 the behaviour of $P_{1,k}$ as a function of $t_1 = t_2$. We observe that the limit (39) is practically satisfied for $t_2 > 2$ if $k = 2$; this means 3dB difference between $\text{snr}_1$ and $\text{snr}_2$ is sufficient to attain the bound. On the other hand, large values of $t_1$ are required to attain the lower bound for $k = 3$.

We can also expect that using $P_{2,k}(d) \approx \prod_{l=1}^{k} P_l(d)$ (which may be seen as a proxy of the IE model) must provide very poor (optimistic) results, especially for small values of $P_l(d)$. This conjecture will be validated by the simulation examples.

**B. Simulations: Validation with practical codes**

Simulations will now be used to assess the accuracy of the analyzed approximations as well as to highlight the bounds obtained in Proposition 2.

We use the message of $N_k = 512$ bits, and i) the rate-1/3 turbo encoder (two parallel convolutional encoders with generator polynomials $[15/13]$ and the the max-log maximum a posteriori (MAP) iterative decoder (with four iterations), and ii) rate-1/2 convolutional encoder with generator polynomials $[1,15/13]$ and a Viterbi decoder. The code-bits are used to modulate binary phase shift keying (BPSK) symbols, i.e., $\mathcal{X} = \{-1, 1\}$.

Fig. 2 shows $f_k$, $\hat{f}_k$, and $\tilde{f}_k$ for (a) $k = 2$, and (b) $k = 3$. For comparison we also show $\frac{1}{2} f_k/2$ and $\frac{1}{2} \tilde{f}_k$ (when $k = 3$). We can observe that i) $f_k$ can significantly underestimate $\hat{f}_k$, particularly when $f_k l < k$, is small, which happens for relatively large values of $\text{snr}_{(l)}$, ii) although $\hat{f}_k$ is an upper bound on $f_k$, both are very close and thus $\hat{f}_k$ should be preferred over $\tilde{f}_k$, and iii) for $k = 3$, the heuristic PEP-based bound $\tilde{f}_k = \frac{1}{2} \tilde{f}_k$ provides a surprisingly accurate prediction of the results. This occurs most likely because the differences between the SNRs experienced in various rounds are not sufficiently large to attain the lower bound (39).

**C. Application in i.i.d. block-fading**

Consider now the Rayleigh block-fading model where the SNRs in each transmission are modelled as i.i.d. random variables $\text{SNR}$ with distribution

$$
\text{psnr}(x) = \frac{1}{\text{SNR}} \exp\left(-\frac{x}{\text{SNR}}\right),
$$

where $\text{snr}$ is the average SNR.

Our objective is to compare the IE and DE models in term of their applicability to predict the performance of the RR-HARQ which requires calculation of the average probability of the communication failure. We thus have to take expectation of
variables and thus follows Gamma-distribution $\text{SNR}$ while, in the case of DE model we calculate $f_{\text{avg}}$ which have lead to result

$$f_{\text{avg}} = E_{\text{SNR}_i}[\tilde{f}_k] = \int_0^\infty \text{PER}(x)p_{\text{SNR}_i}(x)\,dx,$$

where $\text{SNR}_i[k] = \sum_{l=1}^k \text{SNR}_l$, is a sum of i.i.d. exponential variables and thus follows Gamma-distribution

$$p_{\text{SNR}_i}(x) = \frac{x^{k-1}}{(k-1)!\text{SNR}}\exp\left(-\frac{x}{\text{SNR}}\right).$$

Thus, requiring only a one-dimensional integral (43), the DE model provides implementation advantage over the IE model, for which the explicit multi-dimensional integration (42) is needed.

This advantage can be then leveraged adopting a simple approximation of the decoding function used e.g., in [7, 12]

$$\text{PER} (\text{SNR}) = \begin{cases} 1 & \text{if } \text{SNR} < \text{SNR}_{\text{th}} \\ \exp[-g(\text{SNR} - \text{SNR}_{\text{th}})] & \text{if } \text{SNR} \geq \text{SNR}_{\text{th}}, \end{cases}$$

where the decoding threshold $\text{SNR}_{\text{th}}$ and $g$ should be found from the empirical data using the curve fitting [7].

Integrating (45) over the distribution (44) we obtain the following closed form expression for $f_{\text{avg}}$ in Rayleigh fading channel

$$f_{\text{avg}} = \frac{1}{(k-1)!} \left( \Gamma(k) - \Gamma(k, \frac{\text{SNR}_{\text{th}}}{\text{SNR}}) \right) + \exp(g\text{SNR}_{\text{th}}) \frac{1}{(g\text{SNR}_{\text{th}} + 1)^{k-1}} \Gamma(k, (g + 1/\text{SNR}_{\text{th}}),$$

where $\Gamma(k, x) \triangleq \int_x^\infty \exp(-t)t^{k-1}\,dt$ and $\Gamma(k) \triangleq \Gamma(k, 0)$ and are, respectively, the upper incomplete gamma function and, the gamma function.

Then, we can also calculate the average number of rounds, $K$, of RR-HARQ with unlimited number of rounds, $K = \infty$

$$K = \sum_{k=0}^\infty f_{\text{avg}} = \int_0^\infty \text{PER}(x) \sum_{k=0}^\infty p_{\text{SNR}_i}(x)\,dx$$

$$= \int_0^\infty \mathcal{L}^{-1} \left[ 1/(1 - P(s)), x \right] \text{PER}(x)\,dx$$

$$= \int_0^\infty \mathcal{L}^{-1} \left[ 1 + 1/(\text{SNR}s), x \right] \text{PER}(x)\,dx$$

$$= 1 + (\text{SNR}_{\text{th}} + 1/g)/\text{SNR},$$

where $P(s) = \mathcal{L}[p_{\text{SNR}_i}(x), s] = 1/(1 + \text{SNR}s)$ is the Laplace transform of $p_{\text{SNR}_i}(x)$ and $\mathcal{L}^{-1}[P(s), x]$ is the inverse Laplace transform evaluated at $x$; to go from (47) to (48), we used the geometric series $\sum_{k=0}^\infty P^k(s) = 1/(1 - P(s))$ as proposed in [6].

We note here that (50) was also derived in [12]. Interestingly, however, while [12] started from the IE model to calculate $f_{\text{avg}}$, the numerous approximations applied to calculate the multi-dimensional integral (42) have lead to result we show in (50).

Fig. 3 and Fig. 4 show $f_{\text{k}}$, $f_{\text{k}}\text{avg}$ and $f_{\text{k}}\text{avg}$ ($k = 2$ and $k = 3$) where $f_{\text{avg}}$ is obtained by numerical integration (42) and the actual value of $f_{\text{k}}\text{avg}$ is obtained by simulations (implementation of (41) via Monte-Carlo integration). It turns out that, $f_{\text{avg}}$, $f_{\text{k}}\text{avg}$ and $f_{\text{k}}\text{avg}$ are very similar, so the difference between IE and DE models is negligible in block-fading channels.

This is not entirely surprising, because in fading channels the errors are mostly determined by the outage, i.e., the event of $\{\text{SNR} < \text{SNR}_{\text{th}}\}$. Nonetheless, DE model is still attractive in this case because it provides exact closed form expression of the communication failure probability $f_k$.  
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**V. CONCLUSION**

In this work, we proposed and analyzed a simple approximation to model the decoding errors in repetition redundancy (Chase combining) HARQ. Our approximation uses solely the PER function of the receiver, is much more accurate than the expressions previously used in the literature, and it is a formal upper bound on the error-probability. Being equally simple as the alternative solutions and easier to manipulate,
the expression we provided can be straightforwardly used to analyze HARQ protocols, simulate the physical layer (PHY) behaviour, or adapt the transmission parameters.

**APPENDIX A**

**PROOF OF PROPOSITION 2**

To prove \( P_{1:k}(d) \leq P_k(d) \), it is enough to apply the same bound as in (23).

We will now prove that \( \frac{1}{2} \log P_k(d) \leq P_{1:k}(d) \).

Let \( a_i \in \mathbb{R}^k \) and \( x = (x_1, x_2, \dots, x_k) \in \mathbb{R}^k \). We will first multiply both sides of the inequality

\[
\parallel a_i \parallel^2 \leq \frac{1}{2} \parallel x \parallel^2 \parallel a_i \parallel^2.
\]

Proof: for \( a_i \parallel x \parallel \), we can thus express the PE...
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