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Abstract—We describe a new electrostatic Particle-In-Cell (PIC) code in curvilinear geometry called Curvilinear PIC (CPIC). The code models the microscopic (kinetic) evolution of a plasma with the PIC method, coupled with an adaptive computational grid that can conform to arbitrarily shaped domains. CPIC is particularly suited for multiscale problems associated with the interaction of complex objects with plasmas. A map is introduced between the physical space and the logical space, where the grid is uniform and Cartesian. In CPIC, most operations are performed in logical space. CPIC was designed following criteria of versatility, robustness and performance. Its main features are the use of structured meshes, a scalable field solver based on the black box multigrid algorithm and a hybrid mover, where particles’ position is in logical space while the velocity is in physical space. Test examples involving the interaction of a plasma with material boundaries are presented.

Index Terms—Spacecraft Charging, Simulation Software.

I. INTRODUCTION

Particle-In-Cell (PIC) codes have been the main tool for plasma physics kinetic simulations for several decades [1], [2]. In the PIC algorithm, a number of macroparticles (each representing many particles of the physical system) move through a computational grid due to the electromagnetic fields. The latter are self-consistently calculated from the particles on the grid. It is the interplay between the particles and the grid that makes PIC an efficient algorithm: the calculation of the force on the particles scales linearly with the number of particles, while opposed to the quadratic scaling typical of grid-free molecular dynamics methods, where the particle force is calculated summing the interaction with every other particle [2].

Traditionally, PIC codes use a uniform, Cartesian grid and integrate the particle orbit by using explicit schemes. As such, they need to resolve the shortest length scale and the fasted frequency of the plasma for numerical stability reasons. Since plasmas are inherently multiscale, it follows that PIC methods require a significant amount of computational resources to handle this disparity of scales. (We note that PIC methods with implicit time stepping, such as the implicit moment method PIC [3] or the fully implicit PIC methods recently developed in Refs. [4], [5], avoid the stability constraints typical of explicit PIC.)

The problems of PIC for multiscale plasma simulations can become worse if one needs to simulate the interaction of a plasma with material objects (for instance spacecraft, dust grains or the walls of laboratory devices), since the objects introduce additional scales in the system. As an example, consider a spacecraft at geosynchronous orbit (an altitude of approximately 36,000 km above the Earth’s surface). The typical length scales are the spacecraft characteristic size $L_{\text{spacecraft}} \sim 1 – 10$ m, the plasma Debye length $\lambda_D \sim 250$ m, the electron gyroradius $\rho_e \sim 750$ m and the proton gyroradius $\rho_i \sim 30$ km. One quickly realizes that attempting to simulate such systems with a uniform, Cartesian grid explicit PIC in three dimensions, and with grid size set by the spacecraft, is unfeasible even on today’s supercomputers. We note that some approaches [6], [7] assume Boltzmann electrons and therefore only need to resolve the ions scales. These approaches do not have the cell size constraints of the explicit, full PIC method, and are typically applicable when the material object is negatively charged and in absence of potential barriers.

Focusing on spatial scales, this discussion points to the importance of introducing some kind of grid adaptivity in the PIC method, in order to handle efficiently (1) complex geometries and/or (2) the interaction of plasmas with objects whose characteristic size is much smaller than typical plasma length scales. Traditionally, PIC with non-uniform/adaptive meshes has followed two paths. One is the use of adaptive mesh refinement (AMR) techniques [8]. The other is the use of body-fitted grids, namely grids that conform exactly to a given surface [9] and avoid the stair-stepping typical of AMR grids.

In this paper, we focus on the body-fitted PIC approach. References [9], [10] and [11] used this approach to model pulsed-power diode devices with complex geometries. In Refs. [9], [10] and [11], a coordinate transformation (i.e. a map) from the physical space to the logical space, where the grid is uniform and Cartesian, is introduced. The quasi-stationary Maxwell equations are solved with finite differences in logical space, while particle orbits are integrated in physical space. Since the grid is distorted in physical space, a tracking algorithm to locate in which cell a particle resides must be used [12]. Eastwood et al. [13] follow the body-fitted PIC approach for modeling microwave devices. They use a finite element formulation and solve both Maxwell’s equations and
the particle orbits in logical space. (See also the recent work by Fichtl et al. [14] on an electrostatic PIC code completely designed in logical space with a particle orbit integrator that preserves phase-space area.) Wang et al. [15], on the other hand, update Maxwell’s equations in physical space but use a hybrid orbit integrator (where the particle position is in logical space and the velocity is in physical space). We also note that in the field of spacecraft-plasma interaction there are several efforts currently being developed that can be classified as body-fitted PIC. These are NASCAP-2k [16], SPIS [17] and PTetra [18]. While the specific details of the numerical implementations differ (see Refs. [16], [17], [18]), in general these approaches are in the electrostatic limit and Poisson’s equation is solved with an iterative solver (conjugate gradient or GMRES method) with some form of preconditioning. Furthermore, they do not introduce the logical space and all the operations are performed in physical space. Some of these approaches (SPIS and PTetra) use unstructured computational meshes. The other major code, MUSCAT [19], is not body-fitted: it uses a structured, Cartesian, uniform mesh and Poisson’s equation is solved with the Fast Fourier Transform (FFT) algorithm, using parallel domain decomposition on multiple processors.

In this paper, we present a fully-kinetic, electrostatic, body-fitted PIC code in general curvilinear geometry called Curvilinear PIC (CPIC). While the general formulation of the method follows earlier works [9], [13], [15], CPIC was designed with flexibility, robustness and performance considerations as the main target. For this reason, its main features are

1) The use of structured computational meshes. Modern multi- and many-core computer architectures achieve their best performance when data movement is minimized, and computations can be expressed in a data parallel fashion without indirect memory access patterns. These characteristics give a significant advantage to structured grid approaches that are able to take advantage of known direct access patterns, simpler geometric relationships, and generally lower computational complexity. For instance, the Black Box Multigrid (BoxMG) algorithm used in CPIC takes advantage of both known data access patterns and the bounded complexity of coarse-grid operators to solve general Poisson problems approximately 10 times faster than algebraic multigrid methods (AMG) [20].

2) The field solver. We use the BoxMG algorithm [21], [22], [23] as solver. This algorithm is scalable (namely optimal): the computational cost to converge to the problem solution is linearly proportional to the number of grid cells. This means that, at least theoretically, there is no loss of performance when the problem size increases, as typical of unpreconditioned iterative solvers. In addition, robust variationally-based structured grid methods such as BoxMG [21], [22] are able to solve problems with strongly discontinuous coefficients on the logically structured (i.e., body fitted) grids needed here.

3) The particle mover. We use the hybrid mover of Ref. [15]. We have compared the performance of the hybrid mover to the (more common) physical space mover on test cases and found that the hybrid mover is typically faster and much more robust. Indeed, it avoids the issue of particle tracking needed by the physical space mover, and it also deals more efficiently with complex geometries, without the need of an extra routine to assess whether a particle crosses the domain boundaries.

The paper is organized as follows. In Section II, we describe the main algorithmic and implementation aspects of CPIC. In Section III, we present some benchmark tests involving the interaction of a plasma with material boundaries. In Section IV, we draw conclusions.

II. OVERVIEW OF THE CURVILINEAR PIC (CPIC)

We model a collisionless, magnetized plasma described by Vlasov’s equations

$$\frac{\partial f_\alpha}{\partial t} + \nabla f_\alpha + \frac{q_\alpha}{m_\alpha} (\mathbf{E} + \mathbf{v} \times \mathbf{B}_0) \cdot \nabla_v f_\alpha = 0$$  \hspace{0.5cm} (1)$$

where the subscript \(\alpha\) refers to the plasma species, \(\alpha = e, (i)\) for electrons (ions). In Eq. (1), \(f_\alpha(x, v, t)\) is the plasma distribution function, \(\mathbf{E} = -\nabla \phi\) is the electric field \((\phi\) is the electrostatic potential), \(\mathbf{B}_0(x)\) is the magnetic field, while \(q_\alpha\) and \(m_\alpha\) are the charge and the mass of the plasma particles. We focus on the electrostatic limit, therefore Eq. (1) is coupled through the electrostatic potential via Poisson’s equation

$$\nabla^2 \phi = -\frac{\sum q_\alpha n_\alpha}{\varepsilon_0} = -\frac{\rho}{\varepsilon_0},$$  \hspace{0.5cm} (2)$$

where the plasma densities are given by

$$n_\alpha = \int f_\alpha dv,$$  \hspace{0.5cm} (3)$$

and the magnetic field \(\mathbf{B}_0\) does not evolve in time. In Eq. (2), \(\varepsilon_0\) is the permittivity of vacuum.

The PIC method solves Eq. (1) numerically by introducing macroparticles, each representing a large number of actual particles of the system, and following their characteristics:

$$\frac{dx_p}{dt} = \mathbf{v}_p,$$  \hspace{0.5cm} (4)$$

$$m_p \frac{dv_p}{dt} = q_p [\mathbf{E}(x_p) + \mathbf{v}_p \times \mathbf{B}_0(x_p)],$$  \hspace{0.5cm} (5)$$

where \(x_p\) and \(v_p\) are position and velocity of each particle. Hence, a standard electrostatic PIC cycle, repeated at each time step of the simulation, consists of the following four steps:

1) Particle mover: particles are moved according to Eqs. (4) and (5), given the electromagnetic fields.

2) Particle-to-Grid (P→G) interpolation: the charge carried by the particles is accumulated on the computational grid via interpolation, to obtain the plasma charge density.

3) Field solver: Poisson’s equation is solved on the computational grid, given the charge density.

4) Grid-to-Particle (G→P) interpolation: the electromagnetic fields are interpolated to the particle position.

We now proceed to discuss each of these steps as they are treated in CPIC.
A. Curvilinear formulation

First, we introduce a coordinate transformation

$$\mathbf{x} = \mathbf{x}(\mathbf{\xi})$$  \hspace{1cm} (6)

between the physical space $\mathbf{X}$ with coordinates $\mathbf{x} = (x^1, x^2, x^3)$, and the logical space $\Xi$ (the unit cube), with coordinates $\mathbf{\xi} = (\xi^1, \xi^2, \xi^3) = (\xi, \eta, \zeta)$. Given a computational mesh in physical space corresponding to the simulation domain, Eq. (6) maps it to the unit cube in logical space, where the computational mesh is uniform and Cartesian. We define the Jacobian matrix as

$$J_{\alpha\beta}(\mathbf{\xi}) = \frac{\partial x^\alpha}{\partial \xi^\beta}, \quad \alpha, \beta = 1, 2, 3, \hspace{1cm} (7)$$

while its inverse is

$$K_{\alpha\beta}(\mathbf{x}) = \frac{\partial \xi^\alpha}{\partial x^\beta}, \quad \alpha, \beta = 1, 2, 3. \hspace{1cm} (8)$$

The Jacobian of the transformation is the determinant of the Jacobi matrix,

$$J(\mathbf{\xi}) = \det [J_{\alpha\beta}] = \frac{\partial x^\alpha}{\partial \xi^\beta}, \quad \alpha, \beta = 1, 2, 3. \hspace{1cm} (9)$$

Similarly, the covariant metric tensor is defined as

$$g_{\alpha\beta}(\mathbf{\xi}) = \frac{\partial x^{\gamma}}{\partial \xi^{\alpha}} \frac{\partial x^{\gamma}}{\partial \xi^{\beta}}, \quad \alpha, \beta = 1, 2, 3, \hspace{1cm} (10)$$

while the contravariant metric tensor is

$$g^{\alpha\beta}(\mathbf{x}) = \frac{\partial \xi^{\alpha}}{\partial x^{\beta}} \frac{\partial \xi^{\beta}}{\partial x^{\alpha}}, \quad \alpha, \beta = 1, 2, 3. \hspace{1cm} (11)$$

Here and everywhere else in the text, repeated indices imply summation (Einstein’s notation). Note that the metric tensor matrix is symmetric and that grids are orthogonal if $g_{12} = g_{13} = g_{23} = 0$. With these quantities, we can express all the metric elements from physical space to logical space. For instance, Poisson’s equation in logical space becomes

$$\nabla^2 \phi = \frac{1}{\Omega J} \frac{\partial}{\partial \xi^i} \left( \Omega J g^{ij} \frac{\partial \phi}{\partial \xi^j} \right) = -\frac{\rho}{\varepsilon_0}, \hspace{1cm} (12)$$

where we have introduced a geometric factor $\Omega$ that can be used when the geometry of the physical space is non-Cartesian. For instance, for Cartesian geometry we have $(x^1 = x, x^2 = y, x^3 = z)$ and $\Omega = 1$, while for cylindrical geometry we have $(x^1 = r, x^2 = \theta, x^3 = z)$ and $\Omega = r$.

From the discussion so far, it is clear that the construction of the map from physical to logical space, Eq. (6), is a critical step in CPIC. In the case of extremely simple geometries, like the test examples considered in this paper, one can specify such map analytically. Alternatively, one can use a suitable mesh generator. For cases that are still relatively simple, where the map is characterized by a single or few structured blocks, we normally use methods based on the solution of a set of partial differential equations such as Winslow’s method or the optimal distortion method. On the other hand, in order to capture the full complexity of a spacecraft we plan to use commercially available software for structured meshes, typically developed in the computational fluid dynamics community (see for instance GridPro, https://gridpro.com). The resulting computational grid is block-structured and, for complex geometries, might involve hundreds of blocks. This will require upgrading CPIC to handle block-structured meshes. However, the fact that each block maps to a logically rectangular Cartesian mesh ensures that the localization of the particles on the mesh of each block and the particle mover remain essentially unchanged, while there is an additional computational cost in assigning each particle to a block. In CPIC this last step is trivial provided that grid block stores the maximum and minimum value of its logical coordinates (as done in the domain decomposition for the parallelization), since the particle position is in logical space. We also note that in CPIC the metric coefficients (the contravariant metric tensor, the inverse of the Jacobi matrix and the Jacobian) are computed from finite difference approximation given the discrete map known at cell vertices (see for instance). There is no conceptual difference or additional computational cost between a structured or block-structured mesh since the metric coefficients are defined in each block. Furthermore, there are three popular approaches to developing a Poisson solver for block-structured grids. First, one may use a domain decomposition approach, with BoxMG as the sub-domain solver. This shares convergence properties of domain decomposition methods, and for large problems would require overlap to obtain satisfactory scaling. Second, BoxMG could be extended following the approach used in the HYPRE libraries Semi-Structured Grid interface to its parallel Semi-Coarsening Multigrid solver, which manages the coarsening of each block independently, while maintaining the full connectivity of the global problem. Finally, a bounding box approach can be used to include the entire global domain in a single BoxMG solve, with internal boundary conditions used at the block interfaces, and this is the approach that we plan to adopt.

B. Computational aspects of CPIC

In CPIC quantities are expressed in normalized units: lengths are normalized to the electron Debye length, velocities to the electron thermal velocity, time to the electron plasma frequency, the electrostatic potential to the electron temperature, densities to a reference density and the magnetic field to a reference magnetic field. In the tests presented throughout the paper, we will always use normalized quantities.

CPIC is designed in a staggered formulation, where the electrostatic potential and the density are at cell centers (labeled with subscript c) and the electric field is at vertices (v). The staggered formulation and the fact that the assignment function for the interpolation from particles to the grid is one order higher than the one for the interpolation from the grid to the particles (see below) imply that CPIC is an energy-conserving PIC as defined in Ref. [1].

We have developed and successfully tested a two-dimensional (2D) and three-dimensional (3D) version of CPIC. CPIC2D is fully parallelized with domain decomposition and the MPI library to handle the communication among processors. Parallelization of CPIC3D is ongoing.
1) \textbf{P→G interpolation:} The accumulation of the particle charge on the grid is given by
\[ n_{\alpha, e} = \frac{\sum_p q_p W_{pc} (\xi_p - \xi_c)}{\Delta c \Delta \xi \Delta \eta \Delta \zeta} \] (13)
where the assignment function is
\[ W_{pc} = b_2 (\xi_p - \xi_c) b_2 (\eta_p - \eta_c) b_2 (\zeta_p - \zeta_c) \] (14)
and \( b_2 \) is the b-spline of order 2:
\[ b_2 (\xi) = \begin{cases} 
\frac{3}{4} - \xi^2, & |\xi| < \frac{1}{2}, \\
\left( \frac{3}{2} - |\xi| \right)^2, & \frac{1}{2} < |\xi| < \frac{3}{2}, \\
0, & \text{otherwise.}
\end{cases} \] (15)
In Eq. \( 13 \), \( \sum_p \) implies summation over all the particles.

2) \textbf{G→P interpolation:} The interpolation of the force field from the computational mesh to the particle position is given by
\[ \mathbf{E}_p = \sum_v \mathbf{E}_v W_{vp} (\xi_v - \xi_p) \] (16)
with the assignment function
\[ W_{vp} = b_1 (\xi_v - \xi_p) b_1 (\eta_v - \eta_p) b_1 (\zeta_v - \zeta_p) \] (17)
given as the product of b-splines of order 1:
\[ b_1 (\xi) = \begin{cases} 
1 - |\xi|, & |\xi| < 1, \\
0, & \text{otherwise.}
\end{cases} \] (18)

We note that the interpolation operations are performed in logical space and therefore are equivalent to what is done in the standard PIC with uniform grid. The same approach is used in Ref. [28].

3) \textbf{Field solver:} We solve Poisson’s equation on the logical grid. We use a second-order, conservative discretization and impose boundary conditions via ghost cells. The resulting linear system is solved with a robust variational multigrid method [21].

The need for a scalable algorithm motivates the use of a multigrid solver, as it is one of very few truly scalable PDE solvers (it can be shown that the order of complexity of the method is \( O(N) \), with \( N \) the number of unknowns of the linear system [29]).

Moreover, efficient parallel implementations are readily available.

Multigrid methods are iterative, and achieve their efficiency through the recursive use of successively coarser discrete problems (i.e., a sequence of coarse-grid discrete operators) in conjunction with smoothing on each level (e.g., a single Gauss-Seidel iteration on each level) to damp the highly oscillatory errors associated with each grid [29].

Early work on multigrid began with structured grids and took a natural but simple geometric viewpoint: coarsening removed every other point in each coordinate direction; the same discretization was applied directly at each grid resolution; and the interpolation and restriction operators were defined based on the grid geometry alone. Unfortunately, this approach was not robust for challenging problems with discontinuous coefficients or severely distorted grids. To address this shortcoming, a robust approach for problems on logically structured grids was developed that only requires the user to provide the fine-grid matrix and the right-hand side [21].

This Black Box Multigrid (BoxMG) algorithm uses a variational coarse-grid operator, as it minimizes the error in the range of the interpolation. Moreover, it uses the entries in the matrix (the discrete operator) to define the interpolation, dubbed operator-induced interpolation. This approach ensures that important properties of the fine-scale PDE are well approximated at all resolutions, and leads to a robust scalable solver suitable for grids of any dimension, discontinuous coefficients, and any type of boundary condition (Dirichlet, Neumann, Robin, and periodic) [23]. In addition, it is robust for anisotropic problems, provided line-relaxation is used instead of point smoothing.

As an illustration of this capability, we use the method of manufactured solutions [30] on the (normalized) Poisson equation in spherical geometry in two-dimensions (2D). This can be done by assuming that the physical space corresponds to the cylindrical geometry \((x^1 = r, x^2 = \theta, x^3 = z)\), with \( \partial / \partial \theta = 0 \), and introducing the following coordinate transformation
\[ r = [r_1 + (r_2 - r_1) \xi] \sin [\pi (1 - \eta)], \]
\[ z = [r_1 + (r_2 - r_1) \xi] \cos [\pi (1 - \eta)], \] (19)
with \( r_1 \) and \( r_2 \) are the inner and outer radii of the physical domain (we choose \( r_1 = 1 \) and \( r_2 = 10 \) in this example). The geometric factor is set to \( \Omega = r \). Next, we seek the following solution
\[ \phi (\xi, \eta) = \sin \left( \left( r_2 - r_1 \right) \xi \left( 1 - \xi \right) \right) \cos \left( \pi \eta^2 \right), \] (21)
which is inserted in Poisson’s equation to obtain the density. We then solve Poisson’s equation with the BoxMG solver on a serial machine. We use line-relaxation since this example is fairly anisotropic in terms of metric tensor coefficients. The results are presented in Table I, in the form of a convergence study changing the number of grid points. The second column of Table I shows the \( L_2 \) norm of the error of the numerical solution relative to the analytical solution in Eq. (21), while the third column is the inverse of the ratio of the error calculated on a given grid divided by the error from the previous coarser grid. The second-order convergence of our discretization scheme is clearly identified (i.e. when doubling the resolution, the error ratio is equal to 4 for sufficiently large grids).

The fourth column shows the number of iterations needed by the solver to converge, with relative tolerance set to \( r_{tol} = 10^{-10} \). The iteration count remains practically constant. The fifth and sixth columns show the time to reach convergence and the ratio of such time on a given grid relative to the previous coarser grid. Here we have only plotted the time for the more refined grids in order to identify the asymptotic scaling. As expected, it shows that the algorithm is scalable: doubling the grid resolution in each direction requires about four times more time for convergence. This is also consistent with the iteration count remaining constant as the grid is refined.

4) \textbf{Particle mover:} We initially specialize the discussion to the case of Cartesian physical space. The most common approach for particle mover in PIC codes with non-orthogonal
The hybrid mover offers some clear advantages over a physical space mover from a performance standpoint. To obtain the particles’ position in logical space, this technique is performed due to particles crossing the domain boundaries. The simplest way to fix this problem and regain second order accuracy is to use a leap-frog integrator modified with a predictor-corrector approach \cite{13}. The algorithm is as follows (index \(n\) refers to the time level, \(\Delta t\) is the time step):

1) Perform a full-step update of the particle velocity to obtain \(\mathbf{v}_p^{n+1/2}\):

\[
\mathbf{v}_p^{n+1/2} - \mathbf{v}_p^{n-1/2} = \frac{q_p}{m_p} \left[ \mathbf{E}(\xi_p^n) + \mathbf{v}_p^n \times \mathbf{B}_0(\xi_p^n) \right],
\]

with

\[
\mathbf{v}_p^n = \frac{\mathbf{v}_p^{n+1/2} + \mathbf{v}_p^{n-1/2}}{2}. \tag{24}
\]

This step is performed explicitly with the algorithm introduced by Boris \cite{11} which separates the velocity update due to the electric field from the update due to the magnetic field.

2) Predictor: perform a half-step update of the particle logical position to obtain \(\xi_p^i\):

\[
\frac{\xi_p^i - \xi_p^{i,n}}{\Delta t} = k^{ij} \left( \xi_p^n \right) v_p^{i,n+1/2}, \ i = 1, 2, 3. \tag{25}
\]

3) Re-evaluate the metric coefficients at \(\xi_p^i\) via interpolation:

\[
k^{ij} \left( \xi_p^n \right) = \sum_v k^{ij} \left( \xi_v \right) W_{vp} \left( \xi_v - \xi_p \right). \tag{26}
\]

4) Corrector: perform a full-step update of the particle logical position with the new metric coefficients, to obtain \(\xi_p^{n+1}\):

\[
\frac{\xi_p^{i,n+1} - \xi_p^{i,n}}{\Delta t} = k^{ij} \left( \xi_p^n \right) v_p^{i,n+1/2}, \ i = 1, 2, 3. \tag{27}
\]

With these considerations, an important question is whether the hybrid mover is more or less efficient relative to the physical space mover from a performance standpoint. To answer this question, we have compared the hybrid mover with a physical space mover for the following test. We consider a square domain in 2D (Cartesian geometry), with the following physical-to-logical space map

\[
x = \xi + \varepsilon \sin \left( 2\pi \xi \right) \sin \left( 2\pi \eta \right),
\]

\[
y = \eta + \varepsilon \sin \left( 2\pi \xi \right) \sin \left( 2\pi \eta \right). \tag{28}
\]

The parameter \(\varepsilon\) controls the level of distortion of the grid. We fix the electromagnetic fields on the grid, the mesh size (64 \times 64), the number of particles per cell \(N_{p,cell} = 100\) and we move the particles for \(10^4\) time steps. The boundary conditions on the particles are periodic on all sides. The physical space mover requires a particle tracking and localization technique and we use the method proposed in Ref. \cite{12}. The results of our comparison changing time step are presented in Tables \[II\] and \[III\] for orthogonal (uniform) (\(\varepsilon = 0\)) and non-orthogonal (\(\varepsilon = 0.1\)) grids. For the latter, the ratio of the largest to smallest cell size is 4.4. Tables \[II\] and \[III\] show the average time per particle per time step to complete the simulation, normalized to the time required by the hybrid mover on the uniform mesh with \(\Delta t = 0.001\). Let us focus first on Table \[II\]. We see that the time required by both movers to complete the simulation increases with the time step. For the hybrid mover, this is because additional operations are performed due to particles crossing the domain boundaries.
TABLE II

| Time step | Hybrid mover: time | Physical space mover: time |
|-----------|-------------------|---------------------------|
| 0.001     | 1.00              | 0.80                      |
| 0.002     | 1.02              | 0.86                      |
| 0.004     | 1.08              | 1.05                      |
| 0.01      | 1.17              | 1.31                      |
| 0.025     | 1.17              | 1.31                      |
| 0.05      | 1.17              | 1.44                      |

TABLE III

| Time step | Hybrid mover: time | Physical space mover: time |
|-----------|-------------------|---------------------------|
| 0.001     | 1.04              | 1.04                      |
| 0.002     | 1.06              | 1.14                      |
| 0.004     | 1.10              | 1.31                      |
| 0.01      | 1.16              | 1.71                      |
| 0.025     | 1.16              | 1.71                      |
| 0.05      | 1.17              | 1.84                      |

For the physical space mover, however, there is extra work associated with the tracking/localization algorithm; with larger time steps, particles move further away and there are more particles crossing cell boundaries within the domain. Thus, for realistic time steps used in kinetic simulations, even on a uniform grid the hybrid mover can be faster. Let us now look at the results on the non-uniform grid, Table III. We notice that the average time required by the hybrid mover is comparable to the one on the uniform grid. This result is not surprising since, given the metric coefficients, the hybrid mover treats all the grids equally. It indicates, however, that the hybrid mover is extremely robust. The physical space mover, on the other hand, requires more time relative to its performance on the uniform grid. Again, this is not surprising as now the tracking/localization algorithm has to deal with distorted meshes. On this example, with time step $\Delta t = 0.05$ the hybrid mover is about 60% faster. We note that the results presented in Tables II and III involve the time spent by the algorithm to move and localize the particles and the time spent to apply the (periodic) boundary conditions when a particle crosses the domain boundaries. The latter time is the same for the hybrid and physical space movers since the example considered consists of a simple square domain. Therefore the performance loss of the physical space mover is due to the particle tracking/localization only. A further point worth noting is that particle tracking/localization algorithms are notoriously less robust on complex boundaries, and this will make the comparison even more favorable to the hybrid mover.

One final comment is in order with regard to the application of CPIC to non-Cartesian geometry. This is useful for instance when one wants to simulate the interaction of a plasma and an object in a spherically symmetric system, and we will show some of these examples in Sec. III. In this case one can run CPIC in 2D cylindrical geometry and impose azimuthal symmetry, thus allowing a much higher resolution than in a fully 3D simulation. From the perspective of the solver, this implies setting $\Omega = r$ and $\partial / \partial \theta = 0$ in Poisson’s equation. For the mover, on the other hand, one must take into account the contribution of the inertial forces to the particle motion. This can be done with the cylindrical version of the Boris mover [31], suitably modified in its hybrid mover version. In addition, for simulations involving a uniform background magnetic field, this algorithm can be improved to resolve the particle gyromotion exactly [32], [33]. Its importance resides in the fact that, by describing the gyromotion exactly, one can relax the time step constraints that a PIC code with a standard leapfrog mover would have when simulating a strongly magnetized plasma with $\omega_{ce} \gg \omega_{pe}$ (with $\omega_{ce}$ the electron cyclotron frequency) and deliver a significant computational savings.

III. Tests

We have successfully performed several tests to check the validity of CPIC against known solutions. These tests include Langmuir waves, Landau damping and two-stream instabilities, for cases where the plasma is not in contact with a material wall. Here, we present some additional tests where the plasma is bounded by a material boundary. These tests are performed in 2D (for the fields, while the particles retain three components of the velocity), by exploiting some symmetry of the system.

A. Charging and shielding of a conducting planar wall in an unmagnetized plasma

First, we study the charging and shielding of a perfectly conducting planar wall in an unmagnetized plasma consisting of electrons and singly charged ions. We consider a rectangular domain $L_x \times L_y = 20 \times 5$ (in units of electron Debye length) in Cartesian geometry and use a uniform mesh:

$$x = L_x \xi,$$
$$y = L_y \eta.$$  

(29)

The wall is located at the left boundary, $\xi = 0$, and absorbs plasma. The computational domain is initially empty. At each time step we inject plasma particles from the right boundary ($\xi = 1$). The injection fluxes are calculated according to a Maxwellian at rest for the electrons and a drifting Maxwellian (with drift velocity $v_{dhi} = -2.1$, normalized to the ion thermal speed $v_{thi} = \sqrt{T_i / m_i}$ with $T_i$ the ion temperature) for the ions. The boundary conditions for the field solver are periodic at the bottom ($\eta = 0$) and top ($\eta = 1$) boundaries, $\phi = 0$ at the right boundary, and Gauss’ law is applied at the wall. Particles can be absorbed by the wall (namely they are removed from the simulation and their charge is accumulated to the wall), can leave the system at the right boundary, while they re-enter at the bottom (top) if they cross the top (bottom) boundary. Other parameters of the simulation are $\omega_{pe} \Delta t = 0.05$ (with $\omega_{pe}$ the electron plasma frequency), the temperature ratio of the injected plasma is $T_e / T_i = 1$ and the mass ratio is $m_i / m_e = 1836$.

Given the plasma fluxes at the right boundary, it is possible to calculate the (one-dimensional) steady-state solution.
of the system. The theory is based on particle and energy conservation. It requires the solution of a nonlinear Poisson equation, where the plasma densities are obtained analytically as function of the electrostatic potential. We do not report these expressions here for brevity. A similar theory, which does not include the ion drift velocity, can be found in Ref. [34]. We refer to this procedure as the analytic solution and use it to benchmark against CPIC.

Figure 1 shows the time evolution of the wall potential (normalized to the electron temperature) obtained with CPIC for a $128 \times 128$ mesh. The computational domain is initially empty. As the electrons move towards the wall much faster than the ions, at the beginning there is a strong negative spike in the potential: $\phi_{\text{wall}}(\omega_{\text{pe}} t)/T_e \simeq -5.7$. Slowly, the ion distribution function adjusts to its equilibrium value and a steady-state is reached. At equilibrium, the wall potential (averaged over the last sixth of the simulation) is $\phi_{\text{wall}}/T_e \simeq -2.11$, in good agreement with the one from the analytic theory $\phi_{\text{analytic}}_{\text{wall}}/T_e \simeq -2.10$. Figure 2 shows the shielding potential at the end of the simulation. As expected, the structure of the potential is one-dimensional (aside from some fluctuations in the region where the potential is very small). A comparison of the equilibrium shielding potential with the analytic solution (not shown) indicates that the screening of the wall by the plasma is captured correctly in the simulation.

B. Charging and shielding of a conducting sphere in an unmagnetized plasma

The next natural test is to study the charging and shielding of a perfectly conducting spherical object in an unmagnetized plasma (see for instance Ref. [35]). We can exploit the curvilinear geometry of CPIC and the fact that the system has spherical symmetry. Thus, we run CPIC in 2D with a physical space represented in cylindrical geometry ($x^1 = r$, $x^2 = \theta$, $x^2 = z$), and imposing azimuthal symmetry.

The coordinate transformation between physical and logical space is then given by Eqs. (19) and (20). This corresponds to a physical domain between two spheres of radii $r_1$ and $r_2$.

The simulation setup is as follows. The computational box is initially loaded with a Maxwellian plasma at rest. The boundary conditions on the left and right boundaries in logical space (inner and outer spheres, respectively) remain the same as in the previous example. However, we use homogeneous Neumann boundary conditions (zero normal derivative of the potential, $\partial \phi / \partial r = \partial \phi / \partial \xi = 0$ since in this case the grid is orthogonal) for the fields at the bottom and top boundaries in logical space (corresponding to the $z$ axis in physical space) and particles are specularly reflected there. At the right boundary, we inject Maxwellian fluxes with no drift velocities. The other simulation parameters are the same as in Test A, except for $\omega_{\text{pe}} \Delta t = 0.1$. We also set $r_1 = 1$ and $r_2 = 10$.

The analogue of the equilibrium theory briefly discussed in the previous example can be developed in spherical geometry (see for instance Ref. [36]). It is more complicated due to the fact that the conservation of angular momentum and at least two components of the particle velocity must be included in the calculation. For these reasons, it is common to use an approximated theory, the Orbital-Motion-Limited (OML) theory [37], to obtain the sphere floating potential. While OML is an approximated theory, previous studies have shown that OML indeed provides a quite accurate result even when the sphere radius is comparable to the plasma Debye length [38].

Figure 3 shows the time evolution of the normalized floating potential obtained for a $128 \times 128$ mesh. Unlike the case of Fig. 1 the potential approaches its asymptotic equilibrium value monotonically. This is because the computational domain is loaded with plasma at $t=0$, and the ions immediately start
charging the sphere. One can also see that the asymptotic equilibrium value, $\phi_{\text{sphere}}/T_e \simeq -2.54$, matches reasonably well the equilibrium value obtained by the OML theory, $\phi_{\text{OML}}/T_e = -2.50$. The fact that the equilibrium value is slightly lower than OML can be attributed to the development of an absorption barrier for the ions, as discussed in Ref. [39]. The equilibrium shielding potential is shown in Fig. 4. The spherical symmetry is evident from the plot. In Fig. 5, we compare the equilibrium shielding potential averaged over $\eta$ with that obtained with a 1D PIC code designed in spherical geometry. The latter was used for instance in Refs. [38], [40] to study charging and shielding of electron emitting spherical dust grains and is well benchmarked. There is a good agreement between the two, indicating that CPIC captures correctly the screening of the charged sphere by the plasma. Furthermore, we have performed a convergence study changing the number of grid points with the goal of checking the scalability of the solver in a practical situation. The results are presented in Table IV (which also shows the average number of particles per cell at the end of the simulation). The number of solver iterations averaged over the entire simulation remains fairly flat.

### Table IV

| Grid  | Average number of iterations | Average number of electrons per cell | Average number of ions per cell |
|-------|-----------------------------|-------------------------------------|---------------------------------|
| 32²   | 8.0                         | 231                                 | 330                             |
| 64²   | 8.0                         | 230                                 | 276                             |
| 128²  | 8.0                         | 230                                 | 248                             |
| 256²  | 9.0                         | 230                                 | 230                             |

**C. Charging and shielding of a conducting sphere in a magnetized plasma**

Our last example involves the charging and shielding of a conducting, spherical object in a magnetized plasma. We consider a uniform magnetic field directed along $z$. For this...
case, since there is no analytic theory that relates the sphere floating potential to the plasma parameters for arbitrary values of the magnetic field, we perform some of the studies of Ref. [18] for benchmark. Specifically, we consider two cases. In the first one, the magnetic field has magnitude $B_{z0} \simeq 1.9$ such that the electron thermal gyroradius is $\rho_e/\lambda_{De} = 0.533$ and the electron gyrofrequency is $\omega_{ce}/\omega_{pe} \simeq 1.9$. Other parameters and the simulation settings are as in Test B. In particular, the ion thermal gyroradius is $\rho_i/\lambda_{De} \simeq 22.8$ and the ion gyrofrequency is $\omega_{ci}/\omega_{pe} \simeq 0.001$. Thus, in this example, the electron gyroradius is comparable to the sphere radius and we refer to this case as ‘weakly magnetized’. In the second example we increase the value of the magnetic field by a factor of 10, $B_{z0} \simeq 19$. Consistently, the electron thermal gyroradius is $\rho_e/\lambda_{De} = 0.0533 \ll r_1/\lambda_{De}$, while the ion thermal gyroradius is $\rho_i/\lambda_{De} \simeq 2.3 > r_1/\lambda_{De}$. The electron gyrofrequency is $\omega_{ce}/\omega_{pe} \simeq 18.8$, while for the ions $\omega_{ci}/\omega_{pe} \simeq 0.01$. We refer to this case as ‘moderately magnetized’, to distinguish from the strongly magnetized case when $\rho_i \ll r_1$. We note that with these values of the magnetic field the electron gyromotion corresponds to the shortest length scale and fastest frequency in the system.

We have performed simulations with CPIC for the systems just described using a $128 \times 128$ grid with time step $\omega_{pe}\Delta t = 0.05$. For the moderately magnetized case we note the important fact that this choice of the time step under-resolves the electron gyromotion ($\omega_{ce}\Delta t \approx 1$). A PIC code with a standard leap-frog particle mover would be very inaccurate and possibly numerically unstable for these parameters. As we have argued above, the reason why we can afford such large time step is that for a uniform magnetic field CPIC uses the cyclotron particle integrator [32], [33] and only needs to resolve accurately the dynamics associated with the electric field.

For the weakly magnetized case, the floating potential averaged over the last sixth of the simulation is $\phi_{sphere}/T_e \simeq -2.51$, slightly lower than the one obtained for the unmagnetized plasma. In addition, the shielding potential remains symmetric (not shown). For the moderately magnetized case, the floating potential averaged over the last sixth of the simulation is $\phi_{sphere}/T_e \simeq -2.43$, further lowered relative to the weakly magnetized case. Also, the shielding potential is not symmetric anymore (not shown).

In order to interpret the results just discussed, we have studied the trajectories of test particles moving in the equilibrium configuration obtained from CPIC. We have injected 500,000 particles for each species, uniformly located on the outer boundary (in the region defined by $\cos \left[ \pi (1-\eta) \right] \geq 0.8$) and with injection velocities distributed according to a Maxwellian, and have followed them until they either hit the sphere or leave the system. Figure 6 shows the number of particles that were able to hit the sphere in terms of their initial angular distribution on the outer boundary $\cos(\delta)$, with $\delta = \pi (1-\eta)$. The parameter $\delta$ is the colatitude in the spherical coordinate system with axis along the magnetic field: $\cos \delta = 0$ corresponds to the equatorial plane, while $\cos \delta = \pm 1$ is the sphere axis. The plot in Fig. 6 is obtained for the weakly magnetized case ($B_{z0} \simeq 1.9$). One can clearly see that the ions (bottom panel) can reach the sphere isotropically from the outer boundary. On the other hand, the majority of electrons (top panel) is collected in a flux tube of characteristic radius $r_{flux} \simeq r_1 + \rho_e$ directed along the magnetic field, for which $\cos(\delta) \simeq 0.98$. However, it is interesting to note that some electrons are collected in a larger flux tube. For instance, $\cos(\delta) = 0.9$ corresponds to a radius $r \simeq 4.4$. These are electrons that have higher initial velocities, towards the tail of the Maxwellian distribution function, and therefore have a large gyroradius.

The diagnostic just described is complemented with the distribution of particle collection on the surface of the sphere. This is shown in Fig. 7 with data obtained directly from
CPIC over the last tenth of each simulation in Tests B and C. The top panels are for the unmagnetized case, the middle panels for the weakly magnetized case and the bottom panels for the moderately magnetized case. As expected, when the plasma is unmagnetized, both electrons and ions are collected isotropically on the sphere. When the plasma is weakly magnetized the ions are still collected isotropically, since $\rho_i \gg r_1$. The electrons start to show a small depletion around $\cos(\delta) = 0$. Interestingly, even though the electrons are collected primarily in a flux tube centered around the sphere with characteristic radius of a few electron thermal gyroradii, they can still hit the sphere quite isotropically since their gyroradius is comparable to the sphere radius. As a consequence, the shielding potential remains symmetric. For the moderately magnetized case ($B_{z0} \simeq 19$), $\rho_e \ll r_1$ and the electron motion is severely constrained by the magnetic field. Therefore, the electrons do not hit the sphere isotropically, and there is a large depletion in the number of electrons around $\cos(\delta) \approx 0$. The ions, on the other hand, still hit the sphere isotropically since $\rho_i > r_1$.

As a final comment, we note that these results are consistent with the findings of Ref. [18]. For weakly to moderately magnetized plasmas, the electron collection is restricted by the magnetic field and the resulting electron current is lower magnetized plasmas, the electron collection is restricted by with the findings of Ref. [18]. For weakly to moderately

$$\rho \cos(\eta) \left(1 - \eta \right)$$

IV. CONCLUSION

We have described CPIC: a fully-kinetic, electrostatic, body-fitted PIC code in curvilinear geometry for structured grids. CPIC was designed with the goal of flexibility (namely the ability to handle different geometries, complex computational domains, and the interaction of plasmas with complex objects with characteristic size smaller than the characteristic plasma length scales), robustness and performance. It introduces a coordinate transformation from the physical space to the logical space, where the grid is uniform and Cartesian. In CPIC, most operations are performed in logical space. Its main features are (1) the use of structured grids, (2) a scalable and robust field solver based on the Black Box multigrid algorithm, and (3) an hybrid particle mover, where the particles’ position is updated in logical space while the particles’ velocity is updated in physical space. In our tests, the hybrid mover has proven more efficient and robust than the conventional physical space mover. We have presented some successful benchmark tests involving the interaction of a plasma with material boundaries, in Cartesian and spherical geometries, with and without magnetic field.
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