A Combined Experimental and Numerical Characterization of the Flowfield and Heat Transfer around a Multiperforated Plate with Compound Angle Injection
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Abstract: The aerodynamic and thermal behaviour of multiperforated zones in combustors is essential to the development of future combustion chambers. Detailed databases are therefore crucial for the validation of RANS/LES solvers, but also regarding the derivation of heat transfer correlations used in 0D/1D in-house codes developed by engine manufacturers. In the framework of FP7 EU SOPRANO Program, the test-rig used in a previous study is modified to be compatible with anisothermal conditions. The plate studied is a 12:1 model with a 90° compound angle injection. A heating system is used to generate a moderate temperature gradient of about 20 K between the secondary hot flow and the main cold flow. The aerodynamic field is acquired by a PIV 2D-3C (Stereo Particle Image Velocimetry) system. The surface heat transfer coefficient is derived based on surface temperature distribution acquisitions. Several heating power levels are tested, which allows evaluating the convective heat transfer coefficient and reference temperature through a linear regression. Measurements are conducted on both sides of the plate, which also gives access to those quantities on the injection/suction sides. From a numerical point of view, the configuration is studied using the unstructured ONERA in-house CEDRE solver with an advanced Reynolds Stress Model. A systematic comparison is presented between the experimental and numerical database. Due to the high blowing ratio, the film protection is low in the first rows, with a convective heat transfer coefficient enhancement around three, and freestream cold air brought close to the wall by vortices created at injection. After four rows, the film is building up, leading gradually to a better insulation of the wall. The comparison with the numerical simulation exhibits a qualitative agreement on the main flow structures. However, the mixing between the jets, the film and the freestream is underestimated by the calculation.
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1. Introduction

Cooling in modern combustion chambers involves the use of multiperforated liners which allow creating a cold film protection and reduce the heat load received by the wall. To model the corresponding heat transfer, detailed databases are required for the validations of RANS/LES solvers, but also regarding the derivation of heat transfer correlations used in 0D/1D in-house codes developed by engine manufacturers (see for instance [1]). One way to improve the efficiency of effusion cooling is to vary the injection direction compared to the mainstream. The influence of compound angle injection on film cooling effectiveness was first investigated for one or two rows. Schmidt and Sen [2,3] measured the adiabatic effectiveness and heat transfer coefficients for a single row of holes, with a yaw angle of 60°. They compared their results with streamwise injection holes, showing enhanced adiabatic effectiveness and lower heat transfer rates for the configuration with compound angle injection. They also emphasized the concept of Net Heat Flux Reduction (hereafter...
NHFR), showing that the efficiency of the film is driven at the same time by the adiabatic efficiency and the heat transfer coefficient. Ligrani and Ramsey [4] studied the influence of a compound angle variation on the heat transfer for a two staggered row configuration. They also put in evidence the higher efficiency of compound angle injection compared to the reference streamwise injection. One of the first studies on effusion cooling and compound angle injection was carried out by Mayle et al. [1]. They studied different perforated plates drilled with 45° laterally inclined holes. The plates, consisting of 25, 21 or 15 rows were investigated in terms of adiabatic effectiveness and heat transfer. The analysis included the influence of blowing ratio and hole pattern. Andrews et al. [5] studied the influence on adiabatic effectiveness of hole inclination and various flow and geometric parameters. Scrittore et al. [6] studied the film velocity and turbulence profiles for a representative combustor liner configuration showing that they scale with the blowing ratio. However, the authors only considered axial injection. Michel [7] documented the flowfield around 12.1 scale holes with 90° injection, using Laser Doppler Velocimetry and Particle Image Velocimetry. More recently Zhang et al. [8] compared different patterns of compound angle holes on overall film cooling effectiveness.

From a numerical point of view, Leylek et al. [9] were among the first to study the flowfield and heat transfer around a film cooling hole, using an eddy viscosity assumption. This eddy viscosity hypothesis had been shown to be inappropriate in the past. In particular, the lateral turbulent transport is underestimated by an isotropic viscosity/diffusivity, and a correction was proposed by Bergeles [10] to account for the extra lateral diffusion. Lakehal [11] confirmed the interest of such a correction, using DNS results to improve the correction in the near wall region and applying it to a film cooling configuration with success. However, the use of such a correction was considered to be complex, and Reynolds Stress Models appeared as more suitable candidates to describe the acknowledged anisotropy more accurately. Arroyo [12] showed the ability of DRSM RANS models to reproduce the adiabatic effectiveness map, obtained by Zhang et al. [8]. The agreement obtained for the $k$-$\omega$ SST model was also judged satisfactory. Coming to temperature effects, Andreini et al. [13] investigated the effects of coolant-to-mainstream density ratio on a real engine cooling scheme of a combustor liner. They concluded that the velocity ratio was the driving parameter for the heat transfer phenomena. For high blowing/velocity ratios the adiabatic effectiveness was also less sensitive to the cooling flow parameters. More recently, Crouzy [14] presented results obtained on a realistic configuration, where various aerothermal conditions were tested for different tubular configurations. Parameters such as the yaw angle, the spacing between holes, and the chamber preswirl rate were varied, and the respective cooling efficiencies were compared. However, no detailed database was acquired as for the flow field characteristics.

To the best of our knowledge, there is no study in the literature currently presenting a combined fluid dynamics/heat transfer detailed database of the flow encountered around a multiperforated plate for anisothermal conditions and a 90° compound injection. The study presented here, conducted in the framework of the EU’s FP7 SOPRANO program, is therefore dedicated to the construction of such a database. A first CFD validation is presented, which allows completing the analysis performed on the basis of experimental data. This simulation, carried out with a standard $k$-$\omega$ SST turbulence model but also with an advanced Reynolds Stress Model, aims at better understanding the main flow characteristics and should be seen as a first step before future works on the evaluation of Reynolds Stress Models, more suitable for such complex flows.

2. Description of the Experiment

2.1. Experimental Set-Up

The experimental set-up and the orientation axis conventions are described in Figure 1. The rig is derived from the one used by Michel in a previous study [7], to account for different temperature levels for the primary and secondary flows. Two channels are separated by a multiperforated plate, 10 mm thick. The plate material is aluminium for
flow field measurements and PVC for heat transfer data. Contrary to combustion chambers, the primary flow, located in the upper 448 × 135 mm² section channel is the cold flow prescribed to ambient temperature. The hot flow is generated in the bottom 448 × 36 mm² section channel. A heating device is located at the inlet to create a moderate temperature gradient of about 20 K between the secondary flow and the primary flow. Both flows are generated through a fan located downstream of the test section.

![Figure 1](image.png)

**Figure 1.** Set-up of the multiperforated plate experiment—In blue: main cold flow with a section of 448 × 135 mm²—In red: secondary hot flow with a section of 448 × 36 mm². (a) Experimental apparatus with SPIV set-up for Z-plane acquisition; (b) Close-up view of the test section—Definition of the referential frame linked to the wind tunnel—The direction of the main flow is defined by X.

A honeycomb and insulating material have been integrated in the secondary channel to guarantee a well-controlled inlet condition. A valve located upstream of the secondary channel controls the pressure loss and mass flow rate going through the perforations. The perforated area of the plate is characterized by 10 staggered rows of 9 holes as depicted in Figure 2. The plate thickness is 10 mm, the diameter of each hole is 5 mm, and the respective pitch and yaw angles are 30° and 90°. The axial spacing \( p \) between the rows is 43.0 mm, the lateral one \( s \) is 40.25 mm.
The target velocity in the primary (i.e., cold) flow $V_p$ is 3.4 m $\cdot$ s$^{-1}$, corresponding to a Reynolds number $Re_p$ based on cold hydraulic diameter (defined as $4S/P$, where $S$ is here the test section area and $P$ its perimeter) of 45,500. For the secondary (i.e., hot) flow, the generated velocity is 2.88 m $\cdot$ s$^{-1}$, corresponding to a Reynolds number $Re_s$ based on hot hydraulic diameter of 11,400. This leads to an average velocity $V_j$ of 26 m $\cdot$ s$^{-1}$ in the holes, corresponding to a Reynolds number $Re_j$ based on hole diameter of 7800. In terms of non-dimensional parameters, this leads to a density ratio $D = \frac{\rho_j}{\rho_p}$ of 0.94, a velocity ratio $V_v = \frac{V_j}{V_p}$ of 7.88, a blowing ratio $M = \frac{\rho_j V_j}{\rho_p V_p}$ of 7.39, and a momentum flux ratio $I = \frac{\rho_j V_j^2}{\rho_p V_p^2}$ of 58.2. Those values, except for the density ratio, are typical of those encountered in a realistic combustion chamber, characterized by highly penetrating jets (see for instance [15]). All instrumentation for the acquisition of flow conditions (mass flow rate, temperature, pressure) has been calibrated and connected to a dedicated acquisition system.

2.2. Aerodynamic Measurements

Particle image velocimetry is used to measure and evaluate mean and RMS velocity fields. Flow seeding is achieved with DEHS micrometric particles, generated with two TOPAS systems. Those particles are injected at the inlet of both flows. The aerodynamic field is acquired by a LaVision’s PIV 2D-3C (or stereo Particle Image Velocimetry called hereafter SPIV) system in order to obtain all velocity components of the flow. In this way, it is illuminated by a sheet generated with a $2 \times 200$ mJ Nd:Yag pulsed laser through an optical sheet generator provided by LaVision. PIV images are acquired with two 2351 $\times$ 2058 pixels IMAGE PRO XM 512 MB cameras with a sampling frequency of 10 Hz for all measurements. Both cameras are equipped with a 100 mm Zeiss lens mounted on a scheimpflug setting and equipped with a 532 nm bandpass filter (with a 10 nm bandwidth) in order to improve the signal-to-noise ratio. Combined with rhodamine coating laid on the perforated plate, the influence of light reflection is reduced allowing velocity measurements in the vicinity of the wall.

The system is installed around the test-rig on a displacement mechanism in order to perform detailed analysis of the flow along the multiperforated plate according $Z$ and $X$ directions (see Figure 1b for axis conventions). The acquisition of images is made with LaVision’s Davis 9 software, and their processing is performed with the fast GPU-based PIV software FOLKI-SPIV developed by ONERA. It relies on the Lucas-Kanade paradigm of iterative registration of local interrogation windows as described in [16].

Two SPIV configurations are considered in order to acquire data in both $Z$-plane (i.e., parallel to the injection plate) and $X$-plane (i.e., parallel to the main section). In the first one, the half angle between each camera and $Z$ vector is 33$^\circ$, limiting the reconstruction error of the stereoscopic image as explained in [17]. For each altitude $Z$, the measurement plane is divided in 12 overlapping $80 \times 90$ mm$^2$ windows following the organi-
zation depicted in Figure 3a. All velocity components are obtained for 5 longitudinal planes \((Z = 5.8, 11.8, 19.8, 26.8, 34.8 \text{ mm})\). The pixel size through the global optical system is \(38 \mu \text{m}\) in the \(X\) direction and the size of the reconstructed stereoscopic image is \(2351 \times 2058\) pixels. In the second configuration, each \(X\)-plane explored is divided in 4 overlapping \(170 \times 125 \text{ mm}^2\) windows as illustrated in Figure 3b. Under these conditions, 7 transverses planes, from the 1st to the 4th row with a step of half a row distance, are considered. In this case, the dimension of a pixel through the optical system is \(83 \mu \text{m}\) in the \(Y\) direction and the stereoscopic image is \(1700 \times 1250\) pixels in size. In addition, particular attention was paid to the flow dynamics in the vicinity of a jet coming from a hole of the 3rd row located in Figure 3b by a black rectangle. This area was characterized from 11 planes spaced at \(\Delta X = 1 \text{ mm}\).

![Figure 3](image)

(a) Longitudinal planes \(Z\)

(b) Transverse planes \(X\)

**Figure 3.** Location of SPIV measurement planes—Note that \(X\)-position 0 refers to the upstream limit of the multi perforated plate.

For both configurations, 1500 images are acquired for each window. This number of images was shown to be satisfactory to guarantee statistical convergences. The time interval between PIV pulses is about 20 \(\mu\)s. SPIV images are processed using \(13 \times 13\) pixels interrogation windows, 10 iterations and 3 pyramid levels. In addition, a self-calibration is systematically applied in order to reduce the error induced by a possible gap between the laser sheet and the calibration plate. FOLKI-SPIV provides a dense vector field, with one velocity vector per pixel, yet its spatial resolution is limited by the size of the interrogation window as in others PIV methods. The effective spatial resolution of PIV measurements is then of 0.5 mm and 1 mm, respectively.

### 2.3. Thermal Measurements

#### 2.3.1. Flow Temperature Measurements

The flow temperature is acquired by a DANTEC cold-wire thermometry system based on a 55P15 5 \(\mu\)m tungsten probe (shown in Figure 4a,b) connected to a 90C20 CCA module. Several planes are explored along the first rows of holes. The probe position is prescribed with a displacement system using 1 \(\mu\)m vertical steps, installed above the test section (Figure 4c).
The measurement box shown in Figure 5 was defined in a zone where the effects of the test section lateral walls are low, based on PIV results:

\[
\begin{align*}
-1.5 \text{ mm} & \leq X \leq 131.5 \text{ mm} \\
-81.3 \text{ mm} & \leq Y \leq -37.0 \text{ mm} \\
0.0 \text{ mm} & \leq Z \leq 50.0 \text{ mm}
\end{align*}
\] (1)

\begin{figure}
\centering
\includegraphics[width=\textwidth]{measurement_box}
\caption{Measurement box of the cold wire thermometry.}
\end{figure}
The accurate position of the probe compared to a reference hole is defined using a small yellow plastic object with a small cylinder plugged inside the reference hole (see Figure 4b). The object is made of a small cube (5 mm side) placed on a parallelepiped so that one edge of the cube is exactly at the center of the hole.

2.3.2. Characterization of the Wall Heat Transfer

In the recent years, Pressure Sensitive Paint (PSP) has become an increasingly popular technique for the determination of the adiabatic effectiveness $\eta_{aw}$ map, as detailed in [18]. However, here, both adiabatic effectiveness and heat transfer coefficient (hereafter HTC or $h$) maps are required, so it was decided to rely on infrared thermography (IRTh) to derive those maps. The main drawback of IRTh consists in conductive effects inside the wall. However, the conductive model used in post-processing takes them into account as detailed later. The surface heat transfer coefficient and adiabatic effectiveness are derived based on the acquisition of surface temperature distribution. To limit heat diffusion, a PVC multiperforated plate is used for thermal measurements. The extra heating required to generate a significant heat transfer through the plate is provided by an electrical conductive paint from RESCOLL [19] applied on the cool surface (see Figure 6).

![Figure 6. Heat transfer coefficient and adiabatic wall temperature estimation](image)

The acquisition of wall surface temperature is performed on both sides of the plate, through a vertical displacement of the IR camera, and the use of two mirrors located at positions 1 and 2 in Figure 7a. Both optical paths of the IR camera are illustrated in Figure 7b.

![Figure 7. Infrared thermography set-up for wall heat transfer characterization.](image)
For each measurement field, four heating power levels are tested (upper-script \( i \) in Equation (4)). The average surface electrical heat flux generated in these four conditions is the following: \( \overline{\phi_{el}} = 0.159313463 \text{ W} \cdot \text{m}^{-2} \). For each heating level, the surface temperature is measured in steady state conditions, on both sides of the plate. A conductive calculation is then performed on the measurement zone of the plate. As the only missing boundary condition is the heat transfer in the holes, it is taken into account considering a model proposed by [20] to estimate the heat transfer coefficient in the holes \( h_h \). This numerical thermal model provides the conductive heat flux density \( \phi_{w}^{(i)} \) on both sides of the plate. The convective heat flux density is defined by the thermal balance at the fluid/solid interface. On the top side of the plate, it includes the local electrical heat flux generated by the heating paint:

\[
\phi_{cv}^{(top)} = \phi_{w}^{(top)} + \phi_{el} \tag{2}
\]

On the other side, there is no additional heat flux source so:

\[
\phi_{cv}^{(bottom)} = \phi_{w}^{(bottom)} \tag{3}
\]

The convective heat transfer coefficient and adiabatic wall temperature are then evaluated through a linear regression of the convective wall heat flux versus wall temperature on both sides:

\[
\phi_{w}^{(i)} = h(T_w^{(i)} - T_{ref}), i = 1..4 \tag{4}
\]

This methodology was already presented in [21] for the determination of the heat transfer coefficient.

The local heating power generated inside the paint coating in Equation (2) is a necessary input of the heat transfer balance used to derive the heat transfer coefficient. As the surface heat flux generated by this conductive paint is not uniform because of the presence of the holes, a preliminary experiment is required to identify this non-uniformity. The global electrical power is controlled by measuring total voltage \( U_{el} \) and current \( I_{el} \), which gives access to the average heat flux density:

\[
\overline{\phi_{el}} = \frac{P_{el}}{S} = \frac{U_{el}I_{el}}{S} \tag{5}
\]

where \( S \) is the total heated area. To identify the surface local heat flux, a transient experiment is done under natural convection conditions, without any flow in the primary and secondary channels. The plate top surface temperature is acquired by infrared thermography (position 1 in Figure 7) during the transient heating of the plate. The acquired transient temperature is specified as a boundary condition in a transient thermal model of the plate to calculate the heat flux on its top surface. These experiments and post-processing are carried out for each electrical power level, at the three measurement fields. An example of surface heat flux distribution is presented in Figure 9 by combining the three measurement
The surface heat flux is divided by the average electrical power $\bar{\phi}_{el}$. Please note that the results obtained for each power level are comparable, with a higher spatial noise at lower levels. The surface heat flux is not perfectly periodic because the paint thickness is not uniform as the painting process is handmade.

![Figure 9. Heat flux distribution generated by the conductive paint.](image)

As explained above, the local wall HTC and adiabatic temperature are obtained by a linear regression. This post-processing is illustrated in Figure 10. The three graphs show for each measurement field the averaged wall heat flux versus the averaged wall temperature for four different heating levels. The dashed lines are the identified linear fit of these 4 points. The HTC is the opposite of the slope and the adiabatic temperature is the y-intercept.

![Figure 10. Linear regression (average on the whole measurement zone).](image)

The uncertainty of the global methodology to identify HTC and $T_{ref}$ is evaluated based on the uncertainties of all the input parameters: temperature measurements by IRTh and PVC plate thermal properties. These properties are used in the two thermal models: unsteady model for the identification of the heat flux generated by the paint $\phi_{el}$ and steady model for the calculation of the wall heat flux under flow conditions $\phi_{w}^{(i)}$. Considering IRTh, the supplier specifies an uncertainty on temperature of $\pm 1$ K in the measurement range [0; 100 °C]. In addition, the uncertainty on wall emissivity, IR windows transmission and IR mirrors reflectivity generates a 3% uncertainty on temperature. The thermal properties of PVC are based on several sources (see [22] for example): $\rho = 1380$ kg·m$^{-3}$, $\lambda = 0.2$ W·m$^{-1}$·K$^{-1}$ and $C_p = 1046$ J·kg$^{-1}$·K$^{-1}$. Typical uncertainty on thermal properties ($\lambda$ and $C_p$) is 5%. Taking into account those elements, the uncertainty on HTC and adiabatic effectiveness $\eta_{aw}$ are given in Table 1.
Table 1. Uncertainty of wall heat transfer characterization.

|                  | Primary Flow | Secondary Flow |
|------------------|--------------|----------------|
| HTC              | 7%           | 9%             |
| $\eta_{aw}$      | 0.04         | 0.05           |

3. Numerical Model

The mesh was generated using Centaur meshing software [23]. This mesh is hybrid, made of prisms at the walls, tetrahedra far from the wall and a minor number of pyramids. Three successive grids were used to check mesh convergence issues. The first one corresponds to approximately 50 $M$ cells, the second one is about 67 $M$ and the last one 90 $M$ cells. The main difference relies in the mesh discretization inside the holes. For the coarse mesh, around 15 cells are present along one diameter, compared to 30 cells for the fine mesh. The difference on wall temperature between the intermediate and fine meshes not exceeding locally 2%, the intermediate 67 $M$ cell mesh was conserved. The prism size at the wall was adjusted to guarantee a $y^+$, close or less than 1, for the majority of the flow, leading to a cell size of 15 microns near the walls. The $y^+$ distributions obtained on both sides of the plate are represented in Figure 11a.

The simulation is completed using ONERA’s in-house CEDRE software. The software is a general purpose unstructured solver, dedicated to applications in the field of energetics and propulsion. A description of the code is provided in [24]. The $k$-$\omega$ SST model was considered as the reference RANS model, being largely used in the industry. Details about this model can be found in [25]. In parallel to $k$-$\omega$ SST model, the ability of Reynolds Stress Models to improve the description of those complex 3D flows is evaluated using Manceau Elliptic Blending Reynolds Stress Model (EBRSM) [26]. This model is more suited for flows dominated by strong curvature and non-equilibrium effects. The elliptic blending allows combining a specific near-wall model with a classical SSG approach far from the wall. Concerning the heat flux modelling, a constant turbulent Prandtl number of 0.85 was used in combination with the $k$-$\omega$ SST model for Reynolds stresses:

$$\frac{u'_{i}T'}{\nu_{t}Pr} = -\frac{\nu_{t}}{Pr_{t}} \frac{\partial T}{\partial x_{i}}$$

Figure 11. Numerical conditions—Mesh quality and boundaries. (a) $y^+$ distribution near the hot (bottom) and cold (top) sides of the plate; (b) Boundary conditions prescribed.
This value is a standard value, in particular appropriate for equilibrium boundary layers (see for instance [27]). Regarding the more complex EBRSM calculation, the Daly-Harlow Generalized Gradient Hypothesis was adopted for the turbulent heat flux [28]:

$$\frac{u_i' T'}{u_i u_j' \varepsilon \partial T/\partial x_j} = C_\theta$$

(7)

A realistic evaluation of the Reynolds Stress tensor is a prerequisite for such a model. Those values are issued from the EBSRM model. The classical value of 0.3 for $C_\theta$ is used here.

The boundary conditions (see Figure 11b) were estimated from the averaged experimental values of pressure or mass flow rates. Subsonic inlets are prescribed for the hot and cold channels. For the main flow, a surface mass flow rate of $3.97 \text{ kg} \cdot \text{m}^{-2} \cdot \text{s}^{-1}$ and a total temperature of 293.75 K are specified. For the hot flow, the mass flow rate and temperature are respectively equal to $3.20 \text{ kg} \cdot \text{m}^{-2} \cdot \text{s}^{-1}$ and 317.35 K. For the $k$-$\omega$ SST model, for both channels $k$ and $\omega$ are taken respectively as $0.1 \text{ m}^2 \cdot \text{s}^{-2}$ and $100 \text{ s}^{-1}$. For the EBRSM model, $u_i' u_j'$, $\overline{v' v'}$ and $\overline{w' w'}$ are taken to $0.066 \text{ m}^2 \cdot \text{s}^{-2}$, $\epsilon$ and $\alpha$ respectively to $1 \text{ m}^2 \cdot \text{s}^{-3}$ and 1. The outlet static pressure was taken equal to 100,245 Pa. No-slip conditions are prescribed for all walls. The comparison between the experimental results and the SST simulation was already presented in [29]. Therefore, in the next sections, all presented results will correspond to the EBRSM modelling. Those results show a clear improvement, in particular for heat transfer, as will be shown in 4.2.2.

Coming to the thermal modelling, two calculations were performed. For the first simulation, the plate was considered to be adiabatic to obtain $T_{aw}$. For the second one, a temperature of $T_w = 319.35 \text{ K}$ is prescribed, corresponding to a temperature level guaranteeing a positive wall heat flux $\phi_w$ everywhere. The heat transfer coefficient is then derived, writing:

$$\phi_w = h(T_w - T_{aw})$$

(8)

The calculations carried out here are limited to the fluid domain. A conjugate model would have been more representative of the real set-up. However, the PVC character of the plate for thermal measurements limits the conductive phenomena. Moreover, Bizzari et al. [15] compared a conjugate and an adiabatic model, showing that, except in the very near-wall region, the velocity and temperature profiles are identical. Lastly, the fluid model is already large, and the additional cost of a solid model was judged too high, regarding the elements stated before.

4. Discussion

4.1. Dynamics of the Flow

The whole measurement area is presented in the plate frame in Figure 12, which shows the maps of velocity magnitude $N$ and the fluctuation of axial velocity $U_{rms}$ (i.e., the root mean square level of measured velocities), both measured 5.8 mm above the injection plate. The axial velocity upstream of the multi-perforated plate is between 3.4 and 3.9 m·s$^{-1}$, the flow being already affected by the presence of the jets. As a reminder, the theoretical primary flow velocity is 3.4 m·s$^{-1}$ as considered in Section 2.1. In the associated Figure 12a, the peak velocities correspond to the intersection of hot jets with the measurement plane. The maximum velocities are observed in the holes and at the hole exit, with local values of 30 m·s$^{-1}$, to be compared with the free stream velocity. It appears that the cartography is strongly heterogeneous and does not exhibit any periodic behavior. The three first rows present a common pattern, from one hole to another. At this location, each jet pattern is highlighted by two high velocity branches which are linked to the trace of the counter-rotating vortices classically generated by the interaction between the crossflow and the jet (as illustrated in Figure 12a). High velocity fluctuations are localized in the vicinity of the holes and outlined small discrepancies in jet wakes directions as shown in Figure 12b.
Nevertheless, in 2nd and 3rd rows, the process appears to be more diffusive, with an extended high velocity zone. This behavior is directly driven by the interaction of the jets with the film created by the preceding rows, compared to the undisturbed inlet main-flow seen by the first row. Similarly, as shown in Figure 13a,b which depict the experimental maps of the velocity magnitude $N$ and vertical velocity $W$ respectively, the location of the jets coming from the first row is quite visible as mushroom or kidney shapes above the new row of jets (see Figure 13a). Due to the presence of the left sidewall, the jet at the left end appears much more developed than the other jets in the row. The vertical velocity field clearly shows the development of a recirculating flow induced by the impact of the flow on the sidewall (see Figure 13b). Figure 13c,d show the same fields, obtained in the EBRSM simulation. The footprint of the jets issued from the first rows are less organized, with no clear periodicity of the flow. The jets of the 2nd row are less penetrating, and they are more deviated close to the wall. The vertical velocity map exhibits the same high velocity near the lateral wall corresponding to a circulation of the flow along this wall.

(a) SPIV: Velocity magnitude $N$  
(b) SPIV: $W$-Velocity

Figure 13. Cont.
To define a close-up of jet behavior, a reconstructed 3D field of the velocity magnitude is performed with the combination of several SPIV measurements focused on the 3rd row of holes (see Figure 3b for the exact location of the measurement). The dual figures presented in Figure 14 show the jets in interaction with the main flow. In particular, in Figure 14a, one can observe the traces of the previous row flowing above the observed jets.

When the distance to the wall is increased (i.e., in Z direction), one can follow the organization of all jet flow interactions as illustrated in Figure 15. Here, the direction of the different jets marked by their own wakes is different depending on the emission row considered. In particular, the jets generated from the fifth row near position $X = 200$ mm take a direction perpendicular to the main flow. This behavior reveals a loss of flow entrainment for those latter. In following altitudes, as for instance in Figure 16, the complex topology of the interaction between the grid of jets and the transverse main flow shows that, starting from the 4th row of holes upstream, the direction of the flow is globally disturbed by a phenomenon other than the injection of the jets alone. Indeed, as no periodic
regime is established for the next rows, the behavior observed after the 3rd row is even more chaotic, with a less clear penetration of the jets for rows 4 and 5. In fact, a massive lateral movement is generated in the main channel, created by the entrainment of air by the hot jets, which interacts very rapidly with the left hand test section wall producing a recirculating flow towards the center of the plate. This behavior is clearly confirmed by Figure 17 where the velocity fields show a modification of the expected film cooling flow, with a lateral perturbation amplifying and taking up more and more space. This lateral back flow is located in the left half of the test section and is characterized by high velocities similar to the velocity of the main flow.

![Velocity fields for Z-plane Z = 11.8 mm.](image1)

**Figure 15.** Velocity fields for Z-plane $Z = 11.8$ mm.

![Velocity fields for Z-plane Z = 26.8 mm.](image2)

**Figure 16.** Velocity fields for Z-plane $Z = 26.8$ mm.

As a matter of fact, when the flow impinges on the lateral wall, it is deviated towards the upper wall, which creates a strong vortex in the channel, and prevents the flow from being periodic. In the end, the whole film cooling flow is affected by this boundary effect induced by the present flat model configuration. Even if this flow differs from the one encountered in combustion chambers, which are often tubular, most regions offer
a clear view of the interaction between the jets and mainstream, for a 90° side injection, in particular for the first rows. The comparison between experimental and computational results reveals the same flow topology.

(a) Velocity magnitude $N$

Figure 17. Velocity fields for X-plane $X = 138$ mm localized midway between the 3rd and 4th rows.

(b) Fluctuations of vertical velocity $W_{\text{rms}}$

Figure 18 details the comparison between measured and simulated velocity magnitudes at the 1st, and between the 1st and 2nd rows. The agreement for the first row is satisfactory, though the calculation underestimates the velocity in between the holes. The entrainment provided by jet injection is higher in the measurements, even with the use of an EBRSM model. This trend is still observed between the two first rows. The footprint of the vortices created at injection is more pronounced and less diffused in the simulation compared to PIV values, despite the Daly-Harlow model used in the EBRSM for turbulent stresses.

(a) 1st row

(b) Between 1st and 2nd rows

Figure 18. Velocity profile 5 mm above the wall: comparison between experiment (SPIV), SST and EBRSM simulations.
This turbulent diffusion process is directly illustrated by the turbulent fluctuations map. Figure 19 shows the comparison of the measured vs computed turbulent kinetic energy $k$ maps at the 4th row. It appears that the maximum level of $k$ is correctly predicted by the EBRSM model. However, the extension of the region where the turbulent kinetic energy is high is largely underestimated by the Reynolds Stress model. The lateral extension of temperature being based on turbulent diffusion, one can expect a poor quantitative prediction of the mixing between the hot jet and the cold primary flow in this region. Another key difference is the lack of clear periodicity of the flow predicted by the EBRSM model, as opposed to the SPIV map (see Figure 19).

![Figure 19. Turbulent kinetic energy map at 4th row.](image)

4.2. Heat Transfer Characterization

4.2.1. Primary Flow Temperature

One of the main contributions of this study is the thermal characterization of the flow field around the holes. This is of particular interest for code validation.

Eight planes are investigated:

- 6 constant-X planes: $X = -1.5$ (inlet conditions, 32 mm upstream 1st row), $X = 30.5$ (1st row), $X = 52.0$, $X = 73.5$ (2nd row), $X = 95.0$, $X = 116.5$ (3rd row)
- 1 constant-Y plane: $Y = -61.15$ at the center of one hole in 1st and 3rd rows
- 1 constant-Z plane: $Z = 5$ above the center of one hole in 3rd row

The measured temperature is non-dimensionalized by the following relationship:

$$T_{ad} = \frac{T_{fluid} - T_{cold}}{T_{hot} - T_{cold}} \quad (9)$$

The uncertainty of cold-wire temperature measurement is $\pm 0.5$ K. Considering the uncertainty on inlet fluid temperatures, the uncertainty on the non-dimensional temperature $T_{ad}$ is $\pm 0.03$.

The six constant-X planes are plotted in Figure 20, which allows determining the 3D thermal footprint of this configuration. The inlet plane ($X = -1.5$ mm) reveals the warm-up of the boundary layer generated by the heat flux through the separation plate. This is a confirmation that the configuration cannot be considered to be a perfectly adiabatic one. The second transversal plane above the first row exhibits a hot spot corresponding to a jet injection location. The $90^\circ$ yaw angle of the jets generates a major misalignment.
between the primary flow and the jet. This results in a relatively cold temperature immediately downstream the first hole. However, going through the various transversal planes, the temperature gradually increases, which corresponds to the creation and consolidation of a more and more efficient insulating film.

![Figure 20](image1.png)

**Figure 20.** Experimental and numerical non-dimensional temperature field (constant-X planes).

The temperature in a plane parallel to the wall, centered above one hole of the 3rd row is shown in Figure 21. The ellipse drawn in dashed line shows the location of the hole on the wall. The maximum temperature is shifted of about −10 mm (along Y) from the center of the hole due to the 30° injection angle. The deviation due to the main flow is small (+1 mm along X) because of the high blowing ratio. As the plane is 5 mm above the wall, the hot jet non-dimensional temperature is decreased down to 0.83 due to the mixing with the main flow. The EBRSM simulation exhibits a fairly good agreement, with a more pronounced peak and a less diffused temperature field.

![Figure 21](image2.png)

**Figure 21.** Experimental and numerical non-dimensional temperature field (Z = 5 mm plane).

The constant-Y plane at the center of the measurement box is shown in Figure 22. The three small rectangles in dashed line represent the three injection holes positions. Only the first and third rows are in the measurement plane. The temperature map clearly shows a maximum equal to 1 located at these two injection points, as the jets cross the measurement plane. At the second row the trace of the jet coming from the hole at \( Y = -41.0 \) mm is visible about 10 mm above the wall, with a reduced maximum (0.53) due to mixing of the hot jet with the main cold flow. The trace of the jet coming from the hole at \( Y = -20.9 \) mm of
the first row is also visible around $X = 60$ mm and $Z = 25$ mm with $T_{ad} = 0.3$. The EBRSM simulation exhibits a somewhat different mixing process. Even if the injection points are clearly present, the magnitude of the vortices injected at $Y = -41.0$ mm is higher, with a less diffused pattern. In the simulation, the near wall zone is dominated by rather medium temperatures, contrary to measured ones, which are closer to the cold temperature.

Figure 22. Experimental and numerical non-dimensional temperature field ($Y = -61.15$ mm plane).

### 4.2.2. Wall Heat Transfer

#### Wall Temperature Distribution

The wall temperature on both sides of the multiperforated plate in steady state conditions with no electrical heating is shown in Figure 23. The measured wall temperature is non-dimensionalized by the following relationship:

$$T_{w,ad} = \frac{T_w - T_{cold}}{T_{hot} - T_{cold}}$$

(10)

It is important to remember that these temperature maps are not exactly the adiabatic temperature because of the heat conduction inside the plate. However, their analysis allows describing the global heat transfer on both sides of the separation plate. The temperature map on the top surface (cold side) shows hot spots around each hole, because of heat conduction inside the plate due to the heat exchange between the hot flow coming through the holes and the wall. A colder zone appears between row 1 and row 3 where the cold primary flow is driven to the wall because of the recirculation generated by the jet injections. On the lower surface (hot side) the temperature is close to the inlet secondary flow temperature with hot spots downstream of each hole.

Figure 23. Wall temperature of the multiperforated plate without electrical heating.
Wall Heat Transfer Coefficient and Adiabatic Wall Temperature

The process for the identification of HTC and reference temperature is detailed in Section 2.3.2. In the same paragraph the uncertainties are also evaluated. Figure 24a presents maps of HTC and non-dimensional reference temperature for both sides of the plate. The non-dimensional reference temperature, corresponding to the adiabatic effectiveness is defined as:

\[ \eta_{aw} = \frac{T_{ref} - T_{cold}}{T_{hot} - T_{cold}} \]  

Please note that the zone upstream the first row of holes (X < 25 mm) must not be considered because of the presence of a copper bar providing electrical power to the conductive paint. In this region, the wall heating is not efficient and the wall model is not accurate because it does not take into account the copper bar.

The HTC distribution on the injection side is driven by the near-wall velocity distribution (as seen in Figure 12). The HTC distribution is strongly heterogeneous downstream the first row, with large discrepancies between regions of high velocity fluid and low velocity fluid. The maximum HTC areas are located in the injection region and can reach 150 W·m⁻²·K⁻¹. In the inter-row region, the HTC varies from 40 to 90 W·m⁻²·K⁻¹. The HTC distribution after the third row differs from the preceding rows, with no clear trace of the jet mixing with the main flow. The same pattern was found for near wall velocity and is explained by the 3D character of the flow, with a major lateral movement of the fluid across the primary channel. The non-dimensional reference temperature exhibits the same qualitative behavior, driven by the mixing between the hot jets and cold flow.

On the bottom surface, the distribution of HTC is more homogeneous between the holes. Downstream of each hole, a major heat transfer enhancement is present. As put in evidence by Byerley [30], this enhancement is due to the suction of the boundary layer by the hole, and to a local impingement of the flow downstream of the hole. The analysis of the non-dimensional bottom reference temperature reveals a relatively homogeneous value, close to 1 i.e., the reference temperature is close to the hot temperature. The values identified are generally a little lower than 1 because a thermal boundary layer develops on each side of the separation plate before the first row so the secondary flow temperature decreases near the wall.

The numerical results presented in Figure 24b,c can be compared to experimental ones. The agreement appears to be qualitatively satisfactory. However, quantitatively, major differences emerge. Considering the adiabatic temperature map, it is generally overestimated by the calculation, which corresponds to a warmer than measured temperature. The average difference appears to be between 20–30%. In the simulation, in the first three rows, the simulation exhibits a clear trace of the jets at hole exits. In the experiment, in the same region, the adiabatic temperature is really low, corresponding to a migration of the external cold flow near the wall. The low values observed for the HTC in the calculation downstream of the 3rd row appear in the experiment after the 4th row, with higher values. In other terms, the low velocity zone beyond this row seems to be underestimated by the calculation. The origin of such a zone being the roll-up of the primary flow with the jets, it appears to be difficult to predict even with a Reynolds Stress model. The magnitude of the velocity in such a region can be therefore very sensitive to turbulence modelling. Such a discrepancy is not necessarily surprising. For a cold jet in a hot crossflow, classical isotropic models exhibit differences that can be higher. For the current configuration, which is much more complex than an isolated jet in crossflow, higher differences are to be expected. The EBRSM should improve the dynamic field; however, as shown in [31], the heat transfer modelling is in itself a question. Even more sophisticated models such as GGDH or HOGGDH fail to predict heat transfer correctly. That could be an explanation as for why the temperature field is not adequately described in our calculation.
Figure 24. Experimental and numerical HTC and adiabatic wall temperature maps on top and bottom surface of multiperforated plate.
As detailed in Section 2.3.2 the post-processing of the temperature measurements for HTC and adiabatic temperature determination is based on a thermal model of the multiperforated plate. In this model, the HTC inside the holes \( h_h \) needs to be specified. The results presented above are obtained with a value calculated from CEDRE numerical simulations: \( h_h = 150 \text{ W} \cdot \text{m}^{-2} \cdot \text{K}^{-1} \). Latzko’s correlation (see [20]) provides a higher value: \( h_h = 220 \text{ W} \cdot \text{m}^{-2} \cdot \text{K}^{-1} \). To estimate the sensitivity of our results to this parameter, all the post-processing is done again with this new value. The relative difference with the previous results is drawn in Figure 25, with

\[
\begin{align*}
  u(h_{cv}) &= \frac{h_{220}(x, y) - h_{150}(x, y)}{h_{150}(x, y)} \\
  u(T_{ref,ad}) &= T_{ref,ad220} - T_{ref,ad150}
\end{align*}
\]  

Figure 25. Sensitivity of HTC and adiabatic temperature to HTC in the holes.

The sensitivity is high only near the holes where the surface heat flux calculated by the thermal model highly depends of the HTC inside the holes. In this region, the uncertainty on the surface HTC becomes higher than 10%. Everywhere else on the surface, the sensitivity is lower than 1%.

Concerning wall heat transfer, Sen et al. [3], introduced the concept of Net Heat Flux Reduction or NHFR. The NHFR measures the reduction of heat flux, if one compares for the same wall temperature the flux with film cooling \( \phi_w \) to the flux without film cooling \( \phi_{w0} \), which reads:

\[
\text{NHFR} = 1 - \frac{\phi_w}{\phi_{w0}}
\]  

where \( \phi_w = h(T_w - T_{aw}) \) and \( \phi_{w0} = h_0(T_w - T_{aw0}) \), note that the temperature differences are inverted to obtain positive heat fluxes.

Sen et al. [3] show that the NHFR provided by the film has two origins, i.e., the diminution of HTC and that of adiabatic wall temperature. The most important effect of the protective film is to create an influence temperature as close as possible to the target temperature (here the hot temperature). However, the modification of the HTC for a film cooling configuration cannot be neglected, on the injection side, but also on the suction side.

From the results obtained in our experiment, the NHFR is calculated considering a wall temperature equal to the wall temperature measured in steady state conditions (drawn in Figure 23). As for the HTC without film cooling, the following value is provided by the numerical simulation in the zone upstream of the first row of holes: \( h_0 = 16.7 \text{ W} \cdot \text{m}^{-2} \cdot \text{K}^{-1} \). The adiabatic temperature without film cooling is equal to the primary flow temperature:
\( T_{\text{wall}} = T_{\text{cold}} \). The NHFR map (Figure 26) shows mainly negative values. These negative values are due to the combination of low cooling effectiveness and high HTC increase (as seen in Figure 27) because of the high momentum flux ratio of jet injection compared to the one studied by Sen et al. [3]. Under these conditions, the NHFR becomes negative: the wall heat flux with film cooling is larger than the one without film cooling. Only further downstream the fourth row of holes the protective film begins to develop and the NHFR begins to increase but remains mainly negative as the HTC ratio stays higher than 3.

**Figure 26.** NHFR map.

The local measurements presented above are laterally averaged to gain an understanding of the global cooling properties. A filtering treatment is applied in the immediate hole edge region where the obtained values appear to be questionable. Results for the HTC and the adiabatic effectiveness are presented in Figure 27. The HTC distribution is presented in terms of the ratio \( h/h_0 \). The reference \( h_0 \) corresponds to the upstream HTC provided by the numerical simulation. The HTC enhancement on the top surface appears to be around 3 or more in this configuration, both for the experiment and the SST/EBRSM simulations. Peaks are more pronounced in the simulation, which can be at least partly attributed to the absence of conjugate effects in the numerical model. On the suction side, the same conclusion appears, with an increase in heat transfer downstream the holes. On the bottom surface, the adiabatic temperature is below 1, corresponding to a cooling of the flow through the PVC plate. On the top surface, the adiabatic temperature is close to the cold temperature between \( X = 60.0 \text{ mm} \) and \( X = 120.0 \text{ mm} \), everywhere in the spanwise direction. Concerning the comparison between the SST and the EBRSM simulations, the heat transfer coefficient is slightly increased by the EBRSM compared to the SST reference, after \( X = 100.0 \text{ mm} \). However, the main difference between the two models relies on the adiabatic effectiveness along the first three rows, where the EBRSM largely overestimates the experimental value, and the SST simulation.

Concerning adiabatic effectiveness, the initial protection provided by the film in the first rows therefore appears to be very low. In the first row the adiabatic effectiveness increases, corresponding to the hot fluid injection. Then, the roll-up of cold air around these jets brings this air near the wall, corresponding to a decrease in efficiency. The film only appears to build up after the third row (\( X = 116.5 \text{ mm} \)), with an effectiveness of 0.2. This low effectiveness is largely due to the high momentum flux ratio of the experiment. A better coverage is generally obtained on tubular configuration, where the flow is periodic.
5. Conclusions

In the framework of the EU FP7 SPROANO program, a test rig was developed to study the aerothermal field around a 12:1 scale multiperforated plate, with 90 deg compound angle injection. The non-dimensional blowing ratio considered is representative of the one encountered in aeronautical combustion chambers. The velocity field is documented using SPIV technique. The temperature field is acquired using cold wire technique, whereas Infrared Thermography and an appropriate post-processing allow the estimation of the adiabatic effectiveness and the convective heat transfer coefficient. It is shown that, in the first three rows, the film protection is not efficient. Due to the high blowing ratio, in this region, the convective heat transfer coefficient enhancement is around three, with freestream cold air brought close to the wall by vortices created at injection. After four rows, the film builds up, leading gradually to a better insulation of the wall. The comparison with a numerical simulation conducted with an Elliptic Blending Reynolds Stress turbulence model exhibits a qualitative agreement on the main flow structures. However, the mixing between the jets, the film and the freestream is underestimated by the calculation, even if the results are in better agreement compared to a $k-\omega$ SST isotropic model. In the near future, the use of more elaborate anisotropic models for turbulent heat diffusion is expected to improve the temperature field prediction.
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Abbreviations

The following abbreviations are used in this manuscript:

Acronyms
- IRTh: Infrared Thermography
- HTC: Heat Transfer Coefficient
- NHFR: Net Heat Flux Reduction
- RANS: Reynolds Averaged Navier-Stokes
- RSM: Reynolds Stress Model
- SPIV: Stereo Particle Image Velocimetry

Subscripts
- ad: non-dimensional
- aw: adiabatic
- cold: primary channel (cold flow)
- cv: convection
- el: electrical
- h: hole
- hot: secondary channel (hot flow)
- ref: reference
- t: turbulent
- w: wall

Nomenclature
- \( C_p \): specific heat [J·kg\(^{-1}\)·K\(^{-1}\)]
- \( h \): heat transfer coefficient [W·m\(^{-2}\)·K\(^{-1}\)]
- \( k \): turbulent kinetic energy [m\(^2\)·s\(^{-2}\)]
- \( N \): velocity magnitude [m·s\(^{-1}\)]
- \( p \): axial spacing of hole rows [m]
- \( Pr \): Prandtl number [-]
- \( Re \): Reynolds number [-]
- \( s \): lateral spacing of hole rows [m]
- \( S \): surface area [m\(^2\)]
- \( T \): temperature [K]
- \( X, Y, Z \): spatial coordinates [m]
- \( U, V, W \): velocity components [m·s\(^{-1}\)]
- \( U_{rms}, V_{rms}, W_{rms} \): velocity fluctuation components [m·s\(^{-1}\)]

Greeks
- \( \alpha \): pitch angle [°]
- \( \beta \): yaw angle [°]
- \( \eta \): effectiveness [-]
- \( \lambda \): thermal conductivity [W·m\(^{-1}\)·K\(^{-1}\)]
- \( \phi \): heat flux density [W·m\(^{-2}\)]
- \( \rho \): density [kg·m\(^{-3}\)]
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