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Abstract—A review of methods for diagnosing the most important parameters of pulsed beams of electrons, ions, and accelerated atoms, such as the current density, fluence, total energy per pulse, the energy density distribution over the cross section, the composition of the beam, and its energy spectrum, is presented. The main attention is paid to the methods of diagnostics of beams intended for technological applications with a particle energy of 0.01–1 MeV and an energy density of 0.1–10 J/cm². This paper contains a description of each diagnostic method, its scope of application, and systematic errors. The thermal imaging diagnostics of the total energy of a particle beam, the energy-density distribution over the cross section, the beam movement in the focal plane in a series of pulses, and the beam divergence during its transport to the target are considered. The time-of-flight diagnostics of ion beams is presented, which allows determining the beam composition, the fluence, and the energy spectrum of each type of ion in a beam of a complex composition (ions with different masses and degrees of ionization). The acoustic (thermoradiation) diagnostics based on the detection of acoustic waves, which are generated by a particle beam in a metal target by a piezoelectric transducer, is described.
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1. INTRODUCTION

The impact of pulsed energy fluxes of gigawatt power, which provides heating and cooling of the surface layer of a processed item at a speed of $10^8$–$10^9$ K/s (ultrafast quenching) at a pressure of $10^8$ Pa (superpower forging) [1, 2], allows forming structures in the surface layers whose composition and nanometer dimensions cannot be obtained by other methods. As a result, the properties of materials, such as the hardness, strength, and wear resistance are improved; the performance characteristics of products made of such materials are improved as well. Electron and ion beams are also used for simulating irradiation of structural materials in the study of their radiation resistance [3–5].

To control the parameters of pulsed beams that are intended for technological applications (with a particle energy of 0.01–1 MeV and a beam energy density of 0.1–10 J/cm²), thermal imaging diagnostics (TID) (to measure the total energy and energy-density distribution over the cross section, the beam movement in the focal plane in a series of pulses, and the beam divergence during its transport to the target), time-of-flight (TOF) diagnostics (to measure the composition of the ion beam, the fluence, and the energy spectrum of each type of ion in a beam of complex composition), a Faraday cup (to measure the total electron-beam current and the ion-current density), and acoustic diagnostics (for measuring the cross-sectional energy-density distribution) are used.

2. THERMAL IMAGING DIAGNOSTICS
OF ION AND ATOMIC BEAMS

For an amplitude of an ion-current density pulse of 200–300 A/cm² and a pulse duration of 100–150 ns (a Gaussian pulse), the charge density per pulse is 15–20 μC/cm². This corresponds to a fluence of singly charged ions per pulse of $(0.9–1.3) \times 10^{14}$ cm⁻². The range of ions with energies of 200–300 keV in metals does not exceed 1 μm, while their concentration in the near-surface layer is below $10^{18}$ cm⁻³ (the concentration of Fe atoms is $8.5 \times 10^{22}$ cm⁻³). In this case, the energy density of a high-power ion beam (HPIB) is 3–5 J/cm², and the main factor that determines changes in the properties of a product when exposed to a gigawatt-power ion beam is a thermal effect but not the ion implantation [6]. Therefore, it is primarily important to control the energy density of a HPIB to optimize the mode of processing products with such a beam, while the calorimetric diagnostics is the main technique for studying the parameters of pulsed ion beams and accelerated atoms [7].
A comparative analysis of the correctness of the beam diagnostics according to the amplitude of ion-current density pulses and the HPIB energy density was presented in [8]. The influence of the ion-energy spread, ion beam composition, accelerated atoms, locality of the diagnostics, and other factors on the HPIB diagnostics error was analyzed. It was shown that energy-density measurements provide more correct and complete information that does not contain systematic errors. TID is widely used to study the parameters of pulsed beams of electrons, ions, and accelerated atoms.

The calorimetric method was used for measuring the parameters of HPIBs for the first time in 1976 by the English scientists, Christodoulides and Freeman [9]. The use of a thermal imager to measure the HPIB energy-density distribution was proposed in 1997 by Davis et al. [10]. These studies have shown that TID of parameters of pulsed ion beams and accelerated atoms is an effective on-line monitoring method [7, 11, 12]. It allows one to measure the total energy of a beam and the energy-density distribution on a target in a single pulse, optimize the operation of an ion source, and control the target irradiation mode.

The spatial resolution of TID is 1–2 mm; the sensitivity of a typical thermal imager provides registration of a thermal imprint in a single pulse at an energy density that exceeds 0.02 J/cm². The correct use of the thermal-imaging technique when monitoring the HPIB parameters requires that the contribution of electrons, plasma, and other factors to the target heating be taken into account [12].

### 2.1. The Technique for Measuring the HPIB Energy Density

The TID of the HPIB parameters is conducted according to the thermal imprint on a metal target using a thermal imager. The recording scheme is shown in Fig. 1. A stainless-steel [7] or titanium [10, 11] foil is used as the target. Among the widely used structural materials, stainless steel stands out for its low heat capacity and thermal conductivity, which are important for TID. To increase the target emissivity coefficient, its back (from the ion beam) side is coated with a black dull paint (ε = 0.95). The life of such a target is 10³–10⁴ HPIB pulses with an energy density of up to 15 J/cm².

The generation of the HPIB and target irradiation occur in a diode chamber at a pressure of below 10 Pa; therefore, the thermal imprint of the beam is registered through the output window, which is located on a flange of the diode chamber. A flat plate made of calcium fluoride (CaF2), or NaCl, ZnSe, BaF2 is used for the window. Calcium fluoride and other optical materials have incomplete transmissions in the operating spectral range of the thermal imager (7–14 μm), and the readings of the thermal imager that registers the heat flux, which passes through the optical window, must be corrected. Studies have shown that the coefficient of attenuation of thermal radiation by the CaF2 and BaF2 windows changes slightly with their prolonged use for registering a thermal imprint of an HPIB.

The amount of energy E, J, that is liberated in a target during its irradiation is:

\[ E = c_1 m \Delta T = c_1 d \rho S \Delta T(x, y), \]

where \( c_1 \), J/(g deg), is the specific heat; \( S \), cm², is the area of the target; \( d \), cm, is the target thickness; \( \rho \), g/cm³, is the density of the target material; and \( \Delta T \), deg, is the target temperature increment.

When an infrared image (IR image) is recorded through the optical window, the HPIB energy density \( J(x, y) \), J/cm², is then equal to

\[ J(x, y) = \frac{E}{S} = K_1 c_1 d \rho \Delta T(x, y), \]

where \( K_1 \) is the attenuation coefficient for thermal radiation in the optical window.

For a minimum temperature sensitivity of a Fluke Ti10 thermal imager of 0.2°C, the minimum energy density for a 0.1-mm-thick stainless-steel target is 0.03 J/cm² for the CaF2 window and 0.01 J/cm² for BaF2.

After heating the front side of the target with an ion beam, the thermal imager measures the temperature of its back side. The time required to increase the temperature of the rear surface of the target by 50% of the maximum temperature can be estimated using the Parker method [13, 14]:

\[ \tau_{0.5} [s] = \frac{1.38 \rho d^2}{\pi^2 a}, \]

where \( a \), m²/s, is the thermal diffusivity.

For a stainless-steel target with a thickness of 0.1 mm \((a = 1.5 \times 10^{-5} \text{ m}^2/\text{s})\), the heating time \( \tau_{0.5} \) is at most 0.1 ms. The results of calculating the target warm-up time, which corresponds to the temperature equalization over the thickness with a gradient below 0.02° were presented in [15]. When the stainless-steel target
thickness is less than 0.2 mm, the warm-up time does not exceed 10 ms. When using the Fluke Ti400 thermal imager in the video mode, the thermal imprint is registered on the target 0.1 s after the HPIB pulse generation (hardware delay). Therefore, the error of TID, which is caused by inhomogeneous heating of the target in thickness, is insignificant.

A delay in recording an HPIB IR image may cause an error in the results of TID due to the target cooling. When the thermal imager is operating in the video mode (usually 9 frames/s), the delay between the HPIB generation (with a pulse duration of 150 ns) and the IR image registration does not exceed 0.1 s.

Figure 2 shows the HPIB energy-density distribution in the vertical focal plane and the reduction of the target temperature at the point of the maximum heating during the target cooling. Since the ion source and target are in a vacuum, the target is cooled slowly; the temperature decreases by at most 2% within 0.2 s. Thus, the error of TID that is caused by the target cooling is insignificant.

TID provides a high spatial resolution of the cross-sectional HPIB energy-density distribution. A hole with a 3-mm diameter was made in the target to evaluate this distribution (Fig. 3). TID made it possible to correctly register a decrease in the target temperature in the vicinity of the hole; the diagnostic resolution was 1–1.5 mm. The energy density in the hole did not decrease to zero, since there was a source behind the target whose temperature was higher than the initial temperature of the target.

2.2. The Expansion of the Measurement Range of Thermal Imaging

It is of great interest to control the parameters of an HPIB with a high energy density that is necessary for sputtering a target or modifying it with shock wave [2]. However, ablation of the target material limits the range of measurements using TID. A metal mesh that was installed in the drift and HPIB focus region was used to extend the measurement range in [10]. The measurement results were adjusted taking the mesh transparency into account (Fig. 4).

The HPIB energy density was measured in [10] by two methods: using TID (i.e., according to the energy density absorbed in the target) and the ion-current density (i.e., according to the total HPIB energy density, which is equal to the integral of the product of the ion-current density and the accelerating voltage over the pulse duration). The results show that for an energy density that exceeds 5 J/cm² (see Fig. 4) the transparency of the metal mesh decreases and the data obtained by two methods differ significantly. With a further increase in the HPIB energy density the discrepancy increases.

The transparency of the metal mesh may change due to the ablation plasma that overlaps the region between the mesh wires, especially when its optical transparency is low. An error in measuring the ion-current density due to the overlap of the collimating hole of the Faraday cup by the ablative plasma was found in [16]. When using a metal grid to attenuate an HPIB, the beam may be additionally focused by its own spatial charge [17].

Another method for expanding the range of TID measurements is based on HPIB scattering after its passage through the collimating hole in the target [7, 10]. When the ion beam is scattered after passing through the hole in the first target the energy density of the beam that falls on the second target (which is mounted at a distance of 10–20 mm behind the first target) is reduced to a level below the ablation threshold, which ensures that the correctness of measurements and allows calculation of the average energy density in the region of the hole in the first target. However, this method does not allow one to measure...
the cross-sectional distribution of the HPIB energy density and determine its total energy. Moving the HPIB in the focal plane in a series of pulses introduces a significant error in this method.

Our studies have shown that the maximum energy density measured using TID significantly exceeds the ablation threshold of the target material (Fig. 5). This was observed for all the studied materials except for tungsten (Table 1) [18, 19].

Overheating $R$, %, was calculated from the ratio

$$R = \frac{100(J_{\text{max}} - J_{\text{thr}})}{J_{\text{thr}}},$$

where $J_{\text{max}}$ is the HPIB energy density at the focus, and $J_{\text{thr}}$ is the threshold ablation energy density.

The effect of overheating the target during its irradiation by an HPIB may be associated with metastable overheating (above the boiling point) of the molten subsurface layer of the target, when it is heated at a rate of above $3 \times 10^{10}$ K/s. The experimental data on the overheating of liquid metals obtained when heating a metal wire with a pulsed electric current at a heating rate of $10^8-10^{10}$ K/s are given in [20]. The overheating (the ratio of the difference between the experimental boiling point of the metal and the equilibrium boiling temperature to the equilibrium boiling point of this metal) at the initial point of the explosion varied from 21% for Al to 114% for Cd; it was 66% for copper and 110% for tungsten. The value of overheating did not change when the heating rate changed in the range of $(2-80) \times 10^9$ K/s.

In the process of pulsed laser heating of a metal target, which is similar to heating by a pulsed electric current, a thin subsurface metal layer was melted and overheated in the liquid state above its boiling point [21]. When the laser radiation density was high enough, overheating was accompanied by a transition to the metastable liquid phase. However, for a laser pulse duration that exceeded 5 ns, the overheating did not exceed the critical temperature (the spinodal line of the phase diagram) [20], and the relative excess temperature did not exceed 66% for the copper target.

Overheating of most targets that are irradiated with an HPIB is significantly higher than overheating of metal wires subjected to pulsed heating with an elec-
tric current or that of a pulsed-laser-heated metal target (see Table 1).

In addition, when a target is irradiated with an ion beam, its overheating depends on its size and thickness. When the thickness of a large brass target decreases its overheating increases from 220 to 435% [18]. Overheating of a small target reaches 350% and does not change when its thickness changes. When the HPIB pulse duration is shorter than 200 ns the thickness of the molten layer does not exceed 1 μm [22] and an increase in the target thickness from 75 to 200 μm must not affect the overheating process.

The target overheating under irradiation with an HPIB may be associated with the formation, migration, and subsequent annealing of radiation defects. When an ion beam irradiates a target, an elastic (nuclear) scattering mechanism with the formation of radiation defects is implemented [3]. Migration of radiation defects in metals has a small activation energy, which ensures their high mobility and annealing at temperatures of 100–200 K in stainless steel [23] and 120–130 K in titanium [24].

The temperature is very high in the subsurface layer of an HPIB-irradiated target, thus leading to a rapid migration of part of the defects from the ablation layer of the target and the subsequent energy release in the target during their annealing. The thickness of the target surface layer, which is evaporated under the HPIB irradiation, does not exceed 1 μm; thus, the migration of radiation defects does not take much time. Investigating the target cooling process after HPIB irradiation confirms the formation of a significant number of radiation defects [25].

The calibration dependence that was obtained from measurements of the HPIB energy density [18, 19] can be used to correct the results of TID of HPIBs under the conditions of intense ablation of the target material. To do this, it is necessary to measure the cross-sectional distribution of the HPIB energy density, when the beam is attenuated by a metal grid (the total energy density) and without using a grid (the absorbed energy density) (Fig. 6). A stainless-steel mesh was installed at a distance of 10 mm in front of the target. When the focal length of the diode was 13 cm, the HPIB energy density near the grid was significantly lower than that near the target surface.

**Table 1.** The HPIB energy density at the focus

| Material and target thickness | Threshold energy density, J/cm² | Energy density at the focus, J/cm² | Overheating, % |
|------------------------------|---------------------------------|------------------------------------|----------------|
|                              |                                 | large target 12 × 20 cm | small target 10 mm |                      |
| Ti, 50 μm                    | 1.10                            | 4.2–4.6                | 4.8–5.1           | 280–360             |
| Brass, 75 μm                 | 1.12                            | 5.5–6.0                | 4.5–5.0           | 300–435             |
| Brass, 200 μm                | 1.12                            | 3.6–3.9                | 4.4–5.0           | 220–345             |
| Stainless steel, 100 μm     | 2.75                            | 5.8–7.1                | 6.5–7.0           | 110–160             |
| Cu, 100 μm                   | 4.80                            | 5.5–5.8                | 7.0–7.4           | 15–55               |
| W, 200 μm                    | 5.54                            | 5.4–5.6                | —                | ≈ 0                 |

![Fig. 5. The HPIB energy-density distribution at the focus in the (1) vertical and (2) horizontal directions for (a) brass and (b) titanium targets.](image-url)
lower than at the focus. This made it possible to eliminate the effect of reducing the optical transparency of the grid by ablation plasma. The energy density was calculated taking the optical transparency of the grid (50%) into account. These results are shown in Fig. 7.

Similar results on the overheating of a 0.64-mm-thick titanium target that was irradiated with a pulsed ion beam (400 keV, 30 kA, and a duration of 0.5 μs) were presented in [10] (Fig. 7b). The total energy density of the HPIB is equal to the integral of the product of the ion-current density and the accelerating voltage over the pulse duration. The use of the calibration curve extends the range of measuring the ion-beam energy density to 10–12 J/cm².

2.3. The Effect of Radiation Defects on the Error of the Thermal-Imaging Diagnostics of HPIBs

One of the mechanisms of the ion-energy absorption in metals is the elastic (nuclear) scattering by target atoms with the formation of primary radiation defects (Frenkel pairs) [26, 27]. These defects lead to changes in the mechanical properties of irradiated products [28], radiation swelling [29], etc. Studies have shown that the HPIB-formed radiation defects in the target significantly increase the maximum energy density that can be measured using TID due to their migration from the melting and ablation region, as well as their subsequent annihilation [30].

Fig. 6. (a) The HPIB IR image and (b) the energy-density distribution at the focus in the horizontal cross section: (1) when the HPIB is attenuated by a grid and using the calculation results; and (2) without a grid.

Fig. 7. (1, 3) The dependences of the absorbed-energy density and (2, 4) the threshold energy density on the total energy density for (a) stainless-steel and (b) titanium targets [18] and (3, 4) curves based on the results from [10].
For TID, the total HPIB energy is calculated from the value of the thermal energy in the target immediately after the irradiation, since it is subsequently cooled via thermal radiation (see Fig. 2). However, a part of the HPIB energy that is spent on the formation of radiation defects does not participate in the target heating immediately after the irradiation, because the annihilation time of defects at a temperature of 100–200°C is tens of seconds [30]. This introduces a substantial error into the results of the HPIB energy-density measurements using TID. Table 2 presents the results of measuring the HPIB energy density when using targets made of different metals [31]. Each series of measurements consisted of ten consecutive pulses; the accelerator mode remained unchanged during studies of all targets. When targets made of different metals were used, TID readings differed by 40–60% with an energy-density instability in a series of pulses (for a single target) of at most 10%.

A significant spread in TID readings with targets of different metals may be associated with different threshold ablation abilities of these metals (the energy required for heating the surface layer of a target to the boiling point by a pulsed ion beam). When the effect of an HPIB with a duration of 150 ns was simulated it was obtained that the threshold ablation energy density is 1.1 J/cm² for a titanium target, 2.75 J/cm² for a stainless-steel target, and 4.8 J/cm² for a copper target [31] (see Table 1). Radiation defects that are formed in the target by the beam increase the threshold ablation energy density to 4.8–7.4 J/cm² due to the migration of defects from the ablation region and the subsequent annihilation [18]. In our experiments, the HPIB energy density did not exceed 4 J/cm²; therefore, the ablation of the target material had no effect on TID readings when using targets of different metals.

The spread of TID readings when using targets made of different metals may also be due to different energy consumptions of the ion beam for the formation of radiation defects in these metals. Studies have shown that the energy loss of the HPIB for the formation of radiation defects (5–10% higher than the annihilation of radiation defects during the target cooling) is proportional to the initial thermal energy in the target after its irradiation with the ion beam [19, 30]. Therefore, the corrected (total) HPIB energy density $J_{cor}$, J/cm², can be calculated from the formula:

$$J_{cor} = K_c K_e c d \rho \Delta T,$$

where $K_e = 1.22$ for a stainless-steel target, 1.3 for Cu, and 1.7 for Ti [31].

Considering the HPIB energy loss for the formation of radiation defects makes it possible to eliminate the error in measuring the HPIB energy density (by 40–60%) when using targets of different metals (see Table 2).

### Table 2. The HPIB energy density at the focus

| Target material | Measurement series | Energy density, J/cm² |
|-----------------|--------------------|-----------------------|
| Ti              | Series 1           | 2.3 ± 10%             |
|                 | Series 2           | 2.3 ± 9%              |
| Stainless steel | Series 1           | 3.2 ± 6%              |
|                 | Series 2           | 3.3 ± 6%              |
| Cu              | Series 1           | 3.6 ± 6%              |

3. THE TIME-OF-FLIGHT DIAGNOSTICS OF ION BEAMS

The HPIB composition determines the depth of the modified layer of a processed product and the absorbed-dose value. Therefore, when optimizing the product processing mode, it is important to control the ion composition and ratio of the ion concentrations in the beam. In metals and alloys, the range in the target for ion energies of 200–300 keV does not exceed 0.5–1 μm; however, for a pulse duration of 0.2 μs, the heat front propagates to a depth of 2 μm by the end of the pulse [32, 33]. Therefore, for metal products, the HPIB composition is not so important as the propagation depth of the heat front. However, in order to study the operation of an ion diode and calculate the increase in the ion-current density compared to the calculated value according to the Child–Langmuir equation [34] it is important to know the composition of the formed ion beam.

A method for studying the ion-beam composition by their spatial separation using a magnetic field was first proposed by J.J. Thomson in 1913 (Thomson spectrometer). In 1919, E.W. Aston developed a prototype of a modern magnetostatic mass spectrometer [35]. The separation of ions with large masses in a Thomson spectrometer requires the use of a magnetic field with an induction that exceeds 1 T, thus increasing the size and mass of the instrument.

In a Thomson spectrometer, detailed information on the beam composition and ion-energy distribution is obtained using the track diagnostics in CR-39 plastics [36, 37]. However, processing the registering plates takes a long time. Correct information can be obtained only when studying the beam composition in a single pulse, which makes it difficult to monitor changes in the HPIB composition in a series of pulses. The use of photosensitive semiconductor arrays in a Thompson spectrometer [38] is hampered due to the destruction of photosensitive elements in high-voltage HPIB sources.

The HPIB composition can be analyzed using the spatial separation of different ions along their drift path from the diode to the registering device. The first time-of-flight (TOF) analyzer was constructed by Wiley, MacLaren in 1955 [39]. A more detailed over-
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view of the history of the development of TOF mass spectrometers from the time of their invention up to now was presented in [40]. The use of a high-speed Faraday cup and a broadband oscilloscope allows one to quickly monitor the HPIB composition using a sensor that is installed at a distance of 10–15 cm from the diode. The TOF diagnostics of an HPIB provides rapid monitoring of changes in the beam composition in a series of pulses.

When accelerated in the anode–cathode gap of a diode, ions with different masses and degrees of ionization acquire the same energy but different velocities [41, 42]. In this case, it is believed that ions of different types are formed in the diode synchronously during a pulse of the accelerating voltage and that their speed does not change on the drift path. For an HPIB energy density below 10 J/cm² and a pulse duration of 150 ns, the ion concentration is at most 10^{13} cm^{-3}; therefore, the probability of their collisions (and velocity changes) in the drift region is low. The divergence of ions in the HPIB is 5°–8° [43].

For each instant of time of the HPIB generation, the accelerating voltage (with a step of 1 ns) is used to calculate the current density for ions of a particular type and the delay time of arrival of these ions at the collimated Faraday cup (CFC). The calculated curves are compared with the experimental data [7, 12]. This method allows determination of the HPIB composition more precisely than when using the delay of the maximum amplitude of the ion-current density relative to the maximum accelerating-voltage amplitude [44–46]. Figure 8 shows typical waveforms of the accelerating voltage and the density of the ion current that is generated by the focusing diode when operating in the two-pulse mode [6]. The distance to the CFC is 14 cm.

The results of measuring the HPIB energy density confirm the correctness of the TOF diagnostics. The energy density \( q, J/cm^2 \), is equal to the integral of the product of the accelerating voltage and the ion-current density calculated from the one-dimensional Child–Langmuir equation:

\[
q_{\text{cal}}(t) = \int_{t_0}^{\infty} U(t) j(t) dt
\]

\[
= \frac{4K_3\varepsilon_0\sqrt{2ze^2}}{9\sqrt{m_i}} \int_{t_0}^{\infty} \frac{U^{5/2}(t) dt}{[d_0 - \nu(t - t_0)]^{5/2}},
\]

where \( z \) is the ion charge, \( m_i \) is the ion mass, \( d_0 \) is the initial anode–cathode gap, \( \varepsilon_0 \) is the absolute permittivity, \( U \) is the accelerating voltage, \( \nu \) is the plasma expansion speed, \( K_3 \) is the gain of the ion-current density, and \( t_0 \) is the time when the polarity at the anode changes (\( t_0 = 450 \) ns in Fig. 8a).

For the experimental data in Fig. 8a, the HPIB energy density, which is calculated from the results of the TOF diagnostics (for N²⁺ ions), is 4.3 J/cm², which is 20% lower than that according to TID results (see Fig. 8b). The discrepancy is related to the use of TID to register the target heating by ions and accelerated atoms, which are produced during the ion charge exchange [6, 47].

The TOF diagnostics of pulsed ion beams that contain light (protons or deuterons) and heavy (C⁺ or N⁺, Cu⁺, Fe⁺) ions showed a delay in registering light ions by the Faraday cup in comparison with the calculated values [48]. The delay of protons with energies of 250–300 keV was 40–50 ns on a drift path of 14–16 cm. With a deuteron energy of 1 MeV on a drift path of 45 cm, the delay was 16 ns [49]. At a low proton concentration, the ion-registration delay did not exceed the TOF diagnostic error. The delay in registering light ions is due to their deceleration by the space charge of...
the HPIB (which is negative due to an excess concentration of low-energy electrons) in the drift region from the diode to the CFC [48].

When analyzing the HPIB composition a Faraday cup is used as an ion-registering device, which mainly determines the accuracy of the TOF diagnostics and its resolution. In order to efficiently transport and focus an HPIB it is necessary to provide its charge neutralization by electrons. Otherwise, it will crumble as a result of Coulomb repulsion. However, when measuring the ion-current density using a Faraday cup it is necessary to remove electrons from the HPIB. A transverse magnetic field (a CFC with a magnetic cutoff) or an electric field (a CFC with electric biasing) is used for this purpose.

The CFC is designed to measure the ion-current density. It is a charge collector connected to a resistor. The studied particle beam is incident on the collector through a collimating hole of a certain diameter. Low-energy electrons that compensate for the charge of the beam ions are deflected under the action of a Lorentz force in a magnetic field and do not land on the CFC collector (Fig. 9). The radius of motion of electrons in the magnetic field (Larmor radius) is:

$$R_L = \frac{mv}{eB} = \frac{\sqrt{2mE}}{eB},$$

where $E$ is the electron kinetic energy.

Figure 10 shows the dependence of the Larmor radius on the electron energy. The energy of the electrons that compensate for the charge of ions in the HPIB does not exceed 10 keV; the magnetic field that is created by permanent magnets (0.2–0.3 T) prevents electrons from arriving at the collector even at small CFC dimensions.

A powerful ion beam, in which the charge of ions is compensated by electrons, consists of plasma that suppresses the penetration of the magnetic field into its volume. When the frequency of electromagnetic radiation is considerably lower than the frequency of Langmuir oscillations, the magnetic field penetrates into plasma to the skin depth defined as [50]

$$\lambda_c = \frac{c}{\sqrt{\frac{\omega_p^2}{\omega^2} - 1}} = \frac{c}{\omega},$$

where $c$ is the velocity of light and $\omega_p$ is the Langmuir oscillation frequency.

The numerical value of the Langmuir frequency can be determined from the relationship $\omega_p = 5.64 \times 10^6 \sqrt{n_e}$ Hz, where $n_e$ cm$^{-3}$ is the electron concentration. In this case, the skin depth (the distance at which the magnetic-field induction decreases by 2.7 times) is:

$$\lambda_c [\text{cm}] = \frac{5.3 \times 10^5}{\sqrt{n_e}}.$$

For a HPIB with singly ionized ions at the complete charge neutralization, $n_i = n_e$. The ion concentration in the HPIB can be calculated from the formula [6]:

$$n_i(t) = \frac{j_i(t)}{zv_i} = \frac{j_i(t)\sqrt{m_i}}{z\sqrt{2\pi U(t)}},$$

where $j_i$ is the ion-current density and $v_i$ is the ion velocity in the drift region ($v_i = \text{const}$).

Figure 11 shows the results of calculating the thickness of the skin layer depending on the ion-current density. The value of the skin layer in an ion beam with a current density of 200–300 A/cm$^2$ is $\lambda_c = 2–4$ mm. Therefore, to provide effective electron removal, the diameter of the collimating hole in the CFC with magnetic cutoff can be 4–8 mm.

The energy spectrum of ions is one of the most important characteristics of an HPIB, which determines its depth distribution when absorbed in a target. The TOF diagnostics allows one to quickly monitor the spectrum separately for each type of ion. In this case, for each value of the accelerating voltage that is registered with a digital oscilloscope (at a step of 1 ns), the time delay is calculated and a curve of the change
in the kinetic energy of a certain type of ions is constructed, which is synchronous with the CFC signal waveform [12]. The energy spectra of ions that are formed by a flat diode with a graphite anode are shown in Fig. 12.

The TOF diagnostics allows one to determine the main characteristics of the HPIB: the beam composition and the absolute values of the total fluence of ions, the fluence of ions of different masses, and degrees of ionization, as well as the energy spectrum of each type of ion. Monitoring the parameters of an HPIB does not require complex equipment and long-term processing of the measurement results. The diagnostics was successfully tested on different ion accelerators that form HPIBs with complex compositions with powers of 6–8 GW and concentrations of up to $10^{13}$ cm$^{-3}$.

4. THE DIAGNOSTICS OF ELECTRON BEAMS

The widespread use of pulsed electron beams for pumping gas lasers, initiating nonequilibrium plasma-chemical processes, etc., requires the formation of large-area electron beams with highly uniform cross-sectional energy densities [51]. A sectioned calorimeter is used to measure the beam energy distribution in the cross section [52]. However, to provide a spatial resolution better than 1 mm for a beam area that exceeds 20 cm$^2$, the calorimeter design becomes complex and the measurement process takes a long time. A sectioned calorimeter designed for registering an electron beam was described in [53]. The collector of the calorimeter, with a diameter of 100 mm, has 61 sections, whose temperature was determined using a thermal imager.

Luminescence of natural minerals can be used to analyze the cross-sectional structure of a pulsed electron beam [54, 55]. A long afterglow time (>10 min) allows registration of the electron-beam profile. However, this method cannot be used to measure the absolute values of the electron current density or energy density. In addition, when a mineral is repeatedly irradiated with an electron beam its properties change due to the formation of radiation defects, which introduce an error into the measurement results.

A dosimetric radiation-sensitive film (a copolymer with a phenazine dye) of the POR type has been used to measure the absorbed dose under the irradiation with an electron beam [56, 57]. The value of the absorbed dose is calculated by changing the optical density of the dosimetric film at a wavelength of 512 nm according to the calibration dependence attached by the film manufacturer. The film thickness is 0.1 mm (the thickness of the sensitive layer is 15 μm), which allows recording the absorbed dose with high spatial resolution.

To calculate the cross-sectional energy-density distribution of an electron beam, it is necessary to measure the optical-density distribution ($\lambda = 512$ nm) of a beam impression on a dosimetric film over a large area with a high spatial resolution. Using a spectrophotometer allows one to operate in the region of a linear dependence of the optical density on the absorbed dose but significantly complicates the measurement procedure. When the diameter of the spectrophotometer probe beam becomes smaller than 5 mm the error of measuring the optical density in the region of large absorbed doses increases.
Correlations of the optical density ($\lambda = 512$ nm) of the dosimetric film and the “light” parameter of the digital image of the film were investigated to simplify the procedure of processing a dosimetric film with an imprint of a pulsed electron beam [6]. The “light” parameter was extracted from the digital image of the film using the MathCad 2001™ math package by a function built into the package. The dosimetric film was scanned on an HP Scanjet 3970™ scanner using the slide scanning mode with a hardware spatial color resolution of 200 dpi RGB. The “light” parameter provided a good correlation with the optical density of the film that was measured with the spectrophotometer ($\lambda = 512$ nm); the dependence of the absorbed dose $D$, kGy, on the “light” parameter $L$, rel. units, was described by the formula $D = 368 - 4.59L + 0.014L^2$ with an error of 1.2%.

The impression of a pulsed electron beam on a dosimetric film was processed in the following order:

– scanning the film on a scanner with high color and coordinate resolutions;
– composing a two-dimensional matrix of the “light” parameter from a digital image;
– processing a “light”-parameter matrix in the ORIGIN 9.1 OriginLab Corporation program [58] and composing an absorbed-dose matrix;
– converting the absorbed-dose matrix to an electron-beam energy density matrix in the ORIGIN 9.1 program;
– representing the electron-beam energy density matrix as a three-dimensional graph.

Figure 13 shows a two-dimensional distribution of the energy density of a pulsed electron beam (one pulse) that was obtained using the above algorithm. The anode foil of the accelerator lies on a support grid with 5-mm-wide slots.

Studies have shown that dosimetric film allows measurements of the energy-density distribution of a pulsed electron beam with a resolution of 1 mm and an energy density in the range of 0.1–10 J/cm². However, the high cost of the film limits its use. In addition, after dosimetric film is irradiated, it must be held for 5–6 h to stabilize radiation–chemical processes [56]. Dosimetric film is designed to register the absorbed dose at an electron energy that exceeds 300 keV [56], thus also limiting its application, especially for pulsed electron beams with a wide energy spectrum.

TID is used for on-line monitoring of the parameters of a high-current electron beam [59–62]. It provides measurements of the cross-sectional electron-beam energy density distribution, the total energy of the electron beam, and the electron-energy spectrum. The diagnostics is based on measuring the thermal imprint of an electron beam on a metal target [61, 62] or in a material with a low bulk density and a low thermal conductivity [6, 59]. In contrast to the technique using radiosensitive (dosimetric) materials, TID requires neither expensive consumables nor a large amount of time for processing.

The cross-sectional energy-density distribution of a pulsed electron beam is measured using the thermal imprint of the beam on a metal target. The measurement scheme and the calculation formulas are similar to TID of high-power ion beams [61, 62].

The distribution of the absorbed dose in the target depth depends on the electron spectrum in the beam; thus, TID can be used for rapid monitoring of the electron energy spectrum. A cut was preliminarily made along the diameter of a polystyrene-foam cylindrical target in order to measure the absorbed-dose distribution of the electron beam over the target depth. After irradiating the target with a pulsed electron beam the cut target was opened and a thermal image was recorded on its inner surface.

Figure 14 shows waveforms of the accelerating voltage generated by the TEU-500 accelerator [63] and an IR image of the inner target surface. The target diameter is 85 mm and its thickness is 110 mm. The electron movement direction is upwards. The IR images were processed using the SmartView 4.1 program (Fluke Corporation) [64]. Figure 15 shows the absorbed-dose distribution over the target depth and the results of simulation the absorption of a monoenergetic electron beam in polystyrene-foam with a density of 0.0166 g/cm³ according to the PCLab program [65]. As can be seen from Figs. 14 and 15, when the accelerating voltage increases from 300 to 380 kV (Fig. 14a), the extrapolated electron path increases from 60 to 85 mm (Fig. 15).

TID allows rapid monitoring of the most important parameters of pulsed electron beams: the cross-sectional energy-density distribution; the electron energy spectrum; and the total beam energy per pulse. The time for recording IR image does not exceed 0.1–0.2 s. If a correct mode of irradiation of the polystyrene
foam target is selected it does not melt, thus providing a long operation life.

The performed tests of the developed TID have shown that the sensitivity of a typical thermal imager provides registration of the thermal imprint of a pulsed electron beam in a single pulse at a low energy density. When registering a pulsed electron beam with an electron energy of 350–400 keV, the minimum energy density that can be registered by TID does not exceed 0.1 J/cm² or 10 A/cm² at a pulse duration of 60 ns. The target is cooled slowly and the temperature decreases by 5–7% within the first 3 s. The slow target cooling makes it possible to increase the sensitivity of TID by registering the thermal imprint of several beam pulses. At 140 pixels in the matrix of the Fluke Ti10 thermal imager, the spatial resolution is 0.9 mm.

5. CONCLUSIONS

The analytical review and testing results of various methods for studying pulsed beams of electrons, ions, and accelerated atoms that are intended for technological applications have shown that thermal imaging diagnostics provides the most complete and reliable information.

An HPIB has a wide range of ion energy and a complex elemental composition. Measurements of the HPIB energy density make it possible to determine the integral (during the pulse duration) thermal effect of all ions regardless of their kinetic energy and degree of ionization. The monitoring of the HPIB that contains a significant fraction of accelerated atoms only by the amplitude of the ion-current density pulse does not allow for taking the thermal effect of neutrals into account. Measurements of the HPIB energy density make it possible to determine the total effect of ions and accelerated atoms and eliminate the systematic error associated with uncontrolled changes in the accelerating voltage when changing the ion-diode operation mode.

Monitoring the amplitude of the ion-current density pulse provides measurements in the local region, whose area does not exceed 0.5% of the entire beam area. The total ion current is subsequently calculated from the empirical correlation that takes the cross-sectional distribution of the ion current density into account. This approach introduces a significant error not only into the diagnostics of the HPIB impact on a workpiece but also into the calculation of the diode operation efficiency. The use of TID allows determination of the full infor-
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mation about the HPIB energy distribution over the beam cross section in a single pulse.

Due to the influence of the energy-density stabilization mechanism [6], analysis of the stability of the HPIB thermal effects on a target based on the amplitude of the ion-current density pulse gives an overestimated value of the standard deviation. In addition, the ion current generation is not synchronous across the beam cross section, and local monitoring of the ion current density does not provide reliable information on the processing of the entire product. In contrast to the amplitude of the ion-current density pulse, the correlation of the total beam energy and the energy density at the diode focus from the full charge is 0.85—0.93 [76], thus allowing monitoring of the irradiation mode of the entire product without direct measurements of the HPIB parameters.

The effect of shifting the region of the maximum ion-beam energy density in the focal plane relative to the region of the maximum ion current density [77] additionally confirms that monitoring the effect of a pulsed ion beam of gigawatt power on the target by the density energy provides more correct and complete information than the ion-current density measurements.

TID allows one to determine the cross-sectional distribution of the ion-beam energy density with a high spatial resolution. The thermogram measurement time does not exceed 0.1 s; however, the long target-cooling time after the ion-beam irradiation does not allow control of the ion-beam parameters at a high pulse repetition rate. To measure the cross-sectional distribution of the HPIB energy density at a high pulse repetition rate, acoustic (thermal-radiation) diagnostics should be used. Acoustic diagnostics allows measurement of the beam energy density in the range of 0.1—2 J/cm². When the energy density exceeds 2 J/cm², the signal amplitude from the piezosensor is stabilized due to melting of the surface layer of the target.
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