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Asakey component of a mechanical system, the extraction and accurate identification of rolling bearing fault feature information are of great importance to guarantee the normal operation of the mechanical system. Aiming at that the extraction of rolling bearing fault features and traditional support vector machine parameters affects the overall accuracy of pattern classification, the improved CEEMDAN (complete ensemble empirical mode decomposition with adaptive noise) time-domain energy entropy-based model for fault pattern recognition is proposed. The ICEEMDAN method is developed to decompose the signal to obtain the IMF component series. Then, the particular IMF components are selected according to the trend of correlation coefficient and variance contribution rate; meanwhile, the information entropy (power spectral entropy, singular spectral entropy, and time-domain energy entropy) of the screened IMF components is calculated to construct the feature vector sets, respectively. Finally, the feature vector sets are input into the PSO-SVM (particle swarm optimization-support vector machine) based model for training and pattern recognition. The effectiveness of the proposed method of the improved CEEMDAN time-domain energy entropy and PSO-SVM model is testified through numerical simulation and experiments on rolling bearing datasets. The comparison proceeded with the other mainstream intelligent recognition techniques indicates the superiority of the method with the diagnostic accuracy of 100% as for the final validation.

1. Introduction

As a critical part of rotating machinery, the condition of rolling bearings directly could affect the operation of the entire system [1]. Therefore, accurate judgment of the health status of rolling bearings is essential to improve the reliability and ensure the safe operation of the equipment [2, 3]. Extracting fault features from the original collected vibration signals and pattern recognition are critical for the fault diagnosis of rolling bearings. Although the traditional frequency domain analysis method can point out certain characteristics of rolling bearing faults, it is limited in determining the degree of damage in the operation process. In recent years, some methods based on adaptive signal decomposition have subsequently attracted the attention of researchers. Several calculation models have been developed and implemented. The empirical mode decomposition (EMD) algorithm can decompose the signal adaptively into intrinsic mode functions (IMFs) of different scales as well as residual components [4], which can be analyzed independently for different components [5]. Applying EMD and entire empirical mode decomposition (EEMD) to bearing data can identify the external raceway failure of the slewing ring and the failure frequency of rolling elements [6]. However, the algorithm is constrained with a strict mathematical foundation with low computational efficiency; moreover, it is prone to render modal mixing with spurious components. On this point, Wu and Huang [7] proposed the EEMD, which could suppress the modal mixing phenomenon to some extent; however, the algorithm is time-consuming, leading to low efficiency in the process. Torres et al. proposed the adaptive complete ensemble empirical mode decomposition (CEEMDAN) method [8, 9], which could effectively reduce the reconstruction error and improve the decomposition efficiency; nevertheless, it could not completely solve the problem of modal mixing and the spurious
components generated in the signal decomposition process. Based on this point, an improved self-adaptive complete ensemble empirical mode decomposition (ICEEMDAN) algorithm is developed to complete the feature extraction from the original vibration signal.

For the pattern recognition section, it is necessary to design a multimode classifier for the extracted features by the ICEEMDAN method on the rolling bearing vibration signal. In terms of mechanical equipment failure pattern recognition, the support vector machine (SVM) classification technology and artificial neural network (ANN) [10] are commonly used. However, the support vector machine is applicable for local extreme value, small sample, nonlinearity, or high dimensionality failure modes which might be encountered in the machine learning classification [11]. In the SVM fault classification process, determining the appropriate kernel function, penalty factor $c$, and kernel function parameter $g$ plays a vital role in the accuracy of subsequent diagnostic results. In order to promote the performance of the diagnostic model, optimization algorithms are employed to optimize the parameters to obtain the optimal parameter values. Wen et al. used an improved grid search algorithm to optimize the number of decision trees and the number of candidate split attributes in the random forest algorithm [12]. Liu and others proposed the GA-SVM model to locate and detect bridge ripples [13]. The support vector machine (SVM) model classifier based on particle swarm optimization (PSO) is built for rolling bearing fault classification on account of the advantages of the PSO algorithm, including faster search speed, high efficiency, and strong convergence ability [14, 15]. In the model application, the set of feature vectors constructed from different states of rolling bearings is input into the PSO-SVM model to complete the pattern recognition.

The rest of this article is organized in the following manner: in Section 2, the theoretical foundation of the principles of the improved adaptive complete ensemble empirical mode decomposition (ICEEMDAN) algorithm, the screening criterion of the correlation coefficient-variance contribution rate, the information entropy, and the method based on the PSO-SVM model are reviewed and discussed. Section 3 is the numerical simulation section, in which the model is established in detail, the simulated signals are achieved, and the application of the proposed method to derive the pattern recognition results is implemented. Section 4 is the experimental verification part, where the validity of the proposed method is verified by experimentally measuring the signals and processing them. Section 5 draws conclusions and recommendations.

2. Principle and Method

2.1. Algorithm of ICEEMDAN. The adaptive complete ensemble empirical mode decomposition (CEEMDAN) is a major improvement algorithm of EEMD [16], where the positive and negative pairs of complementary white noise are added, thereby effectively suppressing the noise problem in the reconstruction process and improving the decomposition efficiency [17]. However, a small amount of residual noise and false components were produced in the decomposition process of the ICEEMDAN. To address this issue, the improved CEEMDAN (ICEEMDAN) algorithm was proposed by Colominas et al. [18], which could greatly suppress the residual noise and spurious components in the decomposition process. The specific decomposition process is as follows:

1. Gaussian white noise is added to the original signal.
$$X_i^{(i)} = x + e_i E_i(\omega_i^{(i)}), \quad I = (1, 2 \ldots N),$$

where $x$ is the original signal, $e_i$ is the expected signal-to-noise ratio of the first decomposed signal, $\omega_i^{(i)}$ is the $i$th added Gaussian white noise, and $E_i(\cdot)$ denotes the first IMF after EMD decomposition.

2. Calculate the first decomposition residuals.
$$r_1 = \langle X_i^{(i)} - E_1(X_i^{(i)}) \rangle,$$

where $\langle \cdot \rangle$ denotes the averaging sign.

3. Calculate the first modal component IMF1.
$$IMF_1 = x - r_1.$$  \hspace{1cm} (3)

4. Estimate the second residual as a series of mean values of $r_1 + e_2 E_2(\omega_i^{(i)})$, and define the second modal component IMF2:
$$IMF_2 = r_1 - r_2 = r_1 - \langle r_1 + e_2 E_2(\omega_i^{(i)}) \rangle,$$  \hspace{1cm} (4)

where $e_i$ is the expected signal-to-noise ratio of the second decomposed signal.

5. Calculate the $k$th-order residual $r_k$.
$$r_k = X_k^{(i)} - E_k(X_k^{(i)}).$$  \hspace{1cm} (5)

6. Calculate the $k$th modal component IMFk.
$$IMF_k = r_k - r_k.$$  \hspace{1cm} (6)

7. Return to Step 5 to calculate $r_{k+1}$.

2.2. Correlation Coefficient-Variance Contribution of Screening Guidelines. Not all the IMF components generated after the original signal are decomposed by ICEEMDAN which can characterize the original signal. Hence, in order to accurately identify the fault categories, the spurious components need to be removed. In this study, the correlation coefficient-variance contribution rate is employed as the screening criterion.

2.2.1. Correlation Coefficient. The correlation coefficient is a statistical quantity that is employed to characterize the degree of correlation between the variables [19], i.e., a larger correlation coefficient indicates a stronger correlation. The correlation analysis is executed between the original signal and each IMF component obtained after ICEEMDAN decomposition, and the larger calculated result indicates that
the IMF component contains more feature information of the original signal.

The self-correlation coefficients of the original signal with each IMF component are calculated as follows:

$$R_x(m) = \frac{1}{N} \sum_{i=0}^{N-1} x(i)x(i+m). \quad (7)$$

The self-correlation function is normalized, and the correlation coefficient between the self-correlation function $R_{\text{IMF}_j}(m)$, $R_{\text{IMF}_j}(m)$, ..., $R_{\text{IMF}_j}(m)$ of each IMF component and the autocorrelation function $R_x(m)$ of the original signal is calculated. The correlation coefficient is defined as

$$\rho(j) = \frac{\sum_{i=1}^{N-1} R_{\text{IMF}_j}(i)R_x(i)}{\sqrt{\sum_{i=1}^{N-1} R_{\text{IMF}_j}(0)^2 R_x(i)^2}}. \quad (8)$$

where $N$ is the number of signal sampling points and $j$ represents the $j$th IMF component.

2.2.2. Variance Contribution Rate. The variance contribution rate is a statistic employed to characterize the relative importance of factors. The higher variance contribution of a factor indicates the greater interaction between that factor and the original signal. The signal is decomposed into IMF$_1$, IMF$_2$, ..., IMF$_n$ by ICEEMDAN. The variance contribution rate of the $i$th IMF component and the original signal is calculated as follows [20]:

$$\text{mseb}(i) = \frac{1/N \sum_{j=0}^{N} \text{IMF}_i^2(j) - \left[1/N \sum_{j=0}^{N} \text{IMF}_i(j) \right]^2}{\sum_{j=0}^{N} \left[1/N \sum_{j=0}^{N} \text{IMF}_i^2(j) - \left[1/N \sum_{j=0}^{N} \text{IMF}_i(j) \right]^2 \right]}. \quad (9)$$

where $N$ denotes the length of the signal and $n$ denotes the number of IMF components.

2.3. Information Entropy. Information entropy actually reflects the chaotic degree of uncertain factors in a system [21]. It describes the complexity of the information contained in a vibration signal [22], i.e., more information entropy indicates a more complex original signal and greater uncertainty and randomness involved.

2.3.1. Time-Domain Energy Entropy. As an information entropy, the time-domain energy entropy reflects the complexity and uncertainty of the signal energy distributed in the time domain [23]. It can be specifically expressed as

$$E_{\text{dec}} = -\sum_{n=1}^{N} \frac{E_n}{E_{\text{sum}}} \ln \frac{E_n}{E_{\text{sum}}}. \quad (10)$$

where $E_n = x_i^2$ is the energy of each data point of the signal, $E_{\text{sum}} = \sum_{n=1}^{N} E_n$ is the total energy, and $N$ is the number of signal sampling points.

2.3.2. Singular Spectral Entropy. The singular spectral entropy reflects the degree of uncertainty of each mode of the time-domain signal under singular spectral division, while valuable information from finite time series could be further obtained. The signal is decomposed by ICEEMDAN to obtain the $q$th-order IMF component and the residual component. The singular value decomposition of the obtained IMF components of the $q$th order is denoted as $\mu_i$, and then the singular spectral entropy of the signal is denoted as

$$E_{\text{sse}} = -\sum_{i=1}^{M} q_i \log q_i, \quad (11)$$

where $q_i = \mu_i \sum_{i=1}^{M} \mu_i$ denotes the weight of the singular value of the $i$th IMF component in the whole spectrum of singular values.

2.3.3. Power Spectrum Entropy. The power spectrum reflects the variation of the signal in the frequency domain energy, and it allows to find the frequency components of different signals with limited data. Therefore, the power spectrum entropy can be used to characterize the energy distribution of the signal in the frequency domain. Assuming that $F_i(\omega)$ is obtained by the DFT for each IMF, the power spectrum can be expressed as

$$S(\omega) = \frac{1}{N} |F_i(\omega)|^2 \quad (\omega = 1, 2 \ldots N), \quad (12)$$

where $S(1), S(2), \ldots, S(N)$ is the fraction of the power energy in the frequency domain and the total power energy is $S_{\text{sum}} = \sum_{\omega=1}^{N} S(\omega)$. The proportional distribution of the individual frequencies in the power spectrum is defined as the information probability distribution. The power spectrum entropy can be expressed as

$$E_{\text{pes}} = -\sum_{\omega=1}^{N} \left( S(\omega)S_{\text{sum}} \right) \ln \frac{S(\omega)}{S_{\text{sum}}}. \quad (13)$$

2.4. SVM Parameter Optimization Based on PSO. SVM algorithm could be considered as a machine learning classification method based on the theory of structural risk minimization. Determining the kernel parameter $g$ and the penalty factor $c$ in the kernel function is a key step in the SVM, and usually, these two parameters are determined by empirical or grid search methods, but neither of these methods could ensure the global optimal solution [24]. In contrast, the particle swarm algorithm can primarily initialize a set of random particles and then find the optimal solution by certain iterations [25]. The particle adjusts its speed and position during the iterative process based on its own and its companion’s dispersion experience. Hence, the PSO-SVM model is designed to optimize the kernel parameter $g$ and penalty factor $c$ in the kernel function in the SVM by PSO, and the results obtained from the training set of the SVM are utilized as the adaptation to the test set for recognition. The specific steps are as follows:
2.5. Fault Diagnosis Process. In this study, the rolling bearing vibration signal obtained in numerical simulation is decomposed into a series of intrinsic mode functions (IMFs) with the ICEEMDAN decomposition algorithm. The IMF components that can characterize the original signal are selected by the correlation coefficient-covariance contribution criterion. Then, the information entropy (power spectral entropy, singular spectrum entropy, and time-domain energy entropy) of these IMF components is calculated and constructed as feature vector sets, which are input into the SVM model and PSO-based SVM model for training and pattern recognition, respectively, for the comparison of feature extraction and pattern recognition. Finally, the signals of rolling bearings of different fault types in the laboratory were measured to complete the experimental verification of the rolling bearing fault mode identification method based on the ICEEMDAN time-domain energy entropy model, and final conclusions were drawn. The research workflow of the proposed methodology is shown in Figure 1.

3. Numerical Simulation

In order to validate the effectiveness of the method proposed, the vibration of rolling bearings under different fault states is simulated through the ADAMS dynamics system. A typical 3D model of the rolling bearing simulation test bench was established using SolidWorks in the first place, and the model was imported into ADAMS for simulation subsequently.
Figure 2: The fault model of rolling bearing parts. (a) Outer ring failure. (b) Inner ring failure. (c) Rolling element failure.

Figure 3: Rolling bearing model.
3.1. Rotor System-Bearing Dynamics Modeling. The deep groove ball bearing of type 6406 is set as the research object, whose structural parameter is shown in Table 1. The three-dimensional model of the bearing and rotor system is established through SolidWorks, and a rectangular parallelepiped with a width of 1 mm and a depth of 0.5 mm is constructed on the basis of the normal outer ring, inner ring, and rolling elements of the rolling bearing to simulate the peeling failure of the rolling bearing as shown in Figure 2. The rolling bearing is composed of an outer ring, inner ring, rolling element, and cage, as shown in Figure 3. The rotor system of the test bench shown in Figure 4 consists of a base, a rotating shaft with a counterweight plate, and two rolling bearings, where \( L_1 = L_5 = 23 \text{ mm}; \ L_2 = L_4 = 195 \text{ mm}; \) and \( L_3 = 16 \text{ mm}. \)

| Parameters                        | Between the rolling element and outer ring | Between the rolling element and inner ring | Between the rolling element and cage |
|-----------------------------------|------------------------------------------|------------------------------------------|-------------------------------------|
| Stiffness coefficient            | 5.2E5                                    | 4.9E5                                    | 3.9E5                               |
| Damping coefficient              | 5.2E5                                    | 4.9E5                                    | 3.9E5                               |
| Force index                      | 1.5                                      | 1.5                                      | 1.5                                 |
| Penetration depth                | 0.1                                      | 0.1                                      | 0.1                                 |
| Dynamic friction factor          | 0.05                                     | 0.05                                     | 0.05                                |
| Static friction factor           | 0.1                                      | 0.1                                      | 0.1                                 |

3.2. Dynamic Simulation of the Rolling Bearing Test Bench. The three-dimensional modeling of the rolling bearing test stand was completed in SolidWorks, and the entire assembled model was imported into dynamics analysis software ADAMS for the simulation of the four modes after interference checking, i.e., normal condition, outer ring failure, inner ring failure, and rolling element failure. The model material is selected as steel; the fixed pairs are applied separately in the interfaces, including the bearing base and the ground, the bearing outer ring and the base, and the bearing inner ring and the shaft. The rolling element exerts contact forces with the outer ring, inner ring, and cage of the bearing [26, 27], with the specific parameters, as shown in Table 2.

In order to ensure the simulation results close to the actual situation, the test bench base is optimized as flexible, i.e., the flexible body is replaced by the rigid body in ADAMS to convert it into a modal neutral file. Meanwhile, in order to simulate the operation of the rolling bearing realistically, a rotating sub is added to the rotating shaft, and the drive is supplied in the step as \((\text{time}, 0, 0 \text{ d}, 1, 7200 \text{ d})\). Thus, the simulation is executed with the drive added, as shown in Figure 5. The simulation time is set as 1 s, and the number of steps is 1000 steps.

After 30 sets of data were extracted, respectively, from the 4 typical modes, normal, outer ring failure, inner ring failure, and rolling body failure, totally 120 sets of data were achieved, among which 70% are randomly selected as training samples under different conditions, and 30% are used as test samples. Then, the signal is decomposed by ICEEMDAN to obtain a series of IMF components, as shown in Figure 6. It could be observed from Figure 7 that the correlation coefficient-variance contribution rate of the first five-order IMF involves a positive trend. Therefore, the power spectral entropy, singular spectral entropy, and time-domain energy entropy of the first five orders of the IMFs are calculated separately as the set of feature vectors. The set of feature vectors of the respective entropy is input into the SVM model and PSO-SVM-based model for the final identification, respectively. In the training process, the normal state is set as label 1, the outer ring fault is label 2, the inner ring fault is label 3, and the rolling element fault is label 4. As the power spectral entropy was selected as the feature, the recognition accuracy was 91.6% through the
SVM model and 88.9% through the PSO-SVM model for the 36 sets of data tested, as shown in Figure 8. As the singular spectrum entropy is selected for the feature vector as shown in Figure 9, 8 sets of data in the SVM model are not recognized, and the accuracy rate is merely 77.8%, and the recognition accuracy rate based on the PSO-SVM model reaches 91.6%, while as the time-domain energy entropy is selected as the feature as shown in Figure 10, the SVM model has 2 sets of data that are not recognized, with an accuracy rate of 94.4%, and the recognition accuracy rate based on the PSO-SVM model reaches 100%. It can be found that when singular spectral entropy and power spectral entropy are selected as features, the recognition effect is not superior to time-domain energy entropy in both cases.

4. Experimental Validation

The experiment is built on the SQI-MFS mechanical failure comprehensive simulation experiment platform. The vibration signals are collected by using the rolling bearing kits involving normal state, outer ring failure, inner ring failure, and rolling element failure in the laboratory. As shown in Figure 11, an acceleration sensor with a sensitivity of 102 mV/g, IOtech 640U dynamic signal analyzer, and a laptop are employed in the experiment system. The sampling frequency of the vibration signal is set to 5120 Hz, and the rotation frequency of the shaft is 20 Hz.

In order to compare with the aforementioned numerical simulation results, 40 sets of data are extracted for normal in the experiment, outer ring failure, inner ring failure, and
rolling element failure, respectively, totaling 160 sets of data, and each set of data samples 2560 points. Among them, 70% are randomly selected as training samples under different conditions, and the rest 30% are used as test samples. As the data acquisition is finished, the signal is decomposed by ICEEMDAN to obtain the IMF component series (the example of the outer circle fault is shown in Figure 12). Then, the correlation coefficient-covariance contribution of each order of the IMF components with the original vibration signal is calculated subsequently. It could be observed from Figure 13 that the correlation coefficient-variance contribution rate of the first five-order IMF involves a positive
trend. The power spectral entropy, singular spectral entropy, and time-domain energy entropy of the first five orders of IMF are also extracted as a set of feature vectors, which are input into the SVM-based model and PSO-SVM-based model, respectively, for pattern recognition. With the analysis processed, the power spectral entropy was selected as a feature as shown in Figure 14. The result shows that the recognition accuracy of the SVM model is 87.5%, while the PSO-SVM model is 93.8% for the 48 sets of data tested. When singular spectral entropy is selected as a feature, as shown in Figure 15, there are 5 sets of data that are not recognized based on the SVM model, and the accuracy rate is merely 89.6%, and the recognition accuracy rate of the PSO-SVM model reaches 91.7%; and when the time-domain energy entropy is selected as the feature as shown in Figure 16, the accuracy is 95.8% based on the SVM model, and the recognition accuracy reaches 100% based on the PSO-SVM model as well. The results of selecting different feature values and using different classifiers are shown in Table 3.
Figure 11: Comprehensive mechanical failure simulation test bench.

Figure 12: ICEEMDAN decomposition of the experimental outer ring fault mode.
**Figure 13:** Correlation coefficient-variance contribution trend of the experimental outer ring fault mode.

**Figure 14:** Recognition result of the experimental signal based on power spectrum entropy. (a) SVM model. (b) PSO-SVM model.
The actual classification results

| Class label | 10 | 20 | 30 | 40 | 500 |
|-------------|----|----|----|----|-----|
| Number of testing sample | | | | | |

Figure 15: Recognition result of the experimental signal based on singular spectral entropy. (a) SVM model. (b) PSO-SVM model.

Figure 16: Recognition result of the experimental signal based on time-domain energy entropy. (a) SVM model. (b) PSO-SVM model.

Table 3: Results’ comparison chart.

| Category                    | Numerical simulation results | Experimental results |
|-----------------------------|------------------------------|----------------------|
|                             | SVM (%)                      | PSO-SVM (%)          | SVM (%)          | PSO-SVM (%) |
| Power spectrum entropy      | 91.6                         | 88.9                 | 87.5             | 93.8         |
| Singular spectral entropy   | 77.8                         | 91.6                 | 89.6             | 91.7         |
| Time-domain energy entropy  | 94.4                         | 100                  | 95.8             | 100          |
Through experiments, it can be further verified that the fault diagnosis method based on ICEEMDAN decomposition and extracting time-domain energy entropy as a feature, combined with PSO-SVM, is much applicable.

5. Conclusion

In this study, a rolling bearing fault pattern recognition method based on the ICEEMDAN time-domain energy entropy model is proposed in order to promote the accuracy of the rolling bearing fault feature extraction method and guarantee the final pattern recognition. The overall study on the validity of the proposed methodology is demonstrated by numerical simulation and experimental analysis for comparison, and the specific conclusions are as follows:

(1) The ICEEMDAN decomposition of the signal is followed by the extraction of useful components using the correlation coefficient-covariance contribution criterion, thus achieving the purpose of dimensionality reduction and optimization of the feature vector set and reducing the computational effort of subsequent pattern recognition.

(2) In terms of feature extraction, three information entropies are employed and compared, i.e., power spectrum entropy, singular spectrum entropy, and time-domain energy entropy. It could be observed that the time-domain energy entropy could embody better with a higher resolution in different states and is more accurate in distinguishing different fault types.

(3) As the feature vector set composed of the three extracted information entropies is input into the SVM model and PSO-SVM model for identification, the accuracy was 94.4% for the numerical simulation based on the SVM model and 95.8% for the experiment, while the accuracy rate of the PSO-SVM model could reach 100%, which indicates that the PSO-SVM model performs better in recognition accuracy of the rolling bearing fault mode.
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