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Abstract
The combination of Hamiltonian formalism and neural networks is playing an important role in dealing with chaotic systems. Aiming at the problem of motion control under the condition of unknown physical quantity and incomplete observation set, a trajectory prediction model based on conditional Hamiltonian generating network (CHGN) for incomplete observation image sequences is proposed. CHGN is composed of Conditional AutoEncoder (CVAE), Hamiltonian neural network (HNN) and Velocity–Verlet integrator. CVAE encoder converts the short-term continuous observation image sequence into target motion state features represented by generalized coordinates and generalized momentum, and generates the trajectory prediction image at the specified time. HNN is used to learn potential Hamiltonian physical quantities, so as to understand more chaotic system dynamics information to realize state cognition. Velocity–Verlet integrator predicts the motion state at any moment according to the Hamiltonian learned by HNN at the current moment. The motion state and the specified time are used as the input of CVAE decoder to generate the target prediction image from the potential motion space. Experimental results show that CHGN can accurately predict target trajectories over a long period of time based on incomplete short-term image sequences, and has better performance with minimum mean square error (MSE) on three physical system datasets than existing deep learning methods.
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Introduction
In the target movement with uncertainty and uncontrollability, how to achieve accurate trajectory prediction is an important direction of unmanned control system research [1–5]. With the rise of deep learning [6–8], more and more researchers use a large amount of observation data to learn dynamic models of moving targets [9,10]. These models have powerful information mining and presentation capabilities, and perform well in complex system prediction. However, they also rely on a large amount of supervised data and trained by numerical fitting, so they are often inadequate when faced with scientific problems under non-idealized data, which is also known as learning blindness problem with chaotic data.

To improve the adaptability of nonlinear complex systems, many scholars [11–16] have done a lot of work on model parameter optimization, control algorithm adaptation, etc., and achieved good results. However, these methods require high model assumptions and human experience knowledge. Actually, the description of motion involves physical quanti-
ties and concepts [17,18], including time, velocity, potential energy, kinetic energy, etc., these physical quantities are the decisive factors of the motion model. With the development of the combination of neural network and molecular dynamics, dynamic neural network [19–22] has attracted more and more attention, and opened up new directions for the prediction of complex high-dimensional nonlinear data.

Learning the physical laws behind the target movement through neural networks can make these networks better adapt to the chaos in complex environment [23], which could improve the prediction performance of dynamical systems, even nonlinear systems of many dimensions [24]. The researchers found that the symplectic phase space structure combined with Hamiltonian dynamics [25,26] proved to be valuable. Mavrogiannis [27] present a planning framework for multi-agent trajectory prediction and generation with topological invariants enforced by Hamiltonian dynamics. Bertalan [28] used a collection of observations to explore Hamiltonian systems of underlying structure in the data. Scott [29] trained Hamiltonian neural networks on increasingly difficult dynamical systems to improve the learning and forecasting capabilities.

The above methods are suitable for the physical systems with known physical quantities and measurable observations. For the time series with unknown conserved quantities, neural networks can be used to learn them, so as to find the dynamics model of the system. Choudhary [30] prepend a conventional neural network to a Hamiltonian neural network (HNN), and the combination could accurately predict Hamiltonian dynamics from generalised non-canonical coordinates. Toth [31] introduced a Hamiltonian generative network(HGN), which can learn Hamiltonian dynamics from high-dimensional observations (such as images) without restrictive domain assumptions.

However, in the face of the unknown physical system or the lack of complete motion trajectory image sequence, it is still a difficult problem to accurately predict the target motion trajectory. Aiming to the problem of motion control under the condition of unknown physical quantity and incomplete observation set, a trajectory prediction model based on conditional Hamiltonian generating network(CHGN) for incomplete observation image sequences is proposed, which can generate predictions of motion trajectory images at any specified time based on the incomplete observation set without canonical coordinates. First, Conditional AutoEncoder (CVAE) encoder converts the short-term continuous observation image sequence into target motion state features represented by generalized coordinates and generalized momentum, forms a potential state probability distribution, and generates the trajectory prediction image at the given specified time. Then, HNN is used to learn potential Hamiltonian physical quantities, so as to understand more chaotic system dynamics information to realize state cognition. Finally, Velocity–Verlet integrator is built to predict the motion state at any moment according to the Hamiltonian learned by HNN at the current moment. The motion state and the specified time are used as the input of CVAE decoder to generate the target prediction image from the potential motion space. The experimental results show that CHGN can accurately predict the target trajectory at any time in a long time based on incomplete short-time image sequence, and has better performance than existing deep learning methods.

The main contributions of this article are as follows:

1. Under the short-term sequence learning, realize the constrained control of the time variable to the long-term prediction of the trajectory.
2. Solve the state input constraints of numerical coordinates, construct a unified model of hidden dynamic state and explicit trajectory generation.
3. Use Velocity–Verlet integrator for feature variational learning, which is more suitable for long-term dynamic evolution at the specified time.

The remainder of this paper is organized as follows: In second section, we introduce related work. In third and fourth sections, the frame of CHGN and prediction algorithm are proposed respectively. The results of experiments are reported in fifth section. The last section concludes the paper.

Related work

Many behaviors and changes in complex systems occur continuously. Neural Ordinary Differential Network (Neural ODE) [32,33] is known as a novel machine learning architecture of continuous dynamic system. Compared with the traditional deep neural network, the most significant contribution of Neural ODE is to further deepen the depth of the network, and realize the generation model of infinite depth in principle.

The dynamic models build complicated transformations by composing a sequence of transformations to a hidden state:

\[ h_{t+1} = h_t + f(h_t, \theta_t) \]  \hspace{1cm} (1)

where \( t \in 0, \ldots, T \) and \( h_t \in \mathbb{R}^D \). The hidden state iterative updates can be seen as an Euler discretization of a continuous transformation [34]. Starting from the input layer \( h(0) \), the output layer \( h(T) \) could be defined to be the solution to this ODE initial value problem at some time \( T \).

A Hamiltonian mechanics is used to train the model to learn and respect exact conservation laws in an unsupervised
manner in reference [48,49]. Since time is actually continuous, a better approach would be to express dynamics as a set of differential equations and then integrate them from an initial state at \( t_0 \) to a final state at \( t_1 \).

\[
(q_1, p_1) = (q_0, p_0) + \int_{t_0}^{t_1} S(q, p) dt
\]  

(2)

\( S \) denotes the time derivatives of the coordinates of the system. The entire model uses the neural network to parameterize the Hamiltonian weights \( H \), and learn potential features directly from the data. \( S_H = (\frac{\partial H}{\partial p}, -\frac{\partial H}{\partial q}) \) indicates the time evolution of the system.

The above model is suitable for data containing observable motion state, but not for higher dimensional temporal targets, such as a group of changing motion images. Then, HGN came along with deep learning approach capable of reliably learning Hamiltonian dynamics from pixel observations in literature [31]. HGN can be seen as the first approach capable of consistently learning Hamiltonian dynamics from high-dimensional observations without restrictive domain assumptions.

Although the ODEs effectively improve the dynamic cognition problem of the system, there are two important issues that need to be resolved: (1) For incomplete high-dimensional observation data, how to make use of the excellent performance of Hamiltonian in dynamic prediction to achieve motion prediction; (2) How to realize the control of time variable to state prediction under the self-learning mode of potential Hamiltonian physical quantity.

However, in unknown time-varying environment, the prediction of long-term and high-dimensional system evolution with time constraints is still a problem, which is the key to the solution of the CHGN model proposed in this paper.

**The frame of model**

To achieve the prediction of time series moving targets under specific time constraints, a CHGN model based on Hamiltonian dynamics neural network approach is proposed. The whole model involves cross-domain transformation between image features and potential Hamiltonian features under time conditions, dynamic evolution of Hamiltonian features, and sequence generation of target moving images.

With the development of deep learning technology in various fields [35,36], the neural network in CHGN model combines dynamic theory and image processing technology across domains to achieve fully autonomous Hamiltonian physical quantity learning, dynamic motion prediction and controllable directional image generation. Therefore, CHGN is composed of CVAE, HNN and Velocity–Verlet integrator, as shown in Fig. 1.

In the CVAE encoding stage, the short-term continuous observation image sequence is converted into target motion physical quantities, which is represented by generalized coordinates and generalized momentum; while in the CVAE decoding stage, the decoder converts the generalized coordinate information inferred from the motion prediction model into the target image, and realizes the trajectory prediction image generation control under time constraints.

HNN is used to learn potential Hamiltonian physical quantities, so as to understand more chaotic system dynamics information to realize state cognition. The Hamiltonian specifies a vector field over the phase space that describes all possible dynamics of the system, which provides potential physical laws for subsequent motion prediction.

Velocity–Verlet integrator estimates the future state of systems from inferred values of the system coordinates and momentum by numerically integrated the Hamiltonian. According to the Hamiltonian learned by the neural network, combined with the length of time, the value of the motion state at any time can be obtained.

**Conditional autoEncoder**

CVAE is a directional and controllable image generation technique [37–39]. By re-parameterizing the hidden vector to follow a Gaussian distribution, a new image can be generated by giving a hidden vector to follow a Gaussian distribution under the control condition. Different from general Conditional Variational Autoencoder, the input of VCAE decoder constructed in CHGN is not directly sampled from the latent probability distribution of the hidden layer. Instead, the motion prediction is inferred according to the learned Hamiltonian equation at the initial time, and the generalized coordinates at the specified time are decoded to generate the target trajectory image. The overall structure is represented in Fig. 2.

The encoder tries to learn \( q_0(z \mid x, y) \), which is equivalent to learning hidden representative data or encoding \( x \) to \( y \) conditions. The incomplete observation image sequence \( X_i \) contains at least two short-term target images, \( X_i \supseteq \{x_i,t=-2, x_i,t=-1\} \). Combined with \( t_c \) time , the hidden code of the motion state can be obtained through the CNN network [40,41], which can be represented by generalized coordinates and generalized momentum, \( Z_i = (q_i, p_i) \).

\[
Z_i = E_{cnn}(X_i, y)
\]  

(3)

where, \( E_{cnn} \) is the CNN extraction network, which encodes the observation sequence as a hidden layer representation of the motion state. \( y \) represents time \( t_c \).

The output can be seen as a posterior over the initial state \( z \sim q_0(z \mid x, y) \), corresponding to the system’s coordinates in phase space at the first frame of the sequence. Let the
variational approximate posterior be a multivariate Gaussian with a diagonal covariance structure shown as in reference [37].

\[
\log q_0(z \mid x_i, y) = \log N(z; u_i, \sigma_i^2 I) 
\]

(4)

\(u_i\) and \(\sigma_i^2\) are learned by the mean and variance network, which contains two independent fully connected networks to learn the mean and variance of the initial motion state of the observation sequence following a certain physical law. The input of the fully connected networks is the high-dimensional features extracted by CNN network, the weight of hidden layer neurons is 256 dimensions, and the output is 512 dimensions of self-learning data distribution parameters.

After obtaining the mean and variance, perform reparameterization operations to solve the calculation problem of KL divergence.

If all \(p(z \mid x, y)\) are very close to the standard normal distribution \(N(0, I)\),

\[
p(z) = \sum_x p(z \mid x, y) p(x, y) = \sum_x N(0, I) p(x, y) = N(0, I) 
\]

(5)

To make the model have generative ability, CVAE requires that each \(p(z \mid x, y)\) be aligned with the normal distribution, then the following formula is obtained:

\[
p(z) \rightarrow \frac{1}{\sqrt{2\pi\sigma_p^2}} \exp\left(-\frac{(x - u_p)^2}{2\sigma_p^2}\right) 
\]

(6)

\[
q_0(z \mid x, y) \rightarrow \frac{1}{\sqrt{2\pi\sigma_q^2}} \exp\left(-\frac{(x - u_q)^2}{2\sigma_q^2}\right) 
\]

(7)

According to the ELBO [42],

\[
\log(p(x_i) \geq -D_{KL}(q_0(z \mid x_i, y) \parallel p(z)) + E_{q_0(z \mid x_i, y)}[\log p_0(x_i, y \mid z)] 
\]

(8)

\[
-D_{KL}(q_0(z \mid x_i, y) \parallel p(z)) = \log(\sigma_q) - \frac{\sigma_q^2 + u_q^2}{2} + \frac{1}{2} 
\]

\[
= \frac{1}{2} \log \sigma_q^2 - \frac{\sigma_q^2 + u_q^2}{2} + \frac{1}{2} 
\]

\[
= \frac{1}{2} \left[1 + \log \sigma_q^2 - \sigma_q^2 - u_q^2\right] 
\]

(9)

Because the objective function obtained in Eq. (8) is to be maximized during training, to obtain the loss function, the loss is defined as:

\[
L_G = -\frac{1}{2} \left[1 + \log \sigma_q^2 - \sigma_q^2 - u_q^2\right] - E_{q_0(z \mid x_i, y)}[\log p_0(x_i, y \mid z)] 
\]

\times [\log p_0(x_i, y \mid z)] 
\]
Hamiltonian neural network

CVAE provides an image generation framework, and how to learn the Hamiltonian and perform motion trajectory inference is the key to predicting unknown trajectories.

To overcome limitations of conventional neural networks, recent neural network algorithms have incorporated ideas from physics especially when forecasting dynamical systems. HNN learning a dynamical system intakes an abstract Hamiltonian function enables the network to predict orbits outside the images, where the momentum is assumed to be equal to the velocity of the system. Hamilton’s equations following Eq. (9) imply the linear equation of motion:

\[
\begin{align*}
\dot{x} &= \dot{q} = \frac{\partial H}{\partial p} \\
\dot{v} &= \dot{p} = -\frac{\partial H}{\partial q}
\end{align*}
\]

\[H(q, p) = \frac{1}{2} p^T p + V(q), \quad p = \frac{\partial H}{\partial q}, \quad q = \frac{\partial H}{\partial p} \]

\[H = E_{\text{phys}} + E_{\text{kin}} \]

Algorithm description

The CGAN model can use the incomplete observation image sequence and the specified time conditions to generate the motion trajectory prediction image at the future time under the time conditions. Based on the model structure, the model inference generation algorithm is given, as shown in Algorithm 1.

In Algorithm 1, the motion state feature extracted by the CVAE encoder \(F_\theta\) are taken as the initial state, that is, the moment is considered to be \(t = -1\). The HNN model \(H\) learns Hamiltonian physical quantities \(H\) according to \((q, p)\), and then predicts the physical parameters of the motion at any time in the long-term reasoning mode through the Hamiltonian equation and the Velocity–Verlet algorithm, and finally restores the predicted motion trajectory image through the CVAE decoder \(F_\phi\).

Experimental results analysis

To directly compare the performance of CHGN to related SOTA methods, the datasets analogous to the data used in [49] are generated. The datasets contained observations of the time evolution of different physical systems: mass-spring, pendulum, and two body. The physical quantities of dynamics change with the initial coordinates and momentum. The data is not numerical data, instead of high-dimensional image sequences.
Algorithm 1 CHGN inference generation algorithm

Require: Incomplete high-dimensional observation sequences \( X = \{x_{-2}, x_{-1}\} \); Time \( t_c \);
Ensure: Initialize the CVAE encoder \( \mathcal{F}_\theta \) and decoder \( \mathcal{F}_\phi \), mean network \( \mathcal{F}_{\text{mean}} \), variance network \( \mathcal{F}_{\text{variance}} \). HNN model \( \mathcal{H} \), and predictive image controlled by temporal conditions \( \hat{z}_t \);
1: Extract the feature of target motion state \( \hat{z}_{(q,p)} = \mathcal{F}_\phi(X, t_c) \);
2: Calculate the mean and variance, \( \alpha = \mathcal{F}_\text{mean}(\hat{z}_{(q,p)}), \sigma = \mathcal{F}_\text{variance}(\hat{z}_{(q,p)}) \);
3: Reparameterize motion feature \( z = (q, p) \) in a normal distribution space, \( z = u + \epsilon \times \sigma, \epsilon \sim \mathcal{N}(0, I) \);
4: for \( t = -1 \rightarrow t_c - 1 \) do
5: \( H = \mathcal{H}(q, p) \)
6: // Learn Hamiltonian function
7: \( q_{t+1} = q + p \delta t - 0.5 \frac{\partial H}{\partial q} \delta t^2 \)
8: \( p_{t+1/2} = p - 0.5 \frac{\partial H}{\partial p} \delta t \)
9: \( H = \mathcal{H}(q_{t+1/2}, p_{t+1/2}) \)
10: \( p_{t+1} = p_{t+1/2} - 0.5 \frac{\partial H}{\partial q} \delta t \)
11: \( (q, p) = (q_{t+1}, p_{t+1}) \)
12: // Using Velocity–Verlet algorithm to predict target motion
13: end for
14: \( \hat{z}_t = \mathcal{F}_\phi(q_t, t_c) \)
15: // Generation of prediction images
16: return \( \hat{z}_t \);

There are three steps in data generation process. First, the initial state is randomly sampled, and a \( n \)-step(n represents the length of time, here is set to 30) rollout following the ground truth Hamiltonian dynamics is generated. Then add Gaussian noise with standard deviation \( \sigma^2 = 0.1 \) to each phase-space coordinate, and finally render them to the corresponding 64 \( \times \) 64 pixel observation image sequence.

Qualitative functional level comparison and analysis

To facilitate the understanding of the experimental settings, the mass-spring system is taken as an example to comprehensively analyze the experimental results from many aspects, including training data, training methods, training conditions, experimental results and comparative analysis. Figure 5 shows the comparison of the performance on different motion prediction trajectories at the functional level.

At present, there are two main methods: one is the classical deep neural network model [6], such as CNN, and the other is the dynamic neural network model, the typical representative of which is HGN [31]. The observation images of target motion trajectory is shown in Fig. 5a, and target position changes over time. Figure 5b is the comparison effect of the predictions of the three models: Baseline, HGN, CHGN. Baseline is the standard CNN model, and its motion parameter prediction is completely obtained by numerical fitting of neural network, so the generated images are more average of pixels. As can be seen from the deviation difference diagram of its ground truth and predicted trajectory, the prediction error is large. HGN uses the learned Hamiltonian to predict the motion trajectory of physical parameters, and the predicted value is closer to the ground truth. However, the HGN input is a complete set of observations and cannot achieve time-constrained predictive control. CHGN can realize motion trajectory reasoning based on only short-term continuous incomplete observation image sequences, using Hamiltonian dynamics and CVAE to generate prediction images. It has time-constrained control capabilities and
physical law learning capabilities, and its deviation difference image shows the minimum error.

The overall performance of the above figure shows the final motion prediction performance. To quantitatively compare the prediction effects of each model, the mean square error (MSE) of the trajectory image under the same time step is displayed, as shown in Fig. 6. For fair comparison, training sets and test sets on all model are kept consistent respectively. Since the initial state of the target is randomly sampled, the position in the image is different at each moment in each movement trajectory sequence.

It can be seen that compared with baseline, CHGN and HGN have smaller MSE, and CHGN has the best motion reasoning performance with the increase of time step. There are two reasons. First, it has the control ability of time condition constraint. On the other hand, it has better accuracy by learning Hamiltonian physical quantity and using Velocity–Verlet algorithm to carry out motion reasoning.
Quantitative performance level comparison and analysis

More experimental results have been verified in different dynamic systems. The comparison of the convergence loss is shown in Fig. 7. The horizontal axis is the number of training iterations, and the vertical axis represents the convergence loss. During the training process, it is found that CHGN converges faster than other deep learning methods including HGN with lower loss.

In addition, dynamic evolution algorithm is involved in adaptive evolution of high-dimensional features. We compared the two evolution methods of Leapfrog and Velocity–Verlet. Table 1 shows that the average MSE of the pixel reconstructions on both the train and test data is an order of magnitude better for CHGN compared to Baseline. In particular, CHGN that uses Velocity–Verlet algorithm to realize motion inference under time condition control, has the best prediction and reconstruction effect.

More prediction image performance on different dynamic system is shown in Fig. 8. To prove the time condition control ability, the first 5 consecutive times and the last 5 consecutive times of the test data are selected to show the predictive performance.

From the motion prediction experiments of the pendulum system and the two-body system, it can be seen that although HGN also predicts the future time trajectory by learning the Hamiltonian function, its performance is still inferior to that of CHGN. On the one hand, all the observed images are required as input; on the other hand, the high-dimensional time-stacked images are directly output, so the

| Method                  | Mass-spring |          | Pendulum |          | Two-body |          |
|-------------------------|-------------|----------|----------|----------|----------|----------|
|                         | Train       | Test     | Train    | Test     | Train    | Test     |
| Baseline(CNN) [6]       | 1.41        | 28.89    | 2.26     | 34.73    | 2.29     | 18.03    |
| HGN(Leapfrog) [31]     | 0.19        | 6.53     | 0.30     | 3.75     | 0.63     | 9.24     |
| CHGN(Leapfrog)         | 0.18        | 6.49     | 0.23     | 4.66     | 0.30     | 7.81     |
| CHGN(Velocity–Verlet)  | 0.15        | 5.54     | 0.21     | 3.43     | 0.29     | 6.70     |

Fig. 7 Comparison of the convergence loss

Fig. 8 Comparison of prediction performance at different times
trajectory of a specific time cannot be accurately obtained. The improvement of CHGN is that it uses the time condition input constraint to control the trajectory at a specific moment, and uses the learned Hamiltonian and combines with Velocity–Verlet algorithm to reason the target motion model, so it can realize long-term trajectory prediction for incomplete observation image sequences.

Conclusion

Combining the study of physical laws with the prediction of neural networks is an important direction in dynamics research. Aiming to the problem of motion control under the condition of unknown physical quantity and incomplete observation set without restrictive domain assumptions, a trajectory prediction model based on CHGN is proposed, which can generate predictions of motion trajectory images at any specified time based on the incomplete observation set without canonical coordinates.

CVAE encoder converts the short-term continuous observation image sequence into target motion state features represented by generalized coordinates and generalized momentum, forms a potential state probability distribution, and generates the trajectory prediction image at the given specified time. Then, HNN is used to learn potential Hamiltonian physical quantities, so as to understand more chaotic system dynamics information to realize state cognition. Finally, Velocity–Verlet integrator is built to predict the motion state at any moment according to the Hamiltonian learned by HNN at the current moment. The motion state and the specified time are used as the input of CVAE decoder to generate the target prediction image from the potential motion space. Experimental results show that CHGN can accurately predict target trajectories over a long period of time based on incomplete short-term image sequences, and has better performance than existing deep learning methods.

It is worth pointing out that although CVAE and HNN learn autonomously through neural networks, evolution time and step size factors involved in the dynamic evolution of high-dimensional features affect the actual system effect. How to determine the optimal evolution path is the current limitation, which is also the future research direction.
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