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ABSTRACT

Context. The Gaia Second Data Release provides precise astrometry and photometry for more than 1.3 billion sources. This catalog opens a new era concerning the characterization of open clusters and test stellar models, paving the way for better understanding of the disk properties.

Aims. The aim of the paper is to improve the knowledge of cluster parameters, using only the unprecedented quality of the Gaia photometry and astrometry.

Methods. We have made use of the membership determination based on the precise Gaia astrometry and photometry. We applied an automated Bayesian tool, BASE-9, to fit stellar isochrones on the observed G, G̅, G̅R magnitudes of the high probability member stars.

Results. We derive parameters such as age, distance modulus, and extinction for a sample of 269 open clusters, selecting only low reddening objects and discarding very young clusters, for which techniques other than isochrone-fitting are more suitable for estimating ages.
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1. Introduction

The study of the formation and evolution of open clusters (OC) and their stellar populations represents a backbone of research in modern astrophysics. Indeed, they have a strong impact on our understanding of key open issues, from the star formation process, to the assembly and evolution of the Milky Way disk and galaxies in general (Friel 1995; Jacobson et al. 2016; Cantat-Gaudin et al. 2016; Janes & Adler 1982). As their ages cover the entire lifespan of the Milky Way thin disk, OCs can be used for tracing the Galactic structure. It is therefore essential to have precise information on a significant number of OCs, located at different Galactocentric distances together with the determination of their parameters (e.g., age, kinematics, distances, and chemistry). In the pre-Gaia era we were still far from an ideal situation: the OC census is in fact poorly known. Currently, about 3000 OCs are listed in the most recent versions of Kharchenko et al. (2013, hereafter MWSC) and Dias et al. (2002, hereafter DAML) catalogs. However, the sample is far from being complete even in the local environment (within 1.6–2 kpc, Joshi et al. 2016), where new nearby clusters are still being discovered (see e.g., Cantat-Gaudin et al. 2018a,b; Castro-Ginard et al. 2018). At the faint end of the OC distribution, small and sparse objects and remnants of disrupted clusters can escape detection (Bica & Bonatto 2011). It is also not straightforward to distinguish true clusters from asterisms without high quality kinematic information (Kos et al. 2018). Moreover, studies on OCs may be affected by very large uncertainties on the membership, distance, and metallicity and this reflects on the age determination (Netopil et al. 2016; Cantat-Gaudin et al. 2018a).

Gaia has opened a new era in Galactic astronomy and in cluster science, in particular, thanks to the recent second data release (Gaia Collaboration 2018a,c, hereafter GDR2). GDR2 not only provides homogeneous photometric data covering the whole sky, but also unprecedented high precision kinematics and parallax information, that are fundamental to obtain accurate membership and to identify new clusters. This will, in turn, allow more precise age determinations.

This paper is part of a series devoted to improve the OCs census and their parameter determination, based on Gaia data. Cantat-Gaudin et al. (2018c) has derived membership probability and parameters for 128 OCs, by combining 2MASS photometry (Skrutskie et al. 2006), Gaia First Data Release (GDR1) TGAS parallaxes, and proper motions from either GDR1 or UCAC4 data (Zacharias et al. 2012). Castro-Ginard et al. (2018), Cantat-Gaudin et al. (2018a,b) discovered a large number of new OCs using GDR2, and reclassified a significant number of objects that turned out to be likely asterisms and not true clusters. Cantat-Gaudin et al. (2018a, hereafter Paper I) also updated the cluster census in the solar neighborhood, deriving memberships, mean distances and proper motions for 1229 OCs

* Full Tables A.1–A.3 are only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J+A/A/623/A108
from GDR2. Soubiran et al. (2018) have made use of GDR2 to
derive the kinematics of a sample of 861 OCs in the Milky Way,
confirming that OCs have a similar velocity distribution to field
stars in the solar neighborhood. The aim of this work is to carry
out automated determination of OC parameters (age, distance,
extinction) by isochrone fitting using BASE-9 (von Hippel et al.
2006, see also Jeffery et al. 2016) on Paper I clusters. The final
catalog contains bona-fide parameters for 269 clusters. This con-
stitutes an impressive data base to understand not only the for-
mation and evolution of OCs, but also the disk properties.

Section 2 presents the data and the cluster selection. Section 3 summarizes the method and the priors used to derive
OC parameters (i.e., BASE-9). In Sect. 4 we present the ages and
the cluster parameters obtained for our sample of OCs. Finally,
in Sect. 5 we compare our results with other surveys.

2. Data: Gaia cluster selection, membership, and
photometry

We make use of the cluster membership derived in Paper I on
the basis of the GDR2 photometry, proper motions and paral-
laxes. The catalog includes 1229 objects. Paper I has indeed
improved the determination of membership for their clusters,
thanks to Gaia very precise multidimensional astrometric data,
with proper motions precision typically of 0.05–0.3 mas yr\(^{-1}\)
(for \(G = 14–18\)) and parallaxes with precision of \(<0.02\) mas.
We recall that to discard sources with overly large photomet-
ric uncertainties, the membership derived in Paper I is limited
to sources brighter than \(G \sim 18\) (see Evans et al. 2018, for
details). The This corresponds to the turnoff of a 3 Gyr cluster
seen at 10 kpc, assuming no interstellar extinction. The more
distant and older OCs are therefore out of our detection thresh-
old. We restrict our analysis to a selection of OCs, having
low extinction (\(A_V < 2.5\) mag) and ages older than 10 Myr
(according to MWSC and DAML catalogs). For younger clus-
ters, for which the unclear identification of the main-sequence
turnoff (TO), contamination of Pre-MS stars, and possible age
spread can compromise the isochrone-fitting method, other
independent techniques are more suitable to estimate the age
(see, e.g., Bouvier et al. 2018; Jeffries et al. 2017; Jeffries 2017;
David & Hillenbrand 2015). The final sample counts 269 OCs,
located within 4.5 kpc. Due to the selection criteria we applied,
our sample is clearly far from being complete.

In this work we have made use only of the photometry from
GDR2 in its three bands \(G, G_{BP},\) and \(G_{BP}\). This is motivated by
the exceptional quality of this photometry, having a precision
on the order of a few millimag (see for instance Gaia Collaboration
2018b). Figure 1 presents color-magnitude diagrams (CMD) of
a few poorly studied clusters, namely ASCC 23, Alessi 8, and
Gulliver 21. In all these objects, the main sequence and the equal
mass binary sequence can be clearly identified.

3. Method: Bayesian parameter determination

Handling the large, three-dimensional GDR2 datasets requires
automated methods in order to characterize the OCs. To
determine the parameters of our sample we used an open-source
software suite known as BASE-9 (von Hippel et al. 2006), that
introduces a Bayesian approach to compare observational distrib-
ution of magnitudes of stellar members of a cluster in different
bands with a set of theoretical isochrones. The Bayesian method
requires a likelihood function, that is, the distribution of the data
given the model parameters. The knowledge about the model
parameters before considering the current data defines the prior
distribution, while the combined information in the data and the
prior knowledge give the posterior distribution.

BASE-9 can adjust four parameters (age, metallicity, absorp-
tion, and distance modulus) at each iteration, using a Monte
Carlo-Markov chain algorithm (MCMC). BASE-9 provides esti-
mate of the posterior probability distribution (PDF) for a given
number of iterations. Each iteration point is linked to the next by
a “random walk” process described in von Hippel et al. (2006)
and van Dyk et al. (2009), to which we also refer for a deeper
description of BASE-9. The introduction of priors is very useful
to avoid or at least reduce local minima. Our choice of priors
is described in the Sect. 3.3. Visual inspection of the trace plot
(parameter value against iteration number) shows that all the it-
eration chains reach their apparent stationary distributions
within the first 1000 steps. This tuning period (called burn-in phase) is
then discarded from the subsequent analysis. Each chain con-
tinues for another 10 000 iterations in order to ensure statistical
relevance of the results. The clear advantage of this automated
Bayesian approach for model fitting is to provide principled and
reproducible estimates and uncertainties on all parameter.

3.1. Stellar models and isochrones

By default, BASE-9 comes with a large library of isochrones
computed by different stellar-evolution groups. However none
of this set of models include photometry in Gaia DR2 passbands
(Evans et al. 2018, revised version). Therefore we replaced the
BASE-9-implemented PARSEC set (Bressan et al. 2012) with
an updated version where also GDR2 passbands are available.\(^1\)
Our grid consists of isochrones in the range of log(age)\(^2\)
between 6.60 and 10.13 with a step of 0.01, and [Fe/H] between
\(-2.10\) and +0.50 with a step of 0.05. For this work we have used
the release PARSEC v1.2S with the bolometric corrections
described by Chen et al. (2014). These authors implement the
relation between the temperature T and Rosseland mean optical
depth \(\tau\) across the atmosphere from PHOENIX BT-Settl mod-
els as the outer boundary conditions for low temperatures. In
addition the PARSEC isochrones include a re-calibration of the
mass-radius relation for cool dwarfs as derived from eclipsing
binaries. This isochrone set has been proven to reproduce not
only the lower main sequence, but also all the CMD features
in more than 30 nearby OCs in GDR2 (see Gaia Collaboration
2018b).

3.2. Interstellar extinction

In BASE-9 the absorption is described using the parameter
\(A_V\), which is the extinction in the \(V\) band. However, using different
set of bands (i.e., the Gaia bands), it is necessary to translate \(A_V\)
to a proper measure of the extinction in the specific bands. Due
to the large width of the \(G\) bands, the coefficients \(A_G/A_V\),
where \(M\) can be \(G, G_{BP},\) and \(G_{RP}\), are dependent on the stel-
lar effective temperature (Jordi et al. 2010; Danielski et al. 2018;
Gaia Collaboration 2018b). Therefore, we can expect a deviation
in the shape of the reddened isochrone if a fixed relation \(A_M/A_V\)
is adopted. A more sophisticated approach is introduced in
Danielski et al. (2018) and implemented in Gaia Collaboration
(2018b). In this case the extinction coefficients of the Gaia bands
are defined as functions of the absorption \(A_V\) itself and the stellar

\(^1\) http://stev.oapd.inaf.it/cgi-bin/cmd

\(^2\) The age is given in years.
parameter. BASE-9 needs priors on the age, metallicity, distribution, that can be specified via independent priors on each. Independent results can be incorporated through the joint prior distribution.

The Bayesian approach has the advantage that previous independent information can be taken into account. To set those values we refer to the literature where possible. Concerning extinction, we used the values from DAML or MWSC catalogs (prioritizing the first), where available, otherwise we set $A_V$ to zero. Concerning the distance modulus, as recommended by Luri et al. (2018). We must stress that BASE-9 looks for the observed modulus, and therefore we set the $M_V$ term to be fixed to the value of Eq. (2). This is the case for the clusters in common with Gaia Collaboration (2018b) Table 2 (see also Sect. 5). In all the other cases, the distance modulus is derived from the posterior distribution of the BASE-9 solutions, as recommended by Luri et al. (2018). We finally chose to keep [Fe/H] fixed during the BASE-9 runs, in order to reduce the degeneracy within the variables. We divide our sample in three categories having different uncer-

Table 1. Summary of extinction coefficients used in this work.

| Gaia Collaboration (2018b) extinction coefficients | $A_G/A_V$ | $A_{Gaia}/A_V$ | $A_{MLP}/A_V$ |
|---------------------------------------------------|-----------|----------------|---------------|
| $c_{1G}$ | $c_{2G}$ | $c_{3G}$ | $c_{4G}$ | $c_{5G}$ | $c_{6G}$ | $c_{7G}$ | $c_{8G}$ | $c_{9G}$ | $c_{10G}$ | $c_{11G}$ | $c_{12G}$ |
| 0.9761 | -1.1704 | 0.0086 | 0.0031 | -0.0438 | 0.0013 | 0.0099 | 1.1517 | -0.0871 | -0.0333 | 0.0173 | -0.0230 | 0.0006 | 0.0043 |
| 0.6104 | -0.0170 | -0.0026 | -0.0017 | -0.0078 | 0.00005 | 0.0006 | 0.0078 | -0.00005 | 0.0006 | 0.0023 | 0.0006 | 0.0043 | 0.0006 |

where $c_{1M}$ belong to a set of coefficients defined in Gaia Collaboration (2018b) for $G$, $G_{BP}$, and $G_{RP}$. The terms $c_{1M}$ represent also the fixed extinction coefficients calibrated for a A0V star. All the coefficients are listed in Table 1. The results presented in Tables A.1–A.3 are given in terms of $A_{GTO}$, the extinction in $G$ at the turnoff of the cluster, and $A_V$, the extinction parameter to be used in Eq. (1) to derive the dependence on color (and therefore temperature).

3.3. Choice of priors

The Bayesian approach has the advantage that previous independent results can be incorporated through the joint prior distribution, that can be specified via independent priors on each parameter. BASE-9 needs priors on the age, metallicity ([Fe/H]), $A_V$, and on the distance modulus. To set those values we refer to the literature where possible. Concerning extinction, we used the values from DAML or MWSC catalogs (prioritizing the first), where available, otherwise we set $A_V$ prior to 0.1 mag, respectively. $A_V$ has been marginalized within a $\sigma_{A_V} = 1/3 \cdot A_V$ (or 0.033 mags if $A_V = 0$). No restriction is applied on the age and the variable is left free to vary inside the whole isochrone grid. The prior on the distance modulus is estimated through parallax inversion, which is equivalent to the equation

\[
(m - M)_0 = -5 \log(\bar{\varpi}) - 5,
\]

where $(m - M)_0$ is the intrinsic distance modulus and $\bar{\varpi}$ is the median value of the parallax of the cluster members. As discussed by Luri et al. (2018), such determination of distance is a very poor approximation, since systematics and correlations in the Gaia astrometric solution tend to overestimate the true distance, that should instead be obtained by Bayesian inferences (see, e.g., Bailer-Jones et al. 2018). Equation (2) gives more consistent results for very close objects, having uncertainties on the parallax lower than 5–6% (see Gaia Collaboration 2018a,b). This justifies our assumption that for clusters closer than 1 kpc and having almost no extinction, the distance modulus is assumed to be fixed to the value of Eq. (2). This is the case for the clusters in common with Gaia Collaboration (2018b) Table 2 (see also Sect. 5). In all the other cases, the distance modulus is derived from the posterior distribution of the BASE-9 solutions, as recommended by Luri et al. (2018). We must stress that BASE-9 looks for the observed modulus, and therefore we set the $(m - M)_V$ prior to include the contributions of both distance and extinction:

\[
(m - M)_V = (m - M)_0 + A_V.
\]
by far. To this group we added a few clusters whose metallicity information is taken from DAML. When this is not available we used the MWSC catalog. If no other information is found in the literature (NC clusters), we set [Fe/H] = 0.0. This is a reasonable assumption, looking at the metallicity of the OCs that are in the range [Fe/H] ∈ [−0.3, +0.3] (Netopil et al. 2016). The number of clusters in each group is reported in Table 2. Since using different sources for [Fe/H] can introduce several biases, we discuss the implication of all the above priors on the OC parameter determination in Sect. 4.2.

### 3.4. Post-process analysis

The probability distribution of the posteriors in BASE-9 are calculated during the post-process analysis. For each run, once the chain converges, the iterations are generally distributed around a single high-probability solution. We estimated this solution through the medians for the three variables (i.e., age, extinction, and distance modulus), neglecting low probability solutions when present. Runs having multiple (very different) solutions of comparable probability are regarded as unreliable and discarded.

It is important to notice that in principle red giant branch (RGB) and red clump (RC) stars could be used to set constrains on the metallicity. In fact, the locations of these phases on the CMD are sensitive to the change of [Fe/H]. However, the majority of our clusters, with a few exceptions, show CMDs without these features or with only a few red giant stars (RG), therefore the fit is largely dominated by main sequence stars. As a final note, we point out that each result has been checked visually, and clusters with a poor isochrone fit have been discarded.

![Fig. 2. Solutions for NGC 2251. On the three diagonal panels we show the probability distribution functions of the variables with their medians (red solid line) and the 16th and 84th percentiles of the distribution (red dashed lines). The panels with the maps show instead the 2D-probability for each couple of parameters, highlighting possible correlations (e.g., between distance modulus and absorption). Finally, in the top-right panel we present the CMD of the cluster with the isochrone corresponding to the median parameters.](image-url)

### Table 2. Reference source for the metallicity priors.

| Metallicity source                   | Code | N  | \(\sigma_{[\text{Fe/H}]}\) (dex) |
|--------------------------------------|------|----|---------------------------------|
| Netopil et al. (2016)                | HRS  | 37 | 0.09                            |
| *Gaia*-ESO                          | HRS  | 4  | 0.06                            |
| Netopil et al. (2016)               | LRS  | 3  | 0.12                            |
| Netopil et al. (2016)               | PHC  | 25 | 0.15                            |
| Dias et al. (2002)                  | PHC  | 18 | 0.20                            |
| Kharchenko et al. (2013)            | PHC  | 3  | 0.15                            |
| No [Fe/H]                           | NC   | 179| –                               |

**Notes.** \(N\) is the number of clusters in each group, while \(\sigma_{[\text{Fe/H}]}\) is the 90th percentile of the uncertainty reported from each reference.
We find that 90% of the clusters have sigmas smaller than, respectively, $\sigma_{\log(\text{age})}=0.10$, $\sigma_{A_V}=0.033$, and $\sigma_{(M-M_V)}=0.037$, while their medians are $\bar{\sigma}_{\log(\text{age})}=0.024$, $\bar{\sigma}_{A_V}=0.023$, and $\bar{\sigma}_{(M-M_V)}=0.025$. While the extinction and the distance modulus determination are well confined, the distribution of the uncertainties on the log(age) presents a tail of about 30 OCs having $0.1 < \sigma_{\log(\text{age})} < 0.25$. Typical examples of this category of objects are Gulliver 20, IC 2157, and Ruprecht 29. These clusters are characterized by having no information on [Fe/H] (i.e., we assume $[\text{Fe/H}] = 0.0$); high extinction ($A_V > 1.0$) and a low number of members. For these reasons, their fits are not well constrained, and the solutions present a high degree of degeneracy between the extinction and the distance modulus. Figure 5 and Table 3 shows the distribution of the relative error on log(age). HRS and LRS clusters have smaller internal uncertainties, while clusters belonging to the PHC group present larger errors. We detect no trend of $\sigma_{\log(\text{age})}$ as a function of the log(age).

4.2. Impact of fixed-metallicity prior

As discussed in Sect. 3.3, we used a fixed metallicity in our BASE-9 calculations, and this can have an impact on results. The aim of this section is to estimate the degree of degeneracy between the parameter determination and [Fe/H].

We select from our catalog a sample of ~100 clusters spanning the whole age range we consider, and we run BASE-9 on them using three different priors on the metallicity, $[\text{Fe/H}] = -0.3$, $-0.1$, $+0.1$. In this test, the metallicity is let free to vary within a $\sigma_{[\text{Fe/H}]} = 0.05$. Using these three runs, we calculate for the three solutions of each cluster the regression line on the plane log(age)-[Fe/H]. The slope $d\log(\text{age})/d[\text{Fe/H}]$ gives the predicted variation of the log(age) within 1 dex in metallicity for that specific cluster. Considering the overall distribution, we find a median slope of 0.18 with a median absolute deviation (MAD) of 0.22 (see Fig. 6). Clearly the systematics we introduce on the OC parameter determination are different depending on the uncertainties on the [Fe/H] priors (see Table 2). The effect can be negligible in the case of objects having metallicity determination from high resolution spectroscopy. Assuming as typical the sigma of 0.06 dex on [Fe/H] determination as derived from high resolution spectroscopy in the Gaia ESO public survey (see for instance Jacobson et al. 2016), we obtain

$$\Delta \log(\text{age}) = \left( \frac{d\log(\text{age})}{d[\text{Fe/H}]} \right) \cdot \Delta [\text{Fe/H}] = \pm 0.01.$$  \hspace{1cm} (4)

As we mentioned, for the NC group we assume $[\text{Fe/H}] = 0.0$. Looking at the distribution of the metallicity of Galactic clusters, we expect that all objects are inside a $\Delta [\text{Fe/H}] = \pm 0.3$. In this case we estimate an effect on log(age) of ±0.05, which, translated in linear age, corresponds to about 13%. Clusters having [Fe/H] from photometry or low resolution spectroscopy can be regarded as having intermediate uncertainties. In the case of PHC objects, we find a median value of $\sigma_{[\text{Fe/H}]} = 0.15-0.20$, resulting in $\Delta \log(\text{age}) = 0.03-0.04$, while for the LRS sample we derive $\sigma_{[\text{Fe/H}]} = 0.12$, corresponding to $\Delta \log(\text{age}) = 0.02$.

The apparent distance modulus variations at changing [Fe/H] are quite small, with a median value $\Delta (M - M_V) = 0.012 \pm 0.007$ for the extreme case when we assumed $[\text{Fe/H}] = 0.0$. However, the extinction and the absolute distance modulus solutions are more affected by the assumption on [Fe/H], with a clear degeneracy. We find a median value of $\Delta A_V = 0.19 \pm 0.02$ and $\Delta (m - M_V) = 0.2 \pm 0.03$ for the extinction and the absolute distance modulus respectively.

4. Results

The final sample of OCs span a range of $7.0 < \log(\text{age}) < 10.0$. Figure 2 shows an example of the output for NGC 2251. On the three diagonal panels we show the probability distribution function of the variables with their median values (red solid line), while in the top-right panel we present the CMD of the cluster where the isochrone corresponding to the median values of the solutions is overplotted.

The parameter determination for the three groups of clusters including the priors on [Fe/H] are listed in Table A.1 (44 OCs), Table A.2 (46 OCs), and finally Table A.3 (179 OCs) for HRS+LRS, PHC, NC objects, respectively. The values are referred to the median of each posterior distribution, while the uncertainties correspond to the 16th and 84th percentiles. Figure 3 presents the age distribution of the studied clusters.

In the following paragraphs we estimate the random errors on the solutions and the systematics resulting from our assumptions on.

4.1. BASE-9 internal uncertainties

Estimation of parameter uncertainties has been done by considering the 16th and 84th percentiles (corresponding to $\pm 1\sigma$) of the iterations distribution for each posterior (see Fig. 2). The distribution of the internal uncertainties for all the parameters is given in Fig. 4.
5. Discussion

5.1. Comparison with benchmark clusters

We compare our results with a set of well studied clusters for which we have high quality determination of the parameters.

5.1.1. Nearby OCs

In our sample we have 20 nearby clusters already studied by the Gaia Collaboration (2018b) using GDR2 data. In Fig. 7 we compare the age determination in both papers. Both determinations agree within a few percent, showing however a small systematic underestimate for the younger objects. This deviation is mainly due to the fact that the majority of the clusters are inconspicuous (see Fig. 8). In some cases differences between the two ages can be ascribed to the membership determination. One example can be NGC 6793 (see Fig. 8). In this very poorly studied cluster, the bright star at $G \sim 9$ has a high probability membership from Paper I, while in the Gaia Collaboration (2018b) it is not considered as a member: this changes the position of the MSTO and, therefore, the age from log(age) = 8.78 to 8.65. We find a similar trend also when comparing with MWSC and DAML (see Sect. 5.2).

5.1.2. Comparison with asteroseismic data

Our sample contains also three OCs studied by Kepler (Borucki et al. 2010): NGC 6791, NGC 6811, and NGC 6819. In many of their red-giant stars, solar-like oscillations have been detected, providing global seismic parameters such as the large separation $\Delta \nu$ and the frequency of maximum oscillation power $\nu_{\text{max}}$. These quantities, combined with the effective temperature, can be used to derive stellar masses through the so-called scaling relations (see, e.g., Kallinger et al. 2010 and Mosser et al. 2010).

In turn, the mass can be used to provide an indirect validation of our age determination. We compare previous estimations of RG masses for these clusters with the range of values corresponding to the same evolutionary phases along our isochrones.

NGC 6791. Seismic determination of the average RGB mass for NGC 6791 gives a value of $M = 1.22 \pm 0.01 M_\odot$ (Miglio et al. 2012, considering stars up to the RC luminosity). However, it was demonstrated that scaling relations tend to overestimate the value of the mass of RGB stars (White et al. 2011, Brogaard et al. 2018 and reference therein), therefore an
additional calibration is required (Rodrigues et al. 2017). This introduces a  
systematic on the mass of $\pm 0.10 M_\odot$. The estimation of the mass from RGB  
eclipsing binaries is $M = 1.15 \pm 0.02$, in agreement with the previous seismic  
determination (Brogaard et al. 2012).

Both measures are perfectly compatible with the mass of $M = 1.13 \pm 0.01 M_\odot$,  
as derived averaging the masses from the bottom of the RGB up to the RC  
luminosity for an isochrone of the age of $\log(\text{age}) = 9.927 \pm 0.002$, which  
corresponds to our solution.

---

Fig. 8. CMDs of the clusters in common with Gaia Collaboration (2018b). Blue and red  
lines represent, respectively, isochrones with ages proposed in this work and by  
Gaia Collaboration (2018b).
Age differences between our catalog with MWSC (upper panel) and DAML (lower panel). Triangles are clusters with spectroscopic determination of [Fe/H]. Dashed lines correspond to the median deviations. Right panel: histograms (in gray) show the difference in age distribution between our sample and the two catalogs.

Table 4. Comparison of the age, $A_V$, and distance modulus determination in the present work with literature catalogs, namely DAML and MWSC.

| Cat.       | $\Delta$log(age) | MAD$_{\Delta}$log(age) | $\Delta A_V$ | MAD$_{\Delta}$A$_V$ | $\Delta(m - M)_0$ | MAD$_{\Delta(m - M)_0}$ |
|------------|------------------|-------------------------|--------------|---------------------|-------------------|-----------------------|
| DAML all   | 0.00             | 0.17                    | -0.01        | 0.07                | -0.11             | 0.29                  |
| MWSC all   | -0.09            | 0.19                    | -0.05        | 0.13                | -0.08             | 0.28                  |
| DAML HRS   | 0.05             | 0.11                    | -0.01        | 0.06                | -0.11             | 0.15                  |
| MWSC HRS   | 0.04             | 0.10                    | -0.06        | 0.14                | -0.11             | 0.15                  |

Notes. The differences are always parameters in this work – the corresponding quantity in the literature. For each difference, we list the median value and the MAD.

NGC 6811. Sandquist et al. (2016) determined the masses for six stars, five of them belonging to the red-clump phase, plus 1 RC candidate. The average value is $M = 2.24 \pm 0.07 M_\odot$, which is compatible with our average mass determination of $M = 2.31 \pm 0.08 M_\odot$ for the red-clump phase in an isochrone of log(age) = 8.94.

NGC 6819. Handberg et al. (2017) derived seismic parameters for 54 RG stars in NGC 6819. Within the sample, they were able to distinguish between RGB and RC stars. They also identified three non-member stars, six stars classified as overmassive, five uncertain cases, and one Li-rich RC. In a subsequent work, Rodrigues et al. (2017) estimated individual masses and ages for 52 RC stars. They compared observational data, including seismic constrains from Handberg et al. (2017), with a grid of models through a Bayesian method (PARAM, da Silva et al. 2006). Using only single RGBs they found an average mass of $M_{\text{RGB}} = 1.61 \pm 0.04 M_\odot$. Our BASE-9 solution for NGC 6819 corresponds to an isochrone of log(age) = 9.30, that gives an average mass for the RGB of $M = 1.675 \pm 0.005$. This values shows only a partial compatibility with Rodrigues et al. (2017) determination, lying within 1.5$\sigma$, since they find an age of log(age) = 9.35 $\pm$ 0.03 using a different set of stellar models by Bossini et al. (2015).

5.2. Comparison with MWSC and DAML catalogs

We have 242 clusters in common with MWSC and 234 with DAML. Figures 9 and 10, and Table 4 show the difference among our determination of age, extinction, and distance for those clusters included in these catalogs.

The median value of the age distribution is mainly consistent with DAML catalog, and shows a systematic of $\sim -0.09$ with MWSC. The dispersion is very large in both cases, especially for young clusters, but it is smaller for objects belonging to the HRS group. In addition a clear trend of the age difference with age is present, in the sense that results from BASE-9 are generally younger for OCs below log(age) $< 8.5$. These deviations are not surprising and might be ascribed to the quality of the cluster membership determination. Previous membership determinations are based on ground based photometry and/or proper motions and are severely hampered by field star contamination. This problem is particularly age-related. In fact, while old clusters can count on better populated features (MS, RGB, and RC) that help the age determination from isochrone fitting, in young clusters the fit is generally based on the luminosity of the MSTO, which may be not well defined, due to the lack in the number of bright near-TO stars. In such a scenario, a different determination of membership, with the addition of bright TO stars,
can change the estimation of the age (as seen in Sect. 5.1.1 for NGC 6793).

Figure 10 compares globally our estimates of $A_V$ and $(m - M)_0$ with the MWSC and DAML. Overall, no systematic difference, or a very small one, is present between this work and the literature concerning the value of $A_V$, but with a large dispersion. The distance modulus exhibits a median difference $(m - M)_0,\text{this work} - (m - M)_0,\text{lit} \sim 0.1$ for both catalogs, getting worse at $(m - M)_0 > 10$, where it becomes $\sim 0.37, 0.27$ for MWSC and DAML catalogs respectively.

Figure 11 shows the difference between the distance modulus derived from the analysis of BASE-9 results $(m - M)_0,\text{med}$, i.e., the posteriors) and from the inversion of the median parallax $(m - M)_0,\text{par}$, see Eq. (2)). We derive a median offset of

Fig. 10. Extinction and distance modulus differences between our catalog and MWSC (upper panel) and DAML (lower panel). Triangles are clusters with spectroscopic determination of [Fe/H]. Dashed lines correspond to the median deviations from each cluster.

Fig. 11. Differences of the distance modulus between posteriors $(m - M)_0,\text{med}$ and priors $(m - M)_0,\text{par}$, where the first have been derived from BASE-9 output and the latter from Eq. (2). Blue triangles are clusters with spectroscopic determination of [Fe/H], while the red dashed line is the median deviation corresponding to $\Delta(m - M)_0,\text{med-par} = -0.11$ mag.
In previous sections, the inverse of the parallax tends to overestimate the distance modulus. This is specially true when the relative uncertainty on the parallax is higher than 20%, but it holds also when the uncertainties are lower than that. Here the majority of the clusters are more distant than 1 kpc, in a regime where the uncertainties on the single star parallaxes are higher than 20%. Averaging the uncertainties on the number of stars in a cluster does not reduce systematics and correlations. The offset we find corresponds to a medium offset of +0.021 mas in parallax. This value is in good agreement with the well-known systematic found in Gaia parallaxes and reported in Gaia Collaboration (2018d).

In addition, the results show a large dispersion, with differences up to ±0.5 mag. We cannot exclude the possibility that this is due to some other effects, such as uncertainties on the extinction coefficients, or on the assumptions on the metal content. Stochastic effects on the color-magnitude diagrams of the less populated clusters can also play a significant role, as well as effects related to stellar evolution (rotation, convection) and binarity.

6. Conclusions

In this work we have made use of an automated method based on Bayesian classification, BASE-9, to derive the age of 269 OCs using GRD2 photometry. The parameter determination precision on Bayesian classification, BASE-9, to derive the age of 269 OCs is due to some other effects, such as uncertainties on the extinction coefficients, or on the assumptions on the metal content. Stochastic effects on the color-magnitude diagrams of the less populated clusters can also play a significant role, as well as effects related to stellar evolution (rotation, convection) and binarity.
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Appendix A: Cluster tables

### Table A.1. First ten of the 44 HRS+LRS clusters.

| Cluster | RA   | Dec  | log (age) | \(m - M_B\) | \(A_V\) | \(A_{GDR}\) | [Fe/H] |
|---------|------|------|-----------|--------------|--------|------------|--------|
| Blanco1 | 0.853| −29.958| 7.9838 | 6.86868 | 0.0303 | 0.0303 | 0.000 |
| IC2391  | 130.292 | −52.991 | 7.5637 | 5.9191 | 0.0909 | 0.0909 | 0.000 |
| IC2602  | 160.613 | −64.426 | 7.5575 | 5.9191 | 0.1010 | 0.0909 | 0.000 |
| IC2714  | 169.373 | −62.719 | 8.5585 | 10.7110 | 0.9910 | 0.9798 | 0.020 |
| IC4665  | 266.554 | +5.615 | 7.58764 | 7.3947 | 0.4040 | 0.3942 | −0.030 |
| IC4756  | 279.649 | +5.435 | 8.99989 | 8.40840 | 0.4040 | 0.3940 | 0.000 |
| Melotte20 | 51.617 | +48.975 | 7.75774 | 6.21621 | 0.2828 | 0.2728 | 0.140 |
| Melotte22 | 56.601 | +24.114 | 7.93797 | 5.67567 | 0.1414 | 0.1414 | 0.000 |
| Melotte71 | 114.383 | −12.065 | 9.11911 | 11.55115 | 0.4848 | 0.4748 | −0.270 |
| NGC0188 | 11.798 | +85.244 | 9.69969 | 11.49114 | 0.2626 | 0.2626 | 0.000 |

**Notes.** The values of log(age), distance moduli, and extinctions \(A_V\) correspond to the median of each BASE-9 posterior distribution. \(A_{GDR}\) column reports the extinction in \(G\) at the turnover of each cluster. Uncertainties are given and correspond to the 16th (superscript) and 84th (subscript) percentiles of posterior distribution. [Fe/H] column lists the metallicity used in BASE-9 computations (the complete list is available at the CDS).

### Table A.2. First ten of the 46 PHS clusters.

| Cluster | RA   | Dec  | log (age) | \(m - M_B\) | \(A_V\) | \(A_{GDR}\) | [Fe/H] |
|---------|------|------|-----------|--------------|--------|------------|--------|
| Alessi5 | 160.819 | −61.081 | 7.777274 | 7.72778 | 0.5962 | 0.3335 | −0.382 |
| Alessi6 | 220.058 | −66.127 | 8.788880 | 9.55558 | 0.3770 | 0.5860 | −0.775 |
| Alessi24 | 260.764 | −62.693 | 7.95973 | 8.30333 | 0.3436 | 0.7072 | −0.133 |
| BH99    | 159.553 | −59.168 | 7.911294 | 8.08811 | 0.2023 | 0.2022 | 0.000 |
| Collinder140 | 110.882 | −31.966 | 7.475253 | 7.81876 | 0.1013 | 0.1012 | 0.010 |
| Czernik27 | 105.380 | +6.382 | 9.009009 | 12.97129 | 0.5437 | 0.5425 | −0.390 |
| Harvard5 | 186.817 | −60.770 | 7.81198 | 10.40404 | 0.6871 | 0.6609 | −0.090 |
| IC1369  | 318.033 | +47.770 | 8.46846 | 12.54125 | 2.05205 | 2.00201 | 0.090 |
| IC2488  | 141.857 | −57.004 | 8.20822 | 10.63106 | 0.70172 | 0.6970 | 0.080 |
| IC4725  | 277.937 | −19.114 | 7.987979 | 9.16916 | 1.09107 | 1.0607 | 0.000 |

**Notes.** Columns are the same as in Table A.1 (the complete list is available at the CDS).

### Table A.3. First ten of the 179 NC clusters.

| Cluster | RA   | Dec  | log (age) | \(m - M_B\) | \(A_V\) | \(A_{GDR}\) | [Fe/H] |
|---------|------|------|-----------|--------------|--------|------------|--------|
| ASCC6   | 26.846 | +57.722 | 7.68769 | 11.10110 | 0.8789 | 0.4346 | 0.000 |
| ASCC10  | 51.870 | +34.981 | 8.60864 | 8.91891 | 0.4404 | 0.4504 | 0.000 |
| ASCC13  | 78.255 | +44.417 | 7.65767 | 10.15101 | 0.68068 | 0.3333 | 0.000 |
| ASCC16  | 81.198 | +1.695 | 7.05705 | 7.52752 | 0.1011 | 0.3333 | 0.000 |
| ASCC19  | 81.982 | −1.987 | 7.09709 | 7.47747 | 0.0610 | 0.3333 | 0.000 |
| ASCC21  | 82.179 | +3.527 | 7.04704 | 7.41741 | 0.1214 | 0.3333 | 0.000 |
| ASCC22  | 93.656 | +0.637 | 8.55860 | 9.54954 | 0.5510 | 0.3333 | 0.000 |
| ASCC23  | 95.047 | +46.710 | 8.48848 | 8.83883 | 0.2828 | 0.2828 | 0.000 |
| ASCC29  | 103.571 | −1.670 | 7.95795 | 10.05100 | 0.24024 | 0.5454 | 0.000 |
| ASCC32  | 105.714 | −26.512 | 7.40740 | 9.33933 | 0.22022 | 0.4444 | 0.000 |

**Notes.** Columns are the same as in Table A.1 (the complete list is available at the CDS).