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Abstract

The probabilistic symbol is the right-hand side derivative of the characteristic functions corresponding to the one-dimensional marginals of a stochastic process. This object, as long as the derivative exists, provides crucial information concerning the stochastic process. For a Lévy process, one obtains the characteristic exponent while the symbol of a (rich) Feller process coincides with the classical symbol which is well known from the theory of pseudodifferential operators.

Leaving these classes behind, the most general class of processes for which the symbol still exists are Lévy-type processes. It has been an open question, whether further generalizations are possible within the framework of Markov processes. We answer this question in the present article: within the class of Hunt semimartingales, Lévy-type processes are exactly those for which the probabilistic symbol exists. Leaving Hunt behind, one can construct processes admitting a symbol. However, we show, that the applicability of the symbol might be lost for these processes. Surprisingly, in our proofs the upper and lower Dini derivatives corresponding to certain singular functions play an important rôle.
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1 Introduction and History

Consider a stochastic process \( X = (X_t)_{t \geq 0} \) starting in \( x \in \mathbb{R}^d \). The probabilistic symbol is the right-hand side derivative of the characteristic function of \( (X_t - x)_{t \geq 0} \), that is,

\[
q(x, \xi) := -\lim_{t \downarrow 0} \frac{\mathbb{E}_x e^{i(X_t-x)\xi} - 1}{t}.
\]

(1)

The characteristic function carries all the information of the marginal distribution at time \( t \). Hence, it is not surprising, that the right-hand side derivative (1) might be used to analyze the development of the process over time. From the point of view of Markov processes, Formula (1) can be interpreted as follows: one plugs a (complex) exponential function into the generator of the process. In this
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spirited the formula was used for the first time in 1998 by Jacob [15] in order to calculate the functional analytic symbol of a Feller process satisfying some additional properties (see below). Since then, this formula, related maximal inequalities and results on path properties have been generalized to further classes of processes. All of the classes mentioned here, will be properly defined further down. Within the Markovian framework the most general class for which this symbol is known to exist is the class of Lévy-type processes [5] which are sometimes called Itô processes in the sense of Çinlar, Jacod, Protter and Sharpe [7]. A canonical class for a further generalization would be Hunt semimartingales. In [18] we have shown that within this class, there exist processes which do not admit a symbol. It has been an open question for over 10 years, whether or not Lévy-type processes are the most general class for which the symbol exists and can be used. This is also point (d) in the open problems section of the monograph [5]. We answer this question in the present paper: we prove the existence of a Markov semimartingale, which is not a Lévy-type process but which admits a symbol. This process gives rise to a class of processes of this kind. Furthermore, we show that there is no Hunt process admitting a symbol which is not a Lévy-type process (Theorem 2.4). In this sense the above conjecture is true.

Summing up: Under very weak conditions every Lévy-type process admits a symbol. There are no other Hunt semimartingales admitting a symbol. But if we move on another step and consider Markov semimartingales we again find processes for which the symbol does exist. However, in this case the symbol does not carry the valuable information on the process anymore.

Let us first fix some notation: If not mentioned otherwise every stochastic process $X := (X_t)_{t \geq 0}$ on a stochastic basis $(\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \geq 0}, \mathbb{P})$ takes values in $\mathbb{R}^d$, is càdlàg. Here, $\mathcal{B}(\mathbb{R}^d)$ is the $\sigma$-field of Lebesgue sets. We denote by $\mathcal{F}^0_t := \sigma(X_s : s \leq t)$ and $\mathcal{F}^0 := \sigma(X_s : s \geq 0)$ the natural filtration of $X$. Moreover, we call $\Delta X_t := X_t - \lim_{s \downarrow t} X_s$ the jump of the process at time $t \geq 0$, and for a stopping time $\tau$ we call $X^\tau := X_1_{[0,\tau]} + X_1_{[\tau,\infty]}$ the stopped process. Here, the stochastic interval $[\tau, \sigma]$ for two stopping times $\tau, \sigma$ is defined by $\{ (\omega, t) \in \Omega \times \mathbb{R}_+ : \tau(\omega) \leq t < \sigma(\omega) \}$. The stochastic intervals $[\tau, \sigma]$, $[\tau, \sigma]$, $[\tau, \sigma]$ are defined alike.

A (strong) Markov process $(\Omega, \mathcal{M}, (\mathcal{M}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (\mathbb{P}^x)_{x \in \mathbb{R}^d})$ is defined in the sense of Blumenthal-Getoor (cf. [4]). We assume that $\mathcal{M} = \overline{\mathcal{M}}$ and $(\mathcal{M}_t)_{t \geq 0} = (\overline{\mathcal{M}}_t)_{t \geq 0}$ where $\overline{\mathcal{M}}_t$ is the completion of $\mathcal{M}$ resp. $\mathcal{M}_t$ with respect to $\{ \mathbb{P}^x : x \in \mathbb{R}^d \}$ (cf. [4] Section I.5). Moreover, we assume all filtrations encountered in the following to be right-continuous. Being Markovian means in particular that the following formula holds

$$P^w_{\tau,s}(x, B) = P^s_{0,t-s}(x, B) =: P_{t-s}(x, B) \quad (2)$$

where $P^w_{\tau,s}(x, B)$ is the regular version of $\mathbb{P}^w(X_t \in B \mid X_s = x)$ with $w, x \in \mathbb{R}^d$, $s \leq t$ and $B$ is a Borel set in $\mathbb{R}^d$. Processes of this kind are sometimes called Markov families or (strong) Markov process with transition kernel (cf. [1], [14]) in the literature. To avoid possible misunderstandings concerning this notion we only use the term (strong) Markov process subsequently. We assume that every Markov process is normal, that is, $\mathbb{P}^x(X_0 = x) = 1$. We associate a semigroup $(T_t)_{t \geq 0}$ of operators on $B_0(\mathbb{R}^d)$ with every Markov process by setting

$$T_t u(x) := \mathbb{E}^x u(X_t), \quad t \geq 0, \ x \in \mathbb{R}^d.$$

Let us denote by $C_\infty(\mathbb{R}^d)$ the space of all functions $u : \mathbb{R}^d \rightarrow \mathbb{R}$ which are continuous and vanish at infinity. We call $(T_t)_{t \geq 0}$ a Feller semigroup and $(X_t)_{t \geq 0}$ a Feller process, if the semigroup is strongly continuous, that is, $\| T_t u - u \|_\infty \rightarrow 0$ for $t \downarrow 0$, and if the following condition is satisfied:

$$T_t : C_\infty(\mathbb{R}^d) \rightarrow C_\infty(\mathbb{R}^d) \quad \text{for every } t \geq 0. \quad (3)$$
The generator of the Feller process \((A, D(A))\) is the closed operator given by

\[
Au := \lim_{t \to 0} \frac{T_{tu} - u}{t} \quad \text{for } u \in D(A)
\]  

(4)

where the domain \(D(A)\) consists of all \(u \in C_{\infty}(\mathbb{R}^d)\) for which the limit (4) exists uniformly. A Feller process is called rich if \(C_{c}^{\infty}(\mathbb{R}^d) \subseteq D(A)\), that is, the test functions are contained in the domain of the generator. The generator of those processes fulfills the so called positive maximum principle \(N\).

Jabob came up with the idea to use this fact combined with a classical result due to P. Courrège [8] (cf. in this context also [32] and [33]) to derive the following: the generator of a rich Feller process is (restricted to the test functions \(C_{c}^{\infty}(\mathbb{R}^d)\)) a pseudo differential operator, i.e., \(A\) can be written as

\[
Au(x) = -\int_{\mathbb{R}^d} e^{ix'\xi} q(x, \xi) \hat{u}(\xi) \, d\xi, \quad u \in C_{c}^{\infty}(\mathbb{R}^d)
\]

(5)

where \(\hat{u}(\xi) = (2\pi)^{-d} \int e^{-iy'\xi} u(y) \, dy\) denotes the Fourier transform. The function \(q : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}\) is locally bounded and, for fixed \(x\), a continuous negative definite function in the sense of Schoenberg in the co-variable \(\xi\) (cf. [2] Chapter II and [12] Section 3.7). This is equivalent to the fact that it admits a Lévy-Khintchine representation

\[
q(x, \xi) = -i\ell(x)\xi + \frac{1}{2} \xi^T Q(x) \xi - \int_{w \neq 0} \left( e^{i\xi'w} - 1 - i\xi'w \cdot \chi(w) \right) N(x, dw)
\]

(6)

where \(\ell(x) = (\ell^{(j)}(x))_{1 \leq j \leq d} \in \mathbb{R}^d\), \(Q(x) = (Q^{jk}(x))_{1 \leq j, k \leq d}\) is a symmetric positive semidefinite matrix and \(N(x, dw)\) is a measure on \(\mathbb{R}^d\) \(\{0\} = \{w \neq 0 \mid (1 \land \|w\|^2) N(x, dw) < \infty\) and \(\chi : \mathbb{R}^d \to \mathbb{R}\) is a cut-off function, i.e., \(\chi\) is measurable with compact support and equal to 1 in a neighborhood of zero. The function \(q : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}\) which is often written as \(q(x, \xi)\) is called the symbol of the operator. For details on the rich theory of the interplay between processes and their symbols we refer the reader to [5] and [14].

In [15] and for a more general class of Feller processes in [23] it was shown that the formula (1) can be used to calculate the symbol \(q(x, \xi)\) of the process. For Lévy processes this is the characteristic exponent.

We call a strong Markov process Hunt process if it is quasi left-continuous (cf. [16] Definition I.2.25). A Markov process \(X\) is called Markov semimartingale, if \(X\) is for every \(\mathbb{P}^x\) a semimartingale. If such a process is in addition a Hunt process, it is called Hunt semimartingale. In [30] we have shown that every rich Feller process is a Hunt semimartingale and even a Lévy-type process, that is, a Markov semimartingale with characteristics of the following form

\[
B^{(j)}_t(x)(\omega) = \int_0^t \ell^{(j)}(X_s(\omega)) \, ds
\]

(7)

\[
C^{jk}_t(x)(\omega) = \int_0^t Q^{jk}(X_s(\omega)) \, ds
\]

\[
\nu(\omega; ds, dy) = N(X_s(\omega), dy) \, ds
\]

for every starting point \(x \in \mathbb{R}^d\) with respect to a fixed cut-off function \(\chi\). Here \(\ell, Q\) and \(N\) are as above. The triplet \((\ell, Q, n := \int_{y \neq 0} (1 \land \|y\|^2) N(\cdot, dy))\) is called the differential characteristics of the process. The class of semimartingales which are not necessarily Markovian, but having characteristics as described in (7) are called homogeneous diffusions with jumps (cf. [16] Definition III.2.18).

Since the symbol and some related indices have proven to be useful in analyzing global and path properties, we have generalized the notion of the symbol using a generalization of formula (1), which
can be used even for processes which do not admit a generator, namely homogeneous diffusions with jumps.

**Definition 1.1.** Let $X$ be a stochastic process. Fix a starting point $x$ and define $\sigma = \sigma^x_k$ to be the first exit time from a compact ball with radius $k$ and $x$ as center

$$\sigma := \inf\{t \geq 0 : \|X_t - x\| > k\}.$$  

For $\xi \in \mathbb{R}^d$ we call $p : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}$ given by

$$p(x, \xi) := -\lim_{t \downarrow 0} E_x e^{i(X^x_{\sigma t} - x) \cdot \xi} - 1$$

the *(probabilistic) symbol* of the process, if the limit exists and coincides for every choice of $k > 0$.

In [26] we have shown that the symbol exists for homogeneous diffusions with jumps having differential characteristics which are locally bounded and finely continuous (cf. [4], Theorem II.4.8). Like the functional analytic symbol in the Feller case it is a state-space dependent continuous negative definite function in the sense of Schoenberg. Instead of the compact balls, one can use general compact neighborhoods. In the definition, it is demanded that the limit exists for all $k > 0$. If this is the case, it is easily seen that the limit is indeed the same for every $k > 0$ and even for every compact neighborhood of $x$. The stopping time is needed in order to have the process bounded at least on $[0, \sigma[$. In order to calculate the symbol, *fine continuity* (and local boundedness) are the most general requirements. However, since classical continuity is much more natural, we demand this property from now on. Continuity implies both: fine continuity and local boundedness. Hence, Theorem 3.6 of [26] yields that the symbol exists for every Lévy-type process with continuous differential characteristics.

For the readers convenience we recall some concepts and results on advanced calculus on the real line (cf. [17] and [19]).

**Definition 1.2.** A function $f : \mathbb{R} \to \mathbb{R}$ is called singular if it is non-constant and whose derivative exists and is zero almost everywhere.

Almost everywhere is meant w.r.t. the Lebesgue sets, that is, we are working on the completion of the Borel sets w.r.t. Lebesgue measure.

**Definition 1.3.** Let $f : [a,b] \to \mathbb{R}$ be a function, and let $x_0 \in [a,b]$ for $a, b \in \mathbb{R}$ and $a < b$. Then

(a.) the upper resp. lower right Dini derivative of $f$ at $x_0$ is defined by

$$D^+ f(t) := \limsup_{x \downarrow x_0} \frac{f(x) - f(x_0)}{x - x_0} \text{ resp. } D_- f(t) := \liminf_{x \downarrow x_0} \frac{f(x) - f(x_0)}{x - x_0},$$

(b.) the upper resp. lower left Dini derivative of $f$ at $x_0$ is defined by

$$D^+ f(t) := \limsup_{x \uparrow x_0} \frac{f(x) - f(x_0)}{x - x_0} \text{ resp. } D_+ f(t) := \liminf_{x \uparrow x_0} \frac{f(x) - f(x_0)}{x - x_0}.$$  

The concept of singular functions (Definition 7.1.44 [17]) is fundamental for the reasoning in the subsequent sections. More specifically, in order to prove the main theorem of this paper, we use the fact that a singular function possesses at least one point where a Dini derivative is infinite. Although,
this seems to be clear since the most prominent examples like the Cantor function or Minkowski’s question mark function on $[0, 1]$ possess infinite derivatives in all points where the derivative is not zero, it was shown in [22] that there exists a singular function with a derivative that takes non-zero finite values on an uncountable dense set whose intersection with any interval $(a, b)$ possesses Hausdorff dimension one.

**Proposition 1.4.** Let $g : \mathbb{R}_+ \to \mathbb{R}$ be an increasing, singular function which is not constantly zero. Then there exist at least one point where $g$ possesses an infinite upper right (resp. upper left, lower right, lower left) Dini derivative.

In order to prove this proposition one can combine two results which can be found in [21], namely Theorem (4.6) in Chapter IX and Theorem (6.7) in Chapter VII. We include a different proof in the appendix, to make the present article more self contained.

## 2 Main Result

A Hunt semimartingale is a strong Markov process $(\Omega, \mathcal{M}, (\mathcal{M}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, \mathbb{P}^x)_{x \in \mathbb{R}^d}$ which is also a $\mathbb{P}^x$-semimartingale and quasi-left-continuous. Within this framework, the following definition is useful.

**Definition 2.1.** Let $(\Omega, \mathcal{M}, (\mathcal{M}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, \mathbb{P}^x)_{x \in \mathbb{R}^d}$ be a Markov process.

(a.) We call a process $Y = (Y_t)_{t \geq 0}$ additive functional (AF) if

(i.) \[ Y_0 = 0 \quad \mathbb{P}^x\text{-a.s. for all } x \in \mathbb{R}^d. \]

(ii.) for every $s, t \geq 0$ we have \[ Y_{s+t} = Y_s + Y_t \circ \theta_s \quad \mathbb{P}^x\text{-a.s. for all } x \in \mathbb{R}^d. \]

(b.) We call $Y$ strongly additive functional if instead of (ii.)

(ii.) for every $t \geq 0$ and all $(\mathcal{M}_t)$-stopping times $\rho$

\[ Y_{\rho+t} = Y_\rho + Y_t \circ \theta_\rho \]

holds true $\mathbb{P}^x$-a.s. for all $x \in \mathbb{R}^d$.

(c.) We call an AF $Y$ perfect if

\[ \bigcup_{s,t \geq 0} \{ Y_{s+t} \neq Y_t + Y_s \circ \theta_t \} \]

is null for all $\mathbb{P}^x, x \in \mathbb{R}^d$.

We denote by $\mathcal{V}$ (resp. $\mathcal{V}^+$) the set of all real-valued processes that are càdlàg, adapted and possess paths of finite variation (resp. increasing paths), and we denote by $\mathcal{V}_{ad}$ (resp. $\mathcal{V}^+_{ad}$) the set of all additive functionals belonging to $\mathcal{V}$ (resp. $\mathcal{V}^+$).

By Theorem 6.27 of [7] there exists for every Hunt semimartingale a continuous, strictly increasing, strongly additive functional $F \in \mathcal{V}$ (Although, in 6.27 $F$ is stated to be additive only, by the remark below 6.14, one can assume $F$ to be strongly additive), measurable functions $\ell : \mathbb{R}^d \to \mathbb{R}^d$,
Using Itô’s formula we obtain
integrating with respect to a continuous measure:

\[
B_t^j = \int_0^t \ell^{(j)}(X_s) \, dF_s \\
C_t^{jk} = \int_0^t Q_t^{jk}(X_s) \, dF_s \\
\nu(\omega; dt, dx) = dF_t(\omega) N(X_t(\omega), dx).
\]

The proof of the following lemma is very similar to the one of Theorem 4.4 of [30]. Of course it is possible to generalize the statement to the multidimensional case but we omit that since it is notationally more involved.

**Lemma 2.2.** Let \((\Omega, \mathcal{M}, (\mathcal{M}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, \mathbb{P}^x)_{x \in \mathbb{R}}\) be a Hunt semimartingale with characteristics stated in (9)-(11), and let

\[
\sigma := \inf\{t \geq 0 : \|X_t - x\| > k\}
\]

for some starting point \(x\) and \(k \geq 0\). Then the following equation holds true for \(\xi \in \mathbb{R}^d\):

\[
\mathbb{E}^x \left( e^{i(X_t^\sigma - x)\xi} - 1 \right) = \mathbb{E}^x \left[ \int_0^t 1_{[0,\sigma]} \left( i\xi e^{i(X_s^\sigma - x)\xi} \ell(X_s) - \frac{1}{2} \xi^2 e^{i(X_s^\sigma - x)\xi} Q(X_s) \right. \right. \\
+ \left. \left. \int_{\{y \neq 0\}} \left( e^{i(X_s^\sigma - x)\xi} (e^{i\xi'y} - 1 - i\xi'y\chi(y)) \right) N(X_s(\omega), dy) \right] dF_s(\omega). \right]
\]

**Proof.** The left-continuous process \(X_t^\sigma\) is bounded, the stopped jumps \((\Delta X)^\sigma\) are the jumps of the stopped process \((\Delta X^\sigma)\) and \(X^\sigma\) admits the stopped characteristics:

\[
B_t^\sigma(\omega) = \int_0^t \ell(X_s(\omega)) 1_{[0,\sigma]}(\omega, s) \, dF_s(\omega) \\
C_t^\sigma(\omega) = \int_0^t Q(X_s(\omega)) 1_{[0,\sigma]}(\omega, s) \, dF_s(\omega) \\
\nu^\sigma(\omega; dF_s, dy) := 1_{[0,\sigma]}(\omega, s) N(X_s(\omega), dy) \, dF_s(\omega).
\]

One can now set the integrand at the right endpoint of the stochastic support to zero, as we are integrating with respect to a continuous measure:

\[
B_t^\sigma(\omega) = \int_0^t \ell(X_s(\omega)) 1_{[0,\sigma]}(\omega, s) \, dF_s(\omega) \\
C_t^\sigma(\omega) = \int_0^t Q(X_s(\omega)) 1_{[0,\sigma]}(\omega, s) \, dF_s(\omega) \\
\nu^\sigma(\omega; dF_s, dy) = 1_{[0,\sigma]}(\omega, s) N(X_s(\omega), dy) \, dF_s(\omega).
\]

Using Itô’s formula we obtain

\[
\mathbb{E}^x \left( e^{i(X_t^\sigma - x)\xi} - 1 \right) = \mathbb{E}^x \left( \int_{0+}^t i\xi e^{i(X_s^\sigma - x)\xi} \, dX_s^\sigma \right)
\]
\[ + \mathbb{E}^x \left( \frac{1}{2} \int_{0^+}^t -\xi^2 e^{i(X^\sigma_{s-} - x)' \xi} \, d[X^\sigma, X^\sigma]_{s} \right) \]
\[ + \mathbb{E}^x \left( e^{-ix' \xi} \sum_{0 < s \leq t} \left( e^{i\xi' X^\sigma_s} - e^{i\xi' X^\sigma_{s-}} - i\xi e^{i\xi' X^\sigma_{s-}} \Delta X^\sigma_s \right) \right) \]
\[ = \mathbb{E}^x \left( \int_{0^+}^t i\xi e^{i(X^\sigma_{s-} - x)' \xi} \, dX^\sigma_s \right) \]
\[ + \mathbb{E}^x \left( \frac{1}{2} \int_{0^+}^t -\xi^2 e^{i(X^\sigma_{s-} - x)' \xi} \, dC^\sigma_s \right) \]
\[ + \mathbb{E}^x \left( \int_{[0,t] \times \{y \neq 0\}} \left( e^{i(X^\sigma_{s-} - x)' \xi} (e^{i\xi' y} - 1) \chi(y) \right) \mu^\sigma(\cdot ; ds, dy) \right) \]
\[ + \mathbb{E}^x \left( \int_{[0,t] \times \{y \neq 0\}} \left( -i\xi' y (1 - \chi(y)) \right) \mu^\sigma(\cdot ; ds, dy) \right). \]

Now, we want to consider the first summand from above. To this end, we use the canonical decomposition of the semimartingale (see [16] Theorem II.2.34):

\[ X_t = X_0 + \langle X^\sigma \rangle_t + \int_0^t \chi(y) y \left( \mu^\sigma(\cdot ; ds, dy) - \nu^\sigma(\cdot ; ds, dy) \right) + \int_0^t y(1 - \chi(y)) \mu^\sigma(\cdot ; ds, dy) + B^\sigma_t. \]

Thus, the linearity of the integral provides

\[ \mathbb{E}^x \left( \int_{0^+}^t i\xi e^{i(X^\sigma_{s-} - x)' \xi} \, dX^\sigma_s \right) = \mathbb{E}^x \left( \int_{0^+}^t i\xi e^{i(X^\sigma_{s-} - x)' \xi} \, dX^\sigma_s \right) \]
\[ + \mathbb{E}^x \left( \int_0^t \int_{y \neq 0} i\xi \left( e^{i(X^\sigma_{s-} - x)' \xi} \chi(y) y \right) \mu^\sigma(\cdot ; ds, dy) - \nu^\sigma(\cdot ; ds, dy) \right) \]
\[ + \mathbb{E}^x \left( \int_{[0,t] \times \{y \neq 0\}} i\xi e^{i(X^\sigma_{s-} - x)' \xi} y(1 - \chi(y)) \mu^\sigma(\cdot ; ds, dy) \right) \]
\[ + \mathbb{E}^x \left( \int_{0^+}^t i\xi e^{i(X^\sigma_{s-} - x)' \xi} \, dB^\sigma_s \right) \]

First, we show that

\[ \mathbb{E}^x \left[ \int_{0^+}^t i\xi e^{i(X^\sigma_{s-} - x)' \xi} \, dB^\sigma_s \right] = 0. \]

The integral \( e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma_t \) is a local martingale, since \( X^\sigma_t \) is a local martingale. To see that it is indeed a martingale, we calculate the following: In the first two lines the integrand is now bounded, because \( \ell \) and \( Q \) are locally bounded and \( ||X^\sigma_{s}|| < k \) on \([0, \sigma(\omega)]\) for every \( \omega \in \Omega \). For the martingale preservation in the first term we obtain

\[ \left[ e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma_t, e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma_t \right] = \left[ e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma, e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma \right] \]
\[ = \left[ (e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma), (e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma) \right] \]
\[ = \left[ e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma, e^{i(X^\sigma_{s-} - x)' \xi} \cdot X^\sigma \right] \]
where we used several well known facts about the square bracket. Hence,

\[ E \left[ e^{i(X^t - x)'\xi - X_t^c} e^{i(X^t - x)'\xi - X_t^c} \right] = \left( \int_0^t (e^{i(X^s - x)'\xi})^2 d[X^c, X^c]'s \right) \]

\[ = \int_0^t (e^{i(X^s - x)'\xi})^2 1_{[0, \sigma]}(s) d[X^c, X^c]'s \]

\[ = \int_0^t (e^{i(X^s - x)'\xi})^2 1_{[0, \sigma]}(s) d \left( \int_0^s Q(X_s) dF_s \right) \]

\[ = \int_0^t (e^{i(X^s - x)'\xi})^2 1_{[0, \sigma]}(s)Q(X_s) dF_s \]

which provides that \( e^{i(X^t - x)'\xi - X_t^c} \) is an \( L^2 \)-martingale which is zero at zero and therefore, its expected value is constantly zero.

Moreover, one easily sees that \( e^{i(X_\cdot - x)'\xi y \chi(y)} \) is in the class \( F^2_p \) of Ikeda and Watanabe ([11], Section 2.3), and we conclude that

\[ \int_0^t \int_{y \neq 0} (e^{i(X_\cdot - x)'\xi y \chi(y)}) \mu^X (\cdot; ds, dy) - \nu^X (\cdot; ds, dy) \]

is also a martingale. Thus, in summation we obtain

\[ \mathbb{E}^x \left( e^{i(X^t - x)'\xi - 1} \right) = \mathbb{E}^x \left( \int_{0+}^t i\xi e^{i(X^s - x)'\xi} dB_s^\sigma \right) + \mathbb{E}^x \left( \frac{1}{2} \int_{0+}^t -\xi^2 e^{i(X^s - x)'\xi} dC_s^\sigma \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y - 1 - i\xi' y \chi(y))}) \mu^X (\cdot; ds, dy) \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y \cdot (1 - \chi(y)))}) \mu^X (\cdot; ds, dy) \right) \]

\[ = \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} i\xi e^{i(X_\cdot - x)'\xi y (1 - \chi(y))} \mu^X (\cdot; ds, dy) \right) \]

\[ + \mathbb{E}^x \left( \int_{0+}^t i\xi e^{i(X^s - x)'\xi} dB_s^\sigma \right) + \mathbb{E}^x \left( \frac{1}{2} \int_{0+}^t -\xi^2 e^{i(X^s - x)'\xi} dC_s^\sigma \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y - 1 - i\xi' y \chi(y))}) \mu^X (\cdot; ds, dy) \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y \cdot (1 - \chi(y)))}) \mu^X (\cdot; ds, dy) \right) \]

\[ = \mathbb{E}^x \left( \int_{0+}^t i\xi e^{i(X^s - x)'\xi} dB_s^\sigma \right) + \mathbb{E}^x \left( \frac{1}{2} \int_{0+}^t -\xi^2 e^{i(X^s - x)'\xi} dC_s^\sigma \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y - 1 - i\xi' y \chi(y))}) \mu^X (\cdot; ds, dy) \right) \]

\[ + \mathbb{E}^x \left( \int_{[0, t] \times \{y \neq 0\}} (e^{i(X_\cdot - x)'\xi (\xi' y \cdot (1 - \chi(y)))}) \mu^X (\cdot; ds, dy) \right) \]
By the associativity of the stochastic integral and the properties of the compensator of a random measure the following equation holds true

$$
\mathbb{E}^x \left( e^{i(X^x_t - x)\xi} - 1 \right) = \mathbb{E}^x \left[ \int_0^t \left( \frac{\xi e^{i(X^x_t - x)\xi} - 1}{t} - \frac{1}{2} \xi^2 e^{i(X^x_t - x)\xi} Q(X_s) 1_{[0,\sigma]} \right) dF_s(\omega) \right].
$$

Before we state the next lemma we want to clear up one more notation: Let $\{\mathcal{F}_t\}_{t \geq 0}$ be defined as before. We define $\mathcal{F}_0$ to be the completion of $\{\mathcal{F}_t\}_{t \geq 0}$ resp. $\mathcal{F}_0$ with respect to $\{\mathbb{P}^\mu : \mu$ is a finite measure on $\mathbb{R}^d\}$ where $\mathbb{P}^\mu(\cdot) := \int \mathbb{P}(\cdot) \mu(dx)$. Note, that $\{\mathcal{F}_t\}_{t \geq 0}$ is right-continuous, and $\mathcal{F} \subset \mathcal{M}$, $\mathcal{F}_t \subset \mathcal{M}_t$.

**Lemma 2.3.** Let $\{\Omega, \mathcal{M}, \{\mathcal{M}_t\}_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, \mathbb{P}^x\}_{x \in \mathbb{R}}$ be a Hunt process. Let $\{\mathcal{F}_t\}_{t \geq 0}$ be an increasing, continuous and strongly AF adapted to $\{\mathcal{F}_t\}_{t \geq 0}$.

Then the processes $(\mathcal{F}_t)_{t \geq 0}$ and $\left( \int_0^t g(X_s)ds + S_t \right)_{t \geq 0}$ are indistinguishable, where $g$ is a positive $\mathcal{M}$-measurable function and $(S_t)_{t \geq 0}$ is an increasing, continuous, singular, perfect strongly AF adapted to $\{\mathcal{F}_t\}_{t \geq 0}$.

**Proof.** Let $B_t := t$ for all $t \geq 0$. Combination of Exercise 66.17 and Theorem 8.6 of [31] provides the existence of a set $G \in \mathcal{B}(\mathbb{R}^d)$ and a measurable function $g$ such that $1_G(X) \cdot F = g(X) \cdot B$. Moreover, the strongly additive functional $S := 1_G(X) \cdot F$ is singular. We obtain

$$
F = (1_G(X) + 1_G(X)) \cdot F = g(X) \cdot B + S.
$$

Since $F$ is increasing, continuous and adapted to $\{\mathcal{F}_t\}_{t \geq 0}$ so is $S$, and Proposition 3.21 of [7] provides that $S$ is indistinguishable from a perfect strongly additive functional. \hfill \Box

**Theorem 2.4.** Let $\{\Omega, \mathcal{M}, \{\mathcal{M}_t\}_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, \mathbb{P}^x\}_{x \in \mathbb{R}^d}$ be a Hunt semimartingale, i.e., a strongly Markovian, quasi-left-continuous $\mathbb{P}^x$-semimartingale. Moreover, let the functions $\ell$ and $Q$ as mentioned in (9) and (10) be continuous, and let the function

$$
x \mapsto \int_{\{y \neq 0\}} \left( \int 1 \wedge y^2 \right) N(x, dy)
$$

be continuous.

If the symbol of $X$, namely

$$
p(x, \xi) = -\lim_{t \downarrow 0} \mathbb{E}^x \left( \frac{e^{i(X^x_t - x)\xi} - 1}{t} \right)
$$

exists for all $x, \xi \in \mathbb{R}^d$, then $X$ is a Lévy-type process.

**Proof.** In this proof we only consider the one-dimensional case. The multivariate one works alike, but it is notionally more involved.

The stopping time $\sigma$ mentioned in (12) is defined by

$$
\sigma := \inf\{t \geq 0 : \|X_t - x\| > k\}$$
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for some starting point \( x \) and \( k \in \mathbb{R}_+ \). As we have already pointed out in the introduction, the limit does not depend on the particular choice of \( k \). Hence, we will be able to choose a particular \( k \) later in this proof.

At first, let us consider the expression

\[
E^x \left[ \frac{e^{i(X^t - x)\xi} - 1}{t} \right].
\]

Lemma 2.2 provides the following equation:

\[
E^x \left[ e^{i(X^t - x)\xi} - 1 \right] = E^x \left[ \int_0^t i\xi e^{i(X_s - x)\xi} \ell(X_s)1_{[0,\sigma]} - \frac{1}{2} \xi^2 e^{i(X_s - x)\xi} Q(X_s)1_{[0,\sigma]} \right.
+ \left. \int_{\{y \neq 0\}} e^{i(X_s - x)\xi} 1_{[0,\sigma]} \left( e^{i\xi y} - 1 - i\xi y\chi(y) \right) N(X_s, dy) \ dF_s \right].
\]

So, when considering the symbol we obtain

\[
p(x, \xi) = - \lim_{\ell \to 0} \frac{1}{\ell} E^x \left[ e^{i(X^\ell - x)\xi} - 1 \right]
= \lim_{\ell \to 0} E^x \left[ \int_0^\ell -i\xi e^{i(X_s - x)\xi} \ell(X_s)1_{[0,\sigma]} + \frac{1}{2} \xi^2 e^{i(X_s - x)\xi} Q(X_s)1_{[0,\sigma]} \right.
- \left. \int_{\{y \neq 0\}} e^{i(X_s - x)\xi} 1_{[0,\sigma]} \left( e^{i\xi y} - 1 - i\xi y\chi(y) \right) N(X_s, dy) \ dF_s \right].
\]

We define

\[
Y^{\xi, x}_s := -i\xi e^{i(X_s - x)\xi} \ell(X_s) + \frac{1}{2} \xi^2 e^{i(X_s - x)\xi} Q(X_s) - \int_{\{y \neq 0\}} e^{i(X_s - x)\xi} \left( e^{i\xi y} - 1 - i\xi y\chi(y) \right) N(X_s, dy).
\]

Hence, by the continuity of \( F \) the existing limit in (12) is given by

\[
p(x, \xi) = \lim_{\ell \to 0} E^x \left[ \int_0^\ell Y^{\xi, x}_s 1_{[0,\sigma]} \ dF_s \right]. \tag{13}
\]

Let us consider the process \((F_t)_{t \geq 0}\): by Lemma 2.3 this process is indistinguishable to

\[
\left( \int_0^t g(X_u) \ du + S_t \right)_{t \geq 0}
\]

where \( g \) is a positive, measurable function and \((S_t)_{t \geq 0}\) is an increasing, continuous, singular, perfect strongly AF. Thus, we decompose (13) as follows:

\[
p(x, \xi) = \lim_{\ell \to 0} \left( \frac{1}{\ell} E^x \left[ \int_0^\ell Y^{\xi, x}_u g(X_u)1_{[0,\sigma]} \ du \right] + \frac{1}{\ell} E^x \left[ \int_0^\ell Y^{\xi, x}_u 1_{[0,\sigma]} \ dS_u \right] \right) \tag{14}
\]

For the first summand of (14), Theorem 4.4 of [30] provides the existence of the limit, and since (14) exists, the limit

\[
\lim_{\ell \to 0} \frac{1}{\ell} E^x \left[ \int_0^t Y^{\xi, x}_u 1_{[0,\sigma]} \ dS_u \right]
\]
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exists for all $\xi, x \in \mathbb{R}$, and, therefore, the same is true for
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^x \left[ \int_0^t \text{Re} \left( Y_u^\xi u \right) 1_{[0, \sigma]} dS_u \right],
\]  
(15)
and
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^x \left[ \int_0^t \text{Im} \left( Y_u^\xi u \right) 1_{[0, \sigma]} dS_u \right].
\]  
(16)

First, we consider the case where there exists a $x_0 \in \mathbb{R}$ such that $Q(x_0) \neq 0$ or $N(x_0, dy) \neq 0$: the function $q^\xi x_0$ defined by
\[
z \mapsto \text{Re} \left( -i \xi e^{i(z-x)\xi} b(z) + \frac{1}{2} \xi^2 e^{i(z-x)\xi} c(z) - \int_{\mathbb{R}} e^{i(z-x)\xi} (e^{iy} - 1 - i\xi y\chi(y)) \ N(z, dy) \right)
\]
is continuous, and satisfies
\[
q^\xi x_0(x_0) = \frac{1}{2} \xi^2 c(x_0) + \int_{\mathbb{R}} 1 - \cos(y\xi) \ N(x_0, dy) > 0.
\]
The continuity provides the existence of a $\delta > 0$ such that $q^\xi x_0(z) > \varepsilon$ for all $\|z - x_0\| \leq \delta$ and an $\varepsilon > 0$. As mentioned at the beginning of this proof we again consider the stopping time
\[
\sigma := \inf\{t \geq 0 : \|X_t - x_0\| > k\},
\]
and we set $k = \delta$. Thus,
\[
q^\xi x_0(X_\sigma 1_{[0, \sigma]} > 0 \quad \text{a.s.}
\]

Now, we again consider the limit in (15):
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^{x_0} \left[ \int_0^t \text{Re} \left( Y_u^\xi x_0 \right) 1_{[0, \sigma]} dS_u \right] = \lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^{x_0} \left[ \int_0^t \text{Re} \left( q^\xi x_0(X_u) \right) 1_{[0, \sigma]} dS_u \right]
\]
which exists for all $\xi, x \in \mathbb{R}$. Moreover $(S_t)_{t \geq 0}$ is a path-wise singular function. In order to establish the statement, we want to show that $(S_t)_{t \geq 0} \equiv 0$ (in this case $X$ is a Lévy-type process). Thus, we assume that there exists a set $M \in \mathcal{M}$ with $\mathbb{P}(M) > 0$ such that $S(\omega) \neq 0$ for all $\omega \in M$.

By Proposition 1.4 for all $\omega \in M$ there exists a $t(\omega) \geq 0$ with
\[
D_{+} S_{t(\omega)} = \infty.
\]

We define
\[
\tau := \inf\{u \geq 0 : D_{+} S_u = \infty\} \quad \forall \omega \in \Omega
\]
which is an $(\mathcal{M}_t)_{t \geq 0}$-stopping time since $D_{+} S_u$ is $\mathcal{M}_{u+}$-measurable and the filtration is right-continuous. Thus,
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^{X_{\tau}(\omega)} \left[ \int_0^t \text{Re} \left( Y_u^\xi x_0 \right) 1_{[0, \sigma]} dS_u \right]
\]  
(17)
exists for all $x, \xi \in \mathbb{R}$ and $\omega \in M$.

By applying Fatou’s lemma for the conditional expectation the following inequality holds true
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^{X_{\tau}(\omega)} \left[ \int_0^t \text{Re} \left( Y_u^\xi x_0 \right) 1_{[0, \sigma]} dS_u \right]
\]
$\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x_0}^{x_0} \left[ \int_0^t \text{Re} \left( Y_{u,x_0}^f \circ \theta_{\tau} \right) \, 1_{[0,\sigma]} \circ \theta_{\tau} \, dS_u \circ \theta_{\tau} \, \bigg| \mathcal{M}_\tau \right]$

$\geq \mathbb{E}_{x_0}^{x_0} \left[ \liminf_{t \downarrow 0} \frac{1}{t} \int_0^t \text{Re} \left( Y_{u,x_0}^f \circ \theta_{\tau} \right) \, 1_{[0,\sigma]} \circ \theta_{\tau} \, dS_u \circ \theta_{\tau} \, \bigg| \mathcal{M}_\tau \right]$

$\geq \mathbb{E}_{x_0}^{x_0} \left[ \liminf_{t \downarrow 0} \left( \inf_{u \in [0,t]} \text{Re} \left( Y_{u,x_0}^f \circ \theta_{\tau} \right) 1_{[0,\sigma]} \circ \theta_{\tau} \right) \right]$

$= \mathbb{E}_{x_0}^{x_0} \left[ \liminf_{t \downarrow 0} \left( \inf_{u \in [0,t]} \text{Re} \left( Y_{u,x_0}^f \circ \theta_{\tau} \right) 1_{[0,\sigma]} \circ \theta_{\tau} \right) \right]$

where we have used the strong additivity and the perfectness of $S$ in the last equation.

Since $\text{Re} \left( Y_{u,x_0}^f \circ \theta_{\tau} \right) 1_{[0,\sigma]} \circ \theta_{\tau} > \varepsilon$ and $(S_{\tau+t} - S_\tau)/t \to \infty$ for $t \downarrow 0$ by the definition of $\tau$ this is a contradiction.

In case that $c,N \equiv 0$ there exists $x_0 \in \mathbb{R}$ with $b(x_0) \neq 0$. Otherwise the processes would be constantly zero. We set

$q^{f,x}(z) := \text{Im} \left( i \xi e^{i(z-x)}b(z) - \frac{1}{2} \xi^2 e^{i(z-x)}c(z) - \int_{\mathbb{R}} e^{i(z-x)} \left( e^{i\xi y} - 1 - i \xi y \chi(y) \right) N(z,dy) \right)$

which is continuous, and satisfies

$q^{f_0,x_0}(x_0) = \xi_0 b(x_0) > 0 \ a.s.$

for $\xi_0 = \text{sign}(b(x_0))$. The rest of the proof is analogous to the case above but using of (16) instead of (15). \hfill \Box

### 3 Generalizations Beyond Hunt Processes

As we have pointed out above it was believed that for the symbol to exist in the Markovian framework, it was necessary to consider a Lévy-type process. Now we construct a counter-example, that is, a Markov semimartingale, which is not Lévy-type but having a symbol. Most people would probably start with Brownian Motion, transforming and/or time-shifting it. Our process is different, since it does not even depend on random, i.e., it is a deterministic function. Rather one should say ‘a family of functions’ satisfying the deterministic version of (2). We have dealt with processes of this kind in [27] and [29]. In the following we will work one-dimensional.

**Lemma 3.1.** Given a family of functions $f_x : [0, \infty[ \to \mathbb{R}$, $x \in \mathbb{R}$, the corresponding stochastic process $X^x_t := f_x(t)$ is a time-homogeneous Markov process, iff for every $s, t \geq 0$ and $x, y \in \mathbb{R}$ such that $f_x(s) = f_y(t)$ we obtain

$$f_x(s + h) = f_y(t + h) \quad (18)$$

for $h \geq 0$.

For a deterministic process - which is allowed to start in every point $x \in \mathbb{R}$ - the symbol boils down to

$$-\lim_{t \downarrow 0} \left( \frac{\cos((X^x_t - x)x)}{t} - 1 + i \frac{\sin((X^x_t - x)x)}{t} \right).$$
Whether we use the version (1) or (8) does not make any difference here. Furthermore, since (for \( \xi \neq 0 \)) the function \( y \mapsto \sin((y-x)\xi) \) is locally diffeomorphic around zero, the symbol exists if and only if the process is right-differentiable at zero in every starting point \( x \). In this case the cosine-part becomes zero.

**Example 3.2.** Writing as usual every \( y \in \mathbb{R} \) as \( y = [y] + \{y\} \), where \([\cdot]\) denotes the floor function and \( \{y\} \in [0,1[ \) we define

\[
X^y_t := [x] + \{x + t\}.
\]  

Starting from \( x \) the process drifts with constant speed upwards, but jumps to \([x]\) directly before reaching \([x]+1\). The symbol of this process exists and is equal to \(-i\xi\). This means that the symbol of this process is exactly the one of a deterministic drift, that is, the most simple example of a Lévy process.

Admittedly, this process does (at first) not look Markovian, since in the definition (19) the starting point \( x \) appears. In fact this is just to simplify notation. Being at time \( s \) at the point \( y \), we know that at time \( t>s \) we are at \([y] + \{y+(t-s)\}\), without any knowledge on the fact where the process has started at time zero.

We have seen above that under some mild technical assumptions within the Hunt framework the following holds: the process admits a probabilistic symbol if and only if it is a Lévy-type process. However, in Example 3.2 we have constructed a Markov semimartingale, which is not Lévy-type but which admits a symbol. We will now see, that the symbol does not contain the same information on the process as before. We focus on one particular property of the paths, but the same holds true for various other properties of the process.

**Example 3.3.** Let us for simplicity consider again a deterministic Markov process as in Example 3.2. Starting at time zero in zero, the paths looks at follows:
A drift with incline 1/2 is disrupted by deterministic jumps. The paths from other starting points are added in a time-homogeneous manner. Starting in zero, for \( t \to \infty \) our process behaves like \( t^2 \).

The symbol of the process is: \( p(x, \xi) = \psi(\xi) = -\ell \xi \), where in this special case \( \ell = (1/2) \). In the class of Lévy-type processes one considers

\[
H(R) := \sup_{y \in \mathbb{R}} \sup_{\|\varepsilon\| \leq 1} \left| p\left(y, \frac{\varepsilon}{R}\right)\right| = \frac{\ell}{R},
\]

and derives the so called generalized Blumenthal-Getoor index as follows:

\[
\beta_0 := \sup \left\{ \lambda \geq 0 : \limsup_{R \to \infty} R^\lambda H(R) = 0 \right\} = 1.
\]

A typical application for indices of this kind deals with the behavior of the paths when \( t \) tends to infinity. For Lévy-type processes it holds that (cf. [26] Theorem 3.11)

\[
\lim_{t \to \infty} t^{-1/\lambda} (X - x)_t^* = 0 \text{ for all } \lambda < \beta_0.
\]

This is obviously wrong for the process considered here, although the symbol and the corresponding index do exist. In fact, one can mimic totally different kinds of behavior for \( t \to \infty \), by using different jump structures. Various other results, like the maximal inequality [26] Proposition 3.10 fail to hold also.

If one needs a probabilistic example (for some reason), one can make e.g. the jump sizes random. In any case, the example shows that if we leave the Hunt framework behind, the symbol might exist, but is of no use anymore. Hence, within the framework where the symbol is useful, we have found a characterization for its existence.
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## A Appendix

Let us first recall the following definition:

**Definition A.1.** The number \( c \) (finite or infinite) is called a derived number of the function \( f \) at the point \( x_0 \) if there exists a sequence \( h_n \to 0 \) and

\[
\lim_{n \to \infty} \frac{f(x_0 + h_n) - f(x_0)}{h_n} = c.
\]

The proof of Proposition 1.4 uses two lemmas which we recall subsequently. We write \( \lambda \) for Lebesgue measure defined on the Lebesgue sets, that is, we are working on the completion of the Borel sets w.r.t. Lebesgue measure. \( \lambda^* \) denotes the corresponding outer measure. In fact, all sets on which we will use the following results will be measurable. The first result is [17] Lemma 1.2.3 while the second one is a combination of Lemma 1.2.3 and Lemma 1.2.5 of [17].

**Lemma A.2.** Let \( f \) be a strictly increasing function on \([a, b]\) and let \( p \geq 0 \). If at every point \( x \) of a set \( E \subseteq [a, b] \), there exists at least one derived number \( Df(x) \) such that \( Df(x) \leq p \) then

\[
\lambda^*(f(E)) \leq p \cdot \lambda^*(E).
\]
Lemma A.3. Let $f$ be a strictly increasing function. If at every point $x$ of the set $E \subseteq [a, b]$, there exists $f'(x) = p$ then
\[ \lambda^*(f(E)) = p \cdot \lambda^*(E). \]

Proof of Proposition 1.4. We prove the result only for the upper right Dini derivative $D^+$ since all other cases, i.e., $D^-, D^-$, work analogously.

Let $t \in \mathbb{R}_+$ with $g(t) \neq 0$. We consider $g$ on the interval $I := [t - 0.5, t + 0.5]$. Let us assume that $g$ possesses a finite upper right Dini derivative in every point of $I$. For $x \in I$, we consider $f(x) := g(x) + x$ which is a strictly increasing, continuous function with $f'(x) = 1$ almost everywhere, i.e., in a set of measure 1. We define the disjoint sets
\begin{align*}
B &:= \{ x \in I : f'(x) = 1 \}, \\
E_j &:= \{ x \in I : j \leq D^+ f(x) < j + 1 \} \text{ for } j \in \mathbb{N},
\end{align*}
and obtain that $I = B \cup \bigcup_{j=1}^{\infty} E_j$. Moreover, the sets $B$ and $(E_j)_{j \in \mathbb{N}}$ are measurable by Theorem 3.6.5 of [17], and since $f$ is continuous and strictly increasing the sets $f(B), f(E_1), \ldots$ form a disjoint decomposition of $f(I)$ into measurable sets. The sets $(E_j)_{j \in \mathbb{N}}$ do all have Lebesgue measure zero.

We obtain
\begin{align*}
\lambda(f(I)) &= \lambda(f(B \cup E_1 \cup \ldots)) \\
&= \lambda(f(B) \cup f(E_1) \cup \ldots) \\
&= \lambda(f(B)) \\
&= \lambda(B) \\
&= 1
\end{align*}
where we used Lemma A.2 in the third and Lemma A.3 in the fourth equation. Thus, since $f$ maps intervals to intervals, we obtain that $f(t - 0.5) = c$ and $f(t + 0.5) = c + 1$ for a $c \in \mathbb{R}$, and conclude that $g \equiv 0$ on $I$ by monotonicity. This is a contradiction. \qed
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