Abstract

In this review paper, we give a comprehensive overview of the large variety of approximation results for neural networks. Approximation rates for classical function spaces as well as benefits of deep neural networks over shallow ones for specifically structured function classes are discussed. While the main body of existing results is for general feedforward architectures, we also review approximation results for convolutional, residual and recurrent neural networks.
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1 Introduction

While many aspects of the success of deep learning still lack a comprehensive mathematical explanation, the approximation properties of neural networks have been studied since around 1960 and are relatively well understood. Statistical learning theory formalizes the problem of approximating - in this context also called learning - a function from a finite set of samples. Next to statistical and algorithmic considerations, approximation theory plays a major role for the analysis of statistical learning problems. We will clarify this in the following by introducing some fundamental notions.

Assume that $\mathcal{X}$ is an input space and $\mathcal{Y}$ a target space, $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \to [0, \infty]$ is a loss function and $P_{(X,Y)}$ a (usually unknown) probability distribution on some $\sigma$-algebra of $\mathcal{X} \times \mathcal{Y}$. We then aim at finding a minimizer of the risk functional

\[ R : \mathcal{Y}^\mathcal{X} \to [0, \infty], \quad f \mapsto \int_{\mathcal{X} \times \mathcal{Y}} \mathcal{L}(f(x), y) \, dP_{(X,Y)}(x, y), \]

induced by $\mathcal{L}$ and $P_{(X,Y)}$ (where $\mathcal{Y}^\mathcal{X}$ denotes the set of all functions from $\mathcal{X}$ to $\mathcal{Y}$). That means we are looking for a function $\hat{f}$ with

\[ \hat{f} = \arg\min \{ R(f) : f \in \mathcal{Y}^\mathcal{X} \}. \]

In the overwhelming majority of practical applications, however, this optimization problem turns out to be infeasible due to three reasons:

(i) The set $\mathcal{Y}^\mathcal{X}$ is simply too large, such that one usually fixes a priori some hypothesis class $\mathcal{H} \subset \mathcal{Y}^\mathcal{X}$ and instead searches for

\[ \hat{f}_\mathcal{H} = \arg\min \{ R(f) : f \in \mathcal{H} \}. \]

In the context of deep learning, the set $\mathcal{H}$ consists of deep neural networks, which we will introduce later.
(ii) Since $\mathbb{P}_{(X,Y)}$ is unknown, one can not compute the risk of a given function $f$. Instead, we are given a training set $S = ((x_i, y_i))_{i=1}^m$, which consists of $m \in \mathbb{N}$ i.i.d. samples drawn from $X \times Y$ with respect to $\mathbb{P}_{(X,Y)}$. Thus, we can only hope to find the minimizer of the empirical risk $R_S(f) = \frac{1}{m} \sum_{i=1}^m L(f(x_i), y_i)$ given by

$$
\hat{f}_{H,S} = \arg\min \{ R_S(f) : f \in H \}.
$$

(iii) In the case of deep learning one needs to solve a complicated non-convex optimization problem to find $\hat{f}_{H,S}$, which is called training and can only be done approximately.

Denoting by $\hat{f}_{H,S}^* \in H$ the approximative solution, the overall error

$$
|R(\hat{f}) - R(\hat{f}_{H,S}^*)| \leq \underbrace{|R(\hat{f}_{H,S}) - R(\hat{f}_{H,S}^*)|}_{\text{training error}} + |R(\hat{f}_{H,S}) - R(\hat{f}_{H})| \quad \underbrace{+ |R(\hat{f}_{H}) - R(\hat{f})|}_{\text{estimation error}} + |R(\hat{f}_{H}) - R(\hat{f})| \quad \underbrace{+ |R(\hat{f}_{H}) - R(\hat{f})|}_{\text{approximation error}}.
$$

The results discussed in this paper deal with estimating the approximation error if the set $H$ consists of deep neural networks. However, the observant reader will notice that practically all of the results presented below ignore the dependence on the unknown probability distribution $\mathbb{P}_{(X,Y)}$. This can be justified by different strategies (see also [17]) from which we will depict one here.

Under suitable conditions it is possible to bound the approximation error by

$$
|R(f_H) - R(\hat{f})| \leq \text{error}(\hat{f}_H - \hat{f}),
$$

where error($\cdot$) is an expression (e.g. the $\| \cdot \|_\infty$ norm) that is independent of $\mathbb{P}_{(X,Y)}$. As an example, assume that $Y \subset \mathbb{R}$, and the loss function $L(\cdot, y)$ is Lipschitz continuous for all $y \in Y$ with uniform Lipschitz constant $\text{Lip}(L)$. We then get

$$
|R(\hat{f}_H) - R(\hat{f})| \leq \text{Lip}(L) \cdot \|\hat{f}_H - \hat{f}\|_\infty,
$$

and hence an upper bound of $\|\hat{f}_H - \hat{f}\|_\infty$ can be used to upper bound the approximation error.

The universal approximation theorem (see [28, 18, 55, 54]), which is the starting point of approximation theory of neural networks, states:
For every \( f \in C(K) \) with \( K \subset \mathbb{R}^d \) compact and every \( \varepsilon > 0 \) there exists a neural network \( \hat{f}_{\mathcal{H}, \varepsilon} \) such that \( \| \hat{f}_{\mathcal{H}, \varepsilon} - f \|_{\infty} \leq \varepsilon \).

Utilizing that neural networks are universal approximators, we can now see from Equation \[1\] that for \( \mathcal{H} = C(K) \) the approximation error can be made arbitrarily small. In practice, we are faced with a finite memory and computation budget, which shows the importance of results similar to the theorem above that additionally quantify the complexity of \( \hat{f}_{\mathcal{H}} \).

We now proceed by introducing the notion of neural networks considered throughout this paper in mathematical terms.

### 1.1 Neural Networks

We now give a mathematical definition of feedforward neural networks, which were first introduced in \[83\]. More refined architectures like convolutional, residual and recurrent neural networks are defined in the corresponding sections (see Subsection \[8\]).

In most cases it makes the exposition simpler to differentiate between a neural network as a collection of weights and biases, and the corresponding function, referred to as its realization. The following notion has been introduced in \[96\].

**Definition 1.1.** Let \( d, s, L \in \mathbb{N} \). A neural network \( \Phi \) with input dimension \( d \), output dimension \( s \) and \( L \) layers is a sequence of matrix-vector tuples

\[
\Phi = ((W^{[1]}, b^{[1]}), (W^{[2]}, b^{[2]}), \ldots, (W^{[L]}, b^{[L]})),
\]

where \( n_0 = d \), \( n_L = s \) and \( n_1, \ldots, n_{L-1} \in \mathbb{N} \), and where each \( W^{[\ell]} \) is an \( n_\ell \times n_{\ell-1} \) matrix, and \( b^{[\ell]} \in \mathbb{R}^{n_\ell} \).

If \( \Phi \) is a neural network as above, \( K \subset \mathbb{R}^d \), and if \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) is arbitrary, then we define the associated realization of \( \Phi \) with activation function \( \sigma \) over \( K \) (in short, the \( \sigma \)-realization of \( \Phi \) over \( K \)) as the map \( R_\sigma(\Phi) : K \rightarrow \mathbb{R}^s \) such that

\[
R_\sigma(\Phi)(x) = x^{[L]},
\]

where \( x^{[L]} \) results from the following scheme:

\[
\begin{align*}
x^{[0]} & := x, \\
x^{[\ell]} & := \sigma(W^{[\ell]} x^{[\ell-1]} + b^{[\ell]}), \quad \text{for } \ell = 1, \ldots, L-1, \\
x^{[L]} & := W^{[L]} x^{[L-1]} + b^{[L]},
\end{align*}
\]

and where \( \sigma \) acts componentwise, that is, \( \sigma(v) = (\sigma(v_1), \ldots, \sigma(v_m)) \) for every \( v = (v_1, \ldots, v_m) \in \mathbb{R}^m \).

We call \( N(\Phi) := d + \sum_{\ell=1}^L n_\ell \) the number of neurons of the neural network \( \Phi \) and \( L = L(\Phi) \) the number of layers. For \( \ell \leq L \) we call \( M_\ell(\Phi) := \|W^{[\ell]}\|_0 + \|b^{[\ell]}\|_0 \) the number of weights in the \( \ell \)-th layer and we define \( M(\Phi) := \sum_{\ell=1}^L M_\ell(\Phi) \), which we call the number of weights of \( \Phi \). Finally, we denote by \( \max\{N_1, \ldots, N_{L-1}\} \) the width of \( \Phi \).

Although the activation can be chosen arbitrarily, a variety of particularly useful activation functions has been used in the context of deep learning. We refer to Table \[1\] which is an adapted version of \[95\] Table 1, for an overview of frequently used activation functions.

Many results give a relation between the approximation accuracy and the complexity of a neural network \( \Phi \), which is measured in terms of the number of neurons \( N(\Phi) \), the number of non-zero weights and biases \( M(\Phi) \) and the number of layers \( L(\Phi) \).

Before we proceed, let us fix the following notions concerning the set of all (realizations of) neural networks.

\[\text{However, if it is clear from the context, in the following we denote by neural networks both the parameter collections as well as their corresponding realizations.}\]
Figure 2: Visualization of a (left) shallow and a (right) deep (feedforward) neural network with input dimension \( d = 4 \) and output dimension \( s = 3 \).

| Name                             | Given by                                                                 |
|----------------------------------|-------------------------------------------------------------------------|
| rectified linear unit (ReLU)      | \( \max\{0, x\} \)                                                    |
| \( a \)-leaky ReLU               | \( \max\{ax, x\} \) for some \( a \geq 0, a \neq 1 \)               |
| exponential linear unit          | \( x \cdot \chi_{x \geq 0}(x) + (\exp(x) - 1) \cdot \chi_{x < 0}(x) \) |
| softsign                         | \( \frac{x}{1 + |x|} \)                                                |
| \( a \)-inverse square root linear unit | \( x \cdot \chi_{x \geq 0}(x) + \frac{x}{\sqrt{1 + ax}} \cdot \chi_{x < 0}(x) \) for \( a > 0 \) |
| \( a \)-inverse square root unit | \( \frac{x}{\sqrt{1 + ax}} \) for \( a > 0 \)                         |
| sigmoidal (type)                 | \( \lim_{x \to \infty} \sigma(x) = 1 \) and \( \lim_{x \to -\infty} \sigma(x) = 0 \). |
| sigmoid / logistic                | \( \frac{1 + \exp(-x)}{\exp(x) + \exp(-x)} \)                        |
| tanh                             | \( \frac{\exp(x) - \exp(-x)}{\exp(x) + \exp(-x)} \)                 |
| arctan                           | \( \arctan(x) \)                                                      |
| softplus                         | \( \ln(1 + \exp(x)) \)                                                |

Table 1: Commonly-used activation functions.

**Definition 1.2.** Let \( d = n_0, n_1, \ldots, n_{L-1}, s = n_L \in \mathbb{N} \) for some \( L \in \mathbb{N} \), and \( \sigma : \mathbb{R} \to \mathbb{R} \). Then we set
\[
\mathcal{N}(d,n_1,\ldots,n_{L-1},s) := \{ \Phi \text{ neural network with } L \text{ layers, } n_\ell \text{ neurons in layer } \ell \}
\]
as well as
\[
\mathcal{R}\mathcal{N}(d,n_1,\ldots,n_{L-1},s,\sigma) := \{ R_\sigma(\Phi) : \Phi \in \mathcal{N}(d,n_1,\ldots,n_{L-1},s) \}.
\]
In the following, if not stated otherwise, we fix an input dimension \( d \in \mathbb{N} \) as well as an output dimension \( s \in \mathbb{N} \).

**1.2 Goal and Outline**

The aim of this paper is to provide a comprehensive overview of the area of approximation theory for neural networks. In Subsection 2 we start with the universal approximation theorem for shallow neural networks. These were the main types of neural networks studied until the 1990’s. We then relate the approximation accuracy of neural networks to their complexity. It turns out that for many well-known classical function spaces one can derive upper and lower complexity bounds in terms of the number of weights, neurons and layers.
Since 2012, *deep* neural networks have shown remarkable success in various fields of applications. In Subsection 3 we transfer universality results for shallow neural networks to their deep counterparts. We then proceed with approximation rates of deep neural networks for classes of smooth functions in Subsection 4 and piecewise smooth functions in Subsection 5. Function classes for that the so-called *curse of dimensionality* can be overcome will be discussed in Subsection 6. Another important line of research tries to explain the benefit of *deep* neural networks over *shallow* ones. This will be the focus of Subsection 7.

Finally, there exists a large variety of different network architectures each adapted to specific applications. It remains an interesting question how architectural design choices influence expressivity. In Subsection 8 we will present results that cover this question for *convolutional* neural networks, which have shown tremendous successes in computer vision, *residual* neural networks, which allowed the use of much deeper models and, lastly, *recurrent* neural networks, which can be viewed as dynamical systems.

### 1.3 Notation

We denote by \( \mathbb{N} = \{1, 2, \ldots\} \) the set of all natural numbers and define \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). For \( a \in \mathbb{R} \) we set \( \lfloor a \rfloor := \max\{b \in \mathbb{Z} : b \leq a\} \) and \( \lceil a \rceil := \min\{b \in \mathbb{Z} : b \geq a\} \). For two real-valued functions \( f, g \) we say that \( f \preceq g \) if there exists some constant \( C > 0 \) such that \( f \leq Cg \). Conversely, we write \( f \succeq g \) if \( g \preceq f \) and \( f \sim g \) if \( f \preceq gb \) and \( f \succeq g \). For two sets \( A, B \) such that \( A \subset B \) we denote by \( 1_A \) be the *indicator function* of \( A \) in \( B \). Moreover \( |A| \) denotes the cardinality of \( A \). If \( (B, \mathcal{T}) \) is a topological space, we denote by \( \partial A \) the boundary of \( A \) and by \( \overline{A} \) its closure.

For \( x \in \mathbb{R}^n \) we denote by \( |x| \) its Euclidean norm, and by \( \|x\|_p \) its \( p \)-norm, \( p \in [1, \infty] \). If \( (V, \| \cdot \|_V) \) is a normed vector space, we denote by \( (V^*, \| \cdot \|_{V^*}) \) the topological dual space of \( V \), i.e. the set of all scalar-valued, linear, continuous functions equipped with the operator norm. Let \( d, s \in \mathbb{N} \). For a measurable set \( K \subset \mathbb{R}^d \) we denote by \( C^n(K, \mathbb{R}^s) \), \( n \in \mathbb{N}_0 \cup \{\infty\} \), the spaces of \( n \) times continuously differentiable functions with values in \( \mathbb{R}^s \). Equipped with \( \|f\|_{C^n} = \max_{|\alpha| \leq n} \|D^\alpha f\|_\infty \) these spaces are Banach spaces if \( K \) is compact. We denote by \( C_0^\infty(K) \) the *set of infinitely many times differentiable functions with compact support in \( K \).* In the case that \( s = 1 \), we simply write \( C(K) := C(K, \mathbb{R}) \). Let \( \beta = (n, \zeta) \) for some \( n \in \mathbb{N}_0 \), \( \zeta \in (0, 1] \), \( K \subset \mathbb{R}^d \) be compact. Then, for \( f \in C^n(K) \), we denote

\[
\|f\|_{C^\beta} := \max \left\{ \max_{|\alpha| \leq n} \|D^\alpha f\|_\infty, \max_{|\alpha| = n} \text{Lip}_\zeta(D^\alpha f) \right\} \in [0, \infty],
\]

where \( \text{Lip}_\zeta(f) = \sup_{x, y \in K, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\zeta} \).

We denote by \( C^\beta(K) := \{f \in C^n(K) : \|f\|_{C^\beta} < \infty\} \) the *space of all \( \beta \)-Hölder continuous functions.* For an \( n \)-times differentiable function \( f : K \subset \mathbb{R}^d \to \mathbb{R} \) we denote by \( f^{(n)} \) its \( n \)-th derivative.

For a measure space \( (K, \mathcal{G}, \mu) \) we denote by \( L_p(K; \mu), \ p \in [1, \infty] \) the spaces of equivalence classes of \( \mathcal{G} \)-measurable, real-valued functions \( f : K \to \mathbb{R} \) which coincide \( \mu \)-almost everywhere and for which \( \|f\|_p < \infty \), where

\[
\|f\|_p := \begin{cases} \left( \int_K |f(x)|^p \, d\mu(x) \right)^{1/p}, & \text{if } p < \infty, \\ \text{ess sup}_{x \in K} |f(x)|, & \text{if } p = \infty. \end{cases}
\]

If \( \lambda \) is the Lebesgue measure on the Lebesgue \( \sigma \)-algebra of \( K \subset \mathbb{R}^d \), then we will simply write \( L_p(K) = L_p(K; \lambda) \) as well as \( dx = d\lambda(x). \)

Let \( W^{n,p}(K) \) be the *Sobolev space* of order \( n \) consisting of \( f \in L_p(K) \) satisfying \( D^\alpha f \in L_p(K) \) for all \( \alpha \)-indices \( |\alpha| \leq n \), where \( D^\alpha f \in L_p(K) \) denotes the weak derivative. Finally, we denote by \( F^p_{n,d} \) the *unit ball* in \( W^{n,p}([0, 1]^d) \).
2 Shallow Neural Networks

In this section, we examine expressivity results for shallow neural networks, which form the groundwork for a variety of results connected to deep neural networks. After reviewing their universality properties in Section 2.1, we examine lower complexity bounds in Section 2.2 and upper complexity bounds in Section 2.3.

2.1 Universality of Shallow Neural Networks

The most famous types of expressivity results for neural networks state that shallow neural networks are universal approximators. This means that for a wide variety of relevant function classes $\mathcal{C}$, every function $f \in \mathcal{C}$ can be arbitrarily well approximated by a shallow neural network. In mathematical terms the statement reads as follows.

For every $f \in \mathcal{C}$ and every $\varepsilon > 0$ as well as different types of activation functions $\sigma : \mathbb{R} \to \mathbb{R}$, there exists some $N \in \mathbb{N}$ and some neural network $\Phi_{f,\varepsilon} \in \mathcal{N}_{(d,N,s)}$ such that

$$\|f - R_\sigma(\Phi_{f,\varepsilon})\|_\mathcal{C} \leq \varepsilon.$$  

For all commonly used activation functions $\sigma$ and many relevant function classes $\mathcal{C}$, the widths $N$ of the approximating neural networks $\Phi_{f,\varepsilon}$ do not remain uniformly bounded over $\mathcal{C}$ and $\varepsilon$, but grow with increasing approximation accuracy.

Within a very short period of time three papers containing results in this direction appeared. The first one, [28], establishes universality of shallow neural networks with non-constant, bounded, and monotonically increasing continuous activation function for the space $\mathcal{C}(K)$, $K \subset \mathbb{R}^d$ compact. The idea of the proof is based on Fourier theory, Paley-Wiener theory, and an integral formula from [60].

A slightly different set of activation functions (monotonically increasing, sigmoidal) was considered in [55], where universality is established for $\mathcal{C} = \mathcal{C}(K)$ and $\mathcal{C} = L_p(\mathbb{R}^d; \mu)$. There, $\mu$ is a probability measure defined on the Borel $\sigma$-algebra of $\mathbb{R}^d$. The main idea behind the proof is based on the Stone-Weierstrass Theorem.

Shortly afterwards, universality of continuous sigmoidal functions has been proved in [18] for the function space $\mathcal{C} = \mathcal{C}(K)$, where $K \subset \mathbb{R}^d$ is compact. The proof, whose main ideas we will sketch in Theorem 2.2, is based on an elegant application of the Hahn-Banach Theorem combined with the measure theoretic version of the Riesz Representation Theorem.

An extension of this result for discrete choices of scaling weights and biases has been given in [15]. We note that the statements given in [28, 55, 18, 15] are all applicable to sigmoidal activation functions, which were commonly used at that time in practice. The result of Cybenko considers the more general activation function class of discriminatory functions (see Definition 2.1) with which he is able to establish universality of shallow neural networks for $\mathcal{C} = L_1(K)$. Moreover, universality of shallow neural networks with a sigmoidal activation function for $\mathcal{C} = L_2(K)$ based on so-called Fourier networks has been shown in [29] and, closely related to this result, in [52]. Another universal result for the space $\mathcal{C} = L_2(K)$ for continuous, sigmoidal activation functions employing the Radon Transform has been given in [14]. In [50, 53] universality for functions with high-order derivatives is examined. In this case $\mathcal{C}$ is given by the Sobolev space $W^{n,p}(K)$ or the space $C^n(K)$ and $\sigma$ is a sufficiently smooth function.

Further advances under milder conditions on the activation function were made in [73]. Again, their result is based on an application of the Stone-Weierstraß Theorem. The precise statement along with the main proof idea are depicted in Theorem 2.3.

In the following we present a selection of elegant proof strategies for universal approximation theorems. We start by outlining a proof strategy utilizing the Riesz Representation Theorem for measures (see [105, Theorem 6.19]).
Definition 2.1 (18). Let $K \subset \mathbb{R}^d$ be compact. A measurable function $f : \mathbb{R} \to \mathbb{R}$ is discriminatory with respect to $K$, if for every finite, signed, regular Borel measure $\mu$ on $K$ we have that
\[
\left( \int_K f(Wx + b) d\mu(x) = 0, \text{ for all } W \in \mathbb{R}^{1 \times d} \text{ and } b \in \mathbb{R} \right) \implies \mu = 0.
\]

In fact, in [18, Lemma 1] it has been demonstrated that every sigmoidal function is indeed discriminatory with respect to closed cubes in $\mathbb{R}^d$. The universal approximation result for discriminatory functions now reads as follows.

Theorem 2.2 (18). Let $\sigma \in C(\mathbb{R})$ be discriminatory with respect to a compact set $K \subset \mathbb{R}^d$. Then $\mathcal{RN}_{(d,\infty),\sigma} := \bigcup_{N \in \mathbb{N}} \mathcal{RN}_{(d,N),\sigma}$ is dense in $C(K)$.

Proof. We restrict ourselves to the case $\kappa > 0$. Towards a contradiction, assume that the linear subspace $\mathcal{RN}_{(d,1),\sigma}$ is not dense in $C(K)$. Set $\mathcal{RN} := \mathcal{RN}_{(d,1),\sigma}$. Then there exists some $f \in C(K) \setminus \mathcal{RN}$. By the Hahn-Banach Theorem, there exists some $\kappa \in C(K)^*$ with $\kappa(f) \neq 0$ and $\kappa|_{\mathcal{RN}} = 0$. Invoking the Riesz Representation Theorem (see [105, Theorem 6.19]), there exists some finite, non-zero, signed Borel measure $\mu$ such that
\[
\kappa(f) = \int_K f(x) d\mu(x), \quad \text{for all } f \in C(K).
\]

Notice that, for all $W \in \mathbb{R}^{1 \times d}$ and all $b \in \mathbb{R}$, we have that $\sigma(W(\cdot) + b) \in \mathcal{RN}_{(d,1),\sigma}$. This implies that
\[
0 = \kappa(\sigma(W(\cdot) + b)) = \int_K \sigma(Wx + b) d\mu(x), \quad \text{for all } W \in \mathbb{R}^{1 \times d}, b \in \mathbb{R}.
\]

But since $\sigma$ is a discriminatory function, $\mu = 0$, which is a contradiction.

Now we proceed by depicting the universality result given in [73], which is based on an application of the Stone-Weierstrass Theorem.

Theorem 2.3 ([73]). Let $K \subset \mathbb{R}^d$ be a compact set and $\sigma : \mathbb{R} \to \mathbb{R}$ be continuous and not a polynomial. Then $\mathcal{RN}_{(d,\infty),\sigma}$ is dense in $C(K)$.

Sketch of Proof: We only consider the case $s = 1$. Moreover, by [73, Proof of Theorem 1, Step 2], we can restrict ourselves to the case $d = 1$. This follows from the fact that if $\mathcal{RN}_{(1,\infty),\sigma}$ is dense in $C(\bar{K})$ for all compact $\bar{K} \subset \mathbb{R}$, then $\mathcal{RN}_{(d,\infty),\sigma}$ is dense in $C(K)$ for all compact $K \subset \mathbb{R}^d$.

In the following, we will write that $f \in \overline{\mathcal{M}}_{\mathbb{R}}^{C(\mathbb{R})}$ for some $M \subset C(\mathbb{R})$ if for every compact set $K \subset \mathbb{R}$ and every $\varepsilon > 0$ there exists some $g \in M$ such that $\|f|_K - g|_K\|_{\infty} \leq \varepsilon$. Hence, the claim follows if we can show that $\mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})} = C(\mathbb{R})$.

Step 1 (Activation $\sigma \in C(\mathbb{R})$): Assume that $\sigma \in C(\mathbb{R})$. Since for every $W, b \in \mathbb{R}$, $h \in \mathbb{R} \setminus \{0\}$,
\[
\sigma((W + h) \cdot + b) - \sigma(W \cdot + b) = \int_{\mathbb{R}} \sigma'(Wx + b) dx,
\]
we obtain that $\frac{d}{dW} \sigma(W \cdot + b) \in \mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})}$. By an inductive argument, we obtain $\frac{d^n}{dW^n} \sigma(W \cdot + b) \in \mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})}$ for every $k \in \mathbb{N}_0$. Moreover, $\frac{d}{dW} \sigma(W \cdot + b) = (\cdot)^k \sigma^{(k)}(W \cdot + b)$. Since $\sigma$ is not a polynomial, for every $k \in \mathbb{N}_0$, there exists some $b_k \in \mathbb{R}$ such that $\sigma^{(k)}(b_k) \neq 0$. Hence, $\frac{d^n}{dW^n} \sigma(b_k) \in \mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})} \setminus \{0\}$ for all $k \in \mathbb{N}_0$ and $\mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})}$ contains all monomials and hence also all polynomials. Since polynomials are dense in $C(\mathbb{R})$ by the Weierstrass Theorem,
\[
\mathcal{RN}_{(1,\infty),\sigma}^{C(\mathbb{R})} = C(\mathbb{R}).
\]
Step 2 (Activation $\sigma \in C(\mathbb{R})$): Now assume, that $\sigma \in C(\mathbb{R})$ and $\sigma$ is not a polynomial. Step 1 is used via a mollification argument by showing that, for $z \in C_0^\infty(\mathbb{R})$,

$$\sigma * z = \int_{\mathbb{R}} \sigma(\cdot - y)z(y) \, dy \in \overline{\mathcal{N}_{(1,\infty,1)}C(\mathbb{R})},$$

holds by an approximation of the integral by Riemann series. If $\sigma * z$ is not a polynomial, then by invoking Step 1 we conclude that

$$\overline{\mathcal{N}_{(1,\infty,1)}C}(\mathbb{R}) = C(\mathbb{R}).$$

Finally, using standard arguments from functional analysis, it is shown that for every $\sigma \in C(\mathbb{R})$ with $\sigma$ not being a polynomial, there exists some $z \in C_0^\infty(\mathbb{R})$ such that $\sigma * z$ is not a polynomial. This yields the claim. □

As mentioned before, these universality results do not yield an estimate of the necessary width of a neural network in order to achieve a certain approximation accuracy. However, due to hardware induced constraints on the network size, such an analysis is imperative.

We will see in the following, that many of the subsequent results suffer from the infamous curse of dimensionality [7], i.e. the number of parameters of the approximating networks grows exponentially in the input dimension. To be more precise, for a variety of function classes $C \subset \{ f : \mathbb{R}^d \rightarrow \mathbb{R} \}$, in order to obtain

$$\|f - R_\sigma(\Phi_{f,\varepsilon})\|_C \leq \varepsilon,$$

for an unspecified $f \in C$, the width of $\Phi_{f,\varepsilon}$ needs to scale asymptotically like $\varepsilon^{-d/C}$ for a constant $C = C(C) > 0$ as $\varepsilon \searrow 0$. In other words, the complexity of the involved networks grows exponentially in the input dimension with increasing approximation accuracy.

2.2 Lower Complexity Bounds

In this subsection, we aim at answering the following question: Given a function space $C$ and an approximation accuracy $\varepsilon$, how many (unspecified) weights and neurons are necessary for a neural network such that its realizations are potentially able to achieve approximation accuracy $\varepsilon$ for an arbitrary function $f \in C$? We start by presenting results for classical function spaces $C$ where the curse of dimensionality can in general not be avoided.

The first lower bounds have been deduced by a combination of two arguments in [78, 79] for the case where no restrictions on the parameter selection process are imposed. It is also shown in [78] that the set of functions for that this lower bound is attained is of large measure.

Theorem 2.3 ([78, 79]). Let $\sigma \in C(\mathbb{R})$, $d \geq 2$, $\varepsilon > 0$ and $N \in \mathbb{N}$ such that, for each $f \in F_{n,d}^2$, there exists a neural network $\Phi_{f,\varepsilon} \in \mathcal{N}_{(d,N,n)}$ satisfying

$$\|R_\sigma(\Phi_{f,\varepsilon}) - f\|_2 \leq \varepsilon.$$

Then $N \gtrsim \varepsilon^{-\frac{d-2}{2}}$.

The next theorem can be used to derive lower bounds if the parameter selection is required to depend continuously on the function to be approximated. We will state the theorem in full generality and draw the connection to neural networks afterwards.

Theorem 2.5 ([21]). Let $\varepsilon > 0$ and $1 \leq p \leq \infty$. For $M \in \mathbb{N}$, let $\phi : \mathbb{R}^M \rightarrow L_p([0,1]^d)$ be an arbitrary function. Suppose there is a continuous function $\mathcal{P} : F_{n,d}^p \rightarrow \mathbb{R}^M$ such that $\|f - \phi(\mathcal{P}(f))\|_p \leq \varepsilon$ for all $f \in F_{n,d}^p$. Then $M \gtrsim \varepsilon^{-d/n}$.

In [126] it was observed that when taking $M$ as the number of weights and $\phi$ as a function mapping from the weight space to functions realized by neural networks one directly obtains a lower complexity bound. We note that the increased regularity (expressed in terms of $n$) of the function to be approximated implies a potentially better approximation rate, something which is also apparent in many results to follow.
2.3 Upper Complexity Bounds

Now we turn our attention to results examining the sharpness of the deduced lower bounds by deriving upper bounds. In principle, it has been proven in [79] that there indeed exist sigmoidal, strictly increasing, activation functions \( \sigma \in C^\infty(\mathbb{R}) \) for that the bound \( N \lesssim \varepsilon^{-(d-1)/n} \) of Theorem 2.4 is attained. However, the construction of such an activation function is based on the separability of the space \( C([-1,1]) \) and hence is not useful in practice. A more relevant upper bound has been given in [85].

**Theorem 2.6 ([85]).** Let \( n \in \mathbb{N} \), \( p \in [1, \infty] \). Moreover, let \( \sigma : \mathbb{R} \to \mathbb{R} \) be a function such that \( \sigma|_I \in C^\infty(I) \) for some open interval \( I \subset \mathbb{R} \) and \( \sigma^{(k)}(x_0) \neq 0 \) for some \( x_0 \in I \) and all \( k \in \mathbb{N}_0 \). Then, for every \( f \in F^p_{n,d} \) and every \( \varepsilon > 0 \), there exists a shallow neural network \( \Phi_{f,\varepsilon} \in \mathcal{N}(d,N,1) \) such that
\[
\|f - R_\sigma(\Phi_{f,\varepsilon})\|_p \leq \varepsilon,
\]
and \( N \lesssim \varepsilon^{-d/n} \).

We note that this rate is optimal if one assumes continuous dependency of the parameters on the approximating function (see Theorem 2.5). This is fulfilled in the proof of the upper bounds of Theorem 2.6, since it is based on the approximation of Taylor polynomials by realizations of shallow neural networks. It has been mentioned in [85, Section 4] that this rate can be improved if the function \( f \) is analytic.

The aforementioned lower and upper bounds suffer from the curse of dimensionality. This can for example be avoided if the function class under consideration is assumed to have strong regularity. As an example we state a result given in [3, 4, 80] where finite Fourier moment conditions are used.

**Theorem 2.7 ([3, 4, 80]).** Let \( \sigma \) be a bounded, measurable, and sigmoidal function. Then, for every
\[
f \in \left\{ g : \mathbb{R}^d \to \mathbb{R}, \quad \int_{\mathbb{R}^d} |\xi| \cdot |\mathcal{F}g(\xi)| \, d\xi < \infty \right\},
\]
where \( \mathcal{F}g \) denotes the Fourier Transform of \( g \), and for every \( \varepsilon > 0 \), there exists a shallow neural network \( \Phi_{f,\varepsilon} \in \mathcal{N}(d,N,1) \) with
\[
\|f - R_\sigma(\Phi_{f,\varepsilon})\|_2 \leq \varepsilon,
\]
and \( N \lesssim \varepsilon^{-2d/(d+1)} \).

Although the dimension appears in the underlying rate, a curse of dimensionality is absent. Lastly, we present a result where a complexity bound is derived for approximations of a finite set of test points. It was shown in [110] that if \( \sigma : \mathbb{R} \to \mathbb{R} \) is sigmoidal and differentiable in one point \( x \in \mathbb{R} \) with non-zero derivative, and if \((x_1, y_1), \ldots, (x_{2N+1}, y_{2N+1}) \in \mathbb{R} \times \mathbb{R} \) for some \( N \in \mathbb{N} \) is a set of test points, then, for every \( \varepsilon > 0 \), there exists a neural network \( \Phi_\varepsilon \in \mathcal{N}(1,N+1,1) \) such that
\[
\sup_{i=1,\ldots,2N+1} |R_\sigma(\Phi_\varepsilon)(x_i) - y_i| \leq \varepsilon.
\]

This concludes the part where we examine shallow neural networks. Because of the multitude of existing results we could only discuss a representative selection. For a more comprehensive overview focusing solely on shallow neural networks we refer to [98].

3 Universality of Deep Neural Networks

So far, the focus was entirely on shallow neural networks. In practice, however, the use of deep neural networks, i.e. networks with \( L > 2 \) layers, has established itself.
First attempts to study the expressivity of deep neural networks are based on the Kolmogorov Superposition Theorem (see, for instance, [64] [65]). A variant of this theorem (see [118]) states that every continuous function $f : [0, 1]^d \to \mathbb{R}$ can be exactly represented as

$$f(x_1, \ldots, x_d) = \sum_{i=1}^{2d+1} g \left( \sum_{j=1}^{d} k_j \phi_i(x_j) \right).$$  \hspace{1cm} (3.1)

Here, $k_j > 0$ for $j = 1, \ldots, d$, such that $\sum_{j=1}^{d} k_j \leq 1$, $\phi_i : [0, 1] \to [0, 1]$, $i = 1, \ldots, 2d + 1$, strictly increasing and $g \in C([0, 1])$ are functions depending on $f$. In [51], Equation (3.1) has been interpreted in the context of (a general version of) a neural network. It yields that every continuous function can be exactly represented by a 3-layer neural network with width $2d^2 + d$ and different activation functions in each neuron depending on the function to be approximated. However, quoting [51], the “direct usefulness of this result is doubtful”, since it is not known how to construct the functions $g, \phi_1, \ldots, \phi_{2d+1}$, which play the roles of the activation functions. Furthermore, in [30] it has been pointed out that the dependence of the activation functions on $f$ makes this approach hardly usable in practice. We refer to [30] for a more detailed discussion about the suitability of the Kolmogorov Superposition Theorem in this context. 

Subsequent contributions focused on more practical neural network architectures, where the activation functions are fixed a priori and only the parameters of the affine maps are adjusted. Under these assumptions, however, the capability of representing every function in $C([0, 1]^d)$ in an exact way is lost. Consequently, the expressivity of neural networks with a fixed activation function has been studied in terms of their approximative power for specific function classes $C$. We note that the universality results for shallow neural networks from the last section in general also hold for deep neural networks with a fixed number of layers (see [28] [55]). In [55] Corollary 2.7 universality for shallow networks in $C(K)$ is transferred to the multi-layer case via [55] Lemma A.6. It states that if $F, G \subset C(\mathbb{R})$ are such that $F|_K, G|_K$ are dense sets for every compact subset $K \subset \mathbb{R}$, then also $\{f \circ g : f \in F, g \in G\}$ is dense in $C(K)$. In contrast to the lower bounds in Theorem 2.4, for the case of three layer neural networks it is possible to show the existence of a pathological (i.e. in practice unusable) activation function $\sigma$ such that the set $RN_{(d,2d+1,4d+3,1),\sigma}$ is dense in $C([-1,1]^d)$ (see [79]). As in the case of Equation (3.1), the remarkable independence of the complexity on the approximation error and its mere linear dependence on $d$ (implying that the curse of dimensionality can be circumvented) is due to the choice of the activation function.

However, for practically used activation functions such as the ReLU, parametric ReLU, exponential linear unit, softsign and tanh, universality in $C(K)$ does not hold ([95] Remark 2.3).

The dual problem of considering neural networks with fixed depth and unbounded width, is to explore expressivity of neural networks with fixed width and unrestricted depth. In [44] [45] it is shown that the set of ReLU neural networks with width $\geq d + n$ and unrestricted depth is an universal approximator for the function class $C = C([0, 1]^d, \mathbb{R}^n)$. In the case $n = 1$, the lower bound on the width is sharp. For $C = L_2(\mathbb{R}^d)$, the paper [17] establishes universality of deep ReLU neural networks with width $\geq d + 4$. The necessary width for ReLU neural networks to yield universal approximators is bounded from below by $d$.

4 Approximation of Classes of Smooth Functions

In this section, we examine approximation rates of deep neural networks for functions characterized by smoothness properties. This section can be seen as a counterpart of Subsection 2.2 and 2.3 with three major differences: We now focus on deep neural networks (instead of shallow ones); most of these results were shown after the rise of deep learning in 2012; currently used activation functions (like e.g. the ReLU) have the first activation function that was used was the threshold function $\sigma = 1_{[0, \infty)}$ (see [83]). This was biologically motivated and constitutes a mathematical interpretation of the fact that “a neuron fires if the incoming signal is strong enough”. Since this function is not differentiable everywhere and its derivative is zero almost everywhere, smoothed versions (sigmoidal functions) have been employed to allow for the usage of the backpropagation algorithm. These functions, however, are subject to the vanishing gradient problem, which is not as common for the ReLU (see [31]). Another advantage of the ReLU is that it is easy to compute and promotes sparsity in data representation (see [8]).
are analyzed. A groundlaying result has been given in [126]. There it has been shown that for each $\varepsilon > 0$, and for each function $f$ in $F_{n,d}^\infty$, there exists a ReLU neural network with $L \lesssim \log_2(1/\varepsilon)$ layers, as well as $M, N \lesssim \varepsilon^{-d/n} \log_2(1/\varepsilon)$ weights and neurons capable of approximating $f$ with $L_\infty$-approximation error $\varepsilon$. A generalization of this result for functions from $F_{n,d}^p$ with error measured in the $W^{r,p}$-norm for $0 \leq r \leq 1$ was obtained in [36]. It shows that the error can also be measured in norms that include the distance of the derivative and that there is a trade-off between the regularity $r$ used in the approximating norm and the complexity of the network. The following theorem summarizes the findings of [126] and [36].

**Theorem 4.1** ([126, 36]). For every $f \in F_{n,d}^p$ there exists a neural network $\Phi_{f,\varepsilon}$ whose realization is capable of approximating $f$ with error $\varepsilon$ in $W^{r,p}$-norm $(0 \leq r \leq 1)$, with

(i) $M(\Phi_{f,\varepsilon}) \lesssim \varepsilon^{-d/(n-r)} \cdot \log_2 \left( \varepsilon^{-n/(n-r)} \right)$, and

(ii) $L(\Phi_{f,\varepsilon}) \lesssim \log_2 \left( \varepsilon^{-n/(n-r)} \right)$.

**Remark 4.2.** The depth scales logarithmically in the approximation accuracy. This is due to the ReLU, which renders the approximation of the map $x \mapsto x^2$ difficult. For activation functions $\sigma$ with $\sigma'(x_0), \sigma''(x_0) \neq 0$, for some $x_0 \in \mathbb{R}$ it is possible to approximate $x \mapsto x^2$ by a neural network with a fixed number of weights and $L = 2$ (see in [104]).

A common tool for deducing upper complexity bounds is based on the approximation of suitable representation systems. Smooth functions, for instance, can be locally described by (Taylor) polynomials, i.e.

$$f \approx \sum_{\|\alpha\|_1 \leq k} c_\alpha (\cdot - x_0)^\alpha$$ locally.

Approximating monomials by neural networks then yields an approximation of $f$\footnote{Here, $W^{r,p}$ for $r \in (0,1)$ denotes the Sobolev-Slobodeckij spaces as considered in [36] Definition 3.3} The proof strategy employed by Yarotsky is also based on this idea. It was picked up by several follow-up works ([36, 96]) and we describe it here in more detail.

**Sketch of Proof:** The core of the proof is an approximation of the square function $x \mapsto x^2$ by a piecewise linear interpolation that can be expressed by ReLU neural networks (see Figure 3 for a visualization). First, we define $g : [0,1] \to [0,1]$ by $g(x) := \min\{2x, 2 - 2x\}$. Notice that the hat function $g$ is representable by a ReLU neural network. Multiple compositions of $g$ with itself result in saw-tooth functions (see Figure 3). We set, for $m \in \mathbb{N}$, $g_1 := g$ and $g_{m+1} := g \circ g_m$. It was demonstrated in [126] that

$$x^2 = \lim_{n \to \infty} f_n(x) := \lim_{n \to \infty} x - \sum_{m=1}^{n} \frac{g_m(x)}{2^m}, \text{ for all } x \in [0,1].$$

Hence, there exist neural networks $\Phi_{x^2,\varepsilon}$ the ReLU realizations of which approximate $x \mapsto x^2$ uniformly on $[0,1]$ up to an error of $\varepsilon$. It can be shown that $M(\Phi_{x^2,\varepsilon}), L(\Phi_{x^2,\varepsilon}), N(\Phi_{x^2,\varepsilon}) \lesssim \log_2(1/\varepsilon)$. From this a neural network $\Phi_{mult}$ is constructed via the polarization identity

$$xy = \frac{1}{2} ((x + y)^2 - x^2 - y^2)$$ for $x, y \in \mathbb{R}$,

the ReLU realizations of which locally approximates the multiplication map $(x, y) \mapsto xy$. It is now straight-forward to approximate arbitrary polynomials by realizations of neural networks with \footnote{The results are presented in a slightly modified version. The neural networks considered in [126] are allowed to have skip connections possibly linking a layer to all its successors. The rates obtained are equal, only the square power of the logarithm needs to be removed.} \footnote{For shallow neural networks this ansatz has e.g. been used in [85]}. \footnote{For shallow neural networks this ansatz has e.g. been used in [85].}
Figure 3: Visualization of the approximation of the square function \( x \mapsto x^2 \) by ReLU realizations of neural networks as in [126].

\[ L \lesssim \log_2(1/\varepsilon) \text{ layers and } M \lesssim \text{polylog}(1/\varepsilon) \text{ weights} \]

In order to globally approximate \( f \), a partition of unity is constructed with ReLU neural networks and combined with the approximate polynomials. Since the domain needs to be partitioned into roughly \( \varepsilon^{-d/n} \) patches, the curse of dimensionality occurs in these bounds.

From Theorem 2.5 we can deduce that under the hypothesis of a continuous dependency of weights and biases on the function \( f \) to be approximated, the upper bound shown in Theorem 4.1 for the case \( r = 0 \) is tight (up to a log factor). If the assumption of continuous weight dependency is dropped, Yarotsky derived a bound for the case \( r = 0, p = \infty \) and in [36] the case \( r = 1, p = \infty \) is covered. Both cases are combined in the next theorem. For its exposition we need to introduce additional notation. Analogously to [126], we denote by \( A \) a neural network with unspecified non-zero weights and call it neural network architecture.

**Theorem 4.3** ([126, 36]). Let \( \varepsilon > 0 \) and \( r \in \{0, 1\} \). If \( A_\varepsilon \) is a neural network architecture that is capable of approximating every function from \( F_{\infty,n,d}^r \) with error \( \varepsilon \) in \( W^{r,\infty} \) norm and with activation function ReLU, then

\[ M(A_\varepsilon) \gtrsim \varepsilon^{-d/(n-r)}. \]

**Remark 4.4.** The gap between the upper bound \( M_\varepsilon \lesssim \varepsilon^{-d/n} \) of Theorem 4.1 and the lower bound \( M_\varepsilon \gtrsim \varepsilon^{-d/2n} \) for \( r = 0 \) is discussed in [129, 127]. It is an instance of the benefit of (in this instance very) deep over shallow neural networks. It is shown that for every \( \zeta \in [d/(2n), d/n) \) there exist neural networks with \( M_\varepsilon \lesssim \varepsilon^{-\zeta} \) non-zero weights and \( L_\varepsilon \lesssim \varepsilon^{-d/(r(\zeta-1))} \) layers that uniformly \( \varepsilon \)-approximate functions in \( F_{\infty,n,d}^r \).

**Sketch of Proof:** We only proof the statement for \( r = 0 \). The case \( r = 1 \) is proven similarly. The proof provides a general way of showing lower complexity bounds based on the Vapnik-Chervonenkis dimension (VCdim) [124]. The VCdim measures the expressiveness of a set of binary valued functions \( H \) defined on some set \( A \), and is defined by

\[ \text{VCdim}(H) := \sup \left\{ m \in \mathbb{N} : \text{ for every } y \in \{0, 1\}^m \text{ there is a function } h \in H \text{ with } h(x_i) = y_i \text{ for } i = 1, \ldots, m \right\}. \]

We define the set of thresholded realizations of neural networks

\[ H := \left\{ 1_{(-\infty, a]} \circ R_\sigma (\Phi_\theta) : \theta \in \mathbb{R}^{M(\Phi)} \right\}. \]

\[ \text{In [123], approximation rates for polynomials have been extended to rational functions. It has been shown, that one can locally uniformly approximate rational functions } f : [0,1]^d \rightarrow \mathbb{R} \text{ up to an error } \varepsilon > 0 \text{ by ReLU realizations of neural networks } \Phi_{f,\varepsilon} \text{ of size } M(\Phi_{f,\varepsilon}) \lesssim \text{poly}(d) \cdot \text{polylog}(1/\varepsilon). \]
for some (carefully chosen) $a \in \mathbb{R}$ and derive the chain of inequalities
\[ c \cdot \varepsilon^{-d/n} \leq \text{VCdim}(H) \leq C \cdot M(\Phi_\varepsilon)^2. \] (4.1)

The upper bound on $\text{VCdim}(H)$ in Equation (4.1) has been shown in [1, Theorem 8.7].

To establish the lower bound, set $N := \lfloor \varepsilon^{-1/n} \rfloor$ and let
\[ x_1, \ldots, x_N \in \{0, 1\}^d \] such that \[ |x_m - x_n| \geq 1/N \] for all $m, n = 1, \ldots, N$ with $m \neq n$. For arbitrary $y = (y_1, \ldots, y_N) \in \{0, 1\}^N$, Yarotsky constructs a function $f_y \in F_{\infty,n}^\varepsilon$ with $f_y(x_m) = y_m \cdot N^{-n}$ for $m = 1, \ldots, N$. Let now $\Phi_{f_y}$ be a neural network such that $R_\sigma(\Phi_{f_y})$ $\varepsilon$-approximates $f_y$, then we have for thresholded neural network realization $1_{(-\infty,a]} \circ R_\sigma(\Phi_{f_y})$ that $R_\sigma(\Phi_{f_y})(x_m) = y_m$ (see Figure 4). Using the definition of $\text{VCdim}$ it is easy to see that
\[ c \cdot \varepsilon^{-d/n} \leq N^d \leq \text{VCdim}(H), \] which is the lower bound in Equation (4.1). The theorem now easily follows from Equation (4.1).

Approximations in $L_p$ norm for $\beta$-Hölder-continuous functions have been considered in [110, 96]. In contrast to [126, 36] the depth of the involved networks remains fixed and does not depend on the approximation accuracy. Additionally in [96], the weights are required to be encodable. We summarize their findings in the following theorem:

**Theorem 4.5** ([96]). Let $\beta = (n, \zeta)$ for $n \in \mathbb{N}_0$, $\zeta \in (0, 1]$ and $p \in (0, \infty)$. Then, for every $\varepsilon > 0$ and every $f \in C^\beta([-1/2, 1/2]^d)$ with $\|f\|_{C^\beta} \leq 1$, there exist ReLU neural networks $\Phi_{f,\varepsilon}$ with encodable weights, $L(\Phi_{f,\varepsilon}) \lesssim \log_2((n + \zeta)) \cdot (n + \zeta)/d$ layers and $M(\Phi_{f,\varepsilon}) \lesssim \varepsilon^{-d/(n+\zeta)}$ non-zero weights such that
\[ \|f - R_\sigma(\Phi_{f,\varepsilon})\|_p \leq \varepsilon. \]

There also exist results based on the approximation of B-splines ([84]) or finite elements ([48, 93]). It is shown there that neural networks perform as well as the underlying approximation procedure. Finally, instead of examining the approximation rates of deep neural networks for specific function classes, one could also ask the following question: Which properties does the set of all functions that can be approximated by deep neural networks at a given rate fulfill? This question has been discussed extensively in [33]. Among other results, it has been shown that, under certain assumptions on the neural network architecture, these sets of functions can be embedded into classical function spaces such as Besov spaces of a certain degree of smoothness.

\[ ^{10} \text{i.e., the weights are representable by no more than } \sim \log_2(1/\varepsilon) \text{ bits.} \]
5 Approximation of Piecewise Smooth Functions

When modeling real-world phenomena one often only assumes piecewise smoothness. A prominent example are cartoon-like functions (see [22])

\[ E^n([0,1]^d) := \left\{ f_1 + 1_B f_2 : f_1, f_2 \in C^n([0,1]^d), B \subset (0,1)^d, \partial B \in C^n \right\}, \]

which are commonly used as a mathematical model for images. Figure 5 provides an illustration for the case \( d = 2 \). First expressivity results in this direction have been deduced in [12] for neural networks with weights of restricted complexity.¹¹ To present this result, we first need to introduce some notions from information theory.

The minimax code-length describes the necessary length of bitstrings of an encoded representation of functions from a function class \( C \subset L_2(K) \) such that it can be decoded with an error smaller than \( \varepsilon > 0 \).

The precise definition is given as follows:

**Definition 5.1 (see [12] and the references therein).** Let \( K \subset \mathbb{R}^d \) be measurable, and let \( C \subset L_2(K) \) be compact. For each \( \ell \in \mathbb{N} \), we denote by

\[ E^\ell := \left\{ E : C \rightarrow \{0,1\}^\ell \right\}, \]

the set of binary encoders mapping elements of \( C \) to bit-strings of length \( \ell \), and we let

\[ D^\ell := \left\{ D : \{0,1\}^\ell \rightarrow L_2(K) \right\}, \]

be the set of binary decoders mapping bit-strings of length \( \ell \) to elements of \( L_2(K) \).

An encoder-decoder pair \( (E^\ell, D^\ell) \in E^\ell \times D^\ell \) is said to achieve distortion \( \varepsilon > 0 \) over the function class \( C \), if

\[ \sup_{f \in C} \left\| D^\ell(E^\ell(f)) - f \right\|_2 \leq \varepsilon. \]

Finally, for \( \varepsilon > 0 \) the minimax code length \( L(\varepsilon, C) \) is

\[ L(\varepsilon, C) := \min \left\{ \ell \in \mathbb{N} : \exists (E^\ell, D^\ell) \in E^\ell \times D^\ell : \sup_{f \in C} \left\| D^\ell(E^\ell(f)) - f \right\|_2 \leq \varepsilon \right\}, \]

with the interpretation \( L(\varepsilon, C) = \infty \) if \( \sup_{f \in C} \left\| D^\ell(E^\ell(f)) - f \right\|_2 > \varepsilon \) for all \( (E^\ell, D^\ell) \in E^\ell \times D^\ell \) and arbitrary \( \ell \in \mathbb{N} \).

We are particularly interested in the asymptotic behavior of \( L(\varepsilon, C) \), which can be quantified by the optimal exponent.

¹¹Note, that computers can also only store weights of restricted complexity.
**Definition 5.2.** Let $K \subset \mathbb{R}^d$ and $C \subset L_2(K)$. Then, the optimal exponent $\gamma^*(C)$ is defined by

$$
\gamma^*(C) := \inf \left\{ \gamma \in \mathbb{R} : L(\varepsilon, C) \lesssim \varepsilon^{-\gamma}, \text{ as } \varepsilon \searrow 0 \right\}.
$$

The optimal exponent $\gamma^*(C)$ describes how fast $L(\varepsilon, C)$ tends to infinity as $\varepsilon$ decreases. For function classes $C_1$ and $C_2$, the notion $\gamma^*(C_1) < \gamma^*(C_2)$ indicates that asymptotically, i.e., for $\varepsilon \searrow 0$, the necessary length of the encoding bit string for $C_2$ is larger than that for $C_1$. In other words, a smaller exponent indicates a smaller description complexity.

**Example 5.3.** For many function classes the optimal exponent is well-known (see [12] and the references therein). Let $n \in \mathbb{N}$, $1 \leq p, q \leq \infty$, then

(i) $\gamma^* \left( \{ f \in C^n([0,1]^d) : \| f \|_{C^n} \leq 1 \} \right) = d/n$,

(ii) if $n \in \{1,2\}$, then $\gamma^*(E^n([0,1]^d)) = 2(d-1)/n$.

The next theorem connects the description complexity of a function class with the necessary complexity of neural networks approximations with encodable weights. It shows that, at best, one can hope for an asymptotic growth governed by the optimal exponent.

**Theorem 5.4 ([12]).** Let $K \subset \mathbb{R}^d$, $\sigma : \mathbb{R} \to \mathbb{R}$, $c > 0$, and $C \subset L_2(K)$. Let $\varepsilon \in (0,1/2)$ and $M_\varepsilon \in \mathbb{N}$. If for every $f \in C$ there exists a neural network $\Phi_{\varepsilon,f}$ with weights encodable with $\lceil c \log_2(1/\varepsilon) \rceil$ bits and $\| f - R_\sigma(\Phi_{\varepsilon,f}) \|_{L_2} \leq \varepsilon$ and $M(\Phi_{\varepsilon,f}) \leq M_\varepsilon$, then

$$
M_\varepsilon \gtrsim \varepsilon^{-\gamma},
$$

for all $\gamma < \gamma^*(C)$.

We are now interested in the deduction of optimal upper bounds. We have seen already in many instances, that one of the main ideas behind establishing approximation rates for neural networks is to demonstrate how other function systems, often polynomials, can be emulated by them. In [112], a similar approach was followed by demonstrating that neural networks can reproduce wavelet-like functions (instead of polynomials) and thereby also sums of wavelets. This observation allows to transfer $M$-term approximation rates with wavelets to $M$-weight approximation rates with neural networks. In [12] this route is taken for general affine systems. An affine system is constructed by applying affine linear transformations to a generating function. We will not give the precise definition of an affine system here (see e.g. [12]) but intend to build some intuition by considering shearlets in $\mathbb{R}^2$ as an example.

Shearlet systems ([67]) are representation systems used mainly in signal and image processing. Similar to the Fourier transform, which expands a function in its frequencies, a shearlet decomposition allows an expansion associated to different location, direction and resolution levels. To construct a shearlet system $SH$, one needs a parabolic scaling operation defined by the matrix

$$
A_j := \begin{bmatrix} 2^j & 0 \\ 0 & 2^{j/2} \end{bmatrix},
$$

a shearing operation defined by

$$
S_k := \begin{bmatrix} 1 & k \\ 0 & 1 \end{bmatrix},
$$

together with the translation operation. These operations are applied to a generating function $\psi \in L_2(\mathbb{R}^2)$ (satisfying some technical conditions) to obtain a shearlet system

$$
SH := \left\{ 2^j \psi(S_k A_j (\cdot) - n) : j \in \mathbb{Z}, k \in \mathbb{Z}, n \in \mathbb{Z}^2 \right\}.
$$

Shearlet systems are particularly well suited for the class of cartoon-like functions. To make this statement rigorous, we first need the following definition:
Definition 5.5. For a normed space $V$ and a system $(\phi_i)_{i \in I} \subset V$ we define the error of best $M$-term approximation of a function $f \in V$ as

$$\Sigma_M(f) := \inf_{I_M \subset I, |I_M| = M, (c_i)_{i \in I_M}} \left\| \sum_{i \in I_M} c_i \phi_i - f \right\|_V.$$  

For $C \subset V$, the system $(\phi_i)_{i \in I}$ yields an $M$-term approximation rate of $M^{-r}$ for $r \in \mathbb{R}^+$ if

$$\sup_{f \in C} \Sigma_M(f) = \lesssim M^{-r} \text{ for } M \to \infty.$$  

It is possible to show that certain shearlet systems yield almost optimal $M$-term approximation rates for the class of cartoon-like functions $E^0([0,1]^d)$ (see, for instance, [68]). In [12, Theorem 6.8], (optimal) $M$-term approximation rates of shearlets are transferred to $M$-weight approximations with neural networks. It is shown that with certain assumptions on the activation function $\sigma$ one can emulate a generating function $\psi$ with a fixed size neural network $\Phi_\psi$ such that $\psi \approx R_\sigma(\Phi_\psi)$. As a consequence, for every element $\phi_i$ of the system $\mathcal{S}_H$ there exists a corresponding fixed size neural network $\Phi_i$ with $\phi_i \approx R_\sigma(\Phi_i)$. An $M$-term approximation $\sum_{i \in I_M} c_i(\phi_i)$ of a function $f$ can then be approximated by a parallelization of networks $\Phi_i$ with $\lesssim M$ weights. This line of arguments was first used in [112] and also works for general affine systems. This is made precise in the next theorem.

Theorem 5.6 ([12]). Let $K \subset \mathbb{R}^d$ be bounded and $\mathcal{D} = (\varphi_i)_{i \in I} \subset L_2(K)$ an affine system with generating function $\psi \in L_2(K)$. Suppose that for an activation function $\sigma : \mathbb{R} \to \mathbb{R}$ there exists a constant $C \in \mathbb{N}$ such that for all $\varepsilon > 0$ and all $D > 0$ there is a neural network $\Phi_{D,\varepsilon}$ with at most $C$ non-zero weights satisfying

$$\|\psi - R_\sigma(\Phi_{D,\varepsilon})\|_{L_2([-D,D]^d)} \leq \varepsilon.$$  

Then, if $\varepsilon > 0$, $M \in \mathbb{N}$, $g \in L_2(K)$ such that there exist $(d_i)_{i = 1}^M:

$$\left\| g - \sum_{i = 1}^M d_i \varphi_i \right\|_2 \leq \varepsilon,$$

there exists a neural network $\Phi$ with $\lesssim M$ non-zero weights such that

$$\|g - R_\sigma(\Phi)\|_2 \leq 2\varepsilon.$$  

Consequently, if shearlet systems yield a certain $M$-term approximation rate for a function class $C$, then neural networks produce at least that error rate in terms of weights. We can conclude from Theorem 5.6 that neural networks yield an optimal $M$-weight approximation rate of $\lesssim M^{-n/2}$. On the other hand, we saw in Example 5.3 that $\gamma^* (E^n([0,1]^d)) = 2/n$ so that Theorem 5.4 demonstrates that $\lesssim M^{-n/2}$ is also the optimal approximation rate. Similar results have been deduced in [35]. An extension to functions $f \in L_p([-1/2,1/2]^d)$, $p \in (0,\infty)$ that are $C^\beta$-smooth apart from $C^\delta$-singularity hypersurfaces is derived in [97]. It is shown that the Heaviside function is approximable by a shallow ReLU neural networks with five weights ([96, Lemma A.2.]). A combination with Theorem 4.5 yields then the next theorem.

Theorem 5.7 ([96]). Let $\beta = (n,\zeta)$, $n \in \mathbb{N}_0$, $\zeta \in (0,1]$ and $p \in (0,\infty)$. Let $f = 1_K \cdot g$, where we assume that $g \in C^{\beta'}([-1/2,1/2]^d)$ for $\beta' = (d\beta)/(d\beta - 1)$ with $\|g\|_{C^{\beta'}} \leq 1$ and we assume $K \subset [-1/2,1/2]^d$ with $\partial K \in C^\delta$. Moreover, let $\sigma = \text{ReLU}.$

Then, for every $\varepsilon > 0$ there exist a neural network $\Phi_{f,\varepsilon}$ with encodable weights, $L(\Phi_{f,\varepsilon}) \lesssim \log_2((n + \zeta)) \cdot (n + \zeta)/d$ layers as well as $M(\Phi_{f,\varepsilon}) \lesssim \varepsilon^{-p/(d-1)/(n+\zeta)}$ non-zero weights such that

$$\|f - R_\sigma(\Phi_{f,\varepsilon})\|_p \leq \varepsilon.$$  

Footnote 12: The optimal $M$-term approximation rate is the best rate that can be achieved under some restrictions on the representation system and the selection procedure of the coefficients. See [22] for optimal $M$-term approximation rates for cartoon-like functions.
This rate is also shown to be optimal. We note, that approximation rates for piecewise Hölder functions in 
$L_2$ have been proven in [59] and more general spaces like Besov spaces have been considered in [120].
Some remarks on the role of depth for the results presented above can be found in Section 7.

6 Assuming More Structure

We have seen in the last sections that even approximations by deep neural networks face the curse of
dimensionality for classical function spaces. How to avoid this by assuming more structured function space
is the topic of this section. We start in Subsection 6.1 by assuming a hierarchical structure for which deep
neural networks overcome the curse of dimensionality but shallow ones do not. Afterwards, we review
approximations of high-dimensional functions lying on a low-dimensional set in Subsection 6.2. Of a similar
flavor are the results of Subsection 6.3 where we examine specifically structured solutions of (parametric)
partial differential equations.

6.1 Hierarchical Structure

In [74], tight approximation rates for smooth functions $f : [0,1]^d \to \mathbb{R}$, $x \mapsto g_1 \circ g_2 \circ \cdots \circ g_k \circ l(x)$ with a
hierarchical structure, where $l$ is a multivariate polynomial and $g_1, \ldots, g_k$ are sufficiently smooth univariate
functions, have been derived. Achieving a uniform approximation error $\varepsilon > 0$ with $L \leq 1$ layers requires
$N \geq \text{poly}(1/\varepsilon)$ neurons, whereas neural networks with $L \sim 1/\varepsilon$ layers only require $N \lesssim \text{polylog}(1/\varepsilon)$
neurons. The proof idea is again based on the approximation of Taylor polynomials.

Similar to [74], the papers [86, 88, 87, 99] deduce superior deep neural network approximation rates for
high-dimensional functions with a compositional structure. They argue that computations on e.g. images
should reflect properties of image statistics such as locality and shift invariance, which naturally leads to a
compositional structure. As an example, consider a function $f$ where each of the functions $f_3, f_{21}, f_{22}, f_{11}, f_{12}, f_{13}, f_{14}$ is bivariate and in $W^{n,\infty}([-1,1]^2)$ (see Figure 6 for
a visualization). Efficient approximations can be constructed in two steps. First, each bivariate function is
approximated by a shallow neural network with smooth, non-polynomial activation function and size
$M \lesssim \varepsilon^{-2/n}$. Then, the neural networks are concatenated in a suitable way by allowing depth $L \leq \log_2(d)$.

The resulting neural network has $M \lesssim (d-1)\varepsilon^{-2/n}$ weights (see [99, Theorem 2]). Contrary, shallow
neural networks with the same activation function require $M \gtrsim \varepsilon^{-d/n}$ parameters (see [99, Theorem 1]).
Moreover, if the components $f_{ij}$ of $f$ are simply assumed to be Lipschitz continuous, then shallow ReLU
neural networks in general require $M \gtrsim \varepsilon^{-d}$ parameters. On the other hand, deep ReLU neural networks
with $L \lesssim \log_2(d)$ layers only require $M \lesssim (d-1)\varepsilon^{-2}$ non-zero weights (see [99, Theorem 4]).

In [89], neural network approximation for the Korobov spaces

$$K_{2,p}([0,1]^d) = \{ f \in L_p([0,1]^d) : f|_{[0,1]^d} = 0, D^\alpha f \in L_p([0,1]^d), \|\alpha\|_\infty \leq 2 \},$$

for $p \in [2, \infty]$ are considered. We note that trivially $K_{2,p}([0,1]^d) \subset W^{2,p}([0,1]^d)$. These functions admit a
hierarchical representation (similar to a wavelet decomposition) with respect to basis functions obtained
from sparse grids (see [13]). By emulating these basis functions, the authors are able to show that for every
$f \in K_{2,p}([0,1]^d)$ and every $\varepsilon > 0$ there exists a neural network $\Phi_{f,\varepsilon}$ with

$$L(\Phi_{f,\varepsilon}) \lesssim \log_2(1/\varepsilon) \log_2(d)$$

layers as well as

$$N(\Phi_{f,\varepsilon}) \lesssim \varepsilon^{-1/2} \log_2(1/\varepsilon)^{2(d-1)+1} \log_2(d)$$

neurons such that

$$\| f - R_\sigma(\Phi_{f,\varepsilon}) \|_\infty \leq \varepsilon,$$

where $\sigma = \text{ReLU}$. The curse of dimensionality is significantly lessened since it only appears in the log
factor.
Figure 6: A visualization of the hierarchically structured function $f$.

6.2 Assumptions on the Data Manifold

A typical assumption is that high-dimensional data actually resides on a much lower dimensional manifold. A standard example is provided in Figure 7. One may think about the set of images with $128 \times 128$ pixels in $\mathbb{R}^{128 \times 128}$; certainly, most elements in this high-dimensional space are not perceived as an image by a human, making images a proper subset of $\mathbb{R}^{128 \times 128}$. Moreover, images are governed by edges and faces and, thus, form a highly structured set. This motivates the idea that the set of images in $\mathbb{R}^{128 \times 128}$ can be described by a lower dimensional manifold.

In [112] approximation rates of ReLU neural networks for functions $f \in L^2(K)$ residing on a $d$-dimensional manifold $K \subset \mathbb{R}^D$ with possibly $d \ll D$, are shown to only weakly depend on $D$. In detail, the following theorem was proven.

**Theorem 6.1** ([112]). Let $K \subset \mathbb{R}^D$ be a smooth $d$-dimensional manifold, and $f \in L^2(K)$. Then there exists a depth-4 neural network $\Phi_{f,N}$ with $M(\Phi_{f,N}) \lesssim DC_K + dC_K N$ whose ReLU realization computes a wavelet approximation of $f$ with $N$ wavelet terms. The constant $C_K$ only depends on the curvature of $K$.

Note that the underlying dimension $D$ scales with $C_K$, whereas the number of wavelet terms that influences the approximation accuracy only scales with $d$. Additional assumptions on how well $f$ can be approximated by wavelets, can with Theorem 6.1 directly be transferred to approximation rates by neural networks. The following corollaries provide two examples for different assumption on the wavelet representation.

**Corollary 6.2.** If $f$ has wavelet coefficients in $\ell_1$, then, for every $\varepsilon > 0$, there exists a depth-4 network $\Phi_{f,\varepsilon}$ with $M(\Phi_{f,\varepsilon}) \lesssim DC_K + dC_K^2 M_f \varepsilon^{-1}$ such that

$$\|f - R_{\sigma}(\Phi_{f,\varepsilon})\|_{L^2(K)} \leq \varepsilon,$$

where $M_f$ is some constant depending on $f$ and $\sigma = \text{ReLU}$.

**Corollary 6.3.** If $f \in C^2(K)$ has bounded Hessian matrix, then, for every $\varepsilon > 0$, there exists a depth-4 neural network $\Phi_{f,\varepsilon}$ with $M(\Phi_{f,\varepsilon}) \lesssim DC_K + dC_K \varepsilon^{-d/2}$ satisfying

$$\|f - R_{\sigma}(\Phi_{f,\varepsilon})\|_{L^\infty(K)} \leq \varepsilon,$$

where $\sigma = \text{ReLU}$.
Lastly, we mention a result shown in [96, Theorem 5.4]. There, functions of the type \( f = g \circ h \) where \( h : [-1/2, 1/2]^D \to [-1/2, 1/2]^d \) is a smooth dimension reduction map and \( g : [-1/2, 1/2]^d \to \mathbb{R} \) is piecewise smooth are examined. They show that the approximation rate is primarily governed by the reduced dimension \( d \).

### 6.3 Expressivity of Deep Neural Networks for Solutions of PDEs

Recently, neural network-based algorithms have shown promising results for the numerical solution of partial differential equations (PDEs) (see for instance [70, 24, 25, 115, 42, 6, 41, 5, 62, 53, 72, 125, 102, 76]). There also exist several results showing that specifically structured solutions of PDEs admit an approximation by neural networks that does not suffer from the curse of dimensionality (see [58, 34, 26, 9, 103, 58, 61, 57]).

The key idea behind these contributions is a stochastic interpretation of a deterministic PDE. As an example, we consider the Black-Scholes Equation, which models the price of a financial derivative. For \( T > 0, a < b \) the Black-Scholes Equation (a special case of the linear Kolmogorov Equation) is given by

\[
\begin{aligned}
\partial_t u(t, x) &= \frac{1}{2} \text{trace} (\kappa(x) \kappa(x)^* (\text{Hessian}_x u)(t, x)) + \langle \tilde{\kappa}(x), (\nabla_x u)(t, x) \rangle, \\
\end{aligned}
\]

where

(i) \( \varphi \in C(\mathbb{R}^d) \) is the *initial value*\(^{14}\)

(ii) \( \kappa \in C(\mathbb{R}^d, \mathbb{R}^{d\times d}), \tilde{\kappa} \in C(\mathbb{R}^d, \mathbb{R}^d) \) are assumed to be affine, and

(iii) \( u \in C([0, T] \times \mathbb{R}^d) \) is the solution.

In [9] the goal is to find a neural network (of moderate complexity) that \( \mathcal{L}_2 \)-approximates the end value of the solution \( [a, b]^d \ni x \mapsto u(T, \cdot) \). Using the Feynman-Kac formula [34, Section 2], the deterministic PDE \((6.1)\) can be associated with a stochastic PDE of the form

\[
\begin{aligned}
dS_t^x &= \kappa(S_t^x)dB_t + \tilde{\kappa}(S_t^x)dt, \quad S_0^x = x,
\end{aligned}
\]

\(^{13}\)This stochastic point of view can also be utilized to estimate the generalization error in such a setting ([9]).

\(^{14}\)The initial value is typically either exactly representable or well-approximable by a small ReLU neural network.
on some probability space $\Omega, G, \mathcal{P}$, where $x \in \mathbb{R}^d$, $(B_t)_{t \in [0, T]}$ is a $d$-dimensional Brownian motion and $(S^p_t)_{t \in [0, T]}$ the stochastic process that solves (6.2). Define $Y := \varphi(S^p_t)$. Then the terminal state $u(T, x)$ has an integral representation with respect to the solution of (6.2) given by $u(T, x) = \mathbb{E}(Y)$. Based on this relation, standard estimates on Monte-Carlo sampling and the special structure of $\kappa, \tilde{\kappa}$ derive the following statement: For each $i \in \mathbb{N}$, there exist affine maps $\mathbf{W}_i(\cdot) + \mathbf{b}_i : \mathbb{R}^d \to \mathbb{R}$ such that

$$\frac{1}{(b-a)^d} \left\| u(T, \cdot) - \frac{1}{n} \sum_{i=1}^{n} \varphi(\mathbf{W}_i(\cdot) + \mathbf{b}_i) \right\|_{L^2}^2 \lesssim \frac{d^{1/2}}{n}.$$ 

This implies that $u(T, \cdot)$ can be approximated in $L_2$ by ReLU neural networks $\Phi_{a,\varepsilon}$ with $M(\Phi_{a,\varepsilon}) \lesssim \text{poly}(d, 1/\varepsilon)$. Thus, the curse of dimensionality is avoided.

In the setting of parametric PDEs one is interested in computing solutions $u_y$ of a family of PDEs parametrized by $y \in \mathbb{R}^p$. Parametric PDEs are typically modelled as operator equations in their variational form

$$b_y(u_y, v) = f_y(v), \quad \text{for all } v \in \mathcal{H}, \ y \in \mathcal{P} \quad (= \text{parameter set}),$$

where, for every $y \in \mathcal{P} \subset \mathbb{R}^p$, $(p \in \mathbb{N} \cup \{\infty\})$

(i) the maps $b_y : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ are parameter-dependent bilinear forms (derived from the PDE) defined on some Hilbert space $\mathcal{H} \subset \mathcal{L}^\infty(K)$ for $K \subset \mathbb{R}^n$,

(ii) $f_y \in \mathcal{H}$ is the parameter-dependent right-hand side, and

(iii) $u_y \in \mathcal{H}$ is the parameter-dependent solution.

The parameter $y \in \mathbb{R}^p$ models uncertainties in real-world phenomena such as geometric properties of the domain, physical quantities such as elasticity coefficients or the distribution of sources. Parametric PDEs occur for instance in the context of multi-query applications and in the framework of uncertainty quantification.

In the context of deep learning, the goal is, for given $\varepsilon > 0$, to substitute the solution map $y \mapsto u_y$ by a neural network $\Phi_\varepsilon$ such that

$$\sup_{y \in \mathcal{P}} \left\| R_\varepsilon(\Phi_\varepsilon(y, \cdot)) - u_y \right\|_{\mathcal{H}} \leq \varepsilon. \quad (6.3)$$

A common observation is that the solution manifold $\{u_y : y \in \mathcal{P}\}$ is low-dimensional for many parametric problems. More precisely, there exist $(\varphi_i)_{i=1}^d \subset \mathcal{H}$, where $d$ is comparatively small compared to the ambient dimension, such that for every $y \in \mathcal{Y}$ there exists some coefficient vector $(c_i(y))_{i=1}^d$ with

$$\left\| u_y - \sum_{i=1}^{d} c_i(y) \varphi_i \right\|_{\mathcal{H}} \leq \varepsilon.$$

For analytic solution maps $y \mapsto u_y$ constructed neural networks with smooth or ReLU activation function that fulfill (6.3). Exploiting a sparse Taylor decomposition of the solution with respect to the parameters $y$, they were able to avoid the curse of dimensionality in the complexity of the approximating networks.

In (69) the following observation was made: If the forward maps $y \mapsto b_y(u, v), \ y \mapsto f_y(v)$ are well-approximable by neural networks for all $u, v \in \mathcal{H}$, then also the map $y \mapsto (c_i(y))_{i=1}^d$ is approximable by ReLU neural networks $\Phi_\varepsilon$ with $M(\Phi_\varepsilon) \lesssim \text{poly}(d \cdot \text{polylog}(1/\varepsilon))$. Since in many cases $d \lesssim \log_2(1/\varepsilon)^p$ and for some cases one can even completely avoid the dependence of $d$ on $p$, the curse of dimensionality is either significantly lessened or completely overcome. The main idea for the computation of the coefficients by neural networks lies in the efficient approximation of the map $y \mapsto (b_y(\varphi_j, \varphi_i))_{i=1}^d \cdot (\varphi_i)_{j=1}^d$. This is done via a Neumann series representation of the matrix inverse, which possesses a hierarchical structure.
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Deep neural networks have advanced the state of the art in many fields of application. We have already seen a number of results highlighting differences between the expressivity of shallow and deep neural networks throughout the paper. In this section, we present advances made in approximation theory explicitly aiming at revealing the role of depth.

First of all, we note that basically all upper bounds given in Section 4 and Section 5 use \( L > 2 \) layers. Furthermore, in [126, Section 4.4] and [99, Section 4.2], it is shown that the upper bound of non-zero weights in Theorem 4.1, Theorem 4.5, and Theorem 5.4 cannot be achieved by shallow networks. For a fixed number of layers, [99] showed that the number of layers in Theorem 4.5 and Theorem 5.7 is optimal up to the involved log-factors.

A common strategy in many works which compare the expressive power of very deep over moderately deep neural network is to construct functions that are efficiently approximable by deep neural networks, whereas far more complex shallow neural networks are needed to obtain the same approximation accuracy. The first results in this direction were dealing with the approximation of Boolean functions by Boolean circuits (see, e.g., [114, 46]). In [46], the existence of function classes that can be computed with Boolean circuits of polynomial complexity and depth \( k \) is proven. In contrast, if the depth is restricted to \( k - 1 \), an exponential complexity is required. Later works such as [17, 57, 81] and the references therein focused on the representation and approximation of Boolean functions by deep neural networks where the activation is the threshold function \( \sigma = 1_{[0, \infty]} \).

In [19], networks built from sum and product neurons, called sum-product networks, are investigated. A sum neuron computes a weighted sum and a product neuron the product of its inputs. The identity function is used as activation function and layers of product neurons are alternated with layers of sum neurons. The authors then considered functions implemented by deep sum-product networks with input dimension \( d \), depth \( L \lesssim \log_2(d) \) and \( N \lesssim d \) neurons that can only be represented by shallow sum-product networks with at least \( N \geq 2^{\sqrt{d}} \) neurons. Thus, the complexity of the shallow representations grows exponentially in \( \sqrt{d} \). Similar statements are shown for slightly different settings.

[104] examines approximation rates of neural networks with smooth activation functions for polynomials. It has been shown that in order to approximate a polynomial by a shallow neural network, one needs exponentially more parameters than with a corresponding deep counterpart.

In [122], neural networks with \( L \) layers are compared with networks with \( L^3 \) layers. Telgarsky shows that there exist functions \( f : \mathbb{R}^d \to \mathbb{R} \) that can be represented by neural networks with \( \sim L^3 \) layers and with \( \sim L^3 \) neurons which, in \( L_1 \), cannot be arbitrarily well approximated by neural networks with \( \lesssim L \) layers and \( \lesssim 2^d \) neurons. This result is valid for a large variety of activation functions such as piecewise polynomials.

The main argument of the paper is based on the representation and approximation of functions with oscillations. First, it is shown that functions with a small number of oscillations cannot approximate functions with a large number of oscillations arbitrarily well. Afterwards, it is shown that functions computed by neural networks with a small number of layers only have a small number of oscillations, whereas functions computed by deeper neural networks can have many oscillations. A combination of both arguments leads to the result. The papers [27, 107] show similar results for a larger variety of activation functions \(^{15}\) in which the \( L_2 \)-approximation of certain radial basis functions \(^{16}\) requires \( M \lesssim 2^d \) weights, whereas three layered networks can exactly represent these functions with \( M \lesssim \text{poly}(d) \) weights.

In [93, 90] it is shown that deep ReLU neural networks have the capability of dividing the input domain into an exponentially larger number of linear regions than shallow ones \(^{17}\). A ReLU neural network with input dimension \( d \), \( L \) layers and width \( n \geq d \) is capable of computing functions with number of linear regions less than \((n/d)^{(L-1)d^2} \), whereas ReLU neural networks with input dimension \( d \), two layers and width \( L \) are only able to divide the input domain into \( L^d \) linear regions. Similarly, the paper [101] gives

---

\(^{15}\)called deep threshold circuits

\(^{16}\)as in the standard setting

\(^{17}\)including the ReLU and sigmoidal functions

\(^{18}\)i.e. functions of the form \( f : \mathbb{R}^d \to \mathbb{R} \) where \( f(x) = g(\|x\|) \) for some univariate function \( g \)

\(^{19}\)A linear region of a function \( f : \mathbb{R}^d \to \mathbb{R}^e \) is a maximally connected subset \( A \) of \( \mathbb{R}^e \) such that \( f|_A \) is linear.
corresponding upper bounds on the number of linear regions representable by deep ReLU neural networks. It is shown that ReLU neural networks with input dimension \( d \), \( L \) layers and width \( n \), are only able to represent \( \lesssim n^{Ld} \) linear regions.

Comparable results like those of the aforementioned papers are the statements of [2]. In particular, [2, Theorem 3.1] establishes that for every \( L \in \mathbb{N}, K \geq 2 \) there exists a function \( f : \mathbb{R} \to \mathbb{R} \) which is representable by ReLU neural networks with \( L + 1 \) layers, and \( K \cdot L \) neurons. Moreover, if \( f \) is also representable by the ReLU realization of a neural network \( \Phi \) with \( L + 1 \leq L + 1 \) layers, then the number of neurons of \( \Phi \) is bounded from below by \( \gtrsim LK^{L/L} \). The paper [11] connects the approximative power of deep neural networks to a topological complexity measure based on Betti numbers: For shallow neural networks, the representation power grows polynomially in the numbers of parameters, whereas it grows exponentially for deep neural networks. Also, connections to complexity measures based on VC-dimensions are drawn.

8 Special Neural Network Architectures and Activation Functions

So far we entirely focused on general feedforward neural network architectures. But since neural networks are used for many different types of data in various problem settings, there exists a plethora of architectures, each adapted to a specific task. In the following we cover expressivity results for three prominent architectures: Convolutional neural networks, residual neural networks and recurrent neural networks. Since explaining the architectures and their applications in detail is beyond the scope of this paper we will only briefly review the basics and give references for the interested reader.\(^{20}\)

8.1 Convolutional Neural Networks

Convolutional neural networks have first been introduced in [71] and since then lead to tremendous successes, in particular, in computer vision tasks. As an example, consider the popular ILSVRC\(^{21}\) challenge (see [106]), an image recognition task on the ImageNet database (see [20]) containing variable-resolution images that are to be classified into categories. In 2012 a convolutional neural network called AlexNet (see [66]) achieved a top-5 error of 16.4 % realising a 10 % error rate drop compared to the winner of the previous year. The winners of all succeeding annual ILSVRC challenges have until now been convolutional neural networks (see [130, 113, 121, 50, . . . ]).

We now start with a brief explanation of the basic building blocks of a convolutional neural network and recommend [32, Chapter 9] for an extensive and in-depth introduction. Instead of vectors in \( \mathbb{R}^d \), the input of a convolutional neural network potentially consists of tensors \( x^{[i]} \in \mathbb{R}^{d_1 \times \cdots \times d_n} \) where \( n = 2 \) or \( n = 3 \) for the case of images described above. The main characteristic of convolutional neural networks is the use of convolutional layers. The input \( x^{[i-1]} \) of layer \( i \) is subject to an affine transformation of the form

\[
 z^{[i]} = w^{[i]} \ast x^{[i-1]} + b^{[i]},
\]

where \( w^{[i]} \) denotes the convolution filter and \( b^{[i]} \) the bias. In fact, the application of a convolution can be rewritten as an affine transformation of the form \( z^{[i]} = W^{[i]} x^{[i-1]} + b^{[i]} \), where \( W^{[i]} \) is a matrix with a specific structure and potentially many zero entries (depending on the size of the filter). Convolutional layers enforce locality in the sense that neurons in a specific layer are only connected to neighboring neurons in the preceeding layer, as well as weight sharing, i.e. different neurons in a given layer share weights with neurons in other parts of the layer. The application of convolutions results in translation equivariant outputs in the sense that \( w^{[i]} \ast (T x^{[i-1]}) = T(w^{[i]} \ast x^{[i-1]}) \) where \( T \) is a translation (or shift) operator.

\(^{20}\)Note that in this section we sometimes deviate from the notation used so far in this paper. For instance, in the case of convolutional neural networks, we do not differentiate between the network as a collection of weights and biases and function realized by it anymore. Such a distinction would make the exposition of the statements in these cases unnecessarily technical. Moreover, we closely stick to the conventional notation for recurrent neural networks where the indices of the layers are expressed in terms of discrete time steps \( t \).

\(^{21}\)The abbreviation ILSRC stands for ImageNet Large Scale Visual Recognition Challenge.
As in the case of feedforward neural networks, the convolution is followed by a nonlinear activation function $\sigma : \mathbb{R} \to \mathbb{R}$, which is applied coordinate-wise to $z[i]$. Hence, a convolutional layer corresponds to a standard layer in a feedforward neural network with a particular structure of the involved affine map. Often the nonlinearity is followed by a pooling layer, which can be seen as a dimension reduction step. Popular choices for pooling operations include max pooling, where only the maxima of certain regions in $\sigma(z[i])$ are kept, or average pooling, where the average over certain regions is taken. Contrary to convolutions, pooling often induces translation invariance in the sense that a small translation of the input $x[i-1]$ does not change the output of the pooling stage.

Stacking several convolutional and pooling layers results in a deep convolutional neural network. After having fixed an architecture, the goal is to learn the convolutional filters $w[i]$ and the biases $b[i]$. We now turn our attention to expressivity results of convolutional neural networks. The paper [10] compares the expressivity of deep and shallow convolutional arithmetic circuits for the representation of score functions, motivated by classification tasks. A convolutional arithmetic circuit can be interpreted as a convolutional neural network with linear activation function, product pooling, and convolutional layers consisting of $1 \times 1$ convolutions. We consider a classification task of the following form: For an observation $X = (x_1, \ldots, x_m) \in \mathbb{R}^{d \cdot m}$, where $X$ could be an image represented by a collection of vectors, find a suitable classification $n \in Y = \{1, \ldots, N\}$ where $Y$ is the set of possible labels. This can be modelled by per-label score functions $\{h_n\}_{n \in \{1, \ldots, N\}}$, with $h_n : \mathbb{R}^{d \cdot m} \to \mathbb{R}$. The label corresponding to $X$ is then denoted by arg max$_{n \in Y} h_n(X)$. It is assumed that these score functions have a tensor decomposition of the form

$$h_n(x_1, \ldots, x_m) = \sum_{i_1, \ldots, i_m=1}^r e_{i_1, \ldots, i_m} \prod_{j=1}^m f_{i_j}(x_i)$$

for some representation functions $f_1, \ldots, f_r : \mathbb{R}^d \to \mathbb{R}$ and a coefficient tensor $e^n$. Hence, every $h_n$ is representable by a shallow convolutional arithmetic circuit, however, with a potentially large number of parameters. Using hierarchial tensor decompositions, the main result states, roughly speaking, that it is with high probability not possible to significantly reduce the complexity of the shallow convolutional arithmetic circuit in order to approximate or represent the underlying score function. However, deep convolutional arithmetic circuits are able to exactly represent score functions with exponentially less parameters. This is yet another instance of the benefit of deep over shallow neural networks, this time for a larger function class rather than only for special instances of functions as the ones considered in Subsection 7. The main proof ideas are relying on tools from matrix algebra, tensor analysis, and measure theory.

In [128] the classification task is approached by directly approximating the classification function $f : L_2(\mathbb{R}^2) \to \mathbb{R}$, which maps an image to a real number. Here, images are modelled as elements of the function space $L_2(\mathbb{R}^2)$ (see also Subsection 5 where images are modelled by cartoon-like functions). In order to deal with a non-discrete input (in this case elements of $L_2$), the neural networks considered in this paper consist of a discretization step $L_2(\mathbb{R}^2) \to V$ (where $V$ is isometrically isomorphic to $\mathbb{R}^{D^e}$ for some $D^e < \infty$) followed by convolutional layers and downsampling operations, which replace pooling. The following theorem [128] Theorem 3.2] was shown:

**Theorem 8.1.** Let $f : L_2(\mathbb{R}^2) \to \mathbb{R}$. Then, the following conditions are equivalent:

(i) The function $f$ is continuous (in the norm topology).

(ii) For every $\varepsilon > 0$ and every compact set $K \subset L_2(\mathbb{R}^2)$ there exists a convolutional neural network (in the above sense, with downsampling) $\Phi_{K,\varepsilon}$ that approximates $f$ uniformly on $K$, i.e.,

$$\sup_{\xi \in K} |f(\xi) - \Phi_{K,\varepsilon}(\xi)| \leq \varepsilon.$$  

A second setting considered in [128] deals with approximating translation equivariant image to image mappings. Think for example of a segmentation task where an image (e.g. of a cell) is mapped to another image (e.g. the binary segmentation mask). Translating the input image should result in a translation of
the predicted segmentation mask, which means in mathematical terms that the mapping is translation equivariant. To make also the convolutional neural networks translation equivariant no downsampling is applied. The next theorem \[128\] Theorem 3.1 addresses the second setting.

**Theorem 8.2** (simplified). Let \( f : \mathcal{L}_2(\mathbb{R}^2) \to \mathcal{L}_2(\mathbb{R}^2) \). Then, the following conditions are equivalent:

(i) The function \( f \) is continuous (in the norm topology) and translation equivariant, i.e. \( f(\xi(\cdot - \tau)) = f(\xi)(\cdot - \tau) \) for all \( \tau \in \mathbb{R}^2 \).

(ii) For every \( \varepsilon > 0 \) and every compact set \( K \subset \mathcal{L}_2(\mathbb{R}^2) \), there exists a convolutional neural network (in the above sense) \( \Phi_{K,\varepsilon} \), which approximates \( f \) uniformly on \( K \), i.e.,

\[
\sup_{\xi \in K} \| f(\xi) - \Phi_{K,\varepsilon}(\xi) \|_{\mathcal{L}_2} \leq \varepsilon.
\]

We note that \[128\] Theorem 3.1 considers equivariances with respect to more general transformations, including rotations of the function domain.

A result of a similar flavor as Theorem 8.2 for functions \( f : \mathbb{R}^d \to \mathbb{R}^s \) that are equivariant with respect to finite groups has been shown in \[97\]. In this paper, it is established that every fully-connected neural network can be expressed by a convolutional neural network without pooling and with periodic padding (in order to preserve equivariance) with a comparable number of parameters and vice versa. This result can then be used to transfer approximation rates by fully-connected neural networks for a function class \( \mathcal{C} \) to convolutional neural networks approximating a subclass \( \mathcal{C}^{\text{equiv}} \) containing equivariant functions. As an example, we consider translation equivariant H"older functions \( f \in \mathcal{C}^{\text{equiv}} = C^\beta([-1/2, 1/2]^d) \) with \( \beta = (n, \zeta) \).

By \[97\] Proposition 4.3, there exist convolutional neural networks \( \Phi_{f,\varepsilon} \) that \( \varepsilon \)-approximate \( f \) in \( \mathcal{L}_p([-1/2, 1/2]^d) \) and have \( M \lesssim \varepsilon^{-d/(n+\zeta)} \) parameters and \( L \lesssim \log_2((n + \zeta)) \cdot (n + \zeta)/d \) layers. Note, that this rate coincides with the one provided by Theorem 4.5.

The paper \[131\] mainly derives two types of results: First, \[131\] Theorem A) establishes universality of deep purely convolutional networks (i.e. no pooling is applied) mapping from \( \mathbb{R}^d \to \mathbb{R} \) for functions in \( C(K) \), \( K \subset \mathbb{R}^d \) compact. To be more precise, it is shown that, for every \( f \in C(K) \), and every \( \varepsilon > 0 \), there exist some \( L \in \mathbb{N} \) and some convolutional neural network \( \Phi_{f,\varepsilon} \) equipped with \( L \) convolutional layers and the ReLU activation function, such that

\[
\| f - \Phi_{f,\varepsilon} \|_\infty \leq \varepsilon.
\]

Note that contrary to most classical universality results, the depth does not remain uniformly bounded over the whole function class \( C(K) \).

Second, \[131\] Theorem B) establishes approximation rates for Sobolev functions by convolutional neural networks, which we depict in a simplified form.

**Theorem 8.3** (\[131\]). Let \( r > d/2 + 2 \). Then, for every \( \varepsilon > 0 \) and every \( f \in F_{r,d}^2 \), there exists a convolutional neural network \( \Phi_{f,\varepsilon} \) (without pooling layers) with depth \( L \lesssim \varepsilon^{-\frac{1}{r}} \) such that

\[
\| f - \Phi_{f,\varepsilon} \|_\infty \leq \varepsilon.
\]

Contrary to most expressivity results considered before, the paper \[91\] examines the ability of deep convolutional neural networks to fit a finite set of \( n \) samples \((X, Y) \in \mathbb{R}^{d \times n} \times \mathbb{R}^{s \times n}\) for some \( n \in \mathbb{N} \). It is shown, that for such a data set there exist overparametrized convolutional neural networks (in this case the number of neurons in one of the layers is larger than the size of the data set \( n \)) \( \Phi_{(X,Y)} \) equipped with max pooling and rather generic activation functions such that

\[
\sum_{i=1}^{n} \left| Y_i - \Phi_{(X,Y)}(X_i) \right|^2 = 0.
\]

More expressivity results for convolutional neural networks can be found in \[92\].
8.2 Residual Neural Networks

Driven by the observation that the performance of a neural network very much benefits from its depth, architectures with an increasing number of layers were tested. However, in [119, 43, 50] the observation was made that after adding a certain number of layers test and training accuracy decreases again. The authors of [50] argue that that the drop in performance caused by adding more and more layers is not related to overfitting. Otherwise the training accuracy should still increase while only the test accuracy degrades. Knowing that deeper models should perform at least as good as shallower ones, since the additional stacked layers could learn an identity mapping, the authors conclude that the performance drop is caused by the optimization algorithm not finding a suitable weight configuration.

Motivated by those findings, a new network architecture called residual neural network (ResNet) is proposed in [50]. It incorporates identity shortcuts such that the network only needs to learn a residual. These networks are shown to yield excellent performance (winner of several challenges) by employing a large number of layers. One of the popular models called ResNet-152 employs 152 layers, but there are also ResNets used with even more layers. To be precise, ResNets are composed of blocks of stacked layers (see Figure 8a) having a shortcut identity connection from the input of the block to the output (Figure 8b). In detail, the function implemented by such a block can be parametrized by weight matrices $V, W \in \mathbb{R}^{k \times k}$, bias vector $b \in \mathbb{R}^k$ and is given by

$$z : \mathbb{R}^k \to \mathbb{R}^k \quad \text{with} \quad z(x) = V \sigma(Wx + b) + x.$$ 

Assume that those two layers are supposed to learn a function $F : \mathbb{R}^k \to \mathbb{R}^k$, then the block is forced to learn the residual $H(x) := F(x) - x$. The function implemented by a ResNet now results from composing residual blocks $z[i], i = 1, \ldots, L$:

$$\text{ResNet} : \mathbb{R}^k \to \mathbb{R}^k \quad \text{with} \quad \text{ResNet}(x) = z[L] \circ \sigma(z[L-1]) \circ \ldots \circ \sigma(z[1])x. \quad (8.1)$$

Even if the idea behind the residual learning framework is to make the optimization process easier, we will in this paper only focus on approximation properties of the proposed architecture.

In [119], the ability of ResNets to perfectly fit a finite set of training samples is shown. The authors consider the case where the input data consists of pairs $(x_i, y_i)$ with $x_i \in \mathbb{R}^d$ and $y_i \in \{e_1, \ldots, e_s\}$ for $i = 1, \ldots, n$. Here, $e_j$ denotes the $j$-th unit vector in $\mathbb{R}^s$ such that $s$ can be interpreted as the number of classes in a classification task. The ResNet architecture considered in this paper slightly differs from the one in Equation (8.1), in that no activation function is used after the residual blocks and some of the matrices are of different shape to allow for inputs and outputs of different dimensions. Under mild additional assumptions on the training set the following theorem is shown:

**Theorem 8.4** ([119]). Let $n, s \in \mathbb{N}$ and $(x_1, y_1), \ldots, (x_n, y_n)$ be a set of training samples as above. Then there exists a ResNet $\Phi$ with $M \lesssim n \log n + s^2$ weights such that

$$\Phi(x_i) = y_i, \quad \text{for all} \quad i = 1, \ldots, n.$$ 

In [119] it is shown that ResNets are universal approximators for functions from $L_1(\mathbb{R}^d)$. This is of particular interest, since the width of the ResNets considered in this paper is bounded by the input dimension $d$ and it is shown in [119, 77] that standard feedforward neural networks with width bounded by $d$ are not universal approximators (see also Subsection 3). The idea of the proof relies on a reapproximation of step functions (which are dense in $L_1$).

Instead of forcing skip connections to encode an identity function, one can also consider more general skip connections linking earlier layers to deeper layers with connections that are learned in the training process. Such networks have, for instance, been considered in [120, 39]. Slightly better approximation rates for those architectures in contrast to the standard feedforward case are shown for functions from $F_{p, d}^{n}$. In more detail, when allowing skip connections, the upper approximation bounds shown in Theorem 4.1 can be improved by dropping the square of the log terms.
8.3 Recurrent Neural Networks

Until now we only considered feedforward network architectures that were able to deal with a fixed input and output dimension. However, in many applications it is desirable to use a neural network that can handle sequential data with varying length as input/output. This is for example often the case for natural language processing tasks where one might be interested in predicting the topic of a sentence or text (varying input dimension, fixed output) or in producing an image caption for a given image (fixed input dimension, varying output dimension).

Recurrent neural networks are specialized for those tasks. In its vanilla form, a recurrent neural network computes a hidden state $h_t = f_\theta(h_{t-1}, x_t)$ from the current input $x_t$ and, using a recurrent connection, the previous hidden state $h_{t-1}$. The hidden state $h_t$ can then in a second step be used to compute an output $y_t = g_\theta(h_t)$ and enables the network to memorize features from previous inputs until time $t$, such that the output $y_t$ depends on $x_0, \ldots, x_t$ (see Figure 9). It is important to note that the same functions $f_\theta$ and $g_\theta$, parametrized by the weight vector $\theta$, are used in each time step. For an in-depth treatment of recurrent neural networks we refer to [32, Chapter 10].

Recurrent neural networks can be viewed as dynamical systems [117]. Hence, it is natural to ask if the universal approximation capacity of feedforward neural networks can be transferred to recurrent neural networks with respect to dynamical systems. In [117], discrete-time dynamical systems of the form

$$h_{t+1} = f(h_t, x_t), \quad y_t = g(h_t),$$

where $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, g : \mathbb{R}^n \to \mathbb{R}^p$, and $x_t \in \mathbb{R}^n, h_t \in \mathbb{R}^m, y_t \in \mathbb{R}^p$, are considered. We call the tuple
Figure 9: Visualization of the architecture of a recurrent neural network

\[ \Sigma = (n, m, p, f, g) \] a time-discrete dynamical system and say that \( n \) is the dimension of the hidden state of \( \Sigma \), \( m \) its input dimension and \( p \) its output dimension. Moreover, we call \( x_0, \ldots, x_T \) the input of the system until time \( T \in \mathbb{N} \) and \( h_0 \) the initial state. With these tools at hand we can now formally define a shallow sequence-to-sequence recurrent neural network.

**Definition 8.5.** Let \( \Sigma = (n, m, p, f, g) \) be a dynamical system and \( \sigma : \mathbb{R} \to \mathbb{R} \). Then \( \Sigma \) is a shallow sequence-to-sequence recurrent neural network with activation function \( \sigma \), if, for matrices \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^{n \times p} \), the functions \( f \) and \( g \) are of the form

\[
f(h, x) = \sigma(Ah + Bx) \quad \text{and} \quad g(x) = Cx.
\]

It is then shown in [117], that recurrent neural networks of the form described above are able to approximate time-discrete dynamical systems (with only weak assumptions on \( f \) and \( g \)) arbitrarily well. To formalize this claim, we first describe how the closeness of two dynamical systems is measured by the authors. For this, we introduce the following definition from the paper [117]:

**Definition 8.6.** Let \( \Sigma = (n, m, p, f, g) \) and \( \tilde{\Sigma} = (\tilde{n}, m, p, \tilde{f}, \tilde{g}) \) be two discrete-time dynamical systems as introduced in Definition 8.5. Furthermore, let \( K_1 \subset \mathbb{R}^n, K_2 \subset \mathbb{R}^m \) be compact, \( T \in \mathbb{N} \), and \( \varepsilon > 0 \). Then \( \tilde{\Sigma} \) approximates \( \Sigma \) with accuracy \( \varepsilon \) on \( K_1 \) and \( K_2 \) in time \( T \), if the following holds:

There exist continuous functions \( \alpha : \mathbb{R}^{\tilde{n}} \to \mathbb{R}^n \) and \( \beta : \mathbb{R}^n \to \mathbb{R}^{\tilde{n}} \) such that, for all initial states \( h_0 \in K_1 \) and \( \beta(h_0) \) for \( \Sigma \) and \( \tilde{\Sigma} \), respectively, and all inputs \( x_0, \ldots, x_T \in K_2 \) for \( \Sigma \) and \( \tilde{\Sigma} \), we have

\[
\| h_t - \alpha(\tilde{h}_t) \|_2 < \varepsilon \quad \text{for} \quad t = 0, \ldots, T
\]

and

\[
\| y_t - \tilde{y}_t \|_2 < \varepsilon \quad \text{for} \quad t = 1, \ldots, T.
\]

Note that while input and output dimension of \( \Sigma \) and \( \tilde{\Sigma} \) coincide, the dimension of the hidden states might differ. Based on the universal approximation theorem for shallow feedforward neural networks (see Subsection 2.1), a universality result for recurrent neural networks with respect to dynamical systems has been derived.

**Theorem 8.7** ([117]). Let \( \sigma : \mathbb{R} \to \mathbb{R} \) be an activation function for that the universal approximation theorem holds. Let \( \Sigma = (n, m, p, f, g) \) be a discrete-time dynamical system with \( f, g \) continuously differentiable. Furthermore, let \( K_1 \subset \mathbb{R}^n, K_2 \subset \mathbb{R}^m \) be compact and \( T \in \mathbb{N} \). Then, for each \( \varepsilon > 0 \), there exist \( \tilde{n} \in \mathbb{N} \) and matrices \( A \in \mathbb{R}^{\tilde{n} \times \tilde{n}}, B \in \mathbb{R}^{m \times \tilde{n}}, C \in \mathbb{R}^{\tilde{n} \times p} \) such that the shallow recurrent network \( \tilde{\Sigma} = (\tilde{n}, m, p, \tilde{f}, \tilde{g}) \) with activation function \( \sigma \) and

\[
\tilde{f}(h, x) = \sigma(Ah + Bx) \quad \text{and} \quad \tilde{g}(x) = Cx,
\]

approximates \( \Sigma \) with accuracy \( \varepsilon \) on \( K_1 \) and \( K_2 \) in time \( T \).
Similar results also based on the universality of shallow feedforward neural networks have been shown in [109] and in [23]. In [23] and [100], in addition the case of continuous dynamical systems is included. Discrete-time fading-memory systems are dynamical systems that asymptotically “forget” inputs that were fed into the system earlier in time. In [82] the universality of recurrent neural networks for these types of systems was shown.

The above results cover the case of recurrent neural networks realizing sequence-to-sequence mappings. As mentioned in the introduction of this section, recurrent neural networks are also used in practice to map sequences of varying length to scalar outputs, thus (for \( \mathbb{R}^m \)-valued sequences) realizing functions mapping from \( \bigcup_{i \geq 0} (\mathbb{R}^m)^i \rightarrow \mathbb{R} \). In [40], the capacity of such recurrent neural networks to approximate arbitrary measurable functions \( f : \bigcup_{i \geq 0} (\mathbb{R}^m)^i \rightarrow \mathbb{R} \) with high probability is shown. Note that in contrast to approximation results for time-discrete dynamical systems, where the system to be approximated naturally displays a recursive structure (as does the recurrent neural network), no such assumption is used. It is furthermore shown that recurrent neural networks are not capable of universally approximating such functions with respect to the sup norm.

For the rest of this section we denote by \( (\mathbb{R}^m)^* := \bigcup_{i \geq 0} (\mathbb{R}^m)^i \) the set of finite sequences with elements in \( \mathbb{R}^m \). To present the aforementioned results in more detail, we start with a formal introduction of the type of recurrent neural network considered in the paper [40] Def. 1.

**Definition 8.8.** Any function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) and initial state \( h_0 \in \mathbb{R}^n \) recursively induce a mapping \( f_{h_0} : (\mathbb{R}^m)^* \rightarrow \mathbb{R}^n \) as follows:

\[
\hat{f}_{h_0}([x_1, \ldots, x_i]) = \begin{cases} h_0, & \text{if } i = 0 \\ f(\hat{f}_{h_0}([x_1, \ldots, x_{i-1}]), x_i), & \text{else}. \end{cases}
\]

A shallow sequence-to-vector recurrent neural network with initial state \( h_0 \in \mathbb{R}^n \) and activation function \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) is a mapping from \( (\mathbb{R}^m)^* \) to \( \mathbb{R}^p \) of the form

\[
x \mapsto C \cdot \hat{f}_{h_0}(x).
\]

Here, \( C \in \mathbb{R}^{n \times p} \) is a matrix and \( f \) is the realization of a shallow feedforward neural network with no hidden layer and nonlinearity \( \sigma \) (applied coordinate-wise) in the output layer, i.e. \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is of the form

\[
f(h, x) = \sigma(A h + B x) \quad \text{for } h \in \mathbb{R}^n, x \in \mathbb{R}^m,
\]

where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{m \times n} \).

In more simple terms, a sequence to vector recurrent neural network is a sequence-to-sequence recurrent neural network, where only the last output is used.

Next, we need the definition of approximation in probability from [40].

**Definition 8.9.** Let \( \mathbb{P} \) be a probability measure on \( (\mathbb{R}^m)^* \) and \( f_1, f_2 : (\mathbb{R}^m)^* \rightarrow \mathbb{R}^p \) be two measurable functions. Then \( f_1 \) approximates \( f_2 \) with accuracy \( \varepsilon > 0 \) and probability \( \delta > 0 \) if

\[
\mathbb{P}(|f_1 - f_2| > \varepsilon) < \delta.
\]

The next theorem establishes the universal approximation capacity in probability of recurrent neural networks for real valued functions with real valued sequences of arbitrary length as input.

**Theorem 8.10** (40). Let \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) be an activation function for that the universal approximation theorem holds and \( \varepsilon, \delta > 0 \). Then every measurable function \( f : (\mathbb{R}^m)^* \rightarrow \mathbb{R}^n \) can be approximated with accuracy \( \varepsilon \) and probability \( \delta \) by a shallow recurrent neural network.

Interestingly, even if Theorem 8.7 only deals with approximations of dynamical systems in finite time, it can still be utilized for a proof of Theorem 8.10 [40] outlines a proof based on this idea\(^{22}\), which we will

---

\(^{22}\)The actual proof given in [40] is not based on Theorem 8.7, which enables the authors to draw some conclusions about the complexity necessary for the recurrent neural network in special situations.
depict here to underline the close connections of the theorems. The main ingredient is the observation that
\( \mathbb{P}(\bigcup_{i>i_0}(\mathbb{R}^m)^i) \) converges to zero for \( i_0 \to \infty \). As a consequence, one only needs to approximate a function
\( f : (\mathbb{R}^m)^* \to \mathbb{R}^n \) on sequences up to a certain length in order to achieve approximation in probability. The
first step of the proof consists now of approximating \( f \) by the output of a dynamical system for input
sequences up to a certain length. In the second step one can make use of Theorem [8.7] to approximate the
dynamical system by a recurrent neural network.
In [63] the expressive power of certain recurrent neural networks, where a connection to a tensor train
decomposition can be made, is analyzed.
Network architectures dealing with more structured input like trees or graphs that make also use of
recurrent connections and can thus be seen as a generalization of recurrent neural networks have been
considered in [38], [39, Ch. 3], [10] and [108].
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