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Abstract. There has been a growing interest in the literature on the application of deep learning models for predicting business process behaviour, such as the next event in a case, the time for completion of an event, and the remaining execution trace of a case. Although these models provide high levels of accuracy, their sophisticated internal representations provide little or no understanding about the reason for a particular prediction, resulting in them being used as black-boxes. Consequently, an interpretable model is necessary to enable transparency and empower users to evaluate when and how much they can rely on the models. This paper explores an interpretable and accurate attention-based Long Short Term Memory (LSTM) model for predicting business process behaviour. The interpretable model provides insights into the model inputs influencing a prediction, thus facilitating transparency. An experimental evaluation shows that the proposed model capable of supporting interpretability also provides accurate predictions when compared to existing LSTM models for predicting process behaviour. The evaluation further shows that attention mechanisms in LSTM provide a sound approach to generate meaningful interpretations across different tasks in predictive process analytics.
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1 Introduction

Recurrent neural networks (RNNs) have been successful in tasks that require the processing of sequential data where, predicting the next output depends on an input sequence, such as language modelling, speech recognition or time series prediction [18]. RNNs and their variants such as Long short term memory networks (LSTM) have naturally found applicability in predictive process analytics by modelling the sequential business process execution data to predict the next event in a case, remaining execution time of a running case, and remaining sequence of events [1, 3, 7, 16, 15]. Accuracy has been a dominant criterion when choosing deep learning models (such as RNNs) for predictive process analytics. The use of these sophisticated models however, comes at the cost of the models being used as ‘black boxes’; i.e. they are unable to provide insights into why a
certain decision or prediction was drawn. Consequently, it is hard for users to understand the rationale of the black-box machinery when using predictions of the model for decision support. The opaqueness of these models often leads to lack of trust and impedes their adoption in sensitive domains such as insurance, healthcare, or law.

Recent literature has emphasised the need to understand and trust predictions from machine learning models coupled with a clear understanding of the behaviour of predictive models [13]. In parallel, there has been an increasing interest in the research community on interpretable or explainable machine learning [5]. Interpretability or explainability has not been addressed thus far in the context of predicting business process behavior when using deep learning techniques. We aim to address this gap in our work by building an attention-based LSTM model that provides insights into the important features influencing the prediction. Given an incomplete prefix representing a running case, the proposed model predicting the next activity can provide intuitive information on specific step or index in the sequence of events that influenced the prediction. For example, given a sequence of events, the model interpretation can reveal the influence of the last event or the first event on the prediction of next activity. In addition, it can reveal which attribute of an event (activity, role of a resource, or time) influenced the prediction. As a result, we present an approach to address the ‘black-box’ limitation using a two-level neural attention model that provides transparency of the relevant features influencing the prediction results while retaining the prediction accuracy compared to existing work on predicting business process behaviour using deep learning models. Hence, the paper makes the following contributions:

– proposes a model that facilitates interpretability in the context of predicting business process behaviour.
– presents experimental evaluation of the proposed approach and compares it to existing baselines thus addressing accuracy and interpretability.

The paper is organised as follows. A brief overview of previous studies using deep learning techniques to predict process behaviour is presented along with an introduction to the background topics such as interpretability and explainability (Section 2). The details of our approach to building interpretable machine learning models is presented in Section 3. The evaluation of the approach and the discussions on real-world event logs is presented in Section 4. Finally, we summarise the contributions of our work and outline future work (Section 5).

2 Related Work and Background

2.1 Related Work

The use of deep learning techniques in the form of RNNs and its variants for predicting process behaviour has been addressed in the literature. Layers of stacked LSTM have been used to predict next activity of an ongoing case and the time
of a case until completion (or remaining time) [15, 16]. The input to the model is a sequence of prior events. Each event is encoded to a feature representing the activity of the event as a one-hot vector, and additional dimensions representing the timestamp of the event. The architecture comprises a number of shared LSTM layers, and independent LSTM layers. The number of shared and independent layers are configured to achieve the best performance in terms of the accuracy of predicting the next activity and mean absolute error in predicting the time of the next event. The remaining sequence of events (suffix) of a running case is generated by iteratively predicting the next event until the end event is predicted.

Evermann et al. [3] proposed a deep learning model with two layers of stacked LSTM to predict the next event of an ongoing case. The categorical attributes of the event such as activity and resource information are transformed to n-dimensional vector or embedding. The effect of the dimensionality of embedding and the length of the input sequence on accuracy of the predictions are evaluated. This study acknowledges the limitation of interpreting the knowledge encoded by the model. The study further presents two mechanisms of interpreting the results of the model: i) using hallucinations to predict the suffix, and ii) using t-SNE plots to visualise the embedding matrix and the hidden states. The interpretations provide some information about the layers and cells activated for an input sequence but are limited in their ability to explain a prediction.

Lin et al. [7] propose an encoder, modulator and decoder model to predict the next event and generate the suffix of a case. The encoder comprises of an LSTM network for each event attribute. The modulator combines the hidden representations of the LSTM-based encoder to infer the weight vector. The weighted sum of the encoded vectors is used as input to a decoder layer comprising of a two layer LSTM network to predict the next activity. While the modulator computes a weight vector that could represent importance of different event attributes and provide insights into which attribute is important for the prediction, the focus of the study has been on the accuracy of the proposed architecture.

Recent work by Camargo et al. [1] presents an approach to train accurate LSTM-based models to predict process behaviour. The approach consists of a pre-processing phase that extracts n-grams or fixed length sequences of events, an LSTM training phase, and a post-processing phase to select the predicted next event. The majority of state-of-the-art research focus uniquely on the accuracy of the models. The focus of this work is to infuse some form of interpretability directly into an LSTM-based predictive model predicting business process behaviour without impacting accuracy.

### 2.2 Interpretable Models for Predicting Process Behaviour

Existing state-of-the-art techniques for constructing predictive models for business processes usually adopt a “black-box” approach. Black-box models commonly refer to the use of machine learning models where the internal mechanisms of the models are either unknown or known but not understandable to users. The challenge is to endow complex models with capabilities to explain
the underlying predictive mechanisms in a way that helps users understand and scrutinize the the behaviour. To achieve interpretability, the body of literature is divided into two major paradigms of approaches towards interpretability of black-boxes: (1) interpretable models; and (2) post-hoc models.

- **Interpretable models** are interpretable by design, promoting a more transparent, white-box approach for prediction. An interpretable model is capable of explaining a decision it takes or explaining how it works [5]. Examples include decision trees, Bayesian networks, linear regression. These systems enable an understanding of how features correlate with each other and how they contribute to the predictions.

- **Post-hoc models**, which are model-agnostic, aim to provide local explanations for a specific decision and make it reproducible on demand (instead of explaining the whole model’s behaviour). The two most representative post-hoc models in the literature are LIME [12] and SHAP [8], and they are based on two completely different mechanisms. While LIME makes use of feature perturbations to build a linear surrogate model out of it (such as a decision-tree), SHAP is based on game theory, where predictions are explained by assuming that each feature value of the instance is a “player” in a game where the prediction is the payout. SHAP makes use of Shapley values, which is a method to fairly distribute the “payout” among different features [9].

When it comes to extracting interpretations out of deep learning models such as RNNs and LSTM, concerns have been raised on post-hoc explanation models as these explanation methods can be an inaccurate representation of the original model [13]. Although several approaches exist in the literature to probe and interpret deep neural networks [2, 4, 6, 10], when it comes to interpretable models within predictive process analytics, the literature proposals are limited and their efficiency has not been thoroughly analysed. Recent research has acknowledged the need for extracting interpretations by illustrating the potential of explainable models for a manufacturing business process [11].

### 2.3 Attention-Based Models for Interpretations

Attention-based models can be seen as neural network architectures that enable the learning of sequential input-output relations when the input and output sequences have different lengths. This type of structure is of particular interest to predictive process behavior, because traces have different lengths. While existing predictive process analytics methods in the literature compress the sequential input into a fixed sized vector in order to feed it to a neural network architecture, attention-based models can use variable-length inputs without the constraint of fixed-sized vector by using a variable-length memory. In general, the attention mechanism allows a predictive model to focus on (or attend to) specific elements in a given input sequence for a prediction task.

Attention-based models also provide an underlying mechanism for interpretability [14]. Since these models require the computation of a distribution
of weights over inputs, the attention weights can provide some insights to a
decision-maker of why a certain prediction was computed by means of not ma-
nipulating directly the input features (as it happens in LIME), but rather by
manipulating the distribution of weights, which are associated to the input [14].

Current studies in the literature have used attention-based models mainly
in Natural Language Processing tasks [17, 6, 4]. For a model to be interpretable,
it must not only suggest explanations that make sense to the user, but also
ensure that those explanations accurately represent the true reasons for the
model’s decision [14]. This is, however, nearly impossible to verify in traditional
post-hoc models, such as LIME and SHAP, since these algorithms build models
around local interpretations, providing approximations to the predictive black
box, instead of reflecting the true underlying mechanisms of the black box (as
pointed out by [13]). With attention-based models, since the interpretability is
extracted directly from the weights that are used to train the black box, one can
get interpretations that better reflect the underlying mechanisms of the black
box. In the next section, we present how attention models can be used as an
interpretable mechanism in the context of predictive process analytics.

3 Approach

This section details our approach to predict process behaviour. We first describe
the input features used for our model. Next, we describe the neural network
architectures, which extend from models based on reverse and dual attention
mechanisms [2, 10].

**Input Features:** The objective of the model is to predict the next activity
given the trace of an incomplete case. A trace is a sequence of events of a case.
The input to the model are multiple prefix traces of different lengths. A prefix
trace of length \( k \) contains the first \( k \) events of a trace. For simplicity, we describe
the model input for a single prefix trace.

An event \( e_1 \) in a prefix trace is represented as \((a_i, r_l, t_i)\), where \( a_i \in A \) is
the activity of the event, \( r_l \in RL \) is the role of the resource performing
the activity, and \( t_i \in \mathbb{R} \) is the timestamp associated with the event. We assume that
each event has a timestamp associated with the completion of the activity. For
each event, we represent the activity vector as a binary vector \( v_{a_i} \in \{0, 1\}^{|A|} \)
where \( v_{a_i,p} \) is set to 1, if \( p \) is the activity of the event and the rest are set
to 0. Similarly the role vector is a binary vector \( v_{rl_i} \in \{0, 1\}^{|RL|} \) with the
role of resource associated to the event set to 1 and 0 otherwise. The time
feature is computed as the time elapsed between the completion time of the
event and that of its previous event. The time feature for event \( e_i \) is computed
as \( \Delta t_i = t_i - t_{i-1} \). Fixed length sequences are extracted from each trace as
detailed in the Section 4, in line with the previous work [1]. Each fixed length
sequence of events \((e_1, e_2, \ldots, e_i)\) has an event represented by an activity vector,
a role vector, and a continuous time interval value \((v_{a_i}, v_{rl_i}, \Delta t_i)\).
Attention-based LSTM models: The section presents an overview of the three models used in this work: i) prefix-index attention model that provides insights into the events influencing the prediction, ii) prefix-index and event attribute attention model that enables interpreting the events as well as the input features (representing event attributes) influencing the prediction, and iii) an attention-based interpretable model to predict next activity and its completion time. The model architectures are based on an interpretable model used in the health-care domain to predict patients at risk [2].

Prefix-index attention model: Figure 1(a) presents the model that predicts the next activity of a running case, given an input prefix of events. The model takes as input, a fixed length sequence of activity vectors, role vectors along with sequences of time intervals. An embedding layer is used to convert the categorical values of the activity and the role represented as binary vectors to continuous vectors. The activity embedding, role embedding, and the time interval value are concatenated as $v_{emb}$. The concatenated input representing the sequence of events $(v_{emb1}, v_{emb2}, \ldots, v_{embi})$ is passed to a bidirectional LSTM. Compared to a traditional LSTM which processes sequence information in one direction or from the first input in the sequence to the last input, a bidirectional LSTM computes additional set of hidden state vectors by considering reverse order of the input. The reverse order is useful to consider in our scenario, as in a case execution, the next activity relies on the information about what has happened previously (reverse order of activities). The output of the BiLSTM is a
hidden state vector \((h_1, h_2, \ldots, h_i)\) for each index in the sequence. The attention layer takes as input the hidden state vectors and generates the index attention \((\alpha_1, \alpha_2, \ldots, \alpha_i)\), a distribution of values that sum to 1. The attention values are element-wise multiplied with the concatenated input vector and added to obtain a context vector \(c_i = \sum_{j=1}^{i} \alpha_j \odot v_{emb_j}\), where \(\odot\) indicates element-wise multiplication. The context vector is used as the input to a neural network dense layer to predict the next activity. The attention mechanism allows the model to focus on specific indices in the prefix when predicting the next activity. Finding the indices in a prefix that contributes to a prediction can be derived based on \(\alpha\) values - the higher the value, the more influential the event at that index was in predicting the next activity. Hence, the model architecture enables interpreting the indices and thus the events influencing a prediction.

**Prefix-index and event attribute attention model:** In addition to identifying the events in a prefix influencing the prediction, it would also be useful to reason which of the event attributes influenced the prediction (activities, resource roles, or the previous execution time). To support event attribute-level attention, another BiLSTM layer is used and hidden vectors are computed (Figure 1(b)). The variable-level attention weights \(\beta\) are derived from the hidden vectors of the BiLSTM layer. The details on how to achieve variable-level attention can be found in [2].

In brief, the context vector \(c_i\) is computed using the \(\alpha\) weights, the \(\beta\) weights, and the input vector embeddings. The context vector, \(c_i = \sum_{j=1}^{i} \alpha_j \beta_j \odot v_{emb_j}\). If there are \(m\) activities and \(r\) roles, the input to the BiLSTM layer representing an event is an \((m + r + 1)\) dimension vector (including the time interval dimension). The \(\beta\)-weight for each event is an \((m + r + 1)\) vector. As the input features are binary vectors, the context vector indicates the influence of each input dimension on the prediction. For activities and roles, the \(\alpha \beta \odot v_{emb}\) weight itself represents its influence on the prediction. For non-binary time interval input, the weight \(\alpha_j \beta_j \times \Delta t_j\) is able to provide insight of the contribution of the time interval for predicting the next activity.

**Prefix-index and event attribute attention model for remaining time prediction:** The prefix-index and event attribute attention-based model is used to predict next activity, role and remaining time (Figure 2). The model is used to compare the accuracy of attention-based model with existing approaches. In this model, the input features remain the same. The output context vector is used as input to three dense layers. The model shares the context vector. The next activity, the resource role and the time interval are predicted by the three dense layers. This model is further used to generate the complete trace. This is achieved by injecting continuous feedback to the model for each new predicted event, until the end of the trace (stop event) is reached. The time interval for each event is predicted and the remaining time for case execution can be computed as a sum of the time intervals.
4 Evaluation and Results

This section describes the datasets used, the pre-processing of the input event attributes, and three experimental evaluations. The first experiment evaluates the prefix-index attention model for accuracy and uses the $\alpha$ attention weights to interpret the influential events. The second experiment evaluates prefix-index and event attribute attention model to interpret the influence of the event attributes on the prediction. We finally compare the performance of the attention-based model with existing baseline approaches.

4.1 Datasets and Processing

The experiment uses five real-world business process event logs available at the 4TU center for research data\(^1\). The distinct characteristics of the event logs is presented in Table 1. The logs represent traces of short lengths (Helpdesk and BPIC 2013) with an average of 5 events per trace, to long running cases with with 20-30 events per trace (BPIC 2012 and BPIC 2015-5).

**Input sequence extraction:** The activity, resource, and completion time of the event are used as input features. Resources are grouped into roles based on the work by Camargo et al. [1] and the role of the resource associated to the event is used as the input feature. The categorical attributes of the event, i.e. activity and role are one-hot encoded (i.e. represented as a binary vector). The use of one-hot encoding improves interpretability as described in Section 3. Fixed length sequences are generated for each trace by extracting n-grams. An example of n-grams of length 5 extracted for a trace containing the following sequence of activities [A,B,C,F,K,R] is shown in Table 2. For each trace,

\(^1\) https://data.4tu.nl/repository/collection:event_logs_real
a start and end activity is added before the extraction of n-grams. A similar approach is used to generate the n-grams of roles associated to the events in the trace and the time intervals of the events. An n-gram of size $k$ effectively constitutes $k$ prior events of the case used to predict the next activity.

The **time interval** input is a continuous value. We scale continuous values to its z-score (i.e. zero mean and unit variance) resulting in values in the $[-1,1]$ range. This is a standard normalisation approach used by the deep learning implementations.

**Training details:** For each event log, we temporally split into train set and test dataset in a 0.7 : 0.3 ratio. The training set consists of the first 70% of the cases. The n-grams are extracted for the cases in the train set. The train set is further split into training and validation sets in a 0.85 : 0.15 ratio. The validation set is used to determine the values of the hyper-parameters including the number of LSTM cells, and the regularisation parameters.

### 4.2 Prefix-index attention model

Table 3 summarises the accuracy of the prefix-index attention model for different logs and different n-gram lengths. The length of the n-gram is chosen based on the average and median number of activities per trace. For the Helpdesk, BPIC 2013 log, n-gram length is chosen to be 5 as the average number of events per trace is low ($<5$). For longer traces, the n-gram with different lengths are evaluated. Table 3 indicates that the accuracy of the models does not significantly change with the increase in length of the n-gram. We use the attention weights to gain insights into the prediction accuracy of the models. Figure 3 plots the $\alpha$-attention weights for the 8 models presented in Table 3. The x-axis is the index of the n-gram or the input sequence of events (ranging from 0 to n-gram length). The $\alpha$-weight is computed for each prediction in the test dataset (30% of unseen data). The y-axis is the average $\alpha$-weight at each index. Figure 3 shows that the

| Event Log   | # traces | # activities | mean events/trace | median events/trace | mean duration | median duration |
|-------------|----------|--------------|-------------------|---------------------|---------------|-----------------|
| Helpdesk    | 4580     | 14           | 4.6               | 4                   | 40.9 days     | 39.9 days       |
| BPIC 2013   | 13087    | 7            | 4.4               | 3                   | 179.2 days    | 82 days         |
| BPIC 2012-W | 9685     | 6            | 7.5               | 6                   | 11.4 days     | 8.5 days        |
| BPIC 2012   | 13087    | 36           | 20                | 11                  | 8.6 days      | 19.5 hours      |
| BPIC 2015-5 | 1156     | 41           | 31.3              | 31                  | 98.3 days     | 77.1 days       |

Table 1. Event logs and the summary statistics
| No. | Event Log    | n-gram length | Accuracy |
|-----|--------------|---------------|----------|
| 1   | Helpdesk     | 5             | 0.7922   |
| 2   | BPIC 2013    | 5             | 0.4609   |
| 3   | BPIC 2012-W  | 5             | 0.7682   |
| 4   | BPIC 2012-W  | 10            | 0.7789   |
| 5   | BPIC 2012    | 5             | 0.7900   |
| 6   | BPIC 2012    | 10            | 0.7900   |
| 7   | BPIC 2012    | 15            | 0.7904   |
| 8   | BPIC 2015-5  | 15            | 0.3682   |

Table 3. Accuracy predicting next event with different n-gram size

α-weight for the last event is 0.80 for the models trained using the Helpdesk, and BPIC 2013 event logs indicating that these models predominantly use the last event to predict the next event. The influence of the last event is lower in other models as indicated by α-weights of the last index (\(<= 0.5\) for BPIC 2012, BPIC 2012-W, and BPIC 2015-5). We observe that with BPIC 2015-5, the average α-weights of the last state is low with all prior indices having similar weights. The model accuracy is also low (0.35). Here, we hypothesise that with less training data (550 traces), the model is unable to learn and the attention layer has not yet converged to a stable set of weights.

To validate the influence of α-weights, we train models on all event logs by considering only the last two events; i.e. an input n-gram length of 2 only. For models that indicated high α-weights for the last two events (\(> 0.8\)), we expect that the accuracy of predictions should continue to remain high if we reduce the n-gram size to 2. Table 4 shows the accuracy of the models trained using lower input sequence lengths. Models trained on Helpdesk, BPIC 2013 have the same accuracy as shown in Table 3. The model trained on BPIC 2012-W reduces moderately. The accuracy lowers considerably for models trained on BPIC 2012 and BPIC 2015-5, as considering only last two events results in loss of input information; i.e. the sum of α-weights of the last two events is lower than 0.7 with prior events influencing the prediction of next event. The results validate the interpretation provided by α-weights thus providing information about the events influencing the prediction.

| No. | Event Log    | n-gram length | Accuracy |
|-----|--------------|---------------|----------|
| 1   | Helpdesk     | 2             | 0.7930   |
| 2   | BPIC 2013    | 2             | 0.4633   |
| 3   | BPIC 2012-W  | 2             | 0.7604   |
| 4   | BPIC 2012    | 2             | 0.7261   |
| 5   | BPIC 2015-5  | 2             | 0.3295   |

Table 4. Accuracy predicting next event
Fig. 3. The mean distribution of $\alpha$-weights for the index values of the test dataset predictions with n-gram index (x-axis) in the range of [5,15] when predicting next activity.

4.3 Prefix-index and event attribute attention model

The prefix-index and event attribute attention model is trained to support interpretations on the most influential events ($\alpha$-weights) in a running case and
the event attributes attention-weights \((\alpha \beta \odot \nu_{emb})\) that contribute to the prediction. The models are trained on all five event logs. For each prediction in the test dataset, the most influential index in the sequence of inputs is identified, i.e. the input index with the highest \(\alpha\)-weights. The \(\beta\)-weights of the input attributes are also computed. The mean attention weights are presented for all five event logs in Figure 4. The attention weights are in the range \([-1.0, 1.0]\). The absolute value of the weight is important as both positive and negative values indicate the influence of an attribute on the prediction. To understand the attributes influencing the prediction using attention weights, we further perform an ablation study of the time and resource features. The basic idea of an ablation is to remove features systematically and investigate how a feature impacts the prediction task. The attention weights in Figure 4 indicate that time interval feature does not influence the prediction of next activity for models trained on the event logs BPIC 2012, BPIC 2015-5, Helpdesk. Hence, in these cases, not including time as an attribute would not reduce the accuracy. As expected, we observe minimal impact on accuracy when the time feature is excluded (AR (-T)) on

Fig. 4. The mean distribution of attention-weights for the attribute values for prefix-index and event attribute attention model when predicting next activity.
models trained using these logs in Table 5. The resource role feature influences the prediction as indicated by attention weights. Removal of resource role as a feature (A (-R -T)) reduces accuracy of all models. The influence is higher on models where there are more number of roles with higher attention weights (e.g. BPIC 2012) as compared to models with lower number of role values (e.g. Helpdesk).

| No. | Event Log   | ART   | AR (-T)  | A (-R -T)  |
|-----|-------------|-------|----------|------------|
| 1   | Helpdesk    | 0.7961| 0.7855   | 0.7829     |
| 2   | BPIC 2013   | 0.4648| 0.4638   | 0.4598     |
| 3   | BPIC 2012-W | 0.7741| 0.7697   | 0.7684     |
| 4   | BPIC 2012   | 0.7874| 0.7841   | 0.7625     |
| 5   | BPIC 2015-5 | 0.3624| 0.3581   | 0.3551     |

Table 5. Activity (A), Role of the Resource(R), Time(T) feature ablation on the prefix-index and event attribute attention model

Generally, the prefix-index and event attribute attention model provides richer insights for the same n-gram length vis-a-vis the prefix-index attention model. The attention weights offer information about the influential events and the event attributes while maintaining the same or better accuracy when compared to the prefix-index attention model.

![Attention weights](attachment:image.png)

**Fig. 5.** The attention weights: prefix index attention-weight, and event attribute attention-weights for a single prediction.

**Local Interpretations:** The attention weights presented so far are global interpretations or interpretations that have been aggregated (we use arithmetic mean for aggregation). However, the model provides local interpretations or is able to provide the reasoning for a particular prediction. Figure 5 presents the attention weight for a single input prefix for model trained using Helpdesk event log. For this specific instance of an input, the model considers the last three events
and further uses time interval as an important feature when predicting the next event.

### 4.4 Accuracy and Interpretability of models

The aim of training the attention-based activity and remaining time prediction model is to assess the performance of the model when predicting the next event, the remaining sequence of events (i.e. suffixes), and the remaining time given the input prefixes of varying lengths. For each prefix, the next activity is predicted and the accuracy is measured. For suffix and remaining time prediction, the *hallucination* approach outlined by earlier studies [1, 3] is used till the end of the case is reached. The model predicts the remaining time $\Delta t_{i+1}$, which is the difference between the timestamp of the last event in the prefix from the timestamp of the last hallucinated event. The Damerau–Levenshtein (DL) measure (which applies to pairs of strings), is used to measure the similarity for suffix prediction [1]. The Mean Absolute Error (MAE) metric is used to measure the error in predicting remaining time. MAE is computed by taking the absolute value of the difference between the true value of remaining time and the predicted value, and then calculating the average value of these magnitudes.

| Implementation      | Next event | Suffix prediction distance | Remaining cycle time MAE (days) |
|---------------------|------------|----------------------------|--------------------------------|
|                     | Helpdesk   | BPIC 2012                  | BPIC 2012-W                    | Helpdesk | BPIC 2012 | BPIC 2012-W | Helpdesk | BPIC 2012 |
| Our approach        | 0.796      | 0.787                      | 0.774                          | 0.910     | 0.319     | 0.467       | 8.12     | 9.3        |
| Camargo et al.      | 0.789      | 0.786                      | 0.778                          | 0.917     | 0.632     | 0.523       | 6        | 9.1        |
| Evermann et al.     | 0.798      | 0.780                      | 0.623                          | 0.742     | 0.110     | 0.297       | -        | -          |
| Tax et al.          | 0.712      | 0.760                      | 0.767                          | 0.353     | 6         | 9.1         | -        | -          |
| Lin et al.          | 0.912      | 0.974                      | 0.874                          | 0.281     | -         | -           | -        | -          |

**Table 6.** Next event, suffix, and remaining time prediction performance

We use the Helpdesk, BPIC2012W and BPIC2012 event logs evaluated in previous studies. Table 6 summarizes the average accuracy for the next-event prediction task, the average similarity between the predicted suffixes and the actual suffixes, and the MAE of the remaining time. For the task of next-event prediction, our approach performs similar to all existing state-of-the-art approaches [1, 3, 15] except for the baseline of Lin et al. [7]. For the task of suffix prediction, our approach has the performance similar to Camargo et al [1] for suffix prediction on Helpdesk log, but underperforms with the other logs. Our approach has higher MAE for the remaining time prediction as compared to Camargo et al. While the focus of our work has been to improve interpretability of the models, these results suggest that the model is able to achieve good performance when predicting categorical variables. The model requires further optimisation.
and tuning with respect to predicting the continuous value of remaining time. However, we observe that the approach presented in this work leads to deriving interpretations from the models without a significant trade-off on accuracy when predicting process behaviour.

5 Conclusion and Future Work

This paper presents an attention-based LSTM model that provides interpretations to predict the next event and its attributes: event activity, the role of the resource, and the timestamp associated with the event. The attention mechanisms provide insights into the events in a case and the event attributes that influence prediction of the next event. We use the model to generate the suffix and estimate remaining time by iteratively predicting the next event until the end of the case is reached. To process the input, we continue to use the one-hot encoding for categorical data but convert the binary vectors to continuous vectors. The paper presents three network architectures. Firstly, the prefix-index attention model supports interpretations regarding which events influenced a prediction. Secondly, prefix-index and event attribute attention model identifies which events and event attributes influenced the prediction. Finally, we extend the model to support the prediction of three event attributes: the activity, role of the resource and its timestamp.

In this work, we have limited the input features to three event attributes by considering the activity, resource and time perspective. The data perspective and inclusion of other generic features has not been considered. Additional process attributes can have a significant impact when predicting the next event for certain business processes. We would extend the current model to include the data perspective as a part of the future work. Our work provides a starting point for building and evaluating models that explain their predictions. Providing insights to business users on the predictions can be a very challenging task and remains as an open research question in the scientific community [13].
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