THE RELATIVE EXPONENTIAL GROWTH RATE OF SUBGROUPS OF ACYLINDRICALLY HYPERBOLIC GROUPS

EDUARD SCHESLER

Abstract. We introduce a new invariant of finitely generated groups, the ambiguity function, and prove that every finitely generated acylindrically hyperbolic group has a linearly bounded ambiguity function. We use this result to prove that the relative exponential growth rate \( \lim_{n \to \infty} \sqrt{n |B^X_H(n)|} \) of a subgroup \( H \) of an acylindrically hyperbolic group \( G \) exists with respect to every finite generating set \( X \) of \( G \), if \( H \) contains a loxodromic element of \( G \). Further we prove that the relative exponential growth rate of every finitely generated subgroup \( H \) of a right-angled Artin group \( A_\Gamma \) exists with respect to every finite generating set of \( A_\Gamma \).

1. Introduction

Given a finitely generated group \( G \) and a finite generating set \( X \) of \( G \), the growth function \( \beta^X_G : \mathbb{N} \to \mathbb{N} \) of \( G \) with respect to \( X \) is defined by \( \beta^X_G(n) = |B^X_G(n)| \), where \( B^X_G(n) \) denotes the set of all elements of \( G \) that are represented by words of length \( \leq n \) in the generators of \( X \) and \( X^{-1} \). By definition, \( G \) has exponential growth if there is a constant \( c > 1 \) such that \( \beta^X_G(n) > c^n \) for every \( n \in \mathbb{N} \). Using the submultiplicative property

\[
\beta^X_G(m + n) \leq \beta^X_G(m) \beta^X_G(n),
\]

Milnor proved in [Mil68] that the limit \( a := \lim_{n \to \infty} \sqrt[n]{\beta^X_G(n)} \) exists for every finitely generated group \( G \) and every finite generating set \( X \) of \( G \). Thus for every \( \varepsilon > 0 \) there is a number \( N \in \mathbb{N} \) such that for every \( n \geq N \) we have

\[
(a - \varepsilon)^n \leq \beta^X_G(n) \leq (a + \varepsilon)^n.
\]

If the limit \( a \) is larger than 1, this justifies the terminology of \( G \) having exponential growth and that \( a \) is called the exponential growth rate, or just growth rate, of \( G \) with respect to \( X \). In the following In this paper we study a relative analogue of the growth function. For every (not necessarily finitely generated) subgroup \( H \leq G \) and every \( n \in \mathbb{N} \) we consider the subset

\[
B^X_H(n) := \{ h \in H : |h|_X \leq n \} = B^X_G(n) \cap H
\]

of \( B^X_G(n) \). The relative growth function \( \beta^X_H : \mathbb{N} \to \mathbb{N} \) of \( H \) with respect to \( X \) is defined by \( \beta^X_H(n) = |B^X_H(n)| \).

Again we can ask for the existence of the limit \( \lim_{n \to \infty} \sqrt[n]{\beta^X_H(n)} \). In the case where this limit exists we will say that the relative (exponential) growth rate

\[
\lim_{n \to \infty} \sqrt[n]{\beta^X_H(n)}
\]

of \( H \) exists with respect to the generating set \( X \) of \( G \). The first results in this direction were obtained by Cohen [Coh82] and Grigorchuk [Gri80].
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Given a finitely generated free group $F$ with basis $X$ and a normal subgroup $N \trianglelefteq F$, Cohen and Grigorchuk independently proved that the relative growth rate of $N$ exists with respect to $X$ and that the quotient $F/N$ is amenable if and only if the growth rates $\lim_{n \to \infty} \sqrt[n]{\beta_F^X(n)}$ and $\lim_{n \to \infty} \sqrt[n]{\beta_N^X(n)}$ coincide. Note that in this case $\lim_{n \to \infty} \sqrt[n]{\beta_N^X(n)} = 2|X| - 1$.

Later it turned out that the assumption of being normal is not necessary for the relative growth rate to exist. In [Ols17] Olshanskii showed that the relative growth rate of every subgroup of a finitely generated free group $F$ exists with respect to a free generating set of $F$. Furthermore Olshanskii pointed out that the relative growth rate does not exist in general. More precisely he showed that there is a finitely generated solvable group $G$ with a finite generating set $X$ and an infinite cyclic subgroup $H \leq G$ such that $\liminf_{n \to \infty} \frac{\beta_X^H(n)}{n^{1+\varepsilon}} = 0 \quad \forall \varepsilon > 0$ and $\limsup_{n \to \infty} \sqrt[n]{\beta_X^H(n)} > 1$.

Meanwhile it turned out that many results about relative growth rates of subgroups in free groups have analogues for hyperbolic groups. Coulon, Dal’Bo and Sambusetti generalized the amenability criterion of Cohen and Grigorchuk to quotients of hyperbolic groups [CDS18]. For a hyperbolic group $G$ with finite generating set $X$ and a normal subgroup $N \trianglelefteq G$ they showed that the quotient $G/N$ is amenable if and only if $\limsup_{n \to \infty} \sqrt[n]{\beta_X^G(n)} = \limsup_{n \to \infty} \sqrt[n]{\beta_N^X(n)}$.

Further it was proven by Dahmani, Futer, and Wise that the relative growth rate of a quasi-convex subgroup $H$ of a hyperbolic group $G$ is strictly less than the relative growth rate of $G$ (see [DFW19]). More recently, this result was extended by Cordes, Russell, Spriano, and Zalloum to more general classes of groups (see [CRSZ20]). It is now natural to ask whether the existence result of Olshanskii can be generalized to hyperbolic groups, which will allow us to replace $\limsup$ by $\lim$ when speaking about relative growth rates.

**Question 1.1.** Let $G$ be a hyperbolic group, let $X$ be a finite generating set of $G$ and let $H$ be an arbitrary subgroup of $G$. Does the relative growth rate $\lim_{n \to \infty} \sqrt[n]{\beta_X^H(n)}$ exist?

This might seem unlikely since we know from the Rips construction [Rip82] that there are hyperbolic groups with extremely distorted and bad-behaved subgroups. Further it was pointed out by Sharp in [Sha98] that there are hyperbolic groups $G$ with finitely generated normal subgroups $N$ such that the relative growth function $\beta_N^X$ can be very wild for some (and hence any) finite generating set $X$ of $G$. By analyzing the asymptotic behaviour of $\beta_N^X$, Sharp showed that the formal power series $\sum_{n=0}^{\infty} \beta_N^X(n)z^n$ is not rational in general. This is in contrast to the case of finitely generated free groups $F(X)$ for which Grigorchuk [Gri80] showed that $\sum_{n=0}^{\infty} \beta_N^X(n)z^n$ is rational for every finitely generated subgroup $H \leq F(X)$. Nevertheless we will see that, even in the larger context of acylindrically hyperbolic groups, the relative growth rate of subgroups exists under mild conditions.

**Theorem 1.2.** Let $G$ be a finitely generated acylindrically hyperbolic group and let $H$ be a subgroup of $G$. If $H$ contains a generalized loxodromic element of $G$, then the relative growth rate of $H$ exists with respect to every finite generating set of $G$. 


From this it will be easy to derive an affirmative answer to Question 1.1.

**Corollary 1.3.** Let \( G \) be a hyperbolic group and let \( H \leq G \) be an arbitrary subgroup. The relative growth rate of \( H \) exists with respect to every finite generating set of \( G \).

In order to prove Theorem 1.2 we introduce the (relative) ambiguity function (see Definition 2.3), which is a new invariant of finitely generated groups. Coarsely speaking, the ambiguity function of a group \( G \) counts the number of ways an element \( g \in G \) can be written as a product \( g = h x_h k \) of elements \( h, x_h , k \in G \) of prescribed lengths, where the length of \( x_h k \) is uniformly bounded. We will prove the following.

**Theorem 1.4.** Let \( G = \prod_{i=1}^{n} G_i \) be a product of finitely generated acylindrically hyperbolic groups \( G_i \). Then \( G \) has an ambiguity function that is bounded above by a polynomial of degree \( n \).

As an application we will study relative growth rates in right-angled Artin groups, which are known to decompose as direct products of acylindrically hyperbolic groups and infinite cyclic groups.

**Theorem 1.5.** Let \( A^\Gamma \) be a right-angled Artin group and let \( H \leq A^\Gamma \) be a finitely generated subgroup. Then the relative growth rate of \( H \) exists with respect to every finite generating set of \( A^\Gamma \).

The paper is organized as follows. In Section 2 we will introduce the (relative) ambiguity function of a subgroup of a finitely generated group and we will see how this function relates to the existence of relative growth rates. In Section 3 we recall some basic concepts about \( \delta \)-hyperbolic spaces and prove some auxiliary results. The necessary terminology and some well-known results about acylindrically hyperbolic groups will be introduced in Section 4. In Section 5 we will study relative ambiguity functions in acylindrically hyperbolic groups and we will prove Theorem 1.2. From this we will derive a positive answer to Question 1.1. In Section 6 we will extend the study of relative ambiguity functions to products of acylindrically hyperbolic groups. We will prove Theorem 1.4 which will allow us to show that an analogue of Theorem 1.2 holds for products of acylindrically hyperbolic groups. As an application, we will be able to study relative growth rates in right-angled Artin groups and to prove Theorem 1.5 in Section 7.

### 2. Weak Supermultiplicativity

The aim of this section is to formulate sufficient conditions for the relative growth rate to exist. In order to do so, we will introduce the relative ambiguity function and combine it with the well-known distortion function.

**Definition 2.1.** A function \( f : \mathbb{N} \rightarrow \mathbb{N} \) is called **sublinear** if \( \lim_{n \to \infty} \frac{f(n)}{n} = 0 \) and **subexponential** if \( \lim_{n \to \infty} \frac{f(n)}{a^n} = 0 \) for every \( a > 1 \).

**Definition 2.2.** Let \( G \) be a finitely generated group with a finite generating set \( X \). Let \( H \) be a finitely generated subgroup of \( G \) with a finite generating set \( Y \). The **distortion function of \( H \) in \( G \) with respect to \( X \) and \( Y \)** is defined by

\[
\Delta^G_H : \mathbb{N} \rightarrow \mathbb{N}, \quad n \mapsto \max\{|h|_Y : h \in H, |h|_X \leq n\}.
\]

We will be especially interested in the cases where \( \Delta^G_H \) is bounded above by a linear, polynomial or subexponential function. Note that these properties do not depend on the choices of the finite generating sets of \( H \) and \( G \).
Suppose now that $H$ is an arbitrary (not necessarily finitely generated) subgroup of a finitely generated group $G$ and let $X$ be a finite generating set of $G$. The following maps, indexed by $m, n \in \mathbb{N}$, are given by restricting the group multiplication in $H$ to relative balls of radius $m$ and $n$:

$$
\mu_{m,n} : B^X_H(m) \times B^X_H(n) \to B^X_H(m + n), \quad (h, k) \mapsto hk.
$$

The main difficulty in showing that the relative growth rate of $H$ exists with respect to $X$ is that $\mu_{m,n}$ may fail to be surjective. In this case we lose the submultiplicative property

$$
\beta^X_H(m + n) \leq \beta^X_H(m) \beta^X_H(n),
$$

which was used in [Mi68] to prove that $\lim_{n \to \infty} \sqrt[n]{\beta^X_H(n)}$ exists in the case where $H = G$. Our goal in the following will be to replace the submultiplicativity by a weak form of submultiplicativity. More precisely, we want to establish inequalities of the form

$$
\beta^X_H(m) \beta^X_H(n) \leq \varepsilon(n) \beta^X_H(m + n + c)
$$

for some constant $c$ and some subexponential function $\varepsilon : \mathbb{N} \to \mathbb{N}$ that does not depend on the radius $m$. A naive approach to obtain such an inequality is given by setting $c = 0$ and to define

$$
\varepsilon(n) := \sup_{m \in \mathbb{N}} \max_{g \in B^X_H(m + n)} |\mu_m^{-1}(g)|
$$

as the maximal cardinality of the fibers $\mu_m^{-1}(g)$. Note that $\varepsilon$ is well-defined since $|\mu_m^{-1}(g)| \leq \beta^X_H(n)$ for every $n \in \mathbb{N}$. However, if $G$ is any finitely generated group of exponential growth with a finite generating set $X$ and $H = G$, we see that

$$
|\mu_m^{-1}(1)| = |\{(g, g^{-1}) \in B^X_G(n) \times B^X_G(n) : g \in B^X_G(n)\}| = \beta^X_G(n)
$$

growth exponentially with respect to $n$. In [Ols17] Theorem 1.5) Olshanski was able to overcome this problem in the case where $G = F(X)$ is a free group with basis $X$ and $H$ is a subgroup of $F(X)$. In order to reduce the number of elements in the fibers $\mu_m^{-1}(g)$, he modified the maps $\mu_{m,n}$ by inserting an appropriate element $x_{h,k} \in H$ between every pair of elements $h, k \in H$ before multiplying them. The following definition is an attempt to capture this idea.

**Definition 2.3.** Let $G$ be a finitely generated group with a finite generating set $X$. Let $H \leq G$ be an arbitrary subgroup. A function $\Phi : H \times H \to H$ is a concatenation map of $H$ in $G$ if there is a constant $\varepsilon \in \mathbb{N}$ such that

$$
\Phi(h, k) = hx_{h,k}k \text{ with } x_{h,k} \in B^X_H(\varepsilon) \text{ for all } h, k \in H.
$$

We will refer to $B^X_H(\varepsilon)$ as a set of connecting pieces for $\Phi$. For all $m, n \in \mathbb{N}$ let $\Phi_{m,n}$ denote the restriction of $\Phi$ to $B^X_H(m) \times B^X_H(n)$. A function $f : \mathbb{N} \to \mathbb{N}$ is a relative ambiguity function for $\Phi$ if

$$
|\Phi_{m,n}^{-1}(g)| \leq f(n) \text{ for all } m, n \in \mathbb{N} \text{ and } g \in H.
$$

In this case we also say that $f$ is a relative ambiguity function of $H$ in $G$. If $H = G$ we just say that $f$ is an ambiguity function of $G$.

The first thing to observe is that, up to precomposing with a linear function, the relative ambiguity function does not depend on the choice of the finite generating set of $G$.

**Lemma 2.4.** Let $G$ be a finitely generated group and let $H$ be a subgroup of $G$. Let $X$ and $Y$ be finite generating sets of $G$. Then there is a constant $c > 0$ such that for every relative ambiguity function $f$ of $H$ in $G$ with respect to $X$ the function $n \mapsto f(cn)$ is a relative ambiguity function of $H$ in $G$ with respect to $Y$. 
Proof. Suppose that \( f \) corresponds to a concatenation map \( \Phi: H \times H \to H \) with \( B_H^X(c) \) as a set of connecting pieces. By setting \( c := \max_{g \in Y} |g|_X \), we obtain the inclusions
\[
\iota_{m,n} : B_H^Y(m) \times B_H^Y(n) \subseteq B_H^X(cm) \times B_H^X(cn) \quad \text{for all } m, n \in \mathbb{N}.
\]
Note that the restriction of \( \Phi \) to \( B_H^Y(m) \times B_H^Y(n) \) can be written as \( \Phi'_{m,n} := \Phi_{cm,cn} \circ \iota_{m,n} \) and that the definition of \( f \) gives us
\[
|\Phi_{m,n}^{-1}(w)| = |\iota_{m,n}^{-1}(\Phi_{cm,cn}^{-1}(w))| \leq |\Phi_{cm,cn}^{-1}(w)| \leq f(cn)
\]
for every \( w \in H \). Thus we see that \( n \mapsto f(cn) \) defines a relative ambiguity function of \( H \) in \( G \) with respect to \( Y \).

Note that Lemma 2.4 implies in particular that the properties of \( H \) to have a relative ambiguity function in \( G \) that is bounded below (resp. above) by a linear, polynomial, or subexponential function does not depend on the choice of the finite generating set of \( G \).

The following example is a special case of the construction in the proof of [Ols17, Theorem 1.5].

Example 2.5. We consider a finitely generated non abelian free group \( F = F(X) \) with basis \( X \). Note that for each pair of reduced words \( (u, v) \in F \times F \) there is a letter \( x_{u,v} \in X \cup X^{-1} \) such that \( u x_{u,v} v \) is reduced. This gives us a concatenation map
\[
\Phi : F \times F \to F, \quad (u, v) \mapsto u x_{u,v} v
\]
with \( B_X^F(1) \) as a set of connecting pieces. In order to define an ambiguity function for \( F \), we need to estimate the cardinality of each fiber \( \Phi_{m,n}^{-1}(w) \subset B_X^F(m) \times B_X^F(n) \) where \( w \in F \). Thus let \( (u, v) \in B_X^F(m) \times B_X^F(n) \) be a pair of (reduced) elements such that \( u x_{u,v} v = w \). Since \( u x_{u,v} v \) is reduced, it follows that \( u \) and \( v \) are completely determined by their length and we obtain \( |\Phi_{m,n}^{-1}(w)| \leq \min(m, n) \). In particular we see that the identity id : \( \mathbb{N} \to \mathbb{N} \) is an ambiguity function of \( F \).

In Section 5 we will see that the existence of a linear ambiguity function is a typical consequence in the presence of negative curvature.

Example 2.6. Consider the free abelian group \( \mathbb{Z}^2 \) of rank 2 and its standard generating set \( X = \{ (1, 0), (0, 1) \} \). We claim that \( \mathbb{Z}^2 \) does not possess a linearly bounded ambiguity function. To see this let
\[
\Phi : \mathbb{Z}^2 \times \mathbb{Z}^2 \to \mathbb{Z}^2, \quad (u, v) \mapsto u + g_{u,v} + v
\]
be a concatenation map with \( B_{\mathbb{Z}^2}^X(\varepsilon) \) as a set of connecting pieces for some \( \varepsilon \in \mathbb{N} \). Note that we have
\[
\Phi(u, -u) = u + g_{u, -u} - u = g_{u, -u} \in B_{\mathbb{Z}^2}^X(\varepsilon) \quad \text{for every } u \in \mathbb{Z}^2.
\]
In particular we see that for every \( n \in \mathbb{N} \) there is an element \( w \in B_{\mathbb{Z}^2}^X(\varepsilon) \) such that the number of elements in the fiber of \( w \) with respect to \( \Phi_{n,n} \) satisfies
\[
|\Phi_{n,n}^{-1}(w)| \geq \frac{\beta_{X}^n(n)}{\beta_{\mathbb{Z}^2}^X(\varepsilon)} \geq \frac{n^2}{\beta_{\mathbb{Z}^2}^X(\varepsilon)}.
\]
Hence every ambiguity function of \( \mathbb{Z}^2 \) grows quadratically.

Lemma 2.7. Let \( G \) be a finitely generated group with a finite generating set \( X \) and let \( H \leq G \) be a finitely generated, subexponentially distorted subgroup. If \( H \) possesses an ambiguity function that is bounded above by a polynomial, then there is a subexponential function \( \delta : \mathbb{N} \to \mathbb{N} \) and a constant \( \varepsilon \in \mathbb{N} \) such that
\[
\beta_{H}^X(m) \beta_{H}^X(n) \leq \delta(n) \cdot \beta_{H}^X(m + n + \varepsilon) \quad \text{for all } m, n \in \mathbb{N}.
\]
Proof. Let $Y$ be a finite generating set of $H$ and let $f$ be a subexponential function bounding the distortion of $H$ in $G$ with respect to $X$ and $Y$. This gives us a well defined inclusions

$$i_{m,n}: B_{H}^{X}(m) \times B_{H}^{Y}(n) \to B_{H}^{Y}(f(m)) \times B_{H}^{Y}(f(n)).$$

Without loss of generality we may assume that $Y$ is a subset of $X$. Let $P$ be a polynomially bounded ambiguity function of $H$ with respect to $Y$, some concatenation map $\Phi$, and a set $B_{H}^{Y}(\varepsilon)$ of connecting pieces. Note that $\Phi$ can be restricted to the maps

$$\Phi_{f(m),f(n)}: B_{H}^{Y}(f(m)) \times B_{H}^{Y}(f(n)) \to B_{H}^{Y}(f(m) + f(n) + \varepsilon), \ (h,k) \mapsto hx_{h,k}$$

for all $m,n \in \mathbb{N}$, where $x_{h,k} \in B_{H}^{Y}(\varepsilon)$ and $|\Phi^{-1}_{f(m),f(n)}(z)| \leq P(f(n))$ for every $z \in B_{H}^{Y}(f(m) + f(n) + \varepsilon)$. By precomposing these restrictions with $i_{m,n}$, we obtain maps

$$B_{H}^{X}(m) \times B_{H}^{X}(n) \to B_{H}^{Y}(f(m) + f(n) + \varepsilon)$$

for all $m,n \in \mathbb{N}$ whose fibers are bounded by $P(f(n))$. In particular we get

$$\beta_{H}^{X}(m)\beta_{H}^{X}(n) \leq P(f(n)) \cdot \beta_{H}^{Y}(m + n + \varepsilon)$$

for all $m,n \in \mathbb{N}$. Since $Y \subseteq X$ implies $\beta_{H}^{Y}(n) \leq \beta_{H}^{X}(n)$ for every $n \in \mathbb{N}$, the lemma follows from the easy observation that $\delta := P \circ f$ is a subexponential function.

In the case where $H$ is undistorted in $G$, i.e. where $\Delta_{H}^{G}$ is bounded above by a linear function, we get the following analogue of Lemma 2.7.

Lemma 2.8. Let $G$ be a finitely generated group and let $H \leq G$ be a finitely generated, undistorted subgroup of $G$. If $H$ possesses a subexponential ambiguity function, then there is a subexponential function $\delta: \mathbb{N} \to \mathbb{N}$ and a constant $\varepsilon \geq 0$ such that

$$\beta_{H}^{X}(m)\beta_{H}^{X}(n) \leq \delta(n) \cdot \beta_{H}^{X}(m + n + \varepsilon)$$

for all $m,n \in \mathbb{N}$.

Proof. The proof is essentially the same as the proof of Lemma 2.7. One only has to replace the fact that the composition $P \circ f$ of a polynomial $P$ and a subexponential function $f$ is subexponential by the fact that $f \circ L$ is subexponential if $L$ is a linear function.

The following lemma provides us with an alternative definition of a subexponential function, which will be easier to apply for our purposes.

Lemma 2.9. A function $f: \mathbb{N} \to \mathbb{N}$ is subexponential if and only if $\lim_{n \to \infty} f(n)^{1/n} = 1$.

Proof. First we assume that $f$ is subexponential. Then for every $a > 1$ and every $\varepsilon > 0$ we have $\frac{f(n)}{a} \leq \varepsilon$ for almost every $n \in \mathbb{N}$. By choosing $\varepsilon \leq 1$, we obtain $f(n)^{1/n} \leq a$ for almost every $n \in \mathbb{N}$. Since we can choose $a > 1$ arbitrarily close to 1, we get $\lim_{n \to \infty} f(n)^{1/n} = 1$. Suppose now that $\lim_{n \to \infty} f(n)^{1/n} = 1$. Thus, for every $\varepsilon > 0$ we have $f(n) \leq (1 + \varepsilon)^n$ for almost every $n \in \mathbb{N}$. Let $\delta > 0$ and let $a := 1 + \delta$. By setting $\varepsilon = \frac{\delta}{n}$, we obtain

$$\limsup_{n \to \infty} \frac{f(n)}{a^n} \leq \limsup_{n \to \infty} \frac{(1 + \varepsilon)^n}{a^n} = \limsup_{n \to \infty} \left(1 + \frac{\delta}{n}\right)^n = 0$$

and therefore $\lim_{n \to \infty} \frac{f(n)}{a^n} = 0$.
Proposition 2.10. Let $B, C > 0$ be two real numbers, $\delta: \mathbb{N} \to \mathbb{N}$ a subexponential function, and $l: \mathbb{N} \to \mathbb{N}$ a sublinear function. If $f: \mathbb{N} \to \mathbb{N}$ is a monotonically increasing function with the properties

1) $f(m)f(n) \leq \delta(n)f(m + n + l(n))$ for all $n \geq C$ and all $m \in \mathbb{N}$ and

2) $1 \leq f(n) \leq B^n$ for all $n \in \mathbb{N}$,

then the limit $\lim_{n \to \infty} f(n)^{\frac{1}{n}}$ exists.

Proof. First we observe that $\limsup_{n \to \infty} f(n)^{\frac{1}{n}}$ exists due to property 2). Without loss of generality we may assume that $a := \limsup_{n \to \infty} f(n)^{\frac{1}{n}} > 1$. Indeed, since $f(n) \geq 1$ for every $n \in \mathbb{N}$, we would otherwise obtain

$$1 \leq \liminf_{n \to \infty} f(n)^{\frac{1}{n}} \leq \limsup_{n \to \infty} f(n)^{\frac{1}{n}} \leq 1$$

in which case $\limsup_{n \to \infty} f(n)^{\frac{1}{n}}$ clearly exists. Let $\varepsilon \in (0, a - 1)$ and let $a_n := f(n)^{\frac{1}{n}}$.

By Lemma 2.10 we have $\lim_{n \to \infty} \delta(n)^{\frac{1}{n}} = 1$ and therefore $\lim_{n \to \infty} \delta(n)^{\frac{1}{n}} = 1$. Since $l$ is sublinear, we further have $\lim_{n \to \infty} \frac{n + l(n)}{n} = 1$. Thus, there is a natural number $N \geq C$ such that

$$|a_N \delta(N)^{\frac{1}{n}} - a| < \frac{\varepsilon}{3} \quad \text{and} \quad \left(a - \frac{2\varepsilon}{3}\right)^{\frac{N + l(N)}{N}} < a - \frac{\varepsilon}{3}.$$

In the following, a natural number $n$ will be written as $n = q(N + l(N)) + r$ with $r < N + l(N)$ and $q \in \mathbb{N}$. Since $f$ is monotonically increasing and

$$\left(a - \frac{2\varepsilon}{3}\right)^{n - N - l(N)} > (a - \varepsilon)^n$$

holds for almost every $n \in \mathbb{N}$, an iterative application of property 1) gives us

$$f(n) \geq f(q(N + l(N))) \geq \delta(N)^{-1} f(N) f((q - 1)(N + l(N))) \geq \ldots \geq \delta(N)^{-q + 1} f(N)^{q - 1} f(N + l(N)) \geq \delta(N)^{-q} f(N)^q.$$

Since $a_n = f(n)^{\frac{1}{n}}$ by definition, we therefore obtain

$$f(n) \geq \delta(N)^{-q} f(N)^q = (\delta(N)^{\frac{1}{n}} a_N)^{Nq}.$$

By combining the above inequalities, we get

$$f(n) \geq \left(a_N \delta(N)^{\frac{1}{n}}\right)^{Nq} \geq \left(a - \frac{\varepsilon}{3}\right)^{Nq} \geq \left(a - \frac{2\varepsilon}{3}\right)^{(N + l(N))q} \geq \left(a - \frac{2\varepsilon}{3}\right)^{n - r} \geq \left(a - \frac{2\varepsilon}{3}\right)^{n - N - l(N)} > (a - \varepsilon)^n.$$

Thus we see that $a_n > a - \varepsilon$ for almost every $n \in \mathbb{N}$ and the claim follows since $\varepsilon$ was chosen arbitrarily small.

An application of Proposition 2.10 in the situation of Lemma 2.7 equips us with the following existence criterion for the relative growth rate.

Corollary 2.11. Let $G$ be a finitely generated group and let $H$ be a finitely generated, subexponentially distorted subgroup of $G$. If $H$ possesses a polynomially bounded ambiguity function, then the relative growth rate of $H$ exists with respect to every finite generating set of $G$. 

It would be interesting to know whether there is a finitely generated group $G$ and an undistorted subgroup $H$ of $G$ such that the relative growth rate of $H$ in $G$ does not exist with respect to some finite generating set of $G$. The following result, which is a direct application of Proposition 2.10 in the situation of Lemma 2.8, gives an obstruction to this case.

**Corollary 2.12.** Let $G$ be a finitely generated group and let $H$ be a finitely generated undistorted subgroup of $G$. If $H$ possesses a subexponential ambiguity function, then the relative growth rate of $H$ in $G$ exists with respect to every finite generating set of $G$.

We end this section with the following observation, which was our original motivation for introducing the relative ambiguity function.

**Corollary 2.13.** Let $G$ be a finitely generated group and let $H \leq G$ be an arbitrary subgroup. If $H$ possesses a subexponential relative ambiguity function in $G$, then the relative growth rate of $H$ exists with respect to every finite generating set of $G$.

**Proof.** Let $\delta$ be a subexponential relative ambiguity function of $H$ in $G$ with respect to some finite generating set $X$ of $G$. Recall that this means that there is a constant $\varepsilon \in \mathbb{N}$ and a concatenation map $\Phi: H \times H \to H$, $(h,k) \mapsto h x_{h,k}$ with $|x_{h,k}|_X \leq \varepsilon$ for all $h,k \in H$ such that

$$|B^X_H(m) \times B^X_H(n) \cap \Phi^{-1}(g)| \leq \delta(n)$$

for all $m,n \in \mathbb{N}$ and every $g \in H$. Since $\Phi$ restricts to a map

$$B^X_H(m) \times B^X_H(n) \to B^X_H(m + n + \varepsilon),$$

it follows from Dirichlet’s box principle that

$$\beta^X_H(m) \beta^X_H(n) \leq \delta(n) \cdot \beta^X_H(m + n + \varepsilon) \quad \text{for all } m,n \in \mathbb{N}.$$ 

Thus the claim follows by applying Proposition 2.10 on $\beta^X_H$. \hfill \Box

### 3. Hyperbolic spaces

In this section we recall and introduce some properties of hyperbolic metric spaces. We start by defining the Gromov product, which can be thought of as the length of a maximal common initial subpath of two geodesics emanating from the same point.

**Definition 3.1.** Let $(\Omega,d)$ be a metric space and let $o,x,y \in \Omega$ be arbitrary points. The **Gromov product** of $x$ and $y$ at $o$ is defined by

$$(x,y)_o = \frac{1}{2}(d(x,o) + d(y,o) - d(x,y)).$$

**Definition 3.2** (Gromov). A metric space $(\Omega,d)$ is called $\delta$-**hyperbolic** for some constant $\delta \geq 0$ if all points $o,x,y,z \in \Omega$ satisfy

$$(4) \quad (x,y)_o \geq \min((x,z)_o,(z,y)_o) - \delta.$$ 

In the following we will refer to $[4]$ as the **Gromov condition**.

Note that the metric space $(\Omega,d)$ in Definition 3.2 is not required to be path-connected. Nevertheless it will be often useful to require that hyperbolic spaces are geodesic. Recall that a metric space $(\Omega,d)$ is called **geodesic** if for every two points $x,y \in \Omega$ there is an interval $[a,b] \subset \mathbb{R}$ and an isometric embedding $\gamma: [a,b] \to \Omega$ with $\gamma(a) = x$ and $\gamma(b) = y$.

**Definition 3.3.** A geodesic metric space $(\Omega,d)$ is called **hyperbolic** if it is $\delta$-hyperbolic for some $\delta \geq 0$. 

Definition 3.4. Let \((\Omega, d)\) be a metric space and let \(I \subset \mathbb{R}\) be an (not necessarily bounded) interval. Let \(\lambda \geq 1\) and \(\varepsilon \geq 0\) be some constants. A map \(\gamma : I \to \Omega\) is a \((\lambda, \varepsilon)\)-quasigeodesic if
\[
\frac{1}{\lambda} |t' - t| - \varepsilon \leq d(\gamma(t'), \gamma(t)) \leq \lambda |t' - t| + \varepsilon
\]
for every \(t', t \in I\). We say that \(\gamma\) is a quasigeodesic if it is a \((\lambda, \varepsilon)\)-quasigeodesic for some \(\lambda \geq 1\) and \(\varepsilon \geq 0\). We can replace \(I\) by \(I \cap \mathbb{Z}\) to get a discrete version of a \((\lambda, \varepsilon)\)-quasigeodesic.

Note that a geodesic is a \((1, 0)\)-quasigeodesic. Although geodesics in \(\delta\)-hyperbolic spaces are generally not determined by their endpoints, we will denote a geodesic connecting two points \(x, y\) of a hyperbolic space \((\Omega, d)\) by \([x, y]\). This should not lead to confusions since, as we will see below, geodesics sharing the same endpoints stay close together. Further it will be convenient to identify \([x, y]\) with its image in \((\Omega, d)\), which we will refer to as a geodesic segment.

Definition 3.5. Let \((\Omega, d)\) be a metric space. For any subset \(X \subset \Omega\) and any number \(\varepsilon \geq 0\) we denote by \(X_{\varepsilon}\) the closed \(\varepsilon\)-neighbourhood of \(X\) in \(\Omega\). Given two subsets \(A, B \subset \Omega\), the Hausdorff distance between them is defined by
\[
\text{Hd}(A, B) := \inf \{ \varepsilon \in \mathbb{R}_{\geq 0} \mid A \subset B_{\varepsilon}, \ B \subset A_{\varepsilon} \}.
\]

Theorem 3.6 ([BH99, Theorem III.H.1.7]). For all \(\delta > 0\), \(\lambda \geq 1\), and \(\varepsilon \geq 0\) there is a constant \(K = K(\delta, \lambda, \varepsilon)\) with the following property: Let \((\Omega, d)\) be a \(\delta\)-hyperbolic space, let \(\gamma\) be a \((\lambda, \varepsilon)\)-quasigeodesic in \(\Omega\), and let \([x, y]\) be a geodesic segment connecting the endpoints of \(\gamma\). Then the Hausdorff distance \(\text{Hd}([x, y], \text{im}(\gamma))\) between every geodesic segment \([x, y]\) and the image \(\text{im}(\gamma)\) of \(\gamma\) is bounded by \(K\).

The following lemma tells us that two geodesics emanating from the same point are running parallel to each other if their endpoints are close to each other.

Lemma 3.7 ([BH99, Lemma III.H.1.15]). Let \((\Omega, d)\) be a \(\delta\)-hyperbolic space and let \(\gamma, \gamma'\) be two geodesics in \(\Omega\) emanating from the same point. If \(d(\gamma(t_0), \text{im}(\gamma')) \leq \varepsilon\) for some \(\varepsilon \geq 0\) and some \(t_0 \geq 0\), then \(d(\gamma(t), \gamma'(t)) \leq 2\delta\) for every \(t \leq t_0 - \varepsilon - \delta\).

The next definition is attributed to Rips. It provides us with another important characterization of hyperbolic spaces (see e.g. [BH99, Proposition III.H.1.22]).

Definition 3.8 (Rips). A geodesic metric space \((\Omega, d)\) is called hyperbolic if there is a constant \(\delta \geq 0\) such that for every geodesic triangle in \((\Omega, d)\) each of its segments lies in the \(\delta\)-neighbourhood of the other two segments. In other words if
\[(x, y) \subset [x, z]_{\delta} \cup [z, y]_{\delta}\]
and every choice of geodesic segments connecting these points. In the following we will refer to \(5\) as the Rips condition.

The constant \(\delta\) in the Rips condition is not necessarily equal to the constant \(\delta\) in the Gromov condition. In the following we will always assume that \(\delta\) is large enough so satisfy both conditions. To simplify some arguments we will further assume that \(\delta\) is a positive integer.

Definition 3.9. Let \((\Omega, d)\) be a \(\delta\)-hyperbolic space and let \(x, y, z \in \Omega\). For any \(\varepsilon \geq 0\) let \(C(x, y, z; \varepsilon)\) denote the set of points \(p \in \Omega\) such that
\[
p \in [x, y]_\varepsilon \cap [y, z]_\varepsilon \cap [z, x]_\varepsilon,
\]
for every choice of geodesic segments \([x, y]\), \([y, z]\) and \([z, x]\). In the following we will refer to \(C(x, y, z; \varepsilon)\) as the \(\varepsilon\)-center of \(x, y, z\).

The following lemma summarizes some properties of \(\varepsilon\)-centers.
Lemma 3.10. Let $(\Omega, d)$ be a $\delta$-hyperbolic space, let $x, y, z \in \Omega$, and let $\varepsilon \geq 0$.

1) The set $C(x, y, z; 3\delta)$ is non empty.

2) For every $p \in C(x, y, z; \varepsilon)$ we have

$$(x, y)_z - \varepsilon \leq d(z, p) \leq (x, y)_z + 2\varepsilon.$$ (6)

3) The diameter of $C(x, y, z; \varepsilon)$ is bounded from above by $7\varepsilon$.

4) For every choice of geodesic $[z, x]$ there is a point $r \in [z, x]$ with

$$(x, y)_z - 2\varepsilon \leq d(z, r) \leq (x, y)_z + 3\varepsilon$$

that satisfies

$$d(r, p) \leq 6\varepsilon$$

for every $p \in C(x, y, z; \varepsilon)$.

In particular we have $r \in C(x, y, z; 7\varepsilon)$.

Proof. Let $[x, y], [y, z], [x, z]$ be some choice of geodesic segments and let $t$ be maximal with $[x, y](t) \in [x, z]$. Then by the Rips condition we have $[x, y](t) \in [y, z]$ and therefore $[x, y](t) \in [x, z]$ and $[y, z] \cap [x, z]$. Now the first claim follows by applying Lemma 3.7 to the segments $[x, y], [y, z]$ and $[x, z]$.

To see the second claim we observe that the triangle inequality gives us

$$(x, y)_z = \frac{1}{2}(d(x, z) + d(y, z) - d(x, y))$$

$$\leq \frac{1}{2}(d(x, p) + d(p, z) + d(y, p) + d(p, z) - d(x, p) - d(y, p) + 2\varepsilon)$$

$$= d(p, z) + \varepsilon.$$ (7)

On the other hand the same argument gives us

$$d(p, z) = \frac{1}{2}(d(x, p) + d(p, z) + d(y, p) + d(p, z) - d(x, p) - d(y, p))$$

$$\leq \frac{1}{2}(d(x, z) + 2\varepsilon + d(y, z) + 2\varepsilon - d(x, y))$$

$$= (x, y)_z + 2\varepsilon.$$ (8)

For the third claim suppose that $p_1, p_2 \in C(x, y, z; \varepsilon)$. By the second claim we have

$$(x, y)_z - \varepsilon \leq d(z, p_i) \leq (x, y)_z + 2\varepsilon$$

for $i = 1, 2$ and therefore $|d(z, p_1) - d(z, p_2)| \leq 3\varepsilon$. Let $q_1, q_2 \in [z, x]$ be such that $d(p_1, q_1) \leq \varepsilon$ and $(p_2, q_2) \leq \varepsilon$. By the triangle inequality we have

$$(x, y)_z - 2\varepsilon \leq d(z, p_i) - \varepsilon$$

$$\leq d(z, p_i) - d(p_i, q_i)$$

$$\leq d(z, q_i) \leq d(z, p_i) + d(p_i, q_i) \leq (x, y)_z + 3\varepsilon$$

for $i = 1, 2$. In particular we have

$$(x, y)_z - 2\varepsilon \leq d(z, q_i) \leq (x, y)_z + 3\varepsilon$$

for $i = 1, 2$ and therefore $|d(z, q_1) - d(z, q_2)| \leq 5\varepsilon$. Since $q_1, q_2$ lie on the same geodesic $[x, z]$, we have $d(q_1, q_2) \leq 5\varepsilon$. Now the claim follows from

$$d(p_1, p_2) \leq d(p_1, q_1) + d(q_1, q_2) + d(q_2, p_2) \leq \varepsilon + 5\varepsilon + \varepsilon = 7\varepsilon.$$ (9)

Since $p_1$ and $p_2$ where chosen arbitrarily, the last claim follows from the observation that $q_1$ and $q_2$ satisfy the condition for $r$. \hfill \Box

Lemma 3.11. Let $(\Omega, d)$ be a $\delta$-hyperbolic space and let $w, x, y, z \in \Omega$ be such that

$$d(x, y) \geq (w, y)_z + (x, z)_y + 41\delta.$$ (10)

Then every geodesic $[w, z]$ passes through the $((w, y)_z + 31\delta)$-neighbourhood of $x$. 

Proof. By the first claim of Lemma 3.10 we can choose points

\[ p_1 \in C(w, x, y; 3\delta) \quad \text{and} \quad p_2 \in C(x, y, z; 3\delta). \]

Therefore the triangle inequality gives us

\[ d(x, p_i) + d(p_i, y) - 6\delta \leq d(x, y) \leq d(x, p_i) + d(p_i, y) \quad \text{for } i = 1, 2. \]

On the other hand the second claim of Lemma 3.10 says that

\[ (w, y)_x - 3\delta \leq d(x, p_1) \leq (w, y)_x + 6\delta \]

and

\[ (x, z)_y - 3\delta \leq d(y, p_2) \leq (x, z)_y + 6\delta. \]

Thus from our assumption on \( d(x, y) \) we obtain

\[
\begin{align*}
&d(x, p_i) + d(p_i, y) \geq d(x, y) \\
\geq & (w, y)_x + (x, z)_y + 41\delta \\
= & d(x, p_1) + d(y, p_2) + 29\delta
\end{align*}
\]

for \( i = 1, 2 \). For \( i = 1 \), respectively \( i = 2 \), we deduce that

\[ d(p_1, y) \geq d(y, p_2) + 29\delta \quad \text{and} \quad d(x, p_2) \geq d(x, p_1) + 29\delta. \]

By summing up these inequalities, it follows that

\[ d(p_1, y) + d(x, p_2) \geq d(y, p_2) + d(x, p_1) + 58\delta. \quad \text{(7)} \]

Recall that by the definition of \( C(w, x, y; 3\delta) \) we have \( p_1 \in [w, x]_{3\delta} \cap [w, y]_{3\delta} \). On the other hand the Rips condition gives us

\[ [w, x] \subset [w, z]_{\delta} \cup [z, x]_{\delta} \quad \text{and} \quad [w, y] \subset [w, z]_{\delta} \cup [z, y]_{\delta}, \]

so that

\[ p_1 \in ([w, z]_{4\delta} \cup [z, x]_{4\delta}) \cap ([w, z]_{4\delta} \cup [z, y]_{4\delta}). \]

Suppose that \( p \notin [w, z]_{4\delta} \). Then \( p_1 \in [z, x]_{4\delta} \cap [z, y]_{4\delta} \) and therefore \( p_1 \in C(x, y, z; 4\delta) \). The third claim of Lemma 3.10 therefore implies that \( d(p_1, p_2) \leq 28\delta \). Together with (7) this shows that the assumption \( p \notin [w, z]_{4\delta} \) leads to a contradiction:

\[
\begin{align*}
&d(p_1, y) + d(x, p_1) + 28\delta \geq d(p_1, y) + d(x, p_2) \\
\geq & d(y, p_2) + d(x, p_1) + 58\delta \geq d(y, p_1) + d(x, p_1) + 58\delta - 28\delta \\
= & d(y, p_1) + d(x, p_1) + 30\delta.
\end{align*}
\]

Thus we have \( p_1 \in [w, z]_{4\delta} \). On the other hand the last claim of Lemma 3.10 tells us that there is a point \( r \in [x, w] \) with

\[ (w, x)_r - 6\delta \leq d(r, p_1) \leq (w, x)_r + 9\delta \quad \text{for } i = 1, 2 \]

that satisfies \( d(r, p_1) \leq 18\delta \). Together this implies that \([w, z]\) passes through the \(((w, x)_r + (4 + 18 + 9)\delta)\)-neighbourhood of \( x \). \( \square \)
4. ACYCLINDRICALLY HYPERBOLIC GROUPS

The groups we are mainly interested in are acylindrically hyperbolic groups and products of them. These groups are known to contain many important and diverse classes of groups such as mapping class groups $\text{MCG}(\Sigma_g)$ of compact orientable surfaces $\Sigma_g$ of genus $g \geq 1$ (see [Bow08] together with [MM99]), outer automorphism groups $\text{Out}(F_r)$ of free groups of rank $r \geq 2$ (see [BF10] together with [Osi16]), and finitely presented groups of deficiency at least 2 (see [Osi15]). Yet acylindrically hyperbolic groups are still accessible for many methods from the theory of hyperbolic groups. In this section we collect some results on acylindrically hyperbolic groups. All the details can be found in [Osi16].

**Definition 4.1.** Let $G$ be a group that acts on a metric space $(\Omega, d)$. The action is called acylindrical if for every $\varepsilon > 0$ there are constants $R, N > 0$ such that for every two points $x, y \in \Omega$ with $d(x, y) \geq R$, there are at most $N$ elements $g \in G$ such that $d(x, gx) \leq \varepsilon$ and $d(y, gy) \leq \varepsilon$.

**Definition 4.2.** Let $G$ be a group that acts on a hyperbolic space $(\Omega, d)$. An element $g \in G$ is called

- **elliptic**, if the set $\{g^n x \mid n \in \mathbb{Z}\}$ is bounded for some (equivalently, any) $x \in \Omega$.
- **loxodromic**, if the map $\mathbb{Z} \to \Omega$, $n \mapsto g^n x$ is a quasigeodesic for some (equivalently, any) $x \in \Omega$.

Recall that two loxodromic elements are called independent if their fixed point sets in the Gromov boundary $\partial \Omega$ of $\Omega$ are disjoint. In [Osi16, Theorem 1.1] Osin classified acylindrical actions on hyperbolic spaces as follows:

**Theorem 4.3.** Let $G$ be a group that acts acylindrically on a hyperbolic space $(\Omega, d)$. Then exactly one of the following statements is true:

1) $G$ has bounded orbits.
2) $G$ is virtually cyclic and contains a loxodromic element.
3) $G$ contains infinitely many independent loxodromic elements.

The first two cases in Theorem 4.3 are referred to as *elementary actions* and are excluded from providing examples of acylindrically hyperbolic groups.

**Definition 4.4.** A group $G$ is called acylindrically hyperbolic if $G$ admits a non-elementary acylindrical action on a hyperbolic space.

The following theorem allows us to switch from acylindrical actions on general hyperbolic spaces to acylindrical actions on hyperbolic Cayley graphs. This will be crucial for us since general hyperbolic spaces are not symmetric enough for our purposes.

**Theorem 4.5** ([Osi16, Theorem 1.4]). Let $G$ be a group and let $g \in G$ be an arbitrary element. The following conditions are equivalent.

1) There exists a (possibly infinite) generating set $X$ of $G$ such that the corresponding Cayley graph $\Gamma(G, X)$ is hyperbolic, the natural action of $G$ on $\Gamma(G, X)$ is acylindrical, and $g$ is loxodromic.
2) There exists an acylindrical action of $G$ on a hyperbolic space $(\Omega, d)$ such that $g$ is loxodromic.

Note that Theorem 4.5 has the remarkable consequence that an acylindrical action on a hyperbolic space can be replaced by a cocompact one. If the group...
G in Theorem 4.5 is finitely generated it is sometimes useful to assume that X contains a finite generating set of G. The following lemma implies in particular that we can add a finite generating set to X in Theorem 4.5 is finitely generated it is sometimes useful to assume that Y the following hold.

1) $\Gamma(G, X)$ is hyperbolic if and only if $\Gamma(G, Y)$ is hyperbolic.
2) $G$ acts acylindrically on $\Gamma(G, X)$ if and only if $G$ acts acylindrically on $\Gamma(G, Y)$.

In general it may happen that the element $g$ in Theorem 4.5 is loxodromic for some but not for every acylindrical action on a hyperbolic space. For our purposes it will be sufficient to know that an element is loxodromic for some action on a hyperbolic space.

Definition 4.7 (Osi16 Definition 6.4). Let $G$ be an arbitrary group. An element $g \in G$ is called generalized loxodromic if there is an acylindrical action of $G$ on a hyperbolic space $(\Omega, d)$ such that $g \in G$ is a loxodromic element for this action.

5. Existence of the growth rate

The aim of this section is to prove Theorem 1.2 from the introduction. As a consequence we will answer Question 1.2 affirmatively. We start with the following observation.

Lemma 5.1. Let $G$ be a group with a generating set $Y$ such that $\Gamma(G, Y)$ is $\delta$-hyperbolic and the canonical action of $G$ on $\Gamma(G, Y)$ is acylindrical and non-elementary. Then for every two independent loxodromic elements $g$ and $h$ there is a constant $A \geq 0$ such that for every $n \in \mathbb{N}$ and every pair of elements $(u, v) \in G \times G$ there is at least one element $x_{u, v} \in \{g^n, g^{-n}, h^n, h^{-n}\}$ that satisfies

$$ (u^{-1}, x_{u, v})_1 \leq A \text{ and } (v, x_{u, v}^{-1})_1 \leq A. $$

Proof. Since $g$ and $h$ are independent, there is a constant $C \geq 0$ such that the Gromov product $(x, y)_1$ of two distinct elements $x, y \in \{g^n, g^{-n}, h^n, h^{-n}\}$ with respect to the identity is bounded above by $C$. From the Gromov condition we therefore obtain

$$ C \geq (x, y)_1 \geq \min\{(x, w)_1, (w, y)_1\} - \delta $$

for every $w \in G$ and every $n \in \mathbb{N}$. Note that if $C < (g^n, w)_1 - \delta$ or $C < (g^{-n}, w)_1 - \delta$, then 5 implies that $C \geq (h^n, w)_1 - \delta$ and $C \geq (h^{-n}, w)_1 - \delta$. Hence we have

$$ C \geq \min\{(g^n, w)_1, (w, g^{-n})_1, (h^n, w)_1, (w, h^{-n})_1\} - \delta $$

for every $w \in G$ and every $n \in \mathbb{N}$. Let $u, v \in G$ be as in the lemma. Then, on the one hand, 6 provides us with an element $x \in \{g^n, g^{-n}, h^n, h^{-n}\}$ such that

$$ C \geq (x, u^{-1})_1 - \delta \text{ and } C \geq (x^{-1}, u^{-1})_1 - \delta $$

and on the other hand 6 tells us that $C \geq \min\{(x, v)_1, (x^{-1}, v)_1\} - \delta$. If $C \geq (x, v)_1 - \delta$, then the claim follows by setting $A := C + \delta$ and $x_{u, v} := x$. If $C \geq (x, v)_1 - \delta$ we can replace $x$ by $x^{-1}$ and proceed as before. \qed
Since the elements \( g, h \in G \) in Lemma 3.11 are loxodromic, every \( R \geq 0 \) gets exceeded by \(|g^n|_Y \) and \(|h^n|_Y \) for some appropriate \( n \in \mathbb{N} \). Suppose that \( G \) is also finitely generated with a finite generating set \( X \). Then we obtain the following corollary by setting \( \varepsilon := \max\{|g^n|_X,|h^n|_X\} \) and by choosing \( B^G_H(\varepsilon) \) to be a set of connecting pieces.

**Corollary 5.2.** Let \( G \) be a finitely generated group with a finite generating set \( X \) and let \( H \) be a subgroup of \( G \). Suppose that \( G \) has a generating set \( Y \) such that \( \Gamma(G,Y) \) is hyperbolic, the canonical action of \( G \) on \( \Gamma(G,Y) \) is acylindrical, and that \( H \) contains two independent loxodromic elements. Then there is a constant \( A \geq 0 \) such that for every \( R \geq 0 \) there is a concatenation map

\[
\Phi: H \times H \to H, \ (h,k) \mapsto hx_h,k \]

with the following properties. For all \( h,k \in H \) the connecting piece \( x_{h,k} \) has length \(|x_{h,k}|_Y \geq R \) and satisfies \((h^{-1}.x_{h,k}),(k.x_{h,k}^{-1})_1 \leq A \).

It will be useful to observe that the Gromov product is invariant under isometry.

**Remark 5.3.** Let \( G \) be a group that acts by isometries on a metric space \((\Omega,d)\). Then the Gromov product satisfies \((x.y)_z = (gx.gy)_z\) for every \( g \in G \) and all points \( x,y,z \in \Omega \).

**Proposition 5.4.** Let \( G \) be a finitely generated group with a finite generating set \( X \) and let \( H \) be a subgroup of \( G \). Suppose that \( G \) has a generating set \( Y \) such that \( \Gamma(G,Y) \) is hyperbolic, the canonical action of \( G \) on \( \Gamma(G,Y) \) is acylindrical, and that \( H \) contains two independent loxodromic elements. Then there is a constant \( C \geq 0 \) such that for every \( R \geq 0 \) there is a concatenation map

\[
\Phi: H \times H \to H, \ (h,k) \mapsto hx_h,k \]

with the following properties. For all \( h,k \in H \) the connecting piece \( x_{h,k} \) has length \(|x_{h,k}|_Y \geq R \) and every geodesic segment \([1,\Phi(h,k)]\) in \( \Gamma(G,Y) \) passes through the \( C \)-neighbourhoods of \( h \) and \( hx_{h,k} \).

**Proof.** From Corollary 5.2 we know that there is a constant \( A \geq 0 \) and a concatenation map

\[
\Phi: H \times H \to H, \ (h,k) \mapsto hx_h,k \]

that satisfies

\[|x_{h,k}|_Y \geq \max\{2A + 41\delta, R\} \text{ and } (h^{-1}.x_{h,k}),(k.x_{h,k}^{-1})_1 \leq A \text{ for all } h,k \in H.\]

We want to apply Lemma 3.11 on the points 1, \( h \), \( hx_{h,k} \), and \( hx_{h,k} \). Thus we have to check that

\[d_Y(h,hx_{h,k}) \geq (1.hx_{h,k}) + (h.hx_{h,k})_{hx_{h,k}} + 41\delta\]

in order to prove that every geodesic \([1,hx_{h,k}]\) passes through the \((1.ux_{h,k}),(31\delta)\)-neighbourhood of \( h \). By Remark 5.3 we have

\[(1.hx_{h,k}) = (h^{-1}.x_{h,k})_1 \leq A.\]

and similarly

\[(h.hx_{h,k})_{hx_{h,k}} = ((hx_{h,k})^{-1}h)(hx_{h,k})^{-1}hx_{h,k}((hx_{h,k})^{-1}hx_{h,k}) = (x_{h,k}^{-1})_1 \leq A.\]

Thus we obtain

\[d_Y(u,ux_{u,v}) = |x_{u,v}|_Y \geq 2A + 41\delta\]

and by setting \( C := A + 31\delta \) it follows that every geodesic \([1,hx_{h,k}]\) passes through the \( C \)-neighbourhood of \( h \). Symmetric argumentation shows that every geodesic \([hx_{h,k},1]\) passes through the \( C \)-neighbourhood of \( hx_{h,k} \). \(\square\)
**Proposition 5.5.** Let $G$ be a finitely generated group with a finite generating set $X$ and a subgroup $H$. Suppose that $G$ has a generating set $Y$ such that $\Gamma(G, Y)$ is hyperbolic, the canonical action of $G$ on $\Gamma(G, Y)$ is acylindrical, and that $H$ contains two independent loxodromic elements. Then $H$ possesses a linearly bounded relative ambiguity function in $G$.

**Proof.** Due to Lemma 4.4 we can assume that $X$ is a subset of $Y$. Further Proposition 4.3 provides us with a constant $C \geq 0$ such that for every $R \geq 0$ there is a concatenation map

$$\Phi^{(R)} : H \times H \to H, \ (h, k) \mapsto hx^{(R)}_{h,k}$$

with respect to a set $B^X_Y(\varepsilon^{(R)})$ of connecting pieces with the following properties.

For all $h, k \in H$ the connecting piece $x^{(R)}_{h,k}$ has length $|x^{(R)}_{h,k}|_Y \geq R$ and every geodesic segment $[1, \Phi^{(R)}(h, k)]$ passes through the $C$-neighbourhoods of $h$ and $hx^{(R)}_{h,k}$ in $\Gamma(G, Y)$. Since the action of $G$ on $\Gamma(G, Y)$ is acylindrical, we can choose positive constants $R_0$ and $N_0$ such that for every two points $x, y \in \Gamma(G, Y)$ with $d_Y(x, y) \geq R_0$ there are less than $N_0$ elements $g \in G$ that satisfy

$$d_Y(x, gx) \leq 6C \text{ and } d_Y(y, gy) \leq 6C.$$  

We fix the concatenation map $\Phi := \Phi^{(R_0)}$ and we set $x_{h,k} := x^{(R_0)}_{h,k}$ and $\varepsilon := \varepsilon^{(R_0)}$. Let $w \in H$ and let $m, n \in \mathbb{N}$. We have to construct an upper bound for the number of pairs $(h, k) \in B^X_H(m) \times B^X_H(n)$ that satisfy $hx^{(R_0)}_{h,k} = w$. Note that for a fixed $h \in H$ there are at most $D := |B^X_H(\varepsilon)|$ elements $k \in H$ with $hx^{(R_0)}_{h,k} = w$. Thus it suffices to estimate the number of elements $h \in B^X_H(m)$ with $hx^{(R_0)}_{h,k} = w$ for some $k \in B^X_H(n)$. For this we fix a geodesic $[1, w]$ in $\Gamma(G, Y)$. Then for every pair $(h, k) \in B^X_H(m) \times B^X_H(n)$ with $hx^{(R_0)}_{h,k} = w$ there is an element $g \in G$ that that lies on $[1, w] = [1, hx^{(R_0)}_{h,k}]$ and satisfies $d_Y(h, g) \leq C$. We therefore obtain

$$d_Y(g, w) \leq d_Y(g, h) + d_Y(h, hx^{(R_0)}_{h,k}) \leq C + d_Y(1, x_{h,k}k) \leq C + |x_{h,k}|_Y + |k|_Y \leq C + |x_{h,k}|_X + |k|_X \leq C + \varepsilon + n.$$  

In particular we see that there are at most $C + \varepsilon + n$ elements $g \in G \cap [1, w]$ for which there is a pair $(h, k) \in B^X_H(m) \times B^X_H(n)$ with $d_Y(h, g) \leq C$ and $hx^{(R_0)}_{h,k} = w$. We fix such an element $g_0 \in G$. Suppose that there are $D \cdot N_0$ elements $h \in B^X_H(m) \cap B^X_H(g_0, C)$ with $\Phi(h, k) = w$ for some $k \in B^X_H(n)$. Then by Dirichlet’s box principle there exists an element $x \in B^X_H(\varepsilon)$ such that there are $N_0$ pairs

$$(h_1, k_1), \ldots, (h_{N_0}, k_{N_0}) \in (B^X_H(m) \cap B^X_H(g_0, C)) \times B^X_H(n)$$

that satisfy

$$h_ix_{h_i,k_i} = h_ix_k = w \text{ for all } 1 \leq i \leq N_0.$$  

By the choice of $\Phi$ we can fix elements $v_i \in [1, w] = [1, h_ix_k]$ with $d_Y(v_i, h_ix) \leq C$ for every $1 \leq i \leq N_0$. We therefore obtain

$$d_Y(g_0, v_i) \leq d_Y(g_0, h_i) + d_Y(h_i, h_ix) + d_Y(h_ix, v_i) \leq 2C + |x|_Y$$

and

$$d_Y(g_0, v_i) \geq d_Y(h_i, h_ix) - d_Y(g_0, h_i) - d_Y(h_ix, v_i) \geq |x|_Y - 2C.$$  

Thus we have

$$|x|_Y - 2C \leq d_Y(g_0, v_i) \leq |x|_Y + 2C \text{ for all } 1 \leq i \leq N_0.$$
Since every \( v_i \) lies on the same geodesic \([1, w]\), it follows that \( d_Y(v_i, v_j) \leq 4C \) for all \( 1 \leq i, j \leq N_0 \) and therefore
\[
d_Y(h_1x, h_jx) \leq d_Y(h_1x, v_i) + d_Y(v_i, v_j) + d_Y(v_j, h_jx) \leq 6C.
\]
Note that the triangle inequality further gives us
\[
d_Y(h_1, h_j) \leq d_Y(h_1, g_0) + d_Y(g_0, h_j) \leq 2C.
\]
By setting \( \hat{h}_j := h_j^{-1}h_1 \), the above inequalities can be rewritten as
\[
d_Y(\hat{h}_j, 1) \leq 2C \text{ and } d_Y(\hat{h}_j x, x) \leq 6C
\]
for every \( j \in \{1, \ldots, N_0\} \). Since \( d_Y(1, x) \geq R_0 \), this contradicts the acylindricity of the action. Hence there are less than \( D \cdot N_0 \) elements \( h \in B_{h,k}^X(m) \cap B_{h,k}^Y(g_0, C) \) with \( \Phi(h, k) = w \) for some \( k \in B_{h,k}^X(n) \). Since we had at most \( C + \varepsilon + n \) choices for \( g_0 \), we see that there are less than \( D \cdot N_0 \cdot (C + \varepsilon + n) \) elements \( h \in B_{h,k}^X(m) \) that satisfy the equation \( \Phi(u, v) = w \) for some appropriate elements \( k \in B_{h,k}^X(n) \). As there are at most \( D \) possible choices \( k \in H \) with \( h \) for some fixed \( h \in B_{h,k}^X(m) \), we see that the number of all pairs \( (h, k) \in B_{h,k}^X(m) \times B_{h,k}^X(n) \) satisfying \( h \) is bounded above by \( D^2 \cdot N_0 \cdot (C + \varepsilon + n) \). Now the claim follows since
\[
f : \mathbb{N} \to \mathbb{N},\ n \mapsto D^2 \cdot N_0 \cdot (C + \varepsilon + n)
\]
defines a linearly bounded relative ambiguity function for \( H \) in \( G \).

A careful analysis of the proof of Proposition 5.5 reveals that the concatenation map \( \Phi : H \times H \to H,\ (h, k) \mapsto hx_{h,k}k \) that corresponds to the linearly bounded relative ambiguity function of \( H \) extends to a map \( \tilde{\Phi} : G \times G \to G,\ (h, k) \mapsto hx_{h,k}k \) with \( x_{h,k} \in H \) for all \( h, k \in G \). Indeed, tracing back the argument to Lemma 5.4 we see that \( x_{h,k} \) was constructed for any two elements \( h, k \in G \) as a power of one of two loxodromic elements that were subsequently chosen from \( H \). It then follows that the ambiguity function of \( G \) that corresponds to \( \tilde{\Phi} \) is linearly bounded. We summarize this as follows.

Remark 5.6. In the situation of Proposition 5.5, the concatenation map \( \Phi \) of \( H \) that corresponds to the linearly bounded relative ambiguity function of \( H \), extends to a concatenation map \( \tilde{\Phi} : G \times G \to G,\ (h, k) \mapsto hx_{h,k}k \) with \( x_{h,k} \in H \) for all \( h, k \in G \), such that \( \tilde{\Phi} \) induces a linearly bounded ambiguity function of \( G \).

Theorem 5.7. Let \( G \) be a finitely generated acylindrically hyperbolic group and let \( H \) be a subgroup of \( G \). If \( H \) contains a generalized loxodromic element of \( G \), then \( H \) has a linearly bounded relative ambiguity function in \( G \).

Proof. From Theorem 13.3 we know that \( G \) has a generating set \( Y \) such that \( \Gamma(G, Y) \) is hyperbolic, the canonical action of \( G \) on \( \Gamma(G, Y) \) is acylindrical, and \( h \) is a loxodromic element for this action. Then Theorem 13.3 implies that there are two cases to consider for \( H \). Either \( H \) is virtually cyclic or \( H \) contains infinitely many independent loxodromic elements. Recall that in both cases Lemma 1.4 allows us to assume that \( Y \) contains a finite generating set \( X \) of \( G \). In the first case \( H \) is quasisymmetrically embedded in \( \Gamma(G, Y) \). In particular \( H \) is quasisymmetrically embedded in \( \Gamma(G, X) \) and there is a constant \( C > 0 \) such that \( \beta^n_H(n) \leq C \cdot n \) for every \( n \in \mathbb{N} \). Thus we see that the limit \( \lim_{n \to \infty} \sqrt[n]{\beta^n_H(n)} \) exists and is equal to 1.

The second case is a direct consequence from Proposition 5.5.

Recall from Corollary 2.13 that the relative growth rate of \( H \) exists with respect to every finite generating set of \( G \), if \( H \) has a subexponential relative ambiguity function in \( G \). As a consequence of Theorem 5.7 we therefore obtain Theorem 1.2 from the introduction.
Theorem 5.8. Let $G$ be a finitely generated acylindrically hyperbolic group and let $H$ be a subgroup of $G$. If $H$ contains a generalized loxodromic element of $G$, then the relative growth rate of $H$ exists with respect to every finite generating set of $G$.

Remark 5.9. The condition in Theorem 5.8 that $H$ contains a generalized loxodromic element cannot be removed. To see this let $K$ be a finitely generated group that contains a subgroup $L$ such that $\lim \inf \sqrt[n]{\beta_Y(n)} \neq \lim \sup \sqrt[n]{\beta_L(n)}$ for some finite generating set $Y$ of $K$. The existence of such groups was proven by Olshanskii in [Ols17, Remark 3.1]. We consider the free product $\tilde{K} := K \ast \mathbb{Z}$ and the canonical embedding $\tilde{L}$ of $L$ in $\tilde{K}$. The group $\tilde{K}$ is acylindrically hyperbolic by [Osi16, Example 2.10]. However, if $\mathbb{Z}$ is generated by some element $t$, we see that $\tilde{Y} := Y \cup \{t\}$ generates $\tilde{K}$ and that $\beta_{\tilde{L}}(n) = \beta_Y(n)$ for every $n \in \mathbb{N}$. Thus we see that the relative growth rate of $\tilde{L}$ does not exist with respect to the generating set $\tilde{Y}$ of $\tilde{K}$.

We are now ready to answer Question 1.1 from the introduction.

Theorem 5.10. Let $G$ be a hyperbolic group and let $H \leq G$ be an arbitrary subgroup. Then the relative growth rate of $H$ exists with respect to every finite generating set $X$ of $G$.

In view of this theorem, it follows that relative growth functions of subgroups of hyperbolic groups do not behave as wild as one might expect from the Rips construction [Rip82], which tells us that hyperbolic groups may contain extremely distorted subgroups.

Proof of Theorem 5.10. The canonical action of $G$ on its Cayley graph $\Gamma(G,X)$ is proper and hence acylindrical. Further every element of $G$ of infinite order is acting loxodromically on $\Gamma(G,X)$ (see [BH99, Corollary III.Γ.3.10]). Thus by Theorem 5.8 the relative growth rate of $H$ exists with respect to $X$ if $H$ contains an element of infinite order. Suppose that $H$ does not contain any element of infinite order. In this case Theorem 4.3 tells us that the action of $H$ on $\Gamma(G,X)$ has bounded orbits. Since $X$ is finite, it follows that $H$ is finite so that the relative growth rate of $H$ obviously exists. □

Note that the case $H = G$ in Theorem 5.7 provides us with the following invariant of acylindrically hyperbolic groups.

Corollary 5.11. Every finitely generated acylindrically hyperbolic group $G$ possesses a linearly bounded relative ambiguity function.

6. The case of products

Our next goal is to generalize the results from the previous section to products of acylindrically hyperbolic groups. This will allow us to study relative growth rates in arbitrary right-angled Artin groups. We start by introducing some notation that we will use throughout the remaining paper.

Notation 6.1. Let $I = \{1, \ldots, m\}$ be a set of indices. For each $i \in I$ let $G_i$ be a finitely generated group with a finite generating set $X_i$. For every subset $J \subset I$ we denote by

$$
\iota_J : \prod_{j \in J} G_j \to \prod_{i \in I} G_i \quad \text{and} \quad \psi_J : \prod_{i \in I} G_i \to \prod_{j \in J} G_j
$$

the canonical embedding resp. the canonical projection. If $J$ is a singleton we will write $\iota_i := \iota_{\{i\}}$ and $\psi_i := \psi_{\{i\}}$.

We will make frequent use of the following easy observation.
Thus the claim follows from some induce distinct ways of writing an element for all \( m,n,k \in \mathbb{N} \) cosets \( hx \). Our assumption that \( |\psi(h)|_X \leq |h|_X \) for every \( h \in H \). Suppose that \( f_K: \mathbb{N} \to \mathbb{N} \) is a relative ambiguity function for \( K \) with respect to \( X \). Then, up to linear equivalence, \( H \) has a relative ambiguity function \( f_H \) with respect to \( X \) that is bounded above by \( f_K \cdot |\beta_{\psi(h)}^{N}| \).

**Remark 6.2.** Let \( X = \bigcup_{i \in I} \iota_i(X_i) \) be the union of the embeddings of the generating sets in Notation 6.1. Then the length of an element \((g_i)_{i \in I} \in \prod_{i \in I} G_i \) with respect to \( d_X \) is given by \( |(g_i)_{i \in I}|_X = \sum_{i \in I} |g_i|_X \).

**Lemma 6.3.** Let \( G \) be a finitely generated group with a finite generating set \( X \). Let \( H, K \subseteq G \) be subgroups such that there is an epimorphism \( \psi: H \to K \) that satisfies \( |\psi(h)|_X \leq |h|_X \) for every \( h \in H \). Suppose that \( f_K: \mathbb{N} \to \mathbb{N} \) is a relative ambiguity function for \( K \) with respect to \( X \). Then, up to linear equivalence, \( H \) has a relative ambiguity function \( f_H \) with respect to \( X \) that is bounded above by \( f_K \cdot |\beta_{\psi(h)}^{N}| \).

**Proof.** By the definition of \( f_K \) there is a constant \( \varepsilon_K \in \mathbb{N} \) and a concatenation map \( \Phi_K: K \times K \to K, (h,k) \mapsto h_{x,h,k} \) with \( |x,h,k|_X \leq \varepsilon_K \) for all \( h,k \in K \) such that
\[
|B^X_K(m) \times B^X_K(n) \cap \Phi_K^{-1}(g)| \leq f_K(n)
\]
for all \( m,n \in \mathbb{N} \) and every \( g \in K \). For each \( x \in B^X_K(\varepsilon_K) \) we pick a preimage \( x' \) of \( x \) with respect to \( \psi \) and let \( \varepsilon := \max_{x \in B^X_K(\varepsilon_K)} |x'|_X \) denote the maximal length of these preimages. We claim that the concatenation map
\[
\Phi_H: H \times H \to H, (h,k) \mapsto h_{x,\psi(h),\psi(k)} k
\]
gives rise to a relative ambiguity function for \( H \) with respect to \( X \) that satisfies the requirements. Since by construction \( |x',\psi(h),\psi(k)|_X \leq \varepsilon_H \), it remains to construct an upper bound for a function \( f_H: \mathbb{N} \to \mathbb{N} \) that satisfies
\[
|B^X_H(m) \times B^X_H(n) \cap \Phi_H^{-1}(g)| \leq f_H(n)
\]
for all \( m,n \in \mathbb{N} \) and every \( g \in H \). To see this we fix two numbers \( m,n \in \mathbb{N} \) and an element \( g \in B^X_H(m + n + \varepsilon_H) \). Let \( N := \ker(\psi) \). We claim that the number of cosets \( kN \in H/N \) with \( h_{x',\psi(h),\psi(k)} k = g \) for some \( h \in B^X_H(m) \) and a representative \( k \in B^X_H(n) \) is bounded by \( \varepsilon_K(n) \). Indeed, observe that distinct such cosets \( kN \) induce distinct ways of writing \( \psi(g) \) as
\[
\psi(h) \cdot x_{\psi(h),\psi(k)} \cdot \psi(k) = \psi(h_{x',\psi(h),\psi(k)} k) = \psi(g).
\]
Thus the claim follows from \( \psi(B^X_H(\varepsilon_K)) \subseteq B^X_K(\varepsilon_K) \), which is a direct consequence of our assumption that \( |\psi(h)|_X \leq |h|_X \) for every \( h \in H \). Suppose now that \( k \in B^X_H(n) \) is a fixed element with \( h_{x',\psi(h),\psi(k)} k = g \) for some \( h \in B^X_H(m) \). We want to estimate the cardinality \( |kN \cap B^X_H(n)| \) of the set of elements in \( B^X_H(n) \) that represent \( k \mod N \).

In order to do so, we observe that
\[
|kN \cap B^X_H(n)| = |N \cap k^{-1} B^X_H(n)| \leq |B^X_K(2n)| = \beta_{K}^{X}(2n),
\]
where the last inequality follows from \( |k|_X \leq n \). By combining \( \text{(10)} \) with the above observation on the number of cosets \( kN \in H/N \) with \( h_{x',\psi(h),\psi(k)} k = g \) for some \( h \in B^X_H(m) \), we see that the number of elements \( k \in B^X_H(n) \) satisfying \( h_{x',\psi(h),\psi(k)} k = g \) for some \( h \in B^X_H(m) \) is bounded above by \( \varepsilon_K(n) \cdot \beta_{K}^{X}(2n) \). Since there are at most \( \beta_{K}^{X}(\varepsilon_H) \) elements \( h \in B^X_H(m) \) with \( h_{x',\psi(h),\psi(k)} k = g \) for some fixed \( k \), Dirichlet’s box principle implies that the relative ambiguity function \( f_H \) for \( H \) with respect to \( X \) can be defined as
\[
f_H: \mathbb{N} \to \mathbb{N}, n \mapsto \beta_{K}^{X}(\varepsilon_H) \cdot \varepsilon_K(n) \cdot \beta_{K}^{X}(2n).
\]
Now the claim follows since, up to linear equivalence, \( f_H \) is bounded above by \( f_K \cdot |\beta_{\psi(h)}^{N}| \). \( \square \)
Lemma 6.4. Let $I = \{1, \ldots, m\}$ be a set of indices. For each $i \in I$ let $G_i$ be a group with a generating set $Y_i$ such that $\Gamma(G_i, Y_i)$ is hyperbolic and $G_i$ acts acylindrically on $\Gamma(G_i, Y_i)$. Let $H \leq \prod_{i \in I} G_i$ be a subgroup and suppose that $\psi_i(H) \leq G_i$ contains a loxodromic element of $G_i$ for every $i \in I$. Then there is a decomposition of $I$ into disjoint subsets $I_1$ and $I_2$ such that the following holds.

1) The kernel of the restricted projection $(\psi_{I_1})_H: H \to \prod_{i \in I_1} G_i$ is finite.

2) For every index $i \in I_1$ there is a loxodromic element $g_i \in G_i$ such that $H$ contains an element $(h_j)_{j \in I}$ with $h_i = g_i$ and $h_j = 1$ for $j \in I_1 \setminus \{i\}$.

Proof. Since $(\psi_I)_H$ is the identity on $H$, we can choose a minimal subset $I_1 \subset I$ such that $(\psi_{I_1})_H$ has a finite kernel. Without loss of generality we may assume that $I_1$ is a proper subset of $I$. Note that this implies that the kernel $N_i := \ker((\psi_{I_1 \setminus \{i\}})_H)$ is infinite for every $i \in I_1$. Note further that each such kernel $N_i$ embeds as a subgroup of $G_i$ via $\psi_i$ and as such acts acylindrically on $\Gamma(G_i, Y_i)$. We can therefore apply Theorem 4.3 which tells us that $\psi_i(N_i)$ contains a loxodromic element if and only if it is unbounded in $\Gamma(G_i, Y_i)$. Suppose the contrary, i.e. that $\psi_i(N_i) \subset \Gamma(G_i, Y_i)$ is contained in $B^G_{\epsilon}(e)$ for some $\epsilon \geq 0$. Due to our assumptions there is an element $(h_j)_{j \in I} \in H$ such that $h_i$ is loxodromic. By conjugating an arbitrary element $(1, \ldots, 1, g_i, 1, \ldots, 1) \in N_i$ with $(h_j^i)_{j \in I}$, we obtain $(1, \ldots, 1, h_n^i g_i h_n^{-i}, 1, \ldots, 1) \in N_i$ and we claim that we can choose $g_i$ and $n$ such that $|h_n^i g_i h_n^{-i}|_Y$ is not contained in $B^G_{\epsilon}(e)$. Since the action of $G_i$ on $\Gamma(G_i, Y_i)$ is acylindrical, there are constants $N, R > 0$ such that for every pair of elements $x, y \in G_i$ with $d_Y(x, y) \geq R$ we have

$$|\{g \in G_i \mid d_Y(x, gx) \leq \epsilon \text{ and } d_Y(y, gy) \leq \epsilon\}| \leq N.$$

As $h_i$ is loxodromic, we can choose $n \in \mathbb{N}$ big enough to satisfy $|h_n^i|_Y \geq R$. Then, by setting $x = 1$ and $y = h_n^i$, we see that every element $h \in N_i$ satisfies

$$d_Y(1, h 1) \leq \epsilon \text{ and } d_Y(h_n^i h, h h_n^i) \leq \epsilon.$$

But this is a contradiction since $N_i$, and therefore $\psi_i(N_i)$, is infinite. \hfill $\Box$

Proposition 6.5. Let $I$ be a finite set of indices. For each $i \in I$ let $G_i$ be a finitely generated group with a generating set $Y_i$ such that $\Gamma(G_i, Y_i)$ is hyperbolic and $G_i$ acts acylindrically on $\Gamma(G_i, Y_i)$. Suppose that $G := \prod_{i \in I} G_i$ contains a subgroup $H$ with the following property. For each $i \in I$ there are elements $g^{(i)} := (g^{(i)}_{j})_{j \in I}$ and $h^{(i)} := (h^{(i)}_{j})_{j \in I} \in H$ such that $g^{(i)}_{i}$ and $h^{(i)}_{i}$ are independent loxodromic elements in $G_i$ with $g^{(i)}_{j}, h^{(i)}_{j} = 1$ for $j \neq i$. Then $H$ possesses a relative ambiguity function in $G$ that is bounded above by a polynomial of degree $|I|$.

Proof. For each $i \in I$ let $X_i$ be a finite generating set of $G_i$ and let $X = \bigcup_{i \in I} i(X_i)$ denote the union of their canonical embeddings in $G$. Using Lemma 4.6 we may assume that $X_i$ is contained in $Y_i$ for each $i \in I$. We proceed with each factor $G_i$ as in Proposition 4.3. To do so, we consider the kernel $N_i := \ker((\psi_{\{1, \ldots, i\}})_H)$ for each $i \in I$ and its isomorphic image $\psi_i(N_i)$ in $G_i$. Note that $\psi_i(N_i)$ contains the independent loxodromic elements $g^{(i)}_{i}$ and $h^{(i)}_{i}$ from our assumptions. We can therefore apply Remark 4.6 which tells us that there is a concatenation map

$$\Phi^{(i)}: G_i \times G_i \to G_i, \ (h, k) \mapsto h x_{h, k}^{(i)}.$$
Theorem 6.6. Let \( I \) be a finite set of indices. For each \( i \in I \) let \( G_i \) be a finitely generated acylindrically hyperbolic group and let \( G := \prod_{i \in I} G_i \) denote their product. Let \( H \) be a subgroup of \( G \). Suppose that \( \psi_i(H) \leq G_i \) contains a generalized loxodromic element of \( G_i \) for every \( i \in I \). Then \( H \) has a relative ambiguity function in \( G \) that is bounded above by a polynomial of degree \(|I|\). Further the relative growth rate of \( H \) exists with respect to every finite generating set of \( G \).

Proof. For each \( i \in I \) let \( X_i \) be a finite generating set of \( G_i \) and let \( X = \bigcup_{i \in I} \iota_i(X_i) \) denote the union of the canonical embeddings of the \( X_i \) in \( G \). For each \( i \in I \) we fix a generalized loxodromic element \( h_i \in \psi_i(H) \). Recall that Theorem 4.3 provides us with generating sets \( Y_i \) for \( G_i \) such that \( \Gamma(G_i,Y_i) \) is hyperbolic, \( h_i \) acts acylindrically on \( \Gamma(G_i,Y_i) \), and \( h_i \) is a loxodromic element for this action.

By Lemma 6.3 there is a subset \( I_1 \subset I \) such that the kernel of the restriction \((\psi_{I_1})_H \) is finite and such that the isomorphic image \( \psi_i(N_i) \subset G_i \) of the kernel \( N_i := \ker((\psi_{I_1})_H) \) contains a loxodromic element \( g_i \in G_i \) for every \( i \in I_1 \). Due to Lemma 6.3 and our choice of the generating set \( X \) we may restrict our attention to the case where \( I = I_1 \). In this case Theorem 4.3 tells us that \( \psi_i(N_i) \) is either virtually cyclic or it contains infinitely many independent loxodromic elements. Suppose that \( \psi_i(N_i) \) is virtually cyclic for some \( i \in I \). Since \( \psi_i(N_i) \) contains a loxodromic element, it follows that it is quasiisometrically embedded in \( \Gamma(G_i,X_i) \). Note that this implies that \( N_i = (\psi_i(N_i)) \) is quasiisometrically embedded in \( \Gamma(G,X) \). From this it clearly follows that \( \beta_{N_i}^X \) is bounded above by a linear function. A further application of Lemma 6.3 therefore allows us to replace \( H \) by \( \psi_{I \setminus \{i\}}(H) \) and \( I \) by \( I \setminus \{i\} \). By an inductive application of this replacement we can assume that \( \psi_i(N_i) \subset G_i \) contains two independent loxodromic elements for every \( i \in I \).

Now the claim follows since this case was already treated in Proposition 6.3.

7. Right-angled Artin groups

In this section we will apply the results from the previous sections to study the relative growth rate in right-angled Artin groups.

Definition 7.1. Let \( \Gamma = \Gamma(V,E) \) be a finite graph with vertex set \( V \) and edge set \( E \). The right-angled Artin group corresponding to \( \Gamma \) is given by the presentation

\[
A_{\Gamma} = \langle V \mid [u,v] = 1 \text{ if } \{u,v\} \in E \rangle.
\]
It is well-known that $A_T$ acts properly and cocompactly on a proper CAT(0)-space $X_T$, which is given as the universal cover of the Salvetti complex associated to $A_T$. This action can be used to distinguish generalized loxodromic elements in $A_T$. In [Sis18] Sisto considered the more general case of an arbitrary group $G$ that acts properly on a proper CAT(0)-space $X$. He showed that every element $g \in G$ that acts as a rank-1 isometry of $X$ lies in a hyperbolically embedded virtually cyclic subgroup of $G$. In this case [Os10] Theorem 1.4 tells us that $g$ is a generalized loxodromic element of $G$. In the case where $A_T$ acts on $X_T$, Behrstock and Charney showed that an element $g \in A_T$ is a rank-1 isometry if and only if $g$ cannot be conjugated into a join subgroup of $A_T$, i.e. a subgroup of the form $A_{T'}$ where $T'$ is a join in $\Gamma$ (see [BC12] Lemma 5.1). For our purposes we need a criterion to decide whether a subgroup $H \leq A_T$ contains a rank-1 isometry. The following theorem provides us with such a criterion in the case where $H$ is finitely generated. In view of the above discussion we have replaced rank-1 isometries by generalized loxodromic elements.

**Theorem 7.2** ([BC12] Theorem 5.2). Let $H$ be a non-cyclic, finitely generated subgroup of $A_T$. If $H$ cannot be conjugated into a join subgroup of $A_T$, then $H$ contains a rank-1 isometry.

The next result is a very useful tool in the study of right-angled Artin groups. It was proven by Charney and Paris in the larger context of arbitrary Artin groups.

**Theorem 7.3** ([CP14] Theorem 1.2)]. Let $\Gamma = \Gamma(V, E)$ be a finite graph and let $\Gamma' = \Gamma(V', E')$ be a full subgraph of $\Gamma$. Then $A_{\Gamma'}$ is convex in $A_{\Gamma}$, i.e. every geodesic in $\Gamma(A_{\Gamma}, V)$ with endpoints in $A_{\Gamma'}$ is contained in $\Gamma(A_{\Gamma'}, V')$.

We will use the following direct consequence of Theorem 7.3.

**Corollary 7.4.** Let $\Gamma = \Gamma(V, E)$ be a finite graph and let $\Gamma' = \Gamma(V', E')$ be a full subgraph of $\Gamma$. If $H$ is a subgroup of $A_{\Gamma'}$, then $B^V_H(n) = B^{V'}_H(n)$ for every $n \in \mathbb{N}$. Further a function $f : \mathbb{N} \to \mathbb{N}$ is a relative ambiguity function of $H$ with respect to $V$ if and only if $f$ is a relative ambiguity function of $H$ with respect to $V'$.

Corollary 7.4 will enable us to restrict our attention to subgroups $H \leq A_T$ with the property that there is no vertex $v$ of $\Gamma = \Gamma(V, E)$ such that $H$ is contained in $V \setminus \{v\}$.

**Definition 7.5.** Let $A_T$ be the right-angled Artin group corresponding to a finite graph $\Gamma = \Gamma(V, E)$ and let $H$ be a subgroup of $A_T$. We define the support of $H$ to be the subset of $V$ given by $\text{supp}(H) := \{v \in V \mid H \nsubseteq (V \setminus \{v\})\}$.

If the support $\text{supp}(H)$ of a subgroup $H \leq A_T$ coincides with the vertex set of $\Gamma$ it may still happen that some conjugate $gHg^{-1}$ of $H$ has a strictly smaller support. In the following it will be useful to avoid this situation. In order to do so, we introduce the following lemma.

**Lemma 7.6.** Let $G$ be a finitely generated group with a finite generating set $X$ and let $H$ be a subgroup of $G$. Suppose that $H$ has a subexponential relative ambiguity function in $G$. Then every conjugate $H^g$ of $H$ has a subexponential relative ambiguity function in $G$.

**Proof.** Let $f$ be a subexponential relative ambiguity function of $H$ with respect to some finite generating set $X$ of $G$. Let further $\Phi : H \times H \to H$, $(h, k) \mapsto hx_h, kk$ be a concatenation map for $f$. By replacing $X$ with $X^g$ and $\Phi$ with $\Phi^g : H^g \times H^g \to H^g$, $(h^g, k^g) \mapsto h^g x_{h, k}^g k^g = (hx_h, kk)^g$, we see that $f$ is a subexponential relative ambiguity function of $H$ in $G$ with respect to $X^g$. □
Lemma 7.7. Let $A_Γ$ be a right-angled Artin group that decomposes as a direct product $A_Γ = A_{Γ_1} \times A_{Γ_2}$. Let $H$ be a subgroup of $A_Γ$ such that the projection $ψ_3(H)$ is a cyclic subgroup of $A_{Γ_2}$. If $ψ_3(H)$ has a subexponential relative ambiguity function in $A(Γ_1)$, then $H$ has a subexponential relative ambiguity function in $A_Γ$.

Proof. Suppose that $ψ_3(H)$ has a subexponential relative ambiguity function in $A(Γ_1)$. By Lemma 6.3 it suffices to show that the relative growth function of $\ker(ψ_3)$ in $A_{Γ_1}$ is subexponential. As $\ker(ψ_3)$ canonically embeds into $ψ_2(H)$, we see that $\ker(ψ_1)$ is either trivial or an infinite cyclic group. Without loss of generality we may assume the latter case. Recall that right-angled Artin groups are CAT(0)-groups and that cyclic subgroups of CAT(0)-groups are quasiisometrically embedded (see [BH92, Theorem 3.1.1]). Thus $\ker(ψ_1)$ is a quasisymmetrically embedded cyclic subgroup of $A_Γ$, which implies that $\ker(ψ_1)$ has a linearly bounded, and hence subexponential, relative growth function in $A_Γ$. □

It is easy to see that finitely generated subgroups of free groups and free abelian groups are quasisymmetrically embedded. As right-angled Artin groups can be thought of as interpolating between free and free abelian groups, one might think that this is also true for them. In this case it would seem quite clear that the relative growth rates of finitely generated subgroups of right-angled Artin groups should exist. However, unlike for the free and free abelian case, there are right-angled Artin groups that contain exponentially distorted subgroups. Examples of such groups that are discussed in [FKK19]. Nevertheless it turns out that the relative growth rate exists in these cases.

Theorem 7.8. Let $H$ be a finitely generated subgroup of a right-angled Artin group $A_Γ$. Then the relative growth rate of $H$ exists with respect to every finite generating set of $A_Γ$.

Proof. Let $A_Γ = \prod_{i \in I} A_{Γ_i}$ be the canonical direct product decomposition of $A_Γ$, let $V$ denote the vertex set of $Γ$, and let $V_i$ denote the vertex set of $Γ_i$ for each $i \in I$. Recall that Corollary 2.13 tells us that it is sufficient to show that $H$ has a subexponential relative ambiguity function in $G$. By Lemma 7.6 we can therefore replace $H$ by an arbitrary conjugate $H^g$. Together with Corollary 7.3 and Lemma 7.7 this allows us to assume that the support of every conjugate $H^g$ coincides with $V$ and that the image $ψ_i(H^g) ≤ A_{Γ_i}$ is non-cyclic (and hence non-trivial) for every $i \in I$. Note that this particularly tells us that $A_Γ$ is non-cyclic and directly indecomposable for every $i \in I$. In view of Theorem 7.2 this shows that the groups $A_{Γ_i}$ are acylindrically hyperbolic and by Theorem 6.4 it therefore remains to prove that $ψ_i(H)$ contains a generalized loxodromic element of $A_{Γ_i}$. To see this we note that each $ψ_i(H)$, being a homomorphic image of $H$, is finitely generated. We may therefore apply Theorem 7.2 which says that $ψ_i(H)$ contains a generalized loxodromic element if $ψ_i(H)$ is not conjugated into a join subgroup of $A_{Γ_i}$. Suppose the contrary, i.e. that there is an index $j \in I$ and an element $g \in A_{Γ_j}$ such that $ψ_j(H)^g ≤ A_{Γ_j}$ for some join subgraph $Γ_j = Γ_{j_1} \ast Γ_{j_2}$ of $Γ_j$. Since the direct factors $A_{Γ_i}$ are directly indecomposable, it follows that $Γ_j$ is a proper subgraph of $Γ_j$. As $g$ lies in $A_{Γ_j}$, the other direct factors $A_{Γ_i}$ commute with $g$. This implies that $\supp(H^g)$ lies in $\bigcup_{i \in I} V_i \cup J$, which is a proper subset of $V(Γ)$. Now the theorem follows since this contradicts our assumptions on $H$. □
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