Can Information Flows Suggest Targets for Interventions in Neural Circuits?
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Abstract

Motivated by neuroscientific and clinical applications, we empirically examine whether observational measures of information flow can suggest interventions. We do so by performing experiments on artificial neural networks in the context of fairness in machine learning, where the goal is to induce fairness in the system through interventions. Using our recently developed $M$-information flow framework, we measure the flow of information about the true label (responsible for accuracy, and hence desirable), and separately, the flow of information about a protected attribute (responsible for bias, and hence undesirable) on the edges of a trained neural network. We then compare the flow magnitudes against the effect of intervening on those edges by pruning. We show that pruning edges that carry larger information flows about the protected attribute reduces bias at the output to a greater extent. This demonstrates that $M$-information flow can meaningfully suggest targets for interventions, answering the title’s question in the affirmative. We also evaluate bias-accuracy tradeoffs for different intervention strategies, to analyze how one might use estimates of desirable and undesirable information flows (here, accuracy and bias flows) to inform interventions that preserve the former while reducing the latter.

1 Introduction

The “reward circuit” of the brain controls much of our behavior [1, 2]. It is believed that addiction is characterized by a strong bias towards immediate rewards in the reward circuit [3], while a different bias, called affective bias, in the same circuit, can lead to depression [4]. Broadly, such biases in the output of the reward circuit control our behavior and responses to stimuli. Recent technological advancements in neural probes and optogenetics [e.g., see 5, 6] are increasingly enabling us to record neural circuits at a high resolution and alter the network by activating or suppressing nodes and links, giving us powerful tools to understand and affect how this circuit processes information. Even a weak understanding of the reward circuit is motivating clinical interventions for individuals suffering from depression, addiction, obsessive compulsive disorder, obesity, etc.; patients are starting to receive surgeries for long-term deep-brain electrode implantation in brain regions that are involved in the reward circuit [7–10]. We identify a new and largely unexplored problem within this context: how do we perform minimal interventions that “correct” undesirable biases without affecting other functions of this important network as much as possible?

In this paper, we propose to use the $M$-information flow framework, a recent advancement of ours, that enables tracking the information flow about specific messages within a computational
circuit [11]. We aim to use this framework to identify interventions that can correct undesirable biases within the circuit, while preserving desirable ones. A difficulty that we face, however, is finding a sufficiently comprehensive dataset with simultaneous recordings of the various brain regions involved in the reward circuit. Although advances in experimental techniques suggest that we are on track to have such datasets in the coming years [12, 13], simultaneous multi-area recordings of specific circuits are still rare. To overcome this issue, we use the context of fairness in artificial intelligence [14, 15] to study the above question, which, as we next discuss, provides an excellent analogy to the neuroscientific context.

The problem of reducing biases to improve fairness in a decision-making system is much like that of reducing undesirable biases in the reward circuit: (i) both systems rely on learned associations from stimuli and responses/labels (i.e., training data); (ii) both systems have an intended objective (to learn a desired association between the features and the true labels, or healthy reward-based learning); and (iii) both systems often learn undesirable associations (e.g., racial or gender bias in artificial neural networks, and biases that cause addiction, depression, or obsessive compulsive disorder in the reward circuit). This suggests that if we want to understand how information flows can inform interventions to correct biases in the reward network, we can simulate such experiments by examining the relationship between information flows and interventions in artificial neural networks (ANNs) trained on biased datasets.

A distinct advantage offered by our $M$-information flow framework [11] is that it can track the flows of multiple messages in a neural circuit. In this paper, we adapt our information flow measure to ANNs, and evaluate this measure in an empirical setting involving multiple messages (one each pertaining to bias and accuracy) for the first time. We then perform interventions using different strategies to prune nodes or edges of the ANN, and measure the effect of each intervention by quantifying the change in accuracy or bias at the output of the network.

**Goals and Contributions.** Concretely, the main goals and contributions of this paper are:

1. Our primary goal is to study whether measuring information flows about a message can suggest targets for interventions in an ANN, to change how its output is affected by that message. Towards this, our first contribution is in adapting $M$-information flow to the ANN context, developing a meaningful way to quantify it.
2. Secondly, we wish to understand the correlation between the magnitude of information flow on an edge and the degree to which an intervention on that edge affects the output. For this, our contribution is an empirical examination of information flows in an ANN, showing that they can predict the effect of interventions in a fairness context.
3. Lastly, we wish to understand how we can use information flows corresponding to two different messages, to remove undesirable behaviors while preserving desirable ones. Towards this, we compare different intervention strategies that are informed by information flows, and compare the bias-accuracy tradeoffs achieved by each of these strategies.

The rest of the paper is organized as follows: we discuss related work below, following which we summarize the fundamentals of the $M$-information flow framework in Section 2. We also show how $M$-information flow can be adapted to ANNs, discuss the setup of the fairness context, and explain the rationale for adopting an empirical approach. In Section 3, we describe how we empirically evaluate our goals: specifically, we discuss the process of estimating $M$-information flow and the design of different intervention strategies. Finally, we present our results on synthetic and real datasets in Section 4, and conclude with a discussion of the implications of our results in Section 5.

**Related work.** The idea of using information flow to understand an ANN (and neural circuits more broadly), could be interpreted as a new type of “explanation” of ANNs. A large number of works have dealt with problems in the fields of explainability, transparency and fairness in machine learning broadly, as well as for ANNs specifically. Molnar [16] provides a good summary of the different approaches taken by many of these methods for explainability. Most of these approaches seek to understand the contribution of individual features [17–20] or individual data points [21, 22] to the output. For ANNs specifically, these can also take the form of visualizations to describe what features or what abstract concepts an ANN has learned [23, 24]. There have also been a number of information-theoretic approaches for measuring bias and promoting fairness in AI systems [25–29].

Our approach in this paper is quite different from these prior works: we want to understand what it is about the network structure itself that leads to a certain output. In this sense, our work is similar
in spirit to the idea of “lottery tickets” [30], although we take a very different approach involving information flows. In particular, we want to understand which edges carry information relevant to classification, as well as information resulting in bias, to the output. We also want to know which edges need to be changed in order to produce a desired output, e.g., fairness towards a protected group with minimal loss of accuracy.

Although we examine how information flow can be used to obtain a bias-accuracy tradeoff in a fairness context, our goal is not to find optimal tradeoffs between fairness and accuracy, which is the focus of many recent works [31–38]. Approaches that directly seek to optimize this tradeoff (e.g., by including bias in the training objective, or by using adversarial methods [39, 40]) will likely perform much better than our method, which uses a much more indirect approach to inducing fairness in an ANN. However, those methods would not tell us how to edit the network towards a particular goal, which is what is needed in clinical and neuroscientific application domains. We use the fairness context only as a concrete setting in which to understand whether $M$-information flow can inform interventions\(^1\) in a network with complex flows involving multiple messages.

2 Background and Problem Statement

In this section, we provide a brief introduction to our $M$-information flow framework [11], and show how it can be adapted and reinterpreted for ANNs. Then, we set up the fairness problem, and describe how the adapted information flow measure is related to commonly used measures of bias against a protected class. We also discuss why providing theoretical guarantees might be challenging and motivate the need for an empirical approach.

2.1 Adapting and Reinterpreting $M$-Information Flow for ANNs

Our $M$-information flow framework provides a concrete way to define information flow about a random variable $M$—called the message—in a general computational system. By changing what $M$ represents, we can understand the flows of any number of different messages (e.g., if $Y$ and $Z$ are two different variables, we can examine $Y$-information flows and $Z$-information flows in the same system). The computational system, which is modeled after the brain, is a graph consisting of nodes that compute functions, and edges that transmit the results of these computations between nodes. The definition of $M$-information flow satisfies an important property: it guarantees the ability to track how information about the message $M$ flows from the input to the output of a feedforward neural circuit.\(^2\) Such a model is completely compatible with a feedforward neural network, where the neurons of the ANN act as the nodes, and the weights connecting neurons from different layers act as the edges of the computational system.

A key feature of our computational system model is how it accounts for the inherent stochasticity of the brain as well as its inputs: nodes can generate noise intrinsically, and the transmissions on the edges are considered to be random variables. But in a trained ANN, the computation at every node is deterministic, specified completely by the weights on the incoming edges and the neuron’s activation function.\(^3\) However, we can still continue to think of the edges’ transmissions as being random variables because the input data for the neural network comes from a distribution (which could also be an empirical distribution, i.e., a dataset). We are now in a position to state what our original $M$-information flow definition [11] looks like in the context of ANNs, before proceeding to adapt it for our purposes in this paper.

**Definition 1** (Original $M$-information flow [11]). Let an arbitrary edge of the neural network at layer $t$ be denoted $E_t$ and let the “transmission” on this edge be denoted $X(E_t)$. Similarly, let a subset of edges at layer $t$ be denoted $\mathcal{E}_t$ and the set of transmissions on this subset be denoted $X(\mathcal{E}_t)$. Then we say that information about $M$ flows on the edge $E_t$, i.e., edge $E_t$ has $M$-information flow, if

$$\exists \mathcal{E}_t \subseteq \mathcal{E}_t \text{ s.t. } I(M; X(E_t) | X(\mathcal{E}_t)) > 0,$$

\(^1\)The word “interventions” in this paper refers to editing the weights of an ANN, which may correspond to using targeted external stimulation in the brain, e.g. through long-term potentiation [41]. We do not mean interventions in the sense of diffuse medications which have a more widespread impact on brain function.

\(^2\)In the original framework, which we designed for the neuroscientific context, we considered the neural circuit as being “feedforward in time”: i.e., the computational graph is time-unrolled in such a way that edges send transmissions from nodes at time $t$ to nodes at time $t + 1$.

\(^3\)We avoid constructions that introduce stochasticity within an ANN for the sake of simplicity.
where \( E_t \) is the set of all edges in layer \( t \), \( X(E_t') \) represents the set of transmissions on \( E_t' \), and 
\[ I(M; A | B) \] is the conditional Shannon-mutual information between \( M \) and \( A \), given \( B \) [42, Ch. 2].

The motivation behind this definition is two-fold: (i) One intuitively expects an edge \( E_t \) to carry information flow about \( M \) if its transmission \( X(E_t) \) depends on \( M \), i.e., if \( I(M; X(E_t)) > 0 \). Definition 1 satisfies this requirement. (ii) However, it is possible for two edges \( E_1^t \) and \( E_2^t \) to carry information about \( M \) jointly in such a way that \( I(M; X(E_1^t)) = I(M; X(E_2^t)) = 0 \), but 
\[ I(M; \{X(E_1^t), X(E_2^t)\}) > 0. \]
Therefore, Definition 1 is designed to assign \( M \)-information flow to both \( E_1^t \) and \( E_2^t \) in this case: we previously showed [11, 43] that such an assignment is imperative for consistently tracking the information flow about \( M \) in a computational system.

To adapt this definition of information flow to ANNs, we start by recognizing that our computational system model allowed each outgoing edge of a given node to carry a different transmission. In an ANN, however, the outgoing edges of a given neuron all carry the same activation, but with different weights. Consequently, the random variables representing the transmissions are all scaled versions of each other, and have precisely the same information content. Therefore, we can define information flows for the activations of every node, rather than for the transmissions of every edge. We then use the properties of edges (specifically, their weights) to construct a definition of information flow for edges, so as to identify the most important outgoing edges of each node and intervene in a more selective manner. Furthermore, Definition 1 only specifies whether or not a given edge has \( M \)-information flow. However, we require a quantification of \( M \)-information flow that will let us compare different nodes or edges, and decide which ones to intervene upon. Keeping these aspects in mind, we propose \( M \)-information flow for the nodes of an ANN, followed by a quantification of \( M \)-information flow, and finally a weighted version that assigns different flows to each outgoing edge of a given node:

**Definition 2** (\( M \)-information flow for ANNs). Let an arbitrary node of the neural network at layer \( t \) be denoted \( V_t \), and let the activations of this node by represented by the random variable \( X(V_t) \). Similarly, let an arbitrary subset of nodes at layer \( t \) be denoted \( \mathcal{V}_t' \) and the set of activations of this subset be denoted \( X(\mathcal{V}_t') \). Then, we say that the node \( V_t \) has \( M \)-information flow if
\[
\exists \mathcal{V}_t' \text{ s.t. } I(M; X(V_t) | X(\mathcal{V}_t')) > 0. \tag{2}
\]
We quantify \( M \)-information flow by taking a maximum\(^4\) over all subsets of nodes \( \mathcal{V}_t' \) in layer \( t \):
\[
\mathcal{F}_M(V_t) := \max_{\mathcal{V}_t'} I(M; X(V_t) | X(\mathcal{V}_t')). \tag{3}
\]
Finally, if \( E_t \) is an outgoing edge of the node \( V_t \) that has weight \( w(E_t) \), then we define the weighted \( M \)-information flow on that edge as\(^5\)
\[
\mathcal{F}_M(E_t) := |w(E_t)| \mathcal{F}_M(V_t). \tag{4}
\]

### 2.2 Fairness Problem Setup

The central problem in the field of fair machine learning is to understand how we can train models for classification or regression without learning biases present in training data. Recent examples in the literature have shown why algorithms biased against a protected group can be of great concern [15, 46], with the rise of automated algorithms in application domains such as hiring [15], criminal recidivism prediction [47] and predictive policing [48].

We consider the problem of training artificial neural networks for classification using datasets that have bias in their features and/or labels. The dependencies between the protected attribute (e.g., race, gender, nationality, etc.), the true labels, and the features may be described using a graphical model as shown in Figure 1. We assume that the protected attribute \( Z \) influences the features \( \{X_t\} \), and possibly the label \( Y \), along with some other latent factors encoded in \( U \). We then train an ANN using the labels and features to acquire the predicted label \( Y \).

\(^4\)Simply take \( M, X(E_t^2) \sim \text{i.i.d.} \text{Ber}(1/2) \) and \( X(E_t^1) = M \oplus X(E_t^2) \), where \( \oplus \) represents the exclusive-OR operation between two binary variables.

\(^5\)The intuition behind using a maximum comes from a notion called “synergy” [44, 45]. Essentially, if \( I(M; A | B) > I(M; A) \), then \( B \) is said to contribute synergistic information about \( M \) to \( A \). By taking a maximum, we attempt to include synergistic contributions from all other activations in the same layer.

\(^6\)Our definition of weighted \( M \)-information flow for the edges of the ANN is admittedly heuristic, however it has a simple rationale: an edge with a larger weight has a greater influence on the activation of a target node as compared to an edge with a smaller weight, given the same input to both.
Recall that our goal is to measure the information flows of two different messages: (i) information flows about the protected attribute, i.e., $Z$-information flows, which we also refer to as bias flows; and (ii) information flows about the true label, i.e., $Y$-information flows, which we also refer to as accuracy flows, as these are responsible for accuracy at the output. The measure of bias we consider at the output is an information theoretic version of statistical (or demographic) parity [49], which has also been used in many previous works [36]. This is because $Z$-information flow at the output is simply $I(Z; \hat{Y})$, since there are no other edges to condition upon.\(^7\)

### 2.3 Theoretical Counterexamples on $M$-Information Flow and Interventions

This section explains why we adopt an empirical approach in this work, and why our results might be considered non-obvious. Intuitively, we might expect that intervening on an edge with a large $M$-information flow (e.g., by deleting it) will have a large effect on the dependence between $Y$ and $M$. However, there exist counterexamples showing that both the above statement and its converse do not always hold true.

**Counterexample 1** ($M$-information flow does not imply interventional effect). Consider an ANN that generates an intermediate feature at some node $V_t$ which is strongly correlated with $Z$, and thus has a large $Z$-information flow. However, this feature need not contribute to $\hat{Y}$: for example, all weights leading out of $V_t$ could be zero. In such a case, pruning $V_t$ will have no effect on the bias at the output, even though $F_{Z}(V_t)$ can be arbitrarily large.

**Counterexample 2** (Absence of $M$-information flow does not imply absence of interventional effect). Consider an ANN (and a suitable data distribution) in which the flow of a binary variable $M \in \{0,1\}$ to $\hat{Y}$ is “gated” by an independent random variable $W$. More precisely, suppose the activation of a node $V_t$ is a variable $W$ that satisfies $F_{M}(V_t) = 0$. Further, let a different node $V_{t+1}$ (say with ReLU activation) receive both $M$ and $W$ as inputs with equal weights. If $W = 0$, then $X(V_{t+1})$ will depend on the value of $M$; on the other hand if $W < -1$, then $X(V_{t+1})$ will always be zero, and hence independent of $M$. If $Y = X(V_{t+1})$, then pruning the node $V_t$ (i.e., intervening on $W$) can change how $Y$ depends on $M$, even though $V_t$ itself has no $M$-information flow.

The title of the paper asks a non-obvious question for yet another reason: it asks whether an observational measure of information flow can predict the effect of interventions. The field of Causal Inference [51] shows that it is impossible, in general, to predict causal effects using purely observational methods (i.e., by observing empirical data from a joint distribution of random variables, without manually perturbing them in some way). This fact, along with the aforementioned counterexamples, illustrates why it is difficult to provide theoretical guarantees about whether information flows can predict interventions (we also explored this issue in [43]). This is why we adopt an empirical approach in this paper, to examine whether such predictions can be made in practice.

### 3 Methods: Estimating Information Flow and Implementing Interventions

In this section, we discuss how we estimate the information flow measure described earlier, and propose a few different intervention strategies for “editing” a trained neural network.

---

\(^7\)It is also straightforward to extend our work to alternative definitions of bias such as Equalized Odds [28, 50] by suitably modifying Definition 2. However, it is not clear if such a measure can still be meaningfully interpreted as an “information flow”.

---

[Figure 1: A graphical model representing the causal relationships assumed between the variables used in the fairness problem. The ANN’s output, $Y$, depends on the features $\{X_i\}$ and the true labels $Y_i$, which in turn may be influenced by the protected attribute $Z$ and some latent variables $U$ (where $Z \perp U$). Here, $U$ encodes latent factors responsible for “accuracy”, i.e., the relationships between $\{X_i\}$ and $Y_i$ that we want to capture. The dashed line from $Z$ to $Y$ indicates that the true labels may or may not be biased (e.g., we assume $Y$ is unbiased in our synthetic dataset, but real datasets will likely have bias).]
3.1 Estimating Information Flow

Conditional mutual information is a notoriously difficult quantity to estimate [52]. However, in our empirical study, we only consider datasets where the true label $Y$ and the protected attribute $Z$ are binary, which makes estimation considerably easier.\footnote{Extensions to non-binary $M$ (e.g., intersectional attributes) are certainly possible, and would require the use of different mutual information estimators, suitably tailored to the dataset [53–57].} We use a classification-based method to estimate the conditional mutual information that appears in Definition 2.

First, we construct separate classifiers for predicting $Y$ and $Z$ from the intermediate activations of a node (or a subset of nodes) in a chosen layer, which we call $X^\text{int}$. The generalization accuracy of this classifier indirectly tells us the extent to which information about $Z$ (say) is present in $X^\text{int}$. More precisely, if the generalization accuracy of classifying $Z$ from $X^\text{int}$ is $a$, that means the expected probability of error in correctly guessing $Z$ from $X^\text{int}$ is $P_e := 1 - a$. Then, from Fano’s inequality [42, Ch. 2], we have:

$$H(Z \mid X) \leq H_b(P_e) + P_e \log(|Z| - 1),$$

where $H_b$ is the binary entropy function, and $Z$ is the sample space of $Z$. Since $Z$ is binary, $Z \in \{0, 1\}$, hence $|Z| = 2$. If we further assume $Z \sim \text{Ber}(1/2)$, then $H(Z) = 1$ bit. This simplifies the above equation to:

$$H(Z \mid X^\text{int}) \leq H_b(P_e) = H_b(1 - a)$$

$$\Rightarrow I(Z; X^\text{int}) = H(Z) - H(Z \mid X^\text{int}) = 1 - H(Z \mid X^\text{int}) \geq 1 - H_b(1 - a).$$

Therefore, given any classifier that can predict $Z$ from $X^\text{int}$ with generalization accuracy $a$, we can compute a lower bound on the mutual information between $Z$ and $X^\text{int}$, with a better classifier providing a tighter lower bound. This allows us to compute all conditional mutual information quantities required by Definition 2 using the chain rule [42, Ch. 2]:

$$I(Z; X^\text{int}) = I(Z; X^\text{int}) - I(Z; X^\text{int}),$$

where $X^\text{int}_1$ and $X^\text{int}_2$ are the activations of two intermediate nodes (or subsets of intermediate nodes) in the ANN. We use both linear and kernel Support Vector Machines for our classifiers. Further details on estimating the mutual information can be found in Appendix A in the supplementary material.

3.2 Intervention strategies

We perform interventions on an ANN by pruning its edges. To evaluate bias-accuracy tradeoffs, we use “soft-pruning” of edges, i.e., gradually reducing their weights rather than removing them outright. We compare a number of pruning strategies, which differ based on the following factors:

1. **Pruning method.** We consider three methods: (i) pruning entire nodes; (ii) pruning individual edges; and (iii) pruning paths from the input layer to the output layer. Pruning nodes, i.e., simultaneously decreasing the weights of all outputs of a particular node, can be interpreted as decreasing the dependence of future computations on the derived feature that this node represents. Pruning individual edges has the advantage of being extremely specific, potentially allowing for similar results with minimal changes to the network. Pruning paths can be interpreted as stopping the largest net flow of information from the input features all the way to the output.

2. **Pruning metric.** For each of the above methods, we use two different metrics: the primary metric is based on the ratio of bias flow to accuracy flow, and a secondary metric is the ratio of accuracy flow to bias flow, which we use as a “control” to show that our tradeoff results are not merely a product of chance. When soft-pruning nodes, the primary metric we use is the ratio of flows at the node, i.e. $\mathcal{F}_Z(\mathcal{V}_t)/\mathcal{F}_Y(\mathcal{V}_t)$. When soft-pruning edges, our primary metric is the weighted ratio of flows on the edge, i.e., $|w(\mathcal{E}_t)| \cdot \mathcal{F}_Z(\mathcal{E}_t)/\mathcal{F}_Y(\mathcal{E}_t)$ (note that we need to re-weight the ratio since weights in $\mathcal{F}_Z(\mathcal{E}_t)$ and $\mathcal{F}_Y(\mathcal{E}_t)$ would otherwise cancel). Finally, when soft-pruning paths, we score each path using the smallest edge-metric, and choose the path $P$ having the largest score:

$$P^* = \arg\max_{P} \min_{E_i \in P} \left| w(\mathcal{E}_t) \right| \cdot \mathcal{F}_Z(\mathcal{E}_t)/\mathcal{F}_Y(\mathcal{E}_t).$$

3. **Pruning level.** In each of the above cases, we soft-prune the top “$k$” nodes, edges or paths, which exhibit the largest value of the respective pruning metric. Pruning too much will likely hinder all flows, so we test a few different values of $k$ to find optimal “level” of pruning.
Figure 2: (Left) A plot showing the dependence between the weighted Y-information flow of every edge and the change in accuracy ($\Delta_{\text{acc}}$) at the output of the ANN upon pruning that edge, for the synthetic dataset. (Right) The same for weighted Z-information flow and change in bias ($\Delta_{\text{bias}}$). In both figures, as the information flow of an edge increases, there is a greater decrease in the accuracy or bias at the output upon pruning that edge. The lighter data points indicate edges in the first layer, while the darker points represent edges in the second (final) layer, with grey and black lines representing linear fits. $R^2_i$ is the fraction of variance explained by the linear fit, for points in layer $i$.

Figure 3: Figures showing the tradeoff between fairness and accuracy when gradually pruning nodes or edges of an ANN trained on the synthetic dataset. ★ denotes the accuracy and bias after training but before pruning. The legend indicates the pruning strategy used: pruning based on bias-to-accuracy flow ratio (left) or accuracy-to-bias flow ratio (right); pruning nodes or edges; and the number of nodes or edges pruned. Error bars represent one standard error of the mean. Pruning based on the bias-to-accuracy ratios causes bias to fall faster than accuracy, while pruning based on accuracy-to-bias ratios causes bias to increase while accuracy falls.

4 Results

4.1 Synthetic Dataset

First, we examine information flows for a small neural network trained on a synthetic dataset. The synthetic dataset is generated in a manner similar to Figure 1 (see Appendix B.1 in the supplementary material for details). The dataset has three continuous-valued features $X_1$, $X_2$ and $X_3$, a binary label $Y$, and a binary protected attribute $Z$. $X_1$ and $X_2$ are designed to receive a large causal influence from $Z$, while $X_3$ and the labels $Y$ have no influence from $Z$. Lastly, all three features independently provide information about $Y$, i.e., they are noisily correlated with $Y$, with independent noise terms.

For simplicity, the neural network was taken to have just one hidden layer with three neurons, with leaky ReLU activations. The output layer is a one-hot encoding of the binary $Y$ and cross-entropy loss was used for training. The data was split, with 50% used for training the neural network, and 50% for estimating information flows on the trained network. We used a kernel SVM classifier to estimate information flow (as described in Section 3.1) and nested cross validation to fit SVM hyperparameters and estimate generalization accuracy. Finally, all analyses are repeated across 100
neural networks trained on the same data but with different random weight initializations. Further details are in Appendix C.1 in the supplementary material.

We first analyzed whether the extent of change in output bias ($\Delta_{bias}$) or accuracy ($\Delta_{acc}$) upon pruning an edge is related to the magnitude of $Z$- or $Y$-information flow on that edge. We completely pruned each edge of the trained network, keeping all other edges intact, and examined the change in accuracy and bias at the output (see Figure 2). The results show that pruning edges with larger magnitudes of weighted accuracy or bias flow tends to produce larger reductions in accuracy or bias at the output, respectively. We also see a marked difference in the slopes of the black and grey lines, indicating that edges from the second layer are less likely to change accuracy or bias upon being pruned: this is discussed in the following subsection. While the linear fits do not capture a large fraction of the overall variance, the dependence between information flow magnitude and $\Delta_{bias}$ or $\Delta_{acc}$ is evident: for completeness, correlation values and statistical significance tests are provided in Appendix D in the supplementary material.

Next, we analyzed how bias and accuracy evolve upon “soft-pruning” the edges gradually, for different pruning strategies outlined in Section 3.2. Figure 3 shows that, when pruning on the basis of bias-to-accuracy flow ratio, bias initially falls much faster than accuracy: on average, bias can be reduced almost 10 percentage points, at a cost of just 2 percentage points in accuracy. The tradeoff curves produced by different pruning methods and levels were similar for this dataset, but interestingly, pruning on the basis of the accuracy-to-bias flow ratio causes accuracy to remain steady before falling, while bias increases. This may suggest the presence of some redundancy: when edges most responsible for accuracy are pruned, other edges (presumably from nodes that have larger bias) are able to compensate, but at the cost of increasing bias.

### 4.2 Real Datasets: Modified Adult and MNIST

We also performed the same analyses on the Adult dataset from the UCI machine learning repository [58] and the MNIST dataset [59]. The Adult dataset, which comes from the 1994 US census, consists of a mix of numerical and categorical features for classifying people with annual incomes...
Figure 6: Tradeoff plots for the Adult and MNIST datasets. In both plots, the green lines are for the path-based pruning method (described in Section 3.2). Note that both the bias-to-accuracy and accuracy-to-bias flows have been shown in the same plot.

Results analogous to the synthetic dataset are shown in Figures 4 and 5 for the smaller ANN, and in Figure 6a for the larger ANN trained on the modified Adult dataset. These results reflect the trends seen in the synthetic dataset. The smaller ANN shows a stronger dependence between information flow and interventional effect for the Adult dataset than when trained on the synthetic dataset (compare Figures 2 and 4). This might be because the synthetic data had two highly biased features, whereas the modified Adult dataset likely has much less bias in its features. Figures 2 and 4 also show that interventions in the first layer (lighter points) tend to have a greater effect on output accuracy/bias than those in the second layer (darker points)—this is particularly pronounced in Figure 4 (left). We believe this is because of the intrinsic redundancy in one-hot encoding: pruning a single edge in the second layer will only affect one of the two output neurons, which encode the binary random variable $\hat{Y}$, and therefore provide the same information.

In Figures 5 and 6a, pruning edges does worse than pruning nodes (e.g., compare 2-nodes with 6-edges in Figure 6a, both of which prune 6 edges). This suggests that reducing the impact of an entire (derived) feature at a node is a more robust intervention than attempting to edit individual edges. We also see that when pruning using accuracy-to-bias flow ratios (dashed lines), accuracy falls quickly and bias increases only modestly (in contrast to Figure 3 for the synthetic dataset). We believe this indicates that the modified Adult dataset is dominated more by accuracy flows while the synthetic dataset is dominated by bias flows (this is also substantiated by the magnitudes of information flow seen in Figures 2 and 4). Finally, the path-based pruning strategy (which makes more sense for deeper networks) is shown in Figure 6a, and is similar to the edge-based methods in its tradeoff performance when using weighted bias-to-accuracy flow ratios. Interestingly however, when pruning based on weighted accuracy-to-bias flow ratios, there is no increase in bias, suggesting that path-based methods might have greater specificity to a particular message.
To test the scalability of our methods to wider and deeper ANNs, we also repeated our analyses on an ANN with 5 hidden layers consisting of 6 units each, trained on the MNIST dataset (details are provided in Appendix B.3 and C.1 in the supplementary material). Information flow was estimated using a fast correlation-based estimator (see Appendix A.3), and the results mirror the trends from the other datasets (see Figure 6b). An interesting observation is that, as the size of the network increases, one has to prune a larger number of nodes, edges or paths to achieve similar trade-offs. We also performed a dependency analysis (not depicted), similar to that of Figures 2 and 4. However, these showed a very poor linear fit; correlation values were also low with inconsistent statistical significance (see Appendix D for details). These observations might be attributed to the fact that pruning individual edges is unlikely to have a significant impact on the output in such a large network.

Further results, including a more extensive sampling of pruning strategies and fast correlation-based information flow estimates, are provided in the supplementary material. Code to generate these results is available online at https://github.com/praveenv253/ann-info-flow.

5 Discussion

Our results show that $M$-information flow can indeed suggest targets for intervention in a trained artificial neural network, to change its behavior at the output. We can simultaneously measure the information flows of multiple variables within the system, and make edits to prevent undesirable behaviors while preserving desirable ones.

This has important implications for neuroscience and clinical practice, where an observational understanding appears to be necessary prior to deciding the form of targeted intervention. Today, studies typically report results from interventions at a small number of sites (usually just one), while the number of sites for potential interventions is large. The number of possible interventions grows exponentially with the number of sites, which, along with the amount of data required for each, and the irreversibility of interventions, necessitates the use of new approaches that do not iterate through candidate interventions. On the other hand, there are several well-established neural recording modalities for making observations, and there have been rapid advances in non-invasive recording and stimulation techniques [60–65]. Thus, neuroscientists who wish to explore causal mechanisms in neural circuits can measure information flows to narrow down target brain areas for confirmatory experiments that use optogenetic stimulation—in this way, information flows can inform experiment design. Developing such an understanding is crucial for the eventual goal of treating brain disorders (e.g., in the reward circuit); furthermore, mapping information flows might provide a roadmap to personalized deep-brain stimulation strategies [66].

Our work is intended to be an initial exploration of how we might make interventions by studying information flows. Our results show that there is substantial room for improvement: there is a large variance in how well the interventions suggested by our approach perform (note that this is not entirely unexpected, as discussed in Section 2.3). Future studies may examine other intervention strategies, datasets, and more sophisticated networks. Some challenges remain in extending these results to a neuroscientific setting. Firstly, the computational system model (nodes and edges) [11] may be too simplistic for biological neurons where even single cell has sophisticated dynamics. Secondly, measurements in real neural systems are frequently noisy, corrupted by background brain activity as well as sensor noise, while we assume here that noiseless measurements can be made. Similarly, although technologies for making interventions on specific cells are rapidly advancing [6], it is still difficult to perform precise neuromodulation, especially without genetic manipulation of cells.

Potential negative societal impacts. This study discusses approaches for making informed interventions in neural circuits, with potential applications to the brain. As with any new technology, this carries potential risks of misuse or abuse, e.g., imprudent or overzealous interventions in clinical or non-clinical settings, with or without the subject’s consent. Proper regulation and oversight will be key in preventing such misuse. On a more imminent time-scale, the techniques developed here might be misused in fairness settings, despite having no formal guarantees. Although our paper uses the context of fairness to understand whether information flows can suggest interventions, we have not tested this approach rigorously enough for it to be employed to induce fairness in real systems—indeed, this was not our goal. While we believe that information flow analyses may, in future, be used to guide the systematic editing of neural networks for purposes such as bias reduction, that would require a more thorough analysis of optimal information measures and pruning strategies.
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Appendices

Praveen Venkatesh, Sanghamitra Dutta, Neil Mehta and Pulkit Grover

A Note on Error Bars

Error bars in all tradeoff plots in the paper represent one standard error of the mean (i.e., roughly corresponding to a 68%-confidence interval on the mean), both for accuracy and bias. The mean accuracy and bias at different pruning levels was computed on 100 runs of the whole analysis, each starting with a different weight initialization for the ANN.

A Additional Details on Estimating Information Flow

A.1 Details on Classifiers for Estimating Mutual Information

In this section, we describe what classifiers were used when $M$-information flow was estimated as described in Section 3.1. We tried two different classifiers: a linear support vector machine (SVM) and a kernel SVM (using a radial basis function kernel, which was approximated using a Nyström kernel approximation and optimized using stochastic gradient descent).

We examined the performance of both these classifiers on the synthetic as well as the modified Adult datasets. However, we found that linear SVM did very poorly on the synthetic dataset as a result of the intrinsic non-linearity present in its design (as will be described in Appendix B.1, which appears shortly). On the other hand, we found that both classifiers performed well on the modified Adult dataset: in particular, linear SVM—being a simpler classifier with fewer hyperparameters—had much lower variance than kernel SVM, and was much faster to fit, prompting us to utilize only linear SVM for the modified Adult dataset.

For the kernel SVM, the Nyström approximation was taken to have 100 components. At any given stage, the inputs to the classifiers were standardized as part of a pipeline before being running SVM. All hyperparameters—$C$ for linear SVM, and $(C, \gamma)$ for kernel SVM—were drawn from log-uniform distributions with a range of $[10^{-2}, 10^2]$. We used nested cross-validation, optimizing hyperparameters in the inner loop (4 folds), and producing our final information estimates in the outer loop (5 folds). We optimized hyperparameters using a randomized search with 25 parameter draws, both for linear and kernel SVM. The mutual information estimate used the average generalization accuracy estimated on the test data of each of the 5 folds in the outer loop.

All of the aforementioned classifiers were implemented using Scikit-Learn [67] in Python.

A.2 Keeping Information Estimates Positive

In some cases, we may find that the estimate for $I(Z; (X^\text{int}_1, X^\text{int}_2))$ is smaller than that for $I(Z; X^\text{int}_2)$; this is because our estimates are lower bounds. Although adding variables can never decrease mutual information, in practice, adding features may reduce the accuracy of a classifier, especially if the extra features only contribute noise and do not help with discriminability.\footnote{Ideally, adding more features to a classifier should not reduce classification accuracy. However, this is incumbent on having good feature selection mechanisms and sufficient computational resources to estimate optimal hyperparameters in the higher-dimensional feature space. In practice, these constraints imply that features that do not provide useful information decrease our ability to classify based on the other useful features.} In such cases, we simply truncate the conditional mutual information to zero, to prevent it from becoming negative.

A.3 A Mutual Information Estimate based on Correlation

In addition to the classifier-based estimate for mutual information presented in Section 3.1, we also consider a simpler measure of mutual and conditional mutual information based on a Gaussian approximation [42, Sec. 8.5]. In this case, the mutual information can be expressed in closed form, in
terms of the joint covariance matrix of $Z$ and $X^\text{int}$. For example, if $Z$ and $X^\text{int}$ are scalar Gaussian random variables, then

$$I(Z ; X^\text{int}) = \frac{1}{2} \log_2(1 - \rho^2(Z, X^\text{int})) \text{ bits},$$

(10)

where $\rho(Z, X^\text{int})$ is the correlation between $Z$ and $X^\text{int}$. In general, for computing information flow, we need to compute the conditional mutual information between $Z$ and $X^\text{int}$ given $X^\text{int}$. By virtue of the chain rule shown in equation (8), it suffices to find an estimator for the mutual information.

Suppose $[Z, X^\text{int}]$ comprise a jointly Gaussian random vector with covariance matrix $\Sigma$:

$$\Sigma = \begin{bmatrix}
\Sigma_{ZZ} & \Sigma_{ZX} \\
\Sigma_{XZ} & \Sigma_{XX}
\end{bmatrix}.$$  

(11)

We can construct the covariance matrix that would be produced if $Z$ and $X^\text{int}$ had the same marginals, but were independent of one another:

$$\tilde{\Sigma} = \begin{bmatrix}
\Sigma_{ZZ} & 0 \\
0 & \Sigma_{XX}
\end{bmatrix}.$$ 

(12)

Then, the mutual information between $Z$ and $X^\text{int}$ is given by the KL-divergence between their joint distribution and the product of their marginals, which can be written in closed form for Gaussians:

$$I(Z ; X^\text{int}) = \frac{1}{2 \log_e(2)} \left( \text{Tr}\{\tilde{\Sigma}^{-1}\Sigma\} - d + \log_e\det\tilde{\Sigma} - \log_e\det\Sigma \right) \text{ bits},$$

(13)

where $\text{Tr}$ and $\det$ refer to the trace and determinant of a matrix respectively, while $d$ is the number of elements in the vector $[Z, X^\text{int}]$.

This approximation no longer provides a bound on mutual information, but is extremely fast to compute. In Appendix C and D, we compare it with other measures to evaluate its performance.

B Details on All Datasets

B.1 Details on the Synthetic Data Model

The synthetic dataset consisted of 10,000 data points, with 5000 used to train the neural network and 5000 used to estimate information flows. The data was generated according to a structural equation model, whose graph is shown in Figure 7a. We start with two latent variables, $U_y$ and $U_g$, and then set $Y$ based on a nonlinearity as shown in Figure 7b. The boundary of the nonlinearity is set to be

$$U_y = \frac{1}{1 + U_g} - 1.$$ 

(14)
If $d(U_y, U_g)$ is the signed distance from any point $(U_y, U_g)$ to this boundary, then

$$Y \mid U_y, U_g \sim \text{Ber}\left(\frac{1}{1 + e^{-3d(U_x, U_y)}}\right)$$

(15)

$X_1, X_2$ and $X_3$ are designed to indirectly convey information about $Y$, by encoding $U_y$ and $U_g$ in a manner biased by $M$. $X_1$ and $X_2$ are chosen to be biased, with

$$X_1 \mid U_y, M \sim \mathcal{N}(0.7MU_y, 0.04), \quad (16)$$

$$X_2 \mid U_y, M \sim \mathcal{N}(0.5MU_y, 0.04), \quad (17)$$

$$X_3 \mid U_g, M \sim \mathcal{N}(0.1U_g, 0.04). \quad (18)$$

Note that $X_1$ and $X_2$ communicate information about $U_y$ only when $M = 1$. Therefore, these two features are informative for classifying $Y$ only when $M = 1$, and are completely non-informative when $M = 0$, inducing bias at the output. $X_3$, on the other hand, is an unbiased feature, which is equally informative for both $M = 0$ and $M = 1$.

Using the data generation model described above, we first generated 15,000 data points. We then randomly subsampled data points to balance out classes: we picked 2500 data points for each of the true label and protected attribute values $(Y, Z)$ of $(0, 0), (0, 1), (1, 0)$ and $(1, 1)$. As a result, there were an equal number of data points in the dataset, for each possible combination of $(Y, Z)$. This had the benefit of imposing independence between the true label $Y$ and the protected attribute $Z$. Further, it ensured that there were an equal number of data points with true label 0 and 1, and an equal number of data points with protected attribute 0 and 1.

**B.2 Details on the Modified Adult Dataset**

The modified Adult dataset was generated from the Adult dataset by balancing out the number of male and female individuals, as well as balancing out the number of individuals with high ($\geq$ $50,000$) and low ($<$ $50,000$) incomes. However, in contrast to the balancing process described above for the synthetic dataset, the true label and protected attribute were not made to be independent of each other. This was because balancing all four combinations of $(Y, Z)$ led to a very low bias at the output $\hat{Y}$ of an ANN trained on such a dataset, even in the absence of any fairness considerations.

Instead, we skewed the joint distribution of incomes and genders, so that two-thirds of males had high incomes, while two-thirds of females had low incomes. More precisely, we randomly drew as many data points as possible from the dataset, while ensuring that our sample satisfied:

$$(M, <) : (M, \geq) : (F, <) : (F, \geq) = 1 : 2 : 2 : 1,$$

where $M, F, \geq$ and $<$ represent the number of males, females, individuals with high incomes and individuals with low incomes in our sample, respectively. We chose this particular skew (as opposed to having two-thirds of females with high incomes, for instance) simply to maximize the total number of data points in our dataset.

After subsampling, we further discarded a few arbitrarily chosen data points in our reduced dataset so that the total number of data points was an integer multiple of 10, which was the minibatch size used in ANN training. This skewed subsampling process (followed by discarding) left us with a total of 10,600 data points in our sample, down from 48,842 data points in the original Adult dataset (when considering both train and test sets). We had 5293 individuals with high incomes and 5307 individuals with low incomes. Incidentally, we also had 5293 female individuals and 5307 male individuals. The exact number of $(M, <)$, $(M, \geq)$, $(F, <)$ and $(F, \geq)$ individuals was 1769, 3538, 3538 and 1755 respectively.

**B.3 Details on the MNIST Dataset**

We used a part of the MNIST dataset to test whether our results could be scaled to deeper and wider ANNs. For the dataset, we used four digits in two pairs: $(4, 9)$ and $(5, 8)$. These pairs were chosen based on a review of t-SNE plots of the MNIST dataset found in the literature [e.g., see 68]: clusters corresponding to 4 and 9 were found to be very close to each other, as well as those corresponding to 5 and 8, suggesting the similarity between the two numbers in each pair. Since each pair also consists of one odd and one even number, we took the protected attribute $Z$ to represent even vs. odd digits.
We skewed the training dataset to induce bias in the output, by having more training examples for 9 in the (4, 9) class, and more examples for 8 in the (5, 8) class at a 2:1 ratio. This maintained an equal number of examples of both classes while also having an equal number of odd and even examples overall. However, this skew induced the network to prefer 9 over 4 at the output neuron for $\hat{Y} = 0$ and to prefer 8 over 5 for the output neuron for $\hat{Y} = 1$, allowing us to also guess whether the number was odd or even, based on $\hat{Y}$.

### C Details on Data Analysis

For all our analyses and datasets, 50% of the entire dataset was used for training the ANN, and the other 50% for analyzing information flow, including measuring the tradeoff performance (e.g., Figure 5) and dependence plots (e.g., Figure 4).

#### C.1 ANN training

For the synthetic dataset, $\hat{Y}$ was estimated using an ANN with one hidden layer consisting of three neurons. The input layer also had three neurons, for each of the three features, and the output layer was a one-hot encoding of the binary output $\hat{Y}$. The activation functions of all neurons were Leaky ReLU. The input features were not standardized before training the ANN since they were already designed to be of comparable dynamic ranges. Training was performed for 50 epochs with a minibatch size of 10, a momentum of 0.9, and a learning rate of $3 \times 10^{-2}$.

In the case of the modified Adult dataset, we used two different ANN configurations: the first was a smaller ANN identical to the one used for the synthetic dataset, while the second was a slightly larger ANN with two hidden layers, three neurons in each hidden layer and five inputs. The activation functions of all neurons were Leaky ReLU again. For the smaller ANN, we used three numerical features—education-num, hours-per-week and age—and took sex to be the protected attribute. Since these features had large disparities in their dynamic ranges, we individually standardized these features before providing them as inputs to the ANN for training. For the larger ANN, we additionally used continuous-valued embeddings derived from two categorical features, occupation and workclass. For both the smaller and larger ANNs, training was performed for 50 epochs with a minibatch size of 10, a momentum of 0.9, and a learning rate of $3 \times 10^{-3}$.

Finally, for the MNIST dataset, the network configuration was fully connected with Leaky ReLU activation and had layer sizes $[784, 6, 6, 6, 6, 6, 2]$: 784 input features (flattened $28 \times 28$ MNIST images), 2 output neurons, and five hidden layers with 6 neurons each. Training was performed for 50 epochs with a minibatch size of 10, a momentum of 0.9 and a learning rate of $3 \times 10^{-3}$. The trained network was able to achieve approximately 98% accuracy and had a bias of around 65% (accuracy of classifying $Z$ from $\hat{Y}$). We performed the $M$-information flow analysis for all hidden layers and the output layer; we excluded the input layer for computational tractability. We also used correlation-based estimates for mutual information, as described in Appendix A.3, for faster computation. Using our $M$-information flow measure to estimate the $Y$- and $Z$-information flows, we could once again produce tradeoff plots similar to those in Figures 3, 5 and 6.

We trained 100 different ANNs on the same 50% segment of training data, each with different random weight initializations. The error bars in the tradeoff plots (Figures 3, 5 and 6a) and the points in the dependency plots (Figures 2 and 4) are over these 100 runs. All ANN training was implemented using PyTorch [69] in Python.

#### C.2 Computational Resources Used

All analyses were performed on one of two machines:

- **Machine 1**: Intel Xeon E5-2680 v4 @ 2.40GHz with 28 cores (56 virtual), and 256 GB RAM
- **Machine 2**: Intel Core i7-10700KF @ 3.80GHz with 8 cores (16 virtual), and 48 GB RAM

ANN training, information flow analysis, tradeoff analysis and scaling (dependency) analyses for the synthetic dataset, information flow estimation) all ran in approximately 11 hours and 34 minutes on Machine 2, when parallelized 8-fold (ANN training was not parallelized). The same four analyses for the modified Adult dataset on the smaller ANN (with linear SVM for
| Dataset          | Machine # | MI estimator | Analyses                  | # || J | Time taken |
|------------------|-----------|--------------|---------------------------|-----|------------|
| Synthetic        | 2         | Kernel SVM   | ANN training              | 1   | 11h 34m    |
|                  |           |              | Info flow                 | 8   | 11h 34m    |
|                  |           |              | Tradeoff                  | 8   | 11h 34m    |
|                  |           |              | Dependency                | 8   | 11h 34m    |
| Modified Adult   | 2         | Linear SVM   | ANN training              | 1   | 1h 25m     |
| (smaller ANN)    |           |              | Info flow                 | 10  | 1h 25m     |
|                  |           |              | Tradeoff                  | 8   | 1h 25m     |
|                  |           |              | Dependency                | 8   | 1h 25m     |
| Modified Adult   | 1         | Linear SVM   | ANN training              | 1   | 2h 49m     |
| (larger ANN)     |           |              | Info flow                 | 10  | 2h 49m     |
|                  |           |              | Tradeoff                  | 8   | 2h 49m     |
|                  |           |              | Dependency                | 10  | 2h 49m     |

Table 1: Summary of analyses, computational resources and time consumed

![Accuracy flow visualization](image1)

![Bias flow visualization](image2)

Figure 8: **Visualizations of accuracy and bias flows for the smaller ANN trained on the synthetic dataset.** Note how the most dominant accuracy flows arise from $X_3$, which is the only bias-free feature in the dataset. In contrast, the largest bias flows arise from $X_1$ and $X_2$, both of which are heavily biased features. It is intuitively clear from these pictures which edges have the largest bias-to-accuracy flow ratios, and hence which edges would be the first to be pruned.

Information flow estimation) all ran in approximately 1 hour and 25 minutes on Machine 2, when parallelized 8-fold (ANN training was not parallelized). Finally, all four analyses ran for the modified Adult dataset on the larger ANN (with linear SVM for information flow estimation) in approximately 2 hours and 49 minutes on Machine 1; ANN training was not parallelized, information flow analysis and scaling (dependency) analysis was parallelized 10-fold, while the tradeoff analysis was parallelized 8-fold. This data is summarized in Table 1. In sharp contrast, the information flow and tradeoff analyses using the correlation-based estimate of mutual information ran in under 2 minutes in every case (time taken for training the networks is not included here).

**D Additional Results**

In this section, we provide several additional results extending the analyses presented in the main text. These are summarized below:

1. Figure 8 provides a visualization of the weighted accuracy and bias flows for the smaller ANN trained on the synthetic dataset. We focused on providing a visualization for the synthetic dataset, since we have some understanding of what the ground truth flows ought to be.
2. Figure 9 describes the dependence between weighted information flow on a given edge and the effect of pruning that edge on the output (i.e., a figure analogous to Figures 2 and 4), for the modified Adult dataset trained on the larger ANN.

3. Table 2 provides the Pearson correlation between the magnitude of information flow and the effect of intervening on an edge across all edges, for the dependency analyses shown in Figures 2, 4 and 9. The $p$-values for a statistically significant correlation are also shown, indicating that there is a consistent, statistically significant dependence between information flow and interventional effect for all but the last layer of the ANNs considered in these analyses. This consistency holds somewhat more poorly for the MNIST dataset, where the depth and width of the ANN result in only a very small dependence between pruning any individual edge and a change in the output accuracy or bias.

4. Analyses that span a more extensive set of pruning configurations described in Section 3.2, for the synthetic and modified Adult datasets (with the smaller and larger ANN). These are shown in Figures 10–12.

5. We performed tradeoff analyses where mutual information is estimated based on correlation, as described earlier in Appendix A.3. These are shown in Figures 13–15.

6. We also show a tradeoff plot with a randomized control: instead of removing nodes and edges on the basis of bias-to-accuracy flow ratios or accuracy-to-bias flow ratios, we select a fixed number of nodes or edges and remove them randomly. We do this for the modified Adult dataset on the smaller ANN for the correlation-based mutual information estimate. The result is shown in Figure 16, and matches with what we would expect: when nodes or edges are pruned randomly, the resultant tradeoff curve lies in between the curves corresponding to bias-to-accuracy flow ratios and accuracy-to-bias flow ratios. In particular, pruning on the basis of bias-to-accuracy flow ratio achieves a better bias-accuracy tradeoff than the randomized control.

7. We undertook an exploration of negative pruning levels, i.e., multiplying edge weights by negative numbers, on the modified Adult dataset for the larger ANN. The results of this experiment are shown in Figure 17.

A discussion on each of these results can be found in the respective figure captions.

Remark on sequential pruning. All of the pruning strategies presented in the paper pruning nodes, edges or paths in parallel, i.e., we reduced the weights of a number of selected edges or nodes simultaneously (where the number was determined based on the pruning level chosen). Since different pruning levels show very little difference overall, except in attaining lower accuracies or biases in the tradeoff plot, we did not present pruning strategies that pruned nodes or edges sequentially. The effect of sequential pruning can be intuitively extrapolated from the plots we present: for example, pruning two nodes sequentially should produce a tradeoff curve that exactly matches that for pruning the first node alone, following which, it would interpolate till it reaches the endpoint of the curve corresponding to pruning two nodes in parallel.
Figure 9: **Dependence plot for the modified Adult dataset trained on the larger ANN.** These figures show the relationship between the magnitude of information flow on a given edge, and the effect that pruning that edge has on the output of the ANN. Points in the lightest shade represent edges following the input layer while points in the darkest shade represent edges in the final layer of the network. We see trends very similar to those in Figures 2 and 4, where edges in the first two layers show a much stronger dependence than edges in the final layer. The lack of pruning effect for edges in the output layer, as mentioned in Section 4.2.

| Dataset            | ANN     | Flow type | Layer | Pearson correlation | p-value          |
|--------------------|---------|-----------|-------|--------------------|------------------|
| Synthetic          | Small ANN | Accuracy  | 1     | -0.65              | 5.30 × 10^{-27}  |
|                    |         | Bias      | 1     | -0.47              | 1.52 × 10^{-50}  |
|                    |         |           | 2     | -0.03              | 4.18 × 10^{-1}   |
| Modified Adult     | Small ANN | Accuracy  | 1     | -0.77              | 1.81 × 10^{-180} |
|                    |         | Bias      | 1     | -0.52              | 1.37 × 10^{-63}  |
|                    |         |           | 2     | -0.18              | 5.21 × 10^{-6}   |
| Modified Adult     | Large ANN | Accuracy  | 1     | -0.67              | 5.25 × 10^{-132} |
|                    |         | Bias      | 1     | -0.62              | 2.54 × 10^{-160} |
|                    |         |           | 2     | -0.48              | 6.30 × 10^{-52}  |
|                    |         |           | 3     | -0.10              | 1.00 × 10^{-2}   |
| MNIST              | Deep ANN | Accuracy  | 1     | -0.12              | 2.50 × 10^{-13}  |
|                    |         | Bias      | 1     | -0.04              | 8.65 × 10^{-3}   |

Table 2: Pearson correlation between information flow magnitude and interventional effect (i.e., correlation between \( F_Z(E_t) \) and \( \Delta_{bias} \), upon pruning \( E_t \), or correlation between \( F_Y(E_t) \) and \( \Delta_{acc} \), upon pruning \( E_t \), over all edges \( E_t \)), along with corresponding p-values, for the results in Figures 2, 4 and 9, and for the MNIST dataset. Correlations and p-values are computed using the Scipy stats.pearsonr function [70]; the p-value computation assumes Gaussianity, so p-values close to a desired significance threshold should be interpreted with some care.
Figure 10: Tradeoff plots for the synthetic dataset, with more pruning configurations. These plots are very much in line with expectations, and are largely consistent with Figure 3. It should be evident that pruning nodes generally appears to outperform pruning edges. There appears to be a very limited difference for different pruning levels (refer Section 3.2), except that pruning more edges or nodes usually gives rise to lower accuracy and bias numbers. Occasionally, pruning at a higher level can also produce an overall better tradeoff plot, as in the case of pruning 3 nodes. Interestingly, pruning different numbers paths appears not to have a significant difference, even on the extent of bias or accuracy decrease, suggesting that the top three paths have a lot of overlap in their edge sets.
Figure 11: Tradeoff plots for the modified Adult dataset trained on the smaller ANN, with more pruning configurations. These plots are very consistent with those in Figure 3. Many of the observations mentioned in the caption of Figure 10 also carry over to this dataset.
Figure 12: Tradeoff plots for the modified Adult dataset trained on the larger ANN, with more pruning configurations. These plots are very consistent with those in Figure 6a. Many of the observations mentioned in the caption of Figure 10 also carry over to this dataset.
Figure 13: Tradeoff plots for the synthetic dataset, with correlation-based information flow estimation. These plots are not consistent with those presented in Figure 3 in the main paper. The erratic behavior that we see in several of the figures is a result of inverting poorly conditioned matrices, leading to large computational errors. As such, we present these plots to demonstrate a failure case for correlation-based information flow estimates. When the dataset has an intrinsic non-linearity (as described in Appendix B.1), correlation-based estimates of mutual information are very poor. The linear-SVM based classifier also failed on this dataset for the same reason (as mentioned in Appendix A.1).
Figure 14: Tradeoff plots for the modified Adult dataset trained on the smaller ANN, with correlation-based information flow estimation. These tradeoff plots are consistent with those in Figures 5 and 11. This suggests that most of the dependence in the modified Adult dataset can be described through linear relationships, which is also why linear SVM was our classifier of choice. As an important difference between the correlation-based estimate in this figure and the linear-SVM-based estimate in Figure 11, note that the correlation-based technique overestimates the mutual information. However, the qualitative aspects of the tradeoff curves are preserved, including the differences between different pruning levels. This suggests that the correlation-based estimator is useful when we want a qualitative understanding of how the tradeoff would behave, while allowing for obtaining results in a fraction of the total time taken by the more compute-intensive classifier-based methods.
Figure 15: Tradeoff plots for the modified Adult dataset trained on the larger ANN, with correlation-based information flow estimation. These tradeoff plots are consistent with those in Figures 6a and 12. Once again, the correlation-based estimate overestimates mutual information, while capturing the qualitative features of the tradeoff plots. The conclusions from Figure 14 for the smaller ANN carry over to the larger ANN shown here as well.
Figure 16: Tradeoff plot for the modified Adult dataset trained on the smaller ANN, using correlation-based mutual information estimation, against a randomized control. To provide an additional control condition and examine whether pruning on the basis of bias-to-accuracy flow ratios achieves a better tradeoff than pruning nodes or edges randomly, we implemented a randomized control. We selected the same number of nodes (top) or edges (bottom) to be pruned on the basis of largest bias-to-accuracy flow ratios, largest accuracy-to-bias flow ratios, and chosen at random. The results match what we would intuitively expect: the tradeoff curves for the randomized control condition fall in between those corresponding to bias-to-accuracy flow ratios and accuracy-to-bias flow ratios. Further, pruning on the basis of bias-to-accuracy flow ratio achieves a better bias-accuracy tradeoff than pruning the same number of nodes or edges randomly.
Figure 17: Tradeoff plots for the modified Adult dataset trained on the larger ANN, using correlation-based mutual information estimation, and with negative pruning levels. To examine the impact of "pruning below zero", i.e., multiplying edge weights by negative factors, we considered the correlation-based estimate, since this suffices to obtain a qualitative understanding. The \( \star \) denotes the point at which the edge is completely pruned, following which edge weights are multiplied by increasingly negative fractions: \([-0.1, -0.2, \ldots, -1]\). Note how negative pruning factors produce undesirable effects: in the case of bias-to-accuracy flow ratios (left column), negative factors start increasing the bias once again.