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Abstract

We consider the focusing inhomogeneous mass critical half-wave equation in one dimension. Under the mild conditions of the inhomogeneous factor, we show that the existence of the radial blowup solutions with ground state mass \( \|u_0\|_2 = \|Q\|_2 \), where \( Q \) is the unique positive ground state solution of equation \( DQ + Q = Q^\frac{3}{2} \) and obtain the blowup rate \( \|D^{\frac{1}{2}}u(t)\|_{L^2} \sim \frac{1}{|t|} \) as \( t \to 0^- \).

Keywords: Half-wave equation; Inhomogeneous; Ground state mass; Blowup

1 Introduction and the main result

1.1 Introduction

We deal in this paper with a one-dimensional focusing mass critical half-wave equation with an inhomogeneous nonlinerarity

\[
\begin{aligned}
&i\partial_t u = Du - k(x)|u|^2u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}, \\
&u(t_0, x) = u_0(x), \quad u_0 : \mathbb{R} \to \mathbb{C}.
\end{aligned}
\]  

(1.1)

Here \( (\hat{D}f)(\xi) = |\xi|\hat{f}(\xi) \) denotes the first-order nonlocal fractional derivative and for some smooth bounded inhomogeneity \( k : \mathbb{R} \to \mathbb{R}_+^\ast \) and some real number \( t_0 < 0 \). This kind of problem arises naturally in turbulence phenomena, wave propagation, continuum limits of lattice systems, and models for gravitational collapse in astrophysics [4, 6, 7, 13–15, 18, 30].

From mathematical point of view, it is a canonical model to break the group of symmetries of the \( k \equiv 1 \) homogeneous case.
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Let us start with recalling some well-known facts in the homogeneous case $k \equiv 1$:

\[
\begin{aligned}
  i \partial_t u &= Du - |u|^2 u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}, \\
  u(t_0, x) &= u_0(x), \quad u_0 : \mathbb{R} \to \mathbb{C},
\end{aligned}
\]

where $t_0 < 0$. All $H^{1/2}$ solutions must satisfy the conservation laws of $L^2$-norm, energy and momentum

\[
\begin{aligned}
  L^2\text{-norm} \quad M(u) &= \int_{\mathbb{R}} |u(t, x)|^2 dx = M(u_0); \\
  \text{Energy} \quad E(\psi) &= \frac{1}{2} \int_{\mathbb{R}} \bar{u}(t,x)Du(t,x)dx - \frac{1}{4} \int_{\mathbb{R}} |u(t,x)|^4 dx = E(u_0); \\
  \text{Momentum} \quad P(u) &= \Im \left( \int_{\mathbb{R}} \nabla u(t,x)\bar{u}(t,x)dx \right) = P(u_0),
\end{aligned}
\]

and a group of $H^{1/2}$ symmetries leaves the flow invariant: if $u(t,x)$ solves (1.2), then for any $(\lambda_0, \tau_0, x_0, \gamma_0) \in \mathbb{R}^*_+ \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$, so does

\[
v(t, x) = \lambda_0^{1/2} u(\lambda_0 t + \tau_0, \lambda_0 x + x_0)e^{i\gamma_0}.
\]

Following from [17], let $Q$ be the unique positive radial ground state solution to

\[
DQ + Q - Q^3 = 0.
\]

Then the variational characterization of $Q$ ensures that initial data $u_0 \in H^{1/2}(\mathbb{R})$ with $\|u_0\|_{L^2} < \|Q\|_{L^2}$ yield global and bounded solutions $T = +\infty$, see [17]. On the other hand, finite time blowup may occur for data $\|u_0\|_{L^2} \geq \|Q\|_{L^2}$. At the critical mass threshold, the symmetries (1.3) yields a minimal mass blow-up solution (see [17])

\[
u(t, x) \sim \frac{1}{|t|} Q \left( \frac{x - \alpha}{t^2} \right) e^{i\gamma(t)}, \quad \|u(t)\|_{L^2} = \|Q\|_{L^2},
\]

which blows up at $t = 0$ and the blow up speed is

\[
\|D^{1/2} u(t)\|_{L^2} \sim \frac{C(u_0)}{|t|} \quad \text{as} \quad t \to 0^-.
\]

Recently, Georgiev and Li (the author of this paper) [9, 10] also obtained the ground state blowup solution to the mass critical half-wave equation in two and three dimensional cases. But unlike the mass critical NLS [22, 27], the uniqueness for this minimal (ground state) mass blow-up solution is still not known.
The structure of the problem is similar to the mass critical nonlinear Schrödinger equation

\[ iu_t + \Delta u + |u|^{\frac{4}{N}}u = 0. \]  

At the mass critical threshold, the pseudo-conformal symmetry yields a minimal mass blowup solution

\[ S(t, x) = \frac{1}{|t|^{N/2}}Q\left(\frac{x}{|t|}\right)e^{i|x|^2/4t}, \|S(t)\|_{L^2} = \|Q\|_{L^2}, \]

where \( Q \) is the unique positive ground state of problem (1.5), which blows up at \( t = 0 \). Merle [22] proved the uniqueness of the critical mass blowup solution \( u \in H^1 \) with \( \|u_0\|_{L^2} = \|Q\|_{L^2} \) and blowing up at \( t = 0 \) is equal to \( S(t) \) up to the symmetries of the flow. A robust dynamical approach for the proof of both existence and uniqueness has been developed by Raphaël and Szeftel [27] for the inhomogeneous problem

\[ iu_t + \Delta u + k(x)|u|^{\frac{4}{N}}u = 0. \]  

in two dimensions. Also, Banica, Carles and Duyckaerts [1] obtained the existence of the minimal blowup solution of problem (1.6) in the one and two dimensional cases.

Inspired by [1,17,27], in this paper we study the inhomogeneous \( L^2 \)-critical half-wave equation (1.1). By a similar argument as the homogeneous half wave equation [17] and the cubic Szegő equation [11], the Cauchy problem (1.1) is still locally wellposed in the Sobolev space \( H^s(\mathbb{R}) \), \( s > \frac{1}{2} \) and local existence in the energy space \( H^{1/2}(\mathbb{R}) \), that is, there exists a unique solution \( u \in C^0([t_0, T), H^s(\mathbb{R})) \), where \( s \geq \frac{1}{2} \), with its maximal time of existence \( t_0 < T \leq +\infty \), and

\[ T < +\infty \text{ implies } \lim_{t \to T^-} \|u(t)\|_{H^{1/2}} = +\infty. \]  

The conservation of the momentum no longer holds but the \( L^2 \)-norm and energy are still conserved:

\[
\begin{align*}
L^2\text{-norm:} & \quad \int_{\mathbb{R}} |u(t, x)|^2 = \int_{\mathbb{R}} |u_0(x)|^2, \\
\text{Energy:} & \quad E(u(t, x)) = \frac{1}{2} \int_{\mathbb{R}} \bar{u}(t, x) Du(t, x) dx - \frac{1}{4} \int_{\mathbb{R}} k(x)|u(t, x)|^4 dx = E(u_0).
\end{align*}
\]

For the higher dimensional case, Bellazzini, Georgiev and Visciglia [2] obtained the local well-posedness in \( H^1_{rad}(\mathbb{R}^N), N \geq 2 \); Hidano and Wang [12] studied the local well-posedness
in \( H^{1/2}_{\text{rad}}(\mathbb{R}^N) \), \( N \geq 2 \) and \( \epsilon > 0 \) is small. The canonical effect of the inhomogenity is to completely destroy the group of symmetry (1.3) and in the sense (1.1) is a model to analyze the properties of half-wave equation in the absence of symmetries.

From the standard variational techniques, we can obtain the criterion of global existence for (1.1): given \( \kappa > 0 \), let \( Q_\kappa \) be

\[
Q_\kappa(x) = \frac{1}{\kappa^{1/2}} Q(x),
\]

and let

\[
\kappa = \max_{x \in \mathbb{R}} k(x) < \infty.
\]

Then the initial data with

\[
\|u_0\|_{L^2} < M_k = \|Q_\kappa\|_{L^2}
\]

yield global and \( H^{1/2} \) bounded solutions while finite time blow-up may occur for \( \|u_0\|_{L^2} \geq M_k \).

1.2 Statement of the result

Let us now fix our assumptions on \( k \) where we normalize without loss of generality the supremum \( k_2 = 1 \):

\[
0 < k_1 \leq k(x) \leq 1 \text{ and } \max_{x \in \mathbb{R}} k(x) = 1 \text{ is attained.}
\]

From (1.8), (1.9), the critical mass is then

\[
M_k = \|Q\|_{L^2}.
\]

The following theorem is the main result of this paper.

**Theorem 1.1** (Existence of Ground state mass blowup elements) Assume that the function \( k \in C^2(\mathbb{R}) \) is even and satisfies (1.10). For \( E_0 \in \mathbb{R}_+^* \), there exist \( t^* < 0 \) independent of \( E_0 \) and a ground state mass solution \( u \in C^0([t^*, 0); H^{1/2}(\mathbb{R})] \) of equation (1.1) with

\[
\|u\|_2 = \|Q\|_2, \ E(u) = E_0,
\]

which blows up at time \( T = 0 \). More precisely, it holds that

\[
u(t, x) - \frac{1}{\lambda(t)^{1/2}} Q \left( \frac{x}{\lambda(t)} \right) e^{i\gamma(t)} \to 0 \text{ in } L^2(\mathbb{R}) \text{ as } t \to 0^-,
\]
where
\[ \lambda(t) = \lambda^* t^2 + O(t^5), \quad \gamma(t) = \frac{1}{\lambda^* |t|} + O(t), \]
with some constant \( \lambda^* > 0 \), and the blowup speed is given by:
\[ \|D^2 u(t)\|_2 \sim \frac{C(u_0)}{|t|} \quad \text{as } t \to 0^-, \]
where \( C(u_0) > 0 \) is a constant depending only on the initial data \( u_0 \).

Comments on this result.

1. For the inhomogeneous case, the function \( k \) destroy the symmetry of the half-wave equation. Due to the lack of homogeneity of the nonlinear terms, we cannot construct the blowup profile like the inhomogeneous Schrödinger equation [27] or the homogeneous half wave equation [9,10,17]. Fortunately, we can use another method to construct the blowup profile in the general case. But the translation parameter is not well controlled since the inhomogeneous half-wave equation does not satisfy the momentum law. On the other hand, the pseudoconformal symmetry plays an important role in controlling the translation parameter in the inhomogeneous NLS equation, see [27]. Hence, in the present paper, we only consider the radial case.

2. The degenerate case. If the inhomogeneous factor \( k \) satisfies
\[ k'(x_0) = k''(x_0) = 0, \]
the method presented in this paper should also be able to treat this degenerate case, which should in fact be easier to handle.

3. In the present paper, the inhomogeneous factor is not sharp, unlike the inhomogeneous NLS equation [21], it seems difficult to obtain the nonexistence result. On the other hand, since the general criterion for blowup solutions for \( L^2 \)-critical and \( L^2 \)-supercritical half-wave equation is still an open problem (see [3] for more details).

This paper is organized as follows: in Section 2, we construct the high order approximate solution \( Q_P \) of the renormalized equation; in Section 3, we decompose the solution and estimate the modulation parameters; in Section 4, we establish a refined energy/virial type estimate; in Section 5, we apply the energy estimate to establish a bootstrap argument that will be needed in the construction of ground state mass blowup solutions; in Section 6, we prove the Theorem 1.1; The Section 7 is Appendix.
Notations
- \((f,g) = \int \hat{f} \hat{g}\) as the inner product on \(L^2(\mathbb{R})\).
- \(\| \cdot \|_{L^p}\) denotes the \(L^p(\mathbb{R})\) norm for \(p \geq 1\).
- \(\hat{f}\) denotes the Fourier transform of function \(f\).
- We shall use \(X \lesssim Y\) to denote that \(X \leq CY\) holds, where the constant \(C > 0\) may change from line to line, but \(C\) is allowed to depend on universally fixed quantities only.
- Likewise, we use \(X \sim Y\) to denote that both \(X \lesssim Y\) and \(Y \lesssim X\) hold.

2 Approximate Blowup Profile

This section is devoted to the construction of the approximate blowup profile. For a sufficiently regular function \(f : \mathbb{R} \to \mathbb{C}\), we define the generator of \(L^2\) scaling given by

\[
\Lambda f := \frac{1}{2} f + x \cdot \nabla f.
\]

Note that the operator \(\Lambda\) is skew-adjoint on \(L^2(\mathbb{R})\), that is, we have

\[
(\Lambda f, g) = -(f, \Lambda g).
\]

We write \(\Lambda^k f\), with \(k \in \mathbb{N}\), for the iterates of \(\Lambda\) with the convention that \(\Lambda^0 f \equiv f\).

From now on and for the rest of this paper, we assume that \(k\) satisfies Assumption (1.10). Moreover, without loss of generality, we assume that \(k\) attains its maximum at \(x_0 = 0\) which is nondegenerate

\[
k(0) = 1, \ k'(0) = 0, \ k''(0) < 0.
\]  

(2.1)

In some parts of this paper, it will be convenient to identity any complex-valued function \(f : \mathbb{R} \to \mathbb{C}\), so that, the complex-valued function \(f\) can be write as follows:

\[
f = f_1 + if_2.
\]

We start with a general observation: If \(u = u(t,x)\) solves (1.1), then we define the function \(v = v(s,y)\) by setting

\[
u(t,x) = \frac{1}{\lambda^2(t)} v \left( s, \frac{x}{\lambda(t)} \right) e^{\gamma(t)}, \quad \frac{ds}{dt} = \frac{1}{\lambda(t)}.
\]  

(2.2)

It is easy to check that \(v = v(s,y)\) with \(y = \frac{x}{\lambda}\) satisfies

\[
i\partial_s v - Dv - v + k(\lambda(t)y) |v|^2 v = i \frac{\lambda'}{\lambda} \Lambda v + \gamma v,
\]  

(2.3)
where we set $\tilde{\gamma}_s = \gamma_s - 1$. Here the operator $D$ is understood as $D = D_y$. Following the slow modulated ansatz strategy developed in [16, 17, 27], we freeze the modulation
\begin{equation}
-\frac{\lambda_s}{\lambda} = b. \quad (2.4)
\end{equation}
And we look for an approximate solution of the form
\begin{equation}
v(s, y) = Q_{\mathcal{P}(s)}(y), \quad \mathcal{P}(s) = (b(s), \lambda(s)), \quad (2.5)
\end{equation}
with an expansion
\begin{equation}
Q_{\mathcal{P}(s)}(y) = Q(y) + \sum_{k+l \geq 1} b^k \lambda^l R_{k,l},
\end{equation}
where
\begin{equation}
R_{k,l} = T_{k,l} + iS_{k,l}.
\end{equation}
These asymptotic expansions suggest to define $b(s)$ so that
\begin{equation}
b_s = -\frac{b^2}{2} \quad \text{and} \quad \lambda_s = -\lambda b. \quad (2.6)
\end{equation}
Therefore, our purpose is to construct a high order approximation $Q(y, b, \lambda) = Q_{\mathcal{P}}$ that is a solution to
\begin{equation}
-ib^2 \partial_t Q_{\mathcal{P}} - ib\lambda \partial_t Q_{\mathcal{P}} - DQ_{\mathcal{P}} - Q_{\mathcal{P}} + ib\Lambda Q_{\mathcal{P}} + k(\lambda(t)y)|Q_{\mathcal{P}}|^2 Q_{\mathcal{P}} = 0,
\end{equation}
where $\mathcal{P} = (b, \lambda)$ and $|\mathcal{P}|$ is close to 0.

We have the following result about an approximate blowup profile $Q_{\mathcal{P}}$, parameterized by $\mathcal{P} = (b, \lambda)$, around the ground state $Q$ of the homogeneous half-wave equation.

**Lemma 2.1 (Approximate Blowup Profile)** There exists a small constant $\eta^* > 0$ such that for all $|\mathcal{P}| = |(b, \lambda)| \leq \eta^*$. There exists a smooth function $Q_{\mathcal{P}} = Q_{\mathcal{P}}(x)$ of the form
\begin{equation}
Q_{\mathcal{P}} = Q + bS_{1,0} + b^2T_{2,0} + \lambda^2T_{0,2} + b^3S_{3,0} + b^4T_{4,0}
\end{equation}
that satisfies the equation
\begin{equation}
-ib^2 \partial_t Q_{\mathcal{P}} - ib\lambda \partial_t Q_{\mathcal{P}} - DQ_{\mathcal{P}} - Q_{\mathcal{P}} + ib\Lambda Q_{\mathcal{P}} + k(\lambda(t)y)|Q_{\mathcal{P}}|^2 Q_{\mathcal{P}} = -\Phi_{\mathcal{P}}, \quad (2.8)
\end{equation}
Here the functions $\{R_{k,l}\}_{0 \leq k \leq 4, 0 \leq l \leq 1}$ satisfy the following regularity and decay bounds:
\begin{equation}
\|R_{k,l}\|_{H^m} + \|\Lambda R_{k,l}\|_{H^m} + \|\Lambda^2 R_{k,l}\|_{H^m} \lesssim 1, \quad \text{for} \ m \in \{0, 1\}, \quad (2.9)
\end{equation}
\[ |R_{k,l}| + |AR_{k,l}| + |A^2R_{k,l}| \lesssim \langle x \rangle^{-2}, \text{ for } x \in \mathbb{R}. \] (2.10)

Moreover, the term on the right-hand side of (2.8) satisfies
\[ \| \Phi_P \|_{\mathcal{L}^m} \lesssim \mathcal{O}(b^5 + \lambda^2 |P|), \quad |\nabla \Phi_P| \lesssim \mathcal{O}(b^5 + \lambda^2 |P|) \langle x \rangle^{-2}, \] (2.11)
for \( m \in \{0, 1\} \) and \( x \in \mathbb{R} \).

**Proof.** We recall that the definition of the linear operator
\[ L = \begin{bmatrix} L_+ & 0 \\ 0 & L_- \end{bmatrix} \]
acting on \( L^2(\mathbb{R}, \mathbb{R}^2) \), where \( L_+ \) and \( L_- \) denote the unbounded operators acting on \( L^2(\mathbb{R}, \mathbb{R}^2) \) given by
\[ L_+ = D + 1 - 3Q^2, \quad L_- = D + 1 - Q^2. \]

From [7], we have the key property that the kernel of \( L \) is given by
\[ \ker L = \text{span} \left\{ \begin{bmatrix} \nabla Q \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ Q \end{bmatrix} \right\}. \]

Note that the bounded inverse \( L^{-1} = \text{diag}\{L_+^{-1}, L_-^{-1}\} \) exists on the orthogonal complement \( \ker L \) exists on the orthogonal complement \( \ker L^{-1} = \langle \nabla Q \rangle \perp \perp \{Q\} \perp \).

**Step 1.** Determining the functions \( R_{k,l} \). We discuss our ansatz for \( Q_P \) to solve (2.8) order by order. We inject (2.7) into (2.8) and sort the terms of the same homogeneity.

**Order 0:** Clearly, we have that
\[ DQ + Q - |Q|^2Q = 0, \]

since \( Q \) being the ground state solution.

**Order 1:** For \( b \), from \( k'(0) = 0 \), we obtain
\[ \begin{cases} L_+T_{1,0} = 0, \\ L_-S_{1,0} = \Lambda Q. \end{cases} \]

Due to the fact that \( (\Lambda Q, Q) = 0 \), which can be easily seen by using the mass criticality. Hence we can find a unique solution \( S_{1,0} \perp \ker L_- \).
For $\lambda$, by the Taylor expansion, we have $T_{0,1} = S_{0,1} \equiv 0$ since the function $k$ is even and $k'(0) = 0$.

**Order 2:** For $b^2$, we can obtain the following equation

$$
\begin{cases}
L_+ T_{2,0} = \frac{1}{2} S_{1,0} - \Lambda S_{1,0} + S_{1,0}^2 Q, \\
L_- S_{2,0} = 0.
\end{cases}
$$

Since the kernel of $L_+$ is $\nabla Q$ and $S_{1,0}, Q$ are even. Hence we can find a unique solution $T_{2,0}$ to the above equation.

For $\lambda^2$, we have

$$
\begin{cases}
L_+ T_{0,2} = \frac{1}{2} K''(0)y^2 Q^3, \\
L_- S_{0,2} = 0.
\end{cases}
$$

The solvability conditions read as

$$
\left( \frac{1}{2} K''(0)y^2 Q^3, \nabla Q \right) = 0.
$$

However, this is obviously true, since $y^2$ and $Q$ are even functions.

For $\lambda b$, we can obtain that $T_{1,1} = S_{1,1} \equiv 0$ since the assumption of the function $k$.

**Order 3.** For $b^3$, we get

$$
\begin{cases}
L_+ T_{3,0} = 0, \\
L_- S_{3,0} = -T_{2,0} + \Lambda T_{2,0} + 2QT_{2,0} S_{1,0} + S_{1,0}^2 S_{1,0}.
\end{cases}
$$

The solvability condition for $S_{3,0}$ is equivalent to

$$
-(Q, T_{2,0}) + (Q, \Lambda T_{2,0}) + 2(Q, QT_{2,0} S_{1,0}) + (Q, S_{1,0}^2 S_{1,0}) = 0. \quad (2.12)
$$

To see (2.12) holds, we first note that

The right-hand side of above (2.12)

\[
= - (Q, T_{2,0}) - (\Lambda Q, T_{2,0}) + 2(T_{2,0}, Q^2 S_{1,0}) + (Q, S_{1,0}^2 S_{1,0}) \\
= - (Q, T_{2,0}) - (L_- S_{1,0}, T_{2,0}) + 2(T_{2,0}, Q^2 S_{1,0}) + (Q, S_{1,0}^2 S_{1,0}) \\
= - (Q, T_{2,0}) - (L_+ S_{1,0}, T_{2,0}) + (Q, S_{1,0}^2 S_{1,0}) \\
= - (Q, T_{2,0}) - \frac{1}{2} (S_{1,0}, S_{1,0}) + (S_{1,0}, \Lambda S_{1,0}) - (S_{1,0}, S_{1,0} Q) + (Q, S_{1,0}^2 S_{1,0}) \\
= - (Q, T_{2,0}) - \frac{1}{2} (S_{1,0}, S_{1,0}).
\]
Thus it remains to show that
\[-(Q, T_{2,0}) = \frac{1}{2}(S_{1,0}, S_{1,0}). \tag{2.13}\]
Indeed, by using $L_\pm \Lambda Q = -Q$, we deduce
\[-(Q, T_{2,0}) = (\Lambda Q, \frac{1}{2}S_{1,0} - \Lambda S_{1,0} + S_{1,0}^2 Q)
= \frac{1}{2}(L_- S_{1,0}, S_{1,0}) - (L_- S_{1,0}, \Lambda S_{1,0}) + (\Lambda Q, S_{1,0}^2 Q)
= \frac{1}{2}(S_{1,0}, DS_{1,0}) + \frac{1}{2}(S_{1,0}, S_{1,0}) - \frac{1}{2}(S_{1,0}, Q^2 S_{1,0})
- (L_- S_{1,0}, \Lambda S_{1,0}) + (\Lambda Q, S_{1,0}^2 Q). \tag{2.14}\]
Next, we apply $(L_- f, \Lambda f) = \frac{1}{2}(f, [L_-, \Lambda]f)$, which shows that
\[(L_- S_{1,0}, \Lambda S_{1,0}) = \frac{1}{2}(S_{1,0}, [L_-, \Lambda]S_{1,0}) = \frac{1}{2}(S_{1,0}, [D, \Lambda]S_{1,0}) - \frac{1}{2}(S_{1,0}, [Q^2, \Lambda]S_{1,0})
= \frac{1}{2}(S_{1,0}, DS_{1,0}) + (S_{1,0}, (x \cdot \nabla Q)Q S_{1,0}). \tag{2.15}\]
Furthermore, we have the pointwise identity
\[-(x \cdot \nabla Q)Q + QAQ = \frac{1}{2}Q^2. \tag{2.16}\]
Inserting (2.15) and (2.16) into (2.14), we can obtain the desired relation (2.13), and thus the solvability condition (2.12) holds.

For $b^3 \lambda$, we can easily obtain that $T_{2,1} = S_{2,1} \equiv 0$ since the assumption of the function $k$.

**Order 4.** For $b^4$, we have
\[
\begin{cases}
L_+ T_{4,0} = \frac{3}{2}S_{3,0} - \Lambda S_{3,0} + T_{2,0}^2 Q + 2S_{1,0} S_{3,0} Q + 2T_{2,0} QT_{2,0}, \\
L_- S_{4,0} = 0.
\end{cases}
\]
We notice that the right-hand side of above is a even function. Hence there is a unique solution $T_{4,0} \perp \ker L_+$. 

**Step 2.** Regularity and decay bounds. By the similar argument as [17], we can obtain the regularity and decay bounds. Here we omit the details.

**Step 3.** We mention that the bounds (2.11) for the error term $\Phi_P$ follow from expanding $|Q_P|^2 Q_P$ and using the regularity and decay bounds for the functions $\{R_{k,l}\}$. We omit the straightforward details. The proof of lemma 2.1 is now complete. 

We now turn to some key properties of the approximate blowup profile $Q_P$ constructed in lemma 2.1.
**Lemma 2.2** The mass and the energy of $Q_P$ satisfy

$$
\int |Q_P|^2 = \int Q^2 + \mathcal{O}(b^4 + \lambda^2),
$$

$$
E(Q_P) = e_1 b^2 - \frac{\lambda^2}{8} \int K''(0) y^2 Q^4 + \mathcal{O}(b^4 + \lambda^2).
$$

Here $e_1 > 0$ is the positive constant given by

$$
e_1 = \frac{1}{2}(L_- S_{1,0}, S_{1,0}),
$$

where $S_{1,0}$ satisfy $L_- S_{1,0} = \Lambda Q$.

**Proof.** From the proof of lemma 2.1, we have

$$
\int |Q_P|^2 = \int |Q + i b S_{1,0} + b^2 T_{2,0} + \lambda^2 T_{0,2} + i b^3 S_{3,0} + b^4 T_{4,0}|^2
$$

$$
= \int Q^2 + b^2 (S_{1,0}, S_{1,0}) + 2 b^2 (Q, T_{2,0}) + \mathcal{O}(b^4 + \lambda^2)
$$

$$
= \int Q^2 + \mathcal{O}(b^4 + \lambda^2),
$$

where we used the relation (2.13)

$$(S_{1,0}, S_{1,0}) + 2(Q, T_{2,0}) = 0.
$$

To treat the expansion of the energy, we have

$$
E(Q_P) = \frac{1}{2}(Q_P, DQ_P) - \frac{1}{4} \int k(\lambda y)|Q_P|^4
$$

$$
= \frac{1}{2}(Q, DQ) - \frac{1}{4} \int k(\lambda y)|Q|^4 + b^2 \left\{ \frac{1}{2}(S_{1,0}, DS_{1,0}) + (T_{2,0}, DQ) \right\}
$$

$$
- \frac{1}{2} b^2 \int (k(\lambda y)|Q^2 S_{1,0} + 2Q^3 T_{2,0}|) + \mathcal{O}(b^4 + \lambda^2)
$$

$$
= \frac{1}{2}(Q, DQ) - \frac{1}{4} \int |Q|^4 + b^2 \left\{ \frac{1}{2}(S_{1,0}, DS_{1,0}) + (T_{2,0}, DQ) \right\}
$$

$$
- \frac{1}{2} b^2 \int k(\lambda y) (|Q^2 S_{1,0} + 2Q^3 T_{2,0}|) - \frac{1}{4} \int (k(\lambda y) - 1)|Q|^4
$$

$$
+ \mathcal{O}(b^4 + \lambda^2)
$$

$$
= b^2 \left\{ \frac{1}{2}(S_{1,0}, DS_{1,0}) + (T_{2,0}, DQ) - \frac{1}{2}(Q, Q S_{1,0}) - (T_{2,0}, Q^3) \right\}
$$

$$
- \frac{1}{4} \int (k(\lambda y) - 1)|Q|^4 + \mathcal{O}(b^4 + \lambda^2)
$$

$$
= b^2 \left\{ \frac{1}{2}(S_{1,0}, DS_{1,0}) - (T_{2,0}, Q) - \frac{1}{2}(Q, Q S_{1,0}) \right\}.$$
2.2 is now complete.

Let

\[
L \in H^1(\mathbb{R}) \text{ admits a geometrical decomposition of the form}
\]

\[
u(t, x) = \frac{1}{\lambda(t)} [Q_{\mathcal{P}(t)} + \epsilon] \left( s, \frac{x}{\lambda(t)} \right) e^{i\gamma(t)}, \quad \frac{ds}{dt} = \frac{1}{\lambda(t)}. \tag{3.1}
\]

with \(\mathcal{P}(t) = (b(t), \lambda(t))\), and we impose the uniform smallness bound

\[
|\mathcal{P}| + \|\epsilon\|^2_{H^{1/2}} \lesssim \lambda(t) \ll 1. \tag{3.2}
\]

Furthermore, we assume that \(u(t)\) has almost critical mass in the sense that

\[
\int |u(t)|^2 - \int Q^2 \lesssim \lambda^2(t), \quad \forall t \in [t_0, t_1]. \tag{3.3}
\]

To fix the modulation parameters \(\{b(t), \lambda(t), \gamma(t)\}\) uniquely, we impose the following orthogonality conditions on \(\epsilon = \epsilon_1 + i\epsilon_2\) as follows:

\[
\begin{cases}
(\epsilon_2, \Lambda Q_1) - (\epsilon_1, \Lambda Q_2) = 0, \\
(\epsilon_2, \partial_t Q_1) - (\epsilon_1, \partial_t Q_2) = 0, \\
(\epsilon_2, \rho_1) - (\epsilon_1, \rho_2) = 0,
\end{cases} \tag{3.4}
\]

the function \(\rho = \rho_1 + i\rho_2\) is defined by

\[
L_+ \rho_1 = S_{1,0}, \quad L_- \rho_2 = b S_{1,0} \rho_1 + b \Lambda \rho_1 - 2b T_{2,0}, \tag{3.5}
\]

where \(S_{1,0}\) and \(T_{2,0}\) are the functions introduced in the proof of lemma 2.1. Note that \(L_+^{-1}\) exists on \(L^2_{rad}(\mathbb{R})\) and thus \(\rho_1\) is well-defined. Moreover, it is easy to see that the right-hand side in the equation for \(\rho_2\) is orthogonality to \(Q\). Indeed

\[
(Q, S_{1,0} \rho_1 + \Lambda \rho_1 - 2T_{2,0}) = (Q S_{1,0}, \rho_1) - (\Lambda Q, \rho_1) - 2(Q, T_{2,0})
\]
\[ (QS_{1,0}, \rho_1) - (S_{1,0}, L_- \rho_1) + (S_{1,0}, S_{1,0}) = 0, \]

using that \((S_{1,0}, S_{1,0}) = -2(T_{2,0}, Q)\), see (2.13), and the definition of \(\rho_1\). Hence \(\rho_2\) is well-defined.

In the conditions (3.4), we use the notation

\[ Q_P = Q_{1P} + iQ_{2P}. \]

By the standard arguments as \([9, 10, 17]\), the orthogonality conditions (3.4) imply that the modulation parameters \(\{b(t), \lambda(t), \gamma(t)\}\) are uniquely determined, provided that \(\epsilon = \epsilon_1 + i \epsilon_2 \in H^{1/2}(\mathbb{R})\) is sufficiently small. Moreover, it follows from the standard arguments that \(\{b(t), \lambda(t), \gamma(t)\}\) are \(C^1\)-functions.

If we insert the decomposition (3.1) into (1.1), we obtain the following system

\[
\begin{align*}
(b_s + \frac{1}{2} b^2) \partial_s Q_{1P} + \lambda \left( \frac{\lambda_s}{\lambda} + b \right) \partial_\lambda Q_{1P} + \partial_s \epsilon_1 - M_-(\epsilon) + b \Lambda \epsilon_1 &= \left( \frac{\lambda_s}{\lambda} + b \right) (\Lambda Q_{1P} + \Lambda \epsilon_1) + \tilde{\gamma}_s (Q_{2P} + \epsilon_2) + \Im(\Phi_P) - R_2(\epsilon), \\
(b_s + \frac{1}{2} b^2) \partial_s Q_{2P} + \lambda \left( \frac{\lambda_s}{\lambda} + b \right) \partial_\lambda Q_{2P} + \partial_s \epsilon_2 - M_+(\epsilon) + b \Lambda \epsilon_2 &= \left( \frac{\lambda_s}{\lambda} + b \right) (\Lambda Q_{2P} + \Lambda \epsilon_2) + \tilde{\gamma}_s (Q_{2P} + \epsilon_1) + \Re(\Phi_P) - R_1(\epsilon).
\end{align*}
\]

Here \(\Phi_P\) denotes the error term from lemma 2.1, and \(M = (M_+, M_-)\) are the small deformations of the linearized operator \(L = (L_+, L_-)\) given by

\[
\begin{align*}
M_+(\epsilon) &= D_1 \epsilon_1 + \epsilon_1 - k(\lambda y) \left( |Q_P|^2 \epsilon_1 + 2Q_{1P}^2 \epsilon_1 + 2Q_{1P}Q_{2P} \epsilon_2 \right), \\
M_-(\epsilon) &= D_2 \epsilon_2 + \epsilon_2 - k(\lambda y) \left( |Q_P|^2 \epsilon_2 + 2Q_{1P}^2 \epsilon_2 + 2Q_{1P}Q_{2P} \epsilon_1 \right).
\end{align*}
\]

And \(R_1(\epsilon), R_2(\epsilon)\) are the high order terms about \(\epsilon\).

\[
\begin{align*}
R_1(\epsilon) &= k(\lambda y) \left( 3Q_{1P}^2 \epsilon_1^2 + 2Q_{2P} \epsilon_1 \epsilon_2 + Q_{1P} \epsilon_2^2 + |\epsilon|^2 \epsilon_1 \right), \\
R_2(\epsilon) &= k(\lambda y) \left( 3Q_{2P}^2 \epsilon_2^2 + 2Q_{1P} \epsilon_1 \epsilon_2 + Q_{2P} \epsilon_1^2 + |\epsilon|^2 \epsilon_2 \right).
\end{align*}
\]

We have the following energy type bound.

**Lemma 3.1 (Preliminary estimate on the decomposition.)** For \(t \in [t_0, t_1]\) with \(t_1 < 0\), there holds that

\[ b^2 + ||\epsilon||^2_{H^{1/2}} \lesssim \lambda |E_0| + O(\lambda^2 + b^4). \]

(3.10)
Here $E_0 = E(u_0)$ denote the conserved energy of $u = u(t,x)$.

Define the vector-valued function

$$Mod(t) := \left( b_s + \frac{b^2}{2}, \frac{\lambda_s}{\Lambda} + b \right). \quad (3.11)$$

Then, for $t \in [t_0, t_1]$, we have the bound

$$|Mod(t)| \lesssim \lambda^2 + b^4 + \mathcal{P} \|\epsilon\|_{L^2}^2 + \|\epsilon\|_{L^2}^2 + \|\epsilon\|_{H^{3/2}}^2. \quad (3.12)$$

Furthermore, we have the improved bound

$$\left| \frac{\lambda_s}{\Lambda} + b \right| \lesssim b^5 + \mathcal{P} \|\epsilon\|_{L^2}^2 + \|\epsilon\|_{L^2}^2 + \|\epsilon\|_{H^{3/2}}^2.$$  

**Proof.** We divide the proof into the following steps.

**Step 1.** Conservation of $L^2$-norm and energy.

By the conservation of $L^2$-mass and lemma 2.2, we find that

$$\int |u|^2 = \int |QP + \epsilon|^2 = \int |Q|^2 + 2\Re(\epsilon, Q_P) + \int |\epsilon|^2 + \mathcal{O}(\lambda^2 + b^4).$$

By assumption (3.3), this implies

$$2\Re(\epsilon, Q_P) + \int |\epsilon|^2 = \mathcal{O}(\lambda^2 + b^4). \quad (3.13)$$

Next, we recall that $v = Q_P + \epsilon$ and the assumed form of $u = u(t,x)$. We expanding the nonlinear term:

$$|v|^4 = |Q_P|^4 + 4\Re(\epsilon|Q_P|^2 Q_P) + 4\Re(|\epsilon|^2 Q_P)$$

$$+ 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_P^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_{1P} Q_{2P}}{|Q_P|^2} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_P^2}{|Q_P|^2} \right)^2 \epsilon_2^2 \right].$$

We now inject the value of $\bar{E}(Q_P)$ given by lemma 2.2 and the estimate the cubic and higher nonlinear terms, using the Gagliardo-Nirenberg inequality and the priori smallness (3.3) to derive:

$$\frac{1}{2} \int |D^\frac{3}{2}(Q_P + \epsilon)|^2 - \frac{1}{4} \int k(\lambda y)|Q_P + \epsilon|^4$$

$$= \bar{E}(Q_P) + \Re \left( \epsilon, DQ_P - k(\lambda y)|Q_P|^2 Q_P \right)$$

$$+ \frac{1}{2} \int |D^\frac{1}{2} \epsilon|^2 - \frac{1}{2} \int 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_P^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_{1P} Q_{2P}}{|Q_P|^2} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_P^2}{|Q_P|^2} \right)^2 \epsilon_2^2 \right]$$

$$+ \mathcal{O}(\|\epsilon\|^3_{H^{1/2}} + \mathcal{P}^2 \|\epsilon\|^2_{H^{1/2}}).$$
\[
\begin{align*}
&= e_1 b^2 - \frac{\lambda^2}{8} \int k''(0)y^2 Q^4 + \Re \left( \epsilon, DQ_P - k(\lambda y)|Q_P|^2 Q_P \right) \\
&\quad + \frac{1}{2} \int |D^2 \epsilon|^2 - \frac{1}{2} \int 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_1^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_1 Q_2}{|Q_P|^4} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_2^2}{|Q_P|^2} \right) \epsilon_2^2 \right] \\
&\quad + O(\|\epsilon\|^3_{H^{1/2}} + P^4).
\end{align*}
\]

Hence, we have
\[
\lambda E_0 = e_1 b^2 - \frac{\lambda^2}{8} \int k''(0)y^2 Q^4 + \Re \left( \epsilon, DQ_P - k(\lambda y)|Q_P|^2 Q_P \right) \\
\quad + \frac{1}{2} \int |D^2 \epsilon|^2 - \frac{1}{2} \int 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_1^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_1 Q_2}{|Q_P|^4} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_2^2}{|Q_P|^2} \right) \epsilon_2^2 \right] \\
\quad + O(\|\epsilon\|^3_{H^{1/2}} + P^4).
\]

**Step 2.** Coercivity of the linearized energy and the proof of (3.10). Combining the conservation of mass (3.13) and the above energy conservation, we deduce that

\[
\begin{align*}
b^2 e_1 + \Re \left( \epsilon, Q_P + DQ_P - k(\lambda y)|Q_P|^2 Q_P \right) + \frac{1}{2} \int |\epsilon|^2 \\
&\quad + \frac{1}{2} \int |D^2 \epsilon|^2 - \frac{1}{2} \int 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_1^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_1 Q_2}{|Q_P|^4} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_2^2}{|Q_P|^2} \right) \epsilon_2^2 \right] \\
&= \lambda E_0 + \frac{\lambda^2}{8} \int k''(0)y^2 Q^4 + O(\|\epsilon\|^3_{H^{1/2}} + P^4 + b^4 + \lambda^2).
\end{align*}
\]

The remaining linear term is degenerate from (2.8):

\[
Q_P + DQ_P - k(\lambda(t)y)|Q_P|^2 Q_P = -b\Lambda Q_P + O(P^2),
\]

and thus using the orthogonality condition (3.4), we have

\[
\Re \left( \epsilon, \Lambda Q_P \right) + O(P^2 \|\epsilon\|_{L^2}) = O(P^2 \|\epsilon\|_{L^2}). \tag{3.15}
\]

From (3.14) and (3.15), we deduce that

\[
\begin{align*}
b^2 e_1 + \frac{1}{2} \int |\epsilon|^2 + \frac{1}{2} \int |D^2 \epsilon|^2 \\
- \frac{1}{2} \int 2|Q_P|^2 \left[ \left( 1 + \frac{2Q_1^2}{|Q_P|^2} \right) \epsilon_1^2 + 4 \frac{Q_1 Q_2}{|Q_P|^4} \epsilon_1 \epsilon_2 + \left( 1 + \frac{2Q_2^2}{|Q_P|^2} \right) \epsilon_2^2 \right] \\
= \lambda E_0 + \frac{\lambda^2}{8} \int k''(0)y^2 Q^4 + O(\|\epsilon\|^3_{H^{1/2}} + \|P^4 + b^4 + \lambda^2). \tag{3.16}
\end{align*}
\]
We now observe from the proximity of $Q_P$ to $Q$ ensured by the priori smallness (3.3) that the quadratic form in the left-hand side of (3.16) is a small deformation of the linearized operator close to $Q$. Hence, we have

$$b^2\epsilon_1 + \frac{1}{2}[(L_+\epsilon_1, \epsilon_1) + (L_-\epsilon_2, \epsilon_2)] = \lambda E_0 + \frac{\lambda^2}{8} \int k''(0)y^2Q^4 + \mathcal{O}(\|\epsilon\|_{H^{1/2}}^3 + b^4 + \lambda^2) + o(\|\epsilon\|_{H^{1/2}}^2).$$

(3.17)

We now recall the following coercivity property of the linearized energy, which is a consequence of the variational characterization of $Q$, $(L_+\epsilon_1, \epsilon_1) + (L_-\epsilon_2, \epsilon_2) \geq C_0\|\epsilon\|_{H^{1/2}}^2 - \frac{1}{C_0}\{(\epsilon_1, Q)^2 + (\epsilon_1, S_{1,0})^2 + (\epsilon_2, \rho_1)^2\}$. (3.18)

with some constant $C_0 > 0$. By the similar argument as [17, 24], we can obtain the coercivity estimate. Note that the orthogonality conditions (3.4) imply that $(\epsilon_1, S_{1,0})^2 = \mathcal{O}(P^2\|\epsilon\|_{L^2}^2), \ (\epsilon_2, \rho_1)^2 = \mathcal{O}(P^2\|\epsilon\|_{L^2}^2)$.

Furthermore, using the orthogonality conditions (3.4) together with the degeneracy inherited from (3.13), we have

$$\|\epsilon_1, Q\|^2 = o(\|\epsilon\|_{H^{1/2}}^2) + \mathcal{O}(b^4 + \lambda^2).$$

Then combining these bounds with (3.18), we deduce that

$$(L_+\epsilon_1, \epsilon_1) + (L_-\epsilon_2, \epsilon_2) \geq \frac{C_0}{2}\|\epsilon\|_{H^{1/2}}^2 + \mathcal{O}(b^4 + \lambda^2).$$

Injecting this into (3.17), we can obtain (3.10).

**Step 3.** Inner products. We compute the inner products needed to compute the law of the parameters from the $Q_P$ equation (2.8), where $M_1$ and $M_2$ are given by (3.8) and (3.9), respectively. The following estimates hold.

$$(M_-\epsilon - b\lambda\epsilon_1, \lambda Q_2p) + (M_+\epsilon + b\lambda\epsilon_2, \lambda Q_1p) = -3\Re(\epsilon, Q_P) + \mathcal{O}(P^2\|\epsilon\|_{L^2}),$$

(3.19)

$$(M_-\epsilon - b\lambda\epsilon_1, \partial_tQ_2p) + (M_+\epsilon + b\lambda\epsilon_2, \partial_tQ_1p) = \mathcal{O}(P^2\|\epsilon\|_{L^2}),$$

(3.20)

$$(M_-\epsilon - b\lambda\epsilon_1, \rho_2) + (M_+\epsilon + b\lambda\epsilon_2, \rho_1) = \mathcal{O}(P^2\|\epsilon\|_{L^2}).$$

(3.21)

To prove (3.19)-(3.21), we can use the similar argument as [17, 26, 27], here we omit the details.
Step 4. Simplification of the equations. To compute the modulation equations driving the geometrical parameters, we first simplify the equations (3.6) and (3.7). Using the explicit construction of $Q_P$, we obtain

\[
(b_s + \frac{1}{2} b^2) \partial_s Q_{1P} + \partial_s \epsilon_1 - M_-(\epsilon) + b \Lambda \epsilon_1 = \left(\frac{\lambda s}{\lambda} + b\right) (\Lambda Q_{1P} + \Lambda \epsilon_1) + \tilde{\gamma}_s(Q_{2P} + \epsilon_2) + \Im(\Phi_P) - R_2(\epsilon), \tag{3.22}
\]

\[
(b_s + \frac{1}{2} b^2) \partial_s Q_{2P} + \partial_s \epsilon_2 - M_+(\epsilon) + b \Lambda \epsilon_2 = \left(\frac{\lambda s}{\lambda} + b\right) (\Lambda Q_{2P} + \Lambda \epsilon_2) + \tilde{\gamma}_s(Q_{2P} + \epsilon_1) - \Re(\Phi_P) + R_1(\epsilon), \tag{3.23}
\]

where $M_+$ and $M_-$ defined by (3.8) and (3.9), respectively, and the remainder term $\Phi_P$ has the following from from lemma 2.1.

Step 5. The law of $b$. We take the inner product of the equation (3.22) of $\epsilon_1$ with $-\Lambda Q_{2P}$ and we sum it with the inner product of equation (3.23) of $\epsilon_2$ with $\Lambda Q_{1P}$. We obtain after integrating by parts:

\[
- \left( b_s + \frac{b^2}{2} \right) ((L - S_{1,0}, S_{1,0}) + O(P^2)) \equiv \Re(\epsilon, Q_P) + (R_2(\epsilon), \Lambda Q_{1P}) + (R_1(\epsilon), \Lambda Q_{2P})
\]

\[
- (\Im(\Phi_P), \Lambda Q_{2P}) + (\Re(\Phi_P), \Lambda Q_{1P})
\]

\[
+ O \left( (P^2 + |\text{Mod}(t)|)(||\epsilon||_{L^2} + P) \right).
\]

Now, by using that

\[
2 \Re(\epsilon, Q_P) = - \int |\epsilon|^2 + O(b^4 + \lambda^2), \tag{3.24}
\]

We deduce that

\[
- \left( b_s + \frac{b^2}{2} \right) ((L - S_{1,0}, S_{1,0}) + O(P^2)) = - \int |\epsilon|^2 + (R_2(\epsilon), \Lambda Q_{1P}) + (R_1(\epsilon), \Lambda Q_{2P})
\]

\[
+ O \left( (P + |\text{Mod}(t)|)(||\epsilon||_{L^2} + P) + \lambda^2 + b^4 \right).
\]

Step 6. The law of $\lambda$. By projecting (3.22) and (3.23) onto $-\partial_s Q_{2P}$ and $\partial_s Q_{1P}$, respectively. We obtain

\[
\left( \frac{\lambda s}{\lambda} + b \right) (2\epsilon_1 + P^2) = (R_2(\epsilon), \partial_s Q_{1P}) + (R_1(\epsilon), \partial_s Q_{2P})
\]

\[
+ O \left( (P^2 + |\text{Mod}(t)|)(||\epsilon||_{L^2} + P^2) + b^5 \right).
\]

Here we used that $(Q_{2P}, \partial_s Q_{2P}) + (Q_{1P}, \partial_s Q_{1P}) = b(S_{1,0}, S_{1,0}) + 2b(Q, T_{2,0}) + O(P^2) = O(P^2)$, since $(S_{1,0}, S_{1,0}) + 2(Q, T_{2,0}) = 0.$
Step 7. Law for $\tilde{\gamma}$.

We take the inner product of the equation (3.22) of $\epsilon_1$ with $-\rho_2$ and we sum it with the inner product of equation (3.23) of $\epsilon_2$ with $\rho_1$. We obtain after integrating by parts:

$$
\tilde{\gamma}_s \left( (Q, \rho_1) + O(P^2) \right) = - \left( b_s + \frac{b_5}{2} \right) \left( (S_{1,0}, \rho_1) + O(P^2) \right) + \left( \frac{\lambda_s}{\lambda} + b \right) (O(P)) 
+ \left( R_2(\epsilon), \rho_1 \right) + \left( R_1(\epsilon), \rho_2 \right) + O \left( (P^2 + |Mod(t)|) ||\epsilon||_{L^2} + b^5 \right).
$$

Note that $(Q, \rho_1) = (L - S_{1,0}, S_{1,0}) = 2e_1$, which follows from $L + \Lambda Q = -Q$ and the definition of $\rho_1$.

Step 8. Conclusion. Putting together Step 5, 6, 7 and estimate the nonlinear interaction terms in $\epsilon$ by using Sobolev embedding yields:

$$(A + B) Mod(t) = O \left( (P^2 + |Mod(t)|) ||\epsilon||_{L^2} + ||\epsilon||_{L^2}^2 + ||\epsilon||_{H^{1/2}}^2 + \lambda^2 + b^4 \right).$$

Here $A = O(1)$ is in invertible $3 \times 3$ matrix, whereas $B = O(P)$ is some $3 \times 3$ matrix that is polynomial in $P = (b, \lambda)$. For $|P| \ll 1$, we can thus invert $A + B$ by Taylor expansion and derive the estimate for $Mod(t)$ stated in this lemma.

Finally, we deduce the improved bound for $|\Delta \lambda + b|$, by recalling the estimate derived in Step 6. Now we complete the proof of this lemma.

4 Refined Energy bounds

In this section, we establish a refined energy estimate, which will be a key ingredient in the compactness argument to construct ground state mass blowup solutions.

Let $u = \tilde{u}(t, x)$ be a solution (1.1) on the time interval $[t_0, 0)$ and suppose that $\tilde{Q}$ is an approximate solution to (1.1) such that

$$i\tilde{Q}_t - D\tilde{Q} + k(x)|\tilde{Q}|^2\tilde{Q} = \psi,$$

with the priori bounds

$$
||\tilde{Q}||_2 \lesssim 1, \ ||D^\perp \tilde{Q}||_2 \lesssim \frac{1}{\lambda^2}, \ ||\nabla \tilde{Q}||_2 \lesssim \frac{1}{\lambda}.
$$

We then decompose $u = \tilde{Q} + \tilde{\epsilon}$, and hence $\tilde{\epsilon}$ satisfies

$$i\tilde{\epsilon}_t - D\tilde{\epsilon} + k(x)(|u|^2 u - |\tilde{Q}|^2 \tilde{Q}) = -\psi,$$
and we assume the priori bounds
\[ \| D_2^\frac{1}{2} \tilde{e} \|_2 \lesssim 1, \quad \| D_2^\frac{1}{2} \tilde{\epsilon} \|_{L^2} \lesssim \lambda^\frac{1}{2}, \quad \| \tilde{\epsilon} \|_2 \lesssim \lambda, \]  
(4.4)
as well as
\[ | \lambda_t + b | \lesssim \lambda^2, \quad b \lesssim \lambda^\frac{1}{2}, \quad | b_t | \lesssim 1. \]  
(4.5)

We let \( A > 0 \) be a large enough constant, which will be chosen later, and let \( \phi : \mathbb{R} \to \mathbb{R} \) be a smooth and even cutoff function with
\[ \phi'(x) = \begin{cases} 
  x & \text{for } 0 \leq x \leq 1, \\
  3 - e^{-|x|} & \text{for } x \geq 2,
\end{cases} \]  
(4.6)
and the convexity condition
\[ \phi''(x) \geq 0 \text{ for } x \geq 0. \]  
(4.7)

Furthermore, we denote
\[ F(u) = \frac{1}{4} |u|^4, \quad f(u) = |u|^2 u, \quad F'(u) \cdot h = \Re (f(u)\bar{h}). \]

We have the following generalized energy estimate.

**Lemma 4.1 (Localized energy/virial estimate.)** Let

\[ J_A(u) := \frac{1}{2} \int |D_2^\frac{1}{2} \tilde{e}|^2 + \frac{1}{2} \int |\tilde{\epsilon}|^2 \lambda - \int k(x)[F(u) - F(\tilde{Q}) - F'(\tilde{Q}) \cdot \tilde{\epsilon}] \]
\[ + \frac{b}{2} \Im \left( \int A \nabla \phi \left( \frac{x}{A\lambda} \right) \cdot \nabla \tilde{\epsilon} \right). \]  
(4.8)

Then the following holds:
\[
\frac{dJ_A}{dt} = -\frac{1}{\lambda} \Im \left( \int k(x) |u|^2 \tilde{e}^2 \right) - \Re \left( \int k(x) \bar{Q}_t (2|\tilde{\epsilon}|^2 \tilde{Q} + \tilde{\epsilon}^2 \bar{Q}) \right) 
+ \frac{b}{2\lambda} \int \frac{|\tilde{\epsilon}|^2}{\lambda} + \frac{b}{2\lambda} \int_{s=0}^{+\infty} \sqrt{s} \int \Delta \phi \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}_s|^2 dx ds 
- \frac{1}{8} A^2 \lambda^3 \int_{s=0}^{+\infty} \sqrt{s} \int \Delta \phi \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}_s|^2 dx ds 
+ b \Re \left( \int A \nabla \phi \left( \frac{x}{A\lambda} \right) k(x)(2|\tilde{Q}|^2 \tilde{Q} + \tilde{\epsilon}^2 \bar{Q}) \cdot \nabla Q \right) 
+ \Im \left( \int \left[ -D\psi - \frac{\psi}{\lambda} + k(x)(2|\tilde{Q}|^2 \tilde{Q} - \tilde{Q}^2 \bar{\psi}) + ibA \nabla \phi \left( \frac{x}{A\lambda} \right) \cdot \nabla \psi \right. \right) 
\]
Here we denote $\tilde{e}_s = \sqrt{\frac{2}{\pi}} \frac{1}{\Delta x^n} \tilde{e}$ with $s > 0$.

**Proof.** To prove this lemma, we can use the similar arguments that can be found [17, 27]. For the reader’s convenience, we provide the details of the adaption to our case.

**Step 1.** Algebraic derivation of the energy part. We compute from (4.3):

$$
\frac{d}{dt} \left\{ \frac{1}{2} \int |D^2 \tilde{e}|^2 + \frac{1}{2} \int \frac{|\tilde{e}|^2}{\lambda} - \int k(x) (F(u) - F(\tilde{Q}) - F'(\tilde{Q}) \cdot \tilde{e}) \right\}
$$

\[
= \Re \left( \partial_t \tilde{e}, D \tilde{e} + \frac{1}{\lambda} \tilde{e} - k(x)(f(u) - f(\tilde{Q})) \right) - \frac{\lambda_t}{2\lambda^2} \int |\tilde{e}|^2
\]

\[
- \Re \left( \partial_t \tilde{Q}, k(x)(f(Q + \tilde{e}) - f(\tilde{Q}) - f'(\tilde{Q}) \cdot \tilde{e}) \right)
\]

\[
= - \Im \left( \psi, D \tilde{e} + \frac{1}{\lambda} \tilde{e} - k(x)(f(u) - f(\tilde{Q})) \right) - \frac{1}{\lambda} \Im \left( k(x)(f(u) - f(\tilde{Q})), \tilde{e} \right)
\]

\[
- \frac{\lambda_t}{2\lambda^2} \int |\tilde{e}|^2 - \Re \left( \partial_t \tilde{Q}, k(x)(f(Q + \tilde{e}) - f(\tilde{Q}) - f'(\tilde{Q}) \cdot \tilde{e}) \right)
\]

\[
= - \Im \left( \psi, D \tilde{e} + \frac{1}{\lambda} \tilde{e} - k(x)(2|Q|^2 \tilde{e} - \tilde{Q} \cdot \tilde{e}) \right) - \frac{1}{\lambda} \Im \left( k(x) \tilde{Q}^2 \tilde{e}^2 \right)
\]

\[
- \Re \left( \partial_t \tilde{Q}, k(x)(\tilde{Q} \cdot \tilde{e}^2 + 2|\tilde{Q}|^2 |\tilde{e}| \tilde{e}) \right) - \Re \left( \partial_t \tilde{Q}, k(x)|\tilde{e}|^2 \tilde{e} \right)
\]

\[
- \Im \left( \psi - \frac{1}{\lambda} \tilde{e}, k(x)(f(Q + \tilde{e}) - f(\tilde{Q}) - f'(\tilde{Q}) \cdot \tilde{e}) \right),
\]

where $f'(\tilde{Q}) \cdot \tilde{e} = 2|\tilde{Q}|^2 \tilde{e} - \tilde{Q} \cdot \tilde{e}$. Using (4.5), we have

$$
- \frac{\lambda_t}{2\lambda^2} \int |\tilde{e}|^2 = \frac{b}{2\lambda} \int \frac{|\tilde{e}|^2}{\lambda} + \mathcal{O} (\|\tilde{e}\|^2_{H^{1/2}}).
$$

Next, from (4.2), (4.4) and $k(x)$ is bounded, we deduce

$$
\left| \Im \left( \psi - \frac{1}{\lambda} \tilde{e}, k(x)(f(Q + \tilde{e}) - f(\tilde{Q}) - f'(\tilde{Q}) \cdot \tilde{e}) \right) \right|
\leq \left| \Im \left( \psi - \frac{1}{\lambda} \tilde{e}, k(x)(\tilde{Q}^2 \tilde{e} + 2|\tilde{Q}|^2 \tilde{e} + |\tilde{e}|^2 \tilde{e}) \right) \right|
\leq \left( \|\psi\|_{L^2} + \frac{1}{\lambda} \|\tilde{e}\|_{L^2} \right) \|\tilde{e}\|_{L^6}^2 \left( \|\tilde{Q}\|_{L^6} + \|\tilde{e}\|_{L^6} \right)
\leq \lambda \|\psi\|_{L^2} + \frac{1}{\lambda} \|\tilde{e}\|_{L^2}^2 + \|\tilde{e}\|_{H^{1/2}}^2.
$$

Here we used the priori bounds (4.2) and (4.4), the inhomogeneous factor $k(x)$ is bounded and the interpolation inequality $\|f\|_{L^6} \lesssim \|f\|_{H^{1/2}}^{\frac{2}{3}} \|f\|_{L^2}^{\frac{1}{3}}$ in $\mathbb{R}$. 
For the cubic term hitting $\partial_t \tilde{Q}$, we replace $\partial_t \tilde{Q}$ using (4.3), integrate by parts and then rely on (4.2) to estimate
\[
\left| \int k(x) \partial_t |\tilde{e}|^2 \tilde{e} \right| \lesssim \|\tilde{Q}\|_{H^{3/4}} \|\tilde{e}|^2 \|_{H^{1/4}} + \|\tilde{e}||_{L^6}^2 + \|\psi\|_{L^6}^2 \|\tilde{e}|^2_{L^6} \\
\lesssim \frac{1}{\lambda^{3/4}} \|\tilde{e}|_{L^6}^2 + \frac{1}{\lambda} \|\tilde{e}\|_{L^2}^2 \|\tilde{e}|_{H^{1/2}}^2 + \|\psi\|_{L^2} \|\tilde{e}||_{L^2}^2 \|\tilde{e}|_{H^{1/2}}^2 \\
\lesssim \|\tilde{e}|^2_{H^{1/2}} + \lambda \|\psi\|_{L^2}.
\]
(4.13)

Here we used the Sobolev inequality, interpolation inequality and the fractional chain rule $\|D^s F(u)\|_{L^p} \lesssim \|F'(u)\|_{L^{p_1}} \|D^s u\|_{L^{p_2}}$ for any $F \in C^1$ with $0 < s \leq 1$ and $1 < p, p_1, p_2 < \infty$ such that $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$.

We now insert (4.11), (4.12) and (4.13) into (4.10), we have
\[
dt \left\{ \frac{1}{2} \int |D^2 \tilde{e}|^2 + \frac{1}{2} \int |\tilde{e}|^2 \frac{1}{\lambda} - \int k(x)[F(u) - F(\tilde{Q}) - F'(\tilde{Q}) \cdot \tilde{e}] \right\} \\
= \frac{1}{\lambda} \Im \left( \int k(x) \tilde{Q}^2 \tilde{e}^2 \right) - \Re \left( \partial_t \tilde{Q} k(x) (2|\tilde{e}|^2 \tilde{Q} + \tilde{e}^2 \tilde{Q}) \right) + \frac{b}{2\lambda} \int \frac{|\tilde{e}|^2}{\lambda} \\
+ \Im \left( \int (-D \psi - \frac{\psi}{\lambda} + k(x)(2|\tilde{Q}^2 \psi - \tilde{Q}^2 \tilde{\psi})) \tilde{e} \right) \\
+ \mathcal{O} \left( \lambda \|\psi\|_{L^2}^2 + \lambda^{-1} \|\tilde{e}\|_{L^2}^2 + \|\tilde{e}|^2_{H^{1/2}} \right).
\]
(4.14)

**Step 2.** Algebraic derivation of the localized Virial part. Let
\[
\nabla \tilde{\phi}(t,x) = b \nabla \phi \left( \frac{x}{A\lambda} \right).
\]

Then
\[
\frac{1}{2} \frac{d}{dt} \left( b \Im \int A \nabla \phi \left( \frac{x}{A\lambda} \right) \nabla \tilde{e} \right) \\
= \frac{1}{2} \Im \left( \int \partial_t \nabla \tilde{\phi} \cdot \nabla \tilde{e} \right) + \frac{1}{2} \Im \left( \int \nabla \tilde{\phi} \cdot (\nabla \partial_t \tilde{e} + \nabla \tilde{e} \partial_t) \right).
\]
(4.15)

Using the bounds (4.5), we estimate
\[
\left| \partial_t \nabla \tilde{\phi} \right| \lesssim |b_t| + b \left| \frac{\lambda t}{\lambda} \right| \lesssim 1.
\]
(4.16)

Hence, by using [17, lemma F.1], we deduce that
\[
\left| \frac{1}{2} \Im \left( \int \partial_t \nabla \tilde{\phi} \cdot \nabla \tilde{e} \right) \right| \lesssim \|\tilde{e}|^2_{H^{1/2}} + \frac{\|\tilde{e}|^2_{L^2}}{\lambda}.
\]
(4.17)
Now we turn to the second terms in (4.15) containing the time derivative of $\tilde{\epsilon}$. Using (4.3) and $D = D^*$ is self-adjoint, a calculation yields that

$$
\frac{1}{2} \mathcal{D} \left( \int \nabla \tilde{\phi} \cdot ((\nabla \partial_t \tilde{\epsilon}) + \nabla \tilde{\epsilon} \partial_t) \right)
= -\frac{1}{4} \mathcal{R} \left( \int \tilde{\epsilon} \left[ -i| - i\nabla \right. \tilde{\phi} \cdot (-i\nabla) + (-i\nabla) \cdot \tilde{\phi} \right] \tilde{\epsilon} \right)
- b \mathcal{R} \left( \int k(x)(|u|^2 u - |\bar{Q}|^2 \bar{Q}) \nabla \phi \left( \frac{x}{A\lambda} \right) \cdot \nabla \tilde{\epsilon} \right)
- \frac{b}{2\lambda} \mathcal{R} \left( \int k(x)(|u|^2 u - |\bar{Q}|^2 \bar{Q}) \Delta \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}|^2 \right)
- b \mathcal{R} \left( \psi \nabla \phi \left( \frac{x}{A\lambda} \right) \cdot \nabla \tilde{\epsilon} \right) - \frac{b}{2\lambda} \mathcal{R} \left( \int \psi \Delta \left( \frac{x}{A\lambda} \right) \tilde{\epsilon} \right).
$$

(4.18)

By the similar argument as [17], we can obtain

$$
\frac{1}{2} \mathcal{D} \left( \int \nabla \tilde{\phi} \cdot ((\nabla \partial_t \tilde{\epsilon}) + \nabla \tilde{\epsilon} \partial_t) \right)
= \frac{b}{2\lambda} \int_0^{+\infty} \sqrt{s} \int_\mathbb{R} \Delta \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}_s|^2 dx ds - \frac{b}{8A^2\lambda^3} \int_0^{+\infty} \int_\mathbb{R} \Delta^2 \Phi \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}_s|^2 dx ds
+ b \mathcal{R} \left( \int A \nabla \phi \left( \frac{x}{A\lambda} \right) k(x)(2|\tilde{\epsilon}_s|^2 \tilde{Q} + \tilde{\epsilon}_s^2 \bar{Q}) \cdot \nabla \bar{Q} \right)
+ \mathcal{D} \left( \left[ ibA \nabla \phi \left( \frac{x}{A\lambda} \right) \cdot \nabla \psi + \frac{b}{\lambda} \Delta \phi \left( \frac{x}{A\lambda} \right) \psi \right] \tilde{\epsilon} \right)
+ \mathcal{O} \left( \log \left( 2 + \|\tilde{\epsilon}\|_{H^{1/2}}^2 \right) \right),
$$

where $\epsilon_s$ satisfies equation $-\Delta \tilde{\epsilon}_s + s\tilde{\epsilon} = \sqrt{\frac{2}{\pi}} \tilde{\epsilon}$ with $s > 0$. This completes the proof of this lemma.

5 Backwards Propagation of Smallness

We now apply the energy estimate of the previous section in order to establish a bootstrap argument that will be needed in the construction of ground state blowup solution.

Let $u = u(t, x)$ be a solution to (1.1) defined in $[t_0, 0)$. Assume that $t_0 < t_1$ and suppose that $u$ admits on $[t_0, t_1]$ a geometrical decomposition of the form

$$
u(t, x) = \frac{1}{\lambda^2(t)} [Q_{\mathcal{P}}(t) + \epsilon(t)] \left( t, \frac{x}{\lambda(t)} \right) e^{i\gamma(t)},
$$

(5.1)

where $\epsilon = \epsilon_1 + i\epsilon_2$ satisfies the orthogonality condition (3.4) and $|\mathcal{P}| + \|\epsilon\|_{H^{1/2}}^2 \ll 1$ holds. We set

$$
\tilde{\epsilon}(t, x) = \frac{1}{\lambda^2(t)} \epsilon \left( t, \frac{x}{\lambda(t)} \right) e^{i\gamma(t)}.
$$

(5.2)
Suppose that the energy satisfies $E_0 = E(u_0) > 0$ and define the constant
\[ A_0 = \sqrt{\frac{e_1}{E_0}}, \]  
(5.3)
with the constant $e_1 = \frac{1}{4}(L - S_{1,0}, S_{1,0}) > 0$.

Now we claim that the following backwards propagation estimate holds.

**Lemma 5.1** *(Backwards propagation of smallness)* Assume that, for some $t_1 < 0$ sufficiently close to 0, and some $\delta \in (0, \frac{1}{4})$ fixed. We have the bounds
\[
\|u\|^2 - \|Q\|^2 \lesssim \lambda^2(t_1), \\
\|D^{\frac{1}{2}} \tilde{\epsilon}(t_1)\|^2_{\lambda(t_1)} + \frac{\|\tilde{\epsilon}\|^2_{\lambda(t_1)}}{\lambda(t_1)} \lesssim \lambda(t_1), \\
\|D^{\frac{1}{2}+\delta} \tilde{\epsilon}(t_1)\|^2 \lesssim \lambda^{\frac{1}{2}-2\delta}(t_1), \\
\lambda(t) - \frac{t^2}{4A_0^2} \lesssim \lambda^3(t), \\
\frac{b(t)}{\lambda^2(t)} - \frac{1}{A_0} \lesssim \lambda(t),
\]
where $A_0$ defined in (5.3). Then there exists a time $t_0 < t_1$ depending on $A_0$ such that $\forall t \in [t_0, t_1]$, it holds that
\[
\|D^{\frac{1}{2}} \tilde{\epsilon}(t)\|^2_{\lambda(t)} + \frac{\|\tilde{\epsilon}\|^2_{\lambda(t)}}{\lambda(t)} \lesssim \|D^{\frac{1}{2}} \tilde{\epsilon}(t_1)\|^2_{\lambda(t_1)} + \frac{\|\tilde{\epsilon}\|^2_{\lambda(t_1)}}{\lambda(t_1)} \lesssim \lambda^2(t), \\
\|D^{\frac{1}{2}+\delta} \tilde{\epsilon}(t)\|^2 \lesssim \lambda^{\frac{1}{2}-2\delta}(t), \\
\lambda(t) - \frac{t^2}{4A_0^2} \lesssim \lambda^3(t), \\
\frac{b(t)}{\lambda^2(t)} - \frac{1}{A_0} \lesssim \lambda(t).
\]

**Proof.** By assumption, we have $u \in C^0([t_0, t_1]; H^{1/2+\delta} (\mathbb{R}))$. Hence, by this continuity, let us consider a backwards time $t_0$ such that for any $t \in [t_0, t_1]$, we have bounds
\[
\|	ilde{\epsilon}\|_{L^2} \leq K\lambda(t), \|\tilde{\epsilon}(t)\|_{H^{1/2}} \leq K\lambda^{\frac{1}{2}}(t),  
\]
(5.4)
\[
\|	ilde{\epsilon}(t)\|_{H^{\frac{1}{2}+\delta}} \leq K\lambda^{\frac{1}{2}-\delta}(t),  
\]
(5.5)
\[
\lambda(t) - \frac{t^2}{4A_0^2} \leq K\lambda^3(t), \frac{b(t)}{\lambda^2(t)} - \frac{1}{A_0} \leq K\lambda(t),  
\]
(5.6)
for some large enough universal constant $K > 0$.

**Step 1.** Bounds on energy and $L^2$-norm. We set
\[
\tilde{Q}(t, x) = \frac{1}{\lambda^2(t)} Q_P \left( \frac{x}{\lambda(t)} \right) e^{i\gamma(t)}. 
\]
(5.7)
Let $J_A$ be given by (4.8). We claim that (4.9) implies the following coercivity property:
\[
\frac{dJ_A}{dt} \geq \frac{b}{\lambda^2} \int |\tilde{\epsilon}|^2 + \mathcal{O} \left( \log^2 \left( 2 + \|\tilde{\epsilon}\|_{H^{1/2}}^{-1} \right) \|\tilde{\epsilon}\|_{H^{1/2}}^2 + K^4 \lambda^{\frac{5}{2}} \right).
\]
(5.8)
By the similar argument as [17,25,27], we can easily obtain the following estimates:

**Upper bound:**
\[
|J_A| \lesssim \|D^{\frac{1}{2}} \tilde{\epsilon}\|_{L^2}^2 + \frac{1}{\lambda} \|\tilde{\epsilon}\|_{L^2}^2.
\]

**Lower bound:**
\[
J_A \geq C_0 \left[ \|\epsilon\|_{H^{1/2}}^2 - (\epsilon_1, Q)^2 \right].
\]

On the other hand, using the conservation of the \(L^2\)-mass and (3.13), we deduce that
\[
|\mathfrak{R}(\epsilon, Q)| \lesssim \|\epsilon\|_{L^2}^2 + \lambda^2(t) + \left| \int |u|^2 - \int Q^2 \right| \lesssim \|\epsilon\|_{L^2}^2 + K^2 \lambda^2(t).
\]

This implies
\[
(\epsilon_1, Q) \lesssim o(\|\epsilon\|_{L^2}^2) + K^4 \lambda^4(t).
\]

Next, we define
\[
X(t) := \|D^{\frac{1}{2}} \tilde{\epsilon}(t)\|_{L^2}^2 + \frac{\|\tilde{\epsilon}(t)\|_{L^2}^2}{\lambda(t)}.
\]

By integrating (5.8) in time and using (5.9), (5.10), (5.11) and (5.12), we find
\[
X(t) \lesssim X(t_1) + K^4 \lambda^3(t) + \int_t^{t_1} \left( \log^\frac{1}{2} (2 + \|\tilde{\epsilon}\|_{H^{1/2}}) \|\tilde{\epsilon}^{-1}(\tau)\| + K^4 \lambda^\frac{4}{5} \right) d\tau
\]
\[
\lesssim X(t_1) + K^4 \lambda^3(t) + \int_t^{t_1} \log^\frac{1}{2} (2 + X(\tau)^{-\frac{1}{2}}) X(\tau) d\tau,
\]
for \(t \in [t_0, t_1]\) with some \(t_0 = t_0(A_0) < t_1\) close enough to \(t_1 < 0\). By Gronwall’s inequality, we deduce the desired bound for \(X(t)\). In particular, we obtain
\[
X(t) \lesssim X(t_1) + \lambda^3(t), \quad t \in [t_0, t_1].
\]

**Step 2.** Integration of the law for the parameters. We now integrate the law for the parameters. Indeed, lemma 3.1, (5.6) and (5.13), implies that
\[
\left| b_s + \frac{1}{2} b^2 \right| + \left| \frac{\lambda_s}{\lambda} + b \right| \lesssim \lambda^2 + K^2 \lambda^\frac{4}{5} \lesssim \lambda^2.
\]

From the above bound (5.14), we have
\[
\left( \frac{b}{\lambda^\frac{1}{2}} \right)_s = \frac{b_s + \frac{1}{2} b^2}{\lambda^\frac{1}{2}} - \frac{b}{2 \lambda^\frac{1}{2}} \left( \frac{\lambda_s}{\lambda} + b \right) \lesssim \lambda^\frac{1}{2}.
\]
Hence, for \( s < s_1 \), we have
\[
\frac{1}{A_0} - \frac{b}{\lambda^2} \lesssim \frac{1}{A_0} - \frac{b}{\lambda^2} + \lambda^2(s) \lesssim \lambda(s),
\] (5.16)
where we used the assumption at time \( t = t_1 \). We now write the conservation of energy at \( t \) and add the conservation of the mass, we deduce
\[
b^2 e_1^2 = \lambda E_0 + \frac{\lambda^2}{8} \int k''(0) y^2 Q^4 + k(0) \left( \int |u|^2 - \int Q^2 \right) + \mathcal{O}(\lambda^2),
\]
Since from the choice of \( A_0 \) in (5.3) and \( \|u\|_{L^2}^2 - \|Q\|_{L^2}^2 = \mathcal{O}(\lambda^2) \), we have
\[
\frac{1}{A_0} - \frac{b^2}{\lambda} + \lambda \lesssim \frac{1}{A_0} - \frac{b}{\lambda^2} + \lambda \lesssim \lambda,
\]
where we used (5.16) in the last step. This together with (5.16) again yields
\[
\left| \frac{b}{\lambda^2} - \frac{1}{A_0} \right| \lesssim \lambda.
\] (5.17)
From the (5.14) for the scaling parameter, we have
\[
-\lambda_t = b + \mathcal{O}(\lambda^2) = \frac{\lambda^2}{A_0} + \mathcal{O}(\lambda^2 + \lambda) = \frac{\lambda^2}{A_0} + \mathcal{O}(\lambda^2) = \frac{\lambda^2}{A_0} + \mathcal{O}(t^3).
\]
Hence, using (5.17), we have
\[
\left| \lambda^\frac{2}{3}(t) - \frac{t}{2A_0} \right| \lesssim \left| \lambda^\frac{2}{3}(t_1) - \frac{t_1}{2A_0} \right| + \mathcal{O}(t^3) \lesssim t^2.
\]
Therefore, we obtain the desired bound for \( \lambda \).

**Step 3.** Coercivity of the quadratic form in the RHS of (4.9). We now turn to the proof of (5.8). Let \( \mathcal{H}_A(\tilde{\epsilon}) \) denote the quadratic terms in \( \tilde{\epsilon} \) on the right-hand side in (4.9), that is
\[
\mathcal{H}_A(\tilde{\epsilon}) := -\frac{1}{\lambda} \Im \left( \int k(x) \tilde{Q} \tilde{\epsilon}^2 \right) - \Re \left( \int k(x) \tilde{Q} (2|\tilde{\epsilon}|^2 \tilde{Q} + \tilde{\epsilon}^2 \tilde{Q}) \right)
+ \frac{b}{2\lambda} \int \frac{|\tilde{\epsilon}|^2}{\lambda} + \frac{b}{2\lambda} \int_{s=0}^{+\infty} \sqrt{s} \int \Delta \phi \left( \frac{x}{A\lambda} \right) |\nabla \tilde{\epsilon}|^2 dxds
- \frac{1}{8} b \int_{s=0}^{+\infty} \sqrt{s} \int \Delta^2 \phi \left( \frac{x}{A\lambda} \right) |\tilde{\epsilon}|^2 dxds
+ b \Re \left( \int A \nabla \phi \left( \frac{x}{A\lambda} \right) k(x) (2|\tilde{\epsilon}|^2 \tilde{Q} + \tilde{\epsilon}^2 \tilde{Q}) \cdot \nabla \tilde{Q} \right). \tag{5.18}
\]
We now claim the following estimate holds:
\[
\mathcal{H}_A(\tilde{\epsilon}) \geq \frac{c}{\lambda^2} \int |\tilde{\epsilon}|^2 + \mathcal{O}(K^4 \lambda^\frac{2}{3}), \tag{5.19}
\]
with some constant \( c > 0 \) and \( \epsilon \) is given by (5.2).

Indeed, first observe from lemma 3.1 we obtain

\[
|M_{\text{mod}}(t)| \lesssim K^2 \lambda^2(t).
\] (5.20)

Using this estimate (5.20), we then compute from (5.7):

\[
\partial_t \tilde{Q} = \epsilon^2(t) \frac{1}{\lambda^2} \left[ -\frac{\lambda}{\lambda} \Delta Q_P + i \gamma_t Q_P + b \frac{\partial Q_P}{\partial b} \right] \left( \frac{x}{\lambda} \right) - \frac{1}{\lambda^2} \epsilon^2 Q_P \left( \frac{x}{\lambda} \right)
\]

\[
= \left( \frac{i}{\lambda} + \frac{b}{2 \lambda} \right) \tilde{Q} + b \left( \frac{x}{\lambda} \right) \cdot \nabla \tilde{Q} + \mathcal{O}(K \lambda^{-\frac{1}{2}}).
\]

We now estimate the term

\[
- \Re \left( \int k(x) \overline{Q} \left[ 2|\tilde{e}|^2 \tilde{Q} + \tilde{e}^2 \tilde{Q} \right] \right)
\]

\[
= \frac{1}{\lambda^3} \left( \int k(x) \overline{Q} \left[ (2|\tilde{e}|^2 \tilde{Q} + \tilde{e}^2 \tilde{Q}) \right] \right) - \frac{b}{2 \lambda} \Re \left( \int k(x)(2|\tilde{e}|^2 \tilde{Q} + \tilde{e}^2 \tilde{Q}) \tilde{Q} \right)
\]

\[
- b \Re \left( \int \left( \frac{x}{\lambda} \right) k(x)(2|\tilde{e}|^2 \tilde{Q} + \tilde{e}^2 \tilde{Q}) \cdot \nabla \tilde{Q} \right) + \mathcal{O}(K \lambda^{-1}||\epsilon||_{L^2}^2).
\]

Plugging this estimate into (5.18), we can obtain

\[
\mathcal{H}_A(\tilde{e}) = \frac{b}{2 \lambda^2} \left[ \int_{s=0}^{+\infty} \sqrt{s} \int \Delta \phi \left( \frac{x}{A} \right) |\nabla \epsilon_A|^2 dx ds + \int |\epsilon|^2 \right]
\]

\[
- \int k(x) \left( (|Q_P|^2 + 2 Q_1^2) \epsilon_1^2 + 4 Q_1 Q_2 \epsilon_1 \epsilon_2 + (|Q_P|^2 + 2 Q_2^2) \epsilon_2^2 \right)
\]

\[
- \frac{1}{4A^2} \int_{s=0}^{+\infty} \sqrt{s} \int \Delta^2 \phi \left( \frac{x}{A} \right) |\epsilon_A|^2 dx ds
\]

\[
+ 2 \Re \left( \int k(x) \left( A \nabla \phi \left( \frac{x}{A} \right) - x \right) (2|\tilde{e}|^2 Q_P + \tilde{e}^2 Q_P) \cdot \nabla Q_P \right)
\]

\[
+ \mathcal{O}(K \lambda^{-1}||\epsilon||_{L^2}^2).
\]

Note that \( (A \nabla \phi \left( \frac{x}{A} \right) - x) \equiv 0 \) for \( |x| \leq A \) and we estimate

\[
\left| \int k(x) \left( A \nabla \phi \left( \frac{x}{A} \right) - x \right) (2|\tilde{e}|^2 Q_P + \tilde{e}^2 Q_P) \cdot \nabla Q_P \right|
\]

\[
\lesssim \| (A + |x|) Q_P \|_{L^\infty(|x| \geq A)} \| \nabla Q_P \|_{L^\infty} \| \epsilon \|_{L^2}^2
\]

\[
\lesssim \left( \frac{A + |x|}{1 + |x|^2} \right) \| \epsilon \|_{L^2}^2 \lesssim \frac{1}{A} \| \epsilon \|_{L^2}^2,
\]

where we use the uniform decay estimate \( |Q_P(x)| \lesssim \langle x \rangle^{-2} \) and the bound \( \| \nabla Q_P \|_{L^\infty} \lesssim \| Q_P \|_{H^2} \lesssim 1 \). Using the lemma A.2, lemma A.3 and the definitions of \( L_{+,A} \) and \( L_{-,A} \), see
(A.1) and (A.2), respectively, we deduce that
\[
\mathcal{H}_A(\tilde{\epsilon}) = \frac{b}{2\lambda^2} \left[ (L_+, A\epsilon_1, \epsilon_1) + (L_-, A\epsilon_2, \epsilon_2) + \mathcal{O} \left( \frac{1}{A} \int |\epsilon|^2 \right) \right] + \frac{1}{\lambda^2} \mathcal{O}(K\lambda^\frac{3}{2} \|\epsilon\|_{L^2}^2)
\]
\[
\gtrsim \frac{1}{\lambda^2} \left( \int |\epsilon|^2 - (\epsilon_1, Q)^2 \right)
\]
\[
\gtrsim \frac{1}{\lambda^3} \int |\epsilon|^2 + \mathcal{O}(K\lambda^\frac{3}{2}),
\]
where we used \( b \sim \lambda^\frac{1}{2} \) and (5.11). This completes the claim (5.19).

**Step 4.** Controlling the remainder terms in (4.9). It remains to control the \( \psi \) terms in (4.9). According to (4.1), (5.7) and the construction of \( Q_P \), we have
\[
\psi = \frac{1}{\lambda^2} \left[ i \left( b_s + \frac{b^2}{2} \right) \partial_b Q_P + i \left( \frac{\Lambda_s}{\lambda} + b \right) \lambda \partial_\lambda Q_P 
+ i \left( \frac{\Lambda_s}{\lambda} + b \right) \Lambda Q_P + \bar{\gamma}_s Q_P + \Psi_P \right] \left( \frac{x}{\lambda} \right) e^{ix}.
\]
By the lemma 2.1 and (5.20), we have the rough bound on \( \psi \):
\[
\|\nabla^j \psi\|_{L^2} \lesssim K^2 \lambda^{1-j}, \text{ for } j = 0, 1 \tag{5.21}
\]
Write \( \psi = \psi_1 + \psi_2 \). Then using the similar argument as \([17, 27]\), we can obtain that
\[
\left| \mathfrak{M} \left( \int \left[ -D\psi_2 - \frac{\psi_2}{\lambda} + k(x) (2|\tilde{Q}|^2 \psi_2 - \tilde{Q}^2 \tilde{\psi}_2) \right] \tilde{\epsilon} \right) \right|
\lesssim K^2 \lambda^\frac{3}{2} \|\epsilon\|_{L^2} \lesssim o \left( \frac{\|\epsilon\|_{L^2}^2}{\lambda^2} \right) + K^4 \lambda^\frac{3}{2}
\]
and
\[
\left| \mathfrak{M} \left( \int \left[ -D\psi_1 - \frac{\psi_1}{\lambda} + k(x) (2|\tilde{Q}|^2 \psi_1 - \tilde{Q}^2 \tilde{\psi}_1) \right] \tilde{\epsilon} \right) \right|
\lesssim K^2 \lambda^\frac{3}{2} \|\epsilon\|_{L^2} \lesssim o \left( \frac{\|\epsilon\|_{L^2}^2}{\lambda^2} \right) + K^4 \lambda^\frac{3}{2}.
\]
Finally, we recall (5.19) and insert all the derived estimates for the terms involving \( \psi \) in (4.9) and we conclude that the coercivity property (5.8) holds.

**Step 5.** Bounds on \( \|D^{\frac{1}{2}+\delta} \tilde{\epsilon}(t)\|_{L^2} \). By the similar argument as [17], we can obtain the \( H^{\frac{1}{2}+\delta} \) estimate. Here we omit the details. \( \square \)
6 Proof of the Theorem 1.1.

In this section, we prove the following result.

**Theorem 6.1** Let $\gamma_0$ and $E_0 > 0$ be given. Then there exist a time $t_0 < 0$ and a solution $u_c \in C^0([t_0, 0); H^{\frac{1}{2}}(\mathbb{R})$) of (1.1) such that $u$ blowup at time $T = 0$ with

$$E(u_c) = E_0, \quad \|u_c\|_2^2 = \|Q\|_2^2.$$

Furthermore, we have $\|D^\frac{1}{2} u_c\|_2 \sim t^{-1}$ as $t \to 0^-$, and $u_c$ is of the form

$$u_c(t, x) = \frac{1}{\lambda_c^2(t)}[Q_{P_c(t)} + \epsilon_c(t)] \left(t, \frac{x}{\lambda_c}\right) e^{i\gamma(t)} = \tilde{Q}_c + \tilde{\epsilon}_c,$$

where $P_c(t) = (b_c(t), \lambda_c(t))$, and $\epsilon_c$ satisfies the orthogonality condition (3.4). Finally, the following estimate hold:

$$\|\tilde{\epsilon}_c\|_2 \lesssim \lambda_c, \quad \|\tilde{\epsilon}_c\|_{H^{\frac{1}{2}}} \lesssim \lambda_c^\frac{1}{2},$$

$$\lambda_c(t) - \frac{t^2}{4A_0^2} = O(\lambda_c^3), \quad \frac{b_c(t)}{\lambda_c} - \frac{1}{A_0} = O(\lambda_c),$$

$$\gamma(t) = -\frac{4A_0^2}{t} + \gamma_0 + O(\lambda_c^\frac{1}{2}).$$

for $t \in [t_0, 0)$ and $t$ sufficiently close to 0. Here $A_0 > 0$ is the constant defined in (5.3).

**Proof.** By the similar argument as [16, 17, 19, 20, 23, 27], we can obtain the desired result. Here we omit the details. \hfill \Box

A Coercivity estimate for the localized energy

In this section, we give some useful lemmas. By the similar argument as [17], we can easily obtain the following lemmas, so here we omit the details. In the following, we assume that $A > 0$ is a sufficiently large constant. Let $\phi : \mathbb{R} \to \mathbb{R}$ be the smooth cutoff function introduced in (4.6), Section 4. For $\epsilon = \epsilon_1 + i\epsilon_2 \in H^{\frac{1}{2}}(\mathbb{R})$, we consider the quadratic forms

$$L_{+, A}(\epsilon_1) : = \int_{s=0}^{\infty} \sqrt{s} \int \Delta \phi_A |\nabla(\epsilon_1)_s|^2 dx ds + \int |\epsilon_1|^2 - 2 \int k(x)Q|\epsilon_1|^2$$

(A.1)

$$L_{-, A}(\epsilon_2) : = \int_{s=0}^{\infty} \sqrt{s} \int \Delta \phi_A |\nabla(\epsilon_2)_s|^2 dx ds + \int |\epsilon_2|^2 - \int k(x)Q|\epsilon_2|^2,$$  

(A.2)
where $\Delta \phi_A = \Delta(\phi \left( \frac{s}{A} \right))$. As in lemma 4.1, we denote

$$u_s = \sqrt{\frac{2}{\pi} \frac{1}{s}} u, \text{ for } s > 0.$$  \hspace{1cm} (A.3)

We start with the following simple identity.

For $u \in H^{1/2}(\mathbb{R})$, we have

$$\int_0^\infty \sqrt{s} \int_\mathbb{R} |\nabla u_s|^2 dx ds = \|D^{1/2} u\|_2^2.$$ \hspace{1cm} (A.4)

Indeed, by applying Fubini’s theorem and using Fourier transform, we find that

$$\int_0^\infty \sqrt{s} \int_\mathbb{R} |\nabla u_s|^2 dx ds = \frac{2}{\pi} \int_\mathbb{R} \int_0^\infty \frac{\sqrt{s}ds}{(\xi^2 + s)^2} |\hat{\xi}(\xi)|^2 d\xi = \|D^{1/2} u\|_2^2.$$ \hspace{1cm} (A.5)

In general, we have

$$\frac{2}{\pi} \int_0^\infty \int_\mathbb{R} \int_\mathbb{R} \int_0^\infty \frac{\sqrt{s} ds}{(\xi^2 + s)^2} |\hat{\xi}(\xi)|^2 d\xi = \|D^{1/2} u\|_2^2.$$ \hspace{1cm} (A.5)

Next, we establish a technical result, which show that, when taking the limit $A \to +\infty$, the quadratic form $\int_0^\infty \sqrt{s} \int \Delta \phi_A |\nabla u_s|^2 dx ds + \|u\|_2^2$ defines a weak topology that serves as a useful substitute for weak convergence in $H^{1/2}(\mathbb{R})$. The precise statement reads as follows.

**Lemma A.1** Let $A_n \to \infty$ and suppose that $\{u_n\}_{n=1}^\infty$ is a sequence in $H^{1/2}(\mathbb{R})$ such that

$$\int_0^\infty \sqrt{s} \int \Delta \phi_{A_n} |\nabla u_n|^2 dx ds + \|u_n\|_2^2 \leq C,$$

for some constant $C > 0$ independent of $n$. Then, after possibly passing to a subsequence of $\{u_n\}_{n=1}^\infty$, we have that

$$u_n \rightharpoonup u \text{ weakly in } L^2(\mathbb{R}) \text{ and } u_n \rightharpoonup u \text{ strongly in } L^2_{loc}(\mathbb{R}),$$

and $u \in H^{1/2}(\mathbb{R})$. Moreover, we have the bound

$$\|D^{1/2} u\|_2^2 \leq \liminf_{n \to \infty} \int_0^\infty \sqrt{s} \int \Delta \phi_{A_n} |\nabla u_n|^2 dx ds.$$  

**Lemma A.2** Let $L_{+,A}(\epsilon_1)$ and $L_{-,A}(\epsilon_2)$ be the quadratic forms defined (A.1) and (A.2), respectively. Then there exist constants $C_0 > 0$ and $A_0 > 0$ such that, for all $A \geq A_0$ and all $\epsilon = \epsilon_1 + i \epsilon_2 \in H^{1/2}(\mathbb{R})$, we have the coercivity estimate

$$(L_{+,A}(\epsilon_1, \epsilon_1) + (L_{-,A}(\epsilon_2, \epsilon_2)) \geq C_0 \int |\epsilon|^2 - \frac{1}{C_0} \left\{ (\epsilon_1, Q)^2 + (\epsilon_1, S_{1,0})^2 + (\epsilon_2, \rho_1)^2 \right\}.$$  

Here $S_{1,0}$ is the unique functions such that $L_{-,10} = \Lambda Q$ with $(S_{1,0}, Q) = 0$, respectively, and the function $\rho_1$ is defined in (3.5).
Lemma A.3 For any $u \in L^2(\mathbb{R})$, we have the bound
\[
\left| \int_{s=0}^{+\infty} \sqrt{s} \int \Delta^2 \phi_A |u_s|^2 \, dx \, ds \right| \lesssim \frac{1}{A} \|u\|^2_2.
\]
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