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Determinantal point processes (DPPs) are a class of repulsive point processes, popular for their relative simplicity. They are traditionally defined via their marginal distributions, but a subset of DPPs called “L-ensembles” have tractable likelihoods and are thus particularly easy to work with. Indeed, in many applications, DPPs are more naturally defined based on the L-ensemble formulation rather than through the marginal kernel.

The fact that not all DPPs are L-ensembles is unfortunate, but there is a unifying description. We introduce here extended L-ensembles, and show that all DPPs are extended L-ensembles (and vice-versa). Extended L-ensembles have very simple likelihood functions, contain L-ensembles and projection DPPs as special cases. From a theoretical standpoint, they fix some pathologies in the usual formalism of DPPs, for instance the fact that projection DPPs are not L-ensembles. From a practical standpoint, they extend the set of kernel functions that may be used to define DPPs: we show that conditional positive definite kernels are good candidates for defining DPPs, including DPPs that need no spatial scale parameter.

Finally, extended L-ensembles are based on so-called “saddle-point matrices”, and we prove an extension of the Cauchy-Binet theorem for such matrices that may be of independent interest.
Introduction. Determinantal point processes are by now perhaps the most famous example of repulsive point processes. They appear as a model for the position of fermionic particles in an energy potential [23], but also occur in random matrix theory and graph theory, for instance as the distribution of edges in uniform spanning trees [11]. DPPs can also be used as tools designed for particular computational tasks: for instance, they have been advocated in machine learning as a way of providing samples with guaranteed diversity [22], as a way of performing Monte Carlo integration [4, 13], or accelerating classical linear algebra tasks such as regression or low rank approximation of matrices [8, 14, 26].

We will use discrete sampling problems as a motivating example throughout. In that framework, one has a set of $n$ items, and one desires to produce a subset $X$ of size $m \ll n$ such that no two items in $X$ are excessively similar. A key aspect of DPPs is that “diversity” is defined relative to a notion of similarity represented by a positive-definite kernel. For instance, if the items are vectors in $\mathbb{R}^d$, similarity may be defined via the squared-exponential (Gaussian) kernel:

$$\kappa(x, y) = \exp \left( -\|x - y\|^2 \right)$$

Here $x$ and $y$ are two items, and similarity is a decreasing function of distance.

The class of DPPs can be separated into two subclasses: L-ensembles and the rest. By definition, an L-ensemble is a distribution over random subsets $X$ such that:

$$P(X = X) \propto \det L_X$$

where $L_X$ is the principal submatrix of $L$ indexed by $X$. If two or more points in $X$ are very similar (in the sense of the kernel function), then the matrix $L_X$ has rows that are nearly collinear and the determinant is small. This in turns makes it unlikely that such a set $X$ will be selected by the L-ensemble.

L-ensembles are thus highly intuitive, and it is easy to design a DPP appropriate for a particular situation, since one only needs to pick an appropriate kernel. Unfortunately, not all DPPs are L-ensembles. This includes some naturally-occurring DPPs, like the uniform spanning tree, or the roots of uniform spanning forests [3]. In this work we introduce extended L-ensembles, which are easy to work with, and include L-ensembles as a special case. We show that all DPPs are extended L-ensembles, and vice versa.

Extended L-ensembles are based on an $n \times n$ kernel matrix, noted $L$, augmented by a set of $p$ vectors, noted $V \in \mathbb{R}^{n \times p}$. $V$ represents a set of “obligatory” features, as we explain below, and the likelihood function is just:

$$P(\mathcal{X} = X) \propto \det \left( L_X \begin{bmatrix} V_{X,1} & \ldots & V_{X,p} \end{bmatrix}^\top \begin{bmatrix} 0 \end{bmatrix} \right)$$

where $V_{X,i}$ is the matrix $V$ restricted to its lines indexed by $X$.

As a practical benefit, extended L-ensembles broaden the class of kernels that may be used to define DPPs, to include conditional positive-definite kernels. This allows for a class of “default” DPPs that do not require a length-scale parameter\(^1\).

Structure of the paper. We begin with some definitions and background in section 1. Section 2 defines extended L-ensembles while section 3 gives some of their major properties. As a theoretical application, section 4 shows how extended L-ensembles arise in perturbative

\(^1\)Since this work first appeared in our prior work in arXiv:2007.04117, extended L-ensembles have been used in [15] to define Nyström approximations appropriate for semi-parametric models.
limits of DPPs. As a practical application, section 5 shows that some interesting extended L-ensembles can be constructed via conditionally (semi)-definite positive functions.

We chose to focus on discrete DPPs, for simplicity. The continuous case is a straightforward generalisation of our results, which we sketch in our concluding remarks (section 6).

1. Definitions and background. We briefly recall some definitions on DPPs along with fixed-size DPPs, a useful variant (as well as L-ensembles and fixed-size L-ensembles). For details we refer the reader to [5] and [20]. All of the results below are classical.

1.1. Some determinant lemmas. We start with notations and a few useful determinant lemmas.

Let $A$ be a $n \times n$ matrix, and $Y, Z$ be two subsets of indices. Then $A_{Y, Z}$ is the submatrix of $A$ formed by retaining the rows in $Y$ and the columns in $Z$. Furthermore, $A_{:, Y}$ (resp. $A_{Y, :}$) is the matrix made of the full columns (resp. rows) indexed by $Y$. Finally, we let $A_Y = A_{Y, Y}$. Also, for a matrix $V$, by $\text{span}(V)$ we denote its column span, and by $\text{orth}(V)$ the orthogonal complement of $\text{span}(V)$.

We shall need a number of basic results on determinants. The Cauchy-Binet lemma is central to the theory of DPPs and generalises the well-known relationship $\det(AB) = \det(A) \det(B)$ (for square $A$ and $B$) to rectangular matrices.

**Lemma 1.1 (Cauchy-Binet).** Let $M = AB$, with $A$ a $m \times n$ matrix and $B$ a $n \times m$ matrix ($n \geq m$). Then:

$$
\det M = \sum_{|Y| = m} \det A_{:, Y} \det B_{Y,:}
$$

where the sum is over all subsets $Y \subseteq \{1, \ldots, n\}$ of size $m$.

We will also frequently use the following simple corollary of the Cauchy-Binet lemma.

**Corollary 1.2.** Let $M = U \Lambda U^\top$, where $U$ is $m \times n$, $n \geq m$ and $\Lambda$ is a diagonal matrix. Then:

$$
\det M = \sum_{|Y| = m} (\det(U_{:, Y}))^2 \det(\Lambda_Y).
$$

The next result is a well-known determinantal counterpart of the Sherman-Woodbury-Morrisson lemma:

**Lemma 1.3.** Let $A$ be an invertible matrix of size $n \times n$, $U$ of size $n \times m$, and $W$ an invertible matrix of size $m \times m$. Then it holds that:

$$
\det(A + UWU^\top) = \det(A) \det(W) \det(W^{-1} + U^\top A^{-1} U).
$$

Finally, a related lemma is useful for block matrices:

**Lemma 1.4.** Let $M = \begin{pmatrix} A & U \\ U^\top & W \end{pmatrix}$, with $A$ invertible. Then

$$
\det(M) = \det(A) \det(W - U^\top A^{-1} U).
$$

The next two lemmas concern so-called “saddle-point matrices”, and are proved in [6, Appendix A].
**Lemma 1.5** ([6, Lemma 3.10]). Let \( L \in \mathbb{R}^{n \times n}, V \in \mathbb{R}^{n \times p} \), with \( V \) of full column rank and \( p \leq n \). Let \( Q \in \mathbb{R}^{n \times (n-p)} \) be an orthonormal basis for \( \text{orth}(V) \) (i.e., \( Q^T V = 0 \)), \( \text{rank}(Q) = n - p \). Then:

\[
\det \begin{pmatrix} L & V \\ V^T & 0 \end{pmatrix} = (-1)^p \det(V^T V) \det(Q^T L Q).
\]

In the next lemma, we use \([t^r]g(t)\) to denote the coefficient corresponding to \( t^r \) in the power series \( g \). For instance, if \( g(t) = 1 - t^2 + 2t^3 \), then \([t^0]g(t) = 1\) and \([t^3]g(t) = 2\).

**Lemma 1.6** ([6, Lemma 3.11]). Let \( L \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{n \times p} \). Then:

\[
[t^p] \det(L + tVV^T) = (-1)^p \det \begin{pmatrix} L & V \\ V^T & 0 \end{pmatrix}.
\]

**Remark 1.7.** The polynomial \( g(t) = \det(L + tVV^T) \) is of degree at most \( p \), i.e., lemma 1.6 gives the coefficient for the highest possible power of \( t \). While this remark is missing in the original statement of lemma 1.6 (see [6, Lemma 3.11]), it can be easily verified by inspecting the proof of the lemma in [6, Appendix A].

1.2. **Determinantal processes.**

1.2.1. **DPPs.** Let \( \Omega = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d \) be a collection of vectors called the **ground set**. A finite point process \( \mathcal{X} \) is a random subset \( \mathcal{X} \subseteq \Omega \). Abusing notation, we sometimes use \( \mathcal{X} \) to designate the indices of the items, rather than the items themselves. Which one we mean should be clear from context.

**Definition 1.8** (Determinantal Point Process). Let \( K \in \mathbb{R}^{n \times n} \) be a positive semi-definite matrix verifying \( 0 \preceq K \preceq I \). \( \mathcal{X} \) is a DPP with marginal kernel \( K \) if

\[
\forall A \subseteq \Omega \quad P(A \subseteq \mathcal{X}) = \det(K_A),
\]

where by convention, \( \det(K_\emptyset) = 1 \).

This definition is the historical one [23] and determines what we will refer to as the **class of DPPs**. However, manipulating inclusion probabilities rather than the joint probability distribution itself is often cumbersome. This usually leads authors to consider a slightly less general class of DPPs: the L-ensembles [10].

**Definition 1.9** (L-ensemble). Let \( L \in \mathbb{R}^{n \times n} \) designate a positive semi-definite matrix. An L-ensemble based on \( L \) is a point process \( \mathcal{X} \) defined as

\[
P(\mathcal{X} = X) = \frac{\det(L_X)}{Z},
\]

where by convention, \( \det(L_\emptyset) = 1 \). Thus: \( P(\mathcal{X} = \emptyset) = 1/Z > 0 \).

In Eq. (7), \( Z = \sum_{X \subseteq \Omega} \det(L_X) \) is a normalisation constant and can be shown [22] to equal \( \det(I + L) \).

L-ensembles are indeed a subclass of DPPs:

**Lemma 1.10.** An L-ensemble based on the positive semi-definite matrix \( L \) is a DPP. It is noted \( \mathcal{X} \sim \text{DPP}(L) \) and its marginal kernel verifies

\[
K = L(I + L)^{-1}.
\]
PROOF. See, e.g., Thm 2.2 of [22]; or the discussion in Appendix A.

L-ensembles are in fact a strict subset of all DPPs:

**Lemma 1.11.** A DPP with marginal kernel \( K \) is an L-ensemble if and only if \( K \) verifies \( 0 \preceq K < I \) (note the \( \preceq \) sign, implying that no eigenvalue of \( K \) is allowed to be equal to one). If \( X \) is a DPP with such a marginal kernel, then \( X \sim DPP(L) \), with \( L \) verifying:

\[
L = K(I - K)^{-1}.
\]

**Proof.** (\( \Rightarrow \)) If \( K \) does not contain any eigenvalue equal to 1, then Eq. (8) inverts as \( L = K(I - K)^{-1} \). (\( \Leftarrow \)) We show the contraposition. If \( X \) is a DPP with a marginal kernel \( K \) containing at least one eigenvalue equal to one, then its size \( |X| \) is necessarily larger than one (see Lemma 1.13). Thus, it cannot be an L-ensemble (L-ensembles have a non-null probability of sampling \( \emptyset \)).

**Remark 1.12.** As a consequence, the class of DPPs can be separated in two: the L-ensembles (all DPPs with marginal kernel verifying \( 0 \preceq K < I \)), and the rest (all DPPs with marginal kernel whose spectrum contains at least one eigenvalue equal to one).

In DPPs, the size (cardinal) of \( X \), denoted by \( |X| \), is a random variable. Its distribution is as follows [18]:

**Lemma 1.13.** Let \( 0 \preceq K \preceq I \) be a marginal kernel with eigenvalues \( \mu_1, \ldots, \mu_n \). Let \( X \) be a DPP with this marginal kernel. Then, \( |X| \) has the same distribution as \( \sum_{i=1}^{n} B_i \), where \( B_i \) is a Bernoulli random variable with expectation \( E(B_i) = \mu_i \), and the \( B_i \)'s are distributed independently. In particular, the expected size of the DPP, \( E(|X|) \), can be directly deduced from the above to be

\[
E(|X|) = \sum \mu_i = \text{Tr}(K)
\]

1.2.2. Fixed-size DPPs. The cardinal of a DPP is thus in general random. Such varying-sized samples are not practical in many applications (one desires a subset of size 50, not a subset of size 50 on average but which may be of size 35 or 56); which led the authors of [21] to define fixed-size DPPs.

**Definition 1.14 (Fixed-size Determinantal Point Process).** A fixed size DPP of size \( m \) is a DPP \( X \) conditioned on \( |X| = m \).

A subclass of fixed-size DPPs is the class of fixed-size L-ensembles:

**Definition 1.15 (Fixed-size L-ensemble).** Let \( 0 \preceq L \) be a positive semi-definite matrix. A fixed-size L-ensemble is a point process \( X \) defined as:

\[
P(X = X) = \begin{cases} 
\frac{\det L_X}{Z_m} & \text{if } |X| = m, \\
0 & \text{otherwise.} 
\end{cases}
\]

where \( Z_m \) is the normalisation constant.

---

\(^2\)They are often called k-DPPs in the literature, but we prefer “fixed-size DPPs” in order not to overload the symbol \( k \) too much.
Using the indicator function \( \mathbb{I}(\cdot) \), we may rewrite Eq. (6) more compactly as:

\[
\mathbf{P}(\mathcal{X} = X) = \frac{\det \mathbf{L}_X}{Z_m} \mathbb{I}(|X| = m).
\]

**Lemma 1.16.** A fixed-size L-ensemble is a fixed-size DPP, and we write it \( \mathcal{X} \sim \text{DPP}_m(\mathbf{L}) \).

We use the notation \( \mathcal{X} \sim \text{DPP}_m(\mathbf{L}) \) to distinguish from (standard) random-size L-ensembles.

It is important to understand that, in general, fixed-size DPPs are not DPPs, with the exception of projection DPPs (see Sec. 1.2.3). In particular, whereas all DPPs have a marginal kernel, fixed-size DPPs (again with the exception of projection DPPs) do not have marginal kernels: there does not exist a matrix whose principal minors are the marginal probabilities. The question of inclusion probabilities in fixed-size DPPs is treated at length in [5].

The constant

\[
Z_m = \sum_{X, |X| = m} \det \mathbf{L}_X
\]

in Eq. 6 is a normalisation constant and one can show that it equals the \( m \)-th “elementary symmetric polynomial” of \( \mathbf{L} \), a quantity that depends only on the spectrum of \( \mathbf{L} \), and plays an important role in the theory of DPPs.

**Lemma 1.17 (Theorem 1.2.12).** Let \( \mathbf{L} \in \mathbb{R}^{n \times n} \) be a matrix with eigenvalues \( \lambda_1, \ldots, \lambda_n \). The \( m \)-th elementary symmetric polynomial of \( \mathbf{L} \) is defined as:

\[
e_m(\mathbf{L}) := \sum_{|X| = m} \prod_{i \in X} \lambda_i,
\]

i.e.,

\[
e_0(\mathbf{L}) = 1, \quad e_1(\mathbf{L}) = \text{Tr}(\mathbf{L}), \quad e_2(\mathbf{L}) = \sum_{i<j} \lambda_i \lambda_j, \quad \ldots, \quad e_n(\mathbf{L}) = \det(\mathbf{L}).
\]

One has:

\[
Z_m = \sum_{X, |X| = m} \det \mathbf{L}_X = e_m(\mathbf{L}).
\]

Since \( e_m(\mathbf{L}) \) is the sum of all the principal minors of fixed size \( m \), we immediately obtain the following corollary on the distribution of the size of an L-ensemble:

**Corollary 1.18.** The probability that \( \mathcal{X} \sim \text{DPP}(\mathbf{L}) \) has size \( m \) is given by:

\[
p(|\mathcal{X}| = m) = \frac{e_m(\mathbf{L})}{e_0(\mathbf{L}) + e_1(\mathbf{L}) + \ldots + e_n(\mathbf{L})}.
\]

**Remark 1.19.** Since a fixed-size L-ensemble is just an L-ensemble conditioned on size, an L-ensemble may also be viewed as a mixture of fixed-size L-ensembles. The size \( m \) can be drawn according to its marginal distribution (Eq. (13)), and conditional on \(|\mathcal{X}| = m\), the fixed-size L-ensemble can be sampled.

**1.2.3. Two useful special cases.** There are two special cases of (fixed-size) DPPs that are useful to study on their own, both from a practical and theoretical viewpoint. These are the DPPs with diagonal kernels and those with projection kernels.

As it will be shown in section 1.2.4, these two examples are the key components for sampling any DPP using the mixture representation.
1.2.3.1. Diagonal kernels. Diagonal L-ensembles are in a way the most basic kind of DPPs (although the fixed-size case is surprisingly intricate).

**Lemma 1.20.** An L-ensemble based on a diagonal positive semi-definite matrix $L$ is a Bernoulli process: each event $i \in Y$ is independent and occurs with probability $\pi_i = \frac{\lambda_i}{1 + \lambda_i}$.

**Proof.**

$$P(Y = Y) = \frac{\prod_{i \in Y} \lambda_i}{\det(I + \Lambda)} = \frac{\prod_{i \in Y} \lambda_i}{\prod_{j=1}^n (1 + \lambda_j)} = \left(\prod_{i \in Y} \frac{\lambda_i}{1 + \lambda_i}\right) \left(\prod_{j \notin Y} \frac{1}{1 + \lambda_i}\right)$$

where $B_i$ is the Bernoulli variable indicating $i \in Y$.

**Remark 1.21.** For fixed-size L-ensembles this is no longer true: $Y \sim |DPP|_m(\Lambda)$ is not a Bernoulli process, as the events are no longer independent but indeed negatively associated. To see why, note that since the total size is fixed, conditional on $i \in Y$ other points are less likely to be included.

**Remark 1.22.** $Y \sim |DPP|_m(I)$ is a uniform sample of size $m$ without replacement.

Fixed-size diagonal L-ensembles have been studied at some length in the past, notably in the sampling survey literature. Many important features of these processes were reported in [12].

1.2.3.2. Projection DPPs. Projection DPPs designate DPPs formed from projection matrices. Projection DPPs have many unique features, for instance that of being both DPPs and fixed-size DPPs. Section 2 will introduce a generalisation called “partial projection DPPs”. The definition of a projection DPP is as follows:

**Definition 1.23** (Projection DPP). Let $U$ be an $n \times m$ matrix with $U^T U = I_m$. A projection DPP is a DPP with marginal kernel $K = U U^T$.

The name “projection DPP” comes from the fact that $UU^T$ is a projection matrix (its eigenvalues are 1, with multiplicity $m$, and 0 with multiplicity $n - m$). As $K$’s spectrum contains at least an eigenvalue equal to 1, a projection DPP is not an L-ensemble (see lemma 1.11). However, a projection DPP can be equivalently defined as a fixed-size L-ensemble:

**Lemma 1.24** (See e.g., [5, Lemma 1.3]). Let $U$ be an $n \times m$ matrix with $U^T U = I_m$. A projection DPP with marginal kernel $UU^T$ is a fixed-size L-ensemble $X \sim |DPP|_m(UU^T)$.

In fact, the only class of fixed-size DPPs that admit a marginal kernel are the projection DPPs. The next result states that a projection DPP is what one obtains when sampling a fixed-size L-ensemble of size $m$ from a positive semi-definite matrix $L$ of rank $m \leq n$.

**Lemma 1.25.** Let $X \sim |DPP|_m(L)$, with rank$(L) = m$, and let $U \in \mathbb{R}^{n \times m}$ denote an orthonormal basis for span $L$. Then, equivalently, $X \sim |DPP|_m(UU^T)$. 

PROOF. Given the assumptions, we may write $L = U M M^T U^T$ with $U \in \mathbb{R}^{n \times m}$, and $M \in \mathbb{R}^{m \times m}$. Now, bearing in mind that $|\mathcal{X}| = m$, we have:

$$P(\mathcal{X} = X) \propto \det(L_X) = \det(U_{X,:} M)^2 \propto \det(U U^T)_X$$

where we used the fact that $U_{X,:}$ is square and that $\det(M)$ is independent of $X$. Note that any orthonormal basis works, for instance the eigenvectors of $L$ associated with a non-null eigenvalue, but not only: the $Q$ factor in the QR factorisation of $L$ would work as well.

REMARK 1.26. Note that lemma 1.25 is valid only for fixed-size L-ensembles with rank of $L$ exactly equal to $m$. In the case $\text{rank} L > m$, the fixed-size L-ensemble $\mathcal{X} \sim |DPP|_m(L)$ is no longer a projection DPP.

REMARK 1.27. The normalisation constant is particularly simple in the case of projection DPPs. Let $UU^T$ denote a projection kernel. Then (trivially), $m$ of its eigenvalues equal 1 and the rest are null. By lemma 1.17,

$$\sum_X \det(UU^T)_X = e_m(UU^T) = 1$$

If as above $L = U MM^T U^T$ with $U \in \mathbb{R}^{n \times m}$, then by the same reasoning as in the proof of lemma 1.25:

$$\sum_X \det(L_X) = \det(M^T M) \sum_X \det(UU^T)_X = \det(M^T M)$$

1.2.4. Mixture representation. Determinantal point processes have a well-known representation as a mixture of projection-DPPs (also sometimes called “elementary DPPs” in the literature). See [5] for details. The following mixture representation (due to [18]) is fundamental, both for theoretical and computational purposes, since it serves as the basis for exact sampling of DPPs. There are two variants, one for DPPs and one for fixed-size DPPs.

**LEMMA 1.28 (Mixture representation of fixed-size L-ensembles [20]).** Let $\mathcal{X} \sim |DPP|_m(L)$ be an L-ensemble based on $L$, and $L = U \Lambda U^T$ be the spectral decomposition of $L$. Then, $\mathcal{X}$ may be obtained from the following mixture process:

1. Sample $m$ indices $Y \sim |DPP|_m(\Lambda)$
2. Form the projection matrix $M = U_{:,Y}(U_{:,Y})^T$
3. Sample $\mathcal{X}|Y \sim |DPP|_m(M)$

Equivalently, the probability mass function of $\mathcal{X}$ can be written as:

$$P(\mathcal{X} = X) = \frac{I(|X| = m)}{e_m(\Lambda)} \sum_{Y,|Y| = m} \det(U_{X,Y})^2 \prod_{i \in Y} \lambda_i$$

The mixture representation can be understood as (a) first sample which eigenvectors to use and (b) sample a projection DPP with the selected eigenvectors.

The counterpart for varying-size L-ensembles looks highly similar.

**LEMMA 1.29 (Mixture representation of L-ensembles, see e.g. [22]).** Let $\mathcal{X} \sim DPP(L)$ and $L = U \Lambda U^T$. Then, $\mathcal{X}$ may be obtained from the following mixture process:

1. Sample indices $Y \sim DPP(\Lambda)$
2. Form the projection matrix $M = U_{:,Y}(U_{:,Y})^T$
3. Sample $\mathcal{X}|\mathcal{Y} \sim |DPP|_{|\mathcal{Y}|}(M)$

Equivalently, the probability mass function of $\mathcal{X}$ can be written as:

$$P(\mathcal{X} = X) = \frac{1}{\det(L + I)} \sum_{Y} \det(U_{X,Y})^2 \prod_{i \in Y} \lambda_i.$$ 

The only step that varies is the first one, where we sample from $DPP(\Lambda)$ instead of $|DPP|_m(\Lambda)$.

2. Extended L-ensembles: a new representation for DPPs. This introductory section enables us to precisely shed light on what is lacking in the current state-of-the-art regarding explicit joint probability distributions of DPPs.

Concerning varying-size DPPs, we observe that i/ DPPs whose marginal kernel do not contain any eigenvalue equal to 1 are L-ensembles and thus have an explicit joint probability distribution (using Lemma 1.10 and Eq. (7)), ii/ projection DPPs, that is, DPPs whose marginal kernel have eigenvalues equal to exactly 0 or 1, are fixed-size L-ensembles, and thus also have an explicit joint probability distribution (using Lemma 1.24 and Eq. (10)). The current state-of-the-art however does not provide easy-to-use explicit joint distributions for DPPs whose marginal kernels lie in-between those two cases: DPPs whose marginal kernel have some eigenvalues equal to 1 and others lying strictly between 0 and 1. According to Lemma 1.13, those are the cases where the size of the DPP is the sum of a deterministic part (the number of eigenvalues equal to 1) and a random part. We will call these particular DPPs partial projection DPPs for reasons that will become clear when we study their mixture representation.

Concerning fixed-size DPPs, we observe that all fixed-size L-ensembles are fixed-size DPPs but the contrary is false. In other words, the current state-of-the-art does not provide explicit joint distributions for those fixed-size DPPs that are not fixed-size L-ensembles.

The main contribution of this paper is to provide a unifying framework to write handy, explicit joint distributions for all varying and fixed-size DPPs and thus to fill in the holes of the current theory. To this end, we introduce extended L-ensembles, a novel way of representing the class of DPPs. Before we give their formal definition (Definition 2.7) we need a few preliminary results.

2.1. Conditionally positive (semi-)definite matrices. L-ensembles are naturally formed from positive semi-definite matrices, because $L$ being positive semi-definite is a sufficient condition for $\det L_X$ being non-negative. Extended L-ensembles can accommodate a broader set of matrices called conditionally positive semi-definite (CPD) matrices.

**Definition 2.1.** A matrix $L \in \mathbb{R}^{n \times n}$ is called conditionally positive (semi-)definite with respect to a rank $p \geq 0$ matrix $V \in \mathbb{R}^{n \times p}$ if $x^\top L x > 0$ (resp., $x^\top L x \geq 0$) for all $x$ verifying $V^\top x = 0$.

**Remark 2.2.** Note that we authorize $p = 0$ in the definition: in this case, the definition simply boils down to that of positive semi-definite matrices.

The set of vectors such that $V^\top x = 0$ is the space orthogonal to the span of $V$, which we note $\text{orth } V$. The conditionally positive definite requirement may be read as a requirement

---

3A formula due to [23] exists in this case but it is unwieldy. See also the discussion around Corollary 1.D.3 in [16].
for \( L \) to be positive definite within \( \text{orth} \ V \). Positive-definite matrices are therefore also conditionally positive-definite, but matrices with negative eigenvalues may also be conditionally positive-definite.

**Proposition 2.3.** Let \( L \) be conditionally positive (semi-)definite with respect to \( V \in \mathbb{R}^{n \times p} \), that we suppose full column rank. Let \( \mathbf{Q} \in \mathbb{R}^{n \times p} \) designate an orthonormal basis for \( \text{span} \ V \), so that \( \mathbf{I} - \mathbf{Q}\mathbf{Q}^\top \) is the orthogonal projection on \( \text{orth} \ V \). Let \( \tilde{L} = (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \mathbf{L} (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \). \( \tilde{L} \) is symmetric and thus diagonalisable in \( \mathbb{R} \), and all its eigenvalues are non-negative.

**Proof.** Follows directly from the definition: \( \forall \mathbf{x}, \mathbf{x}^\top (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \mathbf{L} (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \mathbf{x} \geq 0. \)

The above remark will become important when we define extended L-ensembles. The following example of a conditionally positive definite is classical (but surprising), and is a special case of a class of conditionally positive definite kernels studied in [24].

**Example ([24]).** Let \( D^{(1)} = ||x_i - x_j||_{i,j} \) the distance matrix between \( n \) points in \( \mathbb{R}^d \). Then \( -D^{(1)} \) is conditionally positive definite with respect to the all-ones vector \( \mathbf{1}_n \).

Some extensions of this example can be found in section 5.

2.2. **Nonnegative Pairs.** The central object when defining extended L-ensembles is what we call a Nonnegative Pair (NNP for short).

**Definition 2.4.** A Nonnegative Pair, noted \((L; V)\) is a pair \( L \in \mathbb{R}^{n \times n}, V \in \mathbb{R}^{n \times p}, 0 \leq p \leq n \), such that \( L \) is symmetric and conditionally positive semi-definite with respect to \( V \), and \( V \) has full column rank. Wherever a NNP \((L; V)\) appears below, we consistently use the following notation:

- \( \mathbf{Q} \in \mathbb{R}^{n \times p} \) is an orthonormal basis of \( \text{span} \ V \), such that \( \mathbf{I} - \mathbf{Q}\mathbf{Q}^\top \) is a projector on \( \text{orth} \ V \)
- \( \tilde{L} = (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \mathbf{L} (\mathbf{I} - \mathbf{Q}\mathbf{Q}^\top) \in \mathbb{R}^{n \times n} \). From Proposition 2.3, we know that all its eigenvalues are non-negative. We will denote by \( q \) the rank of \( \tilde{L} \). Note that \( q \leq n - p \) as the \( p \) columns of \( \mathbf{Q} \) are trivially eigenvectors of \( \tilde{L} \) associated to 0. We write \( \tilde{L} = \tilde{\mathbf{U}} \tilde{\Lambda} \tilde{\mathbf{U}}^\top \) its truncated spectral decomposition; where \( \tilde{\Lambda} = \text{diag}(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_q) \in \mathbb{R}^{q \times q} \) and \( \tilde{\mathbf{U}} \in \mathbb{R}^{n \times q} \) are the diagonal matrix of nonzero eigenvalues and the matrix of the corresponding eigenvectors of \( \tilde{L} \), respectively.

**Remark 2.5.** Again, note that we authorize \( p = 0 \) in the definition: in this case, \( \tilde{L} \) boils down to \( L \).

Let us now formulate the following lemma, useful for the next section.

**Lemma 2.6.** Let \((L; V)\) be a NNP. Then, for any subset \( X \subseteq \{1, \ldots, n\} \):

\[
(-1)^p \det \left( \begin{pmatrix} L_X & V_X: \\ V_{X:}^\top & 0 \end{pmatrix} \right) = (-1)^p \det \left( \begin{pmatrix} \tilde{L}_X & V_X: \\ V_{X:}^\top & 0 \end{pmatrix} \right) \geq 0.
\]
PROOF. Let us write \( m = |X| \) the size of \( X \). The case \( \mathcal{V}_{X,:} < p \) is trivial as both sides of the equality are zero. Next, assume that \( \mathcal{V}_{X,:} \in \mathbb{R}^{m \times p} \) is full column rank. If \( m = p \), then \( \mathcal{V}_{X,:} \) is square and both sides are equal to \((\det \mathcal{V}_{X,:})^2\) by lemma 1.4. Now consider the case \( m > p \). Let \( Q \) be as in Definition 2.4, so that \( \mathcal{V} = QR \) (with \( R \) nonsingular). Let \( B(X) \in \mathbb{R}^{n \times (m-p)} \) be a basis of \( \text{orth}(\mathcal{V}_{X,:}) = \text{orth}(Q_{X,:}) \). Then, using lemma 1.5, we have that

\[
(-1)^p \det \begin{pmatrix} L_X & V_{X,:} \\ (V_{X,:})^T & 0 \end{pmatrix} = \det((V_{X,:})^T V_{X,:}) \det((B^T(X) L_X B(X))) \\
= \det((V_{X,:})^T V_{X,:}) \det((B^T(X) \tilde{L}_X B(X))) \\
= (-1)^p \det \begin{pmatrix} \tilde{L}_X & V_{X,:} \\ (V_{X,:})^T & 0 \end{pmatrix},
\]

where the last but one equality is from \( \tilde{L} = (I - QQ^T)L(I - QQ^T) \) and the fact that \( B^T(X) Q_{X,:} = 0 \) and hence \( (I - QQ^T)_X B(X) = B(X) \). Finally, \( \det(B^T(X) \tilde{L}_X B(X)) \geq 0 \) due to positive semidefiniteness of \( \tilde{L} \), which completes the proof.

2.3. DPPs via extended L-ensembles.

DEFINITION 2.7 (Extended L-ensemble). Let \((L;V)\) be any NNP. An extended L-ensemble \( \mathcal{X} \) based on \((L;V)\) is a point process verifying:

\[
\forall X \subseteq \Omega, \quad P(\mathcal{X} = X) \propto (-1)^p \det \begin{pmatrix} L_X & V_{X,:} \\ (V_{X,:})^T & 0 \end{pmatrix}.
\]

REMARK 2.8. We stress that an extended L-ensemble reduces to an L-ensemble only in the case \( p = 0 \). If \( p \geq 1 \), an extended L-ensemble is not an L-ensemble, since the probability mass function of \( \mathcal{X} \) is not expressed as a principal minor of a larger matrix\(^4\). Also, the right-hand side in eq. (16) is non-negative by Lemma 2.6, and thus defines a valid probability distribution. The normalisation constant is tractable and given later (see section 3.3.1). On a more minor note, the factor \((-1)^p\) arises because of the peculiar properties of saddle-point matrices, see Lemma 1.5.

Importantly, the class of extended L-ensembles is identical to the class of DPPs, as the two following theorems demonstrate.

THEOREM 2.9. Let \((L;V)\) be any NNP, and \( \mathcal{X} \) be an extended L-ensemble based on \((L;V)\). Then, \( \mathcal{X} \) is a DPP with marginal kernel

\[
K = QQ^T + \tilde{L}(I + \tilde{L})^{-1}.
\]

PROOF. See Appendix B.

The converse is also true: any DPP (not only L-ensembles) is an extended L-ensemble:

\(^4\)another way to see that is by looking at the distribution of the size of the sampled set: by definition 1.9, an L-ensemble has a non-null probability of sampling the empty set; whereas Corollary 3.5 states that the empty set has a null probability of being sampled as soon as \( p \geq 1 \).
THEOREM 2.10. Let $0 \preceq \mathbf{K} \preceq \mathbf{I}$ be any marginal kernel and $\mathcal{X}$ its associated DPP. Denote by $\mathbf{V} \in \mathbb{R}^{n \times p}$ the matrix concatenating the $p \geq 0$ orthonormal eigenvectors of $\mathbf{K}$ associated to eigenvalue 1 and $\mathbf{L} = \mathbf{K} (\mathbf{I} - \mathbf{K})^\dagger$ with $\dagger$ representing the Moore-Penrose pseudo-inverse. Then, $\mathcal{X}$ is an extended L-ensemble based on the NNP $(\mathbf{L}; \mathbf{V})$.

PROOF. See Appendix B.

Recall that, as per definition 1.14, a fixed-size DPP is simply a DPP conditioned on size. As a consequence of the equivalence between extended L-ensembles and DPPs, one obtains the following explicit expression of the probability mass function of any fixed-size DPP:

COROLLARY 2.11. Let $0 \preceq \mathbf{K} \preceq \mathbf{I}$ be any marginal kernel and $\mathcal{X}$ its associated fixed-size DPP of size $m$. Let $(\mathbf{L}; \mathbf{V})$ be the NNP as defined in theorem 2.10. Then

\[
\forall \mathbf{X} \subseteq \Omega, \quad \mathbf{P}(\mathcal{X} = \mathbf{X}) \propto (-1)^p \det \left( \mathbf{L}_{\mathbf{X}} \mathbf{V}_{\mathbf{X}}^\top \mathbf{V}_{\mathbf{X}} : 0 \right) \mathbf{I}(|\mathbf{X}| = m).
\]

REMARK 2.12. Fixed-size DPPs of size $m$ with marginal kernel $\mathbf{K}$ cannot be defined for $m$ smaller than the multiplicity of 1 in the spectrum of $\mathbf{K}$ (by lemma 1.13). Consequently, from the extended L-ensemble viewpoint, $m$ should always be larger than or equal to $p$.

2.3.1. Partial projection DPPs. We differentiate DPPs (both varying-size and fixed-size) defined by NNPs $(\mathbf{L}; \mathbf{V})$ for which

- $p = 0$: Eq. 16 (resp. Eq. 18) boils down to Eq. 7 (resp. Eq. 6): we recover the L-ensembles $\mathcal{X} \sim \text{DPP}(\mathbf{L})$ (resp. fixed-size L-ensembles $\mathcal{X} \sim |\text{DPP}|_m(\mathbf{L})$).
- $p \geq 1$: in this case, the associated DPPs are not L-ensembles; and we will call them partial-projection DPPs (pp-DPPs) for reasons that will become clear in section 3.2. We will denote them $\mathcal{X} \sim \text{DPP}(\mathbf{L}; \mathbf{V})$ and $\mathcal{X} \sim |\text{DPP}|_m(\mathbf{L}; \mathbf{V})$ for the varying-size and the fixed-size cases respectively.

This ends the first part of our work: the formalism of extended L-ensembles enables to fill in the holes of the current theory of DPPs by providing explicit joint probability distributions for all varying and fixed-size DPPs. We now move on to studying this novel object.

3. Extended L-ensembles: mixture representation, main properties, sampling. In this section, we start by showing an extension of the Cauchy-Binet formula to saddle-point matrices (section 3.1) that will prove useful to give the mixture representation of extended L-ensembles (section 3.2). In section 3.3, we list a few basic properties of extended L-ensembles (such as normalisation and complements). Section 3.4 gives a few examples for illustration purposes and section 3.5 discusses sampling strategies of $\mathcal{X} \sim \text{DPP}(\mathbf{L}; \mathbf{V})$.

3.1. A generalisation of the Cauchy-Binet Formula. The cornerstone of the mixture representation of L-ensembles, discussed in Section 1.2.4, is in fact the Cauchy-Binet formula, recalled in Lemma 1.1 (see for instance [18, 22]). In order to provide a similar spectral understanding of extended L-ensembles, we need the following generalisation of Cauchy-Binet.

THEOREM 3.1 (Generalisation of Cauchy-Binet). Let $(\mathbf{L}; \mathbf{V})$ be a NNP, and $\mathbf{Q}$, $\tilde{\mathbf{U}}$, $\tilde{\mathbf{\Lambda}} = \text{diag}(\tilde{\lambda}_1 \ldots \tilde{\lambda}_q)$ and $q$ be as in Definition 2.4. Then for any subset $X \subseteq \{1, \ldots, n\}$ of size $|X| = m$, $p \leq m \leq p + q$, it holds that

\[
(-1)^p \det \left( \mathbf{L}_{\mathbf{X}} \mathbf{V}_{\mathbf{X}}^\top : 0 \right) = \det(\mathbf{V}^\top \mathbf{V}) \sum_{Y:|Y|=m-p} \det([\mathbf{Q}_{\mathbf{X}, \mathbf{Y}} \mathbf{U}_{\mathbf{X}, \mathbf{Y}}])^2 \prod_{i \in Y} \tilde{\lambda}_i.
\]


PROOF. First of all, writing the \((Q, R)\) decomposition of \(V\) as \(V = QR\) one has:

\[
\det \left( \begin{pmatrix} L_X & V_{X,:}^\top \\ (V_{X,:})^\top & 0 \end{pmatrix} \right) = (\det(R))^2 \det \left( \begin{pmatrix} L_X & Q_{X,:} \\ (Q_{X,:})^\top & 0 \end{pmatrix} \right).
\]

Noting that \(\det(V^\top V) = (\det(R))^2\), to prove Eq. (19) it is sufficient to show that:

\[
(10) \quad (-1)^p \det \left( \begin{pmatrix} L_X & Q_{X,:} \\ (Q_{X,:})^\top & 0 \end{pmatrix} \right) = \sum_{Y|Y|=m-p} \det \left( [Q_{X,:}; \tilde{U}_{X,Y}] \right)^2 \prod_{i \in Y} \tilde{\lambda}_i.
\]

Now, the case rank \(Q_{X,:} < p\) is trivial as both sides in (20) are zero. Next, we assume that \(Q_{X,:}\) is full rank. Using first lemma 2.6 and then lemma 1.6, one has:

\[
(-1)^p \det \left( \begin{pmatrix} L_X & Q_{X,:} \\ (Q_{X,:})^\top & 0 \end{pmatrix} \right) = (-1)^p \det \left( \begin{pmatrix} \tilde{L}_X & Q_{X,:} \\ (Q_{X,:})^\top & 0 \end{pmatrix} \right) = [tp] \det(\tilde{L}_X + tQ_{X,:}(Q_{X,:})^\top).
\]

Using the fact that \(\tilde{L} = \tilde{U} \tilde{\Lambda} \tilde{U}^\top\), the right hand side may be re-written:

\[
[tp] \det(\tilde{L}_X + tQ_{X,:}(Q_{X,:})^\top) = [tp] \det \left( \begin{pmatrix} Q_{X,:} \tilde{U}_{X,:} & tI_p & 0 \\ 0 & 0 & \tilde{\Lambda} \end{pmatrix} \right) \left[ Q_{X,:} \tilde{U}_{X,:} \right]^\top
\]

\[
= \sum_{|Y|=m-p} \left( \det([Q_{X,:} \tilde{U}_{X,Y}]) \right)^2 \det(\tilde{\Lambda}_Y),
\]

where the last equality follows from the Cauchy-Binet lemma. \(\Box\)

3.2. **Mixture representation.** In the mixture representation of L-ensembles (see Sec. 1.2.4), one first samples a set of orthonormal vectors, forms a projective kernel from these eigenvectors, and then samples a projection DPP from that kernel. In that sense, a projection DPP is the trivial mixture in which the same set of eigenvectors is always sampled. In this section, we will see that in partial projection DPPs, a subset of orthogonal vectors is included deterministically (coming from \(V\)), and the rest are subject to sampling, from the part of \(L\) orthogonal to \(V\), hence the name partial projection.

In fact, examining Eq. (19), the kinship with the mixture representation of fixed-size L-ensembles should be clear upon comparison with equation (14). The left-hand side of Eq. (19) is the probability mass function, and on the right-hand side we recognise a sum (over \(Y\)) of probability mass functions for projection DPPs \((\det([Q_{X,:} \tilde{U}_{X,Y}])^2)\) indexed by \(Y\), weighted by a product of eigenvalues \((\prod_{i \in Y} \tilde{\lambda}_i)\). This lets us represent the partial-projection DPP as a probabilistic mixture. Contrary to fixed-size L-ensembles, some eigenvectors appear with probability 1: the ones that originate from \(V\) (represented by \(Q_{X,:}\) in Eq. (19)). The rest are picked randomly according to the law given by the product \(P(Y = Y) \propto \prod_{i \in Y} \tilde{\lambda}_i\).

Seen as a statement about probabilistic mixtures, theorem 3.1 provides a recipe for sampling from \(\mathcal{X} \sim |DPP|_m(L;V)\). We summarize this recipe in the following statement:

**Corollary 3.2.** Let \((L;V)\) be a NNP, and \(Q, \tilde{U}, \tilde{\Lambda}\) and \(q\) be as in Definition 2.4. Let \(\mathcal{X} \sim |DPP|_m(L;V)\) with \(p \leq m \leq p + q\). Then, \(\mathcal{X}\) may be obtained from the following mixture process:

1. Sample \(m - p\) indices \(\mathcal{Y} \sim |DPP|_{m-p}(\tilde{\Lambda})\)
2. Form the projection matrix \(M = QQ^\top + \tilde{U}_{:,\mathcal{Y}}(\tilde{U}_{:,\mathcal{Y}})^\top\) (recall that \(Q\) and \(\tilde{U}\) are orthogonal)
3. Sample \(\mathcal{X} \mid \mathcal{Y} \sim |DPP|_m(M)\)
Note that at step 1 we only sample from the optional part, since the eigenvectors from $V$ need to be included anyway. The total number of eigenvectors to include is $m$, so $m - p$ need to be sampled randomly.

Using theorem 3.1, as in the fixed-size case, we arrive easily at the following mixture characterisation for the varying-size case:

**Corollary 3.3.** Let $(L; V)$ be a NNP, and $Q$, $\bar{U}$ and $\bar{\Lambda}$ be as in Definition 2.4. Let $X \sim \text{DPP}(L; V)$. Then, $X$ may be obtained from the following mixture process:

1. Sample indices $Y \sim \text{DPP}(\bar{\Lambda})$
2. Form the projection matrix $M = QQ^\top + \bar{U}_{i,Y}(\bar{U}_{i,Y})^\top$
3. Sample $X|Y \sim |\text{DPP}|_{p+|Y|}(M)$

The only difference from the fixed-size case is in step 1. Again, we include all eigenvectors from $V$ (they make up the $QQ^\top$ part of the projection matrix $M$), then the remaining ones are sampled from $Y \sim \text{DPP}(\bar{\Lambda})$, which is equivalent to including the eigenvector $\tilde{u}_i$ with probability $\frac{\bar{\lambda}_i}{1 + \bar{\lambda}_i}$.

**3.3. Properties.**

**3.3.1. Normalisation.** Using theorem 3.1, the normalisation constant is tractable both in the fixed-size and varying-size cases, as shown by the following corollary (see also [6, Lemma 3.11] for an alternative formulation).

**Corollary 3.4.** Let $(L; V)$ be a NNP, and $\bar{L}$ and $q$ as in Definition 2.4. For $m$ such that $p \leq m \leq n$, one has:

\begin{align}
(-1)^p \sum_{|X| = m} \det \left( \frac{L_X}{(V_X)^\top} \begin{bmatrix} V_X \end{bmatrix} \right) &= e_{m-p}(\bar{L}) \det(V^\top V) \quad \text{(21)}
\end{align}

and

\begin{align}
(-1)^p \sum_{X} \det \left( \frac{L_X}{(V_X)^\top} \begin{bmatrix} V_X \end{bmatrix} \right) &= \det(I + \bar{L}) \det(V^\top V) \quad \text{(22)}
\end{align}

**Proof.** If $m > p + q$, then the right-hand side is zero, as well as the left-hand side (by lemma 1.5). In the case $m \leq p + q$, from theorem 3.1 we have:

\begin{align}
(-1)^p \sum_{|X| = m} \det \left( \frac{L_X}{(V_X)^\top} \begin{bmatrix} V_X \end{bmatrix} \right) &= \det(V^\top V) \sum_{|X| = m} \sum_{|Y| = m-p} \det \left( [Q_{X,Y}] \begin{bmatrix} V_{X,Y} \end{bmatrix} \right) 
\prod_{i \in Y} \bar{\lambda}_i \\
&= \det(V^\top V) \sum_{|Y| = m-p} \prod_{i \in Y} \bar{\lambda}_i \\
&= e_{m-p}(\bar{L}) \det(V^\top V),
\end{align}

where the sum over $X$ is just the normalisation constant of a projection DPP (see remark 1.27). The proof for varying size is similar, using: $\sum_{|Y|} \prod_{i \in Y} \bar{\lambda}_i = \prod_{i=1}^q (1 + \bar{\lambda}_i)$. □

Using these results, we easily obtain the distribution of the size of $|X|$ for $X \sim \text{DPP}(L; V)$. One may check that equivalent results are obtained either using the mixture representation (see corollary 3.3) or the associated marginal kernel (via Eq. 17 and lemma 1.13).
Corollary 3.5. Let \( X \sim DPP(L; V) \). Then

\[
P(|X| = m) = \begin{cases} 
0, & \text{if } m < p, \\
\frac{e_m - p}{\det(L + I)}, & \text{otherwise.}
\end{cases}
\]

3.3.2. Complements of DPPs. A known (see e.g., [22], section 2.3) result about DPPs is that the complement of a DPP in \( \Omega \) is also a DPP, i.e., if \( X \) is a DPP, \( X^c = \Omega \setminus X \) is also a DPP. We shall give a short proof and some extensions.

Theorem 3.6. Let \( X \) be a DPP with marginal kernel \( K \). Then the complement of \( X \), noted \( X^c \), is also a DPP, and its marginal kernel is \( I - K \).

Proof. We first prove this for projection DPPs. Let \( A \sim |DPP|_{m(UU^T)} \) for orthogonal \( U \) of rank \( m \). Then

\[
P(A^c = A) = P(A = A^c) \propto \det(U_{A^c,1})^2.
\]

Note that for the probability to be non-null we need \( A \) to be of size \( n - m \).

Let \( V \in \mathbb{R}^{n \times (n - m)} \) so that \( I = UU^T + VV^T \). \( M = (U V) \) is an orthogonal basis for \( \mathbb{R}^n \) which we may partition as \( \begin{pmatrix} U_{A^c,1} & V_{A^c,1} \\ U_{A,1} & V_{A,1} \end{pmatrix} \) By lemma 1.4

\[
det M = det(U_{A^c,1}) \det(V_{A,1} - U_{A,1}(U_{A^c,1})^{-1}V_{A^c,1}).
\]

This gives

\[
P(A^c = A) \propto \det \left( (V_{A,1} - U_{A,1}(U_{A^c,1})^{-1}V_{A^c,1}) \right)^{-2}.
\]

By the inversion formula for block matrices this is equal to the lower-right block in \( M^{-1} = M^\top \), and so:

\[
P(A^c = A) \propto \det(V_{A,1})^2
\]

where we recognise a projection DPP \( A^c \sim |DPP|_{n-m}(VV^T), \) as claimed. We now use the mixture property to show the general case. In the general case,

\[
P(X = X) = \sum_{Y} P(Y) \det(U_{X,Y})^2
\]

so that:

\[
P(X^c = A) = \sum_{Y} P(Y) \det(U_{A^c,Y})^2 = \sum_{Y^c} P(Y^c) \det(V_{A,Y^c})^2
\]

Since each eigenvector is picked independently in \( P(Y) \) with probability \( \pi_i \), picking each eigenvector independently with probability \( 1 - \pi_i \) produces a draw from \( P(Y^c) \). \( P(X^c = A) \) is therefore a DPP, and its kernel is \( I - K \). \( \square \)

Applying the theorem to L-ensembles we obtain:

Corollary 3.7. Let \( X \sim DPP(L) \), with \( L \) a rank \( r \) matrix and \( r \leq n \). Then \( X^c \sim DPP(L^\top, V) \) with \( V \) a basis for orth \( L \). In particular, if \( r = n \) (\( L \) is full rank), we have \( X^c \sim DPP(L^{-1}) \).

For extended L-ensembles this generalises to:
Corollary 3.8. Let $X \sim \text{DPP}(L; V)$, and let $Z$ be a basis for $\text{orth} \tilde{L} \setminus \text{span} V$. Then $X^c \sim \text{DPP}(\tilde{L}^\dagger, Z)$.

The following fixed-size variant is new: it states that the complement of a fixed-size DPP is also a fixed-size DPP.

Proposition 3.9. Let $X \sim \text{DPP}|_{m}(L; V)$, and let $Z$ be a basis for $\text{orth} \tilde{L} \setminus \text{span} V$. Then $X^c \sim \text{DPP}|_{n-m}(\tilde{L}^\dagger, Z)$.

Proof. Proof sketch: repeat the proof of th. 3.6 up to the mixture representation, where we note that since $p(Y = Y) \propto \prod_{i \in Y} \lambda_i, p(Y^c) \propto \prod_{j \in Y^c} \lambda_j$ which is again a diagonal fixed-size DPP.

3.3.3. Partial Invariance. We parametrise partial-projection DPPs using a pair of matrices (the NNP $(L; V)$), but this is an over-parameterisation since all that matters is the linear space spanned by $V$, as the following makes clear:

Remark 3.10. Consider a NNP $(L; V)$. Let $V' = VR$ with $R \in \mathbb{R}^{p \times p}$ invertible. We have $\text{span} V' = \text{span} V$. Then $X \sim \text{DPP}(L; V)$ and $X \sim \text{DPP}(L; V')$ define the same point process. This also holds for $X \sim \text{DPP}|_{m}(L; V)$ for any $m \geq p$.

Proof. This is clear from theorem 3.1 or the mixture representation of the partial-projection DPP. Nothing on the right-hand side of equation (19) is affected by replacing $V$ with a matrix with identical span. In particular, the distribution is invariant to rescaling of $V$ by any non-zero scalar.

Notice that this generalises a property of projection DPPs given in the introduction (section 1.2.3), which is that $X \sim \text{DPP}|_{m}(L)$ and $X \sim \text{DPP}|_{m}(L')$ are the same if $L$ and $L'$ have the same column span and rank $m$.

Another source of invariance in partial projection DPPs lies in $L$: we can modify $L$ along the subspace spanned by $V$ without changing the distribution.

Remark 3.11. Consider a NNP $(L; V)$. Let $L' = L + VX^\top + XV^\top$ for any matrix $X \in \mathbb{R}^{n \times p}$. Then $X \sim \text{DPP}(L; V)$ and $X' \sim \text{DPP}(L'; V)$ have the same distribution.

Proof. Indeed, by Definition 2.7, we have $\tilde{L}' = \tilde{L}$. Therefore, by lemma 2.6, the DPPs defined by $L'$ and $L$ coincide.

3.4. Examples. We give here a few examples of partial projection DPPs and their NNPs.

3.4.1. Partial projection DPPs as conditional distributions. A simple example of a partial projection DPP arises when the columns of the matrix $V$ come from a canonical basis (i.e., each column of $V$ is a standard unit vector). In this case, partial projection DPPs can be interpreted as a particular conditioning of a DPP. For simplicity, assume that $V = [I_p \ 0]^\top$, so that the projected $L$ matrix becomes

$$\tilde{L} = \begin{bmatrix} 0 & 0 \\ 0 & L_{\{x_p+1, \ldots, x_n\}} \end{bmatrix}.$$ 

In this case, the mixture representation for partial projection DPPs (resp. fixed-sized partial projection DPPs) implies that:
Fig 1: Roots of uniform random forests over a graph are distributed according to a partial projection DPP. Vertices or nodes are depicted in gray; edges as thin lines. A random forest is depicted: its trees are surrounded by light gray zones; edges of the trees are thick black lines; roots are the black nodes. The forest is spanning the graph as each nodes of the graph appears once in a tree of the forest.

- all the points $x_1, \ldots, x_p$ are always sampled;
- the remaining points are sampled according to the L-ensemble (resp. fixed-size L-ensemble) based on $L\{x_{p+1}, \ldots, x_n\}$.

For example, in the varying-size case $\mathcal{X} \sim DPP(L; V)$, the probability of sampling the remaining points is

$$P(\mathcal{X} \cap \{x_{p+1}, \ldots, x_n\} = X') \propto \det L_{X'},$$

which is linked to a certain conditional distribution of the ordinary L-ensemble based on $L$ (see [22, §2.4.3] for more details).

3.4.2. Roots of trees in uniform spanning random forests are partial projection DPPs. It is known (e.g. [2]) that the roots of the trees in a uniform random spanning forest over a graph with $n$ nodes and Laplacian $\mathcal{L}$ are distributed according to a DPP with marginal kernel $K = q(qI + \mathcal{L})^{-1}$ for some real parameter $q > 0$. Figure 1 illustrates what a spanning forest over a graph is. Let us denote as $\lambda_1 \geq \ldots \geq \lambda_n = 0$ the eigenvalues of the Laplacian, and $\{u_i\}_i$ the associated set of orthonormal eigenvectors. It is well known that $\lambda_n = 0$ for any graph: $K$ has thus at least one eigenvalue equal to 1 and, as such, the associated DPP is not an L-ensemble. It can however be described by an extended L-ensemble:

**Proposition 3.12.** The set of roots in a uniform random spanning forest over a connected graph with Laplacian $\mathcal{L}$ is distributed according to a partial projection DPP with $\text{NNP}(q\mathcal{L}^\dagger; 1)$, where $\dagger$ stands for the Moore-Penrose inverse.

**Proof.** Applying theorem 2.10, a DPP with marginal kernel $K$ can be described by an extended L-ensemble based on the NNP $(L, V)$ with $V$ and $L$ verifying:
• the matrix $V$ concatenates all eigenvectors of $K$ associated to eigenvalue 1: in a connected graph, there is only one such eigenvalue and it is associated to eigenvector $u_n = n^{-1/2} 1$
• the matrix $L$ is equal to $K(I-K)^\dagger$, which is equal to $qL^\dagger$

**Remark 3.13.** This example also provides a nice illustration for the properties of complements of DPPs (section 3.3.2). Since $L$ is a positive-definite matrix, we may define $C \sim DPP(\frac{1}{q}L)$. The complement of $C$ is a DPP $C^c \sim DPP(qL^\dagger; 1)$, which from the result above corresponds to the roots process. $C$ therefore samples every node except the roots of a random forest on the graph.

3.5. **Sampling.** The mixture representation provides the main steps of the sampling algorithm for extended L-ensembles. First of all, note that step 3 of both representations (the varying-size and the fixed-size cases) is a projection DPP, for which a generic algorithm is given in Algorithm 1 (see for instance [25]).

**Algorithm 1** Sampling $X \sim |DPP|_m(UU^\top)$ with $U \in \mathbb{R}^{n \times m}$ verifying $U^\top U = I_m$.

**Input:** $U \in \mathbb{R}^{n \times m}$ verifying $U^\top U = I_m$

Write $\forall i, \ y_i = U^\top \delta_i \in \mathbb{R}^m$.

$X \leftarrow \emptyset$

Define $p \in \mathbb{R}^n : \forall i, \ p(i) = y_i^\top y_i$

for $j = 1, \ldots, m$ do:

- Draw $s_j$ with probability $P(s) = p(s)/\sum_i p(i)$
- $X \leftarrow X \cup \{s_j\}$
- Compute $f_j = y_{s_j} - \sum_{j=1}^{j-1} f_i^\top y_{s_j} \in \mathbb{R}^m$
- Normalize $f_j \leftarrow f_j/\sqrt{f_j^\top y_{s_j}}$
- Update $p : \forall i \ p(i) \leftarrow p(i) - (f_j^\top y_i)^2$

end for

**Output:** $X$ of size $m$.

3.5.1. **Sampling an extended L-ensemble based on a generic NNP.** The following steps sample an extended L-ensemble based on a generic NNP $(L, V)$:

1. Do a QR decomposition of $V$ to compute $Q$
2. Compute and diagonalize $\bar{L} = (I - QQ^\top)L(I - QQ^\top)$ to obtain its truncated spectral decomposition $\bar{U}\Lambda\bar{U}^\top$.
3. Sample indices $Y \sim DPP(\bar{\Lambda})$
4. Run Algorithm 1 with input $U = [Q, \bar{U}, Y] \in \mathbb{R}^{n \times (p+|Y|)}$

Sampling a fixed-size extended L-ensemble is mainly the same: the sole difference is that step 3 becomes:

3’. Sample indices $Y \sim |DPP|_{m-p}(\bar{\Lambda})$

In terms of computation cost, step 1 requires $O(np^2)$ number of operations, step 2 $O(n^3)$, step 3 $O(n)$, step 4 $O(nm^2)$ in the fixed-size case and $O(n(p + \mu)^2)$ in average in the
3.5.2. Sampling an extended L-ensemble based on a low rank NNP. A first obvious acceleration of the previous scenario is when the columns of $V$ are already orthonormal. $Q$ is then set to $V$ and one starts the sampling algorithm directly at step 2. A more interesting scenario that arises in many practical applications is when $L$ is given in a low rank form $L = \Psi \Psi^T$ with $\Psi \in \mathbb{R}^{n \times r}$ and $r$ typically much smaller than $n$. In this case, one may circumvent the costly eigendecomposition in dimension $n$ of step 2 by a much more efficient singular value decomposition. In fact, step 2 becomes:

2'. Compute and perform the SVD of $\Psi^T(I - QQ^T) \in \mathbb{R}^{r \times n}$ to obtain its truncated SVD $\Psi^T(I - QQ^T) = \tilde{W} \tilde{\Sigma} \tilde{U}^T$. Let $\tilde{\Lambda} = \tilde{\Sigma}^2$.

Computing $\Psi^T(I - QQ^T)$ requires $O(nrp)$ number of operations and computing its SVD $O(nr^2)$. The total sampling time thus reduces to $O(n(r^2 + (p + \mu)^2))$ for varying-size extended L-ensembles and to $O(n(r^2 + m^2))$ for the fixed-size case.

3.5.3. Approximate sampling using a Gibbs sampler. An alternative to exact sampling is to use a Gibbs sampler. The advantage is that no eigendecomposition is required, which is advantageous for extended L-ensembles where $L$ is full rank and $n$ is large. Noting $\mu = \mathbb{E}(|X|)$, the cost of each iteration in the sampler is $O(\mu^3)$ in a naive implementation, and $O(n)$ steps are required for mixing of the chain (see [1] for recent results). The total cost is then $O(n\mu^3)$, but a careful implementation can bring this down to $O(n\mu^2)$, making it competitive with the exact sampler in the low-rank case.

The basic Gibbs sampler for (variable-size) DPPs can be derived by treating the point process as a binary string $s$ where $s_i = 1$ if $i \in \mathcal{X}$ and $s_i = 0$ otherwise. At each step, a random coordinate $i \in \{1 \ldots n\}$ is picked, and $s_i$ is flipped with probability $p_{acc} = \frac{p(s')}{p(s)} + \frac{p(s)}{p(s')}$, where $s'$ is $s$ with $s_i$ flipped. If $s_i = 0$, the flip consists in adding an item to $\mathcal{X}$, otherwise it consists in removing one, sometimes called “up-down” moves in the literature. In the fixed-size case up-down moves are replaced with swaps, where an item is taken out of $\mathcal{X}$ and another one is added. Note that $p_{acc}$ only depends on the ratio $\frac{p(s')}{p(s)}$, and so can be computed without knowledge of the normalisation constant of the extended L-ensemble. The key to efficient implementation lies in taking advantage of rank-one or block updates induced by the sampler. For instance, if item $i$ is added to the set $\mathcal{X}$, we need to compute the ratio of

$$\det \left( \begin{array}{cc} L_{\mathcal{X}} & V_{\mathcal{X}i} \\ (V_{\mathcal{X}i})^T & 0 \end{array} \right)$$

to

$$\det \left( \begin{array}{cc} L_{\mathcal{X}'} & V_{\mathcal{X}'i} \\ (V_{\mathcal{X}'i})^T & 0 \end{array} \right)$$

where $\mathcal{X}' = \mathcal{X} \cup i$. The latter matrix can be permuted to the bordered-matrix form:

$$A = \begin{pmatrix} L_{\mathcal{X}} & V_{\mathcal{X}i} & L_{i,\mathcal{X}} \\ (V_{\mathcal{X}i})^T & 0 & V_{i,;} \\ L_{i,\mathcal{X}} & V_{i,;}^T & L_{i,i} \end{pmatrix}$$

and we may obtain the required ratio of determinants from Cramer’s rule via $(A^{-1})_{i,i}$. Deleting an item works similarly, so that an efficient implementation of the Gibbs sampler requires only using block matrix inverses and some book-keeping.
4. Application: perturbative limits of L-ensembles. As stated in the introduction, partial-projection DPPs arise as limits of certain L-ensembles, and we exhibit here one such limit: the L-ensemble based on the linear perturbation of a (low-rank) positive semi-definite matrix; i.e., we consider L-ensembles based on matrices of the form:

\[ L_\varepsilon \equiv \varepsilon A + VV^\top \]

where \( A \) has full rank\(^5\) \( n \), \( V \) has full column rank \( p < n \), and \( \varepsilon \) is the parameter that will tend to 0.

Thus \( L_\varepsilon \) defined in (25) is a regular matrix pencil. One should think about this scenario as constructing a kernel as a sum of (a) a few important features contained in \( VV^\top \) and (b) a generic kernel in \( A \).

4.1. Limit of fixed-size L-ensembles based on \( \varepsilon A + VV^\top \). We begin with the more straightforward fixed-size case. We seek the limiting process \( X_\varepsilon \) of \( X_\varepsilon \sim |DPP|_m(L_\varepsilon) \) as \( \varepsilon \to 0 \). The following theorem establishes the limiting distribution using asymptotic expansions of the determinants.

**Theorem 4.1.** Let \( X_\varepsilon \sim |DPP|_m(L_\varepsilon) \), with \( L_\varepsilon \) as in Eq. (25). The limiting process is:

\[
X_\varepsilon \to X_* \sim \begin{cases} 
|DPP|_m(VV^\top), & \text{if } m \leq p \\
|DPP|_m(A;V), & \text{if } m > p.
\end{cases}
\]

**Proof.** First, we consider the case \( m \leq p \). Note that the unnormalized probability mass function for the L-ensemble based on \( L_\varepsilon \) is

\[
f_\varepsilon(X) = \det((\varepsilon A + VV^\top)_X) = \det(\varepsilon A_X + V_{X,:}(V_{X,:})^\top) = \det(V_{X,:}(V_{X,:})^\top) + O(\varepsilon).
\]

Since \( \text{rank } V = p \geq m \), there exists a subset of rows \( X_0 \) such that

\[
det(V_{X_0,:}(V_{X_0,:})^\top) \neq 0.
\]

so that the first term in the expansion is non-zero for at least some \( X \). Therefore, we get that \( X_\varepsilon \to |DPP|_m(VV^\top) \).

The case \( m > p \) is more delicate, as eq. (26) no longer holds true, and we need to determine the order of \( \varepsilon \) in the expansion of \( f_\varepsilon(X) \). For this, we can invoke lemma 1.6 and remark 1.7 to get

\[
f_\varepsilon(X) = \det(\varepsilon A_X + V_{X,:}(V_{X,:})^\top) = \varepsilon^m \det(A_X + \varepsilon^{-1}V_{X,:}(V_{X,:})^\top)
\]

\[
= \varepsilon^m \left( \varepsilon^{-p}(-1)^p \det(A_X + (-1)^p V_{X,:}(V_{X,:})^\top) + O(\varepsilon) \right)
\]

\[
= \varepsilon^{m-p} \left( (-1)^p \det(A_X + V_{X,:}(V_{X,:})^\top) + O(\varepsilon) \right).
\]

In the limit, we get

\[
\mathbb{P}(X_* = X) \propto (-1)^p \det(A_X + V_{X,:}(V_{X,:})^\top),
\]

and hence \( X_\varepsilon \to |DPP|_m(A;V) \). \( \square \)

\(^5\)The case where \( A \) is not full rank can also be studied, but it is more burdensome and not much more informative.
4.2. Limits of variable-size L-ensembles. The variable-size version of the results requires a bit more care. In fixed-size L-ensembles, the law of $X$ is invariant to a rescaling of the positive semi-definite matrix it is based on: $X \sim |DPP|_m(L)$ is equivalent to $|DPP|_m(\alpha L)$ for any $\alpha > 0$. For regular (variable-size) DPPs this is not true. That feature both enriches and complicates a little the asymptotic analysis.

4.2.1. A trivial limit. Let us start with a straightforward limit, namely $X_\varepsilon \sim DPP(L_\varepsilon)$ based on the matrix pencil defined in (25).

**Proposition 4.2.** Let $X_\varepsilon \sim DPP(\varepsilon A + VV^T)$. Then the limiting process $X_\ast$ is $X_\ast \sim DPP(\varepsilon A + VV^T)$.

**Proof.** Follows from pointwise convergence of the probability mass function, noting that $\det(I + \varepsilon A + VV^T) = \det(I + VV^T)(1 + O(\varepsilon))$.

The result is not very surprising. It has a noteworthy consequence, which is that as $\varepsilon \to 0$, the expected sample size will be bounded by $p$ from above. If we wish to sample a larger number of points on average, then it appears that we are out of luck.

4.2.2. A more interesting limit. We may instead look at a very similar limit: instead of taking $L_\varepsilon$, we will now take

$$L'_\varepsilon = \varepsilon^{-1}L_\varepsilon = A + \varepsilon^{-1}VV^T,$$

which carries the same intuition of giving more importance to $VV^T$ than $A$.

**Proposition 4.3.** Let $X_\varepsilon \sim DPP(A + \varepsilon^{-1}VV^T)$. Then the limiting process is $X_\ast \sim DPP(A; V)$.

**Proof.** In appendix C.

Importantly, the expected sample size of this rescaled L-ensemble allows for sample sizes larger than $p$.

**Example.** We return to the distribution of roots in a random forest, and show that it arises naturally as a limit. The “resistance distance” in a graph (see for instance [19]) between two nodes $i$ and $j$ is defined as:

$$D_{ij} = L^\dagger_{ii} + L^\dagger_{jj} - 2L^\dagger_{ij},$$

where $L^\dagger$ is the pseudo-inverse of the Laplacian. The formula is analogous to $\|x_i - x_j\|^2 = x_i^T x + y_j^T y - 2x_i^T y$, and in that sense the resistance distance is actually a squared distance.

A graph kernel can be constructed from the resistance distance as $L_{ij} = \exp(-D_{ij})$, analogously to the Gaussian kernel. If we parametrise the kernel as $L_{ij} = \exp(-\varepsilon D_{ij})$, then by taking a Taylor series in $\varepsilon$ we have

$$L_\varepsilon = \varepsilon^{-1} 11^T - D + O(\varepsilon)$$

Let $X_\varepsilon \sim DPP(L_\varepsilon)$, a DPP on the nodes on the graph. Then using prop. 4.3 we find that the limit of $X_\varepsilon$ is the roots process $X_\ast \sim DPP(L^\dagger; 1)$, as discussed in Section 3.4.2.

The interested reader on the topic of such flat limits of DPPs is referred to [7], in which we study flat limits of general DPPs (and not only flat limits of a matrix pencil), making extensive use of the extended L-ensemble formalism.
5. Application: constructing DPPs from Conditional Positive Definite kernels. The Gaussian kernel is the default choice in machine learning wherever a kernel is needed, and it is tempting to use it to formulate a “default” DPP for selecting points in $\mathbb{R}^d$. We pick a spatial scale $l$, and build an L-ensemble with $L_{ij} = \gamma \exp(-\frac{1}{2\gamma^2} ||x_i - x_j||^2)$, where the expected size of $X$ can be set using $\gamma$. This gives a repulsive point process with good empirical properties, provided that the spatial scale $l$ is set to a reasonable value [26].

If one does not wish to have to find such a scale, there is still a way to formulate a reasonable “default DPP”, based on extended L-ensembles and CPD kernels. We show how in this section, and give numerical results.

5.1. Partial projection DPPs and conditional positive definite functions. An important generalisation of positive definite kernels is the notion of conditional positive definite kernels (see for example [24],[27]). Conditional positive definite kernels generate conditionally positive definite matrices when evaluated at a finite set of locations, just like positive definite kernels generate positive definite matrices. We will show here that extended L-ensembles let us construct DPPs based on conditional positive definite functions.

Conditional positive definite functions are the continuous counterpart of NNPs. In the literature, they are often defined with respect to polynomial basis functions. A monomial in $\mathbb{R}^d$ is a function $x^\beta = \prod_{i=1}^d x_i^{\beta_i}$. The degree of a monomial equals the sum of the degrees, i.e. $\sum_i \beta_i = |\beta|$. For instance, $x^{(2,1)} = x_1^2 x_2$ is a monomial of degree 3. A polynomial is a weighted sum of monomials, with degree equal to the maximum degree of its components. The monomials of degree $\leq l$ are a basis for the polynomials of degree $\leq l$.

We may now state the most common definition of conditionally positive definite functions:

**Definition 5.1.** A function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is conditionally positive definite of order $\ell$ if and only if, for any $n \in \mathbb{N}$, any $X = (x_1, \ldots, x_n) \in (\mathbb{R}^d)^n$, any $\alpha \in \mathbb{R}^n$ satisfying $\sum_i \alpha_i x_i^\beta = 0$ for all multi-indices $\beta$ s.t. $|\beta| < \ell$, the quadratic form

$$\sum_{i,j} \alpha_i \alpha_j f(x_i - x_j)$$

is non-negative.

Suppose now that we introduce kernel matrices $L_X = [f(x - y)]_{x,y \in X}$, and the multivariate Vandermonde matrix $V_{\leq \ell}(X)$. A multivariate Vandermonde matrix consists in the monomials evaluated at the locations in $X$, with the locations along the rows and the monomials along the columns:

$$V_{\leq \ell}(X) = [x^\beta]_{x \in X, |\beta| \leq \ell - 1}$$

For instance, in dimension $d = 2$, the monomials of degree $\ell \leq 2$ have exponents in:

$$\{\beta \mid |\beta| \leq 2\} = \{(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (0, 2)\}$$

and the Vandermonde matrix $V_{\leq \ell}(X)$ will consists of the concatenation of $[x^{(0,0)}]_{x \in X}$, $[x^{(0,1)}]_{x \in X}$, etc.

Then, an equivalent definition is

**Definition 5.2.** A function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is conditionally positive definite of order $\ell$ if and only if, for any $n \in \mathbb{N}$, any $X = (x_1, \ldots, x_n) \in (\mathbb{R}^d)^n$, the matrix $L_X$ is conditionally positive definite with respect to $V_{\leq \ell}(X)$.
This extends the possible functions used to measure diversity in DPP sampling. For instance, the function \(-\|x - y\|\) is conditionally positive definite of order \(\ell = 1\), meaning that the extended L-ensemble formed from

\[
L = [-\gamma \|x - y\|]_{x \in \Omega, y \in \Omega}
\]

and \(V = 1\) is a valid choice for any \(\gamma > 0\). We can still think of \(L\) as a similarity matrix, since the closer are \(x\) and \(y\) to each other, the larger (due to the minus sign) the associated entry in \(L\). As we will see in the numerical results below, the corresponding DPP is indeed repulsive, and it has no spatial-length scale parameter. The only thing that needs to be set is \(\gamma\), to control the expected size of \(X\).

Numerical results show that the degree of repulsiveness can be increased by using as a kernel a (non-even) positive power of the distance function. Letting \(r = \|x - y\|\), we have that \(\phi(r) = (-1)^{[\beta/2]} r^\beta; \beta > 0, \beta \notin 2\mathbb{N}\) is a conditional positive function of order \(\lceil \beta/2 \rceil\). This tells us that

\[
L = \left[ \gamma (-1)^{[\beta/2]} \|x - y\|^\beta \right]_{x \in \Omega, y \in \Omega}
\]

and \(V = V_{<[\beta/2]}(\Omega)\) is a valid extended L-ensemble for \(\Omega \subset \mathbb{R}^d\). We recover the basic case outlined above with \(\beta = 1\), and we stress that \(\beta\) cannot be an even integer. In practice, repulsiveness increases with \(\beta\), but again no spatial length-scale parameter is required, just a choice of \(\gamma\) for the expected size.

5.2. Sampling. A DPP based on the conditionally positive definite kernel of equation (28) can be sampled exactly using algorithm 1 after an eigendecomposition with cost \(O(n^3)\). To bring down that cost, some approximation is required. One way is to use a Gibbs sampler, as outlined in section 3.5.3, to bring the cost down to \(O(nk^2)\) where \(k = E(|X|)\). Another is to replace the exact eigendecomposition with an approximation that retains only the dominant eigenvectors, for instance via the Lanczos method or random projections. Note that even in this case a QR decomposition of \(V\) needs to be performed, and the number of columns of \(V\) increases with \(\beta\), so that there is a trade-off between repulsiveness and sampling cost. Another aspect of increasing \(\beta\) is that it increases the minimum size of \(|X|\), which is bounded below by the number of columns in \(V\).

5.3. Empirical results. For the numerical experiments we sampled a ground set \(\Omega\) from a standard Gaussian in \(\mathbb{R}^2\), with size \(n = 800\). We formed extended L-ensembles as in eq. (28) with different values of \(\beta\), setting \(\gamma\) such that \(E(|X|) = 28\). All computations are done exactly using a Julia toolkit developed by the authors.

In figure 2, we show sampled points for different values of \(\beta\), with a visible increase in repulsiveness. This apparent increase can be checked by examining the properties of the corresponding marginal kernel \(K\). One may use a repulsion index equivalent to the pair correlation function in spatial statistics. We define:

\[
\rho(i, j) = 1 - \frac{p(i, j \subseteq X)}{p(i \in X)p(j \in X)}
\]

which is 1 when the repulsion between \(i\) and \(j\) is very strong (they cannot be sampled together) and 0 when the repulsion is null (they are included “independently”). Using the definition of DPPs we obtain:

\[
\rho(i, j) = \frac{K_{ij}^2}{K_{ii}K_{jj}}
\]
Figure 3 shows $\rho$ plotted using a colour scale, with $i$ fixed and set to a central point in $\Omega$. The increase in repulsiveness with $\beta$ is visible. Figure 4 shows $\rho(i, j)$ plotted as a function of the distance $||x_i - x_j||$. Since increasing $\beta$ increases the minimum size of $|\mathcal{X}|$, we cannot increase $\beta$ indefinitely while keeping $E|\mathcal{X}|$ constant. This implies that there is a maximum amount of repulsiveness that can be achieved, in line with known results on continuous DPPs [9].

5.4. A link with interpolation. There exists a link to interpolation (detailed recently in [15]) that we here illustrate. Suppose we want to interpolate points $(x_1, y_1), \ldots, (x_n, y_n) \in \mathbb{R}^d \times \mathbb{R}$ available at https://gricad-gitlab.univ-grenoble-alpes.fr/barthesi/dpp.jl
Fig 4: Repulsion index $\rho(i,j)$ for a fixed point $i$ near the center, plotted as a function of $\|x_i - x_j\|$. The data are the same as in fig. 3

$(\mathbb{R}^d \times \mathbb{R})^n$ using the function

$$s(x) = \sum_i \alpha_i f(x - x_i) + \sum_{k=1}^{\mathcal{P}_{\ell-1,d}} \beta_k p_k(x)$$

where $f$ is a conditionally positive function of order $\ell$, and $p_k$, $k = 1, \ldots, \mathcal{P}_{\ell-1,d}$ is a basis for the set of polynomials of degree less or equal than $\ell - 1$. For $s(x)$ to be an interpolant for the measurements $y_1, y_2, \ldots, y_n$, we need to set $\alpha$ and $\beta$ such that $s(x_i) = y_i$ for all $i$. The solution of this interpolation problem is then equivalent to the solution of the linear system

$$\begin{pmatrix} L_{X} & V_{\leq \ell} \\ (V_{\leq \ell})^\top & 0 \end{pmatrix} \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} y \\ 0 \end{pmatrix}$$

where we recover the matrix defining the $L$-ensemble in partial projection DPPs. A DPP based on the conditional positive definite kernel $f$ will sample a good design for interpolation, since the interpolation points are selected such that the interpolation matrix is well-conditioned. See [15] for more on the topic.

6. To conclude. We have shown that DPPs can be represented as extended L-ensembles and that this representation is both useful practically and theoretically. We have deliberately kept to the discrete setting, in order to avoid the measure theory that continuous point processes require. Extending our results to the continuous setting is quite easy, and we would like to end this paper by sketching how. Defining continuous extended L-ensembles is actually easier than the traditional construction of DPPs from marginal kernels, since all that is needed is a conditionally positive definite function, to define a valid likelihood (Janossi density). There is no need to verify that the object exists, contrary to the standard approach. The next step is to use the spectral theorem along with theorem 3.1 (where the sum becomes infinite), to obtain that extended L-ensembles are mixtures of projection DPPs, from which the properties of the marginal kernel follow. We may then use the same “default” DPPs (eq. (28)) introduced here in the continuous setting. While the construction is quite straightforward, studying the properties of these DPPs is much harder and an interesting direction for future work.
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APPENDIX A: INCLUSION PROBABILITIES IN MIXTURES OF PROJECTION DPPS

Here, we give formulas for inclusion probabilities valid for mixtures of projection DPPs. These formulas yield the marginal kernels of L-ensembles and partial-projection DPPs as a special case. We give a variant of a calculation in [5], appendix A.2.

Let $\mathbf{U}$ be a fixed orthonormal basis of $\mathbb{R}^n$. We assume that $\mathbf{X}$ is generated according to the following mixture process:

1. Sample indices $\mathbf{Y} \sim \mathbf{P}(\mathbf{Y})$
2. Form the projection matrix $\mathbf{M} = \mathbf{U}_Y \mathbf{(U}_Y)^\top$
3. Sample $\mathbf{X}|\mathbf{Y} \sim \text{DPP}_m(\mathbf{M})$

We do not specify $\mathbf{P}(\mathbf{Y})$ for now (it may be an L-ensemble, a fixed-size L-ensemble, etc.).

Since $\mathbf{X}$ is a mixture of projection-DPPs we can write

$$P(\mathbf{W} \subseteq \mathbf{X}) = \mathbf{E}_Y [P(\mathbf{W} \subseteq \mathbf{X}|\mathbf{Y})]$$

where the outer expectation is over $\mathbf{Y}$, the indices of the columns of $\mathbf{U}$ sampled in the mixture process. Since the innermost quantity is an inclusion probability for a projection DPP, we have from lemma 1.24:

$$P(\mathbf{W} \subseteq \mathbf{X}|\mathbf{Y}) = \det(\mathbf{M}_W)$$

$$= \det \left( \mathbf{U}_{W,Y} (\mathbf{U}_{W,Y})^\top \right)$$

$$= \sum_{\mathbf{A} \subseteq \mathbf{Y}, |\mathbf{A}| = |\mathbf{W}|} \det(\mathbf{U}_{W,A})^2$$

where the last line follows from the Cauchy-Binet lemma (lemma 1.1). Injecting into 30, we find:

$$P(\mathbf{W} \subseteq \mathbf{X}) = \mathbf{E}_Y \left[ \sum_{\mathbf{A} \subseteq \mathbf{Y}, |\mathbf{A}| = |\mathbf{W}|} \det(\mathbf{U}_{W,A})^2 \right]$$

$$= \sum_{\mathbf{Y}} \mathbf{P}(\mathbf{Y}) \sum_{\mathbf{A} \subseteq \mathbf{Y}, |\mathbf{A}| = |\mathbf{W}|} \det(\mathbf{U}_{W,A})^2$$

$$= \sum_{\mathbf{Y}, A/|A|=|W|} \det(\mathbf{U}_{W,A})^2 \mathbf{P}(\mathbf{Y})I\{A \subseteq \mathbf{Y}\}$$

$$= \sum_{A/|A|=|W|} \det(\mathbf{U}_{W,A})^2 \mathbf{P}(A \subseteq \mathbf{Y}).$$

In the case of L-ensembles and partial projection DPPs, we can go a bit further, since the distribution of $\mathbf{Y}$ is a Bernoulli process (meaning that each element $i$ is included independently
with probability $\pi_i$. In that case $P(A \subseteq \mathcal{Y}) = \prod_{i \in A} \pi_i$, and using the Binet-Cauchy lemma once again we find:

$$P(W \subseteq \mathcal{X}) = \sum_{A/|A|=|W|} \det(U_{W,A})^2 \prod_{i \in A} \pi_i = \det U_{W,:} \operatorname{diag}(\pi_1, \ldots, \pi_n)(U_{W,:})^\top$$

(31)

with $K = U \operatorname{diag}(\pi_1, \ldots, \pi_n) U^\top$.

APPENDIX B: EQUIVALENCE OF EXTENDED L-ENSEMBLES AND DPPS

We prove Th. 2.9 and 2.10.

PROOF OF TH. 2.9. Let $(L; V)$ be any NNP, and $\tilde{L}, Q, \tilde{U}, \Lambda$ and $q$ be as in Definition 2.4. Let $\mathcal{X} \in \Omega$ be drawn according to the distribution:

$$\forall X \subseteq \Omega, \quad P(\mathcal{X} = X) \propto (-1)^p \det \begin{pmatrix} L_X & V_{X,\cdot} \\ V_{X,\cdot}^\top & 0 \end{pmatrix}. \quad (32)$$

Using the generalized Cauchy-Binet formula (theorem 3.1), this can be re-written as

$$\forall X \subseteq \Omega, \quad P(\mathcal{X} = X) \propto \det(V^\top) \sum_{Y:|Y|=m-p} \det \left( [Q_{X,:} \tilde{U}_{X,Y}]^2 \prod_{i \in Y} \tilde{\lambda}_i \right). \quad (33)$$

As made precise by corollary 3.3, this equation can be interpreted from a mixture point of view. As such, the generic inclusion probability formulas of Appendix A are applicable and one obtains the result.

PROOF OF TH. 2.10. Given a marginal kernel $K$, we can always rewrite its spectral factorisation in the form of Eq. (17), by grouping all the eigenvectors corresponding to the eigenvalue 1 in $Q$; all the remaining eigenvalues can be always represented as $\tilde{\lambda}_i/(1 + \tilde{\lambda}_i)$.

APPENDIX C: LIMIT OF PERTURBED L-ENSEMBLES

There are several ways to prove this result. The more elegant ones use standard results from matrix perturbation theory. However, to avoid the introduction of additional background, we prove the result by direct calculation, i.e. we compute the limit of the marginal kernel.

We seek to evaluate

$$K_\varepsilon = L_\varepsilon (L_\varepsilon + I)^{-1} = I - (L_\varepsilon + I)^{-1}$$

with $L_\varepsilon = A + \varepsilon^{-1} V V^\top$, which gives

$$K_\varepsilon = I - \varepsilon (\varepsilon A + \varepsilon I + V V^\top)^{-1}. \quad (34)$$

We introduce a change of basis by the orthogonal matrix $R = [Q_{\perp} \ Q]$ where as usual $Q$ spans the same column space as $V$. We apply the change of basis to $(\varepsilon A + \varepsilon I + V V^\top)$, to find:

$$\varepsilon A + \varepsilon I + V V^\top = R \begin{pmatrix} \varepsilon (P_1 + I) + T & \varepsilon P_3 \\ \varepsilon P_2 & \varepsilon (P_4 + I) \end{pmatrix} R^\top$$
where $T = Q^T V V^T Q$, $P_1 = Q^T A Q$, $P_2 = Q^T_1 A Q$, $P_3 = P_2^T$, $P_4 = Q_1 A Q_1^T$. To find the inverse, we use the well-known formula for the inverse of block matrices. The two Schur complements are as follows:

$$S_a = \varepsilon (P_1 + I) + T + \varepsilon P_3 (P_1 + I)^{-1} P_2 = T + \mathcal{O}(\varepsilon)$$

and

$$S_b = \varepsilon (P_1 + I) + \varepsilon^2 P_2 (T + \mathcal{O}(\varepsilon))^{-1} P_3 = \varepsilon (P_4 + I + \mathcal{O}(\varepsilon))$$

Injecting into eq. (34) and applying the block-matrix formula, we find:

$$RK_\varepsilon R^\top = I - \begin{pmatrix} 0 & 0 \\ 0 & (P_4 + I)^{-1} \end{pmatrix} + \mathcal{O}(\varepsilon)$$

which implies:

$$K_\varepsilon = QQ^\top + Q_1 (Q_1^T A Q_1 + I)^{-1} Q_1^\top = QQ^\top + \tilde{A} (\tilde{A} + I)^{-1}$$

We may now apply th. 2.9 and we are done.
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