Equilibrium and dynamical phase transitions in fully connected quantum Ising model: Approximate energy eigenstates and critical time
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We study equilibrium as well as dynamical properties of the finite-size fully connected Ising model with a transverse field at the zero temperature. In relation to the equilibrium, we present approximate ground and first excited states that have large overlap—except near the phase transition point—with the exact energy eigenstates. For both the approximate and exact eigenstates, we compute the energy gap, concurrence, and geometric measure of quantum entanglement. We observe a good match in the case of energy gap and geometric entanglement between the approximate and exact eigenstates. Whereas, when the system size is large, the concurrence shows a nice agreement only in the paramagnetic phase. In a quench dynamics, we study the time period and the first critical time, which play important roles in the dynamical phase transitions, based on a dynamical order parameter and the Loschmidt rate, respectively. When all the spins are initially polarized in the direction of their mutual interaction, both the time period and critical time diverges logarithmically with the system size at the dynamical critical point. When all the spins are initially in the direction of transverse field, both the time period and critical time exhibit logarithmic or power-law divergences depending on the final field strength. In the case of convergence, we provide estimates for the finite-size scaling and converged value.

I. INTRODUCTION

Quantum phase transitions are one of the most fascinating phenomena that emerge in many-body systems at zero temperature in the thermodynamic limit [1]. In this paper, we study phase transitions for the fully connected Ising model (FCIM) with a transverse magnetic field. It is a special case of the Lipkin-Meshkov-Glick (LMG) model [2–4] and is related to the two-component Bose-Einstein condensates [5, 6]. Ferromagnetic to paramagnetic equilibrium phase transition occurs in the FCIM as we increase the field strength from zero to infinity. The transition can be described by adopting a mean-field approach [7, 8] (see also [5]).

The finite-size scaling analysis of [10] is extended in [7, 8] for the LMG Model, and it is shown how the magnetization and energy gap approach their mean-field values as the system size grows. At the critical point, they go to zero with a power-law. One needs to go beyond mean-field theory to capture entanglement properties such as concurrence [11, 12] and geometric entanglement [13–17] of the ground state. The rescaled concurrence develops a cusp-like singularity at the critical point with a power-law [28, 31]. Whereas, the geometric entanglement [32], entanglement entropy [33–35], and mutual information [36] of the ground state diverge logarithmically with system size at the phase transition point. The finite-size scaling exponents for two-body correlations are obtained in [30, 37] for the LMG model.

In Sec. II, we consider certain approximate ground and the first excited state-vectors, for the FCIM, which are obtained within an improvisation of the mean-field approach, suggested in [5]. By computing their overlaps with the associated exact energy eigenkets, we realize that they provide good approximations for a finite system except near the equilibrium critical point. We also obtain the rescaled concurrence and geometric entanglement for both the approximate and exact energy eigenkets and compare the results. In the case of concurrence, we observe a good match only in a certain parameter range. While for the geometric entanglement and energy gap, we witness overall a good agreement excluding a small interval around the critical point.

In Sec. III, we investigate dynamical phase transitions (DPTs) in the FCIM through a quantum quench, where a value of a Hamiltonian parameter (the transverse field strength in our case) is abruptly changed, and thus the system goes out of equilibrium and the dynamics begin. Broadly, the DPTs are of two kinds, viz., the first and second kinds - DPT-I [9, 38–58, 62, 70, 74] and DPT-II [52, 57, 59, 76] - and are based on a certain dynamical order parameter and the Loschmidt rate function, respectively. In the case of FCIM, the equilibrium phase transition and DPTs are distinct phenomena and their critical points are different [53, 69, 70, 72]. Recently, DPTs have been experimentally realized in [55, 57, 59] for the FCIM and LMG model, and in [58] for the collective Heisenberg model. It should be noted that the name, “dynamical phase transition”, has been used also for phenomena somewhat independent of the one considered in this paper [76, 80].

Like an equilibrium phase transition, two phases in a DPT-I are associated with nonzero and zero values of a dynamical order parameter, and how it goes to zero at
the critical point determines the nature of the transition. The DPT-I in the Fermi–Hubbard model [43,45], Bose–Hubbard model [46,48], Jaynes–Cummings model [48], quantum $\phi^4$ $N$-component field theory [49], films [50], and in the FCIM [9,45,71,74], are described through classical (mean-field) equations of motion in the thermodynamic limit, where an order parameter oscillates around its time-averaged value with a time period. The averaged value is called the dynamical order parameter. Furthermore, it is known that the time period and dynamical order parameter, respectively, go to infinity and zero logarithmically—in contrast to the equilibrium phase transitions—as functions of the Hamiltonian parameter at the dynamical critical point. We shall see in the Sec. IIIA1 that these two physical quantities are inversely proportional to each other in the FCIM [74], and the time period diverges logarithmically with the system size at the critical point, which is one of our contributions.

In the case of DPT-II, the Loschmidt rate—as a function of time and the Hamiltonian parameter—is a dynamical counterpart of the free energy density, and a sharp change in its behavior indicates a phase transition [60,75]. The change can be observed with respect to the Hamiltonian parameter (for example, see [69,70]) or related to time [59,62].

If one examines the behavior of Loschmidt rate (considering all the times) with respect to the Hamiltonian parameter, then she will observe the regular and anomalous phases when the quenching is from the ferromagnetic phase and will observe the regular and trivial phases when it is from the paramagnetic phase in the FCIM [69,71] (for further analyses, see [52,72,74]). Subsections IIIA and IIIB separately deals with the quantum quenching from the ferromagnetic and paramagnetic phases, respectively. In each of these subsections, we study the DPT-I and DPT-II sequentially.

For a fixed Hamiltonian-parameter value, the rate can show a series of kinks or cusps (non-analyticities) at the so-called critical times. There is no cusp in the trivial phase. The regular and anomalous phases have the first cusp before and after the first minimum of the rate function, respectively. In this paper, we study the first critical time (when the first kink occurs). The time period and the critical time share a close relationship [52,59,60,62,70,72]. In Sec. III, as a set of results, we essentially show that both the time period and the first critical time have the same diverging behavior (logarithmic or power-law) with respect to system size at the critical points. In a convergent case, we provide estimates for the finite-size scaling and converged value for both the time period and critical time. Our main results are highlighted at the beginning of each subsection, and a summary is presented in Sec. IV. Appendices carry the supplementary material.

II. APPROXIMATE GROUND AND EXCITED STATES AND THEIR PROPERTIES

In this section, we set the stage by presenting some known results about the equilibrium phase transition in the FCIM. Then, as our first result of this section, we provide justifications for [14], which basically says that for a finite system, the approximate energy eigenkets $|\psi\rangle$ of (8) and (12) are better than the mean-field approximations of the exact energy eigenkets $|\epsilon\rangle$ except near the phase transition point. Our justifications are based on the numerical data plotted in Figs. 1, 2, 3, and 18. For a system of $N$ spin-$\frac{1}{2}$ particles, $S_\eta := \frac{1}{2}\sum_{i=1}^{N}\sigma_i^\eta$ specifies the total angular momentum in the direction $\eta = x, y, z$, where the Pauli operator $\sigma_i^\eta$ acts on the $i$th spin only. The square of the angular momentum operator, $(S_\eta)^2 = \frac{1}{2}\sum_{i,k=1}^{N}\sigma_i^\eta\sigma_k^\eta$, describes a symmetric two-body interaction between each pair of particles. The Hamiltonian of the FCIM with a transverse field is given by

$$H = -\frac{\Gamma}{2N}(S_z)^2 - h S_x,$$

where $\Gamma$ and $h$ are the two-body interaction and transverse-field strengths, respectively. The Hamiltonian commutes with $S^2 = S \cdot S$, where $S = (S_x, S_y, S_z)$, and with the spin-flip operator $X := \bigotimes_{i=1}^{N}\sigma_i^z$: [30]

$$[H, S^2] = 0 = [H, X].$$

The operators $S^2$ and $X$ also commute with each other. At the zero temperature, for a ferromagnetic coupling $\Gamma > 0$, the ground state-vector $|0\rangle$ lies in the eigenspace,

$$S = \text{span}(B_z), \quad B_z = \{ |m\rangle_z \}_{m=-j},$$

of $S^2$ spanned by the Dicke kets [81] (see [A1] for their explicit forms). The eigenspace corresponds to the eigenvalue $j(j + 1)$ of $S^2$, where $j = \frac{N}{2}$. Throughout the paper, we fix the temperature to be zero and work with the unit-free Hamiltonian $H/\Gamma$ instead of $H$, whereby our control parameter is the dimensionless quantity $h/\Gamma$. Moreover, we rename $H/\Gamma$ as $H$ and $h/\Gamma$ as $h$, which is equivalent to setting $\Gamma = 1$.

Since the Hamiltonian commutes with $S^2$, $j$ remains conserved in a dynamics generated by $H$ (as in Sec. III). So, in the paper, we only need the restricted Hamiltonian on the corresponding eigenspace:

$$\tilde{H} := H|_S = -\frac{1}{2N}(J_z)^2 - h J_x,$$

where $J_\pm |m\rangle_z = \sqrt{(j \pm m)(j \pm m + 1)} |m \pm 1\rangle_z$, $J_z |m\rangle_z = m |m\rangle_z$, $J_x = J_z \pm iJ_y$, and $S|_S =: J = (J_x, J_y, J_z)$. As the dimension $N + 1$ of the subspace $S$ grows linearly with the
system size $N$, it is easy to numerically diagonalize $\hat{H}$ for a large $j$.

In this paragraph, we present the mean field (semiclassical) analysis borrowed from [3] and [8, 10, 20, 22] for the thermodynamic limit $N \to \infty$, which is the classical limit $j \to \infty$ in the FCIM. So, in this limit, we can find the
ground state energy per particle by minimizing

$$\epsilon_h(\theta, \phi) := \lim_{j \to \infty} \frac{\langle \theta, \phi | \hat{H} | \theta, \phi \rangle}{j}$$

$$= -\frac{1}{4} (\cos \theta)^2 - h \sin \theta \cos \phi$$

over $\theta \in [0, \pi]$ and $\phi \in [0, 2\pi)$, where

$$|\theta, \phi\rangle = \sum_{m=-j}^{j} \binom{2j}{j+m} (\cos \frac{\theta}{2})^{j+m} (\sin \frac{\theta}{2} e^{i\phi})^{j-m} |m\rangle_z,$$

(6)
is the spin coherent ket [53] that represents all the spins are pointing in the same direction characterized by the angles $\theta$ and $\phi$ [see (A1)]. In (6), $\binom{\text{2j}}{\text{j+m}}$ is the binomial coefficient and $i = \sqrt{-1}$. Both the coherent kets $|\theta_0, \phi_0\rangle$ and $|\pi - \theta_0, \phi_0\rangle$ provide the minimum energy $\epsilon_h(\theta_0, \phi_0)$, where

$$|\theta_0, \phi_0\rangle = \begin{cases} 
(0, \phi_0) & \text{for } h = 0 \\
(\arcsin(2h), 0) & \text{for } 0 < 2h \leq 1 \\
(\frac{\pi}{2}, 0) & \text{for } 1 \leq 2h < \infty 
\end{cases}$$

(7)

Since $\phi_0$ does not depend on the parameter $h$, we simply write the kets as $|\theta_0\rangle$ and $|\pi - \theta_0\rangle$. One can observe that the kets are distinct in the ferromagnetic phase characterized by $0 \leq 2h < 1$. It indicates double degeneracy in the ground state. In the case of $h = 0$, the ground state is two-fold degenerate for every $j$, and span\{\{\pm j\} \_z\} is the corresponding energy eigenspace. Whereas, in the case of $0 < 2h < 1$, the ground state becomes “truly” degenerate only in the thermodynamic limit [21, 22, 30, 52]. The two coherent kets become the same $|\frac{\pi}{2}\rangle$ at the equilibrium phase transition point $h_{eq} = \frac{1}{2}$ and remain so in the whole paramagnetic phase specified by $1 < 2h$. This reveals that the ground state is nondegenerate in the paramagnetic phase.

From here till Eq. (11), we are taking the case $0 < 2h < 1$ and $j < \infty$. The two coherent kets mentioned above are the zeroth-order approximations of $|e_0\rangle$ [30, 52].

In a realistic scenario, where we have a finite number of spins, the exact energy eigenkets $|e_0, 1\rangle$ of $\hat{H}$ are obtained numerically (the subscripts 0 and 1 are for the ground and first excited states). To see how well the approximation works, we plot the overlaps $|\langle \theta_0 | e_0 \rangle|^2$ as well as $|\langle \theta_0 | e_1 \rangle|^2$ as functions of $j$ for fixed $h$-values in Figs. 1 and 18 and as functions of $h$ for a fixed $j$-value in Fig. 2. The overlap measures the closeness of two quantum states, and it is unity (zero) if and only if the two states are the same (mutually orthogonal).

One can observe: (i) both the overlaps are not unity but close to one-half if we neglect small $j$-values in the case of $h = 0.4$ in Fig. 1 [see also Fig. 2]. The same is true if we pick the other coherent ket $|\pi - \theta_0\rangle$. (ii) As the ground and first excited states are non-degenerate for a finite $j$ and $0 < h < 1$ [7, 8, 30], they must be eigenstates of the spin-flip operator $X$ according to the second commutator in (2). With $X|m\rangle_z = |-m\rangle_z$ and then $X|\theta_0\rangle = |\pi - \theta_0\rangle$, one can realize that neither of the two mean-field coherent kets is an eigiket of $X$ but

$$|\chi_\pm\rangle := \frac{|\theta_0\rangle \pm |\pi - \theta_0\rangle}{\sqrt{2(1 \pm (\sin \theta_0)^3)}} \in \mathcal{E}_\pm \text{ for } 0 \leq 2h < 1$$

(8)

are [54]. Moreover, the two coherent kets are neither same nor mutually orthogonal because $\langle \theta_0 | \pi - \theta_0 \rangle = (\sin \theta_0)^3$, whereas $\langle \chi_+ | \chi_- \rangle = 0$. The operator $X$ owns only two distinct eigenvalues $\pm 1$, and $\mathcal{E}_\pm$ are the associated eigenspaces. (iii) One can check that the exact energy eigenkets $|e_0\rangle \in \mathcal{E}_+ \text{ and } |e_1\rangle \in \mathcal{E}_-$. Based on the three observations, $|\chi_+\rangle$ seems to be a better approximate of $|e_0\rangle$ than the mean-field kets for a finite $N$ and $0 < 2h < 1$. It is also suggested in [55]. To test this hypothesis, we plot the overlaps $|\langle \chi_+ | e_0 \rangle|^2$ and $|\langle \chi_- | e_1 \rangle|^2$ as functions of $j$ in Fig. 1 and it is justified in

FIG. 1. Overlap versus system size. The top- and bottom-row-plots are for $2h < 1$ (ferromagnetic) and $1 \leq 2h$ (paramagnetic), correspondingly. The green circles ($\circ$) denote $|\langle \chi_+ | e_0 \rangle|^2$ and $|\langle \chi_0 | e_0 \rangle|^2$ in the top- and bottom-row-plots, respectively. Likewise, the red points (●) exhibit $|\langle \chi_- | e_1 \rangle|^2$ in the top-plots and $|\langle \chi_1 | e_1 \rangle|^2$ in the bottom-plots as functions of $j$. In the top panels for $h = 0.4, 0.49$, the green diamonds (●) and red triangles (▲) express $|\langle \theta_0 | e_0 \rangle|^2$ and $|\langle \theta_0 | e_1 \rangle|^2$, correspondingly. In all the pictures, the blue squares (■) represent the exact energy gap $\Delta$ between the ground and first excited states, and the black curves represent the approximate energy gap: $\Delta_{app}$ from (10) for $2h < 1$ and $e_1 - e_0$ from (B3) and (B4) for $1 \leq 2h$. The green and red curves in the bottom-row-plots illustrate $\frac{\pi}{2}$ and $\frac{\pi}{2}$ [given in (B3) and (B4)], respectively. In Fig. 18 more such plots are given for $h$ close to the transition point.
Appendix A that
\[
\begin{align*}
\sqrt{1+\frac{(2h)^2}{2}} \left| \langle \chi_+ | e_0 \rangle \right| &= \langle \theta_0 | e_0 \rangle = \langle \pi - \theta_0 | e_0 \rangle \quad \text{and} \\
\sqrt{1-\frac{(2h)^2}{2}} \left| \langle \chi_- | e_1 \rangle \right| &= -\langle \pi - \theta_0 | e_1 \rangle.
\end{align*}
\]
(9)

As \( \left| \langle \chi | e \rangle \right| \geq \left| \langle \theta_0 | e \rangle \right| \), indeed \( |\chi\rangle \) is a better approximate of \(|e\rangle\).

In Fig. 1, one can also notice that both the overlaps \( \left| \langle \chi_+ | e_0 \rangle \right|^2 \) and \( \left| \langle \chi_- | e_1 \rangle \right|^2 \) are close to one once we neglect first few values of \( j \) in the case of \( h = 0.4 \). The overlaps show the same behavior for \( h = 0.49 \) but we may need to ignore more \( j \)-values to see them getting closer to one. For a large system size [see Fig. 2] the two overlaps stay close to one as long as we do not go very near to the phase transition point [see also Fig. 18]. So, in the ferromagnetic case, once we neglect small \( j \)-values, then we can make the approximations \( |e_0 \rangle \cong |\chi_+ \rangle \) and \( |e_1 \rangle \cong |\chi_- \rangle \) for \( j < \infty \) in the sense that \( \left| \langle \psi | \psi' \rangle \right|^2 \cong 1 \) implies \( |\psi \rangle \cong |\psi' \rangle \). Furthermore, in the whole span of \( \{ |\chi_\pm \rangle \}, |\chi_+ \rangle \) and \( |\chi_- \rangle \) are the only kets that provide the maximum overlaps with the exact ground and first excited state-vectors, respectively. Since \( \mathcal{E}_+ \) and \( \mathcal{E}_- \) are mutually orthogonal invariant subspaces of Hamiltonian \( \mathcal{H} \), \( \mathcal{H} \) is diagonal in the orthonormal basis \( \{ |\chi_\pm \rangle \} \) of a 2-dimensional subspace, and
\[
\Delta_{\text{app}} := \langle \chi_- | \mathcal{H} | \chi_- \rangle - \langle \chi_+ | \mathcal{H} | \chi_+ \rangle = \frac{(N+1 \cos \theta_0)^2 \sin \theta_0 N}{4 \left[ 1 - (\sin \theta_0)^2 \right]} \geq 0 
\] justifies observation (iii). Expression (10) has already been reported in [6]. One can probe through (7) that \( \Delta_{\text{app}} = 0 \) at \( h = 0 \) for all \( N \), and \( \Delta_{\text{app}} \) exponentially decays to zero as \( N \to \infty \) due to the factor \( (\sin \theta_0)^N \) for all \( 2h < 1 \) \[2\]. The exact energy gap follows the power-law, viz. \( \Delta := \varepsilon_1 - \varepsilon_0 \sim j^{-\frac{1}{2}} \) at the phase transition point \( 2h = 1 \) \[7, 8, 82\], which we can not get from (10) because \( \lim_{\theta_0 \to 2} \Delta_{\text{app}} = \frac{1}{2} \) for \( N \gg 1 \).

Before moving to the paramagnetic case, \( 1 \leq 2h \), let us record that \( \mathcal{S} = \mathcal{E}_+ \oplus \mathcal{E}_- \) [for \( \mathcal{S} \), see \[5\]]. Furthermore, taking the eigenkets of \( J_z \), we can write
\[
\mathcal{E}_+ = \text{span} \{ |j - 2k\rangle_x | k = 0, 1, \ldots, \lfloor j - \frac{1}{2} \rfloor \}, \\
\mathcal{E}_- = \text{span} \{ |j - (2k + 1)\rangle_x | k = 0, 1, \ldots, \lfloor j - \frac{1}{2} \rfloor \},
\]
(11)

where \( \lfloor \cdot \rfloor \) and \( \lceil \cdot \rceil \) are the ceiling and floor functions. One can differentiate the eigenkets of \( J_z \) in \[3\] from the eigenkets of \( J_z \) in \[11\] by their subscripts. For all \( h > 0 \), we obtain the exact eigenvalues \( \varepsilon_{0,1} \) and eigenkets \( |e_{0,1}\rangle \) by restricting Hamiltonian \( \mathcal{H} \) onto its invariant subspaces \( \mathcal{E}_{+,\text{app}} \), respectively. In this way, we do not have to worry about the exponentially small gap \( \Delta \) in the ferromagnetic phase.

Now we pick the paramagnetic case, where the mean-field ket \( |\psi\rangle = |j\rangle_x \in \mathcal{E}_+ \) as per (7) and (11). Comparing with (6), when \( k < \infty \), every \( |j - k\rangle_x \) gives the same minimum energy \( \lim_{j \to \infty} \varepsilon_{j - k(H)j - k} = -h \) in the thermodynamic limit. So, for \( 1 \leq 2h \),
\[
|\chi_0 \rangle := \cos \frac{\mu_0}{2} |j\rangle_x + \sin \frac{\mu_0}{2} |j - 2\rangle_x \in \mathcal{E}_+ \quad \text{and} \\
|\chi_1 \rangle := \cos \frac{\mu_1}{2} |j - 1\rangle_x + \sin \frac{\mu_1}{2} |j - 3\rangle_x \in \mathcal{E}_-
\]
(12)
could be better approximations of \( |e_0\rangle \) and \( |e_1\rangle \), respectively, where \( \mu_{0,1} \) provide the minimum energies \( \varepsilon_{0,1} := \langle \chi_{0,1} | \mathcal{H} | \chi_{0,1} \rangle \) over the two-dimensional subspaces of \( \mathcal{E}_{+,\text{app}} \), where \( |\chi_{0,1}\rangle \) live. In Appendix A we obtain \( \mu_{0,1} \) as well as \( \varepsilon_{0,1} \) as functions of the field strength and the system size [see \( B3 \) and \( B4 \)]. In the thermodynamic limit, \( \mu_{0,1} \) become
\[
\mu_0 = \arccos \left( \frac{4h - 1}{\sqrt{(4h - 1)^2 + \frac{1}{2}}} \right), \\
\mu_1 = \arccos \left( \frac{4h - 1}{\sqrt{(4h - 1)^2 + \frac{1}{2}}} \right),
\]
(13)
and \( \varepsilon_1 - \varepsilon_0 = h - \frac{1}{4} \) for a large \( h \) [see \( B5 \)].
FIG. 4. Rescaled concurrence versus field strength. All the pictures show the rescaled concurrence NC for two different system sizes $N = 2j = 4, 100$. The green and red points on the left- and right-hand sides depict the rescaled concurrences for the exact ground $|e_0\rangle$ and first excited $|e_1\rangle$ state-vectors, respectively. The black dotted and continuous curves represent NC [from (16), (C1), and (C12)] for $|\chi_{+,1}\rangle$ and $|\chi_{0,1}\rangle$, respectively. The brown curves illustrate the rescaled concurrence $1 - \sqrt{1 - \left(2\hbar\right)^2}$ for $0 < 2\hbar < 1$ and $1 - \sqrt{1 - \left(2\hbar\right)^2}$ for $1 < 2\hbar$ given in (39) for $|e_0\rangle$ in the thermodynamic limit. The green points follow the brown curve when $j$ is large. On the other hand, $C_e$ matches well with $C_N$ for almost all $h$ when $j$ is small and for $1 < h$ when $j$ is large. In fact, for $j = 2$, $|e_1\rangle = |\chi_1\rangle$ for all $0 < h$. Whereas $|e_0\rangle$ deviates a bit from $|\chi_0\rangle$ as $|e_0\rangle$ lives in a larger space by one dimension.

In Fig. 4 for $h = 0.5, 0.7$, we display the overlaps $\langle \chi_{0,1}|e_{0,1}\rangle^2$, $\mu_{0,1}$, and the energy difference $\varepsilon_1 - \varepsilon_0$. There one can perceive that $\mu_{0,1} \neq 0$ for both the $h$-values, hence $|\chi_0\rangle$ is a better approximation of the ground state-vector than the mean-field ket $|j\rangle_x$ for a finite $j$. One can further improve the approximation by adding more terms (that is, real multiples of $|j - 4\rangle_x, |j - 6\rangle_x, \cdots$) in the linear combination defined for $|\chi_0\rangle$ in (12) [for a method, see the text around (12)]. For $j > 1$, even better approximation of the paramagnetic ground state is presented in (32).

On the right-hand side in Fig. 2 we present the values of $\langle \chi_{0,1}|e_{0,1}\rangle^2$, $\mu_{0,1}$, and $\varepsilon_1 - \varepsilon_0$ as functions of the field strength. One can witness that both $\mu_{0,1}$ decrease as $h$ rises beyond the transition point. When the field strength is very large then obviously $|e_k\rangle \approx |j - k\rangle_x$ for $k = 0, 1, \cdots$. This implies $\mu_{0,1} \approx 0$ and $\varepsilon_1 - \varepsilon_0 \approx h - \frac{1}{4}$ in the thermodynamic limit, which is suggested in (13). In Fig. 3, we display the actual energy gap $\Delta$, our results in black curves, and a result—$\sqrt{\hbar(h - 1/2)}$ for $1 < 2\hbar$—from (8), which is exact for the limit $j \rightarrow \infty$. One can see that $\sqrt{\hbar(h - 1/2)} \approx h - \frac{1}{4}$ for a large $h$.

From Figs. 1 and 15, we learned that the overlaps $\langle \chi|e\rangle^2$ are not close to one around the phase transition point. So our approximations $|e\rangle \approx |\chi\rangle$ does not work there, but as we move a bit away from $2\hbar = 1$ they work reasonably well. The approximate energy gap $\Delta_{app}$ for $2\hbar < 1$ and $\varepsilon_1 - \varepsilon_0$ for $1 < 2\hbar$—also matches well with the actual $\Delta$ for all $h$ except in a small interval around the transition point [see Fig. 3].

Based on the above analysis, we assert that

$$|e_0\rangle \approx \begin{cases} |\chi_{+,1}\rangle & \text{for } 0 < h < \frac{1}{2} - \delta \text{ while } |\chi_{0,1}\rangle \approx |\chi_{0,1}\rangle \\ |\chi_{0,1}\rangle & \text{for } \frac{1}{2} + \delta < h \text{ while } |\chi_{1,1}\rangle \approx |\chi_{1,1}\rangle \end{cases}$$

(14)

where we put a small number $\delta > 0$ to exclude $h$-values near the critical point. This is our first result of the section.

In the remainder of this section, we shall compare the entanglement properties of $|e\rangle$ and of its approximation $|\chi\rangle$. Since both the mean field kets $|\theta_0\rangle$ and $|\pi - \theta_0\rangle$ are product state-vectors [see (A1)], they do not provide any information about the quantum entanglement of $|e\rangle$, but the kets $|\chi\rangle$ do. The concurrence $C$ measures two-body entanglement, and it is introduced in (11) [2] as

$$C = \max \left\{ 0, \sqrt{\lambda_{\text{max}} - \sum_{\lambda \neq \lambda_{\text{max}}} \sqrt{\lambda}} \right\},$$

(15)

where $\lambda_1 > 0$ are the eigenvalues of $\rho \tilde{\rho}$, and $\lambda_{\text{max}} = \max(\lambda)$. The two-body $4 \times 4$ density matrix $\rho$ is obtained here from a $N$-body quantum state by taking trace over all spins except the two between which we are measuring the entanglement, and $\tilde{\rho} = (\sigma^y \otimes \sigma^y)^\dagger (\sigma^x \otimes \sigma^y)$, where $\rho^\ast$ is the complex conjugate of $\rho$. Since our $N$-body states $|e\rangle\langle e|$ and $|\chi\rangle\langle \chi|$ are symmetric under the permutations of spins, $\rho$ will be the same for each pair of spins.

We have numerically computed the concurrence $|e_{0,1}\rangle$ by exploiting a result [C1] from (39) and presented it in Fig. 4. In Appendix C, we work out analytical formulas of the concurrence for $|\chi_{\pm}\rangle$ as well as $|\chi_{0,1}\rangle$, and they are

$$C_{\chi_{\pm}} = \frac{(\cos \theta_0)^2 (\sin \theta_0)^{N-2}}{1 \pm (\sin \theta_0)^N},$$

$$N C_{\chi_0} = \sqrt{2} \sin \mu_0 + 2 \cos \mu_0 - 2 \quad \text{for } N \gg 1,$$

(16)

$$\lim_{N \rightarrow \infty} (N C_{\chi_0}) = \frac{(8\hbar - 1)}{\sqrt{1 + \frac{1}{2}}},$$

$$N C_{\chi_1} = 4 - 2 (\cos \mu_1 + \sqrt{6} \sin \frac{\mu_1}{2}) \quad \text{for } N \gg 1,$$

$$\lim_{N \rightarrow \infty} (N C_{\chi_1}) = 4 - 2 \left( \frac{(4h - 1)}{\sqrt{(4h - 1)^2 + \frac{1}{2}}} + \sqrt{1 - \frac{(4h - 1)^2}{(4h - 1)^2 + \frac{1}{2}}} \right).$$

Taking $\theta_0$ from (7), we have $C_{\chi_{\pm}}$, as functions of the system size $N$ and the field strength $\hbar \in [0, \frac{1}{2})$. $C_{\chi_{\pm}}$ decay exponentially with $N$ due to the factor $(\sin \theta_0)^{N-2}$, however both show sharp peaks near the phase transition point when $N$ is large [see Fig. 4]. Moreover, the peak $\lim_{h \rightarrow 1/2} C_{\chi_{\pm}} = \frac{2}{N}$ decreases with $N$. Since every spin is interacting with all the others, the two-body entanglement gets diluted (due to the monogamy of entanglement...
of (18) and (19). Recall that the approximate eigenstate $|\theta\rangle$ indicates the value. The exact and approximate eigenstates, respectively. There

is a good match between the left and right pictures except near the phase transition point $2h = 1$. The green (black) circles and red (black) dots depict

the brown curve exhibits

the nontrivial information about the two-body entanglement

$C_{\chi_0}$, hence the rescaled concurrence NC will provide the nontrivial information about the two-body entanglement

$C_{\chi_0}$, as the functions of $N$ and $h$. And, the thermodynamic limit of the concurrences are reached by having $\mu_{0,1}$ from [13]. Note that the formula of $C_{\chi_0}$ in [10] holds for $h \geq \frac{m}{N}$, whereas, for all $h \geq 0$, it is given in [C10]). The concurrences of $|e\rangle$ and its approximation $|\chi\rangle$ matches well when either $j$ is small or in the paramagnetic phase away from the transition point [see Fig. 4].

Next we consider the geometric measure of entanglement [13][27], which for a pure state $|\chi\rangle \langle \chi|$ is given by

$$G_\chi := 1 - \max_{|\theta\rangle} |\langle \theta|\chi\rangle|^2, \quad (17)$$

where the maximum is taken over all the product states $|\theta\rangle \langle \theta| := \otimes_{i=1}^{N} |\theta_i\rangle \langle \theta_i|$. Since both exact $|e\rangle$ as well as approximate $|\chi\rangle$ eigenkets are symmetric under the particle-permutations and have real expansion coefficients in the

basis $B_x$ of [3], their closest product states will also follow these two properties. So, from [6] and [A1], we take the coherent ket $|\theta, \phi = 0\rangle = |\theta\rangle$ with the angular variable $\theta \in [0, 2\pi)$ that covers all the real symmetric product kets of $N$ spins.

The inner product $\langle \theta|\chi\rangle$ is given in [D1], and $|\langle \theta|\chi\rangle|^2$ versus $\theta$ plots are shown in Fig. 19. In the figure, for $2h < 1$, one can see that the maximum of $|\langle \theta|\chi\rangle|^2$ shifts from $\theta = \frac{\pi}{2}$ to $\theta = \theta_0$ and $\theta = \frac{\pi}{2} - \theta_0$ as $j$ grows. On the other hand, $|\langle \theta|\chi\rangle|^2$ has two peaks of the equal height, and they move from $0$ and $\pi$ to $\theta_0$ and $\pi - \theta_0$, respectively, as the system size increases. So, the maximum values will be $|\theta_0|\langle \chi\rangle|^2$ for a large $j$, and thus we have

$$G_{\chi \pm} = \frac{1}{2} \left( 1 \mp (2h)^N \right) \quad \text{for} \quad N \gg 1. \quad (18)$$

Closer we are to the phase transition point $2h = 1$, larger $N$ we need to achieve (18).

In the case of $1 \leq 2h$, the peak of $|\langle \theta|\chi_0\rangle|^2$ is always at $\theta = \frac{\pi}{4}$ [Fig. 19], so we get

$$G_{\chi_0} = 1 - \left( \cos \frac{\mu_0}{2} \right)^2 \quad (19)$$

using (17) and [D1]. Whereas $|\langle \theta|\chi_1\rangle|^2$ has two peaks of the same height, and they move from $0$ and $\pi$ towards $\frac{\pi}{2}$ as $j$ grows, but we have to find $\theta$ numerically where the maximum of $|\langle \theta|\chi_1\rangle|^2$ occurs.

We numerically found the maxima of $|\langle \theta|e\rangle|^2$ and $|\langle \theta|\chi\rangle|^2$ and the values of $\theta$ where they occur. Then $G_e$ and $G_\chi$ with the $\theta$-values are presented in Fig. 5. One can observe a good match between $G_e$ and the corresponding $G_\chi$ for all $j \geq 10$ and $h \geq 0$ except near the phase transition point. Both $G_{\chi_0}$ stays close to $\frac{1}{2}$ in the ferromagnetic phase, and $G_{\chi_1}$ drops to zero while $G_{\chi_0}$ becomes slightly more than one half in the paramagnetic phase. In fact, when $h \rightarrow \infty$, both $|e\rangle_1$ and $|\chi_1\rangle$ turn in to the W-ket...
The above value of $G_{\chi_1}$ is indicated by the blue point at $h = 1$ in Fig. 4. In the FCIM, it is interesting to see the first excited state as a GHZ-state [87] at one end of $0 < h < \infty$ and as a W-state [88] at the other end.

When the system size is large, the rescaled concurrence $NC_e$ does not match with $NC_\chi$ in the ferromagnetic phase [see Fig. 4]. Whereas the geometric entanglement $G_e$ matches very well with $G_\chi$ for almost all $h$ and $j$ [see Fig. 5]. When $j > 1$, both $(\chi_{\pm})$ become similar to the GHZ-kets for almost all $h \in [0, \frac{1}{2}]$ [9], and it is known that $C = 0$ and $G = \frac{1}{2}$ for a GHZ-ket [17, 86]. So it seems that as we increase $h$ in the ferromagnetic phase the actual energy eigenkets $|e\rangle$ deviate from the GHZ-kets in such a way that $NC_e$ become more than zero but $G_e$ stays close to one half.

In Fig. 6, we present the rescaled concurrence $NC_{\rho_{0,1}}$ and geometric entanglement $G_{\rho_{0,1}}$ for both $|e_{0,1}\rangle$ at the critical point. The best-fitted functions in the figure suggest the large-$j$ scalings

$$
1 - NC_{\rho_{0,1}} \sim j^{-\frac{1}{3}}, \quad 1 - G_{\rho_0} \sim j^{-\frac{1}{6}}, \quad 1 - G_{\rho_1} \sim j^{-0.12}, \quad \text{and} \quad \frac{\pi}{2} - \theta \sim j^{-0.35} \quad (21)
$$

in the case of $|e_{1}\rangle$. We want to emphasize that the numbers 0.12 and 0.35 are the estimated scalings based only on the numerical data in Fig. 6. Whereas for the ground state, the results in (21) are known [28, 30, 32]. Also note that the geometric entanglement is defined differently in [32] than [17]. In the case of $|e_{1}\rangle$, it is interesting to see that $G_{\rho_1} \to 1$ at the critical point is captured by $\lim_{h \to 1^-} G_{\chi_1} = 1$ in [18].

**III. TIME PERIOD AND CRITICAL TIMES IN THE QUENCH DYNAMICS**

The dynamical phase transitions (DPTs) [9, 38, 73], emerge in the evolution induced by a quantum quench, which is described as follows. Initially, the system is prepared in the ground state $|\psi_{in}\rangle = |e_0\rangle$ of the Hamiltonian $H(h_{in})$, where $h_{in}$ is the initial field strength. At the time $t = 0$, we suddenly change the field magnitude from $h_{in}$ to $h_t \neq h_{in}$, which begins the dynamics narrated by

$$
|\psi(t)\rangle = e^{-iH_{1}\cdot t}|\psi_{in}\rangle, \quad (22)
$$

where $H_{1} := H(h_{t})$. Since we are using a unit-free Hamiltonian, there is a constant factor having the unit of energy (precisely, $\Gamma$), that is kept silent in the exponential in the dynamical equation. There is also a factor of $1/h$ that is kept silent in the same exponential. Together, they have made the time parameter $t$ as unit-free. In other words, we have named the parameter $\Gamma/h$ times time as $t$, which then is dimensionless.

Without loss of generality, we are taking both $h_{in}, h_{t} \geq 0$. Since $H$ commutes with $S^2$ [see (2)], the dynamics will be within the symmetric subspace [9], that is, $|\psi(t)\rangle \in S$ for all the time and the total spin $j$ remains conserved. Moreover, as we always stay in the subspace, we take $(S, H) \equiv (J, \hat{H})$ [see (3)] in the following.

The DPT based on a dynamical order parameter, DPT-I, is studied in [9, 48, 51, 57, 61, 62, 70, 71, 72, 73] for the FCIM. Usually, an order parameter is taken from the associated equilibrium phase transition. For example, in the case of $h_{in} = 0$, the long-time average $m := \lim_{t \to \infty} \int_0^t z\, dt$ of the $z$-component of the mean vector

$$
\mathbf{s}(t) := \frac{1}{j} \langle \psi(t)|\mathbf{J}|\psi(t)\rangle = s_{cl}(t) + O\left(\frac{1}{j}\right),
$$

$$
s_{cl}(t) := (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta), \quad (23)
$$

can be taken as a dynamical order parameter. As $h_t$ increases, $m$ goes from a nonzero value (ordered phase) to zero (disordered phase) at the dynamical phase transition point $h_{t} = \frac{1}{2}$. In fact, when we quench from the ferromagnetic phase, $0 \leq 2h_{in} < 1$, then the DPT-I occurs at $h_{t} = \frac{1}{2}(h_{in} + h_{eq})$ [48, 52, 70, 72], which can be deduced from energy conservation (25).

Recall that the equilibrium phase transition point $h_{eq} = \frac{1}{2}$ in the FCIM.

Taking the Heisenberg equation of motion $\frac{d\theta}{dt} = h_t \sin \phi$ and then replacing $\frac{d\phi}{dt} = \frac{-1}{2} \cos \theta + h_t \cos \theta \cos \phi$ for the unit-vector $s_{cl}$ of (23). For a finite $N = 2j$, the classical equations of motion (24) quite accurately give the short-time evolution of the mean vector $\mathbf{s}(t)$ [for example, see Fig. 8]. After the quench, the energy remains conserved,

$$
\mathbf{e}_{h_{t}}(\theta(t), \phi(t)) = \mathbf{e}_{h_{in}}(\theta_{in}, \phi_{in}), \quad (25)
$$

for all the time $t \geq 0$ [for $\mathbf{e}$, see (5)]. The initial values $(\theta_{in}, \phi_{in})$ are fixed by $h = h_{in}$ as per (7) and (25).

The so-called DPT-II is based on the Loschmidt rate function [60, 73]

$$
\Gamma(z) := \lim_{N \to \infty} \Gamma(z), \quad \text{where} \quad \Gamma(z) := \frac{1}{N} \log \left(\frac{1}{p(t)}\right), \quad (26)
$$

$$
p(t) := |\langle \psi_{in}|\psi(t)\rangle|^2 = \left| \sum_k e^{-iE_k t}|\langle \psi_{in}|E_k\rangle|^2 \right|^2
$$

is the probability (known as the Loschmidt echo) of returning to the initial state, and $E_k$ and $|E_k\rangle$ are the energy eigenvalues and eigenkets of the final Hamiltonian $H_{t}$. We associate the eigenenergies $e$ and $E$ with $H_{in}$ and $H_{t}$, respectively.
In the case of DPT-II, there is no time-averaging, and the time when kinks appear in \( r(t) \) are called the critical times for fixed \( h_{\text{in}} \) and \( h_{\text{f}} \). The rate function \( r_{x}(t) \) is a dynamical counterpart of the free energy density \( \Theta(25) \), and a kink or cusp represents a sharp change in its first derivative with respect to time. By keeping \( h_{\text{in}} \) fixed, one can alternatively investigate how \( r_{x}(t) \) as a whole, that is for all \( t \geq 0 \), changes as a function \( h_{\text{f}} \). Then, one can define different phases with respect to \( h_{\text{f}} \).

In the case of \( h_{\text{in}} = 0 \), the two DPT-II phases—the anomalous phase when \( h_{\text{f}} \in (0, \frac{1}{2}) \) and the regular phase when \( h_{\text{f}} > \frac{1}{2} \)—of the FCIM are discovered in \([69,70]\). There it is also shown that, in the case of \( h_{\text{in}} \to \infty \), the two DPT-II phases will be the regular phase when \( h_{\text{f}} \in [0, \frac{1}{2}] \) and the trivial phase when \( h_{\text{f}} > \frac{1}{2} \). In the trivial phase, \( r_{x}(t) \) has no cusp, whereas both the regular and anomalous phases have infinite sequences of cusps. In the regular and anomalous phases the first cusp appears before and after the first minimum of \( r_{x}(t) \), respectively. The DPT-II is investigated in \([52,57,59,69–74]\).

### A. Initially all spins are up in z-direction

Throughout this subsection, we fix \( h_{\text{in}} = 0 \). Hence, for every \( N \), the Hamiltonian has two minimum energy eigenkets \( | \pm j \rangle_{z} \), out of which we choose \( | \psi_{\text{in}} \rangle = | + j \rangle_{z} \). It means, initially, all the spins are up in the \( z \)-direction and \( \theta_{\text{in}} = 0 \).

#### 1. DPT-I

Let us first consider the DPT-I. Here the energy conservation \([25]\) becomes

\[
\sin \theta = (4h_{t}) \cos \phi, \tag{27}
\]

which determines \( \phi_{\text{in}} = \frac{\pi}{2} \) as per \( h_{t} > 0 \). Before moving ahead we want to emphasize that, up to a large extent, the results between \([27]\) and \([33]\) have known through \([9,48,51,54,70]\), and similar calculations are reported for other mean-field models \([43,45,47,49,50]\). In this subsection, our main results are in Table I the bottom-right plot in Fig. 7, \([43]\) and \([45]\). They basically show how the time period denoted by \( T \) varies with the system size for different \( h_{t} \).

By taking the top and bottom equations of \([24]\) for \( 1 < 4h_{t} \) and \( 4h_{t} < 1 \), separately, one can reach their solutions

\[
F\left(\theta \mid (4h_{t})^{2}\right) = h_{t} t \quad \text{for} \quad 1 < 4h_{t} \quad \text{and} \quad F\left(\frac{\pi}{2} - \phi \mid (4h_{t})^{2}\right) = \frac{1}{2} t \quad \text{for} \quad 4h_{t} < 1 \tag{28}
\]

with the help of \([27]\), where

\[
F(\gamma \mid k^{2}) := \int_{0}^{\gamma} \frac{dw}{\sqrt{1 - (k \sin w)^{2}}} \quad \text{and} \quad K(k^{2}) := F\left(\frac{\pi}{2} \mid k^{2}\right) \tag{29}
\]

are the incomplete and complete elliptic integrals of the first kind. The inverse of \( F \) is the Jacobian amplitude \( \text{am} \), and thus we gain \([32]\)

\[
\theta = \text{am} \left( h_{t} t \mid (4h_{t})^{2} \right) \quad \text{for} \quad 1 < 4h_{t} \quad \text{and} \quad \phi = \frac{\pi}{2} - \text{am} \left( \frac{1}{2} t \mid (4h_{t})^{2} \right) \quad \text{for} \quad 4h_{t} < 1. \tag{30}
\]

Once we have one of the angles then the other one comes from \([27]\). In the case of \( 4h_{t} = 1 \), one can directly get

\[
\theta = -\frac{\pi}{2} + 2 \arctan(e^{\frac{\phi}{4}}) = \frac{\pi}{2} - \phi \tag{31}
\]

from \([24]\) by exploiting \([27]\).

By putting the angles from \([30]\) and \([31]\) in \([27]\), we draw the trajectories of \( s_{\alpha}(t) \) for different \( h_{t} \) in Fig. 7. All these trajectories obey energy conservation \([27]\). The

![FIG. 7. Classical trajectories on the unit sphere. Trajectories of \( s_{\alpha} = (x,y,z) \) defined in \([23]\) are highlighted in separate colors—on the black unit sphere—for different magnitudes of \( h_{t} = 0.1, \ldots, 1 \). Such trajectories are theoretically and experimentally obtained in \([32,57,59,72,73]\). Individual components of \( s_{\alpha} \) are shown by the dotted curves in Fig. 8. All the paths start from the green point \((0,0,1)\) towards the positive \( y \)-direction, that is, \((\theta_{\text{in}},\phi_{\text{in}}) = (0,\frac{\pi}{2})\). The blue points \((4h_{t},0,\sqrt{1-(4h_{t})^{2}})\) are the turning points for \( h_{t} < \frac{1}{4} \). Whereas, the green point \((0,0,-1)\) is the turning point for all \( \frac{1}{4} < h_{t} \). From the starting to the turning point, \( s_{\alpha} \) takes the time \( T_{cl}/2 \), where the time period \( T_{cl} \) depends on \( h_{t} \) as per \([32]\). In the case of \( h_{t} = \frac{1}{4} \), \( s_{\alpha} \) takes infinite time to reach the red point \((1,0,0)\), and thus it never returns [see also Fig. 8].

\[\]
vector $s_{cl}(t)$ takes the half time period from the starting point $(0,0,1)$ to the turning point, where $\theta$ goes from 0 to $\pi$ in the case of $1 < 4h_{l}$ and $\phi$ goes from $\frac{T}{2}$ to 0 in the case of $4h_{l} < 1$. Hence, using (28) and (29), one can express the time period $T_{cl}$ and the order parameter $m_{cl} := \frac{1}{T_{cl}} \int_{0}^{T_{cl}} \! zd\tau$ as

$$T_{cl} = \begin{cases} \frac{4}{\theta_{4} j} K((4h_{l})^{-2}) & \text{for } 1 < 4h_{l} \\ 8 K((4h_{l})^{2}) & \text{for } 4h_{l} < 1 \end{cases}$$

and

$$m_{cl} = \begin{cases} \frac{2}{\theta_{4} j} & \text{for } 1 < 4h_{l} \\ 0 & \text{for } 4h_{l} < 1 \end{cases}.$$  \hfill (32)

To get $m_{cl}$ in (32), one needs to realize that $\int_{0}^{T_{cl}} \cos \theta \, d\tau$ is

$$\int_{0}^{\frac{T_{cl}}{2}} \frac{\cos \theta \, d\theta}{\sqrt{1 - \left(\frac{\sin \theta}{\sinh(\theta)}\right)^{2}}} = 0$$

and

$$-4 \int_{\frac{T}{2}}^{\frac{T}{2}} \frac{d\phi}{\sqrt{1 - (4h_{l})^{2}}} = 4\pi \hfill (33)$$

when $1 < 4h_{l}$ and $4h_{l} < 1$, correspondingly. One can derive (33) from (21) with the help of (27). In the case of $4h_{l} = 1$, we have $\int_{0}^{T_{cl}} \cos \theta \, d\tau = \int_{0}^{\infty} \frac{2}{\sinh(\theta)} \, d\tau = 2\pi$ from (31), and thus $m_{cl} = 0$. The plots for $T_{cl}$ and $m_{cl}$ are given in [53, 70] and Fig. 10.

Taking the dynamical order parameter $m_{cl}$, the DPT-I is described in [48, 52, 70, 72]; for $h_{in} = 0$, the dynamical ordered ($m_{cl} \neq 0$) and disordered ($m_{cl} = 0$) phases occur when $h_{l} \in [0, \frac{1}{2})$ and $h_{l} > \frac{1}{2}$, respectively. Hence, in the case of $h_{in} = 0$, $h_{dy} = \frac{1}{2}$ is the dynamical critical point for the DPT-I and also for the DPT-II [52, 70, 72] that we will discuss in the next subsection.

Now we present our contribution for this subsection where we show how the exact time period $T$ goes to $T_{cl}$ as we increase the system size $N = 2j$. Unlike the classical vector $s_{cl}(t)$, motion of the exact quantum mean vector $s(t)$ [defined in (23)] is not perfectly periodic when $N$ is finite. In Fig. 8 we plot all the three components of $s(t)$ as well as of $s_{cl}(t)$ for separate $h_{l}$ by picking $j = 50$. There one can notice that $s$ closely follows $s_{cl}$ in the beginning for a short time. The time interval over which the quantum evolution matches with its classical limit increases with $N$ [53]. So, by looking at Figs. 7 and 8 we define the time $\frac{T}{2}$ when the $z$-component of $s$ reaches its first minimum value. In this way, we numerically obtain $\frac{T}{2}$ for different $j$-values and exhibit the data in the bottom-right plot in Fig. 8. For the DPT-I, $z$ versus $t$ plots are studied in [52, 70, 72, 74].

By employing the least squares method from Appendix E we get the best fit function $g(j)$ for the data $\frac{T}{2}$ associated with $h_{l}$. For distinct $h_{l}$, the functions $g$ are placed in Table I and exhibited in Fig. 8. The fitted functions reveal that $T$ diverges logarithmically at the critical point $h_{l} = \frac{1}{2}$ and converges to $T_{cl}$ otherwise. In the table and figure, one can also notice that $g(j)$ changes its behavior from a convex to a concave function as we increase $h_{l}$. To visualize it clearly we also present $\frac{T}{2}$ as a function of $j$ in the figure for $h_{l} = 0.245$, where $\frac{T}{2}$ has both the convex and concave parts.

The time period $T$ diverges when we take both the limits $j \to \infty$ and $4h_{l} \to 1$. Case 1: One can take first $j \to \infty$. Then the time period will be $T_{cl}$ of (32) and the left-hand limit

$$\lim_{4h_{l} \to 1^{-1}} K((4h_{l})^{2}) = \left. \lim_{4h_{l} \to 1^{-1}} \ln \left( \frac{4}{\sqrt{1 - (4h_{l})^{2}}} \right) \right|_{4h_{l} = 1^{-1}} \hfill (34)$$

reveals the log-divergence with respect to the Hamiltonian parameter like in the case of a simple pendulum as reported in [53, 54] and in other mean-field models [43–45, 47, 49, 50]. Equation (34) is borrowed from [89]. The

| $h_{l}$ | $\frac{T}{2}$ | $g(j)$ | MSE |
|-------|--------------|--------|-----|
| 0.2   | 7.98121      | $\frac{T}{2} + 18.23 j^{-1.1}$ | 0.0002 |
| 0.25  | $\infty$     | $8.48102 + 1.80448 \ln(j)$  | 0.0001846 |
| 0.3   | 13.7817      | $\frac{T}{2} - 48.4304 j^{-1.26}$ | 0.000293 |
| 0.4   | $\frac{T}{2} - 2.70305 e^{-0.04j}$ | 0.00176 |

TABLE I. The best fit functions for the half time period. For $h_{in} = 0$, the best fit functions $g(j)$ for $\{\frac{T}{2}\}$ are recorded here with their MSE (minimum mean square error) defined in Appendix E. The time period $T_{cl}$ comes from (32). Both the g-functions for $h_{l} = 0.3$ deliver almost the same plot in Fig. [53]
right-hand limit $4h_t \to 1^+$ on $K(4h_t^{-2})$ will deliver the same outcome. **Case 2:** One can fix first $4h_t = 1$ and then compute the exact $T$ for different system sizes and observe the log-divergence with respect to $j$ as exhibited in Fig. 9 and Table I.

Now we demonstrate how one can take both the limits together. For all $0 \leq 4h_t \leq 1$, the turning point is $(\sin \theta_{1p}, 0, \cos \theta_{1p}) = (4h_t, 0, \sqrt{1 - (4h_t)^2})$. Suppose we increase $h_t$ and $j$ by maintaining a relation, say, $1/j = \pi/2 - \theta_{1p} = \epsilon$, where $\kappa > 0$. Then, the limit $j \to \infty$ will also serve the purpose of $4h_t \to 1^+$. Moreover, we gain

$$\lim_{4h_t \to 1^+} \frac{T_{cl}}{2} = \lim_{\epsilon \to 0} 4 \ln \left(\frac{4}{\sin \epsilon}\right) = \lim_{j \to \infty} 4 \alpha \ln j + 4 \ln 4$$

by exploiting (32), (34), and $\sin \epsilon \approx \epsilon$. If we take $\epsilon := \frac{1}{j} \alpha$ with $\alpha > 0$, then we can find out the values of $\kappa$ and $\alpha$ for which $T_{cl}/2$ of (35) matches with $g(j)$ given in Table I for $4h_t = 1$.

In fact, one can get an equation similar to the first one in (35) from (31) as follows. Taking the $z$-component of $s_{cl}$ as per (31), we have the quadratic equation $\cos \theta = \frac{2 \epsilon}{1 + \epsilon^2}$, where $\omega = \exp(t/4)$. Solving this equation for $\omega$ and then for $t$ provides

$$t = 4 \ln \left(\frac{1 + \sin \theta}{\cos \theta}\right) \approx 4 \ln \left(\frac{2}{\sin \epsilon}\right),$$

where $\epsilon := \frac{\pi}{2j} - \theta \approx 0$ measure how close the associated point on the classical trajectory is from the destination point $(1, 0, 0)$, which is shown in red color in Fig. 7.

2. **DPT-II**

Now we consider the DPT-II. Let us recall that $h_{in} = 0$, $|\psi_m| = j|j\rangle \in \mathcal{S}$, $h_{in} < h_t$, and the Loschmidt rate function $r(t)$ from (26). In the FCIM, there will always be kinks in $r(t)$ at the so-called critical times [69, 70]. In the paper we only focus on the first critical time—when the first kink appears in $r(t)$—denoted by $\tau$. In this subsection, our main results are presented in Table I and Figs. 10, 11, and 12. They essentially tell that, similar to $T$ in the previous subsection, the sequence $\tau_j$ converges to a value when $4h_t \neq 1$, and divergences logarithmically with the system size at the dynamical phase transition point $4h_t = 1$.

Now let us begin with Fig. 9, where we display $r(t)$ for different $h_t$, which are studied in [69, 71, 73, 74] for the DPT-II. In Fig. 9(a), one can observe that the first kinks—marked by the arrows—appear at the fourth, third, and second peaks of $r(t)$ when $h_t = 0.1, 0.115,$ and $0.145$, respectively. It is also observed in [69, 71], which implies that $\tau$ decreases from $\infty$ to a value around 16 as $h_t$ rises from 0 to 0.145 [see also Fig. 10]. For all $h_t \in [0.145, 1/4]$, the first kink emerges at the second peak as shown in Fig. 9(a)–(c). However, the kink moves at a later time as $h_t$ grows. It reveals that $\tau$ rises from 16 as we increase the final field’s strength from 0.145 to 1/4. In Fig. 9(a)–(c), the system size is fixed, $j = 100$.

The height of peaks (roughly) grows with $h_t$ until $h_t \approx 0.16$, then except for the first peak the height decreases with the field’s magnitude until $h_t = 1/4$. Except the first peak, all peaks are lost and replaced by rapid oscillations in $r(t)$ at the dynamical critical point $h_t^{cl} = 1/4$. When we go beyond the critical point towards a higher $h_t$ value, the kink occurs at the first peak [see Fig. 9(d)] and at an earlier time. It illustrates that $\tau$ decreases towards 0 as we increase $h_t$ from 1/4 to $\infty$. Moreover, in this range of $h_t$, the height of peaks rises with the field’s strength. In the case of $h_{in} = 0$, the two phases of DPT-II are characterized by no kink (anomalous phase, when
functions for a convex and concave function. Both the convex and concave estimates are described in Appendix E.

The error in approximation (37) is $O(\xi^3)$. In Fig. 10, we present $r(t)$ versus $h_f$ plot for a fixed system size. The plot summarizes the two paragraphs written above (37). When $h_f = 0.05$ is close to $h_{\text{in}} = 0$, the ground state $|\psi_{\text{in}}\rangle$ does not change much for a long time, and hence the first cusp appears on the 14th peak of $r(t)$. When $h_f = 0.06$, the cusp emerges on the 10th peak, which shows a rapid decline in $r$ with a small increase in $h_f$. A small jump in $r$ around $h_f = 0.15$ is because the first kink shifts from the 3rd to 2nd peak as $h_f$ moves from 0.14 to 0.15. A similar shift happens around $h_f = 0.1$ in Fig. 10. If we focus on $h_f \in [0.15, 0.35]$ in the figure, then we observe $\tau$ and $T_{\psi}$ of (32) exhibit a similar behavior: both grow with $h_f$, reach a peak at the dynamical phase transition point, and then they decrease.

Now we focus on $r(t)$ for $h_f = 0.16$ in Fig. 11. As we change $j$, the position of cusp, that is, $\tau$ oscillates around some value, and the oscillations become smaller as $j$ grows larger and larger. This manifests the convergence of $\tau_j$. If we do not (or do) ignore a first set of values in the data $\{\tau_j\}$, then $g$ turns out to be a convex (concave) function. Both the convex and concave functions for $h_f = 0.16$ are placed in Table II and plotted in Fig. 11 with the data. Both the functions belong to the exponential-class, and they suggest the same $\tau_{\text{ex}} \approx 19$ but their finite-size scalings are different. For $h_f < 0.16$, $g$ are mostly convex functions, and they all are concave functions for $h_f > 0.16$. This change of behavior we also observed in the case of time period $T$ [see Fig. 8] and Table I. By the way, we get similar plots if we replace $h_f = 0.145$ ($h_f = 0.16$) by $h_f = 0.113$ ($h_f = 0.14$).

One can see in Fig. 11 for $h_f = 0.16$ that there are multiple spikes at $r(t)$ for each $j$, one of which is the sharpest measured by $|\dot{r}(t + \zeta) - \dot{r}(t)|$. Recall that the time at the sharpest spike is our $\tau_j$. For a sequence of $j$-values this particular spike moves a bit on the left-hand side and remains the sharpest, and then another spike becomes so. As a result, we see sudden jumps (oscillations) in $\tau_j$ in the case $h_f \geq 0.16$ [see Fig. 12]. Due to the oscillations, the value of MSE is larger in the case of $h_f = 0.16$ in comparison to $h_f = 0.145$ [see Table I].

Now we move to Fig. 12 that is an extension of Fig. 11. There, in the case of $h_f = 0.2, 0.3$, one can observe a convergent behavior of $r(t)$ [for more details, see Appendix F] and thus of $\tau$ with respect to $j$. There are oscillations in $\tau$ but they get suppressed as we increase the system size $N = 2j$. Whereas, at the dynamical phase transition point $h_f = 0.25$, large and fast oscillations in $r(t)$ pertain for a long time, and thus it becomes difficult to assign $\tau$. So, we pick the values $h_f = 0.245, 0.255$ close to the transition point and obtain the data $\{\tau_j\}$. For each of these values, the best fit functions $g$ are in Table II that suggests the logarithmic divergence of $\tau_j$ with respect to $j$ at the dynamical critical point. The same type of divergence we have reported for the time period $T_j$ in the previous subsection. For $h_f = 0.2, 0.3, 0.4$, the best fit functions for the data $\{\tau_j\}$ are placed in Table II and plotted in Fig. 12.
TABLE II. The best fit functions for the first critical time. For \( h_{in} = 0 \), the best fit functions \( g(j) \) for \( \tau_1 \) are recorded here with their MSE defined in Appendix E. In the case of \( h_t = 0.2, 0.3 \), two different functions have almost the same mean square error, so we put both of them in this table and exhibit them in Fig. [12] through red and green curves.

| \( h_t \) | \( g(j) \) | MSE |
|-----|-----|-----|
| 0.05 | \( 167.235 + 54.1995 j^{-0.64} \) | 0.00136 |
| 0.095 | \( 41.3729 + 29.1247 j^{-0.69} \) | 0.0000274 |
| 0.145 | \( 15.8235 + 23.727 j^{-0.75} \) | 0.000022 |
| 0.16 | \( 19.0431 + 13.626 e^{-0.23 j} \) | 0.110756 |
| \( 0.2 \) | \( 19.209 - 1.27974 e^{-0.02 j} \) | 0.0390285 |
| 0.245 | \( 26.8408 - 16.7947 j^{-0.577} \) | 0.0887059 |
| 0.255 | \( 26.2424 - 4.66818 e^{-0.026 j} \) | 0.086753 |
| 0.3 | \( 23.9705 + 2.14523 \ln(j) \) | 0.395034 |
| 0.3 | \( 17.9401 + 2.81186 \ln(j) \) | 0.128846 |
| 0.4 | \( 21.004 - 8.65749 j^{-0.6} \) | 0.0521935 |
| 0.4 | \( 20.6731 - 3.00326 e^{-0.04 j} \) | 0.0565792 |
| \( 0.4 \) | \( 11.4106 - 2.93687 e^{-0.241 j} \) | 0.123572 |

FIG. 12. The rate versus time and the first critical time versus system size. In the same fashion, this figure presents the items of Fig. [11] for the other values of \( h_t \). The fitted curve in yellow color stands for the logarithmic function given in Table II for \( h_t = 0.245 \). Like before, the red and green fitted curves represent functions from the power-law and exponential families.

FIG. 13. Classical trajectories on the unit sphere. Trajectories of \( \psi_{cl} \) are illustrated in different colors for \( h_t = 0.001, \ldots, 0.49 \). They are obtained by numerically solving equations of motion (24) with the initial condition \( (\theta_{in}, \phi_{in}) = (\frac{\pi}{2} - \epsilon, 0) \), where \( \epsilon = 10^{-3} \). Since \( \epsilon > 0 \), the motion will be on the upper hemisphere. Every trajectory starts from the red point—that is approximately \((1, 0, 0)\)—towards the negative \( y \)-direction and follows energy conservation (38).

B. Initially all spins are up in \( x \)-direction

Throughout this subsection, we fix \( h_{in} \to \infty \), and thus \( |\psi_{in}\rangle = |\frac{\pi}{2}, 0\rangle = |\bar{j}\rangle \) is the exact ground state of Hamiltonian (4) as per (7). Like Sec. IIIA, let us focus on the DPT-I and DPT-II sequentially.

1. DPT-I

A power-law divergence of the time period in (40), (41), Fig. 14 and Table III and a power-law decay of the dynamical order parameter in (43) are our main contributions in this subsection. Here the energy conservation (25) becomes

\[
4h_t \left( \cos \theta \right)^2 + 4h_t \sin \theta \cos \phi = \text{constant},
\]

which always has \( (\theta, \phi) = (\frac{\pi}{2}, 0) \) as its solution. For all \( h_t \geq \frac{1}{2} \), it is the only possible solution. However, for every \( h_t \in [0, \frac{1}{2}] \), Eq. (38) has more than one solutions. A trajectory in Fig. 13 represents a subset of solutions for a given \( h_t \).

In this paragraph, we borrow some results from [9]. Since \( (\theta_{in}, \phi_{in}) = (\frac{\pi}{2} - \epsilon, 0) \) is a fixed point of classical equations of motion (24), we take \( \theta_{in} = \frac{\pi}{2} - \epsilon \) to start the motion, where \( \epsilon > 0 \) is a very small number. Up to the order of \( \epsilon^2 \), we get the same energy conservation equation (38) for the new \( \theta_{in} \). Picking \( \epsilon = 10^{-3} \), we plot the
classical trajectories of $s_3$ of (23) for different $h_2 \in (0, \frac{1}{2})$. Each trajectory represents a periodic motion of the unit vector $s_3$. Corresponding to the (approximate) turning point $s_3 = (4h_2 - 1, 0, \sqrt{1 - (4h_2 - 1)^2})$ displayed in blue or green color in Fig. 13, we have $\theta_{tp} = \arcsin |4h_2 - 1|$ and $\phi_{tp} = 0$ or $\pi$. From $\theta_{tp}$ to $\theta_{in}$, the angle $\theta$ takes the half time period, hence we get

$$\frac{T_{cl}}{2} = 4 \int_{\theta_{tp}}^{\theta_{in}} \frac{\sin \theta \, d\theta}{\cos \theta \sqrt{(\cos \theta_{tp})^2 - (\cos \theta)^2}} \approx -4 \frac{1}{\cos \theta_{tp}} \ln \left( \frac{\cos \theta_{in}}{\cos \theta_{tp}} \right) + \left( 1 + \sqrt{1 - (\cos \theta_{in})^2} \right) - \epsilon \frac{\cos \theta_{tp} + \sqrt{(\cos \theta_{tp})^2 - \epsilon^2}}{\epsilon}.$$  

(39)

The first equation in (39) is derived from the first equation in (23) with the help of (38). After the integration, we reach the second expression. Then, after applying $\cos \theta_{in} = \sin \epsilon \approx \epsilon$, we arrive at the last expression in (39), which is slightly different than the one achieved in [9]. For all $0 \leq h_2 \leq \frac{1}{2}$, the time period $T_{cl}$ diverges as $\epsilon \rightarrow 0$, and there are two kinds of divergences.

**Logarithmic divergence:** when $0 < h_2 < \frac{1}{2}$, then $\cos \theta_{tp}$ is nonzero, and the divergence is due to $\ln(\epsilon)$ only, as reported in [9]. For example, let us take $4h_2 = 1$, then we get $\cos \theta_{tp} = 1$ and $\frac{T_{cl}}{2} \approx -4\ln(\frac{1}{2})$, which is similar to the results presented in (35) and (36).

**Power-law divergence:** when $h_2 \rightarrow 0$ or $\frac{1}{2}$, then we also have a divergence due to $\cos \theta_{tp} \rightarrow 0$. To combine both the limits, we propose an association $\theta_{tp} := \frac{\pi}{2} - 2\epsilon$. By the association, $\epsilon \rightarrow 0$ will automatically execute the limit $h_2 \rightarrow 0$ or $\frac{1}{2}$. Moreover, we get $\cos \theta_{tp} = \sin(2\epsilon) \approx 2\epsilon$ and then

$$\frac{T_{cl}}{2} \approx \frac{2\ln(2 + \sqrt{3})}{\epsilon} = 2\ln(2 + \sqrt{3}) j^\kappa,$$

where $\kappa > 0$. The first and last expressions in (40) come from (39) and the relation $\epsilon := \frac{\pi}{2} j$ is proposed in the text around (35).

The above analysis suggests logarithmic and power-law divergences of $T_{cl}$. To check this for different system sizes, we numerically computed the exact $\frac{1}{2}$, when the $x$-component of $s$ of (23) reaches its first minimum value. For distinct $h_2$, we present $\frac{T_{cl}}{2}$ versus $j$ plots in Fig. 13 with their best fit functions $g(j)$, which are entered in Table III. The functions $g$ are acquired by following the least squares method of Appendix E. In Appendix F for $h_2 = 0$ and $j \geq 1$, we have analytically shown

$$\frac{T}{2} = \tau = \begin{cases} \pi j & \text{when } j \text{ is an integer} \\ 2\pi j & \text{when } j \text{ is a half-integer} \end{cases}$$

(41)

[see also the top-left plot in Fig. 14]. With the figure, table, and (41), one can deduce that the time period indeed follows a power-law divergence when $h_2 = 0$ or $\frac{1}{2}$ and follows a logarithmic divergence when $h_2$ is in the middle. If one puts $\epsilon := \frac{\pi}{2} j$ in (40), then she can find the values of $\alpha$ and $\kappa$ for which $\frac{T_{cl}}{2}$ become equal to $g(j)$ given in Table I for $h_2 = 0.5$.

In the figure and table, we also present $\frac{T_{cl}}{2}$ with its $g$ for $h_2 = 0.6$, which reveals a convergent behavior of $T_j$ against $j$. Such convergent behavior exists for all $h_2 > \frac{1}{2}$. For a higher $h_2$, $T_j$ converges faster and to a smaller value.

Since there is a single point $(1,0,0)$ for the whole paramagnetic phase specified by $h_2 > \frac{1}{2}$, we cannot use the classical analysis to study the dynamics induced by a quench from $h_{in} = \infty$ to $h_2 \in (\frac{1}{2}, \infty)$ for a finite $N$. The $x$-component of $s$ goes to 1 as $N$ grows for a quench within the paramagnetic phase.

Before moving to the next subsection, let us note that $|\psi_{in}\rangle = |j\rangle_\chi$ and therefore $|\psi(t)\rangle$ are eigenkets of the spin-flip operator $X$ due to its commutation with the Hamiltonian given in (9). As a result, we have

| $h_2$ | $\frac{T_{cl}}{2}$ | $g(j)$ | $\text{MSE}$ |
|------|----------------|-------|-------|
| 0.25 | $\infty$      | 6.43944 + 2.1593 ln(j) | 0.00002146 |
| 0.5  | $\infty$      | 3.68886 $j^{0.253}$ | 0.00001279 |
| 0.6  | 6.51234 - 9.17933 $j^{-0.61}$ | 0.00002317 |

FIG. 14. The half time period versus system size. In each plot, the associated $h_{in}$-value is placed at the top, and $\frac{T_{cl}}{2}$ are depicted through the blue points for a sequence of $j$-values. The red (power-law) and yellow (logarithmic) curves portray the $g$ functions listed in Table III that best fit the (data) blue points. In the case of $h_2 = 0$, the two straight lines of points follow (41).

TABLE III. The best fit functions for the half time period. For $h_{in} \rightarrow \infty$, the best fit functions $g(j)$ for $\frac{T_{cl}}{2}$ are recorded here with their MSE like Table II. In fact, $h_2 = 0.25$ corresponds to the same situation here as well as in Table II. The time period $T_{cl}$ comes from (39) and (40) after taking the limit $\epsilon \rightarrow 0$. 
\[ \langle \psi(t)|J_z|\psi(t) \rangle = 0 \text{ for all } t \geq 0. \] So, rather than taking the \( z \)-component of \( s \) of (23), we have taken above its \( x \)-component as it is related to the dynamical order parameter \( m' := \lim_{t \to \infty} \int_0^t \langle \langle J_z \rangle^2 \rangle \, dt \) considered in [9]. Recall that \( \langle \langle J_z \rangle^2 \rangle \) and \( \langle J_x \rangle \) are related through the energy conservation \( \langle \psi(t)|H|\psi(t) \rangle = -\frac{1}{4} \langle \langle J_z \rangle^2 \rangle - h_t \langle J_x \rangle \) for all \( t \geq 0 \) [see (23)]. If one of the expectation values increases with \( t \), then the other will decrease except in the case of \( h_t = 0 \) [see Appendix I].

Like (39), one can obtain
\[ \begin{align*}
m_{cl} := & \frac{2}{T_{cl}} \int_{\frac{T_{cl}}{2}}^{T_{cl}} \cos \theta \, dt \\
= & \frac{8}{T_{cl}} \int_{\theta_{tp}}^{\theta_{tp} + \pi} \sin \theta \, d\theta - \frac{8}{T_{cl}} \cos \theta_{tp} \left[ \arcsin \left( \frac{\cos \theta_{in}}{\cos \theta_{tp}} \right) - \frac{\pi}{2} \right] \quad \text{and (42)}
m'_{cl} := & \frac{2}{T_{cl}} \int_{\frac{T_{cl}}{2}}^{T_{cl}} (\cos \theta)^2 \, dt \\
= & \frac{8}{T_{cl}} \cos \theta_{tp} \sqrt{1 - \left( \frac{\cos \theta_{in}}{\cos \theta_{tp}} \right)^2}
\end{align*} \]
by taking \( \theta_{in} = \frac{\pi}{2} - \epsilon \), where \( \epsilon > 0 \). A slightly different expression of \( m_{cl} \) is achieved in [9], where it is shown that \( m' \) reaches its peak value at \( 4h_t = 1 \), and the value goes to zero as a multiple of \( \frac{1}{\ln(T)} \) in the classical limit \( j \to \infty \). Provided \( h_t \) does not approach to 0 or \( \frac{1}{2} \) (that is, \( \cos \theta_{tp} \neq 0 \)), we have \( m_{cl} \approx \frac{m}{T_{cl}} \cos \theta_{tp} \) and \( m'_{cl} \approx \frac{8}{T_{cl}} \cos \theta_{tp} \) for a sufficiently small \( \epsilon \). Particularly at \( 4h_t = 1 \), we have \( \cos \theta_{tp} = 1 \), hence we get \( m_{cl} \approx \frac{4\pi}{T_{cl}} \) same as (42) and \( m'_{cl} \approx \frac{8}{T_{cl}} \cos \theta_{tp} \). And, due to the logarithmic divergence of \( T_{cl} \) discussed above, \( m \) also goes to zero as a multiple of \( \frac{1}{\ln(T)} \) in the classical limit.

In the case of \( h_t \to 0 \) or \( \frac{1}{2} \), we run an analysis similar to (40) for \( m_{cl} \) as well as \( m'_{cl} \) by taking \( \theta_{tp} = \frac{\pi}{2} - 2\epsilon \) and obtain
\[ \begin{align*}
m_{cl} \approx & \frac{4\pi}{3 \ln(2 + \sqrt{3})} \epsilon^2 = \frac{4\pi}{6 \ln(2 + \sqrt{3})} \quad \text{and (43)}
m'_{cl} \approx & \frac{2\sqrt{3}}{\ln(2 + \sqrt{3})} \epsilon^2 = \frac{2\sqrt{3}}{6 \ln(2 + \sqrt{3})} \quad \text{and (43)}
\end{align*} \]
from (42). Result (43) suggests a power-law decay of \( m \) and \( m' \) with the system size when \( h_t \) is very near to 0 or \( \frac{1}{2} \).

Strictly speaking, we have the energy gap \( \Delta \neq 0 \) when \( 0 < h_{in}, j < \infty \) as discussed in Sec. [11] and \( \langle J_z \rangle = 0 = m \) as \( |\psi_{in} | = |\psi_0 \rangle \) is an eigenket of \( X \). However, for a finite \( j \), when the gap becomes almost zero in the ferromagnetic phase \( (\theta_0 < \frac{\pi}{2}) \), the ground state-vector can be taken as one of the mean field kets, that is, \( |\psi_{in} | = |\psi_0 \rangle \) as per (7). Then, we get \( \langle J_z \rangle \neq 0 \neq m \) and the above results of \( m \) can be realized for a finite \( j \) and \( 2h_{in} < 1 \).

For \( h_{in} \to \infty \) and \( h_t = 0 \), the exact \( m = 0 \) and \( m' = \frac{1}{2j} \) for all \( j \) [see (45)]. The dynamical order parameters \( m_{cl} \) of (42) and \( m' \) are plotted in Fig. 16 and Ref. [9], respectively.

**2. DPT-II**

Figures 16, 17, and 22 as well as Tables LV and X in Appendix [F] hold our main results for this subsection. They basically present how the critical time \( \tau \) and the rate \( \tau' \) perform with growing number \( N = 2j \) of spins. Here \( \tau \) diverges logarithmically or with a power-law like \( T \).
FIG. 17. First critical time versus system size. Similar to Figs. 11 and 12 all these plots are for \( h_{in} \to \infty \), that is, \( \langle \psi_{in} \rangle = |j\rangle_x \). The blue points represent the exact data \( \{\tau_j\} \) procured for the \( h_t \)-values stated at the top of each plot. Like Sec. IIIA2 here the data show oscillations of \( \tau \) with respect to \( j \) except in the case of \( h_t = 0.5 \). The red and yellow curves exhibit the power-law and logarithmic best fit functions \( g \), respectively, from Table IV. As we go from \( h_t = 0.001 \) to \( h_t = 0.5 \), the color of curves is changing from red to yellow to red, which reflects the change of functional form of \( g \) in Table IV. The plots for \( h_t = 0.001, 0.01, 0.45, 0.48 \) carry both the red and yellow curves.

TABLE IV. The best fit functions for the first critical time. For \( h_{in} \to \infty \), the best fit functions \( g \) for \( \tau \) are recorded here with their MSE like Table I. The data \( \{\tau_j\} \) with their \( g(j) \) are plotted in Fig. 17. Here as we go from top to bottom the functional form (divergent nature) of \( g \) changes from power-law to logarithmic to power-law. We have witnessed the same behavior in Table IV in the case of \( T \). For \( h_t = 0, \tau \) is stated in (44) and exhibited in the top-left plot of Fig. 14. Two different functions have almost the same mean square errors in the case of \( h_t \in \{0.01, 0.45, 0.48\} \), so we place both of them in the table. Since \( \tau \)-values are bigger when \( h_t = 0.001 \) [see Figs. 16 and 17], MSE has the highest value in the table. Whereas, in the case of \( h_t = 0.48 \), the higher MSE is due to the large oscillations in the data \( \{\tau_j\} \) [see Fig. 17].

| \( h_t \) | \( g(j) \) | MSE |
|----------|----------|-----|
| 0.001    | \( 28.5477 j^{0.27} \) | 26.9484 |
|          | \(-57.049 + 34.0667 \ln(j)\) | 22.1394 |
| 0.01     | \( 24.5648 j^{0.18} \) | 7.5734 |
|          | \(-2.08403 + 12.5588 \ln(j)\) | 6.20107 |
| 0.25     | \(5.43838 + 3.59017 \ln(j)\) | 0.131998 |
| 0.45     | \(-4.55339 + 5.59268 \ln(j)\) | 4.03251 |
|          | \(8.07602 j^{0.21}\) | 4.0818 |
| 0.48     | \(-11.2193 + 6.95091 \ln(j)\) | 7.99994 |
| 0.5      | \(3.7667 j^{0.332}\) | 0.0005797 |

in the previous subsection, and \( r(\tau) \) goes to zero provided \( h_t \) is nonzero.

Now let us recall the rate \( r(t) \) from (26) to study the DPT-II in the case where all the spins are initially polarized in the \( x \)-direction, \( \langle \psi_{in} \rangle = |j\rangle_x \). Keeping the system size fixed, we plot \( r(t) \) for different \( h_t \) in the top row in Fig. 15. There one can observe that the first kusp appears at the first peak of \( r(t) \) when \( h_t \in \left[0, \frac{1}{2}\right] \) and no kusp appears when \( \frac{1}{2} < h_t \). This identifies the regular \( (h_t \leq \frac{1}{2}) \) and trivial \( \left(\frac{1}{2} < h_t \right) \) phases [69, 70]. As we increase the final field’s strength from 0 to \( \frac{1}{2} \), the first kink shifts towards the left-hand side, which implies that the first critical time \( \tau \) decreases with \( h_t \). This is presented in Fig. 16 where one can notice that both \( \tau \) and the time period of (39) follow similar behavior with \( h_t \) except around \( \frac{1}{2} \).

Now we demonstrate, for a fixed \( h_t \), how \( \tau \) behaves with increasing system size \( N = 2j \). Plots in the second row in Fig. 15 reveal that (i) the first kink moves towards the right-hand side, which indicates that \( \tau_j \) grows with \( j \) towards infinity. (II) The height of the kink (or peak) decreases towards zero as \( j \) goes to infinity provided \( h_t \neq 0 \). Observations (I) and (II) are justified by the exact data \( \{\tau_j\} \) and \( \{Nr(\tau_j)\} \) plotted in Figs. 17 and 22 respectively. Table IV provides the best fit functions for the data \( \{Nr(\tau_j)\} \), which suggests a power-law decay of \( r(\tau_j) \) to zero as \( j \) goes to infinity.

Now let us focus on observation (i). The best fit function \( g(j) \) for the data \( \{\tau_j\} \) are displayed in Fig. 17 and listed in Table IV with their \( h_t \)-values. One can see that, when \( h_t = 0.001 \) is close to 0 or \( h_t = \frac{1}{4} \), \( g(j) \) represents a power-law divergence of the critical time with the system size. Whereas, \( g(j) \) suggests a logarithmic divergence when \( h_t = \frac{1}{4} \) is in-between zero and one half. The same behavior is exhibited by the time period \( T \) in Sec. III B 1.

IV. SUMMARY

The first and second parts of the paper separately deal with the equilibrium and dynamical properties of the spin system in the FCIM. In the first part, for a finite system, we have demonstrated that the approximate \( |\chi\rangle \) and the associated exact energy eigenkets \( |\psi\rangle \) show a large overlap provided we do not go too close to the equilibrium phase transition point. In addition, we have captured the
energy gap and entanglement properties of the ground and first excited states through $|\chi\rangle$. We have found a good agreement between approximate and exact results in the case of energy gap and geometric entanglement (an $N$-body entanglement quantifier). Whereas, the concurrence (a two-body entanglement measure) shows a good match only in the paramagnetic phase.

In the second part, we have exhibited that the time period $T$ in the DPT-I and the first critical time $\tau$ in the DPT-II exhibit similar converging or diverging behaviors with respect to the system size. Initially if all the spins are in the $z$-direction with respect to Hamiltonian (1), both $T$ and $\tau$ diverge logarithmically with the number $N$ of spins at the dynamical phase transition point $h_t = \frac{1}{4}$. If all the spins are in the $x$-direction at the beginning, then both $T$ and $\tau$ diverge over the whole interval $[0, \frac{1}{2}]$ where $h_t$ lies. At the endpoints of the interval, the divergence is through a power-law, and it is logarithmic in the middle. It will be interesting to run a similar investigation for the DPTs in other mean-field models studied in [13, 15, 17, 19, 50].
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Appendix A: Easy way to check (9) in the $B_z$ basis

The Dicke kets of (3) and the spin coherent kets of (6) can be explicitly written as $|S1\rangle$ $|S3\rangle$

$$|m\rangle_z = \frac{1}{\sqrt{\binom{2j}{j+m}}}(|\uparrow_z\rangle\otimes|j+m\rangle|\downarrow_z\rangle\otimes|j-m\rangle + \text{per}) \quad \text{and}$$

$$|\theta, \phi\rangle = (\cos \frac{\theta}{2}|\uparrow_z\rangle + \sin \frac{\theta}{2} e^{i\phi}|\downarrow_z\rangle)^{\otimes 2j},$$

(A1)

respectively, where $|\uparrow_z, \downarrow_z\rangle$ are the $+1, -1$ eigenvalue kets of the single-spin Pauli operator $\sigma_z^z$, and ‘per’ denotes all possible permutations. Then, the mean-field coherent kets characterized by (7) can be expressed as

$$|\theta_0\rangle = \left(\frac{1}{\sqrt{\binom{2j}{j}}} - \frac{1}{\sqrt{\binom{2j}{j}}} \right) \otimes 2j$$

$$= \left(\sqrt{\binom{2j}{j}} |\uparrow_z\rangle + \sqrt{\binom{2j}{j}} |\downarrow_z\rangle \right) \otimes 2j$$

$$= \sum_{m=-j}^{j} \left(\binom{2j}{j+m} \right)^{\frac{1}{2}} \left(\frac{1+2h}{2}\right)^{j+m} \left(\frac{1-2h}{2}\right)^{j-m} |m\rangle_x,$$

where $|\uparrow_x, \downarrow_x\rangle = \frac{1}{\sqrt{2}}(|\uparrow_z\rangle |\uparrow_z\rangle + |\downarrow_z\rangle |\downarrow_z\rangle)$ denotes single spin-up and spin-down, respectively, in the $x$-direction. Now we can represent the $\chi$-kets of (8) in the eigenbasis $B_x := \{|m\rangle_x\}$ of $J_x$ as

$$\hat{c} = \sum_{k} \frac{|j-k|}{2m+1} (2j) \left(\frac{1+2h}{2}\right)^j \left(\frac{1-2h}{2}\right)^k \times$$

$$\left(\frac{1-2k}{2}\right)^j \frac{1}{k} \left|j - 2k\right\rangle_x \quad \text{and}$$

$$\chi_+ = \sqrt{\frac{2}{1+2m^2}} \sum_{k=0}^{j} \binom{2j}{j-k} \left(\frac{1+2h}{2}\right)^{j-k} \times$$

$$\left(\frac{1-2k}{2}\right)^k \frac{1}{k} \left|j - 2k\right\rangle_x,$$

(A3)

where $[\ ]$ and $[\ ]$ are the ceiling and floor functions. By a direct inspection one can check that the actual eigenkets

FIG. 18. Overlap versus system size. It is an extension of Fig.1. Here the $\hbar$-values are taken near the equilibrium phase transition point $\hbar = 0.5$. 
are of the form
\[ |e_0\rangle = \sum_{j=0}^{j_0} |j - 2k\rangle_x |j - 2k| e_0 \in \mathcal{E}_+ \quad \text{and} \quad (A4) \]
\[ |e_1\rangle = \sum_{j=0}^{j_0} |j - (2k + 1)\rangle_x |j - (2k + 1)| e_1 \in \mathcal{E}_- \]
for all \( 0 < h, j < \infty \) (see also Eq. (4) in [32]), and then one can justify [9] using (A2)–(A4).

Appendix B: Energy minimization in the paramagnetic phase

Here the task is to find \( |\chi\rangle \) [see [12]]—in the two-dimensional space spanned by \( B_x := \{ |m\rangle_x, |m'\rangle_x \} \), where \( j - 3 \leq m' = m - 2 \)—that provides the minimum energy \( \varepsilon := \langle \chi | H | \chi \rangle \). To complete the task, we restrict Hamiltonian [1] onto \( \text{span}(B_x) \), then the restricted Hamiltonian in the basis \( B_x \) is represented by

\[
H \big|_{B_x} = \begin{pmatrix} x \langle m | H | m \rangle_x & x \langle m | H | m' \rangle_x \\ x \langle m' | H | m \rangle_x & x \langle m' | H | m' \rangle_x \end{pmatrix} = : \begin{pmatrix} a & b \\ b & c \end{pmatrix}
\]

where \( a, c \in \mathbb{R} \) and \( b \geq 0 \) for all \( j \geq 1 \). The eigenvalues and eigenvectors of \( M \) are

\[
\zeta_{\pm} = \frac{(a + c) \pm \text{Disc}}{2} \quad \text{and} \quad |\zeta_{\pm}\rangle = \sqrt{\frac{1 + \cos \mu}{2}} |m\rangle_x \pm \sqrt{\frac{1 - \cos \mu}{2}} |m'\rangle_x , \quad \text{where}
\]
\[
\cos \mu = \frac{a - c}{\text{Disc}} , \quad \sin \mu = \frac{2b}{\text{Disc}} , \quad \text{and} \quad (B2)
\]

Clearly \( |\chi\rangle = |\zeta_+\rangle \in \text{span}(B_x) \) will provide the minimum energy \( \varepsilon = -\zeta_+ < 0 \), and \( \mu \in [0, \pi] \). If one wants even better approximation of the ground and first excited states then she can repeat the above method by taking a larger set, say, \( B_x = \{ |m\rangle_x, |m'\rangle_x, |m''\rangle_x \} \) where \( m'' + 4 = m' + 2 = m = j \) or \( j - 1 \).

In the case of \( |\chi_0\rangle \) [see [12]], we have \( m = j \) and get

\[
\mu_0 = \arccos \left( \frac{4h - 1 + \frac{1}{j}}{2 \text{Disc}} \right),
\]
\[
\varepsilon_0 = -\frac{1}{2} \left( \frac{5j - 4}{8j} + 2h(j - 1) + \text{Disc} \right) , \quad \text{and} \quad (B3)
\]
\[
\text{Disc} = \frac{1}{2} \sqrt{\left(4h - 1 + \frac{1}{j}\right)^2 + \frac{4(j - 1)}{(2j)^2}}.
\]

In the case of \( |\chi_1\rangle, m = j - 1 \), and we obtain

\[
\mu_1 = \arccos \left( \frac{4h - 1 + \frac{2}{j}}{2 \text{Disc}} \right),
\]
\[
\varepsilon_1 = -\frac{1}{2} \left( \frac{5j - 10}{8j} + 2h(j - 2) + \text{Disc} \right) , \quad \text{and} \quad (B4)
\]
\[
\text{Disc} = \frac{1}{2} \sqrt{\left(4h - 1 + \frac{2}{j}\right)^2 + \frac{3(2j - 1)(2j - 1)}{4j^2}}.
\]

In the classical limit, we get the approximate energy gap

\[
\lim_{j \rightarrow \infty} (\varepsilon_1 - \varepsilon_0) = -\frac{1}{4} \left( \frac{\sqrt{(4h - 1)^2 + \frac{8}{j}} + \sqrt{(4h - 1)^2 + \frac{8}{j^2}}}{j} \right) \approx -\frac{1}{4} \quad \text{for a large } h . \quad \text{(B5)}
\]

Appendix C: Concurrence of \( |\chi \rangle \langle \chi|\)

We have \( N \)-body symmetric quantum states such as \( |\chi \rangle \langle \chi| \) and \( |e\rangle \langle e| \) in Sec. II, and here we are interested in their quantum entanglement. It is shown in [80] that, for every symmetric state, the two-body reduced density matrix can be expressed as

\[
\rho = \begin{pmatrix} a_+ & d_+^* & b^* \\ d_+ & c & d_+^* \\ b & d & a_- \end{pmatrix} , \quad \text{where} \quad (C1)
\]

\[
a_\pm = \frac{1}{2} \left( 1 \pm \frac{4 \langle J_x \rangle_N}{N^2} + \frac{4 \langle J_y \rangle_{N^2} - \langle J_x \rangle_{N^2}}{N^2 - N} \right) ,
\]
\[
b = \frac{\langle J_y \rangle_{N^2} - \langle J_y \rangle_{N^2} + \langle J_x \rangle_{N^2}}{N^2 - N} ,
\]
\[
c = \frac{N^2 - 4 \langle J_x \rangle_{N^2}}{4(N^2 - N)} ,
\]
\[
d_\pm = \frac{1}{2} \left( \frac{\langle J_y \rangle_{N^2} + \langle J_x \rangle_{N^2}}{N} \pm \frac{\langle J_x \rangle_{N^2} - \langle J_x \rangle_{N^2} + \langle J_y \rangle \rangle_{N^2}}{N^2 - N} \right) ,
\]

and \( [A, B]_+ := AB + BA \). The matrix in [C1] is in the basis \( \{ |1 z_{\uparrow} \rangle, |1 z_{\downarrow} \rangle, |1 z_{\uparrow} \rangle, |1 z_{\downarrow} \rangle \} \), and all the expectation values are computed with the parent \( N \)-spin state from which \( \rho \) is obtained.

Since both \( |\chi\rangle \) and \( |e\rangle \) are eigenkets of the spin-flip operator \( X \) [given in [2]] for \( 0 < h, j < \infty \), and \( X \) anti-commutes with \( J_y, J_z, J_x J_y, \) and \( J_x J_z \), we get the zero expectation values

\[
\langle J_y \rangle = \langle J_z \rangle = \langle J_x J_y \rangle_+ = \langle J_x J_z \rangle_+ = 0 \quad \text{(C2)}
\]

from both the keys. Furthermore, as all the coefficients \( \zeta(|\chi\rangle \rangle \) and \( \zeta(|e\rangle \rangle \) of the two kets are real numbers in the basis \( B_x \) of [9], the matrix in [C1] will be real (that is, \( \rho = \rho^* \)), and thus \( \langle J_y, J_z \rangle_+ = 0 \). So, in the case of approximate \( |\chi\rangle \) and exact \( |e\rangle \) eigenkets of Hamiltonian
and we get the eigenvalues

\[ \begin{align*}
\lambda_1 &= 0 \\
\lambda_2 &= (a - b)^2 \\
\lambda_3 &= \frac{(a+b)^2 + 4(e^2 - 2d^2) + (a+b-2c)\sqrt{(a+b+2c)^2 - 16d^2}}{2} \\
\lambda_4 &= \frac{(a+b)^2 + 4(e^2 - 2d^2) - (a+b-2c)\sqrt{(a+b+2c)^2 - 16d^2}}{2}
\end{align*} \]

In the case of exact ground and first excited energy eigenkets \(|\psi_{0,1}\rangle\), we exploit (C3) and (C4) to numerically compute the concurrence and present the results in Fig. 4.

In the case of \(|\chi_{\pm}\rangle\), \(\theta = \theta_0\), we get

\[ \begin{align*}
a^{(\pm)} &= \frac{1 + \cos \theta^2 \pm \sin \theta^N}{4(1 \pm \sin \theta^N)}, \\
b^{(\pm)} &= \frac{\sin \theta^2 \pm (1 + \cos \theta^2) \sin \theta_0^{N-2}}{4(1 \pm \sin \theta^N)}, \\
c^{(\pm)} &= \frac{\sin \theta^2(1 \pm \sin \theta^N-2)}{4(1 \pm \sin \theta^N)}, \quad \text{and} \\
d^{(\pm)} &= \frac{\sin \theta(1 \pm \sin \theta^N-2)}{4(1 \pm \sin \theta^N)},
\end{align*} \]

which give

\[ \begin{align*}
\lambda_2 &= \frac{\cos \theta^4(1 \mp \sin \theta^N-2)^2}{4(1 \pm \sin \theta^N)^2}, \\
\lambda_3 &= \frac{\cos \theta^4(1 \pm \sin \theta^N-2)^2}{4(1 \pm \sin \theta^N)^2}, \quad \text{and} \\
\lambda_4 &= 0, \quad \text{and thus} \\
C_{\chi_{\pm}} &= \pm \sqrt{\lambda_3} \mp \sqrt{\lambda_2}.
\end{align*} \]

The concurrences \(C_{\chi_{\pm}}\) of \(|\chi_{\pm}\rangle\) is rewritten in (16) and plotted in Fig. 4.

Since the kets \(|\chi_{0,1}\rangle\) in (12) are expressed in the basis \(E_x = \{|m\rangle_x\}, m = 0\ldots j\), it is easy to represent their reduced density matrix

\[ \rho_x = \begin{pmatrix}
v & 0 & 0 & u \\
0 & w & w & 0 \\
w & w & 0 & 0 \\
u & 0 & 0 & v'
\end{pmatrix} \]

in the basis \(|\uparrow_x\rangle, |\downarrow_x\rangle, |\downarrow_x\rangle, |\downarrow_x\rangle\rangle. The matrices in (C8) and (C7) are related via the local unitary transformation \(\rho = H \otimes H(\rho_x) H \otimes H\), where the Hadamard operator \(H\) interchanges the bases as \(|\uparrow_x\rangle \leftrightarrow |\downarrow_x\rangle\) and \(|\downarrow_x\rangle \leftrightarrow |\downarrow_x\rangle\rangle. Since H \otimes H commutes with \(\sigma_y \otimes \sigma_y\), we get \(\tilde{\rho} = H \otimes H(\rho_x) H \otimes H\), and the eigenvalues of \(\rho_x H\) are

\[ \begin{align*}
\lambda_1 &= 0, \\
\lambda_2 &= (2w)^2, \\
\lambda_3 &= (\sqrt{vw} + u)^2, \quad \text{and} \\
\lambda_4 &= (\sqrt{vw} - u)^2.
\end{align*} \]

In the case of \(|\chi_0\rangle\), we get

\[ \begin{align*}
v &= (\cos \frac{\mu_1}{2} + \sin \frac{\mu_2}{2})^2 + (\sin \frac{\mu_2}{2})^2 \frac{(N-2)(N-3)}{N(N-1)} \approx 1, \\
v' &= (\sin \frac{\mu_2}{2})^2 \frac{2}{N(N-1)} \approx \sin \frac{\mu_2}{2} \frac{2}{N} , \quad \text{(C9)} \\
u &= \frac{\sin \mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{2}{N(N-1)}} \approx \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{2}{N}} , \\
w &= \frac{(\sin \frac{\mu_2}{2})^2}{2} \frac{2}{N(N-1)} \approx \sin \frac{\mu_2}{2} \frac{2}{N} ,
\end{align*} \]

where the approximation is taken under the condition \(N \gg 1\). For \(j \geq 1\), with \(\text{B3}, \text{C8}, \text{and C9}\), one can realize that the concurrence of \(|\chi_0\rangle\) is \(|\text{B8}|\)

\[ C_{\chi_0} = 2 \max \{ (u-w), 0, (w - \sqrt{vw}v') \} \quad \text{for} \ h \geq 0 \]

\[ = 2(u - w) \quad \text{for} \ h \geq 0.5 \] \hspace{1cm} (C10)

In the case of \(|\chi_1\rangle\), we attain

\[ \begin{align*}
v &= (\cos \frac{\mu_1}{2})^2 \frac{(N-2)}{N} + (\sin \frac{\mu_2}{2})^2 \frac{(N-3)(N-4)}{N(N-1)} \approx 1, \\
v' &= (\sin \frac{\mu_2}{2})^2 \frac{6}{N(N-1)} \approx (\sin \frac{\mu_2}{2})^2 \frac{6}{N} , \quad \text{(C11)} \\
u &= \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{2(N-2) - 1}{N-1}} \approx \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{3}{N}}, \\
w &= \frac{(\sin \frac{\mu_2}{2})^2}{2} \frac{3}{N} \approx \sin \frac{\mu_2}{2} \frac{2}{N \sqrt{N}}.
\end{align*} \]

For \(j \geq 1\), with \(\text{B4}, \text{C8}, \text{and C11}\), we discover that the concurrence of \(|\chi_1\rangle\) is

\[ C_{\chi_1} = 2 \frac{(w - \sqrt{vw}v')}{h} \quad \text{for} \ h \geq 0 \] \hspace{1cm} (C12)

Concurrences \(\text{C10}\) and \(\text{C12}\) are restated in (16) and plotted in Fig. 4.

Appendix D: Geometric entanglement of \(|\chi\rangle\rangle\]

The inner products between the coherent ket \(|\theta, \phi = 0\rangle\approx |\theta\rangle\rangle\) of \(6\) and the approximate eigenkets \(|\chi\rangle\rangle\) of \(8\) and \(12\) are

\[ \langle \theta | \chi \pm \rangle = \frac{\cos \left( \frac{\theta - \theta_0}{2} \right)^N \pm \sin \left( \frac{\theta + \theta_0}{2} \right)^N}{\sqrt{2(1 + \sin \theta_0)^N}}, \]

\[ \langle \theta | \chi_0 \rangle = \cos \frac{\mu_2}{2} \cos \left( \frac{\mu_1}{2} - \frac{\phi}{2} \right)^N + \sin \frac{\mu_2}{2} \sqrt{\frac{2}{N}} \cos \left( \frac{\mu_1}{2} - \frac{\phi}{2} \right)^N - 2 \approx \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{3}{N}}, \]

\[ \langle \theta | \chi_1 \rangle = \cos \frac{\mu_2}{2} \sqrt{\frac{2}{N}} \cos \left( \frac{\mu_1}{2} - \frac{\phi}{2} \right)^N - 1 \approx \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{3}{N}}, \]

\[ \sin \frac{\mu_2}{2} \sqrt{\frac{2}{N}} \cos \left( \frac{\mu_1}{2} - \frac{\phi}{2} \right)^N - 3 \approx \sin \frac{\mu_2}{2} \cos \frac{\mu_1}{2} \sqrt{\frac{3}{N}}. \]
functions of \( \psi \) as per (7), (B3), and (B4), respectively. Graphs at the bottom are connected to \( |\chi_{0,1}\rangle \) that are given for 1 \( \leq \xi \).

We plot their absolute squares as functions of \( \vartheta \) in Fig. 19 for different \( j = \frac{N}{2} \) and \( h \). Recall that \( \theta_0, \mu_0, \) and \( \mu_1 \) are functions of \( j \) and \( h \) as per (7), (B3), and (B4), respectively.

**Appendix E: The least squares method**

In Sec. [III], we have studied the time period \( T \) and the first critical time \( \tau \) as functions of \( j \). They are obtained numerically by the exact diagonalization of Hamiltonian (I). As a result, we get a list of values \( f_j \) for a set of \( j \). Here \( f \) represents \( T \) or \( \tau \). To find a function \( g(j) \) that best fits the data \( \{f_j\} \), we adopt the least squares method described as follows.

We consider three kinds of functions

\[
v(c,j) = \{j^c, e^{j}, \ln(j)\}, \quad \text{where} \quad g(j) = a + b \nu(c,j) \quad \text{and} \quad \text{MSE} = \frac{1}{\Omega} \sum_j (f_j - g(j))^2
\]

is the mean square error. \( \Omega \) denotes the cardinality of the set \( \{f_j\} \). By minimizing MSE over the real parameters \( \{a, b, c\} \) and the three \( \nu \), we obtain the values \( \{a, b, c\} \) and the function \( \nu(c,j) \) that provide the best fit \( g(j) = a + b \nu(c,j) \) for a given data-set, and the least error is MSE := \( \min_{a,b,c,\nu} \text{MSE} \).

**Diverging case:** If the sequence \( f_j \) appears diverging to \( \infty \), we fix \( a = 0 \) for \( a + bj^c \) and \( a + be^{j} \), and then follow the above procedure. Moreover, we cannot pick \( c < 0 \) in (E1). In this case, through the best fit function, we report the nature of divergence: power-law \( j^c \), exponential \( e^{j} \) or logarithmic \( a + b \ln(j) \) (for example, see Tables [III] and [IV]).

Converging case: As \( j \) grows, if the sequence \( f_j \) seems converging to a known value \( f_\infty := \lim_{j \to \infty} f_j \) then we take \( a = f_\infty \) (for instance, see Table [I]), otherwise we obtain the \( \bar{a} \) will be our estimate for \( f_\infty \) (for example, see Table [II]). Here we cannot take \( \nu \) to be \( \ln(j) \) or \( c > 0 \) in (E1). If the best fit function turns out \( g(j) = a + bj^c \) then \( c \leq 0 \) will give an estimate of the log-log finite-size scaling because \( \ln|g(j) - a| = \ln |b| + c \ln(j) \). If the best fit function comes out \( g(j) = a + be^{j} \) then \( c \leq 0 \) will provide an estimate of the log-linear scaling as \( \ln|g(j) - a| = \ln |b| + c j \).

**Appendix F: The rate at the critical time**

Here we begin with \( |\psi_0\rangle = |j\rangle_x \) and \( h_0 = 0 \), the Hamiltonian \( H_1 = -\frac{1}{2}J(x_j)^2 \) is diagonal in the basis \( \mathcal{B}_x \) of (3), and the time evolved ket of (22) will be

\[
|\psi(t)\rangle = \frac{1}{2^j} \sum_{m=-j}^{j} \left( \begin{array}{c} 2j \end{array} \right)^{\frac{1}{2}} \exp \left( i \frac{m^2}{4j} t \right) |m\rangle_x. \quad (F1)
\]

With the coherent ket of (6), one can check that \( |\psi(0)\rangle = |j\rangle_x \) and

\[
|\psi(4j\pi)\rangle = \begin{cases} 
|\rangle_x & \text{when } j \in \mathbb{Z} \\
|+\rangle_x & \text{when } j \in \mathbb{Z} + \frac{1}{2}
\end{cases} \quad (F2)
\]

up to a global phase factor, where \( \mathbb{Z} \) and \( \mathbb{Z} + \frac{1}{2} \) are the sets of integers and of half-integers, respectively. For an integer \( j \), at the time \( t = 4j\pi \), the phase factors in (F1) becomes \( \exp \left( i \frac{m^2}{4j} \pi \right) = +1 \) and \( -1 \) for an even and odd \( m \), respectively. Therefore, we get \( |\rangle_x \) in (F2). When \( j \in \mathbb{Z} + \frac{1}{2} \), all the magnetic quantum numbers are of the form \( m = k \pm \frac{1}{2} \), where \( k \in \mathbb{Z} \). Consequently, \( m^2 = k(k+1) + \frac{1}{4} \), and all the phase factors are the same \( \exp \left( i \frac{m^2}{4j} \pi \right) = \exp \left( \frac{i\pi}{2} \right) \) at \( t = 4j\pi \), because \( k(k+1) \) is an even number. As a result, we get \( |+\rangle_x \) in (F2).

Through (F2), we gain

\[
x(4j\pi) = \begin{cases} 
-1 & \text{when } j \in \mathbb{Z} \\
+1 & \text{when } j \in \mathbb{Z} + \frac{1}{2}
\end{cases} = p(4j\pi), \quad (F3)
\]

where \( x \) is the \( x \)-component of the spin vector \( \mathbf{s} \) of (23), and the return probability \( p \) is defined in (26). In fact, relations (F2) and (F3) hold true for any integral multiple of \( t = 4j\pi \) as the motion is periodic [see Fig. 20], and \(|\psi(8j\pi)\rangle = |+\rangle_x \) when \( j \in \mathbb{Z} \). Hence, we obtain the time period (41).
TABLE V. The best fit functions for the rate at the critical time. This is the list of best fit functions for the data \( \{N r(\tau_j)\} \) presented in Fig. 22. The g-functions are illustrated by the red curves in the figure. In terms of MSE, one may get slightly better fit functions than those presented below.

| \( h_{\text{in}} \) | \( h_t \) | \( g(j) \) | MSE |
|---|---|---|---|
| 0 | 0.2 | 5.35438 + 0.0817136 j | 2.25784 |
| 0 | 0.3 | 5.82377 + 0.103983 j | 1.45764 |
| \( \infty \) | 0.001 | 4.67689 j^{0.11} | 3.73926 |
| \( \infty \) | 0.5 | 0.168449 j^{0.45} | 0.00510471 |

Furthermore, we acquire

\[
\begin{align*}
x(t) &= \frac{1}{j} \langle \psi(t)|J_z|\psi(t)\rangle \\
&= \frac{1}{2j} \sum_m \left( \frac{2j}{j + m} \right) (j - m) \cos \left( \frac{2m + 1}{4j} t \right) \\
&= \left( \cos \frac{t}{4j} \right)^{2j - 1}.
\end{align*}
\]  \hfill (F4)

As per [F4], we have \( x(2j\pi) = 0 \) for all \( j \geq 1 \), and \( x \) is a nonnegative function of \( t \) for every \( j \in \mathbb{Z} + \frac{1}{2} \). Since \( J_z \) commutes with the final Hamiltonian here, we get

\[
\begin{align*}
\langle \psi(t)|J_z|\psi(t)\rangle &= \langle \psi_{\text{in}}|J_z|\psi_{\text{in}}\rangle = 0 \\
\langle \psi(t)|(J_z)^2|\psi(t)\rangle &= \langle \psi_{\text{in}}|(J_z)^2|\psi_{\text{in}}\rangle = \frac{1}{2j} \\
\end{align*}
\]

and thus

\[
\begin{align*}
m = 0 \quad \text{and} \quad m' = \frac{1}{2j}
\end{align*}
\]  \hfill (F5)

are the dynamical order parameters for every \( j \).

In the case of a half-integer \( j \), we discover that the probability \( p \) reaches its global minima at the first time \( t = 2\pi j \) [see Fig. 20]. Then the so-called Loschmidt amplitude becomes

\[
\begin{align*}
\langle \psi_{\text{in}}|\psi(2j\pi)\rangle &= \frac{1}{2j} \sum_m \left( \frac{2j}{j + m} \right) \exp \left( \frac{m^2}{2} \right) \\
&= \frac{2j + \frac{1}{2}}{2j} \exp \left( \frac{\pi}{8} \right) \quad \text{and} \\
p(2j\pi) &= \frac{2j + \frac{1}{2}}{2j} \approx \frac{1}{2j} \quad \text{for} \quad j \geq 1. \quad \text{(F6)}
\end{align*}
\]

In Fig. 20, one can see that the first kink in the return rate \( r(t) \) of (20) develops at the time \( \tau \) when the probability hits its lowest value. So, from (F3) and (F6), we deduce the value of \( \tau \) and report it in (41). Since \( p = 0 \) in (F3), the rate diverges even for a finite \( j \in \mathbb{Z} \) [see Fig. 20]. Whereas, for \( j \in \mathbb{Z} + \frac{1}{2} \), we get \( r(2j\pi) \approx \ln(2) \) for \( j \geq 1 \) from (F6). This completes the proof and discussion of (41).

Now we investigate the rate at the critical time \( \tau(\tau_j) \). For \( h_{\text{in}} \to \infty \), we plotted the inverse of the probability \( p(t) \) of (26) in Fig. 21. In the case of \( h_t = 0.5 \), one can observe that the peak at \( t \approx 38 \) gets higher and
sharper with the system size $N = 2j$. Whereas, in the case of $h t = 0.51$, the peak around $t = 23$ gets shorter and smoother with $j$. It does not change that there will be no kink in $r(t)$ for $h t > \frac{1}{2}$ (the regular phase)\(22\).\(71\).

Recall that the height of the first kink is $r(\tau)$, and we present the rescaled rate $N r(\tau) = \ln(\frac{1}{r(\tau)})$ in Fig. 22 for both Secs. IIIA and IIIB. In Table VII, the best fit functions for these data-sets are given. In the case of Sec. IIIA where $h_m = 0$, the data $\{N r(\tau_j)\}$ exhibit a linear behavior with $j$, which suggests $\lim_{j \to \infty} r(\tau_j)$ goes to a nonzero value for both $h t = 0.2, 0.3$. These two $h_t$-values lie on the two sides of the dynamical critical point. In the case of Sec. IIIB where $h_0 \to \infty$, the best fit function in Table VI suggest $N r(\tau_j) \sim b_j^c$ where $0 < c < 1$. It implies that $\lim_{j \to \infty} r(\tau_j)$ goes to zero with a power-law.
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