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We show that the introduction of two worldline parameters defines a different approach to computations in the effective field theory approach to the two-body problem in General Relativity and present some preliminary evidence for a reduction in computational complexity. These parameters obey a polynomial equation whose perturbative expansion recovers an infinite series of diagrams. Furthermore, we show that our equations define an effective two-body horizon for interacting particles in General Relativity; in the circular orbit case, it corresponds to the smallest conceivable separation up to which the orbit can remain circular. We expect our results to simplify higher-order computations in the two-body problem, as well as to give insights on the nonperturbative properties of interacting binaries.
I. INTRODUCTION

Gravitational waves (GW) from compact binaries [1, 2] provide exciting new challenges for our understanding of gravity in the strong-field regime. Waveform modeling require precise theoretical predictions on the two-body dynamics in General Relativity (GR) [3] for the LIGO/Virgo data analysis [4, 5], as well as for the future interferometers such as LISA [6] and Einstein Telescope [7]. The inspiral part is well described by the slow-motion, weak-field or post-Newtonian (PN) approximation [8], while for the last stages of the dynamics Numerical Relativity is needed [9]. More recently, Effective Field Theory (EFT) ideas from particle physics have been applied to the two-body problem [10, 12] in the framework of Non-Relativistic General Relativity (NRGR). The perturbative computations of the post-Newtonian approximation have been successfully translated in a series of Feynman diagrams. The current state-of-the art computation in NRGR is at the 4PN level (i.e., \( v^8 \) beyond the Newtonian order where \( v \ll 1 \) is the typical velocity of the two bodies) [13, 16]; this computation confirmed earlier results obtained in the PN formalism [17, 24]. Furthermore, NRGR has been generalized to include spin and this yielded results which up to date have not been obtained by any other methods [25, 30].

In a parallel development, the field of scattering amplitudes [31] has come into contact with the post-Minkowskian (PM) approach to the two-body problem. Compared to the PN formalism, the PM philosophy is to keep the velocity arbitrary while still expanding observables for weak fields. This procedure is well adapted to scattering processes in which velocities may be high but such that one still restricts to large values of the impact parameter. The scattering angle is known at the 3PM order [32] and can be translated in conservative Hamiltonians for binary systems [33] allowing for a useful cross-check with the PN formalism within their overlapping domain of validity. Even if the PM computations are far from reaching the same perturbative order as the PN ones, one can argue that they provide a somewhat more exact result at the same order since they are exact to all orders in velocity [34]. In this article, we will adopt the PM philosophy in the sense that our results will be nonperturbative in some part of the dynamics, while still being perturbative in the other part. This is achieved by a simplification of the Feynman rules of NRGR, such that no perturbative assumption is made on the matter sector. Let us now be more precise about this statement.

In NRGR as well as in the PN formalism, the binary constituents (considered nonspinning here for simplicity) are modeled as point-particles. The Feynman diagrams of the two point-particles involve graviton vertices connected by propagators. The vertices are of two types: the bulk nonlinearities originating from the Einstein-Hilbert action, and the worldline couplings coming from the matter action describing the two point-particles. In this article, we point out that the introduction of two worldline parameters - or einbeins - allows to drastically simplify the worldline couplings, leaving an action containing only a linear coupling of the graviton to the source. The number of Feynman diagrams needed to evaluate the action at each perturbative order is thus greatly reduced, so that the only computational obstacle in the two-body problem is entirely contained in the Einstein-Hilbert action. Such a procedure is the perfect analogue of going from the Nambu-Goto to the Polyakov action in string theory [35]. Concerning the two-body problem, similar worldline parameters were also introduced in [36] in the ultra-relativistic limit of NRGR and in [37] to resum a series of Feynman diagrams when considering disformally coupled scalar fields.

Next, we investigate in more detail the physical properties of the worldline parameters which we introduced. In the case of circular orbits, these are known as the redshift variables [38] as they represent the redshift of a photon emitted close to the point-particles and detected at large distance from the system. We find that these variables obey a fifth-order polynomial equation whose properties are examined in both the static and circular orbit case. We note that this equation does not admit solutions for close enough binaries, so that it allows to define an effective 'effective horizon' more precisely, we find that for a critical separation no circular orbit can exist at all for the two bodies [38, 10]; this computation confirmed earlier results obtained in the PN formalism [17, 24]. Furthermore, NRGR has been generalized to include spin and this yielded results which up to date have not been obtained by any other methods [25, 30].

In the following we use units in which \( G = c = 1 \), we define Planck's mass by \( M_P^2 = 1/(8\pi G) \) where \( G \) is Newton's constant, and we use the mostly plus metric convention.

II. INTEGRATING OUT GRAVITY

Let us begin by summarizing the NRGR approach to the two-body dynamics in GR [10, 11]. Along the way, we will introduce the worldline parameters. We take our action to be the one of GR, i.e

\[
S = \frac{M_P^2}{2} \int \mathrm{d}^4 x \sqrt{-g} R + S_{m,1} + S_{m,2},
\]

(1)

where the matter action is constituted of two point-particles \( \alpha = 1, 2 \),

\[
S_{m,\alpha} = -m_\alpha \int \mathrm{d}t \sqrt{-g_{\mu\nu} v^\mu_\alpha v^\nu_\alpha}, \quad v^\mu_\alpha = \frac{\mathrm{d}x^\mu_\alpha}{\mathrm{d}t}.
\]

(2)
In the NRGR formalism, the key quantity is the effective action formally defined as the path integral of the action,

\[ e^{iS_{\text{eff}}} = \int \mathcal{D}h_{\mu\nu} e^{iS} \, . \]  

(3)

The path integral is calculated with a Feynman expansion, by expanding the Ricci scalar and the point-particle action in powers of \( h_{\mu\nu} \). The quadratic term defines the propagator of the gravitational field, while the infinite series due to the nonlinearities of GR give the vertices in the diagrams. The essential point of this article is that the nonlinearities associated to the point-particle action (we will refer to them as \textit{worldline} nonlinearities) can be computed exactly, by introducing two auxiliary parameters (we will give their physical interpretation in Section V; notice that such parameters were also introduced in the ultra-relativistic limit of NRGR in [36]). Let us rewrite each point-particle action as

\[ S_{m,\alpha} = -\frac{m_{\alpha}}{2} \int dt \left[ e_\alpha - g_{\mu\nu} v_\alpha^\mu v_\alpha^\nu \right] . \]  

(4)

Variation with respect to the einbein gives \( e_\alpha = \sqrt{-g_{\mu\nu} v_\alpha^\mu v_\alpha^\nu} \) which yields back the original point-particle action \( 2 \). Instead, we will keep the \( e_\alpha \) undetermined from now on and integrate out the gravitational field. The crucial improvement that this procedure yields is that the point-particle vertex is now \textit{linear} in the gravitational field, allowing for an \textit{exact} computation of the effective action.

Let us split \( g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}/M_P \). We add to the action the following harmonic gauge-fixing term \( \text{[4]} \) (so that our results will be expressed in harmonic coordinates):

\[ S_{\text{GF}} = -\frac{M_P^2}{4} \int d^4x \sqrt{-g} \Gamma^\mu, \quad \Gamma^\mu = \Gamma^\mu_{\alpha\beta} g^{\alpha\beta} , \]  

(5)

\( \Gamma^\mu_{\alpha\beta} \) being the Christoffel symbols for the metric \( g_{\mu\nu} \). Expanding in \( h_{\mu\nu}/M_P \), the total quadratic term in the action is

\[ S^{(2)} = -\frac{1}{8} \int d^4x \left[ -\frac{1}{2} (\partial_{\mu} h_{\alpha}^\mu)^2 + (\partial_{\mu} h_{\nu}^\mu)^2 \right] , \]  

(6)

which defines the propagator,

\[ \langle Th_{\mu\nu}(x) h_{\alpha\beta}(x') \rangle = D_F(x - x') P_{\mu\nu;\alpha\beta} , \]  

(7)

where \( T \) denotes time ordering, the Feynman propagator \( D_F(x - x') \) is given by

\[ D_F(x_1 - x_2) = \int \frac{d^4k}{(2\pi)^4} \frac{-i}{k^2 - i\epsilon} e^{-ik(x_1 - x_2)} , \]  

(8)

the term \( i\epsilon \) is the prescription for the contour integral, and the tensor \( P_{\mu\nu;\alpha\beta} \) is

\[ P_{\mu\nu;\alpha\beta} = 2 (\eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha} - \eta_{\mu\nu} \eta_{\alpha\beta}) . \]  

(9)

The real part of \( iD_F \), which contains all the information needed to extract the conservative dynamics of the system, can be computed using \( 1/(k^2 - i\epsilon) = PV(1/k^2) + i\pi\delta(k^2) \) and reads

\[ \text{Re} iD_F(x_1 - x_2) = \frac{1}{8\pi |x_1 - x_2|} (\delta(t_1 - t_2 - |x_1 - x_2|) + \delta(t_1 - t_2 + |x_1 - x_2|)) . \]  

(10)

The theory defined by eqs. \( \text{[6]} \) and \( \text{[4]} \) is now a simple quadratic theory linearly coupled to two sources. We can thus obtain exactly the effective action. Of course this neglects the higher-order vertices in \( h_{\mu\nu} \) arising from the expansion of the Einstein-Hilbert action and from the gauge-fixing term (we call them \textit{bulk} nonlinearities in the following). These vertices are suppressed by 1PN order in the PN expansion, so that strictly speaking our computation will be of 0PN order. On the other hand our result should generalize the 1PM results \( \text{[3]} \), since the 1PM order consists in taking the full graviton propagator \( \text{[10]} \) with a linearized source term \( \text{[4]} \).

We rewrite the point-particle action as

\[ S_{m,\alpha} = -\frac{m_{\alpha}}{2} \int dt \left[ e_\alpha + \frac{1 - v_\alpha^2}{e_\alpha} \right] \]  

(11)

\[ + \frac{m_{\alpha}}{2M_P} \int dt \frac{h_{\mu\nu} v_\alpha^\mu v_\alpha^\nu}{e_\alpha(t)} , \]  

(12)
where the first line does not depend on the gravitational field. The couplings of the graviton to the point-particle give rise to only one Feynman diagram, represented in Figure 1. It is easily computed as

$$iS_{\text{eff}} = \frac{i m_1 m_2}{2 M_P} \int \frac{d t_1}{e_1(t_1)} \frac{d t_2}{e_2(t_2)} P_{\mu\nu;\alpha\beta} \Gamma^\mu_{1\alpha} \Gamma^\nu_{2\beta} D_{\gamma\delta}(t_1 - t_2, \mathbf{x}_1(t_1) - \mathbf{x}_2(t_2)) .$$

We will ignore retardation effects as a first step, and show after how to include them. This means that we set $t = t'$ in the Feynman propagator giving the final effective action where the gravitational field has been effectively removed.

$$S_{\text{eff}} = \int dt \left[ -\frac{m_1}{2} \left( e_1(t) + \frac{1 - v_1^2}{e_1(t)} \right) - \frac{m_2}{2} \left( e_2(t) + \frac{1 - v_2^2}{e_2(t)} \right) + \frac{\lambda G m_1 m_2}{e_1 e_2 r} \right] ,$$

where $r = |\mathbf{x}_1 - \mathbf{x}_2|$ and $\lambda$ is a combination of the two velocities,

$$\lambda = 1 + v_1^2 + v_2^2 - 4 \mathbf{v}_1 \cdot \mathbf{v}_2 - v_1^2 v_2^2 + 2(\mathbf{v}_1 \cdot \mathbf{v}_2)^2 .$$

In the following, we will sometimes refer to the first two terms of this equation as the "kinetic" Lagrangian, and the last one as the "interaction" Lagrangian, even if the separation between kinetic and potential energy is only valid in the Newtonian limit.

It is straightforward to generalize the precedent result to include retardation effects. The first delta function in the Feynman propagator fixes the time $t_2$ to be the retarded time, defined by the equation

$$t_2^R = t_1 - [\mathbf{x}_1(t_1) - \mathbf{x}_2(t_1^R)] ,$$

and the second delta function is just a relabeling $1 \leftrightarrow 2$. Taking into account the Jacobian in the delta function, we obtain the action

$$S_{\text{eff}} = \int dt \left[ -\frac{m_1}{2} \left( e_1(t) + \frac{1 - v_1^2}{e_1(t)} \right) - \frac{m_2}{2} \left( e_2(t) + \frac{1 - v_2^2}{e_2(t)} \right) + \frac{\lambda G m_1 m_2}{2 e_1(t) e_2(t)} \right] \frac{\lambda(t, t^R) G m_1 m_2}{|\mathbf{x}_1(t) - \mathbf{x}_2(t^R)| - \mathbf{v}_2(t^R) \cdot (\mathbf{x}_1(t) - \mathbf{x}_2(t^R))} + (1 \leftrightarrow 2) ,$$

where we have highlighted the fact that in $\lambda$, the velocity of the second particle should be evaluated at retarded time. This Lagrangian shows causal propagation from particle 2 to particle 1 and vice-versa. The symmetric term $(1 \leftrightarrow 2)$ can also be rewritten as a dependence on advanced time, as in the Feynman-Wheeler absorber theory.

This Lagrangian has a number of interesting properties. First, it is exactly Poincaré invariant, as we have integrated out gravitons without breaking Poincaré invariance. At the level of the effective Lagrangian, while the invariance under spacetime translations and space rotations is obvious, it is not immediately clear that $L$ is also invariant under Lorentz boosts. But remember that the combination of velocities in $\lambda$ comes from the Lorentz invariant contraction $P_{\mu\nu;\alpha\beta} \Gamma^\mu_{1\alpha} \Gamma^\nu_{2\beta}$, while the Liénard-Wiechert dependence on the positions is also Lorentz invariant. Contrast this with the usual post-Newtonian Lagrangian, which is Lorentz invariant only to next order in the PN expansion.

This exact Poincaré invariance implies the conservation of the ten usual quantities: momentum, angular momentum, energy and center-of-mass theorem. We will use these conserved quantities to derive the equations of motion of circular orbits in Section V.

Another particularity of the Lagrangian (17) (which in fact is just a consequence of its Poincaré invariance) is that it is conservative, i.e. it represents a system which does not dissipate any energy in the form of gravitational waves. Of course, such a system is perfectly unphysical, but conservative Lagrangians are nonetheless useful because there is a clean separation between conservative and dissipative dynamics in most approaches to the two-body problem. Some properties of the full dynamics are due to its conservative part (such as the existence of an innermost circular orbit), and other properties emerge from the dissipative part (such as the adiabatic inspiral of the two point-particles). In this article we will only focus on conservative dynamics.

Finally, it is easy to show that by integrating out the einbeins $e_\alpha$ in a PM expansion (i.e, an expansion in powers of $G$), one recovers the 1PM Lagrangian presented in [10].
III. POST-NEWTONIAN EXPANSION

A. Instantaneous dynamics

Let us now focus on the instantaneous Lagrangian [14] and show how we recover the standard post-Newtonian expansion. To get the effective two-body dynamics from the Lagrangian [14], one should integrate out the two auxiliary parameters. This gives the two equations

\[
e_1^2 = 1 - v_1^2 - \frac{2\lambda G m_2}{e_2 r}, \\
e_2^2 = 1 - v_2^2 - \frac{2\lambda G m_1}{e_1 r},
\]

which together imply a fifth-order equation for $e_1$,

\[
(e_1^2 - 1 + v_1^2)^2 \left( e_1 (1 - v_2^2) - \frac{2\lambda G m_1}{r} \right) - \frac{4\lambda^2 G^2 m_2^2 e_1}{r^2} = 0,
\]

which will be central in what follows. By applying the post-Newtonian scaling $1/r = O(v^2) \ll 1$ it is easy to perturbatively solve this equation. There are four branches of solutions and we select the one whose PN expansion is consistent. We find

\[
e_1 = 1 - \frac{1}{2} \left( v_1^2 + \frac{2Gm_2}{r} \right) - \frac{1}{8} \left( v_1^4 + \frac{Gm_2}{r} (12v_1^2 + 12v_2^2 - 32v_1 \cdot v_2) + \frac{4G^2 m_2 (m_2 + 2m_1)}{r^2} \right) + O(v^6),
\]

which gives the two-body Lagrangian up to order $O(v^6)$,

\[
L = -(m_1 + m_2) + \frac{1}{2} \left( m_1 v_1^2 + m_2 v_2^2 + \frac{2Gm_1 m_2}{r} \right) + \frac{1}{8} \left( m_1 v_1^4 + m_2 v_2^4 + 4Gm_1 m_2 \left( 3v_1^2 + 3v_2^2 - 8v_1 \cdot v_2 \right) + \frac{4G^2 m_1 m_2 (m_1 + m_2)}{r^2} \right) + O(v^6).
\]

In the $O(v^2)$ term we recognize the usual Newtonian potential. The next order should give the 1PN or Einstein-Infeld-Hoffmann Lagrangian. However, recall that we do not yet consider bulk nonlinearities, as well as propagators corrections coming from retarded effects. This means that our expression should only recover diagrams 4b, 4c and 5b of Ref. [10], and it is indeed the case. It is remarkable that by a single linear diagram one can get directly the diagrams with nonlinear wordline fields insertions such as diagram 5b of Ref. [10]. Once propagator insertions are included, to obtain the full 1PN Lagrangian we will only miss one diagram which is the one with the cubic graviton vertex given by Figure 5b in Ref. [10].

Going further, one may want to check if this property holds also at the 2PN order. Continuing the procedure outlined before, we find

\[
L_{2PN} = \frac{1}{16} \left( m_1 v_1^6 + m_2 v_2^6 + \frac{2Gm_1 m_2}{r} \left( 7v_1^4 + 7v_2^4 + 2v_1^2 v_2^2 - 16v_1 \cdot v_2 (v_1 + v_2) + 16(v_1 \cdot v_2) \right) + 4G^2 m_1 m_2 \left( v_1^2 (6m_1 + 7m_2) + v_2^2 (6m_2 + 7m_1) - 16v_1 \cdot v_2(m_1 + m_2) \right) + 8G^3 m_1 m_2 (m_1 + m_2)^2 \right).
\]

The 2PN conservative Lagrangian in the NRGR formalism has been derived in Ref. [42]. However, when comparing our results one should be careful about the fact that Ref. [42] uses a different parametrization of the metric, namely the Kol-Smolkin variables [33],

\[
g_{\mu\nu} = \begin{pmatrix} c^{2\phi/M_P} & -e^{2\phi/M_P} A_j/M_P \\ -e^{-2\phi/M_P} A_i/M_P & c^{-2\phi/M_P} \gamma_{ij} + e^{2\phi/M_P} A_i A_j/M_P^2 \end{pmatrix},
\]

where the metric excitations are described in terms of one scalar $\phi$, one vector $A_i$ and one tensor $\gamma_{ij}$. Thus, our perturbation $h_{\mu\nu}$ contains in fact an infinite number of powers of $\phi$. This means that our linearized Einstein-Hilbert
Figure 2: The seven Feynman diagrams needed at 2PN order. Each vertex is labeled with the corresponding term it refers to in the expansion of the square root in the matter action \([2]\). Each diagram which is not symmetric under the exchange \(1 \leftrightarrow 2\) should be added with its symmetric counterpart.

In the following we will separate the radial and velocity dependence of the different terms at a given PN level. This means that at 2PN order, there are four classes of terms entering eq. \((22)\): \(O(v^6)\) (trivial since it just comes from the expansion of \(\sqrt{1-v^2}\)), \(O(v^4/r)\), \(O(v^2/r^2)\) and \(O(1/r^3)\). The diagrams giving the \(O(v^4/r)\) terms do not involve any bulk vertices, so that we can directly compare our results to those of Ref. \([12]\) which are contained in diagrams \(a, d\) and \(f\) of this reference. Indeed, the sum of these diagrams exactly gives the first line of eq. \((22)\).

Concerning the second line of eq. \((22)\), we will rather evaluate ourselves the diagrams needed without using the Kol-Smolkin variables for the reason explained above. The diagrams needed to be evaluated are represented in Figure 2; since they do not involve bulk nonlinearities, they are rather straightforward to evaluate using the rules of NRGR. We find

\[
\begin{align*}
\text{Fig 2a} &= i \frac{G^2 m_1 m_2^2}{r^2} v_1^2 + (1 \leftrightarrow 2), \\
\text{Fig 2b} &= i \frac{G^2 m_1 m_2^2}{2r^2} v_2^2 + (1 \leftrightarrow 2), \\
\text{Fig 2c} &= i \frac{3G^2 m_1 m_2^2}{4r^2} v_1^2 + (1 \leftrightarrow 2), \\
\text{Fig 2d} &= i \frac{G^2 m_1 m_2^2}{r^2} v_2^2 + (1 \leftrightarrow 2), \\
\text{Fig 2e} &= -4i \frac{G^2 m_1 m_2^2}{r^2} v_1 \cdot v_2 + (1 \leftrightarrow 2), \\
\text{Fig 2f} &= i \frac{G^3 m_1 m_2^3}{2r^3} + (1 \leftrightarrow 2), \\
\text{Fig 2g} &= i \frac{G^3 m_1^2 m_2^2}{r^3}.
\end{align*}
\]

Summing all these different contributions, we recover exactly the second line of the 2PN Lagrangian \((22)\). However, we also discover that our resummation technique is somewhat not so interesting as one could naively imagine: indeed, all of the diagrams in Figure 2 are quite easy to compute compared to diagrams involving bulk vertices like the one in Figure 5b of Ref. \([10]\). This means that the true complexity of the GR two-body problem is not contained in the (point-particle) matter sector, but in the gravitational action.
B. Retardation effects

In this Section we will include the retardation effects in the 1PN and 2PN Lagrangians and show that we also recover known results (in the NRGR formalism, these are taken into account by modifications of the propagator). To do so, it is convenient to rewrite the Feynman propagator as

\[
D_F(x_1 - x_2) = \frac{-i}{4\pi} \sum_n \frac{(-1)^n}{(2n)!} |x_1 - x_2|^{2n-1} \frac{d^{2n}}{dt_1^n dt_2^n} \delta(t_1 - t_2),
\]

where we have expanded the delta functions in term of \(|x_1 - x_2|\). This shows that the interacting action can be rewritten as

\[
S_{\text{int}} = \sum_n \frac{(-1)^n}{(2n)!} \int dt \frac{d^{2n}}{dt_1^n dt_2^n} \left[ \frac{G m_2 l(t_1, t_2)}{e_1(t_1) e_2(t_2)} |x_1(t_1) - x_2(t_2)|^{2n-1} \right]_{t_1 = t_2 = t}.
\]

Note that it is not a total derivative as it may seem at first glance. To this interacting action one should also add the 'kinetic' action in the first line of Eq. (17).

At the 1PN level, one can simply set \(e_1 = e_2 = \lambda = 1\) and compute the \(n = 1\) term in eq. (32) (even if \(e_1\) or \(e_2\) are modified by retardation effects, this dependence will cancel at this order because the 'kinetic' Lagrangian involves the combination \(e_\alpha + 1/e_\alpha\)). This yields

\[
L_{1\text{PN, retarded}} = \frac{G m_2 m}{2r} (v_1 \cdot v_2 - (v_1 \cdot n)(v_2 \cdot n)),
\]

where \(n = x_1 - x_2\). This is exactly diagram 4a of Ref. [10].

At the 2PN level, modifications to the einbeins will need to be taken into account. To this aim, it is convenient to rewrite the interacting action using integration by parts as

\[
S_{\text{int}} = \sum_n \frac{(-1)^n}{(2n)!} \int \frac{d^{2n}}{dt_1^n dt_2^n} \left[ \frac{G m_2 l(t_1, t_2)}{e_1(t_1) e_2(t_2)} |x_1(t_1) - x_2(t_2)|^{2n-1} \right]_{t_1 = t_2 = t}.
\]

which allows for a direct variation of the action with respect to \(e_1\) and \(e_2\).

There are now three contributions from retardation effects to the effective action at the 2PN order: the \(n = 2\) term in eq. (32) taking \(e_1 = e_2 = \lambda = 1\), the \(n = 1\) term in the same equation with the 1PN correction to \(e_1\), \(e_2\) and \(\lambda\), and the 2PN term in the kinetic Lagrangian coming from the 1PN correction to \(e_1\) and \(e_2\). We consider here only corrections to the \(\mathcal{O}(v^4/r)\) sector of the Lagrangian to allow for a direct comparison with Ref. [22], as explained in the previous Section. Taking them all into account recovers exactly diagrams \(b, c\) and \(e\) of this reference.

C. Finite-size effects

A great improvement of our approach compared to standard NRGR is that finite-size effect have a more direct graphical interpretation: they are the only non-minimal couplings to the point-particles worldlines. These effects are known to arise at the 5PN order for nonspinning sources and consequently necessitate the knowledge of the PN dynamics up to this very high order. Following [11], we can model finite-size effects at lowest order by adding a term in the action

\[
\frac{C_E}{M_p^2} \int dt (\partial_i \partial_j h_{00})^2,
\]

where the coefficient \(C_E\) is related to Love numbers with a scaling \(C_E \sim r_s^5/G\) with \(r_s\) the size of the source. We choose here to treat these kind of operators perturbatively, while still staying nonperturbative in the lowest-order point-particle coupling \(-m \int dt\). Hence a simple Feynman diagram gives the lowest-order contribution of finite-size effects to the effective Lagrangian [17]:

\[
\text{Figure 3} = 24i \frac{G^2 C_{E,1} m_2^2}{e_2^2 r_s^6} + (1 \leftrightarrow 2).
\]
Figure 3: Leading order contribution to the finite-size effects. The dotted line represents an insertion of the nonminimal coupling operator. The diagram should be added with its symmetric counterpart.

IV. STATIC POTENTIAL

Having confidently established the perturbative validity of our Lagrangian, we will now analyze in more details the non-perturbative effects it implies. By non-perturbative we mean that we do not resort to any post-Newtonian expansion beyond the first approximation of ignoring bulk nonlinearities. This approach is similar in spirit to Ref. [34], who choose to consider PM hamiltonians as exact in order to gauge the improvement of the PM approximation when comparing to a PN expansion. Of course, there is no physically conceivable situation where the bulk nonlinearities would be subdominant while not being in a post-Newtonian approximation scheme. However, as stated in the Introduction, our results will be in some sense ‘more exact’ than the post-Newtonian ones. We will see that we will be able to define an ‘effective two-body horizon’, a quantity whose very existence cannot be recasted in the standard post-Newtonian formalism.

To get some insight, we will begin by analyzing the static potential between the two point-particles. This means that we will set $v_1 = v_2 = 0$ in all our preceding formulas and imagine that an external operator pinpoints the two masses at their location so that they do not move (of course, such a procedure is perfectly unphysical; we will deal with measurable quantities in Section V). The potential energy of the system is simply the opposite of the Lagrangian and is given by

$$V(r) = \frac{m_1}{2} \left( e_1 + \frac{1}{e_1} \right) + \frac{m_2}{2} \left( e_2 + \frac{1}{e_2} \right) - \frac{G m_1 m_2}{e_1 e_2 r},$$

(37)

and $e_1, e_2$ obey the quintic equation

$$f_1(e_1, r) \equiv (e_1^2 - 1)^2 \left( e_1 - \frac{2Gm_1}{r} \right) - \frac{4G^2m_2^2}{r^2} e_1 = 0,$$

(38)

with labels interchanged for $e_2$.

The polynomial equation (38) has five roots and only one has the correct post-Newtonian expansion as in (20). In Figure 4 we have plotted the quintic equation (38) in the equal-mass case as a function of $e_1$ and for different values of $r$. It appears that for a certain critical value of the radius $r_c$, the root $e_1(r) \equiv e_1(r)$ with the correct post-Newtonian behavior cease to exist (more precisely, this root becomes complex). This critical radius is defined as the point where

$$f_1(e_1, r) = \frac{\partial f_1}{\partial e_1} = 0,$$

(39)

and is also plotted as a function of the symmetric mass ratio $\nu = m_1 m_2/(m_1 + m_2)^2$ in Figure 4 (an exact expression for $r_c$ does exist but is not so illuminating). Note that due to the symmetry of the equations, the critical radius is the same if one instead considers the polynomial equation on $e_2$.

To get an understanding of the phenomenon at play, let us consider the test-mass ratio $m_1 \rightarrow 0$. In this case the critical radius becomes $r = 2Gm_2$. But we also know the exact solution for $e_1$ from the original point-particle action (4): it is $e_1^2 = -\bar{g}_{00}$ where $\bar{g}_{\mu\nu}$ is the Schwarzschild metric in harmonic coordinates,

$$\bar{g}_{00} = - \frac{r - Gm_2}{r + Gm_2}.$$

(40)

More precisely, since we are considering a one-graviton exchange in the Lagrangian, we should rather take the linearized Schwarzschild metric so that $e_1^2 \approx 1 - 2Gm_2/r$. It is then clear that in this case the critical radius corresponds to the point-particle becoming lightlike $e_1 = 0$, i.e the critical radius is reached when the point-particle is on the horizon of the massive particle $m_2$. In this sense, our equations define an effective horizon for two interacting point-particles: for $r < r_c$, our static assumption is necessarily invalid since there are no solution to the equations,
i.e the two particles are forced to move. We will translate this statement in a measurable gauge-invariant quantity in the Section IV.

Of course, the true horizon of the Schwarzschild metric in harmonic coordinates is situated at $r = Gm_2$ and not at $r = 2Gm_2$. We expect that taking into account cubic and higher vertices would give a more accurate estimate of the location of the horizon. This is indeed the case when approximating the rational fraction (40) by polynomials of increasing degree in order to find its zero.

It is interesting to note that the disappearance of a solution of the quintic equation (38) is an intrinsically non-perturbative phenomenon. Indeed, if one tried to solve the quintic equation for $e_1$ (38) perturbatively as in Section III, one would get e.g

$$e_1 = 1 - \frac{Gm_2}{r} - \frac{G^2m_2(m_2 + 2m_1)}{2r^2} - \frac{G^3m_2^2(m_2^2 + 4m_1m_2 + 3m_1^2)}{2r^3} + O\left(\frac{1}{r^4}\right),$$

and this solution exists for all $r$. Likewise, one could solve equation (38) perturbatively in the mass ratio $m_1/m_2$ to get

$$e_1 = \sqrt{1 - \frac{2Gm_2}{r}} - \frac{G^2m_1m_2}{r(r - 2Gm_2)} - \frac{3G^3m_1^2m_2(r - Gm_2)}{2r^{3/2}(r - 2Gm_2)^{5/2}} + O(m_1^3).$$

The point is that, as the lowest-order solution presents a singular behavior only at $r = 2Gm_2$, the same will be true of any perturbative order beyond the leading one, and so the solution for $e_1$ can never cease to exist for any $r$ greater than $2Gm_2$ contrary to the behavior identified in Figure 4.

Another feature of the critical point is the characteristic behavior of $e$ near to this point. One can define a 'critical exponent' $\gamma$ by the scaling $e_1 - e_1^c \propto (r - r_c)^\gamma$ close to the critical point, with $\gamma = 1/2$. This is because the vanishing of the derivative of the polynomial equation $\partial f/\partial e_1 = 0$ at the critical point imposes that for $e_1$ close to $e_1^c$ and $r$ close to $r_c$,

$$0 = f_1(e_1, r) \simeq (r - r_c)\frac{\partial f_1}{\partial r} + \frac{1}{2}(e_1 - e_1^c)^2\frac{\partial^2 f_1}{\partial e_1^2},$$

such that $e_1 - e_1^c \propto (r - r_c)^{1/2}$.

We now move on to the case of circular orbits.
V. CIRCULAR ORBITS

In this Section, we will derive the perturbative and nonperturbative properties of the conservative Lagrangian (17) (which we simply denote by $L$) in the case of an exactly circular two-body orbit of frequency $\omega$. In this setting, a physical interpretation of the auxiliary parameters $e_1, e_2$ has been given by Detweiler [38]. Namely, these are the redshift of photons emitted near to the point-particles and detected by an observer situated far from the system on its axis of rotation, and as such are gauge invariant within the physically reasonable class of gauges defined in [44]. In the following, we will mainly be interested by this redshift observable, as well as by the energy of circular orbits, considered as functions of the frequency of the orbit.

A. Equations of motion

In order to derive the equations of motion of e.g the first particle, we choose to rewrite the $(1 \leftrightarrow 2)$ term in (17) as a dependence on advanced time for the particle $2$, so that the variables concerning the first particle are always evaluated at time $t$:

$$L = -\frac{m_1}{2} \left( e_1(t) + 1 - \frac{v_1^2}{e_1(t)} \right) - \frac{m_2}{2} \left( e_2(t) + 1 - \frac{v_2^2}{e_2(t)} \right) + \frac{G m_1 m_2}{2 e_1(t)} \left( \frac{\lambda(t,t^R)}{e_2(t^R) e_2} + \frac{\lambda(t,t^A)}{e_2(t^A) e_2} \right),$$  \hspace{1cm} (44)

where

$$t^R = t - |x_1(t) - x_2(t^R)|, \hspace{1cm} t^A = t + |x_1(t) - x_2(t^A)|,$$

$$\tilde{r}^R = |x_1(t) - x_2(t^R)| - v_2(t^R) \cdot (x_1(t) - x_2(t^R)), \hspace{1cm} (45)$$

$$\tilde{r}^A = |x_1(t) - x_2(t^A)| + v_2(t^A) \cdot (x_1(t) - x_2(t^A)).$$

As stated below Eq. (17), exact Poincaré invariance of the Lagrangian implies the conservation of the ten usual quantities. In particular, conservation of angular momentum restricts the motion to a two-dimensional plane. We thus parameterize the circular trajectories according to

$$x_1(t) = R_1 \left( \cos \omega t, \sin \omega t \right)^T, \hspace{0.5cm} x_2(t) = -R_2 \left( \cos \omega t, \sin \omega t \right)^T,$$

where $\omega$ is the frequency of the circular orbit. This ansatz solves both the equations of motion and the center-of-mass theorem (see below) ; indeed, because of the time-symmetric (non-dissipative) character of the equations, the momentum of each particle will be aligned with the common axis of the velocities.

By defining the two (positive) variables

$$u^R = t - t^R, \hspace{1cm} u^A = t^A - t, \hspace{1cm} (47)$$

and plugging the trajectory (46) into the definitions of the retarded and advanced times (45), we find that $u^R = u^A \equiv u$ satisfy the same equation,

$$u = \sqrt{R_1^2 + R_2^2 + 2R_1 R_2 \cos \omega u}. \hspace{1cm} (48)$$

In principle there could be multiple solutions to this equation, but we can focus on the one continuously related to the nonrelativistic solution at large distances ($\omega \to 0$) where $u = R_1 + R_2$.

Then, the equality $u^R = u^A$ implies that $\tilde{r}^R$ and $\tilde{r}^A$ take the common value

$$\tilde{r}^R = \tilde{r}^A \equiv \tilde{r} = u + \omega R_1 R_2 \sin \omega u,$$

and similarly for $\lambda$,

$$\lambda(t,t^R) = \lambda(t,t^A) \equiv \tilde{\lambda} = 1 + \omega^2 (R_1^2 + R_2^2 + 4R_1 R_2 \cos \omega u) + R_1^2 R_2^2 \omega^4 \cos 2\omega u. \hspace{1cm} (50)$$

We are now in position to compute the polynomial equations on $e_i$. To this aim, we will rather use the Lagrangian expanded in a power series [44]. Minimization with respect to $e_1$ gives

$$e_1^2 = 1 - v_1^2 - 2Gm_2 \left( \sum_n \frac{(-1)^n}{(2n)!} \sum_{j,k=0}^n (-1)^{j+k} \binom{n}{j} \binom{n}{k} \frac{d^{j+k}}{dt^{j+k}} \left[ \frac{d^{2n-j-k}}{dt_1^{n-j} dt_2^{n-k}} \lambda(t_1,t_2) |x_1(t_1) - x_2(t_2)|^{2n-1} \right] \bigg|_{t_1=t_2=t} \right). \hspace{1cm} (51)$$
However, since the \( (t_1, t_2) \) dependence in \( \lambda(t_1, t_2) \) and \( |x_1(t_1) - x_2(t_2)| \) is only contained in terms proportional to \( \cos \omega(t_1 - t_2) \), this equation simplifies drastically. Indeed, by setting \( t_1 = t_2 = t \) the expressions become constant in time, so the derivation with respect to \( t \) selects the term \( j = k = 0 \) only. The equation simplifies to

\[
e_2^2 = 1 - v_1^2 - \frac{2Gm_2}{e_2} \left( \sum_{n} \frac{(-1)^n}{(2n)!} \frac{d^{2n}}{dt^n_1 dt^n_2} \left[ \lambda(t_1, t_2)|x_1(t_1) - x_2(t_2)|^{2n-1} \right] \right).
\]

(52)

One easily recognizes the usual expansion in term of retarded and advanced times (trading the derivatives on \( t_1 \) to derivatives on \( t_2 \) by using the time dependence \( \propto \cos \omega(t_1 - t_2) \), and so the equation is

\[
e_2^2 = 1 - v_1^2 - \frac{Gm_2}{e_2} \left( \frac{\lambda(t, t^R)}{r^R} + \frac{\lambda(t, t^A)}{r^A} \right).
\]

(53)

With our previous notations, this becomes

\[
e_2^2 = 1 - R_1^2 \omega^2 - \frac{2\lambda Gm_2}{r^A e_2}.
\]

(54)

The equation on \( e_2 \) can simply be found by interchanging \( 1 \leftrightarrow 2 \). The point of this derivation was to show that one can indeed take \( e_1 \) and \( e_2 \) to be a constant (independent of time) in all the equations of motion.

Finally, the last equation that we are after is the equation of motion for one of the point-particles (say \( m_1 \)), which will give the generalization of Kepler’s law:

\[
d\mathbf{p}_1 = \frac{\partial L}{\partial \mathbf{x}_1},
\]

(55)

where

\[
\mathbf{p}_1 = \frac{\partial L}{\partial \mathbf{v}_1} = \frac{m_1}{e_1} \mathbf{v}_1 + \frac{Gm_1 m_2}{2e_1 e_2 r} \left( \frac{\partial \lambda(t, t^R)}{\partial \mathbf{v}_1} + \frac{\partial \lambda(t, t^A)}{\partial \mathbf{v}_1} \right).
\]

(56)

which upon using the ansatz (46) on \( \mathbf{x}_1, \mathbf{x}_2 \) gives

\[
\mathbf{p}_1 = \left[ \frac{m_1}{e_1} R_1 \omega + \frac{Gm_1 m_2}{e_1 e_2 r} \left( 2(1 - R_2^2 \omega^2) R_1 \omega + 4 \cos \omega u(1 + R_1 R_2 \omega^2 \cos \omega u) R_2 \omega \right) \right] (- \sin \omega t, \cos \omega t)^T.
\]

(57)

Thus, as advertised before, the momentum is aligned with the common direction of the velocities.

To compute \( \partial L/\partial \mathbf{x}_1 \), one should be careful to the fact that \( t^R \) and \( t^A \) depend on \( \mathbf{x}_1 \), so that

\[
\frac{\partial L}{\partial \mathbf{x}_1} = \frac{Gm_1 m_2}{2e_1 e_2 r} \left( \frac{\partial \lambda^R}{\partial \mathbf{v}_1} - \frac{\lambda}{r} \frac{\partial \lambda^R}{\partial \mathbf{x}_1} \right) + (R \leftrightarrow A),
\]

(58)

where \( \lambda^R = \lambda(t, t^R) \). From the definitions of the advanced and retarded times (45) one gets

\[
\frac{\partial t^R}{\partial \mathbf{x}_1} = -\frac{\mathbf{r}^R}{r}, \quad \frac{\partial t^A}{\partial \mathbf{x}_1} = \frac{\mathbf{r}^A}{r},
\]

\[
\frac{\partial \mathbf{r}^R}{\partial \mathbf{x}_1} = -\mathbf{v}_2^R + \frac{1 - v_2^2 + \mathbf{a}_2^R \cdot \mathbf{r}^R}{r} \mathbf{r}^R, \quad \frac{\partial \mathbf{r}^A}{\partial \mathbf{x}_1} = \mathbf{v}_2^A + \frac{1 - v_2^2 + \mathbf{a}_2^A \cdot \mathbf{r}^A}{r} \mathbf{r}^A,
\]

(59)

where \( \mathbf{r}^R = \mathbf{x}_1(t) - \mathbf{x}_2(t^R) \), and generically a superscript \( R \) denotes evaluation at retarded time (the same being true for \( A \)). With our parameterization, one gets

\[
\frac{\partial \mathbf{r}^R}{\partial \mathbf{x}_1} (R \leftrightarrow A) = -8R_1 R_2 \omega^3 \sin \omega u(1 + R_1 R_2 \omega^2 \cos \omega u) \frac{R_1 + R_2 \cos \omega u}{\bar{r}} (\cos \omega t, \sin \omega t)^T,
\]

(61)

\[
\frac{\partial \mathbf{r}^A}{\partial \mathbf{x}_1} (R \leftrightarrow A) = 2 \left[ R_2 \omega \sin \omega u + (1 + R_1 R_2 \omega^2 \cos \omega u) \frac{R_1 + R_2 \cos \omega u}{\bar{r}} \right] (\cos \omega t, \sin \omega t)^T.
\]

(62)
Finally, the projection of the equation of motion (55) gives the generalized Kepler law,

\[
R_1 \omega^2 = \frac{G m_2}{e_2 \tilde{r}^2} \left\{ \tilde{\lambda} \left[ R_2 \omega \sin \omega u + (1 + R_1 R_2 \omega^2 \cos \omega u) \frac{R_1 + R_2 \cos \omega u}{\tilde{r}} \right] \right. \\
+ 4R_2 \omega^2 (1 + R_1 R_2 \omega^2 \cos \omega u) (R_1^2 \omega \sin \omega u - u \cos \omega u) + 2(R_2^2 \omega^2 - 1) R_1 \tilde{r} \omega^2 \left\} .
\]

(63)

It is easily checked that in the nonrelativistic case \( e_2 = 1, \omega \to 0, R_1 = m_2/(m_1 + m_2) r \) (where \( r = R_1 + R_2 \)), one recovers the usual Kepler law, \( \omega^2 \rho^3 = G(m_1 + m_2) \). We now have all the equations needed to solve for the two-body motion, namely: the equation one the retarded time \( u \), the definitions of \( \tilde{r} \) and \( \tilde{\lambda} \), the equations of motion and the coupled equations on \( e_1, e_2 \), which we all rewrite here for convenience:

\[
u = \sqrt{R_1^2 + R_2^2 + 2R_1 R_2 \cos \omega u} , \]
\[
\tilde{r} = u + \omega R_1 R_2 \sin \omega u , \]
\[
\tilde{\lambda} = 1 + \omega^2 (R_1^2 + R_2^2 + 4R_1 R_2 \cos \omega u) + R_1^2 R_2^2 \omega^4 \cos 2 \omega u , \]
\[
R_1 \omega^2 = \frac{G m_2}{e_2 \tilde{r}^2} \left\{ \tilde{\lambda} \left[ R_2 \omega \sin \omega u + (1 + R_1 R_2 \omega^2 \cos \omega u) \frac{R_1 + R_2 \cos \omega u}{\tilde{r}} \right] \right. \\
+ 4R_2 \omega^2 (1 + R_1 R_2 \omega^2 \cos \omega u) (R_1^2 \omega \sin \omega u - u \cos \omega u) + 2(R_2^2 \omega^2 - 1) R_1 \tilde{r} \omega^2 \left\} , \]
\[
e_2^2 = 1 - R_1 \omega^2 - \frac{\tilde{\lambda} G m_2}{\tilde{r} e_2} ,
\]

where we did not write the two other equations on the second point-particle arising from a \( 1 \leftrightarrow 2 \) permutation of the last two equations.

### B. Conserved energy

Once these equations are solved, we can easily obtain the conserved energy as the Hamiltonian of the system. A naive guess for \( H \) would be

\[
H = p_1 \cdot v_1 + p_2 \cdot v_2 - L .
\]

(65)

However, because of the presence of retarded and advanced times, the application of Noether’s theorem to time translations is not so straightforward, and in fact we will see that Eq. (65) is actually incomplete. We will now look in more details at the boundary term in the variation of the action needed for Noether’s theorem. We rewrite the action in its particle-symmetric form as

\[
S = \int_{t_-}^{t_+} dt \left\{ -\frac{m_1}{2} \left( e_1 + \frac{1 - v_1^2}{e_1} \right) - \frac{m_2}{2} \left( e_2 + \frac{1 - v_2^2}{e_2} \right) + L_2^R + L_1^R \right\} ,
\]

(66)

where we have introduced boundaries for the integration on the time variable, and the retarded Lagrangians are defined as

\[
L_2^R = \frac{\lambda(t, t_2^R) G m_1 m_2}{2 e_1 e_2 (t_2^R) \left[ \left| x_1(t_2^R) - x_2(t_2^R) \right| - v_2(t_2^R) \cdot (x_1(t_2^R) - x_2(t_2^R)) \right]} ,
\]
\[
L_1^R = \frac{\lambda(t_1^R, t) G m_1 m_2}{2 e_1 (t_1^R) e_2 \left[ \left| x_1(t_1^R) - x_2 \right| + v_1(t_1^R) \cdot (x_1(t_1^R) - x_2) \right]} ,
\]
\[
t_1^R = t - \left| x_1(t_1^R) - x_2 \right| ,
\]
\[
t_2^R = t - \left| x_1 - x_2(t_2^R) \right| .
\]

(67)

To avoid cluttering notation, in this equation and from now on it is implicit that each variable is evaluated at \( t \) when we do not write its argument. Let us consider the variation of this action under an arbitrary transformation
\(x_\alpha \to x_\alpha + \delta x_\alpha\). To this aim one should rewrite the action so that it contains only the appropriate variables evaluated at their present time. For the first particle, this can be achieved by the change of variable \(t' = t^R_1\) whose Jacobian is

\[
\frac{dt}{dt'} = \frac{|x_1(t^R_1) - x_2| + v_1(t^R_1) \cdot (x_1(t^R_1) - x_2)}{|x_1(t^R_1') - x_2(t^R_1) + v_1(t^R_1) \cdot (x_1(t^R_1) - x_2(t^R_1))|},
\]

with obvious notations for the advanced time of the second particle. This has the effect of transforming \(L^R_1\) in \(L^A_2\) where the positions of the first particle is evaluated at present time while the second one at advanced time.

Due to this change of variable, the boundaries change from \(t_- \to t_+\) to \(t^R_{-1} \to t^R_{+1}\). Since the boundaries now contain the positions of the particles, we should take them into account when varying the action. The variation of \(t^R_{+1}\) with respect to \(x_1\) is

\[
\delta t^R_{+1} = - \frac{\delta x_1(t^R_{+1}) \cdot (x_1(t^R_{+1}) - x_2(t^R_{+1}))}{|x_1(t^R_{+1}) - x_2(t^R_{+1})|}
\]

and similarly for \(t_-\). We can then write the total variation of the action as

\[
\delta S = \int_{t_-}^{t_+} dt \left\{ \frac{\partial L^R_2}{\partial x_1} \delta x_1 + \frac{m_1}{e_1} v_1 + \frac{\partial L^R_2}{\partial \dot{v}_1} \delta \dot{v}_1 \right\}
\]

\[
+ \int_{t^R_{-1}}^{t^R_{+1}} dt \left\{ \frac{\partial L^A_2}{\partial x_1} \delta x_1 + \frac{\partial L^A_2}{\partial v_1} \delta v_1 - \frac{d}{dt} \left[ \frac{L^A_2}{|x_1 - x_2(t^R_2)|} \right] \right\} + (1 \leftrightarrow 2).
\]

Upon integration by parts, and using the equations of motion, \(\delta S\) reduces to a boundary term

\[
\delta S = \int_{t_-}^{t_+} dt \left\{ \frac{d}{dt} \left[ \frac{L^A_2}{|x_1 - x_2(t^R_2)|} \right] - \frac{\partial L^A_2}{\partial x_1} \delta x_1 - \frac{\partial L^A_2}{\partial v_1} \delta v_1 \right\} + (1 \leftrightarrow 2),
\]

where we have used that, when the equations of motion are satisfied, the Jacobian of the change of variable in Eq \(68\) is trivial, \(dt = dt'\). In this equation, the function \(F_1\) is defined by

\[
F_1(t) = \int_{t_-}^{t_+} dt' \left[ \frac{\partial L^A_2}{\partial x_1} \delta x_1 + \frac{\partial L^A_2}{\partial v_1} \delta v_1 \right].
\]

We are now ready to derive Noether’s theorem. For \(\delta x_1 = \delta x_2 = \epsilon n\) with \(\epsilon\) a small parameter and \(n\) a constant direction (expressing the invariance of the action under space translations), by setting \(\delta S = 0\) we obtain an equation expressing the conservation of total momentum. It can easily be checked to be redundant with the equations of motion [63], and the same is true for the center-of-mass theorem originating from the invariance of the action under boosts.

On the other hand, for \(\delta x_\alpha = \epsilon v_\alpha (\alpha = 1, 2)\), the variation of the action is a total derivative, \(\delta S = \int_{t_-}^{t_+} dt \frac{d}{dt} dL\) where \(L\) is the total Lagrangian. Setting this quantity equal to the one we just computed (71), we can express the conservation of the total energy of the system which reads

\[
E = \frac{m_1}{2} \left( e_1 + \frac{1 + R_1^2 \omega^2}{e_1} \right) + \frac{m_2}{2} \left( e_2 + \frac{1 + R_2^2 \omega^2}{e_2} \right)
\]

\[
- \frac{Gm_1m_2}{e_1e_2} \left[ 1 - \omega^2 (R_1^2 + R_2^2 + 4R_1R_2 \cos \omega u) - 3R_1^2R_2^2 \omega^4 \cos 2\omega u \right]
\]

\[
+ \frac{4u^2}{r} R_1 R_2 \omega^3 \sin \omega u (1 + R_1 R_2 \omega^2 \cos \omega u) + \frac{\dot{\lambda}}{r} \left( R_1 R_2 \omega \sin \omega u + \frac{u}{r} R_1 R_2 \omega (\omega u \cos \omega u - \sin \omega u) \right).
\]

A useful check on the validity of our computation consists in the expansion of the energy as a function of \(\omega\) in the post-Newtonian regime, using the scaling \(\omega R_\alpha \sim v\), \(Gm/R_\alpha \sim v^2\) where \(\alpha = 1, 2\). Finding a perturbative solution of the system of equations (64) is straightforward. We introduce the standard post-Newtonian parameter

\[
x = (GM\omega)^{3/2},
\]

where \(M = m_1 + m_2\) is the total mass, in terms of which the total energy \(E = E - m_1 - m_2\) is

\[
E = -\frac{\mu x}{2} \left( 1 - \frac{x}{12} (\nu + 17) - \frac{x^2}{24} (\nu^2 - 209\nu + 145) - \frac{5x^3}{5184} (7\nu^3 + 6810\nu^2 - 22593\nu + 23591) + O(x^4) \right),
\]
where as usual $\mu = m_1 m_2 / (m_1 + m_2)$ and $\nu = \mu / (m_1 + m_2)$. Although each term in this expansion would need to be corrected to get the correct PN result (our computations are technically of 0PN order), we can observe that the $\nu^n x^n$ coefficient is correct at each order. This was already noticed in Refs. [20, 15]: the 1PM energy correctly captures the $\nu^n x^n$ coefficient, and since our computation generalizes the 1PM results we happily recover this fact.

C. Innermost circular orbit

Let us start this Section by considering a point-particle of mass $\mu$ in a circular orbit around a Schwarzschild black hole of mass $M$. It is well-known that the Schwarzschild solution possesses an Innermost Stable Circular Orbit (ISCO) situated at $R = 6GM$, where $R$ is a gauge-invariant distance defined by

$$R = \left( \frac{GM}{\omega^2} \right)^{1/3}.$$  \hspace{1cm} (76)

This ISCO is situated at the minimum of the energy of the point-particle, which is

$$E_{pp} = \mu \left[ \frac{1 - 2x}{\sqrt{1 - 3x}} - 1 \right].$$ \hspace{1cm} (77)

Another feature of Schwarzschild geometry is the existence of a last circular orbit at $R = 3GM$, under which no circular orbits (even unstable) can exist at all. This locus corresponds to the four-velocity $v^\mu$ of the point-particle becoming lightlike thus justifying its name of 'light-ring'.

In the two-body case, various definitions exist for the Innermost Circular Orbit (ICO). One can stick to the minimum of the energy as given by equation (73), however there is no notion of stability in this definition. An analysis of the stability of circular orbits in the post-Newtonian framework can be found in Ref. [8]. In particular, this work suggests that all circular orbits may be stable in the equal-mass case (we recall here that we concentrate on the conservative part of the dynamics, neglecting dissipation which would make the two point-particles fall into each other in a relatively short time).

We now add a third (and, we believe, more suited to the name) definition of the innermost circular orbit to the two mentioned above, which we name Critical Innermost Circular Orbit (CICO). It is defined by the point where the redshift functions $e_1, e_2$ become complex-valued [46]: no circular orbit can exist at all beyond the CICO. Moreover, for two particles approaching the CICO an observer situated on the axis of rotation of the binary system would see an abrupt change in the redshift of photons emitted near to the point-particles (i.e., an abrupt change in the functions $e_i$). This is due to the critical behavior observed in Section [4] at the critical point $(e_c, \omega_c)$, both the polynomial equation on $e_i$ and its derivative vanishes, so that one has the scaling $e - e_c \propto (\omega - \omega_c)^{1/2}$ and the derivative of $e_i$ at the critical point is infinite. This is illustrated in Figure [5].

Obtaining the value of the ICO by numerically solving the system of equations (64) is straightforward. In Figure [6] we have plotted the location of the ICO (given by its 'standard' definition, i.e the minimum of the energy (73)) and the CICO as a function of the symmetric mass ratio $\nu$. Note that their value in the test-mass limit $\nu \to 0$ is not the correct Schwarzschild result since our Lagrangian corresponds to a single graviton exchange. Indeed, our results in the test-mass limit can be recovered by considering the linearized Schwarzschild metric in harmonic coordinates,

$$ds^2 = - \left( 1 - \frac{2GM}{r} \right) dt^2 + \left( 1 + \frac{2GM}{r} \right) (dr^2 + r^2 d\Omega^2).$$ \hspace{1cm} (78)

In this test-mass limit, the CICO is determined by the equation $g_{\mu\nu} v^\mu v^\nu = 0$, while the ICO is the minimum of the test-mass energy. It is straightforward to derive Kepler’s law and the point-particle energy in these coordinates,

$$\omega^2 = \frac{GM}{r^2 (r + GM)}, \quad E = (r - 2GM) \sqrt{\frac{r + GM}{r (r - 2GM) - 4GM^2}}.$$ \hspace{1cm} (79)

Then one readily finds that in the test-mass limit of our linearized approximation the ICO and CICO are situated at

$$R^{ico} \simeq 8.01GM, \quad R^{cico} \simeq 3.54GM.$$ \hspace{1cm} (80)

Note that the 1PN and 2PN results in the test-mass limit predict respectively $R^{ico,1PN} \simeq 1.5GM$ and $R^{ico,2PN} \simeq 4.02GM$. 

VI. CONCLUSION

In this article, we have shown that the introduction of two einbeins allows for a simplification of the Feynman rules of NRGR; diagrams of increasing complexity are simply recovered from the expansion of a polynomial equation. We thus expect our result to be particularly relevant for the computation of higher order PN dynamics.

Furthermore, we have shown that the polynomial equations obeyed by the redshift variables allows one to define an horizon for two interacting point-particles in GR. For circular orbits, the standard PN solution for the worldline parameters becomes complex-valued for small enough separations so that no circular orbit can exist at all beyond this critical distance. More generally, the disappearance of PN solutions for close enough binaries points towards an inadequacy of the PN parameterization in this strong-field regime.

There are multiple avenues for extending and improving our results. Apart from the inclusion of higher PM orders,
it would also be interesting to explore the synergies of our resummation with the Effective One-Body (EOB) formalism. Indeed, while the EOB philosophy is to recast the two-body motion as the one of a point-particle in an effective metric, our resummation is somewhat two-body in essence: worldline nonlinearities do not contribute to the field of an isolated object, so that the Feynman diagrams included in our resummation contain only genuine two-body effects. On the other hand, our treatment misses the one-body dynamics (which is fully contained in the bulk nonlinearities), so that an EOB approach would be complementary.
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