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Abstract: The impact of environmental and meteorological conditions when dealing with sport performance has been demonstrated by several studies carried out in recent years. Among the meteorological variables with the greatest effect are temperature, humidity, precipitation, and wind direction and speed. This research focused on analyzing and forecasting the wind patterns occurring in Enoshima Bay (Japan). In particular, the objective of this study was to provide support and guidance to sailors in the preparation of the race strategy, thanks to an in-depth knowledge of these meteorological variables. To do this, an innovative method was used. First, through the combined use of Weather Research and Forecasting (WRF) and CALMET models, a simulation was performed, in order to reconstruct an offshore database of a recent 10-year period (2009–2018) over the race area, inside the bay. Subsequently, the verification of hind-cast was performed: the wind data measured at sea were compared with the data extracted from the CALMET database to verify the validity of the model. The verification was performed through three statistical indexes: BIAS, MAE, and PCC. The analysis showed mixed results, depending on the examined pattern, but made it possible to identify the days that best simulated the reality. Then, the wind data from the selected days were summarized and collected in plots, tables, and maps to design a decision support service (DSS), in order to provide athletes with the necessary information in a simple and effective way. In conclusion, we state that the application of this method extends beyond the sports field. Indeed, the study of wind patterns may be necessary in the design of actions to contrast and adapt to climate change, particularly in coastal areas.
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1. Introduction

A profound knowledge of the meteorological variables, acquired through a reliable forecast system, is fundamental in a wide variety of research fields [1–7].

Regarding sport events, the importance of meteorological information is supported by athletes, sports managers, and meteorologists. The results of multiple recent studies have confirmed that weather conditions can strongly affect athletes’ performance. There are many case studies in several sports like marathons (El Helou et al. [8]), cycling (Pezzoli et al. [9]; Peiffer et al. [10]), and soccer (Buchheit at al. [11]). These studies are significant both for the meteorological research side and for the sport performance side, but they can also be relevant for the physiological and medical area. For example, on the occasion of the Olympic Games in Rio de Janeiro, Pezzoli et al. [12] evaluated the thermal comfort of cycling athletes, in order to maximize their performance and to preserve their physical integrity in hard weather conditions. In another study, Golding et al. [13] discussed and
demonstrated, with an application during the 2012 London Olympic and Paralympic Games, how the provision and performance of advanced numerical modeling capabilities are important in the management of major sporting events.

Focusing on the specific research field and the main objective of this study, the literature is even more extended. For example, in preparation for the 2008 Olympic sailing event, Li [14] investigated the properties of the Qingdao coastal wind fields. The author analyzed the wind data retrieved from the SeaWinds scatterometer on board the QuikSCAT satellite for historical Augusts from 1999 to 2007. He also utilized the Advanced Synthetic Aperture Radar (ASAR) to gain high resolution images of the coastal wind field. Finally, ASAR and QuikSCAT data were compared to the in situ buoy measurements. The results of the comparison demonstrated that the wind data extracted from ASAR give a better picture of the reality, since QuikSCAT could not provide the wind data close to the coast.

For the 2016 Olympic sailing event held in Rio de Janeiro, Giannaros et al. [15] used AEOLUS-RIO2016, an ultrahigh resolution wind forecasting system. The forecasting system was built around the Weather Research and Forecasting (WRF) model, ported to a high-performance computing infrastructure that ensured the reliability and timeliness of the provided service [15]. Due to the complexity of the terrain, two updated high-resolution datasets replaced the standard ones of the model: the Shuttle Radar Topography Mission (SRTM) for topography and the GlobeCover 2009 for land use. The wind data extracted from AEOLUS-RIO2016 were compared with the data collected at four different locations inside the race area, in order to verify the reliability of the model. The results showed that the employment of the two updated datasets improved AEOLUS-RIO2016 performance in terms of wind forecasting.

Spark et al. [16] faced a similar problem in the wind forecasting for the sailing events at the Sydney 2000 Olympics. The topography of the Sydney area is very intricate, so it had been necessary to develop different statistical tools to supplement the numerical weather prediction (NWP) output. Two high resolution NWP models were implemented: LAPS 05 and a model provided by the University of New South Wales Center for Environmental Modeling and Prediction (CEMAP), which was available at 5-km and 1-km resolutions. In addition, to support the forecasting process, five statistical models were used, trying to account for small-scale wind variations due to terrain and local sea–harbor breeze circulations. Then, the comparison between the predicted and observed data allowed for the evaluation of the prediction skill of each model. The statistical indices employed for the comparison were the index of agreement, the root-mean-square error, the wind bearing error, the magnitude of vector error, and Brier Skill Score.

The LAPS 05 model presented the most performing results, but the authors claimed that the ability of mesoscale NWP models to represent topography and local circulations should be further enhanced.

Recently, Messager et al. [17] described a limited area model explicitly resolving the convection used to generate weather forecasts for the Emirates Team New Zealand challenger in the 35th Americas’ Cup, which occurred during spring 2017 in Bermuda.

It must be remembered that the race strategy does not depend only on the wind fields, particularly during the competition it can be affected by many other factors, like the racing rules or the behavior of the opponent. For this reason, Tagliaferri et al. [18] developed a method that combined all of these factors through dynamic programming to compute an optimal route. The wind variability was modeled with the use of neural networks, the willingness of the sailor to risk was modeled using coherent-risk measures, and the experimental results were utilized to quantify the loss of speed due to the presence of a nearby opponent. The results showed that this method can really increase the probability of winning, but the fact that the wind was assumed constant across the whole race area highlights that it can be further improved.
Compared to the other studies above-mentioned, this one aimed to study the wind patterns (WP) occurring in Enoshima Bay, Japan (see Figure 1), during what would have been the 2020 Olympic period (24 July–9 August 2021, delayed for the COVID pandemic).

In fact, the previously mentioned studies focused on the measurements carried out with remote sensing or on the meso-scale models used for forecast purposes. Instead, the present research aimed to focus on the use of a database, built with a high-resolution model (CALMET), to design a forecast tool called “call book”. While the methodology of the climatic downscaling was applied in other research areas such as aviation meteorology, wind energy applications, etc. [1–7], this methodology was applied for the first time in the sports field and represents an innovative methodology for sailing sports. In fact, in the cited sport (sailing), it is usual to analyze the race area using only the data measured by the in situ instruments (meteorological buoy, boats instrumented with anemometers, etc.) or by remote sensing [14] that required long measuring times to have a reliable dataset. Unfortunately, during an Olympic campaign, the time for the measurements is no longer than three years, not enough to have a reliable dataset for climatic analysis. For this reason, as indicated above, it was interesting to test the methodology of the climatic downscaling applied in other research areas (transport, energy, etc.) to the sport’s application. In this way, it is possible to build a long database for an assigned period that, if well calibrated with the in situ measurements, represents, in fact, “virtual measurements” for each simulated point of the high-resolution model. Additionally, in sailing sport, it is interesting to know the micrometeorological factors (i.e., oscillations of the wind, etc.) other than a simple average of wind speed and direction. To derive this crucial information, the only way is to have very dense measurements in situ for a long time period that, as we have said before, is impossible for time constraints. Instead, using the presented methodology, it is possible to have a dense meteorological information for a long period that can be used to build the “call book” of the race area with an appropriate methodology, as presented in Section 2.

In fact, gaining knowledge on the weather and atmospheric conditions in the race areas, especially regarding wind patterns, is fundamental for sailors to prepare the best race strategy and to design the materials for the boats and garments for the athletes. The wind analysis allows for defining the strategic types of the regatta field as those where wind varies in the different zones both in direction and speed; wind varies in the different zones for direction and not for intensity; and wind varies in different zones for intensity and not for direction [19]. To this end, a new methodology was used, combining the analysis of climatological wind data, meteorological data measured at sea during the training activities, and the results of the CALMET model simulation. First, an offshore database of the recent 10-year period (2009–2018) was built for the period of the Tokyo Olympic Games (24 July–9 August), thanks to a combined use of the WRF and CALMET models. Later, consequently, the meteorological variables were extracted from the database and utilizing ternary plots, it was possible to identify the wind patterns over the race areas. This innovative methodology to analyze the correlation between wind speed, wind direction, and a third meteorological variable (air pressure, temperature, and cloud coverage) was very important to identify the prevailing weather patterns and the related wind patterns.

Once the wind patterns were established, an in-depth climatological analysis was carried out to select the days that best fit within the patterns from the CALMET database. The data of wind speed and direction were taken from the NOAA online meteorological archive, recorded every day, at three-hour intervals (precisely from 00.00 GMT to 9.00 GMT, or 9.00–18.00 LT) and a 925 hPa of height to identify the gradient wind that characterized the related wind pattern. Through this analysis, 32 days were selected and extracted from the CALMET dataset and employed for the verification of the validity and sensitivity of the model. The data from the simulation were compared with the data observed on the field. The data were collected through weather stations located on seven boats in motion, continuously recorded. The comparison was performed through three
statistical indices: the BIAS, the mean absolute error (MAE), and the Pearson correlation coefficient (PCC). With this analysis of sensitivity, the results of the model were compared with the measurements made in situ during the summer of 2019. The sensitivity analysis (see Sections 2.5 and 3.2). With this re-analysis, an improvement of the call book was made, and, after the 2018 edition, a new and improved edition of the call book was issued in February 2020. The final step was the design of the decision support service (DSS): the wind data of the days that best performed in the statistical analysis were used to build the wind map—in the QGIS software—and the charts and graphs that compose the DSS. The DSS is a very simple tool that summarizes the most important information (i.e., oscillations of the wind, maximum left and maximum right in the direction of the wind, differences in the wind speed in the race area, etc.) for a sailor and a coach to understand the wind situations in a race area and to make critical decisions during the race.

This method has two great elements of innovation in the sport research field: the historical wind data that have been reproduced with the CALMET model and used as climatic data, and the capability of the DSS to learn from its previous versions and be easily fixed and updated. Thanks to this innovative methodology, this paper aimed to achieve an extensive knowledge of the environmental and meteorological conditions to help athletes perform at their best during the assigned competition. For this reason, the climatic analysis focused only on the period of the Olympic Games (24 July–9 August) for the recent 10-years (2009–2018) to obtain a significant database because it will be used to build the DSS valid during the Olympic period. In this way, the DSS is the tool helping the athletes and the coaches in the strategical decisions regarding the Olympic races.

The structure of the present research is as follows. Section 2 describes the materials and methods utilized, like CALMET, WindRose, QGIS, the statistical indices, and the DSS. Section 3 reports the main results of the wind and statistical analysis and the design of the DSS. Sections 4 and 5 present the final discussion and the key conclusions.

2. Materials and Methods

The racing area planned for the Sailing Sport of the Tokyo 2020 Olympic Games had to be Enoshima Bay (https://tokyo2020.org/en/venues/enoshima-yacht-harbour, accessed on 10 May 2021).

Enoshima is placed about 50 km SW from the Tokyo urban area and outside the Bay of Tokyo. The race areas are called, respectively from west to east and from “in-shore” to “off-shore”, Enoshima (EN), Kamakura (KA), Zushi (ZU), Fujisawa (FU), Sagami (SA), and Hayama (HA), as shown in Figure 1.

The effect of the topography in the land and sea breeze circulation was studied by Kikuci et al. [20] as well as by Hinata et al. [21], who studied the relationship between the wind patterns and the Kuroshio sea surface current.

In the present research, a deep examination of the wind patterns in the Enoshima Bay was developed, and the results are described in Section 3.
2.1. The WRF and CALMET Models

The Weather Research and Forecasting (WRF) [22] model is a next-generation mesoscale numerical weather prediction system designed for both atmospheric research and operational forecasting needs. It has been developed cooperatively by NCEP (National Centers for Environmental Prediction), NCAR (National Center for Atmospheric Research), and the meteorological research community. Two main configurations exist: WRF NMM (Non-hydrostatic Mesoscale Model) and WRF ARW (Advanced Research WRF). The initial and lateral boundary conditions are provided to WRF by a larger-scale dataset derived from global models.

WRF is a complex model that requires scientific knowledge and high computational resources to be used. The classical steps to run WRF are as follows:

- Definition of the simulation domains and interpolation of various terrestrial datasets to the model grids. In addition to computing latitude and longitude for every grid point, a series of interpolations of geophysical variables to the model grids is carried out (e.g., soil categories, land use category, terrain height, etc.).
- Unpacking of meteorological data from GRIB format and packing them into an intermediate file format.
- Horizontal interpolation of the ungribbed meteorological data onto the coarse model domain.
- Vertical interpolation of the files generated in the previous phase, creation of boundary and initial condition files. Some consistency checks are also performed during this phase.

After all the previous points, the simulation of the WRF meteorological model can start. The simulations require powerful Linux servers and can be done by means of cloud computing.

CALMET [23] is a diagnostic meteorological model that reconstructs the 3D wind and temperature fields starting from meteorological measurements, orography, and land
use data. CALMET also contains algorithms for calculating micro meteorological variables, which are typically needed by atmospheric dispersion models (mixing height, Monin–Obukhov length, friction velocity, convective velocity, and others).

The diagnostic wind field module of CALMET operates with two consecutive steps. During the first one, an initial guess wind field is adjusted for kinematic effects of terrain, slope flows, and terrain blocking effects. The second step consists of an objective analysis procedure to introduce observational data to produce a final wind field. During the second step, CALMET needs meteorological observations at the surface (wind speed, wind direction, temperature, cloud cover, ceiling height, surface pressure, relative humidity and precipitation rate) and at least twice daily, aloft (wind speed, wind direction, temperature, pressure, and height). During the first step (initial guess), CALMET can use the output of a prognostic meteorological model such as WRF. The output of prognostic models can be used in other two ways: as a replacement for the meteorological fields obtained at the end of the first step, or as pseudo observations in the objective analysis procedure. The prognostic wind fields have the advantage of better representing regional flows and certain aspects of sea breeze circulations and slope/valley circulations.

Recently, a modified version of CALMET including improved algorithms to estimate solar radiation and temperature over complex topography [24] has been used in mountainous and hilly terrain [25,26]. However, in this work, the original version of CALMET was used because the terrain is relatively flat.

2.2. The Windrose PRO3 Software

The Windrose PRO3 software [27] was used to analyze wind data, draw wind roses, and ternary plots. A wind rose is a chart that gives a view of how wind speed and wind direction are distributed in a specific location. The size of each chart’s segment is determined by the wind speed class frequency (percentage values are shown by the circles) while the angle from North in the clockwise direction depends on the wind direction. In a ternary plot, in addition to wind speed and wind direction, a third variable is considered, for example, the atmospheric pressure. A time filter option allows for producing wind roses for specific time periods (months, days, and hours) and an interval option allows creating different range sizes for the considered variable.

2.3. Geographic Information System

A geographic information system (GIS) is an integrated set of software and data used to produce geographical information, analyze spatial relationships, and model spatial processes. A GIS can support decisions concerning the management of a specific territory, like urban planning, management of public transportation, demographics, and logistics. A GIS can also be useful in the field of environmental protection, agriculture and forestry, risk management, public health, and energy production [28–33].

For this study, we employed QGIS software, an open-source GIS designed to store, analyze, and manage spatial and geographic data. QGIS encompasses several different functions like vector and raster analysis, sampling, geoprocessing, thematic mapping as well as database management tools.

By uploading the data, extracted from the CALMET database, into QGIS, we built the “wind maps”, a powerful tool that gives an immediate picture of the wind behavior and whether it follows the “rules” of the pattern assigned to that day.

2.4. The WRF and CALMET Simulations

WRF (version 3.9.1, ARW core) was initialized with the NCEP FNL (Final) Operational Global Analysis data (https://rda.ucar.edu/datasets/ds083.2/, accessed on 10 May 2021), operationally prepared every six hours on a 1 × 1 degree grid. WRF was run at 45 vertical levels, up to 50 mb, and a 3-level domain nesting was used, with domain resolutions of 18 km, 6 km, and 2 km, respectively. The innermost WRF domain extends about
150 × 140 km² along both longitude and latitude (green rectangle in Figure 2 including Tokyo urban area).

Figure 2. WRF inner domain (green rectangle) and CALMET domain (yellow square).

The datasets and physical parameterizations used in WRF are summarized in Table 1. The WRF simulations were carried out for the period July 24 to August 9 of the ten-year interval 2009–2018 by means of cloud computing [34]. Instead of sensitivity analysis of the WRF model, it was decided, for time constraints in the project, to directly develop a reliability analysis of the CALMET outputs. Moreover, it is important to point out that an accurate analysis of the CALMET results is fundamental in this research because these outputs are the data used to build the DSS.

CALMET (version 6.5.0, level 150223) was employed on a domain of 32 × 32 km², with a grid resolution of 200 m (yellow square in Figure 2 focused on the Enoshima race area) to downscale the WRF predictions. It was observed that WRF could be used directly with a grid resolution of 200 m, avoiding the use of CALMET. However, the computational and time resources needed with that option would be huge. Since the methodology must have practical applications, we adopted CALMET to downscale the WRF meteorological fields.

The UTM 54S coordinates of the lower left corner of the CALMET domain are (348000, 3893000). CALMET was fed by the 1-h time resolution output of WRF over its inner domain. In order to pair WRF and CALMET, the CALWRF processor was used. WRF data were used as the initial guess field by CALMET. For each one of the ten years considered in the simulations—over the time interval 24 July to 9 August—the meteorological variable output of CALMET was determined with a time resolution of 20 min. To perform the statistical analysis, build the patterns and the wind maps, we wanted to have only one value per hour. Hence, for each sixty-minute interval, we selected the output of the first twenty as the representative value of the whole hour. This value was extracted as the most representative value for the hourly interval because it was the closest value to the hourly measurements.
The average terrain elevation over each $200 \times 200$ m$^2$ grid cell was determined starting from the Shuttle Radar Topography Mission (SRTM) data [35]. The terrain elevation over the CALMET domain is shown in Figure 3.

The high-resolution land use data were obtained from the Japan Aerospace Exploration Agency (JAXA) [36]. The prevailing land use over each $200 \times 200$ m$^2$ grid cell was determined by processing these data. The result is shown in Figure 4.

**Table 1.** WRF model configuration.

| Physical process       | Scheme                                                                 |
|------------------------|------------------------------------------------------------------------|
| Initial and boundary   | NCEP FNL (Final) Operational Global Analysis data                      |
|                        | (https://rda.ucar.edu/datasets/ds083.2/, last access: 11 May 2021)       |
| Terrain Elevation      | Global 30-arc second and USGS GMTED2010 (https://www.usgs.gov/core-    |
|                        |    science-systems/eros/coastal-changes-and-impacts/gmted2010, last   |
|                        |    access: 10 May 2021)                                                |
| Land Use               | Global 30-arc second and 21-category IGBP-Modified MODIS land use      |
|                        |    classification with lakes (https://ftp.emc.ncep.noaa.gov/mmb/gcp/ldas/|
|                        |    noahlsm/, last access: 10 May 2021)                                 |
| Vegetation Fraction    | Global 30-arc second monthly Greenness Vegetation Fraction based on 10|
|                        |    years MODIS (FPAR) (https://modis.gsfc.nasa.gov/data/dataprod/mod15.php, last access: 10 May 2021) |
| Leaf Area Index        | Global 10-arc minute monthly Leaf Area Index (LAI) data based on 10     |
|                        |    years MODIS (https://modis.gsfc.nasa.gov/data/dataprod/mod15.php, last|
|                        |    access: 10 May 2021)                                                |
| Soil Type              | Global 10-arc minute 16-category soil type dataset                     |
|                        | (https://agupubs.onlinelibrary.wiley.com/doi/full/10.1002/2015JD024558,|
|                        |    last access: 10 May 2021)                                           |
| Longwave radiation     | Rapid Radiation Transfer Model (RRTM) [37]                             |
| Shortwave radiation    | Dudhia [38]                                                            |
| Planetary Boundary Layer (PBL) | Yonsei University (YSU) [39]                                          |
| ATMOSPHERIC PROCESSES NEAR THE SURFACE | NOAH LAND SURFACE MODEL (WITH DATASETS USGS, USGS+LAKES, MODIS, AND MODIS+LAKES) (https://ral.ucar.edu/solutions/products/wrf-noah-noah-mp-modeling-system, last access: 10 May 2021) |

**Figure 3.** Terrain elevation over the CALMET domain.
2.5. Statistical Indices

The evaluation of the forecasting model is a crucial step in this kind of research, and it can be performed through different statistical methods. In the context of sailing events, the most utilized statistical indices are the bias, the mean absolute error (MAE), the root mean square error (RMSE), the wind bearing error (WBE), the index of agreement (IOA), and the Pearson correlation coefficient (PCC) \[15,16,19,42,43\]. These statistical techniques are employed in other research fields like wind power forecasting \[7\], airport operations design \[4,5\], and pollutant concentration prediction \[44–47\].

In this study, for the comparison, we used the data observed in the field during the summer of 2019 and collected through weather stations placed on seven boats located in the race area.

Then, to verify the accuracy of the model, the following indices were calculated.

2.5.1. BIAS

The BIAS gives information about over-prediction or under-prediction of the model data. It is calculated as follows

\[
BIAS = \frac{1}{n} \sum_{k=1}^{n} (p_k - o_k)
\]

(1)

where \(n\) is the number of observations; \(p_k\) is the \(k\)-th predicted value; and \(o_k\) is the corresponding \(k\)-th observed value \[19\]. Positive BIAS values indicate over-predictions while negative values indicate under-predictions. This statistical index alone is not sufficient because, for example, a value close to zero may indicate an almost perfect matching between prediction and observation or the result of a perfect balance between positive and negative values.
2.5.2. Mean Absolute Error

The MAE gives information about the absolute difference between prediction and observation. The MAE is defined as

\[ \text{MAE} = \frac{1}{n} \sum_{k=1}^{n} |p_k - o_k| \]  

where \( n \) is the number of observations; \( p_k \) is the \( k \)-th predicted value; and \( o_k \) is the corresponding \( k \)-th observed value. MAE is useful when compared to the BIAS: a value close to zero may confirm the perfect matching, while values far from zero can reveal a false match of the BIAS results.

2.5.3. Pearson Correlation Coefficient

The PCC provides a measure of the linear correlation between variations in time of observed and predicted values. The PCC formula is

\[ \text{PCC} = \frac{\sum_{k=1}^{n}(p_k - p_{avg})(o_k - o_{avg})}{\sqrt{\sum_{k=1}^{n}(p_k - p_{avg})^2 \sum_{k=1}^{n}(o_k - o_{avg})^2}} \]  

where \( p_{avg} \) and \( o_{avg} \) are respectively the averages of predictions and observations over a specific time period.

The PCC gives values within \(-1\) (complete counter correlation) and \(+1\) (complete correlation) with simple interpretation: a positive value indicates a positive agreement, while a negative value indicates that the observations and predictions are varying with opposite sign over time.

2.6. The Decision Support Service

The main component of the DSS is the “call book”, a simple and effective guide designed to help athletes and coaches in the preparation of race strategies. The guide summarizes the meteorological data of the six race fields in tables, plots, and cartographic representations with brief descriptions to be easily understood and quickly consulted. These kind of communication tools have been developed by Houghton et al. [48].

The guide includes the wind-roses produced on the competition fields by means of Windrose PRO3 software and reports all the wind patterns identified during the analysis. For each race field, a typical day between July 24 and August 9, was reconstructed with the hourly data from 09:00LT to 18:00LT—a typical time interval in which competitions take place—and represented by the wind maps employing QGIS software.

The DSS is a great and innovative system that can confer a valuable advantage to the sailors who use it for two main reasons. First, the use of a limited scale meteorological model in hindcasting compensates for the lack of continuous measurements at sea, providing a distributed analysis of wind fields [19]. Second, this system “learns” from errors, in the sense that it can be easily corrected and updated as new measurements are made.

3. Results

3.1. The Wind Patterns

The initial step to create the wind patterns was the identification of the wind behavior inside the bay for the selected period. The CALMET database was processed by Windrose PRO3 to provide the wind roses, with hourly frequency, of the six race fields: Enoshima (EN), Kamakura (KA), Fujisawa (FU), Sagami (SA), Zushi (ZU), and Hayama (HA). The six race areas showed the same behavior with prevailing directions from S and SSW and a constant increase in speed during the day:

- 09:00LT: SW and SSW are the prevailing directions with slightly influences of E light breeze and NE moderate breeze. The average speed is around 5 kts with 3.7% of calms (speed under 1 knot).
• 10:00LT: prevailing direction changes to S-SSW with less interference from N and E wind; the speed rises by 1–1.5 kts and the calms decrease to 1.7%.
• 11:00LT–12:00LT: S is the main direction with SSW gusts up to 20 kts; calms are negligible and wind speed average rises from 8.5 to 9.5 kts.
• 13:00LT–14:00LT: usual prevailing directions while average speed intensifies up to 11 kts; strong breeze from SSW.
• 15:00LT–16:00LT: period of the day with maximum wind speed; highest values still have a SSW direction.
• 17:00LT–18:00LT: S–SSW is still the main direction with a small decline in speed.

Then, to identify the patterns, we built the ternary plots of Enoshima (northernmost field) and Hayama (southernmost field) by comparing wind speed, wind direction, and atmospheric pressure. The atmospheric pressure, measured between 09:00LT and 18:00LT, is represented by circles in different color scales placed at radial distance given by the correspondent wind speed and at an angular coordinate by the correspondent wind direction. A third variable, air pressure, was used because, as widely recognized, the air pressure is strictly correlated with the wind direction and the wind speed. The color scale has seven fields with 5 hPa steps, from 985 hPa to 1015 hPa. Appendix A contains the results, shown in Figure A1 for the center of the Enoshima race area and Figure A2 for the center of the Hayama race area.

From these figures, it is simple to highlight the prevailing direction of the wind direction, characterized by different wind speeds but also by different air pressure. In this way, it is possible, for example, to identify a pattern of S wind with a wind speed included between 5–12 kts and a pattern of SSW wind with a wind speed included between 8–15 kts. At the same time, the S wind pattern is characterized by the high pressure, as usual for the thermal wind in coastal area (ref.: wind pattern 1A–1B–1C in Table 2), while the SSW wind pattern has prevailing points in the ternary plots of low pressure as usual for the situation characterized by gradient wind (ref.: wind pattern 2 in Table 2). Of course, from a strategical point of view, the two situations are completely different because the oscillations change drastically in the situation of the sea breeze compared to the situation of gradient wind.

The wind patterns are represented by the red circles and the number inside each circle helps to identify them. The blue circles represent the patterns related to cyclone activity, which were not examined in this paper. Almost all the wind patterns were overlaid because of the rotation of the wind direction and the rise in the wind speed during the day.

Finally, each wind pattern was associated to the gradient wind extracted by the NOAA-GFS model at 925 hPa of height. Table 2 shows the properties of each pattern in detail. The wind patterns can vary during the day, but the precursor of this change is the alteration of the gradient wind. In this case, it is possible to move from one WP to another, looking at Table 1 and the gradient wind, both forecasted and measured, by the wind profile system of the Japan Meteorological Agency (JMA).
Table 2. Wind pattern (WP) features.

| Wind Pattern | Name | Gradient Wind Direction | Gradient Wind Speed (kts) | Wind Direction Local Shift (degrees) | Wind Speed Range (kts) | Air Pressure (hPa) | Air Temperature (°C) |
|--------------|------|--------------------------|---------------------------|-------------------------------------|-----------------------|-------------------|---------------------|
| 1A–1B–1C    | Pure Sea Breeze (fully developed) | NW–E | 3–9 | 80 -> 165 -> 185 -> 170 | 3–10 | 1005-><<- | 26–30 |
|              | Pure Sea Breeze (not fully developed) | | 0–4 | 190 – 200 | 5–15 | 1008↓ | 26–30 |
|              | S–SW light with sea breeze effect | S–SW | 1–9 | 225 -> 185 -> 195 -> 200 | 5–15 | 1008↓ | 26–30 |
| 2            | SW moderate with rotation to N | SW | 9–14 | 200 -> 180 -> 200 -> 360 | 3–12 | 1010-><<- | 26–30 |
| 3            | E–EN moderate | E–NE | 12–18 | 40 -> 55 -> 80 -> 90 | 7–10 | 1005-><<-↓ | 24–32 |
| 4            | SW moderate SW strong | S–SW | 10–15 | 225 -> 195 -> 200 -> 205 | 10–20 | 1012 -> 1008 | 26–32 |
| 5            | S very strong | S–SSW | 26–38 | 210 -> 195 -> 200 -> 180 | 10–25 | 1005↓ | 24–28 |

Based on this scheme, we performed statistical analysis to verify the validity of the model and we built the first version of the “call book”. Subsequently, once we obtained the new data collected in the field during the 2019 summer, we carried out another verification and we updated the DSS with the new results.

3.2. Verification of Hindcast

As mentioned before, to conduct the analysis and update the DSS, we used the data observed in the field during summer 2019, more precisely from 3 July to 1 September. The data were collected through weather stations located on seven boats moving around the race area, and recorded continuously, more than one value per minute. In order to compare them with the CALMET output, we needed a single point, representing only one hourly value for the wind speed and direction. At that point, we calculated the geometric barycenter of the displacements of all the boats for each hour, and the average of the speed and direction of the wind.

By way of example, we show the results of the WP 2 analysis. For this pattern, we compared the three days of summer 2019, on which a south–west gradient wind was recorded with the simulated days that showed the same gradient wind, regardless of the date. The results are shown in Tables 3–5.
Table 3. Bias WP 2. The columns indicate the days with the observed data and the rows indicated the days simulated on CALMET.

|          | 05/08/2019 | 20/08/2019 | 21/08/2019 |
|----------|------------|------------|------------|
|          | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed |
| 30/07/20 09 | -          | 5.5        | -7.3       | 0.8          | -26.2         | 2.2           |
| 05/08/20 10 | -17.4      | 10.0       | 5.3        | 5.5          | -15.1         | 6.9           |
| 08/08/20 11 | -13.6      | 2.6        | 0.6        | -0.7         | -22.1         | 0.8           |
| 30/07/20 12 | -21.7      | 7.8        | -1.6       | 4.3          | -20.8         | 5.7           |
| 26/07/20 13 | -29.8      | 6.3        | -10.7      | 1.6          | -32.3         | 2.8           |
| 02/08/20 15 | -19.9      | 4.7        | -0.5       | -0.5         | -20.9         | 0.4           |
| 06/08/20 15 | -10.3      | 6.1        | 10.8       | 1.6          | -9.6          | 2.9           |
| 27/07/20 16 | -15.4      | 6.0        | 0.7        | 2.2          | -19.9         | 3.2           |

Table 4. MAE WP 2. The columns indicate the days with the observed data and the rows indicated the days simulated on CALMET.

|          | 05/08/2019 | 20/08/2019 | 21/08/2019 |
|----------|------------|------------|------------|
|          | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed |
| 30/07/20 09 | 21.0       | 5.5        | 8.9        | 1.0          | 26.2          | 2.2           |
| 05/08/20 10 | 17.4       | 10.0       | 10.2       | 5.5          | 15.1          | 6.9           |
| 08/08/20 11 | 17.3       | 3.3        | 9.3        | 1.1          | 22.1          | 0.8           |
| 30/07/20 12 | 21.7       | 7.8        | 7.3        | 4.3          | 20.8          | 5.7           |
| 26/07/20 13 | 29.8       | 6.3        | 12.1       | 1.8          | 32.3          | 2.8           |
| 02/08/20 15 | 19.9       | 4.7        | 7.4        | 1.2          | 20.9          | 0.7           |
| 06/08/20 15 | 11.1       | 6.1        | 14.7       | 1.7          | 10.4          | 2.9           |
| 27/07/20 16 | 15.4       | 6.0        | 9.1        | 2.2          | 19.9          | 3.2           |
Table 5. PCC WP 2. The columns indicate the days with the observed data and the rows indicated the days simulated on CALMET.

| Date       | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed | True Wind Direction | True Wind Speed |
|------------|---------------------|-----------------|---------------------|-----------------|---------------------|-----------------|
| 05/08/2019 | 0.2                 | 0.4             | 0.3                 | 0.7             | 0.5                 | 0.5             |
| 05/08/2019 | 0.2                 | 0.6             | 0.3                 | 0.6             | 0.5                 | 0.6             |
| 08/08/2019 | 0.3                 | -0.4            | 0.1                 | 0.4             | 0.3                 | 0.7             |
| 30/07/2019 | 0.4                 | -0.2            | 0.0                 | 0.3             | -0.1                | 0.7             |
| 26/07/2019 | 0.2                 | 0.8             | 0.2                 | 0.6             | 0.1                 | 0.7             |
| 02/08/2019 | 0.3                 | 0.7             | 0.2                 | 0.6             | 0.2                 | 0.6             |
| 06/08/2019 | 0.1                 | 0.5             | 0.2                 | 0.7             | 0.1                 | 0.6             |
| 27/07/2019 | 0.3                 | 0.4             | 0.2                 | 0.7             | 0.6                 | 0.6             |

The BIAS showed mixed results, but the average error was in a good range. In fact, as said before, it is not possible to define the baseline scores because this is the first time that this methodology has been applied to sailing sports. Consequently, it is necessary to look at the mean absolute error since that BIAS values close to zero could be a compensation between the positive and negative values.

The results of the MAE confirm that some values close to zero were due to the balance between positive and negative values, but most of the days analyzed presented concordant results to those of the BIAS.

The PCC showed a good correlation for almost half of the days, and the highest values of the index can be found in the wind speed results because, as indicated in Section 2.5.3, the complete correlation is given by a value equal to +1. Additionally, for wind direction, the correlation can be considered relatively good with a PCC included between 0.0 and 0.6 wind pattern named WP2.

The validation of the model through this analysis helped us in the DSS updating process. Comparing the results of the statistical indices, we could select 27/07/2016 as the day that best simulates the reality and used it to represent the WP2 in the last version of the “call book”.

3.3. Data Collection and Presentation

The last phase of the work encompassed two key steps. The acquisition of the analyzed data and their presentation, through the creation of an effective communication system with all the team members: the decision support service. For this purpose, with the data extracted from the CALMET database, we created tables and graphs showing the trend of the wind speed, wind direction, and atmospheric pressure during the day. Appendix B contains the Figures A3, A4, and A5, showing the data of the day selected for WP1A, WP2, and WP5, respectively.

Later on, we developed the wind maps using QGIS software. We represented each cell of the CALMET domain with an arrow, oriented according to the wind direction data. The wind speed data were divided into classes, with an interval of 0.5 kts. These maps can be truly helpful in the communication process because they give an immediate image of
the wind pattern inside the bay. Figures 5–8 illustrate the wind maps for WP1A; Figures 9–12 for WP2; Figures 13–16 for WP5.

**Figure 5.** Modeled wind maps of the race fields: WP1A—07.08.2013; 11.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.

**Figure 6.** Modeled wind maps of the race fields: WP1A—07.08.2013—12.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.
Figure 7. Modelled wind maps of the race fields: WP1A—07.08.2013; 13.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.

Figure 8. Modeled wind maps of the race fields: WP1A—07.08.2013; 14.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.
Figure 9. Modeled wind maps of the race fields: WP2—27.07.2016; 11.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.

Figure 10. Modeled wind maps of the race fields: WP2—27.07.2016; 12.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.
Figure 11. Modeled wind maps of the race fields: WP2—27.07.2016; 13.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.

Figure 12. Modeled wind maps of the race fields: WP2—27.07.2016; 14.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.
Figure 13. Modeled wind maps of the race fields: WP5—28.07.2010; 11.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.

Figure 14. Modeled wind maps of the race fields: WP5—28.07.2010; 12.00 LT. The arrows represent the wind direction, the colors the speed. The isolines separate areas with different wind speed.
Finally, we summarized all the analyzed data into a final table that gives the necessary indications to the athletes on how best to approach the different wind conditions. Tables 6–8 show the tables of WP1A, WP2, and WP5, respectively.
These tables were generated using the information derived from the results of the CALMET model and starting from the gradient wind extracted by the NOAA-GFS gradient wind. It is evident, looking at Figures 5–16, how we can summarize in “meta-communication” called “wind’s pressure” the distribution of the wind speed in the different race area. At the same time, the analysis of the CALMET results in the different time slot helps to generate an abstract of the wind’s shifts that are crucial for the strategical decision.

Finally, considering all the possible information that can be extracted from the wind patterns tables (i.e., trend of the atmospheric pressure and difference between air temperature and sea temperature), it is possible to have a more detailed analysis of the oscillations patterns that cannot be shown by the results of the CALMET model.

**Table 6.** WP1A. WARNINGS FOR SAILORS.

| Gradient wind (1000 m) | NE/6–9 kts |
|------------------------|------------|
| Wind direction (max. left) | 180–190 (starting sea breeze around 11.00 ÷ 12.00LT) |
| Wind direction (max. right) | 160–170 (at the end of the day) |
| Wind speed (min.) [kts] | 225–235 |
| Wind speed (max.) [kts] | 5–6 (starting sea breeze around 11.00 ÷ 12.00LT) |
| Wind speed (max.) [kts] | 10–12 (at the end of the day) |

After the FIRST SHIFT (BACKING if the wind direction will be more right than 180–190 or VEERING if the wind direction will be more left than 180–190), expected around 12.00LT, the wind will VEERING to reach the maximum right (expected around 15.00LT), then it will be BACKING.

**ATTENTION 1:** During the VEERING and the BACKING, the wind will be OSCILLATING (in the start period of the sea breeze around 12.00LT: period around 5′–10′ with angle between 002°–005°; after 14.00–15.00LT: the oscillations will be bigger in period, 10′–15′, and in angle around 005°–008°, max. 010°).

**ATTENTION 2:** The wind speed will increase all days both in VEERING and BACKING.

| Wind pressure | When the sea breeze starting and for all day (both in VEERING and BACKING), the good pressure will be on the right hand side. |
|---------------|-------------------------------------------------------------------------------------------------------------------|
| Wave—Swell | SSW wind-wave with possible SW swell |
| Air temperature (Ta) & Sea temperature (Ts) | Ta = 26 ÷ 30° C (increasing) |
| | Ts = 25 ÷ 26° C (min. 23° C; max. 28° C) |
| Atmospheric pressure | Increasing in the morning, then steady and finally decreasing from the early afternoon. |
| Sky and clouds | Clear with good visibility in the morning, then cumulus (Cu) steady inland. |
| Occurrence’s frequencies | 40.6% (together with WP1_B and WP1_C) |
Table 7. WP2. Warnings for sailors.

| Gradient wind (1000 m) | S-SW/1–9kts |
|------------------------|-------------|
| Wind direction 160–170 (with the minimum of the wind speed included between 5–7 kts) (max. left) | 170–180 (with the minimum of the wind speed included between 5–7 kts) |
| Wind direction (max. right) | 220–230 |
| Wind speed (min.) [kts] | 5–6 |
| A significant measure of the minimum of the wind speed will be around 12.00LT |
| Wind speed (max.) [kts] | 11–13 |
| LEFT trend until 12.00 + 13.00LT, then RIGHT trend in OSCILLATING wind (long oscillations, more or less 10–20° as the persistent shifts, with big angle included between 020°–040°. It will be very difficult to find an average direction due to the long period of the oscillations). |
| Shift | **ATTENTION FOR THE OSCILLATIONS:** Danger! It is very difficult to know the period of the oscillations, so it is very difficult to be well positioned in function of the oscillations. We do not have “secondary” OSCILLATIONS to help us to return if we are on the wrong side. You have to be careful! |
| **Zushi** better pressure in left hand side; Sagami possible better on left hand side (it depends on the strength of the wind speed); in other race areas, better in the middle right but, sometimes the pressure follows the shift. |
| Wave—Swell | SW |
| Air temperature (Ta) & Sea Temperature (Ts) | Ta = 26–30° C (increasing) |
| Ts = 25–26° C (min. 23° C; max. 28° C) |
| Atmospheric pressure | Decreasing |
| Sky and clouds | Partially cloudy with milky sky and bad visibility. Stratuscumulus (Sc) and Cu clouds in race area. |
| Occurrence’s frequencies | 31.8% |

Table 8. WP5. Warnings for sailors.

| Gradient wind (1000 m) | SW/10–15 kts (moderate) |
|------------------------|--------------------------|
| Wind direction (max. left) | SW/16–25 kts (strong) |
| Wind direction (max. right) | 180–190 |
| Wind speed (min.) [kts] | 220–230 (early morning or in the start of the pattern) |
| Wind direction (max. right) | 200–210 (late afternoon or in the end of the pattern) |
| Wind speed (min.) [kts] | 10–11 |
Wind speed (max.) [kts] 20–25 G 30

First trend to the LEFT (with increasing wind speed). Then, when the wind speed is above 14–15 kts, OSCILLATING wind (oscillations, more or less 5°–20° as the persistent shifts, with the angle included between 010°–020°. It will be very difficult to find an average direction due to the long period of the oscillations) with slight RIGHT trend in the end of the day. ATTENTION FOR THE OSCILLATIONS: Danger! It is very difficult to know the period of the oscillations, so it is very difficult to be well positioned in function of the oscillations. We do not have “secondary” OSCILLATIONS to help us to return if we are on the wrong side. You have to be careful!

Shift ATTENTION FOR THE STRATEGY 1: If you start at 12.00 LT, a good side will be the middle left for the first shift and the good pressure from left. If you start later (from 13.00 to 16.00 LT), the situation will be OPEN. The best solution is sailing fast in the center of the race area (middle right can be favored but also middle left is safe). AVOID THE CORNER!

ATTENTION FOR THE STRATEGY 1: In the Fujisawa race area, the increasing wind speed (from 11–12 kts to 16–17 kts) or in decreasing wind speed (from 18–19 kts to 11–12 kts), the best side is the left for the pressure and for the left hand shift of the wind in the top-mark (left wind in the top-mark comparing to the start line). In this case, YOU CAN SAIL HARD IN THE CORNER!

In the first moment, when the wind speed increases up to 13–15 kts and shift left, the good pressure is in the left hand side, then the good pressure gradually moves to the off-shore race area and in the right hand side for Zushi and Hayama. In other race areas (excluding Fujisawa), the pressure is almost the same for both for right and left hand side. In Fujisawa, it is better on the left hand side.

Wind pressure

SW wind-wave and swell

Wave—Swell

Ta = 26 °C–32 °C (increasing)

Sea Temperature (Ts)

Ts = 25 °C–26 °C (min. 23 °C; max. 28 °C)

Atmospheric pressure

Decreasing

Sky and clouds

Partially cloudy–cloudy with front moving on the race area or clear partially cloudy with medium visibility and Cu, Cumulonimbus (Cb), steady inland and along the coastal line in the afternoon

Occurrence’s frequencies

10.2%

Once all the data were updated and organized in plots, tables, and maps, we could finally build the new version of the “call book”. These kinds of instruments are essential in the preparation of competitions since they represent the connection between scientific research and sports performance.

4. Discussion

The methodology developed in this research provides an in-depth knowledge of the meteorological variables, and in sports where these variables have a strong influence such as sailing, it can help athletes to prepare a race strategy. This method is divided into three
main steps, and the outcome can give a significant advantage during competitions to the athletes who apply it.

First, a simulation was run through a NWP system to reconstruct a database of weather conditions in the selected area. For this study, we chose the WRF and CALMET models, whose combined use has proven to be one of the most effective tools in forecasting meteorological variables. One advantage of these models is that they can run almost in real time, between 12 and 24 h before the event. Thereafter, the WP of the day will be determined by comparing the gradient wind, predicted and observed, by the JMA wind profiler.

The second step concerns the analysis of the data extracted from the database. Initially, we used the simulated data to reconstruct the most frequent wind patterns inside the bay; then we tested the model, comparing the simulated data with those collected in the field. The results of the statistical analysis—performed by means of BIAS, MAE, and PCC—also allowed us to identify the simulated days with the highest level of accuracy, which were used for the creation of wind maps on QGIS.

Finally, the data are presented and communicated. The tool through which this last phase is carried out is the “call book”, a guide that provides, for each pattern, data and information concerning all the relevant meteorological variables, in a clear and synthetic way. This tool is used by the coaches during training as a decision support service to prepare the regatta strategy, but it can also be very useful on the race day, when compared to the short-term weather forecast, to know in advance the developments of the weather conditions.

During the Olympic Test Event held in Enoshima in August 2019, the “call book” was used to prepare the forecasts and to decide the race strategies for the Swedish Sailing Olympic Team. The results obtained by the Team (one gold medal in Laser class and one silver medal in 470 class), together with a re-analysis conducted with the data measured by the SAP system (https://www.sapsailing.com/gwt/Home.html#/event/eventId=6389fb9d-12e1-47ef-9831-ddab8c9598f, last access: 11 May 2021), showed for us that the “call book” had a higher reliability estimated around 80%. This analysis indicated that the applied methodology can be considered robust, considering the limitation that the results of the model have to be summarized in a single table. In the case of complex topography and considering that the races are in different areas, an abstract of the information in a single table can generate a loss of information. Of course, to minimize this risk, a continuous feedback between athletes, coaches and meteorologist is very important as we applied it to build the presented “call book”.

Finally, the results show how a methodology, utilized in other research areas, can be considered innovative in the sport field. At the same time, it is interesting to observe that climatic analysis can be extended to an unusual application, which is the sport industry. Moreover, it is important to observe that this methodology can be applied to study the climatic conditions of the coastal area regarding the management of offshore works.

5. Conclusions

In this research, the recurring weather conditions inside Enoshima Bay in Japan were analyzed. The time-period examined was the one in which the 2020 Tokyo Olympics were supposed to take place from 24 July to 9 August. This analysis is part of a wider system that, through scientific research, aims to improve the sports performance of athletes. This paper focused on sailing competitions, but the same methodology can be applied to other sports.

Through the CALWRF processor, a combined simulation of the WRF and CALMET models was launched, thanks to which we built an offshore database of the recent 10-year period, from 2009 to 2018. From this dataset, we extracted, in the time interval that goes from 9.00LT to 18.00 LT, data of wind direction and wind speed at 10 m above sea level. Furthermore, we extracted the air temperature and density near the ground to estimate
the atmospheric pressure employed to build the ternary plots and identify the wind patterns.

The CALMET output was processed with WindRose PRO3 software to classify the different wind behavior scenarios according to wind speed and direction. At the beginning, we created wind roses for all race fields, which showed a similar behavior: prevailing wind direction from S and SSW and a constant increase in speed during the day. Afterward, we constructed the ternary plots, comparing wind speed and direction and atmospheric pressure; this allowed us to identify six distinct patterns.

Once the wind patterns were established, we conducted a climatological analysis using NOAA data to select the days that best fit the pattern perimeters. From this analysis, we selected and extracted from the CALMET database 32 days, on which the model verification was carried out. The comparison between the data extracted from CALMET and those observed during the summer of 2019 was performed, applying three statistical indexes: BIAS, MAE, and PCC.

The results of the statistical analysis demonstrated the high reliability of the model in predicting wind behavior. On the day selected to represent the WP2, the average error of wind direction was around 14 degrees, while the average error of wind speed was below 4 kts; the average PCC value was about 0.4 for the wind direction 0.6 for the speed. We reiterated this type of analysis for each pattern, always selecting the day that produced the best results. With the data of the selected days, we created the wind maps, graphs, and tables to fill the “call book”, the final guide with highly detailed information needed by sailors.

This method brings two elements of great innovation to this research area: the use of historical data, simulated with CALMET, as climate data and its capacity for continuous improvement by correcting past mistakes.

This is a completely new system and future research needs to improve it. For example, the quality of the weather database might be improved by adding the measurements of weather stations, with nudging techniques in WRF, or directly in CALMET as surface stations; moreover, the verification of hind-cast could be integrated with other statistical models.

In addition, this analysis might be applied to other research fields. For instance, we believe that the knowledge of the wind patterns could be valuable in studying climate change effects in marine and coastal area to design the best adaption and mitigation initiatives.

**Author Contributions:** Conceptualization, A.P., R.B.(Roberto Bellasio) and P.M.; Methodology, P.M., A.P., R.B.(Roberto Bellasio), R.B.(Roberto Bianconi) and A.B.; Modeling, R.B.(Roberto Bellasio) and R.B. (Roberto Bianconi); Validation, P.M., A.P., R.B. (Roberto Bellasio) and A.B.; Formal analysis, A.P. and P.M.; Graphical analysis (QGIS), P.M., A.P. and A.B.; Writing—original draft preparation, P.M., A.P. and R.B. (Roberto Bellasio); Writing—review and editing, A.P., R.B. (Roberto Bellasio) and A.B.; Supervision, A.P.; Project management, A.P. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Acknowledgments:** The authors acknowledge the Swedish Sailing Federation for the support to the presented research.

**Conflicts of Interest:** The authors declare no conflicts of interest.
Appendix A

Figure A1. Ternary plot with wind direction (deg), wind speed (kts), and air pressure (hPa) for the Enoshima race area generated by CALMET. Time interval 09:00LT–18:00LT, period 24 July–9 August, years 2009–2018.

Figure A2. Ternary plot with wind direction (deg), wind speed (kts), and air pressure (hPa) for the Hayama race area generated by CALMET. Time interval 09:00LT–18:00LT, period 24 July–9 August, years 2009–2018.
Appendix B

WP1_A: Enoshima [07/08/2013, 09:00LT - 18:00LT]

Wind direction (deg) and Wind Speed (kts)

Atmospheric Pressure (hPa)

WP1_A: Hayama [07/08/2013, 09:00LT - 18:00LT]

Wind direction (deg) and Wind Speed (kts)

Atmospheric Pressure (hPa)

Figure A3. WP1A, Enoshima and Hayama race field, 07/08/2013. Wind speed and direction and atmospheric pressure data extracted and simulated on CALMET.
Figure A4. WP2, Enoshima and Hayama race field, 27/07/2016. Wind speed and direction and atmospheric pressure data extracted and simulated on CALMET.
Figure A5. WP5, Enoshima and Hayama race field, 28/07/2010. Wind speed and direction and atmospheric pressure data extracted simulated on CALMET.
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