Anisotropy of the coherence length from critical currents in the stoichiometric superconductor LiFeAs
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Miniature Hall-probe arrays were used to measure the critical current densities for the three main directions of vortex motion in the stoichiometric LiFeAs superconductor. These correspond to vortex lines along the c-axis moving parallel to the ab-plane, and to vortex lines in the ab-plane moving perpendicular to, and within the plane, respectively. The measurements were carried out in the low-field regime of strong vortex pinning, in which the critical current anisotropy is solely determined by the coherence length anisotropy parameter, εξ. This allows for the extraction of εξ at magnetic fields far below the upper critical field \( B_{c2} \). We find that increasing the magnetic field decreases the anisotropy of the coherence length.

The determination of the electronic anisotropy in the superconducting state is a fundamental problem in multi-band type-II superconductors, that has attracted much interest with the discovery of the iron-based materials. 1 In single band materials with an ellipsoidal Fermi surface, one can describe the anisotropy using the ratio \( \epsilon \equiv (m|M|)^{1/2} \) < 1 of the electron effective masses, provided that transport along the anisotropy (c–) axis of the material is coherent. 2 This, however, yields an oversimplified picture in which the anisotropy is temperature–independent. In multi-band superconductors, the contribution of electronic bands with different, \( k \)-dependent Fermi velocities and gap values leads to different ratios \( \epsilon\lambda(T) = \lambda_{ab}/\lambda_{c} \) and \( \epsilon\xi(T) = \xi_{c}/\xi_{ab} \) of the in-plane and c-axis London penetration depths \( \lambda_{ab,c}(T) \) and coherence lengths \( \xi_{ab,c}(T) \). The low temperature value of the penetration depth anisotropy \( \epsilon\lambda(0) = \epsilon(v_{F,c}/v_{F,ab}) \) is determined by the anisotropy of the Fermi velocity, while its temperature dependence reflects the relative probabilities of quasi-particle excitation in the two directions. On the other hand, the coherence length anisotropy \( \epsilon\xi \sim (v_{F,c}/v_{F,ab}) (\Delta_{c}/\Delta_{ab}) \) directly depends on the anisotropy of the superconducting gap \( \Delta \). As a result of the changing weight of superconductivity on different Fermi surface sheets and that of intra- and inter-band scattering, both \( \epsilon\xi \) and \( \epsilon\lambda \) are temperature 3, 4 and field-dependent, 5 behavior exemplified by MgB<sub>2</sub>. 5–7 the iron-based superconductors, 8–13 and, possibly, NbSe<sub>2</sub>. 14

Experimentally, the anisotropy parameter \( \epsilon\xi \) is usually determined from the ratio of the c–axis and ab–plane upper critical fields, \( B_{c1}^{\|} = \Phi_{0}/2\pi\xi_{ab} \xi_{c} \) and \( B_{c2}^{\|} = \Phi_{0}/2\pi\xi_{ab} \lambda_{c} \) 9–11 while the ratio of the lower critical fields \( B_{c1}^{\perp} = (\Phi_{0}/4\pi\mu_{0}a_{c}^{2})\ln\kappa_{ab} \) and \( B_{c2}^{\perp} = (\Phi_{0}/4\pi\mu_{0}\lambda_{c} a_{c})\ln\kappa_{c} \) is used to evaluate \( \epsilon\lambda \). Here, \( \Phi_{0} = h/2e \) is the flux quantum, \( \kappa_{ab} = \lambda_{ab}/\xi_{ab} \) and \( \kappa_{c} = (\lambda_{ab}\lambda_{c}/\xi_{ab}\xi_{c})^{1/2} \). Another approach is the direct measurement of \( \lambda \) using differently oriented ac fields. 13 Hence, \( \epsilon\xi \) is usually obtained from measurements at low reduced fields \( B/B_{c2} \), while \( \epsilon\xi \) is extracted from data in the high field regime close to \( B_{c2} \).

Below, we show that \( \epsilon\xi \) at low fields can be accessed by direct measurements of the critical current density along three principal directions: \( j_{ab}^{\|} \) for vortex lines along the c-axis moving parallel to the ab-plane, \( j_{ab}^{\perp} \) for vortices parallel to the ab–plane and moving parallel to the c-axis, and \( j_{ab}^{\perp} \) for vortices again parallel to the ab–plane, but moving within the plane. Experimentally, this is not a trivial task, as the signal from usual bulk magnetometry for \( B \parallel ab \) will always involve contributions from both \( j_{ab}^{\|} \) and \( j_{ab}^{\perp} \). In Fe-based superconductors, the only work that we are aware of uses transport measurements of the three critical currents in mesoscopic bridges fashioned by focused-ion beam (FIB) lithography in Sm-1111 single crystals. 15 In what follows, we report on contactless measurements using miniature Hall-probe arrays, with the same single crystal positioned in different orientations, which allow one to unambiguously measure the critical current density for the three different situations.

In order to analyze the critical current density, we have redrew known expressions for the respective cases of weak- 2 and strong 16, 17 vortex pinning, for the three relevant magnetic field and current orientations. In doing so, we keep track of \( \lambda_{ab,c}(T) \) and \( \xi_{ab,c}(T) \) as they appear, combining them into the ratios \( \epsilon\lambda \) and \( \epsilon\xi \) only as a final step. 18 It turns out that in the regime of strong pinning by extrinsic nm-scale defects, the anisotropy \( j_{ab}^{\|}/j_{c} \) directly yields \( \epsilon\xi \). In iron-based superconductors, this pinning mechanism is relevant at low magnetic fields. 19, 20 At intermediate fields, weak pinning due to scattering by dopant atoms dominates the critical current. 19, 20 Then \( \epsilon\xi \) is the main (but not the only) contribution to \( j_{ab}^{\|}/j_{c} \). In order to obtain unambiguous results, one should thus make sure that the critical current is measured in the
FIG. 1. (Color online) Lower inset: Experimental scheme, with the three positions of the Hall array (shown as a thick black line with intersecting segments) used to probe the \( j_e \) for the three possible orientations, as described in the text. Upper inset: Successive profiles of the magnetic induction, obtained on warming after initial zero-field cooling and the application of an external field, \( \mu_0 H_a = 2 \, \text{T} \parallel c \). This configuration probes \( j_{ab} \). Main panel: Hysteresis loops of the in-plane local gradient \( dB/dx \) for \( \mu_0 H_a = 2 \, \text{T} \parallel c \).

FIG. 2. (Color online) Main panel: Hysteresis loops of \( dB/dx \parallel ab \), for \( B \parallel ab \), after zero field–cooling, measured at 4.2, 6, 8, 10, and 12 K. The right-hand ordinate shows the value of the corresponding current density \( j_{ab}^\text{in} \). Upper inset: Profiles of the sample “self–field” \( B - \mu_0 H_a \) on the decreasing field branch (third quadrant), at various \( H_a \)-values. Lower inset: Profiles of the “self–field” on the increasing field branch (first quadrant), at various \( H_a \)-values.

limit of strong pinning. Thus, we have chosen a superconducting system with reduced intrinsic scattering, in the guise of the (tetragonal) stoichiometric compound LiFeAs. Angle-resolved photoemission have shown that this is a fully gapped two-band superconductor with moderate anisotropy. One of the cylindrical hole surfaces centered on the \( \Gamma \)-point has the smaller gap value of \( \Delta = 1.5 \, \text{meV} \), while the gap on the more dispersive electron surface around the \( M \)-point has \( \Delta = 2.5 \, \text{meV} \). Measurements of the anisotropic upper critical field shows that \( H_{c2} \) is of mostly orbital character for \( H \parallel c \)-axis, and Pauli limited for \( H \perp c \). There is evidence for the Fulde-Ferrell-Larkin-Ovchinnikov state for the latter configuration. A second peak effect (SPE) or “fish-tail” was reported from magnetization measurements. For \( H \parallel c \), the critical current densities range from \( \sim 1 \times 10^8 \, \text{ka/cm}^2 \). This might be indicative of different defect structures in crystals obtained in different growth procedures. Measurements of the Campbell length on our crystals have shown an even higher “theoretical” critical current density of \( 1 \times 10^9 \, \text{ka/cm}^2 \).

Single crystals of LiFeAs were grown in a sealed tungsten crucible using the Bridgman method and were transported in sealed ampoules. Immediately after opening, a \( 0.16 \times 0.19 \times 0.480 \, \text{mm}^3 \) rectangular parallelepiped sample was cut with a wire saw, washed and protected in mineral oil. Crystals from the same batch were used for transport as well as AC and DC magnetization measurements. Overall, samples from three different batches were measured, yielding consistent results. The Hall probe arrays were tailored in a pseudomorphic AlGaAs/InGaAs/GaAs heterostructure using proton implantation. The 10 Hall sensors of the array, spaced by either 10 or 20 \( \mu \text{m} \), had an active area of \( 3 \times 3 \, \text{\mu m}^2 \), while an 11th sensor located far from the others was used for the measurement of the applied field. The LiFeAs crystal was positioned appropriately for the measurement of the critical current density in each of the different orientations, as illustrated in the inset to Fig. 1. For the measurement of \( j_{ab}^\text{in} \), the crystal was centered with its \( ab \)-face on the sensor array, with the array perpendicular to the long edge. For the measurement of \( j_{c}^\text{in} \) and \( j_{ab}^\text{in} \), the crystal was centered with its \( ac \)-face on the array, with the array perpendicular to \( c \) and to \( ab \), respectively. In all configurations, the local magnetic induction \( B \) perpendicular to the Hall sensors (and to the sample surface) was measured along a line across the sample face, in fields up to 2.5 T.

The top inset in Fig. 1 shows typical profiles of \( B \) measured after cooling in zero magnetic field (ZFC), application of a external field \( \mu_0 H_a = 2 \, \text{T} \parallel c \), and warming. The straight-line profiles are quite regular and conform to the Bean model, which implies a homogeneous critical current density that is practically field-independent over the range of \( B \)-values in the crystal. To obtain the local screening current, we plot the spatial gradient...
$dB/dx$ versus $B$. The main panel in Fig. 1 shows representative hysteresis loops of $dB/dx$ measured at 4.2, 8 and 12 K. The right ordinate shows the value of the corresponding current density $j^c_{ab} = (2/\mu_0)dB/dx$. The factor 2 corresponds to the case when $B$ is measured on the end surface of a semi-infinite superconducting slab; a more precise evaluation can be done using the results of Brandt. The $j^c_{ab}$—values, of the order of 100 kA/cm$^2$, are similar to those obtained from global measurements in the same configuration. Because of flux creep, the measured current densities are slightly reduced with respect to the “true” critical current density, by a multiplicative factor determined by the effective experimental setup to the “true” critical current density, by a multiplicative factor determined by the effective experimental time scale (here, about 3 s). The creep rate is rather modest; in our experiment, it amounts to 2-4 % per decade of time, and is similar for $j^c_{ab}$ and $j^c_{ab}$, so that the ratio $j^c_{ab}/j^c_{ab}$ we shall be interested in is not appreciably altered.

The shape of the $dB/dx$-hysteresis loop is very similar to that obtained for other iron-based superconductors. It is characterized by a sharp maximum of the critical current density for $|B| \leq 6$ kG, and a behavior characteristic of a dominant contribution from strong pinning by nm-sized inhomogeneities. The constant $dB/dx$ at higher fields comes from a weak “collective” pinning contribution due to scattering of quasiparticles in the vortex cores by atomic-scale point defects. Figure 2 shows similar results for $H_a \parallel ab$—plane and the Hall array $\perp c$, the configuration that probes $j^c_{ab}$. Again, the flux density profiles are very well described by the Bean model, although in this field orientation, the critical current density is dominated by the strong pinning contribution over the whole field range. Due to the elongated slab geometry, the configuration with $H_a \parallel ab$ does not involve a demagnetization correction, so that the relation $j_{ab} = (2/\mu_0)dB/dx$ is practically exact. With $j^c_{ab}$ and $j^c_{ab}$ both measured in this orientation, geometry-related corrections play no role in the determination of $j^c_{ab}/j^c_{ab}$.

The critical currents for the three directions are summarized in Fig. 3, for an applied field of 1 T. Clearly, $j^c_{ab}$ involving vortex motion along the $c$–axis (with vortices crossing the Fe–As planes) exceeds the other two critical currents. As expected, $j^c_{ab}$ for easy vortex sliding along the $ab$–plane is the smallest. The critical current $j^c_{ab}$ goes to zero at a lower temperature, reflecting the anisotropy of the irreversibility line in this material.

The critical current ratio $j^c_{ab}/j^c_{ab}$ for $B \parallel ab$ is plotted in Fig. 4 for different values of the applied field. To analyze it, we first consider theoretical results derived for the case of weak collective pinning. More specifically, in the regime of field–independent “single–vortex” pinning, the softer tilt– and shear moduli for vortex motion within the $ab$–plane imply that $j^c_{ab} = \varepsilon_{\lambda} j^c_{ab}$. This expression that does not take into account possible differences between $\varepsilon_{\lambda}$ and $\varepsilon_{\xi}$. A rederivation that keeps of the different contributions to the anisotropy yields $j^c_{ab} = (\varepsilon_{\lambda}^{2/3}/\varepsilon_{\xi}^{5/3}) j^c_{ab}$.

$$j^c_{ab} = (\varepsilon_{\lambda}/\varepsilon_{\xi})^{7/3} j^c_{ab}.$$ Hence, the anisotropy ratio

$$j^c_{ab}/j^c_{ab} = \varepsilon_{\lambda}/\varepsilon_{\xi}$$

is mainly determined by the coherence length anisotropy.

In the present situation though, the strong pinning contribution dominates the critical current density. Then, the critical current density is determined by the direct sum of the elementary force $f_p$ that individual inhomogeneities exert on the vortex lines. It is given by the expression $j_{c} = (f_p/\Phi_0)n_p\mu_0^{2/3}\xi_{ab}$, where $n_p$ is the defect density, and $\Phi_0$ is the flux quantum. The trapping radius $u_0$ is the largest distance, perpendicular to the field direction, on which a pin can be effective. The critical current anisotropy is thus determined by the anisotropy of $f_p$, and that of $u_0$. The former is determined by the anisotropy of $\lambda$ and $\xi$, and by the geometric anisotropy of the pins, $\varepsilon_b = \ln (1 + b_{ab}^2/2^2\xi_{ab}^2) / \ln (1 + b_{ab}b_{c}/2\xi_{ab}^2) < 1$. Here, $b_{ab}$ and $b_{c}$ are the mean extent of the pins in the $ab$ and $c$–direction, respectively. At low fields, the $u_0$–anisotropy is determined only that of the vortex line tension, and is therefore field-independent. We find that $j^c_{ab} = \varepsilon_b^{2/3}\varepsilon_{\lambda}^{3/3} j^c_{ab}$, while $j^c_{ab} = (\varepsilon_b^{2/3}/\varepsilon_{\lambda}^{3/2}) j^c_{ab}$. At higher fields, $u_0$ is determined by the intervortex interaction, leading to the ubiquitous decrease of the critical current density as $B^{-1/2}$. Then, $j_{c} = \varepsilon_b^{2/3}\varepsilon_{\lambda}^{2/3} j^c_{ab}$, while $j^c_{ab} = (\varepsilon_{\lambda}/\varepsilon_{\xi}^{2}) j^c_{ab}$. In both cases,

$$j^c_{ab}/j^c_{ab} = 1/\varepsilon_{\xi}.$$ Thus, the experimental ratio $j^c_{ab}/j^c_{ab}$ plotted in Fig. 4, directly measures the coherence length anisotropy.

In spite of the fact that we could only evaluate the anisotropy above $T = 9$ K, it is clear that the extrapo-
FIG. 4. (Color online) Critical current ratio $J_{ab}/J_{c}^{ab} \sim 1/\xi_{\parallel}$ for applied magnetic fields of (□) 0.5 T; (□) 1 T; (○) 2 T.

lated values of $1/\xi_{\parallel}$ at low temperature are of the order $1.5 - 2$. The anisotropy ($\sim 1/\xi_{\parallel}$) increases with increasing temperature to become as large as $6 - 7$ at $T = 13$ K, an experimental upper limit imposed by the increasing role of flux creep at higher $T$. The anisotropy becomes smaller and less $T$-dependent at higher magnetic field, and merges with the results obtained from the $B_{c2}$-ratios reported in Refs. 9–11 for a field as low as 2 T. Both the magnitude and the $T$-dependence of $\xi_{\parallel}$ are reminiscent of that of $\xi_{\parallel}$ obtained on the 1111 family of iron-based superconductors. Notably, $\xi_{\parallel}$ is strongly temperature dependent at low fields, and less so at higher magnetic fields.

Since the Fermi velocity is unaffected by field, a plausible framework for our observations is the temperature- and field-dependent relative contribution of the two superconducting gaps to the effective superconducting coherence length. In particular, the evolution of $\xi_{\parallel}$ suggests that the relative weight of the gap on the more two-dimensional hole surface progressively decreases as the magnetic field is increased. For fields higher than 2 T, the gap on the three-dimensional electron surface would determine all superconducting properties related to the coherence length. This is consistent with recent thermal conductivity measurements that suggest that at fields as low as $0.1B_{c2}(0)$ (i.e., 2 T), LiFeAs behaves as a single band superconductor. In that limit, the anisotropy of the coherence length and of the penetration depth are expected to be similar, and rather temperature independent. This is indeed the trend observed in the measurements: the high-field coherence length anisotropy seem to behave very similarly to reported results for the penetration depth anisotropy. It is to be noted that as the magnetic field is increased, the vortex core radius should plausibly shrink, such as this occurs in NbSe$_2$. Also, the core structure should be modified. This does not affect the ratio of the coherence lengths discussed here.

The field-dependence of $\xi_{\parallel}$ may explain why the weak collective pinning contribution to the critical current density is more important for fields oriented parallel to $c$. The values of $\xi_{\parallel}$ and $\xi_{c}$ are very similar at fields above $1 \sim 2$ T at which this contribution manifests itself. Hence, the weak pinning part of the critical current should be nearly the same for the two field orientations, as in a single band superconductor. At lower fields, it should be enhanced for $H \parallel ab$, but this is not perceptible because it remains masked by the strong pinning contribution. On the other hand, strong pinning is enhanced for all values of $H \parallel ab$ because its dependence on $\xi_{\parallel}$ through $\xi_{b}$.

In conclusion, we present a direct technique for the measurement of the critical current anisotropy in uniaxial type II superconductors. The technique crucially relies on the use of a local probe of the magnetic induction, in this case, miniature Hall probe arrays. In the situation of strong pinning by extrinsic extended point defects, the ratio of the critical current densities along the $ab$-plane and the $c$-axis, for field oriented along the $ab$-plane, directly yields the coherence length anisotropy. We apply the method to infer the coherence length anisotropy $1/\xi_{\parallel}$ of LiFeAs at much lower magnetic fields than commonly reported. We interpret the results in terms of the gap anisotropy, and find that this is reduced to its value near $B_{c2}$ by the application of a magnetic field as low as 2 T.
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