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Stochastic facility location problem in a competitive situation: A game theory model for emergency financial services
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Abstract: Facility location problems under conditions of uncertainty involve various situations, such as industrial plants, warehouses, distribution centers, and emergency services (ambulances, police cars). Because of this relevant matter, researchers have developed many mathematical optimization models that aim to establish a balance between costs and the quality of the services provided over recent decades. By and large, these proposals consider stochastic characteristics associated with demand uncertainty and the facilities' availability. Since there is a lack of studies examining emergency financial services, we think of managing this kind of service in a competitive situation combining Game Theory and computer simulation. In addition to the usual stochastic conditions, this study introduces the use of a Nash equilibrium model that also incorporates uncertainties related to the actions of competitors applied to a dispute between two insurers as to where to locate their home insurance assistance bases. The focal point concept combined the results of a non-zero-sum game with those of the stochastic location model to define an unconventional strategy for the analyzed situation. The developed mathematical model provided more realistic location strategies compared to those obtained using traditional location models.
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1. Introduction
Location is the identification of objects in a physical space. These objects can be facilities to achieve specific goals. According to ReVelle and Eiselt (2005), location analysis refers to the modeling, formulation, and solution of a class of problems described as sitting facilities in a given space. Slack et al. (2002) stress that location decisions are relevant because they are almost irreversible. Even when it is still possible to reverse the decision, it may be costly, time-consuming, and inconvenient for customers.

A facility location decision involves substantial financial and operational resources, significant setup times, and is difficult to reverse. Failures in this kind of analysis can affect the survival of companies that are in a competitive business. For this reason, researchers have developed many mathematical models in recent decades to find optimal locations for facilities (in industry, agriculture, service industries). The development of this approach has kept pace with the variety and complexity of many real problems. New proposals have been made over time to correct the conceptual weaknesses of previous models. The latest suggestions improved on previous ones but did not exclude them, creating an overlap and the coexistence of all the available alternatives. Snyder (2006) divided facility location models into a) deterministic, b) stochastic, or c) robust optimization.

Facility location problems present many challenges. It demands a lot of data about the participants’ geo-location, the provided service’s demand behavior, infrastructure availability, costs, and legislation restrictions. Usually, this kind of application requires considerable computer resources.

Emergency services comprise various situations that require the urgent intervention of the authorities or the service provider. We can find the term emergency financial service in the literature as a synonym of financial assistance provided by public or private sectors to support general needs (Palmer et al., 2019). In terms of financial services, studies exist for operations and the location of traditional banking facilities, such as bank branches (Abensur, 2011; Ajiboye, 2020; Basar et al., 2015; Goren et al., 2013).

The relevance and diversification of the financial market offer an innovative niche for facility location applications. Nonetheless, no studies explore the facility location of emergency services in the financial sector carried out far away from the traditional branch network.

Home insurance service is an example of this category. It generally comprises two types: a) cover for unpredictable damage caused by fire, explosion, storms, and b) home assistance, which deals with minor problems, such as broken locks, leaking pipes, electrical problems, heating system problems, and so on. In general, other covers such as automobile insurance offer home assistance as a complimentary service. When required, this kind of service is requested remotely by contacting the insurer’s call center. The call center then classifies the request and activates the assistance team. Using authorized vehicles, the assistance team goes to customers’ houses from its service base to provide the service requested in the minimum amount of time possible. In general, the call center and the base service facility are in different places.

This study focuses on a particular part of the emergency financial process by examining possible optimization alternatives to facilities’ location in a competitive context. We proposed a Nash equilibrium model that can support emergency financial service facilities’ location through a classical duopoly game. We tested the model in a location dispute between two competing insurers (players) seeking to locate their emergency home insurance facilities in the northern
region of the city of São Paulo in Brazil. The Game Theory (GT) model achieved more realistic results than the deterministic and stochastic location models. As provided by Google Maps, the land route distances between the proposed service bases and customers were incorporated into the analysis, which increased the model’s reliability.

The strengths and contributions of this work are:

- It expands the applications of location models to include a new and unexplored category of financial services carried out far away from the traditional banking branch;
- Unlike classic game theory approaches, composed of socio-economic features, such as price and customer behavior, the presented model uses the geo-location characteristics of the participants from an engineering perspective;
- It shows that traditional facility location models, which are characterized by having an individualistic perspective and are inappropriate in competitive situations, such as the analyzed, studied case;
- It presents a model that combines concepts of traditional location models with ideas of competitive location, based on a non-zero-sum emergency financial service game played by two competitors (players);
- The developed model offered a broader range of feasible alternatives, including strategies obtained using traditional location models;
- The study proposes a novel framework of comparison between players (and the models) by a standardized asymmetry payoff matrix based upon geo-information data about the participants.

- This study is structured as follows. In Section 2, we present a review of the literature on facility location models. In Section 3, we describe the characteristics of the analyzed problem, the type of game that was analyzed, and the respective mathematical model. In Section 4, we describe the case that was studied and the results found. In Section 5, we provide conclusions and future works.

2. Literature review

2.1. Deterministic location models

Deterministic models consider that the required parameters are known. Among these parameters are: costs, service demand, service level agreements, the distance between customers and the facilities, and the area covered. Generally, deterministic models divide the objectives into two types: i) the minimum number of facilities needed to cover demand, considering a defined distance or time limit; and ii) locating a known number of facilities to maximize the number of requests covered within a specified time limit.

The Type (i) model, also known as a set covering problem, was proposed initially by Toregas et al. (1971) and is used to find the minimum number of vehicles needed to cover all demands in a predefined time limit. Church and ReVelle (1974) proposed the Type (ii) model called a maximal covering location problem. There are other studies and applications, such as those by Amin and Zhang (2013), Anagnostopoulos et al. (2004), Daskin and Stern (1981), Li et al. (2011), Manopinives and Irohara (2017), Pérez et al. (2015), Prabowo et al. (2017), ReVelle et al. (1977), Verma and Gaukler (2015), Yadav et al. (2017), and Zhang et al. (2017).

2.2. Stochastic location models

Stochastic models improved the perspective of deterministic models by considering that facilities may not be available all the time. Deterministic models also assume that the probability of the facilities being busy or not (idleness) is the same for all of them. Thanks to stochastic models, it
was possible to incorporate demand uncertainty, the uncertainty of the facilities being available (not busy), and other volatilities using many probability distributions. The main difference between stochastic models lies in their treatment of system reliability. Defined reliability problems aim to locate facilities with a known $\alpha$ probability of availability. Maximum availability location problems aim to install facilities that provide the most significant availability probability (Ahmadi-Javid & Nasrini, 2020; Balcik & Beamon, 2008; Daskin, 1983; Drezner et al., 2015; ReVelle & Hogan, 1989; An et al., 2014).

The system’s idleness rate, travel time, and service times are factors that combine queuing theory with stochastic location problems. This kind of model’s relevant contribution is how it estimates facilities’ availability within a time or distance standard (Jung et al., 2014; Larson, 1975; Liu et al., 2020; Marianov & ReVelle, 1996; Tavakkoli-Moghaddam et al., 2016).

Equations (1) to (3) and (4) to (6) give examples of a deterministic location model (Daskin, 2008) and a stochastic model (ReVelle & Hogan, 1989), respectively. Equation (1) minimizes the number of facilities $j$ needed to cover all the demand. Equation (2) requires that each node be covered: Let $J$ be a set of potential locations, and $I$ be a set of demand nodes; the distances $d_{ij}$ from node $i \in I$ to the possible location $j \in J$ is known. Equation (3) requires integer and binary variables. In the stochastic formulation, (5) represents the reliability of at least one facility is available to users at a defined probability $\alpha$. Let $q$ be the probability of all $N_i$ facilities being busy and $b$ be the smallest integer number that satisfies the ratio presented.

$$\min Z = \sum_{j \in J} X_j$$

s.a.

$$\sum_{j \in J} X_j \geq 1 \forall i \in I$$

(2)

$$X_j \in \{0, 1\} \forall j \in J$$

(3)

$$\min Z = \sum_{j \in J} X_j$$

s.a.

$$\sum_{j \in J} X_j \geq b_j \forall i \in I$$

(5)

$$X_j \geq 0 \text{ integer}$$

(6)

where:

\[ b = \frac{\log(1 - \alpha)}{\log q} \]

2.3. Robust models

Robust models appear in situations where it is difficult to collect data, or there is a lack of data about the probability distribution of the analyzed parameters. According to Snyder (2006), the two most crucial robustness measures are minimax cost and minimax regret. This category of models features stochastic treatment applied to the analyzed parameters. The scenario approach is applied to discrete cases, while continuous ones use interval uncertainties (Kouvelis et al., 2000;
Kouvelis & Yu, 2013; Listes & Dekker, 2005; Rabbani et al., 2020; Snyder & Daskin, 2006; Zhang & Jiang, 2014).

2.4. Location models based on game theory
The previous approaches display passive behavior in the competition. Managers suppose the facilities will be available as long as necessary. This attitude is highly unfavorable in competitive environments because competitors can occupy all the already identified locations or the best ones. Thus, a new hybrid category emerged called competitive location problems, which add to the uncertainty surrounding competitors’ actions (ReVelle & Eiselt, 2005). This category is also known as Hotelling’s location model because Hotelling (1929) developed an optimal facility location model and two competitors’ pricing along a straight-line segment. Nash equilibrium is the solution to this problem category, in which there are no reasons for competitors to change their positions.

New studies present other cases of competitive facility location that combine stochastic techniques and the game theory (Camacho-Vallejo et al., 2014; Fernández & Hendrix, 2013; Giménez-Gaydou et al., 2016; Herbon, 2017; Mayadunne et al., 2018; Moradi et al., 2016; Patne et al., 2018; Salazar et al., 2018; Seyhan et al., 2018; Song & Wen, 2015; Yin et al., 2016).

3. Problem detailing and the mathematical game model
Table 1 shows the symbols used in developing the mathematical formulation of the game.

The case studied analyzes the dispute between two similar Brazilian insurers who simultaneously decide on their home insurance assistance bases in the north region of São Paulo city, chosen from five potential sites (A, B, C, D, E). According to official figures, the city of São Paulo has 12 million inhabitants and is the largest city on the American continent. There are 7.2 million automobiles and 6 million motorcycles, while 14,000 buses run daily. In addition to the large

| Symbol | Description |
|--------|-------------|
| SLA    | Service Level Agreement |
| r      | The critical distance that makes SLA possible |
| M/M/m/k| Poisson distributed assistance request rate (M), generally distributed service times (M), m = 1 server, maximum service capacity equal to k customers |
| \(\lambda\) | Average call rate |
| \(\mu\)  | The average service time rate |
| S      | Location strategy |
| i      | Facility index |
| j      | Customer index |
| l      | Number of facilities |
| j      | Number of customers |
| \(\rho_0\) | Probability of the facility not being busy |
| \(\rho\)  | Facility busy rate (\(\lambda/\mu\)) |
| \(\xi\)  | Poisson distribution to generate residentially assistance calls |
| c      | Customer |
| \(d_{ij}\) | Distance between customer i and facility j |
| w      | The random number generated by a uniform distribution |
| x      | Facility location for player A |
| y      | Facility location for player B |
population and vehicle density, the city of São Paulo has an irregular topography with valleys, rivers, hills, and mountains making urban mobility a daily challenge.

Brazilian insurers generally offer their customers a similar kind of home assistance insurance cover. Following the rules defined by the Brazilian insurance regulatory agency (SUSEP), the insurers have two hours (SLA) to complete the service. Despite the similarities, after-sales service is a significant differential for ensuring customer satisfaction. As a result, the facilities’ location is a decisive strategic variable that can reduce customer dissatisfaction and the resultant loss of their business in São Paulo city.

We adjusted the data concerning customer location, potential facility locations, and service demand from one of the players. There are 104 customers in this region, and dissatisfaction levels are high due to service complaints.

Call centers receive emergency assistance calls made by phone or via an app and select the nearest facility location. Service employees leave these locations to attend to customers’ demands. The decision and the game are related to the site of these facilities. Calls are random and occur independently between customers in the analyzed region. According to service features, we adopted the following assumptions:

a) just one employee at each facility ($m = 1$);

b) competitors cannot share the same facility;

c) each customer only makes one call per month;

d) a critical distance ($r$) of 3 km was defined as the maximum feasible distance from which to handle calls following the defined SLA;

e) a maximum of three service callouts is achieved per day;

f) unavailable facilities or out-of-SLA service results in different penalties for insurers;

g) random calls were generated every month to assess all customers;

h) facility costs were considered to be similar for the companies;

i) under the studied statistical data, we evaluated the following: $\lambda = $ six calls per month (6% or 0.06 considering 104 customers) and $\mu = 22$ services per Month/employee/facility.

There are three primary sources of uncertainty: customer call’s location, facility unavailability (busy), and the actions of competitors.

We assessed the probability $Z$ of home assistance calls using a Poisson distribution, with $k$ being the probability of a monthly call demand. We evaluated the non-busy probability ($P_0$) using the $M/M/m/k$ queuing system like Marianov and ReVelle (1996), shown in Equation 7 as follows.

Firstly, each competitor has six strategies: a) choosing no location; b) choosing 1; c) choosing 2; d) choosing 3; e) choosing 4, or f) choosing five sites. There is no cooperation between the competitors (companies), and both know the game’s strategies and payoffs.

Competitors can only rent different facilities, and they cannot share them. The competitors choose their locations and send their proposals to the owners. If there are two proposals for the same place, the renting process will take more time, and both companies would be without
a home assistance base for at least the next month. Other combination choices result in different payoffs for the players.

Due to the possible location strategies, each player's payoffs reduce service penalties by the SLA. Two or three places are the best strategy for both competitors because other alternatives are dominated by this one or present lower payoff. Not sharing locations imply logistic asymmetry in terms of the number of facilities per insurer and their customers’ distances. Every strategy will result in different penalties for each player as a non-zero-sum game. Therefore, the game is defined as a) non-zero-sum; b) simultaneous, and c) non-cooperative.

Figure 1 shows the candidate service bases’ location and the defined critical distance obtained using land routes in this region. Table 2 presents the complete list of distances between customers and potential facility locations.

Figure 2 shows the simulation logic flow that evaluates each feasible location strategy’s players’ payoffs. The following parameters are first defined: a) potential facility locations (A, B, C, D, E); b) land route distances from customers (meters) provided by Google Maps; c) the critical distance (r), and d) the not busy probability $P_0$ and the number of customers to be evaluated. The Poisson distribution and uniform distribution randomly generate the customers' calls and facility availability, respectively. The penalty depends on whether there is an available facility within the critical distance. We adopted weight 1 for facilities beyond the crucial range and value 2 for facilities unavailable for providing service. We repeated the simulation to assess all customers.

Let $G = (X, Y, M)$ represent the analyzed game in its normal form. $X$ and $Y$ are finite sets of possible location strategies, and $M$ is the payoff (penalty) function of the space of combinations $X \times Y$ of pairs $(x,y), x \in X, y \in Y$. The following vectors define the possible pure strategies $S_X$ for each player:

$S_X = (x_1, x_2, x_3, x_4, x_5)$ and $S_Y = (y_1, y_2, y_3, y_4, y_5)$ with $x_i, y_i \in (0,1)$

On the other hand, $M$ is a function of a) the chosen location strategies $S_X$, b) the defined critical distance (r); c) the land route distances between customers and facilities ($d_{ij}$); d) the not busy probability ($P_0$) and e) customer assistance calls ($ξ$).
Table 2. Matrix of distances between customers and candidate facilities (meters)

| Customer | A  | B  | C  | D  | E  | Customer | A  | B  | C  | D  | E  |
|----------|----|----|----|----|----|----------|----|----|----|----|----|
| 1        | 2.750 | 2.800 | 2.400 | 2.700 | 3.400 | 53        | 2.800 | 3.100 | 2.700 | 2.800 | 3.100 |
| 2        | 2.900 | 4.500 | 4.100 | 2.600 | 2.600 | 54        | 2.650 | 3.800 | 3.400 | 2.900 | 2.600 |
| 3        | 4.600 | 2.900 | 140  | 4.700 | 4.500 | 55        | 2.500 | 3.700 | 3.200 | 2.700 | 2.800 |
| 4        | 3.500 | 3.400 | 2.500 | 3.300 | 3.600 | 56        | 2.650 | 4.100 | 2.700 | 2.900 | 2.300 |
| 5        | 3.400 | 2.300 | 1.900 | 3.400 | 4.100 | 57        | 2.750 | 4.000 | 2.500 | 3.000 | 2.600 |
| 6        | 2.250 | 3.800 | 3.400 | 2.500 | 2.600 | 58        | 2.600 | 4.100 | 2.700 | 2.900 | 2.300 |
| 7        | 2.350 | 3.300 | 2.900 | 2.400 | 3.000 | 59        | 2.900 | 4.200 | 2.400 | 3.100 | 2.500 |
| 8        | 3.100 | 3.400 | 2.100 | 3.300 | 3.000 | 60        | 2.900 | 4.200 | 2.400 | 3.000 | 2.900 |
| 9        | 3.100 | 3.400 | 2.100 | 3.300 | 2.900 | 61        | 2.650 | 4.100 | 2.700 | 2.900 | 2.300 |
| 10       | 2.500 | 3.200 | 2.700 | 2.500 | 3.200 | 62        | 3.100 | 3.500 | 2.200 | 3.300 | 2.900 |
| 11       | 2.700 | 3.900 | 3.500 | 3.000 | 2.500 | 63        | 3.100 | 3.400 | 2.000 | 3.300 | 2.700 |
| 12       | 2.650 | 3.800 | 3.400 | 2.900 | 2.600 | 64        | 3.100 | 3.400 | 2.000 | 3.300 | 2.700 |
| 13       | 2.750 | 3.900 | 3.500 | 3.000 | 2.500 | 65        | 4.200 | 4.000 | 1.600 | 4.200 | 3.000 |
| 14       | 2.600 | 3.800 | 3.300 | 2.900 | 2.600 | 66        | 4.100 | 3.900 | 2.400 | 4.100 | 2.800 |
| 15       | 2.650 | 3.800 | 3.400 | 2.900 | 2.600 | 67        | 2.550 | 3.300 | 2.900 | 2.500 | 3.000 |
| 16       | 2.750 | 4.000 | 2.500 | 3.000 | 2.400 | 68        | 2.210 | 3.700 | 3.300 | 2.300 | 2.900 |
| 17       | 2.750 | 4.000 | 2.500 | 3.000 | 2.400 | 69        | 3.000 | 3.500 | 2.600 | 2.900 | 3.600 |
| 18       | 2.650 | 4.100 | 2.700 | 2.900 | 2.300 | 70        | 3.000 | 4.200 | 2.500 | 3.200 | 2.200 |
| 19       | 2.750 | 4.000 | 2.500 | 3.000 | 2.400 | 71        | 2.800 | 3.500 | 2.400 | 3.100 | 2.700 |
| 20       | 2.750 | 4.000 | 2.500 | 3.000 | 2.400 | 72        | 2.800 | 3.500 | 2.400 | 3.100 | 2.700 |
| 21       | 2.600 | 4.200 | 2.700 | 2.800 | 2.200 | 73        | 2.850 | 4.200 | 2.700 | 3.100 | 2.000 |
| 22       | 2.650 | 4.100 | 2.700 | 2.900 | 2.300 | 74        | 2.900 | 2.800 | 2.400 | 2.900 | 3.600 |
| 23       | 2.700 | 3.900 | 3.400 | 3.000 | 2.500 | 75        | 3.000 | 2.600 | 2.200 | 3.000 | 3.700 |
| 24       | 2.600 | 4.000 | 3.300 | 2.900 | 2.600 | 76        | 3.000 | 2.600 | 2.200 | 3.000 | 3.700 |
| 25       | 3.200 | 2.700 | 2.300 | 3.100 | 3.700 | 77        | 3.000 | 2.600 | 2.200 | 3.000 | 3.700 |

(Continued)
Table 2. (Continued)

| Customer | A    | B    | C    | D    | E    | Customer | A    | B    | C    | D    | E    |
|----------|------|------|------|------|------|----------|------|------|------|------|------|
| 26       | 3,400| 2,600| 2,200| 3,400| 4,000| 78       | 3,000| 2,600| 2,200| 3,000| 3,700|
| 27       | 4,200| 4,000| 1,700| 4,200| 3,000| 79       | 3,000| 2,600| 2,200| 3,000| 3,700|
| 28       | 3,000| 3,500| 2,600| 2,900| 3,600| 80       | 3,100| 3,000| 2,500| 3,100| 3,600|
| 29       | 2,800| 3,500| 2,400| 3,000| 2,800| 81       | 2,550| 3,300| 2,900| 2,500| 3,200|
| 30       | 3,000| 2,800| 2,300| 2,900| 3,500| 82       | 4,200| 4,000| 2,500| 4,200| 2,700|
| 31       | 3,000| 2,800| 2,300| 2,900| 3,600| 83       | 4,200| 4,000| 2,500| 4,200| 2,700|
| 32       | 3,000| 2,600| 2,200| 3,000| 3,700| 84       | 3,500| 2,100| 1,700| 3,400| 4,100|
| 33       | 4,000| 3,500| 1,300| 4,000| 3,300| 85       | 2,650| 3,800| 3,400| 2,900| 2,700|
| 34       | 3,200| 3,400| 1,900| 3,500| 2,700| 86       | 2,600| 3,500| 2,500| 2,900| 3,000|
| 35       | 3,500| 3,600| 2,200| 3,700| 2,400| 87       | 2,550| 3,200| 2,800| 2,600| 3,200|
| 36       | 2,700| 3,800| 2,500| 2,900| 2,800| 88       | 3,200| 3,200| 2,300| 3,400| 3,300|
| 37       | 2,700| 3,800| 2,500| 2,900| 2,800| 89       | 4,200| 4,000| 1,900| 4,100| 2,600|
| 38       | 2,600| 4,200| 3,800| 2,900| 2,100| 90       | 3,300| 2,300| 1,900| 3,300| 3,800|
| 39       | 3,900| 3,700| 2,200| 3,900| 3,000| 91       | 2,350| 3,900| 3,400| 2,600| 2,700|
| 40       | 3,600| 2,300| 1,900| 3,500| 4,100| 92       | 2,450| 4,000| 3,600| 2,700| 2,800|
| 41       | 3,000| 2,600| 2,200| 3,000| 3,500| 93       | 2,350| 3,900| 3,400| 2,600| 2,700|
| 42       | 2,500| 4,000| 3,600| 2,800| 2,900| 94       | 2,350| 3,900| 3,400| 2,600| 2,700|
| 43       | 3,000| 2,900| 2,400| 3,000| 3,700| 95       | 2,600| 4,100| 3,700| 2,900| 3,000|
| 44       | 2,550| 3,500| 2,400| 2,800| 2,900| 96       | 2,750| 3,400| 2,500| 3,000| 2,800|
| 45       | 3,900| 3,700| 2,200| 3,900| 3,000| 97       | 3,000| 2,900| 2,400| 3,000| 3,700|
| 46       | 4,200| 4,000| 1,900| 4,200| 2,700| 98       | 2,950| 2,700| 2,300| 2,900| 3,600|
| 47       | 2,750| 3,200| 2,200| 3,000| 3,100| 99       | 3,700| 3,700| 2,200| 3,900| 2,400|
| 48       | 4,000| 4,100| 2,600| 4,300| 2,800| 100      | 2,800| 3,500| 2,400| 3,100| 2,700|
| 49       | 2,500| 3,200| 2,700| 2,500| 3,200| 101      | 2,750| 4,000| 2,500| 3,000| 2,600|
| 50       | 2,450| 3,200| 2,800| 2,400| 3,100| 102      | 2,094| 3,700| 3,300| 2,300| 2,700|

(Continued)
| Customer | A   | B   | C   | D   | E   | Customer | A   | B   | C   | D   | E   |
|----------|-----|-----|-----|-----|-----|----------|-----|-----|-----|-----|-----|
| 51       | 2,500 | 3,200 | 2,700 | 2,500 | 3,200 | 103      | 2,094 | 3,700 | 3,300 | 2,300 | 2,700 |
| 52       | 2,750 | 3,000 | 2,600 | 2,800 | 3,200 | 104      | 2,079 | 3,700 | 3,300 | 2,300 | 2,700 |

Source: Prepared by the authors
Figure 2. The logical flow of the simulation.

Let the $n \times m$ matrices $A$ and $B$ be the payoff matrices to players I and II, respectively. Assuming that for each strategy $A_i$ of player I, the best response of player II is $B_i^*$, and for each strategy $B_j$ of player II the best response of player I is $A^*(i, j)$. Player I maximizes over the rows of $A$, and player II maximizes over the columns of $B$. The Nash equilibrium defines the point $(A_i^0, B_j^0)$ as
a pair of strategies $A(i^A, j^A)$ and $B(i^B, j^B)$ where it fulfills the objectives simultaneously. More precisely, we have:

$$A^0_j = \max (A_{ij}) \land B^0_j = \max (B_{ij}) \Rightarrow (i^A, j^A) = (i^B, j^B) = (0, 0)$$

Some of the Nash equilibriums found (in bold) are presented in Table 3 as follows.

4. Results
We obtained the results using MATLAB of MathWorks®. The following theorem defines mixed strategies (Blackwell & Girshick, 1979):

Theorem 1: Every finite game has a value, and each player has at least one good mixed strategy.

Marianov and ReVelle (1996) noted that the not busy probability of facilities $P_0$ was evaluated by the queuing system $M/M/m/K$, as shown in Table 4. We used this probability subsequently for simulating the stochastic location model. We converted all values to calls per month. Table 5 presents the optimal mixed strategies obtained, while Table 6 provides a comparison of the results found by the analyzed optimization models.

We analyzed the results from the perspective of Player A. We found twenty Nash equilibriums in pure strategies. For the evaluations and comparisons shown in Tables 5 and 6, we selected a subset of pairs that gave the lowest absolute sum of penalties for two and three locations under the restriction of not sharing facilities.

| Table 3. Matrix of penalties |
|-----------------------------|
| 01010 | 01001 | 00110 | 00101 | 00011 |
| 01010 | - | - | - | (194;39) | - |
| 01001 | - | - | (143;39) | - | - |
| 00110 | - | (39;143) | - | - | - |
| 00101 | (39;194) | - | - | - | - |
| 00011 | - | - | - | - | - |
| 01100 | - | - | - | (183;101) | - |
| 11000 | - | - | (153;39) | (153;39) | (153;101) |
| 10100 | (35;194) | (35;143) | - | - | (35;101) |
| 10010 | - | (72;143) | - | (72;39) | - |
| 10001 | (98;194) | - | (98;39) | - | - |
| 01110 | - | - | - | - | - |
| 01101 | - | - | - | - | - |
| 01011 | - | - | - | - | - |
| 00111 | - | - | - | - | - |
| 11100 | - | - | - | - | (26;101) |
| 11010 | - | - | - | (122;39) | - |
| 11001 | - | - | (42;39) | - | - |
| 10101 | (10;194) | - | - | - | - |
| 10011 | - | - | - | - | - |
| 10110 | - | (17;143) | - | - | - |
According to the definition of the problem, the game is simultaneous and non-cooperative. Therefore, players must consider the probability of their competitor choosing a strategy. Players A and B can select two or three locations. We assume $p$ and $(1-p)$ to be, respectively, the probability of Player B choosing two or three places. We also considered $q$ as the probability that Player A would choose two locations and $(1-q)$ the likelihood of it selecting three sites. In equilibrium, each player must choose a $p$ and $q$ mix that represents the best response to the $p$ and $q$ combination of the respective competitor. Thus, the best comeback of Player A must show the best $q$ for each value of Player B’s $p$, and vice versa. As explained in Section 3, the choice of three locations would be unfavorable in both companies and, therefore, we penalized with the highest value obtained in the simulations (1,194 points). We found the mixed strategy by solving the $p$-mix and $q$-mix equations shown in Table 5 as follows.

Figure 3 presents the graphic representation of the Nash equilibrium in mixed strategies. If $q < 0.94$, the optimal response for B is $p = 1$; in other words, the best choice is two locations. If $q > 0.94$, the optimum comeback for B is $p = 0$; in other words, the optimal choice is three locations; finally, if $q = 0.94$, two or three sites are equal best choices for B.

According to Dixit et al. (2015), we should use mixed-strategies in non-zero-sum games with considerable caution. There is no general reason why one player’s pursuit of their interests should work against the other player’s interests in such games. Therefore, one player would not generally want to conceal their intentions from the other player, and there is no general argument in favor of keeping the other player guessing. In the case analyzed, we can understand the mixed strategies as both players choosing two locations with a high probability in their optimal mixtures ($p = 0.94$ and $q = 0.99$), which could lead to severe losses if both choose the same locations.

As presented in Table 6, a comparison between the models was standardized by the game theory model’s penalty function. The total value of the strategic pair is the sum of the penalties for each player.

### Table 4. M/M/m/K queueing system indexes

| System  | $\lambda$ | $\mu$ | $\rho$ | $P_D$ |
|---------|-----------|-------|--------|-------|
| M/M/1/3 | 6 customers/month | 22 customers/month | 27.27% | 91% |

Source: Prepared by the authors

| System  | $\lambda$ | $\mu$ | $\rho$ | $P_D$ |
|---------|-----------|-------|--------|-------|
| M/M/1/3 | 6 customers/month | 22 customers/month | 27.27% | 91% |

Source: Prepared by the authors

### Table 5. Mixed strategies evaluation

| Player B | 2 locations ($q$) | 3 locations (1-$q$) | $q$-mix |
|----------|-------------------|---------------------|---------|
| Player A strategy | (00110) | (01011) | 39 | 46 | $39q + 46(1-q)$ |
| penalty | 98 | 35 | |

| Player B strategy | (10001) | (10100) | 35 | 1194 | $35q + 1194(1-q)$ |
| penalty | 46 | 1194 | |

As presented in Table 6, a comparison between the models was standardized by the game theory model’s penalty function. The total value of the strategic pair is the sum of the penalties for each player.
Table 6. Optimization models comparison

| Player | Game Theory |  | Deter. Model | Stoch. Model (α=0.90) (P=0.91) | Stoch. Model (α=0.95) (P=0.91) |
|--------|-------------|---|-------------|-------------------------------|-------------------------------|
|        | (00110)     | (10100) | (11001)     | (01011)                       | (00101)                       |
| Player A | (11001)     | (01011) | (00110)     | (10100)                       | -                             |
| Total Penalty | 81         | 81     | 81          | 81                            | 111                           |
| Difference % | 7.7        | 31.4   | 7.7         | 25.0                          | 84.6                          |
| Mixed strategy player A | (00110)     | (11001) | q=0.99      | -                            | -                             |
| Expected penalty player A | 39         | -      | -           | -                            | -                             |
| Mixed strategy player B | (10001)     | (01110) | p=0.94      | -                            | -                             |
| Expected penalty player B | 98         | -      | -           | -                            | -                             |
| Total Penalty | 137        | -      | -           | -                            | -                             |
| Focal Point Strategy A | (11001)     | -      | -           | -                            | -                             |
| Focal Point Strategy B | (00110)     | -      | -           | -                            | -                             |
| Total Penalty | 81         | -      | -           | -                            | -                             |

Source: Prepared by the authors

We measured the penalty asymmetry between players by the relative distance between the players’ penalty value in the respective strategic pair. The game theory model provides more location alternatives by assuming that one competitor can obtain more locations. The game theory model also gave more realistic results than deterministic and stochastic models in terms of penalties.

Traditional location models do not consider competitor reactions. The deterministic model considers only the distance between the customer and the facilities. There is no stochastic appreciation of the availability of facilities or call demand. As expected, the deterministic model gave fewer locations (2), but the total penalty was higher than with the game theory model. By the same criterion, the stochastic models with \(\alpha = 0.90\) and \(\alpha = 0.95\) obtained results that were respectively inferior to and equal to those of the game theory model, but this also disregards the stochastic demand condition of the number of calls per customer.

The focal point concept emerges as a refinement in cases where there are multiple Nash’s equilibriums. Thus, it helps find a convergence between players’ strategies to avoid bad choices. The stochastic model shows that two locations are within the critical distance to all customers. Since rational players play the game, choosing two sites is a realistic option. Thus, choosing the other three locations should be a feasible strategy since it avoids proposals overlap.

The focal point strategy, however, does not guarantee convergence. Practical actions are necessary to coordinate the players’ expectations. In this case, a rapid negotiation of the facilities
associated with disclosure of the new service locations on the company’s institutional website, for example, would help clarify the alternatives to be followed by the other player.

Table 7 and Figure 4 present the sensitivity analysis of the model. As explained in Section 3, we did not consider any gain related to the critical distance we adopted (3,000 m). We assumed changes in call demand and the not busy of the facility. Following current conditions, in other words, one employee at each location and an average call rate equal to 6% per month ($\alpha_0 = 0.91$ and $\xi = 0.06$), the proposed strategy

| $\xi$ (Z = k) | 0.06 | 0.10 | 0.12 | 0.15 | 0.20 |
|---------------|------|------|------|------|------|
| $P_0$         | 0.91 | 0.81 | 0.82 | 0.91 | 1.28 |
| 0.85          | 1.34 | 1.38 | 1.55 | 2.08 | 2.62 |
| 0.80          | 1.86 | 1.93 | 2.17 | 2.90 | 3.72 |
| 0.75          | 2.47 | 2.58 | 2.90 | 3.82 | 4.97 |

Source: Prepared by the authors

Figure 3. Nash equilibrium in mixed strategies.

Figure 4. The penalty due to call demand and facility availability.
can ensure twice the number of variations in call demand. Still, it is highly sensitive to reductions in availability. We can obtain reductions in waiting time by increasing the number of employees at each location.

5. Conclusion and future works
This work proposed a decision location model based upon the game theory, which was tested by way of a non-zero-sum game between two insurers competing for home assistance facility locations in the north region of São Paulo city in Brazil. This work has contributed to the literature by developing an approach that combines the logistic characteristics of location, demand, availability, geo-location technologies with Nash’s equilibrium concepts to define sustainable strategies for the analyzed companies.

Instead of the individualistic perspective of classical location models, the proposed model introduced competitors' actions, allowing for a more realistic assessment of facility location possibilities by providing a broader range of feasible alternatives. Moreover, we incorporated the game’s stochastic conditions under each customer’s location characteristics, and facility analyzed.

The best results show asymmetric numbers of locations between competitors; in other words, Player A could choose two or three sites, while Player B could choose three or two. Besides, and most importantly, the model identifies where each player should locate each facility to avoid losses. The results are unconventional because, according to conventional wisdom, each player would choose two facilities.

Besides the Nash equilibrium, we developed other topics, such as mixed strategies and focal points. In particular, the focal point concept combined the results of game theory with those of the stochastic location model to define a strategy for Player A by assigning three complementary locations. This strategy differs from the usual, individualistic practice that would minimize costs by selecting the two sites closest to all customers, but with a high chance of losses for both.

Future work should focus on improving the SLA defined by the Brazilian regulatory agency. The assumed SLA is, at the same time, an applications’ characteristic and weakness. As future directions, we see that further investigation into methods to support insurance regulatory agency could yield positive results.
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