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1 Introduction

We begin with some basic notation. Let \( \mathbb{N}, \mathbb{R} \) and \( \mathbb{C} \) be the set of positive integers, the set of real numbers and complex numbers, respectively, and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). For a finite sequence \( k = (k_1, \ldots, k_r) \) of positive integers, we put

\[
|k| := k_1 + \cdots + k_r, \quad \text{dep}(k) := r,
\]

and call them the \textit{weight} and the \textit{depth} of \( k \), respectively. If \( k_1 > 1 \), \( k \) is called \textit{admissible}.

1.1 Multiple mixed values and their alternating version

In \cite{29}, we define the \textit{multiple mixed values} (or \textit{multiple M-values}, MMVs) for an admissible \( k = (k_1, \ldots, k_r) \) and \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_r) \in \{\pm 1\}^r \) by

\[
M^\varepsilon(k_1, \ldots, k_r) := \sum_{m_1 > \cdots > m_r > 0} \frac{(1 + \varepsilon_1 (-1)^{m_1}) \cdots (1 + \varepsilon_r (-1)^{m_r})}{m_1^{k_1} \cdots m_r^{k_r}} \in \mathbb{R}
\]

\[
= \int_0^1 \frac{1}{t} \omega_0^{k_1-1} \omega_{2 \varepsilon_1}^{-1} \omega_0^{k_2-1} \omega_{2 \varepsilon_2}^{-1} \cdots \omega_0^{k_r-1} \omega_{2 \varepsilon_r}^{-1} \omega_{r-1},
\]

where

\[
\omega_0 := \frac{dt}{t}, \quad \omega_{r-1} := \frac{2dt}{1 - t^2}, \quad \omega_1 := \frac{2dt}{1 - t^2}.
\]

The theory of iterated integrals was developed first by K.T. Chen in the 1960’s. It has played important roles in the study of algebraic topology and algebraic geometry since then. Its simplest form is

\[
\int_0^1 f_1(t) dt f_2(t) dt \cdots f_p(t) dt := \int_{1 > t_1 > \cdots > t_p > 0} f_1(t_1) f_2(t_2) \cdots f_p(t_p) dt_1 dt_2 \cdots dt_p.
\]

One can extend these to iterated integrals over any piecewise smooth path on the complex plane via pull-backs. We refer the interested reader to Chen’s original work \cite{10} for more details.

We now recall the definition of a few classical objects. For admissible \( k := (k_1, \ldots, k_r) \in \mathbb{N}^r \), the \textit{multiple zeta values} (MZVs) are defined by (cf. \cite{13, 34})

\[
\zeta(k_1, \ldots, k_r) := \sum_{n_1 > \cdots > n_r \geq 1} \frac{1}{n_1^{k_1} \cdots n_r^{k_r}} \in \mathbb{R},
\]

Hoffman’s \textit{multiple t-values} (MtVs) are defined by (see \cite{15})

\[
t(k) := \sum_{n_1 > \cdots > n_r > 0} \frac{1}{n_1^{k_1} \cdots n_r^{k_r}} = \sum_{n_1 > \cdots > n_r > 0} \frac{1}{(2n_1 - 1)^{k_1} (2n_2 - 1)^{k_2} \cdots (2n_r - 1)^{k_r}},
\]

the \textit{multiple S-values} (MSVs) are defined by (see \cite{29})

\[
S(k) := \sum_{n_1 > \cdots > n_r > 0} \frac{2^r}{n_1^{k_1} \cdots n_r^{k_r}} = \sum_{n_1 > \cdots > n_r > 0} \frac{2^r}{(2n_1 - r + 1)^{k_1} (2n_2 - r + 2)^{k_2} \cdots (2n_r)^{k_r}},
\]

and the Kaneko-Tsumura \textit{multiple T-values} (MTVs) are defined by (see \cite{17})

\[
T(k) := \sum_{n_1 > \cdots > n_r > 0} \frac{2^r}{n_1^{k_1} \cdots n_r^{k_r}} = \sum_{n_1 > \cdots > n_r > 0} \frac{2^r}{(2n_1 - r)^{k_1} (2n_2 - r + 1)^{k_2} \cdots (2n_r - 1)^{k_r}}.
\]

As a normalized version of the MtVs, we call

\[
\tilde{t}(k) := \sum_{n_1 > n_2 > \cdots > n_r \geq 1} \frac{1}{(n_1 - 1/2)^{k_1} (n_2 - 1/2)^{k_2} \cdots (n_r - 1/2)^{k_r}} = 2^{|k|} t(k)
\]

the \textit{multiple \tilde{t}-values}. According to the definitions, \( \tilde{t}(k) = 2^s t(k) = \zeta_H(k;1/2) = (2^k - 1) \zeta(k) \) for any integer \( k \geq 2 \), where \( \zeta_H(s; a) \) is the \textit{Hurwitz zeta function} and \( \zeta(s) \) is the \textit{Riemann zeta function}.

We now list some important special cases of the MMVs.
MMVs satisfy the series stuffle relations and integral shuffle relations;

- All $\varepsilon_j = 1$ in MMVs $M^\varepsilon(k) \Rightarrow$ MZVs $\times \frac{1}{2|\varepsilon|}$;
- All $\varepsilon_j = -1$ in MMVs $M^\varepsilon(k) \Rightarrow$ MtVs $\times 2^r$;
- All $\varepsilon_j = (-1)^{r-j}$ in MMVs $M^\varepsilon(k) \Rightarrow$ MSVs;
- All $\varepsilon_j = (-1)^{r+1-j}$ in MMVs $M^\varepsilon(k) \Rightarrow$ MTVs.

The systematic study of MZVs began with the works of Hoffman [13] and Zagier [34] in the early 1990s. Due to their surprising and sometimes mysterious appearance in the study of many branches of mathematics and theoretical physics, these special values have attracted a lot of attention and interest in the past three decades (for example, see the book by the third author [40]). For Hoffman’s MtVs and Kaneko-Tsumura’s MTVs, a number of mathematicians also studied their various formulas similar to MZVs by applying a variety of methods. In [22, 26, 39] (weighted)-sum formulas were studied, in [4, 18] double and triple $T$-values were studied (we will consider triple AMMVs in a broader context in §4). Some explicit evaluations of more general (alternating) triple $T$-values and (alternating) triple $t$-values are given in [28]. A symmetry result for MtVs was shown in [9] and certain special values of MtVs were given in [672331] some of which were applied to show results concerning the motivic basis and motivic descent.

All the above variants of MZVs are level two cases of the objects considered by Yuan and the third author in [32] (2.1) where they define more generally the MZVs of level $N$. In general, let $k = (k_1, \ldots, k_r) \in \mathbb{N}^r$ and $z = (z_1, \ldots, z_r)$, where $z_1, \ldots, z_r$ are $N$th roots of unity. We can define the colored MZVs (CMZVs) of level $N$ by

$$
\operatorname{Li}_k(z) := \sum_{n_1 > \cdots > n_r > 0} \frac{z_1^{n_1} \cdots z_r^{n_r}}{n_1^{k_1} \cdots n_r^{k_r}} \in \mathbb{C},
$$

which converge if $(k_1, z_1) \neq (1, 1)$ (see [32] and [40] Ch. 15), in which case we call $(k; z)$ admissible. The level two colored MZVs are often called Euler sums or alternating MZVs. In this case, namely, when $(z_1, \ldots, z_r) \in \{\pm 1\}^r$ and $(k_1, z_1) \neq (1, 1)$, we set $\zeta(k; z) = \operatorname{Li}_k(z)$. Further, we put a bar on top of $k_j$ if $z_j = -1$. For example,

$$
\zeta(\overline{2}, \overline{3}, \overline{1}, 4) = \zeta(2, 3, 1, 4; -1, 1, -1, 1).
$$

More generally, for any $(k_1, \ldots, k_r) \in \mathbb{N}^r$, the classical multiple polylogarithm function (MPL) with $r$-variables is defined by

$$
\operatorname{Li}_{k_1, \ldots, k_r}(x_1, \ldots, x_r) := \sum_{n_1 > n_2 > \cdots > n_r > 0} \frac{x_1^{n_1} \cdots x_r^{n_r}}{n_1^{k_1} \cdots n_r^{k_r}}
$$

which converges if $|x_1 \cdots x_j| < 1$ for all $j = 1, \ldots, r$. It can be analytically continued to a multi-valued meromorphic function on $\mathbb{C}^r$ (see [35]). In particular, if $x_1 = x, x_2 = \cdots = x_r = 1$, then $\operatorname{Li}_{k_1, \ldots, k_r}(x, \{1\}_{r-1})$ is the single-variable multiple polylogarithm function, also called generalized polylogarithm by some authors. Here $\{S\}_m$ denotes the sequence obtained by repeating the string $S$ exactly $m$ times. To save space, for a number such as $1$ we also write $1_{m} = \{1\}_m$.

We now consider the MMVs in some more details. By abuse of notation it is sometimes more transparent to write $\varepsilon = e$ if $\varepsilon = 1$ and $\varepsilon = o$ if $\varepsilon = -1$. To save space, we may put a check on top of $s_j$ if and only if $\varepsilon_j = o$. For example,

$$
M(s_1, s_2) = M^{\varepsilon_{1}}(s_1, s_2) = \sum_{m_1 > m_2 > 0 \atop m_1 \in \varepsilon \cdot m_2 \in o} \frac{4}{m_1^{s_1} m_2^{s_2}}.
$$

To extend the ideas in [30], we can also define the alternating multiple mixed values (AMMVs) for any $s = (s_1, \ldots, s_r) \in \mathbb{N}^r$, $e = (\varepsilon_1, \ldots, \varepsilon_r) \in \{\pm 1\}^r$, and $\sigma = (\sigma_1, \ldots, \sigma_r) \in \{\pm 1\}^r$ by

$$
M_{\sigma}^e(s) := \sum_{m_1 > \cdots > m_r > 0} \frac{(1 + \varepsilon_1(-1)^{m_1})s_1^{(2m_1+1-\varepsilon_1)/4} \cdots (1 + \varepsilon_r(-1)^{m_r})s_r^{(2m_r+1-\varepsilon_r)/4}}{m_1^{s_1} \cdots m_r^{s_r}}.
$$
which converge if and only if \((s_1, \sigma_1) \neq (1, 1)\). As usual, we call \(s_1 + \cdots + s_r\) and \(r\) the weight and depth, respectively. We adopt the same convention for Euler sums by putting a bar on top of \(s_j\) if \(\sigma_j = -1\), and then set \(\sigma_j = \pm 1\) if \(\sigma_j = \pm 1\). For example,

\[
M(\tilde{a}, \tilde{b}, \tilde{c}, d) = \frac{16(-1)^{m_1+1/2}(-1)^{m_2/2}}{m_1^2m_2^3m_3^5m_4^6}.
\]

It is not too hard to see that the AMMVs is intimately related to level four CMZVs.

We now turn to the iterated integrals of AMMVs. Set

\[
\omega_0 := \frac{dt}{t}, \quad \omega^{-1} := \frac{2dt}{1-t^2}, \quad \omega_{-1} := \frac{-2dt}{1+t^2}, \quad \omega_{+1} := \frac{2t}{1+t^2}, \quad \omega_{-1} := \frac{-2t}{1+t^2},
\]

and

\[
W_{\tilde{\sigma}_1, \tilde{\sigma}_2} := \begin{cases} 
\frac{-\omega_{\tilde{\sigma}_1, \tilde{\sigma}_2}}{\omega_{\tilde{\sigma}_1, \tilde{\sigma}_2}}, & \text{if } \sigma = \varepsilon_2 = -\varepsilon_1 = -1; \\
\omega_{\tilde{\sigma}_1, \tilde{\sigma}_2}, & \text{otherwise}.
\end{cases}
\]

It is straight-forward to deduce that AMMVs can be expressed by the following iterated integrals

\[
M_\sigma(s) = \int_0^1 \omega_0^{s_1-1}W_{\sigma_1, \varepsilon_2} \cdots \omega_0^{s_{r-1}}W_{\sigma_1, \varepsilon_1} \omega_0^{s_r} = \int_0^1 \omega_0^s \omega_+^1 \omega_0^{s_1-1} \omega_0^{s_2-1} \cdots \omega_0^{s_r-1}.
\]

For example,

\[
M(3, 2) = M_{\tilde{\sigma}}(3, 2) = \sum_{n_1 > n_2 > 0} \frac{4(-1)^{n_2}}{(2n_1 - 1)^3(2n_2)^2} = \int_0^1 \omega_0^3 \omega_+^1 \omega_0^{-1}.
\]

and

\[
M(2, 3, \tilde{\tau}) = \sum_{n_1 > n_2 > n_3 > 0} \frac{8(-1)^{n_1+n_3-1}}{(2n_1 - 2)^2(2n_2 - 2)(2n_3 - 1)!} = \int_0^1 \omega_0 \omega_+^1 \omega_0^{3}(-\omega_0^{-1}) \omega_0^{3}.
\]

For \(\sigma, \varepsilon \in \{\pm 1\}^r\) define \(\eta_j := \prod_{n=j} \varepsilon_n\) for \(j = 1, \ldots, r\) and

\[
\text{sgn}(\sigma, \varepsilon) := (-1)^{r \sum_{1 \leq c \leq r} \varepsilon_n = -1}.
\]

Then for all \(\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r\) with \((k_1, \sigma_1) \neq (1, 1)\), we have

\[
\int_0^1 \omega_0^{k_1-1} \omega_\varepsilon^{k_1} \cdots \omega_\sigma^{k_r} = \text{sgn}(\sigma, \varepsilon) M_{\sigma_1, \sigma_2, \ldots, \sigma_r}(\kappa).
\]

For example, if \(\varepsilon = (1, -1, -1, 1)\) and \(\sigma = (-1, -1, -1, 1)\) then \(\text{sgn}(\sigma, \varepsilon) = -1\) and we see that

\[
- \int_0^1 \omega_0^{k_1-1} \omega_\varepsilon^{k_1} \omega_\sigma^{k_2} \cdots \omega_\sigma^{k_r} = \text{sgn}(\sigma, \varepsilon) M_{\sigma_1, \sigma_2 \cdots, \sigma_r}(\kappa) = -M_{\tilde{\sigma}}(k_1, k_2, k_3, k_4).
\]

By Chen’s theory of iterated integrals (see e.g., [40, Ch 4]) we know that AMMVs must satisfy the integral shuffle relations. For example, 

\[
M(\tilde{1})M(\tilde{2}) = \int_0^1 \omega_{-1}^1 \int_0^1 \omega_{-1}^1 \omega_{-1}^1 = \int_0^1 \omega_{-1}^1 \omega_{-1}^1 \omega_{-1}^1 + 2 \int_0^1 \omega_{-1}^1 \omega_{-1}^1 = - M(\tilde{1}, \tilde{2}) - 2M(2, \tilde{1})
\]

and

\[
M(3)M(\tilde{2}) = M_{\tilde{\sigma}}(3)M_{\tilde{\sigma}}(2) = \int_0^1 \omega_0^2 \omega_{-1}^1 \int_0^1 \omega_0^2 \omega_{-1}^1 \\
= \int_0^1 \omega_0^2 \omega_{-1}^1 \omega_0^2 \omega_{-1}^1 + \int_0^1 \omega_0^2 \omega_{-1}^1 \omega_0^2 \omega_{-1}^1 + 2 \int_0^1 \omega_0^2 \omega_{-1}^1 \omega_0^2 \omega_{-1}^1 + 3 \int_0^1 \omega_0^2 \omega_{-1}^1 \omega_{-1}^1 + 3 \int_0^1 \omega_0^2 \omega_{-1}^1 \omega_{-1}^1
\]
Moreover, by considering how two sets of summation indices $m_1 > \cdots > m_r$ and $m_1' > \cdots > m_r'$ interleave (also taking into account their parity restrictions), it is clear that AMMVs also satisfy the series stuffle relations. For examples,

$$M(\overline{1}, \overline{2})M(\overline{2}) = M(\overline{1}, \overline{2}) + 2M(\overline{3})$$

$$M(2, 3, \overline{4})M(\overline{2}) = M(2, 3, \overline{4}) + M(\overline{2}, 3, \overline{4}) + 2M(\overline{2}, 3, \overline{6})$$

$$M(\overline{1}, \overline{2})M(\overline{3}, \overline{2}) = M(\overline{1}, \overline{2}) + M(\overline{3}, \overline{1}, \overline{2}) + M(\overline{1}, 3, \overline{2}, \overline{2}) + M(3, 1, \overline{2}) + M(3, \overline{2}) + 2M(\overline{4}, 3, \overline{4}) + 2M(4, \overline{2}, \overline{2}) + 4M(4, \overline{4}).$$

Note that stuffing can happen only when two components from two indices correspond to two equal ε’s. For each incidence of such stufnings, the two signs (i.e., σ’s) corresponding to the two index components are multiplied and an extra factor of 2 is produced.

Combining (1.7) and (1.8) we obtain a so-called finite double shuffle relation:

$$M(\overline{1}, \overline{2}) + M(\overline{2}, \overline{1}) + 2M(\overline{3}) + M(\overline{1}, \overline{2}) + 2M(\overline{2}, \overline{1}) = 0.$$

It is one of the main goals of this paper to find as many possible $\mathbb{Q}$-linear relations among AMMVs as possible. From the theory of MZVs and more generally CMZVs, we know it is insufficient to consider only convergent AMMVs, which motivates us to study their regularization.

1.2 Alternating multiple $S/T$-harmonic sums

For positive integers $r$ and $n$ such that $n \geq r$, we define the following subsets of $\mathbb{N}^m$:

$$D_n := \begin{cases} \{ (n_1, \ldots, n_r) \in \mathbb{N}^r \mid n \geq n_1 > n_2 > \cdots > n_{r-2} > n_{r-1} > n_r > 0 \}, & \text{if } 2 \nmid r; \\ \{ (n_1, \ldots, n_r) \in \mathbb{N}^r \mid n > n_1 > n_2 > \cdots > n_{r-2} > n_{r-1} > n_r > 0 \}, & \text{if } 2 \mid r, \end{cases}$$

$$E_n := \begin{cases} \{ (n_1, \ldots, n_r) \in \mathbb{N}^r \mid n \geq n_1 > n_2 > \cdots > n_{r-2} > n_{r-1} > n_r > 0 \}, & \text{if } 2 \nmid r; \\ \{ (n_1, \ldots, n_r) \in \mathbb{N}^r \mid n > n_1 > n_2 > \cdots > n_{r-2} > n_{r-1} > n_r > 0 \}, & \text{if } 2 \mid r. \end{cases}$$

**Definition 1.1.** For positive integer $m$ and $\sigma_r := (\sigma_1, \sigma_2, \ldots, \sigma_r) \in \{\pm 1\}^r$, define

$$S_n^{\sigma m} (k_{2m-1}) := \sum_{n \in D_n} 2^{m-1} \sigma_1^{n_1} \sigma_2^{n_2} \cdots \sigma_{2m-1}^{n_{2m-1}} (\prod_{j=1}^{n} (2n_{j-1} - 1)^{k_{j-1}} (2n_{j-1} - k_j)) (2n_{2m-1} - 1)^{k_{2m-1}}.$$

$$S_n^{\sigma m} (k_{2m}) := \sum_{n \in E_n} 2^{m} \sigma_1^{n_1} \sigma_2^{n_2} \cdots \sigma_{2m}^{n_{2m}} (\prod_{j=1}^{n} (2n_{j-1} - 1)^{k_{j-1}} (2n_{j-1} - k_j)) (2n_{2m} - 1)^{k_{2m}}.$$

$$T_n^{\sigma m} (k_{2m-1}) := \sum_{n \in D_n} 2^{m-1} \sigma_1^{n_1} \sigma_2^{n_2} \cdots \sigma_{2m-1}^{n_{2m-1}} (\prod_{j=1}^{n} (2n_{j-1} - 1)^{k_{j-1}} (2n_{j-1} - k_j)) (2n_{2m-1} - 1)^{k_{2m-1}}.$$

$$T_n^{\sigma m} (k_{2m}) := \sum_{n \in E_n} 2^{m} \sigma_1^{n_1} \sigma_2^{n_2} \cdots \sigma_{2m}^{n_{2m}} (\prod_{j=1}^{n} (2n_{j-1} - 1)^{k_{j-1}} (2n_{j-1} - k_j)) (2n_{2m} - 1)^{k_{2m}}.$$

where $T_n^{\sigma m} (k_{2m}) = S_n^{\sigma m} (k_{2m}) = 0$ if $n \leq m$, and $T_n^{\sigma m} (k_{2m-1}) = 0$ if $n < m$. Moreover, we set $S_n^0 = T_n^0 = 1$ for convenience. We call (1.10) and (1.11) alternating multiple $S$-harmonic sums, and call (1.12) and (1.13) alternating multiple $T$-harmonic sums.

According to the definitions of alternating multiple $S$-harmonic sums and alternating multiple $T$-harmonic sums, we have the following relations

$$S_{n_1, n_2, \ldots, n_{2m-1}}^{\sigma_1, \sigma_2, \ldots, \sigma_{2m-1}} (k_1, k_2, \ldots, k_{2m-1}) = 2 \sum_{j=1}^{n-1} \frac{S_{j, k_1, k_2, \ldots, k_{2m-1}}^{\sigma_1, \sigma_2, \ldots, \sigma_{2m-1}}}{(2j)^k},$$

(1.14)
Hence, for any \( \sigma \), we may compactly indicate the presence of an alternating sign as before: if
\[
\begin{split}
&\sigma = (s_1, \ldots, s_r) \in \{ \pm 1 \}^r \\
&\text{with } (s_1, s_1) \neq (1, 1),
\end{split}
\]
we define the alternating MSVs (AMSVs) and alternating MTVs (AMTVs) by
\[
S^\sigma(k) := \lim_{n \to \infty} S_n^\sigma(k), \\
T^\sigma(k) := \lim_{n \to \infty} T_n^\sigma(k).
\]

We may compactly indicate the presence of an alternating sign as before: if \( \sigma_j = -1 \) then we place a bar over the corresponding component \( k_j \). For example,
\[
S(1, 3, 2, 4, 2) = S^{-1, 1, -1, 1, -1}(1, 3, 2, 4, 2) \quad \text{and} \quad T(2, 3, 1, 4) = T^{-1, 1, -1, 1}(2, 3, 1, 4).
\]

Obviously, AMMVs can have, similar to MMVs, the following four special cases

\[
S_n^{\sigma_1, \sigma_2, \ldots, \sigma_m}(k_1, k_2, \ldots, k_{2m}) = 2 \sum_{j=1}^{\frac{n}{2}} \frac{S_j^{\sigma_2, \sigma_3, \ldots, \sigma_m}(k_2, k_3, \ldots, k_{2m})}{(2j-1)^{k_1}} \sigma_j,
\]

\[
T_n^{\sigma_1, \sigma_2, \ldots, \sigma_m}(k_1, k_2, \ldots, k_{2m-1}) = 2 \sum_{j=1}^{\frac{n}{2}} \frac{T_j^{\sigma_2, \sigma_3, \ldots, \sigma_m}(k_2, k_3, \ldots, k_{2m-1})}{(2j-1)^{k_1}} \sigma_j,
\]

\[
T_n^{\sigma_1, \sigma_2, \ldots, \sigma_m}(k_1, k_2, \ldots, k_{2m}) = 2 \sum_{j=1}^{\frac{n}{2}} \frac{T_j^{\sigma_2, \sigma_3, \ldots, \sigma_m}(k_2, k_3, \ldots, k_{2m})}{(2j)^{k_1}} \sigma_j.
\]
\begin{itemize}
\item All $\varepsilon_j = 1$ in AMMVs $M^\varepsilon_{\sigma_j}(k) \implies$ AMZVs $\times \frac{1}{2^{k_1+k_2+\cdots+k_r-r}}$;
\item All $\varepsilon_j = -1$ in AMMVs $M^\varepsilon_{\sigma_j}(k) \implies$ AMtVs $\times 2$;
\item All $\varepsilon_j = (-1)^{r-j}$ in AMMVs $M^\varepsilon_{\sigma_j}(k) \implies$ AMSVs;
\item All $\varepsilon_j = (-1)^{r+1-j}$ in AMMVs $M^\varepsilon_{\sigma_j}(k) \implies$ AMTVs.
\end{itemize}

For the detailed definition and introduction of alternating MZVs (AMZVs) and alternating MtVs (AMtVs), see [15, 40]. Let $AMZV_w$ be the $\mathbb{Q}$-span of all the AMZVs of weight $w$. Setting $\dim Q AMZV_0 = 1$, we have the dimension bound $\dim Q AMZV_w \leq F_w$ obtained by Deligne and Goncharov [12] and moreover a set of generators of $AMZV_w$ shown by Deligne [11, Thm. 7.2], where $F_0 = F_1 = 1$ and $F_n = F_{n-1} + F_{n-2}$ for all $n \geq 2$. In particular, in a recent paper, S. Charlton [6] proved the AMtVs $t(\{1\}_a, 1, \{1\}_b)$ ($a, b \in \mathbb{N}$) can be expressed in terms of log $2$, Riemann zeta values and Dirichlet beta values as defined by (4.1).

According to the definitions of AMSVs and AMTVs, for any $r \in \mathbb{N}$, we have the following iterated integral expressions:

\[ S^{\sigma_1, \sigma_2, \ldots, \sigma_r}(k_1, k_2, \ldots, k_r) = M^{\sigma_1, \sigma_2, \ldots, \sigma_r}_{\sigma_1, \sigma_2, \ldots, \sigma_r}(k_1, k_2, \ldots, k_r) \]

\[ T^{\sigma_1, \sigma_2, \ldots, \sigma_r}(k_1, k_2, \ldots, k_r) = M^{\sigma_1, \sigma_2, \ldots, \sigma_r}_{\sigma_1, \sigma_2, \ldots, \sigma_r}(k_1, k_2, \ldots, k_r) \]

where $\text{par}(r) = -1$ if $r$ is odd and $\text{par}(r) = 1$ if $r$ is even.

\subsection{1.3 Main results}

The primary goals of this paper are to study the explicit relations of AMMVs and some of their special types, and establish a few explicit evaluations of the AMMVs and related values via AMMVs of lower depths.

The remainder of this paper is organized as follows.

In Sections 2 and 3 we find the series shuffle relations and integral shuffle relations of AMMVs, and set up the algebraic framework for the regularized double shuffle relations (DBSFs) of AMMVs. As an important application, we confirm our previous parity conjecture [30, Conj. 5.2] on AMMVs in Theorem 5.10. Moreover, we give some specific examples to illustrate this phenomenon.

In Section 4 we first prove four integral identities involving the arctangent function. Then we apply these formulas obtained to establish two explicit relations between AMSVs and AMTVs.

In Section 5 we compute the dimensions of AMMVs, AMtVs, AMSVs and AMTVs for weight less than 9. Supported by both theoretical and numerical evidence, we also formulate a few conjectures concerning the exact dimensions of the above-mentioned subspaces of AMMVs. We end this paper with two conjectural diagrams showing the relations among the various vector spaces appearing in this paper.

The following diagram shows some combinatorial relations among CMZV, AMMV, AMTV, AMSV, etc.
As pointed out by the referee, there is a highly nontrivial inclusion on the motivic level denoted by the dashed curve at the lower left corner of the diagram: every motivic MZV is a $\mathbb{Q}$-linear combination of motivic MtVs. In fact, Murakami even showed in [23] that the set of MtVs \{$(k_1, \ldots, k_p)|k_1, \ldots, k_p \in \{2, 3\}$\} generates all of MZVs over $\mathbb{Q}$.

2 Algebraic setup for AMMVs and finite double shuffle relations

We know that the AMMVs satisfy the series stuffle relations. To define the stuffle relations of alternating multiple harmonic sums a double cover $\mathbb{D}$ of $\mathbb{N}$ is defined in [40, Chapter 7]:

$\mathbb{D} = \mathbb{N} \cup \bar{\mathbb{N}} = \mathbb{N} \cup \{\bar{s}: s \in \mathbb{N}\}$

which is equipped with a binary operation $\oplus$ such that $a \oplus b = \bar{a} \oplus \bar{b} := a + b$ and $\bar{a} \oplus b = a \oplus \bar{b} := a + b$ for all $a, b \in \mathbb{N}$.

We now define a double cover $\mathbb{K}$ of $\mathbb{D}$:

$\mathbb{K} = \mathbb{D} \cup \mathbb{q} \mathbb{D} = \mathbb{D} \cup \{\mathbb{q}s: s \in \mathbb{D}\}$

together with a map extending the binary operation $\oplus$, still denoted by $\oplus$, such that $\mathbb{q}a \oplus \mathbb{q}b := \bar{a} \oplus \bar{b}$ for any $a, b \in \mathbb{D}$.

For every decorated positive integer $k \in \mathbb{K}$ (say $k = s, \bar{s}, \mathbb{q}s$ or $k = \bar{q}s$ for some $s \in \mathbb{N}$), we define its absolute value, sign and parity by

$|k| = s, \quad \text{sgn}(k) = \begin{cases} 1, & \text{if } k = s \text{ or } \bar{s}; \\ -1, & \text{if } k = \mathbb{q}s \text{ or } \bar{\mathbb{q}}s \end{cases}, \quad \text{par}(k) = \begin{cases} 1, & \text{if } k = s \text{ or } \bar{s}; \\ -1, & \text{if } k = \mathbb{q}s \text{ or } \bar{\mathbb{q}}s \end{cases}$

respectively. For any $k \in \mathbb{K}$ define the word of length $|k|$

$z_k := z_{|k| \text{\ sg}(k)}^{\text{\ par}(k)} := \omega_0^{(|k|-1)\text{\ par}(k)} \omega_{\text{\ sg}(k)}.$

One can now define an algebra of words as follows.

**Definition 2.1.** Let $X$ be the alphabet consisting of the letters $\omega_0$ and $\omega_\sigma^\varepsilon$ ($\sigma, \varepsilon = \pm 1$). A word $w$ is a monomial in the letters in $X$. Its weight, denoted by $|w|$, is the number of letters contained in $w$, and its depth, denoted by $\text{dep}(w)$, is the number of $\omega_\sigma^\varepsilon$'s contained in $w$. Define the AMMV algebra, denoted by $\mathfrak{A}$, to be the (weight) graded noncommutative polynomial $\mathbb{Q}$-algebra generated by the words (including the empty word $\emptyset$) over the alphabet $X$. Let $\mathfrak{A}^\emptyset$ be the subalgebra of $\mathfrak{A}$ generated by words not beginning with $\omega_0^{\pm 1}$ and not ending with $\omega_0$. The words in $\mathfrak{A}^\emptyset$ are called admissible words.

By (1.4) every AMMV can be expressed as an iterated integral over the closed interval $[0, 1]$ of an admissible word. Thus, for $w = z_k := z_{k_1} \cdots z_{k_r} \in \mathfrak{A}^\emptyset$, we set

$M(w) := \int_0^1 w, \quad M(k) := M(k)$. 

We also extend \( \mathcal{M} \) and \( M \) to \( \mathfrak{A}^0 \) by \( \mathbb{Q} \)-linearity. Now we set \( s_j = |k_j|, \varepsilon_j = \text{par}(k_j) \) and \( \sigma_j = \text{sgn}(k_j) \) for all \( j = 1, \ldots, r \) and define

\[
\begin{align*}
    p(w) &:= \omega_0^{s_1 - 1}W_{\sigma_1}^{t_1, t_2} \cdots \omega_0^{s_r - 1}W_{\sigma_1 \sigma_2 \cdots \sigma_r, \varepsilon_1 \varepsilon_2}^{t_1, t_2} \omega_{\varepsilon_1 \varepsilon_2}^{s_r - 1}W_{\sigma_1 \sigma_2 \cdots \sigma_r}, \\
p(w) &:= \text{sgn}(\sigma, \varepsilon)\omega_0^{s_1 - 1}W_{\sigma_1}^{t_1, t_2} \cdots \omega_0^{s_r - 1}W_{\sigma_1 \sigma_2 \cdots \sigma_r}^{t_1, t_2} \omega_{\varepsilon_1 \varepsilon_2}^{s_r - 1}W_{\sigma_1 \sigma_2 \cdots \sigma_r}^{t_1, t_2},
\end{align*}
\]

where \( W \) is defined by \( (\ref{def:shuffle}) \), \( \text{sgn}(\sigma, \varepsilon) \) is defined by \( (\ref{def:sgn}) \), and \( \eta_j = \prod_{n=j}^r \varepsilon_n \) as before. Then it is easy to see that

\[
p \circ q = q \circ p = \text{id}
\]

is the identity map. From \( (\ref{def:shuffle}) \) and \( (\ref{def:commutative-shuffle}) \) one has

\[
M(w) = M(p(w)) \quad \text{and} \quad M(w) = M(q(w)).
\]

Here for empty word \( \emptyset \) we set \( M(\emptyset) = 1 \).

Let \( \mathbb{A}^\emptyset \) be the algebra of \( \mathfrak{A} \) where the multiplication is defined by the usual shuffle product \( \shuffle \). Denote the subalgebra \( \mathfrak{A}^0 \) by \( \mathbb{A}^\emptyset \) when one considers this shuffle product.

**Proposition 2.2.** The map \( \mathcal{M} : \mathbb{A}^\emptyset \longrightarrow \mathbb{R} \) is an algebra homomorphism.

**Proof.** Similarly to the proof of the corresponding result for MZVs, this follows easily from Chen’s theory of the shuffle product relations of iterated integrals by formula \( (\ref{def:mult}) \). We leave the details to the interested reader. \( \square \)

Setting \( M(\emptyset) = 1 \), we easily see that for \( d, l \geq 0, s = (s_1, \ldots, s_r) \in \mathbb{K}^r \) and \( t = (t_1, \ldots, t_d) \in \mathbb{K}^d \)

\[
M(s)M(t) = M(s \ast t),
\]

where the commutative shuffle product \( s \ast t \) is defined recursively by

\[
\emptyset \ast s = s, \quad s_1, \ldots, s_r \ast (t_1, \ldots, t_d) = (s_1, s_2, \ldots, s_r) \ast (t_1, \ldots, t_d) + (t_1, s_1, \ldots, s_d) \ast (t_2, \ldots, t_d) + 2\delta(\text{par}(s_1), \text{par}(t_1))(s_1 \ast t_1, s_2, \ldots, s_r) \ast (t_2, \ldots, t_d)
\]

for all \( r, d \geq 1 \), where the Kronecker symbol \( \delta(\varepsilon, \eta) = 1 \) if \( \varepsilon = \eta \) and 0 otherwise.

We have seen a finite double double shuffle relation in \( (\ref{def:double-double-shuffle}) \). As we pointed out, we need to handle divergent AMMVs appropriately in order to discover more \( \mathbb{Q} \)-linear relations. In order to do so, we must consider not only the admissible words but also some non-admissible ones.

**Definition 2.3.** Denote by \( \mathfrak{A}^1 \) the subalgebra of \( \mathfrak{A} \) generated by words \( z_{\sigma, \varepsilon} \) with \( s \in \mathbb{N} \) and \( \sigma, \varepsilon = \pm 1 \). Equivalently, \( \mathfrak{A}^1 \) is the subalgebra of \( \mathfrak{A} \) generated by words not ending with \( \omega_0 \). We then define another multiplication \( \| \) on \( \mathfrak{A}^1 \) by

\[
u \| v = p(q(u) \ast q(v)), \quad \forall u, v \in \mathfrak{A}^1,
\]

where \( \ast \) is the ordinary shuffle which is defined by the following: (i) it distributes over addition, (ii) \( 1 \ast w = w \ast 1 = w, \forall w \in \mathfrak{A}^1 \), and (iii) \( \forall u, v \in \mathfrak{A}^1, s, t \in \mathbb{N} \) and \( \sigma_1, \sigma_2, \varepsilon_1, \varepsilon_2 = \pm 1 \)

\[
z_{s, \sigma_1}^1 u \ast z_{t, \sigma_2}^2 v = z_{s, \sigma_1}^1 \left( u \ast z_{t, \sigma_2}^2 v \right) + z_{t, \sigma_2}^2 \left( z_{s, \sigma_1}^1 u \ast v \right) + \delta(\varepsilon_1, \varepsilon_2) z_{s + t, \sigma_1 \sigma_2}^1 (u \ast v).
\]

This multiplication \( \| \) is called the shuffle product for AMMVs.

If we denote by \( \mathfrak{A}_m^1 \) the algebra \( (\mathfrak{A}^1, \|) \) then it is not hard to prove the next proposition.

**Proposition 2.4.** The polynomial algebra \( \mathfrak{A}_m^1 \) is an associative, commutative and weight graded \( \mathbb{Q} \)-algebra.

**Proof.** One can refer to \cite[Theorem 3.2]{14} for a similar proof by using induction on the weight of words. The key is to use the recursive definition of \( \| \) in Definition 2.3. Here is a very sketchy proof of the
associativity. Assume $u, v$ and $w$ are three nonempty words (if any one is the empty word then the associativity is trivial). Then by definition and (2.1)

$$(u \triangleright v) \triangleright w = p\left((q(u) \ast q(v)) \ast q(w)\right), \quad u \triangleright (v \triangleright w) = p\left(q(u) \ast (q(v) \ast q(w))\right).$$

Thus it suffices to show that $\ast$ is associative which follows from the recursive definition of (2.3) by induction on the total weight of the words $q(u)$, $q(v)$ and $q(w)$. We leave the details to the interested reader.

Now we can define the subalgebra $\mathcal{A}_m^0$, similarly to what we did for $\mathcal{A}_u^0$ by replacing the shuffle product by the $M$-shuffle product.

**Proposition 2.5.** The map $M : \mathcal{A}_m^0 \longrightarrow \mathbb{R}$ is an algebra homomorphism.

**Proof.** Let $u$ and $v$ be two admissible words. Then by (2.1)

$M(u \triangleright v) = M(q \circ p(q(u) \ast q(v))) = M(q(u) \ast q(v)) = M(q(u))M(q(v)) = M(u)M(v)$

as desired. \(\square\)

**Definition 2.6.** Let $w \in \mathbb{N}$ such that $w \geq 2$. For all nontrivial words $\omega_1, \omega_2 \in \mathcal{A}^0$ with $|\omega_1| + |\omega_2| = w$, we say that the equation

$M(\omega_1 \triangleright \omega_2 - \omega_1 \triangleright \omega_2) = 0$

provides a finite double shuffle relation (finite DBSF) of AMMVs of weight $w$.

See (1.9) for a concrete example of this in weight three.

### 3 Regularization for divergent AMMVs and double shuffle relations

Since there are no weight 1 MZVs (as $\zeta(1)$ diverges), it is impossible to prove the identity $\zeta(2,1) = \zeta(3)$ via a finite DBSF. However, one can remedy this by considering the regularized double shuffle relation (regularized DBSF) produced by the following mechanism.

First, combining Prop. 2.2 and Prop. 2.5, and using the algebra structures of $\mathcal{A}_m^0$ (resp. $\mathcal{A}_u^1$) over $\mathcal{A}_m^0$ (resp. $\mathcal{A}_u^0$) we can prove the following algebraic result without too much difficulty.

**Proposition 3.1.** We have an algebra homomorphism:

$M_m : (\mathcal{A}_m^1, \triangleright) \longrightarrow \mathbb{R}[T]$ which is uniquely determined by the properties that it extends the evaluation map $M : \mathcal{A}_m^0 \longrightarrow \mathbb{R}$ by sending $z_1$ to $T$ and $z_1$ to $T + 2 \log 2$. Further, we have an algebra homomorphism:

$M_u : (\mathcal{A}_u^1, \triangleright) \longrightarrow \mathbb{R}[T]$ which is uniquely determined by the properties that it extends the evaluation map $M : \mathcal{A}_u^0 \longrightarrow \mathbb{R}$ by sending $z_1$ to $T - \log 2$ and $z_1$ to $T + \log 2$.

**Proof.** The proof is the same as that for the corresponding results of MMVs. See (29) Prop. 2.7 and Prop. 2.8. The key observations for the stuffle regularization are

$$M_N(1) = \sum_{k=1}^{N} \frac{2}{2k} = \sum_{k=1}^{N} \frac{1}{k} = \log N + \gamma + O(N^{-1} \log N),$$

$$M_N(\bar{1}) = \sum_{k=1}^{N} \frac{2}{2k - 1} = \sum_{l=1}^{2N} \frac{2}{l} - S_N(1) = 2(\log 2N + \gamma) - \log N - \gamma + O(N^{-1} \log N) = \log N + \gamma + 2 \log 2 + O(N^{-1} \log N).$$
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By the usual regularization process we see that \( \mathcal{M}_m(z_{1;1}^+1) = T \) and \( \mathcal{M}_m(z_{1;1}^-1) = T + 2 \log 2 \).

For the shuffle regularization, we take an arbitrarily small \( \lambda > 0 \) and find that

\[
\begin{align*}
\int_0^{1-\lambda} \omega_{+1}^+ &= \int_0^{1-\lambda} \frac{2dt}{1-t^2} = \int_0^{1-\lambda} \frac{dt}{1-t} - \int_0^{1-\lambda} \frac{dt}{1+t} = -\log \lambda - \log 2 + O(\lambda), \\
\int_0^{1-\lambda} \omega_{+1}^- &= \int_0^{1-\lambda} \frac{2dt}{1-t^2} = \int_0^{1-\lambda} \frac{dt}{1-t} + \int_0^{1-\lambda} \frac{dt}{1+t} = -\log \lambda + \log 2 + O(\lambda).
\end{align*}
\]

By the usual regularization process we see that \( \mathcal{M}_m(\omega_{+1}^+) = T - \log 2 \) and \( \mathcal{M}_m(\omega_{+1}^-) = T + \log 2 \). The rest of the proof is essentially the same as that for the corresponding result of MZVs and is thus left to the interested reader.

**Remark 3.2.** The following question was posed by the referee: is it possible to choose the images of \( M(1) \) and \( M(1) \) independently? This may be possible and may play some important roles when we consider generating functions of AMMVs in general. However, the additional complication is unnecessary for our purpose in this paper.

The following structural result is useful in proving the comparison theorem between the two different ways of regularization of AMMVs. Let \( \text{AMMV}_w \) be the \( \mathbb{Q} \)-vector space generated by all the AMMVs of weight \( w \) and denote all its subspaces similarly.

**Theorem 3.3.** For any \( w \in \mathbb{N}_0 \), we have

\[
\dim_{\mathbb{Q}[i]} \text{AMMV}_w \otimes_{\mathbb{Q}} \mathbb{Q}[i] = \dim_{\mathbb{Q}[i]} \text{CMZV}_w^4 \otimes_{\mathbb{Q}} \mathbb{Q}[i].
\]

**Proof.** For any \( N \in \mathbb{N} \), \( k = (k_1, \ldots, k_r) \in \mathbb{N}^r \), \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_r) \in \{\pm 1\}^r \), and \( \sigma = (\sigma_1, \ldots, \sigma_r) \in \{\pm 1\}^r \), the partial sum of AMMV truncated at \( 2N \) is

\[
M_\sigma^\varepsilon(k)_N := \sum_{2N \geq m_1 > \cdots > m_r > 0} \frac{(1+\varepsilon_1(-1)^{m_1})\sigma_1(2m_1+1-\varepsilon_1)/4 \cdots (1+\varepsilon_r(-1)^{m_r})\sigma_r(2m_r+1-\varepsilon_r)/4}{m_1^{k_1} \cdots m_r^{k_r}}
\]

\[
= \sum_{2N \geq m_1 > \cdots > m_r > 0} \frac{(1+\varepsilon_1(-1)^{m_1})\mu_1(1+\varepsilon_1)/2 \cdots (1+\varepsilon_r(-1)^{m_r})\mu_r(1-\varepsilon_r)/2}{m_1^{k_1} \cdots m_r^{k_r}}
\]

\[
= \left( \prod_{j=1}^r \mu_j^{(1-\varepsilon_j)/2} \right) \sum_{2N \geq m_1 > \cdots > m_r > 0} \frac{(1+\varepsilon_1(-1)^{m_1})\mu_1 \cdots (1+\varepsilon_r(-1)^{m_r})\mu_r}{m_1^{k_1} \cdots m_r^{k_r}} \tag{3.1}
\]

where \( \mu_j = i \) if \( \sigma_j = -1 \) and \( \mu_j = 1 \) if \( \sigma_j = 1 \). Taking \( N \to \infty \) we see that \( \text{AMMV}_w \subseteq \text{CMZV}_w^4 \otimes_{\mathbb{Q}} \mathbb{Q}[i] \).

On the other hand, for any \( \xi_j \in \{e^{\pi i/2}, e^{3\pi i/2}, e^{2\pi i}\} = \{\pm 1, \pm i\} \), we have

\[
\xi_j^{n_j} := \begin{cases} 
\{\pm 1, \pm i(-1)^{(n_j-1)/2}\} & \text{if } n_j \text{ odd;} \\
\{1, -(-1)^{n_j/2}\} & \text{if } n_j \text{ even,}
\end{cases}
\]

and therefore according to the definition of colored MZVs of level four,

\[
\text{Li}_{k_1,k_2,\ldots,k_r}((\xi_1, \ldots, \xi_r)) = \sum_{n_1 > \cdots > n_r > 0} \frac{\xi_1^{n_1} \cdots \xi_r^{n_r}}{n_1^{k_1} \cdots n_r^{k_r}}
\]

\[
= \frac{1}{\delta_1 = 0} \cdots \frac{1}{\delta_r = 0} \sum_{n_1 > \cdots > n_r > 0} \sum_{n_j \equiv \delta_j \pmod{2}} \xi_j^{n_j} \frac{\xi_1^{n_1} \cdots \xi_r^{n_r}}{n_1^{k_1} \cdots n_r^{k_r}} \in \text{AMMV} \otimes_{\mathbb{Q}} \mathbb{Q}[i]. \tag{3.2}
\]

Hence, \( \text{CMZV}_w^4 \subseteq \text{AMMV}_w \otimes_{\mathbb{Q}} \mathbb{Q}[i] \). This concludes the proof of the theorem.

We can now apply the same mechanism as in [16] to derive the following regularized DBSFs.
Theorem 3.4. Define an $\mathbb{R}$-linear map $\rho : \mathbb{R}[T] \rightarrow \mathbb{R}[T]$ by
\[
\rho(e^{Tu}) = \exp \left( \sum_{n=2}^{\infty} \frac{(-1)^n}{n} \zeta(n) u^n \right) e^{(T-\log 2)u}, \quad |u| < 1.
\]
Then for any $w \in \mathbb{A}^1$ one has
\[
M_{\mu}(w; T) = \rho \circ M_m(w; T).
\]

Proof. It is possible to modify the proof contained in [16] and adapt to our situation. However, the process is tedious and requires a lot computation and estimates. See [20] for a detailed presentation for the so-called $\mu$-multiple Hurwitz zeta values. By taking $\mu = 2$ and $m$'s to be arbitrary positive integers in [20], we recover the proof of the comparison theorem for the regularization of the non-alternating MMVs.

Instead of reinventing the wheel for AMMVs, we can use Theorem 3.3 and the regularization of CMZVs to prove the current theorem. Indeed, using the same notation as in Theorem 3.3 by (3.1), we see that
\[
M_{\sigma}(k)_N = \left( \prod_{j=1}^{r} \mu_j^{(1-\varepsilon_j)/2} \right) \sum_{\delta_1=\pm 1} \cdots \sum_{\delta_r=\pm 1} \left( \tilde{\varepsilon}_1(\delta_1) \cdots \tilde{\varepsilon}_r(\delta_r) \right) \text{Li}_{k}^{(2N)}(\delta_1\mu_1, \ldots, \delta_r\mu_r) \quad (3.3)
\]
where $\tilde{\varepsilon}_j(1) = 1$ and $\tilde{\varepsilon}_j(-1) = \varepsilon_j$, $\mu_j = i$ or 1 according to $\mu_j = \sigma_j$, and $\text{Li}_{k}^{(2N)}$ denotes the partial sum of the CMZV truncated at $2N$. By the regularization scheme for CMVZs (see [40, Ch. 13]), as $N \rightarrow \infty$,
\[
\text{Li}_{k}^{(2N)}(\delta_1\mu_1, \ldots, \delta_r\mu_r; T) = \text{Li}_{k}^{\ast}(\delta_1\mu_1, \ldots, \delta_r\mu_r; T + \log 2) \bigg|_{T=\log N+\gamma} + O(N^{-1}\log^{r} N),
\]
where $\text{Li}_{k}^{\ast}(\delta_1\mu_1, \ldots, \delta_r\mu_r; T) \in \mathbb{C}[T]$. Therefore, setting $w = \omega_0^{k_1-1}\omega_1^{k_1} \cdots \omega_0^{k_r-1}\omega_r^{k_r}$, we get
\[
M_{\mu}(w; T) = \left( \prod_{j=1}^{r} \mu_j^{(1-\varepsilon_j)/2} \right) \sum_{\delta_1=\pm 1} \cdots \sum_{\delta_r=\pm 1} \left( \tilde{\varepsilon}_1(\delta_1) \cdots \tilde{\varepsilon}_r(\delta_r) \right) \text{Li}_{k}^{\ast}(\delta_1\mu_1, \ldots, \delta_r\mu_r; T + \log 2). \quad (3.4)
\]
Moreover, if we define the $\mathbb{C}$-linear map $\tau : \mathbb{C}[T] \rightarrow \mathbb{C}[T]$ such that $\tau(T) = T - \log 2$ and define the $\mathbb{C}$-linear map $\hat{\rho} : \mathbb{C}[T] \rightarrow \mathbb{C}[T]$ such that
\[
\hat{\rho}(e^{Tu}) = \exp \left( \sum_{n=2}^{\infty} \frac{(-1)^n}{n} \zeta(n) u^n \right) e^{Tu}, \quad |u| < 1,
\]
then for $\rho = \hat{\rho} \circ \tau$ we get
\[
\rho(\text{Li}_{k}^{\ast}(\delta_1\mu_1, \ldots, \delta_r\mu_r; T)) = \text{Li}_{k}^{\mu}(\delta_1\mu'_1, \ldots, \delta_r\mu'_r; T) \quad (3.5)
\]
where $\delta'_j = \prod_{n=1}^{j} \delta_n$, $\mu'_j = \prod_{n=1}^{j} \mu_n$ and $\text{Li}_{k}^{\mu}(\xi; T) \in \mathbb{C}[T]$ such that
\[
\int_0^{1-\lambda} \omega_0^{k_1-1} \frac{dt}{\xi_1^{1-t}} \cdots \omega_0^{k_r-1} \frac{dt}{\xi_r^{1-t}} = \text{Li}_{k}^{\mu}(\xi; -\log \lambda) + O(\lambda \log^{r} \lambda)
\]
as $\lambda \rightarrow 0^+$, for all $k \in \mathbb{N}^r$ and $\xi \in \{-1,1\}^r$. It is clear that $\rho = \hat{\rho} \circ \tau$ satisfies the conditions given in the statement of the theorem.

On the other hand, setting $\kappa_j = \prod_{n=1}^{j} \sigma_n$ for $j = 1, \ldots, r$, we obtain from (1.4) the shuffle regularized value of $M_{\sigma}(k)$
\[
\int_0^{1-\lambda} \omega_0^{k_1-1} W_{\kappa_1}^{\varepsilon_1, \varepsilon_2} \cdots \omega_0^{k_r-1} W_{\kappa_r}^{\varepsilon_{r-1}, \varepsilon_r} \omega_0^{k_r-1} \omega_{\kappa_r}^{k_r}. \quad (3.6)
\]
To save space, for any $4$-th root of unity $\mu$ we put
\[
x(\mu) = \frac{dt}{\mu^{1-t}}.
\]
Then by definition (1.2)
\[ \omega_{+1}^{-1} := \frac{2dt}{1 + t^2} = x(1) - x(-1), \quad \omega_{-1}^{-1} := \frac{-2dt}{1 + t^2} = i(x(i) - x(-i)), \]
\[ \omega_{+1}^{+1} := \frac{2dt}{1 - t^2} = x(1) + x(-1), \quad \omega_{+1}^{+1} := \frac{-2dt}{1 - t^2} = x(i) + x(-i). \]

Let \( \eta_j = \varepsilon_{j+1} \) for all \( j = 1, \ldots, r \), where \( \varepsilon_{r+1} = 1 \). We see that for all \( j = 1, \ldots, r - 1 \) we always have

\[ W_{\varepsilon_j}^{\varepsilon_{j+1}} = (\mu_j')^{(1-\varepsilon_j)/2} (x(\mu'_j) a + \eta_j x(-\mu'_j)) \]

where \( \mu_j' = \prod_{n=1}^{j} \mu_n \) for all \( j = 1, \ldots, r \). Further, the last 1-form in (3.6) can be written as

\[ \omega_{n\varepsilon_r} = (\mu'_j)^{(1-\varepsilon_j)/2} (x(\mu'_j) a + \eta_j x(-\mu'_j)). \]

Hence the shuffle regularized value of \( M_5(k) \) is (setting \( \eta_{r+1} = 1 \))

\[
\int_0^{1-\lambda} \omega_0^{k_1-1} W_{\varepsilon_1} W_{\varepsilon_2} \cdots W_{\varepsilon_r} W_{\varepsilon_{r-1}} W_{\varepsilon_r} \omega_0^{k_r-1} \omega_{n\varepsilon_r} = 
\left( \prod_{j=1}^{r} (\mu'_j)^{(1-\eta_j)/2-(1-\eta_j+1)/2} \right) \int_0^{1-\lambda} \omega_0^{k_1-1} (x(\mu'_1) a + \eta_1 x(-\mu'_1)) \cdots \omega_0^{k_r-1} (x(\mu'_r) a + \eta_r x(-\mu'_r))
\]

\[ = \left( \prod_{j=1}^{r} (\mu'_j)^{(1-\eta_j)/2-(1-\eta_j+1)/2} \right) \sum_{\delta_1' = \pm 1} \cdots \sum_{\delta_r' = \pm 1} \left( \bar{\eta}_1(\delta'_1) \cdots \bar{\eta}_r(\delta'_r) \right) L_{\mu}^{\omega_r}(\delta'_1 \mu'_1, \ldots, \delta'_r \mu'_r; -\log \lambda) + O(\lambda \log \lambda) \]

where \( \mu_0' = 1, \bar{\eta}_j(1) = 1 \) and \( \bar{\eta}_j(-1) = \eta_j \) for all \( j = 1, \ldots, r \). Moreover, it is easy to check that for all \( j = 1, \ldots, r \)

\[ \bar{\varepsilon}_j(\delta_1 \delta_2) = \bar{\varepsilon}_j(\delta_1 \delta_2), \quad \text{and} \quad \bar{\varepsilon}_j(\bar{\varepsilon}_j+1(\delta)) = \bar{\varepsilon}_j(\delta) \bar{\varepsilon}_j+1(\delta) \quad \forall \delta, \delta_1, \delta_2 = \pm 1. \quad (3.7) \]

Thus by the change of indices \( \delta'_j = \prod_{n=1}^{j} \delta_n \) for all \( j = 1, \ldots, r \) we have

\[ \bar{\eta}_1(\delta'_1) \cdots \bar{\eta}_r(\delta'_r) = \bar{\varepsilon}_1 \bar{\varepsilon}_2(\delta_1) \bar{\varepsilon}_3(\delta_2) \cdots \varepsilon_{r-1}(\delta_1 \delta_2 \cdots \delta_{r-1}) \varepsilon_r(\delta_1 \delta_2 \cdots \delta_r) = \bar{\varepsilon}_1(\delta_1) \varepsilon_{r}(\delta_r). \]

Hence

\[
\int_0^{1-\lambda} \omega_0^{k_1-1} W_{\varepsilon_1} W_{\varepsilon_2} \cdots W_{\varepsilon_r} W_{\varepsilon_{r-1}} W_{\varepsilon_r} \omega_0^{k_r-1} \omega_{n\varepsilon_r} = 
\left( \prod_{j=1}^{r} (\mu'_j)^{(1-\eta_j)/2} \right) \sum_{\delta_1' = \pm 1} \cdots \sum_{\delta_r' = \pm 1} \left( \bar{\varepsilon}_1(\delta_1) \cdots \bar{\varepsilon}_r(\delta_r) \right) L_{\mu}^{\omega_r}(\delta'_1 \mu'_1, \ldots, \delta'_r \mu'_r; -\log \lambda) + O(\lambda \log \lambda)
\]

where we recall that \( \delta'_j = \prod_{n=1}^{j} \delta_n \) and \( \mu'_j = \prod_{n=1}^{j} \mu_n \). This implies that

\[ \mathcal{H}_{\mu}(\mathbf{w}; T) = \left( \prod_{j=1}^{r} (\mu_j)^{(1-\eta_j)/2} \right) \sum_{\delta_1' = \pm 1} \cdots \sum_{\delta_r' = \pm 1} \left( \bar{\varepsilon}_1(\delta_1) \cdots \bar{\varepsilon}_r(\delta_r) \right) L_{\mu}^{\omega_r}(\delta'_1 \mu'_1, \ldots, \delta'_r \mu'_r; T). \quad (3.8) \]

The theorem now follows from (3.4), (3.5) and (3.8). As a final note, since all AMMV's are real numbers, we see that the theorem holds over \( \mathbb{R} \).

**Remark 3.5.** We know there should be \( \mathbb{Q} \)-linear relations among Euler sums or AMZVs that are not consequences of the regularized DBSF, see [37] Remark 3.5. Further, there are some octahedral relations discovered in [36] that are not consequences of regularized DBSF. Therefore, the same should hold for AMMV’s by Theorem 3.3.

Next, let’s consider a weight three example using a regularized AMMV as defined by [33] Definition 3.2].
Example 3.6. As a simple example of the above theorem, we first have
\[
M_{\bar{w}}(\bar{1}, \bar{2}) = M_{\bar{w}}(\bar{p}(\omega_{1}^{-1}(\omega_{2}^{-1}))) = M_{\bar{w}}(\omega_{1}^{-1}(\omega_{2}^{-1})) \\
= M_{\bar{w}}(\omega_{1}^{-1} \omega_{2}^{-1} - \omega_{2}^{-1} \omega_{1}^{-1} - \omega_{1}^{-1} \omega_{2}^{-1}) \\
= M_{\bar{w}}(\omega_{1}^{-1})M(\bar{2}) - M(\omega_{1}^{-1} \omega_{2}^{-1}) - M(\omega_{2}^{-1} \omega_{1}^{-1})) \\
= (T + \text{log}^2)M(\bar{2}) - M(\bar{2}, \bar{1}) - M(\bar{2}, \bar{1}).
\]

On the other hand,
\[
M_{\bar{m}}(\bar{1}, \bar{2}) = M_{\bar{m}}(\bar{p}(z_{1, 1}^{-1}(z_{2, 1}^{-1})) = M_{\bar{m}}(\bar{p}(z_{1, 1}^{-1} - z_{2, 1}^{-1}z_{1, 1}^{-1})) \\
= M_{\bar{m}}(z_{1, 1}^{-1} - z_{2, 1}^{-1}z_{1, 1}^{-1}) = (T + 2 \text{log}^2)M(\bar{2}) - M(\bar{2}, \bar{1}),
\]

since no stuffing can appear. By Theorem 3.4 we get
\[
(T + \text{log}^2)M(\bar{2}) - M(\bar{2}, \bar{1}) - M(\bar{2}, \bar{1}) = \rho\left((T + 2 \text{log}^2)M(\bar{2}) - M(\bar{2}, \bar{1})\right) \\
= (T + \text{log}^2)M(\bar{2}) - M(\bar{2}, \bar{1}) \\
\implies M(\bar{2}, \bar{1}) + M(\bar{2}, \bar{1}) = M(\bar{2}, \bar{1}).
\]

We can check this identity numerically and find that both sides are \(\approx -0.7739912\).

For more complicated examples, it is in fact easier to use (3.4) and (3.8) to express the regularized AMMs in terms of regularized CMZVs.

**Theorem 3.7. (Generalized Duality Relation)** Let \(k = (k_{1}, \ldots, k_{r}), l = (l_{1}, \ldots, l_{r}) \in \mathbb{N}^{r} \text{ and } \sigma, \varepsilon \in \{\pm 1\}^{r} \text{ with } \varepsilon_{1} = -1. \) Then
\[
M(\omega_{0}^{k_{r}}(\omega_{1}^{r_{1}})^{l_{r}} \cdots (\omega_{1}^{r_{1}})^{l_{1}}) = M((u_{0}^{k_{1}}(u_{1}^{r_{1}})^{l_{1}})^{l_{1}} \cdots (u_{r}^{k_{r}})(u_{1}^{r_{1}})^{l_{1}}), \tag{3.9}
\]
where \(u_{0} = \omega_{1}^{r_{1}}, u_{+1}^{r_{1}} = \omega_{0}, u_{-1}^{r_{1}} = \omega_{1}^{r_{1}}, u_{+1}^{r_{1}} = \omega_{0} + \omega_{1}^{r_{1}} - \omega_{1}^{r_{1}} \text{ and } u_{-1}^{r_{1}} = \omega_{1}^{r_{1}} - \omega_{+1}^{r_{1}} - \omega_{1}^{r_{1}}.
\)

**Proof.** Under the substitution \(t \to \frac{1-t}{1+t} \), we get
\[
dt \to -\frac{2dt}{(1+t)^2}, \quad 1-t^2 \to \frac{4t}{(1+t)^2}, \quad 1+t^2 \to \frac{2(1+t^2)}{(1+t)^2}.
\]

Thus
\[
\omega_{0} = \frac{dt}{t} \to -\frac{2dt}{1-t^2} = -\omega_{-1}, \quad \omega_{+1} = \frac{2dt}{1-t^2} \to -\omega_{0}, \quad \omega_{-1} = \frac{-2dt}{1+t^2} \to -\omega_{-1}, \quad \\
\omega_{+1} = \frac{2dt}{1-t^2} \to -(1-t)dt \to \frac{t(1-t)}{1+t} = \omega_{-1} - \omega_{0} - \omega_{+1}, \quad \\
\omega_{-1} = \frac{-2dt}{1+t^2} \to \frac{2(1-t)dt}{(1+t)(1+t)} = \omega_{+1} - \omega_{1} + \omega_{+1}.
\]

The theorem follows immediately.

**Remark 3.8.** (1). Note that on the left-hand side of the generalized duality relation (3.9), the last 1-form must be \(\omega_{1}^{r_{1}}\). It is not difficult to adopt a regularization procedure to derive the generalized duality relation with ending 1-form equal to \(\omega_{1}^{r_{1}}\). We will leave this to the interested reader.

(2). If \(\omega_{1}^{r_{1}}\) appears on the left-hand side of (3.9), then there are always more than one term on the right since the terms produced on the right-hand side are all distinct and cannot cancel each other.

**Example 3.9.** To illustrate Remark 3.8 concretely, we have found the following generalized duality relations first of which does not involve \(\omega_{1}^{r_{1}}\):
\[
M(\bar{2}, \bar{1}, \bar{2}) = \int_{0}^{1} \omega_{0}\omega_{+1}^{r_{1}}\omega_{+1}^{-1}u_{0} = \int_{0}^{1} u_{-1}^{-1}u_{0}^{-1}u_{+1}u_{0} = M(\bar{1}, \bar{1}, \bar{3}) \approx -1.514104292.
\]
\[ M(2, \bar{1}, \bar{2}) = \int_0^1 \omega_0 \omega_0^{-1} \omega_0^{-1} = \int_0^1 u_0^{-1} u_0 \] 
\[ = M(\bar{1}, \bar{1}, \bar{2}) + M(\bar{2}, \bar{1}, \bar{2}) \approx -0.872885216, \]
\[ M(\bar{2}, \bar{1}, \bar{1}) = \int_0^1 \omega_0 \omega_0^{-1} \omega_0^{-1} = \int_0^1 u_0^{-1} u_0 \] 
\[ = M(\bar{2}, \bar{1}, \bar{1}) + M(\bar{2}, \bar{1}, \bar{1}) + M(\bar{2}, \bar{1}, \bar{1}) \approx 0.0642145399, \]
\[ M(\tilde{2}, \tilde{1}, \tilde{1}) = \int_0^1 \omega_0 \omega_0^{-1} \omega_0^{-1} \] 
\[ = - M(\tilde{1}, \tilde{2}, \tilde{1}, \tilde{1}) = M(\tilde{1}, \tilde{2}, \tilde{1}, \tilde{1}) + M(\tilde{1}, \tilde{2}, \tilde{1}, \tilde{1}) \approx 0.0463195291, \]
\[ M(\tilde{3}, \tilde{1}, \tilde{2}, \tilde{1}) = \int_0^1 \omega_0 \omega_0^{-1} \omega_0^{-1} \omega_0^{-1} \] 
\[ = M(3, \tilde{1}, \tilde{1}, \tilde{1}) + M(\tilde{3}, \tilde{1}, \tilde{1}, \tilde{1}) \approx 0.0072347087. \]

We end this section by the following parity theorem of AMMVs of arbitrary depth which confirms one of our previous conjectures (see [25, Conj. 3.2]). The key step is the general parity result of Panzer on colored MZVs (see [25]). For \( \sigma, \varepsilon = \pm 1 \), we define
\[ \epsilon(\sigma, \varepsilon) = (-1)^{(1-\sigma)(1-\varepsilon)/4} = \begin{cases} -1, & \text{if } \sigma = \varepsilon = -1; \\ 1, & \text{otherwise}. \end{cases} \quad (3.10) \]

For \( d, w \in \mathbb{N} \) we set \( \text{CMZV}_w^{<d} \) (resp. \( \text{AMMV}_w^{<d} \)) to be the \( \mathbb{Q} \)-span of all CMZVs (resp. AMMVs) of weight \( w \) and depth \( d \). For \( w \geq d \geq 2 \), we define
\[ \text{CMZV}_w^{<d} = \sum_{0 \leq \ell < d} \text{CMZV}_w^{\ell} + \sum_{d_1 + d_2 = d, d_1, d_2 > 0} \text{CMZV}_{w_1}^{d_1} \cdot \text{CMZV}_{w_2}^{d_2}, \]
\[ \text{AMMV}_w^{<d} = \sum_{0 \leq \ell < d} \text{AMMV}_w^{\ell} + \sum_{d_1 + d_2 = d, d_1, d_2 > 0} \text{AMMV}_{w_1}^{d_1} \cdot \text{AMMV}_{w_2}^{d_2}. \]

**Theorem 3.10.** Suppose \( k \) has depth \( r \geq 2 \) with weight \( w \). For all admissible \( M_\sigma^r(k) \)
\[ \left( 1 - (-1)^{r+w} \prod_{j=1}^r \epsilon(\sigma_j, \varepsilon_j) \right) M_\sigma^r(k) \in \text{AMMV}_w^{<r}. \]

**Proof.** Applying Panzer’s parity theorem (see [25, Theorem 1.3]) to the right-hand side of (3.3) (after taking \( N \to \infty \)), we get
\[ M_\sigma^r(k) = (-1)^{r+w} \left( \prod_{j=1}^r \mu_j^{(1-\varepsilon_j)/2} \right) \sum_{\delta_1 = \pm 1} \cdots \sum_{\delta_r = \pm 1} \left( \tilde{\varepsilon}(\delta_1) \cdots \tilde{\varepsilon}(\delta_r) \right) \text{Li}_k(\delta_1 \mu_1^{-1}, \ldots, \delta_r \mu_r^{-1}) \]
modulo \( \text{CMZV}_w^{<r} \). But it is clear that \( \mu_j^{-1} = \mu_j \sigma_j \) for all \( j = 1, \ldots, r \). By the change of variables \( \delta_j \to \delta_j \sigma_j \) we see that
\[ M_\sigma^r(k) = (-1)^{r+w} \left( \prod_{j=1}^r \mu_j^{(1-\varepsilon_j)/2} \right) \sum_{\delta_1 = \pm 1} \cdots \sum_{\delta_r = \pm 1} \left( \tilde{\varepsilon}(\delta_1 \sigma_1) \cdots \tilde{\varepsilon}(\delta_r \sigma_r) \right) \text{Li}_k(\delta_1 \mu_1, \ldots, \delta_r \mu_r). \]
From (3.7) and the fact that \( \tilde{\varepsilon}(\sigma_j) = \epsilon(\sigma_j, \varepsilon_j) \) we see that
\[ \left( 1 - (-1)^{r+w} \prod_{j=1}^r \epsilon(\sigma_j, \varepsilon_j) \right) M_\sigma^r(k) \in \text{Re CMZV}_w^{<r}. \]
By \((3.2)\) we know that for all weight \(k\) and depth \(d\),
\[
\text{CMZV}^d_k \subseteq \text{AMMV}^d_k + i \cdot \text{AMMV}^d_k.
\]
Therefore
\[
\text{Re} \left( \text{CMZV}^{d_{w_1}}_{w_1} \cdot \text{CMZV}^{d_{w_2}}_{w_2} \right) \subseteq \text{AMMV}^{d_{w_1}}_{w_1} \cdot \text{AMMV}^{d_{w_2}}_{w_2}.
\]
The theorem now follows immediately.

We would like to point out that the proof of Theorem 3.10 does not provide the reduction formula when \((-1)^{r+w} \prod_{j=1}^{r} \iota(\sigma_j, \varepsilon_j) = -1\). However, by residue computation as used in \([28]\) it is possible to find this explicitly, at least when \(r = 3\), even though it is much more complicated than the proof above. In fact, we obtained all the following identities by this method.

**Example 3.11.** We have the following reduction identities:
\[
M(1, \bar{2}, \bar{1}) = M(\bar{3}, \bar{1}) - 2M(\bar{3}, \bar{1}) - M(\bar{2}, \bar{2}) - 2M(\bar{2}, \bar{1}) \log 2 - \frac{\pi}{2} M(\bar{2}, \bar{1}) + \frac{3\pi}{4} \zeta(3) \log 2 - \frac{\pi^2}{24} \log^2 2 - \frac{\pi^4}{16},
\]
\[
M(2, \bar{2}, \bar{1}) = M(\bar{2}, \bar{3}) + M(\bar{3}, \bar{2}) + 2M(\bar{3}, \bar{1}) + 3M(\bar{4}, \bar{1}) + \frac{\pi}{\sqrt{3}} M(\bar{2}, \bar{1}) + \frac{\pi}{\sqrt{3}} M(2, \bar{2}) + M(\bar{2}, \bar{2}) \log 2
\]
\[
+ 7G(3) + \frac{\pi^2}{24} \zeta(3) \log 2 - 6\beta(4) \log 2 - \frac{\pi^2}{24} G \log 2 - \frac{\pi^2}{24},
\]
\[
M(2, \bar{3}, \bar{2}) = 3M(\bar{3}, \bar{4}) + 6M(\bar{4}, \bar{3}) + 6M(\bar{5}, \bar{2}) + M(\bar{5}, \bar{2}) - \frac{\pi^2}{\sqrt{3}} M(\bar{3}, \bar{2}) + \frac{\pi}{\sqrt{3}} M(3, \bar{2})
\]
\[
+ 21\zeta(3) \beta(4) + \frac{5\pi^2}{32} G \zeta(3) - \frac{173\pi^7}{18432},
\]
\[
M(\bar{2}, \bar{4}, \bar{2}) = 3M(\bar{4}, \bar{4}) + 8M(\bar{5}, \bar{3}) + 10M(\bar{6}, \bar{2}) - M(\bar{6}, \bar{2}) + \frac{\pi}{\sqrt{3}} M(\bar{4}, \bar{2}) + \frac{\pi}{\sqrt{3}} M(\bar{4}, \bar{4})
\]
\[
+ \pi M(4, \bar{4}) + 2\pi M(5, \bar{2}) - \frac{31\pi}{8} \zeta(3) \zeta(5) - \frac{3\pi}{8} \zeta(3) \beta(4) - \frac{\pi^2}{16} G \zeta(3) + \frac{11\pi^6}{2880},
\]
\[
M(1, \bar{2}, \bar{1}) = - 2M(\bar{2}, \bar{1}) \log 2 - M(2, \bar{2}) - 2M(3, \bar{1}) - M(3, \bar{1}) - \frac{27\pi}{8} \zeta(3) \log 2 + \frac{\pi^2}{4} \log^2 2,
\]
\[
M(2, \bar{2}, 2) = - 3M(2, \bar{4}) - 3M(2, \bar{4}) - 4M(3, \bar{3}) - 4M(3, \bar{3}) - 4M(4, \bar{2}) - 4M(4, \bar{2}) - \frac{\pi^2}{\sqrt{3}} M(2, \bar{2})
\]
\[
- \frac{\pi^2}{\sqrt{3}} M(2, \bar{2}) - \pi M(2, \bar{3}) - \pi M(3, \bar{2}) - \pi M(3, \bar{2}) - 7\pi G \zeta(3) + \frac{5\pi^2}{1792},
\]
\[
M(2, \bar{3}, 3) = 4M(2, \bar{5}) + 3M(3, \bar{4}) - 2M(3, \bar{5}) - 4M(5, \bar{2}) + \frac{1}{4} \zeta(3) M(2, \bar{2}) + \frac{\pi^2}{24} M(2, \bar{3}) + 2\pi M(3, \bar{3})
\]
\[
+ \frac{\pi^2}{12} M(\bar{2}, \bar{3}) + \frac{3\pi}{24} M(3, \bar{2}) + \frac{3\pi}{24} M(4, \bar{4}) + \frac{3\pi}{24} M(\bar{3}, \bar{2}) - \frac{1}{4} G \zeta(5) + \frac{\pi^2}{24} G \zeta(3) - \frac{49\pi}{8} \zeta^2(3) + \frac{\pi^7}{64},
\]
\[
M(\bar{3}, \bar{2}, \bar{3}) = 8M(3, \bar{5}) - 2M(\bar{5}, \bar{6}) - \frac{31\pi}{16} \zeta(3) M(2, \bar{3}) - \frac{3}{8} \zeta(3) M(3, \bar{2}) - \frac{\pi^2}{\sqrt{3}} M(\bar{3}, \bar{3}) - \frac{\pi^2}{\sqrt{3}} M(\bar{3}, \bar{3})
\]
\[
+ \frac{\pi^2}{32} M(3, \bar{3}) - \frac{\pi^2}{32} M(\bar{4}, \bar{2}) + 18M(4, \bar{4}) + 24M(5, \bar{3}) + 20M(6, \bar{2}) - 2M(6, \bar{2}) + \frac{\pi^6}{960}.
\]

## 4 Some results on AMSVs and AMTVs

In this section, we study alternating multiple \(S\)- and \(T\)-values with arguments of the form \((2,1,\ldots,1,1)\), with or without the bars at the first and last components. We will establish some explicit relations between alternating multiple \(S\)- and \(T\)-values by using the integrals of arc tangent function.

**Lemma 4.1.** (cf. \([24]\) Eqs. (2.2) and (2.3)) For \(p \in \mathbb{N}\), we have
\[
\int_0^{\pi/2} x^p \cot(x) dx = \left(\frac{\pi}{2}\right)^p \left\{ \log 2 + \sum_{k=1}^{[p/2]} \frac{p(-1)^k(4^k - 1)}{(p - 2k)!2^k} \zeta(2k + 1) + \delta_{[p/2],p/2} \frac{p(-1)^{p/2}}{2^p} \zeta(p + 1) \right\},
\]
\[
\int_0^{\pi/4} x^p \cot(x) dx = \frac{1}{2} \left(\frac{\pi}{4}\right)^p \left\{ \log 2 + \sum_{k=1}^{[p/2]} \frac{p(-1)^k(4^k - 1)}{(p - 2k)!2^k} \zeta(2k + 1) - \sum_{k=1}^{[(p+1)/2]} \frac{p(-4)^k \beta(2k)}{(p + 1 - 2k)!\pi^{2k-1}} + \delta_{[p/2],p/2} \frac{p(-1)^{p/2}}{2^p} \zeta(p + 1) \right\},
\]
where \( \delta \) is the Kronecker symbol, and the Dirichlet beta function \( \beta(s) \) is defined by

\[ \beta(s) := \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{(2n-1)^s} \quad (\Re(s) > 0). \quad (4.1) \]

When \( s = 2 \), \( \beta(2) = G \) is known as Catalan’s constant.

**Proposition 4.2.** For \( p \in \mathbb{N} \), we have

\[
\int_0^1 \arctan^p(x) \, dx = \left( \frac{\pi}{4} \right)^p + p \left( \frac{1}{2^p} - \delta_{1,p} \right) \left( \frac{\pi}{2} \right)^{p-1} \log 2
\]

\[ - p \left( \frac{\pi}{2} \right)^{p-1} \sum_{k=1}^{p-1} (-1)^k \left( p - 1 \right) \left\{ \left( 1 - \frac{1}{2^{k+1}} \right) \sum_{j=1}^{[k/2]} \frac{k!(-1)^j(4^j - 1)}{(k - 2j)(2\pi)^j} \zeta(2j + 1) \right\}
\]

\[ + \frac{1}{2^{k+1}} \sum_{j=1}^{[(k+1)/2]} \frac{k!(-4)^j \beta(2j)}{(k + 1 - 2j)\pi^{2j-1}} \]

\[ \in \mathbb{Q}[\log 2, \pi, \beta(2), \zeta(3), \beta(4), \zeta(5), \ldots]. \]

**Proof.** Letting \( x = \tan(t) \) and using integration by parts, we note that the integral on the left-hand side can be rewritten as

\[
\int_0^1 \arctan^p(x) \, dx = \int_0^{\pi/4} t^p \tan(t) \, dt = \left( \frac{\pi}{4} \right)^p - p \int_0^{\pi/4} t^{p-1} \tan(t) \, dt
\]

\[ = \left( \frac{\pi}{4} \right)^p - p \int_0^{\pi/4} \left( \frac{\pi}{2} - u \right)^{p-1} \cot(u) \, du
\]

\[ = \left( \frac{\pi}{4} \right)^p - p \frac{\pi^{p-1}}{2^p} \log 2 - p \sum_{k=1}^{p-1} (-1)^k \left( p - 1 \right) \left( \frac{\pi}{2} \right)^{p-1-k} \int_{\pi/4}^{\pi/2} u^k \cot(u) \, du. \quad (4.2) \]

Thus, applying Lemma 4.1 yields the desired description. \( \square \)

**Example 4.3.** As examples, here are a few evaluations of integrals of arc tangent powers over \([0, 1]\):

\[
\int_0^1 \arctan(x) \, dx = \frac{\pi}{4} - \frac{1}{2} \log 2,
\]

\[
\int_0^1 \arctan^2(x) \, dx = \frac{\pi^2}{16} + \frac{1}{4} \pi \log 2 - G,
\]

\[
\int_0^1 \arctan^3(x) \, dx = \frac{\pi^3}{64} + \frac{3}{32} \pi^2 \log 2 - \frac{3}{4} \pi G + \frac{63}{64} \zeta(3),
\]

\[
\int_0^1 \arctan^4(x) \, dx = \frac{\pi^4}{256} + \frac{3}{32} \log 2 - \frac{3}{8} \pi^2 G - \frac{9}{64} \pi \zeta(3) + 3 \beta(4).
\]

**Remark 4.4.** In [1, p. 122], one can find the Maclaurin series expansion

\[
\arctan^p(x) = p! \sum_{k_0=1}^{\infty} (-1)^{k_0-1} \frac{x^{2k_0+p-2}}{(2k_0+p-2)} \prod_{\alpha=1}^{p-1} \left( \sum_{k_{\alpha}=1}^{k_{\alpha-1}} \frac{1}{2k_{\alpha} + p - \alpha - 2} \right),
\]

for \( p \in \mathbb{N} \). Integrating (4.3) from 0 to 1 results in

\[
\int_0^1 \arctan^p(x) \, dx = p! \sum_{k_0=1}^{\infty} \frac{(-1)^{k_0-1}}{(2k_0+p-1)(2k_0+p-2)} \prod_{\alpha=1}^{p-1} \left( \sum_{k_{\alpha}=1}^{k_{\alpha-1}} \frac{1}{2k_{\alpha} + p - \alpha - 2} \right)
\]

\[ = p! \sum_{k_0=1}^{\infty} \frac{(-1)^{k_0-1}}{2k_0 + p - 2} \prod_{\alpha=1}^{p-1} \left( \sum_{k_{\alpha}=1}^{k_{\alpha-1}} \frac{1}{2k_{\alpha} + p - \alpha - 2} \right) \]
Theorem 4.5. For any $m$ and $n$ where (setting $q \in \mathbb{Z}$) we have

$$- p! \sum_{k_0=1}^{\infty} \frac{(-1)^{k_0-1}}{2k_0 + p - 1} \prod_{\alpha=1}^{p-1} \left( \sum_{k_0=1}^{k_{\alpha-1}} \frac{1}{2k_0 + p - \alpha - 2} \right).$$

Therefore, we have

$$\int_0^1 \arctan^p(x)dx = \begin{cases} 
\frac{(-1)^p p!}{2^p} I_p & \text{if } p \text{ is even;} \\
\frac{(-1)^{p+1} p!}{2^p} J_p & \text{if } p \text{ is odd,}
\end{cases}$$

where (setting $q = \lfloor (p-1)/2 \rfloor$)

$$I_p = M(\tilde{1}, \tilde{1}, \{1, \tilde{1}\}_q) + M(\tilde{1}, \tilde{1}, \{1, \tilde{1}\}_q), \quad J_p = M(\tilde{1}, \{1, \tilde{1}\}_q) - M(\tilde{1}, \{1, \tilde{1}\}_q),$$

where $\{S\}_m$ means the string $S$ repeats itself $m$ times. For example,

$$\int_0^1 \arctan(x)dx = \frac{1}{2} (M(\tilde{1}) - M(\tilde{1})),
\int_0^1 \arctan^2(x)dx = -\frac{1}{2} (M(\tilde{1}, \tilde{1}) + M(\tilde{1}, \tilde{1})),
\int_0^1 \arctan^3(x)dx = \frac{3}{4} (M(\tilde{1}, 1, \tilde{1}) - M(\tilde{1}, 1, \tilde{1})),
\int_0^1 \arctan^4(x)dx = \frac{3}{2} (M(\tilde{1}, \tilde{1}, 1, \tilde{1}) + M(\tilde{1}, \tilde{1}, 1, \tilde{1})),
$$

which are consistent with the evaluations in Example 4.3.

Next, we derive the formulas for the moments of arc tangent powers over $[0, 1]$. For positive integers $m$ and $n$ such that $n \geq m$, we set

$$T_n^{2m-1} := T_n^{2m-1}(\{1\}_2m-1), \quad T_n^{2m} := T_n^{2m}(\{1\}_2m),
S_n^{2m-1} := S_n^{2m-1}(\{1\}_2m-1), \quad S_n^{2m} := S_n^{2m}(\{1\}_2m).$$

For any $n \in \mathbb{N}$ we put $T_n^{0} = S_n^{0} := 1$.

**Theorem 4.5.** For positive integers $n$ and $m$,

$$\int_0^1 x^{2n-2} \arctan^m(x)dx = \frac{1 + (-1)^n}{2n-1} t^{2m}(\tilde{1}) + \frac{(-1)^{n+m}(2m)!}{2^{2m}(2n-1)} T_n^{(1)2m-1, -1}
- \frac{(-1)^n(2m)!}{2n-1} \sum_{u=0}^{m-1} (-1)^u T_n^{(1)2u} (2m-2u)! A(2m-2u)
+ \frac{(-1)^n(2m)!}{2n-1} \sum_{v=1}^{m-1} (-1)^v T_n^{(1)2v} (2m-2v)! (T_n^{(1)2v} + T_n^{(1)2v-1, -1})
+ \frac{(-1)^n(2m)!}{2n-1} \sum_{v=0}^{m-1} (-1)^v T_n^{(1)2v-1} (2m-2v-1)! (S_n^{(1)2v+1} - S_n^{(1)2v-1}), \quad (4.4)$$

$$\int_0^1 x^{2n-2} \arctan^{m-1}(x)dx = - \frac{1 + (-1)^n}{2n-1} t^{2m-1}(\tilde{1}) - \frac{(-1)^{n+m}(2m-1)!}{2^{2m-1}(2n-1)} S_n^{(1)2m-2, -1}
- \frac{(-1)^n(2m-1)!}{2n-1} \sum_{u=0}^{n-1} (-1)^u T_n^{(1)2u} (2m-2u-1)! A(2m-2u-1).$$
Proof. Consider the integral

\[
\int_0^1 x^{2n-1} \arctan^m(x) dx = \frac{1}{2n} \int_0^1 x^{2n-1} (\bar{I}) + \frac{(-1)^n(2m-1)!}{2n} \sum_{m=1}^{m-1} \frac{(-1)^{n+m}(2m-1)!}{2n} T^{(1)}_{n-2} + T^{(1)}_{n-1, -1}
\]

\[
+ \frac{(-1)^n(2m-1)!}{2n} \sum_{m=1}^{m-1} \frac{(-1)^{n+m}(2m-1)!}{2n} S^{(1)}_{n-2} - S^{(1)}_{n-1, -1},
\]

for \( n \geq 1 \), \( m \geq 1 \), and it can be explicitly expressed by (4.2) and Lemma 4.1.

Where \( A(p) := \int_0^1 x^p \arctan^p(x) dx \), and it can be explicitly expressed by (4.2) and Lemma 4.1.

Proof. Consider the integral

\[
\int_0^1 x^{k-1} \arctan^p(x) dx = \frac{1}{k} \int_0^1 \arctan^p(x) dx^k = \frac{(-1)^p p^p \bar{I}}{k} - \frac{p}{k} \int_0^1 \frac{x^k}{1 + x^2} \arctan^{p-1}(x) dx,
\]

where we use the identity \( \arctan(1) = -t(1) = \pi/4 = -\sum_{n=0}^\infty \frac{(-1)^n}{2n+1} = \beta(1) \). When \( k = 2n \) then

\[
\int_0^1 x^{2n-1} \arctan^p(x) dx = \frac{(-1)^p p^p \bar{I}}{2n} - \frac{p}{2n} \int_0^1 \frac{x^{2n}}{1 + x^2} \arctan^{p-1}(x) dx
\]

\[
= \frac{(-1)^p p^p \bar{I}}{2n} - \frac{p}{2n} \int_0^1 \frac{(-1)^n x^{2n}}{1 + x^2} dx - \frac{p}{2n} \int_0^1 \frac{(-1)^n x^{2k-2}}{1 + x^2} \arctan^{p-1}(x) dx
\]

\[
= \frac{1}{2n} \int_0^1 \frac{(-1)^n x^{2k-2}}{1 + x^2} \arctan^{p-1}(x) dx.
\]

When \( k = 2n - 1 \) then

\[
\int_0^1 x^{2n-2} \arctan^p(x) dx = \frac{(-1)^p p^p \bar{I}}{2n-1} - \frac{p}{2n-1} \int_0^1 \frac{x^{2n-1}}{1 + x^2} \arctan^{p-1}(x) dx
\]
\[
\begin{align*}
\int_0^1 \frac{x \arctan^p(x)}{1 + x^2} \, dx &= \int_0^1 x \arctan^p(x) d(\arctan(x)) \\
&= (-1)^p p^p (\bar{1}) - \int_0^1 \arctan^p(x) \, dx - (p - 1) \int_0^1 \frac{x \arctan^p(x)}{1 + x^2} \, dx,
\end{align*}
\]

and hence
\[
\begin{align*}
p \int_0^1 \frac{x \arctan^p(x)}{1 + x^2} \, dx &= (-1)^p p^p (\bar{1}) - \int_0^1 \arctan^p(x) \, dx. \tag{4.10}
\end{align*}
\]

Plugging (4.10) into (4.9), we obtain
\[
\int_0^1 x^{2n-2} \arctan^p(x) \, dx = \frac{1 + (-1)^n}{2n - 1} (\bar{1})^p p^p (\bar{1}) - \frac{(-1)^n}{2n - 1} \int_0^1 \text{arctan}^p(x) \, dx - \int_0^1 \frac{x \arctan^p(x)}{1 + x^2} \, dx,
\]

and hence
\[
\begin{align*}
p \int_0^1 x^{2n-2} \arctan^p(x) \, dx &= \frac{1 + (-1)^n}{2n - 1} (\bar{1})^p p^p (\bar{1}) - \frac{(-1)^n}{2n - 1} \int_0^1 \arctan^p(x) \, dx - \int_0^1 \frac{x \arctan^p(x)}{1 + x^2} \, dx, \tag{4.11}
\end{align*}
\]

Using the two recurrence relations (4.8) and (4.11), we get the desired evaluations immediately. \qed

**Theorem 4.6.** For any positive integer \( m \),
\[
\begin{align*}
\int_0^1 \frac{\arctan^{2m}(x)}{x} \, dx &= t^{2m-1}(\bar{1})(t(2) + t(2)) + \frac{(-1)^m(2m - 1)!}{2^{2m}} S(2, \{1\}_{2m-2}, \bar{1}) \\
&+ (2m - 1)! \sum_{u=0}^{m-1} \frac{(-1)^u A(2m - 2u - 1)}{(2m - 2u - 1)!} 2^{2u+1} T(2, \{1\}_{2u}) \\
&- (2m - 1)! \sum_{v=1}^{m-1} \frac{(-1)^v 2^{m-2v-1}(\bar{1})}{2^{2v+1}(2m - 2v - 1)!} (T(2, \{1\}_{2v}) + T(2, \{1\}_{2v-1}, \bar{1})), \tag{4.12}
\end{align*}
\]

\[
\begin{align*}
\int_0^1 \frac{\arctan^{2m+1}(x)}{x} \, dx &= -t^{2m}(\bar{1})(t(2) + t(2)) - \frac{(-1)^m(2m)!}{2^{2m+1}} T(2, \{1\}_{2m-1}, \bar{1}) \\
&+ (2m)! \sum_{u=0}^{m-1} \frac{(-1)^u A(2m - 2u)}{(2m - 2u)!} 2^{2u+1} T(2, \{1\}_{2u}) \\
&- (2m)! \sum_{v=1}^{m-1} \frac{(-1)^v 2^{m-2v}(\bar{1})}{2^{2v+1}(2m - 2v)!} (T(2, \{1\}_{2v}) + T(2, \{1\}_{2v-1}, \bar{1})) \\
&- (2m)! \sum_{v=0}^{m-1} \frac{(-1)^v 2^{m-2v-1}(\bar{1})}{2^{2v+1}(2m - 2v - 1)!} (S(2, \{1\}_{2v+1}) - S(2, \{1\}_{2v}, \bar{1})), \tag{4.13}
\end{align*}
\]

where \( t(\bar{k}) = -\beta(k) \) for \( k \in \mathbb{N} \).

**Proof.** Multiplying (4.4) and (4.5) by \((-1)^n/(2n - 1)\) and summing \( n \) from 1 to infinity, we can deduce the desired results by (1.16)–(1.15) and the definitions of AMSVs and AMTVs. \qed
Example 4.7. Let $m = 1, 2$ in (4.12) and (4.13), we can evaluate the following integrals precisely:

\[
\int_0^1 \frac{\arctan(x)}{x} \, dx = \frac{\pi}{4} G - \frac{\pi^2}{16} \log 2 - \frac{3}{4} S(2, \tilde{1}),
\]

\[
\int_0^1 \frac{\arctan^2(x)}{x} \, dx = \frac{-\pi^2}{16} G + \frac{\pi^4}{8} \log 2 + \frac{1}{4} T(2, 1, \tilde{1}) + \frac{\pi}{8} (S(2, 1) - S(2, \tilde{1})),
\]

\[
\int_0^1 \frac{\arctan^3(x)}{x} \, dx = \frac{63\pi^2}{512} \zeta(3) - \frac{5\pi^4}{64} G + \frac{3\pi^4}{256} \log 2 + \frac{3}{8} S(2, 1, 1, \tilde{1}) + \frac{3\pi^2}{64} (S(2, 1) - S(2, \tilde{1}))
\]

\[
+ \frac{3\log^2 2}{2} T(2, 1, 1) + \frac{3\pi}{16} T(2, 1, \tilde{1}),
\]

\[
\int_0^1 \frac{\arctan^4(x)}{x} \, dx = \frac{3\pi^2}{8} \beta(4) - \frac{9\pi^2}{32} \zeta(3) - \frac{11\pi^4}{256} G + \frac{3\pi^4}{256} \log 2 - \frac{3\pi}{4} (S(2, 1, 1) - S(2, 1, \tilde{1}))
\]

\[
+ \frac{\pi^4}{96} (S(2, 1) - S(2, \tilde{1})) - \frac{3}{4} T(2, 1, 1, \tilde{1}) + (\frac{3}{4} G - \frac{3\pi}{8} \log 2) T(2, 1, 1) + \frac{3\pi^2}{32} T(2, 1, \tilde{1}).
\]

Proposition 4.8. For positive integer $r$,

\[
\int_0^1 \frac{\arctan^r(x)}{x} \, dx = (-1)^{(r+1)/2} \frac{r!}{2^r} T(2, \{1\}_{r-1}).
\]

Proof. According to the definition of $\arctan(x)$, we have

\[
\arctan^r(x) = r! \int_0^x \left(\frac{dt}{1 + t^2}\right)^r = r! \sum_{n_1 > n_2 > \ldots > n_r > 0} \frac{(-1)^{n_1 - r} x^{2n_1 - r}}{(2n_1 - r)(2n_2 - r + 1) \cdots (2n_r - 1)}.
\]

Hence, multiplying it by $1/x$ and integrating over $(0, 1)$ yields

\[
\int_0^1 \frac{\arctan^r(x)}{x} \, dx = r! \sum_{n_1 > n_2 > \ldots > n_r > 0} \frac{(-1)^{n_1 - r}}{(2n_1 - r)^2(2n_2 - r + 1) \cdots (2n_r - 1)}.
\]

Further, from the definition of AMTVs (1.18) give

\[
T(2, \{1\}_{2m-2}) = (-1)^{m+1} 2^{m-1} \sum_{n_1 > n_2 > \ldots > n_{2m-1} > 0} \frac{(-1)^{n_1}}{(2n_1 - 2m + 1)^2(2n_2 - 2m + 2) \cdots (2n_{2m-1} - 1)},
\]

\[
T(2, \{1\}_{2m-1}) = (-1)^{m} 2^{2m} \sum_{n_1 > n_2 > \ldots > n_{2m-1} > 0} \frac{(-1)^{n_1}}{(2n_1 - 2m + 2)^2(2n_2 - 2m + 1) \cdots (2n_{2m} - 1)}.
\]

Thus, we obtain the desired result with an elementary calculation. \[\square\]

From [30], Props. 3.21 and 3.22, for $p \in \mathbb{N}$ we have

\[
T(\tilde{1}, \{1\}_{p-1}, \tilde{1}) = (-1)^p T(\tilde{1}, \{1\}_{p-1}) \in \mathbb{Q}[\log 2, \pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots]. \tag{4.14}
\]

Hence, we deduce the following evaluations ($\beta(2) = G$):

\[
\int_0^1 \frac{\arctan(x)}{x} \, dx = G,
\]

\[
\int_0^1 \frac{\arctan^2(x)}{x} \, dx = \frac{1}{2} \pi G - \frac{7}{8} \zeta(3),
\]

\[
\int_0^1 \frac{\arctan^3(x)}{x} \, dx = \frac{9}{8} \zeta(2) G - \frac{3}{2} \beta(4),
\]

\[
\int_0^1 \frac{\arctan^4(x)}{x} \, dx = \frac{93}{32} \zeta(5) - \frac{3}{2} \beta(4) + \frac{1}{16} \pi^3 G.
\]

Corollary 4.9. For positive integer $m$,

\[
S(2, \{1\}_{2m-2}, 1), T(2, \{1\}_{2m-1}, 1) \in \mathbb{Q}[\log 2, \pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots].
\]
Proof. The corollary follows immediately from Theorem 4.6 and Proposition 4.8 and noting the fact that $S(2, \{1\}_{2m-1})$ and $T(2, \{1\}_{m-1}) = T(m+1)$ can be expressed in terms of a linear combination of products of Riemann zeta values (see [29, Eq. (3.17)]).

The following four examples provide precise evaluations for those appearing in Corollary 4.9:

- $S(2, 1) = \frac{7}{2} \zeta(3) - \pi G - \frac{\pi^2}{4} \log 2$,
- $T(2, 1, 1) = -6\beta(4) + 3\zeta(2)G$,
- $S(2, 1, 1, 1) = \frac{31}{4} \zeta(5) - \frac{15}{8} \zeta(4) \log 2 - \frac{63}{32} \zeta(2) \zeta(3) - \pi \beta(4)$,
- $T(2, 1, 1, 1, 1) = \frac{15}{4} \zeta(4) G + 3\zeta(2) \beta(4) - 10\beta(6)$.

**Question 1.** From the second and fourth examples, we can find that $\log 2$ does not appear. Is this always the case, i.e.,

$T(2, \{1\}_{2m-1}, 1) \in \mathbb{Q}[\pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots]$?

**Remark 4.10.** In [8], S. Charlton provides an affirmative answer to Question 1 by giving an explicit generating series identity to evaluate these special type alternating multiple $T$-values. These values also appear predominantly in [18].

**Remark 4.11.** (i) Recall that the convoluted $T$-values $T(k \diamond l)$ (see [29, Defn. 1.2]) can be regarded as a $T$-variant of Kaneko–Yamamoto MZVs $\zeta(k \diamond l^*)$ (see [19]). Similarly, by using the alternating multiple $T$-harmonic sums and alternating multiple $S$-harmonic sums, it is possible to define the alternating convoluted $T$-values so that the first factor in the sum is alternating multiple $T$-harmonic sums and the second is either alternating multiple $S$-harmonic sums or alternating multiple $T$-harmonic sums. (ii) For positive integers $k$ and $m$, it is possible to establish some explicit relations between $S(k+1, \{1\}_{2m-2}, 1)$ and $T(k+1, \{1\}_{2m-1}, 1)$ (even more general alternating convoluted $T$-values) by considering the following iterated integral

$$\int_0^1 \frac{\arctan^n(t) dt}{t} \left( \frac{dt}{t} \right)^m \frac{\arctan^q(t) dt}{t} (p, m \in \mathbb{N}_0, q \in \mathbb{N})$$

Clearly, the above iterated integral can be expressed in terms of AMMs.

Applying Au’s Mathematica package [23], we get many explicit evaluations of AMSVs and AMTVs with arguments that are more than 1 and 2. Unfortunately, we cannot find any patterns. Some cases are listed below.

**Example 4.12.** We have

- $S(3, 1, 1) = 2\text{Li}_3(\frac{1}{2}) - \frac{889}{256} \zeta(5) - \frac{7}{8} \zeta(3) \log^2 2 - \frac{1}{60} \log^5 2 + \frac{\pi^2}{24} \log^3 2 + \frac{151\pi^4}{30240} \log 2$,
- $S(4, 1, 1) = \zeta(5, 1) + \frac{\pi^2}{12} \text{Li}_4(\frac{1}{2}) - \frac{83}{128} \zeta^2(3) + \frac{7\pi^2}{32} \zeta(3) \log 2 - \frac{31\pi}{16} \zeta(5) \log 2 + \frac{227\pi^4}{967680} + \frac{\pi^2}{288} \log^4 2 - \frac{\pi^4}{288} \log^2 2$,
- $T(3, 1, 1) = -\frac{1}{8} \pi^3 G - \frac{7}{8} \pi^2 \zeta(3) + \frac{9}{16} \zeta(5)$,
- $T(3, 2, 1) = 12G\beta(4) - \frac{1}{2} \pi^2 G^2 - \frac{\pi^4}{12} G \log 2 - \frac{\pi^4}{12} \text{Li}_3(1 + i) + \pi^2 \text{Li}_4(\frac{1}{2}) \log 2$
  + $\frac{7\pi^2}{8} \zeta(3) - \frac{257\pi^6}{250320} + \frac{\pi^4}{24} \log^4(2) - \frac{13\pi^4}{384} \log^2 2$.

**Remark 4.13.** For explicit evaluations of more general (alternating) triple $t$- and $T$-values, see [28].

The following three theorems provide the evaluations of AMSVs and AMTVs of special forms.

**Theorem 4.14.** For $m \in \mathbb{N}_0$, we have

$$S(\{1\}^m) = (-1)^{\lceil m/2 \rceil} \frac{\pi}{2} \sum_{\ell=0}^{m} \frac{(-2)^{\ell+1}}{\ell! (m-\ell)!}$$
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Hence, by an elementary calculation yields

$$
\times \left( \frac{1}{2^r+1} - \delta_{0,t} \right) \log 2 - \sum_{k=1}^{\ell} (-1)^k \binom{\ell}{k} \left(1 - \frac{1}{2^{k+1}} \sum_{j=1}^{[k/2]} \frac{k!(-1)^j(4^j-1)}{(k-2j)(2^j)} \zeta(2j+1) \right)
\in \mathbb{Q}\log 2, \pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots
$$

Proof. According to the iterated integral expressions of AMSVs, one obtains

$$
S(\bar{1}, \{1\}_m) = (-1)^{[(m-1)/2]} \int_0^1 \underbrace{w_{-1} \cdots w_{-1}}_m \underbrace{w_{-1} \cdots w_{-1}}_{m+1}
$$

$$
= (-1)^{[(m+1)/2]} 2^{m+1} \int_0^1 \left( \frac{dt}{1+t^2} \right)^m \frac{t dt}{1+t^2}
$$

$$
= (-1)^{[(m+1)/2]} 2^{m+1} \frac{m!}{m!} \int_0^1 \frac{\left( \frac{\pi}{4} - \arctan t \right)^m}{1+t^2} t dt
$$

$$
= (-1)^{[(m+1)/2]} 2^{m+1} \frac{m!}{m!} \sum_{\ell=0}^m \binom{m}{\ell} \frac{\pi^m}{4}\left(\frac{\ell}{\ell+1}\right)! (-1)^\ell \int_0^1 \left( \frac{\arctan t}{t} \right)^\ell t dt
$$

where \([x]\) denotes the greatest integer less than or equal to \(x\). Proposition 4.2 now yields the desired result immediately. \(\square\)

Theorem 4.15. For \(a, b \in \mathbb{N}_0\), we have

$$
T(\bar{1}, \{1\}_a, 2, \{1\}_b) \in \mathbb{Q}[\pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots]
$$

Proof. Applying the iterated integral expression of AMTVs gives

$$
T(\bar{k}_1, k_2, \ldots, k_r) = (-1)^{[(r-1)/2]} \int_0^1 \underbrace{w_0^{k_1-1}w_0^{-1}w_0^{-1} \cdots w_0^{k_r-1}w_0^{-1}}_r
$$

Hence, by an elementary calculation yields

$$
T(\bar{1}, \{1\}_a, 2, \{1\}_b) = (-1)^{[(a+b+2)/2]} \int_0^1 \underbrace{w_0^{-1} \cdots w_0^{-1}}_a \underbrace{w_0 \cdots w_0}_{b+1}
$$

$$
= 2^{a+b+2}(-1)^{[(3a+3b)/2]+1} \int_0^1 \left( \frac{dt}{1+t^2} \right)^{a+1} \frac{dt}{t} \left( \frac{dt}{1+t^2} \right)^{b+1}
$$

$$
= 2^{a+b+2}(-1)^{[(3a+3b)/2]+1} \frac{(a+1)!(b+1)!}{t} \left( \frac{\pi}{4} - \arctan t \right)^{a+1} \left( \frac{\arctan t}{t} \right)^{b+1} dt
$$

Thus, using Proposition 4.8 and 4.14 we see that

$$
\int_0^1 \frac{\left( \arctan \frac{t}{m} \right)^m}{t} dt \in T(\bar{2}, \{1\}_{m-1}) \mathbb{Q} \subset \mathbb{Q}[\beta(1), \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots] \quad (m \in \mathbb{N})
$$

This yields the desired conclusion at once. \(\square\)
**Theorem 4.16.** For any \( m \in \mathbb{N}_0 \), we have

\[
S(\bar{1}, \{1\}_m, \bar{1}) \in \mathbb{Q}\{\log 2, \pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots\}.
\]

**Proof.** Similar to the iterated integral of \( S(\bar{1}, \{1\}_m) \), by definition of AMSVs, we obtain the iterated integral of \( S(\bar{1}, \{1\}_m, \bar{1}) \):

\[
S(\bar{1}, \{1\}_m, \bar{1}) = \frac{(-1)^{[m/2]2m+1}}{m!} \int_0^1 \left( \frac{\pi}{4} - \arctan t \right)^{m+1} t \log(1-t^2) dt \quad (m \in \mathbb{N}_0).
\]

Integration by parts yields

\[
S(\bar{1}, \{1\}_m, \bar{1}) = \frac{(-1)^{[m/2]2m+1}}{m!} \int_0^{\pi/4} \left( \frac{\pi}{4} - x \right)^m \log(\cos(2x)) dx.
\]

Setting \( t = \tan x \) gives

\[
S(\bar{1}, \{1\}_m, \bar{1}) = \frac{(-1)^{[m/2]2m+1}}{m!} \int_0^{\pi/4} \left( \frac{\pi}{4} - x \right)^m \log(\cos(2x)) dx.
\]

Letting \( x = \frac{\pi}{4} - u \) in the first integral and \( x = \frac{\pi}{2} - u \) in the second integral, one obtains

\[
S(\bar{1}, \{1\}_m, \bar{1}) = \frac{(-1)^{[m/2]2m+1}}{m!} \left\{ \int_0^{\pi/4} u^m \log(\sin 2u) du - \int_0^{\pi/4} u - \frac{\pi}{4} \log(\sin u) du \right\}
\]

\[
= \frac{(-1)^{[m/2]2m+1}}{m!} \int_0^{\pi/4} y^m \log(\sin y) dy - \frac{(-1)^{[m/2]2m+1}}{m!} \sum_{k=0}^{m} \frac{m}{k} \left( \frac{\pi}{4} \right)^{m-k} \int_0^{\pi/4} u^k \log(\sin u) du,
\]

where we replaced the \( 2u \) by \( y \) in the last step.

On the other hand, applying Lemma 4.1 and using the fact that for \( p \in \mathbb{N} \),

\[
\int_0^{\pi/4} x^p \cot(x) dx = -p \int_0^{\pi/4} x^{p-1} \log(\sin x) dx \in \mathbb{Q}\{\log 2, \pi, \zeta(2), \zeta(3), \zeta(4), \zeta(5), \ldots\}
\]

and

\[
\int_0^{\pi/4} x^p \cot(x) dx = -p \int_0^{\pi/4} x^{p-1} \log(\sin x) dx \in \mathbb{Q}\{\log 2, \pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots\},
\]

we deduce the desired result immediately. \( \square \)

**Example 4.17.** The following identities provide precise evaluations of a few AMMVs that have appeared in Theorem 4.15 and Theorem 4.16.

\[
S(\bar{1}, 1, 1) = \frac{1}{2} \pi^2 \log 2 - \frac{21}{16} \pi \zeta(3), \quad S(\bar{1}, 1, 1, 1) = -2\beta(4) - \frac{1}{24} \pi^3 \log 2 + \frac{3}{2} \pi \zeta(3), \;
S(\bar{1}, 1, 1) = \frac{1}{8} \pi^2 \log 2 - \frac{7}{8} \pi \zeta(3), \quad S(\bar{1}, 1, 1, 1) = -2\beta(4) - \frac{1}{16} \pi^3 \log 2 + \frac{3}{16} \pi \zeta(3), \;
T(\bar{1}, 2) = G\pi - \frac{3}{2} \pi \zeta(3), \quad T(\bar{1}, 2, 1, 1) = -\frac{1}{24} G\pi^3 + 3\pi \beta(4) - \frac{31}{4} \pi \zeta(5), \;
T(\bar{1}, 2, 1) = -\frac{1}{4} G\pi^2 + 6\beta(4) - \frac{7}{8} \pi \zeta(3), \quad T(\bar{1}, 1, 1, 2) = \pi \beta(4) + \frac{7}{16} \pi^2 \zeta(3) - \frac{31}{4} \pi \zeta(5), \;
T(\bar{1}, 1, 2) = -6\beta(4) + \frac{7}{4} \pi \zeta(3), \quad T(\bar{1}, 1, 2, 1) = -3\pi \beta(4) - \frac{7}{32} \pi^2 \zeta(3) + \frac{99}{8} \pi \zeta(5).
\]
Moreover, by applying numerical and symbolic computation with Mathematica we can obtain many explicit evaluations of AMTMs with arguments of the form \((2, 1, \ldots, 1)\) and AMSVs with arguments of the form \((2, 1, \ldots, 1, 1, 1)\).

**Example 4.18.** By applying Au’s Mathematica package \([2, 3]\) and noting that

\[
\text{Li}_4 \left( \frac{1}{2} \right) = \frac{1}{2} \zeta(3, 1) + \frac{1}{96} \pi^4 + \frac{1}{24} \pi^2 \log^2 2 - \frac{1}{24} \log^4 2 - \frac{7}{8} \zeta(3) \log 2,
\]

we can obtain the following evaluations:

\[
T(2, 1, 1) = -4G^2 + \frac{1}{32} \pi^4,
\]

\[
T(2, 1, 1, 1) = \frac{\pi^2}{2} G^2 + \frac{5\pi^6}{1536} - 8G\beta(4),
\]

\[
S(2, 1, 1) = -2G^2 + \frac{7\pi^4}{1440} + 2G\log 2 + 2\zeta(3, 1) - \frac{7}{2} \zeta(3) \log 2,
\]

\[
S(2, 1, 1) = -2G^2 + \frac{59}{5760} \pi^4 + G\log 2 + \zeta(3, 1) - \frac{7}{2} \zeta(3) \log 2.
\]

Moreover, by using numerical and symbolic computation with Mathematica we can obtain many explicit evaluations of AMMVs with arguments of the form \((\bar{2}, 1, \ldots, 1)\) + \(1\) of generators (as per the standard motivic CMZV conjectures).

**Remark 4.19.** S. Charlton \([8]\) has given affirmative answers of the two claims about \(\log 2\) and \(S\) and \(T\).

**Question 2.** Is it true that for \(m \in \mathbb{N}\),

\[
T(2, \{1\}_{2m-1}, 1) \in \mathbb{Q}[\pi, \zeta(2), \beta(2), \zeta(3), \beta(3), \zeta(4), \ldots]
\]

and \(S(2, \{1\}_{2m-1})\) and \(S(2, \{1\}_{2m-1}, 1)\) can be expressed in terms of a linear combinations of products of \(\log 2, \pi, \zeta(2l + 1), \beta(2p)\) and \(\zeta(\bar{2}k + 1, 1)\), where \(l, p, k \in \mathbb{N}\)?

**5 Dimension computation of AMMVs**

Recall that \(\text{AMMV}_w\) is the \(\mathbb{Q}\)-vector space generated by all the AMMVs of weight \(w\) and similarly for all of its subspaces. We now consider two more subspaces of \(\text{AMMV}\). Let \(\text{AMMV}_{w}^e\) (resp. \(\text{AMMV}_{w}^o\)) be the \(\mathbb{Q}\)-span of all AMMVs with the smallest summation index being even (resp. odd). Set \(\dim_{\mathbb{Q}} V_0 = 1\) for all the subspaces \(V\) of \(\text{AMMV}\) including \(\text{AMMV}\) itself. Clearly, AMtVs, AMSVs and AMTMs are special cases of AMMVs, and the AMMVs can be written as \(\mathbb{Q}[\pi]\)-linear combinations of the CMZVs of level four. In \([3]\), using proven relations, Au reduced all CMZVs of level four, weight \(\leq 6\) to expected number of generators (as per the standard motivic CMZV conjectures).

Applying Au’s Mathematica package \([2, 3]\), we have found the data in Table I.

| \(w\) | \(0\) | \(1\) | \(2\) | \(3\) | \(4\) | \(5\) | \(6\) |
|---|---|---|---|---|---|---|
| \(\dim_{\mathbb{Q}} \text{AMMZV}_w\) | 1 | 1 | 2 | 3 | 5 | 8 | 13 |
| \(\dim_{\mathbb{Q}} \text{AMtV}_w\) | 1 | 1 | 3 | 6 | 12 | 24 | 48 |
| \(\dim_{\mathbb{Q}} \text{AMSV}_w\) | 1 | 1 | 3 | 6 | 12 | 22 | 42 |
| \(\dim_{\mathbb{Q}} \text{AMTV}_w\) | 1 | 1 | 2 | 4 | 7 | 13 | 24 |
| \(\dim_{\mathbb{Q}} \text{AMMV}_w\) | 1 | 2 | 4 | 8 | 16 | 32 | 64 |
| \(\dim_{\mathbb{Q}} \text{AMMV}_{w}^e\) | 1 | 2 | 4 | 8 | 16 | 32 | 64 |
| \(\dim_{\mathbb{Q}} \text{AMMV}_{w}^o\) | 1 | 1 | 3 | 7 | 15 | 31 | 63 |
| \(\dim_{\mathbb{Q}} \text{CMZV}_w\) | 1 | 2 | 4 | 8 | 16 | 32 | 64 |
Remark 5.1. (a). The above conjectural dimensions provide genuine upper bounds because all the relations used to obtain them in [3] have been proved previously. (b). In the database associated with reference [5], Blumlein et al. constructed explicit conjectural basis for the $\mathbb{Q}$-vector space generated by alternating multiple zeta values up to weight 12.

We have also computed the upper bound of the dimensions numerically with GP-PARI by using the rational linear relation detection program LLL. We then obtained the following conjecture extending the above table:

Table 2: Conjectural dimensions of various subspaces of $\text{AMMV}$.

| $w$  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|------|---|---|---|---|---|---|---|---|---|
| $\dim_{\mathbb{Q}} \text{AMZV}_w$ | 1 | 1 | 2 | 3 | 5 | 8 | 13 | 21 | 34 |
| $\dim_{\mathbb{Q}} \text{AMV}_w$ | 1 | 1 | 3 | 6 | 12 | 24 | 48 | 96 | 192 |
| $\dim_{\mathbb{Q}} \text{AMSV}_w$ | 1 | 1 | 3 | 6 | 12 | 22 | 42 | 80 | 156 |
| $\dim_{\mathbb{Q}} \text{AMTV}_w$ | 1 | 1 | 2 | 4 | 7 | 13 | 24 | 44 | 81 |

For each weight $w$, we let $\text{MB}_w$ be a conjectural basis of $\mathbb{Q}$-vector space generated by all AMMVs of weight $w$. Using Au’s Mathematica package [2,3], we obtain

\[
\begin{align*}
\text{MB}_1 &= \{ \pi, \log 2 \}, \\
\text{MB}_2 &= \{ G, \pi^2, \pi \log 2, \log^2 2 \}, \\
\text{MB}_3 &= \left\{ \pi^3, \pi^2 \log 2, \pi \log^2 2, \log^3 2, \pi G, G \log 2, \zeta(3), \Im Li_3(\frac{1+i}{2}) \right\}, \\
\text{MB}_4 &= \left\{ \pi^4, \pi^3 \log 2, \pi^2 \log^2 2, \pi \log^3 2, \log^4 2, \pi G \log 2, G \log 2, G^2, \pi \zeta(3), \\
& \quad \zeta(3) \log 2, \pi \Im Li_3(\frac{1+i}{2}), \log 2 \Im Li_3(\frac{1+i}{2}), \beta(4), Li_4(\frac{1}{2}), \Im Li_4(\frac{1+i}{2}) \right\}.
\end{align*}
\]

From numerical computations we now propose a possible basis for AMMVs.

Conjecture 5.2. For any $w \in \mathbb{N}$ the following set is a basis of $\text{AMMV}_w$:

\[
\text{MB}_w = \left\{ M_{\sigma}^w(\{1\}_w) : \sigma = (-1, \{1\}_{w-1}), \varepsilon \in \{\pm1\}^w \right\}.
\]

This was in fact motivated by the following conjecture by the third named author concerning the structure of CMZVs of level 3 and 4. Recall that the unit CMZVs of level $N$ have the form

\[
\text{Li}_{(1)^r}(\mu_1, \ldots, \mu_r) := \sum_{n_1 > \cdots > n_r > 0} \frac{\mu_1^{n_1} \cdots \mu_r^{n_r}}{n_1 \ldots n_r},
\]

by (1.1), where $\mu_j^N = 1$ for all $j = 1, \ldots, r$.

Conjecture 5.3. ([38 Conjecture 5.2]) Let $\text{CMZV}_N^w$ be the $\mathbb{Q}$-span of all CMZVs of level $N$ and weight $w$. Then for $N = 3$ and $N = 4$, the following set of unit CMZVs is a basis of $\text{CMZV}_N^w$:

\[
\left\{ \text{Li}_{(1)^w}(\mu_1, \ldots, \mu_w) : \mu_j \in \{\exp(2\pi i/N), \exp(4\pi i/N)\} \forall 1 \leq j \leq w \right\}.
\]

Remark 5.4. Assuming Grothendieck’s period conjecture, Deligne showed in [11] that $\dim_{\mathbb{Q}} \text{CMZV}_N^w = 2^w$ for $N = 3$ and 4, which is still true if we replace $\mathbb{Q}$ by $\mathbb{Q}[i]$. Moreover, J. Li showed in [21] Theorem 1.2] that unit CMZVs of level $N$ and weight $w$ form a generating set of $\text{CMZV}_N^w$ for $N = 3, 4$. Therefore, by the proof of Theorem 3.3, the space $\text{AMMV}_w$ is generated by unit AMMVs of weight $w$ (namely, those AMMVs of the form $\overline{M}^w_{\sigma}(\{1\}_w)$).
We now turn to special subspaces of AMMV. For convenience, let
\[ \tilde{t}(k_1, \ldots, k_r; \sigma_1, \ldots, \sigma_r) := M_{\sigma_1, \ldots, \sigma_r}^{-1}(k_1, \ldots, k_r) = 2^r \tilde{t}(k_1, \ldots, k_r; \sigma_1, \ldots, \sigma_r), \]
where \((k_1, \sigma_1) \neq (1, 1)\) and the AMtVs are denoted by
\[ t(k_1, \ldots, k_r; \sigma_1, \ldots, \sigma_r) := \sum_{n_1 > \ldots > n_r > 0} \sigma_1^{n_1} \cdots \sigma_r^{n_r} \frac{(2n_1 - 1) \cdots (2n_r - 1)}{k_1 \cdots k_r}. \]
In particular, \(t(k_1, \ldots, k_r) = (1, k_1, \ldots, k_r; 1)\). Similar to AMZVs, we may compactly indicate the presence of an alternating sign by placing a bar over the corresponding exponent \(k_j\) when \(\sigma_j = -1\). For example,
\[ \tilde{t}(2, 3, 1, 4) = \tilde{t}(2, 3, 1, 4; -1, 1, -1, 1). \]

Using An’s Mathematica package, we have found some conjectural basis \(\textbf{tB}_w\) (resp. \(\textbf{TB}_w\), resp. \(\textbf{SB}_w\)) of the \(Q\)-span by all AMtVs (resp. AMTVs, resp. AMSVs) of weight \(w\) with \(1 \leq w \leq 6\):

- \(\textbf{tB}_1 = \{t(\bar{1})\}\),
- \(\textbf{tB}_2 = \{t(2), t(\bar{2}), t(\bar{1}, 1)\}\),
- \(\textbf{tB}_3 = \{t(3), t(\bar{3}), t(\bar{2}, 1), t(\bar{1}, 2), t(\bar{1}, 1, 1)\}\),
- \(\textbf{tB}_4 = \{t(4), t(\bar{4}), t(\bar{3}, 1), t(\bar{3}, 1, 1), t(\bar{2}, 2), t(2, 1, 1), t(2, 1, 1, 1), t(\bar{1}, 2, 1), t(\bar{1}, 1, 1, 2), t(\bar{1}, 1, 1, 2, 1), t(\bar{1}, 1, 2, 1), t(\bar{1}, 1, 2, 1, 1)\}\),
- \(\textbf{tB}_5 = \{t(5), t(\bar{5}), t(\bar{4}, 1), t(\bar{4}, 1, 1), t(\bar{4}, 1, 2), t(\bar{4}, 1, 2, 1), t(\bar{3}, 2), t(\bar{3}, 2, 1), t(\bar{3}, 1, 1), t(\bar{3}, 1, 1, 1), t(\bar{3}, 1, 1, 2), t(\bar{3}, 1, 1, 1, 1), t(\bar{3}, 1, 1, 1, 2), t(\bar{3}, 1, 1, 1, 2, 1), t(\bar{3}, 1, 1, 1, 2, 1, 1), t(\bar{3}, 1, 1, 1, 2, 1, 1, 1), t(\bar{3}, 1, 1, 1, 2, 1, 1, 1, 1)\}\),
- \(\textbf{tB}_6 = \{t(6), t(\bar{6}), t(\bar{5}, 1), t(\bar{5}, 1, 1), t(\bar{5}, 1, 1, 1), t(\bar{5}, 1, 1, 2), t(\bar{5}, 1, 1, 2, 1), t(\bar{5}, 1, 1, 2, 1, 1), t(\bar{5}, 1, 1, 2, 1, 1, 1), t(\bar{5}, 1, 1, 2, 1, 1, 1, 1)\}\).

- \(\textbf{SB}_1 = \{S(\bar{1})\}\),
- \(\textbf{SB}_2 = \{S(2), S(\bar{1}, 1), S(\bar{1}, \bar{1})\}\),
- \(\textbf{SB}_3 = \{S(3), S(3), S(\bar{1}, 1), S(\bar{2}, 1), S(\bar{2}, 1), S(\bar{1}, \bar{2})\}\),
- \(\textbf{SB}_4 = \{S(4), S(3, 1), S(\bar{3}, 1), S(\bar{3}, 1, 1), S(\bar{3}, 1, 1, 1), S(\bar{3}, 1, 1, 2), S(\bar{3}, 1, 1, 2, 1), S(\bar{3}, 1, 1, 2, 1, 1)\}\),
- \(\textbf{SB}_5 = \{S(5), S(4, 1), S(\bar{4}, 1), S(\bar{4}, 1, 1), S(\bar{4}, 1, 2), S(\bar{4}, 1, 2, 1), S(\bar{4}, 1, 2, 1, 1), S(\bar{4}, 1, 2, 1, 1, 1), S(\bar{4}, 1, 2, 1, 1, 1, 1)\}\),
- \(\textbf{SB}_6 = \{S(6), S(5, 1), S(\bar{5}, 1), S(\bar{5}, 1, 1), S(\bar{5}, 1, 1, 1), S(\bar{5}, 1, 1, 1, 1), S(\bar{5}, 1, 1, 1, 2), S(\bar{5}, 1, 1, 2), S(\bar{5}, 1, 1, 2, 1), S(\bar{5}, 1, 1, 2, 1, 1), S(\bar{5}, 1, 1, 2, 1, 1, 1), S(\bar{5}, 1, 1, 2, 1, 1, 1, 1)\}\).

- \(\textbf{TB}_1 = \{T(\bar{1})\}\),
- \(\textbf{TB}_2 = \{T(2), T(\bar{2})\}\),
- \(\textbf{TB}_3 = \{T(3), T(\bar{3}), T(\bar{2}, 1), T(\bar{2}, 1)\}\),
- \(\textbf{TB}_4 = \{T(4), T(\bar{4}), T(\bar{3}, 1), T(\bar{3}, 1, 1), T(\bar{3}, 1, 1, 1), T(\bar{3}, 1, 1, 2), T(\bar{3}, 1, 1, 2, 1), T(\bar{3}, 1, 1, 2, 1, 1), T(\bar{3}, 1, 1, 2, 1, 1, 1), T(\bar{3}, 1, 1, 2, 1, 1, 1, 1)\}\),
- \(\textbf{TB}_5 = \{T(5), T(\bar{5}), T(\bar{4}, 1), T(\bar{4}, 1, 1), T(\bar{4}, 1, 2), T(\bar{4}, 1, 2, 1), T(\bar{4}, 1, 2, 1, 1), T(\bar{4}, 1, 2, 1, 1, 1), T(\bar{4}, 1, 2, 1, 1, 1, 1)\}\),
- \(\textbf{TB}_6 = \{T(6), T(\bar{6}), T(\bar{5}, 1), T(\bar{5}, 1, 1), T(\bar{5}, 1, 1, 1), T(\bar{5}, 1, 1, 2), T(\bar{5}, 1, 1, 2, 1), T(\bar{5}, 1, 1, 2, 1, 1), T(\bar{5}, 1, 1, 2, 1, 1, 1), T(\bar{5}, 1, 1, 2, 1, 1, 1, 1)\}\).

**Remark 5.5.** In [30], we also studied the \(Q\)-vector space generated by the AMtVs of any fixed weight \(w\) and conjectured that their dimensions \(\{d_w\}_{w \geq 1}\) form the tribonacci sequence 1, 2, 4, 7, 13, ....
In the following three examples, we provide some evaluations of a few AMtVs, AMSVs and AMTVs using the basis given in the above, respectively.

**Example 5.6.** We have
\[
\begin{align*}
\tilde{t}(2, 1) &= -\frac{1}{2} \tilde{t}(3) + \frac{1}{2} \tilde{t}(2, 1) = \frac{1}{4} \pi^2 \log 2 - \frac{7}{4} \zeta(3), \\
\tilde{t}(1, 1, 1) &= -\tilde{t}(1, 2) - \frac{1}{2} \tilde{t}(2, 1) = -\pi G + \frac{21}{8} \zeta(3), \\
\tilde{t}(1, 1, \bar{1}) &= -\frac{1}{2} \tilde{t}(3) - \tilde{t}(1, 2) - \frac{1}{2} \tilde{t}(2, 1) = -\frac{1}{2} \pi^2 \log 2 - \pi G + \frac{35}{16} \zeta(3), \\
\tilde{t}(2, 1, \bar{1}) &= -\frac{2}{3} \tilde{t}(4) - \frac{1}{2} \tilde{t}(2, 2) - \frac{1}{4} \tilde{t}(3, 1) + \frac{3}{4} \tilde{t}(2, 1, 1) \\
&= -\frac{23}{1440} \pi^4 + \frac{1}{48} \pi^2 \log^2 2 + \frac{1}{6} \log^4 2 - 2G^2 + 4 \text{Li}_4 \left(\frac{1}{2}\right), \\
\tilde{t}(\bar{1}, \bar{1}, \bar{1}) &= 2\tilde{t}(4) - 2\tilde{t}(2, 2) + 2\tilde{t}(3, 1) - 4\tilde{t}(3, \bar{1}) - \tilde{t}(2, 1, \bar{1}) \\
&= \frac{4}{16} \pi^3 \log 2 + \frac{1}{16} \pi \log^3 2 + \frac{7}{2} \pi \zeta(3) - 16\beta(4) + 163 \text{Li}_4 \left(\frac{1+i}{2}\right), \\
\tilde{t}(\bar{1}, \bar{1}, 1) &= \frac{1}{16} \tilde{t}(5) + \frac{1}{4} \tilde{t}(4, 1) - \frac{1}{8} \tilde{t}(4, 1, 1) - \frac{1}{4} \tilde{t}(3, 1, 1) + \frac{1}{8} \tilde{t}(2, 1, 3) \\
&= -\frac{91}{256} \pi^4 \log 2 + \frac{1}{12} \pi^2 \log^2 2 + \frac{1}{6} \pi^2 \log^2 2 + \frac{29}{128} \pi^2 \zeta(3) - 2 \text{Li}_5 \left(\frac{1}{2}\right) - \frac{155}{256} \zeta(5) .
\end{align*}
\]

**Example 5.7.** We have
\[
\begin{align*}
S(\bar{1}, 2) &= -\frac{3}{4} S(2, \bar{1}) + \frac{1}{2} S(2, 1) = \frac{11}{96} \pi^3 - 43 \text{Li}_3 \left(\frac{1+i}{2}\right) - 2G \log 2 + \frac{1}{2} \pi \log^2 2, \\
S(\bar{1}, 1, 2) &= \frac{3}{4} S(1, 3) - \frac{11}{12} S(3, 1) - \frac{5}{8} S(3, \bar{1}) + \frac{5}{4} S(3, 1, 1) - 2S(2, \bar{1}, 1) + S(2, 1, 1) \\
&= -6\tilde{t}(4) + 83 \text{Li}_4 \left(\frac{1+i}{2}\right) + 43 \text{Li}_3 \left(\frac{1+i}{2}\right) \log 2 + G \log^2 2 - \frac{1}{12} \pi \log^3 2, \\
S(\bar{1}, 1, \bar{1}, 1) &= \frac{15}{16} S(4) + \frac{1}{4} S(2, 2) - \frac{1}{2} S(2, 1, 1) + \frac{1}{2} S(1, 1, 1, 1) \\
&= 2G^2 + \frac{9}{64} \pi^4 - 6 \pi \text{Li}_3 \left(\frac{1+i}{2}\right) - 2 \pi G \log 2 + \frac{4}{16} \pi^2 \log^2 2 - \frac{7}{4} \pi \zeta(3) \log 2, \\
S(\bar{3}, \bar{1}, 1) &= -\frac{31}{128} S(5) - \frac{17}{128} S(3, 2) - \frac{3}{16} S(4, 1) + \frac{1}{4} S(3, 1, 1), \\
S(3, 1, 2) &= \frac{35}{128} S(6) - \frac{25}{192} S(2, 4) + \frac{25}{192} S(4, 2) - \frac{1}{3} S(4, 1, 1) + \frac{1}{6} S(4, 1, 1) \\
&= \frac{247}{3072} \pi^6 + \frac{1}{256} \pi^4 \log^2 2 - \frac{1}{128} \pi^2 \log^4 2 + \frac{7}{72} \pi^2 \zeta(3) \log 2 + \frac{1}{72} \pi^2 \zeta(3) - \frac{1}{12} \pi^2 \text{Li}_4 \left(\frac{1}{2}\right).
\end{align*}
\]

**Example 5.8.** We have
\[
\begin{align*}
T(\bar{2}, \bar{1}) &= -2T(\bar{3}) + 2T(2, \bar{1}) = -\frac{3}{16} \pi^3 - \frac{1}{4} \pi \log^2 2 + 4G \log 2 + 83 \text{Li}_3 \left(\frac{1+i}{2}\right), \\
T(\bar{1}, 1, 1, \bar{1}) &= \frac{5}{16} T(4) + \frac{1}{2} T(3, 1) = -\frac{1}{4} \pi^2 G + 2 \beta(4), \\
T(\bar{1}, 1, \bar{1}, \bar{1}) &= 2T(3, \bar{1}) + T(3, 1) = -\frac{7}{25} \pi \zeta(3) - \frac{1}{4} \pi^2 G + 6 \beta(4), \\
T(\bar{3}, \bar{1}, 1) &= \frac{6}{5} T(5) + 2T(3, 2) + 6T(4, 1) - 6T(4, 1) + 2T(3, 1, 1) \\
&= -\frac{7}{25} \pi^3 - \frac{1}{4} \pi \log^2 2 + \pi^2 G \log 2 + 2 \pi^2 \text{Li}_3 \left(\frac{1+i}{2}\right), \\
T(\bar{3}, 1, 3) &= -\frac{5}{16} T(6) - T(\bar{5}, 1) + T(5, 1) - \frac{1}{2} T(4, 1, 1) \\
&= -\frac{69}{256} \pi^6 - \frac{31}{96} \pi^4 \log^2 2 + \frac{5}{48} \pi^2 \log^4 2 + \frac{13}{64} \pi \zeta(3) \log 2 + \frac{1}{4} \text{Li}_4 \left(\frac{1}{2}\right) - \frac{97}{128} \pi^2 \zeta(3) + \zeta(5, 1), \\
T(\bar{1}, 2, 1) &= -\frac{1}{2} T(\bar{1}, 5) + \frac{13}{2} T(5, 1) + T(5, 1).
\end{align*}
\]

Supported by theoretical and numerical evidence presented in this paper, we now formulate a few conjectures concerning the dimensions of some subspaces of AMMVs. These conjectures hint at a few very rich but previously overlooked algebraic and geometric structures associated with these vector spaces. It is our hope that these unsolved problems will provoke further development and more detailed studies of the motivic theory of the AMMVs.

**Conjecture 5.9.** (cf. [30] Conj. 5.2]) We have the following generating function
\[
\sum_{n=0}^{\infty} (\text{dim}_q \text{AMTV}_n) t^n = \frac{1}{1 - t - t^2 - t^3}.
\]

Namely, the dimensions form the tribonacci sequence \(\{d_n\}_{n\geq 1} = \{1, 2, 4, 7, 13, 24, \ldots\}\), see A000073 at oeis.org.
Conjecture 5.10. We have \( \dim Q AMSV_1 = 1 \), \( \dim Q AMSV_2 = 3 \), and
\[
\dim Q AMSV_n = 2 \dim Q AMSV_{n-1} - 2 \left\lfloor \frac{n+1}{2} \right\rfloor + 4 \quad \text{for all } n \geq 3.
\]

Conjecture 5.11. For \( n \geq 2 \), we have
\[
\dim Q AMtV_n = 3 \times 2^{n-2}.
\]

Conjecture 5.12. For all weight \( w \geq 1 \) we have
(i) \( AMMVo_w \subsetneq AMMV_w \),
(ii) \( \dim Q AMMVo_w = 2^w - 1 \), \( \dim Q AMMV_w = 2^w \), and
(iii) \( AMMV_w = AMMVo_w \oplus Q \log 2^w \).

Finally, from numerical evidence, we have the following conjectural diagram showing relations between all the different subspaces of AMMV.

In the following table, we provide at least one element (if we found any) in each of the above 16 regions, which has been verified numerically using the command \texttt{lindep} in GP-Pari with up to 4000 digits of precision.

| Region | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Element | \emptyset | \( T(2, 1) \) | \( S(2, 1, 1) \) | \emptyset | \( S(3, 1) \) | \( \log 2 \) | \( \zeta(3, 1) \) | \( T(4) \) |
| Region | (9) | (10) | (11) | (12) | (13) | (14) | (15) | (16) |
| Element | \( t(1, 1, 1) \) | \( S(3, 1) \) | \( \zeta(4) \) | \( T(2, 1) \) | \( S(4, 1) \) | \emptyset | \( \zeta(2) \log 2 \) | \( M(1, 1) \) |

After extensive search up to weight 8, we found that only one AMTV, i.e., \( T(2, 1) \), lies outside of AMSV. Hence, we propose the following conjecture.

Conjecture 5.13. For all \( w \geq 4 \) we have the inclusion \( AMTV_w \subsetneq AMSV_w \).

Turing to the non-alternating MMVs, let MMV be the \( Q \)-span of all MMVs. We know from [29, Theorem 7.1] that the space MMV should be included properly in the space AMZV of alternating MZVs. By numerical computation up to weight 12, we have found the following diagram showing the relations between different subspaces of MMV.
In the following table, similarly to the AMMV case, we provide at least one element (if we found any) in each of the above 10 regions, which has been verified numerically by GP-Pari.

Table 4: Inclusion relations between various subspaces of MMV.

| Region | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Element | $\log 2$ | $(2, 1)$ | $M(2, 1_4)$ | $S(4, 1_2)$ | $(2)$ | $\emptyset$ | $S(5, 1_2)$ | $S(2, 1)$ | $S(2, 2)$ | $\emptyset$ |

After extensive search up to weight 12, we found that no MTV lies outside the space of MSVs. Note that $\text{MTV}_2 = \text{MSV}_2 = \text{MZV}_2 = \pi^2 \mathbb{Q}$. Hence, we propose the following conjecture.

**Conjecture 5.14.** For all weight $w \geq 3$ we have the inclusion $\text{MTV}_w \subset \text{MSV}_w$.

Conjecture 5.13 and Conjecture 5.14 are consistent in spirit with Conjecture 5.12 and the following conjecture (see [29, Table 1]).

**Conjecture 5.15.** Let $\text{MMVe}_w$ (resp. $\text{MMVo}_w$) be the $\mathbb{Q}$-span of all MMVs with the smallest index being even (resp. odd). Then

(i) $\text{MMVe}_w = \text{MMV}_w$ for all $w \geq 1$, and

(ii) $\text{MMVo}_w \subset \text{MMV}_w$ for all $w \geq 5$.
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