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Abstract

The notion of semi-direct product of Poisson $G$-spaces is applied to illuminate examples arising in spin-extensions of Ruijsenaars models.
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1 Introduction

The motivation for this work was to clean up the presentation in [4] of a structure emerging from analysis of a class of spin extended models of Ruijsenaars type. As usual with Ruijsenaars models, this work deals with Poisson Lie groups, and the spin systems are described by Hamiltonian reduction applied to Poisson Lie group symmetries on appropriate spaces. In the work of [4, 2] the “spin degrees of freedom” are represented by several copies of a complex vector space $V$, on which there acts either the Poisson Lie group $GL(V)$ or the unitary group. As was explained in [4], for the unitary case the Poisson structure on $V$ should be one discovered by Zakrzewski, and described in [14]. A transformation—referred to as the half-dressing transformation—of the space consisting of several copies of $V$ to itself produces a nice Poisson structure. Following this insight, it was natural to compare with the formulae arising in [2], whereupon it was found that there too, half-dressing is a useful device for describing the Poisson bracket on the space of spin variables.

Suppose that we have an ordered collection of vectors $v_1, v_2, \ldots, v_d$ in $\mathbb{C}^n$. To each $v_k$ we associate the positive definite hermitian matrix $\Phi_k = 1 + v_k v_k^\dagger$ which in turn can be uniquely represented in the form $\Phi_k = b_k b_k^\dagger$, with $b_k$ an upper triangular matrix having real, strictly positive elements on the diagonal. Thus we obtain a map $(v_1, \ldots, v_d) \mapsto (b_1(v_1), \ldots, b_d(v_d))$, and we are interested in the product $b = b_1 \ldots b_d$. This matrix may be represented by the positive definite matrix $\Phi = b b^\dagger$, and it is not hard to see that $\Phi$ is naturally expressed in the form

$$\Phi = 1 + \tilde{v}_1 \tilde{v}_1^\dagger + \cdots + \tilde{v}_d \tilde{v}_d^\dagger$$

and we call the vectors $(\tilde{v}_1, \ldots, \tilde{v}_d)$ the half-dressing of the vectors $(v_1, \ldots, v_d)$. It is of interest to look at Poisson properties of the half-dressing map.

In the present article, the half-dressing formula is interpreted in the Poisson context via the notion of semidirect product of Poisson spaces, which is available when a Poisson symmetry is present, by means of which the formulae in [4] and in [2] arise as particular examples.

In order to make the article self-contained, Section 2 provides background information on the subject of Poisson Lie groups. The main idea is explained in Section 3. In the remaining sections details of the two examples are fleshed out: the real $U(n)$ symmetry example corresponding to [4], and the holomorphic $GL(n, \mathbb{C})$ example corresponding to [2]. Appendix A is a discussion of the relation to [14], and Appendix B deals with computation of the symplectic form corresponding to the Poisson structure taken from that source.

It was drawn to my attention that aspects of the current work can be found in other settings. In consequence, and without dwelling on them too much, I will add the following remarks.

(a) What, on a whim, I opted to call ‘semi-direct product Poisson structure’, belongs to the larger family given the name ‘mixed product Poisson structures’ by Lu and Mouquin in [8], and coinciding with what Zakrzewski in [14] called ‘crossed product Poisson structures’. The semi-direct Poisson structure appears to be a general case of an example in Section 7 of [8].

(b) The results described in the present article have connections with multiplicative quiver varieties—for example a formula reminiscent of the momentum map defined in (4.16) can be found in [5] (equation (5.1))—and they would be associated to the simplest nontrivial quiver ($\bullet \rightarrow \bullet$).

\footnote{The symbol $\dagger$ denotes ‘complex conjugate transpose’}
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2 Overview of Poisson Lie groups

This section is a summary of several properties of Poisson Lie groups. Proofs and further
explanations can all be found in the original article of Semenov-Tian-Shansky [11]. More
recent accounts are [12], [3].

In general, $G$ will denote a Lie group (real or complex), and its Lie algebra will be writ
$\text{Lie}(G) = g$.

2.1 Definition of a Poisson Lie group and the r-matrix

Definition 2.1. A Poisson Lie Group $G$ is a Lie group together with a Poisson structure,
with respect to which the multiplication law in $G$ defines a Poisson map from $G \times G$ to $G$.
That is, if, for any $F,H \in \text{Fun}(G)$,

$$\{F(\cdot g_2), H(\cdot g_2)\}(g_1) + \{F(g_1 \cdot), H(g_1 \cdot)\}(g_2) = \{F,H\}(g_1g_2) \quad \forall g_1, g_2 \in G,$$

(2.1)

with the obvious notation $F(\cdot g_2)(g) = F(gg_2)$ and $F(g_1 \cdot)(g) = F(g_1g)$. Here ‘$\text{Fun}(G)$’
stands for $C^\infty(G)$ if $G$ is real, or $\text{Hol}(G)$ (holomorphic functions on $G$) if $G$ is complex.

The Poisson structure on a Poisson Lie group $G$ is necessarily zero at the identity element
e $\in G$. Hence we may linearise the Poisson bracket at the identity to obtain a Lie bracket on
the dual space $g^*$ of the Lie algebra $g = \text{Lie}(G)$: denote this bracket $[\cdot, \cdot]$.

Often we make the convenient assumption that $g$ have a non-degenerate, invariant inner-
product $\langle \cdot, \cdot \rangle$, and use it to identify $g$ with its dual $g^*$. Depending on the context, the
same notation is then used for pairings between dual vector spaces, but this will be obvious
from the context, and should not cause confusion.

Definition 2.2. Suppose that $g$ has a non-degenerate, invariant inner-product $\langle \cdot, \cdot \rangle$. Then
the canonical 3-form on $g$ is

$$\phi(X,Y,Z) = \langle X,[Y,Z] \rangle,$$

(2.2)

and an element $R \in g \wedge g$ is said to be a factorizable r-matrix if it satisfies the modified
classical Yang-Baxter equation,

$$g \wedge g \wedge g \ni [R,R] + \phi = 0.$$

(2.3)

It is convenient to write the Yang-Baxter equation via the identification of $g$ with $g^*$, so
that $R \in \text{End}(g)$, and the skew-symmetry of $R$ becomes $R^t = -R$. Then the Yang-Baxter
condition is written

$$\langle X,[RY,RZ] \rangle + c.p. + \langle X,[Y,Z] \rangle = 0 \quad \forall X,Y,Z \in g,$$

(2.4)
or, equivalently,

\[
[RX, RY] - R([RX, Y] + [X, RY]) + [X, Y] = 0 \quad \forall X, Y \in g.
\] (2.5)

In what follows the same symbol \( R \) will be used indiscriminately for the element in \( g \wedge g \) and for the corresponding element in \( \text{End}(g) \), in the expectation that the context will make all meanings clear.

**Remark 2.3.** In the present article, whenever we speak of an \( r \)-matrix on a Lie algebra \( g \), it will be assumed that \( g \) has a non-degenerate, invariant inner product, and the \( r \)-matrix is assumed to be factorizable.

The following proposition follows directly from the Yang-Baxter condition.

**Proposition 2.4.** The two subspaces

\[
g_{\pm} = \text{Im}(R \pm \text{Id})
\]

are both subalgebras.

It is convenient to adopt the convention, for any \( X \in g \),

\[
X = X_+ - X_-, \quad \text{with} \quad X_\pm = \frac{1}{2}(RX \pm X), \quad X_\pm \in g_{\pm},
\] (2.6)

so that

\[
RX = X_+ + X_-.
\] (2.7)

We will denote by \( G_{\pm} \) the subgroups of \( G \) for which \( \text{Lie}(G_{\pm}) = g_{\pm} \).

A classical \( r \)-matrix can be used to define a Poisson bracket on \( G \). First of all, we need to define the left- and right-derivatives of a function on \( G \).

**Definition 2.5.** For \( F \in \text{Fun}(G) \) the left-derivative \( DF : G \to g^* \) and the right-derivative \( D'F : G \to g^* \) are given by

\[
\frac{d}{dt} \bigg|_{t=0} F(e^{tX}ge^{tY}) = \langle D_gF, X \rangle + \langle D'_gF, Y \rangle \quad \forall X, Y \in g.
\] (2.8)

As can easily be checked,

\[
D_gF = \text{Ad}_{g}^*D'_gF.
\] (2.9)

**Definition 2.6.** The **Sklyanin bracket** \( \{\cdot, \cdot\} : C^\infty(G) \wedge C^\infty(G) \to C^\infty(G) \) is defined by

\[
\{F, H\} = \langle DF, R(DH) \rangle - \langle D'F, R(D'H) \rangle.
\] (2.10)

**Proposition 2.7.** The Sklyanin bracket is a Poisson bracket; that is, it satisfies the Jacobi identity. Moreover, with the Sklyanin bracket, \( G \) is a Poisson Lie group.

**Definition 2.8.** Suppose that \( G \) is a Poisson Lie group, and let \( A \subset G \) be a subgroup in \( G \). \( A \) is said to be a **Poisson subgroup** if \( A \) is also a Poisson subspace in \( G \).

**Remark 2.9.** A Poisson subgroup of a Poisson Lie group \( G \) is itself a Poisson Lie group, with Poisson structure inherited from \( G \).

**Remark 2.10.** Suppose that \( g \) has an \( r \)-matrix. It is not necessarily the case that \( g_+ \cap g_- = \{0\} \): if this condition does hold then \( g \) can be decomposed as the vector space sum \( g = g_+ + g_- \), and, with respect to this decomposition, \( R \) can be represented as the difference, \( R = P_+ - P_- \), of projectors \( P_\pm = \frac{1}{2}(R \pm 1) \), and the groups \( \exp(g_{\pm}) \) are Poisson subgroups.
2.2 The Drinfeld double of a Poisson Lie group

In general, the Lie algebra of a Poisson Lie group may have no non-degenerate, invariant inner product, and is not required to have an r-matrix. However, as we observe in this subsection, a Poisson Lie group $G$ can always be enlarged to a larger Poisson Lie group $D$ on which the Poisson structure is the Sklyanin bracket defined by an r-matrix, and inside which $G$ is a Poisson Lie subgroup.

**Definition 2.11.** Let $(G, \{\cdot, \cdot\})$ be a Poisson Lie group. The corresponding *Drinfeld double* Lie algebra is the vector space direct sum $g \oplus g^*$, with Lie bracket (uniquely) defined by the properties

(i) $(g, [\cdot, \cdot])$ and $(g^*, [\cdot, \cdot]^*)$ are subalgebras,
(ii) the natural inner product on $g \oplus g^*$ is invariant; that is

\[
([X,Y], Z) = \langle X, [Y,Z] \rangle, \quad \forall X,Y,Z \in g \oplus g^*,
\]

where, for $X = (x, \xi)$, $Y = (y, \eta)$,

\[
\langle X, Y \rangle = \xi(y) + \eta(x).
\]

Let $D$ be any connected Lie group with Lie algebra $g \oplus g^*$ such that the inclusion $g \to g \oplus g^*$ integrates to a Lie group homomorphism $G \to D$, and take $G^*$ to be the connected Lie subgroup of $D$ with Lie algebra $g^*$: $G^*$ is called the ‘dual group’, and $D$ is called the Drinfeld double group. The structures on $G^*$ and $D$ originate from $G$ with its Poisson structure as well as its group structure.

2.2.1 The factorizable case

**Definition 2.12.** Suppose that we have a Poisson Lie group $G$, with a non-degenerate invariant inner product on $g$ and a skew-symmetric r-matrix $R \in g \wedge g$, satisfying (2.3). The double of $G$ is $G \times G$, and the double Lie algebra is $\mathfrak{d} := \text{Lie}(D) = g \oplus g$. (This an example of a Drinfeld double.) We introduce the inner-product $\langle\langle \cdot, \cdot \rangle\rangle$ on $\mathfrak{d}$ defined by

\[
\langle\langle (X_1, Y_1), (X_2, Y_2) \rangle\rangle = \langle X_1, X_2 \rangle - \langle Y_1, Y_2 \rangle.
\]

The double Lie algebra can be decomposed as the sum of two subalgebras

\[
g \oplus g = g^d \oplus g_R.
\]

Here $g^d \cong g$ is the diagonal subalgebra

\[
g^d = \{(X, X) \mid X \in g\}.
\]
and the other subalgebra,
\[ g_R = \{(X,Y) \in g \otimes g \mid P_+(X) = P_+(Y)\} = \{(P_+(X), P_-(X)) \mid X \in g\}, \tag{2.16} \]
is the image of the map \( P_+ \otimes P_- : g \to g \otimes g \). This decomposition gives rise to the double r-matrix on \( g \otimes g \)
\[ \hat{R} = P_{g^+} - P_{g^R}. \tag{2.17} \]

Several important properties of the double with the above inner product structure and r-matrix are summarised in the following

**Proposition 2.13.** The inner-product \( \langle\langle \cdot, \cdot \rangle\rangle \) on \( \mathfrak{d} \) is invariant and non-degenerate. The double r-matrix \( \hat{R} \) on the double of \( g \) is skew-symmetric with respect to \( \langle\langle \cdot, \cdot \rangle\rangle \), and is represented in terms of the r-matrix \( R \) on \( g \) by the formula
\[ \hat{R}(X,Y) = \left( R(Y - X), R(Y - X) \right) + (Y, X). \tag{2.18} \]

Just as \( \langle \cdot, \cdot \rangle \) is used without comment to identify \( g \) with \( g^* \), by means of which the left- and right-derivatives of smooth functions on \( G \) are viewed as being situated in \( g \), and by means of which \( R \) is viewed indiscriminately as an element of \( \text{End}(g) \) or of \( g \wedge g \); so is \( \langle\langle \cdot, \cdot \rangle\rangle \) used to identify \( \mathfrak{d} \sim \mathfrak{d}^* \), thence to represent in \( \mathfrak{d} \) left- and right-derivatives of smooth functions and to view \( \hat{R} \) indiscriminately as an element of \( \text{End}(\mathfrak{d}) \) or of \( \mathfrak{d} \wedge \mathfrak{d} \).

Comparing the last collection of information with the general theory, \( g_R \) is isomorphic to the dual Lie algebra \((g^*, [\cdot, \cdot])_s\) and \( \mathfrak{d} \) is isomorphic to the Drinfeld double Lie algebra.

### 2.3 The Lu-Weinstein example

This subsection deals with a special case of the Lu-Weinstein example, from [9]. Here, the base field is \( \mathbb{R} \) and all functions are real-valued functions. Consider \( g = gl(n, \mathbb{C}) \), viewed as a real Lie algebra. The inner product on \( g \) given by
\[ \langle X, Y \rangle = \text{Im} \text{tr} (XY) \tag{2.19} \]
is invariant and non-degenerate. Let \( \mathfrak{k} \) and \( \mathfrak{b} \) be the two subalgebras in \( g \):
\[ \mathfrak{k} = u(n) = \{X \in g \mid X + X^\dagger = 0\}, \]
\[ \mathfrak{b} = \{\text{upper-triangular matrices with real entries on the diagonal}\}. \tag{2.20} \]

It is easy to check that, as vector spaces, \( g = \mathfrak{k} + \mathfrak{b} \); any element in \( g \) can be written uniquely as the sum of elements in \( \mathfrak{k} \) and in \( \mathfrak{b} \). Also, with respect to \( \langle \cdot, \cdot \rangle \), \( \mathfrak{k}^+ = \mathfrak{k} \) and \( \mathfrak{b}^+ = \mathfrak{b} \). It follows that
\[ R = P_k - P_b \tag{2.21} \]
defines an r-matrix on \( g \), skew-symmetric with respect to \( \langle \cdot, \cdot \rangle \). Groups \( G, K, \) and \( B \) corresponding to \( g, \mathfrak{k}, \) and \( \mathfrak{b} \) are
\[ G = \text{GL}(n, \mathbb{C}), \]
\[ K = \text{U}(n), \]
\[ B = \{\text{upper triangular matrices with real, positive entries on the diagonal}\}; \]
\( G \) is the Drinfeld double of \( K \), with \( B \) identified with \( K^* \).
Going through the definitions, with the identification $g^* \cong g$ inducing $\mathfrak{t}^* \cong \mathfrak{b}$ and $\mathfrak{b}^* \cong \mathfrak{k}$, by means of the decomposition $G \ni \mathfrak{g} = \mathfrak{k} \mathfrak{b}^{-1}$, we get the Poisson brackets on $K$ and $B$ inherited from the Sklyanin PB on $G$:

\[
\{F_1, F_2\}(k) = \text{Im tr} \left(D_k F_1 k D_k' F_2 k^{-1}\right), \quad F_1, F_2 \in C^\infty(K, \mathbb{R}), \quad (2.22)
\]

\[
\{H_1, H_2\}(b) = -\text{Im tr} \left(D_b H_1 b D_b' H_2 b^{-1}\right), \quad H_1, H_2 \in C^\infty(B, \mathbb{R}). \quad (2.23)
\]

Here, the left- and right-derivatives are given by

\[
F \in C^\infty(K) \Rightarrow D_k F, D_k' F \in \mathfrak{t}^* \cong \mathfrak{b}^* = \mathfrak{b} : \quad \frac{d}{dt} \bigg|_{t=0} F(e^{t\xi}ke^{\eta}) = \text{Im tr} \left(\xi D_k F + \eta D_k' F\right) \quad \forall \xi, \eta \in \mathfrak{k}, \quad (2.24)
\]

\[
H \in C^\infty(B) \Rightarrow D_b H, D_b' H \in \mathfrak{b}^* \cong \mathfrak{k}^* = \mathfrak{t} : \quad \frac{d}{dt} \bigg|_{t=0} H(e^{t\alpha}be^{\beta}) = \text{Im tr} \left(\alpha D_b H + \beta D_b' H\right) \quad \forall \alpha, \beta \in \mathfrak{b}. \quad (2.24)
\]

An alternative representation of $B$ comes from the invertible map $B \rightarrow \text{Herm}^+ = \{\text{positive definite, hermitian matrices}\}$:

\[
B \ni b \mapsto bb^\dagger = \Lambda \in \text{Herm}^+, \quad (2.25)
\]

in terms of which the Poisson bracket is

\[
\{F, H\}(\Lambda) = 8\text{Im tr} \left(\Lambda X (\Lambda Y)_{\mathfrak{t}}\right), \quad (2.26)
\]

where the skew-hermitian matrices $X = d_{\Lambda} F$ and $Y = d_{\Lambda} H$ are the derivatives of $F$ and $H$, given by

\[
\frac{d}{dt} \bigg|_{t=0} F(\Lambda + tA) = \text{Im tr} \left(Ad_{\Lambda} F\right) \quad \forall \text{ hermitian } A, \quad (2.27)
\]

and the subscript ‘$\mathfrak{t}$’ indicates projection onto $\mathfrak{t}$ parallel to $\mathfrak{b}$.

Equivalent to the above formulæ for Poisson brackets, are those for Hamiltonian vector fields:

\[
X_F(k) \sim \exp(t[kD_k' F k^{-1}]_{\mathfrak{t}})k \quad F \in C^\infty(K, \mathbb{R}),
\]

\[
X_F(b) \sim \exp(-t[bD_b' F b^{-1}]_{\mathfrak{b}})b \quad F \in C^\infty(B, \mathbb{R}), \quad (2.28)
\]

\[
X_F(\Lambda) = 4 \left[(Ad_{\Lambda} F)_{\mathfrak{t}}, \Lambda\right] \quad F \in C^\infty(\text{Herm}^+, \mathbb{R}).
\]

### 2.4 A complex (holomorphic) example

The example in this subsection may be generalised to any reductive complex Lie algebra; see for example [3], [13], [16]. Here, the base field is $\mathbb{C}$ and all functions are holomorphic functions. Viewing $g = gl(n, \mathbb{C})$ as a complex Lie algebra, we make use of the invariant non-degenerate inner product on $g$,

\[
\langle X, Y \rangle = \text{tr} (XY). \quad (2.29)
\]

Let $\mathfrak{n}_+$, $\mathfrak{h}$ be the subalgebras in $g$:

\[
\mathfrak{n}_+ = \{ \text{strictly upper triangular matrices } \},
\]

\[
\mathfrak{n}_- = \{ \text{strictly lower triangular matrices } \},
\]

\[
\mathfrak{h} = \{ \text{diagonal matrices } \}.
\]
Denote by $N_\pm, H$, the corresponding subgroups in $GL(n, \mathbb{C})$. Clearly, $\mathfrak{g} = \mathfrak{n}_+ + \mathfrak{h} + \mathfrak{n}_-$; that is, any element of $\mathfrak{g}$ may be written uniquely as the sum of elements in $\mathfrak{n}_+$, in $\mathfrak{h}$, and in $\mathfrak{n}_-$. It may be checked that, using the projectors $P_U, P_L, P_\Delta$, with obvious meanings ($U$ stands for ‘upper’, $L$ for ‘lower’ and $\Delta$ for ‘diagonal’), the linear map

$$ R = P_U - P_L \quad (2.30) $$

is an $r$-matrix on $\mathfrak{g}$, skew-symmetric with respect to $\langle \cdot, \cdot \rangle$. We have

$$ \mathfrak{g} \cong \mathfrak{g}^\delta = \{(X, X) \mid X \in \mathfrak{g}\} \subset \mathfrak{g} \oplus \mathfrak{g}, \quad (2.31) $$

and

$$ \mathfrak{g}_R = \{(x + p, y - p) \mid x \in \mathfrak{n}_+, y \in \mathfrak{n}_-, p \in \mathfrak{h}\}. \quad (2.32) $$

In a dense open subset, the Drinfeld double

$$ D = G \times G = \{(a, b) \mid a, b \in G\} \quad (2.33) $$

can be represented as the product of the two subgroups

$$ D \supset G^\delta = \{(g, g) \mid g \in G\} \quad (2.34) $$

and

$$ D \supset G_R = \{(x\Gamma, y\Gamma^{-1}) \mid x \in N_+, y \in N_-, \Gamma \in H\}; \quad (2.35) $$

thus, for a dense open subset $D^o \subset D$, we may write

$$ D^o \ni (a, b) = (g_+, g_-)(x, x), \quad (2.36) $$

with

$$ g := g_+ g_-^{-1} = ab^{-1} \quad (2.37) $$

and

$$ x = (ab^{-1})^{-1} a = (ab^{-1})^{-1} b. \quad (2.38) $$

It should be noted that the representation (2.36) is not unique, since $G_R \cap G^\delta$ is non-trivial; indeed, it consists of the pairs $(\Delta, \Delta)$ with $\Delta$ a diagonal matrix all of whose entries are in \{1, -1\}. Another way to say this is that $G^\delta \times G_R \to D$ is a $(\mathbb{Z}_2)^n$ covering. This causes no problem as the product map $G^\delta \times G_R \to D^o$ is a local diffeomorphism.

The following is self-evident, but it is needed later on, so it is worth having it stated emphatically here:

**Proposition 2.14.** The map $(g_+, g_-) \mapsto g_+ g_-^{-1}$ from $G_R$ to $G$ represents the left-multiplication action of $G_R$ on itself in the form

$$ g \cdot h = g, hg^{-1} \quad (2.39) $$

### 2.5 Poisson actions

**Definition 2.15.** Let $(M, \{\cdot, \cdot\}_M)$ be a Poisson space, let $(G, \{\cdot, \cdot\}_G)$ be a Poisson Lie group, and suppose that $G$ acts on $M$. The action is said to be a Poisson action if the natural map $G \times M \to M$ defined by this action is Poisson; that is, if for all $F, H \in \text{Fun}(M)$

$$ \{F, H\}_M(g \cdot m) = \{F(\cdot, m), H(\cdot, m)\}_G(g) + \{F(g \cdot \cdot), H(g \cdot \cdot)\}_M(m). \quad (2.40) $$
The notion of momentum map adapted to the Poisson Lie group context is due to 
Lu [7]. Before stating it, we need to understand its component parts. The Lie algebra \( g \) is dual to the Lie algebra of the dual group; that is, \( g = (Lie(G^*))^* \). An element of \( g \) defines a right-invariant one-form on \( G^* \) as follows. For \( X \in g \), we must define the function \( \langle \tilde{X}, v \rangle \in Fun(G^*) \), obtained by pairing the right-invariant one-form \( \tilde{X} \) corresponding to \( X \) with a vector-field \( v \in Vect(G^*) \). Consider an arbitrary point \( p \in G^* \), and find \( \xi \in g^* \) such that \( T_pG^* \ni v(p) \sim \exp(t\xi)p \); then the value of the function \( \langle \tilde{X}, v \rangle \) at the point \( p \) is
\[
\langle \tilde{X}, v \rangle(p) = \langle X, \xi \rangle. \tag{2.41}
\]

**Definition 2.16.** Suppose that \( G \) is a Poisson Lie group, and \( M \) is a Poisson space, with a Poisson action of \( G \) on \( M \). For any \( X \in g = Lie(G) \), denote by \( \tilde{X} \in \Omega^1(G^*) \) the right-invariant one-form on \( G^* \) defined by \( X \), and denote by \( X_M \in Vect(M) \) the infinitesimal action of \( X \) on \( M \). Denote by \( P \) the Poisson tensor on \( M \). A map \( J : M \to G^* \) is said to be a momentum map for the Poisson action of \( G \) on \( M \) if, for any \( X \in g \),
\[
P(\cdot, J^*(\tilde{X})) = X_M. \tag{2.42}
\]

Pairing each side with the one-form \( dF \), for an arbitrary function \( F \in Fun(M) \), we obtain
\[
-\langle \tilde{X}, dJ \cdot X_F \rangle = -(J^*(\tilde{X}))(X_F) = X_M(F). \tag{2.43}
\]

### 3 The semidirect product of Poisson \( G \)-spaces

Suppose that \( M \) and \( N \) are Poisson spaces, and that \( G \) is a Poisson Lie group, with dual \( G^* \) and Drinfeld double \( D \). Suppose that \( D \) acts on \( M \) and on \( N \), and that both actions are Poisson actions: then the restrictions \( G \circ M, G \circ N, G^* \circ M, G^* \circ N \) are also Poisson actions, as \( G \) and \( G^* \) are Poisson subgroups in \( D \).

**Definition 3.1.** Let \( A \) be a \( D \)-space, and consider \( F \in Fun(A) \). For any point \( x \in A \) we define the action-derivatives \( D_xF \in g^* = Lie(G^*) \) and \( \nabla_xF \in g = Lie(G) \) by
\[
\frac{d}{dt} \bigg|_{t=0} F(e^{tX} \cdot x) = \langle D_xF, X \rangle \quad \forall X \in g, \\
\frac{d}{dt} \bigg|_{t=0} F(e^{t\xi} \cdot x) = \langle \xi, \nabla_xF \rangle \quad \forall \xi \in g^* , \tag{3.1}
\]
where angled brackets denote here the natural inner product on \( g \oplus g^* = Lie(D) \).

Assuming that the action of \( G \) on \( M \) has a momentum map \( J : M \to G^* \), let us define the map \( \Sigma : M \times N \to M \times N \),
\[
\Sigma : (m, n) \mapsto (m, J(m)n) . \tag{3.2}
\]
Clearly \( \Sigma \) is invertible, and it induces what we may call the semidirect Poisson structure on \( M \times N \) described in the following

**Proposition 3.2.** For \( f, h \in Fun(M) \) and \( \varphi, \psi \in Fun(N) \), define the functions \( F, H \in Fun(M \times N) \),
\[
F(m, n) = f(m) + \varphi(n), \\
H(m, n) = h(m) + \psi(n). \tag{3.3}
\]

The semidirect Poisson structure on \( M \times N \), obtained from the direct sum Poisson structure by applying the map \( \Sigma \), is given by
\[
\{F, H\}(m, n) = \{f, h\}_M(m) + \{\varphi, \psi\}_N(n) + \langle D_mf, \nabla_n\psi \rangle - \langle D_mh, \nabla_n\varphi \rangle. \tag{3.4}
\]
Proof. (i) The defining property of the momentum map,\[ \langle dJ \cdot X_f, \overline{X} \rangle = -X_M \cdot df \quad \forall X \in \mathfrak{g}, \]is equivalent to\[ T_{J(m)}G^* \ni dJ \cdot X_f (m) \sim \exp(-tD_mC)fJ(m). \quad (3.5) \]
(ii) The Poisson action property of $G^* \cap N$ is\[ \{ \varphi(J(m) \cdot \cdot, \psi(J(m) \cdot \cdot) \}N(n) + \{ \varphi(\cdot \cdot, \psi(\cdot \cdot) \}G^*(J(m)) = \{ \varphi, \psi \}N(J(m)n) \quad (3.6) \]and, as $J : M \to G^*$ is a Poisson map, we have\[ \{ \varphi(\cdot \cdot, \psi(\cdot \cdot) \}G^*(J(m)) = \{ \varphi(J(\cdot)n), \psi(J(\cdot)n) \}_M(m). \quad (3.7) \]
Putting these together, writing $\check{n} = J(m)n$, so that $\Sigma^*F(m,n) = F(m,\check{n})$, $\Sigma^*H(m,n) = H(m,\check{n})$, and temporarily using $\{ \cdot, \cdot \}_\Sigma$ to denote the modified Poisson bracket, we have\[ \{ F, H \}_\Sigma(m, \check{n}) = \{ \Sigma^*F, \Sigma^*H \}(m,n) \]
\[ = \{ f, h \}_M(m) + \{ \varphi, \psi \}_N(\check{n}) + \frac{d}{dt}igg|_{t=0} \varphi(\exp(-tD_m\overline{f})J(m)n) - \frac{d}{dt}igg|_{t=0} \psi(\exp(-tD_m\overline{f})J(m)n) \]
\[ = \{ f, h \}_M(m) + \{ \varphi, \psi \}_N(\check{n}) + \langle D_mf, \nabla_{\check{n}}\psi \rangle - \langle D_mf, \nabla_{\check{n}}\varphi \rangle. \]

[]

Another ingredient is the possibility to modify the Poisson structure in such a way as to break the Poisson symmetry of the Drinfeld double whilst preserving that of the Poisson subgroup $G$; that is, breaking the Poisson symmetry of $G^*$.

Proposition 3.3. Let $G$ be a Poisson Lie group, let $M$ be a Poisson space with Poisson structure $P$, and suppose that $G$ has a Poisson action on $(M, P)$. Let $\Pi \in \text{Vect}(M) \otimes \text{Vect}(M)$ be a $G$-invariant Poisson tensor on $M$, and suppose that the Schouten bracket $[P, \Pi]$ is zero. Then $\tilde{P} = P + \Pi$ is a Poisson structure, and the action of $G$ on $M$ will still be a Poisson action with respect to $\tilde{P}$.

The proof of this statement is self-evident. In general, if the Poisson action of $G$ results from restriction of the Poisson action of its double $D$, then it may be expected that the full $D$-symmetry is broken by the addition of $\Pi$, as there is no expectation that $\Pi$ be $G^*$-invariant.

4 Examples of Poisson actions—following Zakrzewski

Although the examples presented here can be found amongst the results of Zakrzewski in [14], they are presented from a slightly different, and hopefully illuminating, point of view.

4.1 The Poisson action of $GL(n, \mathbb{C})$ on several copies of $\mathbb{C}^n \times \mathbb{C}^n$

Let $V$ and $W$ be vector spaces over $\mathbb{C}$. Suppose that $\text{dim}_C(V) = n$ and $\text{dim}_C(W) = d$. We look for a Poisson Lie covariant Poisson bracket on the space\[ M = \text{Hom}(W,V) \times \text{Hom}(V,W) \]
\[ = (V \otimes W^*) \times (V \otimes W^*)^*. \quad (4.1) \]
Alternatively, after choosing bases in $V$ and $W$,

$$M = \{m = (v, w^T) | v, w \in \text{Mat}_{n \times d}(\mathbb{C})\}. \tag{4.2}$$

The space $M$ will be treated as complex, so that all functions are complex-valued; we restrict however to holomorphic functions.

The Poisson Lie groups $G = \text{GL}(V)$ and $H = \text{GL}(W)$ act naturally on $M$:

$$g \cdot (v, w^T) = (gv, w^T g^{-1}) \quad \text{and} \quad h \cdot (v, w^T) = (vh^{-1}, hw^T) \quad g, h \in G, H. \tag{4.3}$$

This problem is most easily treated by extending to the action of the doubles of $G$ and $H$, and then restricting to $G$ and $H$ as Poisson subgroups. To this end we’ll consider the actions of $G \times G$ and of $H \times H$ on $M$:

$$(a, b) \cdot (v, w^T) = (av, w^T b^{-1}) \quad \text{and} \quad (p, q) \cdot (v, w^T) = (vp^{-1}, qw^T) \quad a, b \in G, \quad p, q \in H. \tag{4.4}$$

Thus we get maps from the doubles of the respective Lie algebras, $\mathfrak{g} = \text{Lie}(G) = gl(V)$ and $\mathfrak{h} = \text{Lie}(H) = gl(W)$, to $\text{Vect}(M)$:

$$\mathfrak{g} \oplus \mathfrak{g} \ni (A, B) \mapsto (A, B)_M \in \text{Vect}(M) ; \quad T_{m} M \ni (A, B)_M (m) \sim (\exp(tA), \exp(tB)) \cdot m,$$

$$\mathfrak{h} \oplus \mathfrak{h} \ni (P, Q) \mapsto (P, Q)_M \in \text{Vect}(M) ; \quad T_{m} M \ni (P, Q)_M (m) \sim (\exp(tP), \exp(tQ)) \cdot m,$$

given explicitly by

$$(A, B)_M (v, w^T) = (Av, -w^T B) \tag{4.5}$$

and

$$(P, Q)_M (v, w^T) = (-vP, Qw^T). \tag{4.6}$$

We will use the invariant non-degenerate inner products on $\mathfrak{g}$ and $\mathfrak{h}$ given by the trace forms:

$$\langle X_1, X_2 \rangle = \text{tr}(X_1 X_2) \quad X_1, X_2 \in \mathfrak{g}, \quad \langle A_1, A_2 \rangle = \text{tr}(A_1 A_2) \quad A_1, A_2 \in \mathfrak{h}. \tag{4.7}$$

Suppose that $R \in \mathfrak{g} \wedge \mathfrak{g}$ and $\rho \in \mathfrak{h} \wedge \mathfrak{h}$ are r-matrices on the respective Lie algebras, and identify them with maps in $\text{End}(\mathfrak{g})$ and $\text{End}(\mathfrak{h})$ by means of respective traces. With this convention, we may write the Yang-Baxter conditions on $R$ and $\rho$ either as

$$\langle [R, R], (X, Y, Z) \rangle = -\langle X, [Y, Z] \rangle \quad \forall X, Y, Z \in \mathfrak{g},$$

$$\langle [\rho, \rho], (A, B, C) \rangle = -\langle A, [B, C] \rangle \quad \forall A, B, C \in \mathfrak{h}, \tag{4.8}$$

or as

$$[RX, RY] - R([RX, Y] + [X, RY]) = -[X, Y],$$

$$[\rho A, \rho B] - \rho([\rho A, B] + [A, \rho B]) = -[A, B]. \tag{4.9}$$

The r-matrices $R$ and $\rho$ on $\mathfrak{g}$ and on $\mathfrak{h}$ give rise to r-matrices $\hat{R}$ and $\hat{\rho}$ on the respective doubles:

$$\hat{R}(A, B) = (R(B - A) + B, R(B - A) + A),$$

$$\hat{\rho}(P, Q) = (\rho(Q - P) + Q, \rho(Q - P) + P). \tag{4.10}$$

We define the contravariant two-tensors (bi-vectors) $\hat{R}_M, \hat{\rho}_M \in \text{Vect}(M) \wedge \text{Vect}(M)$ by means of the maps from $\mathfrak{g}, \mathfrak{h}$ to $\text{Vect}(M)$, as follows. Suppose that

$$\hat{R} = \sum_i (A_i, B_i) \otimes (X_i, Y_i), \quad \hat{\rho} = \sum_i (P_i, Q_i) \otimes (U_i, V_i). \tag{4.11}$$
then
\[ \hat{R}_M = \sum_i (A_i, B_i)_M \otimes (X_i, Y_i)_M, \quad \hat{\rho} = \sum_i (P_i, Q_i)_M \otimes (U_i, V_i)_M. \] (4.12)

We have
\[ T^*_m M \simeq \{ (\xi, x^T) \mid \xi, x \in \text{Hom}(W, V) \}, \] (4.13)
and as \( M \) is a vector space, statements about Poisson brackets and Hamiltonian vector fields so on can all be made in terms only of linear functions. It is straightforward to work through the notations and deduce the following

**Proposition 4.1.** Let \((A, B) \in \mathfrak{g} \oplus \mathfrak{g}\) and \((P, Q) \in \mathfrak{h} \oplus \mathfrak{h}\). Then, at the point \(m = (v, w^T) \in M\), the vector fields \((A, B)_M\) and \((P, Q)_M\) define the following forms on \(T^*_m M\)
\[ (A, B)_M(v, w^T)(\xi, x^T) = \langle A, v x^T \rangle - \langle B, \xi w^T \rangle = \text{\langle\langle}(A, B), (v x^T, \xi w^T)\text{\rangle\rangle}, \]
\[ (P, Q)_M(v, w^T)(\xi, x^T) = -(P, x^T v) + \langle Q, w^T \xi \rangle = -\text{\langle\langle}(P, Q), (x^T v, w^T \xi)\text{\rangle\rangle}, \]
and hence

**Proposition 4.2.** At the point \(m = (v, w^T) \in M\), the tensors \(\hat{R}_M\) and \(\hat{\rho}_M\) define the forms on \(T^*_m M\)
\[ \hat{R}_M(v, w^T)((\xi, x^T), (\eta, y^T)) = -\text{tr}\left( (v x^T - \xi w^T) R(v y^T - \eta w^T) + w^T (v^T \xi - x^T \eta) \right), \]
\[ \hat{\rho}_M(v, w^T)((\xi, x^T), (\eta, y^T)) = -\text{tr}\left( (x^T v - w^T \xi) \rho(y^T v - w^T \eta) + v w^T (\xi y^T - \eta x^T) \right). \]

**Proof.** Using the map \((A, B) \leftrightarrow (A, B)_M\) of \(\mathfrak{g} \oplus \mathfrak{g}\) to \(\text{Vect}(M)\) from the previous proposition, we compute
\[ \hat{R}_M(v, w^T)((\xi, x^T), (\eta, y^T)) = \langle \hat{R}, (v x^T, \xi w^T) \otimes (v y^T, \eta w^T) \rangle \]
\[ = \text{\langle\langle}(v x^T, \xi w^T), \hat{R}(v y^T, \eta w^T)\text{\rangle\rangle} \]
\[ = \text{\langle\langle}(v x^T, \xi w^T), (R(\eta w^T - v y^T) + \eta w^T, R(\eta w^T - v y^T) + v y^T)\text{\rangle\rangle} \]
\[ = \langle v x^T - \xi w^T, R(\eta w^T - v y^T) \rangle + \langle v x^T, \eta w^T \rangle - \langle \xi w^T, v y^T \rangle \]
\[ = \text{tr}\left( -(v x^T - \xi w^T) R(v y^T - \eta w^T) + w^T (v^T \eta - y^T \xi) \right) \]

The formula for \(\hat{\rho}_M\) can be obtained in a similar fashion.

Because the actions of \(G \times G\) and \(H \times H\) on \(M\) commute with one another, the Schouten bracket between \(\hat{R}_M\) and \(\hat{\rho}_M\) is zero, and because the maps \(X \mapsto X_M\) and \(A \mapsto A_M\) from \(\mathfrak{g}\) and \(\mathfrak{h}\) to \(\text{Vect}(M)\) are Lie algebra homomorphisms, we have
\[ [\hat{R}_M, \hat{R}_M] = [\hat{R}, \hat{R}]_M, \]
\[ [\hat{\rho}_M, \hat{\rho}_M] = [\hat{\rho}, \hat{\rho}]_M, \] (4.14)
or, more explicitly, we may formulate these statements as

**Proposition 4.3.** The Schouten brackets between the contravariant two tensors \(\hat{R}_M\) and \(\hat{\rho}_M\) can be written in the form
\[ [\hat{R}_M, \hat{R}_M] = 0, \]
\[ [\hat{R}_M, \hat{R}_M](v, w^T)((\xi, x^T), (\eta, y^T), (\zeta, z^T)) = -\text{\langle\langle}(v x^T, \xi w^T), \text{\langle\langle}(v y^T, \eta w^T), (v z^T, \zeta w^T)\text{\rangle\rangle}, \]
\[ [\hat{\rho}_M, \hat{\rho}_M](v, w^T)((\xi, x^T), (\eta, y^T), (\zeta, z^T)) = +\text{\langle\langle}(x^T v, w^T \xi), \text{\langle\langle}(y^T v, w^T \eta), (z^T v, w^T \zeta)\text{\rangle\rangle}. \]
The signs involved in the last two formulae arise from the signs involved in the different actions (both actions are “left-actions”).

An easy corollary is that the sum \( P = \hat{R}M + \hat{\rho}M \) is a Poisson tensor on \( M \): expanding the righthand sides in Proposition 4.3, this follows by applying the property \( \text{tr} (AB^T) = \text{tr} (B^T A) \) for any rectangular matrices \( A, B \) of the same shape. We can do more though. Any bivector on \( M \), invariant with respect to the actions of \( G \) and of \( H \) on \( M \), will have zero Schouten bracket with \( P \), so we may add (any multiple of) the invariant Poisson bivector \( \Pi \), given by

\[
\Pi(v, w^T)((\xi, x^T), (\eta, y^T)) = \text{tr} (x^T\eta - y^T\xi),
\]

and still retain the Poisson property.

**Proposition 4.4.** For any \( \lambda \in \mathbb{C} \), the bi-vector

\[
P_\lambda = \hat{R}M + \hat{\rho}M + 2\lambda \Pi
\]

is a Poisson tensor on \( M \), and the actions of \( G \) and of \( H \) on \( M \) are Poisson actions when \( G \) and \( H \) have the respective Sklyanin brackets defined by \( R \) and \( \rho \). For \( \lambda = 0 \), the actions of the Drinfeld doubles \( G \times G \) and \( H \times H \) on \( M \) are Poisson actions when \( G \times G \) and \( H \times H \) have the respective Sklyanin brackets defined by \( \hat{R} \) and \( \hat{\rho} \).

The first part of this result is a consequence of the fact that \( G \) and \( H \) are Poisson subgroups (via diagonal embedding) of their respective doubles \( G \times G \) and \( H \times H \). It is convenient to use \( (\frac{1}{2}) \) times \( P \) to define the Poisson bracket.

**Proposition 4.5.** The bracket \( \{ \cdot, \cdot \} \) on \( M \), defined for linear functions \( F, H \in \text{Hol}(M, \mathbb{C}) \)

\[
F(v, w^T) = \text{tr} (x^T v + w^T \xi), \quad H(v, w^T) = \text{tr} (y^T v + w^T \eta),
\]

by

\[
\{F, H\}(v, w^T) = \frac{1}{2} \text{tr} \left( - (vx^T - \xi w^T) R(vy^T - \eta w^T) - (x^T v - w^T \xi) \rho(y^T v - w^T \eta) \right.
\]

\[
\left. - w^T v (y^T \xi - x^T \eta) - vw^T (\xi y^T - \eta x^T) + 2\lambda (x^T \eta - y^T \xi) \right),
\]

defines a Poisson bracket on \( M \). Equivalently, the Hamiltonian vector field corresponding to \( F \) is

\[
\chi_F(v, w^T) = \frac{1}{2} \left( - R(vx^T - \xi w^T) v - v \rho(x^T v - w^T \xi) + \xi w^T v + vw^T \xi + 2\lambda \xi, \right.
\]

\[
\left. w^T R(vx^T - \xi w^T) + \rho(x^T v - w^T \xi) w^T - w^T vx^T - x^T vw^T - 2\lambda x^T \right).
\]

The actions of \( G \) and \( H \) on \( M \), given by

\[
g \cdot (v, w^T) = (gv, w^T g^{-1}), \quad h \cdot (v, w^T) = (vh^{-1}, hw^T),
\]

are Poisson actions when \( G \) is endowed with the Sklyanin bracket defined by \( R \in \mathfrak{g} \wedge \mathfrak{g} \) and \( H \) is endowed with the Sklyanin bracket defined by \( \rho \in \mathfrak{h} \wedge \mathfrak{h} \).

Momentum maps for the Poisson actions of \( G \) and \( H \) should be maps from \( M \) to the respective dual groups \( G^*_\lambda \) and \( H^*_\lambda \). If \( \lambda \neq 0 \), we define the maps \( \Phi^G_\lambda : M \to G \), and \( \Phi^H_\lambda : M \to H \), by

\[
\Phi^G_\lambda(v, w^T) = \lambda Id_n + vw^T, \quad \Phi^H_\lambda(v, w^T) = \left( \lambda Id_d + w^T v \right)^{-1},
\]

\[
\Phi^G_\lambda(v, w^T) = \lambda Id_n + vw^T, \quad \Phi^H_\lambda(v, w^T) = \left( \lambda Id_d + w^T v \right)^{-1},
\]

\[
\Phi^H_\lambda(v, w^T) = \left( \lambda Id_d + w^T v \right)^{-1}.
\]
but these must be treated as maps to $G_R$ and to $H_\rho$ via the identifications

$$G_R \sim G; \quad (g_+, g_-) \mapsto g_+ g_-^{-1}, \quad (4.17)$$

and

$$H_\rho \sim H; \quad (h_+, h_-) \mapsto h_+ h_-^{-1}. \quad (4.18)$$

Care must be taken to respect the fact that $\Phi^G$ and $\Phi^H$ are both defined only on open subsets in $M$; this is because (4.16) must represent invertible matrices, and the factorisations (4.17) and (4.18) must be possible, all of which are conditions restricting $(v, w^T)$ to lie in some open subset in $M$.

We will prove

**Proposition 4.6.** For $\lambda \neq 0$ the maps $\Phi^G_\lambda$ and $\Phi^H_\lambda$ are momentum maps for the Poisson actions on $M$ of $G$ and $H$ respectively.

**Proof.** Consider, for $F \in Hol(M)$ with $x^T = \delta_v F$ and $\xi = \delta_w F$,

$$2 \left( d\Phi^G_\lambda \cdot \mathcal{X}_F \right)(v, w^T) = \left( -R(vx^T - \xi w^T)v - v(\rho(x^Tv - w^T\xi) + 2\lambda \xi + vw^T\xi + \xi w^T v)w^T \
+ v(w^TR(vx^T - \xi w^T) + \rho(x^T v - w^T \xi)w^T - 2\lambda x^T - x^Tvw^T - w^Tvx^T) \right) \right. \]

$$= -2\lambda(vx^T - \xi w^T) - ((R + Id)(vx^T - \xi w^T))vw^T - vw^T((R - 1)(vx^T - \xi w^T)) \right. \]

$$= -((R + Id)(vx^T - \xi w^T))\Phi^G_\lambda(v, w^T) + \Phi^{G_\lambda}(v, w^T)((R - 1)(vx^T - \xi w^T)).$$

By means of the result stated in proposition 2.14 we have

$$\left( d\Phi^G_\lambda \cdot \mathcal{X}_F \right)(v, w^T) \sim \exp(-t(vx^T - \xi w^T)) \cdot \Phi^G_\lambda(v, w^T),$$

so that, for $X \in \mathfrak{g}$,

$$\left\langle \dot{X}, \left( d\Phi^G_\lambda \cdot \mathcal{X}_F \right)(v, w^T) \right\rangle = -\left\langle X, (vx^T - \xi w^T) \right\rangle \right. \]

$$= -\text{tr}(x^T(Xv) - (w^T X)\xi) \right. \]

$$= \left. \frac{d}{dt} \bigg|_{t=0} F(\exp(-tX) \cdot (v, w^T)) \right. \]

$$= -\left\langle X_M, dF \right\rangle(v, w^T);$$

that is, for any $F \in Hol(M)$,

$$\left\langle \dot{X}, \left( d\Phi^G_\lambda \cdot \mathcal{X}_F \right) \right\rangle = -\left\langle X_M, dF \right\rangle, \quad X \in \mathfrak{g},$$

as required.
Now consider
\[
2 \left( d\Phi^H_\lambda \cdot X_F \right) (v, w^T) = -\left( \lambda I + w^T v \right)^{-1} \left[ w^T \left( -R(vx^T - \xi w^T)v - v \rho(x^Tv - w^T \xi) + 2\lambda \xi + vw^T \xi + \xi v \right) + \left( w^T R(vx^T - \xi w^T) + \rho(x^Tv - w^T \xi) w^T - 2\lambda x^T - x^T \nu w^T - w^T vx^T \right) v \right] \left( \lambda I + w^T v \right)^{-1}
\]
so that, for
\[
\begin{aligned}
\Phi^H_\lambda(v, w^T) &= \frac{1}{2} \left( R(vx^T - \xi w^T) + \rho(x^Tv - w^T \xi) \right) \\
\xi &= \left( \frac{1}{2} \left( R(vx^T - \xi w^T) + \rho(x^Tv - w^T \xi) \right) \\& \left( \frac{1}{2} \left( R(vx^T - \xi w^T) + \rho(x^Tv - w^T \xi) \right) \right) \right) \\
\end{aligned}
\]
By means of the result stated in Proposition 2.14, we have
\[
\left( d\Phi^H_\lambda \cdot X_F \right) (v, w^T) \sim \exp(t(x^Tv - w^T \xi)) \cdot \Phi^H_\lambda(v, w^T),
\]
so that, for \( X \in \mathfrak{h}, \)
\[
\langle \tilde{X} , \left( d\Phi^H_\lambda \cdot X_F \right) (v, w^T) \rangle = \langle X , (x^Tv - w^T \xi) \rangle \\
= \text{tr} \left( x^T(vX - (Xw)^T) \right) \\
= \frac{d}{dt} \bigg|_{t=0} F(\exp(-tX) \cdot (v, w^T)) \\
= -(X_M, dF)(v, w^T).
\]
that is, for any \( F \in \text{Hol}(M), \)
\[
\langle \tilde{X} , \left( d\Phi^H_\lambda \cdot X_F \right) \rangle = -(X_M, dF), \quad X \in \mathfrak{h},
\]
as required.

For later use, it is also useful to give attention to computation of the action-derivatives.

**Proposition 4.7.** Let \( f \in \text{Hol}(M). \) The action-derivatives \( D_{(v,w^T)}f \in \mathfrak{g}_R \) and \( \nabla_{(v,w^T)}f \in \mathfrak{g}^\delta, \) defined in (3.1), are
\[
D_{(v,w^T)}f = \frac{1}{2} \left( R(vx^T - \xi w^T), R(vx^T - \xi w^T) \right) + \frac{1}{2} \left( vx^T - \xi w^T, \xi w^T - vx^T \right),
\]
\[
\nabla_{(v,w^T)}f = \frac{1}{2} \left( vx^T + \xi w^T, vx^T + \xi w^T \right) + \frac{1}{2} \left( R(\xi w^T - vx^T), R(\xi w^T - vx^T) \right),
\]
where \( x^T = \delta \nu \) and \( \xi = \delta \nu \).

**Proof.** It is sufficient to prove the claim when \( f \) is the linear function,
\[
f(v, w^T) = \text{tr} \left( x^Tv + w^T \xi \right),
\]
with \( x, \xi \in \mathbb{C}^n \) constant. We compute
\[
\frac{d}{dt} \bigg|_{t=0} f(\exp(A,A) \cdot (v, w^T)) = \text{tr} \left( x^T(Av - w^T \xi) \right) \quad \forall (A, A) \in \mathfrak{g}^\delta
\]
\[
\Rightarrow \quad \left( D_{(v,w^T)}f , (A, A) \right) = \text{tr} \left( Avx^T - \xi w^T \right)
\]
\[
\Rightarrow \quad \mathfrak{g}_R \ni D_{(v,w^T)}f = \frac{1}{2} \left( (R+1)(vx^T - \xi w^T), (R-1)(vx^T - \xi w^T) \right).
\]
Similarly
\[
\frac{d}{dt} \int_0^t f(e^{t(A_+,A_-)}(v,w^T)) = \text{tr} \left( x^T A_+ v - w^T A_- \xi \right) \forall (A_+,A_-) \in \mathfrak{g}_R \\
\Rightarrow \langle \nabla_{(v,w^T)} f, (A_+,A_-) \rangle = \text{tr} \left( A_+ v x^T - A_- \xi w^T \right) \\
\Rightarrow \mathfrak{g}^\delta \ni \nabla_{(v,w^T)} f = \frac{1}{2} \left( (1-R)(v x^T) + (1+R)(\xi w^T) \right), (1-R)(v x^T) + (1+R)(\xi w^T) \rangle. 
\]

### 4.2 The Poisson action of \( U(n) \) on several copies of \( \mathbb{C}^n \)

Let \( V \) and \( W \) be vector spaces over \( \mathbb{C} \). Suppose that \( \dim_C(V) = n \) and \( \dim_C(W) = d \). We look for a Poisson Lie group covariant Poisson bracket on the space

\[
M = \text{Hom}(W,V) = V \otimes W^* = \text{Mat}_{n \times d}(\mathbb{C}),
\]
treated as real, so that all functions are real-valued.

As for the previous example, it is convenient to treat the actions of the groups \( K_n = U(n) \) and \( K_d = U(d) \) on \( M \),

\[
k \cdot v = kv, \quad \text{and} \quad \tilde{k} \cdot v = v k^{-1}, \quad k \in K_n, \tilde{k} \in K_d,
\]
by extending to actions of the doubles, and then restricting to \( K_n \) and \( K_d \) as Poisson subgroups. This is the Lu-Weinstein example. We may apply the results and notation of subsection 2.3, adding labels \( n \) and \( d \) where appropriate, though we’ll drop them when they are implicitly obvious. We consider the action of \( G_n \) and of \( G_d \) on \( M \)

\[
g \cdot v = gv, \quad \text{and} \quad h \cdot v = vh^{-1}, \quad g \in G_n, \quad h \in G_d.
\]

Thus we get maps from the Lie algebras \( \mathfrak{g}_n = \text{Lie}(G_n) \) and \( \mathfrak{g}_d = \text{Lie}(G_d) \) to \( \text{Vect}(M) \):

\[
\mathfrak{g}_n \ni X \mapsto X_M \in \text{Vect}(M) : T_v M \ni X_M(v) = Xv,
\]

\[
\mathfrak{g}_d \ni A \mapsto A_M \in \text{Vect}(M) : T_v M \ni A_M(v) = -v A.
\]

Making use of the non-degenerate inner products on \( \mathfrak{g}_n \) and \( \mathfrak{g}_d \) given by the imaginary part of the trace forms,

\[
\langle X_1, X_2 \rangle = \text{Im} \text{tr}(X_1 X_2) \quad X_1, X_2 \in \mathfrak{g}_n,
\]

\[
\langle Y_1, Y_2 \rangle = \text{Im} \text{tr}(Y_1 Y_2) \quad Y_1, Y_2 \in \mathfrak{g}_d,
\]

the \( r \)-matrices on \( \mathfrak{g}_n \) and \( \mathfrak{g}_d \) are defined by the respective decompositions \( \mathfrak{g} = \mathfrak{t} \oplus \mathfrak{b} \):

\[
\mathfrak{g}_n \oplus \mathfrak{g}_n \ni R \sim P_{bn} - P_{bn} \\
\mathfrak{g}_d \oplus \mathfrak{g}_d \ni \rho \sim P_{bd} - P_{bd},
\]

where \( \mathfrak{t}_n = \text{Lie}(K_n) \), \( \mathfrak{b}_n = \text{Lie}(B_n) \), \( \mathfrak{t}_d = \text{Lie}(K_d) \) and \( \mathfrak{b}_d = \text{Lie}(B_d) \). As \( M \) is a linear space, the cotangent space to \( M \) can be identified with \( M \), thus

\[
T_v^* M = \text{Hom}(V,W) = W \otimes V^* = \text{Mat}_{d \times n}(\mathbb{C})
\]
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and $T^*_v M$ is spanned by the forms

$$\xi : v \mapsto \text{Im} \, \text{tr} \, (\xi^\dagger v), \quad \xi \in \text{Mat}_{n \times d}(\mathbb{C}).$$

(4.26)

For any $X, Y \in \mathfrak{g}_n$, the bivector $(X \wedge Y)_M$ on $M$ gives

$$(X \wedge Y)_M(v)(\xi, \eta) = \text{Im} \, \text{tr} \, (\xi^\dagger X v) \text{Im} \, \text{tr} \, (\eta^\dagger Y v) - \text{Im} \, \text{tr} \, (\xi^\dagger Y v) \text{Im} \, \text{tr} \, (\eta^\dagger X v)$$

$$= (X \wedge Y, v \xi^\dagger \otimes v \eta^\dagger),$$

(4.27)

from which we deduce

$$R_M(v)(\xi, \eta) = \langle R, v \xi^\dagger \otimes v \eta^\dagger \rangle$$

$$= \text{Im} \, \text{tr} \left( v \xi^\dagger \left( (v \eta^\dagger)^t_n - (v \eta^\dagger)^b_n \right) \right)$$

(4.28)

$$\rho_M(v)(\xi, \eta) = \text{Im} \, \text{tr} \left( \xi^\dagger v (2(v \eta^\dagger)^t_n - v \eta^\dagger) \right).$$

(4.29)

In a similar fashion, we obtain

Analogously to Proposition 4.3 we easily compute the Schouten brackets,

$$[R_M, R_M](v)(\xi, \eta, \zeta) = \text{Im} \, \text{tr} \left( v \xi^\dagger [v \eta^\dagger, v \zeta^\dagger] \right),$$

$$\rho_M(v)(\xi, \eta, \zeta) = -\text{Im} \, \text{tr} \left( \xi^\dagger v [\eta^\dagger v, \zeta^\dagger v] \right).$$

As in the previous example we introduce the invariant Poisson structure

$$\Pi(v)(\xi, \eta) = \text{Im} \, \text{tr} \left( \xi^\dagger \eta \right),$$

(4.30)

and putting these together, we can formulate

**Proposition 4.8.** For any $\lambda \in \mathbb{R}$, the bi-vector

$$P_\lambda = R_M + \rho_M - 2\lambda \Pi$$

is a Poisson tensor on $M$ and the actions of $K_n$ and of $K_d$ on $M$ are Poisson actions when $K_n$ and $K_d$ have the respective Poisson brackets given by (2.22). For $\lambda = 0$, the actions of $G_n$ and of $G_d$ on $M$ are Poisson actions when $G_n$ and $G_d$ have the respective Sklyanin brackets defined by $R$ and $\rho$.

Proof. The Poisson property $[P_\lambda, P_\lambda] = 0$ is checked by a computation analogous to that in Proposition 4.3 in which the right hand sides to $[R_M, R_M]$ and $[\rho_M, \rho_M]$ again cancel each other, whilst invariance of the Poisson structure $\Pi$ gives it a zero Schouten bracket with $R_M$ and with $\rho_M$. For zero $\lambda$, the last part of the proposition is obvious. For nonzero $\lambda$ the Poisson property applies to the Poisson subgroups $K_n \subset G_n$ and $K_d \subset G_d$ due to the invariance of $\Pi$ with respect to the actions of $K_n$ and of $K_d$. 

It is convenient to use $(\frac{1}{2})$ times $P$ to define the Poisson bracket.
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Proposition 4.9. The bracket $\{ \cdot, \cdot \}$ on $M$, defined for linear functions $F, H \in C^\infty(M, \mathbb{R})$

$$F(v) = \text{Im tr} (\xi^I v), \quad H(v) = \text{Im tr} (\eta^I v),$$

by

$$\{F, H\}(v) = \text{Im tr} \left( v\xi^I(v\eta^I)_{\epsilon_n} + \xi^I(v\eta^I)_{\epsilon_d} - \xi^Iv\eta^Iv - \lambda\xi^I\eta \right),$$

defines a Poisson bracket on $M$. Equivalently, the Hamiltonian vector field corresponding to $F$ is

$$\mathcal{X}_F(v) = (v\xi^I)_{\epsilon_n}v + v(\xi^I)_{\epsilon_d}v - v\xi^Iv - \lambda\xi,$$

The actions of $K_n$ and $K_d$ on $M$, given by

$$g \cdot v = gv, \quad h \cdot v = vh^{-1}$$

are Poisson actions when $K_n$ and $K_d$ are endowed with Poisson brackets of the form (2.22).

If $\lambda \neq 0$, we define the maps $\Phi^{(n)}_\lambda : M \to \text{Herm}_n^*$ and $\Phi^{(d)}_\lambda : M \to \text{Herm}_d^*$, by

$$\Phi^{(n)}_\lambda (v) = \lambda Id_n + vv^\dagger, \quad \Phi^{(d)}_\lambda (v) = [\lambda Id_d + vv^\dagger]^{-1},$$

interpreted as maps to $B_n$ and $B_d$ via the identification (2.26).

**Proposition 4.10.** For $\lambda \neq 0$, the maps $\Phi^{(n)}_\lambda$ and $\Phi^{(d)}_\lambda$ are momentum maps for the Poisson actions on $M$ of $K_n$ and $K_d$ respectively.

**Proof.** Consider, for $F \in C^\infty(M, \mathbb{R})$ with $\delta_n F = \xi^I$,

$$\left( d\Phi^{(n)}_\lambda \cdot \mathcal{X}_F \right)(v)$$

$$= \left( (v\xi^I)_{\epsilon_n}v + v(\xi^I)_{\epsilon_d} - v\xi^Iv - \lambda\xi \right) v^\dagger + v((v\xi^I)_{\epsilon_n}v + v(\xi^I)_{\epsilon_d} - v\xi^Iv - \lambda\xi)^\dagger$$

$$= -\lambda(\xi v^\dagger + \xi^I) + ((v\xi^I)_{\epsilon_n} - v\xi^I)vv^\dagger + vv^\dagger ((v\xi^I)_{\epsilon_n} - v\xi^I)^\dagger$$

$$= -\langle \xi \xi^I \rangle b_n \left[ \lambda + vv^\dagger \right] ((\xi v^\dagger) b_n)^\dagger,$$

where the last step follows from the decomposition $v\xi^I = (v\xi^I)_{\epsilon_n} + (v\xi^I)_{b_n}$; thus,

$$v\xi^I + \xi v^\dagger = v\xi^I + (v\xi^I)^\dagger = (v\xi^I)_{b_n} + (v\xi^I)_{b_n}^\dagger.$$

Given that $\Phi^{(n)}_\lambda (v)$ represents an element $b$ in $B_n$ via $bb^\dagger = \lambda + vv^\dagger$, we have

$$\left( d\Phi^{(n)}_\lambda \cdot \mathcal{X}_F \right)(v) \sim \exp(-t(v\xi^I)_{b_n}) \cdot \Phi^{(n)}_\lambda (v),$$

so that, for $X \in \mathfrak{t}_n$,

$$\left\langle X, \left( d\Phi^{(n)}_\lambda \cdot \mathcal{X}_F \right)(v) \right\rangle = -(X, (v\xi^I)_{b_n})$$

$$= -\text{Im tr} (\xi^I X v)$$

$$= -\frac{d}{dt} \bigg|_{t=0} F(\exp(tX) \cdot v)$$

$$= -(X_M, dF)(v);$$
that is, for any $F \in C^{\infty}(M, \mathbb{R})$,
\[
(X, (d\Phi^{(d)}_\lambda \cdot X_F)) = -\langle X_M, dF \rangle.
\]

Consider
\[
(d\Phi^{(d)}_\lambda \cdot X_F)(v) = -[\lambda + v^d]^\dagger \left( (\xi^d)_{t_a}v + v(\xi^d)_{t_d} - v\xi^d - \lambda \xi \right) \left( (\xi^d)_{t_a}v + v(\xi^d)_{t_d} - v\xi^d - \lambda \xi \right)^\dagger \left( \lambda + v^d \right)^\dagger
\]
so that, for $X \in \mathfrak{f}$,
\[
(X, (d\Phi^{(d)}_\lambda \cdot X_F)(v)) = \langle X, (\xi^d)_{b_d} \rangle = \text{Im tr} (\xi^d X)
\]
\[
= \frac{d}{dt} \bigg|_{t=0} F(\exp(-tX) \cdot v)
\]
\[
= -\langle X_M, dF \rangle(v);
\]
that is, for any $F \in C^{\infty}(M, \mathbb{R})$,
\[
(X, (d\Phi^{(d)}_\lambda \cdot X_F)) = -\langle X_M, dF \rangle.
\]

Proposition 4.11. Let $f \in C^{\infty}(M, \mathbb{R})$. The action-derivatives $D_vf \in \mathfrak{b}$ and $\nabla_vf \in \mathfrak{f}$, defined in (3.1), are
\[
D_vf = (v\delta_vf)_b, \quad \nabla_vf = (v\delta_vf)_\mathfrak{f}.
\]

Proof. It is convenient to suppose, without loss of generality, that $f$ is the linear function,
\[
f(v) = \text{Im tr} (\xi^d v),
\]
for which
\[
\delta_vf = \xi^d.
\]
We compute
\[
\frac{d}{dt} \bigg|_{t=0} f(\exp(t\sigma) v) = \text{Im tr} (\xi^{d\sigma} v).
\]
For $\sigma \in \mathfrak{f}$, this gives
\[
\text{Im tr} (D_vf \sigma) = \langle D_vf, \sigma \rangle = \text{Im tr} (\xi^{d\sigma} v) = \langle (v\xi^d)_{b}, \sigma \rangle
\]
and for $\sigma \in \mathfrak{b}$, we have
\[
\text{Im tr} (\nabla_vf \sigma) = \langle \sigma, \nabla_vf \rangle = \text{Im tr} (\xi^{d\sigma} v) = \langle \sigma, (v\xi^d)_{\mathfrak{f}} \rangle.
\]
Hence the result.
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5 Examples of semidirect products

In this section, using the formulae of Section 3, we will look at the semidirect product of $M$ and $N$ for the examples of the previous section.

5.1 The real case: action of $U(n)$ on several copies of $\mathbb{C}^n$

With respect to subsection 4.2 suppose we have the Poisson spaces

\[(M, P_M) = \left(\{\text{Mat}_{n \times d_1}(\mathbb{C})\}, R_M + \rho_M^{(1)} + \lambda \Pi_M\right), \tag{5.1}\]

\[(N, P_N) = \left(\{\text{Mat}_{n \times d_2}(\mathbb{C})\}, R_N + \rho_N^{(2)} + \mu \Pi_N\right), \tag{5.2}\]

with $\rho^{(1)}$ an r-matrix on $gl(d_1, \mathbb{C})$, with $\rho^{(2)}$ an r-matrix on $gl(d_2, \mathbb{C})$, both skew-symmetric with respect to the respective forms $Im \ tr$, and with $\lambda, \mu \in \mathbb{R}$ possibly different. Consider the map $\Sigma : M \times N \to \tilde{M} = \mathbb{C}^{n \times (d_1 + d_2)}$,

\[
\Sigma(v; V) = (v, \Phi^G(v) \cdot V) = (v, b(v)V) \tag{5.3}
\]

with $\Phi^G(v) = \lambda + vv^t$ from (4.31), and $b$ defined by $\Phi^G(v) = b(v)b(v)^t$. Define the linear functions on $\tilde{M}$,

\[
\tilde{F}(\tilde{V}) = \text{tr} (\tilde{X}^t \tilde{V}), \quad \tilde{H}(\tilde{V}) = \text{tr} (\tilde{Y}^t \tilde{V}). \tag{5.4}
\]

Our aim is to prove Proposition 5.1. For $\mu = 1$, the Poisson bracket on $\tilde{M}$ engendered by $\Sigma$—that is, such that $\Sigma : M \times N \to \tilde{M}$ is a Poisson isomorphism—is given by

\[
\{\tilde{F}, \tilde{H}\}(\tilde{V}) = \frac{1}{2} \text{Im} \ tr (\tilde{V} \tilde{X}^t (\tilde{V} \tilde{Y}^t)_{(d_1 + d_2)} + \tilde{X}^t (\tilde{Y}^t \tilde{V})_{(d_1 + d_2)} - \tilde{V} \tilde{X}^t \tilde{Y}^t - \lambda \tilde{X}^t \tilde{Y}) \tag{5.5}
\]

The proof of this proposition is essentially a direct application of Proposition 5.2. We may split it into several parts.

In the notation of Proposition 5.2, we introduce the linear functions

\[
f(v) = \text{Im} \ tr (\xi^t v), \quad h(v) = \text{Im} \ tr (\eta^t v),
\]

\[
\varphi(V) = \text{Im} \ tr (X^t V), \quad \psi(V) = \text{Im} \ tr (Y^t V). \tag{5.6}
\]

Let’s denote the Poisson bracket on $N \{ , \} \mu \{ , \} \Pi$. Define the functions

\[
F(v; V) = f(v) + \varphi(V),
\]

\[
H(v; V) = h(v) + \psi(V). \tag{5.7}
\]

Thus, we have

\[
\Sigma^* F(v; V) = \text{tr} (\xi^t v + X^t b V),
\]

with $\Phi^G(v) = b b^t$. As in the proof of Proposition 5.2, we may find the contribution of $\Pi$ to the modified Poisson structure by computing

\[
\{\Sigma^* F, \Sigma^* H\} \Pi(v; V) = \text{Im} \ tr \left( (X^t b)(b^t Y) \right) = \text{Im} \ tr \left( X^t b b^t Y \right) = \text{Im} \ tr \left( X^t [\lambda + v v^t] Y \right). \tag{5.8}
\]

The following Lemma is a direct consequence of Proposition 4.11.
Lemma 5.2. The term $\langle D_v f, \nabla \psi \rangle$ from Proposition 5.2 is

$$\langle D_v f, \nabla \psi \rangle = \text{Im tr} \left( v \xi^\dagger (VY^\dagger)_{\xi} \right).$$

Proof of Proposition 5.1. Implementing Proposition 4.2 making use of (5.6) and Lemma 5.2 then rearranging terms, we have

$$2\{F,H\}(v;V) = \{f,h\}_M(v) + \{\varphi,\psi\}_0(v) + \langle D_v f, \nabla \psi \rangle - \langle D_v h, \nabla \varphi \rangle - \mu \text{Im tr} \left( X^\dagger [\lambda + vV^\dagger]Y \right) =$$

$$\text{Im tr} \left( (v\xi^\dagger + VX^\dagger)(v\eta^\dagger + VY^\dagger)_{\xi} + \xi^\dagger v(\eta^\dagger v)_{\xi d_1} + X^\dagger V(Y^\dagger V)_{\xi d_2} \right.$$

$$- \langle v\xi^\dagger v\eta^\dagger - V X^\dagger V Y^\dagger V X^\dagger v\eta^\dagger - \mu X^\dagger vV^\dagger Y - \lambda (\xi^\dagger \eta + \mu X^\dagger Y) \rangle.$$

Now, let us write

$$\hat{V} = (v, V), \quad \hat{X} = (\xi, X), \quad \hat{Y} = (\eta, Y),$$

so that

$$\hat{V} \hat{X}^\dagger = (v, V) \begin{pmatrix} \xi^\dagger \\ X^\dagger \end{pmatrix} = v\xi^\dagger + VX^\dagger,$$

$$\hat{V} \hat{X}^\dagger \hat{V} \hat{Y}^\dagger = (v\xi^\dagger + VX^\dagger)(v\eta^\dagger + VY^\dagger)$$

$$\hat{X}^\dagger \hat{V} = \begin{pmatrix} \xi^\dagger v & \xi^\dagger V \\ X^\dagger v & X^\dagger V \end{pmatrix} = \begin{pmatrix} (\xi^\dagger v)_{k_1} & -v^\dagger X \\ X^\dagger v & (X^\dagger V)_{t_2} \end{pmatrix} + \begin{pmatrix} (\xi^\dagger v)_{b_1} & \xi^\dagger V + v^\dagger X \\ 0 & (X^\dagger V)_{b_2} \end{pmatrix};$$

that is,

$$(\hat{X}^\dagger \hat{V})_{t(d_1 \times d_2)} = \begin{pmatrix} (\xi^\dagger v)_{k d_1} & -v^\dagger X \\ X^\dagger v & (X^\dagger V)_{t d_2} \end{pmatrix}.$$

Using these expressions, it is straightforward to verify Proposition 5.1.

\[
\square
\]

5.2 The holomorphic case: action of $\text{GL}(n, \mathbb{C})$ on several copies of $\mathbb{C}^n \times \mathbb{C}^n$

Similarities between this subsection and the previous one allows us to curtail the proofs, which would otherwise be unreasonably long. For any reader who finds an inadequate supply of details in what follows, it should be sufficient to make a comparison with analogous proofs for the real case.

With reference to subsection 4.1, suppose we have the Poisson spaces

$$M = \left\{ m = (v, w^T) \mid v, w \in \text{Mat}_{n \times d_1}(\mathbb{C}) \right\}, \quad \{ m \} \sim \hat{R}_M + \rho^{(1)}_M + \lambda \Pi_M, \quad (5.7)$$

$$N = \left\{ n = (V, W^T) \mid V, W \in \text{Mat}_{n \times d_2}(\mathbb{C}) \right\}, \quad \{ n \} \sim \hat{R}_N + \rho^{(2)}_N + \mu \Pi_N, \quad (5.8)$$

A cavalier approach is taken to the use of ‘tr’ in that the same operation impinges on matrices of differing sizes. This just avoids having to write out lots of different terms. The meaning should be clear.
with \( \rho^{(1)} \) an r-matrix on \( gl(d_1, \mathbb{C}) \), with \( \rho^{(2)} \) an r-matrix on \( gl(d_2, \mathbb{C}) \), both skew-symmetric with respect to the respective trace-forms, and with \( \lambda, \mu \in \mathbb{C} \) possibly different. Consider the map \( \Sigma : M \times N \to M \times N \),

\[
\Sigma(v, w^T; V, W^T) = (v, w^T; \Phi_M^C(v, w^T) \cdot (V, W^T)),
\]

with \( \Phi_M^C = \lambda + vw^T \) from (4.16), and define the concatenation map \( \mathcal{C} : M \times N \to \tilde{M} = \mathbb{C}^{n \times (d_1 + d_2)} \times \mathbb{C}^{(d_1 + d_2) \times n} \),

\[
\mathcal{C}(v, w^T; V, W^T) = (\tilde{V}, \tilde{W}^T), \quad \text{with} \quad \tilde{V} = (v, V), \quad \tilde{W} = (w, W).
\]

(5.9)

Define the linear functions on \( \tilde{M} \),

\[
\tilde{F}(\tilde{V}, \tilde{W}^T) = \text{tr} (\tilde{X}^T \tilde{V} + \tilde{W}^T \tilde{P}),
\]

\[
\tilde{H}(\tilde{V}, \tilde{W}^T) = \text{tr} (\tilde{Y}^T \tilde{V} + \tilde{W}^T \tilde{Q}).
\]

(5.10)

Our aim is to prove

**Proposition 5.3.** For \( \mu = 1 \), the Poisson bracket on \( \tilde{M} \) engendered by the composition \( \mathcal{C} \circ \Sigma \) is given by

\[
\{ \tilde{F}, \tilde{H} \}(\tilde{V}, \tilde{W}^T) = \frac{1}{2} \text{tr} \left( \left( \tilde{V} \tilde{X}^T - \tilde{P} \tilde{W}^T \right) R \left( \tilde{V} \tilde{Y}^T - \tilde{Q} \tilde{W}^T \right) - (\tilde{X}^T \tilde{V} - \tilde{W}^T \tilde{P}) \bar{\rho} (\tilde{Y}^T \tilde{V} - \tilde{W}^T \tilde{Q}) \right. \\
+ \tilde{W}^T \tilde{V} (\tilde{X}^T \tilde{Q} - \tilde{Y}^T \tilde{P}) + \tilde{V} \tilde{W}^T (\tilde{Q} \tilde{X} - \tilde{P} \tilde{Y}^T) + 2\lambda (\tilde{X}^T \tilde{Q} - \tilde{Y}^T \tilde{P}),
\]

where the r-matrix \( \bar{\rho} \) on \( gl(d_1 + d_2, \mathbb{C}) \) is given by

\[
\bar{\rho} \left( \begin{array}{cc} A_{11} & A_{12} \\ A_{21} & A_{22} \end{array} \right) = \left( \begin{array}{cc} \rho_1(A_{11}) & A_{12} \\ -A_{21} & \rho_2(A_{22}) \end{array} \right).
\]

for \( A_{11} \in \text{Mat}(d_1 \times d_1, \mathbb{C}), A_{12} \in \text{Mat}(d_1 \times d_2, \mathbb{C}), A_{21} \in \text{Mat}(d_2 \times d_1, \mathbb{C}), A_{22} \in \text{Mat}(d_2 \times d_2, \mathbb{C}) \).

As for the real example, this proposition is a direct application of Proposition 3.2. As before, we split it into several parts.

In the notation of Proposition 3.2 let us introduce the linear functions

\[
f(v, w^T) = \text{tr} (x^T v + w^T \xi), \quad h(v, w^T) = \text{tr} (y^T v + w^T \eta),
\]

\[
\varphi(V, W^T) = \text{tr} (X^T V + W^T P), \quad \psi(V, W^T) = \text{tr} (Y^T V + W^T Q).
\]

Let’s denote the Poisson bracket on \( N \{ , \} \) by \( \Pi \). Define the functions

\[
\Sigma^* F(v, w^T; V, W^T) = f(v, w^T) + \varphi(V, W^T),
\]

\[
\Sigma^* H(v, w^T; V, W^T) = h(v, w^T) + \psi(V, W^T).
\]

(5.11)

Thus, writing \( \Phi_M^C(v, w^T) = g + g^{-1} = g \) for short, we have

\[
\Sigma^* F(v, w^T; V, W^T) = \text{tr} (x^T v + w^T \xi + X^T g_+ V + W^T g_{-1} P).
\]

As in the proof of Proposition 3.2 we find the contribution of \( \Pi \) to the modified Poisson structure by computing

\[
\{ \Sigma^* F, \Sigma^* H \}_\Pi (v, w^T; V, W^T) = \text{tr} \left( (X^T g_+)(g_{-1} Q) - (Y^T g_+)(g_{-1} P) \right. \\
= \text{tr} (X^T g Q - Y^T g P) \\
= \text{tr} (X^T [\lambda + vv^T] Q - Y^T [\lambda + vv^T] P).
\]

(5.12)

Next, we need
Lemma 5.4. The term \( (D_{(v,w^T)} f, \nabla_{(V,W^T)} \psi) \) from Proposition 5.2 is

\[
(D_{(v,w^T)} f, \nabla_{(V,W^T)} \psi) = \frac{1}{2} \text{tr} \left( -(vx^T - \xi w^T) R(VY^T - QW^T) \right) \\
+ \frac{1}{4} \text{tr} \left( vx^TVY^T - \xi w^T QW^T + W^T vx^T Q - w^T VY^T \xi \right).
\]

Proof. Substituting from Proposition 4.7 we have

\[
(D_{(v,w^T)} f, \nabla_{(V,W^T)} \psi) = \frac{1}{2} \text{tr} \left( (vx^T - \xi w^T) (VY^T + QW^T) - R(VY^T - QW^T) \right),
\]

and the result follows after some rearrangement of terms.

\[\square\]

Proof of Proposition 5.4. Implementing Proposition 3.2 making use of (5.12) and Lemma 5.4, then rearranging terms, we have

\[
2\{F,H\}(v, w^T; V, W^T) = \{f, h\}_M(v, w^T) + \{\varphi, \psi\}_0(V, W^T) + \langle D_{(v,w^T)} f, \nabla_{(V,W^T)} \psi \rangle - \langle D_{(v,w^T)} h, \nabla_{(V,W^T)} \varphi \rangle \\
+ 2 \mu \text{tr} \left( X^T [\lambda + vw^T] Q - Y^T [\lambda + vw^T] P \right).
\]

Now, let us write

\[
\tilde{V} = (v, V), \quad \tilde{W} = (w, W), \quad \tilde{X} = (x, X), \quad \tilde{Y} = (y, Y), \quad \tilde{P} = (\xi, P), \quad \tilde{Q} = (\eta, Q),
\]

so that

\[
\tilde{V} \tilde{X}^T - \tilde{P} \tilde{W}^T = (v, V) \left( x^T X^T \right) - (\xi, P) \left( w^T W^T \right) = vx^T - \xi w^T + VX^T - PW^T,
\]

\[
\tilde{X}^T \tilde{V} - \tilde{W}^T \tilde{P} = \left( x^T v - w^T \xi \right) \left( x^T V - w^T P \right) \left( X^T v - W^T \xi \right),
\]

\[
\tilde{V} \tilde{W}^T (\tilde{Q} \tilde{X}^T - \tilde{P} \tilde{Y}^T) = (v, V) \left( w^T W^T \right) \left( \eta, Q \right) \left( \left( x^T X^T \right) - (\xi, P) \right) \left( y^T Y^T \right) \\
= (vw^T + VW^T) \left( \eta x^T - \xi y^T + WX^T - PY^T \right),
\]

\[
\tilde{W}^T \tilde{V} (\tilde{X}^T \tilde{Q} - \tilde{Y}^T \tilde{P}) = \left( w^T W^T \right) \left( v, V \right) \left( \left( x^T X^T \right) (\eta, Q) - \left( y^T Y^T \right) (\xi, P) \right) \\
= \left( w^T v \right) \left( w^T V \right) \left( x^T \eta - y^T \xi \right) \left( x^T Q - y^T P \right) .
\]

Using these expressions, it is straightforward to verify Proposition 5.5.

\[\square\]

6 Applications: half-dressing

As mentioned earlier, half-dressing arose quite naturally in a study of spin Ruijsenaars models in the setting of Hamiltonian reduction. This section treats half-dressing as a special case of the semidirect product of Poisson G-spaces.

\[\footnote{The nomenclature \textit{half-dressing} has been chosen in preference to the more natural \textit{dressing} simply for the sake of consistency with respect to [4].}\]
6.1 Half-dressing on \( \mathbb{C}^n \) for the \( U(n) \)-action

Let \( v \) and \( w \) be vectors in \( \mathbb{C}^n \). From \( v \), let us form the positive-definite, hermitian matrix

\[
\Phi(v) = 1 + vv^\dagger.
\]

(6.1)

Any positive definite, hermitian matrix may be decomposed as the product of an element in \( B \) and its hermitian conjugate; that is, there exists a unique \( b \in B \) such that \( bb^\dagger = \Phi \). We obtain therefore a map from \( \mathbb{C}^n \) to \( B \):

\[
v \mapsto b(v) : b(v)b(v)^\dagger = \Phi(v) = 1 + vv^\dagger.
\]

(6.2)

The half-dressing of \( w \) by \( v \) is the map

\[
v \cdot w = b(v)w
\]

(6.3)

in which \( b(v)w \) is usual matrix multiplication. What is done in the spin Ruijsenaars model is to take several vectors like these and to combine them using sequential half-dressing. Consider the ordered collection \( v_1, v_2, \ldots, v_d \in \mathbb{C}^n \), and construct from this collection a half-dressed, similarly ordered, collection \( \tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_d \) by the following procedure:

\[
\begin{align*}
\tilde{v}_1 & = v_1, \\
\tilde{v}_2 & = v_1 \cdot v_2 = \tilde{v}_1 \cdot v_2, \\
\tilde{v}_3 & = v_1 \cdot (v_2 \cdot v_3) = \tilde{v}_2 \cdot v_3, \\
& \vdots \\
\tilde{v}_d & = v_1 \cdot (v_2 \cdot (v_3 \cdot (\cdots (v_{d-1} \cdot v_d) \cdots))) = \tilde{v}_{d-1} \cdot v_d.
\end{align*}
\]

(6.4)

It was necessary to look at the multiple copies of \( \mathbb{C}^n \) as carrying a Poisson structure, and this Poisson structure has the natural property of making \( \mathbb{C}^n \) into a Poisson \( G \)-space, with \( G = U(n) \). It is clear that this mapping from \( (v_1, \ldots, v_d) \) to \( (\tilde{v}_1, \ldots, \tilde{v}_d) \) is invertible, and so one may ask what the Poisson structure looks like in the new variables; indeed this played an intrinsic role in [4].

With insight gained from the notion of semidirect product of Poisson \( G \)-spaces, this may be seen as a straightforward application of the example of the last section: the case \( d_1 = 1 \) of Proposition 5.1 provides us with the inductive step for the whole construction. The details of this induction argument should be clear, and are left to any interested reader to work through for themselves.

6.2 Half-dressing on \( \mathbb{C}^n \times \mathbb{C}^n \) for the \( \text{GL}(n, \mathbb{C}) \)-action

It is worth some attention to formulate the analogue of half-dressing in the holomorphic setting, where it is easily adapted from the notion of semidirect product.

Let \( (v_1, w_1^T) \) and \( (v_2, w_2^T) \) be two pairs of vectors in \( \mathbb{C}^n \). From the first pair, let us form the invertible matrix

\[
\Phi(v_1, w_2^T) = 1 + v_1w_2^T.
\]

(6.5)

We decompose this matrix as the product of an upper-triangular matrix \( \Phi_+ \) and a lower-triangular matrix \( \Phi_-^{-1} \), with the property that the diagonal parts of both matrices are the same. That is to say, as mentioned just after (4.18), we restrict to a suitable open subset.
in \( \mathbb{C}^n \times \mathbb{C}^n \) in which \( \Phi \) is invertible, and factorizable. We obtain in this way a map\(^6\) from \( \mathbb{C}^n \times \mathbb{C}^n \) to \( HN_+ \times HN_- \):

\[
(v, w^T) \mapsto (\Phi(v, w^T)_+, \Phi(v, w^T)_-) : \Phi(v, w^T)_+, \Phi(v, w^T)_{-1} = \Phi(v, w^T) = 1 + vw^T. \tag{6.6}
\]

The half-dressing of \( (v_2, w_2^T) \) by \((v_1, w_1^T)\) is the map

\[
(v_1, w_1^T) \cdot (v_2, w_2^T) = (\Phi(v_1, w_1^T)_+, v_2, w_2^T \Phi(v_1, w_1^T)_{-1}). \tag{6.7}
\]

Now we take an ordered collection \((v_1, w_1^T), (v_2, w_2^T), \ldots, (v_d, w_d^T)\) of \( \mathbb{C}^n \times \mathbb{C}^n \) of pairs of vectors in \( \mathbb{C}^n \), and construct the half-dressed, similarly ordered, collection \((\tilde{v}_1, \tilde{w}_1^T), (\tilde{v}_2, \tilde{w}_2^T), \ldots, (\tilde{v}_d, \tilde{w}_d^T)\) by the following procedure:

\[
(\tilde{v}_1, \tilde{w}_1^T) = (v_1, w_1^T),
(\tilde{v}_2, \tilde{w}_2^T) = (v_1, w_1^T) \cdot (v_2, w_2^T) = (\tilde{v}_1, \tilde{w}_1^T) \cdot (v_2, w_2^T),
(\tilde{v}_3, \tilde{w}_3^T) = (v_1, w_1^T) \cdot ((v_2, w_2^T) \cdot (v_3, w_3^T)) = (\tilde{v}_2, \tilde{w}_2^T) \cdot (v_3, w_3^T),
\]

\[
\vdots
(\tilde{v}_d, \tilde{w}_d^T) = (v_1, w_1^T) \cdot ((v_2, w_2^T) \cdot ((v_3, w_3^T) \cdots (v_{d-1}, w_{d-1}^T) \cdot (v_d, w_d^T) \cdots))) = (\tilde{v}_{d-1}, \tilde{w}_{d-1}^T) \cdot (v_d, w_d^T). \tag{6.8}
\]

We will prove the following

**Proposition 6.1.** Suppose that the Poisson bracket on \((\mathbb{C}^n \times \mathbb{C}^n)^d\) is the direct sum of \(d\) copies of the \(d = 1\) version of Proposition 4.5\(^4\), with \(\lambda = 1\), and consider the map \(\mathcal{D} : (\mathbb{C}^n \times \mathbb{C}^n)^d \to \mathbb{C}^{n \times d} \times \mathbb{C}^{d \times n}\) given by \(6.8\):

\[
\mathcal{D}(v_1, w_1^T; v_2, w_2^T; \ldots; v_d, w_d^T) = (V, W^T)
\]

with

\[
V = (\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_d), \quad W = (\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_d).
\]

Then the Poisson bracket on \(\mathbb{C}^{n \times d} \times \mathbb{C}^{d \times n}\) engendered by \(\mathcal{D}\) is the bracket in Proposition 4.5.

**Proof.** We may prove this by induction on \(d\), and applying Proposition 5.3\(^5\). For \(d = 2\), the claim is equivalent to the case \(d_1 = 1 = d_2\). Presupposing that the result holds for some value of \(d\), the case \(d_1 = 1, d_2 = d\) confirms that the result holds for \(d + 1\).

\(\square\)

### 6.3 Comments

Whereas in Section 4\(^4\) the left and right \(r\)-matrices \(R\) and \(\rho\) were arbitrary, the right \(r\)-matrix \(\rho\) becomes uniquely generated by the half-dressing procedure. The half-dressing described here was based on the action of the group \(G\), or \(K_n\), on the left. Clearly the same thing could be done by means of the action of the group \(H\), or \(K_d\), on the right, but in that case the left \(r\)-matrix \(R\) will be restricted. In fact, for the \(U(n)\) case, one can envisage a sort of Fourier transform operation from \(d\) uncoupled copies of the Poisson space \(\mathbb{C}^n\) to \(n\) uncoupled copies of the Poisson space \(\mathbb{C}^d\), or the analogous operation for the \(GL(n, \mathbb{C})\) case involving \(\mathbb{C}^n \times \mathbb{C}^n\) and \(\mathbb{C}^d \times \mathbb{C}^d\).

In the special case \(d = n\), for \(\rho = R\) and if \(\lambda = 0\), the formulae for the Poisson brackets in Proposition 4.5 and in Proposition 4.9\(^9\) are the standard ones for the Heisenberg double, and

\(\text{As mentioned in subsection 2.3 the map is defined modulo multiplication on the right by a pair of matrices of the form } (\Delta, \Delta), \text{ where } \Delta \text{ is a diagonal matrix with entries in } \{1, -1\}. \text{ Hence, in reality we have } 2^n \text{ maps. Any one of them will do, and the claims which follow are still valid.}\)
they can be described in terms of a symplectic structure with explicit form due to Alekseev and Malkin [1]. In Appendix B it is shown by means of an explicit formula for the symplectic form in terms of the non half-dressed representation, that, for $U(n)$ symmetry, all cases are symplectic. It would be interesting to find an analogue of the Alekseev-Malkin formula, at least for the $U(n)$ case, and ideally for arbitrary $n$ and $d$. Moreover, it would be interesting to find such a formula by means of Hamiltonian reduction; probably starting with the analogue of the Alekseev-Malkin structure for $d = n$.

A Regularisation of Zakrzewski’s $U(n)$ Poisson-symmetric Poisson structure on $\mathbb{C}^n$

According to [14] it appears that there should be an infinite family—parametrised by a function, denoted $\alpha$ below—of Poisson structures on $\mathbb{C}^n$ on which the natural action of $U(n)$ is Poisson. As we see here, this is not quite the case, and the apparent generality can be gauged away by a suitable change of variable; to be precise, $\alpha$ can be normalized to 1 as long as it never takes the value zero.

Zakrzewski found the following Poisson bracket on $\mathbb{C}^n$

$$\{Im(\xi^i w), Im(\eta^j w)\} = Im(\xi^i(w\eta^j)w - \alpha \xi^i \eta - \frac{1}{2}\xi^i w\eta^j w - \beta \xi^i w w^+ \eta),$$

(A.1)

with corresponding Hamiltonian vector field

$$X_{Im(\xi^i w)}(w) = (w\xi^i)w - \alpha(|w|^2)\xi - \frac{1}{2}(\xi^i w)w - \beta(|w|^2)(w^+ \xi)w,$$

(A.2)

in which $\alpha$ and $\beta$ must be related by the condition (prime denotes derivative)

$$2(\alpha - t\alpha')\beta = 2\alpha\alpha' + \alpha + t\alpha',$$

(A.3)

but are otherwise arbitrary functions of $|w|^2$.

In the case $d = 1$, the formulae in Proposition 4.9 correspond to $\alpha = \lambda$, $\beta = \frac{1}{2}$, and it looks like a special case. However, we may prove

**Proposition A.1.** The Poisson structure given by (A.1) and (A.2) with $\alpha = 1$ can be transformed to the general $\alpha$ case by the map

$$w \mapsto u = f(|w|^2)w, \quad \text{with } f(|w|^2) = \sqrt{\alpha(|w|^2)}$$

and

**Proposition A.2.** If $\alpha$ is never zero, the Poisson structure given by (A.1), (A.2) and (A.3) can be transformed to the case with $\alpha = 1$ by the map

$$w \mapsto u = f(|w|^2)w, \quad \text{with } f(|w|^2) = \frac{1}{\sqrt{\alpha(|w|^2)}}$$

Proof of Proposition A.2. Assuming that the Poisson bracket on $\mathbb{C}^n$ is given by (A.1) with $\alpha = 1$, $\beta = \frac{1}{2}$, let’s look at the map

$$w \mapsto u := f(|w|^2)w,$$

(A.4)
and consider the function
\[ H(w) = Im(\xi^\dagger u) = f(|w|^2)Im(\xi^\dagger w). \] (A.5)

We compute, dropping the argument \(|w|^2\) of \(f\) and of its derivative \(f'\),
\[ d_w H = f\xi^\dagger + 2i f'Im(\xi^\dagger w)w^\dagger, \] (A.6)
and hence
\[ \mathcal{X}_H(w) = f(w\xi^\dagger)e_w + 2if'Im(\xi^\dagger w)|w|^2w - f\xi + 2if(\xi^\dagger w + w^\dagger \xi)w - \frac{i}{2}(\xi^\dagger w + w^\dagger \xi)w, \] (A.7)
from which we get
\[ \{|w|^2, H\} = -f(\xi^\dagger w + w^\dagger \xi) - |w|^2 f(\xi^\dagger w + w^\dagger) = -(1 + |w|^2) f(\xi^\dagger w + w^\dagger \xi). \]

Putting these together, after some simplifications, we have
\[ \mathcal{X}_H(u) = f'|\{|w|^2, H\}w + f\mathcal{X}_H(w) = (u\xi^\dagger)u - f^2\xi - \frac{i}{2}(\xi^\dagger u)u - \left[ \frac{i}{2} + 2(1 + |w|^2)\frac{f'}{f} \right](u^\dagger \xi)u. \] (A.8)

Let us set
\[ f(|w|^2)^2 = \alpha(|u|^2), \]
\[ \frac{i}{2} + 2(1 + |w|^2)\frac{f'}{f}(|w|^2) = \beta(|u|^2), \] (A.9)
so that (A.8) takes the general form (A.1). Let \(|u|^2 = t\) and \(|w|^2 = \tau\). Then, as \(|u|^2 = f(|w|^2)^2|w|^2\), we have
\[ \begin{cases} t = f(\tau)^2 \tau, \\ \alpha(t) = f(\tau)^2, \\ \beta(t) = \frac{i}{2} + 2(1 + \tau)f'(\tau)/f(\tau). \end{cases} \] (A.10)

Eliminating \(\tau\) from the relations (A.10), we get Zakrzewski’s condition (A.3) on the functions \(\alpha\) and \(\beta\).

\[ \square \]

**Proof of Proposition A.2.**

Assuming that the Poisson bracket on \(C^\alpha\) is given by (A.1), for general \(\alpha\) and \(\beta\) satisfying (A.3), let us make the change of variables \(w \mapsto u:\)
\[ u = f(|w|^2)w. \] (A.11)

Proceeding now in an analogous fashion to that in the previous proof, we obtain
\[ \dot{w} = \mathcal{X}_H(w) = f\left[ (w\xi^\dagger)e_w - \alpha \xi - \frac{i}{2}(\xi^\dagger w)w - \beta(w^\dagger \xi)w \right] + i\text{Im}(\xi^\dagger w)f'\left[ |w|^2 + 2\beta|w|^2 + 2\alpha \right]w, \] (A.12)
which gives
\[ \{|w|^2, H\} = -f\text{Re}(\xi^\dagger w)[2\alpha + |w|^2 + 2\beta|w|^2]. \]
Hence we have
\[ \dot{u} = f\mathcal{X}_H(w) + f'|\{|w|^2, H\}w \]
\[ = (u\xi^\dagger)e_u - \xi - \frac{i}{2}(\xi^\dagger u)u \]
\[ - \left[ ff'||w|^2 + 2ff'/\beta|w|^2 + f^2\beta + 2ff'\alpha \right](w^\dagger \xi)w. \] (A.13)

27
Now, on condition that the function $t \mapsto \alpha(t)$ is never zero, we may choose $\alpha f^2 = 1$, so that $\alpha' f^2 + 2 \alpha f f' = 0$, or
\[
2 f f' = -f^2 \frac{\alpha'}{\alpha}.
\]
and substituting this in the square brackets expression on the second line of the equation for (A.13), we have, using the condition (A.3),
\[
\frac{f^2}{\alpha} \left[ \frac{1}{2} \alpha' |w|^2 + \alpha' \beta |w|^2 - \alpha \beta + \alpha \alpha' \right] = -\frac{f^2}{2}.
\]
Putting all this together, we find
\[
X_{Im(\xi\dagger w)}(u) = (u\xi\dagger)_{t} u - \xi - \frac{i}{2}(\xi\dagger u)u - \frac{1}{2}(u\xi)u.
\]
\[\square\]

**Remark A.3.** Provided that $\lambda \neq 0$, the assumption $\lambda = 1$ is a special case of Proposition A.2.

### B The $U(n)$ Poisson-symmetric symplectic form on $\mathbb{C}^n$

To show that the Poisson structure on $\mathbb{C}^n$ given by Proposition 4.9 is nondegenerate, we’ll pass to local coordinates to find an explicit expression for the symplectic form in these coordinates. This is then extended to an expression which is well-defined globally.

Let us introduce the notation
\[
\mathbb{C}^n \ni k : (k)_i = \delta_{ki};
\]
that is, $k$ is the constant vector with all components zero except for the $k$th component, which is 1.

Let us notice that for $\xi\dagger = k^T$, $Im\mathrm{tr}(\xi\dagger w) = Im(w_k)$, and for $\xi\dagger = ik^T$, $Im\mathrm{tr}(\xi\dagger w) = Re(w_k)$. A convenient route to expressing the Poisson bracket in terms of the components of $w$ is to compute the Hamiltonian vector fields. The only non-trivial step involves the projection $(w\xi\dagger)_{t}$. For $\xi\dagger = il^T$,
\[
iwl^T = i \sum_{r=1}^{n} w_r l^T
\]
\[
= \left( \frac{1}{2}i(w_l + \overline{w_l})l^T + i \sum_{r \neq l}^{n} [w_r l^T + \overline{w_r} l^T] \right) \tag{B.2}
\]
\[
+ \left( \frac{1}{2}i(w_l - \overline{w_l})l^T + i \sum_{r \neq l}^{n} w_r l^T - i \sum_{r \neq l}^{n} \overline{w_r} l^T \right)
\]
and the first bracket is a matrix in $\mathfrak{t}$, while the second is a matrix in $\mathfrak{b}$. Hence, we get
\[
(iwl^T)_{t} = \left( \frac{1}{2}i(w_l + \overline{w_l})l^T + i \sum_{r \neq l}^{n} [w_r l^T + \overline{w_r} l^T] \right), \tag{B.3}
\]
whence
\[
(iwl^T)_{t} w = i Re(w_l)w_1 + i \sum_{r \neq l}^{n} [w_r w_{l} + |w_r^2|1]. \tag{B.4}
\]
Similarly, for $\xi^\dagger = 1^T$,
\[
(w1^T)_i w = iIm(w_i)w_1 + \sum_{r > l}^n [w_r w_l r - |w_r|^2].
\] (B.5)

We obtain then,
\[
\begin{align*}
X_{Re(w_i)}(w) &= iRe(w_i)w_1 + i \sum_{r > l}^n [w_r w_l r + |w_r|^2] + \lambda i1 - \frac{i}{2}(i\omega_1 - i\omega_1)w \\
X_{Im(w_i)}(w) &= iIm(w_i)w_1 + \sum_{r > l}^n [w_r w_l r - |w_r|^2] - \lambda i1 - \frac{i}{2}(w_1 + \omega_1)w
\end{align*}
\] (B.6)

which combine to give
\[
\begin{align*}
X_w(w) &= iw_1^2 + 2i \sum_{r > l}^n w_r w_l r - iw_1 w \\
X_{\omega}(w) &= i|w|^2 + 2i \sum_{r > l}^n |w|^2 + 2\lambda i1 + i\omega_1 w
\end{align*}
\] (B.7)

or, equivalently,
\[
\begin{align*}
\{w_k, w_l\} &= 2i\delta_{k,l}w_k w_l - iw_k w_l + i\delta_{kl}w_k^2 \\
&= \text{sgn}(k - l)w_k w_l, \\
\{w_k, \omega_l\} &= i\delta_{kl}|w|^2 + 2i\delta_{kl} \sum_{i > k}^n |w|^2 + 2\lambda i\delta_{kl} + iw_k \omega_l \\
&= i\delta_{kl} \left( 2 \sum_{r > k}^n |w|^2 + 2\lambda - |w_k|^2 \right) + iw_k \omega_l.
\end{align*}
\] (B.8)

Using these, we get
\[
\{w_k, |w|^2\} = i \left[ (1 + \text{sgn}(k - l))|w|^2 + \delta_{kl} (2\lambda + 2 \sum_{r > k}^n |w|^2 - |w_k|^2) \right] w_k,
\]
and hence
\[
\{|w_k|^2, |w|^2\} = 0.
\] (B.9)

Next, setting $w_k = |w_k|e^{i\phi_k}$, we have
\[
|w_k|\{e^{i\phi_k}, |w|^2\} = \{w_k, |w|^2\} = \left[ (1 - \delta_{kl} + \text{sgn}(k - l))|w|^2 + 2\delta_{kl}(\lambda + \sum_{r > k}^n |w|^2) \right] w_k e^{i\phi_k},
\]
and then, from
\[
|w_k|e^{i\phi_k} \{e^{i\phi_k}, |w|^2\} + |w|e^{i\phi_k} \{|w_k, e^{i\phi_k}\} + |w_k| |w| \{e^{i\phi_k}, e^{i\phi_k}\} = \text{sgn}(k - l)|w_k| |w| e^{i\phi_k} e^{i\phi_k},
\]
we obtain
\[
\{e^{i\phi_k}, e^{i\phi_k}\} = 0.
\] (B.10)

It is convenient to make the invertible change of variables, defined by
\[
G_k = \lambda + \sum_{r > k}^n |w|^2,
\] (B.11)
in terms of which the Poisson bracket relations are

\[
\{G_k, G_l\} = 0, \\
\{e^{i\phi_k}, e^{i\phi_l}\} = 0, \\
\{e^{i\phi_k}, G_l\} = 2i\delta_{kl}e^{i\phi_k}G_l.
\]  

(B.12)

The change of variables

\[
(e^{i\phi_1}, \ldots, e^{i\phi_n}) \mapsto (e^{i\phi_1}, e^{i[\phi_2-\phi_1]}, \ldots, e^{i[\phi_n-\phi_{n-1}]})
\]  

(B.13)
diagonalizes the Poisson relations:

\[
\{e^{i\phi_k}, G_l\} = 2i\delta_{kl}e^{i\phi_k}G_l, \\
\{e^{i[\phi_k-\phi_{k-1}]}, G_l\} = 2i\delta_{kl}e^{i[\phi_k-\phi_{k-1}]}G_l, \quad k > 1,
\]  

(B.14)

and so we obtain the corresponding symplectic form:

\[
\Omega_\lambda(w) = \frac{1}{2ie^{i\phi_1}G_1}d(e^{i\phi_1}) \wedge dG_1 + \frac{1}{2i} \sum_{k=2}^{n} \left( e^{i[\phi_k-\phi_{k-1}]} \frac{1}{G_k} d(e^{i[\phi_k-\phi_{k-1}]} \wedge dG_k) \right)
\]

\[
= \frac{1}{2i} e^{i\phi_1} \wedge \frac{dG_1}{G_1} \left( \frac{1}{2i} \sum_{k=2}^{n} \left( \frac{d(e^{i\phi_k})}{e^{i\phi_k}} - \frac{d(e^{i\phi_{k-1}})}{e^{i\phi_{k-1}}} \right) \wedge \frac{dG_k}{G_k} \right)
\]

\[
= \frac{1}{2i} e^{i\phi_n} \wedge \frac{dG_n}{G_n} \left( \frac{1}{2i} \sum_{k=1}^{n-1} \frac{d(e^{i\phi_k})}{e^{i\phi_k}} \wedge \left( \frac{dG_k}{G_k} - \frac{dG_{k+1}}{G_{k+1}} \right) \right).
\]

Using the identity \(G_k - G_{k+1} = |w_k|^2\), the last bracketed term simplifies:

\[
\frac{dG_k}{G_k} - \frac{dG_{k+1}}{G_{k+1}} = \frac{1}{G_kG_{k+1}} \left( G_{k+1}d(G_{k+1} + |w_k|^2) - (G_{k+1} + |w_k|^2)dG_{k+1} \right)
\]

\[
= \frac{1}{G_kG_{k+1}} \left( G_{k+1}d(|w_k|^2) - |w_k|^2dG_{k+1} \right),
\]

and, writing the other derivatives in the form

\[
\frac{d(e^{i\phi_k})}{e^{i\phi_k}} = \frac{1}{2|w_k|^2}(\bar{w}_kd\bar{w}_k - w_kd\bar{w}_k),
\]

\[
d(|w_k|^2) = \bar{w}_kd\bar{w}_k + w_kd\bar{w}_k,
\]

we obtain

\[
\Omega_\lambda(w) = \frac{1}{2i} \sum_{k=1}^{n} \frac{1}{2} \left( \frac{\bar{w}_kd\bar{w}_k - w_kd\bar{w}_k}{|w_k|^2} \wedge \frac{\bar{w}_kd\bar{w}_k + w_kd\bar{w}_k}{|w_k|^2} \right) - \frac{1}{2i} \sum_{k=1}^{n-1} \frac{1}{2} \left( \frac{\bar{w}_kd\bar{w}_k - w_kd\bar{w}_k}{G_k} \wedge \frac{dG_{k+1}}{G_kG_{k+1}} \right)
\]

\[
= -\frac{i}{2} \sum_{k=1}^{n} \frac{1}{G_k} d\bar{w}_k \wedge d\bar{w}_k - \frac{i}{4} \sum_{k=1}^{n-1} \frac{1}{G_kG_{k+1}} dG_{k+1} \wedge (\bar{w}_kd\bar{w}_k - w_kd\bar{w}_k).
\]

(B.15)

In this form it is easy to recognise that \(\Omega_\lambda\) is a deformation of the canonical symplectic form on \(\mathbb{C}^n\): for \(\lambda = 1\), with \(w = N^{-1}z\), we get \(N^2\Omega_1(w) \rightarrow -i/2 \sum_{k=1}^{n} dz_k \wedge d\bar{z}_k\) as \(N \to \infty\).
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