Non-unitary versus unitary optimization in the control of open quantum systems

Marllos E. Fonseca, Felipe F. Fanchini, Emanuel F. de Lima, and Leonardo K. Castelano

1 Departamento de Física, Universidade Federal de São Carlos (UFSCar)
São Carlos, SP 13565-905, Brazil
2 Faculty of Sciences, UNESP - São Paulo State University, 17033-360 Bauru, São Paulo, Brazil
(Dated: June 14, 2023)

In this work, we compare the performance of the Krotov method for open quantum systems (non-unitary optimization) with the Krotov method for closed quantum systems (unitary optimization) in finding optimal controls aimed at manipulating qubits and qutrits in the presence of the environment.

I. INTRODUCTION

The ability to control quantum systems in the presence of environmental noise, which can lead to undesirable effects such as decoherence, is crucial for quantum computing [1–4]. There are many strategies to enhance the control of quantum systems in the presence of noise: decoherence-free subspaces [5–7], dynamical decoupling [8, 9], noiseless subsystems [10], and spectral engineering [11]. Although beneficial, these tactics are restricted to small systems and are typically limited to specific types of environment-system interactions.

Numerical optimal control becomes a particularly appealing method to deal with complicated systems and general forms of interactions [12–16]. In particular, the Krotov method (KM) has been extensively applied to the control of open systems [17–19]. In fact, cooperative effects of driving and dissipation have been demonstrated in the stochastic version of open quantum systems using the KM [17]. Moreover, the investigation of time-nonlocal non-Markovian master equation by means of the KM has shown a high fidelity implementation of a quantum gate for a qubit system depending on the control dissipation correlation and the memory effects related to the environment [18].

Here, we use the KM to perform state preparation from a known initial state as well as quantum gate implementation for both qubit and qutrit systems. We assume that the systems follow a Markovian master equation with either dephasing or amplitude-damping noise, which are standard archetypal of noisy channels [20]. Furthermore, we use two alternative ways to numerically obtain the controls: (i) optimization in the presence of noise, which we refer to as non-unitary optimization, and (ii) optimization in the absence of noise, which we refer to as unitary optimization. We show that for the state preparation, the optimal control derived from non-unitary optimization outperforms unitary optimization. In the case of quantum gates, we discovered that non-unitary optimization outperforms unitary optimization only in one situation, and the difference in mean fidelity is negligible. This result is noteworthy since it shows that the optimal gate implementation for open systems can be found using unitary dynamics, which is independent of the decay rate and noise types.

II. QUANTUM CONTROL APPLIED TO A QUANTUM SYSTEM WITH DISSIPATION

To consider a dissipative dynamics, we use the well-known Markovian master equation,

\[
\frac{d\rho}{dt} = -\frac{i}{\hbar}[H, \rho] + D[\rho],
\]

where the first term in the right hand side describes the unitary evolution and the second term includes the dissipation. Generally, the dissipator \(D[\rho]\) is given by

\[
D[\rho] = \frac{i}{2} \sum_j \left( 2L_j \rho L_j^\dagger - L_j^\dagger L_j \rho - \rho L_j^\dagger L_j \right),
\]

where \(L_j\) are the Lindblad operators and \(\gamma\) is the decay rate, which we assume as a constant for all different Lindblad operators. The Hamiltonian \(H = H_0 + \epsilon \gamma(t) H_1\) can be divided into two terms, where the first term is the constant Hamiltonian \(H_0\) and the second term is composed by the product of the time-dependent control function.
Given by a condition to the co-state at the final time, which is while the interaction of the self-consistent calculation of the KM, initial states that are being optimized, ε = ε(t) = ε(t) + λS(t)Δε(t), (7) where

\[ \Delta\varepsilon^{k+1}(t) = \text{Im} \left\{ \sum_{i=0}^{n-1} \text{Tr} \{ \phi_i(t) [H_1, \rho_i^{k+1}(t)] \} \right\}, \]  

Equations (5-7) are solved in a self-consistent way and the value of the functional (Eq. 4) monotonically decreases.

IV. RESULTS

To investigate the optimization of open quantum systems, we consider one qubit and one qutrit subjected to the noise of dephasing and amplitude-damping. The qubit Hamiltonian is \( H = H_0 + \varepsilon(t)H_1 \), where \( H_0 = -\hbar\omega_0\sigma_z \) and \( H_1 = \hbar\omega_0\sigma_x \). The Pauli spin matrices in the z- and x-direction are respectively denoted by \( \sigma_z \) and \( \sigma_x \). The terms of the Hamiltonian describing the qutrit are

\[
H_0 = -\hbar\omega_0 \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix},
\]

and

\[
H_1 = \hbar\omega_0 \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}.
\]

Physically, a Hamiltonian with this kind of structure can be found when three electrons are confined in double quantum dots [22, 23] or in trapped ions [24]. To numerically solve the self-consistent equations (5-8), we first need to define some parameters. Thus, we adopt the time scale \( \tau = \omega_0^{-1} \) and the final evolution time \( T = 10\tau \). Also, the initial guess for the control function is set up as \( \varepsilon(t) = \varepsilon^0S(t) \), where \( \varepsilon^0 \) is the initial amplitude of the trial function and \( S(t) \) is the envelope function that smoothly switches on and off the control function, given by

\[
S(t) = \begin{cases} \sin^2 \left( \frac{\pi t}{2\tau} \right), & \text{if } t \leq t_r \\ 1, & \text{if } t_r < t < T - t_r \\ \sin^2 \left( \frac{\pi (t-T)}{2\tau} \right), & \text{if } t \geq T - t_r \end{cases}
\]

In the above equation, we use \( \varepsilon^0 = 10^{-2} \) and \( t_r = T/30 \).

A. State preparation

First, we investigate the optimal control considering the case where an initial pure state described by
a density matrix $\rho_0(0)$ is used to prepare a final state $\rho_0(T) = O\rho_0(0)O^\dagger$, where $O$ is some particular quantum gate. For the qubit and the qutrit, we use $\rho_0(0) = |0\rangle\langle 0|$, where $|0\rangle$ is the lowest energy level state. We employ the quantum Fourier transform for both qubit and qutrit as the quantum gate, which are respectively given by $O = (\sigma_x + \sigma_z)/\sqrt{2}$ and

$$O = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 1 & 1 \\ 1 & e^{2\pi i/3} & e^{4\pi i/3} \\ 1 & e^{4\pi i/3} & e^{8\pi i/3} \end{pmatrix}. \tag{12}$$

We find the optimal control function $\varepsilon_\gamma^\text{opt}(t)$ for each decay rate $\gamma$. After obtaining the optimized control function, we perform the calculation of the fidelity, which is given by

$$F = \langle 0\rangle\langle 0|O^\dagger\rho(T)O|0\rangle, \tag{13}$$

where $\rho(T)$ is the solution of Eq. 1 at the final evolution time $T$. We use two different types of Lindblad operators, related to the dephasing channel and the amplitude-damping channel. For the qubit, the sum in Eq. 2 contains only the term $j = 1$ and the Lindblad operator for dephasing is $L_1 = \sigma_z$ whereas for amplitude-damping is $L_1 = \sigma_-$, where $\sigma_\pm = (\sigma_x \pm i\sigma_y)/2$. For the qutrit, the sum in Eq. 2 contains two terms $j = 1, 2$ and the Lindblad operators for dephasing are $L_1 = s^1_\uparrow$ and $L_2 = s^2_\uparrow$ whereas for amplitude-damping are $L_1 = s^-_\downarrow$ and $L_2 = s^z_\downarrow$, where $s^1_\uparrow = |1\rangle\langle 1| - |0\rangle\langle 0|$, $s^2_\uparrow = |2\rangle\langle 2| - |0\rangle\langle 0|$, $s^-_\downarrow = |1\rangle\langle 0|$, and $s^z_\downarrow = |2\rangle\langle 0|$. In Figures 1 and 2, we plot the fidelity for the dephasing (top panel) and amplitude-damping (bottom panel) as a function of the decay rate $\gamma$ for a qubit and a qutrit, respectively. The blue dotted curves are obtained through the following steps: (i) find the optimized field $\varepsilon_0^\text{opt}(t)$ for $\gamma = 0$; (ii) plug this optimized field $\varepsilon_0^\text{opt}(t)$ into Eq. 1 for each value of $\gamma$; (iii) use the evolved density matrix at the final time to evaluate the fidelity of Eq. 13. The red solid curves in figures 1 and 2 are evaluated in a similar way, but the optimized field $\varepsilon_\gamma^\text{opt}(t)$ is obtained for the corresponding value of $\gamma$, as explained in section II. For both qubits and qutrits, we can see that the fidelity obtained for the optimized function $\varepsilon_\gamma^\text{opt}(t)$ evaluated for each value of $\gamma$ is higher than the fidelity calculated with the unitary optimal function $\varepsilon_0^\text{opt}(t)$, as expected. When $\gamma = 0.01$, the fidelity for qubits considering the non-unitary optimal function is 3.5% and 0.26% higher that the one obtained with the unitary optimal function, respectively for the dephasing and amplitude-damping errors. For qutrits, the fidelity for qubits is 7% (dephasing) and 0.35% (amplitude-damping) higher for the non-unitary optimal function when $\gamma = 0.01$. Based on results of Figures 1 and 2, we conclude that the optimization considering the non-unitary optimization is more efficient to prepare a desired state for both qubit and qutrit; specially, for the qutrit subjected to dephasing.

B. Quantum gate

We consider the efficiency of the optimal functions when a quantum gate is the goal of the optimization. This situation is more subtle because the quantum gate should operate over an unknown initial state. To circumvent this situation, the optimization must take into account a set of initial states (for details, see Ref. 12). For qubits, we employ the three initial states described in Refs. 25, 26, whose matrix elements are given by

$$\rho_j(0) = |j\rangle\langle j| \text{ for } j=0,1$$

$$\rho_2(0) = \frac{1}{2} \sum_{i,j} |i\rangle\langle j|, \tag{14}$$
For qutrits, we use the following four initial states:

\[ \rho_j(0) = |j\rangle\langle j| \quad \text{for } j=0,1,2 \]
\[ \rho_3(0) = \frac{1}{3} \sum_{i,j} |i\rangle\langle j|. \]  

(15)

The weights in Eq. (4) are assumed to be \( w_j = 1/N \) (unless specified), where \( N=3 \) for the qubit and \( N=4 \) for the qutrit. First, we analyze the efficiency of the KM to improve the set of initial states. To probe this efficiency, we employ the mean fidelity over all initial states defined as

\[ F_n = \frac{1}{n} \sum_{i=1}^{n} \left\{ \text{Tr} \sqrt{\sigma \rho_i(T) \sqrt{\sigma}} \right\}^2, \]  

(16)

where \( \sigma = O\rho_i(0)O^\dagger \). Figures 3 and 4 show the mean fidelity over initial states for the dephasing (panel (a)) and the amplitude-damping (panel (b)) as a function of the decay rate \( \gamma \), respectively for the qubit and the qutrit.

The green dotted curve is obtained for \( \varepsilon_{\text{opt}}^0(t) \) and evolving the Eq. (1) considering the initial states for the qubit Eq. (14) and for the qutrit Eq. (15). The evolved density matrices are used to evaluate the mean fidelity of equation Eq. (16) for each value of \( \gamma \). The black solid curves in Figures 3 and 4 are evaluated in a similar way, but the employed optimized function \( \varepsilon_{\text{opt}}^\gamma(t) \) is different for each value of \( \gamma \). In both Figures, one can see that the mean fidelity obtained for the non-unitary optimization surpass the unitary optimization, which numerically shows that the KM is improving the non-unitary control to achieve a higher fidelity for the set of initial states.

To probe the efficiency of the implementation of the
quantum gate, we use the mean fidelity given by

\[
F_m = \frac{1}{N_s} \sum_{i=1}^{N_s} \langle \varphi_i | O^\dagger \rho(T) O | \varphi_i \rangle, \tag{17}
\]

where \( | \varphi_i \rangle \) is a pure random state. The ensemble of pure random matrices \( | \varphi_i \rangle \langle \varphi_i | \) is built in such a way that all states are uniformly distributed according to the Hilbert-Schmidt norm \[27\].

\[\begin{array}{c}
\begin{array}{c}
\textbf{Figure 8.} Panels (a) and (b) refer to the errors dephasing and amplitude-damping, respectively. The results for the mean fidelity considering different initial states proposed in ref. [12], which are given by \( \rho_0(0) = 2/3|0\rangle\langle 0| + 1/3|1\rangle\langle 1| \), \( \rho_1(0) = 1/2(|0\rangle + |1\rangle)(|0\rangle + |1\rangle) \), and \( \rho_2(0) = 1/2|0\rangle\langle 0| + 1/2|1\rangle\langle 1| \). For this case, we employ the weights in Eq. \[3\] as \( w_0 = \sqrt{w_1} \) and \( w_1 = w_2 \).
\end{array}
\end{array}\]

The mean fidelity evaluated for the non-unitary control function \( \varepsilon_{\text{opt}}(t) \), considering these initial states, is also shown in figure 5 by the red crosses, but one can observe that the result for the mean fidelity is very similar to the one found considering \( \varepsilon_{\text{opt}}(t) \).

These results are counter intuitive because it was expected that the optimal function \( \varepsilon_{\text{opt}}(t) \) would improve the mean fidelity evaluated with the unitary optimization \( \varepsilon_{\text{opt}}(t) \), as previously observed for the initial states mean fidelity. To further investigate this scenario, we consider four different types of quantum gates and evaluate the mean fidelity considering \( \gamma = 0.01 \). Such results are shown in figures 8 and 9. In figure 8, we plot the mean fidelity for qubits considering the following quantum gates: \( X = \sigma_x \), \( Y = \sigma_y \), \( Z = \sigma_z \), and \( \pi/8 = |0\rangle\langle 0| + e^{i\pi/4}|1\rangle\langle 1| \). When the dephasing channel is taking into account (Fig. 8(a)), the mean fidelity evaluated with the non-unitary control is higher than the one evaluated with the unitary control for the gates X, Y, and Z, but the gain is very small of the order of 0.05%. On the other hand, the non-unitary optimization provides a less efficient mean fidelity for the amplitude-damping cha-
nel. For qutrits, we use the following quantum gates [24]:

\[
U_1 = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & -e^{-2\pi i/3} & 0 \\
-e^{2\pi i/3} & -1 & 0 \\
0 & 0 & -\sqrt{2}
\end{pmatrix}, \quad (18)
\]

\[
U_2 = \frac{1}{\sqrt{3}} \begin{pmatrix}
1 & 0 & ie^{2\pi i/3} \\
0 & \sqrt{2} & 0 \\
ie^{2\pi i/3} & 0 & 1
\end{pmatrix}, \quad (19)
\]

\[
U_3 = \frac{1}{\sqrt{3}} \begin{pmatrix}
\sqrt{3} & 0 & 0 \\
0 & -\sqrt{2} & ie^{-\pi i/6} \\
0 & ie^{\pi i/6} & -\sqrt{2}
\end{pmatrix}, \quad (20)
\]

and

\[
U_d = \begin{pmatrix}
e^{\pi i/3} & 0 & 0 \\
0 & e^{\pi i/6} & 0 \\
0 & 0 & e^{-\pi i/2}
\end{pmatrix}. \quad (21)
\]

We use the same Hamiltonian described in section IV for the qubit, but we have to alter \( H_1 \) for implementing the gates above for the qutrit. Basically, we have used the matrix elements of \( H_1 \) equal to one in the same position where the quantum gate has a matrix element different from zero. In both panels of figure 9, we can observe that the non-unitary and the unitary present an almost identical value for the mean fidelity. These results show that the unitary optimal control function \( \epsilon_{opt}^u(t) \) is a solution very close to the optimal solution to implement a quantum gate for open quantum systems described by the Markovian master equation in Eq. (1).

V. CONCLUSION

In this work we used the KM for open and closed quantum systems to investigate state preparation and quantum gate implementation. The optimal control function derived by the non-unitary KM is shown to benefit state preparation. The quantum gate implementation, on the other hand, has almost identical mean fidelity for the unitary and non-unitary optimal control functions. This implies that the KM for an open quantum system is not more efficient than the KM for a closed quantum system. The non-unitary KM is unable of creating an optimal control function to operate over all states at the same time since the quantum gate must act over arbitrary input states. As a result, the unitary KM's optimal control function has a similar efficiency to that of the non-unitary KM's. This finding is intriguing since the unitary optimal control functions need only be determined for unitary dynamics and are independent of the decay rate magnitude. The present results also indicates that the development of novel techniques for improving the non-unitary KM's optimal functions deserves further exploration.
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