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Abstract: Two of the main flaws of Benford’s law will be discussed in this article: (i) the first one, which leads the observer to consider an experimental dataset as the result of a single random variable rather than several, makes this law so mysterious; (ii) the second one is that Benford’s probabilities have long been considered as perfect values: this is obviously not the case.
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1. Introduction

Benford’s Law, also called NewcombBenford’s law, is really remarkable: it states that the first digit $d$, $d \in [1, 9]$, of numbers in many naturally occurring collections of data does not follow a discrete uniform distribution, as might be thought, but a logarithmic distribution (see the recent books of Miller [41] and Berger and Hill [10]). Evoked by the astronomer Newcomb in 1881 ([43]), this law was definitively brought to light by the physicist Benford in 1938 ([8]). He proposed the following distribution: the probability for $d$ to be the first digit of a number is equal to $\log(d + 1) - \log(d)$, i.e. $\log(1 + \frac{1}{d})$. Benford tested it over a data set from 20 different domains (surface areas of rivers, sizes of American populations, physical constants, molecular weights, entries from a mathematical handbook, numbers contained in an issue of Reader’s Digest, the street addresses of the first persons listed in American Men of Science, death rates, etc.).
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Numerous empirical data, as economic data ([55, 16]), social data ([31, 42, 28]), demographic data ([48, 39]), physical data ([36, 13, 47, 52, 18, 3, 1]), biological data ([17, 26, 37]), data in psychology ([20, 6, 15]) or internet data ([4]), for instance, conform to Benford’s law ([34, 46]); to such an extent that this law was used to detect possible frauds in lists of socio-economic data ([59, 45, 22, 53, 58, 51, 14, 38]) or in scientific publications ([2]).

Nevertheless many voices were quick to challenge this overly consensual message... First of all, many empirical datasets are known to fully disobey Benford’s law ([50, 32, 57, 54, 7, 19]). In addition to that, this law often appeared to be a good approximation of the reality, but no more than an approximation ([54, 53, 19, 27, 29]). Goodman, for example, in [29], discussed the necessity of introducing an error term. Even the 20 different domains, tested by Benford (in [8]), displayed large fluctuations around theoretical values.

Thus, this law does not seem to be a universal law but it appears in certain specific contexts ([54, 40, 21, 12, 5]). And the groundings and applicability of the Benford law remain highly obscure [60, 9].

In this article we will attempt to counter two of the main errors concerning Benford’s law: (i) the first one is to consider that data derives from a single random variable, belief making Benford’s law particularly mysterious; (ii) the second is related to probability values themselves which are questionable.

2. Counter-intuitive yes but not mysterious at all

Curious, surprising, mysterious, a significant number of such qualifiers have, since its appearance, characterized Benford’s law and still characterizes it; the title of the article published by Benford himself is by the way: *The law of anomalous numbers* ([8])! But, even if it is really counterintuitive, it is all but mysterious.

One of the main error that is made when observing certain experimental datasets is to believe that the data is derived from a single random variable; with a single random variable, the frequencies of each of the nine possible first digits could be quite balanced (especially if the random variable is following a uniform law or even if it covers many orders of magnitude).

But in numerous cases, this assumption, which is intuitively made, is not valid, even if, at first glance, only one random variable seems to underlie the data. Let’s take a few examples; among the domains chosen by Benford himself ([8]), some are undeniably the result of many independent random variables: physical constants, entries from a mathematical handbook, numbers contained...
in an issue of Reader’s Digest, etc. Others, in particular natural quantities,
depend on such a large number of parameters that data can be considered as
the result of multiple (at best non-correlated) random variables: surface areas
of rivers, sizes of american populations, etc.

Emerging from multiple random variables rather than a single one is cru-
cial to the data: conditions for Benford’s law to reach its full potential are in
this way gathered; indeed, by choosing numbers according to randomly selected
distributions, the resulting list will obey Benford’s Law ([33, 34]). Considering
mixtures of uniform distributions, an explanation for the appearance of Ben-
ford’s Law in everyday-life numbers has already been advanced ([24, 30, 35, 11]).
In an article entitled “sufficient conditions for Benford’s law” ([5]), Balanzario
and Sánchez-Ortiz point out that numerous independant random variables make
Benford’s law relevant.

Let us now focus more specifically on the case of addresses first mentioned
by Benford in [8], but also mentioned in [35, 11]. In that case, the distribution
of empirical data is naturally modelled by a sample of uniform distributions:
drawing a random address number in a given street gives, indeed, gives rise to
a random variable uniformly distributed.

In the simplest of cases, more specifically studied in [11], the choice of the
street itself can follow an uniform distribution. Thus, two steps are involved in
the selection of the street number: (i) the drawing of a street, from a uniform
distribution on \{1, ..., H\}, the selected number \(h\) being the highest number in
the considered street (the number \(H\) represents the maximum number that
street numbers can reach), (ii) the drawing of the street number in that se-
lected street, it follows a uniform distribution on \{1, ..., \(h\}\}. There are thus two
successive draws following discrete uniform laws according to this model (see
Figure 1 and [11]).

Let \(S\) be the random variable that maps any draw pair to the highest num-
bers of the selected streets (the pair first component) and \(N\) be the random
variable that maps them to the chosen street numbers (the pair second compo-
nent).

The distribution of the street numbers is as follows:

\[
\forall k \in \{1, ..., H\}, \quad P(\{N = k\}) = \sum_{h=1}^{H} P(\{N = k\} \cap \{S = h\}) = \sum_{h=1}^{H} P(\{S = h\}) \times P_{S=h}(\{N = k\})
\]
Figure 1: Representation of Blondeau Da Silva’s model with two successive draws. The first draw consists in selecting an urn (i.e. a street), the second one consists in selecting a ball in this urn (i.e. a street number). For $h \in \{1, \ldots, H\}$, $p_{(h,k)} = P\{S = h\} \{N = k\}$ are the probabilities of the second draw (in the case where $S = h$), the random variable $N$ following a discrete uniform distribution on the integers $1, \ldots, h$.

$$= \frac{1}{H} \sum_{h=k}^{H} \frac{1}{h}.$$  

Figure 2 shows the shape of the distribution (for $H = 739$).

It has been observed that other factors favour the relevance of Benford’s law; as a matter of fact, it tends to apply more accurately to data that spans several orders of magnitude ([23, 56]). For its part, Formann showed that certain random variables with long right-tailed distributions are compatible with Benford’s law ([25]): it is interesting to note that the distribution resulting from the model studied above is long right-tailed (see Figure 2)!

Considering the distribution of Figure 2, probabilities of drawing each digit can be determined. They are gathered in Table 1.

Probabilities determined by the model in [11] seem to be close to those defined by Benford [8] (see Table 1). Thus, this model is relevant and rather accurate.

It notably unveils the mystery surrounding the existence of predominances in experimental data sets: the predominance of 1 over 2, 2 over 3, 3 over 4 etc. It is simply due to the fact that in the lexicographical order, 1 appears before 2, 2 before 3, 3 before 4 etc.: if we consider the street whose address numbers range from 1 to 200, the proportion of 1 as first digit is of course very high: 0.555! Benford’s law loses some of its mystery. Counter-intuitive yes,
Figure 2: The distribution of address numbers when $H = 739$.

mysterious no!

3. Credence have been given to theoretical values in the analysis of experimental datasets

We can see that probabilities of the proposed model differ from Benford’s ones, even if they are close (see Table 1).

In [11], Blondeau Da Silva showed that, the proportion of each $d$ as leading digit, $d \in [0, 9]$, structurally fluctuates: they do not tend to Benford’s famous values.

Benford’s probabilities through their simple expression and therefore their easy use, has gained great prominence. But its importance has been largely overestimated. In the above model, these probabilities are never reached. The literature, as seen in the introduction, is rich in examples in which Benford’s values are only approximations of the frequencies of first digits in experimental data sets.

This is the second major misunderstanding about Benford: a sometimes blind faith in values that are too simple.
| $d$ | First digit probability | $\log(1 + \frac{1}{d})$ |
|-----|-------------------------|--------------------------|
| 1   | 0.283                   | 0.301                    |
| 2   | 0.203                   | 0.176                    |
| 3   | 0.151                   | 0.125                    |
| 4   | 0.113                   | 0.097                    |
| 5   | 0.083                   | 0.079                    |
| 6   | 0.058                   | 0.067                    |
| 7   | 0.039                   | 0.058                    |
| 8   | 0.036                   | 0.051                    |
| 9   | 0.034                   | 0.046                    |

Table 1: Values of $d$, probabilities that the first digit of the address number is $d$ the maximum address number value being 739 ([11]) and Benford’s law probabilities ([8]), these values being rounded to the nearest thousandth.

**Conclusion**

Finally, Benford’s law does not seem as mysterious as expected, the predominance of small figures as first digit being due to the lexicographical order. Considering an experimental dataset as the realization of several random variables rather than a single one allows us to understand this observation. We must also be careful with Benford’s values, which sometimes give a correct idea of the distribution of digits, but nothing more. Numerous datasets do not or only slightly follow this law. The temptation to reduce digits frequencies in empirical data to excessively simple values is reassuring, but it is a pitfall that has been encountered many times in science.

The Pareto principle on experimental data is no exception: it states that, for many events, roughly 80% of the effects come from 20% of the causes. The 80/20 rule is approximately followed by a power law distribution, the Pareto distribution, and many natural phenomena have been shown empirically to exhibit such a distribution ([44]). But as with Benford’s law, many reservations are expressed. The Pareto principle is an empirical principle, therefore imprecise. Economist and sociologist Thomas Piketty recalls this mathematical evidence in the case of its use concerning the distribution of wealth: “Even today, some people still imagine, following Pareto, that the distribution of wealth would be characterized by an implacable stability, the consequence of an almost divine law. In truth, nothing could be further from the truth: when inequalities
are studied from a historical perspective, what is important and what needs to be explained is not the slight stability, but rather the considerable changes” [49].
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