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Abstract
Electronic health records (EHRs) offer great promises for advancing precision medicine and, at the same time, present significant analytical challenges. Particularly, it is often the case that patient-level data in EHRs cannot be shared across institutions (data sources) due to government regulations and/or institutional policies. As a result, there are growing interests about distributed learning over multiple EHRs databases without sharing patient-level data. To tackle such challenges, we propose a novel communication efficient method that aggregates the optimal estimates of external sites, by turning the problem into a missing data problem. In addition, we propose incorporating posterior samples of remote sites, which can provide partial information on the missing quantities and improve efficiency of parameter estimates while having the differential privacy property and thus reducing the risk of information leaking. The proposed approach, without sharing the raw patient level data, allows for proper statistical inference. We provide theoretical investigation for the asymptotic properties of the proposed method for statistical inference as well as differential privacy, and evaluate its performance in simulations and real data analyses in comparison with several recently developed methods.
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1 | INTRODUCTION

Recent advances in electronic health records (EHRs) databases have enabled us to collect massive EHRs data for healthcare delivery. Such rich, yet complex, data offer great promises for advancing precision medicine, but at the same time, bring some significant analytical challenges. Suppose every hospital collects data from the admitted patients who suffered a stroke, and a hospital wishes to analyze the data to find out the risk factors that influence a certain outcome such as the arrival time to CT. Unfortunately, the number of patients in the hospital can be small and the analysis results can be unreliable, even if the total number of stroke patients in the area can be collectively large. A specious solution would be to borrow the de-identified patient data from other hospitals and incorporate them into the analysis to generate more reliable results. However, this practice is often not feasible as the patient-level data, even after de-identification, cannot be shared across institutions due to the privacy of patients health. One approach to address this challenge is the distributed health data networks (DHDNs, Maro et al. 2009), through which the information of the data can be shared between participants but sharing the individual
patient level data is not allowed. One example of DHDNs is pSCANER (Ohno-Machado et al., 2014) which includes 13 data sites covering 37 million patients and has developed a suit of software tools for privacy-preserving distributed data analysis.

There are two important challenges in the distributed statistical analysis. First, as mentioned, the individual patient level data cannot be exchanged to protect the privacy. These include some of the summary statistics, which can potentially reveal the complete (or a subset of) patients' data. Even providing the gradients of the loss function evaluated at multiple points may result in information leakage. Second, the algorithm must be communication efficient, where we define the communication efficiency in terms of the number of communications between the central site and the remote sites (external data sources) to complete the entire analysis. Requiring one-shot or only a few number of communications between sites is time and cost effective, given that the communications are typically manual. Unfortunately, many of existing distributed learning algorithms require a large number of communications between sites, which can be feasible only if an automated communication system is available. These challenges raise two important research questions; what kind of information could be shared from the external data sources while ensuring communication efficiency and privacy protection, and how the information can be incorporated into the analysis effectively.

Similar questions have been studied in the literature (Hector & Song, 2021, 2020; Kleiner et al., 2015; Shamir et al., 2014; Zhang et al., 2013). Many of them focus on parallel computing involving iterative communications until convergence (Maclaurin & Adams, 2015; Scaman et al., 2018). Although some works address the privacy issue (Abadi et al., 2016; Imtiaz & Sarwate, 2018), those are typically neither communication efficient nor amenable to statistical inference. The divide and conquer approaches, on the other hand, are communication efficient and often comes with a framework for statistical inference (Battey et al., 2018; He et al., 2016; Lee et al., 2017; Lin & Zeng, 2010; Tang et al., 2020; Zhang et al., 2013), but they do not address the data privacy issue carefully. This type of work also includes the recently proposed gradient enhanced loss function based approaches (Fan et al., 2021; Jordan et al., 2019; Wang et al., 2017). In addition, vast majority of the existing distributed learning algorithms are developed for prediction tasks and do not allow for proper statistical inference such as hypothesis testing and inference on treatment effects. Even for the linear regression model which is widely used in analysis of EHR data (Shortreed et al., 2019), there has been very limited work on developing privacy-preserving and communication-efficient methods.

In this paper, we seek to address this significant gap in the literature focusing on the linear regression model. There are only a few existing methods that are communication efficient and amenable to statistical inference. The simplest would be the average mixture (AVGM) of the local estimates or test statistics (Battey et al., 2018; Zhang et al., 2013), but these approaches are not amenable to sparse regressions such as lasso regression and are inflexible in that the testing hypotheses need to be specified before the communication occurs. An alternative could be the global ordinary least square (OLS) estimator which can be constructed by transferring the sufficient statistics of remote sites to the central site. However, even the sufficient statistic of linear regression may disclose patients’ private data. (To see an example, readers are referred to Web Appendix 2.) More recently, Jordan et al. (2019) proposed a communication efficient surrogate likelihood (CSL) approach, which only requires transferring the gradients of the local loss functions evaluated at an initial point. One significant limitation of both AVGM and CSL is that their poor finite sample performance, particularly when the site sample size is relatively small.

Our proposed method overcomes all the aforementioned limitations. Our method aggregates the maximum likelihood estimates (MLEs) from the remote sites in a very clever way that has not been introduced before. One novelty of our work is to view the problem of distributed learning as a missing data problem, so that any solution to a missing data problem can become a potential solution to distributed analysis. Another contribution of this work is to propose incorporating the posterior samples from the remote sites. As noted, if all sufficient statistics for the external data were accessible, the global OLS estimator can be constructed. The remote posterior samples can be seen as a natural random perturbation of the sufficient statistics and can supply partial (noisy) information about the sufficient statistic while mitigating the patients privacy issues. Dimitrakakis et al. (2017) have shown that the posterior samples possess the differential privacy (DP) properties (Dwork & Roth, 2014), but how to incorporate the posterior samples into the analysis has not been answered in the literature. In this work, we introduce an elegant and efficient algorithm that meets the need, which is called the communication efficient distributed analysis of regressions (CEDAR).

The remainder of the paper is organized as follows. In Section 2, we set up the problem and review three existing approaches. In Section 3, we propose our method and derive the algorithm. In Section 4, we show the theoretical properties of the proposed method. Performance is compared through comprehensive simulation studies in Section 5 and real-data analyses in Section 6, and the paper concludes with discussions in Section 7.
2 | BACKGROUND

2.1 | Setup

Suppose there are $M$ sites and each site has the data $(y_m, X_m)$ of sample size $n$ and feature size $p$ for $m = 1, \ldots, M$. Here, $y_m$ is the $n \times 1$ response vector and $X_m$ is the $n \times p$ design matrix. We assume a linear model with Gaussian errors.

$$ y_m = X_m \beta_0 + e_m, \quad (1) $$

where $\beta_0$ is the $p \times 1$ true regression coefficient vector and $e_m \sim \mathcal{N}(0, \Sigma_0)$ is the $n \times 1$ error vector. Let $x_i^m$ denote the $i$th row vector of $X_m$. Although CEDAR does not need the normality for $x_i^m$, we assume for now that $x_i^m \sim \mathcal{N}(0, \Sigma_0)$ to help understanding of the derivation of the CEDAR algorithm which will be discussed in Section 3.

This assumption will be relaxed in the discussion of theoretical properties of CEDAR in Section 4. We assume that the first site (site 1) is the central site, where the analysis is performed, and we have the full access to the local data of the central site. We do not have access to the raw data of the remote sites but have limited access to some partial information which is method specific. Let $N = nM$ be the total sample size.

2.2 | Related works

In estimating the regression coefficients, the simplest approach would be the AVGM model (Zhang et al., 2013), which takes the average of the local OLS estimates,

$$ \hat{\beta}^A = \frac{1}{M} \sum_{m=1}^{M} \hat{\beta}_m, \quad (2) $$

where $\hat{\beta}_m = S_m^{-1}X^T_m y_m$ with $S_m = X^T_m X_m$. This is communication efficient because only one communication is required and it achieves the optimal convergence rate ($\sqrt{N}$-consistent). However, it is not efficient if $n \rightarrow \infty$ since

$$ \text{Var} (\hat{\beta}^A) = \frac{\sigma_0^2 \Sigma_0^{-1}}{M(n-p-1)}, \quad n > p+1, \quad (3) $$

which explains its poor performance when the site sample size $n$ is small.

Another drawback of the AVGM approach is that statistical inference and sparse estimation are not straightforward. Lee et al. (2017) simply applied the hard- and soft-thresholding on the average of the debiased lasso estimates (Javanmard & Montanari, 2014; van de Geer et al., 2014; Zhang & Zhang, 2014). Battey et al. (2018) proposed inference in the spirit of AVGM. For the Wald test, for example, it suggests

$$ \tilde{W}^A = \frac{1}{\sqrt{M}} \sum_{m=1}^{M} \tilde{W}_m \approx \mathcal{N}(0, 1), \quad (4) $$

where $\tilde{W}_m$ are the standard Wald test statistics for the $m$th dataset. However, the hypothesis needs to be fixed before communication, and every additional test requires extra communications.

Alternatively, the sufficient statistic $(S_m, X^T_m y_m, y_m^T y_m)$ can be transferred from all remote sites to the central site, and then the optimal estimator (OPT) can be constructed as follows:

$$ \hat{\beta}^O = \left( \sum_{m=1}^{M} S_m \right)^{-1} \sum_{m=1}^{M} X^T_m y_m, \quad (5) $$

which is asymptotically efficient regardless of the site sample size $n$ since

$$ \text{Var} (\hat{\beta}^O) = \frac{\sigma_0^2 \Sigma_0^{-1}}{N-p-1}, \quad N > p+1. \quad (6) $$

This method is communication efficient and the inference is straightforward because the asymptotic variance can be estimated. However, even the summary statistic $S_m$ can potentially reveal complete data for (a subset of) patients. Therefore, this method is not considered privacy preserving.

Recently, Wang et al. (2017) and Jordan et al. (2019) proposed using, in addition to the full local loss function at the central site, the gradients of the remote loss functions evaluated at a certain initial point $\hat{\beta}$, which is supposed to be close to $\beta_0$. They propose a new loss function called the communication-efficient surrogate likelihood (CSL), which is defined as

$$ \tilde{L}(\hat{\beta}) = L_1(\hat{\beta}) - (\nabla L_1(\hat{\beta}) - \nabla L(\hat{\beta}))^T \beta, \quad (7) $$

where $L_m(\beta) = \frac{1}{n} \sum_{i=1}^{n} L(\beta; x_i^m, y_i^m)$ is the local average loss (negative log likelihood) function at site $m$ and $L(\beta) = \frac{1}{M} \sum_{m=1}^{M} L_m(\beta)$ is the global average loss function, and the CSL estimator is defined as its minimizer; $\hat{\beta}^C = \text{argmin}_{\beta} \tilde{L}(\hat{\beta})$.

Note that the CSL estimator requires one round-trip communication in order to calculate $\nabla L(\hat{\beta})$. The key idea behind Equation (7) is to match the gradients of $\tilde{L}$ and $L$ evaluated at $\hat{\beta}$, that is, $\nabla \tilde{L}(\hat{\beta}) = \nabla L(\hat{\beta})$, hoping that the
minimizers of the two functions become close to each other if $\hat{\beta}$ is close to $\hat{\beta}_0$. The solution achieves the optimal convergence rate if $\hat{\beta}$ converges fast enough to $\beta_0$ (Jordan et al., 2019). However, we observe that the finite sample performance deteriorates if the initial estimator $\hat{\beta}$ is not so accurate. Note that $\hat{\beta}$ is typically chosen to be the local solution of the central site, which is unstable if the site sample size $n$ is small.

3 | METHODS

We propose our method CEDAR. We first present how to aggregate the information from the remote MLEs, and then we propose how we can improve further by incorporating the remote posterior samples.

3.1 | Aggregating remote MLEs

Suppose we have the local MLE $\{ (\hat{\beta}_1, \hat{\sigma}^2_1) \}$ and the remote MLEs $\{ (\hat{\beta}_m, \hat{\sigma}^2_m) \}_{2 \leq m \leq M}$ transmitted from remote databases. Note that the sampling distribution of the MLEs is given by

$$\hat{\sigma}^2_m \sim \frac{\sigma^2}{n} \chi^2_{n-p}, \quad \hat{\beta}_m | S_m \sim N(\beta_0, \sigma^2_0 S_m^{-1}), \quad S_m \sim W(\Sigma_0, n).$$

(8)

Here, $\chi^2_v$ denotes the chi-square distribution with degrees of freedom $v$, and $W$ stands for the Wishart distribution. Note that we have assumed $x_m^{ni} \sim N(0, \Sigma_0)$, in addition to the model assumption (1), for the purpose of deriving the algorithm. However, it is not a necessary condition for the theoretical properties of CEDAR, as it will be relaxed in Section 4. Furthermore, the distribution of $x_m^{ni}$ may not be the same for all datasets. Particularly, the covariance matrix of $x_m^{ni}$ may be heterogeneous across datasets.

The sampling distribution (8) yields the loglikelihood of $(\beta, \sigma^2, \Sigma)$ as follows:

$$l_0(\beta, \sigma^2, \Sigma) = - \frac{N}{2} \log \sigma^2 - \frac{n}{2\sigma^2} \sum_m \hat{\sigma}^2_m - \frac{N}{2} \log |\Sigma|$$

$$- \frac{1}{2\sigma^2} \sum_m (\hat{\beta}_m - \beta)^T S_m (\hat{\beta}_m - \beta)$$

$$+ \frac{n-p}{2} \sum_m \log |S_m| - \frac{1}{2} \text{tr} \Sigma^{-1} \sum_m S_m.$$

Note that this can serve as the density of the confidence distribution (Schweder & Hjort, 2016; Xie & Singh, 2013) for $(\beta, \sigma^2, \Sigma)$ with additional random quantities $S_m$ for $m > 1$. If all $S_m$ were observed, it would be straightforward to find the mode (MLE) of $(\beta, \sigma^2, \Sigma)$. Since $S_m$ are not observed for $m > 1$ ($S_1$ is observed at the central site.), our task is to find the MLE of $(\beta, \sigma^2, \Sigma)$ in the presence of missing values $S_2, ..., S_M$. Any solution to missing value problems can potentially be used, and we take the strategy of marginalizing out those missing values and propose the MLE

$$\hat{\beta}(\hat{\sigma}^2, \hat{\Sigma}) = \text{argmax}_{\beta, \sigma^2, \Sigma} l(\beta, \sigma^2, \Sigma),$$

(9)

where $l(\beta, \sigma^2, \Sigma) = \log \int \cdots \int e^{l_0(\beta, \sigma^2, \Sigma)} dS_2 \cdots dS_M$ is the loglikelihood.

We use the EM algorithm (Dempster et al., 1977) to find the solution of (9). The E-step of EM algorithm requires to calculate the expected value of $l_0(\beta, \sigma^2, \Sigma)$ with respect to the self-conditional distribution given the model parameters. Note that, conditioning on $(\beta, \sigma^2, \Sigma), \{ S_m \}_{m \geq 1}$ are independent and have the Wishart distribution as follows:

$$S_m | \beta, \sigma^2, \Sigma \sim W((\Sigma^{-1} + a_m a_m^T)^{-1}, n + 1),$$

where $a_m = (\hat{\beta}_m - \beta)/\sigma$. Therefore, the conditional expectation is given by

$$E(S_m | \beta, \sigma^2, \Sigma) = (n + 1) \left( \Sigma - \frac{\Sigma a_m a_m^T \Sigma}{1 + a_m^T \Sigma a_m} \right).$$

The M-step of EM algorithm optimizes the expected loglikelihood with respect to $(\beta, \sigma^2, \Sigma)$, which yields the CEDAR algorithm described in Algorithm 1 with $K = 0$ and $A_m = a_m$. Here, $K$ refers to the number of posterior samples that can be additionally incorporated, which is discussed in the following section.

As shown in Section 5, CEDAR with $K = 0$ already works better than any existing method, particularly when the site sample size $n$ is relatively small. However, as $p$ increases, the performance of CEDAR resembles that of AVGMM, perhaps because it becomes difficult to accurately impute the $p \times p$ missing matrix $S_m$. As a remedy, we propose incorporating remote posterior samples.

3.2 | Incorporating remote posterior samples

Suppose, in addition to the remote MLEs, we collect $K$ remote posterior samples $\{ (\hat{\beta}_{mk}, \hat{\sigma}^2_{mk}) \}_{1 \leq k \leq K}$ from each remote site $m = 2, ..., M$. Each remote site generates the posterior samples from the scaled posterior density $p(\beta, \sigma^2 | X_m, y_m) \propto p(y_m | \beta, \sigma^2, X_m)^{1/2} p(\beta, \sigma^2)$, where
the prior \( \pi(\beta, \sigma^2) \propto (\sigma^2)^{-p/2+1} \) is used to ensure the scaled posterior to be proper. These results in the posterior samples being generated under the following sampling distributions.

\[
\tilde{\sigma}_{mk}^2 \sim IG\left(\frac{n}{2\psi}, \frac{n\bar{\sigma}_m^2}{2\psi}\right), \quad \tilde{\beta}_{mk} | \tilde{\sigma}_{mk}^2 \sim \mathcal{N}(\bar{\beta}_m, \psi \tilde{\sigma}_{mk}^2 S_m^{-1}).
\]

Here, \( IG \) stands for the inverse gamma distribution. These posterior samples are sent to the central site.

With these remote posterior samples combined at the central site, the (unmarginalized) loglikelihood is extended to

\[
l_1(\beta, \sigma^2, \Sigma) = l_0(\beta, \sigma^2, \Sigma) + \frac{K}{2} \sum_{m=1} \log |S_m| - \sum_{m=1} \sum_{k} \frac{(\tilde{\beta}_{mk} - \bar{\beta}_m)^T S_m (\tilde{\beta}_{mk} - \bar{\beta}_m)}{2\psi \tilde{\sigma}_{mk}^2}.
\]

We can clearly see that the remote posterior samples provide additional information on \( S_m \).

We still propose the same MLE as in Equation (9) with \( l_0 \) replaced by \( l_1 \). Note that only the E-step needs to be changed compared to the algorithm in Section 3.1 as follows:

\[
E(S_m | \beta, \sigma^2, \Sigma) = (n + K + 1)(\Sigma^{-1} + A_m A_m^T)^{-1},
\]

where \( A_m = [a_m B_m / \sqrt{\psi}] \) with \( B_m = [(\tilde{\beta}_{m1} - \bar{\beta}_m)/\tilde{\sigma}_m^2 \ldots (\tilde{\beta}_{mK} - \bar{\beta}_m)/\tilde{\sigma}_m^2] \). This leads to Algorithm 1 with nonzero \( K \) and \( A_m \). Note that, if \( K > p \), the matrix \( B_m B_m^T \) should be transferred to the central site, instead of \( B_m \), to save communication cost. In this case, the time complexity of the algorithm is \( O(M p^2) \) per iteration. On the other hand, if \( K \leq p \), we can use the Woodbury matrix identity, to replace the E-step with the following:

\[
S_m \leftarrow (n + K + 1)(\Sigma - \Sigma A_m (I + A_m^T \Sigma A_m)^{-1} A_m^T)\Sigma,
\]

for which the time complexity reduces to \( O((K + 1)M p^2) \) per iteration. Therefore, the general time complexity becomes \( O(\min(K + 1, p)M p^2) \) per iteration. Readers are referred to Supporting information Section 5 for the discussion of how to perform sparse regressions with CEDAR.

**Algorithm 1** CEDAR Algorithm

```
1 At Site \( m > 1 \):
2 Compute the MLE \( (\bar{\beta}_m, \bar{\sigma}_m^2) \) and the posterior samples \( B_m \);
3 Send \( (\bar{\beta}_m, \bar{\sigma}_m^2, B_m) \) to the central site (Site 1); \quad // The only communication.
4 At Site 1:
5 Find \( (\hat{\beta}, \hat{\sigma}^2, \hat{S}_1) \);
6 Receive \( (\bar{\beta}_m, \bar{\sigma}_m^2, B_m) \) from Sites \( m = 2, \ldots, M \);
7 Initialize \( \tilde{\beta} \leftarrow \frac{1}{\tilde{\sigma}} \sum_m \bar{\beta}_m; \quad \hat{S} \leftarrow \frac{1}{n} \bar{S}_1; \quad \tilde{\sigma}^2 \leftarrow \frac{1}{N} \sum_m ((\bar{\beta}_m - \tilde{\beta})^T \bar{S}_m (\bar{\beta}_m - \tilde{\beta}) + n\bar{\sigma}_m^2); \)
8 repeat
9 \quad for \( m \leftarrow 2 \) to \( M \) do
10 \quad \quad \quad \hat{a}_m \leftarrow (\hat{\beta}_m - \tilde{\beta})/\hat{\sigma};
11 \quad \quad \quad \hat{S}_m \leftarrow (n + K + 1)(\hat{\Sigma}^{-1} + \hat{A}_m \hat{A}_m^T)^{-1} \text{ where } \hat{A}_m = \begin{bmatrix} \hat{a}_m & B_m / \sqrt{\psi} \end{bmatrix};
12 \quad \quad \quad \tilde{\beta} \leftarrow (\sum_m \hat{S}_m)^{-1} \sum_m \hat{S}_m \bar{\beta}_m;
13 \quad \quad \quad \tilde{\sigma}^2 \leftarrow \frac{1}{N} \sum_m ((\bar{\beta}_m - \tilde{\beta})^T \hat{S}_m (\bar{\beta}_m - \tilde{\beta}) + n\bar{\sigma}_m^2);
14 \quad \quad \quad \hat{\Sigma} \leftarrow \frac{1}{N} \sum_m \hat{S}_m;
15 until convergence;
16 Output: \( (\tilde{\beta}, \tilde{\sigma}^2, \hat{S}_1, \ldots, \hat{S}_M) \);
```
4 | THEORETICAL PROPERTIES

In this section, we investigate the DP properties in the notion of Dwork and Roth (2014) for the posterior samples. Then, we present the asymptotic properties of CEDAR that will form the basis for inference.

4.1 | Differential privacy of posterior samples

DP is a probabilistic system for protecting private information in a dataset in sharing or processing the data. A random procedure $f$, which takes a (deterministic) dataset $D$ as input and generate a random output $f(D)$, is said to be differentially private if the output cannot leak the information of any particular individual in the dataset. To fix the idea, suppose there are two neighboring datasets $D_1$ and $D_2$, where $D_1 = (X, y)$ has $n$ data points and $D_2$ has one more data point $(x, y)$ than $D_1$, or vice versa. The property of DP requires the distribution of $f(D_1)$ and $f(D_2)$ are similar enough that anyone cannot make an inference on the difference between $D_1$ and $D_2$, that is, the extra individual $(x, y)$, based on the outcomes. Dwork and Roth (2014) formalized this idea and define the $(\epsilon, \delta)$-DP property as follows.

**Definition 1.** Let $\beta = f(D)$ be the outcome of a random mechanism which takes a dataset $D$ as input. The mechanism is said to have the $(\epsilon, \delta)$-DP property if, for any Borel set $B \subset \mathbb{R}^p$ and any neighboring datasets $D_1$ and $D_2$, we have

$$P(\beta \in B | D = D_1) \leq e^\epsilon P(\beta \in B | D = D_2) + \delta.$$  (10)

If Equation (10) holds with small $\epsilon$ and $\delta$, it means the two distributions $P(\beta | D_1)$ and $P(\beta | D_2)$ are nearly indistinguishable, and thus it is difficult to tell whether $\beta$ was generated from $D_1$ or $D_2$. Therefore, smaller $\epsilon$ and $\delta$ offer stronger guarantee of privacy protection. In the literature, $\delta$ is typically set to $1/n$ where $n$ is the dataset size and $\epsilon < 1$ is considered strong DP, $\epsilon < 4$ is considered acceptable, and $\epsilon > 8$ considered weak (Abadi et al., 2016; McMahan et al., 2018).

Noting that a set of posterior samples can be seen as an output of a random mechanism which takes a dataset as input, we shall show that it possesses the $(\epsilon, \delta)$-DP property, and therefore the remote posterior samples can carry the information of the remote data while protecting the individual patients’ data of the remote site. Let $S_1 = X^T X$ and $S_2 = S_1 + xx^T$ be the gram matrices for $D_1$ and $D_2$, respectively, and let $\xi_1 = \frac{1}{\psi^2}(\beta_2 - \beta_1)^T S_1 (\beta_2 - \beta_1)$, $\xi_2 = \frac{1}{\psi^2}(\beta_2 - \beta_1)^T S_2 (\beta_2 - \beta_1)$, and $c = x^T S_1^{-1} x$, where $\beta_1$ and $\beta_2$ are the OLS estimates for $D_1$ and $D_2$, respectively.

**Theorem 1.** Suppose $S_1$ is positive definite and $\beta^{(1)}, \ldots, \beta^{(K)}$ are independent posterior samples from $\pi_p(\beta | D)$ where $D = D_1$ or $D = D_2$. For any Borel sets $B_1, \ldots, B_K \subset \mathbb{R}^p$, it follows that

$$\prod_{k=1}^K P(\beta^{(k)} \in B_k | D = D_1) \leq e^\epsilon \prod_{k=1}^K P(\beta^{(k)} \in B_k | D = D_2) + \delta,$$

if

$$\epsilon > \frac{K}{2} \log(1 + c) + \frac{K c}{2} + c \log(1/\delta) + c \sqrt{K(1 + 2\lambda) \log(1/\delta)}.$$  (11)

where $\lambda = (y - x^T \beta_1)^2/(\psi \sigma^2 c)$, and it follows that

$$\prod_{k=1}^K P(\beta^{(k)} \in B_k | D = D_2) \leq e^\epsilon \prod_{k=1}^K P(\beta^{(k)} \in B_k | D = D_1),$$

if

$$\epsilon > \frac{K}{2} \log(1 + c) + \frac{K \xi_2}{2}.$$  (12)

Readers are referred to Web Appendix 3 for the proofs. Theorem 1 shows the mechanism of generating a posterior sample is $(\epsilon, \delta)$-differentially private and provides the lower bounds of $\epsilon$ for any $\delta$. The DP of posterior samples has been discussed in Dimitrakakis et al. (2017) under the assumption that the Lipschitz constant for the loglikelihood is bounded or the prior is tight enough. Note that their work is not applicable to our setting because the Lipschitz constant for the Gaussian loglikelihood with respect to data is unbounded and we consider the flat prior for $\beta$. Moreover, since the results in Dimitrakakis et al. (2017) do not discuss the magnitude of $\epsilon$ and $\delta$, it is unclear how strongly the data can be protected. Theorem 2 constructs the upper bounds (in probability) for $\epsilon_\delta$ in Theorem 1.

**Theorem 2.** Suppose $S_1$ is positive definitive. Assume the outcome variables $y$ and $y'$ are independent and follow the model assumption $y \sim \mathcal{N}(X \beta_0, \sigma^2 I)$ and $y' \sim \mathcal{N}(x^T \beta_0, \sigma^2)$. Then, $\epsilon_\delta$ in Theorem 1 satisfies

$$E(\epsilon_\delta | X, x) \leq -\frac{K}{2} \log(1 + c) + \frac{K c}{2} + \frac{K c}{2\psi} + c \log(1/\delta) + c \sqrt{K(1 + 2(1 + c)/(\psi c)) \log(1/\delta)}.$$
Remark 1. Theorem 2 implies that, if $Kc \to 0$, then $\epsilon_2$ in Equation (11) converges to 0 in probability, which can be shown by the Markov inequality. In fact, it is typical to have $c \approx p/n$. Recalling $n$ is the size of the common dataset $D_1$, the result confirms we have stronger privacy protection as $n \to \infty$ and weaker protection as $K \to \infty$. This clearly poses the tradeoff between the estimation efficiency and the privacy protection.

Note that the bounds for $\epsilon_2$ are independent of $\sigma^2$ as the distributions of the quantities $\xi_2$ and $\lambda$ are independent of $\sigma^2$ under the assumption of Theorem 2. Also note that Theorem 2 provides a tighter bound of $\epsilon$ for the entire $K$ posterior samples than what the composition rule (Dwork and Roth, 2014) can offer, which states we have $(\epsilon' = K \epsilon, \delta' = K \delta)$-DP property for the $K$ independent posterior samples when each posterior sample is $(\epsilon, \delta)$-DP.

4.2 Asymptotic properties and inference

CEDAR has appealing asymptotic properties which make statistical inference feasible. Although the algorithm has been derived under the normality assumption for features and errors, the theoretical properties discussed in this section do not require such normality. In addition to the model assumption (1), we only impose very mild regularity conditions.

Assumption 1. $\sup_{1 \leq m \leq M } \|1/n X_m^T X_m - \Sigma_0^m\|_2 = o_p(1)$ as $n \to \infty$ where $\Sigma_0^m$ are symmetric and positive definite.

Assumption 2. For any $m \geq 1$, $\lambda_{\min}(\Sigma_0^m) > t > 0$ and $\lambda_{\max}(\Sigma_0^m) < T < \infty$.

Assumption 3. $\sup_n \sup_{1 < m \leq M } \|\frac{1}{n} B_m^T B_m - n(X_m^T X_m)^{-1}\|_2 = o_p(1)$ as $K \to \infty$.

Assumption 4. For any $n$, $\lim_{M \to \infty} \frac{1}{M} \sum_m (\frac{1}{n} X_m^T X_m - \Sigma_0^m) = 0$.

All assumptions can be satisfied under trivial situations. Note that the feature vectors $X_m^m$ can have heterogeneous variance $\Sigma_0^m$, and Assumptions 1 and 3 implicitly constrain $M$, the number of datasets. Although our proofs will assume iid Gaussian errors with mean zero, it can easily be relaxed to more general error distributions such as sub-Gaussian with zero mean. Let $(\hat{\Psi}, \hat{\sigma}, \hat{S}_1, ..., \hat{S}_M)$ be the outcome of CEDAR.

Theorem 3. Suppose Assumptions 1–3 hold. Assume $n \to \infty$ and $K/n \to \gamma > 0$ while $M$ is fixed, and let $\Sigma_0$ be the zero of

$$f_0(\Sigma) = \frac{1}{M} \Sigma_0^1 + \frac{1 + \gamma}{M} \sum_{m>1} (\Sigma_0^{-1} + \gamma(\Sigma_0^m)^{-1})^{-1} - \Sigma.$$

Then, it follows that

1. $\hat{\Sigma} - \Sigma_0 \to_p 0$,
2. $\sqrt{N} \Sigma_0 \Sigma_0^{-1/2}(\hat{\beta} - \beta_0) \to_d N(0, \sigma_0^2 I)$,
3. $\hat{\sigma}^2 \to_p \sigma_0^2$,

where

$$\Sigma_s = \frac{1}{M} \Sigma_0^1 + \frac{(1 + \gamma)^2}{M} \sum_{m>1} (\Sigma_0^{-1} + \gamma(\Sigma_0^m)^{-1})^{-1},$$

which can be consistently estimated by

$$\hat{\Sigma}_s = \frac{1}{N} \hat{S}_1 + \frac{1}{NK} \sum_{m>1} \hat{S}_m B_m B_m^T \hat{S}_m.$$
where
\[ \Sigma_n = \frac{1}{M} \sum_m (\Sigma_0^m)^{-1}, \]
which can be, provided that \( K \to \infty \), consistently estimated by
\[ \hat{\Sigma}_n = \frac{n}{M} \hat{\Sigma}_1^{-1} + \frac{n}{MK} \sum_{m>1} B_mB_b^T. \]

Theorem 4 implies, when \( K \) is relative smaller than \( n \), the asymptotic behavior of \( \hat{\beta} \) is similar to that of the AVGM estimator and the variance estimator \( \hat{\Sigma} \) consistently estimates \( \Sigma_0 \) only. The asymptotic variance \( \Sigma_n \) can still be estimated consistently if \( K \to \infty \), but cannot be estimated otherwise due to the lack of information. Corollary 1 considers the special case of Theorems 3 and 4, where \( \Sigma_0^m \) are homogeneous.

**Corollary 1.** Suppose Assumptions 1–3 hold. Assume \( n \to \infty \) and \( K/n \to \gamma \geq 0 \) while \( M \) is fixed. Further assume that \( \Sigma_0^m \) are homogeneous, that is, \( \Sigma_1^0 = \cdots = \Sigma_M^0 = \Sigma_0 \). Then, it follows that

1. \( \hat{\Sigma} - \Sigma_0 \to_p 0, \)
2. \( \sqrt{N}\Sigma_0^{-1/2}(\hat{\beta} - \beta_0) \to_d \mathcal{N}(0, \sigma_0^2 I), \)
3. \( \hat{\sigma}^2 \to_p \sigma_0^2. \)

Distributed learning is particularly useful when each site has a limited number of data but we have access to many remote datasets. Thus, \( n \to \infty \) may not be a feasible assumption from a practical viewpoint, and it becomes an important question what happens when we have a diverging number of datasets (\( M \to \infty \)) while \( n \) is fixed. The next result confirms that CEDAR can still be efficient.

**Theorem 5.** Suppose Assumptions 2–4 hold. Assume \( M \to \infty \) and \( K \to \infty \) while \( n \) is fixed, and let \( \Sigma_0 = \frac{1}{M} \sum_m \Sigma_0^m \). Then, it follows that

1. \( \hat{\Sigma} - \Sigma_0 \to_p 0, \)
2. \( \sqrt{N}\Sigma_0^{-1/2}(\hat{\beta} - \beta_0) \to_d \mathcal{N}(0, \sigma_0^2 I), \)
3. \( \hat{\sigma}^2 \to_p \sigma_0^2. \)

**Remark 2.** When \( \Sigma_0^m \) are homogeneous, Theorem 5 still holds with \( \Sigma_0 \equiv \Sigma_0^m \). Again, it is important to see that Theorem 5 holds without having \( n \to \infty \), while AVGM and CSL (Jordan et al., 2019) require \( n \to \infty \) to achieve the optimal asymptotic variance. To see it, for example, Equation (3) implies
\[ N \text{Var}(\hat{\beta}^A) \to \frac{n}{n-p-1} \sigma_0^2 \Sigma_0^{-1}, \]
as \( M \to \infty \) when \( n \) is fixed. Theorem 5 can hold because CEDAR can incorporate information from remote sites via posterior samples. Of course, we cannot have arbitrarily large number of remote posterior samples in practice if the data privacy issue is in place, as also noted in Remark 1. However, even a small \( K \) brings substantial improvements as we will see in Section 5.

Based on above results, when \( \Sigma_0^m \) are homogeneous, CEDAR suggests the following Wald test statistic for the null hypothesis \( H_0 : \beta_{0j} = b_{0j} \) against \( H_a : \beta_{0j} \neq b_{0j} \). Under \( H_0 \), we have
\[ W_j = \frac{\sqrt{N}(\hat{\beta}_j - b_{0j})}{\hat{\sigma} \sqrt{(\hat{\Sigma}^{-1})_{jj}}} \sim \mathcal{N}(0, 1), \]
suggesting rejecting \( H_0 \) if \( |W_j| > z_{1-\frac{\alpha}{2}} \), where \( \alpha \) is the significance level and \( z_{\alpha} \) is the \( q \)-quantile of the standard normal distribution. Note that CEDAR can perform other tests such as the test of a contrast without additional communication. We can also construct the 100(1 - \( \alpha \))% confidence interval for \( \beta_j \) as follows:
\[ \left( \hat{\beta}_j - z_{1-\frac{\alpha}{2}} \hat{\sigma} \sqrt{(\hat{\Sigma}^{-1})_{jj}/N}, \hat{\beta}_j + z_{1-\frac{\alpha}{2}} \hat{\sigma} \sqrt{(\hat{\Sigma}^{-1})_{jj}/N} \right). \]

**5 | SIMULATION**

We compare CEDAR with existing approaches in three aspects; estimating the regression coefficients, sparse regression, and inference. The competitors include the AVGM approaches (Zhang et al., 2013 for estimating regression coefficients, sparse regression, and inference). The competitors include the AVGM approaches (Zhang et al., 2013 for estimating regression coefficients, sparse regression, and inference). The competitors include the AVGM approaches (Zhang et al., 2013 for estimating regression coefficients, sparse regression, and inference).
TABLE 1

| p  | K  | c = 1 | c = 2⁻¹ | c = 2⁻² | c = 2⁻³ | c = 2⁻⁴ |
|-----|-----|-------|----------|----------|----------|----------|
| 4   | 4   | 0.57  | 0.41     | 0.25     | 0.14     | 0.09     |
| 16  | 3.38| 1.76  | 0.90     | 0.47     | 0.26     |
| 32  | 4   | 3.28  | 1.73     | 0.91     | 0.48     | 0.27     |
| 16  | 7.88| 3.86  | 1.93     | 1.00     | 0.54     |

Note: The (minimum) $\epsilon$ values are reported where $c = p/n$, $\delta = 1/n$, and $\psi = 100$.

are generated from Gaussian $\mathcal{N}(0,1)$, a quarter of the predictors are generated from the uniform distribution $U(-\sqrt{3}, \sqrt{3})$, and the remaining quarter are generated from the Laplace distribution $\mathcal{L}(\sqrt{2})$. The regression coefficients and the response variable are generated from

$$\beta_{0j} \sim \begin{cases} 
U(0,1), & 1 \leq j \leq p/4, \\
0, & p/4 < j \leq p.
\end{cases} \quad y_{0i} | x_{0i}, \beta_0 \sim \mathcal{N}(\beta_0^T x_{0i}, \sigma^2_0).$$

Note that $\Sigma_0^m = I$ for all $m$ and $\sigma^2_0 = 1$ was used. The average performance measures over the 500 simulated datasets are reported for each method.

We first examined the privacy protection levels of the posterior samples for CEDAR$_4$ and CEDAR$_{16}$. Table 1 shows the minimum $\epsilon$ values satisfying Equation (10), which are obtained by Monte Carlo simulation, are reported for the CEDAR versions considered where $c = p/n$ and $\delta = 1/n$. They are strongly differently private except for when $c \approx 1$.

Figure 1A,D shows how the estimation error (log average $L_2$ norm) of the regression coefficients changes as the sample size varies, while the number of sites is fixed. All methods work well when $n \geq 4p$ except for CSL$_1$. (For clear presentation, we have removed CSL$_1$ from all the remaining plots.) However, CEDARs outperform when $n < 4p$ and also perform better as $K$ increases. Particularly when $p$ is small, even CEDAR$_0$, which does not use any remote posterior samples, outperforms AVGM and CSLs. Figure 1B,E shows how the estimation error changes as the number of remote sites increases, while the sample size is fixed. All lines decrease roughly in

FIGURE 1 Simulation results in estimating the regression coefficients. Averages of $L_2$ distance (in log scale) of the estimates from the true regression coefficients are plotted for all methods. This figure appears in color in the electronic version of this paper, and any mention of color refers to that version.
parallel except for CSL$_1$. This implies that no method can attain the optimal asymptotic variance if $n$ is fixed, confirming Remark 2. Only CEDAR can get close to OPT as $K$ increases. In Figure 1C,F, we fix the total sample size $N$, while the number of sites and the sample size vary. It is confirmed again that CEDARs outperform AVGM and CSLs when $n$ is small. We also notice that CSL$_A$ has an outstanding performance when $n \geq 8p$, though it requires an additional communication. The bias and standard errors corresponding to Figure 1 are included in Web Appendix 4 for better understanding of the finite sample operating characteristics.

To compare performance in statistical inference, we conduct the Wald test. Similar to Equation (4), we use the approach of Battey et al. (2018) as an inference version for AVGM. The CSL methods use Equation (13) in Jordan et al. (2019) for estimating the Fisher information, which requires no additional communication. OPT uses the standard Wald test statistic for the full pooled data. CEDAR uses Equation (12). We test the null hypothesis $H_0 : \hat{\beta}_0j = 0$ against $H_a : \hat{\beta}_0j > 0$, for all $j$ individually. The significance level was set to $\alpha = 0.05$. The power to detect nonzero coefficients is estimated from the tests on the $p/4$ nonzero coefficients out of the 500 simulated datasets, and the specificity is calculated from the tests on the $3p/4$ zero coefficients.

Figure 2A,C shows how the power and the specificity change as the sample size $n$ changes, while the number of sites is fixed. The power increases as the sample size increases for all methods, but CEDAR is the only one other than OPT that does well for both power and specificity. Figure 2B,D shows how the power and the specificity change as the number of sites varies, while the site sample size is fixed. All methods suffer a discount in specificity, but only CEDAR, as $K$ increases, shows accurate specificity. Overall, CEDAR shows better performance in terms of both power and specificity than other distributed analysis methods.
FIGURE 3  Boxplots of distance between estimated coefficient and the ordinary least square (OLS) coefficient (upper panels) and boxplots of distance between Wald test statistic vectors (lower panels) for three different settings in real-data analysis. The left panels are obtained when the hospitals with at most 80 patients are included. The middle panels are obtained when the hospitals with at most 500 patients are included. The right panels are obtained when all hospitals are included. This figure appears in color in the electronic version of this article, and any mention of color refers to that version.

6  | APPLICATION

We illustrate how practically useful CEDAR can be when applied to the analysis of real distributed data. We use the Georgia Coverdell Acute Stroke Registry (GCASR) data that cover nearly 80% of acute stroke admissions in Georgia, USA from 2005 to 2013. As analyzed in Deng et al. (2016), we fit the linear model that predicts the arrival-to-CT time of patients using 14 selected features: ‘NIHStrkS’, ‘EMSNote’, ‘LipTotal’, ‘Age’, ‘Gender’, ‘RaceAA’, ‘RaceW’, ‘HlthInsM’, ‘Day’, ‘NPO’, ‘MedHistT’, ‘MedHistTI’, ‘MedHistVP’, and ‘MedHistFHSTK’. There are 42 hospitals which have more than 15 patients, with all patients data that have missing values removed. To highlight the difference of each method, we simulate three different settings which vary with the combination of site sample sizes. In the first setting, we only include the hospitals with at most 80 patients, which results in 626 patients from 13 hospitals. In the second setting, we include hospitals with at most 500 patients, which results in 4,272 patients from 31 hospitals. In the third setting, we include all hospitals, which results in 13,300 patients from 42 hospitals. In all settings, we choose the hospital with the median number of patients as the central site.

As we do not have the gold standard, each method is compared to the full data OLS estimator (OPT). Noting that CEDAR is a stochastic procedure due to the randomness of posterior samples, CEDAR with a nonzero number of posterior samples is performed on 100 replicates, each of which has a different set of posterior samples. Figure 3 shows the $L_2$ distances from the estimates obtained by each method to the optimal estimate $\hat{\beta}^O$ (upper panels), and shows the $L_2$ distances from the Wald test statistics vector obtained by each method to the optimal Wald test statistics vector $\hat{w}^O$ (lower panels). As in simulation, AVG for Wald test uses the method in Battey et al. (2018).

Overall, the results are commensurate with those from the simulation study. In terms of estimation, all methods show improvements as we include more hospitals. Meanwhile, CEDAR shows consistently good performance, while CSL shows the most dramatic changes as the sample size cap and the sample size of the central site increase. In terms of inference, it is not necessarily the case that all methods improve even if we include more hospitals. It is perhaps due to the heterogeneity across datasets, which accumulates as we include more hospitals and poses challenges to the estimation of the Fisher information. Particularly, the CSL approach suffers greater challenges
since it only uses the information from the central site to estimate the Fisher information.

7 | DISCUSSION

We have proposed CEDAR, an MLE-based method for distributed regression models. CEDAR provides enhanced statistical efficiency by aggregating the information from external data through the remote MLEs and the remote posterior samples. This framework enables the proper statistical inference that is highly important for the analysis of EHRs data and can easily accommodate the sparse regressions. CEDAR is communication efficient, has desirable theoretical properties for statistical inference and privacy protection, and is shown to outperform the existing communication-efficient distributed learning methods in numerical studies, particularly when the site sample sizes are small.

One potential limitation of CEDAR compared to the competing methods is its computational costs. If the remote posterior sample size \( K \) is small, CEDAR can be as computationally efficient as others. But the costs can be much higher if both \( p \) and \( K \) large. Nevertheless, our experiments suggest that even a moderate \( K \) can make a significant improvement.

We focused on the linear regression in this paper because the idea can be delivered in the clearest way. The algorithm derivations are exact with no approximation and the theoretical properties of CEDAR inherit the unbiasedness. But the principle of CEDAR is not limited to the linear regression. A future research direction is to build a more general framework encompassing more complex models including the generalized linear models.
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**SUPPORTING INFORMATION**

Web Appendices referenced in Sections 1, 3, 4, and 5 are available with this paper at the Biometrics website on Wiley Online Library. The codes that generate the results of the simulation study are available online; see Web Appendix 1.
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