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In memory of Boris Kupershmidt (†2010), a mathematical light in the mysterious world of “dark” equations

1. Introduction

Boris Kupershmidt wrote in [22], “... observing the Universe, astronomers have concluded that the motion of the stars can not be accounted for unless one assumes that most of the mass in the Universe is carried on by a ‘dark matter’ so far impervious to all attempts at being detected. There is now a similar concept of ‘dark energy’. I shall discuss a different subject, ‘dark equations’. These have never indicated that they influence anything or even exist, but if one supposes that they do exist, one can systematically discover them and study their properties, some of which turn out to be strange and mysterious....”

Amongst such dark equations, B. Kupershmidt singled out the dispersive equations [43, 46] of hydrodynamic type, discovered by B. Riemann in 1860 [40], whose generalized three-component
representatives are
\[ u_t = -2uu_x + h_x, \]
\[ h_t = -(uh)_x + u_{xx} + v_x, \]
\[ v_t = -(uv)_x, \]
and
\[ u_t = -2uu_x + u_{xx} + h_x, \]
\[ h_t = -(uh)_x + v_x, \]
\[ v_t = -(uv)_x, \]
defined on a smooth functional manifold \( M \subset C^\infty(\mathbb{R}; \mathbb{R}^3) \), where \((u, h, v)^T \in M\). We note that (1.1) is a natural extension of a system analyzed by Kupershmidt [22] and (1.2) appeared in [26] as a special case of a countable hierarchy of Burgers type multi-component systems possessing a special two-dimensional matrix Lax representation, whose structure in the 2-component case was recently explained in [3]. With \( v = 0 \), the flow (1.2) was also studied in [11], where the corresponding symmetry recursion operator was constructed. In particular, in [11, 22, 26] the dark integrability of such dispersive equations of hydrodynamic type was demonstrated, owing in part to the fact that the corresponding recursion operators are not always factorized by Poisson structures. The same property was also recently analyzed in [3, 37], where it was shown using differential-algebraic tools that for \( v = 0 \) the flow (1.2)
\[ u_t = -2uu_x + u_{xx} + h_x, \]
\[ h_t = -(uh)_x, \]
has only two local conserved quantities and, when \( h = 0 \), this yields the Burgers hydrodynamic system
\[ u_t = -2uu_x + u_{xx}, \]
which has just one local conserved quantity. Yet it has a nontrivial countable hierarchy of nonlocal conserved quantities. Moreover, the corresponding squared symmetry recursion operator has a non-standard Poisson structure factorization, making it possible to generate [1, 4, 36, 39] a countable hierarchy of mutually commuting Hamiltonian systems. Other examples of dark equations are the Broer–Kaup–Kupershmidt
\[ u_t = -uu_x + u_{xx} - h_x, \]
\[ h_t = -(uh)_x - h_{xx} \]
and the Kaup–Boussinesq
\[ u_t = -2uu_x + h_x/2, \]
\[ h_t = -2(uh)_x + u_{xxx}/2, \]
dispersive hydrodynamic flows, whose integrability and soliton-like solutions were investigated in [5, 22, 23, 30, 36]. Related multi-component dark-type extensions of (1.5) and (1.6) were recently constructed in [8].
We have also obtained Lax representations for some new dark integrable Kaup–Broer type

\[ u_t = -2u_{xx} + 8uu_x + 8(hu)_x + 4hh_x - 4h_{xx}, \]

\[ h_t = 2h_{xx} + 4uh_x + 4hh_x, \]

(1.7)

and

\[ u_t = -uu_x + h_{xxx}, \quad u_t = -uu_x - 2h^{-1}u_{xx}, \]

\[ h_t = -u_xh - uh_x, \quad h_t = -u_xh - uh_x, \]

(1.8)

Burgers type dynamical systems, both of which have only finitely many constants of motion, yet possess many-component bi-Hamiltonian completely integrable generalizations.

In the sequel, we shall understand “dark equations” as nonlinear Lax integrable dynamical systems that have hidden symmetries and related properties such as only finitely many local conservation laws, mixed dissipative and strongly dispersive properties, and unfactored symmetry recursion operators. Another possible characterization consistent with B. Kupershmidt’s work is that an equation is “dark” if it is linearizable, has a finite number of local conservation laws and admits a Lax pair. In the interest of understanding these systems, we examined the flows (1.1) and (1.2) using a novel combination of the gradient-holonomic [1, 5, 36] and differential-algebraic tools [2, 3, 13–16, 37] and proved they possess only a finitely many local conserved quantities. The standard corresponding symmetry recursion operators do not allow Poisson factorization, yet they generate countable hierarchies of mutually commuting nonlinear dynamical systems on \( M \).

A key element in our analysis is determining the Nöther–Lax equation

\[ \frac{d\varphi}{dt} + K^{\ast*} \varphi = 0 \]  

for a vector \( \varphi \in T^*(M) \otimes C \) subject to a given nonlinear dynamical system

\[ \frac{d}{dt}(u, h, v)^T = K[u, h, v] \]

(1.10)

where \( K : M \to T(M) \) is the corresponding smooth vector field on \( M \) and \( K^{\ast*} : T^*(M) \otimes C \to T^*(M) \otimes C \) is the adjoint linear operator on the complexified cotangent space \( T^*(M) \otimes C \) to the Fréchet derivative \( K' : T(M) \otimes C \to T(M) \otimes C \) with respect to the standard bilinear conjugation form \((\cdot, \cdot)\) on \( T^*(M) \otimes C \times T(M) \otimes C \).

We shall analyze the dark integrability properties of the Burgers systems (1.1) and (1.2) in detail to examine their Lie-algebraic and functional-analytic structures, but this is not the most important aspect of our work here. It is, in fact, to demonstrate how our approach can provide an effective and efficient means of analyzing a much wider class of dark equations.

2. Differential-algebraic preliminaries

For completeness we include some differential-algebraic preliminaries [1, 14–18]. We start with the ring \( \mathcal{K} := \mathbb{R}\{\{x, t\}\}, (x, t) \in \mathbb{R} \times (0, T) \), of convergent germs of real-valued smooth functions from \( C^\infty(\mathbb{R}^2; \mathbb{R}) \) and construct the associated differential quotient ring \( \mathcal{K} \{u, h, v\} := Quot(\mathcal{K}[\Theta u, \Theta v]) \) with respect to the functional variables \( u, h, v \in \mathcal{K} \), where \( \Theta \) denotes [14, 17, 21, 41, 41] the standard monoid of all commuting differentiations \( D_x \) and \( D_t \), satisfying the usual Leibniz condition, and
defined by

\[ D_3(x) = 1 = D_t(t), \quad D_t(x) = 0 = D_3(t), \] (2.1a)

The ideal \( I\{u, h, v\} \subset \mathcal{K}\{u, h, v\} \) is called differential if \( I\{u, h, v\} = \Theta I\{u, h, v\} \). In the differential ring \( \mathcal{K}\{u, h, v\} \), interpreted as an invariant differential ideal in \( \mathcal{K} \), there are two naturally defined differentiations

\[ D_t, D_x : \mathcal{K}\{u, h, v\} \rightarrow \mathcal{K}\{u, h, v\}, \] (2.2)

satisfying the commutation relationship

\[ [D_t, D_x] = 0. \] (2.3)

Consider the ring \( \mathcal{K}\{u, h, v\} \), \( u, h, v \in \mathcal{K} \), and the exterior differentiation \( d : \mathcal{K}\{u, h, v\} \rightarrow \Lambda^1(\mathcal{K}\{u, h, v\}) \), \( d : \Lambda^p(\mathcal{K}\{u, h, v\}) \rightarrow \Lambda^{p+1}(\mathcal{K}\{u, h, v\}) \) for \( p \in \mathbb{Z}_+ \), acting in the freely generated Grassmann algebras \( \Lambda(\mathcal{K}\{u, h, v\}) = \oplus_{p \in \mathbb{Z}_+} \Lambda^p(\mathcal{K}\{u, h, v\}) \) over the field \( \mathbb{C} \), where

\[ \Lambda^1(\mathcal{K}\{u, h, v\}) := \mathcal{K}\{u, h, v\}dx + \mathcal{K}\{u, h, v\}dt + \sum_{j,k \in \mathbb{Z}_+} \mathcal{K}\{u, h, v\}du^{(j,k)} + \sum_{j,k \in \mathbb{Z}_+} \mathcal{K}\{u, h, v\}dh^{(j,k)}, \]

\[ u^{(j,k)} := D_t^j D_x^k u, \quad h^{(j,k)} := D_t^j D_x^k h, \quad v^{(j,k)} := D_t^j D_x^k v, \] (2.4)

The triple \( \mathcal{A} := (\mathcal{K}\{u, h, v\}, \Lambda(\mathcal{K}\{u, h, v\}); d) \) will be called the Grassmann differential algebra with generators \( u, h, v \in \mathcal{K} \). In the algebra \( \mathcal{A} \), generated by \( u, h, v \in \mathcal{K} \), one naturally defines the action of differentiations \( D_t, D_x \) and \( \partial / \partial u^{(j,k)}, \partial / \partial h^{(j,k)}, \partial / \partial v^{(j,k)} : \mathcal{A} \rightarrow \mathcal{A} \), \( j, k \in \mathbb{Z}_+ \), as follows:

\[ D_t u^{(j,k)} = u^{(j+1,k)}, \quad D_t h^{(j,k)} = h^{(j+1,k)}, \quad D_t v^{(j,k)} = v^{(j+1,k)}, \]

\[ D_x u^{(j,k)} = du^{(j+1,k)}, \quad D_x h^{(j,k)} = dh^{(j+1,k)}, \quad D_x v^{(j,k)} = dv^{(j+1,k)}, \]

\[ D_t du^{(j,k)} = du^{(j+1,k)}, \quad D_t dh^{(j,k)} = dh^{(j+1,k)}, \quad D_t dv^{(j,k)} = dv^{(j+1,k)}, \]

\[ D_x du^{(j,k)} = du^{(j+1,k)}, \quad D_x dh^{(j,k)} = dh^{(j+1,k)}, \quad D_x dv^{(j,k)} = dv^{(j+1,k)}, \] (2.5)

\[ dp[u, h, v, h] = \sum_{j,k \in \mathbb{Z}_+} \pm \partial P[u, h, v, h] / \partial u^{(j,k)} \wedge du^{(j,k)} + \sum_{j,k \in \mathbb{Z}_+} \pm \partial P[u, h, v, h] / \partial h^{(j,k)} \wedge dh^{(j,k)} + \sum_{j,k \in \mathbb{Z}_+} \pm \partial P[u, h, v, h] / \partial v^{(j,k)} \wedge dv^{(j,k)} := < P[u, h, v], \sum (du, dh, dv) >_{\mathbb{C}}, \]

where \( \wedge \) denotes the standard [18] exterior multiplication in \( \Lambda(\mathcal{K}\{u, h, v\}) \), and for any \( P[u, h, v] \in \Lambda(\mathcal{K}\{u, h, v\}) \) the mapping

\[ P[u, h, v] : \Lambda^0(\mathcal{K}\{u, h, v\})^3 \rightarrow \Lambda(\mathcal{K}\{u, h, v\}), \] (2.6)

is linear. Moreover, the commutation relationships

\[ D_t \partial = d D_t, \quad D_x \partial = d D_x \] (2.7)

hold in the Grassmann differential algebra \( \mathcal{A} \). The following remark [17] is also important.

**Remark 2.1.** Any Lie derivative \( L_V : \mathcal{K}\{u, h, v\} \rightarrow \mathcal{K}\{u, h, v\} \) with \( L_V : \mathcal{K} \subset \mathcal{K} \), can be uniquely extended to the differentiation \( L_V : \mathcal{A} \rightarrow \mathcal{A} \), satisfying \( L_V d = d L_V \).
The variational derivative, or the functional gradient $\nabla P[u,h,v] \in \Lambda(\mathcal{X} \{u,h,v\})^3$ with respect to $u,h,v \in \mathcal{X}$, is defined for any $P[u,h,v] \in \Lambda(\mathcal{X} \{u,h,v\})$ by

\[
\text{grad} P[u,h,v] = P'[u,h,v](1),
\]

where a mapping $P'[u,h,v] : \Lambda^0(\mathcal{X} \{u,h,v\}) \to \Lambda^0(\mathcal{X} \{u,h,v\})^3$ is the formal adjoint for that of (2.5). This is based on the following result for a special case in [13–17, 31].

**Lemma 2.1.** Let the differentiations $D_x$ and $D_t : \Lambda(\mathcal{X} \{u,h,v\}) \to \Lambda(\mathcal{X} \{u,h,v\})$ satisfy (2.5). Then the mapping

\[
\text{Ker grad}/(\text{Im d} + \mathbb{C}) \simeq H^1(\mathcal{A}) := \text{Ker}\{d : \Lambda^1(\mathcal{X} \{u,h,v\}) \to \Lambda^2(\mathcal{X} \{u,h,v\})\}/d\Lambda^0(\mathcal{X} \{u,h,v\})
\]

is a canonical isomorphism, where $H^1(\mathcal{A})$ is the cohomology class of the Grassmann complex $\Lambda(\mathcal{X} \{u,h,v\})$.

It is well known [41] that for $\mathcal{X} \{u,h,v\}$ not all of the cohomology classes $H^1(\mathcal{A})$, $j \in \mathbb{Z}_+$, are trivial. However, one can impose additional restrictions on $u,h,v \in \mathcal{X}$, which give rise to the condition $H^1(\mathcal{A}) = 0$, or equivalently, to the relationship $\text{Ker} \nabla = \text{Im}D_x \oplus \text{Im}D_t + \mathbb{C}$. In addition, the following simple relationship holds:

\[
\text{grad } \left(\text{Im}D_x \oplus \text{Im}D_t\right) = 0.
\]

Using Lemma 2.1, we define the equivalence class $\mathcal{A} := \mathcal{A}/\{\text{Im}D_x \oplus \text{Im}D_t + \mathbb{R}\}$ of functionals; that is, any element $\gamma \in \mathcal{D}(\mathcal{A};dxdt)$ can be represented as an integral $\gamma := \int \int dxdt\gamma(u,h,v) \in \mathcal{D}(\mathcal{A};dxdt)$ for some $\gamma(u,h,v) \in \Lambda(\mathcal{X} \{u,h,v\})$ with respect to the Lebesgue measure $dxdt$ on $\mathbb{R}^2$.

Consider now our two-component dynamical system (1.1) as the polynomial differential constraint

\[
D_t\gamma[u,h,v]^T = K[u,h,v],
\]

imposed on the ring $\mathcal{X} \{u,h,v\}$. The following definitions will be useful for our further analysis.

**Definition 2.1.** Let the reduced ring $\mathcal{X} \{u,h,v\} := \mathcal{X} \{u,h,v\}|_{D_t\gamma[u,h,v]^T = K[u,h,v]}$. Then the triple $\mathcal{A} := (\mathcal{X} \{u,h,v\}, \Lambda(\mathcal{X} \{u,h,v\}), d)$ will be called a reduced Grassmann differential algebra over the reduced ring $\mathcal{X} \{u,h,v\}$.

**Definition 2.2.** Any pair of elements $(\gamma[u,h,v], \rho[u,h,v])^T \in \Lambda^0(\mathcal{X} \{u,h,v\})^2$, satisfying the relationship

\[
D_t\gamma[u,h,v] + D_x\rho[u,h,v] = 0,
\]

is called a scalar conserved quantity with respect to $D_x$ and $D_t$.

In this setting, one can define the spaces of functionals $\mathcal{D}(\mathcal{A};dx) := [\mathcal{A}/\{D_x\mathcal{A}\}$ and $\mathcal{D}(\mathcal{A};dt) := [\mathcal{A}/\{D_t\mathcal{A}\}$ on the reduced Grassmann differential algebra $\mathcal{A}$. From the functional point of view, these factor spaces $\mathcal{D}(\mathcal{A};dx)$ and $\mathcal{D}(\mathcal{A};dt)$ can be understood more classically as the corresponding spaces of suitably defined integral expressions subject to the measures $dx$ and $dt$, respectively. Then (2.12) means that $\gamma := \int dx\gamma[u,h,v] \in \mathcal{D}(\mathcal{A};dx)$ is a conserved quantity for $D_t$, and $\rho := \int dt\rho[u,h,v] \in \mathcal{D}(\mathcal{A};dt)$ is a conserved quantity for $D_x$. 

---
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Since (2.11) defines [17, 18] on the reduced ring $\mathcal{K}\{u,h,v\}$ a smooth vector field $K : \mathcal{K}\{u,h,v\} \to T(\mathcal{K}\{u,h,v\})$, one can construct the corresponding Lie derivative $L_K : \mathcal{K} \to \mathcal{K}$ along this vector field and calculate the differential expression

$$\partial \phi[u,h,v]/\partial t + L_K \phi[u,h,v] = 0$$  \hspace{1cm} (2.13)

for the element $\phi[u,h,v] := \text{grad} \gamma[u,h,v] \in \Lambda^0(\mathcal{K}\{u,h,v\})^3$, where $\gamma \in \mathcal{D}(\mathcal{K}; dx)$ is an arbitrary scalar conserved quantity with respect to $D_t$. One easily calculates that [36] in $\mathcal{K}\{u,h,v\}$ the following Lax relationship is identically satisfied [24], and this leads to the classical Nöther lemma [1, 31, 36].

**Lemma 2.2. (Nöther–Lax)** Let a quantity $\phi[u,h,v] \in \Lambda^0(\mathcal{K}\{u,h,v\})^3$ be such that

$$D_t \phi[u,h,v] + K^{t,x}[u,h,v] \phi[u,h,v] = 0,$$  \hspace{1cm} (2.14)

which is equivalent to (2.13), holds in $\mathcal{K}\{u,h,v\}$ satisfying the differential constraint (2.11). Then, if the Volterra condition $\phi^{t,x}[u,h,v] = \phi[u,h,v]$ is satisfied in the $\mathcal{K}\{u,h,v\}$, the homology functional

$$\gamma := \int_0^1 d\lambda \int dx < \phi[\lambda u, \lambda h, \lambda v], (u,h,v)^T >_{\mathcal{D}(\mathcal{K}; dx)}$$  \hspace{1cm} (2.15)

is a scalar conserved quantity with respect to $D_t$.

Assume now that the system (2.11) possesses a nontrivial differential Lax representation in the matrix form

$$D_x f(x,t;\lambda) = l[u,h,v;\lambda] f(x,t;\lambda),$$  \hspace{1cm} (2.16)

compatible with the adjoint matrix evolution equation

$$D_x f(x,t;\lambda) = p(l)f(x,t;\lambda)$$  \hspace{1cm} (2.17)

for some matrices $l := l[u,h,v;\lambda]$ and $p(l) \in \text{End} \Lambda^n(\mathcal{K}\{u,h,v;D^{-1}_x \sigma[N]\})^n$, acting in a vector space of functions of fixed dimension $n \in \mathbb{N}$, $f(x,t;\lambda) \in \Lambda^n(\mathcal{K}\{u,h,v;D^{-1}_x \sigma[N]\})^n$, analytically depending on the parameter $\lambda \in \mathbb{C}$, where $\mathcal{K}\{u,h,v;D^{-1}_x \sigma[N]\}, N \in \mathbb{Z}_+$, is a nonlocal finitely extended differential ring $\mathcal{K}\{u,h,v\}$. Then the following result (based on the gradient-holonomic approach [1, 35]) holds.

**Proposition 2.1.** The Lax integrable dynamical system (2.11) possesses a countable hierarchy (either finite or infinite) of naturally ordered functionally independent scalar conserved differential quantities

$$D_x \sigma_j[u,h,v] + D_x \rho_j[u,h,v] = 0,$$  \hspace{1cm} (2.18)

where the pairs $(\sigma_j[u,h,v], \rho_j[u,h,v])^T \in \Lambda^0(\mathcal{K}\{u,h,v\})^2$, $j \in \mathbb{Z}_+$.

**Proof.** Assume that the Lax integrable dynamical system (2.11) possesses a countable set of naturally ordered functionally independent scalar conserved quantities (2.18). Let $\mathcal{K}\{u,h,v;D^{-1}_x \sigma[N]\}$
denote the finitely extended differential ring $\mathcal{K}\{u,h,v;\{D_x^{-1}\sigma|u,h,v\} : 0 \leq j \leq N\}$ for an arbitrary $N \in \mathbb{Z}_+$ under the constraints (2.11). Then the Lax equation (2.14) considered on the invariant functional submanifold

$$M_N := \{(u,h,v)^T \in M : \text{grad} < \sigma^{(N)} >_{C^{N+1}} 0, \quad (2.19)$$



$$c^{(N)} \in \mathbb{C}^{N+1}\{0\}, \sigma^{(N)} := (\sigma_0, \sigma_1, ..., \sigma_N)^T \in \Lambda^0(\mathcal{K}\{u,h,v\})^{N+1}.$$ 

allows [1, 36] a special solution $\phi(x;\lambda) \in \Lambda^0(\mathcal{K}\{u,h,v;D_x^{-1}\sigma|N\})^3$ in the form

$$\phi(x;\lambda) \sim \psi(x,t;\lambda) \exp\{\sigma(t;\lambda) + D_x^{-1}\sigma(x,t;\lambda)\} \quad (2.20)$$

with a scalar analytical “dispersion” function $\omega(t;\lambda) : \mathbb{C} \to \mathbb{C}$, determined for all $t \in [0,T)$, where a vector $\psi \in \Lambda^0(\mathcal{K}\{u,h,v\})^3$ and element $\sigma(x,t;\lambda) \in \Lambda^0(\mathcal{K}\{u,h,v\})$ possess the following asymptotic expansions

$$\sigma(x,t;\lambda) \sim \sum_{j \in \mathbb{Z}_+} \sigma_j[u,h,v]|\lambda^{-j+|\sigma|}, \quad \psi(x,t;\lambda) \sim \sum_{j \in \mathbb{Z}_+} \psi_j[u,h,v]|\lambda^{-j+|\psi|} \quad (2.21)$$

as $|\lambda| \to \infty$ for some fixed $|\sigma|,|\psi| \in \mathbb{Z}_+$. Moreover, owing to (2.20), all of the scalar functionals

$$\gamma_j := \int dx \sigma_j[u,h,v] \quad (2.22)$$

for $j \in \mathbb{Z}_+$ are conserved quantities with respect to $D_t$. Now, conversely, if (2.14) possesses an asymptotic (as $|\lambda| \to \infty$) solution in the form (2.20) $\phi[u,h,v;\lambda] \in \Lambda^0(\mathcal{K}\{u,h,v;D_x^{-1}\sigma|N\})^3$ with compatible expansions (2.21), then all of the scalar functionals (2.22) are, a priori, the conserved quantities with respect to the $D_t$. That is, there exist scalars $\rho_j[u,h,v] \in \Lambda^0(\mathcal{K}\{u,h,v\}), j \in \mathbb{Z}_+$, satisfying (2.18). The analytical expressions for representation (2.20) and asymptotic expansions (2.21) for a Lax integrable dynamical system (2.11) readily follow both from the general theory of asymptotic solutions [9, 42], applied to the linear matrix differential system (2.16), and from the fact [1, 10, 29, 36] that the trace functional $\Delta[u,h,v;\lambda] := \text{tr}S(x;\lambda) \in \mathcal{D}(\mathcal{K}\{dx\}) \cap \mathcal{D}(\mathcal{K}\{dt\})$ is for almost all $\lambda \in \mathbb{C}$ a conserved quantity with respect to both $D_t$ and $D_x$. Here the expression

$$S(x;\lambda) := F(x,t;\lambda)C(\lambda)F^T(x,t;\lambda) \in \Lambda^0(\mathcal{K}\{u,h,v;D_x^{-1}\sigma|N\})^n \quad (2.23)$$

satisfies the important characteristic matrix differential relationship

$$D_tS(x;\lambda) = [l[u,h,v;\lambda],S(x;\lambda)], \quad (2.24)$$

and is defined by means of some constant matrix $C(\lambda) \in \text{End} \mathbb{C}^n$ and of the fundamental solutions $F(x,t;\lambda)$ and $F(x,t;\lambda) \in \text{End}\Lambda^0(\mathcal{K}\{u,h,v;D_x^{-1}\sigma|N\})^n$, $(x,t) \in \mathbb{R} \times [0,T)$, to

$$D_xf(x,t;\lambda) = l[u,h,v;\lambda]f(x,t;\lambda) \quad (2.25)$$

and, respectively, its adjoint

$$D_xf^*(x,t;\lambda) = -l[u,h,v;\lambda]^Tf^*(x,t;\lambda), \quad (2.26)$$

where $f(x,t;\lambda),f^*(x,t;\lambda) \in \Lambda^0(\mathcal{K}\{u,h,v;D_x^{-1}\sigma|N\})^n$. Consequently [1, 36],

$$\text{grad}\Delta(\lambda)[u,h,v] := \phi[u,h,v;\lambda] = \text{tr}(l^*S)[u,h,v;\lambda] \quad (2.27)$$

owing to Lemma 2.2 a priori satisfies the Lax equation (2.14). Then desired result then follows from the asymptotic properties of linear equations (2.25) and (2.26). 
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An important consequence of Proposition 2.1 is that (2.24) and (2.27) make it possible, via their analytical structure, to retrieve the a priori unknown linear Lax spectral problem (2.16) and next to apply it to finding exact solutions to (2.11) by means of the inverse spectral transform method [7, 10, 28, 29] and the related algebro-geometric [29] tools and techniques.

3. Three-component polynomial Burgers systems and their integrability

3.1. Integrability analysis of the dispersive hydrodynamic flow (1.1)

We now analyze the Lax integrability of the dynamical system (1.1). To do this using the above approach, we must prove that the Lax equation (2.14) has an asymptotic solution of the form (2.20) in $\mathcal{K}\{u, h, v; D_x^{-1}\sigma[N]\}^3$.

Proposition 3.1. The Lax equation (6) with the differential matrix operator

$$K^{x+t}[u, h, v] = \left(\begin{array}{ccc} 2uD_x hD_x + D_x^2 vD_x & 0 & 0 \\ -D_x & uD_x & 0 \\ 0 & -D_x & uD_x \end{array}\right),$$

possesses the asymptotic solution

$$\varphi(x; \lambda) = (1/\lambda, 1, \lambda)^T g(x; \lambda) \exp[-\lambda^3 t - \lambda^2 x - D_x^{-1}(u\lambda + h + \lambda^{-1}v)]$$

as $|\lambda| \to \infty$, where the scalar invertible element

$$g(x; \lambda) := \exp(-u\lambda^{-1} + (u^2/2 - h)\lambda^{-2} + \sum_{j \in \mathbb{Z} \setminus \{0, 1, 2\}} D_x^{-1}\sigma_j[u, h, v]/\lambda^j) \in \Lambda^0(\mathcal{K}\{u, h, v\}) \cdot (3.3)$$

The solution (3.2) corresponds to the local conserved quantity $\Delta(\lambda) := \int dx(u\lambda + h + \lambda^{-1}v) \in \partial(\mathcal{K} dx)$ in the finitely extended ring $\mathcal{K}\{u, h, v; D_x^{-1}\sigma[N]\}^3$.

Proof. Assume that the Lax equation (2.14) possesses the asymptotic solution (2.20) as $|\lambda| \to \infty$, where $\omega(x, t; \lambda) = -\lambda^3 t - \lambda^2 x$,

$$\varphi(x; \lambda) = \psi(x, t; \lambda) \exp\{-\lambda^3 t - \lambda^2 x + D_x^{-1}\sigma(x, t; \lambda)\}$$

and

$$\psi(x, t; \lambda) = (1, a(x, t; \lambda), b(x, t; \lambda))^T,$$

which reduces to an equivalent system of the differential-functional relationships

$$a D_x^{-1} d\sigma/dt + da/dt - \lambda^3 a + 2u\sigma_x + 2ua\sigma - 2u\lambda^2 a - h\lambda^2$$
$$+ h\sigma + \sigma_x + \lambda^4 - 2\lambda^2 \sigma + \sigma^2 + vb_x + vbb - \lambda^2 v = 0;$$
$$D_x^{-1} d\sigma/dt - \lambda^3 - a_x - a\sigma - \lambda^2 u = 0;$$
$$db/dt - \lambda^3 b + b D_x^{-1} d\sigma/dt - \sigma + \lambda^2 + ub_x + ub\sigma - \lambda^2 ub = 0.$$ (3.7)

The coefficients of the corresponding asymptotic expansions

$$a(x, t; \lambda) \sim \sum_{j \geq -1} a_j[u, h, v] \lambda^{-j}, \quad b(x, t; \lambda) \sim \sum_{j \geq 0} b_j[u, h, v] \lambda^{-j}, \quad \sigma(x, t; \lambda) \sim \sum_{j \geq -1} \sigma_j[u, h, v] \lambda^{-j},$$

(3.8)
Proposition 3.2. The nonlinear hydrodynamic system \((1.1)\) possesses only three \(\lambda\)-ordered conserved quantities that, in part, entails its Lax integrability.

\[
\sum_{k \in \mathbb{Z}_+} a_{j-k} D_x^{-1} d\sigma_k / dt + da_j / dt - a_{j+3} + 2u \sigma_{j,x} + 2u \sum_{k \in \mathbb{Z}_+} a_{j-k} \sigma_k - 2u^2 a_{j+2} + h \sigma_{j,h} - h \delta_{j,-2} + \sigma_{j,x} + \delta_{j,-4} - 2\sigma_{j+2} + \sum_{k \in \mathbb{Z}_+} \sigma_{j-k} \sigma_k + +vb_j + v \sum_{k \in \mathbb{Z}_+} b_{j-k} \sigma_k - v b_{j+2} = 0;
\]
\[
D_x^{-1} d\sigma_j / dt - \delta_{j,-3} - a_{j,x} - \sum_{k \in \mathbb{Z}_+} a_{j-k} \sigma_k + a_{j+2} + ua_j - u \delta_{j,-2} = 0;
\]
\[
db_j / dt - b_{j+3} + \sum_{k \in \mathbb{Z}_+} b_{j-k} D_x^{-1} \sigma_{k,d} - \sigma_j + \delta_{j,-2} + +ub_j + u \sum_{k \in \mathbb{Z}_+} b_{j-k} \sigma_k - ub_{j+2} = 0,
\]

(3.9)

compatible for all \(j \in \mathbb{Z}_+ \cup \{-4,-3,-2,-1\}\). It is easy to calculate from (3.9) the corresponding coefficients

\[
\sigma_{-1} = u, \quad \sigma_0 = -h, \quad \sigma_1 = -u_x - v, \quad \sigma_2 = -h_x + uu_x, \quad \sigma_{j+2} = D_x r_j, \ldots ;
\]
\[
a_{-1} = 1, \quad a_0 = 0, \quad a_1 = 1, \quad a_2 = 0, \quad a_3 = 0, \ldots a_j = 0, \ldots ;
\]
\[
b_1 = 1, \quad b_2 = 0, b_3 = 0, \ldots b_j = 0, \ldots
\]

for some local functionals \(r_j \in \Lambda^0(\mathcal{X}\{u,h,v\}), j \in \mathbb{Z}_+\), and conclude that only three functionals

\[
\gamma_{-1} := \int dx \sigma_{-1}[u,h,v] = \int dx u, \quad \gamma_1 := \int dx \sigma_1[u,h,v] = \int dx h,
\]
(3.11)

\[
\gamma_2 := \int dx \sigma_2[u,h,v] = \int dx v
\]

are nontrivial conserved quantities with respect to \(D_x\), since all other functionals for \(j \in \mathbb{Z}_+ \setminus \{0,1,2\}\)

\[
\gamma_j := \int dx \sigma_j[u,h,v] = \int dx D_x (...) = 0
\]
(3.12)

are trivial in the ring \(\mathcal{X}\{u,h,v\}\). Equivalently, the gradient \(\varphi(x;\lambda) := \text{grad} \int dx (\lambda u + h + \lambda^{-1}v) = (\lambda,1,\lambda^{-1})^T\) satisfies the Lax equation (2.14) in the ring \(\mathcal{X}\{u,h,v\}\) and thus it should coincide with the expression (3.5). In particular, one can readily show that

\[
\varphi(x;\lambda) = (\lambda,1,\lambda^{-1})^T g(x;\lambda) \exp[-\lambda^3 t - \lambda^2 x - D_x^{-1}(\lambda u + h + \lambda^{-1}v)],
\]
(3.13)

holds, where the scalar invertible element

\[
g(x;\lambda) := \exp[-u \lambda^{-1} + (a^2/2 - h) \lambda^{-2} + D_x^{-1} \sigma_j[u,h,v]/\lambda^j]
\]
(3.14)

is a local functional from \(\Lambda^0(\mathcal{X}\{u,h,v\})\), giving rise to (3.2) and (3.3), which completes the proof.

\[\square\]

As an important consequence in the gradient-holonomic integrability context [1,36] of the calculations above, we can formulate the following proposition.

**Proposition 3.2.** The nonlinear hydrodynamic system \((1.1)\) possesses only three \(\lambda\)-ordered conserved quantities that, in part, entails its Lax integrability.
From the expression (3.2) one easily finds that the following linear differential relationships

\[ D_x \varphi_j = -(\lambda^2 + u\lambda + h + v\lambda^{-1})\varphi_j - [u_\lambda\lambda^{-1} + (h - uu_\lambda)\lambda^{-2} - r(x; \lambda)]\varphi_j, \quad (3.15) \]

hold for \( j = 1, 2, 3 \) and all \( \lambda \in \mathbb{C} \), where the local functional \( r(x; \lambda) \in \Lambda^0(\mathcal{H} \{ u, h, v \}) \) is defined as \( |\lambda| \to \infty \) by means of the asymptotic expansion

\[ r(x; \lambda) \sim \sum_{j=2}^{\infty} D_x^{-1}\sigma_j[u, h, v]/\lambda^j. \quad (3.16) \]

The existence of the \( \lambda \)-ordered asymptotic solution as \( |\lambda| \to \infty \) (3.5) means in the gradient-holonomic integrability approach [1, 36], that there exists a related linear spectral problem in the differential form

\[ D_x f(x; \lambda) = l[u, h, v; \lambda]f(x; \lambda), \quad (3.17) \]

where, in general, a matrix mapping \( l : M \times \mathbb{C} \to \text{End} \Lambda^0(\mathcal{H} \{ u, h, v \})^n \) can be chosen to satisfy the natural zero-trace constraint \( \text{tr}(l[u, h, v; \lambda]) = 0 \). It is important to observe that it follows from the general theory [9, 42] of asymptotic solutions to linear differential equations that there is a simple relationship between the dimension \( n \in \mathbb{Z}_+ \) of the matrix \( l[u, h, v; \lambda] \in \text{End} \Lambda^0(\mathcal{H} \{ u, h, v \})^n \) and the number \( n_{as} \in \mathbb{Z}_+ \) of asymptotic expansions with different hierarchies of the conserved quantities for the Lax integrable nonlinear dynamical system (1.10); namely \( n_{as} + 1 = n \). Turning back to the characteristic system (2.14) one easily finds that it has only one nontrivial asymptotic expansion (3.2), which implies that \( n = \text{dim}l[u, h, v; \lambda] = 2 \). Taking this into account along with

\[ \varphi_1(x; \lambda) = \lambda^{-1}\varphi_2(x; \lambda), \quad \varphi_3(x; \lambda) = \lambda\varphi_2(x; \lambda), \quad (3.18) \]

one finds, owing to Theorem 2.1, that

\[ \varphi_1(x; \lambda) = \lambda^{-1}f_{11}(x; \lambda)^2e^{q(x; \lambda)}, \quad \varphi_2(x; \lambda) = f_{11}(x; \lambda)^2e^{q(x; \lambda)}, \quad \varphi_3(x; \lambda) = \lambda f_{11}(x; \lambda)^2e^{q(x; \lambda)}, \quad (3.19) \]

for the \((1, 1)\)-component of the two-dimensional \textit{a priori} nonlocal fundamental matrix \( F(x; \lambda) \in \text{End} \Lambda^0(\mathcal{H} \{ u, h, v; D_x^{-1}\sigma[3] \})^2 \) and some local functional \( q(x; \lambda) \in \Lambda^0(\mathcal{H} \{ u, h, v \}) \), which can be chosen dependent only on the local functional (3.16) as \( q(x; \lambda) := -u\lambda^{-1} - (u^2/2 - h)\lambda^{-2} - r(x; \lambda) \). Taking into account (3.19) and (3.15), we can rewrite them as a one equation with respect to \( f_{11}(x; \lambda) \in \Lambda^0(\mathcal{H} \{ u, h, v; D_x^{-1}\sigma[3] \}) \):

\[ D_x f_{11}(x; \lambda) = -\frac{1}{2}(\lambda^2 + u\lambda + h + v\lambda^{-1})f_{11}(x; \lambda), \quad (3.20) \]

which holds for all \( \lambda \in \mathbb{C} \setminus \{0\} \) and \( x \in \mathbb{R} \). It is now easy to find the corresponding equation for the nonlocal \((2, 1)\)-component \( f_{21}(x; \lambda) \in \Lambda^0(\mathcal{H} \{ u, h, v; D_x^{-1}\sigma[3] \}) \) of \( F(x; \lambda) \):

\[ D_x f_{21}(x; \lambda) = \chi[u, h, v; \lambda]f_{11}(x; \lambda) + \frac{1}{2}(\lambda^2 + u\lambda + h + v\lambda^{-1})f_{11}(x; \lambda), \quad (3.21) \]

where the \textit{a priori} local functional \( \chi[u, h, v; \lambda] \in \Lambda^0(\mathcal{H} \{ u, h, v \}) \) can, in particular, be found from the condition that there exists a local matrix \( p(l) \in \text{End}\Lambda^0(\mathcal{H} \{ u, h, v \})^2 \) for which the following
two systems of the Lax–Zakharov–Shabat type equations

\[ \frac{d}{dt} f(x; \lambda) = p(l)f(x; \lambda) \]  

(3.22)

and

\[ D_x f(x; \lambda) = l[u, h, v; \lambda] f(x; \lambda), \]  

(3.23)

are compatible. Here \( f(x; \lambda) := (f_{11}(x; \lambda), f_{21}(x; \lambda))^T \in \mathbb{R}^0(\mathcal{K}^0\{u, h, v; D^{-1}_x \sigma | \mathcal{X}\}) \) and

\[ l[u, h, v; \lambda] := \begin{pmatrix} -1/2 (\lambda^2 + u\lambda + h + v\lambda^{-1}) & 0 \\ \chi[u, h, v; \lambda] & 1/2 (\lambda^2 + u\lambda + h + v\lambda^{-1}) \end{pmatrix}. \]  

(3.24)

Another, actually more efficient and effective, way of finding \( \chi[u, h, v; \lambda] \) consists in determining the corresponding gradient element \( \phi(x; \lambda) \in \mathbb{R}^0(\mathcal{K}^0\{u, h, v; D^{-1}_x \sigma | \mathcal{X}\}) \) by means of (2.27), using the linear spectral equation (3.23) and (2.23), and next checking its compatibility with the determining Nöther-Lax equation (2.14). It can be readily shown that \( \chi[u, h, v; \lambda] \) is a constant, which can be taken as \( \chi[u, h, v; \lambda] = 1 \), for all \( \lambda \in \mathbb{C} \). Thus, the linear Lax spectral problem (3.23) for the system (1.1) is governed by the following \( l[u, h, v; \lambda] \)-matrix:

\[ l[u, h, v; \lambda] := \begin{pmatrix} -1/2 (\lambda^2 + u\lambda + h + v\lambda^{-1}) & 0 \\ \chi[u, h, v; \lambda] & 1/2 (\lambda^2 + u\lambda + h + v\lambda^{-1}) \end{pmatrix}. \]  

(3.25)

The exact form of (3.23) makes it possible to obtain the recursion operator related to (1.1), namely

\[ \Lambda \phi(x; \lambda) = \lambda \phi(x; \lambda) \]  

(3.26)

for all \( \lambda \in \mathbb{C} \setminus \{0\} \) and \( x \in \mathbb{R} \). The recursion operator expression:

\[ \Lambda = \begin{pmatrix} -D_x^{-1} u D_x - D_x^{-1} h D_x - D_x^{-1} v D_x & 0 \\ 1 & 0 \\ 0 & 1 \end{pmatrix}, \]  

(3.27)

satisfying the linear operator Lax equation

\[ D_t \Lambda = [\Lambda, K^\prime]. \]  

(3.28)

on \( M \) can be readily derived from (3.26) and (2.14), taking into account that the adjoint (to (3.27)) symmetry recursion operator

\[ \Phi := \Lambda^* = \begin{pmatrix} -D_x u D_x^{-1} & 1 & 0 \\ D_x - D_x h D_x^{-1} & 0 & 1 \\ D_x v D_x^{-1} & 0 & 0 \end{pmatrix}, \]  

(3.29)

satisfies the (adjoint to (3.28)) linear operator Lax equation

\[ D_t \Phi = [\Phi, K^\prime]. \]  

(3.30)

on the functional manifold \( M \).
To construct the countable hierarchy of nonlinear dynamical systems on $M$ resulting from the linear spectral problem (3.23), it suffices to calculate [1, 4, 12, 27, 31, 36] the degree expression

$$\frac{d}{dt_n}(u, h, v)^T = \Phi''(u_x, v_x, h_x)^T := K_n[u, h, v]$$  \hspace{1cm} (3.31)

for all $n \in \mathbb{Z}_+$, where $t_n \in \mathbb{R}$ are the corresponding new evolution parameters. As a simple example of (3.31) for $n = 1$, one retrieves the Burgers system (1.1)

$$\frac{d}{dt_1}(u, h, v)^T = \begin{pmatrix}
-2uu_x + h_x \\
-(uh)_x + u_{xx} + v_x \\
-(uv)_x
\end{pmatrix},$$  \hspace{1cm} (3.32)

with evolution parameter $t_1 = t \in [0, T]$.

We next represent the countable hierarchy of nonlinear dynamical systems (3.31) in a more general alternative form. Having defined on $M$ a generating flow

$$\frac{d}{d\tau}(u, h, v)^T := (D_\lambda \alpha(x; \lambda), D_\lambda \beta(x; \lambda), D_\lambda \xi(x; \lambda))^T$$  \hspace{1cm} (3.33)

with respect to an evolution parameter $\tau \in \mathbb{R}$ by means of the asymptotic expression

$$(D_\lambda \alpha(x; \lambda), D_\lambda \beta(x; \lambda), D_\lambda \xi(x; \lambda))^T \sim \sum_{n \in \mathbb{Z}_+} \lambda^{-n} K_n[u, h, v]$$  \hspace{1cm} (3.34)

for the vector $(\alpha, \beta, \xi)^T \in T(M) \otimes \mathbb{C}$, satisfying the important symmetry relationship

$$\Phi(D_\lambda \alpha(x; \lambda), D_\lambda \beta(x; \lambda), D_\lambda \xi(x; \lambda))^T = \lambda^2 (D_\lambda \alpha(x; \lambda), D_\lambda \beta(x; \lambda), D_\lambda \xi(x; \lambda))^T.$$  \hspace{1cm} (3.35)

This makes it possible to rewrite the relationship (3.33) in the equivalent form as

$$\frac{d}{d\tau}(\lambda u + h + \lambda^{-1} v) = D_\lambda^2 \alpha(x; \lambda) - D_\lambda[(\lambda u + h + \lambda^{-1} v)\alpha(x; \lambda)]$$  \hspace{1cm} (3.36)

with local element $\alpha(x; \lambda) \in \Lambda^0(\mathcal{F} \{u, h, v\})$, owing to the expression (3.34), having the asymptotic expansion

$$\alpha(x; \lambda) \sim \sum_{n \in \mathbb{Z}_+} \lambda^{-n} \alpha_n[u, h, v].$$  \hspace{1cm} (3.37)

as $|\lambda| \to \infty$. To rewrite each flow (3.31) from (3.36), it suffices to observe that for each $n \in \mathbb{Z}_+$ and $\lambda \in \mathbb{C}\setminus\{0\}$

$$\frac{d}{dt_n}(\lambda u + h + \lambda^{-1} v) = D_\lambda^2 \alpha_n(x; \lambda) - D_\lambda[(\lambda u + h + \lambda^{-1} v)\alpha_n(x; \lambda)],$$  \hspace{1cm} (3.38)

where

$$\alpha_n(x; \lambda) := (\lambda^n \alpha(x; \lambda))^+,$$  \hspace{1cm} (3.39)

that is the corresponding polynomial part of the asymptotic expansion as $|\lambda| \to \infty$ for the local functional $\lambda^n \alpha(x; \lambda) \in \Lambda^0(\mathcal{F} \{u, h, v\})$. 
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As easily follows from the recurrent relationship (3.35), the symmetry recursion operator $\Phi : T(M) \otimes \mathbb{C} \rightarrow T(M) \otimes \mathbb{C}$ satisfies the differential relationships

$$\frac{d}{dt_n} \Phi = [K', \Phi]$$

(3.40)

for all $n \in \mathbb{Z}_+$. This implies that the whole countable hierarchy of (3.31) are mutually commuting.

**Remark 3.1.** All the analysis above was performed for the case when the local functional $\chi[u, h, v; \lambda] \in \Lambda^0(\mathcal{X}\{u, h, v\})$ in the $l$-operator (3.24) was constant owing to the compatibility between (2.27) and (2.14). If this local functional is asserted to be nonconstant, it is easy to see that (3.24) is significantly modified, giving rise to a different symmetry recursion operator expression, which generates another countable hierarchy of nonlinear dynamical systems on $M$.

Recall now that for the linear Lax spectral problem (3.23) there should be associated evolution equations (3.22) for the vector function $f = (f_{11}, f_{21})^T \in \Lambda^0(\mathcal{X}\{u, h, v; D^{-1}_x \sigma[3]\})^2$ of the form

$$\frac{d}{dt_n} f(x; \lambda) = p_n(l) f(x; \lambda),$$

(3.41)

governed by matrices $p_n(l) \in \text{End} \Lambda^0(\mathcal{X}\{u, h, v; D^{-1}_x \sigma[3]\})^2$, $n \in \mathbb{Z}_+$, which are yet to be determined. To construct these matrices, we shall use (3.38) and observe that the following linear evolution equations are compatible with that of (3.20) for all $n \in \mathbb{Z}_+$. Similarly, we have

$$\frac{d}{dt_n} f_{21}(x; \lambda) = \eta_n[u, h, v; \lambda] f_{11}(x; \lambda) - \frac{1}{2}[(\lambda^2 + u\lambda + h + v\lambda^{-1})\alpha_n(x; \lambda) - D_x \alpha_n(x; \lambda)] f_{21}(x; \lambda),$$

(3.42)

where the local functionals $\eta_n[u, h, v; \lambda] \in \Lambda^0(\mathcal{X}\{u, h, v; D^{-1}_x \sigma[3]\})$, $n \in \mathbb{Z}_+$, are to be determined from the corresponding compatibility condition of the equations (3.42) with vector component equation (3.21). Simple calculations yield

$$D_x \eta_n(x; \lambda) - (\lambda^2 + u\lambda + h + v\lambda^{-1})\eta_n(x; \lambda) = (\lambda^2 + u\lambda + h + v\lambda^{-1})\alpha_n(x; \lambda) - D_x \alpha_n(x; \lambda),$$

(3.43)

which holds for all $\lambda \in \mathbb{C}\{0\}$ and $n \in \mathbb{Z}_+$, and make it possible to find that

$$\eta_n(x; \lambda) = -\alpha_n(x; \lambda)$$

(3.44)

for all $n \in \mathbb{Z}_+$. Thus, the vector function $f = (f_{11}, f_{21})^T \in \Lambda^0(\mathcal{X}\{u, h, v; D^{-1}_x \sigma[3]\})^2$ satisfies the evolution equations (3.41) with the governing matrix expressions

$$p_n(l) = \begin{pmatrix}
\frac{1}{2}[(\lambda^2 + u\lambda + h + v\lambda^{-1})\alpha_n(x; \lambda) & 0 \\
-D_x \alpha_n(x; \lambda) & 0 \\
-\alpha_n(x; \lambda) & -\frac{1}{2}[D_x \alpha_n(x; \lambda) - (\lambda^2 + u\lambda + h + v\lambda^{-1})\alpha_n(x; \lambda)]
\end{pmatrix}$$

(3.45)

for all $n \in \mathbb{Z}_+$ and $\lambda \in \mathbb{C}\{0\}$.

Summing up the results obtained above, one has the following result.

**Proposition 3.3.** The system (1.1) is a Lax integrable flow on the functional manifold $M$, whose linear spectral problems are given by (3.22) and (3.23), governed by the matrices (3.45) at $n = 1$ and (3.25), respectively. The countable hierarchy of nonlinear dynamical systems on $M$ related to the linear spectral problem (3.23) is given by the mutually commuting evolution flows (3.31),
whose compatible temporal linear spectral problems (3.41) are governed by (3.45). Moreover, all of these systems possess only three nontrivial local conserved quantities $\gamma_1 = \int dxu$, $\gamma_0 = \int dxh$ and $\gamma_1 = \int dxuv$.

It should be mentioned here that the interesting question of existence of a countable hierarchy of nonlocal conserved quantities for the nonlinear system (1.1) remains to be answered. It is also reasonable to consider describing all dynamical systems that can be obtained from the linear spectral problem (3.23) with the governing matrix (3.24), in which the local functional $\chi[u, h, v; \lambda]$ is taken to be non-constant. In particular, it can be assumed that $\chi[u, h, v; \lambda] = \sum_{j=0}^p \lambda^j w_j$, $p \in \mathbb{Z}_+$, for an additional phase space component $w \in W \subset C^\infty(\mathbb{R}; \mathbb{R}^{m+1})$ of the extended functional manifold $\tilde{M} := M \times W$, on which the related nonlinear dynamical systems are defined. Other generalizations of (3.23), governed by (3.24), will be considered in the next subsection.

### 3.2. Integrability analysis of the dispersive flow (1.2)

The system (1.2) can also be analyzed by means of the gradient-holonomic approach together with related differential-algebraic techniques, which was successfully applied above to the nonlinear Burgers type system (1.1). First we need to construct asymptotic (as $|\lambda| \to \infty$) solutions to the linear Noether–Lax equation (2.14) with the (calculated) governing operator

$$K^{\alpha\beta}[u, h, v] = \begin{pmatrix} 2ud_x + D_x^2 hD_x & vD_x \\ -D_x & uD_x \\ 0 & -D_x uD_x \end{pmatrix},$$

acting in the space $\Lambda^0(\mathcal{X}\{u, h, v; D_x^{-1}\sigma[N]\})^3$ for some still not defined $N \in \mathbb{Z}_+$. The corresponding basic equations are

$$d\varphi_1/dt + 2u \varphi_{1,x} + \varphi_{1,xx} + h\varphi_{2,x} + v\varphi_{3,x} = 0,$$
$$d\varphi_2/dt + u\varphi_{2,x} - \varphi_{1,x} = 0,$$
$$d\varphi_3/dt - \varphi_{3,x} - u\varphi_{3,x} = 0,$$

whose asymptotic solution as $|\lambda| \to \infty$ have following form:

$$\varphi_1(x; \lambda) = \exp[-\lambda^2 t + \lambda x + D_x^{-1}\sigma(x; \lambda)],$$
$$\varphi_2(x; \lambda) = a(x; \lambda)\varphi_1(x; \lambda),$$
$$\varphi_3(x; \lambda) = b(x; \lambda)\varphi_1(x; \lambda),$$

where

$$\sigma(x; \lambda) \sim \sum_{j \in \mathbb{Z}_+} \lambda^{-j} \sigma_j[u, h, v], a(x; \lambda) \sim \sum_{j \in \mathbb{Z}_+} \lambda^{-j} a_j[u, h, v], b(x; \lambda) \sim \sum_{j \in \mathbb{Z}_+} \lambda^{-j} b_j[u, h, v],$$

for some local functionals $\sigma_j[u, h, v], a_j[u, h, v]$ and $b_j[u, h, v] \in \Lambda^0(\mathcal{X}\{u, h, v\})$, $j \in \mathbb{Z}_+$. The representation (3.48) assumes, in particular, that

$$\gamma(\lambda) := \int dx\sigma(x; \lambda)$$
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is a generating functional of conserved quantities for (1.2). By substituting (3.48) into (3.47), one readily obtains

\[ D_1a_j - a_{j+2} + \sum_{k \in \mathbb{Z}_+} a_{j-k}D_1^{-1}d\sigma_k/dt + u_1a_j + u_a_{j+1} + \sum_{k \in \mathbb{Z}_+} a_{j-k}\delta_k - \delta_{j-1} - \sigma_j = 0, \]

\[ db_j/dt - b_{j+2} + \sum_{k \in \mathbb{Z}_+} b_{j-k}D_1^{-1}d\sigma_k/dt - a_1 - a_{j+1} - \sum_{k \in \mathbb{Z}_+} b_{j-k}\sigma_k + ub_{j+1} + u\sum_{k \in \mathbb{Z}_+} b_{j-k}\sigma_k = 0, \]

\[ D_1^{-1}d\sigma_j/dt + 2u\delta_{j-1} + 2u\sigma_j + 2\sum_{k \in \mathbb{Z}_+} \sigma_{j-k}\sigma_k + \sigma_{j+1} + ha_{j+1} + h\sum_{k \in \mathbb{Z}_+} a_{j-k}\sigma_k + vb_{j+1} + v\sum_{k \in \mathbb{Z}_+} b_{j-k}\sigma_k = 0 \tag{3.51} \]

for all \( j \in \mathbb{Z}_+ \cup \{-2, -1\} \). Whence, the coefficients are easily found to be

\[ \sigma_0 = -u, \sigma_1 = h + u_a, \sigma_2 = -v - D_x(u_a + h - u^2), \ldots \tag{3.52} \]

\[ \sigma_j = D_xr_{j+3}[u, h, v], \ldots \]

\[ a_0 = 0, a_1 = -1, a_2 = 0, \ldots, a_{j+3} = 0, \ldots \]

\[ b_0 = 0, b_1 = 0, b_2 = 1, \ldots, b_{j+3} = 0, \ldots \]

which hold for all \( j \in \mathbb{Z}_+ \). It follows from (3.48) taken together with (3.49) and (3.52), that

\[ \phi_2(x; \lambda) = -\lambda^{-1}\phi_1(x; \lambda), \phi_3(x; \lambda) = \lambda^{-2}\phi_1(x; \lambda) \tag{3.53} \]

hold for all \( \lambda \in \mathbb{C} \setminus \{0\} \) and \( x \in \mathbb{R} \). Having recalled now the results from Subsection 3.1 concerning the application of the gradient-holonomic approach [1, 35, 36] to the solutions of the determining Nöther–Lax equation (2.14), one can easily infer the existence a nontrivial hierarchy of conserved quantities containing only the three local conserved quantities

\[ \gamma_0 = \int dxu, \quad \gamma_1 = \int dxh, \quad \gamma_2 = \int dxv. \tag{3.54} \]

This entails the existence of two-dimensional linear Lax type spectral problems (2.16), whose squared (1,1)-component of the fundamental matrix \( F(x; \lambda) \in \text{End} \Lambda^0(\mathcal{L} \{u, h, v; D_x^{-1}\sigma[3]\})^2 \) satisfies, owing to (3.53), the functional relationships

\[ \phi_1(x; \lambda) = f_{11}(x; \lambda)^2e^t, \quad \phi_2(x; \lambda) = -\lambda^{-1}f_{11}(x; \lambda)^2e^t, \quad \phi_3(x; \lambda) = -\lambda^{-2}f_{11}(x; \lambda)^2e^t, \tag{3.55} \]

where

\[ q = q(x; \lambda) \sim \lambda^{-1}u - \lambda^{-2}(u_h - u^2) - \sum_{j \in \mathbb{Z}_+} \lambda^{-3-j}D_x^{-1}\sigma_j[u, h, v], \tag{3.56} \]

as \( |\lambda| \to \infty \) is a local functional from \( \Lambda^0(\mathcal{L} \{u, h, v\}) \). Now it is easy to obtain from (3.48) and (3.55) an equivalent system of the linear Lax spectral equations of the form

\[ D_1f_{11} = \frac{1}{2}(\lambda - u + \lambda^{-1}h - \lambda^{-2}v)f_{11}, \tag{3.57} \]

\[ D_1f_{21} = \chi[u, h, v; \lambda]f_{11} - \frac{1}{2}(\lambda - u + \lambda^{-1}h - \lambda^{-2}v)f_{21} \]

for a vector \( f = (f_{11}, f_{21})^T \in \Lambda^0(\mathcal{L} \{u, h, v; D_x^{-1}\sigma[3]\})^2 \), where \( \lambda \in \mathbb{C} \setminus \{0\} \) and the local functional \( \chi[u, h, v; \lambda] \in \Lambda^0(\mathcal{L} \{u, h, v\}) \) is determined from the compatibility of (3.57) with (2.14). Simple calculations show that \( \chi[u, h, v; \lambda] \) is constant, which we choose for brevity as \( \chi[u, h, v; \lambda] = 1 \) for
all $\lambda \in \mathbb{C}\setminus\{0\}$ and $(u,h,v)^T \in M$. Thus, the Lax spectral equations (3.57) for the system (1.2) can be rewritten in the matrix form (2.16), where the matrix $l[u,h,v;\lambda] \in \text{End}\Lambda^0(\mathcal{X}^0(u,h,v;D_x^{-1}\sigma[3])^2$ is 

$$l[u,h,v;\lambda] := \begin{pmatrix} \frac{1}{2}(\lambda - u + \lambda^{-1}h - \lambda^{-2}v) & 0 \\ 1 & \frac{1}{2}(-\lambda + u - \lambda^{-1}h + \lambda^{-2}v) \end{pmatrix}$$

and is defined for all $\lambda \in \mathbb{C}\setminus\{0\}$ and $(u,h,v)^T \in M$. Then, using (2.16) and (2.24) one can readily construct the related recursion operator

$$\Lambda = \begin{pmatrix} D_x + D_x^{-1}u & D_x^{-1}h & D_x^{-1}vD_x \\ -1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix},$$

which implicitly satisfies the recurrent relationship

$$\Lambda\phi(x;\lambda) = -\lambda\phi(x;\lambda)$$

for the vector $\phi(x;\lambda) \in \Lambda^0(\mathcal{X}^0(u,h,v;D_x^{-1}\sigma[3])^3$ satisfying (2.14). The symmetry recursion operator adjoint to (3.59) is

$$\Phi := \Lambda^* = \begin{pmatrix} -D_x + D_xuD_x^{-1} & -1 & 0 \\ D_xhD_x^{-1} & 0 & -1 \\ D_xvD_x^{-1} & 0 & 0 \end{pmatrix},$$

which acts on $T(M) \otimes \mathbb{C}$, and allows to generate a countable hierarchy of mutually commuting nonlinear dynamical systems on $M$ via the degree iteration

$$\frac{d}{dt_n}(u,h,v)^T := \Phi^n(u_x,h_x,v_x)^T$$

for any $n \in \mathbb{Z}_+$, whose first flow coincides with the nonlinear dynamical system (1.2)

$$\frac{d}{dt}(u,h,v)^T = \Phi(u_x,h_x,v_x)^T = \begin{pmatrix} u_{xx} + h_x - 2uu_x \\ -uh_x \\ -uv_x \end{pmatrix}.$$  

If we now define a symmetry generating vector function $(D_x\alpha, D_x\beta, D_x\xi)^T \in T(M) \otimes \mathbb{C}$ as

$$(D_x\alpha, D_x\beta, D_x\xi)^T := \sum_{j \in \mathbb{Z}_+} \lambda^{-j}\Phi^j(u_x,h_x,v_x)^T,$$

satisfying the linear recurrence relationship

$$\Phi(D_x\alpha, D_x\beta, D_x\xi)^T := \lambda(D_x\alpha, D_x\beta, D_x\xi)^T$$

as $|\lambda| \to \infty$, the hierarchy (3.63) can be rewritten as

$$\frac{d}{dt_n}(\lambda - u + \lambda^{-1}h - \lambda^{-2}v) = D_x[D_x\alpha_n(x;\lambda) + (\lambda - u + \lambda^{-1}h - \lambda^{-2}v)\alpha_n(x;\lambda)].$$

Here,

$$\alpha_n := (\lambda^n\alpha(x;\lambda))_+$$
The Burgers system (1.2) is integrable by means of the Lax linear spectral problems (2.16) and (2.17), with corresponding two-dimensional matrix expressions (3.58) and (3.73). Moreover, it possesses a countable hierarchy of mutually commuting nonlinear dynamical systems (3.62), generated by (3.61), which allows no factorization by means of any compatible pair of Poisson operators on $M$.

It is worth mentioning that the existence of a countable hierarchy of nonlocal conserved quantities for the Burgers system (1.2) has yet to be completely verified, even though for $h = 0 = v$ it does prove to possess [37] such a nonlocal hierarchy, which is generated by the corresponding recursion operator, whose squared form can be factorized by means of compatible Poisson structures.

Nonetheless, as shown in [37], if one can prove that (1.2) has another infinite hierarchy of nonlocal conservation laws, then some portion of the symmetry recursion operator found in (3.61) will already be factorized by means of the constructed Poisson structures - but this is still an open problem.
3.3. The integrable Kaup–Broer generalization of the Burgers systems

The linear Lax spectral problem (3.57), defined by the matrix (3.58), can be naturally generalized in the form

\[ D_x f(x; \lambda) = l[u, v; \lambda] f(x; \lambda) \quad (3.74) \]

with the square matrix

\[ l[u, v; \lambda] := \begin{pmatrix} \frac{k}{2} (\lambda^{n+1} - \sum_{j=-m}^{n} u_j \lambda^j) & -\frac{k}{2} (\sum_{j=0}^{n} v_j \lambda^j) \\ \sum_{j=0}^{n} c_j \lambda^j & -\frac{k}{2} (\lambda^{n+1} - \sum_{j=-m}^{n} u_j \lambda^j) \end{pmatrix} \quad (3.75) \]

where \((u, v)^T := (u_m, u_2, \ldots, u_n, v_0, v_1, \ldots, v_n)^T \in M \subset C^\infty(\mathbb{R}; \mathbb{R}^{2(n+1)+m}), c_j \in \mathbb{R}, j = 0, \ldots, n,\) are constants and \(\lambda \in \mathbb{C} \setminus \{0\}\) is a spectral parameter. Using (3.74) in the Sobolev space \(W_2^1(\mathbb{R}; \mathbb{C}^2),\) one can readily obtain, along the lines of the work in the preceding sections, the integrable bi-Hamiltonian dynamical systems

\[ d(u, v)^T / dt_j = K_j[u, v] \quad (3.76) \]

on \(M\) with respect to the countable hierarchy of evolution parameters \(t_j \in \mathbb{R}, j \in \mathbb{Z}_+\). We hope to present a detailed analysis in a forthcoming paper.

In the special case \(n = 0 = m, c_0 = 1\) and \(k = 1/2,\) (3.75) gives rise to the linear Lax spectral problem

\[ D_x f(x; \lambda) = l[u, h; \lambda] f(x; \lambda) \quad (3.77) \]

in \(W_2^1(\mathbb{R}; \mathbb{C}^2),\) governed by the matrix operator

\[ l[u, v; \lambda] = \begin{pmatrix} \frac{1}{2}(\lambda - u) & -\frac{1}{4} h \\ 1 & \frac{1}{2}(\lambda - u) \end{pmatrix} \quad (3.78) \]

of the well known Kaup–Broer–Kupershmidt system (1.5), whose integrability was studied in detail in [5, 8, 19, 23]. The corresponding Lax matrix operator with respect to \(t \in \mathbb{R}\) is

\[ p(l) := \begin{pmatrix} \frac{1}{8} [(u^2 - \lambda^2) - 2u_1] & \frac{1}{2} h_1 + \frac{1}{2} h(u + \lambda) \\ \frac{1}{2} (u + \lambda) & \frac{1}{8} [(u^2 - \lambda^2) - 2u_1] \end{pmatrix} \quad (3.79) \]

and it satisfies the commutator Lax–Zakharov–Shabat matrix condition (3.72) on a suitably defined symplectic functional manifold \(M \subset C^\infty(\mathbb{R}; \mathbb{R}^2),\) endowed with a compatible pair of Poisson operators \(\theta, \eta : T^*(M) \rightarrow T(M) :\)

\[ \theta = \begin{pmatrix} 0 & D_x \\ D_x & 0 \end{pmatrix}, \quad \eta = \begin{pmatrix} 2D_x & 2D_x^2 + D_x u \\ 2D_x^2 + D_x vD_x + D_x v \end{pmatrix}. \quad (3.80) \]

Remark 3.2. It should be mentioned that when \(h = 0\) the Kaup–Broer–Kupershmidt nonlinear dynamical system (1.5) reduces [37, 45] to a bi-Hamiltonian Burgers dynamical system on a suitably reduced functional manifold \(\hat{M}\) with respect to the following compatible Poisson operators:

\[ \tilde{\theta} = \partial \exp(\partial^{-1} u) \exp(\partial^{-1} u) \partial, \quad \tilde{\eta} = \partial \exp(\partial^{-1} u) \partial^3 \exp(\partial^{-1} u) \partial. \quad (3.81) \]

Here we mean by a suitably reduced manifold, one constructed by the Novikov–Bogoyavlensky reduction scheme [1, 29, 36], which yields an invariant submanifold \(\hat{M}\) of \(M\) with the desired
property. In particular, the corresponding reduction of the operators (3.81) to \( \tilde{M} \) yields the bi-Hamiltonian structure for the Burgers equation. The associated symplectic structures for Burgers equation restricted to \( \tilde{M} \) can be obtained using the well-known Gelfand–Dickey differential method. An equivalent of this result was first obtained by Taflin [44] in 1981. In this regard, it should be noted that the bi-Hamiltonian representation of Burgers equation can also be obtained from the real reduction of the analogous structure for its complex form, \( u_t = -iu_x - 2uu_x \), discovered by Brushi & Ragnisco [6].

Similarly, if we set \( n = 1 = m \), \( c_0 = 0, c_1 = 1, u_0 := u, u_1 := 0, v_0 := 0, v_1 := h \) and \( k = 1 \) in (3.75), one obtains the linear Lax type spectral problem

\[
D_x f(x; \lambda) = l[u, h; \lambda] f(x; \lambda), \quad l[u, h; \lambda] := \begin{pmatrix} \frac{1}{2} (\lambda^2 - u) - \lambda h \\ \lambda \end{pmatrix}
\]

(3.82)

in \( W_2^{(1)}(\mathbb{R}; \mathbb{C}^2) \) for the following dark integrable bi-Hamiltonian nonlinear hydrodynamic system

\[
\begin{align*}
\dot{u}_t &= -2uu_x + 8uu_x + 8(hu)_x + 4hh_x - 4h_{xx}, \\
\dot{h}_t &= 2hh_x + 4uh_x + 4hh_x
\end{align*}
\]

(3.83)

on \( M \subset C^c(\mathbb{R}; \mathbb{R}^2) \).

An important generalization of the linear Lax spectral problem (3.74) comes from the interesting work [38], and has the form

\[
D_x f(x; \lambda) = l[u, v, h; \lambda] f(x; \lambda),
\]

(3.84)

which is governed by the square matrix

\[
l[u, v, h; \lambda] := \begin{pmatrix}
\frac{h}{2} (\lambda^{n+1} - \sum_{j=-m}^{n} u_j \lambda^j) & -\frac{h}{2} (\sum_{j=0}^{n} v_j \lambda^j) \\
\sum_{j=0}^{n} c_j \lambda^j & -\frac{h}{2} (\lambda^{n+1} - \sum_{j=-m}^{n} u_j \lambda^j)
\end{pmatrix}
\]

(3.85)

where \((u, v, h) := (u_{-m}, u_1, \ldots, u_n, v_0, v_1, \ldots, v_n, h)^T \in M \subset C^c(\mathbb{R}; \mathbb{R}^{2n+3})\), \( c \in \mathbb{R} \) is a constant and \( \lambda \in \mathbb{C} \setminus \{0\} \) is a spectral parameter. In the special case \( n = 0 = m, u_0 := u \), and \( c_0 = 0 = v_0 \), the matrix operator (3.85) gives rise to the following compatible pair of the linear matrix Lax spectral problems; namely,

\[
D_x f(x; \lambda) = l[u, h; \lambda] f(x; \lambda), \quad l[u, h; \lambda] := \begin{pmatrix} \frac{h}{2} (\lambda - u) & 0 \\
0 & -\frac{h}{2} (\lambda - u) \end{pmatrix}
\]

(3.86)

and

\[
\frac{d}{dt} f(x; \lambda) = p(l) f(x; \lambda), \quad p(l) = \begin{pmatrix} \frac{wh}{2} (\lambda - u) - \frac{h}{2} h_{xx} + \frac{1}{4} h_x^2 & 0 \\
0 & \frac{wh}{2} h_{xx} - \frac{wh}{2} (\lambda - u) - \frac{1}{4} h_x^2 \end{pmatrix},
\]

(3.87)

which are equivalent to the following noteworthy dark nonlinear Hamiltonian hydrodynamic system

\[
\begin{align*}
\dot{u}_t &= -uu_x + h_{xxx}, \\
\dot{h}_t &= -u_x h - uh_x
\end{align*}
\]

(3.88)

with respect to the Poisson structure

\[
\Theta = \begin{pmatrix} 0 & D_x \\ D_x & 0 \end{pmatrix}
\]

(3.89)
on $M \subset C^\infty(\mathbb{R}; \mathbb{R}^2)$.

Another physically interesting case is obtained for $k = n = 1$, $m = 0$, $c_0 = 1$, $c_1 = 0$, $v_0 = v_1 = 0$, $u_0 = -hu$ and $u_1 = h$ in (3.85). The corresponding linear Lax spectral problems

$$D_x f(x; \lambda) = l[u, h; \lambda] f(x; \lambda), \quad l[u, h; \lambda] = \left( \begin{array}{cc} \frac{1}{2}(\lambda - u) + \frac{\lambda^2}{2} & 0 \\ 1 & -\frac{\lambda}{2}(\lambda - u) - \frac{\lambda^2}{2} \end{array} \right)$$  \hspace{1cm} (3.90)$$

enable the construction of a new dark integrable bi-Hamiltonian system

$$u_t = -u_x (u - h) - h^{-1} (u_{xx} + h_x u^2 + h_{xx}),$$

$$h_t = u_x h + u h_x + 2hh_x,$$

on a suitably defined Poissonian functional manifold $M \subset C^\infty(\mathbb{R}; \mathbb{R}^2)$.

4. Concluding Remarks

Using a combined gradient-holonomic-differential-algebraic approach [1, 32, 33, 36, 37] to test the Lax integrability of nonlinear dynamical systems, we showed that the three-component Burgers systems (1.1) and (1.2) possess 2-dimensional matrix Lax representations and corresponding symmetry recursion operators - which do not allow the usual bi-Poisoning factorization. In particular, (1.2) does not have a related countable hierarchy of, either local or non-local, conserved quantities. The problem of constructing a generalized bi-Poisoning factorization of a suitable power of a recursion operator, such as in [37], is left for a future analysis, and so is an investigation of integrable countable hierarchies of “dark” systems related to the Lax spectral problems (3.74) and (3.84). Thus, gradient-holonomic and differential-algebraic tools combined in the context of symplectic geometry can serve as a relatively simple and effective tool for analyzing the Lax integrability of a wide class of nonlinear polynomial dynamical systems. Moreover, as recently shown in [34], this approach also appears to be useful for nonlocal polynomial dynamical systems.
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