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Abstract- Waste recycling is an important way of saving energy and materials in the production process. In general cases recyclable objects are mixed with non-recyclable objects, which raises a need for identification and classification. This paper proposes a convolutional neural network (CNN) model to complete both tasks. The model uses transfer learning from a pretrained Resnet-50 CNN to complete feature extraction. A subsequent fully connected layer for classification was trained on the augmented TrashNet dataset [1]. In the application, sliding-window is used for image segmentation in the pre-classification stage. In the post-classification stage, the labelled sample points are integrated with Gaussian Clustering to locate the object. The resulting model has achieved an overall detection rate of 48.4% in simulation and final classification accuracy of 92.4%.

Index Terms- Image classification, waste recycling, convolutional neural network, Gaussian clustering

I. INTRODUCTION

In 2018, the Intergovernmental Panel on climate change detailed that global warming of 1.5 °C above pre-industrial levels is the limit before many natural systems to irreversible collapse [2]. Exceeding that by just 0.5 °C will lead to as much as 99% declination of coral reefs that support marine environments around the world [3, 4], and a 1.5 million tons declination in global fishery catches [5]. The report details further reduction potentials for the next decades, with global reductions of fossil fuel consumption of about 80% being suggested [6, 7]. One way to aid this process is through recycling from waste, thus saving energy used in the industrial production process. Globally, waste generation has ten-folded over the past century [8]. However, only 15% of waste is recycled [9, 10, 11]. Minelgaitė et al., 2019 [12] noted that, 51.4% of the respondents who declared that they did not sort waste, demanded more convenient waste recycling facilities in the area.

Centralized waste disposal facilities [13], which collect and sort waste generated within a local or regional neighborhood area, would be a practical solution to the problem encountered in waste recycling. While the per capita municipal solid waste generation rate could be as large as 510 kg/year in European cities [14], the most crucial stage in the operation of such facilities would be the automatic classification of waste objects.

This study uses transfer learning from a pre-trained Resnet-50 model to generate a model which is capable of classifying images of individual waste objects into the following six categories: cardboard, glass, metal, paper, plastic, and trash. To integrate the model into actual application, which often deals with bird’s-eye view of piles of waste, a sliding-window process in the pre-classification stage split the image into smaller fragments for the CNN to process, and the labelled points are integrated with Gaussian Mixture Model in the post-classification stage to locate the object.

II. RELATED WORKS

Over the years, many works had been aimed at adding efficiency to the automatic classification of waste objects with image recognition techniques. Garcia et al., 2015 [15] had proposed a k-NN classifier which processes the RGB, grayscale and binary image of the incoming waste on a multimedia embedded processor. This classifier had achieved an efficiency high as 98.33% using parameter k = 3, however its major drawback was the inability to process multiple waste objects at once.

One of the earliest works based on machine learning was by Yang and Thung, 2016 [16]. This work compared the performance of support vector machine (SVM) and CNN in single waste object classification, and had achieved test accuracy rates of 63% (SVM) and 22% (CNN) respectively. Though the outcome seemed unpromising, this work had constructed an open source dataset, TrashNet, which is widely used in later researches.

Rabanato et al., 2018 [17] proposed a transfer learning model based on Google MobileNet [18]. Using the same TrashNet in training, this work had achieved 87.2% test accuracy. Another work Costa et al., 2018 [19] used similar transfer learning technique with VGG-16 [20] and AlexNet [21], and further improved accuracy on TrashNet to 93% and 91% respectively. Going even further in this direction, Bircanoğlu et al., 2018 [22] provided a detailed comparison of the performance of multiple well-known CNN architectures for transfer learning on TrashNet, including ResNet50 [23], Inception-v4 [24], and DenseNet [25]. This work had achieved 95% test accuracy on a fine-tuned DenseNet model.

Other than single object classification, a different approach was discussed in Awe et al., 2017 [26], which proposed to use faster region-based CNN (Faster R-CNN) to categorize mixed waste object piles into three categories (i.e. landfill, recycling and paper) without singling out individual objects. Another more simplified approach was done by Mittal et al., 2016 [27], developing a smartphone application only to detect garbage objects in images using transfer learning from AlexNet.
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III. AUGMENTED TRASHNET DATASET

The open-source TrashNet dataset is augmented for the training of the model. The original dataset contains 2527 RGB waste images of size 512×384 pixels. Each image is taken under these conditions: object being located at the center, with white background, common indoor lighting condition and no occlusion shadow. The images are labeled with 6 categories (paper, glass, trash, metal, plastic, cardboard) Fig. 1 shows sample waste images from the original dataset representing each class:

![Sample images from original TrashNet dataset](image1)

The original dataset is not evenly distributed. There are 594 images labelled Paper, 501 images labelled Glass, 482 images labelled Plastic, 410 images labelled Metal, 403 images labelled Cardboard and 137 images labelled trash. Since an evenly distributed dataset is desirable in training, a portion of original images were randomly cropped and flipped (See Fig. 2) to augment the dataset to 3600 images of size 170×128 pixels, with 600 images of each label.

![Example of original images and processed images](image2)

IV. METHODOLOGY

A. Retraining Resnet-50 CNN model for classification

The transfer learning model consists of a pretrained Resnet-50 convolutional neural network and a fully connected layer. The Resnet-50 CNN is pre-trained with ImageNet dataset [28]. As shown in Fig. 3, the Resnet-50 CNN was used to do feature extraction, while the fully connected layer acts as a classifier to make the final classifications. Only the fully connected layer is trained with augmented TrashNet dataset.

![Transfer learning model architecture](image3)

The model was trained with images randomly selected from the training set for 140 iterations. Multiple sets of hyper-parameters were traversed and the optimal setting was chosen, with the learning rate of 0.0001 and the epoch number of 30. The model has achieved a final training accuracy of 98.8%, validation accuracy of 88.9% and test accuracy of 92.4%. Fig. 4 shows the accuracy over iterations curves on training and validation set separately, and Fig. 5 shows the training loss over iterations curve.

![Training and validation accuracy curve](image4)

![Training loss curve](image5)

B. Observation from classifier model

Fig. 6 is the confusion matrix of the testing set, which gives insight of the model’s relatively poor performance in distinguishing among Metal, Plastic and Glass objects.

![Confusion matrix of the testing set](image6)
A conjecture of the reason is that the three categories are all highly reflective materials, and appear to be similar to each other under strong lighting conditions. A further attempt to manually reduce the contrast ratio and/or the brightness has significantly reduced the false-positive rate of Glass and Metal, and increased the true-positive rate of Plastic, while having minor effect on the true-positive rate of Glass and Metal, thus improve the performance.

C. Sliding-window

The Resnet-50 CNN classifier model requires the input to be the image of a single waste object. However, in the real-world application, due to the placement of camera and its distance to the waste pile, the images are usually in bird’s eye view of multiple waste objects. Therefore, a preliminary stage of splitting the image to extract single waste objects is necessary.

Fig. 7 demonstrates a sliding-window process by traversing a large-scale image with fixed-size windows, and generating multiple image segments in sequence. The tunable parameters include the window’s size and the step-length, i.e. the overlapping rate of two consecutive windows.

When each image segment is generated, its position in the original image’s reference frame is also recorded to form an image-coordinate pair as the input of the classifier model.

![Fig. 7. Sliding-window process](image)

D. Gaussian clustering

After the classifier model has labeled an image-coordinate pair, a corresponding label-coordinate pair is generated. The final object detection is produced by performing Gaussian clustering on those label-coordinate pairs. The position and size of the waste object is determined based on the mean and variance of the Gaussian cluster respectively. The number of Gaussian clusters is determined based on the scale of the original image, which should be tuned to match the average number of waste objects in a typical waste pile (See Fig. 8).

![Fig. 8. Effect of different number of Gaussian clusters: (a) too few, (b) just fit and (c) too much](image)

V. Experimental Results

Fig. 9 demonstrates a simulation of solving actual waste classification problem with the proposed model. Table 1 shows the quantitative analysis based on the result of the simulation. The false-positive rate of Glass objects is high, while the false-negative rate of Plastic and Metal objects is low. It was hypothesized that the strong lighting condition in the image had interfered the classification of Glass and Plastic objects, and most of the Metal objects that had escaped the detection are too small in size. The overall detection rate is 48.4%.

![Fig. 9. Simulation of a waste detection problem. In visualization, different color represents different labels: red for Cardboard, blue for Glass, orange for Metal, green for Paper and purple for Plastic, trash category is filtered out in visualization](image)

| Label       | Correctly Identified | Identified | Total |
|-------------|----------------------|------------|-------|
| Cardboard   | 0                    | 0          | 0     |
| Glass       | 2                    | 5          | 7     |
| Metal       | 3                    | 3          | 6     |
| Paper       | 2                    | 2          | 4     |
| Plastic     | 5                    | 5          | 10    |

Table 1. Quantitative analysis of the simulation result

VI. Discussion and Outlook

Most of the previous works had been focusing on the identification of single objects. While this study has maintained high performance in identification, it also combines the effort of mass detection to process images of mixed waste objects. However, it is necessary to rethink the setting of the model before deployment in centralized waste disposal facilities. The most salient problem is the dependency on optical conditions.
Even in the case of human kind, one would often need other sensations like auditory or tactile. Tarbell et al., 2010 [29] details a model that distinguishes between plastic, metals and glass objects through attributes not only optical but also acoustic characteristics. While this solution exceeds the scope of this model, future studies could be conducted on this topic.

Further optimization of the Gaussian clustering could follow the pathway described by Neagoe and Chirila-Berbentea, 2016 [30], in which a method of combining the result of K-cluster and Gaussian mixture model, and using expectation-maximization technique to enhance the robustness, has been proposed and thoroughly studied.

Waste classification turns out to be a complex problem with extensive relevant factors. Unlike other problems dealing with simplified images or numeric data, this problem needs to consider the object in relation to its surroundings. The model would have to determine the number of objects, to identify the boundary between distinct objects, and to classify images under suboptimal lighting conditions, overlapping positions, and uneven sizes. The model also has to avoid the most common mistakes in image recognition, including misidentifying multiple distinct objects as one single object or vice versa, repeatedly identifying the same object in different classes, and failure to identify hidden objects.

VII. CONCLUSION

In this study, a classifier model based on transfer learning from Resnet-50 CNN is successfully developed using PyTorch. After training with the augmented TrashNet dataset, the model has achieved classification accuracy of 92.4% and a detection rate of 48.4% on a large-scale mixed waste object image.
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