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Abstract

How to build an accurate reduced order model (ROM) for multidimensional time dependent partial differential equations (PDEs) is quite open. In this paper, we propose a new ROM for linear parabolic PDEs. We prove that our new method can be orders of magnitude faster than standard solvers, and is also much less memory intensive. Under some assumptions on the problem data, we prove that the convergence rates of the new method is the same with standard solvers. Numerical experiments are presented to confirm our theoretical result.

1 Introduction

It is well known that the computational cost of solving multidimensional time dependent partial differential equations (PDEs) can be extremely high. Many model order reduction (MOR) methods have been proposed to reduce the computational cost. Proper orthogonal decomposition (POD) methods are widely used in both academic and industry [3].

There are extensive studies to prove the error bounds of the POD-ROM [5,17–20,25,26] under the assumption that the data in the POD-ROM are not varied from the original PDE model. However, when data is changed in the POD-ROM, the solution of the POD-ROM can be either surprisingly accurate or completely unrelated to the solution of the full order model (FOM). It is worthwhile mentioning that in [15], the authors studied the effects of small perturbations in the POD-ROM. They explained why in some applications this sensitivity is a concern while in others it is not. Therefore, hybrid methods (FOM/ROM switched back and forth) are commonly used in practice [1,10,23,28]. However, the savings are not remarkable.

How to build an accurate and efficient ROM for time dependent PDEs is still an open problem. As a first step toward this open problem, we propose a new ROM for linear parabolic PDEs. Next, we briefly describe the standard finite element method (FEM) and our algorithm for solving the following heat equation:

\( u_t - \Delta u = f(x) \quad \text{in} \ \Omega \times (0,T], \)
\( u = 0 \quad \text{on} \ \partial\Omega \times (0,T], \)
\( u(\cdot,0) = 0 \quad \text{in} \ \Omega. \)

Let \( M \) and \( A \) be the mass and stiffness matrices, respectively, and \( b \) is the load vector. Here we assumed that the right hand side \( f \) is independent of time. For general data, see Section 4. The
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semi-discrete of (1.1) is to find $\alpha_h(t) \in \mathbb{R}^N$ satisfying

$$M\alpha'_h(t) + A\alpha_h(t) = b, \quad t \in (0, T],$$
$$\alpha_h(0) = 0, \tag{1.2}$$

where $\alpha_h(t)$ is the coefficient of the FEM solution under the FEM basis functions. Implicit solvers are commonly used to solve the ODE system (1.2). The computational cost can be huge (see Table 1) for solving this system. Next, we introduce our new algorithm.

(1) We generate a Krylov sequence for the problem data; see lines 1-4 in Algorithm 1. This is different from the standard POD method. The standard POD method uses the solution data to generate a reduced basis, which is the drawback of the method—relies too heavily on the solution data. The parameter $\ell$ we choose is a small integer, usually less than 10. This is the main computational cost in our new algorithm. To adaptively choose $\ell$, see Algorithm 2.

(2) We use the idea from POD to find $r$ optimal reduced basis functions, the span of these $r$ functions generates a dimension $r$ space; see lines 5-9 in Algorithm 1.

(3) We project the heat equation (1.1) onto the above reduced space, and obtain the reduced mass matrix $M_r$, the reduced stiffness matrix $A_r$ and the reduced load vector $b_r$; see line 10 in Algorithm 1. Then the semi-discrete of the ROM is to find $\alpha_r(t) \in \mathbb{R}^r$ satisfying

$$M_r\alpha'_r(t) + A_r\alpha_r(t) = b_r, \quad t \in (0, T],$$
$$\alpha_r(0) = 0. \tag{1.3}$$

(4) For the time integration, we choose the backward Euler for the first step and then apply the two-steps backward differentiation formula (BDF2); see lines 11-14 in Algorithm 1.

(5) We then return to the FOM. We note that $Q\alpha^n_t$ is the coefficient of the solution at time $t_n$ under the standard FEM basis functions.

---

1. We adopt Matlab notation herein: $\Psi(:, 1 : r)$ be the first $r$ columns of $\Psi$; $\Lambda(1 : r, 1 : r)$ be the $r$–th leading principal minor of $\Lambda$; eig is the Matlab built-in function to find the eigenvectors and eigenvalues of a matrix.
Algorithm 1 Our new algorithm for solving the heat equation (1.1)

\begin{algorithm}
\textbf{Input:} $\ell, M, A, b, \text{tol}$
\begin{algorithmic}[1]
\STATE 1: Solve $Au_1 = b$;
\STATE 2: for $i = 2$ to $\ell$ do
\STATE 3: Solve $Au_i = Mu_{i-1}$;
\STATE 4: end for
\STATE 5: Set $U_\ell = [u_1 | u_2 | \ldots | u_\ell] \in \mathbb{R}^{N \times \ell}$;
\STATE 6: Set $K_\ell = U_\ell^T AU_\ell \in \mathbb{R}^{\ell \times \ell}$;
\STATE 7: $[\Psi, \Lambda] = \text{eig}(K_\ell)$;
\STATE 8: Find minimal $r$ such that \( \sum_{i=1}^r \Lambda(i,i) / \sum_{i=1}^\ell \Lambda(i,i) \geq 1 - \text{tol} \);
\STATE 9: Set $Q_\ell = U_\ell \Psi(:, 1 : r)(\Lambda(1 : r; 1 : r))^{-1/2}$;
\STATE 10: Solve \( \left( 1^{\Delta t} M_r + A_r \right) \alpha^n_r = b_r \);
\STATE 11: for $n = 2$ to $N_T$ do
\STATE 12: Solve \( \left( 3^{2\Delta t} M_r + A_r \right) \alpha^n_r = \frac{1}{\Delta t} M_r \left( 2\alpha^n_{r-1} - \frac{1}{2}\alpha^n_{r-2} \right) + b_r \);
\STATE 14: end for
\STATE 15: \textbf{return} $Q, \alpha^n_r$
\end{algorithmic}
\end{algorithm}

Numerical result in Table 2 shows that our new ROM for the linear parabolic PDEs is accurate. Comparing with Table 1, we see that our new algorithm is efficient, and the savings are remarkable.

In Section 3, we prove that the convergences rates of our new algorithm is the same with the standard FEM under an assumption on the problem data; see Theorem 2. Numerical experiments in Section 4 are presented to confirm our theoretical result even when the assumption is not satisfied.

Moreover, we show that the singular values of the Krylov sequence are exponential decaying; see Theorem 1. This guarantees that the dimension of our ROM is extremely low. To the best of our knowledge, this is one of the first theoretical result in MOR.

2 The new algorithm and its implementation

Throughout the paper, we assume $\Omega \subset \mathbb{R}^d$, $d = 1, 2, 3$, and when $d \geq 2$, $\Omega$ is a bounded polyhedral domain. Let $V$ and $H$ be real separable Hilbert spaces and suppose that $V$ is dense in $H$ with compact embedding. By $(\cdot, \cdot)$ and $\| \cdot \|$ we denote the inner product and norm in $H$. The inner product in $V$ is given by a symmetric bounded, coercive, bilinear form $a : V \times V \to \mathbb{R}$:

$$(\varphi, \psi)_V = a(\varphi, \psi) \quad \text{for all } \varphi, \psi \in V$$

with an associated norm given by $\| \cdot \|_V = \sqrt{a(\cdot, \cdot)}$. Since $V$ is continuously embedded into $H$, there exists a constant $C_V > 0$ such that

$$\| \varphi \| \leq C_V \| \varphi \|_V \quad \text{for all } \varphi \in V. \quad (2.1)$$

Let $\langle \cdot, \cdot \rangle_{V', V}$ denotes the duality pairing between $V$ and its dual $V'$. By identifying $H$ and its dual $H'$ it follows that

$$V \hookrightarrow H = H' \hookrightarrow V',$$

each embedding being continuous and dense.
For given $f \in L^2(0, T; H)$ and $u_0 \in H$ we consider the linear parabolic problem:

\[
\frac{d}{dt}(u(t), v) + a(u(t), v) = (f, v) \quad \forall v \in V, \\
(u(0), v) = (u_0, v) \quad \forall v \in V.
\]  

(2.2)

2.1 Finite element method (FEM)

Let $T_h$ be a collection of disjoint shape regular simplices that partition $\Omega$. The functions $\varphi_1, \ldots, \varphi_N$ denote $N$ linearly independent nodal basis functions. On each element $K \in T_h$, $\varphi_i|_K \in P^k(K)$, where $P^k(K)$ denotes the set of polynomials of degree at most $k$ on the element $K$. Then we define the $N$-dimensional subspace:

$V_h = \text{span}\{\varphi_1, \ldots, \varphi_N\} \subset V.$

To simplify the presentation, we assume the right hand side (RHS) $f$ is independent of time and the initial condition $u_0 = 0$. We shall discuss the general case ($f$ depends on both time and space and nonzero initial condition) in Section 4. First, we consider the semi-discretization of (2.2), i.e., find $u_h(t) \in C((0, T); V_h)$ satisfying

\[
\frac{d}{dt}(u_h(t), v_h) + a(u_h(t), v_h) = (f, v_h) \quad \forall v_h \in V_h, \\
(u_h(0), v_h) = 0 \quad \forall v_h \in V_h.
\]  

(2.3)

Next, let $0 = t_0 < t_1 < \ldots < t_{N_T} = T$ be a given grid in $[0, T]$ with equally step size $\Delta t$. To solve (2.3) we apply the backward Euler for the first step and then apply the two-steps backward differentiation formula (BDF2). Specifically, we find $u^n_h \in V_h$ satisfying

\[
(\partial_t^+ u^n_h, v_h) + a(u^n_h, v_h) = (f, v_h), \quad \forall v_h \in V_h, \\
(u^n_h, v_h) = 0, \quad \forall v_h \in V_h.
\]  

(2.4)

where

\[
\partial_t^+ u^n_h = \begin{cases} 
\frac{u^n_h - u^{n-1}_h}{\Delta t}, & n = 1, \\
3u^n_h - 4u^{n-1}_h + u^{n-2}_h}{2\Delta t}, & n \geq 2.
\end{cases}
\]

The computational cost can be very high if the mesh size $h$ and time step $\Delta t$ are small.

Example 1. In this example, let $\Omega = (0, 1) \times (0, 1)$, we consider the equation (2.2) with

\[
a(u, v) = (\nabla u, \nabla v), \quad u_0 = 0, \quad f = 10^4(x - 0.1)(y - 0.2)(x - 0.3)(y - 0.4).
\]

We use linear finite elements for the spatial discretization, and for the time discretization, we use the backward Euler for the first step and then apply the two-steps backward differentiation formula (BDF2) with time step $\Delta t = h$, here $h$ is the mesh size (max diameter of the triangles in the mesh). For solving linear systems, we apply the Matlab built-in solver backtrack ($\backslash$) in 2D and algebraic multigrid methods [24] in 3D. We report the wall time\(^2\) in Table 1.

\(^2\)All the code for all examples in the paper has been created by the authors using Matlab R2020b and has been run on a laptop with MacBook Pro, 2.3 Ghz8-Core Intel Core i9 with 64GB 2667 Mhz DDR4. We use the Matlab built-in function tic-toc to denote the real simulation time.
2.2 Reduced basis generation

Recall that the source term $f$ does not depend on time. Let $\ell$ be a small integer and $u^0_h = f$. For $1 \leq i \leq \ell$, we find $u^i_h \in V_h$ satisfying

$$a(u^i_h, v_h) = u^{i-1}_h, \quad \forall v_h \in V_h. \quad (2.5)$$

To find an optimal reduced basis, we then consider the following minimization problem:

$$\min_{\tilde{\varphi}_1, \ldots, \tilde{\varphi}_r \in V_h} \sum_{j=1}^\ell \left\| u^j_h - \sum_{i=1}^r (u^j_h, \tilde{\varphi}_i)_V \tilde{\varphi}_i \right\|^2_V \quad \text{s.t.} \quad (\tilde{\varphi}_i, \tilde{\varphi}_j)_V = \delta_{ij}, \quad 1 \leq i, j \leq r. \quad (P1)$$

The proof of the following lemma can be found in [14, Theorem 2.7].

**Lemma 1.** The solution to problem (P1) is given by the first $r$ eigenvectors of $R : V_h \rightarrow V_h$:

$$R \varphi = \sum_{j=1}^\ell (u^j_h, \varphi)_V u^j_h \quad \text{for} \quad \varphi \in V_h.$$ 

Furthermore, let $\{\lambda_i(R)\}_{i=1}^\ell$ be the first $\ell$ eigenvalues of $R$, then we have

$$\text{argmin}_{(P1)} = \sum_{i=r+1}^\ell \lambda_i(R).$$

**Lemma 1** is not practical since $R$ is an abstract operator. We introduce the following lemma.

**Lemma 2.** Let $U : X \rightarrow Y$ be a compact linear operator, where $X$ and $Y$ are separable Hilbert spaces and $U^* : Y \rightarrow X$ is the Hilbert adjoint operator. The the nonzero (positive) eigenvalues $\{\lambda_k\}$ of $UU^*$ are the same, and if $x_k$ is an orthonormal eigenfunction of $UU^*$, then

$$y_k = \frac{1}{\sqrt{\lambda_k}} U x_k \quad (2.6)$$

are orthonormal eigenfunctions of $UU^*$.

**Lemma 2** gives us an alternative way to compute eigenpair of $R$: if we can not find eigenpair of $R$ and it can be rewritten as $UU^*$; then we should consider to compute the eigenpair of $UU^*$.

Let us define the linear and bounded operator $U : \mathbb{R}^\ell \rightarrow V_h$ by

$$U \alpha = \sum_{i=1}^\ell \alpha_i u^i_h, \quad \text{where} \quad \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_\ell]^T \in \mathbb{R}^\ell. \quad (2.7)$$

The Hilbert adjoint $U^* : V_h \rightarrow \mathbb{R}^\ell$ satisfies

$$(U^* v_h, \alpha)_{\mathbb{R}^\ell} = (v_h, U \alpha)_V = \sum_{i=1}^\ell \alpha_i (u^i_h, v_h)_V.$$
This implies

\[ U^*v_h = \left[ (u^1_h, v_h), \ldots, (u^\ell_h, v_h) \right]^T. \tag{2.8} \]

Then we have

\[ UU^*v_h = \sum_{i=1}^\ell (u^i_h, v_h)v^i_h = Rv_h. \]

Motivated by Lemma 2, we shall compute \( U^*U \), it is obvious that \( U^*U : \mathbb{R}^\ell \to \mathbb{R}^\ell \), i.e., the operator \( U^*U \) is a matrix, we can compute its eigenvectors and eigenvalues in practice. Then we can get eigenvectors of \( R \) by using Lemma 2.

### 2.2.1 Computation of \( U^*U \)

We first define the mass matrix \( M \), the stiffness matrix \( A \) and the load vector \( b \) by

\[ M_{ij} = (\varphi_j, \varphi_i), \quad A_{ij} = a(\varphi_j, \varphi_i), \quad b_i = (f, \varphi_i). \tag{2.9} \]

Let \( u_i \in \mathbb{R}^N \) be the coefficient of \( u^i_h \) under the finite element basis \( \{\varphi_j\}_{j=1}^N \), \( 1 \leq i \leq \ell \), i.e.,

\[ u^i_h = \sum_{j=1}^N (u_i)_j \varphi_j, \tag{2.10} \]

where \( (\alpha)_j \) denotes the \( j \)-th component of the vector \( \alpha \). Then substituting (2.10) into (2.5) we obtain

\[ Au_i = Mu_{i-1}, \quad 2 \leq i \leq \ell, \quad \text{with} \quad Au_1 = b. \tag{2.11} \]

Next, we define matrix \( U_\ell \) by

\[ U_\ell = [u_1 \mid u_2 \mid \ldots \mid u_\ell] \in \mathbb{R}^{N \times \ell}. \tag{2.12} \]

By (2.7) and (2.8) we can get

\[ U^*U\alpha = \left[ \left( u^1_h, \sum_{i=1}^\ell \alpha_i u^i_h \right)_V, \ldots, \left( u^\ell_h, \sum_{i=1}^\ell \alpha_i u^i_h \right)_V \right]^T := K_\ell\alpha, \]

where

\[ K_\ell = \begin{bmatrix} (u^1_h, u^1_h)_V & (u^1_h, u^2_h)_V & \cdots & (u^1_h, u^\ell_h)_V \\ (u^2_h, u^1_h)_V & (u^2_h, u^2_h)_V & \cdots & (u^2_h, u^\ell_h)_V \\ \vdots & \vdots & \ddots & \vdots \\ (u^\ell_h, u^1_h)_V & (u^\ell_h, u^2_h)_V & \cdots & (u^\ell_h, u^\ell_h)_V \end{bmatrix} = U_\ell^\top AU_\ell, \tag{2.13} \]
2.2.2 Finding the eigenpairs of $R$

Next, we assume that $\psi_k$ is the $k$-th orthonormal eigenvector of $K_\ell$ corresponding to the eigenvalue of $\lambda_k(K_\ell)$, i.e.,

$$K_\ell \psi_k = \lambda_k(K_\ell) \psi_k, \quad \text{and} \quad \psi_k^T \psi_k = 1. \quad (2.14)$$

According to Lemma 2, the nonzero eigenvalues of $K_\ell$ and $R$ are the same.

**Lemma 3.** Assume that $\lambda_1(K_\ell) \geq \lambda_2(K_\ell) \geq \ldots \geq \lambda_\ell(K_\ell) > 0$ are the eigenvalues of $K_\ell$, then

$$\lambda_i(K_\ell) = \lambda_i(R), \quad \text{for } i = 1, 2, \ldots, \ell.$$

Then, by Lemma 2 we can compute the basis $\tilde{\varphi}_k$, $k = 1, 2, \ldots, \ell$,

$$\tilde{\varphi}_k = \frac{1}{\sqrt{\lambda_k(K_\ell)}} U \psi_k = \frac{1}{\sqrt{\lambda_k(K_\ell)}} \sum_{i=1}^\ell \left( (\psi_k)_i \sum_{j=1}^N (u_i)_j \varphi_j \right) = \frac{1}{\sqrt{\lambda_k(K_\ell)}} \sum_{j=1}^N (U_\ell \psi_k)_j \varphi_j.$$

In other words, the basis function $\tilde{\varphi}_k$ is a finite element function, and its coefficients are

$$\frac{1}{\sqrt{\lambda_k(K_\ell)}} U_\ell \psi_k.$$

In practice, truncation is performed when the eigenvalue is small. Assume the first $r$ eigenvalues satisfy our requirement, we then define a matrix $Q$ by

$$Q = U_\ell [\psi_1 | \psi_2 | \ldots | \psi_r] \begin{bmatrix} \frac{1}{\sqrt{\lambda_1(K_\ell)}} & \cdots & \frac{1}{\sqrt{\lambda_r(K_\ell)}} \end{bmatrix} \in \mathbb{R}^{N \times r}. \quad (2.15)$$

It is obvious that the $i$-th column of $Q$ is the coefficient of the finite element function $\tilde{\varphi}_i$, $i = 1, 2, \ldots, r$. Next, we assume that $\Psi$ and $\Lambda$ are the eigenpair of $K_\ell$, i.e., $K_\ell \Psi = \Psi \Lambda$. For notational convenience, we adopt Matlab notation herein. We use $\Psi(:, 1 : r)$ to denote the first $r$ columns of $\Psi$, and $\Lambda(1 : r, 1 : r)$ be the $r$-th leading principal minor of $\Lambda$. We summarize the above discussion in Algorithm 1 (see lines 1 – 9).

2.3 Discussion of matrix $K_\ell$ and its eigenvalues

The main computational cost in Algorithm 1 is to solve $\ell$ linear systems. However, it is unclear how to choose $\ell$. Hence we have to choose $\ell$ large, this makes the computation expensive. In this section, we remedy the Algorithm 1 such that we do not have any unnecessary cost.

Recall that $M$ and $A$ are the mass and stiffness matrix; see the definition in (2.9). Define \( \hat{A} = M^{-1} A \) and $\hat{b} = M^{-1} b$, and by (2.12) we have

$$U_\ell = [\hat{A}^{-1} \hat{b} | \hat{A}^{-2} \hat{b} | \ldots | \hat{A}^{-\ell} \hat{b}]. \quad (2.16)$$

The matrix $U_\ell$ is nothing but the so-called Krylov matrix. Let $r \leq \ell$ be the rank of $U_\ell$, then

$$\text{span}\{\hat{A}^{-1} \hat{b}, \hat{A}^{-2} \hat{b}, \ldots, \hat{A}^{-r} \hat{b}\} = \text{span}\{\hat{A}^{-1} \hat{b}, \hat{A}^{-2} \hat{b}, \ldots, \hat{A}^{-r} \hat{b}\}.$$
In other words, there is no need to compute $\hat{A}^{-(r+1)} \hat{b}$, ..., $\hat{A}^{-\ell} \hat{b}$, i.e., we only need to solve $r$ linear systems in (2.5). By the definition of $K_\ell$ in (2.13), we see that the matrix $K_r$ is positive definite and $K_{r+1}$ is positive semi-definite. Hence, we only need to compute the minimal eigenvalue of the matrices $K_1, K_2, ...$. Once the minimal eigenvalue of some matrix is zero, we stop.

In practice, we terminate the process if the minimal eigenvalue is small.

Next, we show that the matrix $K_r$ is Hankel type matrix, i.e., each ascending skew-diagonal from left to right is constant.

**Lemma 4.** For any $1 \leq i \leq \ell$, $1 \leq j \leq \ell$, we have

$$K_{1,i+j-1} = K_{2,i+j-2} = ... = K_{i,j} = K_{i+1,j-1} = ... = K_{i+j-1,1}.$$ 

Hence, $K$ is Hankel type matrix.

**Proof.** First, we define $A_h : V_h \to V_h$ by

$$a(w_h,v_h) = (A_h w_h,v_h) \quad \text{for all } v_h \in V_h. \quad (2.17)$$

It is easy to see that $A_h^{-1}$ exists and $A_h$ is self-adjoint since the bilinear form $a(\cdot, \cdot)$ is symmetric. By (2.5) we have

$$u_h^i = A_h^{-1} u_h^{i-1} = A_h^{-2} u_h^{i-2} = ... = A_h^{-i} u_h^0.$$ 

By the definition $K_\ell$ in (2.13) we have

$$K_{ij} = a(u_h^i,u_h^j) = (A_h u_h^i,A_h u_h^j) = (A_h u_h^i,A_h^{-1} u_h^{i-1}) = (u_h^i,u_h^{i-1}) = (A_h u_h^{i+1},u_h^{i-1}) = K_{i-1,j+1}.$$ 

By the same arguments we have

$$K_{1,i+j-1} = K_{2,i+j-2} = ... = K_{i,j} = K_{i+1,j-1} = ... = K_{i+j-1,1}.$$ 

Therefore, to assemble the matrix $K_r$, we only need the matrix $K_{r-1}$ and to compute $u_{r-1}^T A u_r$ and $u_r^T A u_r$. Now we summarize the above discussion in **Algorithm 2**

**Algorithm 2** (Get the matrix $Q$)

**Input:** $\text{tol}$, $\ell$, $M$, $A$, $b$
1: Solve $A u_1 = b$;
2: Let $K_1 = u_1^T A u_1$;
3: for $i = 2$ to $\ell$ do
4:   Solve $A u_i = M u_{i-1}$;
5:   Get $\alpha = [K_{i-1}(i-1,2:i-1) | u_{i-1}^T A u_i]$ and $\beta = u_i^T A u_i$;
6:   $K_i = \begin{bmatrix} K_{i-1} & \alpha^T \\ \alpha & \beta \end{bmatrix}$;
7:   $[\Psi, \Lambda] = \text{eig}(K_i)$;
8:   if $\Lambda(i,i) \leq \text{tol}$ then
9:     break;
10: end if
11: end for
12: Set $U = [u_1 | u_2 | ... | u_\ell]$;
13: Set $Q = U \Psi(:,1:r-1)(\Lambda(1:i-1,i-1))^{-1/2}$;
14: return $Q$

Next, we show that the eigenvalues of the Hankel matrix $K_r$ have exponential decay.
Theorem 1. Let \( \lambda_1(K_r) \geq \lambda_2(K_r) \geq \ldots \geq \lambda_r(K_r) > 0 \) be the eigenvalues of \( K_r \), then
\[
\lambda_{2k+1}(K_r) \leq 16 \left[ \exp \left( \frac{\pi^2}{4 \log(8|r/2|/\pi)} \right) \right]^{-2k+2} \lambda_1(K_r), \quad 2k + 1 \leq r. \tag{2.18}
\]
Here \( \lfloor \cdot \rfloor \) is the floor function that takes as input a real number \( x \), and gives as output the greatest integer less than or equal to \( x \). Moreover, the minimal eigenvalue of \( K_r \) satisfies
\[
\lambda_{\text{min}}(K_r) \leq C(2r - 1)\|f\|_{V'}^2 \exp \left( -\frac{7(r + 1)}{2} \right). \tag{2.19}
\]

The proof of Theorem 1 and the error analysis in Section 3 relies on the discrete eigenvalue problem of the bilinear form \( a(\cdot, \cdot) \). Let \((\lambda_{ih}, \phi_{ih}) \in \mathbb{R} \times V_h \) be the solution of
\[
a(\phi_{ih}, v_h) = \lambda_{ih} (\phi_{ih}, v_h) \quad \text{for all } v_h \in V_h. \tag{2.20}
\]

It is well known that the eigenvalue problem (2.20) has a finite sequence of eigenvalues and eigenfunctions
\[
0 < \lambda_{1,h} \leq \lambda_{2,h} \leq \ldots \leq \lambda_{N,h}, \quad \phi_{1,h}, \phi_{2,h}, \ldots, \phi_{N,h}, \quad (\phi_{i,h}, \phi_{j,h})_V = \delta_{ij}.
\]

Let \( \widehat{\phi}_i \in \mathbb{R}^N \) be the coefficient of \( \phi_{i,h} \) in terms of the finite element basis \( \{\varphi_j\}_{j=1}^N \). Since \((\phi_{i,h}, \phi_{j,h})_V = \delta_{ij}\), then \( \widehat{\phi}_i^\top A \widehat{\phi}_j = \delta_{ij} \). This implies that \( \{\widehat{\phi}_i\}_{i=1}^N \) is a \( A \)-orthnormal basis in \( \mathbb{R}^N \).

Let \( \Pi : V \rightarrow V_h \) be the standard \( L^2 \) projection, i.e., for all \( w \in L^2(\Omega) \) we have
\[
(\Pi w, v_h) = (w, v_h), \quad \forall v_h \in V_h. \tag{2.21}
\]

Lemma 5. Let \( \{b_j\}_{j=1}^N \) and \( \{f_j\}_{j=1}^N \) be the coefficient of \( \widehat{b} \) and \( \Pi f \) in terms of \( \{\widehat{\phi}_i\}_{i=1}^N \) and \( \{\phi_{i,h}\}_{i=1}^N \), respectively. Then
\[
b_j = f_j, \quad j = 1, 2, \ldots, N.
\]
Furthermore,
\[
\sum_{j=1}^N \frac{b_j^2}{\lambda_{j,h}} \leq C\|f\|_{V'}^2.
\]

Proof. First, we take \( w_h = A^{-1}_h \Pi f \) in (2.17) to obtain:
\[
a(A^{-1}_h \Pi f, v_h) = (\Pi f, v_h) = (f, v_h).
\]
By the continuity of the bilinear form \( a(\cdot, \cdot) \) we have
\[
\|A^{-1}_h \Pi f\|_V \leq C\|f\|_{V'}.
\]
Since \( \widehat{b} \) is the coefficient of \( \Pi f \) in terms of the finite element basis \( \{\varphi_i\}_{i=1}^N \), then
\[
f_j = (\Pi f, \phi_{j,h})_V = \left( \sum_{i=1}^N (\widehat{b})_i \varphi_i, \sum_{k=1}^N (\widehat{\phi}_j)_k \varphi_k \right)_V = \widehat{\phi}_j^\top A \widehat{b} = \widehat{\phi}_j^\top A \sum_{i=1}^N b_i \widehat{\phi}_i = b_j.
\]
This implies
\[ \Pi f = \sum_{j=1}^{N} b_j \phi_{j,h}. \]

Note that \((\phi_{i,h}, \phi_{j,h})_V = \delta_{ij}\), therefore we have
\[
\|A^{-1}_h \Pi f\|_V = \left\| \sum_{j=1}^{N} b_j \phi_{j,h} \right\|_V = \left( \sum_{j=1}^{N} \frac{b_j^2}{\lambda_{j,h}} \right)^{1/2}.
\]
This implies, for any \(N\), we have
\[
\sum_{j=1}^{N} \frac{b_j^2}{\lambda_{j,h}} \leq C \|f\|^2_V.
\]

Let \(\mu_j = 1/\lambda_{j,h}\), we define the rectangular Vandermonde matrix \(V_d\) and weighted matrix \(W\) by
\[
V_d = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ \mu_1 & \mu_2 & \cdots & \mu_N \\ \vdots & \vdots & \ddots & \vdots \\ \mu_1^{r-1} & \mu_2^{r-1} & \cdots & \mu_N^{r-1} \end{bmatrix}, \quad W = \begin{bmatrix} b_1 \mu_1 & 0 & \cdots & 0 \\ 0 & b_2 \mu_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & b_N \mu_N \end{bmatrix}.
\]

**Lemma 6.** The Hankel matrix \(K_r\), which was defined in (2.13) can be rewritten as
\[
K_r = (V_d W^T)(V_d W)^T.
\]

**Proof.** Recall (2.20) and note that \(\hat{\phi}_i \in \mathbb{R}^N\) is the coefficient of \(\phi_{i,h}\) in terms of the finite element basis \(\{\varphi_j\}_{j=1}^{N}\), then
\[
A \hat{\phi}_i = \lambda_{i,h} M \hat{\phi}_i.
\]
This gives
\[
\hat{A} \hat{\phi}_i = \lambda_{i,h} \hat{\phi}_i. \tag{2.22}
\]
Then, by (2.16) and (2.22) we have
\[
U_r = [\hat{A}^{-1} \hat{b} | \hat{A}^{-2} \hat{b} | \ldots | \hat{A}^{-r} \hat{b}]
\]
\[
= \left[ \begin{array}{c} \sum_{j=1}^{N} b_j \mu_j \hat{\phi}_j \\ \sum_{j=1}^{N} b_j \mu_j^2 \hat{\phi}_j \\ \vdots \\ \sum_{j=1}^{N} b_j \mu_j^{r-1} \hat{\phi}_j \end{array} \right] = [\hat{\phi}_1 | \hat{\phi}_2 | \ldots | \hat{\phi}_N] W V_d^T.
\]
Therefore, by (2.13) we have
\[
K_r = U_r^T A U_r = (W V_d^T)^T [\hat{\phi}_1 | \hat{\phi}_2 | \ldots | \hat{\phi}_N] A [\hat{\phi}_1 | \hat{\phi}_2 | \ldots | \hat{\phi}_N] W V_d = (V_d W)(V_d W)^T.
\]
Proof of [Theorem 1]. First, the estimate (2.18) holds since \( K_r \) is a positive definite Hankel matrix; see [2, Corollary 5.5]. Next, we prove (2.19) and we use the techniques in [9, 27].

Without loss of generality, we assume that the minimal eigenvalue of (2.20) \( \lambda_{1,h} \) is no less than 1; otherwise we modify the eigenvalue problem (2.20) by shifting.

Let \( L_k(x) = \sum_{j=1}^{k} \ell_{kj}x^{j-1} \) be the \( k \)-th Legendre polynomial in \([0, 1]\), such that

\[
\int_{0}^{1} L_i(x)L_j(x)dx = \delta_{ij} \quad \text{and} \quad \max_{x \in [0,1]} |L_k(x)| = \sqrt{2k-1}.
\]

We define the vector \( v_k = [\ell_{k1}, \cdots, \ell_{kk}, 0, \cdots, 0]^\top \in \mathbb{R}^r \) with \( 1 \leq k \leq r \) and matrix \( L \) by

\[
L = \begin{bmatrix}
\ell_{11} & 0 & 0 & 0 \\
\ell_{11} & \ell_{12} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\ell_{r1} & \ell_{r2} & \cdots & \ell_{rr}
\end{bmatrix}.
\]

We note that \( L \) is non-singular; all entries from the main diagonal of \( L \) are different from zero since the degree of \( L_k \) is exactly \( k-1 \). By the definition of Legendre polynomials we have

\[
\begin{bmatrix}
L_1 \\
L_2 \\
\vdots \\
L_r
\end{bmatrix} = \begin{bmatrix}
\ell_{11} & 0 & 0 & 0 \\
\ell_{11} & \ell_{12} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\ell_{r1} & \ell_{r2} & \cdots & \ell_{rr}
\end{bmatrix} \begin{bmatrix}
1 \\
x \\
\vdots \\
x^{r-1}
\end{bmatrix}.
\]

Therefore,

\[
\begin{bmatrix}
1 \\
x \\
\vdots \\
x^{r-1}
\end{bmatrix} = \begin{bmatrix}
\ell_{11} & 0 & 0 & 0 \\
\ell_{11} & \ell_{12} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\ell_{r1} & \ell_{r2} & \cdots & \ell_{rr}
\end{bmatrix}^{-1} \begin{bmatrix}
L_1 \\
L_2 \\
\vdots \\
L_r
\end{bmatrix}.
\]

Let \( D \) be the inverse of \( L \), then for \( i = 1, 2, \ldots, r \) we have

\[
x^{i-1} = \sum_{j=1}^{r} d_{ij}L_j(x). \tag{2.23}
\]

We multiply \( L_j(x) \) on both sides of (2.23) and integrate on \([0, 1]\) to obtain:

\[
\int_{0}^{1} x^{i-1}L_j(x)dx = d_{ij}. \tag{2.24}
\]

By virtue of orthogonality of Legendre polynomials, and (2.23) and (2.24) imply

\[
\sum_{j=1}^{k} \ell_{kj} \int_{0}^{1} x^{i-1}x^{j-1}dx = d_{ij}.
\]
In other words,
\[ H_r L^T = L^{-1}, \] (2.25)

where \( H_r \) is the \( r \times r \) Hilbert matrix with \( (H_r)_{ij} = 1/(i + j - 1) \). It is well known that the condition number of \( H_r \) grows like \((1 + \sqrt{2})^{4r}/\sqrt{r}\); see \cite{29} Eq.(3.35). Next, by (2.25) we know

\[ H_r^{-1} = \sum_{k=1}^{r} v_k v_k^T. \]

Now, let \( B = \sum_{k=1}^{r-1} v_k v_k^T \), and one can verify that \( B \) has the block form \( \begin{pmatrix} H_r^{-1} & 0 \\ 0 & 0 \end{pmatrix} \). Thus \( B \) has a zero eigenvalue and its other (positive) eigenvalues are the reciprocals of the eigenvalues of \( H_r^{-1} \). Moreover, since \( H_r^{-1} - B = v_r v_r^T \) is a rank one matrix, we have

\[ \lambda_{\max}(H_r^{-1} - B) = v_r^T v_r. \]

On the other hand,

\[ v_r^T v_r = \lambda_{\max}(H_r^{-1} - B) \geq \lambda_{\max}(H_r^{-1}) - \lambda_{\max}(B) = \frac{1}{\lambda_{\min}(H_r)} - \frac{1}{\lambda_{\min}(H_r^{-1})} = \frac{1 - c_r}{\lambda_{\min}(H_r)}, \]

where \( c_r = \frac{\lambda_{\min}(H_r^{-1})}{\lambda_{\min}(H_r)} \). We remark that for \( r \geq 2 \) one has \((1 - c_r)^{-1} < 6/5\). Note that

\[
(V_d W)^T v_r = \begin{bmatrix} b_1 \mu_1 & b_1 \mu_1^2 & \cdots & b_1 \mu_1^r \\ b_2 \mu_2 & b_2 \mu_2^2 & \cdots & b_2 \mu_2^r \\ \vdots & \vdots & \ddots & \vdots \\ b_N \mu_N & b_N \mu_N^2 & \cdots & b_N \mu_N^r \end{bmatrix} \begin{bmatrix} \ell_{r1} \\ \ell_{r2} \\ \vdots \\ \ell_{rr} \end{bmatrix} = \begin{bmatrix} b_1 \mu_1 \mathcal{L}_r(\mu_1) \\ b_2 \mu_2 \mathcal{L}_r(\mu_2) \\ \vdots \\ b_N \mu_N \mathcal{L}_r(\mu_N) \end{bmatrix}.
\]

Therefore

\[
\lambda_{\min}(K_r) \leq \frac{\|v_r^T K_r v_r\|}{v_r^T v_r} = \frac{\|v_r^T (V_d W)(V_d W)^T v_r\|}{v_r^T v_r} = \frac{\|(V_d W)^T v_r\|}{v_r^T v_r} \cdot \frac{(V_d W)^T V_d W)}{v_r^T v_r} \\
= \frac{\sum_{k=1}^{N} b_k^2 \mu_k^2 \lambda_{\min}(H_r)}{v_r^T v_r} \leq \max_{x \in [0,1]} |\mathcal{L}_r(x)|^2 \frac{\lambda_{\min}(H_r)}{1 - c_r} \sum_{k=1}^{N} b_k^2 \mu_k^2 \\
\leq C(2r - 1) \lambda_{\min}(H_r) \|f\|^2_{l_2}.
\]

Recall \cite[Eq.(3.35)]{29} that \( \lambda_{\min}(H_r) \leq C \exp(-7(r + 1)/2) \). Then

\[
\lambda_{\min}(K_r) \leq C(2r - 1) \|f\|^2_{l_2} \exp(-7(r + 1)/2).
\]

\[ \square \]

**Example 2.** We use the same problem data as in [Example 1] and take \( h = 1/100 \). We report all the eigenvalues of \( K_h \) in [Figure 1]. It is clear that the eigenvalues have exponential decay. This matches our theoretical result in [Theorem 1].
2.4 Reduced order model (ROM)

In the rest of the paper, we let \( \tilde{\varphi}_1, \tilde{\varphi}_2, \ldots, \tilde{\varphi}_r \) be the order \( r \) optimal reduced basis, which was generated in \textbf{Algorithm 2} and we define \( V_r \) by

\[
V_r = \text{span}\{\tilde{\varphi}_1, \tilde{\varphi}_2, \ldots, \tilde{\varphi}_r\}. \tag{2.26}
\]

Using the space \( V_r \) we will construct the following two-steps backward differentiation reduced-order model (BDF2-ROM) scheme. Find \( u^n_r \in V_r \) with \( u^0_r = 0 \) satisfying

\[
\left( \partial_t^+ u^n_r, v_r \right) + a(u^n_r, v_r) = (f, v_r), \quad \forall v_r \in V_r. \tag{2.27}
\]

Now, we are ready to compute the inner product in \textbf{(2.27)}. Let \( q_j \) be the \( j \)-th column of \( Q \), then

\[
A_{r,ij} = a(\tilde{\varphi}_j, \tilde{\varphi}_i) = \left( \sum_{m=1}^{N} (q_j)_m \varphi_m, \sum_{n=1}^{N} (q_i)_n \varphi_n \right)_V = q_j^\top A q_i,
\]

where \( A \) is the stiffness matrix defined in \textbf{(2.9)}. Hence,

\[
A_r = \begin{bmatrix}
q^\top_1 A q_1 & q^\top_1 A q_2 & \cdots & q^\top_1 A q_r \\
q^\top_2 A q_1 & q^\top_2 A q_2 & \cdots & q^\top_2 A q_r \\
\vdots & \vdots & \ddots & \vdots \\
q^\top_r A q_1 & q^\top_r A q_2 & \cdots & q^\top_r A q_r
\end{bmatrix} = Q^\top A Q \in \mathbb{R}^{r \times r}.
\]

Similarly, we define the reduced mass matrix and load vector.

\[
M_r = Q^\top M Q \in \mathbb{R}^{r \times r}, \quad b_r = Q^\top b \in \mathbb{R}^r. \tag{2.28}
\]

Finally, we are ready to complete the full implementation of \textbf{(2.27)}. Since \( u^n_r \in V_r \) holds, we make the Galerkin ansatz of the form

\[
u^n_r = \sum_{j=1}^{r} (\alpha^n_r)_j \tilde{\varphi}_j \quad \text{for } n = 1, 2, \ldots, N_T. \tag{2.29}
\]
We insert (2.29) into (2.27) and have the following linear systems:

\[ M_r \partial_t^+ \alpha^n_r + A_r \alpha^n_r = b_r, \quad n \geq 1, \]

\[ \alpha^0_r = 0. \]  

(2.30)

For convenience, we should express the solution \( u^n_r \) by using the standard finite element basis. By (2.15) and (2.29) we have

\[ u^n_r = \sum_{j=1}^r (\alpha^n_r)_j \tilde{\varphi}_j = \sum_{j=1}^r (\alpha^n_r)_j \sum_{i=1}^N (q_j)_i \varphi_i = \sum_{i=1}^N (Q \alpha^n_r)_i \varphi_i. \]

In other words, the coefficients of the solution \( u^n_r \) in terms of the standard finite element basis are \( Q \alpha^n_r \). It is worthwhile mentioning that to store the solution, we only need to save the matrix \( Q \in \mathbb{R}^{N \times r} \) and the coefficient \( \alpha^n_r \in \mathbb{R}^r \). Next, we summarize the above discussion in Algorithm 3.

**Algorithm 3** (Fully implementation of (2.27))

**Input:** \( \text{tol}, \ell, N_T, \Delta t, M, A, b \)

1. \( Q = \text{GetTheMatrixQ}(\text{tol}, \ell, M, A, b); \) % Algorithm 2
2. Set \( M_r = Q^\top MQ; \) \( A_r = Q^\top AQ; \) \( b_r = Q^\top b; \)
3. Solve \( \left( \frac{1}{\Delta t} M_r + A_r \right) \alpha^1_r = b_r; \)
4. for \( n = 2 \) to \( N_T \) do
5. Solve \( \left( \frac{3}{2\Delta t} M_r + A_r \right) \alpha^n_r = \frac{1}{\Delta t} M_r \left( 2\alpha^{n-1}_r - \frac{1}{2} \alpha^{n-2}_r \right) + b_r; \)
6. end for
7. return \( Q, \alpha^n_r \)

**Example 3.** We revisit the **Example 1** with the same problem data, mesh and time step. We choose \( \ell = 10, \text{tol} = 10^{-14} \) in Algorithm 3. We report the dimension \( r \) and the wall time of the ROM in Table 2. Comparing with Table 1, we see that our ROM is much faster than standard solvers. We also compute the \( L^2 \)-norm error between the solutions of the FEM and the ROM at the final time \( T = 1 \), we see that the error is close to the machine error. This motivated us that the solutions of the FEM and of the ROM are the same if we take \( \text{tol} \) small enough. In Section 3 we give a rigorous error analysis under an assumption on the source term \( f \).

| \( h \) | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
|--------|-----|-----|-----|-----|-----|-----|-----|
| \( r \) | 6   | 6   | 6   | 6   | 6   | 6   | 6   |
| Wall time (s) | 0.03 | 0.04 | 0.13 | 0.62 | 2.03 | 9.86 | 44.3 |
| Error | 6.73E-11 | 4.78E-15 | 2.03E-15 | 7.50E-14 | 6.87E-13 | 7.01E-13 | 7.88E-12 |

**Table 2:** **Example 3** The dimension and wall time (seconds) of the ROM. The \( L^2 \)-norm error between the solutions of the FEM and the ROM at the final time.

### 3 Error Analysis

Next, we provide a fully-discrete convergence analysis of the above new reduced order method for linear parabolic equations. Throughout the section, the constant \( C \) depends on the polynomial degree \( k \), the domain, the shape regularity of the mesh and the problem data. But, it does not depend on the mesh size \( h \), the time step \( \Delta t \) and the dimension of the ROM.
3.1 Main assumption and main result

First, we recall that $\Pi$ is the standard $L^2$ projection (see (2.21)) and $\{\phi_{j,h}\}_{j=1}^N$ are the eigenfunctions of (2.20) corresponding to the eigenvalues $\{\lambda_{j,h}\}_{j=1}^N$.

Next, we give our main assumptions in this section:

Assumption 1. Low rank of $f$: there exist $\{c_j\}_{j=1}^\ell$ such that

$$\Pi f = \sum_{j=1}^\ell c_j \phi_{m,j,h}. \quad (3.1)$$

Assumption 2. The regularity of the solution of (2.2) is smooth enough.

Now, we state our main result in this section:

**Theorem 2.** Let $u$ be the solution of (2.2) and $u^n_r$ be the solution of (2.27) by setting $tol=0$ in Algorithm 3. If Assumption 1 and Assumption 2 hold, then we have

$$\|u(t_n) - u^n_r\| \leq C \left( h^{k+1} + (\Delta t)^2 \right).$$

3.2 Sketch the proof of Theorem 2

To prove Theorem 2, we first bound the error between the solutions of the PDE (2.2) and FEM (2.4). Next we prove that the solutions of FEM (2.4) and the ROM (2.27) are exactly the same. Then we obtain a bound on the error between the solutions of PDE (2.2) and the ROM (2.27).

We begin by bounding the error between the solutions of the FEM (2.4) and PDE (2.2).

**Lemma 7.** Let $u$ and $u^n_h$ be the solution of (2.2) and (2.4), respectively. If Assumption 2 holds, then we have

$$\|u(t_n) - u^n_h\| \leq C \left( h^{k+1} + (\Delta t)^2 \right).$$

The proof of Lemma 7 follows from standard estimates of finite element methods, therefore we skip it. Next, we prove that the solutions of FEM (2.4) and the ROM (2.27) are exactly the same.

**Lemma 8.** Let $u^n_h$ be the solution of (2.4) and $u^n_r$ be the solution of (2.27) by setting $tol=0$ in Algorithm 3. If ?? 1 holds, then for all $n = 1, 2, \ldots, N_T$ we have

$$u^n_h = u^n_r.$$ 

As a consequence, Lemmas 7 and 8 give the proof of Theorem 2.

3.3 Proof of Lemma 8

Since the eigenvalue problem (2.20) might have repeated eigenvalues, without loss of generality, we assume that only $\phi_{m_1,h}$ and $\phi_{m_2,h}$ share the same eigenvalues $\lambda_{m_1,h} = \lambda_{m_2,h}$. Recall that $\mu_i = 1/\lambda_{i,h}$, then we have

$$\mu_{m_1} = \mu_{m_2} > \mu_{m_3} > \ldots > \mu_{m_\ell}. \quad (3.2)$$
By (2.17) we know that $\phi_{i,h}$ is the eigenfunction of $A_{h}^{-1}$ corresponding to the eigenvalue $\mu_i$. Now, we apply $A_{h}^{-1}, A_{h}^{-2}, \ldots, A_{h}^{-\ell}$ to both sides of (3.1) to obtain:

\[
\begin{bmatrix}
    u_{1h} \\
    u_{2h} \\
    \vdots \\
    u_{\ell h}
\end{bmatrix} =
\begin{bmatrix}
    c_{1}\mu_{m_{1}} & c_{2}\mu_{m_{2}} & \cdots & c_{\ell}\mu_{m_{\ell}} \\
    c_{1}\mu_{m_{1}}^{2} & c_{2}\mu_{m_{2}}^{2} & \cdots & c_{\ell}\mu_{m_{\ell}}^{2} \\
    \vdots & \vdots & \ddots & \vdots \\
    c_{1}\mu_{m_{1}}^{\ell} & c_{2}\mu_{m_{2}}^{\ell} & \cdots & c_{\ell}\mu_{m_{\ell}}^{\ell}
\end{bmatrix}
\begin{bmatrix}
    \phi_{m_{1},h} \\
    \phi_{m_{2},h} \\
    \vdots \\
    \phi_{m_{\ell},h}
\end{bmatrix}.
\tag{3.3}
\]

By the assumption (3.2), the rank of the coefficient matrix in (3.3) is $\ell - 1$. Hence

\[
\text{span}\{u_{1h}, u_{2h}, \ldots, u_{\ell-1h}\} = \text{span}\{u_{1h}, u_{2h}, \ldots, u_{\ell h}\}.
\]

This implies that the matrix $K_{\ell-1}$ (see (2.13)) is positive definite and $K_{\ell}$ is positive semi-definite. Therefore, if we set $\text{tol}= 0$ in the Algorithm 2, then the reduced basis space $V_{r}$ is given by

\[
V_{r} = \text{span}\{\tilde{\varphi}_{1}, \tilde{\varphi}_{2}, \ldots, \tilde{\varphi}_{\ell-1}\} = \text{span}\{u_{1h}, u_{2h}, \ldots, u_{\ell-1h}\}.
\]

Furthermore, by Lemma 1 for any $j = 1, 2, \ldots, \ell - 1$ we have

\[
u_{j} = \sum_{i=1}^{\ell-1} (u_{i}, \tilde{\varphi}_{i}) v, \tilde{\varphi}_{i}.
\]

For $i = 1, 2, \ldots, \ell$, we define the sequence $\{\alpha_{i}^{n}\}_{n=1}^{N_{T}}$ by

\[
\partial_{t}^{+}\alpha_{i}^{n} + \frac{1}{\mu_{m_{i}}} \alpha_{i}^{n} = c_{i}, \quad n \geq 1,
\]

\[
\alpha_{i}^{0} = 0.
\tag{3.4}
\]

**Lemma 9.** If Assumption 1 holds, then the unique solution of (2.4) is given by

\[
u_{i}^{n} = \sum_{i=1}^{\ell} \alpha_{i}^{n} \phi_{m_{i},h}, \quad n = 1, 2, \ldots, N_{T}.
\tag{3.5}
\]

**Proof.** We only need to check that (3.5) satisfies (2.4). Substitute (3.5) into (2.4) we have

\[
(\partial_{t}^{+}u_{i}, v_{h}) + a(u_{i}^{n}, v_{h}) = \left(\sum_{i=1}^{\ell} (\partial_{t}^{+}\alpha_{i}^{n}) \phi_{m_{i},h}, v_{h}\right) + a \left(\sum_{i=1}^{\ell} \alpha_{i}^{n} \phi_{m_{i},h}, v_{h}\right)
\]

\[
= \left(\sum_{i=1}^{\ell} (\partial_{t}^{+}\alpha_{i}^{n}) \phi_{m_{i},h}, v_{h}\right) + \left(\sum_{i=1}^{\ell} \frac{\alpha_{i}^{n}}{\mu_{m_{i}}} \phi_{m_{i},h}, v_{h}\right),
\]

where we used the fact that $\phi_{m_{i},h}$ is the eigenvector of (2.20) corresponding to the eigenvalue $1/\mu_{m_{i}}$ in the last equality. Therefore, by (3.4) and Assumption 1 we have

\[
(\partial_{t}^{+}u_{i}, v_{h}) + a(u_{i}^{n}, v_{h}) = \left(\sum_{i=1}^{\ell} c_{i} \phi_{m_{i},h}, v_{h}\right) = (\Pi f, v_{h}) = (f, v_{h}).
\]

\[\square\]
Due to the assumption (3.2), it is easy to show that for all \( n = 1, 2, \ldots, N_T \),
\[
\alpha_1^n c_2 = \alpha_2^n c_1. \tag{3.6}
\]

**Lemma 10.** Let \( u_h^n \) be the solution of (2.4) and set \( \text{tol} = 0 \) in Algorithm 3. If Assumption I and (3.2) hold, then for \( n = 1, 2, \ldots, N_T \) we have
\[
u_h^n \in V_r = \text{span}\{u_h^1, u_h^2, \ldots, u_h^{\ell-1}\}.
\]

**Proof.** We rewrite the system (3.3) as
\[
\begin{bmatrix}
  u_h^1 \\
  u_h^2 \\
  \vdots \\
  u_h^{\ell-1}
\end{bmatrix}
= \begin{bmatrix}
  c_2 \mu_{m_2} & c_3 \mu_{m_3} & \cdots & c_\ell \mu_{m_\ell} \\
  c_2 \mu_{m_2}^2 & c_3 \mu_{m_3}^2 & \cdots & c_\ell \mu_{m_\ell}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  c_2 \mu_{m_2}^{\ell-1} & c_3 \mu_{m_3}^{\ell-1} & \cdots & c_\ell \mu_{m_\ell}^{\ell-1}
\end{bmatrix}
\begin{bmatrix}
  \phi_{m_2,h} \\
  \phi_{m_3,h} \\
  \vdots \\
  \phi_{m_\ell,h}
\end{bmatrix}
+ \begin{bmatrix}
  c_1 \mu_{m_1} \\
  c_1 \mu_{m_1}^2 \\
  \vdots \\
  c_1 \mu_{m_\ell}^{\ell-1}
\end{bmatrix}
\phi_{m_1,h}. \tag{3.7}
\]

We denote the coefficient matrix of (3.7) by \( S \), it is obvious that \( S \) is invertible since \( \mu_{m_2}, \mu_{m_3}, \ldots, \mu_{m_\ell} \) are distinct. Furthermore, since \( \mu_{m_1} = \mu_{m_2} \), then
\[
S \begin{bmatrix}
  1 \\
  0 \\
  \vdots \\
  0
\end{bmatrix}
= \begin{bmatrix}
  c_2 \mu_{m_2} \\
  c_2 \mu_{m_2}^2 \\
  \vdots \\
  c_2 \mu_{m_2}^{\ell-1}
\end{bmatrix}
- \begin{bmatrix}
  c_2 \\
  c_2 \\
  \vdots \\
  c_2
\end{bmatrix}
\phi_{m_1,h} = \begin{bmatrix}
  c_1 \\
  0 \\
  \vdots \\
  0
\end{bmatrix}
\phi_{m_1,h}.
\]

This implies
\[
\begin{bmatrix}
  \phi_{m_2,h} \\
  \phi_{m_3,h} \\
  \vdots \\
  \phi_{m_\ell,h}
\end{bmatrix}
= S^{-1} \begin{bmatrix}
  u_h^1 \\
  u_h^2 \\
  \vdots \\
  u_h^{\ell-1}
\end{bmatrix}
+ \begin{bmatrix}
  c_1 \\
  0 \\
  \vdots \\
  0
\end{bmatrix}
\phi_{m_1,h}.
\]

Then by Lemma 9 and (3.6) we have
\[
u_h^n = \sum_{i=1}^{\ell} \alpha_i^n \phi_{m_i,h} = \alpha_1^n \phi_{m_1,h} + \sum_{i=2}^{\ell} \alpha_i^n \phi_{m_i,h}
= \alpha_1^n \phi_{m_1,h} + \sum_{i=2}^{\ell} \sum_{j=1}^{\ell-1} S_{i-1,j} u_h^j - \frac{c_1}{c_2} \alpha_2^n \phi_{m_1,h}
= \sum_{i=2}^{\ell} \sum_{j=1}^{\ell-1} S_{i-1,j} u_h^j.
\]

This completes the proof.

**Proof of Lemma 8.** First, we take \( v_h \in V_r \subset V_h \) in (2.4) to obtain
\[
(\partial_t^+ u_h, v_h) + a(u_h^n, v_h) = \left( \sum_{i=1}^{\ell} c_i \phi_{m_i,h}, v_h \right). \tag{3.8}
\]
Subtract \(3.8\) from \(2.27\) and we let \(e^n = u^n_r - u^n_h\), then
\[
(\partial_t^+ e^n, v_h) + a(e^n, v_h) = 0.
\]
By Lemma 10 we take \(v_h = e^n \in V_r\) and the identity
\[
(a - b, a) = \frac{1}{2}(\|a\|^2 - \|b\|^2) + \frac{1}{2}\|a - b\|^2,
\]
\[
\frac{1}{2}(3a - 4b + c, a) = \frac{1}{4}[\|a\|^2 + 2\|a - b\|^2 - \|b\|^2 - \|2b - c\|^2] + \frac{1}{4}\|a - 2b + c\|^2,
\]
to get
\[
\|e^1\|^2 - \|e^0\|^2 + \|e^1 - e^0\|^2 + 2\Delta t \|e^1\|^2 = 0.
\]
Since \(e^0 = 0\), then \(e^1 = 0\). In other words
\[
u^1_r = u^1_h.
\]
For \(n \geq 2\) we have
\[
[\|e^n\|^2 - \|e^{n-1}\|^2] + [\|2e^n - e^{n-1}\|^2 - \|2e^{n-1} - e^{n-2}\|^2] + \|e^n - 2e^{n-1} + e^{n-2}\|^2 + 4\Delta t \|e^n\|^2 = 0.
\]
Summing both sides of the above identity from \(n = 2\) to \(n = m\) completes the proof of Lemma 8. \(\square\)

4 General data

In this section, we extend the new algorithm to more general cases. We assume that the source term \(f\) can be expressed or approximated by a few only time dependent functions \(f_i(t)\) and space dependent functions \(g_i(x)\), i.e.,
\[
f(t, x) = \sum_{i=1}^{m} f_i(t) g_i(x),
\]
or
\[
f(t, x) \approx \sum_{i=1}^{m} f(t^*_i, x) L_{k,i}(t) := \sum_{i=1}^{m} f_i(t) g_i(x),
\]
where \(\{t^*_i\}_{i=1}^{m}\) are the \(m\) Chebyshev interpolation nodes and \(\{L_{m,i}(t)\}_{i=1}^{m}\) are the Lagrange interpolation functions:
\[
t^*_i = \frac{T}{2} + \frac{T}{2} \cos \left( \frac{2i - 1}{2m} \pi \right) \quad \text{for} \quad i = 1, 2, \ldots, m,
\]
\[
L_{m,i}(t) = \frac{(t - t^*_i) \cdots (t - t^*_{i-1})(t - t^*_i) \cdots (t - t^*_{m})}{(t^*_i - t^*_i) \cdots (t^*_i - t^*_{i-1})(t^*_i - t^*_i) \cdots (t^*_i - t^*_m)}.
\]
Let \(\{\varphi_i\}_{i=1}^{N}\) be the finite element basis function and we then define the following vectors:
\[
b_0 = [(u_0, \varphi_j)]_{j=1}^{N}, \quad b_i = [(g_i, \varphi_j)]_{j=1}^{N}, \quad i = 1, 2, \ldots, m, \quad B = [b_0 \mid b_1 \mid b_2 \mid \ldots \mid b_m]. \quad (4.1)
\]
Algorithm 4

Input: $\text{tol, } \ell, M, A, B$

1: Solve $Au_1 = B$;
2: for $i = 2$ to $\ell$ do
3: \hspace{1em} Solve $Au_i = Mu_{i-1}$;
4: end for
5: Set $U = [u_1 \mid u_2 \mid \ldots \mid u_\ell]$;
6: Set $K = U^T A U$;
7: $[\Psi, \Lambda] = \text{eig}(K)$;
8: Find minimal $r$ such that $\sum_{k=1}^{r} \frac{\Lambda(k,k)}{\sum_{k=1}^{(i+1)\ell} \Lambda(k,k)} \geq 1 - \text{tol}$;
9: Set $Y = U\Psi(:,1:r)(\Lambda(1:r;1:r))^{-1/2}$;
10: return $Y$

By the linearity, one trivial idea is to apply Algorithm 3 $m + 1$ times. This can be computationally expensive if $m$ is not small. Following an ensemble idea in [6], we can treat $\{b_i\}_{i=0}^m$ simultaneously (see Algorithm 4) since these linear systems share a common coefficient matrix; it is more efficient than solving the linear system with a single RHS for $m + 1$ times.

Unfortunately, a downside of this approach is a loss of numerical precision. More precisely, the convergence rates are not stable when the mesh size $h$ and time step $\Delta t$ are small, or when the error is pretty small; see Table 3. This is possibly due to the fast decay of the eigenvalues of $K$. To resolve the problem, we use the singular values of $U$ as the stopping criteria. We see that the convergence is very stable; see Table 5.

We note that the standard singular value decomposition (SVD) of $U$ is not equivalent to the eigen decomposition of $K$. In [8], the authors showed that the output of Algorithm 4, $Y$, is the first $r$ columns of $Q$ in the following Definition 1.

**Definition 1.** [8] A core SVD of a matrix $U \in \mathbb{R}^{N \times n}$ is a decomposition $U = Q \Sigma R^T$, where $Q \in \mathbb{R}^{N \times d}$, $\Sigma \in \mathbb{R}^{d \times d}$, and $R \in \mathbb{R}^{n \times d}$ satisfy

$$Q^T A Q = I, \quad R^T R = I, \quad \Sigma = \text{diag} (\sigma_1, \ldots, \sigma_d),$$

where $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_d > 0$. The values $\{\sigma_i\}$ are called the (positive) singular values of $U$ and the columns of $Q$ and $R$ are called the corresponding singular vectors of $U$.

Next, we introduce an efficient method to compute the core SVD of $U$.

### 4.1 Incremental SVD

Incremental SVD was proposed by Brand in [4], the algorithm updates the SVD of a matrix when one or more columns are added to the matrix. However, if we directly apply Brand’s algorithm to compute the core SVD of $U$, we have to compute the Cholesky factorization of the weighted matrix $A$. Recently, Fareed et al. [8] modified Brand’s algorithm in a weighted norm setting without computing the Cholesky factorization of $A$.

Next we briefly discuss the main idea of the algorithm.

Suppose we already have the rank-$k$ truncated core SVD of $U_i$ (the first $i$ columns of $U$):

$$U_i = Q \Sigma R_i^T, \quad \text{with } Q^T A Q = I, \quad R_i^T R_i = I, \quad \Sigma = \text{diag} (\sigma_1, \ldots, \sigma_k),$$

where $\Sigma \in \mathbb{R}^{k \times k}$ is a diagonal matrix with the $k$ (ordered) singular values of $U_i$ on the diagonal, $Q \in \mathbb{R}^{N \times k}$ is the matrix containing the corresponding $k$ left singular vectors of $U_i$, and $R \in \mathbb{R}^{i \times k}$ is the matrix of the corresponding $k$ right singular vectors of $U_i$. 
The main idea of Brand’s algorithm is to update the matrix $U_{i+1} := \begin{bmatrix} U_i & u_{i+1} \end{bmatrix}$ by using the SVD of $U_i$ and the new coming data $u_{i+1}$. Set $p = \|u_{i+1} - QQ^T Au_{i+1}\|_A$, where $\|x\|_A = x^T A x$. Then the incremental SVD algorithm arises from the following fundamental identity:

\[
U_{i+1} = \begin{bmatrix} Q & (I - QQ^T A)u_{i+1}/p \end{bmatrix} \begin{bmatrix} \Sigma & Q^T Au_{i+1} \\ 0 & p \end{bmatrix} \begin{bmatrix} R & 0 \\ 0 & 1 \end{bmatrix}^T.
\] (4.3)

Then the SVD of $U_{i+1}$ can be constructed by

1. finding the full SVD of $\begin{bmatrix} \Sigma & Q^T Au_{i+1} \\ 0 & p \end{bmatrix} = \tilde{Q} \tilde{\Sigma} \tilde{R}^T$, and then

2. updating the SVD of $U_{i+1}$ by

\[
U_{i+1} = \left(\begin{bmatrix} Q & (I - QQ^T A)u_{i+1}/p \end{bmatrix} \tilde{Q}\right) \tilde{\Sigma} \left(\begin{bmatrix} R & 0 \\ 0 & 1 \end{bmatrix} \tilde{R}\right)^T.
\]

In practice, small numerical errors cause a loss of orthogonality, hence reorthogonalizations are needed and the computational cost can be high. Very recently, Zhang \cite{30} proposed an efficient way to reduce the complexity; see \cite[Section 4.2]{30} for more details.

Now we apply the new incremental SVD algorithm in \cite{30} to find the core SVD of the matrix $U$ in Algorithm 4. Obviously, the main computational cost is to solve the matrix equations for $\ell$ times. Although solving a linear system with multiple RHS is more efficient than solving multiple linear systems with a single RHS, it is still expensive if we have a large amount of RHS. To reduce the computational cost, we find a low rank approximation of the matrix $B$ in (4.1).

Let $B = Q_F \Sigma_F R_F^T$ be a thin SVD of $B$, the number of the columns of $Q_F$ is small if the data is low rank or approximately low rank. We summarize the above discussions in Algorithm 5.

**Algorithm 5**

**Input:** $M \in \mathbb{R}^{N \times N}$, $A \in \mathbb{R}^{N \times N}$, $\{b_i\}_{i=0}^m$, tol
1: $[Q_F, \Sigma_F, R_F] = \text{svd}(B, \text{‘econ’});$
2: Find the minimal $p$ such that $\Sigma_F(p + 1, p + 1) \leq \text{tol}$;
3: Let $Q_p$ be the first $p$ columns of $Q_F$
4: Solve $Au_1 = Q_p$
5: $Q = [], \Sigma = [], R = []$
6: $[Q, \Sigma, R] = \text{Fullisvd}(Q, \Sigma, R, A, U_1, \text{tol})$; % \cite[Algorithm 9]{30}
7: for $i = 2$ to $\ell$ do
8: Solve $Au_i = MU_{i-1}$;
9: $[Q, \Sigma, R] = \text{Fullisvd}(Q, \Sigma, R, A, U_i, \text{tol})$; % \cite[Algorithm 9]{30}
10: end for
11: return $Q, Q_F, \Sigma_F, R_F$

\footnote{In Matlab, we use \texttt{svd}(B, ‘econ’) to compute the thin SVD of $B$, when $B$ has a large number of columns, we recommend the incremental SVD.}
4.2 ROM

Let \( r \) be the number of the column of \( Q \) in Algorithm 5 and define \( V_r \) by

\[
V_r = \text{span}\{\bar{\varphi}_1, \bar{\varphi}_2, \ldots, \bar{\varphi}_r\}, \quad \text{with} \quad \bar{\varphi}_j = \sum_{k=1}^{N} Q(k,j)\varphi_k, \quad \text{for} \quad j = 1, 2, \ldots, r.
\]  

(4.4)

We are looking for a function \( u_r(t) \in C((0,T]; V_r) \) satisfying

\[
\begin{align*}
\frac{d}{dt}(u_r(t), v_h) + a(u_r(t), v_h) &= (f, v_h) \quad \forall v_h \in V_r, \\
(u_r(0), v_h) &= (u_0, v_h) \quad \forall v_h \in V_r.
\end{align*}
\]

(4.5)

Since \( u_r(t) \in V_r \) holds, we make the Galerkin ansatz of the form

\[
u_r(t) = \sum_{j=1}^{r} u^*_j(t)\bar{\varphi}_j.
\]

(4.6)

We insert (4.6) into (4.5) and define the modal coefficient vector

\[
U_r(t) = (u^*_j(t))_{1 \leq j \leq r} \quad \text{for} \quad t \in [0,T].
\]

From (4.5) we derive the linear system of ordinary differential equations

\[
M_r U'_r(t) + A_r U_r(t) = \sum_{i=1}^{m} f_i(t) b^*_i \quad t \in (0,T],
\]

\[
U_r(0) = b^*_0.
\]

(4.7)

where

\[
M_r = Q^\top MQ \in \mathbb{R}^{r \times r}, \quad A_r = Q^\top AQ \in \mathbb{R}^{r \times r}, \quad b^*_i = Q^\top b_i \in \mathbb{R}^{r}, i = 0, 1, 2, \ldots, k.
\]

Note that (4.7) can then be solved by using an appropriate method for the time discretization.

4.3 Numerical experiments

In this section, we present several numerical tests to show the accuracy and efficiency of our new method. In all examples, we let \( \Omega = (0,1)^2 \) in 2D and \( \Omega = (0,1)^3 \) in 3D and final time \( T = 1 \). The source term \( f \) is chosen so that the exact solution is

\[
u = \begin{cases} 
\sin(t) \cos(tx) x \sin(x-1) \sin(y)(y-1) & \text{in } 2D, \\
\sin(t) \cos(tx) x \sin(x-1) \sin(y)(y-1) \sin(z)(z-1) & \text{in } 3D.
\end{cases}
\]

First, we choose \( \ell = 5, m = 8, \text{tol} = 10^{-10} \) and apply Algorithm 4 to get the ROM (4.7), then we use the backward Euler for the first step and then apply the two-steps backward differentiation formula (BDF2) for the time discretization and take time step \( \Delta t = h^{(k+1)/2} \), here \( h \) is the mesh size and \( k \) is the polynomial degree. We report the error at the final time \( T = 1 \) and wall time in Table 3. We see that the convergence rate of the ROM is the same as the standard finite element method when \( k = 1 \). However, the convergence rates are not stable due to a loss of numerical precision; see the case of \( k = 2 \) in Table 3.
Table 3: Algorithm 4 2D: The errors for \( u_r \) and \( \nabla u_r \) at the final time \( T = 1 \).

Second, we test the efficiency and accuracy of Algorithm 5 under the same problem data and setting as above. We report the error at the final time \( T = 1 \) and wall time in Tables 4 and 5. We see that the convergence rate of the ROM is the same as the standard finite element method.

Table 4: Algorithm 5 2D: The errors for \( u_r \) and \( \nabla u_r \) at the final time \( T = 1 \).

Table 5: Algorithm 5 3D: The errors for \( u_r \) and \( \nabla u_r \) at the final time \( T = 1 \).
5 Conclusion

In the paper, we proposed a new reduced order model (ROM) of linear parabolic PDEs. We proved that the singular values of the Krylov sequence are exponential decaying (Theorem 1). Furthermore, under some assumptions, we proved that the solutions of the ROM and the FEM have the same convergence rates (Theorem 2). There are many interesting directions for the future research. First, we will investigate the non-homogeneous Dirichlet boundary conditions and the corresponding Dirichlet boundary control problems, such as [7,11–13,16]. Second, we will consider the ROM for hyperbolic PDEs and Maxwell’s equations [21,22]. Third, we will apply our result for realistic problems, such as inverse problems, shape optimization problems and data assimilation problems. Our long term goal is to build accurate ROMs for nonlinear PDEs.
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