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Abstract—In this work, we introduce a novel approach for determining a joint sparse spectrum from several non-uniformly sampled data sets, where each data set is assumed to have its own, possibly disjoint, and only partially known, sampling times. The potential of the proposed approach is illustrated using a spectral estimation problem in paleoclimatology. In this problem, each data point derives from a separate ice core measurement, resulting in that even though all measurements reflect the same periodicities, the sampling times and phases differ among the data sets. In addition, sampling times are only approximately known. The resulting joint estimate exploiting all available data is formulated using a sparse reconstruction framework allowing for a reliable and robust estimate of the underlying periodicities. The corresponding misspecified Cramér-Rao lower bound, accounting for the expected sampling uncertainties, is derived and the proposed method is shown to attain the resulting bound when the signal to noise ratio is sufficiently high. The performance of the proposed method is illustrated as compared to other commonly used approaches using both simulated and measured ice core data sets.
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I. INTRODUCTION

Ice and sea sediment cores provide an excellent record of, among other things, long-term historic climate variability as well as solar activity via the molecular content trapped in the core [1]–[5]. By studying periodicities in the time-varying composition of the chemical content of the samples, information that allows for distinguishing between natural and anthropogenic climate change can be extracted [6].

One such commonly used molecular measure is the ratio $\delta^{18}O$, which is linearly linked to the local temperature, serving as a temperature proxy [2]. However, the estimation of the frequency content for such data records is complicated by two factors. Firstly, measurements from ice and sea sediment cores constitute an irregularly sampled sequence, as, due to uneven accumulation and sedimentation processes, the samples are not uniformly distributed in time [7], [8]. Secondly, the actual sampling times of the measurements are only approximately known. Specifically, the sample time of a particular measurement is determined by using so-called age-depth curves, i.e., a function mapping the depth within the ice/sediment core at which the sample is extracted to its age or sampling time. However, as the functional form, as well as the calibration, of the age-depth curves are only approximate, the actual sampling times are uncertain. Furthermore, the length of the data record for a specific geographic location is limited by the thickness of the ice sheet or sediment layer. However, due to the global effect of astronomical influences, such as, e.g., eccentricity and solar activity, on the long-term climate variability, it is expected that measurements collected at different geographic locations should share similar spectral content in the low-frequency bands, thus opening for the possibility of exploiting multiple data sets to decrease the variability of the obtained spectral estimates [2], [9]. Due to measurements being obtained from different locations, with different climate effects, the sampling times for different data sets do, in general, not coincide. Furthermore, even though spectra corresponding to different locations are expected to be similar, there are variations in amplitude and phase, as well as larger dissimilarities in the high frequency content [10].

Taken together, these factors complicate inferring the spectral content of the ice/sediment cores using standard methods such as periodogram-based approaches or maximum entropy techniques [11]. Commonly used approaches to address this problem include analyzing multiple normalized and stacked records as a single data set [9], [10].

In this work, we formulate the spectral estimation for ice/sediment core data as an inverse problem. Specifically, as it has been indicated that the low-frequency content of such measurements is concentrated to a small set of narrowband components [12], [13], we propose to model the time series as a sinusoidal mixture. Furthermore, as the number of narrowband components is expected to be small, albeit unknown, we utilize a sparse reconstruction framework to estimate the spectral content [14], [15]. In order to allow for several data sets with similar but not identical spectral content, the resulting spectral estimate is formed as a barycenter, i.e., a generalized mean, of the spectra corresponding to the individual time series. Specifically, the spectrum is estimated as the one closest, in a weighted $\ell_2$ sense, to a set of spectra consistent with the respective series of measurements, with a sparsity promoting penalty introduced to exploit the a priori knowledge that the expected number of signal components is small. By defining the barycenter in terms of the spectrum, as opposed to in terms of the coefficients of the sinusoidal components, we avoid problems caused by differences in the initial phases for the different spectral components as well as for the used data sets. Furthermore, as is shown, the resulting estimator can be formulated as a convex program, allowing the spectral estimate to be reliably found using standard iterative solvers [16], [17].
Similar sparse reconstruction techniques have earlier been used for estimating sinusoidal mixtures in noise [18], chirp signals [19], harmonic structures [20], as well as in spectroscopic applications [21], [22]. However, to the best of the authors’ knowledge, these ideas have not been applied to paleoclimatology data, employing several independent data sets, explicitly accounting for differences in amplitude and phase between them. Using numerical examples, we demonstrate that the proposed method allows for finding statistically efficient estimates of the frequency content for paleoclimatology data in the ideal case of known sample times, as well as displaying robustness to uncertainty in the sampling. Introducing the misspecified Cramér-Rao lower bound (MCRB) [23], [24] for the problem at hand, we further examine the effects of the sampling uncertainties, illustrating how the achievable performance will depend on this uncertainty. Finally, we examine the estimation performance using both simulated and measured data, clearly showing the preferable performance of the proposed estimator.

The paper is organized as follows: in the next section, we introduce the problem formulation, after which, in Section III we introduce the proposed estimator. In Section IV we present the MCRB allowing for the assumed sampling uncertainties, after which, in Section V we present numerical examples of the discussed estimators, using both simulated and measured data sets. Finally, in Section VI we conclude upon the work.

II. PROBLEM FORMULATION

Inspired by ice/sediment core data studied in paleoclimatology, we consider data available from $M$ different data sets, for this application typically being attained by analyzing the molecular content of gas trapped in the ice. In this case, the data consists of $\delta^{18}O$ measurements, formed as the ratio of the heavier oxygen isotope $^{18}O$ and $^{16}O$ as compared to a reference, which will vary with the volume of water in solid vs. liquid form [2]. From this data, one wants to estimate a common, global, spectrum $\Phi$, describing the frequency content of the climate variation. This spectrum can typically be well-modelled as a collection of point masses, corresponding to representing the signal by a finite sum of sinusoids. Specifically, the data from core $m$ can be modeled as

$$s_t^{(m)} = \sum_{k=1}^{K} \rho_k^{(m)} \cos(\omega_k(t + \Delta_t^{(m)}) + \varphi_k^{(m)}),$$  

(1)

where $\Delta_t^{(m)}$ are the unknown missampling terms, i.e., sampling time errors, at the assumed sampling times $t = t_1^{(m)}, \ldots, t_{N_m}^{(m)}$, generally being different for each core. The $K$ frequencies, $\omega_k$, are here assumed to be the same for each data set, whereas the amplitudes, $\rho_k^{(m)}$ and phases, $\varphi_k^{(m)}$, are, in general, different for each data set, implying that the data may be detailed using $K + 2KM$ unknown parameters.

The measured signal is modeled as being embedded in additive noise, $y_t^{(m)}$, such that the observed data is

$$y_t^{(m)} = s_t^{(m)} + v_t^{(m)}.$$  

Here, we assume that $v_t^{(m)}$ is normally distributed zero-mean white noise with variance $\sigma_v^2$, with all observations being independent, such that $y_t^{(m)} \sim \mathcal{N}(s_t^{(m)}, \sigma_v^2)$.

Each data set is assumed to be sampled at different sampling instants, with $N_m$ available samples in the $m$-th data set. Let

$$\mathbf{T}^{(m)} \triangleq \begin{bmatrix} t_1^{(m)} & \cdots & t_{N_m}^{(m)} \end{bmatrix}^T,$$

$$\Delta_T^{(m)} \triangleq \begin{bmatrix} \Delta_1^{(m)} & \cdots & \Delta_{N_m}^{(m)} \end{bmatrix}^T,$$

denote the sampling instants and the corresponding missampling terms, respectively, allowing the noise-free and observed signals to be expressed as $(N_m \times 1)$-dimensional vectors

$$\mathbf{s}^{(m)} \triangleq \begin{bmatrix} s_1^{(m)} & \cdots & s_{N_m}^{(m)} \end{bmatrix}^T,$$

$$\mathbf{y}^{(m)} \triangleq \begin{bmatrix} y_1^{(m)} & \cdots & y_{N_m}^{(m)} \end{bmatrix}^T,$$

where the subscript indicate the sampling instants. For notational simplicity, we will, without loss of generality, here assume that the sampling times of all data sets are unique and let $N$ denote the total number of samples available from the $M$ data sets, i.e.,

$$N \triangleq \sum_{m=1}^{M} N_m.$$

Combining the $M$ data sets, and defining

$$\mathbf{s} \triangleq \begin{bmatrix} (s^{(1)})^T & \cdots & (s^{(M)})^T \end{bmatrix}^T,$$

$$\mathbf{y} \triangleq \begin{bmatrix} (y^{(1)})^T & \cdots & (y^{(M)})^T \end{bmatrix}^T,$$

we have that the observed $(N \times 1)$-dimensional data vector may be modeled as the multivariate normal distributed vector

$$\mathbf{y} \sim \mathcal{N}(\mathbf{s}, \Sigma \mathbf{I}_{(N \times N)}),$$

with probability density function (PDF)

$$f(y) = \frac{1}{(2\pi \sigma_y^2)^{N/2}} e^{-\frac{1}{2\sigma_y^2} \sum_{m=1}^{M} \sum_{t \in \mathbf{T}^{(m)}} (y_t^{(m)} - s_t^{(m)})^2}.$$  

(2)

Thus, the problem of interest is here to determine the $K + 2KM$ unknown parameters describing the observations $\mathbf{y}$ while allowing for the sampling uncertainties, $\{\Delta_T^{(m)}\}$.

III. PROPOSED ESTIMATION APPROACH

The proposed estimator is formed using a sparse reconstruction framework employing a separate wideband dictionary for each of the data sets, as described next. The resulting penalized regression problem exploits that the different data sets share spectral content in some frequency bands, thereby forming an underlying global spectrum, $\Phi$. This spectrum is here represented using the non-negative vector

$$\Phi \triangleq [\Phi(-\omega_C) \ldots \Phi(\omega_C)]^T \in \mathbb{R}^{2C+1},$$

where $2C + 1$ denotes the number of considered spectral components (which may be different from the number of actual signal components). The proposed estimator is then formed as the extended penalized regression problem

$$\min_{(\beta^{(m)}, \alpha^{(m)}} \geq 0 M m=1 \sum_{m=1}^{M} ||y^{(m)} - D^{(m)} \beta^{(m)}||_2^2$$

$$+ \sum_{m=1}^{M} \zeta^{(m)} ||q \odot (\Phi - \alpha^{(m)})||_1 + \lambda ||\Phi||_1$$

subject to $\alpha^{(m)} \geq |\beta^{(m)}|$,  

(3)
where $\circ$ denotes element-wise multiplication, and where $D^{(m)}$ denotes the $m$th (wideband) dictionary, as discussed further below. The user-defined constants $\zeta^{(m)} \geq 0$ reflect the expected correlation between data set $m$ and the rest of the records. Furthermore,

$$
\beta^{(m)} = [\beta^{(m)}(-\omega_C) \ldots \beta^{(m)}(\omega_C)]^T \in \mathbb{C}^{2C+1}
$$

for $m = 1, \ldots, M$, and

$$
\alpha^{(m)} = [\alpha^{(m)}(-\omega_C) \ldots \alpha^{(m)}(\omega_C)] \in \mathbb{R}^{2C+1}
$$

where $q(\omega) \in [0, 1] \forall \omega \in [-\omega_C, \ldots, \omega_C]$, representing the individual spectral estimates for the $M$ data sets, as well as a weighting vector, respectively.

The spectral estimate is thus formed as the spectral vector, $\Phi$, that allows the $M$ data sets to be best represented using the $M$ different dictionaries, $D^{(m)}$, at the assumed sampling times. The second term in the optimization enforces that the estimated global spectrum coincides, at least approximately, with the individual spectral estimates, $\alpha^{(m)}$. The third term is introduced to enforce sparsity on the basis of the spectral estimate, whereas the constraint that $\alpha^{(m)} \geq |\beta^{(m)}|$ is introduced as the constraint $|\beta^{(m)}|$ is, as illustrated in Appendix A, expected to be lower than the global spectral components due to the sampling uncertainties. Thus, the constraint compensates for the loss of power from the missing sample, while also ensuring that only differences in magnitude are penalized and thus ignoring differences in phase. By properly weighting these terms using the weights $\zeta^{(m)}, m = 1, \ldots, M$ and $\lambda$, one can find a trade-off between these properties. Herein, the weights $\zeta^{(m)}$ where, for simplicity, all chosen to be the same, whereas the value of $\lambda$ was chosen such that each of the three terms of the cost function are of similar magnitude, balancing the properties of the estimator.

The proposed estimator is summarized in Algorithm 1 and consists of two parts, firstly the wideband zooming procedure described above is employed to find the support of the model. In its final step, a grid-less narrowband search is employed in order to a single frequency in each of the active regions obtained from the earlier zooming step (see also [23]). The frequency estimates are found as

$$
\hat{\omega} = \arg \min_{\Omega_{\omega} \leq \Omega} \sum_{m=1}^M \left\| y^{(m)} - \left( A^{(m)} \right)^{\dagger} y^{(m)} \right\|_2^2,
$$

where $(\cdot)^{\dagger}$ denotes the matrix pseudoinverse, i.e.,

$$
A^{\dagger} = A(A^T A)^{-1} A^T,
$$

where $A^{(m)}$ is the $(N_m \times 2C+1)$ real-valued narrowband dictionary for data set $m$, i.e.,

$$
A^{(m)} = [\cos(\omega_1 T^{(m)}) \sin(\omega_1 T^{(m)}) \ldots \cos(\omega_C T^{(m)}) \sin(\omega_C T^{(m)})].
$$

This gridless search only results in frequency estimates; if one also wishes to find the amplitudes of the components at these frequencies, these may be found using least squares.

A global amplitude estimate can then be formed by taking the mean of the amplitudes of the different data sets. It
should be noted that, in general, the amplitudes may differ substantially between cores [2]. This simplistic approach may be problematic for certain applications where accuracy of the amplitude estimates is of great importance, but here it is only used to provide a visual comparison between different methods.

We now proceed to derive a lower bound on the achievable accuracy of the resulting estimates.

IV. VARIANCE BOUND FOR MISSPECIFIED DATA

In this section, we derive a lower bound on the achievable variance for the considered estimation problem using the corresponding misspecified Cramér-Rao lower bound (MCRB). Since the missampling in (1) is unknown, and one only has access to the assumed sampling times, the unknown signal may only be approximated. This can be done by disregarding the missampling, introducing the approximate signal model

\[ \mu_t^{(m)}(\theta) = \sum_{k=1}^K \hat{\rho}_k^{(m)} \cos(\hat{\omega}_k t + \hat{\varphi}_k^{(m)}), \]

at the assumed sampling instants \( t = \frac{t_0}{N} \), \( t = \frac{t_1}{N} \), ..., \( t = \frac{t_{N-1}}{N} \), and where \( \theta \) is the collection of model parameters defining the signal, i.e.,

\[ \theta \triangleq [\hat{\omega} \quad \hat{\rho}_1^{(1)} \ldots \hat{\rho}_M^{(M)} \quad \hat{\varphi}_1^{(1)} \ldots \hat{\varphi}_M^{(M)}]^T, \]

where

\[ \hat{\omega} \triangleq [\hat{\omega}_1 \ldots \hat{\omega}_K] \]

\[ \hat{\rho}_m \triangleq [\hat{\rho}_1^{(m)} \ldots \hat{\rho}_K^{(m)}] , \quad \text{for } m = 1, \ldots, M \]

\[ \hat{\varphi}_m \triangleq [\hat{\varphi}_1^{(m)} \ldots \hat{\varphi}_K^{(m)}] , \quad \text{for } m = 1, \ldots, M. \]

It should here be noted that the elements of \( \theta \) are not the same parameters as those describing [1] due to the unknown, and thereby disregarded, missampling terms. The measured signal will thus be approximated as the misspecified model in (7) being corrupted by an additive zero-mean white Gaussian noise, \( \xi_t^{(m)} \), with variance \( \sigma^2_t \), such that the PDF of the misspecified model, \( g_\theta(y) \), using \( \nu_t^{(m)}(\theta) \triangleq y_t^{(m)} - \mu_t^{(m)}(\theta) \), may be expressed as

\[ g_\theta(y) = \frac{1}{(2\pi \sigma^2_t)^{N/2}} e^{-\frac{1}{2\sigma^2_t} \sum_{t \in T^{(m)}} (\nu_t^{(m)}(\theta))^2} . \]

It should be stressed that the model in (7) does not take into account the missampling, implying that the resulting model is misspecified. To take this model mismatch into account, we derive the corresponding MCRB (see e.g., [23], [24] for further details on the MCRB), yielding a bound for \( \theta \) under the misspecified model. In order to do so, we first review the notion of the Kullback-Leibler divergence.

A. Relative Entropy - the Kullback-Leibler divergence

The Kullback-Leibler divergence (KLD), or the relative entropy, between two probability densities \( f \) and \( g \) is defined as

\[ D(f||g) \triangleq \mathbb{E}_f \left\{ \log \left( \frac{f}{g} \right) \right\} , \]

where \( \mathbb{E}_f \) denotes the expectation with respect to the PDF \( f \).

Given a certain observation of the missampling errors, the KLD between the true and misspecified model (as derived in Appendix B) is

\[ D(f||g_\theta) = \frac{1}{2} \left[ N \log \left( \frac{\sigma^2_t}{\sigma^2_\theta} \right) + N \left( \frac{\sigma^2_t}{\sigma^2_\theta} - 1 \right) \right. \]

\[ + \left. \frac{1}{\sigma^2_t} \sum_{m=1}^M \sum_{t \in T^{(m)}} \left( s_t^{(m)} - \mu_t^{(m)}(\theta) \right)^2 \right] . \]

(9)

It is worth noting that the parameter of the misspecified model only affects the final term of the KLD.

B. Pseudo-true parameters

The next step in forming the MCRB is to determine the corresponding pseudo-true parameters, \( \theta_0 \), which are defined as the parameters minimizing the KLD [23], [24]. Examining the final term in (9), one may note that when only the model parameters affect the waveform error, these parameters will
coincide with those minimizing the squared $\ell_2$ norm between the approximating signal in (7) and the true signal in (1), such that

$$\theta_0 = \arg\min_{\theta} \sum_{m=1}^{M} \sum_{t \in T^{(m)}} \left( s_t^{(m)} - \mu_t^{(m)}(\theta) \right)^2,$$

implying that $\theta_0$ will minimize the KLD between the distributions of the true and misspecified models.

Since the pseudo-true variance does not affect the waveform error, this may be minimized separately using \(\hat{\sigma}_e^2\), yielding

$$\sigma_e^2 \triangleq \arg\min_{\sigma_e^2 > 0} \frac{1}{2} N \log \left( \frac{\sigma_e^2}{\sigma_i^2} \right) + N \left( \frac{\sigma_i^2}{\sigma_e^2} - 1 \right) + \frac{1}{\sigma_e^2} \sum_{m=1}^{M} \sum_{t \in T^{(m)}} \left( s_t^{(m)} - \mu_t^{(m)}(\theta) \right)^2 = \sigma_i^2 + \frac{1}{N} \sum_{m=1}^{M} \sum_{t \in T^{(m)}} \left( s_t^{(m)} - \mu_t^{(m)}(\theta) \right)^2.$$

Loosely speaking, this means that as the waveform error grows due to the missampling error and the misspecification increases, a higher pseudo-true variance is compensating for the model error.

C. The Misspecified Cramér-Rao Lower Bound

Under relatively weak assumptions (see [23], [24] and references therein), the MCRB of any unbiased (w.r.t. the pseudo-true parameters) estimator $\hat{\theta}$ satisfies [23], [24]

$$\mathbb{E}_f \left\{ \left( \hat{\theta} - \theta \right)^T (\hat{\theta} - \theta) \right\} \geq A_{\theta_0}^{-1} B_{\theta_0} A_{\theta_0}^{-1},$$

where (for details on these derivations, see Appendix C)

$$A_{\theta_0} \triangleq \mathbb{E}_f \left\{ \nabla^2 \ln g(y) | \theta = \theta_0 \right\} = \frac{1}{\sigma_i^2} \sum_{m=1}^{M} \sum_{t \in T^{(m)}} \left[ (s_t^{(m)} - \mu_t^{(m)}(\theta_0)) \nabla^2 \mu_t^{(m)}(\theta_0) - \nabla \mu_t^{(m)}(\theta_0) \nabla^T \mu_t^{(m)}(\theta_0) \right],$$

$$B_{\theta_0} \triangleq \mathbb{E}_f \left\{ \nabla \ln g(y) | \theta = \theta_0 \right\} \nabla^T \ln g(y) | \theta = \theta_0 \} = \frac{\sigma_i^2}{(\sigma_i^2)^2} \sum_{m=1}^{M} \sum_{t \in T^{(m)}} \nabla \mu_t^{(m)}(\theta_0) \nabla^T \mu_t^{(m)}(\theta_0).$$

Since the misspecified model can be considered a special case of the true model obtained when $\Delta_t^{(m)} = 0 \forall t \in T^{(m)}$, a lower bound on the mean squared error (MSE) of the frequency estimates may be formed as [23], [24]

$$LB(\theta_0) = A_{\theta_0}^{-1} B_{\theta_0} A_{\theta_0}^{-1} + (\hat{\theta} - \theta_0)(\hat{\theta} - \theta_0)^T,$$

where $\tilde{\theta}$ denotes the true model parameters in (1).

V. Simulation Results

In this section, we evaluate the proposed method on both real and simulated data. To ensure that the simulated data displays the correct characteristics regarding, e.g., sampling irregularities, we employ a randomized sampling pattern construction, as described next.

A. Simulating ice core data

The sampling pattern used for the simulated data is here based on the Vostok ice core [1] and on the Taylor Dome ice core [28], [29]. In order to ensure that each simulation has its own sampling pattern, we simulate each pattern using a mixed model Poisson process with intensity function estimated from the real ice core data using maximum likelihood.

It should be noted that, due to the compression of the ice under its own weight, the sampling distances are increasing with the age of the records. This effect is less pronounced for more recent samples since the ice has had less time to compress. Furthermore, due to the approximating nature of the age vs depth curves, the age uncertainty grows with the age of the records [30]. To capture this behaviour, the first part of the simulated sampling patterns are modelled using a homogeneous Poisson process which switches to a nonhomogeneous Poisson process at some change point, $T_c$. Let $X(t)$ denote the number of events of a Poisson process with constant intensity $\gamma$ at time $t$, and let $\{T_i\}_{i=1}^N$ define the sampling instants of the real world data used for simulation. Then, denoting $\Delta T_i \triangleq T_{i+1} - T_i$

$$\mathbb{P}\{X(T_{i+1}) - X(T_i) = 1\} = \gamma \Delta T_i e^{-\gamma \Delta T_i},$$

Using the log-likelihood function,

$$l(\gamma | \{T_i\}_{i=1}^c) = \sum_{i=1}^{c-1} \log(\gamma) + \log(\Delta T_i - \gamma \Delta T_i),$$

where $T_c \leq T_N$ denotes the change point, one can find the ML estimate of the intensity $\gamma$ by finding the stationary point of the log-likelihood function,

$$\hat{\gamma}_{MLE}^{c} = \frac{c - 1}{T_c - T_1},$$

which maximizes the likelihood. Since $\hat{\gamma}_{MLE}^{c}$ is asymptotically $N(\gamma^c, \gamma^c / c)$ distributed [31], one can form an asymptotic confidence interval for $\gamma^c$. Whenever $\hat{\gamma}_{MLE}^{c+1}$ is outside of the previous confidence interval, $T_c$ is deemed to be a change point. Here, the number of samples up until $T_c$ is $c$, which implies that the first $c$ sampling instants are distributed as the order statistics from $c$ uniformly distributed variables in $(T_1, T_c)$ [32]. The resulting mixture distribution, an example of which is shown in Fig. 1, possess the desired characteristics associated to ice core data, with an example of the growing missampling errors being shown in Fig. 2.

Next, the global periodicities are simulated to mimic those that may be expected from the orbital theory of climate, having periods of 100, 41, 23, and 19 kyr [1], [2], [33]. The base amplitudes $\rho_k$ for the frequencies are here set to be 1, 0.8, 0.6, and 0.6, with each data set having a deviation from this amplitude which is normal distributed with standard deviation.
The intensity function of the Poisson process decreases. That the standard deviation of the missampling grows as the (independently for each sample), automatically ensuring 1\% probability that two samples switching place is less than distribution with a standard deviation adapted such that the described below that is used for comparison does not.

The mean periodogram is constructed by normalizing the data by \( N_m \), such that each core contributes equally, and the mean of all periodograms is computed and considered to be the common spectrum. Since amplitude estimation accuracy is not considered in this application, the resulting estimate is scaled for ease of comparison in subsequent figures.

The stacked periodogram is constructed by normalizing all data, stacking them into a single time-series and calculating the Lomb-Scargle periodogram of the resulting, stacked, time series. This stacking method has been used frequently to recreate the global signal [9], [10], [13].

To compare the methods, the sum of the mean squared errors of the frequency estimates are presented as a function of \( SNR \) (in dB). For white noise with variance \( \sigma^2 \), the \( SNR \) is defined as

\[
SNR \triangleq 10 \log_{10} \left( \frac{\sum_{k=1}^{K} \rho_k^2}{2\sigma^2} \right).
\]

With a total of \( N_R \) simulations of the 3 data sets, let \( \hat{f}_k^n \) denote the estimate of \( f_k \) in the \( n \)th simulation. The frequency \( MSE \) is thus defined as

\[
MSE_k \triangleq \frac{1}{N_R} \sum_{n=1}^{N_R} (\hat{\omega}_k^n - \omega_k)^2.
\]

The frequency estimates for the periodogram-based methods are chosen as the \( K \) largest maxima of the spectral estimate.

**B. Without missampling**

We initially examine the case when the sampling patterns for each data set is known. Fig. 3 shows the sum of the frequency \( MSE_k \) for the three methods when there is no missampling, as compared to the corresponding CRB. The results for the proposed method were obtained using 4 zooming steps, starting with 16 initital bins with active threshold \( \tau = 10^{-5} \lambda = 15, \), \( \zeta^{(m)} = 10 \) for all \( m \), and \( \mathbf{q} \) is a vector of ones. As is clear from the figure, the \( MSE \) does not decrease for the periodogram-based methods. This effect is not due to a lack of decrease in variance as such, but rather due to bias of the frequency estimates, which can be seen in Figs. 4 and 5.

The proposed estimator on the other hand yields a statistically efficient estimate for \( SNR \)s above 0 dB.

**C. With missampling**

Fig. 6 shows the results using the same setup as above, but now incorporating the expected missampling as described above. It is worth noting that the MCRB and the CRB yields almost the same bound, except for the higher \( SNR \) cases, where the bias of the pseudo-true frequencies dominates such that the lower bound decreases more slowly. Since the missampling error does not change with the \( SNR \), it seems reasonable that the difficulty of estimating the frequencies changes from initially being limited by the \( SNR \) to eventually being limited by the missampling for higher \( SNR \) cases. The same bias
Fig. 3. The sum of $MSE_k$ calculated from 1000 Monte-Carlo runs per $SNR$, as compared to the sum of averaged frequency CRB of the data assuming no missampling. From $SNR = 0$ dB, the proposed approach achieves the CRB, whereas the periodogram-based methods show limited reduction in $MSE$ for increasing $SNR$.

Fig. 4. Frequency estimates of the highest frequency $\omega = 1/19$ kyr$^{-1}$ at $SNR = 15$ dB. The periodogram-based methods show significant bias due to the closeness of the peaks. The resulting sidelobes of the other frequency will as a result push the estimate to higher frequencies, creating a bias.

problems for the periodogram-based methods at higher $SNR$s remain, implying that the $MSE$ does not continue to decrease after $SNR = 9$ dB. Again, the proposed estimator yields a statistically efficient estimate from $SNR = 3$ dB.

D. Results using real data

Using data from three different ice cores, the Vostok ice core [1], Taylor Dome ice core [28, 29, 36], and the Dome F ice core [7], the results of the method were computed; the results are shown in Fig. 7 and the estimated frequencies can be seen to be fairly close to those expected from orbital theory with periods of 100, 41, 23 and 19 kyr [2]. In Table I, the frequency estimates are listed according to which expected frequency they correspond to Interestingly, the stacked approach only shows three of the expected peaks, while all four are visible in the resulting estimates using the other two approaches. Also worth noting is that the relative amplitudes for each estimate

| Expected periods | Optimized | Stacked | Mean |
|------------------|-----------|---------|------|
| 100              | 110.9     | 114.61  | 103.04 |
| 41               | 40.47     | 41.78   | 40.03  |
| 23               | 23.09     | 22.92   | 24.07  |
| 19               | 19.33     | Missing | 19.33  |
The resulting frequency estimates using the proposed approach, the second peak with a period of $40 \text{ kyr}$ is different, such that when using the proposed estimation approach, the second peak with a period of $40.47 \text{ kyr}$ is the highest, whereas for the stacked method the first peak with a period of $114.61 \text{ kyr}$ is the highest, and for the last approach the third peak with a period of $24.07 \text{ kyr}$ is the highest. This shows that the choice of estimation approach significantly impacts the resulting estimate.

VI. Conclusions

In this work, we have introduced a sparse reconstruction technique to estimate the global spectrum corresponding to the shared spectral structures of a set of non-uniformly sampled data sets, each sampled at different times and with significant uncertainties in the sampling times. The method is shown to yield statistically efficient estimates, as well as reaching the corresponding misspecified performance bound. The performance of the method is shown using realistic simulations of ice core data, including the growing uncertainty in the sampling times as the age of the samples grow, as well as with measured ice core data.

Appendix A

A Small Example: Behaviour of the Schuster Periodogram under Missampling

To exemplify the effects of missampling on the expected value of the periodogram, we consider and idealized example where the signal $s(t)$ consists of a single complex harmonic in circularly-symmetric white noise with total variance $\sigma_v^2$, such that

$$s(t) = \rho e^{i\omega_1(t + \Delta_t)} + \nu_t$$

which is then sampled at equidistant sampling instants, $T$, where only the missampling $\Delta_t \sim \mathcal{N}(0, \sigma^2_\Delta)$ for $t \in T$ is random, with the sampling times being evenly spaced. Then, the expected value of the periodogram at angular frequency $\omega$, can be expressed as

$$\mathbb{E}\{\phi^L_S(\omega)\} = \mathbb{E}\left\{ \frac{1}{N} \sum_{t \in T} \left( \rho e^{i\omega_1(t + \Delta_t)} + \nu_t \right) e^{-i\omega t} \right\}^2$$

$$= \frac{1}{N} \mathbb{E}\left\{ \sum_{t \in T} \rho e^{i((\omega_1 - \omega)t + \omega_1 \Delta_t)} + \nu_t e^{-i\omega t} \right\}^2$$

$$= \frac{1}{N} \mathbb{E}\left\{ \sum_{t \in T} \rho e^{i(\omega_1 - \omega)t + i\omega_1 \Delta_t} + \nu_t e^{-i\omega t} \right\}$$

$$= \frac{1}{N} \sum_{n \in T} \sum_{t \in T : n \neq t} \rho^2 \mathbb{E}\left\{ e^{i(\omega_1 - \omega)(t - n) + i\omega_1 (\Delta_t - \Delta_n)} \right\}$$

$$+ \rho^2 \mathbb{E}\left\{ e^{i(\omega_1 - \omega)(t - n) e^{i\omega_1 (\Delta_t - \Delta_n)}} \right\}$$

where one can identify the characteristic function of $(\Delta_t - \Delta_n) \sim \mathcal{N}(0, 2\sigma^2_\Delta)$, for $t \neq n$, and thus

$$\mathbb{E}\{e^{i\omega_1 (\Delta_t - \Delta_n)}\} = e^{-\omega^2 \sigma^2_\Delta}$$

implying that

$$\mathbb{E}\{\phi^L_S(\omega)\} = \frac{1}{N} \left[ N(\rho^2 + \sigma_v^2) + 2\rho^2 \sum_{t \in T : n \neq t} \cos \{(\omega_1 - \omega)(t - n)\} e^{-\omega^2 \sigma^2_\Delta} \right]$$

At $\omega = \omega_1$,

$$\mathbb{E}\{\phi^L_S(\omega_1)\} = \frac{1}{N} \left[ N(\rho^2 + \sigma_v^2) + 2\rho^2 \sum_{t \in T : n \neq t} e^{-\omega^2 \sigma^2_\Delta} \right]$$

$$= \frac{1}{N} \left\{ N(\rho^2 + \sigma_v^2) + 2\rho^2 N(N - 1) e^{-\omega^2 \sigma^2_\Delta} \right\}$$

with equality if and only if $\sigma^2_\Delta = 0$. Thus, given uncertainty in sampling times, power is lost.
APPENDIX B
CALCULATING THE KLD BETWEEN TWO MULTIVARIATE GAUSSIAN NORMAL DISTRIBUTIONS

Using the definition of the KLD and the true and approximating model PDFs as specified in [4] and [8], respectively, one obtains

\[ D(f||g_\theta) = \mathbb{E}_f \left\{ \log \left( \frac{f}{g} \right) \right\} \]

\[ = \frac{N}{2} \log \left( \frac{\sigma_u^2}{\sigma_v^2} \right) + \frac{1}{2} \sum_{m=1}^{M} \sum_{t \in T(m)} \left[ \left( \frac{\nu_t(m)(\theta)}{\sigma^2}\right)^2 + \frac{\sigma_v^2}{\sigma^2} - 1 \right] \]

thus, using the wave-form error \( \kappa_t(m)(\theta) \triangleq \hat{\eta}_t(m) - \mu_t(m)(\theta) \)

\[ D(f||g_\theta) = \frac{N}{2} \log \left( \frac{\sigma_u^2}{\sigma_v^2} \right) + \frac{1}{2} \sum_{m=1}^{M} \sum_{t \in T(m)} \left[ \left( \kappa_t(m)(\theta) \right)^2 + \frac{\sigma_v^2}{\sigma^2} - 1 \right] \]

\[ = \frac{1}{2} \left[ N \log \left( \frac{\sigma_u^2}{\sigma_v^2} \right) + N \left( \frac{\sigma_v^2}{\sigma^2} - 1 \right) + \frac{1}{\sigma^2} \sum_{m=1}^{M} \sum_{t \in T(m)} \left( \kappa_t(m)(\theta) \right)^2 \right] \]

and

\[ \mathbf{B}_\theta = \mathbb{E}_f \left\{ \nabla_\theta \ln g_\theta(y) | \theta = \theta_0 \right\} \]

\[ = \frac{2}{\sigma^2} \sum_{m=1}^{M} \sum_{t \in T(m)} \nabla_\theta \nu_t(m)(\theta_0) \nabla_\theta \mu_t(m)(\theta_0) \]

\[ + \frac{1}{\sigma^2} \left[ \left( \kappa_t(m)(\theta_0) \right)^2 \right] \]

with \( \mathbf{b}_m = \sum_{m=1}^{M} \sum_{t \in T(m)} \kappa_t(m)(\theta_0) \nabla_\theta \mu_t(m)(\theta_0) \). Since the pseudo-true parameters minimizes the squared \( \ell_2 \) norm between the approximating and true signal, it follows by first order optimality conditions that

\[ \mathbf{b}_m \propto \nabla_\theta \left( \sum_{m=1}^{M} \sum_{t \in T(m)} (\kappa_t(m)(\theta_0))^2 \right) = 0. \]

Thus,

\[ \mathbf{B}_\theta = \frac{2}{\sigma^2} \sum_{m=1}^{M} \sum_{t \in T(m)} \nabla_\theta \nu_t(m)(\theta_0) \nabla_\theta \mu_t(m)(\theta_0) \]

It is worth noting that when the model is correctly specified, the MCRB simplifies to the CRB [24].
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