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Abstract—Recently, Martínez-Peñas and Kschischang (IEEE Trans. Inf. Theory, 2019) showed that lifted linearized Reed–Solomon codes are suitable codes for error control in multishot network coding. We show how to construct and decode lifted interleaved linearized Reed–Solomon codes. Compared to the construction by Martínez-Peñas–Kschischang, interleaving allows to increase the decoding region significantly (especially w.r.t. the number of insertions) and decreases the overhead due to the lifting (i.e., increases the code rate), at the cost of an increased packet size. The proposed decoder is a list decoder that can also be interpreted as a probabilistic unique decoder. Although our best upper bound on the list size is exponential, we present a heuristic argument and simulation results that indicate that the list size is in fact one for most channel realizations up to the maximal decoding radius.

Index Terms—Multishot network coding, subspace codes, sum-rank metric, multishot operator channel

1. INTRODUCTION

Network coding [11] is a powerful approach to achieve the capacity of multicast networks. Unlike the classical routing schemes, network coding allows to mix (e.g. linearly combine) incoming packets at intermediate nodes. Kötter and Kschischang proposed codes in the subspace metric as a suitable tool for error correction in (random) linear network coding [2].

The sum-rank metric is a hybrid between the Hamming and the rank metric. Already in [3], codes in this metric (called “extended rank metric” therein) were proposed for error correction in multishot network coding. Since then, there have been many works on code constructions and efficient decoding algorithms for codes in the sum-rank metric, including [4]–[15].

The first general class of codes attaining the Singleton bound in the sum-rank metric is called linearized Reed–Solomon (LRS) codes [9], which can be seen as a mix of Reed–Solomon codes (Hamming metric) and Gabidulin codes (rank metric) [16]–[18]. It was shown in [11] that lifted LRS codes provide reliable and secure coding schemes for non-coherent network coding under an adversarial model.

An s-interleaved code is a direct sum of s codes of the same length (called constituent codes). This means that if the constituent codes are over \( \mathbb{F}_q \), then the interleaved code can be viewed as a (not necessarily linear) code over \( \mathbb{F}_{q^m} \). In the Hamming and rank metric, there are various decoders that can significantly increase the decoding radius of a constituent code by collaboratively decoding in an interleaved variant thereof. Such decoders are known in the Hamming metric for Reed–Solomon [19]–[21] and in general algebraic geometry codes [22]–[24], and in the rank metric for Gabidulin codes [13], [25]–[31]. All of these decoders have in common that they are either list decoders with exponential worst-case and small average-case list size, or probabilistic unique decoders that fail with a very small probability.

Interleaving was suggested in [22] as a method to decrease the overhead in lifted Gabidulin codes for error correction in non-coherent (single-shot) network coding, at the cost of a larger packet size while preserving a low decoding complexity. It was later shown [37], [39], [43] that it can also increase the error-correction capability of the code using suitable decoders for interleaved Gabidulin codes.

A. Our Contributions

In this paper, we define lifted interleaved linearized Reed–Solomon codes and propose a novel interpolation-based list decoder that is based on the list decoder by Wachtler-Zeh and Zeh [39] for interleaved Gabidulin codes. We derive a decoding region for the codes in the sum-subspace metric, analyze the complexity of the decoder, give an exponential upper bound on the list size, and give heuristic arguments and numerical evidence that the output list size is with overwhelming probability equal to one for random realizations of the multishot operator channel that stay within the decoding region.

Compared to [11], we decrease the relative overhead introduced by lifting (or equivalently, increase the rate for the same code length and block size) and at the same time extend the decoding region significantly, especially the resilience against insertions in the multishot operator channel. These advantages come at the cost of a larger packet size of the packets within the network and a supposedly small failure probability. It is work in progress to derive a formal bound on the failure probability.

Moreover, for the case \( s = 1 \) (no interleaving), our algorithm does not require the assumption from [11] Sec. V.H that \( n_r \leq n_t \), where \( n_t \) and \( n_r \) denotes the sum of the dimensions of the transmitted and received subspaces, respectively. Hence, the proposed decoder works in cases in which [11] does not work.

II. PRELIMINARIES

Let \( \mathbb{F}_q \) be a finite field of order \( q \) and denote by \( \mathbb{F}_{q^m} \) the extension field of \( \mathbb{F}_q \) of degree \( m \) with primitive element \( \alpha \). The multiplicative group \( \mathbb{F}_{q^m}^* \setminus \{0\} \) of \( \mathbb{F}_{q^m} \) is denoted by \( \mathbb{F}_{q^m}^* \). Matrices and vectors are denoted by bold uppercase and lowercase letters like \( \mathbf{A} \) and \( \alpha \), respectively. Under a fixed basis of \( \mathbb{F}_{q^m} \) over \( \mathbb{F}_q \), any element \( \alpha \in \mathbb{F}_{q^m}^* \) can be represented by a corresponding vector \( \alpha \in \mathbb{F}_q^m \). For \( \mathbf{A} \in \mathbb{F}_{q^m}^{M \times N} \) we denote by \( \langle \mathbf{A} \rangle_q \) the \( \mathbb{F}_q \)-linear rowspace of the matrix \( \mathbf{A}_q \in \mathbb{F}_q^{M \times N} \) obtained by row-wise expanding the elements in \( \mathbf{A} \) over \( \mathbb{F}_q \).
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A. Skew Polynomials

Skew polynomials are non-commutative polynomials that were introduced by Ore [44]. Let $\sigma : F_q^m \to F_q^{m^i}$ be a finite field automorphism. A skew polynomial is a polynomial of the form

$$f(x) = \sum_i f_i x^i$$

with a finite number of coefficients $f_i \in F_q^{m^i}$ being nonzero. The degree $\deg(f)$ of a skew polynomial $f$ is defined as $\max \{i : f_i \neq 0\}$ if $f \neq 0$ and $-\infty$ otherwise.

The set of skew polynomials with coefficients in $F_q^{m^i}$ together with ordinary polynomial addition and the multiplication rule

$$xa = \sigma(a)x, \quad a \in F_q^{m^i}$$

forms a non-commutative ring denoted by $F_q^{m^i}$.

Lemma 1 (Product Rule [46]) For two skew polynomials $f, g \in F_q^{m^i}$ and elements $a, b \in F_q^{m^i}$, the generalized power function is defined as (see [45])

$$N_i(a) := \sigma^{i-1}(a)\sigma^{i-2}(a) \cdots \sigma(a).$$

For any $a, b \in F_q^{m^i}$ we define the operator $D_i(a) := \sigma(a)a$ and $D_i(b) := \sigma(a)\sigma^{i-1}(a) \cdots \sigma(a)$. The generalized operator evaluation of a skew polynomial $f \in F_q^{m^i}$ at an element $b$ w.r.t. $a$, where $a, b \in F_q^{m^i}$, is defined as

$$f(b)_a = \sum_i f_i D_i(b).$$

Proposition 1 (Number of Roots [12]) Let $\beta_1^{(i)}, \ldots, \beta_n^{(i)}$ be elements from $F_q^{m^i}$ and let $a_1, a_2, \ldots, a_r$ be representatives from $F_q^{m^i}$ for all $i = 1, \ldots, \ell$. Then for any nonzero $f \in F_q^{m^i}$ satisfying

$$f(\beta_j^{(i)})a_i = 0, \forall i = 1, \ldots, \ell, \quad j = 1, \ldots, n_i,$$

we have that $\deg(f) \leq \sum_{i=1}^{\ell} n_i$ where equality holds iff the $\beta_j^{(i)}$ are $F_q$-linearly independent for each $i = 1, \ldots, \ell$.

B. Conjugacy Classes

Two elements $a, b \in F_q^{m^i}$ are called conjugates if there exists an element $c \in F_q^{m^i}$, s.t. $a^c := \sigma(c)ac^{-1} = b$. The set

$$C(a) := \{a^c : c \in F_q^{m^i}\}$$

is called conjugacy class of $a$. A finite field $F_q^{m^i}$ has at most $q - 1$ distinct conjugacy classes. For $\ell \leq q - 1$ the elements $1, a, a^2, \ldots, a^{q-2}$ are representatives of all (nontrivial) disjoint conjugacy classes of $F_q^{m^i}$.

Proposition 2 (Sum-Subspace Distance [3]) Given $U = (U_1, U_2, \ldots, U_\ell)$ and $V = (V_1, V_2, \ldots, V_\ell) \in P_q(N)$ we say that $V$ is $(\gamma, \delta)$-reachable from $U$ if there exists a realization of the multishot operator channel [9] with $\gamma = \sum_{i=1}^{\ell} \gamma_i$ insertions and $\delta = \sum_{i=1}^{\ell} \delta_i$ deletions that transforms the input $U$ to the output $V$.

Proposition 2 Consider $U = (U_1, U_2, \ldots, U_\ell)$ and $V = (V_1, V_2, \ldots, V_\ell) \in P_q(N)$. If $V$ is $(\gamma, \delta)$-reachable from $U$, then we have that $d_{\text{SUS}}(U, V) = \gamma + \delta$.

III. LIFTED INTERLEAVED LINEARIZED REED–SOLOMON CODES

In this section we consider lifted interleaved linearized Reed–Solomon (LLRS) codes for multiple transmissions over the operator channel. We generalize the ideas from [11] to obtain multishot subspace codes by lifting interleaved linearized Reed–Solomon (ILRS) codes.

Definition 3 (Lifted Interleaved Linearized RS Code) Let $a = (a_1, a_2, \ldots, a_\ell)$ be a vector containing representatives from different conjugacy classes of $F_q^{m^i}$. Let the vectors $\beta_i = (\beta_1^{(i)}, \beta_2^{(i)}, \ldots, \beta_n^{(i)}) \in F_q^{m^i}$ contain $F_q$-linearly independent elements from $F_q^{m^i}$ for all $i = 1, \ldots, \ell$ and define $\beta = (\beta^{(1)} | \beta^{(2)} | \cdots | \beta^{(\ell)}) \in F_q^{m^i\ell}$. A lifted $s$-interleaved
linearized Reed–Solomon (LILRS) code LILRS[β, a, ℓ, s; n_t, k] of subspace dimension \( n_t = n_t(1) + n_t(2) + \cdots + n_t(\ell) \) and dimension \( k \leq n_t \) is defined as

\[
\mathcal{V}(f) := (\mathcal{V}_1(f), \ldots, \mathcal{V}_\ell(f)) : f \in \mathbb{F}_q^m[x, \sigma]_{\leq k}
\]

where \( N_i = n_t(i) + sm \) and, for \( f = (f(1), \ldots, f(s)) \), we have

\[
\mathcal{V}_i(f) := \left[ \left( \beta(i)^{n_t(i)} f(1)^{(n_t(i))} a_i \, \vdots \, f(s)^{(n_t(i))} a_i \right)_{q} \right]_q
\]

The code rate of an LILRS code LILRS[β, a, ℓ, s; n_t, k] is defined as

\[
R = \frac{\log_q(|\text{LILRS}[\beta, \alpha, \ell, s; n_t, k]|)}{\sum_{i=1}^{\ell} n_t(i) N_i} = \frac{smk}{\sum_{i=1}^{\ell} n_t(i)(n_t(i) + sm)}
\]

Note, that there exist other definitions of the code rate for multishot codes, which are discussed in [5, Section IV.A].

The definition of LILRS codes generalizes several code families. For \( s = 1 \) we obtain the lifted linearized Reed–Solomon codes from [11, Section VIII]. For \( \ell = 1 \) we obtain lifted interleaved Gabidulin codes as considered in e.g. [39], [43] with Kötter–Kschischang codes [2] as special case for \( s = 1 \). Without lifting we obtain interleaved linearized Reed–Solomon codes with linearized Reed–Solomon codes [9] as special case for \( s = 1 \).

**Proposition 3** The minimum sum-subspace distance of a LILRS code LILRS[β, a, ℓ, s; n_t, k] as in Definition 3 is

\[
d_{SS} (\text{LILRS}[\beta, a, \ell, s; n_t, k]) = 2(n_t - k + 1).
\]

**IV. AN INTERPOLATION-BASED DECODING APPROACH**

We now derive an interpolation-based decoding approach for LILRS codes. The decoding principle consists of an interpolation step and a root-finding step. In [11], (lifted) linearized Reed–Solomon codes are decoded using the isometry between the sum-rank and the skew metric. In this paper we consider an interpolation-based decoding scheme in the generalized operator evaluation domain without the need for casting the decoding problem to the skew metric. The new decoder is a generalization of [39] (interleaved Gabidulin codes in the rank metric) and [43] (lifted interleaved Gabidulin codes in the subspace metric).

**A. Interpolation Step**

Suppose we transmit the tuple of subspaces

\[
\mathcal{V}(f) = (\mathcal{V}_1(f), \ldots, \mathcal{V}_\ell(f)) \in \prod_{i=1}^{\ell} \mathcal{G}_q(N_i, n_t(i))
\]

over the multishot operator channel with overall \( \gamma \) insertions and \( \delta \) deletions and receive the subspaces

\[
\mathcal{U} = (U_1, \ldots, U_\ell) \in \prod_{i=1}^{\ell} \mathcal{G}_q(N_i, n_t(i)),
\]

where, for all \( i = 1, \ldots, \ell \)

\[
U_i = \left[ \left( \xi^{(1)} u_1^{(1)}(1) \, \vdots \, u_1^{(s(i))} \, \xi^{(2)} u_1^{(1)}(2) \, \vdots \, u_1^{(s(i))} \, \xi^{(s(i))} u_1^{(1)}(s(i)) \right)_{q} \right]
\]

**Remark 1** In contrast to [11, Section VIII] we do not need the assumption that the dimension(s) of the transmitted subspace(s) equals the dimension(s) of the received subspace(s).

For a multivariate skew polynomial of the form

\[
Q(x, y_1, \ldots, y_s) = Q_0(x) + Q_1(x)y_1 + \cdots + Q_s(x)y_s
\]

where \( Q_l(x) \in \mathbb{F}_q^m[x, \sigma] \) for all \( l \in [0, s] \) define the \( n_r \) evaluations \( \phi_j(i) \) for \( j = 1, \ldots, n_r \) and \( i = 1, \ldots, \ell \) as

\[
\phi_j(i)(\xi) := \left( \xi^{(1)} u_1^{(1)}(1) \, \vdots \, u_1^{(s(i))} \right).
\]

The \( w \)-weighted degree of a multivariate skew polynomial \( Q \) as in (20) is defined as \( \deg_w(Q) = \max_j \{ \deg(Q_j) + w_j \} \). Now consider the following interpolation problem in \( \mathbb{F}_q^m[x, \sigma] \).

**Problem 1 (Generalized Operator Interpolation Problem)**

Given the integers \( D, s \in \mathbb{Z}_+, \) a set

\[
\mathcal{E} = \left\{ \phi_j(i) : i = 1, \ldots, \ell, j = 1, \ldots, n_r \right\}
\]

containing the generalized operator evaluation maps defined in (21) and a vector \( w = (0, k-1, \ldots, k-1) \in \mathbb{Z}_+^s \), find a nonzero polynomial of the form

\[
Q(x, y_1, \ldots, y_s) = Q_0(x) + Q_1(x)y_1 + \cdots + Q_s(x)y_s
\]

with \( Q_l(x) \in \mathbb{F}_q^m[x, \sigma] \) for all \( l \in [0, s] \) that satisfies:

1. \( \phi_j(i)(Q) = 0, \forall i = 1, \ldots, \ell, j = 1, \ldots, n_r \)
2. \( \deg_w(Q(x, y_1, \ldots, y_s)) < D \).

A solution of Problem 1 can be found by calling the skew Kötter interpolation [47] with evaluation maps \( \phi_j(i) \) as defined in (21) requiring \( O(s^2 n^2) \) operations in \( \mathbb{F}_q^m \).

**Lemma 2 (Existence of Solution)** A nonzero solution of Problem 1 exists if \( D \geq n_r + s(k-1)+1 \).

**Proof:** Problem 1 corresponds to a system of \( n_r \) \( \mathbb{F}_q^m \)-linear equations in \( D(s+1) - s(k-1) \) unknowns which has a nonzero solution the number of equations is less than the number of unknowns, i.e. if

\[
n_r < D(s+1) - s(k-1) \iff D \geq n_r + s(k-1)+1.
\]

**B. Root-Finding Step**

The goal of the root-finding step is to recover the message polynomials \( f(1), \ldots, f(s) \in \mathbb{F}_q^m[x, \sigma]_{\leq k} \) from the multivariate polynomial constructed in the interpolation step. Therefore, we need the following results.

**Lemma 3 (Roots of Polynomial)**

Let

\[
P(x) := Q_0(x) + Q_1(x)f(1)(x) + \cdots + Q_s(x)f(s)(x).
\]

Then there exist elements \( \xi_1^{(i)}, \ldots, \xi_{n_t(i)-\delta(i)}^{(i)} \in \mathbb{F}_q^m \) that are \( \mathbb{F}_q \)-linearly independent for each \( i = 1, \ldots, \ell \) such that

\[
P(\xi_j^{(i)}) = 0
\]

for all \( i = 1, \ldots, \ell \) and \( j = 1, \ldots, n_t(i) - \delta(i) \).

**Proof:** In each shot the noncorrupted intersection space has dimension \( \dim(\mathcal{U} \cap \mathcal{V}_i) = n_t(i) - \delta(i) \) for all \( i = 1, \ldots, \ell \).
A basis for each intersection space $\mathcal{U}_i \cap \mathcal{V}_j$ can be represented as

$$\left\{ \left( z_i^{(1)}(\sigma_j), f_i^{(1)}(\sigma_j) \right), \ldots, f_i^{(s)}(\sigma_j) \right\}_{\sigma_j} : j \in [1, n_t(i) - \delta(i)] \right\}$$

(27)

where $z_i^{(1)}, \ldots, z_i^{(s)} \in F_q$ are linearly independent elements in $F_q$ for all $i = 1, \ldots, \ell$. Since each intersection space $\mathcal{U}_i \cap \mathcal{V}_j$ is a subspace of the received space $\mathcal{U}_i$, we have that

$$P_i(z_i^{(1)})_{a_{i_1}} := Q_0(z_i^{(1)}) a_{i_1} + \sum_{l=1}^{s} Q_l(f_i^{(l)}(z_i^{(1)})) a_{i_1} = 0$$

(28)

for all $i = 1, \ldots, \ell, j = 1, \ldots, n_t(i) - \delta(i)$.


\[ \text{Theorem 1 (Decoding Region)} \]

Let $\mathcal{U} \in \prod_{i=1}^{\ell} \mathcal{G}_q(N_i, n_r(i))$ be the tuple containing the received subspaces and let $Q(x, y_1, \ldots, y_s) \neq 0$ fulfill the constraints in Problem $1$. Then for all codewords $\mathbf{f} \in \text{LILRS}[\beta, a, \ell, s, n_t, k]$ that are $(\gamma, \delta)$-reachable from $\mathcal{U}$, where $\gamma$ and $\delta$ satisfy

$$\gamma + s \delta < s(n_t - k + 1),$$

(29)

we have that

$$P(x) = Q_0(x) + Q_1(x) f_1^{(1)}(x) + \ldots + Q_s(x) f_s^{(s)}(x) = 0.$$  

(30)

**Proof:** By Lemma 3 there exist elements $z_1^{(1)}, \ldots, z_{n_r(i)}^{(1)} \in F_q$ that are $F_q$-linearly independent

(31)

for all $i = 1, \ldots, \ell$ and $j = 1, \ldots, n_t(i) - \delta(i)$. By choosing

$$D \leq n_t - \delta$$

(32)

the degree of $P(x)$ exceeds the degree bound from Proposition 1 which is possible only if $P(x) = 0$. Combining (24) and (32) we get

$$n_t + s(k - 1) < D(s + 1) \leq (s + 1)(n_t - \delta)$$

$$\iff \quad \gamma + s \delta < s(n_t - k + 1).$$

(33)

The decoding region in (29) shows and improved insertion-correction performance due to interleaving.

In the root-finding step, all polynomials $f_1^{(1)}, \ldots, f_s^{(s)} \in F_q[x, \sigma, k]$ that satisfy (30) need to be found. This task can be accomplished by the efficient minimal approximant bases algorithm in [13] with at most $O(q^{2.372 \log_q 5})$ operations in $F_q$, where $O$ is the soft-$O$ notation, which neglects log factors.

**C. List Decoding**

Instead of using only one solution of Problem 1 we follow the ideas of [39] and use a basis of the $F_q$-linear solution space of the interpolation problem in order to derive bounds on the worst-case and average list size. In [48] it was shown that using a degree-restricted subset of a Gröbner basis for the left $F_q[x, \sigma]$-linear interpolation submodule achieves the smallest possible list size. Let the dimension of the $F_q$-linear solution space of Problem 1 be $d_l$ and define the corresponding basis polynomials as

$$Q_0^{(r)}(x) = \sum_{i=0}^{D-1} q_{0,i}^{(r)} x^i, \quad Q_j^{(r)}(x) = \sum_{i=0}^{D-k} q_{j,i}^{(r)} x^i$$

(33)

for all $j = 1, \ldots, s$ and $r = 1, \ldots, d_l$. Define the matrix

$$Q_j^{(r)} = \begin{pmatrix} \sigma^i q_{1,j}^{(1)} & \sigma^i q_{2,j}^{(1)} & \ldots & \sigma^i q_{s,j}^{(1)} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma^i q_{1,j}^{(d_l)} & \sigma^i q_{2,j}^{(d_l)} & \ldots & \sigma^i q_{s,j}^{(d_l)} \end{pmatrix} \in \mathbb{F}_{q^{d_l,s}}$$

(34)

and the vectors

$$f_j := (\sigma^i q_{1,j}^{(1)}, \ldots, \sigma^i q_{s,j}^{(d_l)}) \in \mathbb{F}_{q^{d_l}}$$

(35)

and

$$q_0 := (q_{0,1}^{(1)}, \ldots, q_{0,D-1}^{(d_l)}) \in \mathbb{F}_{q^{d_l}}$$

(36)

Defining the root-finding matrix

$$Q_R = \begin{pmatrix} Q_0^0 & Q_0^{-1} & \ldots & Q_0^{-(k-1)} \\ Q_1^0 & Q_1^{-1} & \ldots & Q_1^{-(k-1)} \\ \vdots & \vdots & \ddots & \vdots \\ Q_{D-k}^0 & Q_{D-k}^{-1} & \ldots & Q_{D-k}^{-(k-1)} \end{pmatrix}$$

(37)

and the vectors

$$f_R = (f_0, \ldots, f_{k-1})^T$$

and

$$q_0 = (q_{0,0}, \ldots, q_{0,D-1})^T$$

we can write the root-finding system (30) as

$$Q_R \cdot f_R = -q_0.$$  

(38)

In general, the root-finding matrix $Q_R$ in (37) can be rank deficient. In this case we obtain a list of potential message polynomials $f^{(1)}, \ldots, f^{(s)}$. Using the same arguments as in [39] on the structure of $Q_R$ in (37), one can derive a lower bound on the rank of $Q_R$, and thus the following upper bound on the number of solutions of (38).

**Lemma 4 (Worst-Case List Size)**

The root-finding system in (30) has at most $q^{m(k(s-1))}$ solutions $f^{(1)}, \ldots, f^{(s)} \in F_q[x, \sigma, k]$.

In general, we have that $k \leq n_t$, where $n_t \leq \ell m$. Hence, for $m \approx n_t / \ell$ we get a worst-case list size of $q^{m(k(s-1))}$.

**D. Probabilistic-Unique Decoding**

We now consider the interpolation-based decoder from Section XV as a probabilistic-unique decoder which either returns a unique solution (if the list size is equal to one) or a decoding failure. In order to get an estimate of the decoding failure probability $P_f$, we use similar assumptions as in [39] to derive a heuristic upper bound.

Using similar arguments as in [39] Lemma 3) it can be shown that the dimension $d_I$ of the $F_q$-linear solution space of Problem 1 satisfies

$$d_I \geq s(D + 1) - sk - \gamma.$$  

(39)

The rank of the root-finding matrix $Q_R$ can be full if and only if the dimension of the solution space of the interpolation problem $d_I$ is at least $s$, i.e. if

$$d_I \geq s \iff \gamma + s \delta \leq s(n_t - k)$$  

(40)
The probabilistic-unique decoding region in (40) is only slightly smaller than the list decoding region in (29). The improved decoding region for LLRS codes is illustrated in Figure 1.

Combining (32) and (40) we get the degree constraint

\[ D = \left\lceil \frac{n + k_0}{s + 1} \right\rceil \]

for the probabilistic-unique decoder (see [48]).

Under the assumption that the coefficients \( d_{i,j} \) are uniformly distributed over \( \mathbb{F}_q \) (see [39, Lemma 9]) we have that

\[ P_f \leq 4q^{-m(d_1-s+1)} \leq 4q^{-m\left(\left\lceil \frac{n+k_0}{s+1} \right\rceil -3\right)} \]  

(41)

Our simulations results in the next section indicate that this is also a good estimate of the failure probability for subspace tuples that are chosen uniformly at random from the set of subspaces from which a given transmitted codeword is \((\gamma, \delta)\)-reachable. As in [39, 43] for interleaved Gabidulin and lifted interleaved Gabidulin codes, respectively, it is an open problem to derive a formal failure probability bound for this non-uniform input. This is subject to future work.

V. COMPARISON TO PREVIOUS WORK AND SIMULATION RESULTS

The relative overhead due to the lifting is reduced with increasing interleaving order. Table II shows the improvement of the code rate for increasing interleaving orders.

| \(s\) | LLRS [11] | LILRS |
|---|---|---|
| Dimension \(N_{i}\) ("packet size") | \(n_i^{(1)} + m\) | \(n_i^{(1)} + sm\) |
| Code Rate | \(\frac{m}{\sum_{i=1}^{\kappa} n_i^{(1)} (n_i^{(1)} + m)}\) | \(\frac{sm}{\sum_{i=1}^{\kappa} n_i^{(1)} (n_i^{(1)} + sm)}\) |

In order to verify the heuristic upper bound on the decoding failure probability in (41) we performed a Monte Carlo simulation (100 errors) of a code LLRS[\(\beta, a, \ell = 2, s = 3; n_i = 6, k = 3\)] over \(\mathbb{F}_2\) over a multishot operator channel with overall \(\delta = 1\) deletion and \(\gamma \in \{4, 5, 6\}\) insertions.

The channel realization is chosen uniformly at random from all possible realizations of the multishot operator channel with exactly this number of deletions and insertions. We implemented this drawing procedure by adapting the efficient dynamic-programming routine in [49, Remark 7] for drawing an error of given sum-rank weight uniformly at random.

The results in Figure 2 show, that the heuristic upper bound in (41) gives a good estimate of the decoding failure probability \(P_f\). For the same parameters a (non-interleaved) lifted linearized Reed–Solomon code [11] (i.e. \(s = 1\)) can only correct \(\gamma\) insertions and \(\delta\) deletions up to \(\gamma + \delta < 4\).

VI. FURTHER APPLICATIONS

The decoding scheme in Section IV can be used to decode IRILS codes (without lifting) in the sum-rank metric and interleaved skew Reed–Solomon (ISRS) codes in the skew metric. For the definition of the sum-rank and the skew metric the reader is referred to e.g. [9].

Let the parameters be as in Definition 3 and define \(n_i = n_i^{(1)} = n_i^{(s)}\) for all \(i = 1, \ldots, \ell\). Then an \(s\)-interleaved linearized Reed–Solomon code IRILS[\(\beta, a, \ell, s; n, k\)] of length \(n\) and dimension \(k\) is defined as

\[
\begin{bmatrix}
(f^{(1)}(\beta^{(1)})a_1) & \ldots & f^{(1)}(\beta^{(1)})a_s \\
\vdots & \ddots & \vdots \\
(f^{(s)}(\beta^{(1)})a_1) & \ldots & f^{(s)}(\beta^{(1)})a_s
\end{bmatrix} 
\forall j \in [1, s]
\]

Let \(R = C + E \in \mathbb{F}_q^{n \times m}\) be the received matrix with \(C \in \text{IRILS}[\beta, a, \ell, s; n, k]\) and the define the interpolation point set

\[ \mathcal{P} = \{(\beta^{(1)}, r_1^{(1,1)}, \ldots, r_1^{(1,s)}), \ldots, (\beta^{(s)}, r_s^{(1,1)}, \ldots, r_s^{(1,s)})\} \]

Then the interpolation-based decoding scheme from Section IV can decode up to \(t < \frac{s}{s+1}(n-k+1)\) errors in the sum-rank metric, which is defined as the sum of the error-rank of each shot.

By using the isometry between the sum-rank metric and the skew metric [9, 11] we can define an \(s\)-interleaved skew Reed–Solomon code ISRS[\(\beta, a, \ell, s; n, k\)] as

\[
\{C \cdot \text{diag}(\beta^{-1}) : C \in \text{IRILS}[\beta, a, \ell, s; n, k]\}
\]

(42)

where \(\text{diag}(\beta^{-1})\) is the diagonal matrix of \(\beta^{-1}\) and \(b := \left(\beta_1^{(1)} - \beta_2^{(1)}, \ldots, \beta_{n_i}^{(1)} - \beta_1^{(1)}\right)\) and \(b := \left(D_{a_1}(\beta_1^{(1)}), D_{a_1}(\beta_2^{(1)}), \ldots, D_{a_1}(\beta_{n_i}^{(1)})\right)\cdot \text{diag}(\beta^{-1})\). Using the transformation from [11] Theorem 9] the interpolation-based decoding principle from Section IV can decode errors of skew weight up to \(t < \frac{s}{s+1}(n-k+1)\).
