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Abstract—Wireless localization is a key requirement for many applications. It concerns position estimation of mobile nodes (agents) relative to fixed nodes (anchors) from wireless channel measurements. Cooperative localization is an advanced concept that considers the joint estimation of multiple agent positions based on channel measurements of all agent-anchor links together with all agent-agent links. In this paper we present the first study of cooperative localization for magneto-inductive wireless sensor networks, which are of technological interest due to good material penetration and channel predictability. We demonstrate significant accuracy improvements (a factor of 3 for 10 cooperating agents) over the non-cooperative scheme. The evaluation uses the Cramér-Rao lower bound on the cooperative position estimation error, which is derived herein. To realize this accuracy, the maximum-likelihood estimate (MLE) must be computed by solving a high-dimensional least-squares problem, whereby convergence to local minima proves to be problematic. A proposed cooperative localization algorithm addresses this issue: first, preliminary estimates of the agent positions and orientations are computed, which then serve as initial values for a gradient search. In all our test cases, this method yields the MLE and the associated high accuracy (comprising the cooperation gain) from a single solver run. The preliminary estimates use novel closed-form MLE formulas of the distance, direction and orientation for single links between three-axis coils, which are given in detail.

Index Terms—cooperative localization, localization, near field localization fingerprinting, which relies on a prerecorded database of locations and associated measurements [9].

Magneto-inductive localization via parameter estimation suffers from local minima of the cost function: when a numerical solver converges to a local minimum, then the estimation error will usually be large [7], [8]. Addressing this robustness issue with a global optimization approach (e.g., multistart gradient search) requires long computation times which may prohibit real-time use. Furthermore, practical magneto-inductive localization systems have limited accuracy whenever the assumed channel model has limited applicability, e.g. when unconsidered conducting objects are nearby and cause field distortions [10], [11].

We consider a scenario with multiple mobile nodes (agents). Conventionally, one would carry out parameter estimation for each agent individually, based on the channel measurements between this agent and the fixed infrastructure nodes (anchors) [5]–[8]. Cooperative localization instead considers joint parameter estimation for all agents, based on all agent-anchor measurements together with all agent-agent measurements. The idea originates from the ultra-wideband localization literature [12]–[14], wherein accuracy and robustness improvements were identified as benefits of cooperation. They arise from the effect of agent-agent measurements in joint estimation [13].

This paper applies the cooperative localization idea to magneto-inductive localization, with the goal of alleviating the described accuracy and robustness problems. In particular, we make the following contributions:

- For a system model which assumes a three-axis coil at each agent and each anchor, we state the least-square estimate (LSE) in general form, for cooperative and non-cooperative localization.
- For the case of Gaussian-distributed measurement errors we state the Fisher information matrix for the unknown position and orientation parameters of multiple agents. We use the resultant Cramér-Rao lower bound on the cooperative position estimation error to demonstrate the accuracy improvement obtained through cooperation.
- We provide a closed-form expression for the joint MLE of distance, direction, and orientation based on measurements of the $3 \times 3$ channel matrix between a pair of three-axis nodes. We also show how these can be used to obtain an accurate position estimate from the observations of a single link.
- We propose a localization algorithm named turboLS which uses the aforementioned MLE to initialize the LSE computation (a Levenberg-Marquardt search) for cooper-
ative networks. We demonstrate an empirical robustness of 100% through numerical evaluation.

**Paper Structure:** We present the employed system model in Sec. II, the considered localization algorithms in Sec. III and the Fisher information analysis in Sec. IV. The numerical results follow in Sec. V and the conclusions in Sec. VI.

II. **SYSTEM MODEL**

A. **Setup Description**

In this paper, we will look at an IoT-motivated setup which comprises a 1.5 m cubic volume (e.g. a small office room) with fixed anchors on its lateral boundaries (e.g. the room walls) and multiple randomly placed agents within the room. The deployment of the anchors is assumed to be fully known, whereas the deployment of the agents is unknown. Each of these sensor nodes is a so called three-axis coil consisting of three orthogonal solenoid coils. The goal of this work is to estimate all agent positions and thereby reconstruct the entire sensor network. The illustration in Fig. 1 shows an exemplary setup with $M = 7$ agents (red) and $N = 4$ anchors (blue).

![Three-dimensional cubic setup with $M = 7$ agents (red) and $N = 4$ anchors (blue).](image)

B. **Channel Gains between Weakly Coupled Three-Axis Coils**

As was shown in [4], [7], the localization of single solenoid coils is often problematic due to the strong orientation dependency of their channel gains. While cooperation might mitigate these orientation issues to some extent, we exclusively consider nodes with three-axis coils in order to ensure reasonably strong links between any node pair.

Fig. 2 illustrates a pair $(m, n)$ of such three-axis coils in an arbitrary arrangement. Thereby, the index $m = 1, \ldots, M$ is used to exclusively describe the agents, while the index $n = 1, \ldots, M, \ldots, M + N$ is used to describe both agents and anchors. The deployment of any coil $n$ is then defined by its three-dimensional central position $p_n$ and the corresponding Cartesian unit orientation vectors of each single subcoil, which can be summarized as an orientation matrix $O_n = [o_{n,1}, o_{n,2}, o_{n,3}]$. The distance vector of the shown coil pair is given by $r_{m,n} = p_n - p_m$ with distance $r_{m,n} = \|r_{m,n}\|$ (Euclidean norm) and unit direction $u_{m,n} = \frac{r_{m,n}}{r_{m,n}}$.

![A pair of magneto-inductive nodes $(m, n)$ with three-axis coils](image)

**Agents**

$m = 1, \ldots, M$

**Agents or Anchors**

$n = 1, \ldots, M, \ldots, M + N$

The complex-valued channel matrix $H_{m,n} \in \mathbb{C}^{3 \times 3}$ between a node pair $(m, n)$ is given by [1], [4], [15]

$$H_{m,n} = \frac{j a_{m,n}}{r_{m,n}^2} O_n^T \left( \frac{3}{2} u_{m,n} u_{m,n}^T - \frac{1}{2} I_3 \right) O_m,$$

where $I_3$ is the $3 \times 3$ identity matrix and

$$a_{m,n} = \frac{\mu A_n A_m \nu^n \nu^m}{\sqrt{4 R_i R_m}} f,$$

is a technical parameter of the involved subcoils. Here, $A$ describes the subcoil’s surface area, $\nu$ the number of coil windings and $R$ the ohmic losses. Moreover, $f$ is the chosen operating frequency and $\mu$ is the magnetic permeability.

All measured channel gains are subject to additional perturbations due to receiver noise, interference, environmental clutter, material tolerances and other real-world effects. In [11] it was shown that these impacts may be approximated as additive errors $W_{m,n}$ on the channel gains

$$H_{m,n}^{\text{meas}} = H_{m,n} + W_{m,n},$$

with a circularly-symmetric complex Gaussian distribution $[W_{m,n}]_{k,l} \sim \mathcal{CN}(0, \sigma^2)$. Thereby, $k, l \in \{1, 2, 3\}$ are matrix element indices and $\sigma^2$ is the measurement error variance.

For our proposed application, a multitude of these channel matrix measurements are acquired and subsequently processed in order to estimate all agent positions. We consider two different scenarios:

- **Non-Cooperative Scenario:** We consider those channel matrices $H_{m,n}^{\text{meas}}$ that correspond to agent-anchor links between an agent node $m \in \{1, \ldots, M\}$ and an anchor node $n \in \{M + 1, \ldots, M + N\}$.
- **Cooperative Scenario:** We additionally consider the agent-agent links. In total, we consider $H_{m,n}^{\text{meas}}$ for all links between an agent node $m \in \{1, \ldots, M\}$ and any other node (agent or anchor) $n \in \{1, \ldots, M + N\} \setminus \{m\}$.
III. Localization Schemes

As described in Sec. II, each agent coil’s deployment is fully described by its three-dimensional position \( p_m \) and its orientation matrix \( O_m \), which in turn is fully defined by three Euler angles \( \phi_m = [\alpha_m, \beta_m, \gamma_m]^T \) or their corresponding rotation matrices. For each agent coil, we thus have to estimate these six parameters\(^1\) that we summarize as deployment vector \( \hat{\psi}_m = [p_{m}^T, \phi_{m}^T]^T \). In the following section, we will provide three different approaches to achieve this goal, which are based on (A) a numerical least-squares (LS) estimation, (B) a pairwise maximum likelihood (ML) distance estimation with subsequent position estimation, and (C) a combination of both. All approaches can be performed for either cooperative or non-cooperative channel matrix observations.

A. Numerical Least-Squares Estimation (numLS)

The availability of the statistical model for the measured channel gains in (3) allows for a straightforward formulation of the joint MLE of the unknown agent deployments. In our case the MLE coincides with the LSE because of the zero-mean i.i.d. Gaussian errors. For the cooperative scenario, this estimator solves the 6\(M\)-dimensional nonlinear problem

\[
(\hat{\psi}_1, \ldots, \hat{\psi}_M)^{\text{Coop}} = \arg \min_{\psi_1, \ldots, \psi_M} \sum_{m=1}^{M} \sum_{n=1}^{M+N} \left\| \tilde{H}_{m,n}^{\text{meas}} - H_{m,n} \right\|^2_F
\]

where \( H_{m,n} \) is a function of \( \psi_m \) and \( \psi_n \) if \( n \in \{1, \ldots, M\} \) (agent-agent link) or a function of just \( \psi_m \) if \( n > M \) (agent-anchor link with known anchor parameters).

For the non-cooperative scenario, the problem decomposes into \( M \) individual six-dimensional nonlinear optimization problems (one per agent),

\[
(\hat{\psi}_m)^{\text{NonCoop}} = \arg \min_{\psi_m} \sum_{n=M+1}^{M+N} \left\| \tilde{H}_{m,n}^{\text{meas}} - H_{m,n}(\psi_m) \right\|^2_F
\]

where \( H_{m,n} \) is a function of \( \psi_m \) and \( \psi_n \) if \( n \in \{1, \ldots, M\} \) (agent-agent link) or a function of just \( \psi_m \) if \( n > M \) (agent-anchor link with known anchor parameters).

To the best of our knowledge, (4) and (5) can only be solved via numerical methods such as an iterative gradient-based search. For the optimization problems at hand, a gradient search however turns out to be computationally expensive and very sensitive to the provided initial value: it is prone to converge to local minima, especially in the high-dimensional cooperative scenario. These numerical challenges may practically nullify the accuracy-improvement potential of cooperative localization, unless they are alleviated by providing a reasonably accurate initial value.

B. Pairwise Estimation (pairML)

In order to alleviate the problems described in Sec. III-A we propose a second approach, which is based on the individual ML estimation for the pairwise links between agents and anchors. We consider the log-likelihood function (log-LHF) \( L(\hat{\psi}_m) \) of an agent’s deployment vector based on one measured pairwise agent-anchor channel matrix \( \tilde{H}_{m,n}^{\text{meas}} \) (with \( n > M \)). For mathematical convenience we discard constant summands from \( L(\hat{\psi}_m) \) and define \( F_{m,n} = \left( \frac{1}{r_{m,n}} \tilde{u}_{m,n}^T \tilde{u}_{m,n} - \frac{1}{2} I_3 \right) \) and \( \tilde{H}_{m,n} = \frac{\tilde{d}_{m,n}}{r_{m,n}} F_{m,n} \) as in [4]. We find that

\[
L(\hat{\psi}_m) = - \frac{1}{\sigma^2} \text{tr} \left( (\tilde{H}_{m,n}^{\text{meas}} - H_{m,n})^T (\tilde{H}_{m,n}^{\text{meas}} - H_{m,n}) \right) \\
\geq - \frac{3}{2} \frac{\tilde{d}_{m,n}^2}{r_{m,n}^3} - \frac{3}{2} \text{tr} \left( (\tilde{H}_{m,n}^{\text{meas}})^T O_m^T \tilde{H}_{m,n}^{\text{meas}} O_m \right)
\]

where the first summand is independent of \( \hat{\psi}_m \). The maximization of the log-LHF thus simplifies to

\[
(\hat{\psi}_m)^{\text{ML}} = \arg \max_{\psi_m} \left\{ \frac{3 \tilde{d}_{m,n}^2}{2 r_{m,n}^3} + \frac{2 \tilde{d}_{m,n}}{r_{m,n}^3} \text{tr}(A_m B_m) \right\}
\]

where \( A_m = \text{SYD} U_{m,n} S_{m,n} V_{m,n}^T \) is fixed based on the measurement matrix as well as the anchor orientation, and \( B_m \) is the optimization variable under the structural constraints of both \( F_{m,n} \) and \( O_m \).

We consequently need to maximize \( \text{tr}(A_m B_m) \) with respect to \( F_{m,n} \) and \( O_m \) but independently of the distance. According to Von Neumann’s trace inequality (cf. [16]), this term is generally maximized if both matrices share the same singular vectors. However, this may not be feasible when \( O_m \) is required to be a proper rotation matrix. Our problem hence becomes a specific constrained form of the Procrustes problem (cf. [17]) and is closely related to the Kabsch algorithm (cf. [18]). Its solution is obtained via

\[
(\hat{O}_m)^{\text{ML}} = V_{m,n} \text{diag}(1, -1, -1) \text{det}(U_{m,n} V_{m,n}^T) U_{m,n}^T
\]

\[
(\hat{F}_{m,n})^{\text{ML}} = V_{m,n} \text{diag}(1, \frac{1}{2}, \frac{1}{2}) \frac{1}{2} V_{m,n}^T
\]

and hence the maximum value of the trace is equal to \( z_{m,n} = \text{tr}(S_{m,n} \cdot \text{diag}(1, \frac{1}{2}, \frac{1}{2}) \cdot \text{det}(U_{m,n} V_{m,n}^T)) \). For any given distance \( r_{m,n} \), this solution maximizes the likelihood function while satisfying the structural constraints of both estimated matrices. The associated ML distance estimate is then found by solving \( \frac{3 \tilde{d}_{m,n}^2}{2 r_{m,n}^3} + \frac{2 \tilde{d}_{m,n}}{r_{m,n}^3} \leq 0 \), yielding

\[
(\hat{z})^{\text{ML}}_{m,n} = \left[ \frac{3}{2} \frac{\tilde{d}_{m,n}}{z_{m,n}} \right]^{\frac{3}{2}}
\]

where the real-valued root is chosen as estimate.

The above solutions have the following essential consequence: the estimate \( (\hat{F}_{m,n})^{\text{ML}} \) entails an estimate \( \hat{u}_{m,n} \) of the unit direction vector between agent and anchor, up to an ambiguity of its sign. It is given by the singular vector of \( V_{m,n} \) that

\(1\)Even when the focus lies on estimating the position parameters, the orientation parameters have to be included in the estimation problem as nuisance parameters.
corresponds to the largest singular value. Similar to [1], we can hence obtain an estimate on the agent position as
\[
\hat{p}_m = p_n \pm \hat{u}_{m,n} f_{m,n}^{\text{ML}}. \tag{10}
\]

In our described setup, we choose to resolve the ambiguity by just deciding on the solution that is within the room. In combination with the orientation estimate \(\hat{O}_m^{\text{ML}}\), which can be transformed to an estimate of \(\phi_m\) by the corresponding trigonometric relationships, we can ultimately estimate the full agent deployment \(\hat{\psi}_m\) based on each single measurement of the \(3 \times 3\) channel matrix between an agent and an anchor.

### C. Advanced LS Initialization (turboLS)

The previously introduced estimation approach can either be used as a position estimator in its own right or the obtained estimates may serve as initial values for the vast numerical optimization problem associated with LS estimation. Having an improved initial value close to the global minimum of the high-dimensional cost function can substantially reduce the computation time and the chance of missing the global minimum. We will hence also consider an estimation approach where both the position and orientation estimates of Sec. III-B are used as initialization values for the cooperative and non-cooperative LS estimators of Sec. III-A. However, as we obtain multiple potential initialization points due to having multiple anchors per agent, we will only choose the estimates of the pair with the smallest distance estimate (which will most likely be the link with the best signal-to-noise ratio). Should this pair not have a single valid position estimate (i.e. both position estimates are either outside or within the room), then we iteratively resort to the pair which has the next smallest distance estimate.

### IV. Position Error Bounds

In order to compare the accuracy of the previously introduced LS estimators to a meaningful theoretical limit, this section derives the Position Error Bound (PEB), which is the Cramér-Rao Lower Bound (CRLB) on the position root-mean-square error (RMSE) that applies to any unbiased estimator.

To this end, we first need to compute the corresponding Fisher Information Matrices (FIMs). For the cooperative scheme that considers all inter-node observations, the \(6M \times 6M\) FIM is analogous to [12, Eq. (12)] and has a \(6 \times 6\) block structure
\[
\mathbf{T}^{\text{Coop}} = \begin{bmatrix}
\mathbf{N}_1 + \mathbf{C}_{1,1} & \mathbf{C}_{1,2} & \cdots & \mathbf{C}_{1,M} \\
\mathbf{C}_{2,1} & \mathbf{N}_2 + \mathbf{C}_{2,2} & \cdots & \mathbf{C}_{2,M} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{C}_{M,1} & \mathbf{C}_{M,2} & \cdots & \mathbf{N}_M + \mathbf{C}_{M,M}
\end{bmatrix} \tag{11}
\]

where the scalar elements of the individual submatrices are given by
\[
[N_m]_{k,l} = \frac{2}{\sigma^2} \sum_{n=M+1}^{M+N} \text{tr} \left( \frac{\partial H_{m,n}^H}{\partial \psi_{m,k}} \frac{\partial H_{m,n}}{\partial \psi_{m,l}} \right), \tag{12}
\]
\[
[C_{m,m}]_{k,l} = \frac{2}{\sigma^2} \sum_{n=1}^{M} \sum_{n \neq m} \text{tr} \left( \frac{\partial H_{m,n}^H}{\partial \psi_{m,k}} \frac{\partial H_{m,n}}{\partial \psi_{m,l}} \right), \tag{13}
\]
\[
[C_{m,n}]_{k,l} = \frac{2}{\sigma^2} \sum_{n=1}^{M} \sum_{n \neq m} \text{tr} \left( \frac{\partial H_{m,n}^H}{\partial \psi_{m,k}} \frac{\partial H_{m,n}}{\partial \psi_{m,l}} \right) \bigg|_{n \in \{1\ldots M \setminus \{m\}} \tag{14}
\]

with \(k,l \in \{1,\ldots,6\}\). The required derivatives of the channel matrices are given in Appendix A. The diagonal blocks \(N_m\) account for the measurements from agent \(m\) to all anchors, whereas the diagonal blocks \(C_{m,m}\) account for all inter-agent measurements of this agent, in case the other agents act as anchors. However, as their deployment is unknown, this uncertainty in their function as anchor is expressed by the off-diagonal blocks \(C_{m,n}\).

Consequently, in the cooperative case, the PEB of agent \(m\) is found as
\[
\text{PEB}^{\text{Coop}}_m = \sqrt{\sum_{k=1}^{3} \sum_{l=1}^{6} \left( \frac{\sigma^2}{\sigma^2} \sum_{n=M+1}^{M+N} \left( \frac{\partial H_{m,n}^H}{\partial \psi_{m,k}} \frac{\partial H_{m,n}}{\partial \psi_{m,l}} \right) \right)_{k,l}}. \tag{15}
\]

In the non-cooperative case, the absence of inter-agent measurements causes \(C_{m,m} = 0\) and \(C_{m,n} = 0 \ \forall m,n\). The FIM (11) becomes a block-diagonal matrix of blocks \(N_m\) and the inverse FIM a block-diagonal matrix of blocks \(N^{-1}_m\). Thus, in the non-cooperative case the PEB simplifies to
\[
\text{PEB}^{\text{NonCoop}}_m = \sqrt{\sum_{k=1}^{3} \sum_{l=1}^{6} \left( \frac{\sigma^2}{\sigma^2} \sum_{n=M+1}^{M+N} \left( \frac{\partial H_{m,n}^H}{\partial \psi_{m,k}} \frac{\partial H_{m,n}}{\partial \psi_{m,l}} \right) \right)_{k,l}}. \tag{16}
\]

### V. Numerical Evaluation

The following numerical evaluation considers the cubic setup depicted in Fig. 1. All three-axis subcoils are chosen to be identical with \(\nu = 5\) wire turns and a diameter of \(D = 5\) cm, which leads to a surface area of \(A = 6.25\pi\) cm\(^2\). We use an operating frequency of \(f = 500\) kHz and assume that \(\mu = 4\pi \times 10^{-7}\) Hm\(^{-1}\). We assume a measurement error standard deviation of \(\sigma = 10^{-5}\). This is in accordance with [11] who found this error level to be appropriate for office environments, based on vector network analyzer measurements with coils similar to ours. For practical applications which perform the channel estimation via wireless pilot signals, the measurement error variance may be higher, leading to an overall decreased accuracy. For all required numerical optimization steps we use the Levenberg-Marquadt algorithm [19] via Matlab’s built-in \texttt{lsqnonlin} function [20]. We consider \(N = 4\) anchors with the same fixed positions at the boundaries for all setups (cf. Fig. 1) and a variable number \(M\) of agents.

The agents’ placement and orientation is uniformly random
within the room but restricted such that it satisfies a minimum distance constraint ($r_{m,n} \geq 3D$) between any coil pair. Lastly, all used performance measures are taken with respect to agent 1. However, the performance of any other agent is statistically identical to that of agent 1, so this specific choice does not affect the generality.

Fig. 3 shows how the accuracy for both cooperative (black) and non-cooperative (gray) localization schemes changes with an increasing number of agents. For each number of agents $M$, 1000 random agent topologies, each with 100 different measurement error realizations, were considered. The triangle lines represent the corresponding mean PEBs of agent 1 for each $M$, whereas the cross-lines illustrate the mean RMSEs of the corresponding LS estimators, averaging over agent topologies and measurement error realizations. The numerical LS estimators (numLS) used the true agent deployment as starting points. We see that the minimum which is found with this perfect initialization corresponds to the PEB. Without cooperation between the agents, unsurprisingly, the performance is not affected by their number $M$ and remains constant. For the cooperative scenario we see a steady improvement with increasing $M$. This can be attributed both to having more channel observations and to having stronger channel gains between agent pairs that are in close proximity. In Fig. 4 this aspect is further emphasized by the cumulative distribution functions (CDFs) of the channel gains $|h|$ between any pair of either agent-agent or agent-anchor subcoils for $M = 10$ randomly placed agents within the room. We observe that about 4% of the channel gains are below the measurement error level and that the agent-agent channel gains are generally higher than the channel gains between agents and anchors.

Thanks to the initialization with the true deployment vector, the numerical solvers in Fig. 3 approach the theoretical limit constituted by the PEB. Without such unrealistic perfect initialization however, it remains unclear whether the cooperation gain is actually feasible. To investigate this matter, Fig. 5 shows the corresponding CDFs of the Euclidean norms of all instantaneous positions errors for the case of $M = 10$ randomly deployed agent nodes (using many different realizations of the agent topology and the measurement error). In Fig. 5a and 5b, we distinguish between the perfect initialization (perf. init.) and a random initialization (rand. init.) within the room with either 1 or 5 random initializations. For the easier non-cooperative localization in Fig. 5a, we observe that a single random initialization only suffices in about 40% of the cases and otherwise converges to local minima. With 5 random initializations, only 10% of these outliers remain and with even more random initializations the outliers could possibly be rendered insignificant. For the cooperative localization in Fig. 5b, we see that additional random initializations also generally improve the performance, but even with 5 random initializations we still do not even remotely approach the perfectly initialized case. Even worse, despite combining cooperation and multiple random initializations, the performance is worse than the one of the corresponding non-cooperative approach. Moreover, using five initializations entails a five-fold
In order to further emphasize on the computational differences, Fig. 7 shows the CDFs of the time that each approach requires in order to fully localize a network comprising $M = 10$ agents. We studied the localization performance of different estimation approaches for magneto-inductive three-axis sensor nodes. In this context we analyzed the performance gain that can be obtained by enabling cooperation between the agent nodes, which are to be localized. Based on Cramér-Rao-Lower Bound analyses and numerical estimators, we found that having 10 cooperating agents already reduces the position RMSE by a factor of 3.

However, the agent cooperation also led to drastically increased complexity for the joint LS estimation problem and could not be solved within reasonable time by the Levenberg-Marquadt algorithm with multiple random initializations. We thus derived an analytical pairwise position estimator, which is based on the ML distance and direction estimates of a pair of three-axis coils. While this approach has worse localization accuracy, it is highly robust and its estimates are well-suited as initial value for the more complicated joint LS estimation. Combining both approaches enabled us to tightly approach the corresponding Cramér-Rao-Lower Bounds in all simulated cases. However, while this combined approach made it possible to actually realize the potential benefit of cooperating nodes, it still comes at the cost of longer computation times compared to non-cooperative localization.

**VI. CONCLUSION**

TABLE I: Summary of all proposed localization schemes.

| Scheme   | Description                                                                 |
|----------|-----------------------------------------------------------------------------|
| numLS    | A numerical solver (Levenberg-Marquadt algorithm) with a certain initial parameter value is applied to the cost function from either (4) or (5) in an attempt to solve the associated LS problem. |
| pairML   | Position and orientation estimates of an agent are calculated via the closed-form ML estimation rules (7), (10), based on the measurement of the anchor with the smallest ML-estimated distance (cf. Sec. III-C). |
| turboLS  | The position and orientation estimates obtained with pairML are used as initial parameter values in numLS, which functions as afterburner. |
| multilateration | Obtain ML distance estimates between an agent and all anchors with the closed-form rule (9). Then estimate the agent position via multilateration (a gradient search). |

Fig. 7: CDF comparison of the time which each approach requires to fully localize a network comprising $M = 10$ agents.

Almost all cases and the multilateration less than 25 ms. For the LS approaches, we observe that the non-cooperative turboLS has a median processing time of 136 ms and its cooperative equivalent requires roughly 6 s. We also see that these turboLS approaches, which are required to reliably find the global minimum, reduce the median processing time compared to the numLS solution with a single random initialization. Nevertheless, the required processing time of any cooperative approach compared to its non-cooperative alternative is still increased by more than an order of magnitude. Hence, cooperative localization may not be viable for time-critical applications with contemporary computing hardware. In combination with Fig. 6 we observe a clear trade-off between the improved localization accuracy and the increased computational complexity that additional cooperation entails.

![empirical CDF](image-url)
Overall, we see cooperative localization as an interesting extension to improve the localization accuracy for magneto-inductive networks. However, if its potential shall be fully exploited, the approach may be limited to applications with limited agent movement and no time-critical requirements.

**APPENDIX A**

**DERIVATIVES OF CHANNEL MATRIX**

In this appendix, the derivatives of the channel matrix $H_{m,n}$ are given with respect to each element of the six-dimensional deployment vector $\psi_t = [p^T_m, \phi^T_m]^T$ of the agent $m$. Here, the index $i = 1, 2, 3$ denotes the scalar elements of either the spatial or the orientation part of the corresponding deployment vector. Similarly to [7] and [4, Sec. 7.2], the spatial derivatives are found as

$$
\frac{\partial H_{m,n}}{\partial [p^T_m]_i} = \mathbf{O}^T_n \frac{\partial \mathbf{F}_{m,n}}{\partial \mathbf{p}^T_m} \left( \frac{3[u_{m,n}]_i F_{m,n}}{r_{m,n}} \right) \mathbf{O}^T_m,
$$

$$
\frac{\partial F_{m,n}}{\partial [p^T_m]_i} = \frac{3}{2} \left( \left( u_{m,n} \frac{\partial u_{m,n}^T}{\partial [p^T_m]_i} \right)^T + u_{m,n} \frac{\partial u_{m,n}^T}{\partial [p^T_m]_i} \right),
$$

$$
\frac{\partial u_{m,n}^T}{\partial [p^T_m]_i} = \frac{1}{r_{m,n}} \left( I_3 - u_{m,n} u_{m,n}^T \right)_{i,*},
$$

where $[\cdot]_{i,*}$ denotes the $i$-th row of the corresponding matrix. The orientation derivatives follow as

$$
\frac{\partial H_{m,n}}{\partial [\phi^T_m]_i} = \mathbf{O}^T_n \mathbf{H}_{m,n} \frac{\partial \mathbf{O}_m}{\partial \phi^T_m}.
$$

With $H_{m,n} = \frac{\partial H_{m,n}}{\partial [\phi^T_m]_i}$ as in Sec. III-B. Since $\mathbf{O}_m$ is the result of multiplying the three rotation matrices of the individual Euler angles, its derivative with respect to a single angle is exemplarily found as

$$
\frac{\partial \mathbf{O}_m}{\partial \phi_{1,m}} = \frac{\partial \mathbf{O}_m}{\partial \phi_{2,m}} \frac{\partial \mathbf{O}_m}{\partial \phi_{1,m}} ,
$$

and the derivative of any of the Euler matrices only comprises the individual trigonometric derivations.
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