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Abstract

We consider a truncation of type IIB supergravity on four-torus where in addition to the Ramond-Ramond 2-form field, the Ramond-Ramond axion ($w$) and the NS-NS 2-form field ($B$) are also retained. In the ($w, B$) sector we construct a linearised perturbation carrying only left moving momentum on two-charge non-extremal D1-D5 geometries of Jejjala, Madden, Ross and Titchener. The perturbation is found to be smooth everywhere and normalisable. It is constructed by matching to leading order solutions of the perturbation equations in the inner and outer regions of the geometry.
1 Introduction

Certain earlier studies in black hole physics attempted to find hair on black holes, hoping that if black holes admit large number of hair parameters then they would be analogous to excited atoms. This analogy, if viable, could in turn provide some handle on understanding microscopic origin of black hole entropy. In such studies one looks for smooth and normalisable solutions of perturbations over a black hole background. Those attempts, however, could not find black hole hair, and the results led to the so-called no-hair hypothesis. A version of it states that regardless of the matter model, the end point of gravitational collapse is characterised by conserved charges only. Evidence in favour of the hypothesis is presented in the form of no-hair theorems; evidence against the hypothesis is presented by explicit construction of hairy black holes. Typically the counter-examples violate some energy conditions, or have non-minimal couplings, or have non-canonical kinetic terms. See, e.g., references [1, 2, 3] for reviews on these developments. The absence of such hair modes suggested that the analogy between black holes and atoms is not a viable one.¹

String theory has had numerous successes in black hole physics including some key results on the statistical mechanical interpretation of the Bekenstein-Hawking entropy. In string theory at weak couplings it has been shown in great detail that certain intersecting D-brane systems with the same charge and mass as the black hole have precisely the requisite number of states [4, 5]. These calculations have been successfully extended in numerous ways, though several issues still remain unanswered. Notably, gravity (or bulk) description of these microstates is not yet fully understood. The fuzzball proposal [6, 7, 8] addresses this question. It argues that the black hole event horizon and its interior are replaced with quantum bound states with size of the order of the event horizon. In this program large classes of smooth supergravity solutions have been constructed, and their weak coupling description understood. The evidence from the construction of such black hole microstates suggests that the true quantum bound state indeed has a size of order the event horizon. This proposal completely changes the traditional picture of the black hole horizon and its interior.

¹These statements are under the assumption that the test fields inherit all spacetime symmetries. Dropping this assumption, recent studies [2, 3] have shown that stationary black holes do admit hair where one can draw a parallel with states of the hydrogen atom.
In the early days of the fuzzball proposal, perturbative hair modes\(^2\) were used to exhibit the first examples of microstates for the three-charge system. Mathur, Saxena, and Srivastava (MSS)\(^9\) pioneered these investigations. They constructed a BPS perturbation over certain smooth BPS D1-D5 geometries. The perturbation was found to be smooth everywhere and normalisable. This situation needs to be contrasted with black holes. As discussed above black holes seem not to admit hair, but black hole microstates in the sense of the fuzzball proposal do admit such hair. In fact such hair modes lead to further microstates, as the hair modes smoothly deform the geometry in a controlled manner to another geometry. In some cases nonlinear completion of the hair modes can also be worked out, where it has been shown that the linearisation of the non-linear solution leads to the hair mode. Over the years, this circle of ideas has been a recurrent theme in the fuzzball literature\(^{10, 11, 12, 13, 14, 15, 16}\) and together with other developments has culminated in the construction and understanding of the BPS superstratum\(^{17, 18, 19, 20, 21}\) — supergravity solutions parameterised by arbitrary functions of two variables.

The key aim of the present paper is to demonstrate that certain non-supersymmetric fuzzballs also admit hair modes. We show this by adapting MSS study to a non-supersymmetric setting. Let us recall that on the CFT side MSS started with a particularly simple 2-charge state: the single unit spectral flow (both left and right) of the NS-NS vacuum \(|0\rangle_{NS}\). To add ‘hair’ to this state, they considered the action of a chiral primary on \(|0\rangle_{NS}\) to get \(|\psi\rangle_{NS}\). Then they considered a descendant of this state in the chiral primary multiplet obtained by the action of the left lowering operator of angular momentum

\[
J_0^- L |\psi\rangle_{NS}.
\]

(1.1)

Under one unit of spectral flow on both the left and the right sectors on the state (1.1) we get an RR state that carries one unit of linear momentum. This final state is thought of as hair on the 2-charge state in the gravity description.

On the supergravity side, the geometry of the starting 2-charge state has an asymptotically flat region connected to spectral flowed AdS\(_3\) \(\times\) S\(_3\) core via the throat region\(^{22, 23}\). MSS constructed a supergravity perturbation on top of this geometry in a matched asymptotic expansion in the following steps:

1. The perturbation solution in the inner region was obtained by applying spectral flows on the appropriate solution in the chiral primary multiplet on top of global AdS\(_3\) \(\times\) S\(_3\).
2. In the outer region the perturbation solution was obtained by explicitly solving the equations of motion and choosing the normalisable solution.
3. As the last step they matched the inner and the outer region solutions. It is very non-trivial that such a matching can be done.

In this paper we retrace the above steps without much additional technical complications for the non-extremal 2-charge D1-D5 geometries of Jejjala, Madden, Ross and Titchener (JMaRT)\(^{24}\).

Unlike the motivation of MSS, our aim in this work is not to show that the non-extremal D1-D5-P geometries exist perturbatively; classes of such non-linear solutions are already known\(^{25, 26, 27}\). Our aim in this work is to emphasise that perturbative techniques used for finding supersymmetric fuzzballs can be taken over to non-supersymmetric set-ups as well. We adapt

\(^2\)The term “hair” has different meanings in the black hole microstate literature. Depending on the context sometimes it has been used to refer to ‘neck’ degrees of freedom and sometimes to refer to ‘cap’ degrees of freedom. In this paper, the hair mode we construct has its support in the neck region and it also adds momentum charge to the background geometry.
the MSS scheme to leading order only (because of technical complications) in the matched asymptotic expansion for the JMaRT set-up. Extending the computation to higher orders is significantly more difficult and is not attempted in this paper. We leave that for future work, though certain groundwork for this is set up in appendix A. In the BPS case, it is now understood that MSS perturbation is the linearisation of a non-linear solution of IIB supergravity [28]. Perhaps it may be feasible to find the non-linear version of the perturbative solution constructed in this paper.

The rest of the paper is organised as follows. We start with a brief review of the 2-charge non-extremal D1-D5 bound states of Jejjala, Madden, Ross and Titchener [24] in section 2. In section 3 linearised perturbation equations are solved to leading order. We end with a brief discussion in section 4. In order to carry out our analysis numerous properties of harmonics on $S^3$ are required. Relevant properties are collected in appendix A together with various conventions and notation we follow in the main text.

2 Two charge non-extremal D1-D5 bound states

In this section we briefly review the 2-charge non-extremal D1-D5 bound states of Jejjala, Madden, Ross and Titchener (JMaRT) [24]. We first present the supergravity solutions, illustrate how to take limits to the inner and outer regions, and then briefly mention their CFT interpretation. The JMaRT solutions have received renewed attention in the last couple of years [29, 30, 31, 32, 33].

The self-dual two-charge JMaRT solution is obtained by setting $\delta_1 = \delta_5$ in the 2-charge solutions of [24]. In order to connect to the notation of [9] we also replace $a_1 \rightarrow -a, \theta \rightarrow \frac{\pi}{2} - \theta, \phi \leftrightarrow \psi$.

The six-dimensional metric then simplifies to

$$ds^2 = \frac{1}{H} \left[ - (f - M)(dt + (f - M)^{-1}Mc^2a \sin^2 \theta d\phi)^2 + f(dy - f^{-1}Ms^2a \cos^2 \theta d\psi)^2 \right]$$

$$+ H \left( \frac{dv^2}{v^2 + a^2 - M} + d\theta^2 + \frac{r^2}{f} \cos^2 \theta d\psi^2 + \frac{r^2 + a^2 - M}{f} \sin^2 \theta d\phi^2 \right),$$

where $s = \sinh \delta, c = \cosh \delta, f = r^2 + a^2 \cos^2 \theta$, and $H = f + Ms^2$.

The RR two-form supporting this metric takes the form

$$C = -\frac{Mas}{H} \sin^2 \theta dy \wedge d\phi - \frac{Mas}{H} \cos^2 \theta \ dt \wedge d\psi$$

$$-\frac{Mas}{H} dt \wedge dy - \frac{Mas}{H} (r^2 + Ms^2) \sin^2 \theta d\phi \wedge d\psi.$$

The resulting field strength $F = dC$ can be easily checked to be self-dual $F = \star F$. Moreover, $F \wedge \star F = 0$, i.e.,

$$F_{ABC} F^{ABC} = 0.$$

Due to the self-duality property of $F$ it immediately follows that $d \star F = 0$. It can also be easily checked that the six-dimensional (simplified) Einstein equations

$$R_{AB} - \frac{1}{4} F_{ACD} F_B^{CD} = 0,$$

are satisfied. The gauge charges in five-dimensions upon reduction along $y$ are simply

$$Q_1 = Q_5 = Q = Mas, \quad Q_p = 0.$$
The determinant of the \((y, \theta, \phi, \psi)\) part of the metric (2.2) vanishes at \(r = 0\). This signals that a circle direction shrinks to zero size there. The Killing vector with closed orbit that has zero norm at \(r = 0\) is

\[
\xi = \partial_y + \frac{a}{Ms^2} \partial_{\psi}.
\] (2.7)

That is, the direction that goes to zero size at \(r = 0\) is \(y\) at fixed \((\tilde{\psi}, \phi)\) where

\[
\tilde{\psi} = \psi - \frac{a}{Ms^2} y.
\] (2.8)

In order to make \(y \to y + 2\pi R\) a closed orbit at fixed \((\tilde{\psi}, \phi)\) we require

\[
aR \frac{1}{Ms^2} = m \in \mathbb{Z}. \tag{2.9}
\]

To have smooth degeneration of the \(y\) circle near \(r = 0\) we choose the radius \(R\) as

\[
R = \frac{Ms^2}{\sqrt{a^2 - M}}. \tag{2.10}
\]

Inserting \(R\) from (2.10) into the integer quantisation condition (2.9) fixes \(M\) to be

\[
M = a^2 \left(1 - \frac{1}{m^2}\right). \tag{2.11}
\]

Upon taking \(m = 1\) we recover the supersymmetric solutions of [22, 23] as follows. Setting \(m = 1\) in (2.11) we see that \(M = 0\). In order to keep charges \(Q_1 = Q_5 = Q = Ms c\) finite we must take \(\delta \to \infty\). In this limit metric (2.2) further simplifies to

\[
ds^2 = \frac{1}{H} \left[-f \left(dt + \frac{aQ}{f} \sin^2 \theta d\phi\right)^2 + f \left(dy - \frac{aQ}{f} \cos^2 \theta d\psi\right)^2\right] + H \left(\frac{dr^2}{r^2 + a^2} + d\theta^2 + \frac{r^2}{f} \cos^2 \theta d\psi^2 + \frac{r^2 + a^2}{f} \sin^2 \theta d\phi^2\right), \tag{2.12}
\]

with \(H = f + Q\). This metric can be rewritten in the following more recognisable form

\[
ds^2 = -\frac{1}{h} (dt^2 - dy^2) + h f \left(\frac{dr^2}{r^2 + a^2} - \frac{2aQ}{hf} \left(\cos^2 \theta dy d\psi + \sin^2 \theta dt d\phi\right)\right) + h \left[\left(r^2 + \frac{a^2 Q^2 \cos^2 \theta}{h^2 f^2}\right) \cos^2 \theta d\psi^2 + \left(r^2 + a^2 - \frac{a^2 Q^2 \sin^2 \theta}{h^2 f^2}\right) \sin^2 \theta d\phi^2\right], \tag{2.13}
\]

where

\[
h = \frac{H}{f} = 1 + \frac{Q}{f}. \tag{2.14}
\]

This form of the 2-charge metric was the starting point in [9]. Upon setting \(m = 1\) the RR 2-form field (2.3) simplifies to

\[
C = -\frac{Qa \sin^2 \theta}{Q + f} dy \wedge d\phi - \frac{Qa \cos^2 \theta}{Q + f} dt \wedge d\psi - \frac{Q}{Q + f} dt \wedge dy - \frac{Q}{Q + f} (r^2 + Q) \sin^2 \theta d\phi \wedge d\psi, \tag{2.15}
\]

which also matches with the corresponding expression in [9] upon making a simple gauge transformation \(C \to C + d\Lambda\) with \(\Lambda = Q \phi d\psi\).
Inner and outer regions

In the next section we solve certain perturbation equations in a matched asymptotic expansion. In order to do this we split the JMART geometry in two overlapping regions: the inner and outer regions. We solve the perturbations equations in two regions separately and match the solutions in the overlap region.

The ‘Inner’ Region

To describe the above two-charge configuration from the AdS/CFT perspective we must take a near-decoupling limit where a large inner region involving $\text{AdS}_3 \times S^3$ develops. This inner region is coupled to flat space via a neck region. The decoupling limit is achieved by taking the large $R$ limit, i.e., by taking

$$\epsilon = \frac{\sqrt{Q}}{R} \ll 1,$$

while keeping the charge $Q$ and other parameters of the geometry fixed. In this limit the region $r \ll \sqrt{Q}$ is identified as the inner region. This amounts to taking $H \approx Q$ in (2.2) and taking $M_{sc} \approx Q$ in the cross terms in the metric. From (2.2) and integer quantisation (2.9) we get an asymptotically $\text{AdS}_3 \times S^3$ metric,

$$ds^2 = -\frac{1}{Q} \left[ - (f - M)(dt + (f - M)^{-1}aQ \sin^2 \theta d\phi)^2 + f(dy - f^{-1}aQ \cos^2 \theta d\psi)^2 \right] + Q \left( \frac{dr^2}{r^2 + a^2 - M} + d\theta^2 + \frac{r^2}{f} \cos^2 \theta d\psi^2 + \frac{r^2 + a^2 - M}{f - M} \sin^2 \theta d\phi^2 \right),$$

supported by the $C$-field

$$C_{ty} = \frac{r^2}{Q}, \quad C_{\psi\phi} = Q \sin^2 \theta$$

$$C_{\psi\phi} = -a \sin^2 \theta, \quad C_{\psi t} = a \cos^2 \theta.$$ 

The parameter $M$ in equation (2.2) can be replaced in favour of the integer $m$ and rotation parameter $a$ through equation (2.9).

Under the change of coordinates

$$\psi_{NS} = \psi - \frac{m}{R} y, \quad \phi_{NS} = \phi - \frac{m}{R} t,$$

metric (2.17) becomes

$$ds^2 = -\frac{1}{Q} \left( r^2 + \frac{a^2}{m^2} \right) dt^2 + \frac{r^2}{Q} dy^2 + Q \left( r^2 + \frac{a^2}{m^2} \right)^{-1} dr^2 + Q(d\theta^2 + \cos^2 \theta d\psi_{NS}^2 + \sin^2 \theta d\phi_{NS}^2).$$

Setting $m = 1$ the above metric can be recognised as exactly the $\text{AdS}_3 \times S^3$ metric used by MSS in the NS-NS sector. The coordinate transformation (2.20) is the gravity dual of the D1-D5 CFT spectral flow transformation. Defining

$$a' = \frac{a}{m}$$

metric (2.21) can be written in a more convenient form

$$ds^2 = -\frac{(r^2 + a'^2)}{Q} dt^2 + \frac{r^2}{Q} dy^2 + \frac{Q}{(r^2 + a'^2)} dr^2 + Q(d\theta^2 + \cos^2 \theta d\psi_{NS}^2 + \sin^2 \theta d\phi_{NS}^2).$$
The $F$-field supporting the inner region metric (2.23) is simply

$$F_{tyr} = \frac{2r}{Q}, \quad (2.24)$$

$$F_{\theta\psi\phi} = 2Q \sin \theta \cos \theta. \quad (2.25)$$

From equations (2.9) and (2.16) we also have the relation

$$\epsilon = \frac{a}{m \sqrt{Q}}. \quad (2.26)$$

As a result, the inner region limit $r \ll \sqrt{Q}$ together with $\epsilon \ll 1$ can operationally be thought of as an expansion in powers of $\frac{r}{\sqrt{Q}}$, $\frac{a}{m \sqrt{Q}}$. In the NS-NS coordinates via an explicit calculation we see that the metric expansion is in powers of $\epsilon^2$. Since in this paper we are only interested in perturbation to $O(\epsilon^0)$ we will not be concerned with the corrections to the inner region metric.

The ‘Outer’ Region

The outer region $\epsilon \sqrt{Q} \ll r < \infty$ has the metric

$$ds^2 = -\frac{r^2}{Q + r^2} (dt^2 - dy^2) + \frac{(Q + r^2)}{r^2} dr^2 + (Q + r^2)(d\theta^2 + \cos^2 \theta d\psi^2 + \sin^2 \theta d\phi^2), \quad (2.27)$$

to the leading order. The 2-form $C$-field supporting the outer region metric is simply

$$C_{ty} = -\frac{Q}{Q + r^2} \implies F_{tyr} = \frac{2Qr}{(Q + r^2)^2}, \quad (2.28)$$

$$C_{\psi\phi} = Q \sin^2 \theta \implies F_{\theta\psi\phi} = 2Q \sin \theta \cos \theta. \quad (2.29)$$

The overlap of the inner and outer regions is in the region

$$\epsilon \sqrt{Q} \ll r \ll \sqrt{Q}. \quad (2.30)$$

The outer region limit can be operationally thought of as a power series expansion in $\frac{a}{mr}, \frac{a}{m \sqrt{Q}}$.

The outer region metric (2.27) does not have any non-extremal features. In particular, it does not look like non-extremal D1-D5 black hole. This is because in the JMaRT construction the fuzzball and the black hole parameter spaces are mutually exclusive.

CFT description

The 2-charge JMaRT solution corresponds to $m = 2s + 1$ units of left and $m = 2s + 1$ units of right spectral flows on the NS-NS vacuum. Since equal amount of left and right spectral flows are involved

$$h = \bar{h}, \quad (2.31)$$

and the state has no net linear momentum. When $m = 1$, i.e., $s = 0$, we get a supersymmetric configuration, a Ramond-Ramond ground state. For other values of $s$, supersymmetry is broken as both the left and right sectors carry (equal amount of) excitations. CFT description of JMaRT solution has been explored in great detail in the literature [24, 32], we refer the reader to these references for further details.
3 Perturbation

In this section we construct the RR axion and NS-NS 2-form field perturbation to leading order in both the inner and the outer regions and show their matching. The linearised perturbation equations are,

\[ H_{ABC} + \frac{1}{3!} \epsilon_{ABCDEF} H^{DEF} + \omega F_{ABC} = 0, \]  
(3.1)

\[ \Box \omega - \frac{1}{3} F^{ABC} H_{ABC} = 0, \]  
(3.2)

where \( F \) is simply \( dC \),

\[ F_{ABC} = 3 \partial [A C_{BC}] = \partial_A C_{BC} + \partial_B C_{CA} + \partial_C C_{AB}. \]  
(3.3)

These equations are precisely the equations studied by Mathur, Saxena, and Srivastava [9]. The main difference\(^3\) is that in [9], the background considered is supersymmetric, whereas in our study it is not. An embedding of these equations in IIB theory was studied in [28] for BPS solutions.\(^4\)

3.1 CFT description

Before getting into the supergravity analysis, it is useful to understand the CFT state to which the perturbation we construct below corresponds to. In the NS-NS sector we act with a chiral primary operator with \( h = l, \bar{h} = l \) on the NS-NS vacuum. Let us denote the resulting state by \( |\psi\rangle_{NS} \). On this state we act with angular momentum lowering generators both on the left and on the right \( k \) and \( \bar{k} \) times respectively:

\[ (J_0^L)^k (J_0^R)^{\bar{k}} |\psi\rangle_{NS}. \]  
(3.4)

Next, on the resulting state we act with \( m = 2s + 1 \) (odd) units of spectral flows both on the left and on the right. As a result we get an excited state in the R-R sector

\[ \left[ (J_0^L)^k (J_0^R)^{\bar{k}} |\psi\rangle \right]_{R}^{(2s+1)}. \]  
(3.5)

For general values of the \( l, k, \bar{k}, m = 2s + 1 \) the state thus obtained carries both left and right moving excitations. As we explain momentarily, we tune \( \bar{k} \) such that ‘for the perturbation’ \( \bar{h} \) is zero, but \( h \neq 0 \). Such a perturbation does not carry any ‘extra energy’ and is tractable to leading order in our supergravity analysis.

3.2 Perturbation at leading order

We first construct the inner region perturbation and then the outer region.

\(^3\)Our \( F \) and \( H \) notation conforms to more standard string theory notation, but it is interchanged compared to reference [9].

\(^4\)In earlier versions of this paper on the arXiv (also in the published version) we attempted to embed these equations in IIB theory using the truncation studied in [34], but later realised that our analysis was not fully correct. In the present version we have removed that appendix. The interpretation of \( (w, B) \) as the RR axion and IIB NS-NS field is motivated by the results of [28]. We thank the anonymous referee for alluding this problem to us. We believe that the embedding discovered in [28] is applicable to our set-up as well, though we do not have a complete argument as of now.
3.2.1 Inner region

In the inner region (2.23)–(2.25) the perturbation equation (3.1) gives,

$$H_{\text{tyr}} + \frac{r}{Q^2} \left(2wQ + \frac{H_{\theta\phi}}{\sin \theta \cos \theta}\right) = 0, \quad (3.6)$$

when all three indices are taken either on AdS$_3$ or on S$^3$. When one index is on AdS$_3$ and the others on S$^3$ we get the same equations as when one index is on S$^3$ and the others on AdS$_3$. We get

$$H_{\mu\nu} + \frac{1}{6} \epsilon_{\mu\nu\rho\sigma\beta\gamma} g^\rho_{\alpha} g^\beta_{\beta'} g^{\gamma\gamma'} H_{\alpha\beta'} = 0, \quad (3.7)$$

where the Greek indices refer to AdS coordinates and the lower case Latin indices to S$^3$ coordinates. We now expand the various fields in harmonics on S$^3$ as (see appendix A)

$$B_{\mu\nu} = b_{\mu\nu} Y^I, \quad (3.8)$$

$$B_{ab} = b_a Y^I_a, \quad (3.9)$$

$$B_{\mu a} = b^I_a Y^I, \quad (3.10)$$

$$w = w Y^I, \quad (3.11)$$

where $\epsilon_{abc}$ is the epsilon-tensor on the unit 3-sphere. We use the convention $\epsilon_{\theta\phi} = +\sin \theta \cos \theta$. To avoid notational clutter we do not write explicit summation signs with spherical harmonics; sum over appropriate indices is understood. We can use various properties of these harmonics. Spherical harmonics on S$^3$ are appropriate representations of so(4) $\simeq su(2)$ $\times$ su(2). For scalar harmonics $Y_{(l,l)}^{(m,m')}$ the upper labels tell the representations of su(2)'s and the corresponding lower index tells the state in the representation. Vector harmonics come in two variety: one class with su(2) $\times$ su(2) representations $(l, l + 1)$ and the other $(l + 1, l)$. We use the following properties of these harmonics

$$\nabla^2_{S^3} Y^I = -C(I_1) Y^I, \quad \partial_b Y^I_b - \partial_b Y^I_a = \eta(I_3) \epsilon^c_{abc} Y^I_c, \quad (3.12)$$

where $C(I_1) = 4l(l + 1)$ for $(l, l)$ representation and $\eta(I_3) = -2(l + 1)$ for $I_3 = (l + 1, l)$ and $\eta(I_3) = +2(l + 1)$ for $I_3 = (l, l + 1)$. Upon substituting the expansions (3.8)–(3.11) in (3.6)–(3.7) and using properties of spherical harmonics we find the following simplified equation

$$\nabla^2_{\text{AdS}} b^I + \left(2w^I - \frac{C(I_1)}{Q} b^I\right) = 0, \quad (3.13)$$

where $\nabla^2_{\text{AdS}}$ refers to the scalar Laplacian with respect to the three-dimensional ‘global’ AdS metric

$$ds^2_{\text{AdS}} = -\frac{(r^2 + a^2)}{Q} dt^2 + \frac{r^2}{Q} dy^2 + \frac{Q}{(r^2 + a^2)} dr^2. \quad (3.14)$$

In arriving at (3.13) we also use the convention $\epsilon_{\text{tyr}} = +\sqrt{-g_{\text{AdS}}}$. Similar manipulations on equation (3.2) gives,

$$Q \nabla^2_{\text{AdS}} w^I - C(I_1) w^I - 8 \left(w^I - \frac{C(I_1)}{Q} b^I\right) = 0. \quad (3.15)$$

We now have a system of differential equations

$$\nabla^2 \begin{pmatrix} b^I \\ w^I \end{pmatrix} = \begin{pmatrix} C(I_1)/Q & -2 \\ -8C(I_1)/Q^2 & (C(I_1) + 8)/Q^2 \end{pmatrix} \begin{pmatrix} b^I \\ w^I \end{pmatrix}. \quad (3.16)$$
We can diagonalize the system. The problem then becomes that of solving the equation

$$\nabla^2_{\text{AdS}} f - m^2 f = 0.$$  \hspace{2cm} (3.17)

Since \(t\) and \(y\) are Killing directions of (3.14), we can take the solution to be of the form

$$f(t, y, r) = e^{-i\omega t + ik_y y} h(r),$$  \hspace{2cm} (3.18)

and solve for \(h(r)\). The solution corresponding to a chiral primary in the inner region is \([35, 9]\)

$$w = \frac{e^{-2ilt(a'/Q)}}{Q(r^2 + a'^2)^l} \hat{Y}^{(l)}_{\text{NS}},$$  \hspace{2cm} (3.19)

$$B_{ab} = B\epsilon_{abc}\partial^c \hat{Y}^{(l)}_{\text{NS}},$$  \hspace{2cm} (3.20)

$$B_{\mu\nu} = \frac{1}{\sqrt{Q}} \epsilon_{\mu\nu\lambda}\partial^\lambda B\hat{Y}^{(l)}_{\text{NS}},$$  \hspace{2cm} (3.21)

where

$$B = \frac{e^{-2ilt(a'/Q)}}{4l(r^2 + a'^2)^l},$$  \hspace{2cm} (3.22)

$$\hat{Y}^{(l)}_{\text{NS}} = (Y^{(l, l)}_{(l, l)})_{\text{NS}} = \sqrt{\frac{2l + 1}{2\pi}} e^{-2il\phiNS} \sin^{2l} \theta.$$  \hspace{2cm} (3.23)

In these formulae all the quantities related to the sphere are with respect to unit sphere. Quantities with Greek indices refer to metric (3.14). This perturbation has quantum numbers

$$h^{\text{NS}} = l, \hspace{1cm} m^{\text{NS}} = l, \hspace{1cm} \bar{h}^{\text{NS}} = l, \hspace{1cm} \bar{m}^{\text{NS}} = l.$$  \hspace{2cm} (3.24)

As mentioned in the beginning of this section, we consider lowering this state with \(J^-_0 L\) and \(J^-_0 R \bar{k}\) and \(\bar{k}\) times respectively, i.e.,

$$(J^-_0 L)^k(J^-_0 R)^{\bar{k}} |\psi\rangle_{\text{NS}}.$$  \hspace{2cm} (3.25)

Such states have quantum numbers

$$h^{\text{NS}} = l, \hspace{1cm} m^{\text{NS}} = l - k, \hspace{1cm} \bar{h}^{\text{NS}} = l, \hspace{1cm} \bar{m}^{\text{NS}} = l - \bar{k}.$$  \hspace{2cm} (3.26)

In the NS-NS sector we can immediately write down the supergravity fields for the state (3.25):

$$w = \left(\frac{e^{-2ilt(a'/Q)}}{Q(r^2 + a'^2)^l}\right) \hat{Y}^{\text{NS}},$$  \hspace{2cm} (3.27)

$$B_{ab} = B\epsilon_{abc}\partial^c \hat{Y}^{\text{NS}},$$  \hspace{2cm} (3.28)

$$B_{\mu\nu} = \left(\frac{1}{\sqrt{Q}} \epsilon_{\mu\nu\lambda}\partial^\lambda B\right) \hat{Y}^{\text{NS}},$$  \hspace{2cm} (3.29)

where

$$B = \frac{e^{-2ilt(a'/Q)}}{4l(r^2 + a'^2)^l},$$  \hspace{2cm} (3.30)

$$\hat{Y}^{\text{NS}} = Y^{(l, l)}_{(l - k, l - \bar{k})} \left\{\underbrace{\mathcal{L}_{\xi_L} \mathcal{L}_{\xi_L} \cdots \mathcal{L}_{\xi_L}}_{k\text{-times}} \right\} \left\{\underbrace{\mathcal{L}_{\xi_R} \mathcal{L}_{\xi_R} \cdots \mathcal{L}_{\xi_R}}_{\bar{k}\text{-times}}\right\} \hat{Y}^{(l)}_{\text{NS}}(\theta, \phi_{\text{NS}}, \psi_{\text{NS}}).$$  \hspace{2cm} (3.31)
Under a spectral flow on the left-moving sector with parameter $\alpha$ the quantum numbers change as:

$$h' = h - \alpha m + \alpha^2 \frac{c}{24},$$  \hspace{0.5cm} (3.32)
$$m' = m - \alpha \frac{c}{12}. \hspace{0.5cm} (3.33)$$

Spectral flow of the background (NS-NS vacuum) gives

$$h'_{BG} = \alpha^2 \frac{c}{24},$$  \hspace{0.5cm} (3.34)
$$m'_{BG} = -\alpha \frac{c}{12}. \hspace{0.5cm} (3.35)$$

Therefore for the perturbation alone, we identify

$$h'_{P} = h - \alpha m,$$  \hspace{0.5cm} (3.36)
$$m'_{P} = m, \hspace{0.5cm} (3.37)$$

so that the full $h' = h'_{BG} + h'_{P}$.

Applying $m$ (odd) units of spectral flow on the left and right sectors on the perturbation (3.26), we get a perturbation in the Ramond-Ramond sector with quantum numbers

$$h^R_P = l - m(l - k), \quad m^R_P = l - k, \quad \bar{h}^R_P = l - m(\bar{l} - \bar{k}), \quad \bar{m}^R_P = l - \bar{k}. \hspace{0.5cm} (3.38)$$

From these expressions we see that in general $\omega = h + \bar{h}$ is not equal to $|k_y|$ where $k_y = h - \bar{h}$. In such a situation, not all the energy of the perturbation is tied to the $S^1$ momentum. The residual energy goes in the 'radial motion'. For technical convenience we work with perturbations where all energy is tied to the $S^1$ momentum, i.e., we demand

$$\bar{h}^R_P = 0. \hspace{0.5cm} (3.39)$$

This fixes $\bar{k}$ in terms of the integers $l$ and $m$,

$$\bar{k} = \frac{l}{m}(m - 1). \hspace{0.5cm} (3.40)$$

The requirement that $\bar{k}$ must be an integer between 1 and $2l$ constrains the values of $l$ and $m$.

The perturbation in the R-R coordinates then looks like

$$w = \frac{1}{Q (r^2 + a'^2)^l} \mathcal{Y}_R, \hspace{0.5cm} (3.41)$$
$$B_{\theta\psi} = \frac{1}{4l} \frac{\mathcal{E}}{(r^2 + a'^2)^l} \cot \theta \partial_\theta \mathcal{Y}_R, \hspace{0.5cm} (3.42)$$
$$B_{\theta\phi} = -\frac{1}{4l} \frac{\mathcal{E}}{(r^2 + a'^2)^l} \tan \theta \partial_\psi \mathcal{Y}_R, \hspace{0.5cm} (3.43)$$
$$B_{\psi\phi} = \frac{1}{4l} \frac{\mathcal{E}}{(r^2 + a'^2)^l} \sin \theta \cos \theta \partial_\psi \mathcal{Y}_R, \hspace{0.5cm} (3.44)$$
$$B_{t\psi} = -\frac{1}{2Q^2 (r^2 + a'^2)^l} \mathcal{Y}_R, \hspace{0.5cm} (3.45)$$
$$B_{t\phi} = \frac{i a'}{2Q (r^2 + a'^2)^{l+1}} \mathcal{Y}_R, \hspace{0.5cm} (3.46)$$
together with the following terms generated via the spectral flow (2.20),

\[ B_{t\theta} = -\frac{ma'}{Q} B_{\phi\theta} = -\frac{ma'}{Q} \frac{1}{4l(r^2 + a'^2)} \frac{\mathcal{E}}{\tan \theta} \partial_{\psi} \mathcal{Y}_R, \quad (3.47) \]

\[ B_{t\psi} = -\frac{ma'}{Q} B_{\phi\psi} = \frac{ma'}{Q} \frac{1}{4l(r^2 + a'^2)} \sin \theta \cos \theta \partial_{\phi} \mathcal{Y}_R, \quad (3.48) \]

\[ B_{y\theta} = -\frac{ma'}{Q} B_{\phi\theta} = \frac{ma'}{Q} \frac{1}{4l(r^2 + a'^2)} \cot \theta \partial_{\phi} \mathcal{Y}_R, \quad (3.49) \]

\[ B_{y\phi} = -\frac{ma'}{Q} B_{\phi\phi} = -\frac{ma'}{Q} \frac{1}{4l(r^2 + a'^2)} \sin \theta \cos \theta \partial_{\theta} \mathcal{Y}_R, \quad (3.50) \]

where

\[ \mathcal{E} = \exp \left[ -\frac{i}{R} (l - m(l - k)) u \right]. \quad (3.51) \]

In writing these expressions we have defined \( u = t + y \), and we have used the spectral flow transformations (2.20) to write angular dependence in the R-R coordinates \((\phi, \psi)\).

Two comments are in order here:

1. From these equations we see that the perturbation carries \( l - m(l - k) \) units of linear momentum. Since \( k \) is an integer taking values between 0 and 2\( l \), we have in fact constructed \( 2l + 1 \) hair modes. All these hair modes belong to the same chiral primary multiplet.

2. One might be concerned that the left conformal weight \( h^R_I \) in (3.38) is negative when \( m > 1 \). This is not a problem, as we note that the total \( h \) values are never negative. One can think that the perturbation draws energy from the filled Fermi sea, which makes the \( h^R_I \) value negative.

### 3.2.2 Outer region

We now want to solve the equations (3.1), (3.2) in the outer region (2.27) – (2.29). We are interested in a solution that falls off at infinity in a normalisable manner and matches smoothly with the inner region solution. We proceed in exactly the same manner as in the inner region. Substituting spherical harmonic expansion (3.8)–(3.11) in equation (3.1) we get

\[ \frac{1}{r} \left( -\partial_t^2 + \partial_y^2 \right) b^I_t + \partial_r \left( \frac{r^3}{(Q + r^2)^2} \partial_r b^I_t \right) + \frac{r}{(Q + r^2)^2} [2Qw^I_t - C(I_1)b^I_t] = 0. \quad (3.52) \]

Similar manipulations on equation (3.2) gives,

\[ \frac{Q + r^2}{r^2} \left( -\partial_t^2 + \partial_y^2 \right) w^I_t + \frac{1}{r(Q + r^2)} \partial_r \left( r^3 \partial_r w^I_t \right) \]

\[ -\frac{C(I_1)}{Q + r^2} w^I_t - \frac{8Q}{(Q + r^2)^3} [Qw^I_t - C(I_1)b^I_t] = 0, \quad (3.54) \]

For the perturbation with the \((t, y)\) dependence of the form of

\[ \mathcal{E} = \exp \left[ -\frac{i}{R} (l - m(l - k)) u \right], \quad (3.55) \]

the \((-\partial_t^2 + \partial_y^2)\) combination is zero. Therefore the above equations simplify to

\[ \partial_r \left( \frac{r^3}{(Q + r^2)^2} \partial_r b^I_t \right) + \frac{r}{(Q + r^2)^2} [2Qw^I_t - C(I_1)b^I_t] = 0, \quad (3.56) \]

\[ \frac{1}{r(Q + r^2)} \partial_r \left( r^3 \partial_r w^I_t \right) - \frac{C(I_1)}{Q + r^2} w^I_t - \frac{8Q}{(Q + r^2)^3} [Qw^I_t - C(I_1)b^I_t] = 0. \quad (3.57) \]
These equations can be integrated as follows. We write equations (3.56) and (3.57) as
\[
\frac{d^2 b_I}{dr^2} + P_1 \frac{db_I}{dr} + Q_1 b_I = R_1, \quad (3.58)
\]
\[
\frac{d^2 w_I}{dr^2} + P_2 \frac{dw_I}{dr} + Q_2 w_I = R_2, \quad (3.59)
\]
where
\[
P_1 = \frac{3Q - r^2}{r(Q + r^2)}, \quad P_2 = \frac{3}{r}, \quad Q_1 = \frac{-C(I_1)}{r^2}, \quad (3.60)
\]
\[
Q_2 = -\frac{C(I_1)}{r^2} - \frac{8Q^2}{r^2(Q + r^2)^2}, \quad R_1 = -\frac{2Qw_I}{r^2}, \quad R_2 = -\frac{8QC(I_1)b_I}{r^2(Q + r^2)^2}. \quad (3.61)
\]
We now eliminate first derivative terms from equations (3.58) and (3.59). We write
\[
b_I = u_1 v_1, \quad w_I = u_2 v_2\]
and choose \( u_1, u_2 \) such that first derivative terms cancel out. We get
\[
u_1 = \frac{Q + r^2}{r^2}, \quad u_2 = \frac{1}{r^2} \quad (3.62)
\]
and equations for \( v_1, v_2 \) become
\[
\frac{d^2 v_1}{dr^2} + A_1 v_1 = -2A_3 v_2, \quad \frac{d^2 v_2}{dr^2} + A_2 v_2 = -8C(I_1)A_3 v_1 \quad (3.63)
\]
where
\[
A_1 = \frac{8Q}{(Q + r^2)^2} - \frac{3 + 4C(I_1)}{4r^2}, \quad A_2 = -\frac{8Q^2}{r^2(Q + r^2)^2} - \frac{3 + 4C(I_1)}{4r^2}, \quad A_3 = \frac{Q}{r^2(Q + r^2)}. \quad (3.64)
\]
Writing this in the matrix form we have
\[
\frac{d^2}{dr^2} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} + \begin{pmatrix} A_1 & 2A_3 \\ 8C(I_1)A_3 & A_2 \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = 0. \quad (3.65)
\]
Diagonalising this matrix and solving the second order uncoupled ordinary differential equations for normalisable solutions, we get
\[
\begin{align*}
\frac{d}{dr} b_I &= \frac{1}{4l^2} \frac{\mathcal{E}}{r^2}, \\
\frac{d}{dr} w_I &= \frac{1}{r^2(r^2 + Q)}. \quad (3.66, 3.67)
\end{align*}
\]
The perturbation solution decaying at infinity therefore takes the form
\[
\begin{align*}
\mathcal{W} &= \frac{\mathcal{E}}{(Q + r^2)r^2} \mathcal{Y}_R, \\
B_{ab} &= B_{\alpha \beta \gamma \delta} \partial^\gamma \mathcal{Y}_R, \\
B_{\mu \nu} &= \frac{1}{\sqrt{Q + r^2}} \epsilon_{\mu \nu \rho} \partial^\rho \mathcal{Y}_R, \\
B &= \frac{1}{4l^2} \mathcal{E}. \quad (3.68, 3.69, 3.70, 3.71)
\end{align*}
\]
Here all quantities related to the sphere are with respect to the unit sphere. Writing out all the components explicitly, the solution looks as follows:

\[
\begin{align*}
w &= \frac{\mathcal{E}}{(Q + r^2)^{1/2}} \mathcal{Y}_R, \\
B_{\theta\psi} &= \frac{1}{4l} \frac{\mathcal{E}}{r^{2l}} \cot \theta \, \partial_\psi \mathcal{Y}_R, \\
B_{\theta\phi} &= -\frac{1}{4l} \frac{\mathcal{E}}{r^{2l}} \tan \theta \, \partial_\phi \mathcal{Y}_R, \\
B_{\psi\phi} &= \frac{1}{4l} \frac{\mathcal{E}}{r^{2l}} \sin \theta \cos \theta \, \partial_\theta \mathcal{Y}_R, \\
B_{ty} &= -\frac{1}{2(Q + r^2)^{1/2}} \frac{\mathcal{E}}{r^{2l-2}} \mathcal{Y}_R, \\
B_{tr} &= -\frac{1}{4l} \frac{1}{r^{2l+1}} (\partial_\tau \mathcal{E}) \mathcal{Y}_R, \\
B_{yr} &= -\frac{1}{4l} \frac{1}{r^{2l+1}} (\partial_\tau \mathcal{E}) \mathcal{Y}_R.
\end{align*}
\]

### 3.2.3 Matching

We now want to see that the solutions that we have found for the inner and outer regions join onto each other smoothly in the overlap of the two regions,

\[
\epsilon \sqrt{Q} \ll r \ll \sqrt{Q}.
\]

We can choose to do the matching at any value of \( r \) in the above range. We choose the matching radial coordinate to be the geometric mean of the two ends

\[
r \sim \sqrt{\epsilon \sqrt{Q}}.
\]

In this region, the scalar \( w \) in both the inner (3.41) and the outer (3.72) regions has the same leading order behaviour,

\[
w \approx \frac{\mathcal{E} \mathcal{Y}_R}{Q \sqrt{r^{2l}}}. \quad (3.81)
\]

We see that the scalar does indeed match. To compare the NS-NS 2-form, we can construct the field strength \( H = dB \) and compare the behaviour in the two regions in a given orthonormal frame. More simply we notice that from the inner region point of view

\[
\frac{1}{(r^2 + a'^2)} \approx \frac{1}{r^2},
\]

and from the the outer region point of view

\[
\frac{1}{(Q + r^2)} \approx \frac{1}{Q},
\]

near the matching surface. We find that components \( B_{\theta\psi}, B_{\theta\phi}, B_{\psi\phi}, B_{ty} \) match readily. The components that do not match \( B_{tr}, B_{yr} \) and all components generated by spectral flow in the inner region, namely \( B_{t\theta}, B_{t\psi}, B_{y\theta}, B_{y\phi} \) are seen to be higher order terms. These terms will agree once inner region and outer region calculations are corrected by higher order terms.
4 Discussion

In this paper we have constructed ‘hair’ on non-extremal two-charge bound states of Jejjala et al [24]. Our perturbation is ‘extremal’ as it is of the form $e^{i\alpha u}$. To the best of our knowledge this is the first example of a hair mode on a non-extremal smooth geometry, and also the first example beyond JMaRT of a non-extremal fuzzball with identified CFT interpretation. We have constructed the perturbation by a matching procedure. In the inner region our background is simply $m$ units of both left and right spectral flows on the NS-NS vacuum. To construct our perturbation we have taken an appropriate state in the chiral primary multiplet on top of the NS-NS vacuum (global AdS$_3 \times$ S$^3$) and have applied left and right spectral flows to get a perturbation over the R-R state of interest. Such a perturbation in our linearised analysis can be matched on to a normalisable solution in the outer region. We have carried out the matching procedure to the leading order. We find it quite remarkable that we are able to add such a hair on the non-extremal D1-D5 bound states.

By altering the above construction slightly one can construct another class of hair modes as follows. Instead of lowering $|\psi\rangle_{NS}$ with $J_{L,R}$ one can first apply even units (say, $2p$) of spectral flows on $|\psi\rangle_{NS}$ to get an excited state in the NS-NS sector $|\psi\rangle^{(2p)}_{NS}$. Then one can apply $J_{L,R}$ as above, and finally apply $2(m - p) + 1$ units of spectral flows to get the background state corresponding to the 2-charge JMaRT. By such a procedure one will get different values for $\bar{h}_P^R$ and $\bar{h}_P^R$. By demanding $\bar{h}_P^R = 0$ one can construct a different class of hair, which can also be matched to a decaying solution in the outer region. Other variations on this procedure are also possible. It can be interesting to work out these solutions explicitly.

The JMaRT solutions are well known to suffer from ergoregion instability [36]. The reader may wonder how have we managed to add hair on an unstable geometry. The answer lies in the fact that we work in a sector completely different from the sector in which the instability of the geometry is analysed in [36]. We added extremal perturbation in the Ramond-Ramond axion and NS-NS two-form sector. The full haired solution is most likely unstable to scalar perturbations. In fact one can easily convince oneself that it is not possible to add hair modes on the JMaRT solution in the minimally coupled scalar sector [9]. It is not clear to us if one can add non-extremal perturbation to the JMaRT solutions in the $(w, B)$ sector, i.e., perturbations with both $h_P^R$ and $\bar{h}_P^R$ non-zero.

There are several ways in which our study can be extended. It will be interesting to perform the analysis at higher order in $\epsilon$ like it was done in [9]. This is likely to be technically intricate. There are two main sources of complications: (i) the spherical harmonic expansions are significantly more involved compared to the MSS study, and (ii) features related to non-extremality of the background will appear in the perturbation analysis at higher orders. We hope to report on these calculations at some point in the future. As mentioned in the introduction, in the BPS case, it is now understood that the MSS perturbation is the linearisation of a non-linear solution of IIB supergravity [28]. Perhaps it may be feasible to find the non-linear version of the perturbative solution constructed in this paper.
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A Spherical harmonics on $S^3$

In this appendix we list relevant expressions and properties of spherical harmonics we needed. For explicit expressions we follow the conventions of [9], but there are typos in their expressions that we fix below. The metric on the unit 3-sphere is

$$ds^2 = d\theta^2 + \sin^2 \theta d\phi^2 + \cos^2 \theta d\psi^2.$$  \hspace{1cm} (A.1)

The scalar and vector harmonics satisfy the orthonormality conditions

$$\int d\Omega(Y^{I_1})^* (Y^{I_1'}) = \delta^{I_1,I_1'},$$ \hspace{1cm} (A.2)

$$\int d\Omega(Y^{I_2})^a (Y^{I_2'})^a = \delta^{I_2,I_2'}.$$ \hspace{1cm} (A.3)

We use the following notation from [9]

$$\hat{Y}^{(l)} \equiv Y^{(l,l)},$$ \hspace{1cm} (A.4)

$$Y^{(l)} \equiv Y^{(l,l)}_{(l-1,l)},$$ \hspace{1cm} (A.5)

$$Y^{(l+1)} \equiv Y^{(l+1,l+1)}_{(l-1,l)},$$ \hspace{1cm} (A.6)

$$Y^{(l+1)}_a \equiv Y^{(l+1,l)}_{a(l-1,l)},$$ \hspace{1cm} (A.7)

$$Y^{(l+1)}_a \equiv Y^{(l+1,l+1)}_{a(l-1,l)},$$ \hspace{1cm} (A.8)

$$Y^{(l-1)}_a \equiv Y^{(l-1,l)}_{a(l-1,l)},$$ \hspace{1cm} (A.9)

$$Y^{(l+2,l+1)}_a \equiv Y^{(l+2,l+1)}_{a(l-1,l)}.$$ \hspace{1cm} (A.10)

The above harmonics are,

$$\hat{Y}^{(l)} \equiv Y^{(l,l)}_{(l,l)} = \frac{\sqrt{2l+1}}{\sqrt{2}} \frac{e^{-2il\phi}}{\pi} \sin^{2l} \theta$$ \hspace{1cm} (A.11)

$$Y^{(l)} = -\frac{\sqrt{l(2l+1)}}{\pi} e^{-i(2l-1)\phi+i\psi} \sin^{2l-1} \theta \cos \theta$$ \hspace{1cm} (A.12)

$$Y^{(l+1)} = \frac{\sqrt{(2l+1)(2l+3)}}{2\pi} e^{-i(2l-1)\phi+i\psi} ((l-1) + (l+1) \cos 2\theta) \sin^{2l-1} \theta \cos \theta$$ \hspace{1cm} (A.13)

$$Y^{(l+1)}_{\theta} = -\frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \frac{\sin^{2l-2} \theta}{\sqrt{l+1}} ((2l^2 - l + 1) + (l-1)(2l+1) \cos 2\theta)$$ \hspace{1cm} (A.14)

$$Y^{(l+1)}_{\phi} = \frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \frac{\sin^{2l-1} \theta \cos \theta}{\sqrt{l+1}} ((2l^2 - 5l - 1) + (2l^2 + 3l + 1) \cos 2\theta)$$ \hspace{1cm} (A.15)

$$Y^{(l+1)}_{\psi} = -\frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \frac{\sin^{2l-1} \theta \cos \theta}{\sqrt{l+1}} ((2l^2 + 3l - 1) + (l+1)(2l+1) \cos 2\theta)$$ \hspace{1cm} (A.16)
\[ Y_{\theta}^{(l+1)} = -\frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \sqrt{\frac{4l(2l+1)}{l+1}} \sin^{2l-2} \theta (l-1) + l \cos 2\theta \quad (A.17) \]
\[ Y_{\phi}^{(l+1)} = \frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \sqrt{\frac{4l(2l+1)}{l+1}} \sin^{2l-1} \theta \cos \theta (l-2) + (l+1) \cos 2\theta \quad (A.18) \]
\[ Y_{\psi}^{(l+1)} = \frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \sqrt{\frac{4l(2l+1)}{l+1}} \sin^{2l-1} \theta \cos \theta (l + (l+1) \cos 2\theta) \quad (A.19) \]

\[ Y_{\theta}^{(l-1,l)} = \frac{e^{-i(2l-1)\phi+i\psi}}{2\pi} \sqrt{2l-1} \sin^{2l-2} \theta \quad (A.20) \]
\[ Y_{\phi}^{(l-1,l)} = -\frac{e^{-i(2l-1)\phi+i\psi}}{2\pi} \sqrt{2l-1} \sin^{2l-1} \theta \cos \theta \quad (A.21) \]
\[ Y_{\psi}^{(l-1,l)} = -\frac{e^{-i(2l-1)\phi+i\psi}}{2\pi} \sqrt{2l-1} \sin^{2l-1} \theta \cos \theta \quad (A.22) \]

\[ Y_{\theta}^{(l+2,l+1)} = -\frac{e^{-i(2l-1)\phi+i\psi}}{8\pi} \sqrt{ \frac{3}{l+2} } \sin^{2l-2} \theta \left[ (l-1)(2l+1) + 2l(l+1)(2l+3) \cos 4\theta \right] \quad (A.23) \]
\[ Y_{\phi}^{(l+2,l+1)} = \frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \sqrt{ \frac{3}{l+2} } \sin^{2l-1} \theta \cos \theta \left[ \frac{2l^3 - 3l^2 + 3l + 4}{2} \right] \quad (A.24) \]
\[ Y_{\psi}^{(l+2,l+1)} = -\frac{e^{-i(2l-1)\phi+i\psi}}{4\pi} \sqrt{ \frac{3}{l+2} } \sin^{2l-1} \theta \cos \theta \left[ \frac{l(2l^2 + 5l - 1)}{2} \right] \quad (A.25) \]

Raising and lowering the harmonics

The Killing forms for the metric (A.1) can be written as, see e.g., appendix A of [37]

\[ \xi_{1L} = \cos(\psi + \phi)d\theta + \sin \theta \cos \theta \sin(\psi + \phi) d(\psi - \phi), \quad (A.26) \]
\[ \xi_{2L} = -\sin(\psi + \phi)d\theta + \sin \theta \cos \theta \cos(\psi + \phi) d(\psi - \phi), \quad (A.27) \]
\[ \xi_{3L} = \cos^2 \theta d\psi + \sin^2 \theta d\phi, \quad (A.28) \]
\[ \xi_{1R} = -\sin(\psi - \phi)d\theta + \sin \theta \cos \theta \cos(\psi - \phi) d(\psi + \phi), \quad (A.29) \]
\[ \xi_{2R} = \cos(\psi - \phi)d\theta + \sin \theta \cos \theta \sin(\psi - \phi) d(\psi + \phi), \quad (A.30) \]
\[ \xi_{3R} = -\cos^2 \theta d\psi + \sin^2 \theta d\phi. \quad (A.31) \]

From these expressions, we can readily obtain the six Killing vectors on S^3 (using the order \( \theta, \phi, \psi \)),

\[ \xi_{1L}^\mu = (\cos(\psi + \phi), -\cot \theta \sin(\phi + \psi), \tan \theta \sin(\phi + \psi)), \quad (A.32) \]
\[ \xi_{2L}^\mu = (-\sin(\phi + \psi), -\cot \theta \cos(\phi + \psi), \tan \theta \cos(\phi + \psi)), \quad (A.33) \]
\[ \xi_{3L}^\mu = (0, 1, 1), \quad (A.34) \]
\[ \xi_{1R}^\mu = (\sin(\phi - \psi), \cot \theta \cos(\phi - \psi), \tan \theta \cos(\phi - \psi)), \quad (A.35) \]
\[ \xi_{2R}^\mu = (\cos(\psi - \phi), -\cot \theta \sin(\phi - \psi), -\tan \theta \sin(\phi - \psi)), \quad (A.36) \]
\[ \xi_{3R}^\mu = (0, 1, -1). \quad (A.37) \]
These vectors generate the $SU(2) \times SU(2)$ algebra as

$$[\xi_a L, \xi_b L] = 2 \epsilon^{abc} \xi_c L, \quad [\xi_a R, \xi_b R] = 2 \epsilon^{abc} \xi_c R, \quad [\xi_a L, \xi_b R] = 0, \quad (A.38)$$

where $a, b, c = 1, 2, 3$, and $\epsilon$ is the completely antisymmetric symbol with $\epsilon^{123} = 1$. We can now use these Killing vectors to define the raising and lowering operators on the harmonics. Defining

$$\xi^+_L = \xi_{1L} + i \xi_{2L}, \quad \xi^-_L = \xi_{1L} - i \xi_{2L}, \quad (A.39)$$

$$\xi^+_R = \xi_{2R} - i \xi_{1R}, \quad \xi^-_R = \xi_{2R} + i \xi_{1R}, \quad (A.40)$$

one can check that the harmonics satisfy the following relations (here $L_\xi$ denotes the Lie derivative along the vector $\xi$),

$$\frac{i}{2} L_{\xi^+_L} \hat{Y}^{(l)} = +i \hat{Y}^{(l)}, \quad (A.41)$$

$$\frac{i}{2} L_{\xi^-_L} \hat{Y}^{(l)} = +i \hat{Y}^{(l)}, \quad (A.42)$$

$$L_{\xi^+_L} \hat{Y}^{(l)} = 0, \quad (A.43)$$

$$L_{\xi^-_L} \hat{Y}^{(l)} = 0, \quad (A.44)$$

confirming that $\hat{Y}^{(l)}$’s indeed correspond to highest weight states. Moreover, one can check that

$$L_{\xi^-_L} \hat{Y}^{(l)} = -2 \sqrt{2l} Y^{(l)}, \quad (A.45)$$

$$L_{\xi^+_L} Y^{(l)} = 2 \sqrt{2l} Y^{(l)}, \quad (A.46)$$

$$\begin{align*}
L_{\xi^+_L} (L_{\xi^-_L} Y^{(l+1,l+1)}) &= -8 \sqrt{2l+1} Y^{(l+1,l+1)}, \\
L_{\xi^-_L} (L_{\xi^+_L} Y^{(l,l+1)}) &= -8 \sqrt{l(l+1)} Y^{(l,l+1)}, \quad (A.47) \\
L_{\xi^+_L} (L_{\xi^-_L} Y^{(l+2,l+1)}) &= 8 \sqrt{3(l+1)} Y^{(l+2,l+1)}.
\end{align*}$$

The pre-factors in these equations are convention dependent, e.g., they depend on the normalisation in definition (A.40). Using these properties we were able to fix typos in expressions of vectors harmonics in [9].

Other properties of spherical harmonics we need are

$$\nabla^2 Y^{I_1} = -4l(l+1) Y^{I_1}, \quad (A.50)$$

$$\nabla_a \nabla_b Y^{I_1} = 0, \quad (A.51)$$

$$\nabla^a Y^{I_1} = 0. \quad (A.52)$$

The vector harmonics fall into two classes of $SU(2) \times SU(2)$ representations: $(l, l+1)$ or $(l+1, l)$. We have

$$\nabla_a Y^{I_1}_b - \nabla_b Y^{I_1}_a = \zeta(I_1) \epsilon^{abc} Y^{I_1 c}, \quad (A.53)$$

where $\zeta(I_1) = +2(l+1)$ for the $(l, l+1)$ representations and $\zeta(I_1) = -2(l+1)$ for the $(l+1, l)$ representations. We use the convention $\epsilon_{\theta \phi} = + \sin \theta \cos \theta$ [9].

**Decomposition**

For completeness let us recall (see e.g., [38, 39]) that a vector field on $S^3$ can be uniquely decomposed into its longitudinal and transverse parts,

$$V_a = \nabla_a S + S_a, \quad (A.54)$$
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where $S$ is a scalar and $S_a$ is a vector transverse on $S^3$, $\nabla^a S_a = 0$. The scalar field $S$ and the transverse vector $S_a$ can be Fourier decomposed on the sphere in terms of spherical harmonics.

Since a two-form is dual to a vector on $S^3$, it also admits a decomposition in terms of scalar and vector spherical harmonics. Let the 2-form be $B_{ab}$

$$B_{ab} = \epsilon_{abc} V^c. \tag{A.55}$$

Now note that on the one hand,

$$\epsilon_{abc} \nabla^b (\epsilon_{mn}{}^c B^{mn}) = -2 \nabla^b B_{ba}, \tag{A.56}$$

and on the other hand from (A.55),

$$\epsilon_{abc} \nabla^b (\epsilon_{mn}{}^c B^{mn}) = \epsilon_{abc} \nabla^b V^c = \epsilon_{abc} \nabla^b S^c. \tag{A.57}$$

For non-trivial vector harmonics the quantity $\epsilon_{abc} \nabla^b S^c$ is non-zero, cf. (A.53). Therefore, in de-Donder gauge when

$$\nabla^b B_{ba} = 0, \tag{A.58}$$

the decomposition of an arbitrary 2-form $B_{ab}$ is solely in terms of derivatives of scalar harmonics \[40, 35, 9\],

$$B_{ab} = \sum_{l_i} b_{l_i} \epsilon_{ab}{}^c \partial_c Y^{l_i}. \tag{A.59}$$
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