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Abstract

In mobile health (mHealth), reinforcement learning algorithms that adapt to one’s context without learning personalized policies might fail to distinguish between the needs of individuals. Yet the high amount of noise due to the in situ delivery of mHealth interventions can cripple the ability of an algorithm to learn when given access to only a single user’s data, making personalization challenging. We present INTELLIGENT POOLING, which learns personalized policies via an adaptive, principled use of other users’ data. We show that INTELLIGENT POOLING achieves an average of 26% lower regret than state-of-the-art across all generative models. Additionally, we inspect the behavior of this approach in a live clinical trial, demonstrating its ability to learn from even a small group of users.

1 Introduction

Mobile health (mHealth) interventions deliver treatments to users to support healthy behaviors. These interventions offer an opportunity for social impact in a diverse range of domains from substance abuse (Rabbi et al., 2017), to disease management (Hamine et al., 2015) to physical inactivity (Consolvo et al., 2008). For example, to help users increase their physical activity, an mHealth application might send walking suggestions at times and in locations when a user is likely to be able to pursue the suggestions. The promise of mHealth hinges on the ability to provide interventions at times when users need the support and are receptive to it (Nahum-Shani et al., 2017). Consequently, in developing reinforcement learning (RL) algorithms for mHealth our goal is to be able to learn an optimal policy of when and how to intervene for a given user and context.

A significant challenge to learning an optimal policy is that there are often only a few opportunities per day to provide treatment. Furthermore, wearable sensors provide noisy estimates of critical metrics such as step counts (Kaewkannate & Kim, 2016). In mHealth settings, it is critical for an algorithm to learn quickly, in spite of noisy measurements and limited treatment data, as a poor policy can decrease user engagement and potentially increase the risk of a user leaving a trial or otherwise abandoning treatment. Standard reinforcement learning algorithms can learn poorly in these settings. Yet, demonstrations of the effectiveness of these approaches (especially through live clinical trials) are lacking, and essential to establishing their feasibility.

We present a personalized RL algorithm developed to meet the challenges of mHealth domains. Critically, we also evaluate its viability with a live clinical trial. To accelerate learning under the challenge of limited data we propose an approach that intelligently pools data from all users, according to a hierarchical Bayesian model, so as to more quickly learn an optimal policy for each. We use empirical Bayes to update the model hyper-parameters. This ensures that our approach is adaptive in that for each user the extent to which their own data (relative to data from the entire population) informs their policy is updated over time.

To inform the design of this clinical trial, we first conducted a smaller physical activity trial with sedentary individuals which we refer to as TRIAL ONE. In TRIAL ONE, contextual data was collected from each user’s fitness
tracker and smartphone. We use this data to construct a simulation environment to evaluate our approach. By mirroring aspects of this trial we evaluate the algorithm in a challenging setting in which each user may experience the treatments a few times per day and in which the data is noisy. As similar settings exist beyond mHealth and there is a dearth of acceptable methods to contend with their challenges, we propose our approach as a general framework for principled pooling in RL algorithms. Our main contributions are:

- **INTELLIGENTPOOLING: A Thompson Sampling algorithm for rapid personalization in limited data settings.** This algorithm employs empirical Bayes to adaptively adjust the degree to which policies are personalized to each user. We present an analysis of this adaptivity in Section 3.4 showing that INTELLIGENTPOOLING learns to personalize to a user as a function of the observed variance in the treatment effect both between and within users.

- **An empirical evaluation of our approach in a simulation environment constructed from mHealth data.** INTELLIGENTPOOLING not only achieves 26% lower regret than state-of-the-art, it also is better able to adapt to the degree of heterogeneity present in a population.

- **Evidence of the practicality of our approach from a live clinical trial.** A driving motivation of this work is to provide a reinforcement learning algorithm that can face the challenges of limited data in noisy online settings. We demonstrate that INTELLIGENTPOOLING can be executed in a real-time online environment.

### 2 Related Work

In mHealth several algorithms have been proposed for learning treatment policies. These have typically followed two main paradigms. The first is learning a treatment policy for each user separately, such as (Rabbi et al., 2015), (Jaimes et al., 2016), and (Forman et al., 2018). This approach makes sense when users are highly heterogeneous, that is, their optimal policies differ greatly one from another. However, this situation can present challenges for learning the policy when data is scarce and/or noisy, as in our motivating example of encouraging activity in an mHealth study where only a few decision time-points occur each day. The second paradigm is learning one treatment policy for all users both in bandit algorithms (Bouneffouf et al., 2012; Paredes et al., 2014; Yom-Tov et al., 2017), and in full reinforcement learning algorithms (Clarke et al., 2017; Zhou et al., 2018). This second approach can potentially learn quickly but may result in poor outcomes if the optimal policies differ much between users. In this work we demonstrate that a pooled approach has advantages over each of these paradigms. When users are heterogenous, our method achieves lower regret than batch approaches, and more quickly than personalized approaches. When users are homogenous our method performs as well as the batch approach.

Our proposed algorithm uses a mixed (random) effects Gaussian process (GP) model as part of a Thompson Sampling algorithm. While Gaussian process models have been used for multi-armed bandits (Chowdhury & Gopalan 2017; Brochu et al., 2010; Srinivas et al., 2009; Desautels et al., 2014; Wang et al., 2016; Djolonga et al., 2013; Bogunovic et al., 2016), and for contextual bandits (Li et al., 2010; Krause & Ong, 2011), there is no work establishing their success in a setting with the challenges posed by mHealth. Furthermore, though our use of a mixed-effects GP resembles that of (Shi et al., 2012; Luo et al., 2018) we consider a mixed-effects model in the context of RL rather than the previously considered prediction setting.

While we propose a bandit approach that pools across users in a structured manner, others have proposed pooling in other ways: Deshmukh et al. (2017) pool data from different arms of a single bandit, and Li and Kar (2015) use context-sensitive clustering to produce aggregate reward estimates for the UCB bandit algorithm. More relevant to this work are multi-task GPs, e.g. (Lawrence & Platt, 2004; Bonilla et al., 2008; Wang & Khardon, 2012), however these have been proposed in the prediction as opposed to the RL setting. The Gang of Bandits (Cesa-Bianchi et al., 2013; Vaswani et al., 2017) approach has been shown to be successful when there is prior knowledge on the similarities between users. For example, a social network graph might provide a mechanism for pooling. In contrast, our approach does not require prior knowledge of relationships between users and we adaptively update the degree of personalization.
3 Our Approach

We present an approach for learning personalized treatment policies in mHealth settings, where a policy takes the user’s current context as input and outputs a treatment. For example, context might include current location/weather while a treatment might be a physical activity message. Here, our goal is to learn such policies within a clinical trial in which users enroll incrementally. During the trial the developed algorithm will learn a policy for each user based on the user’s prior data as well as data from current and past users.

3.1 Problem setting

Let \(i \in [N] = \{1, \ldots, N\}\) be the user index. For each user, we use \(k \in \{1, 2, \ldots\}\) to index decision times, i.e., times at which a treatment could be provided. Denote by \(S_{i,k}\) the contextual features at the \(k\)-th decision time of user \(i\), such as location. Let \(A_{i,k}\) be the selected treatment. For simplicity, we consider binary treatment \(A = \{0, 1\}\). Recall that users enter the trial in staggered fashion. We denote by \(t_{i,k}\) the calendar time of user \(i\)’s \(k\)-th decision time.

Our objective is to learn individual treatment policies for \(N\) individuals; we treat this as \(N\) contextual bandit problems. We note that maintaining \(N\) separate problems is important in settings such as ours where the true context is only sparsely observed and there is significant unobserved heterogeneity among different users. Section 3.2 reviews two approaches for using Thompson Sampling (Agrawal & Goyal, 2012) and Section 3.3 presents our approach for learning the treatment policy for any specific user.

3.2 Two Thompson Sampling instantiations

First consider learning the treatment policy separately per person. We refer to this approach as PERSON-SPECIFIC. At each decision time \(k\), we would like to select a treatment \(A_{i,k} \in \{0, 1\}\) based on the context \(S_{i,k}\). We model the reward \(R_{i,k}\) by a Bayesian linear regression model: for user \(i\) and time \(k\)

\[
R_{i,k} = \phi(S_{i,k}, A_{i,k})^\top \theta_i + \epsilon_{i,k} \tag{1}
\]

where \(\phi(s, a)\) is a feature vector of context and treatment variables that are predictive of rewards (e.g. those described in Section 4.2), \(\theta_i\) is a parameter vector which we will learn, and \(\epsilon_{i,k} \sim N(0, \sigma^2_{\epsilon_i})\) is the error term. The parameters \(\{\theta_i\}\) are assumed independent across users and to follow a common prior distribution \(\theta_i \sim N(\mu_{\theta}, \Sigma_{\theta})\).

Now at any decision time \(k\), given the user’s history so far \(D_{i,k} = \{(S_{i,o}, A_{i,o}, R_{i,o}) : o \leq k - 1\}\) and the current context \(S_{i,k}\), we use Thompson Sampling to select the treatment. That is, select treatment \(A_{i,k} = 1\) with probability \(\pi_{i,k}\):

\[
\pi_{i,k} = \Pr\{\phi(S_{i,k}, 1)^\top \tilde{\theta}_{i,k} > \phi(S_{i,k}, 0)^\top \tilde{\theta}_{i,k}\} \tag{2}
\]

where \(\tilde{\theta}_{i,k}\) follows the posterior distribution of \(\theta_i\) given \(D_{i,k}\). We note that the posterior distribution of \(\theta_i\) is formed based on the user’s own data.

In many mHealth applications, the combination of noisy data and low numbers of decision point observations per day means that learning the treatment policy separately for each user can cause slow policy improvement. This motivates leveraging data collected from other users to improve learning the optimal treatment policy for each user. A straightforward approach is to learn a common bandit model for all users. In this setting, there are no individual-level parameters. The model is a single Bayesian regression model:

\[
R_{i,k} = \phi(S_{i,k}, A_{i,k})^\top \theta + \epsilon_{i,k} \tag{3}
\]

Note that \(\theta\) does not vary by user. We then use the posterior distribution of the parameter \(\theta\) to sample treatments for each user. This approach, which we refer to as COMPLETE, may suffer from high bias when there is significant heterogeneity among users. This motivates our proposed method.
3.3 Intelligent pooling across bandit problems

In our approach, which we call INTELLIGENTPOOLING, we pool information across users in an adaptive way, i.e., when there is strong homogeneity observed in the current data, the method will pool more from others than when there is strong heterogeneity.

Bayesian random effects model

Consider the Bayesian linear regression model (1). Instead of considering the $\theta_i$s as separate parameters to be estimated, we impose a random-effects structure (Raudenbush & Bryk, 2002; Laird et al., 1982) on $\theta_i$:

$$
\theta_i = \theta_{\text{pop}} + u_i
$$

(4)

$\theta_{\text{pop}}$ is a population-level parameter and $u_i$ represents the person-specific deviation from $\theta_{\text{pop}}$ for user $i$.

We use the following prior for this model: (1) $\theta_{\text{pop}}$ has prior mean $\mu_0$ and variance $\Sigma_\theta$, (2) $u_i$ has mean 0 and covariance $\Sigma_u$, and (3) $u_i \perp \perp u_j$ for $i \neq j$ and $\theta_{\text{pop}} \perp \perp \{u_i\}$.

The variables $\mu_0$, $\Sigma_\theta$ as well as the variance of the person-specific effect $\Sigma_u$, and the residual variance $\sigma^2$ are hyper-parameters. In the prior (Eqn. 4), we assume the person-specific effect on each element of the parameters $\theta$. In practice, one can use domain knowledge to specify which of the parameters should have the person-specific deviations; this will be the case in the experiments below.

We denote by $T$ the set of times that the posterior distribution is updated. Specifically, let $T \in \mathcal{T}$ be an updating time and $\mathcal{U}_T \subseteq \{1, \ldots, n\}$ be the set of users that are currently in or have finished the trial. The history available at time $T$ is $\mathcal{D}_T = \{(S_{i,k}, A_{i,k}, R_{i,k}, I) : i \in \mathcal{U}_T, t_{i,k} \leq T\}$. Suppose the number of tuples in $\mathcal{D}_T$ is $n_T$.

The posterior distribution of each $\theta_i$ is Gaussian with mean and variance determined by a kernel function $K$ induced by the random effects model (Eqns. 4, 5): for any two tuples in $\mathcal{D}_T$, e.g., $x_l = (S^{(l)}, A^{(l)}, I^{(l)}, i_l), l = 1, 2$

$$
K(x_1, x_2) = \phi_1^T (\Sigma_\theta + I_{\{i_1 = i_2\}} \Sigma_u) \phi_2
$$

(5)

where $\phi_l = \phi(S^{(l)}, A^{(l)})$. Note that the above kernel depends on $\Sigma_\theta$ and $\Sigma_u$. The kernel matrix $K_{n_T}$ is of size $n_T \times n_T$ and each element is the kernel value between two tuples in $\mathcal{D}_T$. The posterior mean and variance of $\theta_i$ given $\mathcal{D}_T$ can be calculated by

$$
\mu_{i,T} = \mu_0 + M_i^T (K_{n_T} + \sigma^2 I_T)^{-1} \tilde{R}_{n_T}
$$

$$
\Sigma_{i,T} = \Sigma_\theta + \Sigma_u - M_i^T (K_{n_T} + \sigma^2 I_{n_T})^{-1} M_i
$$

(6)

where $\tilde{R}_{n_T}$ is the vector of the rewards centered by the prior means, i.e., each element corresponds to a tuple $(S, A, R, j, h)$ in $\mathcal{D}_T$ given by $R - \phi(S, A) \mu_0$, and $M_i$ is a matrix of size $n_T$ by $p$, with each row corresponding to a tuple $(S, A, R, j)$ in $\mathcal{D}_T$ given by $\phi(S, A) \Sigma_\theta + I_{\{j = i\}} \Sigma_u$.

Treatment selection

To select a treatment for user $i$ at the $k$-th decision time, we use the posterior distribution of $\theta_i$ formed at the most recent update time $T$. That is, for the context $S_{i,k}$ of user $i$ at the $k$-th decision time, INTELLIGENTPOOLING selects the treatment $A_{i,k}$ with 1 with probability

$$
\pi_{i,k} = \Pr(\phi(S_{i,k}, 1)^\top \tilde{\theta}_{i,T} > \phi(S_{i,k}, 0)^\top \tilde{\theta}_{i,T})
$$

(7)

where $\tilde{\theta}_{i,k} \sim \mathcal{N}(\mu_{i,T}, \Sigma_{i,T})$.

Updating hyper-parameters

Thus far the degree of pooling across users has been determined by the choice of the hyper-parameters. While the prior mean $\mu_0$ and variance $\Sigma_\theta$ of the population parameter $\theta_{\text{pop}}$ can be set according to previous data or domain knowledge,
it is difficult to pre-tune the variance components of the random effects. Also the influence of the prior mean and variance on the Thompson Sampling algorithm decreases as data accrues and is used by the algorithm. However the influence of the variance components for the random effects on the degree of pooling persists even with increasing user data. Thus at the update times, we use an empirical Bayes (Carlin & Louis, 2010) approach to update \( \lambda = (\Sigma_u, \sigma_\theta^2) \). The updated values maximize the marginal log-likelihood of the observed reward, marginalized over the population parameters \( \theta_{pop} \) and the random effects. At every update time, \( T \), we set the hyper-parameters as \( \lambda = \text{argmax} \ l(\lambda|D_T) \), the maximizer of the marginal likelihood \( l(\lambda|D_T) \):

\[
l(\lambda|D_T) = -\frac{1}{2} [\hat{R}_n^T (K_{nT}(\lambda) + \sigma_\theta^2 I_{nT})^{-1} \hat{R}_n + \log \det(K_{nT}(\lambda) + \sigma_\theta^2 I_{nT}) + n_T \log(2\pi)]
\]

where \( K_{nT}(\lambda) \) is the kernel matrix as a function of parameters \( \lambda = (\Sigma_u, \sigma_\theta^2) \). INTELLIGENTPOOLING is outlined in Algorithm 1.

### 3.4 Impact of hyper-parameters

Ideally, INTELLIGENTPOOLING should learn to pool adaptively based on the users’ heterogeneity. That is, the person-specific random effect should outweigh the population term if users are highly heterogenous. If users are highly homogenous, the person-specific random effect should be outweighed by the population term. The amount of pooling is controlled by the hyper-parameters, e.g., the variance components of the random effects.

To gain intuition, we consider a simple setting where the feature vector \( \phi \) in the reward model (Eqn. [1]) is one-dimensional (i.e., \( p = 1 \)) and there are only two users (i.e., \( i = 1, 2 \)). Denote the prior distributions of population parameter \( \theta_{pop} \) by \( N(0, \sigma_\theta^2) \) and the random effect \( u_i \) by \( N(0, \sigma_u^2) \). Below we investigate how the hyper-parameters (e.g., \( \sigma_u^2 \) in this simple case), impact the posterior distribution.

Let \( k_i \) be the index of decision time of user \( i \) at the updating time \( T \). In this simple setting, the posterior mean of \( \theta_1 \) can be calculated explicitly by

\[
\mu_1 = \frac{[\delta \gamma + (1 - \gamma^2) S_2] Y_1 + \delta \gamma^2 Y_2}{(1 - \gamma^2) S_1 S_2 + \delta \gamma (S_1 + S_2) + (\delta \gamma)^2}
\]

where for \( i = 1, 2, S_i = \sum_{k=1}^{k_i} \phi(A_{i,k}, S_{i,k})^2 \), \( Y_i = \sum_{k_i=1}^{k_i} \phi(A_{i,k}, S_{i,k}) R_{i,k} \), \( \gamma = \sigma_\theta^2 / (\sigma_\theta^2 + \sigma_u^2) \) and \( \delta = \sigma_\theta^2 / \sigma_u^2 \). Similarly, the posterior mean of \( \theta_2 \) is given by

\[
\mu_2 = \frac{[\delta \gamma + (1 - \gamma^2) S_1] Y_2 + \delta \gamma^2 Y_1}{(1 - \gamma^2) S_1 S_2 + \delta \gamma (S_1 + S_2) + (\delta \gamma)^2}
\]

When \( \sigma_u^2 \to 0 \) (i.e., the variance of person-specific effect goes to 0), we have \( \gamma \to 1 \) and both posterior means

\[
\mu_1, \mu_2 \to \frac{Y_1 + Y_2}{S_1 + S_2 + \delta},
\]
Figure 1: The posterior mean of $\theta_i$, $\mu_1$. As the variance of random effect $\sigma_u^2$ decreases, $\gamma$ increases and the posterior mean approaches the population-informed estimation (Complete) and departs from the person-specific estimation (Person-specific).

which is the posterior mean under the model COMPLETE (Eqn 3) using prior $N(0, \sigma_0^2)$. On the other hand, when $\sigma_u^2 \to \infty$, we have $\gamma \to 0$ and

$$\mu_1 \to \frac{Y_1}{S_1}, \mu_2 \to \frac{Y_2}{S_2}$$

where correspond to the person-specific estimation of $\theta_1$ and $\theta_2$ under the model PERSON-SPECIFIC (Eqn 1) using a non-informative prior. Fig. 1 illustrates that when $\gamma$ goes from 0 to 1, the posterior mean of $\theta_i$ smoothly transits from the population estimates to the person-specific estimates.

### 4 Experiments

This work was conducted to prepare for deployment of our algorithm in a live trial\(^1\). Thus, to evaluate our approach we construct a simulation environment from a precursor trial, TRIALONE. This simulation allows us to evaluate the proposed algorithm under various settings that may arise in implementation. For example, heterogeneity in the observed rewards may be due to unknown subgroups across which users differ in their response to treatment. Alternatively, this heterogeneity may vary across users in a more continuous manner. We consider both scenarios in simulated trials. In Sections 4.1, 4.2, we evaluate the performance of INTELLIGENTPOOLING against baselines and state-of-the-art. Having established its feasibility through a simulated environment, in Section 5, we evaluate a pilot deployment of INTELLIGENTPOOLING in a clinical setting.

#### 4.1 Simulation environment

TRIALONE data is used to construct all features within the environment\(^2\) and to guide choices such as how often to update the feature values. $S_{i,k}$ and $R_{i,k}$ denote the context features and reward of user $i$ at time $k$, respectively. The reward is the log step counts in the thirty minutes immediately following a decision time. Selecting treatment one

---

\(^1\)For the purposes of anonymity we have redacted any identifying information about both trials mentioned here. We will provide these details upon acceptance.

\(^2\)We will release the code for this environment upon acceptance.
corresponds to sending an activity-suggestion message which requires several minutes of a user’s time. Alternatively, selecting treatment zero corresponds to sending a less burden-some message suggesting a very brief (30 second) activity.

Fig. 2 describes the simulation while Table 1 describes context features and rewards. Each context feature in Table 1 was constructed from TRIALONE data. For example, we found that in TRIALONE data splitting participants’ preceding activity levels into the two categories of high or low best explained the reward.

The temperature and location are updated throughout a simulated day according to probabilistic transition functions constructed from TRIALONE. The step counts for a simulated user are generated from participants in TRIALONE as follows. We construct a one-hot encoding containing the group-ID of a participant, the time of day, the day of the week, the temperature, the preceding activity level, and the location. Then for each possible realization of the one-hot encoding we calculate the empirical mean and empirical standard deviation of all step counts observed in TRIALONE.

Let $i$ denote the $i^{th}$ simulated user and $k$ denote a decision time. This simulated user’s context is encoded via the same one-hot encoding to produce $h(S_{i,k})$. The corresponding empirical mean and empirical standard deviation from TRIALONE form $\mu_h(S_{i,k}), \sigma_h(S_{i,k})$ respectively. At non-decision times step counts are generated according to

$$R_{i,k} = N(\mu_h(S_{i,k}), \sigma^2_h(S_{i,k})).$$

(9)

Figure 2: Contextual features for a simulated USER are composed of both general environmental features (such as time of day) and individual features (such as location). At decision times a simulated user receives a message determined by the current treatment policy. Periodically this policy is updated according to a learning algorithm which outputs a new posterior distribution for each USER.
| State Features | Value | User Specific |
|----------------|-------|---------------|
| Time of day    | Morning(0) 9:00 and 15:00, Afternoon(1) 15:00 and 21:00, Night(2) 21:00 and 9:00 | No |
| Day of the week| Weekday(0) or Weekend(1) | No |
| Temperature    | Cold(0) or Hot(1) | No |
| Preceding activity level | Low(0) or High(1) | Yes |
| Location       | Other(0) or Home/work(1) | Yes |
| Intercept      | 1 | Yes |

**Reward**

- Step count: Continuous on log scale (Yes)

Table 1: The value used in encoding each feature is shown in parentheses. For example cold(0) indicates that cold is coded as a 0 wherever this feature is used.

**Heterogeneity**

This model, which we denote Heterogeneity, allows us to compare the performance of the approaches under different levels of population heterogeneity. The step count after a decision time is a modification of Eqn. 9 to reflect the interaction between context and treatment on the reward and heterogeneity in treatment effect. Let \( f(S_{i,k}) \subseteq h(S_{i,k}) \). Let \( \beta \) be a vector of coefficients of \( f(S_{i,k}) \) which weigh the relative contributions of the entries of \( f(S_{i,k}) \) that interact with treatment on the reward. The magnitude of the entries of \( \beta \) are set using TrialOne. Step counts \( (R_{i,k}) \) are generated as

\[
R_{i,k} = \mathcal{N}(\mu_{h(S_{i,k})}, \sigma_{h(S_{i,k})}^2) + A_{i,k}(f(S_{i,k})^T \beta_i + Z_i). \tag{10}
\]

The inclusion of \( Z_i \) will allow us to evaluate the relative performance of each approach under different levels of population heterogeneity. Let \( \beta^l_i \) be the coefficient of the location term for the \( i^{th} \) user. We consider three scenarios (shown in Table 2) to generate \( Z_i \), the person-specific effect, and \( \beta^l_i \) the location-dependent person-specific effect. The performance of each algorithm under each scenario will be analyzed in Section 4.3. In the smooth scenario, \( \sigma \) is equal to the standard deviation of the observed treatment effects \( [f(S_{i,k})^T \beta : S_{i,k} \in \text{TrialOne}] \) and \( \beta^l_i \) is set to 0.1.

In the bi-modal scenario each simulated user is assigned a base-activity level: low-activity users or high-activity users (these two groups were constructed from analyses of TrialOne using non-parametric clustering). When a simulated user joins the trial they are placed into either group one or two with equal probability. The values of \( z_1, \beta^l_1 \) and \( z_2, \beta^l_2 \) are set so that for all users in group 1, it is optimal to send a treatment 75% of the time while for all users in group 2 it is optimal to send a treatment 25% of the time. Group membership is not known to any of the algorithms.

| Homogeneous | Bi-modal | Smooth |
|-------------|----------|--------|
| \( Z^i = 0 \) \( \beta^l_i = 0 \) | \( Z^i, \beta^l_i = \begin{cases} z_1, \beta^l_1 \\ z_2, \beta^l_2 \end{cases} \text{ if } i \in \text{group one} \) \( \text{ if } i \in \text{group two} \) | \( Z_i \sim \mathcal{N}(0, \sigma^2) \\beta^l_i \sim \mathcal{N}(0, \sigma^2_\beta) \) |

Table 2: Settings for \( Z \) in three cases of homogeneous, bimodal and smoothly varying populations.

When a simulated user is at a decision time the user will receive a treatment according to whichever RL policy is being run through the simulation.
4.2 Simulation implementation details

In Section 3 we introduced the feature vector \( \phi \), recall that \( \phi \) is the vector \( \phi(S_{i,k}, A_{i,k}) \in \mathbb{R}^p \) used in the model for the reward. The features in the reward model for all algorithms considered here are,

\[
\phi(S_{i,k}, A_{i,k})^T = (g(S_{i,k}, A_{i,k})^T, \pi_{i,k} f(S_{i,k})^T, (A_{i,k} - \pi_{i,k}) f(S_{i,k})^T)
\]

where \( g(S_{i,k}) \) is a subset of \( h(S_{i,k}) \), containing: an intercept term (equal to 1), time of day, day of the week, preceding activity level, and location and \( f(S_{i,k}) = g(S_{i,k}) \). Recall that the bandit algorithms produce \( \pi_{i,k} \) which is the probability that \( A_{i,k} = 1 \).

The inclusion of the term \( (A_{i,k} - \pi_{i,k}) f(S_{i,k}) \) is motivated by [Liao et al., 2016; Boruvka et al., 2018; Greenewald et al., 2017], who demonstrated that action-centering can protect against mis-specification in the baseline effect (e.g., the expected reward under the action 0). In TRIALONE we observed that users varied in their overall responsivity and that a user’s location was related to their responsivity. In the simulation, we assume the person-specific random effect on four parameters in the reward model (i.e., the coefficients of terms in \( g \) and \( f \) involving the intercept and location).

Finally, we constrain the randomization probability to be within [0.1, 0.8] to ensure continual learning. The update time for the hyper-parameters is set to be every 7 days. All approaches are implemented in Python and we implement GP regression with the software package GPytorch [Gardner et al., 2018].

4.3 Simulation results

In this section, we present an empirical analysis of our algorithm (INTELLIGENTPOOLING), comparing to two standard methods COMPLETE and PERSON-SPECIFIC, which are outlined in Section 3.2. Recall that INTELLIGENTPOOLING includes person-specific random effects, as described in Eqn. 3. In PERSON-SPECIFIC, all users are assumed to be different and there is no pooling of data and in COMPLETE, we treat all users the same and learn one set of parameters across the entire population.

Additionally, to assess INTELLIGENTPOOLING’s ability to pool across users we compare our approach to Gang of Bandits [Cesa-Bianchi et al., 2013], which we refer to as GANGOB. As this model requires a relational graph between users, we construct a graph using the generative model HETEROGENEITY which connects users according to each of the three settings: homogenous, bi-modal and smooth. For example, with knowledge of the generative model users can be connected to other users as a function of their \( Z_i \) terms. As we will not have true access to the underlying generative model in a real-life setting we distort the true graph to reflect this incomplete knowledge. That is we add ties to dissimilar users at 50% of the strength of the ties between similar users.

Let \( a^*_{i,k} \) be the optimal action for user \( i \) at time \( k \). We calculate the regret as

\[
\text{regret}_{i,k} = |f(S_{i,k})^T \beta^*_{i} + Z_i| \mathbb{1}_{\{a^*_{i,k} \neq A_{i,k}\}}
\]

where \( \beta^*_{i} \) is the optimal \( \beta \) for the \( i^{th} \) user.

In these simulations each trial has 32 users. Each user remains in the trial for 10 weeks and the entire length of the trial is 15 weeks, where the last cohort joins in week six. The number of users who join each week is a function of the recruitment rate observed in TRIALONE. In all settings we run 50 simulated trials.

First, Fig. 3 provides the regret averaged across all users across 50 simulated trials where the reward distribution follows the generative model HETEROGENEITY. Though users join the trial in a staggered fashion, so that in the first week of the trial only a few users are active, the horizontal axis in Fig. 3 is the average regret over all users in their nth week in the trial, e.g., in their first week, their second week, etc. In the bi-modal setting there are two groups, where all users in group one have a positive response to treatment on average, while the users in group two have a negative response to treatment. An optimal policy would learn to not send interventions to users in the first group, and to send them to users in the second. To evaluate each algorithm’s ability to learn this distinction we show the percentage of time each group received a message in Table 3.
Figure 3: **Heterogeneity generative model** Regret averaged across all users for each week in the trial, i.e. average regret of all users in their first week of the trial.

|                | Group one optimal policy | Group two optimal policy |
|----------------|--------------------------|--------------------------|
| **Complete**   | send                     | don’t send               |
| **Person-Specific** | 0.49                     | 0.46                     |
| **GangOB**     | 0.57                     | 0.35                     |
| **Intelligent-Pooling** | 0.59                     | 0.36                     |

Table 3: Average fraction of times treatment was sent (action=1), over 50 simulations (bi-modal generative model $Z^h$).

The relative performance of the approaches depends on the heterogeneity of the population. When the population is very homogenous **Complete** excels, while its performance suffers as heterogeneity increases. **Person-Specific** is able to personalize; as shown by Table 3 it can differentiate between individuals. However, it learns slowly and can only approach the performance of **Complete** in the smooth setting of **Heterogeneity** where users differ the most in their response to treatment. Both **Intelligent-Pooling** and **GangOB** are more adaptive than either **Complete** or **Person-Specific**. **GangOB** consistently outperforms **Person-Specific** and achieves lower regret than **Complete** in some settings. In the homeogenous setting we see that GangOB can utilize social information more effectively than **Person-Specific** does while in the smooth setting it can adapt to individual differences more effectively than **Complete**. Yet, **Intelligent-Pooling** demonstrates stronger and swifter adaptability than does GangOB, consistently achieving lower regret at quicker rates. Finally, the algorithms differ in their suitability for real-world applications, especially when data is limited. GangOB requires reliable values for hyper-parameters and can depend on fixed knowledge about relationships between users. **Intelligent-Pooling** can learn how to pool between individuals over time and without prior knowledge.
5 INTELLIGENTPOOLING Pilot

The simulated experiments provide insights into the potential of this approach for a live deployment. As we see reasonable performance in the simulated setting, we now discuss an initial pilot deployment of INTELLIGENTPOOLING in a physical activity clinical trial setting, which we refer to as PILOT. In PILOT, following an initial ten users in the clinical trial INTELLIGENTPOOLING is deployed for each of the subsequent ten users. At each decision time for these subsequent ten users, Algorithm\cite{algorithm} uses all data up to that decision time (i.e. from the initial ten users as well as from the subsequent ten users).

![Diagram of PILOT setup](image)

Figure 4: Setup of PILOT. Here we see that users can receive treatments up to five times a day and that each user remains in the trial for 90 days. Users enter the trial asynchronously.

Fig. 4 provides details of this pilot study. We use the Bayesian Thompson Sampling model shown in Section\cite{section}. The features used in the trial are shown in Table \cite{table}. The feature engagement represents the extent to which a user engages with the mHealth application measured as a function of how many screen views are made within the application. The feature dosage represents the extent to which a user has received interventions. This feature is designed to increase with exposure to intervention but can decline when a treatment is skipped. Thus, if a user did not receive treatment for a sufficient period of time their dosage could be low. We provide a full description of these features in Section 3 of the supplement. As PILOT only includes a small number of users, we deploy a simple model with two person-specific random effects on the intercept term in \( g \) and \( f \) (Eqn.\cite{eqn}).
### Table 4: State feature descriptions for PILOT.

| Name                        | Value                  | User Specific | Included in $f$ |
|-----------------------------|------------------------|---------------|-----------------|
| Temperature                 | Continuous             | Yes (based on location) | No              |
| Preceding activity level    | Continuous             | Yes           | No              |
| Variation in preceding activity level | Continuous | Yes | Yes |
| Engagement with mobile application | Continuous | Yes | Yes |
| Dosage                      | Continuous             | Yes           | Yes             |
| Location                    | Other(0) or Home/work(1) | Yes         | Yes             |
| Intercept                   | 1                      | Yes           | Yes             |
| Step count                  | Continuous on log scale | Yes           | NA              |

**Personalization in PILOT**

By comparing how the decisions to treat under INTELLIGENTPOOLING differ from those under COMPLETE, we provide preliminary evidence that INTELLIGENTPOOLING personalizes to users. Fig. 5 displays the posterior mean of the coefficient of the $A_{i,k} - \pi_{i,k}$ term in $f$. This coefficient represents the overall effect of treatment on user $i$. During the prior 7 days the user has not experienced much variation in activity at this time and the user’s engagement is low. Note that the treatment appears to have a positive effect on User B in this context whereas on User A there is little evidence of a positive effect. If COMPLETE had been used to determine treatment, user A might have been over-treated.

![Figure 5: Posterior mean of the coefficient of $(A_{i,k} - \pi_{i,k})$ in Eqn. 11 for users A and B.](image)

For each user we calculated the difference in treatment probabilities between INTELLIGENTPOOLING and COMPLETE. We see a weak linear trend with time (Fig. 6), that is, as more data accumulates the difference between treatment probabilities under COMPLETE and INTELLIGENTPOOLING grows, with a Pearson correlation coefficient of .56 ($p < .1$). This is a signal that personalization strengthens as a user provides more data.

**Speed of policy learning in PILOT**

We consider the speed at which INTELLIGENTPOOLING diverges from the prior, relative to the speed of divergence for PERSON-SPECIFIC. Fig. 7 provides the Euclidean distance between the learned posterior and prior parameter vectors (averaged across the data from the 10 users at each time). From Fig. 7...
Figure 6: The difference in treatment probabilities between INTELLIGENTPOOLING and COMPLETE as a function of the amount of data from a user. Each dot is a different user.

Figure 7: Mean squared distance between posterior and prior mean of the coefficients of \((A_{i,k} - \pi_{i,k})f(S_{i,k})\).

we see that PERSON-SPECIFIC hardly varies over time in contrast to INTELLIGENTPOOLING and COMPLETE, which suggests that PERSON-SPECIFIC learns more slowly.

6 Conclusion

When data on individuals is limited a natural tension exists between personalizing (a choice which can introduce variance) and pooling (a choice which can introduce bias). In this work we have introduced a novel algorithm for personalized reinforcement learning, INTELLIGENTPOOLING that presents a principled mechanism for balancing this tension. We demonstrate the practicality of our approach in the setting of mHealth. In simulation we achieve improvements of 26% over a state-of-the-art-method, while in a live clinical trial we show that our approach shows promise of personalization on even a limited number of users. We view adaptive pooling as a first step in addressing the trade-offs between personalization and pooling. The question of how to quantify the benefits/risks for individual users is an open direction for future work.
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