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Abstract

Domain-specific Neural Machine Translation (NMT) model can provide improved performance, however, it is difficult to always access a domain-specific parallel corpus. Iterative Back-Translation can be used for fine-tuning an NMT model for a domain even if only a monolingual domain corpus is available. The quality of synthetic parallel corpora in terms of closeness to in-domain sentences can play an important role in the performance of the translation model. Recent works have shown that filtering at different stages of the back translation and weighting the sentences can provide state-of-the-art performance. In comparison, in this work, we observe that a simpler filtering approach based on a domain classifier, applied only to the pseudo-training data can consistently perform better, providing performance gains of 1.40, 1.82 and 0.76 in terms of BLEU score for Medical, Law and IT in one direction, and 1.28, 1.60 and 1.60 in the other direction in low resource scenario over competitive baselines. In the high resource scenario, our approach is at par with competitive baselines.

1 Introduction

Neural Machine Translation (NMT) (Bahdanau et al., 2015; Vaswani et al., 2017) systems heavily rely on the availability of the parallel corpora to produce good quality translations (Koehn and Knowles, 2017). Even for high resource language pairs, in-domain parallel corpora are scarce. Chu and Wang (2018); Chu et al. (2018) address this challenge of domain adaptation with the objective of improving the performance of an NMT system by exploiting the in-domain monolingual corpora and out-of-domain parallel corpora for a given language pair.

In the current work, we build on top of the existing data centric approaches for domain adaptation (Chu and Wang, 2018), i.e., Back-Translation (BT) (Sennrich et al., 2016a) and Iterative Back-Translation (IBT) (Hoang et al., 2018). IBT is a variant of BT, which leverages both source and target-side monolingual corpora along with the out-of-domain parallel corpora and train $NMT_{s\rightarrow t}$ and $NMT_{t\rightarrow s}$ in alternate fashion till convergence, where $NMT_{s\rightarrow t}$ generates the synthetic parallel corpora for $NMT_{t\rightarrow s}$ and vice versa.

The performance of the NMT is influenced by the quality of synthetic parallel corpora as noted by Poncelas et al. (2018); Fadaee and Monz (2018). Hence, for the domain adaptation task, Dou et al. (2020) proposed a curriculum-based approach (DDSWIBT) for sentence selection from the in-domain monolingual corpora and use Junczys-Dowmunt (2018) for weight assignment to synthetic parallel corpora. In initial iterations of IBT, DDSWIBT prefer simple sentences over representative in-domain sentences, in later iterations they use more representative sentences as compared to simple sentences. Meanwhile, Imankulova et al. (2017) use an in-domain language model (sent-LM) and “Round-Trip BLEU” score for synthetic parallel corpora filtering.

In this paper, we propose a “classifier augmented filtered iterative back-translation” (CFIBT) for the domain adaptation task. We train two Convolutional Neural Network (CNN) (Kim, 2014) based binary classifiers, one in source and the other in the target language on the combination of in-domain and out-of-domain corpora. We use IBT for synthetic parallel corpora generation and classifier-based filtering to remove the pair of sentences where the synthetic sentence in the pair does not belong to the domain. This entire procedure is depicted in Figure 1. We do not employ sentence selection over the monolingual corpora, or a weighting mechanism for the synthetic corpora, and neither utilize any “Round-Trip” criteria for scoring the synthetic parallel corpora.
Figure 1: Overall procedure of our proposed approach. (a) We first train two Base NMT models - one in each direction on the out-of-domain parallel corpora. (b) We train two classifier-based filtering models - one for each source and target language to distinguish between in-domain and out-domain translated sentences. (c) We then use the trained NMT models to translate in-domain monolingual corpora. The translated sentences are then filtered to remove out of domain sentences. The remaining sentences along with their corresponding true source/target sentences are used to curate synthetic parallel data which is then utilized to fine-tune the NMT models and this entire cycle is iterated until convergence.

In the current work, we present our domain adaptation results for the German (de) - English (en) language pair on three different domains - Medical, Law and IT under low and high resource scenarios. In the low resource scenario, our proposed method CFIBT outperforms all the baselines in every domain. In the high resource settings, CFIBT outperforms the baselines in most of the scenarios, whereas it performs competitively with the best baseline results in the rest of the scenarios.

The rest of the paper is organized as follows: We describe related work in Section 2, our problem statement in Section 3, the proposed approach in Section 4. We present the results of the proposed and other baseline approaches in Section 5 and conclude in Section 6.

2 Related Work

In the current work, our objective is to improve the performance of the NMT model on in-domain sentences given out-of-domain parallel corpora and in-domain monolingual corpora in both source and target language, which is known as domain-adaptation for NMT (Chu and Wang, 2018; Chu et al., 2018). Approaches for domain-adaptation (Chu and Wang, 2018) are categorized into data-centric and model-centric. Data-Centric approaches for domain adaptation focuses on the use of in-domain monolingual corpora (Zhang and Zong, 2016; Cheng et al., 2016), synthetic corpora (Sennrich et al., 2016a; Hoang et al., 2018; Hu et al., 2019), or parallel corpora (Luong and Manning, 2015; Chu et al., 2017) along with the out-of-domain parallel corpora. On the other hand, model-centric approaches modify the NMT architecture to include domain information i.e. domain-tags (Britz et al., 2017), domain embedding with word embeddings (Kobus et al., 2017) and assign higher weights to in-domain sentences as compared to out-of-domain sentences (Wang et al., 2017). In our current work, we use the data-centric approach for domain adaptation to generate synthetic parallel data via Iterative Back-Translation.

Shimodaira (2000); Jiang and Zhai (2007); Foster et al. (2010); Søgaard (2011); Sgaard (2013) have proposed different instance weighting based approaches for domain adaptation in NLP, where in-domain instances are assigned more weight as compared to the out-of-domain instances. In NMT, Poncelas et al. (2018); Fadaee and Monz (2018) observe that noisy sentences in synthetic parallel corpora can affect the performance of the translation model. Round-Trip BLEU score (Papineni et al., 2002) between the authentic and synthetic versions of the same sentence is used by Imankulova et al. (2017, 2019) to filter noisy synthetic corpora. And they also use the language model trained on in-domain monolingual data to filter the noisy sentences. Similarly, Jaiswal et al. (2020) use a semantic similarity technique based on the sentence...
embeddings of the source and synthetic corpus to filter out noisy pairs. Instead of filtering the noisy sentences from the training data, He et al. (2016); Zhang et al. (2018); Wang et al. (2019) assign the lower weight to them during model training. In Dou et al. (2020), they use a variant of Moore and Lewis (2010) for data selection from in-domain monolingual corpora and use Junczys-Dowmunt (2018) for weight assignment to synthetic corpora generated by IBT. In the current approach, we use the whole in-domain monolingual data and filter the noisy synthetic corpora with the help of a simple binary classifier which is trained on in-domain and out-of-domain corpora.

3 Problem Description

Given out-of-domain parallel corpora \( D_p \), and in-domain monolingual corpora \( M_s, M_t \) in source and target language respectively. Our objective is to create a pair of in-domain NMT models \( NMT_{s \rightarrow t}, NMT_{t \rightarrow s} \) which can translate in-domain sentences with high efficacy from source to target \((s \rightarrow t)\) and target to source language \((t \rightarrow s)\) respectively. Similar to Edunov et al. (2018), we use more \( D_p \) in high resource scenario as compared to low resource scenario and the same amount of \( M_s, M_t \) in both the scenario.

4 Proposed Approach

We describe our proposed approach “classifier augmented filtered iterative back-translation” (CFIBT) in Algorithm 1. We assume that we have access to out-of-domain parallel corpora and in-domain monolingual corpora in both source and target languages. Firstly, we train \( NMT_{s \rightarrow t} \) and \( NMT_{t \rightarrow s} \) using out-of-domain parallel corpora \( D_p \). Then we use these trained \( NMT_{s \rightarrow t}, NMT_{t \rightarrow s} \) for translating \( M_s \) to \( M'_t \) and \( M_t \) to \( M'_s \) respectively. We then apply a classifier-based filtering technique which is described below on these translated sentences. The filtered sentences \( FM'_s \) and \( FM'_t \) and their corresponding in-domain monolingual sentences \( M'_s, M'_t \) are used to curate synthetic parallel data. Therefore, \( NMT_{s \rightarrow t} \) and \( NMT_{t \rightarrow s} \) are fine-tuned on this synthetic parallel data. This entire process repeats until convergence. We consider \( NMT_{s \rightarrow t} \) and \( NMT_{t \rightarrow s} \) to be converged when there is no improvement in both the models when compared to its preceding iteration model.

Filtering Model: We propose a naive “classifier-based filtering model” using a Convolutional Neural Network. The filtering model consists of a binary classifier trained to distinguish between in-domain and out-of-domain sentences. For each domain, we train two such models - one for source and other for the target language. The classifier is trained only once at the beginning, and we utilize the same classifier in each successive iterations. Given a translated sentence as input, the classifier

| Dataset     | Monolingual | Dev | Test |
|-------------|-------------|-----|------|
| High        | 4.5M        | 3K  | 3K   |
| Low         | 100K        | 3K  | 3K   |

Table 1: Out-of-domain Dataset description in high and low resource scenario, where Train, Dev and Test set consists of bilingual sentences.

| Dataset     | Monolingual | Dev | Test |
|-------------|-------------|-----|------|
| Medical     | 400K        | 2K  | 2K   |
| Law         | 500K        | 2K  | 2K   |
| IT          | 240K        | 2.5K | 1.8K |

Table 2: In-domain Dataset description for three domains Medical, Law and IT where Monolingual refers to in-domain sentences both in source and target language. Dev and Test set consists of in-domain bilingual sentences.
Table 3: Translation of a German (de) sentence to English (en) via different CFIBT models, where $i$ represent the $i^{th}$ iteration of CFIBT.

| Source (de) | Target (en) |
|-------------|-------------|
| warnhinweis, dass das arzneimittel fr kinder unerreichbar und nicht sichtbar aufzubewahren ist | special warning that the medicinal product must be stored out of the reach and sight of children |
| BASE | warning that drugs for children is unvisible and not visible . |
| CFIBT$_1$ | warning that the medicinal product is being unabsorbed and has not been visible . |
| CFIBT$_2$ | warning that the medicines for children are not being able and not visible . |
| CFIBT$_3$ | warning that the medicinal product must be stored out of the reach and sight of children |

5 Results and Discussion

Here, we describe the datasets and the training details of our experiments. We also discuss and analyze the results and key observations.

5.1 Dataset Description

We perform our experiments on German-English (de-en) language pair. In both low and high resource scenarios, we use the same out-of-domain News dataset as used by Dou et al. (2020), which is described in Table 1.

For in-domain data, as described in Table 2, we use the same dev and test set as used by Dou et al. (2020) for Medical (EMEA), Law (Acquis) and also the same number of monolingual sentences during domain adaptation. In addition to Medical and Law, in the current work, we also report results on the IT domain and for that, we use the dataset described in Tiedemann (2012).

We tokenize the out-of-domain sentence pairs as well as in-domain sentences using moses (Koehn et al., 2007) and apply byte-pair-encoding (Sennrich et al., 2016b) with $37K$ merge operations.

5.2 Training Details

We train two types of models i.e. filtering models and NMTs.

**Filtering Models:** We train the filtering models in English and German languages for each domain. We use language model and classifier as filtering models for sent-LM and CFIBT respectively. For the language model, we use one layer LSTM (Hochreiter and Schmidhuber, 1997) having 512 embedding size and 50 sequence length using TF-LM Toolkit (Verwimp et al., 2018). The model is trained till convergence with the patience of three. We train on the tokenized monolingual in-domain dataset for each domain in English and German with vocabulary size $\approx 60K$ and $\approx 80K$ respectively. The Classifier architecture is inspired by Kim (2014). For training the binary classifier, we use sub-sampled out-of-domain data as one class and in-domain as another. The tokenized sentences are used with a vocabulary size of $50K$.

For filtering models, we obtain the optimal values of thresholds based on the development set, where the objective is to maximize the true positives (i.e. in-domain sentences) and minimize the false positives (i.e. out-of-domain sentences) in the synthetic parallel corpus. The overall intuition is that the classifier should help to select the in-domain sentences, which could then be utilized to further train the NMT models. In sent-LM for all domains, we use 60 and 80 as a value of perplexity to filter-out out-of-domain sentences from synthetic sentences in English and German respectively. For CFIBT, we use 0.6 for Medical and 0.5 for Law and IT as a threshold over classifier probability for filtering sentences in English and German.

**NMT:** We use Base-Transformer (Vaswani et al., 2017) for our experiments. We use FairSeq (Ott et al., 2019) for training all the NMT models. We use out-of-domain parallel corpora to train the initial NMT model i.e. BASE in both low and high resource scenarios. We finetune the model obtained from BASE in BT, IBT, sent-LM and CFIBT with the synthetic parallel in-domain dataset, curated with respective approaches. We use the value of patience as five for all approaches.

5.3 Results and Analysis

Here, we compare and discuss the results of our proposed approach along with other baseline methods. As shown in Table 4, we compare the BLEU scores in two different scenarios,
| Domain → | Medical | Law | IT |
|---------|---------|-----|----|
| LP →    | de-en   | en-de | de-en | en-de |

| High Resource |
|---------------|
| BASE          | 33.61  | 24.98 | 33.07 | 23.33 | 21.93 | 16.27 |
| BT            | 41.05  | 36.32 | 38.27 | 28.32 | 35.31 | 24.80 |
| sent-LM       | 47.44  | 37.85 | 40.82 | 30.35 | 39.24 | 29.37 |
| IBT           | **47.71** | **38.01** | 39.46 | 29.04 | 38.93 | 29.37 |
| DDSWIBT       | 45.46  | 36.45 | 39.11 | 29.04 | -     | -     |
| CFIBT         | 47.59  | 37.61 | 40.99 | **30.38** | **40.06** | 29.93 |

| Low Resource |
|---------------|
| BASE          | 10.05  | 6.53  | 8.52  | 6.84  | 5.05  | 3.70  |
| BT            | 22.64  | 14.02 | 18.47 | 10.53 | 13.07 | 10.79 |
| sent-LM       | 36.21  | 29.35 | 25.36 | 17.28 | 28.80 | 24.32 |
| IBT           | 33.14  | 24.31 | 22.96 | 14.31 | 28.06 | 24.16 |
| DDSWIBT       | 31.22  | 28.12 | 22.06 | 13.28 | -     | -     |
| CFIBT         | **37.61** | **30.63** | **27.18** | **18.88** | **29.56** | **25.82** |

Table 4: We use the BLEU (Papineni et al., 2002) score to compare CFIBT with existing baselines, BASE (Vaswani et al., 2017), BT (Sennrich et al., 2016a), sent-LM (Imankulova et al., 2017), IBT (Hoang et al., 2018) and DDSWIBT (Dou et al., 2020). Except DDSWIBT, we implemented all baselines.

viz., high resource and low resource, on three different domains i.e. Medical, Law and IT in both directions for German-English (de-en) language pair on in-domain test set. With monolingual data only in both source and target language, we get performance gains of 27.56, 18.66 and 24.51 in terms of BLEU score for Medical, Law and IT in one direction (de-en), and 24.1, 12.04 and 22.12 in the other direction (en-de) in low resource scenario over the BASE. In the low resource scenario, CFIBT outperformed sent-LM in both directions and all the domains. CFIBT also outperformed sent-LM in high resource scenario except in one direction for the IT domain. In the low resource scenario, filtering based approaches performs better than the IBT. And CFIBT outperformed in all the cases. Our results show that CFIBT is efficient when the base model is not adequately trained. In high resource scenario results of CFIBT are comparable with other baselines. CFIBT outperformed in both directions for Law and one direction IT domain, respectively.

**Why CFIBT works?** According to Figure 2 (Appendix), IBT is trained with all synthetic bilingual sentences without filtering, which may hurt the performance of IBT in subsequent iterations because the current model is used to generate the data for the next iteration. But in CFIBT, as shown in Figure 3, filtering prevents training of the NMT model on out-of-domain sentence pairs which leads to a better domain model in subsequent iterations.

6 Conclusion

In the context of domain adaptation for NMT, we propose a simple and effective approach for filtering the synthetic parallel corpus, which is as good as more involved approaches for the same task. In the low resource scenario, the proposed approach outperforms all the existing baselines whereas we get similar results to baselines in the high resource scenario. As a part of future work, we would like to validate our findings on different language pairs and multiple domains and also would like to explore the combination of different filtering techniques. And instead of training different filtering models for source and target language, we would like to use a single multilingual filtering model.
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Appendix

A.1 Results and Analysis

Figure 2 describes the variation in the number of synthetic parallel sentence pairs as well as BLEU score on test data with the different number of iterations for the IBT, sent-LM and CFIBT models for low resource scenario. For IBT, the number of synthetic sentence pairs remains the same for all the iteration. For filtering models, the number of filtered synthetic sentences increases with every upcoming iteration. This increase in good quality synthetic pairs helps in the improvement of the translation model resulting in a better BLEU score. This process is iterated until we do not observe any improvement in the BLEU score compared to the last iteration. Since one direction translation model creates synthetic data for the other direction, we observe that if there is an improvement in the former case for a given iteration, then there is an improvement in the later model for the next iteration.
Figure 2: We represent the variation in Synthetic Parallel Sentence Pairs and BLEU scores for different number of iterations in IBT, CFIBT and sent-LM models for low resources. The numerical value represents the iteration number for that particular model (a) & (b) represents de-en and en-de models for Law domain, (c) & (d) represents de-en and en-de models for Medical domain, (e) & (f) represents de-en and en-de models for IT domain