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The renormalon singularities are a known source of the divergent behavior of asymptotic perturbative series from field theoretical models. These singularities live in the Borel plane and are responsible for ambiguities in the physical plane. We propose that field theories can have renormalons beyond the usual first Borel plane. We show an example with a scalar field theory where, considering a chain of cat’s eyes diagrams, the model develops a Gevrey-3 asymptotic series.

I. INTRODUCTION

The renormalon phenomenon is known since the ‘70s; it was initially proposed by ’t Hooft, who noted it as one source of divergence for the perturbative asymptotic series of quantum field theories. The renormalon shows up as a singularity in the Borel plane. Initially, the exact definition of the renormalon singularity was a matter of discussion, with some debate whether it was a simple pole, a (n)-pole, or rather a branch cut on the Borel plane [1]. Although new perspectives have draw attention in the past two decades [2–38], the seminal report from Beneke, see ref. [1], is still a useful reference on state of the art regarding the formal discussion.

Nowadays, the renormalon problem is understood as a component of the broader context of the resurgence program [16, 19, 24, 26–28, 30, 35]. The singularity is an indication that the original perturbative series requires a transseries contribution. Also, the renormalon singularity, which arises as a formal aspect from quantum field theory, is seen as a useful guide to phenomenological predictions [39–72].

It is usual in the literature to consider a large-\(N\) expansion when one is interested in exploring the existence of renormalons inside the theory. That occurs because, in this limit, the relevant contributions are planar diagrams, more commonly chains of bubble diagrams. For example, for quantum chromodynamics (QCD) this produces the usual Adler function. However, the large-\(N\) expansion hides other singularities, as the instanton problem, because the poles get far away from the origin in this approximation. Due to historical reasons – as pointed by ref. [1] – it is very common to relate renormalons and bubble-chain diagrams, although the renormalon singularity might appear at different subsets of Feynman diagrams. Once we consider a quantum field theory in general (outside the large \(N\) approximation), we have no guarantee that the usual planar diagrams are the most relevant ones, and other scenarios might appear.

Another common relationship is that the renormalon singularities live in the Borel plane. To our knowledge, every report so far is still considering that renormalons are singularities that lives in the first Borel plane and produce a Gevrey-1 asymptotic series [25, 27, 28, 30, 31, 34, 36, 73]. Here we propose a new perspective, where we suppose a generic chain and show that new kinds of singularities occur that might live in a \(q\)-Borel plane instead of the typical Gevrey-1 case of the Borel plane. Therefore, we propose an extension on the definition of the renormalon singularity, asserting that they live in a Gevrey-\(q\) plane, thus extending the Gevrey-order of the perturbative series.

We aim to identify scenarios where a renormalon singularity might occur. Notice that we do not intend to discuss at which order in some perturbative expansions these contributions appear. The relevant point here is that the contributions considered are subsets of the full perturbative expansion and shall appear. Following this chain of thought, we also do not apply any procedure to circumvent the renormalon problem and give the nonperturbative solution, as we are mostly interested in studying the existence or not of renormalons singularities.

As our main interest lies in the formal aspect of quantum field theory, it suffices to consider as a toy model a massless scalar field theory. This model is known to possess ultraviolet (UV) renormalons produced by a sum of bubble-chain diagrams, and – more importantly – we show that this model reveals one novel scenario with cat’s eye chain diagrams. The sum over these chains produces a Gevrey-3 series, therefore extending the definition of the renormalon singularity beyond the usual Borel plane.

II. \(q\)-BOREL SERIES

In many cases, perturbative series diverge and only makes sense as an asymptotic series. A rather simple example of divergence occurs when the perturbative series has a factorial growth, as

\[
A \sim \sum_{k=0}^{\infty} (k!)^q (s)^k g^k,
\]

where \(q\) is the expansion parameter (the coupling constant), \(q\) is the power of the factorial growth, and \(s\) is the sign \((s = \pm 1)\) of the coefficients.

A well-established procedure is to consider an extension of the Borel sum [74]. The usual Borel sum occurs for \(q = 1\) and relates to the conventional asymptotic power series (in the sense of Poincaré). In this extension we
consider $q$ factorials to control the growth, which is well established in the studies of $q$-summability and Gevrey-$q$ series. First we transport the usual sum to a summation in the $q$-Borel plane

$$A \to B_q[A](u) \sim \sum_{k=0}^{\infty} (su)^k = \frac{1}{1-su}. \quad (2)$$

Then, if this new infinite sum is summable in the $q$-Borel plane we proceed to implement a $q$-Borel inverse transform

$$\hat{A}[g] = \int_0^\infty du_1 \cdots du_q e^{-(u_1+\cdots+u_q)} B_q[A](gu_1 \cdots u_q). \quad (3)$$

In the following, we denote the physical plane as 0-Borel (Gevrey-0), the usual Borel plane as 1-Borel (Gevrey-1), and so on.

Let us consider, as an example, $q = 1$ and $q = 2$ in the most simple scenario. For $s = -1$

$$-\frac{e^{\frac{1}{g}}}{g} \text{Ei}\left(-\frac{1}{g}\right), \quad q = 1;$$

$$\frac{\pi}{g} G_{3,1}^{1,1}\left(-\frac{1}{g} \begin{array}{c} 0, \frac{1}{2} \\ 0, 0, 0, \frac{1}{2} \end{array} \right), \quad q = 2;$$

where Ei is the exponential integral function and $G_{pq}^{mn}$ is the Meijer-G function. Therefore, we can relate the asymptotic sum to a well-defined function through q-summability.

On the other hand, if we take $s = 1$, we find a pole in the positive real axis of the $q$-Borel plane. This singularity introduces an ambiguity due to the choice of the integration path.

Few known physical models produce a Gevrey-$q$ series and discuss $q$-summability. For example, a scenario with Gevrey-2 is the sextic anharmonic oscillator, while for Gevrey-3 there is the octic anharmonic oscillator [75, 76].

In sec. III, we propose with some degree of generality that there can be Gevrey-$q$ series in field theoretical models. This is shown both for UV and IR renormalons. In sec. IV, we take a toy model and show explicitly the existence of a Gevrey-3 series when considering the subset of cat’s eye chain diagrams.

### III. RENORMALONS FROM CHAINS

Renormalons are singularities that arise due to low/mid large momenta of integration (IR/UV renormalons) in the summing of a particular subset of Feynman diagrams. The usual understanding is that they live in the first Borel plane. In this section, we argue that they can occur in the $q$-Borel plane, meaning that we are not considering the Gevrey-1 asymptotic series as usual, but that the asymptotic series can be of the Gevrey-$q$ type.

In the following we consider the sum over a subset of Feynman diagrams that produce a “chain”, $R_k(\alpha)$ (fig. 2). The chain is built by the successive introduction of “chain-links”, $g(\ell)$ (fig. 1). The chain link is some simple structure as a bubble diagram, a sunset diagram, a cat’s eye diagram or other possibilities. Formally, we can write the sum over all chain diagrams of some particular chain link as

$$R(\alpha) = \sum_k \int d\ell f(\ell) [\alpha g(\ell)]^k, \quad (4)$$

where $\alpha$ is related to the coupling of the theory, and $f(\ell)$ contains all additional contribution for the chain diagram. The momentum $\ell$ is integrated over the whole chain.

This representation is very general and contains all possibilities for a one-chain scenario. We remark that we do not deal here with the multi-chain scenario.

To determine the structure of $R(\alpha)$ we are mainly interested in the asymptotic behavior with respect to the internal momentum $\ell$ (this translates to consider the large $k$ behavior. The behavior of both $f(\ell)$ and $g(\ell)$ depends on the particular scenario under interest. However, it is known from the expression of Feynman amplitudes in the complete Mellin representation [77–79], that the asymptotic expansion with respect to the external momentum behaves as

$$I_G \sim \ell^p \ln^q \ell, \quad (5)$$

where $p \in \mathbb{Z}$, $q \in \mathbb{Z}^+$.

Therefore, we can say without loss of generality$^1$ that both $f(\ell)$ and $g(\ell)$ behaves asymptotically as a transmonomial$^2$ $\ell^p \ln^q \ell$.

#### A. UV renormalons

We have to split the investigation into the IR and UV scales, as the asymptotic behavior is different in each case. First, let us consider the UV scale

$$f(\ell) = \ell^{-a} \ln^b \ell, \quad g(\ell) = \ell^{-c} \ln^d \ell, \quad (6a)$$

$$R_{UV}(\alpha) \sim \sum_k \int_1^{\infty} d\ell f(\ell) [\alpha g(\ell)]^k = \sum_k \alpha^k \int_1^{\infty} d\ell \ell^{-a-ck} \ln^{b+dk} \ell, \quad (6b)$$

here $a \geq 0, c \geq 0$ such that the integration does not require any new subtraction and is well behaved for $\ell \to \infty$.

---

$^1$ In a recent article, ref. [28] considered a scenario that behaves as $\ln x/(x+1)$. That produces renormalon poles in scenarios prohibited here. However, this expression is “unstable”, a small perturbation in the asymptotic approximation ($\ln x \to \ln 1+x$) destroys the renormalon pole.

$^2$ The transmonomial is an extension of the usual monomial structure and is related to the definition of a transseries.
Making the change of variables $\ell = e^v$ and identifying the gamma function,

$$R_{UV}(\alpha) \sim \sum_k \alpha^k \frac{\Gamma(dk + b + 1)}{(a + ck - 1)^{dk+b+1}}. \quad (7)$$

We obtain the large $k$ behavior using the Stirling approximation for the gamma function,

$$R_{UV}(\alpha) \sim \sum_k \alpha^k \left( \frac{dk + b}{e(a + ck - 1)} \right)^{dk+b} \sqrt{2\pi (dk + b)} \frac{1}{a + ck - 1}.$$

In the scenario with $c \neq 0$ the $k^k$ behaviour related to the factorial growth is cancelled out and the function is well defined,

$$R_{UV}(\alpha) \sim \sum_k \alpha^k \left( \frac{d}{c} \right)^{dk+b} \sqrt{2\pi d} \frac{1}{c\sqrt{k}} \right)^b \text{Li}_{1/2} \left( \left( \frac{d}{c} \right)^d \alpha \right).$$

The relevant scenario occurs only if $c = 0$ and $d > 1$, at large $k$ we obtain

$$R_{UV}(\alpha) \sim \frac{1}{(2\pi)^{\frac{d}{2}} (a - 1)^{b+1} e^b} \times \sum_k \frac{k^b b! d^d}{(2\pi k)^{\frac{d}{2}}} \left[ \alpha \left( \frac{d}{a - 1} \right)^d \right]^k. \quad (8)$$

This expression reveals that in the UV regime the sum over the set of chain diagrams behaves as a Gevrey-$d$ series. The special case of $d = 1$ produces back the usual Gevrey-1 scenario of the Borel sum. In this approximation the sum of chains is a $d$-Borel summable and produces a polylogarithm of order $(d - 1)/2 - b$.

$$R_{UV}(\alpha) \rightarrow B[R_{UV}](u) \sim \frac{1}{(2\pi)^{\frac{d}{2}} (a - 1)^{b+1} e^b} \times \sum_k \left[ \left( \frac{d}{a-1} \right)^d \text{sign}(\alpha) u \right]^k \frac{k^b}{k^{\frac{d}{2}}} \frac{d^{d+\frac{1}{2}} \text{Li}_{\frac{d}{2} - b} \left( \frac{d}{a-1} \right)^d \text{sign}(\alpha) u}{(2\pi)^{\frac{d}{2}} (a - 1)^{b+1} e^b}. \quad (9)$$

The polylogarithm function of order $\nu$, $\text{Li}_\nu(x)$, has a branch point at $x = 1$ if $\nu > 0$, or a pole of order $1 - \nu$ if $\nu \leq 0$. Therefore, if $\frac{d}{2} - b > 0$ we have a branch point at $u = u_0 = \text{sign}(\alpha) \left( \frac{d}{a-1} \right)^d$. And, if $\frac{d}{2} - b \leq 0$ this point is a pole of order $1 + b + \frac{1-d}{2}$.

For example, at perturbative QCD, see ref. [1], $\alpha = -|\alpha|$ and in UV region (for the chain of fermionic bubbles at $1/N_f$, where $N_f$ is the number of flavors) we have $a = 2, b = 1, c = 0, d = 1$. This means that $\nu = 1$ and we obtain a Gevrey-1 UV renormalon located at $u = -1$ as a double pole (as expected).

### B. IR renormalons

To take into account the IR scale we use a slightly different choice of $f(\ell)$ and $g(\ell)$

$$f(\ell) = \ell^a \ln^b \ell, \quad g(\ell) = \ell^c \ln^d \ell, \quad (10a)$$

$$R_{IR}(\alpha) \sim \sum_k \int_0^1 d\ell \left[ \alpha g(\ell) \right]^k \frac{1}{\ell^2} \int_0^1 dv \frac{\ln a - \ln c}{\sqrt{\ell/v}}.$$

Note that the power dependence with $\ell$ is in the numerator instead of the denominator as in the UV scale. This choice is to guarantee that $R_{IR}$ is well behaved in the IR scale and does not require any new subtraction.

We can employ the substitution $\ell = 1/v$,

$$R_{IR}(\alpha) \sim \sum_k \int_1^\infty dv \frac{\ln a - \ln c}{\sqrt{1/v}} \int_1^\infty \frac{1}{v^2} \mathrm{e}^{-a-ck \ln v^{b+d}},$$

the integral assumes the same form as $R_{UV}$, see eq. (6b), with the little shift $a \rightarrow a + 2$. Following the same steps as before we obtain that $\require{cancel} \cancel{c = 0}$ and $d > 1$ – in the IR regime the sum of chains also behaves as a Gevrey-$d$ series. At large $k$ it produces

$$R_{IR}(\alpha) \sim \frac{1}{(2\pi)^{\frac{d}{2}} (a + 1)^{b+1} e^b} \times \sum_k \frac{k^b b! d^d}{(2\pi k)^{\frac{d}{2}}} \left[ \alpha \left( \frac{d}{a+1} \right)^d \right]^k, \quad (11)$$

which is $d$-Borel summable, producing a polylogarithm of order $(d - 1)/2 - b$ with a singularity at

$$u = \left( -\text{sign}(\alpha) \frac{a+1}{d} \right)^d,$$

once again this singularity is a pole of order $1 + b + (1 - d)/2$ in the scenario where $(d - 1)/2 - b \leq 0$, or a branch point if $(d - 1)/2 - b > 0$.

At perturbative QCD, see ref. [1], $\alpha = -|\alpha|$ and in IR region we have $a = 1, b = 0, c = 0, d = 1$ for the chain of fermionic bubbles at $1/N_f$, where $N_f$ is the number of flavors. Also $\nu = 1$, so $u = 2$ is the first IR renormalon and is a simple pole (as expected).

### C. Discussion

In the last sections, we indicate that the existence of renormalons is directly related to the logarithm behavior of the chain links. This relationship is commonly assumed, although not explicitly formulated. Therefore we propose to conjecture that:
the sum of a set of chains can have a renormalon only if the chain-link behaves as \( \ln \ell \).

About the renormalon singularity, we also claim that:

- The renormalon “lives” in the \( d \)-Borel plane, where \( \ln^d \ell \) is the behavior of each “insertion”/chain-link.
- The renormalon is a pole of order \( 1 + b + (1 - d)/2 \), where \( b \) is the logarithm contribution, \( \ln^b \ell \), outside the insertions. It can also be a branch point if \( b + (1 - d)/2 < 0 \).
- The location of the UV/IR pole depends only on \( a \) and \( d \), where \( a \) is the power contribution \( \ell^a \) for IR renormalons, \( \ell^{-a} \) for UV renormalons) outside the insertions.

With this, it becomes clear that renormalons do not need to be singularities in the first Borel plane; this is just a particular case.

In what follows, we exhibit a simple example where a Gevrey-3 renormalon appears.

IV. CAT’S EYE CHAIN

Let us consider a flavorless and massless scalar field theory with quartic interaction \( \lambda \phi^4/4! \). We propose to build a chain diagram where each chain link is given by a cat’s eye diagram. Each insertion is

\[
I(\ell) = (-g)^3 I(\ell), \tag{12}
\]

where \( I(\ell) \) is the cat’s eye diagram, see fig. 1, whose amplitude is given by

\[
I(\ell) = \int \frac{d^Dq_1}{(2\pi)^D} \int \frac{d^Dq_2}{(2\pi)^D} \int \frac{d^Dq_3}{(2\pi)^D} \frac{1}{(q_1 + \ell)^2 q_1^2} \times \frac{1}{(q_2 + \ell)^2 q_2^2} \frac{1}{(q_3 + q_1 - q_2)^2 q_3^2}. \tag{13}
\]

After some manipulations, see app. A, we can obtain that the solution of cat’s eye diagram at \( D = 4 - 2\varepsilon \) is

\[
I(\ell) = \frac{\Gamma[3\varepsilon]}{(4\pi)^6 - 3\varepsilon \ell_\varepsilon} \left(-c_1 + \frac{1}{8\varepsilon^2} + \frac{\pi^2}{12} + \frac{\ln 2 - \gamma}{4\varepsilon} + \frac{\gamma^2}{2} - \gamma \ln 2\right), \tag{14a}
\]

with

\[
c_1 = 0.822
g_{109} \ldots \tag{14b}
\]

Or, after applying a minimal subtraction scheme and keeping only the finite components

\[
\hat{I}(\ell) = a_0 + a_1 \ln \ell^2 + a_2 \ln^2 \ell^2 + a_3 \ln^3 \ell^2, \tag{15a}
\]

with constants

\[
a_3 = -4.761 \times 10^{-8}, \tag{15b}
\]

\[
a_2 = 2.901 \times 10^{-7}, \tag{15c}
\]

\[
a_1 = -7.640 \times 10^{-7}, \tag{15d}
\]

\[
a_0 = 6.440 \times 10^{-7}. \tag{15e}
\]

We can already expect that this will generate a Gevrey-3 series due to the \( \ln^3 \) behavior.

We produce the chain diagram by adding the chain-links. At fig. 2 we show the scenario with \( k \) chain links. The amplitude, before regularization, is

\[
R_k(p) = -gS_k \int \frac{d^D\ell}{(2\pi)^D} \frac{(-g^3 I(\ell))^k}{(p - \ell)^2}, \tag{16}
\]

where \( S_k = (k + 1)2^k \) is the symmetry factor for the diagram with \( k \) eye-cat–links. We calculate the symmetry factor using a general expression for symmetry factors of the scalar theory, by ref. [80].

At \( D = 4 \) the function \( \hat{I} \) behaves asymptotically as a logarithm and by power counting \( R_k \) has a quadratic divergence. We can make a subtraction as a BPHZ procedure (\( R_k(p) - R_k(0) - p^2 \partial p R_k(p)|_0 \)), which produces at low \( p \)

\[
\hat{R}_k(p) \sim -\frac{gp^4}{8\pi^2}(k + 1)(-2g^3)^k \int_0^\infty \frac{d\ell}{\ell^2} \hat{I}_k(\ell). \tag{17}
\]

To investigate the asymptotic UV behavior, we can consider \( \ell \in [1, \infty) \) and make the change of variables \( \ell = e^t \) such that,

\[
\hat{R}_k(p) \sim -\frac{gp^4}{8\pi^2}(k + 1)(-2g^3)^k \times \int_0^\infty dt e^{-2t}(a_0 + 2a_1 t + 4a_2 t^2 + 8a_3 t^3)^k. \tag{18}
\]
As \( k \in \mathbb{N} \) we can use the multinomial representation and integrate over \( t \),

\[
\tilde{R}_k(p) \sim -\frac{g p^4}{16 \pi^2} (k + 1) (-2g^3)^k \times \sum_{j_0+j_j+j_2+j_3=k} a_0^{j_0} a_1^{j_1} a_2^{j_2} a_3^{j_3} k! \Gamma(1+j_1+2j_2+3j_3) \times \frac{1}{j_0!j_1!j_2!j_3!}.
\]

(19)

The dominant contribution comes from \( j = (0,0,0,k) \) (accuracy of 70%, it can be checked numerically for large value of \( k \)). The second contribution comes from \( j = (0,0,1,k-1) \) (with an accuracy of more than 90%). That way, we can write

\[
\tilde{R}_k(p) \sim -\frac{g p^4}{16 \pi^2} \left(1 + \frac{a_2}{3a_3}\right) (-2g^3a_3)^k \times (k + 1) \Gamma(1 + 3k),
\]

(20)

And it is clear that these coefficients produce a divergent series. Taking the Stirling approximation for large values of \( k \) the sum over all cat’s eye chains produce

\[
R \sim \sum_{k=1}^{\infty} \tilde{R}_k(p) \sim \kappa \sum_{k=1}^{\infty} \left(\frac{\bar{g}}{\epsilon^3}\right)^k k^{3k+\frac{2}{3}},
\]

(21a)

with \( \kappa \) and \( \bar{g} \) given by

\[
\kappa = -\sqrt{6\pi} \frac{g p^4}{16 \pi^2} \left(1 + \frac{a_2}{3a_3}\right),
\]

(21b)

\[
\bar{g} = -2 \times 3^3 g^3 a_3.
\]

(21c)

This expression for \( R \) is not summable in the first Borel plane. The Borel transform introduces a \( k! \) damping that behaves just as \( k^k \). We can control the divergent behavior only with a 3-Borel transform, that introduces a \( k^{3k} \), meaning a \( k^{3k} \) damping, sufficient to obtain a summable expression. Therefore, this is a Gevrey-3 asymptotic series.

If we transport eq. (20) into the 3-Borel plane we obtain a hypergeometric function,

\[
G_R \sim -\frac{g p^4}{16 \pi^2} \left(1 + \frac{a_2}{3a_3}\right) \left[-1 + 2F_1 \left(\frac{1}{3}; \frac{2}{3}; 1; \bar{g}u\right) + \frac{2\bar{g}u}{9} 2F_1 \left(\frac{4}{3}; \frac{5}{3}; \frac{2}{3}; \bar{g}u\right)\right],
\]

(22)

it has a branch point at \( u = 1/\bar{g} \). This cut lies in the integration path of the 3-Borel plane, therefore we have a singularity that blocks the inverse Borel transform.

If we try to get back into the physical plane we obtain an imaginary ambiguity due to the choice of the integration path from the 3-Borel to the 2-Borel plane. However, there are no new poles in the 2-Borel plane, neither in the 1-Borel plane. Meaning that the only ambiguity appears when passing the Gevrey-3 series to the 2-Borel plane.

The fact that the only singularity comes from the 3-Borel plane is a consequence of the previous approximation to consider the most dominant divergent behavior. In the full scenario, one would expect renormalon singularities at Gevrey-1,2 and 3. Note, for example, that at eq. (19) one of the contributions is \( j_0 = j_1 = j_3 = 0, j_2 = k \) which produces a Gevrey-2 series,

\[
\sum_{k=1}^{\infty} (k + 1) (-2g^3a_2)^k \Gamma(1 + 2k),
\]

This new series has a branch point in the 2-Borel plane located at \( u = -1/(8a_2g^3) < 0 \), which does not lie in the integration path. If we keep investigating, we find other singularities produced by eq. (19). In fact, the sum over the cat’s eye chain diagrams produces more then one asymptotic series, each with a different Gevrey order. However, the relevant behavior is already revealed: the highest degree is Gevrey-3 and that there is a renormalon singularity that lives in the 3-Borel plane.

V. CONCLUSION

We exhibited that the renormalon problem goes beyond the first Borel plane. It seems that the renormalon singularities are in some different category when compared to the instanton-like singularities, only known to occur at the Gevrey-1 level. Although we did not discuss a realistic theory nor considered the phenomenological influence, it is beyond doubt that we have a new singularity that lives in the 3-Borel plane. We remark that our report poses a new difficulty for the program to cure all renormalon ambiguities. Furthermore, there are some aspects open to future investigations. We need to determine how the Gevrey-\( q \) renormalon impacts the asymptotic series or the resurgence program. Also, we must check whether a Gevrey-\( d \) series (with \( d > 1 \)) also appear for realistic theories.
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Appendix A: Cat’s eye diagram

In this section, we consider for completeness a step-by-step computation of the cat’s eye diagram, as this evaluation is not easily found in textbooks. Let us start from the original amplitude,
and then introduce Schwinger parameters $\alpha_i$ for each propagator,

$$I(\ell) = \int \frac{d^D q_1}{(2\pi)^D} \int \frac{d^D q_2}{(2\pi)^D} \int \frac{d^D q_3}{(2\pi)^D} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} e^{-\alpha_1(q_1+\ell)^2 - \alpha_2 q_2^2 e^{\alpha_2 q_2} - \alpha_3(q_3+q_1-q_2)^2 - \alpha_4 q_4^2}.$$

(A2)

After some algebraic manipulations on these expressions, we obtain that

$$I(\ell) = \int \frac{d^D q_1}{(2\pi)^D} \int \frac{d^D q_2}{(2\pi)^D} \int \frac{d^D q_3}{(2\pi)^D} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} e^{-\alpha_{125}(q_1+\alpha_2+\alpha_3+\alpha_4+\alpha_5+\alpha_6)^2 e^{-\alpha_{346}(q_2+\alpha_3+\alpha_4+\alpha_5+\alpha_6)^2} e^{-\frac{\alpha_{125}q_1^2}{\alpha_1+\alpha_2+\alpha_3+\alpha_4+\alpha_5+\alpha_6}} e^{-\frac{\alpha_{346}q_2^2}{\alpha_3+\alpha_4+\alpha_5+\alpha_6}} e^{-\frac{\alpha_{125}q_3^2}{\alpha_1+\alpha_2+\alpha_3+\alpha_4+\alpha_5+\alpha_6}} e^{-\frac{\alpha_{346}q_4^2}{\alpha_3+\alpha_4+\alpha_5+\alpha_6}}. \tag{A3}$$

where

$$\alpha_{i123\cdots i_6} = \alpha_i + \alpha_{12} + \cdots + \alpha_{i_6}, \tag{A4a}$$

$$U = \alpha_{12} \alpha_5 \alpha_6 \alpha_{346} + \alpha_3 \alpha_4 \alpha_5 \alpha_6, \tag{A4b}$$

$$V = \alpha_1 \alpha_2 (\alpha_3 \alpha_4 \alpha_5 \alpha_6 + \alpha_5 \alpha_6) + \alpha_3 \alpha_4 (\alpha_1 \alpha_2 \alpha_3 + \alpha_2 \alpha_3) + \alpha_5 \alpha_6 (\alpha_1 \alpha_4 + \alpha_2 \alpha_3). \tag{A4c}$$

We can make a shift in the momenta,

$$I(\ell) = \int \frac{d^D q_1}{(2\pi)^D} \int \frac{d^D q_2}{(2\pi)^D} \int \frac{d^D q_3}{(2\pi)^D} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} e^{-\alpha_{125}q_1^2} e^{-\alpha_{346}q_2^2} e^{-\frac{\alpha_{125}q_3^2}{\alpha_1+\alpha_2+\alpha_3+\alpha_4+\alpha_5+\alpha_6}} e^{-\frac{\alpha_{346}q_4^2}{\alpha_3+\alpha_4+\alpha_5+\alpha_6}}, \tag{A5}$$

and then compute the integration of the internal momenta.

$$I(\ell) = \frac{1}{(4\pi)^{\frac{D}{2}}} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} e^{-\alpha_{125}q_1^2} U^{\frac{D}{2}} \tag{A6}$$

Let us reparametrize defining the new sectors

$$\alpha_1 = st_1 \cdots t_5,$$
$$\alpha_2 = st_1 \cdots t_4(1-t_5),$$
$$\alpha_3 = st_1 t_2 t_3 (1-t_4),$$
$$\alpha_4 = st_1 t_2 (1-t_3),$$
$$\alpha_5 = st_1 (1-t_2),$$
$$\alpha_6 = s(1-t_1),$$

such that $\alpha_1 + \cdots + \alpha_6 = s$. This change of variables produce the Jacobian

$$\det \frac{\partial (\alpha_i)}{\partial (t_1, \cdots, t_5)} = s^5 t_1^4 t_2^2 t_3^2 t_4^3 d\alpha_1 \cdots d\alpha_6.$$

and after some manipulation we obtain that

$$\alpha_{12} = st_1 \cdots t_4, \tag{A7a}$$
$$\alpha_{34} = st_1 t_2 (1-t_3 t_4), \tag{A7b}$$
$$\alpha_{125} = st_1 (1-t_2 + t_2 t_3 t_4), \tag{A7c}$$
$$\alpha_{346} = s(1-t_1 + t_1 t_2 (1-t_3 t_4)), \tag{A7d}$$

$$U = s^3 t_1^2 t_2 U, \tag{A7e}$$
$$V = s^4 t_1^2 t_2 V. \tag{A7f}$$

with $U$ and $V$ given by

$$U = (1-t_2)t_3 t_4 (1-t_1 + t_1 t_2 (1-t_3 t_4)) + (1-t_2 + t_2 t_3 t_4) (1-t_3 t_4) (1-t_1), \tag{A8}$$

$$V = (1-t_1) (1-t_2) (1-t_4 + t_4 t_5) (1-t_3 + t_3 t_4 (1-t_5)) + t_2 t_3 t_4 (1-t_1 t_2 ((1-t_3) (1-t_4) + (1-t_3 t_4) (1-t_5) t_4 t_5). \tag{A9}$$

Substituting this back into the integral $I$, eq. (A6), we obtain

$$I(\ell) = \frac{1}{(4\pi)^{\frac{D}{2}}} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} t_1^{1-D-\frac{D}{2}} t_2^{3-D} \frac{t_3^2 t_4^4}{U^{\frac{D}{2}}} \int_0^\infty ds \frac{1}{s^{(6-\frac{D}{2})(1-s t_1 t_2 t_3)^2} U^{\frac{D}{2}} (t_1 (t_2 t_3 t_4)^2 t_5)}. \tag{A10}$$

This expression can be directly integrated over $s$,

$$I(\ell) = \frac{\Gamma [6-\frac{3D}{2}]}{(4\pi)^{\frac{D}{2}}} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} t_1^{1-D-\frac{3D}{2}} t_2^{3+D} t_3^{-1+\frac{3D}{2}} t_4^4, \tag{A11}$$

and taking that $D = 4 - 2\varepsilon$,

$$I(\ell) = \frac{\Gamma [3\varepsilon]}{(4\pi)^{\frac{D}{2}}} \int_0^\infty \frac{6}{\prod_{i=1}^6 d\alpha_i} t_1^{1-\varepsilon} t_2^{1-2\varepsilon} t_3^{-2+\varepsilon} t_4^{-2+\varepsilon} \frac{t_5}{U^{\frac{D}{2}} (2^2-4\varepsilon)^{1/2} V^{\frac{D}{2}}}. \tag{A12}$$

Although at this point we do not know the behavior of the remaining integral with respect to $\varepsilon$, we can already see that the pure logarithmic behavior of $\ell$ can only occur at $\varepsilon = 0$, which reinforces the perception that the existence of renormalons is an aspect related to the dimension where the theory is renormalizable.

Let us take $t_1^{-\varepsilon} V^{-3\varepsilon}$ as a subdominant contribution $(1 + O(\varepsilon))$. And as the polynomial $U$ is independent of $t_5$ this variable can be integrated out. Also we can rewrite $U$ as

$$U = (1-t_2 + t_2 t_3 t_4 (1-t_3 t_4)) - t_1 (1-t_2 + t_2 t_3 t_4 (1-t_3 t_4)) = A_1 - t_1 A_2, \tag{A13}$$
to integrate over $t_1$

$$\int_0^1 dt_1 \frac{1}{(A_1 - t_1 A_2)^{2-4\varepsilon}} = \int_{A_1}^{A_2} \frac{dy}{A_2 y^{2-4\varepsilon}}$$

$$= \frac{1}{1-4\varepsilon} \left[ \frac{1}{(A_1 - A_2)^{1-4\varepsilon} A_2} - \frac{1}{A_1^{1-4\varepsilon} A_2} \right]. \quad (A14)$$

At this point, eq. (A12) becomes

$$I(\ell) = \Gamma [3\varepsilon] (1 + O(\varepsilon)) J_1 - \Gamma [3\varepsilon] (1 + O(\varepsilon)) J_2, \quad (A15)$$

where $J_1$ and $J_2$ are given by

$$J_1 = \int_0^1 dt_2 dt_3 dt_4 \frac{t_2^{1-2\varepsilon} t_3^{2-3\varepsilon} t_4}{1 - t_2 + t_2 t_3 t_4 (1 - t_3 t_4)} \times \frac{1}{(t_2 t_3 t_4 (1 - t_2) (1 - t_3 t_4))^{1-4\varepsilon}}. \quad (A16)$$

$$J_2 = \int_0^1 dt_2 dt_3 dt_4 \frac{t_2^{1-2\varepsilon} t_3^{2-3\varepsilon} t_4}{1 - t_2 + t_2 t_3 t_4 (1 - t_3 t_4)} \times \frac{1}{[1 - t_2 + t_2 t_3 t_4 (1 - t_3 t_4)]^{1-4\varepsilon}}. \quad (A17)$$

The second integral, $J_2$, is finite and gives

$$J_2 = 0.8224670298 \ldots = c_1. \quad (A18)$$

The integral $J_1$ has a divergent contribution from the $t_2$ integration. We can reorganize it and compute the other integrals

$$J_1 = \int_0^1 dt_2 \frac{t_2^{2\varepsilon}}{(1 - t_2)^{1-4\varepsilon}} \int_0^1 dt_3 \int_0^1 dt_4 \times \frac{1}{1 - t_2 + t_2 t_3 t_4 (1 - t_3 t_4) (1 - t_3 t_4)^{1-4\varepsilon}}$$

$$= \int_0^1 dt_2 t_2^{2\varepsilon-1} (1 - t_2)^{-4\varepsilon} 2 \ln(1 - t_2).$$

Note that we can rewrite it as a derivative of a function of $\mu$ and $\nu$ (and later identify $\mu = 2\varepsilon, \nu = 4\varepsilon$)

$$G(\mu, \nu) = -\int_0^1 dt t^{\mu-1} (1 - t)^{\nu-1} \left(1 - \frac{t}{2}\right)^{-1}, \quad (A19)$$

$$\partial_{\nu} G(\mu, \nu) = \int_0^1 dt t^{\mu-1} (1 - t)^{\nu-1} 2 \ln(1 - t) \frac{t - 2}{t - 2}. \quad (A20)$$

Where is $G(\mu, \nu)$ is known, see Eq. 3.197(3) from ref. [81],

$$G(\mu, \nu) = -B(\mu, \nu) \sum_{k=0}^{\infty} \frac{\Gamma(\mu + k) \Gamma(\nu)}{\Gamma(\mu + \nu + k) \Gamma(\mu + \nu + k) 2^k}.$$

where $B(\mu, \nu)$ is the Beta function and $2F_1$ is the hypergeometric function. We use the representation as an infinite sum of gamma functions, to make manipulations easier.

Making the derivative with respect to $\nu$ and substituting $\mu = 2\varepsilon, \nu = 4\varepsilon$,

$$J_1 = G(0,1)(2\varepsilon, 4\varepsilon) = -\sum_{k=0}^{\infty} \frac{\Gamma(2\varepsilon + k)}{2^k \Gamma(6\varepsilon + k)} \left( \Gamma'(4\varepsilon) \right)$$

$$\left[ - \frac{\Gamma(4\varepsilon) \Gamma'(6\varepsilon + k)}{\Gamma(6\varepsilon + k)} \right] = \left( \frac{1}{16\varepsilon^2} + \frac{\pi^2}{6} \right)$$

$$+ \left( \frac{1}{16\varepsilon^2} - \frac{\pi^2}{12} \right)^2 \sum_{k=1}^{\infty} \frac{1}{2^k} + \left( \frac{1}{4\varepsilon} - \gamma \right) \sum_{k=1}^{\infty} \frac{\psi(k)}{2^k}$$

$$= \frac{1}{8\varepsilon^2} + \frac{\pi^2}{12} + \frac{\ln 2 - \gamma}{4\varepsilon} + \frac{\gamma^2}{2} - \gamma \ln 2. \quad (A22)$$

Finally, we obtain

$$I(\ell) = \frac{\Gamma [3\varepsilon]}{(4\pi)^{6-3\varepsilon} \ell^6} \left( - c_1 + \frac{1}{8\varepsilon^2} + \frac{\pi^2}{12} + \frac{\ln 2 - \gamma}{4\varepsilon} + \frac{\gamma^2}{2} - \gamma \ln 2 \right). \quad (A23)$$

After a $\overline{MS}$ subtraction this becomes

$$\tilde{I}(\ell) = a_0 + a_1 \ln \ell^2 + a_2 \ln^2 \ell^2 + a_3 \ln^3 \ell^2, \quad (A24)$$

where the constants are

$$a_3 = -\frac{3}{65536\pi^6} = -4.761481354 \times 10^{-8}, \quad (A24b)$$

$$a_2 = -\frac{15\gamma + 3 \ln(4\pi^3)}{65536\pi^6} = 2.901308090 \times 10^{-7}, \quad (A24c)$$

$$a_1 = -7.640504523 \times 10^{-7}, \quad (A24d)$$

$$a_0 = 6.440917284 \times 10^{-7}, \quad (A24e)$$

Therefore, the chain of cat’s eyes has the $\ln^3 \ell$ behavior that can produce a Gevrey-3 divergent series. This logarithmic behavior is a property of $D = 4$ and is responsible for the renormalon divergence. If we consider the same diagram in any other dimension we will obtain something like $\ell^a \ln^b \ell$ that does not produce a renormalon divergence.
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