Abstract—Manipulating deformable linear objects by robots has a wide range of applications, e.g., manufacturing and medical surgery. To complete such tasks, an accurate dynamics model for predicting the deformation is critical for robust control. In this work, we deal with this challenge by proposing a hybrid offline-online method to learn the dynamics of cables in a robust and data-efficient manner. In the offline phase, we adopt Graph Neural Network (GNN) to learn the deformation dynamics purely from the simulation data. Then a linear residual model is learned in real-time to bridge the sim-to-real gap. The learned model is then utilized as the dynamics constraint of a trust region based Model Predictive Controller (MPC) to calculate the optimal robot movements. The online learning and MPC run in a closed-loop manner to robustly accomplish the task. Finally, comparative results with existing methods are provided to quantitatively show the effectiveness and robustness. Experiment videos are available at https://msc.berkeley.edu/research/deformable-GNN.html.
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I. INTRODUCTION

Manipulating deformable linear objects, especially cables, has a wide range of applications. For example, in factory manufacturing, both stator winding and cable harnessing require cables to be assembled in a precise manner. In medical surgery, steering needles or catheters are essential for vascular pathology treatment and minimally invasive surgery. In order to complete the above tasks automatically, robustly manipulating cables to the desired shape remains a fundamental problem for robotics. However, due to the high dimensionality and nonlinearity, it is challenging to obtain an accurate dynamics model for precise planning and control.

The finite element method (FEM) serves as a powerful tool to model cables. Through discretizing the objects into small elements, the deformation can be derived by solving a set of partial differential equations. FEM can accurately represent the dynamics of deformable objects with finite tessellation [1]. However, it is usually computationally expensive to solve, thus posing a challenge to use it for real-time robotic manipulation tasks.

Aside from the FEM models, data-driven approaches are often utilized to learn the non-linear deformation dynamics [2]–[4]. Recently, many works have attempted to use deep neural networks (DNN) to learn such dynamics. However, the characteristic of deformable objects is complex, and it is found challenging for those general-purpose network structures to capture the cable behaviors.

Recent studies on graph neural networks (GNN) bring a new structure for model learning. By viewing particles of the object as the graph vertices, the dynamics is modeled as the interaction between the vertices pairs [5]. The future object state can be predicted through a sequence of ‘message passing’ blocks, which mimic the transmission of the interaction from one graph vertex to others. Compared with those general-purpose network structures, the GNN encodes the prior knowledge on how the interaction may transmit inside the deformable objects. However, as most of the machine learning based approach does, the GNN model relies on simulation for data generation. Thus, the sim-to-real gap still poses a significant challenge for the model to be adopted in robotic manipulation tasks.

To tackle the above issues, we propose a dynamics learning framework that consists of an offline GNN model and an online residual model, as shown in Fig. 1. In the offline phase, we learn rough global graph dynamics from the simulation data. In the online phase, we further refine the local predictions through a time-varying linear residual model that estimates the error of the GNN output. In contrast with existing sim-to-real approaches, our method does not require pre-collecting real-world data. The linear residual model can be learned simultaneously as the robot executes. With this framework, we can efficiently capture the global deformation behaviors.
without sacrificing local accuracy. For manipulation, a trust region based MPC formulation with the learned model is proposed to optimize the robot movement. In summary, the main contributions are listed as follows:

- Combine the GNN with an online linear residual model for robust model learning.
- Formulate a trust region based model predictive controller to optimize the robot movements.
- Demonstrate the effectiveness of the proposed method through comparative simulations and experiments.

## II. RELATED WORKS

### A. Global Deformation Model Learning

Learning-based approaches approximate the cable dynamics from the collected data set. Nair et al. [6] proposed a predictive model learned from step-by-step images of a rope collected during human demonstration. Yan et al. [7] proposed to utilize bi-directional LSTM to model chain-like objects. By recurrently applying the same LSTM block along the cable, we can enforce how the interaction will propagate inside the model. Similarly, the graph neural network arises as a novel structure to learn the deformation dynamics. By explicitly modeling the vertices and edges, authors of [8] demonstrated the effectiveness of the proposed dynamic particle interaction networks (DPI-Nets) on fluids and deformable foam manipulation tasks. The graph network structure proposed in [5] further improved the generalizability in terms of prediction steps and particle scalability. Moreover, Pfaff et al. [9] generalized the graph structure to mesh-based dynamics, which proved to be effective for more complex simulation tasks.

### B. Sim-to-real Transfer for Model Learning

While the neural networks can capture complex behaviors of deformable objects, those methods typically require sim-to-real methods as complements in case of parameter changes or uncertainties encountered in the real-world experiment. Matching the simulator parameters with real-world parameters and directly applying the learned model to the real world is the most common way to utilize the model. However, the learned model may suffer from uncertainties in the real world. Another approach is to randomize several aspects of the domain to provide enough variability in training [10]–[12]. As a result, the learned model can cover a large fraction of scenarios. Fine-tuning the learned model with real-world data is also demonstrated to be effective in closing the sim-to-real gap [7]. By collecting new data in the real world and re-training the network, we can adapt the model to the new scenario robustly.

Combining the offline model with a residual model is also beneficial to resolve the sim-to-real gap [13], [14]. Since the offline model does not need to match reality accurately, training in simulation is more efficient and more manageable.

### C. Online Local Model Estimation

Instead of learning the global model and transferring it to the real world, online approximating a local model is another powerful way for cable manipulation. Visual servoing is a commonly used method for online cable manipulation. Visual servo approaches approximate the local linear deformation model by iteratively updating the deformation Jacobian [15]–[17], which represents the mapping between the robot end-effector’s velocity and the object state. Compared with offline global model learning approaches, there are no sim-to-real gaps, and it can generalize to different objects and scenarios. Jin et al. [18] further improved the robustness of the online linear model under sensor noises and occlusions. However, as the linear model’s expressiveness is limited, it is challenging for the online methods to manage large deformations.

### D. Offline-Online Learning for Robust Manipulation

Though the online model estimation methods are useful in certain tasks, it is still desirable to take advantage of the more powerful offline global model. As demonstrated in [2], the offline learning provides the initial guess of the linear Jacobian matrix, and in the online phase, the Jacobian matrix is further updated with an adaptive control law. Distinct from the sim-to-real methods introduced in the previous subsection, this combination does not require additional online data collection. The sim-to-real gap can be instantaneously resolved as the robot executes. While the motivation of our proposed framework is similar to the motivation of [2], our algorithm is unique in several aspects: 1) we utilize GNN to capture the global model instead of providing the initial guess of the local Jacobian, 2) we online learn a residual model for refinement, 3) we construct an optimization-based MPC controller to obtain optimal robot motions within a long horizon.

## III. PROPOSED FRAMEWORK

In this section, we introduce the proposed framework for cable manipulation as shown in Fig. 1. We mainly focus on the task of precisely shaping a cable to the desired curvature in a 2D and uncluttered environment. A robust state estimation algorithm for cables is introduced first. Then the cable dynamics are approximated by a combination of an offline graph neural network (GNN) and an online residual model. In the end, a model predictive controller (MPC) is utilized to control the robot to manipulate the cable to desired states.

### A. Cable State Estimation

Estimating the state is essential for dynamics learning and manipulation. As shown in Fig. 1, a cable is represented by a series of key points \( X(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T \), where \( x_i(t) \in \mathbb{R}^{1 \times 2} \) denotes the 2D position of the \( i \)-th key point at time step \( t \). The objective of state estimation is to estimate the position of each key point at each time step from the dense, noisy, and occluded point clouds \( Y(t) = [y_1(t), y_2(t), \ldots, y_N(t)]^T \) perceived by stereo cameras.

Following our previous work on structure preserved registration (SPR) [19], we regard the perceived point clouds \( Y(t) \) as samples from a Gaussian Mixture Model (GMM), whose centroids are the key point positions \( X(t) \). According to the
Bayes’ theorem, the probability of point $y_t^i$ to be sampled from the mixture model can be expressed by:

$$p(y_t^i) = \sum_{n=1}^{N+1} p(n)p(y_t^i|n)$$  

(1)

where $p(n)$ denotes the weight of the $n$-th mixture component, and $p(y_t^i|n)$ is the corresponding probability that $y_t^i$ is sampled from the mixture component. As shown below, we assume all Gaussians share the same weight, and we add a uniform distribution to account for noise and outliers.

$$p(n) = \begin{cases} 
(1-\mu)\frac{1}{N}, & n = 1,\ldots,N \\
\mu, & n = N+1 
\end{cases}$$  

(2)

$$p(y_t^i|n) = \mathcal{N}(y_t^i; \mu_n, \sigma^2 I), \quad n = 1,\ldots,N$$  

(3)

The problem is then converted to a Maximum Likelihood Estimation (MLE) problem, where we want to optimize the mixture centroids in order to maximize the log likelihood $L$ that the point cloud $Y(t)$ is sampled as shown in (5).

$$L(x_t^i, \sigma^2|Y') = \log \sum_{s=1}^{S} p(y_t^i_s)$$  

(4)

$$= \sum_{s=1}^{S} \log(\sum_{n=1}^{N+1} p(n)p(y_t^i|n))$$  

(5)

The minimization can be achieved via performing E-M algorithm on the log likelihood function. Since state estimation is not the main contribution of this paper, we omit the derivation and refer readers to [19] and [20] for details.

### B. Offline Model Learning with Graph Neural Networks

![Fig. 2. The structure of the Graph Neural Network (GNN). The offline GNN takes in a graph that represents the state of the cable and outputs the prediction of the cable movements.](image)

Graph neural networks (GNN) is demonstrated to be effective to represent complex dynamics [5]. In this paper, we adopt a similar idea from [5] to learn the graph dynamics of the cable.

We assume that the connection between the robot end-effector and the grasping point is fixed throughout task executions. The dynamics $f(\cdot)$ is then modeled by the interactions among the cable key points and the robot end-effectors as shown in (6). The dynamics takes in $m+1$ previous cable states from $X(t-m)$ to $X(t)$ and the current robot end-effector velocities (translations in $x$, $y$ and rotation around $z$) $R(t) = [r_1(t), r_2(t), \ldots, r_Q(t)]^T$, where $r_i(t) \in \mathbb{R}^{1\times 3}$ is the end-effector velocities of the $i$-th robot, and $Q$ is the number of robots.

$$\dot{X}(t) = f(X(t-m:t), R(t))$$  

(6)

As studied in [5], the dynamics can be captured via a graph $G = (V, E)$, where the graph vertices $V = \{v_1, v_2, \ldots, v_N\}$ correspond to the key points, and the graph edges $E$ correspond to the interactions between the key points pair. As shown in Fig. 2, the features of the $i$-th graph vertex $v_i$ consist of a sequence of previous key point positions $[x_i(t), x_i(t-1), \ldots, x_i(t-m)]$, and the robot control input at that point. For the graph edge, it models the relative movement between vertices $e_{i,j} = ||x_i(t) - x_j(t)||$. An edge is constructed if two vertices are within a 'connective radius'.

To learn such a graph, we follow the GNS network structure [5], which contains three steps – encoding, processing, and decoding:

![Fig. 3. Illustration of the graph encoder and decoder. By minimizing the reconstruction loss in (7), the encoder can project the high dimensional graph representation to a latent space.](image)

**Encoding**: Instead of operating in the high dimensional space, we project the graph $G$ to a low dimensional representation $G' = (V', E')$ for efficiency. Graph vertices auto-encoder and graph edges auto-encoder are trained, respectively as shown in Fig. 3. The reconstruction error in (7) is minimized to make the network learn the optimal latent space that can capture all the original information. $\phi^v$, $\phi^e$ denote the encoder for the graph vertices and edges, and $\psi^v$, $\psi^e$ the corresponding decoders.

$$\phi^{v*}, \psi^{v*} = \arg \min_{\phi^v, \psi^v} \|v_i - (\phi^v \circ \psi^v)(v_j)\|^2$$

$$\phi^{e*}, \psi^{e*} = \arg \min_{\phi^e, \psi^e} \|e_{i,j} - (\phi^e \circ \psi^e)(e_{i,j})\|^2$$  

(7)

**Processing**: The processor mimics the dynamics of the cable by computing the interaction between vertices in the latent graph. The message passing block in Fig. 4 is to propagate the graph vertex, and edge features based on the current graph state and the robot control input as shown in (8).

$$k+1v'_i = f^v(kv_i, \sum_{j} k' e_{i,j})$$

$$k+1e'_{i,j} = f^e(k' e_{i,j}, kv_i, kv_j)$$  

(8)

where $f^v(\cdot)$ and $f^e(\cdot)$ are the graph vertex network and graph edge network, and $k+1v'_i$, $k+1e'_{i,j}$ denote the latent vertex/edge features after the $k$-th message passing block.
Decoding: As the inversion of the encoder, the decoder converts the latent graph representation back to get the prediction of the cable movement \( X(t) \). The weight is directly taken from the decoder part of the auto-encoder \( \psi^f \) and \( \psi^e \).

C. Online Residual Model Learning

The offline GNN model is able to learn the global nonlinear dynamics and provide a rough prediction. However, due to the sim-to-real gap, the training data from simulation may not accurately capture the dynamics of the physical object. To overcome the sim-to-real gap and the generalization issues, we propose to online learn a residual model to correct the local predictions. As shown in (9), \( \delta X(t) \) is the error between the actual cable state increment \( \hat{X}(t) \) and the predicted cable state increment \( \tilde{X}(t) \) given by the offline learned dynamics denoted as \( f(\cdot) \). For simplicity, we use \( X \) to represent the history key point trajectory \( X(t - m : t) \). Given the history cable trajectory \( X \), we assume that the ground truth residual model is linear with respect to \( R(t) \) inside \( ||R(t)|| \leq \varepsilon \), where \( J(t) \) denotes the local residual dynamics. For simplicity, we omit the bias term. It can be considered without much modification.

\[
\delta X(t) = X(t) - \hat{X}(t) = f(X, R(t)) - \tilde{f}(X, R(t)) = R(t)J(t), \quad ||R(t)|| < \varepsilon
\]

(9)

To estimate the residual, we online collect \( \delta X \) and the corresponding robot end-effector velocities \( R \) during the task execution as shown in (10).

\[
\delta X = \begin{bmatrix} \delta X(t - m) & \cdots & \delta X(t - 1) & \delta X(t) \end{bmatrix}^T \in \mathbb{R}^{(m+1) \times 2N}
\]

\[
R = \begin{bmatrix} R(t - m) & \cdots & R(t - 1) & R(t) \end{bmatrix}^T \in \mathbb{R}^{(m+1) \times 3Q}
\]

(10)

Based on the collected data \( \delta X \) and \( R \), we solve a regularized least squares (ridge regression). The problem can be decomposed to 3Q independent ordinary ridge regression problem and solved in parallel. \( \delta X_n \) denotes the n-th column of \( \delta X \), and similarly, \( J_n(t) \) represents the n-th column of \( J(t) \).

\[
\hat{J}(t) = \arg\min_{\delta J(t)} \| \delta X - RJ(t) \|_F^2 + \lambda \| J(t) \|_F^2
\]

\[
= \sum_{n=1}^{6N} \arg\min_{J_n(t)} \| \delta X_n - RJ_n(t) \|_2^2 + \lambda \| J_n(t) \|_2^2
\]

(11)

The solution is given below, where \( \lambda \) is the regularization weight, and \( I \) denotes the identity matrix.

\[
\hat{J}_n(t) = (\delta X_n^T \delta X_n + \lambda I)^{-1} \delta X_n^T R
\]

(12)

D. Model Predictive Control for Manipulation

To utilize the learned model for manipulation, we adopt the idea of model predictive control (MPC).

\[
\min_{R(0:h)} \sum_{t=1}^{h+1} \| X(t) - X_d \|_2^2
\]

s.t. \( X(t + 1) = X(t) + \dot{X}(t)\Delta t \)

\( \dot{X}(t) = \tilde{f}(X, R(t)) + R(t)\hat{J}(t) \)

\( ||R(t)|| \leq \varepsilon \)

\( t = 0, 1, \ldots, h \)

(13)

As shown in (13), the optimization variables are the robot’s end-effector velocities within a horizon \( h \), and the objective function is to minimize the shape position error. The constraints include the learned dynamics, where \( \Delta t \) denotes the sample time of the dynamics. More importantly, we consider movement limit constraints to ensure that the learned model (offline and online) is in effect in the optimized region. Borrowing the idea from the trust-region optimization, we update the trust-region size according to the ratio \( \rho \) between the actual shape error reduction \( \Delta e_{actual} \) and the predicted shape error reduction \( \Delta e_{pred} \) as shown in (14). The pseudo-code is summarized in Alg. 1, where the trust-region size will expand/shrink if \( \rho \) is greater/smaller than a threshold.

\[
\rho = \frac{\Delta e_{actual}}{\Delta e_{pred}}
\]

(14)

Algorithm 1: Trust Region Based Model Predictive Control

**Input:** Initialize \( R, \varepsilon \)

1: while \( ||X(t) - X_d|| \geq \varepsilon \) do
2: \( R \leftarrow \) Solve the optimization in (13)
3: \( X(t + 1) \leftarrow \) Execute the robot and obtain the new cable state
4: \( \rho \leftarrow \) Calculate the ratio according to (14)
5: if \( \rho \geq \eta^+ \) then
6: \( \varepsilon \leftarrow \tau^+ \varepsilon \)
7: else if \( \rho \leq \eta^- \) then
8: \( \varepsilon \leftarrow \tau^- \varepsilon \)
9: end if
10: end while

During the task execution, the MPC controller iteratively solves for the optimal robot movements and sends the results to the robot for execution. Similar as our previous work [21], the optimization is solved by IPOPT [22], which implements a primal-dual interior-point linear search algorithm. The local convergence is guaranteed as proved in [23]. We empirically demonstrated the effectiveness through simulation and experiments.
TABLE I  
PARAMETER VALUES OF THE PROPOSED APPROACH

| Simulator Parameters          | Value     |
|-------------------------------|-----------|
| Cable Length                  | 1m        |
| Cable Diameter                | 0.01m     |
| Spring Elastic Stiffness      | $4 \times 10^3$ |
| Spring Damping Stiffness      | $2 \times 10^3$ |
| Spring Bending Stiffness      | $3 \times 10^3$ |
| Global Scale                  | 2         |

GNN Model Parameters

| Encoder                        | Value     |
|--------------------------------|-----------|
| Number of Hidden Layers        | 2         |
| Size of Hidden Layers          | 128       |
| Activation Function            | ReLU      |

| Processor                      | Value     |
|--------------------------------|-----------|
| Time Window Size (m)           | 5         |
| Number of Message Passing (k)  | 10        |
| Connective Radius              | 0.2m      |
| Number of Hidden Layers        | 2         |
| Size of Hidden Layers          | 128       |
| Activation Function            | ReLU      |

| Decoder                        | Value     |
|--------------------------------|-----------|
| Number of Hidden Layers        | 2         |
| Size of Hidden Layers          | 128       |
| Activation Function            | ReLU      |

GNN Training Parameters

| GNN Training Parameters | Value     |
|-------------------------|-----------|
| Batch Size              | 1         |
| Learning Rate           | $10^{-4}$ to $10^{-6}$ |

MPC Parameters

| MPC Parameters             | Value     |
|----------------------------|-----------|
| MPC Horizon (h)            | 5         |
| Dynamics Sample Time (Δt)  | 1s        |
| Regularization Weight (λ)  | 10        |
| Initial Trust Region Size  | 0.05m     |
| $\eta^+,$ $\eta^-$         | 0.8, 0.4  |
| $\tau^+,$ $\tau^-$         | 1.05, 0.95|
| optimizer                  | IPOPT     |

Fig. 5. The relation between prediction error and rollout steps of various offline model. The models are forwarded 1 step to 20 steps with the same cable that utilized for training. The y axis is log scaled.

IV. SIMULATION AND EXPERIMENTS

A. Simulation and Experiment Setup

1) Simulation Setup: The simulation setup is shown in Fig. 7, two KUKA robots move the ends of a cable so that the cable matches the desired shape. The simulation environment is built upon the PyBullet Physics Engine. The cable model is generated by Gmsh and simulated by the built-in finite element method (FEM). Detailed cable simulation parameters are summarized in Table I.

2) Experiment Setup: The experiment setup is shown in Fig. 1. Two FANUC LR-Mate 200iD robots collaboratively manipulate the cable to different desired shapes. An Intel Realsense RGB-D camera is utilized to obtain the cable point clouds. The online model learning and MPC calculation are achieved on a Ubuntu 18.04 desktop. The optimized robot velocities are sent to the robot for execution with a communication frequency of 100Hz.

B. Data Collection and Learning

Offline Data Collection and Training: The state of the cable is approximated by a series of key points. In simulation, we uniformly select 13 points on the cable. The cable is initialized with a straight line, and we randomly move the robot end-effector to obtain a trajectory $\{X(t), R(t)\}_{t=0,1,\cdots,200}$, where the trajectory contains 200 steps of transitions. With this mechanism, we form a data-set with 10K trajectories. The network structure and parameters are summarized in Table I.

Online Data Collection and Learning: In the online phase, the proposed approach does not require to pre-collect data before execution. The online linear residual model is obtained in real-time by solving (12) with 5 previous cable states and robot movements.

C. Simulation Results

We first evaluate the performance of the offline model. The cable is randomly initialized, and two robots will randomly move two cable tips for 1 to 20 steps. We tested the GNN model with two cable baselines: 1) a two-layer MLP with the hidden layer size of 128, 2) a bi-directional LSTM model proposed in [7]. All methods are trained with the same amount of data.

Fig. 6. Benchmark comparison results. The robots will manipulate the cable from a straight line to three desired shapes. The curve shows the result in the environment that we double the cable stiffness.

Fig. 6. Benchmark comparison results. The robots will manipulate the cable from a straight line to three desired shapes. The curve shows the result in the environment that we double the cable stiffness.
The results are provided in Fig. 5. The GNN and bi-directional LSTM models outperform the MLP by a large margin (over 10 times). The result confirms our hypothesis that the structural designs of the GNN and bi-directional LSTM encode the prior knowledge on how the interaction will transmit inside the cable. Those prior knowledge can make the training result better. While the LSTM model shares many similarities with the GNN on how the interaction is propagated through the vertex, the GNN model performs better in our scenarios. The average prediction error of GNN is less than $2 \times 10^{-2}$ cm after 20 steps of predictions, which confirms our assumption that an offline GNN model is a good approximation of the ground truth cable model.

For manipulation, we change the stiffness of the cable (0.1 ×, 0.5 ×, 1 ×, 2 ×, and 3 × of the original values) to test the performance of the proposed online residual model. We compare the performance of the proposed method with three sim-to-real baselines: 1) direct transfer, 2) domain randomization, and 3) fine-tuning the network. To be more specific, direct transfer refers to applying the offline learned model directly to the testing scenarios without modification. Domain randomization denotes randomly perturbs some parameters of the cable in the training dataset. We change the spring elastic stiffness, damping stiffness, and bending stiffness in the
configuration, and the fine-tune dataset is similarly collected.

The offline GNN dynamics are the same as the online estimated via least squares. The benchmark scenarios are illustrated in Fig. 6. The robots need to collaboratively manipulate the cable from straight lines to three desired shapes. The results are averaged over 5 trails with the cable stiffness changing from 0.1 to 3 times the original value.

The results are summarized in Table II. For settling time, the methods with offline model outperform the online visual servo method. Since the online visual servo method purely relies on the local information, it is easy to get stuck in a local optimal region and spend lots of time to get out. This phenomenon is also revealed in Fig. 6. In all three scenarios, the online visual servo controller is able to reduce the shape error quickly in the beginning but fails to continue this trend in the end. However, since the visual servo control does not require offline training, the online visual servo method still has the inherent advantage on data efficiency.

For the terminal shape error, we notice that both domain randomization and fine-tuning can improve the test time performance than direct transfer. It is reasonable since the training data for both approaches covers more similar scenarios as in the test time, especially for fine-tuning, which utilizes the data collected in the test scenario to refine the network. However, it is worth noticing that the proposed online residual learning method does not require additional data, and it is robust across all the scenarios. Though fine-tuning slightly outperforms the proposed approach in the first two scenarios, it has a larger error in the third. This may indicate the performance of fine-tuning may greatly depend on the fine-tune dataset.

We also applied the proposed framework in more challenging scenarios as shown in Fig. 7, where the initial state and the target state are randomly generated in simulation. Both tasks require large deformation and accurate local adjustment. Utilizing the proposed method, we are able to complete the tasks robustly.

### D. Experiment Results

We further evaluate the performance of the proposed framework on two different cables, a blue Ethernet cable, and a black USB cable. The offline GNN dynamics are the same as the offline dynamics in the previous experiment. The online models are initialized by randomly moving around the initial configuration, and the fine-tune dataset is similarly collected with 2k transitions. The desired shapes are selected as U shape, S shape, and some higher stiffness cables. However, there is still a gap between simulation and reality. Fine-tuning performs better than domain randomization because the training data already includes the deformation of some higher stiffness cables. However, there is still a gap between simulation and reality. Fine-tuning performs better than domain randomization but is not comparable with the proposed approach. As we analyzed in the previous simulation benchmark, its performance may greatly depend on the fine-tune dataset. Since it is expensive and time-consuming to obtain the real-world data, it is challenging to obtain a dataset covering most of the scenarios. The proposed method achieves the best performance in terms of the terminal error. The results corroborate that the proposed framework is effective and robust in manipulating cables.

The global model can efficiently guide the robot to avoid potential local optimal regions for better performance. However, due to the sim-to-real gap, the predictions from the offline model may become inaccurate, and the final shape errors are inevitable. Domain randomization can slightly perform better because the training data already includes the deformation of some higher stiffness cables. However, there is still a gap between simulation and reality. Fine-tuning performs better than domain randomization but is not comparable with the proposed approach. As we analyzed in the previous simulation benchmark, its performance may greatly depend on the fine-tune dataset. Since it is expensive and time-consuming to obtain the real-world data, it is challenging to obtain a dataset covering most of the scenarios. The proposed method achieves the best performance in terms of the terminal error. The result corroborates that the proposed method is effective and robust in manipulating cables.
V. DISCUSSION AND FUTURE WORKS

We proposed a dynamics learning framework for precise cable manipulation, and we demonstrated the effectiveness of the proposed approach mainly in 2D and uncluttered environments. In this section, we discuss the applicability of our approach to more challenging scenarios and point out future research directions.

1) Multi-step cable manipulation: Real-world manipulation tasks may require multi-steps of cable shaping, where the robots need to change the grasping point during the manipulation. Finding the optimal grasping point for deformable objects is a challenging research problem, and it is widely studied in the literature [4], [24]. We plan to utilize the Transporter Network [24] to learn the grasping point from images and combine it with our approach for manipulation.

2) 3D scenarios: The main challenge to transfer the proposed framework from 2D to 3D is the prediction accuracy of the offline model. It is challenging for the offline GNN model to precisely predict the twisting behaviors, as shown in a recent paper [25]. Therefore, we plan to incorporate their modification on the offline model structure and utilize the proposed residual learning approach to manipulate the cable in 3D.

3) Cluttered environment: To the author’s knowledge, few model-based approaches have been proposed in the literature due to the complexity of this problem. Mitran et al. [26] proposed to train a classifier to determine where the offline learned model is in effect and utilize a learned policy to recover the robot when the model is not reliable. However, this approach cannot deal with the scenario that the cable requires to contact with the environment. We hypothesize that our proposed online residual learning method can be a potential way to tackle this scenario. The residual model can serve as a contact model, and we leave it as a future research direction.
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