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Abstract. We reprove Kuznetsov’s “fundamental theorem of homological projective duality” using LG models and variation of GIT stability. This extends the validity of the theorem from smooth varieties to nice subcategories of smooth quotient stacks, and moreover shows that the line bundles polarising the varieties in HP duality do not have to be globally generated.

The proof combines ideas from Kuznetsov’s original proof with ideas from work of Ballard–Deliu–Favero–İsik–Katzarkov.

1. Introduction

In 2005, Kuznetsov formulated the concept of “Homological projective duality” [Kuz07]. The starting data for the theory is a pair of varieties $X$ and $Y$ which map to dual projective spaces $\mathbb{P}V$ and $\mathbb{P}V^\vee$, and which are equipped with special semi-orthogonal decompositions of their derived categories called “Lefschetz decompositions”. With this data one can define the notion of $X$ and $Y$ being HP dual, which is a relation between their derived categories.

Choosing a linear subspace $L \subseteq V$ gives the base changed varieties $Y_L = Y|_{\mathbb{P}L}$ and $X_L^\perp = X|_{\mathbb{P}L^\perp}$. The “fundamental theorem of HP duality” states that if $X$ and $Y$ are HP dual and the base changed varieties have the expected dimension, then there exist explicit semiorthogonal decompositions of $D^b(Y_L)$ and $D^b(X_L^\perp)$, such that the two decompositions have a piece $C_L$ in common.

This result underlies many examples of interesting semi-orthogonal decompositions in geometry – we refer to [Kuz07, Kuz14, Ren15, Tho15] for further explanations of and examples in the theory of HP duality.

In this paper, we give a new proof of the fundamental theorem of HP duality, applying the technology of variation of GIT stability for LG models. The proof is inspired by the work of Ballard–Deliu–Favero–İsik–Katzarkov [BDF+13]. In Section 1.3 we explain the relation between that paper and this one further.

1.1. Results. We’ll prove the theorems of HP duality for an admissible subcategory $\mathcal{D} \subseteq D^b(X)$, where $X$ is a smooth quotient stack. To be precise, we assume $X = [A/G]$, where $A$ is a smooth, quasi-projective variety and $G$ is a reductive group. The case treated in [Kuz07] is the one where $\mathcal{D} = D^b(X)$ and $X$ is a smooth, projective variety. The extra generality is needed in applications to the HP duality results of [Ren15, RS16], where we work with non-commutative resolutions of singular varieties. Apart from this generalisation and some weakening of hypotheses, discussed in Section 1.3, our result is [Kuz07, Thm. 1.1].

We assume that $X$ is ext finite, i.e. that for coherent sheaves $\mathcal{E}, \mathcal{F}$ on $X$, the space $\oplus_{i \in \mathbb{Z}} \text{Ext}^i(\mathcal{E}, \mathcal{F})$ is finite-dimensional. Choose a line bundle $\mathcal{L}$ on $X$. Let $\mathcal{D} \subseteq D^b(X)$ be a subcategory equipped with a Lefschetz decomposition, i.e. a sequence of admissible subcategories $\mathcal{A}_0 \supseteq \mathcal{A}_1 \supseteq \cdots \supseteq \mathcal{A}_n$ giving a semiorthogonal decomposition

$$\mathcal{D} = (\mathcal{A}_0, \mathcal{A}_1(\mathcal{L}), \ldots, \mathcal{A}_n(n\mathcal{L})).$$
We assume that $D$ is closed under tensoring with $\mathcal{L}^{\pm 1}$, and that the $A_i$ are saturated – these conditions hold in particular when $D = D^b(X)$ with $X$ a smooth, projective variety.

Let $V = H^0(X, \mathcal{L})^\vee$, choose a linear subspace $L \subset V^\vee$, and let $X_{L^\perp}$ be the base locus of the linear system $\mathbb{P}L \subset |\mathcal{L}|$. We’ll define a category $D_{L^\perp}$ which functions as a “categorical base change” of $D$ to $X_{L^\perp}$. The actual definition is phrased in terms of matrix factorisation categories, but for an informal picture of relation of Thm. 1.1, with $D$ category there is a $\mathcal{P}$ category

then consider the quotient stack $Z$, thought of as a subcategory of $D^b(X_{L^\perp})$, where $X_{L^\perp}$ is considered as a derived stack.

We’ll also define a category $D^\vee$, which we call the HP dual category of $D$. The category $D^\vee$ naturally lives over $\mathbb{P}V^\vee$, and we write $D^\vee_Y$ for its base change to $\mathbb{P}L$. These categories $D_{L^\perp}, D^\vee$ and $D^\vee_Y$ are all defined as subcategories of certain matrix factorisation categories; we postpone their precise definition to Section \[3\]

Let $\mathcal{M} = \mathcal{O}_{V^\vee}(1)$, let $l = \dim L$, and let $m = \min \{i \geq 0 \mid A_i \neq A_0 \}$. The next result is the fundamental theorem of HP duality. Let $l = \dim L$.

**Theorem 1.1.** There exists admissible subcategories $\mathcal{B}_m \subseteq \cdots \subseteq \mathcal{B}_{l-1} \subseteq D^\vee_Y$ and a triangulated category $\mathcal{C}_L$ with fully faithful inclusions $\mathcal{C}_L \to D_{L^\perp}$ and $\mathcal{C}_L \to D^\vee_Y$, such that there are semiorthogonal decompositions

$$D_{L^\perp} = \langle C_L, A_l(l\mathcal{L}), \ldots, A_n(n\mathcal{L}) \rangle$$

and

$$D^\vee_Y = \langle B_{v-1}(-(v-1)\mathcal{M}), \ldots, B_m(-m\mathcal{M}), C_L \rangle$$

The $B_i$ are determined by the $A_i$ via an equivalence $B_i \cong A_i \cap A_{i+1}$. Note that in contrast to [Kuz07] Thm. 1.1 we don’t require $X_{L^\perp}$ to have the expected dimension. This is essentially because we’ve defined our categories $D_{L^\perp}$ and $D^\vee_Y$ in such a way that base change is always well behaved.

Let $v = \dim V$. Note that if $C_{V^\vee} = 0$, which holds in particular if $\mathcal{L}$ is globally generated, the $B_i$ give a Lefschetz decomposition of the dual

$$D^\vee = \langle B_{v-1}(-(v-1)\mathcal{M}), \ldots, B_m(-m\mathcal{M}) \rangle$$

In the original formulation of the fundamental theorem [Kuz07] Thm. 1.1, one takes $D = D^b(X)$, and assumes that there exists a variety $Y$ over $\mathbb{P}V^\vee$ such that there is a $\mathbb{P}V^\vee$-linear equivalence $D^b(Y) \cong D^\vee$. The theorem then states the relation of Thm. 1.1 with $D_{L^\perp}$ and $D^\vee_Y$ replaced by $D^b(X_{L^\perp})$ and $D^b(Y_L)$, under the additional assumption that $X_{L^\perp}$ and $Y_L$ have the expected dimensions. It follows from Prop. 2.6 that $D^b(X_{L^\perp}) \cong D_{L^\perp}$ if $X_L$ has the expected dimension. Hence in order to recover the geometric formulation of the fundamental theorem, we need to see that $D^\vee_Y \cong D^b(Y_L)$ when $Y_L$ has expected dimension. We give an argument for this based on results from [Kuz11] in Section 3.

1.2. Outline of the argument. Let us in this outline restrict to the special case where $D = D^b(X)$, since the general argument differs only by taking appropriate subcategories of all categories involved.

Let $Z_+$ be the total space of the bundle $L \otimes \mathcal{L}^\vee$ over $X$. There is a natural potential $W : Z_+ \to \mathbb{C}$, and by Knörrer periodicity (Prop. 2.18), the matrix factorisation category $D^b(Z_+, W) \cong D^b(X_{L^\perp})$ if $X_{L^\perp}$ has the expected dimension. Motivated by this fact, for general $L$ we define $D_{L^\perp}$ to be $D^b(Z_+, W)$

Next we note that $Z_+$ is a GIT quotient for a $\mathbb{C}^*$-quotient problem. Namely, let $\tilde{X}$ be the total space of $\mathcal{L}^\vee$, and let $Z = \tilde{X} \times L$. Let $\mathbb{C}^*$ act on $\tilde{X} \times L$ by scaling the fibres of $\tilde{X} \to X$ with weight $1$, and by scaling $L$ with weight $-1$. We may then consider the quotient stack $\mathcal{Z} = [Z/\mathbb{C}^*]$, and can view $Z_+ \subset \mathcal{Z}$ as the open
substack of semistable points for one choice of GIT stability. Taking another choice of stability gives another open substack 
\( Z = [X \times (L \setminus 0)/C^*] \subseteq \mathbb{Z} \).

The stack \( Z \) maps to \( \mathbb{P}L \), and the fibre at \( [f] \) is isomorphic to the LG model \((X, f)\), where \( f \in H^0(X, L) \) naturally defines a function on \( X \). Applying Knörrer periodicity, this shows that \( D^b(Z, W) \) is equivalent to \( D^b(\mathcal{H}) \), where \( \mathcal{H} \hookrightarrow X \times \mathbb{P}L \) is the incidence stack of pairs \((x, [f])\) with \( f(x) = 0 \). Kuznetsov’s definition of the HP dual identifies the base change of the HP dual to \( \mathbb{P}L \) with a subcategory of \( \mathcal{H} \). It can be described as the subcategory of those objects \( \mathcal{E} \) such that \( (i, \mathcal{E})|_{X \times [f]} \in A_0 \) for all \([f] \in \mathbb{P}L\). Motivated by this, we define \( D_L^\vee \) as the corresponding subcategory of \( D^b(Z, W) \).

The goal is now to use the GIT presentation to relate \( D_L^\perp \) and \( D_L^\vee \). Applying the ideas of \([BFK12, HL15, Seg11]\), we find fully faithful inclusions \( D^b(Z, W) \hookrightarrow D^b(Z, W) \). We then let \( \mathcal{C}_L \) be the intersection of the images of \( D_L^\perp \) and \( D_L^\vee \) inside \( D^b(Z, W) \); which gives the inclusions of \( \mathcal{C}_L \) from Theorem 1.1. The main technical difficulty in this argument is that the inclusion \( D^b(Z, W) \hookrightarrow D^b(Z, W) \) coming from the general results of \([BFK12, HL15, Seg11]\) doesn’t give the right intersection of the image categories, and so must be modified. The correct inclusion is obtained in Section 3.3.

Obtaining the rest of Theorem 1.1 i.e. describing the semi-orthogonal complements to \( \mathcal{C}_L \), is a matter of analysing the subcategories of \( D^b(Z, W) \) in more detail.

1.3. Relation to existing work. This approach to HP duality is essentially a combination of techniques from Kuznetsov’s original paper \([Kuz07]\) and Ballard–Deliu–Favero–Isk–Katzarkov’s paper \([BDF13]\). Ballard et al. show, using VGIT for LG models, that given a nice GIT quotient \( X = [A^m/G] \), one can construct a Lefschetz decomposition of \( D^b(X) \) and describe its HP dual category as a certain matrix factorisation category. Their technique gives an independent proof of the fundamental theorem of HP duality for such \( X \) with the constructed Lefschetz decomposition, i.e. they don’t rely on the results of \([Kuz07]\). In contrast, we say nothing about constructing Lefschetz decompositions, but instead consider an arbitrary Lefschetz decomposition to be part of the starting data.

In \([Kuz07]\), Kuznetsov presents the definitions and framework of HP duality and proves our Thm. 1.1 in the case where \( D = D^b(X) \) with \( X \) a smooth, projective variety and assuming there exists a variety \( Y \) over \( \mathbb{P}V^\vee \) such that \( D^b(Y) \cong D^\vee \). A more general “categorical” version of HP duality was worked out in Kuznetsov’s habilitation thesis, where the assumption that such a \( Y \) exists was dropped.

We follow \([Kuz07]\) in definitions and parts of the proof, and several constructions are translated from that paper into the language of factorisation categories. However, our proof does make it convenient to diverge in two points of notation, so let’s list these. Firstly, our categories \( \mathcal{B}_i \) are not the same as the ones used by Kuznetsov, because in the terminology of Section 3.3 our \( \mathcal{B}_i \) form a right Lefschetz decomposition of \( D^\perp \), whereas the \( \mathcal{B}_i \) produced in \([Kuz07]\) make up a left Lefschetz decomposition. Secondly, we call the category \( D^\vee \) a HP dual, whereas in \([Kuz07]\), that term is reserved for a variety \( Y \) (which in general then neither exists nor is unique) such that \( D^b(Y) \cong D^\vee \).

Our proof allows us to drop some hypotheses in Thm. 1.1 as compared to \([Kuz07]\). Firstly we drop the assumption that \( \mathcal{L} \) is globally generated, so that the starting data for HP duality is not a map \( X \rightarrow P(H^0(X, \mathcal{L})^\vee) \), but rather a pair of \((X, \mathcal{L})\), where \( \mathcal{L} \) is an effective line bundle. In the original set-up for HP duality, Kuznetsov shows that \((D^\vee)^\vee \cong D \), so that HPD is indeed a duality \([Kuz07, \text{Thm. 7.3}]\). We

\[1\] Another approach to handling \( \mathcal{L} \) which are not globally generated is to pass to a blow-up of \( X \), see \([CT15]\).
don’t show this result here, but remark that it requires stronger hypotheses than we’re taking; in particular \(n \leq \dim V\) and \(C_V = 0\) (which follows from \(\mathcal{L}\) globally generated) seems necessary.

We also drop the assumption that the base changed varieties have the expected dimension by interpreting all base changes in a suitable derived sense in general. Admittedly, from the point of view of geometry these non-proper derived intersections seem hard to understand. Finally, instead of smooth projective varieties \(X\) and \(Y\), we work with saturated subcategories of smooth, quasi-projective quotient stacks.

This last generalisation is needed in this paper’s main application, which is to the constructions of [Ren15, RS16]. In these papers, Ed Segal and I produce candidate HP duals for \(\text{Sym}^n \mathbb{P}^n\) and the generalised Pfaffian varieties \(\text{Pf}(k, 2n + 1)\). These candidate HP duals are obtained via similar VGIT for LG model techniques, which lets us prove roughly half of Thm. [11] directly. Upgrading this to the full statement of Thm. [11] is tricky. The result of this paper resolves this issue and lets us prove that the candidate HP duals are in fact HP duals.

1.4. Acknowledgements. I thank D. Beraldo, A. Kuznetsov, E. Segal and R. Thomas for helpful discussions related to this paper.

1.5. Conventions. Since semi-orthogonality conditions are insensitive to cohomological degree, we generally omit cohomological shifts in formulas. All functors are derived. The space \(\text{Hom}(\mathcal{E}, \mathcal{F})\) is cohomologically graded and contains all shifted maps, i.e. if \(\mathcal{E}\) and \(\mathcal{F}\) are sheaves, then \(\text{Hom}(\mathcal{E}, \mathcal{F}) = \bigoplus \text{Ext}^i(\mathcal{E}, \mathcal{F})\).

We work over \(\mathbb{C}\).

2. Technical background

2.1. Saturated and admissible categories. Let us recall some definitions and results about semi-orthogonal decompositions, all taken from [Kuz07, Sec. 2]. A semi-orthogonal decomposition of a triangulated category \(C\) is a sequence \(C_1, \ldots, C_n\) of full, triangulated subcategories of \(C\) such that \(C_i \subseteq C_j^\perp\) if \(j > i\), and such that

\[
C = \langle C_1, \ldots, C_n \rangle,
\]

i.e. the categories \(C_i\) generate \(C\).

A full, triangulated subcategory \(C \subseteq D\) is called left (resp. right) admissible if the inclusion functor admits a left (resp. right) adjoint, and is called admissible if it is both left and right admissible.

Lemma 2.1. If \(D \subseteq C\) is left admissible, then \(C = \langle D, C \perp D \rangle\) is a semi-orthogonal decomposition. If \(D \subseteq C\) is right admissible, then \(C = \langle D^\perp, D \rangle\) is a semi-orthogonal decomposition.

A triangulated category \(C\) is saturated if every exact functor \(C \to D^b(C)\) and \(C^{\text{op}} \to D^b(C)\) is representable. By a result of Bondal and Van den Bergh, the category \(D^b(X)\) is saturated for a smooth, projective variety \(X\) [BVdB03].

Lemma 2.2. If \(F: C \to D\) is a fully faithful inclusion of triangulated categories, \(C\) is saturated and \(D\) is ext finite, then \(F\) admits both adjoints, i.e. \(C\) is an admissible subcategory.

Lemma 2.3. If \(C \subseteq D\) is a left or right admissible subcategory and \(D\) is saturated, then \(D\) is saturated.

Lemma 2.4. If \(C_1, \ldots, C_n \subseteq C\) is a sequence of admissible subcategories such that \(C_i \subseteq C_j^\perp\) if \(j > i\), then

\[
C = \langle \langle C_1, \ldots, C_n \rangle^\perp, C_1, \ldots, C_n \rangle
\]
and
\[ \mathcal{C} = \langle C_1, \ldots, C_n, \perp \rangle. \]
are semi-orthogonal decompositions.

2.2. Matrix factorisation categories. We give a brief introduction to these categories to fix notation, and refer to \[ \text{ADS15 BFK12 Rem15 Shu12} \] for further background. A Landau–Ginzburg (LG) model is for us the following data:

- A quotient stack \( X \) of the form \([A/G \times \mathbb{C}^*_R]\), where \( G \) is a reductive algebraic group and \( A \) is a smooth, quasi-projective variety.
- A function \( W : [A/G] \to \mathbb{C} \), which is of degree 2 with respect to the \( \mathbb{C}^*_R \)-action.

We require that \(-1 \in \mathbb{C}^*_R \) acts trivially on \([A/G]\), i.e. that there exists a \( g \in G \) such that \((g, -1) \in G \times \mathbb{C}^*_R \) acts as the identity on \( A \).

From this data, work of Positselski and Orlov shows that we can define a category of matrix factorisations \( D^b(X, W) \) \[ \text{EP15 Or12 Pos11} \]. Let \( O_X[1] \) denote the line bundle corresponding to the fundamental character of \( \mathbb{C}^*_R \), and let \( E[i] = E \otimes O_X[1][2i] \) for any sheaf \( E \) on \( X \) – the operation \( E \mapsto E[1] \) will be the shift functor in the category \( D^b(X, W) \). The objects of the category \( D^b(X, W) \) are pairs \((E, d)\), where \( E \) is a coherent sheaf on \( X \) and \( d : E \to E[1] \) is a homomorphism such that \( d^2 = \text{id}_E \otimes W \). Given two objects \((E, d)\) and \((E', d')\), the space \( \text{Hom}(E, E') = \oplus_{i \in \mathbb{Z}} \text{Hom}(E, E'[i]) \) then obtains a differential, and so the category of such pairs \((E, d)\) becomes a dg category. Taking the Verdier quotient of its homotopy category with respect to a subcategory of “acyclic factorisations”, we obtain the category \( D^b(X, W) \).

One computationally simple way to describe the hom spaces in this category is to note that if \((E, d)\) and \((E', d')\) are objects, then \( \text{Hom}(E, E') \) is a complex of sheaves on \( X \), and if \( E \) is locally free, then \( \text{Hom}(E, E') \cong R\Gamma(X, \text{Hom}(E, E')) \).

It turns out that the category \( D^b(X, W) \) is a natural generalisation of the usual derived categories: If we let the \( \mathbb{C}^*_R \)-action be trivial and set \( W = 0 \), we get
\[ D^b(X, 0) \cong D^b([A/G]), \]
see \[ BDF13 \] Prop. 2.1.6.

We have the usual derived functors between factorisation categories, e.g. if \( f : (X, W) \to (X', W') \) is a morphism of LG models (meaning a map commuting with the \( \mathbb{C}^*_R \)-actions and the potential), then one has a pullback map \( f^* \) between the derived categories, and a push-forward map \( f_* \) if \( f \) is a closed immersion.

Remark 2.5. Given the starting data of \( A \) acted on by \( G \times \mathbb{C}^*_R \) and a potential \( W \), we are free to modify the \( \mathbb{C}^*_R \)-action in the following way. Take a homomorphism \( \phi : \mathbb{C}^*_R \to G \), let \( \sigma_R : \mathbb{C}^*_R \to \text{Aut}(A) \) and \( \sigma_G : G \to \text{Aut}(A) \) be the original actions, and define new actions by
\[ (\sigma'_G, \sigma'_R) = (\sigma_G, \sigma_R \cdot \sigma_G \circ \phi). \]

This does not change the category of matrix factorisations. In particular, every time a category with potential \( W = 0 \) appears in the proof, we can apply this operation and assume it has the trivial \( \mathbb{C}^*_R \)-action. For this reason, and to align with \[ 2.1 \], we'll from this point on drop the \( \mathbb{C}^*_R \)-action from the notation and call \((X, W) = ([A/G], W) \) an LG model.

2.2.1. Knörrer periodicity. For a general potential \( W \), the matrix factorisations categories are hard to analyse geometrically. There is, however, one case in which they are well understood, via the result known as (global) Knörrer periodicity.

Let \( X \) be a smooth, quasi-projective quotient stack, and let \( E \to X \) be a vector bundle. Choose a section \( s : X \to E \), and let \( Y \subset X \) be the vanishing locus of \( s \).
The section \( s \) induces a function \( W = s^\vee : E^\vee \to C \). If we let \( C_R \) act on \( E^\vee \) by scaling the fibres with weight 2, we get an LG model \((E^\vee, W)\). Let \( \pi : E^\vee \to X \) be the projection, let \( i : \pi^{-1}(Y) \to E^\vee \) be the inclusion, and write \( \pi \) also for the restricted projection \( \pi^{-1}(Y) \to Y \).

**Proposition 2.6.** [Hir16, Lsi13, Shi12] If \( Y \) has the expected codimension (i.e. rank \( E \)) in \( X \), then we have an equivalence

\[
\pi_* \circ i^* : D^b(E^\vee, W) \to D^b(Y).
\]

So any scheme defined by the vanishing of a regular section of a vector bundle is derived equivalent to a factorisation category in a natural way. If the dimension of \( Y \) is higher than expected, then the category \( D^b(E^\vee, W) \) is likely equivalent to the derived category of coherent sheaves on the derived zero locus of \( s \); see e.g. [AG15, 8.2.2] for a definition of this category. At any rate, the results in this paper indicate that \( D^b(E^\vee, W) \) is the correct replacement of \( D^b(Y) \) for the purposes of HP duality.

### 2.3. VGIT and matrix factorisation categories.

Our arguments rely on results about variation of GIT stability for matrix factorisation categories, going back to Segal for a \( \mathbb{C}^* \)-quotient (which is the case we need) [Seg11], and worked out by Halpern-Leistner and Ballard–Favero–Katzarkov for a general GIT quotient [HL15, BFK12].

We'll only need a very special case of the general theory, concerning a special kind of \( \mathbb{C}^* \)-action. Let \((X, W) = [A/G]\) be a smooth quotient stack, let \( E \to X \) be a vector bundle, and let \( \mathbb{C}^* \) act linearly on \( E \), fixing \( X \). Let \( Z \) be the total space of \( E \), and choose a \( C^*_R \)-action and a \( \mathbb{C}^* \)-invariant potential \( W \) on \( Z \).

Choosing the positive or negative character of \( \mathbb{C}^* \) gives two GIT stability conditions for the quotient problem of \( \mathbb{C}^* \) acting on \( Z \). The unstable loci are subbundles \( Y_+ \subseteq Z \), where \( Y_+ \) (resp. \( Y_- \)) is the sub-bundle on which \( \mathbb{C}^* \) acts with non-positive (resp. non-negative) weights. The stable loci are the complements \( Z = Z \setminus Y_\pm \).

Let \( N_\pm \) be the normal bundle of \( Y_\pm \) in \( Z \). The line bundle \( \Lambda^{\dim N_\pm} N_\pm|X \) carries a \( \mathbb{C}^* \)-action, and since \( X \) is \( \mathbb{C}^* \)-fixed, the weight of the \( \mathbb{C}^* \)-action on this line bundle is well defined. Let \( n_\pm \) denote \( \pm 1 \) times this weight.

Now, again since \( X \) is \( \mathbb{C}^* \)-fixed, any object \( E \in D^b([X/\mathbb{C}^*], W) \) splits into eigen-sheaves for the \( \mathbb{C}^* \)-action, and this gives an orthogonal decomposition

\[
D^b([X/\mathbb{C}^*]) = \oplus_{i \in \mathbb{Z}} D^b(X)(i),
\]

where \( (i) \) denotes twisting by \( i \) times the identity character of \( \mathbb{C}^* \). Define \( W_{[0,n]} \subseteq D^b([Z/\mathbb{C}^*], W) \) to be the full subcategory consisting of those objects \( E \) such that the restriction of \( E \) to \( D^b([X/\mathbb{C}^*]) \) lies in

\[
\bigoplus_{0 \leq i \leq n} D^b(X)(i).
\]

The main result of [BFK12, HL15] then specialises to the following claim.

**Proposition 2.7.** The restriction functor \( D^b([Z/\mathbb{C}^*], W) \to D^b([Z_\pm/\mathbb{C}^*], W) \) induces an equivalence \( W_{[0,n_\pm]_\Gamma} \to D^b([Z_\pm/\mathbb{C}^*], W) \).

### 3. Proofs

Let \( X \) be a stack of the form \([A/G]\), where \( A \) is a smooth, quasiprojective variety and \( G \) is a reductive algebraic group acting on \( A \). We assume that \( X \) is finite, i.e. that for any two coherent sheaves \( \mathcal{E}, \mathcal{F} \) on \( X \) the space \( \bigoplus_{i \in \mathbb{Z}} \text{Ext}^i(\mathcal{E}, \mathcal{F}) \) is finite-dimensional. Let \( \mathcal{L} \) be a line bundle on \( X \), and let \( V = H^0(X, \mathcal{L})^\vee \).
Let $\mathcal{D} \subseteq D^b(X)$ be a full, triangulated subcategory. We assume that $\mathcal{D}$ is closed under the operation $E \mapsto E \otimes \mathcal{L}^{\pm 1}$, and that we are given a Lefschetz decomposition

$$\mathcal{D} = \langle A_0, A_1(\mathcal{L}), \ldots, A_n(n\mathcal{L}) \rangle,$$

with $A_0 \supseteq A_1 \supseteq \cdots \supseteq A_n$. We furthermore assume that all the $A_i$ are saturated categories.

### 3.1. The GIT quotients.

Fix a linear subspace $L \subseteq V^\vee$ of dimension $l$. Let $\tilde{X}$ be the total space of $\mathcal{L}^\vee$, and let $Z = \tilde{X} \times L$. Equip $Z$ with the $\mathbb{C}^*$-action that scales the fibres of $\tilde{X}$ with weight 1 and scales $L$ with weight $-1$, and let $Z = [\tilde{X} \times L/\mathbb{C}^*]$. To be precise about our conventions, this means that the line bundle $\mathcal{O}_Z(1)$ has no sections when restricted to $L$, while $\mathcal{O}_Z(-1)$ has no sections when restricted to $\tilde{X}$.

We take the $\mathbb{C}^*_l$-action on $Z$ which scales the fibres of $\tilde{X} \to X$ with weight 2 and fixes $L$, and the potential

$$W: Z = \tilde{X} \times \mathbb{C}^l. L \mapsto \tilde{X} \times \mathbb{C}. H^0(X, \mathcal{L}) \to \mathbb{C},$$

where the last map is the obvious pairing. This makes $(Z, W)$ into an LG model.

There are two natural GIT stability conditions for the action of $\mathbb{C}^*$ on $Z$. For the first, “positive” stability, the unstable locus is $Y_+ = X \times \mathbb{C}^l \subset Z$. For the second, “negative” stability, the unstable locus is $Y_- = \tilde{X} \times \{0\} \subset Z$. We denote the semistable loci by $Z_{\pm} = Z \setminus Y_{\pm}$.

For future reference, we let $i_+: Y_+ \to Z$, $i_0: X \to Z$ and $j_+: Z_+ \to Z$ denote the inclusions, and we let $\pi_{\pm}: Y_\pm \to X$ denote the projections. For $X, \tilde{X}, Y_\pm, Z_\pm$, we use the calligraphic versions of the same letters to denote the stacks obtained by quotienting out by the $\mathbb{C}^*$-action, e.g. $\mathcal{X} = [X/\mathbb{C}^*]$.

The $\mathbb{C}^*$-action on $X$ is trivial, so we have a decomposition

$$D^b(X) \cong \bigoplus_{i \in \mathbb{Z}} D^b(X)(i).$$

Given any subcategory $\mathcal{C} \subseteq D^b(X)$, we’ll write $\mathcal{C}(i)$ for the corresponding subcategory of $D^b(X)(i) \subseteq D^b(X)$.

The stack $Z$ has two natural line bundles on it: The line bundle $\mathcal{L}$ pulled back from $\mathcal{X}$, and the line bundle $\mathcal{O}(1)$, corresponding to the identity character of $\mathbb{C}^*$. If $\mathcal{E}$ is a sheaf on $Z$, we write $\mathcal{E}(i\mathcal{L}, j)$ for $\mathcal{E} \otimes \mathcal{L}^{i+1} \otimes \mathcal{O}(1)^{j+1}$.

### 3.2. Defining the categories $\mathcal{D}_{L+}$ and $\mathcal{D}_{L-}$.

Let $X_{L^+} \subseteq X$ be the base locus of the linear system $\mathbb{P}L^+ \subseteq \mathbb{P}V^\vee = |\mathcal{L}|$, i.e. the substack cut out by the map

$$L \otimes \mathcal{L}^\vee \mapsto H^0(X, \mathcal{L}) \otimes \mathcal{L}^\vee \to \mathcal{O}_X.$$ 

We let $\mathcal{D}_{L+} \subseteq D^b(Z_+, W)$ be the subcategory of objects $\mathcal{E}$ such that $i_+^* \mathcal{E} \in \mathcal{D}$. The category $\mathcal{D}_{L+}$ should be thought of as the (derived) restriction of $\mathcal{D}$ to $X_{L^+}$.

Note that $Z_+$ is naturally isomorphic to the total space of the vector bundle $\mathcal{L}^\vee \otimes L$ on $X$, so that if $X_{L^+}$ has the expected dimension, we have the Knörrer equivalence of Prop. 2.3.

$$\pi_+ \circ i^*: D^b(X_{L^+}) \xrightarrow{\cong} D^b(Z_+, W).$$

The definition of $\mathcal{D}_{L+}$ is motivated by the following easy proposition.

**Proposition 3.1.** If $X_{L^+}$ has the expected dimension, then under the equivalence (3.1), the category $\mathcal{D}_{L+}$ becomes the category of those $\mathcal{E} \in D^b(X_{L^+})$ such that the push-forward of $\mathcal{E}$ along $D^b(X_{L^+}) \to D^b(X)$ lies in $\mathcal{D}$. 

The category $D_L^\prime$ is a full subcategory of $D^b(Z_-, W)$, defined as follows. The stack $Z_-$ has a natural map to $\mathbb{P} L$, and the fibre at the point $[f] \in \mathbb{P} L \subseteq \mathbb{P}(H^0(X, \mathcal{L}))$ is isomorphic to $(\tilde{X}, f)$. For any $[f]$, we have an inclusion

$$X = X \times [f] \hookrightarrow \tilde{X} \times _C (L \setminus 0) \hookrightarrow Z_-.$$

We let $D_L^\prime$ be the subcategory of $D^b(Z_-, W)$ consisting of those objects $\mathcal{E}$ such that for each $[f] \in \mathbb{P} L$ we have

$$\mathcal{E}|_{X \times [f]} \in \mathcal{A}_0.$$

### 3.3. The windows

Given any full, triangulated subcategory $\mathcal{S} \subseteq D^b(X)$, we define the “window subcategory” $\mathcal{W}(\mathcal{S}) \subseteq D^b(Z, W)$ as the subcategory of objects $\mathcal{E}$ such that $i_0^* \mathcal{E} \in \mathcal{S}$.

We define two subcategories $S_\pm \subseteq D^b(X)$ by $S_+ = (A_i(i))_{0 \leq i \leq n}$, and $S_- = (A_0(i))_{0 \leq i \leq -1}$. The relation between $D_{L^\pm}$ and $D_L^\prime$ is obtained from the following proposition, which is proved by combining Lemmas 3.5 and 3.14 with Cor. 3.19.

**Proposition 3.2.** The restriction functors induce equivalences

$$j_+^*: \mathcal{W}(S_+) \to D_{L^\pm}$$

and

$$j_-^*: \mathcal{W}(S_-) \to D_L^\prime.$$

We further let $S_0 = S_+ \cap S_- = (A_0(i))_{0 \leq i \leq \min(t-1, n)}$ and define $C_L = \mathcal{W}(S_0)$.

Given Prop. 3.2, it follows that $C_L$ embeds into both $D_{L^\pm}$ and $D_L^\prime$.

Let’s record for future use the following specialisation of Prop. 3.2.

**Proposition 3.3.** The restriction functors induce equivalences

$$j_+^*: \mathcal{W}(D^b(X)(0)) \to D^b(Z_+, W)$$

and

$$j_-^*: \mathcal{W}(D^b(X)(0), \ldots, D^b(X)(l-1)) \to D^b(Z_-, W).$$

**Remark.** It is a key point in our proof that the subcategory $S_+ \subseteq D^b(X)$ used to define $\mathcal{W}(S_+)$ is not the same as the one produced by the general theory of BFK12, HL15. Following the lines of the general theory we could consider

$$S_{\text{std}} = D(0) = (A_0(0), A_1(0, \mathcal{L}), \ldots, A_n(0, n\mathcal{L})) \subseteq D^b(X).$$

It’s a simple corollary of the general theory (as summarised in Prop. 3.3) that $\mathcal{W}(S_{\text{std}}) \cong D_{L^\pm}$, but there is no obvious way to compare $\mathcal{W}(S_+)$ with $\mathcal{W}(S_-)$.

Instead our $S_+ = (A_0, A_1(1), \ldots, A_n(n))$ is obtained by twisting the pieces of the decomposition (3.2), so that $\mathcal{W}(S_+)$ realises $D_{L^\pm}$ as a subcategory of $D^b(Z, W)$ in a non-standard way. This means that there is extra work to be done in proving $\mathcal{W}(S_+) \cong D_{L^\pm}$, but the proof for this is $\mathcal{W}(S_+) \cap \mathcal{W}(S_-)$ is (usually) non-empty, giving the relation claimed in Thm. 3.4 between $D_{L^\pm}$ and $D_L^\prime$.

#### 3.3.1. Fully faithfulness of $\mathcal{W}(S_+) \to D_{L^\pm}$

Let us now give a few results about when $\text{Hom}(\mathcal{E}, \mathcal{F}) \to \text{Hom}(j_+^* \mathcal{E}, j_+^* \mathcal{F})$ is an equivalence.

**Lemma 3.4.** For $\mathcal{E}, \mathcal{F} \in D^b(Z, W)$, the restriction map $\text{Hom}(\mathcal{E}, \mathcal{F}) \to \text{Hom}(j_+^* \mathcal{E}, j_+^* \mathcal{F})$ is an isomorphism if $\text{Hom}(i_i^* \mathcal{E}, i_i^* \mathcal{F})(-i \mathcal{L}, i) = 0$ for all $i > 0$.

For $\mathcal{E}, \mathcal{F} \in D^b(Z, W)$, the restriction map $\text{Hom}(\mathcal{E}, \mathcal{F}) \to \text{Hom}(j_-^* \mathcal{E}, j_-^* \mathcal{F})$ is an isomorphism if $\text{Hom}(i_i^* \mathcal{E}, i_i^* \mathcal{F})(i) = 0$ for all $i < -l$.

**Proof.** Let $N_{\pm}$ be the normal bundle to $\mathcal{Y}_{\pm}$ in $Z$. The local cohomology argument of the proof of Ren15 Lemma 5.14 (which appears in many places, e.g. BFK12, HL15, Seg11, Tel100) shows that the restriction map $\text{Hom}_{Z}(\mathcal{E}, \mathcal{F}) \to \text{Hom}_{Z_{\pm}}(\mathcal{E}_{\pm}, \mathcal{F}_{\pm})$ is fully faithful if $\text{Hom}(\mathcal{E}|_{\mathcal{Y}_{\pm}}, \mathcal{F}|_{\mathcal{Y}_{\pm}}) \otimes \Lambda^{|\mathcal{Y}_{\pm}|} N_{\pm} \otimes \text{Sym}^{|\mathcal{Y}_{\pm}|} N_{\pm} = 0$ for $i \geq 0$. The claims now follow from $N_{\pm} = \mathcal{L}^0(1)$ and $N_0 \cong \mathcal{O}(-1)^{|\mathcal{Y}_{\pm}|}$. \qed
The following lemma is standard.

**Lemma 3.5.** The functors $\pi_i^*: D^b(X)(i) \to D^b(Y_i)$ are fully faithful for all $i \in \mathbb{Z}$, and there are infinite semi-orthogonal decompositions

$$D^b(Y_+) = (\ldots, \pi_{-1}^* D^b(X)(i-1), \pi_0^* D^b(X)(i), \pi_1^* D^b(X)(i+1), \ldots)$$

and

$$D^b(Y_-) = (\ldots, \pi_{-1}^* D^b(X)(i+1), \pi_0^* D^b(X)(i), \pi_1^* D^b(X)(i-1), \ldots).$$

**Proof.** For all $i > 0$, the restriction map

$$\hom(\pi_i^* E, \pi_i^* F)$$

is an isomorphism if

$$\hom(i_0^* E, i_0^* F (-i \mathcal{L}, i + j)) = 0$$

for all $i > 0, j > 0$.

For $\mathcal{E}, \mathcal{F} \in D^b(Z, W)$, the restriction map

$$\hom(\mathcal{E}, \mathcal{F}) \to \hom(j_i^* \mathcal{E}, j_i^* \mathcal{F})$$

is an isomorphism if $\hom(i_0^* \mathcal{E}, i_0^* \mathcal{F} (i)) = 0$ for all $i \leq -l$.

**Proof.** Combine Lemmas 3.4 and 3.6

**Lemma 3.7.** If $\mathcal{E}, \mathcal{F} \in D^b(Z, W)$, the restriction map

$$\hom(\mathcal{E}, \mathcal{F}) \to \hom(j_i^* \mathcal{E}, j_i^* \mathcal{F})$$

is an isomorphism if

$$\hom(i_0^* \mathcal{E}, i_0^* \mathcal{F} (-i \mathcal{L}, i + j)) = 0$$

for all $i > 0, j > 0$.

For $\mathcal{E}, \mathcal{F} \in D^b(Z, W)$, the restriction map

$$\hom(\mathcal{E}, \mathcal{F}) \to \hom(j_i^* \mathcal{E}, j_i^* \mathcal{F})$$

is an isomorphism if $\hom(i_0^* \mathcal{E}, i_0^* \mathcal{F} (i)) = 0$ for all $i \leq -l$.

**Proof.** Combine Lemmas 3.4 and 3.6

**Lemma 3.8.** If $\mathcal{E}, \mathcal{F} \in \mathcal{W}(S_+)$, then $\hom(\mathcal{E}, \mathcal{F}) \to \hom(\mathcal{E}|_{Z_+}, \mathcal{F}|_{Z_+})$ is an isomorphism.

**Proof.** By Lemma 3.7, it’s enough to check that if $\mathcal{E}, \mathcal{F} \in \mathcal{W}(S_+)$ we have

$$\hom(i_0^* \mathcal{E}, i_0^* \mathcal{F} (-i \mathcal{L}, i + j)) = 0$$

for all $i > 1$ and $j > 0$. Since $i_0^* (\mathcal{E})$ and $i_0^* (\mathcal{F})$ lie in $S_+ = \langle \mathcal{A}_i (i) \rangle_{i \in [0, n]}$, it suffices to check this under the assumption that $i_0^* \mathcal{E} \in \mathcal{A}_k (k)$ and $i_0^* \mathcal{F} \in \mathcal{A}_{k'} (k')$ for some $k, k' \in [0, n]$. The claim is then a simple consequence of the Lefschetz semi-orthogonality property for the $\mathcal{A}_i$. 

□
3.3.2. Essential surjectivity of $W(S_+) \to D_{L^+}$. A simple amplification of Prop. 3.3 shows that $j^+_+ : W(D(0)) \to D_{L^+}$ is an equivalence. So it suffices to show that every object of $W(S_+)$ is equivalent to an object of $W(D(0))$, up to taking cones over objects supported on $Y_+$. This follows from the more precise result that $W((D(i))_{i \in \mathbb{Z}}) \subseteq D^b(Z, W)$ admits a certain semiorthogonal decomposition, see Lemma 3.10.

It will be useful in calculations to use the notation $(i_+) = \eta_{i_+} \circ \mathcal{L} \mathcal{C}^{-}(1)$, which is justified by the fact that $(i_+) = \text{left adjoint to } i^+_+$. Define the functor $\Phi = (i_+)_+^*: D^b(X) \to D^b(Z, W)$.

**Lemma 3.9.** The functor $\Phi : D^b(X)(k) \to D^b(Z, W)$ is fully faithful for any $k \in \mathbb{Z}$.

**Proof.** We may WLOG assume $k = 0$, so let $\mathcal{E}, \mathcal{F} \in D^b(X)(0)$. We have $\text{Hom}(\Phi \mathcal{E}, \Phi \mathcal{F}) = \text{Hom}(\pi_+^* \mathcal{E}, i_+^*(\pi_+^* \mathcal{F}))$, and the counit $i_+^*(\pi_+^* \mathcal{F}) \to \text{id}_{(\mathcal{L} \mathcal{C})}$ induces an exact triangle

$$
\pi_+^* \mathcal{F}(-, 1) \to i_+^*(\pi_+^* \mathcal{F}) \to \pi_+^* \mathcal{F}.
$$

Now $\text{Hom}(i_+^* \pi_+^* \mathcal{E}, i_+^* \pi_+^* (\mathcal{F} \otimes \mathcal{L} \mathcal{C}^{-}(1)) \otimes \mathcal{O}(i)) = 0$ for all $i \geq 0$. It follows by Lemma 3.9 that $\text{Hom}(\pi_+^* \mathcal{E}, \pi_+^* \mathcal{F}(-, 1)) = 0$, and so $\text{Hom}(\mathcal{E}, \mathcal{F}) = \text{Hom}(\Phi \mathcal{E}, \Phi \mathcal{F})$ as required. \qed

**Lemma 3.10.** There exists a semi-orthogonal decomposition

$$W((D(k))_{k \in \mathbb{Z}}) \cong \langle \mathcal{W}((\mathcal{A}_0(k))_{k \in \mathbb{Z}}), \langle \Phi \mathcal{A}_i(i \mathcal{L}, j) \rangle_{i, j} \rangle,$$

where $i = 1, \ldots, n$ and $j \in \mathbb{Z}$. The semi-orthogonality relations are such that

- $i < i'$, or if
- $i = i'$ and $j > j'$.

**Proof.** The restriction of the functor $\Phi$ to $D^b(X)(0)$ admits a right adjoint given by $(-)^{\mathcal{C} \mathcal{C}} \circ (\pi_+^*)^*$. Hence the restriction of $\Phi$ to $\mathcal{A}_i(i \mathcal{L}, j)$ admits a right adjoint for all $i$ and $j$, and so the categories $\Phi \mathcal{A}_i(i \mathcal{L}, j)$ are right admissible.

It’s therefore enough to prove the semi-orthogonality properties and

$$(3.3) \quad W((\mathcal{A}_0(k))_{k \in \mathbb{Z}}) = \langle \Phi \mathcal{A}_i(i \mathcal{L}, j) \rangle_{(i, j) \in [1, n] \times \mathbb{Z}}.$$

Let $\mathcal{E} \in \mathcal{A}_i(i \mathcal{L}, j)$ and $\mathcal{F} \in \mathcal{A}_{i'}(i' \mathcal{L}, j')$ with $i, i' \geq 1$. If $i < i'$, we have

$$\text{Hom}(\mathcal{F}, \mathcal{E}(k)) = \text{Hom}(\mathcal{F}, \mathcal{E}(-, 1 + k)) = 0$$

for all $k \in \mathbb{Z}$ by the Lefschetz property. Arguing as in the proof of Lemma 3.9 it follows that $\text{Hom}(\Phi \mathcal{F}, \Phi \mathcal{E}) = 0$. Similarly, if $i = i'$ and $j > j'$, we easily find

$$\text{Hom}(\mathcal{F}, \mathcal{E}(k)) = \text{Hom}(\mathcal{F}, \mathcal{E}(-, 1 + k)) = 0$$

for $k \geq 0$, and so again $\text{Hom}(\Phi \mathcal{F}, \Phi \mathcal{E}) = 0$. This proves the semi-orthogonality relations between the categories $\Phi \mathcal{A}_i(i \mathcal{L}, j)$.

It remains to prove (3.3). Let first $\mathcal{E} \in W((\mathcal{A}_0(k))_{k \in \mathbb{Z}})$. If $\mathcal{F} \in \mathcal{A}_i(i \mathcal{L}, j)$ with $i \geq 1$, we use Lemma 3.9 to find $\text{Hom}(\Phi \mathcal{F}, \mathcal{E}) = \text{Hom}(\pi_+^* \mathcal{F}, i_+^* \mathcal{E}) = 0$, since $\text{Hom}(\mathcal{F}, \mathcal{E}(\mathcal{X}, k)) = 0$ for all $k \in \mathbb{Z}$.

For the converse, let $\mathcal{E} \notin W((\mathcal{A}_0(k))_{k \in \mathbb{Z}})$. There is an obvious semiorthogonal decomposition

$$D^b(X) = \bigoplus_{j \in \mathbb{Z}} D^b(X)(j) = \bigoplus_{j \in \mathbb{Z}} (\mathcal{A}_i(i \mathcal{L}, j))_{i \in [0, n]}.$$

Decomposing $\mathcal{E}|_{\mathcal{X}}$ according to this, let $(i, j)$ be the pair such that $\mathcal{E}|_{\mathcal{X}}$ has a non-trivial component $\mathcal{E}_{i,j} \in \mathcal{A}_i(i \mathcal{L}, j)$, where we require that $i$ is maximal with this
property, and that \( j \) is then minimal with this property for the chosen \( i \). We then have \( \text{Hom}(E_{i,j}, E_{|X}) \neq 0 \).

By our assumption on \( E \), we have \( i \geq 1 \). We have as before \( \text{Hom}(\Phi E_{i,j}, \mathcal{E}) = \text{Hom}(\pi_* E_{i,j}, i_* \mathcal{E}) \). Using the maximality of \( i \) and minimality of \( j \), we get \( \text{Hom}(E_{i,j}, \mathcal{E}_{|X}(k)) = 0 \) for \( k > 0 \), and since \( \text{Hom}(E_{i,j}, \mathcal{E}_{|X}) \neq 0 \), it follows by Lemma 3.10 that \( \text{Hom}(\Phi E_{i,j}, \mathcal{E}) \neq 0 \). But then \( \mathcal{E} \notin \Phi(\mathcal{A}_i(i \mathcal{L}, j))_{(i,j) \in [1,n] \times \mathbb{Z}} \).

Let \( i : \mathcal{W}((\mathcal{A}_0(i))_{i \in \mathbb{Z}}) \rightarrow \mathcal{W}((\mathcal{D}(i))_{i \in \mathbb{Z}}) \) be the inclusion, and let \( i^* \) be the left adjoint, which exists by Lemma 3.10.

**Lemma 3.11.** Let \( \mathcal{E} \in \mathcal{W}((\mathcal{A}_i(i \mathcal{L}, j))_{(i,j) \in I}) \), where \( I \subseteq [0,n] \times \mathbb{Z} \). Then \( i^* \mathcal{E} \in \mathcal{W}((\mathcal{A}_i(i + j))_{(i,j) \in I}) \).

Let \( I' = I \cap ([1,n] \times \mathbb{Z}) \), and let \( J = \bigcup_{(i,j) \in I'} \{j, j + 1, \ldots, j + i\} \). The cone over \( i^* \mathcal{E} \) lies in \( \mathcal{W}((\mathcal{D}(j))_{j \in J}) \).

**Proof.** The projected object \( i^* \mathcal{E} \) can be constructed as follows. Let \( (i, j) \in I \), let \( i \) be maximal for this property, and let \( j \) be minimal for the given \( i \). Let \( E_{i,j} \) be the projection of \( \mathcal{E}_{|X} \) to \( \mathcal{A}_i(i \mathcal{L}, j) \). Then as in the proof of Lemma 3.10 there is a map \( \Phi E_{(i,j)} \rightarrow \mathcal{E} \), with cone \( C \). Using the exact triangle

\[
E_{(i,j)} \rightarrow i^* \Phi E_{(i,j)} \rightarrow \mathcal{E}_{(i,j)} \otimes \mathcal{L}^\epsilon(1),
\]

one then checks that \( C \in \mathcal{W}((\mathcal{A}_i(i \mathcal{L}, j))_{(i,j) \in J}) \), where \( J = (I \setminus (i,j)) \cup (i - 1, j + 1) \). Replacing \( \mathcal{E} \) with \( C \) and repeating this procedure, we eventually end up with \( \mathcal{E} \in \mathcal{W}((\mathcal{A}_i(i + j))_{(i,j) \in I}) \). The claim about the cone of \( i^* \mathcal{E} \) to \( \mathcal{E} \) is easy to see.

**Lemma 3.12.** The restriction functor \( j^*_+ : \mathcal{W}(S_+) \rightarrow D^b(Z_+, W) \) has essential image \( D_{L^+} \).

**Proof.** By Prop 3.3 the functor \( j^*_+ \) induces an equivalence \( W(D^b(X)(0)) \rightarrow D^b(Z_+, W) \), and we first claim that this restricts to give \( W(D(0)) \cong D_{L^+} \). If \( \mathcal{E} \in W(D(0)(0)) \), so that \( i^* \mathcal{E} \in D^b(X)(0) \), then by Lemma 3.10 we must have \( i^* \mathcal{E} \in \pi^* D^b(X)(0) \). It follows that \( i^* \mathcal{E} \in \pi^* i^*_0 \mathcal{E} \). Using this we find that the following diagram of functors commutes:

\[
\begin{array}{ccc}
W(D^b(X)(0)) & \xrightarrow{i^*_0} & D^b(Z_+, W) \\
\downarrow i^* & & \downarrow \pi^*_X \\
D^b(X) & \xrightarrow{\pi^*_X} & D^b(X)
\end{array}
\]

Thus \( i^*_0 \mathcal{E} \in D(0) \) if and only if \( (j^*_+ \mathcal{E})_{|X} \in D \), proving our claim.

Hence any \( \mathcal{E} \in D_{L^+} \) is the restriction of some \( \mathcal{E}' \in W(D(0)) \). By Lemma 3.11 we have \( i^* \mathcal{E}' \in W(S_+) \), and since \( j^*_+ \circ \Phi = 0 \), we have \( j^*_+ i^* \mathcal{E}' = j^*_+ \mathcal{E}' = \mathcal{E} \). Hence the functor \( j^*_+ : \mathcal{W}(S_+) \rightarrow D^b(Z_+, W) \) is essentially surjective, and Lemma 3.8 shows that it is fully faithful.
Lemma 3.14. For $i \geq l$, the functor $\Psi : A_i(i) \to D^b(\mathcal{Z}, W)$ is fully faithful and has image in $\mathcal{W}(S_+)$. If $i > i' \geq l$, then $\Psi(A_i(i)) \subseteq \Psi(A_i(i'))$.

Proof. Let $\pi : \mathcal{Z} \to \mathcal{X}$ be the projection. For any $E \in D^b(\mathcal{X})$, we have $\Psi E = (\pi_*)^* E = \pi^* E \otimes (\pi_*)^* O_{\mathcal{X}}$. We have $(\pi_*)^* O_{\mathcal{Y}} = O_{\mathcal{Y}}(-l)$, and taking a deformed Koszul resolution of this sheaf (see e.g. [Ren15 Sec. 3.3]) gives a locally free representation of $(\pi_*)^* O_{\mathcal{X}}$ whose underlying sheaf is a direct sum of line bundles $O(-l), \ldots, O$. Thus $i_0^* (\pi_*)^* O_{\mathcal{X}} = (O_{\mathcal{X}}(-l), \ldots, O_{\mathcal{X}})$. It follows that if $E \in A_i(i)$, then $i_0^* \Psi E \in \langle A_i(i) \rangle$.

Let now $E \in A_i(i)$ and $E' \in A_i(i')$, with $i \geq i' \geq l$. It’s enough to prove that $\text{Hom}(\Psi E, \Psi E') = \text{Hom}(E, E')$, since applying this with $i = i'$ gives fully faithfulness and applying it with $i > i'$ gives semi-orthogonality.

Adjunction gives

$$\text{Hom}(\Psi E, \Psi E') = \text{Hom}(\pi_*^* E, i_*^* (\pi_*)^* E').$$

In the exact triangle

$$C \to i_*^* (\pi_*)^* E' \to \pi_*^* E'$$

the object $C$ is such that $C|_{\mathcal{X}} \in \langle A_i(i'-l), \ldots, A_i(i'-1) \rangle$.

We now claim that $A_i(i) \subseteq \langle A_i(-k\mathcal{L}, i'-l+k), \ldots, A_i(-k\mathcal{L}, i'-1+k) \rangle$ for all $k \in \mathbb{Z}$. Suppose this is not the case, then one can find $E \in A_i(i)$ and $F \subseteq A_i(-k\mathcal{L}, j)$ with $j \in [i'-l+k, i'-1+k]$ such that $\text{Hom}(E, F) \neq 0$. We must then have $j = i$, which gives $i' \geq i-k+1 > i-k \geq i'-l \geq 0$, and hence $k \geq i-i'+1 \geq 1$. But then $A_i(-k\mathcal{L}) \subseteq A_i(-k\mathcal{L}) \subseteq A_i^+.$

It follows that $\text{Hom}(E, C|_{\mathcal{X}} \otimes (O_{\mathcal{X}}(-k\mathcal{L}, k))) = 0$ for all $k \in \mathbb{Z}$, and by Lemma 3.13 this gives $\text{Hom}(\mathcal{E}, C) = 0$. Hence $\text{Hom}(\pi_*^* E, i_*^* (\pi_*)^* E') = \text{Hom}(\pi_*^* E, \pi_*^* E')$, and so since $\text{Hom}(\mathcal{E}, \mathcal{E}') = 0$ for $i \geq 1$, then by Lemma 3.13 it follows that $\text{Hom}(\pi_*^* E, \pi_*^* E') = \text{Hom}(\mathcal{E}, \mathcal{E}')$.

For any category $S \in D^b(\mathcal{X})$, let $W_0(S) \subseteq D^b(\mathcal{X})$ be the subcategory of those objects $E$ such that $i_0^* E \in S$. We write $j_+$ for the inclusion $\mathcal{X} \hookrightarrow \mathcal{X}$.

Lemma 3.15. The functor $j_+^* \circ \pi_* : D^b(\mathcal{X})(0) \to D^b(\mathcal{X} \setminus \mathcal{X})$ is an equivalence. Let $F$ denote its inverse. If $E \in W_0(S_+)$, we have $F(j_+^* E) \in \langle A_i(i)|_{\mathcal{X}} \rangle_{i \in I}$ for some set $I$ if and only if $E \in W_0(\langle A_i(i) \rangle_{i \in I})$.

Proof. The functor is an equivalence because $\pi_+ : \mathcal{X} \setminus \mathcal{X} \to \mathcal{X}$ is an isomorphism.

Using Lemma 3.14, if $E \in W_0(S_+)$, then it may be written as an iterated extension of objects of the form $\pi_*^* E_i$ with $E_i \in A_i(i)$. Since $\mathcal{L}|_{\mathcal{X} \setminus \mathcal{X}} \cong O(1)|_{\mathcal{X} \setminus \mathcal{X}}$, we have $F(\pi_*^* A_i(i)) = A_i(i) \mathcal{L}$. Thus we can get an expression of $F(j^*_+ E)$ as an iterated extension of objects $E_i \in A_i(i) \mathcal{L}$. Since the expression of both $E$ and $F \pi_*^* E$ as such iterated extensions are unique, and since $F(0) = 0 = E_0$, the claim follows.

Recall that $\mathcal{C}_L = W(S_0) = W(\langle A_0, \ldots, A_{i-1}(l-1) \rangle)$.

Proposition 3.16. There is a semiorthogonal decomposition of $D_{L+} \cong W(S_+)$ into $W(S_+) = \langle \mathcal{C}_L, \Psi A_l(l), \ldots, \Psi A_n(n) \rangle$.

Proof. The restriction of the functor $\Psi$ to $D^b(\mathcal{X})(0)$ admits a right adjoint $(-)^{\mathcal{C}^*} \circ (\pi_+)_+ (i_+)^*$. Hence the restriction of $\Psi$ to $A_i(i)$ admits a right adjoint for all $i$, and so the $\Psi A_i(i)$ are right admissible subcategories.

It’s therefore enough to show that $\mathcal{C}_L = \langle \Psi A_l(l), \ldots, \Psi A_n(n) \rangle$. Let $E \in A_i(i)$ with $i \in [l, n]$ and $F \subseteq W(S_+)$. By adjunction, $\text{Hom}(\mathcal{E}, \mathcal{F}) = \text{Hom}(\pi_*^* E, i_*^* F)$. By Lemma 3.14 (applied to the case $L = 0$), we get $j_+^* : \mathcal{X} \setminus \mathcal{X} \to \mathcal{X}$ and get

$$\text{Hom}(\pi_*^* E, i_*^* F) = \text{Hom}(j_+^* \pi_*^* E, j_+^* i_*^* F).$$
The restriction functor equals \( \text{Hom}(i_\infty, j_\infty) \). The claim that the Hom space vanishes for all \( E \in \mathcal{A} \) with \( i \in [l, n] \) is equivalent to the claim that \( F \) is isomorphic to \( \mathcal{A}(i) \). By Lemma 3.15, this is equivalent to \( F \in \mathcal{V}(\mathcal{A}_0, \mathcal{A}_{l-1}((l-1)\mathcal{C})) \).

\[ \mathcal{V}(\mathcal{A}_0, \mathcal{A}_{l-1}((l-1)\mathcal{C})) = \mathcal{C}_l. \] \)

**Remark 3.17.** In [Kuz07], the subcategories \( \mathcal{A}_i(\mathcal{C}) \subseteq \mathcal{C}_l^{(X), (X_+)} \) are defined as the images along the restriction functor \( D^b(X) \to D^b(X_+) \). One can check that when we have the Knörrer equivalence \( D^{L_\perp} \cong D^b(X_+) \), the decomposition of \( D^{L_\perp} \) that we find is the same as the one used in that paper.

The existence of the semi-orthogonal decomposition of \( D^{L_\perp} \) could have been obtained more simply by working directly on \( D^b(Z, W) \) rather than in \( \mathcal{V}(\mathcal{S}) \); we’ve gone to some extra trouble in order to identify the piece \( \mathcal{C}_l \) with \( \mathcal{V}(\mathcal{S}) \).

### 3.4. The equivalence \( \mathcal{W}(\mathcal{S}) \to D^b(X) \)

Let \( \mathcal{C} \subseteq \mathcal{D}^{b}(X) \) be a full, triangulated subcategory, and define \( \mathcal{D}_\mathcal{C}^b(\mathcal{Z}, W) \subseteq \mathcal{D}_\mathcal{C}^b(\mathcal{Z}, W) \) as the subcategory of those objects \( E \) such that for all \( [f] \in \mathcal{P}_{\mathcal{L}} \), we have \( \mathcal{E}(\mathcal{C})(f, X) \in \mathcal{C} \). Note that this generalises our definition of \( D^b_- \), because we have \( \mathcal{D}_\mathcal{C}^b(\mathcal{Z}, W) \subseteq \mathcal{D}^b_- \).

**Lemma 3.18.** If \( \mathcal{C} \subseteq \mathcal{D}^b(X) \) is admissible, then the restriction functor \( j_\infty^* \) gives an equivalence \( \mathcal{W}(\mathcal{C})/(0), ..., \mathcal{C}(l-1)) \cong \mathcal{D}^b(\mathcal{Z}, W)_{\mathcal{C}}. \)

**Proof.** Using Prop. 3.13, we immediately get fully faithfulness, and the fact that for \( \mathcal{E} \in \mathcal{D}^b(\mathcal{Z}, W) \), there exists a unique \( \mathcal{F} \in \mathcal{W}(\mathcal{D}^b(X))/(0), ..., \mathcal{D}^b(X)(l-1)) \) such that \( j_\infty^* \mathcal{F} = \mathcal{E} \). It remains to see that \( \mathcal{E} \in \mathcal{D}^b(\mathcal{Z}, W)_{\mathcal{C}} \Rightarrow \mathcal{F} \in \mathcal{W}(\mathcal{C})(0), ..., \mathcal{C}(l-1)) \).

So let \( \mathcal{F} \in \mathcal{W}(\mathcal{D}^b(X))/(0), ..., \mathcal{D}^b(X)(l-1)) \). By Lemma 3.13, we have \( i_\infty^* \mathcal{F} \in \langle \pi_\infty^* \mathcal{D}^b(X)(l-1), ..., \pi_\infty^* \mathcal{D}^b(X)(0) \rangle \). The claim to show is that \( i_\infty^* \mathcal{F} \in \langle \pi_\infty^* \mathcal{C}(l-1), ..., \pi_\infty^* \mathcal{C}(0) \rangle \) if and only if \( i_\infty^* \mathcal{F}|_{X \times X} \in \mathcal{C} \) for all \( [f] \in \mathcal{P}_{\mathcal{L}} \).

Since \( \mathcal{C} \) is admissible, we may refine the semi-orthogonal decomposition as follows:

\[
\langle \pi_\infty^* \mathcal{D}^b(X)(l-1), ..., \pi_\infty^* \mathcal{D}^b(X)(0) \rangle
\]

\[
= \langle \pi_\infty^* \mathcal{C}(l-1), ..., \pi_\infty^* \mathcal{C}(0) \rangle = \langle \mathcal{T}_{\mathcal{C}}, \mathcal{T}_{\mathcal{C}} \rangle.
\]

where \( \mathcal{T}_{\mathcal{C}} \) (resp. \( \mathcal{T}_{\mathcal{C}} \)) denotes the span of the first (resp. last) \( l \) pieces of the decomposition.

Let \( (i_\infty^* \mathcal{F})_{\mathcal{C}} \to i_\infty^* \mathcal{F} \to (i_\infty^* \mathcal{F})_{\mathcal{C}} \) be the corresponding decomposition of \( i_\infty^* \mathcal{F} \).

It’s clear that for any \( [f] \in \mathcal{P}_{\mathcal{L}} \), we have \( (i_\infty^* \mathcal{F})_{\mathcal{C}} = f \times f \in \mathcal{C} \). If \( \mathcal{F} \in \mathcal{W}(\mathcal{S}) \), then \( i_\infty^* \mathcal{F} = (i_\infty^* \mathcal{F})_{\mathcal{C}} \); hence \( i_\infty^* \mathcal{F}|_{f \times X} \in \mathcal{C} \). If \( \mathcal{F} \notin \mathcal{W}(\mathcal{C}) \), then \( (i_\infty^* \mathcal{F})_{\mathcal{C}} \neq 0 \), hence there is some point \( [f] \in \mathcal{P}_{\mathcal{L}} \) such that \( (i_\infty^* \mathcal{F})_{\mathcal{C}} \neq 0 \). But since \( (i_\infty^* \mathcal{F})_{\mathcal{C}} = f \times f \) \( f \times X \in \mathcal{C} \), it follows that \( (i_\infty^* \mathcal{F})|_{f \times X} \notin \mathcal{C} \).

**Corollary 3.19.** The restriction functor \( j_\infty^* \) gives an equivalence \( \mathcal{W}(\mathcal{S}) \cong \mathcal{D}^b_{\mathcal{C}} \).

### 3.5. The left Lefschetz decomposition of \( \mathcal{D} \)

The only thing that remains in the proof of Thm. 3.14 is to describe the orthogonal complement to \( \mathcal{C}_l \) in \( \mathcal{D}^b_{\mathcal{C}} \). As a step towards this, we’ll need to produce a new Lefschetz decomposition of \( \mathcal{D} \). To be precise, the new decomposition is a left Lefschetz decomposition, as opposed to the standard right Lefschetz decomposition, which means that the bigger categories are left orthogonal rather than right orthogonal to the smaller categories.

Recall from [Kuz07, Sec. 4] that there exists a semi-orthogonal decomposition \( \mathcal{A}_0 = \langle a_0, ..., a_n \rangle \), defined by \( \langle a_1, ..., a_n \rangle = \mathcal{A} \). Kuznetsov also produces a second decomposition \( \langle a_0(\mathcal{A}(\mathcal{L})), ..., a_n(\mathcal{A}(n\mathcal{L})) \rangle \), where \( a : \mathcal{A}_0 \to \mathcal{D} \) is the inclusion functor and \( a^* : \mathcal{D} \to \mathcal{A}_0 \) is the left adjoint [Kuz07, Lem. 4.3]. The proof given
there uses a Serre functor, which we don’t assume to exist on \( \mathcal{D} \), so let’s give a modified, Serre-functor-less proof of the statement.

**Lemma 3.20.** The functor \( \alpha^* : a_i((i+1)L) \to \mathcal{A}_0 \) is fully faithful for all \( i \), and this gives a semi-orthogonal decomposition

\[
\mathcal{A}_0 = \langle \alpha^*a_0(L), \ldots, \alpha^*a_n((n+1)L) \rangle.
\]

**Proof.** Let \( E_i \in a_i((i+1)L) \) and \( E_j \in a_j((j+1)L) \), with \( i \geq j \). In the proof of [Kuz07, Lem. 4.2], it is shown that

\[
E_j \in \langle \mathcal{A}_0, \ldots, \mathcal{A}_j(jL) \rangle \cap \langle \mathcal{A}_1(jL), \ldots, \mathcal{A}_j(jL) \rangle.
\]

Thus the cone \( C \) over \( E_j \to \alpha^*E_j \) is contained in \( \mathcal{A}_0 \cap \langle \mathcal{A}_0, \ldots, \mathcal{A}_j(jL) \rangle = \langle \mathcal{A}_1(jL), \ldots, \mathcal{A}_j(jL) \rangle \). By [Kuz07, 3.3] with \( i \) instead of \( j \) we have \( E_i \in \langle \mathcal{A}_i(L), \ldots, \mathcal{A}_j(jL) \rangle \), and so \( \text{Hom}(E_i, C) = 0 \). Hence \( \text{Hom}(\alpha^*E_i, \alpha^*E_j) = \text{Hom}(E_i, \alpha^*E_j) = \text{Hom}(E_i, E_j) \).

Taking \( i = j \), this shows that \( \alpha^* : a_i((i+1)L) \to \mathcal{A}_0 \) is fully faithful, while taking \( i > j \) shows the semi-orthogonality of the \( \alpha^*(a_i((i+1)L)) \). The fact that these categories generate \( \mathcal{A}_0 \) is shown as in [Kuz07, Lem. 4.3]. \( \square \)

**Lemma 3.21.** [Kuz07, Lem. 4.5] We have \( \langle \mathcal{A}_0, \ldots, \mathcal{A}_i(iL) \rangle = \langle \mathcal{A}_0, \ldots, \mathcal{A}_0(iL) \rangle \).

Define the category

\[
\mathcal{A}_1^i = \mathcal{A}_0 \cap \langle \mathcal{A}_0(L), \ldots, \mathcal{A}_0((i-1)L) \rangle = \langle \alpha^*(a_0(L)), \ldots, \alpha^*(a_{i-1}((i-1)L)) \rangle.
\]

**Lemma 3.22.** There is a semiorthogonal decomposition \( \mathcal{D} = \langle \mathcal{A}_i^n(-nL), \ldots, \mathcal{A}_0 \rangle \).

For any \( i \leq n \), we have \( \langle \mathcal{A}_1^i(-iL), \ldots, \mathcal{A}_0^i \rangle = \langle \mathcal{A}_0(-iL), \ldots, \mathcal{A}_0 \rangle \).

**Proof.** Semi-orthogonality is straightforward, so we only prove generation.

We prove by induction that \( \langle \mathcal{A}_1^i(-iL), \ldots, \mathcal{A}_0^i \rangle = \langle \mathcal{A}_0(-iL), \ldots, \mathcal{A}_0 \rangle \). Let \( E \in \alpha^*(a_{j-1}(jL)) \), and let \( E' \in a_{j-1}(jL) \) be such that \( \alpha^*E' = E \). In the exact triangle \( C \to E' \to E \), we have

\[
C \in \langle \mathcal{A}_0 \rangle \cap \langle \mathcal{A}_0, \mathcal{A}_0(jL) \rangle \subseteq \langle \mathcal{A}_0, \mathcal{A}_1(L), \ldots, \mathcal{A}_j(jL) \rangle = \langle \mathcal{A}_1(L), \ldots, \mathcal{A}_j(jL) \rangle,
\]

using Lemma 3.21. Hence \( E \in \langle \mathcal{A}_0(L), \ldots, \mathcal{A}_0(jL) \rangle \).

It follows that for \( j \leq i \), we have \( \alpha^*(a_{j-1}(jL))(-iL) \subseteq \langle \mathcal{A}_0(-iL(L)), \ldots, \mathcal{A}_0 \rangle \).

We then find

\[
\langle \mathcal{A}_1^i(-iL), \ldots, \mathcal{A}_0^i \rangle = \langle \mathcal{A}_1^i(-iL), \mathcal{A}_0(-iL), \ldots, \mathcal{A}_0 \rangle \subseteq \langle \mathcal{A}_0(-iL), \mathcal{A}_0(-iL), \ldots, \mathcal{A}_0 \rangle,
\]

using induction and the fact that \( \mathcal{A}_0 = \langle \mathcal{A}_0^i, \alpha^*(a_0(L)), \ldots, \alpha^*(a_{i-1}(iL)) \rangle \). \( \square \)

### 3.6. The full decomposition of \( D_L^\mathcal{Y} \).

The only thing that remains to prove in Thm. 1.1 is the existence of the semi-orthogonal pieces \( \mathcal{B}_i(i) \) in the decomposition of \( D_L^\mathcal{Y} \). In this section, we’ll assume that \( l = \dim L \geq 2 \), since otherwise \( D_L^\mathcal{Y} = L \).

We let \( \mathcal{A}_0^i = \mathcal{A}_0 \cap \mathcal{A}_0^i \).

**Lemma 3.23.** For \( i = 1, \ldots, n \), we have

\[
\mathcal{A}_i^*(L) \subseteq \langle \mathcal{A}_{i-1}^*(-(i-1)L), \ldots, \mathcal{A}_0^i \rangle.
\]

**Proof.** We have \( \mathcal{A}_i^* \subseteq \mathcal{A}_0 \subseteq \langle \mathcal{A}_{i+1}(L), \ldots, \mathcal{A}_0((n-i)L) \rangle \), and also \( \mathcal{A}_i^* \subseteq \mathcal{A}_i^* \).

Hence

\[
\mathcal{A}_i^*(L) \subseteq \langle \mathcal{A}_i(L), \mathcal{A}_{i+1}(2L), \ldots, \mathcal{A}_0((n-i+1)L) \rangle \subseteq \langle \mathcal{A}_0(-(i-1)L), \ldots, \mathcal{A}_{i-1} \rangle = \langle \mathcal{A}_0(-(i-1)L), \ldots, \mathcal{A}_0 \rangle = \langle \mathcal{A}_{i-1}^*(-(i-1)L), \ldots, \mathcal{A}_0^i \rangle.
\]

\( \square \)
Let $\Omega = (i_\pm)_*\pi^\pm_*: D^b(X) \to D^b(Z, W)$, and let $\Omega_- = j^*_-(i_+)_*\pi^+_+: D^b(X) \to D^b(Z_-, W)$. The functor $\Omega$ restricted to $D^b(X)(0)$ admits a left adjoint given by $(-)_X \circ (-)^* \circ (\pi_+)_* \circ (-)_Y: D^b(Y_+, \cdot) \to D^b(X)$.

The next three lemmas are proved by the same arguments as Lemmas 3.20 and 3.21. The left adjoint to $\Omega|_{D^b(X)(0)}$ above is used in order to get left admissibility of $\Omega(A^I_1(-i\mathcal{L}, j))$ in Lemma 3.24.

**Lemma 3.24.** The functor $\Omega: D^b(X)(k) \to D^b(Z, W)$ is fully faithful for any $k \in \mathbb{Z}$.

**Lemma 3.25.** There exists a semi-orthogonal decomposition

$$W((D(i))_{i \in \mathbb{Z}}) \cong (\Omega(A^I_1(-i\mathcal{L}, j))_{i,j}, W(A_0(i))_{i \in \mathbb{Z}}),$$

where $i = 1, \ldots, n$ and $j \in \mathbb{Z}$. The semi-orthogonality relations are such that $\Omega(A^I_1(-i\mathcal{L}, j)) \subseteq \Omega(A^I_1(-i'\mathcal{L}, j'))^\perp$ if

- $i > i'$, or if
- $i = i'$ and $j > j'$.

Recall that $i: W((A_0(i))_{i \in \mathbb{Z}}) \to D^b(Z, W)$ is the inclusion functor.

**Lemma 3.26.** Let $E \in W((A^I_1(-i\mathcal{L}, j))_{i,j} \subseteq I$, where $I \subseteq [0, n] \times \mathbb{Z}$. Then $\iota' E \in W((A_i(j-i))_{i,j} \subseteq I').$

Let $I' = I \cap [1, n] \times \mathbb{Z}$, and let $K = \bigcup_{(i,j) \subseteq I'} [j-i, j] \cap \mathbb{Z}$. The cone over $\iota' E \to E$ lies in $W(D(k))_{k \in \mathbb{K}}$.

**Lemma 3.27.** The functor $\Omega_-: D^b(X)(k) \to D^b(Z_-, W)$ is fully faithful for any $k \in \mathbb{Z}$.

**Proof.** We may assume $k = 0$, so $E, F \in D^b(X)(0)$. Then it’s easy to see that $\Omega(E), \Omega(F) \in W(D^b(X)(-1), D^b(X))$, and from this it follows that $\text{Hom}(\iota'_-\Omega(E), \iota'_-\Omega(F)) = 0$ for $i \leq -2$, and thus for $i \leq -l$. Hence by Lemmas 3.24 and 3.27 we have $\text{Hom}(\Omega(E), \Omega(F)) = \text{Hom}(\iota'_-\Omega(E), \iota'_-\Omega(F)) = \text{Hom}(\Omega_-, \Omega_-, \Omega_-)$.

**Lemma 3.28.** There exists a semi-orthogonal decomposition

$$D^b(Z_-, W)_D \cong (\Omega_-(A^I_1(-i\mathcal{L}, j))_{i,j}, D^b(Z_-, W)_D),$$

where $i = 1, \ldots, n$ and $j = 0, \ldots, l-1$. The semi-orthogonality relations are such that $\Omega_-(A^I_1(-i\mathcal{L}, j)) \subseteq \Omega_-(A^I_1(-i'\mathcal{L}, j'))^\perp$ if

- $i > i'$, or if
- $i = i'$ and $j > j'$.

**Proof.** Possibly twisting the window subcategory $W(S_-)$ by $\mathcal{O}(-1)$, by Prop. 3.22 we find that $j^*_+ \pi^+_-: D^b(Z, W) \to W(S_-)$, moreover this can be chosen such that $(j^*)^\perp \Omega_-= \Omega: A_1(-i\mathcal{L}, j) \to D^b(Z, W)$. This implies that $\Omega_-$ admits a left adjoint when restricted to $A^I_1(-i\mathcal{L}, j)$, and so the $\Omega_-(A^I_1(-i\mathcal{L}, j))$ are left admissible.

Let $E \in A^I_1(-i\mathcal{L}, j), F \in A^I_1(-i'\mathcal{L}, j')$, and assume that either of the two conditions listed hold. By Lemma 3.20, we have $\text{Hom}(\Omega(F), \Omega(E)) = 0$.

We have

$$\Omega(E) \in W(A^I_1(-i\mathcal{L}, j), A^I_1(-(i-1)\mathcal{L}, j-1))$$

and

$$\Omega(F) \in W(A^I_1(-i'\mathcal{L}, j'), A^I_1(-(i'-1)\mathcal{L}, j'-1)).$$

It’s easy to check that $A^I_1(-i\mathcal{L}, j), A^I_1(-(i-1)\mathcal{L}, j-1) \subseteq A^I_1(-i'\mathcal{L}, j'+k), A^I_1(-(i'-1)\mathcal{L}, j'+1+k)$ for $k \leq -l$, and so $\text{Hom}(\iota_+^0\Omega(F), \iota_+^0\Omega(E) = 0$ for $k \leq -l$. Hence by Lemma 3.27 we have $\text{Hom}(\Omega_-, \Omega_-, \Omega(E)) = \text{Hom}(\Omega(F), \Omega(E)) = 0$. 
Now let $\mathcal{F} \in D^b(\mathbb{Z}_-,W)_D$, and let $\mathcal{F}' \in W(D(0),\ldots,D(l))$ be such that $\mathcal{F} = j^*\mathcal{F}'$. If $\mathcal{E} \in A_1^!(-i\mathcal{L},j)$, then using Lemma 3.23 we find $\text{Hom}(\mathcal{F},\Omega_-\mathcal{E}) = \text{Hom}(\mathcal{F}',\Omega\mathcal{E})$. Hence if this Hom space vanishes for all such $\mathcal{E} \in A_1^!(-i\mathcal{L},j)$, Lemma 3.25 shows that $\mathcal{F}' \in W(A_0(0),\ldots,A_0(l-1))$, and so $\mathcal{F} \in D^b_Y$. □

Let $\iota_- : D^b_Y \to D^b(\mathbb{Z}_-,W)_D$ denote the inclusion.

**Lemma 3.29.** If $\mathcal{E} \in A_1^i(i)$, then $\iota_-^*\Omega_-\mathcal{E} = j^*\iota^i\Omega\mathcal{E}$.

**Proof.** By Lemmas 3.23 and 3.26 we have $\iota^i\Omega\mathcal{E} \in W(A_0,\ldots,A_0(i))$. Let now $\mathcal{F} \in D^b_Y$, and let $\mathcal{F}' \in W(A_0,\ldots,A_0(l-1))$ be such that $j^*\mathcal{F}' = \mathcal{F}$. Hence by Lemma 3.24, we have

$$\text{Hom}(\mathcal{F},j^*\iota^i\Omega\mathcal{E}) = \text{Hom}(j^*\mathcal{F}',j^*\iota^i\Omega\mathcal{E}) = \text{Hom}(\mathcal{F}',\iota^i\Omega\mathcal{E}) = \text{Hom}(\mathcal{F}',\Omega\mathcal{E}) = \text{Hom}(\mathcal{F},\Omega_-\mathcal{E}) = \text{Hom}(\mathcal{F},\iota_-^\ast\Omega_-\mathcal{E}),$$

and so $\iota_-^*\Omega_-\mathcal{E} = j^*\iota^i\Omega\mathcal{E}$. □

**Lemma 3.30.** If $\mathcal{E} \in A_1^i(i)$, then $\iota_-^*\Omega_-\mathcal{E} \in j^*\mathcal{V}(W(A_0,\ldots,\mathcal{A}_0(i)))$, and the cone over $\Omega_-\mathcal{E} \to \iota_-^*\Omega_-\mathcal{E}$ lies in $j^*\mathcal{V}(D(0),\ldots,D(i-1))$.

**Proof.** Combine Lemmas 3.23 and 3.29. □

**Lemma 3.31.** The functor $\iota_-^*\Omega_- : A_1^i(i) \to D^b(\mathbb{Z}_-,W)$ is fully faithful. If $i \leq i'$, then $\iota_-^*\Omega_- : A_1^i(i) \subseteq \iota_-^*\Phi(A_1^i(i'))$.

**Proof.** Let $\mathcal{E},\mathcal{E}' \in A_1^i(i)$. By adjunction, $\text{Hom}(\iota_-^*\Omega_-\mathcal{E},\iota_-^*\Omega_-\mathcal{E}') = \text{Hom}(\iota_-^*\Omega_-\mathcal{E},\Omega_-\mathcal{E}')$. By Lemma 3.30 the cone $C$ over $\iota_-^*\Omega_-\mathcal{E} \to \Omega_-\mathcal{E}$ lies in $j^*\mathcal{V}(W(D(0),\ldots,D(i-1)))$. Hence $\text{Hom}(C,\mathcal{E}') = \text{Hom}(\iota_-^*\mathcal{E},\pi_1^*\mathcal{E}') = 0$, using Lemmas 3.23 and 3.24. It follows that $\text{Hom}(\mathcal{E},\iota_-^*\mathcal{E} \cdot \Omega_-\mathcal{E}') = \text{Hom}(\Omega_-\mathcal{E},\Omega_-\mathcal{E}') = \text{Hom}(\mathcal{E},\mathcal{E}')$, by Lemma 3.27.

A similar and easier argument shows that if $\mathcal{E} \in A_1^i(i)$ and $\mathcal{E}' \in A_1^j(i')$ with $i < i'$, then $\text{Hom}(\iota_-^*\Omega_-\mathcal{E},\iota_-^*\Omega_-\mathcal{E}') = 0$. □

We define the subcategory $\mathcal{B}_i \subset D^b_Y$ as the image of $\iota_-^*\Omega_-^!\mathcal{A}_1^i$. Note that the functors $\Omega_-$ and $\iota_-$ both commute with $- \otimes \mathcal{O}(1)$, so that $\mathcal{B}_i(i) = \iota_-^*\Omega_-\mathcal{A}_1^i(i)$.

**Proposition 3.32.** There exists a semiorthogonal decomposition

$$D^b_Y = \langle \mathcal{B}_1(1),\ldots,\mathcal{B}_1(1),j^*\mathcal{L}_L \rangle.$$

**Proof.** By Lemma 3.31 the categories $\mathcal{B}_i(i)$ are semi-orthogonal to each other. Since both $\Omega_-$ and $\iota_-$ admit left adjoints, the $\mathcal{B}_i$ are left admissible, and it suffices to show that $j^*\mathcal{L}_L = \langle \mathcal{B}_1(1),\ldots,\mathcal{B}_1(1) \rangle$.

Let now $\mathcal{E} \in D^b_Y$ and $\mathcal{F} \in A_1^i(i)$ with $i \geq 1$. Then $\text{Hom}(\mathcal{E},\iota_-^*\mathcal{E} \cdot \mathcal{F}) = \text{Hom}(\mathcal{E},\iota_-^*\mathcal{F})$. Let $\mathcal{E}' \in W(S_-)$ be such that $j^*\mathcal{E}' = \mathcal{E}$. We then have

$$\text{Hom}(\mathcal{E},\Omega_-\mathcal{F}) = \text{Hom}(j^*\mathcal{E}',j^*\mathcal{F}) = \text{Hom}((j^*\mathcal{E}',\Omega\mathcal{F}) = \text{Hom}(\iota_+^*\mathcal{E}',\pi_1^*\mathcal{F}),$$

using Lemma 3.7.

Now if $\mathcal{E}' \in \mathcal{C}_L$, then $\text{Hom}(i_0^*\mathcal{E}',\mathcal{F}(k)) = 0$ for all $k \geq 0$, and since this holds for any $\mathcal{F} \in A_1^i(i)$, it follows that $\mathcal{E}' \in \langle \mathcal{B}_1(1),\ldots,\mathcal{B}_1(1) \rangle$.

If $\mathcal{E}' \notin \mathcal{C}_L$, let $j$ be maximal such that $i_0^*\mathcal{E}'_{|D(j)} \notin A_j(j)$, and let $\mathcal{F}$ be the projection of $i_0^*\mathcal{E}'_{|D(j)}$ to $A_j(j)$. There is then by construction a non-trivial map in $\text{Hom}(i_0^*\mathcal{E}',\mathcal{F})$, and by the maximality of $j$ we find $\text{Hom}(i_0^*\mathcal{E}',\mathcal{F}(k)) = 0$ for $k > 0$. Hence $\text{Hom}(\mathcal{E},\iota_-^*\Omega_-\mathcal{F}) \neq 0$, and so $\mathcal{E} \notin \langle \mathcal{B}_1(1),\ldots,\mathcal{B}_1(1) \rangle$. □
4. Different notions of base change

In this section, we assume that $X$ and $Y$ are smooth, projective varieties and $L$ is globally generated. The result of the section is essentially that two natural notions of base change of a category agree, and it surely holds with weaker assumptions than these.

Let $\mathcal{H} \subseteq X \times P \mathcal{V}^\vee$ be the incidence variety of pairs $(x, H)$ with $x \in H$. Using Prop. 2.3, we find that $D^b(\mathcal{H}) \cong D^b(\mathcal{Z}, W)$, where $\mathcal{Z} = [X \times (V^\vee \setminus 0)/\mathbb{C}^*]$ and $W$ is as before. We may therefore think of $D^\vee$ as a subcategory of $D^b(\mathcal{H})$. More generally, we can describe $D^\vee_Y$ as a subcategory of $D^b(H_L)$, where $H_L = P L \times P \mathcal{V}^\vee \mathcal{H}$.

For each hyperplane $H \in \mathcal{P} \mathcal{V}^\vee$, let $i_H: X \cap H \hookrightarrow (X \cap H) \times [H] \subseteq \mathcal{H}$ and $j_H: X \cap H \hookrightarrow X$ be the natural inclusions. Then $D^\vee$ may be described as the subcategory of those $\mathcal{E}$ such that for any point $H \in \mathcal{P} \mathcal{V}^\vee$, we have $(j_H)_* i_H^* \mathcal{E} \in \mathcal{A}_0$. Similarly $D^\vee_L \subseteq D^b(H_L)$ is the subcategory of objects such that $(j_H)_* i_H^* \mathcal{E} \in \mathcal{A}_0$ for all $H \in P L$.

We say that a variety $Y$ over $\mathcal{P} \mathcal{V}^\vee$ represents $D^\vee$, if there is a kernel object $\mathcal{K} \in D^b(Y \times P \mathcal{V}^\vee H)$ inducing an equivalence $q_\ast \mathcal{K} \otimes p^\ast (-): D^b(Y) \to D^\vee$, where $p$ and $q$ are the projections from $Y \times P \mathcal{V}^\vee H$ to $Y$ and $H$, respectively.

**Proposition 4.1.** If $Y$ represents $D^\vee$ and $L \subseteq P \mathcal{V}^\vee$ is such that $Y_L$ has the expected dimension, then $D^b(Y_L) \cong D^\vee_L$.

**Proof.** Kuznetsov defines in [Kuz11] a general notion of base change of subcategories, and using [Kuz11] Cor. 5.7, it’s easy to see that $D^\vee_L$ is the base change of $D^\vee$ along $PL \to PV$. In the terminology of [Kuz06], the condition that $Y_L$ has the expected dimension ensures that $PL \to P \mathcal{V}^\vee$ is faithful for $Y \to P \mathcal{V}^\vee$, by [Kuz06] Cor. 2.27. The claim that $D^b(Y_L) \cong D^\vee_L$ is then a consequence of [Kuz11] Thm. 6.4. \qed
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