Baxter’s inequality for finite predictor coefficients of multivariate long-memory stationary processes
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For a multivariate stationary process, we develop explicit representations for the finite predictor coefficient matrices, the finite prediction error covariance matrices and the partial autocorrelation function (PACF) in terms of the Fourier coefficients of its phase function in the spectral domain. The derivation is based on a novel alternating projection technique and the use of the forward and backward innovations corresponding to predictions based on the infinite past and future, respectively. We show that such representations are ideal for studying the rates of convergence of the finite predictor coefficients, prediction error covariances, and the PACF as well as for proving a multivariate version of Baxter’s inequality for a multivariate FARIMA process with a common fractional differencing order for all components of the process.
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1. Introduction

Baxter’s inequality in [2] provides valuable information about the convergence of the finite predictor coefficients to their infinite past counterparts (autoregressive coefficients) of a short-memory univariate stationary process. It has been used by [3] in proving the consistency of the autoregressive model fitting process and the corresponding autoregressive spectral density estimator, and in proving the validity of autoregressive sieve bootstrap for a stationary time series in [9,10,31]. Due to the widespread applicability of Baxter’s inequality in these areas and others, there has been a great deal of activities in extending it to the setups of multivariate stationary processes in [11,17], random fields in [33], and rectangular arrays in [34]. In these extensions, the \textit{boundedness} of the spectral density function of the underlying process appears to be an absolutely essential and indispensable part of proving Baxter’s inequality.

In [26], however, Baxter’s inequality was established for univariate long-memory processes where the boundedness of the spectral density function is clearly violated. Unlike the classical proofs for short-memory processes involving the orthogonal polynomials or the Durbin–Levinson algorithm, the key ingredient of the proof in [26] was an explicit representation of the
finite predictor coefficients in terms of the autoregressive (AR) and moving average (MA) coefficients. The derivation of the representation in turn was based on techniques that use von Neumann’s alternating projections on the infinite past and future. These techniques were first used by [22] and have been developed to derive the needed representations for the finite prediction error variances [22–25], the partial autocorrelation functions [7,24,28], and the finite predictor coefficients [26]. Unfortunately, most of the details of the proofs in the univariate case do not carry over to the multivariate setup where, for example, all functions and the sequences of AR and MA coefficients are matrix-valued and hence in general do not commute with each other.

In this paper, for a multivariate stationary process, we prove the desired explicit representations for the finite predictor coefficients, the finite prediction error covariances and the partial autocorrelation function (PACF). See Theorems 5.2–5.4 in Section 5. The three new ingredients that enable us to obtain the results in the multivariate framework are:

(i) Use of the Fourier coefficients of the matrix-valued phase function of the process in the spectral domain, rather than the AR and MA coefficient matrices (see Section 4).

(ii) Development of an enhanced alternating projection technique tailored to the specific needs of the problem at hand (see Section 3).

(iii) Use of the forward and backward innovation processes corresponding to the predictions based on the infinite past and future, respectively (see Sections 2, 4 and 5).

Our representation theorems make it possible to extend Baxter’s inequality and other univariate asymptotic results to the multivariate long-memory processes. Even when specialized to univariate processes, our method and results are more succinct, transparent and improve the known univariate results in several ways. For example, our representation theorem for the finite predictor coefficients, that is, Theorem 5.4 below, is stated under the minimality condition (see (M) in Section 5) only, which is weaker than the condition in the corresponding univariate result, i.e., Theorem 2.9 in [26].

In this paper, when applying the representation theorems, we restrict our attention to a class of \( q \)-variate long-memory processes, that is, the \( q \)-variate FARIMA (fractional autoregressive integrated moving-average) or vector ARFIMA processes with common fractional differencing order for all components. A process \( \{X_k\} \) in this class has the spectral density \( w \) of the form

\[
w(e^{i\theta}) = |1 - e^{i\theta}|^{-2d} g(e^{i\theta})g(e^{i\theta})^*,
\]

where \( d \in (-1/2, 1/2) \setminus \{0\} \) and \( g : \mathbb{T} \to \mathbb{C}^{q \times q} \) has rational entries satisfying some suitable conditions; see (F) in Section 6. The process \( \{X_k\} \) is described by the equation

\[
(1 - L)^d X_k = g(L)\xi_k, \quad k \in \mathbb{Z},
\]

where \( L \) is the lag operator defined by \( LX_m = X_{m-1} \) and \( \{\xi_k\} \) is a \( q \)-variate white noise, that is, a \( q \)-variate, centered process such that \( E[\xi_n\xi_m^*] = \delta_{nm} I_q \) with \( I_q \) being the \( q \times q \) unit matrix. See, for example, [12]. We notice that the parameter \( d \) in (1.1) is the fractional differencing degree in (1.2). The \( q \)-variate FARIMA processes are multivariate analogues of univariate ones introduced independently by [16] and [19].

We present the following quick summary of the asymptotic results obtained by applying our representation theorems to a \( q \)-variate FARIMA process \( \{X_k\} \) with (1.1):
(1) Baxter’s inequality for \( \{X_k\} \) with \( d \in (0, 1/2) \) (see Theorem 6.9 below).
(2) The precise asymptotics for the finite prediction error covariances \( v_n \) and \( \tilde{v}_n \) of \( \{X_k\} \) with \( d \in (-1/2, 1/2) \setminus \{0\} \) (see Theorem 6.5 below; see also Section 5 for the definitions of \( v_n \) and \( \tilde{v}_n \)).
(3) The precise asymptotic behavior for the PACF \( \alpha_n \) of \( \{X_k\} \) with \( d \in (-1/2, 1/2) \setminus \{0\} \) (see Theorem 6.7 below; see also Section 5 for the definition of \( \alpha_n \)).

First, Baxter’s inequality for FARIMA processes is of the form
\[
\sum_{j=1}^{n} \| \phi_{n,j} - \phi_j \| \leq K \sum_{j=n+1}^{\infty} \| \phi_j \|, \quad n \in \mathbb{N}, \tag{1.3}
\]
for some positive constant \( K \), where, for \( a \in \mathbb{C}^{q \times q} \), \( \| a \| \) denotes the spectral norm of \( a \) (see Section 2), and \( \phi_j \) and \( \phi_{n,j} \) denote the forward infinite and finite predictor coefficients, respectively, of \( \{X_k\} \) (see Sections 2 and 5, respectively, for their precise definitions). We also prove a backward analogue of (1.3); see Corollary 6.10 below. We refer to [26] for the corresponding result for univariate long-memory processes and [1,36,39] for its application; see also [21] for other applications of results in [26]. In [11], Baxter’s inequality (1.3) was proved for a class of multivariate short-memory stationary processes. The original inequality (1.3) of Baxter [2] was an assertion for univariate short-memory processes. See also [3] and [37], Section 7.6.2.

Next, the asymptotic results in (2) above are of the form
\[
v_n = v_\infty + \frac{d^2}{n} v_\infty + O(n^{-2}), \quad n \to \infty, \tag{1.4}
\]
\[
\tilde{v}_n = \tilde{v}_\infty + \frac{d^2}{n} \tilde{v}_\infty + O(n^{-2}), \quad n \to \infty, \tag{1.5}
\]
where \( v_\infty \) (resp., \( \tilde{v}_\infty \)) is the forward (resp., backward) infinite prediction error covariance of \( \{X_k\} \); see Section 6.3 for their precise definitions. We refer to [22–25] for the corresponding results for univariate long-memory processes. See also [15,20] for related work.

Finally, the result in (3) is of the form
\[
\alpha_n = \frac{d}{n} V + O(n^{-2}), \quad n \to \infty, \tag{1.6}
\]
where \( V \) is a unitary matrix in \( \mathbb{C}^{q \times q} \) which depends only on \( g \) (and not \( d \)). We refer to [7,22–25] for the corresponding results for univariate long-memory processes. In the theory of orthogonal polynomials on the unit circle, the PACF appears as the sequence of Verblunsky coefficients and plays a central role. See, for example, [5,13,28].

The above \( q \)-variate FARIMA process has a common fractional differencing order \( d \) for all components. The question arises of proving analogues of (1)–(3) above for more general \( q \)-variate FARIMA processes which have, in general, different order of differencing in each
component, that is,

$$(1 - L)^d := \begin{pmatrix} (1 - L)^{d_1} & 0 \\ 0 & (1 - L)^{d_q} \end{pmatrix}$$

with $d = (d_1, \ldots, d_q)$, instead of $(1 - L)^d$ (see, e.g., [12]). We leave this question open here; the difficulty stems from the fact that, for such a general $q$-variate FARIMA process, the matrices $g(L)$ and $(1 - L)^d$ do not commute with each other.

This paper is organized as follows. In Section 2, we give preliminary definitions and basic facts. In Section 3, we prove the key projection theorem. In Section 4, we describe some basic facts about the Fourier coefficients of the phase function which is needed in Section 5. In Section 6, we apply the main results to multivariate FARIMA processes with common fractional differencing order for all components, and establish the results (1)–(3) above for them.

2. Preliminaries

Let $\mathbb{C}^{m \times n}$ be the set of all complex $m \times n$ matrices; we write $\mathbb{C}^q$ for $\mathbb{C}^{q \times 1}$. We write $I_n$ for the $n \times n$ unit matrix. For $a \in \mathbb{C}^{m \times n}$, $a^T$ denotes the transpose of $a$, and $\bar{a}$ and $a^*$ the complex and Hermitian conjugates of $a$, respectively; thus, in particular, $a^* := \bar{a}^T$. For $a \in \mathbb{C}^{q \times q}$, we write $\|a\|$ for the spectral norm of $a$:

$$\|a\| := \sup_{u \in \mathbb{C}^q, |u| = 1} |au|.$$

Here $|u| := (\sum_{i=1}^q |u_i|^2)^{1/2}$ denotes the Euclidean norm of $u = (u_1, \ldots, u_q)^T \in \mathbb{C}^q$. A Hermitian matrix $a \in \mathbb{C}^{q \times q}$ is said to be positive, denoted as $a \geq 0$, if $(au)^* u \geq 0$ for all $u \in \mathbb{C}^q$. When $a \geq 0$, we have $\|a\| = \sup_{u \in \mathbb{C}^q, |u| = 1} (au)^* u$. For Hermitian matrices $a, b \in \mathbb{C}^{q \times q}$, we write $a \geq b$ if $a - b \geq 0$. If $a \geq b$, then we have $\|a\| \geq \|b\|$. For $p \in [1, \infty)$ and $K \subset \mathbb{Z}$, $\ell_p^{q \times q}(K)$ denotes the space of $\mathbb{C}^{q \times q}$-valued sequences $\{a_k\}_{k \in K}$ such that $\sum_{k \in K} \|a_k\|^p < \infty$. We write $\ell_p^{q \times q}$ for $\ell_p^{q \times q}(\mathbb{N} \cup \{0\})$ and $\ell_p^{1 \times 1}$ for $\ell_1^{1 \times 1}(\mathbb{N} \cup \{0\})$.

Let $\mathbb{T} := \{z \in \mathbb{C} : |z| = 1\}$ be the unit circle in $\mathbb{C}$. We write $\sigma$ for the normalized Lebesgue measure $d\theta/(2\pi)$ on $(-\pi, \pi)$, $B([-\pi, \pi])$ is the Borel $\sigma$-algebra of $[-\pi, \pi]$; thus we have $\sigma([-\pi, \pi]) = 1$. For $p \in [1, \infty)$, we write $L_p(\mathbb{T})$ for the Lebesgue space of measurable functions $f : \mathbb{T} \to \mathbb{C}$ such that $\|f\|_p < \infty$, where $\|f\|_p := (\int_{-\pi}^{\pi} |f(e^{i\theta})|^p \sigma(d\theta))^{1/p}$. Let $L_p^{m \times n}(\mathbb{T})$ be the space of $\mathbb{C}^{m \times n}$-valued functions on $\mathbb{T}$ whose entries belong to $L_p(\mathbb{T})$.

The Hardy class $H_2(\mathbb{T})$ on $\mathbb{T}$ is the closed subspace of $L_2(\mathbb{T})$ consisting of $f \in L_2(\mathbb{T})$ such that $\int_{-\pi}^{\pi} e^{im\theta} f(e^{i\theta}) \sigma(d\theta) = 0$ for $m = 1, 2, \ldots$. Let $H_2^{m \times n}(\mathbb{T})$ be the space of $\mathbb{C}^{m \times n}$-valued functions on $\mathbb{T}$ whose entries belong to $H_2(\mathbb{T})$. Let $\mathbb{D} := \{z \in \mathbb{C} : |z| < 1\}$ be the open unit disk in $\mathbb{C}$. We write $H_2(\mathbb{D})$ for the Hardy class on $\mathbb{D}$, consisting of holomorphic functions $f$ on $\mathbb{D}$ such that $\sup_{r \in [0, 1]} \int_{-\pi}^{\pi} |f(re^{i\theta})|^2 \sigma(d\theta) < \infty$. As usual, we identify each function
and \[ \frac{1}{m,n} \] stands for the Gram matrix of \( x \). The norm \( \|x\|_M := (x,x)^{1/2}_M \) is given by \( \|x\|_M := (\sum_{i=1}^q \|x_i\|_M^2)^{1/2} \). For \( K \subset \mathbb{Z} \) and \( x = (x^1, \ldots, x^q) \in M^q \), we write \( P_K x \) for \( (P_K x^1, \ldots, P_K x^q)^T \). We define \( P_K \) in a similar way. For \( x = (x^1, \ldots, x^q) \) and \( y = (y^1, \ldots, y^q) \) \( \in M^q \),

\[
\langle x, y \rangle := E[xy^*] = \begin{pmatrix}
(x^1, y^1)_M & (x^1, y^2)_M & \cdots & (x^1, y^q)_M \\
(x^2, y^1)_M & (x^2, y^2)_M & \cdots & (x^2, y^q)_M \\
\vdots & \vdots & \ddots & \vdots \\
(x^q, y^1)_M & (x^q, y^2)_M & \cdots & (x^q, y^q)_M
\end{pmatrix} \in \mathbb{C}^{q \times q}
\]

stands for the Gram matrix of \( x \) and \( y \).

Let \( \{X_k\} \) be a \( q \)-variate stationary process. If there exists a positive \( q \times q \) Hermitian matrix-valued function \( w \) on \( \mathbb{T} \), satisfying \( w \in L^q_{1 \times q}(\mathbb{T}) \) and

\[
\langle X_m, X_n \rangle = \int_{-\pi}^\pi e^{-i(m-n)\theta} w(e^{i\theta}) \frac{d\theta}{2\pi}, \quad n, m \in \mathbb{Z},
\]

then we call \( w \) the spectral density of \( \{X_k\} \). We say that \( \{X_k\} \) is purely nondeterministic (PND) if \( \bigcap_{n \in \mathbb{Z}} M^X_{(0,n]} = \{0\} \). Every PND process \( \{X_k\} \) has spectral density (cf. Section 4 in [38], Chapter II). We consider the following condition:

\[
\{X_k\} \text{ has spectral density } w \text{ such that } \det w \in L_1(\mathbb{T}). \tag{A}
\]

A necessary and sufficient condition for (A) is that \( \{X_k\} \) is PND and its spectral density \( w \) satisfies \( \det w(e^{i\theta}) > 0 \), \( \sigma \)-a.e. (see Theorem 6.1 in [38], Chapter II).

In what follows, we assume (A) for \( \{X_k\} \). Let \( \{\hat{X}_k : k \in \mathbb{Z}\} \) be the time-reversed process of \( \{X_k\} \):

\[
\hat{X}_k := X_{-k}, \quad k \in \mathbb{Z}. \tag{2.1}
\]
Baxter’s inequality

Then, since

\[ \langle \tilde{X}_n, \tilde{X}_m \rangle = \langle X_{-n}, X_{-m} \rangle = \int_{-\pi}^{\pi} e^{-i(n-m)\theta} w(e^{-i\theta}) \frac{d\theta}{2\pi}, \]

\{\tilde{X}_k\} has the spectral density \( \tilde{w} \) given by

\[ \tilde{w}(e^{i\theta}) = w(e^{-i\theta}). \quad (2.2) \]

In particular, \( \{\tilde{X}_k\} \) also satisfies (A). The spectral densities \( w \) and \( \tilde{w} \) have the decompositions

\[ w(e^{i\theta}) = h(e^{i\theta})h(e^{i\theta})^*, \quad \tilde{w}(e^{i\theta}) = \tilde{h}(e^{i\theta})\tilde{h}(e^{i\theta})^*, \quad \sigma\text{-a.e.,} \quad (2.3) \]

respectively, for some outer functions \( h \) and \( \tilde{h} \) in \( H^q_{2\times q}(\mathbb{T}) \), and \( h \) and \( \tilde{h} \) are unique up to constant unitary factors (see, e.g., [38], Chapter II, and [18], Theorem 11). We define the outer function \( h^\sharp \) in \( H^q_{2\times q}(\mathbb{T}) \) by

\[ h^\sharp(z) := \{\tilde{h}(z)\}^*. \quad (2.4) \]

Then, \( h^\sharp \) satisfies

\[ w(e^{i\theta}) = h^\sharp(e^{i\theta})^* h^\sharp(e^{i\theta}), \quad \sigma\text{-a.e.} \quad (2.5) \]

We may take \( h^\sharp = h \) for the univariate case \( q = 1 \) but there is no such simple relation between \( h \) and \( h^\sharp \) for \( q \geq 2 \). We call \( h^\sharp \) the \( \text{phase function} \) of \( \{X_k\} \). Since

\[ \{h(e^{i\theta})^* h^\sharp(e^{i\theta})^{-1}\}^* h(e^{i\theta})^* h^\sharp(e^{i\theta})^{-1} = \{h^\sharp(e^{i\theta})^*\}^{-1} w(e^{i\theta}) h^\sharp(e^{i\theta})^{-1} = I_q \]

holds \( \sigma\text{-a.e.} \), it is a unitary matrix valued function on \( \mathbb{T} \). See Section 4 and [35], page 428.

Let

\[ X_k = \int_{-\pi}^{\pi} e^{-ik\theta} \Lambda(d\theta), \quad k \in \mathbb{Z}, \]

be the spectral representation of \( \{X_k\} \), where \( \Lambda \) is the \( \mathbb{C}^q \)-valued random spectral measure such that

\[ \left( \int_{-\pi}^{\pi} \phi(e^{i\theta}) \Lambda(d\theta), \int_{-\pi}^{\pi} \psi(e^{i\theta}) \Lambda(d\theta) \right)_M = \int_{-\pi}^{\pi} \phi(e^{i\theta}) w(e^{i\theta}) \psi(e^{i\theta})^* \frac{d\theta}{2\pi} \]

for \( \phi, \psi \in L(w) \) with \( L(w) \) being the class of measurable \( \phi : \mathbb{T} \to \mathbb{C}^{1\times q} \) satisfying \( \int_{-\pi}^{\pi} \phi(e^{i\theta}) w(e^{i\theta}) \phi(e^{i\theta})^* \sigma(d\theta) < \infty \) (cf. [38], Chapter I). We define a \( q \)-variate stationary process \( \{\xi_k : k \in \mathbb{Z}\} \), called the \textit{forward innovation process} of \( \{X_k\} \), by

\[ \xi_k := \int_{-\pi}^{\pi} e^{-ik\theta} h(e^{i\theta})^{-1} \Lambda(d\theta), \quad k \in \mathbb{Z}. \quad (2.6) \]

Then, \( \{\xi_k\} \) satisfies \( \langle \xi_n, \xi_m \rangle = \delta_{nm} I_q \) and

\[ M^X_{(-\infty,n]} = M^\xi_{(-\infty,n]}, \quad n \in \mathbb{Z} \quad (2.7) \]
(cf. Section 4 in [38], Chapter II), whence, for $n \in \mathbb{Z}$, $\{\xi_k^j : j = 1, \ldots, q, k \geq n + 1\}$ becomes a complete orthonormal basis of $(M_{(-\infty, n]}^X)^\perp$.

On the other hand, the spectral representation of $\tilde{X}_k$ is given by

$$\tilde{X}_k = \int_{-\pi}^{\pi} e^{-ik\theta} \tilde{\Lambda}(d\theta), \quad k \in \mathbb{Z},$$

with the $\mathbb{C}^q$-valued random measure $\tilde{\Lambda}$ defined by

$$\tilde{\Lambda}(E) := \Lambda(-E), \quad E \in \mathcal{B}((-\pi, \pi]),$$

(8.8)

where $-E := \{-\theta : \theta \in E\}$. Let $\tilde{\xi}_k : k \in \mathbb{Z}$ be the forward innovation process of $\tilde{X}_k$ given by

$$\tilde{\xi}_k := \int_{-\pi}^{\pi} e^{-ik\theta} \tilde{h}(e^{i\theta})^{-1} \tilde{\Lambda}(d\theta), \quad k \in \mathbb{Z}.$$  

(2.9)

Then, we easily see that $\{\tilde{\xi}_k\}$ satisfies $\langle \tilde{\xi}_n, \tilde{\xi}_m \rangle = \delta_{nm} I_q$ and

$$M_0^{X_{[-n, \infty)}} = M_0^{\tilde{\xi}_{[-n, \infty]}}, \quad n \in \mathbb{Z},$$

(2.10)

whence, for $n \in \mathbb{Z}$, $\{\xi_k^j : j = 1, \ldots, q, k \geq n + 1\}$ becomes a complete orthonormal basis of $(M_{[-n, \infty)}^X)^\perp$. We also call $\{\tilde{\xi}_k\}$ the backward innovation process of $\{X_k\}$. Then, $\{\xi_k\}$ turns out to be the backward innovation process of $\{\tilde{X}_k\}$.

We define, respectively, the forward MA and AR coefficients $c_k$ and $a_k$ of $\{X_k\}$ by

$$h(z) = \sum_{k=0}^{\infty} z^k c_k, \quad -h(z)^{-1} = \sum_{k=0}^{\infty} z^k a_k, \quad z \in \mathbb{D},$$

(2.11)

and the backward MA and AR coefficients $\tilde{c}_k$ and $\tilde{a}_k$ of $\{X_k\}$ by

$$\tilde{h}(z) = \sum_{k=0}^{\infty} z^k \tilde{c}_k, \quad -\tilde{h}(z)^{-1} = \sum_{k=0}^{\infty} z^k \tilde{a}_k, \quad z \in \mathbb{D}.$$  

(2.12)

It should be noticed that $c_k$ and $a_k$ (resp., $\tilde{c}_k$ and $\tilde{a}_k$) are the backward (resp., forward) MA and AR coefficients of the time-reversed process $\{\tilde{X}_k\}$, respectively. All of $\{c_k\}$, $\{a_k\}$, $\{\tilde{c}_k\}$ and $\{\tilde{a}_k\}$ are $\mathbb{C}^{q \times q}$-valued sequences, and we have $\{c_k\}, \{\tilde{c}_k\} \in \ell_{2+}^{q \times q}$ and $c_0 a_0 = \tilde{c}_0 \tilde{a}_0 = -I_q$. We have the following forward and backward MA representations of $\{X_k\}$, respectively:

$$X_n = \sum_{k=-\infty}^{n} c_{n-k} \xi_k, \quad X_{-n} = \sum_{k=-\infty}^{n} \tilde{c}_{n-k} \tilde{\xi}_k, \quad n \in \mathbb{Z}$$

(2.13)

(cf. Section 4 in [38], Chapter II). If we further assume

$$\{a_k\}, \{\tilde{a}_k\} \in \ell_{1+}^{q \times q}, \quad (2.14)$$

then...
then the following forward and backward AR representations of \( \{X_k\} \), respectively, also hold:

\[
\sum_{k=-\infty}^{n} a_{n-k}X_k + \xi_n = 0, \quad \sum_{k=-\infty}^{n} \tilde{a}_{n-k}X_{-k} + \tilde{\xi}_n = 0, \quad n \in \mathbb{Z}
\]

(2.15)

(see, e.g., the proof of [22], Theorem 4.4). From (2.15), we obtain the following forward and backward infinite prediction formulas, respectively, for \( \{X_k\} \):

\[
P_{(-\infty,-1]}X_0 = \sum_{k=1}^{\infty} \phi_k X_{-k}, \quad P_{[1,\infty)}X_0 = \sum_{k=1}^{\infty} \tilde{\phi}_k X_k.
\]

Here

\[
\phi_k := c_0 a_k, \quad \tilde{\phi}_k := \tilde{c}_0 \tilde{a}_k, \quad k \in \mathbb{N}.
\]

We call \( \phi_k \) (resp., \( \tilde{\phi}_k \)) the forward (resp., backward) infinite predictor coefficients of \( \{X_k\} \). It should be noticed that \( \phi_k \) (resp., \( \tilde{\phi}_k \)) are the backward (resp., forward) infinite predictor coefficients of \( \{\tilde{X}_k\} \).

3. A projection theorem

In this section, we present a projection theorem which facilitates finding explicit representations of the finite predictor coefficients, the finite prediction error covariances and the PACF of a \( q \)-variate stationary process \( \{X_k\} \), in terms of the Fourier coefficients of the phase function.

Let \( H \) be a Hilbert space with inner product \((\cdot, \cdot)\). Let \( I : H \rightarrow H \) be the identity map. For a closed subspace \( A \) of \( H \), we write \( P_A \) for the orthogonal projection operator of \( H \) onto \( A \) and \( P_A^\perp \) for that onto the orthogonal complement \( A^\perp \) of \( A \), that is, \( P_A^\perp = I - P_A \). For closed subspaces \( A \) and \( B \) of \( H \), von Neumann’s Alternating Projection Theorem (cf. [37], Section 9.6.3) states that \( (P_A P_B)^n \) converges to \( P_A \cap B \) as \( n \to \infty \) in the strong operator topology. From this, we have the following projection theorem.

**Theorem 3.1 ([22,24]).** Let \( A \) and \( B \) be closed subspaces of \( H \). Then, we have, for \( x, y \in H \),

\[
P_{A \cap B}^\perp x = \sum_{k=0}^{\infty} \left\{ P_B^\perp (P_A P_B)^k x + P_B (P_A P_B)^k x \right\},
\]

(3.1)

\[
(P_{A \cap B}^\perp x, P_{A \cap B}^\perp y) = \sum_{k=0}^{\infty} \left\{ (P_B^\perp (P_A P_B)^k x, P_B^\perp (P_A P_B)^k y) + (P_A^\perp P_B (P_A P_B)^k x, P_A^\perp P_B (P_A P_B)^k y) \right\},
\]

(3.2)

the sum in (3.1) converging strongly.
The assertion (3.2) (resp., (3.1)) is an abstract form of [22], Theorem 4.1, and [24], Theorem 3.1 (resp., Remarks to [24], Theorem 3.1), and can be proved in a similar way.

For our applications in this paper, we need the next variant.

**Theorem 3.2.** Let \( A \) and \( B \) be closed subspaces of \( H \). Then, we have

\[
P_A^{\perp}(P_A P_B)^k a = \sum_{k=0}^{\infty} \left\{ P_B^{\perp}(P_A^{\perp} P_B^{\perp})^k a - (P_A^{\perp} P_B^{\perp})^{k+1} a \right\}, \quad a \in A, \tag{3.3}
\]

\[
(P_A^{\perp} P_B^{\perp} a_1, P_A^{\perp} P_B^{\perp} a_2) = \sum_{k=0}^{\infty} \left( P_B^{\perp}(P_A^{\perp} P_B^{\perp})^k a_1, a_2 \right), \quad a_1, a_2 \in A, \tag{3.4}
\]

\[
(P_A^{\perp} P_B^{\perp} a, P_A^{\perp} P_B^{\perp} b) = -\sum_{k=0}^{\infty} \left( (P_A^{\perp} P_B^{\perp})^{k+1} a, b \right), \quad a \in A, b \in B, \tag{3.5}
\]

the sum in (3.3) converging strongly.

**Proof.** If \( a \in A \), then

\[
P_B^{\perp} P_A P_B a = P_B^{\perp} (I - P_A^{\perp}) P_B a = -P_B^{\perp} P_A^{\perp} P_B a = -P_B^{\perp} P_A^{\perp} (I - P_B^{\perp}) a = P_B^{\perp} P_A^{\perp} P_B a.
\]

Hence, we have, for \( k = 1, 2, \ldots \),

\[
P_B^{\perp}(P_A P_B)^k a = P_B^{\perp}(P_A^{\perp} P_B^{\perp})(P_A P_B)^{k-1} a = \cdots = P_B^{\perp}(P_A^{\perp} P_B^{\perp})^k a,
\]

and, for \( k = 0, 1, \ldots \),

\[
P_A^{\perp} P_B (P_A P_B)^k a = P_A^{\perp} (I - P_B^{\perp}) (P_A P_B)^k a = -P_A^{\perp} P_B^{\perp} (P_A P_B)^k a = - (P_A^{\perp} P_B^{\perp})^{k+1} a.
\]

Therefore, (3.3) and

\[
(P_A^{\perp} P_B^{\perp} a_1, P_A^{\perp} P_B^{\perp} a_2) = \sum_{m=0}^{\infty} \left\{ (P_B^{\perp}(P_A^{\perp} P_B^{\perp})^m a_1, P_B^{\perp}(P_A^{\perp} P_B^{\perp})^m a_2) + \left( (P_A^{\perp} P_B^{\perp})^{m+1} a_1, (P_A^{\perp} P_B^{\perp})^{m+1} a_2 \right) \right\}, \quad a_1, a_2 \in A \tag{3.6}
\]

follow from (3.1) and (3.2), respectively. However, we have, for \( a_1, a_2 \in A \) and \( m = 0, 1, \ldots \),

\[
(P_B^{\perp}(P_A^{\perp} P_B^{\perp})^m a_1, P_B^{\perp}(P_A^{\perp} P_B^{\perp})^m a_2) = (P_B^{\perp}(P_A^{\perp} P_B^{\perp})^{2m} a_1, a_2),
\]

\[
((P_A^{\perp} P_B^{\perp})^{m+1} a_1, (P_A^{\perp} P_B^{\perp})^{m+1} a_2) = (P_B^{\perp}(P_A^{\perp} P_B^{\perp})^{2m+1} a_1, a_2).
\]
Thus, (3.4) follows from (3.6).
Let $a \in A$ and $b \in B$. Then, $(P_B^\perp a, P_B^\perp b) = 0$. For $m = 1, 2, \ldots$, we have
\[
P_B^\perp (P_A P_B)^m b = P_B^\perp P_A (P_B P_A)^{m-1} b = -(P_B^\perp P_A^\perp)^m b,
\]
whence
\[
(P_B^\perp (P_A P_B)^m a, P_B^\perp (P_A P_B)^m b) = -(P_B^\perp (P_A^\perp P_B^\perp)^m a, (P_B^\perp P_A^\perp)^m b)
= -((P_A^\perp P_B^\perp)^{2m} a, b).
\]
Similarly, we have, for $m = 0, 1, \ldots$,
\[
P_A^\perp P_B (P_A P_B)^m b = P_A^\perp (P_B P_A)^m b = P_A^\perp (P_B^\perp P_A^\perp)^m b,
\]
whence
\[
(P_A^\perp P_B (P_A P_B)^m a, P_A^\perp P_B (P_A P_B)^m b) = -(P_A^\perp P_B^\perp)^{m+1} a, P_A^\perp (P_B^\perp P_A^\perp)^m b)
= -((P_A^\perp P_B^\perp)^{2m+1} a, b).
\]
Thus, (3.5) follows from (3.2). \hfill \square

In the applications of this paper, $A$ and $B$ correspond to the infinite past and future of a multivariate stationary process.

4. Fourier coefficients of the phase function

Let $\{X_k\}$ be a $q$-variate stationary process satisfying the condition (A), with spectral density $w$. Let $\{\tilde{X}_k\}$, $h$ and $h_{\sharp}$ be as in Section 2. We define a sequence $\{\beta_k\}_{k=-\infty}^\infty$ as the (minus of the) Fourier coefficients of the phase function $h^* h_{\sharp}^{-1}$:
\[
\beta_k := -\int_{-\pi}^{\pi} e^{-ik\theta} h(e^{i\theta})^* h_{\sharp}(e^{i\theta})^{-1} \frac{d\theta}{2\pi}, \quad k \in \mathbb{Z}, \quad (4.1)
\]
Since $h^* h_{\sharp}^{-1}$ is unitary matrix valued (see Section 2), we see that $\{\beta_k\} \in \ell_{2q}^{q \times q}(\mathbb{Z})$. The sequence $\{\beta_k\}$ plays a central role in our representation theorems.

Recall the forward and backward innovation processes $\{\xi_k\}$ and $\{\tilde{\xi}_k\}$, respectively, of $\{X_k\}$ from Section 2.

Lemma 4.1. We assume (A). Then we have
\[
\langle \xi_j, \tilde{\xi}_k \rangle = -\beta_{j+k}, \quad \langle \tilde{\xi}_k, \xi_j \rangle = -\beta_{k+j}^*, \quad j, k \in \mathbb{Z}.
\]
Proof. From (2.4), (2.8) and (2.9), we see that
\[ \tilde{\xi}_k := \int_{-\pi}^{\pi} e^{ik\theta} \left\{ h_\pi(e^{i\theta})^* \right\}^{-1} \Lambda(d\theta), \quad k \in \mathbb{Z}. \]
Combining this with (2.3) and (2.6), we obtain
\[ \langle \xi_j, \tilde{\xi}_k \rangle = \int_{-\pi}^{\pi} e^{-i(j+k)\theta} h_\pi(e^{i\theta})^{-1} h(e^{i\theta}) h(e^{i\theta})^* h_\pi(e^{i\theta})^{-1} \frac{d\theta}{2\pi} = -\beta_{j+k}, \]
which also implies the second equality. \qed

Remark 1. By Lemma 4.1, we have the following mutual representations between \{\xi_k\} and \{\tilde{\xi}_k\}:
\[ \xi_j = -\sum_{k=-\infty}^{\infty} \beta_{j+k} \tilde{\xi}_k, \quad \tilde{\xi}_k = -\sum_{j=-\infty}^{\infty} \beta_{k+j}^* \xi_j. \]

Lemma 4.2. We assume (A). Then, for \{s_l\} \in L_{2+}^{q \times q} and \( n \in \mathbb{Z} \), we have
\[ P_{[-n, \infty)} \left( \sum_{l=0}^{\infty} s_l \xi_l \right) = -\sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} s_l \beta_{n+j+l+1} \right) \xi_{n+j+1}, \quad \text{(4.2)} \]
\[ P_{(-\infty, -n-1)} \left( \sum_{l=0}^{\infty} s_l \tilde{\xi}_{n+l+1} \right) = -\sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} s_l \beta_{n+j+l+1}^* \right) \xi_j. \quad \text{(4.3)} \]
In particular, \( \{\sum_{l=0}^{\infty} s_l \beta_{n+j+l+1}\}_{j=0}^{\infty}, \{\sum_{l=0}^{\infty} s_l \beta_{n+j+l+1}^*\}_{j=0}^{\infty} \in L_{2+}^{q \times q} \).

Proof. By Lemma 4.1, we have \( \sum_{l=0}^{\infty} s_l \xi_l, \tilde{\xi}_{n+j+1} \) = \( -\sum_{l=0}^{\infty} s_l \beta_{n+j+l+1} \). On the other hand, \( \{\tilde{\xi}_{n+j+1} : k = 1, \ldots, q, j \geq 0\} \) is a complete orthonormal basis of \( (M_{[-n, \infty)}^X)_{-1} \). Thus (4.2) follows. We can prove (4.3) in a similar way. \qed

Remark 2. In Lemma 4.2, the map \( \{s_l\}_{l=0}^{\infty} \mapsto \{\sum_{l=0}^{\infty} s_l \beta_{n+j+l+1}\}_{j=0}^{\infty} \) defines a bounded Hankel operator \( \Gamma_n : L_{2+}^{q \times q} \to L_{2+}^{q \times q} \) with block Hankel matrix
\[ \begin{pmatrix} \beta_{n+1} & \beta_{n+2} & \beta_{n+3} & \cdots \\ \beta_{n+2} & \beta_{n+3} & \beta_{n+4} & \cdots \\ \beta_{n+3} & \beta_{n+4} & \beta_{n+5} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]
(cf. [35]), and similarly for \( \{s_l\}_{l=0}^{\infty} \mapsto \{\sum_{l=0}^{\infty} s_l \beta_{n+j+l+1}^*\}_{j=0}^{\infty} \).
Lemma 4.2 allows one to define, for $n \in \mathbb{N}$ and $k \in \mathbb{N} \cup \{0\}$, the sequences $\{b^k_{n,j}\}_{j=0}^{\infty} \in \ell^q_{2+}^{\times q} \times q^2$ by the recursion

$$b^0_{n,j} = \delta_{0j} I_q, \quad b^{2k+1}_{n,j} = \sum_{l=0}^{\infty} b^{2k}_{n,l} \beta_{n+j+l+1}, \quad b^{2k+2}_{n,j} = \sum_{l=0}^{\infty} b^{2k+1}_{n,l} \beta^*_{n+j+l+1}. \quad (4.4)$$

For $n \in \mathbb{N}$, we define the sequence $\{W_k^n\}_{k=0}^{\infty}$ in $M^q$ by

$$W^n_{2k} = P_{(-\infty,-1]}(P_{[-n,\infty)} P_{(-\infty,-1]}^k)^n X_0, \quad k = 0, 1, \ldots, \quad (4.5)$$

and

$$W^{2k+1} = -P_{[-n,\infty)} P_{(-\infty,-1]}^{k+1} X_0, \quad k = 0, 1, \ldots. \quad (4.6)$$

**Proposition 4.3.** We assume (A). Then, for $n \in \mathbb{N}$ and $k \in \mathbb{N} \cup \{0\}$, we have

$$W^n_{2k} = c_0 \sum_{j=0}^{\infty} b^k_{n,j} \xi_j, \quad W^{2k+1} = c_0 \sum_{j=0}^{\infty} b^{2k+1}_{n,j} \xi_{n+j+1} \quad (4.7)$$

and

$$\langle W^n_{2k}, X_0 \rangle = c_0 b^k_{n,0} \xi^*_0, \quad \langle W^{2k+1}, X_{-(n+1)} \rangle = c_0 b^{2k+1}_{n,0} \xi^*_0. \quad (4.8)$$

**Proof.** Note that, from the definition of $W^n_k$,

$$W^{2k+1} = -P_{[-n,\infty)} W^n_{2k}, \quad W^{2k+2} = -P_{(-\infty,-1]} W^n_{2k+1}. \quad (4.7)$$

We prove (4.7) by induction. First, from (2.7) and (2.13), we have

$$W^n_0 = P_{(-\infty,-1]} X_0 = c_0 \xi_0 = c_0 \sum_{j=0}^{\infty} b^0_{n,j} \xi_j. \quad (4.8)$$

For $k = 0, 1, \ldots$, assume that $W^n_{2k} = c_0 \sum_{j=0}^{\infty} b^k_{n,j} \xi_j$. Then, by (2.2),

$$W^{2k+1} = -P_{[-n,\infty)} \left( c_0 \sum_{j=0}^{\infty} b^k_{n,j} \xi_j \right) = c_0 \sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} b^{2l}_{n,l} \beta_{n+j+l+1} \right) \xi_j \quad (4.9)$$

$$= c_0 \sum_{j=0}^{\infty} b^{2k+1}_{n,j} \xi_{n+j+1}. \quad (4.10)$$
and, by (4.3),
\[
W_n^{2k+2} = -P_{(-\infty,-1]} \left( c_0 \sum_{j=0}^{\infty} b_{n,j}^{2k+1} \tilde{\xi}_{n+j+1} \right) \\
= c_0 \sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} b_{n,l}^{2k+1} \beta_n^{*} \beta_{n+j+l+1} \right) \tilde{\xi}_j = c_0 \sum_{j=0}^{\infty} b_{n,j}^{2k+2} \tilde{\xi}_j.
\]
Thus (4.7) follows. We obtain the first (resp., second) equality in (4.8) from the first (resp.,
second) equalities in (4.7) and (2.13). □

Lemma 4.2 also allows one to define, for
\( n \in \mathbb{N} \) and \( k \in \mathbb{N} \cup \{0\} \), the sequences \( \{\tilde{b}_{n,j}^{k}\}_{j=0}^{\infty} \in \ell^q_{2+} \) by the recursion
\[
\tilde{b}_n^{0,j} = \delta_{0,j} I_q, \quad \tilde{b}_n^{2k+1,j} = \sum_{l=0}^{\infty} \tilde{b}_n^{2k,l} \beta_n^{*} \beta_{n+j+l+1}, \quad \tilde{b}_n^{2k+2,j} = \sum_{l=0}^{\infty} \tilde{b}_n^{2k+1,l} \beta_n^{*} \beta_{n+j+l+1}.
\]
(4.9)

Proposition 4.4. We assume (A). Then, for \( n \in \mathbb{N} \) and \( k \in \mathbb{N} \cup \{0\} \), we have \( b_n^{2k,0} \geq 0 \) and \( \tilde{b}_n^{2k,0} \geq 0 \).

Proof. Let \( A = M^X_{[-n,\infty)} \) and \( B = M^X_{(-\infty,-1]} \). Then, in the same way as the proof of (3.4) in
Theorem 3.2, we have
\[
[W_n^{2k}, X_0] = \begin{cases} 
\langle P_B^{-1} (P_A^{-1} P_B^{-1})^{m} X_0, P_B^{-1} (P_A^{-1} P_B^{-1})^{m} X_0 \rangle, & \text{k = 2m: even,} \\
\langle (P_A^{-1} P_B^{-1})^{m+1} X_0, (P_A^{-1} P_B^{-1})^{m+1} X_0 \rangle, & \text{k = 2m + 1: odd.}
\end{cases}
\]
This and the first equality in (4.8) give \( c_0 b_n^{2k,0} c_0^{*} \geq 0 \) or \( b_n^{2k,0} \geq 0 \). The second equality follows from the first one applied to \( \tilde{X}_k \). □

5. Representation theorems

In this section, we develop explicit representations for the finite predictor coefficients, the finite
prediction error covariances and the PACF of a \( q \)-variate stationary process \{\( X_k \)\}, in terms of the
sequence \( \{\beta_j\} \) defined in Section 4. We focus on the one-step ahead predictions to keep the
notation simple.

In deriving the representation theorems for the finite predictors of a \( q \)-variate stationary pro-
cess \{\( X_k \)\}, the following intersection of past and future property of \{\( X_k \)\} plays a key role:
\[
M^X_{(-\infty,-1]} \cap M^X_{[-n,\infty)} = M^X_{[-n,-1]}, \quad n = 1, 2, \ldots .
\]
(IPF)

A useful sufficient condition for (IPF) is the following minimsality condition:
\[
\{X_k\} \text{ has spectral density } w \text{ satisfying } \det w(e^{i\theta}) > 0, \sigma\text{-a.e.,}
\text{ and } w^{-1} \in L^1_{q \times q} (\mathbb{T}).
\]
(M)
In fact, by [27], Corollary 3.6, (M) implies (IPF). The condition (M) also implies (A) by [32], Lemma 2.5 and Theorem 2.8, or more directly by

\[ | \log \det w | = q | \log(\det w)^{1/q} | \leq q \left\{ (\det w)^{1/q} + (\det w)^{-1/q} \right\} \]

\[ = q \left\{ \frac{\lambda_1 \cdots \lambda_q}{q} + \left( \frac{\lambda_1^{-1} \cdots \lambda_q^{-1}}{q} \right)^{1/q} \right\} \leq q \left\{ \frac{\lambda_1 + \cdots + \lambda_q}{q} + \frac{\lambda_1^{-1} + \cdots + \lambda_q^{-1}}{q} \right\} = \text{Tr } w + \text{Tr } w^{-1}, \]

where \( \lambda_1, \ldots, \lambda_q \) denote the eigenvalues of \( w \) and we have used the inequality \( | \log y | \leq y + (1/y) \) for \( y > 0 \).

The property (IPF) is closely related to the property

\[ M^X_{(-\infty,-1]} \cap M^X_{[0,\infty)} = \{0\} \quad \text{(CND)} \]

called complete nondeterminacy by [40]. In fact, by [27], Theorem 3.5, (IPF) and (CND) are equivalent under (A). The condition (CND) is also closely related to the rigidity for matrix-valued Hardy functions (see [29]). It should be noticed that if \( \{X_k\} \) satisfies (IPF), then so does the time-reversed process \( \{\tilde{X}_k\} \), and that the same holds for (M) and (CND).

Recall \( W^k_n \) from (4.5) and (4.6). The next proposition is a direct consequence of (3.3) in Theorem 3.2.

**Proposition 5.1.** We assume (IPF). Then, for \( n \in \mathbb{N} \), we have

\[ P_{[-n,-1]} X_0 = \sum_{k=0}^{\infty} W^k_n, \]

the sum converging strongly in \( M^q \).

**Proof.** The equality follows from (IPF) and (3.3) in Theorem 3.2 applied to \( A = M^X_{[-n,\infty)} \), \( B = M^X_{(-\infty,-1]} \) and \( a = X^j_0 \), \( j = 1, \ldots, q \). \( \square \)

Under (A), and for \( n \in \mathbb{N} \) and \( k = 1, \ldots, n \), the forward and backward finite predictor coefficients \( \phi_{n,k} \in \mathbb{C}^{q \times q} \) and \( \tilde{\phi}_{n,k} \in \mathbb{C}^{q \times q} \), respectively, of a \( q \)-variate stationary process \( \{X_k\} \) are defined by

\[ P_{[-n,-1]} X_0 = \phi_{n,1} X_{-1} + \cdots + \phi_{n,n} X_{-n}, \quad \text{(5.1)} \]

\[ P_{[-n,-1]} X_{-(n+1)} = \tilde{\phi}_{n,1} X_{-n} + \cdots + \tilde{\phi}_{n,n} X_{-1}. \quad \text{(5.2)} \]

Recall \( c_0, \tilde{c}_0, \beta_j, \tilde{b}^{2k}_{n,j} \) and \( \tilde{b}^{2k}_{n,j} \) from (2.11), (2.12), (4.1), (4.4) and (4.9), respectively. Here is the representation theorem for \( \phi_{n,n} \) and \( \tilde{\phi}_{n,n} \), which are closely related to the PACF of \( \{X_k\} \).
Theorem 5.2. We assume (A) and (IPF). Then, for \( n \in \mathbb{N} \),
\[
\phi_{n,n} = c_0 \sum_{k=0}^{\infty} \left( \sum_{j=0}^{\infty} b_{n,j}^k \beta_{n+j} \right) c_0^{-1}, \quad \tilde{\phi}_{n,n} = \tilde{c}_0 \sum_{k=0}^{\infty} \left( \sum_{j=0}^{\infty} \tilde{b}_{n,j}^k \beta_{n+j}^* \right) c_0^{-1}.
\]

Proof. Since \( P_{[-n,-1]} X_0 \equiv -\phi_{n,n} X_{-n} \equiv -\phi_{n,n} \tilde{c}_0 \tilde{\xi}_n \mod M_{X_{-n+1,\infty}}^X \), we have
\[
\left\{ P_{[-n,-1]} X_0, \tilde{\xi}_n \right\} = -\phi_{n,n} \tilde{c}_0 \langle \tilde{\xi}_n, \tilde{\xi}_n \rangle = -\phi_{n,n} \tilde{c}_0.
\]

On the other hand, from Propositions 5.1 and 4.3 and Lemma 4.1, we get
\[
\left\{ P_{[-n,-1]} X_0, \tilde{\xi}_n \right\} = \sum_{k=0}^{\infty} \left\{ W_n^k, \tilde{\xi}_n \right\} = -c_0 \sum_{k=0}^{\infty} \left( \sum_{j=0}^{\infty} b_{n,j}^k \beta_{n+j} \right).
\]
Thus the first formula follows. We obtain the second formula by applying the first one to the time-reversed process \( \{ \tilde{X}_k \} \).

For \( n = 0, 1, \ldots \), we define the forward and backward finite prediction error covariances \( v_n \) and \( \tilde{v}_n \), respectively, of a \( q \)-variate stationary process \( \{ X_k \} \) by \( v_0 = \tilde{v}_0 = \langle X_0, X_0 \rangle \) and
\[
v_n := \left\{ P_{[-n,-1]} X_0, P_{[-n,-1]} X_0 \right\}, \quad n = 1, 2, \ldots, \quad (5.3)
\]
\[
\tilde{v}_n := \left\{ P_{[-n,-1]} X_{-(n+1)}, P_{[-n,-1]} X_{-(n+1)} \right\}, \quad n = 1, 2, \ldots \quad (5.4)
\]
Notice that \( \tilde{v}_n \) (resp., \( v_n \)) is the forward (resp., backward) finite prediction error covariance of the time-reversed process \( \{ \tilde{X}_k \} \). In this paper, under (A), we fix the definition of the partial autocorrelation function (PACF) \( \alpha_n \) of \( \{ X_k \} \) by
\[
\alpha_n := \begin{cases} \langle v_0 \rangle^{-1/2} \langle X_0, X_{-1} \rangle \langle \tilde{v}_0 \rangle^{-1/2}, & n = 1, \\ \langle v_{n-1} \rangle^{-1/2} \langle P_{[-n+1,-1]} X_0, P_{[-n+1,-1]} X_{-(n-1)} \rangle \langle \tilde{v}_{n-1} \rangle^{-1/2}, & n = 2, 3, \ldots \end{cases}
\]
(cf. [14]).

The next theorem gives explicit representations for \( v_n, \tilde{v}_n \) and \( \alpha_n \).

Theorem 5.3. We assume (A) and (IPF). Then, for \( n \in \mathbb{N} \), we have
\[
v_n = c_0 \left( \sum_{k=0}^{\infty} b_{n,0}^k \right) c_0^*, \quad \tilde{v}_n = \tilde{c}_0 \left( \sum_{k=0}^{\infty} \tilde{b}_{n,0}^k \right) \tilde{c}_0^*, \quad (5.5)
\]
\[
\left\{ P_{[-n+1,-1]} X_0, P_{[-n+1,-1]} X_{-n} \right\} = c_0 \left( \sum_{k=0}^{\infty} b_{n,0}^{k+1} \right) c_0^*.
\]
Proof. First, by (IPF) and (3.4) in Theorem 3.2 applied to \( A = M^X_{[-n, \infty)} \), \( B = M^X_{(-\infty, -1]} \) and \( a_1 = X^i_0, a_2 = X^j_0 (i, j = 1, \ldots, q) \), we have \( v_n = \sum_{k=0}^{\infty} \langle W^2_n k, X_0 \rangle \). This and (4.8) give the first equality in (5.5). Next, we obtain the second equality in (5.5) by applying the first one to the time-reversed process \( \tilde{X}_k \). Finally, by (IPF) and (3.5) in Theorem 3.2 applied to \( A = M^X_{[-n, \infty)} \), \( B = M^X_{(-\infty, -1]} \) and \( a = X^i_0, b = X_j^{-(n+1)} (i, j = 1, \ldots, q) \), we have

\[
\langle P^\perp_{[-n, -1]} X_0, P^\perp_{[-n, -1]} X_{-(n+1)} \rangle = \sum_{k=0}^{\infty} \langle W^2_{n+k+1}, X_{-(n+1)} \rangle.
\]

This and (4.8) give (5.6). □

We can prove

\[
\langle P^\perp_{[-n+1, -1]} X_0, P^\perp_{[-n+1, -1]} X_{-n} \rangle = \phi_{n,n} \tilde{v}_{n-1}, \quad n = 2, 3, \ldots,
\]

in the same way as in the univariate case (cf. Corollary 5.2.1 in [8]). From this, we have

\[
\alpha_n = (v_{n-1})^{-1/2} \phi_{n,n} (\tilde{v}_{n-1})^{1/2}, \quad n = 1, 2, \ldots,
\]

and so Theorem 5.2 with (5.5) in Theorem 5.3 gives another explicit representation of \( \alpha_n \).

We turn to the representation of all the finite predictor coefficients \( \phi_{n,j} \) and \( \tilde{\phi}_{n,j} \). It turns out that, to deal with this problem, we need to assume the minimality (M) which is more stringent than (IPF) or (CND). A \( q \)-variate stationary process \( \{X_k\} \) satisfying (M) has a dual process \( \{X'_k : k \in \mathbb{Z}\} \), characterized by the biorthogonality relation \( \langle X_j, X'_k \rangle = \delta_{jk} I_q \); see [32] for more information. Recall \( a_k \) and \( \tilde{a}_k \) from (2.11) and (2.12), respectively. The dual process \( \{X'_k\} \) admits the following two MA representations:

\[
X'_n = -\sum_{k=0}^{\infty} a^*_k \xi_{n+k}, \quad X'_{-n} = -\sum_{k=0}^{\infty} \tilde{a}^*_k \xi_{n+k}, \quad n \in \mathbb{Z}.
\]

Here notice that (M) implies

\[
\{a_k\}, \{\tilde{a}_k\} \in \ell^q_{2+} \times \ell^q_{2+}.
\]

By (5.9), we can also define, for \( n \in \mathbb{N} \) and \( k, j \in \mathbb{N} \cup \{0\} \),

\[
\phi^{2k}_{n,j} := c_0 \sum_{l=0}^{\infty} b^{2k}_{n,j} a_{j+l}, \quad \phi^{2k+1}_{n,j} := c_0 \sum_{l=0}^{\infty} b^{2k+1}_{n,j} \tilde{a}_{j+l},
\]

\[
\tilde{\phi}^{2k}_{n,j} := \tilde{c}_0 \sum_{l=0}^{\infty} \tilde{b}^{2k}_{n,j} a_{j+l}, \quad \tilde{\phi}^{2k+1}_{n,j} := \tilde{c}_0 \sum_{l=0}^{\infty} \tilde{b}^{2k+1}_{n,l} a_{j+l}.
\]

Here is the representation theorem for the finite predictor coefficients.
Theorem 5.4. We assume (M). Then, for \( n = 1, 2, \ldots \) and \( j = 1, \ldots, n \),

\[
\phi_{n,j} = \sum_{k=0}^{\infty} \left\{ \phi^{2k}_{n,j} + \phi^{2k+1}_{n,n-j+1} \right\}, \quad \tilde{\phi}_{n,j} = \sum_{k=0}^{\infty} \left\{ \tilde{\phi}^{2k}_{n,j} + \tilde{\phi}^{2k+1}_{n,n-j+1} \right\}.
\]

(5.10)

Proof. From \( \langle X_k, X'_j \rangle = \delta_{kj} I_q \), we have \( \langle P_{[-n,-1]} X_0, X'_{-j} \rangle = -\phi_{n,j} \) for \( j = 1, \ldots, n \), and, from Proposition 5.1, we find that

\[
\langle P_{[-n,-1]} X_0, X'_{-j} \rangle = \sum_{k=0}^{\infty} \left\{ \langle W^2_k, X'_{-j} \rangle + \langle W^2_{k+1}, X'_{-j} \rangle \right\}.
\]

Moreover, from Proposition 4.3 and (5.8) rewritten as

\[
X'_{-j} = -\sum_{l=-j}^{\infty} a^*_j a_l \xi_l, \quad X'_{-j} = -\sum_{l=-(n-j+1)}^{\infty} \tilde{a}^*_{n-j+l+1} \xi_{n+l+1}.
\]

we have

\[
\langle W^2_k, X'_{-j} \rangle = -c_0 \sum_{l=0}^{\infty} b^2_{n,l} a_{j+l} = -\phi^2_{n,j},
\]

\[
\langle W^2_{k+1}, X'_{-j} \rangle = -c_0 \sum_{l=0}^{\infty} b^2_{n,l} \tilde{a}_{n-j+l+1} = -\phi^2_{n,n-j+1}.
\]

Combining, we obtain the first equality in (5.10). Its second equality follows from the first one applied to the time-reversed process \( \{\tilde{X}_k\} \). \( \square \)

6. Applications to long-memory processes

In this section, we apply the representation theorems in Section 5 to a \( q \)-variate FARIMA process with common fractional differencing order for all components and derive the asymptotics of the finite prediction error covariances and the PACF as well as that of the finite predictor coefficients, and establish Baxter’s inequality.

6.1. Univariate FARIMA processes

We start with some properties of univariate FARIMA\((0, d, 0)\) processes which we need in our perturbation technique below. This technique reduces the study of asymptotic properties of multivariate FARIMA processes to that of the corresponding problems for univariate FARIMA\((0, d, 0)\) processes.
For \( d \in (-1/2, 1/2) \setminus \{0\} \), let \( \{Y_k : k \in \mathbb{Z}\} \) be a univariate FARIMA\((0, d, 0)\) process with spectral density

\[
w_Y(e^{i\theta}) = \left| 1 - e^{i\theta} \right|^{-2d}, \quad \theta \in (-\pi, \pi)
\]

(6.1) (see [16,19]; see also [8], Section 13.2). Then \( u_0 := E[|Y_0|^2] \) is equal to \( \Gamma(1 - 2d)/\Gamma(1 - d)^2 \) and the \( n \)th finite predictor coefficients \( \psi_{n,n} \) of \( \{Y_k\} \) (see (5.1)) are given by

\[
\psi_{n,n} = \frac{d}{n - d}, \quad n \in \mathbb{N}.
\]

(6.2)

Let \( u_n \) be the finite prediction error variance of \( \{Y_k\} \) defined by (5.3) with \( \{X_k\} \) replaced by \( \{Y_k\} \), for which we use the notation \( u_n \) rather than \( v_n \). Then the Durbin–Levinson algorithm implies

\[
u_n = u_0 \prod_{k=1}^{n} \left( 1 - (\psi_{k,k})^2 \right),
\]

(6.3)

as \( n \to \infty \), we have

\[
u_n = \frac{\Gamma(n + 1 - 2d)\Gamma(n + 1)}{\Gamma(n + 1 - d)^2}, \quad n = 0, 1, \ldots
\]

(6.3)

For \( u_n \), we present next its precise asymptotic behavior.

**Proposition 6.1.** For \( d \in (-1/2, 1/2) \setminus \{0\} \), we have \( u_n = 1 + (d^2/n) + O(n^{-2}) \) as \( n \to \infty \).

**Proof.** By Stirling’s formula \( \Gamma(x) = \sqrt{2\pi e^{-x}x^{x+(1/2)}(1 + (1/12x) + O(x^{-2}))} \) as \( x \to \infty \) and

\[
\left( \frac{n + 1 - 2d}{n + 1} \right)^{-d} = 1 + \frac{2d^2}{n} + O(n^{-2}), \quad \frac{\sqrt{(n + 1 - 2d)(n + 1)}}{(n + 1 - d)} = 1 + O(n^{-2})
\]

as \( n \to \infty \), we have, as \( n \to \infty \),

\[
u_n = \frac{\Gamma(n + 1 - 2d)\Gamma(n + 1)}{\Gamma(n + 1 - d)^2}
\]

\[
\left( 1 - \frac{d}{n + 1 - d} \right)^{n+1-d} \left( 1 + \frac{d}{n + 1 - d} \right)^{n+1-d} \left\{ 1 + \frac{2d^2}{n} + O(n^{-2}) \right\}
\]

On the other hand, by l’Hôpital’s rule, we have, for \( a \in \mathbb{R} \),

\[
\left( 1 + \frac{a}{x} \right)^x = e^a - \frac{a^2 e^a}{2x} + O(x^{-2}), \quad x \to \infty,
\]

whence, as \( n \to \infty \),

\[
\left( 1 - \frac{d}{n + 1 - d} \right)^{n+1-d} \left( 1 + \frac{d}{n + 1 - d} \right)^{n+1-d} = \left\{ 1 - \frac{d^2}{n} + O(n^{-2}) \right\}
\]

Combining, we obtain the proposition. \( \square \)
Since
\[1 - e^{i\theta} = \begin{cases} 
|1 - e^{i\theta}| e^{i(\theta - \pi)} & \text{if } 0 < \theta < \pi, \\
|1 - e^{i\theta}| e^{i(\theta + \pi)} & \text{if } -\pi < \theta < 0,
\end{cases}\]
the phase function
\[\Omega(e^{i\theta}) := (1 - e^{i\theta})^{-d}/(1 - e^{i\theta})^{-d}\]
of the univariate FARIMA\((0, d, 0)\) process \(\{Y_k\}\) above is given by
\[\Omega(e^{i\theta}) = \begin{cases} 
ed(\theta - \pi) & \text{if } 0 < \theta < \pi, \\
ed(\theta + \pi) & \text{if } -\pi < \theta < 0.
\end{cases}
\] (6.4)

Therefore, the minus of the Fourier coefficients of the phase function \(\Omega(e^{i\theta})\) for \(\{Y_k\}\), which we write as \(\rho_n\) rather than \(\beta_n\), are given by
\[\rho_n = -\int_{-\pi}^{\pi} e^{-in\theta} \Omega(e^{i\theta}) \frac{d\theta}{2\pi} = \frac{\sin(\pi d)}{\pi(n - d)}, \quad n \in \mathbb{Z}.
\] (6.5)

One can also obtain (6.5) using [7], Remark 1 and Lemma 4.4.

**Lemma 6.2.** Let \(\{s_k\}_{k=-\infty}^{\infty}\) be a complex sequence such that \(\sum_{k=-\infty}^{\infty} k^2 |s_k| < \infty\). Then, we have
\[\lim_{n \to \infty} n \left(\rho_n^{-1} \sum_{k=-\infty}^{\infty} \rho_{n-k}s_k - \sum_{k=-\infty}^{\infty} s_k\right) = \sum_{k=-\infty}^{\infty} ks_k.
\]

**Proof.** Since \(\rho_{n-k}/\rho_n = (n - d)/(n - k - d)\), we have
\[n \left(\rho_n^{-1} \sum_{k=-\infty}^{\infty} \rho_{n-k}s_k - \sum_{k=-\infty}^{\infty} s_k\right) = \sum_{k=-\infty}^{\infty} \frac{nks_k}{n - k - d}.
\] (6.6)

For \(k \in \mathbb{Z}\), the function \(f_{k,d} : \mathbb{Z} \to [0, \infty)\) defined by
\[f_{k,d}(n) := \left|\frac{nk}{n - k - d}\right| = \left|k + \frac{k(k + 1)}{n - (k + 1)}\right|
\]
takes the maximum value at either \(n = k - 1, k,\) or \(k + 1,\) whence
\[\max_{n \in \mathbb{N}} f_{k,d}(n) \leq \max \left\{ \frac{k(k - 1)}{1 + d}, \frac{k^2}{|d|}, \frac{k(k + 1)}{1 - d} \right\} \leq ck^2
\]
for some \(c \in (0, \infty)\). Therefore, we have dominated convergence, as \(n \to \infty\), on the right of (6.6), and the sum converges to \(\sum_{k=-\infty}^{\infty} ks_k\), as desired. \(\square\)
6.2. Multivariate FARIMA processes

Let $D := \{ z \in \mathbb{C} : |z| \leq 1 \}$ be the closed unit disk in $\mathbb{C}$. We consider the following condition for $g : T \to \mathbb{C}^{q \times q}$:

the entries of $g(z)$ are rational functions in $z$ that have
no poles on $D$, and $\det g$ has no zeros on $D$.

The condition (C) implies that $g$ is an outer function in $H^q_{2 \times 2}(T)$.

Lemma 6.3. For $g : T \to \mathbb{C}^{q \times q}$ with (C), there exists $\tilde{g} : T \to \mathbb{C}^{q \times q}$ that satisfies (C) and

$$g(e^{-i\theta})g(e^{-i\theta})^* = \tilde{g}(e^{i\theta})\tilde{g}(e^{i\theta})^*.$$ (6.7)

The function $\tilde{g}$ is uniquely determined from $g$ up to a constant unitary factor.

Proof. Since the entries of $g(1/z)$ are rational, the lemma follows from the proof of Theorem 10.1 in [38], Chapter I.

Let $g$ and $\tilde{g}$ be as in Lemma 6.3. As in (2.4), we define the outer function $g_\sharp$ in $H^q_{2 \times q}(T)$ by

$$g_\sharp(z) := \{ \tilde{g}(\bar{z}) \}^*.$$ (6.8)

Then, $g_\sharp$ satisfies both (C) and

$$g(e^{i\theta})g(e^{i\theta})^* = g_\sharp(e^{i\theta})^* g_\sharp(e^{i\theta}), \quad \theta \in [-\pi, \pi).$$ (6.9)

It should be noticed that the proof of Theorem 10.1 in [38], Chapter I, is constructive, whence so is the above proof of the existence of $\tilde{g}$ and $g_\sharp$.

Example 3. For $c \in \mathbb{D}$, let

$$g(z) = \begin{pmatrix} 1/(1-cz) & 0 \\ 1 & 1 \end{pmatrix}.$$ Then $g$ satisfies (C). From the proof of Lemma 6.3 and (6.8), we obtain

$$g_\sharp(z) = \frac{1}{\sqrt{1-|c|^2+|c|^4}} \begin{pmatrix} 1-|c|^2 & 1 \\ -1 + \frac{1-|c|^2}{1-cz} & -|c|^2 + \frac{1}{1-cz} \end{pmatrix}.$$ One can also directly check that $g_\sharp$ satisfies both (C) and (6.9).

Let $d \in (-1/2, 1/2) \setminus \{ 0 \}$, and let $\{X_k\}$ be a $q$-variate stationary process which has spectral density $w$ of the form

$$w(e^{i\theta}) = |1-e^{i\theta}|^{-2d} g(e^{i\theta})g(e^{i\theta})^*,$$ where $g : T \to \mathbb{C}^{q \times q}$ satisfies (C). (F)
We call the process \( \{ X_k \} \) a \( q \)-variate FARIMA process. We easily find that \( \{ X_k \} \) satisfies (M), whence (A) and (IPF) (see Section 5). Let \( \tilde{g} \) and \( g_\tilde{z} \) be as in Lemma 6.3 and (6.8), respectively. In what follows, as the outer functions \( h \) and \( \tilde{h} \) for \( \{ X_k \} \) in Section 2, we take

\[
h(z) = (1 - z)^{-d} g(z), \quad \tilde{h} = (1 - z)^{-d} \tilde{g}(z).
\] (6.10)

Then, \( h_\tilde{z} \) defined by (2.4) is given by

\[
h_\tilde{z}(z) = (1 - z)^{-d} g_\tilde{z}(z).
\] (6.11)

From the second equality in (6.10), we see that the time-reversed process \( \{ \tilde{X}_k \} \) of \( \{ X_k \} \) is also a \( q \)-variate FARIMA process satisfying (F) with the same differencing order \( d \) and \( g \) as \( g_\tilde{z} \).

Let \( \{ c_n \} \) and \( \{ \tilde{c}_n \} \) be the forward and backward MA coefficients of \( \{ X_k \} \), respectively (see (2.11) and (2.12)). Then

\[
c_0 = h(0) = g(0), \quad \tilde{c}_0 = \tilde{h}(0) = h_\tilde{z}(0)^* = g_\tilde{z}(0)^* = \tilde{g}(0).
\] (6.12)

The sequence \( \{ \beta_n \} \) for \( \{ X_k \} \), which is defined by (4.1), is given by

\[
\beta_n = -\int_{-\pi}^{\pi} e^{-in\theta} \Omega(e^{i\theta}) g(e^{i\theta})^* g_\tilde{z}(e^{i\theta})^{-1} \frac{d\theta}{2\pi}, \quad n \in \mathbb{Z},
\]

with \( \Omega(e^{i\theta}) \) in (6.4).

We define a \( q \times q \) unitary matrix \( U \) by

\[
U := (g(1))^{*} g_\tilde{z}(1)^{-1}.
\] (6.13)

Recall the spectral norm \( \| a \| \) of \( a \in \mathbb{C}^{q \times q} \) from Section 2. The next proposition may be viewed as an improvement of Proposition 4.5 in [7].

**Proposition 6.4.** For \( d \in (-1/2, 1/2) \setminus \{ 0 \} \), let \( \{ X_k \} \) be a \( q \)-variate FARIMA process with (F). For \( n \in \mathbb{N} \), define \( \Delta_n, \Delta_n' \in \mathbb{C}^{q \times q} \) by

\[
\beta_n = \rho_n(I_q + \Delta_n)U = \rho_n U (I_q + \Delta_n'),
\]

respectively. Then there exists a positive constant \( M \) satisfying the two conditions

\[
\| \Delta_n \| \leq M n^{-1}, \quad n \in \mathbb{N},
\] (6.14)

\[
\| \Delta_n' \| \leq M n^{-1}, \quad n \in \mathbb{N}.
\] (6.15)

**Proof.** We put \( G(z) := \{ g(1/\bar{z}) \}^* \). Then \( g(e^{i\theta})^* g_\tilde{z}(e^{i\theta})^{-1} = G(e^{i\theta}) g_\tilde{z}(e^{i\theta})^{-1} \) holds. By the property (C) for \( g \) and \( g_\tilde{z} \), there exists an open annulus \( A \) containing the unit circle \( \mathbb{T} \) such that both \( G(z) \) and \( g_\tilde{z}(z)^{-1} \) are holomorphic in \( A \), whence \( G(z) g_\tilde{z}(z)^{-1} \) has the Laurent series expansion

\[
G(z) g_\tilde{z}(z)^{-1} = \sum_{k=-\infty}^{\infty} s_k z^k, \quad z \in A.
\]
Since $A \supset T$, the entries of $s_k$ decay exponentially as $k \to \pm \infty$. Moreover, since $\beta_n = \sum_{k=-\infty}^{\infty} \rho_{n-k} s_k$ and $U = \sum_{k=-\infty}^{\infty} s_k$, we have

$$\Delta_n = \left( \rho_n^{-1} \sum_{k=-\infty}^{\infty} \rho_{n-k} s_k - \sum_{k=-\infty}^{\infty} s_k \right) U^{-1},$$

$$\Delta'_n = U^{-1} \left( \rho_n^{-1} \sum_{k=-\infty}^{\infty} \rho_{n-k} s_k - \sum_{k=-\infty}^{\infty} s_k \right).$$

Therefore, the proposition follows from Lemma 6.2.

### 6.3. Asymptotics of the finite prediction error covariances

In this section, we derive the precise asymptotics of the finite prediction error covariance matrices for $q$-variate FARIMA processes with (F).

For $d \in (-1/2, 1/2) \setminus \{0\}$, let $\{X_k\}$ be a $q$-variate FARIMA process with (F). Let $v_n$ and $\tilde{v}_n$ be the forward and backward finite prediction error covariances of $\{X_k\}$ defined by (5.3) and (5.4), respectively. We define the forward and backward infinite prediction error covariances $v_\infty \in \mathbb{C}^{q \times q}$ and $\tilde{v}_\infty \in \mathbb{C}^{q \times q}$, respectively, of $\{X_k\}$ by

$$v_\infty := \left[ P_{(-\infty,-1)} \ X_0, \ P_{(-\infty,-1)} \ X_0 \right] = c_0 c_0^*,$$

$$\tilde{v}_\infty := \left[ P_{[1,\infty)} \ X_0, \ P_{[1,\infty)} \ X_0 \right] = \tilde{c}_0 \tilde{c}_0^*,$$

where $\{c_n\}$ and $\{\tilde{c}_n\}$ are the forward and backward MA coefficients of $\{X_k\}$, respectively (see (2.11) and (2.12)). It should be noticed that $\tilde{v}_\infty$ (resp., $v_\infty$) is the forward (resp., backward) infinite prediction error covariance of the time-reversed process $\{\tilde{X}_k\}$.

**Theorem 6.5.** For $d \in (-1/2, 1/2) \setminus \{0\}$, let $\{X_k\}$ be a $q$-variate FARIMA process with (F). Then (1.4) and (1.5) hold.

**Proof.** Let $u_n$ be as in (6.3); it is the $n$th finite prediction error variance for a univariate fractional ARIMA$(0, d, 0)$ process $\{Y_k\}$ with spectral density (6.1). We prove the assertion (1.4) by comparing $v_n$ with $u_n$.

From the representation of $v_n$ in (5.5), we have

$$v_n - v_\infty = c_0 \left( \sum_{k=1}^{\infty} r_{n,0}^{2k} \right) c_0^*.$$

Similarly, $u_n$ can be expressed, in terms of $\{\rho_j\}$ in (6.5) only, as

$$u_n - 1 = \sum_{k=1}^{\infty} r_{n,0}^{2k}.$$
where, for \( n \in \mathbb{N} \) and \( k \in \mathbb{N} \cup \{0\} \), \( \{r_{n,j}^k\}_{k=0}^{\infty} \) is the analogue of \( \{b_{n,l}^k\}_{k=0}^{\infty} \) for \( \{Y_k\} \), defined by the recursion
\[
\begin{align*}
r_{0,n,j}^0 &= \delta_{0,j}, \\
r_{n,j}^{k+1} &= \sum_{l=0}^{\infty} r_{n,l}^k \rho_{n+j+l+1}. 
\end{align*}
\tag{6.18}
\]

Let \( \Delta_n \) and \( M \) be as in Proposition 6.4. Recall \( U \) from (6.13).

From the definitions, we have
\[
\begin{align*}
b_{n,0}^2 &= \sum_{l=0}^{\infty} \beta_{n+l+1} \beta_{n+l+1}^*, \\
r_{n,0}^2 &= \sum_{l=0}^{\infty} \rho_{n+l+1} \rho_{n+l+1}.
\end{align*}
\]

Since \( U \) is unitary, we have, for \( j, k \geq n \),
\[
\beta_j \beta_k^* = \rho_j \rho_k (I_q + \Delta_j)(I_q + \Delta_k^*).
\]

By Proposition 6.4 and the inequality \((1 + x)^2 - 1 \leq 2x(1 + x)^2\) for \( x \geq 0 \), we have
\[
\begin{align*}
\| (I_q + \Delta_j)(I_q + \Delta_k^*) - I_q \| &= \| \Delta_j + \Delta_k^* + \Delta_j \Delta_k^* \| \\
&\leq (1 + \| \Delta_j \|)(1 + \| \Delta_k \|) - 1 \leq (1 + Mn^{-1})^2 - 1 \\
&\leq 2Mn^{-1}(1 + Mn^{-1})^2
\end{align*}
\]
for \( j, k \geq n \). Thus,
\[
\| b_{n,0}^2 - r_{n,0}^2 I_q \| \leq 2Mn^{-1}(1 + Mn^{-1})^2 r_{n,0}^2, \quad n \in \mathbb{N}.
\]

In the same way, we have, for \( k = 1, \ldots, \)
\[
\| b_{n,0}^{2k} - r_{n,0}^{2k} I_q \| \leq 2kMn^{-1}(1 + Mn^{-1})^{2k} r_{n,0}^{2k}, \quad n \in \mathbb{N}.
\]

Take \( t > 1 \) such that \( t^2 \sin(\pi |d|) < 1 \). Define \( \tau_{2k} \in (0, \infty) \) by
\[
(\pi^{-1} \arcsin x)^2 = \sum_{k=1}^{\infty} \tau_{2k} x^{2k}, \quad |x| < 1 \tag{6.19}
\]
(cf. Lemma 3.1 in [26]). Then, as in the proof of Proposition 3.2 in [26], there exists an \( N \in \mathbb{N} \) such that
\[
1 + Mn^{-1} \leq t, \quad r_{n,0}^{2k} \leq n^{-1}\{t \sin(\pi |d|)\}^{2k} \tau_{2k} \quad (k \in \mathbb{N}, n \geq N).
\]
Combining, we have, for \( n \geq N \),
\[
\left\| n(v_n - v_\infty) - n(u_n - 1)u_\infty \right\| \leq \| c_0 \|^2 \sum_{k=1}^{\infty} n \left\| b_{n,0}^{2k} - r_{n,0}^{2k}I_q \right\|
\leq n^{-1}M\| c_0 \|^2 \sum_{k=1}^{\infty} 2k\tau_{2k}\left\{ r^2 \sin(\pi |d|) \right\}^{2k},
\]
whence \( \| n(v_n - v_\infty) - n(u_n - 1)u_\infty \| = O(n^{-1}) \) as \( n \to \infty \). This and Proposition 6.1 yield (1.4). We obtain (1.5) by applying (1.4) to the time-reversed process \( \{ \tilde{X}_k \} \).

\[\square\]

### 6.4. Asymptotics of the PACF

In this section, we derive the precise asymptotics of the PACF for a \( q \)-variate FARIMA process \( \{ X_k \} \) with \( (F) \). Recall \( \tilde{U} \) from (6.13). As above, \( \{ c_n \} \) and \( \{ \tilde{c}_n \} \) denote the forward and backward MA coefficients of \( \{ X_k \} \), respectively (see (2.11) and (2.12)).

First, we consider the asymptotics of \( \phi_{n,n} \) in (5.1).

**Theorem 6.6.** Let \( d \in (-1/2, 1/2) \setminus \{0\} \), and let \( \{ X_k \} \) be a \( q \)-variate FARIMA process with \( (F) \). Then
\[
\phi_{n,n} = \frac{d}{n} c_0 U \tilde{c}_0^{-1} + O(n^{-2}), \quad n \to \infty.
\]

**Proof.** The proof is similar to that of Theorem 6.5. From the representation of \( \phi_{n,n} \) in Theorem 5.2, we have
\[
\phi_{n,n} = c_0 \left( \sum_{k=0}^{\infty} \phi^k_n \right) \tilde{c}_0^{-1} \quad \text{with} \quad \phi^k_n := \sum_{j=0}^{\infty} b_{n,j}^{2k} \beta_{n+j}.
\]

Similarly, the scalar coefficient \( \psi_{n,n} \) for a univariate FARIMA(0, \( d \), 0) process \( \{ Y_k \} \), which is given by (6.2), can be expressed, in terms of \( \{ \rho_j \} \) in (6.5) only, as
\[
\psi_{n,n} = \sum_{k=0}^{\infty} \psi^k_n \quad \text{with} \quad \psi^k_n := \sum_{j=0}^{\infty} r_{n,j}^{2k} \rho_{n+j},
\]
where \( r_{n,j}^k \) are defined by the recursion (6.18). We define \( \varepsilon := d/|d| \) so that \( |\rho_n| = \varepsilon \rho_n \). Let \( \Delta_n \) and \( M \) be as in Proposition 6.4.

First, since
\[
\phi^0_n = \beta_n = \rho_n (I_q + \Delta_n)U, \quad \psi^0_n = \rho_n,
\]

it follows from Proposition 6.4 that
\[
\left\| \phi^0_n - \psi^0_n U \right\| \leq Mn^{-1} \varepsilon \rho_n = Mn^{-1} \varepsilon \psi^0_n.
\]
Next, we have
\[
\phi_1^n = \sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} \beta_{n+l+1}\beta_{n+j+l+1}^* \right) \beta_{n+j},
\]
\[
\psi_1^n = \sum_{j=0}^{\infty} \left( \sum_{l=0}^{\infty} \rho_{n+l+1}\rho_{n+j+l+1} \right) \rho_{n+j}.
\]

Then, since \( U \) is unitary, we have, for \( j, k, l \geq n \),
\[
\beta_j \beta_k^* \beta_l = \rho_j \rho_k \rho_l (I_q + \Delta_j)(I_q + \Delta_k^*)(I_q + \Delta_l)U.
\]

By Proposition 6.4 and the inequality \((1 + x)^3 - 1 \leq 3x(1 + x)^3\) for \( x \geq 0 \), we have
\[
\| (I_q + \Delta_j)(I_q + \Delta_k^*)(I_q + \Delta_l) - I_q \|
\]
\[
= \| \Delta_j + \Delta_k^* + \Delta_l + \Delta_j \Delta_k^* + \Delta_j \Delta_l + \Delta_k^* \Delta_l + \Delta_j \Delta_l \Delta_k^* \|
\]
\[
\leq (1 + \| \Delta_j \|)(1 + \| \Delta_k \|)(1 + \| \Delta_l \|) - 1 \leq (1 + Mn^{-1})^3 - 1
\]
\[
\leq 3Mn^{-1}(1 + Mn^{-1})^3
\]
for \( j, k, l \geq n \). Thus,
\[
\| \phi_1^n - \psi_1^n U \| \leq 3Mn^{-1}(1 + Mn^{-1})^3 \varepsilon \psi_1^n, \quad n \in \mathbb{N}.
\]

In the same way, we have, for \( k = 0, 1, \ldots \),
\[
\| \phi_k^n - \psi_k^n U \| \leq (2k + 1)Mn^{-1}(1 + Mn^{-1})^{2k+1} \varepsilon \psi_k^n, \quad n \in \mathbb{N}.
\]

Take \( t > 1 \) such that \( t^2 \sin(\pi |d|) < 1 \). Define \( \tau_{2k+1} \in (0, \infty) \) by
\[
\pi^{-1} \arcsin x = \sum_{k=0}^{\infty} \tau_{2k+1} x^{2k+1}, \quad |x| < 1
\]
(\cf\ Lemma 3.1 in [26]). Then, as in the proof of Proposition 3.2 in [26], there exists an \( N \in \mathbb{N} \) such that
\[
1 + Mn^{-1} \leq t, \quad \varepsilon \psi_k^n \leq n^{-1} \{ t \sin(\pi |d|) \}^{2k+1} \tau_{2k+1} \quad (k \in \mathbb{N} \cup \{0\}, n \geq N).
\]
Combining, we have, for \( n \geq N \),
\[
\left\| n\phi_{n,n} - \frac{n}{n-d} dc_0 U \tilde{c}_0^{-1} \right\|
\leq n \left\| \phi_{n,n} - \psi_{n,n} c_0 U \tilde{c}_0^{-1} \right\| \leq \|c_0\| \|\tilde{c}_0^{-1}\| \sum_{k=0}^{\infty} n \left\| \phi_n^k - \psi_n^k U \right\|
\leq n^{-1} \|c_0\| \|\tilde{c}_0^{-1}\| M \sum_{k=0}^{\infty} (2k+1) \tau_{2k+1} \{t^2 \sin(\pi |d|)\}^{2k+1},
\]
whence \( \|n\phi_{n,n} - dc_0 U \tilde{c}_0^{-1}\| = O(n^{-1}) \) as \( n \to \infty \). Thus, the theorem follows.

Recall \( v_\infty \) and \( \tilde{v}_\infty \) from (6.16) and (6.17), respectively. Notice that \( v_\infty^{-1/2} c_0 \) (resp., \( \tilde{v}_\infty^{-1/2} \tilde{c}_0 \)) is the polar part of \( c_0 \) (resp., \( \tilde{c}_0 \)). Recall the PACF \( \alpha_n \) of \( \{X_k\} \) from Section 5. The above theorem gives the following rate of convergence for \( \alpha_n \) as \( n \to \infty \).

**Theorem 6.7.** Let \( d \in (-1/2, 1/2) \setminus \{0\} \), and let \( \{X_k\} \) be a \( q \)-variate FARIMA process with (F). Then (1.6) holds with the unitary matrix \( V \in \mathbb{C}^{q \times q} \) given by
\[
V := v_\infty^{-1/2} c_0 \cdot U \cdot (\tilde{v}_\infty^{-1/2} \tilde{c}_0)^*.
\]

**Proof.** From the first equality in (5.5) in Theorem 5.3 and Proposition 4.4, we have \( v_n \geq v_\infty \). Therefore, we see from Theorem 6.5 and [4], Theorem X.3.7, that \( \|v_n^{1/2} - v_\infty^{1/2}\| = O(n^{-1}) \) as \( n \to \infty \). Similarly, we have \( \tilde{v}_n^{1/2} = \tilde{v}_\infty^{1/2} + O(n^{-1}) \) as \( n \to \infty \).

From \( v_n \geq v_\infty \) and [4], Propositions V.1.6 and V.1.8, we have \( v_n^{-1/2} \leq v_\infty^{-1/2} \), so that \( \|v_n^{-1/2}\| \leq \|v_\infty^{-1/2}\| \). Hence, as \( n \to \infty \),
\[
\|v_n^{-1/2} - v_\infty^{-1/2}\| = \|v_n^{-1/2} (v_\infty^{1/2} - v_n^{1/2}) v_\infty^{-1/2}\|
\leq \|v_\infty^{-1/2}\| \|v_n^{1/2} - v_\infty^{1/2}\| = O(n^{-1}).
\]
Combining these with (5.7) and Theorem 6.6, we have
\[
n\alpha_n = v_n^{-1/2} \cdot n\phi_{n,n} \cdot \tilde{v}_n^{-1/2}
= \{v_\infty^{-1/2} + O(n^{-1})\}\{dc_0 U \tilde{c}_0^{-1} + O(n^{-1})\}\{\tilde{v}_\infty^{-1/2} + O(n^{-1})\}
= d v_n^{-1/2} c_0 \cdot U \cdot (\tilde{v}_\infty^{-1/2} \tilde{c}_0)^* + O(n^{-1})
\]
as \( n \to \infty \). Thus, the theorem follows.

**Remark 4.** If we choose \( g \) and \( \tilde{g} \) so that both \( g(0) \geq 0 \) and \( \tilde{g}(0) \geq 0 \) hold, then we see from (6.12), (6.16) and (6.17) that \( c_0 = v_\infty^{1/2} \) and \( \tilde{c}_0 = \tilde{v}_\infty^{1/2} \), whence \( V = U \).
6.5. Baxter’s inequality

In this section, we present Baxter’s inequality for multivariate FARIMA processes with $0 < d < 1/2$. It extends the corresponding univariate result in [26].

For $d \in (-1/2, 1/2) \setminus \{0\}$, let $\{X_k\}$ be a $q$-variate FARIMA process with $(F)$. Recall the forward and backward AR coefficients $a_n$ and $\tilde{a}_n$ of $\{X_k\}$ from (2.11) and (2.12), respectively. They satisfy

\[
\left\| n^{1+d} a_n + \frac{1}{\Gamma(-d)} g(1)^{-1} \right\| = O(n^{-1}), \quad n \to \infty, \quad (6.21)
\]

\[
\left\| n^{1+d} \tilde{a}_n + \frac{1}{\Gamma(-d)} \{g_\gamma(1)^*\}^{-1} \right\| = O(n^{-1}), \quad n \to \infty, \quad (6.22)
\]

(cf. [23], Lemma 2.2). In particular, we have

\[
\lim_{n \to \infty} n^{1+d} \|a_n\| = \frac{\|g(1)^{-1}\|}{|\Gamma(-d)|}, \quad (6.23)
\]

\[
\lim_{n \to \infty} n^{1+d} \|\tilde{a}_n\| = \frac{\|\{g_\gamma(1)^*\}^{-1}\|}{|\Gamma(-d)|}. \quad (6.24)
\]

We see from (6.23) and (6.24) that (2.14) holds if $0 < d < 1/2$.

Recall $\phi_{n,k}$ and $\phi_k$ from (5.1) and (2.16), respectively.

**Theorem 6.8.** For $d \in (0, 1/2)$, let $\{X_k\}$ be a $q$-variate FARIMA process with $(F)$. Then the forward finite and infinite predictor coefficients $\phi_{n,k}$ and $\phi_k$, respectively, of $\{X_k\}$ satisfy

\[
\sum_{j=1}^{n} \|\phi_{n,j} - \phi_j\| = O(n^{-d}), \quad n \to \infty.
\]

**Proof.** For $k = 0, 1, \ldots$, we show by induction on $k$ that

\[
\|b_{n,l}^k\| \leq (1 + Mn^{-1})^k r_{n,l}^k, \quad n \in \mathbb{N}, l \in \mathbb{N} \cup \{0\}, \quad (6.25)
\]

where $M$ is a positive constant satisfying (6.14) and $r_{n,l}^k$ are defined by (6.18). Indeed, the case $k = 0$ is evident by the definitions $b_{n,l}^0 = \delta_{0l} I_q$ and $r_{n,l}^0 = \delta_{0l}$. Assuming (6.25) for $k \geq 0$, we see from Proposition 6.4 that

\[
\|b_{n,l}^{k+1}\| \leq \sum_{m=0}^{\infty} \|b_{n,m}^k\| \|\beta_{n+l+m+1}\|
\]

\[
\leq (1 + Mn^{-1})^{k+1} \sum_{m=0}^{\infty} r_{n,m}^k \rho_{n+l+m+1} = (1 + Mn^{-1})^{k+1} r_{n,l}^{k+1}.
\]
Thus (6.25) also holds for $k + 1$.

Define $\tau_k \in (0, \infty)$ by (6.19) and (6.20). Then we see from Proposition 3.2 in [26] that, for any $t > 1$, there exists an $N \in \mathbb{N}$ such that

$$n r_{n,l}^k \leq \tau_k \left\{ t \sin(\pi d) \right\}^k, \quad 1 + Mn^{-1} \leq t \quad \left( l \in \mathbb{N} \cup \{0\}, k \in \mathbb{N}, n \geq N \right).$$

Here we take $t > 1$ such that $t^2 \sin(\pi d) < 1$. Then, from (6.25),

$$n \sum_{k=1}^{\infty} \| b_{n,l}^k \| \leq \sum_{k=1}^{\infty} \tau_k \left\{ t^2 \sin(\pi d) \right\}^k < \infty, \quad l \in \mathbb{N} \cup \{0\}, n \geq N. \quad (6.26)$$

From $\phi_j = c_0 a_j = c_0 \sum_{l=0}^{\infty} b_{n,l}^0 a_{j+l}$ and Theorem 5.4, we have

$$\phi_{n,j} - \phi_j = c_0 \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} b_{n,l}^{2k} a_{j+l} + c_0 \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} b_{n,l}^{2k+1} \tilde{a}_{n-j+l+1},$$

whence

$$\sum_{j=1}^{n} \| \phi_{n,j} - \phi_j \| \leq \sum_{j=1}^{n} \| R_{j+l} \| \sum_{k=1}^{\infty} \| b_{n,l}^k \|,$$

where $R_j = \max\{\| \phi_j \|, \| \tilde{\phi}_j \| \}$. Since $n^{1+d} R_n$ is bounded by (6.23) and (6.24), we have, for $n \in \mathbb{N}$,

$$n^{-1+d} \sum_{j=1}^{n} \sum_{l=j}^{\infty} R_l \leq \left\{ \sup_{l \in \mathbb{N}} l^{1+d} R_l \right\} \left\{ \sup_{m \in \mathbb{N}} m^{-1+d} \sum_{j=1}^{m} \sum_{l=j}^{\infty} l^{-1-d} \right\} < \infty.$$

Hence we see from (6.26) that, for $n \geq N$,

$$n^d \sum_{j=1}^{n} \| \phi_{n,j} - \phi_j \| \leq \left\{ \sum_{k=1}^{\infty} \tau_k \left\{ r^2 \sin(\pi d) \right\}^k \right\} \left\{ \sup_{m \in \mathbb{N}} m^{-1+d} \sum_{j=1}^{m} \sum_{l=j}^{\infty} R_l \right\} < \infty.$$

The desired result follows from this. $\square$

Since $\phi_n = c_0 a_n$, we see from (6.21) that

$$\left\| n^{1+d} \phi_n + \frac{1}{\Gamma(-d)} c_0 g(1)^{-1} \right\| = O(n^{-1}), \quad n \to \infty.$$

In particular,

$$\lim_{n \to \infty} n^{1+d} \| \phi_n \| = \frac{\| c_0 g(1)^{-1} \|}{|\Gamma(-d)|}. $$
From this and [6], Proposition 1.5.8, we obtain the following asymptotic behavior of \( \sum_{j=n+1}^{\infty} \| \phi_j \| \) as \( n \to \infty \):

\[
\lim_{n \to \infty} n^d \sum_{j=n+1}^{\infty} \| \phi_j \| = \frac{\| c_0 g(1)^{-1} \|}{\Gamma(1 - d)}.
\]

Here is Baxter’s inequality for multivariate FARIMA processes with \( 0 < d < 1/2 \).

**Theorem 6.9.** For \( d \in (0, 1/2) \), let \( \{ X_k \} \) be a \( q \)-variate FARIMA process with (F), and let \( \phi_{n,k} \) and \( \phi_n \) be as in Theorem 6.8. Then, there exists a positive constant \( K \) such that (1.3) holds.

**Proof.** In view of (6.27), Theorem 6.8 gives the desired assertion. \( \square \)

By applying Theorem 6.9 to the time-reversed process \( \{ \tilde{X}_k \} \), we immediately obtain the following backward Baxter inequality.

**Corollary 6.10.** For \( d \in (0, 1/2) \), let \( \{ X_k \} \) be a \( q \)-variate FARIMA process with (F), and let \( \tilde{\phi}_{n,k} \) and \( \tilde{\phi}_k \) be the backward finite and infinite predictor coefficients, respectively, of \( \{ X_k \} \). Then, there exists a positive constant \( \tilde{K} \) such that

\[
\sum_{j=1}^{n} \| \tilde{\phi}_{n,j} - \tilde{\phi}_j \| \leq \tilde{K} \sum_{j=n+1}^{\infty} \| \tilde{\phi}_j \|, \quad n \in \mathbb{N}.
\]
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