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The aim of this research is to show the implementation of object detection on drone videos using TensorFlow object detection API. The function of the research is the recognition effect and performance of the popular target detection algorithm and feature extractor for recognizing people, trees, cars, and buildings from real-world video frames taken by drones. The study found that using different target detection algorithms on the “normal” image (an ordinary camera) has different performance effects on the number of instances, detection accuracy, and performance consumption of the target and the application of the algorithm to the image data acquired by the drone is different. Object detection is a key part of the realization of any robot’s complete autonomy, while unmanned aerial vehicles (UAVs) are a very active area of this field. In order to explore the performance of the most advanced target detection algorithm in the image data captured by UAV, we have done a lot of experiments to solve our functional problems and compared two different types of representative of the most advanced convolution target detection systems, such as SSD and Faster R-CNN, with MobileNet, GoogleNet/Inception, and ResNet50 base feature extractors.

1. Introduction

An object recognition system uses a priori known object model to find real-world pairs from images of the world [1, 2]. Human beings can perform object detection very easily and effortlessly, but this problem is amazingly difficult for machines.

The need for object detection systems is increasing due to the ever-growing number of digital images in both public and private collections. Object recognition systems are important for reaching higher-level autonomy for robots [3]. Applying computer vision (CV) and machine learning (ML), it is a hot area of research in robotics. Drones are being used more and more as robotic platforms. The research in this article is to determine how to use existing object detection systems and models can be used on image data from a drone. One of the advantages of using a drone to detect objects in a scene may be that the drone can move close to objects compared to other robots [4], for example, a wheeled robot. However, there are difficulties with UAVs because of top-down view angels [5] and the issue to combine with a deep learning system for compute-intensive operations [6]. When a drone navigates a scene in search for objects, it is of interest for the drone to be able to view as much of its surroundings as possible [7, 8]. However, images taken by UAVs or drones are quite different from images taken by using a normal camera. For that reason, it cannot be assumed that object detection algorithms normally used on “normal” images perform well on taken by drone images. Previous works on this stress that the images captured by a drone often are different from those available for training, which are often taken by a hand-held camera. Difficulties in detecting objects in data from a drone may arise due to the positioning [9, 10] of the camera compared to images taken by a human, depending on what type of images the network is trained on.

In the previous research, the aim of work was to show whether a network trained on normal camera images could be used on images taken by a drone with satisfactory results. They have used a fish-eye camera and conducted several experiments on three kinds of datasets such as images from a normal camera, images from a fish-eye camera, and rectified images from a fish-eye camera. The result shows that using
drone’s fish-eye camera, we can detect many objects—some of the extra number of detected objects compared to the normal camera and the outside field of the view can cause different image quality. [11, 12]. They have done some experiments to prove that more objects can be detected from a closer viewpoint, and the result proved the hypothesis. The result of research work shows that the number of detected object instance and accuracy of detection very depend on the angle of the camera. Their observation tells that it is important to use the same camera angle as in the training dataset. However, different types of objects in the training data are generally photographed from different angles. For example, many images of cups are taken from the side while many images of keyboards are taken from above [9]. Therefore, each object type has an optimal viewing angle depending on the training data. However, as the camera on our drone is assumed to be in a fixed position and the drone itself cannot tilt, one viewing angle has to be chosen. That is why, in our project, we retrained the model using images taken by the drone, and it helped to improve the accuracy of detection.

Other recent studies have used real-time [13, 14] identification of pedestrians, trees, and different types of vehicles and ships from real-world videos of the Caffe framework [15], which are captured with UAVs. In that work, they have observed several experiments to derive the optimal batch size, iteration count, and learning rate for the model to converge [16].

In our experiment, we used TensorFlow object detection API to realize object detection of UAV videos. In our observation, we compared SSD and Faster R-CNN object detection systems depending on speed of detection for frame per second (FPS) and accuracy. In our project, we use Single Shot Detector (SSD) and Faster R-CNN topology as our detection components. We have used them to assess the frame rate and accuracy of several videos we have taken with drones [11].

Section 2 represents TensorFlow object detection API and transfer learning. Section 3 describes design of solution, methods, and network architecture. Section 4 presents the analysis and experiments and shows the results. Section 5 closes the study with a conclusion.

2. Why Choose TensorFlow Object Detection API

If you want to train a complete CNN from scratch, it will take much time and requires very large image datasets [17, 18]. There is a solution to this problem: the solution is to use the advantages of migration learning [12, 19] and TensorFlow’s object detection API, which we can use to train, build, and deploy object detection models. Fortunately, API has some pretrained models. Some concepts of transfer learning are described below.

Transfer learning [19] is mainly performed to extract the best solution from another task, and after that, it is applied for the different but related tasks. In deep learning, there are three main ways to use it.

First method, we can use convolutional neural networks as a fixed feature extractor [20], but we change the last fully connected layer of it, and the front part is used as the fixed feature extractor for our new image dataset.

The second way is fine-tuning the CNNs, which is almost the same as the first method, but there is a difference. This method uses continuous back propagation to fine-tune the weights of the pretrained network.

The last is pretrained models. In order to have a new CNN structure, it may take much time if we train it from scratch. Fortunately, TensorFlow model zoo has several pretrained models. Researchers usually open source the checkpoint files of the CNNs [21] they finally trained, so we can use the network for fine-tuning.

In our experiments, we applied transfer learning method on a pretrained GoogleNet/Inception V3 model (trained on Microsoft COCO dataset). The last fully connected layer of the network will be initialized with random weights (or zeroes), so when we input new data to train our model, the final layer’s weights will be readjusted. Some of the initial features such as edges and curves have been learned in the topology basic layers. We can apply these initial features [22] for our model to new problems, and this is the main concept of transfer learning. In conclusion, the weight of the fully connected layers will be changed according to the specific tags trained in the dataset of the problem we want to solve.

3. Meta-architectures

Convolutional neural networks (ConvNets) are the most advanced artificial neural networks [23] used for high-accuracy object detection in this decade. Most recently published papers in the areas of ConvNets and computer vision come after this default boxes approach and then reduce a regression loss and associated classification [17, 23] that is explained below. According to default box \(d\), we catch paired ground truth box \(g\) (if it exists). If there are pairs, we tag \(d\) as “positive” and attach a class label \(y_d \in \{1, . . . , K\}\) and box’s vector encoding \(g\) with respect to default box \(d\) (called the box encoding \(\phi(g_d; d)\)). In the case of no pairs, we mark \(d\) as “negative” and set the class label to zero. If we suppose box encoding for default box \(d\) \(f_{loc}(I; d, \theta)\) and equivalent class \(f_{cls}(I; d, \theta)\), where \(I\) represents the image and \(\theta\) is the model parameters, then the loss of \(d\) and the loss of classification are as follows:

\[
L(d, I; \theta) = \alpha d_{loc}(\phi(g_d; d) - f_{loc}(I; d, \theta)) + \beta f_{cls}(y_d, f_{cls}(I; d, \theta)),
\]  

where \(\alpha\) and \(\beta\) weights are adjust localization and classification losses [24]. Equation (1) is averaged in default boxes and minimized with respect to parameters \(\theta\) for training our model.

3.1. Single Shot Detector (SSD). The SSD approach discretizes the output space of bounding boxes into a set of default boxes over different aspect ratios and scales per feature map location [8]. At prediction time, the network generates scores for the presence of each object category in each default box and produces adjustments to the box to better match the object shape [13]. Additionally, the network combines predictions from multiple feature maps with different resolutions [25–27] to naturally handle objects of
various sizes. SSD is simple and relative to methods that require object proposals [28] because it eliminates proposal generation and subsequent pixel or feature resampling stages and encapsulates all computation in a single network (Figure 1). This makes SSD easy to train and straightforward to integrate into systems that require a detection component.

The SSD training method is obtained from the MultiBox method but can accommodate multiple object classes. Suppose $x^p_{ij} = \{1, 0\}$, an indicator for pairing the $i$-th default box to the $j$-th ground truth box of class $p$. From the pairing method above, we can write $\sum x^p_{ij} \geq 1$. The long-term loss function is a weighted sum of the localization loss (loc) and the confidence loss (conf):

$$L(x, c, l, g) = \frac{1}{N} \left( L_{\text{conf}}(x, c) + \alpha L_{\text{loc}}(x, l, g) \right),$$

where $N$ is the number of paired default boxes. If $N = 0$, set the loss to 0.

$$L_{\text{loc}}(x, l, g) = \sum_{i \in \text{Pos}} \sum_{m \in \{x, y, w, h\}} x^p_{ij} \text{smooth}_{L_1}(l^m_i - \bar{g}^m_j),$$

$$\bar{g}^x_j = \frac{g^x_j - d^x_i}{d^w_i},$$

$$\bar{g}^y_j = \frac{g^y_j - d^y_i}{d^w_i},$$

$$\bar{g}^w_j = \log \left( \frac{g^w_j}{d^w_i} \right),$$

$$\bar{g}^h_j = \log \left( \frac{g^h_j}{d^h_i} \right).$$

The loss of confidence is the softmax on multiclass confidence ($c$):

$$L_{\text{conf}}(x, c) = - \sum_{i \in \text{Pos}} x^p_{ij} \log(c^p_i) - \sum_{i \in \text{Neg}} \log(c^0_i),$$

where

$$c^p_i = \frac{\exp(c^p_i)}{\sum_p \exp(c^p_i)},$$

and the weight term $\alpha$ is set to one through crossvalidation.

### 3.2. Faster Region-Based Convolutional Neural Networks (Faster R-CNN)

In the Faster R-CNN [13] model, the detection process is divided into two stages (Figure 2). The first stage is called as region proposal network (RPN), images are processed by a feature extractor (in our case, GoogleNet/Inception V3), and features at some selected intermediate level (e.g., “conv5”) are used to predict class-agnostic box proposals. The last stage is to crop features from these box proposals, and then it is fed to the remainder of the feature extractor (e.g., “fc6” followed by “fc7”). We will get the predict from each proposal (a class and class-specific box refinement) [28]. What we need to know is that the running time depends on the number of regions proposed by the RPN network [13] because a part of the computation must be run in each region, but it does not crop proposals directly from the image and rerun crops through the feature extractor [11], and this is repeated.

### 3.3. GoogleNet/Inception Module

GoogleNet devised a module called inception module [13, 29] that approximates a sparse CNN with a normal dense construction (shown in the Figure 3), which uses convolutions of varied sizes to capture details at different scales, and the width/number of convolutional filters which have special kernel size is small just because only a little neurons are efficient.

One of the salient points about the module is that it has a so-called bottleneck layer ($1 \times 1$ convolutions in Figure 3). Bottleneck layers help in massive decrease of the computation requirement as explained here.

We know the first inception module of GoogleNet, which the input has 192 channels. This module has 128 $3 \times 3$ kernel size filters and 32 $5 \times 5$ size filters, and the calculation order of $5 \times 5$ filter is $25 \times 32 \times 192$. When the width of the network and the number of $5 \times 5$ filters increase further, it will explode as we go deep into the network [23]. In order to
solve this problem, we need to use $1 \times 1$ convolution to reduce the channel dimension of the input image before we apply the larger size kernels and then feed them into these larger convolution kernels. Therefore, the input of the inception module is first fed to a filter with only 16 $1 \times 1$ convolutions and then fed to a $5 \times 5$ convolution. As a result, these changes allow the network to have a greater width and depth.
3.4. ResNet. ResNet, or residual networks [30, 31], is one of the deepest networks to this day, and this network won the 2015 ILSVRC.

For any network model we design, we need to calculate the error gradient and then use the back propagation technology to improve the network model. When we use gradient descent (back propagation) to calculate the gradient error, we will use the chain rule of multiplication to calculate the gradient error. Whence, multiplication of many things less than one in the long chain will lead the result to be very small. It will affect the earlier layers in a deep architecture because it cannot update parameters. This will cause the training to become very slow, and the effect is not good; if the gradient becomes zero, the early training parameters cannot be updated.

What will happen if we use back propagation via the identity function? In that case, the gradient would be multiplied by one, and the gradient will not be lost. ResNet stacks residual blocks together [32, 33], which uses the identity function to maintain the gradient [19] (Figure 4).

Residual blocks are very simple to explain. We concatenate the result of applying some functions to the original input with the original input to ensure that the gradient is not less than 1, and no gradient disappears.

Mathematically, we can represent the residual block as follows:

\[ H(x) = F(x) + x. \] (6)

We can see from equation (1) that the gradient is unlikely to become zero and we can propagate all gradients backwards. These residual connections are just like a “gradient highway” because the gradient distributes evenly at sums in a computation graph [34].

These residual blocks are very powerful, which can make our network structure deeper. The deepest variant of ResNet was ResNet151 [31]. In our experiments, we have used ResNet50 as a feature extractor.

After revolution of ResNets, now researchers can use skip connections to create a deeper network architecture [32]. Example of ResNet architecture is shown in Figure 5.

4. Experiment Results

In this section, we analyse the results of detections and compare Single Shot Multibox Detector and Faster Region [31, 32] based convolutional neural network object detection systems for accuracy, speed of detection on GPU and CPU, and memory usage. We organized three sets of experiments to explore object detection on videos captured by the drone. The first and second sets of experiments are focused on testing accuracy of object detection via Faster R-CNNs, and specially, reality of our idea is to apply object recognition systems for drone [35, 36] videos. The third experiment is done using the SSD object detection system.

4.1. Analyses

4.1.1. Accuracy and Time. In the scatter plot (Figure 6), the average mAP of each meta-architecture is visualized. Each image average running time is shown in the figure; it goes from a few hundreds milliseconds to 200 milliseconds. In general, our experiment shows that SSD meta-architectures are faster but with lower accuracy, and Faster R-CNN meta-architectures are more accurate; however, it requires at least 130 milliseconds for one image.

4.1.2. The Effect of the Feature Extractor. To explore the effect of feature extractors, in Table 1, we show some well-known feature extractors that have been used in other works.

![Figure 5: Example ResNet architecture.](image-url)
Stronger performance on detection is positively connected with stronger performance on classification, and Figure 7 shows such an overall ratio relationship between classification and detection performance really exists.

4.1.3. The Effect of Image Size. Image resolution can hugely affect object detection accuracy, and it has been shown in many other state-of-the-art researches. Our experiments show that decreasing image dimensions coherently decreases accuracy (by 18% on average) and reduces average running time by a relative factor of 23%. So high-resolution images can solve the problem of small objects, just as Figure 8 shows.

4.1.4. Memory Analysis. In our experiments, the image resolution is 300. We have measured total usage of alternate peak usage for the memory benchmarking. Figure 9 shows the memory usage of different meta-architecture and feature extractors.
Figure 8: The influence of different object sizes, meta-architectures and feature extractors on accuracy.

Figure 9: Memory usage for each model.

Figure 10: Continued.
extractors. Generally, experiments show that larger and powerful feature extractors take much more memory. We can see that Mobilenet requires the least memory, even less than 1 Gb (almost) in almost all settings.

5. Conclusion

This research is based on object detection from the video taken by the drone via convolutional neural network [37]. In this research, we put forward for consideration to use CNNs to allow drones to recognize some of object types such as building, car, tree, and person [38]. Convolutional neural networks are computationally expensive [39]; even so, we use the method transfer learning to train our neural networks with smaller image datasets. In our project, we use TensorFlow’s powerful object detection API, and it helped us to easily construct a new model and deploy for detection.

From the results, we observed that the detection accuracy of the two models for buildings, trees, cars, and people is very high, with an average of more than 85% and a maximum of 99%. We have done some experimental comparison of two modern object detectors for memory usage, speed, and accuracy. SSD models pay more attention to scale, aspect ratio and predictions sampling location than Faster R-CNN, the average time of each frame is 115 ms, but the target detection rate is low. However, Faster R-CNN is more accurate and finds more objects from scene, almost 95% of all objects in the image can be recognized, but the average time of each frame is at least 140 ms. In general, our experiments show that the SSD model is faster on average. On the contrary, Faster R-CNN is relatively slower but more

Figure 10: Example detections from different models and feature extractors. (a) Result of detection with Faster R-CNN base on GoogleNet/Inception V3. (b) Result of detection with Faster R-CNN base on GoogleNet/Inception V3. (c) Result of detection with Faster R-CNN base on GoogleNet/Inception V3. (d) Result of detection with Faster R-CNN base on ResNet50. (e) Result of detection with Faster R-CNN base on ResNet50. (f) Result of detection with Faster R-CNN base on ResNet50. (g) Result of detection with SSD base on GoogleNet/Inception V3. (h) Result of detection with SSD base on GoogleNet/Inception V3.
accurate. But one way to speed up the Faster R-CNN model is to limit the number of proposed regions. In our experiment, we tested the memory and runtime requirements of MobileNet, ResNet50, and GoogleNet/Inception V2. MobileNet requires the least memory, which is less than 1 GB, and ResNet50 has nearly 5 GB of memory on Faster R-CNN, while the memory required by GoogleNet/Inception V2 is in the middle, less than 2 GB. In general, we obtained high correlation with running time and memory between the model and the feature extractors.

The detection results shown in Figure 10 were obtained after implementation on a video captured by a drone. Hopefully, these experimental results help other researchers to choose a suitable algorithm when selecting object detection for deployment in the real world. The experiment shows that viewing small objects from close is important in order to detect as many objects as possible. This proposes the usage of a drone can be assumed for detecting as many objects as possible as a drone is designed flexible.
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