PARABOLIC SYSTEMS WITH MEASURABLE COEFFICIENTS
IN WEIGHTED SOBOLEV SPACES
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ABSTRACT. We present a weighted \( L_p \)-theory of parabolic systems on a half space \( \mathbb{R}^d_+ \). The leading coefficients are assumed to be only measurable in time \( t \) and have small bounded mean oscillations (BMO) with respect to the spatial variables \( x \), and the lower order coefficients are allowed to blow up near the boundary.

1. Introduction

In this paper we propose a weighted \( L_p \)-theory for parabolic systems in the following non-divergence form:

\[
- u_t(t,x) + \sum_{i,j=1}^{d} A^{ij}(t,x) D_{ij} u(t,x) + \sum_{i=1}^{d} B^{i}(t,x) D_i u + C(t,x) u - \lambda u(t,x) = f(t,x) \tag{1.1}
\]

defined on \((-\infty, T) \times \mathbb{R}^d_+\), where \( \mathbb{R}^d_+ := \{ x = (x_1, x') \in \mathbb{R}^d : x_1 > 0 \} \) and \( \lambda \) is a non-negative constant. The coefficient matrices \( A^{ij} = [a_{ij}]_{kr} \) for \( i, j = 1, \ldots, d \), \( B^{i} = [b^{i}_{kr}] \) for \( i = 1, \ldots, d \), and \( C = [c_{kr}] \) have dimension \( d_1 \times d_1 \) and depend on \( (t, x) \). The free term \( f \) and the solution \( u \) are \( d_1 \times 1 \) matrix valued functions, that is

\[
u = \begin{bmatrix} u^1 \\ \vdots \\ u^{d_1} \end{bmatrix}, \quad f = \begin{bmatrix} f^1 \\ \vdots \\ f^{d_1} \end{bmatrix},
\]

where the entries can take values in \( \mathbb{C} \).

We may interpret \( u(t, \cdot) \) as a family of densities of diffusing chemical materials in a medium at time \( t \). The system (1.1) combined with the zero boundary condition, the typical control of the densities on the boundary, yields a very subtle question on the behavior of solutions near the boundary, for instance, when the free term \( f \) blows up near the boundary, since the densities are forced to decrease or increase near the boundary in a very steep way. Thus, the behavior of solutions near the boundary is quite different from that in the interior of the domain and can be
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measured via weights that involve the distance to the boundary, which is \( x_1 \) in this paper. We aim to understand the regularity relation between the solution \( u \) and the free term \( f \), mainly focusing on the boundary behaviors of the solution. The leading coefficients are assumed to be only measurable in time \( t \) and have small bounded mean oscillations (BMO) with respect to the spatial variables \( x \).

We consider the system (1.1) in the framework of weighted Sobolev spaces

\[
L_p((-\infty, T); H_{p, \theta}^\gamma(\mathbb{R}_+^d)),
\]

which were introduced by N. V. Krylov [17] with \( \gamma \in \mathbb{R} \). If \( \gamma \) is a non-negative integer, we have the characterization

\[
H_{p, \theta}^{\gamma} := H_{p, \theta}^{\gamma}(\mathbb{R}_+^d) = \{ u : x_1^{\alpha}D^\alpha u \in L_{p, \theta}(\mathbb{R}_+^d) \ \forall \alpha : 0 \leq |\alpha| \leq \gamma \},
\]

where \( L_{p, \theta}(\mathbb{R}_+^d) \) is the \( L_p \)-space with the weighted Lebesgue measure \( \mu_d(dx) = x_1^{-d} dx \). Since the work of [17], there has been steady attentions to the solvability theory for equations in the weighted Sobolev spaces \( H_{p, \theta}^{\gamma} \) setting; see [12,15,13,11].

The necessity of such weighted Sobolev spaces comes from, for instance, the theory of stochastic partial differential equations (SPDEs); see e.g., [16,21] for detailed motivations. In short, we point out that, in general, the derivatives of solutions to SPDEs behave badly near the boundary of domains and the \( L_p \)-norm of the derivatives of solutions cannot be measured without the help of appropriate weights. Interestingly, it turns out that the weighted spaces \( H_{p, \theta}^{\gamma}(\mathbb{R}_+^d) \) and \( L_p((-\infty, T); H_{p, \theta}^{\gamma}(\mathbb{R}_+^d)) \) are also quite useful in studying deterministic elliptic and parabolic equations and systems if, for instance, the free term \( f \) behaves wildly near the boundary as mentioned above, if systems have lower order derivatives whose coefficients are unbounded near the boundary, or if systems are defined on non-smooth domains. As an example, if the free term \( f \) blows up near the boundary, then the derivatives of solutions to systems do not belong to \( L_p \)-spaces without weights and one needs appropriate weights to measure the \( L_p \)-norm of the derivatives of solutions.

We remark that, if one has a certain unique solvability theory in weighted Sobolev space \( L_p((-\infty, T); H_{p, \theta}^\gamma(\mathbb{R}_+^d)) \) for systems defined on the half space \( \mathbb{R}_+^d \), then almost for free one gets the corresponding theory in \( L_p((-\infty, T); H_{p, \theta}^\gamma(O)) \) for systems defined on \( C^1 \) domain \( O \subset \mathbb{R}^d \) and for any \( \gamma \in \mathbb{R} \). For details, we refer to [12], where single equations are studied on \( C^1 \) domains with the crucial help of the results on a half space. In fact, the result on a half space is not just a starting point, but rather fundamental for the rest of the development of theory. One noteworthy fact is that, regardless of the regularity parameter \( \gamma \in \mathbb{R} \) especially for large \( \gamma \) in dealing high regularity case, the boundary of the domain is required to be only \( C^1 \) and no more, which means that the (weighted) regularity of solutions can be improved along the improvement of the forcing term without imposing any further smoothness assumptions on the boundary even if \( \gamma \) is large.

Now, let us place a short description on related work. The Laplace equation and heat equations in the weighted Sobolev spaces \( H_{p, \theta}^{\gamma} \) setting were first considered in [17], where \( \theta \) lies in the optimal range \((d - 1, d - 1 + p)\). These results were extended to non-divergence type elliptic and parabolic equations with continuous coefficients in [12]. Kozlov and Nazarov in [15] treated parabolic equations with coefficients depending only on \( t \) in mixed space-time norm spaces with the same type of weights. Recently, in [6,11,13] non-divergence and divergence type equations
were treated with coefficients having small mean oscillations in both the spatial and
time variables. In particular, the coefficients in [6] are further allowed to have no
regularity assumptions in the time variable or in one spatial variable. We kindly call
the reader’s attention to the fact that all the results in [9, 11, 15, 12, 13, 17] treated
only single equations. Quite recently, [14] handled elliptic and parabolic systems
in natural modifications of the spaces $H^{γ}_{p,θ}(\mathbb{R}^d_+)$ and $L_p((−∞, T); H^{γ}_{p,θ}(\mathbb{R}^d_+))$ for
matrix-valued $u$ and $f$.

The behind spirit of this paper is the same as the one of [17]. This work of [17] for
deterministic equations is the important preparation for the next step of building
a decent theory of stochastic equations on $C^1$-domains. We do this preparation for
stochastic systems in this paper. In fact, there is a preceding work, [14] with the
same purpose. Although it is quite elaborated, we have felt it unsatisfactory.

In this paper we extend the results in [14] to a considerably more general setting.
Compared to the results in [14], the main features of our results can be summarized
as follows:

- Extension on the range of admissible weights: the condition $θ ∈ (d−1, d+1)$
  if $p ≥ 2$ and $θ ∈ (d+1−p, d+p−1)$ if $1 < p ≤ 2$ in [14] is extended to the
  full range $θ ∈ (d−1, d−1+p)$.
- The additional artificial assumption $A^{ij}_j ≡ 0$ for $j = 2, \ldots, d_1$ in [14]
  is dropped in this paper.
- While $A^{ij} = A^{ij}(t)$s are assumed to depend only on $t$ in [14], in this paper
  $A^{ij}$s depend on $(t, x)$ and they are merely measurable in $t$ and they have
  small BMO in $x$.

The main reason why, in this paper, we can drop such extra conditions assumed in
[14] is that we use somewhat different approaches that we now explain. The overall
procedure, a standard one in $L_p$-theory, to obtain the main results is obtaining a pri-
or estimates and then using the method of continuity. While in [14] the above extra
conditions were needed for attempting the estimation of the sharp functions of the
second derivatives of solutions, in this article we only estimate the sharp functions of
the first derivatives, and then we estimate the weighted $L_p$-norms of solutions and
their second derivatives from the obtained estimates of the first derivatives and the help of $L_p$-estimates without weights for systems like [14] through a partition of unity argument. Another important remark is that unlike in [14] we now use the Fefferman-Stein (WFS) theorem and the Hardy-Littlewood (WHL) maximal function theorem with appropriate Muckenhoupt weights ($A_p$ weights below) for the first derivatives of solutions. Doing so, we can drop those restrictive conditions imposed on the leading coefficient matrices in [14] and keep the full range $(d−1, d−1+p)$ for $θ$. For the record, in our setting the aforementioned WFS theorem and WHL maximal function theorem with appropriately designed $A_p$ weights, which make us keep the full range of $θ$, are only efficient for the first derivatives of solution. The same strategy does not work with the second derivatives of solutions. In this sense, paying attention to the first derivatives is the optimal strategy for our problem of systems, meaning that we take off most of artificial conditions.

The strategy of estimating the first derivatives is also used in [9] for single equa-
tions. The key step in [6] and this paper is the estimates of mean oscillations of
solutions (see Lemmas [13] and [5, 2] in common. While [6] used a weighted version
of mean oscillation estimates, in this paper, thanks to WFS theorem and WHL maximal
function theorem for appropriate $A_p$ weights, we only use unweighted mean
oscillation estimates of first derivatives, which make us fully use the results for the usual Sobolev spaces without weights.

In addition to the fact that parabolic systems are considered in weighted Sobolev spaces in this paper, one of main features of our assumptions on the coefficient matrices is that, as we mentioned, the leading coefficients $A^{ij}(t,x)$ are allowed to have no regularity assumptions other than measurability as functions of $t$ for each fixed $x$ and have small and bounded, not necessarily vanishing on the boundary, mean oscillations in $x$. The class of vanishing mean oscillation coefficients (VMO$_x$ coefficients) was first considered in [20] for both divergence and non-divergence type equations (not systems) in the usual Sobolev spaces without weights. Then, there has been considerable progress in efforts to reduce the regularity assumptions on the leading coefficients so that they are allowed to be merely measurable in one spatial direction (in the elliptic case) and in one spatial direction and the time variable (in the parabolic case). A few of good references about this direction of study are [9][10][3][1][4]; also, see a survey paper [2] and references therein. However, when systems (not equations) in non-divergence form are considered, it is not clear if one can get less regular leading coefficient matrices than those considered in this paper (i.e. coefficient matrices which are measurable in $t$, small BMO in $x$) even in the usual weighted Sobolev spaces (see [9]).

Closing the introduction of this paper, we pose a (very) brief history of weighted Sobolev spaces in connection with equations/systems as a landscape in which our paper can be settled. Weighted Sobolev spaces are extensively considered to study elliptic and parabolic equations/systems in a variety of references, where weights are introduced by various reasons. For example, weights are used to deal with degenerate equations, the singularity of the boundary, and blow-up or very oscillatory coefficients. See [22], where motivations of having weights are explained along with various types of weighted Sobolev spaces and their properties, as well as elliptic equations are solved in weighted Sobolev spaces. In [8] weighted Sobolev spaces are used for domains with wedges. Parabolic equations are solved in parabolic weighted Sobolev spaces in [23]. It is also observed that estimates of solutions in Sobolev spaces with $A_p$ weights result in the unique solvability of equations in a wider class of function spaces (e.g. estimates in un-mixed normed spaces with weights give the unique solvability in $L_{p,q}$ spaces) due to the extrapolation theorem of Rubio de Francia [24]. Also see [7] for $L_p$-estimates with $A_p$ weights.

Throughout the paper, we impose the Legendre-Hadamard ellipticity condition on the leading coefficients, i.e., there exists a constant $\delta > 0$ such that

$$\Re \left( \sum_{i,j=1}^{d} \eta^\text{tr} \xi_i \xi_j A^{ij}(t,x) \eta \right) \geq \delta |\xi|^2 |\eta|^2$$

(1.2)

holds for all $(t,x) \in \mathbb{R} \times \mathbb{R}^d_+$, $\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d$, and $\eta = \begin{bmatrix} \eta^1 \\ \vdots \\ \eta^{d_1} \end{bmatrix}$ with $\eta^k \in \mathbb{C}$, $k = 1, \ldots, d_1$, where $\eta^\text{tr}$ denotes the transpose of $\eta$ and $\Re(f)$ indicates the real part of $f$.

Also, all through the paper, we assume that $A^{ij}(t,x)$ are merely measurable in $t$ and have small BMO semi-norm with respect to $x$ (see Section 2). Assumption
We also impose the boundedness condition

\[ |a^{ij}_{kr}(t,x)| \leq \delta^{-1}, \quad (t,x) \in \mathbb{R} \times \mathbb{R}^d_+ \]

for all \( i, j = 1, \ldots, d, k, r = 1, \ldots, d_1 \), where \( \delta > 0 \) is taken from (1.2).

The paper is organized as follows. In Section 2 we introduce weighted Sobolev spaces and our main result, Theorem 2.1. In Section 3 we study systems with coefficients depending only on \( t \). In Section 4 we obtain sharp function estimates (mean oscillation estimates) of solutions. Finally we prove our main result in Section 5.

We use the following notations.

1. \( D_i = \frac{\partial}{\partial x_i}, D_{ij} = \frac{\partial^2}{\partial x_i \partial x_j} \). For a \( d_1 \times 1 \) matrix-valued function \( u = [u^1 \cdots u^{d_1}]^\text{tr} \), we define the space of Bessel potentials:

\[ \mathcal{H}^{p,\theta}_{\gamma} = \mathcal{H}^{p,\theta}_{\gamma}(\mathbb{R}^d_+), \] where \( \gamma \in \mathbb{R} \), which were introduced in [14] for scalar valued functions defined on \( \mathbb{R}^d_+ \). The main ingredients of these spaces are the spaces of Bessel potentials defined on \( \mathbb{R}^d_+ \). In this paper we need a \( d_1 \times 1 \) matrix valued function version of this.

Given \( p \in (1, \infty) \) let \( L_p = \{ f = [f^1 \cdots f^{d_1}]^\text{tr} : \| f \|_{L_p} = (\int_{\mathbb{R}^d} |f|^p \, dx)^{1/p} < \infty \} \). Then for \( \gamma \in \mathbb{R} \) we define the space of Bessel potentials \( H^{p,\theta}_{\gamma} \) by \( H^{p,\theta}_{\gamma} = (1 - \Delta)^{-\gamma/2} L_p \) as the set of all matrix valued distributions \( u = [u^1 \cdots u^{d_1}]^\text{tr} \) defined on \( \mathbb{R}^d \) such that \( (1 - \Delta)^{\gamma/2} u : = [(1 - \Delta)^{\gamma/2} u^1 \cdots (1 - \Delta)^{\gamma/2} u^{d_1}]^\text{tr} \in L_p \), i.e.,

\[ \| u \|_{H^{p,\theta}_{\gamma}} = \|(1 - \Delta)^{\gamma/2} u \|_{L_p} < \infty, \]

where \( \| (1 - \Delta)^{\gamma/2} u \|_{L_p} := \| \mathcal{F}^{-1}[(1 + |\cdot|^2)^{\gamma/2} \mathcal{F}(u)] \|_{L_p} \). Here, the Fourier transform \( \mathcal{F}(u) \) is defined by

\[ \mathcal{F}(u)(\xi) = [\mathcal{F}(u^1)(\xi) \cdots \mathcal{F}(u^{d_1})(\xi)]^\text{tr}, \]
where
\[
F(u^k)(\xi) = \tilde{u}^k(\xi) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-i\xi \cdot x} u^k(x) \, dx, \quad k = 1, \ldots, d_1.
\]

Now, for \( p \in (1, \infty) \) we take and fix a non-negative scalar valued function \( \zeta \in C_0^\infty(\mathbb{R}_+) \) satisfying
\[
\sum_{n=-\infty}^{\infty} \zeta^n(e^{s-n}) \geq 1 \quad (2.1)
\]
for all \( s \in \mathbb{R} \). Then for \( \gamma, \theta \in \mathbb{R} \) we define our basic spaces \( H_{p,\theta} = H_{p,\theta}(\mathbb{R}_+) \) as the set of all matrix valued functions (or distributions) \( u = [u^1 \cdots u^{d_1}]^T \) on \( \mathbb{R}_+^d \) satisfying
\[
\|u\|_{H_{p,\theta}}^p := \sum_{n=-\infty}^{\infty} e^{n\theta} \|\zeta(\pi(\cdot)) u(e^n)\|_{L^p}^p < \infty,
\]
where \( \pi(x) = \pi(x_1, x') = x_1 + d \) view \( \zeta(x_1) u(e^n x) \) as a matrix valued function defined on the whole space \( \mathbb{R}_+^d \) thank to the fact that \( \zeta \) has compact support in \( \mathbb{R}_+^d \).

If \( \gamma \) is a non-negative integer, due to the choice of \( \zeta \) satisfying (2.1) the following characterization is available (17):
\[
H_{p,\theta} = H_{p,\theta}(\mathbb{R}_+) = \{ u : x_1^{|\alpha|} D^\alpha u \in L_{p,\theta} \quad \forall \alpha : 0 \leq |\alpha| \leq \gamma \},
\]
where \( L_{p,\theta} = L_{p,\theta}(\mathbb{R}_+) \) is the weighted \( L_p \)-space of matrix valued functions \( f = [f^1 \cdots f^{d_1}]^T \) on \( \mathbb{R}_+^d \) satisfying \( \|f\|_{L_{p,\theta}} := \left( \int_{\mathbb{R}_+^d} |f(x)|^p x_1^{\theta - d} \, dx \right)^{1/p} < \infty \). We will denote \( Mf \in L_{p,\theta}, k \in \mathbb{Z} \) if \( x_1^k f \in L_{p,\theta} \). We record that the operators \( MD_i s, D, Ms, i = 1, \ldots, d \), are bounded operators from \( H_{p,\theta} \) to \( H_{p,\theta}^{11} \) after using the corresponding lemma in [17, which deals the spaces of scalar valued functions.

For the forcing term, the solution, and their derivatives in our parabolic system, we first define the function spaces
\[
L_{p,\theta}((S, T) \times \mathbb{R}_+^d) = L_p((S, T) \times \mathbb{R}_+^d, x_1^{\theta - d} \, dx, dt)
\]
for \(-\infty \leq S < T \leq \infty\). The functions \( f = [f^1 \cdots f^{d_1}]^T \) in this space satisfy
\[
\|f\|_{L_{p,\theta}((S, T) \times \mathbb{R}_+^d)} = \left( \int_S^T \int_{\mathbb{R}_+^d} |f(x)|^p x_1^{\theta - d} \, dx, dt \right)^{1/p} < \infty.
\]

In particular, if \( \theta = d \), the weight disappears and \( L_{p,\theta}((S, T) \times \mathbb{R}_+^d) = L_p((S, T) \times \mathbb{R}_+^d) \). Similarly as before, we denote \( M^{k} f \in L_{p,\theta}((S, T) \times \mathbb{R}_+^d), k \in \mathbb{Z} \) if \( x_1^k f \in L_{p,\theta}((S, T) \times \mathbb{R}_+^d) \).

Then we design our solution space as follows. We write \( u \in \mathcal{D}^2_{p,\theta}((S, T) \times \mathbb{R}_+^d) \) if \( M^{-1} u, D_i u, MD_{ij} u, Mu_t \in L_{p,\theta}((S, T) \times \mathbb{R}_+^d), \ i, j = 1, \ldots, d \)
and define the norm of \( u \) by
\[
\|u\|_{\mathcal{D}^2_{p,\theta}((S, T) \times \mathbb{R}_+^d)} = \|M^{-1} u\|_{p,\theta} + \|D u\|_{p,\theta} + \|MD u\|_{p,\theta} + \|Mu_t\|_{p,\theta}, \quad (2.2)
\]
where \( \| \cdot \|_{p,\theta} \) abbreviates \( \| \cdot \|_{L_{p,\theta}((S, T) \times \mathbb{R}_+^d)} \); recall our notations \( |Du| \) and \( |D^2 u| \).
Next, for the convenience of our arguments in this paper, given any time-space domain $D \subset \mathbb{R} \times \mathbb{R}^d_+$, we define $\mathcal{W}^{1,2}_p(D)$ as the space of matrix valued functions $u = [u^1 \cdots u^d]^T$ defined on $D$ satisfying
\[
  u, \ D_{ij}u, \ D_{ij}u, \ u_t \in L_p(D), \quad i,j = 1, \ldots, d
\]
and $C^\infty_0(D)$ as the space of infinitely differentiable $d_1 \times 1$ matrix valued functions with compact support in $D$; $D$ is not necessarily open.

We also define the parabolic Hölder spaces $C^{\alpha/2, \alpha}(D)$, $\alpha \in (0,1)$, as the set of matrix valued functions $f$ defined on $D$ satisfying
\[
  \|f\|_{C^{\alpha/2, \alpha}(D)} := \sup_{(t, x) \in D} |f(t, x)| + \sup_{(t, x) \neq (s, y) \in D} \frac{|f(t, x) - f(s, y)|}{|t - s|^{\alpha/2} + |x - y|^{\alpha}} < \infty,
\]
where each magnitude $|\cdot|$ is well understood.

Now, let us explain our condition for the leading coefficients $A^{ij}$s. We frequently use the following balls, cylinders, and parabolic cylinders. Recall the notation $x = (x_1, x') \in \mathbb{R}^d_+ = \mathbb{R}^+ \times \mathbb{R}^{d-1}$, where $x' = (x_2, \ldots, x_d)$. We define
\[
  B_r(x') = \{ y' \in \mathbb{R}^{d-1} ||y' - x'| < r \}, \quad Q_r(t, x') = (t - r^2, t) \times B_r(x'),
\]
\[
  B_r(x) = (x_1 - r, x_1 + r) \times B_r(x'), \quad Q_r(t, x) = (t - r^2, t) \times B_r(x),
\]
\[
  B_r^+ = B_r(x) \cap \mathbb{R}^d_+, \quad Q_r^+(t, x) = (t - r^2, t) \times B_r^+(x).
\]

We note that the volume of the cylinder $B_r(x)$ in $\mathbb{R}^d$ and the volume of the ball $\{ x \in \mathbb{R}^d : |x| < r \}$ are comparable and we use $B_r(x)$ for the convenience of working with $x_1$ coordinate.

For matrix valued functions $g$ defined on $\mathbb{R} \times \mathbb{R}^d_+$ and any fixed $t \in \mathbb{R}$ we define the average of $g(t, \cdot)$ over $B_r(x)$ by
\[
  \mathbb{E}_{B_r(x)} g(t, z) := \frac{1}{|B_r(x)|} \int_{B_r(x)} g(t, z) \, dz,
\]
where $|B_r(x)|$ is the Lebesgue measure of the cylinder $B_r(x)$. Then we define
\[
  \left[ g(t, \cdot) \right]_{B_r(x)} = \mathbb{E}_{B_r(x)} g(t, y) - \mathbb{E}_{B_r(x)} g(t, z) \, dy,
\]
which measures the deviation of $g(t, \cdot)$ from the average on $B_r(x)$. These averaging jobs are considered for each fixed $t$.

Using them, for any $(s, y) \in \mathbb{R} \times \mathbb{R}^d_+$ and $r < y_1$, we define the mean oscillation of $g$ over $Q_r(s, y) = (s - r^2, s) \times (y_1 - r, y_1 + r) \times B_r'(y') = Q_r^+(s, y)$ with respect to the spatial variables as
\[
  \text{osc}_x (g, Q_r(s, y)) := \frac{1}{r^2} \int_{s-r^2}^s \left[ g(\tau, \cdot) \right]_{B_r(y)} \, d\tau.
\]

Finally, for $\rho \in (1/2, 1)$, we denote
\[
  g^*_{\rho} := \sup_{(s, y) \in \mathbb{R} \times \mathbb{R}^d_+} \sup_{r \in (0, \rho y_1]} \text{osc}_x (g, Q_r(s, y)).
\]

Applying these notations to the diffusion coefficient matrices $A^{ij}$, $i,j = 1, \ldots, d$, in place of $g$, let us state the following assumption for coefficient matrices $A^{ij}$s, $B^k$s, and $C$. 
Assumption \( \mathbf{A}(\rho, \varepsilon) \). For \( \rho \in (1/2, 1) \) and \( \varepsilon \in (0, 1) \), we have the following bounded mean oscillation (BMO) condition for \( A^{ij} \)'s and the boundedness conditions for \( B^i \)'s, \( C \):

\[
\sum_{i,j=1}^{d} (A^{ij})_{\rho}^\# + \sup_{t,x} \{ |MB^i| + |M^2C| \} \leq \varepsilon.
\]

Obviously Assumption \( \mathbf{A}(\rho, \varepsilon) \) holds for any \( \rho, \varepsilon > 0 \) if \( A^{ij} \) depend only on \( t \) and \( B^i = C = 0 \).

Now, we are ready to state the main theorem of the paper.

**Theorem 2.1** (Weighted \( L_p \)-theory on a half space). Let \( T \in (-\infty, \infty) \), \( \lambda \geq 0 \), \( p \in (1, \infty) \) and \( \theta \in (d-1, d-1+p) \). Then there exist positive constants \( \rho \in (1/2, 1) \) and \( \varepsilon \), depending only on \( d, d_1, \delta, p, \) and \( \theta \), such that, under Assumption \( \mathbf{A}(\rho, \varepsilon) \), for any \( u \in \mathcal{S}^{2}_{p,\theta}((-\infty, T) \times \mathbb{R}^d_+) \) satisfying the system

\[
-u_t + A^{ij}(t,x) D_{ij} u + B^i(t,x) Du + C(t,x) u - \lambda u = f
\]

in \((-\infty, T) \times \mathbb{R}^d_+\) with \( Mf \in L_p(\Omega = (-\infty, T) \times \mathbb{R}^d_+) \), we have the estimate

\[
\lambda \| Mu \|_{p, \theta} + \sqrt{\lambda} \| MDu \|_{p, \theta} + \| u \|_{\mathcal{S}^{2}_{p,\theta}} \leq N \| f \|_{p, \theta}
\]

where \( \| \cdot \|_{p, \rho} = \| \cdot \|_{L_p((\Omega) \times \mathbb{R}^d)} \) and \( \| \cdot \|_{\mathcal{S}^{2}_{p,\theta}} = \| \cdot \|_{\mathcal{S}^{2}_{p,\theta}((\Omega) \times \mathbb{R}^d)} \), and \( N \) depends only on \( d, d_1, \delta, p, \theta, \) and \( p \). Moreover, for any \( f \) satisfying \( Mf \in L_p((\Omega) \times \mathbb{R}^d_+) \), there exists a unique solution \( u \in \mathcal{S}^{2}_{p,\theta}((\Omega) \times \mathbb{R}^d_+) \) to the system (2.3).

**Remark 2.2.** The range of \( \theta \) in Theorem 2.1 is sharp. If \( \theta \notin (d-1, d-1+p) \), then the theorem does not hold even for the heat equation. See [14] for an explanation. We point out that our result for systems, Theorem 2.1 preserves this sharp range of \( \theta \).

3. Systems with coefficients depending only on \( t \)

In this section all \( A^{ij} \)'s depend only on \( t \) and are merely measurable. We consider the system

\[
-u_t + A^{ij}(t) D_{ij} u - \lambda u = f.
\]

Let us recall \( \mathcal{W}^{1,2}_p((-\infty, T) \times \Omega) \), the Sobolev space of the \( d_1 \times 1 \) matrix valued functions \( u \) on \((-\infty, T) \times \Omega \) satisfying

\[
\| u \|_{\mathcal{W}^{1,2}_p((-\infty, T) \times \Omega)} := \| D^2 u \|_p + \| Du \|_p + \| u \|_p + \| u_t \|_p < \infty,
\]

where \( \| \cdot \|_p = \| \cdot \|_{L_p((-\infty, T) \times \Omega)} \).

**Proposition 3.1** (Unweighted \( L_p \)-theory on the whole space or a half space). Let \( T \in (-\infty, \infty) \), \( \lambda > 0 \), \( p \in (1, \infty) \), and \( \Omega = \mathbb{R}^d \) or \( \Omega = \mathbb{R}^d_+ \). Then for any \( u \in \mathcal{W}^{1,2}_p((-\infty, T) \times \Omega) \) satisfying the system

\[
-u_t + A^{ij}(t) D_{ij} u - \lambda u = f, \quad (t, x) \in (-\infty, T) \times \Omega
\]

and \( u(t, 0, x') = 0 \) in the case of \( \Omega = \mathbb{R}^d_+ \), where \( f \in L_p((-\infty, T) \times \Omega) \), we have the estimate

\[
\lambda \| u \|_p + \sqrt{\lambda} \| Du \|_p + \| D^2 u \|_p + \| u_t \|_p \leq N \| f \|_p,
\]

where \( N \) depends only on \( d, d_1, \delta, p \). Moreover, for any \( \lambda > 0 \) and \( f \in L_p((-\infty, T) \times \Omega) \), there exists a unique \( u \in \mathcal{W}^{1,2}_p((-\infty, T) \times \Omega) \) satisfying the system 3.1 and the Dirichlet condition \( u(t, 0, x') = 0 \) in the case of \( \Omega = \mathbb{R}^d_+ \).
Proof. This proposition can be derived from \[4\] Theorem 2, Theorem 4, where the results are proved for higher order systems (including second order systems) with \(\lambda \geq \lambda_0\) for some \(\lambda_0 \geq 0\) under the conditions that \(A^{ij}\) are measurable in \(t\) and have small mean oscillations in \(x\).

If \(A^{ij}\) depend only on \(t\), the mean oscillations in \(x\) vanish and one can be free from the restriction \(\lambda \geq \lambda_0\) relying on the usual scaling argument. Indeed, if \(\lambda_0 > 0\) and \(\lambda \in (0, \lambda_0)\), then we set \(R = \lambda_0/\lambda\) and consider the vector-valued function
\[
\tilde{u}(t, x) = R^{-1}u(Rt, \sqrt{R}x).
\]
This function satisfies the system
\[
\tilde{u}_t + A^{ij}(Rt)D_{ij}\tilde{u} - \lambda_0\tilde{u} = \tilde{f}
\]
on \((-\infty, T/R)\times\Omega\), where \(\tilde{f}(t, x) = f(Rt, \sqrt{R}x)\). Then, since the coefficients \(A^{ij}(Rt)\) satisfy the same conditions as \(A^{ij}(t)\), \([5\) Theorem 2, Theorem 4\] can be applied and we obtain the estimate
\[
\lambda_0\|\tilde{u}\|_p + \sqrt{\lambda_0}\|D\tilde{u}\|_p + \|D^2\tilde{u}\|_p + \|	ilde{u}_t\|_p \leq N\|\tilde{f}\|_p,
\]
where \(\|\cdot\|_p = \|\cdot\|_{L^p((0, T)\times\Omega)}\). We note that the constant \(N\) is independent of the upper limit of the time interval. Then we scale back to \(u\) and have \([3,2\]. Now, for small constant \(\varepsilon > 0\) we write
\[
-u_t + A^{ij}(t)D_{ij}u - \varepsilon u = f - \varepsilon u
\]
on \((-\infty, T)\times\Omega\). Applying the estimate just proved for small \(\lambda > 0\), we have
\[
\varepsilon\|u\|_p + \sqrt{\varepsilon}\|Du\|_p + \|D^2u\|_p + \|u_t\|_p \leq N\|f\|_p + N\varepsilon\|u\|_p.
\]
Hence, letting \(\varepsilon \searrow 0\), we obtain \([3,2\] for the case \(\lambda = 0\).

Then for the second statement of our proposition we follow the routine based on the a priori estimate \([3,2\], the method of continuity, and the unique solvability of the system consisting of \(d_1\) independent (not mixed) heat equations. \(\square\)

Proposition \([3,1\) leads us to the following lemma that involves weights near the boundary of the half space. We recall the definition of the space \(\tilde{S}^2_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)\) from Section 2.

Lemma 3.2. Let \(T \in (-\infty, \infty), \lambda \geq 0, p > 1, \) and \(\theta \in (d - p, \infty)\). Then for any \(u \in \tilde{S}^2_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)\) satisfying the system
\[
-u_t + A^{ij}(t)D_{ij}u - \lambda u = f
\]
on \((-\infty, T)\times \mathbb{R}^d_+\), where \(Mf \in L_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)\), we have the estimate
\[
\lambda\|u\|_{p,\theta} + \sqrt{\lambda}\|Mu\|_{p,\theta} + \|u\|_{\tilde{S}^2_{p,\theta}} \leq N(\|M^{-1}u\|_{p,\theta} + \|Mf\|_{p,\theta}), \tag{3.3}
\]
where \(\|\cdot\|_{p,\theta} = \|\cdot\|_{L_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)}\) and \(N\) depends only on \(d, d_1, \delta, p\) and \(\theta\). The same conclusion holds if \(\theta \in (d - 1, d - 1 + p)\), \(u \in W^{1,2}_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+), u(t, 0, x') = 0,\) and \(Mf \in L_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)\). In this case, \(u \in \tilde{S}^2_{p,\theta}((-\infty, T)\times \mathbb{R}^d_+)\).

Proof. We can prove this lemma by following the proof of Lemma 2.2 in \([15\). Also see for instance Theorem 3.5 in \([6\). These deal with single equations of course and we need a version for systems. The idea of the proof is delightful and for the reader’s convenience we provide a proof below.
1. We intend to use Proposition [5.1] to pursue the weighted norms. For this we start with the following. Take and fix a function \( \zeta = \zeta(s) \in C^\infty_0(\mathbb{R}_+) \) satisfying
\[
\int_0^\infty |\zeta(s)|^ps^{-p-\theta+d-1}ds = 1,
\]
and for any index \( r > 0 \) we define the function \( \zeta_r(x_1) := \zeta(rx_1) \) for \( x_1 > 0 \). Then for any matrix-valued functions \( g \) defined on \( \mathbb{R}^d_+ \), by Fubini’s theorem and change of variables, the following three hold:
\[
\int_0^\infty \int_{\mathbb{R}^d_+} |\zeta_r(x_1)g(x)|^pdx r^{-p-\theta+d-1}dr = \int_{\mathbb{R}^d_+} |x_1g(x)|^px_1^{-d}dx,
\]
\[
\int_0^\infty \int_{\mathbb{R}^d_+} |\zeta'_r(x_1)g(x)|^pdx r^{-p-\theta+d-1}dr
= \int_0^\infty \int_{\mathbb{R}^d_+} |r\zeta'(rx_1)g(x)|^pdx r^{-p-\theta+d-1}dr = N \int_{\mathbb{R}^d_+} |g(x)|^px_1^{-d}dx,
\]
where
\[
N = N(d, p, \theta) = \int_0^\infty |\zeta'(s)|^ps^{-\theta+d-1}ds,
\]
and
\[
\int_0^\infty \int_{\mathbb{R}^d_+} |\zeta''_r(x_1)g(x)|^pdx r^{-p-\theta+d-1}dr = N \int_{\mathbb{R}^d_+} |x_1^{-1}g(x)|^px_1^{-d}dx,
\]
where in this case
\[
N = N(d, p, \theta) = \int_0^\infty |\zeta''(s)|^ps^{-\theta+d-1}ds.
\]
Utilizing the idea of the computation, we also have
\[
\int_0^\infty \int_{\mathbb{R}^d_+} |r^{\zeta_r(n)}(x_1)g(x)|^pdx r^{-p-\theta+d-1}dr = N \int_{\mathbb{R}^d_+} |x_1^{-n}g(x)|^px_1^{-d}dx, \quad n = 0, 1
\]
and
\[
\int_0^\infty \int_{\mathbb{R}^d_+} |r^{-1}\zeta_r(n)(x_1)g(x)|^pdx r^{-p-\theta+d-1}dr = N \int_{\mathbb{R}^d_+} |x_1^{2-n}g(x)|^px_1^{-d}dx, \quad n = 1, 2, 3.
\]
We note that the integrals on \( \mathbb{R}^d_+ \) are the same as the integrals on \( \mathbb{R}^d \) once we extend the matrix-valued functions inside of \( |\cdot|^p \)’s to the whole space by zero matrices.

2. As we have just mentioned, using \( \zeta_r \) defined in step 1, we regard \( \zeta_r(x_1)u(t, x) \) as a matrix valued function defined on \( (-\infty, T) \times \mathbb{R}^d \) by extending \( \zeta_r u \) to be \( d_1 \times 1 \) zero matrix on \( (-\infty, T) \times \{ x = (x_1, x') \in \mathbb{R}^d : x_1 \leq 0 \} \). Recalling the summation rule upon the repeated indices, we observe that the matrix-valued function \( \zeta_r u \) satisfies
\[
-(\zeta_r u)_t + A^{ij}(t)D_{ij}(\zeta_r u) - \lambda \zeta_r u = \zeta_r f + A^{11}(t)\zeta_r' D_{11}u + A^{1j}(t)\zeta_r' D_{1j}u + A^{11}(t)\zeta_r'' u \tag{3.4}
\]
as
\[
D_j(\zeta_r u) = \zeta_r D_j u + 1_{j=1} \zeta'_r u,
D_{ij}(\zeta_r u) = \zeta_r D_{ij} u + 1_{i=1} \zeta'_r D_{1j} u + 1_{j=1} \zeta'_r D_{1i} u + 1_{i=1} 1_{j=1} \zeta''_r u \tag{3.5}
\]
for each $i, j = 1, \ldots, d$, and $\zeta_r$ is a function of $x_1$, where $1_{j=1} = 1$ if $j = 1$ and 0 otherwise. Since the compact support of $\zeta_r$ is located away from $x_1 = 0$, $u \in \mathcal{S}_{p,\theta}^2((-\infty, T) \times \mathbb{R}^d)$ implies $\zeta_r u \in \mathcal{W}_{p,\theta}^{1,2}((-\infty, T) \times \mathbb{R}^d)$. Then with the observation that the right hand side of (3.4) is in $L_p((-\infty, T) \times \mathbb{R}^d)$, the condition (3.3) and Proposition 3.1 lead us to

\[
\lambda^p \|\zeta_r u\|_{p,\theta}^p + \lambda^{p/2} \|D(\zeta_r u)\|_{p,\theta}^p + \|D^2(\zeta_r u)\|_{p,\theta}^p + \|\zeta'_r u\|_{p,\theta}^p \leq N \left( \|\zeta f\|_{p,\theta}^p + \|\zeta'_r D u\|_{p,\theta}^p + \|\zeta''_r u\|_{p,\theta}^p \right),
\]

where $\|\cdot\| = \|\cdot\|_{L_p((-\infty, T) \times \mathbb{R}^d)}$ and $N = N(d, d_1, \delta, p)$. From (3.6) and the relation (3.4), we obtain that

\[
\lambda^p \|\zeta_r u\|_{p,\theta}^p + \|\zeta_r D^2 u\|_{p,\theta}^p + \|\zeta_r u\|_{p,\theta}^p \leq N \left( \|\zeta f\|_{p,\theta}^p + \|\zeta'_r D u\|_{p,\theta}^p + \|\zeta''_r u\|_{p,\theta}^p \right).
\]

Then using this estimate along with (3.6) and the relations derived from (3.4), we have

\[
\zeta'_r D_1 u = \frac{1}{2} (D_{11}(\zeta_r u) - \zeta_r D_{11} u - \zeta''_r u),
\]

\[
\zeta'_r D_3 u = D_{33}(\zeta_r u) - \zeta_r D_{33} u, \quad j \neq 1,
\]

we have

\[
\lambda^p \|\zeta_r u\|_{p,\theta}^p + \|\zeta'_r D u\|_{p,\theta}^p + \|\zeta_r D^2 u\|_{p,\theta}^p + \|\zeta_r u\|_{p,\theta}^p \leq N \left( \|\zeta f\|_{p,\theta}^p + \|\zeta'_r D u\|_{p,\theta}^p + \|\zeta''_r u\|_{p,\theta}^p \right).
\]

Now, multiplying both sides of this inequality by $r^{-p-\theta+d-1}$, integrating with respect to $r$ over $(0, \infty)$, and using step 1, we get

\[
\lambda^p \|M u\|_{p,\theta}^p + \|D u\|_{p,\theta}^p + \|M D^2 u\|_{p,\theta}^p + \|M u_t\|_{p,\theta}^p \leq N \left( \|M f\|_{p,\theta}^p + \|D u\|_{p,\theta}^p + \|M^{-1} u\|_{p,\theta}^p \right),
\]

where $N = N(d, d_1, \delta, p, \theta)$. To arrive at (3.3) from here, on the one hand we bring in the interpolation inequality (see [6, Lemma 3.3]),

\[
\sqrt{N} \|M D u\|_{p,\theta} \leq N \lambda \|M u\|_{p,\theta} + N \|M D^2 u\|_{p,\theta}
\]

which holds for $\theta - d + p > 0$ i.e. $\theta > d - p$, where $N$ is a universal constant (independent of $d$, $u$, $p$, and $\theta$). On the other hand we dominate the term $\|D u\|_{p,\theta}^p$ on the right hand side of (3.7) by another interpolation

\[
\|D u\|_{p,\theta}^p \leq \varepsilon (N \|M D^2 u\|_{p,\theta}^p + N \|D u\|_{p,\theta}^p) + N \|M^{-1} u\|_{p,\theta}^p
\]

for any $\varepsilon > 0$, where the first two $N$s do not depend on $\varepsilon$. Indeed, by identity $\zeta'_r D_1 u = D_{1j}(\zeta_r u) - 1_{j=1} \zeta''_r u$, the usual interpolation of Sobolev norms, and step 1, we have

\[
\|D u\|_{p,\theta}^p = \int_0^\infty \|\zeta'_r D u\|_{p,\theta}^p r^{-p-\theta+d-1} dr
\]

\[
\leq \int_0^\infty (\varepsilon r^{-p} \|D^2(\zeta_r u)\|_{p,\theta}^p + N \varepsilon^{-1} r^{p} \|\zeta''_r u\|_{p,\theta}^p) r^{-p-\theta+d-1} dr
\]

\[
+ N \|M^{-1} u\|_{p,\theta}^p
\]

and, expressing $D^2(\zeta_r u)$ in terms of $\zeta'''_r u$, $\zeta''_r D_j u$, $\zeta'_r D_{ij} u$ and using all the characterizations prepared in step 1, we obtain (3.9). In this inequality all the terms are finite and we can move $\varepsilon \|D u\|_{p,\theta}^p$ to the left side of (3.7) with sufficiently small $\varepsilon$. Doing so, we have (3.3).
The assertions when \( u \in \mathbb{W}^{1,2}_p ((-\infty, T) \times \mathbb{R}^d_+) \) and \( u(t,0,x') = 0 \) follow from the same lines of the proof once we confirm \( \|M^{-1}u\|_{p,\theta} < \infty \). To check this, we first note that

\[
\|M^{-1}u\|_{p,\theta} \leq \|M^{-1}uI_{x_1 \in (0,1)}\|_{p,\theta} + \|uI_{x_1 \geq 1}\|_p.
\]

Since we have zero Dirichlet condition and the condition \( d - 1 < \theta < d - 1 + p \), Hardy’s inequality can be applied twice with the two sides of the restriction of \( \theta \) and we have

\[
\|M^{-1}uI_{x_1 \in (0,1)}\|_{p,\theta} \leq N\|DuI_{x_1 \in (0,1)}\|_{p,\theta} \leq N\|MD^2uI_{x_1 \in (0,1)}\|_{p,\theta}, \quad N = N(d, d_1, p, \theta)
\]

if \( \|MD^2uI_{x_1 \in (0,1)}\|_{p,\theta} < \infty \) and this gives \( \|M^{-1}u\|_{p,\theta} < \infty \). The finiteness of \( \|MD^2uI_{x_1 \in (0,1)}\|_{p,\theta} \) follows from the inequality

\[
\|MD^2uI_{x_1 \in (0,1)}\|_{p,\theta} \leq N\|D^2u\|_{p,\theta}
\]

and the condition \( u \in \mathbb{W}^{1,2}_p ((-\infty, T) \times \mathbb{R}^d_+) \). The lemma is proved. \( \square \)

Comparing the a priori estimate (3.3) with our aim, Theorem 2.1 we are about to remove the term \( \|M^{-1}u\|_{p,\theta} \) from the estimate (3.3). This job is quite involved and in fact the rest of our paper works on this. Recall that in this section we assume that the matrices \( A^i j's \) depend only on \( t \) and have zero oscillation with respect to the space variables. Under such conditions, the job can be done relatively easily when \( p = 2 \) (makes everything beautiful), \( \theta = d \) (gives \( x_1^{d-\theta} = 1 \), no weight). The following proposition and the theorem work on this.

**Proposition 3.3.** Let \( T \in (-\infty, \infty], \lambda \geq 0 \). Assume that \( u \in C^\infty_0((-\infty, T] \times \mathbb{R}^d_+) \) if \( T < \infty \) and \( u \in C^\infty_0((-\infty, \infty) \times \mathbb{R}^d_+) \) if \( T = \infty \). Denote

\[
f := -u_t + A^i j(t)D_{i} u - \lambda u.
\]

Then \( M f \) belongs to \( L_2((-\infty, T) \times \mathbb{R}^d_+) = L_{2,d}((-\infty, T) \times \mathbb{R}^d_+) \) and we have the estimate

\[
\|M^{-1}u\|_2 \leq N\|Mf\|_2
\]

(3.11) where \( N = N(\delta) \) and \( \| \cdot \|_2 = \| \cdot \|_{L_2((-\infty, T) \times \mathbb{R}^d_+)} \).

**Proof.** 1. Let \( T < \infty \). Denote \( \bar{u} = [\bar{u}_1 \cdots \bar{u}_d]^tr \), where \( \bar{u}_k \) is the complex conjugate function of \( u_k \). Performing a left multiplication of \( 1 \times d_1 \) matrix-valued function \( \bar{u}^tr \) on both sides of (3.10) and integrating them over \((-\infty, T) \times \mathbb{R}^d_+\), we have

\[
\int_{-\infty}^T \int_{\mathbb{R}^d_+} (\bar{u}^tr u_t - \bar{u}^tr A^{i j}(t)D_{i} u + \lambda \bar{u}^tr u) \, dx \, dt = -\int_{-\infty}^T \int_{\mathbb{R}^d_+} \bar{u}^tr f \, dx \, dt.
\]

(3.12)

We will take the real part of (3.12) and use Legendre-Hadamard ellipticity condition (1.2) that we imposed. For this we first note that

\[
\int_{-\infty}^T \int_{\mathbb{R}^d_+} (\bar{u}^r u_t + \bar{u}^r u_t) \, dx \, dt = \int_{-\infty}^T \int_{\mathbb{R}^d_+} (\bar{u}^r u)_t \, dx \, dt = \int_{\mathbb{R}^d_+} |u|^2(T, x) \, dx
\]

by the fundamental theorem of calculus and hence we have

\[
\Re \left( \int_{-\infty}^T \int_{\mathbb{R}^d_+} \bar{u}^r u_t \, dx \, dt \right) = \frac{1}{2} \int_{\mathbb{R}^d_+} |u|^2(T, x) \, dx.
\]
Next, as \( u \in C_0^\infty((-\infty, T] \times \mathbb{R}^d) \), by integration by parts and the fact that \( a_{ij}^{kr} \) depend only on \( t \) the integral

\[
- \int_{-\infty}^T \int_{\mathbb{R}^d_+} \bar{u}^{tr} A^{ij}(t) D_{ij}^r u \, dx \, dt = - \sum_{i,j=1}^d \sum_{k,r=1}^d \int_{-\infty}^T \int_{\mathbb{R}^d_+} \bar{u}^{tr} a_{ij}^{kr}(t) D_{ij}^r u \, dx \, dt
\]

becomes

\[
\sum_{i,j=1}^d \sum_{k,r=1}^d \int_{-\infty}^T \int_{\mathbb{R}^d_+} D_i \bar{u}^{tr} a_{ij}^{kr}(t) D_{ij}^r u \, dx \, dt = \int_{-\infty}^T \int_{\mathbb{R}^d_+} D_i \bar{u}^{tr} A^{ij}(t) D_{ij}^r u \, dx \, dt.
\]

Again, since \( u \in C_0^\infty((-\infty, T] \times \mathbb{R}^d) \), if we extend \( u \) to be zero in the domain \((-\infty, T) \times \{ x = (x_1, x') \in \mathbb{R}^d : x_1 \leq 0 \}\), then the extension of \( u \), still denoted by \( u \), belongs to \( C_0^\infty((-\infty, T] \times \mathbb{R}^d) \). Now, Plancherel’s formula, the condition (1.2), and Parseval’s identity give

\[
\Re \left( \int_{-\infty}^T \int_{\mathbb{R}^d} \bar{D}_i u^{tr} A^{ij}(t) D_{ij}^r u \, dx \, dt \right) = \Re \left( \sum_{i,j=1}^d \int_{-\infty}^T \int_{\mathbb{R}^d} \bar{D}_i u^{tr} A^{ij}(t) \bar{D}_j u \, d\xi \, dt \right)
\]

\[
\geq \delta \int_{-\infty}^T \int_{\mathbb{R}^d} |\xi|^2 |\bar{u}|^2 \, d\xi \, dt
\]

\[
= \delta \int_{-\infty}^T \int_{\mathbb{R}^d} |Du|^2 \, dx \, dt = \delta \int_{-\infty}^T \int_{\mathbb{R}^d_+} |Du|^2 \, dx \, dt.
\]

Considering the real parts of (3.12), we get

\[
\delta \int_{-\infty}^T \int_{\mathbb{R}^d_+} |Du|^2 \, dx \, dt
\]

\[
\leq \frac{1}{2} \int_{\mathbb{R}^d_+} |u|^2(T, x) \, dx + \delta \int_{-\infty}^T \int_{\mathbb{R}^d_+} |Du|^2 \, dx \, dt + \lambda \int_{-\infty}^T \int_{\mathbb{R}^d_+} |u|^2 \, dx \, dt
\]

\[
\leq \Re \left( - \int_{-\infty}^T \int_{\mathbb{R}^d_+} \bar{u}^{tr} f \, dx \, dt \right)
\]

\[
\leq \frac{\varepsilon}{2} \int_{-\infty}^T \int_{\mathbb{R}^d_+} |x_1^{-1} u|^2 \, dx \, dt + \frac{1}{2\varepsilon} \int_{-\infty}^T \int_{\mathbb{R}^d_+} |x_1 f|^2 \, dx \, dt
\]

(3.13)

for any \( \varepsilon > 0 \), where the last inequality follows from

\[
2 |\bar{u}^{tr}(t, x)f(t, x)| \leq \varepsilon |x_1^{-1} u(t, x)|^2 + \frac{1}{\varepsilon} |x_1 f(t, x)|^2.
\]

Furthermore, we note that Hardy’s inequality tells

\[
\int_{-\infty}^T \int_{\mathbb{R}^d_+} |x_1^{-1} u|^2 \, dx \, dt \leq 2 \int_{-\infty}^T \int_{\mathbb{R}^d_+} |D_1 u|^2 \, dx \, dt.
\]

Hence, (3.13) and an appropriate choice of \( \varepsilon > 0 \) depending only on \( \delta \) lead to (3.11).
2. When $T = \infty$, we have $\Re \left( \int_{-\infty}^{\infty} \int_{\mathbb{R}^d_+} i^{1+} u_t \, dx \, dt \right) = 0$. The rest is the same as step 1 with $T$ replaced by $\infty$. □

Proposition 3.3 crucially supports the following theorem.

**Theorem 3.4** (Weighted $L_2$-theory with $\theta = d$ on a half space). Let $T \in (-\infty, \infty]$, $\lambda \geq 0$. Then for any $u \in \mathcal{S}_2^{d, \lambda}(-\infty, T) \times \mathbb{R}^d_+$ satisfying the system

$$-u_t + A^{ij}(t) D_{ij} u - \lambda u = f$$

in $(-\infty, T) \times \mathbb{R}^d_+$, where $Mf \in L_{2, d}((-\infty, T) \times \mathbb{R}^d_+)$, we have

$$\lambda \|M u\|_{2, d} + \sqrt{\lambda} \|M Du\|_{2, d} + \|u\|_{B^{1/2}_2, d, T} \leq N \|M f\|_{2, d},$$

where $N$ depends only on $d, d_1, \delta, \|\cdot\|_{2, d} = \|\cdot\|_{L_{2, d}((-\infty, T) \times \mathbb{R}^d_+)} = \|\cdot\|_{L_2((-\infty, T) \times \mathbb{R}^d_+)} = \|\cdot\|_2$, and $\|u\|_{B^{1/2}_2, d, T} = \|u\|_{B^{1/2}_2, d((-\infty, T) \times \mathbb{R}^d_+))}$.

Moreover, for any $f$ satisfying $Mf \in L_{2, d}((-\infty, T) \times \mathbb{R}^d_+)$, there exists a unique solution $u \in \mathcal{S}_2^{d, \lambda}((-\infty, T) \times \mathbb{R}^d_+)$ to the system (3.14).

**Proof.** First we prove the a priori estimate (3.15) given that $u \in \mathcal{S}_2^{d, \lambda}((-\infty, T) \times \mathbb{R}^d_+)$ satisfies the system (3.14). For the argument below we may assume that $\lambda > 0$. Then, since

$$\lambda u = -u_t + A^{ij}(t) D_{ij} u - f,$$

we have $\lambda M u \in L_2((-\infty, T) \times \mathbb{R}^d_+)$. Then, by the denseness results (see Theorem 1.19 and Remark 5.5 in [17]), $u$ can be approximated by functions $u_n$ in $C_0^\infty((-\infty, T) \times \mathbb{R}^d_+)$ which satisfy two limits

$$\|u - u_n\|_{B^{1/2}_2, d} \to 0 \quad \text{and} \quad \|M u - M u_n\|_{2, d} \to 0$$

as $n \to \infty$. Moreover, by the interpolation inequality [6, Lemma 3.3], we have

$$\sqrt{\lambda} \|MD(u - u_n)\|_2 \leq N\lambda \|M(u - u_n)\|_2 + N\|MD^2(u - u_n)\|_2 \to 0.$$

Due to this observation, we may just assume $u \in C_0^\infty((-\infty, T) \times \mathbb{R}^d_+)$ and therefore we get the estimate (3.15) from Proposition 3.3 and Lemma 3.2.

Thanks to the method of continuity, to prove the second assertion of the theorem for the unique solvability, we only need the solvability of the system $-u_t + A^{ij} u - \lambda u = f$, where $\Delta u = [\Delta u^1 \cdots \Delta u^d]^T$ which in turn follows from the solvability of the single equation $-v_t + \Delta v - \lambda v = g$ with the scalar valued functions $v$ and $g$. This is proved in Theorem 3.5 of [6]. The theorem is proved. □

4. **Mean oscillation estimates of the first derivatives**

In this section we extend Theorem 3.3 to the case $p > 1$ and also prepare key elements for the next section. We note that Proposition 3.3 was crucial for Theorem 3.4 and used the big advantage of $p = 2$ to estimate $Du$, which in turn dominates $M^{-1} u$ via Hardy’s inequality. As we consider all $p > 1$, we can no longer enjoy this. Instead, we will estimate the mean oscillation of $Du$ and then estimate $Du$ in the frame of sharp function and maximal function theory.

To deal with the mean oscillation of the first derivatives away from and near the boundary, we first pose Lemmas 4.1 and 4.2. These are similar to Lemmas 4.2 and 4.3 in [6], the single equation results, which are based on unweighted $L_p$-estimates along with the standard localization and Sobolev embeddings. Since the corresponding results for systems are available, for instance, in [5], we only give
Moreover, for the case \( q > d \) such that \( u \in Q \). Lemma 4.1 (Interior Hölder estimate of \( Du \)). Let \( \lambda \geq 0 \), \( 1 < p \leq q < \infty \), and \( u \in W^{1,2}_p(Q_2) \) satisfy the system
\[
-u_t + A^{ij}(t)D_{ij}u - \lambda u = 0
\]
in \( Q_2 \). Then \( u \) belongs to \( W^{1,2}_q(Q_1) \) and there exists a constant \( N = N(d, d_1, \delta, p, q) \) such that
\[
\|u\|_{W^{1,2}_q(Q_1)} \leq N\|u\|_{L^p(Q_2)}.
\]  
(4.1)
Moreover, for the case \( q > d + 2 \) we have
\[
\|Du\|_{C^{0,\alpha/2}(Q_1)} \leq N\|\sqrt{\lambda}u\| + \|Du\|_{L^p(Q_2)},
\]  
(4.2)
where \( \alpha = 1 - (d + 2)/q \in (0, 1) \) and \( N = N(d, d_1, \delta, p, q) \).

Proof. This lemma is a system version of [6, Lemma 4.2] and we do not see any definitions of cylinders based on a sequence of increasing domains from \( Q \) to \( Q_2 \). The proofs are in the same spirit of those in [6]. For them we use unweighted \( L^\lambda \) with \( \lambda > 0 \) can be handled by considering \( u(t,x) - \int_{Q_2} u \) and then applying (4.1) and the Sobolev embedding theorem. For the case \( \lambda > 0 \) we rely on S. Agmon’s idea of raising one more space dimension to use (4.1). While doing so, we do not forget to check that the enhanced system is still under control of our Legendre-Hadamard ellipticity condition (1.2). \( \square \)

Note that in the estimate (4.1) the constant \( N \) is independent of \( \lambda(\geq 0) \).

Lemma 4.2 (Boundary Hölder estimate of \( Du \)). Let \( \lambda \geq 0 \), \( 1 < p \leq q < \infty \), and \( u \in \mathcal{H}^{2,1}_{p,d}(Q^+_2) \) satisfy the system
\[
-u_t + A^{ij}(t)D_{ij}u - \lambda u = 0
\]
in \( Q^+_2 \). Then \( u \) belongs to \( W^{1,2}_q(Q^+_1) \) and in fact there exists a constant \( N = N(d, d_1, \delta, p, q) \) such that
\[
\|u\|_{W^{1,2}_q(Q^+_1)} \leq N\|u\|_{L^p(Q^+_2)}.
\]  
(4.3)
In particular, for the case \( q > d + 2 \) we have
\[
\|Du\|_{C^{0,\alpha/2}(Q^+_1)} \leq N\|u\|_{L^p(Q^+_2)},
\]  
(4.4)
where \( \alpha = 1 - (d + 2)/q \in (0, 1) \) and \( N = N(d, d_1, \delta, p, q) \).

Proof. 1. To proceed as in the (sketch of the) proof Lemma 4.1 we will first show \( u \in W^{1,2}_p(Q^+_{3/2}) \).

As argued in the proof of [6, Lemma 4.3], we may assume that \( \lambda > 0 \). Since \( u \in \mathcal{H}^{2,1}_{p,d}(Q^+_2) \), we have
\[
M^{-1}u, Du \in L^p(Q^+_2),
\]
which in particular implies that $u, Du \in L_p(Q^+_2)$. Consider an infinitely differentiable function $\eta = \eta(t, x)$ defined in $\mathbb{R} \times \mathbb{R}^d$ such that $0 \leq \eta \leq 1$, $\eta = 1$ on

$$Q_{3/2} = (-3/2, 3/2) \times (-3/2, 3/2) \times B'_{3/2}(0),$$

and supp$(\eta) \subset (-4, 4) \times (-2, 2) \times B'_2(0)$. Then $d_1 \times 1$ matrix-valued function $\eta u$ satisfies the system

$$-(\eta u)_t + A^{ij}(t)D_{ij}(\eta u) - \lambda(\eta u) = g$$

in $(-\infty, 0) \times \mathbb{R}^d_+$. Where $g := -\eta u + D_{ij}(t) A^{ij}(\eta u) + A^{ij}(t)(D_1r\eta D_3u + D_3\eta D_1u)$. We can extend $\eta u$ to $(-\infty, 0) \times \mathbb{R}^d_+$ with value zero outside $Q^+_2$ and doing so $\eta u$ still vanishes on $\{x_1 = 0\}$ as $u$ does. On the other hand, we notice that

$$g \in \mathbb{L}_p((-\infty, 0) \times \mathbb{R}^d_+).$$

Hence, by Proposition 3.1 there exists a unique $w \in \mathbb{W}^{1,2}_p((-\infty, 0) \times \mathbb{R}^d_+)$ satisfying $w(t, 0, x') = 0$ and

$$-w_t + A^{ij}(t)D_{ij}w - \lambda w = g$$

in $(-\infty, 0) \times \mathbb{R}^d_+$. Moreover, since the support of $\eta$ is bounded, we have $Mg \in L_p((-\infty, 0) \times \mathbb{R}^d_+)$. Hence, from Lemma 3.2 with $\theta = d$, it follows that $w \in \mathcal{S}^2_{p,d((-\infty, 0) \times \mathbb{R}^d_+)}$. Noticing $\eta u \in \mathcal{S}^2_{p,d((-\infty, 0) \times \mathbb{R}^d_+)}$ as $u \in \mathcal{S}^2_{p,d(Q^+_2)}$ and by the uniqueness result of Theorem 3.4 we have $w = \eta u$. This means $u \in \mathbb{W}^{1,2}_p(Q^+_2)$.  

2. Now the rest of the proof is a routine. As we explained in the proof of Lemma 4.1 we first obtain (4.3) for the case $q = p$ with $Q^+_2$ in place of $Q^+_2$ by a localization argument based on a sequence of increasing domains from $Q^+_2$ to $Q^+_2$ and the applications of unweighted $L_p$ estimate for systems like the second part of Proposition 3.1. Then again (4.3) for any $q > p$ follows from a standard bootstrap argument. The inequality (4.4) is just a Sobolev embedding. \[\square\]

For vector-valued functions $u$, denote

$$(u)_Q := \int_Q u(t, x) \, dx \, dt = \frac{1}{|Q|} \int_Q u(t, x) \, dx \, dt,$$

where $Q \subset \mathbb{R} \times \mathbb{R}^d$ and $|Q|$ denotes the volume, Lebesgue measure, of $Q$. Below we abbreviate $Q^+_r(0, (y_1, 0))$ by $Q^+_r(y_1)$.  

**Lemma 4.3.** Let $\kappa \geq 32$, $y_1 \geq 0$, $\lambda \geq 0$, and $r > 0$. Assume that $Mf$ belongs to $L_2(Q^+_r(y_1))$ and $u \in \mathcal{S}^2_{p,d}(Q^+_r(y_1))$ is a solution to the system

$$-u_t + A^{ij}(t)D_{ij}u - \lambda u = f$$

in $Q^+_r(y_1)$. Then we have the estimate

$$\left( \frac{\left( Du - (Du)_{Q^+_r(y_1)} \right)^2}{Q^+_r(y_1)} \right)^{1/2} \leq N_{\kappa}^{-1/2} \left( \frac{\left( u^2 \right)^{1/2}_{Q^+_r(y_1)} + \left( |Du|^{2}_2 \right)^{1/2}_{Q^+_r(y_1)}}{Q^+_r(y_1)} \right)$$

$$+ N_{\kappa}^{(d+2)/2} \left( Mf^2 \right)^{1/2}_{Q^+_r(y_1)},$$

where $\left( Du - (Du)_{Q^+_r(y_1)} \right)^2$ denotes $\sum_{i=1}^d \left| D_i u - (D_i u)_{Q^+_r(y_1)} \right|^2$ and $N = N(d, d_1, \delta, q) > 0$; in particular, $N$ is independent of $f, u, y_1, \lambda, r$.  

Proof. 1. By noticing \( M \in L_2(Q^+(y_1)) \) and considering \( -u_t + A^{ij}(t)D_{ij}u - \varepsilon u = f - \varepsilon u \) and letting \( \varepsilon \searrow 0 \), we can only consider the case \( \lambda > 0 \).

Moreover, we only need to prove the result for the special case \( r = \frac{\kappa}{\alpha} \) (\( \kappa r = 8 \)). In fact, let \( y_1 \geq 0, \lambda > 0, r > 0 \) be any numbers. Then for any \( f, u \) defined on \( Q^+(y_1) \) and satisfying the given assumptions, we define

\[
\begin{align*}
    v(t, x) &= u(\beta^2 t, \beta x), \\
g(t, x) &= \beta^2 f(\beta^2 t, \beta x),
\end{align*}
\]

where \( \beta := \frac{\kappa r}{8} \). Then \( v, g \) are functions defined on \( Q^+(y_1/\beta) \), \( Mv \) is in \( L_2(Q^+(y_1/\beta)) \), and \( u \) is in \( \tilde{\delta}_{2, d}^2(Q^+(y_1/\beta)) \). Moreover, \( v \) is a solution to the system

\[
-v_t + A^{ij}(\beta^2 t)D_{ij}v - \lambda \beta^2 v = g
\]

in \( Q^+(y_1/\beta) \). Hence, if the lemma holds when \( kr = 8 \), then we have (4.5) with \( v, g, y_1/\beta, \lambda \beta^2, r = 8/\kappa \) in place of \( u, f, y_1, \lambda, r \), respectively. On the other hand, a straightforward computation shows that

\[
\begin{align*}
    (|Mg|^2)_{Q^+(y_1/\beta)}^{1/2} &= \beta (|Mf|^2)_{Q^+(y_1)}^{1/2}, \\
    (|Dv|^2)_{Q^+(y_1/\beta)}^{1/2} &= \beta (|Du|^2)_{Q^+(y_1)}^{1/2}, \\
    \sqrt{\lambda \beta^2} (|v|^2)_{Q^+(y_1/\beta)}^{1/2} &= \beta \sqrt{\lambda} (|u|^2)_{Q^+(y_1)}^{1/2}, \\
    \left(\left|Dv - (Dv)_{Q^+(y_1/\beta)}\right|_{Q^+(y_1/\beta)}\right)^{1/2} &= \beta \left(\left|Du - (Du)_{Q^+(y_1)}\right|_{Q^+(y_1)}\right)^{1/2},
\end{align*}
\]

and we obtain (4.5) for general \( r > 0 \). Thus, the result of this lemma for the special \( r = \frac{\kappa}{\alpha} \) implies the result for general \( r > 0 \).

2. Let us first consider the case \( y_1 \in [0, 1] \). Since we assume \( r = 8/\kappa \leq 1/4 \), we will keep the following in our mind:

\[
Q^+(y_1) = (-r^2, 0) \times ((y_1 - r) \vee 0, y_1 + r) \times B^*_1(0)
\]

\[
\subset Q^+_2 \subset Q^+_4 \subset Q^+_{kr}(y_1) = Q^+_8(y_1)
\]

as \( (0, y_1 + r) \subset (0, 2) \) and \( (0, 4) \subset (0, y_1 + 8) \), where \( a \vee b := \max\{a, b\} \). We note \( MfI_{Q^+_4} \in L_{2,d}((-\infty, 0) \times \mathbb{R}^{d}_+) \). Hence, by Theorem 3.4 there is a unique \( w \in \tilde{\delta}_{2, d}^2((-\infty, 0) \times \mathbb{R}^{d}_+) \) satisfying the system

\[
-w_t + A^{ij}(t)D_{ij}w - \lambda w = f 1_{Q^+_4}
\]

in \( (-\infty, 0) \times \mathbb{R}^{d}_+ \), where \( 1_Q \) denotes the indicator function on \( Q \) and, in particular, we have

\[
\|Dw\|_{L_{2,d}((-\infty, 0) \times \mathbb{R}^{d}_+)} \leq N\|MfI_{Q^+_4}\|_{L_{2,d}((-\infty, 0) \times \mathbb{R}^{d}_+)} = N\|Mf\|_{L_{2,d}(Q^+_4)},
\]

(4.6)

where \( N = N(d, d_1, \delta) \). Then \( v := u - w \) is in \( \tilde{\delta}_{2, d}^2(Q^+_4) \) and satisfies

\[
-v_t + A^{ij}(t)D_{ij}v - \lambda v = 0, \quad (t, x) \in Q^+_4.
\]

To obtain (4.3) we utilize \( w \) and \( v \).

By definitions we note that

\[
\left(\left|Dw - (Dw)_{Q^+(y_1)}\right|_{Q^+(y_1)}\right)^{1/2} \leq 2 \left(\left|Dw\right|_{Q^+(y_1)}\right)^{1/2},
\]

and for any \( \alpha \in (0, 1) \)

\[
\left(\left|Dv - (Dv)_{Q^+(y_1)}\right|_{Q^+(y_1)}\right)^{1/2} \leq N\alpha \left[ Dv\right]_{C^{\alpha/2, \alpha}(Q^+_4)},
\]

(4.7)
where $N = N(\alpha)$. On the other hand, by Lemma 1.2 with $p = 2$, $q$ satisfying $1 - (d + 2)/q = 1/2$, and a scaling argument as in step 1, we have

$$[Dv]_{C^{1/4,1/2}(Q^{+}_r)} \leq N\|v\|_{L^2(Q^{+}_r)} \leq N\|M^{-1}v\|_{L^2(Q^{+}_r)} \leq N\|Dv\|_{L^2(Q^{+}_r)},$$

(4.8)

where the last inequality is due to Hardy’s inequality and the last $N$ depends only on $d, d_1, q$. Combining \[\text{1.3}, \text{1.8}, \text{and } (4.6),\]

we have

$$
\left(\left|Du - (Du)_{Q^+_r(y_1)}\right|^2\right)^{1/2}_{Q^+_r(y_1)} \leq N \left(\left|Dv - (Dv)_{Q^+_r(y_1)}\right|^2\right)^{1/2}_{Q^+_r(y_1)} + N \left(\left|Dw\right|^2\right)^{1/2}_{Q^+_r(y_1)} \\
\leq Nr^{1/2} \left(\left|Dv\right|^2\right)^{1/2}_{Q^+_r} + Nr^{-(d+2)/2} \left(\left|Mf\right|^2\right)^{1/2}_{Q^+_r} \\
\leq Nr^{1/2} \left(\left|Du\right|^2\right)^{1/2}_{Q^+_r} + Nr^{-(d+2)/2} \left(\left|Mf\right|^2\right)^{1/2}_{Q^+_r},
$$

where $N = N(d, d_1, q)$. Since $1 \leq \kappa r = 8$ and $Q^{+}_r \subset Q^{+}_{\kappa r}(y_1) = Q^+_{\kappa r}(y_1)$, we obtain \[\text{1.3}..\]

3. Let $y_1 \in (1, \infty)$. We again assume $r = 8/\kappa \leq 1/4$. Due to $y_1 > 1$, this time we have

$$Q^+_r(y_1) = Q_r(y_1) \subset Q_{1/4}(y_1) \subset Q_{1/2}(y_1) \subset Q_{\kappa r}(y_1).$$

As in step 2, by Theorem 3.4 there is a unique solution $w \in \mathcal{Y}_{2,d}((\infty, 0) \times \mathbb{R}_+^d)$ to the system

$$-w_{ij} + A^{ij}(t)D_{ij}w - \lambda w = f1_{Q_{1/2}(y_1)},$$

and the estimate \[\text{3.15}\] holds with $w$ and $f1_{Q_{1/2}(y_1)}$ in place of $u$ and $f$, respectively. In particular, we have

$$\lambda \|Mw\|_{L^2, d((\infty, 0) \times \mathbb{R}_+^d)} + \|M^{-1}w\|_{L^2, d((\infty, 0) \times \mathbb{R}_+^d)} + \|Dw\|_{L^2, d((\infty, 0) \times \mathbb{R}_+^d)}$$

$$\leq N\|Mf\|_{L^2(Q_{1/2}(y_1))},$$

where $N = N(d, d_1, \delta)$. This estimate along with the inequality

$$\sqrt{\lambda} \leq \lambda x_1 + x_1^{-1}, \quad x_1 > 0$$

shows that

$$\|\sqrt{\lambda}|w| + |Dw|\|_{L^2, d((\infty, 0) \times \mathbb{R}_+^d)} \leq N\|Mf\|_{L^2(Q_{1/2}(y_1))},$$

(4.9)

where $N = N(d, d_1, \delta)$. Then $v := u - w \in \mathcal{Y}_{2,d}((\infty, 0) \times \mathbb{R}_+^d)$ and satisfies

$$-v_{ij} + A^{ij}(t)D_{ij}v - \lambda v = 0, \quad (t, x) \in Q_{1/2}(y_1).$$

Applying Lemma \[\text{1.1}\] with $p = 2$, a large $q$ satisfying $1 - (d + 2)/q = 1/2$, and scaling/translation arguments, we get

$$
\left(\left|Dv - (Dv)_{Q^+_r(y_1)}\right|^2\right)^{1/2}_{Q^+_r(y_1)} \leq Nr^{1/2}[Dv]_{C^{1/4,1/2}(Q_{1/4}(y_1))} \\
\leq Nr^{1/2} \left(\sqrt{\lambda}|v| + |Dv|^2\right)^{1/2}_{Q_{1/2}(y_1)},
$$
where \( N = N(d, d_1, q) \). As in the last part of step 2, we then have
\[
\left( \left| Du - (Dv)Q^+(y_1) \right|^2 \right)^{1/2}_{Q^+(y_1)} \leq N \left( \left| Du - (Dv)Q^+(y_1) \right|^2 \right)^{1/2}_{Q^+(y_1)} + N \left( |Du|^2 \right)^{1/2}_{Q^+(y_1)}
\]
\[
\leq N r^{1/2} \left( \sqrt{\sum |v|^2} \right)^{1/2}_{Q_{1/2}(y_1)} + N r^{-(d+2)/2} \left( |Mf|^2 \right)^{1/2}_{Q_{1/2}(y_1)},
\]
where we used (4.4) for the last inequality and the last \( N \) depends only on \( d, d_1, q \).

Remark 4.4. For \( T \in (-\infty, \infty) \), consider the collection of all parabolic cylinders in \((-\infty, T) \times \mathbb{R}^d_+ \):
\[
Q = \{ Q^+ = Q^+_+(t, x) : (t, x) \in (-\infty, T) \times \mathbb{R}^d_+ \}.
\]
For given \( p > 1 \) we call a scalar valued function \( w \) on \((-\infty, T) \times \mathbb{R}^d_+ \) Muckenhoupt weight or \( A_p \) weight and write \( w \in A_p((-\infty, T) \times \mathbb{R}^d_+) \) if \( w \) is a non-negative function defined on \((-\infty, T) \times \mathbb{R}^d_+ \) and satisfies
\[
[w]_{A_p} := \sup \{ (w)^{1/(p-1)} : (w-1)^{1/(p-1)} \} < \infty.
\]

As a trivial example, \( w \equiv 1 \) is a \( A_p \) weight for any \( p > 1 \) as \([w]_{A_p} = 1 \). In this paper the following observation is very important and will be used in the next section: if \( p \in (1, \infty) \), \( 1 < q < p \), and \( \theta \in (d-1, d-1 + p/q) \), then
\[
w = w(t, x) = x_1^{\theta-d} \in A_{p/q}((-\infty, \infty) \times \mathbb{R}^d_+).
\]
Indeed, for any \( t, x = (x_1, x') \in \mathbb{R}^d_+ \), and \( r > 0 \), we have
\[
(w)_{Q^+_+(t,x)} = \frac{1}{2r} \int_{(x_1-r) \cap 0}^{x_1+r} y_1^{\theta-d} dy_1.
\]
If \( x_1 < 2r \), then the length of the interval \((x_1-r) \cap 0, x_1+r) \) is either \( 2r \) or \( x_1+r \), and thus it is greater than \( r \). Hence,
\[
(w)_{Q^+_+(t,x)} \left( (w-1)^{1/(p-1)} \right)^{p/q-1}_{Q^+_+(t,x)}
\]
\[
= \left( \int_{(x_1-r) \cap 0}^{x_1+r} y_1^{\theta-d} dy_1, \right. \left. \int_{(x_1-r) \cap 0}^{x_1+r} (y_1^{\theta-d})^{-1/(p-q-1)} dy_1 \right)^{p/q-1}
\]
\[
\leq \left( \frac{1}{r} \int_{0}^{x_1+r} y_1^{\theta-d} dy_1, \right. \left. \frac{1}{r} \int_{0}^{x_1+r} (y_1^{\theta-d})^{-1/(p-q-1)} dy_1 \right)^{p/q-1}
\]
\[
\leq \left( r^{\theta-d} \int_{0}^{\frac{r}{\theta-d}+1} \rho^{\theta-d} d\tau \right) \left( r^{-\theta-d} \int_{0}^{\frac{r}{p-q-1}} d\tau \right)^{p/q-1}
\]
\[
\leq \left( \int_{0}^{3} \rho^{\theta-d} d\tau \right) \left( \int_{0}^{3} r^{-\theta-d} \frac{1}{p-q-1} d\tau \right)^{p/q-1},
\]
where the last quantity is finite since \( \theta - d < -1 \) and \(-\frac{\theta - d}{p/q - 1} > -1\). If \( x_1 \geq 2r \), then \((x_1 - r) \lor 0 = x_1 - r\) and we have

\[
\left( \frac{1}{2r} \int_{x_1 - r}^{x_1 + r} y_1^{\theta - d} \, dy_1 \right) \left( \frac{1}{2r} \int_{x_1 - r}^{x_1 + r} (y_1^{\theta - d})^{-1/(p/q - 1)} \, dy_1 \right)^{p/q - 1} = 2^{-p/q} \left( \int_{x_1 - r}^{x_1 + r} r^{\theta - d} \, dr \right) \left( \int_{x_1 - r}^{x_1 + r} r^{-\frac{\theta - d}{p/q - 1}} \, dr \right)^{p/q - 1}
\]

\[
\leq \begin{cases} 
2^{-p/q} (\frac{x_1}{r} - 1)^{\theta - d} \left( 2 \left( \frac{x_1}{r} + 1 \right)^{-\frac{\theta - d}{p/q - 1}} \right)^{p/q - 1}, & \text{if } \theta - d \leq 0, \\
2^{-p/q} (\frac{x_1}{r} + 1)^{\theta - d} \left( 2 \left( \frac{x_1}{r} - 1 \right)^{-\frac{\theta - d}{p/q - 1}} \right)^{p/q - 1}, & \text{if } \theta - d > 0,
\end{cases}
\]

where the last quantities are bounded by a constant independent of \( x_1 \) and \( r \) since

\[
\left( \frac{x_1}{r} + 1 \right) \left( \frac{x_1}{r} - 1 \right)^{-1} \leq 3
\]

holds as long as \( x_1 \geq 2r \).

Now, let us record two theorems which we will use in connection with \( A_p \) weights we just mentioned. First, we consider the (scalar valued) maximal function of matrix-valued function \( g \).

\[
\mathcal{M}g(t, x) := \sup \{ (|g|)_{Q^+} : Q^+ \in \mathcal{Q} \text{ and } Q^+ \text{ contains } (t, x) \}, \quad (t, x) \in (-\infty, T) \times \mathbb{R}^d_+.
\]

Then we have the following Hardy-Littlewood maximal function theorem with \( A_p \) weights (WHL):

\[
\|\mathcal{M}g\|_{L_{p,w}} \leq N\|g\|_{L_{p,w}},
\]

where

\[
\|f\|_{L_{p,w}}^p = \int_{-\infty}^T \int_{\mathbb{R}^d_+} |f(t, x)|^p w(t, x) \, dx \, dt
\]

and \( N = N(d, p, [w]_{A_p}) \) i.e. independent of \( g \).

We will also use the Fefferman-Stein theorem for sharp functions with \( A_p \) weights (WFS). To state this theorem precisely, we define our sharp functions using a filtration we now describe. Consider the following series of partitions of \((-\infty, T) \times \mathbb{R}^d_+\). \( \mathcal{P}_t := \{ Q^\ell = Q^\ell_{i_0,i_1,...,i_d} : i_0, i_1, \ldots, i_d \in \mathbb{Z}, i_0 \leq 0, i_1 \geq 0 \} \), where \( \ell \in \mathbb{Z} \) and \( Q^\ell_{i_0,i_1,...,i_d} \) is the intersection of \((-\infty, T) \times \mathbb{R}^d_+\) with parabolic cubes

\[
([i_0 - 1]2^{-2\ell} + T, [i_1 2^{-2\ell} + T) \times \cdots \times [i_d 2^{-2\ell} + (i_d + 1)2^{-2\ell}],
\]

when \( T < \infty \). If \( T = \infty \), we replace \( i_0 \leq 0 \) by \( i_0 \in \mathbb{Z} \) and the time interval \([i_0 - 1]2^{-2\ell} + T, i_0 2^{-2\ell} + T\) by \([i_0 - 1]2^{-2\ell}, i_0 2^{-2\ell} \). As \( \ell \) increases, \( \mathcal{P}_t \) becomes finer. We call \( \mathcal{P} := \bigcup_{\ell \in \mathbb{Z}} \mathcal{P}_\ell \) a filtration of \((-\infty, T) \times \mathbb{R}^d_+\). Then, we define the (scalar valued) sharp function of matrix-valued function \( g \),

\[
g^{\#}_{dy}(t, x) := \sup \{ (|g - (g)_{Q^\ell}|)_{Q^\ell} : Q^\ell \in \mathcal{P} \text{ and } Q^\ell \text{ contains } (t, x) \},
\]

\[
(t, x) \in (-\infty, T) \times \mathbb{R}^d_+.
\]
The Fefferman-Stein theorem for sharp functions with $A_p$ weights (see, for instance, [7, Theorems 2.3 and 2.4]) states that

$$
\|g\|_{L^p,w} \leq N \|g\|_{L^p,w}
$$

for $w \in A_p \left( (-\infty, T) \times \mathbb{R}^d \right)$, where $N = N(d, p, [w])$.

The following theorem extends Theorem 4.3 and considers all $p > 1$.

**Theorem 4.5** (Weighted $L_p$-theory with $\theta = d$ on a half space). Let $T \in (-\infty, \infty]$, $\lambda \geq 0$, and $p \in (1, \infty)$. Then for any $u \in \mathcal{S}_{p,d}^2((-\infty, T) \times \mathbb{R}^d_+)$ satisfying the system

$$
-u_t + A^{ij}(t)D_{ij}u - \lambda u = f
$$

in $(-\infty, T) \times \mathbb{R}^d_+$ with $Mf \in L_{p,d}((-\infty, T) \times \mathbb{R}^d_+)$, we have

$$
\lambda \|Mu\|_{p,d} + \sqrt{\lambda} \|MDu\|_{p,d} + \|u\|_{\mathcal{S}_{p,d}^2} \leq N \|Mf\|_{p,d},
$$

(4.11)

where $N$ depends only on $d, d_1, \delta, p, \|\cdot\|_{p,d} = \|\cdot\|_{L_{p,d}((-\infty, T) \times \mathbb{R}^d)}$, and $\|\cdot\|_{\mathcal{S}_{p,d}^2} = \|\cdot\|_{\mathcal{S}_{p,d}^2((-\infty, T) \times \mathbb{R}^d)}$. Moreover, for any $f$ satisfying $Mf \in L_{p,d}((-\infty, T) \times \mathbb{R}^d_+)$, there exists a unique solution $u \in \mathcal{S}_{p,d}^2((-\infty, T) \times \mathbb{R}^d_+)$ to the system (4.10).

**Proof.** Due to the method of continuity and the corresponding theory of the Laplacian case in e.g. Theorem 3.5 in [6], we only prove the a priori estimate (4.11).

1. Let $p > 2$. Take any $\kappa \geq 32$. Then using Lemma 1.2 with a simple translation argument, we have

$$
\left( \frac{\left| Du - (Du)_{Q^+_{s,y}} \right|^2}{Q^+_{s,y}} \right)^{1/2} \leq N \kappa^{-1/2} \left( \sqrt{\lambda} \left| u \right|^2 \right)^{1/2} \left( \frac{Q^+_{s,y}}{Q^+_{s,y}} \right) + N \kappa^{-2/3} \left( \frac{Q^+_{s,y}}{Q^+_{s,y}} \right)
$$

(4.12)

for any $(s, y) \in (-\infty, T) \times \mathbb{R}^d_+$ and $r > 0$, where $N = N(d, d_1, \delta)$.

Now, fix any $(t, x) \in (-\infty, T) \times \mathbb{R}^d$ for a moment. For each $\ell \in \mathbb{Z}$ we consider the cube $Q^\ell \in \mathcal{P}_\ell$ containing $(t, x)$ and find $Q^+_{s,y} \in (-\infty, T) \times \mathbb{R}^d_+$ with the smallest $r > 0$ such that $Q^\ell \subset Q^+_{s,y}$ and

$$
\left( \frac{|Du - (Du)_{Q^\ell}|}{Q^\ell} \right)^{1/2} \leq N \left( \frac{|Du - (Du)_{Q^\ell}|}{Q^+_{s,y}} \right)^{1/2},
$$

where $N$ depends only on the ratio of the measures $\frac{|Q^+_{s,y}|}{|Q^\ell|}$ and hence $N = N(d)$.

From this, (4.12), Jensen's inequality, and the definitions of sharp functions and maximal functions in Remark 5.4, we obtain

$$
(Du)_{dy}^p \leq N \kappa^{-p/2} \left( \sqrt{\lambda} |M(u)|_{p}^2 + |M(\|Du\|_{p,d})|_{p/2} \right)
$$

(4.13)

The estimate (4.13) holds for any fixed $(t, x) \in (-\infty, T) \times \mathbb{R}^d_+$. Hence, we have

$$
\| (Du)_{dy}^p \|_{p,d} \leq N \kappa^{-p/2} \left( \left( \sqrt{\lambda} \|M(u)\|_{p}^2 \right) + \left( \|M(\|Du\|_{p,d})\|_{p/2} \right) \right)
$$

(4.14)
where $N = N(d, d_1, \delta, p)$. Noting $p/2 > 1$ in this step and applying WFS and WHL in Remark 4.3 with $w = 1$, which we usually call FS theorem and HL theorem, we have
\[
\|Du\|_{p,d}^p \leq N \kappa^{-p/2} \left( (\sqrt{\lambda})^p \|u\|_{p/2,d}^{p/2} + \|Du\|_{p/2,d}^{p/2} \right) + N \kappa^{p(d+2)/2} \|Mf\|_{p/2,d}^{p/2}
\]
and therefore
\[
\|Du\|_{p,d} \leq N \kappa^{-1/2} \left( (\sqrt{\lambda})^p \|u\|_{p,d} + \|Du\|_{p,d} \right) + N \kappa^{(d+2)/2} \|Mf\|_{p,d}.
\]
where we used $\sqrt{\lambda} \leq \lambda x_1 + 1/x_1$, $x_1 > 0$ for the second inequality. Then Lemma 3.2 with $\theta = d$ and Hardy’s inequality give
\[
\lambda \|Du\|_{p,d} + \sqrt{\lambda} \|MDu\|_{p,d} + \|u\|_{p,d} \lesssim \sqrt{2} \|Du\|_{p,d} + \|Mu\|_{p,d} + \|Mf\|_{p,d},
\]
and an appropriate choice of $\kappa \geq 32$ leads us to (4.11).

Let $1 < p < 2$. We use a duality argument with step 1. Again it suffices to prove the a priori estimate (4.11). Furthermore, thanks to Lemma 3.2 we only need to prove that
\[
\|M^{-1}u\|_p \leq N \|Mf\|_p \quad (4.14)
\]
where $\|\cdot\|_p = \|\cdot\|_{L^p_t((\infty,T) \times \mathbb{R}^d_+)}$. To prove this, we use the fact (see e.g. [19, Theorem 2.3]) that $L_{p,d-p}((\infty,T) \times \mathbb{R}^d_+)$ is the dual space of $L_{q,d+p}((\infty,T) \times \mathbb{R}^d_+)$, where $1/p + 1/q = 1$ with $q > 2$ now.

Let $g \in L_{p,d-p}((\infty,T) \times \mathbb{R}^d_+)$, that is, $Mg \in L_{q,d}((\infty,T) \times \mathbb{R}^d_+)$. Then, using the above result applied with $A^{ij}(-t)$ and $q > 2$, we find that there exists unique $v \in \mathcal{F}_{q,d}(\mathbb{R} \times \mathbb{R}^d_+)$ satisfying
\[
v_t + A^{ij}(t)D_{ij}v - \lambda v = g_{t \in (-\infty,T)}
\]
in $\mathbb{R} \times \mathbb{R}^d_+$. In particular, $v(t,x) = 0$ for $t \geq T$ in case $T < \infty$. This is because both $0$ and $\bar{u}(t,x) := v(-t,x)$ satisfy the system
\[
w_t = A^{ij}(-t)D_{ij}w - \lambda w
\]
on $(-\infty,-T) \times \mathbb{R}^d_+$. Thus we have
\[
\int_{-\infty}^T \int_{\mathbb{R}^d_+} u^{tr} \ g \ dx \ dt = \int_{-\infty}^T \int_{\mathbb{R}^d_+} u^{tr} \ (v_t + A^{ij}(t)D_{ij}v - \lambda v) \ dx \ dt
\]
\[
= \int_{-\infty}^T \int_{\mathbb{R}^d_+} (-u_t + A^{ij}(t)D_{ij}u - \lambda u)^{tr} v \ dx \ dt
\]
\[
= \int_{-\infty}^T \int_{\mathbb{R}^d_+} f^{tr} v \ dx \ dt
\]
\[
= \int_{-\infty}^T \int_{\mathbb{R}^d_+} (x_1 f)^{tr} (x_1 v) \ dx \ dt
\]
\[
\leq \|Mf\|_p \|M^{-1}v\|_q \leq N \|Mf\|_p \|Mg\|_q,
\]
where the last inequality holds by step 1. This shows that \( \|M^{-1}u\|_p \) can not exceed \( N\|Mf\|_p \) i.e. (1.14).

3. Finally, Theorem 3.4 takes care of the case \( p = 2 \).

Based on Theorem 4.3, we build the following lemma, which is an \( L_p \)-counterpart of Lemma 4.3.

**Lemma 4.6** (Mean oscillation of \( Du \) on a half space). Let \( p > 1 \), \( \lambda \geq 0 \), \( r > 0 \), \( \kappa \geq 32 \), and \( y_1 \geq 0 \). Assume that \( Mf \in \mathbb{L}_p(Q_\kappa^{+}(y_1)) \) and let \( u \in \mathbb{S}_{p,d}^2(Q_\kappa^{+}(y_1)) \) be a solution to the system

\[
-u_t + A^{ij}(t)D_{ij}u - \lambda u = f
\]

in \( Q_\kappa^{+}(y_1) \). Then we have

\[
\left( \frac{|Du - (Du)_{Q_\kappa^{+}(y_1)}|^p}{Q_\kappa^{+}(y_1)} \right)^{1/p} \leq N \kappa^{(d+2)/p} \left( \|Mf\|_{Q_\kappa^{+}(y_1)}^{1/p} + \|Du\|_{Q_\kappa^{+}(y_1)}^{1/p} \right),
\]

where \( N = N(d, d_1, \delta, p) > 0 \).

**Proof.** The proof repeats the proof of Lemma 4.3 word for word. The only difference is that we use Theorem 4.5 (we are safe to proceed).

**Proof of Theorem 2.1**

We first recall Assumption \( A(\rho, \varepsilon) \), which is assumed in Theorem 2.4.

**Lemma 5.1.** Let \( T \in (\infty, \infty], \lambda \geq 0 \), \( p \in (1, \infty) \), \( \theta \in (d - 1, d - 1 + p) \), \( \rho \in (1/2, 1) \), and Assumption \( A(\rho, \varepsilon) \) hold. Then there exists a positive constant \( \varepsilon_0 = \varepsilon_0(d, d_1, \delta, p, \theta) \) such that if \( \varepsilon \in (0, \varepsilon_0] \) and \( u \in \mathbb{S}_{p,d}^2((-\infty, T) \times \mathbb{R}^d_+) \) satisfy

\[
-u_t + A^{ij}(t, x)D_{ij}u - \lambda u = f
\]

in \((-\infty, T) \times \mathbb{R}^d_+\), where \( Mf \in \mathbb{L}_{p,\theta}((-\infty, T) \times \mathbb{R}^d_+) \), then

\[
\lambda \|Mu\|_{p,\theta} + \|u\|_{\mathbb{S}_{p,d}^2} \leq N \|Mf\|_{p,\theta} + N \|Du\|_{p,\theta},
\]

where \( \| \cdot \|_{p,\theta} = \| \cdot \|_{\mathbb{L}_{p,\theta}((-\infty, T) \times \mathbb{R}^d)} \), \( \| \cdot \|_{\mathbb{S}_{p,d}^2} = \| \cdot \|_{\mathbb{S}_{p,d}^2((-\infty, T) \times \mathbb{R}^d)} \), and \( N = N(d, d_1, \delta, p, \theta) \).

**Proof.** To prove this lemma we follow the proof of [5] Lemma 5.1, the result of single equations, almost word for word. Doing so, one notices that the regularity condition on \( A^{ij} \)'s in this paper is a bit different from that in [6], however, we see that the mean oscillations with respect to the spatial variables on \( B_R(x) \), \( R \in (0, 1/2] \), of the coefficients

\[
A^{ij}(\cdot, \cdot) := A^{ij}(\cdot/r, \cdot/r)
\]

can be made sufficiently small under our Assumption \( A(\rho, \varepsilon) \) when \( x_1 \in (1, 4) \) and we are safe to proceed.

Carrying out the proof, we make sure to apply the result of systems from [5] at the very step which corresponds to the one at which the result of single equations is applied in the proof of [6] Lemma 5.1. □
Comparing Lemma 5.1 and our main result, Theorem 2.1, the domination of \( \|Du\|_{p, \theta} \) by \( \|Mf\|_{p, \theta} \) is crucial. In fact, we have carefully worked out for this throughout the paper. Yet, we need one more step, Proposition 5.3, in which we import the Muckenhoupt weight we mentioned and prepared in Remark 4.4.

To deliver the proof of Proposition 5.3 effectively, we elaborate the following lemma in advance.

**Lemma 5.2.** Let \( q \in (1, \infty) \), \( \theta \in \mathbb{R} \), \( \beta \in (1, \infty) \), and \( \beta' = \frac{\beta}{\beta-1} \), the Hölder conjugate of \( \beta \). Let \( h > 0 \), \( \rho \in (1/2, 1) \), \( R \in (0, \rho h) \), \( \kappa \geq 32 \) and let

\[
\|u\|_{\mathcal{S}_{\beta q, \theta}^{2}(\mathbb{R} \times \mathbb{R}^{d}_{+})} < \infty.
\]

be compactly supported on \( Q_{R}(h) = Q_{R}(0, (h, 0)) = Q_{R}(0, (h, 0)) \). Then under Assumption \( A(\rho, \varepsilon) \) with any given \( \varepsilon > 0 \), for any \( (s, y) \in \mathbb{R} \times \mathbb{R}^{d}_{+} \) and \( r > 0 \) we have the estimate

\[
\left( \|Du - (Du)_{Q_{R}(s, y)}\|^{q}_{Q_{R}^{+}(s, y)} \right)^{1/q} \leq N_{0} \kappa^{-1/2} \left( \sqrt{\lambda} (|u|^{q})_{Q_{R}^{+}(s, y)} + (|Du|^{q})_{Q_{R}^{+}(s, y)} \right) + N_{1} \kappa^{(d+2)/q} \varepsilon^{1/(\beta' q)} \left( |MD^{2}u|^{2q} + (|Mf|^{q})_{Q_{R}^{+}(s, y)} \right)^{1/q},
\]

where \( N_{0} = N_{0}(d, d_{1}, \delta, q) \), \( N_{1} = N_{1}(d, d_{1}, \delta, q, \beta, \rho) \), and

\[
f := -u + A^{ij}(t, x)D_{ij}u - \lambda u
\]

in \( Q_{R}^{+}(s, y) \).

**Proof.**

1. Since \( u \) is supported on \( Q_{R}(h) = (-R^{2}, 0) \times (h - R, h + R) \times B'_{R}(0) \) with \( h - R > 0 \), \( u \) is supported on a compact set strictly away from the boundary of \( \mathbb{R}^{d}_{+} \) and hence, for any \( (s, y) \in \mathbb{R} \times \mathbb{R}^{d}_{+} \) and \( r > 0 \), we have

\[
\|u\|_{\mathcal{S}_{\beta q, \theta}^{2}(Q_{\kappa r}(s, y))} < \infty.
\]

On the other hand, by scaling argument we only need to show (5.1) for the case \( h = 1 \).

2. Obviously, we may assume that \( Q_{R}(s, y) \cap Q_{R}(1) \neq \emptyset \), which in particular means that the interval \( ((y_{1} - r) \vee 0, y_{1} + r) \) intersects with the interval \((1 - R, 1 + R)\) and hence

\[
(1 - R - r) < y_{1} < 1 + R + r, \quad y_{1} \geq 0.
\]

Note that \( 1 - R - r \) can be negative with large \( r > 0 \).

We work with \( Q_{\kappa r}(s, y) \) and \( A(\rho, \varepsilon) \). To do so, we first observe the following two cases, depending on the size of \( \kappa r \).

Case 1: \( \kappa r \leq \rho(1 - R - r) \). In this case we are forced to have \( 0 < 1 - R - r \) and \( r \) can not be arbitrarily large. Along with \( \kappa r = (5.3) \) gives

\[
y_{1} > \kappa r / \rho > \kappa r.
\]

Case 2: \( \kappa r > \rho(1 - R - r) \). In this case \( r \) and hence \( \kappa r \) can not be arbitrarily small. Indeed, this along with \( \rho < 1 < \kappa \) shows that

\[
\kappa r > (\rho + \kappa)r/2 > \rho r/2 + (1 - R - r)\rho/2 = (1 - R)\rho/2 > R(1 - \rho)/2,
\]

(5.4)
where the last inequality follows $R < \rho$. If $\kappa r$ is large, $Q_{\kappa r}(s, y)$ may not be contained in $\mathbb{R} \times \mathbb{R}^d_+$. Below in step 3, we will use Assumption $\mathbf{A}(\rho, \varepsilon)$ for $A^j$s and in this condition the mean oscillation of $A^j$ works only with the parabolic cylinders $Q$ contained in $\mathbb{R} \times \mathbb{R}^d_+$. Connected to this concern, we set $Q := Q_{\kappa r}(s, y) = Q_{\kappa r}^+(s, y)$ in Case 1 and set $Q := Q_R(1)$ in Case 2, noting that the support of $u$ is in $Q_R(1)$ and in Case 2

\[ |Q_R(1)| = N(d)R^{d+2} \leq N(d, \rho)(\kappa r)^{d+2} \leq N|Q_{\kappa r}^+(s, y)| \]

holds by (5.4).

3. Now, we set

\[ \bar{A}^{ij}(t) = \int_B A^{ij}(t, z) dz, \quad i, j = 1, \ldots, d, \]

where $B$ is either $B_{\kappa r}(y) = (y_1 - r, y_1 + r) \times B_{\kappa r}'(y')$ or $B_R(1, 0) = (1-r, 1+r) \times B_R'(0)$ depending on Case 1 or Case 2 in step 2, respectively. We note that $\bar{A}^{ij}(t)$ depends only on $t$ and satisfy the Legendre-Hadamard condition (1.2) and the inequality (5.5), we have

\[ \text{Proposition 5.3. Let } \bar{A}^{ij}(t) \text{ as in Case 1 or Case 2, then we have} \]

\[ \sum_{i, j} |\bar{A}^{ij} - A^{ij}|^{\beta q} Q_{\kappa r}^+(s, y) \leq N' \varepsilon^{1/(\beta q)} (|MD^2 u|^{\beta q})^{1/(\beta q)} Q_{\kappa r}^+(s, y) + (|MF|^q)^{1/(\beta q)} Q_{\kappa r}^+(s, y), \]

where $N'$ depends only on $d_1, \delta, q, \beta$. Then, by Assumption $\mathbf{A}(\rho, \varepsilon)$ we obtain

\[ (|MF|^q)^{1/q} Q_{\kappa r}^+(s, y) \leq N'' \varepsilon^{1/(\beta q)} (|MD^2 u|^{\beta q})^{1/(\beta q)} Q_{\kappa r}^+(s, y) + (|MF|^q)^{1/q} Q_{\kappa r}^+(s, y), \]

where $N'' = N_0(d, d_1, \delta, q, \beta, \rho)$. This with (5.4) proves the lemma. □

**Proposition 5.3.** Let $T \in (-\infty, \infty]$, $\lambda > 0$, $p \in (1, \infty)$, and $\theta \in (d-1, d-1+p)$. Also, let $h > 0$, $\rho \in (1/2, 1)$, $\varepsilon \in (0, \varepsilon_0)$, where $\varepsilon_0$ is taken from Lemma 5.1 and $R \in (0, \rho h)$. 
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Let $u \in \mathcal{D}_{2,q,\theta}((\infty,T) \times \mathbb{R}^d)$ be compactly supported on $Q_R(h)$ and let us set $f := -u_t + A^j(x)Du^j - \lambda u$. Then under Assumption $\mathcal{A}(\rho, \varepsilon)$, we have
\[ \lambda \|Mu\|_{p,\theta} + \sqrt{\lambda} \|MDu\|_{p,\theta} + \|\delta_{p,\theta}^{\varepsilon}\| \leq N_0 \|Mf\|_{p,\theta} + N_1 \varepsilon^{1/(\beta_0 q)} \|MD^2u\|_{p,\theta}, \] (5.7)
where $\|\cdot\|_{p,\theta} := \|\cdot\|_{L_{p,\theta}((\infty,T) \times \mathbb{R}^d)}$, $\|\delta_{p,\theta}^{\varepsilon}\| = \|\delta_{p,\theta}^{\varepsilon}((\infty,T) \times \mathbb{R}^d)$, $N_0 = N_0(d, d_1, \delta, p, \theta)$, $N_1 = (d, d_1, \delta, p, \theta)$, and constants $\beta, q$ are positive numbers determined by $p$ and $\theta$.

**Proof.** For $p \in (1, \infty)$, $\theta \in (d - 1, d - 1 + p)$, we choose and fix $q, \beta \in (1, \infty)$ satisfying
\[ q \in (1, p), \quad q\beta < p, \quad \theta \in (d - 1, d - 1 + p/\beta q). \]
Then we note $u \in \mathcal{D}_{2,q,\theta}((\infty,T) \times \mathbb{R}^d)$ since the support of $u$ is bounded. Hence we can use Lemma 5.2. Following the arguments in the proof of Theorem 4.5 with the help of Lemma 5.2, we obtain that, for any $\kappa \geq 32$ and $(t, x) \in (\infty, T) \times \mathbb{R}^d$, we have the following sharp function and maximal function(s) relation
\[
(Du)_{\delta_{p,\theta}^{\varepsilon}}^\kappa(t, x) \leq N_0 \kappa^{-1/2} \left( \sqrt{\lambda} M^{1/q} (|u|^q)(t, x) + M^{1/q} (|Du|^q)(t, x) \right) + N_1 \kappa^{(d+2)/q\theta} M^{1/q} (|MD^2u|^\theta)(t, x) + N_0 \kappa^{(d+2)/q\theta} M^{1/q} (|Mf|^\theta)(t, x),
\]
where $\beta' = \frac{\theta}{\theta q}$. Now, Remark 3.4 comes into play. As noted in the remark, $w = x_1^\theta - d$ is a Muckenhoupt weight and belongs to $A_p/(\beta q) \subset A_{p/q}$. Hence, by Fefferman-Stein theorem (WFS) and Hardy-Littlewood theorem (WHL) for this weight $w$ we have
\[
\|Du\|_{p,\theta} \leq N_0 \kappa^{-1/2} \left( \sqrt{\lambda} \|u\|_{p,\theta} + \|Du\|_{p,\theta} \right) + N_1 \kappa^{(d+2)/q\theta} \|MD^2u\|_{p,\theta} + N_0 \kappa^{(d+2)/q\theta} \|Mf\|_{p,\theta}.
\]
Further, by the relation $\sqrt{\lambda} \leq \lambda x_1 + x_1^{-1}$ for $x_1 > 0$ mentioned earlier, we also have
\[
\sqrt{\lambda} \|u\|_{p,\theta} \leq N(p) \left( \lambda \|Mu\|_{p,\theta} + \|M^{-1}u\|_{p,\theta} \right).
\]
Then along with these estimates, Lemma 5.1, an appropriate choice of sufficiently large $\kappa \geq 32$, and the interpolation 3.3, we arrive at the estimate 5.7. □

**Remark 5.4.** The result of Proposition 5.3 is invariant under the translation of $Q_R(h)$ as long as the compact support of $u$ is contained in the translated cylinder.

We are ready to wrap this paper up.

**Proof of Theorem 2.1**

**Proof.** 1. Due to the method of continuity and the corresponding theory of the Laplacian case in [6, Theorem 3.5], it suffices to show the a priori estimate 2.3.

2. In this step, we assume that $B^i(t,x)$ and $C(t,x)$ are zero matrices for all $t,x$.

From Lemma 5.6 in [13] (or Lemma 3.3 in [12]) we bring in and prepare the following: for any constant $\varepsilon_2 > 0$ there is a constant $\rho = \rho(\varepsilon_2) \in (1/2, 1)$ and non-negative (scalar) functions $\eta_k = \eta_k(t,x) \in C_0^\infty(\mathbb{R} \times \mathbb{R}^d)$, $k = 1, 2, \ldots$ satisfying
\[
\sum_k \eta_k \geq 1, \quad \sum_k \eta_k \leq N(d), \quad \sum_k (M|D\eta_k| + M^2|D^2\eta_k| + M^2(\eta_k)|t|) \leq \varepsilon_2^2 \quad (5.8)
\]
and moreover for each $k$ there exist $r > 0$ and a point $(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d_+$ such that $0 < r < \rho_1$ and $\text{supp } \eta_k \subset Q_r(\tau, \xi) = Q^+_r(\tau, \xi)$; we will use Proposition 5.3 upon translations. The constant $\varepsilon_2$ will be specified shortly.

Meanwhile, observe that each $u_k := \eta_k u$, a localization of $u$, satisfies

$$-(u_k)_t + A^j(t, x)D_{ij}u_k - \lambda u_k = \eta_k f + A^j(t, x)(D_j \eta_k D_i u + D_i \eta_k D_j u) + D_{ij} \eta_k A^{ij}(t, x)u - (\eta_k)_t u$$

in $(-\infty, T) \times \mathbb{R}^d_+$. Then using a translation argument and Proposition 5.3 with $\varepsilon \in (0, \varepsilon_0)$ there, we have

$$\lambda \|Mu_k\|_{p, \theta} + \sqrt{\lambda} \|MDu_k\|_{p, \theta} + \|u_k\|_{\mathcal{B}_{p, \theta}^2}$$

$$\leq N_0 \|\eta_k f\|_{p, \theta} + N_0 \sum_i \|MD_i \eta_k D_j u\|_{p, \theta} + N_0 \|M(D^2 \eta_k) u\|_{p, \theta} +$$

$$\quad + N_1 \|M(\eta_k) u\|_{p, \theta} + N_1 \varepsilon^{1/(\beta' q)} \|MD^2(\eta_k u)\|_{p, \theta},$$

where $N_0 = N_0(d, d_1, \delta, p, \theta)$, $N_1 = N_1(d, d_1, \delta, p, \theta, \rho)$, and $q, \beta'$ are positive numbers determined by $p$ and $\theta$. From this and the properties of $\eta_k$ in (5.8), we obtain

$$\lambda \|Mu\|_{p, \theta} + \sqrt{\lambda} \|MDu\|_{p, \theta} + \|u\|_{\mathcal{B}_{p, \theta}^2}$$

$$\leq N_0 \|f\|_{p, \theta} + N_0 \varepsilon_2 \left(\|Du\|_{p, \theta} + \|M^{-1} u\|_{p, \theta}\right)$$

$$\quad + N_1 \varepsilon^{1/(\beta' q)} \left(\|MD^2 u\|_{p, \theta} + \varepsilon_2 \|Du\|_{p, \theta} + \varepsilon_2 \|M^{-1} u\|_{p, \theta}\right).$$

Having had this, we now first choose $\varepsilon_2 \in (0, 1)$ sufficiently small depending only on $d, d_1, \delta, p$, and $\theta$ such that $N_0 \varepsilon_2 < 1/3$, then choose $\rho = \rho(\varepsilon_2) \in (1/2, 1)$ such that (5.8) is satisfied, and finally choose $\varepsilon = \varepsilon(d, d_1, \delta, p, \theta, \rho)$ so that $N_1 \varepsilon^{1/(\beta' q)} < 1/3$. (5.9)

Upon these choices in order we arrive at the estimate (2.4).

3. General case of $B$'s and $C$ under $A(\rho, \varepsilon)$ condition. Our system now is

$$-u_t + A^j(t, x)D_{ij}u - \lambda u = f - B^i D_i u - Cu$$

in $(-\infty, T) \times \mathbb{R}^d_+$. Thus, by the result of step 2 and $A(\rho, \varepsilon)$ condition, if $\varepsilon \in (0, \varepsilon_0)$ satisfies (5.9), we end up with

$$\lambda \|Mu\|_{p, \theta} + \sqrt{\lambda} \|MDu\|_{p, \theta} + \|u\|_{\mathcal{B}_{p, \theta}^2} \leq N_2 \|f\|_{p, \theta} + N_2 \varepsilon \|Du\|_{p, \theta} + N_2 \varepsilon \|M^{-1} u\|_{p, \theta},$$

where $N_2 = N_2(d, d_1, \delta, p, \theta)$. Thus it is enough to take $\varepsilon > 0$ which is further smaller so that $N_2 \varepsilon < 1/2$ and the estimate (2.4) holds. The taken $\varepsilon$ is still in $(0, \varepsilon_0)$.

4. The a priori estimate (2.4) holds now and hence theorem is proved. \hfill \Box
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