STABILITY CONDITIONS ON BRAUER TREE ALGEBRAS

LÉO DREYFUS-SCHMIDT

We study the space of stability conditions attached to the derived category of $A_n$-mod for $A_n$ the Brauer tree algebra of the line with $n$ edges. In particular we show that for the Brauer tree algebra $A_3$, the connected component of the natural heart of the space of stability conditions is simply connected. However, unlike the known examples arising in geometry, the Bridgeland homomorphism is not a covering map.
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0. Introduction

0.1. Motivations. We are here interested in spaces of stability conditions arising in modular representation theory. We study the space of stability conditions of the bounded derived category of the Brauer tree algebra associated to the line. These algebras arise in the study of cyclic defect blocks of group algebras, and they are also related to the zig-zag algebras introduced by Huerfano and Khovanov (cf. [HueKo]).
Motivated by Douglas’s work on $\pi$-stability for Dirichlet branes, Bridgeland introduced the notion of stability conditions on a triangulated category. Indeed, he shows in [Bri2] that to any triangulated category $\mathcal{D}$, one can associate a complex manifold $\text{Stab}(\mathcal{D})$, parameterising stability conditions on $\mathcal{D}$. This theory has proven particularly interesting in a wide variety of cases, from K3 surfaces to Kleinian singularities ([Bri3]) through bounded derived category of quivers (c.f [Qiu] and [Ike]). Closer to our interest, Thomas showed in [Tho] that a connected component of the space of stability conditions of the perfect derived category of a certain dg-algebra is the universal cover of a configuration space and that the group of deck transformation is an Artin braid group. It appears that the Brauer tree algebras we are interested are undg versions of the dg-algebras considered by Thomas and hence this shall build our intuition.

We will start by introducing some classical material in Section 1 with in particular a quick overview of the theory of spherical objects in Section 1.3 and the theory of elementary perverse equivalences in Section 1.4. Along the way, we will point out an unfaithful action of the affine braid group of type $\tilde{A}_3$ on $\mathcal{D}^b(\text{St}_{\tilde{3}})$, the derived category of the Brauer tree algebra $\text{St}_{\tilde{3}}$ associated to the star with three edges and no exceptional vertex. We will make the connection in the case of symmetric algebras between tilted hearts and derived equivalences in Section 1.7. In Section 1.9 and 1.10, we will bring into play Bridgeland’s theory of stability conditions. Then, we will establish in Section 2 a strategy to try to determine the connected component of the natural heart of the Brauer tree algebra associated to the line with $n$ edges and no exceptional vertex. Finally in Section 2.4, we will show that $\text{Stab}^0(\text{A}_3)$ is indeed simply connected and we will reach our most surprising result in Section 2.5: the Bridgeland local homeomorphism is not a cover of its image. Last but not least, we will end in Section 3 by discussing what happens for the space of co-stability conditions, introduced by Jorgensen and Pauksztello and see how this does not lead to anything interesting for symmetric algebras. Indeed, we shall see that the space of co-stability conditions of the bounded homotopy category of a symmetric algebras is actually empty.

0.2. Notations. Let $k$ a field. We will always consider essentially small $k$-linear categories and we shall assume all subcategories are closed under isomorphisms. The group of autoequivalences of an additive category $\mathcal{C}$ is denoted by $\text{Aut}(\mathcal{C})$. If $\mathcal{S}$ is a subcategory of $\mathcal{C}$, we define its right orthogonal as $\mathcal{S}^\perp := \{M \in \mathcal{C} | \text{Hom}(\mathcal{S}, M) = 0, \forall S \in \mathcal{S} \}$. For $\mathcal{A}$ an abelian category, $\mathcal{D}^b(\mathcal{A})$ is the bounded derived category of $\mathcal{A}$ while $\text{Ho}^b(\mathcal{A})$ is its bounded homotopy category. Suppose $\mathcal{C}$ is triangulated with shift functor $[1]$. The distinguished triangles in $\mathcal{C}$ are denoted by diagrams

\[
\begin{array}{ccc}
a & \rightarrow & b \\
\downarrow & & \downarrow \\
c & \rightarrow & a[1]
\end{array}
\]

where the dotted arrow denotes a map $c \rightarrow a[1]$. The categorical operation denoted by $\langle \rangle_\mathcal{C}$ is the closure under extension in $\mathcal{C}$. For $X$ a set of objects in $\mathcal{C}$, $\langle X \rangle$ is the thick subcategory of $\mathcal{C}$ generated by $X$. Let $k$ a field and $A$ a $k$-algebra, $A^\text{opp}$ will denote the opposite algebra of $A$. The category of finitely generated left $A$-modules (resp. projective) will be denoted by $A$-mod (resp. $A$-proj). The corresponding stable module category will be denoted by $A$-stmod. By $K_0(A)$, we denote the Grothendieck group of finitely generated $A$-modules; the isomorphism classes $[S]$ of the simple $A$-modules form a $\mathbb{Z}$-basis of $K_0(A)$. The group of outer automorphisms
of \( A \) is denoted by \( \text{Out}(A) \). The *derived Picard group* \( \text{TrPic}(A) \) is the group of isomorphism classes of two-sided tilting complexes for \( A \otimes A^{pp} \) where the product of two classes is given by tensor product. Lastly, we denote by \( \text{StPic}(A) \), the *stable Picard group*, defined as the group of projective-free \( (A \otimes A^{pp}) \)-modules inducing a self-stable equivalence of \( A \). We refer to [RouZi] for a development of the theory of derived Picard groups for derived categories.

**Acknowledgements.** I wish to thank Raphaël Rouquier for suggesting this research project. A very large part of this work has been done while visiting Joseph Chuang at City University of London. I am particularly indebted for his time, his precious help and his constant support.

1. **OUR TOOLBOX**

1.1. **Brauer tree algebras.** In a very pedantic way, we can define a planar tree \( \Gamma \) as the data of \( (\Gamma_V, \Gamma_E, \tau, \omega) \), where:

- \( \Gamma_V \) and \( \Gamma_E \) are finite sets (corresponding respectively to vertices and edges),
- \( \tau \) is a map from \( \Gamma_E \) to the set of two-element subsets of \( \Gamma_V \),
- \( \omega \) is the data, for every \( s \in \Gamma_V \), of a transitive action of \( \mathbb{Z} \) on \( \Gamma_E^s \), the set of edges \( e \) such that \( s \in \tau(e) \) (i.e. a cyclic ordering of the edges containing \( s \)),
- for any \( s, s' \) two vertices, there is a unique sequence \( e_1, \ldots, e_n \) of distincts edges such that \( s \in \tau(e_1), s' \in \tau(e_n) \) and \( \tau(e_i) \cap \tau(e_{i+1}) \neq 0 \).

A *Brauer tree* is a tree \( \Gamma \) together with a specified vertex \( v \in \Gamma_V \), called the *exceptional* vertex and a positive integer \( m \), the *multiplicity* of the exceptional vertex.

To a Brauer tree \( (\Gamma, v, m) \), one associates a finite-dimensional symmetric \( k \)-algebra called a *Brauer tree algebra* which is characterized by the following properties, up to Morita equivalence. The isoclasses of simple modules are parametrized by the edges of the tree. Let the edges of \( \Gamma \) be labelled by \( 1, \ldots, n \) so that \( S_1 \ldots S_n \) are the corresponding representatives of the simple modules. Denote by \( P_i \) the projective cover of the simple module \( S_i \). Then \( \text{rad}(P_i)/\text{soc}(P_i) \) is the direct sum of two uniserial modules, associated with the vertices adjacent to the edge labelled by \( i \). For such an adjacent vertex, let the cyclic ordering of the edges be \( (i = i_0, i_1, \ldots, i_l, i_0) \).

Then the composition factors of the corresponding uniserial module are, from top to socle, \( S_{i_1}, \ldots, S_{i_l}, S_{i_0}, S_{i_0}, \ldots, S_{i_l} \) where the number of composition factors is \( m(l + 1) - 1 \) if the vertex labelled by \( i \) is the exceptional vertex, and \( l \) otherwise. When \( m = 1 \), the choice of an exceptional vertex is irrelevant.

For the representation theorist, Brauer tree algebras are of great interest as any block of cyclic defect group of a group algebra is of this type (see [Al]). Moreover by a theorem of Rickard (cf. [Ri1]), two Brauer tree algebras with same number of edges and same multiplicity are derived equivalent. In particular, any Brauer tree algebra \( (\Gamma, v, m) \) is derived equivalent to the the Brauer tree algebra associated to the line with an exceptional vertex at an end having multiplicity \( m \).

In what follows, we will only be considering Brauer trees where the multiplicity \( m \) is 1, i.e. there is no exceptional vertex and to a tree \( \Gamma \), we will denote by \( A_{\Gamma} \) its associated Brauer tree algebra. From now on, we will write \( T_n \) for the Brauer tree of the line with \( n \) edges and by \( A_n \), its corresponding Brauer tree algebra (we will omit the index \( n \) when there is no possible confusion) such that by denoting its simple modules \( S_i \) for \( i = 1, \ldots, n \), we have:

\[
T_n : \bullet \rightarrow S_1 \rightarrow \bullet \rightarrow S_2 \rightarrow \bullet \rightarrow \cdots \rightarrow S_n \rightarrow \bullet
\]
Also in what follows, St_n will denote the Brauer tree of the star with n edges.

1.2. Self-derived equivalences of the line. We recall here the main results of Rouquier-Zimmerman ([RouZi]) on self-derived equivalences of \( A_n \) the Brauer tree algebra of the line. From what was said above, the Loewy series of the projective indecomposable \( A_n \)-modules are as follows: 

\[
P_1 = \begin{pmatrix} S_1 \\ S_2 \end{pmatrix}, \quad P_n = \begin{pmatrix} S_{n-1} \\ S_{n-2} \end{pmatrix} \quad \text{and} \quad P_i = \begin{pmatrix} S_{i-1} & S_i \\ S_i & S_{i+1} \end{pmatrix} \quad \text{for } i \neq 1, n.
\]

Let \( f : \bigoplus_{i=1}^n P_i \otimes P_i^* \to A_n \) be a projective cover of the \((A_n, A_n)\)-bimodule \( A_n \). For \( i = 1 \ldots n \), consider the two-term complex of \((A_n, A_n)\)-bimodules 

\[
X_i := (0 \to P_i \otimes P_i^* \to A_n \to 0),
\]

where \( A_n \) is in degree 0 and the differential is given by \( f \). This yields a self-derived equivalence \( \phi_i : D^b(A_n) \to D^b(A_n) \). We have \( \phi_i(S_j) = S_j \) for \( j \neq i \) while \( \phi_i(S_i) = \Omega(S_i)[1] \) where the Heller translate \( \Omega(S_i) \) is the kernel of the projective cover of \( S_i \).

We denote by Sph\((A_n)\) the subgroup of \( \text{Aut}(D^b(A_n)) \) generated by \( \phi_1, \ldots, \phi_n \). The following two results will be of great importance to us. We implicitly identify Sph\((A_n)\) with is image in TrPic\((A_n)\).

**Proposition 1.1.** ([RouZi, Proposition 4.4]) We have Sph\((A_n)\) \( \cap \text{Out}(A_n) = 1 \).

In [RouZi], the authors show that the \( \phi_i \)'s define a weak braid group action on \( D^b(A_n) \). We recall the classical presentation of the Artin braid group on \( n \) strings:

\[
\text{Br}_{n+1} = \{ s_1, \ldots, s_n | s_is_{i+1}s_i = s_{i+1}s_is_{i+1}, s_is_j = s_js_i \text{ for } |i-j| > 1 \}.
\]

**Theorem 1.2.** ([RouZi, Theorem 4.5]) There is a surjective group morphism \( \text{Br}_{n+1} \to \text{Sph}(A_n) \), \( s_i \mapsto \phi_i \). Also, if \( \omega_0 \) is the longest element of \( \text{Br}_{n+1} \), we have \( \omega_0^2 \mapsto [2n] \).

In the case of \( A_2 \), the Brauer tree algebra with only two edges and no exceptional vertex, Rouquier and Zimmerman showed that the previous map is also injective and hence an isomorphism. More generally for any \( n \geq 2 \), the faithfulness of the braid group action was proved by Khovanov and Seidel in [KhoSei] using geometric technics.

**Theorem 1.3.** ([KhoSei]) The group morphism \( \text{Br}_{n+1} \to \text{Aut}(D^b(A_n)) \), \( \sigma_i \mapsto \phi_i \) is injective.

1.3. Auto-equivalences and braid groups.

1.3.1. Spherical objects and twist functors. We quickly review the definitions and main properties of the theory of spherical objects introduced in [SeiTho]. We will denote by \( D \) the bounded derived category of an abelian category or of a dg-category. The important feature distinguishing \( D \) from arbitrary triangulated categories is that cones are functorials.

**Definition 1.4.** Let \( E \in D \) a bounded complex and suppose that \( \text{Hom}^*(-, E) \) and \( \text{Hom}^*(E, -) \) have finite total dimension. Let \( n \in \mathbb{N}^* \), we say that \( E \) is \( n \)-spherical if

1. \( \text{Hom}^i(E, E) \) is equal to \( k \) for \( i = 0 \) and \( i = n \), and zero otherwise.
2. The pairing \( \text{Hom}^j(F, E) \times \text{Hom}^{n-j}(E, F) \to \text{Hom}^n(E, E) \simeq k \) is nondegenerate for all \( F \in D \) and \( j \in \mathbb{Z} \).
To a spherical object, we associate a twist functor \( \phi_E : \mathcal{D} \rightarrow \mathcal{D} \) by \( \phi_E(F) = \text{Cone}(\text{Hom}(E, F) \otimes E \rightarrow F) \).

However the case \( n = 0 \) has to be treated separately. A 0-spherical object \( E \) is such that \( \text{Hom}^n(E, E) \) is two-dimensional and concentrated in degree zero and the pairings \( \text{Hom}^n(F, E) \times \text{Hom}^{-n}(E, F) \rightarrow \text{Hom}^0(E, E)/k \cdot \text{id}_E \) are nondegenerates.

**Definition 1.5.** An \((\tilde{A}_m)\)-configuration of \( n \)-spherical objects in \( \mathcal{D} \) is a collection of objects \((E_1, \cdots, E_m)\) satisfying

\[
\dim_k \text{Hom}^\bullet(D,E_i,E_j) = \begin{cases} 1 & |i-j| = 1, \\ 0 & |i-j| \geq 2. \end{cases}
\]

**Theorem 1.6.** ([SeiTho]) The twist \( \phi_E \) along a spherical object \( E \) is an exact auto-equivalence of \( \mathcal{D} \). Moreover if \((E_1, \cdots, E_m)\) is an \((\tilde{A}_m)\)-configuration, we have \( \text{Br}_{m+1} \rightarrow \text{Aut}(\mathcal{D}), \sigma_i \mapsto \phi_E \).

The proof of this theorem relies on the following proposition which allows one to extend this result to more general types of configurations. Indeed for \( \Gamma \) a tree, we can define a \( \Gamma \)-configuration as a collection of spherical objects \((E_i)_{i \in \Gamma} \) in \( \mathcal{D} \), such that if \( i \) and \( j \) share a vertex then \( \dim_k \text{Hom}^\bullet(D,E_i,E_j) = 1 \) and 0 otherwise.

**Proposition 1.7.** Let \( E, F \in \mathcal{D} \) two \( n \)-spherical objects.

If the total dimension of \( \text{Hom}^\bullet(E,F) \) is zero, then \( \phi_E \phi_F \simeq \phi_F \phi_E \).

If the total dimension of \( \text{Hom}^\bullet(E,F) \) is one, \( \phi_E \phi_F \phi_E \simeq \phi_F \phi_E \phi_F \).

Let \( A_\Gamma \) be Brauer tree algebra associated to \( \Gamma \) a Brauer tree with no exceptional vertex, and \( \{P_i, i \in \Gamma_V\} \), the set of isoclasses of projective indecomposables \( A_\Gamma \)-modules. Then the \( \{P_i, i \in \Gamma_V\} \) are \( 0 \)-spherical objects and they form a \( \Gamma \)-configuration. We denote by \( \text{Sph}(A_\Gamma) \) the group generated by their twists functors \( \{\phi_{P_i}, i \in \Gamma_V\} \). Let \( \text{Br}_\Gamma \) the braid group of type \( \Gamma^* \), the dual graph of \( \Gamma \).

**Corollary 1.8.** We have a surjective group homomorphism \( \text{Br}_{\Gamma} \rightarrow \text{Sph}(A_\Gamma) \).

### 1.3.2. Differential graded Brauer tree algebra

We introduce here a dg-version of the Brauer tree algebra of the line \( A_n \). Let \( Q_n \) be the following graded quiver with vertices numbered \( 1, \cdots, n \) and where each edge is of degree 1:

![Diagram of a quiver](https://via.placeholder.com/150)

Let \( J \) be the two-sided ideal of the path algebra \( kQ_n \) generated by the paths \((i|i,i-1|i)-(i|i+1|i)\), \((i-1|i,i+1|i)\), and \((i+1|i,i-1|i)\) for all \( i = 2, \cdots, n-1 \). Denote the lazy path at the \( i \)-th edge by \( e_i \), so that \( 1 = \sum_i e_i \). The quotient \( kQ_n/J \) is again a graded algebra and we denote by \( \hat{A}_n \) the corresponding dg-algebra with zero differential.

Let \( \mathcal{D}(\hat{A}_n) \) the bounded derived category of differential graded modules over \( \hat{A}_n \) and denote by \( \mathcal{D}_n \) the perfect dg-derived category of \( \hat{A}_n \), i.e. the subcategory of \( \mathcal{D}(\hat{A}_n) \) generated by the projective modules \( P_i := e_i \hat{A}_n \). Using Proposition 1.7, we can deduce the dg-analog of Rouquier-Zimmerman’s Theorem 1.2. Alternatively, this can be found in [SeiTho].
Theorem 1.9. The projectives $P_i$ form an $(A_n)$-configuration of 2-spherical objects. Hence, we have the group morphism $\text{Br}_{n+1} \to \text{Aut}(D_n)$, $\sigma \mapsto \phi_{P_i}$.

Remark 1.10. Forgetting the differential and the grading in $\widehat{A_n}$, we recover $A_n$ the Brauer tree algebra of the line. In particular, the $A_n$-modules $P_i$ are 0-spherical objects and the twists $\phi_P$ along $P_i$ are actually what we previously denoted by $\phi_i$.

In that sense, it is interesting to keep in mind what happens for the space of stability conditions of $\widehat{A_n}$ for our study (cf. [Tho]).

1.4. Elementary perverse equivalences.

1.4.1. Definitions and first properties. We will now present a very nice family of derived equivalences, the so-called elementary perverse equivalences initially introduced by Okuyama and Rickard (cf. [Ok]). The name comes from Chuang and Rouquier’s more general theory of perverse equivalences (cf. [ChRou]). Let us recall the definition and the first properties of elementary perverse equivalences for $A$ a symmetric finite-dimensional basic $k$-algebra. We denote by $\text{Irr}(A)$ the set of isomorphism classes of simple $A$-modules. Let $I \subset \text{Irr}(A)$ and for $M \in A$-mod. We denote by $M \to I_M$ an injective hull and $\phi_M : P_M \to M$ a projective cover of $M$. We denote by $M_I$ the largest quotient of $P_M$ by a submodule of ker $\phi_M$ such that all composition factors of the kernel of the induced map $M_I \to M$ are in $I$.

Finally, $M^I$ will denote the largest submodule of $I_M$ containing $M$ and such that all composition factors of $M^I/M$ are in $I$.

Following constructions of Rickard and Okuyama, we can construct a tilting complex for $A$ as follows. For $S \in I$. Let $Q_S$ be a projective cover of the kernel of the canonical map $P_S \to S_I$. This gives us a map $Q_S \xrightarrow{\phi} P_S$ and we can define the following complex

$$T_{A,S}(I) = 0 \to Q_S \xrightarrow{\phi} P_S \to 0$$

where $P_S$ is in degree 0. For $S \in \text{Irr}(A) - I$, we put

$$T_{A,S}(I) = 0 \to P_S \to 0$$

where $P_S$ is in degree $-1$.

Now we claim that $T_A(I) = \bigoplus_{S \in \text{Irr}(A)} T_{A,S}(I)$ is a tilting complex. We let $A' = \text{End}_{D^b(A)}(T_A(I))$.

Proposition 1.11. The tilting complex $T_A(I)$ induces a derived equivalence $L_{A,I} : D^b(A) \sim D^b(A')$. Moreover this is a perverse equivalence, in the sense of Chuang-Rouquier, relative to $(0 \subset I \subset S, 0 \mapsto 0$ and $1 \mapsto -1)$.

Since the non-isomorphic indecomposable summands of the tilting complex $T_A(I)$ are indexed by $\text{Irr}(A)$, this equivalence induces a bijection $\text{Irr}(A) \xrightarrow{\sim} \text{Irr}(A'), S \mapsto S'$. We say that $L_{A,I}$ and $L_{A,I}^{-1}$ are elementary perverse equivalences. Also, we will write $L_I$ for $L_{A,I}$ when there is no possible confusion. The next result will be of great importance in what follows; it determines the image of the simple modules under an elementary perverse equivalences.

Lemma 1.12. Let $S' \in \text{Irr}(A')$. We have

$$L_{A,I}(S')[-1] = \begin{cases} S[-1] & \text{for } S \in I, \\ S^I & \text{for } S \notin I. \end{cases}$$
Remark 1.13. If $I = \emptyset$, we have $L_{A \Phi}(A\text{-mod}) = (A\text{-mod})[-1]$ while if $I = \text{Irr}(A)$, we have that $L_{A, \text{Irr}(A)}(A\text{-mod}) = A\text{-mod}$.

**Proposition 1.14.** Let $A_n$ be the basic Brauer tree algebra associated to a line with $n$ edges and no exceptional vertex and $\phi_i \in \text{Aut}(D^b(A_n))$ the self-derived equivalence previously defined. Then $\phi_i^{-1}(A_n\text{-mod}) = L_{A, [1,n]}^{-{i}}(A_n\text{-mod})$.

**Proof.** This is a direct application of the previous lemma. \hfill \square

In what follows, we will write $F_i$ for $\phi_i^{-1}$.

Let $\Gamma$ be a Brauer tree and $\Gamma_\Gamma$ the associated Brauer tree algebra. For $I \subseteq \text{Irr}(\Gamma_\Gamma)$, we will now explain how the Brauer tree $\Gamma$ changes upon applying the elementary perverse equivalence $L_{A_\Gamma, I}$, i.e. we determine the Brauer tree associated to the algebra $\text{End}_{A_\Gamma}(T_{A_\Gamma}(I))$. This can be found in [ChRou] or in [Ai] in the case of simple tilts, $|I| = 1$.

We define a Brauer tree $\Gamma'$ as follows. Its set of vertex $\Gamma'_V$ is in bijection with $\Gamma_V$, $\Gamma'_V \cong \Gamma_V$, $x \mapsto x'$. As for the edges, we have a bijection $\phi : \Gamma_E \cong \Gamma'_E$ given as follows. Let $\{x, y\} \in \Gamma_E$ an edge of $\Gamma$. If $\{x, y\} \notin I$, $\phi(\{x, y\}) = \{x', y'\}$. Assume now $\{x, y\} \in I$ and we put $\phi(\{x, y\}) = \{a, b\}$ where $a$ and $b$ are described as follows.

- If there is an edge with vertex $x$ that is not contained in $I$: let $y = y_0, \ldots, y_r$ be the ordered vertices adjacent to $x$, and let $k = \min\{i \in [0, r] \mid \{x, y_i\} \notin I\}$. We put $a = y_k$. If all edges around $x$ are in $I$, then $a = x'$.
- If there is an edge with vertex $y$ that is not contained in $I$, we proceed as above. Let $x = x_0, \ldots, x_x$ be the ordered vertices adjacents to $y$, then let $l = \min\{i \in [0, s] \mid \{x, y_i\} \notin I\}$. We put $b = x'_l$. If all edges around $y$ are in $I$, then $b = y'$.

Last but not least, we need to describe the cyclic ordering of the vertices adjacent to a vertex $x'$.

- If all edges containing $x$ are in $I$ and if $y_0, \ldots, y_r$ are the ordered vertices around $x$, then the ordered vertices around $x'$ are $y'_0, \ldots, y'_r$.
- Assume there is a vertex $y_0$ adjacent to $x$ such that $\{x, y_0\} \notin I$. Now to give a cyclic ordering of the vertices adjacent to $x$ amounts to the action of an automorphism $t_x$. Given an edge $\{x, y\}$, the ordered $N_x$ vertices adjacent to $x$ are $y, l_x(y), \ldots, l_{N_x}^x(y)$. Let $y_0, \ldots, y_t$ be the ordered vertices adjacent to $x$ such that for all $i \in [0, r], \{x, y_i\} \notin I$. Let $r_i \geq 0$ be the minimal integer such that $\{y_i, l_{y_i}^{-r_i-1}(x)\} \notin I$. Then, the ordered vertices around $x'$ are $y'_0, l_{y_0}^{-1}(x'), \ldots, l_{y_t}^{-r_t}(x'), y'_1, l_{y_1}^{-1}(x'), \ldots, l_{y_t}^{-r_t}(x')$.

The following proposition is proved in [ChRou].

**Proposition 1.15.** The algebra $\text{End}_{A_\Gamma}(T_{A_\Gamma}(I))$ is a Brauer tree algebra with tree $\Gamma'$.

We will write $\Gamma' = L_I \Gamma$. This notation will become natural after Proposition 1.27.

**Example 1.** Let $T_3$ : \[ \begin{array}{ccc} 1 & 2 & 3 \end{array} \] and $I = \{1\}$. Then $L_1(T_3)$ is given by the star-shaped tree $\text{St}_{T_3}$ : \[ \begin{array}{c} 2 \end{array} \] \[ \begin{array}{c} 1 \end{array} \] For $I = \{2\}$, we have $L_2(T_3) = T_3$. Now for $I = \{2\}$, we have $L_2(T_3) = T_3$. 


Proposition 1.16. Let \((\Gamma, v, m)\) and \((\Gamma', v, m)\) be two Brauer trees with \(n\) edges. Then there exists a derived equivalence \(F : \mathcal{D}^b(A_{\Gamma}) \xrightarrow{\sim} \mathcal{D}^b(A_{\Gamma'})\) such that \(F\) is the composition of elementary perverse equivalences.

Proof. In [Ri1], Rickard proved that any Brauer tree algebra is derived equivalent to the star-tree algebra with same numerical invariant and where all the edges are adjacent to the exceptional vertex. The derived equivalence that is constructed decomposes into a composition of elementary perverse equivalences according to [ChRou]. That way, if \(St_n\) denotes the star tree with \(n\) edges, we have \(\mathcal{D}^b(A_{\Gamma}) \xrightarrow{\sim} \mathcal{D}^b(St_n) \sim \mathcal{D}^b(A_{\Gamma'})\). \(\square\)

1.5. An unfaithful action. We have seen earlier that there is a faithful action of the Artin braid group \(Br_{n+1}\) on the derived category of the Brauer tree of the line \(A_n\). Also we have explained that for any Brauer tree, there is a group action of a given braid group on its corresponding derived category. A natural question is whether this action is always faithful. We show here that the answer is negative, already in the case of the Brauer tree of the star with three edges.

Let \(Br_3\) be the affine braid group associated to the affine Coxeter system of type \(\tilde{A}_3\). A presentation of the Artin braid group on three strings \(Br_4\), and of \(Br_3\) are as follows:

\[
Br_4 = \{ s_1, s_2, s_3 \mid s_is_j = s_js_i \text{ for } |i - j| = 1, s_is_j = s_js_i \text{ otherwise} \},
\]

\[
Br_3 = \{ \bar{s}_1, \bar{s}_2, \bar{s}_3 \mid \bar{s}_i\bar{s}_j\bar{s}_i = \bar{s}_j\bar{s}_i\bar{s}_j \forall i, j \}.
\]

Let \(L_{A_3,S_1} : \mathcal{D}^b(A_3) \xrightarrow{\sim} \mathcal{D}^b(St_3)\), the elementary perverse equivalence with respect to the simple \(S_1\). The image of the projective indecomposables under \(L_{A_3,S_1}\) are \(L_{A_3,S_1}(P_1) = (P_2 \overset{i}{\rightarrow} P_1)\) where \(P_1\) is in degree 0 while \(L_{A_3,S_1}(P_2) = P_2[1]\) and \(L_{A_3,S_1}(P_3) = P_3[1]\).

As elementary perverse equivalences are induced by complexes of bimodules, they induce isomorphism between the corresponding derived Picard groups. Hence \(L_{A_3,S_1}\) induces an isomorphism \(\lambda : \text{TrPic}(A_3) \xrightarrow{\sim} \text{TrPic}(St_3)\).

Lemma 1.17. We have a surjective group homomorphism \(\beta : Br_3^1 \rightarrow Br_4\) that maps \(s_i \mapsto s_i^{-1}s_1s_2, s_2 \mapsto s_2, s_3 \mapsto s_3\) and the kernel of \(\beta\) is non trivial.

We can now state some kind of categorification of the group homomorphism \(\beta\) through the following commutative diagram.

Proposition 1.18. The following diagram, where the vertical arrows are given by Theorem 1.3 and Corollary 1.8, commutes:

\[
\begin{array}{ccc}
Br_3^1 & \xrightarrow{\beta} & Br_4 \\
\downarrow & & \downarrow \iota \\
\text{TrPic}(St_3) & \xrightarrow{\lambda^{-1}} & \text{TrPic}(A_3)
\end{array}
\]

Proof. The only thing that needs explanation is why the bottom arrow is an isomorphism. We have that the set-theoretic section of \(\beta\), \(\gamma : Br_4 \rightarrow Br_3^1\) such that \(s_1 \mapsto \bar{s}_2\bar{s}_1\bar{s}_2^{-1}, s_2 \mapsto \bar{s}_2, s_3 \mapsto \bar{s}_3\) is not a group homomorphism. However the map \(\gamma\) descends to a group homomorphism at the level of the group of spherical twists. Indeed, one has to see that in \(\text{TrPic}(St_3)\), we have \(\phi_2\phi_1\phi_3\phi_2 = \phi_1\phi_3\phi_2\phi_1\). This can be checked by comparing the images of both sides at the projectives indecomposables. \(\square\)
Corollary 1.19. The action of $\text{Br}_3^1$ on $\mathcal{D}^b(\text{St}_3)$ is not faithful.

Proof. Thanks to the proposition above, we have that the action of $\text{Br}_2^1$ on $\mathcal{D}^b(\text{St}_3)$ is faithful if and only if $\text{ker}(\beta) = 0$. However, we have seen that $\beta$ cannot be an isomorphism and so the result follows. □

1.6. $t$-structures and tilting.

1.6.1. $t$-structures and hearts. We introduce here the notion of $t$-structure on a triangulated category. In every $t$-structures lies an abelian category, called the heart of the $t$-structure.

Definition 1.20. A $t$-structure on a triangulated category $\mathcal{C}$ is the data for $i \in \mathbb{Z}$ of full subcategories $\mathcal{T}^{\leq i}$ and $\mathcal{T}^{\geq i}$ with

- $\mathcal{T}^{\leq i+1}[1] = \mathcal{T}^{\leq i}$ and $\mathcal{T}^{\geq i+1}[1] = \mathcal{T}^{\geq i}$,
- $\mathcal{T}^{\leq 0} \subseteq \mathcal{T}^{\leq 1}$ and $\mathcal{T}^{\geq 1} \subseteq \mathcal{T}^{\geq 0}$,
- $\text{Hom}(\mathcal{T}^{\leq 0}, \mathcal{T}^{\geq 1}) = 0$,
- given $X \in \mathcal{T}$, there is a distinguished triangle $Y \rightarrow X \rightarrow Z \rightarrow Y$ with $Y \in \mathcal{T}^{\leq 0}$ and $Z \in \mathcal{T}^{\geq 1}$.

Moreover the heart of a $t$-structure is defined as the intersection $\mathcal{T}^{\leq 0} \cap \mathcal{T}^{\geq 0}$, and this is an abelian category (cf. [BDD]).

The standard $t$-structure on the bounded derived category of an abelian category $\mathcal{A}$, $\mathcal{D}^b(\mathcal{A})$ consists of the left aisle $\mathcal{T}^{\leq 0} = \{X \in \mathcal{D}^b(\mathcal{A}) \mid H^i(X) = 0 \text{ for } i > 0\}$ and the right aisle $\mathcal{T}^{\geq 0} = \{X \in \mathcal{D}^b(\mathcal{A}) \mid H^i(X) = 0 \text{ for } i < 0\}$. The corresponding standard heart is then $\mathcal{A}$.

1.6.2. Torsion theories and tilting. From now on, $\mathcal{C}$ denotes an essentially small triangulated category that is, $\mathcal{C}$ is equivalent to a category in which the class of objects is a set.

Definition 1.21. A torsion theory in an abelian category $\mathcal{A}$ is a subcategory $\mathcal{T}$ such that every $a \in \mathcal{A}$ fits into a short exact sequence

$0 \rightarrow t \rightarrow a \rightarrow f \rightarrow 0$

for some $t \in \mathcal{T}$ and $f \in \mathcal{T}^\perp := \mathcal{F}$. We refer to the objects of $\mathcal{T}$ as torsion objects while objects of $\mathcal{F}$ are known as torsion-free objects.

This terminology is directly inspired by the subcategories of torsion and torsion-free abelian groups inside the category of abelian groups. Assume now that $\mathcal{A}$ is a finite length category, that is $\mathcal{A}$ is both artinian and noetherian so that every object in $\mathcal{A}$ has a finite composition series. Then we have that torsion theories in $\mathcal{A}$ form a poset for the inclusion. For instance, each simple object $s \in \mathcal{A}$ determines two torsion theories, $\langle s \rangle$ and $\perp \langle s \rangle$ respectively minimal and maximal for the partial order.

Works of Happel, Reiten, Smalø([HaReSm]) and Beligiannis and Reiten ([BeRe]) lead to the following proposition which makes the connection between torsion theories and $t$-structures. As a $t$-structure is entirely determined by its left (or right) aisle, we will here allow ourselves to identify a $t$-structure with its left aisle.

Proposition 1.22. Let $\mathcal{D}$ be the left aisle of a $t$-structure in $\mathcal{C}$ with heart $\mathcal{H}$. There is an isomorphism between the poset of torsion theories in $\mathcal{H}$ and the interval in the poset of $t$-structures consisting of $t$-structures with left aisle $\mathcal{E}$ such that $\mathcal{D} \subset \mathcal{E} \subset \mathcal{D}[-1]$. 
That way a torsion theory \( \mathcal{T} \) in an abelian category \( \mathcal{H} \) determines a new heart in \( \mathcal{C} \), denoted by \( \mathcal{L}_\mathcal{T}\mathcal{H} \). We say this heart is obtained from left tilting at \( \mathcal{T} \). This tilted heart can be explicitly written as:

\[
\mathcal{L}_\mathcal{T}\mathcal{H} = \{ c \in \mathcal{C} \mid H^0(c) \in \mathcal{F}, H^1(c) \in \mathcal{T} \text{ and } H^i(c) = 0 \text{ for } i \neq 0, 1 \}.
\]

In other words, \( \mathcal{L}_\mathcal{T}\mathcal{H} = \langle \mathcal{F}, \mathcal{T}[-1] \rangle_\mathcal{C} \) where \( \langle - \rangle_\mathcal{C} \) denotes the ext-closure in \( \mathcal{C} \). In an analogous way, a torsion theory also determines another t-structure whose heart \( \mathcal{R}_\mathcal{T}\mathcal{H} \) is the right tilt at \( \mathcal{T} \) such that \( \mathcal{R}_\mathcal{T}\mathcal{H} = \langle \mathcal{D}^+, \mathcal{F}^+ \rangle \).

Let us note here that \( \mathcal{R}_\mathcal{T}\mathcal{H} = \mathcal{L}_\mathcal{T}\mathcal{H}[1] \). Also \( \mathcal{F} \) is a torsion theory in \( \mathcal{L}_\mathcal{T}\mathcal{H} \) and \( \mathcal{R}_\mathcal{F}\mathcal{L}_\mathcal{T}\mathcal{H} = \mathcal{H} \).

Lemma 1.25. Let \( \Phi : \mathcal{C} \to \mathcal{C} \) a triangulated equivalence, \( \mathcal{H} \) a heart of \( \mathcal{C} \) and \( s \) a simple object in \( \mathcal{H} \). Then \( \Phi(\mathcal{L}_s\mathcal{H}) = \mathcal{L}_{\Phi(s)}\Phi(\mathcal{H}) \). In other words, the actions of automorphisms of \( \mathcal{C} \) commute with simple tilts.

1.6.3. **Ordered hearts and tilting.** We now introduce ordered hearts, i.e. hearts together with a labelling of their simples. Assume \( \mathcal{H} \) has a finite number of isoclasses of simples objects and consider a fixed labelling of its simples \( \phi : [1, n] \to \text{Irr}(\mathcal{H}) \). This ordered heart will be denoted by \( \mathcal{H}^{\phi} \). That way for \( I \subset \text{Irr}(\mathcal{H}) \) we will write \( \mathcal{L}_I\mathcal{H}^{\phi} = \mathcal{L}_{\phi^{-1}(I)}\mathcal{H} \) and \( \text{Irr}(\mathcal{L}_I\mathcal{H}) \) inherits the labelling from \( \text{Irr}(\mathcal{H}) \). Indeed, they both have the same number of simple objects, since the classes of these form a basis for the Grothendieck group of \( \mathcal{C} \).

Example 2. We consider \( A_n \) the Brauer tree algebra associated to the line, so that the \( A_n \)-simple are labelled by \( \phi : [1, n] \to \text{Irr}(A_n\text{-mod}) \) as follows: \( \bullet \overset{S_1}{\longrightarrow} \overset{S_2}{\longrightarrow} \cdots \overset{S_n}{\longrightarrow} \bullet \). The abelian category \( A_n\text{-mod} \) is the canonical heart of \( \mathcal{D}^b(A_n) \). We can then left tilt \( A_n\text{-mod} \) at \( S_1 \) and the new simple objects in \( \mathcal{L}_{S_1}(A_n\text{-mod}) \) are \( T_1 = S_1[-1], T_2 = V, \) the unique (up to isomorphism) nonsplit extension of \( S_1 \) by \( S_2 \) and \( T_3 = S_3, \ldots, T_n = S_n \).

That way, we can write \( \mathcal{L}_{S_1}\mathcal{L}_V\mathcal{L}_{S_1}(A_n\text{-mod}) = \mathcal{L}_1\mathcal{L}_2\mathcal{L}_1(A_n\text{-mod}^{\phi}) \). Moreover after a straightforward computation, the following braid relation appears \( \mathcal{L}_1\mathcal{L}_2\mathcal{L}_1(A_n\text{-mod}) = \mathcal{L}_2\mathcal{L}_1\mathcal{L}_2(A_n\text{-mod}) \).
Let us consider an ordered heart $H^\phi$ with $\phi : [1, n] \to \text{Irr}(H)$. We have an action of the symmetric group $S_n$ on the set of ordered hearts with same underlying heart, by relabelling the simples. If $T_1, T_2, \ldots, T_j$ and $T'_1, T'_2, \ldots, T'_j$ are two sequences of torsion theories generated by simples in $H$ such that $L_{T_1}L_{T_2}\ldots L_{T_j}H = L_{T'_1}L_{T'_2}\ldots L_{T'_j}H$ and $\{T_1, \ldots, T_n\}$ (resp. $\{T'_1, \ldots, T'_n\}$) is the set of ordered simples of $L_{T_1}L_{T_2}\ldots L_{T_j}H$ (resp. $L_{T'_1}L_{T'_2}\ldots L_{T'_j}H$) by keeping track of the labelling induced by $\phi$. Then there is $\sigma \in S_n$ such that $T'_i = T_{\sigma(i)}$ for all $i \in [1, n]$ and we write $L_{T_1}L_{T_2}\ldots L_{T_j}H^\phi = \sigma L_{T'_1}L_{T'_2}\ldots L_{T'_j}H^\phi$.

Also for $I \subseteq [1, n]$ and $\sigma \in S_n$, we have $\sigma \text{L}_I(H^\phi) = \text{L}_{\sigma^{-1}(I)}(H^{\sigma \phi})$ for any heart $H^\phi$. We want to stress here that remembering the extra information of the permutation $\sigma$ will turn out to be very important later on.

**Example 3.** Pursuing the previous example, we find that the ordered simples of $L_{1}L_{2}(A_{n}\text{-mod}^\phi)$ are $S_2[-1], S_1[-1], (S_2 S_3), S_4, \ldots, S_n$. On the other hand, the ordered simples of $L_{\{1,2\}}(A_{n}\text{-mod}^\phi)$ are $S_1[-1], S_2[-1], (S_2 S_3), S_4, \ldots, S_n$. Hence we have $L_1L_2L_1(A_{n}\text{-mod}^\phi) = (12)L_{\{1,2\}}(A_{n}\text{-mod}^\phi)$.

Consider again the settings of the section 1.4.1. Let $A$ be a finite dimensional symmetric $k$-algebra and $C = D^b(A\text{-mod})$. For $\phi : [1, n] \to \text{Irr}(A\text{-mod})$ a labelling of the simples of $A\text{-mod}$, write $\text{Tilt}(A\text{-mod}^\phi)$ for the set of hearts in $C$ that are obtained from $A\text{-mod}^\phi$ by a finite sequence of tilts. Let $\mathcal{P}(\{1, n\})$ denote the set of subsets of $[1, n]$.

We have an action of $\text{TrPic}(A)$ on $C$ which induces a left action of $\text{TrPic}(A)$ on $\text{Tilt}(A\text{-mod}^\phi)$. On the other hand, there is a right action of $\text{Free}(\mathcal{P}(\{1, n\})) \times S_n$ on $\text{Tilt}(A\text{-mod}^\phi)$. The action of $S_n$ was explained above and is given by permutation of indices, while for $I \subseteq \mathcal{P}(\{1, n\})$ and $H \in \text{Tilt}(A\text{-mod}^\phi)$ we have $I.H = \text{L}_I(H)$. Also we have $0.H = H$ and $[1, n].H = H[-1]$.

Now as a counterpart of Lemma 1.25, those two actions commute. For $\varphi \in \text{TrPic}(A)$, $I \subseteq [1, n]$ and $H \in \text{Tilt}(A\text{-mod}^\phi)$, we have $\varphi(\text{L}_I(H)) = \text{L}_I(\varphi.H)$.

We would now very much like to ‘realize’ those tilted hearts in a functorial way.

### 1.7. Derived equivalences and tilted hearts.

Even if two hearts of a derived category are in general not derived equivalent, we will show that for $A$ a finite-dimensional symmetric $k$-algebra, and for $T$ a torsion theory generated by simple objects in $A\text{-mod}$, the natural heart $A\text{-mod}$ of $D^b(A)$ is derived equivalent to $L_T(A\text{-mod})$.

A legitimate hope for who wants such a result could rely on the powerful Rickard’s theorem on derived equivalences for symmetric algebras (cf. [Ri2, Theorem 5.1]). However, we try here not to use this ‘bazooka’ result, whose underlying machinery is way too sophisticated for what we really need. Instead we will use the characterization of the image of simple modules under an elementary perverse equivalence provided by the Lemma 1.12. Also following [Wo], we can determine the simple objects in $L_S(A\text{-mod})$ for $S$ a simple $A$-module and this shall build our intuition.

Let $T \subset \text{Irr}(A)$ a subset of the the set of isoclasses of simple $A$-modules. We denote by $T$ the torsion theory generated by $T$. The following definition makes more precise the relation between the torsion theory $T$ and the derived equivalence $L_T$. From now on, we will denote by $A := A\text{-mod}$.
Definition 1.26. Let $A$ and $B$ be finite dimensional symmetric $k$-algebras and let $\mathcal{T}$ a torsion theory in $\mathcal{A}$. We say that $F : \mathcal{D}^b(A\text{-mod}) \xrightarrow{\sim} \mathcal{D}^b(B\text{-mod})$ realizes $\mathcal{T}$ if $F(\mathcal{L}_T(A\text{-mod})) = B\text{-mod}$.

We are now ready to establish the connection between torsion theories generated by simple modules and elementary perverse equivalences.

Proposition 1.27. The shifted elementary perverse equivalence $L_{A,T}[1]$ realizes the torsion theory $\mathcal{T}$ in $\mathcal{A}$.

Proof. Recall that the elementary perverse equivalence associated to $T$, $L_T : \mathcal{D}^b(A) \xrightarrow{\sim} \mathcal{D}^b(A')$ is such that for $S' \in \text{Irr}(A')$:

$$L_T^{-1}(S')[-1] = \begin{cases} S[-1] & \text{for } S \in T, \\ S' & \text{for } S \notin T. \end{cases}$$

We have to see that those are exactly the $\mathcal{L}_T \mathcal{A}$-simples. Using the description of $\mathcal{L}_T \mathcal{A}$ and Lemma 1.23, it is straightforward to check they are indeed $\mathcal{L}_T \mathcal{A}$-simple. Finally as for any heart $\mathcal{O}$ of a $t$-structure of $\mathcal{D}^b(A)$, we have an isomorphism $K_0(\mathcal{D}^b(A)) \simeq K_0(\mathcal{O})$, we have found all the $\mathcal{L}_T \mathcal{A}$-simples. 

Hence it make sense to refer to $L_i$ as a simple perverse equivalence as it realises the simple torsion theory generated by the simple object $S_i$. Note that the composition of simple tilts is realized by the corresponding composition of the shifted (by $[1]$) simple perverse equivalences.

From now on, we will consider again the case where $A_n$ is the Brauer algebra corresponding to the tree $T_n$ and the $F_i$’s are those previously defined. A direct application of the above gives the following result, this is a restatement of Proposition 1.14.

Corollary 1.28. For $i \in [1,n]$, the elementary perverse equivalence $F_i[1]$ realizes the torsion theory $\mathcal{T}_i$ defined by $\{1,n\} - \{i\}$.

We now try to characterise the derived equivalences that realize torsion theories. To make that more precise, we need the following definition (cf. [BDD]).

Definition 1.29. Let $\mathcal{A}$ and $\mathcal{A}'$ be two abelian categories and $F : \mathcal{D}^b(\mathcal{A}) \to \mathcal{D}^b(\mathcal{A}')$. The left aisle corresponding to the canonical heart $\mathcal{A}$ (resp. $\mathcal{A}'$) is denoted by $\mathcal{D}_\mathcal{A}$ (resp. $\mathcal{D}_{\mathcal{A}'}$). We say that $F$ has homological length $k \in \mathbb{N}$ if $k$ is the minimum integer such that there exists $j \in \mathbb{Z}$ such that $\mathcal{D}_{\mathcal{A}'}[j] \subset F(\mathcal{A}) \subset \mathcal{D}_{\mathcal{A}'}[j-k]$.

Suppose that $\mathcal{A}$ and $\mathcal{A}'$ are module categories over an algebra and that $F$ is given by tensoring over $X$ a complex of bimodules. We can define the homological length of $X$ as the difference $|\sup \{i \in \mathbb{Z} \mid H^i(X) \neq 0\} - \inf \{i \in \mathbb{Z} \mid H^i(X) \neq 0\}|$. That way, the homological length of $X$ coincides with the homological length of $F$. The following lemma characterises the equivalence of homological length one as being the one realizing a torsion theory. In the module category case, this will mean that $X$ is a two-term tilting complex.

Lemma 1.30. For $F : \mathcal{D}^b(\mathcal{A}) \xrightarrow{\sim} \mathcal{D}^b(\mathcal{A}')$ an equivalence of homological length 1, there exists a torsion theory $\mathcal{T}$ such that $F[1]$ realizes $\mathcal{T}$.

Proof. According to Proposition 1.22, there exists a torsion theory $\mathcal{T}$ such that $F$ realizes $\mathcal{T}$ if and only if there is a $k \in \mathbb{Z}$ such that

$$\mathcal{D}_{\mathcal{A}'} \subset F[-k](\mathcal{D}_\mathcal{A}) \subset \mathcal{D}_{\mathcal{A}'}[-1].$$
But this is straightforward as $F$ is of homological length 1 and so taking $k = 1$ does the trick.

1.8. Looking for relations. For any subset $I \subset S := \text{Irr}(A)$, we denote by $\mathcal{E}_I$ the additive subcategory of $A\text{-proj}$ generated by $P_I$ for all $V \in S - I$.

In [ChRou, Proposition 5.71], it is shown that for $I \subset J \subset S$, we have $\mathcal{L}_I \mathcal{L}_J(\mathcal{H}^\phi) = \mathcal{L}_J \mathcal{L}_I(\mathcal{H}^\phi)$ for any ordered heart $\mathcal{H}^\phi$ in $\mathcal{D}^b(A\text{-mod})$.

Pursuing this philosophy leads us to relate properties of the algebra $A$ with relations between the elementary perverse equivalences. Their results can be restated in a more combinatorial way for Brauer tree algebras as we are about to see.

We will need the following notations. For a tree $\Gamma$ and $i, j \in \Gamma_E$, we will write $i \sim j = 1$ if $\tau(i) \cap \tau(j) = 0$ (i.e. if $i$ and $j$ do not share a vertex). Also if $i, j \in \Gamma_E$ share a vertex, i.e. $i \sim j \neq 1$, and if $j$ is the successor of $i$ in the cycling ordering, we will write $i < j$.

**Proposition 1.31.** Let $\Gamma$ be a Brauer tree and $I$ and $J$ subsets of $\Gamma_E$. Suppose that for every $i \in I \cap (\Gamma_E - J)$ and $j \in J \cap (\Gamma_E - I)$ with $i \sim j \neq 1$, there exists $k \notin (I \cup J)$ such that $j < k < i$. Then $\mathcal{L}_J \mathcal{L}_I$ is a perverse equivalence and $\mathcal{L}_J \mathcal{L}_I(A_\Gamma\text{-mod}) = \mathcal{L}_{I \cup J} \mathcal{L}_{I \cap J}(A_\Gamma\text{-mod})$.

**Proposition 1.32.** Let $\Gamma$ be a Brauer tree and $I$ and $J$ subsets of $\Gamma_E$. Suppose there exists an involution $\sigma : \Gamma_E \xrightarrow{\sim} \Gamma_E$, fixing $(I \cap J) \cup (\Gamma_E - (I \cup J))$ and inducing a bijection $I \cap (\Gamma_E - J) \xrightarrow{\sim} J \cap (\Gamma_E - I)$, such that for $i \in I \cap (\Gamma_E - J)$ there is no $k \in \Gamma_E$ with $\sigma(i) < k < i$.

Then $\mathcal{L}_J \mathcal{L}_I \mathcal{L}_J = \mathcal{L}_I \mathcal{L}_J \mathcal{L}_I$ is a perverse equivalence. Moreover we have in terms of left tilts, $\mathcal{L}_J \mathcal{L}_J(\mathcal{H}^\phi) = \sigma \mathcal{L}_{I \cup J} \mathcal{L}_{I \cap J}(\mathcal{H}^\phi)\text{.}$

We need here to be careful as the permutation $\sigma$ that relabels simples does not lift to a functor and so this only make sense for tilted hearts.

Using the above two propositions, we can decompose any tilt at a torsion theory generated by simple as a composition of simple tilts. This is a combinatorial version of Lemma 1.24.

Let $\Gamma$ a Brauer tree with $n$ edges and $\phi : [1, n] \xrightarrow{\sim} \Gamma_E$ a labelling of its edges. This gives a labelling on the simples of $A_\Gamma\text{-mod}$.

**Proposition 1.33.** Let $(\Gamma, \phi)$ be a labelled Brauer tree with $n$ edges and $J \subset [1, n]$. Then there is $j_1, \ldots, j_k \in [1, n]$, and $i \in \mathbb{Z}$ such that $\mathcal{L}_J(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_{j_k}^\perp \mathcal{L}_{j_{k-1}}^\perp \cdots \mathcal{L}_{j_1}^{\perp i}(A_\Gamma\text{-mod}^\phi)$.

**Proof.** We naturally proceed by induction on the size of $J$ and we shall use a combination of Proposition 1.31 and Proposition 1.32. The case $|J| = 1$ is clear.

Firstly, let us treat the case $J = |2|$ and $J = \{i, j\}$. If $\phi(i), \phi(j) \in \Gamma_E$ with $\phi(i) \sim \phi(j) = 1$, then $\mathcal{L}_{(i,j)}(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_i \mathcal{L}_j(A_\Gamma\text{-mod}^\phi)$. If $\phi(i)$ and $\phi(j)$ share a vertex and there is $k \in \Gamma_E$ such that $\phi(j) < k < \phi(i)$ then $\mathcal{L}_{(i,j)}(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_j \mathcal{L}_i(A_\Gamma\text{-mod}^\phi)$. If there is $k \in \Gamma_E$ such that $\phi(i) < k < \phi(j)$ then $\mathcal{L}_{(i,j)}(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_j \mathcal{L}_i(A_\Gamma\text{-mod}^\phi)$. Finally if there is no such edge $k$, then we found thanks to the proposition above that $\mathcal{L}_{(i,j)}(A_\Gamma\text{-mod}^\phi) = (ij) \mathcal{L}_i \mathcal{L}_j [2](A_\Gamma\text{-mod}^\phi)$.

We can then proceed to the induction step and assume that any left tilt $\mathcal{L}_J(A_\Gamma\text{-mod}^\phi)$ with $|J| \leq k$ is a product of simple left tilts. Consider now $\mathcal{L}_K(A_\Gamma\text{-mod}^\phi)$ where $K \subset [1, n]$ and $|K| = k + 1$. We write $K = \{j_1, \ldots, j_{k+1}\}$.

We start by supposing that there is no vertex adjacent to all $\phi(j) \in K$ so we can assume $\tau(\phi(j_1)) \cap \tau(\phi(j_{k+1})) = \emptyset$. We take $I = \{j_1, \ldots, j_k\}$ and $J = \{j_2, \ldots, j_{k+1}\}$, which according to Proposition 1.31 leads to $\mathcal{L}_J \mathcal{L}_J(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_J \mathcal{L}_I(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_{I \cup J} \mathcal{L}_I \mathcal{L}_J(A_\Gamma\text{-mod}^\phi)$. Hence $\mathcal{L}_K(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_{I \cup J} \mathcal{L}_I \mathcal{L}_J(A_\Gamma\text{-mod}^\phi)$ and we can apply the induction.
Now, suppose there is a vertex $s$ adjacent to all $\phi(j)$ for $j \in K$ and that the ordered vertices of $\phi(K)$ are $\phi(j_1), \ldots, \phi(j_{k+1})$. If $\phi(K) \subseteq \Gamma_E^s$, we can assume there is $l \in \Gamma_E^s - \phi(K)$ with $\phi(j_{k+1}) < l < \phi(j_1)$. That way we can take $I = \{j_1, \ldots, j_k\}$ and $J = \{j_2, \ldots, j_{k+1}\}$, so that $\mathcal{L}_I \mathcal{L}_J(A_\Gamma\text{-mod}^\phi) = \mathcal{L}_K \mathcal{L}_{I \cup J}(A_\Gamma\text{-mod}^\phi)$. On the other hand if $\phi(K) = \Gamma_E^s$, taking the same $I$ and $J$ as above there is thanks to Proposition 1.32, $\sigma \in \mathcal{S}_n$ such that $\mathcal{L}_I \mathcal{L}_J \mathcal{L}_J(A_\Gamma\text{-mod}^\phi) = \sigma \mathcal{L}_K \mathcal{L}_{I \cup J}(A_\Gamma\text{-mod}^\phi)$. This proves the induction step, and hence we can conclude that any left tilt $\mathcal{L}_I(A_\Gamma\text{-mod}^\phi)$ is a product of simple left tilts.

Consider now the labelled Brauer tree algebra $A_3$ with standard labelling $\phi$ of its simples (cf. Example 2). Recall that we have a right action of $G_3 = \text{Free}(\mathcal{P}([1, 3]]) \rtimes \mathcal{S}_3$ on $\text{Tilt}(A_3\text{-mod}^\phi)$. Also, the left action of $\text{TrPic}(A_3)$ on $\text{Tilt}(A_3\text{-mod}^\phi)$ restricts to an action of $\text{Sph}(A_3)$. For $K \in \text{Tilt}(A_3\text{-mod}^\phi)$, we write $\text{Tilt}(A_3\text{-mod}^\phi, K) = \{H \in \text{Tilt}(A_3\text{-mod}^\phi) | H \simeq K\}$. The previous two propositions lead us to:

**Proposition 1.34.** We have $\text{Tilt}(A_3\text{-mod}^\phi, A_3\text{-mod}^\phi).G_3 = \text{Sph}(A_3).\text{Tilt}(A_3\text{-mod}^\phi)$.

**Proof.** We will proceed by induction for both directions. For $F \in \text{Sph}(A_3)$, there is $v \in \mathcal{S}_3$ such that $F = F_v$. Write $v = v'$s with $l(v) = l(v') + l(s)$ and $s$ a simple reflection so that $F_v = F_{v'}F_s$. Now according to Corollary 1.28, the heart $F_v(A_3\text{-mod})$ is a tilted heart at a torsion theory generated by simples, so that $F_v(A_3\text{-mod}) = \mathcal{L}_I(A_3\text{-mod})$ for some $I \subseteq [1, 3]$. Now $F_v(A_3\text{-mod}) = F_{v'}F_s(A_3\text{-mod}) = F_{v'}(\mathcal{L}_I(A_3\text{-mod}))$. But $F_{v'}(\mathcal{L}_I(A_3\text{-mod})) = \mathcal{L}_I'(F_{v'}(A_3\text{-mod}))$. Then by induction on the length of $v$, we have that $F_v(A_3\text{-mod}) = \mathcal{L}_I'(J)(A_3\text{-mod})$ for some $J \subseteq [1, 3]$. That is to say that for every $F \in \text{Sph}(A_3)$, we have $F_v(A_3\text{-mod}) \in \text{Tilt}(A_3\text{-mod}^\phi, A_3\text{-mod}^\phi).G_3$. For the other direction, we proceed by induction on the numbers of tilts. Hence, we first start by showing that any minimal composition of simple left tilts from $A_3\text{-mod}$ to itself does belong to the right hand side term.

First, we notice that tilting at the simple $S_2$ takes us back to a heart which is equivalent to the Brauer tree of the line and the Proposition 1.31 gives us $F_1F_3[I](A_3\text{-mod}^\phi) = \mathcal{L}_2(A_3\text{-mod})^\phi$ which gives $\mathcal{L}_2(A_3\text{-mod}^\phi) \in \text{Sph}(A_3).\text{Tilt}(A_3\text{-mod}^\phi)$.

The permutation (13) leaves the tree $T_3$ invariant (up to isomorphism of tree) so left tilting at the simple $S_1$ or at the simple $S_3$ play symmetric roles and it suffices to consider starting with tilting at $S_1$. So when tilting at $S_1$, $\mathcal{L}_1(A_3\text{-mod}^\phi)$ is equivalent to the Brauer tree algebra of the star but then tilting at any simple will take us back to a heart which is equivalent to the Brauer tree of the line. So in order to conclude, we only have to prove that the following compositions $\mathcal{L}_3 \mathcal{L}_1(A_3\text{-mod}^\phi)$, $\mathcal{L}_2 \mathcal{L}_1(A_3\text{-mod}^\phi)$ and $\mathcal{L}_1 \mathcal{L}_1(A_3\text{-mod}^\phi)$ belong to the right hand side term. Now applying Proposition 1.31 and Proposition 1.32 gives us the following relations

\[
\mathcal{L}_3 \mathcal{L}_1(A_3\text{-mod}^\phi) = F_2^{-1}[1](A_3\text{-mod}^\phi),
\]
\[
\mathcal{L}_2 \mathcal{L}_1(A_3\text{-mod}^\phi) = (12)F_3\mathcal{L}_2^{-1}(A_3\text{-mod}^\phi) = (12)F_1^{-1}[1](A_3\text{-mod}^\phi),
\]
\[
\mathcal{L}_1 \mathcal{L}_1(A_3\text{-mod}^\phi) = (23)F_2F_3F_2(A_3\text{-mod}^\phi)
\]

Hence we have found as claimed that $\mathcal{L}_3 \mathcal{L}_1(A_3\text{-mod}^\phi)$, $\mathcal{L}_2 \mathcal{L}_1(A_3\text{-mod}^\phi)$ and $\mathcal{L}_1 \mathcal{L}_1(A_3\text{-mod}^\phi)$ all belongs to $\text{Sph}(A_3).\text{Tilt}(A_3\text{-mod}^\phi)$.

Now let $W$ be a composition of $n$ simple left tilts such that $W(A_3\text{-mod}^\phi)$ is equivalent to $(A_3\text{-mod}^\phi)$. We have a decomposition $W(A_3\text{-mod}^\phi) = W_1W_2(A_3\text{-mod}^\phi)$ where $W_1(A_3\text{-mod}^\phi)$ is a composition of $k$ simple left tilts with $k < n$ and $W_2(A_3\text{-mod}^\phi)$ is (up to the permutation (13)) either $\mathcal{L}_2(A_3\text{-mod}^\phi)$ or $\mathcal{L}_3 \mathcal{L}_1(A_3\text{-mod}^\phi)$, $\mathcal{L}_2 \mathcal{L}_1(A_3\text{-mod}^\phi)$ or $\mathcal{L}_1 \mathcal{L}_1(A_3\text{-mod}^\phi)$. 
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Then there is $\sigma \in G_3$ such that $W(A_3-\text{mod}^{\phi}) = W_1 F_\sigma (A_3-\text{mod}^{\phi})$. But thanks to Lemma 1.25, we have $W_1 F_\sigma (A_3-\text{mod}^{\phi}) = F_\sigma W_1^0 (A_3-\text{mod}^{\phi})$, where $W_1^0 (A_3-\text{mod}^{\phi})$ is a composition of $k$ simple left tilts. By induction, there is $\tau \in G_3$ such that $W(A_3-\text{mod}^{\phi}) = F_\tau (A_3-\text{mod}^{\phi})$ and this completes our proof. \hfill $\Box$

In other words, the set of hearts equivalents to the standard heart obtained by tilts at the standard heart is equal to the set of hearts obtained from the standard heart upon applying the spherical twists.

1.9. Stability conditions. The space of stability conditions on a triangulated category was introduced by Bridgeland. This set of stability conditions comes equipped with a natural topology and hence yields a new interesting invariant of triangulated categories. Here we follow closely the presentation of the fundamental article [Bri2].

Definition 1.35. A stability function on an abelian category $\mathcal{A}$ is a group homomorphism $Z : K(\mathcal{A}) \to \mathbb{C}$ such that for $0 \neq E$, $Z(E) \in \mathbb{H} = \{ r \exp(i\pi \varphi) \mid r \in \mathbb{R}_{>0}, \ 0 < \varphi \leq 1 \}$.

Definition 1.36. A stability condition $(Z, \mathcal{P})$ on a triangulated category $\mathcal{C}$ is the data of a group homomorphism $Z : K(\mathcal{C}) \to \mathbb{C}$ called the central charge, and full additive subcategories $\mathcal{P}(\phi) \subset \mathcal{C}$ for each $\phi \in \mathbb{R}$, satisfying the following axioms:

1. If $c \in \mathcal{P}(\phi)$ then $Z(c) = m(c) \exp(i\pi \phi)$ where $m(c) \in \mathbb{R}_{>0}$.
2. $\mathcal{P}(\phi + 1) = \mathcal{P}(\phi)[1]$ for all $\phi \in \mathbb{R}$.
3. If $c \in \mathcal{P}(\phi)$ and $c' \in \mathcal{P}(\phi')$ with $\phi > \phi'$, then $\text{Hom}(c, c') = 0$.
4. For each object $0 \neq c \in \mathcal{C}$ there is a finite collection of triangles

$$
0 = c_0 \rightarrow c_1 \rightarrow \cdots \rightarrow c_{n-1} \rightarrow c_n = c
$$

with $b_i \in \mathcal{P}(\phi_i)$ where $\phi^+(c) := \phi_1 > \ldots > \phi_n =: \phi^-(c)$.

The collection of the $(\mathcal{P}(\phi))_{\phi \in \mathbb{R}}$ as in the above definition is called a slicing. Also the property (4) is referred as the Harder-Narasimhan property. Note that if such a filtration exists, it is then unique (cf. [Bri2, Definition 2.3]). The set of stability conditions on $\mathcal{C}$ is denoted by $\text{Stab}(\mathcal{C})$. For $I \subset \mathbb{R}$, define $\mathcal{P}(I)$ to be the extension-closed subcategory of $\mathcal{C}$ generated by the subcategories $\mathcal{P}(\phi)$ for $\phi \in I$. For instance, the objects of $\mathcal{P}((a, b))$ are $0 \neq c \in \mathcal{C}$ which satisfy $a < \phi^-(c) \leq \phi^+(c) < b$ and the zero object of $\mathcal{C}$.

Moreover, a slicing $\mathcal{P}$ of a triangulated category $\mathcal{C}$ defines $t$-structures define for every $\phi \in \mathbb{R}$ as $(\mathcal{P}(>, \phi), \mathcal{P}(\geq \phi))$ whose corresponding heart is the subcategory $\mathcal{P}((\phi, \phi + 1))$. We will follow Bridgeland’s convention by defining the heart of the slicing $\mathcal{P}$ as $\mathcal{P}((0, 1))$.

Should the reader feel overwhelmed by the above definition, the following proposition establishes the relation between $t$-structures and stability conditions. That way, we hope this will set the mind of the anxious reader at rest.

Proposition 1.37. To give a stability condition on a triangulated category $\mathcal{C}$ is equivalent to giving a bounded $t$-structure and a stability function on its heart with the Harder-Narasimhan property.
For $\mathcal{A}$ a noetherian and artinian abelian category, a stability function on $\mathcal{A}$ always satisfies the Harder-Narasimhan property (cf. [Bri2, Proposition 2.4]). In his original paper, Bridgeland endows $\text{Stab}^{\text{fin}}(\mathcal{C})$, the set of locally-finite stability conditions with a natural topology. We here need not to worry about this technical local-finiteness conditions, as it is always satisfied for the derived category of a finite-dimensional algebra, which is our only concern here. We now state the main result of [Bri2].

**Theorem 1.38.** For each connected component $\Sigma \subset \text{Stab}(\mathcal{C})$ there are a linear subspace $V(\Sigma) \subset \text{Hom}_{\mathbb{Z}}(K(\mathcal{C}), \mathbb{C})$, with a well-defined linear topology such that $Z : \Sigma \to V(\Sigma)$ which map a stability condition $(Z, \mathcal{P})$ to its the central charge $Z$ is a local homeomorphism.

There are two groups naturally acting on $\text{Stab}(\mathcal{C})$: the group of automorphisms $\text{Aut}(\mathcal{C})$ and $\mathbb{C}$. The group of automorphisms $\text{Aut}(\mathcal{C})$ acts continuously on the space $\text{Stab}(\mathcal{C})$ with $\Phi \in \text{Aut}(\mathcal{C})$ acting by $(Z, \mathcal{P}) \mapsto (Z \circ \Phi^{-1}, \Phi(\mathcal{P}))$. Also there is a $\mathbb{C}$-action on $\text{Stab}(\mathcal{C})$: for $\lambda \in \mathbb{C}$ we have $\lambda.(Z, \mathcal{P}(\phi)) = (e^{i\lambda\pi}Z, \mathcal{P}(\phi + \text{Re}(\lambda)))$.

1.10. **Tiling $\text{Stab}(\mathcal{C})$ by tilting.** There is an obvious partition of the space of stability conditions into $(U(\mathcal{A}))_{\mathcal{A}}$, where $U(\mathcal{A})$ is the subset of stability conditions with fixed heart $\mathcal{A}$. Also if $\mathcal{A}$ is a finite length category and $n$ simple objects, then the subspace $U(\mathcal{A})$ is homeomorphic to $\mathbb{H}^{n}$ where $\mathbb{H} = \{ r \exp(i\pi \varphi) | r \in \mathbb{R}_{>0}, 0 < \varphi \leq 1 \}$. Indeed, the Harder-Narasimhan property is satisfied for any stability condition in $U(\mathcal{A})$. If we now fix a labelling $[1, n] \rightarrow \text{Irr}(\mathcal{A})$ the symmetric group $\mathfrak{S}_{n}$ acts on $U(\mathcal{A})$, for $\sigma \in \mathfrak{S}_{n}$ $(Z, \mathcal{P}) \mapsto (Z \circ \sigma^{-1}, \mathcal{P})$.

The strategy initiated by Bridgeland is to think of $U(\mathcal{A})$ for such hearts $\mathcal{A}$ as tiles covering part of the space of stability conditions.

We fix a heart $\mathcal{A}$ in $\mathcal{C}$ of finite length with finitely many simple objects.

**Proposition 1.39.** [Bri1, Lemma 5.5] Let $\mathcal{A}$ and $\mathcal{B}$ be two hearts of bounded t-structures of $\mathcal{C}$, and let $s$ be a simple object in $\mathcal{A}$. Let $S$ be the (real) codimension one subspace of $\text{Stab}(\mathcal{C})$ consisting of stability conditions for which the simple $s$ has phase 1 and all other simples have phases in $(0, 1)$. Then $U(\mathcal{A}) \cap \overline{U(\mathcal{B})} = S$ if and only if $\mathcal{B} = \mathcal{L}_{s}^{\mathcal{A}}$.

We say that such a subset $S$ is a codimension one wall of $U(\mathcal{A})$. We can extend this definition as follows. A $k$-codimensional wall of $U(\mathcal{A})$ is a $k$-codimensional subspace $S$ of $\text{Stab}(\mathcal{C})$ such that there exist an heart $\mathcal{B}$ with $U(\mathcal{A}) \cap \overline{U(\mathcal{B})} = S$. For instance, if $s_{1}, \ldots, s_{k}$ are simple objects in $\mathcal{A}$ and $S_{(1,\ldots,k)}$ is the subset for which the simples $s_{1}, \ldots, s_{k}$ all have phase 1 and all other simples have phases in $(0, 1)$. Then $U(\mathcal{A}) \cap \overline{U(\mathcal{L}_{s_{1},\ldots,s_{k}}^{\mathcal{A}})} = S_{(1,\ldots,k)}$.

**Assumption 1.40.** The hearts $\mathcal{A}$ and $\{ \mathcal{A}_{i} | i \in I \}$ the set of all hearts obtained from it by a finite sequence of simple tilts have finite length and only finitely many indecomposables.

We say that such a subset $S$ is a codimension one wall of $U(\mathcal{A})$. We can extend this definition as follows. A $k$-codimensional wall of $U(\mathcal{A})$ is a $k$-codimensional subspace $S$ of $\text{Stab}(\mathcal{C})$ such that there exist an heart $\mathcal{B}$ with $U(\mathcal{A}) \cap \overline{U(\mathcal{B})} = S$. For instance, if $s_{1}, \ldots, s_{k}$ are simple objects in $\mathcal{A}$ and $S_{(1,\ldots,k)}$ is the subset for which the simples $s_{1}, \ldots, s_{k}$ all have phase 1 and all other simples have phases in $(0, 1)$. Then $U(\mathcal{A}) \cap \overline{U(\mathcal{L}_{s_{1},\ldots,s_{k}}^{\mathcal{A}})} = S_{(1,\ldots,k)}$.

**Assumption 1.40.** The hearts $\mathcal{A}$ and $\{ \mathcal{A}_{i} | i \in I \}$ the set of all hearts obtained from it by a finite sequence of simple tilts have finite length and only finitely many indecomposables.

**Remark 1.41.** Consider $K_{2}$, the Kronecker quiver with two vertices and two arrows in the same direction, and $kK_{2}$ the associated path algebra over a field $k$. According to Beilinson’s theorem, there is a derived equivalence $\mathcal{D}^{b}(kK_{2}) \sim \mathcal{D}^{b}(\text{Coh}(\mathbb{P}^{1}))$. So although $kK_{2}$ is a finite
length heart in $D^b(kK_2)$, the heart $\text{Coh}(\mathbb{P}^1)$ is not of finite length. This is an example of a situation where the assumption above is not satisfied.

Under this assumption, Woolf gave a description of the connected component of $\mathcal{A}$ in $\mathcal{C}$ in [Wo]. Namely, we have the following result:

**Theorem 1.42.** [Wo,Theorem 2.18] Under the assumption above, the union $\coprod_{i \in I} U(\mathcal{A}_i)$ is a connected component of the space of stability conditions.

Thankfully the assumption 1.40 will be automatically satisfied for the derived category of the Brauer tree algebra $A_n$. From now on, we will denote by $\text{Stab}^0(A)$, the connected component of the canonical heart $\mathcal{A}$. This yields a nice description of all hearts in $\text{Stab}^0(A_n)$.

**Proposition 1.43.** We have the decomposition $\text{Stab}^0(A_n) = \coprod_{i \in I} U(\mathcal{A}_i)$ where each $\mathcal{A}_i$ is equivalent to $A_\Gamma\text{-mod}$ for $\Gamma$ a Brauer tree with same numerical invariant than $T_n$.

**Proof.** Indeed, the assumption 1.40 is satisfied as Brauer tree algebras are of finite representation type, i.e. they have only finitely many indecomposable representations up to isomorphism. Each $\mathcal{A}_i$ is obtained from the canonical heart $\mathcal{A}$ by a finite sequence of simple tilts and we have seen that any simple tilt at $\mathcal{A}$ is derived equivalent to $\mathcal{A}$ through an elementary perverse equivalence. Hence each $\mathcal{A}_i$ is derived equivalent to $\mathcal{A}$ and moreover there exists a Brauer tree $\Gamma$ with same numerical invariants such that $\mathcal{A}_i \sim A_\Gamma\text{-mod}$. Moreover the Harder-Narasimhan property is satisfied for any stability conditions in $\text{Stab}^0(A_n)$ as any heart is a module category over a finite-dimensional algebra, and so they are in particular finite length categories. \hfill $\Box$

2. Towards a description of $\text{Stab}^0(A_n)$

2.1. The original hope. Works of Thomas ([Tho]), Bridgeland ([Bri3]) and Brav-Thomas([BraTho]) give a full description of a connected component of the space of stability conditions of a Kleinian singularity in many cases. Indeed, they show it is the universal cover of some nice space. More precisely, Thomas studied stability conditions of $D_n$, the perfect derived category of dg-$A_n$ and showed the following:

**Theorem 2.1.** There is a connected component of the space of stability conditions $\text{Stab}(D_n)$ which is the universal cover of the configuration space $C_{n+1}$. Moreover, the deck transformations are given by the braid group action of Theorem 1.9.

With all that being said, one might hope to obtain similar result for the space of stability conditions of the (classical) derived category of dg-$A_n$-mod.

For $\mathcal{C}$ a triangulated category, we denote by $P := \ker(\text{Aut}(\mathcal{C}) \to \text{Aut}(K_0(\mathcal{C})))$.

**Hope 2.2.** The Bridgeland homeomorphism $\text{Stab}(\mathcal{C}) \longrightarrow \text{Im}(\mathcal{Z})$ is a universal cover and we have $\pi_1(\text{Im}(\mathcal{Z})) = P$.

With that hope in mind, we establish a strategy in order to try to obtain such a result. Firstly, we will study the braid group action on the space of stability conditions, then we will compute the fundamental group of $\text{Stab}^0(A_3)$, and last but not least we will find a way to determine the image of $\mathcal{Z}$ in the case $n = 3$. 
2.2. **Braid group action on** $\text{Stab}^0(\mathbb{A}_n)$. Recall that the subgroup of $\text{Aut}(\mathcal{D}^b(\mathbb{A}_n))$ generated by $F_1, \ldots, F_n$ gives an action of $\text{Br}_{n+1}$ on $\text{Stab}(\mathbb{A}_n)$. This yields at the level of Grothendieck group an action of the symmetric group $\mathfrak{S}_{n+1}$ on $K_0(\mathbb{A}_n)^* \otimes \mathbb{Z} \otimes \mathbb{C}$ through the Bridgeland local homeomorphism. It is natural to wonder how nice this action is. Firstly, we shall make explicit the action of this braid group on the connected component $\text{Stab}^0(\mathbb{A}_n)$. We will then discuss its faithfulness before investigating the transitivity of the action.

**Proposition 2.3.** The Artin braid group $\text{Br}_{n+1}$ acts faithfully on $\{ U(\mathcal{H}), \mathcal{H} \in \text{Tilt}(\mathbb{A}_n\text{-mod}) \}$.

**Proof.** We make the braid group $\text{Br}_{n+1}$ act on $\text{Stab}^0(\mathbb{A}_n)$ through the assignment $s_i \mapsto F_i$. First of all, it is clear that there is an action on each tile $U(\mathcal{H})$ for $\mathcal{H} \in \text{Tilt}(\mathbb{A}_n)$. Now, according to Proposition 1.14 we have that $F_i[1](\mathbb{A}_n)$ is the tilted heart at the torsion theory defined by $T_i = [1, n] - \{i\}$. We can then apply Lemma 1.24 to decompose this torsion theory as a composition of simple left tilts so that $U(F_i[1](\mathbb{A}_n)) \in \text{Stab}^0(\mathbb{A}_n)$. But now the connected component $\text{Stab}^0(\mathbb{A}_n)$ is invariant under shift. Indeed, we have a continuous action of $\mathbb{R}$ on $\text{Tilt}(\mathbb{A}_n)$ that restricts to $\text{Stab}^0(\mathbb{A}_n)$ and the action of $1 \in \mathbb{R}$ coincides with the shift automorphism. Now any other heart $\mathcal{H}$ in $\text{Stab}^0(\mathbb{A}_n)$ is obtained as a composition of simple tilts of $\mathbb{A}_n\text{-mod}$, that is $\mathcal{H} = \mathcal{L}^\pm_{S_k} \mathcal{L}^\pm_{S_{k-1}} \cdots \mathcal{L}^\pm_{S_1}(\mathbb{A}_n\text{-mod})$ where $S_i$ is a simple object in $\mathbb{A}_n\text{-mod}$ and $S_i$ is a simple object in $\mathcal{L}^\pm_{S_{k-i}} \cdots \mathcal{L}^\pm_{S_1}(\mathbb{A}_n\text{-mod})$ for every $i \in [2, k]$. Then for $\sigma \in \mathfrak{S}_{n+1}$, we have $F_{\sigma}(\mathcal{H}) = F_{\sigma} \mathcal{L}^\pm_{S_k} \mathcal{L}^\pm_{S_{k-1}} \cdots \mathcal{L}^\pm_{S_1}(\mathbb{A}_n\text{-mod}) = \mathcal{L}^\pm_{F_{\sigma}(S_k)} \mathcal{L}^\pm_{F_{\sigma}(S_{k-1})} \cdots \mathcal{L}^\pm_{F_{\sigma}(S_1)}(\mathcal{F}_{\sigma}(\mathbb{A}_n\text{-mod}))$. Hence, we have a braid group action on $\text{Stab}^0(\mathbb{A}_n)$.

As for the faithfulness, this turns out to be only a restatement of the (proof of) Proposition 1.1. Indeed, any heart $\mathcal{H}$ in $\text{Stab}^0(\mathbb{A}_n)$ can be reached by a sequence of left tilts, and each of these are realisable as a standard equivalence. Moreover, Proposition 1.43 gives us that $\mathcal{H} = B\text{-mod}$ for $B$ a Brauer tree algebra and consequently we have that $\text{TrPic}(\mathbb{A}_n) \simeq \text{TrPic}(B)$. Now the natural map $\text{Out}(B) \to \text{StPic}(B)$ is injective. This is true since if $\varphi$ is a non-inner automorphism of $B$, then the twisted bimodule $B_\varphi$ is non isomorphic to $B$ in the stable category of bimodules. On the other hand, the image of $\text{Sph}(\mathbb{A}_n)$ in $\text{StPic}(\mathbb{A}_n)$ is trivial since each generator induces the identity automorphism on $\mathbb{A}_n\text{-stmod}$. In the end, we see that $\text{Sph}(\mathbb{A}_n) \cap \text{Out}(B) = 1$. In other words, the heart $\mathcal{H}$ has trivial stabiliser under the action of $\text{Sph}(\mathbb{A}_n)$ on the set of hearts. But now by faithfulness of the action of $\text{Sph}(\mathbb{A}_n)$ on $\mathcal{D}^b(\mathbb{A}_n)$ (cf. Theorem 1.3), if there is $\sigma \in \mathfrak{S}_{n+1}$ such that $F_{\sigma}(\mathcal{H}) = \mathcal{H}$ then $F_{\sigma} = \text{Id}$ and hence $\sigma = 1$. \hfill \Box

Note that we could also write the tiling given in Proposition 1.43 as indexed over the isoclasses of planar trees $\Gamma$ with $n$ edges. Indeed, let us denote $V_\Gamma = \{ U(\mathcal{H}), \mathcal{H} \in \text{Tilt}(\mathbb{A}_n\text{-mod}, \mathbb{A}_n\text{-mod}) \}$ so that we have the decomposition $\text{Stab}^0(\mathbb{A}_n) = \bigcup_{\text{isoclasses of trees } \Gamma} V_\Gamma$. If we denote by $\tau$ the functor induced by the diagram automorphism of $\mathbb{A}_n\text{-mod}$ of order two, we have from Theorem 1.1 that $F_{\tau^0}[-n] = \tau$ and so to express the $V_\Gamma$‘s as $G$-torsor for some group $G$ we need to take $G$ a subgroup of $\langle \text{Br}_{n+1}, [1] \rangle$ not containing $\tau$. If $n$ is odd we can take $G = \langle \text{Br}_{n+1}, [2] \rangle$ for then $[1] \not\in G$, $\tau \not\in G$ but $\tau[1] \in G$.

**Proposition 2.4.** For $n$ odd, the group $\langle \text{Br}_{n+1}, [2] \rangle$ acts faithfully on $\{ U(\mathcal{H}), \mathcal{H} \in \text{Tilt}(\mathbb{A}_n\text{-mod}) \}$.

**Proof.** This is again a consequence of [RouZi, Proposition 4.4] from which we have that the image of $\langle \text{Br}_{n+1}, [2] \rangle$ in $\text{Out}(\mathbb{A}_n)$ is also trivial and we can adapt the proof of the previous proposition. \hfill \Box
Example 4. Let us rewind a little and consider \(A_2\) the Brauer tree algebra with only two simples, so that up to isomorphism there is only one tree. Actually, we have \(F_1 = L_2\) and \(F_2 = L_1\). Moreover, a result of ([RouZi], Theorem 4.13) fully describes the derived Picard group of \(A_2\). We define \(\tilde{\text{Br}}_3\) a central extension of \(\text{Br}_3\) by \(\mathbb{Z}\) as \(\tilde{\text{Br}}_3 := \langle s_1, s_2, w | (s_1 s_2 s_1)^2 = w^2, s_1 s_2 s_1 = s_2 s_1 s_2, w s_1 = s_1 w, w s_2 = s_2 w \rangle\). We have the following isomorphism:

\[
\begin{align*}
\text{TrPic}(A_2)/\text{Out}^0(A_2) &\cong \tilde{\text{Br}}_3 \\
F_i &\mapsto s_i \\
[1] &\mapsto w.
\end{align*}
\]

Next, we determine what happens for our main case of interest, the Brauer tree algebra \(A_3\).

Proposition 2.5. The extended braid group \(\langle \text{Br}_4, [1] \rangle\) acts transitively on the sets \(\{U(H), H \in \text{Tilt}(A_3\text{-mod})\}\) such that \(H \cong A_3\text{-mod}\) and \(\{U(H), H \in \text{Tilt}(A_3\text{-mod})\}\) such that \(H \cong A_{\text{Stab}_3}\text{-mod}\) where \(\text{Stab}_3 = L_1(A_3\text{-mod})\).

Proof. Thanks to Proposition 1.34, the first assertion comes for free. As for the second assertion, we use Lemma 1.25 as follows. Let \(K\) be a heart such that \(K \cong \text{Stab}_3\), so that there is a heart \(H \cong A_3\) and a simple object \(T\) of \(H\) such that \(\mathcal{L}_T H = K\). There now exists \(g \in <\text{Br}_4, [1]>\) such that \(F_g(A_3\text{-mod}) = H\) and according to Lemma 1.25, we have \(F_g(\mathcal{L}_s^{-1}(T)A_3\text{-mod}) = \mathcal{L}_T F_g(A_3\text{-mod})\), hence we deduce that \(K = F_g(\mathcal{L}_s^{-1}(T)A_3\text{-mod})\).

We cannot have \(F_g^{-1}(T) = S_2\) as \(\mathcal{L}_s^{-1}(A_3\text{-mod}) \cong A_3\text{-mod}\) and then \(K \cong F_g(A_3\text{-mod})\) which is clearly a contradiction. Consequently we either have that \(F_g^{-1}(T) = S_1\) or \(S_3\). Assume first that \(F_g^{-1}(T) = S_1\), then we obtain \(K = F_g(\mathcal{L}_1 A_3\text{-mod}) = F_g(A_{\text{Stab}_3}\text{-mod})\). We are now left with the last case where \(F_g^{-1}(T) = S_3\). Consider the heart \(H' = R_{\mathcal{L}_3} A_3\text{-mod}\), then \(H' \cong A_3\text{-mod}\) and so \(\mathcal{L}_3(A_3\text{-mod}) = \mathcal{L}_1 H'\). Hence there exists \(h \in <\text{Br}_4, [1]>\), such that \(F_h(A_3\text{-mod}) = H'\). This leads to \(\mathcal{L}_3(A_3\text{-mod}) = F_h(\mathcal{L}_h^{-1}(S_1)A_3\text{-mod})\). Now we cannot have \(F_h^{-1}(S_1) = S_2\) for the same reason as above. If \(F_h^{-1}(S_1) = S_3\), this implies that \(\mathcal{L}_3(A_3\text{-mod}) = F_h(\mathcal{L}_h^{-1}(A_3\text{-mod})\) and by faithfulness of the action this gives \(h = 1\), so we found that \(\mathcal{L}_3(A_3\text{-mod}) = \mathcal{L}_1(A_3\text{-mod})\) which is a contradiction. In the end, we found that \(F_h^{-1}(S_1) = S_1\) and \(K = F_g(\mathcal{L}_1(A_3\text{-mod})) = F_g(A_{\text{Stab}_3}\text{-mod})\).

However in light of Theorem 1.2, we need to be careful as to not loose the faithfulness of our action and hence we will consider in what follows particular subgroups of \(\langle \text{Br}_{n+1}, \mathbb{Z} \rangle\).

2.3. An interesting short exact sequence. We start by recalling a classical result in algebraic topology (cf. [Ha, Proposition 1.40]) which will be our tool to obtain an exact sequence relating the fundamental group of \(\text{Stab}_0(A_n)\) and the braid group \(\text{Br}_{n+1}\).

Definition 2.6. A group \(G\) acts properly discontinuously on a space \(X\) if each \(x \in X\) has a neighborhood \(U_x\) such that all the \(gU_x\) for \(g \in G\) are disjoint, i.e. \(gU_x \cap hU_x \neq \emptyset\) implies \(g = h\).

Proposition 2.7. Let \(G\) be a group acting properly discontinuously on a topological space \(X\), then
• The quotient map \( p : X \rightarrow X/G \) is a covering map.
• If \( X \) is path-connected, \( G \) is the group of deck transformation of this covering.
• If moreover \( X \) is path-connected and locally path-connected, then the following short sequence is exact:

\[
1 \longrightarrow \pi_1(X) \xrightarrow{p^*} \pi_1(X/G) \longrightarrow G \longrightarrow 1.
\]

We now wish to obtain this short exact sequence for \( X = \text{Stab}^0(A_n) \) and a well chosen group \( G \). In fact, we will show that the Artin braid group \( \text{Br}_{n+1} \) acts properly discontinuously on \( \text{Stab}^0(A_n) \). First of all, we will need the following lemma and the desired short exact sequence will then follow from the next proposition.

**Lemma 2.8.** Let \( \sigma \in \partial U(A_n) \), so that there exists \( k \) simples \( S_1, \ldots, S_k \) such that \( \forall i = 1..k \), \( Z(S_i) \in \mathbb{R}_{<0} \) and the central charge of any other simple has positive imaginary part. There is \( V_\sigma \), an open neighborhood of \( \sigma \), such that

\[
V_\sigma \subset U(A_n) \cup \bigcup_{i=1..k} U(L_i A_n) \cup \bigcup_{i,j} U(L_{ij} A_n) \cup \cdots \cup U(L_{1,\ldots,k} A_n).
\]

**Remark 2.9.** In the case where there is only one simple \( S_i \) such that \( Z(S_i) \in \mathbb{R}_{<0} \), this follows from [Bri1, Lemma 5.5].

**Proof.** We take an open neighbourhood of \( \sigma \) small enough so that we have a decomposition \( V_\sigma = V_\sigma(A_n) \cup \bigcup_{i=1..k} V_\sigma(L_i A_n) \cdots \cup V_\sigma(L_{1,\ldots,k} A_n) \) where \( V_\sigma(L_{1} A_n) \) corresponds to the stability conditions in \( V_\sigma \) such that for \( i \in I \) \( \text{Im}(Z(S_i)) < 0 \), and for \( i \notin I \) \( \text{Im}(Z(S_i)) \geq 0 \). We then have for every \( I \subseteq [1, k] \), the inclusion \( V_\sigma(L_{1} A_n) \subset U(L_{1} A_n) \).

**Proposition 2.10.** The Artin braid group \( \text{Br}_{n+1} \) acts properly discontinuously on \( \text{Stab}^0(A_n) \). Moreover for \( n \) odd, the extended braid group \( \langle \text{Br}_{n+1}, [2] \rangle \) acts properly discontinuously on \( \text{Stab}^0(A_n) \).

**Proof.** We will directly the second part of the statement as the first part is an immediate consequence of the second stronger one. Clearly, we have that \( U(\mathcal{H}) \cap U(\mathcal{H}') = \emptyset \) for two different hearts \( \mathcal{H} \) and \( \mathcal{H}' \). Moreover for our case of interest, we can translate Rouquier-Zimmerman’s Proposition 1.1 into \( g.U(\mathcal{H}) \cap U(\mathcal{H}') = \emptyset, \forall g \in \langle \text{Br}_{n+1}, [2] \rangle \) and for any heart \( \mathcal{H} \in \text{Stab}^0(A_n) \). This tells us that \( \langle \text{Br}_{n+1}, [2] \rangle \) acts faithfully on the set of tiles \( \{ U(\mathcal{H}) \}_{\mathcal{H}} \) (cf. Proposition 2.4), i.e., we have the properness of the action. If this can be considered as a global phenomenon on the tiles \( U(\mathcal{H}) \), we need here a local version of this property.

Let \( x \in \text{Stab}^0(A_n) \) with heart \( \mathcal{H} \). Consider \( P_x \) the set of phases of stables objects of \( \mathcal{H} \). As \( \mathcal{H} \) has finite representation type, then \( P_x \) has well defined minimum and maximum. We then denote by \( m_x \) (resp. \( M_x \)) the minimum (resp. the maximum) of phases of stables objects of \( \mathcal{H} \) and we have \( 0 < m_x \leq M_x \leq 1 \).

Now \( x \in U(\mathcal{H}) \) if and only if \( M_x < 1 \). In this case we can find an open neighbourhood \( V_x \subset U(\mathcal{H}) \), and we can use the global property above to conclude that for any \( g \in \langle \text{Br}_{n+1}, [2] \rangle \), \( F_g(V_x) \) and \( V_x \) are contained in tiles with different hearts.

We are left to consider the case where \( M_x = 1 \), i.e., \( x \) lies in the boundary of the tile \( U(\mathcal{H}) \). By rotating this stability condition by \( \frac{-m_x}{2} \), we get a new stability condition \( x' \) with same heart \( \mathcal{H} \) such that \( m_{x'} = \frac{m_x}{2} \) and \( M_{x'} = M_x - \frac{m_x}{2} < 1 \), so \( x' \in U(\mathcal{H}) \). Finally, remember that we
have noticed earlier that the action of phase shifting commutes with the action coming from automorphisms of the triangulated category. Hence we have that the properly discontinuity property translates from \( x' \) to \( x \). 

We have now came to a stage of our work where we have to restrict ourselves to the case of \( A_3 \), the Brauer tree algebra of the line with three edges and no exceptional vertex. Remember that we have labeled the simples \( A_3 \)-modules as follows

\[
\bullet \quad s_1 \quad \bullet \quad s_2 \quad \bullet \quad s_3 \quad \bullet
\]

Let \( \widetilde{Br}_4 \) be the braid group of type \( A_3 \) and let \( \widetilde{Br}_4 \) be its central extension defined as \( \widetilde{Br}_4 = \langle \text{Br}_4, z \mid zs_1^{-1}z = s_3, zs_2^{-1}z = s_2, zs_3^{-1}z = s_1, z^3 = s_1s_2s_3s_1s_2s_1 \rangle \). Then \( \text{Br}_4 \) acts on \( D^b(A_3) \), where \( s_i \) acts as \( F_i \) and \( z \) acts as \( [1] \circ \tau \) where \( \tau \) is the automorphism of \( D^b(A_3) \) induced by the diagram automorphism of \( A_3 \)-mod: \( \tau(s_1) = s_3, \tau(s_2) = s_2, \tau(s_3) = s_1 \).

**Corollary 2.11.** The group \( \widetilde{Br}_4 \) acts properly discontinuously on \( \text{Stab}^0(A_3) \).

Hence according to Proposition 2.7, we have the following result.

**Proposition 2.12.** We have the desired short exact sequence

\[
1 \longrightarrow \pi_1(\text{Stab}^0(A_3)) \overset{p^*}{\longrightarrow} \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \longrightarrow \widetilde{Br}_4 \longrightarrow 1.
\]

2.4. **Fundamental group of \( \text{Stab}^0(A_3) \).** We should see that \( \text{Stab}^0(A_3) \) is simply connected as expected but to our biggest surprise the Bridgeland local homomorphism is not a covering map! Last but not least, we shall explain why the next case to study, the Brauer algebra \( A_4 \), behave even worse.

To show simply connectedness, we will exhibit a surjective section \( \lambda : \widetilde{Br}_4 \longrightarrow \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \).

Firstly, we fix a basepoint \( x \in \text{Stab}^0(A_3) \) with heart \( A_3 \)-mod. Let \( \tilde{\alpha}_1 \) be a path in \( \text{Stab}^0(A_3) \) starting at \( x \), crossing a wall of codimension 1 via left tilt at \( S_1 \), crossing another wall via left tilt at \( S'_2 = \left( \frac{S_1}{S_3} \right) \) (the new simple in the new heart) and ending at the point \( \phi_1^{-1}(x) \).

Such a path is well-defined up to homotopy, and we are using the fact that (12) \( L_2L_1(A_3\text{-mod}) = \phi_1^{-1}(A_3\text{-mod}) \) (cf. Proposition 1.31 and Proposition 1.32). The path \( \tilde{\alpha}_1 \) descends to a loop in \( \text{Stab}^0(A_3)/\widetilde{Br}_4 \) defining an element \( \alpha_1 \in \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \).

A path \( \tilde{\alpha}_3 \) is defined exactly in the same way, replacing all the one’s by three’s, it starts at \( x \) and ends at \( \phi_2^{-1}(x) \). This gives a loop \( \alpha_3 \in \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \).

Next, define a path \( \tilde{\alpha}_2' \) in \( \text{Stab}^0(A_3) \) starting at \( x \), crossing a codimension-one wall by right tilt at \( S_2 \) and ending at \( \phi_2^{-1}[1] \tau(x) \). Indeed, we have that \( R_2(A_3\text{-mod}) = L_{1,3}^{-1}(A_3\text{-mod}) \) and the left tilt \( L_{1,3}(A_3\text{-mod}) \) is precisely realised by \( \phi_2 \) as \( L_{1,3}(A_3\text{-mod}) = \phi_2(A_3\text{-mod})[-1] \). This induces an element \( \alpha_2' \in \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \).

Finally, let \( \xi \) be the path in \( \text{Stab}^0(A_3) \) starting at \( x \) and ending at \([-1] \tau(x) \) defined by first proceed from \( x \) to \([-1]x \) by shift of slope, followed by a path from \([-1]x \) to \([-1] \tau(x) \) lying in the tile \( U(A_3\text{-mod)[-1]} \). The well-defined image in \( \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \) is denoted by \( \xi \). We can then define the map \( \lambda \) as follows.

**Proposition 2.13.** The map \( \lambda : \widetilde{Br}_4 \longrightarrow \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4) \) defined by \( \sigma_1 \mapsto \alpha_1, \sigma_2 \mapsto \alpha_2 := \alpha_2' \xi, \sigma_3 \mapsto \alpha_3 \) and \( z \mapsto \xi \), is well defined.
Firstly, we will need a result relating contractible loops in $\text{Stab}^0(A_3)$ with relations amongst left tilts of $A_3$-mod. This will be our key tool in studying the fundamental group of the space of stability conditions.

Lemma 2.14. (1) Let $\beta$ be the path in $\text{Stab}^0(A_3)$ starting at $x$, crossing the codimension-one wall via left tilt at $S_1$, crossing another wall via left tilt at $S_1'$ and finally crossing another wall via left tilt at $S_1'' = S_2$, and ends at $y$. Let $\beta'$ be the path in $\text{Stab}^0(A_3)$ starting at $x$, crossing the codimension-two wall by left tilt at the torsion theory generated by $S_1$ and $S_2$. Then $\beta$ and $\beta'$ end in the same tile and we take the target of $\beta'$ to be $y$. Moreover we have an homotopy of paths $\beta \sim \beta'$.

(2) Let $\beta$ be the path in $\text{Stab}^0(A_3)$ starting at $x$, that first crosses the codimension-one wall via left tilt at $S_1$, and then an another wall via left tilt at $S_3$ and ends at $y$. Let $\beta'$ be the path in $\text{Stab}^0(A_3)$ starting at $x$, crossing the codimension-two wall by left tilt at the torsion theory generated by $S_1$ and $S_3$. Then $\beta$ and $\beta'$ end in the same tile and we take the target of $\beta'$ to be $y$. Moreover we have an homotopy of paths $\beta \sim \beta'$.

Proof. The $\mathbb{R}$-action on $\text{Stab}^0(A_n)$ being continuous, we have for every $x \in \text{Stab}^0(A_n)$ and $\varepsilon \in \mathbb{R}$ a path

$$\theta_{x,\varepsilon} : [0, 1] \to \text{Stab}^0(A_n)$$

$$t \mapsto (t\varepsilon).x.$$

Note that for instance if $\varepsilon = 1$, this is a path from $x$ to $x[1]$. We can think of the path $\theta_{x,\varepsilon}$ as rotating our stability condition $x$ by $\varepsilon \pi$. Now given any path $\gamma$ in $\text{Stab}^0(A)$ starting at a stability condition $x$ with heart $A_n$-mod and ending at a stability condition $y$. The following bounds a square

$$x \xleftarrow{\theta_{x,\varepsilon}} \varepsilon.x \xleftarrow{\varepsilon.\gamma} \gamma \xleftarrow{\theta_{y,\varepsilon}} \varepsilon.y$$

through the homotopy

$$H : [0, 1] \times [0, 1] \to \text{Stab}^0(A_n)$$

$$(s, t) \mapsto t.\varepsilon(\gamma(s)).$$

with $H(s, 0) = \gamma(s)$, $H(s, 1) = \varepsilon.\gamma(s)$ and $H(0, t) = (t\varepsilon).x$, $H(1, t) = (t\varepsilon).y$.

Now this allows us to change our paradigm as we can now think of crossing walls as rotations: either we make the central charges of some simples in a stability condition cross the real axis or equivalently, we rotate the stability condition so that those simples crosses the real axis. However, as soon as a simple cross the real axis, which corresponds to tilting at that simple, we then land in the corresponding tilted heart with new simples.

We now apply this for the case of the Brauer tree algebra $A_3$.

Let $x \in \text{Stab}^0(A_3)$ with standard heart such that $Z_x(S_1) = Z_x(S_2)$ and $\varphi_x(S_3) > \varphi_x(S_1)$ and $y \in \text{Stab}^0(A_3)$ lying in the same tile such that $\varphi_y(S_1) < \varphi_y(S_2) < \varphi_y(S_3)$. As $x$ and $y$ belong to the same tile, there exists a path $\gamma$ joining $x$ to $y$. We can rotate $x$ and $y$ by some $\varepsilon$ so that we make $S_1$ and $S_2$ cross the real axis in both situation.

The path $\theta_{x,\varepsilon}$ corresponds to crossing one wall of codimension two corresponding to $\{S_1, S_2\}$. The path $\theta_{y,\varepsilon}$ corresponds to crossing three walls of codimension one: we first make $S_1$ cross,
then $S'_2 = \left(\begin{smallmatrix} S_1 \\ S_2 \end{smallmatrix}\right)$ and finally $S_2$. Indeed, when $Z_y(S_1)$ just crosses the axis, we land in $U(L_1A)$ and $S'_2$ is then a simple object with $\varphi_y(S_2) < \varphi_y(S'_2)$, so this needs to cross the real axis before $S_2$ does. Now, once $S'_2$ crosses the real axis, $S_2$ becomes a simple object again. Now, we have the equality of tilted hearts $L_{\{S_1,S_2\}}(A_3\text{-mod}) = L_{S_2}L_{S'_2}L_{S_1}(A_3\text{-mod})$, so both $\varepsilon.x$ and $\varepsilon.y$ are in the same tile $U(L_{\{S_1,S_2\}}(A_3\text{-mod}))$. This is giving us the first statement of the lemma as we have that the two paths $\theta_{x,\varepsilon}$ and $\theta_{y,\varepsilon}$ are homotopic. As for the second part, one proceed, of course, similarly and the corresponding algebraic relation is then $L_{S_2}L_{S_1}(A_3\text{-mod}) = L_{S_1,S_2}(A_3\text{-mod})$. □

\textbf{Remark 2.15.} Although we have stated the previous lemma only for the algebra $A_3$, it is straightforward to write an analogous result for any Brauer tree algebra. The disjunction of cases will then correspond to whether two simples share a vertex or not, or equivalently if there is (or not) non-trivial extensions between the simples.

The underlying slogan of the lemma, that rotating stability conditions corresponds to the composition of tilting at the semi-stable objects that cross the real axis, gives the following major consequences. Firstly, the proof of this lemma has very strong algebraic consequences as it will gives us relations between tilted hearts. Indeed, we can give different ways of expressing the shifted heart $(A_3\text{-mod})[1]$ in terms of compositions of left tilts at simples objects. In what follows, we will abbreviate $L_T(A_3)$ for the tilted heart $L_T(A_3\text{-mod})$.

\textbf{Lemma 2.16.} We have the following relations between tilted hearts,

\begin{align*}
(123)L_1L_3L_1L_2L_3(A_3) &= (132)L_3L_1L_2L_3L_2(A_3) = (13)\bar{L}_2L_{\{1,3\}}L_2L_{\{1,3\}}(A_3) = A_3[-1], \\
(132)L_3L_1L_3L_2L_3(A_3) &= (123)L_3L_1L_3L_2L_1(A_3) = L_{\{1,3\}}L_2L_{\{1,3\}}L_2(A_3) = A_3[-1].
\end{align*}

\textbf{Proof.} Let $x \in \text{Stab}^0(A_3)$ with standard heart $A_3$ such that $\phi_x(S_3) > \phi_x\left(\begin{smallmatrix} S_1 \\ S_2 \end{smallmatrix}\right) > \phi_x(S_1) > \phi_x(S_1)$. The semi-stable objects are exactly, ranged by decreasing phase, $S_3, \left(\begin{smallmatrix} S_3 \\ S_2 \end{smallmatrix}\right), S_1, \left(\begin{smallmatrix} S_1 \\ S_2 \end{smallmatrix}\right), S_2$.

We want to rotate the stability conditions so that all simples are in the lower half-plane, that is to say that we will then be in the tile $U(A_3[-1])$. Hence, we need to make all the semi-stable objects cross the real axis. By keeping track of the labelling we have that $(123)L_1L_3L_1L_2L_3(A_3) = A_3[-1]$. Let now $x \in \text{Stab}^0(A_3)$ with standard heart $A_3$ such that $\phi_x(S_2) > \phi_x(S_3) > \phi_x\left(\begin{smallmatrix} S_2 \\ S_1 \end{smallmatrix}\right) > \phi_x(S_1)$. The semi-stable objects are, ranged by decreasing phases, $S_2, \left(\begin{smallmatrix} S_2 \\ S_3 \end{smallmatrix}\right), S_3, \left(\begin{smallmatrix} S_2 \\ S_1 \end{smallmatrix}\right), S_1$.

This gives us the second relation $(132)L_3L_1L_3L_2(A_3) = A_3[-1]$. Consider a stability condition $x \in \text{Stab}^0(A_3)$ with standard heart $A_3$ such that $\phi_x(S_1) = \phi_x(S_3) > \phi_x(S_2)$. So that we have for the semi-stable objects $\phi_x\left(\begin{smallmatrix} S_1 \\ S_3 \end{smallmatrix}\right) > \phi_x\left(\begin{smallmatrix} S_1 \\ S_2 \end{smallmatrix}\right) = \phi_x\left(\begin{smallmatrix} S_3 \\ S_2 \end{smallmatrix}\right)$. We then have $(13)L_2L_{13}L_2L_{13}(A_3) = A_3[-1].$ We proceed similarly for all the other relations. □
We can now come back to our map $\lambda$ and state the following two propositions, whose proofs rely on our two previous results.

**Proposition 2.17.** The map $\lambda : \widetilde{Br}_4 \rightarrow \pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4)$ is a group homomorphism.

**Proof.** We need to check that the relations coming from $\widetilde{Br}_4$ are satisfied in $\pi_1(\text{Stab}^0(A_3)/\widetilde{Br}_4)$. This will boil down to relations amongst the left tilts applied to $A_3$-mod as this translates into contractible loops according to the previous lemma. Indeed, for two loops starting at the same heart, we will have to show that they end in the same heart by only using relations coming from the two results above.

Let us start by checking that we have the homotopy $\alpha_1\alpha_3 \sim \alpha_3\alpha_1$. What we need is then to see that the relation $((23)L_2L_3)((12)L_2L_1)(A_3) = ((12)L_2L_1)((23)L_2L_3)(A_3)$ can be obtained from the relations of Lemma 2.14 and Lemma 2.16.

However we have

$$((23)L_2L_3)((12)L_2L_1)(A_3) = (23)(12)L_3L_2L_1(A_3)$$

$$= (23)(12)L_1(23)L_3L_2L_1(A_3) = (23)(12)(23)L_1L_3L_2L_3L_1(A_3).$$

Similarly for the right hand side,

$$((12)L_2L_1)((23)L_3L_3)(A_3) = (12)(23)(12)L_3L_1L_2L_3L_1(A_3).$$

But $L_1L_3(A_3) = L_3L_1(A_3)$ and hence we have $\alpha_1\alpha_3 \sim \alpha_3\alpha_1$.

We now turn to the braid relation $\alpha_2\alpha_1\alpha_2 \sim \alpha_1\alpha_2\alpha_1$. First off, we need to write $\alpha_2$ in terms of left tilts but for that we can use that $L_2L_{13}L_2L_{13}(A_3) = (13)A_3[-1]$ (see the lemma above).

Hence $\xi$ is given by the composition of left tilts $L_2L_{13}L_2L_{13}(A_3)$, and as $\xi^{-1}\alpha_2$ is given by $(13)L_1^{-1}L_{13}^{-1}(A_3)$, we find that the path $\alpha_2$ is given by $(13)L_2L_{13}L_2(A_3)$. That way we need to check that the following relation can be obtained only using the relation of Lemma 2.14 and Lemma 2.16.

$$(12)L_2L_1(13)L_2L_{13}L_2(12)L_2L_1(A_3) = (13)L_2L_{13}L_2(12)L_2L_1(13)L_2L_{13}L_2(A_3)$$

$$\iff L_1L_3L_1L_{23}L_1L_2L_1(A_3) = L_3L_{12}L_3L_2L_3L_2L_{13}L_2(A_3).$$

But we can now use the relations of Proposition 1.31 and Proposition 1.32, so that we have on the right hand side

$$\iff L_1L_3L_1L_{23}L_2L_1L_2(A_3) = L_3L_{12}L_3L_2L_3L_2L_1L_2(A_3)$$

where $B_3 = L_1L_2(A_3)$ is a heart equivalent to the Brauer tree of the star and whose edges have cycling ordering 1, 3, 2. Now the previous relation amounts to

$$\iff L_3L_1L_3L_{23}L_2(B_3) = L_3L_{12}L_3L_2L_3L_2L_3(B_3)$$

$$\iff L_1L_3L_1L_{23}(B_3) = L_1L_3L_1L_{23}(B_3)$$

$$\iff L_3L_3L_2L_3B_3 = L_3L_3L_2L_3B_3$$

$$\iff L_3L_3L_2B_3 = L_3L_3L_2B_3$$

$$\iff L_3L_3L_2B_3 = L_3L_3L_2B_3$$

(as we have according to Proposition 1.31 and Proposition 1.32, $L_3L_2L_3(B_3) = (23)L_3L_2(B_3)$)

$$\iff L_3L_2(B_3) = L_3L_2(23)(B_3).$$
we have the relation \( \alpha L \) check as an exercise that \( \xi \) and this exactly one of the relation of the Corollary 2.15. Finally we let the reader carefully

\[ \alpha_2 \alpha_3 \alpha_2 \sim \alpha_1 \alpha_2 \alpha_1. \]

Now let us show that \( \alpha_1 \xi \sim \xi \alpha_3 \). From the second relation of the previous corollary, we see that \( \xi \) is given by the composition of left tilts

\[ (12) L_3 L_1 (12) L_3 L_1 L_2 L_3 L_2 (A_3) = (12) L_3 L_1 L_2 L_3 L_2 (23) L_2 L_3 (A_3) \]

which only boils down to the relation \( \alpha L \) coming from paths in the loop \( \gamma \alpha \) that \( \beta \gamma \alpha \sim \alpha \beta \). In other words, we need to check that

\[ \gamma \sim \beta_{\gamma \alpha} \].

Hence, we have as claimed that \( \alpha_2 \alpha_3 \alpha_2 \sim \alpha_1 \alpha_2 \alpha_1 \).

Proof. Take an arbitrary loop in \( \text{Stab}^0(A_3) \). It is homotopic to a loop in general position relative to the tiling of \( \text{Stab}^0(A_3) \). It follows that one need only consider the loops coming from paths in \( \text{Stab}^0(A_3) \) starting at \( x \) and ending in \( L_2 L_1(A_3\text{-mod}) \), \( L_2 L_3(A_3\text{-mod}) \), \( L_3 L_1(A_3\text{-mod}) \), \( L_3^{-1} L_1(A_3\text{-mod}) \), \( L_3^{-1} L_3(A_3\text{-mod}) \), \( L_3 L_1^{-1}(A_3\text{-mod}) \), \( L_2(A_3\text{-mod}) \) and show those are in the image of \( \lambda \).

Proposition 2.18. The map \( \lambda : \widetilde{\text{Br}}_4 \rightarrow \pi_1(\text{Stab}^0(A_3)/\widetilde{\text{Br}}_4) \) is a surjective homomorphism.

Proof. Take an arbitrary loop in \( \pi_1(\text{Stab}^0(A_3)/\widetilde{\text{Br}}_4) \) arising from the path \( x \mapsto L_2(x) \). Indeed, the first three loops are direct consequences of the definitions of the loops \( \alpha_1, \alpha_2, \alpha_3 \), and for instance to the treat the case of the loop \( \gamma \) coming from the path starting at \( x \) and ending at \( L_3 L_1^{-1}(x) \), one should show that \( \gamma \alpha_1 \sim \alpha_2 \). Back to our loop \( \beta \), we know that \( L_2(A_3) = \phi_3 \phi_1[1](A_3) \), so all we need to show is that \( \beta \sim \alpha_1^{-1} \alpha_3^{-1} \xi \). In other words, we need

\[ ((12) L_2 L_1)^{-1}((23) L_2 L_3)^{-1}((12) L_3 L_1 L_2 L_3 L_2 (A_3) = L_2(A_3) \]

\[ \Longleftrightarrow L_1^{-1} L_2^{-1} L_3^{-1} L_1^{-1} L_3 L_2 L_1 L_2 (A_3) = L_2(A_3) \].

Theorem 2.19. The principal component \( \text{Stab}^0(A_3) \) is simply connected.

Proof. Combining the two previous lemmas, we have built a surjective section of the short exact sequence of Proposition 2.13. Hence, this gives us \( \pi_1(\text{Stab}^0(A_3)) = 1 \).
2.5. **What is not a covering map.** We have said nothing about covering maps of $\operatorname{Stab}^0(A_3)$ so far. Even though in all other known examples (at least to the knowledge of the author), the Bridgeland local homomorphism actually produces a covering map, we will show that this is not the case here. First of all, we need to have a better understanding of the image $\operatorname{Im}(\mathcal{Z})$. We first consider the general situation of the Brauer tree algebra $A_n$ before restricting again ourselves to $A_3$. Let $P_{n+1} = \ker(\operatorname{Br}_{n+1} \to \mathfrak{S}_{n+1})$ be the pure braid group on $n$ strings. We have the following commutative diagram:

$$
\begin{array}{ccc}
\operatorname{Stab}^0(A_n) & \xrightarrow{p} & \mathcal{Z} \\
& & \downarrow \mathcal{Z} \\
\operatorname{Stab}^0(A_n)/P_{n+1} & \xrightarrow{d} & K_0(A_n)^* \otimes \mathbb{Z} \mathbb{C}
\end{array}
$$

According to Proposition 2.7 and Proposition 2.10, we have that $p : \operatorname{Stab}^0(A_n) \to \operatorname{Stab}^0(A_n)/P_{n+1}$ is a covering map. Moreover thanks to Theorem 2.19, this is a universal cover. A natural question is now whether the map $\mathcal{Z}$ is an isomorphism onto its image, i.e. do we have $\operatorname{Stab}^0(A_n)/P_{n+1} \rightarrow \operatorname{Im}(\mathcal{Z})$?

We know that the Bridgeland homeomorphism is locally injective; the question becomes now whether the map $\mathcal{Z}$ is injective. We shall see that for $n \geq 3$ this is never injective. Even worse for $n = 4$, we will show that there exist stability conditions with non-isomorphic hearts but same central charge. Then, we will show that $\operatorname{Stab}^0(A_n) \to \operatorname{Im}(\mathcal{Z})$ is not a covering map.

To determine $\operatorname{Im}(\mathcal{Z})$, we first ‘untwist’ the action of $\mathfrak{S}_{n+1}$ on the dualized Grothendieck group, so that we have a classical action by permutation of the coordinates.

In order to do so, we define a map $d_{A_n}$ inspired from the decomposition map of the symmetric group $\mathfrak{S}_{n+1}$ as follow: $d_{A_n} :$

$$
\begin{align*}
\bigoplus_{i=1}^{n+1} \mathbb{Z} v_i & \longrightarrow K_0(A_n) \\
\end{align*}
$$

\begin{align*}
v_1 & \mapsto [S_1], \\
v_i & \mapsto (-1)^{i-1}([S_{i-1}] + [S_i]), \quad \text{for } i \neq 1, n+1, \\
v_{n+1} & \mapsto (-1)^n[S_n].
\end{align*}

**Remark 2.20.** If we denote the Heller translate functor by $\Omega$, then we have an homological interpretation of the previous map as $d_{A_n}(v_i) = (-1)^{i-1}[\Omega^{-1}(S_1)]$.

The action of $\mathfrak{S}_{n+1}$ on $K_0(A_n)$ is given by $\phi_i$’s, the spherical twists at the projective indecomposable $A_n$-module $P_i$, while $\mathfrak{S}_{n+1}$ acts on $\bigoplus_{i=1}^{n+1} \mathbb{Z} v_i$ by permuting coordinates.

**Lemma 2.21.** The map $d_{A_n}$ is a $\mathbb{Z} \mathfrak{S}_{n+1}$-morphism.

**Proof.** This should only be a matter of careful checking and we will not (even) treat the extreme cases. Recall the action of $\phi_i$ on the simple modules: if $j \neq i$, $[S_j]$ is left invariant and $\phi_i([S_i]) = -([S_{i-1}] + [S_i] + [S_{i+1}])$. We notice that $(-1)^{i-1}([S_{i-1}] - ([S_{i-1}] + [S_i] + [S_{i+1}]) = (-1)^i([S_i] + [S_{i+1}])$. Hence for $x \in \mathbb{Z}^n$, we have $d_{A_n}((i,i+1)x) = \phi_i \circ d_{A_n}(x)$.

We now dualize $d_{A_n} \otimes \mathbb{C}$ and precompose it with Bridgeland’s homomorphism so that:

$$
\operatorname{Stab}(\mathcal{D}^b(A_n)) \overset{\mathcal{Z}}{\longrightarrow} K_0(\mathcal{D}^b(A_n))^* \otimes \mathbb{Z} \mathbb{C} \overset{d_{A_n}^*}{\longrightarrow} \mathbb{C}^{n+1}
$$
and \((d_A^* \circ Z)(Z, \mathcal{P}) = (z_1, -(z_1 + z_2), \ldots, (-1)^{n-1}z_n)\), where \(z_i = Z([S_i])\).

For a tree \(\Gamma\), recall that \(\Gamma_E\) and \(\Gamma_V\) denote the set of its edges and of its vertices. More generally, to any tree we can attach a bipartite labelling by assigning a sign \(n(v) = \pm 1\) to each vertex \(v\) so that any two adjacent vertices have opposite signs. There are clearly only two labellings for any given tree. Once we have fixed a labelling, we can define \(d_r\) the twisted combinatorial decomposition of \(\Gamma\) as:

\[
\begin{align*}
\mathbb{Z}^{\Gamma_V} &\to \mathbb{Z}^{\Gamma_E} \\
v &\mapsto n(v) \sum_{e \in v} e.
\end{align*}
\]

The following lemma makes the connection between the \(d_r\)'s for different trees.

**Lemma 2.22.** Let \(\Gamma\) and \(\Gamma'\) be two Brauer trees with \(n\) edges and no exceptional vertex, and \(A_\Gamma, A_{\Gamma'}\) their associated Brauer tree algebras. Let \(F : D^b(A_\Gamma) \to D^b(A_{\Gamma'})\) be a composition of elementary perverse equivalences. Then the following diagram commutes up to sign:

\[
\begin{array}{ccc}
K_0(A_\Gamma)^* \otimes_{\mathbb{Z}} \mathbb{C} & \xrightarrow{d_r} & \mathbb{C}^{n+1} \\
\sim & \downarrow \quad & \downarrow \quad \sim \\
K_0(A_{\Gamma'})^* \otimes_{\mathbb{Z}} \mathbb{C} & \xrightarrow{d_r'}
\end{array}
\]

**Proof.** We start by proceeding to two reductions. Indeed, we only have to consider the case where \(\Gamma\) and \(\Gamma'\) are linked by a single elementary perverse equivalence and \(\Gamma\) is the line tree \(T_n\). We label the edges of \(T_n\) as usual so that we can take \(F = L_i : D^b(A_n) \to D^b(A_{\Gamma'})\). Also we endow the vertices of \(T_n\) with the bipartite labelling yielding \(d_A\). This provides \(\Gamma'\) with an induced labelling of its edges (as explained earlier) as well as a bipartite labelling of its vertices.

At the level of the Grothendieck groups \(K_0(A_n) = \mathbb{Z}^{\Gamma_E} := \bigoplus_{i=1}^{n+1} \mathbb{Z}e_i\), we have \([L_i](e_{i\pm 1}) = -(e_i + e_{i\pm 1}'), [L_i](e_i) = e_i'\) and \([L_i](e_j) = -e_j'\) for \(j \neq i, i \pm 1\).

We have \([L_i] \circ d_{A_n}(v) = -d_{r'}(v)\) for each \(v \in \Gamma_V = \Gamma'_V\) and hence:

\[
\begin{array}{ccc}
\mathbb{C}^{n+1} & \xrightarrow{d_A} & K_0(A_n)^* \otimes_{\mathbb{Z}} \mathbb{C} \\
\downarrow \quad & \sim & \downarrow \quad \sim \\
K_0(A_{\Gamma'})^* \otimes_{\mathbb{Z}} \mathbb{C} & \xrightarrow{[L_i]}
\end{array}
\]

We now only have to dualize this diagram to complete the proof. \(\square\)

Recall that we can identify the Grothendieck group of the triangulated category \(D^b(A_n)\) with the Grothendieck group of any of its bounded hearts. Then, using the previous lemma it becomes easy to compute the image of a stability condition of a given heart in \(\mathbb{C}^{n+1}\).

For instance for the three-simples case, consider \(\sigma\) a stability condition with heart \(A_{S_{3i}}\), the star tree with simplices \(S_i\) for \(i = 1, \ldots, 3\). If we denote by \(z_i := Z(S_i)\) for \(i = 1, \ldots, 3\), then \((d_A^* \circ Z)(\sigma) = (z_1, z_2, -z_1 - z_2 - z_3, z_3) \in \mathbb{C}^4\).

**Proposition 2.23.** For \(n \geq 3\), the map \(\bar{Z} : \text{Stab}^0(A_n)/P_{n+1} \to \text{Im}(Z)\) is not injective.
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**Proposition 2.24.** There exist two stability conditions \( \sigma \) and \( \tau \) in \( \text{Stab}^0(A_4) \) with non-isomorphic hearts but same central charges.

**Proof.** We consider the following two trees whose edges are endowed with a complex number such that we have \( d^*_A(3i, i, i, i, i) = (3i, -4i, 2i, -2i, i) \) and \( d^*_A(2i, i, 2i) = (2i, -4i, i, 3i, -2i) = (1354).(3i, -4i, 2i, -2i, i) \):

Here we have chosen the labelling of the vertices of the trees so that their far right vertices have minus sign. As the decomposition maps are defined up to sign, another choice of labelling would only lead to a shift by one of those stability conditions.

We conclude that in \( \text{Stab}^0(A_4) \), we have two stability conditions \((Z, A_4)\) and \((Z', A_4)\) that have same image under \((d^*_A \circ Z)\) and by injectivity of \(d^*_A\), this says that \(Z\) is not injective.

The proposition provides a counter-example to a conjecture of Thomas (cf. [Tho]). Indeed in the last remark of [Tho], Thomas conjecture that two stability conditions with the same central charge on a 'Calabi-Yau' category should only differ by an autoequivalence of the category that is the identity at the level of the Grothendieck group. However as we are working over a symmetric algebra, our setting corresponds to a 0-Calabi-Yau category. Hence, we have that Thomas’s conjecture does not hold.

Inside \( \text{Stab}^0(A_3) \), we denote by \( U := U(A_3) \cup U(\text{St}_3) \) where the tilted heart \( \text{St}_3 \) is realized from \( A_3 \) by the elementary perverse equivalence \( L_1 \). We denote by \( Z_U := Z(U) \). If \( U \) is not quite a fundamental domain, thanks to Proposition 2.5 we have that the orbit of \( U \) by the extended braid group action \( < \text{Br}_4, Z[1] > \) will be all of \( \text{Stab}^0(A_3) \). Down to the Grothendieck group level, this yields to an action of \( \mathfrak{S}_4 = \langle \mathfrak{S}_4, \gamma \rangle \) where \( \gamma \) acts by multiplication by -1, on \( K_0(A_3)^* \otimes \mathbb{Z} \mathbb{C} \). Hence as the injectivity of \( d^*_A \) gives \( \mathfrak{S}_4, Z_U = (d^*_A)^{-1}(\mathfrak{S}_4, d^*_A(Z_U)) \), we have that
Im(\mathcal{Z}) = (d_3^*)^{-1}(\tilde{\mathcal{S}}_4, d^*_A(Z_{ld})). The following lemma provides us with an explicit description of $\tilde{\mathcal{S}}_4, d^*_A(Z_{ld})$ and hence of $\text{Im}(\mathcal{Z})$.

Lemma 2.25. We have $\tilde{\mathcal{S}}_4, d^*_A(Z_{ld}) = \text{Im}(d^*_A) \setminus ((\epsilon_i = 0, i = 1 \ldots 4) \cup \bigcup_{\sigma \in \mathfrak{S}_4} \sigma.l)$, where $l$ is the line $\epsilon_1 = \epsilon_3 = -\epsilon_2 = -\epsilon_4$.

Proof. Firstly, we write down the image of $U(A_3)$ and $U(\text{St}_3)$. We have
\[(2) \quad d^*_A \circ \mathcal{Z}(U(A_3)) = \{(z_1, -(z_1 + z_2), z_2 + z_3, -z_3); z_i \in \mathbb{H}\} \]
and
\[(3) \quad d^*_A \circ \mathcal{Z}(U(\text{St}_3)) = \{(z_1, z_2, -(z_1 + z_2 + z_3), z_3); z_i \in \mathbb{H}\}.
\]
From that, we easily deduce the inclusion ($\subseteq$).

The image $\text{Im}(d^*_A)$ consists of $\{((\epsilon_1, \ldots, \epsilon_4) \in \mathbb{C}^4| \sum_i \epsilon_i = 0\}$. Consider now $(u_1, u_2, u_3, u_4)$ belonging to the right hand side of (3). Otherwise, we can assume that $u_1, u_2 \in \mathbb{H}$ and $u_3, u_4 \in \mathbb{C} \setminus \mathbb{H}$. Now either $u_1 + u_2 < 0$ and $(u_1, u_2, u_3, u_4) \in d^*_A \circ \mathcal{Z}(U(A_3))$ or $u_1 + u_2 > 0$ and $(u_1, u_2, u_3, u_4) \in \mathcal{Z}(U(A_3))$. This gives us the other inclusion and hence conclude our proof.

We can then deduce from this lemma a description of the image of $\mathcal{Z}$, where $z_i = \mathcal{Z}([S_i])$ for $S_1, S_2, S_3$ the simple $A_3$-modules.

Corollary 2.26. We have $\text{Im}(\mathcal{Z}) = \mathbb{C}^3 \setminus ((z_1 = 0) \cup (z_3 = 0) \cup (z_1 + z_2 = 0) \cup (z_2 + z_3 = 0) \cup \bigcup_{\sigma \in \mathfrak{S}_4} \sigma.l')$, where $l$ is the line $\{(z, 0, z); z \in \mathbb{C}\}$.

We now need another algebraic topology result, that would help us compute the fundamental group of $\text{Im}(\mathcal{Z})$, as it will tell us that removing lines does not alter the fundamental group.

Proposition 2.27. Let $M$ a connected complex manifold and $N$ a proper closed submanifold of $M$ such that the codimension of $N$ in $M$ is at least 2. For $x \in M \setminus N$, the inclusion $i : M \setminus N \hookrightarrow M$ induces an isomorphism of fundamental groups $i^* : \pi_1(M \setminus N, x) \xrightarrow{\sim} \pi_1(M, x)$.

Proof. Let $\gamma : [0, 1] \rightarrow M$ a loop in $M$ with base point $x$. As $N$ is of real codimension greater than two and the interval $[0, 1]$ of real dimension one, we can perturb $\gamma$ into a new loop $\gamma'$ with same base point so that $\text{Im}(\gamma') \cap N = \emptyset$. But since $[\gamma] = [\gamma']$ in $\pi_1(M, x)$ and $\gamma'$ is a loop in $M \setminus N$, so that $i^*$ is a surjective homomorphism.

Consider now $\gamma : [0, 1] \rightarrow M \setminus N$ with $g \in \text{Ker}(i^*)$ so that there exists a homotopy $H : [0, 1]^2 \rightarrow M$ from $H|_{[0, 1] \times \{0\}} = \gamma$ and $H|_{[0, 1] \times \{1\}} = 0_x$, the constant loop at $x$. But since $N$ is of real codimension at least four by assumption while $[0, 1]^2$ is of real dimension two. Just as before, we can perturb $H$ into a new homotopy $H' : [0, 1]^2 \rightarrow M$ from $H'|_{[0, 1] \times \{0\}} = \gamma$ and $H'|_{[0, 1] \times \{1\}} = 0_x$ such that $\text{Im}(H') \cap N = \emptyset$, so that $H'$ is now a homotopy in $M \setminus N$ i.e. $i^*$ is injective.

Proposition 2.28. Let $x \in \text{Im}(\mathcal{Z})$, we have that $\pi_1(\text{Im}(\mathcal{Z}), x) = \mathbb{Z}^3$.

Proof. Thanks to the previous lemma, we have now a better chance of computing $\pi_1(\text{Im}(\mathcal{Z}), x)$ for any $x \in \text{Im}(\mathcal{Z})$. Indeed, when computing the fundamental group of $\text{Im}(\mathcal{Z})$, the lines removed do not change the fundamental group according to the previous proposition. Hence we are now left to consider the space $X_3 := \mathbb{C}^3 \setminus ((z_1 = 0) \cup (z_3 = 0) \cup (z_1 + z_2 = 0) \cup (z_2 + z_3 = 0)$ where $\pi_1(\text{Im}(\mathcal{Z})) = \pi_1(X_3)$. We have an homeomorphism $X_3 \xrightarrow{\sim} X_3, (z_1, z_2, z_3) \mapsto (z_2 z_1^{-1}, z_3 z_1^{-1})$
where $\widetilde{X_3} := \mathbb{C}^2 \setminus ((x = 0) \sqcup (y + 1 = 0) \sqcup (x + y = 0))$. Henceforth, it only remains to compute the fundamental group of $\widetilde{X_3}$. Using Van Kampen's theorem, we found that $\pi_1(\widetilde{X_3}) = \mathbb{Z}^3$ and hence we can conclude that $\pi_1(\text{Im}(Z), x) = \mathbb{Z}^3$. 

The collection of all the previous results leads to the following rather surprising result.

**Theorem 2.29.** The Bridgeland local homeomorphism $Z : \text{Stab}^0(A_3) \to \text{Im}(Z)$ is not a covering map.

**Proof.** We let $\sigma \in \text{Stab}^0(A_3)$ a stability condition with standard heart and let $Z([S_2])$ tend to 0. This is possible in $\text{Im}(Z)$ as the complex hyperplane $Z([S_2]) = -(\varepsilon_1 + \varepsilon_2) = 0$ has not been excised in $\text{Im}(Z)$ according to Lemma 2.25. On the other hand, this degeneration is not permitted in $\text{Stab}^0(A_3)$ as by definition, the central charge of any semistable module (in particular any simple module) cannot tend to 0. The key point is that in some hearts $Z([S_2])$ corresponds to a simple so it cannot tend to 0, while in other hearts there is no such restriction. 

3. About co-stability conditions

Some triangulated category have empty space of stability conditions, like the compact derived category of the dual numbers over an algebraically closed field. This motivated Jørgensen and Pauksztello to introduce in [JoPau] the space of co-stability conditions attached to a triangulated category as a ‘continuous’ version of co-$t$-structures. They show that a set of nice co-stability conditions is, just like for stability conditions, a complex manifold. By nice is meant co-stability conditions satisfying the so-called condition $(S)$, which will turns out to be quite a restriction in the case of symmetric algebras as we are about to see.

We do not wish here to get into the details of the theory of co-stability conditions, but one can think of co-stability conditions as a dual version of stability conditions, just like going from $t$-structures to co-$t$-structures. We recall the following definition from [JoPau].

**Definition 3.1.** A co-slicing $Q$ of a triangulated category $C$ satisfies condition $(S)$ if for every $\phi \in \mathbb{R}$ and any two non-isomorphic indecomposables $x, y \in Q(\phi)$ implies $\text{Hom}_C(x, y) = 0$.

Also, just as for stability conditions, a co-stability conditions is given by a co-heart and a co-stability function on its co-heart which has the split Harder-Narasimhan property.

As the reader might not be satisfied by the result of Theorem 2.29, one could hope that the space of co-stability conditions of $\text{Ho}^b(A_3\text{-proj})$ offers a better result. Alas, as we are about to see, it is in some sense even worse behaved, and not only for Brauer tree algebras but for any symmetric algebra.

In the following, we denote by $A$ a finite-dimensional symmetric $k$-algebra. The abelian category $A$-proj of $D^b(A)$ is to hearts what the additive category $A$-proj is to co-hearts in $\text{Ho}^b(A\text{-proj})$. For all co-stability conditions $(Z, Q)$ with co-heart $A$-proj, each projective indecomposable $A$-module belongs to a slice $Q(\phi)$ for some $\phi \in (0; 1]$. But as $A$ is a symmetric algebra, for any $P, Q$ two $A$-projectives, one have $\text{Hom}_A(P, Q) \simeq \text{Hom}_A(Q, P)^*$. Hence, because of the condition $(S)$, there is no co-stability conditions with co-heart $A$-proj. Motivated by this remark, we obtain the stronger following result.

**Theorem 3.2.** For $A$ a symmetric $k$-algebra, the space of co-stability conditions $\text{CoStab}(\text{Ho}^b(A\text{-proj}))$ is empty.
Proof. Everything rely on the fact that as $A$ is a symmetric $k$-algebra, the triangulated category $ho^b(\mathcal{A}_{\text{proj}})$ is a $0$-Calabi-Yau category, i.e. for $P^\bullet, Q^\bullet \in ho^b(\mathcal{A}_{\text{proj}})$, the Hom-spaces $\text{Hom}_{ho^b(\mathcal{A}_{\text{proj}})}(P^\bullet, Q^\bullet)$ and $\text{Hom}_{ho^b(\mathcal{A}_{\text{proj}})}(Q^\bullet, P^\bullet)$ are naturally dual (cf. [Ri2, Corollary 3.2]).

Now for any co-slicing $\mathcal{Q}$, consider any two indecomposables objects in the co-heart of $\mathcal{Q}$ with non-zero Hom-space between them. By the definition of a co-slicing and as $ho^b(\mathcal{A}_{\text{proj}})$ is a $0$-Calabi-Yau category, they have to belong to the same slice, and so this co-stability condition cannot satisfy condition (S). Hence, we have that the space of co-stability conditions of $ho^b(\mathcal{A}_{\text{proj}})$ is empty. □
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