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ABSTRACT
We present an automatic animatable 3D character reconstruction method from frontal and lateral RGB pictures of the person to reconstruct. We propose a method where, after obtaining a 3D reconstruction from a frontal view, we adapt the template of the Skinned Multi-Person Linear Model (SMPL) to it. This frontal modified SMPL is then used in a second step as an input to reconstruct the character from the lateral view, thus obtaining a correct person reconstruction in all dimensions. Our method enables the creation of 3D animatable characters focusing on two main aspects: shape and texture. The obtained results show that the proposed method achieves an accurate automatic 3D character reconstruction from only two views that enhances current methods while offering a reproducible work-flow.

Index Terms— 3D character reconstruction, 3D reconstruction from in the wild pictures, Animatable 3D reconstruction

1. INTRODUCTION
Animatable 3D character reconstruction from unconstrained 2D views is a central process for high level applications that need to recreate 3D models of people in pictures or video sequences. In this paper we address the challenge of reconstructing a realistic 3D virtual character from only two RGB pictures, frontal and lateral, of the target person. The goal is to generate the 3D model from unconstrained pictures or video frames, therefore no specific pose or scenario is required. The generated 3D model of the character is completely animatable to produce new content, for example, for virtual reality.

This challenge has been addressed in the literature with various techniques that are more complex than using 2D monocular RGB images. 3D scanners [1] and multi-view set-ups correctly calibrated and synchronized [2, 3] working in controlled scenarios are examples of the expensive available methods to obtain a high quality 3D model of the characters. Stereo and, more recently, depth cameras have allowed the capture of 3D models with high degree of accuracy [4, 5]. Although these set-ups are becoming more accessible to the general public, they are not as universal and affordable as RGB cameras. The specificity of these techniques and the high degree of preparation required to use them make them only suitable for planned and designed sequences beforehand. Therefore, they cannot be applied to RGB pictures recorded on the spur of the moment, or pictures from the past.

In contrast to the previous methods, using 2D monocular RGB images to obtain a 3D scene reconstruction is the most practical, although challenging, solution. Despite the difficulty of extracting information from RGB images, several proposals in the literature have dealt with 2D RGB image analysis to detect various characteristics and parameters related to the surrounding background and the human body.

Many researchers have developed methods related to 2D human pose detection by obtaining the joint positions from any human detected in a picture [6, 7], or to establish correspondences between 2D human pictures and the corresponding 3D texture model [8]. Some authors propose inferring the 3D pose and/or shape from a single 2D RGB human picture [9, 10, 11]. All these methods are constrained to the possible deformations allowed by the generic skinned animatable models used in the pose estimation. More specifically, these methods use the Skinned Multi-Person Linear Model (SMPL) [12], which is the main reference animatable model used in human pose and shape detection proposals.

In the recent years, some proposals obtained a detailed shape of the characters that appear in the scene based on the deformation of the Skinned Multi-Person Linear Model (SMPL) in the camera view plane [13, 14, 15, 16]. These proposals allow the inclusion of the hair and clothes into the 3D model. The methods presented in [14, 15], need several images from different points of view with the same pose to create the 3D model of the character. Other approaches like [13, 16], have focused on obtaining a 3D model approximation from a frontal image of the person under reconstruction.

The PhotoWakeUp method [13], achieves a realistic and accurate reconstruction of a character from a frontal view picture, obtaining a complete deformation of the SMPL [12] shape. Depths, normals and skinning maps of the SMPL are warped in 2D to match the real silhouette of the person. The problem with this method, requiring a frontal view, is that it is only accurate in two dimensions (the warping ones), with a Z or depth dimension of the generated character completely
invented based on the SMPL model.

In this work, we address automatic 3D animatable character reconstruction from 2D RGB frontal and lateral pictures with no specific pose requirements. We define a method based on [13] to extract all the necessary information from the RGB pictures to reconstruct a realistic model of the person in the three spatial dimensions.

The results shown in the paper demonstrate that our proposal achieves a 3D character reconstruction, correctly combining information from the frontal and lateral views with no pose constraints, thus creating 3D character models true to the real ones that can be fully animated.

The remainder of the paper is organized as follows: The description of the reconstruction method is explained in Section 2. Section 3 shows the results obtained. Finally, conclusions are presented in Section 4.

2. METHOD

We propose a 3D reconstruction process where first, we adapt the SMPL [12] model to the real shape, pose and texture of the character in the frontal view. In a second step, we adapt the 3D model obtained from the frontal view, to the lateral view in order to use this information to complete the 3D model of the character concerning the shape and texture. To allow this processing, some further methods are used to obtain the complementary pre-processed data: Body label map is obtained by using densepose [8], and the mask of the person to reconstruct is computed processing human semantic segmentation method proposed in [17]. Figure 1 shows the workflow of the system.

We define a character $C = (M, Sk, T)$ by a set of mesh $M$, skeleton $Sk$ and texture image $T$. A mesh $M$ is defined by $M = (V, F, N, UV, W)$, where $V$ are the vertices, $F$ the faces, $N$ the normals, $UV$ the texture coordinates and $W$ the skinning weights and joint indexes of $V$. A skeleton $Sk$ is a set $Sk = (J, A)$, where $J$ are the 3D joints positions at the current pose $P$ and $A$ the joint transformation matrices going from the binding pose of $M$ to $P$.

Our method requires an initial frontal image of the character without any pose constraint, $f_{init}$, to obtain an initial animatable character $C_{init} = (M_{init}, Sk_{init}, T_{init})$. With a new lateral view $f_{lateral}$ we adapt $M_{init}$ to also fit this view and improve $T_{init}$ with the new color information. We process the two images sequentially, instead of using a global optimization, to allow for a progressive 3D character reconstruction that could be eventually enhanced with several images.

2.1. Initial frontal frame reconstruction

In order to obtain the initial frontal reconstruction we adapt the PhotoWakeUp method [13]. We first use [11] to obtain camera parameters, and shape and pose parameters of the SMPL model [12] that fit it to $f_{init}$. Note here that, since it only works by matching 2D joint positions, the shape parameters only adjust the body proportions of the SMPL, and not the silhouette. After doing this fitting, we render the depth, normal and skin maps of the obtained SMPL model with the
same camera parameters obtained from the frontal image, and with a back camera generated according to these estimations. According to [13], once the maps are computed, we warp them in the 2D image space to match the silhouette of the character in the picture. Hence, a grid mesh $M_{\text{grid}}$ can be reconstructed by back-projecting the depth pixels with the camera parameters, and the original image projected as texture image $T_{\text{init}}$.

Actually, PhotoWakeUp [13] divides the character into 6 body parts (torso, arms, legs and head) to avoid self-occlusion problems, and thus renders and warps each body part separately to finally assemble a final 3D mesh. We noticed that artifacts appeared caused by warping arms and hands together, as well as legs with feet. We therefore propose to use ten body parts instead, by detaching also arms and feet.

The body label map construction presented in [13] relies too much on a correct pose fitting of the SMPL model, but fails too much with poses that are not properly recognized. So we also propose to use [8] as an initial body label map, that we later refine in the same way, instead of the reference SMPL labels.

At this point, we have all the body part meshes assembled in $M_{\text{grid}}$, and from [11] we can also obtain the skeleton $S_{\text{init}}$ in pose $P$. Therefore we can use linear blend skinning [18] with the inverse of $A_{\text{init}}$ to put both $J_{\text{init}}$ and $M_{\text{grid}}$ into the bond pose of the SMPL model, which is in fact also a T-Pose. This results in $M_{\text{init}}$ and $S_{\text{init}}$. Having our mesh and joints in T-Pose, we can align the original template of the SMPL model using Iterative Closest Points (ICP) [19, 20]. The next step consists on wrapping the SMPL template $M_{\text{SMPL}}$ into our initial reconstruction in T-Pose $M_{\text{TP}}$ : we find the optimal deformations to apply to $M_{\text{SMPL}}$ so that it keeps its topology, but has its shape fitting $M_{\text{TP}}$. The wrapped template results in our final $M_{\text{init}}$, where we can also project and transfer the texture $T_{\text{grid}}$, keeping the texture coordinates of the SMPL template $UV_{\text{SMPL}}$. This gives us $T_{\text{init}}$.

To sum up, $C_{\text{init}} = \langle M_{\text{init}}, S_{\text{init}}, T_{\text{init}} \rangle$ where $M_{\text{init}} = \langle V_{\text{init}}, F_{\text{SMPL}}, N_{\text{init}}, UV_{\text{SMPL}}, W_{\text{SMPL}} \rangle, S_{\text{init}} = \langle J_{\text{init}}, A \rangle$ and $T_{\text{init}}$ is obtained by transferring $T_{\text{grid}}$ to $M_{\text{init}}$, where $A$ are identity matrices.

2.2. Lateral view refinement

Given $M_{\text{init}}$ and assuming that it is accurate in the frontal view plane, we use the character image from the lateral plane $f_L$ to improve the shape and texture in the invented third dimension. For the new frame $f_L$ we apply almost the same process as for $f_{\text{init}}$, but with some important differences. We still use [11] to obtain camera and pose parameters that fit the SMPL model to $f_L$. However, we ignore shape parameters and instead, we replace the vertices of the SMPL template by $V_{\text{init}}$ before applying linear blend skinning, to render the depth, normal and skin maps with the new pose. This way, the renders that we will warp in 2D as in [13], will not be of the SMPL template, but of our initial reconstruction, which has already the same topology than the SMPL model. Therefore the reconstructed mesh $M_{\text{grid}}$ will not have an invented third dimension, but instead will have its depth obtained from our initial reconstruction $M_{\text{init}}$. As with the frontal view, we can obtain $S_{\text{init}}$ and $M_{\text{TP}}$, but now, instead of wrapping $M_{\text{SMPL}}$ to it, we wrap $M_{\text{init}}$ to $M_{\text{TP}}$. This results into a character $C_L = \langle M_L, S_{\text{init}}, T_L \rangle$ that has its shape adapted to the two orthogonal views $f_{\text{init}}$ and $f_L$, but not the texture, which is only from the second view $f_L$.

Although a global optimization of the SMPL could be applied, as in [15] but with less frames, we must keep in mind that the two frames can have the character appearing in different poses. The optimization would then need to take this into account, exponentially increasing the complexity of the search space.

2.3. Texture processing and combination

We still have to combine the two textures $T_{\text{init}}$ and $T_L$ into one. Following [13], when creating the image texture $T_{\text{grid}}$ of a grid mesh $M_{\text{grid}}$, we either project the color of the frame picture, mirroring it for the back view, or inpaint it because it was occluded. We can therefore save a visibility texture $V_{\text{grid}}$ storing how every texel was retrieved: 1 if the color was directly projected from the picture, or 0.5 otherwise. We can also generate a view angle texture $\alpha_{\text{grid}}$ storing for every texel the angle between the camera view vector and the normal of the surface. As these textures can be also transferred when wrapping the mesh, we end up with all of them in the same UV space of the SMPL model, giving us the opportunity to mix them (see Figure 2). We define a function that combines the two textures $T_{\text{init}}$ and $T_L$ using $V_{\text{init}}$, $V_{L}$, $\alpha_{\text{init}}$ and $\alpha_L$ in algorithm 1. The function applies symmetry to the head and the body in $T_L$, and then replaces the pixels that were not visible in $T_{\text{init}}$ by the corresponding pixels in $T_L$, as well as the mirrored pixels from $T_{\text{init}}$ that have a greater view angle than in $T_L$. Pixels are replaced using Poisson blending [21] to mitigate differences in lighting conditions between the two views.

Algorithm 1 $T_{\text{final}} = \text{Combine}(T_{\text{init}}, T_L, V_{\text{init}}, V_L, \alpha_{\text{init}}, \alpha_L)$

\begin{align*}
T_{\text{final}} & \leftarrow T_{\text{init}} \\
\text{indices1} & \leftarrow \text{FindPixels}((V_{\text{init}} \leq 0.5) \text{ or } (V_{\text{init}} = 0.0 \text{ and } V_L = 1)) \\
\text{indices2} & \leftarrow \text{FindPixels}((V_{\text{init}} = 0.5) \text{ and } \alpha_{\text{init}} > \alpha_L) \\
T_{\text{final}}(\text{indices1}) & \leftarrow T_L(\text{indices1}) \\
T_{\text{final}}(\text{indices2}) & \leftarrow T_L(\text{indices2})
\end{align*}

Finally, we obtain our final reconstructed character $C_{\text{final}} = \langle M_L, S_{\text{init}}, T_{\text{final}} \rangle$ where $M_L = \langle V_L, F_{\text{SMPL}}, N_L, UV_{\text{SMPL}}, W_{\text{SMPL}} \rangle$. 
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Fig. 2. Color, visibility and view angle textures obtained from a front view (top row) and a lateral view (bottom row). Color (1st column) has been directly projected in white zones of visibility textures (2nd column), mirrored or inpainted in grey zones, and not retrieved in black zones. On view angle textures (3rd column), the angle from the view camera and the normal is lower as the pixel is whiter. All data is used to combine color texture into one texture (4th column) using algorithm 2.3.

3. RESULTS

Figure 3 shows a comparison between a reconstruction with our method and previous methods [16, 15, 13]. Most of these have good results in the frontal view, but only our method and Octopus [15] are able to recover properly the third dimension, although Octopus uses different constraint views with contraint poses. Figure 4 shows four more qualitative results, where we can appreciate how we can achieve reconstructions that are accurate to the two input frames with arbitrary poses.

Fig. 3. Comparison results of our method against the ground truth model and three other methods.

Images were scaled to a maximum resolution of $350 \times 450$ for performance optimization, except for color texture projection, resulting in processing each character in less than 10 minutes. All experiments were carried out on a PC with an AMD Ryzen 7 3700X 8-Core @ 3.59 GHz CPU.

Fig. 4. Four example results. 1st and 2nd columns are input frontal and lateral images with unconstrained poses. 3rd and 4th columns show the resulting 3D character with a retarget animation in two different points of view.

4. CONCLUSIONS

In order to obtain a 3D character from frontal and lateral views, we have presented a workflow that builds upon existing techniques that work with only one view, and then combines these in a novel way. This results in a more accurate and enhanced reconstruction in all dimensions. Using only a frontal view has insufficient information, whereas adding information from an orthogonal lateral view is enough to complete the missing parts.

In future work, we would intend to cancel lighting from the input images to have a better mixing of textures and final lighting of the character. We would also like to replace [11] by SMPL-X [22], which is a newer method that also retrieves hands and face poses while being more accurate.
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