An A-STAR algorithm for thick composite laminate design

Abstract

This paper describes a new approach for the design of optimum laminate stacking sequences. This technique uses an incremental procedure that combines implicit ternary decision trees with an informed search method based on an A-STAR algorithm capable of providing highly accurate and efficient solutions in terms of laminate computations. The method is especially suitable for thick composite laminate designs. Unlike other A-STAR implementations, in this case the main challenge lies in defining the heuristic function since the goal node is not known beforehand (blind search). To establish both the accuracy (minimum number of plies) and the efficiency of the new method, the technique was validated using a battery of Monte-Carlo simulations for the design of carbon fiber reinforced plastic plates subjected to a generic load case scenario and to some manufacturing constraints. This novel technology was then applied to the design of thick laminates, specifically in order to obtain the optimal solution (minimum laminate thickness) using the least number of optimization iterations.
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Introduction

The use of composite laminate designs has become increasingly relevant in recent years owing to the demand for larger, lighter and stronger composite parts. In some industries, like the wind energy sector, larger and thicker composite parts (i.e. blades) are required to build new multi-megawatt turbines. In this context, laminate optimization plays an important role in reducing costs and manufacturing competitive products. Yet, due to the high number of possible combinations, optimizing thick laminates is a challenge from an engineering point of view. In many cases, this optimization process consists of establishing the minimum number of plies in order to fulfill structural or manufacturing criteria. This paper will refer to this kind of optimization as the structural sub-problem. It should be noted that quite often this problem is generally embedded within a wider multidisciplinary optimization issue. In some cases, a divide and conquer strategy is adopted for this kind of multidisciplinary problem, meaning that the initial problem is split into different sub-problems across different disciplines of physics. Given these circumstances, there is a need to create a ‘fast’ optimization algorithm able to provide high-quality solutions (as close to the global optimum as possible).

In the last decade the structural sub-problem has been resolved using several approaches. Among these, the response surface method (RSM) has attracted growing interest in recent years. This method uses design of experiments (DOE) to approximate the unknown response surface, generating a surrogate model that is able to find the optimum. The surface response is approximated with a minimum number of experiments or simulations. Since the optimization search is cheap from a computational point of view, this technology matches the requirement to provide ‘fast’ optimization composite designs when a multidisciplinary optimization is needed. These RSM methods do not require any gradient evaluation (direct methods) and estimate the optimum with a minimum number of experiments or simulations. The quality of the final (approximate) solutions obtained with this technology depends on the type of surrogate models, the type of sampling to generate the initial surface points, as well as a number of other aspects.

Evolutionary techniques constitute another approach capable of providing high quality designs, as shown in references. These evolutionary alternatives do not require any gradient computation and, in most cases, they are not sensitive to stacking at local optima. Genetic algorithms (GA) have proven effective in high-level optimum search performing and have been widely used to determine the optimum laminate stacking sequence for a laminate subjected to external forces and manufacturing constraints, see references. More recently, a new alternative breadth-first search (BFS) with implicit decision trees has emerged to provide and guarantee global optimum solutions for intermediate to moderate thick composite laminates using a similar or lower computational effort than genetic algorithms. One of the main drawbacks of both evolutionary techniques and BFS is that they usually involve a considerable number of computations when compared with the RSM alternatives.

In this context the algorithm presented in this paper has been developed to provide high-quality solutions with a minimum number of computations. This new method is built using an incremental decision tree in a similar way to the research produced by but it has a different expansion (search) scheme. It is a best-first search procedure guided by an A-STAR pattern (further details are given in the methodology section). Consequently, as will be demonstrated in the results section, the number of node expansions is significantly reduced and the algorithmic complexity becomes almost linear. This algorithm is especially suited to the design of thick laminates where the numbers of ply stacking combinations become huge. It should be noted that unlike in other A-STAR path finding implementations,
this novel technique does not require the goal node tree position to be predetermined; this step will be circumvented with a parameter sweep, as described in the methodology section.

This paper is organized as follows: in section 2 the structural sub-problem is defined. Section 3, which forms the core and main contribution of this work, is devoted to describing the methodology. The algorithmic capacities in terms of quality and efficiency (number of laminate computations) are validated in the following section using a battery of optimization problems (Monte-Carlo simulations). The results are compared with the optimal solutions (quality) and with a fast greedy algorithm (efficiency). Finally, the novel technology is compared with some RSM\textsuperscript{11\textendash}14 approaches for thick laminates, with the conclusion that the novel algorithm is able to fulfill the initial aim of providing fast high-quality solutions. The final section states the benefits of such a novel alternative and points to suggestions for future lines of research.

### Structural sub-problem

A simple rectangular composite plate is optimized by providing the laminate with the minimum number of plies, taking into account the following structural and manufacturing considerations. The relation between strains and load forces that a simple supported rectangular laminate plate has to withstand is given, according to classical laminate theory (CLT\textsuperscript{15}):

\[
\begin{bmatrix}
N_x \\
N_y \\
M_x \\
M_y
\end{bmatrix} = \begin{bmatrix}
A & B \\
B & D
\end{bmatrix} \begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}
\]

(1)

`N` relates to the external membrane load forces and `M` is associated with the external moments. The `epsilon` terms on the RHS (right hand side) represent normal and angular strains and the `kappa` terms refer to plate curvatures. Finally, the sub-indices `x` and `y` refer to two orthogonal reference directions contained in the laminate mid-surface according to the scheme depicted in Figure 1.

These ABD matrices are determined according to the following Eq. (2).

\[
A_{ij} = \sum_{k=1}^{p} (Q_{ij}^k) (Z_k - Z_{k-1})
\]

\[
B_{ij} = \frac{1}{2} \sum_{k=1}^{p} (Q_{ij}^k) (Z_k^2 - Z_{k-1}^2)
\]

\[
D_{ij} = \frac{1}{3} \sum_{k=1}^{p} (Q_{ij}^k) (Z_k^3 - Z_{k-1}^3)
\]

These strains (transferring the result to the rest of the plies in the laminate according to CLT) are transformed into stresses by tensorial transformation and provide the safety factor (SF), which is calculated ply by ply as shown in Eq. (3).

\[
SF = \min_k \left\{ \min \left\{ \frac{\sigma_{11}^{\text{max}}}{\sigma_1}, \frac{\sigma_{12}^{\text{max}}}{\sigma_2}, \frac{\sigma_{11}^{\text{max}}}{\sigma_1}, \frac{\tau_{12}^{\text{max}}}{\tau_{12}} \right\} \right\}
\]

(3)

Note that ‘k’ refers to the ‘k’ lamina. \(\sigma_{ij}^{\text{max}}\) i=1, 2 and \(\tau_{12}^{\text{max}}\) are the allowable stresses and \(\sigma_1, \sigma_2\) are the principal material stresses for the lamina, \(\tau_{12}\) being the maximum shear stress.

While there are many other structural integrity criteria, such as Puck or Tsai-Wu,\textsuperscript{16} to establish the SF we selected the maximum stress criterion (as indicated in Eq. (3)), as it is used extensively in laminate design for a vast number of applications.\textsuperscript{16} In this study, two types of carbon fiber reinforced plastic plies (CFRP) were used. Their mechanical properties and strengths are presented in the following Table 1.

| Table 1 CFRP mechanical properties and strengths |
|-----------------------------------------------|
| Strength properties                           |
| \(\sigma_{11}^{\text{max}}\) | CFRP\_a | CFRP\_b |
| 1262 | 1262 |
| 1701 | 1701 |
| 70 | 70 |
| 240 | 240 |
| 105 | 105 |

| Mechanical properties |
|-----------------------|
| \(E_1\) (Mpa) | CFRP\_a | CFRP\_b |
| 126000 | 116000 |
| \(E_2\) (Mpa) | CFRP\_a | CFRP\_b |
| 11000 | 7643 |
| \(G_{12}\) (Mpa) | CFRP\_a | CFRP\_b |
| 6600 | 4173 |
| \(v_{12}\) | CFRP\_a | CFRP\_b |
| 0.28 | 0.27 |

All CLT evaluations were performed with a Python 2.7 script see.\textsuperscript{16} All the possible laminates were built using as building blocks (BBs) the following set of sub-laminates:

\[\{0_2, 90_2, +45\}\]

Only three BBs were used in this study and each BB was associated with a particular fiber orientation. In this paper the optimum laminate...
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Cost and heuristic function derivation

In Eq. (4), \( f(n) \) is the cost function for a node 'n' in the tree, 'g(n)' is the path cost, determined by the cost of going from the root to that node, and finally 'h(n)' is an estimation (heuristic) of the cost needed to reach the goal node (global optimum solution) from that particular node. Optimum solutions are guaranteed when the heuristic function 'h(n)' is underestimated. In some cases, such as depth-first, breadth-first or Dijkstra's algorithms, 'h(n)' is equal to zero. In other cases, such as A-STAR and its variants, 'h(n)' is not equal to zero, but rather the search algorithm takes advantage of the goal node information position to accelerate the optimization process to reach an optimal solution (underestimation) or sub-optimal solution (overestimation).

In this study an A-STAR (best-first search) expansion scheme was chosen due to its proven optimal efficiency; this means that no other algorithm using the same heuristic information expands fewer nodes than A-STAR. In this case, the goal node information was unknown (blind search), but this step was circumvented through a parameter sweep strategy as described in section 3.4.

In every iteration, the best-first search strategy uses two sets of nodes: the former is the non-expanded set in which there is a bunch of potential nodes (candidates to expand) where the tree could propagate (according to Eq. (4)), and the latter is a historic list of nodes that have been already used in the tree expansion. Nodes in the non-expanded set are classified and ranked according to Eq. (4). Therefore the tree expands with the ‘best’ node (minimum score according to Eq. (4)) in the non-expanded set, adding its children to the set. If there is a tie in the rank score between two or more nodes, a second node classification is established, taking into account the structural SF and choosing the safest node from the set of previously classified nodes according to Eq. (4). This best node, once evaluated, is moved from the non-process set to the historic list. Child nodes which violate any constraints (manufacturing constraint) are not included in this non-expanded set. The expansion stops for two possible reasons: if a feasible node is achieved (SF>1.0) or if the maximum number of tree expansions is generated.

Cost and heuristic function derivation

The BFS (breadth-first search) exploration technique is equivalent to a best-first search procedure, with the following cost function:

\[ f(n) = g(n) + h(n) \]  

Where 'f(n)' is the cost function for a node ‘n’ in the tree, ‘g(n)’ is the path cost, determined by the cost of going from the root to that node, and finally ‘h(n)’ is an estimation (heuristic) of the cost needed to reach the goal node (global optimum solution) from that particular node. Optimum solutions are guaranteed when the heuristic function ‘h(n)’ is underestimated. In some cases, such as depth-first, breadth-first or Dijkstra’s algorithms, ‘h(n)’ is equal to zero. In other cases, such as A-STAR and its variants, ‘h(n)’ is not equal to zero, but rather the search algorithm takes advantage of the goal node information position to accelerate the optimization process to reach an optimal solution (underestimation) or sub-optimal solution (overestimation).

In this study an A-STAR (best-first search) expansion scheme was chosen due to its proven optimal efficiency; this means that no other algorithm using the same heuristic information expands fewer nodes than A-STAR. In this case, the goal node information was unknown (blind search), but this step was circumvented through a parameter sweep strategy as described in section 3.4.

In every iteration, the best-first search strategy uses two sets of nodes: the former is the non-expanded set in which there is a bunch of potential nodes (candidates to expand) where the tree could propagate (according to Eq. (4)), and the latter is a historic list of nodes that have been already used in the tree expansion. Nodes in the non-expanded set are classified and ranked according to Eq. (4). Therefore the tree expands with the ‘best’ node (minimum score according to Eq. (4)) in the non-expanded set, adding its children to the set. If there is a tie in the rank score between two or more nodes, a second node classification is established, taking into account the structural SF and choosing the safest node from the set of previously classified nodes according to Eq. (4). This best node, once evaluated, is moved from the non-process set to the historic list. Child nodes which violate any constraints (manufacturing constraint) are not included in this non-expanded set. The expansion stops for two possible reasons: if a feasible node is achieved (SF>1.0) or if the maximum number of tree expansions is generated.
accomplished using an A-STAR search scheme. Such an algorithm can be implemented if the cost in Eq. (5) is forecast with a heuristic. Assuming we were able to predict that the goal node was located at a particular tree depth, then we would restrict the search and limit the tree depth to the optimal one. This can be mathematically formulated as follows:

$$f_\alpha(n) = l_n + |\alpha - l_n|$$

(6)

This process is graphically illustrated in Figure 4 using the same load case as Figure 3. From this Figure 4, it can be appreciated the change in trajectories following by the use of different alpha values. In summary, A-STAR is easily implemented by restricting the depth of the tree in the search and ranking the nodes as a function of their structural safeties. As the results section will show, this approach is extremely efficient, providing fast high-quality solutions, most of which match the global solution. Some important conclusions can be drawn from this cost and heuristic definition:

a) Both the cost and heuristic are simple functions. In addition, as the heuristic aims to guess the optimal laminate thickness (the optimal tree depth), it has a clear physical interpretation.

b) Since both the cost and heuristic function are determined exclusively from the tree layer, storing all the paths followed to get every node in the non-expanded set is not required because the cost is directly provided for each node using the node pole information. This reduces the space complexity (space memory needed) and makes the algorithm more efficient than most conventional A-STAR implementations that require node path information.

Algorithm implementation

As described previously, an estimation of ‘α’ is needed in order to implement the A-STAR algorithm. This naturally gives rise to the question of how such a free parameter can be set. Since ‘α’ is an integer related to the maximum laminate thickness, one idea is to parallel sweep all its possible values instead of using just one single value. But we may justifiably question the expense of this approach from a computational point of view. Section 3.3 described how a low alpha (heuristic underestimation) resulted in a search equivalent to a BFS. In contrast, when the value was high (overestimation), the
search complexity was almost linear. Therefore, if the number of tree expansions is restricted to being linear with the laminate thickness, then a fast algorithm (linear complexity) is implemented. The disadvantage of this approach is that the optimality guarantee is lost. That said, in the results section we will demonstrate through a Monte-Carlo simulation environment that the probability of reaching the optimal solution is high. As a consequence our novel algorithm is configured with these two parameters-alpha (specified in Eq. (6)) and the maximum number of tree expansions-as illustrated by the following simple pseudo code (Figure 5).

### Algorithm implementation pseudo code.

The solutions given by an increase in alpha will produce a growth in laminate thickness depending on the heuristic admissibility. We must remember that all possible solutions will not be obtained for every alpha in the sweep because of the restrictions to the number of tree expansions. Consequently, it is impossible to know if the best solution generated from this sweep is the optimal solution. In this pseudo code, the ‘alpha max’ parameter is fixed at 25 because a laminate solution of fewer than 100 plies is expected. Therefore the maximum number of iterations, limiting the number of tree expansions, should be of order (0(100)). The viability of the parameters will be analyzed in the results section.

### Algorithm efficiency

From the perspective of computational cost, the best decision tree that could be used to resolve the optimization problem is the one that reaches the goal node (optimal laminate) using a minimum number of expansions. In other words, this is the tree that only needs a single node (in the optimal path to the goal node) in every iteration, thus giving a number of expansions equal to:

\[ \text{Number of tree expansions} = l_{\text{optimal}} \]  

(7)

This number increases slightly if using a best-first search strategy:

\[ \text{Number of tree expansions} = \text{Number of BBs} \times l_{\text{optimal}} = 3 \times l_{\text{optimal}} \]  

(8)

The best that can be achieved is of order ‘\(O(l_{\text{optimal}})\)’. A sub-optimal decision tree (greedy) approach subjected to this number of expansions (according to Eq. (7)) can be implemented easily using the following pseudo code (Figure 6).

### FBFS greedy algorithm pseudo code.

This approach describes the ‘fast’ best-first search (FBFS) scheme that can be used to resolve the problem with minimum space and time requirements. However, as we will demonstrate in the results section, the quality of this greedy FBFS approach may be far removed from the optimal solution. Another relevant metric to rank the algorithmic efficiency is to measure the tree expansion by calculating the branching factor ‘\(b^*\). This is defined according to (9) as:

\[ N = 1 + b^* + (b^*)^2 + (b^*)^3 + \ldots + (b^*)^l \]

(9)

In Eq. (9) ‘\(N\)’ refers to the number of nodes expanded in the search by a particular tree whose depth is denoted by ‘\(l\)’. Notice that according to this expression the least effective branching factor is equal to ‘\(b^*=3\)’; due to the fact that three building blocks are used \(\{0, 90, 45\}^t\); in the best case it is close to ‘\(b^*=1.00\)’. This factor is directly linked to the time and space complexity of the algorithm. Thus when ‘\(b^*=1.00\)’ the algorithm complexity is linear; it is exponential in the rest of the cases and reaches a factor of ‘\(b^*=3\)’ for a brute-force search procedure.
Results

Monte-Carlo simulations

The free parameters of the algorithm were validated at this stage using a Monte-Carlo simulation environment. In addition, both the efficiency and quality of our novel algorithm were also checked. As described in sub-section 3.3, the free parameters of the algorithm were the maximum laminate thickness (‘alpha_max’ parameter) where the search takes place and the maximum number of tree expansions per search. These values were fixed at 25 and 500 respectively. The Monte-Carlo study\(^{23}\) assigned a uniform random distribution to each input variable (three membrane load components) and ran several simulations in order to obtain the density function of a particular response. Each response found the optimized laminate (as per the target described in section 2) for a particular load case. In other words, this Monte-Carlo study relates to an optimization search problem. A total of 496 membrane load cases (496 optimizations) were used, generated by a Latin Hypercube sampling procedure.\(^{22}\) The aim of each optimization problem was to minimize the number of plies (CFRP\(_a\) in Table 1) of a laminate subjected to a SF>1 and to the manufacturing constraints indicated in chapter 1. The structural SF is evaluated by classical laminate theory CLT as outlined in section 1. The histograms and statistics associated with these loads are given in the following scatter matrix plots (Figure 7).

![Scatter matrix plots.](image)

As shown in the histograms,\(^{23}\) the load components follow a uniform density distribution. We also notice that there is no correlation between these load components. The responses obtained (best laminate designs) using the novel algorithm were compared with two other types of responses: those obtained from a BFS implicit decision tree (providing the optimal solutions according to\(^{11,12}\)) and those associated with the FBFS algorithm described in section 3.5. The objective of these comparisons is twofold: first to determine the quality of the results by checking deviations from the exact solutions (BFS implicit decision trees); and secondly to establish the number of computations and compare them with the pure greedy FBFS procedure in order to have an idea of the algorithmic speed. It has to be remarked that the term ‘exact’ is referred to the ‘real’ optimal solution and not to an approximation to such solution. Up to now, only a brute force approach or alternatively a digraph tree with a BFS exploration technique\(^{11,12}\) can guarantee such a ‘real’ optimal solution. All laminate solutions (per load case) found by the three approaches (BFS, novel and FBFS) are listed in this repository.\(^{24}\)

The quality of the solutions is presented in Figure 8, measuring the difference (in number of plies) between the global optimum solutions found by the BFS approach and the other methods. It should be noted that for the novel method, a total of 25 processors were run in parallel according to the implementation procedure indicated in section 3.4. With this method, the final laminate design obtained per load case is given to the alpha linked to the minimum number of plies (according to the parallel search indicated in section 3.4).

In these graphs the laminate composite solution per load case and its deviation (in number of plies) from the reference solution are illustrated. The deviations are plotted both for the novel procedure or the FBFS. From this exercise, we can conclude that the novel algorithm matches the exact solutions in 98% of cases, which is a significant advance on the FBFS approach that is only able to match the exact solutions with a frequency of 70.3%. The novel approach demonstrates a high level of quality in laminate designs for a generalized membrane load case. Finally the efficiency of the novel algorithm was examined using as a metric the number of computations involved in each optimization search. First, the number of tree expansions required in each optimization was plotted against the number of laminate plies (Figure 9).

We can infer from Figure 9 that the algorithmic complexity is linear with the laminate thickness. The number of tree expansions is classified per the number of plies in each optimized design and are represented in this Figure 9 with a dot marker. The target line indicates a tree expansion that is linear with the ply thickness. Notice how the algorithm tree expansions are below the objective line in most of the load cases and are above in only seven load cases (1.41% of the total). In addition, the star markers in this Figure 9 indicate the minimum number of tree expansions provided by the FBFS procedure, giving an idea of the minimum number of computations that can be achieved. It should be pointed out that the novel algorithm is close to the FBFS (star marks), thus involving minimum tree spanning in most cases. Finally the tree branching factor ‘\(b^*\)’ per laminate solution is shown in Figure 10. Notice from this Figure 10 how the branching factor is asymptotically stabilized with the laminate thickness to a low level close to 1.1 (close to linear branching), indicating an appropriate procedure to design thick laminates.

Comparison with other techniques

In order to establish any improvements provided by the new algorithm, it seems reasonable to compare its performance with other state-of-the-art optimizers, namely evolutionary and response surface methods, for load cases that involve thick laminate designs. For this purpose a total of six load cases were selected, corresponding to thick laminate designs close to 100 plies and including the effects of simultaneous membrane and bending (generic load case) loading. Notice that these thick laminates involves an exhaustive searching in the design space since there are a number of \(O(3^{100})\) possibly ply configurations. These load cases are depicted in Table 2:
Figure 8 Number of ply deviations per load case. The graph on the left shows the results of the FBFS approach; the graph on the right gives the results obtained using novel algorithm.

Figure 9 Number of tree expansions performed with the novel algorithm in the Monte-Carlo study. The dot points represent the laminate solution obtained with the novel algorithm, the continuous line represents the linear results and the star marks denote the minimum number of evaluations performed by the FBFS algorithm. The results are represented per laminate thickness. The right-hand chart is a zoomed-in view of the left-hand one but with the outliers (three simulations with more than 100 evaluations) removed.

Figure 10 Tree branching factor ‘b∗’ for the novel algorithm in the Monte-Carlo set of simulations. The ‘b∗’ values are represented per laminate thickness.

The main purpose of this section is to determine the efficiency and quality of the novel algorithm for the design of thick laminates, compared to commercial GA and RSM procedures. The GA and RSM methods were implemented with Hyperstudy. In the GA implementation, each chromosome had a length of 25 genes and each gene was associated with a BB for a particular ply position. Since symmetrical and balanced laminates are imposed in the designs, the number of design variables (25) implies a maximum bound of 100 plies in the search. The genes were codified with integers belonging to the set (0, 1, 2, and 3). If a ‘0’ was selected for a particular gene, then there was no BB addition in this particular ply localization; the other integers were associated with the three possible BBs. The integer mapping codification is set out in the following Table 3.
According to Eq. (10), for each load case, the highest scores are allocated to the approach which requires the least number of plies and the least number of laminate evaluations. In other words, the best score combines the two features targeted in this work into one single parameter. For each load case, the best method in the numerator of Eq. (10) is the one that requires the least number of evaluations, and the best method in the denominator is the one that generates the least number of laminate evaluations. In other words, the best method in the denominator is the one that requires the least number of plies. As a consequence the best score that can be obtained, according to the metric indicated in Eq. (10), is equal to the unity. It should be pointed out that for the GA, GRSM, ARSM approaches, the number of evaluations needed to achieve the optimum result on occasion exceeded the stop control criteria indicated in Tables 4, 5 & 6. These numbers of evaluations are averaged using ten runs per load case due to stochastic nature of such algorithms (GA, GRSM, ARSM).

**Table 2** Table of load cases

| Load case | \( N_x \) (Newton/mm) | \( N_y \) (Newton/mm) | \( M_z \) (Newton) |
|-----------|------------------|------------------|------------------|
| 1         | 4000             | -4000            | 0                |
| 2         | 4000             | -4000            | 0                |
| 3         | 1000             | 1000             | 0                |
| 4         | 3500             | -3500            | 500              |
| 5         | 0                | 0                | 6000             |
| 6         | 0                | 0                | 6000             |

The same discrete codification was applied to the global response surface method (GRSM) and to the adaptive response surface method (ARSM). Both techniques belong to the family of RSM methods briefly described in the introduction to this paper; further details can be found in the reference. The following Tables 4–6, illustrate the optimization control parameters used for the three approaches.

Note that the parameters set out in Tables 4, 5 & 6 are the default parameters provided by the Hyperstudy software. For the novel procedure, a total of 25 processors were used in parallel and the results reported with this new method correspond to the alpha (see Eq. (6) and the procedure described in Figure 6) with a minimum number of plies. The material parameters (CFRP_b) are presented in Table 1. The optimization exercise again involved obtaining the minimum number of plies that have a SF>1.0 and fulfill the manufacturing constraints (balanced and symmetrical laminates). For each load case, the SF was obtained using CLT as described in section 1. As opposed to the previous section, in this case the laminate ply stacking sequence has a clear relevance due to the effect of bending loads, rendering it a much more difficult problem to resolve (exponential complexity see11,12). In order to score the results obtained using the different approaches, a ratio per load case is defined as follows:

\[
\text{score} = \left( \frac{\text{num}_{\text{evaluations}}^{-1}}{\text{num}_{\text{evaluations}_{\text{best\_method}}}^{-1}} \right) \times \left( \frac{\text{num}_{\text{plies}}}{\text{num}_{\text{plies}_{\text{best\_method}}}} \right) \tag{10}
\]

According to Eq. (10), for each load case, the highest scores are allocated to the approach which requires the least number of plies and the least number of laminate evaluations. In other words, the best score combines the two features targeted in this work into one single parameter. For each load case, the best method in the numerator of Eq. (10) is the one that requires the least number of evaluations, and the best method in the denominator is the one that generates the least number of plies. As a consequence the best score that can be obtained, according to the metric indicated in Eq. (10), is equal to the unity. It should be pointed out that for the GA, GRSM, ARSM approaches, the number of evaluations needed to achieve the optimum result on occasion exceeded the stop control criteria indicated in Tables 4, 5 & 6. These numbers of evaluations are averaged using ten runs per load case due to stochastic nature of such algorithms (GA, GRSM, ARSM).

**Table 3** Gene codification scheme and laminate codification example

| Building block | Integer codification |
|----------------|----------------------|
| None           | 0                    |
| 2              | 1                    |
| -45            | 2                    |
| 902            | 3                    |

The following table summarizes the results achieved for all the optimization approaches (Table 7).

The novel algorithm (A-STAR) returned the best scores in three load cases, followed by the ARSM, which had the highest scores in load cases 1 and 5. However, in load cases 2, 3 and 6, the ARSM was unable to find a feasible solution before it had reached the limit of 200 iterations according to Table 5. The GA achieved the minimum number of plies in most of the load cases but involved a high degree of computational effort, carrying a clear penalty as per Eq. (10). We may therefore conclude that the novel algorithm is robust and able to find a high-quality feasible solution for thick laminates with a minimum number of laminate evaluations.
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| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
|-----------|-----|-----------------------|----------------------------|--------|-------|
| 1         | A_STAR | 1.0063 | 268 | (0, 90, 0, 90, 0, (90, 0), (-45) 0)_s | 60 | 0.11 |
|            | GA | 1.0245 | 3933 | (90, 0, 90, 0, 90, 0, 90, 0)_s | 56 | 0.08 |
|            | ARSM | 1.0086 | 32 | (0, (-45) 90, (-45) 0, 90, 0, 90, 0, 90)_s | 68 | 0.83 |
|            | GRSM | 1.0374 | 184 | (90, 0, 90, 0, 90, (-45) 90, 0)_s | 64 | 0.15 |
| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
| 2         | A_STAR | 1.0022 | 84 | ((+-45) 90, 0, 90, (-45) 0, 90, (-45) 0, 90, (+-45) 0)_{+-45} 90, 0, (-45) 0)_s | 92 | 1 |
|            | GA | 1.0047 | 5121 | (0, (-45) 90, (-45) 0, (+45) 90, (-45) 0, (+45) 0, 90, 0, (-45) 0)_s | 92 | 0.016 |
|            | ARSM | NA | 200 | NA | NA |
|            | GRSM | 1.0105 | 146 | (90, (-45) 0, (-45) 90, (-45) 0, (-45) 90, (-45) 90, (-45) 0)_s | 96 | 0.55 |
| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
| 3         | A_STAR | 1.0283 | 68 | ((0, (-45) 10), 0)_s | 92 | 0.95 |
|            | GA | 1.0298 | 3229 | ( (+45) 0, 0)_s | 88 | 0.02 |
|            | ARSM | NA | 200 | NA | NA |
|            | GRSM | 1.017 | 126 | ((+-45), 90, (-45) 0, (-45) 0)_s | 92 | 0.51 |
| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
| 4         | A_STAR | 1.0107 | 98 | (0, 90, 0, (+45) 0, 90, 0, (-45) 0, 90, 0, (-45) 0)_s | 72 | 0.41 |
|            | GA | 1.0748 | 6085 | ((90, 0), 90, 0, (+45) 90, 0, 90, (-45) 0)_s | 64 | 0 |
|            | ARSM | NA | 200 | NA | NA |
|            | GRSM | 1.0554 | 46 | (90, 0, 90, 0, 90, 0, (+45) 90, 0, (-45) 0)_s | 64 | 1 |
| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
| 5         | A_STAR | 1.00827 | 740 | (0, (-45) 90, 0, (+45) 90, (-45) 0, 90, 0, (-45) 0, 90, 0, (-45) 0, 90, 0, (-45) 0)_s | 76 | 0.18 |
|            | GA | 1.0182 | 4920 | ((0, (-45) 90, 0, 90, 0, (+45) 90, 0, 90, 0, (-45) 0)_s | 80 | 0.02 |
|            | ARSM | 1.0115 | 136 | ((+-45) 90, 0, 90, 0, (+45) 90, 0, 90, 0, (-45) 90)_s | 80 | 0.95 |
|            | GRSM | 1.0218 | 200 | (90, (-45) 0, 0, (+45) 90, (-45) 0, (-45) 90, (-45) 90, (-45) 90, (-45) 0)_s | 76 | 0.67 |
| Load case | SF  | Number of evaluations | Laminate stacking sequence | Pliess | Score |
| 6         | A_STAR | 1.0091 | 71 | (0, (+45) 90, 0, (+45) 90, (-45) 0, 90, 0, (-45) 0, 90, 0, (-45) 0, (90, 0)_{+-45} 90, 0, (-45) 0)_s | 84 | 1 |
|            | GA | 1.0471 | 4322 | (90, (+45) 90, 0, 90, (+45) 0, (+45) 0, (-45) 0, (-45) 90, 0, (-45) 0, 90, 0, (-45) 0)_s | 84 | 0.016 |
|            | ARSM | NA | 200 | NA | NA |
|            | GRSM | 1.013 | 133 | (0, (+45) 0, 90, 0, (+45) 90, (-45) 90, 0, (+45) 90, 0, (-45) 0, 90, 0, (-45) 0)_s | 84 | 0.533 |

The term NA refers to non available solution

Citation: Sanz-Corretge J. An A-STAR algorithm for thick composite laminate design. Aeron Aerosp Access J. 2018;2(3):191–201. DOI: 10.15406/aaaj.2018.02.00050
Conclusion

This study has described a novel search procedure, based on implicit decision trees and A-STAR techniques, for the design of an optimum laminate stacking sequence. The procedure is able to find ‘fast’ optimal or sub-optimal solutions with a slight grade deviation from the exact solutions, but where the probability of finding the exact solution is high. Further advantages of this new optimization technique can be summarized as follows:

a. The number of laminate evaluations has the same order as the number of plies. This has a high degree of relevance and a direct application to thick laminate designs.
b. Only two degrees of freedom, both with a clear physical meaning, are required. The first is the maximum laminate thickness (it defines the alpha parameter, see Eq. (6)) and the second is the maximum number of tree expansions.
c. There is no need to define stop criteria as with other optimization algorithms.
d. There is no need to establish an initialization procedure, i.e. define an initial population in the case of GA or an initial sampling in the RSM.

The technique is based on an incremental implicit tree approach but unlike the BFS approaches reported in previous research a minimum spanning tree is combined with a best-first search scheme and supported by a heuristic function. This procedure is inspired by an A-STAR path finding scheme but, as opposed to conventional A-STAR techniques, the goal node is not known beforehand. In this paper the laminate problem described in section 2 is resolved for a high number of membrane load cases (Monte-Carlo simulation environment), using three approaches: the novel algorithm, a BFS solver and a FBFS approach in order to establish the speed (in terms of node computations) and the quality (in terms of deviation with respect to the exact solutions) of the first approach (i.e. the novel algorithm). These solutions are given in the URL repository, which provides a database that could be used to check the capabilities of future algorithms. Indeed, this database is another contribution of this work and provides a framework to calibrate any new optimization algorithm. In this present case, the novel algorithm was able to find the optimal solutions with a success probability above 98% and with a number of evaluations close to the maximum bound established by the FBFS approach. Finally, the results section showed how the novel procedure produces laminate designs with a thickness (quality) close to GA but using lower computational ‘effort’, which is similar to or better than the RSM approaches.

It should be mentioned that this novel procedure complements the implicit tree technology for the design of composites developed by Sanz-Corretge in his previous research and offers new applications in multidisciplinary optimizations where fast algorithms are needed. Unlike the optimization algorithms developed in, the new technique is mono-objective and is restricted to BBs of the same cost. Where BBs of different costs are studied, either the cost or heuristic functions should be modified in the Eq. (6). This modification does not follow a straight derivation and further research should be carried out. One possibility would be to determine a homogenization procedure, which would substitute the original set of BBs of different costs with an equivalent set of BBs of equal cost, and impose a ply stacking sequence as an artificial manufacturing constraint. For instance, for simplicity’s sake, let us consider that there are two initial BBs: one costs one unit and the other costs three units. One possibility would be to transform these BBs into two new ones: the one that initially cost one unit would remain unchanged and the one costing three units would be sliced in artificial plies of one third thickness (assuming that the cost is proportional to the thickness). In this case it would be necessary to impose the manufacturing constraint of stacking the artificial new plies (associated with the modified BB) as three multiples. Note that the addition of a new manufacturing constraint in implicit tree technology speeds the search and aids the optimization process.

As a future line of research, the initial study could be implemented and embedded in a more complex multidisciplinary optimization (i.e. in airfoil optimization), where the benefits of the speed and accuracy of the new algorithm can contribute to obtaining fast designs.
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