Abstract—Continuous-time optimization is currently an active field of research in optimization theory; prior work in this area has yielded useful insights and elegant methods for proving stability and convergence properties of the continuous-time optimization algorithms. This paper proposes novel gradient-flow schemes that yield convergence to the optimal point of a convex optimization problem within a fixed time from any given initial condition for unconstrained optimization, constrained optimization, and min-max problems. It is shown that the solution of the modified gradient flow dynamics exists and is unique under certain regularity conditions on the objective function, while fixed-time convergence to the optimal point is shown via Lyapunov-based analysis. The application of the modified gradient flow to unconstrained optimization problems is studied under the assumption of gradient-dominance, a relaxation of strong convexity. Then, a modified Newton’s method is presented that exhibits fixed-time convergence under some milder conditions on the objective function. Building upon this method, a novel technique for solving convex optimization problems with linear equality constraints that yields convergence to the optimal point in fixed time is developed. More specifically, constrained optimization problems formulated as min-max problems are considered, and a novel method for computing the optimal solution in fixed-time is proposed using the Lagrangian dual. Finally, the general min-max problem is considered, and a modified scheme to obtain the optimal solution of saddle-point dynamics in fixed time is developed. Numerical illustrations that compare the performance of the proposed method against Newton’s method, rescaled-gradient method, and Nesterov’s accelerated method are included to corroborate the efficacy and applicability of the modified gradient flows in constrained and unconstrained optimization problems.

I. INTRODUCTION

A. Motivation

Study of continuous-time optimization methods has been a very important part of the optimization theory from very early days [1]. Research in this area continues to this day with the aim of developing and studying differential equations that model the commonly used discrete-time optimization algorithms [2]–[4]. Establishing connections between ordinary differential equations (ODEs) and optimization has been an active topic of interest, see [4]–[6] and the references therein. The theory of ODEs offers useful insights into optimization theory and the corresponding techniques [4]; some of the notable examples, as listed in [4], include linear regression via ODEs induced by linearized Bregman iteration algorithm [7] and a continuous-time Nesterov-like accelerated algorithm in the context of control design [8]. The continuous-time perspective of optimization problems provides simple and elegant proofs for the convergence of solutions to the equilibrium points using Lyapunov stability theory [9]; this has led to further studies in unconstrained optimization [1], [10], constrained optimization [11], and more recently, saddle-point dynamics [5], [12]. It is worth noticing that while there is a lot of work on continuous-time optimization, most of it addresses asymptotic or exponential convergence of the solutions to the optimal point, i.e., convergence as time tends to infinity. In this paper, novel continuous-time optimization schemes are developed that possess fixed-time convergence guarantees, i.e., guarantees that the solutions of the considered ODEs converge to the optimal point of the corresponding optimization problem within a fixed time that is independent of the initial conditions.

B. Gradient flows: theory and applications

It is well known that the strict minima of a locally convex function \( f : \mathbb{R}^n \to \mathbb{R} \) are stable equilibria of the gradient-flow (GF) dynamics \( \dot{x} = -\nabla f(x) \), and that, if the sub-level sets of \( f \) are compact, then the trajectories converge asymptotically to the set of critical points of \( f \). In recent years, GFs have been employed in a wide range of applications, including image processing [13] and motion planning [14]. Details on design of GFs for optimization problems can be found in [10].

There is a plethora of work on asymptotic convergence analysis of GF; for an overview, see [2], [3]. Recent work, for example [4], has focused on exponential stability of the GF based methods. The strong or strict convexity of the objective function is a standard assumption for exponential stability. As shown in [16], the condition can be relaxed by assuming that the objective function satisfies the Polyak-Lojasiewicz inequality (PL inequality), i.e., the objective function is gradient dominated. In [17], the authors develop cubic regularization of Newton’s method with super-linear convergence rate. Other accelerated methods include Bregman-Lagrangian flows [3], where instead of standard gradient flow, Euler-Lagrange equations for the Bregman-Lagrangian flow are studied for super-linear convergence.

Another set of problems where GF is used is the saddle-point dynamics for min-max problems, where a multivariate function needs to be minimized over one set of variables and maximized over another set of variables. Saddle-point dynamics and its variations have been used extensively in the design and analysis of distributed feedback controllers [18].
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and optimization algorithms in several domains, including active power loss minimization [19], network optimization [20], and zero-sum games [21] (see [22] for a detailed presentation on various applications where saddle-point dynamics naturally arise). In [20], the authors show asymptotic stability of the saddle-point dynamics, and apply the developed methods to internet-congestion control and network-utility maximization. More recently, in [23], the authors develop general techniques for deriving minimax bounds under local differential privacy constraints. Lagrangian based primal-dual problems are another set of problems where min-max problems naturally arise. In [5], [12], the authors discuss the conditions under which the saddle-point dynamics exhibit global asymptotic convergence. In [6], [24], the authors show global exponential stability of the gradient-based method for primal-dual gradient dynamics under strong convexity-concavity assumption.

C. Finite-time and fixed-time stability

In the seminal work [25], the authors introduced the notion of finite-time stability (FTS), where the convergence of the solutions to the equilibrium is guaranteed within a finite time, in contrast to asymptotic or exponential convergence where the solutions converge as time goes infinity. The authors give sufficient conditions in terms of existence of a Lyapunov function for FTS. Under this notion, the settling time, or time of convergence, depends upon the initial condition. A stronger notion, called fixed-time stability (FxTS), is developed in [26], where the settling time is uniformly bounded for all initial conditions. The authors in [25], [26] discuss also the robustness of a FTS and a FxTS equilibrium, respectively; they show that the convergence properties are preserved under a class of additive vanishing disturbances, and that the trajectories of a system with a FTS or FxTS equilibrium, under non-vanishing disturbances, converge to a smaller neighborhood of the equilibrium point, as compared to a system whose equilibrium is asymptotically or exponentially stable. The primary motivation of the work in this paper is to study FxTS of the gradient-based methods with applications to convex optimization problems.

D. Related prior work on continuous-time optimization

In [14], the authors introduce normalized gradient flows to show finite-time convergence of the solutions to the optimal point. The authors in [27] consider convex optimization problems with equality constraints under strong convexity of the objective function, and design a discontinuous dynamics that converges to the optimal solution in finite time. Finite-time distributed optimization is studied in [28], [29], where the authors assume very specific initial conditions, such that the sum of the gradient of the objective functions is zero. In [30], the authors design a sliding-mode based technique for distributed optimization with fixed-time convergence guarantees assuming that the objective functions are strongly convex. In [31], a method of finding the optimal solution of a linear program (LP) in fixed time is proposed. In [32] and [33], the authors design finite-time converging schemes for distributed optimization where the objective function is of sum of quadratic functions and strictly convex functions, respectively.

In the aforementioned work [14], [30]–[33], the resulting dynamics are discontinuous, and the solutions are understood in the sense of Filippov. While [14] mentions that the paths traced by the discontinuous dynamics and the nominal gradient flow \( \dot{x} = -\nabla f(x) \) are identical, none of the other papers show uniqueness of the solutions in forward-time for the considered discontinuous dynamics. In this work, modified gradient flows are designed with continuous dynamics, and existence and uniqueness of solutions for all times and for all initial conditions is proven. Moreover, In this paper, fixed-time convergence is considered, in contrast to the finite-time convergence in [14], [28], [29], [32], where the time of convergence grows unbounded with initial conditions.

E. Contributions of the paper

In this paper, modified GF schemes are designed for unconstrained and constrained convex optimization problems, as well as for min-max problems, with fixed-time convergence guarantees. In [28], [29], the authors assume that the Hessian of the objective function is Lipschitz continuous. This assumption as well as the strong-convexity assumption in [27], [30] are relaxed in this work, and it is shown that fixed-time convergence can be guaranteed for a larger class of problems where the objective function satisfies the PL inequality. In contrast to [14], [31], convex optimization problems with linear equality constraints are studied in this paper, and a novel method is proposed to obtain the optimal point in fixed time under certain conditions on the smoothness and convexity of the objective function. In summary, contributions of the paper are as follows:

a. FxTS-GF for unconstrained optimization: a novel GF scheme with fixed-time convergence guarantees is proposed for unconstrained convex optimization problems under gradient-dominance;

b. FxTS Newton’s method for unconstrained optimization: a Newton’s-based method with fixed-time convergence guarantees is developed for the minimization of a strictly-convex function;

c. FxTS-GF for constrained optimization: a novel method to solve constrained optimization problems with equality constraints in fixed time is proposed, when the conjugate of the objective function is known in closed-form;

d. FxTS saddle-point dynamics for min-max problems: a modified saddle-point dynamics with fixed-time convergence guarantees is designed for min-max problems under some mild conditions;

e. FxTS saddle-point dynamics for constrained optimization: it is shown that the proposed modified saddle-point dynamics can be used to solve constrained optimization problems when the conjugate function is not known in closed-form.

f. Numerical illustrations: various numerical examples are presented to demonstrate that the proposed method achieves super-linear, fixed-time convergence with Euler discretization. It is also demonstrated that in comparison to the nominal Newton’s method, and the rescaled
gradient method in [3], the proposed method achieves faster convergence in terms of number of iterations, while requiring lower computational (wall-clock) time, which corroborates the practical applicability of the proposed methods.

To the best of authors’ knowledge, this is the first work that establishes FxTS of GF-based techniques, and demonstrates their application to nonlinear constrained optimization and saddle-point dynamics. Though the theory presented in this paper treats continuous-time dynamics, the discrete-time implementation manifests the applicability of the proposed method in practice. Recent work on rate-preserving schemes [3] and consistent-discretization schemes [34], [35] for finite or fixed-time stable dynamical systems motivates the future work of studying discretization schemes for the proposed method, which would guarantee convergence of the solutions in finite or fixed number of steps for any initial condition (see Section VI for a detailed discussion on the matter).

F. Organization

The paper is organized as follows: Section II presents an overview of the theory of FTS and FxTS, as well as an overview of convex optimization. Section III presents modified gradient flows for unconstrained optimization and constrained optimization problems with linear constraints, and fixed-time convergence to the optimal point is shown. In Section IV, the min-max problem is studied for the general saddle-point dynamics. In Section V, three numerical examples are presented to corroborate applicability of the proposed method; namely, an instance of a support-vector machine, a quadratic program, and a min-max problem. Section VI discusses the limitation of the theory of FTS or FxTS for continuous-time dynamical systems when it comes to discrete-time or discretized settings, and lays out the foundation for future work in the open areas. The conclusions and plans on future work are summarized in Section VII.

II. BACKGROUND AND PRELIMINARIES

A. Notation

The set of reals is denoted by \( \mathbb{R} \). The Euclidean norm of \( x \in \mathbb{R}^n \) is denoted by \( \| x \| \), and its transpose, by \( x^T \). For a given function \( f \), \( f^* \) denotes the optimal value of the objective function for the given optimization problem and \( x^* \) denotes the optimal point, i.e., \( f(x^*) = f^* \). The conjugate of the function \( f \) is denoted as \( f^* \) and is defined as \( f^*(y) = \sup_{x \in \mathbb{R}^n} (y^T x - f(x)) \). The notation \( f \in C^0(U,V) \) is used for a function \( f : U \rightarrow V, U \subseteq \mathbb{R}^n, V \subseteq \mathbb{R}^m \) which is \( k \)-times continuously differentiable, and \( f \in C^{1,1}(U,V) \) is used to denote a continuously differentiable function whose gradient is locally Lipschitz continuous on \( U \). The notation \( \nabla f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( \nabla^2 f : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) is used to denote the gradient and the Hessian of the function \( f \in C^2(\mathbb{R}^n, \mathbb{R}) \), respectively. For a multivariate function \( f \in C^2(\mathbb{R}^n, \mathbb{R}) \), the partial derivatives are denoted as \( \nabla_{x_1} f(x) \equiv \frac{\partial f}{\partial x_1}(x) \).

1Note the difference between * for optimality and * for the conjugate.
Remark 1. For (5), Assumption 1 is a necessary condition for convergence of gradient-based methods to an optimal solution. Coercivity, or equivalently, compactness of the sub-level sets of the convex function $f$ is a sufficient condition to guarantee existence of a minimizer [36, Chapter 2].

**Definition 3.** A function $f \in C^1(D, \mathbb{R})$, where $D \subset \mathbb{R}^n$ is a convex set, is called
- **Convex** if for all $x, y \in D$ and all $\alpha \in (0, 1)$, $f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y)$;
- **Concave** if $-f$ is convex;
- **Strictly convex** if for all $x, y \in D$ and all $\alpha \in (0, 1)$, $f(\alpha x + (1 - \alpha)y) < \alpha f(x) + (1 - \alpha)f(y)$;
- **m-Strongly convex** if there exists $m > 0$ such that $f(y) \geq f(x) + \nabla f(x)^T(y - x) + \frac{m}{2}\|y - x\|^2$, for all $x, y \in D$;
- **$\beta$-Strongly smooth** if for all $x, y \in D$, $f(y) \leq f(x) + \nabla f(x)^T(y - x) + \frac{\beta}{2}\|y - x\|^2$, where $\beta > 0$.

**Lemma 3.** First-order conditions: A function $f \in C^1(D, \mathbb{R})$, where $D \subset \mathbb{R}^n$ is a convex set, is
- **Convex** if and only if for all $x, y \in D$, $f(y) \geq f(x) + \nabla f(x)^T(y - x)$;
- **m-Strongly convex** if and only if for all $x, y \in D$, $(\nabla f(x) - \nabla f(y))^T(x - y) \geq m\|x - y\|^2$ for some $m > 0$.

**Second-order conditions:** A function $f \in C^2(D, \mathbb{R})$, $D \subset \mathbb{R}^n$ is
- **Convex** if and only if for all $x \in D$, $\nabla^2 f(x) \succeq 0$;
- **Strictly convex** if for all $x \in D$, $\nabla^2 f(x) > 0$;
- **m-Strongly convex** if and only if for all $x \in D$, $\nabla^2 f(x) \succeq mI$, for some $m > 0$.
- **$\beta$-Strongly smooth** if and only if for all $x \in D$, $\nabla^2 f(x) \preceq \beta I$ for some $\beta > 0$.

It follows that strong-convexity implies strict-convexity, which implies convexity.

**Definition 4.** A function $F : D_1 \times D_2 \rightarrow \mathbb{R}$, where $D_1 \subset \mathbb{R}^n$, $D_2 \subset \mathbb{R}^m$, is called locally convex-concave (respectively, locally strongly or locally strictly convex-concave) if for any fixed $\bar{z} \in U \subset D_2$, $F(x, \bar{z})$ is convex (respectively, strongly or strictly convex) for all $x \in U_x \subset D_1$, and for any fixed $\bar{x} \in U_x \subset D_1$, $F(\bar{x}, z)$ is concave (respectively, strongly, or strictly concave) for all $z \in U_z \subset D_2$.

**Lemma 4 ([15]).** If $f$ is convex and differentiable, then a point $x^*$ is the global optimal point of the function $f$ if and only if $\nabla f(x^*) = 0$. Furthermore, if $f$ is strictly convex, then the optimal point $x^*$ is unique.

There has been a lot of research on developing discrete-time optimization schemes with convergence rate faster than linear (see [3], [17] and references therein). The continuous variant of such discrete-time schemes are also studied by various authors. In [3], the authors discuss the following scheme
\[
\dot{x} = -\frac{\nabla f(x)}{\|\nabla f(x)\|^{p-2}},
\]
where $p > 2$ as a modification of GF. It is shown that the convergence rate for the solutions of (6) is given as
\[
f(x(t)) - f^* \leq O\left(\frac{1}{\mu^{p-1}}\right),
\]
under the assumption that the level-sets of $f(x)$ are bounded. The flow in (6) is referred to as rescaled GF in the subsequent text. In this subsection, it is shown that the optimal point of (5) is actually an FTS equilibrium of (6). Then, in the subsequent subsections, modifications of (6) are presented with fixed-time convergence guarantees.

**Theorem 1.** If $f \in C^2(\mathbb{R}^n, \mathbb{R})$ is $k$-strongly convex for some $k > 0$, then the trajectories of (6) converge to the optimal point $x^*$ in finite time $T = T(x(0))$, for any $p > 2$.

**Proof:** First, using Lemma 3, one has that strong convexity of $f$ implies that the optimal solution $x^*$ of (5) is unique and satisfies $\nabla f(x^*) = 0$. Choose $V(x) = \frac{1}{2}\|\nabla f(x)\|^2$ as the candidate Lyapunov function. $k$-strong convexity of $f$ implies that $\nabla^2 f(x) \succeq kI$ for all $x \in \mathbb{R}^n$. Using this, one obtains that the time derivative of $V$ along (6) satisfies
\[
\dot{V} = \nabla f^T \nabla^2 f \dot{x} = -\nabla f^T \nabla^2 f \frac{\nabla f}{\|\nabla f\|^{p-2}}
\]
\[
\leq -k \nabla f \frac{\nabla f}{\|\nabla f\|^{p-2}} = -k \|\nabla f\|^{2-p}.
\]
Define $k_1 = k2^{-1\frac{p}{p-2}} > 0$ and $\beta_1 = \frac{p}{(p-2)2^{-1}}$, so that $0 < \beta_1 < 1$, and one obtains $\dot{V} \leq -k_1 V^{\beta_1}$. Using Lemma 1, one obtains that $\|\nabla f(x(t))\| = 0$ for all $t \geq T$ where $T \leq \frac{V(x(0))^{1-\beta_1}}{k_1}$.

Since the function is strongly convex, the sublevel sets of the norm of $\nabla f$ are bounded. Thus, $V$ is radially unbounded, and hence, the result holds for all $x(0) \in \mathbb{R}^n$.

**Remark 2.** For a given $p > 2$, denote the bound on the time of convergence as $T_p$. As noted in [3], the limiting case of (6) as $p \to \infty$, called normalized GF, is studied in [14], and it is shown that the time of convergence is upper bounded by \(\frac{1}{k}\|\nabla f(x(0))\| \) under the assumption of strong-convexity. The same bound on the time of convergence is recovered by allowing $p \to \infty$ in the bound of the settling time $T_\infty$ in Theorem 1. Note that for initial values farther away from the optimal point, the upper bound on the time of convergence satisfy $T_p \leq T_\infty$, i.e., the upper bound for $2 < p < \infty$ is lower than $\frac{1}{k}\|\nabla f(x(0))\|$. 

III. FXTS IN OPTIMIZATION

In this section, novel gradient flow schemes are proposed for unconstrained and constrained convex optimization problems. First, unconstrained optimization problems are considered.

**A. Unconstrained optimization: FTS scheme**

Consider the unconstrained minimization problem
\[
\min_{x \in \mathbb{R}^n} f(x),
\]
where $f : \mathbb{R}^n \rightarrow \mathbb{R}$. The following assumption is made about the problem (5).

**Assumption 1.** The minimum value of $f(x)$ is attained, i.e., there exists $x^* \in \mathbb{R}^n$ such that $-\infty < f^* = f(x^*)$.

**Remark 1.** For (5), Assumption 1 is a necessary condition for convergence of gradient-based methods to an optimal solution. Coercivity, or equivalently, compactness of the sub-level sets of the convex function $f$ is a sufficient condition to guarantee existence of a minimizer [36, Chapter 2].
It is clear from the expression of the bound on the settling time $T$ in Theorem 1 that it grows unbounded as the distance of $x(0)$ increases from the optimal point $x^*$. Inspired from (6) and noting its finite-time convergence guarantees, a modified GF is designed in this subsection with fixed-time convergence guarantees, so that the the optimal point of (5) can be obtained within a fixed time for any $x(0) \in \mathbb{R}^n$.

B. Unconstrained optimization: FxTS-GF scheme

Consider the flow equation
\[
\dot{x} = -c_1 \frac{\nabla f(x)}{\|\nabla f(x)\|^2} - c_2 \frac{\nabla f(x)}{\|\nabla f(x)\|^2},
\]
where $c_1, c_2 > 0$, $p_1 > 1$ and $1 < p_2 < 2$. In what follows, (8) is referred to as FxTS-GF. First, it is shown that the equilibrium points of the right-hand side of (8) are critical points of the function $f$, and that the dynamics in (8) is continuous for all $x \in \mathbb{R}^n$.

Lemma 5. A point $\bar{x} \in \mathbb{R}^n$ is an equilibrium point of (8) if and only if $\|\nabla f(\bar{x})\| = 0$.

Lemma 6. If $f \in C^{1,1}_{loc}(\mathbb{R}^n, \mathbb{R})$, then the right-hand side of (8) is continuous for all $x \in \mathbb{R}^n$.

Proofs of Lemma 5 and Lemma 6 are given in Appendix A, B, respectively. Next, it is shown that the solutions of (8) exist and are unique in forward time.

Proposition 1. If the function $f \in C^{1,1}_{loc}(\mathbb{R}^n, \mathbb{R})$ is convex with unique minimizer, then for any $x(0) \in \mathbb{R}^n$, the solution of (8) exists and is unique for all $t \geq 0$.

Proof: The result [37, Proposition 2] shows existence and uniqueness of solutions for an ODE of the form (8) with $X = \nabla f$. Per the statement of the Theorem, $f \in C^{1,1}_{loc}$, which implies that $\nabla f$ is locally Lipschitz. Also, with $0 < \alpha_1 = 1 - \frac{p_1 - 2}{p_1} < 1$ and $\alpha_2 = 1 - \frac{p_2 - 2}{p_2} > 1$, all the conditions of [37, Proposition 2] are satisfied. Hence, the solution of (8) exists in forward time and is unique, for any initial condition $x(0) \in \mathbb{R}^n$.

Before presenting the main result of this subsection, the following required assumptions on the objective function $f$ is made.

Assumption 2. (Gradient dominated) The function $f \in C^{1,1}_{loc}(\mathbb{R}^n, \mathbb{R})$ has a unique minimizer $x = x^*$ and satisfies the Polyak-Łojasiewicz (PL) inequality, or is gradient dominated, with $\mu_f > 0$, i.e., for all $x \in \mathbb{R}^n$,
\[
\frac{1}{2} \|\nabla f(x)\|^2 \geq \mu_f (f(x) - f^*).
\]

Remark 3. Strong convexity of the objective function is a standard assumption used in literature to show exponential convergence for gradient flows. As noted in [16], PL inequality is the weakest condition among other similar conditions popularly used in the literature to show linear convergence.

It is shown in [16, Theorem 2] that satisfaction of PL inequality implies that the function $f$ has quadratic growth, i.e.,
\[
f(x) - f^* \geq \frac{\mu_f}{2} \|x - x^*\|^2.
\]

for all $x$, where $\mu_f$ is as defined in (9). The following result can now be stated.

Theorem 2. If the objective function $f$ satisfies Assumptions 1 and 2, then, the trajectories of (8) converge to the optimal point $x^*$ in fixed time for all $x(0)$.

Proof: First, note that the solutions of (8) exist and are unique for all $x(0) \in \mathbb{R}^n \setminus \{x^*\}$ [37, Proposition 2]. Note that the convexity assumption in [37, Proposition 2], and consequently, in Proposition 1, is sufficient to show uniqueness of the solutions starting from the minimizer, i.e., for the case when $x(0) = x^*$. For the case when the function $f$ is not convex, the uniqueness of the solution can still be guaranteed if the equilibrium point is attractive. Assume that for (8) with a non-convex $f$, there exist two solutions, namely the trivial solution $x(t) = x^*$, and another solution such that $x(t) \neq x^*$, with $x(0) = x(2T) = x^*$. Define $V_1 = (f(x(1)) - f(x(2))) = f(x(1)) - f^*$ as a candidate Lyapunov function. Note that since $x(t) \neq x^*$, $f(x(t)) > f^*$, and hence, $V_1$ is a positive definite function. The time derivative of $V_1$ reads
\[
\dot{V}_1 = \nabla f(x(t)) \dot{x}_1(t),
\]
which along the trajectories of (8) satisfies $\dot{V}_1 \leq 0$. Since $V_1(0) = f(x(1)) - f(x(2))$, and $V_1 \leq 0$, using [38, Theorem 3.15.1], one obtains that $x_1(t) = x_2(t) = x^*$, i.e., the solution of (8) is unique for $x(0) = x^*$.

Now, consider the candidate Lyapunov function $V(x) = \frac{1}{2}(f(x) - f^*)^2$. From (10), it is clear that $V$ is radially unbounded. The time derivative along the trajectories of (8) reads
\[
\dot{V} = (f - f^*)(\nabla f)^T \left( -c_1 \frac{\nabla f}{\|\nabla f\|^2} - c_2 \frac{\nabla f}{\|\nabla f\|^2} \right).
\]

\[
\leq -c_1 (f - f^*) \|\nabla f\|^2 - c_2 (f - f^*) \|\nabla f\|^2
\]
\[
\leq -c_1 (f - f^*) \|\nabla f\|^2 - c_2 (f - f^*) \|\nabla f\|^2
\]
\[
\leq c_1 2^{\alpha_1 + 1} \mu_f V^{\alpha_1} - c_2 2^{\alpha_2 + 2} \mu_f V^{\alpha_2}
\]
\[
= -k_1 V^{\alpha_1} - k_2 V^{\alpha_2},
\]
where $\alpha_1 = 2 - \frac{p_1 - 2}{p_1}$, $\alpha_2 = 2 - \frac{p_2 - 2}{p_2}$, $k_1 = c_1 2^{\alpha_1 + 1} \mu_f$ and $k_2 = c_2 2^{\alpha_2 + 2} \mu_f$. Since $\alpha_1 < 2$ and $\alpha_2 > 2$, one has $\frac{2 + \alpha_1}{4} < 1$ and $\frac{2 + \alpha_2}{4} > 1$. Hence, from Lemma 2, one obtains that for $T_1$, $f(x(t)) = f^*$, which is equivalent to $x(t) = x^*$ under Assumption 2, where $T_1 \leq \frac{4}{k_2(\alpha_2 - 2)}$. Hence, the trajectories of (8) converge to the optimal point $x^*$ of (5) in fixed time.

\[\]
Remark 4. Note that the difference between the proposed modified gradient flow (8) and the rescaled gradient flow (6) is the second term with exponent $1 < p_2 < 2$. This term results into the second term $-V^\beta$ in (3), while the first term, with exponent $p_1 > 2$, results into the first term $-V^\alpha$ in (3). Intuitively, compared to the exponential convergence condition $\dot{V} \leq -V$, terms $V^\beta$ and $V^\alpha$ dominate the term $V$ when $V$ is large and small, respectively, resulting into accelerated convergence for both small and large initial distance from the equilibrium point. Since (6) contains only the first term, which dominates when $V$ is small, the time of convergence, though finite, grows larger as the initial distance from the equilibrium increases.

It is showed that the FxTS-GF in (8) can be used to find the optimal solution of (5) in fixed-time. As mentioned in Remark 3, Assumption 2 is a relaxation used to show exponential convergence of gradient flow. Hence, all such problems which have been shown to have exponential convergence under strong-convexity can be solved within fixed time using (8). It is easy to show that if a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is strongly convex, then the function $g : \mathbb{R}^n \rightarrow \mathbb{R}$, defined as $g(x) = f(Ax)$, $A \in \mathbb{R}^{n \times m}$, is strongly convex if $A$ is full row-rank. If matrix $A$ is not full row-rank, then $g$ may not be strongly convex. On the other hand, as shown in [16, Appendix 2.3], $g$ still satisfies PL inequality for any matrix $A$. Below, an example of an important class of problems is given for which, the objective function satisfies PL inequality (see [16] for more examples on useful functions that satisfy PL inequality).

Example 1. Least squares: Consider the optimization problem

$$\min_{x \in \mathbb{R}^n} f(Ax) = \|Ax - b\|^2; \quad (11)$$

where $x \in \mathbb{R}^n, A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^n$. Here, the function $f(x) = \|x - b\|^2$ is strongly-convex, and hence, $g(x) = \|Ax - b\|^2$ satisfies PL inequality for any matrix $A$. Linear regression: Consider the optimization problem

$$\min_{x \in \mathbb{R}^n} f(Ax) = \sum_{i=1}^m \log(1 + b_i a_i^T x), \quad (12)$$

where $x \in \mathbb{R}^n, a_i \in \mathbb{R}^n$ and $b \in \mathbb{R}$ for $i = 1, 2, \ldots, m$. Here, the function $g(x) = f(Ax)$ satisfies PL inequality for any matrix $A$.

The objective functions in (11) and (12) satisfy PL inequality, but need not be strongly convex for any matrix $A$; if additionally, uniqueness of the optimal solutions of (11) and (12) is assumed, one can use (8) to find the optimal solutions for (11) and (12), respectively, in fixed time. These are important classes of functions in machine learning problems. Next, the modification of the Newton’s method based GF is presented to guarantee FxTS for a class of functions that do not satisfy Assumption 2.

C. FxTS Newton’s method

In this subsection, a modified Newton’s method is proposed that guarantees fixed-time convergence to the optimal point.

The nominal Newton’s method is defined as

$$\dot{x} = -(\nabla^2 f(x))^{-1} \nabla f(x). \quad (13)$$

It is well-known that under certain conditions on the function $f$, (13) can achieve exponential convergence. The following assumption is made about the objective function $f$.

Assumption 3. The function $f \in C^2(\mathbb{R}^n, \mathbb{R})$ is strictly convex.

Per Assumption 3, $\nabla^2 f > 0$, which implies that the Hessian is invertible, and with Assumption 1, using Lemma 4, one has that the optimal point $x^*$ is unique. Note that if $f$ satisfies Assumption 3, it is not necessary that it satisfies Assumption 2. So, for (5) with this class of functions, fixed-time convergence cannot be guaranteed using (8). Hence, another modified GF is proposed so that fixed-time convergence for this class of functions can be guaranteed. Consider the flow equation for FxTS Newton’s method

$$\dot{x} = -(\nabla^2 f(x))^{-1} \left( c_1 \frac{\nabla f(x)}{\|\nabla f(x)\|^2} + c_2 \frac{\nabla f(x)}{\|\nabla f(x)\|^2} \right), \quad (14)$$

where $c_1, c_2 > 0, p_1 > 2$ and $1 < p_2 < 2$. The following result can now be stated.

Theorem 3. If $f$ satisfies Assumptions 1 and 3, then the trajectories of (14) converge to the optimal point $x^*$ in fixed time $T_{NM}$ for any initial condition $x(0) \in \mathbb{R}^n$.

Proof: Note that under Assumption 3, per Proposition 1, solutions of (14) exist and are unique for all $x(0) \in \mathbb{R}^n$. Consider the Lyapunov function $V(x) = \frac{1}{2} \|\nabla f(x)\|^2$. Since the sub-level sets of norm of its gradient $\nabla f$ are bounded for a strictly convex function under Assumption 1 ([39, Corollary 8.7.1]), the candidate Lyapunov function $V$ is radially unbounded. The time derivative of this function along the trajectories of (14) reads

$$\dot{V} = (\nabla f)^T (\nabla^2 f) \dot{x}$$

$$= -(\nabla f)^T \left( c_1 \frac{\nabla f}{\|\nabla f\|^2} + c_2 \frac{\nabla f}{\|\nabla f\|^2} \right)$$

$$= -c_1 \|\nabla f\|^2 \frac{2 - p_1}{p_1 - 2} - c_2 \|\nabla f\|^2 \frac{2 - p_2}{p_2 - 2}$$

$$\leq -c_1 \alpha_1 V^{\alpha_1} - c_2 \alpha_2 V^{\alpha_2},$$

where $\alpha_1 = 2 - \frac{p_1 - 2}{p_1 - 1}$ and $\alpha_2 = 2 - \frac{p_2 - 2}{p_2 - 1}$. Since $p_1 > 2$ and $1 < p_2 < 2$ one obtains that $1 < \alpha_1 < 2$ and $\alpha_2 > 2$. Hence, using Lemma 2, one obtains that the trajectories of (14) converge to the optimal point $x^*$ in the fixed time $T_{NM}$ for all $x(0) \in \mathbb{R}^n$, where $T_{NM} \leq \frac{1 - \beta_1}{\beta_1 (2 - \alpha_1)} + \frac{1 - \beta_2}{\beta_2 (2 - \alpha_2)}$.

While strongly-convex functions satisfy PL inequality [16], strictly convex functions do not satisfy PL inequality in general. So, for convex optimization problems with strictly convex objective functions, that do not satisfy Assumption 2, (14) can be used to find the optimal solution of (5) within a fixed time. One example is the class of quatic functions, which can be used to reformulate standard QP with sign constraints as unconstrained optimization problem [40].

4This is needed so that the right-hand side in the Newton’s method is well-defined.
Example 2. Consider the optimization problem
\[ \min_{x} x^T Q x + c^T x, \]
\[ \text{s.t. } x_i \geq 0, \quad i = 1, 2, \ldots, n, \]
where \( x, c \in \mathbb{R}^n \) and \( Q \in \mathbb{R}^{n \times n} \) is a positive definite matrix.
Let \( z \in \mathbb{R}^n \) be defined as \( z_i = z_i^2 \), to get rid of the sign contraints, and re-write (15) in terms of \( z \)
\[ \min_{z} z^T Q z + c^T z, \]
where \( Z \in \mathbb{R}^{n \times n} \) is a diagonal matrix consisting of elements \( z_i \), i.e.,
\[ Z_{i,j} = \begin{cases} z_i, & i = j; \\
0, & i \neq j, \end{cases} \]
for \( i, j = 1, 2, \ldots, n \). The optimal solution \( \bar{z} \) of (15) is given by \( \bar{z}_i = \frac{z_i^2}{\alpha} \), where \( \alpha \) is the optimal solution of (16).

It is clear that the objective function in (16) is a quartic, is not strongly convex and may not satisfy PL inequality. Nevertheless, it is strictly convex and hence, (14) can be used to find the optimal point of (16) within fixed time.

Upto now, unconstrained minimization problems have been considered. Next, constrained minimization problems are studied, and FxTS-GF based methods are proposed with fixed-time convergence guarantees.

D. Convex optimization with linear equality constraints
Consider the optimization problem
\[ \min_{x \in \mathbb{R}^n} f(x), \]
\[ \text{s.t. } A x = b, \]
where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex, \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \).

Assumption 4. The matrix \( A \) is full row-rank and the objective function \( f \) is coercive.

Remark 5. Assumption 4 is commonly used in constrained optimization ([24]): the matrix \( A \) being full row-rank guarantees that the feasible set is non-empty and closed, and thus, coercivity of the convex function \( f \) guarantees that the solution of (17) exists ([36, Chapter 2]).

Define \( g : \mathbb{R}^m \rightarrow \mathbb{R} \) as
\[ g(\nu) = \inf_{x \in \mathbb{R}^n} (f(x) + \nu^T (A x - b)), \]
so that the dual problem (see [15, Chapter 5]) for (17) is given by
\[ \sup_{\nu \in \mathbb{R}^m} g(\nu). \]
Using (18), rewrite (19) as
\[ \sup_{\nu \in \mathbb{R}^m} \inf_{x \in \mathbb{R}^n} L(x, \nu) \triangleq f(x) + \nu^T (A x - b). \]
It is clear that (20) is a saddle-point problem, where the function \( L(x, \nu) \) needs to be minimized over \( x \) and maximized over \( \nu \). Using (18), one obtains ([15, Section 5.1])
\[ g(\nu) = -\nu^T b - f^*(-A^T \nu), \]
where \( f^* : \mathbb{R}^n \rightarrow \mathbb{R} \) is the conjugate of \( f \). Note that the function \( f^* \) is always convex, whether \( f \) is convex or not [15, Chapter 3]. It can be readily seen from (21) that \( g \) is a concave function (since \( f^* \) is convex, \(-f^* \) is concave). As shown in [41, Section 3.5], strong-convexity of function \( f \) and strong-smoothness of its conjugate \( f^* \) are equivalent. Using this, the following results can be stated.

Lemma 7. If \( f \) is a convex, \( \beta \)-strongly smooth function, then the function \( g \) defined as per (18) is \( \alpha \)-strongly concave, for some \( \alpha > 0 \).

The proof is provided in Appendix C. Thus, the following assumption on \( f \) is made.

Assumption 5. The objective function \( f \in C^{1,1}(\mathbb{R}^n, \mathbb{R}) \) is \( \beta \)-strongly convex, \( \beta_2 \)-strongly smooth, its conjugate function \( f^* \) is known in closed-form, and satisfies \( f^* \in C^{1,1}(\mathbb{R}^n, \mathbb{R}) \).

See Remark 7 and Corollary 2 for the case when \( f^* \) is not known in closed-form. Consider the dynamical system
\[ \dot{\nu} = -c_1 \frac{-\nabla g(\nu)}{\|\nabla g(\nu)\|_{\psi_1-1}} - c_2 \frac{-\nabla g(\nu)}{\|\nabla h(\nu)\|_{\psi_2-1}} \]
with \( c_1, c_2 > 0, \quad p_1 > 2 \quad \text{and} \quad 1 < p_2 < 2 \). Note that the assumptions on functions \( f, f^* \), and matrix \( A \) implies \( \sup \inf L(x, \nu) = \inf \sup L(x, \nu) \) ([15, Section 5.5]). Also, using Proposition 1, one has that the solutions of (22) exist and are unique for all \( \nu(0) \in \mathbb{R}^m \).

Lemma 8. The trajectories of (22) reach the optimal point \( \nu^* \) of (19) in fixed time \( T_{eq} \) for all initial conditions \( \nu(0) \in \mathbb{R}^m \).

Proof: Per Lemma 7, \(-g(\nu)\) is \( \alpha \)-strongly convex. Thus, \( g \) satisfies PL inequality (9) with some constant \( \mu_g > 0 \). Since \( g \) is strongly convex, and the maximizer \( \nu^* \) of \( g \) exists, it is also unique. This implies that \( g \) satisfies Assumptions 1 and 2. Hence, using Theorem 2, one obtains that the trajectories of (22) reach the the maximizer \( \nu^* \) of \( g(\nu) \) in a fixed time \( T_{eq} = \frac{1}{\kappa(g(\nu^*))} + \frac{S}{\kappa(g(\nu^*))} \) for all initial conditions \( \nu(0) \), where
\[ \alpha_1 = 2 - \frac{p_1 - 2}{p_1 - 1}, \quad \alpha_2 = 2 - \frac{2p_2 - 2}{p_2 - 1}, \quad \kappa_3 = \min \{ 2 \frac{p_1 - 2}{p_1 - 1} \} \quad \text{and} \quad \kappa_4 = \kappa_2 \frac{2p_2 - 2}{p_2 - 1} \mu_g. \]

Under the assumption of existence (Assumption 4) and uniqueness (guaranteed by Assumption 5) of the optimal point of (17) and using the fact that \(-g(\nu)\) is \( \alpha \)-strongly convex, one obtains that the minimizer of \( L(x, \nu^*) \) is the optimal solution of (17) ([15, Section 5.5.5]). Using this, one obtains that
\[ x^* = \arg \min_{x \in \mathbb{R}^n} L(x, \nu^*) \]
or, in other words, \( x^* \) satisfies \( \nabla_x L(x^*, \nu^*) = f(x^*) + \nu^T A = 0 \). Hence, the trajectories of the system
\[ \dot{x} = -d_1 \frac{-\nabla_x L(x, \nu^*)}{\|\nabla_x L(x, \nu^*)\|_{\psi_1}} - d_2 \frac{-\nabla_z L(x, \nu^*)}{\|\nabla_z L(x, \nu^*)\|_{\psi_2}}, \]
with \( d_1, d_2 > 0, \quad q_1 > 2 \quad \text{and} \quad 1 < q_2 < 2 \), converge to the optimizer of (17). The following result can now be stated.

Theorem 4. Let Assumptions 4 and 5 hold. Then, the optimal point \( x^* \) of (17) can be found in fixed time \( T_{eq} \) by first solving
for some open neighborhoods $U_x \subset \mathbb{R}^n$ and $U_z \subset \mathbb{R}^m$ of $x^*$ and $z^*$, respectively, such that for all $(x, z) \in U_x \times U_z$, one has

$$F(x^*, z) \leq F(x^*, z^*) \leq F(x, z^*).$$

(27)

The point $(x^*, z^*)$ is global saddle-point if $U_x = \mathbb{R}^n$ and $U_z = \mathbb{R}^m$. The following assumption is made.

Assumption 6. A saddle point $(x^*, z^*)$ exists that solves (26). Furthermore, the function $F \in C^2(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R})$ is locally strictly convex-concave in an open neighborhood $U \subset \mathbb{R}^n \times \mathbb{R}^m$ of the saddle point $(x^*, z^*)$. More specifically, $\nabla_{xx} F(x, z) > 0$ and $\nabla_{zz} F(x, z) < 0$ for all $(x, z) \in U$.

The local strong or strict convexity-concavity assumption is very commonly used in literature for showing asymptotic convergence of saddle-point dynamics to the optimal solution of (26) (see, e.g., [5], [12]). Using this, the following result can be stated.

Lemma 9. Let Assumption 6 hold for some open neighborhood $U \subset \mathbb{R}^n \times \mathbb{R}^m$ of the saddle-point $(x^*, z^*)$. Then, the Hessian of $F$ given as

$$\nabla^2 F(x, z) = \begin{bmatrix} \nabla_{xx} F(x, z) & \nabla_{xz} F(x, z) \\ \nabla_{zx} F(x, z) & \nabla_{zz} F(x, z) \end{bmatrix},$$

(28)

is invertible for all $(x, z) \in U$.

The proof is provided in Appendix D. Authors in [5] use the following saddle-point dynamics

$$\dot{x} = -\nabla F_x(x, z), \quad \dot{z} = \nabla F_z(x, z).$$

(29)

and show asymptotic convergence to the saddle-point $(x^*, z^*)$ under Assumption 6. Next, the flow in (29) is modified so that fixed-time convergence can be guaranteed. The FTxS Newton’s method is used to define the FTxS saddle-point (FTxS-SP) dynamics as

$$\begin{bmatrix} \dot{x} \\ \dot{z} \end{bmatrix} = -\left(\nabla^2 F(x, z)\right)^{-1} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \frac{\nabla F(x, z)}{\|\nabla F(x, z)\|^{p_1}} + \frac{c_2}{\|\nabla F(x, z)\|^{p_2}}$$

(30)

where $c_1, c_2 > 0$, $p_1 > 2, \ 1 < p_2 < 2$, and $\nabla F(x, z) \triangleq \begin{bmatrix} \nabla_x F(x, z)^T & \nabla_z F(x, z)^T \end{bmatrix}^T$. Note that per Lemma 5, the point $(x, z)$ is an equilibrium point of (30) if and only if it satisfies $\nabla F(x, z) = 0$. Using strong convexity-concavity of $F$ in $U$, one obtains that $\nabla F(x, z) = 0$ implies $x = x^*$ and $z = z^*$. The first main result of this section is presented below.

Theorem 5. If $F$ satisfies Assumption 6 for some $U \subset \mathbb{R}^n \times \mathbb{R}^m$, then the trajectories of (30) converge to the saddle point $(x^*, z^*)$ in fixed time $T_{SP}$ for all $(x(0), z(0)) \in D \subset U$.
where $D$ is the largest compact sub-level set of $V(x,z) = \frac{1}{2}\|\nabla F(x,z)\|^2$ in $U$. Furthermore, if $U = \mathbb{R}^n \times \mathbb{R}^m$, then the results holds for all $(x(0), z(0)) \in \mathbb{R}^n \times \mathbb{R}^m$.

Proof: Consider the candidate Lyapunov function $V(x,z) = \frac{1}{2}\|\nabla F(x,z)\|^2$. Define $D$ as the largest compact sub-level set of $V$. Using analysis similar to the proof of Theorem 3, the time derivative of $V$ along the trajectories of (30) can be bounded as

$$V \leq -c_12^{\frac{\alpha_1}{2}}V^{\frac{\alpha_1}{2}} - c_22^{\frac{\alpha_2}{2}}V^{\frac{\alpha_2}{2}},$$

where $\alpha_1 = 2 - \frac{p_1-1}{p_1}$ and $\alpha_2 = 2 - \frac{p_2-1}{p_2}$. It follows that for all $t \geq T_{SP}$, $\nabla F(x(t), z(t)) = 0$, or equivalently, $(x(t), z(t)) = (x^*, z^*)$, where $T_{SP} \leq \frac{2^{1-\frac{\alpha_1}{2}} + 2^{1-\frac{\alpha_2}{2}}}{c_1(2-\alpha_1) + c_2(2-\alpha_2)}$ for all $(x(0), z(0)) \in D$.

For the case when $U = \mathbb{R}^n \times \mathbb{R}^m$, the sub-level sets of $\|\nabla F\|$ are bounded and so, $V$ is radially unbounded. Therefore, the trajectories of (30) converge to the saddle-point of (26) for all $(x(0), z(0)) \in \mathbb{R}^n \times \mathbb{R}^m$.

Assumption 6 ensures that the Hessian $\nabla^2 F(x,z)$ is invertible for all $(x, z) \in U$, and that the saddle-point of $F$ is the only critical point. Per the analysis in Lemma 9, a sufficient condition for the Hessian to be invertible is that $\nabla_{xx} F$ is invertible and $\nabla_{xz} F$ is full row-rank. On the basis of this observation, the following result can be stated.

Corollary 1. Suppose there exists an open set $U \subset \mathbb{R}^n \times \mathbb{R}^m$ such that $\nabla_{xx} F(x,z)$ is invertible and $\nabla_{xz} F(x,z)$ is full row-rank for all $(x,z) \in U$. Then, the trajectories of (30) converge to the set of the critical points of $F$, defined as $\Omega_U = \{(x,z) \in U \mid \nabla F(x,z) = 0\}$ in a fixed time $T_{SP}$ for all $(x(0), z(0)) \in D \subset U$, where $D$ is the largest compact sub-level set of $V = \frac{1}{2}\|\nabla F\|^2$ in $U$.

Note that Corollary 1 does not require strict convexity-concavity of $F$. Also, if the set $\Omega_U$ contains only the saddle-point, i.e., the only critical point of the function $F$ in $\Omega_U$ is the saddle-point, then Corollary 1 guarantees local convergence of trajectories of (30) to the saddle-point in fixed time. The final remark to connect the results in Corollary 1 with those in Section III-D are made below.

Remark 7. For problem (17) with strictly convex $f$ and full row-rank matrix $A$, the conditions of Corollary 1 are satisfied. Furthermore, it is known that for this problem, the Karush-Kuhn-Tucker (KKT) conditions are also sufficient for optimality, i.e., the critical point $(\hat{x}, \hat{z})$ such that $\nabla F(\hat{x}, \hat{z}) \triangleq \begin{bmatrix} \nabla F(\hat{x}) + AT\hat{z} \\ \hat{A}\hat{x} - b \end{bmatrix} = 0$ is also the optimal point, i.e., $(x^*, z^*) = (\hat{x}, \hat{z})$. Hence, one can use (30) with $F(x,z) = L(x,z)$ for the problems of the form (17), in the case when the conjugate function $f^*$ is not known in the closed-form.

This is formally shown in the following result.

Corollary 2. Consider the optimization problem (17). Assume that Assumption 4 holds and that $f \in C^2(\mathbb{R}^n, \mathbb{R})$ is strictly convex. Then, with $F(x,z) = f(x) + z^T(Ax - b)$, the trajectories of (30) reach the saddle-point $(x^*, z^*)$, where $x^*$ is the solution of (17), in fixed time $T_{c2} < \infty$ for all $(x(0), z(0)) \in D \subset U$, where $D$ is the largest compact sub-level set of $V = \frac{1}{2}\|\nabla F\|^2$ in $U$.

Proof: Define $F(x,z) = f(x) + z^T(Ax - b)$. Note that for strictly convex $f$, $\nabla_{xz} F = \nabla^2 f(z)$ is invertible. Furthermore, $\nabla_{xx} F = A$ is full row-rank, which implies that the conditions of Corollary 1 are satisfied. Hence, the trajectories of (30) reach the set of points $(x,z)$ such that $\nabla F(x,z) = 0$. Hence, one obtains that the trajectories of (30) for $F(x,z) = f(x) + z^T(Ax - b)$ reach the optimal point of (17) in fixed time $T_{c2} \leq \frac{c_12^{1-\frac{\alpha_1}{2}} + c_22^{1-\frac{\alpha_2}{2}}}{c_1(2-\alpha_1) + c_2(2-\alpha_2)}$.

In summary, (30) can be used to solve constrained optimization problems of the form (17) as well as min-max problems of the form (26), and the optimal solutions can be obtained within a fixed time. Compared to [5, 12], where asymptotic convergence is studied for min-max problems of the form (26), and for (17) posed as saddle-point problem, the proposed method guarantees convergence within a fixed time under relaxed assumptions.

The proposed method (30) requires computation of the inverse of the Hessian matrix $\nabla^2 F(x, z)$, which can be computationally expensive for problems with large $n$, $m$. Next, a first-order e., a method only requiring the gradient of the function $F$, is proposed under a stronger assumption on the function $F$.

Assumption 7. A saddle point $(x^*, z^*)$ exists that solves (26) and $F \in C^2(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R})$ is locally strongly convex-concave on open neighborhood $U \subset \mathbb{R}^n \times \mathbb{R}^m$ of the saddle point $(x^*, z^*)$, i.e., there exist $k_x, k_z > 0$ such that $\nabla_{xx} F(x,z) \geq k_x I$ and $\nabla_{xz} F(x,z) \leq -k_z I$ for all $(x,z) \in U$.

Consider the following $FxTS-GF$ based modified saddle-point dynamics

$$\begin{bmatrix} \dot{x} \\
\dot{z} \end{bmatrix} = -c_1\frac{\nabla F(x,z)}{\|\nabla F(x,z)\|^{\frac{p_1-2}{2}}} - c_2\frac{\nabla F(x,z)}{\|\nabla F(x,z)\|^{\frac{p_2-2}{2}}},$$

where $c_1, c_2 > 0$, $p_1 > 2.1 < p_2 < 2$, $\nabla F(x,z) \triangleq \nabla_x F(x,z)^T - \nabla_z F(x,z)^T$. Note that (29) is a special case of (29) with $c_1 = 1$, $c_2 = 0$ and $p_1 = 2$. The following result can be readily stated for (29).

Theorem 6. Suppose the function $F$ satisfies Assumption 7. Then, the trajectories of (29) converge to the saddle-point in a fixed time $T_{c2}$ for all $(x(0), z(0)) \in U$. If $U = \mathbb{R}^n \times \mathbb{R}^m$, then the result holds for all $(x(0), z(0)) \in \mathbb{R}^n \times \mathbb{R}^m$.

Proof: Choose the candidate Lyapunov function as $V(x,z) = \frac{1}{2}\|\nabla F(x,z)\|^2$. The time derivative of $V$ along the trajectories of (29) reads as in (30). Now, using the strong convexity-concavity of $F$, one obtains

$$V \leq -c_1k_x \frac{\|\nabla_x F\|^2}{\|\nabla F\|^{\frac{p_1-2}{2}}} - c_2k_z \frac{\|\nabla_z F\|^2}{\|\nabla F\|^{\frac{p_2-2}{2}}} - c_1k_x \frac{\|\nabla_x F\|^2}{\|\nabla F\|^{\frac{p_1-2}{2}}} - c_2k_z \frac{\|\nabla_z F\|^2}{\|\nabla F\|^{\frac{p_2-2}{2}}} \leq -k_7V^{\frac{p_1}{2}} - k_8V^{\frac{p_2}{2}},$$
where \( k_7 = c_1 k^2 \), \( k_8 = c_2 k^2 \), \( 0 < \alpha_7 = 2 - \frac{2p_2}{p_1} < 2 \) and \( \alpha_8 = 2 - \frac{2p_2}{p_1} > 2 \), where \( k = \min\{k_7, k_8\} \). Hence, using Lemma 2, one obtains that the optimal point of (26) can be found in fixed time \( T_{SIP2} \) satisfying \( T_{SIP2} \leq \frac{2}{k_7(2-\alpha_7)} + \frac{2}{k_8(\alpha_8-2)}. \) Furthermore, the norm of the gradient \( \|\nabla F\| \) is radially unbounded on \( U \), and hence, for \( U = \mathbb{R}^n \times \mathbb{R}^m \), the result holds globally for any \((x(0), z(0))\).

V. NUMERICAL EXAMPLES

The efficacy of the proposed methods is illustrated via three numerical examples. The computations are done using MATLAB R2018a on a desktop with a 32GB DDR3 RAM and an Intel Xeon E3-1245 processor (3.4 GHz). Unless mentioned otherwise, Euler discretization is used for MATLAB implementation with time-step \( dt = 10^{-5} \), and with constant step-size, the convergence time \( T \) in seconds translates to \( T \times 10^5 \) iterations. In the first example, an instance of the logistic regression based support-vector machine is considered, where the performance of the proposed FxTS-GF is compared with Newton’s method. The flow in (8) is used to find the optimal solution, i.e., the separating hyperplane for a given labelled data set, within a fixed time. In the second example, an instance of QP with equality constraints is considered as a constrained convex optimization problem (17). The FxTS saddle-point dynamics in (30) is used to find the optimal point of the problem, and to illustrate that for any initial condition, the optimal point can be found within a fixed time. Finally, an instance of the min-max problem (26) is considered, and the FxTS saddle-point dynamics in (30) is used to find the saddle-point.

A. Support Vector Machine: Unconstrained optimization

Consider an instance of logistic SVM, where the function \( f : \mathbb{R}^2 \to \mathbb{R} \) is given as

\[
f(x) = \frac{1}{2}||x||^2 + \frac{1}{\mu} \sum_{i=1}^{N} \log(1 + \exp(-\mu l_i x^T z_i)),
\]

with \( \mu > 0 \) a large positive number. Here \( x = x^* \in \mathbb{R}^2 \) represents the separating hyperplane, and \( z_i \in \mathbb{R}^2 \) denote the \( i \)-th data point and its corresponding label, respectively. The vectors \( z_i \) are chosen from a random distribution around the line \( x_1 = x_2 \), so that the solution \( x^* \), i.e., the separating hyperplane, to the minimization problem \( \min f(x) \) is the vector \([1, -1]\). In this case, \( N = 500 \) randomly distributed data points are considered. The parameters used in the numerical simulations are \( c_1 = c_2 = 10, p_1 = 2.6, p_2 = 1.6 \), and \( \mu = 2 \). The theoretical bound on the time of convergence is \( T_1 \leq 0.43 \). Figure 1 shows the distribution of \( z_i \) around the line \( x_1 = x_2 \).

Figure 2 depicts the norm of the gradient \( \|\nabla f(x(t))\| \) with time for various initial conditions. The log scale is used on the \( y \)-axis so that the variation of the norm \( \|\nabla f\| \) is clearly shown for values near zero, and the super-linear nature of convergence can be demonstrated. Note that the plots corresponding to the nominal GF method are linear on the log-scale, which verifies that the convergence is exponential, while the curved plots of the proposed scheme illustrate the super-linear convergence. It can also be noted that the convergence time (upto the error of \( 10^{-10} \)) is bounded by the theoretical bound of \( T_1 \). Thus, per Figure 2, nominal GF takes at least 5 times more iterations as compared to the FxTS-GF, in order to converge to the same level of accuracy.
B. Example 2: QP with equality constraints

Consider (25) with \( x \in \mathbb{R}^{10} \) and \( A \in \mathbb{R}^{5 \times 10} \). For simplicity, consider a diagonal matrix \( Q \) with positive diagonal elements and a full row-rank matrix \( A \), so that all the conditions of Corollary 2 are satisfied. The values of \( Q, A, b, c \) are chosen through random matrix generator in MATLAB. The following parameters are used for FxTS-SP dynamics in (30): \( c_1 = 10, \ c_2 = 10, \ p_1 = 2.2, \ p_2 = 1.8 \). With these parameters, the upper bound on the time of convergence in Corollary 2 satisfies \( T_{eq2} = T_{SP} \leq 1.0025 \).

Figure 3 compares the performance of the proposed method relative to Newton’s method for saddle-point dynamics, i.e., (30) with \( c_2 = 0 \) and \( p_2 = 2 \). The dotted lines illustrate the evolution of Newton’s method, while solid lines illustrate that of FxTS-SP dynamics (30). The vertical black dashed black line corresponds to \( T_{SP} = 1.0025 \) sec. Figure 3 shows the variation of \( \|x(t) - x^*\| \) with time for various initial conditions. The proposed scheme converges to the error of magnitude less than \( 10^{-8} \) within \( T_{SP} \) sec, while the nominal scheme takes longer time (and thus, more number of iterations) to achieve the same. It can also be seen that the convergence time is always bounded by \( T_{SP} \) for all initial conditions for the proposed method.

![Fig. 3. The norm \( \|x(t) - x^*\| \) with time for various initial conditions for nominal saddle-point dynamics (\( p_1 = 2, c_2 = 0 \)) and FxTS saddle-point dynamics (\( p_1 = 2.2, p_2 = 1.8 \)).](image)

C. Example 3: Min-max problem

A numerical example for the min-max problem \( \max_{x} \min_{z} F(x, z) \) is considered, where the function \( F \) is defined as:

\[
F(x, z) = (\|x\| - 1)^4 - \|z\|^2 |x|^2,
\]

with \( x \in \mathbb{R}^n \) and \( z \in \mathbb{R}^m \). The dimensions are chosen as \( n = 3 \) and \( m = 1 \). The set of optimal points \((x, z)\) satisfy \( \|x\| = 1, \|z\| = 0 \) [5], i.e., the optimal point is not unique in this case. The parameters \( c_1, c_2 \) are chosen as \( c_1 = c_2 = 10 \).

The first case study considers a varying range of initial conditions \((x(0), z(0))\) and constant values of the parameters \( p_1, p_2 \), chosen as \( p_1 = 2.2 \) and \( p_2 = 1.8 \). Figure 4 shows the convergence time (upto an error of \( \|\nabla F(x, z)\| \leq 10^{-15} \)) for various initial conditions \( x(0), z(0) \). The results illustrate that the time of convergence does not depend upon the initial distance from the saddle point. Also, the actual time of convergence \( T_c \) is lower than the upper bound \( T_{SP} \).

![Fig. 4. Time of convergence \( T_c \) with norm of the initial error \( \|e(0)\| \leq \|e(0)\| \) for \( \|e(0)\| \) with \( e(0) = (0, 0, 0) \).](image)

Figure 5 illustrates the convergence of norm of the gradient, \( \|\nabla F(x, z)\| \), to zero in fixed time for various initial conditions. Figure 6 and 7 plot the norm of the error \( x - x^* \) and \( z - z^* \), respectively, for various initial conditions. Solid lines show the performance of the proposed method (30), and dotted lines show the performance of Newton’s method (\( c_2 = 0, p_2 = 2 \)) when solving for saddle-point dynamics. Again, it can be noted from the figures that the proposed method converges within the theoretical bound on \( T_{SP} \), and has super-linear convergence rate.

The second case study considers that the parameters \( p_1, p_2 \) are varied in the ranges \([2, 2.2]\) and \([1.8, 2]\), respectively. Figure 8 shows the norm of the gradient, \( \|\nabla F(x, z)\| \), with time. As can be seen in the Figure 8, the case when \( p_1 = p_2 = 2 \) has linear convergence (straight line on the log plot), while for \( p_1 > 2 \) and \( p_2 < 2 \), the convergence is super-linear. It can also be observed that as \( p_1 \) increases and \( p_2 \) decreases, the convergence becomes faster and the time of convergence becomes smaller.
The implementation of the proposed method in numerical studies is done using Euler integration with constant step size. Figure 9 shows the performance of the proposed method for various values of discretization steps between $10^{-2}$ and $10^{-6}$. As the figure suggests, the discretization step does not affect the convergence performance of the proposed method.

Finally, the performance of the proposed method is compared with the performance of the rescaled gradient flow (6). More specifically, the considered rescaled-gradient flow scheme is

$$\dot{x} = -c_1 (\nabla^2 F(x, z))^{-1} \frac{\nabla F(x, z)}{\|\nabla F(x, z)\|^{p_1 - 1}}.$$  

(32)

where $0 < \theta < 1$. Since the objective function in (31) is only strictly convex-concave and not strongly convex-concave, (29) cannot be used, but (30) can be used. The dynamical system (32) is a Newton's modification of rescaled-gradient flow (6) discussed in [3], where Hessian is used so that (32) can be used for a strictly convex-concave function.

Figure 10 plots the norm of the gradient for various initial conditions, where $p_1 = 2.2, p_2 = 1.8$, $c_1 = c_2 = 10$ for (30), $p_1 = 2.2, c_1 = 10$ for (32). It can be seen that the convergence of the rescaled gradient flow scheme (32) is super-linear (finite-time convergence), but slower than the proposed scheme. It is evident from Figure 10 that the time of convergence for (32) grows as $\|x(0) - x^*\|$ increases, while that of the proposed scheme (30) remains bounded.

Figure 11 depicts the wall-clock time (i.e., actual run-time) for the two aforementioned schemes. The results are presented for 1000 trials, where the simulations are run until the norm
VI. DISCUSSION

While optimization methods in continuous-time are important and have major theoretical relevance in general, only discrete-time algorithms are of practical use. It is an open question as to how one can discretize the dynamics (8) and other schemes presented in this work, so that the fixed-time convergence guarantees are provably preserved. While in all the numerical examples the performance of discretized implementation is at par with the theoretical results, i.e., the convergence is super-linear and the time of convergence is upper bounded by the theoretically established upper bound, the theoretical investigation on how the convergence properties are preserved after discretization is an open problem, and an active field of research (see [34], [35]).

In [34], the authors study a particular class of homogeneous systems, and show that there exists a consistent discretization scheme that preserves the finite-time convergence. They extend their results to practically FxTS systems in [35], where they show that the trajectories of the discretized system reach to an arbitrary small neighborhood of the equilibrium point in fixed time, independent of the initial condition. Given that the provided numerical examples suggest that the proposed method works efficiently even with constant-step Euler integration, the questions that naturally arise are: (i) how could the theory of consistent discretization be extended to a more general class of FTS and FxTS systems, and (ii) how this theory could be used for the methods developed in this paper so that exact convergence of iterative discrete-time optimization schemes for the proposed methods can be guaranteed in a finite or fixed number of steps. These topics are beyond the scope of the current paper, and are left open for future research.

VII. CONCLUSIONS AND FUTURE WORK

This paper presented modified GF schemes that provide convergence of the solution to the optimal point in fixed time, under various assumptions such as strict convexity and gradient dominance, which is a relaxation of strong-convexity. A modified version of Newton’s method is also presented that possesses fixed-time convergence guarantees from any given initial condition for optimization problems with strictly convex objective function. Based on this result, a novel method is proposed to find the optimal point of a convex optimization problem with linear equality constraints in fixed time. A modified scheme for the saddle-point dynamics is proposed so that the min-max problem can be solved in fixed time. Though all the methods are presented for continuous-time optimization, numerical examples illustrate that the proposed schemes have super-linear convergence in the discretized implementation as well, that the time of convergence satisfies the theoretical bound, and that the performance of the proposed method is better than the one of commonly used algorithms, such as Newton’s method, the rescaled gradient-based method.

Studying the general optimization problem with both equality and inequality constraints is part of the future investigations, where schemes that can converge to the optimal point in fixed time will be designed. Also, it will be of great interest to study FTS and FxTS methods of optimization on function spaces with applications such as finding the optimal barrier function for control synthesis under spatio-temporal specifications and input constraints. Finally, as mentioned in Section VI, one of the future research directions is to investigate discretization schemes for FTS and FxTS systems that can preserve the time of convergence, and translate FTS and FxTS to convergence in finite and fixed number of steps, respectively.
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**APPENDIX A**

**PROOF OF LEMMA 5**

**Proof:** One has that $x = \bar{x}$ is an equilibrium of (8) if and only if

$$\dot{x} = 0 \iff -c_1\left\|\nabla f(x)\right\|^{\frac{p_1}{p_1 - 1}} + c_2\left\|\nabla f(x)\right\|^{\frac{p_2}{p_2 - 1}} = 0$$

$$\iff c_1\left\|\nabla f(x)\right\|^{\frac{p_1}{p_1 - 1}} + c_2\left\|\nabla f(x)\right\|^{\frac{p_2}{p_2 - 1}} = 0$$

$$\iff c_1\left\|\nabla f(x)\right\|^{1 - \frac{p_2}{p_2 - 1}} + c_2\left\|\nabla f(x)\right\|^{1 - \frac{p_1}{p_1 - 1}} = 0,$$

$$\iff \left\|\nabla f(x)\right\| = 0,$$

since $1 - \frac{p_2}{p_1 - 1} < 1 - \frac{p_1}{p_2 - 1} > 0$ for $p_1 > 2$ and $1 < p_2 < 2$. Hence, $x = \bar{x}$ is an equilibrium point if and only if $\nabla f(x) = 0$. This completes the proof.

**APPENDIX B**

**PROOF OF LEMMA 6**

**Proof:** Let $\mathcal{X} = \{x \mid \nabla f(x) = 0\}$. Since $f \in C^{1,1}$, continuity of right-hand side of (8) is immediate on $\mathbb{R}^n$. Let $\bar{x} \in \mathcal{X}$ and $L$ be the Lipschitz constant for function $\nabla f$, i.e., $\left\|\nabla f(x) - \nabla f(y)\right\| \leq L \left\|x - y\right\|$ for $x, y \in D$ where $D$ is some open neighborhood of $\bar{x}$. For $y = \bar{x}$, it follows that $\left\|\nabla f(x) - \nabla f(\bar{x})\right\| = \left\|\nabla f(x)\right\|$; then, using continuity of the
norm, one has
\[
\lim_{x \to \bar{x}} \frac{\nabla f(x)}{\|\nabla f(x)\|^{\frac{\alpha}{\|x\|^2}}} = \lim_{x \to \bar{x}} \frac{\nabla f(x)}{\|\nabla f(x)\|^{\beta}} = c_1 \lim_{x \to \bar{x}} \|\nabla f(x)\|^{1 - \frac{\alpha}{\|x\|^2}} = c_1 \lim_{x \to \bar{x}} \|\nabla f(x)\|^{\beta_1} \leq c_1 L^{\frac{\alpha_1}{\alpha}} \lim_{x \to \bar{x}} \|x - \bar{x}\|^{\beta_1} = 0,
\]

where \( \delta_1 = 1 - \frac{p_1}{p_1-1} > 0 \) for \( p_1 > 2 \). Hence, one has that
\[
\lim_{x \to \bar{x}} c_1 \frac{\nabla f(x)}{\|\nabla f(x)\|^{\beta_1}} = 0.
\]
Similarly, it can be shown that
\[
\lim_{x \to \bar{x}} \frac{\nabla f(x)}{\|\nabla f(x)\|^{\beta_2}} = 0,
\]

since \( \delta_2 = 1 - \frac{p_2}{p_2-1} > 0 \) for all \( 1 < p_2 < 2 \). Per Lemma 5, one has that \( \bar{x} \) satisfies (8). This implies that the right-hand side of (8) is continuous at \( x = \bar{x} \), for all \( \bar{x} \in X \), and hence, is continuous for all \( x \in \mathbb{R}^n \).

**APPENDIX C**

**PROOF OF LEMMA 7**

**Proof:** The convexity and strong-smoothness assumptions on \( f \) implies that \( f^{**} = f \), i.e., \( f \) is the conjugate of its conjugate \( f^* \). Define \( \kappa = f^* \) so that one has \( \kappa^* = f^{**} = f \). Now, since the function \( f \) is the conjugate of \( \kappa \) and is \( \beta \)-strongly smooth, from [41, Section 3.5], one obtains that there exists \( \beta^* \) such that \( \kappa \) is a \( \beta^* \)-strongly convex function. It holds that if \( A \) is full row-rank, then \( \beta^* \)-strong-convexity of \( f^* \) implies \( \alpha \)-strong-convexity of \( f^* (-A^T \nu) \), where \( \alpha = \lambda \beta^* \) and \( \lambda = \lambda_{\min}(AA^T) \) is the minimum eigenvalue of \( AA^T \). Since \( A \) is full row-rank, it follows that \( \lambda > 0 \). Finally, using the fact that \( f_1 = f^* (-A^T \nu) \) is \( \alpha \)-strongly convex and \( f_2 = \nu^T b \) is convex, one obtains that \( f_1 + f_2 = f^* (-A^T \nu) + \nu^T b = -g(\nu) \) is \( \alpha \)-strongly convex, or equivalently, \( g \) is \( \alpha \)-strongly concave.

**APPENDIX D**

**PROOF OF LEMMA 9**

**Proof:** Define \( H_{xx} = \nabla_{xx} F, \) \( H_{xz} = \nabla_{xz} F \) and \( H_{zz} = -\nabla_{zz} F \). Since \( F \) is twice-continuously differentiable, one has that \( \nabla_{xx} F = (\nabla_{xz} F)^T \). Define \( H = \nabla^2 F(x, z) \) so that \( H = \begin{bmatrix} H_{xx} & H_{xz} \\ H_{xz}^T & H_{zz} \end{bmatrix} \). Note that \( H_{xx} \) and \( H_{zz} \) are positive definite for all \((x, z) \in U \) due to Assumption 6. The rank of the matrix \( H \) satisfies (42)
\[
\text{rank } H = \text{rank } H_{xx} + \text{rank } (-H_{zz} - H_{zz}^T H_{xx}^{-1} H_{xz}).
\]

Now, since \( H_{xx} \) is invertible for all \((x, z) \in U \), one has that \( \text{rank } H_{xx} = n \). Let \( H_1 = H_{xx} \) and \( H_2 = -H_{zz} - H_{zz}^T H_{xx}^{-1} H_{xz} \). Since \( H_{xx}, H_{zz} \) are positive definite matrices, it follows that \( H_2 \) is also negative definite. Hence, one obtains that \( \text{rank } H_2 = m \). This implies that \( \text{rank } H = \text{rank } H_1 + \text{rank } H_2 = n + m \) for all \((x, z) \in U \), i.e., \( \nabla^2 F(x, z) \) is full rank and hence, invertible for all \((x, z) \in U \).