A novel holographic quantum phase transition and butterfly velocity
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ABSTRACT: In this paper, we make a systematical and in-depth exploration on the phase structure and the behaviors of butterfly velocity in an Einstein-Maxwell-dilaton-axions (EMDA) model. Depending on the model parameter, there are two kinds of mechanisms driving quantum phase transition (QPT) in this model. One is the infrared (IR) geometry to be renormalization group (RG) unstable, and the other is the strength of lattice deformation leading to some kind of bifurcating solution. We also find a novel QPT in the metal phases. The study on the behavior of the butterfly velocity crossing QPT indicates that the butterfly velocity or its first derivative exhibiting local extreme depends on the QPT mechanism. Further, the scaling behaviors of the butterfly velocity in the zero-temperature limit confirm that different phases are controlled by different IR geometries. Therefore, the butterfly velocity is a good probe to QPT and it also provides a possible way to study QPT beyond holography.
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1 Introduction

Quantum phase transition (QPT) is an exotic phenomenon in condensed matter theory (CMT) accompanied by the existence of strong correlation between the microscopic degrees of freedom [1]. The conventional theoretical tools are usually inadequate to deal with these strongly correlated systems. The holographic duality offers a powerful method to explore the strongly correlated systems by mapping them into the weakly coupled classical gravity theories [2–5]. The holographic duality can shed light on the basic principle hidden in the strongly correlated phenomenon.

Metal-insulator transition (MIT), as an example of QPT, has been widely studied from holography in recent years [6–19]. The main mechanism of holographic MIT is that the lattice operator breaking the translational symmetry induces the infrared (IR) instability, which results in a new IR fixed point corresponding to insulating phase [6, 9]. Different lattice structures give rise to diverse insulating phases in the dual boundary theory. The well-known examples include holographic Peirels insulator, holographic Mott insulator and some novel holographic insulating phases. These holographic insulating models exhibit some appealing characteristics, for instance, the hard gap [12, 13, 15] and the commensurability [18] in Mott insulator, the pinned collective mode and gapped single-particle excitation in Peirels insulator [10], which are very similar to those found in condensed matter physics.

An important weapon to study QPT is to identify the characteristic quantity that can reflect the properties of QPT. The butterfly effect could provide an important tool to handle and understand QPT in holographic framework. It has been shown that the butterfly effect ubiquitously exists in holographic systems and hence has become an important characteristic quantity of holographic system [20–23]. More importantly, it has been found that the butterfly velocity can signalize the quantum and thermal phase transitions [24–27].
In this paper, we shall study the phase structure and the butterfly effect over an Einstein-Maxwell-dilaton-axions (EMDA) theory [9], which is a simple extension to the Q-lattice model studied in [8]. The IR fixed points of insulating phases in the original holographic Q-lattice model are currently obscure [8]. But in EMDA theory [9], the IR geometry of the insulating phases can be analytically worked out. It can help us further explore the basic principle behind the phenomena. In addition, the EMDA theory in [9] introduces a coupling between the lattice and the Maxwell field such that novel ground state solutions are found. Depending on the model parameters, this holographic system exhibits insulating or metallic behavior. In this paper, we further implement a comprehensive and systematic study on the phase structure. In particular, we mainly focus on the phase structure of the strength of the lattice and the lattice wave number for given coupling parameter. We find that the system exhibits not only the original MIT but also a novel quantum phase transition beyond MIT. Also we explore the behaviors of the butterfly velocity crossing QPT and its scaling behaviors in the zero-temperature limit.

The paper is organized as follows. In section 2, we introduce the holographic setup, work out the background solutions and discuss allowed values for the parameter by the IR analysis. In section 3, we compute DC conductivity and show the phase diagram to study the properties of these phases. In section 4, we calculate the butterfly velocity and study the relation between butterfly velocity and quantum critical points (QCPs). In section 5, we analyze the scaling behaviors of butterfly velocity with temperature for different phases. The conclusions and discussions are presented in section 6. In appendix A, we give a general form of the EMDA action and give the corresponding equations of motion.

2 Holographic background

In this paper, we consider the following EMDA action [9]
\[
S = \int d^4x \sqrt{-g} \left[ R + 6 \cosh \psi - \frac{3}{2} \left( (\partial \psi)^2 + 4 \sinh^2 \psi (\partial \chi)^2 \right) - \frac{1}{4} \cosh^{3/2}(3\psi) F^2 \right].
\]  
\(F = dA\) is the field strength of the Maxwell field \(A\). \(\psi\) is a neutral scalar field dubbed dilaton field. \(\chi\) is the axion field. Here, we assume that \(\chi\) only depends on one of the two spatial directions of the dual field theory, which leads the background to be anisotropic. This model can also be constructed by involving a dilatonic coupling in the linear axion model [28].

We take the following anisotropic background ansatz
\[
ds^2 = \frac{1}{z^2} \left[ -(1-z)p(z)U(z)dt^2 + \frac{dz^2}{(1-z)p(z)U(z)} + V_1(z)dx^2 + V_2(z)dy^2 \right],
\]
\(A = \mu(1-z)a(z)dt, \)
\(\psi = z^{3-\Delta} \phi(z), \)
\(\chi = kx, \)
where \(p(z) = 1 + z + z^2 - \mu^2 z^3/4\) and the conformal dimension of the scalar field \(\psi\) is \(\Delta = 2\). In our convention, the black hole horizon and AdS boundary are located at \(z = 1\) and \(z = 0\) respectively.
From the action (2.1), we obtain four second order ordinary differential equations (ODEs) for $V_1, V_2, a, \phi$ and one first order ODE for $U$. To solve those ODEs numerically, we impose the boundary conditions on the conformal boundary

$$U(0) = 1, \quad V_1(0) = 1, \quad V_2(0) = 1, \quad a(0) = 1, \quad \phi(0) = \hat{\lambda}, \quad (2.3)$$

where the $\hat{\lambda}$ is the source of the scalar field operator in the dual field theory and characterize the lattice deformation in this theory. The above boundary conditions come from the requirement of the asymptotic AdS$_4$ on the conformal boundary. At the horizon ($z = 1$), we then impose the regular boundary conditions. Further, the Hawking temperature can be given as

$$\hat{T} = \frac{(12 - \mu^2)U(1)}{16\pi}. \quad (2.4)$$

We focus on the canonical ensemble by setting the chemical potential $\mu$ as the scaling unit. Thus, after fixing the parameter $\gamma$, this system can be depicted by the three dimensionless parameters $\{T, \lambda, k\} \equiv \{\hat{T}/\mu, \hat{\lambda}/\mu, \hat{k}/\mu\}$.

When $\chi = \psi = 0$, the model (2.1) admits the RN-AdS black hole solution. In the zero-temperature limit, the IR geometry is AdS$_2 \times \mathbb{R}^2$, which is given by

$$ds^2 = -6\zeta^2 dt^2 + \frac{d\zeta^2}{6\zeta^2} + dx^2 + dy^2, \quad A_t = 2\sqrt{3}\zeta. \quad (2.5)$$

It is helpful to study the perturbations about the IR fixed point AdS$_2 \times \mathbb{R}^2$, which present a preliminary picture about this model and also guide the numerical exploration. To this end, we consider the following perturbations,

$$g_{tt} = g^{-1}_{\zeta \zeta} = 6\zeta^2(1 + u_1 \zeta^\delta), \quad g_{xx} = e^{2V_1}, \quad g_{yy} = e^{2V_2}, \quad a = 2\sqrt{3}\zeta(1 + a_1 \zeta^\delta),$$

$$V_1 = v_{10}(1 + v_{11} \zeta^\delta), \quad V_2 = v_{20}(1 + v_{21} \zeta^\delta), \quad \delta \psi = \psi_0 \zeta^\delta, \quad \chi = k x, \quad (2.6)$$

where $u_1, a_1, v_{10}, v_{11}, v_{20}, v_{21}$ are small constants, and $\delta$ is the scaling dimension of the deformation. Substituting eq. (2.6) into the equations of motion, we can work out the scaling dimension of the scalar field operator $\delta \psi$ as

$$\delta^\psi = -\frac{1}{2} + \frac{1}{6} \sqrt{24e^{-2v_{10}k^2} - 3(12\gamma + 1)}. \quad (2.7)$$

It is easy to see that if the relation

$$2e^{-2v_{10}k^2} \geq 1 + 3\gamma, \quad (2.8)$$

is satisfied, we always have $\delta^\psi \geq 0$, which means that the IR solution is always RG stable. Especially, we notice that when $k = 0$, the mode $\delta^\psi$ is minimized. Based on the above observation, we categorize this system into the following three cases:

- Case I: for $-1 < \gamma \leq -1/3$, we always have $\delta^\psi > 0$ at $k \neq 0$, which corresponds to an irrelevant deformation in IR. Notice that the lower bound $\gamma > -1$ is set by the requirement for the fixed point solutions to exist. See section 2 in [9] for detailed discussion.
• Case II: for $-1/3 < \gamma \leq -1/12$, we find that $\delta_+^\psi < 0$ at $k = 0$. It means the IR solution to be RG unstable. We notice that at $k \neq 0$, the IR solution is also RG unstable when $2e^{-2\nu_0 k^2} < 1 + 3\gamma$ as the case of $k = 0$, but holds stable if the relation (2.8) is not violated. Therefore, when reducing $k$ or increasing $\lambda$, the IR solution is RG unstable, which induces a MIT [9].

• Case III: when $\gamma > -1/12$, $\delta_+^\psi$ becomes complex at $k = 0$ such that the BF bound is violated resulting in a dynamical instability. Therefore, the system develops into a novel black hole with scalar hair. Depending on the parameter $\gamma$, this novel black hole with scalar hair has different ground states at zero temperature [9]. By the DC and AC conductivities over the IR fixed point, we can determine that the ground state of this black hole is insulating for $-1/12 < \gamma < 3$, and metallic for $\gamma > 3$ [9].

3 Phase diagram

Ref. [9] have constructed some specific black hole solutions for certain values of $\gamma$. Such black holes at zero temperature limit correspond to new IR fixed points. But for the given $\gamma$ and the temperature $T$, the full phase diagram over $\lambda$ and $k$ is absent. In this section, we make a detailed exploration on the full phase diagram as $\lambda$ and $k$ are varied.

At extremely low temperatures, the metallic phase and insulating phase can be distinguished by the change of the $\sigma_{\text{DC}}$ with the temperature. Specifically, the metallic phase satisfies $\partial_T \sigma_{\text{DC}} < 0$ and the insulating phase satisfies $\partial_T \sigma_{\text{DC}} > 0$. The critical points can be identified as those points where $\partial_T \sigma_{\text{DC}} = 0$.

For a class of EMDA theory (A.1) with ansatz (A.10), one can calculate the DC conductivity analytically by using the horizon data via the membrane paradigm [9, 29, 30]

$$\sigma_{\text{DC}} = \sqrt{C_1 C_2} Z(\psi) \left( \frac{1}{C_1} + \frac{a^2 Z(\psi)}{cBdk^2Y(\psi)} \right) \bigg|_{z \to 1},$$

where the prime denotes derivative with respect to bulk radial direction. Here one can combine the specific model (2.1) with ansatz (2.2) and the above formula (3.1) to obtain a concrete expression for DC conductivity.

Based on the above discussion about the region of the parameter $\gamma$, the phase diagrams over $(\lambda, k)$ with some specific values of $\gamma$ at a low temperatures, have been shown in figure 1. It is obvious that in the lower right case, a novel metallic phase emerges in small $k$ rather than the insulating phase in other cases. We will carefully analyze the physics in each phase diagram as follows.

The upper left plot in figure 1 shows the phase diagram for $\gamma = -2/3$. We observe that when the strength of the lattice $\lambda$ is small, the phase is metallic even for small $k$. It is because the IR geometry at $T = 0$ is an $\text{AdS}_2 \times \mathbb{R}^2$ as illustrated in the IR analysis above.

\[\text{For } \gamma = -2/3, -1/6 \text{ and } 1/2, \text{ we set the temperature as } T = 0.001 \text{ and for } \gamma = 9/2, T = 0.0001. \text{ We have checked that further decreasing the temperature will not lead to the phase diagram to be changed substantially.} \]
Figure 1. The phase diagram over the \( \{ \lambda, k \} \) with different \( \gamma \) at some fixed temperatures. The blue line is the critical line of the phase transition.

It was confirmed by the fact that the black hole has non-zero entropy density at zero temperature (see figure 1(a) in [9]). Increasing \( \lambda \) with fixed \( k \) we find that the MIT emerges. Indeed, when \( \lambda \) increases, the black hole in the limit of \( T = 0 \) flows to a new IR fixed point. It was also illustrated by the black hole entropy which vanishes at zero temperature (see figure 1(a) in [9]). The study of the butterfly effect below also confirms this point. From the observation above, we conclude that the strength of the lattice deformation \( \lambda \) drives an MIT. However, since the IR geometry in this case is RG stable as analyzed above, the mechanism driving the MIT must be distinct from the stability analysis. A possible understanding of this novel mechanism is the existence of bifurcating solutions as argued in [6].

Different from the case I, the MIT always exists for any \( \lambda \) for \( \gamma = -1/6 \) (the upper right plot in figure 1). For the region of larger \( k \) and smaller \( \lambda \), the lattice deformation is an irrelevant deformation and the IR geometry is still the AdS\(_2 \times \mathbb{R}^2 \) which corresponds to the metallic phase. When increasing the strength of the lattice deformation \( \lambda \) or reducing wave vector \( k \), the lattice deformation becomes RG relevant inducing a transition from the AdS\(_2 \times \mathbb{R}^2 \) to a new IR fixed point, and thus an MIT happens. This mechanism is proposed in [6]. It is also the MIT mechanism of the original Q-lattice models studied in [8].

For the case of \( \gamma > -1/12 \), the system develops into a novel black hole with scalar hair, which has different ground states at zero temperature depending on the parameter \( \gamma \). The different ground states exhibit very different phase structures. The phase diagrams of two representative examples of \( \gamma = 1/2 \) and \( \gamma = 9/2 \) are shown below in figure 1. For
$\gamma = 1/2$, the ground state is insulating. The phase diagram is very similar to the case of $\gamma = -1/6$ (the below left in figure 1).

When $\gamma = 9/2$, the ground state is metallic. The story is completely different. The left plot in figure 2 shows the DC conductivity vs the temperature $T$, from which we see that for small $k$, the system is indeed metallic at extremely low temperatures. This is different from the cases studied above and the usual Q-lattice model [8], in which the system is insulating in the region of small $k$ [31]. Next, we show that the IR geometry of this metallic phase is a hyperscaling violation geometry. Therefore, we conclude that we obtained a novel metallic phase with non-AdS$_2 \times \mathbb{R}^2$ IR geometry.

Further increasing $k$ at fixed values of $\lambda$ to exceed some critical values, we find a phase transition from the novel metallic phase with hyperscaling violation IR geometry to the normal metallic phase with AdS$_2 \times \mathbb{R}^2$ IR geometry. We plot the value of the dilaton field $\phi(1)$ at the horizon in the right plot in figure 2. As $k$ increases, $\phi(1)$ decreases and finally tends to zero, for which the lattice deformation becomes irrelevant in the IR, leading to an AdS$_2 \times \mathbb{R}^2$ geometry. It is obvious that this phase transition is indeed induced by the transition between different IR fixed points as described in [6]. To sum up, for the case of $\gamma = 9/2$, we have a phase transition from a novel metallic phase with non-AdS$_2 \times \mathbb{R}^2$ IR geometry to a normal metallic phase with AdS$_2 \times \mathbb{R}^2$ IR geometry. The phase diagram is exhibited in the lower right plot in figure 1.

4 Diagnosing the QPT by butterfly velocity

The previous studies revealed that in holographic models, the first-order derivative of the butterfly velocity with respect to system parameters diagnoses QCP with local extremes in zero-temperature limit [24, 26, 27]. The EMDA model studied here exhibits richer phase structures, which provide a platform to further test the robustness of the relation between the butterfly velocity and QCP.

---

$^2$In our previous work of two-dimensional Q-latticed holographic systems [27], we have found an anisotropic metallic phase with non-AdS$_2 \times \mathbb{R}^2$ IR geometry.
The butterfly velocity can be obtained by the shockwave solution near the horizon. The early researchs on the butterfly velocity in holography focused on the isotropic systems [21]. Later, the anisotropic system and even the most general case have been investigated [25, 32–34]. Based on the formula derived by [34] and our convention (2.2), the expression of the butterfly velocity $v_B$ along $x$ direction are given by

$$v_B = \sqrt{-\frac{2\pi T \mu V_2}{V_2(V_1' - 2V_1) + V_1(V_2' - 2V_2)}} \Big|_{z=1},$$

(4.1)

where the prime denotes the derivative with respect to $z$. For simplicity, we shall fix $\lambda$ and study the dependence of butterfly velocity $v_B$ on $k$. We expect that very similar phenomena can be obtained when varying $\lambda$ at fixed values of $k$. In particular, we mainly focus on the behaviors of the butterfly velocity $v_B$ near QCP in extremal low temperatures.

Figure 3 shows the butterfly velocity $v_B$ as the function of $k$ for $\gamma = -2/3$ at $T = 10^{-7}$, for which the butterfly velocity $v_B$ itself exhibits a local maxima. Moreover, we also find that the difference $\Delta k$ between the position of QCP and local maxima of $v_B$ decreases monotonically with the decreasing temperature (the inset plot in figure 3). Therefore, we conclude that in this case, $v_B$ itself can capture the QPT in zero-temperature limit. It is different from the previous result that the first derivative of $v_B$ characterizes QPT in the usual holographic Q-lattice model studied in [24, 27]. It is because in this case, the IR geometry is RG stable and the QPT is induced by the strength of the lattice deformation resulting in some kind of bifurcating solution, which is different from the QPT mechanism in [24, 27] that the QPT is induced by RG to be unstable.

For the case of $\gamma = -1/6$, MIT is induced by the instability of the IR geometry. From figure 4, we observe that $v_B$ increases with $k$ monotonically, even when the system transits from the insulating phases to metallic phases. Especially, $v_B$ increases by orders of magnitude when transiting from insulating phases to metallic phases. Based on this observation, it is expected to diagnose the QCP by the local extreme of $\partial_k v_B$. We confirm
Figure 4. The butterfly velocity $v_B$ and its derivative with respect to $k$ as the function of $k$ for $\gamma = -1/6$ at $T = 10^{-7}$. The inset in the right plot is for the temperature dependence of $\Delta k$, which is the difference between the positions of QCPs and the local maxima of $\partial_k v_B$. The red dashed lines are the positions of QCPs and the blue dashed lines are the local maxima of $\partial_k v_B$. Here we fix $\lambda = 2$.

Figure 5. The butterfly velocity $v_B$ and its derivative with respect to $k$ as the function of $k$ for $\gamma = 1/2$ at $T = 10^{-7}$. The inset in the right plot is for the temperature dependence of $\Delta k$, which is the difference between the positions of QCPs and the local maxima of $\partial_k v_B$. The red dashed lines are the positions of QCPs and the blue dashed lines are the local maxima of $\partial_k v_B$. Here we fix $\lambda = 2$.

This observation by plotting $\partial_k v_B$ as the function of $k$ in the right plot in figure 4. Evidently, the position of the local maxima of $\partial_k v_B$ is very close to the QCP. Further, we use $\Delta k$ to denote the difference between the positions of QCP and local maxima of $\partial_k v_B$ shown in the inset of figure 4. We find that $\Delta k$ decreases monotonically with the decreasing temperature. Therefore, we conclude that in case II of the EMDA model, the local extreme of $\partial_k v_B$ can diagnose the QPT in the limit of zero temperature. It is consistent with previous discovery in [24, 26, 27].

Now, we study case III ($\gamma > -1/12$), for which we have a novel black hole with scalar hair. For $\gamma = 1/2$, the black hole with scalar hair has an insulating ground state and the phase diagram over the $\{\lambda, k\}$ is similar to that of case II. We find that the behavior of $v_B$ and its derivative are also very similar to that case II as expected (see figure 5).
Figure 6. The butterfly velocity $v_B$ and its derivative with respect to $k$ as the function of $k$ for $\gamma = 9/2$ at $T = 10^{-4}$. The red dashed lines are the positions of QCPs. Here we choose $\lambda = 1/2$.

For the scalarized black holes corresponding to metallic ground states (representative example for $\gamma = 9/2$), we find that increasing $k$ across the critical points, $v_B$ abruptly increases from a small value to a large value (figure 6). Therefore, it is also expected that the local extreme of $\partial_k v_B$ can characterize the QPT in this case. The right plot in figure 6, which shows the behavior of the derivative of $v_B$ with respect to $k$, confirms this expectation.

In summary, we can conjecture that the butterfly velocity itself or its first-order derivative characterizing QPT depends on the mechanisms resulting in QPT. When the IR geometry is RG stable, it is likely the strength of the lattice deformation induces some kind of bifurcating solution resulting in the MIT. For this case, $v_B$ itself characterizes QPT. If MIT is induced by the instability of the IR geometry, QPT can be captured by the first derivative of $v_B$.

5 The scaling behaviors of the butterfly velocity

The butterfly velocity itself or its first-order derivative characterizing QPT indicates that the theory flows to different IR fixed points for different phases. We shall further illustrate this issue by exploring the scaling behaviors of the butterfly velocity.

Since in our present EMDA model, the IR geometry in the zero-temperature limit is clearly known, we can analytically work out the scaling behaviors of the butterfly velocity. When the IR geometry is the AdS$_2 \times \mathbb{R}^2$, substituting eq. (2.5) into eq. (4.1), it is easy to find that $v_B$ follows the behavior of $v_B \sim T^\alpha$ with $\alpha = 1/2$. When the theory flows to the new IR fixed point with \cite{9}

\[ g_{tt} = \frac{1}{\zeta} \sim \zeta^{a_1}, \quad g_{xx} \sim \zeta^{v_{11}}, \quad g_{yy} \sim \zeta^{v_{22}}, \quad a \sim \zeta^{a_1}, \quad e^\phi \sim \zeta^{\phi_1}, \]

where

\[ u_1 = \frac{2(\gamma^2 + 3\gamma + 10)}{\gamma^2 + 4\gamma + 11}, \quad v_{11} = \frac{-2(\gamma + 1)}{\gamma^2 + 4\gamma + 11}, \quad v_{22} = \frac{2(\gamma + 1)(\gamma + 2)}{\gamma^2 + 4\gamma + 11}, \quad a_1 = \frac{2(\gamma^2 + 2\gamma + 5)}{\gamma^2 + 4\gamma + 11}, \quad \phi_1 = \frac{-2(\gamma + 1)}{\gamma^2 + 4\gamma + 11}. \]
Figure 7. $T v_B'/v_B$ vs. $T$. The solid lines indicate the scaling behaviour of $v_B$ with temperature. The blue dashed lines are the scaling exponent of $\text{AdS}_2 \times \mathbb{R}_2$, for which $\alpha = 1/2$. The red dashed lines are the scaling exponent of new IR fixed point, for which $\alpha = \frac{11+4\gamma+\gamma^2}{9+2\gamma+\gamma^2}$.

The above IR geometry is the hyperscaling violation one. Substituting eqs. (5.1) and (5.2) into eq. (4.1), we have

$$v_B \sim T^{\frac{11+4\gamma+\gamma^2}{9+2\gamma+\gamma^2}}. \quad (5.3)$$

One can see that $v_B \to 0$ as $T \to 0$, which can also be proved by numerics. In addition, from the above equation, the scaling exponent $\alpha$ depends on the model parameter $\gamma$.

Now, we numerically confirm that the theory indeed flows to different IR fixed points for different phases. To this end, we plot $T v_B'/v_B$ versus temperature $T$ with different parameters $\gamma$ (see figure 7). The solid lines indicate the scaling behavior of $v_B$ with temperature. From these plots, it is clear to see that in the zero-temperature limit, the theory indeed flows to different IR fixed points for different phases. Furthermore, we would like to point out that for case I, case II and $-1/12 < \gamma < 3$ of case III, the theory flows to an $\text{AdS}_2 \times \mathbb{R}_2$ for metallic phase and a hyperscaling violation geometry for insulating phase. The scaling exponent of $v_B$ for $\text{AdS}_2 \times \mathbb{R}_2$ IR geometry is $\alpha = 1/2$ and the one for hyperscaling violation IR geometry is always larger than $1/2$, which depends on the model parameter $\gamma$. However, for $\gamma > 3$ of case III, the novel metallic phase flows to a non-$\text{AdS}_2 \times \mathbb{R}_2$ IR geometry and the normal metallic phase flows to an $\text{AdS}_2 \times \mathbb{R}_2$ IR geometry. Such a novel phase transition is very different from the previous cases and also different from the result of our previous work on Q-lattice model [24].
6 Conclusion and discussion

In this paper, we systematically explore the phase structure of the EMDA theory proposed in [9]. This theory flows to two different IR fixed points: one is the well-known AdS$_2 \times \mathbb{R}^2$ and another is the hyperscaling violation geometry, for which the hyperscaling and Lifshitz exponents are determined by the model parameter $\gamma$. QPT happens when there is a transition between different IR fixed points. There are two different mechanisms driving QPT [6]. The usual holographic QPT is induced by the instability of the IR geometry, for example, cases II and III in our EMDA model, and also in the usual Q-lattice model [8]. Also, QPT is induced by the strength of lattice deformation leading to some kind of bifurcating solution like case I.

The butterfly velocity is an important dynamical quantity to probe the properties of IR geometry. The study on the behavior of the butterfly velocity crossing QCPs indicates that the butterfly velocity $v_B$ or its first derivative exhibiting local extreme depends on the QPT mechanism. If a transition is induced by the instability of the IR geometry, we find that the first derivative of butterfly velocity captures QPT. While if the QPT is induced by the strength of lattice deformation resulting in some kind of bifurcating solution, the QPT is characterized by the butterfly velocity itself. Further, the scaling behaviors of the butterfly velocity in the zero-temperature limit confirm that different phases are controlled by different IR geometries. Therefore, the butterfly velocity is a good probe of QPT and it also provides a possible way to study QPT beyond holography.

Another interesting and important finding is that a novel metallic phase with non-AdS$_2 \times \mathbb{R}^2$ IR geometry is found. For $\gamma > 3$, the ground state of this EMDA theory is metallic phase [9]. The metallic behavior for small $k$ has been confirmed by the DC conductivity and the AC behavior analytically worked out in the zero temperature EMDA geometry. However, this metallic phase has a non-AdS$_2 \times \mathbb{R}^2$ IR geometry, which is also confirmed by the scaling behavior of butterfly velocity studied here. With $k$ increasing, there is a phase transition from this novel metallic phase to a normal metallic phase. In this normal metallic phase, the lattice deformation becomes irrelevant in the IR leading to an AdS$_2 \times \mathbb{R}^2$.

Next, we point out some directions worthy of further investigation. Here, we focused on the phase structure and the butterfly velocity of one-dimensional latticed EMDA model supported by one axion field. It is interesting to extend this model to a two-dimensional latticed system supported by two axion fields, $\chi_1 = k_1 x$ and $\chi_2 = k_2 y$. In our previous work on two-dimensional Q-latticed model [27], we have found the non-AdS$_2 \times \mathbb{R}^2$ IR fixed point for metallic phase. The scaling behavior of the butterfly velocity even does not follow the temperature power-law behavior as $v_B \sim T^\alpha$ [27]. So it is expected that some novel phenomena appearing in the EMDA model when two axion fields are introduced. We shall explore this issue in near future.

In this paper, the lattice strength $\lambda$, as the source of the scalar coupling $\psi$, is always turned on. By the UV analysis for the axion field $\chi$, non-zero $\lambda$ leads to the explicit breaking of spatial translation in the dual boundary theory [35–39]. If $\lambda = 0$, this may result in spontaneous breaking of the translational symmetry. If the translational symmetry
breaking is spontaneous, there should exist gapless excitations in the low energy description called Goldstone modes. Based on the above cases, when turning on the explicit breaking slightly, it will realize the so-called pseudo-spontaneous breaking of translations. And the corresponding excitations are pseudo-Goldstone modes. In this work, the analysis on the shear mode is lacking. It is desirable to study the quasi-normal modes, discuss the phonon dynamics and make a comparison with predictions from hydrodynamics [38–47]. It is also interesting to study the diffusion constant in our present holographic framework when the translational symmetry is broken spontaneously, called the crystal diffusion constant or the longitudinal phonon diffusion, which have been explored in the simple axion models [48–50].

It is also worthwhile to construct MIT from higher derivative gravities and study the butterfly velocity crossing MIT. There are two main reasons to explore this topic. One is that in the work [15], a MIT model was constructed from higher derivative gravity including Weyl tensor, where the second order derivative of holographic entanglement entropy (HEE) with respect to the relevant parameter diagnoses the QPT. It is different from previous works [31, 51], where HEE itself or its first order derivative with respect to the system parameter characterizes the QPT. These results indicate that the QPT could be classified by the order of the derivatives to HEE characterizing the QPT. The other is that the butterfly effect in D-dimensional gravitational theories containing terms quadratic in Ricci scalar and Ricci tensor was studied [52]. Due to higher order derivatives in the corresponding equations of motion there are two butterfly velocities. The velocities are determined by the dimension of operators whose sources are provided by the metric. Also they studied the three dimensional topological massive gravity (TMG) [52] and found that there are also two butterfly velocities at generic point of the moduli space of parameters. At critical point two velocities coincide.
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A Equations of motion

In this appendix, we consider a general form of the EMDA action and give the corresponding equations of motion by the variation. The action we considered is

$$S = \int d^4x \sqrt{-g} \left[ R - V(\psi) - \frac{c}{2} \left[ (\partial \psi)^2 + Y(\psi)(\partial \chi)^2 \right] - \frac{1}{4} Z(\psi) F^2 \right]. \quad (A.1)$$

When $V(\psi) = -6 \cosh \psi$, $Y(\psi) = 4 \sinh^2 \psi$, $Z(\psi) = \cosh^{\gamma/3}(3\psi)$ and $c = 3$, the above action reduces to the action (2.1) considered in our paper. From the action (A.1), we can
derive the corresponding equations of motion, which are

\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = T^{(V)}_{\mu\nu} + T^{(A)}_{\mu\nu} + T^{(\psi)}_{\mu\nu} + T^{(\chi)}_{\mu\nu}, \]  

(A.2)

\[ \nabla_\mu (ZF^{\mu
u}) = 0, \]  

(A.3)

\[ \nabla_\mu (YV^{\mu}) = 0, \]  

(A.4)

\[ c\square \psi - V, \psi - \frac{1}{4} Z, \psi F^2 - \frac{c}{2} Y, \psi (\partial \chi)^2 = 0, \]  

(A.5)

where \( T^{\phi}_{\mu\nu} \) are the energy-momentum tensor of the matter fields defined as

\[ T^{(V)}_{\mu\nu} = -\frac{1}{2} g_{\mu\nu} V, \]  

(A.6)

\[ T^{(A)}_{\mu\nu} = \frac{Z}{2} \left( \frac{1}{4} g_{\mu\nu} F^2 - F^\rho_{\mu \nu} F^\rho \right), \]  

(A.7)

\[ T^{(\psi)}_{\mu\nu} = \frac{c}{4} \left( g_{\mu\nu} \partial \psi^2 - \nabla_\mu \psi \nabla_\nu \psi \right), \]  

(A.8)

\[ T^{(\chi)}_{\mu\nu} = \frac{c}{4} Y \left( g_{\mu\nu} \partial \chi^2 - \nabla_\mu \chi \nabla_\nu \chi \right). \]  

(A.9)

Without loss of generality, we assume the background geometry to be the following form

\[ ds^2 = -D(r) dt^2 + B(r) dr^2 + C_1(r) dx^2 + C_2(r) dy^2, \]

\[ A = a(r) dt, \quad \psi = \psi(r), \quad \chi = k x. \]  

(A.10)

Using the above ansatz, we can obtain the following equations of motion

\[ a'' + \left( \frac{D'}{2D} + \frac{C'_1}{2C_1} + \frac{C'_2}{2C_2} - \frac{B'}{2B} + \frac{Z'}{Z} \right) a' = 0, \]  

(A.11)

\[ \psi'' + \left( -\frac{B'}{2B} + \frac{C'_1}{2C_1} + \frac{C'_2}{2C_2} + \frac{D'}{2D} \right) \psi' + \frac{Z_c}{2D} a'^2 - \frac{k^2 BY, \psi}{C_1} - BV, \psi = 0, \]  

(A.12)

\[ \frac{C''_1}{C_1} + \frac{C''_2}{C_2} - \left( \frac{B'}{2B} + \frac{D'}{2D} \right) \left( \frac{C'_1}{C_1} + \frac{C'_2}{C_2} \right) - \frac{C'_2}{2C_2} - \frac{C'_2}{2C_2} + c \psi'^2 = 0, \]  

(A.13)

\[ \frac{C''_1}{C_1} + \frac{C''_2}{C_2} - \left( \frac{B'}{2B} - \frac{D'}{2D} \right) \left( \frac{C'_1}{C_1} + \frac{C'_2}{C_2} \right) \frac{(C_2 C_1 - C_1 C_2)^2}{2C_1^2 C_2^2} + \frac{Za^2}{D} + \frac{ak^2 BY}{C_1} + 2BV = 0, \]  

(A.14)

\[ \frac{D''}{D} - \frac{D'}{2D} + \frac{C'_2}{2C_2} - \frac{C'_2}{2C_2} - \left( \frac{C'_2}{2C_2} - \frac{D'}{2D} \right) \left( \frac{C'_1}{C_1} + \frac{B'}{B} \right) - \frac{Za^2}{D} = 0, \]  

(A.15)

\[ \frac{D''}{D} - \frac{D'}{2D} + \frac{C'_2}{2C_2} - \frac{C'_2}{2C_2} + \left( \frac{C'_2}{2C_2} + \frac{D'}{2D} \right) \left( \frac{C'_1}{C_1} - \frac{B'}{B} \right) + \frac{C'_2 D'}{C_2 D} - 2BV = 0, \]  

(A.16)

where \# and the prime denote the derivative with respect to \( \psi \) and \( r \), respectively. The equation of axion field is automatically satisfied.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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