Determining quantum phase diagrams of topological Kitaev-inspired models on NISQ quantum hardware
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Topological protection is employed in fault-tolerant error correction and in developing quantum algorithms with topological qubits. But, topological protection \textit{intrinsic to models being simulated}, also robustly protects calculations, even on NISQ hardware. We illustrate how this works by simulating Kitaev-inspired models on IBM quantum computers and accurately determining their phase diagrams. This requires constructing conventional quantum circuits for Majorana braiding to prepare the ground states of Kitaev-inspired models. The entanglement entropy is then measured to calculate the quantum phase boundaries. We show how maintaining particle-hole symmetry when sampling through the Brillouin zone is critical to obtaining high accuracy. This work illustrates how topological protection intrinsic to a quantum model can be employed to perform robust calculations on NISQ hardware, when one measures the appropriate protected quantum properties. It opens the door for further simulation of topological quantum models on quantum hardware available today.

1 introduction

Quantum computers are fragile and susceptible to rapid decoherence \cite{1}, and the use of topological protection has been proposed as a potential remedy. Typically, there are two propositions to make quantum computation practical for deep circuits: (i) fault-tolerant quantum computers, which use logical qubits and error correcting codes (like the surface code) to correct all errors that appear during computation \cite{2-11} and (ii) topological quantum computers, which use topological qubits, naturally protected from the environment, to perform intrinsically error-free computations \cite{12-14}. Here, we propose a third avenue restricted to the simulation of specific models: when the model under study has non-trivial topological protections, the model’s topological properties (rather than the hardware’s) can be leveraged to identify its sharp phase transitions as the parameters are tuned.

A paradigmatic example of a ground state with non-trivial topological properties, occurs in the Kitaev spin model on the honeycomb lattice \cite{15}, which has spawned a class of related models with similar properties \cite{16-41}. Their solution involves the braiding and fusing of anyons (in this case Majorana fermions), just as algorithms employing topological qubits do. Ideally, topological quantum computers could be used to solve models of this type. Unfortunately, it has proved to be extremely difficult to create topological qubits in quantum hardware \cite{42}.

Instead, we illustrate that these Kitaev-inspired models can be solved on conventional quantum computers with the braiding operations encoded in low-depth conventional quantum gates. Moreover, we can utilize the distinct topological properties of ground states to clearly distinguish the phase transitions in this class of models for system sizes where noise makes this difficult if one uses a local quantity instead. These topological quantum simulations are carried out on IBM’s transmon-based “conventional” quantum computing hardware.

Typically, determining the phase boundaries in these models is challenging because they lack a local order parameter. The standard approach is to calculate the entanglement entropy \cite{43, 44}, but this requires a large system size, beyond what is currently available in NISQ machines. Instead, we develop and use particle-hole symmetry-enforced circuits encoding twisted boundary conditions, enabling determination of ground-state properties through the entire Brillouin zone with only a modest number of qubits. Due to the discrete topological nature of the quantum phase transition, these circuits can identify the different phases by revealing discontinuities in the observables, even if the jump at the discontinuity is diminished due to noise.

The paper is organized as follows. We begin by discussing the general procedure for diagonalizing Kitaev-inspired models in Sec. 2.1. This is followed by a step-by-step translation of the procedure to a sequence of quantum circuits in Sec. 2.2, with a particular focus on the braiding operations. We finish the section with a discussion on the generalization and scaling of the quantum circuits in Sec. 2.3. With
the circuits from Sec. 2.2 in hand, we apply these to the 1D Kitaev spin chain and the Kitaev honeycomb model in Sec. 3 and measure the entanglement entropy. In Sec. 4, we propose symmetry-enforced circuits to sample the Brillouin zone while maintaining a fixed number of qubits, and demonstrate the application of these circuits by measuring the entanglement spectra of 1D Kitaev spin chain via correlation functions. This enables the determination of the phase diagrams for the 1D Kitaev spin chain and Kitaev honeycomb models, as shown in Sec. 5. We conclude in Sec. 6.

2 Kitaev-inspired models and the quantum circuit to prepare their ground states

2.1 Kitaev-inspired models and exact solvability

Based on the seminal work by Kitaev [15], significant effort was made to generalize the exact solution procedures to other strongly correlated spin models [16–41]. These models can be solved exactly by using the same strategy proposed by Kitaev [15] and as such we refer to them as “Kitaev-inspired” models in this work.

The exact solution of these models begins with assigning a proper Jordan-Wigner (JW) string ordering for all the sites, along which the JW transformation is applied. After the JW transformation, the coupling terms involving transverse ($x$ and $y$) components of spins can be transformed to be quadratic in terms of Majorana fermions (denoted here by $\gamma$ operators).

The coupling terms between the $z$-component of spins are transformed into density-density interactions between the two sites. In terms of Majorana fermions, the occupation number at a generic site $j$ is proportional to $\gamma_j\eta_j$, so that the $z$-component coupling term between sites $i$ and $j$ is $\propto \gamma_i\eta_i\gamma_j\eta_j$. Here, the fermion at site $i$ is composed of Majorana fermions $\eta_i$ and $\gamma_i$. According to Kitaev [15, 43], and in agreement with subsequent numerical verification [39] for the ground state in the thermodynamic limit, the product of the two $\eta$ Majorana fermions reduces to a site-independent gauge field due to local conservations [43, 45]. Consequently, as long as we are interested in ground states of the model, the $z$-component coupling terms can be treated as if they are only quadratic (in terms of $\gamma$ Majorana fermions) and the quadratic in the $\eta$ fermions can be replaced by the constant gauge field value.

To complete the exact solution, new fermion operators are defined from the $\gamma$ Majorana fermions, and the resulting models can be further diagonalized by Fourier transformations followed with Bogoliubov transformations. In the following sections, we will denote the composite fermion constructed from two $\eta$ Majorana fermions as the gauge fermion, and the composite fermion constructed from the two $\gamma$ Majorana fermions as the bond fermion.

To explicitly demonstrate how to study these models on quantum hardware, we focus on the original Kitaev honeycomb model and its 1D simplification, the Kitaev spin chain (see Appendix A for more details), in the main text. Because of the generality of the exact solution procedures for the Kitaev-inspired models, the methods presented here can be readily applied to other Kitaev-inspired models. These include, for example, the generalizations of the original Kitaev honeycomb model to different lattices [16–19, 27, 34], different dimensions [20, 23, 24, 38–40], and higher spins [26, 29]. In the Appendix D, one additional example of applying our approach to the 1D BCS-Hubbard model is provided.

2.2 Quantum circuit constructions

To illustrate how to construct the quantum circuit that prepares the ground states of Kitaev-inspired models, we focus on the original Kitaev model constructed on the honeycomb lattice with 8 sites (resulting in $2 \times 2$ unit cells) as shown in Fig. 1(a). To prepare the ground-state wave function in real space, we begin in momentum space (after all required transformations), where the Hamiltonian is diagonalized (and then go backwards through all of the steps required for solving the problem to end up back in real space). The ground state (in momentum space) is then written as a simple product state. In particular, for the model under consideration, the ground state is just the vacuum state $|0000\rangle$, with the qubits representing the four momentum points of the elementary excitations with (from left to right) $(k_x, k_y) = (-\pi/2, -\pi/2), (k_x, k_y) = (\pi/2, \pi/2), (k_x, k_y) = (\pi/2, -\pi/2)$ and $(k_x, k_y) = (-\pi/2, \pi/2)$, respectively (We work with periodic boundary conditions). In the quantum circuit shown in Fig. 1(b), these momentum points correspond to the qubits indicated by the orange dots on the far left, ordered from bottom to top. The circuit construction for the Bogoliubov and fermionic Fourier transform (shown in Fig. 1(c)) are detailed in Refs. [46, 47], which we reproduce in the Appendix B for completeness.

Here we divide the 8 sites into four unit cells as shown by the blue shaded regions in Fig. 1(a) so that each unit cell contains one gauge fermion and one bond fermion. In particular, we define the unit cell 1 containing sites 1 and 3, the unit cell 2 containing sites 2 and 5, the unit cell 3 containing sites 4 and 7, and the unit cell 4 containing sites 6 and 8. Then the 4 qubits after the Fourier transformations from bottom to top in Fig. 1(b) correspond to the bond fermions in the unit cells from 1 to 4. The gauge fermions in the unit cells from 1 to 4 are represented by the 4 red dots from bottom to top in Fig. 1(b).
Corresponding to the exact solution procedure that simplifies the z-component coupling terms, only the braiding of the Majorana fermions needs to be performed in the quantum circuit. To facilitate the implementation of the braiding operations, the bond fermion and the gauge fermion belonging to the same unit cell must be neighbors. In the quantum circuit, this is achieved by a series of fermion swap operations after the Fourier transformations as shown in Fig. 1(b). Then, the braiding operations are implemented on the 4 sets of neighboring qubits as shown by the purple boxes in Fig. 1(b). The braiding circuit is discussed in detail below. The final step is to rearrange the fermions according to the JW string ordering, and this is done by the 3 swap operations shown in Fig. 1(b).

2.2.1 Quantum Circuits for Braiding Operations

The strategy we use to create quantum circuits is to recognize that the braiding operations can be thought of as an intermediary that maps the conventional fermions to themselves—after identifying this mapping, we can then construct circuits within the conventional fermion language. We describe how this is done next.

The simplest braiding is the braiding of two Majorana fermions to construct a conventional fermion. A conventional fermion, which can be written as $f = (\gamma_2 + i\gamma_1)/2$, is connected to another conventional fermion defined by $\tilde{f} = (\gamma_1 + i\gamma_2)/2$ via a braiding operation on the Majorana fermions. Recall that the braiding operator (in terms of Majorana fermions) is given by $[45, 49]$

$$B_{i,j}^\pm = \frac{1}{\sqrt{2}} (1 \pm \gamma_i \gamma_j).$$  \hspace{1cm} (1)

In this first example, the two Majorana fermions come from the same conventional fermion. After expressing the Majorana fermions in terms of the conventional fermions, we find that

$$B_{1,2}^\pm = \frac{1}{\sqrt{2}} [1 \pm i(f^\dagger f - f f^\dagger)]$$

$$= \frac{1}{\sqrt{2}} [1 \pm i(\gamma_1 f - f \gamma_2^\dagger)],$$  \hspace{1cm} (2)

where $ff$ and $f^\dagger f$ vanish due to the Pauli principle. To express this operator as a matrix in the qubit representation, we map the computational basis $|0\rangle, |1\rangle$ onto the conventional fermion number basis yielding

$$B_{i,j}^\pm = B_{in}^\pm = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \mp i & 0 \\ 0 & 1 \pm i \end{pmatrix}. \hspace{1cm} (3)$$

In our second example, we consider the case of the braiding of two Majorana fermions that belong to
two different conventional fermions. The conventional fermions are
\[
\begin{align*}
  f_1 &= (\gamma_2 + i\gamma_1)/2, \\
  f_2 &= (\gamma_4 + i\gamma_3)/2,
\end{align*}
\]
when expressed in terms of the different Majorana fermions.

There are four different ways to braid these Majorana fermions. Because braiding operations do not commute, we have to carefully specify the ordering scheme for each set of fermions. We choose an ascending order for the conventional fermions and also for the Majorana fermions within the same conventional fermion. With this specification, we find that the different inter-fermion braidings can be expressed as the product of the braidings within the same fermions and one more braiding, denoted by \( B^{\pm}_{k,3} \). This is the fundamental braiding between two conventional fermions and is denoted \( B_{ex} \) in the later discussions. Replacing the Majorana operators by fermion operators, we find that
\[
B^{\pm}_{ex} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i & 0 & 0 \\ 0 & 1 & \mp i & 0 \\ 0 & -\mp i & 1 & 0 \\ \pm i & 0 & 0 & 1 \end{pmatrix}.
\]

Next, we decompose this braiding operation in terms of conventional quantum gates. Since the clockwise braiding is the Hermitian conjugate of the anticlockwise braiding, we focus on the clockwise braiding. We first consider the braiding within the same fermion, and we notice that
\[
B^+_n = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 - i & 0 \\ 0 & 1 + i \end{pmatrix} = e^{-i\pi/4} \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix},
\]
so \( B_n \) can be realized by the phase gate \( U_1(\pi/2) \) as shown in the left panel in Fig. 1(c). Similarly, we find:
\[
B^+_n = e^{-i\pi/4} \sigma_n \sigma_0. \tag{8}
\]

So, the quantum circuit can be immediately constructed via the general scheme proposed by Vidal et al. \[50\]. The detailed circuit for \( B_{ex}^+ \) is shown in the left panel in Fig. 1(c).

For the Kitaev-inspired models, the braiding operations are used to change the positions of Majorana fermions, allowing Majorana fermions belonging to two different conventional fermions in one unit cell to recombine into new fermions. This implies that all braiding processes can be constructed with one inter-fermion braiding and a few intra-fermion braidings. The inter-fermion braiding changes the original two-qubit states into a superposition of their particle-hole partners with a \( \pm \pi/2 \) phase difference. Intra-fermion braidings behave differently depending on whether they are performed before or after the inter-fermion braiding. If the intra-fermion braiding is performed before the inter-fermion braiding, it introduces a superposition of the original state (before inter-fermion braiding) and its particle-hole partner (with a \( \pm \pi/2 \) phase difference). These basic properties of braiding help us construct braiding circuits based on local constraints.

The first constraint imposed on the braiding operations comes from the local \( z \)-bonds. For Kitaev-inspired models, the local fermionic Hamiltonian coupling between two sites by a \( z \)-bond is
\[
H_z = J_z \left( 2c_1^\dagger c_1 - 1 \right) \left( 2c_2^\dagger c_2 - 1 \right),
\]
where \( c_1 \) and \( c_2 \) are the annihilation operators for the fermions on the site 1 and site 2. The two-qubit states are denoted by \( |n_1 n_2 \rangle \). By the braiding operation \( U_B \), this Hamiltonian can be re-expressed in terms of bond and gauge fermions as
\[
\tilde{H}_z = U_B^\dagger H_z U_B = J_z D \left( 2f^\dagger f - 1 \right),
\]
where \( D \) is the local gauge field and \( f \) stands for the bond fermion. Correspondingly, after the braiding transformation, the two-qubit states here are \( |n_1 n_2 \rangle \) with \( n_{gf} \) (\( n_f \)) denoting the occupation of the gauge (bond) fermion. This implies that the states \( |n_1 n_2 \rangle \) are transformed to the states \( |n_1 n_2 \rangle \) as follows:
\[
\begin{align*}
  U_B |0_f 0_g \rangle &= \alpha_{0,0} |0_f 0_g \rangle + \alpha_{1,1} |1_f 1_g \rangle, \\
  U_B |1_f 1_g \rangle &= \alpha_{0,0} |0_f 0_g \rangle + \alpha_{1,1} |1_f 1_g \rangle, \\
  U_B |0_f 1_g \rangle &= \alpha_{0,0} |0_f 0_g \rangle + \alpha_{1,1} |1_f 1_g \rangle, \\
  U_B |1_f 0_g \rangle &= \alpha_{0,0} |0_f 0_g \rangle + \alpha_{1,1} |1_f 1_g \rangle,
\end{align*}
\]
where \( \alpha_{n_1 n_2} \) denotes the transformation coefficient. The two Hamiltonians and their corresponding states are connected by braiding operations, so the matrix elements of the Hamiltonian (before and after transformation) needs to be consistent. A direct calculation yields
\[
\begin{align*}
  \langle 0_f 0_g | \tilde{H}_z | 0_f 0_g \rangle &= -\langle 1_f 1_g | \tilde{H}_z | 1_f 1_g \rangle \\
  &= - \langle 1_f 0_g | H_z | 0_f 0_g \rangle = \langle 0_f 1_g | H_z | 0_f 1_g \rangle = -J_z D,
\end{align*}
\]
and
\[
\begin{align*}
  -\langle 0_f 0_g | U_B^\dagger H_z U_B | 0_f 0_g \rangle &= -\langle 1_f 1_g | U_B^\dagger H_z U_B | 1_f 1_g \rangle \\
  &= \langle 1_f 0_g | U_B^\dagger H_z U_B | 1_f 0_g \rangle = \langle 0_f 1_g | U_B^\dagger H_z U_B | 0_f 1_g \rangle = -J_z.
\end{align*}
\]
Therefore, the consistency imposes the constraint $D = 1$ for $n_g = 1$ and $D = -1$ for $n_g = 0$.

This local constraint imposed by $z$-bonds is general for Kitaev-inspired models. But, the local constraints imposed by other coupling terms (i.e., $x$-, and $y$-bonds for the models considered in this work) depend on the JW strings, because those strings determine the ordering of bond fermions emerging from different braiding operations. By using the same analysis as shown here for the $z$-bond, the details of the braiding operations can be further determined from the constraints set by other coupling terms. For the Kitaev honeycomb model on the honeycomb lattice with the JW string in the ordering given in Fig. 1(a), the braiding operation can be implemented by the circuit shown in the left panel in Fig. 1(c). The details of constructing the braiding circuit for the 1D Kitaev spin chain can be found in Appendix C.

2.3 Generalization and scaling

We have illustrated how to construct the quantum circuit to prepare the ground state of the Kitaev honeycomb model with $2 \times 2$ unit cells in real space by reversing the methodology for the exact solution of the model. Because the exact solution procedures can be generally applied to a large class of Kitaev inspired models [16–41], the circuit construction method illustrated here can be readily extended for other Kitaev-inspired models. The quantum circuits represented by the orange and green boxes in Fig. 1 are elementary components for the implementation of generic Bogoliubov and Fourier transformations. Though the braiding circuits shown in Fig. 1 would change according to different definitions of JW strings for the different models, the methodology to construct circuit will be the same. For example, in Appendix D we show that the circuit construction method can be applied to the 1D BCS-Hubbard model [39], which is another example of a Kitaev-inspired model.

Before we close this section, we would like to discuss the scaling of the circuit for the Kitaev honeycomb model. Because of the Fourier transformation, the system size must contain $N = 2^n \times 2^m$ unit cells with $2^n$ along the $x$ direction and $2^m$ along the $y$ direction. To prepare the ground state of such a system, the required number of qubits is $2N$. The Bogoliubov transformation is implemented on opposite momentum point pairs, so we require $N/2$ two-qubit Bogoliubov transformations (the corresponding circuit shown in Fig. 1(c)) in building the full circuit. We know that for $N$ momentum points along one direction, the Fourier transformation would require $N \log N$ two-qubit Fourier transformations (the circuit as shown in Fig. 1(c)) [46–48]. To complete the Fourier transformation along both the $x$ and $y$ directions, the total number of two-qubit Fourier transformations is still $N \log N$. The braiding operations are performed within each unit cell, so $N$ two-qubit braiding operations shown in Fig. 1(c) are required. Finally, we count the number of swap boxes (shown in Fig. 1(c)) in the quantum circuit, and they would appear in the following four places according to the generic quantum circuit shown in Fig. 1(b): (i) after the Bogoliubov transformation to facilitate the Fourier transformation along the $y$ direction; (ii) after the transformation in the $y$ direction to facilitate the Fourier transformation along the $x$ direction; (iii) when pairing the bond fermion with the gauge fermion in the same unit cell; and (iv) when reordering the fermions to map to the original spin representation. The number of swap boxes is then $(N/4 + 1)(N/2 - 1)$ in (i), $N/4$ in (ii), and $(N^2 - N)/2$ in (iii). In the implementation of quantum circuit the swap boxes in (iv) can be saved by relabeling the qubits and counting the sign changes, which can be done classically. In summary, in the quantum circuit to prepare the ground state of the Kitaev honeycomb model, the number of two-qubit Bogoliubov transformation circuits and the number of two-qubit braiding circuits are each proportional to the lattice size as $\propto \mathcal{O}(N)$. The number of two-qubit Fourier transformation circuits is $\mathcal{O}(N \log N)$, and the number of swap boxes is proportional to the square of the lattice size as $\propto \mathcal{O}(N^2)$. A similar analysis can be done for other Kitaev-inspired models as well, but we do not do so here.

3 Measuring the ground state properties of Kitaev-inspired models on real quantum hardware

By using the procedures described in the section 2, we can construct the quantum circuits to prepare the ground states for the 1D Kitaev spin chain containing two unit cells (including 4 sites overall) and the Kitaev honeycomb model containing $2 \times 2$ unit cells (including 8 sites overall). The lattice configuration of the two models are shown in the insets of Fig. 2(a) and (b) respectively. Indeed, these circuits can correctly prepare the ground states of the two models as shown in Appendix E. Given that the ground states of the models are topological, a useful quantity to characterize them is the entanglement entropy. To measure the entanglement entropy, the lattice of the model is divided into two subsystems; the entanglement entropy of the subsystem $A$ (the green colored regions in the insets of Fig. 2) is found by projectively measuring the density matrix with the help of the maximum likelihood estimator [51]. While this approach clearly does not scale, it is feasible for these proof-of-principle size systems.

In the upper panel in Fig. 2(a) we plot the entanglement entropy for the 1D Kitaev spin chain as a function of the coupling strength $J_x$ by setting the
Figure 2: Quantum simulation of the entanglement entropy of Kitaev-inspired models: (a) the 1D Kitaev spin chain with \( J_x = 1 \) and varying \( J_y \); (b) the 2D Kitaev spin model on the honeycomb lattice with \( J_x = 1 \), \( J_y = 0.1 \) and varying \( J_y \). In both (a) and (b), the lattice structure and the definition of the subsystem ‘A’ (the green shaded parts) are shown in the insets of the upper panels, the comparison of the exact results and the results from the simulator are shown in the upper panel, and the results from IBMQ-Almaden are shown in the lower panel. Each data point from IBMQ-Almaden were obtained by performing five independent experiments, and for each of them \( N = 8196 \) shots were used. The simulator data for the 1D Kitaev spin chain was obtained with \( N = 8196 \) shots, while the simulator data for the 2D Kitaev spin model was obtained with \( N = 81960 \) shots.

other coupling strength \( J_z = 1 \). We found that the results obtained from the quantum simulator provided by QISKIT [52] differs from the exact results only by statistical errors. This indicates that the quantum circuit can indeed correctly prepare the ground state of the model. Both the exact and simulator results show that the entanglement entropy for the 1D Kitaev spin chain increases with \( J_x \), and the derivative is largest at intermediate values of \( J_x \) (around \( J_x = 0.5 \)). As a comparison, the entanglement entropy obtained from the IBMQ-Almaden quantum computer is shown in the lower panel in Fig. 2(a). The overall features of the entanglement entropy versus \( J_x \) are captured in the real machine data, i.e., the entanglement entropy increases with \( J_x \) with a larger derivative at intermediate values of \( J_x \). But the quantitative values deviate significantly due to the noise in the data.

In the upper panel in Fig. 2(b), the entanglement entropy for the Kitaev honeycomb model is plotted as a function of coupling strength \( J_y \) by setting the other two coupling strengths to \( J_x = 0.1 \) and \( J_z = 1 \). The difference between the simulator results and the exact results is due to statistical errors. Because the Hilbert space of the ground state is larger for this model, the statistical errors appear more significant. We found that the entanglement entropy for the model on a \( 2 \times 2 \) lattice is almost a constant and slightly decreases with increasing \( J_y \). The entanglement entropy measured on the machine IBMQ-Almaden is shown in the lower panel of Fig. 2(b). The real machine data deviates quite a bit from the exact results. Similar to the exact results, the entanglement entropy obtained from the quantum hardware is almost constant, but it increases slightly with the increasing \( J_y \) (unlike the exact results). This larger error is due to the fact that the circuit depth is about three times longer here.

4 Scanning the Brillouin zone via symmetry-enforced circuits

The ranges of exchange parameters in Fig. 2 cover a regime where both models have quantum phase transitions (in the thermodynamic limit). We observe no signature of these transitions due to finite-size effects (see Appendix F for details). To go beyond this limitation of NISQ machines, we employ a grid of shifted momenta to capture the topological phase transition features in the bond fermion sector. With the help of this method, and given the fact that the contribution from the gauge fermion portion is featureless [43], the entanglement spectra as well as the entanglement entropy can be calculated from the correlation functions in the bond fermion sector only [53, 54].

4.1 Symmetry-enforced circuit

The Kitaev-inspired models reduce to a block-diagonal form in momentum space after they have been converted to the Majorana Fermion representation. But, because a Bogoliubov transformation is still needed to fully diagonalize the problem, one must be careful to preserve particle-hole (PH) symmetry when constructing the quantum circuit. Consider a system containing \( N \) unit cells. The discrete Fourier transformation to an arbitrary set of \( N \) momentum points in the BZ, \( K = \{2\pi n/N \mid n \in [0, N)\} + \delta k \) can be written as:

\[
c_{n,K} = \frac{1}{\sqrt{N}} \sum_{k \in \mathcal{K}} e^{ikn} c_k, \tag{14}
\]

where \( c_{n,K} \) denotes real-space operators obtained by Fourier transformation of the set \( \mathcal{K} \). Here, \( \delta k \) is introduced to shift the momentum points. Physically, it can be achieved by introducing a twist boundary condition as is shown in Fig. 3(a). In the Fourier transformation circuits, the phase shift requires a phase correction [48]. PH symmetry requires that the information from the set with opposition momentum points \( -K \) must also be included. Hence, the symmetry-enforced Fourier transformation is given by:

\[
c_n = \frac{1}{\sqrt{2}} (c_{n,K} + c_{n,-K}). \tag{15}
\]

This indicates that a more complex circuit with twice the number of qubits is required. The demonstration of the symmetry-enforced processes under the particle-hole symmetry for the 1D Kitaev spin chain with \( N = 2 \) unit cells is shown schematically in Fig. 3(a). The corresponding quantum circuit is
shown in Fig. 3(b). Since the Bogoliubov transformation mixes $\pm \mathbf{K}$, the correct momentum set is swapped before the transformation, and swapped back after. In general, the symmetry-enforced circuit cannot be simplified, but for special momentum shifts fulfilling the conditions stated in Appendix G, a simplification of the symmetry-enforced circuit is possible.

4.2 Measuring the entanglement of Kitaev-inspired models from correlation functions

For Kitaev-inspired models, ground states have uniform gauge configurations, which contribute trivially to the entanglement entropy. The non-trivial quantum information is stored in the Brillouin zone of the bond fermions, whose entanglement properties can be efficiently obtained from the correlation functions.

To begin, the original spin model is mapped to a conventional fermionic model by the Jordan-Wigner transformation followed by a Majorana braiding. In general, the fermionic Hamiltonian can be written as

$$H_f = \sum_{i,j} A_{i,j} f_i^\dagger f_j + \sum_{i,j} B_{i,j} (f_i^\dagger f_j^\dagger + h.c.),$$

where $A_{i,j}$ is the hopping matrix and $B_{i,j}$ is the pairing matrix. The explicit form of the two matrices depends on the details of models. The entanglement entropy of this Hamiltonian is easily obtained by introducing Majorana fermions $f_i = \gamma_{2i-1} + i\gamma_{2i}$ for each physical fermion. In terms of the Majorana fermions, the entanglement entropy of a subsystem of the system is calculated from the eigenvalues of the correlation matrix $C$ [53, 54], whose matrix elements satisfy $C_{m,n} = \frac{1}{2} \text{Tr} [\rho \gamma_m \gamma_n] = \frac{1}{2} \langle \gamma_m \gamma_n \rangle$ with $\rho$ denoting the density matrix of the system. Then the entanglement entropy is given by:

$$S_A = \frac{1}{2} \sum_n (1 - \lambda_n) \ln(1 - \lambda_n) + \lambda_n \ln \lambda_n,$$

with $\lambda_n$ the eigenvalues of $C$.

To measure the correlation matrix $C$ on a quantum computer, we note that:

$$C_{2m-1,2n-1} = \langle f_{m-1}^\dagger f_n \rangle + \langle f_m f_n^\dagger \rangle + \langle f_{m-1} f_n^\dagger \rangle,$$

$$C_{2m,2n} = -\langle f_{m}^\dagger f_n \rangle - \langle f_m f_n^\dagger \rangle - \langle f_{m} f_n \rangle,$$

$$C_{2m-1,2n} = i \langle f_{m-1}^\dagger f_n \rangle - i \langle f_m f_n^\dagger \rangle + i \langle f_{m-1} f_n^\dagger \rangle - i \langle f_{m} f_n \rangle,$$

$$C_{2m,2n-1} = i \langle f_{m}^\dagger f_n \rangle - i \langle f_m f_n^\dagger \rangle + i \langle f_{m-1} f_n^\dagger \rangle.\tag{18}$$

This suggests that we need to measure four expectation values: $\langle f_{m}^\dagger f_n \rangle$, $\langle f_m f_n^\dagger \rangle$, $\langle f_{m-1}^\dagger f_n \rangle$ and $\langle f_{m-1} f_n^\dagger \rangle$. From the Jordan-Wigner transformation, we have:

$$\begin{aligned}
\langle f_{m}^\dagger f_n \rangle &= \prod_{j=1}^{n-1} \langle \sigma_j^x \sigma_n^+ \rangle, \\
\langle f_m f_n^\dagger \rangle &= \prod_{j=1}^{n-1} \langle \sigma_j^x \sigma_n^- \rangle,
\end{aligned}$$

where $\sigma_n^+ = \frac{1}{2} (\sigma_n^x + i\sigma_n^y)$ and $\sigma_n^- = \frac{1}{2} (\sigma_n^x - i\sigma_n^y)$. Then the four different expectation values become

$$\begin{aligned}
\langle f_{m}^\dagger f_n \rangle &= \frac{1}{4} (C_{m,n}^{xx} - C_{m,n}^{yy} - iC_{m,n}^{xy} - iC_{m,n}^{yx}), \\
\langle f_m f_n^\dagger \rangle &= \frac{1}{4} (C_{m,n}^{xx} - C_{m,n}^{yy} + iC_{m,n}^{xy} + iC_{m,n}^{yx}), \\
\langle f_{m-1}^\dagger f_n \rangle &= \frac{1}{4} (C_{m,n}^{xx} + C_{m,n}^{yy} + iC_{m,n}^{xy} - iC_{m,n}^{yx}), \\
\langle f_{m-1} f_n^\dagger \rangle &= \frac{1}{4} (C_{m,n}^{xx} + C_{m,n}^{yy} - iC_{m,n}^{xy} + iC_{m,n}^{yx}),
\end{aligned}$$

where:

$$C_{m,n}^{\alpha \beta} = \langle \sigma_m^\alpha \prod_{j=m}^{n-1} \sigma_j^\beta \rangle.$$  

with $\alpha, \beta = x, y$.

With these general layouts, we show how to explicitly calculate the entanglement entropy of bond fermions by using the 1D Kitaev spin chain with two unit cells as an example. The lattice structure of the 1D Kitaev spin chain is shown in Fig. 3(a), where the two unit cells labeled by 0 and 1 in purple form the whole lattice. Here the unit cell 1 (labeled in green) of the left neighbor and the unit cell 0 (labeled in green) of the right neighbor are included to show the boundaries of the system explicitly. We begin the discussion with the Hamiltonian of the model in momentum space in terms of bond fermions (the derivation of this form can be found in Appendix A):

$$\hat{H}_{1D} = \sum_k \Psi_k E_k \left( \begin{array}{c} \cos \theta_k & i \sin \theta_k \\ -i \sin \theta_k & \cos \theta_k \end{array} \right) \Psi_k,$$
with \( \Psi_k = (b_k, b_{-k}^\dagger)^T \) and:

\[
\begin{align*}
E_k &= \sqrt{(J_z D + J_x \cos k)^2 + J_z^2 \sin^2 k}, \\
\cos \theta_k &= (J_z D + J_x \cos k) / E_k, \\
\sin \theta_k &= J_z \sin k / E_k.
\end{align*}
\]

Here \( D \) is the local gauge field defined in Eq. (10). The Bogoliubov transformation is

\[
\Psi_k = \begin{pmatrix}
\cos \frac{\pi}{2} e^{-i \varphi_k / 2} & \sin \frac{\pi}{2} e^{i \varphi_k / 2} \\
\sin \frac{\pi}{2} e^{-i \varphi_k / 2} & -\cos \frac{\pi}{2} e^{i \varphi_k / 2}
\end{pmatrix}
\begin{pmatrix}
\tilde{f}_k \\
\tilde{f}_{-k}^\dagger
\end{pmatrix},
\]

where \( e^{i \varphi_k} = i \) for the model with two unit cells, independent of \( k \). This means that \( \varphi_k = \pi / 2 \), independent of \( k \). The correlations \( \langle f_n f_m \rangle \), \( \langle f_n^\dagger f_m^\dagger \rangle \), and \( \langle f_n^\dagger f_m \rangle \) are then determined from the ground-state expectation values of Bogoliubov fermions

\[
\langle b_k b_{k'}^\dagger \rangle = \delta_{k,k'}, \quad \langle b_k^\dagger b_{k'} \rangle = \langle b_k b_{k'} \rangle = 0.
\]

Straightforward calculations show that:

\[
\begin{align*}
\langle f_n f_m \rangle &= \frac{1}{N_k} \sum_k e^{-ik(n-m)} \sin \theta_k / 2 e^{-i(\varphi_k + \varphi_{-k}) / 2} \\
&= -\frac{i}{N_k} \sum_k e^{-ik(n-m)} \sin \theta_k / 2, \\
\langle f_n f_m^\dagger \rangle &= \frac{1}{N_k} \sum_k e^{-ik(n-m)} \sin \theta_k / 2, \\
\langle f_n^\dagger f_m^\dagger \rangle &= \frac{1}{N_k} \sum_k e^{-ik(n-m)} \cos \theta_k / 2, \\
\langle f_n^\dagger f_m \rangle &= \frac{1}{N_k} \sum_k e^{-ik(n-m)} \sin^2 \theta_k / 2,
\end{align*}
\]

where \( N_k \) is the number of momentum points in the Brillouin zone. Note that \( C_{2m-1,2n-1} \) and \( C_{2m,2n} \) are the correlations of the real and imaginary parts of the fermions, respectively. As expected, we find \( C_{2m-1,2n-1} = \delta_{n,m} \) and \( C_{2m,2n} = \delta_{n,m} \). We also find that

\[
C_{2m-1,2n} = i \sum_k e^{-ik(n-m)} (\cos \theta_k + \sin \theta_k) = ig_{m-n},
\]

and

\[
C_{2m,2n-1} = -C_{2n-1,2m}.
\]

The correlation between the two bond fermions at the unit cells \( m \) and \( n \) is expressed by the following block matrix:

\[
\begin{pmatrix}
C_{2m-1,2n-1} & C_{2m-1,2n} \\
C_{2m,2n-1} & C_{2m,2n}
\end{pmatrix} = \delta_{n,m} I_{2 \times 2} + i \Xi_{m-n},
\]

where:

\[
\Xi_{m-n} = \begin{pmatrix}
0 & g_{m-n} \\
g_{-(m-n)} & 0
\end{pmatrix}.
\]

\[
C = I_{2N \times 2N} + i \begin{pmatrix}
\Xi_0 & \Xi_1 & \cdots & \Xi_{N-1} \\
-\Xi^T_1 & \Xi_0 & \cdots & \Xi_{N-2} \\
\vdots & \vdots & \ddots & \vdots \\
-\Xi^T_{N-1} & -\Xi_{N-2} & \cdots & \Xi_0
\end{pmatrix}.
\]

For the case with two unit cells, the correlation matrix becomes

\[
C = I_{2 \times 2} + i \Xi_0.
\]

Particle-hole symmetry requires \( \sin \theta_k = -\sin \theta_{-k} \).

This implies that

\[
g_0 = \frac{1}{N_k} \sum_{k \in K \cup -K} \cos \theta_k.
\]

Using this expression, we obtain the exact curves in black shown in Fig. 3(c) and (d). To measure the entanglement properties on quantum hardware as a function of momentum, we need to use the symmetry-enforced circuit.

\[
\text{Figure 4: Quantum phase transitions in Kitaev-inspired models determined by entanglement entropy at high symmetry points: (a/c) The entanglement entropy of bond fermions in the subsystem ‘A’ defined in Fig. 2 for the Kitaev spin chain/honeycomb model by measuring the contribution from high-symmetry points. In (a) we set } J_x = 1 \text{ and vary } J_y \text{ to probe different phases, while in (c) we probe different phases by tuning } J_y \text{ and at the same time setting } J_x = 1 \text{ and } J_y = 0.1. \text{ In (a) and (c), each data point from simulator was obtained by using } N = 8196 \text{ shots, while the results from IBMQ-Almaden are obtained from three independent experiments, with } N = 8196 \text{ shots in each experiment. (b/d) Phase diagram of the Kitaev spin chain/honeycomb model determined by the machine IBMQ-Almaden. The gold dashed line denotes the exact phase boundary. In the calculation shown in panel (d), we set } J_x = 1 \text{. Each data point in the phase diagrams shown in (b) and (d) was obtained by using the IBMQ-Almaden machine with } N = 8196 \text{ shots.}
\]
4.3 Measuring the entanglement spectrum on quantum hardware by the symmetry-enforce circuit

We use this symmetry-enforced circuit to obtain the entanglement spectra of the 1D Kitaev spin chain containing two unit cells by sweeping across the Brillouin zone and measuring the fermionic correlation functions as described in the subsection 4.2. The results from the quantum hardware are qualitatively consistent with the exact results. When \( J_x < J_z \), the entanglement spectra is always gapped [see Fig. 3(c)] indicating no edge Majorana modes, while when \( J_x > J_z \), the entanglement spectrum is gapless corresponding to the Majorana fermion locating at the virtual boundary between the subsystems [see Fig. 3(d)]. We highlight that by using this symmetry-enforced circuit, the quantum hardware can even correctly determine the gap closing point at the high-symmetry point \( \delta k = \pi \), as shown in Fig. 3(d).

5 Determining the quantum phase diagrams on real quantum hardware

The high symmetry points with \( \delta k = \pi \) in the BZ are the PH symmetric points, and we expect the quantum phase transition to be dominated by the behavior near these points. Hence, we must ensure the simulation includes the effects of these high-symmetry points, in order to efficiently determine the phase diagram on a small cluster. With the help of the symmetry-enforced circuit, this can be done straightforwardly. Using these specific momenta for the systems discussed in Sec. 3 and Fig. 2, we obtain the bond fermion entanglement entropy (by measuring correlation functions) as a function of the exchange parameters.

In Fig. 4(a), the bond fermion entanglement entropy is shown as a function of exchange strength \( J_x \) for the 1D Kitaev spin chain with \( J_z = 1 \). We can find that the results from the exact solution, quantum simulators, and the IBMQ-Ahmadi quantum computer all show a discrete jump, and the entanglement entropy \( S_A = \sqrt{2}/2 \), when \( J_x > J_z \), indicates a Majorana fermion at the virtual boundary of the subsystem. Therefore, the sharp change at \( J_x = J_z \) indicates a topological quantum phase transition. Similar situations are found in the bond fermion entanglement entropy for the Kitaev honeycomb model as shown in Fig. 4(c). Here we set \( J_z = 1 \) and \( J_x = 0.1 \) in the calculations. The sharp jumps in \( S_A \) are found to happen at \( J_z = J_x + J_y \) and \( J_y = J_z + J_x \) and identify two different topological phase transitions of the Kitaev honeycomb model. This efficient identification of the phase boundary relies on the difference of the topology of the single-particle wave functions in the two different phases. When \( |J_i| < |J_x + J_k| \) (with \( i \neq j \neq k \in \{x,y,z\} \)), the single-particle spectrum is gapped, and the ground state of the phase is known as the gapped \( Z_2 \) spin liquid in the sense that it can be mapped to the toric code model [15]. On the other hand, when \( |J_i| \geq |J_x + J_k| \), the single-particle spectrum is gapless, and the ground state of the phase is a spinon chiral topological superconductor [55]. The difference in the single-particle spectrum is revealed by the entanglement entropy of edge modes at the virtual boundaries of the subsystem: if virtual boundaries are introduced by dividing the system into subsystems, then the spinon chiral topological superconducting phase would support edge modes, while the gapped \( Z_2 \) spin liquid phase would not. Then using this step as the identifying feature, we are able to reconstruct the correct phase diagram of the two models as a function of exchange parameters as shown in Fig. 4(b) and (d). We have to note that the two gapped phases in the Kitaev honeycomb model have the same properties in their single-particle spectra, but the corresponding quantum states at the high symmetry points are quite different and thus expressed by different occupations in the qubit representation. Because the different qubits have different noise levels, the resultant states have quantitatively different entanglement entropy and result in the asymmetry seen in Fig. 4(d).

6 Conclusion

In this work, we illustrate how the topological properties intrinsic to a quantum model being simulated provides topological protection, resulting in robust quantum calculations, even on NISQ hardware. In particular, we demonstrate how to prepare the ground states of these Kitaev-inspired models through low-depth braiding circuits of anyons. By using a particle-hole symmetry-preserving methodology that includes high-symmetry points in the Brillouin zone, the simulation identifies the quantum phase diagram of both the Kitaev spin chain and the original Kitaev honeycomb model for systems larger than are otherwise possible on NISQ hardware (when only local quantities are measured). These results directly show how topological protection results in much more robust calculations on NISQ hardware when preparing and determining different quantum phases. The quantum phase diagram was determined by finding discontinuities in the entanglement entropy, which are reduced in magnitude, but still remained easy to identify in this noisy environment. Hence, the benefits of topological-inspired quantum computation can already be realized on NISQ-era conventional quantum computers and this provides a third methodology for topological quantum computation that explores a different realm than quantum error correction or topological quantum computing with topological qubits.
A The exact solution of the 1D Kitaev spin chain

The Hamiltonian of the 1D Kitaev spin chain is given by

\[ H_{1D} = 4J_x \sum_{i=1}^{N/2} \sigma^z_{2i-1} \sigma^z_{2i} + 4J_x \sum_{i=1}^{N/2} \sigma^\gamma_x \sigma^\gamma_x. \tag{34} \]

Here we assume that the odd sites belong to the \( \bullet \) sublattice while the even sites belong to the \( \circ \) sublattice (the configuration as shown by the inset in Fig. 2(a)). The factor of 4 is added for convenience, as we will see below. To solve this model, we first map the spin model into a fermionic model by the Jordan-Wigner transformation:

\[
\begin{align*}
\sigma^+ &\rightarrow \prod_{j<m} \sigma^x_j c_m, \\
\sigma^- &\rightarrow \prod_{j<m} \sigma^x_j c_m^\dagger, \\
\sigma^x &\rightarrow \frac{1}{2} (1-2c_m^\dagger c_m),
\end{align*}
\tag{35} \]

where we use the standard mapping \( |0\rangle = |\uparrow\rangle \) and \( |1\rangle = |\downarrow\rangle \). After fermionization, the Hamiltonian becomes

\[
H_{1D} = J_x \sum_{i=1}^{N/2} (2n_{2i-1} - 1) (2n_{2i} - 1) \\
+ J_x \sum_{i=1}^{N/2} (c_{2i} - c_{2i}^\dagger) (c_{2i+1} + c_{2i+1}^\dagger),
\tag{36} \]

which is identical to the fermionic expression of the Kitaev honeycomb model in the limit \( J_y = 0 [15] \). To solve this, we must transform the four-fermion term. We introduce the Majorana fermions on each sublattice \( \eta_{\bullet} \) and \( \gamma_{\bullet} \) [18, 45]:

\[
\begin{align*}
c_0 &= (\eta + i\gamma)/2, \\
c_\bullet &= (\bullet + i\eta)/2.
\end{align*}
\tag{37} \]

The Hamiltonian is re-expressed as

\[ \tilde{H}_{1D} = -iJ_x \sum_i \gamma_i \gamma_{i+1} + iJ_x \sum_i D_i \gamma_i \gamma_{i+1}, \tag{38} \]

where \( D_i = i\eta_i \eta_{i+1} \) [15, 18] is a local gauge field. Here \( i \) labels unit cells, which have two sublattices \( \bullet \) and \( \circ \). Since the Majorana fermions do not have well-defined occupation numbers, we construct quantum circuits after mapping the Majorana fermions back to conventional fermions. We introduce bond fermions for the two sites connected by the \( z \)-bonds as follows:

\[ f_i = \frac{1}{2} (\gamma_i + i\gamma_{i+1}). \tag{39} \]

Finally, we re-express the Hamiltonian again and find

\[
\tilde{H}_{1D} = J_x \sum_i \left( f_i^\dagger - f_i \right) \left( f_{i+1}^\dagger + f_{i+1} \right) \\
+ J_x \sum_i D_i (2f_i^\dagger f_i - 1). \tag{40} \]

Because of the translational symmetry, Lieb’s theorem indicates that the fluxes \( D_i \) must be uniform [15]. Since \( D_i \) commutes with the Hamiltonian \( \tilde{H}_{1D} \), it is a constant of motion. Note that \( \eta^2_D = \eta^2_f = 1 \), so \( D_i = \pm 1 \).

To diagonalize the Hamiltonian, we start with a Fourier transformation

\[ f_n = \frac{1}{\sqrt{N}} \sum_k e^{i k n} \tilde{f}_k, \tag{41} \]

where the Hamiltonian becomes

\[ \tilde{H}_{1D} = \sum_k \Psi^\dagger_k \begin{pmatrix} J_x D + J_x \cos k & iJ_x \sin k \\
-iJ_x \sin k & -J_x D + J_x \cos k \end{pmatrix} \Psi_k, \tag{42} \]

after dropping some irrelevant constants. Here, we introduce the “spinor”

\[ \Psi_k = \begin{pmatrix} \tilde{f}_k \\
\tilde{f}_k^\dagger \end{pmatrix}. \tag{43} \]

This Hamiltonian in momentum space can be easily diagonalized through a Bogoliubov transformation. Doing so gives us the final diagonal form

\[ \tilde{H}_{1D} = \sum_k E_k \begin{pmatrix} b^\dagger_k b_k - b^\dagger_k b^\dagger_{-k} \end{pmatrix}, \tag{44} \]

where \( E_k = \sqrt{\left(J_x D + J_x \cos k\right)^2 + J_x^2 \sin^2 k} \). and \( b_k (b^\dagger_k) \) denotes the annihilation (creation) operator for Bogoliubov fermions with momentum \( k \).

B The Bogoliubov and Fourier circuit for the Kitaev honeycomb model

B.1 The implementation of Bogoliubov transformation

The first step is to reverse the Bogoliubov transformation to transform the representation formed by bond
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fermions in momentum space. In general, the Bogoliubov transformation is a two-qubit operation \[46, 47\]. By assuming that the order of qubits is from bottom to top, the quantum circuit to realize this two-qubit Bogoliubov transformation is drawn in the right middle panel in Fig. 1(c). Performing the pairing between opposite momentum points, the Bogoliubov transformation for the Kitaev honeycomb model is achieved by the two two-qubit Bogoliubov transformations (denoted by orange boxes in Fig. 1(b)) operating on neighboring qubits.

B.2 The implementation of Fourier transformation

We next convert from the bond fermion state in momentum space to real space by implementing two Fourier transformations sequentially along the \( y \) and \( x \) directions. Based on the fast Fourier transform method, the Fourier transformation for one of the directions containing \( N = 2^m \) qubits (\( m \) an integer) can be realized with a log-depth circuit and using at most two-qubit quantum gates \[47, 48\]. For the Kitaev honeycomb model on the lattice containing a \( 2 \times 2 = 4 \) unit cells, the Fourier transformation along the \( y \)-direction consists of two two-qubit Fourier transformations for \( k_y = \pi/2 \) and \( k_y = -\pi/2 \), and the transformation along the \( x \)-direction also contains two two-qubit transformations for \( k_x = \pi/2 \) and \( k_x = -\pi/2 \) respectively. In particular, the two-qubit Fourier transformation consists of a phase delay factor implemented by the single-qubit gate \( U_1(\phi) \) shown in the right upper panel in Fig. 1(c) and a two-qubit ‘beam-splitter’ operation implemented by the rest of the right upper panel in Fig. 1(c) except for \( U_1(\phi) \). Beginning from the states obtained after the Bogoliubov transformation, we need to reorder the qubits according to the momentum points as \((-\pi/2, -\pi/2), (-\pi/2, \pi/2), (\pi/2, -\pi/2), \) and \((\pi/2, \pi/2))\), which is achieved by the two swap operations after the Bogoliubov boxes in Fig. 1(b), so that the Fourier transformation in the \( y \)-direction can be implemented for the two sets of neighboring qubits, respectively, shown by the two green boxes following the two swap operations in Fig. 1(b). To facilitate the Fourier transformation in the \( x \)-direction, we need to switch the order of the two qubits for \((-\pi/2, \pi/2)\) and \((\pi/2, -\pi/2))\), which is achieved by the swap operation following the two green boxes in Fig. 1(b). In this way, the Fourier transformation along the \( x \)-direction can be implemented by the two green boxes following the swap box as shown in Fig. 1(b).

C The braiding circuit of the 1D Kitaev spin chain

As we have discussed in the main text, the details of the braiding circuit are determined by the constraints set by local coupling terms of the Hamiltonian. The constraint set by the \( z \)-bond is general for the Kitaev-inspired models, so here we will focus on the constraints from other coupling terms in the 1D Kitaev spin chain.

To make the discussion explicit, we focus on the \( x \)-bond connecting sites \( 2 \) and \( 3 \). The original Hamiltonian connecting across the \( x \)-bond is

\[
H_x = J_x \left( -c_2 + c_3^\dagger \right) \left( c_3 + c_2^\dagger \right),
\]

and it is re-expressed in terms of bond and gauge fermions as

\[
\tilde{H}_x = J_x \left( f_1^\dagger - f_1 \right) \left( f_2^\dagger + f_2 \right),
\]

where the braiding operations on \( c_1 \) and \( c_2 \) give the bond fermion \( f_1 \) and the gauge fermion \( g_1 \), and similarly the braiding operations on \( c_3 \) and \( c_4 \) give the bond fermion \( f_2 \) and the gauge fermion \( g_2 \). Hence, the states considered here contain four qubits. Start with the \( n_{g_1} = n_{g_2} = 1 \) case. The relevant states for \( \tilde{H}_x \) are \( \left| n_{f_1} n_{f_2} n_{g_1} g_2 \right\rangle \). They are transformed under \( \tilde{H}_x \) as

\[
\tilde{H}_x |0011\rangle_f = J_x |1111\rangle_f, \quad \tilde{H}_x |1111\rangle_f = J_x |0011\rangle_f, \\
\tilde{H}_x |0111\rangle_f = J_x |1011\rangle_f, \quad \tilde{H}_x |1011\rangle_f = J_x |0111\rangle_f.
\]

From the general form of braiding provided by Eq. (11), the states \( |n_{f_1} n_{f_2} n_{g_1} g_2\rangle \) are transformed to \( |n_{g_1} n_{g_2} n_{f_1} f_2\rangle \) (in the representation of fermions denoted by \( c \) operators) as follows:

\[
U_B |0011\rangle_f = (\alpha_1^{011})^2 |0101\rangle_c + (\alpha_1^{001})^2 |0011\rangle_c + (\alpha_1^{011}) |0010\rangle_c + (\alpha_1^{001}) |0100\rangle_c. \\
U_B |1111\rangle_f = -\alpha_1^{111} |0010\rangle_c - \alpha_1^{101} |0100\rangle_c. \\
U_B |0111\rangle_f = -\alpha_1^{111} |1101\rangle_c + \alpha_1^{101} |1011\rangle_c. \\
U_B |1011\rangle_f = \alpha_1^{111} |1101\rangle_c + \alpha_1^{101} |1011\rangle_c. \\
\]

The action of \( H_x \) on these states gives

\[
H_x |0101\rangle_f = J_x |1101\rangle_c, \quad H_x |0011\rangle_f = J_x |1111\rangle_c, \\
H_x |0110\rangle_f = J_x |1010\rangle_c, \quad H_x |1010\rangle_c = J_x |1100\rangle_c, \\
H_x |0100\rangle_c = J_x |0010\rangle_c, \quad H_x |0010\rangle_c = J_x |0100\rangle_c, \\
H_x |1000\rangle_c = J_x |1110\rangle_c, \quad H_x |1110\rangle_c = J_x |1000\rangle_c.
\]
The consistency between \( \langle n_f, n_f, 11 | \hat{H}_z | n_f, n_f, 11 \rangle_f \) and \( \langle n_f, n_f, 11 | \hat{U}_B | n_f, n_f, 11 \rangle_f \) implies

\[
\begin{align*}
(\alpha_{01}^0)^2 &= (\alpha_{01}^{10})^2 = -\alpha_{11}^{00} \alpha_{11}^{11}, \\
(\alpha_{01}^{01})^2 &= (\alpha_{11}^{10})^2 = -\alpha_{01}^{00} \alpha_{01}^{11}, \\
\alpha_{01}^{01} &= -\alpha_{01}^{10}, \quad \alpha_{01}^{00} = -\alpha_{11}^{11}.
\end{align*}
\]  

(50)

This yields \( \alpha_{01}^{01} = \pm \frac{i}{\sqrt{2}} \), \( \alpha_{01}^{10} = \mp \frac{1}{\sqrt{2}} \), \( \alpha_{11}^{00} = \pm \frac{i}{\sqrt{2}} \), and \( \alpha_{11}^{11} = \mp \frac{1}{\sqrt{2}} \). Since \( \alpha_{01}^{01} \) and \( \alpha_{11}^{11} \) are imaginary, there are two intra-fermion braidings acting on the same fermion to adjust the global phase by \( \pm i \). The inter-fermion braiding introduces a \( \pi/2 \) phase difference. To increase the phase difference to \( \pi \), one of the intra-fermion braidings is performed after the inter-fermion braiding. We still need to determine on which fermion the intra-fermion braiding acts. By using Eq. (50), the transformation between the two representation can be written as:

\[
\begin{align*}
\hat{U}_B |01\rangle_f &= -\alpha_{11}^{11}|01\rangle_c + \alpha_{11}^{00}|10\rangle_c, \\
\hat{U}_B |11\rangle_f &= \alpha_{01}^{01}|11\rangle_c - \alpha_{01}^{11}|00\rangle_c.
\end{align*}
\]  

(51)

But, the phase difference introduced by the inter-fermion braiding operations are opposite for \( |01\rangle \) and \( |11\rangle \). To keep the form of Eq. (51) up to a global minus sign, the only choice is that the intra-fermion braiding operation is applied to the first qubit, the occupation of which is different for the two states.

\[ \text{D The 1D BCS-Hubbard model and the circuit construction} \]

The Hamiltonian of the 1D BCS-Hubbard model can be written as:

\[
\begin{align*}
H &= J_x \sum_{l=1,2} \sum_{i=1}^{N/2} \left( \sigma_{2i-1,l}^x \sigma_{2i,l}^x + \sigma_{2i-1,l}^y \sigma_{2i+1,l}^y \right) \\
&\quad + J_z \sum_i \sigma_i^z \sigma_{i+1}^z,
\end{align*}
\]  

(52)

which is constructed on a ladder lattice as shown in the inset of Fig. 6(b) with the subscript \( l \) denoting the two legs of the ladder. The JW string is defined so that the odd sites belongs to the \( \blacklozenge \) sublattice and the even ones are the \( \blacklozenge \) sublattice. Obviously, this model is a spin 1/2 model fulfilling the requirements stated in [40] and thus another example of Kitaev-inspired model.

By the Jordan-Wigner transformation, we have that

\[
\begin{align*}
\sigma_m^+ \rightarrow \prod_{j<m} \sigma_j^z c_m, \\
\sigma_m^- \rightarrow i \prod_{j<m} \sigma_j^z c_m, \\
\sigma_0^x \rightarrow 1 - 2 c_m^\dagger c_m,
\end{align*}
\]  

(53)

where we have identified \( |0\rangle = |\uparrow\rangle \) and \( |1\rangle = |\downarrow\rangle \).
Hence, we find: $c_i^\dagger \sigma^x_i = c_i^\dagger$ and $c_i \sigma^x_i = -c_i$:

$$\sigma_{2i-1,2i}^x = \left(-c_{2i-1,i} + c_{2i-1,i}^\dagger\right) \left(c_{2i,i} + c_{2i,i}^\dagger\right).$$

Similarly:

$$\sigma_{2i,2i+1}^y = -\left(c_{2i,i} + c_{2i,i}^\dagger\right) \left(c_{2i+1,i} + c_{2i+1,i}^\dagger\right).$$

Inserting the Jordan-Wigner transformation for $\sigma^z$:

$$H = J_x \sum_{i \in \text{o, f}} \left(c_{i,i+1}^\dagger c_{i+1,i} + c_{i,i+1} c_{i+1,i}^\dagger\right) + h.c. + J_z \sum_{i \in \text{o, f}} \left(c_{i,i+1}^\dagger c_{i+1,i} + c_{i,i+1} c_{i+1,i}^\dagger\right) + 4 J_z \sum_{i \in \text{o}} \left(n_{i,1} - 1/2\right) \left(n_{i,2} - 1/2\right),$$

where we used the fact that all the odd sites are o sites, and all the even sites are f sites. To simplify the four-fermion interaction term, we assume that the fermions at the f sites are decomposed into Majorana fermions by following:

$$c_{\bullet, i} = (\gamma_{\bullet, i} - i \eta_{\bullet, i})/2,$$

while the fermions at the o sites are decomposed as:

$$c_{\text{o}, i} = (\eta_{\text{o}, i} + i \gamma_{\text{o}, i})/2.$$

Then the Hamiltonian can be expressed by Majorana fermions:

$$H = i J_x \sum_{i \in \text{o, f}} \left(\gamma_{i,i+1} \gamma_{i+1,i} + \gamma_{i,i-1} \gamma_{i-1,i}\right) - i J_z \sum_{i \in \text{o}} \left(i \eta_{i,1} \eta_{i,2}\right) \gamma_{i,1} \gamma_{i,2}.$$  

The quantities $D_i, = i\eta_{i,1} \eta_{i,2}$ commute with the Hamiltonian and have the eigenvalues $D_i = \pm 1$. Then we need to express the model in terms of bond fermions, and we introduce the following transformations:

$$\begin{align*}
f_0 = (\gamma_{\text{o},1} + i \eta_{\text{o},1})/2, \\
g_0 = (\gamma_{\text{o},2} + i \eta_{\text{o},2})/2, \\
f_\bullet = (\gamma_{\bullet,1} - i \gamma_{\bullet,2})/2, \\
g_\bullet = (\eta_{\bullet,2} - i \eta_{\bullet,1})/2.
\end{align*}$$

Then the Hamiltonian (in terms of fermions defined in above) can be written as:

$$H = i 2 J_x \sum_{i \in \text{o, f}} \left(f_i^\dagger f_{i+1} + f_{i+1}^\dagger f_{i-1} - h.c.\right) + \sum_{i} J_z \bar{D}_i \left(2 f_i^\dagger f_{i-1} - 1\right),$$

where $\bar{D}_i = -D_i$ for $i \in \text{o}$, and $\bar{D}_i = D_i$ for $i \in \bullet$. According to Lieb’s theorem and direct numerical verifications [15, 39], $\bar{D}_i = D$ should be uniform to minimize the energy of the system. To further diagonalize the Hamiltonian, we Perform Fourier transformation for the two sublattice as follows:

$$\begin{align*}
f_{n,0} &= \frac{1}{\sqrt{N}} \sum_{k} e^{-ikn_0} f_{k,0}, \\
f_{n,\bullet} &= \frac{1}{\sqrt{N}} \sum_{k} e^{-ikn_\bullet} f_{k,\bullet},
\end{align*}$$

where $n$ labels the unit cell, $n_0$ and $n_\bullet$ denote the position of the o and f in the unit cell labeled by $n$. We set the lattice constant $a = 1$, and the distance between o and f sites in the unit cell is 1/2. The Hamiltonian in momentum space can then be written as

$$H = \sum_k \Psi_k^\dagger \begin{pmatrix} 2 J_x D & -i J_x \cos k \\ i J_x \cos k & -2 J_x D \end{pmatrix} \Psi_k,$$

where

$$\Psi_k = \begin{pmatrix} f_{k,0} \\ f_{k,\bullet} \end{pmatrix}.$$  

Then the single-particle Hamiltonian can be further simplified to

$$H = \sum_k \left(E_{k,+,+} b^\dagger_{k,+,+} b_{k,+,+} + E_{k,+,+} b^\dagger_{k,+,+} b_{k,+,+}\right),$$

where $b_k$ denotes the Bogoliubov fermion, and

$$E_{k,+,+} = \pm \sqrt{J_x^2 \cos^2 k - 4 J_z^2}.$$  

Based on the exact solution of the model described above, the quantum circuit to prepare the ground state of the model can be constructed by following the procedures given in Sec. 2, and the resulting quantum circuit is shown in Fig. 6 (a). The correctness of the quantum circuit is verified by calculating the entanglement entropy in a quantum simulator for the subsystem $A$ defined in the inset of Fig. 6. The simulator result only differs from the exact result by statistical errors.

By comparing the Hamiltonian of this model, written in terms of bond fermions given by Eq. (61), with the Hamiltonian of the 1D Kitaev spin chain, written in terms of bond fermions given by Eq. (40), the only difference is that there are no fermionic hopping terms in the 1D BCS-Hubbard model. Therefore, the entanglement entropy of bond fermions in the 1D BCS-Hubbard model (containing two unit cells) can be measured by the same circuit as used for the 1D Kitaev spin chain (containing two unit cells) as shown in Fig. 3 in the main text. Indeed, both models have particle-hole symmetry and are classified as 1D D-class superconductors according to the classification of non-interacting topological insulators [56]. A $Z_2$ invariant [56] can be defined at the high-symmetry points of both models:

$$\nu = \text{sgn} \left[\text{Pf} \left(\bar{H}(k = 0)\right) \text{Pf} \left(\bar{H}(k = \pi)\right)\right].$$

This topological invariant describes the twist of the energy bands due to the gap closing at the high-symmetry points. For the 1D BCS-Hubbard model,
the sub-lattice symmetry make the \( k = 0 \) points always gapped, so \( \text{PF}[H(k = 0)] \) does not change sign. This suggests that the quantum phase transition in the 1D BCS-Hubbard model depends on the sign of \( \text{PF}[\mathcal{H}_g(k = \pi)] \), which is equal to the sign of \( J_z \). Therefore, the quantum phase transition in the 1D BCS-Hubbard model happens when \( J_z \) changes sign, which is consistent with the numerical results shown in [39]. A straightforward check is that when \( J_z \) changes sign, the filling at \( k = \pi \) changes as we expect it would.

E  The correctness of the ground state preparation

![Figure 7](image)

Figure 7: Verification of the ground-state preparation: (a) the 1D Kitaev spin chain and (b) the Kitaev honeycomb model. For the 1D Kitaev spin chain, we set \( J_z = 1 \) to determine the lowest energy as a function of \( J_x \). For the Kitaev honeycomb model, we set \( J_x = 1 \) and \( J_x = J_y = J \) to determine the lowest energy as a function of \( J \). Each data point from quantum simulators is obtained by performing \( N = 8196 \) experiments.

In this section, we prove that the quantum circuit proposed in the main text (Fig. 1) correctly prepares the ground state of Kitaev-inspired models. The system sizes of the models considered here are the same as those shown in the main text. The lowest energy of the finite-size cluster is determined by exact diagonalization, and then compared to the results obtained by exact solution and by quantum circuit simulation. Results for the 1D Kitaev spin chain and the Kitaev honeycomb model are summarized in Fig. 7. It turns out that the lowest energies obtained from exact diagonalization are identical to those obtained from the exact solution. Results from the quantum simulators have small deviations due to finite-number sampling.

F  Finite size effect on entanglement entropy

The advantage of calculating entanglement entropy with correlation functions is that it allows us to study the finite-size effects on the entanglement entropy. In Fig. 8, we show how the entanglement entropy of the bond fermions changes with increasing lattice size. We note that when the bond fermion lattice size \( N \) is smaller than 10, the entanglement entropy increases with the coupling strength \( J_z \) monotonically, and no obvious signature appears when \( J_z \) passes through the quantum phase transition point. If we further increase the lattice size (for example the \( N = 20 \) case), the non-monotonic behavior of the entanglement entropy with increasing coupling strength starts to appear. However, an accurate determination of the quantum phase transition requires the bond fermion lattice size \( N \) to be larger than about 80.

Similar procedures can be used to find the entanglement entropy of the bond fermions of the Kitaev honeycomb model. How the entanglement entropy changes with the increasing system size is shown in Fig. 9. It turns out that an accurate determination of the quantum phase transition requires a system size larger than \( L_x \times L_y = 64 \times 64 \).

Figure 8: The finite-size effect on the entanglement entropy of the 1D Kitaev spin chain: the signature of the quantum phase transition appears when the size of the lattice formed by bond fermions \( N \) is significantly larger than 10. The position of quantum phase transition point can be found accurately when \( N \geq 80 \). We define the subsystem \( A \) to be the equal partition of the lattice, and \( J_x = 1 \) and \( J_x = J_y = J \).

Figure 9: The finite-size effects on the entanglement entropy of the Kitaev honeycomb model. The position of the quantum phase transition can be determined only when \( L_x \times L_y \geq 64 \times 64 \). Subsystem \( A \) is defined to be the equal partition of the lattice, and \( J_x = 1 \) and \( J_x = J_y = J \).
The details of the simplified circuits are shown in Fig. 11. The case with \( N = 4 \) is shown in Fig. 10. The simplification requires three steps, which are shown in Fig. 10 (b) from left to right. In the first step, we identify the momentum points labeled by \( 3^+ \) and \( 4^- \), which is obvious from Fig. 10 (a); in the second step, due to the gap vanishing at the high-symmetry points, the two-qubit Bogoliubov transformation becomes two separate single-qubit identity operations, so we can change the position of the momentum points \( 4^+ \) and \( 3^- \) at the cost of a trivial global phase; in the last step, we just renumber the \(-\delta k\)-shifted momentum points by using the numbers in red shown below the original labels (in purple) in Fig. 10 (a). Then one can easily find that the result yields two identical copies. We emphasize that the \textit{vanishing} gap at the high-symmetry points is essential in making this simplification possible.

It turns out that the Kitaev honeycomb model fulfills this requirement, so the simplified circuit can be used to determine the different phases of the model.

G Circuit simplification with special momentum shifts

\[
K = \left\{ \frac{-N}{2} + \frac{1}{2}, \frac{N}{2} + \frac{3}{2}, \cdots, \frac{N}{2} - \frac{1}{2} \right\} \frac{2\pi}{N}, \tag{68}
\]

where \( N = 2^n \), with \( n \) a positive integer. As demonstrated in the main text, if we shift the momentum points by \( \delta k \), their particle-hole partners must shift by \(-\delta k\) to maintain particle-hole symmetry. Based on this, we note that \( \delta k N / 2\pi = 1/2 \) is a special point, which makes the set of the momentum points by shifting \( \delta k \) to be identical to those that shift by \(-\delta k\). Therefore, if the gap is \textit{vanishing} at the high-symmetry points, the symmetry-enforced circuit can be decomposed into two identical copies.
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