Predicting 10-2 Visual Field From Optical Coherence Tomography in Glaucoma Using Deep Learning Corrected With 24-2/30-2 Visual Field
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Purpose: To investigate whether a correction based on a Humphrey field analyzer (HFA) 24-2/30-2 visual field (VF) can improve the prediction performance of a deep learning model to predict the HFA 10-2 VF test from macular optical coherence tomography (OCT) measurements.

Methods: This is a multicenter, cross-sectional study. The training dataset comprised 493 eyes of 285 subjects (407, open-angle glaucoma [OAG]; 86, normative) who underwent HFA 10-2 testing and macular OCT. The independent testing dataset comprised 104 OAG eyes of 82 subjects who had undergone HFA 10-2 test, HFA 24-2/30-2 test, and macular OCT. A convolutional neural network (CNN) DL model was trained to predict threshold sensitivity (TH) values from retinal thickness measurements by macular OCT. The predicted TH values was modified by pattern-based regularization (PBR) and corrected with HFA 24-2/30-2. Absolute error (AE) of mean TH values and mean absolute error (MAE) of TH values were compared between the CNN-PBR alone model and the CNN-PBR corrected with HFA 24-2/30-2.

Results: AE of mean TH values was lower in the CNN-PBR with HFA 24-2/30-2 correction than in the CNN-PBR alone (1.9dB vs. 2.6dB; P = 0.006). MAE of TH values was lower in the CNN-PBR with correction compared to the CNN-PBR alone (4.2dB vs. 5.3 dB; P < 0.001). The inferior temporal quadrant showed lower prediction errors compared with other quadrants.

Conclusions: The performance of a DL model to predict 10-2 VF from macular OCT was improved by the correction with HFA 24-2/30-2.

Translational Relevance: This model can reduce the burden of additional HFA 10-2 by making the best use of routinely performed HFA 24-2/30-2 and macular OCT.
Introduction

Glaucoma is characterized by progressive visual field (VF) damage and is the leading cause of irreversible blindness in the world. Glaucomatous VF deterioration is accompanied by structural changes such as ganglion cell death and loss of axons. Structural damage can be detected by optical coherence tomography (OCT), and researchers have developed models to discriminate between glaucomatous and healthy OCT-imaged eyes using machine learning algorithms such as support vector machine (SVM), random forests, and deep learning (DL). Recent research has also demonstrated the potential for DL models to predict VF sensitivity from OCT images in patients with glaucoma.

Patients suspected of having glaucoma are almost always tested with static automated perimetry using test points that are spaced 6° apart such as the Humphrey field analyzer (HFA) 24-2/30-2 test. This is because glaucomatous VF damage usually starts as Bjerrum scotoma or nasal step, which often appear within the central 30°. Recent studies have revealed that the measurement of the central 10° VF is, however, essential for the accurate assessment of glaucomatous damage. In particular, vision-related quality of life is more closely associated with the 10° VF than with the 24° or 30° VF. The problem is that it is costly and time consuming to perform 10° VF test in addition to a 24° or 30° VF test. This emphasizes the importance of OCT imaging, because it has the potential to reduce the number of VF measurements necessary to accurately monitor disease progression.

We recently reported two models to predict visual sensitivities of the HFA 10-2 test in a pointwise manner from spectral domain OCT (SD-OCT) in glaucoma patients: (1) a DL model using a convolutional neural network (CNN) with pattern-based regularization (PBR) [CNN-PBR], showing good predictive performance of absolute error [AE] of the whole VF, 2.7 dB and pointwise mean absolute error [MAE], 5.5 dB; and (2) a DL model with correction by HFA 24-2/30-2 test results of the same eye, improving MAE from between 9.4 and 9.5 dB to 5.4 dB. In the current study, we combined these two models and investigated whether it was beneficial to correct CNN-PBR-predicted 10-2 visual sensitivities using HFA 24-2/30-2 test results of the same eye.

Methods

This study was approved by the Research Ethics Committee of the Graduate School of Medicine and Faculty of Medicine at the University of Tokyo, Inouye Eye Hospital, Kyoto Prefectural University of Medicine, Oike-Ganka Ikeda Clinic, JR Tokyo general hospital, Hiroshima Memorial Hospital, Osaka University Graduate School of Medicine, and Shimane University Faculty of Medicine. Informed consent for storing their data in the hospital database for the research purposes was obtained from all patients. This study was performed according to the tenets of the Declaration of Helsinki.

Training Dataset

Generally, a large amount of paired data of VF and OCT are required for training, but a small amount of paired data were available in the current study, because VF testing was performed more often than OCT scan in our clinical setting. We used the paired and no-paired datasets in the CNN-PBR model by first learning the patterns from nonpaired data (VF data alone) using an unsupervised method and then regularize (i.e., PBR) the prediction by the CNN referring to the obtained patterns. The details have been described elsewhere.

The training dataset comprised 493 eyes of 285 subjects (407 eyes with open angle glaucoma [OAG] and 86 normative eyes). Subjects had undergone HFA 10-2 VF testing and OCT imaging. A second training dataset included 7715 HFA 10-2 VF tests that were not paired with SD-OCT images, which came from patients with glaucoma other than the paired dataset. All subjects underwent complete ophthalmic examinations, including biomicroscopy, gonioscopy, intraocular pressure measurement, fundoscopy, refraction, best-corrected visual acuity measurement, and axial length measurements. Patients were enrolled during the period between April 2013 and August 2016 at the University of Tokyo Hospital, Inoue Eye Hospital, JR Tokyo General Hospital, and Hiroshima Memorial Hospital.

OAG was defined as follows: (1) presence of typical glaucomatous changes such as a disc rim notch and a retinal nerve fiber layer defect identified by ophthalmoscopy or fundus photography; (2) gonioscopically wide open angles of grade 3 or 4 based on the Shaffer classification; (3) visual acuity \( \geq 0.5 \) LogMAR; (4) refractive error \(< +3.0\) diopter; and (5) age 20 to 80 years old. Patients with ocular diseases that could affect the results of SD-OCT examinations and VF testing, such as diabetic retinopathy or age-related macular degeneration, were carefully excluded. Eyes with clinically significant senile cataract were also excluded.

Normative eyes were defined as follows: (1) no abnormal findings except for clinically insignificant senile cataract; (2) no history of ocular diseases that...
Prediction of HFA 10-2 From OCT and HFA 24-2/30-2

could affect the results of SD-OCT and VF examinations; (3) normal VF test results according to the Anderson-Patella criteria; (4) refractive error < +3.0 diopter; and (5) age 20 to 80 years.

Testing Dataset

The testing dataset was independent of the training dataset. It comprised 104 OAG eyes of 82 subjects. Inclusion and exclusion criteria and VF and SD-OCT measurements were identical to those in the training dataset. In addition to HFA 10-2 test and OCT data, all eyes in the testing dataset had also undergone HFA 24-2/30-2 VF testing. The HFA 24-2/30-2 test data were used to correct the predicted threshold sensitivity (TH) values using CNN-PBR.

VF Testing

VF testing was performed with HFA 10-2 test using the Swedish Interactive Thresholding Algorithm standard strategy within three months from the measurement of SD-OCT. Near-refractive correction was used as necessary. All subjects had previously experienced the HFA test at least once. We excluded unreliable VFs with fixation loss ≥ 20% or false-positive responses ≥ 15%, following the recommendation by the manufacturer. HFA 24-2/30-2 tests in the testing dataset were performed within three months of the HFA 10-2 test.

SD-OCT Measurement

RS 3000 (Nidek Co Ltd, Aichi, Japan) and OA-2000 (Tomey, Aichi, Japan) were used to obtain SD-OCT and axial length measurement data, respectively. All SD-OCT measurements were performed after pupil dilation with 1% tropicamide. We excluded data with apparent eye movement and involuntary blinking or saccade during the measurement, and imaging data with quality factor < 7, as recommended by the manufacturer. A 9.0 × 9.0 mm image was centered on the fovea. The macular thicknesses of the three parts were exported as pixel images (512 × 128): macular retinal nerve fiber layer (RNFL), ganglion cell layer + inner plexiform layer, and outer segment + retinal pigment epithelium. We resized the images in each part to 224 × 224 pixels with a bicubic interpolation over 4 × 4 neighborhood and resampling using pixel area relation to inherit the parameters from ResNet, which is one of the most popular pretrained models for image classification. Furthermore, data augmentation was performed via vertical flip. The full details are described in our previous study.

Deep Learning (CNN-PBR)

We trained the CNN-PBR model to predict threshold (TH) values of the HFA 10-2 test from the three retinal thicknesses, using the parameters of ResNet. The details of CNN-PBR are described in our previous reports. In short, CNN-PBR has an advantage of making best use of paired (VF with OCT) data over CNN without PBR, by avoiding the problem of overfitting using VF data alone.

Correction With HFA 24-2/30-2 Test Results

To try to improve prediction performance, we further corrected the predicted TH values by using HFA 24-2/30-2 VF test results of the same eye, as detailed in Figure 1. First, the TH values of the 10-2 test at coordinates (X,Y): (3, 9), (9, 3), (3, −9), (9, −3), (−3, −9), (−9, −3), (−3, 9), and (−9, 3) were predicted using neighboring TH values, which were predicted with CNN-PBR, and the weights based on the distance to the test points. The predicted TH values of the HFA 10-2 test were averaged in each quadrant (superior nasal, inferior nasal, superior temporal, and inferior temporal). Second, the actual TH values of the HFA 24-2 test at (±3, ±3), (±3, ±9), (±9, ±3) were averaged in each quadrant. Finally, the difference between these averages was added to the predicted TH values of the 10-2 test in each quadrant.

Statistical Analysis

We compared the prediction performance between the two models: (1) CNN-PBR alone (CNN-PBR alone) and (2) CNN-PBR with correction (CNN-PBR correction). First, we compared absolute error (AE) of mean TH (mTH) values for the whole VF between the two models, using a linear mixed effects model whereby patients were regarded as the random effects. Second, we compared pointwise prediction performance through mean absolute error (MAE) between these averages was added to the predicted TH values of the 10-2 test in each quadrant.

Statistical Analysis

We compared the prediction performance between the two models: (1) CNN-PBR alone (CNN-PBR alone) and (2) CNN-PBR with correction (CNN-PBR correction). First, we compared absolute error (AE) of mean TH (mTH) values for the whole VF between the two models, using a linear mixed effects model whereby patients were regarded as the random effects. Second, we compared pointwise prediction performance through mean absolute error (MAE) between the two models, using a linear mixed effects model. MAE was calculated as:

\[
\text{MAE} = \frac{1}{68} \sum_{i=1}^{68} |\text{predicted visual sensitivity of the } i\text{th point} - \text{actual visual sensitivity of the } i\text{th point}|
\]

where i = number of the 68 predicted test points.

We illustrated MAE at each testing point to investigate the trend of the prediction error caused by spacing position. Additionally, we illustrated the signed prediction error stratified by actual sensitivity of HFA 10-2 test using a boxplot. Statistical analysis was performed with Python (version 3.7.6; Python Software Foundation) and the statistical programming language.
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Figure 1. Outline of the HFA 24-2/30-2 correction method. The superior nasal VF in the left eye of a representative subject is shown. First, the TH values at (3,9) and (9,3) coordinates were predicted from the neighboring TH values, which were predicted with CNN-PBR, and the weights based on the distance to the test points. For example, distances between (1,9) and (3,9), between (1,7) and (3,9), between (3,7) and (3,9), and between (5,7) and (3,9) are $2\sqrt{2}$, $2\sqrt{2}$, $2\sqrt{2}$, and thus the weights become $1 : 2\sqrt{2} : 1 : 1 : 2\sqrt{2} : 1 : 1$. Using these weights, the TH value of 10-2 at (3,9) was predicted as follows:

$$30.5 \times 2\sqrt{2} + 31.6 \times 1 + 32.1 \times 1 = 31.6$$

Likewise, the predicted TH value at (9,3) was 30.6. We averaged the TH values at (3,9), (9,3), and (3,3):

$$\frac{31.6 + 30.6 + 31.2}{3} = 30.3$$

Second, we averaged the TH value of 24-2 at (3,9), (9,3), and (9,9):

$$\frac{30.6 + 31.2 + 32.1}{3} = 30.3$$

Finally, the difference between these values (30.3–31.1 $= -0.8$) was added to the predicted TH values of 10-2. The corrections in the other quadrants were performed in a similar manner.

R language (version 3.6.3; R Foundation for Statistical Computing, Vienna, Austria).

Results

The Table shows the characteristics of the training and testing datasets. Actual TH values of the HFA 10-2 test are shown in Figure 2. The mTH value in the inferior temporal quadrant (26.3 dB) was higher than in the superior temporal (20.3 dB), superior nasal (17.8 dB), and inferior nasal quadrants (22.2 dB) (linear mixed model, all $P < 0.001$).

Significantly lower AE of mTH values were observed with CNN-PBR$_{\text{correction}}$ than with the CNN-PBR$_{\text{alone}}$ (1.9 dB vs. 2.6 dB; difference, $-0.7$; 95% confidence interval, $-1.3$ to $-0.1$; linear mixed model, $P = 0.006$) (Fig. 3). MAE of TH values was also significantly lower with CNN-PBR$_{\text{correction}}$ compared to the CNN-PBR$_{\text{alone}}$ model (4.2 dB vs. 5.3 dB; difference, $-1.1$; 95% confidence interval, $-1.6$ to $-0.6$; linear mixed model, $P < 0.001$) (Fig. 4). AE at each testing point are shown in Figure 5. In general, the AEs in the inferior temporal quadrant tended to be lower than those in other quadrants. Figure 6 shows the signed prediction error stratified by actual sensitivity of HFA 10-2. There was a trend toward more negative prediction error where actual sensitivity was high.

Discussion

In the present study, the HFA 10-2 test was predicted from SD-OCT imaging using a DL model (CNN-PBR) further corrected using HFA 24-2/30-2 test results of the same eye. Prediction performance was significantly improved using this correction method. Prediction errors were small: 1.9 dB (AE of mTH values) and 4.2 dB (MAE of TH values); we
Table. Characteristics of the Training and Testing Datasets

|                  | Training | Testing |
|------------------|----------|---------|
| No. of subjects  | 285      | 82      |
| Age (year)       | 53.7 ± 15.0 | 60.2 ± 12.1 |
| Female           | 158 (55%) | 38 (46%) |
| No. of eyes      | 493*     | 104†    |
| Laterality (left)| 241 (49%) | 53 (51%) |
| Axial length (mm)| 25.5 ± 2.0 | 25.5 ± 1.7† |
| Mean threshold value of HFA 10-2 (dB) | 24.5 ± 9.4 | 21.7 ± 8.5 |
| Mean deviation of HFA 10-2 (dB)  | -8.5 ± 9.5 | -11.0 ± 8.9 |
| Mean deviation of HFA 24-2/30-2 (dB) | NA | -10.9 ± 8.6 |
| Macular RNFL (μm) | 30.8 ± 9.2 | 27.7 ± 8.3 |
| GCL + IPL (μm)   | 40.2 ± 9.0 | 36.8 ± 8.6 |
| OS/RPE (μm)      | 67.3 ± 3.8 | 66.2 ± 3.6 |

GCL, ganglion cell layer; IPL, inner plexiform layer; OS, outer segment; RPE, retinal pigment epithelium.

Data are presented as n (%) or mean ± standard deviation.
* Consisted of 86 normative eyes and 407 eyes with open-angle glaucoma.
† All subjects were open-angle glaucoma (30 eyes, normal-tension glaucoma; 15 eyes, primary open glaucoma; 59 eyes, normal-tension glaucoma or primary open glaucoma was unknown).
‡ Axial length was unknown in two patients.

Figure 2. Actual threshold values of the 10-2 VF test (left eye). Mean (upper row) and standard deviation (lower row) values of all eyes at each test point are shown. Right eyes were mirror imaged.

believe these to be the smallest errors reported to date for this type of prediction model.

Many models have been reported to discriminate between glaucoma eyes and nonglaucoma eyes using OCT. Limited models have also been developed to predict VF measurements from OCT, but predicted measurements were usually mean VF sensitivity or sectoral VF sensitivity. In this research we predicted TH values in a pointwise manner; as shown in a recent paper, accurate pointwise predictions are more difficult than sectorial prediction. The importance of pointwise prediction cannot be overstated when considering the application of such a model to real-world clinical settings. Given that test-retest VF variability lies between 1 and 2 dB in the central area and between 4 and 6 dB in the points at 27°, the current performance of pointwise prediction (MAE, 4.2 dB) within the central 10° area should be considered very good.
Figure 4. Mean absolute error of threshold values. The MAE of CNN-PBR corrected with Humphrey field analyzer 24-2/30-2 test results was significantly lower than the same model without correction (4.2 dB vs. 5.3 dB; difference, −1.1; 95% confidence interval, −1.6 to −0.6; linear mixed model, \( P < 0.001 \)).

Figure 5. Pointwise absolute prediction error (left eye). Mean (upper row) and standard deviation (lower row) values of all eyes at each predicted 10-2 VF test point are shown. Right eyes were mirror imaged.

As widely acknowledged, the association between retinal structure and function is nonlinear. Structural damage precedes functional damage in glaucoma, that is, visual sensitivity has not deteriorated until RNFL thickness reaches a critical level. DL models are helpful for the current prediction task whereby HFA 10-2 test sensitivity (response variable) and SD-OCT measurements (explanatory variable) are considered to be nonlinearly associated, because DL does not require any assumption, such as a linear relation between response and explanatory variables, which is generally an assumption for conventional multivariable models.

In the current study, the AE in the inferior temporal area tended to be lower than the AE observed in other quadrants. This area corresponds to the preserved “central isle” of the VF seen in patients with advanced glaucoma, and the TH values observed in this region remained relatively high. This is a possible explanation for the greater prediction performance in the inferior temporal area, because OCT is more useful for predicting VF in early-to-moderate glaucoma than in advanced glaucoma. Another possible reason may be the smaller standard deviation of actual TH values in the inferior temporal area.

There are several limitations in the current study. First, predicted VF sensitivity was confined to the 10-2 test pattern rather than 24-2/30-2 test patterns because of the limited macular area captured by SD-OCT. Future wide-field OCT may solve the problem. Second, the model developed in the current study is not directly ready to be used in the clinical setting, because it has not been implemented in any medical support tools. However, it may be possible to integrate the current model into software in future. Third, the generalizability of the current findings may be limited. We used the same patients of the previous study because the principal aim of the current study was to compare the prediction performance between the previous model (using only OCT data) and the current model (using both OCT and HFA 24-2/30-2 data). Future studies using other external large datasets are needed to validate the current findings. Fourth, there was a possibility that myopic eyes could bias the current results. Thus we iterated the analyses separating the eyes in the testing dataset to those with axial length <26.5 mm and >26.5 mm. The resulting mean of MAE was 4.1 dB and 4.5 dB, respectively, which were almost the same values as that of 4.2 dB calculated in the overall eyes. Therefore we consider that bias caused by myopic eyes would not be very large. Fifth, similar to the fourth limitation, the existence of normal-tension glaucoma could bias the current results. The proportions of normal tension glaucoma and primary open-angle glaucoma were 29% (\( N = 30 \)) and 14% (\( N = 15 \)), respectively, in the testing dataset. The fine
classification (primary open-angle glaucoma or normal-tension glaucoma (NTG)) was unknown in the remaining eyes, because these patients were already under treatment when referred to our hospitals. The mean of MAE was 4.47 and 4.52 dB in eyes with normal-tension glaucoma and primary open glaucoma, respectively; these values were almost identical to that in the overall eyes (4.2 dB). However, future studies with larger sample size would be needed shedding light on this issue, because VF damages of NTG have been reported to be different from those in primary open-angle glaucoma. Sixth, by our definition, HFA 24-2/30-2 could have been done more than three months (maximum of six months) apart from the OCT measurement. However, all of the examined eyes had an interval of ≤3 months from OCT to HFA 24-2/30-2, except for one eye, so this would have only a negligible effect on the obtained results.33

In conclusion, the current DL model (CNN-PBR), with correction based on 24-2/30-2 test results, demonstrated better prediction performance than the CNN-PBR model alone. Software/support tools equipped with this methodology, which we need to develop in the future, would be beneficial in the clinical setting.
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