Learning Hamiltonian dynamics by reservoir computer
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Reconstructing the KAM dynamics diagram of Hamiltonian system from the time series of a limited number of parameters is an outstanding question in nonlinear science, especially when the Hamiltonian governing the system dynamics are unknown. Here, we demonstrate that this question can be addressed by the machine learning approach known as reservoir computer (RC). Specifically, we show that without prior knowledge about the Hamilton’s equations of motion, the trained RC is able to not only predict the short-term evolution of the system state, but also replicate the long-term ergodic properties of the system dynamics. Furthermore, by the architecture of parameter-aware RC, we also show that the RC trained by the time series acquired at a handful parameters is able to reconstruct the entire KAM dynamics diagram with a high precision by tuning a control parameter externally. The feasibility and efficiency of the learning techniques are demonstrated in two classical nonlinear Hamiltonian systems, namely the double-pendulum oscillator and the standard map. Our study indicates that, as a complex dynamical system, RC is able to learn from data the Hamiltonian.

I. INTRODUCTION

Model-free prediction of chaotic dynamical systems using machine learning approaches has received broad research interest in recent years [1–5]. In particular, a technique knowing as reservoir computer (RC) has been widely adopted in literature for predicting the state evolution of chaotic systems [6–16]. From the perspective of dynamical systems, RC can be regarded as a complex network of coupled dynamical elements, which, driven by the input data, generates the output data through a readout function. Except the parameters of the readout function, which are to be determined by the training process, all other parameters and the dynamics of RC are fixed at the construction. After training, the system is closed by using the output as the input, and then is evolving as an autonomous system for predictions. Evidences have shown that compared with the conventional prediction techniques in nonlinear science, RC has an obvious advantage in both accuracy and efficiency. For instance, it is demonstrated that a well trained RC can accurately predict the state evolution of chaotic systems for about a half-dozen Lyapunov times, which is much longer than the prediction horizon of conventional techniques [6].

Besides predicting chaos evolutions, RC has also been exploited to address other long-standing questions in nonlinear science, saying, for example, reconstructing chaotic attractors and calculating Lyapunov exponents [17], synchronizing chaotic oscillators [8–18], predicting system collapses [19], reconstructing synchronization transition paths [20], transferring knowledge between different systems [21,22], to name just a few. These studies, while demonstrating the power of RC in solving different nonlinear questions, also give insights on the working mechanisms of RC. For instance, although RC fails to predict the long-term evolution of chaotic systems, it can replicate the ergodic properties of the chaotic systems faithfully, e.g., the Lyapunov exponents and the returned maps [17]. This ability, knowing as climate replication, suggests that it is the intrinsic dynamics of the chaotic system that RC essentially learns from the data, instead of the mathematical expressions describing the time series. Exploiting this ability, model-free techniques have been proposed in recent years to predict the bifurcations in nonlinear dynamical systems, e.g., reproducing the bifurcation diagram of classical chaotic systems [13,14], anticipating the critical points of system collapse [19], predicting the critical coupling for synchronization [20], etc. Another property revealed recently in exploiting RC is that knowledge can be transferred between different dynamical systems, namely the ability of transfer learning [21,22]. Specifically, it is shown that the RC trained by the time series of system A can be used to infer the properties of system B, with the motions of A and B significantly different from each other. It is worth mentioning that the systems employed in these studies are dominantly dissipative, in the sense that the final dynamics of the system is independent on the initial conditions. The adoption of dissipative systems is nature, as the reservoir network itself can be regarded as a dissipative system. In particular, the memory-fading property of RC requires that the dynamics of the reservoir network should be converged into a low-dimensional manifold independent of the network initial conditions [2].

From the astronomical scales to the quantum scales, many physical systems are described by the Hamiltonian formalism. Different from dissipative systems, the symplectic structure of the Hamiltonian requires that during the time course of system evolution, the phase-space volume of a closed surface should be preserved and, for time-independent Hamiltonian, the total energy of the system should be conserved [23]. The concerns about volume-preservation and energy-conservation leads to the development of physics-enhanced machine learning techniques in recent years, saying, for instance, the Hamiltonian neural networks (HNN) [24–33]. The idea of HNN was articulated about three decades ago [34], where methods for designing neural networks of Hamiltonian dynamics have been proposed. Recent studies generalize this idea by incorporating the Hamiltonian mechanisms into the conventional approaches in machine learning, e.g., deep learning, resulting in the improved learning performance [24–28]. The idea of HNN has been also extended to systems described by Lagrangian formalism and generalized coordinates [30–32]. In particular, a parameter-aware architecture has been
proposed for reconstructing the Kolmogorov-Arnold-Moser (KAM) dynamics diagram of Hamiltonian systems, in which the adaptability of HNN has been explored [33]. It is worth mentioning that while HNN has been proven as efficient for learning Hamiltonian dynamics, the training of HNN is time-consuming as compared with RC. For instance, due to the multiple-layered network structure, the number of parameters to be trained in HNN is orders of magnitude larger to that of RC. In addition, in designing HNN, physics constraints (e.g., the Hamilton’s equations of motion) are enforced to the machine, yet it remains not clear whether such an enforcement is necessary, neither do we understand completely the mechanism underlying the improved performance.

From the standpoint of state evolution prediction, the mission of RC and HNN is very similar, i.e., mimicking the function relating the input and output. Whereas the output of RC does not satisfy the symplectic properties of the Hamiltonian, a high-dimensional reservoir does has the ability to fit any form of function by a property training of the output matrix [1]. Once the statistical properties of the time series are captured by the output of RC, the climate of the Hamiltonian dynamics will be replicated. Furthermore, using the property of transfer learning, we might also able to reconstruct the KAM dynamics diagram by the RC trained at a limited number of parameters. If it is indeed the case, the computational cost as required by HNN will be significantly reduced. Our main objective in the present work is just to verify this speculation. To be specific, by a recently proposed architecture of parameter-aware RC [19, 20], we train RC by the time series of Hamiltonian systems acquired at a handful of parameters, and then use the trained RC to replicate the dynamics climates. We are able to show that the trained RC not only is able to replicate the climates associated with the training parameters, but also is able to generate the entire KAM dynamics diagram with a high precision by tuning a control parameter externally.

In the following section, we will present the architecture of parameter-aware RC used for predicting Hamiltonian dynamics, together with the training method. The application of RC to the prediction of Hamiltonian dynamics and the reconstruction of the KAM for two classical Hamiltonian systems, namely the double-pendulum oscillator and the standard map, will be reported in Sec. III. Discussions and conclusion will be given in Sec. IV.

II. PARAMETER-AWARE RESERVOIR COMPUTER

We adopt the architecture of parameter-aware RC to learn the dynamics of Hamiltonian systems [19, 20]. In this architecture, the RC is constituted by four modules: the $I/R$ layer (input-to-reservoir), the parameter-control module, the reservoir network, and the $R/O$ layer (reservoir-to-output). The $I/R$ layer is characterized by the matrix $W_{in} \in \mathbb{R}^{D_r \times D_n}$, which couples the input vector $u_\beta(t) \in \mathbb{R}^{D_{in}}$ to the reservoir network. Here, $u_\beta(t)$ denotes the input vector that is acquired from the system at time $t$ and under the specific system parameter $\beta$. The elements of $W_{in}$ are randomly drawn from a uniform distribution within the range $[-\sigma, \sigma]$. The parameter-control module is characterized by the vector $s = \beta b$, with $\beta$ the control parameter and $b \in \mathbb{R}^{D_r}$ the bias vector. In applications, the control parameter $\beta$ can be regarded as an additional input marking the input vector $u(t)$. In our studies, we choose $\beta$ to be the initial conditions of the Hamiltonian system, as the variation of which can lead to different dynamical motions. The elements of $b$ are drawn randomly from a uniform distribution within the range $[-\sigma, \sigma]$. The reservoir network contains $D_r$ dynamical nodes, with the initial states of the nodes being randomly chosen from the interval $[-1, 1]$. The states of the nodes in the reservoir network, $r(t) \in \mathbb{R}^{D_r}$, are updated according to the equation

\[ r(t + \Delta t) = (1 - \alpha) r(t) + \alpha \tanh[\lambda r(t)] + W_{in} u_\beta(t) + \beta b. \]

(1)

Here, $\Delta t$ is the step time for updating the reservoir, $\alpha$ is the leaking coefficient, and $A \in \mathbb{R}^{D_r \times D_r}$ is the weighted adjacency matrix representing the coupling relationship between nodes in the reservoir. The adjacency matrix $A$ is constructed as a sparse random Erdős-Rényi network: with the probability $d$, each element of the matrix is arranged a nonzero value drawn randomly from the interval $[-1, 1]$. The matrix $A$ is rescaled, so as to make its spectral radius equal $\rho$. The output layer is characterized by the matrix $W_{out} \in \mathbb{R}^{D_{out} \times D_r}$, which generates the output vector, $v(t) \in \mathbb{R}^{D_{out}}$, by the operation

\[ v(t + \Delta t) = W_{out} r(t + \Delta t), \]

(2)

with $W_{out}$ the output weight matrix to be estimated through the training process. Except $W_{out}$, all other parameters of the RC, e.g., $W_{in}$ and $A$, are fixed at the construction. Briefly, the purpose of the training process is to find a suitable output matrix $W_{out}$ so that the output vector $v(t + \Delta t)$ as calculated by Eq. (2) is as close as possible to the input vector $u(t + \Delta t)$ for $t = (\tau + 1)\Delta t, \ldots, (\tau + L)\Delta t$, with $T_0 = \tau \Delta t$ the transient period discarded in data acquisition and $L$ the length of the training time series. This can be done by minimizing the following cost function with respect to $W_{out}$ [8, 9, 17]

\[ W_{out} = U V^T (V V^T + \lambda I)^{-1}. \]

(3)

Here, $V \in \mathbb{R}^{D_r \times L}$ is the state matrix whose $k$th column is $r[(\tau + k)\Delta t]$, $U \in \mathbb{R}^{D_{out} \times L}$ is a matrix whose $k$th column is $u[(\tau + k)\Delta t]$. $I$ is the identity matrix, and $\lambda$ is the ridge regression parameter for avoiding the overfitting. After training, the output matrix $W_{out}$ will be fixed, and the RC is ready for prediction. In the predicting phase, first we set the control parameter $\beta$ to a specific value of interest (not necessarily the parameters used in the training phase), and then evolve the RC as an autonomous dynamical system by taking the output vector $v(t)$ as the next input vector $u_\beta(t)$. Finally, by a fine tuning of the control parameter $\beta$, we try to reconstruct the KAM diagram of the system.

We note that the input data in the training phase contains two time series: (1) the input vector $u_\beta(t)$ that represents the system state and (2) the control parameter $\beta(t)$ that labels the condition under which the input vector $u_\beta(t)$ is acquired. More specifically, the input vector $u_\beta(t)$ is composed of $m$
segments of length $T$, while each segment is a time series obtained under a specific control parameter $\beta$. As such, $\omega, \beta(t)$ is a step-function of time. In the predicting phase, besides replacing $\mathbf{u}_\beta(t)$ with $\mathbf{v}(t)$, we still need to input the control parameter $\beta(t)$, so as to guide the reservoir evolution. For convenience, we set $D_{in} = D_{out}$ for the input and output vectors.

While there are many choices for the control parameter in Hamiltonian systems, we choose the initial conditions. To be specific, we generate different motions by varying one of the initial conditions, while keeping the other initial conditions unchanged. We are going to show that the parameter-aware RC is able to not only replicate the dynamics climates associated with the training parameters (initial conditions), but also reproduce the dynamics climates associated with other parameters (initial conditions), thereby reconstructing the entire dynamics diagram of the Hamiltonian system.

### III. RESULTS

#### A. The double-pendulum oscillator: results for standard RC

We start by showing the capability of the standard RC in predicting and replicating the dynamics of Hamiltonian systems. As discussed in the above section, a common sense in the existing studies of machine learning is that RC is applicable to only dissipative dynamical systems, and, to predict and replicate Hamiltonian systems, physics-constraints from the Hamiltonian mechanisms should be incorporated into the learning algorithm, e.g., the development of HNN [24-25]. Therefore, before reconstructing the KAM diagram by the method of parameter-aware RC, we need to check first whether the dynamics of Hamiltonian systems can be learned by the standard RC, which is realized by setting $b = 0$ in Eq. (1) and $m = 1$ in preparing the training data.

The first model of Hamiltonian system investigated in our study is the double-pendulum oscillator. Double-pendulum is a classical model in textbook for demonstrating the nonlinear dynamics of Hamiltonian systems [34, 35]. The Hamiltonian of a double-pendulum oscillator is $H = E_k + E_p = [(m_1/6 + m_2/2)l_1^2\omega_1^2 + m_2l_1^2\omega_2^2/6 + m_2l_1\omega_1\omega_2\cos(\theta_1 - \theta_2)/2] - g(m_1/2 + m_2)l_1\cos(\theta_1) + l_2m_2\cos(\theta_2/2)$, with $\omega_1, \omega_2 = d\theta_{1,2}/dt$ the angular frequencies and $g = 9.8 m/s^2$ the acceleration of gravity on Earth. The variables $\theta_{1,2}, m_{1,2}$ and $l_{1,2}$ denote the angular displacements, masses and lengths of the two pendulums, respectively. By changing the initial values of the two pendulums, $\mathbf{u}(0) = [\theta_1(0), \omega_1(0), \theta_2(0), \omega_2(0)]$, the system can present rich dynamical behaviors, including quasi-periodic and chaotic motions. According to Lagrange’s equation of the second kind, the dynamics of the double-pendulum oscillator is governed by equations

$$
\begin{align}
(\frac{m_1}{3} + m_2)l_1^2\ddot{\omega}_1 + \frac{m_2l_1l_2}{2}\cos(\theta_1 - \theta_2)\omega_2 + \frac{m_2l_1l_2}{2}\sin(\theta_1 - \theta_2)\omega_2^2 + \frac{(m_1 + 2m_2)gl_1}{2}\sin(\theta_1) = 0,
\end{align}
$$

$$
\begin{align}
\frac{m_2l_1l_2}{2}\cos(\theta_1 - \theta_2)\omega_1 + \frac{m_2l_2^2}{2}\omega_2^2 - \frac{m_2l_1l_2}{2}\sin(\theta_1 - \theta_2)\omega_1^2 + \frac{m_2gl_2}{2}\sin(\theta_2) = 0.
\end{align}
$$

Without the loss of generality, we set the two pendulums to be identical in mass and length, i.e., $m_1 = m_2 = m$ and $l_1 = l_2 = l$. By introducing the new time variable $t = \sqrt{g/l_1}\tau$, the total energy of the system now reads $E = 2\omega_1^2/3 + \omega_2^2/6 + \omega_1\omega_2\cos(\theta_1 - \theta_2) - \cos(\theta_2) - 3\cos(\theta_1)/2$. In simulations, Eq. (5) is evolved numerically by the symplectic algorithm, with time step being set as $\Delta t = 0.2$. In our studies, we fix the initial conditions $\theta_1(0) = 0.6, \omega_1(0) = 0, \omega_2(0) = 0$, while changing the initial condition $\theta_2(0)$ within the range $[-\pi, \pi]$ to generate different motions.

We demonstrate first the learning of an integrable Hamiltonian system. Setting $\theta_2(0) = 1.35$, the oscillator presents the quasi-periodic motion, as depicted in Fig. II(a) (the black curves). By solving Eq. (5) numerically, we collect the system state $\mathbf{u}(t) = [\theta_1(t), \omega_1(t), \theta_2(t), \omega_2(t)]^T$ for a sequence of $T = 3 \times 10^3$ time steps (about 100 oscillation cycles). The sequence is divided into two segments. The first segment of length $T = 2 \times 10^3$ is used as the training data, and the second segment of length $T' = 1 \times 10^3$ is used as the test data. The training data is then used to calculate the output matrix $\mathbf{W}_{out}$ of the RC. In this case, the parameters of the reservoir are chosen as $(D_r, d, \rho, \alpha, \sigma, \lambda) = (500, 0.48, 1.48, 0.25, 1.52, 1 \times 10^{-3})$, which are obtained by
FIG. 1. Predicting the dynamics of double-pendulum oscillator by the standard RC. (a) Predicting the quasi-periodic motion generated by the initial condition $\theta_2(0) = 1.35$. (a1) The time evolution of the system state. (a2) The system trajectory detected by the Poincaré surface of section defined by $\omega_1 = 0$ and $\theta_1 > 0$. (a3) The long-time evolution of the system energy. The true energy of the system is $E_0 = -1.3475$. (b) Predicting the chaotic motion generated by the initial condition $\theta_2(0) = 2.04$. (b1) The time evolution of the system state. (b2) The chaotic trajectories detected by the Poincaré surface of section. (b3) The long-time evolution of the system energy. The true energy of the system is $E_0 = -1.01$. Results obtained by the direct simulations of the model system are colored in black. Results predicted by RC are colored in red.

the optimizer “optimoptions” in MATLAB. In the predicting phase, the final state of the reservoir network in the training phase is used as the initial state, and the reservoir is evolving according to Eqs. (1) and (2) by replacing $u(t)$ with $v(t)$. The time evolution of the system state predicted by the trained RC is plotted in Fig. 1(a1) (the red curves). We see that the predictions are in good agreement with the results obtained from direct simulations of the model system for a long period. To check whether the statistical properties of the quasi-periodic motion is properly replicated by RC, we plot in Fig. 1(a2) the system trajectory on the Poincaré surface of section defined by $\omega_1 = 0$ and $\theta_1 > 0$. We see that the trajectory predicted by the RC is well overlapped with the one obtained from the model system, manifesting the proper replication of the dynamics climate. The results in Figs. 1(a1) and (a2) validate the capability of the standard RC in predicting and replicating the dynamics of integrable Hamiltonian system.

We next demonstrate the learning of non-integrable Hamiltonian system. Setting $\theta_2(0) = 2.04$, the oscillator presents the chaotic motion, with the largest Lyapunov exponent being $\Lambda \approx 0.163$. In the similar way, we generate the training data by simulating Eqs. (1) and (2), calculate the output matrix $W_{out}$, and then use the trained RC to predict and replicate the system dynamics. For the case of Hamiltonian chaos, the set of parameters for the RC are $(D_r, d, \rho, \sigma, \alpha, \lambda) = (500, 0.36, 2.66, 0.24, 2.08, 5.4 \times 10^{-2})$. Fig. 1(b1) shows the time evolution of the system state predicted by RC (the red curves), together with the results obtained from model simulations (the black curves). We see that the RC can predict accurately the system evolution for a period of $T \approx 35$ (about 6 Lyapunov times). Fig. 1(b2) shows the system trajectory on the Poincaré surface of section defined by $\omega_1 = 0$ and
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In machine learning of Hamiltonian systems, a major con-
cern is whether the system energy will be conserved in the long-term evolution [24, 30]. In particular, it has been show that if the physics constraints of the Hamiltonian and Lagrangian mechanisms are not imposed in the feedforward neural network, the system energy predicted by the machine will be gradually decreased as time increases. This concern has led to the development of HNN and Lagrangian neural networks (LNN) [24, 30], with which the system energy is conserved in the long-term evolution. The problem of energy conservation, however, remains as an open issue for RC, i.e., the architecture of RC is completely different from that of the feedforward neural networks. The dissipative nature of the reservoir suggests that the system energy predicted by the machine could be decreasing with time, whereas the result of dynamics prediction and climate replication in Fig. 1 suggest the conservation of the system energy. To check out, we plot in Figs. 1(a3) and (b3) the long-time evolution of the system energy for the quasi-periodic and chaotic motions, respectively. We see that, surprisingly, the system energy is conserved for both cases. For the quasi-periodic motion [see Fig. 1(a3)], the system energy is fluctuating around the true value $E_0$ by small amplitudes of the order of $10^{-5}$; for the chaotic motion [see Fig. 1(b3)], the fluctuating amplitudes are of the order of $10^{-2}$. We note that, by decreasing the time step $\Delta t$, the fluctuating amplitudes can be further decreased (not shown).

To check the generality of the standard RC in replicating the climate of Hamiltonian dynamics, we keep the other initial values of the double-pendulum oscillator unchanged, while choosing the initial value of $\theta_2(0)$ randomly within the range $[-\pi, \pi]$. As above, for each value of $\theta_2(0)$, we first train the RC by the time series obtained from model simulations, and then replicate the dynamics climate based on the RC outputs. $n = 34$ initial values are chosen in total. The trajectories of the replicated dynamics on the Poincaré surface of section $(\omega_1 = 0$ and $d\omega_1/dt > 0$) are plotted in Fig. 2(a). We see that the reconstructed KAM diagram is mixed with chaotic and regular dynamics. By the same set of initial values of $\theta_2(0)$, we plot in Fig. 2(b) the KAM diagram based on the results of model simulations. Comparing Fig. 2(a) with Fig. 2(b), we see that the true KAM diagram is well replicated by RC.

**B. The double-pendulum oscillator: results for parameter-aware RC**

We move on to study the capability of parameter-aware RC in replicating the KAM dynamics diagram, which now employs the parameter-control module (i.e., the vector $\beta$) in

\[ \theta_1 > 0. \]

We see that the predicted and true trajectories are well overlapped in the space, indicating that the climate of Hamiltonian chaos is successfully replicated. To confirm further the replication of the system climate, we calculate the largest Lyapunov exponent of the predicted trajectory by the numerical method proposed in Ref. 36. The calculated result is $\Lambda \approx 0.166$, which agrees with the one obtained from direct simulations.

In machine learning of Hamiltonian systems, a major concern is whether the system energy will be conserved in the long-term evolution [24, 30]. The adoption of the parameter-aware RC is motivated by the fact that in many realistic situations only the time series of a limited number of system motions are available, while the mission is to predict the dynamics, or replicate the system climate, of many unknown motions. As the knowledge the machine learned from the training system (e.g., the output matrix) is used to predict the dynamics of other systems, parameter-aware RC thus can be regarded as another approach of transfer learning [37, 38]. For the case of Hamiltonian dynamics, our mission here is replicating the KAM dynamics diagram (as shown in Fig. 2) based on the time series of a handful of system motions.

Different from the standard RC, in parameter-aware RC the training data is composed of $m$ segments, with each segment being a time series of length $T$ generated under a specific control parameter $\beta$. To generate the training data in simulations, we fix again the initial values $[\theta_1(0), \omega_1(0), \omega_2(0)] = (0.6, 0, 0)$, while changing $\theta_2(0)$ to adjust the system dynamics. In this application, we set $\theta_2(0)$ as the control parameter, i.e., setting $\beta = \theta_2(0)$ in Eq. 1. The $m$ segments are then combined to form the new time series $u_j(t) = [\theta_1(t), \omega_1(t), \theta_2(t), \omega_2(t)]$, which is of length $L = mT$. The new time series and the time series of the control pa-

**FIG. 2.** The dynamics of $n = 34$ different double-pendulum oscillators on the Poincaré surface of section. (a) The results predicted by the standard RC. (b) The results from direction simulations of the model system. In (a) and (b), trajectories with the same initial value $\theta_2(0)$ are represented by the same color.
parameter $\beta(t)$ are fed into the reservoir for estimating the output matrix $W_{\text{out}}$. As an illustration, we choose $m = 4$ control parameters and acquire for each parameter a time series of $T = 2.5 \times 10^3$ states. The 4 control parameters are $\beta = -1.84, 1, 1.45$, and 1.98, which are randomly chosen within the range $[-\pi, \pi]$. The system dynamics is quasi-periodic for $\beta = -1.84, 1$ and 1.45, and is chaotic for $\beta = 1.98$ (the largest Lyapunov exponent is $\Lambda \approx 0.16$). The structure of the training data is schematically shown in Fig. 3. In this application, the set of parameters for the parameter-aware RC are chosen as $(D_r, \alpha, \rho, \sigma, \lambda) = (1 \times 10^2, 0.97, 1.13, 0.64, 0.94, 2 \times 10^{-5})$.

We check first the feasibility of the trained RC in replicating the dynamics climates associated with the training parameters. This is implemented by changing the control parameter $\beta$ to one of the training parameters, and then evolving the reservoir according to Eqs. (1) and (2) as described in Sec. II. We note that the major difference between the standard RC and the parameter-aware RC lies in the variability of the output matrix in the predicting phase. For the standard RC employed in Sec. III A, the output matrix is trained separately for each time series, and each output matrix is only able to replicate the dynamics climate associated to a specific control parameter. For the parameter-aware RC, the output matrix is trained only once, and in the predicting phase the same output matrix is used to reproduce the dynamics climate of any desire parameter. Setting $\beta = -1.84$, we plot in Fig. 3(a1) the state evolution of the system predicted by the machine, together with the results obtained from model simulations. We see that the state evolution is well predicted by the machine. Fig. 3(a2) shows the dynamics on the Poincaré surface of section. We see that dynamics climate is also properly replicated by the RC. The results for $\beta = 1.98$ are shown in Fig. 3(b). We see that the RC is able to predict the evolution for about 6 Lyapunov times [see Fig. 3(b1)] and the dynamics climate replicated by the RC is well overlapped with the true one [see Fig. 3(b2)]. The similar results are also observed for other two training parameters, $\beta = 1$ and 1.45 (not shown).

We check next the capability of the trained RC in replicating the dynamics climate of a new parameter not in the training set. As the demonstration, we choose $\beta = 2.0$, with which the model system shows chaotic motion and the largest Lyapunov exponent is $\Lambda \approx 0.1$. The results for this new parameter are plotted in Fig. 3(c). We see that the machine not only predicts accurately the short-time evolution of the system [see Fig. 3(c1)], but also reproduces properly the system climate [see Fig. 3(c2)].

Having justified the capability of parameter-aware RC in replicating the climates of both the training and non-training parameters, we finally exploit it to reconstruct the entire KAM dynamics diagram. In doing this, we keep the output matrix $W_{\text{out}}$ unchanged, while changing the control parameter $\beta$ to a number of values that are randomly chosen within the range $[-\pi, \pi]$. For each value of $\beta$, we collect the output of the machine for $T = 1 \times 10^4$ steps, based on which we reconstruct the dynamics climate for this specific control parameter. To demonstrate, we choose $n = 31$ control parameters. The $n = 31$ dynamics on the Poincaré surface of section are plotted in Fig. 3(a). We see that the diagram is mixed with quasi-periodic and chaotic motions. By the same set of control parameters, we plot in Fig. 3(b) the KAM dynamics dia-

![Fig. 3](image-url)  
FIG. 3. For the double-pendulum oscillator, a schematic plot of the training data used in training the parameter-aware RC. The training data consists of $m = 4$ segments of equal length $T = 2.5 \times 10^3$. The segments are generated by the control parameters $\beta = -1.84, 1, 1.45$ and 1.98. For $\beta = -1.84, 1$, and 1.45, the system dynamics is quasi-periodic (QP); for $\beta = 1.98$, the system dynamics is chaotic.
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FIG. 4. Predicting the state evolution and replicating the climate of double-pendulum oscillator by parameter-aware RC. (a) The results for the control parameter $\beta = -1.84$, which is one of the training parameters. (b) The results for the control parameter $\beta = 1.98$, which is also one of the training parameters. (c) The results for the control parameter $\beta = 2.0$, which is not a training parameter. The vertical lines in (b1) and (c1) denote the prediction horizons. In all graphs, the results predicted by RC are shown as red, and the results obtained from model simulations are shown as black.
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- **Fig. 3**: Schematic plot of training data used in training the parameter-aware RC. The training data consists of $m = 4$ segments of equal length $T = 2.5 \times 10^3$. Segments generated by control parameters $\beta = -1.84, 1, 1.45$ and 1.98. For $\beta = -1.84, 1$, and 1.45, system dynamics is quasi-periodic (QP); for $\beta = 1.98$, system dynamics is chaotic.
- **Fig. 4**: Predicting state evolution and replicating climate of double-pendulum oscillator by parameter-aware RC. (a) Results for control parameter $\beta = -1.84$, one of the training parameters. (b) Results for control parameter $\beta = 1.98$, also one of the training parameters. (c) Results for control parameter $\beta = 2.0$, not a training parameter. Vertical lines in (b1) and (c1) denote prediction horizons. In all graphs, results predicted by RC are red, and model simulations are black.
The kicking strength, the integration of the above equations from $t$ to $t + \tau$ leads to the new equations

\begin{align}
\theta_{n+1} &= (\theta_n + p_n) \mod 2\pi, \\
p_{n+1} &= (p_n + K\theta_{n+1}) \mod 2\pi.
\end{align}

For the sake of simplicity, here we set $\tau = I$, and restrict $\theta$ and $p$ to be within the range $[0, 2\pi)$. The KAM dynamics diagram of the standard map is dependent on the kicking strength $K$. When $K$ is small, the diagram is dominated by quasi-periodic dynamics. As $K$ increases, more tori will be broken and the diagram is mixed with quasi-periodic and chaotic dynamics. When $K$ is large, most of the tori will be broken and the diagram is dominated by chaotic motions. Our mission here is to reconstruct the KAM diagram for a fixed value of $K$ based on the information of a handful of motions.

We demonstrate first the reconstruction of the KAM diagram for a small kicking strength. For demonstration purpose, we choose $K = 0.5$, by which the KAM diagram is dominated by quasi-periodic motions. In generating the training data, we fix the initial value of the angular displacement as $\theta_0 = \pi$, while changing the initial value of the angular momentum $p_0$ to $m = 8$ different values. The 8 initial values of $p_0$ are randomly chosen within the range $[0, 2\pi)$, which are $1.76, 2.38, 3.2, 3.35, 3.73, 4.74, 5.28$ and $5.77$ in this case. For each value of $p_0$, we simulate the system dynamics according to Eqs. (8) and (9), and record the system state, $u(n) = [\sin(\theta_n), \sin(p_n), \cos(\theta_n), \cos(p_n)]^T$ (which is generalized from the state $[\theta_n, p_n]^T$), for a time series of $T = 2 \times 10^3$ iterations. The training data therefore is of length $L = mT = 1.6 \times 10^4$, which, together with the corresponding time series of the control parameter ($\beta = p_0/2\pi$), are fed into the parameter-aware RC for estimating the output matrix. In the predicting phase, we keep the output matrix fixed, while tuning the control parameter to different values and, based on the predictions, reconstruct the KAM diagram. In this application, the parameters of the reservoir are $(D_r, d, \rho, \alpha, \sigma, \lambda) = (1.5 \times 10^3, 3.6 \times 10^{-3}, 1.62, 0.95, 1.59, 8.2 \times 10^{-2})$. Figure 5(a) shows the dynamics climates predicted by the machine for the 8 training parameters. The corresponding dynamics obtained from direct simulations of the model system are plotted in Fig. 5(b). We see that the predictions are in good agreement with the true results. To reconstruct the entire KAM diagram, we change the control parameter $\beta$ to $n = 26$ new values that are randomly chosen within the range $(0, 1)$. The dynamics climates of the $n = 26$ new parameters, together with the ones of the 8 training parameters, are plotted in Fig. 5(c). The corresponding results obtained from model simulations are plotted in Fig. 5(d). We see that the KAM diagram is well replicated by the machine.

We next demonstrate the reconstruction of KAM dynamics diagram for a relatively strong kicking strength, $K = 1$. For this kicking strength, many tori are destroyed and the diagram is mixed with quasi-periodic and chaotic motions. In this case, the training data are generated by $m = 6$ training parameters randomly chosen from the range $[0, 2\pi)$, $p_0 = (0.58, 2.07, 2.19, 3.35, 3.49, 4.1)$ (three of them generate chaotic motions). The set of parameters for the reservoir are $(D_r, d, \rho, \alpha, \sigma, \lambda) = (1 \times 10^3, 0.66, 0.77, 0.55, 3.1 \times 10^{-9})$. The dynamics of the 6 training parameters predicted by the machine are plotted in Fig. 5(a). The corresponding results obtained from model simulations are plotted in Fig. 5(b). We see that the climates of the training parameters are well replicated by the machine. By the trained RC, we replicate...
FIG. 6. Reconstructing the KAM diagram of the standard map under the kicking strength $K = 0.5$. The training data is generated by $m = 8$ training parameters. (a) The dynamics predicted by the machine for the training parameters. (b) The dynamics of the training parameters obtained from model simulations. (c) The diagram reconstructed by the machine, which includes $m = 8$ dynamics from the training parameters and $n = 26$ dynamics from the additional control parameters. (d) For the same set of control parameters used in (c), the diagram obtained from model simulations.

the climates for $n = 24$ additional control parameters randomly chosen from the range $[0, 2\pi)$. The replicated climates, together with the climates of the 6 training parameters, are plotted in Fig. 7(c). The corresponding results obtained from model simulations are plotted in Fig. 7(d). We see that the KAM diagram predicted by the machine captures the main features of the diagram obtained from model simulations.

IV. DISCUSSIONS AND CONCLUSION

A few remarks on the performance of RC in learning Hamiltonian systems are in order. First, the purpose of the present work is to reconstruct the KAM dynamics diagram based on the time series acquired at a handful of training parameters, instead of a precise prediction on the state evolution of Hamiltonian systems. As such, the performance of RC is evaluated by the replicability of the statistical properties of the system dynamics, namely the climate, instead of the prediction horizon. Second, different from conventional RC in which the training and target systems are identical, in parameter-recognizant RC the target systems can be different from the training ones. From the standpoint of transfer learning, the fact that the KAM diagram can be reconstructed by the time series of a few training parameters implies the transferability of knowledge between different Hamiltonian motions. Finally, we would like to note that the performance of RC is dependent on the training data, including the number of the training parameters and the motions associated with these parameters. In general, the larger the number of the training parameters, the more accurate the reconstructed diagram. And, for the fixed number of training parameters, the more representative the motions of the training parameters, the more accurate the reconstructed diagram. For instance, for the example of standard map showing the mixed dynamics (see Fig. 7), if all the $m = 6$ training parameters are of quasi-periodic motions, the trained RC will be not able to replicate the chaotic dynamics and, as the consequence, the reconstructed diagram will be distinctly different from the true one.

In machine learning of chaotic systems, a topic under active debate in literature is what the machine really learns from the data – the mathematical expressions describing the given time series, the dynamics governing the system evolution, or the physical laws underlying the dataset and dynamics. For the purpose of state evolution prediction, the goal can be accomplished by fitting the time series with a mathematical expression, which, given the reservoir is complex enough, can
be normally achieved [1]. If this is the case, then the machine will be data-specific, e.g., the machine trained by periodic motions cannot be used to replicate the dynamics of chaotic motions. Yet recent studies on transfer learning of chaotic systems show that in some circumstances knowledge can be transferred between systems of different motions, e.g., using the RC trained by periodic Logistic maps to replicate the climates of chaotic Logistic maps [19]. The results of transfer learning suggest that it is the intrinsic dynamics that are learned by the machine, but not the mathematical expressions describing the motions. Our current study of Hamiltonian systems suggests that the machine (specifically the parameter-aware RC) might learn something “deeper” than mathematical expressions and dynamics, namely the physical laws. Physical laws in nature are characterized by symmetries and invariants, which are the essential rules defining the system dynamics and guiding the system evolutions. In learning physical systems, it is commonly believed that by incorporating the physical laws, the performance of the machines can be significantly improved, e.g., the development of HNN. Yet there are also studies showing that, just like the human brain, machine might be able to extract the physical laws and concepts from the data without any prior knowledge or assumptions about physics, kinematics, or geometry [39, 42], saying, for example, Hamiltonians, Lagrangians, and other laws of geometric and momentum conservation. Our present work provides an additional evidence for the automated learning of physical laws from data by showing that the RC, probably the simplest recurrent neural network, is able to learn from the data the Hamiltonian mechanisms.

A brief discussion on the difference between HNN and RC is necessary. HNN is modified from the feedforward neural network by imposing the Hamiltonian mechanisms, in which the information is flowing from the input layer to the output layer in one-way fashion. As such, HNN can be essentially treated as a mapping function connecting the input and output vectors without intrinsic network dynamics. In particular, HNN has no memory about the previous input data and, without the input data, HNN cannot generate the output data. In contrast, RC is a type of recurrent neural network and is essentially a complex dynamical system. For RC, the output not only depends on the input, but also is affected by the dynamical state of the reservoir. In particular, in the predicting phase the RC is evolving as an autonomous system, and is able to generate the output data continuously without the input data. Previous studies on machine learning of Hamiltonian systems are mainly based on HNN, in which the Hamiltonian mechanisms must be imposed on the algorithm [24, 33]. Our current...
study implies that for RC, the Hamiltonian mechanisms could be encoded in the reservoir in the training phase, and be used to reconstruct the KAM diagram in the predicting phase. In Ref. [27], it is speculated that “an algorithm for training a recurrent neural network without a Hamiltonian loss function may be possible”. Our study provides an affirmative answer to this speculation and, in the meantime, shows the transferability of knowledge in Hamiltonian systems.

Summarizing up, we have studied the learning of Hamiltonian systems by the technique of RC and found that, without prior knowledge of the Hamiltonian mechanisms, the trained RC is able to not only forecast the short-term evolution of the system state, but also replicate the long-term ergodic properties of the system dynamics. Furthermore, by the architecture of parameter-aware RC, we have demonstrated that based on the time series of a handful of training parameters, the trained RC is able to reconstruct the entire KAM dynamics diagram with a high precision. Although our studies are based on toy models, it is expected that the similar results can be also found in other Hamiltonian systems. The current study provides an alternative approach for learning Hamiltonian systems, and also sheds new lights onto the working mechanism of RC.
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