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1 Introduction

In this paper we examine how two standard properties of finite-dimensional linear programming, strong duality and sensitivity analysis, carry over to semi-infinite linear programs (SILPs). Our standard form for a semi-infinite linear program is

\[ OV(b) := \inf \sum_{k=1}^{n} c_k x_k \]  \hspace{1cm} (SILP)

\[ \text{s.t.} \sum_{k=1}^{n} a_k(i)x_k \geq b(i) \quad \text{for } i \in I, \]

where \( a_k : I \rightarrow \mathbb{R} \) for all \( k = 1, \ldots, n \) and \( b : I \rightarrow \mathbb{R} \) are real-valued functions on the (potentially infinite cardinality) index set \( I \). The “columns” \( a_k \) define a linear map \( A : \mathbb{R}^n \rightarrow Y \) with \( A(x) = (\sum_{k=1}^{n} a_k(i)x_k : i \in I) \) where \( Y \) is a linear subspace of \( \mathbb{R}^I \), the space of all real-valued functions on the index set \( I \). The vector space \( Y \) is called the constraint space of (SILP). This terminology follows Chapter 2 of Anderson and Nash [2]. Goberna and López [13] call \( Y \) the “space of parameters.” Finite linear programming problem is a special case of (SILP) where \( I = \{1, \ldots, m\} \) and \( Y = \mathbb{R}^m \) for a finite natural number \( m \).

As shown in Chapter 4 of Anderson and Nash [2], the dual of (SILP) with constraint space \( Y \) is

\[ \sup \psi(b) \]

\[ \text{s.t. } \psi(a^k) = c_k \quad \text{for } k = 1, \ldots, n \]

\[ \psi \geq Y_+ ', 0, \]  \hspace{1cm} (DSILP(Y))

where \( \psi \) is a linear functional in the algebraic dual space \( Y' \) of \( Y \) and \( \geq Y_+ ' \) denotes an ordering of linear functionals induced by the cone

\[ Y_+ ' := \left\{ \psi : Y \rightarrow \mathbb{R} \mid \psi(y) \geq 0 \text{ for all } y \in Y \cap \mathbb{R}^I_+ \right\}, \]

where \( \mathbb{R}^I_+ \) is the set of all nonnegative real-valued functions with domain \( I \). The familiar finite-dimensional linear programming dual has solutions \( \psi = (\psi_1, \ldots, \psi_m) \) where \( \psi(y) = \sum_{i=1}^{m} y_i \psi_i \) for all nonnegative \( y \in \mathbb{R}^m \). Equivalently, \( \psi \in \mathbb{R}^m_+ \). Note the standard abuse of notation of letting \( \psi \) denote both a linear functional and the real vector that represents it.

In general, working with algebraic duals is intractable. In this paper we describe sufficiently-structured constraint spaces that allow for well-behaved algebraic duals. Our primary focus is on two desirable properties for the primal-dual pair (SILP)–(DSILP(Y)) when both the primal and dual are feasible (and hence the primal has bounded objective value). The first property is strong duality (SD). The primal-dual pair (SILP)–(DSILP(Y)) satisfies the strong duality SD property if

\[ \text{SD: there exists a } \psi^* \in Y_+ ' \text{ such that} \]

\[ \psi^*(a^k) = c_k \quad \text{for } k = 1, 2, \ldots, n \text{ and } \psi^*(b) = OV(b), \]  \hspace{1cm} (1.1)
where \( OV(b) \) is the optimal value of the primal (SILP) with right-hand-side \( b \).

The second property of interest concerns use of dual solutions in sensitivity analysis. The primal-dual pair (SILP)–(DSILP(\( Y \))) satisfies the dual pricing (DP) property if

**DP:** For every perturbation vector \( d \in Y \) such that (SILP) is feasible for right-hand-side \( b + d \), there exists an optimal dual solution \( \psi^*_d \) to (DSILP(\( Y \))) and an \( \hat{\epsilon} > 0 \) such that

\[
OV(b + \epsilon d) = \psi^*(b + \epsilon d) = OV(b) + \epsilon \psi^*_d(d)
\]

for all \( \epsilon \in [0, \hat{\epsilon}] \).

The terminology “dual pricing” refers to the fact that the appropriately chosen optimal dual solution \( \psi^* \) correctly “prices” the impact of changes in the right-hand side on the optimal primal objective value.

Finite-dimensional linear programs always satisfy SD and DP when the primal is bounded. Define the vector space

\[
U := \text{span}(a^1, \ldots, a^n, b).
\]

This is the minimum constraint space of interest since the dual problem (DSILP(\( Y \))) requires the linear functionals defined on \( Y \) to operate on \( a^1, \ldots, a^n, b \). If \( I \) is a finite set, i.e., if we consider finite dimensional LPs, and (SILP) is feasible and bounded, then there exists a \( \psi^* \in U_+ \) such that (1.1) and (1.2) is satisfied. Furthermore, optimal dual solutions \( \psi^* \) that satisfy SD and DP are vectors in \( \mathbb{R}^m \). That is, we can take \( \psi^* = (\psi^*_1, \ldots, \psi^*_m) \). Thus \( \psi^* \) is not only a linear functional over \( U \), but it is also a linear functional over \( \mathbb{R}^m \). The fact that \( \psi^* \) is a linear functional for both \( Y = U \) and \( Y = \mathbb{R}^m \) is obvious in the finite case and taken for granted.

The situation in semi-infinite linear programs is far more complicated and interesting. In general, a primal-dual pair (SILP)–(DSILP(\( Y \))) can fail both SD and DP. Properties SD and DP depend crucially on the choice of constraint space \( Y \) and its associated dual space. Unlike finite linear programs where there is only one natural choice for the constraint space (namely \( \mathbb{R}^m \)), there are multiple viable nonisomorphic choices for an SILP. This makes constraint space choice a core modeling issue in semi-infinite linear programming. However, one of our main results is that SD and DP always hold with constraint space \( U \). Under this choice, DSILP(\( U \)) has a unique optimal dual solution \( \psi^* \) we call the base dual solution of (SILP)—see Theorem 4.1. Throughout the paper, the linear functionals that are feasible to (DSILP(\( Y \))) are called dual solutions.

The base dual solution satisfies (1.2) for every choice of \( d \in U \). However, this space greatly restricts the choice of perturbation vectors \( d \). Expanding \( U \) to a larger space \( Y \) (note that \( Y \) must contain \( U \) for (DSILP(\( Y \))) to be a valid dual) can compromise SD and DP. We give concrete examples where SD, DP (or both) hold and do not hold.

The main tool used to prove SD and DP for \( U \), and extend \( U \) to larger constraints spaces is the Fourier–Motzkin elimination procedure for semi-infinite linear programs introduced in Basu et al. [4] and further analyzed by Kortanek and Zhang [21]. Goberna et al. [11] also applied Fourier–Motzkin elimination to semi-infinite linear systems.
We define a linear operator called the *Fourier–Motzkin operator* that is used to map the constraint space $U$ onto another constraint space. A linear functional is then defined on this new constraint space. Under certain conditions, this linear functional is then extended using the Hahn–Banach or Krein–Rutman theorems to a larger vector space that contains the new constraint space. Then, using the adjoint of the Fourier–Motzkin operator, we get a linear functional on constraint spaces larger than $U$ where properties SD and DP hold. Although the Fourier–Motzkin elimination procedure described in Basu et al. [4] was used to study the finite support (or Haar) dual of an (SILP), this procedure provides insight into more general duals. The more general duals require the use of purely finitely additive linear functionals (often called *singular*) and these are known to be difficult to work with (see Ponstein [23]). However, the Fourier–Motzkin operator allows us to work with such functionals.

**Our Results**  Section 2 contains preliminary results on constraint spaces and their duals. In Sect. 3 we recall some key results about the Fourier–Motzkin elimination procedure from Basu et. al. [4] and also state and prove several additional lemmas that elucidate further insights into non-finite-support duals. Here we define the Fourier–Motzkin operator, which plays a key role in our development.

In Sect. 4 we prove SD and DP for the constraint space $Y = U$. This is done in Theorems 4.1 and 4.3, respectively.

In Sect. 5 we prove SD and DP for subspaces $Y \subseteq \mathbb{R}^I$ that extend $U$. In Proposition 5.2 we show that once SD or DP fail for a constraint space $Y$, then they fail for all larger constraint spaces. Therefore, we want to extend the base dual solution and push out from $U$ as far as possible until we encounter a constraint space for which SD or DP fail. Sufficient conditions on the original data are provided that guarantee SD and DP hold in larger constraint spaces. See Theorems 5.5 and 5.13.

**Comparison with prior work**  Our work can be contrasted with existing work on strong duality and sensitivity analysis in semi-infinite linear programs along several directions. First, the majority of work in semi-infinite linear programming assumes either the Haar dual or settings where $b$ and $a^k$ for all $k$ are continuous functions over a compact index set (see for instance Anderson and Nash [2], Glashoff and Gustavson [9], Hettich and Kortanek [16], and Shapiro [24]). The classical theory, initiated by Haar [15], gave sufficient conditions for zero duality gap between the primal and the Haar dual. A sequence of papers by Charnes et al. [5,6] and Duffin and Karlovitz [7]) fixed errors in Haar’s original strong duality proof and described how a semi-infinite linear program with a duality gap could be reformulated to have zero duality gap with the Haar dual. Glashoff in [8] also worked with a dual similar to the Haar dual. The Haar dual was also used during later development in the 1980s (in a series of papers by Karney [18–20]) and remains the predominant setting for analysis in more recent work by Goberna and co-authors (see for instance, [10,12] and [13]). By contrast, our work considers a wider spectrum of constraint spaces from $U$ to $\mathbb{R}^I$ and their associated algebraic duals. All such algebraic duals include the Haar dual (when restricted to the given constraint space), but also additional linear functionals. In particular, our theory handles settings where the index set is not compact, such as $\mathbb{N}$.  

 Springer
We do more than simply extend the Haar dual. Our work has a different focus and raises and answers questions not previously studied in the existing literature. We explore how changing the constraint space (and hence the dual) effects duality and sensitivity analysis. This emphasis forces us to consider optimal dual solutions that are not finite support. Indeed, we provide examples where the finite support dual fails to satisfy SD but another choice of dual does satisfy SD. In this direction, we extend our earlier work in [3] on the sufficiency of finite support duals to study semi-infinite linear programming through our use of the Fourier–Motzkin elimination technology.

Second, our treatment of sensitivity analysis through exploration of the DP condition represents a different standard than the existing literature on that topic, which recently culminated in the monograph by Goberna and López [13]. In DP we allow a different dual solution in each perturbation direction \(d\). The standard in Goberna and López [10] and Goberna et al. [14] is that a single dual solution is valid for all feasible perturbations. This more exacting standard translates into strict sufficient conditions, including the existence of a primal optimal solution. By focusing on the weaker DP, we are able to drop the requirement of primal solvability. Indeed, Example 5.17 shows that DP holds even though a primal optimal solutions does not exist. Moreover, the sufficient conditions for sensitivity analysis in Goberna and López [10] and Goberna et al. [14] rule out the possibility of dual solutions that are not finite support yet nonetheless satisfy their standard of sensitivity analysis. Example 5.17 also provides one such case, where we show that there is a single optimal dual solution that satisfies (1.2) for all feasible perturbations \(d\) and yet is not finite support.

Third, the analytical approach to sensitivity analysis in Goberna and López [13] is grounded in convex-analytic methods that focus on topological properties of cones and epigraphs, whereas our approach uses Fourier–Motzkin elimination, an algebraic tool that appeared in the study of semi-infinite linear programming duality in Basu et al. [4] and later discussed in Kortanek and Zhang [21]. Earlier work by Goberna et al. [11] discussed Fourier–Motzkin elimination for semi-infinite linear systems but did not explore its implications for duality.

2 Preliminaries

In this section we review the notation, terminology and properties of relevant constraint spaces and their algebraic duals used throughout the paper.

First some basic notation and terminology. The \textit{algebraic dual} \(Y'\) of the vector space \(Y\) is the set of real-valued linear functionals with domain \(Y\). Let \(\psi \in Y'\). The evaluation of \(\psi\) at \(y\) is alternately denoted by \(\langle y, \psi \rangle\) or \(\psi(y)\), depending on the context. A convex pointed cone \(P\) in \(Y\) defines a vector space ordering \(\succeq P\) of \(Y\), with \(y \succeq P y'\) if \(y - y' \in P\). The \textit{algebraic dual cone} of \(P\) is \(P' = \{ \psi \in Y' : \psi(y) \geq 0 \text{ for all } y \in P \}\). Elements of \(P'\) are called \textit{positive linear functionals} on \(Y\) (see for instance, page 17 of Holmes [17]). Let \(A : X \rightarrow Y\) be a linear mapping from vector space \(X\) to vector space \(Y\). The \textit{algebraic adjoint} \(A' : Y' \rightarrow X'\) is a linear operator defined by \(A'(\psi) = \psi \circ A\) where \(\psi \in Y'\).

We discuss some possibilities for the constraint space \(Y\) in \((\text{DSILP}(Y))\). A well-studied case is \(Y = \mathbb{R}^l\). Here, the structure of \((\text{DSILP}(Y))\) is complex since very little
is known about the algebraic dual of \( \mathbb{R}^I \) for general \( I \). Researchers typically study an alternate dual called the finite support dual. We denote the finite support dual of (SILP) by

\[
\sup \sum_{i=1}^{m} \psi(i)b(i) \\
\text{s.t.} \sum_{i=1}^{m} a^k(i)\psi(i) = c_k \quad \text{for } k = 1, \ldots, n
\]

\[\text{(FDSILP)}\]

where \( \mathbb{R}^{(I)} \) consists of those functions in \( \psi \in \mathbb{R}^I \) with \( \psi(i) \neq 0 \) for only finitely many \( i \in I \) and \( \mathbb{R}^{(I)}_+ \) consists of those elements \( \psi \in \mathbb{R}^{(I)} \) where \( \psi(i) \geq 0 \) for all \( i \in I \). A finite support element of \( \mathbb{R}^I \) always represents a linear functional on any vector space \( Y \subseteq \mathbb{R}^I \). Therefore the finite support dual linear functionals feasible to (FDSILP) are feasible to (DSILP(\( Y \))) for any constraint space \( Y \subseteq \mathbb{R}^I \) that contains the space \( U = \text{span}(a^1, \ldots, a^n, b) \). This implies that the optimal value of (FDSILP) is always less than or equal to the optimal value of (DSILP(\( Y \))) for all valid constraint spaces \( Y \). It was shown in Basu et al. [3] that (FDSILP) and (DSILP(\( Y \))) for \( Y = \mathbb{R}^N \) are equivalent. In this case (FDSILP) is indeed the algebraic dual of (SILP) and so (FDSILP) and DSILP(\( \mathbb{R}^N \)) are equivalent. This is not the necessarily the case for \( Y = \mathbb{R}^I \) with \( I \neq \mathbb{N} \).

Choices for \( I \) include the various subspaces of \( \mathbb{R}^I \) (including \( \mathbb{R}^I \) itself). When \( I = \mathbb{N} \) we pay particular attention to the spaces \( \ell_p \) for \( 1 \leq p < \infty \). The space \( \ell_p \) consist of all elements \( y \in \mathbb{R}^\mathbb{N} \) where \( \|y\|_p = (\sum_{i \in \mathbb{N}} |y(i)|^p)^{1/p} < \infty \). When \( p = \infty \) we allow \( I \) to be uncountable and define \( \ell_\infty(I) \) to be the subspace of all \( y \in \mathbb{R}^I \) such that \( \|y\|_\infty = \sup_{i \in I} |y(i)| < \infty \). We also work with the space \( c_0 \) consisting of all \( y \in \mathbb{R}^\mathbb{N} \) where \( \{y(i)\}_{i \in \mathbb{N}} \) is a convergent sequence and the space \( c_0 \) of all sequences convergent to 0.

The spaces \( c \) and \( \ell_p \) for \( 1 \leq p \leq \infty \) defined above have special structure that is often used in examples in this paper. First, these spaces are Banach sublattices of \( \mathbb{R}^\mathbb{N} \) (or \( \mathbb{R}^I \) in the case of \( \ell_\infty(I) \)) (see Chapter 9 of [1] for a precise definition). If \( Y \) is a Banach lattice, then the positive linear functionals in the algebraic dual \( Y^* \) correspond exactly to the positive linear functionals that are continuous in the norm topology on \( Y \) that is used to define the Banach lattice. This follows from (a) Theorem 9.11 in Aliprantis and Border [1], which shows that the norm dual \( Y^* \) and the order dual \( Y^\sim \) are equivalent in a Banach lattice and (b) Proposition 2.4 in Martin et al. [22] that shows that the set of positive linear functionals in the algebraic dual and the positive linear functionals in the order dual are identical. This allows us to define DSILP(c) and DSILP(\( \ell_p \)) using the norm dual of \( c \) and \( \ell_p \), respectively.

For the constraint space \( Y = c \) the linear functionals in its norm dual are characterized by

\[
\psi_{w \oplus r}(y) = \sum_{i=1}^{\infty} w_i y_i + ry_\infty
\]

\[\text{(2.1)}\]

for all \( y \in c \) where \( w \oplus r \) belong to \( \ell_1 \oplus \mathbb{R} \) and \( y_\infty = \lim_{i \to \infty} y_i \in \mathbb{R} \). See Theorem 16.14 in Aliprantis and Border [1] for details. This implies the positive linear func-
tions for (DSILP(ε)) are isomorphic to vectors $w \oplus r \in (\ell_1)_+ \oplus \mathbb{R}_+$. For obvious reasons, we call the linear functional $\psi_{0\oplus 1}$ where $\psi_{0\oplus 1}(y) = y_\infty$ the limit functional.

When $1 \leq p < \infty$, the linear functionals in the norm dual are represented by sequences in the conjugate space $\ell_q$ with $1/p + 1/q = 1$. For $p = \infty$ and $I = \mathbb{N}$, the linear functionals $\psi$ in the norm dual of $\ell_\infty(\mathbb{N})$ can be expressed as $\psi = \ell_1 \oplus \ell_1^d$ where $\ell_1^d$ is the disjoint complement of $\ell_1$ and consists of all the singular linear functionals (see Chapter 8 of Aliprantis and Border [1] for a definition of singular functionals). By Theorem 16.31 in Aliprantis and Border [1], for every functional $\psi \in \ell_1^d$ there exists some constant $r \in \mathbb{R}$ such that $\psi(y) = r \lim_{i \to \infty} y(i)$ for $y \in c$.

**Remark 2.1** If there is a $b$ such that $-\infty < OV(b) < \infty$, then $OV(0) = 0$. To see this, observe that when $b = 0$, $x = 0$ is a feasible solution to (SILP) with an objective value of 0 and this implies $OV(0) \leq 0$. Now we show that $OV(0) = 0$. Suppose otherwise and $OV(0) < 0$. Then there exists a recession direction $d$ with negative objective value. This violates the assumption that $-\infty < OV(b)$ since the objective value can be driven to $-\infty$ along the recession direction $d$ from any feasible solution to (SILP) with a right hand side of $b$ (such a solution exists since $OV(b) < \infty$).

### 3 Fourier–Motzkin elimination and its connection to duality

In this section we recall needed results from Basu et al. [4] on the Fourier–Motzkin elimination procedure for SILPs and the tight connection of this approach to the finite support dual.

To apply the Fourier–Motzkin elimination procedure we put (SILP) into the “standard” form

$$\inf z$$

s.t. \quad $z - c_1 x_1 - c_2 x_2 - \cdots - c_n x_n \geq 0$

$$a^1(i) x_1 + a^2(i) x_2 + \cdots + a^n(i) x_n \geq b(i) \quad \text{for } i \in I.$$  \hspace{1cm} (3.1)

(3.2)

The procedure takes (3.1), (3.2) as input and outputs the system

$$\inf z$$

s.t. \quad $0 \geq \tilde{b}(h),$ \quad $h \in I_1$

$$\tilde{a}^\ell(h) x_\ell + \tilde{a}^{\ell+1}(h) x_{\ell+1} + \cdots + \tilde{a}^n(h) x_n \geq \tilde{b}(h), \quad h \in I_2$$

$$z \geq \tilde{b}(h), \quad h \in I_3$$

$$\tilde{a}^\ell(h) x_\ell + \tilde{a}^{\ell+1}(h) x_{\ell+1} + \cdots + \tilde{a}^n(h) x_n + z \geq \tilde{b}(h), \quad h \in I_4,$$

where $\ell \geq 2$ and $I_1, I_2, I_3$ and $I_4$ are pairwise disjoint with $I_3 \cup I_4 \neq \emptyset$. Define $H := I_1 \cup \cdots \cup I_4$. The procedure also provides a set of finite support functions $\{u^h \in \mathbb{R}^{(I)}_+ : h \in H\}$ (each $u^h$ is associated with a constraint in (3.3)) such that

$$\tilde{a}^k(h) = \langle a^k, u^h \rangle$$

for $\ell \leq k \leq n$ and $\tilde{b}(h) = \langle b, u^h \rangle$. Moreover, for every $k = \ell, \ldots, n$, either $\tilde{a}^k(h) \geq 0$ for all $h \in I_2 \cup I_4$ or $\tilde{a}^k(h) \leq 0$ for all $h \in I_2 \cup I_4$. Further, for every $h \in I_2 \cup I_4$, $\sum_{k=\ell}^n |\tilde{a}^k(h)| > 0$.  

\(\circ\) Springer
Remark 3.1 A central fact behind the development in Basu et al. [4] is that the feasible region of (3.3) is the projection of the feasible region of (3.1)–(3.2) onto the \((z, x_\ell, \ldots, x_n)\) variable space. See Theorem 2 in [4] and also Theorem 5 in [11]. In particular, this means that the original problem (SILP) has a feasible solution if and only if (3.3) has a feasible solution.

We illustrate this procedure on Example 3.2. In the example, we keep track of the finite support functions \(\{u^h : h \in H\}\) by carrying along an arbitrary right hand side \(b\), together with the actual right hand side.

Example 3.2 Consider the following modification of Example 1 in Karney [18].

\[
\begin{align*}
\inf x_1 \\
x_1 &\geq -1 \\
-x_2 &\geq -1 \\
-x_3 &\geq -1 \\
x_1 + x_2 &\geq 0 \\
x_1 - \frac{1}{i} x_2 + \frac{1}{i^2} x_3 &\geq 0, \quad i = 5, 6, \ldots
\end{align*}
\]

(3.4)

In this example \(I = \mathbb{N}\).

First write the constraints of the problem in standard form

\[
\begin{align*}
z - x_1 &\geq 0 \quad b_0 \\
x_1 &\geq -1 \quad b_1 \\
-x_2 &\geq -1 \quad b_2 \\
-x_3 &\geq -1 \quad b_3 \\
x_1 + x_2 &\geq 0 \quad b_4 \\
x_1 - \frac{1}{i} x_2 + \frac{1}{i^2} x_3 &\geq 0 \quad b_i, \quad i = 5, 6, \ldots
\end{align*}
\]

and eliminate \(x_3\) to yield (tracking the multipliers on the constraints to the right of each constraint)

\[
\begin{align*}
z - x_1 &\geq 0 \quad b_0 \\
x_1 &\geq -1 \quad b_1 \\
-x_2 &\geq -1 \quad b_2 \\
x_1 + x_2 &\geq 0 \quad b_4 \\
x_1 - \frac{1}{i} x_2 &\geq -\frac{1}{i^2} \left(\frac{1}{i^2}\right) b_3 + b_i, \quad i = 5, 6, \ldots
\end{align*}
\]

then \(x_2\) to give

\[
\begin{align*}
z - x_1 &\geq 0 \quad b_0 \\
x_1 &\geq -1 \quad b_1 \\
x_1 &\geq -1 \quad b_2 + b_4 \\
(1 + i) x_1 &\geq -\frac{1}{i^2} \left(\frac{1}{i^2}\right) b_3 + \left(\frac{1}{i}\right) b_4 + b_i, \quad i = 5, 6, \ldots
\end{align*}
\]
and finally \( x_1 \) to give
\[
\begin{align*}
z &\geq -1 \ b_0 + b_1 \\
z &\geq -1 \ b_0 + b_2 + b_4 \\
z &\geq \frac{-1}{r(1+r)} \ b_0 + \frac{b_1}{r(1+r)} + \frac{b_4}{(1+r)} + \frac{ib_i}{(1+r)} , \quad i = 5, 6, \ldots.
\end{align*}
\]

In this example, \( I_1, I_2 \) and \( I_4 \) are empty sets, and the only nontrivial set is \( I_3 \).

**The Fourier–Motzkin operator.** The Fourier–Motzkin elimination procedure defines a linear operator called the Fourier–Motzkin operator and denoted \( FM : \mathbb{R}^{[0]∪I} → \mathbb{R}^{H} \) where
\[
FM(v) := \left( \{v, u^h \} : h ∈ H \right) \text{ for all } v ∈ \mathbb{R}^{[0]∪I}.
\]

For instance, in Example 3.2, \( FM(v) \) is a vector with \( v_0 + v_4 \) as the first entry, \( v_0 + v_2 + v_4 \) as the second entry, and \( v_0 + \frac{v_3}{(i+2)(3+i)} + \frac{v_4}{(3+i)} + \frac{(i+2)v_{i+2}}{(3+i)} \) as \( i \)-th entry for \( i \geq 3 \).

The linearity of \( FM \) is immediate from the linearity of \( ⟨·, ·⟩ \). Observe that \( FM \) is a positive operator since \( u^h \) are nonnegative vectors in \( \mathbb{R}^{H} \). By construction, \( \tilde{b} = FM(0, b) \) and \( \tilde{a}^k = FM((-c_k, a^k)) \) for \( k = 1, \ldots, n \). We also use the operator \( \overline{FM} : \mathbb{R}^I → \mathbb{R}^{H} \) defined by
\[
\overline{FM}(y) := FM((0, y)).
\]

In Example 3.2, \( \overline{FM}(y) \) is a vector with \( y_1 \) as the first entry, \( y_2 + y_4 \) as the second entry, and \( \frac{v_3}{(i+2)(3+i)} + \frac{v_4}{(3+i)} + \frac{(i+2)v_{i+2}}{(3+i)} \) as \( i \)-th entry for \( i \geq 3 \). Since \( FM \) is a positive linear operator, it is immediate that \( \overline{FM} \) is also a positive linear operator.

**Remark 3.3** See the description of the Fourier–Motzkin elimination procedure in Basu et al. [4] and observe that the \( FM \) operator does not change if we change \( b \) in (SILP) (one can also see this in Example 3.2). In what follows we assume a fixed \( a^1, \ldots, a^n ∈ \mathbb{R}^I \) and \( c ∈ \mathbb{R}^n \) and vary the right-hand-side \( b \). This observation implies we have the same \( FM \) operator for all SILPs with different right-hand-sides \( y ∈ \mathbb{R}^I \). In particular, the sets \( I_1, \ldots, I_4 \) are the same for all right-hand-sides \( y ∈ \mathbb{R}^I \).

The following basic lemma regarding the \( FM \) operator is used throughout the paper.

**Lemma 3.4** For all \( r ∈ \mathbb{R} \) and \( y ∈ \mathbb{R}^I \), \( FM((r, y))(h) = r + FM((0, y))(h) \) for all \( h ∈ I_3 ∪ I_4 \).

**Proof** By the linearity of the \( FM \) operator \( FM((r, y)) = r FM((1, 0, 0, \ldots)) + FM((0, y)) \). If \( h ∈ I_3 ∪ I_4 \) then \( FM((1, 0, 0, \ldots))(h) = 1 \) because \( (1, 0, 0, \ldots) \) corresponds to the \( z \) column in (3.1), (3.2) and in (3.3), \( z \) has a coefficient of 1 for \( h ∈ I_3 ∪ I_4 \). Hence, for \( h ∈ I_3 ∪ I_4 \), \( FM((r, y))(h) = r + FM((0, y))(h) \).

Numerous properties of the primal-dual pair (SILP)–(FDSILP) are characterized in terms of the output system (3.3). The following functions play a key role in summarizing information encoded by this system.
Definition 3.5 Given a $y \in \mathbb{R}^I$, define $L(y) := \lim_{\delta \to \infty} \omega(\delta, y)$ where $\omega(\delta, y) := \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell} |\tilde{a}^k(h)| : h \in I_4 \}$, where $\tilde{y} = \tilde{F}M(y)$. Define $S(y) = \sup_{h \in I_3} \tilde{y}(h)$.

For any fixed $y \in \mathbb{R}^I$, $\omega(\delta, y)$ is a nonincreasing function in $\delta$. A key connection between the primal problem and these functions is given in Theorem 3.6.

Theorem 3.6 (Lemma 3 in Basu et al. [4]) If (SILP) is feasible then $OV(b) = \max \{ S(b), L(b) \}$.

The following result describes useful properties of the functions $L$, $S$ and $OV$ that facilitate our approach to sensitivity analysis when perturbing the right-hand-side vector.

Lemma 3.7 The set $\{ y \in \mathbb{R}^I : OV(y) < \infty \}$ is a cone and $L(y)$, $S(y)$, and $OV(y)$ are sublinear functions over this set.

Proof If $OV(y_1) < \infty$ with feasible solution $x_1$, and $OV(y_2) < \infty$ with feasible solution $x_2$, then $x_1 + x_2$ is a feasible solution with right hand side $y_1 + y_2$, showing that $OV(y_1 + y_2) < \infty$. Similarly, if $OV(y) < \infty$ with feasible solution $x$ and $\lambda \geq 0$ is any nonnegative real value, then $\lambda x$ is a feasible solution for right hand side $\lambda y$, showing that $OV(\lambda y) < \infty$. Note that Theorem 3.6 implies that if $OV(y) < \infty$, then $L(y) < \infty$ and $S(y) < \infty$.

We first show the sublinearity of $L(y)$. For any $y$, $w \in \mathbb{R}^I$, denote $\tilde{y} = \tilde{F}M(y)$ and $\tilde{w} = \tilde{F}M(w)$. Thus $\tilde{F}M(y + w) = \tilde{F}M(y) + \tilde{F}M(w) = \tilde{y} + \tilde{w}$ by the linearity of the $\tilde{F}M$ operator. Observe that

$$
\omega(\delta, y + w) = \sup \{ \tilde{y}(h) + \tilde{w}(h) - \delta \sum_{k=\ell} |\tilde{a}^k(h)| : h \in I_4 \}
$$

$$
= \sup \{ (\tilde{y}(h) - \frac{\delta}{2} \sum_{k=\ell} |\tilde{a}^k(h)|) + (\tilde{w}(h) - \frac{\delta}{2} \sum_{k=\ell} |\tilde{a}^k(h)|) : h \in I_4 \}
$$

$$
\leq \sup \{ (\tilde{y}(h) - \frac{\delta}{2} \sum_{k=\ell} |\tilde{a}^k(h)|) : h \in I_4 \}
$$

$$
+ \sup \{ (\tilde{w}(h) - \frac{\delta}{2} \sum_{k=\ell} |\tilde{a}^k(h)|) : h \in I_4 \}
$$

$$
= \omega \left( \frac{\delta}{2}, y \right) + \omega \left( \frac{\delta}{2}, w \right).
$$

Thus, $L(y + w) = \lim_{\delta \to \infty} \omega(\delta, y + w) \leq \lim_{\delta \to \infty} \omega \left( \frac{\delta}{2}, y \right) + \lim_{\delta \to \infty} \omega \left( \frac{\delta}{2}, w \right) = \lim_{\delta \to \infty} \omega(\delta, y) = \lim_{\delta \to \infty} \omega(\delta, w) = L(y) + L(w)$. This establishes the subadditivity of $L(y)$.

Observe that for any $\lambda > 0$ and $y \in \mathbb{R}^I$, we have $\omega(\delta, \lambda y) = \lambda \omega \left( \frac{\delta}{\lambda}, y \right)$ and therefore $L(\lambda y) = \lim_{\delta \to \infty} \omega(\delta, \lambda y) = \lim_{\delta \to \infty} \lambda \omega \left( \frac{\delta}{\lambda}, y \right) = \lambda \lim_{\delta \to \infty} \omega \left( \frac{\delta}{\lambda}, y \right) = \lambda L(y)$. This establishes the sublinearity of $L(y)$.

We now show the sublinearity of $S(y)$. Given $y$, $w \in \mathbb{R}^I$,

$$
S(y + w) = \sup \{ \tilde{y}(h) + \tilde{w}(h) : h \in I_3 \}
$$

$$
\leq \sup \{ \tilde{y}(h) : h \in I_3 \} + \sup \{ \tilde{w}(h) : h \in I_3 \}
$$

$$
= S(y) + S(w).
$$
For any $\lambda > 0$ we also have $S(\lambda y) = \lambda S(y)$ by the definition of supremum. This establishes that $S(y)$ is a sublinear function.

Finally, since $OV(y) < \infty$ implies that $OV(y) = \max \{L(y), S(y)\}$ by Theorem 3.6, and $L(y)$ and $S(y)$ are sublinear functions over the set $\{y \in \mathbb{R}^I : OV(y) < \infty\}$, it is immediate that $OV(y)$ is sublinear over the set $\{y \in \mathbb{R}^I : OV(y) < \infty\}$. □

The values $S(b)$ and $L(b)$ are used to characterize when $(\text{SILP})-(\text{FDSILP})$ have zero duality gap.

**Theorem 3.8** (Theorem 13 in Basu et al. [4]) The optimal value of $(\text{SILP})$ is equal to the optimal value of $(\text{FDSILP})$ if and only if (i) $(\text{SILP})$ is feasible and (ii) $S(b) \geq L(b)$.

The next lemma is useful in cases where $L(b) > S(b)$ and hence (by Theorem 3.8) the finite support dual has a duality gap. A less general version of the result appeared as Lemma 7 in Basu et al. [4].

**Lemma 3.9** Suppose $y \in \mathbb{R}^I$ and $\bar{y} = FM(y)$. If $\{\bar{y}(h_m)\}_{m \in \mathbb{N}}$ is any convergent sequence with indices $h_m$ in $I_4$ such that $\lim_{m \to \infty} \sum_{k=\ell}^n |\bar{a}^k(h_m)| \to 0$, then $\lim_{m \to \infty} \bar{y}(h_m) \leq L(y)$. Furthermore, if $L(y)$ is finite, there exists a sequence of distinct indices $h_m$ in $I_4$ such that $\lim_{m \to \infty} \bar{y}(h_m) = L(y)$ and $\lim_{m \to \infty} \bar{a}^k(h_m) = 0$ for $k = 1, \ldots, n$.

**Proof** We prove the first part of the Lemma. Let $\{\bar{y}(h_m)\}_{m \in \mathbb{N}}$ be a convergent sequence with indices $h_m$ in $I_4$ such that $\lim_{m \to \infty} \sum_{k=\ell}^n |\bar{a}^k(h_m)| \to 0$. We show that $\lim_{m \to \infty} \bar{y}(h_m) \leq L(y)$. If $L(y) = -\infty$ the result is immediate. Next assume $L(y) = -\infty$. Since $\lim_{m \to \infty} \sum_{k=\ell}^n |\bar{a}^k(h_m)| \to 0$, for every $\delta > 0$, there exists $N_\delta \in \mathbb{N}$ such that for all $m \geq N_\delta$, $\sum_{k=\ell}^n |\bar{a}^k(h_m)| < \frac{1}{\delta}$. Then

$$
\omega(\delta, y) = \sup \left\{ \bar{y}(h) - \delta \sum_{k=\ell}^n |\bar{a}^k(h)| : h \in I_4 \right\}
$$

$$
\geq \sup \left\{ \bar{y}(h_m) - \delta \sum_{k=\ell}^n |\bar{a}^k(h_m)| : m \in \mathbb{N} \right\}
$$

$$
\geq \sup \left\{ \bar{y}(h_m) - \delta \sum_{k=\ell}^n |\bar{a}^k(h_m)| : m \in \mathbb{N}, \ m \geq N_\delta \right\}
$$

$$
\geq \sup \left\{ \bar{y}(h_m) - \delta \left( \frac{1}{\delta} \right) : m \in \mathbb{N}, \ m \geq N_\delta \right\}
$$

$$
= \sup \left\{ \bar{y}(h_m) : m \in \mathbb{N}, \ m \geq N_\delta \right\} - 1
$$

$$
\geq \lim_{m \to \infty} \bar{y}(h_m) - 1.
$$

Therefore, $-\infty = L(y) = \lim_{\delta \to \infty} \omega(\delta, y) \geq \lim_{m \to \infty} \bar{y}(h_m) - 1$ which implies $\lim_{m \to \infty} \bar{y}(h_m) = -\infty$.

Now consider the case where $\{\bar{y}(h_m)\}_{m \in \mathbb{N}}$ is a convergent sequence and $L(y)$ is finite. Therefore, if we can find a subsequence $\{\bar{y}(h_{m_p})\}_{p \in \mathbb{N}}$ of $\{\bar{y}(h_m)\}_{m \in \mathbb{N}}$...
such that \( \lim_{p \to \infty} \tilde{y}(h_{m_p}) \leq L(y) \) it follows that \( \lim_{m \to \infty} \tilde{y}(h_m) \leq L(y) \). Since \( \lim_{\delta \to \infty} \omega(\delta, y) = L(y) \), there is a sequence \((\delta_p)_{p \in \mathbb{N}}\) such that \( \delta_p \geq 0 \) and \( \omega(\delta_p, y) < L(y) + \frac{1}{p} \) for all \( p \in \mathbb{N} \). Moreover, \( \lim_{m \to \infty} \frac{1}{p} \sum_{k=\ell}^{n} \bar{a}^k(h_m) = 0 \), implies that for every \( p \in \mathbb{N} \) there is an \( m_p \in \mathbb{N} \) such that for all \( m \geq m_p \), \( \delta_p \frac{1}{p} \sum_{k=\ell}^{n} \bar{a}^k(h_m) < \frac{1}{p} \). Thus, one can extract a subsequence \((h_{m_p})_{p \in \mathbb{N}}\) of \((h_m)_{m \in \mathbb{N}}\) such that \( \delta_p \sum_{k=\ell}^{n} \bar{a}^k(h_{m_p}) < \frac{1}{p} \) for all \( p \in \mathbb{N} \). Then

\[
L(y) + \frac{1}{p} > \omega(\delta_p, y) = \sup \left\{ \tilde{y}(h) - \delta_p \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in I_4 \right\} \geq \tilde{y}(h_{m_p}) - \delta_p \sum_{k=\ell}^{n} |\bar{a}^k(h_{m_p})| \geq \tilde{y}(h_{m_p}) - \frac{1}{p}.
\]

Thus \( \tilde{y}(h_{m_p}) < L(y) + \frac{2}{p} \) which implies \( \lim_{p \to \infty} \tilde{y}(h_{m_p}) \leq L(y) \).

Now show the second part of the Lemma that if \( L(y) \) is finite, then there exists a sequence of distinct indices \( h_m \) in \( I_4 \) such that \( \lim_{m \to \infty} \tilde{y}(h_m) = L(y) \) and \( \lim_{m \to \infty} \frac{1}{p} \sum_{k=\ell}^{n} \bar{a}^k(h_m) = 0 \). By hypothesis, \( \lim_{m \to \infty} \omega(\delta, y) = L(y) > -\infty \) so \( I_4 \) cannot be empty. Since \( \omega(\delta, y) \) is a nonincreasing function of \( \delta \), \( \omega(\delta, y) \geq L(y) \) for all \( \delta \). Therefore, \( L(y) \leq \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in I_4 \} \) for every \( \delta \). Define \( \bar{I} := \{ h \in I_4 : \tilde{y}(h) < L(y) \} \) and \( \tilde{\omega}(\delta, y) = \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in I_4 \setminus \bar{I} \} \). We consider two cases.

**Case 1:** \( \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) = -\infty \). Since \( \lim_{\delta \to \infty} \omega(\delta, y) = L(y) > -\infty \) and both \( \omega(\delta, y) \) and \( \tilde{\omega}(\delta, y) \) are nonincreasing functions in \( \delta \), there exists a \( \tilde{\delta} \geq 0 \) such that \( \omega(\delta, y) \geq L(y) \geq \tilde{\omega}(\delta, y) + 1 \) for all \( \delta \geq \tilde{\delta} \). Therefore, for all \( \delta \geq \tilde{\delta} \), \( \omega(\delta, y) = \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in I_4 \} \geq L(y) \geq \tilde{L}(y) = L(y) - 1 \geq \tilde{\omega}(\delta, y) = \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in I_4 \setminus \bar{I} \} \). This strict gap implies that we can drop all indices in \( I_4 \setminus \bar{I} \) and obtain \( \omega(\delta, y) = \sup \{ \tilde{y}(h) - \delta \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in \bar{I} \} \) for all \( \delta \geq \tilde{\delta} \).

For every \( m \in \mathbb{N} \), set \( \delta_m = \tilde{\delta} + m \). Since \( \delta_m \geq \tilde{\delta} \),

\[
L(y) \leq \omega(\delta_m) = \sup \left\{ \tilde{y}(h) - \delta_m \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in \bar{I} \right\} = \sup \left\{ \tilde{y}(h) - (\tilde{\delta} + m) \sum_{k=\ell}^{n} |\bar{a}^k(h)| : h \in \bar{I} \right\},
\]

and thus, there exists \( h_m \in \bar{I} \) such that \( L(y) - \frac{1}{m} < \tilde{y}(h_m) - (\tilde{\delta} + m) \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| \leq \tilde{y}(h_m) - m \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| \). Since \( \tilde{y}(h) < L(y) \) for all \( h \in \bar{I} \), we have

\[
L(y) - \frac{1}{m} < L(y) - m \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| \Rightarrow \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| < \frac{1}{m^2}.
\]

This shows that \( \lim_{m \to \infty} \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| = 0 \) which in turn implies that \( \lim_{m \to \infty} \tilde{\omega}(\delta, y) = 0 \) for all \( k = \ell, \ldots, n \). By definition of \( I_4 \), \( \sum_{k=\ell}^{n} |\bar{a}^k(h_m)| > 0 \) for all \( h_m \in \bar{I} \subseteq I_4 \) so we can assume the indices \( h_m \) are all distinct. Also,
\[ L(y) - \frac{1}{m} < \tilde{y}(h_m) - m \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| \]
\[ \Rightarrow L(y) - \frac{1}{m} < \tilde{y}(h_m). \]

Since \( \tilde{y}(h_m) < L(y) \) (because \( h_m \in \tilde{I} \)), we get \( L(y) - \frac{1}{m} < \tilde{y}(h_m) < L(y) \). And so \( \lim_{m \to \infty} \tilde{y}(h_m) = L(y) \).

**Case 2**: \( \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) > -\infty \). Since \( \omega(\delta, y) \geq \tilde{\omega}(\delta, y) \) for all \( \delta \geq 0 \) and \( \lim_{\delta \to \infty} \omega(\delta, y) = L(y) < \infty \), we have \( -\infty < \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) \leq L(y) < \infty \). First we show that there exists a sequence of indices \( h_m \in I_4 \setminus \tilde{I} \) such that \( \tilde{a}^k(h_m) \to 0 \) for all \( k = \ell, \ldots, n \). This is achieved by showing that \( \inf \{ \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} = 0 \).

Suppose to the contrary that \( \inf \{ \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} = \beta > 0 \). Since \( \tilde{\omega}(\delta, y) \) is nonincreasing and \( \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) < \infty \), there exists \( \delta \geq 0 \) such that \( \tilde{\omega}(\delta, y) < \infty \).

Observe that \( \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) = \lim_{\delta \to \infty} \tilde{\omega}(\delta + \delta, y) \). Then, for every \( \delta \geq 0 \),

\[ \tilde{\omega}(\delta + \delta, y) = \sup \{ \tilde{y}(h) - (\tilde{\delta} + \delta) \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} \]
\[ = \sup \{ \tilde{y}(h) - \tilde{\delta} \sum_{k=\ell}^{n} |\tilde{a}^k(h)| - \delta \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} \]
\[ \leq \sup \{ \tilde{y}(h) - \tilde{\delta} \sum_{k=\ell}^{n} |\tilde{a}^k(h)| - \delta \beta : h \in I_4 \setminus \tilde{I} \} \]
\[ = \sup \{ \tilde{y}(h) - \tilde{\delta} \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} - \delta \beta \]
\[ = \tilde{\omega}(\delta, y) - \delta \beta. \]

Therefore, \( -\infty < \lim_{\delta \to \infty} \tilde{\omega}(\delta + \delta, y) \leq \lim_{\delta \to \infty} (\tilde{\omega}(\delta, y) - \delta \beta) = -\infty \), since \( \beta > 0 \) and \( \tilde{\omega}(\delta, y) < \infty \). This is a contradiction. Thus \( \beta = 0 = \inf \{ \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} \). Since \( \sum_{k=\ell}^{n} |\tilde{a}^k(h)| > 0 \) for all \( h \in I_4 \), there is a sequence of distinct indices \( h_m \in I_4 \setminus \tilde{I} \) such that \( \lim_{m \to \infty} \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0 \), which in turn implies that \( \lim_{m \to \infty} \tilde{a}^k(h_m) = 0 \) for all \( k = \ell, \ldots, n \).

Now we show there is a subsequence of \( \tilde{y}(h_m) \) that converges to \( L(y) \). Since \( \lim_{\delta \to \infty} \tilde{\omega}(\delta, y) \leq L(y) \), there is a sequence \( (\delta_p)_{p \in \mathbb{N}} \) such that \( \delta_p \geq 0 \) and \( \tilde{\omega}(\delta_p, y) < L(y) + \frac{1}{p} \) for all \( p \in \mathbb{N} \). It was shown above that the sequence \( h_m \in I_4 \setminus \tilde{I} \) is such that \( \lim_{m \to \infty} \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0 \). This implies that for every \( p \in \mathbb{N} \) there is an \( m_p \in \mathbb{N} \) such that for all \( m \geq m_p \), \( \delta_p \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| < \frac{1}{p} \). Thus, one can extract a subsequence \( (h_{m_p})_{p \in \mathbb{N}} \) of \( (h_m)_{m \in \mathbb{N}} \) such that \( \delta_p \sum_{k=\ell}^{n} |\tilde{a}^k(h_{m_p})| < \frac{1}{p} \) for all \( p \in \mathbb{N} \). Then

\[ L(y) + \frac{1}{p} > \tilde{\omega}(\delta_p, y) = \sup \{ \tilde{y}(h) - \delta_p \sum_{k=\ell}^{n} |\tilde{a}^k(h)| : h \in I_4 \setminus \tilde{I} \} \]
\[ \geq \tilde{y}(h_{m_p}) - \delta_p \sum_{k=\ell}^{n} |\tilde{a}^k(h_{m_p})| > \tilde{y}(h_{m_p}) - \frac{1}{p}, \]
Recall that $h_{m_p} \in I_4 \setminus \overline{T}$ implies $\tilde{y}(h_{m_p}) \geq L(y)$, and therefore $L(y) + \frac{2}{p} > \tilde{y}(h_{m_p}) \geq L(y)$. By replacing $\{h_m\}_{m \in \mathbb{N}}$ by the subsequence $\{h_{m_p}\}_{p \in \mathbb{N}}$, we get $\tilde{y}(h_{m_p})$ as the desired subsequence that converges to $L(y)$.

Hence, there exists a sequence of indices $\{h_m\}_{m \in \mathbb{N}}$ in $I_4$ such that $\tilde{y}(h_m) \to L(y)$ as $m \to \infty$ and $\tilde{a}^k(h_m) \to 0$ as $m \to \infty$ for $k = \ell, \ldots, n$. Also, $\tilde{a}^k(h_m) = 0$ for all $k = 1, \ldots, \ell - 1$. \hfill \Box

Although Lemma 3.10 and its proof are very simple (they essentially follow from the definition of supremum), we include it in order to be symmetric with Lemma 3.9. Both results are needed for Proposition 3.11.

**Lemma 3.10** Suppose $y \in \mathbb{R}^I$ and $\tilde{y} = \overline{F M}(y)$ with $I_3 \neq \emptyset$. If $\{\tilde{y}(h_m)\}_{m \in \mathbb{N}}$ is any convergent sequence with indices $h_m$ in $I_3$, then $\lim_{m \to \infty} \tilde{y}(h_m) \leq S(y)$. Furthermore, there exists a sequence of distinct indices $h_m$ in $I_3$ such that $\lim_{m \to \infty} \tilde{y}(h_m) = S(y)$ and $\lim_{m \to \infty} \tilde{a}^k(h_m) = 0$ for $k = 1, \ldots, n$. Also, if the supremum that defines $S(y)$ is not attained, the sequence of indices can be taken to be distinct.

**Proof** By definition of supremum there exists a sequence $\{h_m\}_{m \in \mathbb{N}} \subseteq I_3$ such that $\tilde{y}(h_m) \to S(y)$ as $m \to \infty$. If the supremum that defines $S(y)$ is attained by $\tilde{y}(h_0) = S(y)$ then take $h_m = h_0$ for all $m \in \mathbb{N}$. Otherwise, the elements $h_m$ are taken to be distinct. By definition of $I_3$, $\tilde{a}^k(h_m) = 0$ for $k = 1, \ldots, n$ and for all $m \in \mathbb{N}$ and so $\lim_{m \to \infty} \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0$.

It also follows from the definition of supremum that if $\{\tilde{y}(h_m)\}_{m \in \mathbb{N}}$ is any convergent sequence with indices $h_m$ in $I_3$, then $\lim_{m \to \infty} \tilde{y}(h_m) \leq S(y)$.

**Proposition 3.11** Suppose $y \in \mathbb{R}^I$, $\tilde{y} = \overline{F M}(y)$ and $OV(y)$ is finite. Then there exists a sequence of indices (not necessarily distinct) $h_m$ in $H$ such that $\lim_{m \to \infty} \tilde{y}(h_m) = OV(y)$ and $\lim_{m \to \infty} \tilde{a}^k(h_m) = 0$ for $k = 1, \ldots, n$. The sequence is contained entirely in $I_3$ or $I_4$. Moreover, either if $L(y) > S(y)$, or when $L(y) \leq S(y)$ and the supremum that defines $S(y)$ is not attained, the sequence of indices can be taken to be distinct.

**Proof** By Theorem 3.6, $OV(y) = \max\{S(y), L(y)\}$. The result is now immediate from Lemmas 3.9 and 3.10. \hfill \Box

### 4 Strong duality and dual pricing for a restricted constraint space

Duality results for SILPs depend crucially on the choice of the constraint space $Y$. In this section we work with the constraint space $Y = U$ where $U$ is defined in (1.3). Recall that the vector space $U$ is the minimum vector space of interest since every legitimate dual problem (DSILP($Y$)) requires the linear functionals defined on $Y$ to operate on $a^1, \ldots, a^n, b$. We show that when $Y = U = \text{span}(a^1, \ldots, a^n, b)$, SD and DP hold. In particular, we explicitly construct a linear functional $\psi^* \in U_+^\prime$ such that (1.1) and (1.2) hold.

**Theorem 4.1** Consider an instance of (SILP) that is bounded. Then, the dual problem (DSILP($U$)) with $U = \text{span}(a^1, \ldots, a^n, b)$ is solvable and SD holds for the dual pair (SILP)–(DSILP($U$)). Moreover, (DSILP($U$)) has a unique optimal dual solution.
Proof Since (SILP) is bounded, we apply Proposition 3.11 with \( y = b \) and extract a subset of indices \( \{h_m\}_{m \in \mathbb{N}} \) of \( H \) satisfying \( \hat{b}(h_m) \rightarrow OV(b) \) as \( m \rightarrow \infty \) and \( \hat{a}^k(h_m) \rightarrow 0 \) as \( m \rightarrow \infty \) for \( k = 1, \ldots, n \).

By Lemma 3.4, for all \( k = 1, \ldots, n \), \( \overline{FM}(a^k)(h_m) = FM((-c_k, a^k))(h_m) + c_k \) and therefore \( \lim_{m \rightarrow \infty} \overline{FM}(a^k)(h_m) = \lim_{m \rightarrow \infty} FM((-c_k, a^k))(h_m) + c_k = \lim_{m \rightarrow \infty} \hat{a}^k(h_m) + c_k = c_k \). Also, \( \lim_{m \rightarrow \infty} \overline{FM}(b) = \lim_{m \rightarrow \infty} FM((0, b)) = \lim_{m \rightarrow \infty} \hat{b}(h_m) = OV(b) \). Therefore \( \overline{FM}(a^1), \ldots, \overline{FM}(a^k), \overline{FM}(b) \) all lie in the subspace \( M \subseteq \mathbb{R}^H \) defined by

\[
M := \left\{ \tilde{y} \in \mathbb{R}^H : \tilde{y}(h_m)_{m \in \mathbb{N}} \text{ converges} \right\}. \tag{4.1}
\]

Define a positive linear functional \( \lambda \) on \( M \) by

\[
\lambda(\tilde{y}) = \lim_{m \rightarrow \infty} \tilde{y}(h_m). \tag{4.2}
\]

Since \( \overline{FM}(a^1), \ldots, \overline{FM}(a^k), \overline{FM}(b) \in M \) we have \( \overline{FM}(U) \subseteq M \) and so \( \lambda \) is defined on \( \overline{FM}(U) \). Now map \( \lambda \) to a linear functional in \( U' \) through the adjoint mapping \( \overline{FM} \). Let \( \psi^* = \overline{FM}'(\lambda) \). We verify that \( \psi^* \) is an optimal solution to (DSILP(Y)) with objective value \( OV(b) \).

It follows from the definition of \( \lambda \) in (4.2) that \( \lambda \) is a positive linear functional. Since \( \overline{FM} \) is a positive operator, \( \psi^* = \overline{FM}'(\lambda) = \lambda \circ \overline{FM} \) is a positive linear functional on \( U \). We now check that \( \psi^* \) is dual feasible. We showed above that \( \lambda(\overline{FM}(a^k)) = c_k \) for all \( k = 1, \ldots, n \). Then by definition of adjoint

\[
\langle a^k, \psi^* \rangle = \langle a^k, \overline{FM}'(\lambda) \rangle = \langle \overline{FM}(a^k), \lambda \rangle = c_k.
\]

By a similar argument, \( \langle b, \psi^* \rangle = \langle \overline{FM}(b), \lambda \rangle = OV(b) \) so \( \psi^* \) is both feasible and optimal. Note that \( \psi^* \) is the unique optimal dual solution since \( U \) is the span of \( a^1, \ldots, a^n \) and \( b \) and defining the value of \( \psi^* \) for each of these vectors uniquely determines an optimal dual solution. This completes the proof. \( \square \)

Remark 4.2 The above theorem can be contrasted with results in Charnes at el. [6] on how it is always possible to reformulate (SILP) to ensure zero duality gap with the finite support dual. Our approach works with the original formulation of (SILP) and thus preserves dual information in reference to the original system of constraints rather than a reformulation. Indeed, our procedure considers an alternate dual rather than the finite support dual.

Theorem 4.3 Consider an instance of (SILP) that is bounded. Then the unique optimal dual solution \( \psi^* \) constructed in Theorem 4.1 satisfies (1.2) for all perturbations \( d \in U \).

Proof By hypothesis (SILP) is bounded. Then by Theorem 4.1 there is an optimal dual solution \( \psi^* \) such that \( \psi^*(b) = OV(b) \). For now assume (SILP) is also solvable with optimal solution \( x(b) \). We relax this assumption later.
We show that for every perturbation \( d \in U \), (1.2) holds for the dual solution \( \psi^* \). If \( d \in U \) then \( d = \sum_{k=1}^{n} \alpha_k a_k + \alpha_0 b \). First assume \( \alpha_0 \geq -1 \) and show that \( \epsilon \in [0, 1] \) is valid in (1.2), i.e. \( \hat{\epsilon} = 1 \). Following the logic of Theorem 4.1, there exists a subsequence \( \{h_m\} \) in \( I_3 \) or \( I_4 \) such that \( \hat{a}^k(h_m) \to 0 \) for \( k = 1, \ldots, n \) and \( \hat{b}(h_m) \to OV(b) \). Since a linear combination of convergent sequences is a convergent sequence the linear functional \( \lambda \) defined in (4.2) is well defined for \( \overline{FM}(U) \), and in particular for \( \overline{FM}(b + d) \). For the projected system (3.3), \( \lambda \) defined in (4.2) is dual feasible and gives objective function value

\[
\psi^*(b + d) = \lambda(\overline{FM}(b + d)) = (1 + \alpha_0)OV(b) + \sum_{k=1}^{n} \alpha_k c_k.
\]

Since \( \alpha_0 \geq -1 \) and \( x_k(b) \) for \( k = 1, \ldots, n \) is a feasible solution to \( \text{SILP} \) we can multiply the inequalities that define the feasible region of \( \text{SILP} \) by \( 1 + \alpha_0 \) and obtain

\[
(1 + \alpha_0) \sum_{k=1}^{n} a_k x_k(b) \geq (1 + \alpha_0)b.
\]

Adding \( \sum_{k=1}^{n} \alpha_k a_k \) to both sides gives

\[
(1 + \alpha_0) \sum_{k=1}^{n} a_k x_k(b) + \sum_{k=1}^{n} \alpha_k a_k \geq (1 + \alpha_0)b + \sum_{k=1}^{n} \alpha_k a_k = b + d
\]

and this implies that \( \text{SILP} \) with right-hand-side \( b + d \) has a primal feasible solution \( \hat{x} \) define as follows: \( \hat{x}_k = (1 + \alpha_0)x_k(b) + \alpha_k \), for \( k = 1, \ldots, n \). This primal solution gives objective function value \( (1 + \alpha_0)OV(b) + \sum_{k=1}^{n} \alpha_k c_k \). By weak duality \( \psi^* \) remains the optimal dual solution for right-hand-side \( b + d \).

Now consider the case where \( \text{SILP} \) is not solvable. In this case the optimal primal objective value is attained as a supremum. In this case there is a sequence \( \{x^m(b)\} \) of primal feasible solutions whose objective function values converges \( OV(b) \).

Now construct a sequence of feasible solutions \( \{\hat{x}^m(b)\} \) using the definition of \( \hat{x} \) above. Then a very similar reasoning to the above shows that the sequence \( \{\hat{x}^m(b)\} \) converges to the value \( \psi^*(b + d) \). Again, by weak duality \( \psi^* \) remains the optimal dual solution for right-hand-side \( b + d \).

Now consider the case where \( \alpha_0 < -1 \). Let \( \hat{\epsilon} = -1/\alpha_0 \). We observe that for any \( \epsilon \in [0, \hat{\epsilon}] \), \( b + \epsilon d = (1 + \epsilon \alpha_0)b + \sum_{k=1}^{n} \epsilon \alpha_k a_k \). Since \( \epsilon \in [0, \hat{\epsilon}] \), it follows that \( 1 + \epsilon \alpha_0 \geq 0 \). Applying the previous logic then gives the result. \( \square \)

\((\text{DSILP}(U))\) is a very special dual. If there exists a \( b \) for which \( \text{SILP} \) is bounded, then DP holds for the dual pair \( \text{(SILP)} - (\text{DSILP}(U)) \) for all \( d \) and \( \hat{\epsilon} \) is easily defined. As shown in the proof of Theorem 4.3, when \( d \) is defined with an \( \alpha_0 \geq -1 \), then \( \hat{\epsilon} = 1 \) and when \( d \) is defined with an \( \alpha_0 < -1 \), then \( \hat{\epsilon} = -1/\alpha_0 \).

This is actually a much stronger result than DP since the same linear functional \( \psi^* \) is valid for every perturbation \( d \). A natural question is when the weaker property DP
holds in spaces that strictly contain $U$. The problem of allowing perturbations $d \notin U$ is that $F\bar{M}(d)$ may not lie in the subspace $M$ defined by (4.1) and therefore the $\lambda$ defined in (4.2) is not defined for $F\bar{M}(d)$. Then we cannot use the adjoint operator $F\bar{M}'$ to get $\psi^*(d)$. This motivates the development of the next section where we want to find the largest possible perturbation space so that SD and DP hold.

5 Extending strong duality and dual pricing to larger constraint spaces

The goal of this section is to prove SD and DP for subspaces $Y \subseteq \mathbb{R}^I$ that extend $U$. In Proposition 5.1 below we prove that the primal-dual pair $(\text{SILP})$–$(\text{DSILP}(Y))$ satisfy SD if and only if the base dual solution $\psi^*$ constructed in Theorem 4.1 can be extended to a positive linear functional over $Y$.

**Proposition 5.1** Consider an instance of $(\text{SILP})$ that is bounded and $Y$ a subspace of $\mathbb{R}^I$ that contains $U$ as a subspace. Then dual pair $(\text{SILP})$–$(\text{DSILP}(Y))$ satisfies SD if and only if the base dual solution $\psi^*$ defined in (1.1) can be extended from $U$ to a positive linear functional over $Y$.

**Proof** If $\psi$ is an optimal dual solution it must be feasible and thus $\psi(a^k) = c_k$ for $k = 1, \ldots, n$ and $\psi(b) = OV(b)$. In other words, $\psi(y) = \psi^*(y)$ for $y \in U$. Thus, $\psi$ is a positive linear extension of $\psi^*$. Conversely, every positive linear extension $\psi$ of $\psi^*$ is dual feasible and satisfies $\psi(b) = OV(b)$. This is because any extension maintains the values of $\psi^*$ when restricted to $U$. $\square$

Moreover, we have the following “monotonicity” property of SD and DP.

**Proposition 5.2** Let $Y$ a subspace of $\mathbb{R}^I$ that contains $U$ as a subspace. Then

1. if the primal-dual pair $(\text{SILP})$–$(\text{DSILP}(Y))$ satisfies SD, then SD holds for every primal dual pair $(\text{SILP})$–$(\text{DSILP}(Q))$ where $Q$ is a subspace of $Y$ that contains $U$.
2. if the primal-dual pair $(\text{SILP})$–$(\text{DSILP}(Y))$ satisfies DP, then DP holds for every primal dual pair $(\text{SILP})$–$(\text{DSILP}(Q))$ where $Q$ is a subspace of $Y$ that contains $U$.

**Proof** Property DP implies property SD so in both cases 1. and 2. above $(\text{SILP})$–$(\text{DSILP}(Y))$ satisfies SD. Then by Proposition 5.1 the base dual solution $\psi^*$ defined in (1.1) can be extended to a positive linear functional $\tilde{\psi}$ over $Y$. Since $Q \subset Y$, $\tilde{\psi}$ is defined on $Q$ and is an optimal dual solution with respect to the space $Q$ since $OV(b) = \psi^*(b) = \tilde{\psi}(b)$ and part 1. is proved.

Now show part 2. Assume there is a $d \in Q \subseteq Y$ and $b + d$ is a feasible right-hand-side to $(\text{SILP})$. By definition of DP there is an $\hat{\epsilon} > 0$ such that

$$OV(b + \epsilon d) = \tilde{\psi}(b + \epsilon d) = OV(b) + \epsilon \tilde{\psi}(d)$$

holds for all $\epsilon \in [0, \hat{\epsilon}]$. But $Q \subset Y$ implies $\tilde{\psi}$ is the optimal linear functional with respect to the constraint space $Q$ and property DP holds. $\square$
Another view of Propositions 5.1 and 5.2 is that once properties SD or DP fail for a constraint space $Y$, then these properties fail for all larger constraint spaces. As the following example illustrates, an inability to extend can happen almost immediately as we enlarge the constraint space from $U$.

**Example 5.3** Consider the (SILP)

$$
\min x_1 \\
(1/i)x_1 + (1/i)^2x_2 \geq (1/i), \quad i \in \mathbb{N}.
$$

The smallest of the $\ell_p(\mathbb{N})$ spaces that contains the columns of (5.1) (and thus $U$) is $Y = \ell_2$. Indeed, the first column is not in $\ell_1$ since $\sum_i \frac{1}{i}$ is not summable. We show SD fails to hold under this choice of $Y = \ell_2$. This implies that DP fails in $\ell_2$ and every space that contains $\ell_2$.

An optimal primal solution is $x_1 = 1$ and $x_2 = 0$ with optimal solution value 1. This follows since (5.1) amounts to the constraint $x_1 \geq 1$ when taking $i \to \infty$. The dual DSILP($\ell_2$) is

$$
sup \sum_{i=1}^{\infty} \frac{\psi_i}{i} \\
\text{s.t.} \sum_{i=1}^{\infty} \frac{\psi_i}{i} = 1 \\
\sum_{i=1}^{\infty} \frac{\psi_i}{i^2} = 0 \\
\psi \in (\ell_2)_+.
$$

In writing DSILP($\ell_2$) we use the fact that $(\ell'_2)_+$ is isomorphic to $(\ell_2)_+$ (see the discussion in Sect. 2). Observe that no nonnegative $\psi$ exists that can satisfy both (5.2) and (5.3). Indeed, (5.3) implies $\psi_i = 0$ for all $i \in \mathbb{N}$. However, this implies that (5.2) cannot be satisfied. Hence, DSILP($\ell_2$) = $-\infty$ and there is an infinite duality gap. Therefore SD fails, immediately implying that DP fails.

**Roadmap for extensions** Our goal is to provide a coherent theory of when properties SD and DP hold in spaces larger than $U$. Our approach is to extend the base dual solution to larger spaces using Fourier–Motzkin machinery. We provide a brief intuition for the method, which is elaborated on below. First, the Fourier–Motzkin operator $\overline{FM}(y)$ defined in (3.7) is used to map $U$ onto the vector space $\overline{FM}(U)$. Next a linear functional $\lambda(\tilde{y})$ (see (4.2)) is defined over $\overline{FM}(U)$. We aim to extend this linear functional to a larger vector space. Define the set

$$
\tilde{Y} := \{y \in Y : -\infty < OV(y) < \infty\}.
$$

Note that $\tilde{Y}$ is the set of “interesting” right hand sides, so it is a natural set to investigate. In a subsequent paper based on this work, Zhang [25] works with an alternative set
to \( \hat{Y} \). Extending to all of \( Y \) beyond \( \hat{Y} \) is unnecessary because these correspond to right hand sides which give infeasible or unbounded primal. However, the set \( \hat{Y} \) is not necessarily a vector space, which makes it hard to talk of dual solutions acting on this set. If \( \hat{Y} \) is a vector space, then \( \overline{FM}(\hat{Y}) \) is also a vector space and we show it is valid under the hypotheses of the Hahn–Banach Theorem to extend the linear functional \( \lambda \) defined in (4.2) from \( \overline{FM}(U) \) to \( \hat{\lambda} \) on \( \overline{FM}(\hat{Y}) \). Finally, the adjoint \( \overline{FM}' \) of the Fourier–Motzkin operator \( \overline{FM} \) is used to map the extended linear functional \( \hat{\lambda} \) to an optimal linear functional on \( \hat{Y} \). Under appropriate conditions detailed below, this allows us to work with constraint spaces \( \hat{Y} \) that strictly contain \( U \) and still satisfy SD and DP. See Theorems 5.7 and 5.13 for careful statements and complete details. Figure 1 may help the reader keep track of the spaces involved. We emphasize that in order for \((\text{DSILP}(\hat{Y}))\) to be well defined, \( \hat{Y} \) must contain \( U \) and itself be a vector space.

5.1 Strong duality for extended constraint spaces

Recall the definition of \( \hat{Y} \) in (5.4). The following lemma is used to show \( U \subseteq \hat{Y} \) in the subsequent discussion.

Lemma 5.4 If \(-\infty < OV(b) < \infty \) (equivalently, \((\text{SILP})\) with right-hand-side \( b \) is bounded), then \(-\infty < OV(a^k) < \infty \) for all \( k = 1, \ldots, n \).

Proof If the right-hand-side vector is \( a^k \) then \( x_k = 1 \) and \( x_j = 0 \) for \( j \neq k \) for a feasible objective value \( c_k \). Thus \( OV(a^k) \leq c_k < \infty \).

Now show \( OV(a^k) > -\infty \). Since \( OV(a^k) < \infty \), by Lemma 3.6, \( OV(a^k) = \max\{S(a^k), L(a^k)\} \). If \( I_3 \neq \emptyset \) then \( S(a^k) > -\infty \) which implies \( OV(a^k) > -\infty \) and we are done. Therefore assume \( I_3 = \emptyset \). Then \( S(b) = -\infty \). However, by hypothesis \( -\infty < OV(b) < \infty \) so by Lemma 3.6

\[
OV(b) = \max\{S(b), L(b)\} = \max\{-\infty, L(b)\},
\]

which implies \(-\infty < L(b) < \infty \). Then by Lemma 3.9 there exists a sequence of distinct indices \( h_m \) in \( I_4 \) such that \( \lim_{m \to \infty} \hat{\alpha}^k(h_m) = 0 \) for all \( k = \ell, \ldots, n \). Note also that \( \hat{\alpha}^k(h) = 0 \) for \( k = 1, \ldots, \ell - 1 \) and \( h \in I_4 \). Let \( \hat{\gamma} = \overline{FM}(a^k) \).

Then \( \lim_{m \to \infty} \hat{\alpha}^k(h_m) = 0 \) implies by Lemma 3.4, \( \lim_{m \to \infty} \hat{\gamma}(h_m) = c_k \). Again by Lemma 3.9, \( L(a^k) \geq \lim_{m \to \infty} \hat{\gamma}(h_m) = c_k \). \( \square \)

Theorem 5.5 Consider an instance of \((\text{SILP})\) that is bounded. Let \( Y \) be a subspace of \( \mathbb{R}^l \) such that \( U \subseteq Y \) and \( \hat{Y} \) is a vector space. Then the dual problem \((\text{DSILP}(\hat{Y}))\) is solvable and SD holds for the primal-dual pair \((\text{SILP})-(\text{DSILP}(\hat{Y}))\).

Proof The proof of this theorem is similar to the proof of Theorem 4.1. We use the operator \( \overline{FM} \) and consider the linear functional \( \lambda \) defined in (4.2) which was shown to be a linear functional on \( \overline{FM}(U) \). By hypothesis, \( U \subseteq Y \) and so by Lemma 5.4, \( U \subseteq \hat{Y} \) which implies \( \overline{FM}(U) \subseteq \overline{FM}(\hat{Y}) \). Since \( \hat{Y} \) is a vector space, \( \overline{FM}(\hat{Y}) \) is a vector space since \( \overline{FM} \) is a linear operator. We use the Hahn-Banach theorem to
extend λ from $\overline{FM}(U)$ to $\overline{FM}(\hat{Y})$. First observe that if $\overline{FM}(y^1) = \overline{FM}(y^2) = \hat{y}$, then $S(y^1) = S(y^2)$ and $L(y^1) = L(y^2)$ because these values only depend on $\hat{y}$, and therefore, $OV(y^1) = OV(y^2)$. This means for any $\hat{y} \in \mathbb{R}^H$, $S$, $L$ and $OV$ are constant functions on the affine space $\overline{FM}^{-1}(\hat{y})$. Since $OV(y) < \infty$ for all $y \in \hat{Y}$, by Lemma 3.7, $OV$ is sublinear on $\hat{Y}$. We can push forward the sublinear function $OV$ on $\hat{Y}$ by setting $p(\hat{y}) = OV(\overline{FM}^{-1}(\hat{y}))$ ($p$ is sublinear as it is the composition of the inverse of a linear function and a sublinear function). Moreover, by Lemmas 3.9, 3.10

Fig. 1 Illustrating Theorem 5.5
and Theorem 3.6, \( \lambda(\bar{y}) \leq \max\{S(y), L(y)\} = OV(y) = p(\bar{y}) \) for all \( \bar{y} \in \overline{FM}(U) \). Then by the Hahn–Banach Theorem there exists an extension of \( \lambda \) on \( \overline{FM}(U) \) to \( \tilde{\lambda} \) on \( \overline{FM}(\hat{Y}) \) such that

\[
-p(-\bar{y}) \leq \tilde{\lambda}(\bar{y}) \leq p(\bar{y})
\]

for all \( \bar{y} \in \overline{FM}(\hat{Y}) \). We now show \( \tilde{\lambda}(\bar{y}) \) is positive on \( \overline{FM}(\hat{Y}) \). If \( \bar{y} \geq 0 \) then \( -\bar{y} \leq 0 \) and \( \omega(\delta, -\bar{y}) = \sup\{-\bar{y}(h) - \delta \sum_{k=1}^n |\hat{a}^k(h)| : h \in I_4\} \leq 0 \) for all \( \delta \). Then \( L(-y) = \lim_{\delta \to \infty} \omega(\delta, -\bar{y}) \leq 0 \) for any \( y \) such that \( \bar{y} = \overline{FM}(y) \). Likewise \( S(-y) = \sup\{-\bar{y}(h) : h \in I_3\} \leq 0 \). Then \( S(-y), L(-y) \leq 0 \) implies

\[
-p(-\bar{y}) = -OV(-y) = -\max\{S(-y), L(-y)\} = \min\{-S(-y), -L(-y)\} \geq 0
\]

and \( -p(-\bar{y}) \leq \tilde{\lambda}(\bar{y}) \) gives \( 0 \leq \tilde{\lambda}(\bar{y}) \) on \( \overline{FM}(\hat{Y}) \).

We have shown that \( \tilde{\lambda} \) is a positive linear functional on \( \overline{FM}(\hat{Y}) \). It follows that \( \psi^* = \overline{FM}(\tilde{\lambda}) \) is a positive linear functional on \( \hat{Y} \).

Now recall that the \( \lambda \) defined in (4.2) in Theorem 4.1 had the property that \( \langle \overline{FM}(b), \lambda \rangle = OV(b) \) and \( \overline{FM}(a^k), \lambda = c_k \). By definition of \( U, a^k \in U \) for \( k = 1, \ldots, n \) and \( b \in U \). However, \( \tilde{\lambda} \) is an extension of \( \lambda \) from \( \overline{FM}(U) \) to \( \overline{FM}(\hat{Y}) \). Therefore, for \( \psi^* = \overline{FM}(\tilde{\lambda}) \)

\[
\langle a^k, \psi^* \rangle = \langle a^k, \overline{FM}(\tilde{\lambda}) \rangle = \langle \overline{FM}(a^k), \tilde{\lambda} \rangle = \langle \overline{FM}(a^k), \lambda \rangle = c_k
\]

and similarly

\[
\langle b, \psi^* \rangle = \langle b, \overline{FM}(\tilde{\lambda}) \rangle = \langle \overline{FM}(b), \tilde{\lambda} \rangle = \langle \overline{FM}(b), \lambda \rangle = OV(b).
\]

Hence \( \psi^* \) is an optimal dual solution to (DSILP(\( \hat{Y} \))) with optimal value \( OV(b) \). This is the optimal value of (SILP), so there is no duality gap.

\[\square\]

**Remark 5.6** The condition that \( \hat{Y} \) be a vector space is somewhat restrictive. For instance, \( \hat{Y} \) cannot be a vector space if there is a nonzero \( \hat{b}(h) \) for \( h \in I_1 \). To observe this, for \( y \in \hat{Y} \) we must have \( \hat{y}(h) \leq 0 \) for all \( h \in I_1 \) as a condition of primal feasibility for \( OV(y) < \infty \) (see Theorem 6 in [4]). However, if \( \hat{y}(h) < 0 \) then \( -\hat{y}(h) > 0 \) and (SILP) with right-hand side \( -y \) is infeasible (again by Theorem 6 in [4]) and \( OV(-y) = \infty \). Hence, \( -y \not\in \hat{Y} \) and \( \hat{Y} \) is not a vector space.

The following result establishes strong duality without reference to \( \hat{Y} \).

**Theorem 5.7** If \( \overline{FM}(Y) \subseteq \ell_\infty(H) \) and (SILP) with right-hand-side \( b \) is bounded, then SD holds.

**Proof** Consider the positive linear functional \( \lambda \) defined in (4.2) over the linear subspace \( M \) defined in (4.1). The core point \( e = (1, 1, \ldots) \) of the positive cone of \( \ell_\infty(H) \) is in \( M \). By the Krein–Rutman theorem (see Theorem 6B in [17]), \( \lambda \) extends to a positive linear functional \( \hat{\lambda} \) over \( \ell_\infty(H) \). By hypothesis, \( \overline{FM}(Y) \subseteq \ell_\infty(H) \) and so \( \hat{\lambda}_{|\overline{FM}(Y)} \) is a positive linear functional over \( \overline{FM}(Y) \), where \( \hat{\lambda}_{|\overline{FM}(Y)} \) is the restriction of \( \hat{\lambda} \) to
By taking the adjoint, this implies \( \varphi^* = FM'\left(\hat{\lambda}_{|FM(Y)}\right) \) is a positive linear functional over \( Y \).

In the proof of Theorem 4.1 we showed that \( \lambda(FM(a^k)) = c_k \) for \( k = 1, 2, \ldots, n \) and \( \lambda(FM(b)) = OV(b) \). Hence,

\[
\varphi^*(a^k) = \left\langle a^k, \frac{FM', \hat{\lambda}_{|FM(Y)}}{FM(a^k)} \right\rangle = \left\langle FM(a^k), \hat{\lambda}_{|FM(Y)} \right\rangle = \hat{\lambda} \left( FM(a^k) \right) = \lambda \left( FM(a^k) \right) = c_k
\]

where the second equality uses the definition of the adjoint, the third equality uses the fact that \( FM(a^k) \in FM(Y) \) and the fourth equality follows since \( FM(a^k) \subseteq M \). Thus \( \varphi^*(b) \) is dual feasible. Similar reasoning shows \( \varphi^*(b) = OV(b) \) and this gives strong duality. \( \square \)

**Remark 5.8** Note that determining whether \( FM(Y) \subseteq \ell_\infty(H) \) is independent of the right-hand side \( b \) in (SILP). Therefore, if this condition is established, strong duality holds for every \( b \) where (SILP) is bounded.

**Remark 5.9** Observe that in the case of finite-dimensional linear programming \( (Y = \mathbb{R}^m \text{ for some positive integer } m) \) then the set \( H \) is finite and \( FM(Y) \) is always a subspace of \( \ell_\infty(H) \) (indeed, \( \ell_\infty(H) \) is all of \( \mathbb{R}^H \)). Theorem 5.7 thus reduces to classical strong duality for bounded finite-dimensional linear programs.

**Remark 5.10** We remark on how to verify the condition that \( FM(Y) \subseteq \ell_\infty(H) \). Since (SILP) has \( n \) variables, a Fourier–Motzkin multiplier vector has at most \( 2^n \) nonzero components. Therefore, if the constraint space is \( Y \subseteq \ell_\infty(I) \), and the nonzero components of the multiplier vectors \( u \) obtained by the Fourier–Motzkin elimination process have a common upper bound \( N \), then we satisfy the condition \( FM(Y) \subseteq \ell_\infty(H) \). Checking that the nonzero components of the multiplier vectors \( u \) obtained by Fourier–Motzkin elimination process have a common upper bound \( N \) is verifiable through the Fourier–Motzkin procedure.

**Example 5.11** (Example 5.3, continued) Recall that SD fails in Example 5.3. In this case, \( a^1, a^2, b \in Y := \ell_\infty \) (indeed in \( \ell_2 \) however the condition \( FM(Y) \subseteq \ell_\infty(H) \) fails since the Fourier–Motzkin multiplier vectors are \( (1, 0, \ldots, 0, i, 0, \ldots) \) for all \( i \in \mathbb{N} \) and \( FM(-e) \notin \ell_\infty(H) \) for \( e = (1, 1, \ldots) \) but \( -e \in Y \).

### 5.2 An Example where SD holds but DP fails

In Example 3.2 we illustrate a case where SD holds but DP fails. In the following subsection we provide sufficient conditions that guarantee when DP holds. The smallest of the standard constraint spaces that contains the columns and right-hand-side of
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(3.4) is c. To see this note that the first column in the sequence, (1, 0, 0, 1, 1, . . . ), is not an element of $\ell_p$ (for $1 \leq p < \infty$) and is also not contained in $c_0$. It is easy to check that the columns and the right hand side lie in c. We show that SD holds with (DSILP(c)) but DP fails. Then, by Proposition 5.2, DP fails for any sequence space that contains c, including $\ell_\infty$.

Our analysis uses the Fourier–Motzkin elimination procedure. We first show that SD holds. The components of the Fourier–Motzkin multipliers (which can be read off the right side of (3.5)) have an upper bound of 1. By Remark 5.10 the hypotheses of Theorem 5.7 hold and we have SD.

We now show that DP fails. We do this by showing that there is a unique optimal dual solution (Claim 1) and that DP fails for this unique solution (Claim 2).

Claim 1 The limit functional $\psi_{0\oplus 1}$ (using the notation set for dual linear functionals over c introduced in Sect. 2) is the unique dual optimal solution to (DSILP(c)).

Recall that every positive dual solution in c has the form $\psi_{w\oplus r}$ where $w \in \ell_1^+$ and $r \in \mathbb{R}$ and $\psi_{w\oplus r}(y) = \sum_{i=1}^{\infty} w_i y_i + ry_\infty$ for every convergent sequence $y$ with limit $y_\infty$. The constraints to (DSILP(c)) are written as follows

$$
\psi_{w\oplus r}(a^1) = 1, \quad \psi_{w\oplus r}(a^2) = 0, \quad \psi_{w\oplus r}(a^3) = 0.
$$

This implies the following about $w$ and $r$ for dual feasibility

$$
w_1 + w_4 + \sum_{i=5}^{\infty} w_i + ra_\infty^1 = 1
$$

$$
- w_2 + w_4 - \sum_{i=5}^{\infty} \frac{w_i}{i} + ra_\infty^2 = 0
$$

$$
- w_3 - \sum_{i=5}^{\infty} \frac{w_i}{i^2} + ra_\infty^3 = 0,
$$

which simplifies to

$$w_4 = 1 - w_1 - \sum_{i=5}^{\infty} w_i - r \quad (5.5)$$

$$w_4 = w_2 + \sum_{i=5}^{\infty} \frac{w_i}{i} \quad (5.6)$$

$$0 = w_3 + \sum_{i=5}^{\infty} \frac{w_i}{i^2} \quad (5.7)$$

by noting $a_\infty^1 = 1$ and $a_\infty^2 = a_\infty^3 = 0$. The dual objective value for a feasible $\psi_{w\oplus r}$ is

$$\psi_{w\oplus r}(b) = -w_1 - w_2 - w_3$$

since $b_\infty = 0$. 
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Since \( w = 0 \) and \( r = 1 \) satisfies (5.5)–(5.7) with an objective value of 0, \( \psi_{0\oplus 1} \) is feasible. Now consider an arbitrary dual solution \( \psi_{w \oplus r} \). If any one of \( w_1, w_2, w_3 > 0 \) then \( \psi_{w \oplus r}(b) < 0 \) (recall that \( w \geq 0 \)) and so \( \psi_{w \oplus r} \) is not dual optimal since \( \psi_{0\oplus 1} \) yields a greater objective value. This means we can take \( w_1 = w_2 = w_3 = 0 \) in any optimal dual solution. Combined with (5.7) this implies \( \sum_{i=5}^{\infty} \frac{w_i}{2^i} = 0 \). Since \( w_i \geq 0 \) this implies \( w_i = 0 \) for \( i = 5, 6, \ldots \). From (5.6) this implies \( w_4 = 0 \). Thus, in every dual optimal solution \( w = 0 \) and (5.5) implies \( r = 1 \). Therefore the limit functional \( \psi_{0\oplus 1} \) is the unique optimal dual solution, establishing the claim.

The limit functional is an optimal dual solution with an objective value of 0 which is also the optimal primal value since SD holds. Next we argue that DP fails. Since the limit functional is the unique optimal dual solution, it is the only allowable \( \psi^* \) in (1.2). This observation makes it easy to verify that DP fails. We show that (1.2) fails for \( \psi_{0\oplus 1} \) and \( d = (0, 0, 0, 1, 0, \ldots) \). This perturbation vector \( d \) leaves the problem unchanged except for fourth constraint, which becomes \( x_1 + x_2 \geq \epsilon \).

**Claim 2** For all sufficiently small \( \epsilon > 0 \), the primal problem with the new right-hand-side vector \( b + \epsilon d \) for \( d = (0, 0, 0, 1, 0, \ldots) \) is feasible and has a primal objective function value \( OV(b + \epsilon d) \) strictly greater than zero.

To establish feasibility, observe that \( d \) only changes the right-hand side vector in its fourth component from 0 to \( \epsilon \). In (3.5) this amounts to changing the right-hand side of the second constraint to \(-1 + \epsilon \) and the third set of constraints to \( \sum_{i=5}^{\infty} \frac{w_i}{2^i} \). Then, there remains a feasible choice for \( z \) in (3.5) for any choice of \( \epsilon \) (for instance, \( z \geq |\epsilon| \) suffices). Then by Remark 3.1 we know the original problem (3.4) is also feasible for any choice of \( \epsilon \).

Turning to the value of the primal objective function, the third set of constraints in (3.5) is now

\[
z \geq \frac{-1}{i(1+i)} + \frac{\epsilon}{1+i} = \frac{1}{(1+i)} \left( \epsilon - \frac{1}{i} \right), \quad i = 5, 6, \ldots
\]

Let \( \epsilon = 1/N \) for a positive integer \( N \geq 3 \). Define \( \hat{i} = 2/\epsilon = 2N \). Then constraint \( \hat{i} \) is

\[
z \geq \frac{1}{\left(\frac{\epsilon}{2} + 1\right)} \left( \epsilon - \frac{1}{\epsilon} \right) = \frac{1}{\left(\frac{\epsilon}{2} + 1\right)} \left( \frac{\epsilon}{2} \right) > 0.
\]

This constraint is a lower bound on the objective value of the primal and this implies that \( OV(b + \frac{1}{2} \epsilon d) \geq \frac{1}{\left(\frac{\epsilon}{2} + 1\right)} \left( \frac{\epsilon}{2} \right) > 0 \). This establishes the claim.

To show (1.2) does not hold, observe \( d \) has finite support so that the limit functional evaluates \( d \) to zero. That is, \( \psi_{0\oplus 1}(d) = 0 \). This implies that for all sufficiently small \( \epsilon \),

\[
OV(b) + \epsilon \psi_{0\oplus 1}(d) = 0 < OV(b + \epsilon d),
\]

where the inequality follows by Claim 2. Hence, there does not exist an \( \hat{\epsilon} > 0 \) such that (1.2) holds for \( \psi^* = \psi_{0\oplus 1} \) and \( d = (0, 0, 0, 1, 0, \ldots) \). This implies that DP fails.
5.3 Dual pricing in extended constraint spaces

The fact that DP fails for this example is intuitive. The structure of the primal is such that the only dual solution corresponds to the limit functional. However, the value of the limit functional is unchanged by perturbations to a finite number of constraints. Since the primal optimal value changes under finite support perturbations, this implies that the limit functional cannot correctly “price” finite support perturbations.

Despite the existence of many sufficient conditions for SD in the literature, to our knowledge sufficient conditions to ensure DP for semi-infinite programming have only recently been considered for the finite support dual (FDSILP) (see Goberna and López [13] for a summary of these results). We contrast our results with those in Goberna and López [13] following the proof of Theorem 5.13. Our sufficient conditions for DP, based on the output (3.3) of the Fourier–Motzkin elimination procedure, are

DP.1 If $I_3 \neq \emptyset$ and $\mathcal{H}_S := \{\{h_m\}_{m \in \mathbb{N}} \subseteq I_3 : \limsup_{m \in \mathbb{N}} \tilde{b}(h_m) < S(b)\}$ then

$$\sup \left\{ \limsup_{m \in \mathbb{N}} \tilde{b}(h_m) : \{h_m\}_{m \in \mathbb{N}} \in \mathcal{H}_S \right\} < S(b).$$

DP.2 If $I_4 \neq \emptyset$ and

$$\mathcal{H}_L := \{\{h_m\}_{m \in \mathbb{N}} \subseteq I_4 : \limsup_{m \in \mathbb{N}} \tilde{b}(h_m) < L(b) \text{ and } \lim_{m \to \infty} \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0\}$$

then

$$\sup \left\{ \limsup_{m \in \mathbb{N}} \tilde{b}(h_m) : \{h_m\}_{m \in \mathbb{N}} \in \mathcal{H}_L \right\} < L(b).$$

By Lemmas 3.9 and 3.10, subsequences $\{\tilde{b}(h)\}$ with the indices $h$ in $I_3$ or $I_4$ are bounded above by $S(b)$ and $L(b)$, respectively, and in the case of $L(b)$, $\tilde{a}^k(h) \to 0$ for all $k = 1, \ldots, n$. Conditions DP.1-DP.2 require that limit values of these subsequences that do not achieve $S(b)$ or $L(b)$ (depending on whether the sequence is in $I_3$ or $I_4$, respectively) do not become arbitrarily close to $S(b)$ or $L(b)$.

Remark 5.12 In the case of Condition DP.1, given $h \in I_3$ we may take $h_m = h$ for all $m \in \mathbb{N}$ and then $\limsup_{m \in \mathbb{N}} \tilde{b}(h_m) = \tilde{b}(h)$. Then Condition DP.1 becomes $\sup\{\tilde{b}(h) : h \in I_3 \text{ and } \tilde{b}(h) < S(b)\} < S(b)$ when $I_3 \neq \emptyset$. This condition can only hold if the supremum of the $\tilde{b}(h)$ is achieved over $I_3$. A similar conclusion does not hold for DP.2. In this case $\{h_m\}_{m \in \mathbb{N}}$ cannot be a sequence of identical indices if $\lim_{m \to \infty} \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0$ since $\sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| \neq 0$ for all $h_m \in I_4$.

The proof of the following theorem uses three technical lemmas (Lemmas 7.1–7.3) found in the “Appendix”.

Theorem 5.13 Consider an instance of (SILP) that is bounded for right-hand-side $b$. Suppose the constraint space $Y$ for (SILP) is such that $FM(Y) \subseteq \ell_\infty(H)$ and Conditions DP.1 and DP.2 hold. Then property DP holds for (SILP).
Proof Assume $d \in Y$ is a perturbation vector such that $b + d$ is feasible. We show there exists an optimal dual solution $\psi^*$ to $(\text{DSILP}(Y))$ and an $\hat{\epsilon} > 0$ such that

$$OV(b + \epsilon d) = \psi^*(b + \epsilon d) = OV(b) + \epsilon \psi^*(d)$$

for all $\epsilon \in [0, \hat{\epsilon})$. There are several cases to consider.

Case 1 $L(b) > S(b)$. By hypothesis $\overline{FM}(d) = \tilde{d} \in \ell_\infty(H)$ and this implies $\sup_{h \in I_3} |\tilde{d}(h)| < \infty$. Thus, $S(d) < \infty$. Then $L(b) > S(b)$ implies there exists an $\epsilon_1 > 0$ such that $L(b) > S(b) + \epsilon S(d)$ for all $\epsilon \in [0, \epsilon_1]$. However, by Lemma 3.7, $S(y)$ is a sublinear function of $y$ so $S(b) + \epsilon S(d) \geq S(b + \epsilon d)$. Define $\beta := \min_{\epsilon \in [0, \epsilon_1]} L(b) - S(b + \epsilon d) \geq \min_{\epsilon \in [0, \epsilon_1]} L(b) - S(b) - \epsilon S(d)$. Since the function $L(b) - S(b) - \epsilon S(d)$ is linear and it is strictly positive at the end points of $[0, \epsilon_1]$, this implies $\beta > 0$.

Again, $\tilde{d} \in \ell_\infty(H)$ implies the existence of $\epsilon_2 > 0$ such that $\epsilon_2 \sup_{h \in I_4} |\tilde{d}(h)| < \beta/2$. Let $\epsilon_3 = \min\{\epsilon_1, \epsilon_2\}$. Then for all $\epsilon \in [0, \epsilon_3]$

$$L(b + \epsilon d) = \lim_{\delta \to \infty} \sup \left\{ \tilde{b}(h) + \epsilon \tilde{d}(h) \right\} = \lim_{\delta \to \infty} \sup \left\{ \tilde{b}(h) - \frac{\beta}{2} \right\} = L(b) + \frac{\beta}{2} > S(b + \epsilon d).$$

A similar argument gives $L(b + \epsilon d) < L(b) + \frac{\beta}{2}$ so $L(b + \epsilon d) < \infty$.

By hypothesis $(\text{SILP})$ is feasible so by Theorem 3.6, $OV(b) = \max\{S(b), L(b)\}$. Then $L(b) > S(b)$ implies $L(b) > -\infty$. Thus $-\infty < L(b)$, $L(b + \epsilon_3 d) < \infty$. Thus, the hypotheses of Lemma 7.2 hold. Now apply Lemma 7.2 and observe there is a $\hat{\epsilon}$ which we can take to be less than $\epsilon_3$ and a sequence $\{h_m\}_{m \in \mathbb{N}} \subseteq I_4$ such that for all $\epsilon \in [0, \hat{\epsilon}]$

$$\tilde{b}(h_m) \to L(b), \tilde{d}_\epsilon(h_m) \to L(b + \epsilon d), \text{ and } \sum_{k=\ell}^n |\tilde{a}(h_m)| \to 0,$$

where $\tilde{d}_\epsilon = \overline{FM}(b + \epsilon d)$.

We have also shown for all $\epsilon \in [0, \epsilon_3]$, $L(b + \epsilon d) > S(b + \epsilon d)$. Then by Theorem 3.6 $OV(b + \epsilon d) = L(b + \epsilon d)$. Using the sequence $\{h_m\}_{m \in \mathbb{N}} \subseteq I_4$ define the linear functional $\lambda$ as in (4.2). Then extend this linear functional as in Theorem 5.7 and use the adjoint of the $\overline{FM}$ operator to get the linear functional $\psi^*$ with the property that $OV(b + \epsilon d) = \psi^*(b + \epsilon d)$ for all $\epsilon \in [0, \hat{\epsilon}]$.

Case 2 $S(b) > L(b)$. This case follows the same proof technique as in the $L(b) > S(b)$ case but invoke Lemma 7.3 instead of Lemma 7.2.

Case 3 $S(b) = L(b)$. By Lemma 7.2 there exists $\hat{\epsilon}_L > 0$ and a sequence $\{h_m\}_{m \in \mathbb{N}} \subseteq I_4$ such that for all $\epsilon \in [0, \hat{\epsilon}_L]$

$$\tilde{b}(h_m) \to L(b), \tilde{d}_\epsilon(h_m) \to L(b + \epsilon d), \text{ and } \sum_{k=\ell}^n |\tilde{a}(h_m)| \to 0,$$
where \( \tilde{\delta} = \overline{FM}(b + \epsilon d) \).

Likewise, by Lemma 7.3 there exists \( \hat{\epsilon}_S > 0 \) and a sequence \( \{g_m\}_{m \in \mathbb{N}} \subseteq I_3 \) such that for all \( \epsilon \in [0, \hat{\epsilon}_S] \)

\[
\tilde{\delta}(g_m) \to S(b + \epsilon d)
\]

where \( \tilde{\delta} = \overline{FM}(b + \epsilon d) \).

Now let \( \tilde{\epsilon} = \min[\hat{\epsilon}_L, \hat{\epsilon}_S] \). By Lemma 7.1, for all \( \epsilon \in (0, \tilde{\epsilon}] \), \( S(b + \epsilon d) \) and \( L(b + \epsilon d) \) are the same convex combinations of \( S(b) \), \( S(b + \tilde{\epsilon} d) \) and \( L(b) \), \( L(b + \hat{\epsilon} d) \) respectively. There are now three possibilities. First, if \( S(b + \tilde{\epsilon} d) = L(b + \tilde{\epsilon} d) \) then \( S(b + \epsilon d) = L(b + \epsilon d) \) for all \( \epsilon \in (0, \tilde{\epsilon}] \) and we have alternative optimal dual linear functionals generated from the \( \{g_m\} \) and \( \{h_m\} \) sequences. Second, if \( S(b + \tilde{\epsilon} d) > L(b + \tilde{\epsilon} d) \) then \( S(b + \epsilon d) > L(b + \epsilon d) \) for all \( \epsilon \in (0, \tilde{\epsilon}] \) and the dual linear functional generated from the \( \{g_m\} \) sequence will satisfy the dual pricing property. Third, if \( S(b + \tilde{\epsilon} d) < L(b + \tilde{\epsilon} d) \) then \( S(b + \epsilon d) < L(b + \epsilon d) \) for all \( \epsilon \in (0, \tilde{\epsilon}] \) and the dual linear functional generated from the \( \{h_m\} \) sequence will satisfy the dual pricing property. \( \square \)

The following two examples illustrate that neither of DP.1 nor DP.2 are redundant conditions.

**Example 5.14** (Example 3.2) Example 3.2 did not have the DP property. Recall for this example that \( OV(b) = S(b) = 0 \). Consider the projected system (3.5). Condition DP.2 is satisfied vacuously since \( I_4 = \emptyset \). However, Condition DP.1 does not hold because \(-1/i(1 + i) < 0 = S(b)\), for \( i = 5, 6, \ldots\), but the supremum over all \( i \) is zero. That is, \( \sup\{\hat{b}(h) : h \in I_3 \text{ and } \hat{b}(h) < 0\} = 0 = S(b) \). See the comments in Remark 5.12.

**Example 5.15** Consider the following (SILP)

\[
\begin{align*}
\inf x_1 \\
x_1 + \frac{1}{m+n}x_2 & \geq -\frac{1}{n^2}, \quad (m, n) \in I
\end{align*} \tag{5.8}
\]

whose constraints are indexed by \( I = \{(m, n) : (m, n) \in \mathbb{N} \times \mathbb{N}\} \). Putting into standard form gives

\[
\begin{align*}
\inf z \\
z - x_1 & \geq 0 \\
x_1 + \frac{1}{m+n}x_2 & \geq -\frac{1}{n^2}, \quad (m, n) \in I.
\end{align*}
\]

Apply Fourier–Motzkin elimination, observe \( H = I_4 = I \), and obtain

\[
\begin{align*}
\inf z \\
z + \frac{1}{m+n}x_2 & \geq -\frac{1}{n^2}, \quad (m, n) \in I_4.
\end{align*}
\]
In this case $I_3 = \emptyset$ so DP.1 holds vacuously. We show that DP.2 fails to hold for this example and that property DP does not hold.

In our notation, for an arbitrary but fixed $\bar{n} \in \mathbb{N}$, there are subsequences

$$\{\tilde{b}(m, \bar{n})\}_{m \in \mathbb{N}} = \left\{ -\frac{1}{n^2} \right\}_{m \in \mathbb{N}} \rightarrow -\frac{1}{\bar{n}^2}, \quad \{\tilde{a}(m, \bar{n})\}_{m \in \mathbb{N}} = \left\{ \frac{1}{m + \bar{n}} \right\}_{m \in \mathbb{N}} \rightarrow 0.$$

Likewise, for an arbitrary but fixed $\bar{m} \in \mathbb{N}$, there are subsequences

$$\{\tilde{b}(\bar{m}, n)\}_{n \in \mathbb{N}} = \left\{ -\frac{1}{n^2} \right\}_{n \in \mathbb{N}} \rightarrow 0, \quad \{\tilde{a}(\bar{m}, n)\}_{n \in \mathbb{N}} = \left\{ \frac{1}{\bar{m} + n} \right\}_{n \in \mathbb{N}} \rightarrow 0.$$

Claim 1 An optimal primal solution is $x_1 = x_2 = 0$ with optimal value $z = 0$. Observe that $x_1 = x_2 = 0$ is a primal feasible solution with objective function value 0 since the right-hand-side vector is negative. Now we argue that the optimal objective value cannot be negative. If $x$ is a primal feasible solution, then (5.8) implies that $x_1 + \frac{x_2}{n+1} \geq -\frac{1}{n^2}$ for all $n \in \mathbb{N}$. Taking $n \rightarrow \infty$ implies $x_1 \geq 0$. Hence, the optimal value $z \geq 0$. Since $x_1 = x_2 = 0$ is feasible and has optimal value 0 then it must be an optimal solution and $\text{OV}(b) = 0$.\dagger

We consider perturbation vector $d(m, n) = \tilde{d}(m, n) = \frac{1}{n}$ for all $(m, n) \in I_4$.

Claim 2 For all $n \in \mathbb{N}$, $L(b + \frac{2}{n}d) = \frac{(2/n)^2}{4} = \frac{1}{n^2}$. For a fixed $\hat{n} \in \mathbb{N}$, consider the subsequence $\{m, \hat{n}\}_{m \in \mathbb{N}}$ of $I_4$ where

$$\left\{ \tilde{b}(m, \hat{n}) + \frac{2}{n} \tilde{a}(m, \hat{n}) \right\}_{m \in \mathbb{N}} = \left\{ -\frac{1}{\hat{n}^2} + \frac{2}{n \hat{n}} \right\}_{m \in \mathbb{N}} = \left\{ \frac{1}{n \hat{n}} \right\}_{m \in \mathbb{N}}.$$

Then since $\{(m, \hat{n})\} \in I_4$ for all $m \in \mathbb{N}$, $\frac{1}{m+\hat{n}} \rightarrow 0$ as $m \rightarrow \infty$, by Lemma 3.9, $L(b + \frac{2}{n}d) \geq \frac{1}{n^2}$. Now show this is an equality by showing it is the best possible limit value of any sequence.

The maximum value of $\{\tilde{b}(m, n) + \frac{2}{n} \tilde{a}(m, n)\}_{(m, n) \in \mathbb{N} \times \mathbb{N}}$ is given by

$$\max_n \left( -\frac{1}{n^2} + \frac{2}{n \hat{n}} \right),$$

which, using simple Calculus, is achieved for $n = \hat{n}$. This shows that $\tilde{b}(m, n) + \frac{2}{n} \tilde{a}(m, n) \leq \frac{1}{n^2}$ for all $(m, n) \in \mathbb{N} \times \mathbb{N}$. From Lemma 3.9, $L(b + \frac{2}{n}d)$ is the limit of some subsequence of elements in $\{\tilde{b}(m, n) + \frac{2}{n} \tilde{a}(m, n)\}_{(m, n) \in \mathbb{N} \times \mathbb{N}}$. Since each element is less than $\frac{1}{n^2}$, $L(b + \frac{2}{n}d) \leq \frac{1}{n^2}$. This implies that $L(b + \frac{2}{n}d) = \frac{1}{n^2}$.

Claim 3 For this perturbation vector $d$, there is no dual solution $\psi$ and an $\hat{\epsilon} > 0$ such that

$$\text{OV}(b + \epsilon d) = L(b + \epsilon d) = \psi(b + \epsilon d)$$

for all $\epsilon \in [0, \hat{\epsilon}]$. Assume such a $\psi$ and $\hat{\epsilon} > 0$ exist. Consider any $\hat{n}$ such that $\frac{2}{n} < \hat{\epsilon}$.

By Claim 2, $L(b + \frac{2}{n}d) = \frac{1}{n^2}$, but by the linearity of $\psi$, $\psi(b + \frac{2}{n}d) = \psi(b) + \frac{2}{n} \psi(d)$.\copyright Springer
Then \( L(\frac{2}{n} d) = \psi(\frac{2}{n} d) \) implies \( \frac{1}{n^2} = \psi(\frac{2}{n}) \) for all \( n \) such that \( \frac{2}{n} < \hat{c} \). By Claim 1, \( L(b) = 0 \) so \( \psi(b) = 0 \). Then \( \frac{1}{n} = 2\psi(d) \) for all \( n \) such that \( \frac{2}{n} < \hat{c} \). However \( \psi(d) \) is a fixed number and cannot vary with \( \hat{n} \). This is a contradiction and DP fails.

Goberna et al. [10] give sufficient conditions for a dual pricing property for the pair (SILP)–(FDSILP). They use the notation

\[
T(x) := \left\{ i \in I : \sum_{k=1}^{n} a^k(i)x = b(i) \right\}
\]

and

\[
A(x) := \text{cone}\left\{ (a^1(i), \ldots, a^k(i)) : i \in T(x) \right\}.
\]

Their main results for right-hand-side sensitivity analysis appear as Theorem 4 in [10] and again as Theorem 4.2.1 in [13]. In this theorem a key hypothesis (hypothesis (i.a) in the statement of Theorem 4 in [10]) is that \( c \in A(x^*) \) where \( x^* \) is a feasible solution to (SILP). We show in Theorem 5.16 below that in our terminology (i.a) implies \( S(b) \geq L(b) \) and both primal and dual solvability.

**Theorem 5.16** If (SILP) has a feasible solution \( x^* \) and \( c \in A(x^*) \) then: (i) \( S(b) \geq L(b) \), (ii) \( S(b) = \sup_{h \in I_3} (\tilde{b}(h)) \) is realized, and (iii) \( x^* \) is an optimal primal solution.

**Proof** If \( c \in A(x^*) \) then there exists \( \bar{v} \geq 0 \) with finite support contained in \( T(x^*) \) such that \( \sum_{i \in I} \bar{v}(i)a^k(i) = c_k \) for \( k = 1, \ldots, n \). By hypothesis, \( x^* \) is a feasible solution to (SILP) and it follows from Theorem 6 in Basu et al. [4] that \( \tilde{b}(h) \leq 0 \) for all \( h \in I_1 \). Then by Lemma 5 in the same paper there exists \( \tilde{h} \in I_3 \) such that \( \tilde{b}(h) \geq \sum_{i \in I} \bar{v}(i)b(i) \). More importantly, the support of \( \tilde{h} \) is a subset of the support of \( \bar{v} \). Then the support of \( \tilde{h} \) is contained in \( T(x^*) \) since \( \bar{v}_i > 0 \) implies \( i \in T(x^*) \). Then for this \( \tilde{h} \), \( \bar{v}^\tilde{h}(i) > 0 \) for only those \( i \in I \) for which constraint \( i \) is tight. Then we aggregate the tight constraints in (3.1)–(3.2) associated with the support of \( \tilde{h} \) and observe

\[
z = \sum_{k=1}^{n} c_k x^*_k = \sum_{i \in I} \bar{v}^\tilde{h}(i)b(i) = \tilde{b}(\tilde{h}). \tag{5.9}
\]

It follows from (5.9) that \( x^* \) is an optimal primal solution and \( v^\tilde{h} \) is an optimal dual solution and (i)–(iii) follow. \( \square \)

The following example satisfies DP but (iii) of Theorem 5.16 fails to hold since the primal is not solvable.

**Example 5.17** (Example 3.5 in [3]) Consider the (SILP)

\[
\inf x_1 \quad \text{subject to} \quad \frac{1}{t^2} x_2 + \frac{1}{t} x_1 \geq \frac{2}{t}, \quad i \in \mathbb{N}. \tag{5.10}
\]
with constraint space taken to be $\ell_\infty$. We show that this problem is not solvable. From (5.10) observe that $x_1 > 0$ for all feasible solutions and so $OV(b) \geq 0$. However, since $((\frac{1}{n}, n))_{n \in \mathbb{N}}$ is a sequence of feasible solutions to (5.10) whose objective value approaches 0 as $n \to \infty$ we have $OV(b) \leq 0$ and so $OV(b) = 0$. However, since $x_1 > 0$ for all feasible solutions, the optimal objective value cannot be attained and so the problem is not solvable.

Next we show that DP holds. We apply the Fourier–Motzkin elimination procedure by putting (5.10) into standard form to yield

$$z - x_1 \geq 0$$

$$x_1 + \frac{1}{\pi} x_2 \geq \frac{2}{i}, \quad i \in \mathbb{N}.$$  

Eliminating $x_1$ gives the projected system:

$$z + \frac{1}{\pi^2} x_2 \geq \frac{2}{i}, \quad i \in \mathbb{N}.$$  

Observe that $H = \mathbb{N} = I_4$. DP.1 holds vacuously since $I_3 = \emptyset$. Recall that $L(b) = \lim_{\delta \to \infty} \omega(\delta, b)$ where $\omega(\delta, b) = \sup_{i \in \mathbb{N}} \left\{ \frac{2}{i} - \frac{1}{\pi^2} \delta \right\} \leq \frac{1}{\delta}$, where the inequality was shown in [3]. Also, for a fixed $\delta \geq 0$, $\sup_{i \in \mathbb{N}} \left\{ \frac{2}{i} - \frac{1}{\pi^2} \delta \right\} \geq 0$ and so $\omega(\delta, b) \geq 0$ for all $\delta \geq 0$. Hence, $0 \leq L(b) = \lim_{\delta \to \infty} \omega(\delta, b) \leq \lim_{\delta \to \infty} \frac{1}{\delta} = 0$. This implies $L(b) = 0$. Thus, DP.2 holds vacuously since $L(b) = 0$ and $b(\tilde{h}) > 0$ for all $h \in I_4$.

Observe also that the $FM$ linear operator maps $\ell_\infty([0] \cup \mathbb{N})$ into $\ell_\infty(\mathbb{N})$. To see that this is the case observe that all of the multiplier vectors have exactly two nonzero components and both components are +1. Thus, applying the $FM$ operator to any vector in $\ell_\infty([0] \cup \mathbb{N})$ produces another vector in $\ell_\infty(\mathbb{N})$ since adding any two bounded components produces bounded components. Hence we can apply Theorem 5.13 to conclude (5.10) satisfies DP.

### 6 Conclusion

This paper explores important duality properties of semi-infinite linear programs over a spectrum of constraint and dual spaces. Our flexibility to different choices of constraint spaces provides insight into how properties of a problem can change when considering different spaces for perturbations. In particular, we show that every SILP satisfies SD and DP in a very restricted constraint space $U$ and provide sufficient conditions for when SD and DP hold in larger spaces.

The ability to perform sensitivity analysis is critical for any practical implementation of a semi-infinite linear program because of the uncertainty in data in real life problems. However, there is another common use of DP. In finite linear programming optimal dual solutions correspond to “shadow prices” with economic meaning regarding the marginal value of each individual resource. These marginal values can help govern investment and planning decisions.

The use of dual solutions as shadow prices poses difficulties in the case of semi-infinite programming. Indeed, it is not difficult to show Example 5.17 has a unique
optimal dual solution over the constraint space \( c \)—namely, the limit functional \( \psi_{0 \oplus 1} \) (the argument for why this is the case is similar to that of Example 3.2 in Sect. 5.2 and thus omitted). Since DP holds in Example 5.17 this means there is an optimal dual solution that satisfies (1.2) for every feasible perturbation. This is a desirable result. However, interpreting the limit functional as assigning a “shadow price” in the standard way is problematic. Under the limit functional the marginal value for each individual resource (and indeed any finite bundle of resources) is zero, but infinite bundles of resources may have positive marginal value. This makes it difficult to interpret this dual solution as assigning economically meaningful shadow prices to individual constraints.

In a future work we aim to uncover the mechanism by which such undesirable dual solutions arise and explore ways to avoid such complications. This direction draws inspiration from earlier work by Ponstein [23] on countably infinite linear programs.
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7 Appendix

This appendix contains three technical lemmas used in the proof of Theorem 5.13.

**Lemma 7.1** Let \( b^1, b^2 \in \mathbb{R}^l \) such that \( OV(b^1) < \infty, OV(b^2) < \infty \) and denote \( \tilde{b}^1 = FM(b^1) \) and \( \tilde{b}^2 = FM(b^2) \). Suppose \( \{h_m\}_{m \in \mathbb{N}} \) is a sequence in \( I_4 \) such that \( \lim_{m \to \infty} \tilde{b}^j(h_m) = L(b^j) \) for \( j = 1, 2 \) and \( \lim_{m \to \infty} \sum_{k=1}^{n} |\tilde{a}^k(h_m)| \to 0 \). Then for every \( \lambda \in [0, 1], b_\lambda := \lambda b^1 + (1 - \lambda)b^2 \) has the property that

\[
\lim_{m \to \infty} \tilde{b}_\lambda(h_m) = L(b_\lambda) = \lambda L(b^1) + (1 - \lambda)L(b^2),
\]

where \( \tilde{b}_\lambda = FM(b_\lambda) \).

Moreover, suppose \( \{h_m\}_{m \in \mathbb{N}} \) is a sequence in \( I_3 \) such that \( \lim_{m \to \infty} \tilde{b}^j(h_m) = S(b^j) \) for \( j = 1, 2 \). Then for every \( \lambda \in [0, 1], b_\lambda := \lambda b^1 + (1 - \lambda)b^2 \) has the property that

\[
\lim_{m \to \infty} \tilde{b}_\lambda(h_m) = S(b_\lambda) = \lambda S(b^1) + (1 - \lambda)S(b^2),
\]

where \( \tilde{b}_\lambda = FM(b_\lambda) \).
Proof By Lemma 3.7 \( L \) is sublinear and therefore convex which implies

\[
L(b_\lambda) \leq \lambda L(b_1) + (1 - \lambda) L(b_2)
= \lambda \lim_{m \to \infty} \tilde{b}_1(p_m) + (1 - \lambda) \lim_{m \to \infty} \tilde{b}_2(p_m)
= \lim_{m \to \infty} (\lambda \tilde{b}_1(p_m) + (1 - \lambda) \tilde{b}_2(p_m))
\leq L(\lambda b_1 + (1 - \lambda) b_2)
= L(b_\lambda),
\]

where the second inequality follows from Lemma 3.9.

Thus, all the inequalities in the above are actually equalities. In particular, \( \lim_{m \to \infty} (\lambda \tilde{b}_1(p_m) + (1 - \lambda) \tilde{b}_2(p_m)) = L(b_\lambda) = \lambda L(b_1) + (1 - \lambda) L(b_2) \). Since \( \overline{FM} \) is a linear operator, \( \overline{FM}(b_\lambda) = \lambda \overline{FM}(b_1) + (1 - \lambda) \overline{FM}(b_2) \) and so \( \tilde{b}_\lambda(p_m) = \lambda \tilde{b}_1(p_m) + (1 - \lambda) \tilde{b}_2(p_m) \) for all \( m \in \mathbb{N} \). Hence, \( \lim_{m \to \infty} \tilde{b}_\lambda(p_m) = \lim_{m \to \infty} (\lambda \tilde{b}_1(p_m) + (1 - \lambda) \tilde{b}_2(p_m)) = L(b_\lambda) \).

For the second part of the result concerning \( S \), completely analogous reasoning (except now \( \{p_m\} \) is a sequence in \( I_3 \) instead of \( I_4 \) and we use Lemma 3.10 instead of Lemma 3.9) shows \( \lim_{m \to \infty} \tilde{b}_\lambda(p_m) = S(b_\lambda) \). \( \Box \)

Lemma 7.2 Let \( b, d \in \ell_\infty(I) \) such that \( OV(b) < \infty, OV(d) < \infty \) and \( -\infty < L(b), L(b + d) < \infty \). Assume DP.2 and that \( \overline{FM}(\ell_\infty(I)) \subseteq \ell_\infty(H) \). Then there exists \( \hat{\epsilon} > 0 \) and a sequence \( \{p_m\}_{m \in \mathbb{N}} \subseteq I_4 \) such that for all \( \epsilon \in [0, \hat{\epsilon}] \):

\[
\tilde{d}_\epsilon(p_m) \to L(b + \epsilon d) \quad \text{and} \quad \sum_{k=\ell}^{\infty} |\tilde{a}_k(p_m)| \to 0,
\]

where \( \tilde{d}_\epsilon := \overline{FM}(b + \epsilon d) \).

Proof Define

\[
\alpha := L(b) - \sup \{ \lim \sup_{m \in \mathbb{N}} |\tilde{b}(p_m)| : \{p_m\}_{m \in \mathbb{N}} \in \mathcal{H}_L \}.
\]

By hypothesis, \( -\infty < L(b) < \infty \) so \( I_4 \) is not empty and then by assumption DP.2 \( \alpha \) is a positive real number.

1. Since \( \tilde{d} = \overline{FM}(d) \in \ell_\infty(H) \) there exists \( \hat{\epsilon} > 0 \) such that

\[
\hat{\epsilon} \sup_{h \in I_4} |\tilde{d}(h)| < \frac{\alpha}{3}.
\]

2. Claim: \( L(b) - \frac{\alpha}{3} \leq L(b + \hat{\epsilon} d) \leq L(b) + \frac{\alpha}{3} \). Proof:

\[
L(b + \hat{\epsilon} d) = \lim_{\delta \to \infty} \sup \left\{ \tilde{b}(h) + \hat{\epsilon} \tilde{a}(h) - \delta \sum_{k=\ell}^{n} |\tilde{a}_k(h)| : h \in I_4 \right\}
\geq \lim_{\delta \to \infty} \sup \left\{ \tilde{b}(h) - \frac{\alpha}{3} - \delta \sum_{k=\ell}^{n} |\tilde{a}_k(h)| : h \in I_4 \right\}
= \lim_{\delta \to \infty} \sup \left\{ \tilde{b}(h) - \delta \sum_{k=\ell}^{n} |\tilde{a}_k(h)| : h \in I_4 \right\} - \frac{\alpha}{3}
= L(b) - \frac{\alpha}{3}.
\]

\( \Box \) Springer
Similarly, one can show \( L(b + \hat{\epsilon}d) \leq L(b) + \frac{\alpha}{3} \).

3. Consider \( FM(b + \hat{\epsilon}d) = FM(b) + \hat{\epsilon}FM(d) = \tilde{b} + \hat{\epsilon} \tilde{d} \). By Claim 2, \( L(b + \hat{\epsilon}d) \) is finite. By Lemma 3.9, there exists a sequence \( \{h_m\} \) such that \( \tilde{b}(h_m) + \hat{\epsilon} \tilde{d}(h_m) \to L(b + \hat{\epsilon}d) \) and \( \sum_{k=\ell}^n |\tilde{a}^k(h_m)| \to 0 \).

4. Claim: \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} = L(b) \). Proof: first show \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} \leq L(b) \). If

\[
\limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} > L(b)
\]

then there is subsequence of indices \( \{h''_m\}_{m \in \mathbb{N}} \) from \( \{h'_m\}_{m \in \mathbb{N}} \) such that \( \lim_{m \to \infty} \tilde{b}(h''_m) > L(b) \). But \( \sum_{k=\ell}^n |\tilde{a}^k(h_m')| \to 0 \) so \( \sum_{k=\ell}^n |\tilde{a}^k(h''_m)| \to 0 \). This directly contradicts Lemma 3.9 so we conclude \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} \leq L(b) \).

Since \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} \leq L(b) \) it suffices to show \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} = L(b) \) by showing \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} \) cannot be strictly less than \( L(b) \). From Step 3. above, we know \( \{\tilde{b}(h'_m) + \hat{\epsilon} \tilde{d}(h'_m)\}_{m \in \mathbb{N}} \) is a sequence that converges to \( L(b + \hat{\epsilon}d) \). This implies

\[
L(b + \hat{\epsilon}d) = \lim_{m \to \infty} \left( \tilde{b}(h_m') + \hat{\epsilon} \tilde{d}(h_m') \right) \quad (7.2)
\]

\[
= \limsup \left\{ \tilde{b}(h_m') + \hat{\epsilon} \tilde{d}(h_m') \right\}_{m \in \mathbb{N}} \quad (7.3)
\]

\[
\leq \limsup \left\{ \tilde{b}(h_m') \right\}_{m \in M} + \limsup \left\{ \hat{\epsilon} \tilde{d}(h_m') \right\}_{m \in \mathbb{N}} \quad (7.4)
\]

\[
< \limsup \left\{ \tilde{b}(h_m') \right\}_{m \in M} + \frac{\alpha}{3}. \quad (7.5)
\]

If \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} < L(b) \), then by definition of \( \alpha \),

\[
\limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} \leq L(b) - \alpha.
\]

Then from (7.2) to (7.5)

\[
L(b + \hat{\epsilon}d) < \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} + \frac{\alpha}{3} \leq L(b) - \alpha + \frac{\alpha}{3} = L(b) - \frac{2}{3} \alpha,
\]

which cannot happen since from Step 2, \( L(b + \hat{\epsilon}d) \geq L(b) - \frac{\alpha}{3} > L(b) - \frac{2}{3} \alpha \).

Therefore \( \limsup \{\tilde{b}(h_m')\}_{m \in \mathbb{N}} = L(b) \). Then by Lemma 3.9 there is subsequence of indices \( \{h''_m\}_{m \in \mathbb{N}} \) from \( \{h'_m\}_{m \in \mathbb{N}} \) such that

\[
\tilde{b}(h''_m) \to L(b) \text{ and } \sum_{k=\ell}^n |\tilde{a}^k(h''_m)| \to 0
\]
and from Claim 3 since \( \{h''\}_{m \in \mathbb{N}} \) is a subsequence from \( \{h'\}_{m \in \mathbb{N}} \)

\[
\tilde{b}(h''_m) + \tilde{\epsilon} \tilde{d}(h''_m) \to L(b + \tilde{\epsilon} d) \quad \text{and} \quad \sum_{k=\ell}^{n} |\tilde{a}^k(h''_m)| \to 0.
\]

5. Claim:

\[
\tilde{b}(h''_m) + \epsilon \tilde{d}(h''_m) \to L(b + \epsilon d) \quad \text{and} \quad \sum_{k=\ell}^{n} |\tilde{a}^k(h''_m)| \to 0.
\]

holds for all \( \epsilon \in [0, \hat{\epsilon}] \). Proof: this is because for every \( \epsilon \in [0, \hat{\epsilon}] \), \( b + \epsilon d \) is a convex combination of the sequences \( b \) and \( b + \hat{\epsilon} d \). The claim follows by applying Lemma 7.1 with \( b^1 = b \) and \( b^2 = b + \hat{\epsilon} d \).

Lemma 7.3 is an analogous result for sequences in \( I_3 \) converging to \( S(b) \).

**Lemma 7.3** Let \( b, d \in \ell_\infty(I) \) such that \( OV(b) < \infty \), \( OV(d) < \infty \) and \( -\infty < S(b), S(b + d) < \infty \). Assume DP.1 and \( FM(\ell_\infty(I)) \subseteq \ell_\infty(H) \). Then there exists \( \tilde{\epsilon} > 0 \) and a sequence \( \{h_m\}_{m \in \mathbb{N}} \subseteq I_3 \) such that for all \( \epsilon \in [0, \tilde{\epsilon}] \):

\[
\tilde{a}_\epsilon(h_m) \to S(b + \epsilon d),
\]

where \( \tilde{a}_\epsilon := FM(b + \epsilon d) \).

**Proof** The proof is analogous to Lemma 7.2. Replace \( L \) with \( S \), \( I_4 \) with \( I_3 \), and redefine \( \alpha \) as

\[
\alpha := S(b) - \sup\{\limsup_{m \in \mathbb{N}} \tilde{b}(h_m) : \{h_m\}_{m \in \mathbb{N}} \in \mathcal{H}(S)\}.
\]

By hypothesis, \( -\infty < S(b) < \infty \) so \( I_3 \) is not empty and then by assumption DP.1, \( \alpha \) is a positive real number. The result follows from DP.1 and noting \( \sum_{k=\ell}^{n} |\tilde{a}^k(h_m)| = 0 \) for all sequences \( \{h_m\} \) in \( I_3 \).
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