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Abstract

We propose an excited-state molecular dynamics simulation method based on variational quantum algorithms at a computational cost comparable to that of ground-state simulations. We utilize the feature that excited states can be obtained as metastable states in the restricted variational quantum eigensolver calculation with a hardware-efficient ansatz. To demonstrate the effectiveness of the method, molecular dynamics simulations are performed for the S1 excited states of H$_2$ and CH$_2$NH molecules. The results are consistent with those of the exact adiabatic simulations in the S1 states, except for the CH$_2$NH system, after crossing the conical intersection, where the proposed method causes a nonadiabatic transition.

1 Introduction

Quantum computing has progressed considerably in recent years. Quantum chemistry computation is one of the most widely studied applications of quantum computing [1]. Although the computational cost of performing exact quantum chemistry calculations on classical computers grows exponentially...
with the molecular size \([2, 3]\), it can be suppressed on a polynomial scale on a quantum computer \([4]\). Manipulating the quantum state of matter and taking advantage of the unique properties of quantum computers, such as superposition and entanglement, can enable quantum computers to provide efficient and accurate results for many important problems in quantum chemistry, such as for the electronic structure of molecules \([5, 6]\). In addition to the algorithms for a fault-tolerant quantum computer (FTQC), such as quantum phase estimation (QPE) \([7]\), those for a noisy intermediate-scale quantum (NISQ) device \([8]\), such as variational quantum algorithms (VQAs), including the variational quantum eigensolver (VQE) method \([9, 10]\), have been developed. Although the VQE is a method for calculating electronic ground states, VQA methods, such as the variational quantum deflation (VQD) \([11]\) and the subspace search VQE (SSVQE) \([12]\), have been developed for calculating excited states. Quantum computing methods for transition moments \([13]\), vibrational modes \([14]\), structure optimization \([15]\), and energies \([16]\) have been investigated. A method for calculating the derivative of energy in nuclear coordinates (forces on atoms) has also been developed \([17, 18]\), and examples of its application to \textit{ab initio} molecular dynamics (MD) simulations have been reported \([19]\).

However, to the best of our knowledge, no examples of excited-state MD simulations based on quantum algorithms have been reported. Quantum algorithms can be applied to the pre-processing of molecular quantum dynamics simulations, in which nuclei are treated as quantum particles, such as electrons \([20]\). Although this approach is rigorous, it is computationally expensive. Excited-state MD simulations, in which nuclei are treated as classical particles, are computationally cheaper than quantum dynamics simulations. Excited-state MD simulations are effective in simulating photochemical reactions, such as photocatalysis and photosynthesis \([21, 22]\). However, applying them to material development is difficult because of their high computational cost, and they have been used mainly as an academic research method to elucidate phenomena. Because the excited states have more strongly correlated electrons than the ground state, computing them with high accuracy using classical algorithms is challenging. Quantum algorithms, such as the VQD and SSVQE, which are good at handling entangled states, are expected to compute excited states more advantageously than classical algorithms. However, as is the case with classical algorithms, the calculation of excited states is computationally more expensive than that of ground states for quantum algorithms. In the VQD method, after the ground
state is determined, variational calculations must be repeated to obtain the desired excited state by adding constraint terms that force the trial state to be orthogonal to the already obtained states. In the SSVQE method, the ground and excited states can be computed simultaneously in a single variational calculation. However, this requires a deeper ansatz (long quantum circuit) than that for the ground-state calculation. This is because the ground and excited states must be described simultaneously in a single ansatz (circuit). As the electronic state calculations in MD simulations need to be repeated to calculate the energies and forces at each MD time step, the computational cost for excited-state calculations should be reduced as much as possible.

In this study, we propose a VQA-based method for performing MD simulations in excited states at a computational cost equivalent to that of ground-state simulations. The key idea of this method is to take advantage of the fact that the excited state can be in a metastable state in restricted VQE calculations using hardware-efficient ansatzes. In other words, the excited state can be calculated by using the VQE method by making the trial state converge to the metastable state at each step of the MD simulation. We also propose an algorithm called “variational quantum state transcription” (VQST) to describe arbitrary quantum states in terms of a specific ansatz. This method can be employed to describe the excited state obtained by using the SSVQE method by a shallower ansatz. We use the SSVQE and VQST methods to prepare the initial electronic states for the excited-state MD simulation. To demonstrate the effectiveness of this method, MD simulations are performed for the S1 excited state of an H$_2$ molecule as an adiabatic system example and for the S1 excited state of a CH$_2$NH molecule as a nonadiabatic example (known to undergo nonadiabatic transitions). Compared with the results of adiabatic MD simulations in the S1 excited states using the SSVQE method to obtain the exact solution, the results are consistent for the system of H$_2$ molecules. However, for the CH$_2$NH molecule, the results are in agreement until the conical intersection is passed, where the proposed method causes a nonadiabatic transition near the conical intersection. These results indicate that the proposed method is for “diabatic” MD simulations.

We show that excited-state MD simulations, which currently require more computational cost than ground-state simulations, can be performed based on the VQE method (a ground-state calculation method). We believe that this study will be helpful for realizing the “Quantum Advantage” for a real-world application of the quantum computer to chemical simulations.
2 Method

In this section, we present the details of the VQE method, which was used to compute the electronic excited states during MD simulations. The details of the SSVQE and VQST methods used to prepare the initial electronic states are introduced. The setup of the MD simulation is described in this section. Sampling simulations and real-device calculations were conducted to study the effects of shot noise (a statistical error in the measurement) and gate and readout errors in a real device for the H$_2$ system. Details are provided at the end of this section.

2.1 VQE

The VQE is an algorithm for finding the ground state by applying a variational method using a quantum state that can be efficiently described by a quantum computer as a trial function [23]. The VQE determines the ground state by repeating the following steps until convergence:

1. Generate the quantum state, $|\psi(\{\theta\})\rangle$, on the quantum computer.

2. Measure the expectation value, $\langle \psi(\{\theta\}) | P_1 | \psi(\{\theta\}) \rangle$, of the Pauli operator on a quantum computer.

3. Calculate the cost function, $L(\{\theta\}) = \langle \psi(\{\theta\}) | H | \psi(\{\theta\}) \rangle = \sum_i c_i \langle \psi(\{\theta\}) | P_i | \psi(\{\theta\}) \rangle$, on a classical computer.

4. Update $\{\theta\}$ so that $L(\{\theta\})$ becomes smaller on the classical computer.

Here, we assume the generation of the trial state, $|\psi(\{\theta\})\rangle$ (ansatz). We use a hardware efficient (HE) ansatz [10]. The HE ansatz consists of quantum gates that can be easily implemented in a quantum computer. Figure 1 shows the HE ansatz circuit for the case of four qubits. In this ansatz, the input layer is followed by the entangler gates and one-qubit rotation gates. The entangler rotation layer (depth-1 block) is repeated $d$ times. The larger $d$ (the depth of the circuit) is, the more complicated is the quantum entanglement state that can be generated and the more accurate the wave function approximation becomes. However, because the number of parameters $\{\theta\}$ increases linearly with $d$, the convergence of optimization on a classical computer becomes slower. Moreover, as $d$ increases, the error accumulation due to noise increases, making the computation in the NISQ more difficult.
The Hamiltonian of the system must be second-quantized and rewritten into a qubit Hamiltonian, which is expanded by using a Pauli operator that is easy to handle on a quantum computer \( (H = \sum_i c_i P_i) \). Several methods have been proposed for the conversion to the qubit Hamiltonian; in this study, we used the Jordan–Wigner conversion [24]. To compute the second-quantized Hamiltonian and Jordan–Wigner transformations, we used PySCF (electronic state calculation software) [25], OpenFermion (quantum algorithm calculation software for fermionic systems) [26], and the interface for them (OpenFermion-PySCF). We used the STO-3G basis for both the \( \text{H}_2 \) and \( \text{CH}_2\text{NH} \) systems. The full configuration interaction space (Full-CI) was used for the \( \text{H}_2 \) molecule (four qubits Hamiltonian). The complete active space of \( (4e, 3o) \) was used for the \( \text{CH}_2\text{NH} \) molecule (six qubits Hamiltonian) to appropriately consider the contributions of both \( \pi \to \pi^* \) and \( n \to \pi^* \) excitations [27]. The same Hamiltonian was used in this study.

The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [28] implemented in Scipy [29] was used to optimize parameter \( \theta \).

As shown subsequently, the VQE can be used to obtain excited states as
metastable states with the HE ansatz and penalty term (restricted VQE). The following penalty term was used to obtain the S1 excited states in this study.

\[ \omega_{\text{spin}} \left| \langle \psi(\{\theta\}) \mid S^2 \mid \psi(\{\theta\}) \rangle \right|^2, \]

where \( \omega_{\text{spin}} \) is the weight parameter (set to \( 10^5 \), unless otherwise stated), and \( S^2 \) (which should be 0 for the spin-singlet state) is the spin-squared operator converted to Pauli operators by using the same mapping method as the Hamiltonian.

### 2.2 SSVQE

Although the ground state obtained by using the VQE is an important state that determines many essential properties of materials, phenomena, such as optical absorption and photochemical reactions, exist, for which the excited states essentially determine the properties. In this study, the SSVQE method \[12\] was used as the first step in preparing the initial states for the excited-state MD simulations. In the SSVQE method, the ground and excited states are obtained by repeating the following steps until convergence.

1. Generate \( n \) quantum states, \( |\psi_i(\{\theta\})\rangle \), orthogonal to each other on a quantum computer \((i = 1, 2, \cdots, n)\).

2. Generate trial state \( |\psi_i(\{\theta\})\rangle \) by applying ansatz quantum circuit to each \( |\psi_i(\{\theta\})\rangle \) on the quantum computer.

3. Measure the expectation values, \( \langle \psi_i(\{\theta\}) \mid P_i \mid \psi_i(\{\theta\}) \rangle \), of Pauli operators on the quantum computer.

4. Calculate the cost function, \( L(\{\theta\}) = \sum_i \gamma_i \langle \psi_i(\{\theta\}) \mid H \mid \psi_i(\{\theta\}) \rangle \), on a classical computer.

5. Update \( \{\theta\} \) so that the cost function, \( L(\{\theta\}) \), becomes smaller on the classical computer.

\( |\psi_i(\{\theta\})\rangle \), described by parameter \( \{\theta\} \) that minimizes the cost function, \( L(\{\theta\}) \), represents the \( i \)-th excited state. Here, \( \gamma_i \) must be positive and set such that \( \gamma_j > \gamma_i \) for \( i > j \) (\( \gamma_0 = 1.0 \) and \( \gamma_1 = 0.6 \) were used in this study). The computational basis, \( |0..00\rangle, |0..01\rangle \), was used for the orthogonal initial states.
As the HE ansatz does not conserve the number of electrons, the spin state, unintended spin states, or ionized states can be obtained by performing SSVQE calculations. Penalty terms must be added to the cost function to obtain the desired electronic state. The following penalty term was used to obtain the spin-singlet state in this study.

\[ \omega_{\text{spin}} \left| \sum_i \left\langle \psi_i(\{\theta\}) \middle| S^2 \middle| \psi_i(\{\theta\}) \right\rangle \right|^2, \]  

(2)

where \( \omega_{\text{spin}} \) denotes the weight parameter (set to \( 10^5 \)).

2.3 VQST

NISQ devices have difficulties performing operations using deep quantum circuits. Even if an FTQC is realized, shallow circuits are preferred because of the gate operation time. However, deeper circuits (ansatz) are necessary for computing excited states using the SSVQE than for computing ground states with the VQE, and the depth of the circuit is a problem when conducting excited-state MD simulations. Here, we propose a variational quantum algorithm called the VQST method to represent the target quantum state with a shallower ansatz. Given a quantum state, \( |\psi_{\text{target}}\rangle = U_{\text{deep}} |CB\rangle \) (where \( |CB\rangle \) is any computational basis), described by a deep ansatz, \( U_{\text{deep}} \), the VQST method transfers the deep ansatz to a shallow ansatz by repeating the following steps until convergence:

1. Define a shallow ansatz, \( U_{\text{shallow}} \).

2. Generate a trial function, \( |\psi_{\text{try}}(\{\theta\})\rangle = U_{\text{shallow}}(\{\theta\}) |CB\rangle \), on a quantum computer.

3. Measure the overlap integral, \( | \langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle |^2 \), on a quantum computer.

4. Update \( \{\theta\} \) to minimize the cost function, \( L(\{\theta\}) = 1 - | \langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle |^2 \).

Various methods exist for measuring the overlap integral, \( | \langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle |^2 \). In this study, the following method proposed by Gambetta et al. was used. \( U_{\text{deep}}^\dagger U_{\text{shallow}}(\{\theta\}) |CB\rangle \) is obtained by acting the inverse circuit of the deep ansatz on the circuit that generates the trial function. As

\[ \langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle = \left\langle CB \middle| U_{\text{deep}}^\dagger U_{\text{shallow}}(\{\theta\}) \middle| CB \right\rangle, \]  

(3)
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the overlap integral can be calculated by measuring $U_{\text{deep}}^\dagger U_{\text{shallow}}(\{\theta\}) \langle CB \rangle$ on a computational basis, $\langle CB \rangle$, and obtaining the fraction of $\langle CB \rangle$ qubit sequences. Because the optimized trial state, $\langle \psi_{\text{try}}(\{\theta\}) \rangle = U_{\text{shallow}}(\{\theta\}) \langle CB \rangle$, satisfies $|\langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle|^2 = 1$, $U_{\text{shallow}}(\{\theta\}) \langle CB \rangle$ reproduces $\psi_{\text{target}}$ except for the phase factor.

2.4 MD simulations

The forces acting on each atom must be calculated to perform MD simulations. The force acting on the $i$-th atom in electronic state $|\psi\rangle$ can be calculated using the Hellmann—Feynman theorem \[31\] as follows:

$$\vec{F}_i = -\frac{dE}{dR_i} = -\left\langle \psi(\{R\}) \left| \frac{\partial H}{\partial R_i} \right| \psi(\{R\}) \right\rangle.$$ (4)

Although $\frac{\partial H}{\partial R_i}$ can be calculated analytically \[18\], we numerically calculated the value using the central difference formula, as follows:

$$\frac{\partial H_{\text{JW}}}{\partial R_j} = \frac{H_{\text{JW}}(\bar{R}_j + dR) - H_{\text{JW}}(\bar{R}_j - dR)}{2dR},$$ (5)

where $H_{\text{JW}}$ is a series of Pauli strings with coefficients obtained through the Jordan–Wigner transformation of the second-quantized molecular Hamiltonian. The value of $dR$ is set to 0.001 Å. $\frac{\partial H_{\text{JW}}}{\partial R_j}$ is also a series of Pauli strings with coefficients, and its expected value can be computed, as in the case of the Hamiltonian (energy).

MD simulations were performed by applying a conventional (classical) algorithm using the forces obtained by employing the aforementioned quantum method. The Verlet algorithm \[32\] was used for numerical integration in the MD simulations, and the time step was set to 10 a.u. ($\sim 0.2419$ fs). In this study, an isolated system was assumed, and the heat bath was not considered.

The equilibrium geometry in the ground state ($R_{H-H} = 0.74$ Å) was used as the initial molecular structure for the H$_2$ molecule. A structure slightly distorted from the ground-state equilibrium structure was used for the initial structure of the CH$_2$NH molecule because the ground-state equilibrium structure is on the saddle point of the out-of-plane twisting degrees of freedom in the S1 excited state, which is known as the main dynamical motion in the excited state \[33\]. See Supporting Information for the coordinates of the slightly distorted molecular structure of CH$_2$NH.
2.5 Quantum computing

The quantum computer simulator named Qulacs [34] was used to simulate the operations of the quantum circuit for each quantum algorithm on a classical computer. The quantum circuit computations were based on the statevector simulation, which corresponds to an infinite number of shots (the number of times an algorithm is run to obtain the expectation value of a Pauli string) unless specifically mentioned. MD simulations using a real quantum device were also conducted using ibm_kawasaki, an IBM Quantum Falcon Processor [35], where quantum circuits were optimized and compiled for the device using TKET software [36]. To simplify the measurement process, measurement partitioning based on the fact that commuting observables can be measured simultaneously was also exploited using TKET.

3 Results and Discussion

3.1 Initial state preparations

To prepare the initial electronic states for the S1 excited-state MD simulations, SSVQE calculations were performed for the H$_2$ and CH$_2$NH systems. The HE ansatz was used for the SSVQE calculations. Because the HE ansatz does not conserve the number of electrons and spin state, the $S^2$ penalty term was added to the cost function to obtain the spin-singlet electronic states. The S0 and S1 energies, consistent with the exact solutions obtained by Hamiltonian diagonalization, could be obtained when the ansatz depth, $d$, is greater than four for the H$_2$ system and when $d$ is greater than 12 for the CH$_2$NH system. The energy differences between the exact solutions were less than 0.03 kcal/mol. See the Supporting Information for the results of the SSVQE calculations for the H$_2$ system with $d = 4$ and the CH$_2$NH system with $d = 12$.

Although both the S0 and S1 states were obtained in the SSVQE calculations, only the S1 states needed to be calculated during the MD simulations. The SSVQE calculations require a deep ansatz because the ground and excited states must be represented simultaneously in a single ansatz. In contrast, a shallower ansatz may be used to represent only one excited state of interest. We conducted the VQST calculations introduced in the previous section to represent the S1 states by using shallower ansatizes. The HE ansatz was used again for the trial state, but at a shallower depth. As a
result, the S1 states could be reproduced when the depth was greater than two for the H$_2$ system and when the depth was greater than six for the CH$_2$NH system (the overlap integral, $|\langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle|^2$, errors are less than $10^{-8}$). Note that the VQST calculation is unnecessary if the excited state is computed by using the VQD method because it calculates electronic states individually and does not require an ansatz that can represent many states simultaneously, similar to the SSVQE.

If the excited states are metastable states in the variational calculations, VQE calculations can compute them for each molecular structure during the MD simulations. This implies that MD simulations in the excited states can be performed at a computational cost equivalent to that of the ground state. To confirm that the excited states were metastable, VQE calculations were conducted with the states (parameters $\{\theta\}$) obtained by the VQST calculations as the initial states. The results are shown in Figures 2 and 3 for the H$_2$ and CH$_2$NH systems, respectively. We investigated the dependence of

![Figure 2: VQE calculation for H$_2$ starting from the excited state obtained by VQST.](image-url)

the VQE calculations on the $S^2$ penalty weight parameter, $\omega_{\text{spin}}$ (Equation 1). The figures show that the state does not converge completely to the S1 state for small weight parameters but converges to the ground state. However, when the weight parameter is greater than 100, the state converges to the S1 state in both systems. We confirmed that the VQE converged to the S0
Figure 3: VQE calculation for CH$_2$NH starting from the excited state obtained by VQST.

state in most cases with any $\omega_{\text{spin}}$ when the initial values of $\{\theta\}$ were set to random. This suggests that the excited state is indeed a metastable state. In addition, the VQE calculations would converge to the ground state with a global optimizer instead of a local optimizer, such as the BFGS used in this study. When VQE attempts to lower the energy from the S1 excited state, the trial state can mix with the spin-triplet or spin-doublet states located between the S0 and S1 states. This is because the HE ansatz does not conserve electron numbers or spin states. In addition, the states with smaller energy differences tend to mix more easily owing to the configuration interactions\cite{37}. Therefore, the value of the cost function with a large $\omega_{\text{spin}}$ increases when the trial state is mixed with different spin states. Thus, the S1 excited states are metastable states in the VQE calculations with penalty terms. Note that the VQE calculation converges to a state with a slightly lower value of energy than the exact solution in the H$_2$ system when the weight parameter is 10. This is because lowering the energy is less costly, even if it deviates from the spin-singlet state when $\omega_{\text{spin}}$ is insufficiently large.
3.2 MD simulations

In the previous section, we confirmed that the excited states are metastable in the VQE calculations under certain conditions, i.e., the HE ansatz and a sufficiently large penalty term coefficient. We can consider that the variational parameter, \( \{\theta\} \), obtained in the previous step of the MD simulation can be a good initial value for the VQE calculation and can be used to maintain the state converging to the targeted excited state. In the following, the results of the MD simulations in the S1 excited states for the H\(_2\) and CH\(_2\)NH systems are shown to demonstrate this concept.

3.2.1 H\(_2\) molecule

The potential energies during the S1 excited-state MD simulation for the H\(_2\) molecule are shown in Figure 4. Because the stable interatomic distance in the S1 excited state of the H\(_2\) molecule is longer than that in the ground state, the MD simulation using the stable structure of the ground state as the initial structure resulted in motion in the direction of the increasing interatomic distance. The potential energies obtained by performing the Full-CI calculations for each atomic configuration in each MD step are shown as dashed lines in Figure 4. The energies obtained by using the VQE are consistent with the energy values of the S1 state calculated by using Full-CI.
The MD simulation based on the SSVQE using an ansatz with $d = 4$ was also performed for comparison. This simulation corresponded to an adiabatic excited-state MD simulation. The result of the SSVQE MD simulation was the same as that presented in Figure 4, confirming that the VQE correctly calculated the S1 excited-state energy and force. We also conducted an MD simulation for a large time step of $dt = 20$ a.u. ($\sim 0.4838$ fs). In the excited state, where the potential energy is steeper than that in the ground state, such a time step is extremely large to conserve the total energy. In this case, the VQE failed to converge to the S1 excited state in the middle of the MD simulation but converged to higher excited states or ground states, and the MD simulation failed subsequently. This is because the large time step causes a large change in the molecular structure, and the convergence value of $\{\theta\}$ in the previous MD step is no longer a good initial value, making converging to the S1 excited state, which is a metastable state, difficult. However, we found that at appropriate time steps where the total energy is conserved, the VQE can converge to the targeted excited state.

These calculations were based on a statevector simulation. Investigating the effects of shot noise (statistical errors in expectation calculations) and gate errors is important. Here, we show the results of MD simulations based on sampling simulations to observe the shot-noise effects and the results using a real quantum device (ibm_kawasaki) to evaluate the performance of the current real device. The potential energies during the S1 excited-state MD simulations based on the sampling simulations and real device are shown in Figure 5. As the number of shots increased, the results approached those of the statevector. The sampling simulation result with 8192 shots was consistent with that of the statevector. However, discrepancies were observed in the real-device calculation with 8192 shots, and the effects of the gate and readout errors were confirmed. These discrepancies can be reduced by introducing error mitigation techniques [38]. Note that the system remained in the excited state as the metastable state, even in the presence of shot noise or errors in the real device.

### 3.2.2 CH\(_2\)NH molecule

The potential energies during the S1 excited-state MD simulation for the CH\(_2\)NH molecule are shown in Figure 6. The potential energies during the MD simulation based on the SSVQE using the ansatz with $d = 12$ are also shown in Figure 6. The potential energy values obtained by performing
Figure 5: Variation in potential energy during MD simulation for H$_2$. Dependence on the number of shots and the result on the real device (labeled QC).

The complete active space-configuration interaction (CAS-CI) calculations for each structure during the MD simulations are also indicated by dashed lines. The VQE and SSVQE results are in agreement until the system reaches the crossing region (where the potential energies of the S$_1$ excited state and S$_0$ ground state approach each other). The CH$_2$NH molecule is known to have a conical intersection in its structure, where the H-C-H and C-N-H planes are orthogonal [33]. In the MD simulation based on the SSVQE (Figure 6 (b)), which is an adiabatic MD simulation, the state remains in the S$_1$ excited state even after passing through the crossing region. In contrast, the MD simulation based on the VQE (Figure 6 (a)) shows a transition to the S$_0$ ground state after passing through the crossing region. Before and after passing through the crossing region, the S$_1$ electronic state changes continuously to S$_0$ (and the S$_0$ electronic state changes continuously to S$_1$). Therefore, $\{\theta\}$ is optimized in the S$_1$ excited state before the crossing region is close to the S$_0$ ground state after the crossing region. As a result, the VQE is considered to have converged to the S$_0$ state in the crossing region. In other words, an MD simulation based on the VQE is a “diabatic” MD simulation in which the electron configuration changes continuously.
Figure 6: Variation in potential energy during MD simulation for CH$_2$NH (red circles): (a) result of VQE-MD and (b) result of SSVQE-MD. The dotted lines are CAS-CI potential energies computed for each geometry during MD simulations.

4 Conclusion

We developed an excited-state MD simulation scheme based on variational quantum algorithms. We utilized the feature that excited states can be obtained as metastable states by performing VQE calculations with the HE ansatz and the $S^2$ penalty term. This facilitates the calculation of excited states by using the VQE and enables excited-state MD simulations at a com-
putational cost equivalent to that for the ground state. To demonstrate the
effectiveness of the method, MD simulations were performed for the S1 ex-
cited states of H₂ and CH₂NH molecules. The results were consistent with
those of the exact adiabatic simulations in the S1 states, except for the
CH₂NH system, after crossing the conical intersection, where the proposed
method caused a nonadiabatic transition. This indicated that MD simula-
tions based on the VQE are “diabatic” MD simulations in which the electron
configuration changes continuously. However, further research is necessary
before this scheme can be used reliably, especially for nonadiabatic systems.
Some unknowns need to be clarified, such as what determines whether there
is a nonadiabatic transition and how it depends on ansatz forms and VQE
constraints. The effects of quantum gate errors should also be studied care-
fully. These should be studied in future research.
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Supporting Information

S1 The initial structure for CH$_2$NH molecule

A structure slightly distorted from the ground-state equilibrium structure was used for the initial structure for CH$_2$NH molecule because the ground-state equilibrium structure is on the saddle-point of out-of-plane twisting degrees-of-freedom in the S1 excited-state. The following is the coordinates of each atom.

|   | x       | y       | z       |
|---|---------|---------|---------|
| C | -0.62087| -0.03319| -0.04883|
| N | 0.87664 | 0.010916| -0.00087|
| H | -1.14237| -1.00105| -0.07968|
| H | -1.19903| 0.90212 |-0.05329 |
| H | 1.49438 | 0.82265 | 0.28341 |

The structure is described in Figure 7.

Figure 7: The initial structure used for the excited-state MD simulation for CH$_2$NH molecule.

S2 The results of the SSVQE calculations

The Subspace-search variational quantum eigensolver (SSVQE) calculations were performed while varying the depth $d$ for H$_2$ and CH$_2$NH systems. The results were consistent with the exact solutions obtained by Hamiltonian diagonalization when $d$ is greater than 4 for H$_2$ system and when $d$ is greater than 12 for CH$_2$NH system. The results of the SSVQE calculations for H$_2$ system with $d = 4$ and CH$_2$NH system with $d = 12$ are shown in Figure 8 and 9 respectively. Figure 8 and 9 show the S0 and S1 states could be
successively obtained by SSVQE calculations for both H$_2$ and CH$_2$NH systems (the energy differences from the exact solutions were less than 0.03 kcal/mol). It should be noted that the T1 and D1 states were obtained for the excited-states of H$_2$ and CH$_2$NH molecules without the $S^2$ penalty terms restricting state to spin-singlet.
The results of the VQST calculations

The variational quantum state transcription (VQST) calculations were performed while varying the depth $d$. We attempted to represent the S1 excited-state obtained from the above SSVQE calculations (target states) with shallower depth ansatz. The results for $\text{H}_2$ system with $d = 4$ and $\text{CH}_2\text{NH}$ system are shown in Figure 10 and 11 respectively. The target quantum states could be reproduced when the depth was greater than 2 for the $\text{H}_2$ system and when the depth was greater than 6 for the $\text{CH}_2\text{NH}$ system (the overlap integral $|\langle \psi_{\text{target}} | \psi_{\text{try}}(\{\theta\}) \rangle|^2$ errors less than $10^{-8}$). In both systems, the S1 states could be represented by shallower circuits than in the SSVQE calculations. This is because only S1 states need to be represented in the VQST calculations, whereas two states, S0 and S1, are represented simultaneously in the SSVQE calculations.

Figure 10: VQST calculation for $\text{H}_2$. 
Figure 11: VQST calculation for CH$_2$NH.