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Abstract

Emotion-cause pair extraction (ECPE) is a new task that aims to extract the potential pairs of emotions and their corresponding causes in a document. The existing methods first perform emotion extraction and cause extraction independently, and then perform emotion-cause pairing and filtering. However, the above methods ignore the fact that the cause and the emotion it triggers are inseparable, and the extraction of the cause without specifying the emotion is pathological, which greatly limits the performance of the above methods in the first step. To tackle these shortcomings, we propose two joint frameworks for ECPE: 1) multi-label learning for the extraction of the cause clauses corresponding to the specified emotion clause (CMLL) and 2) multi-label learning for the extraction of the emotion clauses corresponding to the specified cause clause (EMLL). The window of multi-label learning is centered on the specified emotion clause or cause clause and slides as their positions move. Finally, CMLL and EMLL are integrated to obtain the final result. We evaluate our model on a benchmark emotion cause corpus, the results show that our approach achieves the best performance among all compared systems on the ECPE task.

1 Introduction

With the rapid growth of social media, emotion analysis of online text has received much attention in recent years. Unlike most studies that focused on the detection and classification of emotions, (Lee et al., 2010) first proposed the emotion cause extraction (ECE) task, which aims to extract the stimulus behind emotions. (Gui et al., 2016a) released a public corpus and defined the ECE task as a fine-grained emotion analysis task, where the goal is to judge for each clause in the document whether it is the corresponding cause, given the annotation of emotions. This corpus has received a lot of attention in subsequent research and has become a benchmark dataset for the ECE task (Gui et al., 2017; Li et al., 2018; Yu et al., 2019; Xu et al., 2019; Ding et al., 2019; Xia et al., 2019). However, there are several inherent shortcomings in the setting of the ECE task: firstly, the need for emotion annotation greatly limits the practical applications of the ECE task; secondly, the way of annotating emotions before extracting causes ignores the fact that emotions and causes are mutually indicative. To solve these problems, we have proposed the emotion-cause pair extraction (ECPE) task in (Xia and Ding, 2019), with the goal to extract the potential pairs of emotions and corresponding causes in the document.

Figure 1 shows an example of the ECPE task. The input is a document, which has been split into six clauses. Clauses c4 and c5 are both emotion clauses, which contain the emotion expression “happy” and “worried”, respectively. C4 has two corresponding cause clauses: clause c2 (“a policeman visited the old man with the lost money”) and clause c3 (“and told him that the thief was caught”). C5 has one corresponding cause clause c6 (“as he doesn’t know how to keep so much money”). The
output is a set of all emotion-cause pairs in the document: \{c4-c2, c4-c3, c5-c6\}.

The existing ECPE solutions use a two-step framework. Step 1 independently extracts the emotion clause set and the cause clause set in the document. Step 2 first applies a Cartesian product to obtain candidate emotion-cause pairs, and then train a binary classifier to determine whether each candidate pair contains a causal relationship. However, the above methods ignore the fact that the cause and the emotion it triggers are inseparable, and the extraction of the cause without specifying the emotion is pathological, which greatly limits the performance of the above methods in the first step.

In this paper, we transform the ECPE task into the emotion-pivot cause extraction problem in the sliding window. Specifically, we assume that all clauses in the document are emotion clauses and introduce an emotion-oriented sliding window centered on each emotion clause in the document. Then we use a multi-label learning framework inside each sliding window to extract one or more cause clauses that can be paired with the current emotion clause (CMLL). Taking Figure 1 as an example, the clauses c1, c2, · · · , c6 are respectively used as the centers of the emotion-oriented sliding windows, and multi-label learning is performed in each window to extract the corresponding cause clauses: the results for clause c1,c2,c3, and c6 are empty; the result for clause c4 is \{c2, c3\}; and the result for clause c5 is \{c6\}. These emotion clauses are then paired with their corresponding cause clauses to get the final emotion-cause pair set: \{c4-c2, c4-c3, c5-c6\}.

On the other hand, we can also transform the ECPE task into the cause-pivot emotion extraction problem in the sliding window by building a cause-oriented sliding window centered on each cause clause in the document. Then we use a multi-label learning framework inside each sliding window to extract one or more emotion clauses that can be paired with the current cause clause (EMLL).

The above two methods are dual, that is, when we perform emotion-cause pair extraction, we can use emotion clauses as the pivot to extract the corresponding cause clauses, and we can also use the cause clauses as the pivot to extract the corresponding emotion clauses. We get the final emotion-cause pairs based on the combination of these two predictions.

We evaluate our model on a benchmark emotion cause corpus, the results show that our approach achieves the best performance among all compared systems on the ECPE task.

2 Related Work

(Lee et al., 2010) first proposed the emotion cause extraction (ECE) task to extract the causes behind a given emotion expression in text. They constructed a small-scale dataset and proposed a rule-based ECE solution. Based on the same corpus, (Chen et al., 2010) proposed a multi-label approach, which can not only detect the multi-clause causes, but also capture the long-distance information. After that, many follow-up work conducted ECE exploration on their own corpus and proposed new ECE solutions based on rules (Neviarouskaya and Aono, 2013; Li and Xu, 2014; Gao et al., 2015a,b; Yada et al., 2017), traditional machine learning methods (Russo et al., 2011; Gui et al., 2014; Ghazi et al., 2015; Song and Meng, 2015), and deep learning models (Cheng et al., 2017).

(Gui et al., 2016a,b; Xu et al., 2017) constructed an open ECE dataset based on Sina City News, and redefined the ECE task as a clause level binary classification problem. They proposed to solve the ECE task by event-driven emotion cause extraction methods. In recent years, this dataset has received more and more attention and has become a benchmark dataset for ECE, and many deep learning solutions based on this corpus have been proposed in the follow-up researches (Gui et al., 2017; Li et al., 2018; Yu et al., 2019; Xu et al., 2019; Ding et al., 2019; Xia et al., 2019).

The traditional ECE tasks have several inherent shortcomings. First, the need for emotion annotations limits its practical applications. Second, annotating emotions before extracting causes ignores the mutual indication of emotions and causes. To solve these shortcomings, we proposed the emotion-cause pair extraction (ECPE) task in (Xia and Ding, 2019), with the aim to extract all pairs of emotion clauses and corresponding cause clauses in the document. We have further proposed a two-step framework to solve this new task: the first step extracts independent sets of emotion clauses and cause clauses, the second step uses the Cartesian product to obtain candidate emotion-cause pairs and introduces a binary classifier to filter out pairs that do not contain causality.

However, the above method does not directly
model the extraction of emotion-cause pairs, and the mistakes made in the first step will propagate to the second step. To deal with these problems, we have proposed an end-to-end approach which extracts emotion-cause pairs through 2D representation, interaction, and prediction (Ding et al., 2020). (Fan et al., 2020) proposed a transition-based model to transform the ECPE task into a procedure of parsing-like directed graph construction. (Wei et al., 2020) designed a joint neural approach which models the inter-clause relations with graph attention and tackles emotion-cause pair extraction from a ranking perspective. In contrast, in this paper, we propose a joint framework to solve the ECPE task by sliding window multi-label learning.

It should be noted that (Chen et al., 2018) also identifies emotions and causes together, while the task of this paper is different from ours. The main difference is that their task is a joint task of emotion cause extraction and emotion classification (rather than emotion expression extraction), which is based strictly on the condition that the emotion expressions should be annotated in advance. While ours performs automatic extractions of emotion expressions and causes, as well as their pairs.

3 Approach

3.1 Task Definition

Before describing our method, we first give the formal definition of the emotion-cause pair extraction (ECPE) task. The input is a document containing multiple clauses $d = [c_1, c_2, \cdots, c_d]$, the goal of ECPE is to extract a set of emotion-cause pairs in $d$:

$$P = \{\cdots, c^e - c^c, \cdots\}, \quad (1)$$

where $c^e$ is an emotion clause and $c^c$ is the corresponding cause clause.

3.2 Emotion-pivot Cause Extraction

We propose to solve the ECPE task by a sliding window multi-label learning scheme (ECPE-MLL), as shown in Figure 2. First, we assume that all clauses in the document are emotion clauses, and build an emotion-oriented sliding window centered on each emotion clause. Then, in each window, we use the emotion clause as the pivot to extract the corresponding one or more cause clauses based on multi-label learning (CMLL). As the example mentioned in section 1, the results of multi-label learning can be naturally transformed into emotion-cause pairs. Finally, by processing multiple sliding windows, we can get the emotion-cause pairs in the entire document.

3.2.1 Emotion-oriented Sliding Window Encoding

The purpose of emotion-oriented sliding window encoding is to obtain emotion-specific clause representations, which are used as features for emotion-pivot cause extraction. Specifically, we introduce the emotion extraction and cause extraction sub-tasks, and propose the iterative synchronized multi-task learning (ISML) model to solve these two sub-tasks.
The input is a document contains multiple clauses: \( d = [c_1, c_2, \ldots , c_{|d|}] \), and each clause also contains multiple words \( c_i = [w_{i,1}, w_{i,2}, \ldots , w_{i,|c_i|}] \). We use a hierarchical network with two layers to encode the document. The lower layer uses a BiLSTM to encode each clause \( c_i \) in the document independently and obtains the clause representation \( s_i \) by attention mechanism.

The upper layer is composed of a module that can be iterated multiple times. We abbreviate the model in which the upper layer is iterated \( N \) times as ISML-N. In each iteration of the upper layer, we introduce two components for emotion extraction and cause extraction, and obtain the prediction results of the two subtasks respectively. The predictions of subtasks in the current iteration will assist in the prediction of subtasks in subsequent iterations to achieve deep interactions between emotions and causes.

Specifically, in the \( k \)-th iteration of the upper layer, both components for emotion extraction and cause extraction take the clause representation \( (s^k_1, s^k_2, \ldots , s^k_{|d|}) \) as input (in particular, \( s^k_i = s_i \) when \( k = 1 \)), and use two clause level Bi-LSTM to obtain the emotion-specific representation \( r^e_i \) and cause-specific representation \( r^c_i \) for each clause \( c_i \), respectively. The emotion distribution \( y^{e,k}_i \) and cause distribution \( y^{c,k}_i \) of the clause \( c_i \) are predicted as follows:

\[
\hat{y}^{e,k}_i = \text{softmax}(W^e r^e_i + b^e), \quad (2)
\]

\[
\hat{y}^{c,k}_i = \text{softmax}(W^c r^c_i + b^c). \quad (3)
\]

Finally, we can get the input for the next iteration \( (s^{k+1}_1, s^{k+1}_2, \ldots , s^{k+1}_{|d|}) \), where

\[
s^{k+1}_i = s^k_i \oplus \hat{y}^{e,k}_i \oplus \hat{y}^{c,k}_i. \quad (4)
\]

It should be noted that we introduce the supervision of emotion extraction and cause extraction for each iteration. Therefore, the total loss of the ISML model for a document \( d \) is the sum of the losses of \( N \) iterations:

\[
L_{\text{ISML-}N} = \sum_{t=1}^{N} L_t, \quad (5)
\]

\[
L_t = - \sum_{i=1}^{d} y^e_i \cdot \log(\hat{y}^{e,t}_i) - \sum_{i=1}^{d} y^c_i \cdot \log(\hat{y}^{c,t}_i), \quad (6)
\]

where \( y^e_i \) and \( y^c_i \) are emotion and cause annotation of clause \( c_i \), respectively.

### 3.2.2 Emotion-pivot Cause Extraction based on Multi-label learning

Formally, we assume \( c_i \) is an emotion clause, and introduce a multi-label classifier to judge whether the clauses \( c_{i-|w|}, \ldots , c_{i-1}, c_i, c_{i+1}, \ldots , c_{i+|w|} \) are corresponding cause clauses. The dimension of multi-label is \((|w|*2+1)\), where \(|w|\) is the size of window, which indicates the farthest distance between current emotion clause and the candidate cause clauses. Therefore, the multi-label cause annotation of each clause \( c_i \) can be represented as a \((|w|*2+1)\) dimensional vector:

\[
y^{\text{cml},j}_i = [y^{\text{cml},-|w|}_i, \ldots , y^{\text{cml}}_i, \ldots , y^{\text{cml},|w|}_i], \text{ where } y^{\text{cml},j}_i = 1 \text{ if } c_i-c_{i+j} \text{ is annotated as an emotion-cause pair, and } y^{\text{cml},j}_i = 0 \text{ otherwise.}
\]

In order to implement multi-label classification of \((|w|*2+1)\) candidate cause clauses for emotion clause \( c_i \), we use emotion specific clause representation \( r^{e,N}_i \) as the feature and introduce \((|w|*2+1)\) logistic functions to predict a probability \( \{p(y^{\text{cml},j}_i = 1|c_i), j = -|w|, \ldots , 0, \ldots , |w|\} \) for each candidate cause clause:

\[
p(y^{\text{cml}, j}_i = 1 | c_i) = \hat{y}^{\text{cml}, j}_i = \frac{1}{1 + e^{W^{\text{cml}} r^{e,N}_i + b^{\text{cml}}}}, \quad (7)
\]

\[
p(y^{\text{cml}, j}_i = 0 | c_i) = 1 - \hat{y}^{\text{cml}, j}_i, \quad (8)
\]

where \( W^{\text{cml}} \) and \( b^{\text{cml}} \) are the parameters for logistic regression. It should be noted that \( c_i-c_{i+j} \) is predicted as an emotion-cause pair only when \( \hat{y}^{\text{cml}, j}_i > 0.5 \). For a given document \( d \), the loss of CMLL is defined as the following joint binary cross entropy loss:

\[
L_{\text{CMLL}} = - \sum_{i=1}^{d} \sum_{j=-|w|}^{|w|} (y^{\text{cml},j}_i \cdot \log(\hat{y}^{\text{cml},j}_i) + (1 - y^{\text{cml},j}_i) \cdot \log(1 - \hat{y}^{\text{cml},j}_i)). \quad (9)
\]

### 3.3 Cause-pivot Emotion Extraction

Dual with the method proposed in section 3.2, we can also transform the ECPE task into the cause-pivot emotion extraction problem in the sliding window. Specifically, we assume that all clauses in the document are cause clauses, and build a cause-oriented sliding window centered on each cause clause. Then, in each window, we use the cause clause as a pivot to extract the corresponding one or more emotion clauses based on multi-label learning (EMLL).
Formally, we assume $c_i$ is a cause clause, and introduce a multi-label classifier to judge whether the clauses $c_{i-|w|}, \ldots, c_i, c_{i+1}, \ldots, c_{i+|w|}$ are corresponding emotion clauses. The dimension of multi-label is $(|w| \ast 2 + 1)$. Therefore, the multi-label emotion annotation of each clause $c_i$ can be represented as a $(|w| \ast 2 + 1)$ dimensional vector: $y_i^\text{eml} = [y_{i}^\text{eml}|-w|, \ldots, y_{i}^\text{eml}, \ldots, y_{i}^\text{eml}|w|]$, where $y_{i}^\text{eml}, j = 1$ if $c_{i+j}$ is annotated as an emotion-cause pair, and $y_{i}^\text{eml}, j = 0$ otherwise.

The process of multi-label classification for the EMLL model is similar to CMLL. We use cause specific clause representation $r_i \in \mathcal{N}$ obtained in section 3.2.1 as the feature and introduce $\lambda \in \mathcal{N}$ logistic functions to predict a probability $y_i^\text{eml} = \{p(y_i^\text{eml}, j = 1|c_i), j = -|w|, \ldots, 0, \ldots, |w|\}$ for each candidate emotion clause. And $c_{i+j}(\cdot)$ is predicted as an emotion-cause pair only when $y_i^\text{eml} > 0.5$.

For a given document $d$, the loss of EMLL is defined as the following joint binary cross entropy loss:

$$L_\text{EMLL} = -\sum_{i=1}^{d} \sum_{j=|w|}^{w} \left(y_i^\text{eml} \cdot \log(y_i^\text{eml}) + (1 - y_i^\text{eml}) \cdot \log(1 - y_i^\text{eml})\right).$$

(10)

### 3.4 Dual Emotion-Cause Pair Extraction

For a candidate emotion-cause pair $c_p-c_q$, where $p, q \in \{1, \ldots, |d|\}$, $p - q \in [-|w|, |w|]$, both CMLL and EMLL predict a probability of whether $c_p-c_q$ is a valid emotion-cause pair: $y_p^\text{cml} - p$ and $y_q^\text{cml} - p$. We adopt three strategies to integrate these two predictions:

- **Average probability.** $c_p-c_q$ is predicted as an emotion-cause pair only when $(y_p^\text{cml} - p + y_q^\text{cml} - q)/2 > 0.5$.
- **Logical AND.** $c_p-c_q$ is predicted as an emotion-cause pair only when $y_p^\text{cml} - p > 0.5$ AND $y_q^\text{cml} - q > 0.5$.
- **Logical OR.** $c_p-c_q$ is predicted as an emotion-cause pair only when $y_p^\text{cml} - p > 0.5$ OR $y_q^\text{cml} - q > 0.5$.

The final loss of our model for a document $d$ is a weighted sum of $L_\text{ISML}$, $L_\text{CMLL}$ and $L_\text{EMLL}$ with L2-regularization term as follows:

$$L = \lambda_1 L_\text{ISML} - N + \lambda_2 L_\text{CMLL} + \lambda_3 L_\text{EMLL} + \lambda_4 ||\theta||^2,$$

(11)

where $\lambda_1, \lambda_2, \lambda_3, \lambda_4 \in (0, 1)$ are weights, $\theta$ denotes all the parameters in this model.

The performances using different integration methods are given in the experiment section.

### 4 Experiments

#### 4.1 Dataset and Metrics

We conducted experiments on the data set provided by (Xia and Ding, 2019) to verify the effectiveness of our model. For fair comparisons with (Xia and Ding, 2019), we use the same ratio to split the data that 90% are randomly selected for training and the remaining are used for testing. Similarly, we repeat the experiments 20 times and report the average result.

We use the precision, recall, and F1 score defined in (Xia and Ding, 2019) as evaluation metrics for the ECPE task as well as two sub-tasks: emotion extraction and cause extraction.

#### 4.2 Experimental Settings

We use the same word embeddings as (Xia and Ding, 2019). The dimension of word embedding is set to 200. The number of hidden units in BiLSTM for all our models is set to 100. The size of the window in the multi-label learning is set to 3.

In the training phase, we use stochastic gradient descent (SGD) algorithm and Adam optimizer. The batch size and learning rate are set to 32 and 0.005, respectively. The weights $\lambda_1, \lambda_2, \lambda_3$ in formula 11 are all set to 1. For regularization, we apply dropout to word embeddings and perform L2 constraints over the softmax parameters. The dropout rate and L2-norm regularization are set to 0.5 and 1e-5, respectively. The code has been made publicly available on Github\footnote{https://github.com/NUSTM/ECPE-MLL}.

### 4.3 Overall Performance

Table 1 shows the experimental results of our models and baseline methods on the ECPE task as well as two sub-tasks (emotion extraction and cause extraction).

**ECPE-2Steps** refers to the two-step framework proposed in our previous work (Xia and Ding, 2019), which first performs individual emotion extraction and cause extraction via multi-task learning, and then conducts emotion-cause pairing and filtering. Specifically, there are three kinds of multi-task learning settings: Indep, Inter-CE, and Inter-EC. Indep perform emotion extraction and cause...
ECPE-2Steps model, we discard the ISML module and use Indep, Inter-CE, and Inter-EC for emotion/cause encoding. The experimental results are shown in Table 1.

On the ECPE task, compared with the 2Steps-* models using the same emotion/cause encoding settings, our proposed MLL-* models achieve large improvements in the recall rate (Specifically, the recall rates of MLL-Indep, MLL-Inter-CE, and MLL-Inter-EC are 11.78%, 9.13%, and 5.52% higher than 2Steps-Indep, 2Steps-Inter-CE, and 2Steps-Inter-EC, respectively), which further lead to a significant increase in F1 score. This indicates that our methods can extract more emotion-cause pairs than the previous methods.

In the emotion extraction and cause extraction subtasks, the MLL-Indep, MLL-Inter-CE and MLL-Inter-EC methods are also better than 2Steps-Indep, 2Steps-Inter-CE, and 2Steps-Inter-EC respectively. We attribute these improvements to multi-task learning, as we additionally introduced two multi-label learning tasks for emotion-cause pair extraction.

The above results show that compared with the two-step framework, our proposed multi-label learning framework for emotion-cause extraction has great advantages and potential.

### 4.5 The Effectiveness of Iterative Synchronized Multi-task Learning

Table 1 shows the performance of the MLL-ISML-N model with different number of iterations. It should be noted that the MLL-ISML-1 model and the MLL-Indep model are equivalent, so we do not repeat its results in the table.

The MLL-ISML-1 model does not model the correlation between emotion and cause, so its perform-

| Framework     | Approach | Emotion-Cause Pair Ext. | Emotion Ext. | Cause Ext. |
|---------------|----------|-------------------------|--------------|------------|
|               |          | P | R      | F1   | P | R      | F1   | P | R      | F1   |
| ECPE-2Steps   | Indep    | 0.6832 | 0.5082 | 0.5818 | 0.8375 | 0.8071 | 0.8210 | 0.6902 | 0.5673 | 0.6205 |
|               | Inter-CE | 0.6902 | 0.5135 | 0.5901 | 0.8494 | 0.8122 | 0.8300 | 0.6809 | 0.5634 | 0.6151 |
|               | Inter-EC | 0.6721 | 0.5705 | 0.6128 | 0.8364 | 0.8107 | 0.8230 | 0.7041 | 0.6083 | 0.6507 |
| ECPE-MLL      | Indep    | 0.7117 | 0.6048 | 0.6526 | 0.8541 | 0.8236 | 0.8378 | 0.7250 | 0.5942 | 0.6525 |
| (Ours)        | Inter-CE | 0.6902 | 0.5350 | 0.6647 | 0.8494 | 0.8297 | 0.8390 | 0.7256 | 0.6147 | 0.6799 |
|               | Inter-EC | 0.7009 | 0.6384 | 0.6674 | 0.8609 | 0.8355 | 0.8474 | 0.7298 | 0.6147 | 0.6818 |
|               | ISML-2   | 0.7058 | 0.6356 | 0.6682 | 0.8569 | 0.8391 | 0.8473 | 0.7316 | 0.6473 | 0.6861 |
|               | ISML-3   | 0.7116 | 0.6351 | 0.6702 | 0.8601 | 0.8350 | 0.8469 | 0.7358 | 0.6547 | 0.6920 |
|               | ISML-4   | 0.7090 | 0.6441 | 0.6740 | 0.8582 | 0.8429 | 0.8500 | 0.7248 | 0.6702 | 0.6950 |
|               | ISML-5   | 0.7068 | 0.6425 | 0.6720 | 0.8600 | 0.8376 | 0.8483 | 0.7275 | 0.6655 | 0.6933 |

Table 1: Performance of our models and baseline models (Xia and Ding 2019) using precision, recall, and F1-measure as metrics on the ECPE task as well as the two sub-tasks.
Table 2: Performance of the CMLL, EMLL models and their integrated predictions on the ECPE task.

| Approach      | CMLL          | EMLL          | Average Probability | Logical AND | Logical OR |
|---------------|---------------|---------------|---------------------|-------------|------------|
|               | P  | R  | F1  | P  | R  | F1  | P  | R  | F1  |
| Indep         | 0.7096 | 0.5410 | 0.6128 | 0.7332 | 0.5487 | 0.6268 | 0.7674 | 0.5421 | 0.6347 |
| Inter-CE      | 0.7373 | 0.5850 | 0.6514 | 0.7301 | 0.5474 | 0.6244 | 0.7514 | 0.5659 | 0.6446 |
| Inter-EC      | 0.7090 | 0.5224 | 0.6004 | 0.7287 | 0.5986 | 0.6564 | 0.7546 | 0.5716 | 0.6497 |
| ISML-2        | 0.7301 | 0.5806 | 0.6460 | 0.7312 | 0.6056 | 0.6614 | 0.7377 | 0.5953 | 0.6584 |
| ISML-3        | 0.7291 | 0.6020 | 0.6585 | 0.7164 | 0.6181 | 0.6630 | 0.7440 | 0.6036 | 0.6652 |
| ISML-4        | 0.7345 | 0.6088 | 0.6649 | 0.7203 | 0.6223 | 0.6668 | 0.7440 | 0.6036 | 0.6652 |
| ISML-5        | 0.7185 | 0.6216 | 0.6656 | 0.7292 | 0.6200 | 0.6695 | 0.7440 | 0.6036 | 0.6652 |
| ISML-6        | 0.7306 | 0.6254 | 0.6729 | 0.7270 | 0.6252 | 0.6714 | 0.7348 | 0.6148 | 0.6686 |
| ISML-7        | 0.7297 | 0.616  | 0.6674 | 0.7219 | 0.6246 | 0.6694 | 0.7211 | 0.6258 | 0.6694 |

Table 2 shows the performance of the CMLL, EMLL models and their integrated predictions on the ECPE task using different emotion/cause encoding settings. For simplicity, we refer to these models based on different settings as CMLL-* and EMLL-*.

4.6 The Effectiveness of CMLL, EMLL, and Integrated Prediction

The above results show that compared with the Inter-EC and Inter-CE models, our proposed ISML model can better utilize the interaction between emotion and cause, and significantly improve the performance of ECPE-MLL on three tasks.
I borrowed money from all my relatives (c₁), and finally got enough money for surgery (c₂), but we can no longer afford the expensive medical expenses (c₃). He was discharged from hospital on the second day after surgery (c₄). Even the thread removal after the surgery (c₅), was all done by himself in front of the mirror (c₆). Recalling the hardest days (c₇), Xu Yongfen still couldn’t help choking (c₈).

| Ground-truth: c₈<e₇ | Inter-EC: Empty | EMLL: c₈<e₇ | CMLL: c₈<e₇ | MLL: c₈<e₇ |
|---------------------|----------------|-------------|-------------|------------|

The director told the reporter (c₁), when he heard this decision at the company’s year-end banquet (c₂), he and his girlfriend were very surprised (c₃). They established a love relationship in August last year (c₄). Because they are afraid of being known by the company (c₅), they are usually sneaky (c₆), and most of their communication in the company is through QQ (c₇). They avoid saying anything intimate in front of their colleagues (c₈), and dare not make their relationship public (c₉).

| Ground-truth: c₅<e₆ | Inter-EC: c₅<e₆, c₇<e₆ | EMLL: c₅<e₆ | CMLL: Empty | MLL: c₅<e₆ |
|---------------------|--------------------------|-------------|-------------|------------|

Table 3: Performance of our models on the ECPE task when auxiliary supervisions of emotion extraction and cause extraction are removed.

The above results show that, compared to EMLL-* and CMLL-* alone, LOR-* is a better choice when we need a model with a higher recall rate and F1 score. When we need a model with a higher precision score, then LAND-* is a better choice.

4.7 The Effectiveness of Auxiliary Supervision

We explored the effectiveness of auxiliary supervisions of emotion extraction and cause extraction by removing them from our models. For simplicity, we refer to the model without auxiliary supervisions as ‘*-AS’. The results are shown in Table 3 (based on Logical OR integration method).

For the MLL-(Indep/Inter-CE/Inter-EC) models, removing the auxiliary supervisions did not lead to a decrease in their performance on the ECPE task, but resulted in a consistent improvement (though not much). These results indicate that our joint models do not rely on independent emotion and cause extraction. However, for the MLL-ISML-6 model, its performance is significantly reduced when the auxiliary supervisions are removed. This is intuitive because the ISML model cannot work normally without auxiliary supervisions. Nevertheless, it still outperforms MLL-Indep-AS.

4.8 Case Analysis

Figure 3 shows the advantages of our models (all using ISML-6 settings) over the Inter-EC (using 2 step framework) model through two examples in the test set. In the first example, the Inter-EC model failed to extract the emotion-cause pair c₈-c₇. In contrast, our EMLL and CMLL models successfully identified this pair. We found this situation is quite common in the test set, which ultimately leads to a significant increase in the recall rate of our model compared to Inter-EC.

In the second example, Inter-EC extracted two emotion-cause pairs: c₃-c₂ and c₃-c₂, where the latter is correct and the former is wrong. By observing the results of the first step in Inter-EC, we found that c₃ is predicted to be an emotion clause, c₂ and c₃ are predicted to be cause clauses. The filter ultimately failed to eliminate the invalid pair c₃-c₃. In contrast, our models are more “cautious”, EMLL did not output other pairs after predicting the correct one, CMLL did not even output any pairs. The MLL model uses the union of the output of EMLL and CMLL to identify as many emotion-cause pairs as possible. These situations make our models have higher precision performance than the Inter-EC model, and make the MLL model more robust than EMLL and CMLL models.

5 Conclusion

The emotion-cause pair extraction (ECPE) task is a new direction in emotion analysis. To overcome the shortcomings of the existing two-step approach, we propose a sliding window multi-label learning scheme. Specifically, we assume that all clauses in the document are emotion clauses, and build an emotion-oriented sliding window centered on each of them. Then, in each window, we use the emotion clause as a pivot to extract the corresponding one or more cause clauses based on multi-label learning (CMLL). At the same time, we propose the dual form of CMLL, i.e., EMLL, which uses the cause clauses as the pivot to extract the corresponding
emotion clauses. The final predictions are obtained by integrating the results of CMLL and EMLL. We evaluated our model on a benchmark emotion cause dataset, and the experimental results show that our method has achieved a substantial improvement over the state-of-the-art method.
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A Experimental Results with BERT

We explored the effect of using pre-trained BERT (Devlin et al., 2019) as the clause encoder in ECPE-MLL. The results are shown in Table 4.

Specifically, we follow (Liu and Lapata, 2019) to feed the entire document into pre-trained BERT. Each clause in the document is expanded to start with the word “[CLS]” and end with the word “[SEP]”. We also assign interval segment embeddings $E_A$ or $E_B$ to each clause $c_i$ depending on whether $i$ is odd or even. The input representation of each word is the sum of three parts: word embedding, position embedding, and segment embedding. The representations of all clauses in the document can be obtained by gathering the representations of all corresponding “[CLS]” tokens. After that, we use two clause level transformers to obtain the emotion-specific representation and cause-specific representation for each clause, respectively.

Our model is built based on this implementation: https://github.com/google-research/bert, and is initialized using the pre-trained BERT model “BERT-Base, Chinese”. We apply the linear warmup and linear decay mechanism to the learning rate. The batch size and initial learning rate are set to 8 and $2e^{-5}$, respectively. It should be noted that we use the fixed learning rate $2e^{-3}$ for the parameters in the logistic regression layer. Readers can refer to the source code for more implementation details.

The experimental results in Table 4 show that the performance of our model on three tasks can be greatly improved by using BERT as the clause encoder. In particular, the recall rate on the cause extraction subtask has increased by 12%, indicating that the pre-trained language models have great potential in the emotion cause related tasks.