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1 Introduction

The AGT correspondence [1] connects two-dimensional conformal field theory with Virasoro symmetry and a class of four-dimensional $\mathcal{N} = 2$ supersymmetric $SU(2)$ quiver gauge field theories. For recent reviews see, e.g., [2, 3]. In particular, it connects the instanton part of Nekrasov partition functions [4, 5] to correlation functions of Liouville theory. This relation is generalized to CFTs with additional symmetries, such as affine and $\mathcal{W}_{k}$-symmetry in [6–9], with extended supersymmetry in [10–17] and to the CFT with parafermion algebra in [18, 19].

The connection between the instanton part of Nekrasov partition functions and CFT correlation functions is related to the existence of a special basis in the extended CFT, such that the matrix elements of the vertex operators in this basis are equal to the Nekrasov function $Z_{\text{bif}}$, which will be given explicitly below.

In [10, 20] it was suggested that conformal blocks in the CFT with the coset symmetry $\hat{gl}_r(n)/\hat{gl}_r(n-p)$ correspond to the instanton partition functions on $\mathbb{C}^2/\mathbb{Z}_p$ in the $SU(r)$ gauge theory. This coset symmetry by the level-rang duality is

$$A(r,p) = \mathcal{H} \times \hat{sl}_r(p) \times \frac{\hat{sl}_r(p) \times \hat{sl}_r(n-p)}{\hat{sl}_r(n)}.$$  (1.1)
Here $\mathcal{H}$ is the Heisenberg algebra, $\hat{\mathfrak{sl}}(r)_p$ is the affine Lie algebra and $n$ is related to the so-called equivariant parameter, which defines the central charge of the dual CFT. The original AGT correspondence arises for $r = 2$ and $p = 1$. The coset (1.1) defines the extension of the original version to the three-parametric family of CFTs with the parameters $r, p$ and $n$. With respect to the dependence on $n$, two possibilities are distinguished: a CFT with continuous operator product expansions (OPE) like the Liouville theory and a rational CFT like minimal models. For the specific features of the AGT correspondence in the latter case see, e.g. [21–24].

Up to now the special basis was constructed for the Virasoro case in [25] and for the case $r > 2$ and $p = 1$ in [26, 27]. The case $r = 2$, $p = 2$, related to $\mathcal{N} = 1$ SCFT, was considered in [16]. It was claimed there that the basis in the free field representation of the algebra $\mathcal{A}(2,2)$ can be expressed through the so-called Uglov polynomials [28, 29], which are obtained in the limit $q, t \to -1$ from Macdonald polynomials. The use of the connection with the Uglov polynomials in this context requires introducing two bosonizations for the representation of $\mathcal{A}(2,2)$. The first one is defined in terms of free fields generators by means of the Feigin-Fuchs bosonization of the super-Virasoro algebra and Fateev-Zamolodchikov bosonization of $\hat{\mathfrak{sl}}(2)_2$. The second one requires the implementation of two additional representations of the Heisenberg algebra, with the generators $a_k^{(1,2)}$. The connection between the generators $a_k^{(1,2)}$ and the generators of $\mathcal{A}(2,2)$ plays an important role in the construction of the basis elements.

In this paper we are dealing with the case $r = 2$, $p = 2$ and consider the construction of the correlation functions in terms of elements of the special basis. In the work [12] the problem of constructing correlation functions from AGT was considered. The expressions were derived using OPE, where the coefficients for each level of the descendants’ contribution was written in terms of the instanton partition functions. On the other hand, in work [16] the problem of constructing of the AGT basis was studied. In this note we analyze the connection between these two problems. We consider the 4-point function on the sphere. We find that the relation between the two $\mathcal{A}(2,2)$ bosonizations, when applied to the first levels in the OPE expansion, requires a more detailed consideration. In particular, to construct the special basis in terms of the Uglov polynomials on the first levels, we need to express the components of the polynomials (power-sum polynomials) in terms of $\mathcal{A}(2,2)$ algebra elements, which requires a particular formulation of their relation. In order to represent the OPE coefficients, that define the conformal block, in terms of the special basis we also have to formulate the conjugation rule for the basis elements. In addition, the construction of a general basis element requires two Feigin-Fuchs bosonizations connected by means of a certain reflection transformation which we also analyze.

The special basis is labeled by pairs of two-colored diagrams (left and right), where the left diagrams are associated with one set of generators and the right diagrams with another set. These sets are connected by the reflection transformation. For the generic value of the central charge $c$, because of the noncommutativity of the sets, the basis
elements are known only for a subclass labeled by pairs with one empty diagram (left or right). For the particular case \( c = 3/2 \), the left and right sets commute, and each element of the special basis is given by a product of the Uglov polynomials corresponding to each diagram. It is possible in this case to express OPE coefficients in terms of the basis elements and to get an expression for the correlation function in a closed form.

The plan of the paper is the following. In Section 2 we discuss the free field representation of the \( \mathcal{A}(2,2) \) algebra, the AGT basis and recall the construction of 4-point conformal blocks in terms of the so-called chain vectors. In Section 3 we obtain the elements of the special basis in terms of the Uglov polynomials using two bosonizations of \( \mathcal{A}(2,2) \). In Section 4 we consider in detail the \( c = 3/2 \) case and verify the scalar products of the basis with the chain vectors against the AGT results. In Section 5 we present our conclusion. Important properties of the Macdonald and Uglov polynomials are collected in Appendix A, explicit expressions for the elements of the special basis at the first four levels are written in Appendix B, Appendix C consists of some formulas related to Nekrasov’s functions and chain vectors, Appendix D contains detailed computations of the scalar products of the basis elements with the chain vector on the level 2.

### 2 AGT and SVir CFT

**Chiral symmetry algebra.** The algebra \( \mathcal{A}(2,2) \), eq. (1.1), is the tensor product of NSR (super-Virasoro), \( \hat{\mathfrak{sl}}(2) \) and Heisenberg algebras, \( \mathcal{A}(2,2) = \mathcal{H} \oplus \hat{\mathfrak{sl}}(2) \oplus \text{NSR} \). To construct the special basis it will be essential to represent subalgebras in terms of free fields. For \( \mathcal{H} \) and \( \hat{\mathfrak{sl}}(2) \) it is formulated below, while for NSR algebra the bosonization is discussed in Section 3. The NSR algebra commutation relations read

\[
[L_n, L_m] = (n - m)L_{n+m} + \frac{\hat{c}}{8}(n^3 - n) \delta_{n+m},
\]

\[
\{G_r, G_s\} = 2L_{r+s} + \frac{\hat{c}}{2}(r^2 - \frac{1}{4}) \delta_{r+s},
\]

\[
[L_n, G_r] = \left(\frac{1}{2}n - r\right)G_{n+r},
\]

(2.1)

where \( n, m \) are integer and \( r, s \) are either integer (R sector), or half-integer (NS sector). In what follows we focus on the NS sector. We use the following parametrization of the central charge

\[
\hat{c} = 1 + 2Q^2, \quad Q = b + \frac{1}{b}
\]

(2.2)

and \( c \equiv \frac{3\hat{c}}{2} \). In particular, \( \hat{c} = 1 \) corresponds to the free theory.

The affine Lie Algebra of the level \( k \), \( \hat{\mathfrak{sl}}(2)_k \), is defined by the commutation relations

\[
[e_n, e_m] = [f_n, f_m] = 0, \quad [e_n, f_m] = h_{n+m} + n\delta_{n+m}k,
\]

\[
[h_n, e_m] = 2e_{n+m}, \quad [h_n, f_m] = -2f_{n+m}, \quad [h_n, h_m] = 2n\delta_{n+m}k.
\]

(2.3)
Its integrable representation $\mathcal{L}_{h,k}$ with the highest vector $|v\rangle$ is defined by

\[ e_n v = 0 \ , \ \text{for} \ n \geq 0 ; \ f_n v = h_n |v\rangle = 0 \ , \ \text{for} \ n > 0 ; \ h_0 |v\rangle = h |v\rangle . \] \hspace{1cm} (2.4)

We use Fateev-Zamolodchikov realization [30] to give the free field representation of $\widehat{sl}(2)$

\[ [h_n, h_m] = 4n\delta_{n+m,0} , \ \{ \chi_r, \chi_s \} = \delta_{r+s,0} , \ [h_n, \chi_r] = 0 , \ [D, h_n] = 0 , \ \text{for} \ n \neq 0 , \ [h_0, D] = D , \ [\chi_r, D] = 0 , \] \hspace{1cm} (2.5)

where $h_n$ are the generators of the Heisenberg subalgebra $\mathcal{H}_{sl(2)}$ and $\chi_r$ are the generators of the Majorana Fermion subalgebra $\mathcal{F}_{sl(2)}$. We denote the Fock representation of the algebra $\mathcal{H}_{sl(2)} \oplus \mathcal{F}_{sl(2)}$ with the vacuum vector $|v_J\rangle$ by $F_J$:

\[ h_n |v_J\rangle = 0 , \ \chi_r |v_J\rangle = 0 \ \text{for} \ n, r > 0 ; \ h_0 |v_J\rangle = J |v_J\rangle . \] \hspace{1cm} (2.6)

From (2.5) it follows that the operator $D$ maps from one Fock space to another

\[ D : F_J \rightarrow F_{J+1} \] \hspace{1cm} (2.7)

and hence just shifts the value of $h_0$, for convenience we will work with $h_0 = 0$. The generators $w_n$ of the Heisenberg algebra $\mathcal{H}$ are defined by the commutation relation

\[ [w_n, w_m] = 4n\delta_{n+m,0} . \] \hspace{1cm} (2.8)

The representation of this algebra with the highest vector $|\tilde{v}\rangle$ is defined by

\[ w_n |\tilde{v}\rangle = 0 , \ \text{for} \ n > 0 . \] \hspace{1cm} (2.9)

The described representation of the algebra $\mathcal{H} \oplus \mathcal{H}_{sl(2)} \oplus \mathcal{F}_{sl(2)} \oplus \text{NS}$ gives the representation of $\mathcal{A}(2, 2)$ for each $h_0$.

**Vertex operators and correlation functions.** For the primary NS field $\Phi_\Delta$ we use the following parametrization of the conformal dimension $\Delta(\alpha) = \frac{1}{2} \alpha(Q - \alpha)$, the complex parameter $\alpha$ is expressed in terms of the so-called momentum $P$, as $\alpha = Q/2 + P$, that is $\Delta(P) = \frac{1}{2} (Q^2/4 - P^2)$. The upper component of the primary super doublet is $\Psi_\Delta = G_{-1/2} \Phi_\Delta$ with the conformal dimension $\Delta + 1/2$.

We shall consider the 4-point conformal block on the sphere. The $s$-channel expansion for the lower components is

\[ \langle \Phi_1(q) \Phi_2(0) \Phi_3(1) \Phi_4(\infty) \rangle = \sum_\Delta \left[ C_{12}^\Delta C_{34}^\Delta F_0(\Delta, \Delta_i, c, q) F_0(\Delta, \Delta_i, c, \bar{q}) + \tilde{C}_{12}^\Delta \tilde{C}_{34}^\Delta F_1(\Delta, \Delta_i, c, q) F_1(\Delta, \Delta_i, c, \bar{q}) \right] , \] \hspace{1cm} (2.10)
where $q$ is the 4-point harmonic ratio, $C_{ik}^j$ and $\tilde{C}_{ik}^j$ are structure constants of the operator algebra, and

$$
F_0(\Delta, \Delta_i, c, q) = q^{\Delta - \Delta_1 - \Delta_2} \sum_{N \geq 0} q^N SV_{12} \langle N \vert N \rangle_{34}^{SV},
$$

$$
F_1(\Delta, \Delta_i, c, q) = q^{\Delta - \Delta_1 - \Delta_2} \sum_{N \geq 0} q^N SV_{12} \langle N \vert N \rangle_{34}^{SV},
$$

(2.11)

are 4-point super conformal blocks [31]. Here $\vert N \rangle_{12}^{SV}$ (the so-called chain vector) is the $N$th-level descendant contribution of the intermediate state with the conformal dimension $\Delta$ arising in the operator product expansion $\Phi_1(q)\Phi_2(0)$:

$$
[\Phi_1(q)\Phi_2(0)]_\Delta = q^{\Delta - \Delta_1 - \Delta_2} \sum_{N=0}^{\infty} q^N \vert N \rangle_{12}^{SV}.
$$

(2.12)

The vectors $\vert N \rangle_{12}^{SV}$ from eq. (2.11) and the vectors $\tilde{\vert N \rangle}_{12}^{SV}$ arising in the OPE $\Psi_1(q)\Phi_2(0)$,

$$
[\Psi_1(q)\Phi_2(0)]_\Delta = q^{\Delta - \Delta_1 - \Delta_2} \sum_{N=0}^{\infty} q^N \tilde{\vert N \rangle}_{12}^{SV},
$$

(2.13)

are the subject of the following recursion relations [31] with the initial condition $\langle 0 \vert 0 \rangle = 1$

$$
\begin{align*}
G_k \vert N \rangle_{12}^{SV} &= \vert \tilde{N} - k \rangle_{12}^{SV}, \\
G_k \tilde{\vert N \rangle}_{12}^{SV} &= [\Delta + 2k\Delta_1 - \Delta_2 + N - k] \vert N - k \rangle_{12}^{SV},
\end{align*}
$$

(2.14)

where $k > 0$, which allow one to fix these vectors level by level.

The AGT provides the explicit expressions for the conformal blocks. In this context we are dealing with the “dressed” primary fields $V_\alpha$ defined as

$$
V_\alpha = \mathcal{V}_\alpha \cdot \Phi_\alpha,
$$

(2.15)

where $\mathcal{V}_\alpha$ acts in $\mathcal{H} \oplus \hat{\mathfrak{sl}}(2)_2$ sector and explicitly is

$$
\mathcal{V}_\alpha(z) = \exp \left( i(\alpha - Q) \sum_{n=1}^{\infty} \frac{w_{-n}z^n}{-2n} \right) \exp \left( i\alpha \sum_{n=1}^{\infty} \frac{w_nz^{-n}}{2n} \right).
$$

(2.16)

The commutation relations of the field $\mathcal{V}_\alpha(z)$ with the generators $h_n$, $\chi_s$ and $w_m$ can be obtained from (2.5) and (2.8):

$$
\begin{align*}
[w_n, \mathcal{V}_\alpha(z)] &= 2i(Q - \alpha) z^n \mathcal{V}_\alpha(z), \quad n > 0, \\
[w_n, \mathcal{V}_\alpha(z)] &= -2i\alpha z^n \mathcal{V}_\alpha(z), \quad n < 0, \\
[h_n, \mathcal{V}_\alpha(z)] &= \{\chi_s, \mathcal{V}_\alpha(z)\} = 0.
\end{align*}
$$

(2.17)
To formulate the AGT relation for the 4-point blocks we introduce functions

\[ B_i(q) = G_i(q) F_i(q) , \]  

(2.18) where \( F_{0,1}(q) \) are defined in (2.11) and \( G_{0,1}(q) \) stand for \( \mathcal{H} \oplus \hat{\mathfrak{sl}}(2)_2 \) conformal blocks

\[ G_0(q) = (1 - q)(q^2 + p_1)(q^2 - p_3) , \]
\[ G_1(q) = \frac{1}{2} (1 - q)(q^2 + p_1)(q^2 - p_3) . \]  

(2.19) For our purposes it is instructive to interpret these equations in terms of the chain vectors, \( |N\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} \) which define Nth level descendant contribution\(^1\) to the OPE \( \mathcal{V}_1(z) \mathcal{V}_2(0) \). These chain vectors are defined by

\[ w_n|N, \alpha_3, \alpha_4\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} = 2i(Q - \alpha_3)\langle N - n, \alpha_1, \alpha_2\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} , \]
\[ H_{\oplus \hat{\mathfrak{sl}}(2)_2}\langle N, \alpha_1, \alpha_2|w_n = H_{\oplus \hat{\mathfrak{sl}}(2)_2}\langle N - n, \alpha_1, \alpha_2|2i\alpha_1 , \]  

(2.20) and \( h_{n>0}, \psi_{r>0} \) annihilate them. The highest vector \( |0\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} = |v_J\rangle \otimes |\tilde{v}\rangle \). Explicitly one can write

\[ |N, \alpha_3, \alpha_4\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} = \sum_{r_1,r_2,...} \prod_{l=1}^{\infty} \frac{C^r_l}{r_l!}\langle r_1, r_2, ...\rangle , \]
\[ H_{\oplus \hat{\mathfrak{sl}}(2)_2}\langle N, \alpha_1, \alpha_2| = \sum_{k_1,k_2,...} \prod_{l=1}^{\infty} \langle k_1, k_2, ...\rangle \frac{E^k_l}{k_l!} , \]  

(2.21) with constants \( E = \frac{i\alpha_1}{2} \), \( C = \frac{i(Q - \alpha_3)}{2} \), and states \( \langle k_1, k_2, ...\rangle = \langle 0\rangle \cdots w_{k_2}w_{k_1} \) and \( \langle r_1, r_2, ...\rangle = w_{r_1}w_{r_2}...\langle 0\rangle \) with \( k_1 + k_2 + \cdots = N \) and \( r_1 + r_2 + \cdots = N \). Hence, the conformal blocks \( G_i(q) \) from eqs. (2.19) are nothing but

\[ G_0(q) = \sum_{N} H_{\oplus \hat{\mathfrak{sl}}(2)_2}\langle N, \alpha_1, \alpha_2|N, \alpha_3, \alpha_4\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} q^N , \]
\[ G_1(q) = \frac{1}{2} \sum_{N} H_{\oplus \hat{\mathfrak{sl}}(2)_2}\langle N, \alpha_1, \alpha_2|N, \alpha_3, \alpha_4\rangle_{H \oplus \hat{\mathfrak{sl}}(2)_2} q^N . \]  

(2.22) Here the factor \( \frac{1}{2} \) is due to the conventional normalization of the super conformal blocks, for details see [12]. Using (2.18), the total conformal blocks can be written as

\[ B_0 = q^{\Delta - \Delta_1 - \Delta_2} \sum_{N \geq 0} q^{N} \langle N|N\rangle_{34} , \]
\[ B_1 = \frac{1}{2} q^{\Delta - \Delta_1 - \Delta_2} \sum_{N > 0} q^{N} \langle N|N\rangle_{34} , \]  

(2.23)\(^1\)The grading in the module of \( \mathcal{H} \oplus \hat{\mathfrak{sl}}(2)_2 \) is the minus sum of the generator indices.
where

\[ |N\rangle_{ij} = \sum_{N_1+N_2=N} |N_1\rangle_{ij}^S |N_2\rangle_{ij}^{H\oplus H(2)} \]  

(2.24)

for both integer and half-integer \( N \).

From AGT it follows (more details in [12]) that

\[
\begin{aligned}
12\langle N|N\rangle_{34} &= \sum_{\tilde{x}^0=0}^{N(N-1)/2} Z_{12}^\text{sym} \left( \mu_i, \vec{P}, \vec{\lambda}^0 \right) Z_{\text{vec}}^\text{sym} (\vec{P}, \vec{\lambda}^0) , \quad \text{for integer } \ N, \\
12\langle N|N\rangle_{34} &= 2 \sum_{\tilde{x}^1, N_+ (\tilde{x}^1) = N - \frac{1}{2}} \sum_{N_- (\tilde{x}^1) = N + \frac{1}{2}} Z_{12}^\text{sym} \left( \mu_i, \vec{P}, \vec{\lambda}^1 \right) Z_{\text{vec}}^\text{sym} (\vec{P}, \vec{\lambda}^1) , \quad \text{for half-integer } \ N,
\end{aligned}
\]

(2.25)

where \( \vec{\lambda}^\sigma \) is a pair of two-colored (in chess coloring) Young diagrams \( \lambda_1^\sigma \) and \( \lambda_2^\sigma \) with the color of the angle cell \( \sigma \) being labeled by 0 (white) or 1 (black). The sums in (2.25) go over pairs of diagrams with \( N_+ (\vec{\lambda}^\sigma) = N_+ (\lambda_1^\sigma) + N_+ (\lambda_2^\sigma) \) white colored and \( N_- (\vec{\lambda}^\sigma) = N_- (\lambda_1^\sigma) + N_- (\lambda_2^\sigma) \) black colored cells. The \( Z_{12}^\text{sym} \) and \( Z_{\text{vec}}^\text{sym} \) are just the standard AGT functions, which are given in Appendix C. Parameters of these functions are related with the parameters of the conformal block as follows

\[
\begin{aligned}
\mu_1 &= \frac{Q}{2} + (P_1 + P_2) , & \mu_2 &= \frac{Q}{2} + (P_1 - P_2) , \\
\mu_3 &= \frac{Q}{2} - (P_3 + P_4) , & \mu_4 &= \frac{Q}{2} - (P_3 - P_4) ,
\end{aligned}
\]

(2.26)

and

\[
\vec{P} = (P, -P) .
\]

(2.27)

**Special basis of states in CFT with A(2,2) symmetry.** It follows from AGT that there exists orthogonal basis \( |P\rangle_{\tilde{x}^\sigma} \) in the representation space of \( \mathcal{A}(2,2) \), labeled by a pair of Young diagrams \( \vec{\lambda}^\sigma = (\lambda_1^\sigma, \lambda_2^\sigma) \) such that

\[
\frac{\langle P'| \Phi_\alpha | P \rangle_{\tilde{x}^\sigma}}{\langle P'| \Phi_\alpha | P \rangle} = Z_{\text{bif}} \left( \alpha | P', \vec{\mu}^\sigma, P, \vec{\lambda}^\sigma \right) ,
\]

(2.28)

where \( |P\rangle \) is an NS primary state with the conformal dimension \( \Delta(P) = \frac{1}{2}(Q^2/4 - P^2) \). The function \( Z_{\text{bif}} \) is given in Appendix C. This special basis respects the grading:

\[
\begin{aligned}
h_0 |P\rangle_{\tilde{x}^\sigma} &= \left( 2d(\vec{\lambda}^\sigma) + 2\sigma \right) |P\rangle_{\tilde{x}^\sigma} , & L_0 |P\rangle_{\tilde{x}^\sigma} &= \left( \frac{2|\vec{\lambda}^\sigma| + h_0}{4} + \Delta \right) |P\rangle_{\tilde{x}^\sigma} ,
\end{aligned}
\]

(2.29)

with \( d(\lambda^\sigma) = N_0 (\lambda^\sigma) - N_1 (\lambda^\sigma) \) being the difference between the number of black and white cells in diagram \( \lambda^\sigma \) and \( d(\vec{\lambda}^\sigma) = d(\lambda_1^\sigma) + d(\lambda_2^\sigma) \) — the same for the pair of diagrams. The choice of \( h_0 \in \mathbb{Z} \) is arbitrary but for convenience we take \( h_0 = 0 \) since other values \( h_0 \) can be obtained acting by the operator \( D \), eq. (2.7). Since \( h_0 = 0 \) the color \( \sigma \) of the angle

---

2For convenience we change the color of the angle cell for half-integer values of \( N \) from white (as in [12]) to black.
cells for the pair of diagrams $\tilde{\lambda}^\sigma$ is defined by the total number of cells $|\tilde{\lambda}^\sigma|$:  
\begin{align*}
\sigma = 0 &\iff |\tilde{\lambda}^\sigma| \text{ is even} , \\
\sigma = 1 &\iff |\tilde{\lambda}^\sigma| \text{ is odd} .
\end{align*}

Let us consider the first few representatives of the basis [16]. At the level $L_0 = \Delta$ we have the ground state $|P\rangle$. At the level $L_0 = \Delta + \frac{1}{2}$ there are two states:
\begin{align*}
|P\rangle_{((1),\varnothing)} &= -\sqrt{2} \left( G_{-1/2} + i \frac{Q+2P}{2} \chi_{-1/2} \right) |P\rangle , \\
|P\rangle_{(\varnothing, (1))} &= -\sqrt{2} \left( G_{-1/2} + i \frac{Q-2P}{2} \chi_{-1/2} \right) |P\rangle .
\end{align*}

Four states for the level $L_0 = \Delta + 1$ are:
\begin{align*}
|P\rangle_{((2), \varnothing)} &= \left( -2L_{-1} - 2b \chi_{-1/2} G_{-1/2} - \frac{i(Q+2P)}{2} w_{-1} - \frac{Q+2P}{2b} h_{-1} \right) |P\rangle , \\
|P\rangle_{((1,1), \varnothing)} &= \left( -2L_{-1} - 2b \chi_{-1/2} G_{-1/2} - \frac{i(Q+2P)}{2} w_{-1} - \frac{b(Q+2P)}{2} h_{-1} \right) |P\rangle , \\
|P\rangle_{(\varnothing, (2))} &= \left( -2L_{-1} - 2b \chi_{-1/2} G_{-1/2} - \frac{i(Q-2P)}{2} w_{-1} - \frac{Q-2P}{2b} h_{-1} \right) |P\rangle , \\
|P\rangle_{(\varnothing, (1,1))} &= \left( -2L_{-1} - 2b \chi_{-1/2} G_{-1/2} - \frac{i(Q-2P)}{2} w_{-1} - \frac{b(Q-2P)}{2} h_{-1} \right) |P\rangle .
\end{align*}

The basis we are going to use in this paper is denoted as $|\tilde{\lambda} \rangle = |\lambda_1, \lambda_2 \rangle$. Its connection with the basis $|P\rangle_{\tilde{\lambda}^\sigma}$, eq. (2.29), is the following
\begin{equation}
|P\rangle_{\lambda_1^\sigma, \lambda_2^\sigma} = \Omega_{\tilde{\lambda}}(P) |\lambda_1, \lambda_2 \rangle .
\end{equation}

We recall that the $\sigma$ parameter is not free, see eq. (2.30), and that is why is does not appear on the right hand side. This equation is the definition of the basis $|\tilde{\lambda} \rangle$. The normalization function $\Omega_{\tilde{\lambda}}(P)$ is known [16] only for the pairs with one empty diagram:
\begin{align*}
\Omega_{\lambda, \varnothing}(P) &= \prod_{\ell \in \lambda, i+j \equiv 0 \mod 2} \left( 2P + i b + j b^{-1} \right) , \\
\Omega_{\varnothing, \lambda}(P) &= \prod_{\ell \in \lambda, i+j \equiv 0 \mod 2} \left( -2P + i b + j b^{-1} \right) ,
\end{align*}

where $i$ and $j$ are coordinates of a cell in vertical and horizontal axes correspondingly. One can notice that $\Omega_{\lambda, \varnothing}(P) = \Omega_{\varnothing, \lambda}(-P)$. The basis $|\tilde{\lambda} \rangle$ from (2.33) is convenient because as we will see after bosonization its coefficients do not depend on a momentum $P$.

**Conjugation rule.** The conjugation rule is not uniquely defined. This non-uniqueness manifests itself in the concrete form of the scalar products matrix\(^3\). We work with the diagonal one. The corresponding conjugation rule [32] is the following: for any complex function $f(P)$, $(f(P)|P\rangle)^+ = \langle P|f(-P)$ and $(|\lambda_2, \lambda_1 \rangle)^+ = \langle \lambda_1, \lambda_2 \rangle$.

---
\(^3\)In [25] was used another conjugation rule where $P$ does not change sign and the order of the diagrams remains the same. This conjugation leads to the antidiagonal matrix of the scalar products.
For example:

\[
\chi^\dagger \lambda_2 \langle P \rangle = (\langle P \rangle \lambda_2, \chi^\dagger)^+ = (\Omega_{\lambda_2, \lambda_1} (P) | \lambda_2, \chi^\dagger) = \Omega_{\lambda_2, \lambda_1} (-P) | \lambda_1, \lambda_2 \rangle .
\] (2.35)

Scalar products of the chain vectors with the basis elements. Using orthogonality of the special basis and eq. (2.25) we get

\[
\langle \bar{\lambda}| N \rangle_{34} = \begin{cases} 
\prod_{n=1}^{N} \prod_{s \in \Lambda_0} \phi(P_n, s) (\phi(P_n, s) + \mu_1) \Omega(\chi_1, \chi_2)(P), & \text{for integer } N, \\
-\sqrt{2} \prod_{n=1}^{N} \prod_{s \in \Lambda_0} \phi(P_n, s) (\phi(P_n, s) + \mu_1) \Omega(\chi_1, \chi_2)(P), & \text{for half-integer } N,
\end{cases}
\] (2.36)

\[
\langle N| \bar{\lambda} \rangle_{34} = \begin{cases} 
\prod_{n=1}^{N} \prod_{s \in \Lambda_0} \phi(P_n, s) (\phi(P_n, s) + \mu_1) \Omega(\chi_1, \chi_2)(P), & \text{for integer } N, \\
-\sqrt{2} \prod_{n=1}^{N} \prod_{s \in \Lambda_0} \phi(P_n, s) (\phi(P_n, s) + \mu_1) \Omega(\chi_1, \chi_2)(P), & \text{for half-integer } N.
\end{cases}
\] (2.37)

Details can be found in Appendix C.

3 Two bosonizations and super-Liouville reflection operator

In the previous section we introduced the AGT basis. It appears that the subclass of the basis of the form $|\lambda, \varnothing\rangle$ or $|\varnothing, \lambda\rangle$ can be expressed in terms of the Uglov polynomials. To this end one has to use two Feigin-Fuchs bosonizations of the NS algebra. In this section we describe the bosonizations and introduce the ingredients for constructing the elements of the basis for this subclass.

Two bosonizations of NS algebra. We consider the algebra

\[
[c_n, c_m] = n \delta_{n+m,0} , \quad \{ \psi_r, \psi_s \} = \delta_{r+s,0} , \quad [x, y] = 0 ,
\] (3.1)

with $c_n, n \in \mathbb{Z} \setminus \{0\}$ being boson generators, $\psi_r, r \in \mathbb{Z} + \frac{1}{2}$ - fermion generators, $x, y \in (c_n, \psi_r, \hat{P})$ and $x \neq y$. The NS algebra is embedded into the universal enveloping algebra of (3.1) as

\[
L_n = \frac{1}{2} \sum_{k \neq 0, n} c_k c_{n-k} + \frac{1}{2} \sum_r (r - \frac{n}{2}) \psi_{n-r} \psi_r + \frac{i}{2} (Qn - 2 \hat{P}) c_n , \\
L_0 = \sum_{k>0} c_k c_{-k} + \sum_{r>0} r \psi_{-r} \psi_r + \frac{1}{2} \left( \frac{Q^2}{4} - \hat{P}^2 \right) , \\
G_r = \sum_{n \neq 0} c_n \psi_{r-n} + i(Qr - \hat{P}) \psi_r .
\] (3.2)

The highest-weight representation of the super-Virasoro algebra is the Fock space with the vacuum vector $|P\rangle$ such that $\hat{P}|P\rangle = P|P\rangle$ and

\[
c_k |P\rangle = 0 , \quad k > 0 , \quad \psi_r |P\rangle = 0 , \quad r > 0 .
\] (3.3)
The commutation relations of the generators \( c_k, \psi_r \) with the NS generators are

\[
[c_k, L_n] = kc_{k+n} (1 - \delta_{k+n,0}) - \frac{ik}{2} (kQ + 2P) \delta_{k+n,0},
\]
\[
[\psi_r, L_n] = (r + \frac{\mu}{2}) \psi_{n+r}, \quad [c_k, G_l] = k \psi_{k+l},
\]
\[
\{\psi_r, G_l\} = c_{r+l} (1 - \delta_{r+l,0}) - \frac{i}{2} (2rQ + 2P) \delta_{r+l,0}.
\]

In the universal enveloping algebra (3.1) one can introduce the second set of generators, \( c^R_k, \psi^R_r \). They are related to another possible Feigin-Fuchs representation which differs from (3.2) by the sign of \( \hat{P} \):

\[
L_n = \frac{1}{2} \sum_{k \neq 0,n} c^R_k \psi^R_{-k} + \frac{1}{2} \sum_r \left( r - \frac{n}{2} \right) \psi^R_{n-r} \psi^R_r + \frac{i}{2} (Qn + 2\hat{P}) c^R_n,
\]
\[
G_r = \sum_{n \neq 0} c^R_{n} \psi^R_{-r} + i(Qr + \hat{P}) \psi^R_r.
\]

The sets \( c_k, \psi_r \) and \( c^R_k, \psi^R_r \) are connected by some nonlinear, so-called reflection transformation which is unknown in the closed form. Nevertheless, the first terms of the formal expansion can be found explicitly by considering the states on the lower levels. For instance, solving the following system

\[
L_n G_\mu(c^R_k, \psi^R_r, -\hat{P}) |P\rangle = L_n G_\mu(c_k, \psi_r, \hat{P}) |P\rangle,
\]

for the states on the levels from \( 1/2 \) to \( 2 \) for the generators \( \psi^R_{-1/2}, c^R_{-1}, \psi^R_{-3/2} \) and \( c^R_{-2} \), one finds

\[
\psi^R_{-1/2} = \frac{Q + 2P}{Q - 2P} \psi_{-1/2} + \ldots,
\]
\[
c^R_{-1} = \frac{Q + 2P}{Q - 2P} c_{-1} + \frac{32PQ}{(2P - Q)(2P + Q)(4P^2 - 8PQ + 3Q^2 + 4)} c_{-1} \psi_{-1/2} \psi_{1/2} +
\]
\[
+ \frac{16iPQ}{8P^3 - 12P^2Q - 2PQ^2 + 8P + 3Q^3 + 4Q} \psi_{-3/2} \psi_{1/2} +
\]
\[
+ \frac{(2P + Q)(4P^3 - 12P^2Q + 11PQ^2 + 4P - 3Q^3 - 4Q)}{8PQ(2P - 3Q)} c_{-2} c_1 +
\]
\[
+ \frac{16PQ}{(2P + Q)(4P^3 - 12P^2Q + 11PQ^2 + 4P - 3Q^3 - 4Q)} \psi_{-3/2} c_{-1} c_1 + \ldots,
\]
The explicit form of the operators $\psi_{-3/2}$ can be expressed in the following way:

\[
\psi_{-3/2}^R = -\frac{8P^3 + 4P^2Q - 10PQ^2 + 8P + 3Q^3 + 4Q}{(2P - Q)(4P^2 - 8PQ + 3Q^2 + 4)} \psi_{-3/2} + \frac{16iPQ}{(2P - Q)(4P^2 - 8PQ + 3Q^2 + 4)} c_{-1} \psi_{-1/2} + \frac{4i(2P^2Q - PQ^2)}{(2P + Q)(4P^3 - 12P^2Q + 11PQ^2 + 4P - 3Q^3 - 4Q)} c_{-2} + \frac{8PQ}{(2P + Q)(4P^3 - 12P^2Q + 11PQ^2 + 4P - 3Q^3 - 4Q)} c_{-1} c_{-1} \psi_{1/2} - \frac{16PQ^2}{(P - Q)(2P - Q)(2P + Q)(4P^2 - 8PQ + 3Q^2 + 4)} \psi_{-3/2} \psi_{1/2} + \ldots ,
\]

where dots stand for higher terms which do not contribute to the scalar products (2.36), (2.37) on the considered below levels.

**Basis elements in terms of the Uglov polynomials.** The generators of $A(2, 2)$ can be expressed in the following way [16]

\[
w_n = a_{2n}^{(1)} + a_{2n}^{(2)} , \quad c_n = \frac{a_{2n}^{(1)} - a_{2n}^{(2)}}{2} ,
\]

\[
\sum_n h_n z^{-2n} = 1 + \frac{(-1)^{\sigma + 1}}{4} \left( \exp (2\phi^{(1)}) + \exp (2\phi^{(2)}) + \exp (-2\phi^{(1)}) + \exp (-2\phi^{(2)}) \right) ,
\]

\[
\sum_r \chi_r z^{-2r} = (-1)^{\sigma + 1} \frac{i}{2\sqrt{2}} \left( \exp (\phi^{(1)} + \phi^{(2)}) - \exp (-\phi^{(1)} - \phi^{(2)}) \right) ,
\]

\[
\sum_r \psi_r z^{-2r} = \frac{i}{2\sqrt{2}} \left( \exp (\phi^{(1)} - \phi^{(2)}) - \exp (-\phi^{(1)} + \phi^{(2)}) \right) ,
\]

where all exponents are normal ordered, $a_n^{(1, 2)}$ are the generators of the two representations of the Heisenberg algebra

\[
[a_n^{(k)}, a_m^{(l)}] = n\delta_{k,l}\delta_{n + m, 0}
\]

and $\phi^{(1, 2)}(z)$ are

\[
\phi^{(k)}(z) = \sum_n \frac{a_n^{(k)}}{-2n - 1} z^{-2n - 1} , \quad k = 1, 2 .
\]

The explicit form of the operators $a_n^{(1, 2)}$ in terms of the bosonized $A(2, 2)$ generators on the lower levels are given in Appendix B.

In addition we need the reflected $a_n^{(1, 2)}$ operators which we denote by $a_n^{(1, 2)R}$. These
operators are related to $c_n^R$ and $\psi_r^R$ in the same way as $a_n^{(1,2)}$ to $c_n$ and $\psi_r$ in (3.9).

The connection of the basis with the Uglov polynomials can be expressed [12] as

$$
|\lambda, \emptyset\rangle = J^{(2)}_\lambda(x)|P\rangle,
|\emptyset, \lambda\rangle = J^{(2)}_\lambda(y)|P\rangle,
$$

where $J^{(2)}_\lambda(x)$ is the Uglov polynomial associated with the Young diagram $\lambda$, whose definition is given in Appendix A. The Uglov polynomials can be written in terms of the power-sum symmetric polynomials $p_k(x) = \sum_j x^k_j$, related to the operators $a_k^{(2)}$ and $a_k^{(2)R}$ as

$$
p_{2k+1}(x) = a_{2k-1}^{(2)}, \quad p_{2k}(x) = ib^{-1}a_{-2k}^{(2)},
\quad p_{2k+1}(y) = a_{-2k-1}^{(2)R}, \quad p_{2k}(y) = ib^{-1}a_{-2k}^{(2)R},
$$

so that the Uglov polynomials can be expressed in terms of $w_n, h_n, \chi_r, c_n, \psi_r$ and $c_n^R, \psi_r^R$ using (3.9).

Now using eqs. (3.12), (3.13), (3.9) and the relations (3.7), (3.8) for the reflected operators one can construct the subclass of the basis in terms of the $\mathcal{A}(2,2)$ generators on the lower levels.

4 The basis for $\hat{c} = 1$

In this section we are going to show that the expansion of the chain vectors, eq. (2.24), in terms of the orthogonal basis leads to the AGT representation of the conformal block. Therefore we have to verify (2.36) for all the elements of the basis. In the previous section we established the connection of the Uglov polynomials with the basis elements if one of the diagrams is empty. As in the bosonic case [32] we expect this connection holds for the whole basis if $\hat{c} = 1$.

For the particular value of the central charge $\hat{c} = 1$ (correspondingly $Q = 0$) the equations (3.7), (3.8) reduce to

$$
\psi_{-1/2}^R = -\psi_{-1/2}, \quad \psi_{-3/2}^R = -\psi_{-3/2},
\quad c_{-1}^R = c_{-1}, \quad c_{-2}^R = c_{-2}.
$$

For the considered below levels, from 1/2 to 2, it implies

$$
a_k^{(2)R} = a_k^{(1)}.
$$

Hence for $\hat{c} = 1$ the AGT basis depends on two commuting generators $a_k^{(1)}$ and $a_k^{(2)}$. The natural assumption is that in this case, $\hat{c} = 1$, the basis can be represented as a product of two Uglov polynomials such that

$$
|\tilde{\lambda}\rangle = J^{(2)}_{\lambda_2}(a_k^{(2)}).J^{(2)}_{\lambda_1}(a_k^{(1)})|P\rangle.
$$
Below we calculate the scalar products of the basis elements (4.3) with the chain vectors (2.24) and test these results against the relation (2.36) which is obtained directly from the AGT correspondence (see Appendix C). For the subclass of the basis with one empty diagram we use the form of the elements given by the eq. (3.12) and calculate the products for the generic value of $\hat{c}$. For our purposes we need to define the conjugation relations for the bosonized $A(2, 2)$ generators. The standard form of the NS conjugation $L_n^+ = L_{-n}$ and $G_r^+ = G_{-r}$ fixes the conjugation rule for the generators $c_k, \psi_r$ and $\hat{P}$:

$\begin{align*}
c_k^+ &= -c_{-n}, \\
\psi_r^+ &= -\psi_{-r}, \\
\hat{P}^+ &= -\hat{P}
\end{align*}$

(4.4) and the conjugation relations for the rest generators are the following

$\begin{align*}
w_n^+ &= w_{-n}, \\
h_n^+ &= h_{-n}, \\
\chi_r^+ &= \chi_{-r}.
\end{align*}$

(4.5)

**Level 1/2:** At this level the chain vector (2.24) is

$|1/2\rangle = |1/2\rangle^SV = \frac{1}{2\Delta} G_{-1/2} |P\rangle.$

(4.6)

The coefficient in front of $G_{-1/2}$ is fixed by the normalization of the vector $|1/2\rangle^SV$:

$^{SV}\langle 1/2 | 1/2 \rangle^SV = \frac{1}{2\Delta}.$

(4.7)

This is easily seen to be consistent with (2.25), namely

$\langle 1/2 | 1/2 \rangle = \frac{1}{2\Delta} = 2 \left( Z_{vec}^{sym}(\vec{P}, ((1), \emptyset)) + Z_{vec}^{sym}(\vec{P}, (\emptyset, (1))) \right).$

(4.8)

The scalar products of the chain vector with the basis vectors at this level are

$\langle (1), \emptyset | 1/2 \rangle = -\frac{\sqrt{2}}{2P + Q},$

(4.9)

$\langle \emptyset, (1) | 1/2 \rangle = \frac{\sqrt{2}}{2P - Q},$

(4.10)

which is in agreement with the relation (2.36).

**Level 1:** The chain vector is

$|1\rangle_{3,4} = |1\rangle^SV_{3,4} + |1\rangle^{H_{\bar{3}3}(2)2}_{3,4} = \beta_1^SV L_{-1} |P\rangle + \beta_1^{H_{\bar{3}3}(2)2} w_{-1} |P\rangle,$

(4.11)

where the coefficients are found using (2.14) and (2.20):

$\beta_1^SV = \frac{\Delta + \Delta_{3} - \Delta_{4}}{2\Delta}, \quad \beta_1^{H_{\bar{3}3}(2)2} = \frac{i(Q - \alpha_3)}{2}.$

(4.12)
Hence, the complete expression for the chain vector at this level is

$$|1\rangle_{3,4} = \frac{\Delta + \Delta_3 - \Delta_4}{2\Delta} L_{-1} |P\rangle + \frac{i(Q - \alpha_3)}{2} w_{-1} |P\rangle$$  \hspace{1cm} (4.13)$$

and the norm:

$$1,2|1\rangle_{3,4} = \left(\Delta_1 + \Delta_3 - \Delta_4\right) \frac{\beta_1}{2\Delta} + \frac{\beta_1}{\Delta} (Q - \alpha_3) = \sum_{\lambda,N}(\bar{\lambda},\bar{\lambda}) \left(\mu_i, \bar{P}, \bar{\lambda}\right) \left(\mu_i, \bar{P}, \bar{\lambda}\right).$$  \hspace{1cm} (4.14)$$

The scalar products of the special basis vectors with the chain vector $|1\rangle$ are

$$\langle (2), \emptyset |1\rangle = \frac{(Q+2P-2P_3)^2 - 4P^2}{4(Q+2P)},$$
$$\langle (1, 1), \emptyset |1\rangle = \frac{(Q+2P-2P_3)^2 - 4P^2}{4(Q+2P)},$$
$$\langle \emptyset, (2) |1\rangle = \frac{(Q-2P_3)^2 - 4P^2}{4(Q-2P)},$$
$$\langle \emptyset, (1, 1) |1\rangle = \frac{(Q-2P_3)^2 - 4P^2}{4(Q-2P)},$$

which are consistent with the relation (2.36).

**Level 3/2:** The chain vector is

$$|3/2\rangle_{3,4} = |3/2\rangle_{3,4}^{SV} + |1/2\rangle_{3,4}^{SV} |1\rangle_{3,4}^{H\oplus \mathbb{Z}(2)} = \left(\beta_3^{SV} G_{3/2} + \beta_1^{SV} L_{-1} G_{-1/2}\right) |P\rangle + \frac{1}{4\Delta} \beta_1^{H\oplus \mathbb{Z}(2)} G_{-1/2} w_{-1} |P\rangle .$$  \hspace{1cm} (4.16)$$

Using the normalization $\langle 0|0 \rangle^{SV} = 1$ and the recursion relation (2.14) one gets the coefficients in the explicit form

$$\beta_3^{SV} = -\frac{2(\Delta_3 - \Delta_4)}{2(c - 3)\Delta + c + 4\Delta^2},$$
$$\beta_1^{SV} = \frac{2(c - 3)\Delta + 2(\Delta_3 - \Delta_4)(c + 2\Delta) + c + 4\Delta^2}{4\Delta(2(c - 3)\Delta + c + 4\Delta^2)}.$$  \hspace{1cm} (4.17)$$

Again, the norm of the chain vectors $1,2|3/2\rangle_{3,4}$ can be expressed as in (2.25):

$$1,2\langle 3/2|3/2\rangle_{3,4} = \frac{2(\Delta_3 - \Delta_4)}{2(c-3)\Delta + c + 4\Delta^2} + 2\Delta + 2\Delta_3 - 2\Delta_4 + 4\alpha_1 (\alpha_3 - Q) + 1 = \sum_{\lambda,N}(\bar{\lambda},\bar{\lambda}) \left(\mu_i, \bar{P}, \bar{\lambda}\right) \left(\mu_i, \bar{P}, \bar{\lambda}\right).$$  \hspace{1cm} (4.18)$$

The special basis at this level consists of four vectors, labeled by one empty and one non-empty diagram, and four vectors with both non-empty diagrams. Taking the scalar products of the first four vectors with the chain vector $|3/2\rangle$ one gets for generic value of
the central charge $c(b)$:

$$
\langle (1, 1, 1), \varnothing |3/2 \rangle = -\frac{\sqrt{2}[(b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4] (b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4]}{(b+\frac{i}{2} + 2P) (3b+\frac{3i}{2} + 2P)},
$$

$$
\langle (3), \varnothing |3/2 \rangle = -\frac{\sqrt{2}[(b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4] (b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4]}{(b+\frac{i}{2} + 2P) (3b+\frac{3i}{2} + 2P)},
$$

$$
\langle \varnothing, (1, 1, 1) |3/2 \rangle = -\frac{\sqrt{2}[(b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4] (b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4]}{(b+\frac{i}{2} + 2P) (3b+\frac{3i}{2} + 2P)},
$$

$$
\langle \varnothing, (3) |3/2 \rangle = -\frac{\sqrt{2}[(b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4] (b+\frac{i}{2}) (b+\frac{i}{2}) + P-P_3-P_4]}{(b+\frac{i}{2} + 2P) (3b+\frac{3i}{2} + 2P)},
$$

which gives (2.36).

For the remaining four vectors the scalar products with the chain vector can be obtained explicitly only for $\hat{c} = 1$, or $b = i$:

$$
\langle (2), (1) |3/2 \rangle = \frac{(P-P_3-P_4-i)(P-P_3+P_4-i)}{\sqrt{2}(2P-2i)} P, \\
\langle (1, 1), (1) |3/2 \rangle = \frac{(P-P_3-P_4+i)(P-P_3+P_4+i)}{\sqrt{2}(2P+2i)} P, \\
\langle (1), (2) |3/2 \rangle = \frac{(-P-P_3-P_4-i)(-P-P_3+P_4-i)}{\sqrt{2}(2P+2i)} P, \\
\langle (1), (1, 1) |3/2 \rangle = \frac{(-P-P_3-P_4+i)(-P-P_3+P_4+i)}{\sqrt{2}(2P-2i)} P,
$$

which are also consistent with (2.36).

The details of the similar calculations for the level two are collected in Appendix D. These checks confirm the relation (2.36) between the chain vectors and the elements of the basis proposed in [16] and allow one to connect the correlation functions in $\mathcal{N} = 1$ super-Virasoro CFT with the Uglov polynomials, for $\hat{c} = 1$.

## 5 Concluding remarks

In this paper we studied the properties of the AGT basis in the case of $\mathcal{N} = 1$ super-Virasoro CFTs. To this end we considered an explicit construction of the four-point correlation function on the sphere in terms of the AGT basis elements. The standard CFT construction is based on the operator product expansion which can be formulated in terms of the chain vectors, encoding the contribution of the descendents in the OPEs of the primary fields. The AGT correspondence assumes the consideration of the extended theory, obeying $A(2, 2)$ chiral algebra, which contains the $\mathcal{N} = 1$ super-Virasoro (NSR algebra) as a subalgebra. The construction of the correlation functions can be then reduced to the analysis of the relations between the chain vectors and the AGT basis elements, $\{|P\rangle_{\sigma, \lambda_2}^\lambda\}$, which arises in the $A(2, 2)$ case.

In [16] a connection between the AGT basis and the Uglov polynomials was proposed for the subclass of the basis elements of the form $|P\rangle_{\sigma, \lambda_2}^\lambda$; it was argued there that the elements $|P\rangle_{\sigma, \lambda_2}^\lambda$ can be obtained using the second possible bosonization of the NSR algebra. Application of these results to the construction of the correlation functions involves a number of issues and requires an analysis performed in this paper.
In order to construct the correlation function we established a connection between the chain vectors and the elements of the special basis. This consideration relays on the AGT correspondence for the $\mathcal{N} = 1$ super-Virasoro theory [12] without reference to the explicit form of the special basis. Due to the orthogonality of the special basis one can find explicitly the scalar products between the chain vectors and the basis elements. The validity of these relations ensures the correct result for the correlation function and represents the main check of the correct form of the basis elements. Note that these relations themselves are not sufficient to derive the basis elements.

The next step is to write the basis elements in terms of the bosonized generators. The procedure for obtaining the subclass $|P\rangle_{\lambda^s,\sigma^s}$ is described in [16] and requires computation of the Uglov polynomials, for which we used the algorithm described in detail in Appendix A. This procedure fits our present consideration up to normalizations and conventions, which we changed for the sake of consistency with the found relations with the chain vectors. In order to construct the subclass of the elements with the second non-empty diagram, $|P\rangle_{\sigma^s,\lambda^s}$, it is necessary to establish the connection between the reflected generators of the bosonized NS algebra, $c^R_k, \psi^R_r$, and the non-reflected ones, $c_k, \psi_r$. This relation follows from the definition of the two bosonizations and the solution can be obtained as an expansion in terms of the modes. This allows one to express the chain vectors in terms of the $\mathcal{A}(2,2)$ generators and to obtain their explicit form on each particular level of the descendants contribution. We find that the problem of the appropriately fixed normalization and the proper choice of the conjugation rule for the basis elements play an important role. In particular, the correct choice of the normalization is crucial for the analysis when both diagrams are not empty.

In this paper we also considered the special value of the central charge $\hat{c} = 1$. We showed that in this case the elements of the special basis can be written in terms of products of two Uglov polynomials with the variables expressed in terms of the bosonized generators by means of two different Feigin-Fuchs bosonizations of the NSR algebra. It provides an explicit check on the level of correlation functions of the conjecture about the form of the basis in the case $\hat{c} = 1$, stated in [16].
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A Uglov polynomials

Notation. Given a partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ we are going to call $l(\lambda)$ its length i.e. the number of non-zero elements $\lambda_1, \lambda_2, \ldots$ in $\lambda$. Also we are going to identify a partition $\lambda$ with its diagram, which can be defined as a set of squares with coordinates $(i, j)$:

$$\{(i, j)|1 \leq i \leq l(\lambda), 1 \leq j \leq \lambda_i\}, \quad (A.1)$$
where $i$ is increasing downward and $j$ is increasing from left to right. For example, below is written the diagram for the partition $\lambda = (5,3,2,1)$

(A.2)

We denote by $a_\lambda(s)$ and $l_\lambda(s)$ correspondingly the arm length of the square $s \in \lambda$ and its leg length. The arm length $a_\lambda(s)$ and the leg length $l_\lambda(s)$ are the numbers of squares of the diagram $\lambda$ to the east and south from the square $s$ respectively. For example, in the diagram above the square $(1,1)$ has an arm length $a_\lambda(s) = 4$ and a leg length $l_\lambda(s) = 3$.

Having two partitions $\mu$ and $\lambda$ of the equal number of squares $|\mu| = |\lambda|$ we will write $\lambda > \mu$ if there exist an integer $k$ such that $\lambda_k > \mu_k$. For example, $\lambda = (4,2) > \mu = (4,1,1)$:

(A.3)

Given two partitions $\mu$ and $\lambda$ such that $\mu \subset \lambda$ the set-theoretic difference $\theta = \lambda - \mu$ is called a skew diagram. The skew diagram $\theta$ is called a horizontal strip if it has at most one square in each column. For example, for diagrams $\lambda = (4,4,1)$ and $\mu = (4,1)$ the skew diagram

(A.4)

is a horizontal strip.

For a partition $\lambda$ a tableau $T$ of shape $\lambda$ is a sequence of partitions:

$$\varnothing = \lambda^{(0)} \subset \lambda^{(1)} \subset \cdots \subset \lambda^{(r)} = \lambda$$

such that each skew diagram $\theta^{(i)} = \lambda^{(i)} - \lambda^{(i-1)} (1 \leq i \leq r)$ is a horizontal strip. The sequence $(|\theta^{(1)}|, \ldots, |\theta^{(r)}|)$ is called the weight of $T$. There can be a few tableaux of the same shape and with the same weight. For example, the tableaux $T_1$ and $T_2$ of shape $\lambda = (3,1)$ with the weight $(2,1,1)$ are the following sequences of diagrams:

$$T_1 = (\varnothing, \square, \square, \square, \square), \quad T_2 = (\varnothing, \square, \square, \square, \square) .$$

(A.6)

Macdonald polynomials. We consider $C(q,t)$-algebra of symmetric polynomials in variables $x_1, \ldots, x_n \Lambda_{n,t} = (C(q,t) [x_1, \ldots, x_n])^{S_n}$. The scalar product in $\Lambda_{n,t}$ is defined as follows

$$\langle f, g \rangle_{q,t} = \frac{1}{n!} \prod_{j=1}^{n} \int \frac{dw_j}{2\pi i w_j} \prod_{1 \leq i < j \leq n} \frac{(w_i w_j^{-1}; q)_\infty}{(t w_i w_j^{-1}; q)_\infty} \int (w_1, \ldots, w_n) g(w_1, \ldots, w_n)$$

for $f = f(x_1, \ldots, x_n), g = g(x_1, \ldots, x_n) \in \Lambda_{n,t}$. In the equation (A.7) the integration in each of the variables $w_j$ is taken along the unit circle in the complex plane, and
$(x; q)_{\infty} = \prod_{r=0}^{\infty} (1 - x q^r)$. For each partition $\lambda$ of length less or equal to $n$ the Macdonald Polynomial $P_{\lambda}(q, t) = P_{\lambda}(x_1, \ldots, x_n; q, t)$ is uniquely defined element of $\Lambda_q^n$ such that

$$P_{\lambda}(q, t) = m_{\lambda} + \sum_{\mu < \lambda} u_{\lambda\mu}(q, t)m_{\mu}, \quad (A.8)$$

where $u_{\lambda\mu}(q, t) \in \mathbb{C}(q, t)$ and $m_{\lambda} = m_\lambda(x_1, \ldots, x_n)$ is the monomial symmetric polynomial, defined as

$$m_\lambda(x_1, \ldots, x_n) = \text{Sym}(x_1^\lambda \ldots x_n^\lambda). \quad (A.9)$$

In the last equation $\text{Sym}$ means symmetrization, for example $m_{(2,1)}(x_1, x_2, x_3) = x_1^2 x_2 + x_1^2 x_3 + x_2^2 x_1 + x_2^2 x_3 + x_3^2 x_1 + x_3^2 x_2$. The coefficient of $m_{\mu}$ in the expansion of $P_{\lambda}(q, t)$ is

$$u_{\lambda\mu}(q, t) = \sum_T \psi_T(q, t) \quad (A.10)$$

summed over the tableaux of shape $\lambda$ and weight $\mu$. For given tableau $T = (\lambda^{(0)}, \ldots, \lambda^{(r)})$ one can define a function $\psi_T(q, t)$

$$\psi_T(q, t) = \prod_{i=1}^r \psi_{\lambda^{(i)}/\lambda^{(i-1)}}(q, t). \quad (A.11)$$

To define the function $\psi_{\lambda/\mu}$ for two partitions $\mu$ and $\lambda$ such that $\lambda/\mu$ is a horizontal strip, let $R_{\lambda/\mu}$ denote the union of the rows of $\mu$ that intersects $\lambda/\mu$. Then

$$\psi_{\lambda/\mu}(q, t) = \prod_{s \in R_{\lambda/\mu}} \frac{b_{\mu}(s; q, t)}{b_{\lambda}(s; q, t)}, \quad (A.12)$$

where

$$b_{\lambda}(s; q, t) = \begin{cases} 1 - q^{a(s)}t^{l(s)+1}, & \text{if } s \in \lambda \\ 1, & \text{otherwise} \end{cases} \quad (A.13)$$

For each partition $\lambda$ one can define another set of Macdonald polynomials

$$J_{\lambda}(q, t) = c_\lambda(q, t)P_{\lambda}(q, t), \quad (A.14)$$

where

$$c_\lambda(q, t) = \prod_{s \in \lambda} (1 - q^{a(s)}t^{l(s)+1}) \quad (A.15)$$

is an additional factor such that the coefficients $v_{\lambda\mu}$ in the expansion

$$J_{\lambda}(q, t) = \sum_{\mu \leq \lambda} v_{\lambda\mu}(q, t)m_{\mu} \quad (A.16)$$
are polynomials on $q$ and $t$ with integer coefficients. This basis is orthogonal with the norm
\[
(J_{\lambda}(q, t), J_{\lambda}(q, t))_{q, t} = \prod_{s \in \lambda} (1 - q^{a(s)}t^{l(s)+1}) (1 - q^{a(s)+1}t^{l(s)}) . \tag{A.17}
\]

**Uglov polynomials.** Let now $\alpha$ be a positive real number and $\omega_p = \exp \left(\frac{2\pi i}{p}\right)$ and consider the limit:
\[
q = \omega_p \rho^\alpha , \quad t = \omega_p \rho , \quad \rho \to 1 . \tag{A.18}
\]

It was shown in [28] that this limit is well defined for Macdonald polynomials $P_\lambda(q, t)$. This limit is denoted as $\text{rang } p$ Uglov polynomials $P_\lambda^{(\alpha, p)}$. One can show that the basis of the Uglov polynomials with the integer normalization $J_\lambda^{(\alpha, p)}$ can be defined by (for more details see [16])
\[
J_\lambda^{(\alpha, p)} = \lim_{\tau \to 0} \left( \frac{J_\lambda(q, t)}{\tau^{\lambda^\omega} \prod_{s \in \lambda - \lambda^\omega} (1 - \omega_p^{a(s)+l(s)+1})} \right) = P_\lambda^{(\alpha, p)} \prod_{s \in \lambda^\omega} (l_\lambda(s) + 1 - \alpha a_\lambda(s)) , \tag{A.19}
\]

where $\lambda^\omega = \{ s \in \lambda | a_\lambda(s) + l_\lambda(s) + 1 \equiv 0 \mod 2 \}$. In this work we work only with parameters $\alpha = -1/b^2$ and $p = 2$. We follow [16] and use $J_\lambda^{(2)}$ defined as
\[
J_\lambda^{(2)} = \lim_{\tau \to 0} \left( \frac{(-1)^{n(\lambda)}}{\tau^{\lambda^\omega} 2^{\lambda^\omega}} J_\lambda(q, t) \right) . \tag{A.20}
\]

We use [33] to get Macdonald polynomials $J_\lambda(q, t)$ and then find the limit according to the equation above. Denoting $p_\lambda = \prod_i p_{\lambda_i}$ we get:
\[
J_\lambda^{(2)} = \begin{cases}
J_\lambda^{(1)} = \frac{p_1}{b} , \\
J_{(1,1)}^{(2)} = bp_{1,1} - b p_2 , \\
J_{(2,1)}^{(2)} = -bp_{2,1} + \frac{1}{3} b p_{1,1,1} + \frac{2}{3} b p_3 , \\
J_{(2,2)}^{(2)} = \frac{p_3}{3} - \frac{1}{3} p_{1,1,1} , \\
J_{(2,3)}^{(2)} = -bp_{2,1} + \frac{p_{1,1,1}}{3b} + \frac{2p_3}{3b} , \\
J_{(2,4)}^{(2)} = b^2 p_{2,2} + \frac{8p_{3,1}}{3b} + \frac{p_{1,1,1,1}}{3b^2} - 2 p_{2,1,1} - 2 p_4 , \\
J_{(3,1)}^{(2)} = b^2 p_{2,2} - b^2 p_{2,1,1} + \frac{2p_{3,1}}{3b^2} - \frac{2p_{1,1,1,1}}{3b^2} + \frac{2}{3} p_{3,1} + p_{2,1,1} + \frac{1}{3} p_{1,1,1,1} - 2 p_4 , \\
J_{(2,2)}^{(2)} = b^2 p_{2,2} + \frac{4}{3} p_{3,1} - \frac{1}{3} p_{1,1,1,1} - (b^2 + 1) p_4 , \\
J_{(2,1,1)}^{(2)} = b^2 p_{2,2} + \frac{1}{3} (b^2 + 1) p_{3,1} + (b^2 - 1) p_{2,1,1} + \frac{2}{3} b^2 p_{1,1,1,1} + \frac{1}{3} p_{1,1,1,1} - 2 b^2 p_4 , \\
J_{(1,1,1,1)}^{(2)} = b^2 p_{2,2} + \frac{8}{3} b^2 p_{3,1} - 2 b^2 p_{2,1,1} + \frac{1}{3} b^2 p_{1,1,1,1} - 2 b^2 p_4 . 
\end{cases} \tag{A.21}
\]
The matrix of the scalar products at this level coincide with the AGT relation (2.28). We can summarize equations (3.12), (3.13) and (3.9) that we are using in order to express the Uglov polynomials in terms of $\mathcal{A}(2, 2)$ generators in the following table. Here we use the connection between the parameter $\sigma$ arising in (3.9) and the number of indices $k$ of the operators in the LHS: $\sigma = k \mod 2$.

| Level 1/2 | \[ a_2^{(2)} | P \] | \[-\frac{i}{\sqrt{2}} (\chi_{-1/2} - \psi_{-1/2}) | P \] |
| --- | --- | --- |
| \[ a_1^{(2)} | P \] | \[ (\frac{1}{2} w_{-1} - c_{-1}) | P \] |
| \[ a_2^{(2)} a_2^{(2)} | P \] | \[ (\frac{1}{2} h_{-1} + \chi_{-1/2}) (\frac{1}{2} w_{-1} - c_{-1}) | P \] |
| \[ a_2^{(2)} | a_1^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |

| Level 1/2: | \[ | (1) \rangle = \frac{1}{\sqrt{2}} (\chi_{-1/2} - \psi_{-1/2}) | P \] ,  
|  | \[ | \emptyset, (1) \rangle = \frac{1}{\sqrt{2}} (\chi_{-1/2} - \psi_{R}^{\emptyset}_{-1/2}) | P \] . \hspace{1cm} (B.1) |

| Level 2 | \[ a_2^{(2)} | P \] | \[ (\frac{1}{2} w_{-2} - c_{-2}) | P \] |
| --- | --- | --- |
| \[ a_2^{(2)} a_2^{(2)} | P \] | \[ \frac{1}{4} (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |
| \[ a_2^{(2)} | a_1^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |
| \[ a_2^{(2)} a_1^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |
| \[ a_1^{(2)} a_2^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |
| \[ a_1^{(2)} a_1^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |
| \[ a_2^{(2)} a_2^{(2)} | P \] | \[ (\chi_{-3/2} + \psi_{-3/2} + \frac{1}{2} h_{-1} (\chi_{-1/2} - \psi_{-1/2})) | P \] |

The matrix of the scalar products at this level coincide with the AGT relation (2.28):  
\[
\begin{pmatrix}
\frac{-2P}{Q+2P} & 0 \\
0 & \frac{2P}{Q-2P}
\end{pmatrix} = 
\begin{pmatrix}
\frac{Z_{\text{bif}}(0, P, (1)^2, (\emptyset)^1, (\emptyset)^1)}{\Omega_{(1)}(P)} & \frac{Z_{\text{bif}}(0, P, (1)^2, (\emptyset)^1, (\emptyset)^1)}{\Omega_{(1)}(P)\Omega_{(1)}(-P)} \\
\frac{Z_{\text{bif}}(0, P, (1)^2, (\emptyset)^1, (\emptyset)^1)}{\Omega_{(1)}(P)\Omega_{(1)}(-P)} & \frac{Z_{\text{bif}}(0, P, (1)^2, (\emptyset)^1, (\emptyset)^1)}{\Omega_{(1)}(-P)}
\end{pmatrix}.
\]
Level 1:
\[
| (1, 1), \emptyset \rangle = \left[ -b \left( \frac{1}{2} h_{-1} + \chi_{-1/2} \psi_{-1/2} \right) - i \left( \frac{1}{2} w_{-1} - c_{-1} \right) \right] | P \rangle,
\]
\[
| (2), \emptyset \rangle = \left[ -b^{-1} \left( \frac{1}{2} h_{-1} + \chi_{-1/2} \psi_{-1/2} \right) - i \left( \frac{1}{2} w_{-1} - c_{-1} \right) \right] | P \rangle,
\]
\[
| \emptyset, (1, 1) \rangle = \left[ -b \left( \frac{1}{2} h_{-1} + \chi_{-1/2} \psi^R_{-1/2} \right) - i \left( \frac{1}{2} w_{-1} - c^R_{-1} \right) \right] | P \rangle,
\]
\[
| \emptyset, (2) \rangle = \left[ -b^{-1} \left( \frac{1}{2} h_{-1} + \chi_{-1/2} \psi^R_{-1/2} \right) - i \left( \frac{1}{2} w_{-1} - c^R_{-1} \right) \right] | P \rangle.
\]

The matrix of the scalar products for this vectors is the following
\[
\text{diag} \left( \frac{4(b^2-1)P}{b^2(2P+Q)}, \frac{4(b^2-1)P}{b^2(2P-Q)}, \frac{4(b^2-1)P}{b^2(2P-Q)}, \frac{4(b^2-1)P}{2P-Q} \right) = \frac{Z_{\text{bif}}(\emptyset, \chi_0, P, \bar{\rho}^0)}{\Omega_{\lambda_1, \lambda_2}(P) \Omega_{\mu_1, \mu_2}(P)}.
\]

Level 3/2: The special basis at this level consists of 4 vectors with one empty diagram and 4 vectors with both diagrams being non-empty. The vectors with one empty diagram are (for this vectors we perform the computation for generic value of $Q$):
\[
| (1, 1), \emptyset \rangle = \left[ -\frac{ib}{\sqrt{2}} \left( \chi_{-3/2} - \psi_{-3/2} \right) - \frac{1}{\sqrt{2}} \left( \frac{1}{2} w_{-1} - c_{-1} \right) \right] \left( \chi_{-1/2} - \psi_{-1/2} \right) +
\]  
\[+ \frac{i b}{2 \sqrt{2}} h_{-1} \left( \chi_{-1/2} - \psi_{-1/2} \right) | P \rangle,
\]
\[
| (3), \emptyset \rangle = \left[ \frac{i}{\sqrt{2}} b \left( \chi_{-3/2} - \psi_{-3/2} \right) - \frac{1}{\sqrt{2}} \left( \frac{1}{2} w_{-1} - c_{-1} \right) \right] \left( \chi_{-1/2} - \psi_{-1/2} \right) +
\]  
\[+ \frac{i}{2 \sqrt{2}} b h_{-1} \left( \chi_{-1/2} - \psi_{-1/2} \right) | P \rangle,
\]
\[
| \emptyset, (1, 1) \rangle = \left[ -\frac{ib}{\sqrt{2}} \left( \chi_{-3/2} - \psi^R_{-3/2} \right) - \frac{1}{\sqrt{2}} \left( \frac{1}{2} w_{-1} - c^R_{-1} \right) \right] \left( \chi_{-1/2} - \psi^R_{-1/2} \right) +
\]  
\[+ \frac{i b}{2 \sqrt{2}} h_{-1} \left( \chi_{-1/2} - \psi^R_{-1/2} \right) | P \rangle,
\]
\[
| \emptyset, (3) \rangle = \left[ \frac{i}{\sqrt{2}} b \left( \chi_{-3/2} - \psi^R_{-3/2} \right) - \frac{1}{\sqrt{2}} \left( \frac{1}{2} w_{-1} - c^R_{-1} \right) \right] \left( \chi_{-1/2} - \psi^R_{-1/2} \right) +
\]  
\[+ \frac{i}{2 \sqrt{2}} b h_{-1} \left( \chi_{-1/2} - \psi^R_{-1/2} \right) | P \rangle.
\]

The matrix of the scalar products for this vectors is the following
\[
\text{diag} \left( \frac{8(b^2-1)P(bP+1)}{b(b^2+2bP+1)(b^2+2bP+3)}, \frac{8(b^2-1)P(bP+1)}{b(b^2+2bP+1)(b^2+2bP+3)}, \frac{8(b^2-1)P(bP-1)}{b(b^2-2bP+1)(b^2-2bP+3)}, \frac{8(b^2-1)P(bP-1)}{b(b^2-2bP+1)(b^2-2bP+3)} \right)
\]
and it coincides with the AGT relation (2.28):
\[
\frac{Z_{\text{bif}}(\emptyset, \chi_0, P, \bar{\rho}^0)}{\Omega_{\lambda_1, \lambda_2}(P) \Omega_{\mu_1, \mu_2}(P)}.
\]
The vectors of the special basis with both non-empty diagrams are the following (for these vectors we assume $Q = 0$):

\[
\begin{align*}
|2, (1)\rangle &= J^{(2)}_{(2)}(a_{2}^{(2)})J^{(2)}_{(1)}(a_{1}^{(1)})|P\rangle = -i \left( a_{-1}^{(2)}a_{-2}^{(2)} + a_{-1}^{(2)}a_{-1}^{(1)} \right) |P\rangle, \\
|(1, 1)\rangle &= J^{(2)}_{(2)}(a_{2}^{(2)})J^{(2)}_{(1)}(a_{1}^{(1)})|P\rangle = i \left( a_{-1}^{(2)}a_{-1}^{(2)} - a_{-2}^{(2)}a_{-1}^{(1)} \right) |P\rangle, \\
|(1, 2)\rangle &= J^{(2)}_{(1)}(a_{2}^{(2)})J^{(2)}_{(2)}(a_{1}^{(1)})|P\rangle = -ia_{-1}^{(2)} \left( a_{-1}^{(1)}a_{-1}^{(1)} + a_{-2}^{(1)} \right) |P\rangle, \\
|(1, 1, 1)\rangle &= J^{(2)}_{(1)}(a_{2}^{(2)})J^{(2)}_{(1,1)}(a_{1}^{(1)})|P\rangle = ia_{-1}^{(2)} \left( a_{-1}^{(1)}a_{-1}^{(1)} - a_{-2}^{(1)} \right) |P\rangle.
\end{align*}
\] (B.8)

Using the definition (4.3) and the expressions in the table above one can write these vectors in the following way:

\[
\begin{align*}
|2, (1)\rangle &= -\frac{1}{\sqrt{2}} \left[ \left( \frac{w_{-1}}{2} - c_{-1} \right) \left( \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) + \\
&\quad + \left( \frac{1}{2}h_{-1} \left( \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) + \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) \right] |P\rangle, \\
|(1, 1)\rangle &= \frac{1}{\sqrt{2}} \left[ - \left( \frac{w_{-1}}{2} - c_{-1} \right) \left( \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) + \\
&\quad + \left( \frac{1}{2}h_{-1} \left( \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) + \chi_{-\frac{1}{2}} + \psi_{-\frac{1}{2}} \right) \right] |P\rangle, \\
|(1, 2)\rangle &= -\frac{1}{\sqrt{2}} \left[ \left( \frac{w_{-1}}{2} + c_{-1} \right) \left( \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) + \\
&\quad + \left( \frac{1}{2}h_{-1} \left( \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) + \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) \right] |P\rangle, \\
|(1, 1, 1)\rangle &= \frac{1}{\sqrt{2}} \left[ - \left( \frac{w_{-1}}{2} + c_{-1} \right) \left( \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) + \\
&\quad + \left( \frac{1}{2}h_{-1} \left( \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) + \chi_{-\frac{1}{2}} - \psi_{-\frac{1}{2}} \right) \right] |P\rangle.
\end{align*}
\] (B.9)

Since the equations above for the vectors labeled by pairs with two non-empty diagrams are written only for the specific value of central charge $\hat{c} = 1$ (which correspondence to $b = i$) the total matrix of the scalar products is calculated for this special value:

\[
\langle \tilde{\chi}^{1}|\tilde{\mu}^{1}\rangle = \text{diag}(4, 4, 4, 4, 4, 4, 4, 4).
\] (B.10)

It is consistent with the AGT relation (2.28) only is the normalization functions in (2.33) are fixed as follows:

\[
\begin{align*}
\Omega_{(2),(1)}(P) &= \pm 2P(2i - 2P), \\
\Omega_{(1,1),(1)}(P) &= \pm 2P(2i + 2P), \\
\Omega_{(1),(2)}(P) &= \pm 2P(2i + 2P), \\
\Omega_{(1),(1,1)}(P) &= \pm 2P(2i - 2P).
\end{align*}
\] (B.11)
For the computations we fix \( \Omega_{(2),(1)}(P) = 2P(2i - 2P) \), \( \Omega_{((1,1),(1))}(P) = -2P(2i + 2P) \) and \( \Omega_{\lambda_1, \lambda_2}(P) = \Omega_{\lambda_2, \lambda_1}(-P) \).

**Level 2:** The special basis at this level consists of 16 vectors. 10 of them are labeled by pairs of diagrams with one diagram in the pair being empty:

\[
|\langle 4, \varnothing \rangle \rangle = \langle V(2) \rangle \langle a_k(2) \rangle |P\rangle = 2 \left( \frac{1}{2}w_{-1} - c_{-1} \right)^2 + b^{-2} \left( \frac{1}{4}h_{-1}^2 + h_{-1} \psi_{-1/2} \chi_{-1/2} + \chi_{-3/2} \chi_{-1/2} + \psi_{-3/2} \psi_{-1/2} \right) - \\
-2b^{-2} \left( \frac{1}{2}h_{-2} + \chi_{-3/2} \chi_{-1/2} + \psi_{-3/2} \psi_{-1/2} \right) + 2ib^{-1} \left( \frac{1}{2}w_{-1} - c_{-1} \right) \left( \frac{1}{2}h_{-1} + \chi_{-1/2} \psi_{-1/2} \right) - \\
-2ib^{-1} \left( \frac{1}{2}w_{-2} - c_{-2} \right) |P\rangle,
\]

\[
|\langle 3, 1 \rangle, \varnothing \rangle \rangle = 2 \left( \frac{1}{2}w_{-1} - c_{-1} \right)^2 + b^{-2} \left( \frac{1}{4}h_{-1}^2 + h_{-1} \psi_{-1/2} \chi_{-1/2} + \chi_{-3/2} \chi_{-1/2} + \psi_{-3/2} \psi_{-1/2} \right) - 2i \left( b^2 - 1 \right) b c_{-1} h_{-1} - \\
-4i \left( b^2 - 1 \right) b c_{-1} \psi_{-1/2} \chi_{-1/2} + 4b^2 c_{-1} w_{-1} + i \left( b^2 - 1 \right) b w_{-1} h_{-1} - 2 \left( b^2 - 1 \right) h_{-2} + \\
+2i \left( b^2 - 1 \right) b w_{-1} \psi_{-1/2} \chi_{-1/2} - 4 \left( b^2 - 1 \right) \chi_{-3/2} \psi_{-1/2} - 4 \left( b^2 - 1 \right) \psi_{-3/2} \chi_{-1/2} + \\
+8ibc_{-2} - 4ibw_{-2} + 4h_{-1} \psi_{-1/2} \chi_{-1/2} |P\rangle,
\]

\[
|\langle 2, 2 \rangle, \varnothing \rangle \rangle = \left( -c_{-1}^2 + \frac{1}{4}h_{-1}^2 - \frac{1}{2}w_{-1}^2 + \chi_{-3/2} \chi_{-1/2} + \\
+\psi_{-3/2} \psi_{-1/2} + iQc_{-2} - \frac{1}{2}iQw_{-2} + c_{-1} w_{-1} + h_{-1} \psi_{-1/2} \chi_{-1/2} \right) |P\rangle,
\]

\[
|\langle 2, 1, 1 \rangle, \varnothing \rangle \rangle = 2 \left( \frac{1}{2}w_{-1} - c_{-1} \right)^2 + b^{-2} \left( \frac{1}{4}h_{-1}^2 + h_{-1} \psi_{-1/2} \chi_{-1/2} + \chi_{-3/2} \chi_{-1/2} + \psi_{-3/2} \psi_{-1/2} \right) - 4bc_{-1} - 4b^2 h_{-1} \psi_{-1/2} \chi_{-1/2} + \\
+2i \left( b^2 - 1 \right) c_{-1} h_{-1} + 4i \left( b^2 - 1 \right) c_{-1} \psi_{-1/2} \chi_{-1/2} + 8ibc_{-2} - i \left( b^2 - 1 \right) w_{-1} h_{-1} + \\
+2 \left( b^2 - 1 \right) bh_{-2} - 2i \left( b^2 - 1 \right) w_{-1} \psi_{-1/2} \chi_{-1/2} + 4 \left( b^2 - 1 \right) b \chi_{-3/2} \psi_{-1/2} + \\
+4 \left( b^2 - 1 \right) b w_{-1} \psi_{-3/2} \chi_{-1/2} - 4ibw_{-2} + 4bc_{-1} w_{-1} |P\rangle,
\]

\[
|\langle 1, 1, 1, 1 \rangle, \varnothing \rangle \rangle = \left( -c_{-1}^2 + \frac{1}{4}h_{-1}^2 + 4b^2 \chi_{-3/2} \chi_{-1/2} + 4b^2 \psi_{-3/2} \psi_{-1/2} - 4c_{-1} - 4w_{-1} + 4b^2 h_{-1} \psi_{-1/2} \chi_{-1/2} - \\
-4b^2 h_{-2} - 4b^2 \chi_{-3/2} \psi_{-1/2} - 8b^2 \psi_{-3/2} \chi_{-1/2} - 8ibc_{-1} \psi_{-1/2} \chi_{-1/2} + 8ibc_{-2} + 2ibw_{-1} h_{-1} + \\
+4ibw_{-1} \psi_{-1/2} \chi_{-1/2} - 4ibw_{-2} - ibc_{-1} h_{-1} + c_{-1} w_{-1} \right) |P\rangle.
\]

One can get the remaining 5 expressions taking the screened operators \( c_k^R \) and \( \psi_r^R \) instead of \( c_k \) and \( \psi_r \) for the corresponding states. There are also 6 states labeled by two non-empty diagrams. Taking \( b = i \) one can derive them from the definition (4.3) using the expressions summed up in the table above:

\[
|\langle 2, 1 \rangle, (1) \rangle = \frac{1}{2} \left( \chi_{-3/2} + \psi_{-3/2} \right) \left( \chi_{-1/2} - \psi_{-1/2} \right) |P\rangle,
\]

\[
|\langle 1 \rangle, (2, 1) \rangle = \frac{1}{2} \left( \chi_{-3/2} - \psi_{-3/2} \right) \left( \chi_{-1/2} + \psi_{-1/2} \right) |P\rangle,
\]

\[
|\langle 2 \rangle, (2) \rangle = \left( c_{-1}^2 - \frac{1}{4}h_{-1}^2 - \frac{1}{4}w_{-1}^2 + \right. \\
\left. + \chi_{-3/2} \chi_{-1/2} + \psi_{-3/2} \psi_{-1/2} + 2c_{-1} \psi_{-1/2} \chi_{-1/2} + \frac{1}{2}w_{-1} h_{-1} \right) |P\rangle.
\]
\(|\langle 2, (1, 1) \rangle\rangle = \left( c_{2,1}^2 + \frac{1}{4} h_{2,1}^2 - \frac{1}{4} w_{2,1}^2 - \chi_{3/2} \psi_{-1/2} + c_{-1} h_{-1} + w_{-1} \psi_{-1/2} \chi_{-1/2} \right) |P\rangle ,
|\langle 1, (1, 2) \rangle\rangle = \left( c_{2,1}^2 + \frac{1}{4} h_{2,1}^2 - \frac{1}{4} w_{2,1}^2 - \chi_{3/2} \psi_{-1/2} - \psi_{-1/2} c_{-1} h_{-1} - w_{-1} \psi_{-1/2} \chi_{-1/2} \right) |P\rangle ,
|\langle 1, (1, 1) \rangle\rangle = \left( c_{2,1}^2 - \frac{1}{4} h_{2,1}^2 - \frac{1}{4} w_{2,1}^2 + \chi_{3/2} \psi_{-1/2} + \psi_{-1/2} c_{-1} h_{-1} - w_{-1} \psi_{-1/2} \chi_{-1/2} - \frac{1}{2} w_{-1} h_{-1} \right) |P\rangle .

The matrix of the scalar products for these basis elements is diagonal and the norms of the first 10 states are in agreement with the AGT relation (2.28). To satisfy this relation for the last 6 states one should fix the normalization functions (2.33) such that:

\[
\Omega^2_{((2), (1), (1))} (P) = \Omega^2_{((1), (2), (1))} (P) = (16 P^2 (1 + P^2))^2 ,
\Omega^2_{((2), (2), (2))} (P) = \Omega^2_{((1), (1), (1))} (P) = (4 (1 + P^2))^2 ,
\Omega^2_{((2), (1), (1))} (P) = \Omega^2_{((1), (1), (2))} (P) = (4 P^2)^2 .
\]

C Chain vectors and the special basis

In this appendix we define the instanton partition functions and derive equations (2.36), (2.37).

Instanton partition functions. The functions on the right hand side of (2.25) are

\[
Z^{\text{sym}}_{\ell} (\mu_\ell, \vec{P}, \tilde{\lambda}^\sigma) = \prod_{i=1}^{4} \prod_{\alpha=1}^{2} \prod_{s \in \lambda^\alpha, s - \text{white}} \left( \phi (P_\alpha, s) + \mu_i \right) ,
\]

\[
Z^{\text{vec}}_{\text{vec}} (\vec{P}, \tilde{\lambda}^\sigma) = \left( \prod_{\alpha, \beta=1}^{2} \prod_{s \in S(\lambda_\alpha, \lambda_\beta)} \left( P_\alpha \right) \left( P_\beta \right) \left( \lambda_\alpha \right) \left( \lambda_\beta \right) |s\rangle \langle Q - E \left( P_\alpha \right) \left( P_\beta \right) \left( \lambda_\alpha \right) \left( \lambda_\beta \right) |s\rangle \langle s \right) \right)^{-1}
\]

with

\[
\phi (P, s) = (i_s - 1) b + (j_s - 1) b^{-1} + P ,
E (P, \lambda, \mu | s) = P + b (l_\lambda (s) + 1) - b^{-1} a_\mu (s) ,
\]

where \(i_s\) and \(j_s\) are the coordinates of the cell \(s\) in the north-south and west-east directions correspondingly, such that for the angle cell \(i = 1\) and \(j = 1\). In the second equation in (C.1) the product goes over a set of cells \(S(\lambda_\alpha, \lambda_\beta)\) such that \(s \in S(\lambda_\alpha, \lambda_\beta) \Leftrightarrow s \in \lambda_\alpha\) and \(l_\lambda (s) + a_\lambda (s) + 1 = 0 \mod 2\).

The bifundamental part of the instanton partition function used in (2.28) is

\[
Z^{\text{bif}} \left( \alpha | P^i', \vec{P}'^\sigma, P, \tilde{\lambda}^\sigma \right) = \prod_{S(\lambda_\sigma, \mu_\sigma)} \left( Q - E \left( P_1 - P_2' \right) \left( \lambda_i, \mu_j \right) |s\rangle \langle s \right) \prod_{S(\lambda_\mu, \lambda_\sigma)} \left( E \left( P_3' - P_4 \right) \left( \mu_j, \lambda_i \right) |s\rangle \langle s \right) - \alpha \right)
\]
with \( \vec{P} = (P, -P) \). Here the product goes over the sets of the cells \( S \left( \lambda^\sigma, \mu^\sigma \right) \) such that 

\[ s \in S \left( \lambda^\sigma, \mu^\sigma \right) \iff s \in \lambda, \text{ and } l_\lambda(s) + a_\mu(s) + 1 + \sigma - \tilde{\sigma} \equiv 0 \mod 2. \]

Alternatively, the functions \( Z^\text{sym}_f \) and \( Z^\text{sym}_\text{vec} \) in (C.1) can be expressed in terms of the function \( Z_{\text{bif}} \):

\[
\begin{align*}
Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}) &= Z_{\text{bif}} \left( \alpha_1 \mid P_2, \vec{\sigma}^0, P, \vec{\lambda}^\sigma \right) Z_{\text{bif}} \left( \alpha_3 \mid P, \vec{\lambda}^\sigma, P_4, \vec{\sigma}^0 \right), \\
Z^\text{sym}_\text{vec} (\vec{P}, \vec{\lambda}) &= Z_{\text{bif}} \left( 0 \mid P, \vec{\lambda}^\sigma, P, \vec{\lambda}^\sigma \right)^{-1}.
\end{align*}
\]

\[ \text{(C.4)} \]

**Scalar products between the chain vectors and the basis elements.** The presence of the orthogonal basis in the module of \( \mathcal{A}(2,2) \) makes it possible to use the resolution of identity

\[
\mathbb{1} = \sum_\lambda \frac{|\vec{\lambda}\rangle\langle \vec{\lambda}|}{\langle \vec{\lambda}|\vec{\lambda}\rangle} \quad \text{(C.5)}
\]

between the chain vectors in the scalar product (2.25) having as a result the equality of two sums going over the same sets of diagrams

\[
\sum_\lambda \frac{12\langle N|\vec{\lambda}\rangle\langle \vec{\lambda}|N\rangle_{34}}{\langle \vec{\lambda}|\vec{\lambda}\rangle} = \begin{cases} 
\sum_\lambda Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda}), & \text{for integer } N \\
\sum_\lambda 2Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda}), & \text{for half-integer } N
\end{cases} \quad \text{(C.6)}
\]

This leads to the equality for the corresponding elements of the sum

\[
\frac{12\langle N|\vec{\lambda}\rangle\langle \vec{\lambda}|N\rangle_{34}}{\langle \vec{\lambda}|\vec{\lambda}\rangle} = \begin{cases} 
Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda}), & \text{for integer } N \\
2Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda}), & \text{for half-integer } N
\end{cases} \quad \text{(C.7)}
\]

Using (2.28) and (2.33) one can show that

\[
\langle \vec{\lambda}|\vec{\lambda}\rangle = \frac{\mathcal{S}_r (P|P)}{\Omega_{(\lambda_1,\lambda_2)}^2 (P)} = \frac{Z_{\text{bif}} \left( 0 \mid P, \vec{\lambda}^\sigma, P, \vec{\lambda}^\sigma \right)}{\Omega_{(\lambda_1,\lambda_2)}^2 (P) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda})} = \frac{1}{\Omega_{(\lambda_1,\lambda_2)}^2 (P) Z^\text{sym}_\text{vec}(\vec{P}, \vec{\lambda})}.
\]

\[ \text{(C.8)} \]

Therefore one can suggest

\[
\Omega_{(\lambda_1,\lambda_2)}^2 (P) 12\langle N|\vec{\lambda}\rangle\langle \vec{\lambda}|N\rangle_{34} = \begin{cases} 
Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}), & \text{for integer } N \\
2Z^\text{sym}_f (\mu, \vec{P}, \vec{\lambda}), & \text{for half-integer } N
\end{cases} \quad \text{(C.9)}
\]

where the parameters \( \mu_i \) are defined in (2.26). Equating the terms with the same dependence on \( \mu_i \) we get the equations (2.36) and (2.37).
D Level 2 computations

For this level the chain vector is

\[ |2\rangle_{3,4} = |2\rangle_{3,4}^S + |1\rangle_{3,4}^S |1\rangle_{3,4}^{H\otimes\bar{H}(2)_2} + |2\rangle_{3,4}^{H\otimes\bar{H}(2)_2} =
\]

\[ = \left( \beta_2^S L_2 - \beta_1^S L_2^{\prime} + \beta_3^S G_{3/2} G_{1/2}^{\prime} \right) |P\rangle + \beta_1^S \beta_2^H |P\rangle L_{-1} w_{-1}|P\rangle +
\]

\[ + \left( \beta_1^H |w_{-1}\rangle + \beta_2^H |w_{-2}\rangle \right) |P\rangle ,
\]

Using (2.14) and (2.20) one can get the coefficients \( \beta \):

\[
\begin{align*}
\beta_{1,1}^{H\otimes\bar{H}(2)_2} & = -\frac{(Q-\alpha_2)^2}{8}, & \beta_2^{H\otimes\bar{H}(2)_2} & = \frac{i(Q-\alpha_2)}{4}, \\
\beta_1^{SV} & = -2\Delta^2 3c + 6\Delta - 2 + 6\Delta (\Delta + 1 - 1 + 2(\Delta - \Delta_4)\Delta + 1 + \Delta_4 (3c + 6\Delta - 2 + 2(\Delta - \Delta) + 1), \\
\beta_1^{SV} & = [(\Delta - \Delta_4) [3c^2(\Delta + 1) + c (22\Delta^2 + \Delta - 3) - \Delta_4 (22\epsilon + 3(\epsilon + 1) + 32\Delta^2 - 34\Delta) + +2\Delta (\Delta(6\Delta - 25) + 5)] + \Delta_3^3 (22\epsilon + 3(\epsilon + 1) + 32\Delta^2 - 34\Delta) + \Delta_3 [44(\epsilon - 3)\Delta - 2\Delta_4 (22\epsilon + 3(\epsilon + 1) + 32\Delta^2 - 34\Delta) + 2(3\epsilon - 10) + 13)\Delta + 3(\epsilon - 1)\epsilon + 6\Delta^3)] \\
& \times \frac{4\Delta (3\epsilon + 16\Delta - 3)}{(2(\epsilon - 3)\Delta + \epsilon + 4\Delta^2)} \\
\beta_3^{SV} & = \frac{2\Delta_3(3\epsilon + 16\Delta - 3 - 10\Delta^2 + \Delta_4 (14\Delta - 3c) + (\Delta - \Delta_4) (\Delta(3c + 6\Delta - 2) + \Delta_4 (3c - 14\Delta))}{2\Delta(3c + 16\Delta - 1 - 10\Delta^2 + \Delta_4 (14\Delta - 3c) + (\Delta - \Delta_4) (\Delta(3c + 6\Delta - 2) + \Delta_4 (3c - 14\Delta))}.
\end{align*}
\]

The scalar products of the special basis labeled by the pairs of diagrams with one of them being empty coincide with (2.36):

\[
\begin{align*}
\langle 4, \varnothing | 2 \rangle & = \frac{(2P - 2P_3 - 2P_4 + Q)(2P - 2P_3 + P_4 + Q)(-4b + 2P - 2P_3 - 2P_4 + 5Q)(-4b + 2P - 2P_3 + 2P_4 + 5Q)}{16(2P + Q)(-2b + 2P + 3Q)}, \\
\langle 3, 1, \varnothing | 2 \rangle & = \frac{(2P - 2P_3 - 2P_4 + Q)(2P - 2P_3 + P_4 + Q)(-4b + 2P - 2P_3 - 2P_4 + 5Q)(-4b + 2P - 2P_3 + 2P_4 + 5Q)}{16(2P + Q)(-2b + 2P + 3Q)}, \\
\langle 2, 2, \varnothing | 2 \rangle & = \frac{(2P - 2P_3 - 2P_4 + Q)(2P - 2P_3 + P_4 + Q)(-4b + 2P - 2P_3 - 2P_4 + 5Q)(-4b + 2P - 2P_3 + 2P_4 + 5Q)}{16(2P + Q)(-2b + 2P + 3Q)}, \\
\langle 2, 1, 1, \varnothing | 2 \rangle & = \frac{(2P - 2P_3 - 2P_4 + Q)(2P - 2P_3 + P_4 + Q)(-4b + 2P - 2P_3 - 2P_4 + 5Q)(-4b + 2P - 2P_3 + 2P_4 + 5Q)}{16(2P + Q)(-2b + 2P + 3Q)}, \\
\langle 1, 1, 1, 1, \varnothing | 2 \rangle & = \frac{(2P - 2P_3 - 2P_4 + Q)(2P - 2P_3 + P_4 + Q)(-4b + 2P - 2P_3 - 2P_4 + 5Q)(-4b + 2P - 2P_3 + 2P_4 + 5Q)}{16(2P + Q)(-2b + 2P + 3Q)}.
\end{align*}
\]

The other 5 equations with interchanged first and second diagrams in each pair \((\lambda_1 \leftrightarrow \lambda_2)\) differs only by the change of the sign of \(P\). The scalar products for the remaining 6 states are:

\[
\begin{align*}
\langle 2, 1, 1 | 2 \rangle & = \langle 1, 2, 1 | 2 \rangle = \frac{-(P - P_3 - P_4)(P + P_3 + P_4)(P - P_3 - P_4)(P + P_3 + P_4)}{16P^2(P^2 + 1)}, \\
\langle 2, 2 | 2 \rangle & = \langle 1, 1, 1 | 2 \rangle = \frac{-(P - P_3 - P_4)(P + P_3 + P_4)(P - P_3 - P_4)(P + P_3 + P_4)}{4P^2(P^2 + 1)}, \\
\langle 2, 1, 1 | 2 \rangle & = \langle 1, 1, 1 | 2 \rangle = \frac{-(P - P_3 - P_4)(P + P_3 + P_4)(P - P_3 - P_4)(P + P_3 + P_4)}{4P^2}.
\end{align*}
\]

For the last 6 states with both non-empty diagrams scalar products with the chain vectors agree with (2.36) if the signs for the normalization functions (B.15) are fixed such that

\[
\begin{align*}
\Omega((2,1),(1)) (P) & = \Omega((1),(2,1)) (P) = -16P^2(1 + P^2), \\
\Omega((2),(2)) (P) & = \Omega((1),(1),(1)) (P) = -4(1 + P^2), \\
\Omega((2),(1,1)) (P) & = \Omega((1),(1),(2)) (P) = -4P^2.
\end{align*}
\]
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