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Abstract—With the rise of increasingly complex autonomous systems powered by black box AI models, there is a growing need for Run Time Assurance (RTA) systems that provide online safety filtering to untrusted primary controller output. Currently, research in RTA tends to be ad hoc and inflexible, diminishing collaboration and the pace of innovation. The Safe Autonomy Run Time Assurance Framework presented in this paper provides a standardized interface for modular RTA building blocks and a set of universal implementations of constraint-based RTA modules. By leveraging JAX Automatic Differentiation, a technique popularized by deep learning, this framework provides unmatched flexibility in the RTA space by automatically populating advanced optimization based RTA methods from user defined constraints and dynamics. This eliminates tedious manual differentiation and minimizes user effort and error. To validate the feasibility of this framework, a simulation of a multi-agent spacecraft inspection problem is shown with differentiable safety constraints on position and velocity.

I. INTRODUCTION

As the mass deployment of autonomous systems begins to encroach upon safety critical domains, it will be necessary to develop robust and flexible safety assurance capabilities. While controllers were once designed by hand to be verifiably safe without intervention, this is not a feasible approach for the complex, black box algorithms of the future. Addressing this shortcoming, Run Time Assurance (RTA) [1] provides online safety filtering for untrusted primary controller, decoupling the safety problem from task completion. In doing so, RTA safety assurance techniques scale better as autonomous agents grow in complexity.

However, as RTA technology is in early stage development, the outputs of the research community have largely been ad hoc and hand designed. Software implementations are typically excessively customized, lack portability to new scenarios, and require laborious derivative calculations. This holds back the growth of new RTA solutions and collaboration with other fields within autonomous systems research. It is clear that the RTA community critically lacks a common toolset to standardize and streamline development.

In this paper, the Air Force Research Lab (AFRL) introduces the Safe Autonomy Run Time Assurance Framework for building and deploying RTA systems in Python with minimal user effort. This framework provides a standard baseline for designing RTA modules in accordance with an ASTM standard for RTA [2], laying the foundation for interoperable and interchangeable RTA safety assurance within any organization’s autonomy stack. The Safe Autonomy Run Time Assurance Framework also provides constraint-based RTA modules with universal implementations of explicit/implicit Simplex [3] and explicit/implicit Active Set Invariance Filter (ASIF) [4] RTA algorithms.

The constraint-based RTA modules are built around a set of generalized inequality constraint functions that take the form \( h(x) \geq 0 \). By formulating an autonomous system’s safety constraints in this manner, providing a system dynamics model, and, when relevant, a backup controller, the Safe Autonomy Run Time Assurance Framework can produce a complete and operable RTA module for that system from any of the universal constraint-based RTA implementations. In brief, these modules will allow autonomous system designers to utilize RTA with minimal interaction with the underlying algorithms.

To accomplish this, the constraint-based RTA modules utilize JAX [5] to create differentiable constraints, dynamics, and backup controllers. These JAX implemented components can then be composed into the various Simplex and ASIF RTA implementations described in Section II. By consist-

Fig. 1: RTA module providing safety assurance to a feedback control system. The standardized RTA inputs/outputs are shown with white box labels on the data flow arrows. Note that the Constraints, Dynamics, and Backup Controller boxes colored in purple are only required for constraint-based RTA. Additionally, the Backup Controller shown with a perforated border is only required for Simplex or implicit ASIF.
tently utilizing differentiable JAX implementations, advanced ASIF techniques such as implicit ASIF and High-Order Control Barrier Functions (HOCBF) can be automatically supported and endlessly scaled with JAX automatic differentiation. This contribution in particular is key for proliferating these state-of-the-art and often opaque techniques to the wider autonomous system community.

The Safe Autonomy Run Time Assurance Framework is released publicly on GitHub at https://github.com/act3-ace/run-time-assurance for anyone to use and contribute to. It includes a growing zoo of existing RTA implementations that utilize this framework to provide safety assurance to the autonomous control system models and tasks investigated by the AFRL Safe Autonomy Team.

II. RUN TIME ASSURANCE

The Safe Autonomy Run Time Assurance Framework mainly focuses on control systems that are modeled as control affine dynamical systems, where a continuous-time system model is given by a system of ordinary differential equations,

\[ \dot{x} = f(x) + g(x)u. \]  

Here, \( x \in \mathcal{X} \subseteq \mathbb{R}^n \) denotes the state vector and \( u \in \mathcal{U} \subseteq \mathbb{R}^m \) denotes the control vector, where \( \mathcal{X} \) defines the set of all possible state values and \( \mathcal{U} \) defines the set of all admissible controls. For conciseness in this section, \( x \) is equivalent to \( x_{\text{tra}} \).

RTA systems provide online safety filtering by separating the task of safety assurance from all other control objectives. As shown in Figure 1, a feedback control system with RTA is split into a performance-focused primary controller and a safety-focused RTA module. In this figure, the primary controller is highlighted red to indicate low safety confidence, while the RTA module is highlighted blue to indicate high safety confidence. This structure allows the designer to isolate unverified components of the control system.

A. Defining Safety

For a dynamical system, safety at a given state \( x \) can be defined by a set of \( M \) inequality constraints, \( \varphi_i(x) : \mathcal{X} \rightarrow \mathbb{R}, \forall i \in \{1, ..., M\} \), where \( \varphi_i(x) \geq 0 \) when the constraint is satisfied. The *allowable set* \( \mathcal{A} \), is then defined as the set of states that satisfies all \( M \) inequality constraints,

\[ \mathcal{A} := \{x \in \mathcal{X} \mid \varphi_i(x) \geq 0, \forall i \in \{1, ..., M\}\}. \]  

Note that \( \mathcal{A} \) only guarantees safety at the current state \( x(t_0) \), and not for states at future points in time. A state is said to be safe if it lies in a forward invariant subset of \( \mathcal{A} \) known as the *safe set* \( \mathcal{S} \), where,

\[ x(t_0) \in \mathcal{S} \implies x(t) \in \mathcal{A}, \forall t \geq t_0. \]  

In dynamical control systems, the control input \( u \) is bounded by the admissible control set \( \mathcal{U} \). Therefore \( \mathcal{S} \) must also be a control invariant subset of \( \mathcal{A} \), where there exists a control law \( u \in \mathcal{U} \) that renders \( \mathcal{S} \) forward invariant. For control systems, \( \mathcal{S} \) can be defined both explicitly and implicitly, where safety can be assured for all time.

First, \( \mathcal{S} \) can be defined explicitly by a set of \( M \) control invariant inequality safety constraints, \( h_i(x) : \mathcal{X} \rightarrow \mathbb{R}, \forall i \in \{1, ..., M\} \), where again \( h_i(x) \geq 0 \) when the constraint is satisfied. \( \mathcal{S} \) is then defined as,

\[ \mathcal{S} := \{x \in \mathcal{X} \mid \dot{h}_i(x) \geq 0, \forall i \in \{1, ..., M\}\}. \]  

(4)

\( \mathcal{S} \) can also be defined implicitly using closed loop trajectories under a backup control law \( u_b \), where \( u_b \) directs the system to a verified backup set \( \mathcal{S}_B \subseteq \mathcal{S}_S \), where the system is known to remain safe for all time. \( \mathcal{S}_S \) is then defined as,

\[ \mathcal{S}_S := \{x \in \mathcal{X} \mid \forall t \geq 0, \phi^{\text{act}}(t; x) \in \mathcal{A}\}, \]  

(5)

where \( \phi^{\text{act}} \) is defined as a prediction of the state \( x \) for \( t \) seconds under \( u_b \). Note that \( \mathcal{S}_S \) can be calculated entirely offline when defined explicitly, but it must be calculated online at each state when defined implicitly.

B. Simplex Algorithms

One type of RTA filter is the Simplex filter, which switches between primary and backup controllers to assure safety of the system. The Simplex filter monitors the desired control input \( u_{\text{des}} \) from the primary controller, predicts the next state of the system, and evaluates if this state is safe or not. If it is safe, \( u_{\text{des}} \) is passed to the plant unaltered as \( u_{\text{act}} \). Otherwise, a backup control input \( u_b \) is passed to the plant. For this framework, the Simplex filter is constructed as follows.

**Simplex Filter**

\[ u_{\text{act}}(x) = \begin{cases} u_{\text{des}}(x) & \text{if } \phi^{\text{des}}(x) \in \mathcal{S}_S \\ u_b(x) & \text{if } \text{otherwise} \end{cases} \]  

(6)

Here, \( \phi^{\text{des}}(x) \) represents a prediction of the state \( x \) when \( u_{\text{des}} \) is applied for one discrete time interval, which is found using the system dynamics in Eq. (1). Simplex filters can be defined either explicitly or implicitly, where \( \mathcal{C}_S \) is defined using Eq. (4) or (5) respectively.

C. ASIF Algorithms

Another type of RTA filter is ASIF, which is an optimization-based technique designed to minimize deviation from the primary controller while still assuring safety. ASIF algorithms are based on the use of control barrier functions [6] to enforce safety, and use a quadratic program to minimize the \( l^2 \) norm difference between \( u_{\text{des}} \) and \( u_{\text{act}} \). For this framework, the ASIF algorithm is constructed as follows.

**Active Set Invariance Filter**

\[ u_{\text{act}}(x) = \text{argmin} \| u_{\text{des}} - u \|^2 \]  

s.t. \[ u \in \mathcal{U}, \quad BC_i(x, u) \geq 0, \quad \forall i \in \{1, ..., M\} \]  

(7)

Here, \( BC_i(x, u) \) represents a set of \( M \) barrier constraints designed to assure safety. These barrier constraints enforce Nagumo's condition [7], where the boundary of the set formed by \( h_i(x) \) is examined to ensure \( h_i(x) \geq 0 \), causing
to never leave $C_S$. For the $i^{th}$ constraint, this condition is written as,
\[
\dot{h}_i(x) = \nabla h_i(x) \dot{x} = L_f h_i(x) + L_g h_i(x)u \geq 0,
\]
where $L_f$ and $L_g$ are Lie derivatives of $h_i$ along $f$ and $g$ respectively. However, it is not practical to enforce this condition on its own, as the boundary of $C_S$ has no volume. Therefore, the constraint is relaxed when away from the boundary of $C_S$ by including a class $\kappa$ strengthening function $\alpha(x)$, a function which is continuous, strictly increasing, and has the value $\alpha(0) = 0$. The barrier constraint is then defined as,
\[
BC_i(x, u) := L_f h_i(x) + L_g h_i(x)u + \alpha(h_i(x)) \geq 0. \tag{9}
\]
ASIF RTAs, like Simplex RTAs, can also be defined explicitly or implicitly. Using the system dynamics in Eq. (1), each barrier constraint can first be defined explicitly as,
\[
BC_i(x, u) := \nabla h_i(x)(f(x) + g(x)u) + \alpha(h_i(x)), \tag{10}
\]
where, $h_i(x)$ refers to the set of control invariant inequality safety constraints. For some systems, $\nabla h(x)$ may not depend on $u$, and therefore Eq. (10) no longer a valid barrier constraint because the term $\nabla h(x)g(x)u$ vanishes from the equation. Therefore, a sequence of inequality constraints $\Psi_i(x), \forall i \in \{1, ..., m\}$ must be defined such that $\Psi_m(x)g(x) \neq 0$, where $m$ is referred to as the relative degree of the system [8]. These constraints, known as HOCBFs, are defined as,
\[
\Psi_i(x) := \Psi_{i-1}(x) + \alpha_i(\Psi_{i-1}(x)), \quad \forall i \in \{1, ..., m\}, \tag{11}
\]
where $\Psi_0(x) = h(x)$, and in the cases where $i < m$, $\Psi(x) = \nabla \Psi(x)f(x)$. Note that when the relative degree of the system is 1 ($m = 1$), $\Psi_1(x)$ is equivalent to the barrier constraint developed in Eq. (10).
Each barrier constraint can also be defined implicitly as,
\[
BC_i(x, u) := \nabla \varphi_i(\phi_j^{us})D(\phi_j^{us})(f(x) + g(x)u) + \alpha(\varphi_i(\phi_j^{us})), \tag{12}
\]
where $\varphi_i(x)$ refers to the set of inequality constraints that define $C_A$, $\phi_j^{us}$ refers to the state at the $j^{th}$ discrete time interval along the backup trajectory $\forall t \in [0, T]$, and $D(\phi_j^{us})$ is computed by integrating a sensitivity matrix differential equation along the backup trajectory [9].

### III. UNIVERSAL FRAMEWORK

The Safe Autonomy Run Time Assurance Framework is a modular toolset for building RTA capability into arbitrary autonomous/control systems. The following section describes the design of this framework and the details of its universal architecture.

#### A. Interface

The Safe Autonomy Run Time Assurance Framework standardizes the interface for RTA modules as shown in Figure 1. RTA modules use a desired input action $u_{des}$ and the current system state $x_{sys}$ to produce a safe output action $u_{act}$. Any arbitrary program/algorithim that adheres to these inputs and outputs can be wrapped in the base RTA interface to create a compatible RTA module.

The control input and outputs are 1D NumPy arrays corresponding to standard control vectors. However, the system state can be any arbitrary python object that encapsulates the current state. Within the RTA module, the arbitrary system state is converted to an Numpy RTA state vector, $x_{rta}$, which can be accomplished with arbitrary custom code. The converted state vector and the input control vector are then passed to the internal safety filter.

This interface flexibility allows creation of arbitrary safety filters as RTA modules that can be seamlessly composed and slotted in. An additional RTA module enabled by this capability is the included cascaded RTA module which is a wrapper for a sequential cascade of internal RTA modules that apply RTA filtering of increasing priority to the output of the previous module in the sequence. Following this design pattern, additional RTA composition patterns can be iterated upon.

### B. Constraint-Based RTA

The Safe Autonomy Run Time Assurance Framework includes a number of universal Simplex and ASIF constraint-based RTA implementations that are built on a common set of constraint, dynamics, and backup controller interfaces. By implementing custom versions of these interfaces for a given problem, one enables turn-key instances of these RTA algorithms. The constraint-based RTA implementations are built in JAX, which is described below in Section III-C, to allow composable automatic differentiation of RTA algorithm components.

1) Constraints: The Safe Autonomy Run Time Assurance Framework includes constraint classes for defining safety constraints in terms of a monotonic function $h(x_{rta})$ of the RTA State (Note: $h$ is interpreted as $\varphi$ for implicit methods). Safety is defined when $h(x_{rta}) \geq 0$. Constraints may also be associated with constraint strengthening functions $\alpha(h(x_{rta}))$. Through evaluation and transformation of their associated constraints, constraint-based RTA modules are able to maintain system safety.

2) Dynamics: Constraint-based RTA requires knowledge of the system dynamics. This allows it to determine safe actions that will drive the system away from constraint violation boundaries. Note that the dynamics model may not need to exactly estimate the true dynamics, but a model of a hypothetically simplified RTA state is needed. There are two of dynamical model functions that may be needed by constraint-based RTA: next state propagation and state transition derivatives. Note that implicit ASIF requires both functions to be implemented.

- **Next State Propagation**: This dynamics form is used by Simplex and implicit ASIF to estimate the next RTA state given a current RTA state, control vector, and time interval. Note that for implicit methods, a high fidelity dynamics model is recommended for long-term trajectory estimation. For this reason, the next state propagation is not required to be implemented in
JAX and is not differentiated allowing for high fidelity external simulators to be used.

- **State Transition Derivative**: ASIF methods require a knowledge of the instantaneous state time derivative of the form \( \dot{x}_{\text{rta}} = f(x_{\text{rta}}) + g(x_{\text{rta}})u \). The \( f(x_{\text{rta}}) \) and \( g(x_{\text{rta}})u \) components must be implemented separately for use in different stages of the ASIF algorithms.

3) **Backup Controller**: Simplex RTA and implicit ASIF RTA algorithms rely on backup controllers that can drive the system to a known safe backup set. The Safe Autonomy Run Time Assurance Framework provides a backup controller class for implementing differentiable backup controllers. Internal states of the backup controller (e.g. integral error or moving set points) are supported but must be maintained within a NumPy array or dictionary of NumPy arrays in order to maintain JAX differentiability and compilation. The internal state can be saved and restored for the repeated backup trajectory computations in implicit RTA methods. Explicit ASIF RTA does not require a backup controller.

C. **JAX**

JAX [5] is a Python library from Google for automatic differentiation via Autograd and Accelerated Linear Algebra (XLA) Just-In-Time (JIT) compilation of native NumPy and Python code. Autograd, the technology that underlies most Deep Learning frameworks, enables efficient point value derivative computation of arbitrary functions. JIT compilation results in massive execution time benefits, especially relevant for complicated derivatives, by automatically converting native Python code into optimized compiled programs at runtime. Note that Autograd is not the same as symbolic differentiation or numerical differentiation, by only computing single point values it executes quickly and generates exact derivative values.

JAX lies at the heart of The Safe Autonomy Run Time Assurance Framework’s universal nature, particularly for the powerful ASIF methods. The included constraint-based RTA implements constraints, dynamics state transition derivatives, backup control, and algorithm specific logic entirely in JAX. Instead of requiring derivatives to be manually implemented, they are automatically computed, eliminating additional user effort and error. This is especially useful for HOCBFs and implicit ASIF methods that require large amounts of differentiation that may include long product-rule chains. Without JAX Autograd, implementing these techniques becomes tedious and error-prone.

IV. **SIMULATION**

This section develops a simulation of a dynamical control system to demonstrate the Safe Autonomy Run Time Assurance Framework’s feasibility and usability. The simulation considers a multi-agent spacecraft inspection problem, where multiple active “deputy” spacecraft examine a passive “chief” spacecraft. For this simulation, explicit ASIF RTA is used to assure safety, where each deputy spacecraft uses a separate instance of RTA. While creating an explicit ASIF RTA filter may traditionally be a difficult task, with this framework the user only needs to define the admissible control set \( \mathcal{U} \), the functions \( f(x) \) and \( g(x) \) from Eq. (1), the control invariant safety constraints \( h_i(x) \), and a strengthening function \( \alpha(x) \) for each constraint.

A. **Spacecraft Dynamics**

For the spacecraft inspection problem, Hill’s reference frame [10] is used to represent the location of each spacecraft. As shown in Figure 2, the origin of Hill’s frame is located at the center of mass of the chief, the unit vectors \( \hat{x} \) and \( \hat{y} \) point away from the center of the Earth and in the direction of motion of the chief respectively, and the unit vector \( \hat{z} \) is normal to \( \hat{x} \) and \( \hat{y} \). The linearized relative motion dynamics between the \( i^{th} \) deputy and the chief are given by the Clohessy-Wiltshire equations [11],

\[
\dot{x}_i = A x_i + B u, \tag{13}
\]

where the state \( x_i = [x, y, z, \dot{x}, \dot{y}, \dot{z}]^T \in \mathcal{X} = \mathbb{R}^6 \), the control \( u = [F_x, F_y, F_z]^T \in \mathcal{U} = [-u_{\text{max}}, u_{\text{max}}]^3 \), and

\[
A = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
3u_i^2 & 0 & 0 & 0 & 2n & 0 \\
0 & 0 & -2n & 0 & 0 & 0 \\
0 & 0 & n^2 & 0 & 0 & 0 \\
\end{bmatrix}
, \quad B = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{m} & 0 & 0 \\
0 & \frac{1}{m} & 0 \\
0 & 0 & \frac{1}{m} \\
\end{bmatrix}. \tag{14}
\]

Here, \( m \) is the mass of the deputy and \( n \) is the mean motion of the chief’s orbit. For \( N \) deputys, it is assumed that the full system state consists of the state of each deputy, where only one deputy is controlled at a time. Therefore \( x \) becomes a vector of length \( 6N \), where \( x = [x_1, ..., x_N] \). The functions \( f(x) \) and \( g(x) \) are then size \( (6N) \times (6N) \) and \( (6N) \times 3 \) respectively, and are defined as,

\[
f(x) = \begin{bmatrix}
A & 0_{6 \times 6} & \cdots \\
0_{6 \times 6} & A & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
\end{bmatrix}, \quad g(x) = \begin{bmatrix}
B \\
\vdots \\
\vdots \\
\end{bmatrix}. \tag{15}
\]

B. **Safety Constraints**

The spacecraft inspection problem considers several safety constraints based on position and velocity [12] [13]. Note that in order for the constraints to be used with explicit ASIF RTA, they need to be control invariant. All proofs for control invariance can be found in the papers [14] and
The following constraints are enforced for \( N \) deputies, \( \forall i \in \{1, \ldots, N\} \).

1) **Chief Collision Avoidance**: Each deputy shall not collide with the chief. This constraint is defined as,

\[
\phi_1(x) := \|p_i\|_2 - (r_d + r_c) \geq 0,
\]

where \( p = [x, y, z]^T \), \( r_d \) is the collision radius of each deputy, and \( r_c \) is the collision radius of the chief.

2) **Deputy Collision Avoidance**: Each deputy shall not collide with any other deputies. \( \forall j \in \mathbb{Z}_{1:N}, i \neq j \), this constraint is defined as,

\[
\phi_2(x) := \|p_i - p_j\|_2 - 2r_d \geq 0.
\]

3) **Dynamic Speed Constraint**: The speed of each deputy shall decrease as it moves closer to the chief. This reduces risk of a high speed collision, as well as risk in the event of a fault [16]. This constraint is defined as,

\[
\dot{\varphi}_3(x) := \nu_0 + \nu_1 \|p_i\|_2 - \|v_i\|_2 \geq 0,
\]

where \( \nu_0 \) is a minimum allowable docking speed, \( \nu_1 \) is a constant rate at which \( p \) shall decrease, and \( v = [\dot{x}, \dot{y}, \dot{z}]^T \).

4) **Sun Avoidance**: Assuming each deputy is pointing sensors directly at the chief, these sensors shall not align with the sun. This constraint is defined as,

\[
\dot{\varphi}_4(x) := \frac{1}{\|p_i\|_2} (\dot{p}_i + \dot{e}_s) + \cos \frac{\theta_s}{2} \geq 0,
\]

where \( \dot{e}_s \) is a unit vector pointing from the sun to the chief and \( \theta_s \) is an angle defining a conic exclusion zone that the deputy shall not align with.

5) **Aggressive Maneuvering**: Each deputy shall not maneuver aggressively with high velocities. This is defined in terms of three separate constraints,

\[
\varphi_5(x) := v_{\text{max}}^2 - x_i^2 \geq 0, \quad \varphi_6(x) := v_{\text{max}}^2 - y_i^2 \geq 0, \quad \varphi_7(x) := v_{\text{max}}^2 - z_i^2 \geq 0,
\]

where \( v_{\text{max}} \) is the maximum allowable velocity.

6) **Actuation Saturation**: Each deputy shall remain within the bounds of its actuation limits. This is not implemented as an RTA constraint, but rather as an inequality constraint to the quadratic program, such that \( \mathbf{u} \in \mathcal{U} \).

Note that for all constraints, a strengthening function \( \alpha(x) \) must be provided. For this simulation, \( \alpha(x) = 10^6x + 10^5x^3 \), where \( a, b \in [-3, -1] \).

**C. Results**

Using the dynamics and constraints developed in the previous sections, an explicit ASIF RTA filter can be created. While \( \varphi_1(x), \varphi_2(x), \) and \( \varphi_4(x) \) all have a relative degree of 2, their conversion to control invariant constraints [14], [15] causes them to become relative degree 1. To show the usefulness of HOCBFs, \( \varphi_1(x) \) (shown in Figure 4a) was not converted to become control invariant, and was instead converted to become a HOCBF. While this does not guarantee control invariance, the constraint can still be enforced through an appropriate choice of \( \alpha(x) \).

To simulate the system, LQR is used as the primary controller, where it is designed to be aggressive and violate the safety constraints to show that RTA effectively assures safety. It is important to note that RTA can assure safety of the system regardless of the choice of primary controller or control objective, where the impact on performance depends on the RTA approach and constraints chosen. The simulation is run for 2,000 seconds, where the time intervals are 1 second. Five deputies are used in the simulation, where each is controlled by a separate but identical LQR controller and RTA filter. The trajectories of the deputies during the simulation are shown in Figure 3, and the constraints developed in Section IV-B are shown in Figure 4. The parameters used for this simulation are: \( u_{\text{max}} = 1 \text{ N}, m = 12 \text{ kg}, n = 0.001027 \text{ rad/s}, r_d = 5 \text{ m}, r_c = 5 \text{ m}, \nu_0 = 0.2 \text{ m/s}, \nu_1 = 4 \times 1 \text{ s}, \theta_s = \pi/3 \text{ rad}, \) and \( v_{\text{max}} = 2 \text{ m/s}. \) The sun is considered to rotate in the \( x - y \) plane where \( \dot{e}_s = [\cos \theta_n, \sin \theta_n, 0] \) and \( \theta_n = -n \text{ rad/s}. \)

![Figure 3: Trajectories of deputies during simulation. Each deputy is represented by a solid, colored line, and the chief is represented by a black star.](image)

Figure 4 shows that the explicit ASIF RTA simultaneously assures safety of all constraints for the entire simulation. In total, there are 5 instances of RTA, where each instance is enforcing 9 standard constraints (\( \varphi_2(x) \) is counted 4 times) and 1 HOCBF constraint. This results in 55 gradient computations per time interval, many of which are non-trivial to compute analytically. With JIT compilation, run time becomes trivial on commodity hardware, and therefore the use of RTA results in a negligible increase in execution time.

**V. CONCLUSION**

The Safe Autonomy Run Time Assurance Framework presented in this paper is a powerful toolkit for building advanced RTA modules to provide continuous safety assurance to autonomous systems. It proliferates advancements from the RTA community by providing simple procedures for implementation with minimal user effort. Through its strategic utilization of JAX automatic differentiation, state-of-the-art Simplex and ASIF RTA techniques can be universally applied to many control problems by specifying constraints, system dynamics, and occasionally backup controllers. We
hope this will increase the adoption and proliferation of RTA techniques in the research community and accelerate the development of autonomous systems.

Case studies in multi-agent spacecraft inspection were presented demonstrating the efficacy and flexibility of the framework’s constraint-based RTA implementations. Rather than manually deriving RTA implementations, cutting edge ASIF RTA algorithms were automatically applied to these problems. Constraints and dynamics were easily composed and recycled between approaches while no convoluted derivatives were hand-computed. With this scalable and extensible framework, RTA can be applied in the same manner to a multitude of problems within the autonomous systems space.
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