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David M. Klee
Khoury College of Computer Science
Northeastern University
Boston, MA 02115
klee.d@northeastern.edu

Ondrej Biza
Khoury College of Computer Science
Northeastern University
Boston, MA 02115

Robert Platt
Khoury College of Computer Science
Northeastern University
Boston, MA 02115

Robin Walters
Khoury College of Computer Science
Northeastern University
Boston, MA 02115

Abstract
Reasoning about 3D objects based on 2D images is challenging due to large variations in appearance caused by viewing the object from different orientations. Ideally, our model would be invariant or equivariant to changes in object pose. Unfortunately, this is typically not possible with 2D image input because we do not have an a priori model of how the image would change under out-of-plane object rotations. The only $\text{SO}(3)$-equivariant models that currently exist require point cloud input rather than 2D images. In this paper, we propose a novel model architecture based on icosahedral group convolution that reasons in $\text{SO}(3)$ by projecting the input image onto an icosahedron. As a result of this projection, the model is approximately equivariant to rotation in $\text{SO}(3)$. We apply this model to an object pose estimation task and find that it outperforms reasonable baselines.

1 Introduction
In many applications such as robotic manipulation, autonomous vehicle navigation, scene segmentation, or 3D modeling, it is useful to reason about 3D geometry of objects in the world using sensor data captured from only a single point-of-view. The most widely available such data type which can be collected under the fewest assumptions is an image, either in grey-scale, with 3 RGB channels, or with a depth channel. These applications have thus motivated much work in computer vision dedicated to inferring 3D information such as object orientation, position, and size [1, 2, 3, 4, 5] from images. These methods, however, fail to capture and exploit the symmetry of 3D space. While some computer vision models incorporate 2D symmetry [6], it is very difficult to incorporate 3D symmetries.

Alternatively, $\text{SO}(3)$-equivariant neural networks have emerged as a powerful tool for modeling 3D geometry which directly incorporates 3D symmetries into the model. As a consequence, equivariant neural networks demonstrate improved generalization properties, data efficiency, and provable consistency [7, 8, 9]. In order to apply such symmetry-aware methods to pose estimation, however, the input data must be $\text{SO}(3)$-transformable and thus until now such methods have been restricted to either point clouds [10], spherical images [11], or highly structured multi-view images [12]. Moreover, such methods are computationally expensive and not necessarily robust to occlusions or partial inputs.
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We propose Image2Icosahedral (I2I), a method that allows for SO(3)-equivariant reasoning on embeddings learned only from single-view image inputs. The embeddings and downstream model can be trained in an end-to-end manner. Since our model incorporates 3D symmetries, it is able to generalize better than image-based models over transformations induced by changes in camera viewpoint or object orientation. Moreover, I2I is faster and more memory efficient than other methods as it exploits convolution over the discrete icosahedral group $I_{60} \subset SO(3)$. Similar to work on SO(2)-equivariance, we find that using a discrete subgroup leads to faster performance and better optimization with minimal loss in accuracy or equivariance [6].

I2I has two novel components which separate the problems of feature extraction and object-level memory, (1) a projector which maps images to spherical dynamic filters and (2) a dynamic filter icosahedral convolution. The spherical filter projector projects 2D images onto 6 vertices of an icosahedron, representing the partially observed object features and the camera viewpoint. We implement this projector using an E(2)-equivariant CNN [6]. Thus the projector does not need to directly reason about how the object looks from other angles. The output of the projection is then used as a dynamic filter which is convolved over the set of vertices of the icosahedron with learned object feature maps. The object feature maps are signals over the entire icosahedron and thus represent, in latent space, the fully observed object in an explicitly SO(3)-transformable manner.

We evaluate our method on two tasks: object pose estimation where we estimate the SO(3) orientation of a novel in-class object from a single image and object classification where we infer object category from an image. While our proposed method outperforms state of the art baselines in both cases, our performance on the pose estimation task is particularly compelling. We outperform other pose-from-image baselines handily, by an order of magnitude in some cases. Our ablations show that our method is insensitive to minor variations in the algorithm – the general idea of reasoning over the icosahedron seems to be the key reason for the success of our method.

To summarize, our contribution are

- We propose a novel model that implements a discrete approximation to an SO(3)-equivariant dynamic convolution filter over $S^2$.
- We propose a novel method of projecting a 2D image onto an equivariant spherical convolutional filter.
- When applied to the problem of estimating object pose in SO(3) from a monocular image, our method outperforms relevant baselines convincingly.
- Our method is faster and less memory intensive than relevant baselines and can easily be integrated into traditional CNN object detection pipelines.

2 Related Work

3D Shape Analysis Research into 3D object recognition has been facilitated by large datasets of common object models [13, 14, 15, 16]. The recognition problem has been studied for several input modalities including multiview images [17, 18, 12], point clouds [19, 20, 10], and projections of 3D geometry [21, 22, 23]. In the challenging setting where objects are not aligned to a canonical orientation, methods that reason about 3D space can achieve better performance. RotationNet [18] classifies objects while implicitly reasoning about the view point of each image, while EMVN [12] captures images from structured view points so that information can be processed in a SO(3) equivariant manner. In contrast, our method reasons about 3D rotation using a single image input with no restrictions on the camera view point.

6D Pose Estimation Reasoning about the 3D position and orientation of objects in a single image is challenging, yet has important applications in robotics [24] and autonomous vehicles [25]. If 3D CAD models are available, traditional computer vision methods like iterative closest point [26] and template matching [27] can be effective. Pose estimation has also been approached using convolutional networks which are trained to predict the 3D bounding boxes [5], visual keypoints [4, 28] or 3D object coordinates [2, 3, 29], with which the pose can be extracted based on known properties of the objects such as 3D size, appearance, or canonical instance. In contrast, our method does not require any information about object at inference time and it explicitly incorporates 3D rotational symmetry. Our method can be viewed as complementary to the existing 6D object pose estimation literature,
since it can be integrated into existing convolutional pipelines to provide improved reasoning of 3D rotations.

**Rotation Equivariance** Neural networks with components equivariant to 3D rotations (the SO(3) abstract group) have found applications in a multitude of domains including quantum chemistry [30, 31, 9, 32], trajectory prediction [33] and, most significant for our work, shape classification and pose estimation for 3D objects [23, 34, 30, 11, 12, 35, 9, 36, 37, 38, 10, 39, 40, 41]. One class of approaches is based on the spherical convolution [23]. A point cloud is projected onto a sphere and processed using fully SO(3) equivariant spherical convolutions [23, 11, 42]. Spherical projection was also used with single views of objects in the Homeomorphic VAE [34]. Homeomorphic VAE is approximately SO(3) equivariant, as there is no linear transformation of the pixels of the input image that would correspond to a 3D rotation of the depicted object. Spherical latent spaces with an approximate SO(3) equivariance have also been used in [37, 41]. Here, each latent state is a single point on a sphere, instead of a signal over the entire sphere. Compared to [34, 37, 41], we also approximate SO(3) equivariance by projecting a single image of an object onto a hemi-icosohedral (a discretization of a hemisphere). Our model fits hundreds of object instances across several classes, whereas [34, 37, 41] are limited to a cube with multi-colored faces and a single 3D model of the Utah teapot. Other works have used the icosohedral group [43] for pose estimation in the structured multi-view setting [12] and with point cloud data [10, 39]. Alternatively, prior works represented a point cloud as a graph and used harmonic functions to model SO(3) equivariant interactions between nearby points [30, 35, 9, 38, 40]. These models are fully SO(3) equivariant, but as a trade-off, they require full point clouds with an approximately uniform distribution of points. Rotational equivariance was also proposed for capsule networks [44] operating on point cloud data [36]. Our focus is on unstructured single-view inputs.

3 Background

Our method provides a mechanism to learn a mapping from features in image space to a 3D rotational embedding. I2I combines layers which are explicitly constrained to be equivariant to 2D and 3D rotations as well as layers with learned equivariance. We introduce the concept of equivariance and how neural networks can be designed with equivariant layers to preserve symmetry.

3.1 Equivariance

The concept of equivariance to group transformations formalizes when a map preserves symmetry. A symmetry group is a set of transformations that preserves some structure. Given symmetry group \( G \) that acts on spaces \( \mathcal{X} \) and \( \mathcal{Y} \) via \( T_g \) and \( T'_g \), respectively, for all \( g \in G \), a mapping, \( f: \mathcal{X} \to \mathcal{Y} \) is equivariant to \( G \) if

\[
  f(T_g x) = T'_g f(x).
\]

That is, an equivariant mapping commutes with the group transformation. Invariance is a special case of equivariance when \( T'_g \) is the identity mapping (i.e. applying group transformations to the input of an invariant mapping does not affect the output).

3.2 Group convolution over Homogeneous Spaces

The group convolution operation is a linear equivariant mapping which can be equipped with trainable parameters and used to build equivariant neural networks [45]. Convolution\(^2\) is performed by computing the dot product of a signal with a filter that is shifted across a range of shifts. In standard 2D convolution, the shifting corresponds to a translation in pixel space. Group convolution [45] generalizes this idea to arbitrary symmetry groups, with the filter transforming by elements of the group. Let \( G \) be a group and \( \mathcal{X} \) be a homogeneous space, i.e. a space on which \( G \) acts transitively, for example, \( \mathcal{X} = G \) or \( \mathcal{X} = G/H \) for a subgroup \( H \). We can compute the group convolution between two functions, \( f, \psi: \mathcal{X} \to \mathbb{R}^k \), as follows:

\[
  [f * \psi](x) = \sum_{x \in \mathcal{X}} f(x) \cdot \psi(T_g x).
\]

\(^1\)In contrast, a point cloud can be rotated in 3D by multiplying the individual points with a rotation matrix.

\(^2\)Technically, this is group correlation, but is commonly called convolution in the context of neural networks.
Figure 1: Illustration of our proposed model, Image2Icosahedral (I2I). We project from the input image $x$ onto a feature map $y$ using a $C_4$-equivariant ResNet model. Then, we project $y$ onto $\psi$, a dynamic filter on an icosahedral approximation of the sphere $S^2$. Finally, we convolve $\psi$ with a feature map $f$ using an icosahedral group convolution. The downward pointing arrows indicate that the end-to-end model is approximately equivariant over the icosahedral group $I_{60} \subset SO(3)$.

Note that the output of the convolution operation is defined for each group element $g \in G$, while the inputs, $f$ and $\psi$, are defined over a homogeneous space of $G$. By parameterizing either $f$ or $\psi$, group convolution may be used as a trainable layer in an equivariant model.

3.3 Icosahedral Group

The continuous transformation group $SO(3)$ contains all 3D rotations. For reasoning about physical objects, it is desirable to learn functions that are equivariant to $SO(3)$. However, to make the group convolution operation computationally tractable, discrete subgroups can be used to achieve approximate equivariance to continuous groups. Moreover, discrete subgroups are compatible with common pointwise activations, and there is evidence they may be easier to optimize over [6]. Unlike $SO(2)$, which contains arbitrarily fine subgroups $C_n$, for $SO(3)$, the largest discrete subgroup which is not contained a planar rotation group is the icosahedral group $I_{60}$ which is composed of 60 group elements. The group can be conceptualized as the orientation-preserving symmetries of a regular icosahedron (12 vertices, 20 faces) or its dual polyhedron, the regular dodecahedron (20 vertices, 12 faces).

In our work, we perform group convolution between signals that live on a quotient space of the icosahedral group, i.e. an $I_{60}$-homogeneous space. Specifically, we use the quotient space $V_{12} = I_{60}/C_5$, which arises from the action of $I_{60}$ on the twelve vertices of the icosahedron. The quotient space $V_{12}$ is a discrete approximation of the 2-sphere, $S^2 = SO(3)/SO(2)$.

4 Method

The Image2Icosahedral method (I2I) is designed to solve tasks which require reasoning about 3D geometry using only 2D images as input. For example, consider the task of mapping a 2D image of an object to its orientation in $SO(3)$. Methods which take 3D representations such as point clouds as input can solve this task efficiently by exploiting $SO(3)$ symmetry using equivariant neural networks. We would like to be accomplish something similar when taking 2D images as input also. Unfortunately, this is not possible using existing methods because this would require knowing a priori how the image would transform under 3D rotations of the object. With the exception of $SO(2)$ rotations in the plane of the camera, we do not know how to compute the new 2D image $T_gx$ which would result from a rotation $g$.

Our method, I2I, has two parts: (1) a projector from the image $x$ onto a dynamic convolutional filter over the sphere $S^2$; and (2) convolution of this filter over $S^2$. The projector maps the 2D image into a 3D representation which we know how to transform using $SO(3)$. This enables us to use $SO(3)$-equivariant convolution over $S^2$ to then solve the task. The projector uses an $SO(2)$-
equivariant ResNet to project onto $S^2$ (the pipeline going from $x$ to $y$ to $\psi$ on the left side of Figure 1). For the convolution, we apply equivariant group convolution over $S^2$ of the dynamic filter with a class-specific object representation over the sphere (the convolution between $\psi$ and $f$ on the right side of Figure 1).

### 4.1 SO(2)-Equivariant Projector onto a 2D Feature Map

The projector part of our model maps an image $x$ onto a dynamic filter $\psi$ defined over $S^2$. Since $SO(3)$ can transform signals on $S^2$, this enables $SO(3)$-equivariance downstream. The projector has two parts. First, a fully convolution model maps the input image $x$ to a 2D feature map $y$ using an $SO(2)$ equivariant model. Then, we project that map onto $S^2$. We encode the input image $x$ to a 2D feature map $y$ using a ResNet-style architecture [46]. Since the input images do not have 3D rotational symmetry, we cannot impose $SO(3)$-equivariance on this part of the model. However, we can enforce symmetry with respect to $SO(2)$ rotations in the image plane. That is, rotating the object along the roll axis of the camera corresponds to $SO(2)$ rotations of the pixels in the image plane. We encode this symmetry into the ResNet model by replacing the standard convolution layers with steerable convolutions defined with respect to the discrete cyclic subgroup $C_n$ of rotations by multiples of $2\pi/n$, implemented using the E2CNN framework [6].

### 4.2 Projection onto the Vertices of the Icosahedron

The learned 2D feature map $y$ is then orthographically projected onto $S^2$ to give a feature map $\psi$ on $S^2$ which we will use as a dynamic filter. In practice, it is necessary to discretize $S^2$ to encode features. Recall that $V_{12} = I_{60}/C_5$ denotes the quotient space which is a discrete approximation of $S^2$ over the 12 vertices of the icosahedron. We use this set as a discretization of $S^2$ since it forms a regular mesh and is compatible with the action of the icosahedral group $I_{60}$. Therefore, the dynamic filter is the map $\psi : V_{12} \to \mathbb{R}^k$. In fact, we are able to capture more refined spatial resolution by subdividing the faces of the icosahedral [43] and sampling along this submesh. We still index signals along this submesh using $V_{12}$ by grouping them along the channel dimension at each of vertices in $V_{12}$.

Similar to 2D convolutional filters, our dynamic filter is localized in that it is 0 except on the side of the sphere facing the camera. The non-occluded vertices are projected onto the image plane of the feature map, such that the identity group element is located in the center. Features for the vertices are generated by applying a Gaussian kernel centered at the vertices’ projected pixel location to the feature map. The projection is illustrated in Figure 2. We find this simple projection operation is effective and useful since it preserves spatial information about the location of features in the image.

![Figure 2: Projection of features from image space to quotient group of $I_{60}$. (a) dense feature map visualized as 3-channel image; (b) locations of vertices orthographically projected onto image space, local Gaussian kernels are used to sample from feature space; (c) resulting features on homogenous space $V_{12}$, note that only non-occluded vertices are assigned features during projection.](image)

### 4.3 Dynamic Filter Icosahedral Convolution

The dynamic filters $\psi$ generated by the projector may now be used to solve the given task using $SO(3)$-equivariant group convolution. In group convolution, trainable parameters can be used in either the signal or filter. Since the learned features are locally supported on $V_{12}$, we treat it as a dynamic filter and convolve it over a signal parametrized by trainable weights. We refer to this learnable signal over $V_{12}$ as the feature sphere, since it contains features over the discretized 2-sphere.
After projection, the features are converted into a dynamic filter. That is, the vectors at each vertex are reshaped into matrices so that the learned feature maps $\psi : V_{12} \rightarrow \mathbb{R}^k$ become $\psi : V_{12} \rightarrow \mathbb{R}^{m \times n}$ assuming $k = nm$. The convolution operation between the filter and the feature sphere $f : V_{12} \rightarrow \mathbb{R}^n$ is defined:

$$[f \ast \psi](g) = \sum_{v \in N} f(T^{-1}_g v) \cdot \psi(v) \quad (3)$$

where $N$ is a subset of $V_{12}$ that defines the local neighborhood around the identity element where the filter is non-zero (i.e. all non-occluded vertices during projection). This formulation can be seen to be equivalent to the equation in Eqn. 2 by re-indexing the sum $w = T^{-1}_g v$, but it is computationally faster since it avoids multiplying by elements $v$ outside the support of the filter. The result of this operation is a vector space over the full icosahedral group, that is $[f \ast \psi] : I_{60} \rightarrow \mathbb{R}^m$. For the orientation prediction task, normalizing the output using softmax gives a probability distribution over orientations of the input object.

For certain applications (e.g. object classification), it is desirable to learn features that are invariant to the rotation of the object or the image viewpoint. An invariant representation can be achieved by adding a group pooling operation at the end of the model. In group pooling, we take a max (or average) along the dimension of the group, e.g. over all orientations in $I_{60}$. This is exactly analogous to spatial pooling in a 2D convolutional network.

### 4.4 Reasoning Over Continuous Orientation

In many applications, for example object pose estimation, we need to infer continuous object pose in SO(3). This may seem to be a problem for our method because we our output gives values over a discretization of SO(3), i.e. the icosahedral group. However, we handle this problem by also inferring rotational offsets as part of the feature vector associated with each group element. This is analogous to the idea of anchor boxes, used in object detection, where the network selects from discrete anchor locations then predicts continuous refinements to them [47].

We therefore decompose the SO(3) regression problem into two parts: first classify the nearest group element of $I_{60}$, and then regress to the rotational offset from the group element. Therefore, we define the output of the icosahedral convolution over $\mathbb{R}^7$, i.e. each element of the icosahedral group is associated with a different vector in $\mathbb{R}^7$. One element of this vector is interpreted as an (unnormalized) probability $p(\hat{g})$ that the true rotation is closest to the associated group element $\hat{g} \in I_{60}$. The other six elements of the vector are used to construct an orthogonal rotation matrix $\hat{R}_{\hat{g}}$ (i.e. the offset matrix) using the Gram-Schmidt orthonormalization process proposed in [34]. The estimated orientation in SO(3) is thus $\hat{R}_{\hat{g}} \cdot \hat{g}$. We use the following loss function, which was introduced in [10]:

$$\mathcal{L}(g, R_{\hat{g}}^\Delta, p(\hat{g}), R_{\hat{g}}^\Delta) = \mathcal{L}_{cls}(\delta(g, \hat{g}), p(\hat{g})) + \lambda \mathcal{L}_{2}(R_{\hat{g}}^\Delta, \hat{R}_{\hat{g}}) \quad (4)$$

where $g$ is the closest element in $I_{60}$ to the ground truth orientation with ground truth offset $R_{\hat{g}}^\Delta$. The first term in Equation 4 is the cross entropy loss between the predicted distribution $p$ and the delta distribution at $g$. The second term is an L2 loss on the elementwise difference between the two offset rotation matrices. Note that even though an offset is predicted for each element in $I_{60}$, this loss depends only on the group element closest to the ground truth orientation. While the rotational offset $R_{\hat{g}}^\Delta$ need not exceed $2\pi/5$ in magnitude (this is the orientation difference between neighboring elements on the icosahedron), we find that enforcing limit this is unnecessary and decreases accuracy.

### 5 Experiments

#### 5.1 Overview

**Architecture:** We use a ResNet-18 convolutional architecture [46] for the spherical filter projector. We reduce the downsampling of the network such that it outputs a dense feature map, rather than a single vector. The convolutional layers are instantiated with $C_5$-symmetric kernels using the $c2cm$ library [6]. The input and output feature map have features with a trivial representation type whereas the hidden features use a regular representation. The dense feature map is projected onto the icosahedron vertices by applying Gaussian kernels with $\sigma = 0.2$ to their respective locations in
pixel space. We project onto 16 vertices of the icosahedron which is a discrete approximation of a hemisphere (out of 42 vertices total on the icosahedron). This filter is convolved with a dense feature sphere for which the weights of all 42 vertices are learnable. For the pose estimation task, our model is fully convolutional and outputs an \( \mathbb{R}^7 \) feature vector for each element of the icosahedral group (see Section 4.4). For the shape classification task, we perform a group pooling operation and output a vector of class labels.

**Training:** We train our method using SGD with Nestorov momentum. The initial learning rate is 1e-3 and decays with steps of 0.1 to 1e-5 during training. We use a batch size of 64 which consumes around 5 GB of RAM for single-class prediction and 8 GB of RAM for multi-class prediction on ModelNet40. Our method is trained for 40 epochs for orientation prediction and 20 epochs for shape classification. A single epoch takes \( \approx 1.7 \text{min} \) for orientation prediction and \( \approx 50 \text{min} \) for shape classification on NVIDIA 2080Ti graphics card. We augment images during training with random translations of \( \pm 3 \) pixels which reduces overfitting.

**Datasets:** We evaluate our method on the ModelNet40 dataset using the original split of 9,843 training objects and 2,468 test objects [13]. The objects were aligned manually per category by [48], and we apply random \( \text{SO}(3) \) rotations before rendering. We render 60, \( 128 \times 128 \) images of each object in the train and test set. Depth images are rendered with trimesh [49] and grayscale images are rendered with Pyrender [50]. When collecting images for symmetric objects, we only sample object rotations that are orthogonal to the axis of symmetry.

#### 5.2 Inferring Object Orientation

**Experiment:** Inferring object orientation in \( \text{SO}(3) \) for novel in-class objects from a single image is a challenging problem for which a variety of methods exist, including [20, 10, 51]. These methods can be categorized based on the modality of the input data. Some methods take point cloud input [20, 10]. Others take monocular images, e.g. [51]. Table 1 shows a comparison of these methods against our proposed method. In this experiment, we compare the ability of our method to correctly infer object orientation for novel objects from ten object categories in ModelNet40. In all cases, we assume the input data was produced by a single depth camera or a grayscale intensity camera. There are three categories of comparison. The methods in the first and second categories take single (monocular) images, depth images, and grayscale images respectively, as input. In each category, we compare our method (I2I) with the following three baselines. The first baseline (CNN) is a standard CNN backbone which predicts a rotation matrix using a linear layer after a ResNet encoder. The second baseline (CNN+IER) is the EfficientPose method of [51] which performs iterative error refinement by adding residuals to the initial rotation prediction over three additional linear layers. The third baseline (E2CNN-Eq) uses a \( C_4 \)-equivariant ResNet architecture and then predicts rotation as a combination of a \( \text{SO}(2) \)-equivariant prediction of rotations in the camera plane and an \( \text{SO}(3) \)-equivariant prediction of the rotational component out of the camera plane (a technique first suggested by [34]). The methods in the third category take point clouds as input. These include KPConv [20] which uses a deformable convolutional operation, and EPN [10] which encodes end-to-end equivariance to the icosahedral group. These methods are not directly comparable to I2I because they reason over point clouds rather than images, but we include them here for reference.

**Results and Discussion:** Table 1 shows the results. Qualitatively, the results from the first two categories of comparison (depth and grayscale) are similar. Our method (I2I) outperforms on both modalities for all ten object categories. It is particularly noteworthy that our proposed method, I2I, outperforms E2CNN-Eq as significantly as it does. Since our method essentially combines a \( C_4 \)-equivariant ResNet with the icosahedral convolution, E2CNN-Eq shows that our method would perform much worse without the icosahedral piece. Clearly, the icosahedral convolution is important, presumably because it enables us to reason explicitly in \( \text{SO}(3) \) while E2CNN-Eq is equivariant.
These methods are not directly comparable to ours because I2I takes only a single image as input when trained on depth images, can even outperform RotationNet-20 (which has access to multiple views of the same object) and PointNet++ (which has access to a complete point cloud) in terms of performance. We also compare against some multi-view methods, RotationNet-20 [18] and EMVN-C [6]. We also baseline against PointNet++ [19], KPConv [20], and EPN [10]. These are unfair comparisons because these models take grayscale images as input, whereas our method is based on a discretization of SO(2). It could also be that the weight sharing scheme of our icosahedral convolution helps our model generalize better to rotations not seen during training. In some cases, the degree to which we outperform is significant, e.g. cars and guitars, due to significant front/back symmetry in these objects which can confuse models which do not reason in SO(3). It is also noteworthy that grayscale images are worse than depth images as a modality for pose estimation, presumably due to a lack of texture. We would expect all methods to do better with RGB input.

**Error Analysis:** In Fig. 3, we plot the distribution of errors by magnitude for our method trained on depth. The errors are tend to cluster at approximately 90 degrees and 180 degrees, reflecting symmetries in the object where it is natural for pose errors to occur. Notice that there are no discernible patterns of errors occurring at discrete pose intervals corresponding to the discretization encoded by the icosahedron (where group elements are separated by rotations of $\frac{2\pi}{5}$). This suggests that even though our method is based on a discretization of SO(3), our method of learning rotation offsets enables it to infer pose accurately over the continuous SO(3) group.

### 5.3 Shape Classification

**Experiment:** In shape classification, the task is to infer the category of an object given a point cloud or image of its appearance or shape. The task is challenging because the object is presented in an orientation selected uniformly at random. We compare our method with standard baselines in four categories (Table 2). In the first two categories, we classify shape based on a single depth or grayscale image, respectively. Here, we baseline against a standard ResNet backbone (CNN) and a $C_4$-equivariant ResNet model [6] (both models are configured with similar numbers of parameters as ours). We also compare against some multi-view methods, RotationNet-20 [18] and EMVN-12 [12]. These methods are not directly comparable to ours because I2I takes only a single image as input. Finally, we baseline against PointNet++ [19], KPConv [20], and EPN [10]. These are unfair comparisons because these models take complete, i.e. unoccluded point clouds as input.

**Results:** Table 2 shows our results. The key observation to make is that our method (I2I) outperforms the two baselines (CNN and E2CNN-Inv) for classification from single depth images and single grayscale images (the first two categories in Table 2). The fact that I2I outperforms E2CNN-Inv is particularly significant because it suggests that our method can reason about rotation symmetry beyond the planar rotation symmetry present in the image. Surprisingly, we find that our method, when trained on depth images, can even outperform RotationNet-20 (which has access to multiple views of the same object) and PointNet++ (which has access to a complete point cloud) in terms of mean average precision. These results suggest that our model is able to leverage its ability to reason in SO(3) to improve its classification of objects presented in novel orientations.

### 5.4 Comparison of Model Variations

In Table 3, we compare multiple variations on our model in the context of the object pose estimation task from Section 5.2 for the ten ModelNet40 object categories described there. We test the following variations:
Table 2: ModelNet40 shape classification results. The methods are separated by input modality: single depth and grayscale means the input is a single image rendered from randomly selected view point; multi-view take multiple grayscale images from structured view points; point cloud means full point cloud generated over entire mesh. We report percent accuracy (Acc.) and mean average precision (mAP), including standard deviation over three random seeds for our method.

| Input          | Method              | Acc. | mAP  |
|----------------|---------------------|------|------|
| Single Depth   | CNN                 | 76.5 | 65.5 |
|                | E2CNN-Inv [6]       | 80.4 | 70.7 |
|                | I2I (ours)          | 81.5 | 74.5 |
| Single Gray    | CNN                 | 70.0 | 57.8 |
|                | E2CNN-Inv [6]       | 75.1 | 64.3 |
|                | I2I (ours)          | 76.4 | 67.8 |
| Multi-View     | RotationNet-20 [18] | 80.0 | 74.2 |
|                | EMVN-12 [12]        | 88.5 | 79.6 |
| Point Cloud    | PointNet++ [19]     | 85.0 | 70.3 |
|                | KPConv [20]         | 86.7 | 77.5 |
|                | EPN [10]            | 88.3 | 79.7 |

Table 3: Median orientation accuracy for different image to icosahedral projection schemes.

| method         | desk  | bottle | sofa  | toilet | car  | chair | stool | airplane | guitar | bench |
|----------------|-------|--------|-------|--------|------|-------|-------|----------|--------|-------|
| I2I (ours)     | 10.63 | 0.54   | 2.12  | 3.27   | 1.85 | 3.60  | 3.92  | 1.37     | 2.18   | 5.80  |
| Sparse Filter  | 12.15 | 0.51   | 2.04  | 3.39   | 1.91 | 3.7   | 3.73  | 1.41     | 2.34   | 5.62  |
| Vector Filter  | 10.46 | 0.52   | 2.18  | 3.42   | 1.83 | 3.58  | 3.64  | 1.33     | 2.29   | 6.06  |
| Ico Filter     | 11.13 | 0.53   | 2.08  | 3.02   | 2.09 | 3.32  | 3.52  | 1.36     | 2.57   | 7.57  |

variations. For Sparse Filter, only a subset of the weights in the icosahedral convolution are trainable. Here, the icosahedral filter uses only 6 vertices instead of the full 16 and the icosahedral feature sphere uses only 12 vertices rather than the full 42. For Vector Filter, we reverse the roles of the dynamic filter and the feature sphere in the icosahedral convolution. Here, the SO(2)-equivariant projector feeds into the feature sphere and the convolution filter has non-dynamic learnable weights (the dynamic filter is vector and feature sphere is matrix). For Ico Filter, the ResNet outputs a single 1 × 1 feature map that is convolved with the feature sphere. Essentially, the 1 × 1 feature map is assigned to the identity element of the dynamic filter and thus the feature sphere is supported over the full group. We balance the number of parameters in all methods to achieve similar computational cost. Overall, we find that on average our method does slightly better on the orientation prediction task than the variations considered above. However, all four variations have roughly similar performance, suggesting that it is the use of the icosahedral convolution in the first place which is the key element of our method.

6 Conclusion

We present a novel method, Image2Icosahedral, for learning 3D representations of objects from single-view 2D images. This 3D representation allows us to apply SO(3)-equivariant techniques to tasks such as orientation inference and shape classification even for image inputs. Our method outperforms baselines in these tasks using less memory and compute time. Our model is limited by the task to relying on learned symmetry in the spherical filter projector as the group action is unknown in image space. Since we give the ground truth orientation of objects as a point estimate and our model can only output a distribution over $I_{60}$ and not SO(3), we cannot perfectly describe ambiguities in orientation for objects with symmetry such as a bottle. In future work, we plan to address this by explicitly returning a distribution over SO(3), effectively giving our model the ability to estimate orientation and implicitly discover symmetry in objects. We will also integrate our method with bounding box methods such as Mask R-CNN [52] to create a single method capable of estimating the 6D pose of multiple objects in a cluttered scene.
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Appendix

A Additional Implementation Details

I2I I2I uses a ResNet-18 encoder with four layers of two blocks. The base width is 64, which doubles every layer such that there are 512 dimensions after the fourth layer. The striding is set to 1 in the final two layers, resulting in an 8-by-8 feature map. This feature map is processed with a $1 \times 1$ convolution to project to the necessary dimensionality for the dynamic filter. All convolutional layers are instantiated with $C_4$-equivariant kernels. The projection to $V_{12}$ is performed with Gaussian kernels ($\sigma = 0.2$) such that the icosahedron’s diameter covers 90% of the feature map. For training on object orientation prediction using Eqn. 4, we set $\lambda$ to 100. For training on shape classification, we perform group-pooling on the output of the icosahedral group convolution to generate a probability distribution over the classes.

CNN The CNN baseline uses the same ResNet-18 backbone as I2I, except the layers perform traditional (non-equivariant) 2d convolutions and the final feature map is average pooled to generate a feature vector. This feature vector is processed with a linear layer to produce the desired output.

CNN+iER The CNN+iER adds three linear layers to CNN, that produce residuals on the rotation prediction. That is, each layer produces a delta rotation that is added to the prediction so it has 3 chances to update the prediction.

E2CNN-Inv The baselines E2CNN-Inv uses the same $C_4$ equivariant ResNet-18 architecture as I2I, but performs group-pooling to generate a $C_4$-invariant feature vector. This vector is processed with a linear layer to produce a probability distribution over classes.

E2CNN-Eq The baselines E2CNN-Eq uses the same $C_4$ equivariant ResNet-18 architecture as I2I. After the encoder, the representation is processed separately by: equivariant layers that predict rotations in the image plane; and invariant layers that predict arbitrary rotations. The output of the method is the product of the in-plane and out-of-plane rotation matrices. This idea of separating the prediction into equivariant and invariant components was initially suggested in [34] where the equivariance was enforced with regularization.

B Measuring Equivariance Error

Our method is designed to generate an embedding that exhibits $SO(3)$-equivariance, that is, if the view point of an image is rotated, then we expect the output signal over $I_{60}$ to transform similarly. To test the equivariance error present in our model, we measure deviations from the equivariance property of Eqn. 1 (for $T_g x$, we have access to object models and rotate them by $g$ before rendering). We separately report errors for group actions, $g$, that act in the image plane (In-plane) and for arbitrary 3D rotations (Out-of-plane). The results are reported in Table 4 as the median rotation difference between the RHS and LHS of Eqn. 1 using 200 datapoints generated with the ModelNet40 airplane test set.

We find that I2I exhibits the least equivariance error when compared to methods that do not encode equivariance (CNN) or encode $SO(2)$-equivariance only (E2CNN-Eq). We also include a comparison to I2I using a non-equivariant projector (I2I w/o E2CNN), and find that this method has lower equivariance error than E2CNN. Surprisingly, this is true even for in-plane rotations. This can be explained by the fact that the icosahedron group convolution is equivariant to $C_5$ in the image plane, and thus part I2I w/o E2CNN has equivariance to in-plane rotations which may help it to learn end-to-end equivariance to in-plane rotations. Note the equivariance error to in-plane rotations for E2CNN-Eq is not 0 due to discretization of the rotation group; we only enforce equivariance to $C_4$ subgroup.
| Method             | Median Equivariance Error |
|--------------------|---------------------------|
|                    | In-plane | Out-of-plane |
| CNN                | 13.4     | 19.9         |
| E2CNN-Eq           | 7.2      | 11.4         |
| I2I w/o E2CNN      | 4.4      | 7.0          |
| I2I                | 3.2      | 5.8          |

Table 4: Comparison of equivariance errors, reported as median rotational differences in degrees. Grayscale images are generated using objects from ModelNet40 airplane test set. In-plane means that the objects were rotated by random SO(2) rotations in the image plane; out-of-plane means that the objects were rotated by random SO(3) rotations.

### C Additional Shape Classification Results

To better understand the error modes of our method, we report the confusion matrix when trained on depth images in Fig. 4. As expected, similar objects, like flower-pots and plants or cups and vases, are common mis-classifications. We also observe errors between seemingly distinct categories such as radios and dressers; however, these objects can have similar appearance when viewed in a single image especially without any cue to their relative size.

![Confusion matrix of I2I on ModelNet40 shape classification task from Table 2. The ground truth labels are on the y-axis and the predicted labels are on the x-axis (i.e. the first row shows the probability distribution over classes for an input image of a person).](image-url)
D  Visualizing Object Orientation Predictions

Figure 5: Example predictions for object orientation prediction task from Table 1 (Grayscale Img). To illustrate the predictions, we render new images of the respective objects using the SO(3) rotation predicted by each method. While I2I generally produces accurate predictions, large errors can be seen in columns 2 and 5 of the bench images.
E Object Orientation Prediction from RGB Images

In this section, we evaluate our method using single RGB images of six objects from the ShapeNet55 dataset [14]. For each object class, we perform an 80-20 train-test split; for chair and airplane, we cap the number of objects used to 1,000. We render images using Blender (open sourced under GPL), by applying 60 random SO(3) rotations to each object in the train and test sets. We compare our method to the same baselines introduced in Section 5.

| method     | guitar | bed    | bottle | bowl | clock | chair | file-cabinet | airplane |
|------------|--------|--------|--------|------|-------|-------|--------------|----------|
| CNN        | 12.63  | 70.38  | 11.64  | 12.87| 22.11 | 41.31 | 42.40        | 17.77    |
| CNN+IER    | 12.55  | 83.68  | 10.38  | 12.01| 26.76 | 39.40 | 41.40        | 17.78    |
| E2CNN-Eq   | 10.21  | 63.47  | 8.58   | 10.30| 17.89 | 38.09 | 41.92        | 14.57    |
| I2I        | 5.81   | 46.23  | 4.22   | 4.85 | 9.78  | 26.03 | 22.13        | 8.95     |

Table 5: Median accuracy (°) on object orientation prediction task. Object classes were selected from ShapeNet55 dataset and rendered as RGB images from random SO(3) views.

The results in Table 5 show that our method consistently outperforms the baseline methods. I2I achieves a median accuracy less than 10° for five out of eight objects. The accuracy of our method on ShapeNet55 objects support our claims from Section 5 that the icosahedral group convolution improves reasoning about 3D rotations of objects, despite the 2D nature of the input images. In addition, these results demonstrate that our method is flexible enough to accommodate different input modalities including depth, gray-scale, and RGB images.

F Effects of Object Centering

We test whether our method is shift-invariant, a necessary property in order to integrate it into multi-object 6D pose prediction pipelines. In such a pipeline, such as PoseCNN, the first step is to extract bounding boxes of relevant objects in the scene, which may have some positional noise. Thus, we test how robust I2I’s orientation predictions are to object centering in the image by inserting random shifts at test time. In Table 6, we show results when I2I is trained on depth images of airplanes with different amounts of pixel shifts during both training and evaluation. While highest accuracy is achieved with a centered object, we find that I2I’s accuracy remains high even up to pixel shifts up to 30 pixels (for input images that are 128-by-128 pixels). We hypothesize the robustness is due to the shift-invariance of the ResNet projector, which has a downsampling factor of 16. These results suggest that our method could be trained end-to-end in conjunction with a bounding box prediction method such as Mask R-CNN.

| Pixel Shift | Median Error (°) |
|-------------|------------------|
| ±5px        | 1.44             |
| ±10px       | 1.47             |
| ±15px       | 1.56             |
| ±20px       | 1.64             |
| ±25px       | 1.77             |
| ±30px       | 1.88             |

Table 6: Orientation prediction of I2I on ModelNet40 airplane class (depth images) under varying levels of pixel shifts. The pixel shifts are randomly sampled in the labeled ranges and applied to the input images during training and evaluation.