An exponential frequency power spectral density is a well known property of many continuous time chaotic systems and has been attributed to the presence of Lorentzian-shaped pulses in the time series of the dynamical variables. Here a stochastic model of such fluctuations is presented, describing these as a super-position of pulses with fixed shape and constant duration. Closed form expressions are derived for the lowest order moments, auto-correlation function and frequency power spectral density in the case of periodic pulse arrivals and a random distribution of pulse amplitudes. In general, the spectrum is a Dirac comb located at multiples of the inverse periodicity time and modulated by the pulse spectrum. For Lorentzian-shaped pulses there is an exponential modulation of the Dirac comb. Deviations from strict periodicity in the arrivals efficiently removes the Dirac comb, leaving only the spectrum of the pulse function. This effect is also achieved if the pulse amplitudes are independent of the arrivals and have vanishing mean value. Randomness in the pulse arrival times is investigated by numerical realizations of the process, and the model is used to describe the power spectral densities of time series from the Lorenz system.
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Exponential frequency power spectra of fluctuation time series appear to be an intrinsic property of deterministic chaos in continuous time systems. Such time series are often visually similar to pulses arriving randomly or quasi-periodically. In this contribution, we provide a statistical description of this type of time series based on a super-position of pulses. We calculate the power spectral density of the process for general pulse functions and show that the main difference between a strictly periodic and fully random signal is whether the spectrum due to the pulse function is modulated by a Dirac comb or not. Additionally, we show that deviations from strict periodicity efficiently removes most spikes in the Dirac comb. These conclusions are demonstrated for periodic, multi-periodic and chaotic states of the Lorenz system.

I. INTRODUCTION

Exponential frequency power spectra of fluctuation time series have been observed in numerous experiments and model simulations of chaotic deterministic systems, fluids and magnetized plasmas.\textsuperscript{1–27} Recently, the exponential spectrum has been attributed to the presence of Lorentzian pulses in the temporal dynamics.\textsuperscript{11–21} Weakly non-linear systems or those close to the primary instability threshold are often characterized by quasi-periodic oscillations, resulting in a frequency power spectral density (PSD) resembling a Dirac comb.\textsuperscript{19–27} Far from the linear instability threshold the spectral peaks broaden and in many cases an exponential spectrum results.\textsuperscript{1–27}

In this contribution, we present a stochastic model that describes the fluctuations as a super-position of Lorentzian pulses with constant duration but an arbitrary distribution of pulse amplitudes and arrival times.\textsuperscript{28–30} The model is based on the process known as shot noise or filtered Poisson process (FPP), in which the uncorrelated pulses have a uniform distribution of arrival times and an exponential waiting time distribution.\textsuperscript{31–34} For many amplitude distributions and pulse functions, the FPP model allows analytical calculation of the fluctuation statistics such as auto-correlation function, probability density function and rate of level crossings in closed form. The FPP model has recently been used to describe intermittent fluctuations in turbulent fluids and plasmas.\textsuperscript{17,18,25–42} Here the stochastic model
is generalized to an arbitrary distribution of pulse arrivals and the case of periodic and quasi-periodic pulse arrivals is considered in detail. The present contribution complements previous work modelling the chaotic fluctuations as a super-position of localized pulses by generalizing to an arbitrary pulse amplitude distribution and general pulse functions as well as providing the rigorous approach needed to reveal the delta functions in the power spectral density. Moreover, we focus on periodic and quasi-periodic arrival times, while the previous contributions focused on independent times between consecutive arrivals (independent waiting times). Further results for processes with independent waiting times are available.

For a super-position of pulses with fixed shape and constant duration, closed form expressions are here derived for the lowest order moments, auto-correlation function and frequency PSD in the case of periodic pulse arrivals and a random distribution of pulse amplitudes. In general, the spectrum is a Dirac comb with maxima located at multiples of the inverse periodicity time and modulated by the pulse spectrum. Deviations from strict periodicity in the arrivals efficiently removes the Dirac comb, leaving only the spectrum of the pulse function. This effect is also achieved if the pulse amplitudes are independent of the arrivals and have vanishing mean value. Randomness in the pulse arrival times is investigated by numerical realizations of the process and the results are discussed in the context of the Lorenz system. The density of spectral peaks increases with period-doubling bifurcations and in the chaotic state the spectral peaks broaden and the PSD eventually becomes an exponential function of frequency for high frequencies. It is found that the stochastic model provides an excellent description of the fluctuation statistics for the chaotic dynamics described by the Lorenz model.

This contribution is structured as follows. Section II gives a motivating example for studying periodic pulse trains in connection to nonlinear dynamics. In Sec. III the stochastic model for a super-position of pulses is presented and its PSD for general arrival times is derived. In Sec. IV the case of periodic pulse arrivals is analyzed in detail with a particular focus on Lorentzian pulses. Deviations from strict periodicity and their effects on the PSD are considered in Sec. V. Finally, in Sec. VI it is demonstrated that the stochastic model describes periodic, multi-periodic and chaotic states of the Lorenz system. A discussion of the results and the main conclusions are presented in Sec. VII. A number of appendices present mathematical derivations and relations used in the main text.
II. THE LORENZ SYSTEM

A canonical chaos system is given by the Lorenz equations describing weakly non-linear thermal convection in an inversely stratified fluid.

\[
\begin{align*}
\frac{dx}{dt} &= \sigma(y - x) , \\
\frac{dy}{dt} &= x(\rho - z) - y , \\
\frac{dz}{dt} &= xy - \beta z .
\end{align*}
\]

(1) (2) (3)

Here \(x, y\) and \(z\) are the dynamical variables and \(\sigma, \rho\) and \(\beta\) are the model parameters. In the following, we present analysis of numerical simulations of this model where the initial transient until the attractor is reached has been discarded. The model parameters and initial conditions are provided in App. [A]. We will normalize all dynamical variables according to

\[
\tilde{x} = \frac{x - \langle x \rangle}{x_{\text{rms}}} ,
\]

(4)

where \(\langle x \rangle\) and \(x_{\text{rms}}\) are the time average and standard deviation, respectively.

Representative excerpts of the \(x\)-variable is presented in Fig. [I] for \(\sigma = 10, \, \beta = 8/3\) and three different values of the model parameter \(\rho\) together with their corresponding power spectral densities. The power spectra are presented with semi-logarithmic axes in order to readily identify exponential variation. For \(\rho = 350\) (top) the solution consists of nearly periodic oscillations and the frequency PSD resembles a Dirac comb with an exponential modulation of the peak amplitudes. The time between two consecutive positive peaks in the time series is 0.39, while the peak separation in the PSD is 5.15. The peak amplitudes in the PSD decay with a slope of 0.74. Following a period-doubling bifurcation, the solution for \(\rho = 220\) (middle) is still regular and the PSD is again dominated by a Dirac-like comb with an exponential modulation. The distance between two positive peaks in the time series is 0.98, while the peak separation in the PSD is 1.02. The peak amplitudes in the PSD decay with a slope of 0.76. For \(\rho = 28\) (bottom) the solution is chaotic and the PSD has an exponential shape with slope 1.9 for all but the lowest frequencies. The flat spectral part at high frequencies is due to noise associated with round off errors in the computations. In the following, these features of the dynamics will be analyzed and connected by describing the fluctuations as a super-position of Lorentzian-shaped pulses.
FIG. 1: Excerpts of time series of the $\tilde{x}$-variable of the Lorenz system (left) with corresponding power spectral densities (right) for $\sigma = 10$, $\beta = 8/3$ and three different values of the $\rho$ parameter.

III. THE POWER SPECTRAL DENSITY OF A SUM OF PULSES

In this section, we derive an expression for the PSD of a process consisting of randomly as well as periodically arriving, superposed pulses. This is based on the formalism developed for the FPP. We consider a train of $K(T)$ pulses arriving in the interval of duration $T$ with randomly distributed arrival times $\{t_k\}_{k=1}^{K(T)}$ and randomly distributed amplitudes
\( \{ A_k \}_{k=1}^{K(T)} \). All pulses are assumed to have the same function form \( \varphi \) and fixed duration \( \tau_d \), so the process can be written as

\[
\Phi_K(t) = \sum_{k=1}^{K(T)} A_k \varphi\left(\frac{t - t_k}{\tau_d}\right). \tag{5}
\]

The number of pulses \( K \) only depends on the duration \( T \) of the time interval under consideration, not the value of the starting time. For convenience, we choose the interval to be \([-T/2, T/2]\). The number of pulses \( K(T) \) is distributed according to the probability distribution \( P_K(K; T, \tau_w) \) depending on the duration \( T \) and the average waiting time between arrivals \( \tau_w \). For independent as well as identically and uniformly distributed pulse arrivals, \( K(T) \) is Poisson distributed and the sorted waiting times are independent and exponentially distributed with mean value \( \tau_w \). For periodic arrivals, \( K(T) \) is approximately degenerately distributed with \( \langle K \rangle = \lceil T/\tau_w \rceil \) where \( \lceil \cdot \rceil \) denotes the floor function. In this case, the waiting times are degenerately distributed with mean value \( \tau_w \). Further discussion of periodic pulse arrivals are given in App. C.

### A. Separating pulses and forcing

Following the remarks in the introduction, the process is written as a convolution between a pulse train \( F_K \) and a pulse function \( \varphi \),

\[
\Phi_K(t) = \int_{-\infty}^{\infty} ds \varphi\left(\frac{t}{\tau_d} - s\right) F_K(s), \tag{6}
\]

where the forcing is

\[
F_K(s) = \sum_{k=1}^{K(T)} A_k \delta\left(s - \frac{t_k}{\tau_d}\right), \tag{7}
\]

and \( \delta \) denotes the Dirac delta function. This can be viewed as a point process \( F_K \) passed through a filter with response function \( \varphi \), hence the name FPP.

We normalize the pulse function such that

\[
\int_{-\infty}^{\infty} ds |\varphi(s)| = 1. \tag{8}
\]

We also introduce the notation

\[
\rho_\varphi(s) = \frac{1}{T} \int_{-\infty}^{\infty} du \varphi(u)\varphi(u + s) \tag{9}
\]
and
\[ \varrho_\varphi(\theta) = \frac{1}{I_2} |\mathcal{F}[\varphi](\theta)|^2 \] (10)
for the auto-correlation and the PSD of the pulse function, respectively. Here, the pulse integral of order \( n \) is defined by
\[ I_n = \int_{-\infty}^{\infty} ds \left[ \varphi(s) \right]^n. \] (11)
Note that the functions \( \rho_\varphi \) and \( \varrho_\varphi \) form a Fourier transform pair, where the definition of the Fourier transform is given in App. \( \text{B} \). We further note that \( \rho_\varphi(0) = 1 \) and \( \varrho_\varphi(0) = I_2^2/I_2 \). Throughout this contribution, we will assume Lorentzian pulses, which are detailed in App. \( \text{F} \). In particular, these have the auto-correlation
\[ \rho_\varphi(s) = \frac{4}{4 + s^2} \] (12)
and power spectral density
\[ \varrho_\varphi(\theta) = 2\pi \exp(-2|\theta|). \] (13)
To obtain the PSD, we start from Eq. (6), and take the finite-time Fourier transform as defined in App. \( \text{B} \),
\[ \mathcal{F}_T[\Phi_K](\omega) = \frac{T}{2} \int_{-T/2}^{T/2} dt \exp(-i\omega t) \Phi_K(t) = \frac{T}{2} \int_{-T/2}^{T/2} dt \exp(-i\omega t) \int_{-\infty}^{\infty} ds \varphi(s) F_K \left( \frac{t}{\tau_d} - s \right), \] (14)
where we have exchanged the functions in the convolution given by Eq. (6). A change of variables defined by \( u(t) = t - \tau_d s \) gives
\[ \mathcal{F}_T[\Phi_K](\omega) = \int_{-\infty}^{\infty} ds \varphi(s) \exp(-i\tau_d s) \int_{-T/2-\tau_d s}^{T/2-\tau_d s} du F_K \left( \frac{u}{\tau_d} \right) \exp(-i\omega u). \] (15)
We assume that \( \varphi(s) \) is negligible after a few \( \tau_d \). Assuming \( T/\tau_d \gg 1 \), we can therefore approximate the limits of the second integral in Eq. (15) as \( u \in [-T/2, T/2] \), and the two integrals become independent. This gives
\[ \mathcal{F}_T[\Phi_K](\omega) = \mathcal{F}[\varphi](\tau_d \omega) \mathcal{F}_T[F_K](\omega). \] (16)
The PSD of the stationary process \( \Phi \) is therefore
\[ S_\Phi(\omega) = \lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[\Phi_K](\omega)|^2 \rangle = |\mathcal{F}[\varphi](\tau_d \omega)|^2 \lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle, \] (17)
where \( \mathcal{S}_{\Phi}(\omega) \) is independent of \( K \), since the average is over all random variables. The power spectrum is thus the product of the power spectrum of the pulse function and the power spectrum of the point process. The arrival time distribution only affects the point process, so this will be isolated in the analysis in Sec. III B.

Using Eq. (10), the full PSD of \( \Phi \) can be written as

\[
\mathcal{S}_{\Phi}(\omega) = I_2 \varphi(\tau_d \omega) \lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle. \tag{18}
\]

Thus, the PSD is given by the spectrum of the forcing modulated by that of the pulse function.

For reference, we note that for Poisson distributed \( K(T) \) and amplitudes independent of the pulse arrivals, the PSD of \( \Phi \) may be written as

\[
\mathcal{S}_{\Phi}(\omega) = 2\pi \langle \Phi \rangle^2 \delta(\omega) + \tau_d \Phi_{\text{rms}}^2 \varphi(\tau_d \omega). \tag{19}
\]

Here, \( \langle \Phi \rangle = \gamma \langle A \rangle I_1 \) and \( \Phi_{\text{rms}}^2 = \gamma \langle A^2 \rangle I_2 \) are the mean value and the variance of \( \Phi \), respectively.

**B. General arrival times**

The Fourier transform of the point process is

\[
\mathcal{F}_T[F_K](\omega) = \tau_d \sum_{k=1}^{K} A_k \exp(-i\omega t_k). \tag{20}
\]

Multiplying this expression with its complex conjugate and averaging over all random variables gives

\[
\frac{1}{T} \langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \sum_{K=0}^{\infty} P_K(K; T, \tau_w) \frac{\tau_d^2}{T} \sum_{k,l=1}^{K} \langle A_k A_l \rangle \langle \exp(i\omega(t_l - t_k)) \rangle. \tag{21}
\]

Here we have assumed that the pulse amplitudes are independent of the arrival times. In the following, we will further assume that the amplitudes are pairwise uncorrelated and identically distributed so that \( \langle A_k A_l \rangle = (\langle A^2 \rangle - \langle A \rangle^2) \delta_{kl} + \langle A^2 \rangle \). In the double sum in Eq. (21) there are \( K \) terms for which \( k = l \) and \( K(K - 1) \) terms for which \( k \neq l \). Summing
over all these terms, we have

\[
\frac{1}{T}\langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \tau_d^2 \sum_{K=0}^{\infty} P_K(K; T, \tau_w) \left\{ \frac{K}{T}\langle A^2 \rangle + \frac{1}{T}\langle A \rangle^2 \sum_{k=1}^{K} \sum_{l \neq k} \langle \exp(i\omega(t_l - t_k)) \rangle \right\}. \tag{22}
\]

The sum of averaged exponential functions is the joint characteristic function of \(t_l\) and \(t_k\). Exchanging the order of \(k\) and \(l\) in the double sum is the same as taking the complex conjugate of this characteristic function, so we get

\[
\frac{1}{T}\langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \tau_d^2 \langle K \rangle \langle A^2 \rangle + \tau_d^2 \langle A \rangle^2 \sum_{K=0}^{\infty} P_K(K; T, \tau_w) \sum_{k=2}^{K-1} \sum_{l=1}^{k-1} 2\text{Re}\{\langle \exp(i\omega(t_l - t_k)) \rangle\}, \tag{23}
\]

where the operator \(\text{Re}[\cdot]\) denotes the real part of the argument. Thus the PSD is real, as required.

### 1. Independent and uniformly distributed arrivals

As an example, we show that the expression in Eq. (23) is consistent with the established result for \(K(T)\) a stationary Poisson point process. In this case \(t_l\) and \(t_k\) are independent and uniformly distributed arrivals on the interval \([0, T]\). We therefore have that

\[
\langle \exp(i\omega(t_l - t_k)) \rangle = \langle \exp(i\omega t_l) \rangle \langle \exp(-i\omega t_k) \rangle = 2 \frac{1 - \cos(\omega T)}{\omega^2 T^2}. \tag{24}
\]

All terms in the double sum in Eq. (23) are equal, and we get

\[
\frac{1}{T}\langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \tau_d^2 \langle K \rangle \langle A^2 \rangle + \tau_d^2 \langle A \rangle^2 \frac{1}{\omega^2 T^2} - \cos(\omega T). \tag{25}
\]

Since \(K\) is Poisson distributed with mean and variance both equal to \(T/\tau_w\) we get

\[
\frac{1}{T}\langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \frac{\tau_d^2}{\tau_w} \langle A^2 \rangle + \frac{2\tau_d^2}{\tau_w} \langle A \rangle^2 \frac{1 - \cos(\omega T)}{\omega^2 T^2}, \tag{26}
\]

which gives, using \(\gamma = \tau_d/\tau_w\) and that the last term contains the function \(f_T(\omega)\) defined in App. G,

\[
\lim_{T \to \infty} \frac{1}{T}\langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \tau_d \gamma \langle A^2 \rangle + 2\pi \tau_d \gamma^2 \langle A \rangle^2 \delta(\tau_d \omega). \tag{27}
\]
Multiplying this expression by the spectrum of the pulse function gives the standard expression for the PSD of the FPP:

\[ S_\Phi(\omega) = \tau_d \gamma \langle A^2 \rangle I_2 \delta(\tau_d \omega) + 2 \pi \tau_d \gamma^2 \langle A \rangle^2 I_1^2 \delta(\tau_d \omega). \] (28)

A Poisson point process gives a flat spectrum, so the only frequency variation for the filtered process is due to the pulse function.

2. Periodic arrival times

We consider the situation where the periodicity is known, but the exact arrivals are not. This corresponds to uncertainty in where the measurement starts in relation to the first arrival time. If the arrivals are strictly periodic, the marginal PDF of arrival \( k \), given the starting time \( r \), is

\[ P_{t_k|r}(t_k|\tau_k) = \delta(t_k - \tau_p k - r). \] (29)

Since each arrival is deterministic, the joint PDF with known starting point is the product of the marginal PDFs, and we have

\[ \langle \exp(i\omega(t_l - t_k)) \rangle = \exp(i\omega \tau_p l - k). \] (30)

Note that this is independent of the starting time \( r \), so for now we need not consider \( r \) further. We then have from Eq. (23)

\[ \sum_{k=2}^{K} \sum_{l=1}^{k-1} 2 \mathrm{Re}[\langle \exp(i\omega(t_l - t_k)) \rangle] = \sum_{k=2}^{K} \sum_{l=1}^{k-1} 2 \cos(\tau_p \omega (l - k)) = \frac{\cos(\tau_p \omega K) - 1}{\cos(\tau_p \omega) - 1} - K. \] (31)

Inserting Eq. (31) into Eq. (23) gives

\[ \frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \tau_d^2 A_{\mathrm{rms}}^2 \frac{\langle K \rangle}{T} + \tau_d^2 \langle A \rangle^2 \frac{1}{T} \frac{\cos(\tau_p \omega K) - 1}{\cos(\tau_p \omega) - 1}. \] (32)

Due to the periodicity, there are either \( \lfloor T/\tau_p \rfloor - 1 \) or \( \lfloor T/\tau_p \rfloor \) events in a time series of length \( T \), see App. C for details. Thus, for \( T/\tau_p \gg 1 \), we make the approximation \( K = \lfloor T/\tau_p \rfloor \) and have

\[ \lim_{T \to \infty} \frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \tau_d^2 A_{\mathrm{rms}}^2 + \tau_d^2 \langle A \rangle^2 \lim_{K \to \infty} \frac{\cos(\tau_p \omega K) - 1}{K \cos(\tau_p \omega) - 1}. \] (33)

Let us consider the limit in the last term on the right hand side,

\[ \lim_{K \to \infty} \frac{1}{K} \frac{\cos(\tau_p \omega K) - 1}{\cos(\tau_p \omega) - 1}. \] (34)
For integer \( n \) and \( \tau_p \omega \neq 2\pi n \), this limit is zero. However, for \( \tau_p \omega \rightarrow 2\pi n \), this limit tends to infinity. We might therefore consider Eq. (34) proportional to a train of \( \delta \)-pulses located at \( \tau_p \omega = 2\pi n \). Setting \( \tau_p \omega = 2\pi n + \epsilon \) where \( \epsilon \ll 1 \) and expanding the cosine in the denominator, we have

\[
\lim_{K \rightarrow \infty} \frac{1}{K} \frac{\cos(\tau_p \omega K) - 1}{\cos(\tau_p \omega) - 1} = \lim_{K \rightarrow \infty} \frac{2}{K} \frac{1 - \cos(\epsilon K)}{\epsilon^2}.
\]

This is on the same form as we had when deriving Eq. (27), so we conclude that

\[
\lim_{K \rightarrow \infty} \frac{1}{K} \frac{\cos(\tau_p \omega K) - 1}{\cos(\tau_p \omega) - 1} = 2\pi \sum_{n=-\infty}^{\infty} \delta(\tau_p \omega - 2\pi n).
\]

(36)

Inserting this into Eq. (32) gives the full expression for the PSD of a periodic train of delta pulses with randomly distributed amplitudes,

\[
\lim_{T \rightarrow \infty} \frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \tau_d \gamma A_{\text{rms}}^2 I_2 \theta_2(\tau_d \omega) + 2\pi \tau_d \gamma^2 \langle A \rangle^2 \sum_{n=-\infty}^{\infty} \delta(\tau_d \omega - 2\pi n\gamma).
\]

(37)

where \( \gamma = \tau_d / \tau_p \). This equation will be discussed in the following section. We note that this result is also obtained by using the full distribution of \( K \) from App. C.

IV. PERIODIC PULSE ARRIVALS

In this section we derive the PSD and auto-correlation function in the case of periodic pulse arrivals and discuss the role of finite mean value and standard deviation of the pulse amplitudes.

A. The power spectral density

The frequency PSD of \( \Phi \) is given by multiplying Eq. (37) with the power spectrum of the pulse function, Eq. (10), as given by Eq. (18),

\[
S_\Phi(\omega) = \tau_d \gamma A_{\text{rms}}^2 I_2 \theta_2(\tau_d \omega) + 2\pi \tau_d \gamma^2 \langle A \rangle^2 \sum_{n=-\infty}^{\infty} \delta(\tau_d \omega - 2\pi n\gamma).
\]

(38)

There are two main differences from the case with Poisson arrivals, given by Eq. (27): Firstly, \( A_{\text{rms}} \) enters into the first term instead of \( \langle A^2 \rangle \). Secondly, there is a contribution of delta spikes at integer multiples of \( 2\pi / \tau_p \) with an envelope or modulation given by the spectrum of the pulse function. We may view the first term as the average spectrum, due
to the randomness of the amplitudes, while the second term containing the sum of delta functions is due to the periodicity of the pulse arrivals. Accordingly, the first term vanishes for degenerately distributed amplitudes, \( p_A(A) = \delta(A - \langle A \rangle) \). For a symmetric amplitude distribution with vanishing mean, \( \langle A \rangle = 0 \) and \( A_{\text{rms}}^2 = \langle A^2 \rangle \), the periodicity cancels out and only the first term remains.

In Fig. 2 the empirical PSD (left) and auto-correlation function (right, to be discussed in the following) for realizations of the process is presented for exponentially distributed amplitudes (blue line) and for symmetrically Laplace distributed amplitudes with vanishing mean (orange line). In both cases the arrivals are periodic and the pulses have a symmetric Lorentzian shape as defined in App. The analytical expression given by Eq. (38) for the two cases is presented by the black and green dashed lines, respectively. The Dirac comb with decaying peak amplitudes is clearly seen in the case with exponentially distributed amplitudes. We emphasize that the main effect of the periodicity, the Dirac comb, is completely cancelled out in the case of symmetrically distributed pulse amplitudes with vanishing mean.

On the left-hand side of Fig. 3, we show that the Dirac comb is not discontinuously lost when we go from \( \langle A \rangle \neq 0 \) to \( \langle A \rangle = 0 \), but it decays as the value of \( \langle A \rangle \) goes to zero. Here, we use asymmetrically Laplace distributed amplitudes with asymmetry parameter \( \lambda \), see App. The exponential amplitude distribution is recovered for \( \lambda = 0 \), while the symmetric Laplace distribution is given by \( \lambda = 1/2 \). As \( \lambda \) goes from 0 to 1/2, the mass of the Dirac comb gradually decays. The same effect is seen in the auto-correlation function, shown on the right-hand side of Fig. 3.

### B. The auto-correlation function

By the Wiener-Khinchin theorem, the auto-correlation function \( R_\phi(t) \) is given by the inverse Fourier transform of the PSD,

\[
R_\phi(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \mathcal{S}_\phi(\omega) \exp(i\omega t)
\]

\[
= \gamma A_{\text{rms}}^2 I_2 \rho_\phi(t/\tau_d) + \gamma^2 \langle A \rangle^2 I_2 \sum_{n=-\infty}^{\infty} \theta_\phi(2\pi n \gamma) \exp(i2\pi n \gamma t/\tau_d).
\]
FIG. 2: Power spectral density (left) and auto-correlation function (right) for a sum of Lorentzian pulses with periodic arrival times and exponential (blue) and Laplace (orange) distributed amplitudes. The analytical expressions are given by the black and green dashed lines, respectively.

FIG. 3: Power spectral density (left) and auto-correlation function (right) for a sum of Lorentzian pulses with periodic arrival times and Laplace distributed amplitudes with various asymmetry parameters $\lambda$ in the case $\tau_p = 5\tau_d$. The filled circles indicate the mass of the delta functions.

Using the Poisson summation formula and properties of the Fourier transform as detailed in App. E, we can write the auto-correlation function as

$$R_\Phi(t) = \gamma A_{\text{rms}}^2 I_2 \rho_\varphi \left( \frac{t}{\tau_d} \right) + \frac{m}{\gamma} \sum_{m=-\infty}^{\infty} \rho_\varphi \left( \frac{m}{\gamma} + \frac{t}{\tau_d} \right).$$

Writing $m/\gamma + t/\tau_d = (m + t/\tau_p)/\gamma$, we see that the correlation function consists of a central peak followed by periodic oscillations with peaks at integer multiples of $\tau_p$. For a degenerate distribution of pulse amplitudes the correlation function only consists of the periodic train:
there is no randomness left in the signal and so the correlation function does not decay for large times. For a symmetric distribution of the amplitudes with vanishing mean, only the central peak remains and the auto-correlation function for the process is given by that of the pulse function.

On the right-hand side of Fig. 2, the auto-correlation function of a synthetically generated time series is presented for exponentially distributed amplitudes (blue line) and symmetrical Laplace distributed amplitudes (orange line). The arrivals are periodic and the pulses have a Lorentzian shape. The analytic expression given by Eq. (38) is presented by the black and green dashed lines for the corresponding cases, respectively. For exponentially distributed amplitudes, the periodicity is clearly seen. This effect is again completely cancelled out in the case of a symmetric distribution of pulse amplitudes with vanishing mean.

C. The mean value and standard deviation

The mean value of the process $\Phi$ for the conditional case of exactly $K$ events with periodic pulse arrivals is given by

$$
\langle \Phi_K \rangle = \sum_{k=1}^{K(T)} \int_{-\infty}^{\infty} dA P_A(A) \int_{0}^{\tau_p} dr P_r(r) A \varphi \left( \frac{t - \tau_p k - r}{\tau_d} \right)
$$

$$
= \frac{\langle A \rangle}{\tau_p} \sum_{k=1}^{K(T)} \int_{0}^{\tau_p} dr \varphi \left( \frac{t - \tau_p k - r}{\tau_d} \right)
$$

Averaging over the number of pulses gives the mean value for the stationary process

$$
\langle \Phi \rangle = \lim_{T \to \infty} \sum_{K=1}^{\infty} P_K(K; T, \tau_w) \langle \Phi_K \rangle = \gamma \langle A \rangle I_1.
$$

In the last step, we let $T \to \infty$ giving $K \to \infty$ and set the upper integration limit to infinity to avoid the effect due to the signal starting at $t = 0$. This is the expected result from Campbell’s theorem$^{51,52}$ This is also consistent with the fact that the square of the mean value is given by the zero-frequency delta function in the power spectrum as given by Eq. (38).

The second order moment is most conveniently found by noting that the variance is

$$
\langle \Phi^2 \rangle = R_{\Phi}(0) = \gamma A_{\text{rms}}^2 I_2 + \gamma \langle A \rangle^2 I_2 \sum_{m=-\infty}^{\infty} \rho_\varphi \left( \frac{m}{\gamma} \right).
$$
where we have used that \( \rho_\varphi(0) = 1 \). This can be verified by calculating the second order moment directly as was done for the mean above. In App. D it is shown that this is also equivalent to an extension of Campbell’s theorem. We thus get the variance

\[
\Phi_{\text{rms}}^2 = \gamma A_{\text{rms}}^2 I_2 + \gamma \langle A \rangle^2 I_2 \left( \sum_{m=-\infty}^{\infty} \rho_\varphi(m/\gamma) - \frac{I_1^2}{I_2} \right).
\]  (45)

In the case \( \gamma \ll 1 \), only the \( m = 0 \) term in the sum gives a contribution, \( \rho_\varphi(0) = 1 \), giving

\[
\lim_{\gamma \to 0} \frac{1}{\gamma} \Phi_{\text{rms}}^2 = \langle A^2 \rangle I_2,
\]  (46)

where we neglect the \( \gamma^2 \)-contribution of the last term in the bracket in Eq. (45). Thus, in the limit of no pulse overlap, the variance for the case of periodic pulses is equivalent to the case of Poisson arrivals, discussed in Sec. III B 1.

In the limit \( \gamma \to \infty \), we can write \( m/\gamma = m \, ds \to s \) and treat the sum as an integral,

\[
\frac{1}{\gamma} \sum_m \rho_\varphi(m/\gamma) \to \int \rho_\varphi(s) ds = I_1^2 / I_2,
\]

where the sum is over all integers and the integral is over all reals. The terms inside the bracket in Eq. (45) cancel, and we get

\[
\lim_{\gamma \to \infty} \frac{1}{\gamma} \Phi_{\text{rms}}^2 = A_{\text{rms}}^2 I_2.
\]  (47)

Since \( A_{\text{rms}}^2 = \langle A^2 \rangle - \langle A \rangle^2 \leq \langle A^2 \rangle \), the periodic pulse overlap gives lower variance than the case of Poisson arrivals as there is less randomness in the process. For an exponential amplitude distribution, the variance in the periodic case is a factor two smaller. For amplitudes with zero mean value, it is equal to the Poisson case. For fixed amplitudes, the process has no variance as pulses will accumulate until the rate of accumulation exactly matches the rate of decay, after which the signal will remain constant.

V. DEVIATIONS FROM PERIODICITY

In this section, we will consider deviations from strict periodicity in a few different ways. It will be demonstrated that the Dirac comb is a very robust feature of the model as long as periodic arrivals are maintained. However, slight deviations from periodic arrivals efficiently remove most higher harmonics in the Dirac comb.
A. Quasi-periodic pulses

In this section, we present the effect of quasi-periodicity in the arrival time distribution on the second-order statistics of the stochastic process. Here, we model quasi-periodicity using a uniform distribution for each arrival around the periodic arrival time, so that the distribution of the $k$’th arrival time given the starting time $r$ is

$$P_{t_k}(t_k|r) = \begin{cases} \frac{1}{2\tau_p\kappa}, & -\tau_p\kappa \leq t_k - \tau_p k - r \leq \tau_p\kappa, \\ 0, & \text{else.} \end{cases}$$

(48)

In the limit $\kappa \to 0$, we recover the case of periodic arrivals, while for $\kappa > 1$, the probability distributions of adjacent arrivals overlap. We emphasize that this is still a very restrictive formulation: even for $\kappa > 1$, each arrival is guaranteed to be centered on the time corresponding to the periodic arrival time, and the number of arrivals in a given interval is fixed up to end effects.

In Fig. 4 an example of the effect of this quasi-periodicity is presented. The full lines give the power spectral densities and the auto-correlation functions of the process with quasi-periodic arrival times for different values of the $\kappa$-parameter, Lorentzian pulses and exponentially distributed amplitudes. The black dashed line gives the analytic prediction for strictly periodic pulses. Even moderate deviations from strict periodicity quickly destroy the Dirac comb. For $\kappa = 1$, the spectrum and correlation function are already difficult to distinguish from the case of Poisson arrivals.

A similar result is seen in Figs. 5, where we have used Gamma distributed waiting times with scale parameter $\alpha$, shape parameter $\beta$ and constant mean value $\tau_p = \alpha \beta$. See App. I for details. Everything else is equal to the previous case. For $\beta = 1$, the waiting times would be exponentially distributed and only the modulation due to the pulse function would be present. For $\beta > 1$, the waiting time distribution is unimodal with an exponential tail towards large waiting times. In the limit $\beta \to \infty$, the waiting time distribution approaches a Dirac delta function giving periodic arrivals. In the figures, it is evident that a very high shape parameter must be reached (that is, a very clear quasi-periodicity must be present in the signal) for the spectrum to display even a few harmonics. It is difficult to distinguish even $\beta = 10$ from the case of Poisson arrivals.

These examples show that quasi-periodic phenomena in for example turbulent fluids
FIG. 4: Power spectral density (left) and auto-correlation function (right) for a sum of Lorentzian pulses with quasi-periodic arrival times and various values of the $\kappa$-parameter. The analytical expression for strictly periodic pulses is presented by the black dashed line.

FIG. 5: Power spectral density (left) and auto-correlation function (right) for realizations of the process with Gamma distributed waiting times and various values of the shape parameter $\beta$. The analytical expression for purely periodic pulses is presented by the black dashed line.

cannot be expected to produce more than the first peak of the Dirac comb in the PSD, and that chaotic dynamics do not need to deviate far from strict periodicity in order for the Dirac comb to disappear. We will in Sec. [VI] see an example of this behavior for the chaotic case of the Lorenz system. We further note that in practice, this effect may hinder attempts at estimating the spectral decay from periodic peaks in the PSD of a measurement signal — a very strict periodicity is required to get a good estimate.
B. Multiple periodicities

In order to model period doubling, we now consider a situation where we have multiple periodicities, each with their own amplitudes and possible constant offsets. We then write the Fourier transform of the point process as

$$F_T[F_K](\omega) = \tau_d \sum_{p=1}^{\Pi} \sum_{k=1}^p p A_k \exp(-i\omega[p\tau k + q\alpha]),$$  \hspace{1em} (49)

where \(p\tau\) are the periods, \(\{p A_k\}_{k=1}^{pK}\) are the amplitudes connected to the \(p\)'th periodicity and \(p\alpha\) are constant offsets from the first periodicity. It follows that \(1\alpha = 0\), and \(pK = \lfloor(T - p\alpha)/p\tau\rfloor\). We assume that the amplitudes for different periodicities are independent. Further, we arrange the periods in decreasing order, \(1\tau \geq 2\tau \geq \cdots \geq \Pi\tau\). For sufficiently large \(T\) such that the offsets can be neglected, this leads to an increasing order in the number of events, \(1K \leq 2K \leq \cdots \leq \Pi K\). We get the spectrum of the forcing

$$\frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \frac{\tau_d^2}{T} \sum_{p,q=1}^{\Pi} \sum_{k=1}^p \sum_{l=1}^q \langle p A_k q A_l \rangle \exp(-i\omega[p\tau k - q\tau l + p\alpha - q\alpha])$$

As before, for sufficiently long durations \(pK = \lfloor T/p\tau\rfloor\). The average over the binary combinations of amplitudes is \(\langle p A^2 \rangle\) if \(p = q\) and \(k = l\), \(\langle p A\rangle^2\) if \(p = q\) and \(k \neq l\) and \(\langle p A\rangle \langle q A\rangle\) if \(p \neq q\). This can be compactly written as \(\langle p A_k q A_l \rangle = p A_{\text{rms}}^{2} \delta_{p,q} \delta_{k,l} + \langle p A\rangle \langle q A\rangle\), and we get

$$\frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \frac{\tau_d^2}{T} \sum_{p=1}^{\Pi} pK p A_{\text{rms}}^{2} + \frac{\tau_d^2}{T} \sum_{p,q=1}^{\Pi} \langle p A\rangle \langle q A\rangle \exp(-i\omega[p\alpha - q\alpha]) \sum_{k=1}^p \sum_{l=1}^q \exp(-i\omega[p\tau k - q\tau l])$$

with the limit

$$\lim_{T \to \infty} \frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \tau_d^2 \sum_{p=1}^{\Pi} \frac{1}{p\tau} p A_{\text{rms}}^{2} + \lim_{T \to \infty} \frac{\tau_d^2}{T} \sum_{p,q=1}^{\Pi} \langle p A\rangle \langle q A\rangle \exp(-i\omega[p\alpha - q\alpha]) \frac{e^{-i\omega p\tau pK} - 1}{1 - e^{i\omega p\tau qK}}$$

Here the first term is completely analogous to the first term in Eq. (37), summed over all periods. To investigate the last term, we consider the special case where \(p\tau = \tau \forall p\) so \(pK = K \forall p\). That is, all pulses have the same periodicity but different amplitudes. Then
we have that
\[
\lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \\
\frac{\tau_d}{\tau} \sum_{p=1}^{\Pi} p^2 A_{\text{rms}}^2 + \lim_{T \to \infty} \frac{\tau_d}{T} \sum_{p,q=1}^{\Pi} \langle pA \rangle \langle qA \rangle \exp(-i\omega[p\alpha - q\alpha]) \frac{\cos(K\omega \tau)}{\cos(\omega \tau) - 1}.
\]

This contains exactly the expression found in Eq. (36), so we have that the full expression for the spectrum of the forcing is
\[
\lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[F_K](\omega)|^2 \rangle = \tau_d \sum_{p=1}^{\Pi} p^2 A_{\text{rms}}^2 \\
+ 2\pi \tau_d \gamma^2 \sum_{p,q=1}^{\Pi} \langle pA \rangle \langle qA \rangle \exp(-i\omega[p\alpha - q\alpha]) \sum_{n=-\infty}^{\infty} \delta(\tau_d \omega - 2\pi n \gamma).
\]

Here, \( \gamma = \tau_d / \tau \). Thus, we get the same expression as for only one periodicity, except that we make the replacements
\[
A_{\text{rms}}^2 \to \sum_{p=1}^{\Pi} (pA_{\text{rms}})^2, \\
\langle A \rangle^2 \to \sum_{p=1}^{\Pi} \sum_{q=1}^{\Pi} \langle pA \rangle \langle qA \rangle \exp(-i\omega(p\alpha - q\alpha)).
\]

In this case, the correction to the second term in the expression for the PSD depends on the offset between the different pulse trains. In the trivial case of no offset, \( p\alpha - q\alpha = 0 \), we just get the double sum over all mean values of the amplitudes, since this amounts to adding the different periodicities on top of each other.

If we have alternating positive and negative pulses, so that \( \Pi = 2 \), \( \langle 1A \rangle = -\langle 2A \rangle = -\langle A \rangle \), \( 1\alpha = 0 \) and \( 2\alpha = \tau/2 \), the replacement for the mean amplitude term becomes \( 2\langle A \rangle^2[1 + \cos(\pi n)] \) at the delta spikes. Thus, every second spike is cancelled out and the distance between delta spikes is twice the true periodicity in the signal. This example will become relevant in Sec. VII.

Adding further pulses with the same periodicity may affect the density of the spikes in the Dirac comb, but not its presence. Note that for sufficiently long time series \( (T \to \infty) \), the Dirac comb is always present, no matter the number of periods in the signal (that is, as long as period doubling has not given way to chaos). It is only when \( \tau > T \) that we may lose the Dirac comb. To see this, we start from Eq. (49) and consider a situation with \( \Pi \) periodic
pulse trains, all with a periodicity $\tau \Pi$. They are equally spaced so that $p \alpha = \tau (p - 1)$, and we let $T$ be just below the periodicity time, $T = \tau \Pi - \epsilon$, $\epsilon > 0$. In this case we let $T \rightarrow \infty$ by letting $\Pi \rightarrow \infty$, so our observed time series is always just too short to catch the periodicity. After a few calculations similar to the previous case, we arrive at

$$\lim_{T \rightarrow \infty} \frac{1}{T} \langle |F_T[F_K](\omega)|^2 \rangle = \tau_d \gamma \lim_{\Pi \rightarrow \infty} \frac{1}{\Pi} \sum_{p=1}^{\Pi} p A_{\text{rms}}^2$$

$$+ \tau_d \gamma \lim_{\Pi \rightarrow \infty} \frac{1}{\Pi} \sum_{p,q=1}^{\Pi} \langle p A \rangle \langle q A \rangle \exp(-i\omega \tau [p - q]).$$

Here $\gamma = \tau_d / \tau$ and we see that the infinite sums now play a role similar to sample averages. Further, the Dirac comb is potentially very easily recovered: for all integers $n$ such that $\omega \tau = 2\pi n$, the exponential in the second term is 1, and the Dirac comb may exist if $\lim_{\Pi \rightarrow \infty} (\sum_{p=1}^{\Pi} \langle p A \rangle)^2 / \Pi$ diverges, and it is sufficient that for some $a$, $\langle p A \rangle > a \forall p$. Intuitively, while this construction is strictly periodic with a periodicity larger than the observation time $T$, we recover the Dirac comb by viewing the amplitudes $p A$ as coming from one, more general amplitude distribution and this situation collapses to the single periodicity case with a different amplitude distribution. To avoid the Dirac comb, we require amplitudes that decay fast enough with the number of periodicities. Taking $\langle p A \rangle = c p^\beta$, we have that the double sum at $\omega \tau = 2\pi n$ diverges for $\beta > -1/2$, converges to 4 for $\beta = 1/2$ and goes to zero for $\beta < -1/2$.

These discussions demonstrate that in general, it is very difficult to remove the Dirac comb while maintaining regularly spaced pulses. There is therefore only one effect left which consistently removes the Dirac comb, and that is deviations from periodicity in the time domain, as described in Sec. \ref{sec:deviations}.

VI. CHAOTIC DYNAMICS AS A SUM OF PULSES

In this section, we apply the stochastic modelling framework to investigate numerical simulation time series from the Lorenz model in periodic, multi-periodic and chaotic states. We proceed as follows: The Lorentzian pulse duration time is estimated from the exponential slope of the spectral decay — the full spectrum for the chaotic case and the maxima of the Dirac comb (blue circles in Fig. 6) in the periodic cases. For a spectrum decaying as $\exp(-af)$, the pulse duration time is estimated as $\tau_d = a/4\pi$ in accordance with Eq. (F5).
and \( \omega = 2\pi f \) with \( f \) the linear frequency. For the periodic states, each maximum and minimum in the time series is assumed to correspond to a single pulse. Locating these by nearest-neighbors gives pulse locations and amplitudes. For the chaotic state, only the positive maxima and the negative minima of \( \tilde{x} \) are counted.

This gives the main information required to reconstruct the time series as a sum of pulses. However, due to the super-position, the maxima and minima in the time series may not correspond directly to the amplitudes in the process and require a fit to the time series. Further, the symmetric Lorentzian pulse is not an exact description of the pulses in the time series, so we use the asymmetric version described in App. F1 to improve the fit. Since the PSD gives no information about the pulse asymmetry parameter \( \sigma \), it must also be fitted from the time series of the signal. The pulse duration time and arrival times are fixed, so the fit parameters are the following:

- The pulse amplitudes are the maxima and minima in the time series, multiplied by a common scaling factor \( b_+ \) for positive amplitudes and another \( b_- \) for negative amplitudes.
- A common asymmetry parameter \( \sigma \) for all pulses.
- A common location parameter \( \lambda \) for all pulses. This is required since the asymmetry parameter changes the location of the pulse maximum.

In Fig. 6, the results of a non-linear least squares fit to the Lorenz simulation time series are presented, and in Table I the fit parameters detailed above as well as \( \tau_d \) are given. In the figure, the blue lines are the same as those in Fig. 1 with circles indicating the maxima of the Dirac comb for added clarity. The orange lines are the reconstructed pulse trains. The periodic and multi-periodic oscillations are well described as a super-position of pulses. The fit to the chaotic case captures the general behavior, and the PSD is well reproduced. It does, however, not provide a perfect description of the maxima and minima in the time series and does not decay fast enough between extrema. Including the amplitudes of the individual pulses as a fit parameter does not result in a better overall reconstruction. It might be that a pulse with a narrower peak and faster than algebraic decay may work better, but searching for the best possible pulse shape is outside the scope of this contribution.

Of the parameters in Table I the asymmetry parameter and spectral decay (duration time) are the most interesting; \( \lambda \) follows \( \sigma \) while \( b^\pm \) is largely determined by the distance
TABLE I: Fit parameters for the time series in Fig. 6. $b^+$ denotes scaling of positive pulses, relative to the maxima in the time series, and $b^-$ denotes scaling of negative pulses. $\sigma$ and $\lambda$ are respectively the pulse asymmetry and location parameters for the asymmetric Lorentzian pulse described in App. F1. The decay in the power spectral frequency $a$ and the pulse duration time $\tau_d = a/4\pi$ are given for completeness.

| $\rho$ | $b^+$ | $b^-$ | $\lambda$ | $\sigma$ | $a$ | $\tau_d$ |
|-------|-------|-------|-----------|----------|-----|---------|
| 28    | 1.01  | 1.00  | 0.18      | -0.10    | 1.9 | 0.15    |
| 220   | 1.13  | 0.87  | 0.27      | -0.12    | 0.76| 0.06    |
| 350   | 1.00  | 1.00  | 0.11      | -0.06    | 0.74| 0.06    |

between pulses (closer pulses means more of a maxima is determined by the surrounding pulses). While a detailed parameter study is outside the scope of this contribution, we see that the duration time appears to be a decreasing function of $\rho$ (seen better for the spectral decay $a$) while $\sigma$ apparently does not have a simple functional relationship with $\rho$.

From Sec. II we know that for the periodic case, $\rho = 350$, the distance between two positive peaks in the time series is 0.39 while the peak separation in the PSD is 5.15, giving a ratio of approximately 2 ($5.15 \times 0.39 = 2.01$), while in the multi-periodic case this ratio is close to 1 ($0.98 \times 1.02 = 1.00$). As mentioned in Sec. V B, alternating positive and negative pulses with equal amplitudes leads to cancelling of every second spike in the delta pulse train in the PSD, which means that the peak separation in the PSD will be twice that expected from only positive pulses. In the multi-periodic case, there is no simple relationship between the four amplitudes (two positive and two negative) and so we expect no cancellation of spikes in the delta pulse train. These considerations are consistent with the observed ratio.

Now we turn to the question of how the spectral peaks associated with periodicity in the time series vanish in the chaotic case. Interpreting the signal as a pulse train, we see quasi-periodic pulses with both positive and negative amplitudes and a mean waiting time between pulses $\langle \tau \rangle = 0.75$. The quasi-periodic waiting time distribution alone should lead to the loss of all but a few spectral peaks as described in Sec. V. This effect is demonstrated on the left-hand side of Fig. 7. Here, the estimated forcing time series for $\rho = 28$ (blue) is plotted along with the same time series where all amplitudes are set to 1 (orange). The quasi-periodicity is visible as a few broad spectral peaks where the first is approximately at
FIG. 6: In blue: Excerpts of time series of the $\tilde{x}$-variable of the Lorenz system (left) with corresponding power spectral densities (right) for different values of the parameter $\rho$.

These are compared to fits (orange lines) consisting of a superposition of skewed Lorentzian pulses. The fit is described in the text.

$f = 1/(\langle \tau \rangle)$. On the right-hand side of Fig. 7 the waiting time distribution is seen to be close to a log-normal distribution with scale parameter 0.13, shape parameter 0.74 and location parameter 0.6. This parameterization of the log-normal distribution is presented in App. 13. The distribution is broad enough to remove most of the spectral peaks.

Considering the amplitudes, we recall that from Eq. (23), the spectral peaks vanish if
the mean value of the pulses disappears. This equation rests on the assumption that the amplitudes are pairwise uncorrelated and independent of the arrival and waiting times. In the chaotic case, the mean values of the amplitudes is indeed approximately zero ($\langle A \rangle = 0.01$). In Fig. 8 we investigate the two assumptions. On the left hand side, the auto-correlation function of the amplitudes is presented as a function of the pulse number. The function goes below 0.1 at the second lag, demonstrating that the amplitudes are indeed pairwise uncorrelated. On the right hand side of figure Fig. 8 we present a scatter plot of waiting times and the following pulse amplitudes. To demonstrate the symmetry of this plot, we also show the sign-reversed amplitudes. While the dependence between amplitudes and waiting times is complex, the relationship is also highly symmetric. Thus any waiting time has an equal probability of being followed by a positive or negative amplitude of equal magnitude. The correlation between the two variables is therefore low, even if they are dependent variables.

In conclusion, the broad (compared to a sum of delta functions) log-normal distribution of the waiting times ensures that most of the periodic spectral peaks are removed from the forcing signal. The pairwise uncorrelated pulse amplitudes and symmetric joint distribution between amplitudes and waiting times then remove the rest of the spectral peaks, leaving a flat forcing signal. Convolving this forcing signal with an asymmetric Lorentzian pulse function recovers the characteristic exponentially decaying PSD.
VII. CONCLUSION

In this contribution, we have presented a stochastic model describing the power spectra of time series from non-linear dynamics and chaos as a super-position of pulses. The analytically investigated solutions comprise periodically arriving pulses, appropriate for non-linear oscillators, and pulses arriving according to a Poisson process, which is more appropriate for chaotic dynamics. For Poisson arrivals, the spectrum of the arrivals is flat while for periodic arrivals the spectrum is a Dirac comb. In both cases, the spectral decay is fully determined by the spectrum of the pulse function which simply modulates the spectrum of the arrivals. Results are also available for independent waiting times.\textsuperscript{43–46}

For strictly periodic or multi-periodic processes, the Dirac comb is a robust feature of the PSD, only removed by a vanishing mean of the pulse amplitudes. However, even for very modest deviations from strict periodicity, all harmonics except the lowest few are lost. This is true both for pulses randomly distributed around the periodic arrival time and for uni-modal and narrow waiting time distributions. This demonstrates why spectra in even quasi-periodic chaos do not display a Dirac comb in the PSD.

Asymmetric Lorentzian pulses with fixed pulse parameters have been shown to give a good description of the dynamics in the Lorenz system. The transition from periodic to multi-periodic oscillations is well described, and we have demonstrated that the loss of the Dirac comb in the chaotic regime is both due to deviations from the periodicity in the arrival
times, as well as due to the lack of pairwise correlations between the pulse amplitudes and lack of correlation between pulse amplitudes and waiting times. This is true even though the joint distribution between pulse amplitudes and waiting times is highly nontrivial.

We have demonstrated that exponential spectra are a feature of nonlinear oscillations in general and that chaos is not a necessary condition for exponential decay of the PSD. Nonlinear, periodic oscillations can also give exponentially decaying power spectra, when the modulation of the spectrum Dirac comb is considered. Deviations from strict periodicity efficiently remove the Dirac comb, however, leaving only the exponential decay.
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Appendix A: Simulations of the Lorenz model

The values of the model parameters and initial conditions used to generate the time series of the Lorenz model are presented in Table II. For $\rho = 28$ the model is run for a duration of 10 in order to reach the attractor. For $\rho = 220$ and $\rho = 350$ the initial values are already placed in the attractor. The analyzed time series have a duration of $10^9$ after the initial transient was removed. The Lorenz model is introduced in Sec. III and analyzed in Sec. VI.

Appendix B: Fourier transform and power spectral density

The PSD of a random process $\Phi_K(t)$ on a domain of duration $T$ is defined as

$$S_{\Phi_K}(\omega) = \lim_{T \to \infty} \frac{1}{T} \langle |\mathcal{F}_T[\Phi_K](\omega)|^2 \rangle,$$

(B1)
TABLE II: Model parameters and initial conditions for numerical simulations of the Lorenz model.

| $\rho$ | $\sigma$ | $\beta$ | $x_0$ | $y_0$ | $z_0$ |
|-------|---------|---------|-------|-------|-------|
| 28    | 10      | 8/3     | -4    | -7    | 25    |
| 220   | 10      | 8/3     | 45    | 60    | 275   |
| 350   | 10      | 8/3     | -8    | -46   | 284   |

where the angular brackets denote an average over all random variables and

$$F_T[\Phi_K](\omega) = \int_{-T/2}^{T/2} dt \exp(-i\omega t) \Phi_K(t)$$  \hspace{1cm} (B2)

is the finite-time Fourier transform of the random variable over the domain $[-T/2, T/2]$.

Analytical functions which fall sufficiently rapidly to zero (such as the pulse function $\varphi$) have the Fourier transform

$$F[\varphi](\theta) = \int_{-\infty}^{\infty} ds \varphi(s) \exp(-i\theta s)$$  \hspace{1cm} (B3)

and the inverse transform

$$\varphi(s) = F^{-1}[F[\varphi](\theta)](s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\theta \exp(i\theta s) F[\varphi](\theta).$$  \hspace{1cm} (B4)

Note that here, $\theta$ and $s$ are non-dimensional variables, as opposed to $t$ and $\omega$.

Appendix C: Periodic pulse arrivals

Here, we define the periodic pulse arrivals and provide the distribution of the counting process $K$. Here we will make use of the floor function $\lfloor \cdot \rfloor$. For simplicity of notation, we consider pulses which arrive in the interval $[0, T]$ and are distributed according to

$$P_{t_k|r}(t_k|t; k) = \delta(t_k - \tau_p k + r).$$  \hspace{1cm} (C1)

Here, $r$ is a random starting point, uniformly distributed on $[0, \tau_p]$. This is required to have time-independent ensemble statistics for the FPP. It is straightforward to see that all waiting
times are identically and degenerately distributed, \( t_{k+1} - t_k = \tau_p \) (assuming the arrival times are sorted).

Now we determine the number of arrivals \( K(T) \). First note that if \( T/\tau_p \) is an integer and \( r = 0 \), we have arrivals at 0 and at \( T \), giving \( K = T/\tau_p \) arrivals. If \( r > 0 \), we lose the last arrival and there are \( K = T/\tau_p - 1 \) arrivals. Since \( r = 0 \) happens with probability 0, we almost surely have \( T/\tau_p - 1 \) arrivals. If \( T/\tau_p \) is not an integer, note that \( T/\tau_p - \lfloor T/\tau_p \rfloor \) is a number between 0 and 1. As long as \( r/\tau_p < T/\tau_p - \lfloor T/\tau_p \rfloor \), we can fit \( K = \lfloor T/\tau_p \rfloor \) events into the time window, the first at \( r \) and the last at \( \tau_p \lfloor T/\tau_p \rfloor + r < T \). Since \( r \) is uniformly distributed on \([0, \tau_p]\), this happens with probability \( T/\tau_p - \lfloor T/\tau_p \rfloor \). Otherwise, we have one less event and \( K = \lfloor T/\tau_p \rfloor - 1 \). This agrees with the above, since if \( T/\tau_p \) is an integer, \( T/\tau_p = \lfloor T/\tau_p \rfloor \) and the probability of \( T/\tau_p \) events goes to 0. Thus we see that the probability mass function of \( K \) is

\[
P_K(k; T, \tau_p) = \begin{cases} 1 - (T/\tau_p - \lfloor T/\tau_p \rfloor), & k = \lfloor T/\tau_p \rfloor - 1 \\ T/\tau_p - \lfloor T/\tau_p \rfloor, & k = \lfloor T/\tau_p \rfloor \end{cases}
\]  

This gives \( \langle K \rangle = T/\tau_p - 1 \) and \( K_{\text{rms}}^2 = (T/\tau_p - \lfloor T/\tau_p \rfloor)(1 + \lfloor T/\tau_p \rfloor - T/\tau_p) \). Note that \( K_{\text{rms}}^2 \) is bounded: writing \( T/\tau_p = \lfloor T/\tau_p \rfloor + \epsilon \) where \( 0 \leq \epsilon < 1 \), we have \( K_{\text{rms}}^2 = \epsilon(1 - \epsilon) \). In this contribution, we are mainly interested in the limit \( T/\tau_p \gg 1 \), in which case simply setting \( K(T) = \lfloor T/\tau_p \rfloor \) is a good approximation.

The periodic pulse arrival time distribution is used in Sec. III B 2 and V B.

Appendix D: Extended Campbell’s theorem

For a full discussion of Campbell’s theorem for the mean value of a shot noise process as well as various extensions, we refer to Refs. 32,33,51,52. It can be shown that for independent and identically distributed (i.i.d.) waiting times \( W \) with distribution \( p_W \) and mean value \( \tau_w \), we have in our notation

\[
\langle \Phi^2 \rangle = \gamma \langle A^2 \rangle I_2 + 2\gamma \langle A \rangle^2 I_2 \sum_{k=1}^{\infty} \int_0^\infty dw_1 \cdots \int_0^\infty dw_k P_W(w_1) \cdots P_W(w_k) \rho_\phi \left( \frac{1}{\tau_d} \sum_{n=1}^{k} w_n \right). \tag{D1}
\]

The \( k \)'th order integral can be compactly written as \( \langle \rho_\phi(S_k/\tau_d) \rangle \), where \( S_k = \sum_{n=1}^{k} w_n \). All \( w_n \) are i.i.d., with distribution \( p_W \), and we denote the corresponding characteristic function.
As \( C_W \). We get

\[
\left\langle \rho_\varphi \left( \frac{1}{\tau_d} S_k \right) \right\rangle = \int_{-\infty}^{\infty} dS \, P_S(S; k) \rho_\varphi \left( \frac{1}{\tau_d} S \right)
= \frac{1}{2\pi} \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} dS \, C_S(u; k) \exp(-iSu) \rho_\varphi \left( \frac{1}{\tau_d} S \right). \tag{D2}
\]

As \( C_S \) is the characteristic function of the sum of \( k \) i.i.d. random variables, we get \( C_S(u; k) = C_W(u)^k \). Further, we see that this equation contains the Fourier transform of \( \rho_\varphi \), so we have

\[
\left\langle \rho_\varphi \left( \frac{1}{\tau_d} S_k \right) \right\rangle = \frac{\tau_d}{2\pi} \int_{-\infty}^{\infty} du \, C_W(u)^k \varphi(\tau_d u), \tag{D3}
\]

which gives

\[
\langle \Phi^2 \rangle = \gamma \langle A^2 \rangle I_2 + 2\gamma \langle A \rangle^2 I_2 \sum_{k=1}^{\infty} \frac{\tau_d}{2\pi} \int_{-\infty}^{\infty} du \, C_W(u)^k \varphi(\tau_d u). \tag{D4}
\]

For periodic arrivals, \( P_W(w) = \delta(w - \tau_w) \), giving \( C_W(u) = \exp(iu\tau_w) \), and we get

\[
\langle \Phi^2 \rangle = \gamma \langle A^2 \rangle I_2 + 2\gamma \langle A \rangle^2 I_2 \sum_{k=1}^{\infty} \rho_\varphi \left( \frac{1}{\tau_d} k\tau_w \right). \tag{D5}
\]

As \( A_{\text{rms}}^2 = \langle A^2 \rangle - \langle A \rangle^2 = \langle A^2 \rangle - \langle A \rangle^2 \rho_\varphi(0) \) and \( \rho_\varphi(s) = \rho_\varphi(-s) \), this is equivalent to Eq. (44).

**Appendix E: Poisson summation formula**

Here, we briefly present the well-known Poisson summation formula, which is treated in a number of textbooks, see Refs. 54–57. For our purposes, the formulation used in Corollary VII.2.6 in Ref. 55 is the most useful. The statement in the book is for functions on general Euclidian spaces, but we repeat it here only for our special case (the real line):

Suppose the Fourier transform of the function \( h \) and its inverse are defined as in Eqs. (B3) and (B4), respectively. Further suppose that \( |h(s)| \leq A(1 + |s|)^{-1-\delta} \) and \( |F[h](\theta)| \leq A(1 + |\theta/2\pi|)^{-1-\delta} \) with \( A > 0 \) and \( \delta > 0 \). Then

\[
\sum_{m=-\infty}^{\infty} h(m) = \sum_{n=-\infty}^{\infty} F[h](2\pi n), \tag{E1}
\]

where both series converge absolutely.
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• Note that the inequality conditions guarantee that both $|h(s)|$ and $|\mathcal{F}[h](\theta)|$ are integrable, which again guarantees that both $h$ and its Fourier transform are continuous and vanish at infinity (Theorem I.1.2 in Ref. [55]).

• Using properties of the Fourier transform, the summation formula can be cast to a number of different forms:

\[
\sum_{n=-\infty}^{\infty} \mathcal{F}[h](2\pi n) = \sum_{m=-\infty}^{\infty} h(m), \quad (E2)
\]

\[
\sum_{n=-\infty}^{\infty} \gamma \mathcal{F}[h](2\pi n\gamma) = \sum_{m=-\infty}^{\infty} h(m/\gamma), \quad (E3)
\]

\[
\sum_{n=-\infty}^{\infty} \gamma \mathcal{F}[h](2\pi n\gamma) \exp(i2\pi n\gamma t/\tau_d) = \sum_{m=-\infty}^{\infty} h(m/\gamma + t/\tau_d). \quad (E4)
\]

• By using the definitions of $\rho$ and $\varrho$ given in Eqs. (9) and (10), respectively, as well as the Fourier transform, we have that if Eq. (E1) holds for $\varphi$, then by Eq. (E4) we have

\[
\sum_{m=-\infty}^{\infty} \varphi(m + s) = \sum_{n=-\infty}^{\infty} \mathcal{F}[\varphi](2\pi n) \exp(i2\pi ns),
\]

\[
\int_{-\infty}^{\infty} du \varphi(u) \sum_{m=-\infty}^{\infty} \varphi(s + m) = \int_{-\infty}^{\infty} du \varphi(u) \sum_{m=-\infty}^{\infty} \mathcal{F}[\varphi](2\pi n) \exp(i2\pi ns),
\]

\[
\sum_{m=-\infty}^{\infty} \rho_\varphi(m) = \sum_{n=-\infty}^{\infty} \varrho_\varphi(2\pi n),
\]

which means that the summation formula holds for the correlation function and power spectrum of the pulse as well. This does not necessarily work in reverse - if one of the sums over $\varphi$ or its Fourier transform diverges, we cannot exchange the summation and the integral in the second step.

The Poisson summation formula is used to compute the auto-correlation function from the PSD in Sec. [IV B].

**Appendix F: Lorentzian pulse function**

Throughout this contribution, we use Lorentzian pulse functions to illustrate the exponential spectral decay observed in nonlinear oscillations and chaotic dynamics. Here, we present this pulse function and its properties.
The simple Lorentzian pulse is given by

$$\varphi(s) = \frac{1}{\pi(1+s^2)},$$  \hspace{1cm} (F1)

Its Fourier transform is

$$\mathcal{F}[\varphi](\theta) = \exp(-|\theta|),$$  \hspace{1cm} (F2)

the integrals are\(^{30}\)

$$I_n = \frac{\Gamma(n - 1/2)}{\pi^{n-1/2}\Gamma(n)},$$  \hspace{1cm} (F3)

and we have the pulse auto-correlation function

$$\rho_\varphi(s) = \frac{4}{4+s^2},$$  \hspace{1cm} (F4)

and spectrum

$$\varrho_\varphi(\theta) = 2\pi\exp(-2|\theta|).$$  \hspace{1cm} (F5)

In general, the full sum of the correlation function is given by

$$\sum_{m=-\infty}^{\infty} \rho_\varphi \left( \frac{m}{\gamma} + \frac{t}{\tau_d} \right) = \gamma\pi[\coth(2\gamma\pi - i\gamma\pi t/\tau_d) + \coth(2\gamma\pi + i\gamma\pi t/\tau_d)].$$  \hspace{1cm} (F6)

Two special cases of this are of interest here. For \(t = 0\), we get

$$\sum_{m=-\infty}^{\infty} \rho_\varphi \left( \frac{m}{\gamma} \right) = 2\gamma\pi \coth(2\gamma\pi),$$  \hspace{1cm} (F7)

while in the limit \(\gamma \to 0\) we get the expected result

$$\lim_{\gamma \to 0} \sum_{m=-\infty}^{\infty} \rho_\varphi \left( \frac{m}{\gamma} + \frac{t}{\tau_d} \right) = \rho_\varphi(t/\tau_d).$$  \hspace{1cm} (F8)

1. The localized and asymmetric Lorentzian pulse

A generalization of the basic Lorentzian pulse with the same PSD as the basic Lorentzian pulse is based on the theory of stable distributions. It has no general closed analytic form, but its Fourier transform is given by\(^{20,29}\)

$$\mathcal{F}[\varphi](\theta; \sigma, \mu) = \exp(-|\theta|)\exp\left(i\mu\theta - \frac{i2\sigma}{\pi}\theta\ln|\theta|\right),$$  \hspace{1cm} (F9)

where \(-1 \leq \sigma \leq 1\) is an asymmetry parameter and \(\mu \in \mathbb{R}\) is a location parameter. In the case \(\sigma = \mu = 0\), this pulse reduces to the basic Lorentzian pulse given by Eq. (F1).
For all choices of $\sigma$ and $\mu$, the power spectrum and correlation function is identical to that of the basic Lorentzian pulse, and so the above results for the Poisson summation hold. Consistently, $I_1$ and $I_2$ coincide for all choices of $\sigma$ and $\mu$.

**Appendix G: Representation of the Dirac delta function**

A basic theorem in the theory of distributions is Theorem 2.5 in Ref. 58: Let $h(x)$ be a piecewise continuous function such that:

- $\int_{-\infty}^{\infty} dx \, |h(x)| < \infty$,
- $\int_{-\infty}^{\infty} dx \, h(x) = 1$.

Writing $h_a(x) = ah(ax)$, we have that

$$h_a(x) \rightarrow \delta(x) \quad \text{as} \quad a \rightarrow \infty. \quad (G1)$$

In particular, we note that

$$h(x) = \frac{1 - \cos(x)}{\pi x^2} \quad (G2)$$

fulfills the requirements of the theorem.

**Appendix H: Representation of delta functions under finite sampling**

For graphical presentation of Dirac delta functions, we use its discrete analog, the Kronecker delta. For $t \rightarrow t_n \Delta t n$, we have $\omega \rightarrow 2\pi f_m = 2\pi m/\Delta t$, where $n$ and $m$ are integers. A Dirac delta at a given angular frequency $\omega_*$ is then given by $\delta(\omega - \omega_*) = \delta(2\pi(m - k)/\Delta t) = \frac{\Delta t}{2\pi} \delta_{m-k}$ where $k$ is the nearest integer to $\Delta t \omega_*/2\pi$. That is, the Dirac delta is approximated as a boxcar of width equal to the sampling time and an amplitude equal to the inverse of the sampling time. This indicates the amplitude of the delta spikes, separates them from any superposed functions and tends to better approximations for finer sampling.

**Appendix I: Probability distributions**

Here, we present some selected probability distributions with varying definitions in the literature. In the following, $X$ is a random variable and $x$ is the value it takes.
1. Gamma distribution

The Gamma distribution with scale parameter $\theta > 0$ and shape parameter $\beta > 0$ is defined for positive argument $x > 0$, and is given by

$$p_X(x; \beta, \theta) = \frac{x^{\beta-1}}{\theta^\beta \Gamma(\beta)} \exp\left(-\frac{x}{\theta}\right).$$  \hspace{1cm} (I1)

Here, $\Gamma$ is the Gamma function.

2. Asymmetric Laplace distribution

We choose a parametrization which has the exponential distribution as a straightforward limit.\cite{Frisch81} Here, $\alpha > 0$ is a scale parameter and $0 < \lambda < 1$ is an asymmetry parameter,

$$p_X(x; \alpha, \lambda) = \frac{1}{2\alpha} \begin{cases} 
\exp\left(-\frac{A}{2\alpha(1-\lambda)}\right), & A > 0 \\
\exp\left(\frac{A}{2\alpha}\right), & A < 0
\end{cases}$$  \hspace{1cm} (I2)

3. Log-normal distribution

The log-normal distribution with shape parameter $\alpha$, scale parameter $\beta$ and location parameter $\mu$ is given by\cite{Streett91}

$$p_X(x; \alpha, \beta, \mu) = \frac{1}{\alpha(x-\mu)\sqrt{2\pi}} \exp\left(-\frac{\log^2((x-\mu)/\beta)}{2\alpha^2}\right).$$  \hspace{1cm} (I3)
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