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Abstract Abstract argumentation provides us with methods such as gradual and Dung semantics with which to evaluate arguments after potential attacks by other arguments. Some of these methods can take intrinsic strengths of arguments as input, with which to modulate the effects of attacks between arguments. Coming from abstract argumentation, these methods look only at the relations between arguments and not at the structure of the arguments themselves. In structured argumentation the way an argument is constructed, by chaining inference rules starting from premises, is taken into consideration. In this paper we study methods for assigning an argument its intrinsic strength, based on the strengths of the premises and inference rules used to form said argument. We first define a set of principles, which are properties that strength assigning methods might satisfy. We then propose two such methods and analyse which principles they satisfy. Finally, we present a generalised system for creating novel strength assigning methods and speak to the properties of this system regarding the proposed principles.
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1 Introduction

Argumentation is used in Artificial Intelligence to aid in solving many varied problems; for example, it is used to help with nonmonotonic reasoning [6], to help in making and explaining decisions [13] and to develop architectures for agents in a multi-agent setting [8]. Argumentation's core concept is justifying claims by use of arguments. These arguments are reasons to believe or accept a claim.

Arguments might not agree with one another, such as when two arguments support contradicting claims or when one argument contradicts a premise of another. In these cases we speak of one argument standing in an attack relation to another. To help draw conclusions about which arguments to accept Dung introduced abstract argumentation frameworks [6] in which arguments and the binary attack relations between them are modelled in a directed graph. Different semantics may then be used to determine the status of each argument.

Dung's semantics [6] and those in the same family, such as those researched in [2], define extensions of arguments such that every argument is in (accepted),
out (rejected) or, in some cases, undecided.

Gradual semantics, introduced by Cayrol and Lagasquie-Schiex [5] and further re-searched in [1], do not seek to accept or reject arguments like the aforementioned Dung- or extension semantics but rather to compute their overall strength.

Arguments will often have a base weight, or intrinsic strength, representing, for example, the certainty of the argument’s premises [4]. To determine the overall strength of an argument, the attacks against it are taken into account. These attacks may also be weighted, for example to represent their degree of relevance [7].

Gradual semantics have been proposed both for semi-weighted abstract argumentation frameworks (i.e. those frameworks where only the arguments have a base weight) [1] and for weighted abstract argumentation frameworks (i.e. those frameworks where arguments and attacks are weighted) [3], each based on different ways of aggregating attacks, considering the strength of each attacker and (where applicable) the strength of each attack, to lower the weight or strength of the argument under attack.

The aforementioned falls under what is known as abstract argumentation. Here the internal structure of an argument and the nature of attacks is not considered. When we do take these factors into consideration, such as in [11,12] and this paper, we speak of structured argumentation.

An argument, in structured argumentation, can intuitively be seen as the application of one or more strict or defeasible inference rules, starting from a set of premises. We might apply the strict inference rule if $X$ is a bird, then $X$ is an animal (strict, because this inference is based on a definition and is therefore not open to attack) to the premise Tweety is a bird to form an argument for the claim Tweety is an animal. Similarly we might apply the defeasible inference rule if $X$ is a bird, then $X$ can most likely fly (defeasible because $X$ might be a penguin or a baby bird, in which case they cannot fly, leaving the inference open to attack) to the same premise to form an argument for the claim Tweety can fly. It is plain to see how inference rules can be combined to form more complex arguments in the shape of an inference tree. If conflict arises between the conclusion of an argument $A$ and some part of an argument $B$ we speak of an attack from $A$ to $B$. we may specify such an attack to, for example, be a rebuttal when $A$ attacks $B$ on its conclusion or an undermining when it attacks $B$ on a premise.

While gradual semantics allow us to determine the overall strength of arguments after attacks when we have been given the intrinsic strength of each argument, no standard has arisen in the literature for deriving these intrinsic strengths from the structure of the arguments. Such a standard is what we hope to work toward with this paper. The aim is to investigate different methods for aggregating given weights of the premises and inference rules used to form the argument to derive the intrinsic strength of the argument as a whole.

The paper is structured as follows. We first introduce the basic concepts used in structured argumentation. Then we will define a series of principles, each of which will be a property a method for assigning an argument its intrinsic
strength can satisfy. We then propose two intrinsic strength assigning methods and evaluate which principles they satisfy. Next we introduce the aggregation method, a framework for creating new strength assigning methods. Lastly, we speak to the properties of an aggregation method, especially in regard to the earlier-proposed principles.

2 Basic Concepts

In argumentation à la Dung, we look at arguments in an argumentation graph, which consists of a set of arguments and a binary attack relation on this set. In gradual argumentation, as in [3] which is where we take the following definition from, we often assign weights in the interval $[0, 1]$ (lower is weaker) to both the arguments and attacks in our argumentation graph, resulting in a weighted argumentation graphs.

**Definition 1 (Weighted Argumentation Graph).** A weighted argumentation graph (WAG) is an ordered tuple $G = \langle \mathcal{A}, \sigma, \mathcal{R}, \pi \rangle$, where $\mathcal{A}$ is a non-empty finite set of arguments, $\mathcal{R} \subseteq \mathcal{A} \times \mathcal{A}$, $\sigma : \mathcal{A} \to [0, 1]$ and $\pi : \mathcal{R} \to [0, 1]$.

Here $\sigma(a)$ is the base weight of argument $a$, $(a, b) \in \mathcal{R}$ means $a$ attacks $b$ and $\pi((a, b))$ is the weight of the attack from $a$ to $b$. In this paper we are looking to formulate $\sigma$ such that it represents an argument’s intrinsic strength, where $\sigma(a)$ is an aggregation of the strengths of the premises and inference rules used in $a$ over the structure of $a$.

**Example 1.** Take the argumentation graph in figure 1. Here $\mathcal{A} = \{a, b, c, d, e\}$ and $\mathcal{R} = \{(a, b), (b, c), (b, e), (d, c)\}$. Assume the weight of all arguments and attacks in the graph is 1.

![Figure 1. An Argumentation Graph](image)

Grounded Dung semantics [6] would give us the set of arguments, called an extension, to accept. Grounded semantics, specifically, would give the smallest complete extension. To find this extension we need a few concepts:

- an argument $a \in \mathcal{A}$ is acceptable with respect to $E \subseteq \mathcal{A}$ iff $E$ defends $a$. That is, $\forall b \in \mathcal{A}$ s.t. $(b, a) \in \mathcal{R}, \exists c \in E$ s.t. $(c, b) \in \mathcal{R}$. 
A set of arguments $E$ is conflict free iff $\forall a, b \in E, (a, b) \notin R$.

A set of arguments $E$ is admissible iff it is conflict-free and all arguments in $E$ are acceptable with respect to $E$.

A set of arguments $E$ is a complete extension iff it is an admissible set and every acceptable argument with respect to $E$ belongs to $E$.

Following these concepts we see that $b$ and $c$ cannot be included in a complete extension, since $a$ and $d$ have no attackers and as such a set containing $b$ and $c$ could never defend them from the attacks of $a$ and $d$. From here we get the unique grounded extension $E_g = \{a, d, e\}$.

The gradual Weighted h-Categorizer Semantics [1] (which we can use because all attack weights are 1) would assign each argument $x$ an acceptability degree $\text{Deg}(x) = \lim_{i \to \infty} f^i(x)$ where

$$ f^i(x) = \begin{cases} \sigma(x) & \text{if } i = 0 \\ \frac{\sigma(x)}{1 + \sum_{b_i \in \text{Att}(x)} f^{i-1}(b_i)} & \text{otherwise} \end{cases} $$

and $\text{Att}(x)$ denotes the attackers of $x$. This would result in $\text{Deg}(a) = 1$, $\text{Deg}(b) = \frac{1}{2}$, $\text{Deg}(c) = \frac{2}{5}$, $\text{Deg}(d) = 1$ and $\text{Deg}(e) = \frac{2}{3}$.

Having seen how arguments can relate to one another, we now look to how arguments are formed. In doing so, we introduce a modified variant of the ASPIC+ framework [11].

To construct an argument, we must first know the building blocks that are at our disposal. In an argument we make inferences based on inference rules with antecedents and consequents that are all well-formed formulae in some logical language.

**Definition 2 (Argumentation System).** An argumentation system is a pair $AS = (L, R)$ where:

- $L$ is a logical language consisting of propositional or ground predicate-logic literals that is closed under negation.
- $R = R_d \cup R_s$ with $R_d \cap R_s = \emptyset$, where $R_d$ is a finite set of defeasible inference rules of the form $\{\varphi_1, \ldots, \varphi_n\} \Rightarrow \varphi$, $R_s$ is a finite set of strict inference rules of the form $\{\varphi_1, \ldots, \varphi_n\} \rightarrow \varphi$, and $\varphi, \varphi_i$ are meta-variables ranging over well-formed formulae in $L$. We call $\varphi_1, \ldots, \varphi_n$ the antecedents of the rule and $\varphi$ its consequent.

Just in case $\psi = \neg \varphi$ or $\varphi = \neg \psi$, we write $\psi = \neg \varphi$. Here $-$ is not a member of $L$ but rather a metalinguistic symbol used to simplify notation.

In any argument we start our reasoning from one or more premises. These are the pieces of knowledge from which we infer other information. What is important to notice, is that a premise may be fallible or infallible. Fallible premises are open to attack. Suppose we combine our belief that we saw Robin in Rotterdam this morning with the knowledge that Rotterdam is in the Netherlands to argue Robin was in the Netherlands this morning. This argument is deductively valid.
but still open to attack. Suppose our friend Alex informs us they saw Robin in
Berlin at the same time we believe to have seen them in Rotterdam. Since our
friends usually tell us the truth, this allows us to form an argument that attacks
the original premise that we saw Robin in Rotterdam. Infallible premises, such
as \( I \) is a natural number, are not open to attack. In accordance with [11] we will
call these infallible premises axiom premises and we will refer to premises that
are open to attack as ordinary premises. We call the body of information from
which premises may be taken a knowledge base.

**Definition 3 (Consistency).** For any \( S \subseteq \mathcal{L} \), let the closure of \( S \) under strict
rules, denoted \( Cl_{\mathcal{R}_s}(S) \), be the smallest set containing \( S \) and the consequent of
any strict rule in \( \mathcal{R}_s \) whose antecedents are in \( Cl_{\mathcal{R}_s}(S) \). Then a set \( S \subseteq \mathcal{L} \) is
directly consistent iff there are no \( \psi, \varphi \in S \) such that \( \psi = \neg \varphi \) and indirectly
consistent iff \( Cl_{\mathcal{R}_s}(S) \) is directly consistent. [12]

**Definition 4 (Knowledge Base).** A knowledge base in an \( \mathcal{AS} = (\mathcal{L}, \mathcal{R}) \) is a
set \( \mathcal{K} \subseteq \mathcal{L} \), where \( \mathcal{K} = \mathcal{K}_n \cup \mathcal{K}_p \), \( \mathcal{K}_n \) is a set of axioms, \( \mathcal{K}_p \) is a set of ordinary
premises, \( \mathcal{K}_n \) is indirectly consistent and \( \mathcal{K}_n \cap \mathcal{K}_p = \emptyset \).

With an argumentation system and a knowledge base we could create an
argument, but we would still be missing the rule and premise weights. To codify
these we introduce the weighted argumentation theory.

**Definition 5 (Weighted Argumentation Theory).** A weighted argumenta-
tion theory is a tuple \( WAT = (\mathcal{AS}, \mathcal{K}, s) \) where:

- \( \mathcal{AS} = (\mathcal{L}, \mathcal{R}) \) is an argumentation system.
- \( \mathcal{K} \) is a knowledge base.
- \( s \) is a function assigning weights to rules and premises, such that \( \forall r \in \mathcal{R}_s, s(r) = 1; \forall p \in \mathcal{K}_n, s(p) = 1; \forall r' \in \mathcal{R}_d, s(r') \in [0,1]; \forall p' \in \mathcal{K}_p, s(p') \in [0,1] \) and a higher weight is assigned to stronger premises and inference rules.

**Example 2.** Continuing with the Tweety is a bird example from the introduction
to this paper, we might have:

- \( s(\text{Tweety is a bird } \rightarrow \text{Tweety is an animal}) = 1; \) because all birds are, by
definition, animals and as such this is a strict inference rule.
- \( s(\text{Tweety is a bird } \Rightarrow \text{Tweety can fly}) = 0.95; \) because most birds can fly, so
this is a strong defeasible inference rule.
- \( s(\text{Tweety is a bird } \Rightarrow \text{Tweety is yellow}) = 0.05; \) because, while existent, yel-
low birds are quite rare, so this is a weak defeasible inference rule.

We can now define an argument over a \( WAT = (\mathcal{AS}, \mathcal{K}, s) \). As in ASPIC+
[11] we chain together applications of inference rules from \( \mathcal{AS} \) into inference trees,
starting from premises in \( \mathcal{K} \).

For a given argument \( A \), \( \text{Conc}(A) \) returns the conclusion of \( A \), \( \text{TopRule}(A) \) returns the last inference rule used in the argument, \( \text{Ant}(A) \) returns the
argument’s set of antecedent arguments, \( \text{Sub}(A) \) returns the subarguments of \( A \),
DefRules$(A)$ returns all the defeasible rules used in $A$, StrRules$(A)$ returns all the used strict rules and OrdPrem$(A)$ and Axioms$(A)$ return the ordinary and axiomatic premises used to construct the argument respectively.

The structure of an argument defined like this is the same as in ASPIC+, but there are two differences between the functions we define over an argument and those commonly used in ASPIC+. Firstly, we split up the function Prem, which returns all of the premises used in an argument, into Axioms and OrdPrem to more easily distinguish between the strict and defeasible parts of an argument. Secondly and more notably, while ASPIC+ uses ordinary sets for the values of Prem, StrRules and DefRules, we use multisets for the values of the four premise and rule functions. A multiset, also called a bag, is much like an ordinary set but, contrary to a normal set, is able to contain an element more than once [10]. The use of multisets allows us to more easily determine the strength of an argument in later sections of this paper because, intuitively, each use of a defeasible premise or inference rule should affect the strength of an argument and these multisets allow us to easily iterate over each occurrence.

**Definition 6 (Multiset).** A multiset is a modification of a set that allows multiple instances of its elements. Like an ordinary set, a multiset is unordered. e.g. \([a, a, a, b, b]\) is a multiset containing $a$ and $b$ where $a$ has multiplicity $m(a) = 3$ and $b$ has multiplicity $m(b) = 2$. This multiset may also be denoted \([a^3, b^2]\) or \(\{(a, 3), (b, 2)\}\).

We often say the elements of a multiset come from a fixed set $U$ called the universe, such that the support of a multiset $A$ is the multiset's underlying set $\text{Supp}(A) = \{x \in U | m_A(x) > 0\}$. For readability, we say $A = \emptyset$ when $\text{Supp}(A) = \emptyset$.

We use the following functions on multisets:

- **Union:** the union of multisets $A$ and $B$, $A \cup B$ is the multiset $C$ with multiplicity function $m_C(x) = \max(m_A(x), m_B(x)), \forall x \in U$.
- **Sum:** the sum of of multisets $A$ and $B$, $A \sqcup B$ is the multiset $C$ with multiplicity function $m_C(x) = m_A(x) + m_B(x), \forall x \in U$.

When using multisets in product or sum notation we assume to iterate over each occurrence of an element; for instance $\prod_{a \in [b, b]} a = b \cdot b$. The same assumption is made for set builder notation, such that $\{f(x) | x \in [a, a, b]\} = [f(a), f(a), f(b)]$.

**Definition 7 ((General) Argument).** A general argument $A$ over a WAT $=(AS, K, s)$ is defined recursively. It can be obtained by applying one or more of the following steps a finite amount of times:

1. premise $\varphi$, if $\varphi \in K_n$, where:
   \[
   \text{Conc}(A) = \varphi; \\
   \text{TopRule}(A) = \text{undefined}; \\
   \text{Ant}(A) = \emptyset; \\
   \text{Sub}(A) = \{\varphi\}; \\
   \text{DefRules}(A) = \emptyset;
   \]
A general argument \( A \) is an argument iff:

1. \( \text{Sub}(A) \) is indirectly consistent; and
2. If \( A \) contains non-strict subarguments \( A' \) and \( A'' \) such that \( \text{Conc}(A') = \text{Conc}(A'') \), then \( A' = A'' \).

An argument \( A \) is called strict when \( \text{DefRules}(A) = \text{OrdPrem}(A) = \emptyset \). Else it is called defeasible.

Later in this paper, we will use the premises and inference rules used in an argument as the input of functions to determine the argument’s strength. To simplify notation we introduce the basis of an argument.
**Definition 8 ((Defeasible/Strict) Basis).** For an argument $A$ the defeasible basis of $A$, written $\text{DefBasis}(A)$, is the multiset of all ordinary premises and defeasible inference rules used in $A$, i.e. $\text{DefBasis}(A) = \text{OrdPrem}(A) \cup \text{DefRules}(A)$.

The strict basis of $A$, $\text{StrBasis}(A) = \text{Axioms}(A) \cup \text{StrRules}(A)$, is the multiset of all axiomatic premises and strict inference rules used in $A$.

The basis of $A$ is the sum of its strict and defeasible bases, s.t. $\text{Basis}(A) = \text{DefBasis} \cup \text{StrBasis}$.

For ease of notation we also introduce the $\text{Rules}$ and $\text{Prem}$ functions which return the multisets of all inference rules and premises used in an argument respectively.

**Definition 9 (Rules).** For an argument $A$,

$$\text{Rules}(A) = \text{StrRules}(A) \cup \text{DefRules}(A).$$

**Definition 10 (Prem).** For an argument $A$,

$$\text{Prem}(A) = \text{Axioms}(A) \cup \text{OrdPrem}(A).$$

We say two arguments are isomorphic if they have the same structure (or shape) and have the same weights for the equivalently positioned premises and inference rules.

**Definition 11 (Isomorphism).** Take arguments $A$ over $\text{WAT} = (\text{AS}, K, s)$ and $A'$ over a $\text{WAT}' = (\text{AS}', K', s')$. There exists an isomorphism between $A$ and $A'$ when:

- If the arguments state a premise (Items 1, 2; Definition 7),

  $$s(\text{Conc}(A)) = s'(\text{Conc}(A')).$$

- If the arguments make an inference (Items 3, 4; Definition 7),

  $$s(\text{TopRule}(A)) = s'(\text{TopRule}(A'))$$ and
  
  there exists a bijective function $f : \text{Ant}(A) \rightarrow \text{Ant}(A')$ such that
  
  $$\forall A'' \in \text{Ant}(A), f(A'' \in \text{Ant}(A')$$ is an isomorphic image of $A''$.

With our arguments defined, we are looking to assign each argument an intrinsic strength, based on its structure.

**Definition 12 (Intrinsic Strength).** $\text{Str}$ is a function that assigns numbers in $[0, 1]$ to arguments, such that for an argument $A$ over a $\text{WAT} = (\text{AS}, K, s)$, $\text{Str}(A)$ is the intrinsic strength of $A$ where stronger arguments are assigned higher values.
3 Principles

When assigning intrinsic strength to arguments, we may wish to look to certain principles our method of assigning these strengths might adhere to. This aids us in understanding the method we use to assign strengths, in comparing different strength-assigning methods, in proposing sensible methods for assigning strengths, and in selecting a suitable method for assigning strength for a certain application.

In this section we propose 13 such principles, which describe the way the weights of premises and inference rules and the intrinsic strengths of antecedent arguments affect the intrinsic strength of an argument. Most of these principles are intended to be intuitively desirable traits for the assigning of a strength value to an argument.

A similar approach is taken in [1] and later in [3] in the exploration of semantics that assign acceptability degrees to arguments after attacks by other arguments in (semi-)weighted argumentation graphs by aggregating attacks, (their weights, ) and the base argument weights. Many of the principles proposed in this section resemble those used in the aforementioned papers.

Our first principle states that the identity, that is the name and meaning, of an argument \( A \) should not affect the strength assigned to it. Only its structure should.

**Principle 1 (Anonymity).**

\[
\forall WAT = (AS, K, s), \forall A A' over WAT,
\text{if an isomorphism exists between } A \text{ and } A', \text{ Str}(A) = \text{Str}(A')
\]

The second principle says that when an argument \( A \) only states a premise, the argument should have a strength equal to the weight of its premise.

**Principle 2 (Premising).**

\[
\forall WAT = (AS, K, s), \exists A over WAT,
\text{TopRule}(A) = undefined \rightarrow \text{Str}(A) = s(\text{Conc}(A))
\]

Our next principle prescribes that when all of an argument \( A \)’s premises are certain and its inferences are strict, the argument’s strength should be 1.

**Principle 3 (Strict Argument).**

\[
\forall WAT = (AS, K, s), \forall A over WAT, \text{DefBasis}(A) = \emptyset \rightarrow \text{Str}(A) = 1
\]

The Resilience principle states that when all premises and inference rules used in an argument have a weight higher than 0, the argument’s strength should also be higher than 0.

**Principle 4 (Resilience).**

\[
\forall WAT = (AS, K, s), \forall A over WAT, (\forall b \in \text{Basis}(A), s(b) > 0) \rightarrow \text{Str}(A) > 0
\]
According to the next principle, if any of the premises or inference rules used in argument $A$ has weight 0, the intrinsic strength of $A$ should also be 0.

**Principle 5 (Argument Death).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, (\exists b \in Basis(A), \ s(b) = 0) \rightarrow Str(A) = 0
\]

The next principle says that when all antecedents of an argument $A$ have intrinsic strength 1, the intrinsic strength of $A$ should equal the weight of its top rule.

**Principle 6 (Antecedent Maximality).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, \forall A' \in \text{Ant} (A), \ Str(A') = 1 \land TopRule(A) \neq \text{undefined} \rightarrow Str(A) = s(\text{TopRule}(A))
\]

Next, Antecedent Neutrality says that any antecedents of an argument $A$ with intrinsic strength 1 should not affect the intrinsic strength of $A$.

**Principle 7 (Antecedent Neutrality).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, \forall A' \in \text{Ant} (A), \ s(\text{TopRule}(A)) = s(\text{TopRule}(A')) \land \text{Ant}(A') = \text{Ant}(A) \cup \{A''\} \land Str(A'') = 1
\]

\[
\rightarrow Str(A) = Str(A')
\]

Dual to Antecedent Neutrality, Antecedent Weakening says that any antecedents of an argument $A$ with intrinsic strength lower than 1 should lower the intrinsic strength of $A$ if it is not already 0.

**Principle 8 (Antecedent Weakening).**

\[
\forall WAT = (AS, K, s), \forall A A' A'' \text{ over } WAT, \ s(\text{TopRule}(A)) = s(\text{TopRule}(A')) \land \text{Ant}(A') = \text{Ant}(A) \cup \{A''\} \land Str(A'') < 1 \land Str(A) > 0
\]

\[
\rightarrow Str(A) > Str(A')
\]

To satisfy Inferential Weakening, applying a defeasible inference rule should result in an argument with an intrinsic strength lower than that of any of its antecedent arguments, so long as none of the antecedent arguments have strength 0.

**Principle 9 (Inferential Weakening).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, \ TopRule(A) \in R_d \land (\forall A' \in \text{Ant}(A), Str(A') > 0)
\]

\[
\rightarrow Str(A) < \min\{Str(A')|A' \in \text{Ant}(A)\}
\]
For Inference Weight Sensitivity to apply, applying a weaker defeasible inference rule to a set of antecedent arguments should result in a weaker argument than applying a stronger rule to the same antecedents would, so long as none of the antecedent arguments have strength 0.

**Principle 10 (Inference Weight Sensitivity).**

\[
\forall WAT = (AS, K, s), \forall A A' \text{ over } WAT,
\]
\[
\text{Ant}(A) = \text{Ant}(A') \land s(\text{TopRule}(A)) < s(\text{TopRule}(A'))
\]
\[
\land (\forall A'' \in \text{Ant}(A), Str(A'') > 0) \rightarrow Str(A) < Str(A')
\]

The Proportionality principle says that when two arguments have equally strong top rules and for each of the first argument's antecedents the second argument has a distinct antecedent with a lower strength, the first argument's overall strength should be higher.

**Principle 11 (Proportionality).**

\[
\forall WAT = (AS, K, s), \forall A A' \text{ over } WAT,
\]
\[
s(\text{TopRule}(A)) = s(\text{TopRule}(A'))
\]
\[
\land \text{there exists an injective function } f : \text{Ant}(A) \rightarrow \text{Ant}(A')
\]
\[
\text{such that } (\forall A'' \in \text{Ant}(A), Str(A'') > Str(f(A''))) \rightarrow Str(A) > Str(A')
\]

Prescribing a single correct valuation, Weakest Link says an argument A's strength should be equal to the weight of its weakest premise or inference rule.

**Principle 12 (Weakest Link).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, Str(A) = \min(\{s(b) | b \in Basis(A)\})
\]

The Weakest Link principle is so restrictive in what strengths it allows that most methods of assigning strength will not satisfy it. Still, limiting the strength of an argument to the weight of its weakest link seems to be a desirable property. To accommodate this we introduce the Weakest-Link Limiting principle, which states the intrinsic strength should be no higher than the weight of its weakest premise or inference rule.

**Principle 13 (Weakest-Link Limiting).**

\[
\forall WAT = (AS, K, s), \forall A \text{ over } WAT, Str(A) \leq \min(\{s(b) | b \in Basis(A)\})
\]

### 4 Assigning Intrinsic Strength

Having defined a series of principles by which to evaluate methods for assigning intrinsic strength to arguments, we now look to what said methods might be. Two
methods that come to mind are the *simple product* method, where we multiply the weights of all the premises and inference rules used in an argument (adding a factor for each time a premise or rule is used) to determine this argument’s strength, and the *weakest link* method, where we equate the intrinsic strength of an argument to the lowest weight of any premise or inference rule used in it.

**Definition 13 (Simple Product Method).** The simple product method (SP) assigns any argument $A$ over any WAT $=(AS,K,s)$ an intrinsic strength equal to the product of the weights of all members of $\text{Basis}(A)$, such that:

\[ \text{Str}_{\text{sp}}(A) = \prod_{b \in \text{Basis}(A)} s(b) \]

Because $\text{Basis}(A) = \text{DefBasis}(A) \cup \text{StrBasis}(A)$, $\forall b \in \text{StrBasis}(A), s(b) = 1$ (Definitions 5, 7 and 8) and 1 is the identity element for multiplication, this is equivalent to:

\[ \text{Str}_{\text{sp}}(A) = \prod_{b \in \text{DefBasis}(A)} s(b) \]

**Definition 14 (Weakest Link Method).** The weakest link method (WL) assigns any argument $A$ over any WAT $=(AS,K,s)$ an intrinsic strength equal to the minimum of the weights of all members of $\text{Basis}(A)$, such that:

\[ \text{Str}_{\text{wl}}(A) = \min\{s(b)|b \in \text{Basis}(A)\} \]

**Example 3.** We look at an example argument $A_4$ with subarguments $A_1$, $A_2$ and $A_3$, shown in figure 2. Argument $A_1$ states an axiomatic premise with weight 1. $A_2$ makes an inference from the premise stated in $A_1$ using defeasible inference rule $d_1$ with strength $\frac{1}{4}$. Argument $A_3$ states an ordinary premise with weight $\frac{1}{2}$. Finally, argument $A_4$ uses strict inference rule $s_1$ to infer its conclusion from the conclusion of $A_2$ and the premise stated in $A_3$.

If we were to use the simple product method to assign strengths to $A_4$ and its subarguments, we would have:

- $\text{Str}_{\text{sp}}(A_1) = 1$ as it uses no rules and states an axiomatic premise.
- $\text{Str}_{\text{sp}}(A_2) = 1 \cdot \frac{1}{4} = \frac{1}{4}$; multiplying the weight of its one premise and its one defeasible inference rule.
- $\text{Str}_{\text{sp}}(A_3) = \frac{1}{2}$; the weight of the ordinary premise it states.
- $\text{Str}_{\text{sp}}(A_4) = 1 \cdot \frac{1}{4} \cdot \frac{1}{2} = \frac{1}{8}$; the product of the weights of all the inference rules and premises used in the argument.

If we were to use the weakest link method instead, we would have:

- $\text{Str}_{\text{wl}}(A_1) = 1$ as it uses no rules and states an axiomatic premise.
- $\text{Str}_{\text{wl}}(A_2) = \min(1, \frac{1}{4}) = \frac{1}{4}$; the smallest weight of its one premise and its one defeasible inference rule.
- $\text{Str}_{\text{wl}}(A_3) = \frac{1}{2}$; the weight of the ordinary premise it states.
- $\text{Str}_{\text{wl}}(A_4) = \min(1, \frac{1}{4}, \frac{1}{2}) = \frac{1}{4}$; the smallest of the weights of all the inference rules and premises used in the argument.
Note that for SP, because of the commutative and associative properties of multiplication, instead of assigning strength equal to the product of the weights of all the premises and inference rules used in an argument, we can equivalently assign the weight of the premise for arguments just stating a premise and multiply the weight of the inference rule used with the strengths of the antecedent arguments for an argument making an inference. This method better matches the recursive nature of an argument. Similarly, we can keep the weight of the premise for arguments just stating a premise and take the minimum of the weight of the inference rule used and the strengths of the antecedent arguments for an argument making an inference when using WL.

**Theorem 1 (SP Works Recursively).** For an argument $A$ over a WAT $(AS, K, s)$:

- if $TopRule(A) = undefined$, $Str_{sp}(A) = s(Conc(A))$
- else, $Str_{sp}(A) = s(TopRule(A)) \cdot \prod_{a \in Ant(A)} Str_{sp}(a)$

**Theorem 2 (WL Works Recursively).** For an argument $A$ over a WAT $(AS, K, s)$:

- if $TopRule(A) = undefined$, $Str_{wl}(A) = s(Conc(A))$
- else, $Str_{wl}(A) = \min(s(TopRule(A)), m)$
  where $m = \min(\{Str_{wl}(a) | a \in Ant(A)\})$

**Note 1.** A proof for theorem 1 is provided in the appendix. A proof for theorem 2 can be constructed in the same fashion.
We now look to each of the principles defined in the previous section and determine which are satisfied by the simple product method and the weakest link method respectively:

**Theorem 3.** \( SP \) satisfies Anonymity, Premising, Strict Argument, Resilience, Argument Death, Antecedent Maximality, Antecedent Neutrality, Antecedent Weakening, Inferential Weakening, Inference Weight Sensitivity, Proportionality and Weakest-Link Limiting. \( SP \) does not satisfy Weakest Link.

**Theorem 4.** \( WL \) satisfies Anonymity, Premising, Strict Argument, Resilience, Argument Death, Antecedent Maximality, Antecedent Neutrality, Weakest Link and Weakest-Link Limiting. \( WL \) does not satisfy Antecedent Weakening, Inferential Weakening, Inference Weight Sensitivity or Proportionality.

A full formal proof for every element of theorem 3 can be found in the appendix. Many of the proofs to support theorem 4 are very similar to those used for theorem 3. Because of this, combined with the fact that in section 6 we take a closer look at the class \( WL \) belongs to and how this class relates to our principles, we take a more informal approach with theorem 4 and offer a proof sketch in the appendix instead.

## 5 Aggregation Methods

In the previous section we proposed two methods for assigning intrinsic strength to arguments. We saw that the simple product method satisfies most of the principles proposed in section 3. The weakest link method satisfies significantly fewer of the principles, but nevertheless represents an intuitive concept. We also saw that both methods can be rewritten to not derive the assigned strength directly from the basis of an argument as a whole, but rather to assign arguments that state a premise a strength based on the weight of that premise and to assign arguments that make an inference a strength based on an aggregation of the strengths of the argument’s antecedents combined with the weight of the applied inference rule.

In this section we introduce a technique that we may use to come up with new methods for assigning strength, based on the rewriting of our previous methods. We combine two functions, one to aggregate the strengths of the antecedents of the argument we are assessing and the other to combine this aggregate with the weight of the top rule used or inference made by the argument. This structure allows us to easily mix and match these two components to fine-tune the behaviour of our strength assigning method.

**Definition 15 (Aggregation Method).** An aggregation method \( M = (f, g) \) is a pair of functions \( g : \bigcup_{n=0}^{\infty} [0, 1]^n \rightarrow [0, 1] \) and \( f : [0, 1] \times [0, 1] \rightarrow [0, 1] \) such that \( g \) is symmetric, used to evaluate the intrinsic strength of an argument \( A \) over a \( WAT = (AS, K, s) \) such that, when \( \{A_1, \ldots, A_n\} = \text{Ant}(A) \):
If $\text{TopRule}(A)$ is defined, $\text{Str}(A) = f(s(\text{TopRule}(A)), g(\text{Str}(A_1), \ldots, \text{Str}(A_n)))$.

Else, $\text{Str}(A) = f(s(\text{Conc}(A)), g(\text{Str}(A_1), \ldots, \text{Str}(A_n)))$.

Here $g$ aggregates the strengths of the antecedents of $A$ and $f$ combines the weight of the inference or premise with the aggregated antecedent strengths.

This definition of an aggregation method is inspired by [3], where a similar method is used to assign arguments an acceptability degree after attacks by other arguments in a fully weighted argumentation graph.\(^1\)

Using our new definition of an aggregation method, we can construct a method that replicates the behaviour of our simple product method; take $M_{sp} = (f_{\text{prod}}, g_{\text{prod}})$ where

\[
f_{\text{prod}}(x, y) = x \cdot y
\]

\[
g_{\text{prod}}(x_1, \ldots, x_n) = \prod_{i=1}^{n} x_i
\]

Similarly we can replicate the weakest link method with $M_{wl} = (f_{\text{min}}, g_{\text{min}})$, where

\[
f_{\text{min}}(x, y) = \min\{x, y\}
\]

\[
g_{\text{min}}(x_1, \ldots, x_n) = \begin{cases} 1 & \text{if } n = 0 \\ \min\{x_1, \ldots, x_n\} & \text{otherwise} \end{cases}
\]

We may now also recombine the functions we used to construct $M_{sp}$ and $M_{wl}$ to create other aggregation methods. For instance we might make a method $M_{wm} = (f_{\text{prod}}, g_{\text{min}})$ that looks at the weakest antecedent of an argument and returns the product of said antecedent’s strength and the argument’s top rule or premise, which we might call the weakening minimum method.

We want the user of the aggregation methods to be free to choose aggregation functions that suit their use case. Therefore we deliberately left the choice of aggregation functions in the definition of an aggregation method unconstrained beyond the required symmetry of $g$. There are, however, some intuitive properties we want our aggregation methods to satisfy. To ensure they do we introduce the notion of a well-behaved aggregation method:

\begin{definition}[Well-Behaved Aggregation Method]
An aggregation method $M = (f, g)$ is considered well-behaved iff:
\begin{enumerate}
  \item $f$ is non-decreasing in both variables whenever neither variable is 0.
  \item $f(0, x) = f(x, 0) = 0$
  \item $f(x, 1) = f(1, x) = x$
\end{enumerate}
\end{definition}

\(^1\) In [3], a function is used to aggregate the weight of an attack with the weight of the attacker, a second function is used to aggregate the results of the first function for all attacks and a third function is used to combine this second aggregate with the initial weight of the argument under attack.
4. $g() = 1$
5. $g(x) = x$
6. $g(x_1, \ldots, x_n, 0) = 0$
7. $g(x_1, \ldots, x_n) = g(x_1, \ldots, x_n, 1)$
8. $g(x_1, \ldots, x_n, y) \leq g(x_1, \ldots, x_n, z)$ if $y \leq z$

We considered adding two requirements, being $f(x, y) > 0$ whenever $x, y > 0$ and $g(x_1, \ldots, x_n) > 0$ whenever $x_1, \ldots, x_n > 0$, that correspond to the Resilience principle to the definition of a well-behaved aggregation method. We finally decided against this, because we feel it should be permissible for an aggregation method to 'kill' an argument if its components are too weak. It should be noted, however, that an aggregation method that kills off arguments in this way is precluded from satisfying Resilience.

It is plain to see how both $M_{sp}$ and $M_{wl}$ satisfy all the requirements presented in definition 16 and, as such, are considered well-behaved aggregation methods.

Note how both $f$-functions we proposed are t-norms and both $g$-functions make use of t-norms [9]. It would seem that when one is looking to create a novel aggregation method, t-norms are a good place to look, at least for functions $f$. For functions $g$ one might be tempted to also look to common aggregate functions such as the mean or median, but using these often results in a non-well-behaved aggregation method (specifically violating Definition 16 Point 7).

What follow are a few more examples of functions we could use to construct an aggregation method. For function $f$ we might also use the Hamacher product $f_{Ham}$ or the Lukasiewicz t-norm $f_{Luk}$, both being t-norms:

$$f_{Ham}(x, y) = \begin{cases} 0 & \text{if } x = y = 0 \\ \frac{xy}{x+y-xy} & \text{otherwise} \end{cases}$$

$$f_{Luk}(x, y) = \max(0, x + y - 1)$$

We might base our function $g$ on the same two t-norms, adding special cases for when an argument has no or just one antecedent, giving us $g_{Ham}$ and $g_{Luk}$:

$$g_{Ham}(x_1, \ldots, x_n) = \begin{cases} 1 & \text{if } n = 0 \\ x_1 & \text{if } n = 1 \\ x_1 \oplus \cdots \oplus x_n & \text{otherwise} \end{cases}$$

where $x_1 \oplus x_2 = \begin{cases} 0 & \text{if } x = y = 0 \\ \frac{xy}{x+y-xy} & \text{otherwise} \end{cases}$

$$g_{Luk}(x_1, \ldots, x_n) = \begin{cases} 1 & \text{if } n = 0 \\ x_1 & \text{if } n = 1 \\ x_1 \oplus \cdots \oplus x_n & \text{otherwise} \end{cases}$$

where $x_1 \oplus x_2 = \max(0, x + y - 1)$
Like the functions making up $M_{sp}$ and $M_{wl}$, the functions $f$ and $g$ proposed here satisfy their respective requirements for an aggregation method based on them to be well-behaved.

6 Properties of Aggregation Methods

When choosing functions to construct an aggregation method, t-norms have the clear benefits of being commutative, monotonic and associative, as well as having 1 as their identity element and 0 as a null-element. These properties make it so that when we pick a t-norm for $f$ and we base our $g$ on a t-norm as we did for $g_{Ham}$, making sure an empty input results in value 1 and a single input value $x$ results in output value $x$, we are guaranteed to have a well-behaved aggregation method.

We now look at the principles proposed in section 3 to see how they relate to (well-behaved) aggregation methods.

Our first observation is that all aggregation methods satisfy Anonymity. This is because two isomorphic arguments have the same shape and the same weights for the premises and inference rules in the same places and an aggregation method only considers these two factors. A formal proof for this can be found in the appendix.

**Theorem 5.** Any aggregation method satisfies Anonymity.

The other principles are not necessarily satisfied by any aggregation method. We see that a well-behaved aggregation method is guaranteed to satisfy seven out of our fifteen principles, including Anonymity. This, however, does not mean the other principles cannot be satisfied by an aggregation method. Take, for instance, the well-behaved aggregation method $M_{sp}$ which, as demonstrated in section 4, satisfies five of the non-guaranteed principles.

**Theorem 6.** Beyond Anonymity, any well-behaved aggregation method is guaranteed to satisfy Premising, Strict Argument, Argument Death, Antecedent Maximality, Antecedent Neutrality and Weakest-Link Limiting. The satisfaction of Resilience, Antecedent Weakening, Inferential Weakening, Inference Weight Sensitivity, Proportionality, or Weakest Link is not guaranteed.

Once again, many of the proofs for theorem 6 closely resemble those presented in section 4. Some others are simple counterexamples. Because of this we present only a proof sketch, which can be found in the appendix.

7 Conclusion

In the field of argumentation, the focus of much of the research done has been on finding sensible ways of interpreting conflicts between arguments. The fruits of this labour can be found in Dung semantics that accept or reject arguments based on the attack relations between them [6] and in the many gradual semantics that
assign these arguments acceptability degrees \[3\]. Both of these types of semantics belong to what we call abstract argumentation. That is, they do away with the internal structure of the arguments under consideration and look only at the relations between arguments. While gradual semantics have emerged that can take into consideration the weights of attacks and base weights of arguments when determining arguments’ final acceptability degree, no standard had emerged for relating these weights to the structure of an argument.

What we set out to do in writing this paper is to investigate how to create suitable methods for taking the structure of an argument and using it, combined with weights for the premises and inference rules used in the argument, to determine the intrinsic strength of an argument. Throughout this investigation we related the method for assigning strength under inspection to a set of principles corresponding to traits we deemed desirable, or at the least intuitive, in a strength-assigning method.

The fact that we take the weights of premises and inference weights to correspond to a degree of defeasibility, with strict rules and premises having weight 1 and defeasible rules and premises having weight \(<1\), gives rise to a possible criticism to our approach. Some might object to the idea of an argument being ‘punished’ twice for being defeasible: once by having a lowered intrinsic strength and a second time by being opened up to attacks from other arguments.

The first strength-assigning methods we looked at, the simple product method (SP) and the weakest link method (WL), both take the weights of every occurrence of a premise or inference rule in an argument as input when determining said argument’s intrinsic strength. We found SP to satisfy many of our principles. WL satisfied fewer of our principles but nevertheless represents an important concept, in that any argument can only be so strong as its weakest link.

Our definition of an argument closely resembles that used in ASPIC+, the system for structured argumentation introduced by Modgil and Prakken [11]. This definition allows for an argument to state a premise or to apply an inference rule to the conclusions of a set of antecedent arguments. We saw how both SP and WL can be equivalently redefined to not take the strengths of the members of the basis of an argument as input, but rather to assign an argument stating a premise an intrinsic strength equal to the weight of said premise and for an argument making an inference to combine the weight of the applied inference rule with an aggregation of the strengths of its antecedent arguments. This observation led to the introduction of aggregation methods.

An aggregation method is a combination of two functions that are used to assign an argument an intrinsic strength; one function \(g\) to aggregate antecedent argument strengths and another function \(f\) to combine the resulting aggregate with the weight of the last applied inference rule or the stated premise. Aggregation methods allow us to mix and match these two functions to easily create new methods of assigning intrinsic strength to an argument.

To capture what behaviours we wanted aggregation methods to express, we introduced the notion of a well-behaved aggregation method. One compelling result here is that we found that whenever one picks a t-norm for \(f\) and bases their \(g\)
on a t-norm, the resulting aggregation method is guaranteed to be well-behaved. A possible criticism to our definition of an aggregation method is that the way it is used to assign an intrinsic strength to an argument is perhaps needlessly complicated. We define special cases for arguments making an inference and those stating a premise, both using functions $f$ and $g$, but what follows from our notion of a well-behaved aggregation method is that we always want premising arguments to get assigned a strength equal to the weight of the premise they state. It might have been more clear to change the case for premising arguments to reflect this directly.

When relating well-behaved aggregation methods to the principles we defined earlier in the paper, we found that a well-behaved aggregation method is only guaranteed to satisfy half of our principles. This finding might give rise to the criticism that when the methods we ourselves deem well-behaved do not necessarily satisfy our own principles, the principles may be too strict. We, however, believe that this result is acceptable as our principles are intended not as options, but rather as formalisations of options.

We see a bright future for aggregation methods in structured argumentation. Future work we would specifically like to see done is an exploration of the weakening of the proposed principles that are not guaranteed to be satisfied by a well-behaved aggregation method, such that they still express the same ideas, but might be satisfied by all well-behaved aggregation methods. Another avenue for future work we believe to be promising is an exploration of the relationships between the proposed principles; we would, for instance, be interested to see whether certain principles follow from (a combination of) other principles or whether there are other properties, such as the guarantee that any subargument of an argument $A$ is at least as strong as $A$, that hold as a consequence of satisfying certain principles. Finally, we feel interesting prospects lie in the development of aggregation methods tailored to specific use cases, making use of the aggregation method’s easily adaptable nature.

**Acknowledgements** Special thanks go out to Dragan Doder, for his expert guidance in writing this paper, for introducing us to many of the topics we discuss and for always being there to discuss new ideas. This paper would not have existed without his help.

**References**

1. Amgoud, L., Ben-Naim, J., Doder, D., Vesic, S.: Acceptability semantics for weighted argumentation frameworks. In: Sierra, C. (ed.) Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence, IJCAI 2017, Melbourne, Australia, August 19-25, 2017. pp. 56–62. ijcai.org (2017). https://doi.org/10.24963/ijcai.2017/9, https://doi.org/10.24963/ijcai.2017/9
2. Amgoud, L., Cayrol, C.: A reasoning model based on the production of acceptable arguments. Ann. Math. Artif. Intell. 34(1-3), 197–215 (2002). https://doi.org/10.1023/A:1014490210693, https://doi.org/10.1023/A:1014490210693
3. Amgoud, L., Doder, D.: Gradual semantics accounting for varied-strength attacks. In: Elkind, E., Veloso, M., Agmon, N., Taylor, M.E. (eds.) Proceedings of the 18th International Conference on Autonomous Agents and MultiAgent Systems, AAMAS ’19, Montreal, QC, Canada, May 13-17, 2019. pp. 1270–1278. International Foundation for Autonomous Agents and Multiagent Systems (2019), http://dl.acm.org/citation.cfm?id=3331831

4. Benferhat, S., Dubois, D., Prade, H.: Argumentative inference in uncertain and inconsistent knowledge bases. In: Heckerman, D., Mamdani, E.H. (eds.) UAI ’93: Proceedings of the Ninth Annual Conference on Uncertainty in Artificial Intelligence, The Catholic University of America, Providence, Washington, DC, USA, July 9-11, 1993. pp. 411–419. Morgan Kaufmann (1993), https://dslpitt.org/uai/displayArticleDetails.jsp?mmnu=1&smnu=2&articleid=606&proceedingid=9

5. Cayrol, C., Lagasquie-Schiex, M.: Graduality in argumentation. J. Artif. Intell. Res. 23, 245–297 (2005). https://doi.org/10.1613/jair.1411, https://doi.org/10.1613/jair.1411

6. Dung, P.M.: On the acceptability of arguments and its fundamental role in nonmonotonic reasoning, logic programming and n-person games. Artif. Intell. 77(2), 321–358 (1995). https://doi.org/10.1016/0004-3702(94)00041-X, https://doi.org/10.1016/0004-3702(94)00041-X

7. Dunne, P.E., Hunter, A., McBurney, P., Parsons, S., Wooldridge, M.J.: Weighted argument systems: Basic definitions, algorithms, and complexity results. Artif. Intell. 175(2), 457–486 (2011). https://doi.org/10.1016/j.artint.2010.09.005, https://doi.org/10.1016/j.artint.2010.09.005

8. Kakas, A.C., Amgoud, L., Kern-Isberner, G., Maudet, N., Moraitis, P.: ABA: argumentation based agents. In: McBurney, P., Parsons, S., Rahwan, I. (eds.) Argumentation in Multi-Agent Systems - 8th International Workshop, ArgMAS 2011, Taipei, Taiwan, May 3, 2011, Revised Selected Papers. Lecture Notes in Computer Science, vol. 7543, pp. 9–27. Springer (2011). https://doi.org/10.1007/978-3-642-33152-7_2, https://doi.org/10.1007/978-3-642-33152-7_2

9. Klement, E., Mesiar, R., Pap, E.: Triangular Norms, Trends in Logic, vol. 8. Springer (2000). https://doi.org/10.1007/978-94-015-9540-7

10. Knuth, D.E.: The art of computer programming, Volume II: Seminumerical Algorithms, 3rd Edition. Addison-Wesley (1998), https://www.worldcat.org/oclc/312898417

11. Modgil, S., Prakken, H.: The ASPIC+ framework for structured argumentation: a tutorial. Argument Comput. 5(1), 31–62 (2014). https://doi.org/10.1080/19462166.2013.869766, https://doi.org/10.1080/19462166.2013.869766

12. Prakken, H.: Probabilistic strength of arguments with structure. In: Thielersch, M., Toni, F., Wolter, F. (eds.) Principles of Knowledge Representation and Reasoning: Proceedings of the Sixteenth International Conference, KR 2018, Tempe, Arizona, 30 October - 2 November 2018. pp. 158–167. AAAI Press (2018), https://aaai.org/ocs/index.php/KR/KR18/paper/view/17978

13. Zhong, Q., Fan, X., Luo, X., Toni, F.: An explainable multi-attribute decision model based on argumentation. Expert Syst. Appl. 117, 42–61 (2019). https://doi.org/10.1016/j.eswa.2018.09.038, https://doi.org/10.1016/j.eswa.2018.09.038
Appendix

Proof. Theorem 1, the simple product method works recursively.
We are to prove the definitions in theorem 1 are equivalent to those in definition 13. i.e.

\[\forall \text{WAT } = (\text{AS}, \mathcal{K}, s) \forall A \text{ over WAT},\]
\[\text{(TopRule}(A) = \text{undefined } \rightarrow s(\text{Conc}(A)) = \prod_{b \in \text{Basis}(A)} s(b)) \]
\[\wedge (\text{TopRule}(A) \neq \text{undefined})\]
\[\rightarrow s(\text{TopRule}(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) = \prod_{b \in \text{Basis}(A)} s(b)\]

Left side of conjunction (Direct Proof):
1. Let \( A \) be an argument over a \( \text{WAT } = (\text{AS}, \mathcal{K}, s) \) [Ass.]
2. \( \text{TopRule}(A) = \text{undefined} \) [Ass.]
3. \( A \) states a premise. [2, Def. 7]
4. \( \text{Basis}(A) = [\text{Conc}(A)] \) [3, Def. 7]
5. \( s(\text{Conc}(A)) = \prod_{b \in \text{Basis}(A)} s(b) \) [4]

Right side of conjunction (direct proof):
1. Let \( A \) be an argument over a \( \text{WAT } = (\text{AS}, \mathcal{K}, s) \) [Ass.]
2. \( \text{TopRule}(A) \neq \text{undefined} \) [Ass.]
3. \( A \) makes an inference. [2, Def. 7]
4. \( \text{Basis}(A) = \text{TopRule}(A) \sqcup \bigcup_{A' \in \text{Ant}(A)} \text{Basis}(A') \) [3, Def. 7]
5. \( \prod_{b \in \text{Basis}(A)} s(b) \)
   \[= s(\text{TopRule}(A)) \prod_{b \in \text{Basis}(A)} s(b) \]
   \[= s(\text{TopRule}(A)) \prod_{b \in \text{Basis}(A_1)} s(b) \cdots \prod_{b' \in \text{Basis}(A_n)} s(b') \]
   \[= s(\text{TopRule}(A)) \cdot \text{Str}_{sp}(A_1) \cdots \text{Str}_{sp}(A_n) \]
   \[= s(\text{TopRule}(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \]
Where \( \{A_1, \ldots, A_n\} = \text{Ant}(A) \) [4, Def. 13] \(\square\)

Proof. Theorem 3, SP satisfies Anonymity. To prove:

\(\forall AA', \text{if an isomorphism exists between } A \text{ and } A', \text{ Str}_{sp}(A) = \text{Str}_{sp}(A')\)

We make use of the fact that arguments stating a premise have no antecedents and the observation that any chain of inferences must start from one or more premising arguments to construct an inductive proof.

Base case. (Direct Proof)
1. Let \( A, A' \) be arguments over a \( \text{WAT } = (\text{AS}, \mathcal{K}, s) \) [Ass.]
2. \( A \text{ and } A' \text{ state a premise.} \) [Ass.]
3. $A$ and $A'$ are isomorphic.  

4. $s(\text{Conc}(A)) = s(\text{Conc}(A'))$  

5. $\text{Basis}(A) = [\text{Conc}(A)]$  

6. $\text{Basis}(A') = \text{Conc}(A')$  

7. $\text{Str}_{sp}(A) = \prod_{b \in \text{Basis}(A)} s(b)$  

8. $\text{Str}_{sp}(A') = \prod_{b \in \text{Basis}(A')} s(b)$  

9. $\text{Str}_{sp}(A) = s(\text{Conc}(A))$  

10. $\text{Str}_{sp}(A') = s(\text{Conc}(A'))$  

11. $\text{Str}_{sp}(A') = s(\text{Conc}(A))$  

12. $\text{Str}_{sp}(A) = \text{Str}_{sp}(A')$  

Inductive case. (Direct Proof)

1. $\forall a \in \text{Ant}(A) \forall a', a$ and $a'$ are isomorphic $\rightarrow \text{Str}_{sp}(a) = \text{Str}_{sp}(a')$  

2. Let $A$, $A'$ be arguments over a $\text{WAT} = (\text{AS}, \mathcal{K}, s)$  

3. $A$ and $A'$ make an inference.  

4. $A$ and $A'$ are isomorphic.  

5. $s(\text{TopRule}(A)) = s(\text{TopRule}(A'))$  

6. there exists a bijective function $f : \text{Ant}(A) \rightarrow \text{Ant}(A')$

such that $\forall A'' \in \text{Ant}(A), f(A'') \in \text{Ant}(A')$ is an isomorphic image of $A''$  

7. $\prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) = \prod_{a' \in \text{Ant}(A')} \text{Str}_{sp}(a')$  

8. $\text{Str}_{sp}(A) = s(\text{TopRule}(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a)$  

9. $\text{Str}_{sp}(A')$  

$= s(\text{TopRule}(A')) \cdot \prod_{a' \in \text{Ant}(A')} \text{Str}_{sp}(a')$  

10. $\text{Str}_{sp}(A')$  

$= s(\text{TopRule}(A)) \cdot \prod_{a' \in \text{Ant}(A')} \text{Str}_{sp}(a')$  

11. $\text{Str}_{sp}(A')$  

$= s(\text{TopRule}(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a)$  

12. $\text{Str}_{sp}(A) = \text{Str}_{sp}(A')$  

\( \square \)

Proof. Theorem 3, SP satisfies Premising. To prove:

\( \forall \text{WAT} = (\text{AS}, \mathcal{K}, s) \forall A \text{ over WAT}, \)

\( \text{TopRule}(A) = \text{undefined} \rightarrow \text{Str}_{sp}(A) = s(\text{Conc}(A)) \)

(Direct Proof)

1. Let $A$ be an argument over a $\text{WAT} = (\text{AS}, \mathcal{K}, s)$  

2. $\text{TopRule}(A) = \text{undefined}$  

3. $\text{Basis}(A) = [\text{Conc}(A)]$  

4. $\text{Str}_{sp}(A) = \prod_{b \in \text{Basis}(A)} s(b)$  

5. $\text{Str}_{sp}(A) = s(\text{Conc}(A))$  

\( \square \)
Proof. Theorem 3, SP satisfies Strict Argument. To prove:

\[ \forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT, DefBasis}(A) = \emptyset \rightarrow \text{Str}_{sp}(A) = 1 \]

(Direct Proof)

1. Let \( A \) be an argument over a WAT = (AS, K, s) [Ass.]
2. DefBasis(A) = \emptyset [Ass.]
3. Str\(_{sp}(A) = \prod_{b \in \text{DefBasis}(A)} s(b) \) [Def. 13]
4. Str\(_{sp}(A) = 1 \) [2, 3]

\[ \square \]

Proof. Theorem 3, SP satisfies Resilience. To prove:

\[ \forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT, } (\forall b \in \text{Basis}(A), s(b) > 0) \rightarrow \text{Str}_{sp}(A) > 0 \]

(Direct Proof)

1. Let \( A \) be an argument over a WAT = (AS, K, s) [Ass.]
2. \( \forall b \in \text{Basis}(A), s(b) > 0 \) [Ass.]
3. \( \text{Str}_{sp}(A) = \prod_{b \in \text{Basis}(A)} s(b) \) [Def. 13]
4. \( \text{Str}_{sp}(A) > 0 \) [2, 3]

\[ \square \]

Proof. Theorem 3, SP satisfies Argument Death. To prove:

\[ \forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT, } (\exists b \in \text{Basis}(A), s(b) = 0) \rightarrow \text{Str}_{sp}(A) = 0 \]

(Direct Proof)

1. Let \( A \) be an argument over a WAT = (AS, K, s) [Ass.]
2. \( \exists b \in \text{Basis}(A), s(b) = 0 \) [Ass.]
3. \( \text{Str}_{sp}(A) = \prod_{b \in \text{Basis}(A)} s(b) \) [Def. 13]
4. \( \text{Str}_{sp}(A) = 0 \) [2, 3]

\[ \square \]

Proof. Theorem 3, SP satisfies Antecedent Maximality. To prove:

\[ \forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT } \forall A' \in \text{Ant}(A), \]

\[ \text{Str}_{sp}(A') = 1 \land \text{TopRule}(A) \neq \text{undefined } \rightarrow \text{Str}_{sp}(A) = s(\text{TopRule}(A)) \]

(Direct Proof)

1. Let \( A \) be an argument over a WAT = (AS, K, s) [Ass.]
2. \( \forall A' \in \text{Ant}(A), \text{Str}_{sp}(A') = 1 \) [Ass.]
3. TopRule(A) \neq \text{undefined} [Ass.]
4. \( \text{Str}_{sp}(A) = s(\text{TopRule}(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \) [Theor. 1]
5. \( \text{Str}_{sp}(A) = s(\text{TopRule}(A)) \cdot 1 = s(\text{TopRule}(A)) \) [2, 4]

\[ \square \]
Proof. Theorem 3, SP satisfies Antecedent Neutrality. To prove:
\[ \forall WAT = (AS, K, s) \forall AA' A'' \text{ over } WAT, \]
\[ s(TopRule(A)) = s(TopRule(A')) \land \text{Ant}(A') = \text{Ant}(A) \cup A'' \land \text{Str}_{sp}(A'') = 1 \]
\[ \rightarrow \text{Str}_{sp}(A) = \text{Str}_{sp}(A') \]

(Direct Proof)
1. Let \( A, A', A'' \) be arguments over a WAT = (AS, K, s) \[ \text{Ass.} \]
2. \( s(TopRule(A)) = s(TopRule(A')) \) \[ \text{Ass.} \]
3. \( \text{Ant}(A') = \text{Ant}(A) \cup A'' \) \[ \text{Ass.} \]
4. \( \text{Str}_{sp}(A'') = 1 \) \[ \text{Ass.} \]
5. \( \text{Str}_{sp}(A) = s(TopRule(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \) \[ \text{Theor. 1} \]
6. \( \text{Str}_{sp}(A') = s(TopRule(A')) \cdot \prod_{a \in \text{Ant}(A) \cup A''} \text{Str}_{sp}(a) \)
\[ = s(TopRule(A')) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \]
\[ = s(TopRule(A')) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \] \[ \text{[3, 4, Theor. 1]} \]
7. \( \text{Str}_{sp}(A) = \text{Str}_{sp}(A') \) \[ \text{[2, 5, 6]} \]

\[ \Box \]

Proof. Theorem 3, SP satisfies Antecedent Weakening. To prove:
\[ \forall WAT = (AS, K, s) \forall AA' A'' \text{ over } WAT, \]
\[ s(TopRule(A)) = s(TopRule(A')) \land \text{Ant}(A') = \text{Ant}(A) \cup A'' \]
\[ \land \text{Str}_{sp}(A'') < 1 \land \text{Str}_{sp}(A) > 0 \]
\[ \rightarrow \text{Str}_{sp}(A) > \text{Str}_{sp}(A') \]

(Direct Proof)
1. Let \( A, A', A'' \) be arguments over a WAT = (AS, K, s) \[ \text{Ass.} \]
2. \( s(TopRule(A)) = s(TopRule(A')) \) \[ \text{Ass.} \]
3. \( \text{Ant}(A') = \text{Ant}(A) \cup A'' \) \[ \text{Ass.} \]
4. \( \text{Str}_{sp}(A'') < 1 \) \[ \text{Ass.} \]
5. \( \text{Str}_{sp}(A) > 0 \) \[ \text{Ass.} \]
6. \( \text{Str}_{sp}(A) = s(TopRule(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \) \[ \text{Theor. 1} \]
7. \( s(TopRule(A)) > 0 \) \[ \text{[5, 6]} \]
8. \( \text{Str}_{sp}(A') = s(TopRule(A')) \cdot \prod_{a \in \text{Ant}(A')} \text{Str}_{sp}(a) \) \[ \text{Theor. 1} \]
9. \( \text{Str}_{sp}(A') = s(TopRule(A')) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \) \[ \text{[2, 3, 8]} \]
10. \( \text{Str}_{sp}(A') < s(TopRule(A)) \cdot \prod_{a \in \text{Ant}(A)} \text{Str}_{sp}(a) \) \[ \text{[6, 10]} \]
11. \( \text{Str}_{sp}(A) > \text{Str}_{sp}(A') \) \[ \text{[2, 5]} \]

\[ \Box \]

Proof. Theorem 3, SP satisfies Inferential Weakening. To prove:
\[ \forall WAT = (AS, K, s) \forall A \text{ over } WAT, \]
\[ \text{TopRule}(A) \in \mathcal{R}_d \land (\forall A' \in \text{Ant}(A), \text{Str}(A') > 0) \]
\[ \rightarrow \text{Str}_{sp}(A) < \min \{ \text{Str}_{sp}(A') | A' \in \text{Ant}(A) \} \]

(Direct Proof)
Proof. Theorem 3, SP satisfies Inference Weight Sensitivity. To prove:

\[ \forall \text{WAT} = (AS, K, s) \forall A' \text{ over WAT}, \]
\[ \text{Ant}(A) = \text{Ant}(A') \land s(\text{TopRule}(A)) < s(\text{TopRule}(A')) \]
\[ \land (\forall A'' \in \text{Ant}(A), \text{Str}(A'') > 0) \]
\[ \rightarrow \text{Str}_{sp}(A) < \text{Str}_{sp}(A') \]

(Direct Proof)

1. Let \( A, A' \) be arguments over a \( \text{WAT} = (AS, K, s) \) \[ \text{Ass.} \]
2. \( \text{Ant}(A) = \text{Ant}(A') \) \[ \text{Ass.} \]
3. \( \forall A'' \in \text{Ant}(A), \text{Str}_{sp}(A'') > 0 \) \[ \text{Ass.} \]
4. \( s(\text{TopRule}(A)) < s(\text{TopRule}(A')) \) \[ \text{Ass.} \]
5. \( \prod_{A'' \in \text{Ant}(A)} \text{Str}_{sp}(A'') > 0 \) \[ \text{Def. 1, 3} \]
6. \( \text{Str}_{sp}(A) = s(\text{TopRule}(A)) \cdot \prod_{A'' \in \text{Ant}(A)} \text{Str}_{sp}(A'') \) \[ \text{Theor. 1} \]
7. \( \text{Str}_{sp}(A') = s(\text{TopRule}(A')) \cdot \prod_{A'' \in \text{Ant}(A)} \text{Str}_{sp}(A'') \) \[ A, 4, 5, 6, \text{Def. product} \]
8. \( \text{Str}_{sp}(A) < \text{Str}_{sp}(A') \) \[ \text{Theor. 1} \]

Proof. Theorem 3, SP satisfies Proportionality. To prove:

\[ \forall \text{WAT} = (AS, K, s) \forall A' \text{ over WAT}, \]
\[ s(\text{TopRule}(A)) = s(\text{TopRule}(A')) \]
\[ \land \text{there exists an injective function } f : \text{Ant}(A) \rightarrow \text{Ant}(A') \]
\[ \text{such that } \forall A'' \in \text{Ant}(A), \text{Str}_{sp}(A'') > \text{Str}_{sp}(f(A'')) \]
\[ \rightarrow \text{Str}_{sp}(A) > \text{Str}_{sp}(A') \]

(Direct Proof)

1. Let \( A, A' \) be arguments over a \( \text{WAT} = (AS, K, s) \) \[ \text{Ass.} \]
2. \( s(\text{TopRule}(A)) = s(\text{TopRule}(A')) = 1 \) \[ \text{Ass.} \]
3. There exists an injective function \( f : \text{Ant}(A) \rightarrow \text{Ant}(A') \) \[ \text{Ass.} \]
\[ \text{such that } \forall A'' \in \text{Ant}(A), \text{Str}_{sp}(A'') > \text{Str}_{sp}(f(A'')) \] \[ \text{Ass.} \]
4. \( \text{Str}_{sp}(A) = s(\text{TopRule}(A)) \cdot \text{Str}_{sp}(A'') \cdot \cdots \cdot \text{Str}_{sp}(A_n) \) \[ \text{Theor. 1} \]
where \( \{A''_1, \ldots, A'_n\} = \text{Ant}(A) \)
5. \(\text{Str}_{sp}(A') = s(\text{TopRule}(A')) \cdot \text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n)) \cdot \text{Str}_{sp}(A''_m)\), where \(\{f(A''_1) \ldots f(A''_n)\}\) is the image of \(\text{Ant}(A)\) under \(f\) and \(\{A''_m\} \ldots \{A''_n\} = \text{Ant}(A) \setminus \{f(A''_1) \ldots f(A''_n)\}\) \[3, \text{Theor. 1}\]

6. \(\forall A''_m \in \text{Ant}(A) \cup \text{Ant}(A'), 0 \leq \text{Str}_{sp}(A''_m) \leq 1\) \[\text{Def. 5, 8, 13}\]

7. \(\text{Str}_{sp}(A') \cdot \cdots \cdot \text{Str}_{sp}(f(A''_m)) \cdot \text{Str}_{sp}(f(A''_n)) \cdot \text{Str}_{sp}(A''_m) \leq \text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n))\) \[3, 6\]

8. \(\text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n)) \cdot \text{Str}_{sp}(A''_m) \leq \text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n))\) \[5, 6\]

9. \(\text{Str}_{sp}(A'') \cdot \cdots \cdot \text{Str}_{sp}(f(A''_m)) \cdot \text{Str}_{sp}(f(A''_n)) \cdot \text{Str}_{sp}(A''_m) \leq \text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n))\) \[7, 8\]

10. \(s(\text{TopRule}(A')) \cdot \text{Str}_{sp}(A'') \cdot \cdots \cdot \text{Str}_{sp}(A''_m) \leq s(\text{TopRule}(A')) \cdot \text{Str}_{sp}(f(A''_1)) \cdot \cdots \cdot \text{Str}_{sp}(f(A''_n)) \cdot \text{Str}_{sp}(A''_m)\) \[2, 9\]

11. \(\text{Str}_{sp}(A) > \text{Str}_{sp}(A')\) \[4, 5, 10\]

\[\Box\]

**Proof.** Theorem 3, SP does not satisfy Weakest Link. To prove:

\[\neg \forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT}, \text{Str}_{sp}(A) = \min(\{s(b) | b \in \text{Basis}(A)\})\]

(Counterexample)

1. Let \(A\) be an argument over a \(\text{WAT} = (\text{AS}, K, s)\) \[\text{Ass.}\]
2. \(\text{Prem}(A) = \{p_1\}\) \[\text{Ass.}\]
3. \(\text{DefRules}(A) = \{d_1\}\) \[\text{Ass.}\]
4. \(\text{StrRules}(A) = \emptyset\) \[\text{Ass.}\]
5. \(\text{Basis}(A) = \{p_1, d_1\}\) \[2, 3, 4\]
6. \(s(p_1) = \frac{1}{3}\) \[\text{Ass.}\]
7. \(s(d_1) = \frac{1}{3}\) \[\text{Ass.}\]
8. \(\min(\{s(b) | b \in \text{Basis}(A)\}) = \frac{1}{3}\) \[5, 6, 7\]
9. \(\text{Str}_{sp}(A) = \frac{1}{3}\) \[5, 6, 7, \text{Def. 13}\]
10. \(\text{Str}_{sp}(A) \neq \min(\{s(b) | b \in \text{Basis}(A)\})\) \[8, 9\]

\[\Box\]

**Proof.** Theorem 3, SP satisfies Weakest-Link Limiting. To prove:

\[\forall \text{WAT} = (\text{AS}, K, s) \forall A \text{ over WAT}, \text{Str}_{sp}(A) \leq \min(\{s(b) | b \in \text{Basis}(A)\})\]

(Direct Proof)

1. Let \(A\) be an argument over a \(\text{WAT} = (\text{AS}, K, s)\) \[\text{Ass.}\]
2. Let \(W = \{s(b) | b \in \text{Basis}(A)\}\) \[\text{Ass.}\]
3. Let \(m = \min(W)\) \[\text{Ass.}\]
4. \(\text{Str}_{sp}(A) = \prod_{b \in \text{Basis}(A)} s(b)\) \[\text{Def. 13}\]
5. \(\text{Str}_{sp}(A) = \prod_{w \in W} w\) \[2, 4\]
6. \(\text{Str}_{sp}(A) = m \cdot \prod_{w \in \{W \setminus \{m\}\}} w\) \[5\]
7. \(\forall b \in \text{Basis}(A), s(b) \leq 1\) \[\text{Def. 5, 7, 8}\]
8. \(\prod_{w \in \{W \setminus \{m\}\}} w \leq 1\) \[2, 3, 7\]
9. \[ m \cdot \prod_{w \in (W \setminus \{m\})} \leq m \]  
10. \[ \text{Str}_{sp}(A) \leq \min(\{s(b)\in \text{Basis}(A)\}) \]  

Proof. Theorem 4, proof sketch:

1. WL satisfies Anonymity, because it looks only at weights, which are the same across an isomorphism.
2. WL satisfies Premising, because a premising argument has only one element in its basis, that element being the premise the argument states.
3. WL satisfies Strict Argument, because when all elements in the basis of an argument have weight 1, the minimum of those weights is also 1.
4. WL satisfies Resilience, because when all elements in the basis of an argument have a non-zero weight, the minimum of those weights is also non-zero.
5. WL satisfies Argument Death, because the lowest weight possibly assigned to an element of the basis of an argument is 0. This means that when an element of the basis of an argument has weight 0, the minimum of the weights of all elements of the basis is also 0.
6. WL satisfies Antecedent Maximality, as when all antecedents have the maximum possible weight-value as their strength WL will always assign the weight of the top rule as the strength of the argument.
7. WL satisfies Antecedent Neutrality. This is the case because 1 is the highest possible weight for an element in the basis of an argument and consequently the highest possible strength of an argument, so introducing a one-strength antecedent will never be strictly weaker than any of the antecedents or the inference rule already in place.
8. WL does not satisfy Antecedent Weakening. Take for instance an argument with a top rule with weight 0.2 and only antecedents with weight 1, this argument gets assigned strength 0.2, introducing an argument with strength 0.8 would not change the minimum and as such the assigned strength even though it is defeasible.
9. WL does not satisfy Inferential Weakening. Take an argument with top-rule weight 0.8 and a single antecedent with strength 0.2. WL would assign this argument strength 0.2, equal to (so not strictly lower than) the strength of the weakest antecedent.
10. WL does not satisfy Inference Weight Sensitivity. Take an argument with a single antecedent with strength 0.2 and top-rule weight 0.8. This argument would receive strength 0.2. The same argument with the top-rule weight lowered to 0.5 would still be assigned strength 0.2, no lower than before.
11. WL does not satisfy Proportionality. Take two argument with top-rule weight 0.2. Let the one argument have a single antecedent with strength 0.5 and the other have a single antecedent with strength 0.8. Both arguments are assigned strength 0.2 even though both arguments have the same top-rule weight and we can injectively map the antecedents of the second argument to those of the first, such that each of the latter argument’s antecedents is strictly stronger than its image.
12. WL satisfies Weakest Link. It prescribes the exact function used by WL to assign strength.
13. WL satisfies Weakest-Link Limiting as a result of satisfying Weakest Link.

Proof. Theorem 5, any aggregation method satisfies Anonymity. To prove:

\[ \forall AA', \text{ if an isomorphism exists between } A \text{ and } A', \text{ } \text{Str}_{am}(A) = \text{Str}_{am}(A') \]

We note that, as per definition 11, there are two cases: the \( A \) and \( A' \) both state a premise, or they both make an inference. We also note that any chain of inferences starts with an argument making an inference with only premising arguments as antecedents. We use these facts to construct an inductive proof with an argument stating a premise as the base case and an argument making an inference as the inductive case.

Base case. (direct proof)

1. Let \( A, A' \) be arguments over a \( \text{WAT} = (\text{AS}, \mathcal{K}, s) \) \([\text{Ass.}]\)
2. Let \( \text{am} = (f, g) \) be an aggregation method. \([\text{Ass.}]\)
3. An isomorphism exists between \( A \) and \( A' \). \([\text{Ass.}]\)
4. \( A \) and \( A' \) state a premise \([\text{Ass.}]\)
5. \( s(\text{Conc}(A)) = s(\text{Conc}(A')) \) \([3, 4, \text{Def. 11}]\)
6. \( \text{Ant}(A) = \text{Ant}(A') = \emptyset \) \([4, \text{Def. 7}]\)
7. \( \text{TopRule}(A) = \text{TopRule}(A') = \text{undefined} \) \([4, \text{Def. 7}]\)
8. \( \text{Str}_{am}(A) = f(s(\text{Conc}(A)), g(\text{Str}_{am}(A_1), \ldots, \text{Str}_{am}(A_n))), \) where \( \{A_1, \ldots, A_n\} = \text{Ant}(A) \) \([2, 7, \text{Def. 15}]\)
9. \( \text{Str}_{am}(A') = f(s(\text{Conc}(A')), g(\text{Str}_{am}(A_1), \ldots, \text{Str}_{am}(A_n))), \) where \( \{A_1, \ldots, A_n\} = \text{Ant}(A') \) \([2, 7, \text{Def. 15}]\)
10. \( \text{Str}_{am}(A) = f(s(\text{Conc}(A)), g()) \) \([6, \text{Def. 15}]\)
11. \( \text{Str}_{am}(A') = f(s(\text{Conc}(A')), g()) \) \([6, \text{Def. 15}]\)
12. \( \forall a \in \text{Ant}(A), f(a) = \text{Str}_{am}(a) = \text{Str}_{am}(b) \) \([3, 5, \text{Def. 11}]\)

Inductive case. (direct proof)

1. Let \( A, A' \) be arguments over a \( \text{WAT} = (\text{AS}, \mathcal{K}, s) \) \([\text{Ass.}]\)
2. Let \( \text{am} = (f, g) \) be an aggregation method. \([\text{Ass.}]\)
3. An isomorphism exists between \( A \) and \( A' \). \([\text{Ass.}]\)
4. \( A \) and \( A' \) do not state a premise \([\text{Ass.}]\)
5. \( A \) and \( A' \) make an inference \([4, \text{Def. 7}]\)
6. \( s(\text{TopRule}(A)) = s(\text{TopRule}(A')) \) \([3, 5, \text{Def. 11}]\)
7. there exists a bijective function
   \( f : \text{Ant}(A) \to \text{Ant}(A') \) such that
   \( \forall a \in \text{Ant}(A), f(a) \in \text{Ant}(A') \)
   is an isomorphic image of \( a \) \([3, 5, \text{Def. 11}]\)
8. \( \forall a \in \text{Ant}(A), f(a) = b \to \text{Str}_{am}(a) = \text{Str}_{am}(b) \) \([\text{Induction Hypothesis}]\)
9. \( g(\text{Str}_a(a_1), \ldots, \text{Str}_a(a_n)) \)
   \( = g(\text{Str}_a(a'_1), \ldots, \text{Str}_a(a'_n)) \),
   where \( \{a_1, \ldots, a_n\} = \text{Ant}(A) \),
   \( \{a'_1, \ldots, a'_n\} = \text{Ant}(A') \) \[2, 7, 8\]
10. \( \text{TopRule}(A) \neq \text{undefined} \),
    \( \text{TopRule}(A') \neq \text{undefined} \) \[5, \text{Def. 7}\]
11. \( \text{Str}_a(A) \)
    \( = f(s(\text{TopRule}(A)), g(\text{Str}_a(a_1), \ldots, \text{Str}_a(a_n))) \),
    where \( \{a_1, \ldots, a_n\} = \text{Ant}(A) \) \[2, 10, \text{Def. 15}\]
12. \( \text{Str}_a(A') \)
    \( = f(s(\text{TopRule}(A')), g(\text{Str}_a(a'_1), \ldots, \text{Str}_a(a'_n))) \),
    where \( \{a'_1, \ldots, a'_n\} = \text{Ant}(A') \) \[2, 10, \text{Def. 15}\]
13. \( \text{Str}_a(A) = \text{Str}_a(A') \) \[6, 9, 11, 12\]

\( \Box \)

Proof. Theorem 6, proof sketch:

1. Any well-behaved aggregation method \( M \) is guaranteed to satisfy Premising, as when \( \text{TopRule}(A) = \text{undefined}, \text{Ant}(A) = \emptyset \) and as such \( \text{Str}_M(A) = f(s(\text{Conc}), g()) \). Definition 16, points three and four make it so this equates to \( \text{Str}_M(A) = s(\text{Conc}) \).
2. Any well-behaved aggregation method \( M \) is guaranteed to satisfy Strict Argument. All premises being strict means all premising arguments get assigned strength 1 because a well-defined aggregation method satisfies Premising. This can be used as the base case in an inductive proof where definition 16 points 3, 5 and 7 are used to show that if Strict Argument holds for all antecedent arguments, it is also satisfied by the constructed argument.
3. A well-behaved aggregation method is not guaranteed to satisfy Resilience as shown by a counterexample. Take well-behaved aggregation method \( M_{\text{Luk}} = (f_{\text{Luk}}, g_{\text{Luk}}) \) and an example argument \( A \) applying an inference rule with weight \( \frac{1}{2} \) to the conclusion of a single antecedent argument with strength \( \frac{1}{2} \). Here \( \text{Str}_{M_{\text{Luk}}}(A) = \max(0, \frac{1}{2} + \frac{1}{2} - 1) = 0 \neq 0 \).
4. Any well-behaved aggregation method is guaranteed to satisfy Argument Death. This clearly follows from definition 16, points two and six.
5. All well-behaved aggregation methods \( M \) satisfy Antecedent Maximality. All antecedents having strength 1 means the result of \( g \) is also 1, as ensured by definition 16, points five and seven. From here definition 16 point three ensures that \( \text{Str}_M(A) = s(\text{TopRule}(A)) \).
6. Any well-behaved aggregation method \( M \) satisfies Antecedent Neutrality as it corresponds with definition 16 point 7.
7. Not all well-behaved aggregation methods satisfy Antecedent Weakening. One of the well-behaved aggregation methods that does not is \( M_{\text{alt}} \), so the same counterexample can be used as is proposed in the proof sketch for theorem 4.
8. Not all well-behaved aggregation methods satisfy Inferential Weakening. Again a counterexample in the proof sketch for theorem 4 can be used to demonstrate this.
9. The fact that an aggregation method is well-behaved does not guarantee it satisfies Inference Weight Sensitivity. Once again this is demonstrated by a counterexample in the proof sketch for theorem 4.

10. Proportionality is also not necessarily satisfied by a well-behaved aggregation method. As above this can be seen from a counterexample presented in the proof sketch for theorem 4.

11. Well-behaved aggregation methods are not guaranteed to satisfy Weakest Link, this too is shown in the proof for theorem 3.

12. All well-behaved aggregation methods satisfy Weakest-Link Limiting. To demonstrate this we use an inductive proof where the base case holds because all well-behaved aggregation methods satisfy Premising. The inductive case can then be proven using definition 16 points 1 and 8 and the knowledge that the weights of premises and inference rules can be no higher than 1.