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Abstract—In many situations, we would like to hear desired sound events (SEs) while being able to ignore interference. Target sound extraction (TSE) tackles this problem by estimating the audio signal of the sounds of target SE classes in a mixture of sounds while suppressing all other sounds. We can achieve this with a neural network that extracts the target SEs by conditioning it on clues representing the target SE classes. Two types of clues have been proposed, i.e., target SE class labels and enrollment audio samples (or audio queries), which are pre-recorded audio samples of sounds from the target SE classes. Systems based on SE class labels can directly optimize embedding vectors representing the SE classes, resulting in high extraction performance. However, extending these systems to extract new SE classes not encountered during training is not easy. Enrollment-based approaches extract SEs by finding sounds in the mixtures that share similar characteristics to the enrollment audio samples. These approaches do not explicitly rely on SE class definitions and can thus handle new SE classes. In this paper, we introduce a TSE framework, SoundBeam, that combines the advantages of both approaches. We also perform an extensive evaluation of the different TSE schemes using synthesized and real mixtures, which shows the potential of SoundBeam.

Index Terms—Deep learning, few-shot adaptation, soundbeam, sound event, target sound extraction.

I. INTRODUCTION

Human beings can listen to a desired sound within a complex acoustic scene consisting of a mixture of various sound events (SEs). This phenomenon is called the cocktail party effect or selective hearing [1]. For example, it enables us to listen to an interlocutor in a noisy cafe, focus on a particular instrument in a song, or notice a siren on the road. One of the long-term goals of speech and audio processing research is to reproduce the selective hearing ability of humans computationally.

Target sound extraction (TSE) is one approach toward achieving this goal. We define the TSE problem as the extraction of one or multiple desired sounds from a mixture of various SEs, given user-specified clues characterizing the target SE classes. When multiple desired SE classes are selected, we output a signal that consists of the sum of all the SEs from these classes. TSE exploits auxiliary clues such as class labels to inform the system about the target class [2]. Fig. 1 is a schematic diagram of a TSE system.

In general, sound recordings are often polyphonic [3] and contain different SEs that overlap in time, which makes the problem particularly challenging. Solving the TSE problem has many direct practical implications. For example, it would allow flexible personal hearables or hearing aids that could filter sounds depending on the situation to provide important information about our surroundings (e.g., a klaxon when we cross a street) while removing nuisances that disrupt our concentration (e.g., the same klaxon when we work at home with a window open). TSE could also be used for sound post-production to emphasize or remove [2] specific sounds in, e.g., a video recording.

Research on the processing of SEs has focused mostly on sound event classification (SEC), audio tagging (AT), and sound event detection (SED) problems [3], [4], [5], [6], [7], [8], [9]. SEC/AT assign SE class labels to audio signals, while SED also localizes in time the SEs in the audio. SED does not explicitly extract individual sound signals from the mixture, and thus it cannot solve the TSE problem when SEs overlap.

We can use source separation to separate a sound mixture into each source. For example, universal sound separation (USS) [10] proposes to use a neural network (NN) to separate a mixture of arbitrary SEs. However, one issue with USS is that it requires knowing or estimating the number (or maximum number) of sources in the mixture. This requirement may be challenging...
Finally, we explore the TSE problem.

Recently, TSE systems that can directly extract sounds from the target SE classes have received increased interest [2], [11], [12], [13], [14]. Such TSE systems use a sound extraction NN that accepts a sound mixture and an auxiliary target SE embedding vector \(^1\) that represents the sound characteristics of the target SE. The sound extraction NN extracts the sound signals in the mixture that match the characteristics of the target SE embedding. The system thus implicitly performs “separation” and “sound identification” internally.

There are several advantages to this approach. First, the sound extraction NN extracts only the target SEs and thus has a single output, which makes the NN architecture independent of the number of sources in the mixture. Naturally, the computational complexity is also unaffected by the number of sources. Finally, the “separation” and “identification” processes are performed simultaneously, allowing us to exploit the information on the sound characteristics to help the internal “separation” process and optimize the TSE system globally.

A key component of TSE systems are the target SE embeddings. They can be derived from class labels or enrollment audio samples\(^2\). With the first approach, class labels represented as 1-hot vectors are mapped to an embedding space representing the different SE classes using an embedding layer, which is learned jointly with the sound extraction NN [2], [11], [17]. Such class label-based TSE systems can directly learn the target SE embeddings, which can thus optimally represent the characteristics of the SE classes for the TSE task. However, class label-based approaches assume a predetermined set of target SE classes, and thus they cannot perform TSE of new SE classes that were not encountered during training.

With the second approach, the target SE embeddings are derived from an enrollment audio sample, which is a short recording of an isolated sound similar to the target SE [12], [13], [16], [18], [19]. Enrollment-based TSE systems learn to extract sounds that share similar characteristics to the enrollment sample without explicitly relying on SE class labels. They can thus perform TSE of new SE classes. However, unlike class label-based approaches, the embeddings are derived from the enrollment samples. Therefore, they are not directly optimized for the SE classes, which may lead to sub-optimal performance.

In this paper, we provide a unified description of the class label and enrollment-based TSE approaches and introduce SoundBeam, which is a TSE model that combines both approaches. SoundBeam generalizes the target speech extraction framework called SpeakerBeam [18] to arbitrary sounds. “Beam” refers to focusing on a particular sound in a mixture but does not imply using a microphone array or a beamformer [20]. Indeed, this work focuses on single-channel processing.

SoundBeam learns an embedding space common to the class label- and enrollment-based target SE embeddings by sharing the extraction NN. Consequently, we can use optimal SE embeddings for known SE classes with the class label embeddings and enrollment embeddings for new SE classes. Furthermore, we show that SoundBeam has potential for continuous learning, since it can learn class label embeddings for new classes with few-shot adaptation.

We presented the initial ideas of SoundBeam in our previous work [13]. This paper provides a more detailed explanation of the approach and an extensive evaluation of the TSE frameworks, covering the following four practical aspects:

**Extraction of new SE classes with few-shot adaptation:** The number of potential SE classes is huge, if not infinite, and therefore it may not be realistic to develop a system that can handle all possible SE classes. Moreover, the target SE classes may depend on the application scenarios. Therefore, we believe TSE systems should be able to learn new SE classes after their deployment, i.e., continuous learning. We propose a few-shot adaptation approach, which allows SoundBeam to learn optimal SE embeddings from new SE classes using a few enrollment samples. We introduced this adaption scheme earlier [13]. Here, we provide a deeper experimental evaluation, including a class-wise analysis of the effect of adaptation and experiments on the influence of the number of enrollment samples on performance.

**Handling of inactive target SE classes:** For many practical applications, a TSE system should output a silent or zero signal if the target SE is inactive in the mixture. However, most prior works have not rigorously evaluated this scenario. We discuss how to learn to handle inactive SE classes and perform a thorough experimental analysis with the different TSE frameworks.

**Simultaneous extraction of multiple SEs:** In some applications, there may be several target SE classes. The target would thus consist of a mixture of target SE sounds. We show that we can extract several SE sounds simultaneously simply by adding the SE embeddings of the different target classes. We first introduced this idea for class label-based TSE [2]. Here, we develop it for the enrollment and SoundBeam models.

**Challenges faced with real recordings:** Finally, we explore the challenges of processing real mixtures, which include evaluation without access to isolated target SE sources and adaptation to real recording conditions without access to strong labels consisting of the isolated SE signals. We perform preliminary experiments in these directions using real mixtures taken from the Freesound dataset (FSD) [21].

The remainder of the paper is as follows. We review related works in Section II. The TSE problem is formalized while introducing the notations in Section III. We present details of the TSE frameworks by introducing the class label, enrollment, and SoundBeam in Section IV. In Section V, we discuss how to handle the four practical aspects discussed above. We then provide experimental results comparing the different TSE frameworks in Section VI. Finally, Section VII concludes the paper and previews possible future works.

\(^1\) Some works call the “target SE embedding vector” a “conditioning vector” [11], a “conditioning embedding” [12], or a “query embedding” [15].

\(^2\) Some works use the term “audio query” [15], [16] or conditioning audio [12] instead of “enrollment audio samples.”
TABLE I
 DETAILS OF DIFFERENT DATASETS

| Data set                  | Nb | Audio Dur. | No. of sources | No. of mixtures |
|---------------------------|----|------------|----------------|----------------|
| Single target (41)        | 41 | 6s         | 3              | 50k/10k/3k     |
| Single target (61)        | 61 | 6s         | 3              | 50k/10k/3k     |
| Multi-target              | 61 | 6s         | 3-5            | 50k/10k/3k     |
| Few-shot adaptation       | 41-20 | 6s       | 3              | 3k/500         |
| Real mixtures             | 61 | 1-30s      | 2-9            | 406/175/727    |
| SEC                       | 61 | 1-30s      | 1              | 18.8k/3.6k     |

II. RELATED WORKS

A. Source Separation

TSE is related to source separation since both problems are regression problems from a mixture signal. Source separation, including speech [22], [23], [24], music [25], [26], [27], [28], [29], and universal sound separation [10], [30], [31], has made tremendous progress with the advent of deep NNs (DNNs). We can borrow some of the ideas proposed for source separation directly to design TSE systems, such as the model architectures and the training losses. For example, we derive our implementation of the different TSE frameworks from the fully-convolutional time-domain audio separation network (Conv-TasNet) [24], which was originally proposed for speech separation.

There is a vast diversity of sounds occurring in our everyday environments. Therefore, universal sound separation systems need to handle a large number of possible SE classes, \( N \). Here, the number of SE classes, \( N \), includes all the SE classes that can occur in any recording we wish to process. Each mixture would typically consist of a smaller number of sound sources, \( M \), taken from a subset of the possible SE classes. In this paper, we consider all sounds that are from the same SE class as a single source in the mixture. A system that could handle recordings in various situations, such as street, home, orchestra, train stations, etc., would have a large number of possible SE classes, \( N \). However, since all situations do not contain sounds from all SE classes, the number of sources in a mixture, \( M \), is generally smaller, i.e., \( M < N \). In our experiments, we use datasets with a number of possible SE classes, \( N \), of 41 or 61, but a number of sound sources in a mixture, \( M \), from two to nine, as described in Section VI and in Table I.

There are two categories of sound separation systems. The first type of system uses as many outputs as the total number of possible SE classes, \( N \) [25], [26], [28], [32]. The separation systems in this category perform both separation and identification and could thus be used directly for TSE. These approaches have mainly been investigated for music processing, where the number of possible SE classes, \( N \), is relatively small, e.g., four instruments \( (N = 4) \) in many studies [25]. It may be challenging to scale these systems to a large number of SE classes, \( N \), that a TSE system would require because the computational complexity would increase significantly [29].

As the second type of sound separation system, USS proposes instead to use as many outputs as the maximum number of sources in a mixture, \( M \), which is typically much smaller than the number of SE classes, \( N \) [10]. Such separation systems can be trained using permutation invariant training (PIT) [22]. USS systems can handle an arbitrarily large number of SE classes, \( N \), and potentially new classes not encountered during training. However, they are limited by the number of sources in the mixtures, \( M \), they can handle. Arguably, this may be a significant issue because the number of SEs in our everyday surroundings vary significantly and can be relatively large. Moreover, they separate the mixtures without identifying the sounds.

TSE could be achieved by combining USS with SEC, i.e., first separating the mixture into all its source signals and then identifying the target SE class using SEC. Note that some works proposed to combine source separation and SEC/SED to improve SED performance but not to achieve TSE [33], [34], [35], [36], [37]. To the best of our knowledge, combining USS with SEC has not been proposed explicitly for TSE, but we still consider it a natural baseline in our experiments of Section VI-D. Although intuitive, this approach has several drawbacks. First, it inherits from USS the requirement of knowing or estimating the number of sources in the mixture, \( M \). Second, the SEC process must be performed on all separated signals, which may become computationally expensive when dealing with many potential sources. Third, such a cascade combination may not be optimal since source separation may introduce errors or processing artifacts that can impact SEC performance. Besides, the separation process is independent of the target SE class, although knowing the sound characteristics of the target SE class could help improve separation.

B. Target Sound Extraction

Recently, there has been increased interest in approaches that aim at extracting a target signal in an audio mixture [2], [11], [12], [13], [14], [16], [17], [18], [19], [38], [39], [40]. These works cover various domains of applications and are implemented with various network architectures. However, they share the same idea of conditioning the extraction process on auxiliary clues to identify a target signal in a mixture.

The domain of application of TSE includes speech [18], [38], music [16], [17], [19], [39], [40], and universal sounds [2], [11], [12], [13], [14]. Various types of auxiliary clues have been proposed, including enrollment audio samples [12], [16], [18], [19], [38], class labels [2], [11], [40], video signals of the target source [39], and recently even onomatopoeia [14]. We deal with universal sounds, which is challenging because it implies dealing with a much larger number of SE classes, \( N \), than for music (i.e., in this paper, we use up to 61 SE classes) and with a greater variety of sounds than speech signals.

This work focuses on approaches based on enrollment and class labels. Enrollment-based TSE was introduced first for target speech and music extraction [16], [41], where the enrollment sample consists of an utterance from the target speaker or an audio query of a target instrument. Similar ideas have recently been applied to sound extraction [12]. Meanwhile, class label-based TSE was introduced in concurrent works [2], [11].

We reproduce systems based on the concepts of prior enrollment- and class label-based TSE approaches [2], [11], [12].
using the same formalization to allow a fair comparison between
them. The main difference between this paper and previous
works [11], [12] is that we base our experiments on a dataset
that contains isolated SEs annotated with class labels, whereas
they did not assume that class labels were available. However,
we could also use similar schemes to previous works [11], [12]
to train SoundBeam on datasets without class labels annotations.
Furthermore, the model architecture also differs, i.e., our study
is based on Conv-TasNet (as in e.g., [2]), while the above
works [11], [12] are based on U-Net.

C. Training on Real Mixtures

Training a system with real mixtures requires modifying the
classical supervised learning schemes since isolated reference
sources are unavailable. There have been several proposals to
train separation systems from real mixtures, including training
on mixtures-of-mixtures [42] and using losses that do not re-
quire clean sources, such as a generative adversarial network
(GAN) [43], [44] or an SEC-based loss [45]. Several TSE sys-
tems have been trained with a similar principle as mixtures-of-
mixtures [11], [12], [39], [46]. For example, one work [11] used
SED to detect isolated SE in real mixtures, while another [12]
showed that the enrollment-based TSE could also be trained
even when the audio query consists of sound mixtures.

Although mixtures-of-mixtures approaches permit training
with real mixtures, they still generate artificial recordings since
unrelated audio signals are mixed. An alternative consists of
retraining directly on real mixtures using a weakly supervised
loss based on SEC [45]. We adopt this scheme originally pro-
posed for training separation systems with a small number of
SE classes (i.e., \( N = 5 \) in [45]) and apply it to adapt a TSE
system on real data with a large number of classes (i.e., \( N = 61 \),
which corresponds to the number of SE class encountered during
training in our experiments, as described in Section VI-A).

III. TARGET SOUND EXTRACTION PROBLEM FORMULATION

We consider the problem of extracting sounds of one or
multiple target SE classes from a mixture of SEs captured
with a single microphone. The observed mixture signal is given as,
\[
y = \sum_{n=1}^{N} x^n + b,
\]
where \( y \in \mathbb{R}^T \), \( x^n \in \mathbb{R}^T \), and \( b \in \mathbb{R}^T \) are the observed single-
channel mixture, the source signal from the \( n \)-th SE class, and
the background noise, respectively. The background noise, \( b \),
includes ambient noise and could also potentially include sounds
from SEs that are not defined in the SE classes of the system. \( T \)
is the signal duration.

We assume \( x^n = 0 \) when no source from the \( n \)-th SE class
is active, where \( 0 \) denotes a vector of all zeros. Later, we refer
to this case as an inactive SE class. Note that \( x^n \) may consist of
multiple SE sources from the same SE class. For example, if the
mixture includes barking sounds from several dogs, the source
signal \( x^n \) for the barking SE class will consist of a mixture of
all barking sounds. In (1), the summation is over all possible
SE classes, \( N \), including target and non-target ones. Since, in
practice, many SE classes are often inactive, the actual number
of sources in a mixture, \( M \), is usually smaller than the total
number of SE classes, \( N \).

A. Single Target Extraction

In this paper, we mostly deal with TSE of a single target SE
class. In this case, the goal of TSE is to estimate the target signal,
\( x^s \), where \( s \) is the index of the target SE class. If the target SE
class is inactive, TSE should estimate a zero signal, i.e., \( x^s = 0 \).

TSE requires clues to indicate the target SE class. In the
following, we consider two types of clues, i.e., class labels and
enrollment audio samples. Target class labels can be represented
as 1-hot vectors, \( o^s = [o^s_1, \ldots, o^s_N]^T \), where
\[
o^s_n = \begin{cases} 1 & \text{if } n = s, \\ 0 & \text{if } n \neq s. \end{cases}
\]
A class label-based TSE system estimates thus the target source
given the 1-hot vector as,
\[
\hat{x}^s = \text{TSE}(y, o^s),
\]
where \( \hat{x}^s \in \mathbb{R}^T \) is an estimate of the target source and \( \text{TSE}(\cdot) \)
represents a TSE system.

Alternatively, we can also use an enrollment audio sample
of the target SE class, \( a^s \in \mathbb{R}^{T_n} \), as a clue, where \( T_n \) is the
duration of the enrollment sample. An enrollment-based TSE
system performs thus the following,
\[
\hat{x}^s = \text{TSE}(y, a^s).
\]

B. Multi-Target Extraction

We can generalize TSE to the simultaneous extraction of
sounds from multiple target SE classes [2]. We denote by
\( S = \{s_j\}_{j=1}^{J} \) the set of indexes of the target SE classes
that we want to extract, where \( J \) is the number of target SE classes,
which can differ for each processed mixture. For example, if we
want to extract sounds from two classes simultaneously (\( J = 2 \)),
such as both piano and guitar, \( S = \{s_1 = n_{\text{piano}}, s_2 = n_{\text{guitar}}\} \),
where \( n_{\text{piano}} \) and \( n_{\text{guitar}} \) are the indexes of the piano and guitar
classes, respectively. The goal of TSE becomes estimating the
target signal \( x^S \), which consists of the sum of the signals from
all target SE classes:
\[
x^S = \sum_{n \in S} x^n.
\]
Note that if all target SEs are inactive, TSE should estimate a
zero signal, i.e., \( x^S = 0 \).

When using class labels clues, we can generalize the 1-hot
vector of (2) to a n-hot vector, \( o^s = [o^s_1, \ldots, o^s_N]^T \), where
\[
o^s_n = \begin{cases} 1 & \text{if } n \in S; \\ 0 & \text{if } n \notin S. \end{cases}
\]
A class label-based multi-target TSE system estimates the mix-
ture of the target sources as,
\[
\hat{x}^S = \text{TSE}(y, o^S),
\]
where $\hat{x}^s$ is an estimate of the target signal $x^s$.

When using enrollment audio samples as clues, we consider here that we have separate enrollment samples for each of the target SE classes. An enrollment-based multi-target TSE system performs thus the following,

$$\hat{x}^s = \text{TSE}(y, \{a^s\}_{s \in S}),$$

(8)

where $\{a^s\}_{s \in S} = \{a_{s1}, \ldots, a_{sx}\}$ is the set of separate enrollment audio samples from each target SE class.

In most parts of the paper, we use the notations for single target extraction to simplify the explanations. We discuss the multi-target extraction in Section V-C.

IV. SOUNDBEAM FRAMEWORK FOR TSE

In this section, we introduce the generic framework for NN-based TSE from which we derive SoundBeam. The TSE models share a common structure and are composed of two modules, i.e., (1) a sound extraction NN and (2) a clue encoder that computes the target SE embeddings. Fig. 2 schematically overviews the TSE frameworks for (a) class label-based TSE, (b) enrollment-based TSE, and (c) SoundBeam.

A. Sound Extraction NN

The sound extraction NN estimates the target signal, $x^s$, from the mixture, $y$, and a $D$-dimensional target embedding vector, $e^s \in \mathbb{R}^D$, as,

$$\hat{x}^s = f(y, e^s),$$

(9)

where $f(\cdot)$ is the sound extraction NN. The embedding vector, $e^s$, represents the characteristics of the target SE class. It is computed with the clue encoder derived from the class label or enrollment clues described in section IV-B.

There are many possible ways to implement the extraction NN. We borrow the implementation from Conv-TasNet because it has been widely used for speech separation [24] and target speech extraction [47]. However, our derivation is general enough to be extended to other network architectures such as U-Net or to other systems using the short-time Fourier transform (STFT)/inverse short-time Fourier transform (iSTFT) as encoder/decoder layers. The detailed processing is as follows.

The time domain input signal, $y$, is processed by a trainable encoder layer as,

$$Y = \text{Encoder}(y),$$

(10)

where $Y \in \mathbb{R}^{D \times T'}$ is the encoded mixture representation, $T'$ is the number of time frames, and $\text{Encoder}(\cdot)$ is the encoder layer, which consists of a 1-D convolution layer [24]. The estimated target signal, $\hat{x}^s$, is obtained as,

$$\hat{x}^s = \text{Decoder}(M^s \odot Y),$$

(11)

where $M^s$ is a target mask, $\odot$ is the element-wise product, and $\text{Decoder}(\cdot)$ is a decoder layer that maps the output representation of the extracted signal back to the time domain.

Compared to Conv-TasNet, TSE only requires computing the mask for the target SE class instead of one for each source. The target mask, $M^s$, is computed as follows,

$$Z = \text{MixBlock}(Y),$$

(12)

$$Z^* = \text{Adapt}(Z, e^s),$$

(13)

$$M^s = \text{TgtBlock}(Z^*),$$

(14)

where $Z \in \mathbb{R}^{D \times T'}$ and $Z^* \in \mathbb{R}^{D \times T'}$ are the internal representation of the mixture and the target, respectively. $\text{MixBlock}(\cdot)$ is the lower part of the sound extraction NN, which transforms $Y$ into a general internal representation of the mixture independent of the target SE class. $\text{TgtBlock}(\cdot)$ is the upper part of the sound extraction NN, which computes the target mask, $M^s$, that specifically extracts the sounds from the target SE classes (note that in [13], $\text{MixBlock}(\cdot)$ and $\text{TgtBlock}(\cdot)$ are referred to as $\text{ExtractBlock1}(\cdot)$ and $\text{ExtractBlock2}(\cdot)$, respectively). $\text{Adapt}(\cdot)$ is an adaptation layer. $\text{MixBlock}(\cdot)$ and $\text{TgtBlock}(\cdot)$ are implemented as stacks of 1-D convolutional blocks [24].

One of the key differences from the original Conv-TasNet is the adaptation layer, which combines the internal representation of the mixture, $Z$, with the target SE embedding, $e^s$. It plays the crucial role of conditioning the extraction process on the

![Diagram of three different TSE frameworks.](image-url)
target SE classes. Various types of adaptation layers have been proposed in the context of target speech extraction, including factorized [18], addition/concatenation [38], multiplication [47], attention [48], and Feature-wise Linear Modulation (FilM) [12] layers. Here, we use the simple yet sufficiently powerful [18] element-wise multiplication layer as,

\[ z_{t}^{s} = z_{t} \odot e^{s}, \quad (15) \]

where \( z_{t} \in \mathbb{R}^{D} \) and \( z_{t} \in \mathbb{R}^{D} \) are the \( t \)-th frame of \( Z \) and \( Z^{s} \), respectively.

**B. Clue Encoder**

The different TSE frameworks differ by the clue encoders they use. The clue encoder computes the SE embedding vectors from the class label or enrollment clues. Below, we describe these two configurations and a mixed encoder, which SoundBeam employs.

1) **Class Label Encoder**: The class label encoder consists of an embedding layer that converts the 1-hot vector, \( a^{s} \), defined in (6) into a continuous representation as,

\[ e^{\text{class}, s} = W a^{s}, \quad (16) \]

where \( W = [e^{\text{class},1}, \ldots, e^{\text{class},N}] \in \mathbb{R}^{D \times N} \) is an embedding matrix whose columns contain the embedding vectors of each SE class.

Fig. 2(a) shows a diagram of the class label-based TSE model similar to previous works [2], [11]. By learning the class label encoder and the sound extraction NN jointly, we can optimize the SE embedding vectors directly for the TSE task. However, the SE classes that the method can handle are fixed by the embedding matrix, \( W \), and limited to the \( N \) “seen” SE classes encountered during training. Consequently, we cannot directly use it for the extraction of new SE classes.

2) **Enrollment Encoder**: The enrollment encoder computes the target SE embedding vector from an enrollment audio sample of the target SE class, \( a^{s} \). Here, we use a sequence summary NN [18], [49] to convert the variable-length enrollment, \( a^{s} \), to a vector of fixed dimension as,

\[ e^{\text{enrl}, s} = g(a^{s}). \quad (17) \]

\( g(\cdot) \) is an enrollment encoder NN implemented as,

\[ A^{s} = \text{Encoder}(a^{s}) \quad (18) \]

\[ Z^{a} = \text{EnrlBlock}(A^{s}) \quad (19) \]

\[ e^{\text{enrl}, s} = \frac{1}{T_0} \sum_{t} z_{t}^{a}, \quad (20) \]

where \( \text{Encoder}(\cdot) \) is an encoder layer similar to that in (10) but with different parameters, \( \text{EnrlBlock}(\cdot) \) consists of a stack of 1-D convolution blocks, \( A^{s} \in \mathbb{R}^{D \times T_0} \) and \( Z^{a} \in \mathbb{R}^{D \times T_0} \) are internal representations of the enrollment, \( z_{t}^{a} \in \mathbb{R}^{D} \) is the \( t \)-th time frame of \( Z^{a} \), and \( T_0 \) is the number of time frames. The last layer performs average pooling over the time dimension.

Fig. 2(b) shows a diagram of enrollment-based TSE similar to previous works [12], [19]. Compared to the class label-based TSE, the enrollment-based approach does not explicitly rely on well-defined class labels but instead identifies and extracts sounds in the mixture based on their similarity to the enrollment. Consequently, the enrollment-based model can generalize to a new target SE class as long as an enrollment audio sample of the new class can be collected and the model can be trained with a sufficient variety of SE classes. On the other hand, the embedding vector, \( e^{\text{enrl}, s} \), is not directly optimized for the target SE class, which may result in lower performance compared with the class label-based model when extracting sounds from seen SE classes.

3) **Mixed Encoder of SoundBeam**: Both class label and enrollment models use an embedding vector to characterize the target SE class. When trained independently, the embedding vectors of both models are mapped to different embedding spaces. However, we can enforce mapping them to a joint embedding space by designing a model that shares the sound extraction NN and alternates between the class label and enrollment encoders during training. The sound extraction network would thus be trained to output the same extracted signal when conditioning on embedding vectors derived from either the class labels or enrollment samples. One way to achieve this is if the class label and enrollment encoders provide similar representations for SEs of the same class, i.e., the embedding vectors derived from the class labels and enrollment samples are similar and mapped to the same region of the embedding space. Note that we could also include explicit constraints to further enforce learning a joint embedding space [13], but in the experiments of this paper, such an additional constraint was not necessary.

At test time, we can use either the class label or the enrollment encoder to perform the extraction. Fig. 2(c) is a diagram of SoundBeam, which uses the mixed encoder. The switch indicates that we can use either the class label or the enrollment encoder.

SoundBeam offers several advantages. First, the alternate training scheme, described in Section IV-C, acts as multi-task training, which may lead to better performance. Moreover, we can employ at test time the class label encoder to use optimal target SE embeddings for seen SE classes or the enrollment encoder to handle new classes. Finally, we can derive the few-shot adaptation scheme described in section V-A, which enables us to learn optimal embeddings for new SE classes with a few enrollments.

**C. Training TSE Systems**

This section introduces the fully supervised training scheme of the TSE systems, where we assume that the sound mixture, \( y \), the target sound signal, \( x^{s} \), and the class label or enrollment clues are available. We learn the sound extraction NN and the clue encoder jointly to ensure that the embedding vectors capture the information needed for the TSE task.

We use the negative thresholded signal-to-distortion ratio (SDR) [42] as extraction loss,

\[ L^{\text{ext}}(\hat{x}^{s}, x^{s}) = -10 \log_{10} \left( \frac{||x^{s}||^2}{||x^{s} - \hat{x}^{s}||^2 + \tau ||x^{s}||^2} \right) \quad (21) \]

\[ \leftrightarrow 10 \log_{10} \left( \frac{||x^{s} - \hat{x}^{s}||^2 + \tau ||x^{s}||^2}{||x^{s}||^2} \right) \quad (22) \]
where $\tau$ is a threshold that limits the upper value of the loss, thus preventing the low error/distortion training samples from dominating the gradient. Here, we follow the prior work [42] and fix in all experiments $\tau = 10^{-\eta}$, where $\eta = 30$ dB is a soft threshold value.

To train SoundBeam, we sum the extraction loss obtained with the class label and enrollment encoders as,

$$L_{\text{SoundBeam}} = \alpha L_{\text{ext}}(\hat{x}^s = f(y, e^{\text{class,s}}), x^s) + (1 - \alpha) L_{\text{ext}}(\hat{x}^s = f(y, e^{\text{enrl,s}}), x^s).$$

(23)

where $\alpha$ is a multi-task weight that we fix to $\alpha = 0.5$ in all experiments. This loss is computed by propagating each training sample twice by alternating the clue encoders. In other words, for each mini-batch, we first propagate with the class labels encoder ($\hat{x}^s = f(y, e^{\text{class,s}})$) and then with the enrollment encoder ($\hat{x}^s = f(y, e^{\text{enrl,s}})$) while accumulating the gradients, so that each training sample is extracted with both clues. This enables multi-task learning, which can have a beneficial effect on performance. More importantly, SoundBeam learns a common embedding space for class label-based and enrollment-based TSE by sharing the same sound extraction NN and training simultaneously with both the class label and enrollment encoders.

V. PRACTICAL ISSUES

A. Extraction of New SE Classes With Few-Shot Adaptation

It is a challenging task to create a universal TSE system that can cover all SE classes at its initial deployment since there is a wide variety of possible SEs that occur in our daily environments. In addition, the target SE classes may depend on the environments and applications. We believe that an essential property of a TSE system is to extend its capabilities flexibly and be able to continuously learn how to extract new target SE classes given a few audio samples of the new classes.

The class label model cannot handle new SE classes as discussed in Section IV-B1. The enrollment model performs extraction based on sound similarities between the characteristics of the sounds in the mixture and the enrollment. Consequently, it can naturally generalize to new SE classes if we can record enrollment audio samples for these classes. However, the embedding vectors are not optimized directly for extracting the new SE classes. Using SoundBeam, we can combine the advantages of both approaches and learn to extract sounds from new SE classes using a few enrollments (few-shot adaptation). We describe the procedure for this below.

Let $\tilde{s} = N + 1$ be the index of a new SE class. Here, we describe the addition of a single new SE class, but we can equivalently add multiple new SE classes simultaneously. We assume that we can collect $K$ enrollments, $\{a_1^\tilde{s}, \ldots, a_K^\tilde{s}\}$, from that new class. First, we compute an average embedding, $e^\tilde{s}$, for the new SE class using the enrollment encoder as,

$$e^\tilde{s} = \frac{1}{K} \sum_{k=1}^{K} g(a_k^\tilde{s}).$$

(24)

Because SoundBeam learns a common embedding space for the embedding vectors obtained with the class label and enrollment encoders, this average embedding can be used as a new entry to the embedding matrix of the class label encoder as,

$$\tilde{W} = [W, e^\tilde{s}] \in \mathbb{R}^{D \times (N + 1)},$$

(25)

where $\tilde{W}$ is a new embedding matrix. This process would already enable extracting sounds from the new SE class with the class label encoder, but the new embedding vector is not yet optimized for the TSE purpose.

Consequently, we propose to fine-tune the new embedding vector, $e^\tilde{s}$, which we call few-shot adaptation to new SE classes. First, we generate adaptation data by mixing the $K$ enrollments with SE signals from the original training data. We then retrain the new embedding vector, $e^\tilde{s}$, using the adaptation data following a similar training procedure as in Section IV-C. Note that we can optimize the embedding vector of the new SE class while preserving the performance on the original SE classes by fixing all model parameters but the new embedding vector during the fine-tuning process. This simple approach allows learning new SE classes with few samples while avoiding catastrophic forgetting [50], making it suitable for continuous learning.

Note that we assume that we could record a few enrollment audio samples of the new SE classes. This implies being able to record isolated SEs of the new class, which may be challenging in real-life recordings where many sounds often overlap. Since our proposed few-shot adaptation requires only a small number of enrollment samples, we assume that the user could carefully record sounds of the target SE class or select portions of a recording where the target SE class is clearly dominant. Extension of the approach for noisy enrollments will be part of our future works.

B. Handling of Inactive Target SE Classes

Dealing with inactive target SE classes is another important issue of TSE systems. For example, when the target SE class is dog barking, but there are no barking sounds in the mixture, the output should be silent, i.e., $x^s = 0$. However, it remains unclear how well TSE systems can learn this behavior since most studies focused only on active SE classes. For example, one proposed TSE system [11] was trained with data that included inactive classes, but the system was not evaluated for inactive class extraction. More recently, another approach [51] proposed evaluating the extraction for inactive speakers but not for SEs.

The problem of extraction of inactive classes is related to the problem of separation with an unknown number of speakers, where the number of sources in the mixture can be smaller than the number of outputs of the separation system [30]. The separation systems address this problem by outputting zero signals for the inactive sources, which is similar to the inactive class problem for TSE. The extraction loss of (21) is ill-defined when $x^s = 0$. However, we can define an extraction loss for the inactive SE cases as [30],

$$L_{\text{inactive}}(x^s, y) = 10 \log_{10} \left( \|\tilde{x}^s\|^2 + \tau_{\text{inactive}} \|y\|^2 \right),$$

(26)

where $\tau_{\text{inactive}}$ is a soft threshold set at $\tau_{\text{inactive}} = 10^{-2}$. This loss consists of the denominator term of (21) as shown in (22), with a different setting for the soft threshold (i.e., $x^s$ replaced by $y$).
During training, following a previous study [11], we include 10% of inactive samples (IS) to learn how to handle inactive SE classes. The training loss thus becomes,

$$L(\hat{x}^s, x^s, y) = \begin{cases} 
L^{\text{active}}(\hat{x}^s, x^s) & \text{if } x^s \neq 0, \\
L^{\text{inactive}}(\hat{x}^s, y) & \text{if } x^s = 0, 
\end{cases}$$

(27)

where $L^{\text{active}}(\hat{x}^s, x^s)$ is the active loss defined in (21) and (23). For SoundBeam, $L^{\text{inactive}}(\hat{x}^s, y)$ is computed with the class label and enrollment encoders, as for the active cases.

Note that we opted for a scale-dependent extraction loss for $L^{\text{active}}$ as shown in (21) instead of the scale-independent version widely used for source separation [24] because we believe that the scale of the output signal may matter in practical applications to detect inactive target SE classes. For example, we can evaluate how well the system could internally detect active/inactive target classes by looking at the attenuation from the mixture, which would not be possible when using a scale-independent loss as the system could choose to output signals with, e.g., very low energy.

If the TSE system could output zero signals for inactive SE classes, it would be possible to detect whether a class is active by considering the attenuation ratio between the mixture and the extracted signal, $A_{\text{mixture}}(\hat{x}^s, y)$, as,

$$A_{\text{mixture}}(\hat{x}^s, y) = -10 \log_{10} \left( \frac{||y||^2}{||x^s||^2} \right).$$

(28)

Consequently, an SE class would be considered inactive if the ratio were smaller than a threshold. We use this approach to evaluate the different TSE systems in cases of inactive SE classes.

C. Simultaneous Multi-Target Extraction

For some applications, the user may want to hear sounds from multiple target SE classes, e.g., both sirens and klaxon sounds, when walking in the street. We can permit this by independently performing TSE for each target SE class and then summing up the extracted signals. However, this naive approach would increase the computational complexity by the number of target SE classes. We propose instead learning to simultaneously extract a mixture of target SE classes [2].

For simultaneous multi-target extraction, the embedding vector should characterize all target SE classes. For class label-based TSE, we can replace the 1-hot vector, $o^s$, with an n-hot vector, $o^S$, that represents multiple SE classes as defined in (6). The class label encoder of Section IV-B1 can naturally generalize to accept n-hot vectors as,

$$e_{\text{class},S} = W o^S = \sum_{s \in S} W o^s.$$  

(29)

(29) shows that the multi-target embedding vector, $e_{\text{class},S}$, is simply the sum of the embedding vectors of all target SE classes in $S$.

Similarly, for the enrollment-based TSE, we define the multi-target embedding vector as the summation of the embedding vectors obtained from the individual enrollments of each class as,

$$e^{\text{enrl},S} = \sum_{s \in S} e^{\text{enrl},s} = \sum_{s \in S} g(a^s),$$

(30)

where $a^s$ consists of isolated recordings from each target SE class. We learn simultaneous extraction by including multi-target training samples, performing extraction with the above multi-target embeddings, and computing the loss with the multi-target signal, $x^S$, instead of the single-target, $x^s$, in (21). During training, we randomly select the number of target SE classes so that the same system can learn how to extract various numbers of classes.

D. Challenges Faced With Real Recordings

Finally, we discuss the challenges of applying TSE to real recordings. Training a TSE system with the supervised loss of (21) requires access to the target source signal, $x^s$. This requirement implies that we can only train with simulated mixtures since the source signals are usually unavailable for real recordings. However, it is challenging to create a large number of realistic mixtures of SE sounds by simulation due to, for example, the difficulty of correctly recording isolated SE sounds, the diversity of acoustic scenes, sound occurrence patterns, and duration. Therefore, there may be a significant mismatch between the training and testing conditions, which could impede extraction performance when processing real recordings.

There are various ways to tackle this problem, as discussed in subsection II-C. Here, we hypothesize that the classification performance of a SEC system should improve the better we extract SEs. Therefore, we explore retraining a TSE system on real recordings using a pre-trained SEC model to compute a weakly supervised training loss, similar to a previous work [45], instead of the supervised loss of (21). The SEC loss is computed on the output of the TSE system as,

$$L^{\text{SEC}}(\hat{x}^s, s) = CE(c(\hat{x}^s), s),$$

(31)

where $CE(\cdot)$ is the binary cross-entropy and $c(\cdot)$ is an SEC model with fixed parameters [45]. The SEC loss can be computed without clean reference signals as long as the SE class labels, $s$, are available (i.e., weak labels).

A similar loss has been proposed to train sound separation models [45]. However, compared with separation, TSE uses clues about the target SE class as an auxiliary input. Therefore, the system can easily exploit the information about the target SE to maximize the classification loss independently of the input mixture. We avoid this issue by pre-training the system using the fully supervised loss of (21) and only retraining the lower layers of the TSE system, which are not exposed to the target SE clues.

VI. Experiments

We evaluate the class label, enrollment, and SoundBeam models, and compare their performance for handling new SE classes, inactive classes, multi-target extraction, and real data.
A. Data

To compare the effectiveness of the TSE frameworks, we created several datasets of simulated and real sound event mixtures based on the FSD corpora, including FSD-Kaggle 2018 [52] and FSD50K [21]. In all experiments, we downsampled the sounds to 8 kHz to reduce the computational and memory costs. Table I summarizes the details of the different datasets.

1) Single Target Dataset: The single-target dataset consists of simulated mixtures. We created mixtures by mixing several SEs randomly different SE classes \((N = 41 \text{ or } N = 61, \text{ depending on the experiment})\). The SEs include human sounds, object sounds, and musical instruments. We selected the 41 SE classes with the most training samples in the FSD corpora. On average, each SE class has 220 samples in the training set. We added 20 additional SE classes to generate the 61 SE class dataset. We chose the additional SE classes that were relatively well represented in the FSD corpora. However, they had fewer samples in the training data, i.e., on average, 47 samples per SE class. We generated six-second-long mixtures \((T = 6 \text{ sec})\) using the Scaper toolkit [53] by inserting isolated SEs at random time positions on top of the background noise. The isolated SEs consisted of signals of 2 to 5 secs randomly selected from the FSD corpora. The background noise consisted of stationary noise from the REVERB challenge corpus [54] mixed at a signal-to-noise ratio (SNR) between 15 and 25 dB. The mixtures were composed of three SEs \((M = 3)\). For the enrollment-based experiments, we randomly selected one sample from the target SE class that differs from the target sound in the mixture.

2) Multi-Target Dataset: For the multi-target TSE experiments, we created a dataset of mixtures created similarly to the single-target dataset but with three to five SEs \((M = 3 \sim 5)\) per mixture.

3) Few-Shot Adaptation Dataset: For the few-shot adaptation experiments, we consider the 41 classes of the single-target dataset as seen classes and the remaining 20 classes as new. We sampled \(K\) enrollments from each new SE class, with \(K = 1, \ldots, 15\). We used these enrollments to compute the average embedding of \((24)\) and to generate adaptation data. We created the adaptation data by mixing one enrollment of the new SE classes with two SE training samples from the 41 seen classes, using a similar simulation procedure as above. The total number of adaptation data consisted of 3000 mixtures, covering all 20 new SE classes. Here, the adaptation data contains all 20 new SE classes because we perform the adaptation of multiple new SE classes simultaneously. However, we could also adapt the models for each new class independently. We generated six trials for the adaptation experiments by varying the random seed for the sampling enrollments. We used the test set of the single-target class datasets with 61 classes for evaluation.

4) Real Mixture Dataset: In addition to the simulated mixtures, we also used a small dataset of real mixtures that consists of recordings from the FSD50 K that contained two or more labeled SE classes. The recording and mixing conditions vary considerably compared to the simulated mixtures. For example, most mixtures had two to three classes, but some contained up to nine, and the duration varied between 1 to 30 seconds. Moreover, although the recordings include multiple SE classes, there is no control over the actual temporal overlap. Therefore, we can reasonably expect that some of the real recordings consist of partially or non-overlapping SEs.

5) SEC Dataset: Finally, we used the original training data from both the FSD-Kaggle and the FSD50 K corpora to retrain the SEC system.

B. Experimental Settings

We used the Asteroid toolkit for all experiments [55].

1) TSE Models: The configuration of the different TSE models followed Conv-TasNet [24]. In the explanations below, we follow the notations of original Conv-TasNet [24], except for the encoded features dimension \(D\). In particular, the encoder and decoder layers consisted of 1-D convolution and deconvolution layers that operated on segments of \(L = 20\) taps with 50% overlap. The dimension of the encoded features was \(D = 256\). MixBlock, EnrlBlock and TgtBlock in Fig. 2 consisted of stacked dilated 1-D convolutional blocks with \(H = 512\) channels, kernel size of \(P = 3\), and \(B = 256\) bottleneck channels. MixBlock and EnrlBlock consisted of a single stack \((R = 1)\), while in TgtBlock the stack was repeated seven times \((R = 7)\). We used \(X = 8\) convolutional blocks per stack for MixBlock and TgtBlock, and \(X = 4\) for EnrlBlock.

We trained all models using the Adam optimizer [56] with a learning rate of \(10^{-4}\), a batch size of 8, and a maximum of 200 epochs. In all experiments, we used the models achieving the lowest cross-validation loss value.

For the few-shot adaptation experiments, we fixed all network parameters except the embedding layer and trained for 50 epochs with a learning rate of \(10^{-4}\).

For retraining with the weakly supervised SEC loss, we fixed all parameters except for MixBlock (i.e., the part of the extraction NN not exposed to the auxiliary inputs). This scheme prevents the network from exploiting the embedding vectors to reduce the SEC loss artificially.

2) USS Model: We compared the TSE models with a USS system based on Conv-TasNet with three outputs. We used a similar network configuration for the separation system to that of SoundBeam and trained it using PIT.

To realize TSE, we chose from among the outputs of the separation the one output with the highest posterior probability for the target SE class. We computed the posteriors with the SEC model described below.

3) SEC Model: We used the publicly available pretrained audio neural network (PANN) model [6] for our experiments with SEC. We retrained the model for SEC on the SEC dataset following the publicly available recipe\(^3\). The base model consisted of the CNN14 network trained on the AudioSet dataset [57], where we replaced the output layer to classify the 61 SE classes of our experiments. We retrained the model for 10,000 iterations using the Adam optimizer [56], with a learning rate of \(10^{-4}\) and a batch size of 32.

\(^3\)https://github.com/qiuqiangkong/audioset_tagging_cnn
We measured the extraction performance for active SE classes in terms of scale-invariant signal-to-distortion ratio (SI-SDR) computed with the BSSEval toolkit [58] and reported the signal-to-distortion ratio improvement (SDRi) compared to the mixtures. The SDRi values were obtained by averaging the values for each SE in the mixtures of the test set for the single-target features. The SDRi values were obtained by averaging the values for each SE in the mixtures of the test set for the single-target features. The SDRi values were obtained by averaging the values for each SE in the mixtures of the test set for the single-target features.

C. Evaluation Metrics

We measured the extraction performance for active SE classes in terms of scale-invariant signal-to-distortion ratio (SI-SDR) computed with the BSSEval toolkit [58] and reported the signal-to-distortion ratio improvement (SDRi) compared to the mixtures. The SDRi values were obtained by averaging the values for each SE in the mixtures of the test set for the single-target extraction experiments. For the multi-task experiments, we extracted one combination of target SEs per mixture for a number of targets $J$ of 1, 2, and 3.

For inactive SE classes, we measured the attenuation relative to the mixture, $A^{\text{mix}}$, shown in (28) and relative to the minimum source, $A^{\text{re}}$, which is computed by replacing $y$ with the signal of the source having minimum power, $x^{\text{min}}$, in (28). The results show the average attenuation over inactive test samples (one randomly selected inactive SE class per mixture). Additionally, we evaluated the inactive class detection derived from the mixture attenuation ratio as explained in section V-B by plotting the receiver operating characteristic (ROC) curve (Recall vs. False positive rate) and measuring the area under the curve (AUC).

Finally, for the evaluation of real mixtures, we used the SEC model to predict the class labels after extraction and used the mean average precision (mAP) to measure the classification performance as it is widely used for AT [6]. mAP values were obtained by first computing the average precision (area under the recall-precision curve) per SE class and then taking the average over the classes. The mAP value serves as a proxy to measure the extraction performance when the target source signals are unavailable.

D. Results of Single-Target Experiments

We first compare the different TSE frameworks and a USS baseline on the single-target datasets. Table II shows the SDRi of the mixtures was -3.6 dB for both test sets.

| Model                        | No. classes (Training) | No. classes (Test) |
|------------------------------|------------------------|--------------------|
| USS (oracle selection)       | 41                     | 11.1               |
| USS (oracle selection)       | 61                     | 10.6               |
| USS (SEC-based selection)    | 41                     | 7.7                |
| USS (SEC-based selection)    | 61                     | 7.3                |
| Enrl                         | 41                     | 9.8                |
| Enrl                         | 61                     | 10.1               |
| Class                        | 41                     | 10.9               |
| Class                        | 61                     | 10.3               |
| SoundBeam (Enrl)             | 41                     | 9.9                |
| SoundBeam (Class)            | 61                     | 9.9                |
| SoundBeam (Class)            | 41                     | 11.9               |
| SoundBeam (Class)            | 61                     | 11.9               |
| SoundBeam-adapt (Class), $K=10$ | 41+20                 | 11.9               |
| SoundBeam-adapt (Class), $K=10$ | 41+20                 | 9.5                |

Bold font indicates the best performance, excluding oracle separation.

E. Results of Few-Shot Adaptation on New SE Classes

The results of Table II confirm the ability of enrollment-based approaches trained with the dataset of 41 SE classes (rows 5 and 9) to extract new classes from the test set with 61 SE classes. However, SDRi is lower by between 0.6 dB and 1.3 dB than when using the class label approaches trained with 61 SE classes (rows 8 and 12).

Row 13 of Table II shows the results obtained using SoundBeam with few-shot adaptation to the 20 new SE classes as described in section V-A. The SoundBeam-adapt model was first trained with the dataset with 41 SE classes and then adapted...
to the 20 new SE classes using adaptation data generated from
\( K = 10 \) enrollments from each new SE class. To simplify
the experiments, we performed adaptation simultaneously for 20
new SE classes. Since we only update the embedding matrix,
this is equivalent to performing adaptation separately for each
new SE class.

With the few-shot adaptation scheme, we can directly op-
timize the embedding vectors for the new SE classes while
preserving performance on the seen SE classes. Interestingly,
the SoundBeam-adapt model performs slightly better than Sound-
Beam trained on 61 classes from scratch. These results confirm
the effectiveness of the proposed adaptation scheme even if it
uses fewer samples to learn the new classes (i.e., on average, 47
samples when training from scratch compared with 10 for the
few-shot adaptation).

Fig. 3 plots the SDRi for the different target SE classes for
the SoundBeam model with adaptation (row 13 of Table II) and
without adaptation (row 12 of Table II). The first 41 classes are
those in the 41 SE class dataset. “SoundBeam(Class) 61 classes”
was trained on the dataset with 61 SE classes from scratch. For
the first 41 classes, the adapted model behaves identically to the
model trained on the 41-class dataset (row 11 of Table II) since
adaptation does not modify the embedding matrix for the seen
SE classes.

We observe that, overall, “SoundBeam-Adapt” provides com-
parative performance to the “SoundBeam(Class) 61 classes”
model for the last 20 SE classes. However, it performs slightly
better for most of the first 41 SE classes, which translates to better
average performance as seen in Table II. Note, this behavior may
change depending on the data used and especially the type of
SE classes and the amount of training samples from each class.

Finally, we investigated the impact of the number of en-
rollment audio samples on the adaptation performance. Fig. 4
shows the SDR improvement for the extraction of the new SE
classes as a function of the number of enrollment samples,
\( K \), for the enrollment-based TSE model (“Enrl”), SoundBeam
(“SoundBeam (Enrl)”), and SoundBeam with adaptation

TABLE III
RESULTS FOR INACTIVE CLASS EXTRACTION EXPERIMENT FOR TSE MODELS TRAINED WITH DATASETS HAVING 61 SE CLASSES

| Model       | IS | 41 test classes | 61 test classes |
|-------------|----|-----------------|-----------------|
|             | A^mix | A^src | AUC ↑ | SDRi ↑ | A^mix | A^src | AUC ↑ | SDRi ↑ |
| Enrl        | -10.1 | -0.2 | 0.62 | 10.1 | -10.3 | -0.5 | 0.60 | 7.9  |
|             | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Class       | -17.6 | -7.3 | 0.77 | 10.3 | -18.2 | -8.4 | 0.75 | 8.3  |
|             | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| SoundBeam   | -11.1 | -1.1 | 0.65 | 9.9  | -11.1 | -1.3 | 0.62 | 7.6  |
| (Enrl)      | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| SoundBeam   | -16.0 | -6.1 | 0.74 | 11.1 | -16.9 | -7.1 | 0.72 | 9.2  |
| (Class)     | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Fig. 5. ROC curves for inactive event detection using different TSE models. Results are shown for the test set with 41 classes.

F. Results for Inactive SE Classes

The next experiment investigates TSE of inactive SE classes as discussed in Section V-B. Table III compares the different TSE models trained with and without IS on the dataset with 61 SE classes and tested on the evaluation data with 41 and 61 SE classes. In this experiment, for each mixture in the test sets, we randomly chose one inactive SE class and computed the attenuation and AUC for that class. We report the averaged results in the table. A^mix and A^src are the attenuation with respect to the mixture and the lowest source. In the table, ↓ indicates that the lower the attenuation, the better the model outputs zero signals for inactive classes. The AUC measures the performance of inactive SE class detection using a simple classifier that considers a source inactive when A^mix is lower than a threshold. ↑ indicates that the higher the AUC, the better the model can detect inactive classes. Fig. 5 shows the ROC curves that were used to compute the AUC. Finally, we also report, in Table III, the SDRi for the extraction of the active SE classes in the mixture.

The results of Table III confirm that models trained without IS cannot detect inactive SE classes well and thus cannot output zero signals. In particular, the enrollment-based models perform extraction based on the similarities of the enrollments and sounds in the mixture. Consequently, if not explicitly taught to output zero signals for inactive sources, they tend to pick up the closest sounds in the mixture leading to a A^src value of around 0 dB. When using IS, which adds 10 % of inactive SE classes to the training data as discussed in Section V-B, all models detect inactive SE classes better with A^src values below -20 dB and AUC values above 0.75 in all cases.

Overall, the class label and SoundBeam models with IS can identify inactive SE classes well. Note that detecting inactive classes comes at the expense of lower extraction performance for the active SE classes, especially for the test set with 61 SE classes. As discussed previously, the 61 SE class test set contains classes that are more challenging to identify, and thus the model trained with IS tends to more often consider an active class as inactive. In future works, we will consider approaches to mitigate this issue by training better models for the 61 SE classes using, for example, training data augmentation for the challenging SE classes, as well as better tuning the amount of IS during training. Besides, some works dealing with target speech extraction [59], [60] have recently proposed to address the inactive speaker case by using a speaker verification module to confirm that the extracted signal was really from the target speaker and otherwise considering the target as inactive. In future works, we will explore similar verification-based ideas for the TSE problem.

G. Results of Multi-Target Experiments

We tested the different models for the simultaneous extraction of multiple target SE classes as discussed in Section V-C. It is also possible to extract multiple-target SE classes using an iterative scheme, which extracts each class at a time. We showed in an earlier work [2] that both schemes achieved comparable performance, but the iterative scheme is more computationally expensive. Therefore, we omit here the results with the iterative scheme.

Table IV compares the SDR values for various numbers of sources in the mixtures (M from 3 to 5) and targets (J from 1 to 3) for the multi-target dataset described in Section VI-A2. The top three rows indicate the SDR of the mixtures, which, as expected, increases with the number of target SE classes. In the
TABLE IV
SDR [dB] FOR MULTI-TARGET EXTRACTION

| Model               | No. of targets | No. of sources in mixture M |
|---------------------|----------------|----------------------------|
|                     | 3              | 4                           |
|                     | 5              |                             |
| Mixture             | 1              | -3.6                        |
|                     | 2              | -6.6                        |
|                     | 3              | -9.6                        |
| Earl                | 1              | 3.2 (6.8)                   |
|                     | 2              | 2.9 (2.5)                   |
|                     | 3              | 2.1 (1.9)                   |
| Class               | 1              | 4.4 (8.0)                   |
|                     | 2              | 8.3 (4.3)                   |
|                     | 3              | 17.2 (-3.7)                 |
| SoundBeam (Earl)    | 1              | 2.9 (6.5)                   |
|                     | 2              | 7.8 (3.0)                   |
|                     | 3              | 21.6 (0.6)                  |
| SoundBeam (Class)   | 1              | 4.9 (8.5)                   |
|                     | 2              | 8.8 (4.8)                   |
|                     | 3              | 18.2 (-2.8)                 |

Numbers in parentheses show the SDRi compared to the mixture.

extreme case of extracting sounds from three SE classes, $J = 3$, in mixtures of three SE sounds, $M = 3$, the mixture and the reference, $x^s$, differ only by the presence of background noise, and thus the SDR of the mixture attains 21 dB. It is thus naturally more challenging to improve SDR for multi-target extraction.

The results of Table IV confirm that simultaneous multi-target extraction is possible. Here again, SoundBeam outperforms the enrollment- or class label-based models.

Interestingly, we also observe that the extraction performance is not greatly affected by the number of sources in the mixture, i.e., we achieved similar SDRi values for the mixtures of 3 to 5 sources. This result confirms that TSE can operate independently of the number of sources in the mixture. Note that in our previous work [2], we also confirmed that TSE was possible when the number of sources in the mixtures was not encountered during training.

H. Investigations With Real Mixtures

Finally, we perform preliminary experiments to explore the challenge of TSE when using real mixtures as discussed in Section V-D.

1) Measuring Performance With SEC: For real recordings, we do not have access to the isolated target SE signals, $x^s$. It is thus not possible to compute SDR values. Therefore, to evaluate the performance on real recordings, we propose measuring the classification performance of SEC applied to the extracted signals. A similar approach was recently proposed for evaluating speech separation performance [61].

First, we evaluate how well we can measure TSE performance with SEC by comparing SDRi and mAP on simulated mixtures. Table V shows the SDRi and mAP obtained by classifying the output of TSE for the simulated single-target dataset. We should compare the mAP values with those obtained by classifying the mixture directly. When scoring the mixture against the target SE class (i.e., considering one target class as the reference), we obtain a mAP(tgt) score of 0.13. When scoring the mixture against all active SE classes in the mixture (i.e., considering all active classes as the references), we obtain a mAP(all) score of 0.39. Here, we only report mAP(tgt) when applying SEC after extraction.

We observe that the mAP values increase greatly after TSE, achieving values over 0.45 for most models. Fig. 6 plots the mAP values as a function of the SDRi for the different systems of Table V. Although the number of systems is limited, the results suggest a relationship between SDRi and mAP values. This result justifies our use of mAP to evaluate extraction performance on real mixtures when it is impossible to compute the SDR values.

2) Extraction Results With Real Mixtures: Table VI shows the mAP values on the real mixtures for the SoundBeam model trained with the single-target dataset with 61 SE classes. The mAP increases from 0.25 to 0.47, which indicates that SEC performance improved after extraction, suggesting that SoundBeam could extract the target.

There is a mismatch between the recording conditions of the real mixtures and the simulated training data. We experimented with retraining the model on training data consisting of real mixtures, using the weakly supervised SEC loss described in Section V-D. The last row of Table VI shows the results after retraining, which improved mAP by 2 points. This difference...
is significant according to a Student’s paired t-test [62] for a $p$-value of 0.059.

We should emphasize that these results are only suggestive and should be considered with precaution because good SEC does not always mean good extraction. For example, if only a portion of the sound of the target SE class is extracted, the mAP can be high, although the extraction would be imperfect.

Although they provide a likely imperfect evaluation, the results of Table VI combined with informal listening\(^4\) indicate that SoundBeam can perform TSE on real mixtures. However, they also imply that future work is required to improve extraction performance and measure performance more accurately.

VII. CONCLUSION

In this paper, we introduced a TSE framework, SoundBeam, and performed extensive experiments comparing it to enrollment-based and class label-based schemes. We showed that the SoundBeam model combined the strengths of both enrollment- and class label-based schemes, which translated to better overall performance in various conditions, including inactive classes, new classes, and multi-target extraction. Furthermore, it offers the possibility of learning how to extract SE classes with few-shot adaptation. We also discussed the applicability of SoundBeam to processing recordings of real sound mixtures. Sound samples of the proposed SoundBeam are available on our demo webpage\(^4\).

These experiments show the potential of TSE to tackle practical applications. However, there are many remaining issues. First, we focused on offline processing using computationally intensive network configurations, but many applications of TSE would require online processing with limited computational resources. The ideas presented could also be applied to a causal implementation of the models [24] or more efficient models [31], but more investigations would be required. Second, although we demonstrated promising initial results on real recordings, further research is still needed to improve extraction performance. For example, future works could include designing simulated training data that approximate better mixing conditions of real mixtures, exploiting larger datasets for semi-supervised retraining, or combining mixtures-of-mixtures and SEC-based training/adaptation strategies. Finally, we would like to extend our investigations to an even larger number of SE classes using larger datasets such as AudioSet [57].
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