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ABSTRACT
Random non-linear Fourier features have recently shown remarkable performance in a wide-range of regression and classification applications. Motivated by this success, this article focuses on a sparse non-linear Fourier feature (NFF) model. We provide a characterization of the sufficient number of data points that guarantee perfect recovery of the unknown parameters with high-probability. In particular, we show how the sufficient number of data points depends on the kernel matrix associated with the probability distribution function of the input data. We compare our results with the recoverability bounds for the bounded orthonormal systems and provide examples that illustrate sparse recovery under the NFF model.

Index Terms— Random Fourier features, kernels, sparsity, compressive sensing.

1. INTRODUCTION
In the canonical statistical learning problem, we have access to \((x_i, y_i)\) pairs where we have statistically independent and identically distributed (i.i.d) \(x_i\) and the corresponding \(y_i, i = 1, \ldots, M\). Here, \(x_i\) denotes the known input, and \(y_i\) denotes the associated responses/labels. The standard aim of the learning problem is to construct a function \(f(x)\) to predict the relevant response \(y\) given a previously unobserved input \(x\).

In this article, we consider the above learning problem when the data pairs \((x_i, y_i)\) come from a sparse non-linear Fourier feature (NFF) model. NFFs have been proposed by [1] to provide efficient approximations of the kernel methods. Algorithms that utilize NFFs have shown remarkable performance in regression and classification applications in a wide range of real-world data scenarios including MNIST image data, census data, network intrusion detection and human activity recognition [1–3]. The success of NFFs in these applications suggests that the random NFF model provides a suitable model for real-world data.

Motivated by this success, we investigate the conditions that lead to perfect recovery of unknown parameters when the data comes from a sparse NFF model. In our main result, we provide a characterization of the sufficient number of data points that guarantee perfect recovery of the unknown parameters with high-probability. In particular, we show how the sufficient number of data points depend on the kernel matrix associated with the probability distribution function of the input data.

Overview of the related work and the contributions: Performance of NFFs have been investigated in a number of recent works. Guarantees for kernel approximation [1] and statistical guarantees for kernel ridge regression [2, 4, 5] have been provided. Connections between the NFFs and Gaussian processes have been explored [6]. Spectral properties of general random nonlinear transformations have been investigated [7]. Behaviour of the NFF-based solutions under norm constraints has been the attention of a number of recent works [3, 8]. Here, we contribute to this last line of work by considering methods that directly minimize the \(l_1\)-norm of the unknown parameters and by providing sufficient conditions for recovery with high probability. We also compare our results with the performance guarantees for the bounded orthonormal systems [9, 10] and provide examples that illustrate sparse recovery under the NFF model.

Notation: We denote a column vector of size \(N \times 1\) with \(a = [a_1; \ldots; a_N] \in \mathbb{C}^{N \times 1}\) where semi-colon is used to separate the rows. Complex conjugate transpose, the transpose, and the pseudo-inverse of a matrix \(A\) is denoted by \(A^\dagger\), \(A^T\) and \(A^\dagger\), respectively. Spectral norm of a matrix is denoted by \(||A||\). The \(l^{th}\) row, \(k^{th}\) column element of a matrix \(A\) is denoted by \(A_{lk}\). The \(N \times N\) identity matrix is denoted by \(I_N\). The largest and the smallest eigenvalues are denoted by \(\lambda_{\text{max}}(A)\) and \(\lambda_{\text{min}}(A)\), respectively.

2. SIGNAL MODEL AND PROBLEM STATEMENT
Consider the statistical learning problem described in Section 1. We assume that the data comes from a non-linear Fourier features model. In particular, let \(\Omega = \{\omega_1, \ldots, \omega_N\}\) denote the set of frequencies where \(\omega_k \in \mathbb{R}^{d \times 1}\) is the \(d\)-dimensional frequency variable. The relationship between the input \(x \in \mathbb{R}^{d \times 1}\) and the output \(y \in \mathbb{R}\) is given as

\[
y = f_\theta(x) = \sum_{k=1}^{N} \theta_k e^{-j\omega_k^T x}, \quad (1)
\]

where \(\phi(x, \omega_k) = \frac{1}{\sqrt{N}} e^{-j\omega_k^T x}, j = \sqrt{-1}\) denotes the Fourier features. Here, \(\theta = [\theta_1; \ldots; \theta_N] \in \mathbb{C}^{N \times 1}\) denotes the true model parameters and \(f_\theta(.)\) denotes the associated true data.
model function. We assume that \( \tilde{\theta} \) is \( D \)-sparse, i.e. at most \( D \) of \( \tilde{\theta}_i \)'s are possibly non-zero.

We have access to \( M \) input-output pairs \((x_i, y_i)\) with

\[
y_i = f_{\tilde{\theta}}(x_i), \quad i = 1, \ldots, M, \tag{2}
\]

where \( x_i \)'s are i.i.d. with \( x \sim p(x) \). We would like to recover the unknown model parameters \( \theta \) using this data. To approximate \( f_{\tilde{\theta}}(x) \), we use \( f_{\theta}(x) \) defined as follows

\[
f_{\theta}(x) = \sum_{k=1}^{N} \theta_k \phi(x, \omega_k), \tag{3}
\]

where \( \theta = [\theta_1; \ldots; \theta_N] \in \mathbb{C}^{N \times 1} \) denotes the coefficients that we optimize over to fit the data.

To find \( \theta \), we focus on the following basis pursuit formulation

\[
\min_{\theta \in \mathbb{C}^{N \times 1}} \|\theta\|_1 \quad \text{s.t.} \quad f_{\theta}(x_i) = y_i, \quad i = 1, \ldots, M. \tag{4a}
\]

Note that in (4b), \( f_{\theta}(x_i) = y_i \) denotes the observations/data and \( f_{\theta}(x_i) = \sum_{k=1}^{N} \theta_k \phi(x_i, \omega_k) \) denotes the fitted model whose coefficients we optimize over.

The observations \( y = [y_1; \ldots; y_M] \in \mathbb{C}^{M \times 1} \) can be expressed as \( y = Z\tilde{\theta} \), where the elements of \( Z \in \mathbb{C}^{M \times N} \) are given by \( Z_{i,k} = \frac{1}{\sqrt{N}} e^{-j\pi\omega_k^T\omega_i} \). Hence, the basis pursuit formulation in (4) can be equivalently expressed in terms of \( Z \) as follows:

\[
\min_{\theta \in \mathbb{C}^{N \times 1}} \|\theta\|_1 \quad \text{s.t.} \quad Z\tilde{\theta} = Z\theta. \tag{5a}
\]

Here \( Z\tilde{\theta} \) denotes the observations \((f_{\theta}(x_i), i = 1, \ldots, M)\) and \( Z\theta \) denotes the model whose coefficients we optimize over \((f_{\theta}(x_i), i = 1, \ldots, M)\).

We provide our main result, i.e. statistical performance guarantees for this basis pursuit formulation, in Thm. 3.1. Besides basis pursuit, our analysis also holds for other popular sparsity inducing algorithms, see Remark 3.2.

### 3. PERFORMANCE GUARANTEES

#### 3.1. Preliminaries: Fourier Features and Kernel Matrices

Using Bochner’s theorem [1], we consider the real-valued shift-invariant kernel \( k(\omega, \tilde{\omega}) \) on \( \mathbb{R}^d \times \mathbb{R}^d \) associated with the symmetric probability distribution \( p(x) \) as follows

\[
k(\omega, \tilde{\omega}) = \int_{\mathbb{R}^d} p(x)e^{-j\pi^T(\omega - \tilde{\omega})}dx. \tag{6}
\]

Let us denote the shift-invariant kernel \( k(\omega, \tilde{\omega}) \) with \( k(\omega, \tilde{\omega}) = k(\omega - \tilde{\omega}) = k(\Delta \omega) \) where \( \Delta \omega = \omega - \tilde{\omega} \). Hence, (6) states that \( k(\Delta \omega) \) is the Fourier transform of \( p(x) \), and equivalently \( k(\Delta \omega) \) is the characteristic function of \( x \). For instance, for \( x \) Gaussian with \( x \sim N(0, \sigma^2 I_d) \), we have

\[
k(\omega, \tilde{\omega}) = e^{-\frac{\sigma^2}{2}\|\omega - \tilde{\omega}\|_2^2}, \tag{7}
\]

that is, the squared exponential (i.e. Gaussian) kernel \( [1] \). Similarly, exponential kernel and the Cauchy kernel can be constructed from Cauchy distribution and the Laplace distribution, respectively \([1]\). Here, (6) always specifices a normalized kernel, i.e. \( k(\omega, \omega) = k(0) = 1 \), since with \( \omega = \tilde{\omega} \), (6) becomes the integral over the probability distribution \( p(x) \) over \( \mathbb{R}^d \).

We note that (6) can be expressed as

\[
k(\omega, \tilde{\omega}) = E[e^{-j\pi^T(\omega - \tilde{\omega})}]. \tag{8}
\]

Here the expectation is over random data \( x \). Note that our point of view is different from \([1]\) where expectation over randomly chosen \( \omega \)'s is used to provide approximations of the kernel for a given set of data.

The kernel matrix associated with \( \Omega \), i.e. \( K \in \mathbb{R}^{N \times N} \) has the elements

\[
K_{ij} = k(\omega_i - \omega_j) = E[e^{-j\pi^T(\omega_i - \omega_j)}]. \tag{9}
\]

Note that \( K \succeq 0 \). In the below, we assume that \( \Omega \) has distinct frequencies \((\omega_1 = \omega_i \leftrightarrow i = l) \) and \( K \succ 0 \). Note that we have \( K_{ij} \leq 1, \forall i, j \), where the on-diagonal elements are given by \( K_{ii} = k(\omega_i, \omega_i) = 1 \). Let \( k_{\text{max}} \) be the largest off-diagonal element in absolute value, i.e. \( k_{\text{max}} = \max_{i \neq j} |K_{ij}| \). We denote the condition number of \( K \) with

\[
\beta \triangleq \frac{\lambda_{\text{max}}(K)}{\lambda_{\text{min}}(K)}. \tag{10}
\]

#### 3.2. Main Result: Recovery with High Probability

We now present some notation for our main result. The set of indices for which \( \theta_i \) is possibly non-zero is denoted by \( D \). The corresponding frequency subset is denoted by \( \Omega_D, \Omega_D \subseteq \Omega \). We denote the vector with \( D \) elements which only consists of the coefficients whose indices are in \( D \) with \( \tilde{\theta}_D \). Let \( \text{sgn}(\tilde{\theta}) \) denote the vector of signs of the elements \( \theta_i \), where the sign is defined as \( \theta_i/|\theta_i| \) if \( \tilde{\theta}_i \neq 0 \), and as 0 otherwise.

Our main result is the following:

**Theorem 3.1.** Assume that we have access to i.i.d. \( x_i \) data with \( x_i \sim p(x) \) and the corresponding responses \( y_i, i = 1, \ldots, M \) from the model (1). Given \( \Omega \) with distinct frequencies, let \( K \succeq 0 \) with \( K_{ij} = k(\omega_i, \omega_j) \) be the associated kernel matrix. Let \( 2D \leq N \). Let \( \tilde{\theta} \in \mathbb{C}^{N \times 1} \) denote the \( D \)-sparse vector of unknown coefficients in (1) with such that \( \text{sgn}(\tilde{\theta}_D) \) forms a Rademacher or Steinhaus sequence. Let the number of data points \( M \) satisfy \( M \geq M_k \) where

\[
M_k \triangleq C \times D \times \ln(3N/\delta), \tag{11}
\]
\[ C = C_q \times C_\beta \], \[ C_q = \left( \frac{1+q\sqrt{\lambda_{\min}(K)\gamma}}{\frac{1}{q^2}Dk_{\max}} \right)^2, \] \[ C_\beta = 2(\beta + \frac{2}{3})\sqrt{\lambda_{\min}(K)}, \] \[ C_\eta = \frac{1}{\sqrt{28/3C_\beta}}, \] \[ q = \frac{1}{\sqrt{2}}. \]

We now compare the following limiting case for the NFF setting with the DFT scenario:

**Remark 3.1.** Consider the true risk, i.e. \( \mathbb{E}[l(f_\theta(x), y)] \) where \( l(f_\theta(x), y) \) is a cost function, such as the quadratic cost \( (f_\theta(x) - y)^2 \). Thm 3.1 shows that (under the given conditions), true risk is zero with high probability since the true coefficient vector \( \theta \) can be recovered perfectly.

**Remark 3.2.** By [9, Prop. 3.2], Thm 3.1 guarantees that there exist appropriate parameters for the other popular compressive sensing algorithms (basis pursuit denoising, quadratically constrained denoising and least absolute shrinkage and selection operator (LASSO)) so that the true coefficient vector \( \theta \) is recovered with probability \( 1-\delta \).

**Remark 3.3.** In general, \( K \) is different from the identity matrix. This distinguishes the scenario here from the case of bounded orthonormal systems [9, Ch.12]. Nevertheless, \( M_k \) depends on how close \( K \) is to the identity matrix through the condition number \( \beta \), the minimum eigenvalue \( \lambda_{\min}(K) \) and the magnitude of the off-diagonal elements \( k_{\max} \).

### 3.3. Comparison with the Recovery Guarantees under Randomly Sampled DFT

We now compare the condition on the number of data points in Thm. 3.1 with the recovery results for the bounded orthonormal systems. In particular, we consider the case of the DFT with \( d = 1 \). Let \( F \in \mathbb{C}^{N \times N} \) be the DFT matrix, i.e.

\[ F_{tk} = \frac{1}{\sqrt{N}} e^{-j \frac{2\pi}{N}(t-1)(k-1)} \quad 1 \leq t, k \leq N. \]  

The observations are given by [9, Ch.12], [10]

\[ y_f = H F \theta, \]  

where \( H \in \mathbb{R}^{M \times N} \) is a random sampling matrix, i.e. a rectangular diagonal matrix. We have \( H_{li} = 1 \) if and only if the \( i^{th} \) component of \( F \theta \in \mathbb{C}^{N \times 1} \) is measured in the \( l^{th} \) measurement. Hence, the problem is to reconstruct the vector \( \theta \) from \( y_f \).

The proof is presented in Section 6. The constant \( C \) only depends on the properties of the whole frequency set \( \Omega \) but not on the unknown subset \( \mathcal{D} \). Hence, the conditions of the theorem can be evaluated using only \( K \). Note that \( K \) depends on \( p(x) \) but not on the realizations of \( x \).

In Thm. 3.1, a crucial point is how large \( C \) is. In Section 3.3, we investigate this point by comparing \( M_k \) with the results for the well-established bounded orthonormal system scenario, in particular with the Discrete Fourier transform (DFT) case [9, Ch.12], [10, Thm. 1.1].

**Example 3.1.** Consider the Gaussian kernel in (7). Let \( N = 10^4, \sigma^2 = 1, \delta = 0.1 \). For \( M_k \), we randomly generate \( \Omega \) and keep it fixed during the experiment. We present \( M_k/M_f \) versus \( d \) curves in Fig. 1. For a more fair comparison, we also re-evaluate the analysis of \( M_f \) on [9, pg.388] which yields to a smaller \( M_f \). Since the DFT case is a well-known scenario with good recoverability properties, \( M_k/M_f \approx 1 \) suggests that (5b) provides a suitable data acquisition model for sparse recovery. In contrast, large \( M_k/M_f \) ratios indicate that higher number of measurements compared to the DFT case are needed with NFFs. In Fig. 1, we observe that as \( d \) increases, \( M_k \) gets closer to \( M_f \). For \( d \geq 80 \), we have \( M_k \approx M_f \). This behaviour with increasing \( d \) is consistent with the fact that as \( d \) increases, \( K \) becomes closer to \( I_N \) (for fixed \( \sigma^2 \)), see also Example 3.2. We note that typical values of \( d \) can be quite high, for instance applications using the popular benchmark case of image classification on MNIST database typically uses \( d = 784 \), e.g. [3].

We now compare the following limiting case for the NFF setting with the DFT scenario:

\[ M_f = C' \times D \times \ln^2(6N/\delta), \]  

i.e. from \( M \) randomly selected entries of its discrete Fourier transform \( F \theta \). Note that the DFT is one of the unitary transforms that has the smallest coherence, and hence yields the most favorable sufficient conditions for recoverability among the discrete unitary transforms [9, Ch.12], [10], [54x299].

The scenario in (13) can be also interpreted as a special case of a discrete counterpart of the NFF scenario in (1) where \( d = 1, p(x) \) is defined over \( 1, \ldots, N \) instead of over \( \mathbb{R} \), and \( \omega_i \) are equally spaced over \( 2\pi \).

Using basis pursuit, \( \theta \) can be recovered from \( y \) with probability at least \( 1-\delta \) if \( M \) satisfies \( M \geq M_f \) where

\[ M_f = C' \times D \times \ln^2(6N/\delta), \]  

and \( C' \leq 35 \) [9, Thm. 12.11]. The next example compares \( M_k \) with \( M_f \).

**Example 3.1.** Consider the Gaussian kernel in (7). Let \( N = 10^4, \sigma^2 = 1, \delta = 0.1 \). For \( M_k \), we randomly generate \( \Omega \) and keep it fixed during the experiment. We present \( M_k/M_f \) versus \( d \) curves in Fig. 1. For a more fair comparison, we also re-evaluate the analysis of \( M_f \) on [9, pg.388] which yields to a smaller \( M_f \). Since the DFT case is a well-known scenario with good recoverability properties, \( M_k/M_f \approx 1 \) suggests that (5b) provides a suitable data acquisition model for sparse recovery. In contrast, large \( M_k/M_f \) ratios indicate that higher number of measurements compared to the DFT case are needed with NFFs. In Fig. 1, we observe that as \( d \) increases, \( M_k \) gets closer to \( M_f \). For \( d \geq 80 \), we have \( M_k \approx M_f \). This behaviour with increasing \( d \) is consistent with the fact that as \( d \) increases, \( K \) becomes closer to \( I_N \) (for fixed \( \sigma^2 \)), see also Example 3.2. We note that typical values of \( d \) can be quite high, for instance applications using the popular benchmark case of image classification on MNIST database typically uses \( d = 784 \), e.g. [3].

We now compare the following limiting case for the NFF setting with the DFT scenario:
Example 3.2. Let $x$ be Gaussian with $x \sim N(0, \sigma^2 I_d)$, and hence we have the kernel in (7). Let $\Omega$ consist of distinct frequencies. Consider the case with $\sigma^2 \to \infty$, which yields to $K_{ij} = k(\omega_i, \omega_j) \approx 0$ for $i \neq j$. Hence, the kernel matrix becomes $K \approx K = I_N$. Using $K$ instead of $K$ in Thm 3.1, we obtain the sufficient number of data points in (11) as

$$M_{th}^g \approx C_g \times D \times \ln(3N/\delta),$$

where $C_g = \frac{10}{3} \times (1 + \frac{2}{\sqrt{D}} \sqrt{2 \ln(6N/\delta)})^2$. By straightforward algebraic manipulations, it can be shown that the condition $M \geq M_{th}^g$ is implied by

$$M \geq C_g' \times D \times \ln^2(6N/\delta),$$

where $C_g' \leq 30$. This condition is the same with the condition for recovery from partial Fourier measurements in (14) [9, Thm. 12.11]. (The slightly tighter constant $C_g'$ in (16) is only due to the method of trivial algebraic manipulations, the same constant can be derived also for (14)). Hence, as $\sigma^2 \to \infty$ (and hence as $K \to I_N$), the behaviour of the model with NFFs becomes close to a partial Fourier measurement system in (13), and the sufficient number of measurements given in Thm 3.1 becomes the same with the sufficient number measurements for recovery from partial Fourier measurements.

4. NUMERICAL RESULTS

We now illustrate recovery of $\theta$ using (4) under the NFF model. Let $x$ be Gaussian i.i.d. with $x \sim N(0, \sigma^2 I_d)$. Hence, we consider the Gaussian kernel in (7). Let $N = 500$, $\sigma^2 = 1$. We randomly generate $\Omega$ as i.i.d. multi-variate zero-mean Gaussian with uncorrelated components with variance 1 and keep it fixed during the experiment. The $D$ non-zero elements of $\theta$ are generated i.i.d. from the uniform distribution $U[0,1]$. The $D$ locations of the possibly non-zero elements of $\theta$ are chosen randomly. The square-error is calculated as $\sum_{i=1}^{N} (\theta_i - \hat{\theta}_i)^2$. At each simulation, a new set of data $(x_i, y_i)$, $i = 1, \ldots, M$ is formed and (4) is solved [11, 12]. We perform 50 Monte Carlo simulations and report the averages, i.e., the mean square-error (MSE).

In Fig. 2, we present the plots for $d = 20$. When the number of data points is $M = 100$, the MSE starts to increase after $D \approx 60$, indicating more measurements are needed for perfect recovery. On the other hand, with $M = 200$, low values of MSE are obtained for all $D$ values on the plot including the case with $D = 120$, where the level of sparsity is low, i.e. the data has relatively high degrees of freedom.

5. CONCLUSIONS

Under a sparse non-linear Fourier features model, we have presented bounds on the sufficient number of data points for recovery of the unknown coefficients with high probability. We have compared our bounds with the well-established case of bounded orthonormal systems. We have illustrated how the gap between the number of sufficient data points for the NFF scenario and the DFT scenario depends on the signal model parameters.

6. APPENDIX

We now provide an overview of the proof. Further details, including the proofs of Thm. 6.1 and Thm. 6.2, are provided in [13].

We denote the $k$th column of $Z$ with $z_k$. Let us index the frequencies in the set $\Omega_D$ using a square-bracket, i.e. $\omega_{[k]}$ denotes the $k$th frequency in the set $\Omega_D$. Define a new matrix $Z_D \in \mathbb{C}^{M \times D}$ with the $i$th row, $k$th column element $Z_{D,i,k} = \frac{1}{\sqrt{N}} e^{-j\pi i \omega_{[k]}}$. Hence, $Z_D$ is a sub-matrix of $Z$ formed by only taking the columns corresponding to the frequencies in $\Omega_D$. We denote the complement of $D$ with $D^c = N - D$, where $N = \{1, \ldots, N\}$.

**Theorem 6.1.** The minimum eigenvalue of $Z_D^H Z_D$ satisfies

$$\lambda_{\min}(Z_D^H Z_D) \geq \frac{M}{N} (\lambda_{\min}(K) - t_1),$$

with probability at least $1 - \epsilon_1$, where $t_1 \in (0, \lambda_{\min}(K))$ and $\epsilon_1 = 2D \exp(-\frac{C_{\delta} N}{2D \lambda_{\min}(K)(\delta + 2/3)})$.

**Theorem 6.2.** Assume that $\lambda_{\min}(Z_D^H Z_D) \geq \frac{M}{N} (\lambda_{\min}(K) - t_1)$ for some $t_1 \in (0, \lambda_{\min}(K))$. Then, we have

$$||Z_D z||_2 \leq \sqrt{D} \left( \frac{t_P + k_{\max}}{\lambda_{\min}(K) - t_1} \right) \cdot \delta \lambda_{min}(K), \quad \forall \ell \in D^c,$$

with probability at least $1 - \epsilon_P$, where $\epsilon_P = N^{2}\exp(-\frac{t_P^2 M}{14/3})$, $t_P \in (0, 2)$.

We now choose $\epsilon_1 = \delta/3$, $\epsilon_P = \delta/3$. Using Thm. 6.1, Thm. 6.2, [9, Prop. 12.15] and re-arranging gives Thm. 3.1. Please see [13] for the proofs of Thm. 6.1, Thm. 6.2 and the details of these last steps.
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