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Abstract

The aim of this paper is to discuss the estimation and prediction problems for the Burr type-III distribution under progressive type-II hybrid censored data. We obtained maximum likelihood estimators (MLEs) of unknown parameters using stochastic expectation maximization (SEM) algorithms, and the asymptotic variance–covariance matrix of the MLEs under SEM framework is obtained by Fisher’s information matrix. We provide various Bayes estimators for unknown parameters using Lindley’s approximation method and importance sampling technique from square error, entropy, and linex loss functions. Finally, we analyze a real data set and generate a simulation study to compare the performance of various proposed estimators and predictors under different situations.
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Introduction

In many lifetime and reliability studies, the experimenter may not always obtain complete information on failure times for all experimental units. The experimenters remove some unit from the experiment, or in some cases, it may happen that some units are unintentionally lost from the experiment. So, the censored data obtained from such experiments and censoring occur commonly. Type-I censoring and type-II censoring are the most common censoring schemes [33]. One important characteristic of these two censoring schemes is that they do not allow for units to be removed from the test at any point other than the final termination point. The mixture of type-I and type-II censoring schemes is known as the hybrid censoring scheme which was firstly introduced by Epstein [16], and it becomes quite popular in reliability and life testing experiments. A lot of work has been done on hybrid censoring and many different variations in it (see [6, 11, 14, 21, 22]). For example, Fairbanks et al. [17] introduced the type-I hybrid censoring (HCS) and considered the special case when the lifetime distribution is exponential. The main disadvantage of type-I HCS is that most of the inferential results need to be developed in this case under the condition that the number of observed failures is at least one; moreover, there may be very few failures occurring up to the pre-fixed time, which results in low efficiency of the estimator(s) of the model parameter(s). For this reason, Childs et al. [11] introduced an alternative hybrid censoring scheme that would terminate the experiment at the random time $T^* = \max\{X_{m:n}, m, T\}$. This hybrid censoring scheme is called type-II hybrid censoring scheme (type-II HCS), and it has the advantage of guaranteeing at least $m$ failures to be observed by the end of the experiment. If $m$ failures occur before time $T$, then the experiment would continue up to time $T$ which may end up yielding possibly more than $m$ failures in the data. On the other hand, if the $m$th failure does not occur before time $T$, then the experiment would continue until the time when the $m$th failure occurs in which case we would observe exactly $m$ failures in the data. Hybrid censoring schemes have been introduced in the context of progressive censoring as well. Kundu and...
In this paper, we consider the estimation and prediction of unknown parameters of Burr type-III distribution under progressive hybrid type-II censoring scheme. At the time of the first failure, \( X_{1;m:n} \), \( R_1 \) of the \( n \) surviving units are randomly withdrawn from the life test, then at the time of the second failure \( X_{2;m:n} \), \( R_2 \) of then \( n-R_1-R_2 \), surviving units are withdrawn, and so on, and finally at the time of \( m \)-the failure \( X_{m;m:n} \), \( R_m \) of then \( n-R_1-R_2-\cdots-R_{m-1} \), surviving units are withdrawn from the life test. Since \( R_1 ' \)'s are pre-fixed, let us denote these failure times \( X_1 ; m ; n \leq X_2 ; m ; n \leq \cdots \leq X_m ; m ; n \), though these distributions depend on \( R_1 ' \)'s. The type-II PHCS involves the termination of the life test at time \( T^* = \max \{X_{m;m;n}, T\} \), and hence denote the number of failures that occur before time \( T \), and \( d \) shows the observed value of \( d \). Then, if \( X_{m;n} > T \), the experiment would terminate at the \( m \)-th failure, with the withdrawal of all the remaining \( R_m \) units after the \( m \)-th failure, the experiment would continue to observe failures without any further withdrawals up to time \( T \). Thus, in this case, we have \( R_m = R_{m+1} = \cdots = R_n = 0 \), and the resulting failure times are indicated by \( X_1 ; m ; n, X_2 ; m ; n, \ldots, X_{m;m;n}, X_{m+1;n}, \ldots, X_{D;n} \).

We denote the two cases as Case I and Case II, respectively:

**Case I**: \( \{X_1 ; m ; n < X_2 ; m ; n < \cdots < X_m ; m ; n\} \), if \( X_{m;m:n} > T \),

**Case II**: \( \{X_1 ; m ; n < \cdots < X_{m;m:n} < X_{m+1;n} < \cdots < X_{D;n}\} \), if \( X_{m;m:n} < T \).

In this paper, we consider the estimation and prediction of unknown parameters of Burr type-III distribution under progressive hybrid type-II censored sample from both classical and Bayesian perspectives. Also, we provide predictive estimates and intervals for future unknown observable value based on some priori information. The p.d.f and c.d.f of a random variable \( X \) following Burr type-III distribution have the following form

\[
f(x;\alpha, \beta) = \alpha \beta x^{-\beta-1}(1 + x^{-\beta})^{-\alpha-1}, \quad x > 0, \quad \alpha > 0, \quad \beta > 0,
\]

\[
F(x;\alpha, \beta) = (1 + x^{-\beta})^{-\alpha}, \quad x > 0, \quad \alpha > 0, \quad \beta > 0.
\]

where \( \alpha \) and \( \beta \) are the shape parameters of the distribution. Burr [7] introduced twelve cumulative distribution functions for fitting various failure lifetime data. Among these distributions, Burr type-III distribution can accommodate different hazard lifetime data, so it has received considerable attention in the recent past. Also, it can properly approximate many well-known distributions such as Weibull, gamma, and log-normal for fitting lifetime data. This makes it worthwhile model to these distributions. Inferences for the parameters \( \alpha \) and \( \beta \) of Burr(\( \alpha \), \( \beta \)) distribution have been investigated by many researchers such as [3, 4, 9, 26, 28, 31, 32, 37].

We have organized the rest of this paper as follows. The MLEs of unknown parameters are discussed in “Maximum likelihood estimation” section. We have proposed SEM algorithm for this purpose. The asymptotic confidence intervals are also constructed by using fisher’s information matrix in “Fisher’s information matrix” section. Bayes estimators are obtained with respect to loss functions in “Bayesian estimation” section. In “Data analysis” section, a real-life data set is analyzed to illustrate the proposed statistical methods, and also Monte Carlo simulations have been performed for comparison purposes in “Simulation study” section. Finally, a conclusion is given in “Conclusion” section.
and \( f(\cdot; \alpha, \beta) \) and \( F(\cdot; \alpha, \beta) \) are as defined in Eqs. (1) and (2). Now using the associated log-likelihood function \( l = \ln L(\alpha, \beta \mid x) \), ML estimates of \( \alpha \) and \( \beta \) can be obtained on simultaneously solving the partial derivatives equations of \( l \) with respect to \( \alpha \) and \( \beta \). In most cases, the estimators do not admit explicit expressions and some numerical procedures such as Newton–Raphson method (NR) have to be used to determine the estimators. NR is a direct approach for obtaining the MLEs by maximizing the likelihood function and a well-known numerical algorithm for finding the root of a function or equation [39]. It involves calculation of the first and second derivatives of the observed log-likelihood with respect to the parameters. However, when employing NR method, some errors can be occur, such as time-consuming depending on the size of your system, or may fail to convergence. So, the traditional NR method or a numerical technique that can be used to solve the associated log-likelihood partial derivative equations as a closed form for the MLEs does not exist. Here we use the expectation-maximization algorithm for this purpose, see [12]. The main advantage of this algorithm is that: it is more reliable particularly dealing with censored data. Note that the Case I has been discussed by Singh et al. [15]. So, our aim in this paper is that we propose the classical and Bayesian estimation for Case II; they are given in the next sections.

\[
D = m + 1, \ldots, n - \sum_{k=1}^{m-1} R_k, R_m = 0, \quad \hat{R}_D = n - D - \sum_{k=1}^{m-1} R_k, D \geq m
\]

### Expectation-Maximization (EM) algorithm

The EM algorithm was introduced an iterative procedure to compute the MLEs in the presence of missing data and consists of an expectation (E) step and a maximization (M) step by Dempster et al. [12]. Dealing with hybrid censored observations, the problem finding MLEs of unknown parameters with the Burr type-XII model can be viewed as an incomplete data problem [30]. Under progressive hybrid type-II censoring, \( X_{(i)} \) shows at the time of \( i \)th failure, and \( R_i \) shows the number of units which are removed from the experiment. Now suppose that \( Z_i = (Z_{i1}, Z_{i2}, \ldots, Z_{iR_i}), i = 1, \ldots, m \) and \( \bar{Z} = (\bar{Z}_1, \bar{Z}_2, \ldots, \bar{Z}_{\bar{R}_0}) \) denote a vector of those \( R_i \) and \( \bar{R}_0 \) number of censored units. Then, the total censored data can be viewed as \( Z = (Z_1, Z_2, \ldots, Z_m) \) and \( \bar{Z} = (\bar{Z}_1, \bar{Z}_2, \ldots, \bar{Z}_{\bar{R}_0}) \) Now the complete sample of \( n \) number of units can be seen as a combination of the observed data and the censored data, that is, \( W = (X, Z, \bar{Z}) \). Consequently, the log-likelihood function of the complete data set can be written as:

\[
\log L(W; \alpha, \beta) = n \log \beta + n \log \alpha + (-\beta - 1) \left[ \sum_{i=1}^{m} \log x_i + \sum_{i=1}^{m} R_i \sum_{j=1}^{D} \log z_{ij} + \sum_{i=m+1}^{D} \log \hat{R}_i + \sum_{i=1}^{D} \log \hat{\hat{R}}_i \right] \\
\quad + (-\alpha - 1) \left[ \sum_{i=1}^{m} \log (1 + x_i^{-\beta}) + \sum_{i=1}^{m} R_i \sum_{j=1}^{D} \log (1 + z_{ij}^{-\beta}) + \sum_{i=m+1}^{D} \log (1 + x_i^{-\beta}) \right] \\
\quad + \sum_{i=1}^{D} \log (1 + \hat{\hat{R}}_i) \tag{5}
\]

Now, by taking the partial derivatives with respect to \( \alpha \) and \( \beta \) and equating them to zero, we get the following expressions

\[
\alpha = n \left[ \sum_{i=1}^{m} \ln (1 + x_{(i)}^{-\beta}) + \sum_{i=m+1}^{D} \ln (1 + x_{(i)}^{-\beta}) \right]^{-1} \\
\beta = n \left[ \sum_{i=1}^{D} \ln x_{(i)} + \sum_{i=m+1}^{D} \ln x_{(i)} + \sum_{i=1}^{m} \sum_{j=1}^{R_i} \ln z_{ij} + \sum_{i=1}^{D} \ln \hat{R}_i \right] \\
\quad - (\alpha + 1) \left[ \sum_{i=1}^{m} \frac{x_{(i)}^{-\beta} \ln x_{(i)}}{(1 + x_{(i)}^{-\beta})} + \sum_{i=m+1}^{D} \frac{x_{(i)}^{-\beta} \ln x_{(i)}}{(1 + x_{(i)}^{-\beta})} \sum_{i=1}^{m} \sum_{j=1}^{R_i} \frac{z_{ij}^{-\beta} \ln z_{ij}}{(1 + z_{ij}^{-\beta})} + \sum_{i=1}^{D} \frac{\hat{R}_i \ln \hat{R}_i}{(1 + \hat{R}_i^{-\beta})} \right]^{-1} \tag{7}
\]
The above two equations need to be solved simultaneously to obtain the ML estimates of \((\alpha, \beta)\). EM algorithm consists of two steps. In E-step, expression of the censored observations is replaced by their respective expected values. Further, M-step involves the maximization of E-step. Now suppose that at the \(k\)th stage in E-step estimate of \((\alpha, \beta)\) is \((\alpha^{(k)}, \beta^{(k)})\); then, after using the M-step it can be shown that the \((k + 1)\)th stage updated estimators are of the form

\[
\alpha^{(k+1)} = \eta \left[ \sum_{i=1}^m \ln(1 + x_i^{-\beta^{(k)}}) + \sum_{i=m+1}^D \ln(1 + x_i^{-\beta^{(k)}}) \right] + \sum_{i=1}^m R_i E_{1i}(\alpha^{(k)}, \beta^{(k)}) + \hat{R}_D E_{2i}(\alpha^{(k)}, \beta^{(k)}) \right]^{-1} \tag{8}
\]

\[
\beta^{(k+1)} = \eta \left[ \sum_{i=1}^m \ln x_{ii} + \sum_{i=m+1}^D \ln x_{ii} \sum_{i=1}^m R_i E_{3i}(\alpha^{(k)}, \beta^{(k)}) + \hat{R}_D E_{4i}(\alpha^{(k)}, \beta^{(k)}) \right] - (\alpha^{(k+1)}) + \eta \left[ \sum_{i=1}^m x_{ii}^{-\alpha^{(k)}} \ln x_{ii} \sum_{i=m+1}^D x_{ii}^{-\alpha^{(k)}} \ln x_{ii} \right. \\
+ \sum_{i=1}^m R_i E_{3i}(\alpha^{(k)}, \beta^{(k)}) + \hat{R}_D E_{4i}(\alpha^{(k)}, \beta^{(k)}) \right]^{-1} \tag{9}
\]

where

\[
E_{1i}(\alpha, \beta) = E(\ln(1 + z_{ij}^\beta) | z_{ij} > x_{ii}) = \frac{\alpha}{1 - F(x_{ij}; \alpha, \beta)} \int_1^{1 + x_{ij}^\beta} u^{-(a+1)} \ln u \, du,
\]

\[
E_{2i}(\alpha, \beta) = E(\ln(1 + z_{ij}^\beta) | z_{ij} > x_{ii}) = \frac{\alpha}{1 - F(T; \alpha, \beta)} \int_1^{1 + T^{\alpha}} u^{-(a+1)} \ln u \, du,
\]

\[
E_{3i}(\alpha, \beta) = E(\ln z_{ij} | z_{ij} > x_{ii}) = \frac{\alpha}{\beta(1 - F(x_{ij}; \alpha, \beta))} \int_1^{1 + x_{ij}^\beta} u^{-(a+1)} \ln(u-1) \, du,
\]

\[
E_{4i}(\alpha, \beta) = E(\ln z_i | z_i > T) = \frac{\alpha}{\beta(1 - F(T; \alpha, \beta))} \int_1^{1 + T^{\alpha}} u^{-(a+1)} \ln(u-1) \, du,
\]

\[
E_{5i}(\alpha, \beta) = E\left(\frac{z_{ij}^\beta \ln z_{ij}}{1 + z_{ij}^\beta} | z_{ij} > x_{ii}\right) = \frac{\alpha}{\beta(1 - F(x_{ij}; \alpha, \beta))} \int_1^{1 + x_{ij}^\beta} u^{-(a+2)}(u-1) \ln(u-1) \, du,
\]

\[
E_{6i}(\alpha, \beta) = E\left(\frac{z_i^\beta \ln z_i}{1 + z_i^\beta} | z_i > T\right) = \frac{\alpha}{\beta(1 - F(T; \alpha, \beta))} \int_1^{1 + T^{\alpha}} u^{-(a+2)}(u-1) \ln(u-1) \, du,
\]

Notice that the iterative procedure in M-step can be terminated after the convergence is achieved, that is, when we have \(|\alpha^{(k+1)} - \alpha^{(k)}| + |\beta^{(k+1)} - \beta^{(k)}| \leq \epsilon\) for some given \(\epsilon > 0\). However, one of the biggest disadvantages of EM algorithm is that it is only a local optimization procedure and can easily get stuck in a saddle point [40], in particular with high-dimensional data or increasing complexity for censored and lifetime models. A possible solution to overcome the computational inefficiencies is to invoke stochastic EM algorithm suggested by Celeux and Diebolt [8, 19, 29, 38]. It can be seen that the above EM expressions \(E_\alpha(\alpha, \beta), s = 1, 2, 3, 4, 5, 6\) do not turn out to have closed form, and therefore, one needs to compute these expressions numerically. So, we used the stochastic expectation maximization (SEM) algorithm to obtain ML estimators.

**SEM algorithm**

In this section, the SEM algorithm is used in computing MLEs of unknown parameters. Diebolt and Celeux [13] proposed a stochastic version of EM algorithm that replaces the E-step by stochastic (S-step) and execute it by simulation. Thus, SEM algorithm completes the observed sample by replacing each missing information by a value randomly drawn from the distribution conditional on results from the previous step. The algorithm has been shown to be computationally less burdensome and more appropriate than the EM algorithm in a lot of problems, see [2, 13, 35]. Recently, Zhang et al. [40] considered SEM algorithm to obtain ML estimates for unknown parameters of various models when the data are observed under progressive type-II censoring; also they compared the results with EM algorithm. Next, we use the same idea to generate the independent \(R\) number of samples of \(z_{ij}, t = 1, 2, \ldots, m\) and \(j = 1, 2, \ldots, R\) and 

\[
Z_i = (Z_{i1}, \ldots, Z_{iR}, Z_{m1}, \ldots, Z_{mR}), Z = (Z_1, Z_2, \ldots, Z_{R})
\]

from the following conditional distribution function

\[
G_i(z_{ij}; \alpha, \beta) = \frac{F(z_{ij}; \alpha, \beta) - F(x_{ij}; \alpha, \beta)}{1 - F(x_{ij}; \alpha, \beta)}, z_{ij} > x_{ij}.
\]

\[
G_i(z_i; \alpha, \beta) = \frac{F(z_i; \alpha, \beta) - F(T; \alpha, \beta)}{1 - F(T; \alpha, \beta)}, z_i > T.
\]

Subsequently, the ML estimators of \(\alpha\) and \(\beta\) at the \((k + 1)\)th stage are given by

\[
\alpha^{(k+1)} = n \left[ \sum_{i=1}^m \ln(1 + x_i^{-\beta^{(k)}}) + \sum_{i=m+1}^D \ln(1 + x_i^{-\beta^{(k)}}) \right]^{-1} \left( 9 \right)
\]

\[
+ \sum_{i=1}^m \sum_{j=1}^R \ln(1 + z_{ij}^{-\beta^{(k)}}) + \sum_{i=1}^D \ln(1 + z_i^{-\beta^{(k)}}) \right]^{-1} \tag{10}
\]
\[ \beta^{(k+1)} = m \sum_{i=1}^{m} \ln x_{(i)} + \frac{D}{\sum_{i=1}^{D} \ln x_{(i)} + \sum_{i=1}^{D} R_i \ln z_{ij} + \sum_{i=1}^{D} \ln \hat{z}_{ij}} - (a^{(k+1)} + 1) \left( \sum_{i=1}^{m} x_{(i)}^{-\beta(k)} \ln x_{(i)} + \frac{D}{\sum_{i=1}^{D} x_{(i)}^{-\beta(k)} \ln x_{(i)}} \right) + \sum_{i=1}^{m} \frac{R_i}{1 + z_{ij}^{-\beta(k)}} \ln \hat{z}_{ij} \right]^{-1} 
\]

Further, the above iterative procedure can be terminated after the convergence is achieved.

**Fisher’s information matrix**

In this section, we present the observed fisher’s information matrix obtained by using the missing value principle of Louis [27]. The observed fisher’s information matrix can be used to construct the asymptotic confidence intervals. The idea of missing information principle is as follows:

**Observed information = Complete information**

- Missing information.

This section deals with obtaining fisher’s information matrix which will be further used to compute interval estimates for the unknown parameters of the Burr type-III distribution. The asymptotic variance–covariance matrix of the MLEs of \((\alpha, \beta)\) can be obtained by inverting the observed information matrix and is given by

\[
\frac{\partial^2 I}{\partial \alpha^2} = -m - (a + 1) \left( \sum_{i=1}^{m} \left( \frac{x_{i}^{\alpha} \ln(x_i)^2}{1 + x_{i}^{-\beta}} - \frac{(x_{i}^{-\beta})^2 \ln(x_i)^2}{(1 + x_{i}^{-\beta})^2} \right) \right) + R_i \left( \frac{\sum_{i=1}^{m} \left( F(x_i; \alpha, \beta) \alpha x_{i}^{-\beta} \ln(x_i) \ln(1 + x_{i}^{-\beta}) - F(x_i; \alpha, \beta) \alpha x_{i}^{-\beta} \ln(x_i)^2 \right)}{(1 + x_{i}^{-\beta})(1 - F(x_i; \alpha, \beta))} \right) - \frac{D - m}{\beta^2} \left( F(x_i; \alpha, \beta) \alpha x_{i}^{-\beta} \ln(x_i)^2 \right) - (a + 1) \left( \sum_{i=1}^{m} \left( \frac{x_{i}^{\alpha} \ln(x_i)^2}{1 + x_{i}^{-\beta}} - \frac{(x_{i}^{-\beta})^2 \ln(x_i)^2}{(1 + x_{i}^{-\beta})^2} \right) \right) \right) - \frac{\hat{R}_d(D - m)F(T; \alpha, \beta) a T^{-\beta} \ln(T)^2}{(1 + T^{-\beta})(1 - F(T; \alpha, \beta))} + \frac{\hat{R}_d(D - m)F(T; \alpha, \beta) a T^{-\beta} \ln(T)^2}{(1 + T^{-\beta})(1 - F(T; \alpha, \beta))} 
\]

where

\[
\frac{\partial^2 I}{\partial \alpha \beta} = - \left( \sum_{i=1}^{m} \left( \frac{x_{i}^{\alpha} \ln(x_i)^2}{1 + x_{i}^{-\beta}} - \frac{(x_{i}^{-\beta})^2 \ln(x_i)^2}{(1 + x_{i}^{-\beta})^2} \right) \right) + R_i \left( \frac{\sum_{i=1}^{m} \left( F(x_i; \alpha, \beta) \alpha x_{i}^{-\beta} \ln(x_i) \ln(1 + x_{i}^{-\beta}) - F(x_i; \alpha, \beta) \alpha x_{i}^{-\beta} \ln(x_i)^2 \right)}{(1 + x_{i}^{-\beta})(1 - F(x_i; \alpha, \beta))} \right) \]
Next, we use the SEM algorithm to compute observed information matrix. We first generate the censored observations $z_{ij}$ using Monte Carlo simulation from the conditional density as discussed in the previous section. Subsequently, the asymptotic variance-covariance matrix of the MLEs of $(\alpha, \beta)$ can be obtained as

$$
\left( \begin{array}{cc}
\frac{\partial^2 I^*}{\partial \alpha^2} & \frac{\partial^2 I^*}{\partial \alpha \partial \beta} \\
\frac{\partial^2 I^*}{\partial \beta \partial \alpha} & \frac{\partial^2 I^*}{\partial \beta^2}
\end{array} \right)_{\alpha=\hat{\alpha}, \beta=\hat{\beta}}^{-1}
$$

where $I^* = \ln L(w; \alpha, \beta)$ given in (5). Further, the involved expressions are given by

$$
\frac{\partial^2 I^*}{\partial \alpha^2} = -\frac{n}{\alpha^2} - (\alpha + 1) \left( \sum_{i=1}^{m} \left( x_i^\beta \ln(x_i) \right) \right) - \left( \sum_{i=1}^{m} \left( \frac{R z_{ij}^\beta \ln(z_{ij})}{1 + z_{ij}^\beta} \right) \right)
$$

$$
\frac{\partial^2 I^*}{\partial \beta^2} = -\frac{1}{\beta^2} - (\alpha + 1) \left( \sum_{i=1}^{m} \left( x_i^\beta \ln(x_i) \right) \right) - \left( \sum_{i=1}^{m} \left( \frac{R z_{ij}^\beta \ln(z_{ij})}{1 + z_{ij}^\beta} \right) \right)
$$

$$
\frac{\partial^2 I^*}{\partial \alpha \partial \beta} = \frac{\partial^2 I^*}{\partial \beta \partial \alpha} = \frac{\partial^2 I^*}{\partial \beta \partial \alpha}
$$

Finally, in all the three cases using the idea of large sample approximation the two-sided $100(1 - \gamma)$% $0 < \gamma < 1$, asymptotic confidence intervals for $\alpha$ and $\beta$, respectively, can be obtained as $\hat{\alpha} \pm z_{\frac{\gamma}{2}} \sqrt{\text{Var}(\hat{\alpha})}$ and $\hat{\beta} \pm z_{\frac{\gamma}{2}} \sqrt{\text{Var}(\hat{\beta})}$. Here $z_{\frac{\gamma}{2}}$ is the upper $\frac{\gamma}{2}$th percentile of the standard normal distribution. Notice that, here $\hat{\alpha}$ and $\hat{\beta}$ represent the ML estimates of $\alpha$ and $\beta$, obtained by NR, EM algorithm and SEM algorithm in the previous section.

**Bayesian estimation**

Suppose that a sample $x = (x_1, x_2, \ldots, x_m)$ is observed from Burr type-III distribution under progressive hybrid type-II censoring scheme $R = (R_1, R_2, \ldots, R_m)$. We assume an independent gamma priors for the unknown parameters $\alpha$ and $\beta$ having pdfs of the following form:

$$
\pi(\alpha) = \frac{b^\alpha}{\Gamma(a)} \alpha^{a-1} e^{-b\alpha}, \quad a > 0, b > 0,
$$

$$
\pi(\beta) = \frac{c^\beta}{\Gamma(c)} \beta^{c-1} e^{-d\beta}, \quad c > 0, d > 0.
$$

Here $a$, $b$, $c$ and $d$ are the hyper-parameters and are responsible for providing information about the unknown parameters. Now, the joint posterior density of $(\alpha, \beta)$ can be written as $\pi(\alpha, \beta) = \pi(\alpha)\pi(\beta)$. Further, the joint posterior density of $(\alpha, \beta)$ given the observed data $x$ is obtained as

$$
\pi(\alpha, \beta \mid x) = \frac{\pi(\alpha, \beta) L(\alpha, \beta \mid x)}{\int_0^\infty \int_0^\infty \pi(\alpha, \beta) L(\alpha, \beta \mid x) \, dx \, d\beta},
$$

$$
\propto K \alpha^{D+a-1} \beta^{D+b-1} e^{-a(b + \sum_{i=1}^{m} \ln(1+ x_{i0}^\beta) + \sum_{i=1}^{m} \ln(1+ z_{ij}^\beta))} \cdot e^{-\beta d + \sum_{i=1}^{m} \ln x_i + \sum_{i=1}^{m} \ln x_{i0} - \sum_{i=1}^{m} \ln x_{i0} - \sum_{i=1}^{m} \ln z_{ij}} 
$$

$$
\cdot e^{-\sum_{i=1}^{m} \ln(1+ x_{i0}^\beta) - \sum_{i=1}^{m} \ln(1+ z_{ij}^\beta)} \cdot e^{R_1 \ln(1-1+ x_{i0}^\beta)^\gamma} \cdot e^{R_2 \ln(1-1+ z_{ij}^\beta)^\gamma}
$$

where $K$ is the normalizing constant given by

$$
K = \int_0^\infty \int_0^\infty \alpha^{D+a-1} \beta^{D+b-1} e^{-a(b + \sum_{i=1}^{m} \ln(1+ x_{i0}^\beta) + \sum_{i=1}^{m} \ln(1+ z_{ij}^\beta))} \cdot e^{-\beta d + \sum_{i=1}^{m} \ln x_i + \sum_{i=1}^{m} \ln x_{i0} - \sum_{i=1}^{m} \ln x_{i0} - \sum_{i=1}^{m} \ln z_{ij}} 
$$

$$
\cdot e^{-\sum_{i=1}^{m} \ln(1+ x_{i0}^\beta) - \sum_{i=1}^{m} \ln(1+ z_{ij}^\beta)} \cdot e^{R_1 \ln(1-1+ x_{i0}^\beta)^\gamma} \cdot e^{R_2 \ln(1-1+ z_{ij}^\beta)^\gamma}
$$

In Bayesian estimation, selection of loss function plays an important role. The most commonly used loss function is square error loss, given by $\delta_{SE}(g(\theta), \hat{g}(\theta)) = (g(\theta) - \hat{g}(\theta))^2$; here $\hat{g}(\theta)$ represent an estimate of $g(\theta)$. Bayes estimator of $g(\theta)$ under the square error loss is the posterior mean given by

$$
\hat{g}_{SE}(\theta) = E(g(\theta) \mid x) = \int_0^\infty \int_0^\infty g(\theta) \pi(\alpha, \beta \mid x) \, dx \, d\beta.
$$

It is to be noticed that square error loss is a symmetric loss function and it puts an equal weight to the underestimation and overestimation. In many practical situations, underestimation may be more serious than the overestimation, and vice versa. In such cases, asymmetric loss function can be taken into account. So, we considered linex loss function which was proposed by Varian [36] and is given by $\delta_{LL}(g(\theta), \hat{g}(\theta)) = e^{g(\theta) - \hat{g}(\theta)} - v(g(\theta) - \hat{g}(\theta)) - 1$, where $v \neq 0$ is a shape parameter. Notice that $v > 0$ suggests the case when overestimation is more serious than underestimation, and vice versa for $v < 0$. The Bayes estimator of $g(\theta)$ under linex loss is given by
\[
\hat{\delta}_{EL}(\theta) = -\frac{1}{\nu} \ln \left[ E(e^{-\nu g(\theta)} \mid x) \right] \\
= -\frac{1}{\nu} \ln \left[ \int_0^\infty \int_0^\infty e^{-\nu g(\theta)} \pi(\alpha, \beta \mid x) \, d\alpha \, d\beta \right].
\] (18)

We further consider entropy loss function, given by
\[
\delta_{EL}(g(\theta), \hat{g}(\theta)) \propto (\hat{g}(\theta) - g(\theta))^w - w \ln(\hat{g}(\theta)/g(\theta)) - 1, w \neq 0.
\]
Here \(w > 0\) suggests the case when overestimation is more serious than underestimation, and vice versa for \(w < 0\).

The Bayes estimator of \(g(\theta)\) under entropy loss function is given by
\[
\hat{g}_{EL}(\theta) = (E(g((\theta)^{-w} \mid x))^{-1/w} \\
= \left[ \int_0^\infty \int_0^\infty g((\theta)^{-w}) \pi(\alpha, \beta \mid x) \, d\alpha \, d\beta \right]^{1/w}.
\] (19)

Notice that for \(w = -1\), Bayes estimator of \(g(\theta)\) under entropy loss function coincides with Bayes estimator of \(g(\theta)\) under square error loss function. Now, observe that Bayesian estimators given by (17), (18) and (19) do not admit closed-form expressions. Therefore, in the next section we use the approximation method of Lindley [25] and importance sampling technique.

**Lindley approximation**

In this section, we use the method of Lindley to obtain approximate explicit Bayes estimators of \(a\) and \(\beta\). The Bayesian estimates involve the ratio of two integrals; we consider \(I(X)\) defined as:
\[
I(X) = \frac{\int_0^\infty \int_0^\infty g(\alpha, \beta) e^{0(\alpha, \beta)X + p(\alpha, \beta)} \, d\alpha \, d\beta}{\int_0^\infty \int_0^\infty e^{0(\alpha, \beta)X + p(\alpha, \beta)} \, d\alpha \, d\beta}.
\] (20)

By applying the Lindley’s method, \(I(X)\) can be approximated as:
\[
\hat{I} = g(\hat{\alpha}, \hat{\beta}) + \frac{1}{2} \left( \left( \hat{\alpha}_{\alpha \alpha} + 2\hat{\beta}_{\alpha \beta} \right) \hat{\sigma}_{\alpha \alpha} + \left( \hat{\beta}_{\alpha \alpha} + 2\hat{\beta}_{\beta \beta} \right) \hat{\sigma}_{\beta \beta} \right) \\
+ \frac{1}{2} \left( \left( \hat{\alpha}_{\beta \alpha} + \hat{\beta}_{\beta \beta} \right) \left( \hat{\alpha}_{\alpha \beta} + \hat{\alpha}_{\alpha \beta} \right) \left( \hat{\beta}_{\alpha \alpha} + \hat{\beta}_{\beta \beta} \right) \right) - \frac{1}{2} \left( \left( \hat{\alpha}_{\alpha \alpha} + \hat{\beta}_{\beta \beta} \right) \left( \hat{\alpha}_{\alpha \alpha} + \hat{\beta}_{\alpha \beta} \right) \left( \hat{\beta}_{\beta \beta} + \hat{\beta}_{\beta \beta} \right) \right) \right]
\] (21)

where
\[
\hat{\alpha}_{\alpha \alpha} \hat{\alpha}_{\beta \beta} = \frac{\partial^2 l_a}{\partial \alpha^2} = \frac{\partial^2 l_a}{\partial \beta^2 \alpha} = -\frac{\partial^2 l_a}{\partial \alpha^2} = -\frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - \frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - \frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - R \left( \sum_{i=1}^m \frac{\ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} \right) \left( \ln(x_i^\beta)^2 \left(1 + x_i^\beta\right)^2 \right) \left( (1 + x_i^\beta)^2 \right) \\
\hat{\beta}_{\alpha \alpha} = \frac{\partial^2 l_b}{\partial \beta^2} = \frac{\partial^2 l_b}{\partial \alpha \beta} = -\frac{\partial^2 l_b}{\partial \alpha^2} = -\frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - \frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - \frac{\sum_{i=1}^m \ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} - R \left( \sum_{i=1}^m \frac{\ln x_i^\beta}{\left(1 + x_i^\beta\right)^2} \right) \left( \ln(x_i^\beta)^2 \left(1 + x_i^\beta\right)^2 \right) \left( (1 + x_i^\beta)^2 \right) \\
\rho = \ln \pi(\alpha, \beta), \quad \rho_a = \frac{a - 1}{a} - b, \quad \rho_b = \frac{\beta - 1}{\beta} - \frac{\partial^2 l_a}{\partial \beta^2}, \quad \hat{\alpha}_{\alpha \beta} = \frac{\partial^2 l_a}{\partial \alpha \beta}, \quad \hat{\beta}_{\beta \beta} = \frac{\partial^2 l_b}{\partial \beta^2}, \quad \hat{\alpha}_{\beta \beta} = \frac{\partial^2 l_a}{\partial \beta^2 \beta}, \quad \hat{\alpha}_{\alpha \beta} = \frac{\partial^2 l_a}{\partial \beta^2 \beta}, \quad \hat{\alpha}_{\alpha \beta} = \frac{\partial^2 l_a}{\partial \beta^2 \beta}
\] (22)
Here \( l(\ldots) \) denotes the log-likelihood function, \( \pi(\alpha, \beta) \) denotes the corresponding prior distribution, and \( \sigma_{ij} \) represents the \((i, j)\)th element of the variance covariance matrix. All the expressions in Eq. (19) are evaluated at the ML estimates. Suppose, we want to estimate \( \alpha \) under the squared error loss. Then, we take \( g(\alpha, \beta) = \alpha \) and subsequently observe that \( g_\beta = 1, g_{aa} = \sigma_a = g_{\beta \beta} = g_{\alpha \beta} = g_{a \beta} = 0 \). Consequently, the Bayes estimator of \( \alpha \) is obtained as:

\[
\hat{\alpha}_{\text{SEL}} = E(\alpha \mid X) = \hat{\alpha} + 0.5[2\hat{\beta}_a\hat{\sigma}_{aa} + 2\hat{\beta}_\beta\hat{\sigma}_{a\beta} + \hat{\sigma}_{a\beta}^2]_{aaa} + \hat{\sigma}_{aa}\hat{\sigma}_{\beta\beta}^2_{\beta\beta} + 2\hat{\sigma}_{a\beta}\hat{\sigma}_{\alpha\beta}^2_{a\beta\beta} + \hat{\sigma}_{a\beta}\hat{\sigma}_{\beta\beta}^2_{a\beta\beta}
\]

where \( \sigma_{ij}, i, j = 1, 2 \) are the elements of the variance-covariance matrix of \((\hat{\alpha}, \hat{\beta})\) as reported in “Fisher’s information matrix” section. Other involved expressions (evaluated at \((\alpha, \beta) = (\hat{\alpha}, \hat{\beta})\)) are reported in “Appendix.” In a similar way, Bayes estimator of \( \mu \) under linex loss and entropy loss is, respectively, obtained as:

\[
\hat{\mu}_{\text{EL}} = -\frac{1}{\nu} \ln[E(e^{-\nu \mu} \mid X)]
\]

where

\[
E(e^{-\nu \mu} \mid X) = e^{\nu \hat{\alpha}} + 0.5[2\hat{\beta}_a\hat{\sigma}_{aa} + 2\hat{\beta}_\beta\hat{\sigma}_{a\beta} + \hat{\sigma}_{a\beta}^2]_{aaa} + \hat{\sigma}_{aa}\hat{\sigma}_{\beta\beta}^2_{\beta\beta} + 2\hat{\sigma}_{a\beta}\hat{\sigma}_{\alpha\beta}^2_{a\beta\beta} + \hat{\sigma}_{a\beta}\hat{\sigma}_{\beta\beta}^2_{a\beta\beta}
\]

(23)

\[
h(\alpha, \beta) = e^{-\sum_{i=1}^{m} \ln x_i - \sum_{j=1}^{n} \ln x_j - \sum_{j=1}^{n} \ln(1+x_j^{-\beta}) + R_1 \ln(1+(1+R_1^{-\beta})^{-1}) + R_2 \ln[1-(1+R_1^{-\beta})^{-1}] + \sum_{j=m+1}^{D} \ln(1+x_j^{-\beta}) + \sum_{i=m+1}^{D} \ln(1+x_i^{-\beta}))^{D+a}
\]

(25)

and with

\[
g(\alpha, \beta) = e^{-\nu \mu}, \quad g_a = -\nu e^{-\nu \mu}, \quad g_{aa} = \nu^2 e^{-\nu \mu},
\]

\[
g_\beta = g_{\beta \beta} = g_{\alpha \beta} = g_{a \beta} = 0.
\]

Finally, the Bayes estimator of Burr type-III under the linex loss function is given by:

\[
\hat{\alpha}_{\text{EL}} = E(\alpha^{-w} \mid X) - \frac{1}{w}
\]

where

\[
E(\alpha^{-w} \mid X) = \hat{\alpha}^{-w} + 0.5[\hat{\sigma}_{aa}\hat{\sigma}_{a\alpha} + \hat{\sigma}_{aa}(2\hat{\beta}_a\hat{\sigma}_{aa} + 2\hat{\beta}_\beta\hat{\sigma}_{a\beta} + \hat{\sigma}_{a\beta}^2)_{a\alpha} + \hat{\sigma}_{aa}\hat{\sigma}_{\beta\beta}^2_{\beta\beta} + 2\hat{\sigma}_{a\beta}\hat{\sigma}_{\alpha\beta}^2_{a\beta\beta} + \hat{\sigma}_{a\beta}\hat{\sigma}_{\beta\beta}^2_{a\beta\beta}].
\]

(24)

And with \( g(\alpha, \beta) = \alpha^{-w}, g_a = -\nu \alpha^{-w-1}, g_{aa} = \nu(\nu+1) \alpha^{-w-2} \), \( g_\beta = g_{\beta \beta} = g_{\alpha \beta} = g_{a \beta} = 0 \). Similarly, Bayes estimator of \( \beta \) under square error, linex and entropy loss functions can easily be obtained. Details are not presented here for the sake of brevity. Further notice that highest posterior density (HPD) interval estimates of \( \alpha \) and \( \beta \) cannot be obtained using Lindley approximation. Therefore, we next use importance sampling technique for this purpose.

**Importance sampling**

Importance sampling is a very useful technique to draw sample from the posterior densities. Observe that posterior density given by (15) can be written as:

\[
\pi(\alpha, \beta \mid x) \propto G_{\alpha \beta}(D + a + b + \sum_{j=1}^{m} \ln(1 + x_j^{-\beta} + \sum_{j=m+1}^{D} \ln(1 + x_j^{-\beta})))
\]

\[
G_{\alpha \beta}(D + c + d + \sum_{j=1}^{m} \ln x_j + \sum_{j=m+1}^{D} \ln(1 + x_j^{-\beta}))
\]

(25)

where

\[
h(\alpha, \beta) = e^{-\sum_{i=1}^{m} \ln x_i - \sum_{j=1}^{n} \ln x_j - \sum_{j=1}^{n} \ln(1+x_j^{-\beta}) + R_1 \ln(1+(1+R_1^{-\beta})^{-1}) + R_2 \ln[1-(1+R_1^{-\beta})^{-1}] + \sum_{j=m+1}^{D} \ln(1+x_j^{-\beta}) + \sum_{i=m+1}^{D} \ln(1+x_i^{-\beta}))^{D+a}
\]

and with

\[
g(\alpha, \beta) = e^{-\nu \mu}, \quad g_a = -\nu e^{-\nu \mu}, \quad g_{aa} = \nu^2 e^{-\nu \mu},
\]

\[
g_\beta = g_{\beta \beta} = g_{\alpha \beta} = g_{a \beta} = 0.
\]

Finally, the Bayes estimator of Burr type-III under the linex loss function is given by:

\[
\hat{\alpha}_{\text{EL}} = E(\alpha^{-w} \mid X) - \frac{1}{w}
\]

where

\[
E(\alpha^{-w} \mid X) = \hat{\alpha}^{-w} + 0.5[\hat{\sigma}_{aa}\hat{\sigma}_{a\alpha} + \hat{\sigma}_{aa}(2\hat{\beta}_a\hat{\sigma}_{aa} + 2\hat{\beta}_\beta\hat{\sigma}_{a\beta} + \hat{\sigma}_{a\beta}^2)_{a\alpha} + \hat{\sigma}_{aa}\hat{\sigma}_{\beta\beta}^2_{\beta\beta} + 2\hat{\sigma}_{a\beta}\hat{\sigma}_{\alpha\beta}^2_{a\beta\beta} + \hat{\sigma}_{a\beta}\hat{\sigma}_{\beta\beta}^2_{a\beta\beta}].
\]

(24)

Now consider the following steps to draw samples from the above posterior density.

**Step 1.** Generate \( \beta_i \) from \( \text{Gamma}(D + c + d + \sum_{j=1}^{m} \ln x_j + \sum_{j=m+1}^{D} \ln(1 + x_j^{-\beta})) \).

**Step 2.** Given the value of \( \beta_i \), generate \( \alpha_i \) from \( \text{Gamma}(D + a + b + \sum_{j=1}^{m} \ln(1 + x_j^{-\beta}) + \sum_{j=m+1}^{D} \ln(1 + x_j^{-\beta})) \).

**Step 3.** Repeat the steps 1 and 2 \( s \) times to obtain \( (\alpha_1, \beta_1), (\alpha_2, \beta_2), \ldots, (\alpha_s, \beta_s) \).

Now Bayes estimator of \( \alpha \) under square error and entropy loss functions are, respectively, obtained as:

| Model          | pdf                      | \( \hat{\alpha} \) | \( \hat{\beta} \) | NLC         | AIC         | BIC         | KS         |
|----------------|--------------------------|---------------------|-------------------|-------------|-------------|-------------|------------|
| \( G(\alpha, \beta) \) | \( \frac{\beta}{\lambda \alpha} \lambda e^{-\lambda \alpha / \beta} \) | 2.4731              | 0.0935            | 257.816     | 519.6326    | 523.9188    | 0.1059     |
| \( W(\alpha, \beta) \) | \( \frac{a}{\beta^2} \lambda e^{-\lambda \alpha / \beta} \) | 1.4298              | 29.475            | 262.414     | 528.8282    | 533.1145    | 0.13796    |
| \( GE(\alpha, \beta) \) | \( \alpha \beta e^{-\beta \alpha} (1 - e^{-\beta \lambda}) \) | 3.3274              | 0.0741            | 255.701     | 515.4009    | 519.6872    | 0.1163     |
| Burr III(\alpha, \beta) | \( f(x; \alpha, \beta) \) | 225.75              | 1.9555            | 249.247     | 502.4946    | 506.7809    | 0.0578     |

Table 1: Goodness of fit tests for the real data set
\[
\alpha_{SL} = \frac{\sum_{i=1}^{s} \alpha_i h(\alpha_i, \beta_i)}{\sum_{i=1}^{s} h(\alpha_i, \beta_i)},
\]
\[
\alpha_{LL} = -\frac{1}{\nu} \ln \left[ \frac{\sum_{i=1}^{s} e^{-\nu \alpha_i} h(\alpha_i, \beta_i)}{\sum_{i=1}^{s} h(\alpha_i, \beta_i)} \right],
\]
\[
\alpha_{EL} = \left[ \frac{\sum_{i=1}^{s} \alpha_i^{\nu} h(\alpha_i, \beta_i)}{\sum_{i=1}^{s} h(\alpha_i, \beta_i)} \right]^{\nu/\nu_{\alpha}}.
\]

Next we use the method of [10] for computing HPD intervals. Suppose that $\alpha$ is the unknown parameter of interest, and $\pi(\alpha \mid x)$ and $\Pi(\alpha \mid x)$, respectively, denote its posterior density and posterior distribution functions. If $\alpha^{(p)}$ denotes the $p$th quantile of $\alpha$, then we have
\[
\alpha^{(p)} = \inf \{ \alpha : \Pi(\alpha \mid x) \geq p ; 0 < p < 1 \}. 
\]
It can be observed that for a given $\alpha^*$, a simulation consistent estimator of $\Pi(\alpha^* \mid x)$ can be obtained as:
\[
\Pi(\alpha^* \mid x) = \frac{\sum_{i=1}^{s} I_{\alpha_i^*}(\alpha_i, \beta_i)}{\sum_{i=1}^{s} h(\alpha_i, \beta_i)}.
\]
### Table 3 SEM algorithm and NR average and MSE (in parentheses) value when \( T = 12 \)

| \( n \) | \( m \) | Scheme | \( \hat{\alpha} \) | \( \hat{\beta} \) | \( \text{SEM} \) | \( \text{NR} \) |
|---|---|---|---|---|---|---|
| 30 | 20 | \((10, 0.0^{19})\) | 0.4546(0.0304) | 1.2704(0.0593) | \((0.2839, 1.9495)\) | \((1.1886, 2.1763)\) |
|  |  | \((0.0^{19}, 0.0^{10})\) | 0.4726(0.0173) | 1.4317(0.1102) | \((0.5722, 1.5583)\) | \((0.0102, 2.0297)\) |
| 25 |  | \((0.0^{19}, 10)\) | 0.5229(0.0051) | 1.5583(0.0102) | \((0.3670, 0.5381)\) | \((0.1972, 0.2846)\) |
|  |  | \((5, 0.2^{19})\) | 0.4263(0.0461) | 1.3253(0.0306) | \((0.4929, 1.3674)\) | \((0.0207, 0.4676)\) |
|  |  | \((0.0^{12}, 5, 0.0^{12})\) | 0.5329(0.0103) | 1.4923(0.1110) | \((0.5124, 1.5301)\) | \((0.1872, 0.9975)\) |
| 50 | 40 | \((10, 0.0^{39})\) | 0.5891(0.0271) | 1.3814(0.0216) | \((0.5626, 1.4897)\) | \((0.2012, 0.3018)\) |
|  |  | \((0.0^{19}, 10, 0.0^{20})\) | 0.5626(0.0147) | 1.4897(0.2553) | \((0.5496, 1.5340)\) | \((0.0121, 0.3986)\) |
|  |  | \((0.0^{19}, 10)\) | 0.5496(0.0092) | 1.5340(0.0121) | \((0.5526, 1.4712)\) | \((0.0253, 0.3820)\) |
|  |  | \((5, 0.0^{44})\) | 0.5526(0.0062) | 1.4712(0.0253) | \((0.5501, 1.4845)\) | \((0.0124, 0.2086)\) |
|  |  | \((0.0^{22}, 5, 0.0^{22})\) | 0.5501(0.0109) | 1.4845(0.0102) | \((0.5124, 1.5301)\) | \((0.1872, 0.2086)\) |
|  |  | \((0.0^{44}, 5)\) | 0.5124(0.0081) | 1.5301(0.014) | \((0.5626, 1.4897)\) | \((0.2012, 0.3018)\) |

### Table 4 Asymptotic confidence interval when \( T = 8 \)

| \( n \) | \( m \) | Scheme | Asymptotic | Bayesian |
|---|---|---|---|---|
| 30 | 20 | \((10, 0.0^{19})\) | \((0.2733, 2.0548)\) | \((0.7236, 1.0818)\) |
|  |  | \((0.0^{19}, 10, 0.0^{10})\) | \((0.3553, 1.0431)\) | \((0.3510, 0.9811)\) |
|  |  | \((0.0^{19}, 10)\) | \((0.5821, 0.9483)\) | \((0.3116, 0.7914)\) |
| 25 |  | \((5, 0.2^{19})\) | \((0.2839, 1.1868)\) | \((0.4790, 2.0297)\) |
|  |  | \((0.0^{12}, 5, 0.0^{12})\) | \((0.3831, 1.0464)\) | \((0.3670, 2.6144)\) |
|  |  | \((0.0^{24}, 5)\) | \((0.3409, 1.0683)\) | \((0.5196, 0.6992)\) |
| 50 | 40 | \((10, 0.0^{39})\) | \((0.4672, 1.0992)\) | \((0.4571, 2.5208)\) |
|  |  | \((0.0^{19}, 10, 0.0^{20})\) | \((0.5116, 0.9912)\) | \((0.3951, 2.5299)\) |
|  |  | \((0.0^{19}, 10)\) | \((0.4759, 0.9629)\) | \((0.4018, 0.5290)\) |
|  |  | \((5, 0.0^{44})\) | \((0.4468, 1.0048)\) | \((0.4184, 0.5771)\) |
| 45 |  | \((0.0^{22}, 5, 0.0^{22})\) | \((0.4978, 0.9980)\) | \((0.3827, 0.5256)\) |
|  |  | \((0.0^{44}, 5)\) | \((0.4880, 0.9669)\) | \((0.3928, 0.5219)\) |

### Table 5 Asymptotic confidence interval when \( T = 12 \)

| \( n \) | \( m \) | Scheme | Asymptotic | Bayesian |
|---|---|---|---|---|
| 30 | 20 | \((10, 0.0^{19})\) | \((0.2737, 0.8916)\) | \((0.3744, 0.8914)\) |
|  |  | \((0.0^{19}, 10, 0.0^{10})\) | \((0.4386, 1.0008)\) | \((0.3235, 0.8211)\) |
|  |  | \((0.0^{19}, 10)\) | \((0.5821, 0.9483)\) | \((0.3220, 0.8039)\) |
| 25 |  | \((5, 0.2^{19})\) | \((0.4856, 0.9656)\) | \((0.4313, 0.6345)\) |
|  |  | \((0.0^{12}, 5, 0.0^{12})\) | \((0.4013, 0.9525)\) | \((0.4614, 0.5244)\) |
|  |  | \((0.0^{24}, 5)\) | \((0.3409, 1.0683)\) | \((0.4072, 1.0884)\) |
| 50 | 40 | \((10, 0.0^{39})\) | \((0.4725, 0.9466)\) | \((0.3487, 0.8764)\) |
|  |  | \((0.0^{19}, 10, 0.0^{20})\) | \((0.4603, 0.9732)\) | \((0.4024, 0.5381)\) |
|  |  | \((0.0^{19}, 10)\) | \((0.3118, 0.9747)\) | \((0.4136, 0.5439)\) |
|  |  | \((5, 0.0^{44})\) | \((0.5888, 0.9228)\) | \((0.4342, 0.5994)\) |
| 45 |  | \((0.0^{22}, 5, 0.0^{22})\) | \((0.5382, 0.9761)\) | \((0.3956, 0.5340)\) |
|  |  | \((0.0^{44}, 5)\) | \((0.5225, 0.9774)\) | \((0.4044, 0.5357)\) |
where \(1_{\alpha \leq \alpha_i}\) is the indicator function. Let \(\alpha_{(i)}\) be the ordered values of \(\alpha_i\). Then, the corresponding estimate is obtained as

\[
\hat{\alpha}(\alpha^* | x) = \begin{cases} 
0, & \text{if } \alpha^* < \alpha_{(1)}, \\
\sum_{j=1}^{i} w_j, & \text{if } \alpha_{(i)} \leq \alpha^* < \alpha_{(i+1)}, \\
1, & \text{if } \alpha^* \geq \alpha_{(i)},
\end{cases}
\]

where

\[
w_i = \frac{h(\alpha_{(i)}, \beta_i)}{\sum_{j=1}^{i} h(\alpha_{(j)}, \beta_j)}, \quad i = 1, 2, \ldots, s.
\]

Subsequently \(\hat{\alpha}^{(p)}\) can be estimated as

\[
\hat{\alpha}^{(p)} = \begin{cases} 
\alpha_{(1)}, & \text{if } p = 0, \\
\alpha_{(i)}, & \text{if } \sum_{j=1}^{i-1} w_j < p \leq \sum_{j=1}^{i} w_j.
\end{cases}
\]

To obtain a \(100(1 - p)\)% confidence interval for \(\alpha\), we consider the intervals of the form

\[
\left(\hat{\alpha}^{(p)}, \hat{\alpha}^{(\lfloor p \lfloor + p\rfloor)}\right), \quad i = 1, 2, \ldots, s - \lfloor (1 - p)s\rfloor
\]

with \(\lfloor \cdot \rfloor\) denoting the greatest integer less than or equal to \(\cdot\). The interval with the smallest width is treated as the HPD interval. Similarly, the HPD interval for the parameter \(\beta\) can be constructed.

### Data analysis

In this section, we analyze a real data set for illustration purpose. We consider a data set that represents the strength measured in GPA for single carbon fibers of 10 mm in gauge lengths and is given below.

| \(n\) | \(m\) | Scheme | \(\hat{\alpha}\) | \(\hat{\beta}\) | \(\hat{\alpha}\) | \(\hat{\beta}\) |
|------|------|--------|----------------|----------------|----------------|----------------|
| 8    | 30   | (10, 0)\(^{19}\) | 0.3804 | 1.3334 | 0.3804 | 1.3313 |
|      |      | (0, 9, 10) | 0.1299 | 0.1146 | 0.0986 | 0.0184 |
|      |      | (0, 19, 10) | 0.1699 | 0.0513 | 0.0746 | 0.1058 |
| 25   | 40   | (5, 0)\(^{24}\) | 0.3915 | 1.3297 | 0.3919 | 1.3253 |
|      |      | (0, 12, 5)\(^{22}\) | 0.1699 | 0.0513 | 0.0746 | 0.1058 |
|      |      | (0, 39, 5)\(^{24}\) | 0.1130 | 0.1093 | 0.0512 | 0.1351 |
| 50   | 40   | (10, 0)\(^{39}\) | 0.3743 | 1.3995 | 0.3744 | 1.3940 |
|      |      | (0, 12, 5)\(^{22}\) | 0.0595 | 0.2281 | 0.0281 | 0.1058 |
|      |      | (0, 24, 5)\(^{24}\) | 0.0595 | 0.2281 | 0.0281 | 0.1058 |
| 45   | 40   | (5, 0)\(^{44}\) | 0.4160 | 1.4130 | 0.4156 | 1.4134 |
|      |      | (0, 22, 5)\(^{22}\) | 0.0131 | 0.0350 | 0.0092 | 0.0056 |
|      |      | (0, 44, 5)\(^{24}\) | 0.0159 | 0.0212 | 0.0070 | 0.0264 |
In literature, this data set has been discussed for Burr type-III distribution. In fact, authors considered a transformation $X = e^Y$, where $Y$ represents the original lifetime data that fits the generalized logistic distribution, see [1, 5]. Notice that the transformed variable $X$ follows Burr type-III distribution. For comparison purpose, we also consider fitting of gamma, Weibull, and generalized exponential distribution. We use the method of negative log-likelihood criterion (NLC), Kolmogorov–Smirnov (KS) test statistics, Akaike’s information criterion (AIC) and Bayesian information criterion to judge the goodness of fit as discussed in Farbod and Gasparian [18]. The results are shown in Table 1. It can be clearly verified that the Burr type-III distribution has better fit to this data set based on the minimum KS test statistics and NLC. Also, from Fig. 1 we observe that the Burr type-III has a good fit for these data. Then, we generate the progressive hybrid type-II censored sample with different schemes as shown in Table 2 when $T = 65$. The values of SEM and NR estimates are also given in Table 2. Also, the Bayes estimates based on Lindley and Markov Chain Monte Carlo (MCMC) methods are given in Tables 3 and 4.

| $T$ | $n$ | $m$ | Scheme | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\alpha}$ | $\hat{\beta}$ |
|-----|-----|-----|--------|-------------|-------------|-------------|-------------|-------------|-------------|
| 12  | 30  | 20  | $(10, 0^{19})$ | 0.3287 | 1.3291 | 0.3287 | 1.3452 | 0.3293 | 1.3804 |
|     |     |     | $(0^9, 10, 0^{10})$ | 0.1946 | 0.2710 | 0.0844 | 0.4691 | 0.2004 | 1.3141 |
|     |     |     | $(0^{19}, 10)$ | 0.6177 | 1.6334 | 0.6169 | 1.6355 | 0.6194 | 1.6364 |
|     |     |     | $(0^{19}, 10)$ | 0.1699 | 0.0513 | 0.0746 | 0.0064 | 0.2076 | 0.2011 |
|     |     |     | $(5, 0^{24})$ | 0.5393 | 1.4224 | 0.5331 | 1.4113 | 0.5342 | 1.4173 |
|     |     |     | $(0^{12}, 5, 0^{12})$ | 0.0595 | 0.1211 | 0.0281 | 0.1058 | 0.1230 | 0.1501 |
|     |     |     | $(0^{24}, 5)$ | 0.4415 | 1.3897 | 0.4419 | 1.3853 | 0.4620 | 1.3877 |
|     |     |     | $(0^{19}, 10, 0^{20})$ | 0.1381 | 0.1235 | 0.1016 | 0.0881 | 0.1453 | 0.1029 |
|     |     |     | $(0^{19}, 10, 0^{20})$ | 0.4745 | 1.6493 | 0.4740 | 1.6482 | 0.4742 | 1.6414 |
|     |     |     | $(0^{24}, 5)$ | 0.1940 | 0.0086 | 0.0861 | 0.0651 | 0.1253 | 0.08506 |
|     |     |     | $(0^{19}, 10, 0^{20})$ | 0.4837 | 1.5223 | 0.4818 | 1.5205 | 0.4258 | 1.5202 |
|     |     |     | $(0^{19}, 10, 0^{20})$ | 0.0130 | 0.3109 | 0.0512 | 0.1351 | 0.08507 | 0.0175 |
| 50  | 40  |     | $(10, 0^{39})$ | 0.4284 | 1.4495 | 0.4244 | 1.4447 | 0.0272 | 1.4485 |
|     |     |     | $(0^{19}, 10, 0^{20})$ | 0.2626 | 0.0421 | 0.0971 | 0.0280 | 0.02620 | 0.1255 |
|     |     |     | $(0^{24}, 5)$ | 0.4939 | 1.6230 | 0.4934 | 1.6276 | 0.4963 | 1.6203 |
|     |     |     | $(0^{39}, 10)$ | 0.0217 | 0.0640 | 0.0930 | 0.0917 | 0.0410 | 0.2803 |
|     |     |     | $(0^{39}, 10)$ | 0.5375 | 1.5445 | 0.5355 | 1.5412 | 0.5304 | 1.5492 |
| 45  | 20  |     | $(5, 0^{44})$ | 0.4460 | 1.4270 | 0.4445 | 1.4234 | 0.4498 | 1.4283 |
|     |     |     | $(0^{22}, 5, 0^{22})$ | 0.0276 | 0.0724 | 0.1163 | 0.0968 | 0.1463 | 0.1494 |
|     |     |     | $(0^{44}, 5)$ | 0.01479 | 1.4748 | 0.4787 | 1.4707 | 0.4716 | 1.4786 |
|     |     |     | $(0^{44}, 5)$ | 0.0231 | 0.0235 | 0.0992 | 0.0023 | 0.0535 | 0.0506 |

In literature, this data set has been discussed for Burr type-III distribution. In fact, authors considered a transformation $X = e^Y$, where $Y$ represents the original lifetime data that fits the generalized logistic distribution, see [1, 5]. Notice that the transformed variable $X$ follows Burr type-III distribution. For comparison purpose, we also consider fitting of gamma, Weibull, and generalized exponential distribution. We use the method of negative log-likelihood criterion (NLC), Kolmogorov–Smirnov (KS) test statistics, Akaike’s information criterion (AIC) and Bayesian information criterion to judge the goodness of fit as discussed in Farbod and Gasparian [18]. The results are shown in Table 1. It can be clearly verified that the Burr type-III distribution has better fit to this data set based on the minimum KS test statistics and NLC. Also, from Fig. 1 we observe that the Burr type-III has a good fit for these data. Then, we generate the progressive hybrid type-II censored sample with different schemes as shown in Table 2 when $T = 65$. The values of SEM and NR estimates are also given in Table 2. Also, the Bayes estimates based on Lindley and Markov Chain Monte Carlo (MCMC) methods are given in Tables 3 and 4.
Simulation study

In this section, we conduct a Monte Carlo simulation study to compare the performance of proposed estimators. We simulate the data from Burr (0.5, 1.5) distribution under various progressive hybrid type-II censoring schemes for different combinations of \((n, m)\). For each case, we obtain ML estimates of \(\alpha\) and \(\beta\) using NR method which was introduced in [24] and SEM algorithm. We mention that all the values are based on 5000 Monte Carlo simulations. Further, in the tables we denote the censoring schemes like \((5, 0, 0, 0)\) as \((5, 0^+\) for convenience. All the average estimates and means square error (MSE) values of \(\alpha\) and \(\beta\) are reported in Tables 5 and 6. It is seen the table SEM estimates are better than NR estimates in the sense of having lower MSE values. The 95% asymptotic and Bayesian confidence intervals are also included in Tables 4 and 5. It can be observed that the both Bayesian and asymptotic confidence intervals generally have less lengths.

Tables 6 and 7 show the Bayes estimates based on Lindley approximation method. Also, Tables 8 and 9 show the Bayes estimates based on MCMC method that discussed in Rizzo [33] and Givens and Hoeting [20]. For both methods, we used the non-informative prior distribution by setting \(a = b = c = d = 0\). The results show that both methods have

| \(T\) | \(n\) | \(m\) | Scheme | \(\hat{\alpha}\) | \(\hat{\beta}\) | \(\hat{\alpha}\) | \(\hat{\beta}\) | \(\hat{\alpha}\) | \(\hat{\beta}\) |
|------|------|------|--------|--------|--------|--------|--------|--------|--------|
| 8    | 30   | 20   | \((10, 0^{19})\) | 0.3861  | 1.43594 | 0.3861  | 1.43594 | 0.3861  | 1.43594 |
|      |      |      | \((0^{9}, 10, 0^{10})\) | 0.08769 | 0.00410 | 0.04851 | 0.00201 | 0.08771 | 0.08826 |
|      |      |      | \((0^{19}, 10)\) | 0.4127  | 1.62094 | 0.4127  | 1.62852 | 0.4127  | 1.62852 |
|      |      |      | \((0^{12}, 5, 0^{12})\) | 0.04525 | 0.00343 | 0.02432 | 0.00175 | 0.65293 | 0.07582 |
| 25   | 5    | 24   | \((5, 0^{24})\) | 0.4684  | 1.55852 | 0.4684  | 1.55094 | 0.4684  | 1.55094 |
|      |      |      | \((0^{24}, 5)\) | 0.02512 | 0.01463 | 0.01325 | 0.00762 | 0.51604 | 0.15215 |
| 50   | 40   | 39   | \((10, 0^{39})\) | 0.4799  | 1.63681 | 0.4799  | 1.63681 | 0.50360 | 1.63681 |
|      |      |      | \((0^{19}, 10, 0^{20})\) | 0.43359 | 1.58297 | 0.43359 | 1.58297 | 0.43359 | 1.58297 |
|      |      |      | \((0^{39}, 10)\) | 0.5236  | 1.53819 | 0.5236  | 1.54016 | 0.5236  | 1.54016 |
| 45   | 5    | 44   | \((5, 0^{44})\) | 0.46008 | 1.60871 | 0.46008 | 1.60871 | 0.46008 | 1.60871 |
|      |      |      | \((0^{22}, 5, 0^{22})\) | 0.48276 | 1.47261 | 0.48276 | 1.47261 | 0.48276 | 1.47261 |
|      |      |      | \((0^{44}, 5)\) | 0.51616 | 1.50345 | 0.51616 | 1.51343 | 0.51616 | 1.50346 |
|      |      |      | \((0^{14}, 5)\) | 0.00545 | 0.41403 | 0.00266 | 0.25958 | 0.33308 | 0.65715 |
very good performance to estimate unknown parameters. However, the Lindley method has generally lower MSEs.

**Conclusion**

In this study, we consider the estimation of the parameters of Burr type-III model in the presence of progressive type-II hybrid censored data. To do this, we applied classical estimation methods such as NR and SEM as well as Bayesian approximation techniques including Lindley and MCMC approximation method. The results showed that the SEM method is preferable to NR method. Also, the Bayes estimates based on Lindley method have lower MSEs than the MCMC method. All computations have been done by using statistical R software version 3.1.3.
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Appendix

\[
\lambda_{aaa} = \frac{2m}{\alpha^3} + R_i \left[ \sum_{i=1}^{m} \left( \frac{F(x_i, \alpha, \beta)\alpha \ln(1 + x_i^{-\beta})^3}{1 - F(x_i, \alpha, \beta)} + \frac{3F(x_i, \alpha, \beta)^2 \ln(1 + x_i^{-\beta})^3}{1 - F(x_i, \alpha, \beta)} ight) + \frac{2F(x_i, \alpha, \beta)^3 \ln(1 + x_i^{-\beta})^3}{1 - F(x_i, \alpha, \beta)} \right] + \frac{2(D - m) - \dot{R}_i (D - m)1 - F(T, \alpha, \beta) \ln(1 + T^{-\beta})^3}{1 - F(T, \alpha, \beta)} + \frac{2\dot{R}_i (D - m)F(T, \alpha, \beta)^3 \ln(1 + T^{-\beta})^3}{1 - F(T, \alpha, \beta)}
\]

(26)

\[
\lambda_{bba} = \frac{2m}{\beta^3} - (\alpha + 1) \left[ \sum_{i=1}^{m} \left( \frac{-x_i^{-\beta} \ln(x_i)^3}{1 + x_i^{-\beta}^2} - \frac{3(x_i^{-\beta})^2 \ln(x_i)^3}{(1 + x_i^{-\beta})^2} - \frac{2(x_i^{-\beta})^3 \ln(x_i)^3}{(1 + x_i^{-\beta})^3} \right) \right] + \frac{3F(x_i, \alpha, \beta)\alpha^2(x_i^{-\beta})^3 \ln(x_i)^3}{(1 + x_i^{-\beta})^3(1 - F(x_i, \alpha, \beta))} - \frac{3F(x_i, \alpha, \beta)^2 \alpha^2(x_i^{-\beta})^3 \ln(x_i)^3}{(1 + x_i^{-\beta})^2(1 - F(x_i, \alpha, \beta))^2} - \frac{2F(x_i, \alpha, \beta)\alpha(x_i^{-\beta})^3 \ln(x_i)^3}{(1 + x_i^{-\beta})^3(1 - F(x_i, \alpha, \beta))}
\]

(27)
\[
\hat{\lambda}_{\alpha\beta} = - \left( \sum_{i=1}^{n} \left( \frac{x_i^{\alpha} \beta \ln(x_i^\alpha)^2}{1 + x_i^{\alpha}} - \frac{(x_i^{\alpha})^2 \ln(x_i^\alpha)^2}{(1 + x_i^{\alpha})^2} \right) \right) \\
+ R_i \left[ \sum_{i=1}^{m} \left( \frac{F(x_i, \alpha, \beta)\beta(a^2(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{1 + x_i^{\alpha}^2(1 - F(x_i, \alpha, \beta))} - \frac{F(x_i, \alpha, \beta)\beta(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} \right) \\
- \frac{F(x_i, \alpha, \beta)(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} \right) - \frac{2F(x_i, \alpha, \beta)\beta(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} \right) \\
+ \frac{3F(x_i, \alpha, \beta)^2 \alpha^2(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} - \frac{F(x_i, \alpha, \beta)\beta(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} \right) \\
+ \frac{F(x_i, \alpha, \beta)(x_i^{\alpha})^2 \ln(x_i^\alpha)^2(1 + x_i^{\alpha})}{(1 + x_i^{\alpha})^2(1 - F(x_i, \alpha, \beta))} \right) \right] - \left( \sum_{i=m+1}^{D} \left( \frac{x_i^{\alpha} \beta \ln(x_i^\alpha)^2}{1 + x_i^{\alpha}} - \frac{(x_i^{\alpha})^2 \ln(x_i^\alpha)^2}{(1 + x_i^{\alpha})^2} \right) \right) \\
= 28
\]
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