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Abstract: This paper presents a definition of bifurcation-type abrupt changes based on the bifurcation features of Lorenz trajectories. These abrupt changes are the result of the transition behavior of dynamical system trajectories among different equilibrium regions. We demonstrate that these bifurcation-type jumps can better reflect the nature of abrupt change. In analyzing the features of Lorenz equation trajectories, a dynamical method for detecting bifurcation-type abrupt changes is presented. A numerical solution of the Lorenz equation is adopted, using a curve integral or vector product to construct a time series of positive and negative values. Changes in the sign of this time series accurately determine whether the trajectory is in the right or left equilibrium region, and the points at which the time series is equal to zero are the times at which the trajectory jumps between different equilibrium regions, that is, the occurrence times of bifurcation-type abrupt changes. This method is completely dependent on the dynamical characteristics of the system. A theoretical approach for detecting abrupt climate changes based on the dynamical characteristics of the atmospheric model is described. Compared with the original method of identifying abrupt climate changes, this method has dynamic significance and can detect abrupt changes in multi-dimensional time series. Although this method can be applied theoretically, applications to real atmospheric data first require the data to be smoothed.
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1. Introduction

Abrupt changes are common phenomena in nature, and in human and social activities. Such phenomena have been studied in atmospheric science [1], oceanography [2], geology [3], geography [4], botany [5], zoology [6], medical science [7], economics [8], and sociology [9]. The popular description of an abrupt change is the process of jumping from one state to some other state, leading to the transition of the system of interest from one equilibrium state to another. In this transition process, some properties of the system will change significantly, which may have some unpredictable consequences. This is the main focus of research on abrupt changes.

Catastrophe theory uses mathematical models to explain sudden change behavior in the process of system evolution. The mathematical model may be discrete or continuous, and the results may be exact analytical solutions or numerical approximations.
The establishment of catastrophe theory can be traced back to 1972 and the systematic research conducted by the French mathematician Thom [10]. Subsequently, the British mathematician Zeeman developed and improved catastrophe theory [11].

Catastrophe theory is related to the stability of the solution of a differential equation. In 1953, Hadamard solved the Cauchy problem of Laplace’s equation, showing that the differential equation is sensitive to the initial value, which means that the solution is unstable, and constructing a famous counter example [12]. The construction of the Lorenz equation in 1963, in which each term has a clear physical meaning, showed that instabilities are not simply an abstract mathematical concept, such as in Hadamard’s counter example. There are also unstable systems in nature, characterized perhaps by the uncertainty of trajectory motion [13], where the origin of this motion uncertainty lies in the trajectory jumping among different equilibrium points. Catastrophe theory has been applied in various disciplines, such as gene mutations in biology [5,6], the adjustment of industrial structures in the field of economics [8], and the study of abrupt climate change in atmospheric science [14]. In all of these fields, catastrophe theory has been used to predict the changing behavior of complex and disordered systems.

In 1992, Fu et al. proposed a universal definition of abrupt climatic change: “the abrupt change is the jumpy transformation phenomenon from one steady state (the stable and sustainable change trend) to another steady state (the stable and sustainable change trend), the performance is a sharp change from one statistical feature to another statistical feature in space and time” [14]. There has been considerable research on abrupt climate change. For instance, Chu discussed the sudden onset of the East Asian monsoon [15,16], Tu et al. derived approximate times for the advance and retreat of the summer monsoon in China [15,17], and in the analysis of the atmospheric circulation over Asia in 1956, Tao et al. identified a jump change during the transitional period from spring to summer [15,18]. On the basis of surface temperature and precipitation data for China from 1961–2006, the variations and abrupt changes in these variables on the Qinghai Tibet Plateau and six other regions of China were detected and compared by Ding et al. [19]. Krishnamurti discussed the characteristics of the Indian monsoon onset using observational station data [20], while Shinoda et al. analyzed the characteristics of seasonal abrupt changes in the global precipitation distribution in 1979 [21]. All of the above studies are based on observational data, which shows that abrupt changes are a common phenomenon in atmospheric motion. The definition of abrupt climatic change proposed by Fu et al. is founded on statistical features [14], but it is important to clarify the meaning of abrupt climatic change from the viewpoint of the dynamic features of the atmospheric system.

On the basis of mathematical physics and atmospheric observation data, Feng et al. have studied various methods of detecting abrupt climate changes. In particular, heuristic segmentation, permutation entropy, and power-law exponent methods have been proposed for detecting and analyzing abrupt changes in climate, allowing the underlying mechanisms to be identified [22–28]. Against the backdrop of global warming, the mechanisms and features of abrupt climate change have been extensively studied [29–32]. However, these previous studies are all based on single time series, such as temperature or precipitation time series. To the best of our knowledge, there has been no research on abrupt changes in real-world time series of multiple meteorological elements. Thus, we study an abrupt change detection method for real-world time series. Additionally, whereas statistical algorithms have been used to study abrupt changes in previous papers, we describe a method for abrupt change detection of the atmospheric system’s dynamic features. Atmospheric motion is described by nonlinear fluid dynamics equations. Due to the high degree of nonlinearity and complexity of these equations, and the limitations of mathematical theory, analytical solutions cannot be obtained. Instead, only numerical approximations can be achieved, whereby the atmospheric dynamic equations are discretized into ordinary differential equations that give the atmospheric numerical model. The atmospheric observations or model output data are the solutions to these ordinary differential equations, and the trajectories of the solutions to these ordinary differential equations in the normed linear
space $\mathbb{R}^n$ can completely describe the state of atmospheric motion. From the study of these trajectories, we can discuss the underlying mechanism of abrupt climate change in terms of geometry and dynamics. This paper presents a definition and detection method for abrupt climate changes from the perspective of ordinary differential equation trajectories.

2. Dynamic Definition and Detection Method of Abrupt Changes

2.1. Abrupt Changes Based on Bifurcation Features

In the study of atmospheric motion, the optimal ordinary differential equations form the ideal atmospheric numerical model, but the dimension $n$ is very high. Thus, the trajectories cannot be drawn in the normed linear space $\mathbb{R}^n$, and so the Lorenz equations are taken as the research object. This is beneficial because, first, theoretical research can be carried out to obtain an abrupt change detection method based on the trajectory evolutions, and second, the Lorenz system is highly simplified, but qualitatively represents certain features of atmospheric dynamics. The Lorenz system comprises the following set of nonlinear equations:

$$
\begin{align*}
\frac{dx}{dt} &= \sigma(-x + y) \\
\frac{dy}{dt} &= rx - y - xz \\
\frac{dz}{dt} &= xy - bz.
\end{align*}
$$

(1)

Here, $x$ is the flipping velocity of convection, $y$ is the temperature ratio, $z$ is the temperature gradient in the vertical direction, $\sigma$ is the Prandtl number, $r$ is the relative Rayleigh number, and $b$ is the velocity damping constant. When $r$ is less than or equal to 1.0, there is only one equilibrium point at $O(0,0,0)$—this is the static state of the fluid. When $r$ is greater than 1.0, there are three equilibrium points, namely, $O(0,0,0)$, $L(-\sqrt{b(r-1)}, -\sqrt{b(r-1)}, r-1)$, and $R(\sqrt{b(r-1)}, \sqrt{b(r-1)}, r-1)$, where $L$ and $R$ denote left and right. In this case, the solution of the equation exhibits a bifurcation phenomenon. We take $\sigma = 10$, $r = 28$, and $b = 8/3$. By taking the initial position as $(6, 20, 33)$ (or any other random value), numerical solutions of the dynamical system in Equation (1) can be determined using the four-rank Runge–Kutta algorithm with an incremental step of 0.001 over the integral interval $[0, 50]$ and a truncation error of 0.01$^3$.

In Figure 1a, the black point is the left equilibrium point $L$ and the blue point is the right equilibrium point $R$; the yellow curve is the trajectory of Lorenz Equation (1). One quasi-periodic trajectory (light gray bold segment) and one quasi-semi-periodic trajectory (light blue bold segment) are selected at random. The motion of these two sections of the trajectory is confined to one equilibrium point, representing the evolution of the solution of the dynamic system in one equilibrium region (the arrows indicate the direction of the trajectory). The green curve is a transition trajectory from the left equilibrium point region to the right equilibrium point region, and the pink curve is a transition trajectory from the right equilibrium region to the left equilibrium region. These two trajectories represent the transitions of the solution curves of the dynamical system between different equilibrium regions. The solution to the Lorenz Equation (1) changes significantly in the pink and green sections, demonstrating a kind of abrupt change. This abrupt change is caused by the bifurcation of Lorenz Equation (1), so it should have some physical meaning. For a dynamical system with more than two equilibrium points, the trajectory motion must have jump characteristics among the different equilibrium states. Therefore, these abrupt changes are relatively common, and can be defined as bifurcation-type abrupt changes. This type of abrupt change is the main focus of our study.
Figure 1. Trajectory of the Lorenz equation and y component. (a) Trajectory of the Lorenz equation, (b) y component of one periodic trajectory, (c) y component of semi-periodic trajectory, (d) y component of transition trajectory from left equilibrium region to right equilibrium region, and (e) y component of transition trajectory from right equilibrium region to left equilibrium region.

In Figure 1b, the horizontal direction is the time coordinate, and the curve is the y component of the light gray trajectory segment in Figure 1a. Figure 1c–e show the curves of the y component of the light blue, green, and pink trajectory segments in Figure 1a. Abrupt change detection can be applied to the time series in Figure 1b,c, and the abrupt change points are indicated by red stars. However, the time series in Figure 1d,e have no obvious characteristics of abrupt changes (of course, with different detection methods, there may be different detection results).

We can see from Figure 1a that the trajectory in the left equilibrium region rotates clockwise, whereas that in the right equilibrium region rotates counter-clockwise. Therefore, the rotation direction of the pink and green transition trajectories is bound to change. In view of these characteristics of the bifurcation-type abrupt change, we propose a method for their detection that is helpful in classifying and detecting abrupt changes in the atmosphere. It is also expected to provide a geometric and dynamic explanation for extreme weather events, such as abrupt changes between drought and flood in climate forecasts, and an early warning signal for abrupt climate change.

2.2. Bifurcation-Type Abrupt Change Detection Method

To determine the direction of a plane curve as either clockwise or counter-clockwise, consider the directional curve $L$ in Figure 2. We select the points $P_i(x_1, y_1)$, $P_2(x_2, y_2)$, $P_3(x_3, y_3)$, ..., $P_n(x_n, y_n)$ on $L$ in turn, and obtain the point sequence $\{P_n(x_n, y_n)\}$. For different curves, we can adjust the density of the selected points. For the trajectory of a dynamical system, point sequence $\{P_n(x_n, y_n)\}$ can be taken as the numerical solution. The three vertices of triangle D in Figure 2 are $P_i(x_i, y_i)$, $P_{i+1}(x_{i+1}, y_{i+1})$, and $P_{i+2}(x_{i+2}, y_{i+2})$; these are enclosed by the directional line segments $P_iP_{i+1}$, $P_{i+1}P_{i+2}$, and $P_{i+2}P_i$, and the boundary of triangle D is $l$. We can write the integral of this curve as

$$S_i \equiv \frac{1}{2} \int_{P_iP_{i+1}} x \, dy - y \, dx = \frac{1}{2} \left( \int_{P_iP_{i+1}} x \, dy - y \, dx + \int_{P_{i+1}P_{i+2}} x \, dy - y \, dx + \int_{P_{i+2}P_i} x \, dy - y \, dx \right). \quad (2)$$
where

\[ L \]

is in the coordinate plane \( L_0 \), and the direction is indicated by the arrow. The geometrical meaning is the directed area of the triangle \( \Delta P_1 P_{i+1} P_{i+2} \). The integral can be obtained as

\[
S_i = \frac{1}{2} \left[ (y_{i+1} - y_i) (x_i + x_{i+1}) - (x_{i+1} - x_i) (y_i + y_{i+1}) 
+ (y_{i+2} - y_{i+1}) (x_{i+1} + x_{i+2}) - (x_{i+2} - x_{i+1}) (y_{i+1} + y_{i+2}) 
- (y_{i+2} - y_i) (x_i + x_{i+2}) + (x_{i+2} - x_i) (y_i + y_{i+2}) \right].
\]

(3)

Simplifying this expression, we get

\[
S_i = \frac{1}{2} \left( x_i y_{i+1} + x_{i+1} y_{i+2} - x_{i+2} y_{i+1} - x_i y_{i+2} + x_{i+2} y_i \right),
\]

(4)

where \( i = 1, 2, 3, \ldots, n - 2 \) gives the series \( \{S_i\} \). The definition of the second type of curve integral states that if \( S_i > 0 \), the directional curve \( L \) is rotating counter-clockwise around the triangle \( \Delta P_1 P_{i+1} P_{i+2} \), and when \( S_i < 0 \), the directional curve \( L \) is rotating clockwise around the triangle \( \Delta P_1 P_{i+1} P_{i+2} \); if \( S_i = 0 \), the curve is a straight line in the triangle \( \Delta P_1 P_{i+1} P_{i+2} \), that is, \( P_i, P_{i+1}, \) and \( P_{i+2} \) are collinear. The direction of curve \( L \) can also be determined by the sign of the vector product of the following vectors:

\[
\vec{p}_i \vec{P}_{i+1} = (x_{i+1} - x_i, y_{i+1} - y_i)
\]

(5)

\[
\vec{p}_{i+1} \vec{P}_{i+2} = (x_{i+2} - x_{i+1}, y_{i+2} - y_{i+1}).
\]

(6)

If the vector product of \( \vec{p}_i \vec{P}_{i+1} \) and \( \vec{p}_{i+1} \vec{P}_{i+2} \), i.e.,

\[
\vec{p}_i \vec{P}_{i+1} \times \vec{p}_{i+1} \vec{P}_{i+2} = x_{i+1} y_{i+2} - x_i y_{i+2} + x_i y_{i+1} - x_{i+2} y_{i+1} + x_{i+2} y_i + x_{i+1} y_i
\]

(7)

is greater than zero, then \( L \) is rotating counter-clockwise; if the vector product is less than zero, \( L \) is rotating clockwise. Comparing Equations (4) and (6), they differ by a factor of two: this is obvious, because the vector product in Equation (6) is twice the area of the triangle \( \Delta P_1 P_{i+1} P_{i+2} \). We call the time series \( \{S_i\} \) the area index time series, as the directional curve \( L \) is in the coordinate plane \( xoy \). The area index time series is recorded as \( \{S_{xoy}^y\} \).
2.3. Bifurcation-Type Abrupt Change Detection Test

For ease of exposition, the trajectory of the Lorenz equation in the region of the left equilibrium point is colored light gray and that in the right equilibrium region is colored light blue. The abrupt change points from the left equilibrium point area to the right equilibrium point area are marked with green points (curve segment), and the abrupt change points from the right equilibrium point area to the left equilibrium point area are marked with pink points (curve segment). This provision extends to the projection of the trajectory of the Lorenz equation on every coordinate plane.

2.3.1. Single-Index Time Series Abrupt Change Detection

Take the projection of the trajectory of Figure 1a on the coordinate plane xoz as the directional curve \(L\), and consider the time interval \([0, 10]\). \(P_1(x_1, z_1)\), \(P_2(x_2, z_2)\), and \(P_3(x_3, z_3)\) are taken on the curve \(L\), where \(x_1, x_2, x_3\) and \(z_1, z_2, z_3\) are the \(x\) and \(z\) components of the numerical solution of Equation (1). According to Equation (4), we can obtain \(S_{xoz}^{xoz_1}\), where the superscript \(xoz\) denotes that the curve is in the coordinate plane \(xoz\) and the subscript 1 indicates the first point; then, we take \(P_2(x_2, z_2)\), \(P_3(x_3, z_3)\), and \(P_4(x_4, z_4)\) to obtain \(S_{xoz}^{xoz_2}\), etc., to give the area index time series \(\{S_{xoz}^{xoz_i}\}\). In Figure 3a, this area index time series is shown by the red line; the black line is the zero line, and the pink and green stars are the intersection points between the red curve and the black line. The pink stars (denoted as \(T_{p}^{2n_1}\), \(T_{p}^{2n_2}\), and \(T_{p}^{2n_3}\)) indicate the points at which the time series \(\{S_{xoz}^{xoz_i}\}\) changes from positive to negative (the corresponding times are approximately 1.23, 3.63, and 9.39), while the green stars (denoted as \(T_{n}^{2p_1}\) and \(T_{n}^{2p_2}\)) indicate the points at which \(\{S_{xoz}^{xoz_i}\}\) changes from negative to positive (the corresponding times are approximately 2.76 and 4.50). For convenience, \(T_{p}^{2n_1}\) is also used to represent the time 1.23, and \(T_{p}^{2n_2}\) is used to represent the time 3.63.

Figure 3. Area index time series and trajectory of the Lorenz equation. (a) Area index time series \(\{S_{xoz}^{xoz_i}\}\)(b) Trajectory of the Lorenz equation in coordinate plane \(xoz\). (c) Trajectory of the Lorenz equation.

In the calculation of the numerical solution of Lorenz Equation (1), the integration step is 0.001. If we take the integration step to be 0.01, the length of the time series \(\{S_{xoz}^{xoz_i}\}\) is smaller, but we obtain similar results. Figure 3b shows the projection of the Lorenz trajectory in the \(xoz\) plane, where the light blue curve corresponds to \(S_{xoz}^{xoz_i} > 0\), the light gray curve corresponds to \(S_{xoz}^{xoz_i} < 0\), and the times corresponding to the pink stars are \(T_{p}^{2n_i}\) (\(i = 1, 2, 3\)) (note that two of these points are very close to each other, labeled as \(two\)). The times corresponding to the green stars are \(T_{n}^{2p_j}\) (\(j = 1, 2\)). Figure 3c shows the trajectory...
of Lorenz Equation (1) in $R^3$; the corresponding time intervals of every directed curve in the graph are exactly the same as in Figure 3b, and the corresponding times of the pink and green stars are also the same as in Figure 3b.

Figure 3b illustrates that when time series $\{S^\text{t oz}_{i}\}$ is greater than zero, the trajectory rotates counter-clockwise in the region of the right equilibrium point; conversely, when the time series is less than zero, the trajectory rotates clockwise in the region of the left equilibrium point. There are two cases when $\{S^\text{t oz}_{i}\}$ is equal to zero. At times $T^{p2n}_{i}$ ($i = 1,2,3$), the trajectory passes from the right equilibrium area to the left equilibrium area, while at times $T^{n2p}_{j}$ ($j = 1,2$), the trajectory passes from left to right. Figure 3c shows that the position of the trajectory can be determined by the positive and negative values of the time series $\{S^\text{t oz}_{i}\}$, that is, for $S^\text{t oz}_{i} < 0$, the trajectory is in the left equilibrium region, and for $S^\text{t oz}_{i} > 0$, the trajectory is in the right equilibrium region. However, when $S^\text{t oz}_{i} = 0$, the trajectory transitions between the different equilibrium regions, and these are the times when the bifurcation-type abrupt changes occur.

We denote jumps from the right equilibrium region to the left equilibrium region as $SC^{R2L}$; these correspond to the pink stars in Figure 3c and $T^{p2n}_{i}$ ($i = 1,2,3$). Jumps from the left equilibrium region to the right equilibrium region are defined as $SC^{L2R}$; these correspond to the green stars in Figure 3c and $T^{n2p}_{j}$ ($j = 1,2$). We can see from Figure 3c that there are three instances of $SC^{R2L}$ and two instances of $SC^{L2R}$ in the time interval $[0, 10]$. Thus, our detection method did not produce any false or missed detections. This new method for detecting bifurcation-type abrupt changes is based on the dynamic characteristics of the Lorenz equation.

In conclusion, bifurcation-type abrupt changes occur when the time series $\{S^\text{t oz}_{i}\}$ is equal to zero. $T^{p2n}_{i}$ correspond to $SC^{R2L}$ abrupt changes, and $T^{n2p}_{j}$ correspond to $SC^{L2R}$ abrupt changes.

2.3.2. Multi-Index Time Series Abrupt Change Detection

The trajectory of Lorenz Equation (1) can be projected into the $yoz$ and $xoy$ coordinate planes to obtain two directional curves. According to Equation (4), time series $\{S^\text{t oz}_{i}\}$ and $\{S^\text{t xoy}_{j}\}$ are obtained. $\{S^\text{t oz}_{i}\}$, $\{S^\text{t xoz}_{i}\}$, and $\{S^\text{t yoz}_{j}\}$ are plotted in the same coordinate plane over the time interval $[0, 10]$ in Figure 4. In this figure, the red curve is $\{S^\text{t oz}_{i}\}$, the purple curve is $\{S^\text{t xoz}_{i}\}$, and the cyan curve is $\{S^\text{t yoz}_{j}\}$; the black line is the zero line, the pink regions correspond to the pink stars in Figure 3a, also identified by $T^{p2n}_{i}$ ($i = 1,2,3$), and the green regions correspond to the green stars in Figure 3a, also identified by $T^{n2p}_{j}$ ($j = 1,2$). The local map of the pink region $T^{p2n}_{i}$ is given in the lower right corner.

The variation of the time series $\{S^\text{t oz}_{i}\}$ has been analyzed above. $\{S^\text{t oz}_{i}\}$ turns from positive to negative in the pink regions $T^{p2n}_{i}$ ($i = 1,2,3$), corresponding to times 1.13, 3.42, and 9.29, and turns from negative to positive in the green regions $T^{n2p}_{j}$ ($j = 1,2$), corresponding to times 2.65 and 4.43. It is positive in the intervals $[0, 1.13]$, $[2.65, 3.42]$, and $[4.43, 9.29]$, and negative in the intervals $[1.13, 2.65]$, $[3.42, 4.43]$. Time series $\{S^\text{t xoy}_{j}\}$ is slightly more complex. The series changes from negative to positive at times 1.14, 3.50, and 9.29 and changes from positive to negative at times 1.38, 3.95, and 9.54. Thus, in the pink transparent regions $T^{p2n}_{i}$ ($i = 1,2,3$), corresponding to time intervals $[1.14, 1.38]$, $[3.50, 3.95]$, and $[9.29, 9.54]$, $\{S^\text{t xoy}_{j}\}$ is positive. In addition, the series changes from negative to positive at times 2.66 and 4.43 and from positive to negative at times 2.92 and 4.63. Thus, in green transparent regions $T^{n2p}_{j}$ ($j = 1,2$), corresponding to time intervals $[2.66, 2.92]$ and $[4.43, 4.63]$, $\{S^\text{t xoy}_{j}\}$ is also positive. At all other times, $\{S^\text{t xoy}_{j}\}$ is negative.

The following conclusions can be drawn: the time series $\{S^\text{t oz}_{i}\}$ and $\{S^\text{t xoz}_{i}\}$ alternate between positive and negative, and the transitions are broadly synchronized. However, $\{S^\text{t xoy}_{j}\}$ is generally negative. The local map clearly shows that both $\{S^\text{t oz}_{i}\}$ and $\{S^\text{t xoz}_{i}\}$ turn from positive to negative, but $\{S^\text{t xoy}_{j}\}$ turns from negative to positive, and then soon afterwards (about 0.2 time units later) turns back from positive to negative. The occurrence times of positive and negative transitions are largely in the time interval $[9.28, 9.53]$. The changes in the time series are similar in the remaining pink transparent region $T^{p2n}_{i}$ ($i = 1,2$).
For the green transparent region $T^{\nu^2p_j} (j=1,2)$, there are similar results. The times at which $\{S^{\nuoz}_i\}$ and $\{S^{\nuoz}_i\}$ are equal to zero are not consistent within the same pink or green area, with $\{S^{\nuoz}_i\}$ passing through zero slightly ahead of $\{S^{\nuoz}_i\}$.

![Figure 4. Multiple area index time series.](image)

To discuss the effect of abrupt change detection, we consider Figure 5. Figure 5a is the same as Figure 3b. Figure 5b is the projection of the trajectory of Lorenz Equation (1) onto the coordinate plane yoz. The direction and color of the trajectory are exactly the same as those in Figure 5a; however, every time interval is determined by the changes in the sign of the time series $\{S^{\nuoz}_i\}$. The points corresponding to the pink crosses in the figure are 1.13, 3.42, and 9.29, where $S^{\nuoz}_i = 0$, and $S^{\nuoz}_i$ turns from positive to negative. The points corresponding to the green crosses are 2.65 and 4.43, where $S^{\nuoz}_i = 0$, and $S^{\nuoz}_i$ turns from negative to positive. Figure 5c is the projection of the trajectory onto the coordinate plane xoy. As the initial field is in the right equilibrium region, the trajectory in interval [0, 1.14] is shown in light blue, the trajectory in interval [1.14, 1.38] is shown in pink, and the trajectory in interval [1.38, 2.66] is shown in light gray. That is, the trajectory color is determined by whether the time series $\{S^{\nuoz}_i\}$ is positive or negative. The trajectory in $\mathbb{R}^3$ is shown in Figure 5, and the light blue and light gray trajectories are exactly the same as in Figure 3c. The positive and negative elements of the time series $\{S^{\nuoz}_i\}$ are used to determine whether the trajectory is in the right or left equilibrium region. The times corresponding to the pink stars are when $\{S^{\nuoz}_i\}$ is equal to zero in the pink areas in Figure 4, i.e., $T^{\nu^2p_i} (i=1,2,3)$, and the times corresponding to the green stars are when $\{S^{\nuoz}_i\}$ is equal to zero in the green areas in Figure 4, i.e., $T^{\nu^2p_j} (j=1,2)$. The pink and green stars and crosses indicate when the time series $\{S^{\nuoz}_i\}$ is equal to zero. This is similar to the calibration method for the pink and green stars. The pink and green trajectories are determined by the time series $\{S^{\nuoz}_i\}$: the time intervals of the pink trajectory correspond to the pink area in Figure 4 when $\{S^{\nuoz}_i\}$ is greater than zero, and the time intervals of the green trajectory correspond to the green area in Figure 4 when $\{S^{\nuoz}_i\}$ is greater than zero. It is clear that the pink stars, crosses, and trajectories indicate jumps in the trajectory of the Lorenz equation from the right equilibrium region to the left equilibrium region. Similarly, the green stars, crosses, and trajectories indicate jumps in the trajectory of the
Lorenz equation from the left equilibrium region to the right equilibrium region. Thus, the occurrence of bifurcation-type abrupt changes has been detected.

**Figure 5.** Trajectory of the Lorenz equation. (a) Trajectory in $xoz$ coordinate plane. (b) Trajectory in $yoz$ coordinate plane. (c) Trajectory in $xoy$ coordinate plane. (d) Trajectory of the Lorenz equation.

In summary, we can adopt the time at which the time series \( S_{xoz} \) or \( S_{yoz} \) is equal to zero as the occurrence time of a bifurcation-type abrupt change in Lorenz Equation (1), and can also judge the position of the trajectory from whether the time series \( S_{xoz} \) and \( S_{yoz} \) are positive or negative. This shows that when the rotation direction of the trajectory changes, there will be a bifurcation-type abrupt change. We can see that the time series \( S_{yoz} \) provides an early warning (i.e., the crosses are very prior to the stars) of an abrupt change, unlike \( S_{xoz} \). Of course, this warning time scale is very small. If we consider the changes that occur over long time scales, this can be ignored. This also shows that the abrupt change time detected by different area index time series may be different, but it can be considered as within the range of error. As for why the abrupt change time is detected earlier or later in the different time series, we do not discuss this in detail here. Time series \( S_{xoy} \) can detect the abrupt change process, that is, the pink and green trajectory segments in Figure 5d, so we call these the transition trajectories.

### 2.3.3. Abrupt Change Detection Effect

Figure 5 shows that, as long as the abrupt change of trajectory can be detected in a certain coordinate plane, we can detect the abrupt change of trajectory in $R^3$. We now consider the plane trajectory. First, we discuss the abrupt change detection using the time series \( S_{xoz} \). Figure 6 gives the trajectory in the $xoz$ plane over the time interval [0, 2000]. The curves and points are colored as in Figure 5a. There are seven blue tracks on the upper right side of the left equilibrium region, corresponding to the seven green stars and seven pink stars, and there are eight gray tracks on the upper left side of the right equilibrium region, corresponding to eight green stars and eight pink stars. Thus, this seems to indicate 30 abrupt changes, but these are actually false abrupt changes. The reasons for such false detections may be that the trajectories in these locations are close to straight lines, and when calculating the time series \( S_{xoz} \), machine storage limitations and calculation errors may cause nonzero values to be calculated as zero values, giving a false detection. The abrupt change points are basically clustered on the pink and green star lines. There are
602 $SC^{R2L}$ abrupt changes and 601 $SC^{L2R}$ abrupt changes, with a false detection rate of 2.5%. Note that our method cannot determine whether there are any missed detections.

![Figure 6](image-url). Trajectory of the Lorenz equation in $xoz$ coordinate plane.

Figure 7 shows the abrupt change detection for the trajectory in the $yoz$ plane given by time series $\{S_{yoz}^i\}$ over the time interval $[0, 2000]$. Compared with Figure 6, time series $\{S_{yoz}^i\}$ is more accurate in the detection of abrupt changes, and there are no false detections; again, we cannot comment on the possibility of missed detections.

![Figure 7](image-url). Trajectory of the Lorenz equation in $yoz$ coordinate plane.

Figure 8 shows the trajectory in the $xoy$ plane for time intervals of $[0, 30]$, $[0, 100]$, $[0, 1000]$, and $[0, 2000]$. The trajectory colors are consistent with those in Figure 5c. From Figure 8(a), the areas in which the trajectory dwells are easy to identify, and both $SC^{R2L}$ and $SC^{L2R}$ abrupt change processes can be detected (as shown by the pink and green trajectories in the figure). In Figure 8b, the $SC^{R2L}$ and $SC^{L2R}$ abrupt change processes are not easy to distinguish, and the position of the trajectory cannot be accurately determined. Similar conclusions can be reached for Figure 8c,d. The reason for this detection error is that the
trajectory rotates clockwise in both the left and right equilibrium regions. Only in the green region in Figure 8 does it rotate counter-clockwise. Therefore, it is difficult to detect the position and abrupt change type, but the spatial location of the abrupt change must be in the green area in Figure 8d.

Figure 8. Trajectory of the Lorenz equation in $xoy$ coordinate plane. (a) Integral interval $[0, 30]$. (b) Integral interval $[0, 100]$. (c) Integral interval $[0, 1000]$. (d) Integral interval $[0, 2000]$.

3. Conclusions and Implications

Based on the trajectories of the Lorenz equation, jumps among different equilibrium points have been defined as bifurcation-type abrupt changes. According to the rotation direction of the trajectories, a time series was constructed, and the positive and negative elements of the time series allowed us to determine the regions where the trajectory dwells. The points at which the time series are equal to zero are the moments when the trajectory jumps among different equilibrium regions, which determine the occurrence times of bifurcation-type abrupt changes. In conclusion, this method can accurately detect jumps within the Lorenz system of equations.

The motion of the atmosphere can be described by a set of partial differential equations, which can be discretized to give a set of ordinary differential equations. The atmosphere is also a dynamical system, so observation data or the output from numerical models can be regarded as the solution to this dynamical system, and the function image in the normed linear space $R^n$ is the corresponding trajectory. The abrupt change detection method proposed in this paper has been applied to trajectories in the normed linear space $R^3$; therefore, it can theoretically be used on trajectories in any normed linear space $R^n$. Consider the case in which $T$, $u$, $v$, $w$, $p$, and $\rho$ denote time series of temperature, wind speed (three components of velocity), pressure, and density, respectively. The time series $\{S^{xoy}\}$ associated with different meteorological elements can be constructed from Equation (4), where $x$ and $y$ are two of $T$, $u$, $v$, $w$, $p$, and $\rho$. By identifying the points at which the time series $\{S^{xoy}\}$ is equal to zero, it is possible to determine the times at which abrupt climate changes occur. It is important to note that, although this method can theoretically be applied to climatic change, its application to real atmospheric data requires further investigation in the future. Once the dimension becomes very high, the discreteness of the observation data may cause some technical problems. In summary, the proposed abrupt
change detection method has been established based on the dynamic significance of the system trajectories, and is able to detect abrupt changes in multi-dimensional time series.
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