Energy consumption prediction through linear and non-linear baseline energy model
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ABSTRACT

Accurate baseline energy models demand increase significantly as it lower the risk of energy savings quantification. It is achieved by performing energy consumption prediction with its respective independent variables through linear or non-linear modelling technique. Developing such model through linear modelling technique provide certain disadvantages due to the fact that the behavior of certain independent variables with respect to the energy consumption is non-linear in nature. Furthermore, linear modelling technique requires prior studies upon modelling to achieve accurate energy consumption prediction. Thus, to apprehend this situation, this paper main intention is to perform energy consumption prediction through a non-linear modelling technique to provide alternative option for developing a good and accurate baseline energy models. This study proposes energy consumption prediction based on Non-linear Auto Regressive with Exogenous Input – Artificial Neural Network (NARX-ANN) as a non-linear modelling technique that will be compared with Multiple Linear Regression Model (MLR) as linear modelling technique. A case study in Malaysian educational buildings during lecture week will be used for this purpose. The results demonstrate that NARX-ANN shows a higher accuracy through statistical error measurement.
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1. INTRODUCTION

Energy prediction have become important recently [1-3] due to increase on research for energy savings quantification purposes. Energy savings quantification were made possible with the help of good and accurate baseline energy models. Baseline energy models is a tool that depict the energy consumption of a particular system before and after changes are being made within the system. From the developed baseline energy model, it can facilitate building owners, energy managers as well as utility companies to plan, manage, and propose steps for efficient energy management. It is indeed a life savior for all of the respective person to obtain a good baseline energy model because the energy consumption and independent variables is well presented with a mechanism that is suitable for the efficient energy management purposes. Before any baseline energy model are being developed, suitable candidates for the independent variables that may have an effect on the energy consumption have to be identified. Identification of the independent variables is highly depending on type of buildings [4, 5], measurement option [6, 7], location [8-10] and climate
surroundings [11]. Selected independent variables that have been chosen are then will be fed to next important procedure i.e. modelling and prediction. Modelling and prediction can be the most pivotal part to achieve a good baseline energy model. Modelling is a process that involves choosing the suitable model to represent the relationship of input and output. In this particular case, the output is energy consumption and input is the independent variables. Prediction lies within the capability of the model that have been selected to further assess the results of future value that upholds the behavior of the input and output of the particular system.

Furthermore, quantification of energy saved after certain energy conservation measures (ECM) have been conducted relies heavily on the predicted energy consumption. Energy saved after ECM implementation is the absence of energy. Absence of energy is the difference of the measured energy consumption after the implementation of ECM with the energy consumption if there are no ECM were implemented. In order to execute this calculation, energy consumption after ECM implementation have to be predicted in assumption that during this period there are no ECM implementation. This is due to the fact that the independent variables that govern the energy consumption such as meteorological condition, working days and occupancy have to be discriminated with the impact of the ECM that was implemented. Such measuring and quantification of energy savings framework is available in The International Measurement and Verification Protocol (IPMVP) [12]. Known for its deterministic and simple approach, linear regression model has been adopted in the IPMVP standard for the energy consumption prediction purposes. It is even worth mentioning that linear regression model is a choice preferred amongst researcher in the field of energy prediction and load forecasting [7, 11, 13, 14]

Despite being accepted amongst researchers [7, 11, 13, 14], linear regression model may provide inaccuracy on modelling and prediction since independent variables and energy consumption may have non-linear relationship. Nevertheless, certain good effort to improve the accuracy of linear regression model is visible by introducing clustering of independent variables [15], representing hypothesis for regression model [16] but resulting on complex model. Development of these models may require huge number of datasets to work with hence posed difficulties on its implementation. Avoiding such difficulties, simple models is required for modelling and prediction purpose that are able to deal with non-linearity characteristics exist in the independent variables that produce accuracy and possible to be trained with medium amount of data. Thus, the intention of this paper is to present a non-linear model to develop a baseline energy models and performing energy consumption prediction. Non-linear Auto Regressive with Exogenous Input (NARX) will be used as the non-linear model. The NARX model will utilize multilayer perceptron artificial neural network (MLP-ANN) as the model estimator and will be named as NARX-ANN model. A case study will be conducted in an educational building in Malaysian University. The develop baseline energy models and energy consumption prediction will be compared with Multiple Linear Regression (MLR) model.

2. RESEARCH METHOD

The methodology that will be describe in this section is the research designed to achieve the desired objectives. This research start with selection of academic buildings. Energy consumption and independent variables will be measured and collected and will be fed to the MLR model and NARX-ANN model. Baseline energy model will be developed and energy prediction will be conducted. Analysis of comparison between two model will be conducted to assess the accuracy of the baseline energy model develop using MLR and NARX-ANN model. Certain NARX-ANN algorithm was referred in [17] as this is work is a continuation from the studies. The research end with a conclusion drawn to summarize the best and accurate model.

2.1. Academic Buildings

The buildings that have been chosen to be the case study in this research is Faculty of Electrical Engineering’s (FKE) building. It is located in Universiti Teknologi MARA (UiTM) Johor branch Pasir Gudang campus. The FKE’s building buildings is shown in Figure 1. It consists of sixty lecturer’s office rooms, five meeting rooms, four class rooms and fourteen laboratories. The building has centralized air conditioning system classrooms, laboratories and meeting rooms except in lecturer’s office room where the air conditioning is a split unit system. The energy consumption will be measured during March 2018–July 2018 lecture week session that consist of 14 weeks lecture week period. The energy consumption will be measured again during September 2018 – January 2019 lecture week session for energy prediction comparative purpose.
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2.2. Energy Consumption Measurement

Data logger Fluke 1750 will be used for the measurement of energy consumption for the FKE buildings. The data logger will be logged at the main switch room that is receiving the electricity supply from main 33/11kV transformer that have been stepped down to 11kV/415V. The data logger will be tapped at the 415V busbar voltage at 15-minute interval sampling time. The energy consumption is then will be aggregated to become 30-minute interval and the baseline energy model will be developed at hourly interval of the 30 minutes aggregated interval data. This step is being conducted to decrease the oscillation of the data which directly may decrease the computational time [18].

2.3. Independent Variables

Selection of the independent variables that may have an effect towards the energy consumption does not have any standard procedure. It may base on decision made instinctively or with several algorithms to rank the best independent variables that is having a high impact on energy consumption. As it leads to model complexity, the independent variables in this research is based on instinctive selection. The independent variables candidate for FKE’s building is staff occupancies, student’s occupancies in classroom, student’s occupancies in laboratories and outside temperature.

In Table 1, staff occupancies in the FKE’s building will be counted from the daily attendance record. The occupancy in the FKE’s building was counted based on staff who were occupying their rooms during office hours form 8.00 am until 5.00 pm. The office rooms were occupied by lecturers and even though there are classes to attend, the occupancies will be counted in assumption that the loads in the rooms is not switch off. Student occupancies in class rooms and laboratories were counted based on the number of student register for the current semester’s subject available on students timetable system. The outside temperature will be collected from the nearest satellite and weather station available in www.weatherunderground.com. All independent variables will be collected during March 2018 – July 2018 session.

2.4. Multiple Linear Regression Model

Linear regression model is a linear model that uses linear equation for its model estimator. Regression model can be described as purely mathematical model. The most well-known regression model multiple variable linear regression (MLR) model. MLR model holds the relation of an input function denotes $Y$ and assumes that $Y$ is depending on its variables $X_1$, $X_2$, $X_3$ ... $X_n$ linearly. The equation of the MLR model can be written as in (1).

$$Y = \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_n X_n + \beta_0 + \varepsilon$$  \hspace{1cm} (1)

As shown in (1), $Y$ is the input of the function where $X$ is the variables that governs the input. $\beta_1, \beta_2 ... \beta_n$ is the slope of the equations also known as the constant or parameter for the variable of $X$. Linear regression model is widely accepted and adopted to perform prediction studies based on its simplicity. In this research the energy consumption measured and the collected independent variables during the month of March 2018 will be the training data and the baseline period of the MLR model. The energy prediction will be conducted based on the baseline model developed using March 2018 as the training data and the remainder of March 2018 – July 2018 data will become the testing data for energy consumption prediction purposes.
2.5. **NARX-ANN Model**

Non-linear Auto Regressive with Exogenous (NARX) input is a time series non-linear model derived from the Autoregressive exogenous (ARX) linear model and have been widely used for modelling and prediction purposes [19-25]. The model consists of structure which is repeated in the dynamic network with feedback connections. NARX can be describe in the (2)

\[ y(t) = f(y(t-1), y(t-2), \ldots y(t-n), u(t-1), u(t-2) \ldots u(t-n)) + \varepsilon_t \]  

The output \( y(t) \) is the outcome of from past input \( y(t-1), y(t-2), \ldots y(t-n) \) and the exogenous input \( u(t-1), u(t-2) \ldots u(t-n) \) where it is approximated by a non-linear function \( f \) in (2). The past output, past input and the non-linear function also knows as the tapped delay lines of the NARX model.

The multilayer perceptron artificial neural network (MLP-ANN) is the model estimator that is widely used with the NARX model and is called NARX-ANN [26]. The MLP-ANN consists of input layer, hidden layer and output layer. The MLP-ANN receive an independent input that will be connected with the neuron in the hidden layer. The input will be multiplied with weight and added with biased in the interconnection of input layer and hidden layer. Summation will occurred in the neuron where activation function \( f(\varphi N) \) with weight \( W \) that have been multiplied with input \( U \) and bias \( b \) in (3) and (4).

\[ f(\varphi N) = W_1U_1 + W_2U_2 + W_3U_3 + b \]  

The connection of the MLP-ANN is a pure feedforward in motion where by it is deemed to be the most suitable model estimator for NARX model. The MLP-ANN will be train using Levenberg-Marquadt learning algorithm for its fast-computational time [27, 28]. In this work, the energy consumption that was measured and the independent variables data collected will be divided into 70% training 15% validation and 15% testing distribution [29] by interleaved method for modelling purpose. The number of neurons and tapped delay lines of the NARX-ANN model will be determined by trial and error method. The baseline energy model developed from the NARX-ANN model will be used to perform the energy prediction in one step ahead horizon. The one step ahead prediction answer will be compared with the March 2018 – July 2018 measured data.

2.6. **Statistical Measurement**

In order to demonstrate a fair comparison, the predicted energy consumption from both of the model using March 2018 – July 2018 data will be compared again with energy consumption that is measured from September 2018 –January 2019 lecture week session. The measured energy consumption during September 2018 – January 2019 will not be used in any training and testing purposes in MLR model and NARX-ANN model for baseline energy model development and prediction purposes. Comparison between actual and predicted energy consumption will be executed by means of Mean Squared Error (MSE), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). All of the equation are being shown in (4), As shown in (5) and (6) respectively. As shown in (4) and (5) \( Y_i \) is the predicted value and \( y_i \) is the actual value. As shown in (6) \( A_i \) is the actual value while \( F_i \) is the forecasted value.

\[ MSE = \frac{1}{n} \sum_{t=1}^{n} (y_t - y_i)^2 \]  

\[ RMSE = \sqrt{\frac{\sum_{t=1}^{n} (y_t - y_i)^2}{n}} \]  

\[ MAPE = \frac{100}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right| \]

3. **RESULTS AND DISCUSSION**

The results and discussions of the proposed research methodology frame work will be separated into three sections. The first section and second section is the result that was achieved from MLR model and NARX-ANN model respectively. In addition, the discussions will include the results of the developed baseline energy model and the energy prediction in FKE’s building. The comparison of both model with actual data measured during September 2018 – January 2019 will be presented in third section.
3.1. MLR Model

The whole measured energy consumption on March 2018 for FKE’s building that have been fed to the multiple linear regression model. The total data point during March 2018 is 456 data points. The data point that have been fed to the multiple regression model yields the (2) and which are the baseline energy model for FKE’s building.

\[
Y = 1.3664X_1 + 0.0154X_2 - 0.0024X_3 + 3.0735X_4 - 59.4566
\]  

(2)

As shown in (9) \(X_1, X_2, X_3\) and \(X_4\) is the independent variables for staff occupancies, student occupancies in classrooms, student occupancies in laboratories and temperature. The coefficient is positive for staff occupancies, student occupancies in classrooms and temperature except for student occupancies in laboratories which shows a negative coefficient value. The results of the regression statistics is shown in Table 2. In Table 2, the R value which is the correlation coefficient achieve high value at 0.89 and 0.88 for FKE’s building. In addition the \(R^2\) that represent the goodness of fit of the model have a significant high value which is 0.80.

The remaining independent variables data of the measured energy consumption from FKE’s building is being inserted in (9). The prediction of the energy consumption using the remaining data is being shown in Figure 2. In Figure 2 the red dashed line is the predicted energy consumption while the blue bold line is the measured energy consumption. It is observable from Figure 2, there is a high deviation at almost all of the higher peak value of the energy consumption. Similar prediction pattern is visible at the lower peak of the predicted energy consumption where certain deviation between predicted value and the measured value is presence. It is safe to assume that multiple linear regression model perform well in coefficient correlation (R) and coefficient of determination (R\(^2\)) but at prediction level, certain value at high peak and lower peak have certain amount of deviation which may decrease accuracy.

Table 2. FKE’s Building Regression Statistics

| Regression Statistics | FKE |
|-----------------------|-----|
| Multiple R            | 0.89|
| R Square (R\(^2\))    | 0.80|
| Standard Error        | 16.831|

Figure 2. FKE’s building predicted energy consumption

3.2. NARX-ANN Model

The NARX-ANN models start with initializing the neuron numbers and tapped delay lines for the model. Several trial and error on the selection of neuron numbers and the tapped delay lines of the NARX-ANN model have been tested. The number of neurons, input and output tapped delay lines that produce the best answer is being shown in Table 3. The value of 50 neuron numbers, 20 input and output tapped delay lines for FKE’s building shows the correlation value of 0.98. From this correlation value, it clearly shows that NARX-ANN model outshines the MLR model where it can give higher correlation value hence indicating that the NARX-ANN model has successfully build a strong linear relationship between the independent variables with respect to energy consumption. The predicted energy consumption based on one step ahead prediction of the NARX-ANN model has been plotted and is shown in Figure 3. In Figure 3, it is observable
that the one step ahead predicted energy consumption has become similar to the measured (actual) energy consumption. This further strengthen that NARX-ANN model is capable to model the non-linearity behavior that exist between the independent variables with the energy consumption. From visual inspection, it can be clearly seen that the similarity is better compared to MLR model energy consumption prediction.

Table 3. FKE’s Building NARX-ANN Parameters

| Parameters                  | FKE |
|-----------------------------|-----|
| Input Tapped Delay Lines    | 20  |
| Output Tapped Delay Lines   | 20  |
| Neuron                      | 50  |
| Correlation Coefficient (R) | 0.98|

Figure 3. FKE’s building predicted energy consumption

3.3. Comparison between MLR Model and NARX-ANN Model

The MSE, RMSE and MAPE of the predicted energy consumption using MLR model and NARX-ANN model have been calculated and is shown in Table 4. In Table 4, the calculated value of MSE, RMSE and MAPE is based on the predicted value from Figure 2 - 3 which is the energy consumption during March 2018 – Sept 2018. The value of MSE and RMSE is in kWh. The MLR model have a high value of MSE and RMSE, compared to the NARX-ANN model. This value of MSE and RMSE comparison indicate strongly that the energy consumption predicted using NARX-ANN model produce lower error compared with the MLR model. Furthermore, the MAPE value of NARX-ANN model is lower compared to MLR model. It is further understood that NARX-ANN model has higher accuracy of modelling and prediction because MAPE results indicates the deviation between measured energy consumption with the predicted value. Small deviation value demonstrated that the deviation of percentage error between actual value and predicted value is small and the model is reliable for prediction purpose.

In order to provide a further concrete proof on the accuracy and reliability of NARX-ANN model, a comparison between predicted energy consumption value using March 2018 – Sept 2018 data will be compared with the energy consumption measured during Sept 2018 – Jan 2019. The measured energy consumption during Sept 2018 – Jan 2019 does not involve with any modelling and prediction purpose.

In Figure 4, MLR model display the same behavior with prediction using Sept 2018 – Jan 2019 data where certain high peak and lower peak value is deviating with the measured consumption. The comparison with NARX-ANN model may have certain weaknesses where there are certain outliers exists at high peak and lower peak value. The calculated MSE, RMSE and MAPE value is shown in Table 5. The indication of NARX-ANN model performed better than MLR model is presence due to lower value of calculated MSE, RMSE and MAPE. NARX-ANN model is still able to relate the energy consumption with the respective independent variables where it is manifested by lower MAPE value that indicates the percentage of error is smaller compared to MLR model.
The developed models such as MLR, ANN, and NARX model provide high accuracy compared to MLR model as a linear model in developing the baseline energy model and performing energy prediction. Thus, from the results obtained in this research, it is safe to assume that NARX model resembles closely with the measured energy consumption. Even though there are certain demerit points provide by the NARX model, the model performs relatively well in executing the desired objective of this research. Thus, from the results obtained in this research, it is safe to assume that NARX model as a nonlinear model provide high accuracy compared to MLR model as a linear model in developing the baseline energy model and performing energy prediction.

**ACKNOWLEDGEMENTS**

Authors in general and Rijalul Fahmi Mustapa specifically would like to thank Yayasan Munarrah Negeri Sembilan darul Khusus for providing special research grant UiTM File No (100- IRMI/GOV 16/6/2 (017/2017) to conduct this research work.

**REFERENCES**

[1] W. N. W. M. Adnan, N. Y. Dahlan, and I. Musirin, "Baseline Energy Modeling Using Artificial Neural Network - Cross Validation Technique," *International Journal of Electrical and Electronic Systems Research*, vol. 13, 2018.

[2] R. F. Mustapa, N. Y. Dahlan, A. I. M. Yassin, and A. H. M. Nordin, "Energy Savings Measurement and Verification Through Awareness Program in an Educational Building Campus," *International Journal of Electrical and Electronic Systems Research*, vol. 13, 28th August 2018.

[3] W. N. W. M. Adnan, N. Y. Dahlan, and I. Musirin, "Modeling Baseline Energy Using Artificial Neural Network: A Small Dataset Approach," *Indonesian Journal of Electrical Engineering and Computer Science*, vol. 12, 2018.

[4] J. Granderson and P. N. Price, "Evaluation of The Predictive Accuracy of Five Whole-Building Baseline Models," Ernest Orlando Lawrence Berkeley National Laboratory, United States of America 2012.

[5] N. Dahlan, S. Sakimin, M. Faizwan, N. Ajmain, and A. Aris, "Automated Calibration Of Greenhouse Energy Model Using Hybrid Evolutionary Programming (EP)-Energy Plus," *Indonesian Journal of Electrical Engineering and Computer Science*, vol. 12, 2018.
[6] S. Tangwe, N. Mzolo, M. Simon, and E. Meyer, "Modeling the demand of a Calorifier to establish the baseline before retrofitting it with a commercial air source heat pump," in 2014 International Conference on the Eleventh Industrial and Commercial Use of Energy, 2014, pp. 1-8.

[7] F. Barnard and L. Grogler, "Baseline Service Level Adjustment Methodologies for Energy Efficiency Projects on Compressed Air Systems in The Mining Industry," in The 9th Industrial and Commercial Use of Energy Conference, 2012, pp. 1-8.

[8] T. Walter, P. N. Price, and M. D. Sohn, "Uncertainty Estimation Improves Energy Measurement and Verification Procedures," Applied Energy Elsevier, vol. 130, 2014.

[9] "Baseline Energy Consumption and Greenhouse Gas Emissions In Commercial Buildings in Australia," in Indonesian Journal of Electrical Engineering and Computer Science, vol. 14, 2019.

[10] R. F. Mustapa, N. Dahlan, I. M. Yassin, A. H. M. Nordin, M. E. Mahadan, et al., "Non-Linear and Linear Baseline Energy Modelling Comparative Studies in Educational Buildings," International Journal of Engineering & Technology, vol. 7, pp. 61-66, 2018.

[11] B. Yildiz, J. I. Bilbao, J. Dore, and A. B. Sproul, "Recent advances in the analysis of residential electricity consumption and applications of smart meter data," Applied Energy, vol. 208, pp. 402-427, 2017/12/15/ 2017.

[12] G. Acuña, C. Ramirez, and M. Curilem, "Comparing NARX and NARMAX models using ANN and SVM for cash demand forecasting for ATM," in The 2012 International Joint Conference on Neural Networks (IJCNN), 2012, pp. 1-6.

[13] V. K. Jain, A. Banerjee, S. Kumar, S. Kumar, and S. S. Sambi, "Predictive modeling of an industrial UASB reactor using NARX neural network," in IREC2015 The Sixth International Renewable Energy Congress, 2015, pp. 1-6.

[14] Haviluddin and N. Dengen, "Comparison of SARIMA, NARX and BPNN models in forecasting time series data of network traffic," in 2016 2nd International Conference on Science in Information Technology (ICSTech), 2016, pp. 264-269.

[15] S. Jaiswal, M. G. Wath, and M. S. Ballal, "Modeling the measurement error of energy meter using NARX model," in 2016 IEEE International Instrumentation and Measurement Technology Conference Proceedings, 2016, pp. 1-6.

[16] M. Mat, I. M. Yassin, M. N. Taib, A. Zabidi, H. A. Hassan, and N. M. Tahir, "Adaptive Filter Based on NARX Model for Recorded Audio Noise Removal," in IEEE Control and System Graduate Research Colloquium, 2016.

[17] M. A. Lukman, F. A. Ruslan, and R. Adnan, "5 Hours ahead of time flood water level prediction modelling using NNARX technique: Case study terenggau," in 2016 7th IEEE Control and System Graduate Research Colloquium (ICSGRC), 2016, pp. 104-108.

[18] R. Adnan, A. M. Samad, Z. M. Zain, and F. A. Ruslan, "5 hours flood prediction model using modified NNARX structure: case study Kuala Lumpur," in 2014 IEEE 4th International Conference on System Engineering and Technology (ICSET), 2014, pp. 1-5.

[19] Z. Boussada, O. Cureau, A. Remaci, H. Camblong, and N. Mrabet Bellaaj, "A Nonlinear Autoregressive Exogenous (NARX) Neural Network Model for the Prediction of the Daily Direct Solar Radiation," Energies, vol. 11, 2018.

[20] N. Tehlah, P. Kaewpradit, and I. M. Mujtaba, "Artificial neural network based modeling and optimization of refined palm oil process," Neurocomputing, vol. 216, pp. 489-501, 12/5/ 2016.

[21] A. H. Nury, K. Hasan, and M. J. B. Alam, "Comparative study of wavelet-ARIMA and wavelet-ANN models for temperature time series data in northeastern Bangladesh," Journal of King Saud University - Science, vol. 29, pp. 47-61, 1/ 2017.

[22] S. Nagulan, J. Selvaraj, A. Arunachalam, and K. Sivanandam, "Performance of artificial neural network in prediction of heave displacement for non-buoyant type wave energy converter," IET Renewable Power Generation, vol. 11, pp. 81-84, 2017.