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Abstract
Speech-related Brain Computer Interface (BCI) technologies provide effective vocal communication strategies for controlling devices through speech commands interpreted from brain signals. In order to infer imagined speech from active thoughts, we propose a novel hierarchical deep learning BCI system for subject-independent classification of 11 speech tokens including phonemes and words. Our novel approach exploits predicted articulatory information of six phonological categories (e.g., nasal, bilabial) as an intermediate step for classifying the phonemes and words, thereby finding discriminative signal responsible for natural speech synthesis. The proposed network is composed of hierarchical combination of spatial and temporal CNN cascaded with a deep autoencoder. Our best models on the KARA database achieve an average accuracy of 83.42% across the six different binary phonological classification tasks, and 53.36% for the individual token identification task, significantly outperforming our baselines. Ultimately, our work suggests the possible existence of a brain imagery footprint for the underlying articulatory movement related to different sounds that can be used to aid imagined speech decoding.
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1. Introduction
Speech-related Brain Computer Interface (BCI) technologies provide neuro-prosthetic help for people with speaking disabilities, neuro-muscular disorders and diseases. It can equip these users with a medium to communicate and express their thoughts, thereby improving the quality of rehabilitation and clinical neurology. Such devices also have applications for healthy individuals—in entertainment, preventive treatments, personal communication, games, etc.

Typical forms of daily human interaction involve verbal and non-verbal communication in the form of vocal speech (or sounds) and physical gestures. However, the majority of existing research focuses on motor imagery-based control of external devices (e.g., wheelchair). For communicating expressions and thoughts, we need a control space equipped with more functionalities and higher degrees of freedom. For these reasons, the vocal space involving labial, lingual, naso-pharyngeal and jaw motion is arguably an alternative, multi-dimensional controlling paradigm.

The challenge is that speech production is a complex process, involving intricate muscular hydrostat structure movement (e.g., the tongue). Recently, deep neural networks have emerged as efficient tools for handling complex tasks. Yet, there is hardly any work investigating the applicability and performance of such deep learning techniques for speech imagery-based BCI.

Among the various brain activity-monitoring modalities in BCI, Electroencephalography (EEG) [3, 4] has been demonstrated as carrying promising signal for differentiating different brain activities (through measurement of related electric fields). However, these are high dimensional, and have poor Signal-to-Noise ratio, low spatial resolution, and plenty of artifacts. Besides, it is not entirely clear how to decode the desired information from the high-dimensional raw EEG signals.

Although the area of BCI based speech intent recognition has received increasing attention within the research community in the past few years, most research has focused on classification of individual speech categories in terms of discrete vowels, phonemes and words [5–13]. This includes categorization of imagined EEG signal into binary vowel categories like /a/ and /u/ and rest [5–7]; binary syllable classes like /θ/ and /ð/ [8–10, 14]; a handful of control words like ‘up’, ‘down’, ‘left’, ‘right’ and ‘select’ [13] or others like ‘water’, ‘help’, ‘thanks’, ‘food’, ‘stop’ [11], Chinese characters [12], etc. Such works mostly involve traditional signal processing or manual feature handcrafting along with linear classifiers (e.g., SVMs).

In our recent work [15], we introduced deep learning models for classification of vowels and words that achieve 23.45% improvement of accuracy over the baseline.

In this work, our goal is to detect speech tokens from speech imagery (active thoughts or imagined speech [12]). Speech imagery is about representing speech in terms of sounds inside the human brain without overt vocalization nor articulatory movements. We hypothesize the existence of some sort of brain footprints for the underlying speech token imagery. Hence, we attempt to first predict phonological categories and then use these predictions to aid recognition of imagined speech at the token level (phonemes and words). We introduce our framework for solving this problem next.
2. Proposed Deep Learning Framework

2.1. Mathematical Formulation

We denote the multivariate time-series data as $X \in \mathbb{R}^{C \times T}$, with sets of labels $Y \in \{y_1, y_2, ..., y_M\}$, where $X$ corresponds to the single trial EEG data, having a number of channels $C$, and for a number of time steps $T$. $Y$ is a one-hot encoded vector of 11 labels corresponding to individual words and labels. In our case, $C$ is 64 and time interval is represented in terms of 5,000 time steps. As discussed earlier, we essentially build our system in two consequent steps: The first step is binary classification of system in two consequent steps: The first step is binary classification task, we feed this stacked latent matrix as the input to our encoder latent vectors from these 6 classification models viz., $W = \bigcup_{i=1}^{6} w_i$ into 11 classes: $\{y_1, y_2, ..., y_{11}\}$ where $w_i$ corresponds to latent vector space corresponding to $i^{th}$ phonological classification into $\{z_1, z_2\}$.

2.2. Predicting Phonological Categories

We build on our hypothesis that the active thought process underlying covert speech does have some relevant features corresponding to the intended activity of nasopharynx, lips, tongue movements and positions etc. Hence, in the first phase, we target five binary classification tasks addressed in [16, 17], i.e. presence/absence of consonants, phonemic nasal, bilabial, high-front vowels and high-back vowels. Additionally, we add a voiced vs. voiceless classification task whose goal is to provide information about the intended involvement of vocal folds. In this way, rather than directly discriminating the individual phonemes and words, we first attempt to accurately classify imagined phonological categories on the basis of underlying intended articulatory movements.

Rather than using the raw multi-channel high-dimensional EEG data (which requires long training times and resources), we experimentally found that it is a better strategy to first reduce the dimensionality of the EEG by capturing the joint variability of the electrodes. Crucially, our target was to model the directional relationship and dependency among the electrodes over the entire time interval. Hence, instead of the conventional approach of selecting a handful of channels as in [16, 17], we address this issue by computing the channel cross-covariance (CCV), resulting in positive, semi-definite matrices encoding the connectivity of the electrodes. We define CCV between any two electrodes $c_1$ and $c_2$ as: $CCV(X_{t}^{c_1}, X_{t}^{c_2}) = E[|X_{t}^{c_1}(t) - \mu_{X_{c_1}(t)}||X_{t}^{c_2}(t + \tau) - \mu_{X_{c_2}(t + \tau)}|^2]$. We use convolutional neural networks (CNNs) [18] to extract the spatial features from the covariance matrix. Each layer decodes non-linear spatial feature representations from the previous layer using convolutional filters and non-linear ReLU [19] activation functions applied to the resulting feature maps. We employ a four-layered 2D CNN stacking two convolutional and two fully connected hidden layers. This is the first level of hierarchy where the network is trained with the corresponding labels as target outputs, optimizing cross-entropy cost function. We describe architectural and hyper-parameter choices for our networks in Table [1].

In parallel with CNN, we apply a temporal CNN (TCNN) [20, 21] on the channel covariance matrices to explore the hidden temporal features of the electrodes. Namely, we flatten the lower triangular matrix of the CCV and feed the data of length 1,891 to the TCNN. In order to capture the long term dependencies and temporal correlations of the signal, we exploit a 6 layer stacked TCNN and train in a similar manner as CNN, using Adam [22] to optimize cross-entropy function. We use stacked dilation filters with a dilation factor of 2, resulting in exponential growth of receptive field with depth and increase in model capacity. This essentially enhances the non-linear discriminative power of the network, which is vital for our problem space. We concatenate the last fully-connected layer from the CNN with its counterpart in the TCNN to compose a single feature vector based on these two penultimate layers thereby forming a joint spatio-temporal encoding of the cross-covariance matrix. In order to further reduce the dimensionality of the spatio-temporal encodings and cancel background noise effects [23], we train an unsupervised deep autoencoder (DAE) [24] on the fused heterogeneous features produced by the combined CNN and TCNN information. The DAE forms our second level of hierarchy, with 3 encoding and 3 decoding layers, and mean squared error (MSE) as the cost function.

At the third level of hierarchy, the discrete latent vector representation of the deep autoencoder is fed into an Extreme Gradient Boost based classification layer [25, 26] motivated by [25]. The classifier receives its input from the latent vectors of the deep autoencoder and is trained in a supervised manner to output the final predicted phonological classes corresponding to speech imagery.

2.3. Predicting Speech Tokens

Next, our goal is to use the combined information available from all the six phonological categories to predict the 11 individual speech tokens present in our EEG dataset (introduced in Section 3.1). Such a hierarchical approach essentially differs from the direct speech classification approach as it imposes richer constraints on the information space by involving features from all the phonological categorization tasks. Our results show the utility of this approach as we report in Section 3.4. To this end, we first stack the bottleneck features of the autoencoders corresponding to the aforementioned six classification tasks, into a matrix of dimensions $6 \times 256$. In order to explicitly exploit phonological information in the imagined speech recognition task, we feed this stacked latent matrix as the input to our classification model similar to the first phase.
3. Experiments

3.1. Dataset

We evaluate our models on a publicly available dataset, KARA ONE [16]. It is composed of multimodal data for stimulus-based, imagined and articulated speech state corresponding to 7 phonemic/syllabic (/iy/, /piy/, /tiy/, /diy/, /uw/, /m/, /n/) as well as 4 words (pat, pot, knew and gnaw). The study comprising the dataset consists of 14 participants, with each prompt presented 11 times to each individual. Since our intention is to classify the phonological categories from human thoughts, we discard the facial and audio information and only consider the EEG data corresponding to imagined speech. More details regarding the database can be found in [16].

3.2. Procedure and Model Training

We randomly shuffle and divide the data (1913 signals from 14 individuals) into train (80%), development (10%) and test (10%) splits and report accuracy. To establish a benchmark for computationally costly deep learning work, we choose our 80%, 10%, 10% data splits after shuffling the data.

3.4. Results of phonological category prediction

To demonstrate the significance of the hierarchical CNN-TCNN-DAE method, we also conduct separate experiments with the individual networks and summarize the results in Table 2. From the average accuracy scores, we observe that our proposed network performs much better than individual networks. A detailed analysis on repeated runs further shows that in most of the cases, LSTM alone does not perform better than chance. CNN, on the other hand, is heavily biased towards the class label from which it sees more training data. Although the situation improves with combined CNN-LSTM, our analysis clearly shows the necessity of a better encoding scheme to utilize the combined features rather than merely concatenation of the penultimate features of both networks. CNN-LSTM-DAE improves classification accuracy by a significant margin, thus demonstrating the utility of the autoencoder contribution towards filtering out the unrelated and noisy features from the concatenated penultimate feature set. Replacing the LSTM block with TCNN block endows the network with more temporal discriminative power, resulting in an increase of 3.93% mean accuracy as shown in Table 2. In addition to accuracy, we provide the precision, recall, specificity, F1 score and Kappa coefficients of our method for all the six classification tasks in Table 3. Kappa coefficients offer a metric for evaluating the utility of classifier decisions beyond mere chance [27]. Here, a higher mean kappa

![Figure 3: Variation of performance accuracy of phonological prediction with varying training-validation-test data ratio](image)
value corresponding to a task implies that the network is able to find better discriminative information from the EEG data beyond random decisions. The maximum above-chance accuracy (78.32%) is recorded for presence/absence of the vowel task and the minimum (56.66%) is recorded for the nasal.

Further, to evaluate the robustness of our model against availability of data, we run a set of experiments varying the train-test ratio of the data (results shown in Figure 5). As Figure 5 shows, even with less training data (40%) and more, and potentially more diverse test data (50%), our model performs above chance, which indicates its reliability even under these extreme data distribution conditions.

We next compare our phonological prediction to [16] and [17]. As shown in Table 4, the model encounters the unseen data of a new subject for testing, and given the high inter-subject variability of the EEG data, a reduction in the accuracy is expected. However, our network still manages to achieve an improvement of 18.91, 9.95, 67.15, 2.83 and 13.70% over [16]. Besides, our best model shows more reliability compared to previous works: The standard deviation of our model’s classification accuracy across all the tasks is reduced from 22.59% [16] and 17.52% [17] to a mere 5.41%.

3.5. Results of speech token prediction

We provide performance of the baseline methods on direct covariance data and phonological feature data in Table 5. For a closer look at the results, we report sample confusion matrix of our model on a leave-one-subject-out classification strategy in Figure 4. In this step, we essentially train the network on the data of 13 subjects and test on the 14th subject, to check the inter-subject variability of our model. As it is evident from the figure, with direct covariance data, the predicted classes corresponding to each true label are widely distributed throughout the matrix and hardly gives any significant information about the actual speech token. However, involvement of the phonological categorization as an intermediate step increases the prediction accuracy. Interestingly, the false negatives corresponding to each of the tokens also inform us about the respective structure of the word or phoneme. For example, the misclassification of /n/ as /m/, ‘knew’ and ‘gnaw’ in a few cases, show that while the network gets strong discriminative features from the other five networks, features pertaining to the nasal category require more discriminative ability to more accurately categorize the phoneme /n/. Such an observation indeed proves that the phonological features play a significant role for achieving an accurate classification of the speech tokens. Furthermore, Figure 5 records the precision and recall scores of all the speech tokens on 80-10-10 train-dev-test split. In Figure 6, we again vary the train-test ratio of data and present the performance accuracy for speech token prediction corresponding to the top 4 models as indicated in Table 5.

Table 5: Comparison of accuracy on 10% test data for speech token prediction task

| Method                  | EEG data | Phonological features |
|-------------------------|----------|-----------------------|
| LSTM                    | 8.45     | 15.83                 |
| CNN                     | 8.88     | 16.02                 |
| CNN+LSTM                | 12.44    | 22.10                 |
| CNN+LSTM+DAE            | 23.45    | 49.19                 |
| Our model               | 28.08    | 53.36                 |

4. Conclusion and Contribution

We report a novel hierarchical deep neural network architecture composed of parallel spatio-temporal CNN and a deep autoencoder for phonological and speech token prediction from imagined speech EEG data. Overall, we made the following contributions: (1) we proposed a novel method for embedding the high dimensional EEG data into a cross-covariance matrix that captures the joint variability of the electrodes. Rather than attempting to directly decode speech thoughts into speech tokens, (2) we exploited the cross-covariance matrix to successfully classify the phonological attributes of these thoughts into 6 categories, and (3) we used these predicted phonological categories to identify speech tokens. Ultimately, (4) our work suggests the existence of a brain imagery footprint for underlying articulatory movements representing speech tokens.
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