The Gross-Llewellyn Smith sum rule up to $O(\alpha_s^4)$-order QCD corrections
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In the paper, we analyze the properties of Gross-Llewellyn Smith (GLS) sum rule by using the $O(\alpha_s^4)$-order QCD corrections with the help of principle of maximum conformality (PMC). By using the PMC single-scale approach, we obtain an accurate renormalization scale-and-scheme independent fixed-order pQCD contribution for GLS sum rule, e.g. $S_{GLS}^{\alpha_s}(Q_0^2 = 3\text{GeV}^2)|_{pMC} = 2.559^{+0.024}_{-0.023}$, where the error is squared average of those from $\Delta\alpha_s(M_Z)$, the predicted $O(\alpha_s^4)$-order terms predicted by using the Padé approximation approach. After applying the PMC, a more convergent pQCD series has been obtained, and the contributions from the unknown higher-order terms are highly suppressed. In combination with the nonperturbative high-twist contribution, our final prediction of GLS sum rule agrees well with the experimental data given by the CCFR collaboration.

The Gross Llewellyn-Smith (GLS) sum rule indicates that the isospin singlet structure function $xF_3(x, Q^2)$ satisfies an unsubtracted dispersion relation [1], and in the quark-parton model, it is equal to the number of valence quarks inside a nucleon. On the experimental side, the GLS sum rule has been firstly measured at $Q^2 = Q_0^2 = 3\text{GeV}^2$ [2], which gives $S_{GLS}^{\alpha_s}(Q_0^2) = 2.50 \pm 0.018\text{(stat.)} \pm 0.078\text{(syst.)}$, where the first and second errors are statistical and systematic errors, respectively. Lately, Ref.[3] extracts a set of values for the GLS sum rule at various $Q^2$ values by using the neutrino deep-inelastic scattering data at low $Q^2$-region. On the theoretical side, the GLS sum rule for the polarized deep-inelastic electron scattering can be written as

$$S_{GLS} = \frac{1}{2} \int_0^1 \frac{dx}{x} xF_3(x, Q^2) = 3\{1 - a_{F_3}(Q)\} + \frac{\Delta_{HT}}{Q^2}(1)$$

where $xF_3(x, Q^2) = xF_3^{\alpha_s}(x, Q^2) + xF_3^{\alpha_s}(x, Q^2)$, the effective charge $a_{F_3}(Q)$ represents the perturbative contribution to the leading-twist part, and $\Delta_{HT}$ is the power suppressed non-perturbative higher-twist correction [4–10].

In the present paper, we shall concentrate our efforts on obtaining precise pQCD correction to the GLS sum rule, and we adopt three typical higher-twist corrections to do our discussion, $\Delta_{HT} \simeq -0.15 \pm 0.15 \text{GeV}^2$ [3], $\Delta_{HT} \simeq -0.471 \pm 0.036 \text{GeV}^2$ [5], and $\Delta_{HT} \simeq -0.293 \pm 0.142 \text{GeV}^2$ [6]. It is important to finish as more perturbative terms as possible so as to achieve a more accurate pQCD prediction. At the present, the pQCD correction for the leading-twist part of the GLS sum rule has been computed up to $O(\alpha_s^4)$ [12, 13], $O(\alpha_s^4)$ [14–17], and $O(\alpha_s^4)$ [18, 19], respectively. Those improvements on perturbative calculations provide the people a good chance of achieving accurate GLS sum rule, as is the purpose of the present paper.

Following standard renormalization group invariance, an infinite-order pQCD prediction is independent to the choices of renormalization scheme and scale, which is ensured by mutual cancelation of the scale dependence among different orders. For a fixed-order pQCD prediction, if using the “guessed” renormalization scale as conventional scale-setting approach does, one will meet the renormalization scale and scheme ambiguities due to the mismatching of the magnitudes of $\alpha_s$ and its coefficients at each perturbative order [20–22]. Different from conventional scale-setting approach, the principle of maximum conformality (PMC) [23–26] has been suggested to eliminate such scale ambiguities. It has been demonstrated that by using the PMC single-scale approach raised in year 2017 [27], the resultant conformal series is independent to any choice of renormalization scale [28], and the residual scale dependence [29] due to uncalculated higher-order terms shall be highly suppressed, which generally suffers from both $\alpha_s$-power suppression and exponential suppression. Many successful PMC single-scale approach examples have been done in the literature, and in the paper, we shall adopt it to analyze the perturbative part of the GLS sum rule.

The pQCD series of the effective charge $a_{F_3}$ can be written as the following form,

$$a_{F_3}(Q) = a_{F_3}(r, 0) + (r_{2,0} + \beta_0 r_{2,1}) a_s^2$$

$$+ (r_{3,0} + \beta_1 r_{3,1} + 2\beta_0 r_{3,2}) a_s^3$$

$$+ (r_{4,0} + \beta_2 r_{4,1} + 2\beta_1 r_{3,2}) a_s^4$$

$$+ 3\beta_0 r_{4,1} + 3\beta_0^2 r_{4,2} + \beta_0^3 r_{4,3}) a_s^4 + O(a_s^5), (2)$$

where $a_s = \alpha_s/4\pi$, $r_{i,0}$ are conformal coefficients, and the non-conformal coefficients $r_{i,j}$ ($j \neq 0$) which are proportional to the $\{\beta_i=0,1,...\}$-functions. Those non-conformal terms can be adopted to get exact $\alpha_s$-value with the help of RGE, for convenience, one can put the log-term $\ln \mu_r^2/Q^2$ out of the coefficients $r_{i,j}$, i.e.

$$r_{i,j} = \sum_{k=0}^j C_{i,j}^k r_{i-k,j-k} \ln^k(\mu_r^2/Q^2), (3)$$

where $C_{i,j}^k = j!/[k!(j-k)!]$ is the combination coefficient.
It is noted that \( \hat{r}_{i,0} = r_{i,0} \), and \( \hat{r}_{i,j} = r_{i,j} \mid \mu_r = Q \). Those coefficients can be derived from Refs. [18, 19, 30], and we put them in the Appendix. After applying the standard PMC single-scale approach [27], all non-conformal \( \{ \beta_i \} \)-terms, which are used to determine the correct \( \alpha_s \)-value of the process, can be eliminated from the perturbative series, and the effective charge \( a_{F_2}(Q) \) thus becomes a scheme-independent conformal series

\[
a_{F_2}(Q) \mid \text{PMC} = \hat{r}_{1,0} a_s(Q_s) + \hat{r}_{2,0} a_s^2(Q_s) + \hat{r}_{3,0} a_s^3(Q_s) + \hat{r}_{4,0} a_s^4(Q_s) + O(a_s^5),
\]

where \( Q_s \) is the PMC scale, which is determined by requiring all non-conformal terms vanish. Practically, one can expand \( \ln Q_s^2/Q^2 \) as a power series over \( a_s(Q) \), i.e.,

\[
\ln Q_s^2/Q^2 = T_0 + T_1 a_s(Q) + T_2 a_s^2(Q) + \cdots,
\]

whose first three coefficients \( T_i \) are put in the Appendix. \( Q_s \) can be determined up to next-to-next-to-leading log (N\(^2\)LL) accuracy by using the known \( O(\alpha_s^4) \)-level perturbative series of GLS sum rule. Eq. (5) shows that \( Q_s \) is exactly free of \( \mu_r \) at any fixed order and determines the effective value of \( \alpha_s \), which represents the correct momentum flow of the process. In this sense, we can treat \( Q_s \) as the “physical” scale of the process. Together with the \( \mu_r \)-independent conformal coefficients, the resultant PMC pQCD series exactly avoids the conventional renormalization scale ambiguity, then the precision of GLS sum rule can be greatly improved.

We take the four-loop \( \alpha_s \)-running behavior with the reference point \( \alpha_s(M_Z) = 0.1179 \) [11] to do the numerical calculation. We adopt \( Q^2 = Q_0^2 = 3 \text{ GeV}^2 \) as an explicit example to show how the perturbative nature of GLS sum rule can be improved by applying the PMC.

In small energy scale, \( \alpha_s \) shall have infrared divergence, and its running behavior derived from RGE may overestimate the pQCD prediction. Several low-energy models have been suggested to deal with the \( \alpha_s \)-value at small energy scale [31–37]. A comparison of various low-energy models has been done in Ref. [38], which indicates that the massive perturbation theory (MPT) model [32] is phenomenologically successful. We adopt the MPT model with the preferable parameters \( \alpha_{\text{crit}} = 0.61 \) and \( \xi = 10 \) to do our estimation 1, and by using \( \alpha_s(M_r) = 0.325 \pm 0.016 \) [11], we obtain the QCD asymptotic scale under MPT, e.g., \( \Lambda_{QCD, n_f=4} \mid \text{MPT} = 236.5^{+27.6}_{-26.5} \text{ MeV} \).

By setting all input parameters to be their central values, the perturbative part of GLS sum rule \( S_{\text{pert}}^{\text{GLS}}(Q_0^2) \) under conventional scale-setting approach is shown in FIG. 1. It shows that when more loop terms have been included, \( S_{\text{pert}}^{\text{GLS}}(Q_0^2) \) becomes more steady over different choice of renormalization scale, but there is still sizable scale dependence up to \( O(\alpha_s^4) \) accuracy. Numerically, we have \( S_{\text{pert}}^{\text{GLS}}(Q_0^2) \mid \text{Conv.} = [2.505, 2.562] \) for \n
\[
\mu_r \in \{ Q_0/2, 2Q_0 \}, \text{ and } [2.505, 2.589] \text{ for } \mu_r \in \{ Q_0/3, 3Q_0 \}; \text{ e.g., the net scale errors are } \sim 2.3\%, \text{ and } \sim 3.3\%, \text{ respectively. We should point out that such small net scale dependence for the prediction up to } O(\alpha_s^2) \text{ accuracy is due to the convergent behavior of the perturbative series, e.g., the relative magnitudes of the LO-terms: NLO-terms: } N^2\text{LO-terms: } N^3\text{LO-terms: } \sim 1: 34\%: 13\%: 10\% \text{ for the case of } \mu_r = Q_0, \text{ and also due to the cancelation of scale dependence among different orders. However the scale error at each perturbative order remains large and unchangeable }^2. \text{ For example, the } S_{\text{pert}}^{\text{GLS}}(Q_0^2) \text{ up to } N^3\text{LO-level has the following perturbative behavior:}
\]

\[
S_{\text{pert}}^{\text{GLS}}(Q_0^2) \mid \text{Conv.} = 3(1 - 0.104^{+0.027}_{-0.008} - 0.035^{+0.001}_{-0.002} - 0.014^{+0.006}_{-0.003} - 0.010^{+0.003}_{-0.001}) = 2.511^{+0.051}_{-0.006},
\]

where the central values are for \( \mu_r = Q_0 \) GeV, and the errors are obtained by varying \( \mu_r \in \{ Q_0/2, 2Q_0 \}. \) It shows that the absolute scale errors are about 34\%, 9\%, 64\%, and 40\% for the LO-terms, NLO-terms, \( N^2\text{LO-terms, and } N^3\text{LO-terms, respectively. Similarly, we present } S_{\text{pert}}^{\text{GLS}}(Q_0^2) \text{ under PMC single-scale approach in FIG. 2. After applying the PMC, the perturbative nature of the GLS sum rule } S_{\text{pert}}^{\text{GLS}}(Q_0^2) \text{ is greatly improved: 1) The pQCD convergence } S_{\text{pert}}^{\text{GLS}}(Q_0^2) \text{ is improved due to the elimination of divergent renormalization terms, and the relative magnitudes of LO: NLO: } N^2\text{LO: } N^3\text{LO of the pQCD series changes to 1: 14\%:}
\]

1 Taking those two values, we obtain a well matching of \( \alpha_s \) in both small and large scale regions by using the method of Ref. [33].

2 For an infinite-order pQCD prediction, cancelation among different orders are exact, and there is no need to know the exact value for each order; however for a fixed-order prediction, we need to know their exact values so as to achieve a precise value for the pQCD approximant up to the known orders. An extreme example is from top-pair production, e.g., it has been shown that a correct NLO term is important for explaining the top-pair forward-backward asymmetry at the Tevatron [24].
Using Eq. (7), the Padé approximation approach is the exact result using the known series. The Padé approximation approach to the NLO perturbative terms, we take the magnitude of the last known term as a conservative estimation of the unknown perturbative dependence due to unknown higher-order terms. Due to its perturbative nature, as we first express all the coefficients \( b_0, \ldots, b_N \) and \( c_1, \ldots, c_M \) by the known coefficients \( C_1, \ldots, C_n \), and then get the coefficient \( C_{n+1} \) by \( \{ b_i \} \), which can be finally expressed by \( \{ C_i \} \). For the present case, we have \( \rho(Q) = a_{\text{PAA}}^{\text{PMC}} \) or \( a_{\text{PAA}}^{\text{Conv}} \), and \( n = 4 \). The effectiveness of the PAA depends heavily on how well we know the perturbative series, such as the number of loop terms, the perturbative convergence, the accuracy of each loop terms, etc.

Following the standard procedures described in detail in Ref. [42], we give the PAA predictions of N^3LO, and N^4LO terms in Table I and Table II. In Table I, we give the preferable diagonal-type PAA prediction for conventional series [43]; and in Table II, we give the preferable \([0/n]-1\)-type PAA predictions for PMC series [42]. Because of large scale dependence for each loop terms, the PAA prediction based on conventional series also has large scale dependence: if taking \( \mu_r \in [Q_0/2, 2Q_0] \), the PAA predicted N^3LO-term is about 33\%-77\% of the exact N^3LO-term. On the other hand, the PMC conformal series, which is scheme-and-scale independent at any loop terms, provides a helpful basis for a reliable prediction of the unknown higher-orders. Its predicted N^3LO-term and N^4LO-term are exactly scale invariant, and the N^3LO-term is about 75\% of the exact N^3LO-term, and the predicted N^4LO is negligible, which is only \( \sim 3\% \) of the N^3LO-term, indicating the present known order \( O(\alpha_s^4) \).

\( \text{PAA} \) [39–41] is one of such approaches for estimating the \((n+1)_{\text{th}}\)-order coefficient in a given \( n_{\text{th}}\)-order perturbative series, which give feasible conjectures on the higher-order behavior of the series. For a known pQCD series \( \rho(Q) = \sum_{i=1}^{n} C_i a_i^N/Q \), its PAA \([N/M]\)-type fractional generating function is defined as

\[
\rho^{N/M}(Q) = a_s \times \frac{b_0 + b_1 a_s + \cdots + b_N a_s^N}{1 + c_1 a_s + \cdots + c_M a_s^M} = \sum_{i=1}^{n} C_i a_i^N + C_{n+1} a_s^{n+1} + \cdots.
\]  

where \( N + M + 1 = n \ (M \geq 1) \). The unknown \((n+1)_{\text{th}}\)-order coefficient \( C_{n+1} \) can be expressed by the known \( C_1, \ldots, C_n \) by \( \{ b_i \} \) and \( \{ c_i \} \), which can be finally expressed by \( \{ C_i \} \). For the present case, we have \( \rho(Q) = a_{\text{PAA}}^{\text{PMC}} \) or \( a_{\text{PAA}}^{\text{Conv}} \), and \( n = 4 \). The effectiveness of the PAA depends heavily on how well we know the perturbative series, such as the number of loop terms, the perturbative convergence, the accuracy of each loop terms, etc.

For a perturbative prediction, it is helpful to give a reliable prediction of the magnitude of unknown perturbative terms. The Padé approximation approach

![FIG. 2. The perturbative part of GLS sum rule \( S^{\text{GLS}}(Q^2) \) versus the renormalization scale \( (\mu_r) \) under PMC single-scale approach up to different perturbative orders.](image)

Table I. The preferable diagonal-type PAA predictions of the N^3LO, and N^4LO terms of \( a_{\text{PAA}}^{\text{Conv}}(Q_0) \) under conventional scale-setting approach. The central value is for \( \mu_r = Q_0 \), and the errors are for \( \mu_r \in [Q_0/2, 2Q_0] \). “EC” is the exact result using the known series.

|        | N^3LO        | N^4LO        |
|--------|--------------|--------------|
| EC     | -0.010±0.003 | -            |
| PAA    | [1/2]:-0.005 | [2/1]:-0.007 |

Table II. The preferable \([0/n]-1\)-type PAA predictions of the, N^3LO, and N^4LO terms of \( a_{\text{PAA}}^{\text{PMC}}(Q_0) \) under the PMC scale-setting approach, which is independent of any choice of \( \mu_r \). “EC” is the exact result using the known series. (PAA [39–41] is one of such approaches for estimating the \((n+1)_{\text{th}}\)-order coefficient in a given \( n_{\text{th}}\)-order perturbative series, which give feasible conjectures on the higher-order behavior of the series. For a known pQCD series \( \rho(Q) = \sum_{i=1}^{n} C_i a_i^N/Q \), its PAA \([N/M]\)-type fractional generating function is defined as

\[
\rho^{N/M}(Q) = a_s \times \frac{b_0 + b_1 a_s + \cdots + b_N a_s^N}{1 + c_1 a_s + \cdots + c_M a_s^M} = \sum_{i=1}^{n} C_i a_i^N + C_{n+1} a_s^{n+1} + \cdots.
\]  

where \( N + M + 1 = n \ (M \geq 1) \). The unknown \((n+1)_{\text{th}}\)-order coefficient \( C_{n+1} \) can be expressed by the known \( C_1, \ldots, C_n \) by \( \{ b_i \} \) and \( \{ c_i \} \), which can be finally expressed by \( \{ C_i \} \). For the present case, we have \( \rho(Q) = a_{\text{PAA}}^{\text{PMC}} \) or \( a_{\text{PAA}}^{\text{Conv}} \), and \( n = 4 \). The effectiveness of the PAA depends heavily on how well we know the perturbative series, such as the number of loop terms, the perturbative convergence, the accuracy of each loop terms, etc.

Following the standard procedures described in detail in Ref. [42], we give the PAA predictions of N^3LO, and N^4LO terms in Table I and Table II. In Table I, we give the preferable diagonal-type PAA prediction for conventional series [43]; and in Table II, we give the preferable \([0/n]-1\)-type PAA predictions for PMC series [42]. Because of large scale dependence for each loop terms, the PAA prediction based on conventional series also has large scale dependence: if taking \( \mu_r \in [Q_0/2, 2Q_0] \), the PAA predicted N^3LO-term is about 33\%-77\% of the exact N^3LO-term. On the other hand, the PMC conformal series, which is scheme-and-scale independent at any loop terms, provides a helpful basis for a reliable prediction of the unknown higher-orders. Its predicted N^3LO-term and N^4LO-term are exactly scale invariant, and the N^3LO-term is about 75\% of the exact N^3LO-term, and the predicted N^4LO is negligible, which is only \( \sim 3\% \) of the N^3LO-term, indicating the present known order \( O(\alpha_s^4) \).

3 There is another diagonal-type generating function for the N^3LO conventional series, e.g. the \([1/2]\)-type, whose predicted N^3LO-term is \(-0.016±0.007\), which however could be excluded due to its pure convergence and much larger scale dependence.
PMC series is already at very high accuracy. This error could be called as the second kind of residual scale dependence due to unknown higher-order terms. Then by using Eq. (1), our prediction of the magnitude of the N^4LO-terms of the GLS sum rule is

\[
\Delta S^{GLS}(Q_0^2)_{\text{Convent.}}^{N^4LO} = \pm 0.021, \quad (11)
\]

\[
\Delta S^{GLS}(Q_0^2)_{\text{PMC}}^{N^4LO} = \pm 0.0003. \quad (12)
\]

The squared average of the above two residual scale dependence leads to a net perturbative error due to uncalculated higher-order terms under conventional and PMC scale-setting approaches, i.e.

\[
\Delta S^{GLS}(Q_0^2)_{\text{Convent.}}^{\text{High order}} \approx \pm 0.055, \quad (13)
\]

\[
\Delta S^{GLS}(Q_0^2)_{\text{PMC}}^{\text{High order}} \approx \pm 0.015. \quad (14)
\]

There is theoretical error due to $\Delta \alpha_s(M_Z)$. As an estimation, using $\alpha_s(M_Z) = 0.1179 \pm 0.0010$ [11], we obtain $\Lambda_{QCD,n_f=4} = 291.7^{+14.9}_{-14.4}$ MeV, which lead to

\[
\Delta S^{GLS}(Q_0^2)_{\text{Convent.}}^{\Delta \alpha_s(M_Z)} = (0.019) \pm (0.02), \quad (15)
\]

\[
\Delta S^{GLS}(Q_0^2)_{\text{PMC}}^{\Delta \alpha_s(M_Z)} = (0.018) \pm (0.019). \quad (16)
\]

This shows that for the present four-loop analysis, the accuracy of the reference point $\alpha_s(M_Z)$ is of the same importance as the errors caused by the unknown perturbative terms.

Our final prediction for $S^{GLS}(Q_0^2)$ using known N^3LO perturbative series is

\[
S^{GLS}(Q_0^2)_{\text{Convent.}} = 2.511^{+0.058}_{-0.031} \quad (17)
\]

and

\[
S^{GLS}(Q_0^2)_{\text{PMC}} = 2.559^{+0.023}_{-0.024}. \quad (18)
\]

where the errors are mean square of $\Delta S^{GLS}(Q_0^2)_{\text{Convent.}}^{\text{High order}}$ and $\Delta S^{GLS}(Q_0^2)_{\text{PMC}}^{\Delta \alpha_s(M_Z)}$. The conventional and PMC predictions are consistent with each other within errors. The perturbative error of the PMC single-scale approach is independent to any choice of $\mu_r$, while the perturbative error for conventional scale-setting approach is for $\mu_r \in [Q_0/2, 2Q_0]$. The accuracy of the pQCD prediction depends strongly on the exact value of $\alpha_s$, e.g. the precise magnitude of $\alpha_s$ and the precise value of the reference point $\alpha_s(M_Z)$. After applying the PMC, the correct effective $\alpha_s$ can be achieved by applying the RGE, its resultant more convergent pQCD series also leads to a much smaller residual scale dependence, thus a more reliable and precise pQCD prediction without renormalization scale ambiguity can be achieved.

By adding the nonperturbative high-twist contribution $\Delta^{HT}$ to the GLS sum rule, one can do a comparison with its measured value. Using three typical $\Delta^{HT}$ as listed in the beginning of the paper, we present such a comparison with the measured value of $S^{GLS}(Q_0^2)$ in Fig. 3, whose error is the mean square of the systematic and statistical errors. Under the same choice of $\Delta^{HT}$, Fig. 3 shows the PMC predictions are in better agreement with the data in comparison to those of conventional ones.

The above treatments for the case of $Q^2 = Q_0^2$ is adaptable for any $Q^2$ value. We present the $Q^2$-dependence of GLS sum rule under conventional and PMC scale-setting approaches in FIGs. (4, 5). FIG. 4 shows its behavior in small $Q^2$-region and FIG. 5 shows its behavior in large $Q^2$-region. The shaded bands show the scale uncertainties for conventional scale-setting approach. As shown by FIG. 3, the case of $\Delta^{HT} = \Delta^{HT}$ shows better agreement with the data, so we have implicitly taken $\Delta^{HT} = -0.15$. In large $Q^2$-region, the power suppressed $\Delta^{HT}$ gives neg-
eligible contribution and the GLS sum rule is dominated by its perturbative part. Our result is consistent with $S^{\text{GLS}}|_{\text{CSR}}(Q^2 = 158^{+39}_{-36}\text{GeV}^2) = 2.781^{+0.072}_{-0.073}$ [44], which is derived by using the scheme-independent commensurate scale relation. And in large $Q^2$-region, the GLS sum rule agrees with the extrapolation of experimental data given by Ref.[45] (labeled as “CSR”), Ref.[46] (Labeled as “KS results”) have also been presented.

This agrees with the conventional wisdom that when we have known enough higher-order terms for a pQCD series, the pQCD prediction becomes scale invariant.

To make the goodness-of-fit more clearly, we calculate the reduced $\chi^2$ for $S^{\text{GLS}}(Q^2)$, e.g. $\chi^2/N$ ($N$ stands for the degrees of freedom), which is defined as

$$\chi^2/N = \frac{1}{N} \sum_{i=0}^{N} \left[ \frac{y_{\text{Exp}} - y_{\text{The.}}(x_i)}{\sigma_i} \right]^2,$$

where $y_{\text{Exp}}$ is the measured value at each point, $\sigma_i$ is its uncertainty, $y_{\text{The.}}$ is the theoretical prediction by setting all input parameters to be their central values. Thirteen data [2, 3] are adopted, i.e. $N = 13$. We obtain $\chi^2/N = 0.46$ for PMC single-scale approach and $\chi^2/N = 0.83$ for conventional scale-setting approach, indicating both predictions under conventional scale-setting and PMC single-scale approaches are highly consistent with the data. Due to a smaller $\chi^2/N$, which corresponds to the $p$-value $\sim 90\%-95\%$ [11], the PMC prediction represents a better fit of the experiment data.

As an addendum, one can inversely obtain a precise prediction on the non-perturbative high-twist contribution $\Delta_{\text{HT}}$ by comparing the experimental data with the highly precise PMC prediction up to $O(\alpha_s^2)$-level. Using the CCFR experimental data [2, 3] for GLS sum rule, we obtain $\Delta_{\text{HT}} = -0.061^{+0.031}_{-0.039}$ (the error is caused by $\Delta\alpha_s(M_Z) = \pm 0.0010$), which corresponds to the minimum value of $\chi^2/N|_{\text{min}} \leq 0.40$.

As a summary, we have presented a detailed analysis for GLS sum rule $S^{\text{GLS}}(Q^2)$ by applying the PMC single-scale approach. It is essential to finish more perturbative terms as possible. The conventional scale-setting approach to fixed-order pQCD predictions is based on an arbitrary choice of the renormalization scale, together with an arbitrary range. And it is found that by further applying the PMC single-scale approach to the conventional pQCD series, a renormalization scheme-and-scale invariant fixed-order pQCD prediction can be obtained, which also shows better agreement with the data. The residual scale dependence due to unknown perturbative terms can be greatly suppressed by applying the PMC to the present known $O(\alpha_s^4)$-level series. Therefore, we think that after finishing the usual perturbative calculations, the PMC single-scale approach is an important step forward for achieving precise pQCD predictions.
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**APPENDIX: THE REDUCED COEFFICIENTS $\hat{r}_{i,j}$ AND THE COEFFICIENTS $T_i$**

Up to $O(\alpha_s^4)$-order level, the reduced coefficients $\hat{r}_{i,j}$ for the perturbative series of GLS sum rule are

$$\hat{r}_{1,0} = \frac{3}{4} \gamma_{1ns},$$
$$\hat{r}_{2,0} = \frac{3}{4} \gamma_{2ns} - \frac{9}{16} (\gamma_{1ns})^2,$$
$$\hat{r}_{3,0} = \frac{3}{4} (\gamma_{3ns} + \gamma_{3n_f}) - \frac{9}{8} \gamma_{2ns} \gamma_{1ns} + \frac{27}{64} (\gamma_{1ns})^3,$$
$$\hat{r}_{4,0} = \frac{3}{4} (\gamma_{4ns} + \gamma_{4n_f}) - \frac{9}{8} (\gamma_{3ns} + \gamma_{3n_f}) \gamma_{1ns} - \frac{9}{16} (\gamma_{2ns})^2,$$
$$\hat{r}_{4,1} = \frac{3}{4} \Pi_{1ns} + K_1,$$
$$\hat{r}_{3,1} = \frac{3}{4} \Pi_{2ns} + \frac{1}{2} K_2 - \frac{\gamma_{1ns}}{4} \left( \frac{3}{2} K_1 + \frac{9}{4} \Pi_{1ns} \right), \quad \hat{r}_{3,2} = 0,$$
$$\hat{r}_{4,1} = \frac{3}{4} (\Pi_{3ns} + \Pi_{3n_f}) + \frac{1}{3} K_3 - \frac{1}{4} \gamma_{1ns} (K_2 + 3 \Pi_{1ns}) - \frac{\gamma_{2ns}}{4} \left( K_1 + \frac{3}{2} \Pi_{1ns} \right) + \frac{(\gamma_{1ns})^2}{16} \left( 3 K_1 + \frac{27}{4} \Pi_{1ns} \right),$$
$$\hat{r}_{4,2} = \frac{3}{16} \left( \Pi_{1ns} \right)^2 - \frac{1}{4} K_1 \Pi_{1ns}, \quad \hat{r}_{4,3} = 0,$$

![FIG. 5. The GLS sum rule $S^{\text{GLS}}(Q^2)$ in large $Q^2$-region under conventional and PMC single-scale approaches. As a comparison, the experimental data given by the CCFR collaboration [2, 3], and the extrapolation of experimental data given by Ref.44 (labeled as “CSR”), Ref.45 (labeled as “KS results”) have also been presented.](image)
where the expressions for $\gamma_{\nu s}^{\text{ns}}, \Pi_{\nu s}^{\text{ns}}, \gamma_1^{s}, \Pi_1^{s}$, and $K_{i}$ can be found in Refs.[18, 19, 46]. The PMC scale $Q_{s}$ can be determined up to $N^2\text{LL}$ accuracy, whose coefficients are

\begin{align}
T_0 &= -\frac{\hat{r}_{2,1}}{\hat{r}_{1,0}}, \\
T_1 &= \frac{\beta_0(\hat{r}_{2,1}^2 - \hat{r}_{1,0}\hat{r}_{3,2})}{\hat{r}_{2,0}^2} + \frac{2(\hat{r}_{2,0}\hat{r}_{2,1} - \hat{r}_{1,0}\hat{r}_{3,1})}{\hat{r}_{1,0}^2} \\
T_2 &= \frac{3\beta_1(\hat{r}_{2,1}^2 - \hat{r}_{1,0}\hat{r}_{3,2})}{2\hat{r}_{1,0}^2} + \frac{4(\hat{r}_{1,0}\hat{r}_{2,0}\hat{r}_{3,1} - \hat{r}_{2,0}^2\hat{r}_{2,1}) + 3(\hat{r}_{1,0}\hat{r}_{2,1}\hat{r}_{3,0} - \hat{r}_{1,0}^2\hat{r}_{4,1})}{\hat{r}_{1,0}^2} \\
&\quad + \frac{\beta_0(4\hat{r}_{2,1}\hat{r}_{3,1}\hat{r}_{1,0} - 3\hat{r}_{4,2}\hat{r}_{2,1}^2 + 2\hat{r}_{2,0}\hat{r}_{3,2}\hat{r}_{1,0} - 3\hat{r}_{2,0}\hat{r}_{2,1}^2)}{\hat{r}_{1,0}^2} \\
&\quad + \frac{\beta_0^2(2\hat{r}_{1,0}\hat{r}_{3,2}\hat{r}_{2,1} - \hat{r}_{3,1}^2 - \hat{r}_{2,1}^2 - \hat{r}_{1,0}\hat{r}_{4,1})}{\hat{r}_{1,0}^2}.
\end{align}
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