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Abstract

Over the last years, scientific workflows have become mature enough to be used in a production style. However, despite the increasing maturity, there is still a shortage of tools for searching, adapting, and reusing workflows that hinders a more generalized adoption by the scientific communities. Indeed, due to the limited availability of machine-readable scientific metadata and the heterogeneity of workflow specification formats and representations, new ways to leverage alternative sources of information that complement existing approaches are needed. In this paper we address such limitations by applying statistically enriched generalized trie structures to exploit workflow execution provenance information in order to assist the analysis, indexing and search of scientific workflows. Our method bridges the gap between the description of what a workflow is supposed to do according to its specification and related metadata and what it actually does as recorded in its provenance execution trace. In doing so, we also prove that the proposed method outperforms SPARQL 1.1 Property Paths for querying provenance graphs.
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1. Introduction

Scientific workflows have become well-known means to encode knowledge and experimental know-how [1] in data-intensive science, playing an important role to make science repeatable and incremental, as well as to contribute to a better sharing, exchange and reuse of scientific methods and experimental outcomes. The abundance of workflow management systems like Taverna [2], Kepler [3], Wings [4] and others, and of popular public workflow repositories and e-Labs with thousands of users and hosted workflows, like myExperiment [5], CrowdLabs [6] or Galaxy [7], witnesses such development and shows the extent to which community efforts have focused in this direction.

However, despite the increasing degree of maturity displayed by the different scientific workflow management systems and platforms, general adoption still seems to be under way. Domain scientists tend to perceive scientific workflows as powerful computational tools, but also as complex and rigid artifacts of difficult practical application. Similarly, potential adopters in the scientific domain with advanced programming skills may prefer to process data in their usual programming languages, like R, Python or MatLab, due to the existence of large user communities and the availability of well organized user support, ad-hoc libraries and a preexisting body of work. As a consequence, persuading data-intensive scientists and related user communities to adopt scientific workflows is not an easy task. Actually, there seems to be a consensus that a wider adoption of scientific workflows will only be achieved if the focus of research and development is shifted from methods and infrastructure for developing and executing workflows to better means to search, adapt, and reuse them [8].

This requires more expressive ways to describe scientific workflows, e.g. through richer metadata and workflow description languages. However, since scientific workflows are designed specifically to compose, orchestrate and execute a series of computational or data manipulation steps in a scientific application, we find that describing a workflow is a multifaceted task that involves its specification, i.e. what the workflow is supposed to do, but also what it actually does as evidence is recorded that characterizes the workflow from an execution point of view. In this paper, we focus on the latter and present the following main contributions:

- A set of workflow management functionalities, including indexing, search, and similarity detection based on the analysis of the provenance graphs produced during scientific workflow executions. Our approach is based on the application of data mining techniques to enable the discovery of sequential or linked patterns in the provenance graphs, allowing the description of
widely-used relations among objects in the execution trace of a workflow that may or may not be defined formally, e.g. though ontologies [9, 10].

- To this purpose, we propose the use of statistically enriched generalized trie structures [11, 12] focused on indexing arbitrary data types, supporting efficient sequence mining and analysis, and identifying deterministic paths with no need for dynamic reorganization. The generalized trie structure allows to find the commonly linked processes within workflow executions and facilitates access and retrieval by generating a dedicated index for both Direct Graphs (DG) and Direct Acyclic Graphs (DAG).

- As a corollary to our approach, our method is also useful to alleviate the efficiency issue of SPARQL 1.1 property paths in RDF graphs by generating, in batch mode, an indexing structure and allowing incremental updates (both structure and statistics) as new data is added to the repository.

The remainder of this paper is organized as follows: Section 2 provides an overview of the related work and state of art of the proposed indexing, mining, and querying functionalities. The details and description of the statistically enriched generalized trie is presented in section 3 including the algorithms and implementation details. In section 4 we describe the datasets and the experiments designed for the evaluation of our approach. Section 5 presents the results of the experiments evaluating both the extended workflow management functionalities and the time performance analysis, including a comparative study against the SPARQL 1.1 Property Paths W3C specification. Finally, we conclude the paper and introduce future work in section 6.

2. Related Work

Due to their complex nature, a major difficulty in scientific workflow management lies in properly describing scientific workflows in meaningful ways that are also readable both by humans and machines. As a matter of fact, there is good progress in this regard, e.g. through the development of interoperable workflow modeling languages like CWL [13]. Nevertheless, the lack of descriptive metadata should be addressed not only through more expressive, interoperable workflow description languages but also by actually enriching the description of the artifacts involved in the actual computation.

However, adding such metadata usually becomes labor-intensive, and ultimately scarce. Research objects [14] provide containers of scientific knowledge,
i.e. semantically rich aggregations of resources that bring together the data, methods and people involved in a scientific investigation as a single information unit. In [15], the application of natural language processing and semantic annotation technologies allowed the automatic generation of metadata from the payload of research objects contained in ROHub\(^2\) the reference platform for research object management [16], including resources such as scientific publications, technical reports and presentations and textual workflow descriptions contained in their specification. As a result, richer, self-descriptive, expressive and machine-processable research objects were produced while reducing human annotation effort. Workflow-centric research objects also encapsulate all the necessary metadata to preserve scientific work against potential decay [17], including workflow execution provenance.

Thoroughly characterizing a scientific workflow requires a twofold strategy. We certainly need to take into account the information related to its specification and related resources, but, just like other types of software, this provides a partial understanding of the code. Only through the analysis of its execution will we have access to the necessary insight to understand how a workflow works, debug it if required, and store it in a repository with other, functionally similar, software components. In this regard, we distinguish between a workflow specification, in some kind of modeling language [18], and the provenance trace resulting from the execution of the specified workflow. Such provenance traces contain information about each of the steps in the data transformation sequence and keep track of all the computations performed during the execution of the workflow.

Related process mining work [20] developed techniques and implemented toolkits like ProM\(^3\) for discovering and visualizing workflow models from execution logs. However, approaches for managing provenance differ greatly and the concrete relation between a workflow and its traces varies significantly due to the differences in the semantics of workflow specifications [21] [22]. In [23], the authors enrich workflow provenance with additional annotations so that provenance can be utilized to label various data artifacts, alleviating the lack of domain-specific metadata in provenance traces in support of tasks like reporting scientific workflow computations. In [18], the authors presented a study of common motifs, understood as common execution patterns related to workflow execution provenance, and introduce the convenience of identifying such motifs to cluster related

\(^2\)http://www.rohub.org
\(^3\)http://www.processmining.org
workflows from an execution point of view. This is known to be a hard problem and, in its more general form, it is equivalent to searching topologically identical subgraphs, which is considered NP-complete. Other approaches [24] focus on enabling an efficient and scalable storage and querying of large collections of provenance graphs serialized as RDF graphs through distributed big data stores like Apache HBase\footnote{https://hbase.apache.org}. These combine ad-hoc indexes over the store with evaluation algorithms that rely on such indexes to compute expensive join operations. Albeit scalable and highly performing, these approaches are also limited since they are unable to identify common motifs or execution patterns at higher levels of abstraction, like the ones above-mentioned, which enable the clustering of similar workflows in terms of their execution behavior. Overall, it can be concluded that most of the existing management systems and content analysis processes treat workflows as atomic entities and make use of indexing processes based on keywords\footnote{http://dbpedia.org/}.

Alternatively, we consider a workflow as a set of linked processes that can be analyzed in order to obtain a deeper knowledge of its execution, behavior and objectives. There are some ongoing research initiatives that follow this approach, in an attempt to extract patterns by automatically learning from the interlinked structures. In [10] the authors refer to this process as link pattern discovery being its main goal the characterization of interlinked relations which may or may not be defined explicitly. Also, at [9][25] the authors referred to the term link mining in order to indicate how data mining techniques can explicitly consider the links between objects when building predictive or descriptive models of linked data. Notice that the analysis of interlinked structures are also applicable to other relevant open datasets such as DBpedia\footnote{http://dbpedia.org/}.

In this experimental scientific context, index structures are core components and the current literature classifies them into three main categories based on the type of structures they use: i) tree-based structures, ii) hash-based techniques, and iii) trie-based structures. The first two are commonly used for general purpose indexing, while the third was originally designed and mainly used for string operations \cite{26}. However, the versatility of trie structures enables different purposes. For instance, trie structures have been recently used successfully in applications including efficient access to XML improving query performance \cite{27}, the representation of documents in a clustering application \cite{28}, or in a user mod-
eling, where they enable the generation of a bigger new set of temporal user’s features \[29\].

In order to find workflow patterns, the index structure must capture syntactic and semantic aspects represented as a graph. At \[30\] the authors describe a graph matching approach to match behavioral descriptions of services, but the method does not scale to large repositories and does not provide approximate matching either. Despite there exists approaches in the graph search community for solving approximate matching \[31\], as far as the authors know, they have not been applied successfully in the domain of scientific workflows yet.

Thereof, the use of an index as a way of simplifying the graph matching problem into an approximate matching one provides a twofold solution for gaining efficiency in the search and also potentiality in the pattern discovery process. Such simplification is sometimes also preferred since more information, such as what might be missing or spurious in a query of a database graph, can be captured too. The proposed statistically enriched generalized trie supports the characterization of scientific workflows based on their execution behavior in the presence of very large (provenance) graphs. The generalization is based on prefix trees (PT) \[12\] – also called digital search trees \[11\] – to use parts of the key to determine the path within the trie. The prefix trees are mainly used for string indexing, where each node holds an array of references according to the used character alphabet \[32\]. The generalization of this structure allows to maintain a tree of ordered data types where each node has at least two children and each edge encodes the specific data type. On the downside, this structure requires exponential allocation storage, and was consequently neglected for in-memory indexing of arbitrary data types \[33\]. However, this main drawback has been mitigated due to the recent technological advances allowing larger memory size at cheaper prices and there also exist storage efficient alternatives implementations \[26\], making it suitable for new applications as proposed here.

Figure \[1\] shows the DAG and DG Prefix Tries generated given a set of sequences. These indexing algorithms are related with the two scenarios that we are testing: i) mining provenance of scientific workflows for finding similarities and assist users during the designing phase (DAG), and ii) mining general RDF graphs such as DBpedia (DG). These two indexing algorithms are two different versions of the prefix tree structure including the canonical label definition during the preprocessing step which is previous to the indexing itself. The first is a generalized prefix tree that dynamically stores the keys of a direct acyclic graph (DAG), whereas the second supports not only acyclic graphs but any directed graph (DG) (allowing cycles) by considering self-references whenever two nodes
Figure 1: The indexed sequences are: \{\{N1,N2,N1\},\{N1,N3\},\{N1,N4\},\{N5\}\}. a) Shows the resulting prefix indexing on DAG. b) Shows the resulting prefix indexing on DG.

have the same identifier.

On the other hand, related graph management needs in the Semantic Web community inspired the integration of property path capabilities for SPARQL 1.1\(^6\) under the auspices of the W3C. Despite this effort, it has been proved empirically\(^7\) that the use of property paths, e.g. to look up FOAF chains, was not possible in a reasonable amount of time, even in small RDF graphs and with very simple property path expressions. According to such studies, this is not due to particular implementation issues but to the SPARQL 1.1 specification itself, the reason being the need for counting solutions imposed by the specification. Therefore, even for simplified path problems that do not contain cycles, algorithmic complexity is still \#P. Our approach can also be used for converting a RDF graph into a trie structure begin a possible solution to this problem as shown in Section\(^5\) Notice that most of the existing graph matching methods are not applicable for very large graphs and by extension either is possible to query them (this occurs with SPARQL 1.1. property paths\(^7\)).

\(^6\)http://www.w3.org/TR/sparql11-query/
3. Indexing, Querying, and Mining Provenance

Being able to extract relevant information and knowledge from the provenance of workflow executions, requires to analyze and transform the data into a suitable and machine-interpretable form. This provenance mining process is composed by three main steps: i) preprocessing and indexing, ii) querying and mining workflow executions, and iii) interpretation and applicability. Our approach to this process is based on the definition of canonical label introduced by gSpan algorithm [35], which establishes that any graph can be unambiguously mapped to a tree by using a combination of: lexicographical ordering (i.e. 'A' < 'B' < 'C' . . . < 'Z') and minimum Deep First Search (DFS) code selection, and the inclusion of statistical information in the nodes of the trie. The approach is described in the following.

3.1. Preprocessing and indexing algorithm description

The provenance of workflow run provwr is defined as a DAG that contains a set of resources $R$ described by a unique identifier (Uniform Resource Identifier URI) and ordered by its links: $provwr = r \cup e$, being $R = \{r_i, r_o, r_p\}$ the set of available resources where $r_i$ are input resources, $r_o$ are output resources, $r_p$ the process resources, and $e_{i,j} = (r_i, r_j) \forall i, j \in R$ the set of edges $E$ that links two different resources of $R$. In our scenario the provenance information is described by the PROV-O ontology[7] and the objects are implicitly defined by RDF graphs. Thereof, the only mode for accessing to the different sequences of execution is determined by reasoning according to RDF semantics [36]. Hence, it is needed to transform the graphs $G$ into sequential path structures $T$ which can be inserted into the described prefix trie index by performing an intermediate step. This transformation $f[u] : G \rightarrow T$ from unordered provenance of workflows to a topological ordered sequence has been done by applying a Depth-First Search (DFS) + resource lexicographical ordering (LEX), which establishes a unique and deterministic ordered method whenever there are two or more possibilities for choosing the next process during the sequencing transformation $f[u]$. Then, two partially ordered sets $A$ and $B$ are defined as $(a, b) \leq (a', b')$ if and only if $a < a'$ (or $a = a'$ and $b \leq b'$). Note that in order to allow searching for similarities which are covered only partially by a workflow we have also allowed as an option the indexing of sub-sequences produced by this intermediate step by creating n-processes sequences (where $n$ defines the length of the sub-sequence) such as

\footnote{http://www.w3.org/TR/prov-o/}
given \( r_i = \{r_{i1}, r_{i2}, r_{i3}, r_{i4}\} \) and a value of \( n = 3 \) the following 3-resources are indexed: 3-\( r_i = \{\{r_{i1}, r_{i2}, r_{i3}\}, \{r_{i2}, r_{i3}, r_{i4}\}\} \).

---

**Algorithm 1** Prefix-Tree provenance index algorithm

**Require:** a DAG provenance path \( provwr = \{r_1, \ldots, r_s\} \).

**Require:** the n-value of the sub-sequence size

1: procedure INSERTTRIE\( (provwr, PT) \) \( \triangleright \) PT: Root Node of the Prefix-Trie structure

2: for each \( \{r_1, \ldots, r_k\} \in provwr \in provwr \) do

3: \quad currentPT = PT  

4: \quad depth = 0; i=1 

5: while \((r_i == r_i.next() \neq empty)\) do 

6: \quad URI = getURI\( (r_i) \)

7: \quad depth++

8: \quad if (currentPT.getChild\( (URI, depth) == TRUE \)) then 

9: \quad \quad currentPT = currentPT.getChild\( (URI) \)

10: \quad \quad currentPT.freq++

11: \quad \quad currentPT.updateStats()

12: \quad else 

13: \quad \quad create new node N

14: \quad \quad N.freq++; N.prob=1

15: \quad \quad currentPT.addChild\( (N) \)

16: \quad \quad currentPT.updateStats()

17: \quad \quad currentPT=N

18: \quad \}

19: return PT \( \triangleright \) a Prefix-Trie PT that records all the prefixes of P and statistics

This approach avoids to have several different ordered sequences for the same DGA. For instance, two input resources \( r_{i1} \) and \( r_{i2} \) of a process resource \( r_{p1} \) that returns \( r_{o1} \) could be ordered as \( r_{i1} \rightarrow r_{i2} \rightarrow r_{p1} \rightarrow r_{o1} \) or \( r_{i2} \rightarrow r_{i1} \rightarrow r_{p1} \rightarrow r_{o1} \) and only the partial order between the vertex of the DAG which are linked can be assured; but, by using the same criteria during the whole sequencing transformation process, we are able to compare the different workflows and find similarities without losing information despite the original representation is not unique. This approach provides a unique map from a DAG to a sequence, being \( f[u] \) a
non-bijective mapping function using only the identifiers associated to the nodes. Otherwise, adding edge information would be needed. Figure 2 also shows an example of application of the indexing algorithm to a real workflow. In the left the original workflow is shown which has a graph structure with multiple possible sequential representations and in the right the indexed workflow is shown after applying the DFS+LEX method.

The algorithm’s pseudo-code for inserting a given provenance of workflow run provwr is shown at algorithm 1. The InsertTrie function receives a workflow provenance provwr resulting from the application of the DFS+LEX above explained method and creates $k = s - n + 1$ sub-sequences provwr$_k$ which are inserted into the tree. The identifier for each node is the URI of the process and it is used for indexing the different parts of the workflow execution. For each node, the statistics related to frequency and probability of occurrence given the previous processes $P(r_{ik}|r_{i1} \ldots r_{i(k-1)})$ are updated and calculated at depth level in order to obtain frequent patterns and provide the most probable next step as a recommendation.

![Figure 2: DFS+lexicographical ordered "Get homologous from NCBI homoloGene" workflow obtained from MyExperiment.](image)

All the functionalities presented in this work focus on the indexation process rather than applications that need the reconstruction of the original information.
Therefore, the inverse mapping \( f[u]^{-1} \) which relates one \( t \in T \) to many \( g \in G \) does not imply any drawback (on the contrary, it naturally groups the data, which can be beneficial to improve access time performance [28]).

3.2. Querying and mining workflow executions

Applications in the scope of this work include e.g. the following scenarios: i) the discovery of possible workflow solutions to a given problem by defining the inputs and expected outputs, ii) the assistive design of scientific experiments for helping end-users to have a n-step ahead prediction, and iii) the indexing of most frequent in-use patterns. Other applications such as comparing runs to find out Points-of-Deviation for understanding why one workflow execution resulted in a different output than the execution of an identical workflow on the same data have also been pointed out at [8], though we do not cover them in this paper.

All such applications can be expressed as alternatives of searching in the indexing prefix tree structure and defined as the problem of finding all the possible alternative paths given a set of inputs and a set of outputs. The similarity workflow query is defined as the set of alternative paths from an initial point \( A \) to a final point \( B \) being \( A = \{a^{(1)}, a^{(2)}, \ldots, a^{(k)}\} \) and \( B = \{b^{(k+j)}\} \) having \( j - k \) wildcards. Similarly, the assistive design functionality can be expressed as searching for all the alternative paths between \( A \) and any possible final resource \( B \), given that \( A = \{a^{(1)}, a^{(2)}, \ldots, a^{(k)}\} \) and \( B = \{b^{(k+j)}\} : \forall b \in R \). Last, the most frequent pattern query is accomplished by collecting the statistics of frequency and probabilities of occurrence for all nodes of the tree and also per level allowing to perform queries such as, what is the most probable node in a \( j - k \) ahead step given \( a^{(1)}, a^{(2)}, \ldots, a^{(k)} \)? This process of collecting and updating the tree is done in real time automatically every time a new sequence is added (see Algorithm 1).

Illustration: Let us consider that our user is working on a text mining application for clustering documents. One of the common processes is to remove stop words and apply some weighting step in order to find out the most relevant words. There are different steps that may be applied to this purpose, ranging from the simple removal of a list of stop words to more complex approaches based on ontologies. Our user implements a preprocessing step as the one shown at Figure 3.

\[ \text{Illustration: Let us consider that our user is working on a text mining application for clustering documents. One of the common processes is to remove stop words and apply some weighting step in order to find out the most relevant words. There are different steps that may be applied to this purpose, ranging from the simple removal of a list of stop words to more complex approaches based on ontologies. Our user implements a preprocessing step as the one shown at Figure 3.} \]

\[ A \text{ wildcard is defined with the symbol } * \text{ meaning any possible value of the alphabet } \Sigma. \]
but she would like to get different possible alternatives for solving the same problem based on the kind of input/outputs. One possible suggestion would be the workflow shown at Figure 3 where the "PorterStemmer" process is an extra step for removing commoner morphological and inflexional endings from words which may be useful to be incorporated at workflow a).

Figure 3: Workflows taken from Wings for illustrating the similarity search alternatives problem: a) SimilarWords workflow; b) DocumentClustering workflow

The search for all the alternative paths querying process makes a traversal search over the tree using the node identifiers (URIs) as keys for finding temporal patterns that matches with the specified inputs and outputs. Such lookup process is at most linear over the size of the alphabet $\Sigma$ (in our case composed by $R = \{r_i, r_o, r_p\}$) and the depth of the DAG/DG trie structures $d$ being its complexity.

---

9http://www.opmw.org/export/page/resource/WorkflowExecutionAccount/ACCOUNT1348621567824

10http://www.opmw.org/export/page/resource/WorkflowExecutionAccount/ACCOUNT1348621400515
It is important to point out that for the construction of the query \( q \) there is a need of transforming the DAG to be queried into a sequential ordered path using \( f[u] \). As result, we obtain a new mapped query \( q' = f[q] \) that can be searched within the prefix tree index.

The two queries that we have implemented to show the capabilities of our approach and for validation of the scenarios i and ii introduced above in this section are:

- **Q1** relates to the discovery of similar scientific workflows based on their provenance. \( Q1M \) is defined as an approximate matching problem by introducing \( M \) wildcards, where each wildcard represents a possible single walk from a starting resource \( r^{(1)} \) to a final resource \( r^{(2)} \).

- **Q2**, a specific case of Q1 focused on the assistive design scenario, uses the statistics obtained during the indexing process to calculate the maximum likelihood given a current resource with the next \( j \)-resource, which can also be defined by a set of \( r^{(1)}, r^{(2)}, \ldots, r^{(k)} \) followed by \( j - k \) wildcards.

### 4. Experimental Design

We have performed two different experiments in order to validate the proposed method on graph searching and matching scenarios. The first validates the extended workflow management functionalities by checking that the number of obtained solutions are the theoretically expected for all the datasets and they are also retrieved on real time (\(< 250 ms\)). The second assess performance by measuring the performance benchmarking our approach against W3C SPARQL 1.1 Property Paths.

The first experiment (E1) defines and executes Q1 queries (notice that Q1 query is an specification of the Q2 type having one less wildcard due to the last resource is set and hence both are equivalent for our validation purposes). Q1 query searches for workflows that have a specific input \( (R_i) \) and output \( (R_o) \), retrieving all the alternatives (set of random walk processes) that allow reaching the output given such inputs. In the second experiment (E2) we compare the time performance obtained by our approach (PT + DFS +LEX) versus SPARQL 1.1 Property Paths. This evaluation measures the time needed for retrieving similar paths including wildcards as free nodes as specified by the Q1M query. An example of this types of queries expressed in SPARQL 1.1. syntax is: `SELECT * WHERE { :r0 (:p)* :r1 }`, replicating the property path `'(p)*'` as many times as the number of needed wildcards.
For the validation of this two scenarios we have used three different datasets: i) the ProvBench corpus\footnote{https://github.com/wf4ever/provenance-corpus} based on Taverna\footnote{http://www.isi.edu/dc/TextAnalytics/ontology.owl#Dataset} and Wings\footnote{http://www.isi.edu/dc/TextAnalytics/ontology.owl#Vector}, and two clique datasets (complete undirected graphs) ii) of size 4 (4-clique), and iii) of size 8 (8-clique). The ProvBench corpus contains 120 provenance traces of workflow results related to 12 different application domains (text analytics, genomics, machine learning, social network analysis, proteomics, domain indepents, chemioinformatics, astronomy, heliophysics, phylogenetic, biodiversity, and weather forecast) and is licensed as Creative Commons. The clique graphs have been created as complete graphs in the same way as in\footnote{[34]}.  

All the experimentation have been performed over the three above-mentioned datasets and using an implementation on Java for our proposal and the usage of Jena-ARQv2.9.4 for SPARQL 1.1. property paths queries. Both methods have been built on a JavaSE System Library 1.7 and run in an Intel Core i5-3360M CPU, 2.80 GHz, 8GB RAM using Windows 7 64bits OS.

5. Results and Performance

Table I shows the E1 results obtained by executing the query Q1M for different number of wildcards and the different datasets using the proposed method (PT + DFS +LEX). The purpose of this query is to verify that the number of obtained solutions are the expected for all cases. Note that given a complete graph n-clique, the number of alternative paths (P) from a node A to a different vertex B in m steps is: \( P(A, B) = \frac{(n-1)^m - (-1)^m}{n} \) (i.e. for \( m = 6 \) and 4-clique graph \( P = 547 \)), and \( \forall i, j : i \neq j \quad P(A_i, B_j) = \binom{n}{2} \frac{(n-1)^m - (-1)^m}{n} \) (i.e. for \( m = 6 \) and 4-clique graph \( P = 98460 \)). E.g. E.g. the second row and first column cell of Table I shows the number of alternative paths between any two different nodes for a 4-clique graph which are at distance 1 from each other and the query execution time. For that case the possible paths between two nodes \( r^{(1)} \) and \( r^{(4)} \) are: \( \{r^{(1)}, r^{(2)}, r^{(4)}\}, \{r^{(1)}, r^{(3)}, r^{(4)}\} \) as indicated, and the time needed for the execution of the query took less than 1ms.

We also tested the ProvBench repository by finding workflows that have as input the resource ”#dataset”\footnote{http://www.isi.edu/dc/TextAnalytics/ontology.owl#Dataset} and ”#vector”\footnote{http://www.isi.edu/dc/TextAnalytics/ontology.owl#Vector} as output and successfully checked that the number of provided solutions were the expected. Furthermore, the different columns of the table I show the results obtained for different number of wild-
Functionality Evaluation

|                  | N°Paths/Time | N°Paths/Time | N°Paths/Time |
|------------------|--------------|--------------|--------------|
|                  | Q11          | Q12          | Q16          |
| ProvBench        | 3/≤1ms       | 22/≤1ms      | 2953/9ms     |
| Complete 4-clique| 2/≤1ms       | 7/≤1ms       | 547/9ms      |
| Complete 8-clique| 6/≤1ms       | 43/1ms       | 102943/93ms  |

Table 1: E1 experiment results. PT + DFS + LEX functionality evaluation for discovery of similar provenance query Q1M for M = \{1, 2, 6\}.

cards (M) corresponding also to different the number of possible random walks between queried input \( R^{(1)} \) and output resource \( R^{(k)} \).

For E2 validation we have tested the proposed indexing method (PT+DFS+LEX) versus the SPARQL 1.1. Property Paths recommendation, solving some of the problems related with computational efficiency that were showed up by [34].

Figure 4 shows the results obtained for each dataset. The queries performed are of the type ‘SELECT * WHERE \{ r0 (:p)* r1 \}’ for different number of wildcard cards path depth, ranging from 1 to 9. The main characteristic of the ProvBench scenario is the low number of linked processes, the main reason being the structure of the workflow is mainly linear and does not have cycles, as opposed to the 4/8-clique scenarios, which are fully connected graphs. On the other hand, ProvBench has a larger number of different processes than the other two scenarios.

Despite such differences, the behavior of the three scenarios is very similar as can be seen at the log-log plot on the right of the picture (being the x-axis the number of retrieved paths and the y-axis the time needed for executing the query) with the main difference on the slope of the curves, which is lower for the 4-clique scenario, followed by ProvBench, and by the 8-clique. It is worth highlighting that in the worst or more complex case (8-clique) the slope is lower than 1, meaning that the relation between the time and the complexity of the query is almost linear, which is the best expected situation. Therefore we can confirm that the implemented algorithm performs efficiently for both cases. For PT+DFS+LEX and Jena-ARQv2.9.4 the algorithms scale at worst linearly, being the number of retrieved solutions/paths the same for all the queries performed. However the left part of the Figure 4 indicates that the time needed for performing the different queries is always larger for Jena-ARQv2.9.4 than for PT+LEX (≈ 270 ms., 1720 ms., and 54 secs. larger for 4-clique, ProvBench, and 8-clique, respectively), which shows an important improvement regarding time performance over using
Figure 4: E2 experiment results. On the left: time performance plot for ProvBench similar lookup application, 4-clique, and 8-clique. On the right: log-log plot showing the relation between time and the number of paths for ProvBench similar lookup application, 4-clique, and 8-clique configurations. All the plots contain two series, one for our approach PT+LEX. and another one for Jena-ARQv2.9.4 property paths.
SPARQL 1.1. property paths. A summary of the log-log relation results for the E2 experimentation is shown in the Figure 5.

As shown, for \( \log(N^0 \text{Paths}) \leq 3.5 \) there is a large gap between the use of our approach or Jena-ARQ SPARQL1.1 that seems to have an offset since the beginning. Although we don’t have the technical characteristics of the Jena-ARQ implementation it seems that there is an initial load acting as a common baseline for all the experiments. Furthermore we can verify within the range \( 6 < \log(N^0 \text{Paths}) < 7.5 \) that this difference stabilizes at a factor \( \approx \frac{1}{5} \) in favor of the presented approach.

We also compared these results with the ones provided by the authors at [34], which presented results for using Psparql for 1, 2, and 3 complete cliques vs. using property paths obtaining the lowest execution performance time for the query 'SELECT DISTINCT * WHERE \{ :a0 (((:p)*))* :a1 \}'. However, their performance time (140 ms) is still worse than the results we obtained for the same query in a larger 8-clique graph.

For better understanding of the Figure 5 the table 2 shows a comparative between the number of alternative paths for different number of wildcards providing
a short summary of the estimated link density of the ProvBench dataset vs. a complete 8-Clique graph.

| Number of wild-cards | ProvBench No. Paths | 8-Clique No. Paths | % ProvBench vs. 8-Clique |
|----------------------|---------------------|--------------------|------------------------|
| 1                    | 3                   | 6                  | 50.0%                  |
| 2                    | 22                  | 43                 | 51.2%                  |
| 3                    | 66                  | 300                | 22.0%                  |
| 4                    | 240                 | 2101               | 11.4%                  |
| 5                    | 823                 | 14706              | 5.6%                   |
| 6                    | 2953                | 102943             | 2.9%                   |
| 7                    | 10483               | 720600             | 1.4%                   |
| 8                    | 37480               | 5044201            | 0.7%                   |
| 9                    | 133746              | 35309406           | 0.4%                   |

Table 2: Comparative of the obtained number of alternative paths for ProvBench database and a 8-Clique graph.

6. Conclusions

In this paper we presented a new method for transforming the graph structure associated to the provenance of workflow executions into a trie structure that enables indexing and fast accessibility. Such structure allows the characterization of workflows, not only based on their specification or the (often scarce) metadata associated to the resources related to a workflow, but on their execution behavior.

Our method has been implemented using a variation of the generalized prefix tree and includes the canonical label definition as an important preprocessing step. The main application of the proposed indexing algorithm is to find in real-time similar scientific workflows by identifying motifs, based on their execution traces, which share commonalities and could therefore be proposed as alternative means to perform a specific scientific computation related to an experiment or observation. The indexes and the statistics needed for obtaining the patterns and maximum likelihood values are calculated online providing tools for efficient querying.

We conducted empirical evaluations of our approach both in terms of functionality and time performance, comparing our results against the possible number of alternative paths and the SPARQL 1.1. Property Paths W3C specification. We de-
fined specific cases where our approach extends the functionality of the previous state of the art applications and we also evaluated our approach in more general scenarios such as complete graphs. Furthermore, we obtained improvements over the use of the SPARQL 1.1 Property Paths recommendation, hence providing a possible solution to its computational efficiency problem.

Finally, next steps include the application of our indexing structure in domain-specific repositories of scientific information, e.g. ROHub, rich in provenance data resulting from workflow executions in domains covering both experimental and observational disciplines. The resulting capabilities related to real-time querying of provenance information at scale are expected to further enhance the management of scientific data and methods as research objects, contributing to increase sharing and reuse. We will also seek to demonstrate the benefits of our approach in general-purpose semantic repositories in the Linked Open Data cloud as a suitable alternative to SPARQL 1.1 Property Paths.
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