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Abstract. With the rapid development of paper industry, the pressure of environmental pollution is going more and more serious. Recently, resource utilization of wastewater by anaerobic digestion has become a feasible way to solve this problem. In order to maintain the safe and efficient production of the process, a novel adaptive soft sensor model was developed to infer the chemical oxygen demand (COD) of paper mill effluent in this paper. First, the principal component analysis technique was performed in this model so as to eliminate the col-linearity between the process variables and accordingly obtain the low-dimensional feature principal component. Then, the least square support vector machine method was used to construct a quantitative regression model between principal component and the effluent COD. Along with it, particle swarm optimization was implemented to search for the best value of the LSSVM model parameters, namely the kernel parameters and the regularization factor. Finally, an online calibration strategy was designed to adapt to the process dynamic changes in an adaptive iterative manner. When the constructed model tested for performances in a full-scale factory, the average relative deviation and maximum deviation are 1.80% and 6.26%, respectively. The experimental results show that this proposed soft sensor model is featured with high accuracy and strong dynamic stability, and it can provide good guidance for COD prediction and optimal control of paper mill wastewater treatment.

1. Introduction
The paper-making industry is a major water consumer and also a major wastewater discharger. According to the statistics of the Ministry of Ecology and Environment, In 2015, the total water consumption of the paper-making industry and the paper product industry (4,180 enterprises involved in the statistics) was 11.835 billion tons, and the wastewater discharge was 2.367 billion tons,
accounting for 13.0% of the total industrial wastewater discharge. The chemical oxygen demand (COD) in the discharged wastewater is 335,000 tons, accounting for 13.1% of the total industrial COD emission. In recent years, with the increasing shortage of water resources, production water has become a problem that restricts the development of paper-making enterprises. At present, in order to solve the environmental pollution due to paper-making wastewater and realize resource utilization, biogas production through anaerobic digestion has become a main method. The anaerobic digestion process under the action of microorganisms is featured as multi-factor influence, dynamic variability, complex nonlinearity (Yang Hao et al., 2016), etc. and the mechanism model thereof is difficult to construct, so the real-time operation control and optimization and calibration that affect safe production and effluent water production conditions cannot be realized. The production effectiveness of the industrialization process of anaerobic digestion for paper-making wastewater is often measured by the effluent COD. However, the current COD testing of enterprises is mostly realized by timed manual sampling and laboratory analysis. The test results cannot be obtained till several hours later, so the real-time performance is poor (Xu Lisha et al., 2012). In case that a COD on-line analyzer is installed on site, failure often occurs, resulting in loss of data. And also, the maintenance is difficult and the instrument is expensive (Langergraber et al., 2004; Bourgeois et al., 2010). With the improvement of enterprise automation as well as the deep integration of informationization and industrialization, the methods like pivot element regression, partial least squares regression, neural network, support vector machine and fuzzy logic have been used for the data modeling and operational control of the performance indicators including COD concentration, volatile fatty acid (VFA), dissolved oxygen, suspended solids (SS) concentration and gas production in the process of paper-making wastewater treatment (Bourgeois et al., 2010; Haimi et al., 2013) Choi et al., 2001; Wan et al., 2011; Huang et al., 2015 Dürenmatt et al., 2012; Zhou Hongbiao et al., 2017; Liu Lin et al., 2017; Tang Wei et al., 2017). With respect of the method selection, Wan et al. (2011) designed an adaptive fuzzy inference system integrating fuzzy subtractive clustering and PCA technologies, of which the fuzzy subtractive clustering is used to identify the model structure, and PCA is used to reduce the complex collinearity between variables as well as the dimensionality. The model accuracy with this integrated method is higher than that with the BP neural network method in the performance test about the COD and SS concentration prediction of paper-making wastewater. Wang Yao et al. (2017) chose the LSSVM method to predict the COD and SS concentrations. The results show that the soft-sensor model created by optimizing the LSSVM method parameters via the PSO algorithm has a higher prediction accuracy. The LSSVM method based on minimum structural risk is widely used in soft-sensor modeling because of its features of low dependence on sample data, less parameters to be estimated, and strong generalization ability (Souza et al., 2016; Wang et al., 2015; Fortuna et al., 2007; Liu Bo et al., 2015; Zheng Rongjian et al., 2017). However, the prediction accuracy of the soft-sensor model based on the offline sample data architecture, will gradually decline in the face of dynamic changes in continuous production processes. In order to solve the above problem, this paper proposes an OCS-PCA-PSO-LSSVM soft-sensor method integrating data analysis technology and regression modeling, which can eliminate the complex collinearity between variables and achieve dimensionality reduction via PCA technology; then, implement the LSSVM method to establish the nonlinear relationship between input and output variables, and realize the optimization of LSSVM model parameters by means of PSO; and finally, initiate the online calibration strategy (OCS) in case the prediction deviation of the new sample individual exceeds the set error limit, iteratively updating the soft-sensor model in an adaptive manner.

2. Materials and Methods

2.1. Process and Data Collection

With the wastewater anaerobic treatment system of a papermaking mill as the test object of application, the production process is shown in Fig. 1, in which the ascending multistage internal circulation anaerobic reactor UMIC is the main device. The UMIC reactor works based on the principle of granular sludge (Ruggeri et al., 2015; Zhang Yi et al., 2014), namely, the papermaking wastewater is thoroughly mixed with anaerobic microbial sludge after being pumped into the reactor by a lift pump,
and the organics in the mixture are chemically converted into the gases like methane and carbon dioxide, as well as microbial bacterial plastids under the action of the microorganisms.

Based on the analysis of production behavior and process mechanism of the UMIC device, with the combination of experts’ experience and knowledge as well as the sensitivity analysis of field data, 8 process variables that affect the COD of the treatment system were selected as the input variables of the model, and they are: influent COD/mg/L, influent SS/mg/L, influent pH, influent flow/m³, influent temperature/°C, circulating pool level/%, effluent pH and effluent temperature/°C, while the output variable of the model is effluent COD/mg/L. Two sample data collection methods were adopted, one of which was that the mill’s distributed control system DCS was used to collect 8 process variables, and the other was that the on-site sampling laboratory obtained effluent COD through offline test (Sun Jun et al., 2017). After the collection of the mill’s field operation data from July 2016 to February 2017 was completed, the missing data was directly removed, then the abnormal data was identified and deleted, and finally the initial sample matrix set containing 175 sample individuals was obtained.

2.2. OCS-PCA-PSO-LSSVM Soft-sensor Method

2.2.1. PCA Technology

The independent variable matrix \( X_{np} \) of the obtained initial sample data was recorded, where \( n \) is the number of sample individuals, i.e. the sample size, and \( p \) is the number of process variables. PCA technology (Jolliffe et al., 2002) was namely to project \( X \) from the Euclidean space to the latent vector space of the pivot element.

\[
X = TQ^T + E = \sum_{k=1}^{d} t_k q_k^T + E
\]

Where, \( t_k \) is the \( k \)th extracted pivot element, \( q_k \) is the load vector used to extract the pivot element, and \( E \) is the final residual matrix. In essence, the construction of the PCA latent vector space is to represent most of the dynamic information in the initial process variables in the sample data by extracting \( d \) pivot elements \((d \leq p)\) (Sun Jun et al., 2017), of which, the information contribution of the \( k \)th pivot element can be calculated according to Formula (2).

\[
\eta_k = \lambda_k / \sum_{k=1}^{p} \lambda_k
\]

2.2.2. Soft-sensor Optimization Model PSO-LSSVM

The least square support vector machine (LSSVM) is an extension of the standard SVM method (Cristianini et al., 2000), and the main ideas of the algorithm are summarized as follows:
Suppose the modeling sample data set is \( \{ (t_i, y_i) \}_{i=1}^{n} \), where, \( t_i \in \mathbb{R}^d \) is the input vector of the \( i^{th} \)-dimension pivot element in the latent vector space expanded by the \( d^{th} \)-dimension pivot element, and \( y_i \in \mathbb{R} \) is the target output variable of effluent COD of the papermaking wastewater. In the high-dimension feature space constructed by the nonlinear mapping function \( \phi(t) \), the model establishment between the output variable and the input variable is to find the best fitting function:

\[
y(t) = w^T \phi(t) + b
\]  

(3)

Where, \( w \) is the weight coefficient vector to be estimated in the high-dimension feature space, \( b \) is the constant deviation term. For the LSSVM method, the parameter estimate in the above formula can be transformed to satisfy the constraint of Formula (4):

\[
y_i = w^T \phi(t_i) + b + \xi_i, i = 1, 2, \ldots, n
\]  

(4)

The minimization optimization problem was solved as below:

\[
\min_{w, b, \xi} J(w, b, \xi) = \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{i=1}^{n} \xi_i^2
\]  

(5)

In the formula, \( \gamma \) is a penalty factor, used to balance the complexity and approximation accuracy of the model, \( \xi_i \) is the training error of the \( i^{th} \) sample point. The Lagrange multiplier \( \alpha_i \) is now introduced to transform the above-mentioned constraint optimization problem of the formula into an unconstrained optimization problem:

\[
L(w, b, \xi, \alpha) = J(w, b, \xi) - \sum_{i=1}^{n} \alpha_i (w^T \phi(t_i) + b + \xi_i - y_i)
\]  

(6)

Using the KKT optimization condition to solve the above formula (Zhou Xinran, 2012), that is, to solve the partial derivatives of \( w, b, \xi \) and \( \alpha_i \), we can obtain:

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \Rightarrow w = \sum_{i=1}^{n} \alpha_i \phi(t_i) \\
\frac{\partial L}{\partial b} &= 0 \Rightarrow \sum_{i=1}^{n} \alpha_i = 0 \\
\frac{\partial L}{\partial \xi_i} &= 0 \Rightarrow \alpha_i = \gamma \xi_i, i = 1, 2, \ldots, n \\
\frac{\partial L}{\partial \alpha_i} &= 0 \Rightarrow w^T \phi(t_i) + b + \xi_i - y_i = 0, i = 1, 2, \ldots, n
\end{align*}
\]  

(7)

Eliminating the elements from the above equation set, we will obtain the following linear equation set:

\[
\begin{bmatrix}
0 & 1^T_v \\
1_v & K + \gamma^{-1}I
\end{bmatrix}
\begin{bmatrix}
b \\
a
\end{bmatrix} =
\begin{bmatrix}
0 \\
y
\end{bmatrix}
\]  

(8)

Where, \( 1_v = [1, 1, \ldots, 1]^T \), \( a = [\alpha_1, \alpha_2, \ldots, \alpha_n]^T \), \( y = [y_1, y_2, \ldots, y_n]^T \), \( K_{ij}(t_i, t_j) = \phi(t_i)^T \phi(t_j) \), \( i, j = 1, 2, \ldots, n \), and \( I \) is the unit matrix. After solving the parameters of \( \alpha \) and \( b \) in Formula (8) and via the least square method, the LSSVM model will be obtained as below:

\[
\hat{y} = f(t) = \sum_{i=1}^{n} \alpha_i K(t, t_i) + b
\]  

(9)

If the LSSVM model uses the RBF kernel function \( K(t, t, \sigma) = \exp(- \|t-t\|^2 / \sigma^2) \), the different values of the kernel function width \( \sigma \) and the penalty factor \( \gamma \) in Formula (5) will affect the actual performance of the LSSVM model (Zhao et al., 2000). To this end, this paper completes the optimization of the two parameters by taking the minimum of the sum of squared error
\[ \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]

between the experimental value \( y_i \) and the predicted value of the model of the effluent COD as the objective function, through the particle swarm optimization (PSO) (Kennedy et al., 1995), based on the validation sample set.

2.2.3. Model Parameter Adaptive Correction

In order to track the dynamic changes of the production process and maintain the prediction performance of the soft-sensor model in real time, an on-line calibration strategy (OCS) has been designed to iteratively update the soft-sensor model parameters in an adaptive manner. The basic idea of OCS is that if the established soft-sensor model is applied to the prediction of COD for a new sample individual, when the deviation between the experimental value \( y_{new} \) of the new sample individual and the predicted value \( \hat{y}_{new} \) of the model exceeds the set error limit \( max_e \), namely:

\[ |y_{new} - \hat{y}_{new}| > max_e \quad (10) \]

To initiate the iterative update of the soft-sensor model parameters. The specific method is as follows: firstly, the sample individuals with the largest fitting deviation are retrieved from the training sample set and deleted; then, the sample individuals with the highest ranking in the monitoring sample set are transferred into the training sample set; next, the vacancy of the validation sample set is filled, namely, the sampled individuals with the highest ranking among the accumulated predicted sample individuals are transferred into the validation sample set; and finally, the soft-sensor model is re-established based on the newly formed training sample set and the validation sample set, which is namely the OCS - PCA-PSO-LSSVM model.

Fig 2. Structure of the OCS-PCA-PSO-LSSVM soft sensor model

With this, the implementation flow of the OCS-PCA-PSO-LSSVM method is shown in Fig. 2. Firstly, the PCA pre-processing of \( X_{np} = [x_1, x_2, \ldots, x_p] \) was performed and the pivot element matrix \( T_{np} = [t_1, t_2, \ldots, t_d] \) was obtained after the number \( d \) of pivot elements had been selected; then, based on \( T_{np} \) and the output variable matrix \( \hat{y}_{mol} = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n] \) of the effluent COD, the nonlinear mapping relationship between them was established with the LSSVM method, while the values of
model parameters \( \sigma \) and \( \gamma \) were determined by PSO optimization; and finally, the OCS would be initiated to iteratively update the model in case the prediction deviation of the new sample individual was beyond the set error limit.

3. Results and Discussion

3.1. Model Performance Evaluation Indicator

To objectively and independently evaluate the performance of the OCS-PCA-PSO-LSSVM soft-sensor model, the initial sample data set was divided into a training sample set, a validation set, and a test set in time order, of which the training sample set contained 100 sample individuals, used for parameter estimation of the model; the validation sample set contained 50 sample individuals, used for parameter optimization of the model; and the test sample set contained the remaining 25 sample individuals, used for performance evaluation of the model. The performance evaluation indicators include: maximum deviation (MAXE)/mg\( \cdot L^{-1} \), maximum relative deviation (MAXRE)/%, mean absolute deviation (MAE)/mg\( \cdot L^{-1} \), mean relative deviation (MRE)/%, root mean square error (RMSE)/mg\( \cdot L^{-1} \), standard deviation (STD)/mg\( \cdot L^{-1} \), etc., and their respective definition formula are as follows:

\[
\text{MAXE} = \max_{i=1,2,\ldots,n} \left\| y_i - \hat{y}_i \right\| \tag{11}
\]

\[
\text{MAXRE} = \max_{i=1,2,\ldots,n} \left( \frac{|y_i - \hat{y}_i|}{y_i} \right) \times 100\% \tag{12}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{13}
\]

\[
\text{MRE} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|y_i - \hat{y}_i|}{y_i} \right) \times 100\% \tag{14}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{15}
\]

\[
\text{STD} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (e_i - \bar{e})^2} \tag{16}
\]

Where, \( e_i = y_i - \hat{y}_i \), \( \bar{e} = \frac{1}{n} \sum_{i=1}^{n} e_i \), while \( y_i \) and \( \hat{y}_i \) denote the experimental value and predicted value of the model regarding COD of the \( i^{th} \) sample individual, respectively. Among the above statistical performance indicators, MAXE, MRE, RMSE and STD are absolute accuracy indicators, of which, MAXE measures the limit boundary conditions of the model according to the maximum predicted deviation of the sample individuals, and MRE and RMSE measure the accuracy of the model according to the average prediction accuracy of the sample individuals. While STD measures the stability of the model according to the degree of dispersion of the prediction deviation of the sample individuals. Considering the objective difference between the magnitudes of different physical quantities, MAXRE and MRE are relative accuracy indicators. The former measures the deviation of the prediction results based on a single sample individual, and the latter does the same based on the average of sample individuals. The smaller the values of these statistics are, the better the performance of the model will be indicated.

3.2. Experimental Results and Analysis

As described in Section 2.2.1 above, in order to satisfy that the pivot element under the OCS-PCA-PSO-LSSVM method contain enough initial variable information, and the cumulative information contribution rate of the \( d^{th} \) extracted pivot element is now required to be above 85%. Based on the information of the eight latent roots of the correlation matrix for the training sample set
of papermaking wastewater, when the 6th pivot element is extracted during calculation, namely, \( d = 6 \), the cumulative information contribution rate is 92.63%. Thus, the six pivot element are determined as the input vectors of the subsequent PSO-LSSVM model.

As described in Section 2.2.2 above, the optimization process for the algorithm of parameters \( \gamma \) and \( \sigma \) PSO under the LSSVM method is shown in Figs. 3 and 4 after the RBF radial basis kernel function was selected, and the population particle number was set at 30, the minimum inertia weight was \( w_{\text{min}} = 0.01 \), the maximum inertia weight was \( w_{\text{max}} = 0.99 \), the particle maximum velocity was \( v_{\text{max}} = 2 \), the particle minimum velocity was \( v_{\text{min}} = -2 \), and the learning factor was \( c_1 = c_2 = 2 \) and the maximum number of iterations was 100. When \( \gamma = 0.3356 \) and \( \sigma = 2.2026 \), the RMSE of the objective function observation sample set reached the minimum, thereby it was determined as the optimal value of the parameter under the LSSVM method.

![Fig 3. Regularization factor optimizing curve using PSO](image1)

![Fig 4. Kernel parameter optimizing curve using PSO](image2)

After the optimization for the input variable and parameter of the model was completed, the OCS-PCA-PSO-LSSVM model was applied to the test sample set to detect the model’s generalization ability. Table 1 shows the test results of different performance indicators for the three models of OCS-PCA-PSO-LSSVM, PCA-PSO-LSSVM and SVM. It may be observed from the table that the values of the maximum deviation, the maximum relative deviation, the average absolute deviation, the average relative deviation, the root mean square error, and the standard deviation of the OCS-PCA-PSO-LSSVM model are significantly lower than the corresponding results of the PCA-PSO-LSSVM model and the SVM model. Where, compared with the PCA-PSO-LSSVM model, the MAXE of the OCS-PCA-PSO-LSSVM model decreased by 39.15%, the MRE decreased by 25.00%, and the STD decreased by 29.89%. The reason for this is that when the PCA-PSO-LSSVM model predicted the 2nd, 10th, 20th, and 21st sample individuals in the test sample set, their prediction deviations were greater than their respective maximum fitting deviation the training sample set, so the OCS strategy was initiated 4 times to perform the iterative update of the model, therefore, from the 2nd
sample individual of the test sample set containing 25 sample individuals, and the predicted value of the model was different from the predicted value of the PCA-PSO-LSSVM model without the OCS strategy integrated, which was generally reflected as the deviation tends to be small, thus achieving dynamic adjustment and optimization of the model.

| Methods           | MAXE /mg·L⁻¹ | MAXRE /% | MAE /mg·L⁻¹ | MRE /% | RMSE /mg·L⁻¹ | STD /mg·L⁻¹ |
|-------------------|--------------|----------|-------------|--------|--------------|-------------|
| SVM               | 54.39        | 7.82     | 18.62       | 2.58   | 22.96        | 13.71       |
| PCA-PSO-LSSVM     | 51.09        | 7.53     | 17.37       | 2.40   | 21.57        | 13.05       |
| OCS-PCA-PSO-LSSVM | 31.09        | 6.26     | 12.31       | 1.80   | 15.23        | 9.15        |

To visually compare the prediction performance of the above three model methods, the experimental values and predicted values of COD of 25 sample individuals in the test sample set are plotted in Fig. 5. Through observation of the figure, it can be seen that compared with the PCA-PSO-LSSVM and SVM model methods, the COD results on each sample individual predicted with the OCS-PCA-PSO-LSSVM model method are more closely to their respective experimental values, thereby indicating that the OCS- The PCA-PSO-LSSVM model method has better generalization prediction ability and stronger dynamic stability.

**Fig 5.** Prediction results of COD on the generalization data set

4. Conclusions

Made in China 2025 clearly pointed out "taking the deep integration of informatization and industrialization as the main line." Based on the safe and healthy management and high-efficiency production requirements in the anaerobic treatment process of papermaking wastewater, this paper focuses on the study of the soft-sensor prediction and dynamic optimization of the model based on the data-driving effluent COD as the water quality indicator, to promote the transformation of the paper industry from extensive development to sustainable development, from the end treatment to the resource utilization, promoting the intelligent management and control of the production process, the main conclusions are as follows:

1) In order to adapt to the structure of anaerobic reactor and the multivariable, nonlinear, time-varying features of the parameters, as well as the special complexity of papermaking wastewater process and the uncertainty of production behavior, the soft-sensor method integrating the modern data analysis technology and intelligent regression model have been developed and designed, which not
only effectively reduces the complex collinearity between variables, but also reduces the spatial dimension of the model, and the prediction accuracy and dynamic stability of the model are significantly improved, achieving the overall improvement and breakthrough of the model performance by virtue of the integration advantages.

2) Data-driving soft-sensor model method: As the time series data continues to increase, the prediction accuracy of the model based on long-term historical data will decrease. Taking the actual industrial process as the background, combined with the dynamic change characteristics of the process, the method can adaptively iteratively update the model parameters through deviation feedback, and maintain the generalization performance of the soft-sensor model in real time, thus ensuring the continuous efficient and stable operation of the equipment, and monitoring the energy conservation and emission reduction as well as sustainable development of the enterprise.
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