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Abstract

We investigate various online packing problems in which convex polygons arrive one by one and have to be placed irrevocably into a container before the next piece is revealed; the pieces must not be rotated, but only translated. The aim is to minimize the used space depending on the specific problem at hand, e.g., the strip length in strip packing, the number of bins in bin packing, etc.

We draw interesting connections to the following online sorting problem Online-Sorting[$\gamma, n$]: We receive a stream of real numbers $s_1, \ldots, s_n$, $s_i \in [0,1]$, one by one. Each real must be placed in an array $A$ with $\gamma n$ initially empty cells without knowing the subsequent reals. The goal is to minimize the sum of differences of consecutive reals in $A$. The offline optimum is to place the reals in sorted order so the cost is at most 1. We show that for any $\Delta$-competitive online algorithm of Online-Sorting[$\gamma, n$], it holds that $\gamma \Delta \in \Omega(\log n / \log \log n)$.

We use this lower bound to answer several fundamental questions about packing. Specifically, we prove the non-existence of competitive algorithms for various online translational packing problems of convex polygons, among them strip packing, bin packing and perimeter packing. These results remain true even if the diameter of all pieces is bounded by any small constant $\delta > 0$, and even in the asymptotic case, i.e., for arbitrarily large values of OPT. This also implies that there exists no online algorithm that can pack all streams of pieces of diameter and total area at most $\delta$ into the unit square, i.e., the critical packing density is 0. These results are in contrast to the case when the pieces are restricted to rectangles, for which competitive algorithms are known. Likewise, the offline versions of packing convex polygons have constant factor approximation algorithms. These offline algorithms sort the convex polygons by the slope of their spine segment so that they form a fan-like pattern. In essence, our result shows that the impossibility of solving the online sorting problem implies the non-existence of a competitive algorithm, as it prevents arranging the pieces in a fan-like pattern.

On the positive side, we present an algorithm with competitive ratio $O(n^{0.59})$ for online translational strip packing of convex polygons. This beats the trivial $n$-competitive algorithm that places each new piece as far into the strip as possible.

For Online-Sorting[1, n], i.e., if $A$ has $n$ cells, we show that any online algorithm has a competitive ratio in $\Omega(\sqrt{n})$, and describe an algorithm with competitive ratio $O(\sqrt{n})$. This can be seen as an asymptotically tight analysis of an online variant of the traveling salesperson problem on the real line. In the case of Online-Sorting[C, n] for any constant $C > 1$, we present an $O(2^{O(\sqrt{\log n \log \log n})})$-competitive algorithm.
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1 Introduction

Packing problems are omnipresent in our daily lives and likewise appear in many large-scale industries. For instance, two-dimensional versions of packing arise when a given set of pieces have to be cut out from a large piece of material such that waste is minimized. This is relevant in clothing production where pieces are cut out from a strip of fabric, and similarly in leather, glass, wood, and sheet metal cutting. In these settings, it is often important that the inherent structure of the host material (grain of fabric, patterns, etc.) is respected, i.e., the pieces should not be arbitrarily rotated, but merely translated. In some applications, the objects appear in an *online* fashion, i.e., the pieces appear one after the other, and each of them must be placed before the next one is known. This is in contrast to *offline* problems, where all the pieces are known in advance. Problems related to packing were some of the first for which online algorithms were described and analyzed. Indeed, the first use of the terms “online” and “offline” in the context of approximation algorithms was in the early 1970s and used for algorithms for bin-packing problems [20]. Most existing research on packing, and all research on online translational packing that we are aware of, is concerned with axis-parallel rectangular pieces.

In this paper, we study online translational packing of convex polygons. The pieces arrive one by one and have to be placed irrevocably into a horizontal strip (or into bins, the plane) before the next piece is revealed, and only translations of the pieces are allowed. The aim is to minimize the used space depending on the specific problem at hand, e.g., the used length of the strip, the number of bins, etc.

To develop lower bounds for these packing problems, we introduce the problem ONLINE-SORTING[γ, n] which we believe to be of independent interest. In this problem, we have an empty array A with γn cells, γ ≥ 1, and receive a stream of real numbers s1, . . . , sn, s1 ∈ [0, 1]. Each real has to be placed into an empty cell of A before the next real is known. The goal is to minimize the sum of differences of consecutive reals in A. The offline optimum is obtained by placing the reals in sorted order in some n cells of A. We show that ONLINE-SORTING does not allow for constant factor competitive online algorithms.

Theorem 1. Suppose that γ, Δ ≥ 1 are such that ONLINE-SORTING[γ, n] admits a Δ-competitive algorithm, then γΔ = Ω(log n / log log n).

We then use this insight to show that various packing problems do not allow for constant factor asymptotically competitive online algorithms. In STRIP-PACKING, we have a horizontal strip of height 1 which is bounded to the left by a vertical segment and unbounded to the right. The goal is to place the pieces so that we use a part of the strip of minimum length. In BIN-PACKING, the pieces have to be placed in unit squares, and the goal is to use a minimum number of these squares. In PERIMETER-PACKING, we can place the pieces anywhere in the plane, and the goal is to minimize the perimeter of their convex hull. In SQUARE-PACKING[δ], we receive a stream of pieces with diameter at most δ and total area at most δ, and the goal is to place them in a unit square. For more background on each of these packing problems and their relation to previous work, we refer to Section 1.2.

Theorem 2. The following holds, where n is the number of pieces:

(a) STRIP-PACKING does not allow for a competitive online algorithm, even if all pieces have diameter at most δ for any constant δ > 0. In particular, the competitive ratio of any algorithm is Ω(√log n / log log n).

(b) BIN-PACKING does not allow for a competitive online algorithm, even if all pieces have diameter at most δ for any constant δ > 0. In particular, the competitive ratio of any algorithm is Ω(√log n / log log n).

(c) PERIMETER-PACKING does not allow for a competitive online algorithm, even if all pieces have diameter at most δ for any constant δ > 0. In particular, the competitive ratio of any algorithm is Ω(√log n / log log n).

(d) SQUARE-PACKING[δ] does not allow for an online algorithm for any δ ∈ (0, 1]. In particular, for any algorithm and infinitely many n, there exists a stream of n pieces of total area O(√log log n / log n) that the algorithm cannot pack in the unit square.

Here, (a) and (b) even hold in the asymptotic sense, i.e., if we restrict ourselves to instances with offline optimal cost at least C, for any constant C > 0.
On the positive side, we present online algorithms for both online sorting and strip packing. For Online-Sorting[$\gamma, n$], we distinguish two scenarios: the case without any extra space, i.e., $\gamma = 1$, and the case $\gamma = 1 + \varepsilon$ a constant $\varepsilon > 0$. In the case $\gamma = 1$, we can provide an asymptotically tight analysis.

**Theorem 3.** There exists an online algorithm for Online-Sorting[$1, n$] with competitive ratio at most $18\sqrt{n}$. Every online algorithm of Online-Sorting[$1, n$] has competitive ratio at least $\sqrt{n/2}$.

As we describe in Section 1.3, this can be seen as an asymptotically tight analysis of an online version of the travelling salesperson problem (TSP) on the real line. Indeed, we can imagine that we must visit $n$ cities on $[0, 1]$ at time steps $1, \ldots, n$. The position of each city is revealed to us in an online fashion and we immediately have to decide the time step where we visit this city. In addition to packing and TSP, we believe that the online sorting problem can be useful when studying other online problems as well.

In contrast to Theorem 3, when the available space is a constant factor larger than $n$, there exists an algorithm with competitive ratio $n^{o(1)}$.

**Theorem 4.** For any $\varepsilon > 0$, there exists an algorithm for Online-Sorting[$1 + \varepsilon, n$] with competitive ratio $2O(\sqrt{\log n \log\log n})$.

We note that there is an exponential gap between the lower and upper bounds in Theorem 1 and Theorem 4. It is an interesting open problem to close this gap, say for Online-Sorting[$2, n$].

There is a trivial $n$-competitive algorithm Strip-Packing that places each of the $n$ pieces as deep into the strip as possible. Improving upon this turns out to be quite challenging. We present an online algorithm with competitive ratio $O(n^{\log 3 - 1} \log n) = O(n^{0.59})$, where $\log x$ denotes the base-2 logarithm of $x$.

**Theorem 5.** There exists an algorithm for Strip-Packing with competitive ratio $O(n^{\log 3 - 1} \log n)$, where $n$ is the number of pieces.

Another interesting open problem is to improve upon this. Is it for example possible to obtain an $n^{o(1)}$-competitive algorithm for Strip-Packing as we have for Online-Sorting[$1 + \varepsilon, n$]? Because the sorting problem is much simpler than the packing problem, the lower bound from Theorem 1 implies a lower bound for Strip-Packing, but the algorithm behind Theorem 4 does not lead to any packing algorithm.

### 1.1 The necessity of sorting pieces by slope

Our results in Theorem 2 are in contrast to translational offline packing of convex polygons for which constant factor approximations exist. In a recent paper, Alt, de Berg, and Knauer [5, 6] gave a constant-factor approximation algorithm for offline translational packing of convex polygons so as to minimize the area of their bounding box. The algorithm works by first grouping the pieces into exponentially increasing height classes and then sorting the pieces in each height class by the slopes of their spine segments; see Figure 1. The spine segment of a piece is the line segment from the bottommost to the topmost corner. Placing the pieces in rows in this sorted order (so that each row appears as a fan-like pattern) yields a compact packing with constant density.

![Figure 1](image-url): A fan-like packing of pieces of nearly equal height. The pieces are sorted according to the slope of their spine segments (dashed).

We show that similar procedures yield constant factor approximations for the offline version of strip packing, bin packing, square packing and perimeter packing.
Theorem 6. There are polynomial-time offline algorithms for the following packing problems:

(a) **Offline-Strip-Packing**, 32.7-approximation algorithm.

(b) **Offline-Bin-Packing**, 10.1-approximation algorithm if the diameter of all pieces is bounded by 1/10.

(c) **Offline-Perimeter-Packing**, 8.9-approximation algorithm.

(d) **Offline-Square-Packing**[1/10], in particular, every set of convex polygons of diameter and total area at most 1/10 can be packed into the unit square.

The contrast between Theorem 2 and Theorem 6 shows that sorting the pieces by the slope of their spine segments is essential for obtaining an efficient packing. In particular, we use the lower bound from Theorem 1 to create an adaptive stream of pieces that will force any packing algorithm to use excessive space. In the reduction, the numbers to be sorted in the online sorting problem correspond to the slopes of the spine segments in the packing problems, and the impossibility of placing the numbers in nearly sorted order implies that the packing algorithm is forced to produce an arrangement that is far from an optimal fan-like pattern.

1.2 Relation to previous work on packing

The literature on online packing problems is vast. See the surveys of Christensen, Khan, Pokutta, and Tetali [13], Epstein and van Stee [17], van Stee [41, 42], and Csirik and Woeginger [15] for an overview. Below we survey the most important results for each of the types of packing problems mentioned in Theorem 2. Let us highlight that when the pieces are restricted to axis-parallel rectangles, there are online algorithms with constant competitive ratios solving all the problems of Theorem 2.

**Strip packing.** In strip packing, we have a horizontal strip of height 1 bounded by a vertical segment to the left but unbounded to the right. The goal is to place the pieces in the strip so as to minimize the length of the part of the strip that has been used. Milenkovich [34] and Milenkovich and Daniels [35] described exact algorithms for offline strip packing where the pieces are simple or convex polygons.

Baker and Schwarz [9] described the first algorithms for online strip packing of rectangular pieces. The FFS (First Fit Shelf) algorithm has a competitive ratio of 6.99 under the assumption that the height of each rectangle is at most 1. Ye, Han, and Zang [43] improved the algorithm and obtained a competitive ratio of $7/2 + \sqrt{10} \approx 6.6623$ without the restriction on rectangle heights. Restricting the attention to large instances, FFS has an asymptotic competitive ratio that can be made arbitrarily close to 1.7. Csirik and Woeginger [16] described an improved algorithm with an asymptotic competitive ratio arbitrarily close to $h_\infty \approx 1.69103$. This was later improved to 1.58889 by Han, Iwama, Ye, and Zhang [24]. In contrast, we show that when the pieces are convex polygons, then no competitive algorithm exists (Theorem 2 (a)).

**Bin packing.** In bin packing, we have an unbounded supply of identical containers, and the goal is to pack the pieces into as few containers as possible. As mentioned, online bin packing problems have been studied since the early 1970s [20]. Many papers have been devoted to the study of online translational bin packing axis-parallel rectangular pieces into unit square bins. In long sequences of papers, the upper bound on the asymptotic competitive ratio for this problem has been decreased from 3.25 to 2.5545 and the lower bound has been increased from 1.6 to 1.907 [23]. In this paper, we show that when packing convex polygons instead of axis-parallel rectangles, there is no competitive algorithm (Theorem 2 (b)).

**Perimeter packing.** In some packing problems, the “container” has no predefined boundaries (contrary to the cases of strip and bin packing and the study of critical densities), but the pieces can be placed anywhere in the plane and the container is dynamically updated as the bounding box or the convex hull of the pieces. The goal is then to minimize the size of the container. In 2D versions of this problem, natural measures of size are the area or the perimeter of the container. Many papers have been written about offline versions of these problems [2, 4, 5, 8, 14, 18, 29, 30, 31, 33, 34, 35, 37, 40].
Online versions have received relatively little attention. Fekete and Hoffmann [19] studied online packing axis-parallel squares so as to minimize the area of their bounding square, and gave an 8-competitive algorithm for the problem. Abrahamsen and Beretta [1] gave a 6-competitive algorithm for the same problem and studied the more general case where the pieces are axis-parallel rectangles and we want to minimize the bounding box, with or without rotations by $90^\circ$ allowed. They gave a 3.98-competitive algorithm for minimizing the perimeter and showed that there exists no competitive algorithm for minimizing the area, when the pieces can be arbitrary rectangles.

If the pieces are convex polygons that can be arbitrarily rotated, then the minimum perimeter problem can be reduced to the case of packing axis-parallel rectangles by first rotating each piece so that a diameter of the piece is horizontal. Then the density of the piece in its axis-parallel bounding box is at least $1/2$, and the algorithm for rectangles can be applied to the bounding box. An interesting question that remained open was therefore whether there is a competitive algorithm for minimizing the perimeter when the pieces are convex polygons that can not be rotated. We answer this question in the negative (Theorem 2 (c)).

**Critical densities and square packing.** The study of critical densities dates back at least to the 1930s. In the famous *Scottish Book* [32], Auerbach, Banach, Mazur and Ulam gave the following theorem (slightly rephrased) and corollary without a proof.

**Theorem (Potato Sack Theorem, [32]).** If \( \{K_n\}_{n=1}^{\infty} \) is a sequence of convex bodies in \( \mathbb{R}^3 \), each of diameter \( \leq \delta \) and the sum of their volumes is \( \leq V \), then there exists a cube with sidelength \( s = f(\delta, V) \) such that all the given bodies can disjointly be placed into it when rotations are allowed.

**Corollary.** One kilogram of potatoes can be put into a finite sack.

A simple proof of the theorem, generalized to an arbitrary dimension, was given by Kosiński [27]. It was asked in [32] to determine the function \( f(\delta, V) \), which, in modern terms, means to determine the critical density. That is, to find the largest value of \( V \) such that a sequence of convex bodies of diameters at most \( \delta \) and total volume \( V \) can always be placed in the unit cube. This theorem has sprouted a lot of interest in determining critical densities in various settings. For instance, Moon and Moser [36] proved that any sequence of \( d \)-dimensional cubes of total volume \( 1/2^{d-1} \) can be packed into the unit cube. As two cubes with sidelengths \( 1/2 + \varepsilon \), for any \( \varepsilon > 0 \), cannot be packed in the unit cube, this shows that the critical density of packing cubes into a unit cube is \( 1/2^{d-1} \) for any \( d \geq 1 \). Alt, Cheong, Park, and Scharf [7] showed that there exist \( n \) 2D unit disks embedded in 3D (with different normal vectors) such that whenever they are placed in a non-overlapping way, their bounding box has volume \( \Omega(\sqrt{n}) \). It follows that when rotations are not allowed, the critical density of packing convex bodies of bounded diameter into a cube is 0, or, in other words, that one kilogram of potatoes cannot always be put into a finite sack by translation. In contrast to this, the critical density of packing convex polygons of bounded diameter into the unit square by translation is positive when the diameter is sufficiently small, as we prove in Theorem 6 (d).

The study of critical densities likewise makes sense when the pieces appear in an online fashion. A lower bound on the critical density of online packing squares into the unit square has been improved in a sequence of papers [11, 19, 25, 26] from 5/16 [26] to 2/5 [11]. Interestingly, Januszewski and Lassak [26] proved that in dimension \( d \geq 5 \), the critical density of online packing cubes into the unit cube is \( 1/2^{d-1} \), just as in the offline case.

Lassak and Zhang [28] proved that the Potato Sack Theorem also holds for any dimension \( d \geq 1 \) when the convex bodies appear online, if rotations are allowed. In order to achieve this, each convex body of volume \( V \) is rotated so that it has an axis-parallel bounding box of volume at most \( d! \cdot V \). The problem is therefore reduced to online packing axis-parallel boxes. In simplified terms, it is then proved that for some constant \( \delta = \delta(d) > 0 \), any sequence of axis-parallel boxes of diameter and total area at most \( \delta \) can be packed online in the \( d \)-dimensional unit hypercube. Determining whether the critical density of translational and online packing convex 2D polygons is positive remained an interesting question: On one hand, this packing problem is harder than the 2D offline version which has positive critical density (Theorem 6 (d)), and on the other hand, it is easier than the 3D online version which has 0 critical density (since also the 3D offline version has 0 critical density [7]). In this paper, we prove that the 2D online version also has critical density 0 (Theorem 2 (d)).
1.3 Online sorting, TSP and scheduling

Theorem 3 can be seen as an asymptotically tight analysis of the traveling salesperson problem (TSP) on the real line, following the online-list paradigm: We want to visit \( n \) cities in the unit interval \([0, 1]\) over the course of \( n \) days, one city per day. The positions of the cities are revealed sequentially to us in an online fashion, and for each city, we have to immediately decide which day to visit that city. Our goal is to minimize the total distance travelled. In fact, we could equally well imagine that we had \( \gamma n \) days for our tour which corresponds to Online-Sorting\([\gamma, n]\).

The usually studied version of online TSP follows the online-time paradigm. Here, a server starts at point 0 at time 0 and moves with at most unit speed. Each request \( \sigma_i = (t_i, r_i) \) is revealed at some time \( t_i \) and should be visited by the server at time \( r_i \) or later. We want to minimize the time before the server has visited all requests \( \sigma_1, \ldots, \sigma_n \). This problem has been intensely studied \([10]\). The distinction between these two paradigms is common in the area of scheduling, but the online-list variant of TSP has apparently not received any attention so far.

Fiat and Woeginger \([21]\) studied a scheduling problem following the online-list paradigm that seems particularly related to online sorting: The goal is to minimize the average job completion time in a system with \( n \) jobs and a single machine. In every step, a single new job arrives and must be scheduled to its time slot immediately and irrevocably and without knowledge of the jobs that arrive in later steps. The offline optimum is to schedule the jobs according to their processing times in sorted order. It was shown that no algorithm can be \( \log n \)-competitive, but that there is a \( O(\log^{1+\varepsilon} n) \)-competitive algorithm for all \( \varepsilon > 0 \). For surveys on (online) scheduling, see \([3, 12, 22, 38, 39]\).

1.4 Structure of the paper

In Section 2, we introduce our terminology and notation. In Section 3, we describe the connection between the problems of online sorting and online strip packing. In Section 4, we analyze the online sorting problem and prove Theorems 1, 3 and 4. In Section 5, we study online packing problems and present proofs for Theorems 2 and 5. Finally, in Section 6, we consider the offline versions of the packing problems and prove Theorem 6. See Figure 2 for an overview of the reductions we make.

![Diagram](image)

**Figure 2:** An overview of our reductions. Note that an arrow from problem \( A \) to problem \( B \) means that an algorithm for \( B \) implies an algorithm for \( A \). Here, \( \mathcal{O} \leq \delta \) means that the diameter of each piece is at most an arbitrary constant \( \delta > 0 \).

2 Terminology

In the online problems studied in this paper, the input is a stream \( \sigma_1, \ldots, \sigma_n \) of objects, and we need to handle each object \( \sigma_i \) before we know the next ones \( \sigma_{i+1}, \ldots, \sigma_n \). Here, objects are either real numbers from the unit interval \([0, 1]\), in which case we call them *reals*, or they are convex polygons, in which case we call them *pieces*. The problems will be defined in more detail in Section 3.

Let us now revisit the standard terminology of competitive analysis for an online algorithm \( \mathcal{A} \) of a minimization problem \( \mathcal{P} \). For any instance \( I \) of \( \mathcal{P} \), let \( \text{OPT}(I) \) denote the cost of the offline optimum solution and \( \mathcal{A}(I) \) denote the cost of the solution that \( \mathcal{A} \) produces on input \( I \). Let \( f \) be a function from the set of instances to the real numbers (the functions \( f \) we consider will in fact only depend on \( n \), the number of pieces in \( I \)). We say that \( \mathcal{A} \) has *(absolute) competitive ratio* \( f(I) \) if for all instances \( I \) it holds that

\[
\mathcal{A}(I) \leq f(I) \cdot \text{OPT}(I).
\]
If $\mathcal{A}$ has competitive ratio $f(I) \leq c$ for some constant $c$, then we say that $\mathcal{A}$ is competitive.

Similarly, we say that $\mathcal{A}$ has asymptotic competitive ratio $f(I)$ if there exists $\beta > 0$ such that for all instances $I$ it holds that

$$\mathcal{A}(I) \leq f(I) \cdot \text{OPT}(I) + \beta.$$ 

For a point $p \in \mathbb{R}^2$, we denote by $x(p)$ and $y(p)$ the $x$- and $y$-coordinates of $p$, respectively. For a compact set of points $S \subset \mathbb{R}^2$, we define the diameter of $S$ as $\max_{p, q \in S} |p - q|$. We furthermore define the width and height of $S$ as

$$\text{width}(S) := \max_{p, q \in S} |x(p) - x(q)| \quad \text{and} \quad \text{height}(S) := \max_{p, q \in S} |y(p) - y(q)|.$$ 

If $S$ is a polygon, we denote the area of $S$ as $\text{area}(S)$.

A parallelogram $P$ is horizontal if $P$ has a pair of horizontal edges. The horizontal edges of $P$ are then called the base edges. The shear of a horizontal parallelogram $P$ is $x(t) - x(b)$, where $t$ and $b$ are the top and bottom endpoints of a non-horizontal edge of $P$, respectively.

## 3 The connection between online sorting and packing

In (translational) STRIP-PACKING, we have a horizontal strip $S$ of height 1 which is bounded to the left by a vertical segment and unbounded to the right; see Figure 3. We have to pack a stream of convex polygonal pieces appearing online. We must place each piece before we know the next. Specifically, each piece must be placed in $S$ by a translation such that it is interior disjoint from all previously placed pieces. The occupied part of $S$ is the part from the left end of $S$ to the vertical line through the rightmost corner of a piece placed in $S$. The width or the cost of a packing is the width of the part of $S$ that is occupied, i.e., the horizontal distance from the left end of $S$ to the rightmost corner of a piece placed in $S$.

![Figure 3: Strip packing and online sorting.](image)

In the problem ONLINE-SORTING[$\gamma, n$], we are given an array $A$ with $\gamma n$ cells. Each arriving real is contained in the unit interval $[0, 1]$. After all $n$ reals have been placed, define $\mathbf{r} := (r_1, \ldots, r_n)$ to be the numbers according to their left-to-right order in $A$. Furthermore, define the sentinel values $r_0 := 0$ and $r_{n+1} := 1$. Then the cost is given by

$$\text{cost}(\mathbf{r}) := \sum_{i=0}^{n} |r_{i+1} - r_i|.$$ 

The offline optimum is achieved when the reals are sorted in order and is then exactly 1.

Figure 2 gives an overview of reductions we make. Arguably, the crucial reduction is that from ONLINE-SORTING to STRIP-PACKING, as described by the following lemma.

**Lemma 7.** If there exists a C-competitive algorithm for STRIP-PACKING, then there exists a 4C-competitive algorithm for ONLINE-SORTING[2C, n].

**Proof.** Suppose that we have a C-competitive algorithm $\mathcal{A}_1$ for STRIP-PACKING. Let $s_1, \ldots, s_n, s_i \in [0, 1]$, be a stream of reals that we wish to sort online in an array $A$ of size $2Cn$. For each real $s_i$, we construct a parallelogram $P_i$ with height 1, base edges of length $1/n$, and shear $s_i$. We then present $\mathcal{A}_1$ with $P_i$ and observe where the bottom left corner of $P_i$ is placed in the strip. Let $x_i$ be the $x$-coordinate of this corner (suppose that the line $x = 0$ forms the left boundary of the strip). We then place $s_i$ in the cell of index $[nx_i]$ in the array $A$, and denote the resulting algorithm $\mathcal{A}_2$. Since the base segments of the parallelograms have length $1/n$, this will not cause any collisions in $A$.

By sorting the pieces $P_1, \ldots, P_n$ in order of increasing shear and placing them in this order in the strip, we obtain a packing of width at most 2, so $\mathcal{A}_1$ will place all pieces within a prefix of size $2C \times 1$ of the strip. Hence, $\mathcal{A}_2$ will place each real in $A$. 
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There exists an online algorithm for Theorem 3. For online sorting

Proof. We start out by proving the lower bound. Let \( \mathcal{A}_1 \) be the parallelogram corresponding to \( r_i \). We have the following contributions to the width of the resulting packing; see also Figure 4.

- Between the vertical left boundary of the strip and the top edge of \( P_i' \), there is a gap of length at least \( r_1 = |r_1 - r_0| \).
- If \( r_i \leq r_{i+1} \), then there is a gap between the top edges of \( P_i' \) and \( P_{i+1}' \) of length at least \( |r_{i+1} - r_i| \).
- If \( r_i > r_{i+1} \), then there is a gap of length at least \( |r_{i+1} - r_i| \) between the bottom edges of \( P_i' \) and \( P_{i+1}' \).
- The bottom base edges of the pieces have total length 1 \( \geq |r_{n+1} - r_n| \).

The sum of all these gaps is at least \( \text{cost}(r) \), and as half of the sum appear as distances along the top or the bottom edge bounding the strip, we get that the width of the produced packing is at least \( \text{cost}(r)/2 \). Now, since \( \mathcal{A}_1 \) is \( C \)-competitive, we get that \( \text{cost}(r)/2 \leq 2C \), and hence \( \text{cost}(r) \leq 4C \). \( \square \)

4 Online sorting

In this section, we present upper and lower bounds for the online sorting problem. As a warm up, we consider in Section 4.1 the case where we have no extra space, i.e., we are given \( n \) reals in \([0, 1]\) in an online fashion to be inserted into an array of length \( n \). We prove Theorem 3, which gives an asymptotically tight analysis of the optimal competitive ratio in this case. In Section 4.2, we proceed to prove Theorem 1, thereby obtaining a general lower bound on the competitive ratio for Online-Sorting[\( \gamma, n \)]. Finally, in Section 4.3, we give an upper bound on the competitive ratio of Online-Sorting[\( \gamma, n \)] for \( \gamma > 1 \).

4.1 Tight analysis of Online-Sorting[\( 1, n \)]

For online sorting \( n \) numbers in an array \( A \) of size \( n \), we can prove asymptotically tight bounds on the optimal competitive ratio.\(^1\) We restate Theorem 3 below.

**Theorem 3.** There exists an online algorithm for Online-Sorting[\( 1, n \)] with competitive ratio at most \( 18 \sqrt{n} \). Every online algorithm of Online-Sorting[\( 1, n \)] has competitive ratio at least \( \sqrt{n/2} \).

**Proof.** We start out by proving the lower bound. Let \( N := \lfloor \sqrt{2n} \rfloor \). Consider a fixed but arbitrary online algorithm \( \mathcal{A} \). We are taking the role of the adversary and present reals of the form \( k/N \) with \( k = 0, 1, \ldots, N \). Clearly, if all reals are placed in an increasing fashion, the resulting cost is 1. This is the value \( \mathcal{A} \) has to compete against.

For a partially filled array, a real is expensive if it does not appear in a cell with an empty adjacent cell. Our strategy is as follows. While there exists one, we present an expensive real. If we are able to present \( n \) expensive reals, then any two consecutive entries are distinct and differ by at least \( 1/N \). Consequently, the cost is at least \( \frac{n+1}{N} \geq \sqrt{n/2} \). On the other hand, if we reach a point where no real of the form \( k/N \) is expensive, we present 0’s until all entries are filled. Then, any real of the form \( k/N \) will appear next to a 0 in the array, so the total cost is at least \( \sum_{k=0}^{N} k/N = (N+1)/2 > \sqrt{n/2} \).

Next we describe an algorithm \( \mathcal{A} \) for Online-Sorting[\( 1, n \)] with competitive ratio at most \( 18 \sqrt{n} \). Define \( N_1 := \lfloor \sqrt{n} \rfloor \) and partition \([0, 1]\) into \( N_1 \) intervals, \( J_1, \ldots, J_{N_1}, \) each of length \( 1/N_1 \). Further define \( N_2 := 2N_1 \)

\(^1\)We thank Shyam Narayan for improving our initial \( O(\sqrt{n} \log n) \) upper bound to the asymptotically tight \( O(\sqrt{n}) \).
and partition the array $A$ into $N_2$ subarrays of contiguous cells, $A_1, \ldots, A_{N_2}$, each of size either $\lfloor n/N_2 \rfloor$ or $\lceil n/N_2 \rceil$. Whenever $A$ receives a real $x \in J_i$, it checks whether there exists a $j$ such that $A_j$ is not full and already contains a number from $J_i$. If so, $A$ places $x$ in the leftmost empty cell of $A_j$. Otherwise, $A$ checks if there exists a $j$ such that $A_j$ is empty. If so, $A$ places $x$ in the leftmost cell of such an $A_j$.

Finally, if neither of the two above cases occur, then $A$ recurses on the subarray formed by the union of the empty cells of $A$.

Ignoring the sentinel values $r_0 := 0$ and $r_{n+1} := 1$, we prove by induction on $n$ that the total cost never exceeds $T(n) = \alpha \sqrt{n}$, where $\alpha := \frac{5\sqrt{2} - 1}{2} \approx 17.1$. This clearly holds for $n \leq \alpha^2$, as then $T(n) \geq n$ which is a trivial upper bound on the total cost. So let $n > \alpha^2$ and assume inductively that the result holds for arrays of length $n' < n$. Let $B \subset \{1, \ldots, n\}$ denote the set of indices $i$ such that $A[i]$ is full when the algorithm recurses for the first time. At this point, at most $N_1 - 1$ of the $N_2 := 2N_1$ subarrays $A_1, \ldots, A_{N_2}$ can be not completely filled, and each subarray must contain at least one real. In particular, $|B| \geq n/2$. Let $B^c := \{1, \ldots, n\} \setminus B$ and define $D_1 := \{1 \leq i < n \mid \{i, i+1\} \subset B^c\}$, and $D_2 := \{1, \ldots, n-1\} \setminus D_1$. Define $T_j := \sum_{i \in D_j} |A[i+1] - A[i]|$ for $j \in \{1, 2\}$. The total cost incurred by the algorithm is then $T_1 + T_2$. By the induction hypothesis, $T_1 \leq T(|B^c|) \leq T(|n/2|)$. Furthermore, we can upper bound $T_2$ as

$$T_2 \leq \frac{n}{N_1} + \frac{3N_2}{2}.$$  

Here the first term comes from consecutive entries internal to a subarray that are both filled before the algorithm recurses for the first time (these have pairwise distance at most $1/N_1$). The second term comes from consecutive entries $A[i], A[i + 1]$ where $A[i]$ is in some subarray $A_j$ and $A[i + 1]$ is in the next $A_{j + 1}$, or $A[i]$ is full when the algorithm recurses for the first time and $A[i + 1]$ becomes full in the recursion (in which case we simply bound $|A[i] - A[i + 1]| \leq 1$). The total cost is therefore upper bounded by

$$T_1 + T_2 \leq T(|n/2|) + \frac{n}{N_1} + \frac{3N_2}{2} \leq \alpha \sqrt{\frac{n}{2}} + 5\sqrt{n} = \alpha \sqrt{n}.$$  

It is easy to check that including the sentinel values, the total cost incurred by the algorithm never exceeds $18\sqrt{n}$. This completes the proof. \hfill \Box

We remark that the constant 18 in Theorem 3 can be significantly reduced by optimizing over $N_1$ and $N_2$ and using less crude bounds. We have abstained from doing so in order to obtain a simple exposition.

Having dealt with the case where we have no extra space, we turn to the setting where the array has length $\gamma n$ for some $\gamma > 1$. This is the setting which is important for our reductions to the online packing problems. In the following two sections, we prove lower and upper bounds, respectively, on how good online sorting algorithms can perform in this case.

### 4.2 Lower bound for the general case of Online-Sorting

Let us restate our lower bound for the competitive ratio of any algorithm for Online-Sorting$[\gamma, n]$, $\gamma \geq 1$.

**Theorem 1.** Suppose that $\gamma, \Delta \geq 1$ are such that Online-Sorting$[\gamma, n]$ admits a $\Delta$-competitive algorithm, then $\gamma \Delta = \Omega(\log n/\log \log n)$.

Before delving into the proof, we first describe the high level idea on how to generate an adversarial stream that incurs a high cost for any given algorithm. Assume for simplicity that $\gamma$ is a constant, e.g., $\gamma = 2$ and that we want to prove a lower bound of $\Delta$ on the total cost for some $\Delta = (\log n)^{\Theta(1)}$. We will start by presenting the algorithm with reals coming from a set $S$ of the form $S = \{i/n_0 \mid 0 \leq i \leq n_0\}$ for some $n_0 \leq n$. At any point, we consider the set of maximal intervals of empty cells of the array, call them $I_1, \ldots, I_r$. For each real $x \in S$, we define the home $H(x)$ as the union of all such intervals $I_j$ such that placing $x$ in $I_j$ incurs no extra cost, i.e., the first non-empty cell to the left or right of $I_j$ contains the real $x$. (In fact, we will be a little more generous in the actual proof and allow for some small extra cost). If $|H(x)| < n/n_0$ for some $x \in S$, we simply present the algorithm with copies of $x$ until one is placed outside $H(x)$ and thus has distance at least $1/n_0$ to its neighbours. This will essentially contribute a total cost of $1/n_0$ to the objective function, i.e., an average cost of $\Delta/n$ per presented copy of $x$. Note that this is the correct average cost for
a lower bound of $\Delta$. However, it may well be the case that no such $x \in S$ exists (the average size of $H(x)$ for $x \in S$ is $\approx \gamma n/n_0$ which is much larger). In this case, we coarsen the set $S$ to a set $S' \subset S$ consisting of every $s$'th element of $S$ for some $s = \text{polylog } n$ and only present the algorithm with reals from $S'$ from this point on. Now for most $x \in S$, it holds that $H(x) = O(n/n_0)$ and that the distance from $x$ to any real in $S'$ is $\Omega(s/n_0)$. Intuitively, this means that filling up $H(x)$ with elements from $S'$ has a high cost of $s/n \gg \Delta/n$ per presented real. We prove that this implies that we can point to a 'deserted space' consisting of $\Omega(n/\Delta)$ empty cells, in which the algorithm can only place a negligible number of reals without incurring a large total cost of $\Delta$. Now we continue the process starting with $S'$. In each coarsening step, we specify a 'deserted space' of size $\Omega(n/\Delta)$ and we can importantly enforce that these spaces be disjoint. As the array has $2n$ cells in total, this coarsening can happen at most $O(\Delta)$ times. To ensure that we can in fact perform this coarsening $\Omega(\Delta)$ times, we must ensure that $s^\Delta \ll n$, which in turn implies that $\Delta = O(\log n/\log \log n)$.

Proof of Theorem 1. Let $A$ denote any online algorithm for Online-Sorting[$\gamma, n$]. We may assume that $n$ is sufficiently large and that $\gamma \leq \log n/\log \log n$. We will present the algorithm with an (adaptive) stream that incurs a cost of $\Omega(\log n/\gamma \log \log n)$.

Let $C \in [3, 4]$ be minimal such that $s := \log^C n$ is an integer and define $\delta := \frac{\log n}{16C\gamma \log \log n}$. For $i \in \mathbb{N}$, we define

$$S_i := \left\{k \cdot \frac{s^i}{n} \mid 0 \leq k \leq n/s^i\right\}$$

such that $S_1 \supset S_2 \supset \ldots$. We also let $i^* \in \mathbb{N}$ be maximal with $s^{i^*} \leq n$. In other words, we define $i^* := \lceil \log n/C \log \log n \rceil$. Our adversarial stream will consist of several phases, where in phase $i \geq 1$, we present $A$ with reals coming from the set $S_i$. By the end of each phase, we will mark a certain set of currently empty cells of the array. The marked cells will represent parts of the array where $A$ can only place a limited number of reals without incurring a high cost. Identifying the array with $[m]$, at any given point in time $t$, i.e., after $t$ reals in $[0, 1]$ have been presented to $A$, we let $F_t \subset [m]$ denote the full cells, $M_t \subset [m]$ denote the marked cells, and $R_t := [m] \setminus (F_t \cup M_t)$ denote the remaining cells. We remark that $F_t$ and $M_t$ need not be disjoint — even though a cell can only get marked when it’s empty, $A$ might insert a real in that cell at a later point in time.

Suppose that we are at time $t$ and in some phase $i$. For an empty cell $p \in R_t$, we define $N_t(p) \subset [m]$ to be the set consisting of the first non-empty cell to the left and to the right of $p$. Thus $|N_t(p)| \leq 2$. Furthermore, for $x \in S_i$, we define the home of $x$ at time $t$ to be the set

$$H_t(x) := \left\{p \in R_t \mid \exists q \in N_t(p) \text{ such that } |A[q] - x| < \frac{s^i}{2n}\right\}.$$

By construction, a cell of $A$ can be contained in at most two homes. We say that the home of $x$ is small at time $t$ if $|H_t(x)| < \frac{s^i}{2}$. In this case, we say that $x$ is expensive at time $t$.

The adversarial stream is constructed in the phases (were we stop as soon as the array contains $n$ reals).

Phase 0:

Present $A$ with any real from $S_1$. Proceed to phase 1.

Phase $i \geq 1$:

While there exists an expensive real $x \in S_i$ (at some time $t$):
- Present $A$ with copies of $x$ until one is placed in a cell of $R_t \setminus H_t(x)$.
- Leave the set of marked cells unchanged.

If no expensive real exists at the current time $t$:
- Define the set of well-sized reals at phase $i$ as $W_i := \{x \in S_i \mid \frac{s^i}{8} \leq |H_t(x)| \leq 4\gamma s^i\}$.
- Define the set of deserted reals at phase $i$ as $D_i := \{x \in W_i \mid \forall y \in S_{i+1} \text{ it holds that } |y-x| \geq \frac{s^{i+1}}{128}\}$.
- Define the deserted space at phase $i$ as $D_i := \bigcup_{x \in D_i} H_t(x)$.
- Mark all the cells in $D_i$ (so that $M_t := M_{i-1} \cup D_i$).

Note that $s^{i+2}/\delta \geq sn/\delta > \gamma n$, so in phase $i^* + 2$, the real 0 is always expensive and the process will therefore eventually stop.

We prove three lemmas below which combine to give our desired result.

Lemma 8. Let $i \leq i^* - 2$. If the algorithm does not terminate in phase $i$, then $|D_i| \geq \frac{n}{88}$.
Proof. We consider the situation in the end of a phase \( i \) where the algorithm has not terminated. Since for each \( x \in S_i \setminus W_i \), we have \( H_i(x) > 4s'^4 \) and a cell can lie in at most two homes, it follows that \( |S_i \setminus W_i| \leq 2 \cdot \frac{s'^4}{4s'^4} \leq |S_i|/2 \), and so \( |W_i| \geq |S_i|/2 \). Now \( S_{i+1} \) can be obtained from \( S_i \) by including every \( s' \)th elements from \( S_i \) in increasing order starting with 0. If we define \( D'_i := \{ x \in S_i \mid \forall z \in S_{i+1} \text{ it holds that } |z - x| \geq \frac{s'^{i+1}}{12^i} \} \), it then follows that \( |D'_i| \geq \frac{3}{2} |S_i| \). Here we used the assumption that \( i < i^* - 2 \) which implies that \( S_i \) consists of sufficiently many reals (at least \( s^2 \)) for the bound to hold. It follows that \( |D_i| = |W_i \cap D'_i| \geq |S_i|/4 \).

Again using that each cell is contained in at most two homes, we have that

\[
|D_i| \geq \frac{1}{2} \cdot \frac{|S_i|}{4} \cdot \frac{s^i}{\delta} \geq \frac{n}{8\delta}.
\]

Lemma 9. Let \( \alpha > 0 \) and assume that the algorithm does not terminate in phase \( i \). If at least \( 56\alpha n\gamma/s \) reals from \( S_{i+1} \) are placed in \( D_i \), then the total cost is at least \( \alpha \).

Proof. Write \( D_i = \bigcup J_\ell \) as a disjoint union of maximal intervals of empty cells in \( D_i \). For each \( \ell \), we have that \( |J_\ell| \leq 4s'^4 \). If at least \( 56\alpha n\gamma/s \) reals are placed in \( D_i \), it follows that at least \( 14\alpha n/s^{i+1} \) of the intervals receive at least one real from \( S_{i+1} \). For such an interval \( J_\ell \), we have by the definition of a home, that one of the (up to two) non-empty cells immediately to the left and right of \( J_\ell \) contains a real \( x \) of distance at most \( \frac{s^i}{2n} \) to an element of \( D_i \). However, any \( x' \in S_{i+1} \) placed in \( J_\ell \) has distance at least \( \frac{s^i}{\gamma s} \) to any element of \( D_i \). It follows that \( |x - x'| \geq \frac{s^i}{2n} (\frac{s}{6} - 1) \geq \frac{s^i}{2n} \frac{s}{14s} = \frac{s^{i+1}}{14n} \), assuming that \( n \) and hence \( s \) are sufficiently large. Since the \( J_\ell \) are disjoint, it easily follows that the total cost is at least \( \frac{s^{i+1}}{14n} \cdot \frac{14\alpha n}{s^{i+1}} = \alpha \).

Lemma 10. If \( A \) assigns \( n_0 \) reals to unmarked cells, during phases \( 1, \ldots, i^* \), then the total cost is at least \( \frac{\delta s n}{4n} - 1 \).

Proof. Write \( a_i \) for the number of reals that the algorithm assigns to unmarked cells during phase \( i \), so that \( \sum_{i \leq i^*} a_i = n_0 \). Let \( b_i := \frac{a_i}{\alpha n} \) and \( c_i := \lfloor b_i \rfloor \). We make the following claim.

Claim. The total cost is at least \( \sum_{i \leq i^*} c_i \cdot \frac{s^i}{\gamma s} \).

Proof of Claim. Note that during the while-loop of our algorithm, the assumption that the home of \( x \) is small implies that it must happen at least \( c_i \) times during phase \( i \) that a real from \( S_i \) is placed outside its home. When an real \( x \) gets placed in a cell \( p \in R_i \setminus H_i(x) \) outside its home, the reals stored in the cells in \( N_i(p) \) have distance at least \( \frac{s^i}{\gamma s} \) to \( x \). We say that an interval of cells \( [p_1, p_2] \) form an \( i \)-jump if \( |A[p_1] - A[p_2]| \geq \frac{s^i}{\gamma s} \).

We say that an \( i \)-jump \( [p_1, p_2] \) and a \( j \)-jump \( [p'_1, p'_2] \) are disjoint if \( (p_1, p_2) \cap (p'_1, p'_2) = \emptyset \). We will show that we can find a collection \( J \) of such jumps such that (1) the jumps in \( J \) are pairwise disjoint and (2) we can make a partition \( J = \bigcup_{j \geq 1} J^{(j)} \) such that \( J^{(j)} \) contains at least \( c_j \) \( i \)-jumps. The claim then follows immediately by the triangle inequality.

To show existence of such a collection \( J \), suppose we at step \( t \) in some phase \( i \) are given a collection of \( (\leq i) \)-jumps \( \mathcal{J}_t \) and a partition \( \mathcal{J}_t = \bigcup_{j \leq i} \mathcal{J}^{(j)}_t \) such that \( \mathcal{J}^{(j)}_t \) consists of \( j \)-jumps. Suppose further that we place a real \( x \) in a cell \( p \in R_i \setminus H_i(x) \) at step \( t \). Since \( x \) was placed outside of its home, any of the (up to two) intervals with one endpoint at \( p \) and the other at a cell of \( N_i(p) \) will form an \( i \)-jump. Now if \( p \) is not contained in a jump of \( \mathcal{J}_t \), we can easily extend to a collection \( \mathcal{J}_{t+1} = \bigcup_{j \leq i} \mathcal{J}^{(j)}_{t+1} \) which still satisfies (1) and where \( \mathcal{J}^{(i)}_{t+1} \) contains one further \( i \)-jump. We simply add the \( i \)-jump between \( p \) and either of its neighbors in \( N_i(p) \). Suppose on the other hand that \( p \) is contained in a \( j \)-jump \([q_1, q_2]\) of \( \mathcal{J}^{(j)}_t \) for some \( j \leq i \). In this case, we in particular have that \( |N_i(p)| = 2 \) and we write \( N_i(p) = \{p_1, p_2\} \) where \( p_1 < p_2 \). Then \([p_1, p] \) and \([p, p_2]\) are both \( i \)-jumps and in particular \( j \)-jumps for \( j \leq i \). We then replace \([q_1, q_2]\) with \([p_1, p]\) in \( \mathcal{J}^{(i)}_{t+1} \) and include \([p, p_2]\) in \( \mathcal{J}^{(i)}_{t+1} \) to obtain a collection \( \mathcal{J}_{t+1} = \bigcup_{j \leq i} \mathcal{J}^{(j)}_{t+1} \) having the same number of \( j \)-jumps for \( j < i \) but one extra \( i \) jump compared to \( \mathcal{J}_t \). The existence of the collection \( J \) follows immediately from these observations.
Now assuming that $n$ is sufficiently large, we have that $b_i \geq \frac{\delta a_i}{2n}$. Moreover, using the definition of $i^*$, it is easy to check that \[ \sum_{i \leq i^*} s_i \geq \sum_{i \leq i^*} (b_i - 1) \cdot s_i \geq \sum_{i \leq i^*} \frac{\delta a_i}{4n} - \sum_{i \leq i^*} \frac{s_i}{2n} \geq \frac{\delta n_0}{4n} - 1, \] as desired.

We now combine the two lemmas to prove a lower bound on the cost incurred by the algorithm on our adversarial stream. Recall that $C = 3$ and $\delta = \frac{\log n}{16C^2 \gamma \log \log n}$. Suppose for contradiction that the algorithm has not terminated by the end of phase $i^* - 2$. Using Lemma 8 and the fact that the sets $(\mathcal{D}_j)_{j \leq i^* - 2}$ are disjoint, we obtain that
\[
\left| \bigcup_{j < i^*} \mathcal{D}_j \right| \geq (i^* - 2) \frac{n}{8\delta} > \frac{\log n}{2C \log \log n} \frac{n}{8\delta} \geq \gamma n,
\]
assuming that $n$ is sufficiently large. This is a contradiction as there are only $\gamma n$ cells in $A$. Thus, the algorithm must terminate during some phase $i_0 \leq i^* - 2$. Now the algorithm must either place at least $n/2$ reals in marked cells or $n/2$ reals in unmarked cells. In the former case, there must be a phase $i$ in which $\frac{n}{2i}$ reals are placed in $\mathcal{D}_i$, and hence it follows from Lemma 9 that the total cost is $\Omega(\frac{n}{\gamma}) = \Omega(\log n)$. In the latter case, it follows from Lemma 10 that the total cost is at least $\frac{\delta}{8} - 1 = \Omega\left(\frac{\log n}{\gamma \log \log n}\right)$.

\section{Upper bound for the general case of Online-Sorting}
In this section, we design an algorithm that shows the following theorem.

\begin{theorem}
For any $\varepsilon > 0$, there exists an algorithm for Online-Sorting $[1 + \varepsilon, n]$ with competitive ratio $2^{O(\sqrt{\log n \log \log n})}$.
\end{theorem}

First, we prove a slightly more general lemma, and then we instantiate it with the right set of parameters to obtain Theorem 4.

\begin{lemma}
Let $\delta \in (0, 1/2)$ and $[\alpha, \alpha + \beta) \subseteq [0, 1]$. Then, for any $k \geq 1$ with $k \leq 1/(2\delta) + 1$ there exists an algorithm that solves Online-Sorting $[1 + 2k\delta, n]$ over any stream of reals $r_1, \ldots, r_n \in [\alpha, \alpha + \beta)$ achieving a cost of $\beta \cdot n^{1/(k+1)} \delta^{-O(k+1)}$.
\end{lemma}

\begin{proof}
We prove the statement by induction on $k$. The base case of $k = 1$ follows directly from Theorem 3: in fact, it is sufficient to apply the mapping $x \mapsto \alpha + \beta x$ to the reals in our stream and notice that the resulting cost also shrinks by a factor $\beta$. We call this version of the algorithm OnlineSorter$_1$.

For the induction step, we define the algorithm OnlineSorter$_k$ using OnlineSorter$_{k-1}$ as a subroutine. Let $b := \lfloor n^{1/(k+1)} \rfloor$, $n' := \delta n^{k/(k+1)}$ and $w := (1 + 2(k-1)\delta) \cdot n'$. For $i \geq 1$, we define the box
\[ B_i := [(i-1) \cdot w, i \cdot w]. \]
We define the pointer vector $p : [b] \rightarrow \mathbb{N}$ and initialize $p(i) = i$ for each $i \in [b]$. We define the set of active boxes $\mathcal{A} := \{ B_{p(i)} \mid i \in [b] \}$ and let $\mathcal{R} := \max_{i \in [b]} p(i) \cdot w$ denote the rightmost cell index in any active box. We say $B_{p(i)}$ is full if it contains $n'$ reals. Given a real $x \in [\alpha, \alpha + \beta)$, let $i \in [b]$ be such that $(i - 1) \cdot \beta \leq (x - \alpha)b < i \cdot \beta$. If $B_{p(i)}$ is not full, we place $x$ into $B_{p(i)}$ using OnlineSorter$_{k-1}$. Otherwise, we assign a new active box and set $p(i) := \max_{j \in [b]} p(j) + 1$, update $\mathcal{A}$ and $\mathcal{R}$ accordingly, and then place $x$ into $B_{p(i)}$ using OnlineSorter$_{k-1}$.

By the inductive hypothesis, OnlineSorter$_{k-1}$ can place $n'$ reals into an array of size $w$. Hence, to prove correctness we only have to ensure that the set of used boxes are contained in the array, i.e., that $\mathcal{R} \leq (1 + 2k\delta)n$. We show that the total number of empty cells in $[1, \mathcal{R}]$ is at most $2k\delta n$ and therefore there must be $n$ full cells in $[1, (1 + 2k\delta)n]$.

Let $\{ B_1, \ldots, B_k \}$ be the set of boxes we used (either full or active), so that $[1, \mathcal{R}] = \bigcup_{i=1}^k B_i$. We partition $[\ell]$ into $F$ and $E$ so that $F := \{ i \in [\ell] \mid B_i$ is full $\}$ and $E := [\ell] \setminus F$. Denote with $\mathcal{E}(B_i)$ the number
of empty cells in box $B_i$. If $i \in F$, we have $E(B_i) \leq w - n' = 2(k-1)\delta \cdot n'$. Moreover, $|F| \leq n/n'$ and therefore
\[ \sum_{i \in F} E(B_i) \leq \frac{n}{n'} \cdot 2(k-1)\delta \cdot n' = 2(k-1)\delta n. \]

If $i \in E$, we use the trivial bound $E(B_i) \leq w$, moreover $j \in E$ implies $B_j \in A$, hence $|E| \leq b$. This yields
\[ \sum_{i \in E} E(B_i) \leq w b \leq (1 + 2(k-1)\delta)n' \cdot n^{1/(k+1)} = (1 + 2(k-1)\delta) \cdot \delta n. \]

Putting everything together, we obtain
\[ \sum_{i \in [\ell]} E(B_i) \leq 2(k-1) \cdot \delta n + (1 + 2(k-1)\delta) \cdot \delta n \leq 2k\delta n, \]
where the last inequality holds because $2(k-1)\delta \leq 1$ by assumption on $k$.

We are left to bound the total cost for which we likewise use induction. By $\text{cost}^{(k)}(r_1, \ldots, r_n)$, we denote the cost incurred by algorithm $\text{OnlineSorter}_k$ when facing the stream of reals $r_1, \ldots, r_n$. We prove that there exists $C > 0$ such that $\text{cost}^{(k)}(r_1, \ldots, r_n) \leq \beta \cdot n^{1/(k+1)}\delta^{-C(k+1)}$ for any stream of reals $r_1, \ldots, r_n$ with $r_i \in [\alpha, \alpha + \beta)$. For $k = 1$, we already explained above how Theorem 3 implies that $\text{OnlineSorter}_1$ places a stream $r_1, \ldots, r_n$ in substreams according to the box in which each real is placed. For $i \in [\ell]$, denote the substream of length $L_i$ placed in $B_i$ with $y_1^i, \ldots, y_{L_i}^i$ so that we have $\{r_1, \ldots, r_n\} = \bigcup_{i=1}^{\ell} \{y_1^i, \ldots, y_{L_i}^i\}$. Moreover, $L_i \leq n'$ for each $i$. Define $\alpha' := (i-1) \cdot \beta n^{-1/(k+1)}$ and $\beta' := \beta n^{-1/(k+1)}$, then for each $j \in [L_i]$ it holds $\alpha' \leq y_j^i < \alpha' + \beta'$. By the induction hypothesis, the cost induced by the recursive call of $\text{OnlineSorter}_{k-1}$ on box $B_i$ is bounded by
\[ \text{cost}^{(k-1)}(y_1^i, \ldots, y_{L_i}^i) \leq \beta' \cdot \delta^{-Ck} (L_i)^{1/k} \leq \beta n^{-1/(k+1)} \cdot \delta^{-Ck} n^{k/(k+1)} \leq \beta \cdot \delta^{-Ck}. \]

Now we are ready to estimate the total cost of $\text{OnlineSorter}_k$ as the sum of costs generated inside a box $B_i$ or between any two consecutive boxes:
\[ \text{cost}^{(k)}(r_1 \ldots r_n) \leq \ell \beta + \sum_{i=1}^{\ell} \text{cost}^{(k-1)}(y_1^i, \ldots, y_{L_i}^i) \leq \ell \beta \cdot (1 + \delta^{-Ck}) \leq 3n^{1/(k+1)} \delta^{-1} \beta \cdot (1 + \delta^{-Ck}) \leq \beta \cdot n^{1/(k+1)} \delta^{-C(k+1)} \]
where the last inequality holds if we choose $C$ large enough.

Finally, we can prove Theorem 4.

**Proof of Theorem 4.** We apply Lemma 11 choosing $\alpha := 0$, $\beta := 1$, $k := \sqrt{\log n / \log \log n}$ and $\delta := \varepsilon/(2k)$. It uses $(1 + 2k\delta)n \leq (1 + \varepsilon)n$ memory cells and yields a cost of
\[ n^{1/(k+1)} \cdot \delta^{-O(k+1)} = 2^{O((\log n/k + k \log(2k/\varepsilon)))} = 2^{O((\sqrt{\log n \log \log n})}. \]
5 Online packing

In this section, we consider various online packing problems. In Section 5.1, we show that Strip-Packing does not allow for a competitive online algorithm. In fact, the argument generalizes to the other important online packing problems Square-Packing, Perimeter-Packing and Bin-Packing. This holds even when all pieces have diameter less than an arbitrarily small constant \( \delta > 0 \).

In Section 5.2, we present an online algorithm for convex strip packing. A naive greedy algorithm for this problem places each new piece as deep into the strip as possible, and this algorithm is \( n \)-competitive, where \( n \) is the number of pieces. Our algorithm is \( O(n^{1/3}) \)-competitive.

5.1 Lower bounds — no competitive algorithms

Theorem 1 and Lemma 7 yield the following corollary.

**Corollary 12.** Strip-Packing does not allow for a competitive online algorithm, even when the diameter of each piece is at most 2. Specifically, for every online algorithm \( A \), there exists a stream of \( n \) parallelograms of diameter at most 2 such that \( A \) produces a packing of width \( \Omega(\sqrt{n \log n / \log \log n}) \), while the optimal offline packing has width at most 2.

**Proof.** Suppose that Strip-Packing has a \( C \)-competitive algorithm \( A \). By Lemma 7, we get a \( 4C \)-competitive algorithm \( A_2 \) for Online-Sorting[2\( C \), \( n \)]. Theorem 1 implies that \( 8C^2 = \Omega(n \log n / \log \log n) \).

In particular, \( C = \Omega(\sqrt{n \log n / \log \log n}) \).

Specifically, the proof of Theorem 1 yields a stream of \( n \) reals where \( A_2 \) incurs a cost of \( \Omega(\sqrt{n \log n / \log \log n}) \). By the proof of Lemma 7, this translates to a stream of \( n \) parallelograms that can be packed in a strip of width 2, while \( A_1 \) produces a packing of width \( \Omega(\sqrt{n \log n / \log \log n}) \).

We even get a non-constant asymptotic lower bound.

**Corollary 13.** For any algorithm \( A \) for Strip-Packing, a lower bound on the asymptotic competitive ratio of \( A \) is \( \Omega(\sqrt{n \log n / \log \log n}) \), where \( n \) is the number of pieces, even when restricted to pieces of diameter less than 2.

**Proof.** Assume for contradiction that \( A \) has asymptotic competitive ratio \( g(n) = o(\sqrt{n \log n / \log \log n}) \). Let \( \mathcal{P}(A) \) be the stream described in Corollary 12, where \( A \) produces a packing of width \( \Omega(\sqrt{n \log n / \log \log n}) \), while the optimal packing has width at most 2.

There exists a function \( f \) such that: (i) \( f(n) \cdot g(n) \leq \sqrt{n \log n / \log \log n} \), (ii) \( f(n) \leq n^2 \), (iii) \( f(n) = \omega(1) \), and (iv) \( f \) is non-decreasing. If we append \( \sqrt{f(n)} \) unit squares to the stream \( \mathcal{P}(A) \), we obtain a stream \( \mathcal{Q}(A) \) of \( n' = n + \sqrt{f(n)} \leq 2n \) pieces. Taking \( \mathcal{Q}(A) \) as input, \( A \) produces a packing of width \( \Omega(\sqrt{n \log n / \log \log n}) \) while the optimum is \( \Theta(\sqrt{f(n)}) \). This implies that \( A \) has a competitive ratio of \( \Omega\left(\frac{\sqrt{n \log n / \log \log n}}{f(n)}\right) = \omega\left(\frac{\sqrt{n \log n / \log \log n}}{f(n')}\right) \) on instances having arbitrary large (at least \( \sqrt{f(n)} \)) optimal offline cost, contradiction.

The insights of Corollaries 12 and 13 imply negative answers also for various other online packing problems.

**Theorem 2.** The following holds, where \( n \) is the number of pieces:

(a) Strip-Packing does not allow for a competitive online algorithm, even if all pieces have diameter at most \( \delta \) for any constant \( \delta > 0 \). In particular, the competitive ratio of any algorithm is \( \Omega(\sqrt{n \log n / \log \log n}) \).

(b) Bin-Packing does not allow for a competitive online algorithm, even if all pieces have diameter at most \( \delta \) for any constant \( \delta > 0 \). In particular, the competitive ratio of any algorithm is \( \Omega(\sqrt{n \log n / \log \log n}) \).

(c) Perimeter-Packing does not allow for a competitive online algorithm, even if all pieces have diameter at most \( \delta \) for any constant \( \delta > 0 \). In particular, the competitive ratio of any algorithm is \( \Omega(\sqrt{n \log n / \log \log n}) \).
(d) **Square-Packing**[$\delta$] does not allow for an online algorithm for any $\delta \in (0, 1]$. In particular, for any algorithm and infinitely many $n$, there exists a stream of $n$ pieces of total area $O(\sqrt{\log \log n / \log n})$ that the algorithm cannot pack in the unit square.

Here, (a) and (b) even hold in the asymptotic sense, i.e., if we restrict ourselves to instances with offline optimal cost at least $C > 0$.

**Proof.** For each of the four packing problems, we consider an arbitrary algorithm $A^*$, where $A^*$ packs pieces into a container $S^*$. Here, $S^*$ may be a strip, a set of bins etc., depending on the problem at hand. The main idea in all the proofs is to cover $S^*$ by (rotated) substrips of a strip $S$ of height $1/c$ for a (large) constant $c$, so that we get a correspondence between points in $S^*$ and $S$. By feeding $A^*$ with a stream of parallelograms and observing where they are placed in $S^*$, we get an online algorithm $A$ for packing (slightly modified) parallelograms into $S$. We can then by Corollary 13 choose a stream that forces $A$ to produce a packing much larger than the optimal one, which implies that $A^*$ has likewise produced a bad packing. This gives a lower bound on the competitive ratio of $A^*$.

For a horizontal parallelogram $P$, a 2-extended copy is a parallelogram obtained by taking two copies of $P$ and identifying the bottom base segment of one with the top segment of the other copy. We now prove each statement in the theorem.

(a) Suppose that $A^*$ is an algorithm for **Strip-Packing** restricted to pieces of diameter at most $\delta > 0$. The algorithm $A^*$ packs pieces into a strip $S^*$ of height 1. We define $c := \lceil \sqrt{\frac{\log \log n}{\log n}} \rceil$. Recall that $S$ is a strip of height $1/c$. We cut $S$ into substrips $S_1, S_2, \ldots$, each of which is a rectangles of size $1 \times \frac{1}{c}$. We rotate these by $90^\circ$ and use them to cover the strip $S^*$. Let $S^*_i$ be the part of $S^*$ corresponding to $S_i$, so that the rectangles $S^*_1, S^*_2, \ldots$ appear in this order from left to right in $S^*$; see Figure 5.

![Figure 5](image)

**Figure 5:** The figure shows the correspondence between the strips $S^*$ and $S$.

We now define an algorithm $A$ for strip packing horizontal parallelograms of height $1/c$ and diameter at most $2/c$ into $S$ as follows. Let $P$ be a piece to be packed in $S$, and let $P^*$ be the piece obtained from rotating the 2-extended copy of $P$ by $90^\circ$. Then $P^*$ has diameter at most $4/c = \delta$. We now feed $P^*$ to $A^*$. We observe where $A^*$ places $P^*$ in $S^*$. Since $P^*$ has width $2/c$, it intersects both the left and right vertical edge of a substrip $S^*_i$. Then, in particular, $P^* := P^* \cap S^*_i$ is congruent to $P$. We now place $P$ in the substrip $S_i$ as specified by the placement of $P^*$ in $S^*_i$. As $A^*$ does not place pieces in $S^*$ so that they overlap, this approach will produce a valid packing in $S$.

By Corollary 13, there exists for arbitrarily large $n$ and $\alpha$ a stream $I$ of $n$ pieces of total area $\alpha$ where $\text{OPT}(I) = O(\alpha)$ whereas $\mathcal{A}(I) = \Omega(\sqrt{\log n / \log \log n})$. Let $I^*$ be the stream of 2-extended pieces which we feed to $A^*$. We then have $\text{OPT}(I^*) = O(\alpha)$, as we can just sort the pieces $I^*$ by the slope of their spine segments and place them in one long row in $S^*$, which will form a packing of cost at most $\text{OPT}(I) + 2/c = O(\alpha)$. Since $\mathcal{A}(I) \leq c \cdot A^*(I^*)$, we also have $A^*(I^*) = \Omega(\sqrt{\log n / \log \log n})$. The statement then follows.

(b) The proof is almost identical to that of (a), so we only describe the parts that are different. Suppose that $A^*$ is an algorithm for **Bin-Packing** restricted to pieces of diameter at most $\delta > 0$. Here, $A^*$ packs pieces into unit square bins $B_1, B_2, \ldots$.

We again partition $S$ into substrips and cover the boxes $B_1, B_2, \ldots$ with these, as shown in Figure 6. We then get a strip packing algorithm $A$ in $S$ in a similar way as in (a), and obtain a lower bound on the asymptotic competitive ratio of $A^*$ in a similar way.

(c) Suppose there exists a $C$-competitive online algorithm $A^*$ for **Perimeter-Packing**. We prove that this implies the existence of an algorithm for **Square-Packing**[$\frac{1}{160C^2}$], and it follows from (d) that
C = \Omega(\sqrt[4]{\log n/\log \log n}). By Theorem 6 (c), every set of convex polygons of diameter at most $1/10$ and total area at most $1/10$ can be packed in a $1 \times 1$ square. Scaling by $1/4C$, we get that convex polygons of diameter at most $1/40C$ and total area at most $1/160C^2$ can be packed in a $1/4C \times 1/4C$-square. In particular, the same holds if we bound the diameters to be at most $1/160C^2$. Hence, such a set of polygons can be packed in a box of perimeter $1/C$. It follows that $A^*$ will produce a packing with a convex hull of perimeter at most 1. Therefore, the packing will be contained in the disk of radius $1/2$ centered at any corner of the first piece $P_1$, and in particular in the unit square centered at this corner. In other words, we have defined an algorithm for the problem SQUARE-PACKING[1/160C^2], and the claim follows.

(d) Consider an online algorithm $A^*$ for packing a stream of pieces of diameter at most $\delta \in (0, 1]$ into the unit square. For arbitrarily large values of $n$, we prove that there exists a stream of pieces of diameter at most $\delta$ and total area $O(\sqrt{\log \log n/\log n})$ that $A^*$ cannot pack into the unit square. Let $d > 0$ be a lower bound on the multiplicative constant hidden in the first $\Omega$-symbol of Corollary 13. We use the same setup as in (b), just with a single box $B$, which is covered by the $c := \lfloor \sqrt{d^2 \log n \log \log n} \rfloor$ first substrips of $S$. By Corollary 13, there exists a stream $P_1, \ldots, P_n$ of pieces such that $A$ produces a packing of width $\sqrt{d^2 \log n/\log \log n}$, so that $A^*$ cannot fit the stream of 2-extended pieces in $B$. We may without loss of generality assume that $n$ is sufficiently large that $4/c \leq \delta$, so that the 2-extended pieces have diameter at most $\delta$. The pieces have total area $O(1/c^2) = O(\sqrt{\log \log n/\log n})$, and the statement follows.

5.2 A better-than-naive algorithm for strip packing

You are asked to suggest an algorithm for online translational strip packing of convex pieces. What is the first approach that comes to your mind? It may very well be the following greedy algorithm: For each piece $P_i$ that appears, place $P_i$ as far left into the (horizontal) strip as possible. This algorithm is $n$-competitive: Indeed, it will occupy no more than $n \cdot \max_i \text{width}(P_i)$ of the strip, and the optimum must occupy at least $\max_i \text{width}(P_i)$. This bound is unfortunately also essentially tight: Consider a sequence of very skinny pieces of height 1 and width 1, but with slopes alternating between 1 and $-1$. The algorithm will produce a packing of width $n$, while the optimum has width slightly more than 2 (depending on the actual fatness of the pieces).

We found it surprisingly difficult to develop an algorithm provably better than the naive algorithm, but in the following, we will describe an $O(n^{\log 3 - 1} \log n)$-competitive algorithm (note that $\log 3 - 1 < 0.59$). We denote the algorithm OnlinePacker.

We first describe the algorithm and carry out the analysis when all the pieces are parallelograms of a restricted type and then show, in multiple steps, how the method generalizes to arbitrary convex pieces. By rescaling, we may without loss of generality assume that the first piece presented to the algorithm has width 1.

5.2.1 Algorithm for horizontal parallelograms of height 1 and width $\leq 1$

In the following we describe and analyze the algorithm OnlinePacker for online translational strip packing under the assumption that all pieces $P$ are horizontal parallelograms where height($P$) = 1 and width($P$) $\leq 1$.

We define an infinite family of box types as follows. The box types can be represented by an infinite ternary box type tree; see Figure 7. The empty vector $[\ ]$ denotes the basic box type, which is simply a rectangle of size $2 \times 1$. Each box type will be defined as a horizontal parallelogram of height 1. A box type is represented by a vector $[x_1, \ldots, x_d] \in \{-1, 0, +1\}^d$. Given a $d$-dimensional box type $T := [x_1, \ldots, x_d] \in \{-1, 0, +1\}^d$, we
Lemma 14. For every $d \geq 0$ and every line segment $s$ of height 1 and width at most 1, there exists a $d$-dimensional box type $T$ that can contain $s$ when the lower endpoint of $s$ is placed at the midpoint of the bottom segment of $T$.

Proof. We prove the lemma by induction on $d$. The claim clearly holds for $d = 0$, because the basic box type is a rectangle of size $2 \times 1$ and $s$ has height 1 and width at most 1. Suppose that for some dimension $d \geq 0$, there is a box type $T$ that satisfies the lemma. We then partition the bottom and top edges of $T$, as described in the definition of the box types. We choose $x_{d+1} \in \{-1, 0, +1\}$ such that $t_{x_{d+1}}$ contains the upper endpoint of $s$. Then $T \oplus [x_{d+1}]$ is a $(d + 1)$-dimensional box type that satisfies the claim.

Lemma 15. For every horizontal parallelogram $P$ where height($P$) = 1 and width($P$) \leq 1, there exists a box type $T$ such that $P$ can be packed into $T$ and area($T$) \leq 6 \text{area}(P)$.

Proof. Let $\ell$ be the length of the horizontal segments of $P$. Choose $d \geq 0$ as large as possible such that $3^{-d} \geq \ell$; this is possible because $\ell \leq 1$. Let $s$ be a segment of height 1 parallel to the non-horizontal edges of $P$ and consider the $d$-dimensional box type that contains $s$ as described in Lemma 14. If the top endpoint of $s$ is in the right half of the top edge of $T$, then we place $P$ to the left of $s$, i.e., with the right edge of $P$ coincident with $s$. Otherwise, we place $P$ to the right of $s$. Since the horizontal segments of $T$ have length $2 \cdot 3^{-d} \geq 2\ell$, it follows that $T$ can contain $P$. Moreover, by maximality of $d$, the base edges have length less than $6\ell$, so it follows that area($T$) \leq 6 \text{area}(P)$.

If a piece $P$ can be packed into a box type $T$ and area($T$) \leq 6 \text{area}(P)$, as in the lemma, then we say that $T$ matches $P$. We say that a box type $T$ is suitable for a piece $P$ if $T$ is an ancestor in the box type tree of a box type that matches $P$. In particular, $P$ can be packed in a box $B$ of a suitable type, but the area of $B$ may be much more than 6 \text{area}(P)$. We consider a type $T$ to be an ancestor of itself.

Our algorithm will allocate space of the strip for boxes of the various box types. Each box of type $T$ contains either:

- a piece $P$ that $T$ matches, or
- one, two, or three boxes of types that are children of $T$ in the box type tree.

We now explain the behavior of our algorithm OnlinePacker when a new piece $P$ arrives; see Figure 8. Suppose first that there exists a box $B_1$ that satisfies the following properties.
• The type $T_1$ of $B_1$ is suitable for $P$, i.e., $T_1$ is an ancestor of a type $T_k$ that matches $P$ in the box type tree. Here, $T_1, \ldots, T_k$ be the path from $T_1$ to $T_k$ in the box type tree.

• The box $B_1$ has room for one more box of type $T_2$. If more than one such box exist, we choose $B_1$ as small as possible, i.e., with maximum dimension.

If $B_1$ exists, we do the following for each $i = 1, \ldots, k-1$: We allocate in $B_i$ an empty box $B_{i+1}$ of type $T_{i+1}$ which is placed in $B_i$ as far left as possible. At last, we place $P$ in the box $B_k$. Thus, each of the new boxes $B_2, \ldots, B_{k-1}$ will contain a single box, and $B_k$ will contain $P$.

If such a box $B_1$ does not exist, we allocate a new box of the basic type and place it as far left in the strip as possible (that is, without overlapping with any already allocated box). We then define it to be our box $B_1$ and do as explained above; allocating a chain of nested boxes until we get to a type that matches $P$ and place $P$ there.

We say that a $d$-dimensional box is near-empty if there is exactly one $(d+1)$-dimensional box allocated in it. A crucial property of OnlinePacker is that it does not produce an excessive number of near-empty boxes, as described in the following lemma.

**Lemma 16.** There can be at most two near-empty boxes of each type in a packing produced by OnlinePacker.

**Proof.** Suppose that there are two near-empty boxes $B_1$ and $B_2$ of types that are children of $T$ if $B_1$ and $B_2$ have the same type or one of them has type $T \oplus [0]$. Here, it is shown for the base type $T := [\,]$.  

**Figure 9:** For any type $T$ it holds that a box of type $T$ can contain two boxes $B_1, B_2$ of types that are children of $T$ if $B_1$ and $B_2$ have the same type or one of them has type $T \oplus [0]$. Here, it is shown for the base type $T := [\,]$.  

**Lemma 17.** Suppose that OnlinePacker has produced a packing of $n$ horizontal parallelograms of height 1 and width at most 1, where there are no near-empty boxes. Then the density of the pieces in the occupied part of the strip is at least $\Omega(n^{1-\log 3})$.  
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Proof. We prove that when there are no near-empty boxes, then the density in each basic box is at least \( n^{1-\log 3} \), and the lemma follows. So consider a basic box \( B \) and let \( n_B \) be the number of pieces packed in \( B \). The box \( B \) and the boxes allocated in it can be represented as a rooted tree \( T_1 \). Here, the root is \( B \) and the children of a \( d \)-dimensional box are the \((d+1)\)-dimensional boxes that it contains, and each leaf is a box that contains a piece. Since there are no near-empty boxes, each internal node in \( T_1 \) has two or three children. To get a lower bound on the density in \( B \), we construct a sequence of trees \( T_1, T_2, \ldots, T_k \), where each tree corresponds to a packing in a basic box. The density of these packings decreases, and we will see in the end that the density in \( T_k \) is at least \( \Omega(n^{1-\log 3}) \).

The final tree \( T_k \) is balanced in the sense that all leaves are contained in two neighbouring levels \( d \) and \( d+1 \). If a tree \( T_i \) is not balanced, we construct \( T_{i+1} \) in the following way. Let \( d \) be the maximum dimension of a box in \( T_i \). We can find two or three leaves of dimension \( d_u \) that have the same parent \( u \). If there are three, we remove one of them and the unique piece it contains from the packing, which decreases the density, and then proceed as in the case where there are two, as described in the following. Let \( u_1, u_2 \) be the two leaves. Suppose that there is also a leaf \( v \) at level \( d_v \leq d_u - 2 \). Recall that a \( d \)-dimensional box has area \( 2 \cdot 3^{-d} \). Thus, the area of pieces in the boxes \( u_1, u_2, v \) combined is at least

\[
A := 2 \cdot 2 \cdot 3^{-d_u} / 6 + 2 \cdot 3^{-d_v} / 6 = 2 \cdot 3^{-(d_u+1)} + 3^{-(d_v+1)}.
\]

We now make a replacement argument: We “move” the leaves \( u_1, u_2 \), so that they become children of \( v \) instead of \( u \), and argue that this only decreases the density. So, we construct a tree \( T_{i+1} \) that is similar to \( T_i \), except \( u \) is now a leaf and \( v \) has two children \( v_1, v_2 \). For this to be a conceivable packing, we must remove the pieces that were before in \( u_1, u_2, v \) and place new pieces in \( u, v_1, v_2 \). We place pieces in \( u, v_1, v_2 \) that fills the boxes with density \( 1/6 \). These new pieces have total area

\[
A' := 2 \cdot 3^{-d_u+1} / 6 + 2 \cdot 2 \cdot 3^{-d_v+1} / 6 = 3^{-d_u} + 2 \cdot 3^{-(d_v+2)}.
\]

It is now straightforward to verify that since \( d_v + 2 \leq d_u \), we have \( A' \leq A \). Hence, the density in \( T_{i+1} \) is smaller than the density in \( T_i \).

In the end, we obtain the packing represented by a balanced tree \( T_k \), where all leaves are \( d \)- or \((d+1)\)-dimensional for some value \( d \geq 0 \). We then have \( d \leq \log n_B + 1 \). Therefore, each piece has area at least \( 2 \cdot 3^{-\log n_B} / 6 = \Omega(3^{-\log n}) \), and the total area of the pieces is \( \Omega(3^{-\log n_B} \cdot n_B) = \Omega(n_B^{1-\log 3}) = \Omega(n^{1-\log 3}) \), which is also a lower bound on the density.

We now prove that when the total area of pieces is at least 1, then the density of an arbitrary packing produced by the algorithm, i.e., where there may also be near-empty boxes, is not much smaller.

**Lemma 18.** Suppose that OnlinePacker has packed \( n \) horizontal parallelograms of height 1 and width at most 1. If the total area of the pieces is at least 1, the resulting packing has density \( \Omega(n^{1-\log 3}/\log n) \).

**Proof.** Let \( A \) be the area of the strip used by the algorithm, and let \( \Sigma \) be the total area of the pieces. We show that by replacing some boxes and pieces, so that the total area of pieces increases by at most \( F = O(\log n) \), we obtain a packing with \( m \) pieces, where \( m \leq n \), and no near-empty boxes. We then get from Lemma 17 that the resulting packing has density

\[
\frac{\Sigma + F}{A} = \Omega(n^{1-\log 3}) = \Omega(n^{1-\log 3}).
\]

Using that \( \Sigma \geq 1 \), it then follows that the original density is

\[
\frac{\Sigma}{A} = \frac{\Sigma}{A} \cdot \frac{\Sigma + F}{\Sigma + F} \geq \frac{\Sigma + F}{\Sigma} \cdot \frac{\Sigma + O(\log n)}{\Sigma + O(\log n)} \geq \frac{\Sigma + F}{A} \cdot \frac{\Sigma + O(\log n)}{\Sigma + O(\log n)} = \Omega(n^{1-\log 3}/\log n).
\]

Consider a maximal near-empty box \( B_1 \), i.e., a near-empty box that is not contained in a larger near-empty box. We remove all boxes contained in \( B_1 \) and the pieces they contain and instead place a single piece in \( B_1 \) that completely fills \( B_1 \). This operation cannot increase the number of pieces, because there was at least one piece contained in \( B_1 \) before.

Let \( d \) be maximum such that there are at least \( 2^d \) near-empty \( d \)-dimensional boxes. We first observe that \( d \leq \log n \): Each of the near-empty \( d \)-dimensional boxes contains a distinct piece. We therefore have \( 2^d \leq n \), so that \( d \leq \log n \).
Let $F_{<d}$ be the total area of pieces that we add to eliminate maximal near-empty boxes of dimension at most $d$ and let $F_{>d}$ be the remaining ones, so that $F = F_{<d} + F_{>d}$.

In order to bound $F_{<d}$, we note that there are $3^i$ types of $i$-dimensional boxes, each of which has area $O(3^{-i})$. For each maximal near-empty $i$-dimensional box, we add a piece of area $O(3^{-i})$. As there are at most two near-empty boxes of each type by Lemma 16, we add boxes of total area $O(3^i \cdot 3^{-i}) = O(1)$ for each $i \leq d$. As $d = O(\log n)$, we have $F_{<d} = O(\log n)$.

By similar arguments, we get

$$F_{>d} < \sum_{i=d+1}^\infty 2^i \cdot O(3^{-i}) = \sum_{i=d+1}^\infty O((2/3)^i) = O(1),$$

so we conclude that $F = O(\log n)$, which finishes the proof.

\[\Box\]

### 5.2.2 Algorithm for horizontal parallelograms of extended width $\leq 1$

We now describe an extension of OnlinePacker in order to handle horizontal parallelograms of arbitrary height (at most 1) and bounded extended width, to be defined shortly. Here, we partition the pieces into height classes, so that a piece $P$ belongs to class $h$ if $2^{-h-1} < \text{height}(P) \leq 2^{-h}$. For height class $h$, the base type is a rectangle of size $2 \times 2^{-h}$, and in the strip we allocate boxes of this size in which to pack pieces from the height class. We define an infinite ternary box type tree for each height class, exactly as when all pieces have height 1.

When a piece $P$ arrives, we determine the height class $h$ of $P$. We extend the non-horizontal segments of $P$ until we obtain a horizontal parallelogram of height exactly $2^{-h}$, and we denote the resulting piece $P'$ so that $P \subset P'$. We then define the extended width of $P$ as $\text{extwidth}(P) := \text{width}(P')$. Note that since $2^{-h-1} < \text{height}(P)$, we have $\text{height}(P') < 2 \text{height}(P)$ and $\text{extwidth}(P) = \text{width}(P') < 2 \text{width}(P)$. We then pack $P'$ (including $P$) into a minimum suitable box that has already been allocated, if possible, and otherwise allocate a new basic box.

We stack the basic boxes of different height classes if possible. When a new basic box of height class $h$ is created, we stack it on the leftmost pile of basic boxes that has room for it. This choice implies that there can be at most one stack of basic boxes that is less than half full.

**Lemma 19.** Suppose that OnlinePacker has packed $n$ horizontal parallelograms of width at most $1/2$ and total area more than $2$. The resulting packing has density $\Omega(n^{1-\log 3} / \log n)$.

**Proof.** Let $U$ be the union of the base boxes (across all height classes), and let $A$ be the area of the part of the strip occupied by the packing. Since the total area of pieces is more than 2, we also have $\text{area}(U) \geq 2$. Suppose first it holds that the density in $U$ is at least $\Omega(n^{1-\log 3} / \log n)$. We have that $\text{area}(A) \leq 2 \text{area}(U) + 2$, since there is at most one stack of base boxes of height less than $1/2$ in the packing. Since $2 < U$, we then also have $\text{area}(A) < 3 \text{area}(U)$. We can therefore also conclude that the density of the occupied part of the strip is $\Omega(n^{1-\log 3} / \log n)$.

We now prove the density bound in $U$. Let $\Sigma$ be the total area of the pieces. For each height class $h$ for which there are some pieces, we feed the algorithm with a rectangle of size $1 \times 2^{-h}$. Let $F'$ be the total area of these pieces, and we have $F' < \sum_{h=0}^\infty 2^{-h} = 2$. We therefore have $2\Sigma \geq \Sigma + F$. Let $U'$ be the union of the base boxes in this expanded packing. We then have that the original density is

$$\frac{\Sigma}{\text{area}(U)} \geq \frac{\Sigma + F}{2 \text{area}(U')} \geq \frac{\Sigma + F}{2 \text{area}(U)}.$$

Since the area of pieces in each non-empty height class $h$ is at least $2^{-h}$, we can now apply Lemma 18 (by scaling the $y$-coordinates by a factor of 2, we obtain a packing of parallelograms of height 1). Let $n_h$ be the number of pieces in height class $h$. We get that the density in the base boxes of height $2^{-h}$ is $\Omega(n_h^{1-\log 3} / \log n_h) = \Omega(n^{1-\log 3} / \log n)$, so this is a bound on the density in all of $U'$. Hence we have $\frac{\Sigma}{\text{area}(U)} = \Omega(n^{1-\log 3} / \log n)$, and this concludes the proof.

\[\Box\]
5.2.3 Algorithm for all horizontal parallelograms

We now describe an extension of OnlinePacker that handles horizontal parallelograms of arbitrary height and arbitrary width. We partition the parallelograms into width classes. Pieces of width class $i$ are packed in base boxes of width $2^i$. Consider a parallelogram $P$. If $\text{extwidth}(P) \leq 1$, then the width class of $P$ is $i = 1$. Otherwise, $P$ belongs to the width class $i$ such that $2^{i-1} < 2\text{extwidth}(P) \leq 2^i$. We handle each width class independently, so that pieces from each class are packed in stacks as described in Section 5.2.2. In particular, each width class $i$ is subdivided into height classes, and we allocate in the strip rectangles of size $2^i \times 1$, where we can place a stack of base boxes of sizes $2^i \times 2^{-h}$, for various values of $h \geq 0$.

When a new piece $P$ arrives, we determine its width class $w$ and height class $h$. Then, we pack it into a rectangle of size $2^w \times 1$, in a base box of size $2^w \times 2^{-h}$ that has room for it. If no rectangle of that size has room for $P$, a new rectangle of size $2^w \times 1$ is created and placed as far left in the strip as possible.

**Lemma 20.** The competitive ratio of OnlinePacker when applied to $n$ horizontal parallelograms of arbitrary width is $O(n^{\log 3-1} \log n)$.

**Proof.** After OnlinePacker has packed the $n$ parallelograms, we denote the cost of the produced solution as ALG and the optimal offline solution as OPT. We then feed the algorithm with four rectangles of size $2^{i-2} \times 1$ for each width class $i$ for which there are some pieces. We denote the cost of the resulting packing as $\text{ALG}^+$ and the cost of the optimal offline solution as $\text{OPT}^+$. Suppose that the largest width class is class $k$. We now claim that some piece $P$ has extended width more than $2^{k-2}$. If $k > 1$ this holds for any piece in width class $k$, and if $k = 1$, it follows since we assume that the first piece presented to the algorithm has width 1. We then have $\text{OPT} \geq \text{width}(P) > \text{extwidth}(P)/2 > 3^{k-3}$. Since the added pieces are rectangles of height 1, the optimal packing is similar to the optimal packing for the original instance with the extra pieces added in the end. We therefore have

$$\text{OPT}^+ \leq \text{OPT} + \sum_{i=1}^k 2^i < \text{OPT} + 2^{k+1} < 17 \cdot \text{OPT}.$$

Let $n_i$ and $\Sigma_i$ be the number and total area of the pieces in width class $i$, respectively. Note that $\Sigma_i > 2^i$, so that we can apply Lemma 19 to each width class (under proper scaling). The bound on the competitive ratio becomes

$$\frac{\text{ALG}}{\text{OPT}} \leq \frac{\text{ALG}^+}{\text{OPT}^+/17} \leq \frac{17 \sum_{i=1}^k n_i \log 3-1 \log n_i \cdot \Sigma_i}{\Sigma} \leq \frac{17n \log 3-1 \log n \cdot \Sigma}{\Sigma} = O(n^{\log 3-1} \log n).$$

5.2.4 Algorithm for all convex pieces

We now describe an extension of OnlinePacker to handle arbitrary convex pieces; see Figure 10. When a new piece $P$ arrives, we find a horizontal parallelogram $P'$ such that $P \subseteq P'$, $\text{area}(P') \leq 2 \text{area}(P)$ and $\text{width}(P') \leq 2 \text{width}(P)$; then we apply OnlinePacker to the parallelogram $P'$ (with $P$ inside).

We define $P'$ as follows. Let $\ell_b$ and $\ell_t$ be the lower and upper horizontal tangent to $P$, respectively, and let $c_l \in P \cap \ell_b$ and $c_r \in P \cap \ell_t$. Let $\ell_l$ and $\ell_r$ be the left and right tangent to $P$ parallel to the segment $c_l c_r$, respectively. We then define $P'$ to be the horizontal parallelogram enclosed by the lines $\ell_b, \ell_l, \ell_t, \ell_r$.

It is straightforward to check that $\text{area}(P') \leq 2 \text{area}(P)$, because $P$ is convex. Now we prove that $\text{width}(P') \leq 2 \text{width}(P)$. Define $L$ to be the length of the horizontal edges of $P'$ and note that $\text{width}(P') = \text{width}(c_l c_r) + L$. On the other hand, $\text{width}(P) \geq \max\{\text{width}(c_l c_r), L\}$, and this proves the claim.

In the proof of Lemma 20 we only bound OPT using the width of the widest piece and the total area $\Sigma$. With respect to both width and area, the value for an arbitrary convex pieces $P$ is at least $1/2$ of that of the containing parallelogram $P'$. Therefore, the bound on the competitive ratio carries over to constant factors when the algorithm is applied to the parallelograms $P'$, as stated in the following.

**Theorem 5.** There exists an algorithm for Strip-Packing with competitive ratio $O(n^{\log 3-1} \log n)$, where $n$ is the number of pieces.
6 Constant-factor approximations for offline packing

In this section we show how to obtain offline approximation algorithms for the packing problems of Theorem 2.

Theorem 6. There are polynomial-time offline algorithms for the following packing problems:

(a) Offline-Strip-Packing, 32.7-approximation algorithm.

(b) Offline-Bin-Packing, 10.1-approximation algorithm if the diameter of all pieces is bounded by 1/10.

(c) Offline-Perimeter-Packing, 8.9-approximation algorithm.

(d) Offline-Square-Packing[1/10], in particular, every set of convex polygons of diameter and total area at most 1/10 can be packed into the unit square.

Proof. Alt, de Berg, and Knauer [5, 6] presented an algorithm that packs any set \( P \) of convex polygons (with \( n \) vertices in total, using \( O(n \log n) \) time) into an axis-aligned rectangular container \( B \) such that
\[
\text{area}(B) \leq 23.78 \cdot \text{opt}.
\]
where \( \text{opt} \) is the minimum area of any axis-aligned rectangular container for \( P \). As an intermediate step, they obtain a collection of rectangular mini-containers that together contain all objects of \( P \). Let \( w_{\text{max}} \) and \( h_{\text{max}} \) denote the maximum width and height among all objects of \( P \), respectively. For some fixed constants \( c > 0, \alpha \in (0, 1) \), each mini-container has width \((c + 1)w_{\text{max}}\) and a height \( h_i \) where \( h_i := \alpha^i h_{\text{max}} \) for some appropriate \( i \). The total area \( A_C \) of all mini-containers can be bounded by
\[
A_C \leq (1 + 1/c) \cdot \left[ \frac{2}{\alpha} \cdot \text{area}(P) + \frac{c + 2/\alpha}{1 - \alpha} \cdot h_{\text{max}} w_{\text{max}} \right]. \tag{1}
\]

In order to prove (a), (b), (c), and (d), we repeatedly make use of the mini-containers and this equation.

We first consider strip packing and prove (a). When packing a set of convex polygons \( P \) into a horizontal strip of height 1, the minimal width \( \text{opt-w} \) is at least \( \max\{w_{\text{max}}, \text{area}(P)\} \). Therefore,
\[
A_C \leq (1 + 1/c) \cdot \left[ \frac{2}{\alpha} + \frac{c + 2/\alpha}{1 - \alpha} \right] \cdot \text{opt-w}.
\]

We group the mini-containers greedily into stacks of height at most 1, which we place in the strip. Note that all but possibly one stack have a height of at least \( 1/2 \); otherwise two of these should have been put together. Therefore, the number of stacks is at most \( \frac{2A_C}{(c+1)w_{\text{max}}} + 1 \). Together with \( \alpha := 0.545 \) and \( c := 2.2 \), this translates into a width of
\[
2A_C + (c + 1)w_{\text{max}} \leq \left( 2 \cdot (1 + 1/c) \cdot \left[ \frac{2}{\alpha} + \frac{c + 2/\alpha}{1 - \alpha} \right] + c + 1 \right) \cdot \text{opt-w} < 32.7 \cdot \text{opt-w}.
\]
We now turn our attention to (d), and our findings will later be used to prove (b). Let $S$ denote the unit square in which we want to pack a given set $\mathcal{P}$ of convex polygons, each of diameter at most $\delta$. We choose $\alpha := 1/2$ and choose the width of the mini-containers to be 1, i.e., $(c + 1)w_{\max} = 1$.\footnote{In fact, we can choose $\alpha$ depending on $\delta$ to get a denser packing. It turns out that $\alpha := 1 - \frac{\sqrt{3\delta^2 - 4\delta^3} + 3}{1 - \delta}$ is the optimal value, but we stick to $\alpha := 1/2$ to keep the analysis simpler.} We stack all mini-containers on top of each other. Suppose that the total height of the mini-containers exceeds 1. We prove that the total area of pieces is then more than the constant $\rho := (1 - 5\delta)(1 - 2\delta)/4$. For $\delta := 1/10$, we get $\rho := 1/10$, and the claim in the theorem follows.

We call a mini-container 	extit{full} if the bounding box of all contained pieces has width more than $1 - \delta$; otherwise there is room for a further piece. A mini-container that is not full is called 	extit{near-empty}. We can pack the pieces such that in each height class, there is at most one near-empty mini-container. Therefore, the total height of near-empty mini-containers is at most $\sum h_i = h_{\max} \sum \alpha^i \leq \delta/(1 - \alpha) = 5\delta$. Since the mini-containers (full and near-empty) have a total height of more than 1, the full mini-containers in $S$ have a total height of more than $1 - 2\delta$, and a total area of more than $1 - 2\delta$.

Let $B$ be the bounding box of a full mini-container of height $h_i$ (and area $A_i$) and denote the set of contained polygons by $\mathcal{P}'$. By [5, 6], we obtain

$$(1 - \delta)h_i \leq \text{area}(B) \leq 2/\alpha \cdot (\text{area}(\mathcal{P}') + h_iw_{\max}) \leq 4(\text{area}(\mathcal{P}') + h_i\delta).$$

Consequently, $\text{area}(\mathcal{P}') \geq (1 - 5\delta)h_i/4$ and thus the density in any full mini-container is at least $(1 - 5\delta)/4$. As the total area of the full mini-containers in $S$ is more than $1 - 2\delta$, the total area packed into $S$ is more than $\rho := (1 - 5\delta)(1 - 2\delta)/4$.

We use the described algorithm for square packing to prove statement (b). By the above strategy, if $\text{area}(\mathcal{P}) \leq 1/\rho$, where $\rho := (1 - 5\delta)(1 - 2\delta)/4$, then the algorithm will use only one bin, so the packing achieves the optimum in this case. We may therefore assume $\text{area}(\mathcal{P}) > 1/\rho$. We can guarantee a density of at least $\rho$ in all but one bin. Consequently, the number of bins is at most $\text{area}(\mathcal{P})/\rho + 1$. Clearly, the number of bins in the optimal solution is at least $\text{area}(\mathcal{P})$. Therefore, the approximation ratio is at most

$$\frac{\text{area}(\mathcal{P})/\rho + 1}{\text{area}(\mathcal{P})} \leq 1/\rho + \rho.$$ 

Using $\delta := 1/10$ yields the ratio $10.1$ as stated in the theorem.

We finally prove (c). In order to obtain a bounding box with small perimeter, we consider the mini-containers in a greedy fashion (from largest to smallest height) and pack them on top of each other into stacks of height at most $H := \sqrt{A_C} + h_{\max}$ and width $(c + 1)w_{\max}$. Clearly the height of each stack except possibly the last one is at least $\sqrt{A_C}$. Consequently, the number of stacks is at most $\frac{\sqrt{A_C}}{(c + 1)w_{\max}} + 1$. Hence, we obtain a bounding box with perimeter of at most $4\sqrt{A_C} + 2h_{\max} + 2(c + 1)w_{\max}$. Because the optimal perimeter OPT-p is at least $\max\{2w_{\max} + 2h_{\max}, 4\sqrt{\text{area}(\mathcal{P})}\}$, we have $h_{\max}w_{\max} \leq \text{OPT-p}^2/8$ and $\text{area}(\mathcal{P}) \leq \text{OPT-p}^2/16$. We then get from Equation (1) that

$$A_C \leq (1 + 1/\epsilon) \cdot \left[ \frac{2}{\alpha} \cdot \frac{1}{16} + \frac{c + 2/\alpha}{1 - \alpha} \cdot \frac{1}{8} \right] \text{OPT-p}^2.$$

Finally, choosing $\alpha := 0.5$ and $c := 1.06$, we obtain

$$4\sqrt{A_C} + 2h_{\max} + 2(c + 1)w_{\max} \leq \left( 4 \sqrt{(1 + 1/\epsilon) \cdot \left[ \frac{2}{\alpha} \cdot \frac{1}{16} + \frac{c + 2/\alpha}{1 - \alpha} \cdot \frac{1}{8} \right] + 1 + c \right) \cdot \text{OPT-p} < 8.9 \cdot \text{OPT-p}.$$

This completes the proof. $\square$
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