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Abstract. As we all know, “summer fishing moratorium” is an internationally recognized management measure of fishery, which can protect stock of fish and promote the balance of marine ecology. In this paper, “intermittent control” is used to simulate this management strategy, which is the first attempt in theoretical analysis and the intermittence fits perfectly the moratorium. As an application, a stochastic two-prey one-predator Lotka-Volterra model with intermittent capture is considered. Modeling ideas and analytical skills in this paper can also be used to other stochastic models. In order to deal with intermittent capture in stochastic model, a new time-averaged objective function is proposed. Besides, the corresponding optimal harvesting strategies are obtained by using the equivalent method (equivalency between time-average and expectation). Theoretical results show that intermittent capture can affect the optimal harvesting effort, but it cannot change the corresponding optimal time-averaged yield, which are accord with observations. Finally, the results are illustrated by practical examples of marine fisheries and numerical simulations.

1. Introduction. Optimal management of resources is directly related to the sustainable development of resources, which has important practical significance and is highly valued by the academic community. Optimal capture policy has been and will continue to be a hot topic in the study of biological populations. Clark [8] obtained optimal harvesting strategies for deterministic population models in prestigious journal Science in 1977. Since then, many scholars have started to study the optimal harvesting problems for deterministic models. With the passage of time and the vigorous development of scientific research, scientists have discovered the existence of environmental noises which have critical effects on population models, hence, many scholars have focused on optimal harvesting strategies for stochastic population systems (see, e.g., [2, 27, 32] and references cited therein).
using Fokker-Planck equation, Beddington and May [6] studied the optimal harvesting problem for a stochastic Logistic model in *Science*. [20] studied the optimal harvesting policy for a generalized stochastic logistic model which extended the conclusion of [6]. [3] considered the optimal harvesting policy with time-discounted value for a stochastic logistic model. It is worth mentioning that these articles are focused on single specie, the reason is that it is difficult to obtain explicit solutions of Fokker-Planck equations for high-dimensional stochastic models. So, the optimal harvesting problem for high-dimensional stochastic systems need some new ideas or new methods. Many authors use different yield functions to study the optimal harvesting problems for various stochastic models, and this paper is also inspired by this reason.

Most of the researchers have devoted themselves to constant capture. However, constant capture is not conducive to the protection and restoration of fishery resources[24]. In order to alleviate the enormous pressure on fishery resources caused by overfishing, summer moratorium of marine fishing is implemented within a specified period of time every year, namely, no fishing operations are allowed in a certain period of time and in certain waters. The purpose is to protect the normal reproduction of aquatic organisms and ensure the sustainable recovery and development of fish resources. So, it is very important to consider the phenomenon of “summer fishing moratorium” during the mathematical modeling, and this is the main characteristic for this paper. Next, we will introduce intermittent control to model the phenomenon of “summer fishing moratorium”.

In recent years, the theory of discontinuous control systems has become hot issues. Intermittent control, which is a more efficient control method in discontinuous control, has attracted wide attentions, such as [7, 26, 30] and references cited therein. As a direct and effective engineering control method, intermittent control has been widely applied to engineering fields such as manufacturing, transmission and communications [14, 15]. Motivated by these, we will use intermittent control to model “summer fishing moratorium” in this paper. As far as we know, this article is the first attempt to model the phenomenon of ‘summer fishing moratorium” with intermittent control. The mathematical expression of intermittent capture $H(t)$ is given as follows:

$$H(t) = \begin{cases} m, & \text{if } nT \leq t < nT + \theta \\ 0, & \text{if } nT + \theta \leq t < (n + 1)T \end{cases}$$

Here, $T$ is a capture cycle, generally in the measure of years. $nT \leq t < nT + \theta$ represents the time allowed for capture in the cycle, and $m$ is the harvesting effort, i.e. catch-per-unit-effort. That is, if $nT \leq t < nT + \theta$, the harvesting effort is a constant capture $m$; if $nT + \theta \leq t < (n + 1)T$, marine fishery enters the closed fishing season.

The way of modeling “summer fishing moratorium” by intermittent control is of great practical significance, and several living examples are given to explain this regard. The summer fishing moratorium mainly focuses on the spring and summer of each year, that is, the breeding period of major marine species and the growing period of larvae. This policy can effectively protect juvenile populations of marine organisms, replenish populations and improve community structure[5, 10]. Furthermore, this policy can also curb the over-exploitation of fishery resources and promote the overall stability of marine fishery production[18, 24]. To sum up, it
is of great practical significance to consider intermittent harvesting in the study of optimal fishing problem.

2. Model description and a new time-averaged objective function. A classical three-species Lotka-Volterra model with two competing populations of prey and one predator can be expressed as follows:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t)(r_1 - a_{11}x(t) - a_{12}y(t) - a_{13}z(t))dt \\
\frac{dy(t)}{dt} &= y(t)(r_2 - a_{21}x(t) - a_{22}y(t) - a_{23}z(t))dt \\
\frac{dz(t)}{dt} &= z(t)(r_3 + a_{31}x(t) + a_{32}y(t) - a_{33}z(t))dt,
\end{align*}
\]

where \(x(t)\) and \(y(t)\) are the sizes of two competing populations of prey; \(z(t)\) is the size of the predator; \(r_i\) and \(a_{ij}\) \((i, j = 1, 2, 3)\) are the growth rates and the intra-specific rates for the corresponding populations; \(a_{12}\) and \(a_{21}\) represent the inter-specific competition coefficients; \(a_{13}\) and \(a_{23}\) stand for the capture rates; \(a_{31}\) and \(a_{32}\) are the efficiencies of the food conversion; \(a_{ij} > 0\) and \(r_i > 0\) \(i, j = 1, 2, 3\). However, it is well recognized that all kinds of models are inevitably affected by environmental fluctuations, such as the temperature, the climate, the water resources, etc. For examples, epidemic models \([1, 12]\), chemostat models \([17, 25]\), biological population models \([22, 33]\), complex network models \([13, 29]\) and so on. By these random effects, the parameters are often perturbed by white noises. We will mainly consider that the environmental noise mainly affects the growth rate of the populations, i.e. \(r_1 \rightarrow r_1 + \sigma_1 B_1(t)\). Throughout this paper, unless otherwise specified, we let \((\Omega, F, \{F_t\}_{t \geq 0}, \mathbb{P})\) be a complete probability space with filtration \(\{F_t\}_{t \geq 0}\) satisfying the usual conditions (It is right continuous and \(F_0\) contains all the \(\mathbb{P}\)-null sets). Let \(B_i(t), (i = 1, 2, 3)\) denote the independent and standard Brownian motions defined on this probability space. \(\sigma_i^2, i = 1, 2, 3\) denote the intensities of white noise. Then we can obtain the following stochastic model:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t)(r_1 - a_{11}x(t) - a_{12}y(t) - a_{13}z(t))dt + \sigma_1 x(t)dB_1(t) \\
\frac{dy(t)}{dt} &= y(t)(r_2 - a_{21}x(t) - a_{22}y(t) - a_{23}z(t))dt + \sigma_2 y(t)dB_2(t) \\
\frac{dz(t)}{dt} &= z(t)(r_3 + a_{31}x(t) + a_{32}y(t) - a_{33}z(t))dt + \sigma_3 z(t)dB_3(t),
\end{align*}
\]

Taking the “summer fishing moratorium” into account, we obtain the following harvesting model with intermittent control:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t)(r_1 - H_1(t) - a_{11}x(t) - a_{12}y(t) - a_{13}z(t))dt + \sigma_1 x(t)dB_1(t) \\
\frac{dy(t)}{dt} &= y(t)(r_2 - H_2(t) - a_{21}x(t) - a_{22}y(t) - a_{23}z(t))dt + \sigma_2 y(t)dB_2(t) \\
\frac{dz(t)}{dt} &= z(t)(r_3 - H_3(t) + a_{31}x(t) + a_{32}y(t) - a_{33}z(t))dt + \sigma_3 z(t)dB_3(t)
\end{align*}
\]

where \(H_i(t), i = 1, 2, 3\) are the intermittent harvesting efforts, and their mathematical expressions are as follows:

\[
H_i(t) = \begin{cases} 
    m_i, & \text{if } nT \leq t < nT + \theta \\
    0, & \text{if } nT + \theta \leq t < (n + 1)T 
\end{cases}
\]

Let’s call \(H(t) = (H_1(t), H_2(t), H_3(t))\) for convenience.

Obviously, the optimal harvesting strategy relies on an optimal objective function. C.W. Clark \([8]\) introduced proportional objective function for deterministic systems based on catch-per-unit-effort hypothesis, i.e.

\[ W = EX^* \]
where $X^*$ is an equilibrium point, i.e. $(x_1^*, x_2^*, x_3^*, \ldots, x_n^*)^T$. $E$ denotes the constant capture, i.e. $(E_1, E_2, E_3, \ldots, E_n)$. For stochastic systems, this deterministic objective function has been extended to the time-averaged objective function

$$W = \lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbf{E}X(s)ds,$$

(6)

However, due to the introduction of intermittent control $H(t)$, it is difficult to study the optimal harvesting problems with objective function (6). So, we need to find a new objective function due to the existence of intermittent control in this paper.

The solution of system (4) is denoted as $X_t = (x(t), y(t), z(t))$ in this paper. We will prove $X_t$ is asymptotically stable in distribution. In particular, $(X_t(\omega))_{t \geq 0}$ converges to a random variable $Q(\omega)$ in distribution, and $\pi(\cdot)$ is the probability measure induced by the random variable $Q(\omega)$. Here, $Q(\omega)$ is a random variable defined on the same complete probability space. Then, we will use the following new time-averaged function as the objective function

$$W = \lim_{t \to \infty} \frac{1}{t} \int_0^t <H(s) \cdot \mathbf{E}Q(\omega)> ds,$$

(7)

where $<a \cdot b>$ is the symbol of inner product and $\mathbf{E}Q(\omega)$ is the expectation of $Q(\omega)$. Our aims are to find the optimal harvesting effort and the corresponding maximum harvesting yield.

3. Global positive solution and asymptotically stable in distribution of system (4).

3.1. Existence and uniqueness of global positive solution. A very natural focus is the nonnegative solution for biological population models. So, we will show the existence and uniqueness of a global positive solution for system (4) in this subsection.

Theorem 3.1. There exists a unique global positive solution for system (4) with any initial value $(x(0), y(0), z(0)) \in \mathbb{R}_+^3$ almost surely, where

$$\mathbb{R}_+^3 = \{(x, y, z) \mid x \geq 0, y \geq 0, z \geq 0\}.$$

Proof. There exists a unique local solution since the coefficients of system (4) satisfy the local Lipschitz conditions on every intervals $[nt, nT]$, $[nT, (n + 1)T]$. Next, we will show this solution is globally. Obviously, $(x(t), y(t), z(t)) \equiv (0, 0, 0)$ is a solution of system (4), so, solution of system (4) with any initial value $(x(0), y(0), z(0)) \in \mathbb{R}_+^3$ satisfies $x(t) \geq 0, y(t) \geq 0, z(t) \geq 0$ almost surely by the stochastic comparison theorem. Accordingly, we can find two auxiliary systems such that $X_1(t) \leq x(t) \leq X_2(t), Y_1(t) \leq y(t) \leq Y_2(t), Z_1(t) \leq z(t) \leq Z_2(t)$ a.s., where

$$\begin{align*}
&dX_1(t) = X_1(t)(r_1 - m_1 - a_{11}X_1(t) - a_{12}Y_1(t) - a_{13}Z_1(t))dt + \sigma_1X_1(t)dB_1(t) \\
&dY_1(t) = Y_1(t)(r_2 - m_2 - a_{21}X_1(t) - a_{22}Y_1(t) - a_{23}Z_1(t))dt + \sigma_2Y_1(t)dB_2(t) \\
&dZ_1(t) = Z_1(t)(r_3 - m_3 + a_{31}X_1(t) + a_{32}Y_1(t) - a_{33}Z_1(t))dt + \sigma_3Z_1(t)dB_3(t)
\end{align*}$$

(8)

and

$$\begin{align*}
&dX_2(t) = X_2(t)(r_1 - a_{11}X_2(t) - a_{12}Y_2(t) - a_{13}Z_2(t))dt + \sigma_1X_2(t)dB_1(t) \\
&dY_2(t) = Y_2(t)(r_2 - a_{21}X_2(t) - a_{22}Y_2(t) - a_{23}Z_2(t))dt + \sigma_2Y_2(t)dB_2(t) \\
&dZ_2(t) = Z_2(t)(r_3 + a_{31}X_2(t) + a_{32}Y_2(t) - a_{33}Z_2(t))dt + \sigma_3Z_2(t)dB_3(t)
\end{align*}$$

(9)
3.2. Asymptotically stable in distribution and ergodic properties. In this section, we will first prove system (4) is asymptotically stable in distribution, then the mean vector of stationary distribution are obtained by using the ergodic theory. This subsection will provide the basis for the latter equivalent method.

Lemma 3.2. [4] Let \( f(t) \) be a nonnegative function defined on \([0, +\infty)\) such that \( f(t) \) is integrable on \([0, +\infty)\) and is uniformly continuous on \([0, +\infty)\), then \( \lim_{t \to \infty} f(t) = 0 \).

Lemma 3.3. Let \( (x(t), y(t), z(t)) \) denotes the solution of system (4) with initial value \( (x(0), y(0), z(0)) \in R^3_+ \), then it has the following property:

\[
\sup_{0 \leq t < \infty} \mathbb{E}|(x(t), y(t), z(t))| < \infty.
\]

The proof of Lemma 3.3 can be found in Appendix A.

Remark 1. As a by-product of Lemma 3.3, we also have

\[
0 \leq \mathbb{E}|x(t)| < \infty, 0 \leq \mathbb{E}|y(t)| < \infty, 0 \leq \mathbb{E}|z(t)| < \infty.
\]

Assumption 1. \( a_{ii} > \sum_{j=1, j \neq i}^n a_{ij} \).

Assumption 1 means that the intra-specific competition coefficients are stronger than inter-specific competition coefficients [9].

Lemma 3.4. Suppose assumption (1). Let \( (x_i(t), y_i(t), z_i(t)), i = 1, 2 \) represent solutions of system (4) with initial values \( (x_1(0), y_1(0), z_1(0)) \in R^3_+ \), then

\[
\lim_{t \to \infty} \mathbb{E} \left\| (x_1(t), y_1(t), z_1(t)) - (x_2(t), y_2(t), z_2(t)) \right\| = 0
\]

uniformly.

The proof of Lemma 3.4 can be found in Appendix B.

Lemma 3.5. {Asymptotically stable in distribution} The transition probability of system (4) converges weakly to a unique probability measure \( \pi(\cdot) \) as \( t \to \infty \).

The proof of Lemma 3.5 can be found in Appendix C.

Remark 2. Lemma 3.5 shows system (4) is asymptotically stable in distribution. That is to say, \( X_t = (x(t), y(t), z(t)) \) converges to a random variable \( Q(\omega) = (X(\omega), Y(\omega), Z(\omega)) \) in distribution, and \( \pi(\cdot) \) is induced by the very same random variable \( Q(\omega) \). Hence, there exist measures \( \pi_1(\cdot), \pi_2(\cdot) \) and \( \pi_3(\cdot) \) which are induced by random variables \( X(\omega), Y(\omega) \) and \( Z(\omega) \) respectively. Moreover, \( \pi_1(\cdot), \pi_2(\cdot) \) and \( \pi_3(\cdot) \) are the stationary distributions of \( x(t), y(t) \) and \( z(t) \) respectively.

Theorem 3.6. {Almost sure equivalency between time-average and expectation}

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \mathbb{E}[X(\omega)], a.s.
\]

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \mathbb{E}[Y(\omega)], a.s.
\]
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t z(s)ds = \mathbb{E}[Z(\omega)], \ a.s.
\]

where \(X(\omega), Y(\omega)\) and \(Z(\omega)\) are introduced in Remark 2.

**Proof.** On the one hand, Theorem 3.26 in [23] means \(\pi_i(\cdot)\) is strong mixing, so \(\pi_i(\cdot)\) is also ergodic, that is to say,

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \int_{R_+} X \pi_1 (dX), \ a.s.
\]

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \int_{R_+} Y \pi_2 (dY), \ a.s.
\]

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t z(s)ds = \int_{R_+} Z \pi_3 (dZ), \ a.s.
\]

On the other hand, by the definition of expectation for a random variable (p.9 of [11]), we can conclude

\[
\int_{R_+} X \pi_1 (dX) = \int_{\Omega} X(\omega) d\mathbb{P}(\omega) = \mathbb{E}[X(\omega)],
\]

\[
\int_{R_+} Y \pi_2 (dY) = \int_{\Omega} Y(\omega) d\mathbb{P}(\omega) = \mathbb{E}[Y(\omega)],
\]

\[
\int_{R_+} Z \pi_3 (dZ) = \int_{\Omega} Z(\omega) d\mathbb{P}(\omega) = \mathbb{E}[Z(\omega)].
\]

Therefore, the conclusions are proved. \(\square\)

4. **Equivalent method for optimal harvesting problems.** In the previous section, we discussed the asymptotically stable in distribution of \(X_t\), and obtained the almost sure equivalency between time-average and expectation. In this section, the explicit expression for the new time-averaged objective function proposed in section 2 is obtained by using the almost sure equivalence.

From Theorem 3.6 we know that

\[
W = \lim_{t \to \infty} \frac{1}{t} \int_0^t \langle \mathbf{H}(s) \cdot \mathbf{Q}(\omega) \rangle ds
\]

\[
= \lim_{t \to \infty} \frac{1}{t} \int_0^t \left( H_1(s) \mathbb{E}[X(\omega)] + H_2(s) \mathbb{E}[Y(\omega)] + H_3(s) \mathbb{E}[Z(\omega)] \right) ds
\]

\[
= \lim_{t \to \infty} \frac{1}{t} \int_0^t \left( H_1(s) \lim_{s \to \infty} \frac{1}{s} \int_0^s x(v)dv \right) ds
\]

\[
+ \lim_{t \to \infty} \frac{1}{t} \int_0^t \left( H_2(s) \lim_{s \to \infty} \frac{1}{s} \int_0^s y(v)dv \right) ds
\]

\[
+ \lim_{t \to \infty} \frac{1}{t} \int_0^t \left( H_3(s) \lim_{s \to \infty} \frac{1}{s} \int_0^s z(v)dv \right) ds, a.s.
\]

For simplicity, we introduce the following notations:

\[
b_i = r_i - m_i, \theta_i/T, \phi_1 = a_{22}b_1 - a_{12}b_2, \phi_3 = a_{22}b_1^2/2 - a_{12}b_2^2/2,
\]

\[
\phi_2 = a_{11}b_1 - a_{21}b_1, \phi_3 = a_{11}b_1^2 - a_{21}b_1^2/2,
\]

\[
\phi_4 = a_{22}(r_1 - r_2^2/2) - a_{12}(r_2 - r_2^2/2),
\]

\[
\phi_5 = a_{11}b_1 + a_{31}b_1, \phi_6 = a_{11}b_1^2 + a_{31}b_1^2/2,
\]

\[
\phi_7 = a_{22}(r_1 - r_2^2/2) - a_{12}(r_2 - r_2^2/2),
\]

\[
\phi_8 = a_{11}b_1 - a_{21}b_1, \phi_9 = a_{11}b_1^2 - a_{21}b_1^2/2.
\]

\[
\phi_{10} = a_{22}(r_1 - r_2^2/2) - a_{12}(r_2 - r_2^2/2).
\]
\[ \dot{\phi}_4 = a_{11}(r_2 - \sigma_2^2/2) - a_{21}(r_1 - \sigma_1^2/2), \]

\[ G = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ -a_{31} & -a_{32} & a_{33} \end{bmatrix}, \quad R = \begin{bmatrix} a_{11} & b_1 & \sigma_1^2/2 \\ a_{21} & b_2 & \sigma_2^2/2 \\ -a_{31} & b_3 & \sigma_3^2/2 \end{bmatrix}, \]

\[ G_1 = \begin{bmatrix} b_1 & a_{12} & a_{13} \\ b_2 & a_{22} & a_{23} \\ b_3 & -a_{32} & a_{33} \end{bmatrix}, \quad \tilde{G}_1 = \begin{bmatrix} \sigma_1^2/2 & a_{12} & a_{13} \\ \sigma_2^2/2 & a_{22} & a_{23} \\ \sigma_3^2/2 & -a_{32} & a_{33} \end{bmatrix}, \]

\[ G_2 = \begin{bmatrix} a_{11} & b_1 & a_{13} \\ a_{21} & b_2 & a_{23} \\ -a_{31} & b_3 & a_{33} \end{bmatrix}, \quad \tilde{G}_2 = \begin{bmatrix} a_{11} & \sigma_1^2/2 & a_{13} \\ a_{21} & \sigma_2^2/2 & a_{23} \\ -a_{31} & \sigma_3^2/2 & a_{33} \end{bmatrix}, \]

\[ G_3 = \begin{bmatrix} a_{11} & a_{12} & b_1 \\ a_{21} & a_{22} & b_2 \\ -a_{31} & -a_{32} & b_3 \end{bmatrix}, \quad \tilde{G}_3 = \begin{bmatrix} a_{11} & a_{12} & \sigma_2^2/2 \\ a_{21} & a_{22} & \sigma_3^2/2 \\ -a_{31} & -a_{32} & \sigma_3^2/2 \end{bmatrix}. \]

Let \( A_{ij} \) be the complement minor of \( a_{ij} \) in the determinant \( G \) and \( \zeta_1 = 2b_1/\sigma_1^2, \zeta_2 = \phi_2/\phi_1, \zeta_3 = G_3/\tilde{G}_3 \), a simple calculation yields \( \zeta_1 > \zeta_2 > \zeta_3 \).

**Lemma 4.1.**

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t H_i(s)ds = \frac{m_i \theta}{T}. \]

**Proof.** For any \( t > 0 \), there exists a positive integer \( n \) such that \( t = nT + \varphi, \)

\[ 0 \leq \varphi < T. \]

By the fact that \( t \to \infty \) implies \( n \to \infty \), therefore

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t H_i(s)ds = \lim_{n \to \infty} \frac{\int_0^T H_i(s)ds + \int_T^{2T} H_i(s)ds + \cdots + \int_{nT}^{nT+\varphi} H_i(s)ds}{nT + \varphi} = \lim_{n \to \infty} \frac{nm_i \theta + \int_{nT}^{nT+\varphi} H_i(s)ds}{nT + \varphi} = \lim_{n \to \infty} \frac{m_i \theta + (\int_{nT}^{nT+\varphi} H_i(s)ds)/n}{T + \frac{\varphi}{n}} = \frac{m_i \theta}{T}. \]

\[ \Box \]

**Assumption 2.** \( R > 0 \).

This assumption implies that the survival ability of \( x(t) \) is stronger than \( y(t) \), see literatures ([9]).

**Assumption 3.** \( G > 0, G_i > 0 \) for \( i = 1, 2, 3; A_{33} > 0, \phi_1 > 0, \phi_2 > 0 \).

\( G > 0, G_i > 0 \) for \( i = 1, 2, 3 \), that is to say system (4) has a positive equilibrium if there are no stochastic noises. \( A_{33} > 0, \phi_1 > 0, \phi_2 > 0 \), which means system (4) has a positive equilibrium if both stochastic noise and predator are absent.

**Assumption 4.** \( \tilde{G}_i > 0 \) for \( i = 1, 2, 3; \phi_3 > 0, A_{23} > 0, A_{32} > 0, A_{31} < 0 \).

Under Assumptions 2-4, we can conclude the following lemmas as the same way of Theorem 1 in literature [21].
Lemma 4.2. If $\zeta_1 > 1 > \zeta_2$, then $y(t)$ and $z(t)$ go to extinction a.s., and the time average of $x(t)$ is the solution of the following linear equation:

$$a_{11}(x) = b_1 - \frac{\sigma_1^2}{2}.$$ 

That is to say,

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \langle x \rangle = \frac{b_1 - \sigma_1^2/2}{a_{11}}, \text{ a.s.}$$

Lemma 4.3. If $\zeta_2 > 1 > \zeta_3$, then $z(t)$ goes to extinction a.s., and the time averages of $x(t)$ and $y(t)$ are the solutions of the following system of linear equations:

$$\begin{cases}
   a_{11}(x) + a_{12}(y) = b_1 - \frac{\sigma_1^2}{2}, \\
   a_{21}(x) + a_{22}(y) + a_{23}(z) = b_2 - \frac{\sigma_2^2}{2}, \\
   -a_{31}(x) - a_{32}(y) + a_{33}(z) = b_3 - \frac{\sigma_3^2}{2}
\end{cases}$$

i.e. $\begin{pmatrix} a_{11} & a_{12} & a_{13} \\
   a_{21} & a_{22} & a_{23} \\
   -a_{31} & -a_{32} & a_{33} \end{pmatrix} \begin{pmatrix} \langle x \rangle \\
   \langle y \rangle \\
   \langle z \rangle \end{pmatrix} = \begin{pmatrix} b_1 - \frac{\sigma_1^2}{2} \\
   b_2 - \frac{\sigma_2^2}{2} \\
   b_3 - \frac{\sigma_3^2}{2} \end{pmatrix}$.

That is to say,

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \langle x \rangle = \frac{G_1 - \tilde{G}_1}{G}, \text{ a.s.}$$

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \langle y \rangle = \frac{G_2 - \tilde{G}_2}{G}, \text{ a.s.}$$

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t z(s)ds = \langle z \rangle = \frac{G_3 - \tilde{G}_3}{G}, \text{ a.s.}$$

Lemma 4.4. If $\zeta_3 > 1$, then the time averages of $x(t), y(t)$ and $z(t)$ are the solutions of the following system of linear equations:

$$\begin{cases}
   a_{11}(x) + a_{12}(y) + a_{13}(z) = b_1 - \frac{\sigma_1^2}{2}, \\
   a_{21}(x) + a_{22}(y) + a_{23}(z) = b_2 - \frac{\sigma_2^2}{2}, \\
   -a_{31}(x) - a_{32}(y) + a_{33}(z) = b_3 - \frac{\sigma_3^2}{2}
\end{cases}$$

That is to say,

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \langle x \rangle = \frac{G_1 - \tilde{G}_1}{G}, \text{ a.s.}$$

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \langle y \rangle = \frac{G_2 - \tilde{G}_2}{G}, \text{ a.s.}$$

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t z(s)ds = \langle z \rangle = \frac{G_3 - \tilde{G}_3}{G}, \text{ a.s.}$$

Theorem 4.5. If $\zeta_1 > 1 > \zeta_2$, then the optimal harvesting effort is

$$m_1^* = \frac{T}{2\theta}(r_1 - \frac{\sigma_1^2}{2}),$$

and the maximum yield is

$$W^* = \frac{1}{4a_{11}} (r_1 - \frac{\sigma_1^2}{2})^2.$$
Hence, the time-averaged objective function becomes

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \frac{b_1 - \sigma_1^2/2}{a_{11}}, \lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = 0, \lim_{t \to \infty} \frac{1}{t} \int_0^t z(s)ds = 0, \text{ a.s.} \]

Then the time-averaged objective function becomes

\[ W = \frac{\theta}{T} \frac{m_1}{a_{11}} \frac{b_1 - \sigma_1^2/2}{a_{11}} = \frac{\theta}{T} \frac{r_1 - 2m_1 - \sigma_1^2/2}{a_{11}} \]

\[ = \left( \frac{\theta}{T} \right)^2 \frac{1}{a_{11}} m_1^2 + \left( \frac{\theta}{T} \right) (r_1 - \sigma_1^2/2) m_1. \]

It is easy to calculate

\[ \frac{dW}{dm_1} = -2 \left( \frac{\theta}{T} \right)^2 \frac{1}{a_{11}} m_1 + \left( \frac{\theta}{T} \right) (r_1 - \sigma_1^2/2). \]

and the unique stagnation point is

\[ m_1^* = \frac{T(r_1 - \sigma_1^2/2)}{2\theta}. \]

Consequently,

\[ W^* = -\left( \frac{\theta}{T} \right)^2 \frac{1}{a_{11}} m_1^2 + \left( \frac{\theta}{T} \right) (r_1 - \sigma_1^2/2) m_1^* = \frac{1}{4a_{11}} (r_1 - \frac{\sigma_1^2}{2})^2 \]

is the maximum value since

\[ \frac{d^2W}{dm_1^2} = \left( \frac{\theta}{T} \right)^2 \frac{1}{a_{11}} < 0. \]

The proof of Theorem 4.5 is completed.

**Theorem 4.6.** If \( \zeta_2 > 1 > \zeta_3 \) and \( (a_{12} + a_{21})^2 - 4a_{11}a_{22} < 0 \) are satisfied. Then the optimal harvesting efforts are

\[ m_1 = \frac{T}{\theta} \left[ \frac{2a_{11}\phi_4 + (a_{12} + a_{21})\hat{\phi}_4}{4a_{11}a_{22} - (a_{12} + a_{21})^2} \right] A_{33} := \frac{T}{\theta} m_1^{**}, \]

\[ m_2 = \frac{T}{\theta} \left[ \frac{2a_{22}\hat{\phi}_4 - (a_{12} + a_{21})\phi_4}{4a_{11}a_{22} - (a_{12} + a_{12})^2} \right] A_{33} := \frac{T}{\theta} m_2^{**}. \]

The maximum yield is

\[ W^* = \frac{m_1^{**} \phi_4 + m_2^{**} \hat{\phi}_4 - a_{22}m_1^{**} - a_{11}m_2^{**} + (a_{12} + a_{21}) m_1^{**} m_2^{**}}{A_{33}}. \]

**Proof.** According to Lemma 4.3 we have

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t x(s)ds = \frac{\phi_1 - \hat{\phi}_1}{A_{33}}, \text{ a.s.} \]

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \frac{\phi_2 - \hat{\phi}_2}{A_{33}}, \text{ a.s.} \]

Hence, the time-averaged objective function becomes

\[ W = \frac{\theta}{T} m_1 \phi_4 - \left( \frac{\theta}{T} \right)^2 (a_{22}m_1^2 - a_{12}m_1m_2) + \frac{\theta}{T} m_2 \hat{\phi}_4 - \left( \frac{\theta}{T} \right)^2 (a_{11}m_2^2 - a_{21}m_1m_2) \]

\[ A_{33}. \]
It is easy to calculate
\[
\frac{\partial W}{\partial m_1} = \frac{\varrho}{\theta^2} \phi_4 - \frac{(\varrho/\theta)^2}{A_{33}} [2a_{22}m_1 - (a_{12} + a_{21})m_2],
\]
\[
\frac{\partial W}{\partial m_2} = \frac{\varrho}{\theta^2} \phi_4 - \frac{(\varrho/\theta)^2}{A_{33}} [2a_{11}m_2 - (a_{12} + a_{21})m_1],
\]
and the unique stagnation point is
\[
m_1^* = \frac{T}{\theta} \left[ 2a_{11} \phi_4 + (a_{12} + a_{21}) \phi_4 \right] / [4a_{11}a_{22} - (a_{12} + a_{21})^2 A_{33}],
\]
\[
m_2^* = \frac{T}{\theta} \left[ 2a_{22} \phi_4 - (a_{12} + a_{21}) \phi_4 \right] / [4a_{11}a_{22} - (a_{12} + a_{21})^2 A_{33}].
\]
Then the corresponding optimal yield is
\[
W^* = \frac{\varrho}{\theta} m_1^* \phi_4 - \frac{(\varrho/\theta)^2}{A_{33}} \left( a_{22}m_1^2 - a_{12}m_1m_2 + \varrho m_2^* \phi_4 - \frac{(\varrho/\theta)^2}{A_{33}} (a_{11}m_2^2 - a_{21}m_1m_2) \right).
\]
\[
= \frac{\varrho}{\theta} m_1^* \phi_4 + \frac{\varrho}{\theta} m_2^* \phi_4 - a_{22}m_1^2 \varrho m_2^* - a_{11}m_2^2 \varrho m_1^* + (a_{12} + a_{21}) m_1^* m_2^*
\]
due to $T = B^2 - AC = (a_{12} + a_{21})^2 - 4a_{11}a_{22} < 0$.

**Theorem 4.7.** Assume $\zeta_3 > 1$ and \(\begin{pmatrix} 2A_{11} & A_{12} + A_{21} & A_{13} + A_{31} \\ A_{12} + A_{21} & 2A_{22} & A_{23} + A_{32} \\ A_{13} + A_{31} & A_{23} + A_{32} & 2A_{33} \end{pmatrix}\) is a positive definite matrix. Then the optimal harvesting efforts are

\[
m_1^* = \frac{T}{\theta} \begin{pmatrix} Q & A_{12} + A_{21} & A_{13} + A_{31} \\ P & 2A_{22} & A_{23} + A_{32} \\ L & A_{23} + A_{32} & 2A_{33} \end{pmatrix} := \frac{T}{\theta} \tilde{m}_1^*,
\]
\[
m_2^* = \frac{T}{\theta} \begin{pmatrix} 2A_{11} & A_{12} + A_{21} & A_{13} + A_{31} \\ A_{12} + A_{21} & P & A_{13} + A_{31} \\ A_{13} + A_{31} & Q & A_{23} + A_{32} \end{pmatrix} := \frac{T}{\theta} \tilde{m}_2^*,
\]
\[
m_3^* = \frac{T}{\theta} \begin{pmatrix} 2A_{11} & A_{12} + A_{21} & P \\ A_{12} + A_{21} & 2A_{22} & Q \\ A_{13} + A_{31} & A_{23} + A_{32} & L \end{pmatrix} := \frac{T}{\theta} \tilde{m}_3^*.
\]
The corresponding optimal time-averaged yield is
\[ W^* = \frac{m_1^* \cdot [Q - (m_1^* A_{11} + m_2^* A_{21} + m_3^* A_{31})]}{G} \]
\[ + \frac{m_2^* \cdot [P - (m_1^* A_{12} + m_2^* A_{22} + m_3^* A_{32})]}{G} \]
\[ + \frac{m_3^* \cdot [L - (m_1^* A_{13} + m_2^* A_{23} + m_3^* A_{33})]}{G}, \]
where
\[ Q = \begin{vmatrix} r_1 - \sigma_1^2 / 2 & a_{12} & a_{13} \\ r_2 - \sigma_2^2 / 2 & a_{22} & a_{23} \\ r_3 - \sigma_3^2 / 2 & -a_{32} & a_{33} \end{vmatrix}, \]
\[ P = \begin{vmatrix} a_{11} & r_1 - \sigma_1^2 / 2 & a_{13} \\ a_{21} & r_2 - \sigma_2^2 / 2 & a_{23} \\ -a_{31} & r_3 - \sigma_3^2 / 2 & a_{33} \end{vmatrix}, \]
\[ L = \begin{vmatrix} a_{11} & a_{12} & r_1 - \sigma_1^2 / 2 \\ a_{21} & a_{22} & r_2 - \sigma_2^2 / 2 \\ -a_{31} & a_{32} & r_3 - \sigma_3^2 / 2 \end{vmatrix}. \]

**Proof.** Based on Lemma 4.4, it holds that
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t x(s) ds = \frac{G_1 - \tilde{G}_1}{G}, \text{ a.s.} \]
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t y(s) ds = \frac{G_2 - \tilde{G}_2}{G}, \text{ a.s.} \]
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t z(s) ds = \frac{G_3 - \tilde{G}_3}{G}, \text{ a.s.} \]
Thus, it is clear that
\[ W = \frac{\theta}{T} m_1 \cdot [Q - \frac{\theta}{T} (m_1 A_{11} + m_2 A_{21} + m_3 A_{31})] \]
\[ + \frac{\theta}{T} m_2 \cdot [P - \frac{\theta}{T} (m_1 A_{12} + m_2 A_{22} + m_3 A_{32})] \]
\[ + \frac{\theta}{T} m_3 \cdot [L - \frac{\theta}{T} (m_1 A_{13} + m_2 A_{23} + m_3 A_{33})]. \]

It is easy to obtain that
\[ \frac{\partial W}{\partial m_1} = \frac{Q \theta}{T} - \left( \frac{\theta}{T} \right)^2 \left[ 2A_{11} m_1 + (A_{12} + A_{21}) m_2 + (A_{13} + A_{31}) m_3 \right] \]
\[ \frac{\partial W}{\partial m_2} = \frac{P \theta}{T} - \left( \frac{\theta}{T} \right)^2 \left[ (A_{12} + A_{21}) m_1 + 2A_{22} m_2 + (A_{23} + A_{32}) m_3 \right] \]
\[ \frac{\partial W}{\partial m_3} = \frac{L \theta}{T} - \left( \frac{\theta}{T} \right)^2 \left[ (A_{13} + A_{31}) m_1 + (A_{23} + A_{32}) m_2 + 2A_{33} m_3 \right]. \]

Hence, the unique stagnation point is
\[ m_1^* = \frac{T}{\theta} m_1^*, m_2^* = \frac{T}{\theta} m_2^*, m_3^* = \frac{T}{\theta} m_3^*, \]
where

\[
m_{1}^{**} = \begin{bmatrix} Q & A_{12} + A_{21} & A_{13} + A_{31} \\ P & 2A_{22} & A_{23} + A_{32} \\ L & A_{23} + A_{32} & 2A_{33} \end{bmatrix}
\]

\[
m_{2}^{**} = \begin{bmatrix} 2A_{11} & A_{12} + A_{21} & A_{13} + A_{31} \\ A_{12} + A_{21} & 2A_{22} & A_{23} + A_{32} \\ A_{13} + A_{31} & A_{23} + A_{32} & 2A_{33} \end{bmatrix}
\]

\[
m_{3}^{**} = \begin{bmatrix} 2A_{11} & A_{12} + A_{21} \\ A_{12} + A_{21} & 2A_{22} \\ A_{13} + A_{31} & A_{23} + A_{32} \end{bmatrix}
\]

Noting that

\[
\begin{bmatrix} 2A_{11} & A_{12} + A_{21} \\ A_{12} + A_{21} & 2A_{22} \\ A_{13} + A_{31} & A_{23} + A_{32} \end{bmatrix}
\]

is a positive definite matrix, so, the corresponding optimal time-averaged yield is:

\[
W^{*} = \frac{\theta}{\tau} m_{1}^{*} \cdot \left[ Q - \frac{\theta}{\tau} (m_{1}^{*} A_{11} + m_{2}^{*} A_{21} + m_{3}^{*} A_{31}) \right] G
+ \frac{\theta}{\tau} m_{2}^{*} \cdot \left[ P - \frac{\theta}{\tau} (m_{1}^{*} A_{12} + m_{2}^{*} A_{22} + m_{3}^{*} A_{32}) \right] G
+ \frac{\theta}{\tau} m_{3}^{*} \cdot \left[ L - \frac{\theta}{\tau} (m_{1}^{*} A_{13} + m_{2}^{*} A_{23} + m_{3}^{*} A_{33}) \right] G
= m_{1}^{*} \cdot \left[ Q - (m_{1}^{*} A_{11} + m_{2}^{*} A_{21} + m_{3}^{*} A_{31}) \right] G
+ m_{2}^{*} \cdot \left[ P - (m_{1}^{*} A_{12} + m_{2}^{*} A_{22} + m_{3}^{*} A_{32}) \right] G
+ m_{3}^{*} \cdot \left[ L - (m_{1}^{*} A_{13} + m_{2}^{*} A_{23} + m_{3}^{*} A_{33}) \right] G.
\]

Now, let’s consider a special case for Theorem 4.5.

**Corollary 1.** Suppose \( \theta = T \). In other words, there is no intermittent capture. Then the optimal harvesting strategy is:

\[
m^{*} = \left( \frac{r_{1} - \sigma_{1}^{2}/2}{2a_{11}} \right).
\]

The optimal harvesting yield is

\[
W^{*} = \left( \frac{r_{1} - \sigma_{1}^{2}/2}{4a_{11}} \right)^{2}.
\]
These conclusions are agree with the classical results obtained by J.R. Beddington and R.M. May [6], which were published in Science in 1977.

Corollary 2. Suppose $\theta = T$, which is a special case for Theorem 4.6. Then the optimal harvesting strategies are:

$$m_1^* = \frac{2a_{11}\phi_4 + (a_{12} + a_{21})\tilde{\phi}_4}{[4a_{11}a_{22} - (a_{12} + a_{21})^2]A_{33}},$$

$$m_2^* = \frac{2a_{22}\tilde{\phi}_4 - (a_{12} + a_{21})\phi_4}{[4a_{11}a_{22} - (a_{12} + a_{12})^2]A_{33}}.$$

The corresponding maximum yield is

$$W^* = m_1^*\phi_4 - (a_{22}m_1^{*2} - a_{12}m_1^*m_2^*) + m_2^*\tilde{\phi}_4 - (a_{11}m_2^{*2} - a_{21}m_1^*m_2^*).$$

These conclusions are consistent with the results given by Zou and Wang in [31].

Corollary 3. Suppose $\sigma_1 = 0$, the model becomes a deterministic model with intermittent capture. As far as we know, even the deterministic conclusion has not been studied so far. Hence, results in this paper are novel.

5. Practical examples and numerical simulations.

5.1. Practical examples.

Remark 3. (Effect of intermittent capture) In view of Theorems 4.5-4.7 and corollaries 1-2, it is easy to find that $\theta/T$ can affect the optimal harvesting efforts, but it cannot change the corresponding optimal time-averaged objective functions. In this section, we will explain these interesting results with some examples in literatures.

Practical example 1: $\theta/T$ can affect the optimal harvesting efforts (See literature [24]). According to the survey data conducted by east China sea region fishery resources dynamic monitoring network, more than 100 thousand fishing boats have been shortened by 2 to 3 months of operation time each year, and the efficiency of fishery production has been improved, i.e. the harvesting efforts have been improved clearly. This practical example shows intermittent capture can affect the optimal harvesting efforts.

Practical example 2: $\theta/T$ cannot change the corresponding optimal time-averaged yield (See literature [28]). The fishing boats do not go out to sea to produce during the summer closed fishing. As a result, this will temporarily reduce the output of fishery resources. However, the output of the loss during the summer closed fishing was compensated by the production of the fishing season. So, the actual economic outputs remained relatively stable.

5.2. Numerical simulations. Finally, we make some numerical simulations for this stochastic two-prey one-predator Lotka-Volterra model, we let $r_1 = 0.5, r_2 = 0.9, r_3 = 0.7, a_{11} = 0.46, a_{12} = 0.15, a_{13} = 0.35, a_{21} = 0.3, a_{22} = 1.4, a_{23} = 0.2, a_{31} = 0.4, a_{32} = 0.5, a_{33} = 2, \sigma_1 = 0.3, \sigma_2 = 0.3, \sigma_3 = 0.4, \theta = 0.7$ and $T = 1$. Based on these parameters, we can obtain that the optimal harvesting efforts are
\( m_1^* = 0.2543, m_2^* = 0.4950, m_3^* = 0.7736. \) The numerical simulations under these parameters can be found in Figure 1. In addition, the time-average for all the populations are given in Figure 2. Furthermore, it is easy to work out that \( \zeta_3 = 4.3372 > 1, \)

![Figure 1. Numerical simulations for sample paths](image1)

![Figure 2. Numerical simulations for time average](image2)
\[
\begin{pmatrix}
2A_{11} & A_{12} + A_{21} & A_{13} + A_{31} \\
A_{12} + A_{21} & 2A_{22} & A_{23} + A_{32} \\
A_{13} + A_{31} & A_{23} + A_{32} & 2A_{33}
\end{pmatrix}
= \begin{pmatrix}
5.8 & -1.155 & -0.05 \\
-1.155 & 2.12 & 0.183 \\
-0.02 & 0.183 & 1.75
\end{pmatrix}
\]
is a positive definite matrix. Moreover, \( R = 0.157, G = 1.3755, G_1 = 0.5980, G_2 = 0.3698, G_3 = 0.3210, A_{33} = 0.5990, \varphi_1 = 0.3678, \varphi_3 = 0.1580, G_1 = 0.0723, G_2 = 0.0181, G_3 = 0.074, \phi_2 = 0.2017, A_{23} = 0.17, A_{32} = 0.013, A_{31} = -0.46. \) We can easily verify that assumptions 2-4 are also satisfied, so we can obtain the maximum yield is \( W^* = 0.3492. \)

Due to the existence of stochastic factors, it is difficult to see the effect of intermittent control from Figure 1. Therefore, in order to clearly reflect the effect of intermittent control through numerical simulations, we give a numerical simulation in a one-dimensional simple case (see Figure 3). As can be seen from Figure 3, the population size has an obvious downward trend in the fishing season, while the population size has an obvious upward trend in the fishing off season.

**Figure 3.** The effects of intermittent control in one-dimensional situation

6. **Conclusions and discussions.** The main contributions of this paper are as follows:

- Intermittent control is introduced to simulate the phenomenon of “summer fishing moratorium”.
- A new objective function is proposed.
- Optimization problems are solved by almost sure equivalence method.

Conclusions in the paper state that

- Stochastic factors affect the optimal harvesting problems through parameters \( \sigma_i^2/2, i = 1, 2, 3, \) which are usually thought of as the intensities of stochastic noises.
- Intermittent controls affect the optimal harvesting problems through parameter \( \theta/T, \) which is the time proportion.
It is worth mentioning that the modeling ideas and problem-solving methods in this paper can be applied to other stochastic models.

Appendix A: Proof of Lemma 3.3.

Proof. Let \( V_1 = a_{31}^t x, V_2 = a_{32}^t y, V_3 = a_{mn}^t z \), where \( a_{mn} = \min\{a_{13}, a_{23}\} \).

\( V = V_1 + V_2 + V_3 \), then \( dV = dV_1 + dV_2 + dV_3 \). Using the generalized Itô formula, we obtain

\[
dV = LV \, dt + a_{31}^t \sigma_1 x(t) dB_1(t) + a_{32}^t \sigma_2 y(t) dB_2(t) + a_{mn}^t \sigma_3 z(t) dB_3(t),
\]

where

\[
LV = a_{31}^t [x(t)(1 + r_1 - H_1(t) \, a_{11} x(t) - a_{12} y(t) - a_{13} z(t))] dt
+ a_{32}^t [y(t)(1 + r_2 - H_2(t) \, a_{21} x(t) - a_{22} y(t) - a_{23} z(t))] dt
+ a_{mn}^t [z(t)(1 + r_3 - H_3(t) + a_{31} x(t) + a_{32} y(t) - a_{33} z(t))] dt
\]

\[
\leq e^{t} [-a_{11} a_{31} x^2(t) + a_{31} (1 + r_1 - H_1(t)) x(t) - a_{31} a_{13} x(t) z(t)] dt
+ e^{t} [-a_{22} a_{32} y^2(t) + a_{32} (1 + r_2 - H_2(t)) y(t) - a_{32} a_{23} y(t) z(t)] dt
+ e^{t} [-a_{33} a_{mn} z^2(t) + a_{mn} (1 + r_3 - H_3(t)) z(t) + a_{31} a_{mn} x(t) z(t)] dt
\]

\[
\leq e^{t} [-a_{11} a_{31} x^2(t) + a_{31} (1 + r_1 - H_1(t)) x(t)] dt
+ e^{t} [-a_{22} a_{32} y^2(t) + a_{32} (1 + r_2 - H_2(t)) y(t)] dt
+ e^{t} [-a_{33} a_{mn} z^2(t) + a_{mn} (1 + r_3 - H_3(t)) z(t)] dt
\]

It is easy to see that there exist three positive constants \( M_1, M_2 \) and \( M_3 \) such that

\[
-a_{11} a_{31} x^2(t) + a_{31} (1 + r_1 - H_1(t)) x(t) \leq M_1,
-a_{22} a_{32} y^2(t) + a_{32} (1 + r_2 - H_2(t)) y(t) \leq M_2,
-a_{33} a_{mn} z^2(t) + a_{mn} (1 + r_3 - H_3(t)) z(t) \leq M_3.
\]

Integrating from 0 to \( t \) on both sides of the inequality (10), we can obtain that

\[
e^{t} (a_{31} x(t) + a_{32} y(t) + a_{mn} z(t))
\leq e^{t} (a_{31} x(0) + a_{32} y(0) + a_{mn} z(0)) + (M_1 + M_2 + M_3) \int_{0}^{t} e^{s} ds
+ \int_{0}^{t} e^{s} a_{31} \sigma_1 x(s) dB_1(s) + \int_{0}^{t} e^{s} a_{32} \sigma_2 y(s) dB_2(s) + \int_{0}^{t} e^{s} a_{mn} \sigma_3 z(s) dB_3(s).
\]

Besides, taking expectations on both sides,

\[
\mathbb{E} [a_{31} x(t) + a_{32} y(t) + a_{mn} z(t)] \leq a_{31} x(0) + a_{32} y(0) + a_{mn} z(0) + M_1 + M_2 + M_3 < \infty.
\]

Then we can easily show that,

\[
\mathbb{E} |x(t), y(t), z(t)| \leq \mathbb{E} |x(t) + y(t) + z(t)|
\leq a_{31} x(0) + a_{32} y(0) + a_{mn} z(0) + M_1 + M_2 + M_3 =: M_4.
\]

To sum up,

\[
\sup_{0 \leq t < \infty} \mathbb{E} |x(t), y(t), z(t)| \leq M_4 < \infty, \quad t > 0
\]

for any initial value \((x(0), y(0), z(0)) \in R^3_+\). The proof is completed. \(\Box\)
Appendix B: Proof of Lemma 3.4.

Proof. Define

\[ V(t) = |\ln x_1(t) - \ln x_2(t)| + |\ln y_1(t) - \ln y_2(t)| + |\ln z_1(t) - \ln z_2(t)|, \]

then

\[ dV(t) = d|\ln x_1(t) - \ln x_2(t)| + d|\ln y_1(t) - \ln y_2(t)| + d|\ln z_1(t) - \ln z_2(t)|, \]

where

\[
\begin{align*}
\text{d} \ln x_1(t) &= (r_1 - H_1(t) - a_{11} x_1(t) - a_{12} y_1(t) - a_{13} z_1(t) - \frac{1}{2} \sigma_1^2) \, dt + \sigma_1 \, dB_1(t) \\
\text{d} \ln y_1(t) &= (r_2 - H_2(t) - a_{21} x_1(t) - a_{22} y_1(t) - a_{23} z_1(t) - \frac{1}{2} \sigma_2^2) \, dt + \sigma_2 \, dB_2(t) \\
\text{d} \ln z_1(t) &= (r_3 - H_3(t) + a_{31} x_1(t) + a_{32} y_1(t) - a_{33} z_1(t) - \frac{1}{2} \sigma_3^2) \, dt + \sigma_3 \, dB_3(t)
\end{align*}
\]

Next, let’s write \( x_i(t) \) as \( x_i, y_i(t) \) as \( y_i \) and \( z_i(t) \) as \( z_i \), consequently,

\[
\begin{align*}
dV &= -\text{sign}(x_1 - x_2)[a_{11}(x_1 - x_2) + a_{12}(y_1 - y_2) + a_{13}(z_1 - z_2)] \, dt \\
&\quad -\text{sign}(y_1 - y_2)[a_{21}(x_1 - x_2) + a_{22}(y_1 - y_2) + a_{23}(z_1 - z_2)] \, dt \\
&\quad -\text{sign}(z_1 - z_2)[-a_{31}(x_1 - x_2) - a_{32}(y_1 - y_2) + a_{33}(z_1 - z_2)] \, dt \\
&\leq \{[a_{11}|x_1 - x_2| + a_{22}|y_1 - y_2| + a_{33}|z_1 - z_2|] + a_{12}|y_1 - y_2| \\
&\quad + a_{13}|z_1 - z_2| + a_{21}|x_1 - x_2| + a_{23}|z_1 - z_2| + a_{31}|x_1 - x_2| \\
&\quad + a_{32}|y_1 - y_2| \} \, dt \\
&\leq \{[(-a_{11} + a_{21} + a_{31})|x_1 - x_2| + (-a_{22} + a_{12} + a_{32})|y_1 - y_2| \\
&\quad + (-a_{33} + a_{13} + a_{23})|z_1 - z_2|] \} \, dt.
\end{align*}
\]

Let \( N = \min\{a_{11} - a_{21} - a_{31}, a_{22} - a_{12} - a_{32}, a_{33} - a_{13} - a_{23}\} \), then the aforementioned inequality (11) becomes:

\[ dV \leq -N \left(|x_1(t) - x_2(t)| + |y_1(t) - y_2(t)| + |z_1(t) - z_2(t)|\right). \] (12)

Integrating from 0 to \( t \) on both sides of the inequality (12) and let \( t \to \infty \), it is not difficult to obtain

\[ V(t) + N \int_0^\infty [|x_1(s) - x_2(s)| + |y_1(s) - y_2(s)| + |z_1(s) - z_2(s)|] \, ds \leq V(0) < \infty. \]

Then

\[ \int_0^\infty |x_1(s) - x_2(s)| + |y_1(s) - y_2(s)| + |z_1(s) - z_2(s)| \, ds < \infty. \] (13)

Taking expectations on both sides of inequality (13),

\[ \mathbb{E} \int_0^\infty \left[|x_1(s) - x_2(s)| + |y_1(s) - y_2(s)| + |z_1(s) - z_2(s)|\right] \, ds < \infty, \]

which result in

\[ \int_0^\infty \mathbb{E} \left[|x_1(s) - x_2(s)| + |y_1(s) - y_2(s)| + |z_1(s) - z_2(s)|\right] \, ds < \infty. \]
Integrating from 0 to $t$ and taking expectations on both sides of (4) yield

$$
\begin{align*}
\mathbb{E}[x(t)] &= x(0) + \int_0^t [(r_1 - H_1(s)) \mathbb{E}[x(s)] \, ds - \int_0^t [a_{11} \mathbb{E}[x^2(s)] + a_{12} \mathbb{E}[x(s)y(s)] + a_{13} \mathbb{E}[x(s)z(s)]] \, ds
\end{align*}
$$

and

$$
\mathbb{E}[y(t)] = y(0) + \int_0^t [(r_2 - H_2(s)) \mathbb{E}[y(s)] \, ds - \int_0^t [a_{21} \mathbb{E}[x(s)y(s)] + a_{22} \mathbb{E}[y^2(s)] + a_{23} \mathbb{E}[y(s)z(s)]] \, ds
\end{align*}
$$

and

$$
\mathbb{E}[z(t)] = z(0) + \int_0^t [(r_3 - H_3(s)) \mathbb{E}[z(s)] \, ds - \int_0^t [a_{31} \mathbb{E}[x(s)z(s)] + a_{32} \mathbb{E}[y(s)z(s)] + a_{33} \mathbb{E}[z^2(s)]] \, ds.
\end{align*}
$$

This implies that $\mathbb{E}[x(t)], \mathbb{E}[y(t)]$ and $\mathbb{E}[z(t)]$ are continuous functions about $t$.

In the proof of Lemma 3.3, we have showed that $\mathbb{E}[x(t)], \mathbb{E}[y(t)]$ and $\mathbb{E}[z(t)]$ are bounded functions, and the boundedness of $\mathbb{E}[x^2(t)], \mathbb{E}[y^2(t)]$ and $\mathbb{E}[z^2(t)]$ can be followed as the same line. So, we have

$$
0 \leq \mathbb{E}[x(t)y(t)] \leq (\mathbb{E}[x^2(t)])^{\frac{1}{2}} (\mathbb{E}[y^2(t)])^{\frac{1}{2}} < \infty,
$$

$$
0 \leq \mathbb{E}[x(t)z(t)] \leq (\mathbb{E}[x^2(t)])^{\frac{1}{2}} (\mathbb{E}[z^2(t)])^{\frac{1}{2}} < \infty,
$$

$$
0 \leq \mathbb{E}[z(t)y(t)] \leq (\mathbb{E}[z^2(t)])^{\frac{1}{2}} (\mathbb{E}[y^2(t)])^{\frac{1}{2}} < \infty,
$$

which imply $\mathbb{E}[x(t)y(t)], \mathbb{E}[x(t)z(t)]$ and $\mathbb{E}[y(t)z(t)]$ are also bounded functions. Thereby, we can obtain that $d\mathbb{E}[x(t)]/dt, d\mathbb{E}[y(t)]/dt$ and $d\mathbb{E}[z(t)]/dt$ are bounded functions, and this implies $\mathbb{E}[x(t)], \mathbb{E}[y(t)]$ and $\mathbb{E}[z(t)]$ are uniformly continuous functions. Hence, Lemma 3.2 yields

$$
\lim_{t \to \infty} \mathbb{E} \left[ \left| (x_1(t), y_1(t), z_1(t)) - (x_2(t), y_2(t), z_2(t)) \right| \right]
$$

$$
\leq \mathbb{E} \left[ |x_1(t) - x_2(t)| + |y_1(t) - y_2(t)| + |z_1(t) - z_2(t)| \right] = 0.
$$

This proof is completed.

\section*{Appendix C: Proof of Lemma 3.5.}

\textbf{Proof.} Let $p(t, X_t, \cdot)$ represent the transition probability of process $X_t$, $\mathcal{B}(\mathbb{R}^n)$ represent all the probability measures on $\mathbb{R}^n$. Let

$$
\mathcal{L} = \{g : \mathbb{R}^n \to \mathbb{R} : |g(x) - g(y)| \leq |x - y|, \text{and } |g(\cdot)| \leq 1\}
$$

for any $\mathcal{B}_1, \mathcal{B}_2 \in \mathcal{B}(\mathbb{R}^n)$, define

$$
d_{\mathcal{L}}(\mathcal{B}_1, \mathcal{B}_2) = \sup_{g \in \mathcal{L}} \left| \int_{\mathbb{R}^n} g(x) \mathcal{B}_1(dx) - \int_{\mathbb{R}^n} g(x) \mathcal{B}_2(dx) \right|.
$$

By Lemma 3.4, we can obtain $\{p(t, X_t, \cdot)\}$ is a Cauchy sequence in space $\mathcal{B}(\mathbb{R}^n)$ with measure $d_{\mathcal{L}}$, so there is a unique probability measure $\pi(\cdot)$ on $\mathbb{R}^n$, such that $\lim_{t \to \infty} p_{\mathcal{L}}(t, X_t, \cdot) = \pi(\cdot) = 0$. Noticing the fact that weak convergence of probability is a concept of metric [19], so, $\lim_{t \to \infty} d_{\mathcal{L}}(p(t, X_t, \cdot), \pi(\cdot)) = 0$ is equivalent to the fact that $p(t, X_t, \cdot) \xrightarrow{\text{weakly}} \pi(\cdot)$ as $t \to \infty$. The proof is completed. \hfill \Box
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