SUPERSYMMETRIC SEMISIMPLE CARDY-FROBENIUS ALGEBRAS
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Abstract. Cardy-Frobenius algebra is the algebraic structure on the space of states in open-closed topological field theory. We prove that every semisimple super Cardy-Frobenius algebra is the direct sum of the super Cardy-Frobenius algebras of three simple types. We also apply our results to singularity theory via Landau-Ginzburg models and matrix factorizations.

1. Introduction

Topological field theories reflect the topological aspects of string theory. It was first introduced by Atiyah ([2]). The corresponding algebraical object for 2D-topological field theories is Frobenius algebras for closed field theories (i.e. those where the worldsheet is the closed Riemann surface) and Cardy-Frobenius algebras for open-closed field theories (i.e. those where the worldsheet is the Riemann surface with boundary). The latter ones were developed and defined in [5] and [6]. The proof of equivalence of the corresponding categories could be found in [1]. The notion of super Cardy-Frobenius algebra were introduced in [5] in the case of super field theories.

One of the important examples of the open-closed topological super field theories is provided by the so-called Landau-Ginzburg models. The mathematical way to formulate this theory is via matrix factorization. This theory is of the great interest because it is strongly connected with some questions in algebraic geometry and singularities theory. (See, for example, [8] for these connections.)

In this work, we provide the classification of the semisimple super Cardy-Frobenius algebras. More precisely, the semisimple super Cardy-Frobenius algebra could be decomposed in the sum of the Cardy-Frobenius algebras of three types which we call elementary. This is the super analog of the classification of [1].

We also use our results in singularity theory via Landau-Ginzburg models. We are interested in the conjecture of Hailong Dao ([4], Conjecture 3.15). It was first proved in [7]. Another proof with the use
of Landau-Ginzburg models was given in [9]. Using our results, we provide a simple proof for this conjecture in semisimple case.

In Section 2 we give the definitions and examples.

In Section 3 we prove our main classificational result (Theorem 3.1).

In Section 4 we introduce Landau-Ginzburg theory and apply the results of Section 3 to singularity theory.

We will use the following conventions and notations:

1.1. Conventions and notations. Let $K$ be our basic field. We will assume it to be algebraically closed.

We will denote by $E$ the identity matrix and by $E_{i,j}$ the matrix with the entry 1 in the cell $(i,j)$ and zeroes in other cells.
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2. Super Cardy-Frobenius algebra

Let us start with the definition:

**Definition 2.1.** ([5]) The super Cardy-Frobenius algebra consists of the following data and conditions:

1) a commutative (in the super sense) finite-dimensional unital $\mathbb{Z}/2\mathbb{Z}$-graded algebra $A$ (which we will call a bulk algebra) and a finite-dimensional unital $\mathbb{Z}/2\mathbb{Z}$-graded algebra $B$ (which we will call a boundary algebra); we denote by $|\cdot| \in \{0, 1\}$ the degree function for elements of $A$ and $B$ of pure degree;

2) a pair of linear forms on them: $\theta_A : A \to K$ and $\theta_B : B \to K$ such that bilinear forms $\langle \cdot, \cdot \rangle_A$ and $\langle \cdot, \cdot \rangle_B$ obtained by relation

$$\langle X, Y \rangle : = \theta(XY)$$

are nondegenerate and symmetric:

$$(2.1) \quad \theta(XY) = (-1)^{|X||Y|}\theta(YX),$$

for elements $X, Y$ of pure degree;

3) a homomorphism of unital algebras $\tau_* : A \to B$, which maps $A$ to the center of $B$ and preserves grading (bulk-boundary map);

4) a map of vector spaces $\tau^* : B \to A$, conjugated to $\tau_*$ with respect to bilinear forms, which either preserves or reverses grading (boundary-bulk map);

5) (Cardy condition.) $\langle \tau^*(X), \tau^*(Y) \rangle_A = \text{str}_K(m_{X,Y})$, where $m_{X,Y} \in \text{End}_K(B)$ is the multiplication map:

$$(2.2) \quad m_{X,Y} : B \to B : f \mapsto (-1)^{|X||Y|+|X||f|}Y \cdot f \cdot X,$$
for any \( X, Y \in B \).

**Example 2.2.** Algebras \( A = K, B = 0 \) with \( \theta_A(1) = \lambda \neq 0 \) form a (super) Cardy-Frobenius algebra

**Example 2.3.** Let \( A = K, B = \text{Mat}(n|m) \), i.e., the algebra of endomorphisms of the graded vector space \( K^{n|m} \). Consider the forms and the maps:

\[
\theta_A(x) = \lambda x, \quad \theta_B(X) = \mu \text{str}(X), \quad \text{where } \lambda, \mu \in K^x;
\]

\[
\tau_\ast(x) = xE, \quad \tau^\ast(X) = \frac{\mu}{\lambda} \text{str}(X)
\]

such that the following relation holds:

\[
(2.3) \quad \lambda = \mu^2.
\]

Then it is a Cardy-Frobenius algebra.

**Proof.** Let us check the Cardy condition.

We will abstractly identify \( \text{Mat}(n|m) \) with \( \text{Mat}(n+m) \) as algebra by forgetting grading and consider the elements \( E_{i,j} \) as the elements of \( \text{Mat}(n|m) \).

By linearity it suffices to check the Cardy condition for elements \( E_{i,j} \) and compute the traces in basis \( E_{i,j} \). Note that:

\[
E_{i_1,j_1}E_{k,l}E_{i_2,j_2} = \delta_{j_1,k}\delta_{i_1,i_2}E_{i_1,j_2}.
\]

Thus,

\[
\text{str}(m_{E_{i_1,j_1}, E_{i_2,j_2}}) = \begin{cases} 
0, & \text{if } i_1 \neq j_1 \text{ or } i_2 \neq j_2; \\
1, & \text{if } i_1 = j_1, i_2 = j_2 \text{ and } |E_{i_1,i_2}| = 0; \\
-1, & \text{if } i_1 = j_1, i_2 = j_2 \text{ and } |E_{i_1,i_2}| = 1.
\end{cases}
\]

Let us also note that:

\[
\tau^\ast(E_{i,j}) = \begin{cases} 
\frac{\mu}{\lambda}, & \text{if } i = j \leq n; \\
-\frac{\mu}{\lambda}, & \text{if } i = j > n; \\
0, & \text{if } i \neq j.
\end{cases}
\]

Then,

\[
\langle \tau^\ast(E_{i_1,j_1}), \tau^\ast(E_{i_2,j_2}) \rangle = \begin{cases} 
\frac{\mu^2}{\lambda}, & \text{if } i_1 \neq j_1 \text{ or } i_2 \neq j_2; \\
\frac{\mu^2}{\lambda}, & \text{if } i_1 = j_1, i_2 = j_2 \text{ and either } i_1, i_2 \leq n, \text{ or } i_1, i_2 > n; \\
-\frac{\mu^2}{\lambda}, & \text{otherwise}.
\end{cases}
\]

Therefore, (2.3) is equivalent to the Cardy condition. \( \square \)
Example 2.4. Let $A = K, B = Q(n) := \text{Mat}(n)[\xi]$, where $|\xi| = 1$ and $\xi^2 = 1$. Consider the forms and the maps:

$$\theta_A(x) = \lambda x, \quad \theta_B(X + Y \xi) = \mu \text{tr}(Y), \quad \text{where } \lambda, \mu \in K^*;$$

$$\tau_s(x) = xE, \quad \tau^*(X + Y \xi) = \frac{\mu}{\lambda} \text{tr}(Y)$$

such that the following relation holds:

$$\lambda = \frac{1}{2} \mu^2. \quad (2.4)$$

Then it is a Cardy-Frobenius algebra.

**Proof.** Let us check the Cardy condition. By linearity it suffices to consider only elements $E_{i,j}$ and $E_{i,j}\xi$ and compute traces in the same basis.

In this basis operator $m_{E_{i_1,j_1},E_{i_2,j_2}}$ has nonzero diagonal entries if and only if $i_1 = j_1$ and $i_2 = j_2$. In this case, it is 1 for $E_{i_1,i_2}$ and 1 for $E_{i_1,i_2}\xi$. Since one of them is even and the other is odd, they are taken with different signs and the right-hand side of the Cardy condition vanishes.

If $X$ and $Y$ have the different parity, then in the chosen basis, operator $m_{X,Y}$ has no nonzero entries on the diagonal.

Note that $\tau^*$ vanishes on even elements. Thus, the Cardy condition is valid if at least one of the elements is even. Therefore, it remains to check it for $X = E_{i_1,j_1}\xi, Y = E_{i_2,j_2}\xi$.

Operator $m_{E_{i_1,j_1},E_{i_2,j_2}}$ has nonzero diagonal entries in the chosen basis only if and only if $i_1 = j_1$ and $i_2 = j_2$. In this case, it is 1 for $E_{i_1,i_2}$ and 1 for $E_{i_1,i_2}\xi$. Due to the choice of signs in $(2.2)$, both of them are taken with the sign + and the right-hand side of the Cardy condition is equal to 2.

Let us note that $\tau^*(E_{i_1,j_1}\xi) = \tau^*(E_{i_2,j_2}\xi) = \frac{\mu}{\lambda}$ and the left-hand side of the Cardy condition equals $\frac{\mu^2}{\lambda}$. Therefore, $(2.4)$ is equivalent to the Cardy condition.

□

Definition 2.5. We will call the Cardy-Frobenius algebras of Example 2.2, Example 2.3, Example 2.4 elementary Cardy-Frobenius algebras.

Further, we will work with semisimple super Cardy-Frobenius algebras:

Definition 2.6. The Cardy-Frobenius algebra is called semisimple if $A$ and $B$ are semisimple in the category of $\mathbb{Z}/2\mathbb{Z}$-graded algebras.

Example 2.7. The elementary Cardy-Frobenius algebras are semisimple.
Definition 2.8. The direct sum of the Cardy-Frobenius algebras $(A_1, B_1, \theta_{A_1}, \theta_{B_1}, \tau_{1*}, \tau_{1*})$ and $(A_2, B_2, \theta_{A_2}, \theta_{B_2}, \tau_{2*}, \tau_{2*})$ is defined by taking $A_1 \oplus A_2$ as a bulk algebra, $B_1 \oplus B_2$ as a boundary algebra and
\[
\theta_{A_1 \oplus A_2}(a_1 \oplus a_2) = \theta_{A_1}(a_1) + \theta_{A_2}(a_2), \quad \theta_{B_1 \oplus B_2}(b_1 \oplus b_2) = \theta_{B_1}(b_1) + \theta_{B_2}(b_2),
\]
\[
\tau^*(b_1 \oplus b_2) = \tau^*_1(b_1) + \tau^*_2(b_2), \quad \tau^*(a_1 \oplus a_2) = \tau^*_1(a_1) + \tau^*_2(a_2).
\]

3. Classification of semisimple Cardy-Frobenius algebras

In this section we provide a full classification of semisimple Cardy-Frobenius algebras. It is the super analog of the classification of [1].

Theorem 3.1. Semisimple Cardy-Frobenius algebra is the direct sum of the elementary Cardy-Frobenius algebras.

Let $(A, B, \theta_A, \theta_B, \tau^*, \tau_*)$ be a semisimple Cardy-Frobenius algebra.

3.2. Algebras. First of all we need the classification of semisimple $\mathbb{Z}/2\mathbb{Z}$-graded algebras. We will use the following analog of the Artin-Wedderburn theorem:

Theorem 3.3. ([10])

1) Semisimple $\mathbb{Z}/2\mathbb{Z}$-graded algebras are the direct sums of simple.
2) Simple $\mathbb{Z}/2\mathbb{Z}$-graded algebras are either $\text{Mat}(n|m)$ or $\mathbb{Q}(n)$.

Note that $K = \text{Mat}(1|0)$ is the only commutative algebra among the list of simple algebras. Thus we obtain the following:

Corollary 3.4. We have the isomorphism of the algebras $A = K \oplus \ldots \oplus K$. In particular, $A$ is purely even.

We will denote by $e_1, \ldots, e_k \in A$ the idempotents corresponding to the decomposition $A = K \oplus \ldots \oplus K$.

3.5. Linear forms. Secondly, we need to find linear forms on semisimple algebras satisfying (2.1) and providing nondegenerate bilinear forms.

According to Theorem 3.3, it is sufficient to study linear forms satisfying (2.1) for $\text{Mat}(n|m)$ and $\mathbb{Q}(n)$ as we can restrict $\theta$ on direct summands. The answer in these cases is given by Lemma 3.6 and Lemma 3.7.

Lemma 3.6. Linear form on $\text{Mat}(n|m)$ satisfying (2.1) is proportional to $\text{str}(\cdot)$.

Proof. Consider the even part of the algebra. It is isomorphic to $\text{Mat}(n) \oplus \text{Mat}(m)$. It is well-known that the form on matrix algebra
satisfying \( \theta(XY) = \theta(YX) \) is proportional to trace. Then the restriction of \( \theta \) on each of summands is proportional to trace. We will assume that \( n, m > 0 \).

Let us prove that these coefficients of proportionality are opposite. Note that

\[
E_{1,1} = E_{1,n+1}E_{n+1,1} \quad \text{and} \quad E_{n+1,n+1} = E_{n+1,1}E_{1,n+1}.
\]

Then the condition (2.1) implies

\[
\theta(E_{1,1}) = -\theta(E_{n+1,n+1}).
\]

Therefore, the restriction of \( \theta(\cdot) \) on the even part is proportional to \( \text{str}(\cdot) \).

Thus, it remains to check that the restriction to the odd part vanishes. Let \( X \in \text{Mat}(n), Y \in \text{Mat}(m) \) be invertible elements, then

\[
\begin{pmatrix}
X & 0 \\
0 & Y^{-1}
\end{pmatrix}
\begin{pmatrix}
0 & Z \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
X^{-1} & 0 \\
0 & Y
\end{pmatrix}
= 
\begin{pmatrix}
0 & XYZ \\
0 & 0
\end{pmatrix}.
\]

Then it follows that

\[
\theta\left(\begin{pmatrix}
0 & Z \\
0 & 0
\end{pmatrix}\right) = \theta\left(\begin{pmatrix}
0 & XYZ \\
0 & 0
\end{pmatrix}\right).
\]

But there are no nonzero forms on \( \text{Mat}_{n \times m} \) satisfying this property for every invertible \( X, Y \). \( \square \)

**Lemma 3.7.** Linear form on \( Q(n) \) satisfying (2.1) is proportional to the form of Example 2.4.

**Proof.** Note that for \( X \in \text{Mat}(n) \):

\[
\theta(X) = \theta(E \xi \cdot X \xi) = \theta(X \xi \cdot E \xi).
\]

The last two expressions are opposite by (2.1) and, thus, it is zero. Therefore, the restriction of \( \theta \) to the even part is identically zero.

The odd part of \( Q(n) \) consists of the elements \( X \xi \), where \( X \in \text{Mat}(n) \). Thus, we need the linear map \( \theta \) from elements of the form \( X \xi \) such that

\[
\theta(Y \cdot Z \xi) = \theta(Z \xi \cdot Y),
\]

for \( Y, Z \in \text{Mat}(n) \). But this is exactly the same as the linear form on \( \text{Mat}(n) \) such that \( \theta(YZ) = \theta(ZY) \). All such linear forms are proportional to \( \text{tr}(\cdot) \), as was discussed earlier. \( \square \)
3.8. The maps \( \tau_\ast \) and \( \tau^\ast \) and the Cardy condition. Let \( B = B_1 \oplus \ldots \oplus B_m \) be the decomposition of \( B \) in the sum of simple \( \mathbb{Z}/2\mathbb{Z} \)-graded algebras. Denote by \( 1_i \) the unit of \( B_i \) as an element of \( B \).

**Proposition 3.9.** There is the reordering of \( e_i \) and \( B_j \) such that

1) \( \tau_\ast(e_i) = 1_i \) for \( i = 1, \ldots, m \);
2) \( \tau_\ast(e_i) = 0 \) for \( i = m+1, \ldots, k \).

In particular, \( k \geq m \).

**Proof.** By Definition 2.1 4), the images of the elements \( e_i \) under \( \tau_\ast \) lie in the center of \( B \). The centers of simple algebras \( \text{Mat}(n|m) \) and \( Q(n) \) are generated by the unit element. Thus, the center of \( B \) is \( \mathbb{K}^{1}_1 \oplus \ldots \oplus \mathbb{K}^{1}_m \).

Moreover, by Definition 2.1 4), \( \tau^\ast \) is the homomorphism of unital algebras. It follows that \( \tau^\ast(e_i) = 1_i^1 + \ldots + 1_i^l \) for some \( \{i_1, \ldots, i_l\} \subset \{1, \ldots, m\} \). These subsets do not intersect for different \( i \), since \( e_i e_j = 0 \) for \( i \neq j \).

It remains to check that these subsets for each \( i \) have no more than one element. Assume that \( \tau_\ast(e_i) = 1_{i_1} + 1_{i_2} + \ldots \). Then, for any pair of elements \( X \in B_{i_1}, Y \in B_{i_2} \) the right-hand side of the Cardy condition (Definition 2.1 5) ) vanishes, since \( YBX \subset B_{i_1} \cap B_{i_2} = \{0\} \).

On the other hand, by conjugacy \( \tau^\ast(X) = \frac{\langle 1_{i_1}, X \rangle_B}{\langle e_i, e_i \rangle_A} e_i \) and \( \tau^\ast(Y) = \frac{\langle 1_{i_2}, Y \rangle_B}{\langle e_i, e_i \rangle_A} e_i \). Thus, the left hand side of the Cardy condition equals

\[
\frac{\langle 1_{i_1}, X \rangle_B \langle 1_{i_2}, Y \rangle_B}{\langle e_i, e_i \rangle_A}.
\]

But this is nonzero for some \( X, Y \), because the form \( \langle \cdot, \cdot \rangle_B \) is nondegenerate.

**Proof of Theorem 3.1.** By Proposition 3.9 we have a decomposition of the semisimple Cardy-Frobenius algebra into the direct sum of Cardy-Frobenius algebras with \( A = \mathbb{K} \) and \( B \) equal to 0, \( \text{Mat}(n|m) \) or \( Q(n) \) and with \( \tau_\ast \) mapping the unit of \( A \) to the unit of \( B \).

Lemma 3.6 and Lemma 3.7 imply that the linear forms coincide with the forms of Example 2.3 and Example 2.4.

Also note that \( \tau^\ast \) is uniquely defined from \( \tau_\ast \) by conjugacy.

The checking of the Cardy condition for Example 2.3 and Example 2.4 implies that it is equivalent to (2.3) and (2.4).

\[\square\]

4. Matrix factorizations

We are substantially interested in the open-closed topological field theories coming from matrix factorization. We refer to [3, 8, 9] for
definitions of the category of matrix factorizations and its basic properties.

Let $R$ be a matrix factorization of the polynomial $W \in K[x_1, \ldots, x_n]$. Then put $A = K[x_1, \ldots, x_n]/(\partial_{x_1} W, \ldots, \partial_{x_n} W)$, i.e. the Milnor ring of $W$ and $B = \text{End}(R)$, i.e. the cohomologies of endomorphisms dg-ring of $R$ in the dg-category of matrix factorizations of $W$. Let us also define the maps:

$$\tau_*: X \mapsto X \cdot 1_R; \quad \tau^*: Y \mapsto (-1)^{\frac{n+1}{2}} \text{str}(Y\partial_{x_1}d_R \cdots \partial_{x_n}d_R)$$

and linear forms:

$$\theta_A(X) = \text{Res}_{K[x]} K \left[ \frac{X dx}{\partial_{x_1} W, \ldots, \partial_{x_n} W} \right].$$

and

$$\theta_B(Y) = \text{Res}_{K[x]} K \left[ \frac{\text{str}(Y\partial_{x_1}d_R \cdots \partial_{x_n}d_R)dx}{\partial_{x_1} W, \ldots, \partial_{x_n} W} \right].$$

This forms naturally come from the structure of Calabi-Yau dg-category of dimension $n$ on the category of matrix factorizations of $W$.

**Proposition 4.1.** The above $A, B, \theta_A, \theta_B, \tau^*, \tau_*$ are well-defined and form a Cardy-Frobenius algebra.

The proofs of Proposition 4.1 can be found in [3] and [9]. Here we give a proof of Cardy in the special but remarkable case.

For $\mathbb{Z}/2\mathbb{Z}$-graded vector space $V = V_0 \oplus V_1$ let us denote by $\chi(V)$ its Euler characteristic:

$$\chi(V) = \dim V_0 - \dim V_1.$$

Note that $m_{1,1}$ is the identity operator and so $\text{str}(m_{1,1})$ is equal to the Euler characteristic $\chi(\text{End}(R))$. Let us also note that if $n$ is odd, then $\tau^*(1) = \text{str}(\partial_{x_1}d_R \cdots \partial_{x_n}d_R) = 0$, since this is the product of the odd number of odd elements. Thus, the following result is equivalent to the Cardy condition for $X = Y = 1$:

**Theorem 4.2.** Let $R$ be a matrix factorization of $W \in K[x_1, \ldots, x_n]$ and let $n$ be odd. Then

$$\chi(\text{End}(R)) = 0.$$

This result is notable because it is equivalent to the conjecture of Hailong Dao ([4], Conjecture 3.15). Indeed, in [8] the relation between the category of singularities and the category of matrix factorizations is established and the conjecture of [4] could be seen as the vanishing of the Euler characteristics of Hom-complexes in the category of singularities.
We provide a simple proof of this result under an assumption of semisimplicity. By this we mean that we will suppose that $B = \text{End}(R)$ is semisimple as the $\mathbb{Z}/2\mathbb{Z}$-graded algebra.

Proof. Consider the decomposition of $B$ into the sum of simple algebras: $B = B_1 \oplus \ldots \oplus B_n$. Note that, $\theta_B(Y)$ vanishes for every even $Y \in B$ if $n$ is odd. Then, it follows from Lemma 3.6 and Lemma 3.7 that $B_i = Q(n_i)$ for all $i$.

Then we have:

$$\chi(B) = \sum \chi(Q(n_i)) = 0.$$ 

□
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