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Abstract

Many early-type stars have oblate surfaces, spatial temperature variations, and spectral line broadening that indicate large rotational velocities. Rotation ought to have a significant effect on the full spectra of such stars. To infer structural and life history parameters from their spectra, one must integrate specific intensity over the two-dimensional surfaces of corresponding stellar models. Toward this end, we offer Paint the Atmospheres of Rotating Stars—an integration scheme based on models that incorporate solid body rotation, Roche mass distribution, and collinearity of gravity and energy flux. The scheme features a closed-form expression for the azimuthal integral, a high-order numerical approximation of the longitudinal integral, and a precise calculation of surface effective temperature at rotation rates up to 99.9% of the Keplerian limit. Extensions of the scheme include synthetic color–magnitude diagrams and planetary transit curves.

Unified Astronomy Thesaurus concepts: Early-type stars (430); Computational methods (165); Stellar rotation (1629); Stellar effective temperatures (1597)

1. Introduction

Advances in optical interferometry over the past two decades have enabled the resolution of nearby stellar surfaces (Monnier 2003; Zhao et al. 2011; van Belle 2012). Corresponding observations reveal that at least four of the 15 brightest early-type stars have nonspherical shapes and star-scale variation in surface temperature: Vega (Yoon et al. 2010, henceforth YP10), Achernar (Domiciano de Souza et al. 2014), Altair (Bouchaud et al. 2020, henceforth BD20), and Regulus (Che et al. 2011). Rapid rotation can explain these effects. The polar regions of a spinning star are closer to its core and thus hotter than its equatorial regions (von Zeipel 1924; Owocki et al. 1994; Cranmer & Owocki 1995). The Keplerian velocity of such a star provides an upper limit to its surface rotation rate (e.g., Ekström et al. 2008). Vega, Achernar, Altair, and Regulus all have inferred rotation rates between 0.62 and 0.84 of the Keplerian limit, and polar temperatures 23%–35% hotter than their equatorial temperatures. Here and in the rest of this article, Vega’s parameters are from Table 1 with horizontal macroturbulence in YP10, Achernar’s are from Domiciano de Souza et al. (2014), Altair’s are from Table 5 in BD20, and Regulus’s are from Table 4 in Che et al. (2011) with the modified von Zeipel model.

When a star’s angular size is too small for interferometric resolution, one can invoke the Doppler effect to infer projected rotation from the broadening of individual spectral lines (Elvey 1930; Herbig & Spalding 1955). Interpretation of observations in the light of this methodology supports the view that many unresolved early-type stars rotate at significant fractions of the Keplerian limit (Glebocki & Gacinski 2005; Díaz et al. 2011; Zorec & Royer 2012). This, in addition to the effect of rotation on the surface temperatures of resolved stars, implies that rapid rotation frequently affects both spectral energy distributions and absorption line profiles of unresolved stars.

An observer viewing the pole of a spinning star will see a larger, hotter surface in projection than one viewing its equator. Through this effect, stellar rotation can explain color–magnitude diagrams of star clusters with single, coeval populations (Brandt & Huang 2015a; de Juan Ovelar et al. 2019; Gossage et al. 2019). Models of clusters start with the evolution of individual rotating stars from the zero-age main sequence to the observed epoch. One then needs to integrate specific intensities over the surfaces of stellar models for comparison with the observed spectra, colors, and magnitudes.

The inhomogeneous surface of a rotating star also affects transit light curves: a misaligned planetary or stellar companion will produce a deeper or shallower transit as it transits a hotter or cooler part of the star (Barnes 2009). Computing this effect from a full stellar model requires calculating both the integrated spectrum and the specific intensity along a chord of finite thickness running across the projected stellar surface.

This article presents a fast, flexible, and accurate numerical integration scheme to compute synthetic spectra, color–magnitude diagrams, and transit light curves for rapidly rotating stars. The scheme does not take into account the rotational Doppler effect, so that it is mainly applicable to the inference of rotational parameters from broad spectral features as opposed to specific absorption lines.

We structure the article as follows. Section 2 introduces our stellar model and the double integral that we compute. Section 3 details the calculation of the stellar surface over which we integrate. Sections 4 and 5 delineate the integration itself. Section 6 demonstrates extensions of our scheme to compute color–magnitude diagrams and planetary transit curves; we conclude with Section 7.

2. Stellar Model

We begin with our model for the structure of the star itself. A simple choice is a uniformly rotating Roche model, where the potential at the stellar surface is approximated by placing all of the star’s mass at its center. However, two-dimensional models of material flows in rotating stars predict that the cores and equatorial regions of early-type stars have larger angular velocities than their envelopes and polar regions, respectively (Rieutord & Espinosa Lara 2009; Rieutord et al. 2016). BD20 infer these effects from spectro-interferometry of a resolved star. In general, mass flows and differential rotation could result in profound consequences for the shapes and temperatures of stars (Kippenhahn 1977; Zorec et al. 2011).
stellar surface by a set of cylindrical coordinates \( z, r, \) and \( \phi \) defined by the stars rotational symmetry and assign \( \phi = 0 \) to the azimuthal direction closest to \( \dot{i} \). We also use Cartesian coordinates that include \( \tilde{\xi} \) and an \( x \)-axis coinciding with \( \phi = 0 \) at \( z = 0 \) (see Figure 2). We define \( R_p \) as the polar radius of the star and \( \mu \in [0, 1] \) as cosine of the viewing angle, i.e., the angle between the line of sight and the normal to the surface.

Our goal is to compute the stars specific flux \( \mathcal{F}_\nu \) along the line of sight. \( \mathcal{F}_\nu \) is given by

\[
D_\nu^2 \mathcal{F}_\nu = 2 \int_{-z_b}^{R_p} A(z) \int_0^{\phi_b(z)} I_v(z, \phi) \mu(z, \phi) d\phi \, dz, \tag{1}
\]

where \( D_\nu \) is the distance to the star and \( z_b \) corresponds to the lowest stellar latitude that is visible at all \( \phi \). For a differential element of the stellar surface, \( A(z)\mu(z, \phi) \, d\phi \, dz \) is the elements area projected on the view plane and \( I_v(z, \phi) \) is its specific intensity per unit projected area. For all \( z > -z_b \), at least some of the star is visible, while none of it is visible for \( z < -z_b \). At a given \( z \), the star is visible everywhere between \( -\phi_b(z) \) and \( \phi_b(z) \) and is not visible anywhere else. The factor of 2 arises due to the symmetries of the model, since the integral between 0 and \( \phi_b(z) \) is equal to that between \( -\phi_b(z) \) and 0. Another result of the symmetries is the fact that \( \phi_b(z) = \pi \) for \( z > z_b \).

### 3. Visible Surface

#### 3.1. Surface Shape

We define \( \bar{r} \equiv r/R_c \), \( \bar{\xi} \equiv z/R_p \), and flatness \( f \equiv R_c/R_p \), where \( R_c \) is the stars equatorial radius. Our definition of \( \bar{r} \) is different from that in ER11, which reserves this symbol for a normalized spherical coordinate. Note that \( \bar{r}(z) = f \, R_c \). By substituting the polar value of ER11’s normalized spherical coordinate into their Equation (30), we find that

\[
f = 1 + \omega^2/2, \tag{2}
\]
where

\[ \omega \equiv \Omega \frac{R_s^3}{\sqrt{GM}} = \frac{\omega}{\Omega_k}, \]

\( \Omega \) is the star’s angular velocity, \( \Omega_k \) is the Keplerian velocity, \( M \) is the mass of the star, and \( G \) is the gravitational constant.

We define the following helper variables and constants:

\[ w \equiv 1 + 2/\omega^2, \quad u \equiv \bar{z}/f = z/R_e \text{ and } s \equiv \bar{r}^2. \quad (3) \]

In the remainder of this article, we will indicate point locations with either by dimensional coordinates such as \( z \) or by normalized dimensionless coordinates such as \( \bar{z} \) or \( u \). Converting ER11’s Equation (30) to normalized cylindrical coordinates and keeping in mind Equation (3), we obtain

\[ \frac{1}{w^2 \sqrt{\bar{r}^2 + u^2}} + \frac{\bar{r}^2}{2} = \frac{1}{\omega^2} + \frac{1}{2}, \]

which leads to a cubic in \( s \):

\[ s^3 + s^2(u^2 - 2w) + sw(w - 2u^2) + (u^2 - 1)w^2 + 2w - 1 = 0. \]

We solve this as a function of \( u \) to obtain

\[ s(u) = \frac{1}{3}(-u^2 + 2w + 2(u^2 + w)v(u)]. \]

Here,

\[ v(u) \equiv \cos \left[ \frac{1}{3} \cos^{-1} \left( t(u) \right) + 2\pi \right] \]

with

\[ t(u) \equiv \frac{27(1-w)^2}{2(u^2+w)^3} - 1. \]

We differentiate Equation (6) to obtain

\[ s'(u) = \frac{2u}{3} \frac{1 - 2v(u)}{1 + 2v(u)}. \]

Equations (2)–(9), along with the definitions of \( f, \bar{r}, \) and \( \bar{z} \), can be used to obtain \( \bar{r}(\bar{z}) \) and \( \bar{r}'(\bar{z}) \). Now consider

\[ dl \equiv \bar{r} \, dr + \bar{z} \, dz, \]

a differential element of \( \Omega \) between \( z \) and \( z + dz \). Its length \( dl \) can be found from the Pythagorean theorem and the definition of \( \bar{r}'(\bar{z}) \):

\[ dl = \sqrt{\bar{r}'(\bar{z})^2 + 1} \, dz. \]

As we rotate \( dl \) around the star’s symmetry axis by \( d\phi \), the area of the resulting differential surface element is \( r(\bar{z}) \, dl \, d\phi \). We multiply this area by \( \mu(\bar{z}, \phi) \) to project it onto the view plane, substitute for \( dl \) according to Equation (11), and change variables from \( z \) and \( r(\bar{z}) \) to \( \bar{z} \) and \( \bar{r}(\bar{z}) \). This results in

\[ A(\bar{z}) \mu(\bar{z}, \phi) \, dz \, d\phi = R_e^2 \bar{A}(\bar{z}) \mu(\bar{z}, \phi) \, d\bar{z} \, d\phi \]

with

\[ \bar{A}(\bar{z}) = \frac{\bar{r}(\bar{z}) n(\bar{z})}{f}, \]

where

\[ n(\bar{z}) = \sqrt{f \bar{r}'(\bar{z})^2 + 1}. \]

A change of variables from \( \bar{r} \) and \( \bar{z} \) to \( s \) and \( u \) implies

\[ f \bar{r}'(\bar{z}) = \frac{s'(u)}{2\sqrt{s(u)}} \left|_{u=\bar{z}/f} \right. \]

and

\[ s'(u) = 2f \bar{r}'(\bar{z}) \bar{r}(\bar{z}) \left|_{u=\bar{z}/f} \right. \]

Equation (16) helps perform this change of variables in Equations (13) and (14). The result is

\[ \bar{A}(\bar{z}) = \frac{1}{f} \sqrt{1 + s'(u)^2} + s(u) \left|_{u=\bar{z}/f} \right. \]

At the poles of the star, \( \bar{r}(\bar{z}) \to 0 \) and \( \bar{r}'(\bar{z}) \to 1/\infty \) as \( \bar{z} \to \pm 1 \). Thus, the right-hand side of Equation (13) multiplies zero by infinity in this limit, and we cannot use it to find \( \bar{A}(\pm 1) \), which is finite. However, \( s'(u) \) remains finite as \( u \to \pm 1/f \). Accordingly, we use Equation (17) for all computation.

We now rewrite Equation (1) as

\[ D_x^2 \mathcal{F}_x = 2R_e^2 \int_{-\zeta_b}^{\zeta_b} \bar{A}(\bar{z}) \int_0^{\phi(\bar{z})} \mu(\bar{z}, \phi) I_\nu(\bar{z}, \phi) d\phi \, d\bar{z}, \]

where \( \zeta_b \equiv z_b/R_p \).

### 3.2. Viewing Angle

Due to the star’s cylindrical symmetry, a normal to its surface does not have a component in the \( \hat{\phi} \) direction. Such a normal also has to be perpendicular to \( dl \) in Equation (10). The two directions that satisfy both conditions are along vectors \( d\mathbf{n} \equiv \pm (\hat{r} \, dz - \hat{z} \, dr) \). Here, the positive sign gives the vector with a nonnegative \( \hat{r} \) component—the vector that points away from the star’s interior. We divide it by \( dz \) to get \( \bar{r} - r'(\bar{z}) \hat{z} \), make the same change of variables as in Equation (12), and normalize the result, which yields

\[ \hat{n} = \frac{\bar{r} - r'(\bar{z}) \hat{z}}{n(\bar{z})}. \]

To convert this expression to the Cartesian coordinates, we replace \( \hat{r} \) with \( \cos \phi \hat{x} + \sin \phi \hat{y} \):

\[ \hat{n} = \cos \phi \hat{x} + \sin \phi \hat{y} - f \frac{\bar{r}'(\bar{z}) \hat{z}}{n(\bar{z})}. \]

The normalized line-of-sight vector is

\[ \hat{i} = \sin i \hat{x} + \cos i \hat{z}, \]

so that the cosine of the angle between the two vectors is

\[ \hat{n} \cdot \hat{i} \equiv \mu(\bar{z}, \phi) = \frac{\sin i \cos \phi - \cos i \left[ f \bar{r}'(\bar{z}) \right]}{n(\bar{z})}. \]

### 3.3. Visibility Boundaries

Setting Equation (22) to zero at \( \phi = \pi \), we obtain a condition for \( \bar{z} = \bar{z}_b \) (see Section 2 and Figure 2):

\[ f \bar{r}'(\bar{z}_b) = -\tan i. \]
Combining Equations (23) and (15) and squaring the result, we obtain
\[ t \equiv (\tan i)^2 = \frac{s'(u_b)^2}{4s(u_b)} \]  
where \( u_b \equiv \xi_b/f \). We solve Equation (6) for \( v(u) \) in terms of \( s(u) \) and substitute the result into Equation (9), thus obtaining \( s'(u) \) in terms of \( s(u) \). This, in turn, is substituted into Equation (24), which results in
\[ 9s^3 t - s[2u^2 t - u^2 - 6w] + s[(2u^2 - w)^2 t + 2u^2 w^2] - u^2 w^2 = 0, \]  
where, for compactness, \( u_b \) is written as \( u \) and \( s(u_b) \) as \( s \). We can solve Equation (5) for \( u^2 \) in terms of \( s(u) \) and substitute the result into Equation (25) to obtain a seventh-order polynomial equation in \( s(u_b) \), which can be solved numerically. Equation (5) can then be used again to obtain \( u_b, s_0, \) and \( s_b \).

As discussed in Section 2, the surface is visible at a subset of \( \phi \) for \( \xi \in (-\xi_b, \xi_b) \). At every \( \xi \) in this region, there is some \( \phi_b \) for which \( \xi = 0 \). Accordingly, to find these boundary values, we substitute \( \phi = \phi_b \) into Equation (22), obtaining
\[ \phi_b(\xi) = \arccos[f \tilde{F}(\xi) \cot i]. \]  

4. Azimuthal Integral

4.1. Intensity Functions

Castelli & Kurucz (2004), henceforth CK04, provide specific intensities \( I_o \) on a discrete grid of microturbulent velocity \( \xi \), metallicity [M/H], effective surface gravity \( g \), radiation wavelength \( \lambda \), and cosine of the viewing angle \( \mu \). The unit of \( I_o \) is erg s\(^{-1}\) Hz\(^{-1}\) sr\(^{-1}\) cm\(^{-2}\); fixed sets of 1221 \( \lambda \) values and 17 \( \mu \) values constitute the grid’s extent in the corresponding dimensions at all points. Hereafter, effective surface gravity and effective surface temperature are sometimes simply gravity and temperature.

We define a set of closed intervals \( \{m_j\} \) that form a partition of \( \mu \)’s range, with each interval boundary point among the constant \( \mu \) grid values in CK04’s data. With \( m_j \equiv [\mu_j, \mu_{j+1}] \), \( \mu_{j+1} < \mu_j \) when \( j_1 < j_2 \).

In the remainder of this work, we set the partition to \([0, 0.1], [0.1, 0.4], \) and \([0.4, 1] \); we also set \([\text{M/H}] \) to \(-0.1\) and \( \xi \) to 2 km s\(^{-1}\). Let us say that CK04 provide intensity \( I_o \) at \( \mu = 1 \), as well as intensity values at other discrete \( \mu \), all for a specific parameter space location \((T, g, \lambda)\). We model \( I_o(\mu) \) at this location as a piecewise polynomial
\[ I_o(\mu) = \sum_{i=0}^{4} a_i \mu^i \quad \text{with } k = \max \{ \mu \in m_j \}. \]  

For each \( j \), we obtain the coefficients \( a_i \forall i \) by a least-squares fit to CK04’s points on \( m_j \), using every boundary point on each of the two intervals it belongs to. Here and elsewhere in this article, we use version 3 of the Python programming language and the NumPy library (van der Walt et al. 2011) for all calculations.

For every \((T, g, \lambda)\), we conduct the above fitting procedure and calculate the associated error in \( I_o(\mu) \) at every \( \mu \) grid point:
\[ \left| \frac{\delta I_o}{I_o} \right| = \left| \frac{I_o(\mu) - I_o}{I_o} \right|. \]  

Here, \( I_o \) is CK04’s value of \( I_o \) at the grid point, \( I_o(\mu) \) is given by Equation (27), and the error is normalized by \( I_o \).

The global error maximum and the median of the error maxima across the \((T, g, \lambda)\) space are 0.17\% and 0.010\%, respectively. Figure 3 presents both the errors and the intensity fits for the location of the global maximum and for one of the locations with maximum error closest to the median. Left to right, the three partition intervals respectively contain 5, 7, and 7 grid points. Thus, the fourth-degree polynomial fit is slightly overconstrained on each of the latter two intervals, so that their errors in Figure 3 give us a sense of the true error associated with the procedure. On the other hand, the lowest interval’s number of grid points equals the number of parameters of the polynomial, so that its error is due to round-off.

The lowest \( I_o(\mu) / I_o \) and \( I_o(\mu) / I_o \) across all the fits are \(-0.95\%\) and \(-2.65\%, \) respectively. Negative values for both quantities are not physical, though they are also rare. We do not expect them to affect the accuracy of our results any more significantly than the errors we estimate via the fitting procedure.

The least-squares fits over the entire parameter space take about 50 s on a 2.3 GHz MacBook Pro with 8 GB of RAM. In the remainder of this article, the distinction between \( i \) as either an integer-valued index or the inclination should be clear from context.

4.2. Piecewise Integration

In the foregoing, \( i \in \{0, \ldots, 4\} \) and \( j \in \{1, 2, 3\} \). We define functions
\[ P_j(\tilde{\xi}, \phi) \equiv \begin{cases} \mu(\tilde{\xi}, \phi)^j & \mu(\tilde{\xi}, \phi) \in m_j, \\ 0 & \text{otherwise} \end{cases} \]  

![Figure 3](image-url)
Here, \( \mu(\zeta, \phi) \) is given by Equation (22). We rewrite Equation (27) as
\[
I_\nu(\zeta, \phi) = \sum_{i,j} a_{ij}(\zeta) p_{ij}(\zeta, \phi),
\]
where the \( a_{ij} \) depend on \( \zeta \) because \( T \) and \( g \) depend on \( \zeta \) (see Sections 4.1 and 4.3). We substitute Equation (30) into Equation (18) and move both the sum and the fit coefficients outside the integral in \( \phi \). This results in
\[
D^2_\zeta F_\nu = 2R^2 \int_{-\zeta}^{\zeta} A(\zeta) \sum_{i,j} a_{ij}(\zeta) p_{ij}(\zeta, \phi) d\phi d\zeta.
\]
We define
\[
P_{ij}(\zeta, \phi) = \int_{0}^{\phi(\zeta)} \mu(\zeta, \phi) p_{ij}(\zeta, \phi) d\phi.
\]
According to Equation (29), every \( p_{ij} \) is zero outside \( m_j \) and its dependence on \( \phi \) is polynomial in \( \cos \phi \) within \( m_j \). Due to this choice of \( p_{ij} \), we can analytically express the indefinite version of each integral in Equation (32) in terms of cosines and sines. Calculation of the definite integrals involves Algorithm (A.1) in the Appendix, which keeps track of \( m_j \) in the course of integration and accounts for the fact that \( \mu(\zeta, \phi) \) in Equation (22) decreases as \( \phi \) increases. Expression of the indefinite integrals in terms of cosines and sines permits quick calculation of \{\( P_{ij} \}\}. Such calculation may not be possible for a form of \( I_\nu \) that differs from Equations (27)–(30). For example, a number of authors use forms with \( \mu^{1/2} \) (Claret 2000, 2018, BD20), which can be emulated with \( i = 1/2 \) in some of the \{\( p_{ij} \}\}. Expressions for the corresponding \{\( P_{ij} \}\) involve incomplete elliptic integrals, which are relatively slow to evaluate.

Together, Equations (31) and (32) yield
\[
D^2_\zeta F_\nu = 2R^2 \int_{-\zeta}^{\zeta} A(\zeta) \sum_{i,j} a_{ij}(\zeta) P_{ij}(\zeta) d\zeta.
\]

4.3. Temperature and Gravity Calculation

We add spherical coordinates \( \theta \) and \( \rho \) to our description of the stellar surface. These satisfy
\[
\rho = \sqrt{r^2 + \zeta^2} \quad \text{and} \quad \sin \theta = r/\rho.
\]
We further define \( \bar{\rho} \equiv \rho/R_e \), so that
\[
\bar{\rho} = \sqrt{1 + \zeta^2/f^2} \quad \text{and} \quad \sin \theta = \bar{\rho}/\bar{\rho}.
\]
Combined with ER11’s Equation (31), this gives us the following expression for gravity:
\[
g(\bar{\rho}) = \frac{GM}{R_e^2} \sqrt{\frac{1}{\bar{\rho}^2} + \omega^2 f^2 \left( \omega^2 - \frac{2}{\bar{\rho}} \right)},
\]
where \( \bar{\rho}(\bar{\zeta}) \) is found in Section 3 and \( \bar{\rho}(\bar{\zeta}) \) can be obtained from Equation (35). According to ER11’s Equations (31) and (26), temperature is then
\[
T(\bar{\zeta}) = \left[ \frac{L}{4\pi\sigma GM} F(\bar{\zeta}) g(\bar{\zeta}) \right]^{1/4},
\]
where \( L \) is the luminosity of the star, \( \sigma \) is Stefan’s constant and
\[
F = \left( \frac{\tan \theta}{\tan \theta} \right)^2
\]
with
\[
\cos \theta + \ln \tan \frac{\theta}{2} = \frac{1}{3} \omega^2 \bar{\rho}^3 \cos \theta + \cos \theta + \ln \tan \frac{\theta}{2}
\]
ER11 tells us that the range of \( F \) for a given \( \omega \) is \([F_1, F_0]\), where
\[
F_0 = F(0) = [1 - \omega^2 \bar{\rho}(0)]^{-2/3} = (1 - \omega^2)^{-2/3}
\]
and
\[
F_1 = F(1) = e^\bar{\rho}(1) = e^{\bar{\rho}} e^{-\bar{\rho}^2}
\]
with \( F \) and \( \bar{\rho} \) seen as functions of \( \bar{\zeta} \), \( \bar{\rho}(0) = 1 \), and \( \bar{\rho}(1) = 1/f \). Note that \( F_0 \geq F_1 \geq 1 \). In order to obtain \( F \) from Equations (38) and (39), we define a new variable, \( x \equiv \cos \theta \in [0, 1] \) and perform a change of variables from \{\( \bar{\theta}, \theta \}\) to \{\( F, x \)\} in these equations. This results in
\[
h(F; x, \omega) = 0,
\]
where
\[
h(F; x, \omega) = \frac{x}{G} + \ln \left( \frac{1 + x}{x + G} \right) - x - \frac{1}{3} \omega^2 \bar{\rho}^3 x^3
\]
with
\[
G = G(F; x) = \sqrt{x^2 + F(1 - x^2)}.
\]
Thus, given \( x \), we can treat \( \bar{\rho} \) as a function of \( x \) and find \( F \) by solving Equation (42) with \( F \) as the independent variable. We do so using a variant of Newton’s method, which requires
\[
\frac{\partial h}{\partial F} = \frac{1}{2F} \left( \frac{x}{G} \right)^3.
\]
We start halfway between \( F_1 \) and \( F_0 \) and add
\[
\Delta F(F; x, \omega) = -\frac{h}{\partial h/\partial F} = 2FG^2[g_1 + g_2 + g_3]
\]
to our estimate of \( F \) at each iteration, until \( \Delta F \) is close to zero. Here,
\[
g_1 \equiv g_1(F; x) \equiv \frac{G - 1}{x^2},
\]
\[
g_2 \equiv g_2(F; x) \equiv -\frac{G}{x^2} \ln \left( \frac{1 + x}{x + G} \right),
\]
and
\[
g_3 \equiv g_3(F; x, \omega) \equiv \frac{1}{3} \omega^2 \bar{\rho}^3 G.
\]
A series expansion of each additive term in Equation (46) in \( x \) around \( x = 0 \) shows that the equation’s last term is \( \mathcal{O}(1) \) and that its first two terms are
\[
2FG^2 g_1 \approx 2F^{5/2} - F^2 + \mathcal{O}(1)
\]
and
\[
2FG^2 g_2 \approx -2F^{5/2} - F^2 + \mathcal{O}(1).
\]
Consider what happens for $x \to 0$. As $F$ approaches the root of $h$ in the course of running the algorithm, $\Delta F \to 0$, so that the increasingly large terms in Equations (47) and (48) must cancel each other. Indeed, as implied by Equations (46), (50), and (51), a series expansion of Equation (46) in $x$ around $x = 0$ does not have such terms:

$$
\Delta F \approx \frac{2}{3} [F - F^{5/2}(1 - \omega^2)] + x^2 \left[ \frac{2}{5} - F^{3/2}(1 - \omega^2) + F^{5/2} \frac{3 - 8\omega^2}{5(1 - \omega^2)} \right] + O(x^4).
$$

(52)

The coefficient of the $x^4$ term in this expansion is

$$
\alpha_4(F; \omega) = \frac{1}{140} \left[ 56 - 16F - 35\sqrt{F}(1 - \omega^2) \\
- 14F^{3/2} \frac{1 + 4\omega^2 + 10\omega^4}{1 - \omega^2} \\
+ F^{5/2} \frac{9 + 8\omega^2 + 44\omega^4(3 - \omega^2)}{(1 - \omega^2)^3} \right].
$$

(53)

Under constant machine epsilon $q$, decreasing $x$ increases the absolute error in $\Delta F$ (and thus in $F$) associated with the increasingly large additive terms in Equation (46). At the same time, the error associated with Equation (52) decreases, since the series expansion becomes a better approximation of $\Delta F$. We seek to approximate $\Delta F$ using the better of Equations (46) and (52), setting the boundary between the methods at the point where their respective errors are equal.

Given Equations (50) and (51), the rounding error due to Equation (46) is

$$
\varepsilon_A = \frac{2q}{A} \frac{F^{5/2} - F^2}{x^2}.
$$

(54)

where $A \geq 1$ and $q$ is machine epsilon, $\sim 2 \times 10^{-16}$ in double precision. We also approximate the error associated with using Equation (52) as

$$
\varepsilon_B = B\alpha_4 x^4,
$$

(55)

where $B \sim 1$. We then equate Equations (54) and (55), approximate $F$ with $F_0$, define $k \equiv AB$, and solve for $x$:

$$
x = \left( \frac{2q}{k} \frac{F_0^{5/2} - F_0^2}{\alpha_4(F_0)} \right)^{1/6}.
$$

(56)

We cast the right-hand side of Equation (56) as a function of $\omega$ with the help of Equations (40) and (53). As $\omega$ approaches 0, the computation of this expression becomes impossible due to rounding error. Accordingly, we sum the first three terms of its series expansion around $\omega = 0$ to obtain $x_b$, a boundary value of $x$:

$$
x_b(\omega) = q^{1/6} \left( \frac{2}{6885} \right)^{1/6} \left[ 3\omega^{-2/3} \\
- 199 \omega^{4/3} - 29123 \omega^{10/3} \right].
$$

(57)

As $\omega$ decreases even further, Equation (57) exceeds 1, the upper bound of $x$’s range. For these values of $\omega$, we set $x_b$ to 1.

To estimate the actual error in $F$, we use Equation (46) to calculate its etalon values with mpmath\footnote{http://mpmath.org/} and $q \sim 10^{-100}$. In the rest of our calculations, we use Equation (52) up to the second order in $x$ whenever $x \leq x_b$ and Equation (46) otherwise, with $q = 2 \times 10^{-16}$ throughout. If $\omega \in [0, 0.999]$, the resulting relative error in $F$ at $x_b$ tends to its maximum value at $\omega = 0.999$. We set $k$ to 100, where this maximum error is close to minimized, equal to 0.3% (see Figure 4). According to Equation (37), this corresponds to a lower relative error in $T$.

For large enough values of $\omega$ in its range, an iteration of both an error-free Newton’s method and our error-prone algorithm can result in $F < F_1$. In such cases, we set $F$ to $F_1$. Additionally, we set $F$ to $F_0$ if $F > F_0$ in the course of running the error-prone algorithm, which can happen at low $\omega$.

The algorithm converges within approximately 5, 6, 8, and 10 iterations for $\omega \leq 0.9$, $\omega = 0.95$, $\omega = 0.99$, and $\omega = 0.999$, respectively. In this article’s work, we run it with 15 iterations, which takes no more than 0.1% of the total computing time for a 1221-wavelength spectrum.

4.4. Coefficient Interpolation

We now define the temperature-dependent Planck factor as

$$
P(T) \equiv \exp \left( \frac{hc}{\lambda k_B T} - 1 \right)^{-1},
$$

(58)

where $h$ is Planck’s constant, $c$ is the speed of light in vacuum, and $k_B$ is Boltzmann’s constant.

In Section 4.1 we obtain coefficients $a_{ij}$ on a discrete grid of $g$ and $T$. However, the values of $g$ and $T$ we get via Equations (36) and (37) are not necessarily on that grid. To obtain the $a_{ij}$ that enter Equation (33), we interpolate each coefficient linearly in either $g$ or log $g$ and in either $T$, log $T$, or $P(T)$.

In order to assess the accuracy of interpolation, we aim to compute fractional errors in intensity for three fiducial nonrotating stars with $T = 6000, 9000$, and $12,000$ K, all with $g = 10^{15}$ cm $s^{-2}$. Our choices of $g$ and $T$ are on the grid in CK04, so that we can first compute the stars’ spectra without interpolation error. We also compute the stars’ spectra with intensity information missing, either at their values of $T$ or at their values of $g$, interpolating...
between the closest neighboring values where such information is available. The neighboring temperature pairs are [5750, 6250], [8750, 9250], and [11,500, 12,500] K for the above-listed three stars, respectively. The neighboring gravity values are $10^{4.0}$ and $10^{5.0}$ cm s$^{-2}$. Figure 5 demonstrates the relative error we infer from the comparison of error-free spectra and spectra that involve interpolation. For the most part, $P(T)$ and log $g$ are the best interpolants, although others can be better at some $\lambda$ and $T$. The differences in log $g$ and $T$ between known points in the above accuracy assessments are twice their normal values, so that our assessments overestimate interpolation error (by a factor $\sim$4 assuming that linear and quadratic terms dominate the local series expansions).

5. Longitudinal Integral

5.1. Numerical Schemes

In order to approximate the integral in Equation (33), we first evaluate its integrand,

$$f(\xi) \equiv 2R_{\text{eq}}^2 \tilde{A}(\xi) \sum_{j,k} a_{jk}(\tilde{\xi}) P_{jk}(\tilde{\xi}),$$

(59)

at a set of $N + N_l - 1$ equally spaced discrete values $\{\xi_i\}$. Here, $i \in \{-N_I + 1, -N_I + 2, \ldots, 0, \ldots, N - 2, N - 1\}$, $\xi_{N-1} = 1$, and $\xi < \xi \text{ when } i < j$. We ensure that $\xi_0 = 0$ and define $\Delta \xi \equiv \xi_1 - \xi_0$. Furthermore, we define $\xi_{-1} \equiv \xi_{-N_I+1} - (-\xi_b)$ and note that $N_I$ is a function of $N$, as it satisfies $-\xi_b \leq \xi_{-N_I+1} < -\xi_b + \Delta \xi$. The evaluation of $f_i \equiv f(\xi_i)$ for a given $i$ is described in Sections 3 and 4. It is possible that $-\xi_b = \xi_i$ for all $i$, so we do not evaluate $f(-\xi_b)$ directly. At the same time, $\mu = 0$ at $\xi = -\xi_b$, so that $P_i(-\xi_b) = 0$ for all $i,j$ (see Equations (29) and (32)). Thus, $f(-\xi_b) = 0$.

We wish to construct a numerical integration scheme that approximates $f(\xi)$ as a piecewise polynomial of up to third order. If we had an analytic expression for the integrand, we might have been able to predict the performance of a possible scheme by evaluating the integrand’s derivatives. Since we do not have such an expression, we start by examining the integrand at many discrete values of $\xi$ for a number of different stars. The integrand looks amenable to numerical integration almost everywhere. The exception is a downward cusp at $\xi = 0$ when $\omega \to 1$. This cusp is partly due to the fact that

$$\lim_{\omega \to 1} f'(\xi) = \frac{1}{f \sqrt{2}},$$

(60)

which results from Equations (9) and (15), evaluated at the given limits. Here, $f$ is a constant, defined in Section 3.1. This discontinuity in $f'$ leads to discontinuities in both $\{P_{jk}\}$ and $\tilde{A}$ (see Equations (32), (29), (13), (14), and (22)), and thus contributes to the cusp in $f(\xi)$. There is another contributing factor. When $\omega \to 1$, both $T$ and $g$ approach zero at the equator and increase quickly away from zero latitude (see Equations (36) and (37)). This causes $\{a_{jk}\}$ to also change rapidly with latitude in the equatorial regions under these conditions (see Section 4.1).

Thus, when $\omega$ approaches 1, the shape of the star and its effective gravity profile near $\xi = 0$ jointly lead to a cusp in the integrand. In view of this fact, we split the integral into two parts. We use $f_i$ with $i \in \{-N_I + 1, \ldots, 0\}$ and with $i \in \{0, \ldots, N - 1\}$ to approximate the integral on the lower interval $[-\xi_b, 0]$ and on the upper interval $[0, 1]$, respectively. To calculate the integral on the upper interval $\mathcal{I}_u$, we make use of an approximation based on the fitting of cubic polynomials through successive groups of four points (Equation (4.1.14) in Press et al. 2007):

$$\mathcal{I}_u \equiv \int_0^1 f(\xi) d\xi = \Delta \xi \left[ \frac{3}{8} f_0 + \frac{7}{6} f_1 + \frac{23}{24} f_2 + f_3 \right.$$

$$\left. + \frac{23}{24} f_{N-4} + \frac{7}{6} f_{N-2} + \frac{3}{8} f_{N-1} \right] + e_u(N),$$

(61)

where $e_u(N)$ is the upper-interval error term.

When $N_I \geq 2$ and $\xi \neq 0$, we calculate the quadratic polynomial that goes through points $\{(-\xi_b, 0), (\xi_{-N_I+1}, f_{-N_I+1})$, $$\mathcal{I}_u \equiv \int_0^1 f(\xi) d\xi = \Delta \xi \left[ \frac{3}{8} f_0 + \frac{7}{6} f_1 + \frac{23}{24} f_2 + f_3 \right.$$

$$\left. + \frac{23}{24} f_{N-4} + \frac{7}{6} f_{N-2} + \frac{3}{8} f_{N-1} \right] + e_u(N),$$

(61)

where $e_u(N)$ is the upper-interval error term.

When $N_I \geq 2$ and $\xi \neq 0$, we calculate the quadratic polynomial that goes through points $\{(-\xi_b, 0), (\xi_{-N_I+1}, f_{-N_I+1})$, $$\mathcal{I}_u \equiv \int_0^1 f(\xi) d\xi = \Delta \xi \left[ \frac{3}{8} f_0 + \frac{7}{6} f_1 + \frac{23}{24} f_2 + f_3 \right.$$

$$\left. + \frac{23}{24} f_{N-4} + \frac{7}{6} f_{N-2} + \frac{3}{8} f_{N-1} \right] + e_u(N),$$

(61)

where $e_u(N)$ is the upper-interval error term. When $N_I \geq 2$ and $\xi \neq 0$, we calculate the quadratic polynomial that goes through points $\{(-\xi_b, 0), (\xi_{-N_I+1}, f_{-N_I+1})$, $$\mathcal{I}_u \equiv \int_0^1 f(\xi) d\xi = \Delta \xi \left[ \frac{3}{8} f_0 + \frac{7}{6} f_1 + \frac{23}{24} f_2 + f_3 \right.$$

$$\left. + \frac{23}{24} f_{N-4} + \frac{7}{6} f_{N-2} + \frac{3}{8} f_{N-1} \right] + e_u(N),$$

(61)

where $e_u(N)$ is the upper-interval error term.
(z_Ni+2, f_Ni+3) and shift it horizontally to go through (0, 0), so that its form becomes \( a \xi^2 + b \xi \).

When both the inclination and \( N \) are small, it is possible that \( N_i = 1 \lor (N_i = 2 \land \xi = 0) \). In this case, we approximate the integrand by a straight line between \((-\xi, 0)\) and \((0, f_0)\), so that the integral on the lower interval \( I_l \) is

\[
I_l = \int_{-\xi}^{0} f(\xi) d\xi = \frac{1}{2} \delta \xi f_0 + \varepsilon_l(N),
\]

where \( \varepsilon_l(N) \) is the lower-interval error term.

When \( N_i = 2 \) and \( \xi \neq 0 \), we approximate \( I_l \) by the integral of the above-mentioned quadratic on \([0, \xi]\):

\[
I_l = \frac{1}{3} a \xi^3 + \frac{1}{2} b \xi^2 + \varepsilon_l(N).
\]

When \( N_i \geq 3 \), we use the quadratic to approximate the integral up to the lowest \( \xi_l \):

\[
\int_{-\xi_l}^{\xi_l} f(\xi) d\xi \approx \delta I_l \equiv \frac{1}{3} a (\delta \xi)^3 + \frac{1}{2} b (\delta \xi)^2.
\]

For \( N_l = 3, 4, \) and \( 5 \), we approximate the rest of \( I_l \) by Simpson’s rule, Simpson’s \( 3/8 \) rule and Boole’s rule, respectively (see Section 4.1.1 of Press et al. 2007). For example, when \( N_l = 5 \),

\[
I_l = \frac{\Delta \xi}{45}[14f_4 + 64f_3 + 24f_2 + 64f_1 + 14f_0] + \delta I_l + \varepsilon_l(N).
\]

When \( N_l \geq 6 \), we combine Equation (64) with the approximation in Equation (61):

\[
I_l = \Delta \xi \times \left[ \frac{3}{8} f_{-N_l+1} + \frac{7}{6} f_{-N_l+2} + \frac{23}{24} f_{-N_l+3} + \frac{64}{8} f_{-N_l+4} + \ldots + f_{-3} + \frac{23}{24} f_{-2} + \frac{7}{6} f_{-1} + \frac{3}{8} f_0 \right] + \delta I_l + \varepsilon_l(N).
\]

The error terms, \( \varepsilon_l(N) \) and \( \varepsilon_l(N) \), can both be seen as functions of \( N \) for a given star. The integration scheme corresponding to Equations (61)–(66) involves approximating the integrand by cubic polynomials everywhere except for the small interval in Equation (64) and the entire lower interval when \( N_l \leq 3 \). In the foregoing, we designate this scheme as cubic.

An alternative integration scheme is an application of the trapezoidal rule to separately calculate \( I_u \) and \( I_l \), while setting the integral in Equation (64) to zero. We designate this scheme as trapezoidal. In either scheme, the flux is calculated according to

\[
D^2 \mathcal{F}_v = I_u + I_l,
\]

where the unknown error terms on the right are set to zero.

### 5.2. Convergence

To assess the convergence properties of the two schemes, we synthesize a star with Vega’s \( M, L, R_o \), and \( \omega \) from YP10. When the synthetic star is seen at \( \iota = \pi/4, \lambda = 511 \) nm is close to its spectral peak. We compute \( \mathcal{F}_v(N) \), the flux for this combination of \( \iota \) and \( \lambda \) at different \( N \) and plot

\[
\frac{\delta \mathcal{F}_v}{\mathcal{F}_v} = \left| \frac{\mathcal{F}_v(N) - \mathcal{F}_v(10, 000)}{\mathcal{F}_v(10, 000)} \right|
\]

in Figure 6. The trapezoidal approximation converges according to a power law, the cubic approximation does better, and the two approximations converge at about the same rate. The error due to either approximation is well below 0.1% when \( N \geq 100 \). We present the error due to the cubic approximation at \( N = 100 \) for the remaining wavelengths and inclinations in the lower left panel of Figure 7. The picture in Figure 6 is typical across wavelengths and stars, although the advantage of the cubic approximation and the performance of each scheme all tend to decrease as \( \omega \to 1 \).

The latter behavior is not surprising, given the discussion of the associated limit earlier in this Section. To characterize a possibly worst-case scenario, we compute the error in Equation (68) for a star that combines \( \omega = 0.999 \) with Vega’s \( M, L, \) and \( R_o \). The lower right panel of Figure 7 presents the result of this calculation on a grid of inclinations, for each wavelength in CK04. The error remains no higher than 0.1% for all wavelengths above 100 nm, where the spectra are appreciably nonzero. We use \( N = 100 \) for all models in this work, unless stated otherwise.

Figure 8 compares the observed spectrum of Vega from Bohlin et al. (2014) with the star’s synthetic spectrum at the inclination from YP10 and distance from van Leeuwen (2007). It also shows the synthetic star’s spectrum at \( \iota = \pi/2 \) (see Figures 8 and 9 in Aufdenberg et al. 2006), where the parameters of a stellar model are fit to Vega’s observed spectrum.
inclination-dependent portion includes the calculation of $z_\tilde{b}$ in Section 3.3, $P_b(\xi)$ in Section 4.2, and the one-dimensional integral in this section. On a 2.3 GHz MacBook Pro with 8 GB of RAM, inclination-independent computation with $N = 100$ takes about 800 ms. Thereafter, the inclination-dependent computation takes about 30 ms per inclination, so that the full synthetic spectrum at 50 inclinations takes $\sim 2$ s.

6. Extensions

6.1. Color–Magnitude Diagrams

Photometry is available for many more stars, and star clusters, than spectroscopy. As a result, much of the recent work studying the observational consequences of rapid stellar rotation has used color–magnitude diagrams (e.g., Bastian & de Mink 2009; D’Antona et al. 2015; Brandt & Huang 2015b; Goudfrooij et al. 2017; Gossage et al. 2019). Our spectra may be easily used to compute colors and magnitudes in any photometric system.

Here, we briefly show the consequences of inclination for rapidly rotating stars in the color–magnitude diagram. For a given filter in Rodrigo et al. (2012), we approximate the transmission curve $T(\lambda)$ via third-order spline interpolation between the discrete points with available transmission values. We also convert the previously calculated $F_\nu(\lambda)$ to

Figure 7. Bottom panels: relative flux error due to the cubic approximation of the integral in $\xi$ with $N = 100$ for two synthetic stars with Vega’s $M, L,$ and $R_*$. See Section 5 for details. Top panels: the stars’ spectra at $i = 0^\circ$ (pole-on). The star on the left has Vega’s $\omega$ from YP10. The star on the right has $\omega = 0.999$; below 100 nm, its spectra do not rise above 0.02% of their maxima; at 100 nm and above, the maximum error from our discretization in $\xi$ is 0.1%.

Figure 8. Left panel: synthetic spectrum of Vega computed using its observed parameters (blue points) compared to the observed spectrum (red points). The two spectra agree well. The gray points correspond to a synthetic Vega viewed edge-on and show a significantly fainter and redder star. The inset shows the local effective temperature across the visible surface of the synthetic star at its observed inclination of $\sim 5^\circ$ (YP10). Right panel: same as left panel, with wavelength range restricted to the Balmer jump.
for a given sight line, we can \( \phi \) \, \text{coordinates} \, 0, 1 \, \text{cos}\, i, \) corresponding to isotropically distributed \( i \) (e.g., Corsaro et al. 2017). The black marker and arrow indicate the star’s observed inclination.

\[
\mathcal{F}_\lambda(\lambda) = \frac{c}{\lambda} \mathcal{F}_0(\lambda). \tag{69}
\]

Next, we estimate the star’s flux through the filter,

\[
\mathcal{F} = \int_0^\infty \mathcal{F}_\lambda(\lambda) T(\lambda) \, d\lambda, \tag{70}
\]

via the application of the trapezoidal rule over the variable-size intervals between nearest-neighbor \( \lambda \) values in CK04. Finally, we calculate the magnitude:

\[
m = -2.5 \log_{10} \frac{\mathcal{F}}{\mathcal{F}_0} \int_0^\infty T(\lambda) \, d\lambda, \tag{71}
\]

where \( \mathcal{F}_0 \) is the flux zero-point in the Vega calibration system and the integral is approximated in the same way as the one in Equation (70).

We calculate the magnitudes corresponding to the Generic Bessel \( B \) and \( V \) filters in Rodrigo et al. (2012) for a single star with Vega’s physical parameters, but observed at inclinations from 0 to \( \pi/2 \). Figure 9 shows the resulting range of \((B - V, V)\). The black arrow indicates Vega’s actual inclination. A similar calculation with a range of stellar models would produce a smooth distribution suitable for comparison with observed color–magnitude diagrams.

\[\text{Figure 9. Visual magnitude versus the difference between blue and visual}
\]

\[\text{magnitudes of synthetic Vega. From left to right, inclination increases from 0 to}
\]

\[\pi/2. \text{Markers are spaced evenly in cos} \, i, \text{corresponding to isotropically}
\]

\[\text{distributed} \, i \text{ (e.g., Corsaro et al. 2017). The black marker and arrow indicate}
\]

\[\text{the star’s observed inclination.}
\]

6.2. Planetary Transits

6.2.1. Introduction

Rapid stellar rotation can have an observable effect on the light curve of a planetary transit: the transit will be deeper or shallower as the planet transits hotter or cooler parts of the stellar surface (Barnes 2009). This effect can constrain the projected obliquity, the angle between the star’s angular momentum and the planet’s orbital angular momentum (Barnes 2009; Barnes et al. 2011; Masuda 2015). In this section we extend our tool to rigorously compute the light curve of a planet obliquely transiting a rapidly rotating star.

Consider a planet of radius \( R_p \) that transits its host star. In our coordinate system, \( \hat{y} \perp \hat{\gamma} \). We let \( \gamma = \hat{t} \times \hat{y} \) and refer to the plane spanned by \( \hat{y} \) and \( \gamma \) as the view plane. Over the course of the transit and in projection onto the view plane, the planet’s center traces a straight line with projected impact parameter \( b \) with respect to the star’s center and projected obliquity \( \alpha \in [-\pi/2, \pi/2] \) with respect to the star’s rotational axis.

6.2.2. Intensity at a Sight Line

Slices of the stellar surface perpendicular to the \( z \)-axis are circles with centers \((0, 0, z)\) and radii \( r \), with \( z \in [-R_p, R_p] \). Their projections onto the view plane are ellipses that satisfy

\[
\left( \frac{z - \sin i}{r \cos i} \right)^2 + \left( \frac{\gamma}{r} \right)^2 = 1. \tag{72}
\]

With \( u' \equiv z'/R_p \) and \( \gamma \equiv y/R_p \), Equation (72) can be rewritten as

\[
r^2 = (u' \sec i - u \tan i)^2 + \gamma^2. \tag{73}
\]

Given a sight line through point \((\gamma, u')\) in the view plane, we wish to find the point \((\hat{r}, \phi, u)\) on the stellar surface where the sight line’s light originates. Pairs of \( u \in [-z_0/R_p, z_0/R_p] \) and \( \hat{r} \in [0, 1] \) that satisfy both Equation (4) and Equation (73) correspond to the surface points that the sight line pierces. To find these points, we substitute the right-hand side of Equation (73) for \( r^2 \) in Equation (4) and perform algebraic manipulation that produces a sixth-degree polynomial equation in \( u \). We then substitute this equation’s real roots for \( u \) in Equation (73) and pick out the ones that correspond to both \( u \) and \( \hat{r}^2 \) in their respective ranges. There are two roots in the latter category when the sight line pierces the star and zero such roots when it does not. In the former case, the greater root gives the \( u \) and, via Equation (73), the corresponding \( \hat{r} \) coordinates for the sight line.

Only one additive term,

\[
\frac{(u' \sec i)^6 \omega^4}{4}, \tag{74}
\]

contains the highest power of \( \sec i \) in the sixth-degree polynomial. By a heuristic analog of the argument in Section 4.3, computation of \( u \) becomes impossible due to rounding error as \( i \) becomes close enough to \( \pi/2 \) that the ratio of \( u \) and expression (74) equals \( B_q \), with \( B \)’s order of magnitude close to 1. This gives the following approximation of the angle at which the procedure stops working:

\[
i_b = \arccos \left[ \frac{B_q}{4} \right]^{1/6}, \tag{75}\]

where we set \( \omega \) and \( u' \) to 1 to obtain the worst-case scenario, since Equation (74) is then largest. When \( i > i_b \), we set \( i = \pi/2 \), so that \( u = u' \) and the sight line pierces the star if and only if \( \gamma \leq \hat{r} \). \( B = 16 \) and \( q = 2 \times 10^{-16} \) yield \( i_b = \pi/2 - 0.0031 \).

Once we have \( \gamma, u', u \), and \( \hat{r} \) for a given sight line, we can compute \( \hat{z} = f \, u \) and

\[
\cos \phi = \pm \sqrt{1 - \left( \frac{\gamma}{\hat{r}} \right)^2}, \tag{76}
\]

where the negative sign corresponds to the case when the line goes through the upper half of the elliptical projection of its
surface slice, i.e., when \( u' > u \sin \alpha \). Then, Equations (36) and (37) produce gravity and temperature, which in turn allow us to compute \( a_y \) in Equation (30) via the interpolation of Section 4.4. At that point, Equations (27), (22), and (14) give us \( I_v \) at the sight line.

### 6.2.3. Blocked Flux

We wish to estimate \( F_{v,1} \), the flux that the planet blocks at a given time point. Multiplied by \( D_v^2 \), it is equal to the integral of \( I_v \) over the planet’s circular projection, which is similar to the integral in Equation (1), except that the two-dimensional integration domain is different. The first thought is to use a two-dimensional analog of a numerical integration method similar to those in Section 5.1. For example, we could partition the integration domain into rectangles and employ a midpoint Riemann sum. However, since the integration domain is circular, we modify the latter method by attempting to partition the domain into circles instead. Specifically, let us say we can calculate \( I_v \) at \( N_v \) sight lines within the domain. When \( N_v = 7 \), we consider the problem of maximizing the total area of seven congruent, nonoverlapping circles that fit within a circle of radius \( R_1 \); we call this the packing problem at \( N_v = 7 \). Its solution, unique up to circular symmetry, is to place small circles of radius \( R_1/3 \) at the following locations in the \( \hat{y} \hat{z} \) coordinate system, with the system’s origin shifted to match the center of the planet’s projection (Graham et al. 1998):

\[
\frac{R_1}{3} \{ (0, 0), (\pm 2, 0), (\pm 1, \sqrt{3}), (\pm 1, -\sqrt{3}) \}.
\]

One of the small circles covers \( 1/9 \) of the integration domain. We approximate its average intensity by \( I_v \) at the circle’s center. We then approximate the average intensity over the remaining \( 2/9 \) of the domain by the average of all seven \( I_v \) values. This latter average, multiplied by \( \pi R_v^2 \), is thus our estimate of \( D_v^2 F_{v,1} \). Given the known best solutions to the packing problem for \( 1 < N_v < 19 \), the proportion of the integration domain jointly covered by individual circles is highest for \( N_v = 7 \), which thus gives the best estimate of the integral, by this measure. With \( N_v = 19 \), we can use the packing in Fodor (1999), which covers more than \( 7/9 \) of the domain. An alternative, with any \( N_v \), is picking points from a two-dimensional distribution that is uniform over the projection. Each method averages \( I_v \) over the representative sight lines and multiplies the result by the planet’s projected area to obtain \( D_v^2 F_{v,1} \).

We calculate the star’s transit-free flux through the Generic Bessel V filter via the right-hand side of Equation (70) and call it \( F_{\text{max}} \). At every time point, we use Equations (69) and (70) to calculate blocked flux \( F_\nu \) through the same filter, with \( F_{v,1} \) instead of \( F_\nu \). Figure 10 presents plots of 

\[
\frac{F_1}{F_{\text{max}}} = \frac{F - F_{\text{max}}}{F_{\text{max}}}
\]

versus time for two different systems. The plots resemble the curves predicted for similar systems in Barnes (2009). Here, \( F \) is the star’s flux during transit.

Computation of the transit curves in Figure 10 starts with the star’s inclination-independent calculation at \( N = 100 \), which takes about 800 ms on a 2.3 GHz MacBook Pro with 8 GB of RAM (see the end of Section 5.2). Thereafter, calculation of blocked flux takes about 1.1 ms per sight line. The resulting total time for two transit curves with 200 time points each and seven sight lines per time point is \(~4\) s.

In the software implementation of the integration scheme that we reference here (Lipatov & Brandt 2020), we speed up the calculation of broadband photometry by moving the filtering step from the very end to the very beginning of such calculation. In this implementation, we replace \( F_\nu \) with \( I_v \) and \( F \) with \( I \) in Equations (69) and (70), use them to calculate \( I \) for every \((T, g, \alpha)\) grid point, obtain \( I(\mu) \) fits for every \((T, g)\), perform the two-dimensional integration as before, and finally calibrate to the standard magnitude system via Equation (71). This change leads to a speed-up by a factor of about 5 when each star is treated at 10 inclinations. For Generic Bessel B/V and Hubble Space Telescope ACS WFC F435W/F555W/F814W filters (Rodrigo et al. 2012), the associated errors in \( I(\mu) \) fits do not exceed the equivalent \( I_v(\mu) \) errors in Section 4.1.

### 7. Conclusion

We have presented PARS (Paint the Atmospheres of Rotating Stars)—a scheme for the integration of specific intensities over the surface of a rotating star to obtain the star’s spectrum. Inputs to the scheme include the star’s mass, luminosity, equatorial radius, rotational speed, and inclination.

We forgo differential rotation and volume-wide mass distribution in favor of solid body rotation and a Roche model, respectively. This allows us to compute a closed-form expression for surface shape in cylindrical coordinates, based on ER11. We then obtain closed-form expressions for the differential area element, cosine of the viewing angle \( \mu \), and effective surface gravity \( g \). We also adopt ER11’s assumption that energy flux and gravity are collinear, which allows us to compute surface effective temperature \( T \) with high precision up to 99.9% of maximum rotation rate.
An important input to our scheme is a set of stellar atmosphere models (such as in CK04), with intensity $I_\nu$ on a grid of $\mu$, $T$, and $g$. We model $I_\nu(\mu)$ as a piecewise fourth-degree polynomial on a partition of $\mu$’s range and interpolate the polynomial coefficients in log $g$ and the Planck function factor that involves $T$.

The polynomial form of $I_\nu(\mu)$, in combination with the closed-form expression for $\mu$, gives a closed-form expression for the indefinite integral in the azimuthal direction. The definite integral results from an algorithm that keeps track of the $\mu$ interval entered by the integration. We separately apply two cubic-fit numerical approximations to the longitudinal integrals below and above the equator, in view of abrupt intensity changes across this latitude at high rotational velocities.

Our scheme enables rapid calculation of synthetic spectra, taking just $\sim$2 s on a laptop computer to compute 1221-wavelength spectra at 50 inclinations. This, coupled with libraries of stellar models, will enable rigorous comparisons with data wherever the effects of stellar rotation are important. We highlight two examples: observed color–magnitude diagrams of star clusters and transit light curves. In future work we will further develop these applications.

Individual spectral lines are not resolved with the atmosphere models we use in this article, though higher-resolution models can constitute input to PARS. On a related note, PARS does not generally account for the rotational Doppler effect. However, we do plan to utilize the scheme’s framework to calculate the expected broadening of individual spectral lines in the future.

PARS Python source code is available for download and installation (Lipatov & Brandt 2020). We have tested and run the software on a Unix operating system included with macOS 10. There is potential for porting PARS to other operating systems, because its core does not require the import of rare or highly specialized modules.

The authors would like to thank Nathan Bastian and Sebastian Kamann for comments on the manuscript. The authors also thank G. Mirek Brandt for useful discussions in relation to this work.

Software: PARS (Lipatov & Brandt 2020), The NumPy Array (van der Walt et al. 2011), Matplotlib (Hunter 2007), SciPy (Virtanen et al. 2020).

**Appendix**

**Piecewise Integration**

**Algorithm A.1** (see Section 4.2).

```plaintext
Require:

$p_{\mu}(\xi, \phi) = 0$ for $\{\xi, \phi\}$ s.t. $\mu(\xi, \phi) \notin m_j \equiv [\mu_j, \mu_{j+1}]$

Ensure:

$P_\mu(\xi) = \int_0^{\pi/2} \mu(\xi, \phi) p_{\mu}(\xi, \phi) \, d\phi$

is calculated $\forall \{k, j\}$ at a given $\xi$

1: $a \leftarrow \sin j/\sin(\xi)$
2: $b \leftarrow -\cos(j \times f(\xi))/\sin(\xi)$
3: function $\mu(\phi)$
4: return $a \cos \phi + b$
5: function $\phi(\mu)$
6: return $\cos^{-1}[(\mu - b)/a]$ 
7: procedure INT($\phi_0$, $\phi_f$, $m_i$)
8: require $\mu(\phi) \in m_j \quad \forall \phi \in [\phi_0, \phi_f]$
9: $P_i \leftarrow P_j + \int_{\phi_0}^{\phi_f} \mu(\xi, \phi) p_{\mu}(\xi, \phi) \, d\phi \quad \forall k$
10: global $P_i \leftarrow 0$ $\forall \{k, j\}$
11: $\phi_0 \leftarrow 0$
12: $\mu_0 \leftarrow \mu(\phi_0)$
13: $j \leftarrow \max_{i < j \leq k} k$
14: if $a = 0$ then
15: if $\xi < \phi_0$ then
16: $\mu_1 \leftarrow 0$
17: else
18: $\mu_1 \leftarrow \mu(\pi)$
19: while $\mu_1 > \mu_0$ do
20: INT($\phi_0$, $\phi(\mu_0)$, $m_i$)
21: $\phi_0 \leftarrow \phi(\mu_0)$
22: $j \leftarrow j - 1$
23: INT($\phi_0$, $\phi(\mu_0)$, $m_i$)
24: else
25: INT($\phi_0$, $\pi$, $m_i$)
```

▷ $\mu$ as a function of $\phi$
▷ $\phi$ as a function of $\mu$
▷ integrate w.r.t. $\phi$ on a fixed $\mu$ interval
▷ the integrals we aim to compute
▷ variable lower $\phi$ integration bound
▷ fixed upper $\mu$ integration bound
▷ index of the variable $\mu$ interval
▷ if $\mu$ changes during integration
▷ if $\phi_0 < \pi$
▷ the fixed lower $\mu$ integration bound is zero
▷ if $\phi_0 = \pi$
▷ the fixed lower $\mu$ integration bound is above zero
▷ while the $\mu$ interval lower bound is above the fixed lower $\mu$ integration bound
▷ integrate from the lower $\phi$ integration bound to $\phi$ at the lower bound of the $\mu$ interval
▷ set the $\phi$ lower integration bound to $\phi$ corresponding to the lower bound of the $\mu$ interval
▷ move to the next $\mu$ interval down
▷ integrate from the lower $\phi$ integration bound to $\phi$ at the fixed lower $\mu$ integration bound
▷ if $\mu$ is constant during integration
▷ integrate from the lower $\phi$ integration bound to $\pi$
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