ABSTRACT

Generating a complex work of art such as a musical composition requires exhibiting true creativity that depends on a variety of factors that are related to the hierarchy of musical language. Music generation have been faced with Algorithmic methods and recently, with Deep Learning models that are being used in other fields such as Computer Vision. In this paper we want to put into context the existing relationships between AI-based music composition models and human musical composition and creativity processes. We give an overview of the recent Deep Learning models for music composition and we compare these models to the music composition process from a theoretical point of view. We have tried to answer some of the most relevant open questions for this task by analyzing the ability of current Deep Learning models to generate music with creativity or the similarity between AI and human composition processes, among others.
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1 Introduction

Music is generally defined as a succession of pitches or rhythms, or both, in some definite patterns [1]. Music composition (or generation) is the process of creating or writing a new piece of music. The music composition term can also refer to an original piece or work of music [1]. Music composition requires creativity which is the unique human capacity to understand and produce an indefinitely large number of sentences in a language, most of which have never been encountered or spoken before [2]. This is a very important aspect that needs to be taken into account when designing or proposing an AI-based music composition algorithm.

More specifically, music composition is an important topic in the Music Information Retrieval (MIR) field. It comprises subtasks such as melody generation, multi-track or multi-instrument generation, style transfer or harmonization. These aspects will be covered in this paper from the point of view of the multitude of techniques that have flourished in recent years based on AI and DL.

1.1 From Algorithmic Composition to Deep Learning

From the 1980s the interest in computer-based music composition has never stop to grow. Some experiments came up in the earlyls 1980s such as the Experiments in Musical Intelligence (EMI) [3] by David Cope from 1983 to 1989 or Analogiques A and B by Iannis Xenakis [4]. Later in the 2000s, also David Cope proposed the combination of Markov chains with grammars for automatic music composition and other relevant works such as Project1 (PR1) by Koenig [5] were born. These techniques can be grouped in the field of Algorithmic Music Composition, which is a way of composing by means of formalizable methods [6] [7]. This type of composing consists on a controlled procedure which is based on mathematical instructions that must be followed in a fixed order. There are several methods inside the Algorithmic Composition such as Markov Models, Generative Grammars, Cellular Automata, Genetic Algorithms, Transition Networks or Caos Theory [8]. Sometimes these techniques and other probabilistic methods are combined with Deep Neural Networks in order to condition them or help them to better model music, which is the case of DeepBach [9]. These models can generate and harmonize melodies in different styles, but the lack of generalizability...
capacity of these models and the rule-based definitions that must be done by hand make these methods less powerful and generalizable in comparison with Deep Learning-based models. From the 1980s to the early 2000s, the first works which tried to model music with NNs were born. In the recent years, with the growing of Deep Learning (DL) lots of studies have tried to model music with deep Neural Networks (NN). DL models for music generation normally use NN architectures that are proven to perform well in other fields such as Computer Vision or Natural Language Processing (NLP). There can also be used pre-trained models in these fields that can be used for music generation. This is called Transfer Learning. Some NN techniques and architectures will be shown later in this paper. Music composition today is taking input representations and NNs architectures from large-scale NLP applications, such as Transformer-based models, which are demonstrating very good performance in this task. This is due to the fact that music can be understood as a language in which every style or music genre has its own rules.

1.2 Neural Network Architectures for Music Composition with Deep Learning

First of all, we will provide an overview of the most widely used NN architectures that are providing the best results in the task of musical composition so far. The most used NN architectures in music composition task are Generative Models such as Variational AutoEncoders (VAEs) or Generative Adversarial Networks (GANs), and NLP-based models such as Long Short-Term Memory (LSTM) or Transformers. The following is an overview of these models.

1.2.1 Variational Auto-Encoders (VAEs)

The original VAE model uses an Encoder-Decoder architecture to produce a latent space by reconstructing the input. A latent space is a multidimensional space of compressed data in which the most similar elements are located closest to each other. In a VAE, the encoder approximates the posterior and the decoder parameterizes the likelihood. The posterior and likelihood approximations are parametrized by a NN with parameters for the encoder and decoder respectively. The posterior inference is done by minimizing the Kullback-Leibler (KL) divergence between the encoder or approximate posterior, and the true posterior by maximizing the Evidence Lower bound (ELBO). The gradient is computed with the so-called reparametrization trick. There are variations of the original VAE model such as the β-VAE which adds a penalty term to the reconstruction loss in order to improve the latent space distribution. In fig. we show the general VAE architecture. An example of a DL model for music composition based on a VAE is MusicVAE which we describe in further sections in this paper.

1.2.2 Generative Adversarial Networks (GANs)

GANs are Generative Models composed by two NNs: the Generator \( G \) and the Discriminator \( D \). The generator learns a distribution \( p_g \) over the input data. The training is done in order to let the discriminator maximize the probability of assigning the correct label to the training samples and the samples generated by the generator. This training idea can be understood as if \( D \) and \( G \) follow the two-player minimax game that Goodfellow et al. described. In fig. we show the general GAN architecture. The generator and the discriminator can be formed by different NN layers such as Multi-Layer Perceptrons (MLP), LSTM or Convolutional Neural Networks (CNN).

1.2.3 Transformers

Transformers are being currently used in NLP applications due to their well performance not only in NLP but also in Computer Vision models. Transformers can be used as auto-regressive models like the LSTMs which allow them to be used in generative tasks. The basic idea behind Transformers is the attention mechanism. There are several variations of the original attention mechanism proposed by Vaswani et al., that have been used in the music composition task. The combination of the attention layer with feed forward layers leads to the formation of the Encoder and Decoder of the Transformer, which differs from purely AutoEncoder models that are also composed by the Encoder and Decoder. Transformers are trained with tokens which are structured representations of the inputs. In fig. we show the general Transformer architecture.

1.3 Challenges in Music Composition with Deep Learning

There are different points of view from the challenges perspective in music composition with DL that make ourselves ask questions related to the input representations and DL models that have been used in this field, the output quality of the actual state-of-the-art methods or the way that researchers have measured the quality of the generated music. In this review, we ask ourselves the following questions that involve the composition process and output: Are the current DL...
models capable of generating music with a certain level of creativity? What is the best NN architecture to perform music composition with DL? Could end-to-end methods generate entire structured music pieces? Are the composed pieces with DL just an imitation of the inputs or can NNs generate new music in styles that are not present in the training data? Should NNs compose music by following the same logic and process as humans do? How much data do DL models for music generation need? Are current evaluation methods good enough to compare and measure the creativity of the composed music?

To answer these questions, we approach Music Composition or Generation from the point of view of the process followed to obtain the final composition and the output of DL models, i.e., the comparison between the human composition process and the Music Generation process with Deep Learning and the artistic and creative characteristics presented by the generated music. We also analyze recent state-of-the-art models of Music Composition with Deep Learning to show the result provided by these models (motifs, complete compositions...). Another important aspect analyzed is the input representation that these models use to generate music to understand if these representations are
suitable for composing music. This gives us some insights on how these models could be improved, if these Neural Network architectures are powerful enough to compose new music with a certain level of creativity and the directions and future work that should be done in Music Composition with Deep Learning.

1.4 Paper Structure

In this review, we make an analysis of the Music Composition task from the composition process and the type of generated output, and we do not cover the performance or synthesis tasks. This paper is structured as follows. Section 2 introduces a general view of the music composition process and music basic principles. In Section 3 we give an overview of state-of-the-art methods from the melodic composition point of view and we describe the DL models that have been tested for composing structured music. In Section 4 we describe DL models that generate multi-track or multi-instrument music, that is, music made for more than one instrument. In Section 5 we show different methods and metrics that are commonly used to evaluate the output of a model for music generation. In Section 6 we describe the open questions that remain in music generation by analyzing the models which we describe in sections 3 and 4. Finally, in Section 7 we expose future work and challenges that are still open in research.

2 The Music Composition Process

As in written language, the music composition process is a complex process that depends on a large number of decisions [25]. In the music field, this process [25] depends on the music style we are working with. As an example, it is very common in classical music to start with a small unit of one or two bars called motif and develop it to compose a melody or music phrase, and in styles like pop or jazz it is more common to take a chord progression and compose or improvise a melody ahead of it. In spite of the music style we are composing in, when a composer starts a piece of music there is some basic melodic or harmonic idea behind it. From the classical music point of view, this idea (or motif) is developed by the composer to construct the melody or phrase that follows a certain harmonic progression and then these phrases are structured in sections. Each section has its own purpose so it can be written in different keys and its phrases usually follow different harmonic progressions than the other sections. Normally, compositions have a melodic part and an accompaniment part. The melodic part of a piece of music can be played by different instruments whose frequency range may or may not be similar, and the harmonic part gives the piece a deep and structured feel. The instruments, that are not necessarily in the same frequency range, are combined with Instrumentation and Orchestration techniques (see section 1.2). These elements are crucial in musical composition and also an important key in defining the style or genre of a piece of music. Music, has two dimensions, the time and the harmony dimensions. The time dimension is represented by the notes duration or rhythm, which is the lowest level in this axis. In this dimension, notes can be grouped or measured in units called bars, that are ordered groups of notes. The other dimension, harmony, is related to the note values or pitch. If we think of an image, time dimension would be the horizontal axis and harmony dimension the vertical axis. Harmony does also have a temporal evolution but this is not represented in music scores. There is a very common software-based music representation called piano-roll that follows this logic.

The music time dimension is structured in low-level units that are notes, which are grouped in bars that form (motifs). In the time high-level dimension we can find sections which are composed by phrases that last eight or more bars (this depends on the style and composer). The harmony dimension lowest level is the note-level and then the superposition of notes also played by different instruments gives us chords. The sequence of chords are called chord progressions that are relevant to the composition and they also have dependencies in the time dimension. Being said that, we can think about music as a complex language model that consist on short and long-term relationships. These relationships extends in two dimensions, the time dimension which is related to music structure and the harmonic dimension which is related to the notes or pitches and chords, that is, the harmony.

From the symbolic music generation and analysis points of view, based on the ideas of Walton [27] the basic music principles or elements are (see fig. 2):

- **Harmony.** It is the superposition of notes that form chords which compose a chord progression. The note-level could be considered as the lowest level in harmony being followed by the chord-level. The highest-level can be considered as the progression-level which usually belongs to a certain key.

- **Music Form or Structure.** It is the high-level structure that music presents and it is related with the time dimension. The smallest part of a music piece is the motif which is developed in a music phrase and the combination of music phrases form a section. Sections in music are ordered depending on the music style such as intro-verse-chorus-verse-outro for some pop songs (also represented as ABCBA) or exposition-development-recapitulation or ABA for Sonatas. The concatenation of sections which can be in different scales and modes gives us the entire composition.
• **Melody and Texture.** Texture in music terms refers to the melodic, rhythmic and harmonic contents that have to be combined in a composition in order to form the music piece. Music can be monophonic or polyphonic depending on the notes that are played at the same time step, homophonic or heterophonic depending on the melody, if it has or not accompaniment.

• **Instrumentation and Orchestration.** These are music techniques that take into account the number of instruments or tracks in a music piece. Whereas Instrumentation is related to the combination of musical instruments which compose a music piece, Orchestration refers to the assignment of melodies and accompaniment to the different instruments that compose a determined music piece. In recording or software-based music representation, Instruments are organized as *tracks*. Each track contains the collection of notes played on a single instrument [28]. Therefore, we can call a piece with more than one instrument as multi-track, which refers to the information that contains two or more tracks where each track is played by a single instrument. Each track can contain one note or multiple notes that sounds simultaneously, leading to monophonic tracks and polyphonic tracks respectively.

Music categories are related between them. Harmony is related to the structure because a section is usually played in the same scale and mode. There are cadences between sections and there can also be modulations which change the scale of the piece. Texture and instrumentation are related to timbral features and their relationship is based on the fact that not all the instruments can play the same melodies. An example of that is when we have a melody with lots of ornamentation elements which cannot be played with determined instrument families (because of a fact of each instrument technique possibilities or a stylist reason).
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Figure 2: a) General music composition scheme and b) an example of the beginning of Beethoven’s 5th symphony with music levels or categories.

Another important music attribute are the dynamics, but they are related to the performance rather than the composition itself, so we will not cover them in this review. In Fig. 2 we show the aspects of the music composition process that we cover in this review, and the relationships between categories and the sections of the paper in which each topic is discussed are depicted.
3 Melody Generation

A melody is a sequence of notes with a certain rhythm ordered in an aesthetic way. Melodies can be monophonic or polyphonic. Monophonic refers to melodies in which only one note is played at a time step whereas in polyphonic melodies there is more than one note being played at the same time step. Melody generation is an important part of music composition and it has been attempted with Algorithmic Composition and with several of the NN architectures that includes Generative Models such as VAEs or GANs, Recurrent Neural Networks (RNNs) used for auto-regression tasks such as LSTM, Neural Autoregressive Distirution Estimators (NADEs) [29] or current models used in Natural Language Processing like Transformers [23]. In Fig. 3 we show the scheme with the music basic principles of an output-like score of a melody generation model.

![Figure 3: Scheme of an output-like score of melody generation models.](image)

3.1 Deep Learning Models for Melody Generation: From Motifs to Melodic Phrases

Depending on the music genre of our domain, the human composition process usually begins with the creation of a **motif** or a chord progression that is then expanded to a phrase or melody. When it comes to DL methods for music generation, several models can generate short-term notes sequences. In 2016, the very first DL models attempted to generate short melodies with Recurrent Neural Networks (RNNs) and semantic models such as Unit Selection [30]. These models worked for short sequences, so the interest to create entire melodies grew in parallel to the birth of new NNs. Derived from these first works and with the aim of creating longer sequences (or melodies), other models that combined NNs with probabilistic methods came up. An example of this is Google’s Magenta Melody RNN models [31] released in 2016, the Anticipation-RNN [32] or DeepBach [9] both published in 2017. DeepBach is considered one of the current state-of-the-art models for music generation because of its capacity to generate 4-voices chorales in the style of Bach.

However, these methods cannot generate new melodies with a high level of creativity from scratch. In order to improve the generation task, Generative Models were chosen by researchers to perform music composition. In fact, nowadays one of the best-performing models to generate **motifs** or short melodies from 2 to 16 bars is MusicVAE[4][17] which was published in 2018. MusicVAE is a model for music generation based on a VAE [15]. With this model, music can be generated by interpolating in a latent space. This model is trained with approximately 1.5 million songs from the Lakh MIDI Dataset (LMD) [33] and it can generate polyphonic melodies for almost 3 instruments: melody, bass and drums. After the creation of MusicVAE model along with the birth of new NN architectures in other fields, the necessity and availability of new DL-based models that could create longer melodies grew. New models based on Transformers came up such as the Music Transformer [24] in 2018, or models that used pre-trained Transformers such as the GPT-2 like MuseNet in 2019 proposed by OpenAI [34] does. These Transformer-based models, such as Music Transformer, can generate longer melodies and continue a given sequence, but after a few bars or seconds the melody ends up being a bit random, that is, there are notes and harmonies that do not follow the musical sense of the piece.

In order to overcome this problem and develop models that could generate longer sequences without losing the sense of the music generated in the previous bars or the main motifs, new models were born in 2020 and 2021 as combinations of VAEs, Transformers or other NNs or Machine Learning algorithms. Some examples of these models are the

---

2 https://magenta.tensorflow.org/music-vae accessed August 2021
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TransformerVAE [35] and PianoTree [36]. These models perform well even in polyphonic music and they can generate music phrases. One of the latest released models to generate entire phrases is the model proposed in 2021 by Mittal et al. [37] which is based in Denoising Diffusion Probabilistic Models (DDPMs) [38] which are new Generative Models that generate high-quality samples by learning to invert a diffusion process from data to Gaussian noise. This model uses a MusicVAE 2-bar model to then train a Diffusion Model to capture the temporal relationships among the VAE latents $z_k$ with $k = 32$ which are the 32 latent variables that allows to generate 64 bars (2 bars per latent). In spite that there can be generated longer polyphonic melodies, they do not follow a central motif so they tend to loose the sense of a certain direction.

3.2 Structure Awareness

As we mentioned in section 1, music is a structured language. Once melodies have been created they must be grouped into bigger sections (see fig. 2) which play a fundamental role in a composition. These sections have different names that vary depending on the music style such as introduction, chorus or verse for pop or trap genres, and exposition, development or recapitulation for classical sonatas. Sections can also be named with capital letters and song structures can be expressed as ABAB, for example. Generating music with structure is one of the most difficult tasks in music composition with DL because structure means an aesthetical sense of rhythm, chord progressions and melodies that are concatenated with bridges and cadences [39].

In DL there have been models that have tried to generate structured music by imposing the high-level structure with the Self-Similarity constrains. An example of that is the model proposed by Lattner et al. in 2018 [39] which uses a Convolutional Restricted Boltzmann Machine (C-RBM) to generate music and Self-Similarity constrain with a Self-Similarity Matrix [40] to impose the structure of the piece as if it was a template. This method which imposes a structure template is similar to the composition process that a composer follows when composing music and the resulting music pieces followed the imposed structure template. Although new DL models are trending to be end-to-end, and new studies about modeling music with structure are being released [41], there have not been DL models that could generate structured music by themselves, that is, without the help of a template or high-level structure information that is passed to the NN.

3.3 Harmony and Melody Conditioning

Inside music composition with DL there is a task that is the harmonization of a given melody which differs to the task of creating a polyphonic melody from scratch. In one hand, if we analyze the harmony of a created melody from scratch with a DL model, we saw that music generated with DL is not well structured as it does not compose different sections and write aesthetic cadences or bridges between the sections in and end-to-end way yet. In spite of that, the harmony generated by Transformer-based models that compose polyphonic melodies is coherent in the first bars of the generated pieces [24] because it follows a certain key. We have to emphasize here that these melodies are written for piano, which differs from multi-instrument music that presents added challenges such as generating appropriate melodies or accompaniments for each instrument or deciding which instruments make up the ensemble (see section 4).

In the other hand, the task of melody harmonization consists of generating the harmony that accompanies a given melody. The accompaniment can be a chord accompaniment regardless of the instrument or the track where the chords are, and multi-track accompaniment where the notes in each chord belong to a specific instrument. Firsts models for harmonization used HMM, but these models were improved by RNNs. Some models predicted chord functions [42] and other models match chord accompaniments for a given melody [43]. Regarding the generation of accompaniment with different tracks, there have been proposed GAN-based models which implement lead sheet arrangements. In 2018, a Multi-Instrument Co-Arrangement model called MICA [44] and its improvement MSMICA in 2020 [45] were proposed to generate multi-track accompaniment. There is also a model called the Bach Doodle [46] which used Coconet [47] to generate accompaniments for a given melody in Bach style. The harmonic quality of these models improves the harmony generated by models that create polyphonic melodies from scratch because the model focus on the melodic content to perform the harmonization which represents a smaller challenge than generating an entire well-harmonized piece from scratch.

There are more tasks inside music generation with DL using conditioning, such as generating a melody given a chord progression, which is a way of composing that humans follow. This tasks have been addressed with Variational AutoEncoders (VAEs) [48], Generative Adversarial Networks or GAN-based models [49], [50], and end-to-end models [44]. Other models perform the full process of composing, such as ChordAL [51]. This model generates chords and then the obtained chord progression is sent to a melody generator and the final output is sent to a music style processor. 
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Models like BebopNet [50] generate a melody from jazz chords because this style presents additional challenges in the harmony context.

### 3.4 Genre Transformation with Style Transfer

In music, a style or genre is defined as a complex mixture of features ranging from music theory to sound design. These features include timbre, the composition process and the instruments used in the music piece or the effects with which music is synthesized. Due to the fact that there are lots of music genres and the lack of datasets for some of those genres, it is common to use style transfer techniques to transform music in a determined style into another style by changing the pitch of existing notes or adding new instruments that fit in the style into which we want to transform the music.

In computer-based music composition, the most common technique for performing style transfer in music is to obtain an embedding of the style and the use this embedding or feature vector to generate new music. Style transfer [52] in NNs was introduced in 2016 by Gatys et al. with the idea of applying style features to an image from another image. One of the first studies that used style transfer for symbolic music generation was MIDI-VAE [53] in 2018. MIDI-VAE encodes the style in the latent space as a combination of pitch, dynamics and instrument features to generate polyphonic music. Style transfer can also be achieved with Transfer Learning [14]. The first work that used transfer learning to perform style transfer was a recurrent VAE model for jazz which was proposed by Hung et al. [54] in 2019. Transfer learning is done by training the model on the source dataset, and then fine-tuning the resulting model parameters on the target dataset that can be in a different style than the source dataset. This model showed that using Transfer Learning to transform a music piece in a determined style to another is a great solution because it could not only be used to transform existing pieces in new genres but it could also be used to compose music from scratch in genres that are not present in the music composition datasets that are being used nowadays. An example of this could be the use a NN trained with a large dataset for pop such as the Lakh MIDI Dataset (LMD) [33] and use this pre-trained model to generate urban music though Transfer Learning.

Other music features such as harmony and texture (see fig. 2) have been also used as style transfer features [55], [36], [56]. There have also been studied fusion genres models in which different styles are mixed to generate music in an unknown style [57].

### 4 Instrumentation and Orchestration

As we mentioned in section 2, Instrumentation and orchestration are fundamental elements in the musical genre being composed, and may represent a characteristic signature of each composer by the use of specific instruments or the way their compositions are orchestrated. An example of that is the orchestration that Beethoven used in his symphonies that changed the way in which music was composed [58]. *Instrumentation* is the study of how to combine similar or different instruments in varying numbers in order to create an ensemble *Orchestration* is the selection and combination of similarly or differently scored sections [59]. From that, we can relate Instrumentation as the color of a piece and Orchestration to the aesthetic aspect of the composition. Instrumentation and Orchestration have a huge impact on the way we perceive music and so, to the emotional part of music, but, although they represent a fundamental part of the music, emotions are beyond the scope of this work.

#### 4.1 From Polyphonic to Multi-Instrument Music Generation

In computer-based music composition we can group Instrumentation and Orchestration concepts in multi-instrument or multi-track music. However, the DL-based models for multi-instrument generation do not work exactly with those concepts. Multi-instrument DL-based models generate polyphonic music for more than one instrument but, does the generated music follow a coherent harmonic progression? Is the resulting arrangement coherent in terms of Instrumentation and Orchestration or do DL-based models just generate multi-instrument music not taking into account the color of each instrument or the arrangement? In section 3 we showed that polyphonic music generation could compose music with a certain harmonic sense, but when facing multi-instrument music one of the most important aspects to take into account is the color of the instruments and the ensemble. Deciding how many and which instruments are in the ensemble, and how to divide the melody and accompaniment between them is not yet a solved problem in Music Generation with DL. In the recent years this challenges have been faced by building DL models that generate music from scratch that can be interactive models in which humans can select the instruments of the ensemble [28]. There are also models that allows to inpaint instruments or bars. We describe these models and answer to the exposed questions in section 4.2. In Fig. 4 we show the scheme with the music basic principles of an output-like score of a multi-instrument generation model.
4.2 Multi-Instrument Generation from Scratch

The first models that could generate multi-track music have been proposed recently. Previous to multi-track music generation, some models generated the drums track for a given melody or chords. An example of those models are the model proposed in 2012 by Kang et al. [60] which accompanied a melody in a given scale with an automated drums generator. Later on, in 2017 Chu et al. [61] used a hierarchical RNN to generate pop music in which drums were present.

One of the most used architectures in music generation are the generative models such as GANs and VAEs. The first considered and most well-known model for multi-track music generation is MuseGAN [62], presented in 2017. Then, more models followed the multi-instrument generation task [63], [64] and later in 2020 other models based on AutoEncoders such as MusAE [65] were released. The other big group of NN architectures that have being used recently to generate music are the Transformers. The most well-known model for music generation with Transformers is the Music Transformer [24] for piano polyphonic music generation. In 2019, Donahue et al. [66] proposed LakhNES for multi-track music generation and in 2020, Ens et al. proposed a Conditional Multi-Track Music Generation model (MMM) [28] which is based on LakhNES and improves the token representation of this previous model by concatenating multiple tracks into a single sequence. This model uses a MultiInstrument and a BarFill representations which are represented in Fig. 5. In Fig. 5 we show the MultiInstrument representation which contains the tokens that the MMM model uses for generating music, and the BarFill representation that is used to inpaint, that is, generating a bar or a couple of bars but maintaining the rest of the composition.

From the composition process point of view, these models do not orchestrate or instrumentate, but they create music from scratch or by inpainting. This means that these models do not choose the number of instruments and do not generate high-quality melodic or accompaniment content related to the instrument that is being selected. As an example, the MMM model generates melodic content for a predefined instrument which follows the timbral features of the instrument, but when inpainting or recreating a single instruments while keeping the other tracks, it is sometimes difficult to follow the key in which the other instruments are composed. This leads us to the conclusion that multi-instrumental models for music generation focus on end-to-end generation, but still do not work well when it comes to instrumentation or orchestration, as they still cannot decide the number of instruments in the generated piece of music. They generate music for the ensemble they were trained on, such as LakhNES [66] or they take predefined tracks to generate the content of each track [28]. More recent models, such as MMM, are opening up interactivity between human and artificial intelligence in terms of multi-instrument generation, which will allow better tracking of the human compositional process and thus improve the music generated with multiple instruments.
5 Evaluation and Metrics

Evaluation in music generation can be divided according to the way in which the output of a DL mode is measured. Ji et al. [67] differentiate between the evaluation from the objective point of view and from the subjective point of view. In music, it is necessary to measure the results from a subjective point of view because it is the type of evaluation that tells us how much creativity the model brings compared to human creativity. Sometimes, the objective evaluation that calculates the metrics of the results of a model can give us an idea of the quality of these results, but it is difficult to find a way to relate it to the concept of creativity. In this section we show how the state-of-the-art models measure the quality of their results from objective and subjective points of view.

5.1 Objective Evaluation

The objective evaluation measures the performance of the model and the quality of its outputs using some numerical metrics. In music generation there is the problem of comparing models trained for different purposes and models trained with different datasets, so we give a description of the most common metrics used in state-of-the-art models. Ji et al. [67] differentiate between model metrics and music metrics or descriptive statistics, and other methods such as pattern repetition [68] or plagiarism detection [9].

When you want to measure the performance of a model, the most used metrics depending on the DL model used to generate music are: the loss, the perplexity, the BLEU score, the precision (P), recall (R) or F-score (F1). Normally, these metrics are used to compare different DL models that are built for the same purpose.

Loss is usually used to show the difference between the inputs and outputs of the model from a mathematical point of view, while, on the other hand, perplexity tells us the generalization capability that a model has, which is more related to how the model generates new music. As an example, the Music Transformer [24] use the loss and the perplexity to compare the outputs between different Transformer architectures in order to validate the model, TonicNet [69] only uses the loss for the same purpose and MusicVAE [17] only uses a measure that indicates the quality of reconstruction that the model has, but does not use any metric to compare between other DL music generation models.

Regarding metrics that are specifically related to music, that is, those that take into account musical descriptors, we can find that these metrics help to measure the quality of a composition. According to Ji et al. [67] these metrics can be grouped in four categories: pitch-related, rhythm-related, harmony-related and style transfer-related. Pitch-related metrics [67] such as scale consistency, tone spam, ratio of empty bars or number of pitch classes used, are metrics that measures pitch attributes in general. Rhythm-related metrics take into account the duration or pattern of the notes and are, for example, the rhythm variations, the number of concurrent three or four notes or the duration of repeated pitches. The harmony-related metrics measure the chords entropy, distance or coverage. These three metric categories are used by models like MuseGAN [62], C-RNN-GAN [70] or JazzGAN [49]. Finally, techniques related to style transfer help to understand how close or far the generation is from the desired style. These include, among others, the style fit, the content preservation or the strength of transfer [71].

5.2 Subjective Evaluation

The subjective point of view determines how the generated music is in terms of creativity and novelty, that is, to what extent the music generated can be considered art. There is no a way to define art, although art involves creativity and
We have showed that music is a structured language model with temporal and harmonic short and long-term relationships which requires a deep understanding of all of its insights in order to be modelled. This, in addition to the variety of which is performed to test DeepBach [9]. In this model, 1,272 people belonging to different musical experience groups took the test. This test showed that the more complex the model was, the better outputs it got. MusicVAE [17] also perform a listening test and the Kruskal Wallis H-Test to validate the quality of the model, which conclude that the model performed better with the hierarchical decoder. MuseGAN [62] also conducted a listening test with 144 users divided into groups with different musical experience, but there were pre-defined questions that the users had to vote in a range from 1 to 5: the harmony complaisance, the rhythm, the structure, the coherence and the overall rating.

Other listening methods require scoring the generated music, this is known as side-by-side rating [67]. It is also possible to ask some questions to the listeners about the creativity of the model or the naturalness of the generated piece, among other questions, depending on the generation goal of the model. One important thing to keep in mind in listening tests is the variability of the population that is chosen for the test (if listeners are music students with a basic knowledge of music theory, if they are amateurs and so they do not have any music knowledge or if they are professional musicians). The listeners must have the same stimuli and also listen to the same pieces and have as reference (if it applicable) the same human-created pieces. Auditory fatigue must also be taken into account as there can be an induced bias in the listeners if the listen to similar samples for a long period of time.

Being said that, we can conclude that listening tests are indispensable when it comes to music generation because it gives a feedback of the quality of the model and they can also be a way to find the better NN architecture or DL model that is being studied.

6 Discussion

We have showed that music is a structured language model with temporal and harmonic short and long-term relationships which requires a deep understanding of all of its insights in order to be modelled. This, in addition to the variety of genres and subgenres that exist in music and the large number of composing strategies that can be followed to compose a music piece, makes the field of music generation with DL a constantly growing and challenging field. Having described the music composition process and recent work in DL for music generation, we will now address the issues raised in the section 1.3.

Are the current DL models capable of generating music with a certain level of creativity?

The first models that generated music with DL used RNNs such as LSTMs. These models could generate notes but they failed when they generated long-term sequences. This was due to the fact that these NNs did not handle the long-term sequences that are required for music generation. In order to solve this problem and being able to generate short motifs by interpolating two existing motifs or sampling from a distribution, MusicVAE was created. But some questions arise from here: Do interpolations between existing motifs generate high quality ones which have sense inside the same music piece? If we use MusicVAE for creating a short motif we could get very good results, but if we use this kind of models to generate longer phrases or motifs that are similar to the inputs, these interpolations may output motifs that can be aesthetic but sometimes they do not follow any rhythmic or notes direction (ascendent or descendent) pattern that the inputs have. Therefore, these interpolations usually cannot generate high quality motifs because the model does not understand the rhythmic patterns and notes directions. In addition, chord progressions normally do have inversions and there are rules in classical music or stylistic restrictions in pop, jazz or urban music that determine how each chord is followed by another chord. If we analyze the generated polyphonic melodies of DL methods there is a lack of quality in terms of harmonic content, because NNs which are trained to generate music could not understand all these intricacies that are present in the music language or because this information should be passed to the NN as part of the input for example as tokens.

What is the best NN architecture to perform music composition with DL?

The Transformer architecture has been used with different attention mechanisms that allow longer sequences to be modeled. An example of this is the success of the MMM model [28] that used GPT-2 to generate multi-track music. Despite the fact that the model used a pre-trained Transformer for text generation, it generates coherent music in terms of harmony and rhythm. Other architectures use Generative Networks such as GANs or VAEs, and also a combination...
of these architectures with Transformers. The power that bring these models is the possibility to extract high-level music attributes such as the style, and low-level features that are organized in a latent space. This latent space is then used to interpolate between those features and attributes to generate new music based on existing pieces and music styles.

Analyzing the NN models and architectures that have been used in the past years to generate music with DL, there is not a specific NN architecture that performs better for this purpose because the best NN architecture that can be used to build a music generation model will depend on the output that we want to obtain. In spite of that, Transformers and Generative models are emerging as the best alternatives in this moment as the latest works in this domain demonstrates. A combination of both models is also a great option to perform music generation [35] although it depends on the output we want to generate, and sometimes the best solution comes from a combination of DL with probabilistic methods. Another aspect to take into account is that generally, music generation requires models with a large number of parameters and data. We can solve this problem by taking a pre-trained model as some state-of-the-art models which we have described in the previous sections, and then perform fine-tuning to another NN architecture. Another option is having a pre-trained latent space which has been generated by training a big model with a huge dataset like MusicVAE proposes, and then train a smaller NN with less data taking advantage of the pre-trained latent space in order to condition the style of the music compositions as MidiMe proposes [73].

Could end-to-end methods generate entire structured music pieces?

As we described in section 3.2 nowadays there are structure template based models that can generate structured music [39], but there is not yet an end-to-end method that can compose a structured music piece. The music composition process that a human composer follows is similar to this template-based method. In the near future, it would be likely that AI could compose structured music from scratch, but the question here is whether AI models for music generation will be used to compose entire music pieces from scratch or whether these models would be more useful as an aid to composers and thus as an interaction between humans and AI.

Are the composed pieces with DL just an imitation of the inputs or can NNs generate new music in styles that are not present in the training data?

When training DL models, some information that is in the input which is passed to the NN can be present without any modification in the output. Even that, MusicVAE [17] and other DL models for music generation showed that new music can be composed without imitating existing music or committing plagiarism. Imitate the inputs could be a case of overfitting which is never the goal of a DL model. It should also be taken into account that it is very difficult to commit plagiarism in the generation of music due to the great variety of instruments, tones, rhythms or chords that may be present in a piece of music.

Should NNs compose music by following the same logic and process as humans do?

We showed that researchers started to build models that could generate polyphonic melodies but these melodies did not follow any direction after a few bars. When MusicVAE came out, it was possible to generate high quality motifs and this encouraged new studies to generate melodies taking information of past time steps. New models such as Diffusion Models [37] are using this pre-trained models to generate longer sequences to let melodies follow patterns or directions. We also show that there are models that can generate a melody by conditioning it with chord progressions which is the way of composing music in styles like pop. Comparing the human way of composing to the DL architectures that are being used to generate music, we can see some similarities of both processes specially in auto-regressive models. Auto-regression (AR) consists on predict the future values from past events. Some DL methods are auto-regressive, and the fact that new models are trying to generate longer sequences by taking information of past time steps resemble the human composing process of classical music.

How much data do DL models for music generation need?

This question can be answered partially if we look at the state-of-the-art models. MusicVAE uses the LMD [33] with 3.7 million melodies, 4.6 million drum patterns and 116 thousand trios. Music Transformer instead uses only 1.100 piano pieces from the Piano-e-Competition to train the model. Other models such as the MMM takes the GPT-2 which is a pre-trained Transformer with lots of text data. This lead us to affirm that DL models for music generation do need lots of data, specially when trainig Generative Models or Transformers, but taking pre-trained models and perform transfer learning is also a good solution specially for music genres and subgenres that are not represented in the actual datasets for symbolic music generation.
Are current evaluation methods good enough to compare and measure the creativity of the composed music?

As we described in section 5, there are two evaluation categories: the objective and the subjective evaluation. Objective evaluation metrics are similar between existing methods but there is a lack of a general subjective evaluation method. The listening tests are the most used subjective evaluation method but sometimes the Turing test which just asks to distinguish between a computer-based or a human composition is not enough to know all the characteristics of the compositions created by a NN. The solution to this problem would be to ask general questions related to the quality of the music features showed in fig. 2 as MuseGAN proposes, and use the same questions and the same rating method in the DL models to set a general subjective evaluation method.

7 Conclusions and Future Work

In this paper, we have described the state-of-the-art in DL music generation by giving an overview of the NN architectures that have been used for DL music generation, and discussed the challenges that are still open in the use of deep NNs in music generation.

The use of DL architectures and techniques for the generation of music (as well as other artistic content) is a growing area of research. However, there are open challenges such as generating music with structure, analyzing the creativity of the generated music and build interactivity models that could help composers. Future work should focus on better modeling the long-term relationships (in time and harmony axes) in order to generate well-structured and harmonized music that does not get loose after a few bars, and inpainting or human-AI interaction which is a task with a growing interest in the recent years. There is also a pending challenge that has to do with transfer learning or the conditioning of the generation of styles that allows not to be restricted only to the same authors and genres that are present in the publicly available datasets, such as the JSB Chorales Dataset or the Lakh MIDI Dataset, which makes most of the state-of-the-art works only focus on the same music styles. When it comes to multi-instrument generation, this task does not follow the human composing process and it could be interesting to see new DL models that first compose a high-quality melodic content and then decide by themselves or with human’s help the number of instruments of the music piece and be able to write high-quality music for each instrument attending to its timbral features. Further questions related to the directions that music generation with DL should focus on, that is, building end-to-end models that can generate high-creative music from scratch or interactive models in which composers could interact with the AI is a task that future will solve, although the trending of human-AI interaction is growing faster everyday.

There are more open questions in music composition with DL that are not in the scope of this paper. Questions like who owns the intellectual property of music generated with DL if the NNs are trained with copyrighted music. We suggest that this would be an important key in commercial applications. The main key here is to define what makes a composition different from others and there are several features that play an important role here. As we mentioned in the section 1, these features include the composition itself, but also the timbre and effects used in creating the sound of the instruments. From the point of view of composition, which is the scope of our study, we can state that when generating music with DL it is always likely to generate music that is similar to the inputs, and sometimes the music generated has patterns taken directly from the inputs, so further research would have to be done in this area from the point of view of music theory, intellectual property and science to define what makes a composition different from others and how music generated with DL could be registered.

We hope that the analysis presented in this article will help to better understand the problems and possible solutions and thus may contribute to the overall research agenda of deep learning-based music generation.
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