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Abstract—In the context of statistical learning, the Information Bottleneck method seeks a right balance between accuracy and generalization capability through a suitable tradeoff between compression complexity, measured by minimum description length, and distortion evaluated under logarithmic loss measure. In this paper, we study a variation of the problem, called scalable information bottleneck, in which the encoder outputs multiple descriptions of the observation with increasingly richer features. The model, which is of successive-refinement type with degraded side information streams at the decoders, is motivated by some application scenarios that require varying levels of accuracy depending on the allowed (or targeted) level of complexity. We establish an analytic characterization of the optimal relevance-complexity region for vector Gaussian sources. Then, we derive a variational inference type algorithm for general sources with unknown distribution, and show means of parametrizing it using neural networks. Finally, we provide experimental results on the MNIST dataset which illustrate that the proposed method generalizes better to unseen data during the training phase.

I. INTRODUCTION

In statistical (supervised) learning models, one seeks to strike a right balance between accuracy and generalization capability. Many existing machine learning algorithms generally fail to do so; or else only at the expense of large amounts of algorithmic components and hyperparameters that are heavily tuned heuristically for a given task (and, even so, generally fall short of generalizing to other tasks). The Information Bottleneck (IB) method [1], which is essentially a remote source coding problem under logarithmic loss fidelity measure, attempts to do so by finding a suitable tradeoff between algorithm’s robustness, measured by compression complexity, and accuracy or relevance, measured by the allowed average logarithmic loss (see e.g. [2], [3]). More specifically, for a target (label) variable X and an observed variable Y, the IB finds a description U that is maximally informative about X while being minimally informative about Y, where informativeness is measured via Shannon’s mutual information. The relevance-complexity tradeoff has been studied in various setups, including multivariate IB [4], distributed IB [5], IB with decoder side information [6], IB with unknown fading channels [7]. Moreover, the IB model has been applied to communication scenarios with oblivious relays [8]–[11]. Recently, the IB framework has been extended to a practical scenario where the source and observation distribution is unknown and can be estimated empirically [2], [3], [12]–[14].

We study a variation of the IB problem, called scalable information bottleneck, where the encoder outputs T ≥ 2 descriptions with increasingly richer features. This is motivated primarily by application scenarios in which a varying level of accuracy is required depending on the allowed and/or required level of complexity. The model is illustrated in Fig. 1 for T = 2. As an example, one may think about the simple scenario of making inference about a moving object on the road. A decision maker which receives only coarse information about the object would have to merely identify its type (e.g., car, bicycle, bus), while one that receives also refinement information would have to infer more accurate description.

In the T-stage scalable information bottleneck, the encoder observes the source X via a sensor output Y and wishes to encode Y into T stages of descriptions denoted by \((U_1, \ldots, U_T)\), while the T-stage decoder wishes to reconstruct the source from \((U_1, \ldots, U_t)\) and its side information \(Y_t\). For the case of vector Gaussian sources and channels with degraded side information, we fully characterize the relevance-complexity region. Numerical examples for simple scalar Gaussian sources and channels illustrate the usefulness of decoder side information. For a more practical case where the joint source and channel distribution is unknown, we derive a variational inference type algorithm with a set of training data. The experiments using MNIST dataset demonstrate that our proposed scheme can be efficiently applied to the pattern classification by offering stronger generalization capability than a single-stage case.

Remark that a similar successive refinement model with degraded side information has been studied in the context of the source coding problem [15], [16]. Based on the rate-distortion region under general distortion measure [15, Theorem 1], a recent work characterized the rate-distortion region of the vector Gaussian sources and channels under the quadratic distortion [16]. Similarly, we adapt [15, Theorem 1] to the remote source setup and the logarithmic loss distortion measure, relevant to the classification problem.

---

Fig. 1: Scalable information bottleneck for \(T = 2\) stages.
II. PROBLEM FORMULATION

Let \((X^n, Y^n, Y^n_1, \ldots, Y^n_T)\) \(\in X^n \times Y^n \times Y^n_1 \times \ldots \times Y^n_T\) be a sequence of \(n\) i.i.d. discrete random variables corresponding to the source, the observation, and side information at \(T\) stages. In particular, we consider degraded side information satisfying the following Markov chain

\[
(X, Y) \rightarrow Y_T \rightarrow \ldots \rightarrow Y_1.
\]

**Definition 1.** A \(T\)-stage successive refinement code of length \(n\) consists of \(T\) encoding functions

\[
\phi^{(n)}_t : Y^n \rightarrow \{1, \ldots, M^{(n)}_t\},
\]

and \(T\) decoding functions

\[
\psi^{(n)}_t : \prod_{i=1}^T \{1, \ldots, M^{(n)}_i\} \times \{1, \ldots, M^{(n)}_t\} \times Y_t \rightarrow \hat{X}^n_t,
\]

for any \(t \in [T]\), where the reconstruction \(\hat{X}^n_t\) is the set of probability distributions over the \(n\)-Cartesian product of \(\mathbb{R}\).

**Definition 2.** A \(T\)-stage successive refinement code \((\Delta_1, \ldots, \Delta_T, R_1, \ldots, R_T)\) for the \(T\)-stage IB problem is achievable if there exists \(n, T\) encoding functions, and \(T\) decoding functions such that

\[
\Delta_t \leq \frac{1}{n} I \left( X^n ; \psi^{(n)}_t (Y^n_1, \ldots, \psi^{(n)}_{t-1} (Y^n_{t-1}, Y^n_{t-2}), \ldots, Y^n_t) \right),
\]

\[
R_t \geq \frac{1}{n} \log M^{(n)}_t,
\]

for any \(t \in [T]\). The relevance-complexity region of the \(T\)-stage IB problem is defined as the union of all non-negative tuples \((\Delta_1, \ldots, \Delta_T, R_1, \ldots, R_T)\) that are achievable.

Next, we provide the relevance-complexity region of the \(T\)-stage information bottleneck problem. By a straightforward adaptation of [15] Theorem 1 to the remote source setup and the logarithmic loss distortion measure considered in this work, we obtain the following result. Namely, the relevance-complexity region for the \(T\)-stage successive refinement code satisfies

\[
\sum_{t=1}^T R_t \geq I(Y_t; U_1, \ldots, U_t|Y_t), \quad \forall t = 1, \ldots, T \quad (4a)
\]

\[
\Delta_t \leq I(X; U_1, \ldots, U_t, Y_t), \quad \forall t = 1, \ldots, T \quad (4b)
\]

for some joint pmf

\[
P_{X|Y}(x,y)P_{Y_T|X|Y}(y_T|x,y) \sum_{t=1}^{T-1} P_{Y_t|Y_{t+1}}(y_t|y_{t+1})P_{U_1,\ldots,U_T|Y}(u_1,\ldots,u_T|y).
\]

**Remark 1.** Similarly to [15] Remark 1, we can provide an alternative region to \((\Delta, R)\) under the stronger Markov chain \((X, Y_1, \ldots, Y_T) \rightarrow Y_T \rightarrow \ldots \rightarrow Y_1\).

\[
\sum_{t=1}^T R_t \geq I(Y_t; U_1, \ldots, U_t|Y_t), \quad \forall t
\]

\[
\Delta_t \leq I(X; U_t, Y_t), \quad \forall t.
\]

These two regions are equivalent as the RHS of \((6b)\) coincides with that of \((6b)\) under the stronger Markov chain. The former \((\Delta, R)\) will be used to characterize the relevance-complexity region in Section III while the latter \((\Delta, R)\) will be used for a more practical variational case when the underlying distribution is unknown in Section IV.

III. SCALABLE VECTOR GAUSSIAN IB

**A. System Model and Main Result**

We focus on the case when the source, the observation as well as the side informations are jointly Gaussian distributed and its distribution is known. Namely, the source is given by a \(n\)-dimensional Gaussian random vector denoted by \(X\) of zero mean and covariance \(\Sigma_x\), while the observation \(Y\), the side information \(Y_t\) in stage \(t\), of dimension \(m_t \times 1\), are given respectively by

\[
\Sigma_{00,0t} = \begin{bmatrix} W_0 & 0 \\ W_0^T & 1 \end{bmatrix}, \quad Y_t = X + W_t \quad (7)
\]

where we assume that \(\Sigma_{t-1} \preceq \ldots \preceq \Sigma_{t}\) holds and that \(Y_t, Y_{t+1}\) for \(t \neq s\) are independent given \(Y\). We also define the covariance of the observation noise \(W_0\) given the side information noise \(W_t\) as

\[
\Sigma_{0t} \triangleq \text{cov}(W_0|W_t) = \Sigma_{00} - \Sigma_{0t} \Sigma_{tt}^{-1} \Sigma_{t0}
\]

which reduces to \(\Sigma_{00}\) simply in the absence of side information or in the case of uncorrelated noises.

**Theorem 1.** For the vector Gaussian model described in \((7)\), the relevance-complexity region is given by

\[
\Delta_t \leq \log \left| I + \left( \Sigma_{tt}^{-1} + (I - \Sigma_{tt}^{-1} \Sigma_{t0})(I - \Sigma_{tt}^{-1} \Sigma_{0t}) \right) \Sigma_{x} \right|^{-1} \quad (10a)
\]

\[
\Delta_t \leq \sum_{t=1}^T R_t + \log |I - \Omega_s \Sigma_{0s}| + \log |I + \Sigma_s \Sigma_{tt}^{-1}|, \quad (10b)
\]

for any \(t \in [T]\), where \(0 = \Omega_1 \preceq \ldots \preceq \Omega_T \preceq \Sigma_{00,T}^{-1}\).

**Proof.** The proof is given in Appendix A. \(\square\)

**Remark 2.** Our result covers some special cases known in the literature. For the case of a single stage (\(T = 1\), region \((10)\) reduces to

\[
\Delta \leq \log \left| I + \left( \Sigma_1^{-1} + (I - \Sigma_1^{-1} \Sigma_{10})(I - \Sigma_1^{-1} \Sigma_{01}) \right) \Sigma_x \right|^{-1} \quad (11a)
\]

\[
\Delta \leq R + \log |I - \Omega \Sigma_{01}| + \log |I + \Sigma_s \Sigma_{tt}^{-1}|, \quad (11b)
\]

Furthermore, for \(T = 1\) and the scalar Gaussian case we can simplify the region as

\[
R \geq \log \left[ \frac{\Sigma_x}{2^{\Delta} \Sigma_x C_2 - (\Sigma_x + \Sigma_1) C_1} \right], \quad (12)
\]
with
\[ C_1 = \frac{\Sigma_0 - \Sigma_0}{(\Sigma_0 - \Sigma_0)^2}, \]
\[ C_2 = \frac{(\Sigma_x + \Sigma_0)^2}{c_1 + \Sigma_1}. \]

These regions in (11) and (12) agrees with the relevance-complexity tradeoff of Theorem 3 and Theorem 1 in [6] respectively. For the case of a single stage and without side information \( Y_1 = \emptyset \), the region (10) reduces to the well known relevance-complexity tradeoff of the Gaussian IB [17]. In particular, from (11) we have
\[ \Delta \leq \log [1 + \Omega \Sigma_x], \]
\[ \Delta \leq R + \log[1 - \Omega \Sigma_0], \]
which reduces to [18, Theorem 5] and from (12) we obtain
\[ R \geq \log \left(\frac{(\Sigma_x + \Sigma_0)^2}{2 - \Delta - \Sigma_0}\right), \]
which reduces to [8, Theorem 2].

B. Numerical Examples

We evaluate the relevance-complexity region (10) for scalar Gaussian sources and channels with two stages \( T = 2 \) by focusing on the symmetric complexity \( R = R_1 = R_2 \). By further letting \( \Sigma_0 = \gamma \Sigma_1 \) for \( \gamma \in [0, 1] \) and \( \Sigma_0 = \Sigma_0 - \gamma^2 \Sigma_2 \), the tradeoff between the symmetric complexity \( R \) and the relevance \( \Delta \), \( \Delta_2 \) for the scalar Gaussian case is given by
\[ \Delta \leq \log \left(1 + \left[\frac{\Sigma_1}{\Sigma_2}\right] + (1 - \gamma)^2 \Omega \right) \Sigma_x, \]
and
\[ R \geq \max \left\{ \Delta_1 - \log(1 - \Omega \Sigma_0), \log \left(1 + \left[\frac{\Sigma_1}{\Sigma_2}\right] \right) \right\}. \]

Focusing on the symmetric side information such that \( \Sigma_1 = \Sigma_2 = \Sigma_{si} \), Fig. 2 illustrates the tradeoff between \( \Delta_1, \Delta_2 \) and \( R \) for the different values of \( \Sigma_{si} \) by letting \( \Sigma_x = 3, \Sigma_0 = 1, \gamma = 0.25 \), and \( \Delta_1 = 1.5 \). From \( 0 \leq \Omega_1 \leq \Omega_2 \leq \Sigma_0^{\ominus} \), it readily follows that we have \( 1.64 \leq \Sigma_{si} \leq 4 \).

In Fig. 2a we observe the impact of side information noise \( \Sigma_{si} \) result to the relevance \( \Delta_1 \). For each value of \( \Sigma_{si} \), we need a minimum value of \( R \) such that the total complexity in the second stage \( 2R \) satisfies our assumption \( \Delta_2 = 2 \). For example, for \( \Sigma_{si} = 2 \) (red curve), the minimum value of \( R \) is 1.42 is required in order to achieve the relevance \( \Delta_2 = 2 \) in the second stage. On the other hand, the complexity \( R = 1.42 \) results in the maximum relevance \( \Delta_1 = 1.78 \) in the first stage. Thus, we can achieve any value of \( \Delta_1 < 1.78 \) for the same complexity \( R = 1.42 \). Similarly in Fig. 2b we observe that there exists a minimum value of \( R \) such that the complexity in the first stage \( R \) satisfies the relevance at the first stage \( \Delta_1 = 1.5 \). For example, with \( \Sigma_{si} = 4 \) (purple), the minimum complexity is \( R = 1.63 \) yielding \( \Delta_1 = 1.82 \). Clearly, as the side information noise decreases, the tradeoff improves.

IV. VARIATIONAL SCALABLE IB

A. Variational Bound and DNN Parameterization

So far we assumed that the joint distribution of \((X, Y, \{Y_i\}_1)\) was known. This section addresses a more practical case when the joint distribution is unknown and can be only estimated empirically through a set of training data. Since the problem of learning the encoder and the decoder that minimizes the complexity region for \( T \) relevance constraints is difficult, we derive a variational bound that enables a neural parameterization of the relevance-complexity region given in (7). For simplicity, we focus on the sum complexity constraint under \( T \) relevance constraints by ignoring the side information. Our objective is to minimize for a given set of \( \beta = (\beta_1, \ldots, \beta_T) \)
\[ \mathcal{L}_n(P) = I(U_T; Y) + \sum_{t=1}^T \beta_t H(X|U_t) \]
over a set of pmfs \( P \triangleq \{P_{U_1}, \ldots, P_{U_T} \} | \{y_1, \ldots, y_T \} \) with \( u_t \in U_t \) for any \( t \in T \) and \( y \in \mathcal{Y} \). In order to derive a tight variational bound on (17), we consider a set of \( T \) arbitrary decoding distributions \( \{Q_{X|U_t}(x|u_t)\}_{t=1}^T \) for \( u_t \in U_t \), \( x \in X \) and \( T \) arbitrary prior distributions \( \{P_{U_t}(u_t)\}_{t=1}^T \). Let \( Q \triangleq \{Q_{X|U_t}(x|u_t), \{P_{U_t}(u_t)\}_{t=1}^T \} \) denote the set of these pmfs. Using similar techniques of [12, 13], it readily follows that the variational upper bound is given by
\[ \mathcal{L}_n(P, Q) \triangleq D_{KL}(P_{U_T}|Y||Q_{U_T}) - \sum_{t=1}^T \beta_t \mathbb{E}[^{\mathcal{B}} \log Q_{X|U_t}], \]
which is known as the Kullback-Leibler divergence. By adapting [19, Lemma 1] to our setting, we can prove the following.

Lemma 2. For fixed pmfs \( P \) and \( \beta \), we have
\[ \mathcal{L}_n(P) \leq \mathcal{L}_n(P, Q), \forall Q. \]
Moreover, there exists a unique \( Q \) that satisfies \( \min Q \mathcal{L}_n(P, Q) = \mathcal{L}_n(P) \), and is given by
\[ Q_{X|U_t} = P_{X|U_t}, \quad Q_{U_t} = P_{U_t}, \quad t \in [T]. \]

Proof. The proof is given in Appendix B.

Now, we present a practical method to minimize (18) by parameterizing the encoder \( \{P_{U_t}|Y\}_t \), and the decoder \( \{Q_{X|U_t}\}_t \) through Deep Neural Networks (DNN) parameters \( \theta = (\theta_1, \ldots, \theta_T) \) and \( \rho = (\rho_1, \ldots, \rho_T) \). This enables us to formulate (18) in terms of \( \theta, \rho \) and optimize it using the reparameterization trick [13]. Monte Carlo sampling as well as the derivative computation \( \nabla_\theta \mathcal{L}_n \) are required.

We let \( P_{\theta}(u_t|y) \) denote the family of the encoding probability distribution \( P_{U_t|Y} \) over \( U_t \) for each element of \( Y \), parameterized by the output of a DNN \( f_{\theta_t} \), with parameters \( \theta_t \) for \( t \in [T] \). Similarly, let \( Q_{\rho}(x|u_t) \) denote the family of the t-stage decoding distribution \( Q_{X|U_t} \) over \( X \) for each element of \( U_t \), parameterized by the output of a DNN \( f_{\rho_t} \), with parameters \( \rho_t \) for \( t \in [T] \). Finally, we define
also $Q_{\theta}(u_i)$ as the family of the prior distributions $Q_U(u_i)$ over $U_t$ that do not depend on the DNN. Then, we have

$$\min_{P} \min_{Q} \mathcal{L}_{\text{VB}}(P, Q) \leq \min_{\theta, \rho, \eta} \mathcal{L}_{\text{DNN}}^{T}(\theta, \rho, \eta)$$  \hspace{1cm} (21)$$

where we define

$$\mathcal{L}_{\text{DNN}}^{T}(\theta, \rho, \eta) \triangleq D_{KL}(P_\theta(U_T|Y)||Q_{\theta,Y}(U_T))$$

$$- \sum_{t=1}^{T} \beta_t \mathbb{E}[\log Q_{\theta,Y}(X_t|U_t)].$$ \hspace{1cm} (22)$$

In order to approximate the objective function $\mathcal{L}_{\text{DNN}}^{T}(\theta, \rho, \eta)$ through $N$ training data samples $\{x_i, y_i\}_{i=1}^{N}$, we generate $M$ independent samples $\{u_{i,j}\}_{j=1}^{M} \sim P_{\theta}(u_{i,j})$ such that the empirical objective for the $i$-th data sample is given by

$$\mathcal{L}_{\text{DNN}}^{\text{emp}}(\theta, \rho, \eta) \triangleq D_{KL}(P_\theta(u_{T,i}|y_i)||Q_{\theta,Y}(u_{T,i}))$$

$$- \frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{T} \beta_t \mathbb{E}[\log Q_{\theta,Y}(x_i|u_{i,j})].$$ \hspace{1cm} (23)$$

Finally, we minimize the empirical objective over $N$ training data samples as $\min_{\theta, \rho, \eta} \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_{\text{DNN}}^{\text{emp}}(\theta, \rho, \eta)$.

B. Experimental Results

We apply Algorithm 1 to classify the MNIST dataset [20], consisting of 70000 labeled images of handwritten digits between $[0, \ldots, 9]$. We consider variational scalable information bottleneck with $T = 2$ and compare with a baseline with $T = 1$. In both scenarios, we train the model with $N = 50000$ images such that a fraction $\alpha$ of them are original data contaminated by additional noise and the remaining fraction $1 - \alpha$ are original data itself, where the noise is modeled as independent Gaussian with zero mean and standard deviation 0.3 to each pixel and further truncated to $[0, 1]$ (Fig. 3). After training the model for each epoch, we test the model with two separate test datasets each containing 10000 images. The first test dataset is noise-free and the second one is noisy with the same noise standard deviation of 0.3. Moreover, in both scenarios we consider a same standard convolutional neural network (CNN) architecture (Table I) that can achieve the highest accuracy of 99.8% in the noiseless test for $T = 1$ and $\alpha = 0$. In Table I we set latent dimension = 20 for $T = 1$ and latent dimension = 10 in each stage for $T = 2$ for fair comparison.

Algorithm 1 Variational Scalable IB Algorithm

Input: Training dataset $D$, parameter $\beta_t, t \in [T]$, DNN, parameters $\theta, \rho, \eta$.

Output: Optimal $\theta, \rho, \eta$; tuple $(\sum_{t=1}^{T} R_t, \Delta_1, \ldots, \Delta_T)$.

Initialization : Initialize $\theta, \rho, \eta$ and set iteration $k = 0$.
1: repeat
2: Randomly select $b$ minibatch samples $X^b$ and the corresponding $Y^b$ from $D$.
3: Generate $M$ independent samples $\{u_{1,i,j}\}_{j=1}^{M} \sim P_{\theta}(u_{1,i,j})$ using reparameterization trick [13].
4: Compute $\nabla_{\theta, \rho, \eta} \sum_{i=1}^{b} \mathcal{L}_{\text{DNN}}(\theta, \rho, \eta)$ for $(X^b, Y^b)$.
5: Update $(\theta, \rho, \eta)$ using the estimated gradient.
6: until convergence of $(\theta, \rho, \eta)$.

Fig. 3 compares the classification performance in terms of accuracy in % versus the number of epochs for $T = 1, 2$. In
The model trained only with original data set (α = 1/2).

Fig. 3a, the model is trained with data with additional noise (right).

Fig. 4: An example of MNIST original data (left) and original data with additional noise (right).

where we let

\[ A = \begin{bmatrix} \Sigma_0 + \Omega_{z_t} & \Sigma_{00} \\ \Sigma_{10} & \Sigma_2 \end{bmatrix}, \quad B = \begin{bmatrix} \Sigma_x \\ \Sigma_x \end{bmatrix} \]

By rather straightforward algebra, we can show that \(|I_{2m} + A^{-1}B|\) coincides with the RHS of (10a).

Next, we evaluate the complexity term in (4a)

\[
\sum_{t=1}^{T} R_t \geq h(U_t | Y_t) - h(U_t | Y, Y_t)
\]

(a) \[ \geq \Delta_t + h(U_t | Y_t | X) - h(Y_t) - h(U_t | Y, Y_t) \]

(b) \[ = \Delta_t + h(Y_t | X) + h(U_t | Y_t, X) \]

(c) \[ = \Delta_t + h(Y_t | X) + h(U_t | Y_t, X) - h(Y_t) - h(U_t | Y, Y_t) \]

\[ = \Delta_t + h(U_t | Y_t) - h(U_t | Y, Y_t) \]

Next, we evaluate the complexity term in (4a)

\[
\sum_{t=1}^{T} R_t \geq h(U_t | Y_t) - h(U_t | Y, Y_t)
\]

where (a) follows from the relevance terms (6b); (b) follows from \(h(U_t | Y_t, X) = h(Z_t + W_t | Y_t)\); (c) follows from \( \frac{1}{|A|} = |A^{-1}| \). By choosing \( \Omega_{z_t} = \Omega_{x}^{-1} - \Sigma_{00,t} \) such that \( 0 \leq \Omega_{t} \leq \Sigma_{00,t}^{-1} \leq \Omega_{x}^{-1} \) and \( 0 \leq \Omega_{z_t} \leq \Sigma_{00,t}^{-1} \leq 1 \), and plugging it in the last expression, we obtain the desired expression (10b), hence completes the achievability proof.

In order to prove the converse part, we first provide two useful lemmas.

**Lemma 3.** \[ \frac{3}{2}, \frac{22}{22} \] Let \((X, Y)\) be a pair of complex random vectors. Then we have

\[
\log(|(\pi e)J^{-1}(X | Y)|) \leq h(X | Y) \leq \log((\pi e)\text{mmse}(X | Y))
\]
where \( J(X|Y) \triangleq \mathbb{E}[\nabla \log p(X|Y) \nabla \log p(X|Y)] \) denotes the conditional Fisher information matrix and \( \text{mmse}(X|Y) \triangleq \mathbb{E}[(X - \mathbb{E}[X|Y])(X - \mathbb{E}[X|Y])^\top] \) denotes the minimum mean square error (MMSE) matrix.

**Lemma 4.** Let \( (V_1, V_2) \) be a random vector with finite second moments and \( Z \) be a Gaussian vector with zero mean and covariance matrix \( \Sigma_z \) which is independent of \( (V_1, V_2) \). Then

\[
\text{mmse}(V_2|V_1, V_2 + Z) = \Sigma_z - \Sigma_z J(V_2 + Z|V_1) \Sigma_z.
\]

By combining the complexity constraints (4a) and the relevance constraints (4b), we have

\[
\Delta_t - \sum_{i=1}^t R_i \leq I(X;Y_t) + I(X;U^t|Y_t) - I(Y_t;U^t|Y_t)
\]

(a) \( I(X;Y_t) - I(Y_t;U^t|Y_t, X) \) \( = I(X;Y_t) - h(Y_t|X, Y_t) + h(Y_t|X, Y_t, U^t) \)

(b) \( \log(1 + \Sigma_w \Sigma_w^{-1}) - \log(|\Sigma_w|) \leq \log(1 + \Sigma_w \Sigma_w^{-1}) + \log(1 + \Omega_t \Sigma_w^{-1}) \)

which (a) follows by the Markov chain \( X \rightarrow (Y_t, Y_t^t) \rightarrow U^t \); (b) follows by applying the upper bound of Lemma 3 in the third term and noticing the following relation,

\[
0 \leq \text{mmse}(Y|X, Y_t, U^t) \leq \text{mmse}(Y|X, Y_t) = \Sigma_{0|t},
\]

implying that there exists \( 0 \leq \Omega_t \leq \Sigma_{0|t}^{-1} \) satisfying \( \text{mmse}(Y|X, Y_t, U^t) = \Sigma_{0|t} - \Sigma_{0|t} \Omega_t \Sigma_{0|t} \). This establishes (10b).

Now we look at the relevance constraints (4b). By using Lemma 3 we have

\[
\Delta_t \leq I(X;U^t, Y_t) = h(X) - h(X|U^t, Y_t)
\]

(a) \( \leq \log(|\pi e \Sigma_x|) - \log(|\pi e \Sigma_x^t|) \)

where (a) follows by applying the lower bound in Lemma 3. In order to apply Lemma 3 we define first the MMSE estimation \( \tilde{X}_t = \mathbb{E}[X|Y_{0:t}] \) of \( X \) given a \( 2m \)-dimensional vector observation denoted by \( Y_{0:t} = [Y_t^t, Y_t^t]^T \) such that

\[
\tilde{X} = \tilde{X}_t + \tilde{X}_t
\]

where \( \tilde{X}_t \sim \mathcal{N}(0, \Sigma_{\tilde{X}_t}) \) denotes the estimation error vector, independent of \( Y_{0:t} \), with covariance given by

\[
\Sigma_{\tilde{X}_t} = \Sigma_x - \Sigma_x \Sigma_w \Sigma_{w|0:t} \Sigma_{w|0:t}^{-1} \Sigma_x
\]

where \( \Sigma_{w|0:t} = [\Sigma_{w|0:t} \Sigma_{w|0:t}] \) and \( \Sigma_{w|0:t} \) given by (5). We define

\[
\Sigma_{w|0:t}^{-1} = \begin{bmatrix} P_1 & P_2 \\ P_3 & P_4 \end{bmatrix}
\]

where \( P_1 = \Sigma_{0|t}^{-1} \Sigma_{w|0:t} \Sigma_{w|0:t}^{-1} \Sigma_{0|t}^{-1} \Sigma_{0|t}^{-1} \Sigma_{0|t}^{-1} \Sigma_{0|t}^{-1} \)

\[
\Sigma_{w|0:t}^{-1} = \begin{bmatrix} P_1 & P_2 \\ P_3 & P_4 \end{bmatrix}
\]

Unfortunately, I cannot provide the references as part of the text. However, you can find them by checking the cited sources in the text.
[4] N. Friedman, O. Mosenzon, N. Slonim, and N. Tishby, “Multivariate information bottleneck,” Proc. Seventeenth Conf. on Uncertainty in Artificial Intelligence (UAI), 2001., 2001.

[5] Y. Uğur, I. E. Aguerri, and A. Zaidi, “Vector Gaussian CEO Problem Under Logarithmic Loss and Applications,” IEEE Trans. Inf. Theory, vol. 66, no. 7, pp. 4183–4202, 2020.

[6] C. Tian and J. Chen, “Remote vector Gaussian source coding with decoder side information under mutual information and distortion constraints,” IEEE Trans. Inf. Theory, vol. 55, no. 10, pp. 4676–4680, 2009.

[7] A. Steiner and S. Shamai (Shitz), “Broadcast Approach for the Information Bottleneck Channel,” IEEE Trans. Commun., 2020.

[8] A. Winkelbauer and G. Matz, “Rate-information-optimal Gaussian channel output compression,” in 2014 48th Annual Conference on Information Sciences and Systems (CISS). IEEE, 2014, pp. 1–5.

[9] G. Caire, S. Shamai (Shitz), A. Tulino, S. Verdú, and C. Yata, “Information bottleneck for an oblivious relay with channel state information: the scalar case,” in 2018 IEEE International Conference on the Science of Electrical Engineering in Israel (ICSEE). IEEE, 2018, pp. 1–5.

[10] I.E. Aguerri, A. Zaidi, G. Caire, and S. Shamai (Shitz), “On the capacity of cloud radio access networks with oblivious relaying,” IEEE Trans. Inf. Theory, vol. 65, no. 7, pp. 4575–4596, 2019.

[11] H. Xu, T. Yang, G. Caire, and S. Shamai (Shitz), “Information bottleneck for an oblivious relay with channel state information: the vector case,” arXiv preprint arXiv:2101.09790, 2021.

[12] A. A. Alemi, I. Fischer, J. V. Dillon, and K. Murphy, “Deep variational information bottleneck,” arXiv preprint arXiv:1612.00410, 2016.

[13] D. P. Kingma and M. Welling, “Auto-encoding variational bayes,” arXiv preprint arXiv:1312.6114, 2013.

[14] I. E. Aguerri and A. Zaidi, “Distributed Variational Representation Learning,” IEEE Trans. Pattern Anal. Mach. Intel., 2019.

[15] C. Tian and S. N. Diggavi, “On multistage successive refinement for Wyner-Ziv source coding with degraded side informations,” IEEE Trans. Inf. Theory, vol. 53, no. 8, pp. 2946–2960, 2007.

[16] Y. Xu, Y. Guang, J. Lu, and J. Chen, “Vector Gaussian Successive Refinement With Degraded Side Information,” arXiv preprint arXiv:2002.07324v1, 2020.

[17] G. Chechik, A. Globerson, N. Tishby, and Y. Weiss, “Information bottleneck for Gaussian variables,” J. Mach. Learn. Res., vol. 6, no. Jan, pp. 165–188, 2005.

[18] A. Winkelbauer, S. Farthofer, and G. Matz, “The rate-information trade-off for Gaussian vector channels,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT). IEEE, 2014, pp. 2849–2853.

[19] I. E. Aguerri and A. Zaidi, “Distributed Variational Representation Learning,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 43, no. 1, pp. 120–138, 2021.

[20] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to document recognition.” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.

[21] E. Ekrem and S. Ulukus, “An outer bound for the vector Gaussian CEO problem,” IEEE Trans. Inf. Theory, vol. 60, no. 11, pp. 6870–6887, 2014.

[22] A. Dvoretzky, T. M. Cover, and J. A. Thomas, “Information theoretic inequalities,” IEEE Trans. Inf. Theory, vol. 37, no. 6, pp. 1501–1518, 1991.

[23] D. P. Palomar and S. Verdú, “Gradient of mutual information in linear vector Gaussian channels,” IEEE Trans. Inf. Theory, vol. 52, no. 1, pp. 141–154, 2005.