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Abstract

In this paper, we present two Hermite polynomial based approaches to derive one-step numerical integrators for mechanical systems. These methods are based on discretizing the configuration using Hermite polynomials which leads to numerical trajectories continuous in both configuration and velocity. First, we incorporate Hermite polynomials for time-discretization and derive one-step variational methods by discretizing the Lagrange-d’Alembert principle over a single time step. Second, we present the Galerkin approach to derive one-step numerical integrators by setting the weighted average of the residual of the equations of motion over a time step to zero.

We consider three numerical examples to understand the numerical performance of the one-step variational and Galerkin methods. We first study a particle in a double-well potential and compare the variational approach results with the corresponding results for the Galerkin approach. We then study the Duffing oscillator to understand the numerical behavior in presence of dissipative forces. Finally, we apply the proposed methods to a nonlinear aeroelastic system with two degrees of freedom. Both variational and Galerkin one-step methods capture conservative and nonconservative dynamics accurately with excellent energy behavior. The one-step Galerkin methods exhibit better trajectory and energy performance than the one-step variational methods and the variational integrators.
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1 Introduction

The field of numerical integration of ordinary differential equations (ODEs) reached scientific maturity towards the end of the 20th century when general purpose codes based on Runge-Kutta or linear multistep methods became widely available. In fact these off-the-shelf numerical integration packages have become an essential tool in studying complex dynamical behavior of nonlinear systems. Over the past decades, with growing interest in long-time simulation of dynamical systems from fields such as astronomy or molecular dynamics, the geometric properties of the governing differential equations became crucial for numerical simulation. This need for special numerical methods for certain classes of problems led to the advent of the field of geometric numerical integration (GNI) methods. Unlike the traditional methods that are designed to give computationally inexpensive solutions with small overall error, GNI methods are designed to preserve the underlying geometric structure of the governing differential equations. Motivation for applying these structure-preserving numerical methods to engineering problems ranges from preservation of qualitative features, such as invariants of motion or configuration space structure, to long-time stability - accurate numerical simulation for exponentially long times. The essential aspects of GNI methods for ODEs are presented in [1, 2].
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Many mechanical systems of interest to engineers possess physically meaningful invariants such as momentum, energy, vorticity or rotational symmetry. Among such mechanical systems, Lagrangian/Hamiltonian systems form the most important class of ODEs in the context of structure-preserving numerical integration. One of the key features of Lagrangian/Hamiltonian mechanical systems is that the governing equations can be derived from variational principles. Wendlandt and Marsden [3] derived mechanical integrators for conservative dynamical systems by discretizing Hamilton's principle, instead of discretizing the governing equations. These numerical integrators are both symplectic and momentum-preserving. These numerical integrators, because of the variational nature of their derivation, are known as variational integrators. Building on the ideas of Maeda, Moser and Veselov [4, 5, 6, 7, 8], Marsden and his colleagues [9] developed the discrete mechanics framework and extended these methods to nonconservative [10] and/or constrained mechanical systems [11]. Leok and Shingel [12] used Hermite polynomials in the discrete mechanics setting to derive variational integrators that approximate time derivatives of the trajectory with accuracy. Kane et al. [13] developed symplectic-energy-momentum integrators for conservative Lagrangian systems by imposing an additional discrete energy equation to compute the adaptive time step. Sharma et al. [14] extended these energy-preserving, adaptive time step variational integrators to Lagrangian systems with external forcing. A recent review paper by Sharma et al. [15] provides an overview of variational integrators with focus on their applications in different engineering fields.

Alternatively, the structural dynamics community has used time finite elements to derive numerical integrators from the variational principle since the late 1960s. Argyris and Scharpf [16] used cubic Hermite shape functions to formulate time finite elements and discretize Hamilton’s principle to obtain numerical integrators for initial value problems. Baruch and Riff [17] presented six different formulations of time finite elements based on Hamilton’s law of varying action, and later on, Riff and Baruch [18] implemented numerical integrators based on these formulations. Recently, Mergel et al. [19] developed $C^1$-continuous time integrators based on Hamilton’s law of varying action for conservative systems. Unlike the discrete mechanics approach used for deriving variational integrators, the time finite elements approach only considers the variational principle over one time step and uses Hermite polynomials for discretizing the configuration which leads to $C^1$-continuous trajectories. Apart from the accuracy and computational stability, discretization uses Hermite polynomials also leads to numerical methods that are amenable to feedback control implementation and analysis since they naturally yield configuration states and velocities.

Most of these time finite elements approaches based on Hamilton’s principle or Hamilton’s law of varying action fit into the framework of continuous Galerkin or discontinuous Galerkin method. Hulme [20] employed the so-called continuous Galerkin method to derive one-step methods for numerically solving systems of nonlinear first-order ODEs. Betsch and Steinmann [21, 22] applied Petrov-Galerkin based time finite elements to the Hamiltonian formulation of the $N$-Body problem and semidiscrete nonlinear elastodynamics.

The purpose of this paper is twofold. First, we derive Hermite polynomial based $C^1$-continuous numerical integrators for mechanical systems from two different approaches. For the variational methods, we discretize the variational principle over a single fixed time step and then use the discrete mechanics framework to develop one-step variational methods. We also use Galerkin’s method of weighted residuals of the governing equations over a single fixed time step to develop one-step Galerkin methods. Second, we study the numerical performance of the developed methods for three different classes of mechanical systems. We also investigate the linear stability and the symplecticity of both one-step methods.

The remainder of the paper is organized as follows. In Section 2 we review the basic concepts from variational integrators and Galerkin methods used later in this work. In Section 3 we present Hermite polynomial based one-step variational and Galerkin methods. First, we introduce cubic Hermite polynomials used for time-discretization in this work. Then we utilize the discrete mechanics approach to derive the one-step variational methods for mechanical systems with external forcing. Finally, we use the Galerkin approach to derive one-step Galerkin methods. In Section 4 we investigate the linear stability and symplectic nature of the proposed one-step methods. In Section 5 we study three numerical examples to understand the numerical performance of the proposed one-step methods. Finally, in Section 6 we provide concluding remarks and suggest future directions for this work.
2 Background

The numerical integration of mechanical systems can be approached in different ways. Traditional methods apply time-discretization directly to the governing equations of motion to obtain time-integration algorithms. Unfortunately, this approach does not account for the qualitative properties of the dynamical system. In this section, we review the basic concepts from variational mechanics and Galerkin methods used in the development of our one-step variational and Galerkin methods.

Consider a discrete Lagrangian system with configuration manifold \( Q \), state space \( TQ \), and Lagrangian \( L : TQ \rightarrow \mathbb{R} \). For such an autonomous Lagrangian system with time-independent external forcing \( f_L(q(t), \dot{q}(t)) \), the Lagrange-d’Alembert principle characterizes trajectories \( q(t) \) as those satisfying

\[
\delta \int_{t_i}^{t_f} L(q(t), \dot{q}(t)) \, dt + \int_{t_i}^{t_f} f_L(q(t), \dot{q}(t)) \cdot \delta q \, dt = 0, \tag{1}
\]

where the first term considers the variation of the action integral and the second term accounts for the virtual work done by the external forces when the path \( q(t) \) is varied by \( \delta q(t) \). Using integration by parts and setting the variations at the endpoints equal to zero gives the forced Euler-Lagrange equations

\[
M_{eq}(q(t), \dot{q}(t), \ddot{q}(t)) = \frac{\partial L(q(t), \dot{q}(t))}{\partial q} - \frac{d}{dt} \left( \frac{\partial L(q(t), \dot{q}(t))}{\partial \dot{q}} \right) + f_L(q(t), \dot{q}(t)) = 0, \tag{2}
\]

where \( M_{eq} \) denotes equations of motion written in a residual form. For a general mechanical system with a separable Lagrangian of the form \( L(q(t), \dot{q}(t)) = \frac{1}{2} \dot{q}(t)^T M(q) \dot{q}(t) - \frac{1}{2} U(q) \), the equations of motion are given by

\[
M_{eq}(q(t), \dot{q}(t), \ddot{q}(t)) = \frac{d^2 q}{dt^2} + \frac{\partial U(q)}{\partial q} - f_L(q(t), \dot{q}(t)) = 0, \tag{3}
\]

where \( M(q) \) is the mass matrix and \( U(q) \) is the potential energy of the mechanical system.

2.1 Discrete Variational Mechanics and Variational Integrators

Variational integrators are time-integration methods that utilize concepts from discrete mechanics, a discrete analogue to continuous-time variational mechanics. Although these methods were originally developed for conservative dynamical systems, due to the variational nature of their construction, these methods can be easily extended to nonconservative mechanical systems by discretizing the corresponding Lagrange-d’Alembert principle. The basic idea is to first construct discrete-time approximations of both the action integral and virtual work terms in (1) and then apply a discrete variational principle to obtain discrete-time trajectories of the mechanical system.

Consider a discrete Lagrangian system with configuration manifold \( Q \) and discrete state space \( Q \times Q \). For a fixed time step \( \Delta t = \frac{t_f - t_i}{N} \), the discrete trajectory \( \{ q_k \} \) is defined by the configuration of the system at the sequence of times \( \{ t_k = t_i + k \Delta t \mid k = 0, ..., N \} \). We introduce the discrete Lagrangian function \( L_d(q_k, q_{k+1}) \), an approximation of the action integral along the curve from \( q_k \) to \( q_{k+1} \), which approximates the integral of the Lagrangian in the following sense

\[
L_d(q_k, q_{k+1}) \approx \int_{t_k}^{t_{k+1}} L(q(t), \dot{q}(t)) \, dt. \tag{4}
\]

To discretize external forcing, we define two discrete forces \( f^e_d : Q \times Q \rightarrow T^*Q \) which approximate the continuous-time force integral that appears in (1) over one time step in the following sense

\[
f^e_d(q_k, q_{k+1}) \cdot \delta q_{k+1} + f^e_d(q_k, q_{k+1}) \cdot \delta q_k \approx \int_{t_k}^{t_{k+1}} f_L(q(t), \dot{q}(t)) \cdot \delta q \, dt. \tag{5}
\]

The discrete Lagrange-d’Alembert principle seeks \( \{ q_k \} \) that satisfy

\[
\delta \sum_{k=0}^{N-1} L_d(q_k, q_{k+1}) + \sum_{k=0}^{N-1} f^e_d(q_k, q_{k+1}) \cdot \delta q_{k+1} + f^e_d(q_k, q_{k+1}) \cdot \delta q_k = 0, \tag{6}
\]
which yields the following forced discrete Euler-Lagrange equations
\[
\frac{\partial L_d(q_{k-1}, q_k)}{\partial q_k} + \frac{\partial L_d(q_k, q_{k+1})}{\partial q_k} + f_d^e(q_{k-1}, q_k) + f_d^v(q_k, q_{k+1}) = 0 \quad k = 1, ..., N - 1. 
\] (7)
These discrete equations can be recast in a standard time-marching form as follows
\[
-\frac{\partial L_d(q_k, q_{k+1})}{\partial q_k} = p_k, 
\] (8)
\[
p_{k+1} = \frac{\partial L_d(q_k, q_{k+1})}{\partial q_{k+1}} + f_d^v(q_k, q_{k+1}), 
\] (9)
where \( p_k \) is the discrete momentum corresponding to the discrete configuration \( q_k \).

Due to the variational nature of their derivation, discrete trajectories from variational integrators inherit geometric properties from their continuous-time counterpart. These algorithms are ideal for long-time simulation because of their numerical stability and excellent energy behavior over exponentially long times for conservative as well as nonconservative systems.

### 2.2 Galerkin Methods for Numerical Integration

Galerkin methods are a class of methods used for converting continuous differential equation problems to discrete problems. The basic idea behind these methods is to seek approximate solutions to the differential equation in a finite-dimensional space spanned by a set of basis functions.

Consider a Hilbert space \( U \), and a bilinear form \( a : U \times V \to \mathbb{R} \) which is both bounded and \( V \)-elliptic. We consider the following abstract problem posed as a weak formulation on the Hilbert spaces \( U \) and \( V \), namely,

\[
\text{Find } u \in U \text{ s.t } a(u, v) = \ell(v) \quad \forall v \in V, 
\] (10)
where \( \ell \) is a bounded linear functional on \( V \). In general, it is very rare to find an exact solution of (10) because \( U \) and \( V \) are infinite-dimensional. A natural approach to construct an approximate solution is to solve a finite-dimensional analogue of (10). Let \( U_N \subseteq U \) and \( V_N \subseteq V \) be \( N \)-dimensional subspaces. We project the original problem onto \( U_N \), i.e.,

\[
\text{Find } u_n \in U_n \text{ s.t } a(u_n, v_n) = \ell(v_n) \quad \forall v_n \in V_n. 
\] (11)

Reducing the original problem to a \( N \)-dimensional subspace allows us to numerically solve for \( u_n \) as a finite linear combination of basis vectors in \( U_n \). For a finite number of basis functions, the Galerkin methods lead to a system of equations with a finite number of unknowns. Depending on the choice of test functions, these methods can be classified into different methods such as Bubnov-Galerkin, Petrov-Galerkin, collocation methods, or the least squares method.

Although the Galerkin methods can be used for solving a wide variety of problems, we restrict our attention to using ideas from Galerkin methods to develop time integrators for dynamical systems. Consider an autonomous system of first-order ODEs given by

\[
\frac{dy}{dt} = f(y), \quad y(t_0) = y_0, 
\] (12)
on a finite time interval \( t \in [t_0, t_f] \) where \( y(t_0) = y_0 \) is the initial condition for the given initial value problem. We rewrite the governing first-order equations in the residual form by defining

\[
R(y, \frac{dy}{dt}) = \frac{dy}{dt} - f(y). 
\] (13)

We discretize the total time interval into \( N \) subintervals of fixed time step size \( \Delta t = \frac{t_f - t_0}{N} \). On each subinterval \( [t_k, t_{k+1}] \), we consider piecewise smooth polynomial approximations of \( y \)

\[
y(t) \approx y_{d,k}(t) = \sum_{i=1}^{n+1} b_i^{(k)} \Phi_{i,k}(t), 
\] (14)
where \( y_{d,k}(t) \) is the approximation over the \( k \)th subinterval and \( \Phi_{i,k}(t) \) are basis functions that are \( n \)th degree polynomials on \( k \)th subinterval. Since the coefficients \( b_i^{(k)} \) may change from one
subinterval to the next, the global approximation \( y_d(t) \) need not be as smooth as the trial basis functions \( \Phi_{i,k}(t) \). Using this piecewise polynomial approximation, we can derive a \( C^0 \)-continuous numerical integrator by requiring that \( y_{d,k}(t) \) is a local Galerkin approximation on the \( k \)th subinterval and \( y_d \) is continuous on \([t_0, t_f]\). For example, if we use \( w_i = \Phi_{i,k} \) as test functions then that leads to solving the following \( n + 1 \) equations for \( k = 0, \ldots, N - 1 \)

\[
y_{d,k}(t_k) = \begin{cases} y_{d,k-1}(t_k), & k \geq 1 \\ y_0, & k = 0 \end{cases}
\]

(15)

\[
\left\langle R \left( y_d, \frac{dy_d}{dt} \right), \Phi_{i,k} \right\rangle_k = 0, \quad i = 2, \ldots, n + 1,
\]

(16)

where \( \langle v, w \rangle_k = \int_{t_k}^{t_{k+1}} v(t) w(t) dt \) is the inner product on the \( k \)th subinterval.

### 3 One-step Time-integration Methods

#### 3.1 Hermite Polynomials

We discretize the continuous trajectory over one time step using cubic Hermite polynomials

\[
q(t) \approx q_d(t) = q_0 N_1(t) + v_0 N_2(t) + q_1 N_3(t) + v_1 N_4(t),
\]

(17)

where \( q_d(t) \) is the discrete approximation and the Hermite polynomials are given by

\[
N_1(t) = 2 \left( \frac{t}{\Delta t} \right)^3 - 3 \left( \frac{t}{\Delta t} \right)^2 + 1,
\]

\[
N_2(t) = \Delta t \left[ \left( \frac{t}{\Delta t} \right)^3 - 2 \left( \frac{t}{\Delta t} \right)^2 + \left( \frac{t}{\Delta t} \right) \right],
\]

\[
N_3(t) = -2 \left( \frac{t}{\Delta t} \right)^3 + 3 \left( \frac{t}{\Delta t} \right)^2,
\]

\[
N_4(t) = \Delta t \left[ \left( \frac{t}{\Delta t} \right)^3 - \left( \frac{t}{\Delta t} \right)^2 \right],
\]

where \( \Delta t \) is the fixed time step. As shown in Figure 1, at initial time \( t = 0 \), we have \( N_1(0) = 1 \) along with \( N_2(0) = N_3(0) = N_4(0) = 0 \) which leads to \( q_0(t) = q_0 \). Similarly, we also have \( q_d(0) = v_0 \), \( q_d(\Delta t) = q_1 \) and \( q_d(2\Delta t) = v_1 \). Using piecewise Hermite polynomials for discretization in the one-step approach leads to numerical solutions that are \( C^1 \)-continuous.

![Figure 1: Cubic Hermite polynomials plotted over one time step.](image-url)
3.2 One-step Variational Methods

Unlike the discrete mechanics framework developed by Marsden and West [9], we only consider the variational principle over one time step $\Delta t$ and derive one-step numerical integrators from the discretized variational principle.

We use the discrete approximation $\mathbf{q}_d(t)$ from (17) to obtain a discrete action $S_d$ which approximates the action integral over one time step in the following sense

$$S_d(q_0, v_0, q_1, v_1) = \int_0^{\Delta t} L(q_d, \dot{q}_d) \, dt \approx \int_0^{\Delta t} L(q, \dot{q}) \, dt.$$  \hfill (18)

Thus, we have used a cubic Hermite polynomial to obtain the discrete action $S_d$ in terms of the configuration and velocity at the endpoints. We introduce discrete forces corresponding to displacement and velocity variations to approximate the virtual work

$$\int_0^{\Delta t} f_L(q(t), \dot{q}(t)) \cdot \delta \mathbf{q} \, dt \approx \int_0^{\Delta t} f_L(q_d(t), \dot{q}_d(t)) \cdot \delta q_d \, dt$$

$$= f^+_d(q_0, v_0, q_1, v_1) \cdot \delta q_1 + f^-_d(q_0, v_0, q_1, v_1) \cdot \delta q_0 + g^+_d(q_0, v_0, q_1, v_1) \cdot \delta v_1 + g^-_d(q_0, v_0, q_1, v_1) \cdot \delta v_0. \quad (19)$$

Using $\delta q_d(t) = \delta q_0 N_1(t) + \delta v_0 N_2(t) + \delta q_1 N_3(t) + \delta v_1 N_4(t)$, we can obtain the discrete forces $f^\pm_d$ corresponding to displacement variations

$$f^+_d(q_0, v_0, q_1, v_1) = \int_0^{\Delta t} f_L(q_d(t), \dot{q}_d(t)) \, N_1(t) \, dt,$$

$$f^-_d(q_0, v_0, q_1, v_1) = \int_0^{\Delta t} f_L(q_d(t), \dot{q}_d(t)) \, N_2(t) \, dt,$$

and discrete forces $g^\pm_d$ corresponding to velocity variations

$$g^+_d(q_0, v_0, q_1, v_1) = \int_0^{\Delta t} f_L(q_d(t), \dot{q}_d(t)) \, N_3(t) \, dt,$$

$$g^-_d(q_0, v_0, q_1, v_1) = \int_0^{\Delta t} f_L(q_d(t), \dot{q}_d(t)) \, N_4(t) \, dt.$$

The discrete Lagrange-d’Alembert principle using the one-step variational approach seeks $\mathbf{q}_d(t)$ (17) that satisfy

$$\delta S_d(q_0, v_0, q_1, v_1) + [f^+_d(q_0, v_0, q_1, v_1) \cdot \delta q_1 + f^-_d(q_0, v_0, q_1, v_1) \cdot \delta q_0]$$

$$+ [g^+_d(q_0, v_0, q_1, v_1) \cdot \delta v_1 + g^-_d(q_0, v_0, q_1, v_1) \cdot \delta v_0] = 0,$$

which gives

$$\left( \frac{\partial S_d}{\partial q_0} + f^-_d(q_0, v_0, q_1, v_1) \right) \cdot \delta q_0 + \left( \frac{\partial S_d}{\partial v_0} + g^-_d(q_0, v_0, q_1, v_1) \right) \cdot \delta v_0$$

$$+ \left( \frac{\partial S_d}{\partial q_1} + f^+_d(q_0, v_0, q_1, v_1) \right) \cdot \delta q_1 + \left( \frac{\partial S_d}{\partial v_1} + g^+_d(q_0, v_0, q_1, v_1) \right) \cdot \delta v_1 = 0,$$

where $S_d := S_d(q_0, v_0, q_1, v_1)$. Setting variations at endpoints to zero, i.e. $\delta q_0 = \delta q_1 = 0$, gives

$$\frac{\partial S_d}{\partial v_0}(q_0, v_0, q_1, v_1) + g^-_d(q_0, v_0, q_1, v_1) = 0,$$

$$\frac{\partial S_d}{\partial v_1}(q_0, v_0, q_1, v_1) + g^+_d(q_0, v_0, q_1, v_1) = 0.$$

Given $(q_0, v_0)$, these coupled nonlinear equations can be solved to obtain $(q_1, v_1)$. Thus, for Lagrangian systems with external forcing the one-step variational approach can be used to derive numerical integrators that are continuous in both configuration and velocities.
Remark 1. It is important to note that we have used the time finite elements approach [16] where considering the discrete Lagrange-d’Alembert principle over a single time step plays a crucial role in ensuring that the numerical integrators are $C^1$-continuous and stable. Riff and Baruch [23] have shown that numerical integrators derived by considering the discrete action sum over the entire time interval are unconditionally unstable.

Remark 2. In [12], Hermite-based prolongation-collocation variational integrators (PCVIs) are constructed from discrete Lagrangian $L_d(q_0, q_1)$ by means of expressing every parameter in $q_d(t)$ as function of $(q_0, q_1)$ and with the help of some extra equations based on the prolongation-collocation approach. PCVIs are fundamentally different from the one-step variational methods developed here in two ways. First, one-step variational methods proposed in this work are $C^1$-continuous whereas the PCVIs in [12] are $C^0$-continuous. Second, PCVIs are constructed by summing up the discrete action over the entire time interval $T$ whereas the one-step variational methods are constructed by considering the discrete action $S_d(q_0, v_0, q_1, v_1)$ over a single time step $\Delta t$.

3.3 One-step Galerkin Methods

In this subsection, we consider the Petrov-Galerkin method or the weighted residual method to obtain numerical integrators for mechanical systems with external forcing. For a given system of equations we first write it in the residual form $R \left( t, q_d, \frac{dq_d}{dt}, \ldots, \frac{d^n q_d}{dt^n} \right)$ and this continuous system of ODEs is transformed into following discrete equations

$$\left\langle R \left( t, q_d, \frac{dq_d}{dt}, \ldots, \frac{d^n q_d}{dt^n} \right), w_i \right\rangle = 0, \quad i = 1, 2, \ldots, N,$$

(26)

where $q_d(t)$ is the assumed solution form and $w_i$ are test functions. For our study, we focus on time-integration of mechanical problems with $R = \mathbf{M}_{eq}(q, \dot{q}, \ddot{q})$ where $\mathbf{M}_{eq}$ are the equations of motion for the mechanical system. Similar to the variational approach discussed in the previous section, we use cubic Hermite polynomials as solution functions for approximating the continuous solution over one time step. Our goal is to use the Petrov-Galerkin approach to derive one-step methods so we consider the following shifted Legendre polynomials as test functions

$$P_0(t) = 1, \quad P_1(t) = \frac{1}{\Delta t}(2t - \Delta t),$$

Given $(q_0, v_0)$, the one-step Galerkin method yields

$$\int_0^{\Delta t} \mathbf{M}_{eq}(q_d(t), \dot{q}_d(t), \ddot{q}_d(t)) (1) \, dt = 0,$$

$$\int_0^{\Delta t} \mathbf{M}_{eq}(q_d(t), \dot{q}_d(t), \ddot{q}_d(t)) \left( \frac{1}{\Delta t}(2t - \Delta t) \right) \, dt = 0.$$

Given $(q_0, v_0)$, these two coupled nonlinear equations can be solved to obtain the configuration $q_1$ and velocity $v_1$ at the next time step. Just like the variational approach, this system of nonlinear equations can be used as a one-step numerical integrator.

3.4 One-step Methods based on Higher-order Hermite Polynomials

In this subsection, we demonstrate how to derive one-step methods with higher-order Hermite polynomials. The one-step methods presented so far have been based on cubic Hermite polynomials which lead to numerical integrators that are continuous in both configuration and velocities. For discretization using higher-order Hermite polynomials, we consider the following discrete trajectory over one time step

$$q_d(t) = \sum_{j=0}^{n-1} \left( q_0^{(j)} H_{n,j}(t) + q_1^{(j)} H_{n,j}(\Delta t - t) \right),$$

(27)

where we have written the discrete trajectory in terms of Hermite basis functions and values of $q(t)$ and its derivatives $q^{(j)}(t)$ at endpoints of each interval. The Hermite basis functions are

$$H_{n,j}(t) = \frac{j!}{j!} \left( 1 - \frac{t}{\Delta t} \right)^{n-j-1} \sum_{s=0}^{n-s-1} \binom{n-s-1}{s} \left( \frac{t}{\Delta t} \right)^{s}.$$

(28)
Thus, the discrete trajectory $\mathbf{q}_d$ is represented by a $2n - 1$ degree polynomial which satisfies

$$
\mathbf{q}^{(j)}(0) = \mathbf{q}_d^{(j)}(0), \quad \mathbf{q}^{(j)}(\Delta t) = \mathbf{q}_d^{(j)}(\Delta t), \quad j = 0, \ldots, n - 1.
$$

(29)

It is clear from the above expression that for $n = 1$, the discrete trajectory simply reduces to a linear interpolant between endpoints $\mathbf{q}_0$ and $\mathbf{q}_1$. For $n = 2$, the discrete trajectory is the cubic interpolant discussed in Section 3.1. For discretization using higher-order Hermite polynomials with $n \geq 3$, the discrete trajectory $\mathbf{q}_d$ over the fixed time step is represented by $2n - 1$ degree polynomials with $2n$ unknown coefficients. For an initial condition of the form $(\mathbf{q}_0, \mathbf{v}_0)$, the numerical integration problem reduces to solving for the remaining $2n - 2$ coefficients. The first $n - 2$ coefficients are $\mathbf{q}^j(0)$ for $j = 2, \ldots, n - 1$ and the other $n$ coefficients are $\mathbf{q}^j(\Delta t)$ for $j = 0, \ldots, n - 1$.

**Variational Approach:** For conservative Lagrangian systems, the discrete Hamilton’s principle after setting the configuration variations at the endpoints to zero (i.e. $\delta \mathbf{q}_0 = \delta \mathbf{q}_1 = 0$) leads to the following discrete equations

$$
\frac{\partial S_d}{\partial \mathbf{q}^{(j)}(0)} = \frac{\partial S_d}{\partial \mathbf{q}^{(j)}(\Delta t)} = 0, \quad j = 1, \ldots, n - 1.
$$

(30)

Thus, solving these $2n - 2$ coupled nonlinear equations gives the $2n - 2$ coefficients and this one-step method can be seen as a numerical integrator from $(\mathbf{q}_0, \mathbf{v}_0)$ to $(\mathbf{q}_1, \mathbf{v}_1)$ with a $2n - 1$ degree Hermite piecewise polynomial interpolating the configuration over every fixed time step. This approach can be extended to Lagrangian systems with forcing by discretizing the Lagrange-d’Alembert principle.

**Galerkin Approach:** One-step Galerkin methods with discretization using higher-order Hermite polynomials involve the use of shifted Legendre polynomials up to order $2n - 2$ as test functions. Given $(\mathbf{q}_0, \mathbf{v}_0)$, the governing discrete equations are given by

$$
\int_0^{\Delta t} \mathbf{M}_o(\mathbf{q}_d(t), \dot{\mathbf{q}}_d(t), \ddot{\mathbf{q}}_d(t)) P_j(t) \, dt = 0, \quad j = 0, \ldots, 2n - 3,
$$

(31)

where $P_j(t)$ are shifted Legendre polynomials of degree $j$.

### 4 Numerical Properties

In order to understand the numerical properties of the proposed one-step methods, we investigate the linear stability and symplectic nature of these algorithms. We consider the simple harmonic oscillator with a single degree of freedom for both studies.

#### 4.1 Linear Stability

We closely follow Leimkuhler and Reich [2] to study the linear stability of the proposed one-step methods for the simple harmonic oscillator. We consider the following Lagrangian system

$$
L(q, \dot{q}) = \frac{1}{2} \dot{q}^2 - \frac{1}{2} \omega^2 q^2,
$$

(32)

where $\omega$ is the natural frequency. The governing equation is

$$
\ddot{q} + \omega^2 q = 0.
$$

(33)

The analytical solution for this Lagrangian system is given by

$$
\begin{bmatrix}
\nu(t) \\
\omega q(t)
\end{bmatrix} =
\begin{bmatrix}
\cos(\omega t) & -\sin(\omega t) \\
\sin(\omega t) & \cos(\omega t)
\end{bmatrix}
\begin{bmatrix}
\nu(0) \\
\omega q(0)
\end{bmatrix}.
$$

(34)

Since $A^T A = I$, $A_z$ is orthogonal and thus, the eigenvalues are $\lambda_{1,2} = e^{\pm i\omega t}$ with $|\lambda_{1,2}| = 1$. For this linear dynamical system, time-marching equations for both one-step methods can be written in the following form

$$
\begin{bmatrix}

\nu_{{k+1}} \\
\omega q_{{k+1}}
\end{bmatrix} = A_z
\begin{bmatrix}

\nu_k \\
\omega q_k
\end{bmatrix},
$$

(35)
where $A_z$ is the amplification matrix with $z := \Delta \omega$. A sufficient condition for the asymptotic stability of a numerical method is that the eigenvalues of the amplification matrix $A_z$ are in the unit disk of the complex plane and are simple if they lie on the unit circle. We investigate the linear stability of both Hermite-based one-step methods and compare the results with the variational integrators based on the discrete mechanics.

1. For the one-step variational method we have

$$A_z = \begin{bmatrix}
7z^4 - 192z^2 + 420 & 15z(3z^2 - 28)

\end{bmatrix},$$

with eigenvalues $\lambda_{1,2} = 17z^4 - 192z^2 + 420 \pm \sqrt{15(3z^2 - 10)(3z^2 - 28)(3z^2 - 42)}$. The stability region for the one-step variational method is shown in Figure 2b. We observe a small region of instability for $\sqrt{\frac{28}{3}} < z < \sqrt{10}$. Thus, the one-step variational method is stable for $z < \sqrt{\frac{28}{3}}$.

2. For the one-step Galerkin method we have

$$A_z = \begin{bmatrix}
3z^4 - 104z^2 + 240 & 24z(z^2 - 10)

\end{bmatrix},$$

with eigenvalues $\lambda_{1,2} = 3z^4 - 104z^2 + 240 \pm z\sqrt{2(z^2 - 10)(z^2 - 12)(z^2 - 60)}$. The stability region for the one-step Galerkin method is shown in Figure 2a. Similar to the one-step variational method, we observe a small region of instability for $\sqrt{10} < z < \sqrt{12}$. Thus, the one-step Galerkin method is stable for $z < \sqrt{10}$.

3. The amplification matrix $A_z$ for the variational integrator based on the midpoint rule is

$$A_z = \begin{bmatrix}
\frac{4z^2}{z^4 + 4} & \frac{4z}{z^4 + 1}

\end{bmatrix},$$

The amplification matrix for this method is orthogonal and hence, the method is stable for all $z \in \mathbb{R}$.

The eigenvalues for the proposed one-step methods are plotted for different $z$ values in Figure 2 where both one-step methods have similar stability regions. The one-step Galerkin method is stable for $\Delta t < \frac{\sqrt{10}}{z}$ whereas the one-step variational method is stable for $\Delta t < \frac{\sqrt{28}}{z}$.

### 4.2 Symplectic Nature

As mentioned in Section 3.2, the variational approach to one-step methods only considers the action integral over one time step whereas the variational integrators consider the action integral
over a finite number of fixed time steps. We know that variational integrators derived from the latter approach yield numerical algorithms that automatically preserve the canonical symplectic form. For a Hamiltonian system with Hamiltonian $H(p, q)$, the symplectic flow map $\phi_t(p_0, q_0) = (p(t), q(t))$ satisfies the following condition

$$
\left( \frac{\partial \phi_t}{\partial y_0} \right)^\top J \left( \frac{\partial \phi_t}{\partial y_0} \right) = J,
$$

(36)

where $y_0 = (p_0, q_0)$ and $J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}$ is the symplectic matrix. Similar to this condition, a given one-step method $\phi_{\Delta t} : (p_k, q_k) \rightarrow (p_{k+1}, q_{k+1})$ is symplectic if it satisfies

$$
\left( \frac{\partial \phi_{\Delta t}}{\partial y_k} \right)^\top J \left( \frac{\partial \phi_{\Delta t}}{\partial y_k} \right) = J
$$

for $y_k = (p_k, q_k)$. The key step in this process is to compute the following Jacobian matrix

$$
\frac{\partial \phi_{\Delta t}}{\partial y_k} = \begin{bmatrix} \frac{\partial p_{k+1}(p_k, q_k)}{\partial p_k} & \frac{\partial p_{k+1}(p_k, q_k)}{\partial q_k} \\ \frac{\partial q_{k+1}(p_k, q_k)}{\partial p_k} & \frac{\partial q_{k+1}(p_k, q_k)}{\partial q_k} \end{bmatrix}.
$$

(37)

Since both proposed methods are generally implicit, the computation for the Jacobian matrix involves differentiating the governing discrete equations and then solving a system of linear equations for the entries in the Jacobian matrix. We study the symplectic nature of the one-step algorithms for both linear and nonlinear conservative systems. It is important to note that the one-step methods developed in this paper are formulated on the state space. In order to check the condition for symplecticity, we need to define $p_k = mv_k$ to write these algorithms on phase space. Instead of writing the algorithms on phase space, we pick $m = 1$ to simplify the expressions.

First, we check the condition for the simple harmonic oscillator with $L(q, \dot{q}) = \frac{1}{2}m\dot{q}^2 - \frac{1}{2}q^2$ where $q(t)$ is the displacement. For a fixed time step $\Delta t$, the Jacobians for one-step methods are

$$
\frac{\partial \phi_{\Delta t,L}}{\partial y_k} = \begin{bmatrix} (444\Delta t^6+143\Delta t^4-700\Delta t^3+189\Delta t^2+176\Delta t-882) & (8\Delta t^5+33\Delta t^4-224\Delta t^3-217\Delta t^2+1568\Delta t+294) \\ -(66\Delta t^6+109\Delta t^5-434\Delta t^4+1092\Delta t^3+588\Delta t^2+1764) & -(12\Delta t^5+39\Delta t^4-224\Delta t^3-56\Delta t^2+784\Delta t+588) \end{bmatrix},
$$

and

$$
\frac{\partial \phi_{\Delta t,G}}{\partial y_k} = \begin{bmatrix} (2\Delta t^4-52\Delta t^3+120) & (\Delta t(\Delta t^6-32\Delta t^5+144)) \\ -\Delta t(\Delta t^6-30\Delta t^5+120) & 60\Delta t^4+10\Delta t^3+240 \end{bmatrix}.
$$

For this linear dynamical system, Jacobians from both variational and Galerkin one-step methods satisfy the condition for symplecticity. For a general mechanical system with a nonlinear potential energy $U(q)$ and Lagrangian $L = \frac{1}{2}m\dot{q}^2 - U(q)$, we find that none of the one-step methods satisfy the required condition for symplecticity. It is important to note that the above condition is only to check whether the algorithms preserve the canonical symplectic form. In fact, at present, one can only check whether a given integration scheme exhibits a specific symplectic structure; one cannot determine whether any such symplectic structure exists, in general. In the past, some of the well-known methods such as Newmark methods [10] have been shown to preserve a noncanonical symplectic form via nonlinear transformations but it is not generally known how to test for the existence of a noncanonical symplectic form for a given algorithm.

5 Numerical Results

In this section, we consider three examples to study the numerical performance of the proposed Galerkin and variational one-step methods. We first consider a nonlinear conservative system to demonstrate the good energy performance of the proposed methods. We also present an order analysis study to understand the convergence behavior of one-step variational and Galerkin methods. We then consider the Duffing oscillator to investigate the numerical behavior of the proposed one-step methods in the presence of dissipative forces. Finally, we consider a nonlinear aeroelastic system to study how the proposed methods perform for a coupled nonlinear dynamical system.

5.1 Particle in a Double-well Potential

In this subsection, we apply the proposed methods to a particle in a double-well potential with Lagrangian

$$
L(q, \dot{q}) = \frac{1}{2}m\dot{q}^2 - \frac{1}{2}(q^4 - q^2),
$$

(38)
The Euler-Lagrange equation for this conservative system is given by

$$m\ddot{q} - q + 2q^3 = 0. \quad (39)$$

We have compared the numerical results for \(m = 1\) and fixed time step \(\Delta t = 0.1\) for two initial conditions. The phase portrait comparisons in Figure 3a and Figure 4a show how both variational and Galerkin methods agree with the benchmark solution for both initial conditions. The corresponding energy error plots in Figure 3b and Figure 4b demonstrate the bounded energy error for the one-step methods. For both cases, the energy performance for the Galerkin method is substantially better than for the variational method. The energy error comparison in Figure 3b shows that the one-step variational method has energy error magnitude around \(10^{-7}\) whereas the Galerkin method has energy error around \(10^{-10}\). Similarly, in Figure 4b the variational method has energy error magnitude around \(10^{-5}\) and the Galerkin method has energy error around \(10^{-8}\).

In Figure 5, we have studied the numerical behavior of these algorithms for different fixed time step values to understand how the configuration, velocity and energy error values decrease with decrease in the step size. We have also performed the convergence analysis for variational integrators derived from the discrete mechanics framework to understand how they compare to the proposed one-step methods. Since both one-step methods proposed in this work require the solution of two coupled nonlinear equations at each time step, we have implemented variational integrators that require solving two nonlinear equations. Thus, we have considered a quadratic trajectory over one time step in the discrete mechanics framework by introducing an interior point [9] and the resulting variational integrator leads to two coupled nonlinear implicit equations at each time step.
The configuration and velocity convergence plots in Figure 5a and Figure 5b show that the one-step variational method has second order convergence whereas both the variational integrator and the one-step Galerkin method have fourth order convergence. For the energy error, the one-step variational and the variational integrator show second order convergence, whereas the one-step Galerkin method shows fourth order convergence. Thus, the one-step Galerkin approach gives better trajectory and energy performance than both the one-step variational method and the variational integrator.

![Convergence analysis](image)

Figure 5: Convergence analysis of maximum temporal error in configuration, velocity and energy for the nonlinear conservative system.

5.2 Duffing Oscillator

In this subsection, we study the numerical performance of these algorithms in the presence of dissipation. The governing second-order, nonlinear differential equation for the Duffing oscillator is

\[ \ddot{x} + \delta \dot{x} + \alpha x + \beta x^3 = 0, \]

where \( x(t) \) is the displacement at time \( t \), \( \delta \) is the linear damping, \( \alpha \) is the linear stiffness, and \( \beta \) is the nonlinear stiffness coefficient. The Lagrangian and external forcing for this system are

\[ L(x, \dot{x}) = \frac{1}{2} \dot{x}^2 - \frac{1}{2} \alpha x^2 - \frac{1}{4} \beta x^4, \quad f(\dot{x}, t) = -\delta \dot{x}. \]

We have fixed the stiffness parameters to \( \alpha = 1 \) and \( \beta = 0.5 \) and studied this dissipative nonlinear dynamical system for three cases, i.e., \( \delta \in \{0.025, 0.05, 0.1\} \). With these specific parameter values, the Duffing oscillator can be thought of as the double-well potential system with dissipation. The numerically computed trajectories from the one-step methods are compared with the benchmark solution in Figure 6. The plots in Figure 6 demonstrate that both methods are able to capture
Figure 6: Duffing oscillator numerical simulation with $\alpha = -1, \beta = 2$, and time step $\Delta t = 0.1$.

the dissipation effect accurately. In fact, the discrete trajectories are indistinguishable from the benchmark solution for all three cases.

The energy error plots in Figure 7 compare the energy performance for the one-step methods and the Galerkin approach outperforms the variational approach in all three cases. For all three cases, the energy error for the one-step variational method starts around $10^{-4}$ whereas the one-step Galerkin methods exhibit energy error around $10^{-6}$. The energy error for both methods decreases over the time due to the presence of dissipative forces and the rate of decrease in energy error increases with increasing values of the damping parameter $\delta$. This decrease in energy error is seen clearly in Figure 7b and Figure 7c for higher $\delta$ values.

5.3 Aeroelastic System

In this subsection, we consider the open-loop behavior of the nonlinear aeroelastic system studied by Shukla and Patil [24]. As shown in Figure 8, the model contains a flat plate supported by a linear spring in the plunge degree of freedom and the cubic nonlinear spring in the pitch degree of freedom. The flat plate is free to move up and down along the plunge degree of freedom and to rotate about the pitch degree of freedom. The Lagrangian for this system is given by

$$L(h, \dot{h}, \alpha, \dot{\alpha}) = m_T \dot{h}^2 + I_\alpha \dot{\alpha}^2 + m_W x_a \dot{h} \dot{\alpha} - \frac{1}{2} k_h h^2 - \frac{1}{2} k_{\alpha_0} \alpha^2 - \frac{1}{3} k_{\alpha_1} \alpha^3 - \frac{1}{4} k_{\alpha_2} \alpha^4,$$

where $m_W$ is the mass of the wing and $m_T$ is the total mass of the aeroelastic system. The parameter $I_\alpha$ represents the moment of inertia about the elastic axis. The terms $k_h$ and $k_{\alpha_{(0,1,2)}}$ are the stiffness functions along the plunge and pitch degrees of freedom respectively. The external nonconservative forces are

$$f_h = -c_h \dot{h} + \rho U^2 b C_{L_{\alpha}} \alpha_{\text{eff}},$$

$$f_\alpha = -c_\alpha \dot{\alpha} + \rho U^2 b^2 C_{M_{\alpha}} \alpha_{\text{eff}},$$

where $c_h$ and $c_\alpha$ are damping coefficients, $C_{L_{\alpha}}$ and $C_{M_{\alpha}}$ are the derivatives of the lift and moment coefficients, and $\alpha_{\text{eff}} = \left( \alpha + \frac{\beta}{2} + \left( \frac{1}{2} - \alpha \right) \frac{U^2}{\ell^2} \right)$ is the effective angle of attack. The equations of
motion for this aeroelastic system are

\[ m_T \ddot{h} + m_W x_0 \ddot{\alpha} + c_b \dot{h} + k_b h - \rho U^2 b C_{L_\alpha} \alpha_{\text{eff}} = 0, \quad (45) \]

\[ I_\alpha \ddot{\alpha} + m_W x_0 b \ddot{h} + c_\alpha \dot{\alpha} + k_\alpha (\alpha) \alpha + \rho U^2 b^2 C_{M_\alpha} \alpha_{\text{eff}} = 0, \quad (46) \]

where \( k(\alpha) = k_{\alpha 0} + k_{\alpha 1} \alpha + k_{\alpha 2} \alpha^2 \).

We have studied the dynamic behavior of the nonlinear aeroelastic system for initial conditions \((h_0, \dot{h}_0, \alpha_0, \dot{\alpha}_0) = (0.01, 0, 0.1, 0)\) at freestream velocity \(U = 0.9 U_f\) where \(U_f\) is the linear flutter velocity. The phase space plots given in Figure 9 and Figure 10 clearly demonstrate how both one-step methods capture the subcritical limit cycle oscillations (LCOs) accurately.

The energy plot in Figure 11 shows how the total energy of the aeroelastic system evolves over time. Initially there is a sharp decrease in energy followed by an increase, and eventually when the system exhibits periodic motion with constant amplitude the total energy oscillates around a fixed value. As shown in Figure 11, both one-step methods track the change in energy accurately for the nonlinear aeroelastic system. The energy error comparison in Figure 12 demonstrates how the Galerkin approach has better energy behavior than the one-step variational approach. The one-step variational method has energy error magnitude around \(10^{-4}\) whereas the Galerkin method has energy error around \(10^{-6}\).

6 Conclusions

In this paper we have developed Hermite polynomial based one-step variational and Galerkin methods for mechanical systems with external forcing. We have utilized cubic Hermite polynomials over one time step for discretization and the resulting numerical algorithms are continuous in both configuration and velocity. We also demonstrated an approach to obtain one-step methods using higher-order Hermite polynomials. We showed that both one-step methods are symplectic for linear
Figure 8: Sketch of a two degrees of freedom aeroelastic section model.

Figure 9: Subcritical LCO simulation using the one-step variational method.

dynamical systems but they do not preserve the canonical symplectic form for general nonlinear dynamical systems. We also investigated the linear stability of the proposed one-step methods and both methods exhibit excellent stability for large time steps.

We have studied the numerical behavior of these algorithms through three different numerical examples. The energy performance and convergence analysis results for the conservative example showed how both one-step methods achieve good numerical performance by obtaining $C^1$-continuous trajectories. We have also presented results for a dissipative system and the numerical plots show that both one-step methods capture the effect of the dissipative forces accurately over long time intervals. Finally, numerical studies for the coupled aeroelastic system show how both one-step methods capture the limit cycle oscillations accurately. The numerical results from all three examples showed that the Galerkin approach has significantly better energy behavior. In fact, the one-step Galerkin method is also better than the variational integrator, with same nonlinear equations per time step, in terms of the energy accuracy.

Future research directions motivated by this work are: obtaining theoretical results about the convergence behavior and geometric properties of the proposed one-step methods; investigating the connection between the one-step Galerkin methods and energy-momentum integrators; and applying these one-step methods to discretizations of infinite-dimensional systems.
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Figure 10: Subcritical LCO simulation using the one-step Galerkin method.

Figure 11: Total energy of the aeroelastic system.
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