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ABSTRACT
Program repair is an integral part of every software system’s lifecycle but can be extremely challenging. To date, researchers have proposed various automated program repair (APR) techniques to reduce efforts of manual debugging. However, given a real-world buggy program, a typical APR technique usually generates a large number of patches, each of which needs to be validated against the original test suite which incurs extremely high computation costs. Although existing APR techniques have already leveraged various static and/or dynamic information to find the desired patches faster, they are still rather costly. In a recent work, researchers proposed unified debugging to leverage the patch execution information during APR to help boost fault localization; in this way, the application scope of APR techniques can be extended to all possible bugs, e.g., the patch execution information during APR can be used with manual repair of the bugs that cannot be automatically fixed. Inspired by unified debugging, this work proposes SeAPR (Self-Boosted Automated Program Repair), the first technique to leverage the earlier patch execution information during APR to help boost automated repair itself on-the-fly. Our basic intuition is that patches similar to earlier high-quality/low-quality patches should be promoted/degraded to speed up the detection of the desired patches. This experimental study on 12 state-of-the-art APR systems demonstrates that, overall, SeAPR can substantially reduce the number of patch executions with negligible overhead. Our study also investigates the impact of various configurations on SeAPR. Lastly, our study demonstrates that SeAPR can even leverage the patch execution information from other APR tools from the same buggy program to further boost APR.

1 INTRODUCTION
Software systems persist everywhere in all facets of today’s society; they drive financial institutions, facilitate communication worldwide, oversee critical systems, and so forth. Software systems, however, are frequently distributed with numerous bugs that will eventually lead to severe disasters. For example, the 5th edition of Tricentis.com’s annual report (2017) shows that software failures impact half of the world’s population (3.7 billion people) and $1.7 trillion in assets; it also mentions that there can be far more software bugs in the wild than we will likely ever know about [1]. Therefore, in practice, it is imperative for developers to fix these bugs as early as possible with minimal resource consumption. However, manual bug fixing can be extremely tedious, challenging, and time-consuming since modern software systems can be extremely complicated [4].

Fortunately, in lieu of manual bug fixing, researchers have also extensively studied Automated Program Repair (APR) [8, 10, 11, 20, 21, 23–26, 28, 32, 33, 39, 42, 46, 49], which aims to automatically fix software bugs to reduce manual debugging efforts. Typical APR techniques leverage off-the-shelf fault localization [45] techniques (such as Ochiai [2] and Tarantula [12]) to identify potential buggy locations. Then, they leverage various techniques to generate potential software patches for the potential buggy locations. Lastly, each generated patch will need to be executed against the original test suite to find the plausible patches (i.e., the patches that can pass all the original tests). Note that not all the plausible patches are the patches that the developers want; thus, developers need to further inspect the produced plausible patches to derive the final correct ones. To date, various APR techniques have been proposed, including techniques based on predefined-templates [9, 21, 44], heuristics [11, 17, 49], and constraint solving [33, 47, 48]. Furthermore, APR techniques have also drawn wide attention from the industry, e.g., Facebook [31], Fujitsu [40], and Alibaba [29].

Compared with manual bug fixing, APR can automatically fix a number of real-world bugs within minimal human intervention and can be easily integrated with the natural workflow of continuous integration lifecycle (e.g., Facebook’s in-house tool SapFix [31] has been integrated into their workflow such that any modification to the underlying system are automatically checked for bugs and fixed if possible). Meanwhile, despite the promising future of APR, it is not a perfect science and numerous issues still plague the area. Among the most paramount of these issues are still the time costs associated with attempting numerous patches for large-scale real-world systems. Existing studies have demonstrated that the patch validation costs dominate the APR costs [5, 18, 34, 43], since each patch needs to be executed against the original test suite.

To reduce the APR costs, researchers have proposed various techniques to reduce the number of patches generated, e.g., based on machine learning [40], code mining [10], and constraint solving [48]. However, prior work has demonstrated that such techniques can incur the dataset overfitting issue, i.e., the correct patches may be pruned for many other unstudied cases [9]. Furthermore, researchers have also proposed to prioritize all the generated patches to find the plausible patches earlier. Such existing techniques primarily utilize static or dynamic information to statically prioritize patches before the patch validation, e.g., most APR techniques use the suspiciousness values computed by off-the-shelf fault localization techniques to prioritize the patch validation. No further reprioritization is employed during the patch validation process of these tools, leading to limited improvement.
In a recent work, researchers proposed unified debugging [3, 29] to leverage the patch execution information during APR to help boost fault localization; in this way, the application scope of APR techniques can be extended to all possible bugs, e.g., the patch execution information during APR can help with manual repair of the bugs that cannot be automatically fixed. Inspired by unified debugging, this work proposes SeAPR (Self-Boosted Automated Program Repair), the first technique to leverage the patch-execution information during APR to help boost automated repair itself on-the-fly. Our basic intuition is that earlier patch execution results can help better prioritize later patch executions on-the-fly to speed up the detection of the desired patches (e.g., plausible/correct patches). In this way, we promote the ranking of the patches similar to the executed high-quality patches, while degrading the ranking of the patches similar to the executed low-quality patches. More specifically, we analyze the modified elements of patches to compute the similarity among patches as patches modifying similar program elements can exhibit close program behaviors. This experimental study on 12 state-of-the-art APR systems demonstrates that, overall, SeAPR can reduce the number of patch validations by up to 78%. Our study also investigates the impact of various configurations of SeAPR, e.g., the formula for patch prioritization, the type of patch-execution matrices (full or partial), the granularity of modified elements considered for similarity computation (e.g., packages, classes, methods, or statements), and additional patch execution information for computing patch similarity. Lastly, our study demonstrates that SeAPR can even leverage the patch-execution information from other APR tools for the same buggy program to further boost the current APR tools.

To summarize, this paper makes the following contributions:

- **Direction.** This paper opens a new dimension to leverage patch-execution information to boost automated program repair on-the-fly and can inspire more future work in this new direction.
- **Design.** We design the first technique, SeAPR, in this new direction to update each patch’s priority scores based on its similarity with the executed patches and the quality of the executed patches.
- **Extensive Study.** We have performed an extensive study of the proposed technique on 12 state-of-the-art APR systems for JVM-based languages using the widely studied real-world bugs from Defects4J.
- **Practical Guidelines.** The study reveals various practical guidelines, including (1) SeAPR can substantially speed up the studied APR techniques by up to 78% with negligible overhead (e.g., less than 0.5 seconds per project), (2) SeAPR has stable performance when using different formulæ for computing patch priority and different types of patch-execution matrices, (3) finer-grained modification information and additional fixing pattern information for patch similarity computation can both further boost SeAPR, and (4) SeAPR can effectively utilize historical patch-validation results from other APR tools to boost current APR tools.

## 2 RELATED WORK

### 2.1 Automated Program Repair

Automated Program Repair (APR) techniques [8, 10, 11, 20, 21, 23–26, 28, 32, 33, 39, 42, 46, 49] aim to automatically fix software bugs to substantially reduce manual debugging efforts and have been extensively studied during the last decade. Existing APR techniques can be categorized into two broad families: (1) techniques that monitor the dynamic program executions to find runtime violations of certain specifications and then heal the program via directly modifying the program runtime state in case of unexpected program behaviors [27, 37] and (2) techniques that modify program code representations based on various patch-generation techniques and then validate each generated patch (e.g., via testing [17], formal specification checking [36], and static analysis [41]) to find the final desired patches. In recent years, the code-representation-level techniques, especially those that leverage testing for patch validation, have gained popularity as testing is the dominant methodology for detecting software bugs in practice. Such typical APR techniques usually include the following phases. (1) **Fault localization:** APR techniques first leverage off-the-shelf fault localization techniques [15, 19–21, 33, 49] to localize the potential buggy locations. (2) **Patch generation:** APR techniques will leverage various strategies to generate potential patches for the identified potential buggy locations. (3) **Patch validation:** all the generated patches will be executed against the original test suite to detect the patches that can pass all the original tests, i.e., plausible patches. Of course, since not all plausible patches are desirable, patch correctness checking (often done via manual inspection in practice) needs to be further performed to find the final correct patches, i.e., the patches equivalent to developer patches.

According to a recent study [22], state-of-the-art APR techniques can be mainly divided into the following categories. (1) **Heuristic-based techniques** leverages various heuristics to iteratively explore the search space of all possible program edits. For example, the seminal GenProg technique [17] leverages genetic programming to synthesize donor code for high-quality patch generation, while the recent SimFix technique [11] employs advanced code search to obtain donor code for patch generation. (2) **Template-based techniques** leverage predefined fixing templates (e.g., changing “<” to “>”) to perform patch generation. Such predefined fixing templates can be either manually summarized (e.g., KPar [14]), or automatically inferred (e.g., HDRepair [16]) from historical bug fixes. (3) **Constraint-based techniques** transform the program repair problem into a constraint-solving problem and leverage state-of-the-art constraint solvers (e.g., SMT [6]) for patch generation. For example, Nopol [48] leverages SMT solvers to encode the bug-correction constraints and further solves the constraints to synthesize simple expressions to fix buggy conditional statements. More recently, researchers have also looked into **learning-based techniques** [7, 30] to directly generate code patches via learning from historical fixes.

### 2.2 Cost Reduction for APR

Despite the promising future of APR, it can be extremely time consuming due to the generation and validation of a large number of possible patches. Actually, the patch validation cost has been shown to dominate the overall APR cost [5, 35]. Therefore, researchers
have also looked into various techniques to further speed up APR. To reduce the validation time spent on each patch, Ghanbari et al. [9] and Chen et al. [5] proposed to share the same JVM session across multiple patch validations; in this way, the patch loading and execution time can be substantially accelerated for both source-code and bytecode level APR techniques. In addition, researchers have also proposed to prioritize and reduce the test executions for each patch to reduce the validation time for each patch. For example, Qi et al. [38] proposed TrpAutoRepair to prioritize test executions for each patch based on history information to falsify implausible patches faster; Meine et al. [35] further proposed to reduce the number of test executions for each patch, since tests not covering the patched location(s) cannot help validate the patch. To reduce the number of validated patches, almost all existing APR techniques leverage fault localization and various other strategies to reduce the possible patch executions. Furthermore, many existing APR techniques also leverage other available dynamic or static information to prioritize patch executions to find the desired patches faster (e.g., based on various fault localization [2, 44]). Despite various cost reduction techniques have been proposed, APR techniques are still rather time consuming for real-world programs [9]. In this paper, we propose the first technique to leverage on-the-fly patch execution information to help better prioritize patch executions. Note that our technique is orthogonal to all existing patch prioritization techniques and our experimental results demonstrate that our technique can substantially speed up state-of-the-art APR techniques with various patch prioritization strategies.

### 2.3 Unified Debugging

In the past decade, fault localization has been widely used to help APR identify potential buggy locations for patching. The recent unified debugging work [3, 29] unifies the traditional process fault localization and APR in the other direction for the first time. The basic intuition of unified debugging is that the massive patch execution information during APR can actually substantially boost fault localization. For example, if a patch can pass all the tests, it means the patch likely mutes the impacts of the bug, even though this patch that may not correct; it can then be inferred that the patched location is highly related to the actual buggy location, since otherwise the bug impact would not be muted. With unified debugging, even when APR techniques cannot fix a bug, unified debugging still analyzes the patch-execution information to provide useful hints about potential buggy locations to help with manual repair. In this way, unified debugging can extend the application scope of APR to all possible bugs, not only the bugs that are automatically fixable.

Inspired by the unified debugging work, we also aim to leverage the wealth of patch execution information during APR. Meanwhile, there are the following major differences between our work and unified debugging. First, while unified debugging aims to leverage patch execution information for manual program repair, our technique aims to leverage such information to directly boost automated program repair, i.e., we aim to improve the performance of APR tools by prioritizing high-quality patches sooner in the validation process. Second, technique principles are also substantially different. Unified debugging analyzes the correlation between patch locations and test outcomes to infer potentially buggy locations, while our work analyzes the correlation among executed and remaining patches via estimating their behavioral similarities based on their modified code elements to speed up the detection of desired patches. In fact, our patch-similarity estimation idea is inspired by an early work on mutation testing [50], which leverages the similarities of modified elements of each mutant to perform test prioritization and reduction for each mutant to speed up mutation testing.

### 3 STUDIED APPROACH

In this section, we first present the necessary preliminaries and basics for designing our SeAPR approach (Section 3.1). Then, we introduce the detailed SeAPR approach (Section 3.2). Furthermore, we will also talk about different variants of SeAPR (Section 3.3). Lastly, we will introduce a further extension of SeAPR to leverage the patch execution information from other APR tools for even faster APR (Section 3.4).

#### 3.1 Preliminaries

Before further detailed discussion of our approach, we now introduce the key definitions and concepts in this section.

**Definition 3.1. Patch validation matrix:** Matrix $M_v$ defines the validation results of all tests against all patch candidates. In the matrix, each cell describes the validation result of test $t \in T$ against patch $p \in P$. Possible values for each cell are as follows: (1) $\times$ if $t$ remains unvalidated, (2) $\checkmark$ if $t$ fails on $p$ and (3) $\checkmark$ if $t$ passes on $p$.

| Patch ID | $t_1$ | $t_2$ | $t_3$ |
|----------|-------|-------|-------|
| $p_1$ (buggy ver.) | $\times$ | $\checkmark$ | $\times$ |
| $p_2$ | $\times$ | $\times$ | $\times$ |
| $p_3$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $p_4$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

**Definition 3.2. Patch modification matrix:** Matrix $M_m$ presents all program elements modified within each patch. Each cell describes
if patch \( p \in P \) modifies element \( e \in E \) (i.e., all possible program elements). Acceptable values for each cell are as follows: (1) \( \checkmark \) if \( p \) modifies element \( e \) and (2) \(-\) if \( p \) does not modify element \( e \).

| Patch ID | \( e_1 \) | \( e_2 \) | \( e_3 \) | \( e_4 \) | ModifiedElement(s) |
|----------|---------|---------|---------|---------|-------------------|
| \( p_1 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) | - | \{\( e_1, e_2, e_3 \)\} |
| \( p_2 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) | \{\( e_1, e_2, e_3, e_4 \)\} |
| \( p_3 \) | - | \( \checkmark \) | \( \checkmark \) | - | \{\( e_2, e_3 \)\} |
| \( p_4 \) | \( \checkmark \) | - | - | - | \{\( e_1 \)\} |

Table 2: Example of patch modification matrix

Note that the patch modification matrix can be defined at different levels (e.g., at the package, class, method, and statement granularities) depending on the granularity of considered program elements. For example, at the default method granularity, the columns will be the methods modified by each program patch. Table 2 presents an example patch modification matrix for the above four example patches on four program elements (i.e., \( e_1, e_2, e_3 \), and \( e_4 \)). In this way, since \( p_1 \) patches program elements \( \{e_1, e_2, e_3\} \), the first three columns are \( \checkmark \) for \( p_1 \).

3.2 Basic SeAPR

Given the above introduced patch-validation matrix and patch-modification matrix (which are readily available for almost all APR tools) for the already executed/validated patches, our SeAPR performs on-the-fly patch prioritization to speed up APR. Our basic intuition is that patches similar to executed high-quality patches are likely to also be high-quality and should therefore be prioritized earlier; likewise, patches rather similar to executed low-quality patches should be deprioritized as they are likely to produce low-quality patches. In this section, we first introduce our definitions for patch quality (Section 3.2.1); then, we introduce the detailed strategy to compute patch similarity with high- or low-quality patches (Section 3.2.2); we introduce our final priority score computation for all unexecuted patches (Section 3.2.3); lastly, we present our overall algorithm (Section 3.2.4) with corresponding examples (Section 3.2.5).

3.2.1 Patch Quality. When processing the patches that have been executed/validated, we need to estimate the patch’s quality by analyzing the patch validation matrix. Intuitively, the ultimate goal of APR is to produce plausible patches that can pass all the original tests. Therefore, whether a patch passes some originally failing tests can be used to estimate the patch’s quality. Therefore, in this study, a patch is classified as high-quality (patches we wish to prioritize) if it can make any originally failing test pass; likewise, a patch is classified as low-quality (patches we wish to deprioritize) if it cannot make any originally failing test pass. Formally, the set of high-quality and low-quality patches can be defined as Equation (1) and (2), respectively.

\[
P_h = \{ p | \exists t, M_v[p,t] = \checkmark \land M_v[p_h,t] = \times \}
\]

(1)

\[
P_l = \{ p | \forall t, M_v[p_h,t] = \times \Rightarrow M_v[p,t] \neq \checkmark \}
\]

(2)

Note that we can also easily compute the detailed number of originally failing tests that now pass on a patch; however, prior work has demonstrated that the detailed test number can be misleading [29]. Of course, this is just the first work in this new direction, and we highly encourage other researchers to investigate other better ways to estimate patch quality.

3.2.2 Patch Similarity. After calculating patch quality for executed patches, we iterate through all remaining patches within P to compute their similarity information with the executed high/low-quality patches. For each patch \( p \) that has not been validated yet, we compare its patch modification matrix information against that of each of the validated patches. During the comparison, we compute the number of elements matching and differing among the two compared patches (i.e., two rows in the patch modification matrix). We calculate the number of matching elements by performing the set intersection on the two patch modification matrix rows representing the two patches. Likewise, we calculate the number of differing elements by performing a symmetric set difference (i.e., \( A \cap B = (A - B) \cup (B - A) \)) on the two patch modification matrix rows representing the two patches. It is important to note that we employ the symmetric but not asymmetric set difference, since this ensures that the similarity between two patches is symmetric.

Based on the similarity/dissimilarity with high/low-quality patches, we can compute the following tuple for each unvalidated patch \( p \) for prioritization, \((e_f, n_f, e_p, n_p)\). Our basic idea is that \( e_f \) should get increased when \( p \) shares elements with high-quality patches, \( e_p \) should get increased when \( p \) shares elements with low-quality patches, \( n_f \) should get increased when \( p \) has set difference with high-quality patches, and \( n_p \) should get increased when \( p \) has set difference with low-quality patches. Since the detailed number of the matching/different modified elements between two patches can tell the detailed similarity/dissimilarity information, the increment should also consider such detailed information. In this way, the formulae for computing the tuple for each unvalidated patch \( p \) are shown in the following equations:

\[
e_f[p] = \sum_{p'} \vert \{ e | e \in M_m[p] \cap M_m[p'] \land p' \in P_h \} \vert
\]

(3)

\[
e_p[p] = \sum_{p'} \vert \{ e | e \in M_m[p] \cap M_m[p'] \land p' \in P_l \} \vert
\]

(4)

\[
n_f[p] = \sum_{p'} \vert \{ e | e \in M_m[p] \cup M_m[p'] \land p' \in P_h \} \vert
\]

(5)

\[
n_p[p] = \sum_{p'} \vert \{ e | e \in M_m[p] \cup M_m[p'] \land p' \in P_l \} \vert
\]

(6)

Note that \( M_m[p] \) denotes the set of program elements modified by patch \( p \). For example, if a validated patch \( p' \) is high-quality and shares elements with the current \( p \), the \( e_f \) of \( p \) is then increased for \( \vert M_m[p] \cap M_m[p'] \vert \). In this way, all the other tuple elements can be defined in a similar way.

3.2.3 Patch Prioritization. Based on the similarity tuple we computed from the previous step, we can compute the priority for each unvalidated patch based on the following intuition: (1) a patch more similar/dissimilar with high-quality patches should be promoted/degraded, (2) a patch similar/dissimilar with low-quality patches should be degraded/promoted. Actually, such intuition is quite similar to traditional spectrum-based fault localization [13].
where the intuition is (1) a program element executed/unexecuted by failed tests should be more/less suspicious, (2) a program elements executed/unexecuted by passed tests should be less/more suspicious. In this way, all the traditional fault localization formulae can be directly leveraged here to compute the patch priority. We use the Ochiai formula, shown in Equation (7), as our default formula as it is often the default formula for spectrum-based fault localization techniques [9, 11, 44]. In this way, patches will be promoted/de-moted if they are similar/dissimilar with other high-quality patches, consistent with our intuition.

$$\text{Ochiai} = \frac{e_{f}}{\sqrt{(e_{f} + n_{f}) \ast (e_{f} + e_{p})}}$$

### 3.2.4 Overall Algorithm

Given the above definitions, we can now present the overall SeAPR algorithm. Shown in Algorithm 1, SeAPR first initializes the similarity tuples for all patches as 1s (Line 1). Then, SeAPR iterates through all patches and validates them in order (Lines 3-16). During each iteration, SeAPR first gets the patch p with the highest priority and removes that from the patch list P. Note that for the patches with tied SeAPR priority scores (e.g., all patches are tied before the first patch execution), SeAPR prioritizes them with their original ordering in the corresponding API tools. Then, SeAPR executes the patch against the original test suite, and stores the patch execution results into the patch validation matrix $M_v$ (Line 5). If p is a plausible patch, it will be stored in the resulting set $P_f$ for manual inspection (Lines 6-7). To help with on-the-fly patch prioritization, SeAPR computes the patch quality information for the current patch following Section 3.2.2 (Line 8). Next, SeAPR goes through all the remaining patches to update their similarity tuples following Section 3.2.2 (Lines 9-15). Note that all remaining patches will be compared with the newly executed patch to incrementally update their corresponding similarity tuples. Lastly, the priority scores for all remaining patches will be updated based on the updated similarity tuples following Section 3.2.3 (Line 16). In this way, the algorithm will proceed until all patches have been validated or the developers find a high-quality patch.

Note that the time complexity of the SeAPR algorithm is $O(n^2)$ at first glance ($n$ denotes the number of patches), since all the remaining patches need to be updated after each patch execution. Meanwhile, during our implementation, we realize that the similarity scores do not need to be updated for each remaining patch; instead, we can cluster all remaining patches based on the set of program elements they modify, since all patches with the same set of modified elements will have the same priority. In this way, the time complexity can be reduced to $O(nm)$, where $m$ denotes the number of patch clusters with the same modified element sets. Given $m << n$ in practice, our actual SeAPR implementation incurs negligible overhead.

### 3.2.5 Example

Let us now use the partial patch validation matrix shown in Table 1 and its corresponding patch modification matrix (shown in Table 2) as the example to illustrate our SeAPR technique. For this example, if we follow the original patch execution ordering (top-down), we need to execute four patches before finding the final plausible patch. Now we discuss how our SeAPR can help speed up this process.

Shown in Tables 3 and 4, Column “Quality” describes the patches’ actual quality (available after the corresponding patch validation); Column “Match” describes the number of matching elements against the last executed patch for each patch; Column “Differ” describes the number of differing elements against the last executed patch for each patch; Columns “$e_{f}$”, “$e_{p}$”, “$n_{f}$”, and “$n_{p}$” represent the accumulated similarity tuples per patch; lastly, Column “Score” represents the Ochiai calculated priority score as defined in Equation (7).

In the first iteration (shown in Table 3), SeAPR will compute the quality of the executed patch, $p_1$ (marked with gray). We can immediately determine that the patch is low quality simply because it cannot make any originally failing tests pass. Note that we also show the quality for all other unexecuted patches to illustrate the quality computation. Then, given $p_1$ has been executed, we can update the similarity tuple for each remaining patch. For example, for $p_2$, the set intersection and symmetrical set difference with $p_1$ is $\{e_1, e_2, e_3\} \cap \{e_1, e_2, e_3, e_4\} = \{e_1, e_2, e_3\}$ and $\{e_1, e_2, e_3\} \oplus \{e_1, e_2, e_3, e_4\} = \{e_4\}$, respectively. Therefore, since $p_1$ is a low-quality patch, $e_{f}$ increments by 3 and $n_{p}$ increments by 1, resulting in the tuple $\{e_{f}=1+0, n_{f}=1+0, e_{p}=1+3, n_{p}=1+1\}$. Similarly, we can compute the similarity tuples for all the other remaining patches as shown in Table 3. Then, via applying the default Ochiai formula on the computed tuples, we can compute the priority scores for all the

---

1Note that we use partial since most APR tools will collect partial matrices, but our idea generalizes to full matrices (as studied in Section 5.4).

2Note, each tuple is initialized with $e_{f}=1, e_{p}=1, n_{f}=1$, and $n_{p}=1$ for numerical stability.
three remaining patches as shown in Column “Score” in Table 3. In this way, the patch with the highest priority, p4, is selected for the next patch execution.

Then, in the second iteration, p4 gets executed (marked in gray) as shown in Table 4. Note that p4 is a plausible patch that can pass all system tests. Therefore, the developers can immediately start the patch inspection to check if p4 is the correct patch. Of course, the patch execution can still continue if p4 is not the correct patch. Continuing the algorithm, the remaining patches will be further compared with the newly executed p4 to update their similarity tuples. For example, for p2, the set intersection and symmetrical set difference with p4 is \( \{e_1, e_2, e_3, e_4\} \cap \{e_1\} = \emptyset \) and \( \{e_1, e_2, e_3, e_4\} \cap \{e_1\} = \emptyset \). Since p4 is a high-quality patch, p2’s tuple is updated by incrementing \( e_f \) by 1 and \( n_f \) by 3, resulting in the tuple \( (e_f=1+1, n_f=1+3, e_p=4+0, n_p=3+0) \). In this way, we can compute the scores for the remaining patches to continue with patch validation.

### Definition 3.3. Patch repair pattern matrix:
Matrix \( M_p \) presents the applied repair patterns applied to each patch. Each cell describes if patch \( p \in P \) applies repair pattern \( r \in R \) (i.e., all predefined repair patterns). Acceptable values for each cell are as follows: (1) \( \checkmark \) if \( p \) applies pattern \( r \) and (2) \( \ast \) if \( p \) does not apply pattern \( r \).

| Patch ID | \( r_1 \) | \( r_2 \) | \( r_3 \) | SeAPR Features | Modified Element(s) | Pattern(s) |
|----------|-----------|-----------|-----------|---------------|---------------------|-------------|
| p1       | \( \checkmark \) | \( \ast \) | \( \ast \) | [e1, e2, e3] | \{r1\} |
| p2       | \( \ast \) | \( \checkmark \) | \( \ast \) | [e1, e2, e3, e4] | \{r2\} |
| p3       | \( \ast \) | \( \ast \) | \( \ast \) | [e2, e3] | \{r3\} |
| p4       | \( \ast \) | \( \ast \) | \( \ast \) | [e1] | \{r2\} |

Table 5: Example of patch repair pattern matrix

More specifically, SeAPR++ only slightly differs from the default SeAPR when computing patch similarity, e.g., SeAPR++ considers both (1) the set of modified elements and (2) the applied repair patterns. Based on the above patch-pattern matrix definition, we can recompute the similarity tuples for further improving SeAPR, e.g., \( e_f[p] \) in Equation (3) becomes:

\[
e_f[p] = \sum_{p'} |\{e | e \in M_m[p] \cap M_m[p'] \land p' \in P_h\}| + \sum_{p'} |\{e | e \in M_p[p] \cap M_p[p'] \land p' \in P_h\}|
\]

Equation (8)

### Table 6: Possible configurations for SeAPR

| Parameter                  | Variant Settings                              |
|----------------------------|-----------------------------------------------|
| Prioritization Formulae    | Tarantula, Ochiai, Ochiai2, Op2              |
| Validation Matrices        | Full Matrix, Partial Matrix                   |
| Modification Granularities | Package, Class, Method, Stmt                  |
| Similarity Computation     | Modified Elements, Modified Elements + Patch Patterns |

### 3.3 SeAPR Variants

Potential SeAPR configurations are described in Table 6 (default configuration settings **bolded**):

#### 3.3.1 Patch-Prioritization Formulae
Besides Ochiai, other SBFL formulae can also be applied here. In particular we study all popular SBFL formulae from prior work [51] in Section 5.2.

#### 3.3.2 Validation-Matrix Types
Besides the partial patch-validation matrices widely used in practice, we also consider the impact of full validation matrices on our approach, discussed in Section 5.4.

#### 3.3.3 Modification-Matrix Granularities
Patch modification matrices are applicable to various granularities with varying patch similarity results. We examine the impact of such granularities on SeAPR in Section 5.3.

#### 3.3.4 Additional Patch Similarity Information
By default, SeAPR only uses the set of modified program elements to calculate patch similarity for prioritizing patches on-the-fly. Another SeAPR extension is to compute the similarity score with additional information in addition to just the modified elements. Therefore, we further study another SeAPR variant, SeAPR++, which additionally considers that patches sharing the same fixing patterns may also share similar program behaviors. In this way, we can promote patches applying the same fixing patterns with known high-quality patches to further boost SeAPR.

### 3.4 Further Extension Considering APR Results from Other Tools

In practice one repair tool is often insufficient to successfully find a correct patch. Thus developers often run multiple repair tools, ideally using the results of previously executed tools to optimize future executed tools. Similarly, the execution results of other tools on the same subject can be used to more guide SeAPR towards high-quality patches sooner. In particular, we use the repair information from all but one repair tool to initialize the priority score of all patches. For example, when applying SeAPR to TBar + Chart-1, all other tools with Chart-1 execution results will follow the same process outlined in Section 3.2.4 to initialize the priority scores of all TBar + Chart-1 patches. With the priority scores initialized, SeAPR starts with the most prioritized patch and follows the algorithm...
4 EXPERIMENTAL DESIGN

4.1 Research Questions

In this paper, we aim to study the following research questions to thoroughly evaluate the performance of our SeAPR:

- **RQ1**: How does the default SeAPR perform on state-of-the-art APR systems?
- **RQ2**: How do different formulae affect the effectiveness of SeAPR?
- **RQ3**: How do different patch-modification-matrix granularities affect the effectiveness of SeAPR?
- **RQ4**: How does patch validation matrices impact SeAPR?
- **RQ5**: How does SeAPR perform when leveraging additional patch similarity information?
- **RQ6**: How does SeAPR perform when further leveraging historical repair information from other APR systems?

Note that we first study our default SeAPR configuration with the Ochiai formula, method granularity, partial patch validation matrices, modified elements similarity computation in RQ1. Then, in RQs 2-5, we investigate the impact of different formulae, granularities, types of patch validation matrices, as well as the usage of additional patch execution information. Lastly, in RQ6, we investigate the effectiveness of SeAPR when further leveraging patch validation information from other APR tools.

4.2 Evaluation Dataset

We choose to evaluate the proposed technique against the Defects4J dataset (V1.2.0), since Defects4J (V1.2.0) is the most widely used APR dataset to date, and will allow our technique to be easily compared to and replicated in the future. The details for our adopted dataset are shown in Table 7. In the table, Column “# Bugs” presents the number of buggy versions studied for each subject. Column “# Tests” presents the number of JUnit tests and lines of code available within the head (i.e., most recent) version of each subject, respectively.

4.3 Tools

Following prior work [22], we consider all 16 program repair tools publicly available and applicable to Defects4J in this study, as shown in Table 8. Of these tool candidates, we exclude Acx, DynaMoth, and Nopol due to low patch generation (i.e., <500 total patches across all studied Defects4J projects in total). Evaluating our technique on such tools with small number of patches will induce noise into our results; in addition, such APR tools do not need patch prioritization anyhow. We further exclude Simfix since the tool stops execution after finding the first plausible patch. The validation results of such tools are undegradable, since the last patch is always the desirable plausible patch. Results from such tools can only improve, biasing our findings. With the exclusion of these tools, this leaves us with 12 repair tools used in this paper.

4.4 Evaluation Metrics

We have adopted the following two evaluation metrics: the reduction on the number of patch executions before finding the first (1) plausible patch and (2) correct patch. We study the number of patches to the first plausible patch since in practice developers will begin patch inspection after the first plausible patch is found; in this way, faster plausible patch detection can enable developers to start patch inspection earlier (and potentially speed up the APR process). Similarly, we study the number of patches to the first correct patch since developers will stop the patch validation process once the correct patch is found; in this way, faster correct patch detection can save overall APR time. Also note that we leverage the reduction on the number of patch executions as recommended by prior work [22] since time cost information tends to introduce bias: it is dependent on many factors (e.g., specific implementations and test execution engines) unrelated to APR approaches and is often unstable.

To this end, Formula 9 represents our primary evaluation metric. \( P_{\text{baseline}} \) represents the position of the first desirable (i.e., plausible or correct) patch, pre-prioritization. \( P_{\text{new}} \) represents position of the first desirable patch, post-prioritization. Note that when multiple desirable patches are produced, the initial desirable patch and the final desirable patch are not necessarily the same patch.

\[
\text{Reduction} = \frac{P_{\text{baseline}} - P_{\text{new}}}{P_{\text{baseline}}} \tag{9}
\]

4.5 Experimental Procedure

For each studied APR tool, we evaluate the effectiveness of SeAPR on all patches that can be generated and validated by the tool within its original time limit. We first analyzed the original execution of each tool on a subject-by-subject basis to obtain (1) the original patch execution ordering per repair tool and (2) the position of the earliest plausible/correct patch.

After information collection, we then repeat the patch validation process for each tool again with our SeAPR on-the-fly patch prioritization. Note that due to the large effort required to modify all used tools, we choose to simulate the validation process of each tool(s)
tool instead of modifying each tool directly. For each given subject, SeAPR initially executes the first patch produced by the tool. After the first patch execution, SeAPR iterates through all patches not yet validated, following Algorithm 1, to record the new position for the first plausible/correct patch.

All our experiments were conducted within the following environment: 36 3.0GHz Intel Xeon Platinum Processors, 60GBs of memory, and Ubuntu 18.04.4 LTS operating system.

5 RESULT ANALYSIS

5.1 RQ1: Overall SeAPR Effectiveness

Quantitative Analysis. In this section, we first investigate the overall effectiveness of our default SeAPR on all 12 studied repair tools against all the six studied subjects from the Defects4J benchmark. Table 9 shows the patch reduction in terms of the first plausible patches with the default configuration settings. In this table, each row and column represent different Defects4J projects and repair tools, respectively. Note that each cell presents the overall patch reduction for each tool on the corresponding subject with symbol "—" indicating that the repair tool cannot generate any plausible patches on the corresponding project. We also present the overall patch reductions on all projects, shown in the last row. From this table, we have the following observations. First, SeAPR can improve the overall effectiveness of patch validations for almost all repair tools. For example, SeAPR can reduce patch validation by 78.81% on GenProg-A and 54.80% on Avatar. Meanwhile, SeAPR degrades the performance of Cardumen by 7.32%. The possible reason is that Cardumen only generate plausible patches for very few buggy versions, and thus the overall results can have large variance. Second, for most repair tools, SeAPR can also improve patch validation results for the majority of Defects4J projects. For example, SeAPR can achieve positive reductions for Avatar, FixMiner, GenProg-A, JKali, JMutRepair and Kali-A on all the projects with plausible patches. For other repair tools, SeAPR degrades the performance of them on at most one or two projects. This finding shows the applicability of SeAPR on different repair tools and different projects.

Similarly, Table 10 further shows the patch reduction ratios in terms of the first correct patch. Note that there exists no information on the number of correct patches reported in the original or subsequent papers for GenProg-A, RSRRepair-A, and Kali-A [49]. For JKali and JGenProg, we cannot generate any correct patches as reported by the tool’s original paper [32], likely due to the tool’s nondeterminism and different execution environments. Therefore, we exclude these five repair tools from Table 10. From the table, we can find that SeAPR can also substantially reduce patch validation (until the first correct patch) for most repair tools. For example, SeAPR can improve the overall performance of Arja, Avatar, JMutRepair, KPar and TBar by 72.96%, 80.15%, 53.57%, 64.06% and 48.80% respectively. Another interesting finding is that SeAPR does not degrade the performance of any of the studied tools, although it cannot reduce patch executions for some repair tools (i.e., 0% reduction). The possible reason may be that the original ranking of correct patches by these tools is good enough, leaving limited room of improvement for our SeAPR.

Figure 1: Arja Chart-19 prioritizer patch
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Figure 2: Arja Chart-19 plausible patch
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Figure 3: TBar Math-79 prioritizer patch
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|         | Arja | Avatar | Cardumen | FixMiner | GenProg-A | JGenProg | JKali | JMutRepair | Kali-A | KPar | RSRepair-A | TBar |
|---------|------|--------|----------|----------|-----------|----------|-------|------------|--------|------|------------|------|
| Chart   | 80.10% | 79.36% | -15.15%  | 48.49%   | 44.75%    | 3.33%    | 0.00% | 11.36%     | 14.29% | 21.27% | 32.04%     | 48.61%|
| Closure | -     | 60.62% | -        | -        | -         | -        | -     | -          | -      | 46.89% | -          | 9.26% |
| Lang    | -836.92% | 48.29% | 32.00%   | 53.80%   | 57.45%    | -75.06%  | 48.15% | 24.10%     | -      | -3.47% | -13.00%    | -61.49%|
| Math    | 19.62% | -      | -        | -        | -         | 81.25%   | 23.33% | 38.10%     | 17.71% | 3.99%  | 14.69%     | 45.51%|
| Mockito | -25.00% | -      | -        | -        | -         | -        | -     | -          | -      | 37.91% | -          | 5.13% |
| Time    | -     | 40.67% | -        | 14.54%   | -         | -        | -     | -          | -      | 17.26% | -          | -74.47%|
| Overall | 40.05% | 54.80% | -7.32%   | 43.55%   | 78.81%    | 7.81%    | 37.18% | 20.26%     | 6.36%  | 17.56% | 21.84%     | 10.93%|

Table 9: SeAPR default configuration results for plausible patches

|         | Arja | Avatar | Cardumen | FixMiner | JMutRepair | Kali-A | KPar | RSRepair-A | TBar |
|---------|------|--------|----------|----------|------------|--------|------|------------|------|
| Chart   | -    | -      | 0.00%    | 0.00%    | -          | 84.97% | 0.00% | 0.00%      | -    |
| Closure | -    | 0.00%  | -        | 0.00%    | -          | 0.00%  | 0.00% | 0.00%      | -    |
| Lang    | -    | 93.86% | 0.00%    | -        | -          | -      | 0.00% | 0.00%      | -    |
| Math    | 72.96% | -      | -        | 53.57%   | 22.09%     | 65.16% | -      | 33.33%     | -    |
| Mockito | -0.00% | -      | -        | -        | -          | -      | -     | -          | -    |
| Time    | -    | -      | -        | -        | -          | -      | -     | -          | -    |
| Overall | 72.96% | 80.15% | 0.00%    | 0.00%    | 53.57%     | 64.06% | 48.80% | -          | -    |

Table 10: SeAPR default configuration results for correct patches

1 // org.jfree.data.general.AbstractDataset.java
2 
3 public static double distance(double[] p1, double[] p2) {
4     return Math.sqrt(sum);
5 }

Figure 4: TBar Math-79 plausible patch

1 // org.jfree.chart.ChartHolder.java
2 
3 public void fireChartChanged() {
4     ChartChangeEvent event = new ChartChangeEvent(this);
5     notifyListeners(event);
6 }

Figure 5: Arja Chart-12 prioritizer patch

4 is immediately prioritized earlier by SeAPR since they share similar modified program elements. In TBar, the plausible patch shown in Figure 4 is originally validated at the 125th place without our SeAPR technique, and now validated at the 33rd position, achieving a reduction of 73.6%.

5.1.3 Example 3. We now show the effectiveness of SeAPR on multi-edit APR techniques (e.g. Arja). Figure 5 presents one of the 60+ low-quality patches generated by Arja on subject Chart-12 with each patch potentially modifying one or more code elements. Figure 6 shows the first plausible patch. From the two figures, it is evident that the plausible patch and this particular low-quality patch do not modify the same code elements. In fact, despite modifications across multiple files, SeAPR’s performance does not change. That is, the validation of these numerous low-quality patches deprioritizes all other patches in the same cluster. As SeAPR iterates through these clusters, a plausible patch is quickly found shown in Figure 6. This phenomenon leads SeAPR to prioritize the first plausible patch of Chart-12 from 616th to 63rd, an improvement of 89.8%.

5.2 RQ2: Impact of Different Formulae

In the Section 5.1, we studied SeAPR with the default Ochiai formula. In fact, SeAPR is a general approach and can leverage any other existing SBFL formula. Therefore, in this section, we further investigate the impact of different SBFL formulae on the effectiveness of SeAPR. Table 11 shows the experimental results of 8 widely studied SBFL formulae [51] on the 12 repair tools in terms of patch reduction. From the result, we have the following findings. First, we observe that SeAPR can reduce the patch validations by using all studied SBFL formulae on almost all repair tools. For example, studied SBFL formulae can achieve patch reduction ranging from 6.14% (Kali-A - Ochiai2 / Tarantula) to 80.45% (GenProg-A - Ochiai2) patch reductions for reaching the first plausible patch. Likewise, the studied SBFL formulae only degrades the performance of the Cardumen repair tool slightly (within 7.32% to 13.41%) with the same reason as discussed in Section 5.1, i.e., Cardumen can generate plausible patches for only very few buggy versions, incurring

Finding 1

SeAPR can substantially reduce patch executions before finding the first plausible/correct patches for almost all studied repair tools, with a maximum improvement of 78.81%/72.96%.
unstable results. Second, for different SBFL formulae, the overall patch reduction on all the studied 12 tools is rather stable. For example, the formula with the best overall improvement is SBI (36.63%) and the formula with the worst performance is Op2 (31.30%), i.e., the difference of all studied formulae is only 5 percentage points (pp). Third, for each repair tool, the range of reductions among different formulae also seems small. For example, for JGenProg, the improvement for all formulae are the same (7.81%). For Kali-A, the best formula is SBI (6.36%) while the worst is Ochiai / Tarantula (6.14%). Such results demonstrate the effectiveness and stability of SeAPR when using different SBFL formulae.

Finding 2
All formulae under consideration achieve stable performance for SeAPR, boosting the overall validation results by at least 31.3%. Meanwhile, the SBI formula performs the best for SeAPR, boosting validation by 36.63%.

5.3 RQ3: Impact of Granularity

| Package       | Class  | Method | Statement |
|---------------|--------|--------|-----------|
| Arja          | 15.09% | 26.19% | 40.05%    | 36.28%    |
| Avatar        | 0.56%  | 10.92% | 54.80%    | 72.39%    |
| Cardumen      | 6.10%  | 1.22%  | -7.32%    | 43.90%    |
| FixMiner      | 2.50%  | 3.37%  | 43.55%    | 77.15%    |
| GenProg-A     | 35.08% | 43.42% | 78.81%    | 19.39%    |
| JGenProg      | 31.25% | 17.19% | 7.81%     | -1.56%    |
| JKali         | 24.36% | 24.36% | 37.18%    | 21.79%    |
| JMutRepair    | 16.01% | 16.01% | 20.26%    | 28.76%    |
| Kali-A        | 27.19% | 32.46% | 6.36%     | -20.39%   |
| KPar          | 10.02% | 8.63%  | 17.56%    | 48.36%    |
| RSRepair-A    | 21.41% | 18.66% | 21.84%    | 31.93%    |
| TBar          | 9.92%  | 10.93% | 9.89%     | 6.52%     | 8.80%     | 10.01% | 10.01% | 11.16% |

Overall | 14.45% | 17.84% | 35.54% | 38.86% |

Table 12: Impact of granularity on patch reduction

We now have studied SeAPR with patch-modification matrices at the default method level. In this section, we investigate the effectiveness of SeAPR on modification matrices with different granularities, i.e., prioritizing patches based on the modified code elements at different granularities (i.e., package, class, method, and statement levels). Table 12 shows the patch reduction of SeAPR with modification matrices at the four granularities on the 12 repair tools. From the table, we can observe that SeAPR with all the four granularities can reduce patch executions for most studied repair tools. More specifically, for the package and class levels, SeAPR can reduce patch executions for all repair tools, e.g., the patch executions for GenProg-A can be reduced by 35.08% and 43.42% at the package and class levels respectively. Interestingly, SeAPR tends to become less stable for finer granularities, e.g., SeAPR degrades the performance of one repair tool (Cardumen) at the method level and degrades the performance of two repair tools (JGenProg and Kali-A) at the statement level. We also observe that the overall patch reductions tend to be larger for finer granularities. For example, the overall reduction ratios for the package, class, method, and statement levels are 14.45%, 17.84%, 35.54%, and 38.86%, respectively. Also, SeAPR performs better at the method level than at package and class levels for 9/12 repair tools, while SeAPR at the statement level performs better than all other levels for 7/12 repair tools. The reason is that patch modification at finer granularities can capture more precise similarity information among different patches.
We also demonstrate the execution cost of SeAPR, shown in Table 13 for the four granularities. From the table, we can find that running SeAPR on all four granularities is extremely fast (e.g., less than 1 second on average for each buggy version), showing the practical usage of SeAPR within real-world tools / systems. An interesting finding is that finer granularities do not cost obviously more time, e.g., the statement-level granularity cost even less time than other granularities. The possible reasons are (1) our implementations have been highly optimized (shown in Section 3.2.4), and (2) SeAPR with finer granularities often prioritize plausible patches earlier and thus terminates with fewer iterations.

Finding 3
SeAPR can substantially reduce patch executions for most studied repair tools with modification matrices at all four granularities; SeAPR with modification matrices at finer granularities tends to achieve higher overall reductions but also have larger variances. The SeAPR overhead is negligible at all four granularities.

5.4 RQ4: Impact of Full Validation Matrix

|          | Partial-matrix | Full-matrix |
|----------|----------------|-------------|
| Arja     | 40.05%         | -16.27%     |
| Avatar   | 54.80%         | 54.80%      |
| Cardumen | -7.32%         | -10.98%     |
| FixMiner | 43.55%         | 43.55%      |
| GenProg-A| 78.81%         | 50.05%      |
| JGenProg | 7.81%          | -3.13%      |
| JKali    | 37.18%         | 26.92%      |
| JMutRepair| 20.26%        | 7.19%       |
| Kali-A   | 6.36%          | 10.09%      |
| KPar     | 17.56%         | 17.56%      |
| RSRepair-A| 21.84%       | 19.19%      |
| TBar     | 10.93%         | 10.93%      |

Table 14: Impact of validation matrix on patch reduction

We now have studied SeAPR with the default partial patch-validation matrices. In this section, we further investigate the performance of SeAPR with full patch-validation matrices. Table 14 shows the comparison between SeAPR with partial and full patch-validation matrices. From this table, we see that SeAPR can achieve significant reductions on both full and partial patch-validation matrices, indicating the general applicability of SeAPR. More specifically, the overall reductions by SeAPR with the default partial matrices is even larger than SeAPR with full matrices (35.54% vs 20.37%). For example, SeAPR substantially degrades the performance of some repair tools when using full matrices, e.g., the patch reduction on Arja changes from 40.05% (with partial matrices) into -16.27% (with full matrices).

5.5 RQ5: Impact of Additional Patch Similarity Information

In this research question we examine the impact of utilizing additional information for computing patch similarity. We execute the default configuration of SeAPR and compute patch similarity using both (1) the set of modified elements and (2) the applied patch templates or patterns. We achieve this by looking specifically only at tools which apply predefined repair patterns, i.e., those tools categorized as template-based. Note that we collect the applied fix patterns as directly reported by each tool. The studied template-based tools are TBar, KPar, Avatar, and FixMiner with 18, 13, 19, and 23 distinct repair patterns, respectively.

Table 15 shows the result of this configuration evaluated against four patch-modification matrix granularities. In this table, each repair tool name followed by symbol "++" represents the results for our new SeAPR variant with additional patch pattern information, i.e., SeAPR++. From the table, we can clearly find that SeAPR++ with additional patch pattern information performs much better than SeAPR for all studied repair tools on all four different granularities. On Avatar for instance, SeAPR++ can achieve a reduction of 63.00% at the package granularity while SeAPR only achieves a reduction of 0.56%; similarly for TBar, SeAPR++ can achieve a reduction of 36.65% at the package granularity while SeAPR only achieves a reduction of 4.99%. Another interesting finding is that the improvement achieved by SeAPR++ tends to be larger when using coarse-grained granularities than when using fine-grained granularities. The reason is that the original SeAPR computes very coarse-grained patch similarity information when using coarse-grained granularities, leaving more room for SeAPR++ with additional fixing pattern information to further boost the patch reduction.

Finding 4
SeAPR can effectively reduce patch executions on both partial and full patch-validation matrices. SeAPR tends to perform even better with partial matrices than with full matrices.
5.6 RQ6: Boosting SeAPR with Other APR Tools

Table 16 shows the impact of historical information for our default configuration. Note, we filter out all known correct patches from this historical information, since developers will stop the repair process after finding any correct patch, thus alleviating the need for SeAPR. Compared to Table 9, we observe improvements across most repair tools, up to 65.35 pp (Kali-A). Most notably, the only tool with originally negative performance (Cardumen) now has 30.49% reduction, i.e., over 37 pp improvement.

Likewise, the only two instances of degradation comes from GenProg-A and TBar, e.g., GenProg-A degrades from 78.81% to 63.50%, while TBar degrades from 10.93% to -1.59%. Closer inspection reveals that one reason for such degradation mainly comes from specific projects rather than consistent degradation over all projects. For example, for TBar, the performance for Chart drops by over 57 pp. Meanwhile, for TBar, SeAPR can still be massively effective on other projects, e.g., the average rank on the Time subject over 2 versions decreases from 64.5 to 13.5, a performance increase from -174.47% to 44.68%.

Table 16: SeAPR historical results

| Arja  | Avatar | Cardumen | FixMiner | GenProg-A | JGenProg | JKali | JMutRepair | Kali-A | KPar | RSRepair-A | TBar |
|-------|--------|----------|----------|-----------|----------|-------|------------|--------|------|------------|------|
| Chart | 87.06% | 28.20%   | 24.24%   | 57.84%    | 85.08%   | 90.00%| 0.00%      | 27.27% | 55.24%| 45.15%     | 84.47%| -8.67%   |
| Closure | -     | 67.36%   | -        | -         | -        | -    | -          | -      | -    | -          | -    | -        |
| Lang  | 52.31% | 53.76%   | 32.00%   | 42.55%    | -53.38%  | -200.00%| 48.15% | 24.10% | 1.94% | 16.25%     | -63.06%| -3.85%   |
| Math  | 80.03% | 80.00%   | 37.50%   | 71.77%    | -47.62%  | 12.50%| 76.64%    | 27.43% | 76.30%| 38.53%     | 55.49%| 17.95%   |
| Mockito | -  | 25.00%   | -        | 13.95%    | -        | -    | -          | -      | -    | -          | -    | -        |
| Time  | 94.89% | 84.99%   | -        | -         | -        | -    | 68.27%    | 44.68% | -    | -          | -    | -        |
| Overall | 83.68%| 62.10%   | 30.49%   | 47.73%    | 63.50%   | 62.50%| 42.31%    | 20.92% | 71.71%| 38.29%     | 67.31%| -1.59%   |

Finding 6

Supplementing SeAPR with patch-execution information from other repair tools can further boost the overall performance of SeAPR. This extra historical information, compared to SeAPR’s default configuration, can further boost the results by 21.43 pp on average and up to 65.35 pp.

6 CONCLUSION

We have proposed the first self-boosted APR technique, SeAPR, which leverages the execution information of validated patches during APR to prioritize the remaining patches on-the-fly for faster APR. In particular, for each remaining patch, SeAPR infers its similarity with the validated high/low-quality patches and promotes/degrades it accordingly to speed up plausible/correct patch generation. We conducted an extensive study to evaluate SeAPR on 12 state-of-the-art APR systems and the widely used Defects4J benchmark suite. The experimental results demonstrate that the default SeAPR can overall reduce 35.52% patch validations with negligible overhead (e.g., 0.55s on average). We further studied the impact of different configurations on SeAPR, and observed that (1) SeAPR has stable performance when using different SBFL formulae for patch prioritization, (2) SeAPR can effectively reduce patch executions for most studied repair tools with patch-modification matrices at all four granularities (e.g., package, class, method and statement levels) and SeAPR with finer-grained modification matrices tends to achieve better overall improvement, (3) SeAPR works for both partial/full patch-validation matrices and tends to perform better with partial matrices, (4) SeAPR can be further improved by utilizing additional patch pattern information to compute patch similarity, and (5) SeAPR can perform even better by leveraging patch-execution information from other repair tools.
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