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Abstract. First, we give a brief review of the theory of the Lenard-Magri scheme for a non-local bi-Poisson structure and of the theory of Dirac reduction. These theories are used in the remainder of the paper to prove integrability of three hierarchies of bi-Hamiltonian PDE’s, obtained by Dirac reduction from some generalized Drinfeld-Sokolov hierarchies.

0. Introduction

It has been demonstrated in a series of papers [BDSK09, DSK13, DSKV13a, DSKV13b, DSKV13c] that the framework of Poisson vertex algebras is extremely useful for the theory of Hamiltonian PDE’s. For example, the theories of non-local Poisson structures [DSK13], and of the infinite dimensional Dirac reduction [DSKV13c], have been developed in this framework. Moreover, this language turned out to be very convenient not only for the development of the general theory, but also for the study of concrete bi-Hamiltonian systems, like the generalized Drinfeld-Sokolov (DS) hierarchies, considered in [DSKV13a, DSKV13b]. In these two papers we studied in more detail three integrable bi-Hamiltonian hierarchies: the homogeneous DS hierarchy, associated to a simple Lie algebra $g$, studied already in [DS85], and the generalized DS hierarchies attached to a minimal and to a short nilpotent element of $g$. We also considered the Dirac reductions of the last two hierarchies by elements of conformal weight 1. In the case of a “short” hierarchy we thus obtain Svinolupov’s integrable hierarchy [Svi91], constructing thereby (non-local) bi-Poisson structures for them. However, it is not at all clear (and probably false in general) that the equations obtained by Dirac reduction from integrable bi-Hamiltonian equations remain bi-Hamiltonian integrable. We were able to prove this in [DSKV13c] for the reduced “minimal” hierarchy only in the first non-trivial case of $g = sl_3$.

In the present paper, using the theory of singular degree of a rational matrix pseudodifferential operator [CDSK13c], we prove integrability of the reduced “minimal” and “short” hierarchies for arbitrary $g$. Furthermore, considering Dirac reduction of the homogeneous DS hierarchy, associated to a fixed regular element $s$ in a Cartan subalgebra $\mathfrak{h}$ of $g$, we prove integrability of the following bi-Hamiltonian PDE, for all $a \in \mathfrak{h}$:

$$
\frac{de_\alpha}{dt} = \frac{\alpha(a)}{\alpha(s)} e_\alpha + \sum_{\beta \in \Delta \setminus \{-\alpha\}} \frac{\beta(a)}{\beta(s)} e_{-\beta}[e_\beta, e_\alpha], \quad \alpha \in \Delta,
$$

(0.1)

where $\Delta$ is the root system of $g$ and $\{e_\alpha\}_{\alpha \in \Delta}$ are root vectors such that $(e_\alpha | e_{-\alpha}) = 1$ with respect to an invariant non-degenerate bilinear form $(\cdot | \cdot)$ on $g$. Equation (0.1) is bi-Hamiltonian with respect to the following two compatible Poisson structures ($\alpha, \beta \in \Delta$):

$$
(H_0)_{\alpha, \beta}(\theta) = \delta_{\alpha, -\beta} \beta(s),
$$

(0.2)
We also let \(K\) denote by \(\tilde{K}\) of integrability for non-local bi-Poisson structures, developed in \([1.1.1]\).

The corresponding first two conserved Hamiltonian densities are

\[
\tilde{h}_0 = a, \quad \tilde{h}_1 = \frac{1}{2} \sum_{\alpha \in \Delta} \frac{\alpha(\alpha)}{\mathcal{A}(\alpha)} e_{\alpha} e_{-\alpha}.
\]

The proof of integrability in all cases is based on the Lenard-Magri scheme of integrability for non-local bi-Poisson structures, developed in \([DSK13]\).

1. Non-local Poisson structures and Hamiltonian equations

1.1. Evolutionary vector fields, Frechet derivatives and variational derivatives.

Let \(V\) be the algebra of differential polynomials in \(\ell\) variables: \(V = \mathbb{F}[u_i^{(n)} \mid i \in I, n \in \mathbb{Z}_+]\), where \(I = \{1, \ldots, \ell\}\), over a field \(\mathbb{F}\) of characteristic 0. (In fact, most of the results hold in the generality of algebras of differential functions, as defined in \([DSK13]\).) It is a differential algebra with derivation defined by \(\partial(u_i^{(n)}) = u_i^{(n+1)}\).

We also let \(K\) be the field of fractions of \(V\) (it is still a differential algebra). We also denote by \(\bar{K}\) the linear closure of \(K\), which is the smallest differential field extension of \(K\) containing solutions to any linear differential equation with coefficients in \(\bar{K}\), and whose subfield of constants is \(\mathbb{F}\), the algebraic closure of \(\mathbb{F}\), see e.g. \([CDSK13b]\).

For \(P \in V^\ell\) we have the associated evolutionary vector field

\[
X_P = \sum_{i \in I, n \in \mathbb{Z}_+} (\partial^n P_i) \frac{\partial}{\partial u_i^{(n)}} \in \text{Der}(V).
\]

This makes \(V^\ell\) into a Lie algebra, with Lie bracket \([X_P, X_Q] = X_{[P,Q]}\), given by

\[
[P, Q] = X_P(Q) - X_Q(P) = D_Q(\partial)P - D_P(\partial)Q,
\]

where \(D_P(\partial)\) and \(D_Q(\partial)\) denote the Frechet derivatives of \(P, Q \in V^\ell\).

In general, for \(\theta = (\theta_\alpha)_{\alpha=1}^m \in \mathbb{V}^m\), the Frechet derivative \(D_\theta(\partial) \in \text{Mat}_{m \times \ell} \mathbb{V}[\partial]\) is defined by

\[
D_\theta(\partial)_{\alpha i} = \sum_{n \in \mathbb{Z}_+} \frac{\partial \theta_\alpha}{\partial u_i^{(n)}} \partial^n, \quad \alpha = 1, \ldots, m, \ i = 1, \ldots, \ell.
\]

Its adjoint \(D_\theta^*(\partial) \in \text{Mat}_{\ell \times m} \mathbb{V}[\partial]\) is then given by

\[
D_\theta^*(\partial)_{\alpha i} = \sum_{n \in \mathbb{Z}_+} (-\partial^n) \frac{\partial \theta_\alpha}{\partial u_i^{(n)}}, \quad \alpha = 1, \ldots, m, \ i = 1, \ldots, \ell.
\]

For \(f \in V\) its variational derivative is \(\frac{\delta f}{\delta u_i} = (\frac{\delta f}{\delta u_i})_i \in \mathbb{V}^\ell\), where

\[
\frac{\delta f}{\delta u_i} = \sum_{n \in \mathbb{Z}_+} (-\partial^n) \frac{\partial f}{\partial u_i^{(n)}}.
\]

Given an element \(\xi \in \mathbb{V}^\ell\), the equation \(\xi = \frac{\delta h}{\delta u_i}\) can be solved for \(h \in V\) if and only if \(D_\xi(\partial)\) is a self-adjoint operator: \(D_\xi(\partial) = D_\xi^*(\partial)\) (see e.g. \([BDSK09]\)).
1.2. Rational matrix pseudodifferential operators. Consider the skewfield \( K((\partial^{-1})) \) of pseudodifferential operators with coefficients in \( K \), and the subalgebra \( \mathcal{V}[\partial] \) of differential operators on \( \mathcal{V} \).

The algebra \( \mathcal{V}[\partial] \) of rational pseudodifferential operators consists of pseudodifferential operators \( L(\partial) \in \mathcal{V}((\partial^{-1})) \) which admit a fractional decomposition \( L(\partial) = A(\partial)B(\partial)^{-1} \), for some \( A(\partial), B(\partial) \in \mathcal{V}[\partial], B(\partial) \neq 0 \). The algebra of rational matrix pseudodifferential operators is, by definition, \( \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \) [CDSK12, CDSK13b].

A matrix differential operator \( B(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \) is called non-degenerate if it is invertible in \( \text{Mat}_{\ell \times \ell} K((\partial^{-1})) \). Any matrix \( H(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \) can be written as a ratio of two matrix differential operators: \( H(\partial) = A(\partial)B^{-1}(\partial) \), with \( A(\partial), B(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \), and \( B(\partial) \) non-degenerate.

1.3. Singular degree of a rational matrix pseudodifferential operator. The Dieudonné determinant of \( A \in \text{Mat}_{\ell \times \ell} K((\partial^{-1})) \) is defined as follows. If \( A \) is degenerate, then \( \det(A) = 0 \). Otherwise, \( \det(A) \) is a pair

\[
\det(A) = \left( \det_1(A), \deg(A) \right) \in K \times \mathbb{Z},
\]

where \( \det_1(A) \) and \( \deg(A) \) are defined by the following conditions:

(i) \( \det_1(AB) = \det_1(A)\det_1(B) \) for all non-degenerate \( A, B \in \text{Mat}_{\ell \times \ell} K((\partial^{-1})) \);

(ii) \( \deg(AB) = \deg(A) + \deg(B) \) for all non-degenerate \( A, B \in \text{Mat}_{\ell \times \ell} K((\partial^{-1})) \);

(iii) if \( A \) is upper triangular, with diagonal entries \( A_i = a_i\partial^{d_i} \), lower terms, \( i = 1, \ldots, \ell \), with \( a_i \neq 0 \), then

\[
\det_1(H) = \prod_{i=1}^\ell a_i, \quad \deg(A) = \sum_{i=1}^\ell d_i. 
\]

For a non-degenerate \( A \in \text{Mat}_{\ell \times \ell} K((\partial^{-1})) \), the integer \( \deg(A) \) is called the degree of \( A \). (It is a non-negative integer if \( A \) is a matrix differential operator.)

Let \( H \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \) be a rational matrix pseudodifferential operator. The singular degree of \( H \), denoted \( \text{sdeg}(H) \) [CDSK13c], is, by definition, the minimal possible value of \( \deg(B) \) among all fractional decomposition \( H = AB^{-1} \), with \( A, B \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \), and \( B(\partial) \) non-degenerate.

Suppose that we have a rational expression for \( H \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial] \) of the form

\[
H = \sum_{\alpha \in A} A_n^\alpha (B_n^\alpha)^{-1} \ldots A_1^\alpha (B_1^\alpha)^{-1},
\]

with \( A_n^\alpha, B_n^\alpha \in \text{Mat}_{\ell \times \ell} K[\partial] \) and \( B_n^\alpha \) non-degenerate, for all \( i \in I = \{1, \ldots, n\}, \alpha \in A \) (a finite index set). It is not hard to show that \( \text{sdeg}(H) \leq \sum_{\alpha \in A} \sum_{i=1}^n \deg(B_i^\alpha) \), [CDSK13c]. We say that the rational expression (1.2) is minimal if equality holds.

**Theorem 1.1** ([CDSK13c, Cor.4.11]). The rational expression (1.2) is minimal if and only if both the following systems of differential equations in the variables \( \{ F_i^\alpha \}_{\alpha \in A, i \in \{1, \ldots, n\}} \)

\[
\begin{align*}
B_n^\alpha F_n &= 0, & \alpha & \in A \\
A_i^\alpha F_i &= B_{i-1}^\alpha F_{i-1}, & 2 \leq i \leq n, & \alpha \in A \\
A_1^\alpha F_1 &= 0
\end{align*}
\]

\[
\begin{align*}
B_n^\alpha F_n &= 0, & \alpha & \in A \\
A_i^\alpha F_i &= B_{i-1}^\alpha F_{i-1}, & 2 \leq i \leq n, & \alpha \in A \\
F_n &= 0
\end{align*}
\]

have only the zero solution over the linear closure \( \bar{K} \) of \( K \).

\[3\]
1.4. Association relation. Given \( H(\partial) \in \text{Mat}_{\mathcal{E} \times \mathcal{E}} \mathcal{V}(\partial) \), we say that \( \xi \in \mathcal{V}^{|\mathcal{E}|} \) and \( P \in \mathcal{V}^\ell \) are \( H \)-associated, and denote it by

\[
\xi \xrightarrow{H} P, \quad (1.5)
\]

if there exist a fractional decomposition \( H = AB^{-1} \) with \( A, B \in \text{Mat}_{\mathcal{E} \times \mathcal{E}} \mathcal{V}[\partial] \) and \( B \) non-degenerate, and an element \( F \in \mathcal{K}^\ell \), such that \( \xi = BF, P = AF \) [DSK13].

**Theorem 1.2** ([CDSK13c, Thm4.12]). Let \((1.2)\) be a minimal rational expression for \( H(\partial) \in \text{Mat}_{\mathcal{E} \times \mathcal{E}} \mathcal{V}(\partial) \). Then, \( \xi \xrightarrow{H} P \) if and only the system of differential equations

\[
\begin{cases}
\ell \frac{\partial}{\partial u_j}(\lambda + \partial)^n H_j, (\lambda + \partial)(-\lambda - \partial)^m \frac{\partial f}{\partial u_i^{(m)}} \in \mathcal{V}((\lambda^{-1})). \quad (1.7)
\end{cases}
\]

has a solution \( \{F_\alpha^\alpha\}_{\alpha \in \mathcal{A}, i \in \{1, \ldots, n\}} \) over \( \mathcal{K} \).

1.5. Non-local Poisson structures. To a matrix pseudodifferential operator \( H = (H_{ij}(\partial))_{i,j \in \mathcal{E}} \in \text{Mat}_{\mathcal{E} \times \mathcal{E}} \mathcal{V}(\partial^{-1}) \) we associate a map, called \( \lambda \)-bracket, \( \{\cdot, \cdot\}_H : \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{V}((\lambda^{-1})) \), given by the following Master Formula (see [DSK13]):

\[
\{f, g\}_H = \sum_{i,j \in \mathcal{E}, n, \alpha} \frac{\partial g}{\partial u_j^{(n)}}(\lambda + \partial)^n H_j, (\lambda + \partial)(-\lambda - \partial)^m \frac{\partial f}{\partial u_i^{(m)}} \in \mathcal{V}((\lambda^{-1})). \quad (1.7)
\]

In particular,

\[
H_{ji}(\partial) = \{u_i, \partial u_j\}_H. \quad (1.8)
\]

(The arrow means that we move \( \partial \) to the right.)

The following facts are proved in [BDSK09] and [DSK13]. For arbitrary \( H \), the \( \lambda \)-bracket (1.7) satisfies the following sesquilinearity conditions:

(i) \( \{\partial f, g\} = -\lambda \{f, g\} \),

(ii) \( \{f, \partial g\} = (\lambda + \partial)\{f, g\} \),

and left and right Leibniz rules (\( f, g, h \in \mathcal{V} \)):

(iii) \( \{f, gh\} = \{f, g\}h + \{f, h\}g \),

(iv) \( \{fg, h\} = \{f, g\}h + (g_\lambda + \partial)\{f, h\} \).

Here and further an expression \( \{f_\lambda + \partial h\}_\partial g \) is interpreted as follows: if \( \{f_\lambda h\} = \sum_{n=\infty}^N c_n(\lambda + \partial)^n \), then \( \{f_\lambda + \partial h\}_\partial g = \sum_{n=\infty}^N c_n(\lambda + \partial)^n g \), where we expand \( (\lambda + \partial)^n \) in non-negative powers of \( \partial \).

Skewadjointness of \( H \) is equivalent to the following skewsymmetry condition

(v) \( \{f, g\} = -\{g, \lambda - \partial f\} \).

The RHS of the skewsymmetry condition should be interpreted as follows: we move \( -\lambda - \partial \) to the left and we expand its powers in non-negative powers of \( \partial \), acting on the coefficients on the \( \lambda \)-bracket.

Let \( \mathcal{V}_{\lambda, \mu} := \mathcal{V}[[\lambda^{-1}, \mu^{-1}, (\lambda + \mu)^{-1}]][\lambda, \mu] \), i.e. the quotient of the \( \mathbb{F}[\lambda, \mu, \nu] \)-module \( \mathcal{V}[[\lambda^{-1}, \mu^{-1}, \nu^{-1}]][[\lambda, \mu, \nu]] \) by the submodule \( (\nu - \lambda - \mu)\mathcal{V}[[\lambda^{-1}, \mu^{-1}, \nu^{-1}]][\lambda, \mu, \nu] \). We have the natural embedding \( \iota_{\mu, \lambda} : \mathcal{V}_{\lambda, \mu} \hookrightarrow \mathcal{V}((\lambda^{-1}))(\mu^{-1}) \) defined by expanding the negative powers of \( \nu = \lambda + \mu \) by geometric series in the domain \( |\mu| > |\lambda| \). In general, if \( H \) is an arbitrary matrix pseudodifferential orator, we have \( \{f, g_\mu h\} \in \mathcal{V}((\lambda^{-1}))(\mu^{-1}) \) for all \( f, g, h \in \mathcal{V} \). If \( H \) is a rational matrix pseudodifferential operator, we have the following admissibility condition (\( f, g, h \in \mathcal{V} \)):

(vi) \( \{f, g_\mu h\} \in \mathcal{V}_{\lambda, \mu} \),

where we identify the space \( \mathcal{V}_{\lambda, \mu} \) with its image in \( \mathcal{V}((\lambda^{-1}))(\mu^{-1}) \) via the embedding \( \iota_{\mu, \lambda} \).
A non-local Poisson structure on $\mathcal{V}$ is a skewadjoint rational matrix pseudodifferential operator $H$ with coefficients in $\mathcal{V}$, satisfying the following Jacobi identity $(f, g, h \in \mathcal{V})$:

$\{f, g, h\} = \{g, \{f, h\}\} - \{f, \{g, h\}\}$,

where the equality is understood in the space $\mathcal{V}_{\lambda, \mu}$. (Note that, if skewsymmetry (v) and admissibility (vi) hold, then all three terms of Jacobi identity lie in the image of $\mathcal{V}_{\lambda, \mu}$ via the appropriate embedding $\iota_{\lambda, \mu}$, $\iota_{\lambda+\mu, \lambda}$.) Note that Jacobi identity (vii) holds for all $f, g, h \in \mathcal{V}$ if and only if it holds for any triple of generators $u_i, u_j, u_k$.

Two non-local Poisson structures $\mathcal{H}_0, \mathcal{H}_1 \in \text{Mat}_{\mathcal{V}}(\mathcal{V}(\partial))$ on $\mathcal{V}$ are said to be compatible if any their linear combination (or, equivalently, their sum) is a non-local Poisson structure. In this case we say that $(\mathcal{H}_0, \mathcal{H}_1)$ form a bi-Poisson structure on $\mathcal{V}$.

A non-local Poisson vertex algebra is, by definition, a differential algebra $\mathcal{V}$ endowed with a $\lambda$-bracket $\{\cdot, \cdot\} : \mathcal{V} \times \mathcal{V} \to \mathcal{V}(\lambda^{-1})$ satisfying conditions (i)–(vii).

We shall often drop the term “non-local”, so when we will refer to Poisson structures and $\lambda$-brackets we will always mean non-local PVA’s and non-local $\lambda$-brackets. (This, of course, includes the local case as well.)

1.6. Hamiltonian equations and integrability. Recall that we have a non-degenerate pairing $\langle \cdot, \cdot\rangle : \mathcal{V}^\ell \times \mathcal{V}^\ell \to \mathcal{V}(\partial)$ given by $\langle P, \xi \rangle = \int P \cdot \xi$ (see e.g. [BDSK09]). Let $H \in \text{Mat}_{\mathcal{V}}(\mathcal{V}(\partial))$ be a non-local Poisson structure. An evolution equation on the variables $u = (u_i)_{i \in I}$:

$$\frac{du}{dt} = P,$$

is called Hamiltonian with respect to the Poisson structure $H$ and the Hamiltonian functional $\int h \in \mathcal{V}(\partial)$ if (cf. Section 1.4)

$$\delta h \overset{H}{\leftrightarrow} P.$$

Equation (1.9) is called bi-Hamiltonian if there are two compatible non-local Poisson structures $\mathcal{H}_0$ and $\mathcal{H}_1$, and two local functionals $\int h_0, \int h_1 \in \mathcal{V}(\partial)$, such that

$$\frac{\delta h_0}{\delta u} \overset{\mathcal{H}_0}{\leftrightarrow} P \quad \text{and} \quad \frac{\delta h_1}{\delta u} \overset{\mathcal{H}_1}{\leftrightarrow} P.$$

An integral of motion for the Hamiltonian equation (1.9) is a local functional $\int f \in \mathcal{V}(\partial)$ which is constant in time, i.e. such that $\left(\int \frac{df}{dt}\right) = 0$. The usual requirement for integrability is to have sequences $\{f_{n}\}_{n \in \mathbb{Z}_+} \subset \mathcal{V}(\partial)$ and $\{P_{n}\}_{n \in \mathbb{Z}_+} \subset \mathcal{V}^\ell$, starting with $\int h_0 = \int f$ and $P_0 = P$, such that

(C1) $\frac{\delta h_n}{\delta u} \overset{H}{\leftrightarrow} P_n$ for every $n \in \mathbb{Z}_+$,

(C2) $[P_m, P_n] = 0$ for all $m, n \in \mathbb{Z}_+$,

(C3) $\langle P_m, \frac{\delta h_n}{\delta u} \rangle = 0$ for all $m, n \in \mathbb{Z}_+$.

The elements $P_n$ span an infinite dimensional subspace of $\mathcal{V}^\ell$.

In this case, we have an integrable hierarchy of Hamiltonian equations

$$\frac{du}{dt} = P_n, \quad n \in \mathbb{Z}_+.$$n

Elements $\int h_n$’s are called higher Hamiltonians, the $P_n$’s are called higher symmetries, and the condition $\langle P_m, \frac{\delta h_n}{\delta u} \rangle = 0$ says that $\int h_m$ and $\int h_n$ are in involution.
Note that (C4) implies that elements $\frac{\delta h_n}{\delta u}$ span an infinite dimensional subspace of $\mathcal{V}^\ell$. The converse holds provided that either $H_0$ or $H_1$ is non-degenerate.

Suppose we have a bi-Hamiltonian equation (1.9), associated to the compatible Poisson structures $H_0, H_1$ and the Hamiltonian functionals $\int h_0, \int h_1$, in the sense of equation (1.10). The Lenard-Magri scheme of integrability consists in finding sequences $\{\int h_n\}_{n \in \mathbb{Z}^+} \subset \mathcal{V}/\partial\mathcal{V}$ and $\{P_n\}_{n \in \mathbb{Z}^+} \subset \mathcal{V}$, starting with $P_0 = P$ and the given Hamiltonian functionals $\int h_0, \int h_1$, satisfying the following recursive relations:

$$\frac{\delta h_{n-1}}{\delta u} \langle h_1 \rangle P_n, \quad \frac{\delta h_n}{\delta u} \langle h_0 \rangle P_n \quad \text{for all } n \in \mathbb{Z}^+. \tag{1.11}$$

In this case, we have the corresponding bi-Hamiltonian hierarchy

$$\frac{du}{dt_n} = P_n \in \mathcal{V}^\ell, \quad n \in \mathbb{Z}^+, \tag{1.12}$$

all Hamiltonian functionals $\int h_n$, $n \geq -1$, are integrals of motion for all equations of the hierarchy, and they are in involution with respect to both Poisson structures $H_0$ and $H_1$, and all commutators $[P_m, P_n]$ are zero, provided that one of the Poisson structures $H_0$ or $H_1$ is local [see [DSK13, Sec.7.4]]. Hence, in this situation (1.12) is an integrable hierarchy of compatible evolution equations, provided that condition (C4) holds.

## 2. Dirac reduction for (non-local) Poisson structures and Hamiltonian equations

### 2.1. Dirac reduction of a Poisson structure

Let $H(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{V}(\partial)$ be a Poisson structure on $\mathcal{V}$. Let $\{\cdot, \cdot\}_H$ be the corresponding PVA $\lambda$-bracket on $\mathcal{V}$ given by the Master Formula (1.7). Let $\theta_1, \ldots, \theta_m$ be some elements of $\mathcal{V}$, and let $\mathcal{I} = (\theta_1, \ldots, \theta_m)_{\mathcal{V}} \subset \mathcal{V}$ be the differential ideal generated by them. Consider the following rational matrix pseudodifferential operator

$$C(\partial) = D_\theta(\partial) \circ H(\partial) \circ D_\theta^*(\partial) \in \text{Mat}_{m \times m} \mathcal{V}(\partial), \quad \text{where } \quad D_\theta(\partial) \quad \text{is the } m \times \ell \text{ matrix differential operator of Frechet derivatives of the elements } \theta_i^\prime:\n$$

$$D_\theta(\partial)_{\alpha,i} = \sum_{n \in \mathbb{Z}^+} \frac{\partial \theta_{\alpha}}{\partial \theta^{(n)}_{i}} \partial^n, \quad \alpha = 1, \ldots, m, \quad i = 1, \ldots, \ell, \quad \text{and } \quad D_\theta^*(\partial) \in \text{Mat}_{\ell \times m} \mathcal{V}[\partial] \text{ is its adjoint.} \quad \text{Recalling the Master Formula (1.7), we get that } C(\partial) \text{ has matrix elements with symbol }$$

$$C_{\alpha\beta}(\lambda) = \{\theta_{\alpha}(\lambda) \theta_{\beta}\}_H. \quad \text{(2.3)}$$

Note also that, by the skewadjointness of $H$, the corresponding $\lambda$-bracket $\{\cdot, \cdot\}_H$ is skewsymmetric, hence $C(\partial)$ is a skewadjoint pseudodifferential operator.

We shall assume that the matrix $C(\partial)$ in (2.1) is invertible in $\text{Mat}_{m \times m} \mathcal{V}((\partial^{-1}))$, and we denote its inverse by $C^{-1}(\partial) = (C^{-1}_{\alpha\beta}(\partial))^{n}_{\alpha,\beta=1} \in \text{Mat}_{m \times m} \mathcal{V}((\partial^{-1}))$.

**Definition 2.1.** The Dirac modification of the Poisson structure $H \in \text{Mat}_{\ell \times \ell} \mathcal{V}(\partial)$ by the constraints $\theta_1, \ldots, \theta_m$ is the following skewadjoint $\ell \times \ell$ matrix pseudodifferential operator:

$$H^D(\partial) = H(\partial) + B(\partial) \circ C^{-1}(\partial) \circ B^*(\partial), \quad \text{where } \quad B(\partial) = H(\partial) \circ D_\theta^*(\partial) \in \text{Mat}_{\ell \times m} \mathcal{V}(\partial). \quad \text{(2.4)}$$
The matrix pseudodifferential operator $H^D(\partial)$ is skewadjoint and rational. The corresponding $\lambda$-bracket, given by the Master Formula (1.7), is (cf. [DSKV13c])

$$\{f_\lambda g\}^D_H = \{f_\lambda g\}^H - \sum_{\alpha, \beta=1}^m \{\theta^\lambda_{H_\alpha + \partial g}\}^H \to (C^{-1})_{\beta\alpha}(\lambda + \partial)\{f_\lambda \theta^\alpha\}^H.$$  \hspace{1cm} (2.5)

The following result is a special case of [DSKV13c, Thm.2.2]:

**Theorem 2.2.** (a) The Dirac modified $\lambda$-bracket (2.5) satisfies the Jacobi identity (vii). Consequently, the Dirac modification $H^D(\partial)$ is a non-local Poisson structure on $\mathcal{V}$.

(b) All the elements $\theta_i$, $i = 1, \ldots, m$, are central with respect to the Dirac modified $\lambda$-bracket, i.e.:

$$\{f_\lambda \theta_i\}^D_H = \{\theta_i, f\}^D_H = 0$$

for all $i = 1, \ldots, m$ and $f \in \mathcal{V}$.

(c) The differential ideal $\mathcal{I} = \langle \theta_1, \ldots, \theta_m \rangle \mathcal{V} \subset \mathcal{V}$, generated by $\theta_1, \ldots, \theta_m$, is an ideal with respect to the Dirac modified $\lambda$-bracket $\{\cdot, \cdot\}^D$, namely:

$$\{\mathcal{I} \cdot \mathcal{V}\}^D_H, \{\mathcal{V} \mathcal{I}\}^D_H \subset \mathcal{I}((\lambda^{-1})) .$$

Hence, the quotient space $\mathcal{V}/\mathcal{I}$ is a PVA, with $\lambda$-bracket induced by $\{\cdot, \cdot\}^D$, which we call the Dirac reduction of $\mathcal{V}$ by the constraints $\theta_1, \ldots, \theta_m$.

**Remark 2.3.** If the constraints $\theta_i$’s are some generators of the algebra of differential polynomials $\mathcal{V}$, then the quotient $\mathcal{V}/\mathcal{I}$ is still an algebra of differential polynomials (in the remaining generators), and we have the induced Poisson structure $\mathcal{P}^D_H$ on this quotient (corresponding to the PVA $\lambda$-bracket of Theorem 2.2(c)).

### 2.2. Dirac reduction of a bi-Poisson structure

Let $(H_0, H_1)$ be a bi-Poisson structure on $\mathcal{V}$. Let $\theta_1, \ldots, \theta_m \in \mathcal{V}$ be central elements for $H_0$. Suppose that the matrix pseudodifferential operator (cf. (2.1)) $C(\partial) = D_0(\partial) \circ H_1(\partial) \circ D_0^*(\partial)$ is invertible. Then we can consider the Dirac modified Poisson structure $H_1^D$ (cf. (2.4)), and the corresponding $\lambda$-bracket $\{\cdot, \cdot\}^D_{0}$ (cf. (2.5)), and we have the following result:

**Theorem 2.4** ([DSKV13c, Thm.2.3]). (a) The matrices $H_0$ and $H_1^D$ form a compatible pair of Poisson structures on $\mathcal{V}$.

(b) The differential algebra ideal $\mathcal{I} = \langle \theta_1, \ldots, \theta_m \rangle \mathcal{V}$ is a PVA ideal for both the $\lambda$-brackets $\{\cdot, \cdot\}^D_{0}$ and $\{\cdot, \cdot\}^D_{1}$, and we have the induced compatible PVA $\lambda$-brackets on $\mathcal{V}/\mathcal{I}$.

### 2.3. Reduction of a bi-Hamiltonian hierarchy

Let $(H_0, H_1)$ be a local bi-Poisson structure (i.e. consisting of matrix differential operators). Suppose that we have a bi-Hamiltonian hierarchy $\frac{\delta h_n}{\delta u} = P_n \in \mathcal{V}^n$, $n \in \mathbb{Z}_+$, with respect to $(H_0, H_1)$, and let $(h_n \in \mathcal{V}/\partial \mathcal{V}$ be a sequence of integrals of motion satisfying the Lenard-Magri recursive condition (1.11). Let $\theta_1, \ldots, \theta_m \in \mathcal{V}$ be central elements for $H_0$. Assume that the matrix $C(\partial) = D_0(\partial) \circ H_1(\partial) \circ D_0^*(\partial) \in \text{Mat}_{m \times m} \mathcal{V}(\partial^{-1})$ is invertible in $\text{Mat}_{m \times m} \mathcal{V}(\partial^{-1})$. Then, by Theorem 2.4, $H_1^D = H_1 + B(\partial) C^{-1}(\partial) B^*(\partial)$, where $B(\partial) = H_1(\partial) \circ D_0^*(\partial)$, is a (non-local) Poisson structure on $\mathcal{V}$ compatible to $H_0$.

Moreover, we have the following result:

**Proposition 2.5.** Suppose that Ker $B(\partial)$ and Ker $C(\partial)$ have zero intersection over the linear closure $\mathcal{K}$ of $\mathcal{K}$. Then we have the Lenard-Magri recursive relations

$$\frac{\delta h_n}{\delta u} \xrightarrow{H_0^D} P_n, \quad \frac{\delta h_n}{\delta u} \xrightarrow{H_1^D} P_n \quad \text{for all} \quad n \in \mathbb{Z}_+. \hspace{1cm} (2.6)$$
Proof. According to Theorem 1.1, the condition Ker $B(\partial)$ and Ker $C(\partial)$ have zero intersection is equivalent to saying that $H^{D}_1 = H_1 + B(\partial) C^{-1}(\partial) B^*(\partial)$ is a minimal rational expression for $H^{D}_1$. By assumption, we have $P_n = H_0 \frac{\partial h_n}{\partial u} = H_1 \frac{\partial h_n}{\partial u}$. By Theorem 1.2 the association relation $\frac{\partial h_n}{\partial u} H^{D}_1 \rightarrow P_n$ holds if there exists $F_n \in K^m$ such that
\[
B^*(\partial) \frac{\partial h_{n-1}}{\partial u} = C(\partial) F_n \quad \text{and} \quad B(\partial) F_n = 0.
\]
Note that $B^*(\partial) \frac{\partial h_{n-1}}{\partial u} = - D_\partial(\partial) H_1(\partial) \frac{\partial h_{n}}{\partial u} = - D_\partial(\partial) P_n$. Since the elements $\theta_\alpha$’s are central for the Poisson structure $H_0$, they are constant densities for the Hamiltonian equations (1.12) (see [DSKV13c, Lem.5.2(b)]). Thus we have $D_\partial(\partial) P_n = 0$, for every $n \in Z_+$. Therefore we can choose $F_n$ to be the zero vector in $K^d$, for every $n \in Z_+$.

\[\square\]

3. Dirac reduced homogeneous DS hierarchy

First we review the construction of the homogeneous Drinfeld-Sokolov hierarchy, following [DSKV13a].

Let $g$ be a simple finite-dimensional Lie algebra. Fix a non-degenerate symmetric invariant bilinear form $(\cdot, \cdot)$ on $g$, and a regular semisimple element $s \in g$. We have the direct sum decomposition $g = h \oplus h^+$, where $h = \text{Ker}(ad s)$ is a Cartan subalgebra, and $h^+ = \text{Im}(ad s)$ is its orthogonal complement with respect to the bilinear form $(\cdot, \cdot)$, and it is the direct sum of root spaces.

Let $\mathcal{V} = S(\mathcal{F}[\partial][g])$, the algebra of differential polynomials in a basis of $g$. We define a $\lambda$-bracket on $\mathcal{V}$ by
\[
\{a, b\}_z = [a, b] + (a[b])\lambda + z([a, b]),
\]
for $a, b \in g$, and we extend it to a $\lambda$-bracket on $\mathcal{V}$ by (1.7), thus obtaining a PVA structure. In equation (3.1) $z \in \mathbb{F}$ is a parameter.

Let $\ell = \text{rank}(g)$ be the rank of $g$, and let $\Delta$ be the set of roots of $g$. Choose a basis $g$ as follows: $B = \{e_i\}_{i=1}^\ell \cup \{e_\alpha\}_{\alpha \in \Delta}$, union of an orthonormal basis of $h$ and a collection of root vectors such that $(e_\alpha, e_{-\alpha}) = 1$. Hence $\mathcal{V} = \mathbb{C}[e_i^{(n)}, e_\alpha^{(n)} | i \in \{1, \ldots, \ell\}, \alpha \in \Delta, n \in Z_+]$ is the algebra of differential polynomials generated by the elements of the basis $B$. Equation (3.1) defines a (local) bi-Poisson structure $(H_0, H_1)$ on $\mathcal{V}$ given by (1.7), $(\alpha, \beta) \in \Delta$)
\[
\begin{cases}
(H_0)_{ij}(\partial) = 0 \\
(H_0)_{a\alpha}(\partial) = 0 \\
(H_0)_{\alpha\beta}(\partial) = \delta_{\alpha, -\beta}(s)
\end{cases}
\quad \text{and} \quad
\begin{cases}
(H_1)_{ij}(\partial) = \delta_{ij}\partial \\
(H_1)_{a\alpha}(\partial) = \alpha(x_i)e_{\alpha} \\
(H_1)_{\alpha\beta}(\partial) = [e_\beta, e_\alpha] + \delta_{\alpha, -\beta}\partial.
\end{cases}
\]

It is proved in [DSKV13a] that, for any $a \in h$, we have an infinite sequence of local functionals $\{fh_n\}_{n \geq -1} \subset \mathcal{V}/\partial\mathcal{V}$, satisfying the Lenard-Magri recursive relations (1.11), and $h_{-1} = 0$, $h_0 = a$. The next two functionals of the sequence have densities
\[
h_1 = \frac{1}{2} \sum_{\alpha \in \Delta} \frac{\alpha(a)}{\alpha(s)} e_{\alpha} e_{-\alpha},
\]
and
\[
h_2 = \frac{1}{2} \sum_{\alpha \in \Delta} \frac{\alpha(a)}{\alpha(s)^2} e_{-\alpha} e_{\alpha} + \frac{1}{2} \sum_{\alpha \in \Delta} \frac{\alpha(a)}{\alpha(s)^2} e_{\alpha} e_{-\alpha} [e_{-\alpha}, e_\alpha]
\]
\[
+ \frac{1}{3} \sum_{\alpha, \beta \in \Delta, \alpha \neq \beta} \frac{\alpha(a)}{\alpha(s)\beta(s)} e_\alpha e_{-\beta} [e_{-\alpha}, e_\beta].
\]
The corresponding Hamiltonian equations (1.12) are: \(\frac{dx_i}{dt_0} = \frac{dx_i}{dt_1} = \frac{dx_i}{dt_2} = 0\), for \(i = 1, \ldots, \ell\), and, for \(\alpha \in \Delta\),
\[
\frac{de_\alpha}{dt_0} = \alpha(a)e_\alpha, \quad \frac{de_\alpha}{dt_1} = \frac{\alpha(a)}{\alpha(s)}e_\alpha + \sum_{\beta \in \Delta} \frac{\beta(a)}{\beta(s)}e_{-\beta}[e_\beta, e_\alpha], \quad \frac{de_\alpha}{dt_2} = \frac{\alpha(a)}{\alpha(s)^2}e_\alpha^\prime + \frac{\alpha(a)}{\alpha(s)^2}([e_\alpha, e_\alpha])' + \sum_{\beta \in \Delta} \frac{\beta(a)}{\beta(s)^2}e_{-\beta}[e_\beta, e_\alpha]
\]
\[
+ \frac{1}{3} \sum_{\beta \in \Delta \setminus \{\alpha\}} \left( \frac{\alpha(a) + \beta(a)}{\alpha(s)\beta(s)} + \frac{\beta(a)}{\beta(s)(\alpha(s) - \beta(s))} \right) e_{\beta}[e_\beta, e_\alpha]' \quad \text{(3.3)}
\]
\[
+ \frac{1}{3} \sum_{\beta, \gamma \in \Delta} \frac{2\beta(a)\gamma(s) - \gamma(a)\beta(s)}{\beta(s)\gamma(s)(\beta(s) - \gamma(s))} e_\beta e_{-\gamma}[[e_\beta, e_\gamma], e_\alpha].
\]

It follows from [DSKV13a, Rem.2.7] that, for every \(\alpha \in \Delta\),
\[
\frac{\delta h_n}{\delta e_\alpha} = (-1)^{n+1} \frac{\alpha(a)}{\alpha(s)^n} e^{(n-1)} + \text{higher polynomial order terms}. \quad \text{(3.4)}
\]

In particular, the elements \(\frac{\delta h_n}{\delta e_\alpha}\) are linearly independent.

Let \(\mathcal{I}\) be the differential ideal generated by the variables \(x_i, i = 1, \ldots, \ell\). Clearly, as differential algebras,
\[
\mathcal{V}/\mathcal{I} \simeq \overline{\mathcal{V}} = \mathbb{F}[e^{(n)}_\alpha \mid \alpha \in \Delta, n \in \mathbb{Z}_+]\).

Note that, by equation (3.2), the elements \(x_i, i = 1, \ldots, \ell\), are central for the Poisson structure \(H_0\). Consider the Dirac modification \(H_0^D\) of \(H_1\) by the constraints \(\{x_i\}_{i=1}^\ell\), defined by the equation (2.4):
\[
H_1^D(\partial) = H_1(\partial) + B(\partial) \circ C^{-1}(\partial) \circ B^*(\partial),
\]
where the matrices \(B(\partial) \in \text{Mat}_{(\ell+|\Delta|) \times \ell} \mathcal{V}[\partial]\) and \(C(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{V}[\partial]\) have entries
\[
B_{ij}(\partial) = C_{ij}(\partial) = (H_1)_{ij}(\partial) = \delta_{ij}\partial, \quad i, j = 1, \ldots, \ell
\]
\[
B_{i\alpha}(\partial) = (H_1)_{i\alpha}(\partial) = \alpha(x_i)e_\alpha, \quad i = 1, \ldots, \ell, \alpha \in \Delta. \quad \text{(3.5)}
\]

By Theorem 2.4, we have a bi-Poisson structure \((H_0, H_0^D)\) on \(\mathcal{V}\), and the induced bi-Poisson structure \((\overline{H}_0, \overline{H}_1^D)\) on \(\overline{\mathcal{V}}\). It is given by \((\alpha, \beta \in \Delta)\)
\[
\overline{(\overline{H}_0)}_{\alpha\beta}(\lambda) = \delta_{\alpha, -\beta}\delta(s)
\]
\[
\overline{(\overline{H}_1^D)}_{\alpha\alpha}(\lambda) = \theta + (\alpha(x_i)e_\alpha)^{-1} \circ e_\lambda
\]
\[
\overline{(\overline{H}_1^D)}_{\alpha\beta}(\lambda) = [e_\beta, e_\alpha] - (\alpha|\beta)e_\alpha \circ \theta \circ e_\beta, \quad \text{for } \alpha \neq -\beta.
\]

**Proposition 3.1.** The Lenard-Magri recursive relations (2.6) hold for the bi-Poisson structure \((H_0^D, H_0)\). Hence, we get an induced bi-Hamiltonian hierarchy in \(\overline{\mathcal{V}}\).

**Proof.** By Proposition 2.5 it suffices to show that \(\ker B(\partial) = 0\) over the linear closure \(\overline{K}\) of \(K\). Let \(F = (F_i)_{i=1}^\ell \in \overline{K}\) be an element of the kernel of \(B(\partial)\). We have, for \(\alpha \in \Delta\),
\[
(B(\partial)F)\alpha = (\alpha(x_1)F_1 + \cdots + \alpha(x_\ell)F_\ell)e_\alpha.
\]
Since \(\Delta\) spans \(\mathfrak{h}^*\), it follows that \(F = 0\). To conclude, we just observe that, by equation (3.4), the images of elements \(\frac{\delta h_n}{\delta e_\alpha}\) in \(\overline{\mathcal{V}}^{\Delta}\) are linearly independent. Since \(\overline{H}_0\) is an invertible constant matrix, the images of the elements \(P_\alpha\) in \(\overline{\mathcal{V}}^{\Delta}\) are linearly independent as well. \(\square\)
Remark 3.2. It follows from [BDSK09, Prop. 2.10] and the definition of the Lie bracket between Hamiltonian functionals given in [DSK13, Eq. (7.8)] (using the fact that $H_0$ is local) that all the $\{h_n\}$’s obtained by taking all possible $a \in \mathfrak{h}$ are in involution.

The first equations of the reduced bi-Hamiltonian hierarchy are $(\alpha \in \Delta)$

$$\frac{de_\alpha}{dt_0} = \alpha(a)e_\alpha, \quad \frac{de_\alpha}{dt_1} = \frac{\alpha(a)}{\alpha(s)}e'_\alpha + \sum_{\beta \in \Delta \setminus \{-\alpha\}} \frac{\beta(a)}{\beta(s)}e_{-\beta}[e_{-\beta}, e_\alpha],$$

$$\frac{2e_\alpha}{dt_2} = \frac{\alpha(a)}{\alpha(s)}e''_\alpha + \sum_{\beta \in \Delta \setminus \{s\}} \frac{\beta(a)}{\beta(s)}e'_\beta[e_{-\beta}, e_\alpha] + \frac{1}{3} \sum_{\beta \in \Delta \setminus \{s\}} \left( \frac{\alpha(a) + \beta(a)}{\alpha(s)\beta(s)} + \frac{\beta(a)}{\alpha(s) - \beta(s)} \right) (\alpha[e_{-\beta}, e_\alpha])'.$$

$$\frac{e_{-\alpha}}{dt_2} = -\frac{1}{3} \sum_{\beta \in \Delta \setminus \{s\}} \left( \frac{\alpha(a) + \beta(a)}{\alpha(s)\beta(s)} + \frac{\beta(a)}{\alpha(s) - \beta(s)} \right) \left( e_{-\beta} e_{-\gamma} [e_{-\beta}, e_{-\gamma}], e_\alpha \right).$$

Remark 3.3. For $\mathfrak{g} = \mathfrak{sl}_2$ we have $\Delta = \{\alpha, -\alpha\}$. Letting $s = a = [e_\alpha, e_{-\alpha}]$, the first non-trivial equation of the reduced bi-Hamiltonian hierarchy is

$$\begin{cases}
\frac{de_\alpha}{dt_2} = \frac{1}{2} e''_\alpha - e'_\alpha e_{-\alpha} \\
\frac{de_{-\alpha}}{dt_2} = -\frac{1}{2} e''_{-\alpha} + e_\alpha e'^{2}_{-\alpha}.
\end{cases}$$

Hence, the reduced DS homogeneous hierarchy for the Lie algebra $\mathfrak{g} = \mathfrak{sl}_2$ coincides with the NLS hierarchy (AKNS), and $(\mathcal{T}_0, \mathcal{T}_1^D)$ coincides with its well-known bi-Poisson structure.

4. DIRAC REDUCED MINIMAL DS HIERARCHY

We recall here the construction of the classical $\mathcal{W}$-algebra associated to a minimal nilpotent element following [DSKV13b].

Let $\mathfrak{g}$ be a simple Lie algebra with a non-degenerate symmetric invariant bilinear form $(\cdot | \cdot)$, and let $f \in \mathfrak{g}$ be a minimal nilpotent element, that is a lowest root vector of $\mathfrak{g}$. Let $\{f, h, x, e\} \subset \mathfrak{g}$ be an $\mathfrak{sl}_2$-triple. The ad $x$-eigenspace decomposition is

$$\mathfrak{g} = \mathbb{F} f \oplus \mathfrak{g}_{-\frac{1}{2}} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{\frac{1}{2}} \oplus \mathbb{F} e.$$

Note that $(x | a) = 0$ for all $a \in \mathfrak{g}_0$. Hence, the subalgebra $\mathfrak{g}_0 \subset \mathfrak{g}$ admits the orthogonal decomposition $\mathfrak{g}_0 = \mathfrak{g}^f_0 \oplus \mathbb{F}e$. For $a \in \mathfrak{g}_0$ we denote by $a^f$ its projection to $\mathfrak{g}^f_0$.

We fix a basis of $\mathfrak{g}^f_0 = \mathfrak{g}_0^f \oplus \mathfrak{g}_{-\frac{1}{2}} \oplus \mathbb{F} f$ as follows. Let $\{a_i\}_{i \in J_{0}^f} \subset \mathfrak{g}_0^f$ be an orthonormal basis of $\mathfrak{g}^f_0$ with respect to $(\cdot | \cdot)$. Let also $\{v_k\}_{k \in J_{-\frac{1}{2}}} \subset \mathfrak{g}_{-\frac{1}{2}}$ be a basis of $\mathfrak{g}_{-\frac{1}{2}}$ and let $\{v^k\}_{k \in J_{-\frac{1}{2}}} \subset \mathfrak{g}_{\frac{1}{2}}$ be the dual basis with respect to the nondegenerate skewsymmetric pairing $(f[\cdot | \cdot])$ on $\mathfrak{g}_{\frac{1}{2}}$. Equivalently, letting $u_k = [f, v_k]$, we have that $\{u_k\}_{k \in J_{-\frac{1}{2}}} \subset \mathfrak{g}_{-\frac{1}{2}}$ and $\{v^k\}_{k \in J_{-\frac{1}{2}}} \subset \mathfrak{g}_{\frac{1}{2}}$ are dual bases with respect to $(\cdot | \cdot)$.

An explicit description of the classical $\mathcal{W}$-algebra $\mathcal{W} = \mathcal{W}_{\mathbb{C}}(\mathfrak{g}, f)$, associated to the Lie algebra $\mathfrak{g}$ and the minimal nilpotent element $f$, is as follows. As a differential algebra, it is $\mathcal{W} = \mathcal{W}(\mathbb{F}[\partial]^{\mathfrak{g}^f_0})$, namely the algebra of differential polynomials in the differential variables $\{a_i\}_{i \in J_{0}^f} \subset \mathfrak{g}_0^f$, $\{u_k\}_{k \in J_{-\frac{1}{2}}} \subset \mathfrak{g}_{-\frac{1}{2}}$, and $f$. We also let $L = f + \frac{1}{2} \sum_{i \in J_{0}^f} a_i^2 \in \mathcal{W}$ (which we can take as a differential generator in place of $f$). The $\lambda$-brackets on generators are given by Table 1 $(a, b \in \mathfrak{g}_0^f$, $u, v \in \mathfrak{g}_{-\frac{1}{2}})$. 

10
Let 

\[
\left\{ \cdot, \lambda \right\}_z = \sum_{k \in J_{\mathbb{Z}}} [u, v^k]_I [u_1, v_k]^3 + (\partial + 2\lambda)[u, [e, u_1]]^3
\]

\[
+ \left( e[[u, u_1]]^2 f - \lambda^2 (e[[u, u_1]] + z[[u, u_1]]) \right)
\]

(4.1)

Table 1: \(\lambda\)-brackets among generators of \(\mathcal{W}\) for minimal nilpotent \(f\)

The \(\lambda\)-bracket of two elements \(u\) and \(u_1\) of \(\mathfrak{g}_{-\frac{1}{2}}\) is

\[
\{u_\lambda u_1\}_z = \sum_{k \in J_{\mathbb{Z}}} [u, v^k]_I [u_1, v_k]^3 + (\partial + 2\lambda)[u, [e, u_1]]^3
\]

\[
+ \left( e[[u, u_1]]^2 f - \lambda^2 (e[[u, u_1]] + z[[u, u_1]]) \right)
\]

(4.1)

Associated to this 1-parameter family of PVA \(\lambda\)-brackets we have compatible Poisson structures \(H_0\) and \(H_1\), defined by \(\{\cdot, \lambda\}_z = \{\cdot, \lambda\}_z H_1 - z\{\cdot, \lambda\}_z H_0\). It follows by [DSKV13a, Theorem 4.18] that we can find an infinite sequence of linearly independent local functionals \(f h_n \in \mathcal{W}/\partial \mathcal{W}, n \in \mathbb{Z}_+,\) starting with \(h_0 = f\), satisfying the Lenard-Magri recursive relations (1.11). The first few integrals of motion and the corresponding equations of the integrable hierarchy are computed in [DSKV13b, Section 6].

Note that, by Table 1, all elements of \(\mathfrak{g}_{0}^f\) are central for the Poisson structure \(H_0\). Therefore, by Theorem 2.4 we have a Dirac modified bi-Poisson structure \((H_0, H_0^D)\) on \(\mathcal{W}\) with respect to the constraints \(\{a_i\}_{i \in J_0^f}\) and the induced Dirac reduced bi-Poisson structure \((\overline{H_0}, \overline{H_0}^D)\) on \(\overline{\mathcal{W}} = \mathcal{W}/\langle a_i \rangle_{i \in J_0^f}\). Let \(\ell = |J_0^f|\) and \(N = |J_0^f| + \frac{|J_{-\frac{1}{2}}|}{2}\) + 1. By Definition 2.1 we have \(H_0^D = H_1 + BC^{-1}B^*\), where \(C(\partial) \in \text{Mat}_{N \times \ell} \mathcal{W}[\partial]\) and \(B(\partial) \in \text{Mat}_{N \times \ell} \mathcal{W}[\partial]\) are matrix differential operators with entries as follows \((i, j \in J_0^f, k \in J_{-\frac{1}{2}})\):

\[
\begin{align*}
B_{ij}(\partial) = C_{ij}(\partial) &= [a_j, a_i] + \delta_{ij} \partial \\
B_{kj}(\partial) &= [a_j, u_k] \\
B_{Nj}(\partial) &= a_j \partial.
\end{align*}
\]

(4.2)

Proposition 4.1. The Lenard-Magri recursive relations (2.6) hold for the bi-Poisson structure \((H_0^D, H_0)\). Consequently, we get an induced integrable bi-Hamiltonian hierarchy in \(\overline{\mathcal{W}}\).

Proof. For the first assertion, by Proposition 2.5 it suffices to show that \(\text{Ker} \ B(\partial) = 0\) in \(\overline{\mathcal{K}}^f\) (recall that \(\overline{\mathcal{K}}\) denotes the linear closure of \(\mathcal{K}\), and \(\mathcal{K}\) is the field of fractions of \(\mathcal{W}\)). Let \(F = (F_i)_{i=1}^\ell \in \overline{\mathcal{K}}\) be an element of the kernel of \(B(\partial)\). Looking at the first \(\ell\) rows of the matrix \(B(\partial)\), we get the equations

\[
F_i = \sum_{j \in J_0^f} [a_i, a_j] F_j, \quad i \in J_0^f.
\]

(4.3)

Let \(\mathcal{W}_0 = \mathcal{F}[a_i^{(n)} | i \in J_0^f, n \in \mathbb{Z}_+] \subset \mathcal{W}\), be the algebra of differential polynomials in the differential variables \(\{a_i\}_{i \in J_0^f}\), let \(\mathcal{K}_0\) be its differential field of fractions,
and let $\tilde{K}_0$ be its linear closure. It is a differential subfield of $\tilde{K}$ with the same subfield of constants $\bar{F}$. The space of solutions of equation (4.3) in $\tilde{K}^\ell$ is an $\bar{F}$-linear subspace of $\tilde{K}_0^\ell$ of dimension $\ell$. Let $E \in \text{Mat}_{\ell \times \ell} \tilde{K}_0$ be a non-degenerate matrix, whose columns form a basis of the space of solutions of equation (4.3). Then, all solutions of equation (4.3) have the form

$$F = EC,$$

(4.4)

for some constant vector $C \in \bar{F}^\ell$, see e.g. [CDSK13b].

Next, consider the following $N - \ell - 1$ rows of the matrix $B(\partial)$. We get the equations

$$\sum_{i \in J'_0, k \in J_{-\frac{1}{2}}} [u_k, a_i] E_{ij} C_j = 0, \ k \in J_{-\frac{1}{2}}.$$  

(4.5)

The left hand side of equation (4.5) lies in $\frak{g}_{-\frac{1}{2}} \otimes \tilde{K}_0$. Hence, we can apply $\xi = (v, \cdot) \in \frak{g}_{\frac{1}{2}}$ to it (considered as a linear map $\xi : \frak{g}_{-\frac{1}{2}} \otimes \tilde{K}_0 \to \tilde{K}_0$):

$$\sum_{i \in J'_0, k \in J_{-\frac{1}{2}}} (\langle v, u_k \rangle a_i) E_{ij} C_j = 0,$$

(4.6)

for all $v \in \frak{g}_{\frac{1}{2}}$ and $k \in J_{-\frac{1}{2}}$. Note that $[\frak{g}_{\frac{1}{2}}, \frak{g}_{-\frac{1}{2}}] = \frak{g}_0$ (it follows by the fact that $\frak{g}$ is simple and $\bar{F} f \oplus \frak{g}_{-\frac{1}{2}} \oplus [\frak{g}_{\frac{1}{2}}, \frak{g}_{-\frac{1}{2}}] \oplus \frak{g}_{\frac{1}{2}} \oplus \bar{F} e$ is clearly an ideal of $\frak{g}$). Since the inner product $(\langle \cdot, \cdot \rangle)$ is non-degenerate on $\frak{g}_0$, equation (4.6) implies $EC = 0$, from which we get that $C = 0$, by the non-degeneracy of the matrix $E$. Hence $F = 0$, as required.

For the last assertion, we consider the images of the conserved densities $h_n$ in $\bar{W}$, and the corresponding variational derivatives $\frac{\delta h_n}{\delta u}$ in $\bar{W}^{N-\ell}$. It follows by [DSKV13a, Lem.4.15] that they span an infinite dimensional space. Since $\bar{H}_0$ is a non-degenerate matrix differential operator, it follows that the images of the elements $P_n$ in $\bar{W}^{N-\ell}$ span an infinite dimensional space as well. □

The Dirac reduced Poisson structures are explicitly as follows $(h, k \in J_{-\frac{1}{2}})$:

$$\begin{aligned}
&\left\{ \begin{array}{ll}
(\bar{H}_0)_{hk}(\partial) = (e|[u_k, u_k]) \\
(\bar{H}_0)_{NN}(\partial) = 4(x|x)\partial
\end{array} \right., \\
(\bar{H}_0)_{kN}(\partial) = (\bar{H}_0)_{kn}(\partial) = 0
\end{aligned}$$

and

$$\begin{aligned}
&\left\{ \begin{array}{ll}
(\bar{H}_1^D)_{hk}(\partial) = \sum_{i \in J'_0} (a_i, u_h)\partial^{-1} \circ [a_i, u_k] - \frac{(e|[u_h, u_k])}{2(x|x)} f + (e|[u_h, u_k])\partial^2 \\
(\bar{H}_1^D)_{NN}(\partial) = f' + 2f\partial - (x|x)\partial^3 \\
(\bar{H}_1^D)_{kN}(\partial) = u_k' + \frac{3}{2} u_k\partial
\end{array} \right., \\
(\bar{H}_1^D)_{kn}(\partial) = \frac{1}{2} u_k' + \frac{3}{2} u_k\partial
\end{aligned}$$

The first two conserved densities are

$$h_0 = f \quad \text{and} \quad h_1 = -\frac{1}{8(x|x)} f^2 - \frac{1}{2} \sum_{k \in J_{-\frac{1}{2}}} [f, v^k] u_k'.$$
and the first two equations of the reduced bi-Hamiltonian hierarchy are (for \( u \in g_{-2} \)) \( \frac{du}{dt_0} = u' \), \( \frac{df}{dt_0} = f' \), and (cf. [DSKV13b, eq.(6.21)])

\[
\frac{du}{dt_1} = u''' - \frac{3}{4(x|x)} fu' - \frac{3}{8(x|x)} uu' + \frac{1}{2} \sum_{i,J,J_1} [a_i, u][a_i, [f, v^k]] [f, v_k],
\]

\[
\frac{df}{dt_1} = \frac{1}{4} f''' - \frac{3}{4(x|x)} ff' + \frac{3}{2} \sum_{k \in J_{-1}} u_k [f, v^k]''.
\]

In the case of \( g = s\ell_n \), \( n \geq 3 \) (and only in this case) there is a (unique up to a constant factor) non-zero element \( c \) in the center of \( g_0^f \). Then we have additional conserved densities \( h_0, h_1, h_i \in \mathbb{Z}_+ \), of which the first two are

\[
h_0 = c \quad \text{and} \quad h_1 = \sum_{k \in J_{-1}} u_k [c, [f, v^k]].
\]

The corresponding first two reduced bi-Hamiltonian equations are (for \( u \in g_{-2} \)) \( \frac{du}{dt_0} = [c, u] \), \( \frac{df}{dt_0} = 0 \), and (cf. [DSKV13b, eq.(6.22)])

\[
\frac{du}{dt_1} = [c, u]''' - \frac{1}{2(x|x)} f[c, u],
\]

\[
\frac{df}{dt_1} = \sum_{k \in J_{-1}} (u_k [c, [f, v^k]])'.
\]

Due to the observations at the end of Section 1.6 all the flows \( \frac{d}{dt_n} \) and \( \frac{d}{dt_m} \) commute and the local functionals \( \int h_n, \int h_m \) are in involution, for \( n, m \in \mathbb{Z}_+ \).

5. Dirac reduced short DS hierarchy

Let \( g \) be a simple Lie algebra with a non-degenerate symmetric invariant bilinear form \( (\cdot, \cdot) \). Recall that, by definition, for a short nilpotent element \( f \in g \), and an \( sl_2 \)-triple \( \{f, h = 2x, e\} \), we have the ad-\( x \)-eigenspace decomposition \( g = g_{-1} \oplus g_0 \oplus g_1 \). Moreover, we have the orthogonal decomposition \( g_0 = g_0^f \oplus [f, g_1] \), and \( g_0^f = g_0^{\tilde{f}} \). \( [f, g_1] = [\varepsilon, g_{-1}] \). Let \( \tilde{g}_0 \rightarrow g_0 \) be the corresponding orthogonal projection. Let \( \{a_i\}_{i \in J_0^f} \subset g_0^f \) be an orthonormal basis of \( g_0^f \). Let also \( \{u_k\}_{k \in J_{-1}} \subset g_{-1} \) be a basis of \( g_{-1} \) and let \( \{v^k\}_{k \in J_{-1}} \subset g_1 \) be the dual basis with respect to \( (\cdot, \cdot) \).

The classical \( W \)-algebra \( W = W(g, f) \) is, as differential algebra, the algebra of differential polynomials in the differential variables \( \{a_i\}_{i \in J_0^f} \subset g_0^f \) and \( \{u_k\}_{k \in J_{-1}} \subset g_{-1} \). The \( \lambda \)-bracket on generators are given by Table 2 (\( a, b, u, u_1 \in g_{-1} \)).

| \{\cdot, \cdot\}_z | b | u_1 |
|-----------------|---|-----|
| \( a \) | \( [a, b] + (a|b)\lambda \) | \( [a, u_1] \) |
| \( u \) | \( [u, b] \) | eq.(5.1) |

Table 2: \( \lambda \)-brackets among generators of \( W \) for short nilpotent \( f \).
The λ-bracket of \( u, u_1 \in \mathfrak{g}_{-1} \) is

\[
\{ u, u_1 \} = \frac{1}{2} \sum_{k \in J_1} \{ u \circ u_k \} [u_1, u_k]^2 - \frac{1}{2} \sum_{k \in J_1} \{ u_1 \circ u_k \} [u, u_k]^2 + \frac{1}{4} \sum_{h, k \in J_1} \{ [e, u_h], [e, u_k] \} [u_1, u_k]^2 + \frac{1}{2} \frac{1}{2} \left( \partial + 2\lambda \right) \frac{1}{2} (\partial + 2 \lambda ) [u, u_k]^2 \\
+ \frac{1}{4} \left( \partial + 2 \lambda \right) \sum_{k \in J_1} \{ [e, u], [e, u_k] \} [u_1, u_k]^2 + \frac{1}{4} \sum_{k \in J_1} \{ [e, u], [e, u_k] \} (\partial + \lambda ) [u, u_k]^2 \\
- \frac{1}{4} \left( 3\lambda^2 + 3\lambda \partial + \partial^2 \right) [e, u] [e, u_1] + \frac{1}{4} \{ e \circ u \circ u_1 \} \lambda^3 \\
+ z [[e, u], [e, u_1]]^2 - (e \circ u \circ u_1) \lambda \lambda ,
\]

(5.1)

where \( u \circ u_1 = [e, u], u_1 \), for all \( u, u_1 \in \mathfrak{g}_{-1} \).

Associated to this 1-parameter family of PVA λ-brackets we have compatible Poisson structures \( H_0 \) and \( H_1 \), defined by \( \{ \cdot, \cdot \}_z = \{ \cdot, \cdot \}_H - z \{ \cdot, \cdot \}_H \). It follows by [DSKV13a, Theorem 4.18] that we can find an infinite sequence of linearly independent local functionals \( \rho_n \in \mathcal{W} \partial \mathcal{W} \), \( n \in \mathbb{Z}_+ \), starting with \( h_0 = f \), satisfying the Lenard-Magri recursive relations (1.11). The first few integrals of motion and the corresponding equations of the integrable hierarchy are computed in [DSKV13b, Section 7].

Note that, by Table 1, all elements of \( \mathfrak{g}_{J_1} \) are central for the Poisson structure \( H_0 \). Therefore, by Theorem 2.4 we have a Dirac modified bi-Poisson structure \( (H_0, H_0^D) \) on \( \mathcal{W} \) with respect to the constraints \( \{ a_i \}_{i \in J_1} \), and the induced Dirac reduced bi-Poisson structure \( (\overline{\mathcal{P}}_0, \overline{\mathcal{P}}_1^D) \) on \( \overline{\mathcal{W}} = \mathcal{W} / (a_i)_{i \in J_1} \). Let \( \ell = |J_1| \) and \( N = |J_1| + |J_{-1}| \). By Definition 2.1 we have \( H_0^D = H_1 + BC^{-1} B^* \), where \( C(\partial) \in \text{Mat}_{\ell \times \ell} \mathcal{W} [\partial] \) and \( B(\partial) \in \text{Mat}_{N \times \ell} \mathcal{W} [\partial] \) are matrix differential operators with entries as follows (\( i, j \in J_1^f \), \( k \in J_{-1}^f \)):

\[
\begin{aligned}
B_{ij}(\partial) &= C_{ij}(\partial) = [a_j, a_i] + \delta_{ij} \partial \\
B_{kj}(\partial) &= [a_j, u_k] .
\end{aligned}
\]

(5.2)

**Proposition 5.1.** The Lenard-Magri recursive relations (2.6) hold for the bi-Poisson structure \( (H_0^D, H_0) \). Consequently, we get an induced integrable bi-Hamiltonian hierarchy in \( \overline{\mathcal{W}} \).

**Proof.** It is along the same lines as the proof of Proposition 4.1. \( \square \)

The Dirac reduced Poisson structures are explicitly as follows (\( h, k \in J_{-1} \)):

\[
(\overline{\mathcal{P}}_0)_{hk}(\partial) = (e \circ u_h \circ u_k) \partial ,
\]

and

\[
(\overline{\mathcal{P}}_1^D)_{hk}(\partial) = \sum_{i \in J_1^f} [a_i, u_h] \partial^{-1} \circ [a_i, u_k] - \frac{1}{2} (u_h \circ u_k)' - (u_h \circ u_k) \partial + \frac{1}{4} (e \circ u_h \circ u_k) \partial^3 .
\]

The first two equations of the reduced bi-Hamiltonian hierarchy are (for \( u \in \mathfrak{g}_{-1} \))

\[
\frac{du}{dt_0} = u' ,
\]

and

\[
\frac{du}{dt_1} = \frac{1}{4} u''' + \frac{3}{4} \sum_{h, k \in J_{-1}} (u^k \circ u^h) u_h u_k' ,
\]

where \( \circ \) is the Jordan product on \( \mathfrak{g}_1 \) defined by \( a \circ b = [[f, a], b] \), for every \( a, b \in \mathfrak{g}_1 \). The last equation is, after a rescaling of the variables, the Svinolupov equation associated to this Jordan product, [Svi91]. We thus provided a bi-Hamiltonian structure for such equation and we proved its integrability.
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