Gravitational–wave cosmology with dark sirens: state of the art and perspectives for 3G detectors
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A joint fit of the mass and redshift distributions of the population of Binary Black Holes detected with Gravitational–Wave observations can be used to obtain constraints on the Hubble parameter and on deviations from General Relativity in the propagation of Gravitational Waves. We first present applications of this technique to the latest catalog of Gravitational–Wave events, focusing on the comparison of different parametrizations for the source–frame mass distribution of Black Hole Binaries. We find that models with more than one feature are favourite by the data, as suggested by population studies, even when varying the cosmology. Then, we discuss perspectives for the use of this technique with third generation Gravitational–Wave detectors, exploiting the recently developed Fisher information matrix Python code GWFAST.
1. Introduction

Gravitational Waves (GWs) from compact binaries are a new player in cosmology, following their first direct detections in recent years. In particular, GWs provide a new way to test the luminosity distance–redshift relation, based on the fact that they give a direct measurement of the luminosity distance to the source. At low redshift, this can be used to obtain a measurement of the Hubble constant \( H_0 \) \[1\]. At higher redshift, the luminosity distance as measured by GWs can carry the imprint of deviations from General Relativity (GR) in the form of extra friction experienced by GWs during their propagation, a phenomenon known as “modified GW propagation” \[2\]. The amplitude of this effect is encoded in an extra parameter \( \Xi_0 \) in the luminosity distance–redshift relation, with GR defined by \( \Xi_0 = 1 \) \[3\]. Viable models predict values as large as \( \Xi_0 = 1.8 \) \[4\].

Applications of different techniques to measure both \( H_0 \) and \( \Xi_0 \) with GWs have started in recent years \[5–12\]. Due to the perfect degeneracy between mass and redshift in the GW waveform of Binary Black Hole systems, the latter cannot be directly determined with observations of GWs from these sources. The detection of an electromagnetic (EM) counterpart can give an independent measurement of the redshift, but this has been the case so far only for the Binary Neutron Star GW170817, which led to a measurement of the Hubble constant \[5\], while being at too low redshift to allow a good determination of the parameter \( \Xi_0 \), which was bound only at the level \( \Xi_0 \lesssim O(10) \) \[3\]. In absence of a counterpart, the source goes under the name of “dark siren” and information on the redshift can be obtained at the statistical level with an analysis of the full population of sources. This allows to exploit all the GW events, while being of course subject to larger errors that should be compensated by the size of the catalog. The first goal of this contribution is to present measurements of both \( H_0 \) and \( \Xi_0 \) from dark sirens with the use of information from the mass distribution of Binary Black Holes (BBHs) obtained with the latest GW data releases \[13\] and with the code \texttt{MCosmoPop} \[11\], comparing results obtained with different assumptions for the BBH mass distribution.

Even if such results are a remarkable progress for cosmology, the constraining power of the measurements remains far from the one already achieved by EM observations on the \( \Lambda \)CDM parameters. The reason mainly resides in the limited size of the available GW catalogs and limited sensitivity of current second–generation (2G) GW detectors. The situation will drastically change with third–generation (3G) ground–based GW detectors currently under design, i.e. the Einstein Telescope in Europe \[14, 15\] and the Cosmic Explorer in the US \[16\]. These will undergo an improvement of at least one order of magnitude in sensitivity, while substantially broadening the frequency range of the instruments towards lower frequencies. Such improvements will lead to precision measurements of source parameters for a huge number of sources, opening the possibility of precision measurements in cosmology with GWs. A crucial point for characterizing science with 3G detectors is to forecast their capability of measuring the source parameters for population of sources calibrated on the latest constraints from current GW detectors. In the second part of this contribution, we will present \texttt{GWFAST} \[17\], a new Fisher–information matrix \texttt{Python} code to rapidly forecast the detection capabilities of networks of 3G detectors. We will then discuss

\[1\]https://github.com/CosmoStatGW/MGCosmoPop
\[2\]https://github.com/CosmoStatGW/gwfast
perspectives for the techniques applied to the latest GW data releases, based on forecasts obtained
with this new code.

2. Constraints on the Hubble constant and modified gravitational–wave
propagation with GWTC–3

\[ p(H_0) \]

\[ p(\Xi_0) \]

Table 1: Median and 90\% symmetric C.I. for case (i), i.e. \( H_0 \) assuming a flat ΛCDM
universe (\( \Xi_0 = 1 \)), and case (ii), i.e. \( \Xi_0 \) assuming a Planck 2018 background cosmology, for
the four models of the BBH mass distribution. For each mass model (and for both \( H_0 \) and \( \Xi_0 \)), we
also report the difference between the Deviance Information Criterion (DIC) of the “multi–peak” model, which is
favoured in both cases, and each other model. Larger negative values correspond to more disfavoured models.

One possibility to break the mass–redshift degeneracy of the GW waveform is to exploit
the presence of a feature in the BBH mass distribution, predicted by the theory of Pair Instability
Supernova \[18\] to be around \( \sim 30 \) – \( 50 \ M_\odot \). With a hierarchical Bayesian analysis which correctly
accounts for selection bias \[19\], it is possible to obtain a measurement of the cosmological param-
eters, marginalised over the parameters of the distributions of masses and redshift of the population
\[20\]. This technique has been applied to \( H_0 \) \[9, 11\] and to modified GW propagation \[7, 11, 12\].

In this contribution we consider four models for the mass distribution: a “truncated power law”, a
“broken power law”, a “power law + peak” and a power law with two Gaussian peaks (denoted as
“multi–peak”). For the definition of these models we refer to Appendix B of [21]. In population analyses with fixed cosmology, models with more than one feature seem to be preferred, showing in particular the possible presence of a secondary peak around $\sim 10 M_\odot$ [22]. It is therefore of interest to check if this conclusion is robust to a variation of the cosmology, and in turn if the presence of extra features impacts the cosmological constraints. For each of the four mass models, we consider separately two cases: (i) $\Xi_0$ is fixed to the GR value of 1, and $H_0$ is inferred; and (ii) the background expansion history is fixed by Planck 2018 (i.e. $H_0 = 67.66 \text{ Km/s/Mpc}$, see [23]), and the modified GW propagation parameter $\Xi_0$ is inferred. We refer to [11] for further details on the methodology and the choice of the sample used. Results are obtained with the code MGCosmoPop [11].

Figure 1 presents the marginal posteriors for case (i) (left) and (ii) (right). Different colors refer to results obtained using each of the four mass models described above. The values of the median and 90% symmetric Confidence Interval (C.I.) for $H_0$ and $\Xi_0$ are reported in Table 1, together with a comparison of the goodness of fit for the four models, using the deviance information criterion (DIC) [24], defined as $\text{DIC} = -2(\langle \log L \rangle - \text{var}[\log L])$, normalized to the best performing model. Negative values indicate that the model is disfavoured. Consistently with other works [12], we find that the “multi–peak” model is favoured by data. Interestingly, this preference for more complex models is in line with the results obtained from population studies with a fixed cosmology [22], even if letting the cosmological parameters vary inevitably broadens the constraints on the parameters of the mass distribution. The best–fit model gives a $\sim 90\%$ constraint on $H_0$ and a $\sim 95\%$ constraint on $\Xi_0$ (90\% C.I.). These errors are quite large and limited by the small sample size and on the statistical error on individual source parameters. However, it is worth noticing that the constraint on the parameter $\Xi_0$ represents the tightest one currently available from GW measurements.

3. Perspectives for third–generation gravitational–wave detectors

An intense activity to develop a third generation (3G) of GW detectors is ongoing in the current period. In particular, the Einstein Telescope in Europe has been included in the roadmap of large European scientific infrastructures. A crucial aspect for describing science at 3G detectors is to be able to compute efficiently the signal–to–noise ratio (SNR) and parameter estimation capabilities of networks of detectors. For this purpose, a number of tools bases on the Fisher information matrix formalism [25] have been developed recently, in particular GWBENCH [26], GWFISH [27], and GWFAST [17] (see also [28, 29]). These codes have undergone an accurate cross–validation process [30].

In particular, GWFAST [17] is a Python code based on Automatic Differentiation [31], which makes use of the library JAX [32]. This allows efficient parallelization and numerical accuracy. As an application of GWFAST, we compute the predicted distribution of relative errors on the parameters that are more relevant for the application of the dark siren techniques discussed in Sec. 2, namely the detector–frame primary mass $m_1$ and luminosity distance $d_L$, as measured by the LIGO–Virgo–Kagra (LVK) network during the upcoming O4 observing run, by an ET detector and by a network of ET and two Cosmic Explorer (CE) detectors, in all cases during one year of observations. The simulated population is tuned on the latest observations of the LVK [22]. We refer to [30] for details on the simulation. Figure 2 presents scatter plots for the forecasted statistical error in the

We remind here that we select the GWTC-3 events with signal–to–noise ratio (SNR) larger than 12.

4See https://www.esfri.eu/latest-esfri-news/new-ris-roadmap-2021.
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Figure 2: Forecasted relative errors on the luminosity distance and detector–frame masses for the O4 run of the LVK collaboration (left), for an ET detector (central), and for a network of ET and two CE detectors (right), during one year of observations. Numbers on the dashed lines indicate the fraction of sources enclosed in the corresponding region.

plane \((\Delta d_L/d_L - \Delta m_1/m_1)\). The quantitative improvement of 3G detectors is clear from a visual inspection of the figure, both for the number of detected sources (86 for O4 against \(\sim 5.1 \times 10^4\) for ET and \(\sim 7.0 \times 10^4\) for ET+2CE) and for the accuracy of the measurements. In particular, as anticipated in the introduction, this result shows that percent–level measurements on the source parameters will be possible for a large number of sources, opening the possibility of obtaining precision results with dark siren techniques such as the one applied in Sec. 2, which with the current generation of detectors remain limited by the rather large statistical errors on masses and distances that are obtained for the majority of the events. Therefore, the transition to 3G GW detectors will open the possibility of precision GW cosmology with dark sirens.
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