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Abstract

In this paper, we study navigation problems on conic Kropina manifolds. Let $F(x, y)$ be a conic Kropina metric on an $n$-dimensional manifold $M$ and $V$ be a conformal vector field on $(M, F)$ with $F(x, -Vx) \leq 1$. Let $\widetilde{F} = \tilde{F}(x, y)$ be the solution of the navigation problem with navigation data $(F, V)$. We prove that $\widetilde{F}$ must be either a Randers metric or a Kropina metric. Then we establish the relationships between some curvature properties of $F$ and the corresponding properties of the new metric $\widetilde{F}$, which involve $S$-curvature, flag curvature and Ricci curvature.
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1 Introduction

In 1931, E. Zermelo studied the following problem ([18]):

Suppose that a ship sails on the open sea in calm waters and a mild breeze comes up. How must the ship be steered in order to reach a given destination in the shortest time?

The problem was solved by Zermelo himself for the Euclidean flat plane and by Z. Shen ([12] [13]) in the case when the sea is a Riemannian manifold $(M, h)$ under the assumption that the wind $W$ is a time-independent mild breeze, i.e. $h(x, W) < 1$.

Essentially, Zermelo navigation problem is tightly related to the geometry of indicatrix. Let $(M, \Phi)$ be a Finsler manifold. For each $x \in M$, the indicatrix $S_\Phi$ of $\Phi$ at $x$ is a closed hypersurface of $T_x M$ around the origin $x$ defined by

$$S_\Phi = \{y \in T_x M : \Phi(x, y) = 1\}.$$ 

Let $W = W(x)$ be a vector field on $M$. Consider the parallel shift $S_\Phi + \{W\}$ of $S_\Phi$ along $W$. It is easy to see that $y \in S_\Phi + \{W\}$ if and only if $\Phi(x, y - W_x) = 1$.
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Further, when $\Phi(x, -W_x) < 1$, $S_\Phi + \{W\}$ contains the origin $x$ of $T_x M$. In this case, for any $y \in T_x M \setminus \{0\}$, there is a unique positive number $F = F(x, y) > 0$ such that

$$\frac{y}{F(x, y)} \in S_\Phi + \{W\},$$

that is, $F = F(x, y)$ satisfies the following

$$\Phi \left( x, \frac{y}{F(x, y)} - W_x \right) = 1.$$  

It is easy to see that $F = F(x, y)$ is a regular Finsler metric (6). On the other hand, when $\Phi(x, -W_x) = 1$, $S_\Phi + \{W\}$ passes though the origin $x$ of $T_x M$. In this case, for any $y \in A_x := \{y \in T_x M \mid g_W(y, W) > 0\}$, there is a unique positive number $F = F(x, y)$ such that $F = F(x, y)$ satisfies (1.1), equivalently, $F = F(x, y)$ satisfies (1.2). Actually, such $F = F(x, y)$ is a conic Finsler metric. The conic Finsler metric $F = F(x, y)$ is regular on $A := \bigcup_{x \in M} A_x \subset TM$. In general, Finsler metric $F = F(x, y)$ obtained from (1.2) is called a solution of the Zermelo navigation problem with navigation data $(\Phi, W)$.

A Finsler manifold $(M, F)$ of dimension $n$ is called $C$-reducible if the following three conditions are satisfied: (1) $F$ is not Riemannian; (2) The dimension $n \geq 3$; (3) The Cartan torsion $C$ of $F$ is written in the form

$$C_{ijk} = -\frac{1}{n + 1} \left\{ I_i h_{jk} + I_j h_{ik} + I_k h_{ij} \right\},$$

where $h_{ij} := FF_{y^i y^j} = g_{ij} - F_{y^i} F_{y^j}$ denote the angular metric tensor of $(M, F)$ and $I_i = g^{jk} C_{ijk}$ denote the mean Cartan torsion. In this case, $F$ is called the $C$-reducible Finsler metric. A fundamental fact is that any $C$-reducible Finsler metric is of the Randers type or the Kropina type only (see (10)). Randers metrics are one of the simplest non-Riemannian Finsler metrics with the form $F = \alpha + \beta$, where $\alpha = \sqrt{a_{ij}(x)y^i y^j}$ is a Riemannian metric and $\beta = b_i(x)y^i$ is a 1-form with $\|\beta\|_\alpha < 1$ on the manifold. Randers metrics arise from the general relativity. Kropina metrics form a special kind of Finsler metrics in the form $F = \frac{a}{\sqrt{\beta}}$. Kropina metrics were first introduced by L. Berwald when he studied the two-dimensional Finsler spaces with rectilinear extremal and investigated by Kropina (see [8][9]). Kropina metrics have important and interesting applications in the theory of thermodynamics. Besides, both of Randers metrics and Kropina metrics play an interesting role in the Krivan problem in ecology (11). However, Randers metrics are regular Finsler metrics, but Kropina metrics are the Finsler metrics with singularity. In fact, Kropina metrics are not classical Finsler metrics, but conic Finsler metrics (10,17).

Randers metrics and Kropina metrics can be both expressed as the solution of the Zermelo navigation problem on some Riemannian manifold $(M, h)$ with a vector field $W$. Concretely, assume that $h = \sqrt{h_{ij}(x)y^i y^j}$ and $W = W^i \frac{\partial}{\partial x^i}$ with $\|W\|_h < 1$, then the metric $F$ obtained by solving the following problem

$$h \left( x, \frac{y}{F(x, y)} - W_x \right) = 1.$$  

(1.3)
is a Randers metric given by

\[ F = \frac{\sqrt{\lambda h^2 + W_x^2}}{\lambda} - \frac{W_0}{\lambda}. \]  \hfill (1.4)

Here, \( W_0 := W_i y^i = h(y, W_x) \), \( W_i := h_{ij} W^j \), \( \lambda := 1 - \|W\|^2_h \geq 0 \) and \( \|W_x\|_h = \|\beta_x\|_\alpha \). The condition \( \|W\|_h < 1 \) is essential for obtaining a positive definite Randers metric by Zermelo navigation problem. In this case, we call \((h, W)\) the navigation data of Randers metric \( F = \alpha + \beta \) (see [2][6]). On the other hand, assume that \( W = W^i \frac{\partial}{\partial x^i} \) is a vector field with \( \|W\|_h = 1 \). Then the solution of the Zermelo navigation problem \( (1.3) \) is a Kropina metric given by

\[ F = \frac{h^2}{2W_0}. \]  \hfill (1.5)

In fact, \( F \) given by \((1.5)\) is a conic Kropina metric defined on the conic domain

\[ A = \{(x, y) \in TM \mid h(y, W_x) > 0\} \subset TM. \]

In this case, \((h, W)\) is called the navigation data of conic Kropina metric \( F = \frac{\alpha^2}{\beta} \) and

\[ \alpha^2 = \frac{b^2}{4} h^2, \quad \beta = \frac{b^2}{2} W_0. \]  \hfill (1.6)

Here, \( b := \|\beta\|_\alpha \) denotes the norm of \( \beta \) with respect to \( \alpha \). Conversely, given a conic Kropina metric \( F = \frac{\alpha^2}{\beta} \), put

\[ h_{ij} = \frac{4}{b^2} a_{ij}, \quad W^i = \frac{1}{2} b^i. \]  \hfill (1.7)

Then we can get a Riemannian metric \( h \) and a vector field \( W \) with \( \|W\|_h = 1 \) from \((1.7)\) and \( F \) is just given by \((1.3)\) for \( h \) and \( W \). Thus there is an one-to-one correspondence between a conic Kropina metric \( F \) and a pair \((h, W)\) with \( \|W\|_h = 1 \). It is easy to see that a conic Kropina metric can be regarded as the limit of the navigation problem for Randers metrics when \( \|W\|_h \to 1 \). In the following, we just study conic Kropina metrics and we always use Kropina metric to take place of conic Kropina metric.

The theory on conformal vector fields is one of the core contents of conformal geometry, which plays an important role in differential geometry and physics. In [7], Huang-Mo determined the flag curvature of a Finsler metric \( \tilde{F} \) produced from a Finsler metric \( F \) and its homothetic field \( V \) in terms of the navigation problem. In [14], Shen-Xia studied Zermelo navigation problem on a Randers manifold \((M, F = \alpha + \beta)\) with a conformal vector field \( V \). The solution of the Zermelo navigation problem with navigation data \((F, V)\) is a new Randers metric \( \tilde{F} \). Then they established the relationships between some curvature properties of \( F \) and the corresponding properties of \( \tilde{F} \), in which S-curvature, flag curvature and Ricci curvature were involved. Further, Q. Xia considered a Randers metric \( F \) of Douglas type on a manifold \( M \) and a conformal vector
field $V$ on $(M, F)$. Let $\tilde{F}$ be the Randers metric generated from the navigation data $(F, V)$ by solving navigation problem. Q. Xia established the relationship among the flag curvature of $F$, the flag curvature of $\tilde{F}$ and the conformal vector field $V$ (see [15]).

Motivated by above researches and based on the characterizations of conformal vector fields on Kropina manifolds given in [5], we study Zermelo navigation problem on a Kropina manifold $(M, F) = α^2 β^2$. For a vector field $V$ on Kropina manifold $(M, F)$ with $-V_x \in A_x := \{ y \in T_x M \mid \beta = b_i(x) y^i > 0 \}$, let $\tilde{F}$ be the solution of the Zermelo navigation problem with navigation data $(F, V)$. We firstly prove the following results: when $F(x, -V_x) < 1$, $\tilde{F}$ is a Randers metric; when $F(x, -V_x) = 1$, $\tilde{F}$ is a Kropina metric (for the details, see Theorem 4.2).

Then, we can prove the following theorems.

**Theorem 1.1** Let $F = α^2 β^2$ be a Kropina metric on an $n(\geq 2)$-dimensional manifold $M$ expressed by (1.5) with the navigation data $(h, W)$. Assume that $V$ is a conformal vector field on $(M, F)$ with conformal factor $ρ(x)$, $-V_x \in A_x$ and $F(x, -V_x) < 1$. Let $\tilde{F} = \tilde{F}(x, y)$ be the Randers metric defined from $(F, V)$ by

$$F \left( x, \frac{y}{F(x, y)} - V_x \right) = 1, \quad y \in T_x M. \quad (1.8)$$

Then we have the following.

1. If $F$ is of isotropic $S$-curvature with $S(x, y) = (n + 1)cF(x, y)$, then $\tilde{F}$ is of isotropic $S$-curvature with $\tilde{S}(x, u) = (n + 1)(-ρ)\tilde{F}(x, u)$. In this case, $c$ is actually zero. Here and below, $u := y + F(x, y)V = y + \tilde{F}(x, u)V$.

2. If $F$ is of weakly isotropic flag curvature with $K(x, y) = \frac{4θF(x, y)}{F(x, y)} + κ$, then $\tilde{F}$ is of weakly isotropic flag curvature with $\tilde{K}(x, u) = \frac{3\tilde{θ}F(x, u)}{\tilde{F}(x, u)} + \tilde{κ}$. In this case, $θ = 0$ and $\tilde{θ} = -ρ_x u^m$, $\tilde{κ} = κ - ρ^2 + 2ρ_x (W^m + V^m)$. In particular, when $n \geq 3$, $\tilde{θ} = 0$ and $\tilde{κ} = κ - ρ^2$ is a constant.

3. If $F$ is a weak Einstein metric with Ricci curvature

$$Ric(x, y) = (n - 1) \left\{ \frac{3θ}{F} + κ \right\} F^2(x, y), \quad (1.9)$$

then $\tilde{F}$ is a weak Einstein metric with Ricci curvature

$$\tilde{Ric}(x, u) = (n - 1) \left\{ \frac{3\tilde{θ}}{\tilde{F}(x, u)} + \tilde{κ} \right\} \tilde{F}^2(x, u). \quad (1.10)$$

Here,

$$\tilde{θ} = -ρ_x u^m,$$

$$\tilde{κ} = κ + 3 \frac{θ_m W^m}{2} - ρ^2 + 2ρ_x (W^m + V^m)$$
and \( \kappa = \mu - \frac{3}{2} \theta_i W^i \) is a nonnegative scalar function on \( M \). Besides, here and after,
\[
A_x := \{ y \in T_x M \mid h(y, W_x) > 0 \} = \{ y \in T_x M \mid \beta = b_i(x)y^i > 0 \}.
\]

Similarly, when \( F(x, -V_x) = 1 \), we have the following theorem.

**Theorem 1.2** Let \( F = \frac{\alpha^2}{\beta^2} \) be a Kropina metric on an \( n \geq 2 \) dimensional manifold \( M \) expressed by \( (1.5) \) with navigation data \((h, W)\). Assume that \( V \) is a Killing vector field on \((M, F)\) with \(-V_x \in A_x\) and \( F(x, -V_x) = 1 \). Let \( \tilde{F} = \tilde{F}(x, y) \) be the Kropina metric defined from \((F, V)\) by \( (1.8) \). Then we have the following.

1. If \( F \) is of isotropic \( S \)-curvature with \( S(x, y) = (n + 1)cF(x, y) \), then \( \tilde{F} \) is of isotropic \( S \)-curvature with \( \tilde{S}(x, u) = (n + 1)c\tilde{F}(x, u) \). Actually, in this case, \( c = \tilde{c} = 0 \). Here and below, \( u := y + F(x, y)V = y + \tilde{F}(x, u)V \).

2. If \( F \) is of weakly isotropic flag curvature with \( K(x, y) = \frac{3}{F}(x, y) + \kappa \), then \( \tilde{F} \) is of weakly isotropic flag curvature with \( \tilde{K}(x, u) = \frac{3}{\tilde{F}}(x, u) + \tilde{\kappa} \). In this case, \( \theta = \tilde{\theta} = 0 \) and \( \tilde{\kappa} = \kappa \geq 0 \).

3. If \( F \) is a weak Einstein metric with Ricci curvature
\[
\text{Ric}(x, y) = (n - 1) \left\{ \frac{3\theta}{F} + \kappa \right\} F^2(x, y),
\]
then \( \tilde{F} \) is also a weak Einstein metric with Ricci curvature
\[
\text{\(\tilde{\text{Ric}}\)}(x, u) = (n - 1) \left\{ \frac{3\tilde{\theta}}{\tilde{F}}(x, u) + \tilde{\kappa} \right\} \tilde{F}^2(x, u).
\]
where \( \tilde{\kappa}(x) = \kappa(x) + \frac{3}{2} \left\{ (\theta_m - \tilde{\theta}_m)W^m - \tilde{\theta}_mV^m \right\} \).

The paper is organized as follows. In Section 2, we give some definitions and curvature properties of Randers metrics which are necessary for the present paper. Some useful results on Kropina metrics are given in Section 3. In particular, we characterize weak Einstein Kropina metrics via navigation data in this section. Furthermore, we prove that the solution of Zermelo navigation problem on any Kropina manifold \((M, F)\) with a vector field \( V \) satisfying \( F(x, -V_x) \leq 1 \) must be either a Randers metric or a Kropina metric in Section 4. Finally, we give the proofs of the main theorems in this paper in Section 5.
2 Preliminaries

Let $F$ be a Finsler metric on an $n$-dimensional smooth manifold $M$ and $(x, y) = (x^i, y^i)$ the local coordinates on the tangent bundle $TM$. Let

$$G^i = \frac{1}{4} g^{id} \left\{ [F^2]_{x^m} y^m - [F^2]_{x^i} \right\}$$

be the spray coefficients of $F$. For any $x \in M$ and $y \in T_x M \setminus \{0\}$, the Riemann curvature $R = R^i_k \frac{\partial}{\partial x^i} \otimes dx^k$ is defined by

$$R^i_k = 2 \frac{\partial G^i}{\partial x^k} - y^m \frac{\partial^2 G^i}{\partial x^m \partial y^k} + 2 G^m \frac{\partial^2 G^i}{\partial y^m \partial y^k} - \frac{\partial G^i}{\partial y^m} \frac{\partial G^m}{\partial y^k}.$$

For Finsler manifold $(M, F)$, the flag curvature $K = K(P, y)$ is a function of “flag” $P \subset T_x M$ and “flagpole” $y \in T_x M$ at $x \in M$ with $y \in P$. The flag curvature in Finsler geometry is a natural extension of sectional curvature in Riemannian geometry and is the most important Riemannian geometric quantity in Finsler geometry. A Finsler metric $F$ is said to be of scalar flag curvature if $K = K(x, y)$ is independent of the flag $P$. In particular, we say that Finsler metric $F$ is of weakly isotropic flag curvature if $F$ is of scalar flag curvature if and only if, in a standard local coordinate system,

$$R^i_k = K(x, y) \{ F^2 \delta^i_k - F F^i_k y^i \}.$$

The Ricci curvature of $F$ is defined by $Ric = R^m_m. F$ is called a weak Einstein metric if

$$Ric = (n - 1) \left\{ \frac{3\theta}{F} + \kappa \right\} F^2,$$

where $\theta$ is a 1-form and $\kappa = \kappa(x)$ is a scalar function on $M$. When $\theta = 0$, $F$ is called an Einstein metric.

S-curvature is a very important non-Riemannian quantity in Finsler geometry, which was introduced by Z. Shen when he extended Bishop-Gromov volume comparison theorem to Finsler geometry (see [11]). For a volume form $dV = \sigma_F(x) dx^1 \cdots dx^n$ on $M$, S-curvature is given by

$$S(x, y) = \frac{\partial G^m}{\partial y^m} - y^m \frac{\partial \ln \sigma_F}{\partial x^m}.$$

The S-curvature measures the average rate of change of tangent space $(T_x M, F_x)$ in direction $y \in T_x M$. If $S = (n+1)\{c F + \eta\}$, where $c = c(x)$ is a scalar function and $\eta$ is a closed 1-form on $M$, $F$ is said to be of almost isotropic S-curvature. If $\eta = 0$, that is, $S = (n+1)c F$, we say that $F$ has isotropic S-curvature (see [6]).

For Randers metrics, we have the following important proposition which is necessary for the proofs of our main theorems.
Proposition 2.1 Let $F = \alpha + \beta$ be a Randers metric on a manifold $M$ of dimension $n$ expressed by (1.4) with navigation data $(h, W)$. Then $F$ has isotropic $S$-curvature, $S = (n + 1)c(x)F$, if and only if $W$ satisfies

$$W_{ij} + W_{ji} = -4c(x)h_{ij} \tag{2.3}$$

where $c(x)$ is a scalar function on $M$ and $\mid\mid$ denotes the covariant derivative with respect to the Levi-Civita connection of $h$.

It is a long standing important problem in Finsler geometry to classify Finsler metrics of scalar flag curvature. Bao-Robles-Shen have classified completely strongly convex Randers metrics of constant flag curvature (2). Further, the first author and X. Mo, Z. Shen proved that, for a Finsler metric $F$ of scalar flag curvature, if it is of isotropic $S$-curvature, then $F$ must be of weakly isotropic flag curvature (3). In general, the converse of this conclusion does not necessarily hold except for Randers metrics and Kropina metrics (4-10). Base on the result, the first author and Z. Shen have classified completely the Randers metrics of weakly isotropic flag curvature by navigation data.

Proposition 2.2 Let $F = \alpha + \beta$ be a Randers metric on a manifold $M$ of dimension $n$ expressed by (1.4) with navigation data $(h, W)$. Then $F$ is of weakly isotropic flag curvature

$$K = \frac{3c_z y^m}{F} + \sigma \tag{2.4}$$

if and only if $F$ has isotropic $S$-curvature $S = (n + 1)cF$ and $h$ is of isotropic sectional curvature $K_h = \mu(x)$, where $c(x)$ and $\sigma(x)$ are scalar functions on $M$ and $\mu = \sigma(x) + c^2 + 2c_z W^m$.

Besides, the first author and Z. Shen have also characterized the weak Einstein Randers metrics.

Proposition 2.3 Let $F = \alpha + \beta$ be a Randers metric on a manifold $M$ of dimension $n$ expressed by (1.4) with navigation data $(h, W)$. Assume that $F$ is of isotropic $S$-curvature, $S = (n + 1)cF$. Then $F$ is weak Einstein metric with

$$\text{Ric} = (n - 1) \left\{ \frac{3c_z y^m}{F} + \sigma \right\} F^2, \tag{2.5}$$

if and only if $h$ is an Einstein metric with

$$h\text{Ric} = (n - 1)\mu h^2, \tag{2.6}$$

where $c = c(x)$ and $\sigma = \sigma(x)$ are scalar functions on manifold $M$ and $\mu = \sigma(x) + c^2 + 2c_z W^m$, $h\text{Ric}$ is Ricci curvature of Riemannian metric $h$. 
3 Some useful results on Kropina metrics

In this section, we will introduce some useful results on Kropina metrics which are important for the discussions below.

**Lemma 3.1** (19) For a Kropina metric $F = \frac{\alpha^2}{\beta}$ on an $n$-dimensional manifold $M$, the following are equivalent.

(a) $F$ has an isotropic $S$-curvature, that is, $S = (n + 1)cF$;

(b) $r_{00} = \sigma \alpha^2$;

(c) $S = 0$;

(d) $\beta$ is a conformal form with respect to $\alpha$,

where $c = c(x)$ and $\sigma = \sigma(x)$ are functions on $M$ and $r_{00} := r_{ij}y^iy^j$, $r_{ij} := \frac{1}{2}(b_{ij} + b_{ji})$ and “;” denotes the covariant derivative with respect to the Levi-Civita connection of $\alpha$.

Lemma 3.1 tells us an important fact that a Kropina metric $F$ is of isotropic $S$-curvature if and only if its $S$-curvature vanishes, $S = 0$. On the other hand, X. Zhang and Y. Shen got the following result (see Lemma 4.1, [19]).

**Lemma 3.2** (19) For a Kropina metric $F = \frac{\alpha^2}{\beta}$ with navigation data $(h, W)$, $r_{00} = \sigma(x)\alpha^2$ is equivalent to the following

$$W_{ij} + W_{ji} = 0.$$  (3.1)

Here, “;” denotes the covariant derivative with respect to the Levi-Civita connection of $h$.

Consequently, by Lemma 3.1 and Lemma 3.2, we get the following proposition.

**Proposition 3.3** Let $F = \frac{\alpha^2}{\beta}$ be a Kropina metric on manifold $M$ expressed by (1.5) via navigation data $(h, W)$. Then $F$ is of isotropic $S$-curvature if and only if

$$W_{ij} + W_{ji} = 0,$$  (3.2)

that is, $W$ is a Killing vector field with respect to $h$. In this case, $S = 0$.

In 2013, R. Yoshikawa and S. V. Sabau classified the Kropina metrics of constant flag curvature by navigation data $(h, W)$ and shown that, up to local isometry, there are only two model spaces of them: the Euclidean space and the odd-dimensional spheres (17). More generally, Q. Xia characterized the Kropina metrics of weakly isotropic flag curvature and proved the following result.
Lemma 3.4 (16) Let $F = \frac{a^2}{2}b^2$ be a Kropina metric on an $n(\geq 2)$-dimensional manifold $M$ with the navigation data $(h, W)$. Then $F$ is of weakly isotropic flag curvature $K = \frac{3\theta}{F} + \kappa$ if and only if the sectional curvature of $h$ is a nonnegative scalar function $\mu(x)$ and $W$ is a Killing vector field with respect to $h$. In this case, $K = \kappa = \mu \geq 0$ and $\theta = 0$.

In [19], X. Zhang and Y. Shen studied Enistein Kropina metrics and proved that a Kropina metric $F$ on an $n(\geq 2)$-dimensional manifold $M$ with the navigation data $(h, W)$ is an Einstein metric with $Ric = (n - 1)\sigma F^2$ if and only if $h$ is an Einstein metric with $^hRic = (n - 1)\mu h^2$ and $W$ is a Killing vector field with respect to $h$. In this case, $\sigma = \mu \geq 0$. Moreover, $\sigma$ is a constant for $n \geq 3$. Further, it is not difficult to prove the following lemma which characterizes weak Einstein Kropina metrics and was first mentioned in Remark 5.2 of [10].

Lemma 3.5 Let $F = \frac{a^2}{2}b^2$ be a Kropina metric on an $n(\geq 2)$-dimensional manifold $M$ and $b := \|\beta\|_{\alpha}$ be a constant. Then $F$ is a weak Einstein metric with

$$Ric = (n - 1)\left(\frac{3\theta}{F} + \kappa\right)F^2$$

if and only if $\alpha$ is an Einstein metric with Ricci scalar $\mu = \mu(x)$ and $\beta$ is a Killing 1-form. In this case, $\kappa = \frac{1}{4}(\mu b^2 - 3\theta i b^i) \geq 0$.

Based on Lemma 3.5 we can characterize weak Einstein Kropina metrics via navigation data $(h, W)$ from (1.2).

Theorem 3.6 Let $F = \frac{a^2}{2}b^2$ be a Kropina metric on an $n(\geq 2)$-dimensional manifold $M$ expressed by (1.2) with navigation data $(h, W)$. Then $F$ is a weak Einstein metric with

$$Ric = (n - 1)\left(\frac{3\theta}{F} + \kappa\right)F^2$$

if and only if $h$ is an Einstein metric with $^hRic = (n - 1)\mu(x)h^2$ and $W$ is a Killing vector field with respect to $h$, where $\theta = \theta_i y^i$ is a 1-form and $\kappa$ is a nonnegative scalar function on $M$. In this case, $\kappa = \mu - \frac{3}{2}\theta_i W^i \geq 0$.

Proof. From $F = \frac{a^2}{2}b^2$, let $\bar{F} := \frac{h^2}{W_0}$. Then $F = \frac{1}{2}\bar{F}$ and $Ric = \overline{Ric}$, where $\overline{Ric}$ denotes the Ricci curvature of $\bar{F}$. In this case, $\bar{F}$ is a weak Einstein metric with (3.3) if and only if $\bar{F}$ is a weak Einstein metric with

$$\overline{Ric} = (n - 1)\left(\frac{3\bar{\theta}}{\bar{F}} + \bar{\kappa}\right)\bar{F}^2,$$

(3.4)

where $\bar{\theta} = \frac{1}{2}\theta$ and $\bar{\kappa} = \frac{1}{4}\kappa$.

On the other hand, noticing that $\|W_0\|_h = 1$, by Lemma 3.5 $\bar{F}$ is a weak Einstein metric with (3.4) if and only if $h$ is an Einstein metric with $^hRic = (n - 1)\mu(x)h^2$ and $W_0$ is a Killing 1-form, and $\bar{\kappa} = \frac{1}{4}\{\mu(x)\|W_0\|_h^2 - 3\theta_i W^i\} = \frac{1}{4}\{\mu(x) - 3\theta_i W^i\} \geq 0$. 


\[ \{ \mu(x) - \frac{3}{2} \theta_i W^i \} \geq 0. \] Then we know that \( W \) is a Killing vector field and \( \kappa = \mu - \frac{3}{2} \theta_i W^i \geq 0. \) This completes the proof of the theorem. Q.E.D.

By Proposition 3.3, Lemma 3.4 and Theorem 3.6, it is easy to get the following proposition.

**Proposition 3.7** Every Kropina metric of weakly isotropic flag curvature or weak Einstein Kropina metric on an \( n \geq 2 \)-dimensional manifold has vanishing \( S \)-curvature, \( S = 0. \)

A vector field \( V \) on a Finsler manifold \( (M, F) \) is called a conformal vector field with conformal factor \( \rho = \rho(x) \) if the one-parameter transformation group \( \{ \varphi_t \} \) generated by \( V \) is a conformal transformation group, that is,

\[
F(\varphi_t(x), (\varphi_t)_*y) = e^{2\sigma_t(x)} F(x, y), \quad \forall x \in M, \ y \in T_x M, \tag{3.5}
\]
where \( \sigma_t(x) := \int_0^t \rho(\varphi_s(x)) \, ds. \) In this case, it is easy to see that \( \rho(x) = \frac{d\sigma_t(x)}{dt} \big|_{t=0} \) and \( \sigma_0(x) = 0. \) In particular, \( V \) is called a homothetic vector field on \( M \) if \( \rho \) is constant. \( V \) is called a Killing vector field if \( \rho = 0. \)

**Lemma 3.8** (5) Let \( F = \alpha^2 \) be a Kropina metric on manifold \( M \) given by (1.2) with navigation data \( (\Phi, W) \). Then a vector field \( V \) on \( (M, F) \) is a conformal vector field with conformal factor \( \rho = \rho(x) \) if and only if \( V \) satisfies the following conditions:

\[
V_{ij} + V_{ji} = 4\rho h_{ij}, \tag{3.6}
\]
\[
V^i W_{j|i} + W^i V_{j|i} = 2\rho W^i, \tag{3.7}
\]
where we use \( h_{ij} \) to raise and lower the indices of \( V \) and \( W \) and \( \nabla \) denotes the covariant derivative with respect to the Levi-Civita connection of \( h. \)

From Lemma 3.8 if \( V \) is a conformal vector field with conformal factor \( \rho = \rho(x) \) on \( (M, F = \alpha^2) \), then \( V \) is a conformal vector field with conformal factor \( \rho = \rho(x) \) on \( (M, h). \)

### 4 An important fundamental theorem

In this section, we will give an important theorem, which will provide an important basis for Theorem 1.1 and Theorem 1.2.

By the proof of Lemma 4.1 in [14], we can actually get the following useful lemma.

**Lemma 4.1** Let \( \Phi(x, y) \) be a Finsler metric on a manifold \( M \) and \( W \) be a vector field on \( M \) with \( \Phi(x, -W_x) \leq 1. \) Suppose \( F(x, y) \) is a Finsler metric defined from navigation data \( (\Phi, W) \) by (1.2) and \( V \) is a vector field on \( M \) with
$F(x, -V_x) \leq 1$. Then the Finsler metric $\tilde{F}(x, y)$ defined from navigation data $(F, V)$ by

$$F \left( x, \frac{y}{\tilde{F}(x, y)} - V_x \right) = 1$$  \hspace{1cm} (4.1)$$

satisfies the following identity,

$$\tilde{F}(x, u) = \Phi(x, u - \tilde{F}(x, u)(W + V)),$$  \hspace{1cm} (4.2)$$

where $u = y + F(x, y)V$. That is, $\tilde{F}$ is just the solution of navigation problem with navigation data $(\Phi, W + V)$. In this case, $\tilde{F}(x, u) = F(x, y)$.

According to Lemma 1.1, we can determine the solution of Zermelo navigation problem on a Kropina manifold $(M, F)$ with navigation data $(h, W)$. In this case, $\|W\|_h = 1$. Hence, at each point $x \in M$, the indicatrix $S_F = S_h + \{W\}$ passes thorough the origin $x$ of $T_x M$.

**Theorem 4.2** Let $F = \frac{\alpha^2}{\beta}$ be a Kropina metric on manifold $M$ given by (1.5) with navigation data $(h, W)$. Suppose $V$ is a vector field on $M$ with $-V_x \in A_x$ and $F(x, -V_x) \leq 1$. Let $\tilde{F}$ be the solution of (4.1) with navigation data $(F, V)$. Then we have the following.

1. **If** $F(x, -V_x) < 1$, **then** $\tilde{F}$ is a Randers metric.
2. **If** $F(x, -V_x) = 1$, **then** $\tilde{F}$ is a Kropina metric.

**Proof.** By the assumption, we have

$$F = \frac{\alpha^2}{\beta} = \frac{h^2}{2W_0},$$

where $h^2 = \frac{4}{b^2}\alpha^2$, $W_0 = \frac{2}{b^2}\beta$, $b := \|\beta\|_\infty$ and $\|W\|_h = 1$. In this case, the assumption that $-V_x \in A_x$ implies the following

$$F(x, -V_x) = \frac{\|V_x\|_h^2}{-2W_1V_1} > 0.$$  \hspace{1cm} (4.3)$$

Furthermore, by Lemma 1.1 and the assumption, $\tilde{F}$ is just the solution of the navigation problem with navigation data $(h, W + V)$.

**Case I.** $F(x, -V) < 1$. In this case, by (4.3),

$$\|V_x\|_h^2 + 2W_1V_1 < 0.$$  \hspace{1cm} (4.3)$$

By $\|W\|_h = 1$, we get

$$\|V_x\|_h^2 + 2W_1V_1 + \|W\|_h^2 < 1,$$

which implies that $\|V + W\|_h < 1$. Hence, $\tilde{F}$ is a Randers metric with navigation data $(h, V + W)$.
Case II. $F(x, -V) = 1$. In this case, by (4.3),
\[
\|V_x\|^2_h + 2W_i V^i = 0.
\]
By $\|W\|_h = 1$, we get
\[
\|V_x\|^2_h + 2W_i V^i + \|W\|^2_h = 1,
\]
which implies that $\|V + W\|_h = 1$. Hence, $\tilde{F}$ is a new Kropina metric with navigation data $(h, V + W)$. Q.E.D.

The following corollary is obvious.

**Corollary 4.3** Let $F = \frac{\alpha^2}{\lambda}$ be a Kropina metric on manifold $M$ given by (1.5) with navigation data $(h, W)$. Suppose $V$ is a vector field on $M$ with $-V_x \in A_x$ and $F(x, -V_x) \leq 1$. Let $\tilde{F}$ be the solution of (4.1) with navigation data $(F, V)$. Then we have the following.

1. If $F(x, -V_x) < 1$, then $\tilde{F}$ is a Randers metric given by
\[
\tilde{F} = \sqrt{\frac{\lambda h^2 + W_0^2}{\lambda}} + \frac{W_0}{\lambda},
\]
where $\tilde{W}_0 := V_0 + W_0$ and $\tilde{\lambda} := -\left(\|V_x\|^2_h + 2W_i V^i\right) > 0$.

2. If $F(x, -V_x) = 1$, then $\tilde{F}$ is a new Kropina metric given by
\[
\tilde{F} = \frac{h^2}{2W_0},
\]
where $\tilde{W}_0 := V_0 + W_0$. In this case, $\|V + W\|_h = 1$.

**Remark 4.4** In Theorem 4.2, the condition that $-V_x \in A_x$ means that, at each point $x \in M$, the parallel shift $S_F + \{V\}$ of the indicatrix of $F$ contains the origin $x$ of $T_x M$ when $F(x, -V_x) < 1$, while $S_F + \{V\}$ passes through the origin $x$ of $T_x M$ when $F(x, -V_x) = 1$. In fact, when $F(x, -V_x) = 1$, the endpoint of $-V_x$ on $S_F$ will coincide with the origin $x$ after parallel shift along $V_x$.

## 5 Proofs of Theorem 1.1 and Theorem 1.2

In this section, we will give the proofs of Theorem 1.1 and Theorem 1.2.

**Proof of Theorem 1.1**. Firstly, we should remember that $\tilde{F}$ is just the solution of the navigation problem with navigation data $(h, W)$ satisfying $\|W + V\|_h < 1$ by Theorem 1.2.

By the assumption, $V$ is a conformal vector field of $F$ with conformal factor $\rho(x)$. Then, by Lemma 3.8 we have
\[
V_{ij} + V_{ji} = 4\rho h_{ij},
\]
(5.1)
which implies that $V$ must be a conformal vector field of $h$ with conformal factor $\rho(x)$.

(1) Since $F$ is of isotropic $S$-curvature, $S = (n + 1)c(x)F$, by Proposition 3.3

$$W_{ij} + W_{ji} = 0,$$  \hspace{1cm} (5.2)

that is, $W$ is a Killing vector field with respect to $h$. In this case, $S = 0$, that is, $c = 0$.

Adding (5.1) and (5.2) yields

$$(V_i + W_i)_{ij} + (V_j + W_j)_{ij} = 4\rho h_{ij}.$$  \hspace{1cm} (5.3)

By Proposition 2.1 and (5.3), we know that $\tilde{F}$ has isotropic $S$-curvature with $\tilde{S} = (n + 1)(-\rho)\tilde{F}$.

(2) Since $F$ is of weakly isotropic flag curvature, $K(x, y) = 3\theta F + \kappa$, by Lemma 3.4, the sectional curvature of $h$ is a nonnegative scalar function, $K_h = \mu(x) \geq 0$ and $W$ is a Killing vector field on $M$. In this case, $\theta = 0$ and $K(x, y) = \kappa = \mu$.

From Proposition 3.7, $F$ has vanishing $S$-curvature. Then, by (1), we know that $\tilde{F}$ has isotropic $S$-curvature with $\tilde{S} = (n + 1)(-\rho)\tilde{F}$. Thus, by Proposition 2.2, we can conclude that $\tilde{F}$ is of weakly isotropic flag curvature with

$$\tilde{K} = \frac{3\tilde{\theta}}{\tilde{F}}(x, y) + \tilde{\kappa},$$

where $\tilde{\theta} = -\rho_x y^m$ and $\tilde{\kappa} = \kappa - \rho^2 + 2\rho_x (W^m + V^m)$. In particular, when $n \geq 3$, by Theorem 1.3 in [9], $V$ is a homothetic vector field on $M$, which means that $\rho$ is a constant. Hence, in this case, $\tilde{\theta} = 0$ and $\tilde{\kappa} = \kappa - \rho^2$ is a constant.

(3) Because $F$ is a weak Einstein metric with $\tilde{K}$, from Theorem 3.6 $h$ is an Einstein metric with Ricci curvature $\hat{Ric} = (n - 1)\mu(x)h^2$ and $W$ is a Killing vector field. In this case, $\kappa = \mu - \frac{3}{2}\theta W^i \geq 0$ and $F$ has isotropic $S$-curvature from Proposition 3.3.

By (1) again, we know that $\tilde{F}$ is also of isotropic $S$-curvature with $\tilde{S} = (n + 1)(-\rho)\tilde{F}$. Then, from Proposition 2.3, we can assert that $\tilde{F}$ is a weak Einstein metric with

$$\hat{Ric} = (n - 1)\left\{\frac{3\hat{\theta}}{\hat{F}} + \hat{\kappa}\right\}\hat{F}^2,$$

where $\hat{\theta} = -\rho_x y^m$, $\hat{\kappa} := \mu - \rho^2 + 2\rho_x (W^m + V^m) = \kappa + \frac{3}{2}\theta_m W^m - \rho^2 + 2\rho_x (W^m + V^m)$.

In sum, considering the corresponding relationship between the points $(x, y)$ and $(x, u)$ established in Lemma 4.1, we obtain Theorem 1.1. Q.E.D.

The following is the proof of Theorem 1.2.

**Proof of Theorem 1.2.** Similar to the proof of Theorem 1.1, $\tilde{F}$ is just the solution of the navigation problem with navigation data $(h, W + V)$ satisfying $\|W + V\|_h = 1$ by Theorem 4.2.
By the assumption, $V$ is a Killing vector field of $F$. Then, by Lemma 3.8, $V$ must be a Killing vector field of $h$, that is,

$$V_{ij} + V_{ji} = 0.$$ \hfill (5.4)

(1) If $F$ is of isotropic $S$-curvature with $S(x, y) = (n + 1)cF(x, y)$, by Proposition 3.3, $W$ is a Killing vector field with respect to $h$,

$$W_{ij} + W_{ji} = 0.$$ \hfill (5.5)

In this case, $S = 0$, that is, $c = 0$.

Adding (5.4) and (5.5) yields

$$(V_i + W_i)_j + (V_j + W_j)_i = 0,$$

which means that $V + W$ is still a Killing vector field of $h$. By Proposition 3.3 again, we know that $F$ has vanishing $S$-curvature, $S = 0$.

(2) If $F$ is of weakly isotropic flag curvature, $K(x, y) = 3\theta F(x, y) + \kappa$, by Lemma 3.4, the sectional curvature of $h$ is a nonnegative scalar function $K_h = \mu(x)$ and $W$ is a Killing vector field with respect to $h$. In this case, $\theta = 0$ and $K(x, y) = \kappa = \mu \geq 0$.

From (1), $W + V$ is still a Killing vector field of $h$. Then, by Lemma 3.4 again, we conclude that $\tilde{F}$ is of weakly isotropic flag curvature $\tilde{K}(x, y) = \frac{3\theta}{F(x, y)} + \tilde{\kappa}$ and $\tilde{\theta} = 0$, $\tilde{K}(x, y) = \tilde{\kappa} = \kappa = \mu(x) \geq 0$.

(3) Because $F$ is a weak Einstein metric with (1.11), $h$ is an Einstein metric with $hRic = (n - 1)\mu h^2$ and $W$ is a Killing vector field from Theorem 3.6. In this case, $\kappa = \mu - 3\theta W^i \geq 0$ and $F$ has isotropic $S$-curvature from Proposition 3.3.

Further, it is easy to see that $W + V$ is still a Killing vector field of $h$. Hence, by Theorem 3.6 again, $\tilde{F}$ is a weak Einstein metric with

$$\tilde{Ric}(x, y) = (n - 1) \left\{ \frac{3\theta}{F(x, y)} + \tilde{\kappa} \right\} \tilde{F}^2(x, y).$$

Here $\tilde{\theta}$ is a 1-form and $\tilde{\kappa}$ is a nonnegative scalar function on $M$. In this case,

$$\tilde{\kappa} := \mu - \frac{3\theta}{F(x, y)} (W^m + V^m) = \kappa + \frac{3}{2} \left\{ (\theta_m - \tilde{\theta}_m)W^m - \tilde{\theta}_m V^m \right\}.$$

Also, because of the corresponding relationship between the points $(x, y)$ and $(x, u)$ established in Lemma 1.1, we obtain Theorem 1.2. Q.E.D.
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