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The quantum approximate optimization algorithm (QAOA) is a leading iterative variational quantum algorithm for heuristically solving combinatorial optimization problems. A large portion of the computational effort in QAOA is spent by the optimization steps, which require many executions of the quantum circuit. Therefore, there is active research focusing on finding better initial circuit parameters, which would reduce the number of required iterations and hence the overall execution time. While existing methods for parameter initialization have shown great success, they often offer a single set of parameters for all problem instances. We propose a practical method that uses a simple, fully connected neural network that leverages previous executions of QAOA to find better initialization parameters tailored to a new given problem instance. We benchmark state-of-the-art initialization methods for solving the MaxCut problem of Erdős–Rényi graphs using QAOA and show that our method is consistently the fastest to converge while also yielding the best final result. Furthermore, the parameters predicted by the neural network are shown to match very well with the fully optimized parameters, to the extent that no iterative steps are required, thereby effectively realizing an iterative-free QAOA scheme.

1 Introduction

Quantum computers are currently found in the so-called noisy intermediate-scale quantum (NISQ) era, comprising a small number of qubits and high error rates that accumulate rapidly with the number of operations [1]. A popular family of quantum algorithms in the NISQ era is the variational quantum algorithms (VQAs), which offer a heuristic approach for solving optimization problems [2]. VQAs use relatively shallow quantum circuits and are, therefore, more resilient to noise compared to standard quantum algorithms [3]. They employ quantum circuits of parameterized gates that are updated, by means of classical computation, to reach an optimum of a predefined objective function [4]. The quantum approximate optimization algorithm (QAOA) is a particular VQA designed specifically to solve approximate combinatorial optimization problems [5, 6, 7], which are of high importance for various fields in both industry and academia [8, 9].

In VQAs and QAQA in particular, each optimization step involves thousands of circuit executions, so reducing the number of optimization steps is highly desirable. Choosing a proper QAOA parameters can improve both the convergence rate [10, 11] and the accuracy of the final solution [5, 11]. Finding better initial parameters for the QAOA circuit is thus a matter of active research [7, 10, 11, 12, 13, 14, 15, 16].

Most initialization methods offer a single, common, set of parameters for all problem instances [7, 12, 10, 14]. This is a pragmatic approach and often very successful in reducing the number of required QAOA iterations. Nevertheless, it inherently ignores important relations between problem instances and their optimal parameters. These relations, which are based on the infor-
mation carried by the particular description of each problem instance, can potentially be utilized to save further iterations. Other methods that manage to personalize the initial parameters per problem instance [11, 15] show an impressive improvement, exponentially better compared to a random parameter initialization [11], yet at a high cost of many additional quantum circuit executions. These findings entail that using a different initialization per problem instance is beneficial and motivate the exploration of more cost-effective schemes for generating personalized parameters for each problem instance.

The goal of this paper is to reduce the number of required QAOA iterations without compromising algorithm performance and without invoking any additional quantum circuit executions, by using better initialization parameters.

We propose a practical approach based on neural network (NN) that predicts appropriate initialization parameters for QAOA per problem instance. The NN takes as input a predefined encoding of the problem instance and outputs the corresponding QAOA parameters. To that end, the NN is trained using past results of QAOA optimizations as labeled data. We evaluate our method on the standard MaxCut benchmark; the method can be similarly applied to other problems.

This study provides the following contributions: (a) it demonstrates that the QAOA’s variational parameters can be learned efficiently and robustly by a simple NN for the MaxCut problem without any additional quantum computation; (b) the proposed learning scheme is empirically shown to outperform state-of-the-art QAOA initialization methods in terms of the approximation ratio and convergence speed; (c) using the proposed method may relinquish the need for any further optimization of the quantum circuit altogether, potentially saving many costly quantum circuit executions; and (d) we show that these advantages become more profound as the size of the problem (the number of nodes in the graph) increases.

The paper is structured as follows: Sec. 2 provides the relevant background. It describes the QAOA algorithm, the MaxCut problem, and previous works on parameter initialization for the QAOA circuit. Sec. 3 introduces our proposed method. Sec. 4 benchmarks several initialization techniques alongside our method and provides a detailed comparison of their performances. Finally, we discuss the central advantages of the proposed method for the NISQ era in Sec. 5.

2 Background

2.1 The quantum approximate optimization algorithm (QAOA)

The QAOA can be regarded as a time-discretization of adiabatic quantum computation [5, 7, 17], whose $p$-layers circuit Ansatz constructs the following state:

$$
|\psi_p(\vec{\beta}, \vec{\gamma})\rangle = \left[\prod_{l=1}^p e^{-i\vec{\gamma}_l H_M} e^{-i\vec{\beta}_l H_C}\right]|+\rangle^\otimes N (1)
$$

where $N$ is the number of qubits. $H_C$ is called the problem Hamiltonian, which is defined uniquely by the specific problem we are trying to solve (see below for the MaxCut problem example), and $H_M$ is called the mixer Hamiltonian, provided in the same form for all problems, and given by $H_M = \sum_{n=1}^N \sigma_n^x$, where $\sigma_n^j$ is the Pauli operator $j$ that acts on qubit $n$. Finally, $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ is the $+1$ eigenstate of $\sigma^z$. The $p$-dimensional vectors $\vec{\beta}$ and $\vec{\gamma}$ are the variational real parameters that correspond to $H_M$ and $H_C$, respectively. The objective cost function is determined by the expectation value of the problem Hamiltonian

$$
F_p(\vec{\beta}, \vec{\gamma}) = \langle \psi_p(\vec{\beta}, \vec{\gamma}) | H_C | \psi_p(\vec{\beta}, \vec{\gamma}) \rangle , (2)
$$

and we denote the optimal parameters by $(\vec{\beta}^*, \vec{\gamma}^*)$, with which the optimal solution is attained:

$$
(\vec{\beta}^*, \vec{\gamma}^*) = \arg \text{opt } F_p(\vec{\beta}, \vec{\gamma}). (3)
$$

QAOA is an iterative algorithm: it starts with an initial guess of the $(\vec{\beta}, \vec{\gamma})$ parameters, then the expectation value of the problem Hamiltonian of Eq. 2 is evaluated by repeated measurements of the same circuit to reach a certain level of statistical accuracy. Once the cost function is calculated, the $(\vec{\beta}, \vec{\gamma})$ parameters are updated towards the next iteration by a classical optimizer so as to optimize $F_p(\vec{\gamma}, \vec{\beta})$. The overall QAOA iterative process requires many executions of the quantum circuit; first, reaching a satisfactory level of statistical error $\epsilon$ typically requires $O(\epsilon^{-2})$ shots [18].
To keep the same level of accuracy, the number of shots grows with the system size; it was recently estimated to grow exponentially with size [19]; second, the optimization process requires additional circuit executions: if the optimizer is gradient-based, then the derivative of the cost function with respect to the ($\hat{\beta}$, $\hat{\gamma}$) parameters must also be calculated at each iteration, requiring many additional executions of the quantum circuit to evaluate the gradients, e.g., by following the so-called “parameter shift rule” [20, 21]. Alternatively, gradient-free optimizers can avoid the calculations of the derivatives, yet at a high cost of many more optimization iterations [22]. The iterative QAOA process thus requires many executions of the quantum circuit and each optimization step that can be avoided translates directly into a significant reduction in computational resources.

2.2 The MaxCut problem

The maximum-cut (MaxCut) problem is an NP-hard combinatorial problem that has become the canonical problem to benchmark QAOA [10, 23]. It is defined over an undirected graph $G = (V, E)$, where $V = 1, 2, ..., N$ denotes the set of nodes, and $E$ is the set of edges. The (unweighted) maximum cut objective is the partition of the nodes into two groups $\{+1, -1\}$, such that the number of edges connecting nodes from the two different groups is maximal.

Within QAOA, the problem Hamiltonian $H_C$ that corresponds to the MaxCut problem is given by [5]:

$$H_C = \frac{1}{2} \sum_{(i,j) \in E} \left(1 - \sigma_i^z \sigma_j^z\right),$$

such that an edge $(i,j)$ contributes to the sum if and only if the $(i,j)$ qubits are measured anti-aligned.

The common performance metric of QAOA for the MaxCut problem is the approximation ratio:

$$r = \frac{F_p(\tilde{\beta}^*, \tilde{\gamma}^*)}{C_{max}}$$

where $C_{max}$ is the maximum cut of the graph.

2.3 QAOA initialization techniques

The attempt to find optimal parameters for QAOA, which would require a minimum number of optimization steps for solving the MaxCut problem, is currently an extensive research topic.

The most intuitive initialization scheme is linear, where the ($\hat{\beta}, \hat{\gamma}$) parameters vary linearly from one layer to the other, such that $\beta$ is gradually turned off and $\gamma$ is turned on. This linear approach is inspired by adiabatic quantum computation [17]: the circuit begins from the ground state of the mixer Hamiltonian and aims at reaching the ground state of the problem Hamiltonian. While very simple and computationally efficient, the linear solution can be sub-optimal, see e.g., [10, 23]. As an alternative approach, several initialization methods selected the same set of parameters for common type graph instances, such as regular graphs [7, 12, 10, 14, 24]. For example, it was suggested in [7] to use a batches optimization method, in which initial parameters are found by optimizing batches of graphs in parallel. This way, the parameters fit multiple graphs and should also fit new graphs. The problem, however, with such homogeneous methods is that in practice, the optimal parameters change from one graph instance to another, even within the same family of graphs [10]. Such non-personalized methods ignore by construction possible relations between specific problem instances and their corresponding optimal parameters.

Indeed, other studies have suggested using a different, personalized set of parameters for each problem instance. One method suggested initializing a $p+1$ layers circuit based on the optimized $p$ layers circuit. This proved useful [10]: for 3-regular graphs, the number of optimization steps reduced exponentially, from $2^{O(p)}$ for random parameter initialization to $O(poly(p))$ [10]. However, it required the full optimization of the $p$ layers circuit. Similarly, Ref. [15] used a regression model to predict the initial parameters of QAOA for a circuit with $p \geq 2$, given the optimized parameters for the corresponding single layer circuit, i.e. $p = 1$. This requires the generation of an optimized dataset for both the one-layer circuit and the desired $p$-layers circuit; Moreover, given a new problem instance, this method requires full optimization of its single-layer circuit. Recently, it was shown that reusing the optimal parameters of small graph instances can be beneficial for solving the MaxCut problem of larger graph instances, when using single-layer QAOA circuits ($p = 1$) [25]. This is due to the confined combi-
natorial number of small regular subgraphs with radius \( p \) (the connection between the number of circuit’s layers and the performance on \( p \)-radius graphs was analyzed in [5] and is also addressed here, in Sec. 4.4). However, for \( p > 1 \) the combinatorial number of subgraphs increases rapidly and the method becomes less practical.

The Trotterized quantum annealing (TQA) is an initialization protocol that personalizes the initial parameters for a new problem instance by running the quantum circuit on many different linear initializations and choosing the initial parameters that achieve the best result [11]. Another approach proposed in [24] is a multi-start method in which the objective function is evaluated in different places in the parameters domain by using gradient-free optimizers. They show that it is possible to reach good minima with finite number of circuit evaluations. These methods perform well but at a high computational cost per problem instance, as they optimize the initial parameters for each new problem instance. In particular, they do not leverage the knowledge obtained from previous QAOA optimizations.

Several methods used machine learning techniques to improve the performance of QAOA. For example, several studies have attempted to facilitate the optimization step by replacing the standard classical optimizers with reinforcement learning methods and meta-learning algorithms [13, 26, 27, 28, 29, 30, 31]. Egger et al. proposed the warm-start QAOA algorithm, where the qubits are initialized in an approximated solution instead of the uniform superposition as typically done in QAOA [32]. Jain et al. used a graph neural network (GNN) for predicting the probability of each node being on either side of the cut in order to initialize warm-start QAOA [33]. Unlike these methods, we use NN only to predict the initial parameters. Since we do not alter the optimization process, our method can be applied together with any of the other methods.

3 The Method

Given a combinatorial optimization problem, we predict the best initialization parameters for QAOA for a new particular problem instance, as illustrated in Fig. 1. We use a simple, fully connected neural network (NN) that takes as an input an encoding of the problem instance and predicts an initialization parameters for that specific instance. The encoding of the problem instances may vary from one combinatorial problem to another. In our case of solving the MaxCut problem we encode each graph instance by its adjacency matrix, which is then fed to the network, as described below.

The method is based on the assumption that the QAOA was already applied on \( n \) different problem instances \( S = \{ s_i \}_{i=1}^n \), and that both the set of instances and the set of the corresponding final parameters \( P = \{ \tilde{\beta}_i, \tilde{\gamma}_i \}_{i=1}^n \) were saved and can be used as labeled data for the NN training. This allows us to exploit past QAOA calculations for predicting the initial parameters \((\tilde{\beta}_{\text{new}}, \tilde{\gamma}_{\text{new}})\) for a new problem instance.

Formally, we train a neural network \( f_\theta \) to map each problem instance from \( S \) to its optimal circuit parameters from \( P \). The input of the NN encodes the problem instance and the NN output is a vector of size \( 2p \), where \( p \) is the number of layers in the quantum circuit: \( p \) parameters for \( \tilde{\beta} \) and \( p \) parameters for \( \tilde{\gamma} \). The neural network parameters \( \theta \) are trained to minimize the \( L_2 \) norm

\[
\theta = \arg \min_\theta \sum_{i=1}^n || f_\theta(s_i) - (\tilde{\beta}_i, \tilde{\gamma}_i) ||_2. \tag{6}
\]

Finally, once the neural network is trained, predicting the initial parameters for a QAOA calculation of a new problem instance is done by setting \((\tilde{\beta}_{\text{new}}, \tilde{\gamma}_{\text{new}}) = f_\theta(s_{\text{new}})\).

In comparison to previous methods, which either offer a fixed set of parameters for all problem instances or personalize the parameters per problem instance, but at a high cost of extra quantum circuit execution, our scheme manages, by design, to personalize the parameters per problem instance with no such extra cost. This is an \textit{a-priori} advantage. In the next section the empirical performance of the methods is examined.

3.1 Applying to the MaxCut problem

We exemplify our method on the MaxCut problem. We encode each problem instance, i.e., a graph, by its adjacency matrix. The matrix is reshaped into a one-dimensional vector of length \( \frac{N(N-1)}{2} \), which is given as an input to the NN.
4 Results

4.1 Setup, benchmarking, and implementation details

Setup

We test the proposed method by solving the MaxCut problem for Erdős–Rényi graphs of \( N = 6 - 16 \) nodes. In an Erdős–Rényi graph, each edge \((i,j)\) exists with a certain probability, independently from all other edges. We consider two different graph ensembles: (a) **constant Erdős–Rényi graphs** - where the existing probability for each edge is constant and equals \( p = 0.5 \), for all graphs; (b) **random Erdős–Rényi graphs** - where the edge probability changes between graphs but remains the same for all edges within a graph: for each graph, we uniformly sample a probability in the range \( p \in \{0.3, 0.9\} \) and assign it to all the edges. While the first, constant probability setup is the most commonly considered in the literature, see e.g., [11], the latter setup with a random edge probability, better represents natural, real-world scenarios, where the probability for creating a connection between nodes depends on variables that may vary across graphs. For example, if the nodes of the graph represent people and a connection indicates an interaction between two people, then the probability of the interaction usually varies depending on external variables, such as place, age, culture, etc., and varies between different communities.

Benchmarking

To evaluate the proposed initialization method, we compare its performance to those of four initialization methods: (a) the batches optimization method [7]; (b) the Trotterized quantum annealing (TQA) initialization procedure [11] with a predefined \( \Delta t \); (c) a simple linear method; and (d) an average method. The first two methods [7, 11] are state-of-the-art methods, described in Sec. 2.3, whereas the latter two are simpler yet natural baselines. We chose to focus on the batches and the TQA optimization methods because they are the best initialization methods known to date that, given a new test graph, do not require any additional computational effort, as is also the case in our proposal.

To enable the comparison, we implemented all four benchmark methods, as follows. In the batches optimization method, the QAOA initial parameters are determined by finding a fixed, optimized set of parameters for a large training set of graphs that are optimized in parallel. This set of optimized parameters is then used as the initialization point for new test graphs. We implemented the batches optimization method, where we used 200 training graphs for each setup choice, i.e., \{graph ensemble (random or constant ER), number of qubits, and number of layers\}. This is the same training set size used in Ref. [7], which we explicitly verified is sufficient, in the sense that optimizing over a larger set did not yield parameters that performed better on the test set.

The TQA initialization procedure takes the following linear form:

\[
\beta_l = \left(1 - \frac{l}{p}\right) \Delta t, \quad \gamma_l = \frac{l}{p} \Delta t, \quad (7)
\]

where \( l = 1 \ldots p \) indicates the layer’s number in the quantum circuit. In the complete TQA protocol, the hyperparameter \( \Delta t \) is determined by performing a simple grid search that optimizes the overall performance for each graph. This requires extra quantum circuit executions for each new graph instance, which we wanted to avoid to enable a fair comparison. It was numerically observed in
Ref. [11] that for graph ensembles of similar nature (e.g., regular unweighted graphs, weighted regular graphs, and constant ER graphs) the optimal value of $\Delta t$ does not vary by much. Therefore, in our experiments, for each kind of ensemble (constant and random ER), number of nodes $n$, and number of layers $p$, we performed the complete TQA protocol over 50 training graphs and averaged their results to find a single $\Delta t^*$ that optimizes the overall performance. We then used this optimized $\Delta t^*$ to evaluate the performance of TQA on new graphs. See Sec. A in the appendix for more details.

We also implemented the simpler baselines: (a) a linear initialization in which $\beta$ decreases linearly from $\frac{\gamma}{p}(1 - \frac{1}{p})$ to $\frac{\gamma}{p}$ and $\gamma$ increases linearly from $\frac{\pi}{p}$ to $\pi(1 - \frac{1}{p})$. This schedule is similar to the TQA one but simpler, as it employs no further hyper-parameters. The reason for this particular choice is the periodicity of $\beta_i \in [0, \frac{\pi}{2}]$ and $\gamma_i \in [0, 2\pi]$ when plugged into Eq. 2. Note that a similar choice was made in [10, 34]; (b) an average initialization, which takes the optimal parameters of 100 training graphs and averages them. This initialization method has not yet been addressed in the literature. Yet, it is natural to consider it once we have independent sets of optimized $(\beta, \gamma)$ parameters, as we do in this work. Moreover, our numerical results indicate that, given its simplicity and performance, this is a relatively good choice. We further tried a random initialization scheme, but it performed poorly, starting at a low approximation ratio and reaching suboptimal local minima after optimization. Thus, it is not shown here.

**Implementation Details**

We built a dataset of 5,000 graphs for each setup combination, namely the size of the graph, number of layers, and sampling technique, as described above. In particular, we considered Erdős–Rényi (ER) graphs of sizes 6 to 16 nodes, whose edges are sampled randomly at a probability of 0.5 or using a random uniform probability in the range [0.3, 0.9]. Then, we optimized each graph’s MaxCut solution by the QAOA algorithm, using the BFGS classical optimizer [35, 36, 37, 38], where we used the full TQA algorithm to initialize our $(\beta, \gamma)$ parameters. Using this procedure, we built a labeled training set of $\{\text{graph, optimized } (\beta, \gamma) \text{ parameters}\}$ pairs, with which we trained the neural network. All our QAOA circuit executions were performed on Qiskit’s noiseless statevector simulator [39].

For all setups, we used the same simple 3-layer network architecture: the input layer is composed of $\frac{N(N-1)}{2}$ neurons, so as to encode the adjacency matrix of an undirected graph of $N$ nodes, the hidden layer has 100 neurons, and the output layer has $2p$ neurons that encode the learned $(\beta, \gamma)$ parameters of the optimized QAOA circuit.

### 4.2 Constant Erdős–Rényi

We begin with ER graphs with $N = 14$ nodes generated with a constant edge probability of 0.5. Fig. 2a compares the performance of the proposed NN method with those of: (a) the batches optimization method [7]; (b) the TQA initialization procedure [11]; (c) the linear method, and (d) the average method, as described above. Each point in the graph indicates the averaged approximation ratio achieved by a 2-layer QAOA circuit over 50 test graphs as a function of the QAOA optimization step iterations. The standard error of the mean is less than 0.47% and is not displayed in the figure for visual clarity.

It is seen that prior to the QAOA optimization steps, at the 0’th iteration, each method reaches a different approximation ratio and that all methods improve from one iteration to another until converging to the same approximation ratio. Yet, each method converges at a different rate. Fig. 2a demonstrates that, compared to all other methods, the NN method begins at a better approximation ratio and converges the fastest. This means that the NN learns to predict adequate $(\beta, \gamma)$ parameters, given the adjacency matrix of a test graph. In fact, it can be observed that the initial approximation ratio performance of our NN method is so close to the final parameters that hardly any optimization step is required.

It is also observed that the simple average method is the second best approach for the constant ER ensemble with an edge probability of $p = 0.5$. This implies that the distribution over the $(\beta, \gamma)$ parameters is rather confined. What would be the effect of a more widespread ensemble distribution on our results? To check that, we next examine the performance of the benchmark initialization methods, alongside the NN one, on a random ER ensemble.
4.3 Random Erdős–Rényi

So far we tested our method in the standard setup: graphs are randomly drawn from ER with an edge probability of 0.5. We now expand this setup by assigning each graph with an edge probability that is sampled uniformly from the interval $[0.3, 0.9]$. This way, we increase the diversity between the graphs, making it more realistic and challenging to guess good initial parameters \cite{10, 11, 25}.

Fig. 2b shows the performance of all our benchmark methods in the case of such a random-ER graph ensemble. The results resemble those of the constant-ER ensemble, with similar trends. In particular, the NN method begins from the highest approximation ratio and converges faster than all other methods. Yet, in the random-ER case, the differences between the methods are much more pronounced. First, it is seen that, in contrast to the constant-ER case, not all methods converge to the same approximation ratio, with the simple linear method reaching the lowest approximation ratio. Moreover, all methods, except for the NN one, exhibit a much slower convergence rate than the constant-ER scenario. The performance of the NN method is manifested in the achievable approximation ratio at the zero’th iteration, showing a significant approximation ratio gap of roughly 3% from the second-best result obtained by the batches optimization method.

This is not surprising: the NN method is designed to predict the best $(\vec{\beta}, \vec{\gamma})$ parameters per graph instance, i.e., to personalize its performance. This is in contrast to all the benchmark methods, which essentially suggest a fixed set of $(\vec{\beta}, \vec{\gamma})$ parameters for all the test graphs, independent of the particular graph’s structure. It should be noted that, in principle, the TQA has the capacity of personalizing over a particular graph, by searching for the optimal $\Delta t$ that maximizes its results. However, as explained in Sec. 4.1, this search of $\Delta t$ for each graph comes at a very high computational cost per graph, which we aim to avoid.

It is seen in Fig. 2b that also in the more challenging case of random-ER graphs, the NN method requires merely a single iteration to converge. In contrast, the TQA, which converges the fastest out of all other methods, requires about 8-12 iterations (depending on accuracy) to reach the same level of approximation ratio. We demonstrate the computational saving of our method by estimating the quantum circuit executions in our experiments. In our case, using the BFGS optimizer, we observed that even in the small $p = 2$ circuit depth, each intermediate iteration requires, on average, 12 estimations of the cost function $F_p(\vec{\beta}, \vec{\gamma})$, each with different $(\vec{\beta}, \vec{\gamma})$ parameters, so as to evaluate the relevant gradients. As each cost function estimation typically requires thousands of shots to get a meaningful statistical accuracy, we get an overall saving of hundreds of thousands of quantum circuit exe-
4.4 Varying the size of the graph

In previous sections we examined the performance of the proposed NN method on graphs with a fixed number of \( N = 14 \) nodes. Next, we examine the method on random-ER graphs with varying number of nodes and draw our attention to the first QAOA evaluation, without applying any optimization steps. To that end, we generated 200 different graphs for each graph size, from \( N = 6 \) to \( 16 \). Then, for each graph, we obtained the initial parameters using all the different methods, and ran a 2-layer QAOA circuit using those parameters (zeroth iteration only). Fig. 3 shows the average approximation ratio achieved by each method as a function of graph size.

Figure 3: The approximation ratio attained by each initialization method shown as a function of the number of nodes in the graph. Graphs were sampled using ER with a random edge probability for each graph size as in Fig. 2b. The approximation ratios were calculated at the zeroth iteration, i.e., no optimization steps were taken. The number of layers is \( p = 2 \). It is observed that the relative performance of our proposed method increases with graph size.

It is seen that the NN-method outperforms all other methods, irrespective of the graphs’ size. Moreover, the preference of the NN-method over the other methods increases with the number of nodes, especially with respect to the batches and the average optimization methods. In comparison to the TQA method, the NN shows a rather fixed, large performance gap of roughly 8% in approximation ratio in favor of the NN method.

These results indicate that as we increase the graph size \( N \) for a fixed number of layers \( p \), the advantage of our method becomes more significant. To understand this trend, we go back to the structure of the QAOA algorithm and consider what happens when the QAOA circuit is kept fixed while the number of nodes increases, in approximating the MaxCut problem. We recall that QAOA is a \( p \)-local algorithm: in the case of the MaxCut problem, the algorithm’s objective function, see Eq. 2, is a sum of the expectation value terms of all edges in the graph (i.e., sum of \( \langle \psi_p(\vec{\gamma}, \vec{\beta}) | \sigma_i^x \sigma_j^x | \psi_p(\vec{\gamma}, \vec{\beta}) \rangle \) terms); following the commutation relation of the involved operators reveals that each expectation value term is influenced only by nodes that are at most \( p \) edges away from the calculated edge term, i.e. all subgraphs with radius of at most \( p \) [5, 40]. Zhou et al. showed that for certain families of graphs, such as the 3-regular graphs, where the possible number of subgraphs with confined radius \( p \) is finite, the spread of the optimal parameters vanishes in the limit \( N \to \infty \) [10]. This may justify a non-personalized approach which initializes a single set of \( (\vec{\beta}, \vec{\gamma}) \) parameters for all graph instances. In contrast, in random ER graphs, the number of confined subgraphs is not finite, but rather grows with \( N \). Accordingly, the set of optimal parameters is not expected to converge to a single set as \( N \) grows. This explains the decline of the approximation ratio as \( N \) grows for methods that try to initialize with the same parameters for all graphs and emphasizes the power of a personalized approach as proposed here. Next, we examine further the effect of personalizing the initial parameters.

4.5 Personalization

The key objective of our method is to create personalized initial parameters per problem instance. Fig. 4 depicts the \( (\vec{\beta}, \vec{\gamma}) \) values as a function of the layers in a 4-layers circuit for three individual graphs (graph-1, graph-2, graph-3) with \( N = 12 \) nodes, sampled from the random ER ensemble. The exact optimized parameters are marked in dotted-blue lines of different shades and different markers: graph-1 is marked in dark blue circles, graph-2 in blue squares, and graph-3 is shown in light blue triangles. The NN parameters are shown in solid lines with corresponding shades and markers. The simple average method, the batches-method, and the TQA, all produce a single set of parameters, depicted in red, brown, and...
Figure 4: Initial \( \beta \) (left figure) and \( \gamma \) (right figure) parameters as a function of layers in the QAOA circuit, for three different individual graphs. A comparison is made between the prediction of the NN (solid blue lines), the optimized parameters (dashed blue lines), and the other non-personalized baselines: the simple average method (solid red line with square marks), the Batches method (solid brown line with circle marks), and the TQA (solid orange with star marks). The NN predictions are shown to closely follow the optimized curves for all three graphs.

orange, respectively. It is evident that the \((\vec{\beta}, \vec{\gamma})\) parameters obtained by our NN approach closely resemble the optimal parameters per graph, thus performing the personalization successfully. In contrast, other approaches, that do not have the flexibility to personalize the initial parameters, predict parameters that are approximately linear and are further away from the optimal parameters of the individual graphs.

5 Discussion and Outlook

This work joins an existing effort to find proper initialization for the QAOA circuit’s variational parameters. We showed that a simple neural network could be trained to predict initial \((\vec{\beta}, \vec{\gamma})\) parameters for QAOA circuits that solve the MaxCut problem, per graph instance. Moreover, we showed that these predicted parameters match very well with the optimal parameters, to which the QAOA iterative scheme eventually converges. This enables an effectively iterative-free approach, where the QAOA circuit is executed only once, with the predicted parameters, thus saving significant amount of computational resources. We demonstrated that our approach requires up to 85% fewer iterations compared to current state-of-the-art initialization methods to reach optimized results for solving the MaxCut problem on both constant and random Erdős–Rényi graphs.

Our method assumes the availability of previous QAOA optimizations for different instances of the same problem. The neural network we employed is a simple, fully-connected 3-layer network and the classical burden of training the network is negligible. Given a new problem instance, our method directly predicts the corresponding variational parameters without needing to execute the quantum circuit. In addition, as the training set grows, the neural network can rapidly adjust to the new data by few classical-learning iterations. Thus, in contrast to other methods, our method does not require any auxiliary executions on quantum devices. In this paper we employed the simplest deep network possible. Other NN architectures, like graph neural networks (GNN), may be better for this problem, and we expect this to be a topic of future research.

The ability of the proposed NN method to personalize the predicted parameters per graph instance becomes more significant as the graph ensemble is more varied and the spread of optimal parameters is broader. We demonstrated this property by showing that while the proposed method outperforms all benchmark methods for constant-edge Erdős–Rényi graphs, it suppresses them even further when the edge probability is taken to be random. We thus conjecture that our method will provide an even more significant benefit for classes of graphs that show larger distributions, e.g., for random and weighted graphs, for which the optimal parameters are known to have a wider distribution [10]. Such graphs are
prevalent in many practical applications, such as VLSI design, and social networking, see e.g., [41].

Another manifestation of the same observation is that for the realistic scenario of a finite number of layers $p$ and a growing number of graph nodes $N$, our method leads to better performance compared to other methods (see Fig. 3) for approximating the MaxCut of random Erdős–Rényi graphs; As quantum computers develop and have more qubits, they are able to solve larger instance problems. Yet, for practical solutions, the number of layers in QAOA must be finite. This makes our method especially practical in the NISQ era, where quantum devices increase in size but are too noisy for executing deep circuits.

Finally, in this work we focused on the MaxCut problem but we believe that our method is beneficial for any optimization problem, solved via a variational quantum algorithm (not necessarily QAOA), that incorporates an underlying mapping between the different instances of the problem and their corresponding optimized variational parameters.
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A Finding an optimal $\Delta t$ for the TQA method

In our experiments, for each number of nodes $N$, number of layers $p$, and graph ensemble (constant and random ER graphs, as in the main text), we applied a grid search to find the optimal $\Delta t$ (Eq. 7), as in Ref. [11]. We averaged the best $\Delta t$'s over 50 different graphs to obtain a single initialization that would fit as well as possible the variety of graphs. Fig. 5 shows the optimal $\Delta t$ for different graph sizes, with $p = 2$. For the random ER graphs, the spread of the optimal $\Delta t$ is wider, as the distribution of the graphs is broader.

Figure 5: Optimal $\Delta t$ for TQA initialization for each graph size (i.e. the number of nodes), with $p = 2$. Constant Erdős–Rényi graph ensemble is drawn in yellow and random Erdős–Rényi graph ensemble in orange. The shades mark the standard error of the mean (SEM).