Ethical issues in assistive ambient living technologies for ageing well
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Abstract
Assistive Ambient Living (AAL) in ageing refers to any device used to support ageing related psychological and physical changes aimed at improving seniors’ quality of life and reducing caregivers’ burdens. The diffusion of these devices opens the ethical issues related to their use in the human personal space. This is particularly relevant when AAL technologies are devoted to the ageing population that exhibits special bio-psycho-social aspects and needs. In spite of this, relatively little research has focused on ethical issues that emerge from AAL technologies. The present article addresses ethical issues emerging when AAL technologies are implemented for assisting the elderly population and is aimed at raising awareness of these aspects among healthcare providers. The overall conclusion encourages a person-oriented approach when designing healthcare facilities. This process must be fulfilled in compliance with the general principles of ethics and individual nature of the person devoted to. This perspective will develop new research paradigms, paving the way for fulfilling essential ethical principles in the development of future generations of personalized AAL devices to support ageing people living independently at their home.
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1 Introduction
Assistive Ambient Living (AAL) technology encompasses any device, software, or human-machine equipment helping individuals in everyday activities (including work) in spite of
environmental challenges or personal physical and cognitive impairments. AAL involves the application of organized knowledge and skills, procedures and systems whose main purpose is to preserve or increase an individual’s functioning and autonomy, and ultimately to promote well-being and improve quality of life [25]. Instances of AAL applications are: i) mobility aids to help people moving in their environments [13], ii) cognitive aids, to assist people with memory and attention impairments [50], iii) voice recognition software, screen readers, and screen magnifier applications, to help people with limited mobility and sensory impairments in the use of computers and mobile devices [31, 52], and iv) utensils to help perform daily-life tasks such as cooking, dressing, and grooming [17, 42, 46].

AAL has been applied for assisting ageing related psychological and physical changes in order to reduce the burden of elders’ caregivers [36] and improve seniors’ quality of life by providing physical and cognitive support in daily tasks. Indeed, older people generally wish to continue living in their own homes rather than be relocated into residential institutions. However, assisting them at home often implies considerable burdens in terms of medical and social care costs associated with the assistance of such people.

In this framework, AAL applications might help to preserve older people’s autonomy in their own homes and simultaneously to develop caregivers’ feeling of being supported in providing them care; this will ultimately produce an overall growth of well-being [15]. AAL applications for helping ageing individuals in their homes include health-related technologies, ranging from physiological monitoring (i.e. collection and analysis of physiological parameters), to social interaction monitoring (i.e. collection and analysis of data related to social exchanges such as phone calls or visitors), and cognitive assistance (i.e. technologies encompassing automated or self-initiated reminders and other cognitive facilitations such as medication reminders, management tools, and instructions about how to use an appliance; for a review of all the mentioned applications see Demiris et al. [16]). In order to reduce costs for health services, engage people in the management of their own self-care, and sustain alternatives to under-pressure health care systems, the European Commission (EC) and several governmental agencies have funded a number of projects aimed at developing assistive devices and robots devoted to seniors’ assistance and at assessing feasibility of implementation of such devices in living environments. In this context, it is worth it to mention the ULISSE, ENRICHME, and EMPATHIC projects (listed in the time order they were funded), in whose formulation the attention toward ethical aspects is particularly relevant. Firstly, in Italy, the Ministry of Health co-financed the ULISSE project (2003–2006; http://old.iss.it/esps/index.php?lang=1&id=139&tipo=8), a multicenter study aimed at improving knowledge of elders’ needs (particularly of elders cared by healthcare services) and the quality of care provided by health care services [32]. The ULISSE project highlighted the inappropriateness of these services and the demand for more integrated services for cure provisions, management of health conditions and of mood and communicative disorders [32]. To this aim, ULISSE identified flaws in the provided care and underlined the need of more appropriate and effective care releases. The EC-funded ENRICHME (2015–2018; https://cordis.europa.eu/project/id/643691) project attempted to develop an interactive robot able to move autonomously in an elderly person’s house and monitor the activities and some physiological parameters of mild cognitive impaired (MCI) seniors, “discreetly” [49], i.e. avoiding invasive conduct and introducing concerns about privacy and ethical issues. More recently, the EC-funded EMPATHIC project (2017–2020; https://cordis.europa.eu/project/id/769872) aims to develop virtual assistive and empathic coaches to assist elderly people living independently at their homes, employing remote non-intrusive technologies to extract physiological markers of
emotional states in real-time for online adaptive responses to the needs of the coached people [55]. In EMPHATIC an entire work-package was devoted to ethical issues in order to ensure a responsible development of the proposed technology under the Responsible Research and Innovation (RRI) umbrella. The concept of RRI was formulated in the Rome Declaration of the European Council (2014) but attained an imperative status only during the implementation of the EC Horizon 2020 research programme where it was emphasized that all Research and Innovation activities must be aligned “to the values, needs and expectations of society (...)” [and] “must consider (...) the respect of human dignity, freedom, democracy, equality, the rule of law and the respect of human rights, including the rights of persons belonging to minorities” (The Rome Declaration of the European Research Council 2014).

Indeed, hidden in the promise of improving elders’ quality of life there are several ethical issues to be addressed, associated with the psychological and practical implications of spreading these technologies into elders’ individual personal space, and this is the awareness this paper seeks to raise. In spite of the importance of these aspects in the implementation and success of AAL interventions, only a handful of studies addressed this specific topic. Indeed, a literature search (as of May the 1st, 2020) with the key words Assistive Ambient Living x Ethics x Elderly retrieved only one full-length paper from PubMed [51] and, from Scopus, one book chapter [11], one conference paper [12] and one conference review [1].

The present paper aims to discuss the psychological aspects connected to the introduction of AAL in the life of the elderly, the obstacles that such introduction usually meets when being integrated in the life of an elder, and the ethical issues that follow.

2 The elderly

Ageing can be described as the time-related physiological process responsible for the decline of physiological functions crucial for survival and fertility (biological ageing) [26]. However, the ageing process is also associated to the deterioration of psychosocial functionalities. In this perspective, ageing develops as a complex and individualized process that involves decline at biological, psychological, and social levels [20]. Indeed, ageing-related biological changes are likely to affect mood, attitude to the environment, physical conditions, and social activities, and calling for the need to develop social interventions for these facets of ageing. Psychological ageing refers to the individual’s subjective perception, appraisal and reaction to cognitive and intellectual changes due to the biological ageing process. Social ageing reflects the limitations of the role an old person occupies in the society, how she/he perceives this process and how society in turn sees it [20].

In the last decades, the increase in life expectancy [3, 54] has led to a parallel expansion of the way biological, psychological and social aspects associated with ageing are experienced. The Life-Span Theory developed by Baltes [4, 5] has shed light on both gains and losses occurring during ageing and has reconsidered the learning process functioning in the life span. According to this theory [4, 5] the individual’s cognitive, psychological and emotional characteristics, develop over the whole course of life, including the elderly. Growing and ageing are characterized by multiple physical and cognitive changes. Some of these are continuous, as the build-up of autobiographical experiences and acquisition of new knowledge. Others are discontinuous and novel in the sense that they have not been previously experienced, as age-related losses of functional competences due to motor and cognitive decline. Each stage of the life cycle introduces new challenges and new physical and cognitive
settings requiring individuals to adapt to new biological, psychological and social conditions. To counteract physical, psychological, and social changes associated with ageing, some of which involve a diminishing of formerly robust capacity, elders exploit redeeming strategies to compensate for the detriment of some physical, psychological, and social abilities, to select areas of interests where to invest, and to optimize their expertise in some restricted fields [4, 5]. More thoroughly, compensation refers to the use of tools, strategies or technologies allowing individuals to minimize physical and cognitive shortcomings that may impede the fulfillment of an activity. Selection refers to the narrowing of personal interests only to activities considered most significant for the person. Optimization implies investing efforts in the execution of selected activities. For example, the seniors’ decline in declarative memory [48] might require using notes and agendas to remember important information (compensation), as well as being engaged in limited and more familiar and tailored activities (selection) while devoting more efforts to encode actively information (optimization).

Within this framework, the age-related shortcomings represent an element of discontinuity in the individual life cycle requiring the initiation of new innovative and adaptive processes. The introduction of AAL in the seniors’ life space may represent an adaptive process possibly allowing to compensate and optimize daily activities in order to ensure autonomous ageing [24] in the grounds of their personal and social spaces.

3 Ethical issues associated to AAL in the elderly

As AAL becomes more widespread in the ageing settings, several ethical issues associated with its use arise. The present section examines these issues and the underlying argumentation, and then the focus moves to the embodiment of these principles in AAL applications.

3.1 Ethical principles in AAL

Kitchner [30] described five ethical principles, exemplified in the concepts of autonomy, beneficence, non-maleficence, fidelity, and justice, to guide the implementation of assistive technology research and assistive clinical applications. Cook [14] also addressed utility and independence: utility may be seen as the requirement that AAL devices provide beneficial functionality to the user; independence may be understood in terms of the devices supporting users in functioning socially and in solitude without constant intervention from other human carers. These principles are in continuity with the medical ethics literature [6].

The principle of autonomy is related to the requirement of non-interference, to allow people to live their lives in the same way they had always done before, respecting their rights and inclinations, i.e. autonomy is the privilege and entitlement of human beings to fully determine and orient the course of their own lives. Autonomy, in the context of AAL technologies, means to ensure that the assistive devices developed for elderly care must not interfere with the will of the person they are caring for [51]. While the principle of autonomy is related to that of non-interference, they are not identical principles: AAL technologies must be useful and acceptable but without leading their users to yield their autonomy to them. It is important that people be encouraged to maintain responsibility for their decisions.

The concept of beneficence associated with AAL applications requires that any applications should be only for the benefit of the individual it is devoted to. In line with the principle of beneficence, the obligation from health-care actors only stops when there is no further AAL
intervention to be used to support the individual’s residual physical and cognitive ability [14]. The focus here is on the extent of the improvement the individual can reach, in the respect of her/his autonomy and dignity.

The principle of non-maleficence implies that AAL applications must never harm the individuals they are supporting. The difficulty here is related to the definition of harm, which must be intended not only as a physical damage. Harming can be associated to psychological costs (as confusion or emotional distress) in using AAL applications as individuals could see themselves as disabled or limited in their own will. In this context, AAL applications must be proposed only if no harm can derive from them, including distress caused by forcing patients to use them, neglecting their wills, decisions, self-esteem, integrity and preferences [27, 51]. Thus, beneficence and non-maleficence together represent fundamental concepts to any home-care intervention focusing on AAL. Yet, both principles face challenges from the fact that any intervention may have unintended consequences.

The principle of fidelity involves the concepts of faithfulness, correctness, and authenticity of reciprocal commitments. Under this principle, users must be in the position of trusting the devices and have confidence in the human-machine relationship, which in turn must take care of not threatening the user’s willingness to interact with the device under whatever assumption (even the promise of improving the current physical and psychological state).

Finally, the principle of justice deals with the need to treat individuals fairly, respecting their rights, including the entitlement to take questionable decisions, as well as accounting for diversity and individual differences. This means to ensure fairness in individual, interpersonal, organizational and societal contexts.

Although the value and theory of these principles are of no difficult understanding, their fulfillment can be challenging when designing and implementing AAL technologies. It is crucial to highlight how these principles can be at odds in some circumstances and how they can be (mis)interpreted due to the multiple shades of meaning that they bring with them. For instance, the principle of beneficence would require using AAL technologies for any individual who needs assistance, but this might conflict with the privilege of a person in living independently and the choice of by whom or what she/he wants to be assisted, i.e. the principle of autonomy. Moreover, as far the principle of fidelity is concerned, covert AAL behaviors may be designed with inherent beneficence, yet to the extent that they are hidden from the users they could be at odds with the principle of fidelity. An additional conflict may also arise between the need for minimizing the possible harm [35] in a period of advancing scientific knowledge and healthcare facilities. Even more challenging can be the attempt to solve these conflicts. This requires taking at the center of designing and implementing AAL technology the concept of human dignity, as no social, caring or research interests have priority with respect to the dignity of individuals [43].

3.2 Embedding ethics in AAL

Concrete instances of the above-mentioned principles are exemplified by several recent EC projects in AAL. For instance, autonomy in asking for help and fidelity in terms of non-obtrusive interactions between the user and AAL technology, have inspired the development of Council of Coaches project [45; https://cordis.europa.eu/project/id/769553]. This project aimed at making the users free to choose to (actively or passively) join the suggested course of action for improving their psychological and mental health; this is achieved providing specific information to promote self-confident decision makings in health contexts, by means of
leading edge spoken dialogue interaction technologies. Fairness in individual and intrapersonal societal exchanges (i.e. justice) were two major measures of the ARIA-VALUSPA project [56; https://cordis.europa.eu/project/id/645378] in which emphasis was given to the need of capturing both verbal and non-verbal components of dialogue and what these signals reveal about the users’ mental state (cognitive, affective, social) in order to react appropriately through emotionally colored social signals. The purpose of avoiding harm and preserving beneficence of the intervention prompted the EMPATHIC project [55; https://cordis.europa.eu/project/id/769872], and this was achieved by extracting behavioral markers of emotional states and mood changes in real-time to allow the AAL device to promptly adapt and support its users. Far from providing a systematic analysis of each of them, these examples represent only a few of the thousand projects funded by the EC accurately reflecting the principles described above.

However, the application of these general principles when offering AAL solutions to vulnerable people is not sufficient to cover all the related ethical issues. Recent literature has suggested that people interpret the use of care robots in care settings depending on how they perceive the boundaries of the ethical landscape in aged-care [57]. Vandemeulebrouck et al. [57] highlighted that an ethical analysis on care robot employs democratic spaces, in which all the actors involved in aged-care, especially care recipients, should have a voice. The way older adults experience and perceive socially assistive robots depends on several aspects, among these 1) the role of care robots in the individual life, 2) the technical and human aspects of the interaction between older adults and care robots, and 3) robot’s physical appearance [58]. A very recent theoretical framework for understanding ethical aspects in care robot’s applications comes from a focus group study on older adults [59]. This study revealed that seniors’ perception of ethics of care robots is structured along three lines: a) care robots as elements of a technological and societal evolution, b) robot’s embeddedness in aged-care dynamics, and c) embodiments of ethical considerations, i.e. users’ views about the ethics of robot applications on a relational level (e.g. necessity of being able to turn off the robot and the right to decline robot’s suggestions). Understanding robots as elements of technological and societal evolution may persist at odds with understanding this evolution as democratic, in that while elders may enjoy that academic roboticists appear to care what features users require and which features are deemed intrusive, they will have had a lifetime of experience of technology manufacturers unilaterally defining what features will be available or not and how terms of service will operate, and so on, partly through application of the “planned obsolescence” model of product development.

These general considerations about care robots can be extended to different AAL applications even though some of them may not require the interaction with humans. However, for those involving interactions, ethical issues should be considered to different degrees of significance. For instance, some AAL technologies involve the use of devices with no physical presence, thus being less intrusive in the domestic space as compared to care robot applications. Nevertheless, this apparent advantage has been not yet closely investigated from an ethical point of view.

Another important area of investigations relates to the assessment of positive and negative qualities individuals can attribute to AAL applications, i.e. their possible advantages, disadvantages, and raised concerns at a personal and societal level [11, 19]. To this aim, there is a need of:

1) Evaluating the societal impact of AAL applications, in terms of advantages and drawbacks. For example, even if AAL applications can be beneficial in improving some individual’s functionalities that deteriorate through ageing, and provide support to both
elders and caregivers, the commonly shared concern that AAL applications reduce care services, decrease human contact and cool down relationships should be assessed carefully.

2) **Assessing** the extent to which seniors agree to have their personal space occupied by AAL applications [11, 57–59]. The concern here is related to the possibility that AAL may be installed in private personal environments without obtaining the consent, or even without awareness of the involved individual. This is particularly relevant when AAL applications are serving individuals with moderate-to-severe cognitive impairments, such as old people with dementia [9].

3) **Respecting privacy.** AAL devices devoted to the monitoring of physiological and psychological functionalities require the recordings and storing of personal data, for remote caregiving. Some AAL devices raise privacy issues for those who visit or are visited by the device host, as well, whether in a professional, personal or casual capacity. Issues of how to ensure that such information remains confidential for doctors and caregivers and is not misused or lost must be appraised. To this aim, Bedaf et al. [7] recently showed that, which data are stored and who has access to these data, represent a common concern for elderly individuals, caregivers and healthcare professionals.

4) **Restraining over-usage.** The possibility of over-using AAL applications with the risk to produce a loss of personal skills should be avoided and individuals should be encouraged to focus on their abilities rather than to depend exclusively on their (humans or robotic) helpers. This concern seems to characterize mainly caregivers and healthcare professionals promoting the fulfillment of conjoint tasks involving seniors and devices, in order to keep them active, rather than seniors who might prefer a rather passive and obedient device [7].

A further line of interest focuses on some idiosyncratic aspects of the individual and the environment. It is indeed important to consider users’ motivations, perspectives, and preferences in introducing AAL applications in their daily life, as these characteristics may change from person to person and from context to context [11, 53]. Some qualitative and quantitative aspects of the disability the AAL applications are called to support must be taken into account. As an instance, assisting an individual under stable conditions, e.g. a person with acquired motor deficits and no concomitant cognitive decline, is different from assisting a person with neurodegenerative disorders, i.e. with fluctuating physical and psychological impediments in daily routine. The involvement or the possibility to involve other carers can help when an AAL device is going to be introduced in a person’s daily routine. An evaluation of the individual living space and social context, her/his idiosyncrasies, and an accurate assessment of the available alternatives must be at the core of building an intervention tailored on the individual’s needs, shortcomings and wills, in order to prevent the failure of the intervention itself.

The above described theoretical principles [14, 30] raise a further major issue about ethics of AAL applications, in relation to the risk that the helping purpose inherent in these devices could result in over-help, i.e. a form of intrusion in the users’ autonomy with a consequent negative evaluation and rejection of the device [47]. The ability to monitor the social signals regulating on-going supporting processes in real-life interactions [18, 33] should be an essential feature of the next generation of AAL devices for preventing the risk of over-help and psychological distance and promoting tailored help and real acceptance.
4 Conclusions and future directions

AAL represents a valuable opportunity to improve quality of life of people with limited autonomy and of their caregivers. However, the introduction of AAL devices in the private individual space raises psychological consequences and ethical issues, possibly interfering with the success of the intervention. The main conclusions and future directions are described in the following paragraphs.

4.1 Tailoring AAL devices on the person’s unicity and needs

The design and implementation of AAL facilities must shift from a machine-centered to a person-centered process [1, 21]. The machine-centered approach to device development is appropriate to scientific exploration of what is possible to achieve in new technology, but a person-centered process is necessary in assuring that the technologies developed fit well with human existence. AAL applications devoted to support people must be able to infer individual perception, choices and actions, and should simplify user access to future, remote and nearby social services overcoming impairments and language and cultural barriers. In this perspective, the user does not have to adapt or learn to use the device. Ideally, the device itself, while gathering information and meanings in the course of everyday activity, should build knowledge and practical ability to render the interaction interpretable and tailored to the users’ abilities and disabilities [1]. This would result in a personal, friendly and familiar environment for the users, avoiding the threatening effects of unusual gadgets. The importance of considering the aesthetic side of this interaction has been also debated, as recent research pointed out the importance of shaping attractive, rich and acceptable relations between humans and AAL devices [10], thus improving well-being [37]. This would also prompt the need for “personalityzation”, i.e. the need to design AAL technologies accounting for theoretical psychological personality constructs, such as openness, conscientiousness, extraversion, agreeableness, and neuroticism [38], which define more stable user’s behavioral attributes with respect to continuously changing user’s consumption and interests’ profiles [2]. The shift from a mass-produced to a customized approach in designing AAL technologies has been emphasized by Bedaf et al. [7]. These authors showed that both elderly participants and caregivers expected these devices to be fully customizable on the needs and preferences of the user, being able to recognize her/his favorite objects in order to preserve the individual’s (healthy) patterns of behavior, and expressed the desire that the device could be trained by the user to obtain a perfect match (see also [1]). Moreover, elderly participants and healthcare professionals shared the wish of AAL devices capable of engaging in meaningful conversations, e.g. with the device being able to comprehend and reply in a proper manner during interactions [7]. The need for devices able to perform sophisticated tasks, mimicking the care offered by human carers seems crucial for maximizing acceptance by seniors, who might be even keener to accept the devices than their caregivers [8].

4.2 Complying with ethical and legal issues

As outlined above, introducing AAL in the individual private space must comply with the fundamental ethical principles of autonomy, beneficence, non-maleficence, fidelity, justice, utility, and independence [14, 30] and must be preceded by an accurate assessment of the motivations, perspectives, preferences and concerns of the end users. These principles and
insights in AAL are in line with the recent guidelines provided by the European Commission on Artificial Intelligence that specify the features that algorithms have to possess in order to be considered as ethical and trustworthy [60]. These requirements encompass: 1) *Human Agency*, i.e. the possibility to intervene easily on any decision the algorithm takes; 2) *Robustness*, i.e. the reliability and accuracy of the application; 3) *Privacy*, i.e. the need to guarantee a safe storage of private data; 4) *Transparency*, i.e. the possibility to track and monitor at any time decisions and algorithms exploited by the systems; 5) *Non-discrimination*, i.e. accessibility to everyone regardless to race, gender or age; 6) *Well-being*, i.e. sustainability of the systems in the environment and the society; 7) *Accountability*, i.e. the possibility to trace and promptly account for negative impacts of the systems.

The legal issues arising from the interaction of an individual with AAL devices represent a further theme of interest. Important legal aspects [28, 34] to be investigated are represented by, but not limited to 1) the need/duty to provide insurances for certain types of devices in case of accidents due to software errors or to the behavior of the device, 2) the definition of the extent to which these devices can replace humans in fulfilling certain activities and the range of tasks in which they can replace humans (labor law) and 3) the legal procedures to be followed in case of data leak or improper usage (data privacy law). These aspects should be evaluated in strict compliance with the standards associated with development, production, storage and distribution of medical devices as regulated by International Organization for Standardization [29].

4.3 Reducing the risk of biases preventing validity of the intervention

A further major issue is represented by ethics-related biases. Indeed, as in any other field of research, some systematic distortions in methods and data related to AAL technologies could compromise representativeness of the intervention. As described recently by Olteanu et al. [44], several stages (e.g. data collection, processing, analysis and evaluation) of the design and implementation of AAL technologies can lead to general biases, possibly affecting the construct, internal and external validity of the intervention itself. An instance of such biases is the population bias, i.e. a systematic distortion in demographics in a population of AAL users, which could affect external validity of findings gathered by using AAL technologies. Another example is represented by the normative bias, i.e. a bias that results from norms and expectations of acceptable patterns of behavior that could affect the user’s behavior and evaluation of the proposed AAL technology. These examples, could even affect the fulfillment of the ethical principles described above, and pose challenges in the development of ethical AAL devices. Therefore, these biases need to be carefully addressed since the stage of research conception. Although it is unrealistic to cancel AAL-related biases, the development of standards and methodological best practices [44] is needed for advancing the ethical implementation of AAL devices. The first step in eliminating bias is recognizing that it may exist.

4.4 Valorizing the psychological features of human-device interaction and multidisciplinary

Finally, an important area of research is represented by the scientific investigation of the psychological aspects mediating the relationships between users and devices with a main focus on the ethical aspects of this interaction [22, 23]. Indeed, during such a caring interaction the characteristics of the helper and of the recipient, and the complex exchanges occurring between them, can affect the readiness to seek help and reactions from receiving it [41]. In a
dimension characterized by a fine balancing between dependence and autonomy, some personality and demographic features – such as dependent traits, self-esteem, attachment type, personal orientation in achieving contexts, age and gender – should be considered [2, 39–41]. To this purpose the use of semi-structured interviews, focus groups, questionnaires and experimental methods, involving users, care personnel and AAL developers, is strongly recommended to gain further knowledge on the ethical aspects associated to AAL applications. This would allow to emphasize the positive consequences of receiving help, such as belongingness and gratitude, and reduce the risk of the negative counterparts, such as dependency as a source of self-threat [41].

A multidisciplinary approach is also highly encouraged, based on highly qualified expert teams including psychologists, neurologists, geriatricians, neuroscientists, professional health coaches, health specialists, social workers, engineers and computer scientists, senior associations, hospitals, AAL companies and citizen scientists to work together and be involved at all stages of the device development [1]. This multidisciplinary approach together with the person-centered approach and the fine-tuning between dependence and autonomy in receiving and providing help, are important elements that can ensure the integration by design of ethical concepts into the implementation of AAL technologies. Ethical recommendations must be applied, as a process of standardization of AAL applications must include ethical recommendations as a standardization process to strengthen bridges between theory and practice.

We believe this perspective will prompt new research paradigm, and platforms, laying the foundation for future generations of personalized virtual coaches and robots to assist elderly people living independently at their home in accordance with the essential ethical principles.
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