Mitigating linear optics imperfections via port allocation and compilation
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Linear optics is a promising route to building quantum technologies that operate at room temperature and can be manufactured scalably on integrated photonic platforms. However, scaling up linear optics requires high-performance operation amid inevitable manufacturing imperfections. We present techniques for enhancing the performance of linear optical interferometers by tailoring their port allocation and compilation to the on-chip imperfections, which can be determined beforehand by suitable calibration procedures that we introduce. As representative examples, we demonstrate dramatic reductions in the average power consumption of a given interferometer or in the range of its power consumption values across all possible unitary transformations implemented on it. Furthermore, we demonstrate the efficacy of these techniques at improving the fidelities of the desired transformations in the presence of fabrication defects. By improving the performance of linear optical interferometers in relevant metrics by several orders of magnitude, these tools bring optical technologies closer to demonstrating true quantum advantage.

I. INTRODUCTION

Linear optics provides a scalable path to building a fault-tolerant quantum computer at room temperature [1, 2]. Boson sampling protocols and its variants based on linear optics are enabling striking demonstrations of quantum computational supremacy [3–7]. Furthermore, linear optics is promising for obtaining an advantage in quantum communication [8], metrology [9, 10] and in optical neural networks and neuro-morphic photonics [11–13].

Rapid progress in integrated photonics, non-linear optics and photo-detection has led to an explosion in the size of linear-optical interferometers [4, 14–16]. Operating these larger interferometers with desired levels of performance remains a challenge. In particular, larger interferometers can be rendered ineffectual by tiny imperfections—among them flaws related to power consumption and fabrication defects—that abate for smaller numbers of modes.

One challenge to scaling up interferometers is their high and variable power consumption. Programmable interferometers, or photonic chips, consume power in order to implement different unitary transformations using reconfigurable phase-shifters. Such phase-shifters are typically tuned by applying a voltage across an optical element based on thermo-optic or electro-optic phase manipulation [17–24]. The application of this voltage consumes power that scales with the square of the number of modes in the chip. Furthermore, implementing different transformations requires different phase-shifter settings [25–27], which leads to varying power consumption values and operating temperatures for different transformations implemented on the chip. Large or varying power consumption values could rule out the promising direction of chip-integrated photodetectors: placing chips in cryogenic conditions is incompatible with large or varying heat loads [28, 29]. Furthermore, high and varying operating temperatures degrade the performance of the chip as the optical elements integrated on chip are often sensitive to temperature. For instance, on-chip squeezers, which are important for Gaussian boson sampling and photonic quantum information processing, have a limited range of operating temperatures [30]. Finally, while it is possible to correct for cross-talk through appropriate calibration and modelling [31], minimizing the gradient through the use of a more constant power dissipation can reduce cross-talk effects [32]. Thus it is important to devise methods to reduce the overall power consumption or to reduce the range of powers values required to implement different unitary transformations.

Another critical challenge is the reduction in fidelities of implemented transformations arising from fabrication defects. Although existing methods can mitigate the effect of optical losses [33] and discrete defects arising on individual optical elements [34], there is no known method to mitigate imperfect splitting ratios of on-chip beam-splitters without incurring adverse overheads. This imperfection is detrimental because balanced beam-splitters, in addition to reconfigurable phase-shifters, are required by current photonic chips in order to implement arbitrary unitary transformations [25]. Fabrication imperfections can lead to imbalanced splitting ratios because these ratios depend on evanescent coupling or multi-mode interference, which are very sensitive to the dimensions and physical properties of the fabricated waveguides [35, 36]. As we show below, this imperfection is relatively harmless for small interferometers but can quickly degrade the fidelities of the implemented transformations, rendering larger chips inaccurate even with small fabrication defects. While adding complementary reconfigurable beam-splitters can help compensate for fabrication imperfections [37], they introduce many new optical and electrical elements. Alternatively, nonlinear optimization can be used to improve the choice of interferometer phases, [38] but this method suffers from optimization convergence issues and high classical computational overheads, especially for large interferometers that stand to gain most from such an approach.

We present a new means of mitigating these and other challenges that might arise on current and future photonic chips. Our versatile tool-kit works by changing how the
chips are operated rather than how they are designed. In particular, we introduce the method of port allocation, which exploits the hitherto unused degree of freedom of labelling the input and output ports of an interferometer. We show that port allocation is effective at reducing the total power consumption of interferometers, and it can reduce power ranges by several orders of magnitude, thus enabling near-constant chip operating temperatures. We also introduce a hardware-tailored compiler that reduces the effect of imperfect splitting ratios by several orders of magnitude. The splitting ratios required by this compiler can be determined accurately by suitable calibration procedures that we devise. Finally, we show that the combination of the calibration, tailored compilation and port-allocation provides dramatic improvements in the performance of chips in the presence of fabrication defects.

II. BACKGROUND

Linear optics refers to the set of optical transformations generated by Hamiltonians that are linear in the electric and magnetic fields of light. Discrete linear-optical transformations acting on $N$ modes of light are described by the $N \times N$ unitary matrix $U$, which connects the input bosonic operators $\{a_k : k = 1, 2, \ldots, N\}$ to the output operators according to $a_j \mapsto U a_j U^\dagger = \sum_{k=1}^N U_{kj} a_k$. The operator $U$ describes the transformation on the full state of light while the $N \times N$ matrix $U$ provides a compact representation of this transformation [39, 40]. Henceforth operators (matrix representations) are denoted by a calligraphic font (Roman font).

Arbitrary $N \times N$ unitary matrices $U$ can be implemented in the spatial domain using $N$-mode interferometers. Integrated (on-chip) interferometers require $U$ to be decomposed into smaller two-mode unitary matrices that can be directly implemented using optical elements such as beam-splitters and phase-shifters [25–27]. The standard implementation of these two-mode unitary matrices is via tunable Mach-Zehnder interferometers (MZI), which comprise two static balanced beam-splitters (i.e., with 50:50 splitting ratios) placed in alternation with tunable phase-shifters according to

$$Z = \left( \begin{array}{cc} Z_{\phi_e} & 0 \\ 0 & Z_{\phi_i} \end{array} \right). \quad (1)$$

Here, the MZI matrix $Z$ depends on the phase-shifter parameters $\phi_e$ and $\phi_i$ as

$$Z(\phi_i, \phi_e) = e^{i \phi_i/2} \begin{pmatrix} e^{i \phi_e} & \sin \phi_i/2 \\ e^{i \phi_e} & \cos \phi_i/2 \end{pmatrix}, \quad (2)$$

where subscripts $i$ and $e$ refer to internal and external phase-shifters.

Linear-optical decompositions [25–27] map the desired unitary operator to the phases $\{\phi_i\}$ and $\{\phi_e\}$ of the MZIs networked on the chip. Although the algorithm to find the phases from the given unitary matrix is straightforward, the actual relation between the elements of the unitary matrix and the phases is rather complicated: changing one or a few of the elements of the unitary matrix generally results in completely different sets of phases required to implement the transformation.

Reconfigurable phase-shifters on photonic chips are typically implemented using thermo-optic or electro-optic phase manipulation, which use heat or current to change the waveguide properties [17–21]. In particular, large scale interferometric networks often use the thermo-optic effect as it allows for compact implementations on versatile platforms [22–24]. These effects lead to the consumption of electrical power by the phase-shifters, whose amount is determined by the phases to be implemented. The phase-voltage relation for each phase-shifter is different: $\phi = \alpha_\ell + \beta_\ell V_\ell^2$, where the index $\ell$ runs over all internal and external phase-shifters. The offset $\alpha_\ell$ and slope $\beta_\ell$—which can be vastly different for each phase shifter—can be determined during the calibration of the chip [41]. Although here we assume thermal cross-talk to be negligible, the analysis of this work is also applicable to the case of non-negligible cross-talk.

Thus, each unitary operator $U$ is eventually implemented via voltages $\{V_\ell\}$ that are applied to the phase-shifters. Furthermore, the total power consumed is $\propto \sum_\ell V_\ell^2$. Thus, the power required to implement a unitary matrix can be calculated according to

$$U \xrightarrow{\text{decompose}} \{\phi_\ell\} \xrightarrow{\text{calibrate}} \{V_\ell\} \xrightarrow{\text{square, sum}} \text{Power}. \quad (3)$$

In other words, different unitary transformations consume different amounts of power, which can lead to different chip operating temperatures.

III. ERROR MITIGATION VIA PORT ALLOCATION

Chip imperfections can be mitigated by exploiting the additional degree of freedom provided by the labels of the input and output ports. Our method of port allocation determines the permutation of these labels that minimizes a chosen imperfection. For an ideal interferometer, different port allocations would return the same measurement outcomes if the input light and the detectors at the output were also labelled suitably, as depicted in Fig. 1. However, for imperfect chips, different port allocations can lead to vastly better performance, which is the main insight behind this method.

In more detail, consider light in state $|\psi\rangle$ incident at an $N$-mode interferometer $U$ and measured at detectors described by operators $\sum_m \mathcal{M}_m^\dagger \mathcal{M}_m = 1$ [42]. We now show that permuting the input and output ports of the interferometer leaves the probabilities unchanged if the incident light and the measurement operators are suitably permuted as well. The probability of obtaining measurement outcome $m$ is $p(m) = \langle \psi | U^\dagger \mathcal{M}_m^\dagger \mathcal{M}_m U | \psi \rangle$. 
Similarly, if the measurements possess a tensor product structure, i.e., are non-entangling, then the measurement outcomes transform from \( \{ m_1, m_2, \ldots, m_N \} \) to \( \{ m_{\sigma(1)}, m_{\sigma(2)}, \ldots, m_{\sigma(N)} \} \). Thus, for such problems, the permutation can be performed at the software level alone, i.e., the input squeezing values are permuted according to \( \pi^{-1} \), the programmed interferometer is changed to \( QUP \), and the detected photon pattern is permuted according to \( \sigma \) before being returned to the user. This is depicted in Fig. 1.

Thus, permuting the input and output ports of an interferometer can be used to change its properties, and searching over these different allocations allows for mitigating imperfections. There are a total of \( n!^2 \) unique allocations of the input and output ports, which provides access to a large space of port allocations with reduced imperfections. This large search space also necessitates developing efficient procedures to search over the different allocations. An unrestricted search over the different permutations might be feasible for a few (say 3–8) modes but becomes prohibitively expensive for larger interferometers. We devise a faster search algorithm, Sweep Search, that substantially narrows the search space without compromising significantly on performance. The idea behind Sweep Search is to identify a small set of port permutations as being most impactful at changing the interferometer phases and to search over these permutations and their compositions (See Appendix C). Sweep Search scales as \( k^2n \) and performs suitably for even small values of constant parameter \( k \sim 2 \).

Fig. 2 depicts the performance of the unrestricted search and the Sweep Search algorithms at reducing power consumption. While unrestricted search reduces the mean consumption under default allocation (left) and after allocating to mitigate imperfections (right). The column of numbers on the left represent the allocation of the sources (+sign) and input ports, and those on the right represent the allocation of output ports and detectors (closed semi-circle), respectively. The measurement outcomes are ideally unchanged under the permutation of the source and input labels, and of the output and detector labels, if accompanied by suitable permutation \( QUP \) of the unitary matrix \( U \) implemented by the interferometer.

This probability is unchanged if suitable permutation operators and their inverse \( PP^{-1} \) and \( QQ^{-1} \) are applied before and after the interferometer. That is, \( \hat{p}(m) = \hat{p}(m) \) for \( \hat{p}(m) := \langle \tilde{\psi} | \tilde{U}^\dagger M_1^m M_m U | \tilde{\psi} \rangle \), where \( \tilde{U} = ULP, M_m = QLM_m Q^{-1} \) and \( | \tilde{\psi} \rangle = P^{-1} | \psi \rangle \).

Each of these operators \( \{ O \in U, P, Q \} \) possess compact matrix representation \( \{ O \in U, P, Q \} \) with \( Oa_j Q^\dagger = \sum_k O_{kj} a_k \). For permutation operators, we moreover define permutation functions \( \pi(j) \) and \( \sigma(j) \) such that \( P_{ij} P^{-1} = \sum_k P_{kj} a_k =: a_{\pi(j)} \) and \( Q_{ij} Q^{-1} = \sum_k Q_{kj} a_k =: a_{\sigma(j)} \).

From this relation between the operators and their matrix representations, we obtain the matrix relation of the permuted interferometer, i.e., \( U_a \tilde{U}^\dagger = \sum_k \tilde{U}_{kj} a_k \) for \( \tilde{U} = QUP \). Thus, by permuting the input state and the measurements at the output, we can perform the same experiment but with a different, permuted interferometer \( \tilde{U} \). This permuted interferometer can have completely different response to imperfections, e.g., different power consumption and different fidelity in the presence of fabrication defects (see Appendix Fig. 5).

The analysis simplifies if the input is a product state and when identical measurements are performed independently on the output ports, as is true for the important cases of Gaussian and Aaronson-Arkhipov boson sampling [3–7]. The permutation operators, \( P \) and \( Q \), transform any function of an \( a_i \) and \( a_j^\dagger \) according to \( P f(a_i, a_j^\dagger) P^{-1} = f(a_{\pi(i)}, a_{\pi(j)}^\dagger) \) and \( Q g(a_i, a_j^\dagger) Q^{-1} = g(a_{\sigma(i)}, a_{\sigma(j)}^\dagger) \). If the input is in a product state \( | \psi \rangle = \otimes_{i=1}^N f(a_i, a_i^\dagger) | 0 \rangle \), then the permuted input state \( | \tilde{\psi} \rangle = P^{-1} | \psi \rangle \) is also a product state. That is, \( | \tilde{\psi} \rangle = \otimes_{i=1}^N f(a_{\pi^{-1}(i)}, a_{\pi^{-1}(i)}^\dagger) | 0 \rangle \). As an example, if the squeezing values of the input states of a Gaussian boson sampling device are \( \{ s_1, s_2, \ldots, s_N \} \), then the permuted squeezing values are \( \{ s_{\pi^{-1}(1)}, s_{\pi^{-1}(2)}, \ldots, s_{\pi^{-1}(N)} \} \). Similarly, if the measurements possess a tensor product structure, i.e., are non-entangling, then the measurement outcomes transform from \( \{ m_1, m_2, \ldots, m_N \} \) to \( \{ m_{\sigma(1)}, m_{\sigma(2)}, \ldots, m_{\sigma(N)} \} \). Thus, for such problems, the permutation can be performed at the software level alone, i.e., the input squeezing values are permuted according to \( \pi^{-1} \), the programmed interferometer is changed to \( QUP \), and the detected photon pattern is permuted according to \( \sigma \) before being returned to the user. This is depicted in Fig. 1.

Thus, permuting the input and output ports of an interferometer can be used to change its properties, and searching over these different allocations allows for mitigating imperfections. There are a total of \( n!^2 \) unique allocations of the input and output ports, which provides access to a large space of port allocations with reduced imperfections. This large search space also necessitates developing efficient procedures to search over the different allocations. An unrestricted search over the different permutations might be feasible for a few (say 3–8) modes but becomes prohibitively expensive for larger interferometers. We devise a faster search algorithm, Sweep Search, that substantially narrows the search space without compromising significantly on performance. The idea behind Sweep Search is to identify a small set of port permutations as being most impactful at changing the interferometer phases and to search over these permutations and their compositions (See Appendix C). Sweep Search scales as \( k^2n \) and performs suitably for even small values of constant parameter \( k \sim 2 \).

Fig. 2 depicts the performance of the unrestricted search and the Sweep Search algorithms at reducing power consumption. While unrestricted search reduces the mean...
power consumption of the interferometer over unitary matrices chosen from the Haar measure by over 40%, the significantly faster Sweep Search leads to over 25% reduction in power. The figure also presents the reduction in the variability of the power consumption using the Sweep Search algorithm. A remarkable factor of 139.3 reduction in the standard deviation of the power-consumption distribution is observed. We simulated over a hundred different phase-voltage relations and always saw similar improvements. Fig. 2 is a representative plot for one such interferometer with random phase-voltage relations."

IV. ERROR MITIGATION VIA HARDWARE TAILORED DECOMPOSITION

We now present a method to deal with the effects of fabrication defects, focusing on imperfect splitting ratios of the beam-splitters on the chip. Consider first the effect of this imperfection on a single MZ interferometer. If the reflectivity of an individual beam-splitter is \( \cos^2 \theta \), then MZ interferometers implement the transformation \( Z^0(\phi_1, \phi_2) = \)

\[
\begin{pmatrix}
    e^{i\phi_1} \left( \cos^2 \theta - \sin^2 \theta \right) & i e^{i\phi_2} \cos \frac{\phi_1}{2} \sin 2\theta \\
    i e^{i(\phi_1 + \frac{\phi_2}{2})} \cos \frac{\phi_1}{2} \sin 2\theta & - e^{i\phi_2} \sin^2 \theta + \cos^2 \theta
\end{pmatrix}
\]

instead of transformation (2). Note that \( Z^\frac{\pi}{4} = Z \). This imperfection restricts the range of reflectivity values that an MZ interferometer can implement: while the reflectivity of the perfect MZI (2) is \( \sin^2(\phi_1/2) \), which can range from 0 to 1, the reflectivity of the imperfect MZI (4) is \( 1 - \sin^2(2\theta) \cos^2(\phi_1/2) \), which ranges from \( \cos^2(2\theta) \) to 1.

With current decomposition procedures [25–27], the phases \( \phi_1, \phi_2 \) are calculated for a given target unitary \( U_t \) assuming that \( \theta = \pi/4 \). The resulting unitary matrix \( U_t \) implemented on the chip is actually a composition of \( Z^0(\phi_1, \phi_2) \) transformations instead of \( Z(\phi_1, \phi_2) \) transformations. This difference leads to inaccurate implementation of the desired unitary transformation, and the inaccuracy increases with \( |\theta - \pi/4| \) and with the size of the unitary.

We propose to instead decompose \( U_t \) directly by nulling [25] using Eq. (4) instead of Eq. (2). The steps in the decomposition are similar to the original decompositions, i.e., different elements of the unitary matrix \( U \) are nulled in a specific order using appropriate choices of MZ matrices \( Z^{(\theta)} \). However, decomposing an arbitrary unitary into imperfect MZ interferometers is not possible in general: there might not be a value of \( \phi_1 \) that will null the desired matrix element. In such cases, the phase is set to either \( 2\pi \) or 0 to achieve the closest possible MZI behaviour. The new nulling equations and a comparison with the procedure of Ref. [25] are presented in Table I of Appendix D. Our procedure can also be used if each MZI has a different splitting ratio by setting a suitable value of \( \theta \) for each nulling MZI matrix.

This tailored decomposition enhances the fidelities of the implemented unitaries by many order of magnitude, as depicted in Fig. 3. A factor 550 reduction in mean distance is observed for a reasonable splitting ratio of 49:51 for a 6-mode chip. A stark enhancement is observed for chips with tens of modes, where the tailored compilation helps avoid the large distance values that could be detrimental for the accurate operation of the chip.

Consider now the task of determining the values of the reflectivity parameters \( \theta \) of the MZIs on a given chip. One method to find these relies on identifying that imperfect MZIs (4) can implement perfectly reflective transforma-


Appendix E details the two procedures. Another method operates under the assumption that the θ values are uniform across the chip; this model is reasonable if this imperfection arises from systematic defects in fabrication but this single value captures the imperfection well even if the assumption is not met (Fig. 9 in Appendix F). In this method, a specific pre-determined transformation is implemented on the chip with the tailored decomposition assuming an initial value of θ = θ₀ and the difference between the expected and observed intensities is noted. The procedure then iteratively chooses different values of θ that optimize this distance and concludes when the distance converges to a (local) minimum. Appendix E details the two procedures.

In Fig. 4, we combine the different methods presented above, namely the procedure to determine the imperfect splitting ratio and port allocation in conjunction with the tailored decomposition. We consider a situation where the splitting ratios are equal but unknown to a user. The second calibration procedure is used to determine θ, and this value is used in the tailored compiler. The combination of port allocation and tailored compilation provides an enhancement of 5 orders of magnitude in the distance between the target and the resulting unitary. An enhancement is also seen when the splitting ratios are all different but are assumed to be the same (Fig. 9 in Appendix F).

V. CONCLUSION

We have presented methods to mitigate various imperfections on photonic chips. The method of port allocation demonstrates a remarkable improvement in the power consumption properties of a chip, while the tailored compilation procedure and especially a combination of two methods mitigate fabrication defects. Thus, these procedures can be used to address a variety of imperfections on current and future chips, enable high-performance operation of photonic chips and provide a significant boost to photonic quantum information processing.
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Appendix A: Implementing linear optics with beam-splitters and phase-shifters

In this appendix, we provide relevant background on implementing linear optics using beam-splitters and phase-shifters. In particular, we recap decomposition procedures used for implemented arbitrary linear optical transformations using MZIs, which are in-turn implemented using balanced beam-splitters and tunable phase-shifters.

1. Decomposition of unitary matrix into MZI matrices

Standard decomposition algorithms [25–27] decompose an N-mode unitary into Zₙ₁ₙ₂⋯Zₙ₃ₙ₄⋯D = Z⁻¹ₙ₄ₙ₃⋯Z⁻¹ₙ₃ₙ₂⋯Z⁻¹ₙ₂ₙ₁, (A1) then we obtain the decomposition of U as

U = Z⁻¹ₙ₄ₙ₃⋯Z⁻¹ₙ₂ₙ₁D Zₙ₃ₙ₄⋯Zₙ₁ₙ₂. (A2)

Since D is a diagonal matrix of phase elements, we can always find matrices D’ and phases φ₁’, φ₂’ such that

Z⁻¹ₙ₄ₙ₃(φ₁, φ₂)D = D’Zₙ₄ₙ₃(φ₁’, φ₂’). (A3)

By using this relation repeatedly, U can be decomposed into a product of matrices of the form Zₙ₄ₙ₃ followed by diagonal matrix D’ acting on all the modes, bringing Eq. (A2) into the form

U = D’Zₙ₃ₙ₄⋯Zₙ₁ₙ₂.... (A4)

The phases φ₁ and φ₂ that comprise the Zₙ₄ₙ₃ matrices are set on the interferometer to implement the unitary U.

Different sequences of initial nulling orders (i.e., before the phases are moved to the left) lead to different geometries of the decomposed smaller unitaries. For example, nulling can be performed only using Zₙ₄ₙ₃(φ₁, φ₂) matrices multiplied to the left, which results in a circuit that is triangular in structure proposed by Reck et al. [26] and a similar more recent structure proposed by de Guise et al. [27]. Another possible decomposition, where initial nulling is performed by multiplying Zₙ₄ₙ₃(φ₁, φ₂) matrices to the left and Z⁻¹ₙ₄ₙ₃(φ₁, φ₂) matrices to the right, leads to a rectangular circuit structure of Clements et al. [25].
2. Implementing MZIs with beam-splitters and phase-shifters

These two-mode unitary matrices are implemented by tunable MZIs, which are comprised of static balanced (i.e., with 50:50 splitting ratios) beam-splitters and tunable phase-shifters as shown in Eq. (1). The transformation implemented by the balanced beam-splitters on the interferometer is

$$B_{\text{bal}} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}.$$  \hspace{1cm} (A5)

A phase-shifter implements the transformation

$$R(\phi) = \begin{pmatrix} e^{i\phi} & 0 \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (A6)

for any tunable $\phi$. Sandwiching a phase-shifter $R(\phi_i)$ in between two balanced beam-splitters and by implementing an additional external phase $R(\phi_e)$, we obtain the MZI matrix $Z$ given by

$$Z(\phi_1, \phi_e) = B_{\text{bal}} R(\phi_i) B_{\text{bal}} R(\phi_e)$$

$$= i e^{i\phi_i/2} \begin{pmatrix} e^{i\phi_e} \sin \phi_1/2 & \cos \phi_1/2 \\ e^{i\phi_e} \cos \phi_1/2 & -\sin \phi_1/2 \end{pmatrix}.$$  \hspace{1cm} (A8)

By tuning $\phi_1$ and $\phi_e$, we can implement any $2 \times 2$ special unitary SU(2) matrix. However, we note that this representation is not unique. For example, the $T$-matrices considered in Ref. [25] are given by

$$T_1(\phi_1, \phi_e) = \begin{pmatrix} e^{i\phi_e} \cos \phi_1 & -\sin \phi_1 \\ e^{i\phi_e} \sin \phi_1 & \cos \phi_1 \end{pmatrix},$$  \hspace{1cm} (A9)

and those considered in Ref. [26] have the form

$$T_2(\phi_1, \phi_e) = \begin{pmatrix} e^{i\phi_e} \sin \phi_1 & e^{i\phi_e} \cos \phi_1 \\ \cos \phi_1 & -\sin \phi_1 \end{pmatrix}.$$  \hspace{1cm} (A10)

This is only a different definition of the angles and convention of phases. However, we adopt the convention of Eq. (A8) in these calculations because it represents one standard hardware realization of on-chip MZIs.

Appendix B: GBS as an example of port allocation

In this section, we provide an illustrative example of the port-allocation procedure for a Gaussian boson sampling (GBS) circuit [5, 6]. The special feature of GBS that makes this example especially appealing is that both the input light and the measurement operators have a tensor-product form. Hence, as described in the main text, the port-allocation can be performed at the software level alone by merely changing the programming of the inputs, unitary, and measurement outcomes.

Let us focus on a four-mode circuit implementing a GBS problem and the application of reducing its power consumption mean or range. GBS circuits comprise single-mode squeezed states of light incident at each of the ports of an arbitrary linear optical circuit to generate a Gaussian state, which is then measured at photon number resolving detectors. A pattern of clicks at the detectors is the desired GBS sample. The input received from the user comprises: firstly a $4 \times 4$ unitary matrix, say $U$ and, secondly a set of four squeezing values, say $\{s_1, s_2, s_3, s_4\}$, specifying the state of the light impinged at the four input ports in order. Before the experiment is run, the phases required to implement $U$ are calculated using a chosen decomposition of the unitary matrix into beam-splitters [25–27] or into larger optical circuits [43–45]. These phases are then used to calculate the voltages $\{V_1, V_2, \ldots, V_4\}$ that are required to implement the transformation $U$. The total power consumption of this interferometer is proportional to $\sum_i V_i^2$. The exact relation between phases and voltages can be determined with a calibration procedure run on the interferometer. The light emitted from the interferometer is measured at photon-number resolving (PNR) detectors, and say $\{n_1, n_2, n_3, n_4\}$ photons respectively are recorded as being emitted from the four output ports.

To mitigate imperfections on the interferometer, an input-port permutation (say $P$) and an output-port permutation (say $Q$) are chosen. The exact choice of the permutations depends on the relevant application and can be chosen by suitable algorithms as described in the next section. The permutations can be considered to be in their compact matrix representation as discussed in the main text. Multiplying a permutation matrix from the left of another matrix leads to a reordering of the rows of the other matrix, while right multiplication corresponds to reordering of the columns.

The new unitary transformation to be performed on the interferometer is $\tilde{U} = QU P$. The action of these permutation matrices leads to the rows and columns of $U$ being shuffled. For instance, consider an input permutation of the form

$$P = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$  \hspace{1cm} (B1)

which cycles through the first three indices and leaves the fourth index unchanged. Furthermore, assume that the output permutation is

$$Q = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix},$$  \hspace{1cm} (B2)

which leaves the first two indices unchanged and swaps the last two indices. The actions of these permutations on the original unitary matrix

$$U = \begin{pmatrix} U_{11} & U_{12} & U_{13} & U_{14} \\ U_{21} & U_{22} & U_{23} & U_{24} \\ U_{31} & U_{32} & U_{33} & U_{34} \\ U_{41} & U_{42} & U_{43} & U_{44} \end{pmatrix},$$  \hspace{1cm} (B3)
would shuffle the rows and columns to give new unitary matrix

\[
\tilde{U} = QUP = \begin{pmatrix}
U_{12} & U_{13} & U_{14} \\
U_{22} & U_{23} & U_{24} \\
U_{32} & U_{33} & U_{34}
\end{pmatrix}.
\]

(B4)

Because permutations are also unitary transformations, we see that the permuted matrix \( \tilde{U} \) is also unitary.

The permuted unitary \( \tilde{U} \) will be implemented with different voltages, and it will thus have a different power consumption proportional to \( \sum_i V_i^2 \). Permuting the input port labels requires permuting the light that is impinging at these ports, which means that the four squeezers will be tuned to perform squeezing \( \{s_2, s_3, s_1, s_4\} \) respectively. Likewise, the output statistics need to be permuted as well before being returned to the user. Suppose that the PNRs return photon counts \( \{n_1', n_2', n_3', n_4'\} \) respectively, then these counts are permuted according to \( Q \) and the value returned to the user is \( \{n_1, n_2, n_3, n_4\} \). From the standpoint of the user, this complete procedure gives identical outcome probabilities as compared to the original unpermuted procedure, but with a different power consumption.

The different power consumption values of a random unitary matrix across all possible permutations are plotted in Fig. 5. We note that for random choice of unitary matrix and chip parameters, the power consumption can be decreased or increased around 50\% in each direction through permutations. The applications to reducing the mean or variance of the power consumption values across all unitary matrices exploits this ability to change the powers of each individual unitary.

**Appendix C: Methods for searching over port allocations**

In this appendix, we describe in more detail the two algorithms introduced in the main text for searching over the different permutations involved in the port-allocation method. We note that it is important to consider these methods carefully as the space of possible port allocations scales very fast, as \( n^2 \) for an \( n \)-mode unitary.

1. **Unrestricted search over all port allocations**

For a small (\( n < 6 \)) number of modes of the interferometer, all permutations can be tried and the suitable pairs of input and output port allocations can be returned as determined by the applications mentioned in the main text or future applications. For instance, for the reduction of power consumption, those allocations that minimize the power consumption are returned. For reducing the range of power consumption, those allocations that lead to power consumption within the desired range are returned. Note that this function has a run-time which scales at least as badly as \( (n!)^2 \), which is the scaling on the number of permutations that need to be tried.

We note that in many cases, we do not need to find the best possible allocation, only one that satisfies the desired criteria. Hence, we can search randomly for permutations that meet the desired criteria for small-to-medium sized interferometers (\( n < 20 \)). Randomized methods such as the Fisher–Yates shuffle [46] or more recent versions thereof [47] can be used. Once a suitable pair of permutations is found, i.e., one with a power consumption below a certain desired threshold (for reducing power consumption), or one with power consumption or fidelity within the desired range (for specified ranges of powers or fidelities), then the search over random permutations can be truncated. If no such suitable pair of permutations is found within a chosen length of time, then the method can declare failure. One positive feature of this procedure is that the searching over these random permutations can be performed completely in parallel, which could help speed up this search.

2. **Sweep Search algorithm**

For larger numbers of modes (say between 10 and 100), a different searching algorithm can be used. This algorithm relies on identifying that some permutations have a bigger impact on the interferometer phases than others.

Consider nearest neighbour transpositions, which are permutations that swap two neighbouring modes, say \( i \) and \( i + 1 \). These permutations can be classified as either...
We consider a 16 mode interferometer whose input and output ports are numbered according to Fig. 1. We calculate the internal and external phases of each MZI before and after permutations. This change in phases is plotted in these heatmaps. Input permutations are on the left and output permutations on the right. (a) **Trivial permutations**: (left) permute inputs 5 and 6 and (right) permute outputs 6 and 7. With these permutations, we see that only a few of the phases change. (b) **Non-trivial permutations**: (left) permute inputs 6 and 7 and (right) permute outputs 5 and 6. With non-trivial permutations, a large number of phases on the interferometer change.

“trivial” or “non-trivial” permutations based on how they affect the phases on the interferometer.

Trivial permutations are those that affect only a few interferometer phases. As an example, consider the action of exchanging neighbouring input ports $i$ and $i + 1$ of an interferometer. If the first layer of beam-splitters in the chip includes a beam-splitter that acts on these two modes, then the permutation will only change the internal and external phase of this single beam-splitter phase and a few other external phases and the rest of the interferometer will be left unchanged. After using the Clements et al. decomposition [25], all the input transpositions swapping modes $i$ and $i + 1$ with $i$ odd are trivial, and so are their compositions. The same applies for output port transpositions if the total number of modes is odd, but if the number of modes is even, then the output port transpositions are trivial for $i$ even. This is illustrated in Fig. 6a where swapping input modes 5 and 6 and output modes 6 and 7 change only a few phases.

The remaining nearest neighbour transpositions are all non-trivial in their action, i.e., transpositions that relabel ports connected to different beam-splitters have a non-trivial action on all the phases. This is also illustrated in Fig. 6b, where swapping input modes 6 and 7 and output modes 5 and 6 change a large portion of the interferometer phases. The same holds for all compositions of the non-trivial transpositions.

Two different trivial permutations act on nearest neighbour modes without acting on common elements, they commute amongst themselves, so they can be applied in any order. Similarly, the non-trivial permutations can be applied in any order. Note that trivial and purely non-trivial permutations so defined do not cover the entire set of permutations. In other words, there are permutations, which are neither trivial nor purely non-trivial but actually comprise a mix of trivial and non-trivial transpositions. That said, any permutation can be obtained by acting purely trivial and purely non-trivial transpositions one after the other.

In order to speed up the search over permutations, the Sweep Search algorithm chooses to focus the search in the space of non-trivial permutations. It first searches over all purely non-trivial permutations of a given unitary for the one that minimizes power consumption. Once such a
permutation is found, then this permuted unitary is the starting point of the next step, in which all trivial permutations are searched over to find the one that minimizes the power consumption. Multiple such repetitions can be performed in order to obtain a better permutation. The repetitions can be stopped once the constraints are met either in terms of a low enough power or distance from target unitary being achieved, or a power in the desired range being obtained, or finally if a maximum allowed computation time is exceeded.

This heuristic algorithm scales at least as fast as $k2^n$, where $k$ is the number of repetitions performed and $2^{n/2}$ is the number of trivial or purely non-trivial permutations acting exclusively on input ports or output ports. In practice a value of $k = 2$ or $3$ performs as well as higher values. Thus, for a constant value of $k$, the scaling of this algorithm is significantly faster than the scaling of the unrestricted search. Indeed, this faster scaling allows us to search over permutations of much larger unitary matrices.

### Appendix D: Details tailored compilation

Here, we consider a provide more details about our tailored compilation procedure. As described in the main text, this procedure accounts for imbalanced beam-splitters by decomposing the $N \times N$ unitary $U$ using matrices corresponding to $2 \times 2$ imperfect MZIs rather than those corresponding to perfect MZIs. To realistically model these imperfect interferometers, we consider the effective transformation implemented by the imperfect MZIs. Non-balanced beam-splitters can be modelled as

$$B(\theta) = \begin{pmatrix} \cos \theta & e^{i\phi} i \sin \theta \\ i \sin \theta \cos \theta & \cos \theta \end{pmatrix} \tag{D1}$$

whose reflectivity is $\cos^2 \theta$. This reduces to Eq. (A5) when $\theta = \pi/4$.

The phase-shifters are the same, as in Eq. (A6). Multiplying them together, we find the MZ unit $Z^0$ that is actually implemented when the beam-splitters are imperfect, i.e.,

$$Z^0 = B(\theta)R(\phi_0)B(\theta)R(\phi_e) \tag{D2}$$

$$= \left( e^{\phi_e} \left( e^{i\phi} \cos^2 \theta - \sin^2 \theta \right) + e^{i\phi} \cos \frac{\phi_e}{2} \sin 2\theta \right)$$
$$\left( i e^{i(\phi_0 + \phi_e)} \cos \frac{\phi_e}{2} \sin 2\theta - e^{i\phi} \sin^2 \theta + \cos^2 \theta \right). \tag{D3}$$

Hence, a decomposition following the nulling order of the Clements et al. procedure is performed to account for the imperfections in the decomposition procedure itself. The comparison of the equations involved in the decomposition is provided in Table 1.

We also note that despite using the tailored decomposition, there are certain operators that cannot be implemented on the imperfect chips. For instance, for a splitting ratio characterized by $\theta$, it is not possible to implement transformations that require a reflectivity of less than $\cos^2 2\theta$, as can be seen from Fig. 7. In such situations, the fidelity of a unitary operator can be improved with port allocation. Port allocation can lead to permutations such that MZIs requiring low values of reflectivity can be replaced by MZIs requiring larger values of reflectivities, which can be implemented exactly.

### Appendix E: Details on calibration procedures to obtain splitting ratios

In this section, we provide more details about the procedures used in the calibration of the splitting ratios. In particular, these procedures assume access to the chip with un-entangled states of classical or quantum light at the inputs and intensity measurements at the outputs.

1. **Method 1: Finding splitting ratio of each MZI**

The first method to find the splitting ratios of each MZI is based on the observation that in the presence of imperfect splitting ratios, the “bar” state of an MZI (i.e., all light going straight through) can be implemented perfectly, whereas the “cross” state (i.e., all light from one port completely crossing over to the other port) cannot. From Eq. (D3), we infer that the bar state is achieved when $\phi_e = \pi$ and the cross state is achieved when $\phi_0 = 0$.

The procedure to find the splitting ratio of a particular MZI is as follows:

1. The splitting ratio of a particular MZI can be found by setting that MZI to the cross state and every other MZI to the bar state.

2. Light is incident to one of the input ports of the crossed MZI and the intensity at both its output ports is measured.
TABLE I: Comparison of Clements et al. decomposition and tailored compilation (this work)

| Nulling matrices | $\left( e^{i\phi_i} \left( e^{i\phi_0} \sin \frac{\varphi}{2} - \cos \frac{\varphi}{2} \right) \right) \left( e^{i\phi_0} \left( e^{i\phi} \cos^2 \theta - \sin^2 \theta \right) + i e^{i\phi} \cos \frac{\varphi}{2} \sin 2\varphi \right) \left( e^{i\phi} \left( e^{i\phi} + \frac{\varphi}{2} \right) \cos \frac{\varphi}{2} \sin 2\theta - e^{i\phi} \sin \theta \cos \varphi \right)$ |
|------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|

| Nulling equations (with $Z$) | $s := \frac{1}{\sin 2\theta} \left( \tan^{-1} \left( \frac{U_{n-1,m}}{U_{n,m}} \right) \right)$, \quad $\phi_i = 2 \tan^{-1} \left( \frac{U_{n-1,m}}{U_{n,m}} \right)$, \quad $\phi_0 = - \arg \left( \frac{U_{n-1,m}}{U_{n,m}} \right)$, \quad $\phi_i = 2 \tan^{-1} \left( \frac{U_{n,m+1}}{U_{n,m}} \right)$, \quad $\phi_0 = - \arg \left( \frac{U_{n,m+1}}{U_{n,m}} \right) + \pi$ |
|------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|

3. Using Eq. (D3), the intensity at the two output ports is proportional to $\cos^2 2\theta$ and $\sin^2 2\theta$. By measuring the intensities and calculating their ratio $\cot^2 2\theta$, infer the value of $\theta$ for that MZI.

4. Repeat the above steps for each MZI to find all the splitting ratios.

However, this method might not yield the splitting ratios to a high precision in the presence of other imperfections such as imperfect calibration of the voltage-phase relationship, because in this case there might be imprecision in the programmed phase value. In particular, the method relies on the possibility of implementing the bar state perfectly in each MZI in the interferometer, which might not hold perfectly because of defects other than those we consider here. So we devise another method to find the mean of the splitting ratio distribution to high precision using optimization.

2. Method 2: Finding best splitting ratio of all MZIs together

The second method for the calibration of the splitting ratios relies on using the tailored compilation itself and optimizing to find that value of splitting ratio which leads to the best performance of the compiler. The method proceeds as follows:

1. First guess an initial splitting ratio and using this, implement a specific unitary operator $U_0$ on the interferometer.

2. Light is incident on one input port and the intensity at all output ports is measured. This step is repeated for all input ports.

3. Optimization methods are used to minimize the norm of the difference between the measured and expected intensities while iterating over different values of splitting ratios.

Depending on the size of the interferometer, the optimization can be performed to find one or multiple splitting ratios to best describe the chip imperfections.

For best optimization results, the choice of the specific unitary $U_0$ is made such that the gradient in the difference of observed and measured intensities is steepest. Such a matrix is one in which all the MZIs are set to a value close to the “cross” state. The motivation for this choice comes from considering Eq. (D3) from which we see that the norm of the vector of intensity differences between an imperfect MZI with angle $\theta$ and a perfect 50-50 MZI to be equal to $\frac{1}{2} (\cos \phi_1 + 1)^2 (\cos 4\theta + 1)^2$. We see that this is maximum when $\phi_1 = 0$, or the MZI is set to “cross”. However, a perfectly “crossed” MZI is not possible to implement when the beam-splitters have imperfect splitting ratios. So, the unitary matrix with the largest difference in actual and expected intensities depends on the actual splitting ratio. A matrix close to such a matrix can be chosen if a crude initial estimate of the splitting ratios is available. In the absence of such an estimate, a small reflectivity value such as 0.2 is observed to perform well (see, for example, Figs. 4 and 9).
Appendix F: Robustness to non-uniformity in splitting ratios

Here we analyse the robustness of the procedures presented in the main text to the non-uniformity of the splitting ratios of the beam-splitters. The results presented in the main text focus on the case of each beam-splitter having the same splitting ratio say 47:53, which could be different from 50:50. However, in reality, there could be some spread of the splitting ratios about this imperfect value because of further fabrication defects.

First, we show that there is a minimum of the fitness function that we are using (i.e., the norm of the difference between the expected and observed intensities) and that numerical methods can find this minimum straightforwardly. More importantly, this is true even when the actual splitting ratios are not the same across the chip. In Fig. 8, we calculate this norm for different assumed reflectivities and confirm that when the splitting ratios across the interferometer are normally distributed, we do indeed find a minimum in this norm that is close to the mean of the normal distribution. Using Brent optimization, we find the value of this minimum to be 0.469, which is close to the actual minimum of 0.47 [48]. Such a gradient descent algorithm needs to perform the decomposition only a few times to arrive at the position of the minimum.

To check the performance of the different methods under non-uniform splitting ratios, we perform the simulations of Fig. 4 but this time assuming a spread in the splitting ratios around the mean value. Each of the procedures, namely calibration, port-allocation and tailored compilation are performed with the incorrect assumption that the splitting ratios are all the same. The results for this simulation are plotted in Fig. 9. We observe that despite the non-uniformity in the splitting ratios (and without modifying the procedures to account for this non-uniformity), the methods perform well. In particular, the combination of the tailored decomposition and the port allocation provides a factor 11.5 enhancement in the distance of the implemented unitary transformations.
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