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Abstract. This paper is concerned with transition paths within the framework of the overdamped Langevin dynamics model of chemical reactions. We aim to give an efficient description of typical transition paths in the small temperature regime. We adopt a variational point of view and seek the best Gaussian approximation, with respect to Kullback-Leibler divergence, of the non-Gaussian distribution of the diffusion process. We interpret the mean of this Gaussian approximation as the “most likely path” and the covariance operator as a means to capture the typical fluctuations around this most likely path.

We give an explicit expression for the Kullback-Leibler divergence in terms of the mean and the covariance operator for a natural class of Gaussian approximations and show the existence of minimisers for the variational problem. Then the low temperature limit is studied via Γ-convergence of the associated variational problem. The limiting functional consists of two parts: The first part only depends on the mean and coincides with the Γ-limit of the Freidlin-Wentzell rate functional. The second part depends on both, the mean and the covariance operator and is minimized if the dynamics are given by a time-inhomogeneous Ornstein-Uhlenbeck process found by linearization of the Langevin dynamics around the Freidlin-Wentzell minimizer.
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1. Introduction

Determining the behavior of transition paths of complex molecular dynamics is essential for understanding many problems in physics, chemistry and biology. Direct simulation of these systems can be prohibitively expensive, mainly due to the fact that the dynamical systems can exhibit the phenomenon of metastability, which involves disparate time scales: the transition between metastable states is logarithmic in the inverse temperature, whilst fluctuations within the metastable states have durations which are exponential in the inverse temperature. In many systems interest focusses on the transition between metastable states and not the local fluctuations within them. This paper addresses the problem of characterizing the most likely transition paths of molecular models of chemical reactions.

Consider the Langevin stochastic differential equation

\[ dx(t) = -\nabla V(x(t))dt + \sqrt{2\varepsilon}dW(t), \]

subject to the end-point conditions

\[ x(0) = x_-, \quad x(T) = x_+. \]
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Here $V : \mathbb{R}^d \to \mathbb{R}$ is the potential function, $W$ is a standard Brownian motion in $\mathbb{R}^d$ and $\varepsilon > 0$ is a small parameter related to the temperature of the thermal system. The process $x(t), t \in [0, T]$ of (1.1) satisfying the two-point boundary condition (1.2) is understood as the process starting from $x(0) = x_-$ conditioned on $x(T) = x_+$. In molecular dynamics, a sample path of this conditioned process describes the temporal evolution of molecules making a transition between two atomistic configurations $x_\pm$. In this paper, we will assume that $x_\pm$ are critical points of $V$; indeed most interest focuses on the case where both endpoints are chosen to be local minima of $V$.

When the temperature $\varepsilon$ is small and when the end-point condition on $x(T)$ is removed, typical realizations of (1.1) exhibit fluctuations around the local minima of $V$ for long stretches of time (exponential in $\varepsilon^{-1}$) while the occasional rapid transitions between different minima occur on a much shorter time scale which is only logarithmic in $\varepsilon^{-1}$. The difference between these time scales makes it difficult to sample transition paths when $\varepsilon$ is small. As an alternative to direct sampling, several notions of “most likely transition paths” have been proposed; of particular interest here are the Freidlin-Wentzell and Onsager-Machlup theories.

In the zero temperature limit $\varepsilon \to 0$, the behaviour of transition paths can be predicted with overwhelming probability using large deviation theory [14]. For any fixed $T$, the solution processes $x(t)$ to (1.1), (1.2) satisfy a large deviation principle with rate (or action) functional given by

\[ S(\varphi) := \frac{1}{4} \int_0^T |\varphi'(t) + \nabla V(\varphi(t))|^2 dt \]

with $\varphi \in H^1([0, T]; \mathbb{R}^d) := \{ x \in H^1(0, T; \mathbb{R}^d) : x(0) = x_-, x(T) = x_+ \}$. Loosely speaking the large deviation principle states that for any small $\delta > 0$, the probability that the solution $x$ lies in a tube of width $\delta$ around a given path $\varphi$ is approximately given by

\[ \mathbb{P}\{ x : \sup_{t \in [0, T]} |x(t) - \varphi(t)| \leq \delta \} \approx \exp(-\varepsilon^{-1} S(\varphi)) \]

for $\varepsilon$ small enough. Here $\mathbb{P}$ denotes the law of the process defined in (1.1), (1.2).

Note that $\mathbb{P}$ depends on $\varepsilon$. The boundary conditions on $\varphi$ imply that $S$ can be rewritten as

\[ S(\varphi) := \frac{1}{4} \int_0^T |\varphi'(t) + \nabla V(\varphi(t))|^2 dt \]

\[ = \frac{1}{4} \int_0^T |\varphi'(t)|^2 + |\nabla V(\varphi(t))|^2 dt + \frac{1}{2} \int_0^T \varphi'(t) \cdot \nabla V(\varphi(t)) dt \]

\[ = \frac{1}{4} \int_0^T |\varphi'(t)|^2 + |\nabla V(\varphi(t))|^2 dt + \frac{1}{2} (V(x_+) - V(x_-)) . \]

The last term in this expression only depends on the boundary conditions and not on the specific choice of $\varphi$. Hence minimizing $S(\varphi)$ is equivalent to minimizing the following Freidlin-Wentzell action functional

\[ S(\varphi) := \frac{1}{4} \int_0^T |\varphi'(t)|^2 + |V(\varphi(t))|^2 dt \]

over $H^1([0, T]; \mathbb{R}^d)$. The Freidlin-Wentzell viewpoint has been enormously influential in the study of chemical reactions. For example the string method [10, 11] is based on minimization of the action functional (1.3) over paths parameterized by arclength. See the the review article [28] for recent development of transition path theory.
At finite temperature $\varepsilon > 0$, optimal transition paths can be defined as minimizers of the Onsager-Machlup functional \([9] \). This functional is defined by maximizing small ball probabilities for paths $x(\cdot)$ solving (1.1), (1.2). To be more precise, we denote by $P_0$ the law of the Brownian bridge on $[0, T]$ connecting $x_-$ and $x_+$, corresponding to vanishing drift ($V = 0$) in (1.1), (1.2), which depends on $\varepsilon$. Then under certain conditions on $V$ (see (ii) of Remark 2.2), the measure $P$ is absolutely continuous with respect to $P_0$ and the Radon-Nikodym density is given by

\[
\frac{dP}{dP_0}(x) = \frac{1}{Z} \exp \left( -\frac{1}{2\varepsilon} \int_0^T \Psi(x(t)) dt \right)
\]

where

\[
\Psi(x) := \frac{1}{2} |\nabla V(x)|^2 - \varepsilon \Delta V(x).
\]

Equation (1.4) follows from Girsanov formula and Itô’s formula, see [25, Section 2]. We define the Onsager-Machlup functional $I_\varepsilon$ over the space $H^1_{x_0}(0, T; \mathbb{R}^d)$ by

\[
I_\varepsilon(x) := \frac{1}{2} \int_0^T \left( \frac{1}{2} |x'(t)|^2 + \Psi(x(t)) \right) dt = S(x) - \frac{1}{2} \int_0^T \Delta V(x(t)) dt.
\]

In [9] it was shown that for any $x_1, x_2 \in H^1_{x_0}(0, T; \mathbb{R}^d)$

\[
\lim_{\delta \to 0} \frac{P(B_\delta(x_1))}{P(B_\delta(x_2))} = \exp \left( \frac{1}{\varepsilon} (I_\varepsilon(x_2) - I_\varepsilon(x_1)) \right)
\]

where $B_\delta(x)$ denotes a ball in $C([0, T]; \mathbb{R}^d)$ with center $x$ and radius $\delta$. Hence for any fixed $x_2$, the above ratio of the small ball probability, as a function of $x_1$, is maximized at minimizers of $I_\varepsilon$. In this sense minimizers of $I_\varepsilon$ are analogous to Maximum A Posterior (MAP) estimators which arise for the posterior distribution $P$ in Bayesian inverse problems; see [8].

The Onsager-Machlup functional (1.6) differs from the Freidlin-Wentzell functional only by the integral of the Itô correction term $\varepsilon \Delta V$. This difference arises because of the order in which the limits $\varepsilon \to 0$ and $\delta \to 0$ are taken: in Freidlin-Wentzell theory the radius of the ball $\delta$ is fixed and limit $\varepsilon \to 0$ is studied while in Onsager-Machlup theory $\varepsilon$ is fixed and limit $\delta \to 0$ is studied. For fixed $T > 0$, it is clear that $I_\varepsilon(\varphi) \to S(\varphi)$ as $\varepsilon \to 0$. Hence for fixed time scale $T$ the Onsager-Machlup theory agrees with the Freidlin-Wentzell theory in the low temperature limit. However, this picture can be different for large $T$, more precisely when $T \to \infty$ as $\varepsilon \to 0$. In fact, as demonstrated in [24], it is possible that when $T \gg 1$, the MAP transition path spends a vast amount of time at a saddle point of $V$ rather than at minima; moreover, for two paths with the same energy barrier, the one passing through steeper confining walls is always preferred to the other since a larger value of $\Delta V$ gives rise to a lower value of $I_\varepsilon$. The discussion about the order of limits gives a clue as to why this apparent contradiction occurs: by studying the limit $\delta \to 0$ in Onsager-Machlup theory, for fixed temperature $\varepsilon$, we remove entropic effects.

Both minimizing the Onsager-Machlup functional (1.6) or finding MAP estimators is attempts to capture key properties of the distribution $P$ by identifying a single most likely path. This can be viewed as approximating the measure $P$ by a Dirac measure in a well-chosen point. The key idea in this paper is to find better approximations to $\nu$ by working in a larger class of measures than Diracs. We will study the best Gaussian approximations with respect to Kullback-Leibler divergence. The mean of an optimal Gaussian should capture the concentration of the target measure while its fluctuation characteristics are described by the covariance of the Gaussian. Furthermore the fluctuations can capture entropic effects. Thus
by using the Gaussian approximation we aim to overcome the shortcomings of the Onsager-Machlup approach. The idea of finding Gaussian approximations for non-Gaussian measures by means of the Kullback-Leibler divergence is not new. For example, in the community of machine learning [26], Gaussian processes have been widely used together with Bayesian inference for regression and prediction. Similar ideas have also been used to study models in ocean-atmosphere science [18] and computational quantum mechanics [2]. Recently, the problem of minimizing the Kullback-Leibler divergence between non-Gaussian measures and certain Gaussian classes was studied from the calculus of variation point of view [23] and numerical algorithms for Kullback-Leibler minimization were discussed in [22].

The present paper builds on the theory developed in [23] and extends it to transition path theory. More specifically, the set of Gaussian measures for approximations is parameterized by a pair of functions \((m, A)\), where \(m\) represents the mean and \(A\) (defined in (3.1)) is used to define the covariance operator for the underlying Gaussian measure. For a fixed temperature \(\varepsilon\), the Kullback-Leibler divergence is expressed as a functional \(F_\varepsilon\) depending on \((m, A)\) and existence of minimizers is shown in this framework. Then the asymptotic behaviour of the best Gaussian approximations in the low temperature limit is studied in terms of the \(\Gamma\)-convergence of the functionals \(\{F_\varepsilon\}\). The limiting functional (4.13) is identified as the sum of two parts. The first part, depending only on \(m\), is identical to the \(\Gamma\)-limit of the rescaled Freidlin-Wentzell action functional, implying that for \(\varepsilon \to 0\) the most likely transition paths defined as the best Gaussian mean \(m\) coincide with large deviation paths. The second part expresses the penalty for the fluctuations in terms of \(A\), which is minimized when \(A\) is identical to \(D^2V(m)\). This has the natural interpretation that the fluctuations are described by an inhomogeneous OU process found by linearizing about the large-deviations path.

This paper is organized as follows. In the next section we introduce a time-rescaling of the governing Langevin equation, in terms of \(\varepsilon\), in which the undesirable effects of the Onsager-Machlup minimization are manifest; we also introduce some notation used throughout the paper. Furthermore, assumptions on the potential \(V\) are discussed. In Section 3, we define the subset of Gaussian measures over which Kullback-Leibler minimization is conducted; the existence of minimizers to the variational problem is established at the end of this section. Then in Section 4, we study the low temperature limit of the Gaussian approximation using \(\Gamma\)-convergence. The main \(\Gamma\)-convergence result is given in Theorem 4.7. Proofs of Theorem 4.7 and related results are presented in Section 5.

2. Set-up and Notation

2.1. Set-up. As discussed in the previous section, the key issue which motivates our work is the difference in behaviour between minimizers of the Freidlin-Wentzell action and the Onsager-Machlup functional. This difference is manifest when \(T \gg 1\) and is most cleanly described by considering the time scale \(T = \varepsilon^{-1}\). The \(\Gamma\)-limit of the Onsager-Machlup functional (1.6) is studied, as \(\varepsilon \to 0\), under this time-rescaling, in [25]; the limit exhibits the undesirable effects described in the preceding section. Our objective is to characterize the \(\Gamma\)-limit for the variational problems arising from best Gaussian approximation with respect to Kullback-Leibler divergences, under the same limiting process.

Applying the time scaling \(t \mapsto \varepsilon^{-1}t\) to the equation (1.1) and noticing the boundary conditions (1.2), yields

\[
\begin{align*}
dx(t) &= -\varepsilon^{-1}\nabla V(x(t))dt + \sqrt{2}dW(t), \\
x(0) &= x_-, \quad x(1) = x_+.
\end{align*}
\]
The transformed SDE has an order one noise but a strong drift; it will be our object of study throughout the remainder of the paper. For technical reasons, we make the following assumptions on the potential $V$.

**Assumptions 2.1.** The potential $V$ appearing in (2.1) satisfies:

(A-1) $V \in C^5(\mathbb{R}^d)$;

(A-2) the set of critical points

$$\mathcal{E} := \{x \in \mathbb{R}^d, \nabla V(x) = 0\}$$

is finite.

(A-3) coercivity condition:

$$\exists R > 0 \text{ such that } \inf_{|x| > R} |\nabla V(x)| > 0;$$

(A-4) growth condition:

$$\exists C_1, C_2 > 0 \text{ and } \alpha \in [0, 2) \text{ such that for all } x \in \mathbb{R}^d \text{ and } 1 \leq i, j, k \leq d,$$

$$\limsup_{\varepsilon \to 0} \max_{i \neq j \neq k} \left( |\partial^3 \Psi_\varepsilon(x)|, |\Psi_\varepsilon(x)| \right) \leq C_1 \varepsilon^{C_2|x|^\alpha};$$

(A-5) $V(x) \to \infty$ when $|x| \to \infty$ and there exists $R > 0$ such that

$$2\Delta V(x) \leq |\nabla V(x)|^2 \text{ for } |x| \geq R;$$

(A-6) monotonicity condition:

$$\exists R > 0 \text{ such that } |\nabla V(x_1)| \geq |\nabla V(x_2)| \text{ if } |x_1| \geq |x_2| \geq R;$$

**Remark 2.2.**

(i) Conditions (A-2)-(A-3), are typical assumptions when proving $\Gamma$-convergence results for Ginzburg-Landau and related functionals [13, 17]. The smoothness condition (A-1) is needed because our analysis involves a Taylor expansion of order three for $\Psi_\varepsilon$. Furthermore, we will use conditions (A-4)-(A-6) to analyze the $\Gamma$-convergence problem in this paper. These assumptions will be employed to simplify the expectation term in the Kullback-Leibler divergence (see the expression (3.24)).

(ii) The condition (A-5) is a Lyapunov type condition which guarantees that at small temperature ($\varepsilon \leq 1$) the solution to the SDE in (2.1) does not explode in finite time. The probability measure determined by this process is absolutely continuous with respect to the reference measure of the Brownian bridge. See [27, Chapter 2] for more discussions about the absence of explosion. Moreover, by the definition of $\Psi_\varepsilon$, (A-5) implies that for any $\delta \in \mathbb{R}$ there exists a constant $C > 0$ depending only $R$ and $\delta$ such that

$$|\nabla V(x)|^2 - \varepsilon \delta \Delta V(x) \geq -C\varepsilon \text{ for any } x \in \mathbb{R}^d.$$

Such lower bound will be used to prove the compactness of the functionals of interest (see Proposition 4.6).

(iii) These conditions are not independent. For instance, the coercivity condition (A-3) can be deduced from the monotonicity condition (A-6) when $V(x)$ is non-constant for large $|x|$. Hence particularly (A-5) and (A-6) imply (A-3).

(iv) The set of functions satisfying conditions (A-1)-(A-7) is not empty: they are fulfilled by all polynomials. Therefore many classical potentials, such as the Ginzburg-Landau double-well potential $V(x) = \frac{1}{4} x^2(1 - x)^2$ are included. □

For $\varepsilon > 0$ we denote by $\mu_\varepsilon$ the law of the above bridge process $x$ defined in (2.1) and $\mu_0$ the law of the corresponding bridge for vanishing drift ($V = 0$) in (2.1).
Then, by identical arguments to those yielding (1.4), \( \mu_\varepsilon \) is absolutely continuous with respect to \( \mu_0 \) and the Radon-Nikodym density is given by
\begin{equation}
\frac{d\mu_\varepsilon}{d\mu_0}(x) = \frac{1}{Z_{\mu_\varepsilon}} \exp \left( \frac{-1}{2\varepsilon^2} \int_0^1 \Psi_\varepsilon(x(t)) dt \right)
\end{equation}
where \( \Psi_\varepsilon \) is given by (1.5) and \( Z_{\mu_\varepsilon} \) is the normalization constant. Note that the extra factor \( \frac{1}{\varepsilon} \) with respect to (1.4) is due to the time rescaling.

2.2. Notation. Throughout the paper, we use \( C \) (or occasionally \( C_1 \) and \( C_2 \)) to denote a generic positive constant which may change from one expression to the next and is independent of the temperature and any quantity of interest. We write \( A \leq B \) if \( A \leq CB \). Given an interval \( I \subset \mathbb{R} \), let \( L^p(I) \) and \( W^{m,p}(I) \) with \( m \in \mathbb{N}, 1 \leq p \leq \infty \) be the standard Lebesgue and Sobolev spaces of scalar functions respectively. Let \( H^m(I) = W^{m,2}(I) \). For \( s \in [0, 1] \), we set \( H^s_0(I) \) to be the closure of \( C_0^\infty(I) \) in \( H^s(I) \) and equip it with the topology induced by \( H^s(I) \). Define its dual space \( H^{-s}(I) := (H^s_0(I))' \). For \( s > 1/2 \), a function of \( H^s_0(I) \) has zero boundary conditions. Thanks to the Poincaré inequality, the \( H^1 \)-semi-norm is an equivalent norm on \( H^s_0(I) \). In the case that \( I = (0, 1) \), we simplify the notations by setting \( H^s_0 = H^s_0(0, 1) \) and \( H^{-s} = H^{-s}(0, 1) \).

We write scalar and vector variables in regular face whereas matrix-valued variables, function spaces for vectors and matrices are written in boldface. Denote by \( S(d, \mathbb{R}) \) the set of all real symmetric \( d \times d \) matrices and by \( I_d \) the identity matrix of size \( d \). Let \( L^p(0, 1; \mathbb{R}^d) \) and \( L^p(0, 1; S(d, \mathbb{R})) \) be the spaces of vector-valued and symmetric matrix-valued functions with entries in \( L^p(0, 1) \) respectively. Similarly one can define \( H^1(0, 1; \mathbb{R}^d), H^1_0(0, 1; \mathbb{R}^d) \) and \( H^1(0, 1; S(d, \mathbb{R})) \). For simplicity, we use the same notation \( L^p(0, 1) \) (resp. \( H^1(0, 1) \)) to denote \( L^p(0, 1; S(d, \mathbb{R})) \) and \( L^p(0, 1; \mathbb{R}^d) \) (resp. \( H^1(0, 1; S(d, \mathbb{R})) \) and \( H^1(0, 1; \mathbb{R}^d) \)). For any \( \mathbf{A} = (A_{ij}) \in L^p(0, 1; S(d, \mathbb{R})) \) with \( 1 \leq p \leq \infty \), we define its norm
\begin{equation}
\| \mathbf{A} \|_{L^p(0, 1)} := \left( \sum_{i=1}^d \sum_{j=1}^d \| A_{ij} \|_{L^p(0, 1)}^2 \right)^{\frac{1}{2}}.
\end{equation}

For \( \mathbf{A} = (A_{ij}) \in H^1(0, 1; S(d, \mathbb{R})) \), the norm is defined by
\begin{equation}
\| \mathbf{A} \|_{H^1(0, 1)} := \left( \sum_{i=1}^d \sum_{j=1}^d \| A_{ij} \|_{H^1(0, 1)}^2 \right)^{\frac{1}{2}}.
\end{equation}
We also define \( H^1_0(0, 1) := H^1_0(0, 1; \mathbb{R}^d) := \{ x \in H^1(0, 1; \mathbb{R}^d) : x(0) = x_-, x(1) = x_+ \} \). Denote by \( BV(I) \) the set of \( \mathbb{R}^d \)-valued functions of bounded variations on an interval \( I \subset \mathbb{R} \).

For matrices \( \mathbf{A}, \mathbf{B} \in S(d, \mathbb{R}) \) we write \( \mathbf{A} \geq \mathbf{B} \) when \( \mathbf{A} - \mathbf{B} \) is positive semi-definite. The trace of a matrix \( \mathbf{A} \) is denoted by \( Tr(\mathbf{A}) \). Denote by \( \mathbf{A}^T \) the transpose of \( \mathbf{A} \) and by \( |\mathbf{A}|_F \) the Frobenius norm of \( \mathbf{A} \). Given \( \mathbf{A} \in S(d, \mathbb{R}) \) with the diagonalized form \( \mathbf{A} = \mathbf{P}^T \mathbf{A} \mathbf{P} \), we define the matrix matrix \( |\mathbf{A}| := \mathbf{P}^T |\mathbf{A}| \mathbf{P} \). For matrices \( \mathbf{A} = (A_{ij}) \) and \( \mathbf{B} = (B_{ij}) \), we write
\begin{equation}
\mathbf{A} \cdot \mathbf{B} = \text{Tr}(\mathbf{A} \mathbf{B}^T) = \sum_{i=1}^d \sum_{j=1}^d A_{ij} B_{ij}.
\end{equation}
Define the matrix-valued operator \( \partial_\varepsilon^2 := \partial_\varepsilon^2 \cdot I_d \). For \( a > 0 \), we define
\begin{equation}
L^1_a(0, 1) := L^1_a(0, 1; S(d, \mathbb{R})) = \{ \mathbf{A} \in L^1(0, 1; S(d, \mathbb{R})) : \mathbf{A}(t) \geq a \cdot I_d \text{ a.e. on } (0, 1) \}
\end{equation}
and
\[
H^1_n(0, 1) := H^1_n(0, 1; S(d, R)) = \{ A \in H^1(0, 1; S(d, R)) : A(t) \geq \alpha \cdot I_d \ \text{a.e. on} \ (0, 1) \}.
\]

We write \( A_n \rightharpoonup A \) in \( L^1(0, 1) \) when \( A_n \) converges to \( A \) weakly in \( L^1(0, 1) \). Let
\[
H^1_0(0, 1) = H^1_0(0, 1; R^d).
\]

Define \( H^1_0 = H^1_0 \times \cdots \times H^1_0 \) and let \( H^{-\infty} \) be the dual. In addition, we define product spaces \( \mathcal{H} := H^1_0 \times H^1(0, 1), \mathcal{H}_H := H^1_0 \times H^1_0, A := L^1(0, 1) \times L^1(0, 1) \) and \( \mathcal{X}_1 := L^1(0, 1) \times L^1_0(0, 1) \).

For a vector field \( v = (v_1, v_2, \cdots, v_d) \), let \( \nabla v = (\partial_i v_j)_{i,j=1,2,\ldots,d} \) be its gradient, which is a second order tensor (or matrix). Given a potential \( V : R^d \to R \), denote by \( D^2V \) the Hessian of \( V \). Given a second order tensor \( T = (T_{ij})_{i,j=1,2,\ldots,d} \), we denote by \( \nabla T \) its gradient, which is a rank 3 tensor with \( (\nabla T)_{ijk} = \frac{\partial T_{ij}}{\partial x_k} \). In particular, we use \( D^2V \) to denote the gradient of the Hessian \( D^2V \).

Finally we write \( \nu \ll \mu \) when the measure \( \nu \) is absolutely continuous with respect to \( \mu \) and write \( \nu \perp \mu \) when they are singular. Throughout the paper, we denote by \( N(m, \Sigma) \) the Gaussian measure on \( L^2(0, 1) \) with mean \( m \) and covariance operator \( \Sigma \). Moreover, the Gaussian measures considered in the paper will always have the property that, almost surely, draws from the measure are continuous functions on \([0, 1]\) and thus that point-wise evaluation is well-defined. Given \( h \in L^2(0, 1) \), define the translation map \( T_h \) by setting \( T_h x = x + h \) for any \( x \in L^2(0, 1) \). Denote by \( T_h^\mu \) the push-forward measure of a measure \( \mu \) on \( L^2(0, 1) \) under the map \( T_h \).

### 3. Kullback-Leibler Minimization

#### 3.1. Parametrization of Gaussian Measures.

In this subsection, we describe the parametrization of the Gaussian measures that we use in our Kullback-Leibler minimization. To motivate our choice of parameterization we consider the SDE (2.1). This equation has order-one noise, but with a strong gradient-form drift which will, most of the time, constrain the sample path to the neighbourhood of critical points of \( V \). The size of the neighbourhood will be defined by small fluctuations whose size scales with \( \varepsilon^2 \). To capture this behaviour we seek an approximation to (2.1) of the form \( x = m + z \), where \( m \) is a path connecting \( x_\pm \) in unit time and where \( z \) describes the small fluctuations. We aim to find \( m \) from an appropriate class of functions, and \( z \) as time-inhomogeneous Ornstein-Uhlenbeck process

\[
dz = -\varepsilon^{-1} A(t) z(t) dt + \sqrt{2} dW(t),
\]

\[
z(0) = z(1) = 0.
\]

The time-dependent functions \((m, A)\) become our unknowns. For subsequent discussions, we require \( m \in H^1_0(0, 1) \). For \( A \) we assume that \( A \in H^1(0, 1) \), i.e. \( A \in H^1(0, 1; R^{d \times d}) \) and \( A(t) \) is symmetric for any \( t \in (0, 1) \). The symmetry property will simplify the the calculation of the change of measures below, and will also help when estimating the Greens functions used to show the \( \Gamma \)-convergence in Section 4.

Let \( \mathcal{T}_\varepsilon \) be the distribution of the process \( z \) defined by (3.1) and let \( \mathcal{T}_0 \) be the corresponding Brownian bridge (with \( A = 0 \)). The lemma below shows that \( \mathcal{T}_\varepsilon \) is a centred Gaussian with the covariance operator given by the inverse Schrödinger operator \( \Sigma_\varepsilon := 2(-\partial_t^2 + B_\varepsilon)^{-1} \) with \( B_\varepsilon = \varepsilon^{-2} A^2 - \varepsilon^{-1} A' \). Here \( 2(-\partial_t^2 + B_\varepsilon)^{-1} \) denotes the inverse of the Schrödinger operator \( \frac{1}{2} (-\partial_t^2 + B_\varepsilon) \) with Dirichlet boundary condition. Let \( M_\varepsilon(t, s) \) be the fundamental matrix satisfying

\[
\frac{d}{dt} M_\varepsilon(t, s) = -\varepsilon^{-1} A(t) M_\varepsilon(t, s), \quad M_\varepsilon(s, s) = I_d.
\]
Lemma 3.1. Let $A \in \mathbb{H}^1(0,1)$. Then the Radon-Nikodym density of $\nu_{\varepsilon}$ with respect to $\mu_0$ is given by

$$d\nu_{\varepsilon}/d\mu_0(z) = \frac{1}{Z_{\nu_{\varepsilon}}} \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt \right),$$

where $B_{\varepsilon} = \varepsilon^{-2} A^2 - \varepsilon^{-1} A'$ and the normalization constant

$$Z_{\nu_{\varepsilon}} = \exp \left( \frac{1}{2\varepsilon} \int_{0}^{1} \text{Tr}(A(t)) dt \right) \left( \int_{0}^{1} \mathbb{M}_{\varepsilon}(t) \mathbb{M}_{\varepsilon}^T(t) dt \right)^{-1/2},$$

where $\mathbb{M}_{\varepsilon}(t) = \mathbb{M}_{\varepsilon}(1, t)$. It follows that $\nu_{\varepsilon} = N(0, 2(\partial_{\varepsilon}^2 + B_{\varepsilon})^{-1})$.

Proof. Let $z$ be the unconditioned Ornstein-Uhlenbeck process that satisfies

$$dz(t) = -\varepsilon^{-1} A(t) z(t) dt + \sqrt{2} dW(t), \quad z(0) = 0.$$

Denote by $\hat{\nu}_{\varepsilon}$ the law of $z(t), t \in [0, 1]$ solving (3.5) and by $\hat{\mu}_0$ the law of the process $\sqrt{2} W(t)$. It follows from Girsanov’s theorem that

$$d\hat{\nu}_{\varepsilon}/d\mu_0(z) = \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt - \frac{1}{2\varepsilon} \int_{0}^{1} \text{Tr}(A(t)) dt - \frac{1}{4\varepsilon} z(1)^T A(1) z(1) \right).$$

Simplifying the exponent on the right side of the above by Itô’s formula gives

$$d\hat{\nu}_{\varepsilon}/d\mu_0(z) = \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt + \frac{1}{2\varepsilon} \int_{0}^{1} \text{Tr}(A(t)) dt - \frac{1}{4\varepsilon} z(1)^T A(1) z(1) \right).$$

After conditioning on $z(1) = 0$ and using [16, Lemma 5.3], (3.3) follows from (3.7). We now calculate the normalization constant $Z_{\nu_{\varepsilon}}$. Let $\rho_1$ be the density of the distribution of $z(1)$ under the measure $\nu_{\varepsilon}$. Let $\tilde{\mu}_0$ be the law of the conditioned process $(\sqrt{2} W(t)|\sqrt{2} W(1) = y)$. From (3.7), one can see that for any bounded measurable function $f : \mathbb{R}^d \to \mathbb{R},$

$$E^{\nu_{\varepsilon}}[f(z(1))] = E^{\tilde{\mu}_0}[f(z(1))]$$

$$= E^{\tilde{\mu}_0} \left[ \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt \right) \right. \times \exp \left( \frac{1}{2\varepsilon} \int_{0}^{1} \text{Tr}(A(t)) dt - \frac{1}{4\varepsilon} z(1)^T A(1) z(1) \right) f(z(1)) \right]$$

$$= \frac{1}{(4\pi)^{d/2}} \int_{\mathbb{R}^d} \exp \left( \frac{1}{2\varepsilon} \int_{0}^{1} \text{Tr}(A(t)) dt - \frac{1}{4\varepsilon} y^T A(1) y - \frac{1}{4} |y|^2 \right) f(y)$$

$$\times E^{\tilde{\mu}_0} \left[ \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt \right) \right] dy,$$

where we have used the fact that $z(1) \sim N(0, 2 \cdot \mathbb{L}_t)$ when $z$ is distributed according to $\tilde{\mu}_0$. Then we can read from (3.8) that

$$\rho_1(0) = E^{\tilde{\mu}_0} \left[ \exp \left( -\frac{1}{4} \int_{0}^{1} z(t)^T B_{\varepsilon}(t) z(t) dt \right) \right] \frac{1}{(4\pi)^{d/2}}.$$

On the other hand, we know from Appendix B that the solution of (3.5) can be represented as

$$z(t) = \sqrt{2} \int_{0}^{t} M_{\varepsilon}(t, s) dW(s),$$

where $M_{\varepsilon}$ is the fundamental matrix. In particular, by Itô’s isometry the random variable $z(1)$ is a centred Gaussian with covariance

$$E[z(1)^T z(1)] = 2 \int_{0}^{1} \mathbb{M}_{\varepsilon}(t) \mathbb{M}_{\varepsilon}(t)^T dt,$$
where $\mathbf{M}_\varepsilon(t) = \mathbf{M}_\varepsilon(1, t)$. Therefore we obtain an alternative expression for $\rho_1$, namely

$$(3.10) \quad \rho_1(0) = \frac{1}{(4\pi)^{d/2}} \left[ \det \left( \int_0^1 \mathbf{M}_\varepsilon(t) \mathbf{M}_\varepsilon(t)^T dt \right) \right]^{-\frac{1}{2}}.$$  

Comparing the expressions (3.9) and (3.10) yields (3.4). Finally, by the same arguments used in the proof of [23, Lemma C.1], one can see that $\mathbf{F}_\varepsilon = N(0, 2(-\partial_i^2 + \mathbf{B}_\varepsilon)^{-1}).$

We remark that the covariance operator $\mathbf{\Sigma}_\varepsilon = 2(-\partial_i^2 + \mathbf{B}_\varepsilon)^{-1}$ is bounded from $L^2(0, 1)$ to $H^2(0, 1)$ and is trace-class on $L^2(0, 1)$; see Lemma C.5 and Remark C.6. The sample paths $z$ are almost surely continuous and the covariances are given by

$$(3.11) \quad E_{\mu}[(z(t))^T z(s)] = 2 \mathbf{G}_\varepsilon(t, s), \quad t, s \in [0, 1].$$

Here $\mathbf{G}_\varepsilon(t, s)$ is the Green’s tensor (fundamental matrix) of the elliptic operator $(-\partial_i^2 + \mathbf{B}_\varepsilon)$ under Dirichlet boundary conditions, i.e. for any $s \in (0, 1)$,

$$(-\partial_i^2 + \varepsilon^{-2} \mathbf{A}^2(-) - \varepsilon^{-1} \mathbf{A}'(-)) \mathbf{G}_\varepsilon(-, s) = \delta(-s) \cdot \mathbf{I},$$

$$(3.12) \quad \mathbf{G}_\varepsilon(0, s) = \mathbf{G}_\varepsilon(1, s) = 0.$$  

With a description of the centered fluctuation process $z$ in hand we now move on to discuss the non-centered process $x = m + z$, whose law is denoted by $\nu_\varepsilon$. It is clear that $\nu_\varepsilon = N(m, \mathbf{\Sigma}_\varepsilon)$. Because of (3.1), $\nu_\varepsilon$ can also be viewed as the law of the following conditioned Ornstein-Uhlenbeck process

$$(3.13) \quad dx(t) = \left(\mu_0(t) - \varepsilon^{-1} \mathbf{A}(t)(x(t) - m(t))\right) dt + \sqrt{2} dW(t),$$

$x(0) = x_-, \quad x(1) = x_+.$  

Hence the Gaussian measure $\nu_\varepsilon$ is parametrized by the pair of functions $(\mu, \mathbf{A})$. To conclude, recalling the space $\mathcal{H} = H^1_0(0, 1) \times H^1_0(0, 1)$, we define the family of Gaussian measures as

$$(3.14) \quad \mathcal{A} = \left\{ N(m, 2(-\partial_i^2 + \mathbf{B}_\varepsilon)^{-1}) : (m, \mathbf{A}) \in \mathcal{H} \right\}$$

where $\mathbf{B}_\varepsilon = \varepsilon^{-2} \mathbf{A}^2 - \varepsilon^{-1} \mathbf{A}'$. For $a > 0$, we denote by $\mathcal{A}_a$ the set of Gaussian measures defined in the same way as (3.14) but with $\mathcal{H}$ replaced by $\mathcal{H}_a$.

3.2. Calculations of Kullback-Leibler divergence. To quantify the closeness of probability measures, we use the Kullback-Leibler divergence, or relative entropy. Given two probability measures $\nu$ and $\mu$, with $\nu$ absolutely continuous with respect to $\mu$, the Kullback-Leibler divergence of $\nu$ and $\mu$ is

$$D_{KL}(\nu||\mu) = E^\nu \log \left( \frac{d\nu}{d\mu} \right)$$

where $E^\nu$ denotes the expectation taken with respect to the measure $\nu$; if $\nu$ is not absolutely continuous with respect to $\mu$, then the Kullback-Leibler divergence is defined as $+\infty$. Sometimes it is convenient to evaluate the Kullback-Leibler divergence through a reference measure $\mu_0$. If the measures $\mu, \nu$ and $\mu_0$ are mutually equivalent, then the Kullback-Leibler divergence can be expressed as

$$(3.15) \quad D_{KL}(\nu||\mu) = E^\nu \log \left( \frac{d\nu}{d\mu_0} \right) - E^\nu \log \left( \frac{d\mu_0}{d\mu} \right).$$

In this section, we calculate the Kullback-Leibler divergence between the non-Gaussian measure $\mu_\varepsilon$ (defined by (2.8)) and the parametrized Gaussian measure $\nu_\varepsilon = N(m, \mathbf{\Sigma}_\varepsilon)$. Recall that $\mathbf{F}_\varepsilon$ is the law of the time-inhomogeneous Ornstein-Uhlenbeck process (3.1). Recall also that $\mu_0$ is the law of the Brownian bridge process corresponding to vanishing drift in the SDE (2.1).
implies that

\[ N(m_0, 2(\mathcal{B}^2)^{-1}) \text{ with } m_0(t) = x_-(1-t) + x_+ t. \]

In order to evaluate the above Kullback-Leibler divergence by using (3.15), we need to calculate the Radon-Nikodym derivative \( d\nu_\varepsilon / d\mu_0 \).

**Lemma 3.2.** Let \( m \in H^1_+(0,1) \) and \( A \in H^1(0,1) \). Then the Radon-Nikodym density of \( \nu_\varepsilon \) with respect to \( \mu_0 \) is given by

\[
(3.16) \quad \frac{d\nu_\varepsilon}{d\mu_0}(x) = \frac{1}{Z_{\nu_\varepsilon}} \exp(-\Phi_{\nu_\varepsilon}(x))
\]

where

\[
(3.17) \quad \Phi_{\nu_\varepsilon}(x) = \frac{1}{4} \int_0^1 (x(t) - m(t))^T B_\varepsilon(t)(x(t) - m(t))dt
\]

\[-\frac{1}{2} \int_0^1 m'(t) \cdot dx(t) + \frac{1}{4} \int_0^1 |m'(t)|^2 dt.
\]

and the normalization constant

\[
(3.18) \quad Z_{\nu_\varepsilon} = \exp\left(\frac{|x_1 - x_0|^2}{4}\right) \cdot \exp\left(-\frac{1}{2\varepsilon} \int_0^1 \text{Tr}(A(t))dt \right) \cdot \left(\int_0^1 M_\varepsilon(t) M^T_\varepsilon(t) dt\right)^{-1/2},
\]

where \( M_\varepsilon(t) = M_\varepsilon(1,t) \).

**Proof.** First by definitions of \( \overline{\nu}_\varepsilon \) and \( \overline{\mu}_0 \), we know that \( \nu_\varepsilon = T^*_m \overline{\nu}_\varepsilon \) and \( \mu_0 = T^*_m \overline{\mu}_0 \).

Then we have

\[
(3.19) \quad \frac{d\nu_\varepsilon}{d\mu_0}(x) = \frac{dT^*_m \overline{\nu}_\varepsilon}{dT^*_m \overline{\mu}_0}(x) = \frac{dT^*_m \overline{\nu}_\varepsilon}{dT^*_m \overline{\mu}_0}(x) \cdot \frac{dT^*_m \overline{\mu}_0}{dT^*_m \overline{\mu}_0}(x).
\]

Observe that for any Borel set \( A \subset L^2(0,1) \),

\[
T^*_m \overline{\nu}_\varepsilon(A) = \overline{\nu}_\varepsilon(A - m) = E_{\overline{\nu}_\varepsilon}\left[\frac{d\nu_\varepsilon}{d\mu_0}(x)1_{A-m}(x)\right] = E_{\overline{\nu}_\varepsilon}\left[\frac{d\overline{\nu}_\varepsilon}{d\overline{\mu}_0}(x-m)1_A(x)\right].
\]

This together with Lemma 3.1 implies that

\[
(3.20) \quad \frac{dT^*_m \overline{\nu}_\varepsilon}{dT^*_m \overline{\mu}_0}(x) = \frac{d\overline{\nu}_\varepsilon}{d\overline{\mu}_0}(x-m).
\]

\[
= \frac{1}{Z_{\overline{\nu}_\varepsilon}} \exp\left(-\frac{1}{4} \int_0^1 (x(t) - m(t))^T B_\varepsilon(t)(x(t) - m(t))dt \right).
\]

Since \( m \in H^1_+(0,1) \), \( m - m_0 \in H^1_+(0,1) \) and hence \( T^*_m \overline{\mu}_0 \ll T^*_m \overline{\mu}_0 \). Furthermore, by the Cameron-Martin formula we have

\[
(3.21) \quad \frac{dT^*_m \overline{\mu}_0}{dT^*_m \overline{\mu}_0}(x) = \exp\left\{\frac{1}{2} \int_0^1 (m'(t) - m_0'(t)) \cdot dx(t) - m(t)\right\}
\]

\[-\frac{1}{4} \int_0^1 |m'(t) - m_0'(t)|^2 dt.
\]

Recall that \( m_0(t) = x_-(1-t) + x_+ t \). Using the fact that \( x(0) = x_-, x(1) = x_+ \) when \( x \) is distributed according to \( T^*_m \overline{\mu}_0 \) (or \( T^*_m \overline{\mu}_0 \)), we can simplify the exponent
of above as follows:
\[
\frac{1}{2} \int_0^1 (m'(t) - m_0'(t)) \cdot d(x(t) - m_0(t)) - \frac{1}{4} \int_0^1 |m'(t) - m_0'(t)|^2 dt
\]
\[
= \frac{1}{2} \int_0^1 m'(t) \cdot dx(t) - \frac{1}{4} \int_0^1 |m'(t)|^2 dt - \frac{1}{2} \int_0^1 m_0'(t) \cdot d(x(t) - m_0(t))
\]
(3.22)
\[
= \frac{1}{2} \int_0^1 m'(t) \cdot dx(t) - \frac{1}{4} \int_0^1 |m'(t)|^2 dt - \frac{|x_+ - x_-|^2}{4}.
\]

Hence one can obtain (3.16) from (3.19)-(3.22) where the normalization constant
\[
Z_{\nu,\varepsilon} = Z_{\nu,\varepsilon} \cdot \exp \left( \frac{|x_+ - x_-|^2}{4} \right).
\]

This together with (3.4) implies (3.18).

According to the definition of \( \mu_\varepsilon \) (given by (2.8)), Lemma 3.2 and the expression (3.15) for the Kullback-Leibler divergence we obtain that
\[
D_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) = \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) - \frac{|x_1 - x_0|^2}{4} + \log(Z_{\nu,\varepsilon}),
\]
where
\[
\tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) = \frac{1}{2\varepsilon^2} \mathbb{E}_{\nu_\varepsilon} \int_0^1 \Psi_\varepsilon(z(t) + m(t)) dt + \frac{1}{4} \int_0^1 |m'(t)|^2 dt
\]
(3.24)
\[
- \frac{1}{4} \mathbb{E}_{\nu_\varepsilon} \int_0^1 z(t)^T B_\varepsilon(z(t) dt) + \frac{1}{2\varepsilon} \int_0^1 \text{Tr}(A(t)) dt
\]
\[
+ \frac{1}{2} \log \left( \det \left( \int_0^1 \mathbf{M}_\varepsilon(t) \mathbf{M}_\varepsilon(t)^T dt \right) \right).
\]

Here \( \mathbf{V}_\varepsilon = N(0, 2(-\partial_t^2 + B_\varepsilon)^{-1}) \) and \( \mathbf{M}_\varepsilon(t) = \mathbf{M}_\varepsilon(1, t) \) with \( \mathbf{M}_\varepsilon \) defined by (3.2).

The form of \( \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) \) is interesting; the first two terms comprise a “fattened” version of the Onsager-Machlup functions (1.6), where the fattening is characterized by the entropic fluctuations of the process \( z \). The remaining terms penalize those entropic contributions. This characterization will be particularly clear in the small noise limit – see Remark 4.10.

3.3. Variational Problem. Recall the set of Gaussian measures
\[
\mathcal{A} = \left\{ N(m, 2(-\partial_t^2 + B_\varepsilon)^{-1}) : (m, A) \in \mathcal{H} \right\}
\]
where \( B_\varepsilon = \varepsilon^{-2} A^2 - \varepsilon^{-1} A' \) and that \( \mathcal{A}_a \) is defined in the same way with \( \mathcal{H} \) replaced by \( \mathcal{H}_a \) for some \( a > 0 \). Given the measure \( \mu_\varepsilon \) defined by (2.8), i.e. the law of transition paths, we aim to find optimal Gaussian measures \( \nu_\varepsilon \) from \( \mathcal{A} \) or \( \mathcal{A}_a \) minimizing the Kullback-Leibler divergence \( D_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) \). To that end, first in view of (3.23), the constants \( \frac{|x_1 - x_0|^2}{4} \) and \( \log(Z_{\nu,\varepsilon}) \) can be neglected in the minimization process since they do not depend on the choice of \( \nu_\varepsilon \). Hence we are only concerned with minimizing the modified Kullback-Leibler divergence \( \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) \). Furthermore, instead of minimizing \( \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) \), we consider the variational problem
\[
\inf_{\nu_\varepsilon \in \mathcal{A}} \left( \varepsilon \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) + \varepsilon^\gamma \| A \|_{\mathcal{H}}^2 \right),
\]
where \( \gamma > 0 \) and \( \mathcal{A} \) is given by (3.14). We will also study the minimization problem over the set \( \mathcal{A}_a \). The reasons why the problem (3.25) is of interest to us are the following. First, multiplying \( \tilde{D}_{\text{KL}}(\nu_\varepsilon || \mu_\varepsilon) \) by \( \varepsilon \) does not change the minimizers.
after this scaling the $m$-dependent terms of $\tilde{D}_{KL}(\nu_\varepsilon | \mu_\varepsilon)$ (the first two terms on the right hand side of (3.24)) and the $A$-dependent terms (middle line of (3.24)) are well-balanced since they are all order one quantities with respect to $\varepsilon$. Moreover, the regularization term $\varepsilon^\gamma \|A\|_{H^1(0,1)}^2$ is necessary because the matrix $B_\varepsilon$, along any infimizing sequence for $\varepsilon D_{KL}(\nu_\varepsilon | \mu_\varepsilon)$, will only converge weakly and the minimizer may not be attained in $A$. This issue is illustrated in [23, Example 3.8 and Example 3.9] and a similar regularization is used there.

**Remark 3.3.** The normalization constant $Z_{\mu,\varepsilon}$ in (3.23) is dropped in our minimization problem. This is one of the advantages of quantifying measure approximations by means of the Kullback-Leibler divergence. However, understanding the asymptotic behavior of $Z_{\mu,\varepsilon}$ in the limit $\varepsilon \to 0$ is quite important, even though this is difficult. In particular, it allows us to study the asymptotic behavior of the scaled Kullback-Leibler divergence $\varepsilon D_{KL}(\nu_\varepsilon | \mu_\varepsilon)$, whereby quantitative information on the quality of the Gaussian approximation in the small temperature limit can be extracted. In the next section we study behavior of the minimizers of $F_\varepsilon$ in the limit $\varepsilon \to 0$; we postpone study of $\varepsilon D_{KL}(\nu_\varepsilon | \mu_\varepsilon)$, which requires analysis of $Z_{\mu,\varepsilon}$ in the limit $\varepsilon \to 0$, to future work. □

**Remark 3.4.** We choose the small weight $\varepsilon^\gamma$ with some $\gamma > 0$ in front of the regularization term with the aim of weakening the contribution from the regularization so that it disappears in the limit $\varepsilon \to 0$. For the study of the $\Gamma$-limit of $F_\varepsilon$, we will consider $\gamma \in (0, \frac{1}{2})$; see Theorem 4.7 in the next section. □

**Remark 3.5.** The Kullback-Leibler divergence is not symmetric in its arguments. We do not study $\tilde{D}_{KL}(\mu_\varepsilon | \nu_\varepsilon)$ because minimization of this functional over the class of Gaussian measures leads simply to moment matching and this is not appropriate for problems with multiple minimizers, see [3, Section 10.7]. □

The following theorem establishes the existence of minimizers for the problem (3.25).

**Theorem 3.6.** Given the measure $\mu_\varepsilon$ defined by (2.8) with fixed $\varepsilon > 0$. There exists at least one measure $\nu \in A$ (or $A_a$) minimizing the functional

$$
\varepsilon \mapsto \varepsilon \tilde{D}_{KL}(\nu | \mu_\varepsilon) + \varepsilon^\gamma \|A\|_{H^1(0,1)}^2.
$$

over $A$ (or $A_a$).

**Proof.** We only prove the theorem for the case where the minimizing problem is defined over $A_a$ since the other case can be treated in the same manner. First we show that the infimum of (3.26) over $A_a$ is finite for any fixed $\varepsilon > 0$. In fact, consider $A^* = a \cdot I_d$ with $a > 0$ and $m^*$ being any fixed function in $H^1_0(0,1)$. Then we show that $F(m^*, A^*)$ is finite. For this, by the formula (3.24), we only need to show that

$$
\mathbb{E}^{\tau_\varepsilon} \int_0^1 \Psi_\varepsilon(z(t) + m^*(t))dt < \infty.
$$

Since $A^* = a \cdot I_d$, from (3.11) one can see that $z(t) \sim N(0, 2G_\varepsilon(t, t))$ under the measure $\tau_\varepsilon$. In addition, it follows from (5.14) that $|G_\varepsilon(t, t)|_F \leq C \varepsilon$ a.e. on $(0, 1)$ for some $C > 0$. Then from the growth condition (A-4) on $\Psi_\varepsilon$ and the fact that
Remark 3.7. Minimizers of (3.26) are not unique in general. The uniqueness issue is outside the scope of this paper; see more discussions about uniqueness of minimizing the Kullback-Leibler divergence in [23, Section 3.4].

4. Low Temperature Limit

In this section, we aim to understand the low temperature limit of the best Gaussian approximations discussed in the previous section. This will be done in the framework of $\Gamma$-convergence. First we recall the definition of $\Gamma$-convergence (see [4, 20]) and introduce some functionals which are closely related to the Gaussian approximations.

4.1. Notion of $\Gamma$-convergence and preliminaries.

Definition 4.1. Let $\mathcal{X}$ be a topological space, $\varepsilon > 0$ and $F_\varepsilon : \mathcal{X} \to \mathbb{R}$ a family of functionals. We say that $F_\varepsilon$ $\Gamma$-converges to $F : \mathcal{X} \to \mathbb{R}$ as $\varepsilon \to 0$ if the following two conditions hold:

(i) (Liminf inequality) for every $u \in \mathcal{X}$ and every sequence $u_\varepsilon \in \mathcal{X}$ such that $u_\varepsilon \to u$,

$$F(u) \leq \liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon);$$

(ii) (Limsup inequality) for every $u \in \mathcal{X}$ there exists a sequence $u_\varepsilon$ such that $u_\varepsilon \to u$ and

$$F(u) \geq \limsup_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon).$$
For studying the low temperature limit of the Gaussian approximations, we consider the following family of functionals:

\[
F_{\varepsilon}(m, A) := \begin{cases} 
-\bar{D}_{\text{KL}}(\nu, \mu) + \varepsilon^2 \|A\|_{H^1_0(0,1)}^2, & \text{if } (m, A) \in \mathcal{H}, \\
\infty, & \text{otherwise in } \mathcal{X}.
\end{cases}
\]

on the space \(\mathcal{X} = L^1(0,1) \times L^1(0,1)\). Then minimizing (3.26) over \(\mathcal{A}\) is equivalent to the following problem

\[
\inf_{(m, A) \in \mathcal{X}} F_{\varepsilon}(m, A).
\]

In order to study the \(\Gamma\)-limit of \(F_{\varepsilon}\), we equip the space \(\mathcal{X}\) with a product topology such that the convergence \((m_\varepsilon, A_\varepsilon) \to (m, A)\) in \(\mathcal{X}\) means that \(m_\varepsilon \to m\) in \(L^1(0,1)\) and that \(A_\varepsilon \to A\) in \(L^1(0,1)\). The reason for choosing the weak topology for \(\mathcal{A}\) is that the functional \(F_{\varepsilon}\) is coercive under such topology only, see Proposition 4.6.

Now before we proceed to discussing the \(\Gamma\)-convergence of \(F_{\varepsilon}\), we first state a useful \(\Gamma\)-convergence result for the classical Ginzburg-Landau functional

\[
E_{\varepsilon}(m) := \begin{cases} 
\frac{\varepsilon}{4} \int_0^1 (m'(|t|)^2 \, dt + \frac{1}{2\varepsilon} \int_0^1 |\nabla V(m(t))|^2 \, dt, & \text{if } m \in H^1_{\pm}(0,1), \\
\infty, & \text{otherwise in } L^1(0,1).
\end{cases}
\]

Notice that in the above definition, any \(m\) such that \(E_{\varepsilon}(m)\) is finite should satisfy the Dirichlet boundary conditions \(m(0) = x_-\) and \(m(1) = x_+\). To define the \(\Gamma\)-limit, we introduce the following further notations. Recall that \(\mathcal{E}\) defined in (2.2) is the set of critical points of \(V\). For each pair \(x_-, x_+ \in \mathcal{E}\), we define the set of transition paths

\[
\mathcal{X}(x_-, x_+) := \{m \in BV(R) \mid \lim_{t \to \pm \infty} m(t) = x_\pm \text{ and } m' \in L^2(R)\}.
\]

Define the functional

\[
\mathcal{J}_T(m) = \frac{1}{4} \int_{x_- - T}^{x_+ + T} \left( (m'(t))^2 + |\nabla V(m(t))|^2 \right) \, dt
\]

and set \(\mathcal{J}(m) := \mathcal{J}_\infty(m)\). We also define the function

\[
\Phi(x_-, x_+) := \inf \{\mathcal{J}(m) \mid m \in \mathcal{X}(x_-, x_+)\}.
\]

Denote by \(BV(0,1; \mathcal{E})\) the set of functions in \(BV(0,1)\) taking values in \(\mathcal{E}\) a.e. on \([0,1]\). For any \(u \in BV(0,1; \mathcal{E})\), let \(J(u)\) be the set of jump points of \(u\) on \((0,1)\), and let \(u(t^\pm)\) the left and right sided limits of \(u\) at time \(t \in [0,1]\). Given \(x_\pm \in \mathcal{E}\), if either \(x_-\) or \(x_+\) is a local minimum or maximum of potential \(V\) and if \(V\) satisfies (A-1)-(A-3) of Assumption 2.1, it was shown in [25, Lemma 2.1] that the infimum \(\Phi(x_-, x_+)\) is attained by the heteroclinic orbits \(m_\ast\) of the Hamiltonian system

\[
m_\ast''(t) - D^2V(m_\ast) \nabla V(m_\ast) = 0, \quad \lim_{t \to \pm \infty} m(t) = x_\pm.
\]

In this case,

\[
\Phi(x_-, x_+) = \frac{1}{2} |V(x_+) - V(x_-)|.
\]

Remark 4.2. Suppose that \(V\) satisfies the Assumption (2.1). For any \(x_-, x_+ \in \mathcal{E}\), according to [13, Lemma 3.2], the lowest energy cost \(\Phi(x_-, x_+)\) has the following equivalent form:

\[
\Phi(x_-, x_+) = \inf_{T,m} \left\{ \mathcal{J}_T(m) : T > 0, m \in H^1(-T, T) \text{ and } m(-T) = x_-, m(T) = x_+ \right\}.
\]

The equivalent formulation is an important ingredient for proving the \(\Gamma\)-convergence of \(E_{\varepsilon}\); see e.g. [13, 4]. \(\square\)
The following lemma, concerning the compactness of $E_\varepsilon$, will be very useful in identifying its $\Gamma$-limit. Its proof can be found in [17, Theorem 1.2].

**Lemma 4.3.** Assume that the potential $V$ satisfies (A-1)-(A-3). Let $\varepsilon_n \to 0$ and let $\{m_n\} \subset H^1_{\text{loc}}(0, 1)$ be such that

$$\limsup_{n \to \infty} E_{\varepsilon_n}(m_n) < \infty.$$  

Then there exists a subsequence $\{m_{n_k}\}$ of $\{m_n\}$ and an $m \in BV(0, 1; \delta^\varepsilon)$ such that $m_{n_k} \to m$ in $L^1(0, 1)$ as $k \to \infty$.

We remark that we incorporate the boundary conditions $m_n(0) = x_-$, $m_n(1) = x_+$ in the statement of the lemma since $m_n \in H^1_{\text{loc}}(0, 1)$. The following Proposition identifies the $\Gamma$-limit of $E_\varepsilon$ with respect to $L^1$-topology; this is based upon Lemma 4.3 and the standard Modica-Mortola type arguments (see [21, 1, 25]). The proof is given in Appendix D. The same $\Gamma$-convergence result was claimed in [25], but the proof there was actually carried out with respect to the topology in the space of bounded variations.

**Proposition 4.4.** Assume that $V$ satisfies the conditions (A-1)-(A-3), the $\Gamma$-limit of $E_\varepsilon$ is

$$E(m) := \begin{cases} 
\Phi(x_-, m(0^+)) + \sum_{\tau \in J(m)} \Phi(m(\tau^-), m(\tau^+)) & \text{if } m \in BV(0, 1; \delta^\varepsilon), \\
+\infty & \text{otherwise in } L^1(0, 1).
\end{cases}$$

4.2. **Main results.** This subsection presents the main results about the $\Gamma$-convergence of the functional $F_\varepsilon$; the proofs will be presented in the next section. Roughly speaking, our arguments indicate that the $\Gamma$-limit of $F_\varepsilon$ on $X$ should be

$$F(m, A) := E(m) + \frac{1}{4} \int_0^1 \left( D^2 V(m(t)) - |A(t)|^2 : |A^{-1}(t)|dt \right)$$

where $E(m)$ is defined by (4.6). However, for technical reasons, we are only able to prove the claim under the condition that the matrix $A$ is positive definite; see Remark 4.11. To make this clear, let us first redefine $F_\varepsilon$ to be

$$F_\varepsilon(m, A) := \begin{cases} 
\varepsilon \tilde{D}_{KL}(\nu_\varepsilon||\mu_\varepsilon) + \varepsilon^\gamma \|A\|^2_{H^1_{\text{loc}}(0, 1)} & \text{if } (m, A) \in \mathcal{H}_a, \\
\infty & \text{otherwise in } X_a
\end{cases}$$

with some $a > 0$. Then we can show that $F_\varepsilon$ as defined in (4.8) $\Gamma$-converges to $F$ defined by (4.7) on the space $X_a$ for any $a > 0$; see Theorem 4.7. Recall that $X_a = L^1(0, 1) \times L^1_a(0, 1)$ and that convergence of $(m_n, A_n)$ in $X_a$ means that the $m_n$ converge strongly in $L^1(0, 1)$ and the $A_n$ converge weakly in $L^1_a(0, 1)$.

By the definition of $F_\varepsilon$ (by (4.8)) and the expression (3.23) for $\tilde{D}_{KL}(\nu_\varepsilon||\mu_\varepsilon)$, we can write

$$F_\varepsilon(m, A) = F_\varepsilon^{(1)}(m, A) + F_\varepsilon^{(2)}(A) + \varepsilon^\gamma \|A\|^2_{H^1_{\text{loc}}(0, 1)}$$

for $(m, A) \in \mathcal{H}_a$ where

$$F_\varepsilon^{(1)}(m, A) := \frac{\varepsilon}{4} \int_0^1 |m'(t)|^2 dt + \frac{1}{2\varepsilon} \mathbb{E}^\varepsilon \left[ \int_0^1 \Psi(z(t) + m(t)) dt \right],$$

$$F_\varepsilon^{(2)}(A) := -\frac{\varepsilon}{4} \mathbb{E}^\varepsilon \left[ \int_0^1 z(t)T B_\varepsilon(t) z(t) dt \right] + \frac{1}{2} \int_0^1 \text{Tr}(A(t)) dt$$

$$+ \frac{\varepsilon}{2} \log \left( \det \left( \int_0^1 \mathbf{M}_\varepsilon(t) \mathbf{M}_\varepsilon(t)^T dt \right) \right),$$
where $\Psi_\varepsilon$ is given by (1.5) and $\overline{M}_\varepsilon$ is defined by (3.2). To identify the $\Gamma$-limit of $F_\varepsilon$, we need to study the liminf or limsup of the sequence $\{F_\varepsilon(m_\varepsilon, A_\varepsilon)\}$ with $m_\varepsilon \in H^1_0(0,1)$ and $A_\varepsilon \in H^2_0(0,1)$. This is non-trivial in our case, mainly because the functional $F_\varepsilon$ depends on $m$ and $A$ in an implicit manner through the two expectation terms. Therefore in the first step we shall simplify $F_\varepsilon$. The following proposition examines the limiting behavior of the functional $F_\varepsilon$ from which a simplified and more explicit expression is obtained.

**Proposition 4.5.** Let $(m_\varepsilon, A_\varepsilon) \in \mathcal{H}_a$. Assume that for some $\gamma \in (0, \frac{1}{2})$,

$$
\limsup_{\varepsilon \to 0} \varepsilon^\gamma \|A_\varepsilon\|^2_{H^2(0,1)} < \infty \quad \text{and} \quad \limsup_{\varepsilon \to 0} \|m_\varepsilon\|_{L^\infty(0,1)} < \infty.
$$

Then for $\varepsilon > 0$ small enough we have

$$
F_\varepsilon(m_\varepsilon, A_\varepsilon) = E_\varepsilon(m_\varepsilon) + \frac{1}{4} \int_0^1 \left( \frac{2}{3} \nabla V(m_\varepsilon(t)) - A_\varepsilon(t) \right)^2 : A_\varepsilon^{-1}(t) dt + \int_0^1 D^2 V(m_\varepsilon(t)) : A_\varepsilon^{-1}(t) dt + \varepsilon^\gamma \|A_\varepsilon\|^2_{H^2(0,1)} + O(\varepsilon^{\frac{3}{2}}).
$$

The proof of Proposition 4.5 requires several technical lemmas and is referred to Section 5.3. The basic idea for proving Proposition 4.5 is as follows. First one can express the expectation term in $F_\varepsilon^{(2)}(A_\varepsilon)$ in terms of the Dirichlet Green’s tensor of some Schrödinger operator (see (5.2)). Careful asymptotic analysis of this Green’s tensor implies that

$$
F_\varepsilon^{(2)}(A_\varepsilon) \approx \frac{1}{4} \int_0^1 \text{Tr}(A_\varepsilon(t)) dt,
$$

see Corollary 5.2 for the precise statement. For the expectation term in $F_\varepsilon^{(1)}(m_\varepsilon, A_\varepsilon)$, we approximate $\Psi_\varepsilon(X)$ by its second order Taylor expansion around the mean $m_\varepsilon$. The zero order term of the expansion is $\Psi_\varepsilon(m_\varepsilon) = \frac{1}{2} \|\nabla V(m_\varepsilon)\|^2 - \varepsilon \Delta V(m_\varepsilon)$. Then $E_\varepsilon(m_\varepsilon)$ is obtained by combining the term $\frac{1}{2} \int_0^1 |m'(t)|^2 dt$ in $F_\varepsilon^{(1)}(m_\varepsilon, A_\varepsilon)$ with the integral over $\frac{1}{\varepsilon^2} |\nabla V(m_\varepsilon)|^2$. Additionally, the Itô correction term $-\varepsilon \Delta V(m_\varepsilon)$, which is the other zero order term of the Taylor expansion, can be combined with one of the second order terms of the expansion and (4.12) to complete the full quadratic term in (4.11).

As a consequence of Proposition 4.5, we get the following interesting compactness result for the functional $F_\varepsilon$.

**Proposition 4.6.** Let $\varepsilon_n \to 0$ and let $\{(m_n, A_n)\}$ be a sequence in $\mathcal{H}_a$ such that

$$
\limsup_n F_{\varepsilon_n}(m_n, A_n) < \infty.
$$

Then there exists a subsequence $\{(m_{n_k}, A_{n_k})\}$ of $\{(m_n, A_n)\}$ such that $m_{n_k} \to m$ in $L^1(0,1)$ and $A_{n_k} \to A$ in $L^2(0,1)$ with $m \in BV(0, 1; \mathcal{S})$ and $A \in L^1(0,1)$. This compactness result is slightly weaker than the usual compactness property relevant to $\Gamma$-convergence (see e.g. the conclusion in Lemma 4.3), because only weak convergence is obtained for the variable $A$. Building upon the $\Gamma$-convergence result of $E_\varepsilon$, Proposition 4.5 and Proposition 4.6, the following main theorem establishes the $\Gamma$-convergence of $F_\varepsilon$.

**Theorem 4.7.** Suppose that $V$ satisfies the assumptions (A-1)-(A-6). Let $\gamma \in (0, \frac{1}{2})$ in (4.9). Then the $\Gamma$-limit of $F_\varepsilon$ defined by (4.8) on $X_a$ is

$$
F(m, A) = E(m) + \frac{1}{4} \int_0^1 \left( D^2 V(m(t)) - A(t) \right)^2 : A^{-1}(t) dt
$$

where $E(m)$ is defined by (4.6).
\( \Gamma \)-convergence of \( F_\epsilon \) implies convergence of minima.

**Corollary 4.8.** Let \((m_\epsilon, A_\epsilon) \in H_\alpha \) be minimizers of \( F_\epsilon \). Then up to extracting a subsequence, \( m_\epsilon \to m \) in \( \text{L}^1(0,1) \) and \( A_\epsilon \to A \) in \( \text{L}^1(0,1) \) for some \( m \in BV(0,1; \delta') \) and \( A \in \text{L}^1_a(0,1) \). Furthermore, the limit \((m, A) \) is a minimizer of \( F \) on \( \mathcal{X}_\alpha \).

**Remark 4.9.** In general convergence of minima requires both (strong) compactness and \( \Gamma \)-convergence; see e.g. [4]. In our case we only have weak compactness with respect to \( A_\epsilon \) for \( F_\epsilon \); see Proposition 4.6. However, weak convergence of \( A_\epsilon \) suffices to pass to the limit because the leading order term of the functional \( F_\epsilon(m_\epsilon, A_\epsilon) \) is convex with respect to \( A_\epsilon \). See the analysis of the functional (5.41) in the next section.

**Remark 4.10.** The \( \Gamma \)-limit of the functional \( F_\epsilon \) given in (4.7) consists of two parts. The first part \( E \) is closely linked with large deviation theory since it is the \( \Gamma \)-limit of the scaled Freidlin-Wentzell functional \( E_\epsilon \). This part favours a choice of \( m \) at minimizers of \( E \), which demonstrates consistency between our approach based on Gaussian approximation and large deviation theory. However, large deviation theory does not give any information on the positions of jumps and it does not exclude paths which spend long stretches of time near saddles. The second part of the \( \Gamma \)-limit (4.7), based on the Ornstein-Uhlenbeck fluctuations of the Gaussian, takes the location of jumps into account. This part is minimized if \( m \) is located primarily near local minima of \( V \), and away from the saddles. In this sense, our approach represent an enhancement of the predictions based purely on the large deviation principle.

**Remark 4.11.** Theorem 4.7 shows the \( \Gamma \)-convergence of \( F_\epsilon \) to \( F \) (given by (4.13)) under the assumption that \( A \) is bounded away from zero, i.e. \( A(\cdot) \geq a \cdot 1_d \) for some \( a > 0 \). However, this assumption is unlikely to be sharp. In fact, under the weaker positivity assumption that \( |A(\cdot)| \geq a \cdot 1_d \), one can at least prove the liminf part of the \( \Gamma \)-convergence of \( F_\epsilon \) to \( F \) defined in (4.7). This is mainly because the leading order of the Green’s function \( G_\epsilon \) (defined by (3.12)) depends only on \( |A| \); see (A.6) of Lemma (A.2). Although the positivity assumption is essential in our arguments for proving Theorem (4.7), we conjecture that the \( \Gamma \)-convergence result is still valid without any positivity assumption. This is to be investigated in future work.

5. **Proofs of main results**

5.1. **Asymptotics of \( F_\epsilon^{(2)}(A_\epsilon) \).** Let \( G_\epsilon(t,s) \) be the Green’s tensor (fundamental matrix) of the elliptic operator \( (-\partial_t^2 + B_\epsilon) \) under Dirichlet boundary conditions, i.e. for any \( s \in (0,1) \),

\[
(-\partial_t^2 + \epsilon^{-2} A_\epsilon^2(\cdot) - \epsilon^{-1} A_\epsilon'(\cdot)) G_\epsilon(\cdot, s) = \delta(\cdot - s) \cdot 1_d,
\]

(5.1)

\[
G_\epsilon(0, s) = G_\epsilon(1, s) = 0.
\]

Then by the definition of covariance operator, the expectation term in \( F_\epsilon^{(2)}(A_\epsilon) \) can be calculated in terms of the Green’s tensor \( G_\epsilon \). More precisely,

\[
-\frac{\epsilon}{4} \mathbb{E} \left[ \int_0^1 z(t)^T B_\epsilon(t) z(t) dt \right] = -\frac{\epsilon}{2} \int_0^1 B_\epsilon(t) : G_\epsilon(t,t) dt.
\]

To simplify \( F_\epsilon^{(2)} \) we need the asymptotic estimates of \( G_\epsilon \) for small \( \epsilon \), which we show in the following.
5.1.1. Asymptotic estimates of the Green’s tensor. For fixed \( s \in (0, 1) \), the Green’s tensor \( G_\varepsilon(\cdot, s) \) solves the linear elliptic PDE system (5.1) with variable coefficient. We want to approximate \( G_\varepsilon \) by a simple Green’s tensor, for which an explicit asymptotic formula is available. To do this, for any \( s \in (0, 1) \), we define \( \mathcal{G}_\varepsilon(\cdot, s) \) such that

\[
(\partial^2_\varepsilon + \varepsilon^{-2} A^2_\varepsilon(s)) \mathcal{G}_\varepsilon(\cdot, s) = \delta(\cdot - s) \cdot I_d,
\]

\[
\mathcal{G}_\varepsilon(0, s) = \mathcal{G}_\varepsilon(1, s) = 0.
\]

According to Lemma A.2, when \( \varepsilon \) is small

\[
\mathcal{G}_\varepsilon(t, t) = \frac{\varepsilon}{2} (A^{-1}_\varepsilon(t) + R_\varepsilon(t))
\]

with \(|R_\varepsilon(t)| \leq C(\varepsilon^{-\frac{d+1}{2}} + \varepsilon^{-\frac{d+3}{2}})\). Remember that \( a \) is the constant for which we have \( A_\varepsilon(t) \geq a \cdot I_d \) a.e. by assumption. Furthermore, the difference \( \tilde{R}_\varepsilon(t, s) = G_\varepsilon(t, s) - \mathcal{G}_\varepsilon(t, s) \) admits the following bound for small \( \varepsilon \).

**Lemma 5.1.** Let \( \gamma \in (0, \frac{1}{2}) \) in (4.8). Let \( \{A_\varepsilon\} \subset H^1_\omega(0, 1) \) such that

\[
\limsup_{\varepsilon \to 0} \varepsilon^\gamma \|A_\varepsilon\|_{H^1(0, 1)} < \infty.
\]

Then for \( \varepsilon \) sufficiently small we have that

\[
\sup_{s \in (0, 1)} \|\tilde{R}_\varepsilon(\cdot, s)\|_{L^\infty(0, 1)} \lesssim \varepsilon^{\frac{1}{2} - \gamma},
\]

and that

\[
\sup_{s \in (0, 1)} \|\tilde{R}_\varepsilon(\cdot, s)\|_{L^2(0, 1)} \lesssim \varepsilon^{2 - \gamma}.
\]

**Proof.** According to (5.1) and (5.3), \( \tilde{R}_\varepsilon \) satisfies

\[
(\partial^2_\varepsilon + \varepsilon^{-2} A^2_\varepsilon(t) - \varepsilon^{-1} A'_\varepsilon(t)) \tilde{R}_\varepsilon(t, s) = F_\varepsilon(t, s),
\]

\[
\tilde{R}_\varepsilon(0, s) = \tilde{R}_\varepsilon(1, s) = 0,
\]

with

\[
F_\varepsilon(t, s) := (\varepsilon^{-2}(A^2_\varepsilon(s) - A^2_\varepsilon(t)) + \varepsilon^{-1} A'_\varepsilon(t)) \mathcal{G}_\varepsilon(t, s).
\]

Let \( \tilde{R}^i_\varepsilon, \mathcal{G}^i_\varepsilon, F^i_\varepsilon \) be the \( i \)-th column of the matrices \( \tilde{R}_\varepsilon, \mathcal{G}_\varepsilon, F_\varepsilon \) respectively.

\[
(\partial^2_\varepsilon + \varepsilon^{-2} A^2_\varepsilon(t) - \varepsilon^{-1} A'_\varepsilon(t)) \tilde{R}^i_\varepsilon(t, s) = F^i_\varepsilon(t, s),
\]

\[
\tilde{R}^i_\varepsilon(0, s) = \tilde{R}^i_\varepsilon(1, s) = 0.
\]

We only need to prove estimates (5.5) and (5.6) for each column \( \tilde{R}^i_\varepsilon, i = 1, \cdots, d \). To this end, we first bound the \( L^1 \)-norm of the right hand side \( F^i_\varepsilon \). In fact, by Morrey’s inequality (see e.g. [12, Chapter 5]), it holds that

\[
\|A_\varepsilon(t) - A_\varepsilon(s)\|_F \lesssim \|A_\varepsilon\|_{L^\infty(0, 1)} \cdot |t - s|^\frac{1}{2}.
\]
for any \( t, s \in [0,1] \). This together with (A.5) implies that (5.8)
\[
\| F_e^t(\cdot, s) \|_{L^1(0,1)} \\
\leq 2e^{-2}\| A_c \|_{L^\infty(0,1)} \int_0^1 |(A_c(s) - A_c(t))\psi'_c(t,s)| dt + e^{-1} \int_0^1 |A'_c(t)\psi'_c(t,s)| dt \\
\lesssim e^{-1}\| A_c \|_{L^\infty(0,1)} \cdot \| A'_c \|_{L^2(0,1)} \cdot \int_0^1 |t-s|^\frac{1}{2} e^{-\frac{\| \psi' \|_{L^2}}{2}} dt \\
+ \| A'_c \|_{L^2(0,1)} \cdot \| e^{-\frac{\| \psi' \|_{L^2}}{2}} \|_{L^2(0,1)} \\
\lesssim e^{\frac{1}{2}} (\| A_c \|_{L^\infty(0,1)} + 1) \| A'_c \|_{L^2(0,1)} \\
\lesssim e^{\frac{1}{2}} (\| A_c \|_{H^1(0,1)} + 1) \| A'_c \|_{H^1(0,1)} \lesssim e^{\frac{1}{4} - \gamma}
\]
where we have used the Sobolev embedding \( H^1(0,1) \hookrightarrow L^\infty(0,1) \) and the assumption that \( \gamma \| A_c \|_{H^1(0,1)} < \infty \) in the last two inequalities. Now taking the dot product of the equation (5.7) and \( \psi'_c(\cdot, s) \) and integrating over \( (0,1) \), one obtains that
\[
\| \tilde{G}_c^t(\cdot, s) \|_{H^1(0,1)}^2 + \frac{a^2}{\varepsilon^2} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2 \leq e^{-1} \int_0^1 |(\tilde{G}_c^t(t, s))^T A'_c(t) \tilde{G}_c^t(t, s)| dt \\
+ \int_0^1 |F_e(t, s) \cdot \tilde{G}_c^t(t, s)| dt.
\]
We claim that the first term on the right side can be neglected when \( \varepsilon \) is small. In fact, using the Sobolev embedding \( H^1(0,1) \hookrightarrow L^4(0,1) \) and the interpolation inequality of Lemma (C.1), we obtain that
\[
e^{-1} \int_0^1 |(\tilde{G}_c^t(t, s))^T A'_c(t) \tilde{G}_c^t(t, s)| dt \leq e^{-1}\| A'_c \|_{L^2(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^4(0,1)}^2 \\
\leq C e^{-1}\| A'_c \|_{L^2(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{H^2_t(0,1)}^2 \\
\leq C e^{-1}\| A'_c \|_{L^2(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{H^2_t(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2 \\
\leq C e^{-1}\| A'_c \|_{L^2(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{H^2_t(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2 \\
\leq \frac{1}{2} \| \tilde{G}_c^t(\cdot, s) \|_{H^2_t(0,1)}^2 + C e^{-\frac{1}{2} + \frac{\gamma}{2}} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2
\]
where we have used again the assumption that \( \gamma \| A_c \|_{H^1(0,1)} < \infty \) in the penultimate inequality and Young’s inequality and equivalence of norm on \( H^1_t(0,1) \) in the last inequality. Hence for \( \gamma \in (0, \frac{1}{2}) \) and \( \varepsilon \) sufficiently small, the first term on the right side of (5.9) can be absorbed by the left hand side. This implies that
\[
\| \tilde{G}_c^t(\cdot, s) \|_{H^\infty_t(0,1)}^2 + \frac{a^2}{\varepsilon^2} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2 \lesssim \int_0^1 |F_e(t, s) \cdot \tilde{G}_c^t(t, s)| dt \\
\leq \| F_e(\cdot, s) \|_{L^1(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^\infty(0,1)}.
\]
In addition, according to Lemma C.2,
\[
\frac{a}{\varepsilon} \| \tilde{G}_c^t(\cdot, s) \|_{L^\infty(0,1)} \leq \frac{2a}{\varepsilon} \| \tilde{G}_c^t(\cdot, s) \|_{H^1_t(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)} \\
\lesssim \| \tilde{G}_c^t(\cdot, s) \|_{H^1_t(0,1)}^2 + \frac{a^2}{\varepsilon^2} \| \tilde{G}_c^t(\cdot, s) \|_{L^2(0,1)}^2 \\
\lesssim \| F_e(\cdot, s) \|_{L^1(0,1)} \| \tilde{G}_c^t(\cdot, s) \|_{L^\infty(0,1)}.
\]
Therefore we have
\begin{equation}
|| \tilde{G}_\varepsilon^{(t)}(\cdot, s)||_{L^\infty(0,1)} \lesssim \varepsilon || F_\varepsilon^{(t)}(\cdot, s)||_{L^1(0,1)}.
\end{equation}
This together with (5.8) yields the estimate (5.5). Finally, the estimate (5.6) follows from (5.10), (5.11) and (5.8).

As a consequence of Lemma 5.1, we have
\begin{equation}
G_\varepsilon(t,t) = \frac{\varepsilon}{2} A_\varepsilon^{-1}(t) + \varepsilon R_\varepsilon(t) + \tilde{R}_\varepsilon(t,t)
\end{equation}
where
\begin{equation}
|R_\varepsilon(t)|_F \leq C(e^{-\frac{2(t-t)}{\varepsilon^2}} + e^{-\frac{2t(1-t)}{\varepsilon}})
\end{equation}
and $R_\varepsilon$ satisfies the estimates in Lemma 5.1. In particular, we have
\begin{equation}
|G_\varepsilon(t,t)|_F \leq C\varepsilon \text{ for any } t \in (0,1).
\end{equation}
Furthermore, we obtain an asymptotic formula for the expectation term in $F_\varepsilon^{(2)}(A_\varepsilon)$.

**Corollary 5.2.** Let $\gamma \in (0, \frac{1}{2})$. Let $\{A_\varepsilon\} \subset H^1_0(0,1)$ such that
\[\limsup_{\varepsilon \to 0} \varepsilon \gamma \|A_\varepsilon\|^2_{H^1_0(0,1)} < \infty.\]
Then for $\varepsilon$ small enough we have
\begin{equation}
-\frac{\varepsilon}{4} E^\varepsilon \left[ \int_0^1 z(t)^T B_\varepsilon(t) z(t) dt \right] = -\frac{1}{4} \int_0^1 \text{Tr}(A_\varepsilon(t)) dt + O(\varepsilon^{1-2\gamma}).
\end{equation}

**Proof.** Inserting (5.12) into the equation (5.2) and noting that $B_\varepsilon = \varepsilon^{-2} A_\varepsilon^2 - \varepsilon^{-1} A_\varepsilon^2$, we get
\begin{equation}
-\frac{\varepsilon}{4} E^\varepsilon \left[ \int_0^1 z(t)^T B_\varepsilon(t) z(t) dt \right] = -\frac{1}{4} \int_0^1 \text{Tr}(A_\varepsilon(t)) dt + \frac{\varepsilon}{4} \int_0^1 \text{Tr}(A_\varepsilon(t) A_\varepsilon^{-1}(t)) dt - \frac{1}{2\varepsilon} \int_0^1 \text{Tr} \left( (A_\varepsilon^2(t) - \varepsilon A_\varepsilon^2(t)) (\varepsilon R_\varepsilon(t) + \tilde{R}_\varepsilon(t,t)) \right) dt.
\end{equation}
Now we bound the last three terms on the right hand side. First, using the trace inequality
\begin{equation}
\text{Tr}(CD) \lesssim |C|_F |D|_F
\end{equation}
which holds for any matrices $C, D$, we obtain that
\begin{equation}
\frac{\varepsilon}{4} \int_0^1 \text{Tr}(A_\varepsilon'(t) A_\varepsilon^{-1}(t)) dt \lesssim \varepsilon \int_0^1 |A_\varepsilon'(t)|_F |A_\varepsilon^{-1}(t)|_F dt \lesssim \varepsilon^{1-\gamma}.
\end{equation}
In the second inequality we used the assumption that $A_\varepsilon \geq \alpha \cdot I_d$ so that $\text{Tr}(A_\varepsilon^{-1}) \leq d/\alpha$ and hence $|A_\varepsilon^{-1}(t)|_F \lesssim 1$. Next, applying Cauchy-Schwarz inequality to the last two terms on the right of (5.16) and using the assumptions on $A_\varepsilon$, the inequality (5.13) and Lemma (5.1), we have
\begin{equation}
\left| \frac{1}{2\varepsilon} \int_0^1 \text{Tr} \left( (A_\varepsilon^2(t) - \varepsilon A_\varepsilon^2(t)) (\varepsilon R_\varepsilon(t) + \tilde{R}_\varepsilon(t,t)) \right) dt \right|
\lesssim \varepsilon^{-1} \| A_\varepsilon \|^2_{L^\infty(0,1)} \left( \| R_\varepsilon \|^2_{L^1(0,1)} + \int_0^1 |\tilde{R}_\varepsilon(t,t)| dt \right)
\end{equation}
\begin{equation}
+ \| A_\varepsilon' \|_{L^2(0,1)} \left( \| R_\varepsilon \|^2_{L^2(0,1)} + \left( \int_0^1 |\tilde{R}_\varepsilon(t,t)|^2 dt \right)^{\frac{1}{2}} \right)
\end{equation}
\begin{equation}
\lesssim \varepsilon^{-1-\gamma}(\varepsilon^2 + \varepsilon^2) + \varepsilon^{-2}\left( \varepsilon^2 + \varepsilon^2\right) \lesssim \varepsilon^{1-2\gamma},
\end{equation}
where we have also used the assumption that $\gamma \in (0, \frac{1}{2})$. This finishes the proof.
We proceed to proving bounds for the logarithmic term appearing in $F_\varepsilon^{(2)}(\mathcal{A}_\varepsilon)$. 

**Lemma 5.3.** Let $\gamma \in (0, \frac{1}{2})$. Let $\{\mathcal{A}_\varepsilon\} \subset H^1(0,1)$ such that
\[
\limsup_{\varepsilon \to 0} \varepsilon \gamma \|\mathcal{A}_\varepsilon\|_{H^1(0,1)}^2 < \infty.
\]
Then when $\varepsilon$ is small enough
\[
\limsup_{\varepsilon \to 0} \varepsilon \gamma \|\mathcal{A}_\varepsilon\|_{H^1(0,1)}^2 < \infty.
\]

**Proof.** We first prove the non-positiveness. Since $M_\varepsilon(t) = M_\varepsilon(1, t)$ where the fundamental matrix $M_\varepsilon$ satisfies (3.2) with $A$ replaced by $A_\varepsilon$. Then the $i$-th column of $M_\varepsilon$, denoted by $M^i_\varepsilon$, satisfies
\[
\partial_t M^i_\varepsilon(t, s) = -\varepsilon^{-1} A_\varepsilon(t) M^i_\varepsilon(t, s), \quad M^i_\varepsilon(s, s) = e^i,
\]
where $e^i$ is the unit basis vector of $\mathbb{R}^d$ in the $i$-th direction. Taking the dot product of the above equation with $M^i_\varepsilon(t, s)$ and then integrating from $s$ to $t$ implies that
\[
|M^i_\varepsilon(t, s)|^2 = \frac{2}{\varepsilon} \int_s^t M^i_\varepsilon(r, s)^T A_\varepsilon(r) M^i_\varepsilon(r, s) dr \leq \frac{2a}{\varepsilon} \int_s^t |M^i_\varepsilon(r, s)|^2 dr.
\]
Consequently, $|M^i_\varepsilon(t, s)| \leq e^{-\frac{2a}{\varepsilon} (t-s)}$ for any $0 \leq s \leq t \leq 1$. Hence each entry of $M_\varepsilon(t)$ can be bounded from above by $e^{-\frac{2a}{\varepsilon} t}$. As a result, for sufficiently small $\varepsilon$, we have
\[
\det \left( \int_0^1 M_\varepsilon(t) M_\varepsilon(t)^T dt \right) \leq C \varepsilon < 1.
\]
The upper bound of (5.20) thus follows. On the other hand, applying the determinant inequality (B.5) to the matrix function $M_\varepsilon(t) M_\varepsilon(t)^T$ and the equality (B.3) yields
\[
\frac{\varepsilon}{2} \log \left( \det \left( \int_0^1 M_\varepsilon(t) M_\varepsilon(t)^T dt \right) \right) \geq \frac{\varepsilon d}{2} \log \left( \int_0^1 \det (M_\varepsilon(t))^\frac{2}{d} dt \right)
\]
\[
= \frac{\varepsilon d}{2} \log \left( \frac{1}{\varepsilon} \int_0^1 \exp \left( -\frac{2}{\varepsilon d} \int_1^t \text{Tr}(A_\varepsilon(s)) ds \right) dt \right).
\]
Moreover, from the assumption that $\varepsilon \gamma \|\mathcal{A}_\varepsilon\|_{H^1(0,1)}^2 < \infty$ and the fact that $H^1(0,1)$ is embedded into $L^\infty(0,1)$, we obtain that
\[
\int_0^1 \text{Tr}(A_\varepsilon(s)) ds \leq (1-t)\|\mathcal{A}_\varepsilon\|_{L^\infty(0,1)} \leq C \varepsilon^{-\frac{2}{\gamma}}(1-t).
\]
Combining this with (5.21) gives
\[
\frac{\varepsilon}{2} \log \left( \det \left( \int_0^1 M_\varepsilon(t) M_\varepsilon(t)^T dt \right) \right) \geq \frac{\varepsilon d}{2} \log \left( \frac{1}{\varepsilon} \int_0^1 \exp \left( -\frac{2C}{\varepsilon^{1+2d}} (1-t) \right) dt \right)
\]
\[
= \frac{\varepsilon d}{2} \log \left( \frac{\varepsilon^{1+2d}}{2C} \left( 1 - e^{-\frac{2C}{\varepsilon^{1+2d}}} \right) \right)
\]
\[
\geq C \varepsilon \log \varepsilon
\]
for sufficiently small $\varepsilon$. This completes the proof. 

Recall that the definition of $F_\varepsilon^{(2)}$ in (4.10). Then the following proposition, containing the asymptotic expression for $F_\varepsilon^{(2)}(A_\varepsilon)$, is a direct consequence of Corollary 5.2 and Lemma (5.3).
Proposition 5.4. Let \( \{ \mathbf{A}_\varepsilon \} \subset H^1_0(0,1) \) such that \( \limsup_{\varepsilon \to 0} \varepsilon^\gamma \| \mathbf{A}_\varepsilon \|_{H^1(0,1)} < \infty \) with \( \gamma \in (0, \frac{1}{2}) \). Then it holds that

\[
F^{(2)}_\varepsilon(\mathbf{A}_\varepsilon) = \frac{1}{4} \int_0^1 \text{Tr}(\mathbf{A}_\varepsilon(t))dt + \mathcal{O}(\varepsilon^{1-\gamma}).
\]

when \( \varepsilon \) is small enough.

5.2. Asymptotics of \( F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \). In this subsection, we seek an asymptotic expression for \( F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \) when it is uniformly bounded with respect to \( \varepsilon \). We start by showing that the boundedness of \( F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \) implies the boundedness of \( \| m_\varepsilon \|_{L^\infty(0,1)} \).

Lemma 5.5. Assume that \( (m_\varepsilon, \mathbf{A}_\varepsilon) \in \mathcal{H} \) and that \( \limsup_{\varepsilon \to 0} F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) < \infty \). Then we have \( \limsup_{\varepsilon \to 0} \| m_\varepsilon \|_{L^\infty(0,1)} < \infty \).

Proof. Recalling that \( \Psi(z) = \frac{1}{2} \| \nabla V(x) \|^2 - \varepsilon \Delta V(x) \) and that \( \nu_\varepsilon = N(m_\varepsilon, \Sigma_\varepsilon) \), we can rewrite \( F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \) as

\[
F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) = \frac{\varepsilon}{4} \int_0^1 |m'(t)|^2dt + \frac{1}{2\varepsilon} \mathbb{E}^{\nu_\varepsilon} \left[ \int_0^1 \Psi(z(t) + m_\varepsilon(t))dt \right]
\]

where

\[
F^{(3)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) := \frac{\varepsilon}{4} \int_0^1 |m'_\varepsilon(t)|^2dt + \frac{1}{8\varepsilon} \mathbb{E}^{\nu_\varepsilon} \left[ |\nabla V(z(t) + m_\varepsilon(t))|^2 \right] dt
\]

and

\[
F^{(4)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) := \frac{1}{8\varepsilon} \mathbb{E}^{\nu_\varepsilon} \left[ |\nabla V(z(t) + m_\varepsilon(t))|^2 - 4\varepsilon \Delta V(z(t) + m_\varepsilon(t)) \right] dt = \frac{1}{8\varepsilon} \int_0^1 \mathbb{E}^{\nu_\varepsilon} \left[ |\nabla V(z(t))|^2 - 4\varepsilon \Delta V(z(t)) \right] dt.
\]

First, from (2.7) of Remark 2.2 we can obtain immediately that

\[
\liminf_{\varepsilon \to 0} F^{(4)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) > -\infty.
\]

This together with the assumption that \( \limsup_{\varepsilon \to 0} F^{(1)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) < \infty \) implies

\[
\limsup_{\varepsilon \to 0} F^{(3)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) < \infty.
\]

We now show that this implies the uniformly boundedness of \( \| m_\varepsilon \|_{L^\infty(0,1)} \).

We prove a lower bound for \( F^{(3)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \). Given any \( R > 0 \), define \( T_\varepsilon^R := \{ t \in (0,1) : |m_\varepsilon(t)| > R \} \) which is an open set on \((0,1)\). By restricting the second integral and expectation over a smaller set, we have

\[
F^{(3)}_\varepsilon(m_\varepsilon, \mathbf{A}_\varepsilon) \geq \frac{\varepsilon}{4} \int_0^1 |m'_\varepsilon(t)|^2dt + \frac{1}{8\varepsilon} \int_{T_\varepsilon^R} \mathbb{E}^{\nu_\varepsilon} \left[ |\nabla V(m_\varepsilon(t) + z(t))|^2 \mathbf{1}_{|z(t)| \leq \varepsilon^{1/\gamma}} \right] dt.
\]

Consider \( (t, \omega) \) such that \( |m_\varepsilon(t)| > R \) and \( |z(t, \omega)| \leq \varepsilon^{1/\gamma} \). If \( \varepsilon > 0 \) is small enough to satisfy \( \varepsilon^{1/\gamma} < R/2 \), then

\[
|m_\varepsilon(t) + z(t, \omega)| \geq |m_\varepsilon(t)| - |z(t, \omega)| \geq |m_\varepsilon(t)|/2.
\]
Combining this with the monotonicity condition (A-6) yields that
\[
\frac{1}{8\varepsilon} \int_{T_\varepsilon} |C_{\varepsilon}^{\nu} \left[ |V(m_\varepsilon(t) + z(t)|^2 \mathbf{1}_{|z(t)| \leq \varepsilon^4} \right] dt \\
\geq \frac{1}{8\varepsilon} \int_{T_\varepsilon} |V(m_\varepsilon(t)/2)|^2 C_{\varepsilon} \left( \{|z(t)| \leq \varepsilon^4 \} \right) dt \geq \frac{1}{16\varepsilon} \int_{T_\varepsilon} |V(m_\varepsilon(t)/2)|^2 dt
\]
when \( \varepsilon > 0 \) is small enough. We have used the fact that \( C_{\varepsilon} \left( \{|z(t)| \leq \varepsilon^4 \} \right) \geq 1/2 \) for any \( t \in (0, 1) \) and small \( \varepsilon \). This is because \( z(t) \) is a centered Gaussian random variable with covariance \( 2G_\varepsilon(t, t) \) (see (3.11)). In addition, we know from (5.14) that \( |G_\varepsilon(t, t)|_F \leq 2\varepsilon \) for any \( t \in (0, 1) \) and hence \( C_{\varepsilon} \left( \{|z(t)| \leq \varepsilon^4 \} \right) \to 1 \) when \( \varepsilon \to 0 \). Let \( \tilde{m}_\varepsilon = m_\varepsilon/2 \). From (5.24), (5.25) and the uniform boundedness of \( F_\varepsilon^{(3)}(m_\varepsilon, A_\varepsilon) \) we obtain
\[
\limsup_{\varepsilon \to 0} \int_{T_\varepsilon} |\tilde{m}_\varepsilon'(t)|^2 dt + \frac{1}{16\varepsilon} \int_{T_\varepsilon} |\nabla V(\tilde{m}_\varepsilon(t))|^2 dt < \infty.
\]
Then application of the elementary inequality \( 2ab \leq a^2 + b^2 \) yields
\[
\limsup_{\varepsilon \to 0} \int_{T_\varepsilon} |\tilde{m}_\varepsilon'(t)||\nabla V(\tilde{m}_\varepsilon(t))| dt < \infty.
\]
Choosing a sufficiently large \( R \) and by the coercivity condition (A-3), we have
\[
\limsup_{\varepsilon \to 0} \int_{T_\varepsilon} |\tilde{m}_\varepsilon'(t)| < \infty.
\]
Now we conclude the uniform boundedness of \( \|m_\varepsilon\|_{L^\infty(0, 1)} \) by applying the same argument used for proving Theorem 1.2 in [17]. Specifically, since \( m_\varepsilon \) is continuous on \( (0, 1) \), \( T_\varepsilon^R \) is open on \( (0, 1) \) and we can write \( T_\varepsilon^R = \bigcup_{i=1}^{\infty} (a_i^\varepsilon, b_i^\varepsilon) \). Suppose that \( T_\varepsilon^R \) is empty, then \( |m_\varepsilon(t)| \leq R \) for all \( t \in (0, 1) \). Otherwise, consider \( \tilde{m}_\varepsilon(t) \) with \( t \in (a_i^\varepsilon, b_i^\varepsilon) \). Obviously at least one of the end points of the subinterval, say \( a_i^\varepsilon \) is not an endpoint of \( (0, 1) \). Then we should have \( |m_\varepsilon(a_i^\varepsilon)| = R \) and hence \( |\tilde{m}_\varepsilon(a_i^\varepsilon)| = R \). Thus we get from the fundamental theorem of calculus that
\[
\limsup_{\varepsilon \to 0} \sup_{t \in (a_i^\varepsilon, b_i^\varepsilon)} |\tilde{m}_\varepsilon(t)| \leq \limsup_{\varepsilon \to 0} \left( |\tilde{m}_\varepsilon(a_i^\varepsilon)| + \sup_{t \in (a_i^\varepsilon, b_i^\varepsilon)} \left| \int_{a_i^\varepsilon}^{t} \tilde{m}_\varepsilon(s) ds \right| \right)
\leq 2R + \limsup_{\varepsilon \to 0} \int_{T_\varepsilon} |\tilde{m}_\varepsilon'(t)| < \infty
\]
where the last inequality follows from (5.26). Therefore \( \limsup_{\varepsilon \to 0} \|m_\varepsilon\|_{L^\infty(0, 1)} < \infty \). □

Next, the expectation term of \( F_\varepsilon^{(1)}(m_\varepsilon, A_\varepsilon) \) can be simplified under the condition that \( \|m_\varepsilon\|_{L^\infty(0, 1)} \) is uniformly bounded.

**Lemma 5.6.** Let \( (m_\varepsilon, A_\varepsilon) \in \mathcal{H} \). Assume that \( \limsup_{\varepsilon \to 0} \varepsilon^\gamma \|A_\varepsilon\|_{L^\infty(0, 1)} < \infty \) with \( \gamma \in (0, \frac{1}{2}) \) and that \( \limsup_{\varepsilon \to 0} \|m_\varepsilon\|_{L^\infty(0, 1)} < \infty \). Then for \( \varepsilon > 0 \) small enough we have
\[
F_\varepsilon^{(1)}(m_\varepsilon, A_\varepsilon) = E_\varepsilon(m_\varepsilon) - \frac{1}{2} \int_0^1 \nabla V(m_\varepsilon(t)) dt \\
+ \frac{1}{4} \int_0^1 \left( D^2 V(m_\varepsilon(t))^2 + D^3 V(m_\varepsilon(t)) \cdot \nabla V(m_\varepsilon(t)) \right) : A_\varepsilon^{-1}(t) dt + O(\varepsilon^2). 
\]
Proof. Remember that
\[ F^{(1)}_{\varepsilon}(m_\varepsilon, A_\varepsilon) = \frac{\varepsilon}{4} \int_0^1 |m'(t)|^2 dt + \frac{1}{2\varepsilon} \mathbb{E}^r \left[ \int_0^1 \Psi_\varepsilon(m_\varepsilon(t) + z_\varepsilon(t)) dt \right]. \]
To evaluate the expectation term of \( F^{(1)}_{\varepsilon}(m_\varepsilon, A_\varepsilon) \), we use the following multi-variable Taylor’s formula for \( \Psi_\varepsilon \):
\[ \Psi_\varepsilon(x(t)) = \Psi_\varepsilon(m_\varepsilon(t)) + \nabla \Psi_\varepsilon(m_\varepsilon(t)) \cdot z_\varepsilon(t) + \frac{1}{2} z_\varepsilon(t)^T D^2 \Psi_\varepsilon(m_\varepsilon(t)) z_\varepsilon(t) + r_\varepsilon(t), \]
where the reminder term \( r_\varepsilon \) is given in integral form by
\[ r_\varepsilon(t) = \sum_{|\alpha|=3} \frac{z_{\alpha}^2(t)}{\alpha!} \int_0^1 \partial^\alpha \Psi_\varepsilon(m_\varepsilon(t) + \xi z_\varepsilon(t))(1 - \xi)^3 d\xi. \]
Here \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \) is a multi-index and we use the notational convention \( x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_d^{\alpha_d} \) and \( \partial^\alpha f = \partial_1^{\alpha_1} \partial_2^{\alpha_2} \cdots \partial_d^{\alpha_d} f \). Then using again the fact that \( z_\varepsilon(t) \sim N(0, 2G_\varepsilon(t), t) \), we obtain that
\[ \frac{1}{2\varepsilon} \mathbb{E}^r \left[ \int_0^1 \Psi_\varepsilon(m_\varepsilon(t) + z_\varepsilon(t)) dt \right] \]
\[ = \frac{1}{2\varepsilon} \int_0^1 \Psi_\varepsilon(m_\varepsilon(t)) dt + \frac{1}{2\varepsilon} \int_0^1 D^2 \Psi_\varepsilon(m_\varepsilon(t)) : G_\varepsilon(t, t) dt + \frac{1}{2\varepsilon} \int_0^1 \mathbb{E}^r [r_\varepsilon(t)] dt. \]
Recalling that \( \Psi_\varepsilon(x) = \frac{1}{2} |\nabla V(x)|^2 - \varepsilon \Delta V(x) \), we have
\[ D^2 \Psi_\varepsilon(x) = (D^2 V(x))^2 + D^3 V(x) \cdot \nabla V(x) - \varepsilon D^2(\Delta V(x)). \]
From this equation, the expression (5.12) for \( G_\varepsilon(t, t) \) and the uniform boundedness of \( \|m_\varepsilon\|_{L^\infty(0,1)} \), the second term on the right side of (5.27) becomes
\[ \frac{1}{2\varepsilon} \int_0^1 D^2 \Psi_\varepsilon(m_\varepsilon(t)) : G_\varepsilon(t, t) dt \]
\[ = \frac{1}{4} \int_0^1 \left( (D^2 V(m_\varepsilon(t)))^2 + D^3 V(m_\varepsilon(t)) \cdot \nabla V(m_\varepsilon(t)) \right) : A_\varepsilon^{-1}(t) dt + O(\varepsilon). \]
Next we claim that the last term on the right hand side of (5.27) is of order \( O(\varepsilon^{\frac{\alpha}{2}}) \). Indeed, from the assumption (2.4) and the fact that \( z_\varepsilon(t) = N(0, 2G_\varepsilon(t), t) \) with \( G_\varepsilon(t, t) \) satisfying the estimate (5.14), we have
\[ \mathbb{E}^{\nu}[r_\varepsilon(t)] \leq \sum_{|\alpha|=3} \frac{1}{\alpha!} \max_{\varepsilon \in [0,1]} \{ \mathbb{E}^{\nu}[|z_\varepsilon(t)|^3 \partial_\nu \Psi_\varepsilon(m_\varepsilon(t) + \xi z_\varepsilon(t))] \} \]
\[ \leq \frac{C_1}{\sqrt{(4\pi)^d \det(2G_\varepsilon(t), t)}} \max_{\varepsilon \in [0,1]} \{ \int_{\mathbb{R}^d} |x|^3 e^{C_2 |m_\varepsilon(t) + \xi x|^\alpha} e^{-\frac{1}{4}|x|^2 G_\varepsilon(t, t)^{-1} x} dx \}
\[ \leq \frac{C_1}{\sqrt{(4\pi)^d \det(G_\varepsilon(t), t)}} e^{2C_2 \|m_\varepsilon\|_{L^\infty(0,1)}} \int_{\mathbb{R}^d} e^{2C_2 |x|^\alpha} |x|^3 e^{-\frac{1}{4}|x|^2 G_\varepsilon(t, t)^{-1} x} dx \]
\[ \leq \frac{C_2}{\sqrt{(4\pi)^d \det(G_\varepsilon(t), t)}} e^{2C_2 \|m_\varepsilon\|_{L^\infty(0,1)}} \cdot \int_{\mathbb{R}^d} |x|^3 e^{-\frac{|x|^2}{4}} dx \leq C \varepsilon^{\frac{\alpha}{2}}, \]
when \( \varepsilon \) is small enough. Notice that in last two inequalities of above we used the fact that \( \alpha \in [0,2] \) and that \( |G_\varepsilon(t)|_F \leq C \varepsilon \) so that \( e^{2C_2 |x|^\alpha} \) can be absorbed by \( e^{\frac{1}{4}|x|^2 G_\varepsilon(t, t)^{-1} x} \) for large \( x \). Then the desired result follows from (5.27), (5.28) and (5.29). \( \square \)
5.3. Proof of main results.

Proof. The proposition follows directly from the definition of \( F_\varepsilon \), Proposition 5.4, Lemma 5.6 and the following equalities (5.30)
\[
- 2\Delta V + (D^2V)^2 : A^{-1} + \text{Tr}(A)
\]
\[
= -2\text{Tr}(D^2V) + \text{Tr}((D^2V)^2A^{-1}) + \text{Tr}(A^2A^{-1})
\]
\[
= -\text{Tr}((AD^2VA^{-1}) - \text{Tr}(A^{-1}D^2V A) + \text{Tr}((D^2V)^2A^{-1}) + \text{Tr}(A^2A^{-1})
\]
\[
= (D^2V - A)^2 : A^{-1},
\]
which are valid for any \( V \in C^2(\mathbb{R}^d) \) and any positive definite matrix \( A \). \( \square \)

The following lemma shows that \( \varepsilon \log(Z_{\mu,\varepsilon}) \) is bounded from above.

Lemma 5.7. There exists \( C > 0 \) depending only on the potential \( V \) such that the following holds:

(5.31)
\[
\limsup_{\varepsilon \to 0} \varepsilon \log(Z_{\mu,\varepsilon}) \leq C.
\]

Proof. Recall that
\[
Z_{\mu,\varepsilon} = \mathbb{E}^{\mu_0} \left[ \exp \left( -\frac{1}{2\varepsilon^2} \int_0^1 |\nabla V(x(t))|^2 - \varepsilon \Delta V(x(t)) dt \right) \right].
\]
From (2.7) of Remark 2.2,
\[
Z_{\mu,\varepsilon} \leq \exp \left( \frac{C}{\varepsilon} \right)
\]
with some \( C > 0 \). This proves (5.31). \( \square \)

Proof. Assume that \( \limsup_{n} F_{\varepsilon_n}(m_n, A_n) < \infty \). Since the Kullback-Leibler divergence \( D_{KL}(\nu_{\varepsilon_n} || \mu_{\varepsilon_n}) \) is always non-negative, it follows from (3.23) and Lemma 5.7 that

(5.32)
\[
\limsup_{n \to \infty} \varepsilon_n D_{KL}(\nu_{\varepsilon_n} || \mu_{\varepsilon_n}) \geq -C
\]
for some \( C > 0 \). This together with the assumption that \( \limsup_{n} F_{\varepsilon_n}(m_n, A_n) < \infty \) implies that \( \limsup_{n} \varepsilon_n \nu_{\varepsilon_n} || A_n \|_{H^1(0,1)} < \infty \). Then from Proposition 5.4 and noting that \( A(\cdot) - a \cdot I_d \geq 0 \), we obtain
\[
\limsup_{n} F_{\varepsilon_n}^{(2)}(A_n) \geq \limsup_{n} \frac{1}{4} \int_0^1 \text{Tr}(A_n(t)) dt \geq \frac{d}{4}.
\]
Hence we have \( \limsup_{n} F_{\varepsilon_n}^{(1)}(m_n, A_n) < \infty \). Then Lemma 5.5 implies that
\[
\limsup_{n} ||m_n||_{L^\infty(0,1)} < \infty.
\]
Hence as a consequence of Lemma 5.6,

(5.33)
\[
F_{\varepsilon_n}(m_n, A_n) = F_{\varepsilon_n}(m_n) + \frac{1}{4} \int_0^1 (D^2V(m_n(t)) - A_n(t))^2 : A_n^{-1}(t) dt
\]
\[
+ \int_0^1 D^3V(m_n(t)) : A_n^{-1}(t) dt + \varepsilon_n^2 \|A_n\|_{H^1(0,1)}^2 + O(\varepsilon_n^2).
\]
We start by proving the liminf inequality, i.e.

\[ \liminf_n \left( \frac{1}{4} \int_0^1 |D^2V(m_n(t))|dt \right) \leq \limsup_n \left( \frac{1}{4} \int_0^1 |D^2V(m_n(t))|dt \right) - 2 \int_0^1 \text{Tr}^2(A_n(t))dt + \int_0^1 \text{Tr}(A_n(t))dt. \]

This implies from (5.33) that \( \limsup_n E_{\epsilon_n}(m_n) < \infty \). By the compactness result of Lemma 4.3, there exists \( m \in BV(0,1;\mathcal{E}) \) and a subsequence \( m_{n_k} \) such that \( m_{n_k} \to m \) in \( L^1(0,1) \). Moreover, we know from the above reasoning that

\[ \limsup_n \frac{1}{4} \int_0^1 |D^2V(m_n(t)) - A_n(t)|^2 : A_n^{-1}(t)dt < \infty \]

from which we can conclude that \( \sup_n \| A_n \|_{L^1(0,1)} < \infty \). Indeed, (5.36)

\[ \int_0^1 |D^2V(m_n(t)) - A_n(t)|^2 : A_n^{-1}(t)dt \]

\[ = \int_0^1 \text{Tr} \left( (D^2V(m_n(t)))^2 A_n^{-1}(t) \right) dt - 2 \int_0^1 \text{Tr} \left( D^2V(m_n(t)) \right) dt + \int_0^1 \text{Tr}(A_n(t))dt. \]

The first term on the right of above is non-negative. The second term is clearly bounded since \( \| m_n \|_{L^\infty(0,1)} \) is uniformly bounded. Hence \( \sup_n \| A_n \|_{L^1(0,1)} < \infty \) follows from (5.35), (5.36) and the inequality \( |A|_F \leq \text{Tr}(A) \) which holds for any positive definite matrix \( A \).

The proof of \( \Gamma \)-limit of \( F_\epsilon \) is presented in what follows.

**Proof.** We start by proving the liminf inequality, i.e.

\[ F(m, A) \leq \liminf_{\epsilon \to 0} F_{\epsilon}(m_\epsilon, A_\epsilon) \]

for any sequence \( \{(m_\epsilon, A_\epsilon)\} \) such that \( (m_\epsilon, A_\epsilon) \to (m, A) \) in \( \mathcal{X} \), or equivalently \( m_\epsilon \to m \) and \( A_\epsilon \to A \) in \( L^1(0,1) \). We may assume that \( \liminf_{\epsilon \to 0} F_{\epsilon}(m_\epsilon, A_\epsilon) < \infty \) since otherwise there is nothing to prove. Then by the same argument used in the proof of Proposition 4.6, one can get \( \limsup_{\epsilon \to 0} \| \epsilon A_\epsilon \|_{H^1(0,1)} < \infty \). Let \( \{\epsilon_k\} \) be a sequence such that \( \epsilon_k \to 0 \) as \( k \to \infty \) and \( \lim_{k \to \infty} F_{\epsilon_k}(m_{\epsilon_k}, A_{\epsilon_k}) = \liminf_{\epsilon \to 0} F_{\epsilon}(m_\epsilon, A_\epsilon) < \infty \). Since \( A_{\epsilon_k} \geq a \cdot I_d \) a.e., it follows from \( A_{\epsilon_k} \to A \) and Mazur’s lemma (Lemma C.9) that the limit \( A \geq a \cdot I_d \) a.e. According to Proposition 5.4 and \( A_{\epsilon_k} \to A \) in \( L^1(0,1) \), it holds that

\[ \lim_{k \to \infty} F_{\epsilon_k}^{(2)}(A_{\epsilon_k}) = \frac{1}{4} \int_0^1 \text{Tr}(A(t))dt \geq \frac{da}{4}. \]

Then it follows that \( \lim_{k \to \infty} F_{\epsilon_k}^{(1)}(m_{\epsilon_k}, A_{\epsilon_k}) < \infty \). From Lemma 5.5 we obtain that \( \| m_{\epsilon_k} \|_{L^\infty(0,1)} \) is uniformly bounded. Hence as a consequence of Lemma 5.6,

\[ F_{\epsilon_k}^{(1)}(m_{\epsilon_k}, A_{\epsilon_k}) = E_\epsilon(m_{\epsilon_k}) - \frac{1}{2} \int_0^1 \nabla V(m_{\epsilon_k}(t))dt \]

\[ + \frac{1}{4} \int_0^1 \left( D^2V(m_{\epsilon_k}(t))^2 + D^3V(m_{\epsilon_k}(t)) \cdot \nabla V(m_{\epsilon_k}(t)) \right) : A_{\epsilon_k}^{-1}(t)dt + O(\epsilon_k^2). \]
In addition, it follows from the uniform boundedness of \( \|m_{\varepsilon_k}\|_{L^1(0,1)} \) and \( A_{\varepsilon_k} \rightarrow A \) in \( L^1(0,1) \) that
\[
\limsup_{k \rightarrow \infty} \left\{ -\frac{1}{2} \int_0^1 \triangle V(m_{\varepsilon_k}(t))dt + \frac{1}{4} \int_0^1 \left( D^2 V(m_{\varepsilon_k}(t))^2 + D^3 V(m_{\varepsilon_k}(t)) \cdot \nabla V(m_{\varepsilon_k}(t)) : A_{\varepsilon_k}^{-1}(t)dt \right) \right\} < \infty.
\]
This in turn implies that \( \limsup_{k \rightarrow \infty} E_{\varepsilon_k}(m_{\varepsilon_k}) < \infty \). By the compactness result in Lemma 4.3, we have \( m \in BV((0,1); \mathcal{E}) \). Furthermore, by passing to a subsequence, we may assume further that \( m_{\varepsilon_k} \rightarrow m \) a.e. on \([0,1]\). Since \( m \) takes value in \( \mathcal{E} \) a.e. on \([0,1]\), we use the definition of \( D^3 V \) and the dominated convergence theorem to conclude that
\[
\int_0^1 D^3 V(m_{\varepsilon_k}(t)) \cdot \nabla V(m_{\varepsilon_k}(t)) : A_{\varepsilon_k}^{-1}(t)dt \rightarrow 0.
\]
In fact, similar to (5.34), we have
\[
\int_0^1 \left| D^3 V(m_{\varepsilon_k}(t)) \cdot \nabla V(m_{\varepsilon_k}(t)) : A_{\varepsilon_k}^{-1}(t) \right| dt < \infty.
\]
In addition, since \( \nabla V(m_{\varepsilon_k}(t)) \rightarrow 0 \) a.e. on \([0,1]\) and \( A_{\varepsilon_k} \geq a \cdot I_d \), we have
\[
\left| D^3 V(m_{\varepsilon_k}(t)) \cdot \nabla V(m_{\varepsilon_k}(t)) : A_{\varepsilon_k}^{-1}(t) \right| \leq \left| D^3 V(m_{\varepsilon_k}(t)) \cdot \nabla V(m_{\varepsilon_k}(t)) \right| \| A_{\varepsilon_k}^{-1}(t) \|_p \rightarrow 0.
\]
a.e. on \([0,1]\). This proves (5.37). Now we claim that
\[
\int_0^1 \left( D^2 V(m(t)) - A(t) \right)^2 : A^{-1}(t)dt \\
\leq \liminf_{k \rightarrow \infty} \int_0^1 \left( D^2 V(m_{\varepsilon_k}(t)) - A_{\varepsilon_k}(t) \right)^2 : A_{\varepsilon_k}^{-1}(t)dt.
\]
when \( m_{\varepsilon_k} \rightarrow m \) in \( L^1(0,1) \) with \( m(\cdot) \in \mathcal{E} \) a.e. and \( A_{\varepsilon_k} \rightarrow A \) in \( L^1(0,1) \). To prove (5.39), it suffices to prove
\[
\int_0^1 D^2(m(t))^2 : A^{-1}(t)dt \leq \liminf_{k \rightarrow \infty} \int_0^1 D^2 V(m_{\varepsilon_k}(t))^2 : A_{\varepsilon_k}^{-1}(t)dt =: \theta.
\]
To that end, let \( B(\cdot) := D^2 V(m(\cdot))^2 \). Noting that \( m(\cdot) \in \mathcal{E} \) a.e, we know from (A-2) of Assumptions (2.1) that \( B(\cdot) \) is positive definite a.e. Define the functional
\[
\mathcal{M}(A) = \int_0^1 B(t) : A^{-1}(t)dt
\]
over the set \( L^1_0(0,1) \). Then (5.40) becomes
\[
\mathcal{M}(A) \leq \liminf_{k \rightarrow \infty} \mathcal{M}(A_k).
\]
Note that $L^1_{w}(0,1)$ is a convex subset of the space $L^1(0,1)$. We first claim that the functional $\mathcal{M}$ is convex on $L^1_{w}(0,1)$. In fact, for any $A_1, A_2 \in L^1_{w}(0,1), \alpha \in (0, 1)$,
\[
\mathcal{M}(\alpha A_1 + (1-\alpha)A_2) = \int_0^1 \text{Tr}\left( B(t) (\alpha A_1(t) + (1-\alpha)A_2(t))^{-1} \right) dt \\
= \int_0^1 \text{Tr}\left( \alpha A_1(t)B^{-1}(t) + (1-\alpha)A_2(t)B^{-1}(t) \right) dt \\
\leq \alpha \int_0^1 \text{Tr}(A_1(t)B^{-1}(t)) dt + (1-\alpha) \int_0^1 \text{Tr}(A_2(t)B^{-1}(t)) dt \\
= \alpha \mathcal{M}(A_1) + (1-\alpha)\mathcal{M}(A_2),
\]
where we used the trace inequality $\text{Tr}((C+D)^{-1}) \leq \text{Tr}(C^{-1}) + \text{Tr}(D^{-1})$ for positive definite matrices $C, D$. Now we prove (5.42) by employing the convexity of $\mathcal{M}$. First by passing a subsequence (without relabeling), we may assume that $A_k \rightharpoonup \theta$. According to Mazur’s Lemma C.9, there exits a convex combination of $\{A_k\}$, defined by
\[
\overline{A}_j = \sum_{k=j}^{N(j)} \alpha_{j,k} A_k, \quad \alpha_{j,k} \in [0,1], \quad \sum_{k=j}^{N(j)} \alpha_{j,k} = 1,
\]
such that $\overline{A}_j \to A$ strongly in $L^1(0,1)$. Note that we applied Mazur’s Lemma C.9 to the sequence $\{A_k\}$ at step $j$. Since $\mathcal{M}$ is convex, we obtain
\[
\mathcal{M}(\overline{A}_j) = \mathcal{M}\left( \sum_{k=j}^{N(j)} \alpha_{j,k} A_k \right) \leq \sum_{k=j}^{N(j)} \alpha_{j,k} \mathcal{M}(A_k).
\]
Letting $j \to \infty$, since $k \geq j$ in the sum and $\mathcal{M}(A_k) \to \theta$, we have
\[
\lim_{j \to \infty} \inf \mathcal{M}(\overline{A}_j) \leq \theta = \lim_{k \to \infty} \inf \mathcal{M}(A_k).
\]
In addition, it holds that
\[
\mathcal{M}(\overline{A}_j) \to \mathcal{M}(A).
\]
Indeed, since $m \in BV(0,1;\mathcal{S})$ and $\overline{A}_j \to A$ in $L^1(0,1)$,
\[
|\mathcal{M}(A - \overline{A}_j)| = \left| \int_0^1 \text{Tr}\left( D^2V(m(t))(A^{-1}(t) - \overline{A}_j^{-1}(t)) \right) dt \right| \\
\leq \int_0^1 \left| \text{Tr}\left( D^2V(m(t))A^{-1}(t)(A_j(t) - A(t))\overline{A}_j^{-1}(t) \right) \right| dt \\
\leq \int_0^1 \left| D^2V(m(t))A^{-1}(t)\overline{A}_j^{-1}(t) \right|_F dt \\
\leq \int_0^1 \left| D^2V(m(t))|F|A^{-1}(t)|_F|A_j(t) - A(t)|_F|\overline{A}_j^{-1}(t) |_F dt \\
\leq \|A_j(t) - A(t)\|_{L^1(0,1)} \to 0.
\]
Therefore (5.42) follows from (5.43) and (5.44) and thereby proves (5.39).

Taking account of the fact that $E_{\varepsilon}$ $\Gamma$-converges to $E$, we obtain from Proposition 4.5, (5.37) and (5.39) that
\[
\liminf_{\varepsilon \to 0} F_{\varepsilon}(m_\varepsilon, A_\varepsilon) = \lim_{k \to \infty} F_{\varepsilon_k}(m_{\varepsilon_k}, A_{\varepsilon_k}) \\
\geq E(m) + \frac{1}{4} \int_0^1 \left( D^2V(m(t)) - A(t) \right)^2 : A^{-1}(t) dt = F(m, A).
\]
Next we prove the limsup inequality, i.e. for a subsequence \( \varepsilon_k \to 0 \), we want to find a pair of recovering sequence \((m_k, A_k)\) converging to \((m, A)\) such that
\[
\limsup_{k \to \infty} F_{\varepsilon_k}(m_k, A_k) \leq F(m, A).
\]
It suffices to deal with the case where \( F(m, A) < \infty \) and hence \( m(t) \in \mathcal{E} \). Otherwise the limsup inequality is automatically satisfied. First thanks to the \( \Gamma \)-convergence of \( E_\varepsilon \) to \( E \), one automatically obtains a recovering sequence \( m_k \in H^1(0, 1) \) such that
\[
m_k \to m \quad \text{in} \quad L^1(0, 1), \limsup_{k \to \infty} \|m_k\|_{L^\infty(0, 1)} < \infty \quad \text{and} \quad \limsup_{k \to \infty} E_\varepsilon(m_k) \leq E(m).
\]
We construct a recovering sequence \( A_k \in H^1(0, 1) \) explicitly by using convolution approximation. Specifically fixing any \( \alpha < \gamma / 3 \), we define
\[
A_k := \tilde{\mathcal{K}}_{\varepsilon_k} A
\]
where \( \tilde{\mathcal{K}}_{\varepsilon_k} \) is the convolution operator defined in (C.8). It is proved in (C.8) that \( A_k \in H^1(0, 1) \) and \( A_k \to A \) in \( L^1(0, 1) \). More importantly, by definition we have
\[
\varepsilon_k^2 \|A_k\|_{H^1(0, 1)}^2 \lesssim \varepsilon_k^{\gamma - 3\alpha} \to 0.
\]
With the above choices for \( m_k \) and \( A_k \), we get from Proposition 4.5 that
\[
\limsup_{k \to \infty} F_{\varepsilon_k}(m_k, A_k) = \limsup_{k \to \infty} \left\{ E_{\varepsilon_k}(m_k, A_k) + \frac{1}{4} \int_0^1 \left( D^2 V(m_k(t)) - A_k(t) \right)^2 : A_k^{-1}(t) dt + \int_0^1 D^3 V(m_k(t)) \cdot \nabla V(m_k(t)) : A_k^{-1}(t) dt + \varepsilon_k^2 \| A_k \|_{H^1(0, 1)}^2 \right\}
\leq E(m) + \frac{1}{4} \int_0^1 \left( D^2 V(m_k(t)) - A_k(t) \right)^2 : A_k^{-1}(t) dt = F(m, A),
\]
where we used (5.46), the dominated convergence theorem and the fact that \( m(t) \in \mathcal{E} \) in the inequality. The proof is now complete. \( \square \)

**Proof.** Let \((m_\varepsilon, A_\varepsilon) \in \mathcal{H}\) be a minimizer of \( F_\varepsilon \). We first argue that \( \limsup_{\varepsilon \to 0} F_\varepsilon(m_\varepsilon, A_\varepsilon) < \infty \). In fact, for any fixed \( m \in BV(0, 1; \mathcal{E}) \) and \( A \in L^1(0, 1) \), we know from the proof of the limsup inequality of Theorem 4.7 that there exists a recovering sequence \((\tilde{m}_\varepsilon, \tilde{A}_\varepsilon)\) such that \( \limsup_{\varepsilon \to 0} F_\varepsilon(\tilde{m}_\varepsilon, \tilde{A}_\varepsilon) < \infty \). Since \((m_\varepsilon, A_\varepsilon)\) minimizes \( F_\varepsilon \), we have
\[
\limsup_{\varepsilon \to 0} F_\varepsilon(m_\varepsilon, A_\varepsilon) \leq \limsup_{\varepsilon \to 0} F_\varepsilon(\tilde{m}_\varepsilon, \tilde{A}_\varepsilon) < \infty.
\]
Then by Proposition (4.6), there exists a subsequence \( \varepsilon_k \) and the corresponding \( \{ (m_k, A_k) \} \subset \mathcal{H} \) such that \( m_k \to m \) in \( L^1(0, 1) \) and \( A_k \to A \) in \( L^1(0, 1) \) with some \( m \in BV(0, 1; \mathcal{E}) \) and \( A \in L^1(0, 1) \). We now show that \((m, A)\) minimizes \( F \). In fact, given any \( \tilde{m} \in BV(0, 1; \mathcal{E}) \) and \( \tilde{A} \in L^1(0, 1) \), thanks to the \( \Gamma \)-convergence of \( F_\varepsilon \) to \( F \), one can find a recovering sequence \((\tilde{m}_k, \tilde{A}_k) \in \mathcal{H} \) such that
\[
\limsup_{k \to \infty} F_{\varepsilon_k}(m_k, A_k) \leq F(\tilde{m}, \tilde{A}).
\]
Since \((m_k, A_k)\) minimizes \( F_{\varepsilon_k} \), we have \( F_{\varepsilon_k}(m_k, A_k) \leq F_{\varepsilon_k}(\tilde{m}_k, \tilde{A}_k) \). Then using the liminf inequality part of the \( \Gamma \)-convergence of \( F_\varepsilon \) to \( F \), we obtain
\[
F(m, A) \leq \liminf_{k \to \infty} F_{\varepsilon_k}(m_k, A_k) \leq \limsup_{k \to \infty} F_{\varepsilon_k}(m_k, A_k) \leq F(\tilde{m}, \tilde{A}).
\]
Since \( \tilde{m}, \tilde{A} \) is arbitrary, \((m, A)\) is a minimizer of \( F \). \( \square \)
APPENDIX A. ESTIMATES FOR THE CONSTANT COEFFICIENT GREEN’S FUNCTIONS

Assume that function $|\lambda(t)| \geq a$ almost everywhere in $[0,1]$ with some $a > 0$. For any $s \in (0,1)$, let $G_\varepsilon^\lambda$ be the solution to the equation

$$(-\partial_t^2 + \varepsilon^{-2}\lambda^2(s)) \, G_\varepsilon^\lambda(t,s) = \delta(t-s), \quad t \in (0,1),$$

(A.1)

$$G_\varepsilon^\lambda(0,s) = G_\varepsilon^\lambda(1,s) = 0.$$

where $\delta$ is the Dirac function. The solution $G_\varepsilon^\lambda$ is given explicitly as follows

$$G_\varepsilon^\lambda(t,s) = \frac{\varepsilon}{|\lambda(s)| \sinh(|\lambda(s)|/\varepsilon)} \times \begin{cases} \sinh(|\lambda(s)|s/\varepsilon) \sinh(|\lambda(s)|(1-t)/\varepsilon) & s \leq t; \\ \sinh(|\lambda(s)|t/\varepsilon) \sinh(|\lambda(s)|(1-s)/\varepsilon) & s \geq t. \end{cases}$$

Notice that $G_\varepsilon^\lambda(t,s)$ is not a standard Green’s function as it is not symmetric with respect to permutation of its arguments. According to the definition of sinh, a few elementary calculations yield the following estimates.

**Lemma A.1.** Let $|\lambda(t)| \geq a$ a.e. on $(0,1)$ for a fixed $a > 0$. Then for sufficiently small $\varepsilon > 0$, the solution $G_\varepsilon^\lambda$ to the equation (A.1) satisfies the following.

(i) There exists $C = C(a) > 0$ such that

$$0 \leq G_\varepsilon^\lambda(t,s) \leq C \varepsilon e^{-\frac{2}{3}|s-t|},$$

for any $t, s \in [0,1]$.

(ii) There exists $C = C(a) > 0$ such that

$$G_\varepsilon^\lambda(t,t) = \frac{\varepsilon}{2} \left( \frac{1}{|\lambda(t)|} + R(t) \right), \quad t \in [0,1]$$

with

$$|R(t)| \leq C \left( e^{-\frac{2a}{3}} + e^{-\frac{2(1-a)}{3}} \right).$$

Considering the Green’s tensor $G_\varepsilon$ that solves the matrix equation

$$(-\partial_t^2 + \varepsilon^{-2}A(s))G_\varepsilon(t,s) = \delta(s-t) \cdot I_d,$$

(A.4)

$$G_\varepsilon(0,s) = G_\varepsilon(1,s) = 0,$$

with $A \in \mathbb{H}^1(0,1)$ and $|A| \geq a$ a.e. on $(0,1)$, we have the following similar estimates.

**Lemma A.2.** Let $A \in \mathbb{H}^1(0,1)$ and $|A| \geq a$ a.e. on $(0,1)$. For sufficiently small $\varepsilon > 0$, the solution $G_\varepsilon$ to the equation (A.4) satisfies the following.

(i) there exists $C = C(a) > 0$ such that

$$|G_\varepsilon(t,s)| \leq C \varepsilon e^{-\frac{2}{3}|s-t|},$$

for any $t, s \in [0,1]$.

(ii) there exists $C = C(a) > 0$ such that

$$G_\varepsilon(t,t) = \frac{\varepsilon}{2} \left( |A^{-1}(t)| + R(t) \right)$$

with

$$|R(t)| \leq C \left( e^{-\frac{2a}{3}} + e^{-\frac{2(1-a)}{3}} \right).$$
Proof. Since $A(s)$ is symmetric for any $s \in (0, 1)$ (by the definition of $H^1((0, 1))$, there exists an orthogonal matrix $P(s)$ such that $A(s) = P^{-1}(s)A(s)P(s)$ where $A(s) = \text{diag}(\lambda_1(s), \ldots, \lambda_d(s))$. Moreover, by assumption we have $|\lambda_i(s)| \geq a$ a.e. on $(0, 1)$ for any $i = 1, \ldots, d$. Therefore, the problem (A.4) can be diagonalized so that one obtains

$$(A.8) \quad \mathbf{G}_e(t, s) = P^{-1}(s) \cdot \text{diag}(\mathbf{G}_{\lambda_1}^h(t, s), \ldots, \mathbf{G}_{\lambda_d}^h(t, s)) \cdot P(s),$$

where $\mathbf{G}_{\lambda_i}^h(\cdot, s)$ solves (A.1) with $A$ replaced by $\lambda_i$. Then (A.5) follows directly from (A.8) and equation (A.2), and (A.6) can be deduced from (A.8) and (A.3). $\square$

**Appendix B. Fundamental matrix of linear systems**

Given $f : \mathbb{R} \to \mathbb{R}^d$ and $A : \mathbb{R} \to \mathbb{R}^{d \times d}$, consider the following linear differential equation

$$(B.1) \quad dx_e(t) = -\varepsilon^{-1}A(t)x_e(t)dt + f(t)dt, \quad x_e(t_0) = 0.$$

The solution to (B.1) can be found via the variation of constants method provided its fundamental matrix is determined.

**Definition B.1** (Fundamental matrix). The fundamental matrix $M_e(t, t_0)$ is the solution matrix that solves the problem

$$(B.2) \quad \frac{d}{dt}M_e(t, t_0) = -\varepsilon^{-1}A(t)M_e(t, t_0), \quad M_e(t_0, t_0) = I_d.$$

Suppose that $A$ and $f$ are both continuous, then the solution to the ODE (B.1) can be written in the form

$$x_e(t) = \int_{t_0}^{t} M_e(t, s)f(s)ds.$$

We comment that the above formula is still valid when $f(s)ds$ is replaced by $dW(s)$, in which case the integral is understood as Itô’s stochastic integration. In the case that $d = 1$ or if $A$ does not depend on $t$, we have $M_e(t, s) = \exp \left( -\varepsilon^{-1} \int_{s}^{t} A(r)dr \right)$. In general, there is no closed form expression for the fundamental matrix $M_e$ and hence the solution to (B.1) has no explicit formula. Nevertheless, $M_e$ has some nice properties which are useful to study the asymptotic behavior of the solution to (B.1) when $\varepsilon \to 0$.

**Lemma B.2.** Let $M_e$ be the fundamental matrix defined by (B.2). Then we have

(i) For all $t, t_0, t_1 \in \mathbb{R}$, $M_e(t, t_0) = M_e(t, t_1)M_e(t_1, t_0)$.

(ii) For all $t, t_0 \in \mathbb{R}$, $M_e(t, t_0)$ is non-singular and $M_e^{-1}(t, t_0) = M_e(t_0, t)$.

(iii) For all $t, t_0 \in \mathbb{R}$,

$$(B.3) \quad \det(M_e(t, t_0)) = \exp \left( -\varepsilon^{-1} \int_{t_0}^{t} \text{Tr}(A(s))ds \right).$$

**Proof.** The proof can be found in [5, Chapter 6]. $\square$

We finish this appendix with two useful inequalities about the determinants of symmetric positive definite matrices.

**Lemma B.3.** If $A, B$ are real symmetric positive definite matrices of size $d$, then

$$(B.4) \quad (\det(A + B))^{\frac{1}{2}} \geq (\det(A))^{\frac{1}{2}} + (\det(B))^{\frac{1}{2}}.$$

A proof of this lemma can be found in [19, Page 115]. It shows that the function $A \mapsto \det(A)^{\frac{1}{2}}$ is concave. As a consequence, we have the following corollary.
Corollary B.4. Suppose that $\mathbf{A} \in C([0, 1]; \mathbb{R}^{d \times d})$ is a matrix-valued function and that $\mathbf{A}(t)$ is symmetric positive definite for any $t \in [0, 1]$. Then we have

$$\left(\det \left(\int_0^1 \mathbf{A}(t)dt\right)\right)^{\frac{1}{2}} \geq \int_0^1 \det(\mathbf{A}(t))^{\frac{1}{2}}dt. \tag{B.5}$$

Proof. Define $t_i = i/N$ with $i = 0, 1, \cdots, N$. Since $\mathbf{A}$ is continuous on $[0, 1]$, it holds that

\[
\left(\det \left(\int_0^1 \mathbf{A}(t)dt\right)\right)^{\frac{1}{2}} = \lim_{N \to \infty} \left[\frac{1}{N} \sum_{i=1}^N \det(\mathbf{A}(t_i))\right]^{\frac{1}{2}} \\
= \lim_{N \to \infty} \left[\frac{1}{N} \sum_{i=1}^N \det(\mathbf{A}(t_i))\right]^{\frac{1}{2}} \\
\geq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \det(\mathbf{A}(t_i))^{\frac{1}{2}} = \int_0^1 \det(\mathbf{A}(t))^{\frac{1}{2}}dt.
\]

We have used (B.4) in the inequality. \hfill \Box

APPENDIX C. USEFUL INEQUALITIES AND LEMMAS

Lemma C.1 (Interpolation inequality). Let $u \in H^1_2(0, 1)$. Then

$$\|u\|_{H^s} \lesssim \|u\|_{H^1}^s \|u\|_{L^2}^{1-s}$$

for any $s \in [0, 1]$.

Proof. See [15, Corollary 6.11] for the proof. \hfill \Box

Lemma C.2. Let $u \in H^1_2(0, 1)$. Then $\|u\|_{L^\infty} \leq 2\|u\|_{L^2}\|u\|_{H^1}$.

Proof. It suffices to prove the inequality when $u \in C^\infty_0(0, 1)$. For any $t \in (0, 1)$, it follows from the fundamental theorem of calculus and Cauchy-Schwarz inequality that

$$u^2(t) = 2 \int_0^t u(s)u'(s)ds \leq 2\|u\|_{L^2}\|u\|_{H^1}.$$  \hfill \Box

The lemma then follows by taking the supremum over $t$.

Lemma C.3. Let $\alpha, \beta \in (0, 1)$ be such that $\beta > \max(\alpha, \alpha/2 + 1/4)$. Then any matrix-valued function $B \in H^{-\alpha}(0, 1)$ can be viewed as a bounded multiplication operator from $H^\beta_0$ to $H^{-\beta}$. Furthermore we have

$$\|B\|_{L(H^\beta_0, H^{-\beta})} \lesssim \|B\|_{H^{-\alpha}(0, 1)}.$$  \hfill \Box

Proof. It suffices to consider the proof in the scalar case. Let $B \in H^{-\alpha}$ and $\varphi \in H^\beta_0$. Assume that $\beta > \alpha$, then one can define the multiplication $B\varphi$ as a distribution in the sense that for any $\psi \in C^\infty_0(0, 1)$

$$\langle B\varphi, \psi \rangle = \langle B, \varphi\psi \rangle$$

Moreover, if $\beta - \alpha/2 > 1/4$, we have

$$|\langle B\varphi, \psi \rangle| = |\langle B, \varphi\psi \rangle| \leq \|B\|_{H^{-\alpha}} \|\varphi\psi\|_{H^\beta} \lesssim \|B\|_{H^{-\alpha}} \|\varphi\|_{H^\beta} \|\psi\|_{H^\beta}$$

where the last estimate follows from the following Lemma. Therefore the desired estimate (C.3) holds. \hfill \Box

Lemma C.4. Let $\alpha, \beta$ and $\gamma$ be positive exponents such that $\min(\alpha, \beta) > \gamma$ and $\alpha + \beta > \gamma + 1/2$. Then, if $\varphi \in H^\alpha$ and $\psi \in H^\beta$, the product $\varphi\psi$ belongs to $H^\gamma$ and $\|\varphi\psi\|_{H^\gamma} \lesssim \|\varphi\|_{H^\alpha} \|\psi\|_{H^\beta}$. 

Proof. The proof can be found in [15, Theorem 6.18].

Lemma C.5. Let $A \in H^1(0,1)$ and let $f \in L^2(0,1)$. Set $B = A^2 - A'$. Then there exists a unique solution $u \in H^1_0(0,1)$ solving the problem

$$(\partial_t^2 + B)u = f \text{ on } (0,1),$$

$$u(0) = u(1) = 0.$$  

Moreover, it holds that

$$\|u\|_{H^2(0,1)} \leq C\|f\|_{L^2(0,1)},$$

and $(\partial_t^2 + B)^{-1}$ is a trace-class operator on $L^2(0,1)$.

Proof. Let $G_0(s,t)$ be the Dirichlet Green’s function of $-\partial_t^2$ on $(0,1)$. In fact, $G_0(s,t) = s(1-t) \wedge t(1-s)$ for all $s,t \in [0,1]$. From Green’s first identity, it is easy to observe that a solution $u \in H^1_0(0,1)$ solving (C.4) is a solution $u \in L^2(0,1)$ that solves the Lippmann-Schwinger integral equation

$$(C.6) \quad u(t) + \int_0^t G_0(t,s)B(s)u(s)ds = -\int_0^t G_0(t,s)f(s)ds$$

and vice versa. Now we apply the Fredholm alternative theorem to prove the existence and uniqueness of solution to (C.6). First the operator

$$(Tu)(t) := (-\partial_t^2)^{-1}(Bu)(t) = \int_0^1 G_0(t,s)B(s)u(s)ds$$

is compact from $L^2(0,1)$ to itself. There are several ways to prove this, but the simplest argument is perhaps the observation that $T$ is bounded from $L^2(0,1)$ to $W^{1,\infty}(0,1)$. Indeed, since $G_0(t,\cdot) \in W^{1,\infty}(0,1)$ for any $t \in [0,1]$, we can apply Cauchy-Schwarz inequality twice to get

$$(C.7) \quad \|Tu\|_{W^{1,\infty}(0,1)} \leq \sup_{t \in [0,1]} \|G_0(t,\cdot)\|_{W^{1,\infty}(0,1)}\|Bu\|_{L^1(0,1)}$$

Then the compactness of $T$ follows from the compact embedding $W^{1,\infty}(0,1) \hookrightarrow L^2(0,1)$. We are left to show the uniqueness of (C.6) or equivalently (C.4). To see this, setting $f = 0$, we multiply the equation (C.4) by $u$, integrate, use Green’s first identity and get

$$0 = \int_0^1 u'(t)^2dt + \int_0^1 (A^2(t) - A'(t))u^2(t)dt$$

$$= \int_0^1 u'(t)^2dt + \int_0^1 A^2(t)u^2(t)dt + 2\int_0^1 A(t)u(t)u'(t)dt$$

$$= \int_0^1 (u'(t) + A(t)u(t))^2dt.$$ 

Therefore we should have $u'(t) = -A(t)u(t)$. The only solution to this equation with the Dirichlet boundary conditions is zero. Hence by the Fredholm alternative theorem, the integral equation (C.6) has a unique solution in $L^2(0,1)$. Then the estimate (C.5) follows from (C.7), (C.6) and estimate that $\|Rf\|_{H^2(0,1)} \leq C\|f\|_{L^2(0,1)}$ where

$$(Rf)(t) = \int_0^1 G_0(t,s)f(s)ds.$$ 

Finally observe that

$$(\partial_t^2 + B)^{-1} = (I + (-\partial_t^2)^{-1}B)^{-1}(-\partial_t^2)^{-1} = (I + T)^{-1}(-\partial_t^2)^{-1}.$$
Then it follows from the fact that \((-\partial_x^2)^{-1}\) is a trace-class operator on \(L^2(0,1)\) and the boundedness of \((I + T)^{-1}\) that \((-\partial_x^2 + B)^{-1}\) is trace-class.

\[\Box\]

**Remark C.6.** Lemma C.5 can be easily extended to the matrix-valued case. More precisely, assume that \(A \in H^1(0,1)\) and \(A(t)\) is a symmetric matrix for any \(t \in [0,1]\). Let \(B = A^2 - A'\). Then the inverse of the matrix-valued Schrödinger operator \((-\partial_x^2 + B)^{-1}\) is bounded from \(L^2(0,1)\) to \(H^2(0,1)\) and is a trace-class operator on \(L^2(0,1)\).

The next lemma discusses some properties of approximation by convolution.

**Lemma C.7.** Let \(K \in C_0^\infty(\mathbb{R})\) such that \(K \geq 0\) and \(\int_{\mathbb{R}} K = 1\). Denote by \(K_\varepsilon(\cdot) = \varepsilon^{-1}K(x/\varepsilon)\). Suppose that \(f \in L^1(\mathbb{R})\) and define \(K_\varepsilon f = K_\varepsilon * f\). Then \(K_\varepsilon f \in L^1(\mathbb{R})\cap C^\infty(\mathbb{R})\). Moreover, we have

\[
\|K_\varepsilon f\|_{H^1(\mathbb{R})} \leq C\varepsilon^{-\frac{1}{2}}\|f\|_{L^1(\mathbb{R})}.
\]

**Proof.** The property (C.8), often termed as the approximation of identity in \(L^1(\mathbb{R})\), has been proved in many books, e.g. \cite{7}. We now show that \(K_\varepsilon f \in H^1(\mathbb{R})\) and that (C.9) is valid. This can be seen from the observation that

\[
\|K_\varepsilon f\|_{H^1(\mathbb{R})} = \|K_\varepsilon f\|_{L^2(\mathbb{R})} + \|K_\varepsilon f\|_{L^2(\mathbb{R})} = \|\varepsilon^{-1}K(\cdot/\varepsilon) * f\|_{L^2(\mathbb{R})} + \varepsilon^{-2}\|\varepsilon^{-1}K'((\cdot)/\varepsilon) * f\|_{L^2(\mathbb{R})} \leq \varepsilon^{-1}\|K\|_{L^2(\mathbb{R})}\|f\|_{L^2(\mathbb{R})} + \varepsilon^{-2}\|K'\|_{L^2(\mathbb{R})}\|f\|_{L^2(\mathbb{R})} \leq C\varepsilon^{-\frac{3}{2}}\|f\|_{L^1(\mathbb{R})}.
\]

Note that we have used Young's inequalities in the penultimate inequality.

We continue to adapt Lemma (C.7) to matrix functions defined on a bounded domain. For this purpose, we define two useful operators. Given a function \(f \in L^1(0,1)\), we define its extension

\[
\mathcal{E}f(x) := \begin{cases} f(x) & \text{if } x \in (0,1), \\ 0 & \text{otherwise}. \end{cases}
\]

Conversely, for a function \(g \in L^1(\mathbb{R})\), we define the restriction \(\mathcal{R}f := f|_{(0,1)}\). Likewise, we can define the convolution, extension or restriction of a matrix function through entry-wise operations. The following lemma concerns the convolution approximation of matrix-valued functions.

**Lemma C.8.** Let \(A \in L^1_+(0,1)\). Define

\[
\tilde{K}_\varepsilon A := \mathcal{R}(K_\varepsilon (\mathcal{E}(A - a \cdot I_d)) + a \cdot I_d).
\]

Then \(\tilde{K}_\varepsilon A \in H^1_+(0,1)\). Moreover, \(\tilde{K}_\varepsilon A \rightarrow A\) in \(L^1(0,1)\) and \(\|\tilde{K}_\varepsilon A\|_{H^1(0,1)} \leq C\varepsilon^{-\frac{3}{2}}\) with the constant \(C\) depending on \(A\) and \(a\).

**Proof.** First it follows from Lemma (C.7) that \(\tilde{K}_\varepsilon A \in H^1(0,1)\). To show \(\tilde{K}_\varepsilon A \in H^1_+(0,1)\), it suffices to show \(K_\varepsilon (\mathcal{E}(A - a \cdot I_d))\) is positive semi-definite. Indeed, for any fixed \(x \in \mathbb{R}^d\),

\[
x^T K_\varepsilon (\mathcal{E}(A - a \cdot I_d)) x = K_\varepsilon (\mathcal{E}(x^T (A - a \cdot I_d)x)) = K_\varepsilon (\cdot) \mathcal{E}(x^T (A(\cdot) - a \cdot I_d)x) \geq 0
\]
where we have used the assumption that $A(\cdot) - a \cdot I_d$ is positive semi-definite a.e. on $(0, 1)$. Next from Lemma (C.7) and the fact that $\mathcal{E}(A - a \cdot I_d) \in L^1(R)$, we have

$$
\|K_{\varepsilon} A - A\|_{L^1(0,1)} = \|R (K_{\varepsilon} (\mathcal{E}(A - a \cdot I_d)) - \mathcal{E}(A - a \cdot I_d))\|_{L^1(0,1)} \\
\leq \|K_{\varepsilon} (\mathcal{E}(A - a \cdot I_d)) - \mathcal{E}(A - a \cdot I_d)\|_{L^1(R)} \rightarrow 0.
$$

By similar arguments one can show that $\|K_{\varepsilon} A\|_{H^1(0,1)} \leq C \varepsilon^{-\frac{2}{1}}$.

Finally the following Mazur’s Lemma is useful to obtain a strong convergent subsequence from a weakly convergent sequence. The proof can be found in [6, Corollary 3.8].

**Lemma C.9. (Mazur’s lemma)** Let $X$ be a Banach space and let $\{u_n\}_{n \in \mathbb{N}}$ be a sequence in $X$ that converges weakly to $u \in X$. Then there exists a sequence $\pi_j \in \mathbb{N}$ defined by the convex combination of $\{u_n\}_{n \in \mathbb{N}}$, namely

$$
\pi_j = \sum_{n=1}^{N(j)} \alpha_{j,n} u_n, \quad \alpha_{j,n} \in [0,1], \quad \sum_{n=1}^{N(j)} \alpha_{j,n} = 1,
$$

such that $\pi_j$ converges to $u$ strongly in $X$.

**APPENDIX D. PROOF OF PROPOSITION 4.4**

We first show the liminf inequality. Suppose that $\{m_{\varepsilon}\} \subset H^1_{\leq}(0,1)$ and that $m_\varepsilon \rightarrow m$ in $L^1_{\leq}(0,1)$, we want to prove that $E(m) \leq \lim \inf_{\varepsilon \rightarrow 0} E_{\varepsilon}(m_{\varepsilon})$. We may assume that $\lim \inf_{\varepsilon \rightarrow 0} E_{\varepsilon}(m_{\varepsilon}) < \infty$ since otherwise there is nothing to prove. Let $\{\varepsilon_n\}$ and $\{m_n\} \subset H^1_{\leq}(0,1)$ be subsequences such that $\varepsilon_n \rightarrow 0$ and that

$$
\lim_{n \rightarrow \infty} E_{\varepsilon_n}(m_n) = \lim \inf_{\varepsilon \rightarrow 0} E_{\varepsilon}(m_{\varepsilon}) < \infty.
$$

By Lemma 4.3, $m \in BV(0,1;\delta')$ and one can extract a further subsequence (without relabeling) such that $m_{\varepsilon_n}(t) \rightarrow m(t)$ a.e. $t \in (0,1)$. It is sufficient to deal with the case where $m$ only has a single jump at $\tau \in (0,1)$, i.e.

(D.1)

$$
m(t) = \begin{cases}
m(\tau^-), & \text{if } t \in (0, \tau), \\
m(\tau^+), & \text{if } t \in (\tau, 1).
\end{cases}
$$

Let $0 < t_1 < \tau < t_2 < 1$ and $m_{\varepsilon_n}(t_1) \rightarrow m(t_1) = m(\tau^-)$, $m_{\varepsilon_n}(t_2) \rightarrow m(t_2) = m(\tau^+)$. Define $\tilde{m}_n = m_{\varepsilon_n}(-1,t \rightarrow (t_1 + t_2)/2)$. Then it follows from the equality (4.5) that

$$
\lim_{n \rightarrow \infty} \frac{1}{4} \int_{t_1}^{t_2} \varepsilon_n |m'_{\varepsilon_n}(t)|^2 + \frac{1}{\varepsilon_n} |\nabla V(m_{\varepsilon_n}(t))|^2 dt \\
= \lim_{n \rightarrow \infty} \frac{1}{4} \int_{t_1}^{t_2} \frac{1}{\varepsilon_n} |\tilde{m}'_{\varepsilon_n}(t)|^2 + |\nabla V(\tilde{m}_{\varepsilon_n}(t))|^2 dt \\
\geq \inf_{T,m} \left\{ \frac{1}{4} \int_{-T}^{T} |m'(t)|^2 + |\nabla V(m(t))|^2 dt : T > 0, m \in H^1(-T,T) \text{ and } m(-T) = x_-, m(T) = x_+ \right\} = \Phi(m(\tau^-), m(\tau^+)).
$$

Similarly, taking into account that $m_{\varepsilon_n}$ satisfies the end point conditions, one can obtain

$$
\lim_{n \rightarrow \infty} \frac{1}{4} \int_0^{t_1} \varepsilon_n |m'_{\varepsilon_n}(t)|^2 + \frac{1}{\varepsilon_n} |\nabla V(m_{\varepsilon_n}(t))|^2 dt \geq \Phi(x_-, m(0^+))
$$

and

$$
\lim_{n \rightarrow \infty} \frac{1}{4} \int_{t_2}^1 \varepsilon_n |m'_{\varepsilon_n}(t)|^2 + \frac{1}{\varepsilon_n} |\nabla V(m_{\varepsilon_n}(t))|^2 dt \geq \Phi(m(1^-), x_+).
$$
Therefore the liminf inequality $E(m) \leq \liminf_{\varepsilon \to 0} E_\varepsilon(m_\varepsilon)$ follows.

Now we prove the limsup inequality, and again it suffices to consider $m$ defined by (D.1). According to Remark 4.2, for any small $\eta > 0$, there exists $T > 0$ and $m_\varepsilon \in H^1(T, T)$, $i = 1, 2, 3$ such that

\[
\begin{align*}
&m_1(T) = m(T) = m(0^+) \quad \text{and} \quad J_T(m_1) \leq \Phi(x_-, m(0^+)) + \eta/3, \\
&m_2(T) = m(\tau^-), m_2(T) = m(\tau^+) \quad \text{and} \quad J_T(m_2) \leq \Phi(m(\tau^-), m(\tau^+)) + \eta/3, \\
&m_3(T) = m(1^-), m_3(T) = x_+ \quad \text{and} \quad J_T(m_3) \leq \Phi(m(1^-), x_+) + \eta/3.
\end{align*}
\]

Then for $\varepsilon > 0$ small enough, we define the recovery sequence

\[
m_\varepsilon(t) = \begin{cases} 
& m_1 \left(-T + \varepsilon^{-1}t\right) \quad \text{if } t \in (0, 2\varepsilon T), \\
& m(0^+) \quad \text{if } t \in (2\varepsilon T, \tau - \varepsilon T), \\
& m_2 \left(\varepsilon^{-1}(t - \tau)\right) \quad \text{if } t \in (\tau - \varepsilon T, \tau + \varepsilon T), \\
& m(1^-) \quad \text{if } t \in (\tau + \varepsilon T, 1 - 2\varepsilon T), \\
& m_3 \left(\varepsilon^{-1}(t - 1) + T\right) \quad \text{if } t \in (1 - 2\varepsilon T, 1).
\end{cases}
\]

It is clear that $m_\varepsilon \in H^1_2(0, 1)$ and $m_\varepsilon \to m$ in $L^1(0, 1)$ as $\varepsilon \to 0$. Furthermore, we have

\[
\limsup_{\varepsilon \to 0} E_\varepsilon(m_\varepsilon) = \limsup_{\varepsilon \to 0} \left\{ \frac{1}{4} \int_0^{2\varepsilon T} \varepsilon |m'_\varepsilon(t)|^2 + \frac{1}{\varepsilon} |\nabla V(m_\varepsilon(t))|^2 dt \right\}
\]

\[
= \limsup_{\varepsilon \to 0} \left\{ \frac{1}{4} \int_0^{\tau + \varepsilon T} \varepsilon |m'_\varepsilon(t)|^2 + \frac{1}{\varepsilon} |\nabla V(m_\varepsilon(t))|^2 dt + \frac{1}{\varepsilon} \int_{-\varepsilon T}^{\varepsilon T} \varepsilon |m'_\varepsilon(t)|^2 + \frac{1}{\varepsilon} |\nabla V(m_\varepsilon(t))|^2 dt \right\}
\]

\[
\leq \Phi(x_-, m(0^+)) + \Phi(m(\tau^-), m(\tau^+)) + \Phi(m(1^-), x_+) + \eta.
\]

Since $\eta$ is arbitrary, the limsup inequality follows.
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