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Abstract

Reconfigurable intelligent surface (RIS) makes it possible to create an intelligent electromagnetic environment. The low hardware cost makes ultra-large (XL) RIS an attractive performance enhancement scheme, but it brings the challenge of near-field propagation channels. This makes the localization and channel estimation more complicated. In this paper, we consider the spherical wavefront propagation in the near field of the millimeter-wave/sub-Terahertz (mmWave/subTHz) localization system with the assistance of a RIS. A near-field joint channel estimation and localization (NF-JCEL) algorithm is proposed based on the derived second-order Fresnel approximation of the near-field channel model. To be specific, we first decouple the user equipment (UE) distances and angles of arrival (AoAs) through a down-sampled Toeplitz covariance matrix, so that the vertical and azimuth AoAs in the array steering vectors can be estimated separately with low complexities. Then, the UE distance can be estimated by the simple one-dimensional search, and the channel attenuation coefficients are obtained through the orthogonal matching pursuit (OMP) method. Simulation results validate the superiority of the proposed NF-JCEL algorithm to the conventional far-field algorithm, and show that higher resolution accuracy can be obtained by the proposed algorithm.
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I. INTRODUCTION

The sixth-generation (6G) mobile networks are expected to cater to various Internet of Things (IoT) applications such as healthcare, smart homes and intelligent manufacture [1]. These applications and services entail decision making on the basis of high-resolution location data from the involved collections of sensors, machines and other items. For 6G services, millimeter wave/sub-teraherze (mmWave/subTHz) spectrum has primarily been the driving force for high-resolution sensing with centimeter-level positioning accuracy [2], [3], resulting from its high frequency, sufficiently large bandwidth and increased spectral efficiency [4], [5]. Thus, the mmWave/subTHz spectrum is explored in high-resolution localization and sensing systems.

However, the transmission of mmWave/subTHz spectrum suffer from high path loss, bad propagation conditions and is easy to be blocked. To cope with this issue, the reconfigurable intelligent surfaces (RISs) has been regarded as a promising solution to overcome the blockage issue of the mmWave/subTHz localization system. By carefully tuning the phase shifts of the reflecting elements, RIS can help constructively accumulate increased power at the target receiver, and thus shows a great potential to construct the intelligent radio environment. Thus, it was leveraged to help enhance performance of the simultaneous wireless information and power transfer (SWIPT) system [6], [7] and multicell network [8]. Specially, in localization system, it is shown that the RIS can help make the localization more accurate [9]. It was shown in [10] that RIS phase shifts configured by the beam alignment can also help improve the Cramér-Rao lower bound (CRLB) of the position/orientation estimation.

Conventionally, the UE localization problems aim to utilize the received signal strength (RSS), the time-difference-of-arrival (TDoA) [11], and the angle of arrival (AoA) of multiple sensors to distinguish the multiple signal directions from different emitters. The main idea is that all the geometric information for localization is included in these channel state information (CSI) measurements. Thus, the RIS-assisted localization accuracy is highly dependent on the necessity to acquire side channel measurements [12]. However, the channels between the RIS and UEs, as well as the channel between the access point (AP) and the RIS, are cascaded [13]. In addition, the RIS has little signal processing capabilities, making channel estimation of RIS-assisted channels a challenging task [14]. Many researches successfully managed to obtain the cascaded channel gains, such as [15], which have fully exploited the correlations between UEs and different paths to reduce the pilot overhead. In the RIS-assisted mmWave localization system, beam training
was investigated in [16] to estimate AoAs and angles of departure (AoDs) of the line of sight (LoS) paths. In [17], the RSS was utilized in the RIS aided localization system, and the RIS phase shifts were optimized to minimize the weighted probabilities of false localization. The impact of phase shifts and the number of reflecting elements on the CSI parameter estimation, positioning error bound (PEB) and orientation error bound (OEB) was studied in [18].

However, the above researches were mainly based on the assumption of far field channel model, where the planar wavefront was adopted. Thanks to the low hardware cost and reduced power consumption, a large number of passive and reflecting elements can be integrated into an RIS panel, so that its size can reach several meters. In some envisioned industrial IoT application scenarios, the RIS panels can be installed to cover the entire roof and walls of a building. However, with the extra-large RIS panel, the spherical wavefront feature should be considered, which is the so-called the near-field effect. According to [19], to maintain a maximum phase difference of $\pi/8$ rad, the observation distance from the UE/AP to the RIS must be no less than the Fraunhofer distance $2L^2/\lambda$, where $L$ and $\lambda$ denote the maximal aperture of the RIS panel (i.e. the diagonal length of a rectangular panel) and radio wavelength, respectively. For instance, for an RIS panel with aperture 50 cm, the Fraunhofer distance is 83.33 m for the electrical magnetism (EM) waves at 50 GHz ($\lambda = 6$ mm), and it is increased to 166.67 m for the radio frequency increasing to 100 GHz ($\lambda = 3$ mm). Therefore, in this case, the UEs are very likely in the near field of the RIS panel and the general spherical wavefront should be considered. With the spherical wavefront radio, the emitted EM wave will arrive at each reflecting element in the RIS array with different AoAs. This indicates that all array elements share a common AoA on the same path in the far-field model is no longer valid [20]. The near-field effect makes the channel modeling and CSI estimation for localization more challenging, and the near-field communications will profoundly degrade the localization performance [21], as also to be proved in this paper.

To the best of our knowledge, there are a paucity of researches studying the near-field communications, although some considered the extra-large (XL) multiple input multiple output (MIMO) [22]–[25]. The study on the RIS behavior in the near-field is just in its infancy. The RIS reflected power behavior was analyzed and measured in [26] under near/far-field conditions. The near-field channel modeling for active antenna arrays and RIS was investigated in [27]. In [28], a generic communication model with XL-array/surface was investigated with the consideration of the variations of signal phase, amplitude and aperture across array elements. A near-field
codebook was developed in [29] for the XL-RIS beam training by dividing the three-dimensional (3D) space into sampled points in the x-y-z coordinate system. The authors of [30] demonstrated that a RIS can serve as an anomalous mirror in the antenna array’s near field, by using antenna theory to calculate the electric field of a finite-size RIS. As for the radio localization approaches with RIS, there are only a few works with the consideration of spherical wavefront in the near-field. In [31], the Fisher information matrix (FIM) was analyzed for an uplink localization system using a RIS-based lens, and the PEB and OEB were also evaluated by exploiting the wavefront curvature. The CRLB for RIS-assisted localization was investigated in [32] and the RIS phase shift was optimized to maximize the received signal to interference plus noise ratio (SINR). Similar researches were also presented in [33], where FIM was analyzed for the multipath-aided localization with only RIS-assisted non line of sight (NLoS) links.

Most existing works such as [27], [28] considered the near-field channel modelling and system performance analysis, but did not address the issue of angle estimation and positioning algorithm in the near field. Although several RIS-assisted localization schemes have been proposed for near-field UE case [31]–[33], they were focused on the estimation error bound analysis, and there is a lack of the specific positioning algorithm. In addition, some works such as [23] considered the uniform linear array (ULA), and only either the azimuth or elevation AoA/AoD was considered. These researches are not sufficient for the more general 3D localization system, and cannot be directly applied to the RIS channel with a uniform planar array (UPA). Overall, it is still unclear about how to efficiently obtain near-field UE locations and the involved CSI parameters, such as the AoA/AoDs, in the mmWave/subTHz localization system with RIS.

In this paper, we investigate the localization and CSI estimation scheme in the near field of the mmWave/subTHz system with the assistance of a RIS panel. Our contributions are summarized as follows:

- By considering the propagation of the spherical wavefront across the RIS array, the near-field UE-RIS uplink channel is modeled. To reduce the complexity introduced by the different spatial paths at each reflecting element, the channel formulation based the second-order Taylor approximation is derived, which involves both the UE distance and the AoAs. Then, the cascaded AP-RIS-UE channel in the near field is presented.
- The RIS training phase shifts and pilots are carefully designed to increase the channel rank so that the channel covariance matrix can be obtained by the least square (LS) estimation. Then, a down-sampled covariance matrix is derived to decouple the UE distance and the
Based on the down-sampled Toeplitz covariance matrix, the vertical and azimuth AoAs are estimated separately. Then, the UE distance can be estimated by the simple one-dimensional search, and the orthogonal matching pursuit (OMP) method is leveraged to obtain the channel attenuation coefficients.

Simulation results validate the effectiveness of the proposed near field joint channel estimation and localization (NF-JCEL) algorithm. Compared with the far-field algorithm, the proposed algorithm shows superiority in terms of localization and channel estimation accuracies.

The remainder of this paper is organized as follows: Section II derives the near/far-field RIS-aided channel model and formulates the channel estimation problem. Section III develops the detailed algorithm for joint channel and localization estimation. In Section IV, the simulation results are presented to show the performance gain and the impact of system parameters, and Section V concludes the paper.

Notation: For a vector $\mathbf{x}$, $|\mathbf{x}|$ and $(\mathbf{x})^T$ denote its Euclidean norm and its transpose, respectively. For matrix $\mathbf{A}$, $\mathbf{A}^H \mathbf{A}^{-1}$ and $\mathbf{A}^\dagger$ represent the conjugate transpose, the inverse and Moore-Penrose pseudoinverse operator, respectively. $\mathbb{C}^{M \times N}$ denotes the set of $M \times N$ complex matrix. $\text{diag}(\mathbf{x})$ represents the diagonal matrix $\mathbf{X}$ obtained from vector $\mathbf{x}$. $\mathbf{a} \otimes \mathbf{b}$ represents the kronecker product of $\mathbf{a}$ and $\mathbf{b}$.

II. Channel Model

Consider the uplink transmission of a mmWave/subTHz localization system, as shown in Fig. 1. In the considered scenario, the UEs are equipped with single dipole antennas, the AP is located in the XOZ plane, and the number of UEs is denoted as $U$. It is assumed that the direct links between the AP and the UEs do not exist due to the blockage or unfavorable propagation environments. Thus, an RIS is leveraged to construct the alternative AP-RIS-UE links for localization service.

The layouts of the AP antenna array and the RIS panel are shown in Fig. 2. The receive antenna array of the AP is assumed to be a ULA, and the number of AP’s antenna elements is denoted as $N_A$. The distance between two antenna elements of the AP is denoted as $\Delta_A$, then the size of AP’s antenna array can be approximated as $l_A \approx N_A \Delta_A$. As shown in Fig. 2(b), the RIS is installed on the wall at the YOZ-plane, and the RIS is equipped with $N_R$ reflecting
elements, where the number of the reflecting elements along the Y-axis and Z-axis are denoted as \((2N_R^Y + 1)\) and \((2N_R^Z + 1)\), respectively. Thus, \(N_R = (2N_R^Z + 1) \times (2N_R^Y + 1)\). The distance between two reflecting elements is denoted as \(\Delta_R\). To avoid ambiguity in phase estimation, \(\Delta_R < \frac{\lambda}{2}\) is assumed\(^1\).

Due to the short wavelength of the mmWave/subTHz EM waves, the surfaces of walls and ceilings tend to absorb and scatter these high frequency radio signals [34], [35]. As a result, second-bounce or more reflections and scattering components are severely attenuated and thus they are negligible. Similar to [36]–[38], the mmWave/subTHz channels of the UE-RIS link and the AP-RIS link only consist of the LoS paths. Different from most of the existing works, we consider the channel model with the near-field effects. In the following, the formulation of signal propagation that accounts for the spherical curvature of the wavefront is provided.

### A. UE-RIS link

We first consider the LoS path between UE \(u\) and the RIS. With the spherical wavefront, the receiving array response at the RIS’s \(m\)-th element is given by

\[
\mathbf{a}_R[m] = \exp\left(-j \frac{2\pi}{\lambda}(d_{R,u}^m - d_{R,u}^0)\right),
\]

\(^1\)This assumption will be given more detailed explanation in Remark 5 of Section III.
where $d_{m_{R,u}}$ represents the distance from the RIS’s $m$-th element to UE $u$, and $d_{R,u}^0$ represents the distance from the central reflecting element to UE $u$. Then, the complex channel gain of UE $u$-RIS link is denoted as

$$h_{R,u} = g_{R,u} a_R,$$

where $g_{R,u}$ represents the complex channel attenuation coefficient, and $a_R$ collects the $N_R$ elements as $a_R = [a_{R[1]}, \ldots, a_{R[N_R]}]^T$.

Denote the center of the RIS panel as the phase reference point, and its coordinate is $(x_R, y_R, z_R)$. Suppose that the $m$-th reflecting element is located at $(x_R, y_R + m_y\Delta_R, z_R + m_z\Delta_R)$, where $m_y = -N_Y^R, \ldots, 0, N_Y^R$, and $m_z = -N_Z^R, \ldots, 0, N_Z^R$. The index $m$ of the reflecting element can be expressed as

$$m = m_z(2N_Y^R + 1) + m_y,$$

and the value range of $m$ is given as $m = -N_Z^R(2N_Y^R + 1) - N_Y^R, \ldots, N_Z^R(2N_Y^R + 1) + N_Y^R$.

As shown in Fig. 3, the projection of distance $d_{m_{R,u}}$ on the XOY plane is denoted as $l_{m_{R,u}}$, given by

$$l_{m_{R,u}} = \sqrt{(m_y\Delta_R)^2 + (l_{R,u}^0)^2 - 2\sin\theta_{u,0} m_y\Delta_R l_{R,u}^0},$$
where \( l_{R,u}^0 \) denotes the projection of distance \( d_{R,u}^0 \) on the XOY plane, given by

\[
l_{R,u}^0 = d_{R,u}^0 \cos \phi_{u,0}.
\] (5)

Then, the distance \( d_{R,u}^m \) is calculated as

\[
d_{R,u}^m = \sqrt{(d_{R,u}^0 \sin \phi_{u,0} + m_z \Delta_R)^2 + (l_{R,u}^m)^2}.
\] (6)

Substituting (4) and (5) into (6), one obtains

\[
d_{R,u}^m = (y \Delta_R)^2 + (z \Delta_R)^2 + (d_{R,u}^0)^2 - 2d_{R,u}^0 m_y \Delta_R \cos \phi_{u,0} \sin \theta_{u,0} + 2m_z \Delta_R d_{R,u}^0 \sin \phi_{u,0})^{1/2}. \] (7)

Letting \( y = \frac{m_y \Delta_R}{d_{R,u}^0} \) and \( z = \frac{m_z \Delta_R}{d_{R,u}^0} \), the distance between the \( m \)-th reflecting element and UE \( u \) can be represented as

\[
d_{R,u}^m = d_{R,u}^0 F(y, z) \] (8)

In order to compute the distance \( d_{R,u}^m \) in (8), we consider the following simplifications. First of all, for ease of exposition, the first and second order derivatives of \( F(y, z) \) with respect to \( y \) and/or \( z \) are given by

\[
\frac{\partial F}{\partial y} = \frac{y - \cos \phi_{u,0} \sin \theta_{u,0}}{F(y, z)}, \quad \frac{\partial F}{\partial z} = \frac{z + \sin \phi_{u,0}}{F(y, z)}, \] (9)

\[
\frac{\partial^2 F}{\partial y^2} = \frac{1 + z^2 + 2z \sin \theta_{u,0} - (\cos \phi_{u,0} \sin \theta_{u,0})^2}{F(y, z)^3}, \] (10)

\[
\frac{\partial^2 F}{\partial z^2} = \frac{1 + y^2 - 2y \cos \phi_{u,0} \sin \theta_{u,0} - (\sin \phi_{u,0})^2}{F(y, z)^3}, \] (11)

\[
\frac{\partial^2 F}{\partial z \partial y} = -\frac{(2y - 2 \cos \phi_{u,0} \sin \theta_{u,0})(z + \sin \phi_{u,0})}{2F(y, z)^3}. \] (12)

1) Far field approximation: From [19], the far field of the RIS can be defined as the set of observation distances \( R \) that are greater than the Fraunhofer distance \( R_f \), i.e.,

\[
R \geq R_f = \frac{2L^2}{\lambda}. \] (13)

This definition corresponds to the maximum phase difference, \( \pi/8 \), of radio waves between any two reflecting elements. In this paper, we select the center of the RIS panel as the reference point, as shown in [1], thus the aperture of the RIS UPA should be the distance from panel vertex to the panel center as

\[
L = \sqrt{(M_y \Delta_R)^2 + (M_z \Delta_R)^2}. \] (14)
As a result, when UE \( u \) is located in the far field of the RIS panel, i.e.,

\[
    d_{R,u}^M > 2 \frac{L^2}{\lambda} = 2 \frac{(M_y \Delta R)^2 + (M_z \Delta R)^2}{\lambda},
\]

where \( d_{R,u}^M \) denotes the distance of UE \( u \) to the nearest RIS panel vertex. Then, (7) can be approximated by the first-order Taylor expansion as

\[
    d_{R,u}^m \approx d_{R,u}^0 (F(y, z)|_{y=0, z=0} + \frac{\partial F}{\partial y}|_{y=0}(y) + \frac{\partial F}{\partial z}|_{z=0}(z)) = d_{R,u}^0 (1 - \cos \phi_{u,0} \sin \theta_{u,0} y + \sin \phi_{u,0} z)
\]

\[
= d_{R,u}^0 \left( \frac{m_z \Delta R}{d_{R,u}^0} \sin \phi_{u,0} - \frac{m_y \Delta R}{d_{R,u}^0} \sin \theta_{u,0} \cos \phi_{u,0} + 1 \right) = m_z \Delta R \sin \phi_{u,0} - m_y \Delta R \sin \theta_{u,0} \cos \phi_{u,0} + d_{R,u}^0.
\]

(15)

Therefore, in this case, the array response is characterized only by the azimuth and vertical AoAs. For ease of exposure, we use \( \omega_u = \sin \phi_{u,0} \) and \( \varphi_u = \sin \theta_{u,0} \cos \phi_{u,0} \) to denote the AoAs. Then, the array response for the far field can be denoted as

\[
    a_{R}^F(\omega_u, \varphi_u)[m] = \exp \left( -j \frac{2\pi}{\lambda} (m_z \Delta R \omega_u - m_y \Delta R \varphi_u) \right)
\]

(16)

where the relationship between index \( m \) and \( (m_y, m_z) \) was given by (3).

According to (13), the Fraunhofer distance would be very large if an extra-large RIS is utilized. If the RIS is deployed at high-frequency bands, such as mmwave/sub-THz, the Fraunhofer distance also increases due to the smaller wavelength [39]. Therefore, it is very likely that some UEs are in the near field when the RIS is deployed for indoor applications such as localization. In this case, the spherical wavefront of the EM waves should be considered.

2) Near field formulation: When UE \( u \) is located at the near field of the RIS panel, i.e., the Fresnel region

\[
d_{R,u}^m \in \left[ 0.62 \frac{L^3}{\sqrt{\lambda}}, 2 \frac{L^2}{\lambda} \right],
\]

a good approximation is based on the Fresnel approximation, which corresponds to the second-order Taylor expansion [40]. So far, the second-order Fresnel approximation results have been developed for the array with ULA geometry [40]–[42], but they cannot be directly applied to the two-dimensional RIS UPA case. Thus, we derive the two-dimensional Fresnel approximation as

\[
F(y, z) \approx F(y, z)|_{y=0, z=0} + \frac{\partial F}{\partial y}|_{y=0} \times y + \frac{\partial F}{\partial z}|_{z=0} \times z + \frac{1}{2} [y, z] \times \Delta^2 F \times [y, z]^T,
\]

(17)
where

\[ \Delta^2 F = \begin{bmatrix} \frac{\partial^2 F}{\partial y^2} |_{y=0,z=0} & \frac{\partial^2 F}{\partial z \partial y} |_{y=0,z=0} \\ \frac{\partial^2 F}{\partial z \partial y} |_{y=0,z=0} & \frac{\partial^2 F}{\partial z^2} |_{y=0,z=0} \end{bmatrix} \]

\[ = \begin{bmatrix} 1 - (\cos \phi_{u,0} \sin \theta_{u,0})^2 & \cos \phi_{u,0} \sin \theta_{u,0} \sin \phi_{u,0} \\ \cos \phi_{u,0} \sin \theta_{u,0} \sin \phi_{u,0} & 1 - (\sin \phi_{u,0})^2 \end{bmatrix}. \]

Then, (17) can be reformulated as

\[ F(y, z) \approx 1 + \omega_u z - \varphi_u y + \frac{1}{2} (\varpi_y y^2 + \varphi_z z^2 + 2 \varphi_u \omega_u y z). \]  

(18)

where \( \varpi_u = 1 - \omega_u^2 \), and \( \varphi_u = 1 - \varphi_u^2 \). Then, the distance of the \( m \)-th reflecting element \( d_{R,u}^m \) can be approximated as

\[ d_{R,u}^m \approx m_z \Delta_R \omega_u - m_y \Delta_R \varphi_u + \frac{1}{2} \varpi_u \frac{(m_y \Delta_R)^2}{d_{R,u}^0} \]

\[ + \frac{1}{2} \varphi_u \frac{(m_z \Delta_R)^2}{d_{R,u}^0} + \varphi_u \omega_u \frac{m_y \Delta_R (m_z \Delta_R)}{d_{R,u}^0} + d_{R,u}^0 \]

\[ = m_z \Delta_R \omega_u - m_y \Delta_R \varphi_u - \frac{(m_z \Delta_R \omega_u - m_y \Delta_R \varphi_u)^2}{2d_{R,u}^0} \]

\[ + \frac{1}{2} \frac{d_{R,u}^0}{d_{R,u}^0} \left( (m_z \Delta_R)^2 + (m_y \Delta_R)^2 \right) + d_{R,u}^0 \]

\[ \triangleq J_m(\omega_u, \varphi_u) + Q_m(\omega_u, \varphi_u, d_{R,u}^0) + d_{R,u}^0, \]  

(19)

where \( J_m(\omega_u, \varphi_u) = m_z \Delta_R \omega_u - m_y \Delta_R \varphi_u \), and

\[ Q_m(\omega_u, \varphi_u, d_{R,u}^0) = \frac{1}{2d_{R,u}^0} \left( (m_z \Delta_R)^2 + (m_y \Delta_R)^2 \right) \]

\[ - \frac{1}{2d_{R,u}^0} (m_z \Delta_R \omega_u - m_y \Delta_R \varphi_u)^2. \]

In the near field case, apart from the azimuth and vertical angles, the array response is also dependent on the distance \( d_{R,u}^0 \), which is the distance from UE \( u \) to the center of RIS. Then, the array response for the near field UE can be approximated as

\[ a_R^N(\omega_u, \varphi_u, d_{R,u}^0)[m] = \exp \left( -j \frac{2\pi}{\lambda} (J_m(\omega_u, \varphi_u) + Q_m(\omega_u, \varphi_u, d_{R,u}^0)) \right). \]  

(20)

It can be verified that \( a_R(\omega_u, \varphi_u, d_{R,u}^0)[m] \rightarrow a_R(\omega_u, \varphi_u)[m] \) when \( d_{R,u}^0 \) is sufficiently large. In other words, the near field case reduces to the far-field case. Then, in the near field, the complex channel gain from UE \( u \) to the RIS is denoted as

\[ h_{R,u} = g_{R,u} a_R^N(\omega_u, \varphi_u, d_{R,u}^0), \]  

(21)
Fig. 4: Performance of near/far-field approximation.

where the $m$-th element of $a^N_R(\omega, \varphi, d^m_{R,u})$ is given by (20).

Overall, the distance $d^m_{R,u}$ can be approximated by the near-field model given in (19) and the far-field model given in (15), respectively. Fig. 4(4a) shows the summation of distance (root square mean error) RMSE for all reflecting elements obtained by the near-field model and the far field model, which are labeled as “NF” and “FF”, respectively. The simulation configurations of Fig. 4(4a) and Fig. 4(4b) will be used in Section IV, where the details of configurations can be found. It is observed that the approximation RMSE obtained by the near-field model are much less than that of the far field model. As expected, it is observed that the proposed near-field model is more accurate than the far field model for all the considered configurations. Also, when the distance between UE and the RIS panel increases, the summation of distance RMSE decrease.

Also, the array response given in (1) can be approximated by the near-field approximation (20) and the far-field approximation (16), respectively, i.e., $a_R \approx a^N_R$ and $a_R \approx a^F_R$. We adopt the cosine similarity to measure the approximation performance (43). Fig. 4(4b) shows the cosine similarities of the near-field approximation and the far-field approximation. It is observed that the near-field approximation $a^N_R$ is very similar to the original $a_R$, i.e. cosine similarity is very close to 1, while the approximation error of the far-field array response $a^F_R$ is much larger. In addition, the similarity of the far-field approximation increases with the distance of the UE as the distance RMSE decreases.
B. RIS-AP link

It is assumed that the LoS channel between the RIS and the AP is varying slowly. Due to the spherical nature of the wavefront, the transmission distances from each element of the RIS to each antenna element of the AP array determine the phases of the received signals at the AP.

According to [44]–[46], a high-rank channel model of the RIS-AP link can be obtained with a proper deployment. With the spherical wave modeling, the normalized channel gain of the RIS-AP link is denoted as \( G_{A,R} \), which collects the channel elements of the RIS-AP LoS link. The \((m,n)\)-th element of the \( G_{A,R} \) is given by [44]

\[
G_{A,R}(m,n) = \exp\left( j \frac{2\pi}{\lambda} r_{m,n} \right), \tag{22}
\]

where \( r_{m,n} \) denotes the path length between the \( m \)-th antenna element of the AP and the \( n \)-th reflecting element. Letting \( g_A \) denote the common large-scale path loss attenuation, the complex channel gain is then given by [45]

\[
H_{A,R} = g_A G_{A,R}. \tag{23}
\]

C. Cascaded Channel

Let \( E_{RIS} = \text{diag}\{e\} \in \mathbb{C}^{N_R \times 1} \) denote the phase shift matrix of the RIS, where \( e \) denotes the phase shift vector of the RIS. Then, the RIS-assisted channel of UE \( u \) is expressed as

\[
h_u = g_{R,u} \sqrt{P^u_t} H_{A,R} E_{RIS} a_{R,u} = g_u \sqrt{P^u_t} G_{A,R} E_{RIS} a_{R,u}, \tag{24}
\]

where \( \sqrt{P^u_t} \) denotes the transmit power of UE \( u \), \( g_u \) is the cascaded complex channel attenuation defined as \( g_u = g_A g_{R,u} \), and \( a_{R,u} = a_{R}^N(\omega_u, \varphi_u, d_{R,u}) \).

In time slot \( t \), the transmit signal vector of all the \( U \) UEs is denoted as \( x_t = [x_1(t), \cdots, x_U(t)]^T \in \mathbb{C}^{U \times 1} \). With the assistance of the RIS, the received signal at the AP is modeled as

\[
y(t) = \sqrt{P^u_t} G_{A,R} E_{RIS}(t) \sum_{u=1}^{U} g_u a_{R,u} x_u(t) + n(t)
\]

\[
= \sqrt{P^u_t} G_{A,R} E_{RIS}(t) A x_t + n(t), \tag{25}
\]

where \( A = [g_1 a_{R,1}, \cdots, g_u a_{R,u}, \cdots, g_U a_{R,U}] \), and \( n(t) \) denotes the Gaussian noise vector with the distribution of \( \mathcal{CN}(0, \sigma^2 I) \).

In the AP-RIS link, as the locations of the RIS and the AP are known as prior, the distances \( \{r_{m,n}\} \) between the elements of the AP and that of the RIS can be readily obtained. First, the
unknown channel matrix $A$ should be estimated. Then, to locate UE $u$, the unknown parameters in $A$ that need to be estimated are

- $\omega_u$, $\varphi_u$ and $d_{R,u}^0$, which depends on the location of UE $u$ in the RIS-UE $u$ link.
- $g_u$, which is the complex channel attenuation coefficient.

### III. Joint Channel and Localization Estimation

#### A. RIS Training Phase Shifts and Pilot Design

First, we need to obtain the unknown channel matrix $A$. The simplest method is to adopt the LS method. However, in the considered scenario, the number of antenna elements of the AP is less than that of the RIS panel, i.e., $N_A < N_R$, resulting in that $G_{A,R} \in \mathbb{C}^{N_A \times N_R}$ has the rank of $N_A$. Then, the LS estimation cannot be directly applied to (25). Therefore, to obtain the unique estimation of $A$, we utilize different RIS training phase shift vectors $e(t)$ and pilot data $x_t$.

Fig. 5 shows the numbers of required RIS training phase shift vectors and pilot data sets. As shown in Fig. 5, the RIS phase shift vector changes for $S$ times while the pilot data keeps fixed, and the set of phase shift vectors is denoted as $\{e_1, \cdots, e_S\}$. The number of RIS training phase shift vectors is denoted as $S$, and the required number of pilot data is denoted as $\tau$. Let $y_t$ denote the composited signal for the $t$-th pilot data duration, which collects the received signal with $S$ different phase shift vectors as

$$y_t = G_{RIS}A x_t + n_t, \quad (26)$$

where the received vector $y_t$ has the size of $N_A S \times 1$, $y_t = [y(t_1)^T, \cdots, y(t_S)^T]^T$, and $n_t = [n(t_1)^T, \cdots, n(t_S)^T]^T$. The matrix $G_{RIS}$ with size $N_A S \times N_R$ collects the composite channels introduced by $S$ different phase shift vectors, which are $G_{RIS} = [(G_{A,R,\text{diag}}(e_1))^T, G_{A,R,\text{diag}}(e_2)^T, \cdots, G_{A,R,\text{diag}}(e_S)^T]^T$.

Then, we have the LS estimation for $A x_t$ as

$$\hat{A} x_t = (G_{RIS}^H G_{RIS})^{-1} G_{RIS}^H y_t = H_{RIS}^T y_t. \quad (27)$$
Remark 1: It is observed that the rank of cascaded channel \( G_{RIS} \) can be increased by applying different RIS phase shifts, so that the Moore-Penrose pseudoinverse of \( G_{RIS} \) denoted as \( H^\dagger_{RIS} \) can be obtained. As demonstrated in [47], the Discrete Fourier Transform (DFT) RIS phase training scheme can achieve the nearly optimal performance in terms of the mean squared error (MSE). Thus, the training phase shift matrix \( E_S = [e_1, e_2, \ldots, e_S] \) can be set as the first \( S \) columns of the \( N_R \times N_R \) DFT matrix.

For transmit pilot design, we assume that transmit signal from UE \( u \) is denoted as \( x_u \) following the distribution of \( \mathbb{E}[|x_u|^2] = 1 \) and \( \mathbb{E}[x_u x_k] = 0 \), for all \( k \neq u \). Consequently, the array covariance matrix can be estimated as

\[
\hat{R} = \mathbb{E}[H^\dagger_{IRS} y_t y_t^H (H^\dagger_{IRS})^H] = AA^H + \sigma^2 (G^H_{RIS} G_{RIS})^{-1}.
\]  

By collecting the received signal \( y_t \) with different \( \tau \) pilot durations, the estimated array covariance matrix \( \hat{R} \) of \( \hat{R} \) is given by

\[
\hat{R} = \frac{1}{\tau} \sum_{t=1}^{\tau} \hat{A}x_t (\hat{A}x_t)^H,
\]  

where the total number of snapshots is \( \tau \).

Remark 2: In order to ensure that the matrix \( G_{RIS} \) is full column rank, the number of training phase shift vectors should satisfy \( S > N_R N_A \). Moreover, the output noise of the LS estimator is amplified by \( (G^H_{RIS} G_{RIS})^{-1} \) as shown in (28). Theoretically, the Hermit matrix \( G_H = G^H_{RIS} G_{RIS} \) may have rank deficiency, i.e. the minimum singular values of \( G_H \) is sufficiently small so that \( \rho_{\text{min}}(G_H) \rightarrow 0 \). In this case, the noise will be significantly amplified. Therefore, the singular values of the constructed Hermit matrix should be large enough. Thus, in order to suppress noise, the number of RIS training phase shift vectors should be sufficiently large, and its impact on the performance will be given in Section [IV].

B. Estimation of AoAs

Without noise, we have the following explicit expression

\[
R = A A^H = \sum_{u=1}^{U} |g_{R,u}|^2 a_{R,u} a_{R,u}^H.
\]

Then, the \((p,q)\)-th element of covariance \( R \) is given by

\[
R(p,q) = \sum_{u=1}^{U} |g_{R,u}|^2 \exp\left(-\frac{2\pi}{\lambda} (J_{p,q} + Q_{p,q})\right),
\]
where $J_{p,q} = J_p(\omega_u, \varphi_u) - J_q(\omega_u, \varphi_u)$, $Q_{p,q} = Q_p(\omega_u, \varphi_u, d_{R,u}^p) - Q_q(\omega_u, \varphi_u, d_{R,u}^q)$. To be specific,

$$Q_{p,q} = \frac{1}{2d_{R,u}^p} ((p_z \Delta_{R})^2 + (p_y\Delta_{R})^2) - \frac{1}{2d_{R,u}^q} ((q_z \Delta_{R})^2 + (q_y\Delta_{R})^2)$$

$$- \frac{1}{2d_{R,u}^p} ((q_z \Delta_{R})^2 + (q_y\Delta_{R})^2) + \frac{1}{2d_{R,u}^q} ((q_z \Delta_{R})^2 + (q_y\Delta_{R})^2).$$

$$J_{p,q} = (p_z - q_z)\Delta_{R}\omega_u - (p_y - q_y)\Delta_{R}\varphi_u,$$

where indices are given by $p(p_z, p_y) = N_R^Z(2N_R^Y + 1) + N_R^Y + p_z(2N_R^Y + 1) + p_y$, $q(z, q_y) = N_R^Z(2N_R^Y + 1) + N_R^Y + q_z(2N_R^Y + 1) + q_y$, $p_y = -q_y$, and $p_z = -q_z$, one obtains

$$J_{p,q} = 2p_z\Delta_{R}\omega_u - 2p_y\Delta_{R}\varphi_u, \quad Q_{p,q} = 0.$$

In other words, the quadratic term is eliminated for the element of $R(p(p_z, p_y), q(-p_z, -p_y))$ in the covariance matrix $R$, which are

$$R(p(p_z, p_y), q(-p_z, -p_y)) = \sum_{u=1}^U |g_{R,u}|^2 \exp\left(-j\frac{2\pi}{\lambda}(2J_p(\omega_u, \varphi_u))\right).$$

We provide the following approach to separate the distance and the AoAs in the covariance matrix. First, we define steering vectors as

$$v_u(\omega_u)[z] = \exp\left(-j\frac{2\pi}{\lambda}(2z\Delta_{R}\omega_u)\right), \quad z = 0, \cdots, N_R^Z,$$

$$s_u(\varphi_u)[y] = \exp\left(-j\frac{2\pi}{\lambda}(-2y\Delta_{R}\varphi_u)\right), \quad y = 0, \cdots, N_R^Y,$$

$$b_u(\omega_u, \varphi_u) = v_u(\omega_u) \otimes s_u(\varphi_u) = [v_u(\omega_u)[0]s_u^T(\varphi_u), \cdots, v_u(\omega_u)[N_R^Z]s_u^T(\varphi_u)]^T.$$

Then, we define the correlation matrix $R_b$ as

$$R_b = \sum_{u=1}^U |g_{R,u}|^2 b_u(\omega_u, \varphi_u) b_u^H(\omega_u, \varphi_u), \quad (32)$$

Defining the following function

$$e(z, y) = \sum_{u=1}^U |g_{R,u}|^2 \exp\left(-j\frac{4\pi}{\lambda}(z\Delta_{R}\omega_u - y\Delta_{R}\varphi_u)\right), \quad (33)$$

we can represent the covariance matrix $R_b$ as (34). Note that

$$R(p(z, y), q(-z, -y)) = e(z, y) = (e(-z, -y))^*.$$

For instance, the first element of the matrix $R_b$, i.e., $e(0, 0)$ is the same as $R(p(0, 0), q(0, 0))$, where $p(0, 0) = N_R^Z(2N_R^Y + 1) + N_R^Y = \frac{N_R-1}{2}$, $q(0, 0) = N_R^Z(2N_R^Y + 1) + N_R^Y = \frac{N_R-1}{2}$.
Letting $N_b$ represent the length of vector $b_u$, and $N_b = (N_R^Z + 1) \times (N_R^Y + 1)$. The index of the center reflecting element is denoted as $N_0$, and $N_0 = \frac{N_R - 1}{2}$. Then, the index functions can be represented as $p(z, y) = N_0 + z(2N_R^Y + 1) + y$, and $q(-z, -y) = N_0 - z(2N_R^Y + 1) - y$. Letting $N_i = N_0 + i(2N_R^Y + 1)$ and $\overline{N}_i = N_0 - i(2N_R^Y + 1)$, the element matrix $S_i$ with size $(N_R^Y + 1) \times (N_R^Y + 1)$ is given by (35).

Utilizing $T_i$, we construct the down-sampled Toeplitz matrix with size $N_b \times N_b$ as

\[
T = \begin{bmatrix}
S_0 & S_{-1} & \cdots & S_{-N_R^Z} \\
S_1 & S_0 & \cdots & S_{-N_R^Z+1} \\
\vdots & \vdots & \ddots & \vdots \\
S_{N_R^Z} & S_{N_R^Z-1} & \cdots & S_0
\end{bmatrix}
\]  

(36)

We can derive that

\[
T = \sum_{u=1}^{U} |g_{R,u}|^2 b_u(\omega_u, \varphi_u) b_u^H(\omega_u, \varphi_u).
\]  

(37)

It is observed that the sampled correlation matrix $T$ only depends on the azimuth and vertical angles, and which is the same as the far-field case.

Remark 3: Through this method, the distance and the AoAs can be decoupled by the sampled correlation matrix $T$. Then, the conventional far-field angle estimation approaches can be leveraged in this case, such as the two-dimensional MUSIC-like spectrum peak searching [48].
However, note that the MUSIC algorithm requires eigendecomposition. In the following, we propose a computationally efficient subspace-based method for the AoA estimation.

First, we define matrix $B = [g_{R,1}b_1, \ldots, g_{R,U}b_U]$, and divide the $N_b \times U$ matrix into two parts as

$$B \triangleq \begin{bmatrix} B_1 \in \mathbb{C}^{U \times U} \\ B_2 \in \mathbb{C}^{(N_R-U) \times U} \end{bmatrix}$$  \hspace{1cm} (38)

where matrix $B_1$ contains the first $U$ rows of $B$ and $B_2$ contains the remaining $N_b-U$ rows. Note that $B_1$ is a Vandemonde matrix. Assuming that the $U$ UEs are from distinct directions, $B_1$ has the full rank of $U$, and the rows of $B_2$ can be expressed as a linear combination of linearly independent rows of $B_1$ \cite{49}, \cite{50}. Equivalently, there is a $U \times (N_R-U)$ linear operator $P_1$ between $B_1$ and $B_2$ as

$$P_1^H B_1 = B_2,$$  \hspace{1cm} (39)

and the linear operator $P_1$ can be calculated as

$$P_1 = (B_1^H)^{-1} B_2^H.$$  \hspace{1cm} (40)

Then, we utilize the correlation matrix to obtained linear operator $P_1$. The correlation matrix $T$ can be represented as

$$T = BB^H = \begin{bmatrix} B_1 B_1^H \\ B_2 B_2^H \end{bmatrix} = \begin{bmatrix} T_1 \in \mathbb{C}^{U \times N_R} \\ T_2 \in \mathbb{C}^{(N_R-U) \times N_R} \end{bmatrix}$$  \hspace{1cm} (41)

where $T_1$ consists of the first $U$ rows and $T_2$ consists of the remaining $(N_b-U)$ rows. Then, the relationship between the submatrices of $T_1$ and $T_2$ is

$$P_1^H T_1 = T_2.$$  \hspace{1cm} (42)

Then, the linear operator $P_1$ can be found from $T_1$ and $T_2$ as

$$P_1 = (T_1 T_1^H)^{-1} T_1 T_2^H.$$  \hspace{1cm} (43)

With the obtained linear operator $P_1$, we have

$$Q^H B = 0_{(N_b-U) \times N_b},$$  \hspace{1cm} (44)

where $Q^H = [P_1^H, -I_{N_b-U}]$. As a result, the columns of $Q$ are in the null space of $B$, i.e. $\mathcal{N}(B)$ and the orthogonal projector onto this subspace $\mathcal{N}(B)$ is given by

$$\Pi_Q \triangleq Q (Q^H Q)^{-1} Q^H.$$  \hspace{1cm} (45)
Then, we can infer that $\Pi \mathbf{b}_u = 0, \forall u = 1, \ldots, U$. Define $\mathbf{v}(\omega)[z] = \exp(-j \frac{2\pi}{\lambda} (2z \Delta_R \omega)), z = 0, \ldots, N_R^2$, and $\mathbf{s}(\varphi)[y] = \exp(-j \frac{2\pi}{\lambda} (-2y \Delta_R \varphi)), y = 0, \ldots, N_R^2$. Then, the angles can be estimated in a manner similar to the MUSIC method by minimizing the following cost function as

$$f(\omega, \varphi) = \mathbf{b}^H(\omega, \varphi) \Pi \mathbf{b}(\omega, \varphi),$$

(46)

where $\mathbf{b}(\omega, \varphi) = \mathbf{v}(\omega) \otimes \mathbf{s}(\varphi)$.

Directly searching the two-dimensional angle space requires a significant computation cost. In the following, we provide a low-complexity algorithm to solve the angle estimation problem. Then, we formulate the AoA estimation problem as

$$\min_{\omega, \varphi} f(\omega, \varphi) = (\mathbf{v}(\omega) \otimes \mathbf{s}(\varphi))^H \Pi \mathbf{b}(\omega, \varphi)$$

(47a)

s.t. $\mathbf{e}^H \mathbf{s}(\varphi) = 1$, 

(47b)

where $\mathbf{e} = [1, 0, \cdots, 0]^T$, and the constraint (47b) is introduced to avoid the trivial solution $\mathbf{s}(\varphi) = \mathbf{0}$. Then, the objective function is reformulated as

$$f(\omega, \varphi) = \mathbf{s}(\varphi)^H [\mathbf{v}(\omega)^H \otimes \mathbf{I}_{N_{R+1}^Y}] \Pi \mathbf{Q} [\mathbf{v}(\omega) \otimes \mathbf{I}_{N_{R+1}^Y}] \mathbf{s}(\varphi)$$

(48)

$$= \mathbf{s}(\varphi)^H \Theta(\omega) \mathbf{s}(\varphi),$$

(49)

where $\Theta(\omega) = [\mathbf{v}(\omega)^H \otimes \mathbf{I}_{N_{R+1}^Y}] \Pi \mathbf{Q} [\mathbf{v}(\omega) \otimes \mathbf{I}_{N_{R+1}^Y}]$.

We construct the following Lagrange function

$$\mathcal{L} = \mathbf{s}(\varphi)^H \Theta(\omega) \mathbf{s}(\varphi) - \lambda (\mathbf{e}^H \mathbf{s}(\varphi) - 1),$$

(50)

where $\lambda$ is the introduced Lagrange multiplier. Then, one obtains

$$\frac{\partial \mathcal{L}}{\partial \mathbf{s}(\varphi)} = 2 \Theta(\omega) \mathbf{s}(\varphi) - \lambda \mathbf{e}.$$  

(51)

We can infer that $\mathbf{s}(\varphi) = \zeta \Theta^{-1}(\omega) \mathbf{e}$, where $\zeta$ is a non-zero constant. As $\mathbf{e}^H \mathbf{s}(\varphi) = 1$, we have

$$\zeta = (\mathbf{e}^H \Theta^{-1}(\omega) \mathbf{e})^{-1}.$$  

Then, one obtains

$$\mathbf{s}(\varphi) = \frac{\Theta^{-1}(\omega) \mathbf{e}}{\mathbf{e}^H \Theta^{-1}(\omega) \mathbf{e}}.$$  

(52)

Then, substituting (52) into the objective function (48), Problem (47) is transformed into

$$\min_{\omega} f(\omega) = \frac{1}{\mathbf{e}^H \Theta^{-1}(\omega) \mathbf{e}}.$$  

(53)
Then, the optimal solution to (53) is

$$\omega^* = \arg \max_{e} e^H \Theta^{-1} (\omega) e.$$  \hspace{1cm} (54)

**Remark 4:** In practice, two-layer grids can be used for searching the optimal solution $\omega^*$. To be specific, the grid with large step-size is used for the preliminary coarse search. Then, based on the obtained preliminary coarse results, the finer grid is then applied to obtain the fine results. Furthermore, due to the presence of noise, the energy peak will leakage to adjacent grid points. Therefore, to enhance the position accuracy, it is suggested to take several largest values as estimation candidates, and then use the clustering method, such as the K-mean method [51], to obtain a more accurate estimation.

Recall that $\omega_u = \sin \phi_u$ and $\varphi_u = \sin \theta_u \cos \phi_u$, where $\phi_u$ and $\theta_u$ represent the vertical and azimuth AoAs of UE $u$, respectively. Then, we can search the interval $\omega_u \in [-1, 1]$, and obtain $U$ largest peaks of the $(1,1)$-th element of $\Theta^{-1} (\omega)$. These $U$ peaks correspond to the vertical AoAs of UEs, denoted as $[\hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_U]$. Then, for the composite angle $\varphi_u$, according to (52), we can obtain the $U$ vectors $[\hat{s}(\varphi_1), \hat{s}(\varphi_2), \ldots, \hat{s}(\varphi_U)]$.

Define

$$\hat{q}_u = \angle \hat{s}(\varphi_u) = [0, \frac{4\pi}{\lambda} \Delta_R \varphi_u, \cdots, \frac{4\pi}{\lambda} \Delta_R N_R \varphi_u]^T,$$

and vector $p = [0, \frac{4\pi}{\lambda} \Delta_R, \cdots, \frac{4\pi}{\lambda} \Delta_R N_R]^T$. Then, we utilize the LS estimator to obtain the estimation of $\varphi_u$ as

$$\hat{\varphi}_u^{LS} = (p^T p)^{-1} p^T \hat{q}_u.$$  \hspace{1cm} (56)

**Remark 5:** According to (55), it is inferred that the distance between the reflecting elements should be no larger than $\lambda/2$, i.e., $\frac{4\pi}{\lambda} \Delta_R < 2\pi$. Otherwise, the estimated phase $\hat{\varphi}_u^{LS}$ have value ambiguity due to the phase period of $2\pi$. Also, when obtaining the angle vector $\hat{q}_u$, the phase period of $2\pi$ should be also taken into account.

**C. Estimation of Distances**

With the estimated AoAs $\{\hat{\omega}_u\}$ and $\{\hat{\omega}_u\}$, we reformulate the array response as

$$a_R(\hat{\omega}_u, \hat{\varphi}_u, d_{R,u}^0) = \text{diag} \{ p_u(\hat{\omega}_u, \hat{\varphi}_u) \} q_u(\hat{\omega}_u, \hat{\varphi}_u, d_{R,u}^0) ,$$

where $p_u(\hat{\omega}_u, \hat{\varphi}_u) = \left[ \exp \left( -j \frac{2\pi}{\lambda} J_{N_R-1} (\hat{\omega}_u, \hat{\varphi}_u) \right), \cdots, \exp \left( -j \frac{2\pi}{\lambda} J_{N_R-1} (\hat{\omega}_u, \hat{\varphi}_u) \right) \right]^T$. Also, $q_u(\hat{\omega}_u, \hat{\varphi}_u, d_{R,u}^0) = \left[ \exp \left( -j \frac{2\pi}{\lambda d_{R,u}^0} q_{N_R-1} \right), \cdots, \exp \left( -j \frac{2\pi}{\lambda d_{R,u}^0} q_{N_R-1} \right) \right]$.
with the $q_m = \left((m_z \Delta R)^2 + (m_y \Delta R)^2 - (m_z \Delta R \hat{\omega}_u - m_y \Delta R \hat{\phi}_u)^2\right)$, and index $m$ was given by (3).

Similar to (38) and (41), we divide the matrix $A$ and its covariance matrix $R$ into two partitions as $A^H = [A_1^H, A_2^H]$ and $R^H = [R_1^H, R_2^H]$ respectively, where $A_1, R_1 \in \mathbb{C}^{U \times N_R}$ collects the first $U$ rows and $A_2, R_2 \in \mathbb{C}^{(N_R - U) \times N_R}$ contains the remaining $(N_R - U)$ rows. As $A_1$ and $R_1^H$ are of full rank $U$, the rows of $R_2$ can be expressed as a linear combination of linear independent rows of $R_1$ with the $U \times (N_R - U)$ linear operator $P_2$. Similar to (40)-(42), one obtains

$$P_2^H A_1 = A_2, P_2^H R_1 = R_2.$$  \hspace{1cm} (58)

Then, $P_2$ is given by

$$P_2 = (R_1 R_1^H)^{-1} R_1 R_2^H$$  \hspace{1cm} (59)

Defining $Q_p^H = [P_2^H, -I_{N_R - U}]$, the orthogonal projector of $A$ is given by

$$Q_p^H A = 0, \quad \Pi_p \triangleq Q_p^H R_2 Q_p^H.$$  \hspace{1cm} (60)

Then, similar to (46), we have the following distance estimation problem

$$d_{0,R,u}^* = \min_{d_{0,R,u}} f(d_{0,R,u})$$  \hspace{1cm} (61)

$$= \min_{d_{0,R,u}} \text{diag}\{q_u(d_{0,R,u})\}^H \Pi_p \text{diag}\{q_u(d_{0,R,u})\}.$$  \hspace{1cm} (62)

Then, the distance can be estimated by conducting one-dimensional search in the interval $[d_{\min}, d_{\max}]$. The maximal $U$ largest peaks of the searching results are readily obtained as the estimated distances.

**D. Estimation of Locations and Channel Gains**

With the AoAs and distances, the position of UE $u$ denoted as $(x_u, y_u, z_u)$ can be obtained according to its geometric relationship with RIS position $(x_R, y_R, z_R)$, given by

$$x_u = \sqrt{(1 - \hat{\omega}_u^2) \hat{d}_{R,u}^2 - \varphi_u^2 \hat{d}_{R,u}^2},$$  \hspace{1cm} (62)

$$y_u = \varphi_u \hat{d}_{R,u},$$  \hspace{1cm} (63)

$$z_u = z_R - \hat{\omega}_u \hat{d}_{R,u}.$$  \hspace{1cm} (64)

It is worth pointing out that, in the far-field model, with one RIS panel, only the AoAs can be obtained, but the 3D position of the UE cannot be obtained due to the lack of dimensions.
To obtain the channel fading coefficients $\mathbf{g} = [g_1, \cdots, g_U]$, we utilize the received signal $\mathbf{y}_t$ in the $t$-th pilot data duration, which collects the received signal with these $L$ different phase shift vectors as
\[
\mathbf{y}_t = \mathbf{G}_{\text{RIS}} \mathbf{A}_t + \mathbf{n}_t = \sum_{u=1}^{U} \mathbf{G}_{\text{RIS}} \mathbf{a}_R(\omega_u, \varphi_u, d_{R,u}) \mathbf{x}_t(u) + \mathbf{n}_t,
\]
where the received vector $\mathbf{y}_t$ has the size of $N_A L \times 1$.

Without loss of generality, we sort the UEs according to the ascending order of their distances, i.e., $d_1 \leq \cdots \leq d_U$. The reason is that a far UE normally experiences a severe channel fading gain. Then, the received residual signal is initialized as $\mathbf{y}_{0,\text{Res}}^u = \mathbf{y}_t$, and the residual signal for UE $u$ is calculated as
\[
\mathbf{y}_{u,\text{Res}}^t = \mathbf{y}_t - \sum_{k=1}^{u-1} \hat{g}_{k,t} \mathbf{G}_{\text{RIS}} \mathbf{a}_R(\hat{\omega}_k, \hat{\varphi}_k, \hat{d}_{R,k}) \mathbf{x}_t(k).
\]
According to the OMP algorithm, the complex channel gain can be formulated as the solution to
\[
\arg \min_{\hat{g}_{u,t}} ||\mathbf{y}_{u,\text{Res}}^t - \hat{g}_{u,t} \mathbf{G}_{\text{RIS}} \mathbf{a}_R(\hat{\omega}_u, \hat{\varphi}_u, \hat{d}_{R,u}) \mathbf{x}_t(u)||^2.
\]
Then, the estimated channel fading parameter is
\[
\hat{g}_{u,t} = \frac{\mathbf{a}_{R,u}^H \mathbf{y}_{u,\text{Res}}^t}{\sqrt{P_t} \mathbf{a}_{R,u}^H \mathbf{a}_{R,u}},
\]
where $\mathbf{a}_{R,u} = \mathbf{G}_{\text{RIS}} \mathbf{a}_R(\hat{\omega}_u, \hat{\varphi}_u, \hat{d}_{R,u})$. After we have collected $\tau$ different slot pilot data, the estimated channel fading gain for each time slot should be averaged as
\[
\hat{g}_u = \frac{1}{\tau} \sum_{t=1}^{\tau} \hat{g}_{u,t}.
\]
Overall, the complex channel gain of the RIS-UE $u$ link can be obtained as
\[
\hat{h}_u = \hat{g}_u \mathbf{G}_{\text{A,R}} \mathbf{E}_{\text{RIS}} \mathbf{G}_{\text{RIS}} \mathbf{a}_R(\hat{\omega}_u, \hat{\varphi}_u, \hat{d}_{R,u}).
\]

E. Complexity Analysis

In summary, a NF-JCEL algorithm is proposed to estimate the UE locations and the complex channel coefficients. The detailed algorithm is presented in Algorithm[1] The proposed NF-JCEL algorithm solves three sub-problems sequentially: 1) the estimation of array covariance matrix based on the LS estimation; 2) the estimation of locations, including the AoAs and distance; 3) the channel fading coefficients estimation. Therefore, the complexity of the NF-JCEL algorithm can be evaluated from these three parts, respectively.
Algorithm 1 Near Field Joint Channel Estimation and Localization (NF-JCEL) Algorithm

**Input:** The received signal $y_t \in N_A L \times 1$; pilot data $x_t$, $t = 1, \cdots , \tau$.

**Output:** The AoAs of the RIS-UE links $\omega_u$, $\varphi_u$; the distance $d_{R,u}^0$ of the $u$-th RIS-UE link; the channel fading coefficients $g_u$; the UE locations $(x_u, y_u, z_u)$; complex channel gains $\hat{h}_u$.

1: Estimate array covariance matrix $\hat{R}$ according to (29);
2: Construct matrix $T$ according to (36);
3: Calculate AoAs $\omega_u$ and $\varphi_u$ by solving Problem (47), where the optimal $\omega_u^*$ is obtained according to (54) and the estimated $\varphi_u$ is obtained according to (56);
4: Search optimal distance $d_{R,u}^0$ by solving Problem (61);
5: Calculate locations $(x_u, y_u, z_u)$ according to (64) - (62);
6: Obtain the channel fading coefficients $g = [g_1, \cdots, g_U]$ by using the OMP method.

The complexity of step 1 mainly lies in the matrix calculation. The matrix $G_{RIS}$ has size $N_A L \times N_R$, and the complexity of product $G_{RIS}^H G_{RIS}$ is $O(N_R^2 N_A L)$. Its inversion requires the complexity of $O(N_R^3)$. Thus, the calculation of $H_{RIS}^\dagger$ has the total complexity of $O(N_R^3 + 2N_R^2 N_A L)$. Then, the complexity of LS estimation $\hat{A}x_t$ is given by $O(N_R^3 + 2N_R^2 N_A L + N_R N_A L)$. Finally, the complexity of array covariance matrix estimation is $O(\tau(N_R^3 + 2N_R^2 N_A L + N_R N_A L + N_R)) = O(\tau(N_R^3 + 2N_R^2 N_A L))$.

The complexity of UE localization mainly lies in the orthogonal projectors and optimization objectives. Similarly, according to (43), $P_1$ is calculated with complexity $O(U^3 + 2U^2 N_b + (N_b - U)UN_b)$, and the complexity of calculating $\Pi_Q$ is $O((N_b - U)^3 + 2(N_b - U)^2 N_b)$. Then, the complexity of calculating $\Theta^{-1}(\omega)$ is $O((N_R^Y + 1)N_b^2 + (N_R^Y + 1)^2 N_b + (N_R^Y + 1)^3 + (N_R^Y + 1)^2 + N_R^Y) = O((N_R^Y + 1)N_b^2 + (N_R^Y + 1)^2 N_b)$. Consequently, the total complexity of estimating $\omega_u$ is $O(N_\omega((N_R^Y + 1)^2 N_b^2 + (N_R^Y + 1)^3 N_b))$, where $N_\omega$ denotes the number of searching grids for solving Problem (54). In addition, the complexity of estimating $\phi_u$ is $O(2(N_Y + 1))$. Furthermore, the complexity of solving Problem (61) is given by $O(N_d(2N_R^2 + N_R))$, where $N_d$ denotes the number of searching grids. Overall, the complexity of UE localization is $O(U N_\omega((N_R^Y + 2N_R^2 + 2N_R^2 N_A L + N_R N_A L + N_R)$. 

The complexity of step 1 mainly lies in the matrix calculation. The matrix $G_{RIS}$ has size $N_A L \times N_R$, and the complexity of product $G_{RIS}^H G_{RIS}$ is $O(N_R^2 N_A L)$. Its inversion requires the complexity of $O(N_R^3)$. Thus, the calculation of $H_{RIS}^\dagger$ has the total complexity of $O(N_R^3 + 2N_R^2 N_A L)$. Then, the complexity of LS estimation $\hat{A}x_t$ is given by $O(N_R^3 + 2N_R^2 N_A L + N_R N_A L)$. Finally, the complexity of array covariance matrix estimation is $O(\tau(N_R^3 + 2N_R^2 N_A L + N_R N_A L + N_R)) = O(\tau(N_R^3 + 2N_R^2 N_A L))$.
Finally, the complexity of channel fading estimation is \( O(2\tau N_A U) \). Then, the overall complexity of NF-JCEL algorithm is given by \( O(\tau(N_R^3+2N_R^2N_A L) + U N_\omega((N_R^3+1)^2 N_b^2+(N_R^3+1)^3 N_b) + 2(N_Y+1) + N_d(2N_R^2+N_R)+2\tau N_A U) \).

IV. SIMULATION RESULTS

A. Impact of Number of RIS Elements

Fig. 6(a)–Fig. 6(d) show the RMSE performances as functions of the numbers of reflecting elements, where the Fraunhofer distance corresponding to the number of reflecting elements is from 0.4823 m to 8.1 m. The number of UE is 2, one is a close UE and the other is a far UE, resulting in three RMSE curves: the respective RMSEs of these two UEs and the sum of two RMSEs, which are labeled as “RMSE of near UE”, “RMSE of far UE” and “Sum-RMSE”, respectively. Unless specified otherwise, the same configuration and labels are adopted in the following subsections.

Fig. 6(a) shows the RMSEs of the estimated AoA \( \omega_u = \sin \phi_u \). It can be seen from Fig. 6(a) that the sum-RMSE of the proposed algorithm decreases with increasing the number of reflecting elements, while the sum-RMSE of the far-field algorithm increases with the number of reflecting elements. This means that the near-field effect increases with increasing the number of reflecting elements, i.e. the panel size of RIS. To be more specific, the channel model approximation error of the far-field algorithm increases with the number of reflecting elements. Fig. 6(b) shows the RMSEs of the estimated AoA \( \varphi_u = \sin \theta_u \cos \phi_u \). From Fig. 6(b), similar trends in the sum RMSE can be observed to those from Fig. 6(a).

Fig. 6(c) shows the localization performance in terms of RMSE. It can be seen from Fig. 6(c) that the proposed algorithm outperforms the corresponding far-field cases, and the performance gap increases with the number of reflecting elements. This implies that the proposed algorithm can fully leverage the information provided in the near-field scenario. The RMSE of the near UE is less than that of the far UE for both far-field and proposed near-field algorithms, as the localization RMSE is also heavily affected by distance-dependent fading. Fig. 6(d) shows the RMSE performance of the channel fading coefficients. Similar trends to Fig. 6(c) can be seen from Fig. 6(d). However, in Fig. 6(d), the RMSE of the near UE is larger than that of the far UE for the far-field algorithm. This can be interpreted that the near-field effect is more significant for the near UE in the far-field algorithm when estimating the channel coefficients. It is observed
that the RMSE of the proposed algorithm is dominated by the far UEs, as the channel fading is more severe for the longer transmission distance.

B. Impact of Number of UEs

Fig. 7(a) -Fig. 7(d) show the RMSEs versus the number of UEs, where the number of UEs gradually increases by adding UEs moving away from the RIS panel. The sum of RMSEs for all UEs, the worst RMSE among all UEs, and the average RMSE per UE are shown, which are labeled as “RMSE Sum”, “RMSE Max” and “RMSE AvrgUE”, respectively. Fig. 7(a) shows the RMSE of $\omega_u = \sin \phi_u$. It can be seen that the proposed algorithm always performs better than the far-field case. The RMSEs of the proposed algorithm increase with the number of UEs, and the main reason is that UEs’ separations in the angular domain decreases with the number of UEs. In addition, the sum-RMSE of AoA estimation is dominated by the worst RMSE in the proposed algorithm, and the performance gap between the UE’s average RMSE and the sum-RMSE increases with the number of far-away UEs. Meanwhile, the “RMSE Max” and “RMSE
Fig. 7: RMSE performance versus the number of UEs

AvrgUE” of the far-field algorithm slightly decreases with increasing number of UEs. The reason is that more far-away UEs are added in the simulation, as the increased number of distant UEs do not result in more severe near-field effects. Fig. 7(b) shows the RMSE of $\varphi_u = \sin \theta_u \cos \phi_u$. Similar trends can be seen from Fig. 7(b) to those from Fig. 7(a).

Fig. 7(c) shows the localization performance. The localization RMSEs obtained by the proposed algorithm increase with the number of UEs, and the proposed algorithm shows better performance than the far-field algorithm. Meanwhile, the “RMSE Max” and “RMSE AvrgUE” of the far-field algorithm decreases slightly. This is consistent with Fig. 7(a) and Fig. 7(b). Furthermore, the performance gap between the far-field algorithm and the proposed algorithm decreases. This is because the added UE is gradually far away from RIS panels so that the near field effect gradually becomes insignificant. Fig. 7(d) shows the RMSE of the estimated UE distances in the proposed algorithm. Since the proposed near-field model is more accurate than that of the far-field model, the 3D localization can be obtained under the near-field model by only leveraging a single RIS. It can be seen from Fig. 7(d) that the sum-RMSE of distance
Fig. 8: RMSE performance versus the transmit power of UEs

estimation is dominated by the worst UE’s RMSE. The average RMSE first decreases when the number of UE is less than 3, then increases. The reason is that the average RMSE is divided by the number of UEs, and the second UE degrades the localization performance not so much compared with the three UE case.

C. Impact of Transmit Power

Fig. 8(a) and Fig. 8(b) show the impact of the transmit power on the RMSE performance. It can be seen from Fig. 8(a) that the proposed algorithm outperforms the far-field algorithm for all cases. The RMSEs of the proposed algorithm decrease with the transmit power, while the RMSE of the far-field algorithm keeps flat. The sum RMSE of the proposed algorithm is dominated by that of the far UE, and the RMSE of the near UE decreases faster than the far UE. Fig. 8(b) shows the RMSE of the channel fading coefficients, and similar trends to those in Fig. 8(a) are illustrated.

D. Impact of Pilot Overhead

Fig. 9(a) and Fig. 9(b) show the impact of the number of RIS training phase shift vectors, i.e. $S$, on the RMSE performance. It can be seen from Fig. 9(a) that the proposed algorithm outperforms the far-field algorithm. The RMSE of locations obtained by the proposed algorithm decreases rapidly when the number of training phase shift vectors increases to 120. Then, the decent speeds of RMSE slow down for the proposed algorithm. Meanwhile, the RMSE of the far-field algorithm keeps flat with the number of training phase shift vectors. Fig. 9(b) shows the RMSE of the channel fading coefficients. This is consistent with Fig. 9(a). The reason can be explained as follows. With more training phase shift vectors, i.e., the increased number of
received pilot signals, the proposed algorithm can fully exploit the near-field information, while the performance of the far-field algorithm cannot be improved.

V. Conclusion

In this paper, we have investigated the localization and CSI estimation scheme for the near-field mmWave/subTHz system with RIS. The following conclusions are drawn:

- The proposed NF-JCEL algorithm shows attractive performance in terms of localization and CSI estimation RMSE, especially for the near-field transmission introduced by the XL-RIS panel. Meanwhile, the conventional far-field algorithm shows severe performance degradation in the near-field channel.

- The complexity in the near-field CSI estimation is highly dependent on the array steering vector formulation, where the UE distance and the AoAs are different by reflecting elements and jointly coupled together. However, this also leads to higher resolution accuracy. Thus, the near-field channel model can provide 3D localization with a single RIS panel, which is not applicable for the far-field model with one RIS panel in the same case.

- The localization accuracy is also highly dependent on the angle separations between different UEs, which can be improved with a large RIS panel with more elements. However, without considering the near-field effect, the more reflecting elements cannot bring more benefits but severe performance degradation. Thus, it is a necessity to consider the spherical wavefront feature for the high precision localization system.
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