Abstract—We study a statistical signal processing privacy problem, where an agent observes useful data $Y$ and wants to reveal the information to a user. Since the useful data is correlated with the private data $X$, the agent employs a privacy mechanism to generate data $U$ that can be released. We study the privacy mechanism design that maximizes the revealed information about $Y$ while satisfying a strong $\ell_1$-privacy criterion. When a sufficiently small leakage is allowed, we show that the optimizer vectors of the privacy mechanism design problem have a specific geometry, i.e., they are perturbations of fixed vector distributions. This geometrical structure allows us to use a local approximation of the conditional entropy. By using this approximation the original optimization problem can be reduced to a linear program so that an approximate solution for privacy mechanism can be easily obtained. The main contribution of this work is to consider non-zero leakage with a non-invertible leakage matrix. In an example inspired by water mark application, we first investigate the accuracy of the approximation. Then, we employ different measures for utility and privacy leakage to compare the privacy-utility trade-off using our approach with other methods. In particular, it has been shown that by allowing small leakage, significant utility can be achieved using our method compared to the case where no leakage is allowed.

I. INTRODUCTION

The amount of data generated by software systems, interconnected sensors that record and process signals from the physical world, robots and humans is growing rapidly. Direct disclosure of raw data can cause privacy breaches through illegitimate inferences. Therefore, privacy mechanisms are needed to control the disclosure of the data.

Privacy mechanism design from a statistical signal processing perspective is receiving increasing attention recently and related results can be found in [1]–[25]. Specifically, the concept of maximal leakage has been introduced in [6] and used in [26] for the Shannon cipher system. Furthermore, some bounds on the privacy utility trade-off are derived. In [8], the concept of a privacy funnel is introduced where the privacy utility trade-off considering log-loss as privacy metric and distortion metric for utility has been studied. The concept of differential privacy is introduced in [4, 27], which aims to answer queries in a privacy preserving approach using minimizing the chance of identifying the membership in an statistical database. In [5], the hypothesis test performance of an adversary is used to measure the privacy leakage. Fundamental limits of privacy utility trade-off are studied in [9], measuring the leakage using estimation-theoretic guarantees. A source coding problem with secrecy is studied in [1]. In both [1] and [2], the privacy-utility trade-off is considered using expected distortion as a measure of utility and equivocation as measure of privacy. In [10], maximal correlation either mutual information are used for measuring the privacy and properties of rate-privacy functions are studied. In this paper, an agent tries to reveal some useful information to a user as shown in Fig. 1. Random variable (rv) $Y$ denotes the useful data and is dependent on private data denoted by rv $X$, which may not be accessible by the agent. The useful data can not be disclosed directly since the agent wants to protect the private data. Thus, the agent employs a privacy mechanism to design disclosed data denoted by rv $U$. $U$ should disclose as much information about $Y$ as possible and fulfill the privacy criterion simultaneously. Here we extend [12] and our previous work [8] dealing with an open issue, i.e., considering non-zero leakage and non-invertible leakage matrix. In this work we consider a point-wise $\ell_1$-privacy criterion instead of point-wise $\chi^2$-privacy criterion considered in [8], which is a small variation that will be discussed. In the conference version [24], an initial brief study of the privacy mechanism design has been presented. Here, a complete study is presented that includes the studies of the geometrical properties of optimizing vectors, range of permissible leakage, numerical examples to illustrate the design, a numerical example that compares our approximate solution with the exact solution and finally numerical studies where employ different measures for privacy and utility to evaluate further our method. In [12], the problem of maximizing utility, i.e., $I(U;Y)$, under the leakage constraint $I(U;X) \leq \epsilon$ and Markov chain $X \rightarrow Y \rightarrow U$ is studied and it is shown that under perfect privacy assumption, i.e., $\epsilon = 0$, the privacy mechanism design can be reduced to standard linear programming. This work is extended in [14], considering the privacy utility trade-
off with a rate constraint on released data. Next, in [8], the problem of maximizing $I(U; Y)$ under a strong $\chi^2$-privacy criterion and Markov chain $X - Y - U$ is studied. It has been shown that for small $\epsilon$, the original highly challenging optimization problem can be approximated by a problem of finding the principal right-singular vector of a matrix using the concept of Euclidean information geometry. Furthermore, a geometrical interpretation of the privacy mechanism design has been provided.

In this work, we consider an element-wise $\ell_1$-privacy criterion which we call "strong $\ell_1$-privacy criterion". In [13], an average total variation is used as privacy measure, which can be obtained by taking the average of the strong $\ell_1$-privacy criterion. A $\chi^2$-privacy criterion is considered in [9], where an upper bound and a lower bound on the privacy utility trade-off have been derived. Likewise, the strong $\chi^2$-privacy criterion used in [8], is a point-wise criterion, while, in [9], a lower bound is employed. In [8], the leakage matrix, i.e., $P_{X|Y}$, is assumed to be invertible, however, in this work we generalize the scenario by assuming $P_{X|Y}$ to be a full row rank, also known as fat matrix.

In order to simplify the design problem, we use similar concepts as used in [28], [29]. In more detail we use methods from Euclidean information theory to approximate KL divergence and mutual information in order to simplify the optimization problem. More specifically, we show that the optimizing distributions have special geometry and therefore we can approximate the mutual information using information geometry concepts. We show that the main problem can be approximated by a standard linear programming when small leakage is allowed. Furthermore, when the leakage tends to zero we obtain the same linear programming as in [12].

Our contribution can be summarized as follows:

(i) In Section II we present a statistical signal processing privacy problem using a strong $\ell_1$-privacy criterion.
(ii) In Section III we show that the distributions $P_{Y|U=u}$ can be decomposed into two parts, where the first part refers to the null space of $P_{X|Y}$ and the second part refers to the non-singular part of $P_{X|Y}$. Then, by using this decomposition we characterize the optimizing vectors of the main problem, which have a special geometry. By utilizing concepts from information geometry, we then approximate the main problem by a standard linear programming.
(iii) In Section IV we first illustrate the geometrical properties of the optimizer vectors, we then investigate the range of permissible leakage and derive upper bounds on the leakage.
(iv) In Section V we present an example inspired by water mark application. First, we summarize our mechanism design in a numerical example, we then compare the approximate solution with the optimal solution found by exhaustive search. Later, we employ different metrics for utility and privacy to illustrate the privacy-utility trade-off. For measuring utility we use probability of error using MAP decision making rule and normalized MMSE($Y|U$), for privacy leakage measure we employ normalized MMSE($X|U$). It is shown that by allowing a small information leakage, we can achieve significant utility compared to the case where we have $\epsilon = 0$.

The paper is concluded in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Let $P_{XY}$ denote the joint distribution of discrete random variables $X$ and $Y$ defined on the finite alphabets $\mathcal{X}$ and $\mathcal{Y}$ with $|\mathcal{X}| < |\mathcal{Y}|$. We represent $P_{XY}$ by a matrix defined on $\mathbb{R}^{\mathcal{X} \times \mathcal{Y}}$ and marginal distributions of $X$ and $Y$ by vectors $P_X$ and $P_Y$ defined on $\mathbb{R}^{\mathcal{X}}$ and $\mathbb{R}^{\mathcal{Y}}$ given by row and column sums of $P_{XY}$. We assume that each element in vectors $P_X$ and $P_Y$ is non-zero. Furthermore, we represent the leakage matrix $P_{X|Y}$ by a matrix defined on $\mathbb{R}^{\mathcal{X} \times |\mathcal{Y}|}$, which is assumed to be of full rank. Thus, without loss of generality we assume that $P_{X|Y}$ can be represented by two submatrices where the first submatrix is invertible, i.e., $P_{X|Y} = [P_{X|Y_1}, P_{X|Y_2}]$ such that $P_{X|Y_1}$ defined on $\mathbb{R}^{\mathcal{X} \times |\mathcal{Y}|}$ is invertible. In the privacy problem with perfect privacy [12], it has been shown that positive amount of information can only be revealed if $P_{X|Y}$ is not invertible. This result was also proved in [30] in a source coding setup. In [9], we designed a privacy mechanism for revealing information for an invertible $P_{X|Y}$, where a small leakage is allowed. The present work provides a framework where these two results are unified for a full row rank leakage matrix. RVs $X$ and $Y$ denote the private data and the useful data.

In this work, privacy is measured by the strong $\ell_1$-privacy criterion which we introduce next. It is called strong since it is an element-wise criterion and the used norm is the $\ell_1$ norm.

Definition 1. For private data $X \in \mathcal{X}$, the disclosed data $U \in \mathcal{U}$ satisfies the strong $\ell_1$-privacy criterion with leakage $\epsilon \geq 0$ if the joint pmf $P_{XU}$ satisfies for all $u \in \mathcal{U}$ the following condition

$$\|P_{X|U=u} - P_X\|_1 = \sum_x |P_{X|U=u}(x) - P_X(x)| \leq \epsilon, \forall u \in \mathcal{U}.$$  

Intuitively, for small $\epsilon$, the privacy criterion means that the two distributions (vectors) $P_{X|U=u}$ and $P_X$ are close to each other. This should hold for all $u \in \mathcal{U}$. Thus $X$ and $U$ are almost independent in the sense that $P_{X|U=u}$ almost does not depend on $U$. The closeness of $P_{X|U=u}$ and $P_X$ allows us to locally approximate the conditional entropy $H(Y|U)$. In the next proposition, the relation between the strong $\ell_1$-privacy criterion and the $\chi^2$-strong privacy criterion defined in [8] (Definition 1) is studied.

Proposition 1. The $\ell_1$-privacy criterion implies the strong $\chi^2$-privacy criterion with different $\epsilon$, i.e., if $\|P_{X|U=u} - P_X\|_1 \leq \epsilon$, then we have $\chi^2(P_{X|U=u} || P_X) \leq (\epsilon')^2$, where $\epsilon' = \sqrt{\min_{P_X} \chi^2}$. For the other direction, if $\chi^2(P_{X|U=u} || P_X) \leq \epsilon^2$, then $\|P_{X|U=u} - P_X\|_1 \leq \epsilon$.

Proof. The first direction holds since

$$\chi^2(P_{X|U=u} || P_X) = \|\sqrt{P_X^{-1}} (P_{X|U=u} - P_X)\|_2^2 \leq \frac{1}{\min_{P_X} \chi^2} \|P_{X|U=u} - P_X\|_2 \leq (\epsilon')^2,$$

where (a) comes from the fact that the $\ell_2$-norm is upper-bounded by $\ell_1$-norm. The other direction is true since we have

$$\chi^2(P_{X|U=u} || P_X) = \sum_{x \in \mathcal{X}} \frac{(P_{X|U=u}(x) - P_X(x))^2}{P_X(x)} \leq \epsilon^2, \forall u \in \mathcal{U}.$$
\[ \chi^2(P_{X|U=u} || P_X) \geq 4TV(P_{X|U=u} || P_X)^2, \] where TV(\cdot, \cdot) is the total variation distance.

**Remark 1.** As shown in [8] by using an inequality between KL-divergence and \( \chi^2 \)-divergence, the strong \( \ell_1 \)-privacy criterion implies bounded mutual information, i.e., \( I(U; X) \leq (\varepsilon')^2 \) \footnote{Furthermore, by using the concept of Euclidean information theory (\( (\varepsilon')^2 \) can be strengthened and replaced by \( \frac{1}{2}(\varepsilon')^2 + o((\varepsilon')^2) \) for small \( \varepsilon' \) \footnote{Proposition 2]}. Thus, \( \ell_1 \)-privacy criterion implies \( I(X; U) \leq \frac{1}{2}(\varepsilon')^2 + o((\varepsilon')^2) \) for small \( \varepsilon' \).}.

**Remark 2.** If we take average of the strong \( \ell_1 \)-privacy criterion over \( U \), we get the bounded \( f \)-information for \( f(x) = |x - 1| \) similarly as \( \chi^2 \)-information is the average of the privacy measure used in [8], see also [34] Definition 7].

Our goal is to design a privacy mechanism that produces disclosed data \( U \) that maximizes \( I(U; Y) \) and satisfies the strong \( \ell_1 \)-privacy criterion. The relation between \( U \) and \( Y \) is described by the kernel \( P_{U|Y} \) defined on \( \mathbb{R}^{|U| \times |Y|} \). The privacy problem can be stated as follows

\[
\begin{align*}
\sup_{P_{U|Y}} & \ I(U; Y), \\
\text{subject to:} & \ X - Y - U, \\
& \|P_{X|U=u} - P_X\|_1 \leq \varepsilon, \ \forall u \in U. 
\end{align*}
\]

**Remark 3.** By letting \( \varepsilon = 0 \), (1) leads to the perfect privacy design problem studied in [7].

**Proposition 2.** It suffices to consider \( U \) such that \( |U| \leq |Y| \). Since the supremum in (1) is achieved, we can replace the supremum by the maximum.

**Proof.** The proof is provided in Appendix A.

In next corollary, by using Proposition 1 the relation between (1) and the case where \( \chi^2 \)-measure is employed instead of \( \ell_1 \) is shown.

**Corollary 1.** Let \( g_\ell(X, Y) = \max_{P_{U|Y} : X - Y - U} \ I(U; Y) \) and \( f_\ell(X, Y) = \max_{P_{U|Y} : X - Y - U} \ I(U; Y) \). Then we have \[ g_\ell(X, Y) \leq f_\ell(X, Y) \leq g_\ell(X, Y), \] where \( \varepsilon' = \frac{\varepsilon}{\sqrt{\min P_X}} \).

**III. Privacy Mechanism Design**

In this section we show that the problem defined in (1) can be approximated by a quadratic problem. Furthermore, it is shown that the quadratic problem can be converted to a standard linear program. For a sufficiently small \( \varepsilon \) by using (1), we can rewrite the conditional distribution \( P_{X|U=u} \) as a perturbation of \( P_X \). Thus, for any \( u \in U \), similarly as in [8], [28], [29], we can write \( P_{X|U=u} = P_X + \varepsilon \cdot J_u \), where \( J_u \in \mathbb{R}^{|X|} \) is a perturbation vector that has the following three properties:

\[
\begin{align*}
\sum_{x \in X} J_u(x) &= 0, \ \forall u, \tag{2} \\
\sum_{u \in U} P_U(u) J_u(x) &= 0, \ \forall x, \tag{3} \\
\sum_{x \in X} |J_u(x)| &\leq 1, \ \forall u. \tag{4}
\end{align*}
\]

The first two properties ensure that \( P_{X|U=u} \) is a valid probability distribution and the third property follows from (1c).

In Appendix B, three lemmas are provided which are used to rewrite the main problem defined in (1). In Lemma 1, two properties of the null space \( \text{Null}(P_{X|Y}) \) are shown. Later, in Lemma 2 we show that for every \( u \in U \), the vector \( P_{Y|U=u} \) lies in a convex polytope \( S_u \) defined as follows:

\[
S_u \triangleq \left\{ y \in \mathbb{R}^{|Y|} | M = M_{P_Y + \varepsilon M \left[ \begin{array}{c} J_u \\ 0 \end{array} \right], \ y \geq 0 \} \right\},
\]

where \( \left[ P_{X|Y; u}^{-1} \right] \in \mathbb{R}^{|Y| \times |Y|} \) and \( J_u \) satisfies (2), (3), and (4).

Furthermore, \( M \in \mathbb{R}^{|X| \times |Y|} \) is defined in Lemma 1. Using Lemma 2 it can be seen that for every \( u \) the vectors \( P_{Y|U=u} - P_Y \) can be decomposed into two parts, where the first part refers to \( \text{Null}(P_{X|Y}) \) and the second part refers to the non-singular part of \( P_{X|Y} \). In other words, information can be revealed using singular part and non-singular part of \( P_{X|Y} \). In [22], it has been shown that information is revealed using only the null space \( \text{Null}(P_{X|Y}) \) and in [8], information is disclosed using the non-singular part of \( P_{X|Y} \). In this work, we unify these two results.

**Theorem 1.** We have the following equivalency

\[
\min_{P_{U|Y} : X - Y - U} \frac{H(Y|U)}{\|P_{X|U=u} - P_X\|_1 \leq \varepsilon, \ \forall u \in U} = \min_{P_{U|Y} : X - Y - U} \frac{H(Y|U)}{\sum_u P_U(u) P_{Y|U=u} = P_Y}. \tag{6}
\]

**Proof.** The proof follows directly from Lemma 2 and Lemma 3 provided in Appendix B.

In next proposition we discuss how \( H(Y|U) \) is minimized over \( P_{Y|U=u} \in S_u \) for all \( u \in U \).

**Proposition 3.** Let \( P_{Y|U=u} \), \( \forall u \in U \) be the minimizer of \( H(Y|U) \) over the set \( \{ P_{Y|U=u} \in S_u, \ \forall u \in U | \sum_u P_U(u) P_{Y|U=u} = P_Y \} \), then \( P_{Y|U=u} \in S_u \) for all \( u \in U \) must belong to extreme points of \( S_u \).

**Proof.** The proof builds on the concavity property of the entropy. For more details see Appendix C.

In order to solve the minimization problem found in (6), we propose the following procedure: In the first step, we find the extreme points of \( S_u \) denoted by \( S_u^* \), which is an easy task. Since the extreme points of the sets \( S_u \) have a particular geometry, in the second step, we locally approximate the conditional entropy \( H(Y|U) \) so that we end up with a quadratic problem with quadratic constraints over \( P_U(\cdot) \) and \( J_u \) that can be easily solved.
A. Finding $S^*_u$ (Extreme points of $S_u$)

In this part we find the extreme points of $S_u$ for each $u \in \mathcal{U}$. As argued in \cite{12}, the extreme points of $S_u$ are the basic feasible solutions of $S_u$. Basic feasible solutions of $S_u$ can be found in the following manner. Let $\Omega$ be the set of indices which correspond to $|\x|$ linearly independent columns of $M$, i.e., $|\Omega| = |\x|$ and $\Omega \subset \{1, \ldots, |\y|\}$. Let $\Omega_0 \in \mathbb{R}^{[|\x|] \times [|\y|]}$ be the submatrix of $M$ with columns indexed by the set $\Omega$. It can be seen that $M_{\Omega}$ is an invertible matrix since $\text{rank}(M) = |\x|$. Then, if all elements of the vector $M_{\Omega}^{-1}(MP_Y + \epsilon M \left[ P_X^{-1}J_u 0 \right])$ are non-negative, the vector $V_{\Omega}^* \in \mathbb{R}^{|\y|}$, which is defined in the following, is a basic feasible solution of $S_u$. Assume that $\Omega = \{\omega_1, \ldots, \omega_{|\Omega|}\}$, where $\omega_i \in \{1, \ldots, |\y|\}$ and all elements are arranged in an increasing order. The $\omega_i$-th element of $V_{\Omega}^*$ is defined as $\omega_i$-th element of $M_{\Omega}^{-1}(MP_Y + \epsilon M \left[ P_X^{-1}J_u 0 \right])$, i.e., for $1 \leq i \leq |\x|$ we have

$$V_{\Omega}^*(\omega_i) = \left( M_{\Omega}^{-1}MP_Y + \epsilon M_{\Omega}^{-1}M \left[ P_X^{-1}J_u 0 \right] \right)(i).$$  \hfill (7)

Other elements of $V_{\Omega}^*$ are set to be zero. In the next proposition we show two properties of each vector inside $S_u^*$.

**Proposition 4.** Let $\Omega \subset \{1, \ldots, |\y|\}$, $|\Omega| = |\x|$. For every $\Omega$ we have $1^T \left( M_{\Omega}^{-1}MP_Y \right) = 1$. Furthermore, $1^T \left( M_{\Omega}^{-1}M \left[ P_X^{-1}J_u 0 \right] \right) = 0$.

**Proof.** The proof is provided in Appendix D. \hfill $\square$

Next we define a set $\mathcal{H}_{XY}$ which includes all joint distribution matrices $P_{XY}$ having a property that allows us to approximate the conditional entropy $H(Y|U)$.

**Definition 2.** Let $\mathbb{R}_+$ and $\mathbb{R}_{++}$ denote the set of non-negative and positive reals. Let $\mathcal{P}(\x)$ be the standard probability simplex defined as $\mathcal{P}(\x) = \{x \in \mathbb{R}_+^{[|\x|]} | 1^T x = 1 \}$ and let $\mathcal{P}'(\x)$ be the subset of $\mathcal{P}(\x)$ defined as $\mathcal{P}'(\x) = \{x \in \mathbb{R}_{++}^{[|\x|]} | 1^T x = 1 \}$. For every $\Omega \subset \{1, \ldots, |\y|\}$, $|\Omega| = |\x|$, $\mathcal{H}_{XY}$ is the set of all joint distributions $P_{XY}$ defined as follows

$$\mathcal{H}_{XY} = \{P_{XY} \in \mathbb{R}^{[|\x|] \times [|\y|]} | \text{if } t_\Omega \in \mathcal{P}(\x) \Rightarrow t_\Omega \in \mathcal{P}'(\x)\},$$

where $t_\Omega = M_{\Omega}^{-1}MP_Y$. In other words, for any $P_{XY} \in \mathcal{H}_{XY}$, if $t_\Omega$ is a probability vector, then it includes positive elements for every $\Omega$.

In the following we provide an example to clarify the definition of $\mathcal{H}_{XY}$.

**Example 1.** Let $P_{X\y} = \begin{bmatrix} 0.3 & 0.8 & 0.5 \\ 0.7 & 0.2 & 0.5 \end{bmatrix}$ and $P_Y = \begin{bmatrix} 0.5 & 0.5 \\ 0.5 & 0.5 \end{bmatrix}$. By using SVD of $P_{X\y}$, $M$ can be found as $\begin{bmatrix} 0.3 & 0.1 & 0.1 \end{bmatrix}$. Possible sets $\Omega$ are $\Omega_1 = \{1, 2\}$, $\Omega_2 = \{1, 3\}$, and $\Omega_3 = \{2, 3\}$. By calculating $M_{\Omega_i}^{-1}MP_Y$ we have

$$M_{\Omega_1}^{-1}MP_Y = \begin{bmatrix} 0.7667 \\ 0.2333 \end{bmatrix}, \quad M_{\Omega_2}^{-1}MP_Y = \begin{bmatrix} 0.4167 \\ 0.5833 \end{bmatrix}, \quad M_{\Omega_3}^{-1}MP_Y = \begin{bmatrix} -0.2778 \\ 1.2778 \end{bmatrix}.$$ Since the elements of the first two vectors are positive, $P_{XY} \in \mathcal{H}_{XY}$. On the other hand, let $P_{X\y} = \begin{bmatrix} 0.2 & 0.1 & 0.5 \\ 0.8 & 0.9 & 0.5 \end{bmatrix}$ and $P_Y = \begin{bmatrix} 1/3 & 1/2 & 1/6 \end{bmatrix}^T$. We have $M_{\Omega_1}^{-1}MP_Y = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$, $M_{\Omega_2}^{-1}MP_Y = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$, $M_{\Omega_3}^{-1}MP_Y = \begin{bmatrix} 0.75 & 0.25 \end{bmatrix}$. Since the first two vectors have zero element, $P_{XY} \notin \mathcal{H}_{XY}$.

**Remark 4.** For $P_{XY} \in \mathcal{H}_{XY}$, $M_{\Omega}^{-1}MP_Y \in \mathbb{R}_{++}^{[|\y|]}$ implies $M_{\Omega}^{-1}MP_Y + \epsilon M_{\Omega}^{-1}M \left[ P_X^{-1}J_u 0 \right] \in \mathbb{R}_{++}^{[|\y|]}$, furthermore, if the vector $M_{\Omega}^{-1}MP_Y$ contains a negative element, the vector $M_{\Omega}^{-1}MP_Y + \epsilon M_{\Omega}^{-1}M \left[ P_X^{-1}J_u 0 \right]$ contains a negative element as well (i.e., not a feasible distribution), since we assumed $\epsilon$ is sufficiently small.

From Proposition 4 and Remark 4 we conclude that each basic feasible solution of $S_u$, i.e., $V_{\Omega}^*$, can be written as summation of a standard probability vector (built by $M_{\Omega}^{-1}MP_Y$) and a perturbation vector (built by $\epsilon M_{\Omega}^{-1}M \left[ P_X^{-1}J_u 0 \right]$). This is the key property to locally approximate $H(Y|U)$.

**Remark 5.** The number of basic feasible solutions of $S_u$ is at most $\binom{|\y|}{|\x|}$, thus we have at most $\binom{|\y|}{|\x|} |\y|!$ optimization problems with variables $P_{U}(\cdot)$ and $J_u$.

B. Quadratic Optimization Problem

In this part, we approximate the main problem in \cite{5} to form a new quadratic problem. Using (7) and Proposition 4 shows that the extreme points of $S_u$ are perturbations of fixed distributions. Thus, the entropy of the extreme points, i.e., $H(V_{\Omega}^*)$, can be approximated using the local approximation of the entropy. In more detail, the approximation of $H(V_{\Omega}^*)$ is studied in Lemma 4 which is provided in Appendix E. Furthermore, the geometrical properties of the extreme points are studied in Section IV. In next theorem we approximate \cite{6} using Lemma 4. For simplicity for all $u \in \{1, \ldots, |\y|\}$, we use $P_{u}$ instead of $P_{U}(u)$.

**Theorem 2.** Let $P_{XY} \in \mathcal{H}_{XY}$ and $V_{\Omega}^* \in S_u^*$, $u \in \{1, \ldots, |\y|\}$. For sufficiently small $\epsilon$, the minimization problem in (6) can be approximated as follows

$$\min_{P_{U}(\cdot), J_u, u \in \mathcal{U}} \left( \sum_{u=1}^{\left|\y\right|} P_u b_u + \epsilon P_u a_u J_u \right)$$

subject to:

$$\sum_{u=1}^{\left|\y\right|} P_u V_{\Omega}^* = P_Y, \quad \sum_{u=1}^{\left|\y\right|} P_u J_u = 0, \quad P_u \in \mathbb{R}_{++}^{\left|\y\right|}.$$
Let \( u \in U \) become the same sets named \( S_u \) where \( \eta \in \mathbb{R}^{|X|} \). The vector \( \eta \) can be uniquely found as an convex combination of some extreme points in \( S_u \). Furthermore, by choosing \( J_u = 0 \) for all \( u \in U \) other constraints in (8) are satisfied.

### Proposition 5. The feasible set of (8) is non-empty.

**Proof.** Let \( J_u = 0 \) for all \( u \in U \). In this case all sets \( S_u \) become the same sets named \( S \). Since the set \( S \) is an at most \(|X| - 1\) dimensional polytope and \( P_Y \) can be written as convex combination of some extreme points in \( S \). Thus, the constraint \( \sum_{u=1}^{|Y|} P_u V_{\Omega_u}^* = P_Y \) is feasible. Furthermore, \( J_u = 0 \) for all \( u \in U \) other constraints in (8) are satisfied.

### C. Equivalent linear programming problem

In this part, we show that (8) can be rewritten as a linear program. To do so, consider the vector \( \eta_u = P_u (M_{\Omega_u^{-1}}^{-1} M_P Y) + \epsilon \left( M_{\Omega_u^{-1}}^{-1} M_{\Omega_u} [\eta_u - (1^T \cdot \eta_u) M_{\Omega_u^{-1}}^{-1} M_P Y] \right) \) for all \( u \in U \), where \( \eta_u \in \mathbb{R}^{|X|} \). The vector \( \eta_u \) corresponds to multiple of non-zero elements of the extreme point \( V_{\Omega_u}^* \). Furthermore, \( P_u \) and \( J_u \) can be uniquely found as

\[
P_u = 1^T \cdot \eta_u, \\
J_u = \frac{P_{X|Y_1} M(1 : |X|)^{-1} M_{\Omega_u} [\eta_u - (1^T \eta_u) M_{\Omega_u^{-1}}^{-1} M_P Y]}{\epsilon (1^T \cdot \eta_u)}.
\]

**Proposition 6.** (8) can be rewritten as a linear program using the vector \( \eta_u \).

**Proof.** For the cost function we have

\[
\sum_{i=1}^{|X|} J_u(i) \leq 1, \quad \sum_{i=1}^{|X|} J_u(i) = 0, \quad \forall u \in U,
\]

where \( a_u \) and \( b_u \) are defined in Lemma [4].

**Proof.** The proof directly follows from Proposition [2], Proposition [5], and Lemma [4]. For \( P_{Y|U=u} = V_{\Omega_u}^* \), \( u \in \{1, \ldots, |Y|\} \), \( H(Y|U) \) can be approximated as follows

\[
H(Y|U) = \sum_{u=1}^{|Y|} P_u H(P_{Y|U=u}) \approx \sum_{u=1}^{|Y|} P_u b_u + \epsilon P_u a_u J_u.
\]

**Remark 6.** The weights \( P_u \), which satisfy the constraints \( \sum_{u=1}^{|Y|} P_u V_{\Omega_u}^* = P_Y \) and \( P_Y(.) \geq 0 \), form a standard probability distribution, since the sum of elements in each vector \( V_{\Omega_u}^* \) is equal to one.

**Remark 7.** If we set \( \epsilon = 0 \), (8) becomes the same linear program as presented in [12], since the term with \( J_u \) disappears.

**Example 2.** Consider the leakage matrix \( P_{X|Y} = \begin{bmatrix} 0.3 \ 0.8 & 0.5 \ 0.4 \\ 0.7 \ 0.2 & 0.5 \ 0.6 \end{bmatrix} \) and \( P_Y = \begin{bmatrix} 1/2 & 1/4 & 1/8 \end{bmatrix}^T \), furthermore, \( \epsilon = 10^{-2} \). By using our method, the approximate solution to (8) is as follows

\[
P_U = \begin{bmatrix} 0.7048 \\ 0.1492 \\ 0.146 \\ 0 \end{bmatrix}, \quad J_1 = \begin{bmatrix} -1.0023 \\ 0.0023 \end{bmatrix}, \quad J_2 = \begin{bmatrix} 0.5 \end{bmatrix}, \quad J_3 = \begin{bmatrix} -0.5 \end{bmatrix}, \quad J_4 = \begin{bmatrix} 0 \end{bmatrix}, \quad \text{min (cost) = 0.8239}.
\]

Thus, we have \( \max I(U; Y) \approx 0.9261 \). For \( \epsilon = 0 \), the maximum mutual information found in [12] is 0.9063 which is less than our result. The details of the procedure on how to find the approximate solution is provided in Appendix F.

### IV. GEOMETRIC INTERPRETATION AND DISCUSSION

Let \( S = \{ y \in \mathbb{R}^{|Y|} | My = MP_Y, \ y \geq 0 \} \) and \( S^* \) be the set of the extreme points of \( S \). As shown in [12], \( S^* \) is found as follows:

Let \( \Omega = \{ \omega_1, \ldots, \omega_{|X|} \} \), where \( \omega_i \in \{1, \ldots, |Y|\} \) and all elements are arranged in an increasing order. If the vector \( M_{\Omega_u^{-1}}^{-1} M_P Y \) contains non-negative elements, then

\[
V_{\Omega_u}^*(\omega_i) = (M_{\Omega_u^{-1}}^{-1} M_P Y)(i).
\]

and other elements of the extreme point \( V_{\Omega_u}^* \) are zero. Note that if \( P_{XY} \in \mathcal{L}_{XY} \) and by using Remark 3, if the set \( \Omega \) produce an extreme point for \( S \), then it produces an extreme point for the set \( S_u \) as well. Now let \( S_u(i) \in S_u^* \) and \( S^*(i) \in S^* \). Also
assume that they are both produced by the same set \( \Omega \). By using (18) and (9) the relation between \( S^*(i) \) and \( S^*_u(i) \) is as follows

\[
S^*_u(i) = S^*(i) + \epsilon V,
\]

where

\[
V(\omega_i) = M^{-1}_\Omega M \left[ P_X^{-1} J_u \right] (i)
\]

and other elements of \( V \) are zero. Thus, the extreme points \( S^*_u \) are perturbed vectors of the extreme points \( S^* \).

**Remark 8.** \( S^* \) are the extreme points of \( S_u \) when we have zero leakage, i.e., \( \epsilon = 0 \). In this case, \( S_u = S \) for all \( u \).

Next we show that the \( \ell_1 \) norm of \( V \) is bounded from above.

**Proposition 7.** Let \( A = M^{-1}_\Omega M (1 : |X|) P_X^{-1} \) and \( a_i \) be the \( i \)-th column of \( A \), i.e., \( A = [a_1, \ldots, a_{|X|}] \). Then, if \( J_u \) satisfies (4), we have

\[
\|V\|_1 \leq r
\]

where \( r = \max_i 1^T |a_i(1)| \) and \( |a_i| = \left[ \begin{array}{c} |a_i(1)| \\ \vdots \\ |a_i(|X|)| \end{array} \right] \).

**Proof.** We have \( \|V\|_1 = \|AJ_u\|_1 \), since other elements of \( V \) are zero.

\[
\|V\|_1 \overset{(a)}{=} \|AJ_u\|_1 = \sum_{i=1}^{|X|} \|a_i J_u(i)\|_1 = \sum_{i=1}^{|X|} |J_u(i)| \|a_i\|_1 \overset{(b)}{\leq} \max_i |a_i| \sum_{i=1}^{|X|} |J_u(i)| \overset{(c)}{\leq} \max_i |a_i|,
\]

where (a) follows from (11) and (b) comes from triangle inequality. Finally, (c) is due to (4), i.e., privacy criterion.

**Remark 9.** From (10) and Proposition 7 it can be seen that the extreme point \( S^*_u(i) \) is inside an \( \ell_1 \) ball of radius \( r \) with center \( S^*(i) \).

Figure 2 illustrates the possible positions of the extreme points \( S^*_u(i) \). Since we assumed that \( \epsilon \) is sufficiently small, if \( S^* \) is not inside the standard probability simplex, i.e., not feasible, \( S^*_u \) is not feasible as well. Next, we investigate the range of permissible \( \epsilon \).

**Proposition 8.** An upper bound for a valid \( \epsilon \) in our work is as follows

\[
\epsilon < \min\{\epsilon_1, \epsilon_2\},
\]

where \( \epsilon_1 = \min_{i \in \Omega^2} \max_{y:|M^{-1}_p M_Y(y)| < \epsilon} |M^{-1}_p M_Y(y)| \), \( \epsilon_2 = \min_{i \in \Omega^2} \max_{y:|\sigma_{\max}(H_\Omega)|} |M^{-1}_p M_Y(y)| \), \( H_\Omega = M^{-1}_\Omega M (1 : |X|) P_X^{-1} \), and \( \sigma_{\max} \) is the largest right singular value.

**Proof.** The proof is provided in Appendix G.

In the next section, we study an example motivated by simple watermarking. First we solve the problem using our approach and then we investigate how good our approximation performs. Later, we consider different metrics as utility and privacy leakage such as probability of error and MMSE to evaluate our method. We compare our results with perfect privacy approach in [12] and the upper bound obtained in [32].

V. EXAMPLE

Let \( (Z_1, Z_2) \) be two images which are correlated and \( X \) be a label added to the images. Let \((Y_1, Y_2) = (f(Z_1, X), f(Z_2, X))\) be two images produced by placing the label \( X \) on \( Z_1 \) and \( Z_2 \), where the function \( f(.) \) denotes putting the label on each original image. We assume that the label \( X \) contains sensitive information, thus, describes the private data and fulfills the privacy criterion. The utility is measured by \( I(U; Y_1, Y_2) \) and the strong \( \ell_1 \)-privacy criterion is employed to measure the privacy leakage. Thus, the problem can be summarized as follows

\[
\max_{P_{U|\{Y_1, Y_2\}}} I(U; Y_1, Y_2),
\]

subject to:

\[
X - (Y_1, Y_2) - U, \quad \|P_{X|U=u} - P_X\|_1 \leq \epsilon, \quad \forall u \in U.
\]

In order to study a numerical example consider the binary random variables \( Z_1, Z_2 \) and \( X \) with probability distributions

\[
p_X(x) = \begin{cases} \frac{3}{5}, & x = 1 \\ \frac{2}{5}, & x = 2 \end{cases}
\]

and \( p_{Z_1,Z_2}(z) = \begin{cases} \frac{1}{3}, & z = 1 \\ \frac{2}{3}, & z = 2 \end{cases} \) for \( i = 1, 2 \), have the patterns shown in Fig. 3 where each pixel is on or off.

![Fig. 3. Possible patterns for \( Z_1, Z_2 \) and \( X \).](image)

The correlation between \( Z_1 \) and \( Z_2 \) is given by the matrix

\[
p_{Z_1|Z_2} = \begin{bmatrix} 0.85 & 0.3 \\ 0.15 & 0.7 \end{bmatrix}
\]

and the function \( f(.) \) is considered as
XOR between the pixels. Thus, possible patterns for $(Y_1, Y_2)$ are as follows

Fig. 4. Possible patterns for the joint $(Y_1, Y_2)$.

with the marginal probability distribution

$$p_{Y_1, Y_2} = \begin{pmatrix} 0.3567 & (y_1, y_2) = (1, 1) \\ 0.3933 & (y_1, y_2) = (1, 2) \\ 0.11 & (y_1, y_2) = (2, 1) \\ 0.14 & (y_1, y_2) = (2, 2) \end{pmatrix}. $$

Furthermore, the leakage matrix $P_{X|Y_1, Y_2}$ can be calculated as $P_{X|Y_1, Y_2} = \begin{bmatrix} 0.4766 & 0.7119 & 0.2727 & 0.8571 \\ 0.5234 & 0.2881 & 0.7273 & 0.1429 \end{bmatrix}$ which is of full row rank. We use our method to find the approximate solution. For $\epsilon = 0.0562$, the approximate solution can be found and we obtain $P_U$ and $J_4$ as $P_U = [0, 0.4758, 0.486, 0.0382]^T$, $J_1 = [0, 0]^T$, $J_2 = [-0.5, 0.5]^T$, $J_3 = [0.5, -0.5]^T$ and $J_4 = [-0.1343, 0.1343]^T$. The minimum cost can be found as 0.5426 and hence the maximum value of the main problem is approximately $H(Y) - 0.4611 = 0.7102$. For $\epsilon = 0$, we obtain the same linear program as in [12] and the maximum value is 0.6413. Next, we evaluate our approximation for different leakages.

### A. How good is the approximation?

In this part, we sweep $\epsilon$ to compare our approximate solution with the exact solution found by exhaustive search and the perfect privacy solution. In Fig. 5 conditional entropy for different values of $\epsilon$ is illustrated. In this figure, the exact solution of the main problem and the approximate solution achieved by our approach is shown, where we used the exhaustive search for finding the exact minimum value. We can see that the approximation error becomes small in the high privacy regime as expected. Furthermore, it can be seen that in the high privacy regime, the approximate solution tends to the perfect privacy solution.

Next, we investigate the role of correlation between $Z_1$ and $Z_2$ on the privacy-utility trade-off. Assume with probability $\alpha$, $Z_1 = Z_2$ with mass function $p_{Z_1}(z) = \begin{bmatrix} 1/3, z = 1 \\ 2/3, z = 2 \end{bmatrix}$ and with probability $1 - \alpha$ we have $p_{Z_1|Z_2} = \begin{bmatrix} 0.85 & 0.3 \\ 0.15 & 0.7 \end{bmatrix}$. Furthermore, the kernel can be calculated as $P_{Z_2|Z_1} = \begin{bmatrix} 0.85 + 0.15\alpha & 0.3(1 - \alpha) \\ 0.15(1 - \alpha) & 0.7 + 0.3\alpha \end{bmatrix}$. Furthermore, we can calculate $P_{X|Y_1, Y_2}$ and $P_{Y_2|Y_1}$ as

$$P_{X|Y_1, Y_2} = \begin{bmatrix} 11x + 10y \\ 2x + 3y \\ 11(1-x) \end{bmatrix}, P_{Y_2|Y_1} = \begin{bmatrix} 9x+51 \\ 24x+66 \\ 33x+107 \end{bmatrix}, P_{Y_1} = \begin{bmatrix} 3\alpha+42 \\ 21\alpha+59 \\ 2\alpha+1+7 \end{bmatrix}. $$

Fig. 6 illustrates the comparisons of $I(Y_1, Y_2; U)$ for different $\alpha$. We can see that the mutual information decreases with increasing $\alpha$. Intuitively, as $\alpha$ tends to 1, $Y_1$ and $Y_2$ become more similar and the mutual information $I(U; Y_1, Y_2)$ tends to $I(U; Y_1)$. Furthermore, it can be seen that our approach achieves a better utility than perfect privacy for different values of $\alpha$. Furthermore, the utility achieved by exhaustive search is close to the utility attained by our approximation method.
For the remaining parts we assume \( Y = (Y_1, Y_2) \) with support \( \{1, 2, 3, 4\} \).

### B. Privacy-utility trade-off for different measures

In this section, we consider two scenarios, where in the first scenario our approach is used to find the sub-optimal kernel \( P_{U|Y}(y) \) and in the second scenario the perfect privacy approach from [12] is used. Intuitively, \( U \) and \( Y \) should be as much dependent as possible under the privacy constraint. First, we consider the probability of error using the MAP decision making rule as a measure of utility followed by the normalized MMSE-\( \eta \) (i.e., \( \frac{\text{MMSE}(Y|U)}{\text{var}(Y)} \)). Furthermore, in second part we compare our results with the upper bound found in [32 Corollary 2].

#### Probability of error based on MAP v.s. \( \frac{\text{MMSE}(X|U)}{\text{var}(X)} \)

In this part, we use the average probability of error between disclosed data \( U \) and desired data \( Y \) using the MAP decision making rule based on observation \( U \) for estimating \( Y \) as utility, and the normalized MMSE of estimating \( X \) based on observation \( U \) as privacy measure, i.e., \( \frac{\text{MMSE}(X|U)}{\text{var}(X)} \). In Fig. 7, the parameter \( \alpha \), which corresponds to the correlation between \( Z_1 \) and \( Z_2 \), is swept to illustrate the privacy-utility trade-off. Fig. 7 illustrates the privacy-utility trade-off using error probability and normalized MMSE. As it can be seen by letting small leakage we get better utility than perfect privacy approach.

\[
\text{wESNR}_e(X;Y) = \inf_{P_{U|Y}} \frac{\text{MMSE}(Y|U)}{\text{var}(Y)} \\
\text{s.t. } X = Y - U, \\
\text{MMSE}(X|U) \geq (1 - \epsilon)\text{var}(X),
\]

and from [32 Corollary 2],

\[
\text{wESNR}_e(X;Y) \leq (1 - \frac{1}{\eta^2_e(X)}) \min(\epsilon, \eta^2_e(X)), \tag{12}
\]

which is achieved by the following erasure channel

\[
P_{U|Y}(u|y) = \begin{cases} 1 - \delta & u = y \\ \delta & u = e, \end{cases}
\]

where \( \delta = 1 - \frac{\epsilon}{\eta^2_e(X)} \). We sweep \( \alpha \) to illustrate the privacy-utility trade-off. In order to compare (12) with our results, we use \( \epsilon^2 \) in the upper bound. Fig 8 illustrates the privacy-utility trade-off of our method compared to the case of perfect privacy. Furthermore, the lowest upper bound in (12), i.e., the best upper bound, is shown in this figure. We can see that our method achieves better utility compared to the perfect privacy when a small leakage is allowed. Furthermore, the achieved utility is lower than the upper bound for all \( \alpha \in [0, 1] \). Next proposition gives a lower bound on \( \text{MMSE}(X|U) \) when we use the strong \( \ell_1 \)-privacy criterion.

**Proposition 9.** Let \( X \in \{x_1, x_2\} \) be a binary r.v. with zero mean and \( U \) satisfy the strong \( \ell_1 \)-privacy criterion. Then we have

\[
\text{MMSE}(X|U) \geq \text{var}(X) - \frac{1}{4} \epsilon^2(x_1 - x_2)^2.
\]

Furthermore,

\[
\text{var}(X) \leq \frac{1}{4}(x_1 - x_2)^2,
\]

and if \( x_1 = -x_2 \)

\[
\text{var}(X) = \frac{1}{4}(x_1 - x_2)^2.
\]

**Proof.** The proof is provided in Appendix I.

**Remark 10.** In other words, if \( x_1 = -x_2 \), the privacy criterion used in this work results in the privacy criterion employed in [32].

![Fig. 7. Privacy utility trade-off using probability of error as a measure of utility and normalized MMSE for measuring the privacy leakage. Red curve illustrates the trade-off using our approach and the blue curve shows the trade-off for perfect privacy.](image)

![Fig. 8. Privacy utility trade-off.](image)
In next part, we study the case $\alpha = 1$ using the approach in [8].

**Special case for $\alpha = 1$ (invertible leakage matrix):**

In this part, we solve the main problem for $\alpha = 1$. We have:

$$P_{Y_1Y_2} = \begin{bmatrix} \frac{7}{15} & \frac{2}{5} \\ \frac{2}{5} & \frac{3}{5} \end{bmatrix}, \quad P_{X|Y_1Y_2} = \begin{bmatrix} \frac{3}{4} & \frac{1}{4} \\ \frac{1}{4} & \frac{3}{4} \end{bmatrix},$$

and the main problem is reduced to:

$$\max_{P_{U|Y}} I(U;Y),$$

subject to: $X - Y - U, \quad \|P_{X|U=u} - P_X\|_1 \leq \epsilon, \forall u \in U.$

Note that the leakage matrix is invertible and we can not use the problem in [8] is the privacy constraint. The problem can be written as

$$\|\sqrt{P_{X|Y}} \|_2^2 - \|\sqrt{P_X} \|_2^2,$$

where $L_u = [\sqrt{P_{X|Y}^{-1}}]u$. The privacy constraint can be written as $\|\sqrt{P_{X|Y}} L_u\|_1 \leq 1$. The only difference with the problem in [8] is the privacy constraint. The problem can be approximated by:

$$\max_{\{L_u, P_U\}} \sum_u P_U(u) \|W \cdot L_u\|^2,$$

subject to: $\|L_u\|_1 \leq 1, \forall u \in U,$

$$\sum_x \sqrt{P_X(x)}L_u(x) = 0, \forall u,$$

$$\sum_u P_U(u) \sqrt{P_X(x)}L_u(x) = 0, \forall x,$$

where $W = [\sqrt{P_X}^{-1}]XY^T[\sqrt{P_X}]$. The maximizer of the final problem is $L_u = \frac{1}{\|\sqrt{P_X} \|_2^2}$, and the maximum value is $\frac{1}{\|\sqrt{P_X} \|_2^2}$, where $\sigma_{max}$ is the maximum singular value of $W$ and $L^*$ is the corresponding singular vector.

**VI. CONCLUSION**

It has been shown that a statistical data disclosure program can be decomposed if the leakage matrix is not of full rank. Furthermore, information geometry can be used to approximate $H(Y|U)$, which allows us to simplify the optimization problem for sufficiently small leakage. In particular, the new optimization problem can be rewritten as a linear program.

In an example, we evaluated our method by comparing it with the exact solution and perfect privacy solution for different leakages. Furthermore, the privacy-utility trade-off has been studied for different measures of utility and privacy leakage. It is shown that by letting small leakage, our method achieves better utility compared to the perfect privacy approach.

**APPENDIX A**

As shown in Lemma (2), $P_{Y|U=u}$ must belong to the following set for every $u \in U$

$$\psi = \left\{ y \in \mathbb{R}^{[\mathcal{Y}]} | My = MP_Y + eM \left[ P_{X|Y}^{-1}J_u \right], y \geq 0, J_u \in \mathcal{J} \right\},$$

where $\mathcal{J} = \{ J \in \mathbb{R}^{[\mathcal{X}]} | \|J\|_1 \leq 1, 1^T \cdot J = 0 \}$. First we show that $\psi$ is a compact set. Using Lemma [3], each vector inside $\psi$ is a standard probability vector and thus the set $\psi$ is bounded. $\mathcal{J}$ corresponds to a closed set since each conditions $\|J\|_1 \leq 1$ and $1^T \cdot J = 0$ represent a closed set and thus their intersection is closed. Let $\{y_1, y_2, \ldots\}$ be a convergent sequence with $\lim_{i \to \infty} y_i = y^*$, which each $y_i$ is inside $\psi$. Since $\{y_i\}$ is convergent it is a Cauchy sequence and thus there exist $N$ such that for all $i, j \geq N$ we have $\|y_i - y_j\| \leq \varepsilon$. Thus, $\|M y_i - M y_j\| \leq \varepsilon'$ where $\varepsilon' = \|M\| \varepsilon$. Since $y_i, y_j \in \psi$ we obtain

$$\|M(1 : |\mathcal{X}|) P_{X|Y}^{-1} J_{u} - \varepsilon M(1 : |\mathcal{X}|) P_{X|Y}^{-1} J_{u} \| \leq \varepsilon',$$

which is a Cauchy sequence and thus there exist $N$ such that for all $i, j \geq N$ we have $\|J_i - J_j\| \leq \varepsilon'$. Thus, $\|M y_i - M y_j\| \leq \varepsilon'$ where $\varepsilon' = \|M\| \varepsilon$. Since $y_i, y_j \in \psi$ we obtain

$$\|M(1 : |\mathcal{X}|) P_{X|Y}^{-1} J_{u} - \varepsilon M(1 : |\mathcal{X}|) P_{X|Y}^{-1} J_{u} \| \leq \varepsilon',$$

where $\varepsilon' = \frac{\varepsilon}{\|M(1 : |\mathcal{X}|) P_{X|Y}^{-1}\|}$. In last line we used the fact that $M(1 : |\mathcal{X}|)$ is invertible. Thus, $\{J_i\}$ is a Cauchy sequence. Since the set $\mathcal{J}$ is bounded and closed it is compact and thus the Cauchy sequence $\{J_i\}$ is convergent. Let $J^* = \lim_{i \to \infty} J_i$, for sufficiently large $i$ we have

$$\|J^* - J_i\| \leq \varepsilon_2,$$

which is of the form $MP_Y + \varepsilon M(1 : |\mathcal{X}|) P_{X|Y}^{-1} J^*$ and thus $\psi$ is closed and compact. We define a vector mapping $\theta : \Psi : \mathbb{R}^{[\mathcal{Y}]}$ as follows

$$\theta_i(p_{Y|U}(u)) = p_{Y|U}(y_i|u), \quad i \in [1 : |\mathcal{Y}| - 1],$$

$$\theta_{|\mathcal{Y}|} = H(Y|U) = u.$$
\[ A = \cup_{y \in Y} A_y \] 

is compact. And the set \( A' = \{ P_y | Y \} \) in \( A, X - Y - U, \| P_{X|U} = - P_X \|_{1, 1} \leq \epsilon, \forall y \} \) is a closed subset of \( A \) since \( \| \cdot \|_{1, 1} \) is closed on the interval \([0, \epsilon]\). Therefore, \( A' \) is compact. Since \( I(U; Y) \) is a continuous mapping over \( A' \), the supremum is achieved. Thus, we can use the maximum instead of the supremum.

**APPENDIX B**

In the following lemma two properties of null space \( \text{Null}(P_{X|Y}) \) are investigated.

**Lemma 1.** Let \( \beta \) be a vector in \( \mathbb{R}^{|X|} \), \( \beta \in \text{Null}(P_{X|Y}) \) if and only if \( \beta \in \text{Null}(M) \), where \( M \in \mathbb{R}^{(|X| \times |Y|)} \) is constructed as follows: Let \( V \) be the matrix of right eigenvectors of \( P_{X|Y} \), i.e., \( P_{X|Y} = U \Sigma V^T \) and \( V = [v_1, v_2, \ldots, v_{|Y|}] \), then \( M \) is defined as

\[
M \triangleq [v_1, v_2, \ldots, v_{|Y|}]^T.
\]

Furthermore, if \( \beta \in \text{Null}(P_{X|Y}) \), then \( I^T \beta = 0 \).

**Proof.** Since the rank of \( P_{X|Y} \) is \(|X|\), every vector \( \beta \) in \( \text{Null}(P_{X|Y}) \) can be written as a linear combination of \( \{v_{|X|+1}, \ldots, v_{|Y|}\} \) and since each vector in \( \{v_{|X|+1}, \ldots, v_{|Y|}\} \) is orthogonal to the rows of \( M \) we conclude that \( \beta \in \text{Null}(M) \).

Lemma 2. For sufficiently small \( \epsilon > 0 \), for every \( u \in U \), the vector \( P_{Y|U=u} \) belongs to the following convex polytope \( S_u \)

\[
S_u = \left\{ y \in \mathbb{R}^{|Y|} | My = MP_Y + \epsilon M \frac{P_X|Y| J_u}{0}, y \geq 0 \right\},
\]

where \( \frac{P_X|Y| J_u}{0} \) \( \in \mathbb{R}^{|Y|} \) and \( J_u \) satisfies \[2], \[3], and \[4].

**Proof.** By using the Markov chain \( X - Y - U \) we have

\[
P_{X|U=u} - P_X = P_{X|Y} P_{Y|U=u} - P_Y = \epsilon J_u. \tag{17}
\]

Let \( \alpha = P_{Y|U=u} - P_Y \). By partitioning \( \alpha \) into two parts \( [\alpha_1 \alpha_2]^T \) with sizes \(|X|\) and \(|Y| - |X|\), respectively, from \[17\] we obtain

\[
P_{X|Y_1} \alpha_1 + P_{X|Y_2} \alpha_2 = \epsilon J_u.
\]

Using invertibility of \( P_{X|Y_1} \), this implies that

\[
\alpha_1 = \epsilon P_{X|Y_1} J_u - P_{X|Y_1} P_{X|Y_2} \alpha_2.
\]

Thus, we have

\[
P_{Y|U=u} = P_Y + \epsilon \left[ \frac{P_X|Y_1 J_u}{0} + \frac{P_X|Y_1 P_{X|Y_2} \alpha_2}{\alpha_2} \right].
\]

Note that the vector \( -P_{X|Y_1} P_{X|Y_2} \alpha_2 \) belongs to \( \text{Null}(P_{X|Y}) \) since we have

\[
P_{X|Y} \left[ -P_{X|Y_1} P_{X|Y_2} \alpha_2 \right] = [P_{X|Y_1} P_{X|Y_2}] \left[ -P_{X|Y_1} P_{X|Y_2} \alpha_2 \right] = -P_{X|Y_1} P_{X|Y_2} + P_{X|Y_2} \alpha_2 = 0.
\]

Thus, by Lemma \[1\] it belongs to \( \text{Null}(M) \) so that we have

\[
MP_{Y|U=u} = MP_Y + \epsilon M \left[ \frac{P_{X|Y_1 J_u}}{0} \right].
\]

Consequently, if the Markov chain \( X - Y - U \) holds and the perturbation vector \( J_u \) satisfies \[2], \[3], and \[4], then we have \( P_{Y|U=u} \in S_u \).

**Lemma 3.** Any vector \( \alpha \in S_u \) is a standard probability vector.

Also, for any pair \((U, Y)\), for which \( P_{Y|U=u} \in S_u, \forall u \in U \) with \( J_u \) satisfying \[2], \[3], and \[4], we can have \( X - Y - U \) and \( P_{X|U=u} - P_X = \epsilon \cdot J_u \).

**Proof.** For the first claim it is sufficient to show that for any \( \gamma \in S_u \), we have \( 1^T \gamma = 1 \). Since \( \gamma \in S_u \), we have \( M(\gamma - P_Y - \epsilon \left[ \frac{P_{X|Y_1 J_u}}{0} \right]) = 0 \) and from Lemma \[1\] we obtain \( 1^T(\gamma - P_Y - \epsilon \left[ \frac{P_{X|Y_1 J_u}}{0} \right]) = 0 \) which yields \( 1^T \gamma = 1 \). In the last conclusion we used the fact that \( 1^T \left[ \frac{P_{X|Y_1 J_u}}{0} \right] = 0 \). This is true since by using \[2\] we have \( 1^T \left[ \frac{P_{X|Y_1 J_u}}{0} \right] = 1^T |X| \frac{P_{X|Y_1 J_u}}{0} = 1^T J_u = 0 \), where \( (a) \) follows from \( 1^T \frac{P_{X|Y_1}}{0} = 1^T |X| \Leftrightarrow 1^T |X| P_{X|Y_1} = 1^T |X| \) and noting that columns of \( P_{X|Y_1} \) are vector distributions. If \( P_{Y|U=u} \in S_a \) for all \( u \in U \), then we have \( X - Y - U \) and

\[
M(\epsilon - P_Y - \epsilon \left[ \frac{P_{X|Y_1 J_u}}{0} \right]) = 0,
\]

\[
\Rightarrow P_{X|Y} (\epsilon - P_Y - \epsilon \left[ \frac{P_{X|Y_1 J_u}}{0} \right]) = 0,
\]

\[
\Rightarrow P_{Y|U=u} = P_X - \epsilon \cdot P_{X|Y} \left( \epsilon \left[ \frac{P_{X|Y_1 J_u}}{0} \right] \right) = \epsilon \cdot J_u,
\]

where in last line we use the Markov chain \( X - Y - U \). Furthermore, \( J_u \) satisfies \[2], \[3], and \[4\] for all \( u \in U \). Thus, the privacy criterion defined in \[1\] holds.

**APPENDIX C**

As mentioned before it is sufficient to consider \( U \) such that \(|U| \leq |Y|\). Let \( S_u \) be the set of extreme points of \( S_u \). Then, we show that \( P_{Y|U=u} \in S_u \) for all \( u \in U \). Assume that the minimum of \( H(Y|U) \) is achieved by points \( P_1, \ldots, P_N \), where \( N \leq |Y| \) and \( P_i \in S_i \) for all \( 1 \leq i \leq N \). Furthermore, we have \( \sum_i P_i(i)P^*_i = P_Y \). Now consider \( P^*_i \), which belongs to \( S_i \) and suppose that \( P^*_i \notin S_i \) (This is a proof by contradiction). Since the set \( S_i \) is a convex polytope with dimension at most \(|Y| - 1\), we can write \( P^*_i \)
as a convex combination of at most $|Y|$ points in $S_i^*$, i.e., we have $P_i^* = \sum_{l=1}^{|Y|} \lambda_l \psi_i^*$, with $\psi_i^* \in S_i^*$, $\sum_{l=1}^{|Y|} \lambda_l = 1$, $\lambda_l \geq 0$, $\forall l \in \{1, \ldots, |Y|\}$. Since we assume that $P_i^* \notin S_i^*$, at least two of $\lambda_l$’s need to be non-zero. Furthermore, by using Jensen inequality we have $H(P_i^*) > \sum_{l=1}^{|Y|} \lambda_l H(\psi_i^*)$, where the inequality is strict since we assumed $P_i^* \notin S_i^*$. We claim that the points $\{P_1^*, \ldots, P_{i-1}^*, \psi_i^*, \ldots, \psi_{|Y|}, P_{i+1}^*, \ldots, P_N^*\}$ with weights $P_1(i), \ldots, P_{i-1}(i), \lambda_i P_i(i), \ldots, \lambda_{|Y|} P_{|Y|}(i), P_{i+1}(i), \ldots, P_N(N)$ achieve lower entropy compared to $P_1^*, \ldots, P_N^*$. $\{P_1^*, \ldots, P_{i-1}^*, \psi_i^*, \ldots, \psi_{|Y|}, P_{i+1}^*, \ldots, P_N^*\}$ is feasible since we have

$$\sum_{i=1}^N P_U(i) P_i^* = P_Y \Rightarrow \sum_{i=1}^N P_U(l) P_i^* + \sum_{j=1}^{|Y|} P_U(i) \lambda(j) \psi^*(j) = P_Y,$$

furthermore,

$$\sum_{j=1}^N P_U(j) H(P_j^*) > \sum_{j=1}^N P_U(j) H(P_j^*) + \sum_{i=1}^{|Y|} P_U(i) \lambda_l H(\psi_i^*),$$

which is contradiction with the assumption that $P_1^*, \ldots, P_N^*$ achieves the minimum of $H(Y|U)$. Thus, each $P_i^*$ has to belong to $S_i^*$.

**APPENDIX D**

Consider the set $S = \{y \in \mathbb{R}^{|Y|} | My = MP_Y\}$. Any element in $S$ has sum elements equal to one since we have $M(y - P_Y) = 0 \Rightarrow y - P_Y \in \text{Null}(P_{X|Y})$ and from Lemma [1] we obtain $1^T(y - P_Y) = 0 \Rightarrow 1^T y = 1$. The basic solutions of $S$ are $W^*_{\Omega}$. Defined as follows: Let $\Omega = \{\omega_1, \ldots, \omega_{|X|}\}$, where $\omega_i \in \{1, \ldots, |Y|\}$, then $W^*_{\Omega} (\omega_i) = M^{-1}_{\Omega_i} MP_Y(i)$, and other elements of $W^*_{\Omega}$ are zero. Thus, the sum over all elements of $M^{-1}_{\Omega_i} MP_Y$ is equal to one, since each element in $S$ has to sum up to one. For the second statement consider the set $S' = \{y \in \mathbb{R}^{|Y|} | My = MP_Y + \epsilon M \left[ \begin{array}{c} P^{-1}_{X|Y_i} J_u \\ 0 \end{array} \right] \}$. As argued before, basic solutions of $S'$ are $V^*_{\Omega}$, where

$$V^*_{\Omega} (\omega_i) = \left( M^{-1}_{\Omega_i} MP_Y + \epsilon M^{1}_{\Omega_i} M \left[ \begin{array}{c} P^{-1}_{X|Y_i} J_u \\ 0 \end{array} \right] \right)(i).$$

Here elements of $V^*_{\Omega}$ can be negative or non-negative. From Lemma[2] each element in $S'$ has to sum up to one. Thus, by using the first statement of this proposition, the sum over all elements of the vector $M^{-1}_{\Omega_i} M \left[ \begin{array}{c} P^{-1}_{X|Y_i} J_u \\ 0 \end{array} \right]$ is equal to zero.

**APPENDIX E**

In the following we use the notation $\cong$ which is defined as $f(x) = g(x) + o(x) \Rightarrow f(x) \cong g(x)$, where $g(x)$ is the first Taylor expansion of $f(x)$.

**Lemma 4.** Assume $P_{X|Y} \in H_{X|Y}$ and $V^*_{\Omega}$ is an extreme point of the set $S_u$, then for $P_{Y|U=u} = V^*_{\Omega_u}$ we have

$$H(P_{Y|U=u}) = \sum_{y=1}^{|Y|} -P_{Y|U=u}(y) \log(P_{Y|U=u}(y)) = -(b_u + \epsilon a_u J_u) + o(\epsilon),$$

with $b_u = l_u \left( M^{-1}_{\Omega_u} MP_Y \right)$, $a_u = l_u \left( M^{-1}_{\Omega_u} M \left( 1|X\right) P_{X|Y_i} \right)$, $l_u \left( \log \left( M^{-1}_{\Omega_u} MP_Y(i) \right) \right)$ for $i=1,\ldots,|X|$, and $M^{-1}_{\Omega_i} MP_Y(i)$ stands for $i$-th $(1 \leq i \leq |X|)$ element of the vector $M^{-1}_{\Omega_i} MP_Y$. Furthermore, $M(1|X)$ stands for submatrix of $M$ with first $|X|$ columns.

**Proof.** Let $V^*_{\Omega_u}$ be defined as in (7) and let $P_{Y|U=u} = M^{-1} MP_Y(i) + \epsilon M^{-1} M \left( 1|X\right) P_{X|Y_i} J_u$, thus we have

$$H(P_{Y|U=u}) = \sum_{i} V(i) \log(V(i)) = - \sum_{i} V(i) \times \left( \log(M^{-1}_{\Omega_u} MP_Y(i)) + \log(1 + \epsilon) \right)$$

$$\times \left( M^{-1}_{\Omega_u} M(1|X) P^{-1}_{X|Y_i} J_u(i) \right),$$

where $a_u$ and $b_u$ are defined in Lemma [4]. Furthermore, in (a) we used the first order Taylor expansion of $\log(1 + \epsilon)$ and in (b) we used the fact that $\sum_{i=1}^{\Omega_u} M(1|X) P^{-1}_{X|Y_i} J_u(i) = 0$ which can be proved as follows. Let $K_u = M^{-1} M(1|X) P^{-1}_{X|Y_i} J_u(i)$ and let $\Omega_u = \{\omega_1, \ldots, \omega_{|X|}\}$. For $i \in \{1, \ldots, |X|\}$, we define $K'_u \in \mathbb{R}^{|X|}$ as $K'_u(\omega_i) = K_u(i)$, and other elements are set to be zero. We want to show that $1^T K_u = 0$. It can be seen that $M K'_u = M K_u = M(1|X) P^{-1}_{X|Y_i} J_u(i)$ which implies $M K'_u = 1^T$, i.e.

$$\left[ \begin{array}{c} P^{-1}_{X|Y_i} J_u \\ 0 \end{array} \right] = 1^T J_u = 0.$$
The sets $\Omega_u$ and $\Omega_{uu}$ produce negative elements and thus we only consider the sets $\Omega_u$, $\Omega_{uu}$, $\Omega_{uu}$, and $\Omega_{uu}$ to construct the extreme points of $\mathbb{S}_u$. Let $J_u = \begin{bmatrix} J_u^1 \\ J_u^2 \end{bmatrix}$ for $u \in \{1, 2, 3, 4\}$. By using (2) $J_u^1 + J_u^2 = 0$ we can show $J_u$ by $\begin{bmatrix} -J_u^2 \\ J_u^2 \end{bmatrix}$. The sets $S_u^*$ for $u \in \{1, 2, 3, 4\}$ are obtained as (using (7))

$$V_{\Omega_u}^* = \begin{bmatrix} 0.675 + e2J_u^2 \\ 0.325 - e2J_u^2 \\ 0 \\ 0 \end{bmatrix}, \quad V_{\Omega_{uu}}^* = \begin{bmatrix} 0.1875 + e5J_u^2 \\ 0.8125 - e5J_u^2 \\ 0 \\ 0 \end{bmatrix}$$

thus, we have $S_u^* = \{V_{\Omega_u}^*, V_{\Omega_{uu}}^*, V_{\Omega_{uu}}^*, V_{\Omega_{uu}}^*\}$ for $u \in \{1, 2, 3, 4\}$. For each $u$, $|S_u^*| = 4$, 4
optimization problems need to be considered while not all are feasible. In Step 2, we choose the first element of $S_u^*$, second element of $S_u^*$, third element of $S_u^*$ and fourth element of $S_u^*$ for us.
Thus we have the following quadratic problem

$$\min P_0.9097 + P_2.06962 + P_3.06254 + P_4.09544 - P_1eJ_2^21.21099 + P_2eJ_2^210.5816 - P_3eJ_4^26.0808 + P_4eJ_2^27.3747 + P_1eJ_1^20.3925 \text{ subject to:}$$

$$\begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \leq \begin{bmatrix} 0.675 + e2J_2^1 \\ 0.325 - e2J_2^1 \\ 0 \\ 0 \end{bmatrix} + P_2 \begin{bmatrix} 0.1875 + e5J_4^2 \\ 0.8125 - e5J_4^2 \\ 0 \\ 0 \end{bmatrix}$$

$$\begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \leq \begin{bmatrix} 0.1563 - e2.5J_4^2 \\ 0 \end{bmatrix} + P_3 \begin{bmatrix} 0 \\ 0.6251 - e10J_4^2 \\ 0 \\ 0 \end{bmatrix}$$

$$\begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \leq \begin{bmatrix} 0.8437 + e2.5J_3^2 \\ 0 \end{bmatrix} + P_3 \begin{bmatrix} 0 \\ 0.6251 - e10J_4^2 \\ 0 \\ 0 \end{bmatrix}$$

$$P_1J_1^2 + P_2J_2^2 + P_3J_3^2 + P_4J_4^2 = 0, \quad P_1, P_2, P_3, P_4 \geq 0, \quad |J_1^2| \leq \frac{1}{2}, \quad |J_2^2| \leq \frac{1}{2}, \quad |J_3^2| \leq \frac{1}{2}, \quad |J_4^2| \leq \frac{1}{2},$$

where the minimization is over $P_0$ and $J_u^2$ for $u \in \{1, 2, 3, 4\}$.

Now we convert the problem to a linear program. We have

$$\begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \\ \eta_4 \end{bmatrix} = \begin{bmatrix} 0.675P_1 + e2P_2J_2^1 \\ 0.325P_1 - e2P_2J_2^1 \\ 0.1875P_2 + e5P_3J_4^2 \\ 0.8125P_2 - e5P_3J_4^2 \\ 0.1563P_3 - e2.5P_4J_4^2 \\ 0.8437P_3 + e2.5P_4J_4^2 \\ 0.3749P_4 - e10P_4J_4^2 \\ 0.6251P_4 + e10P_4J_4^2 \end{bmatrix}$$

$$\begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \leq \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \\ \eta_4 \end{bmatrix} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix}$$

$$\begin{bmatrix} 0.325\eta_1^1 - 0.675\eta_2^1 + 0.8125\eta_3^1 - 0.1875\eta_4^1 + 0.1563\eta_2^1 - 0.8437\eta_3^1 + 0.6251\eta_4^1 - 0.3749\eta_4^1 = 0, \quad \frac{1}{2} \leq \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \\ \eta_4 \end{bmatrix} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \frac{1}{2} \leq \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix}$$

$$\begin{bmatrix} \eta_1^1 + \eta_2^1 \\ \eta_1^1 + \eta_2^1 \\ \eta_2^1 + \eta_2^1 \\ \eta_3^1 + \eta_4^1 \end{bmatrix} \geq 0 \quad \eta_2^1 + \eta_2^1 \geq 0 \quad \eta_3^1 + \eta_3^1 \geq 0 \quad \eta_4^1 + \eta_4^1 \geq 0$$

**APPENDIX G**

Let $P_{XY} \in \mathcal{H}_{XY}$ and let $\Omega^1$ be the set of all $\Omega_i \in \{1, \ldots, |\mathcal{X}|\}$, $|\Omega| = |\mathcal{X}|$, such that each $\Omega_i$ produces a valid standard distribution vector $M_i^{-1}MP_Y$, i.e., all elements in the vector $M_i^{-1}MP_Y$ are positive. Let $\Omega^2$ be the set of all $\Omega_j \in \{1, \ldots, |\mathcal{Y}|\}$, $|\Omega| = |\mathcal{X}|$, such that for each $\Omega_j$, the vector $M_i^{-1}MP_Y$ contains at least one negative element. Clearly, since $P_{XY} \in \mathcal{H}_{XY}$, $\Omega^1 \cup \Omega^2$ are all subsets of $\{1, \ldots, |\mathcal{Y}|\}$ with cardinality $|\mathcal{X}|$. In Theorem 2 the first order
Taylor expansion of $\log(1 + x)$ in order to approximate the conditional entropy $H(Y|U)$ is used. Therefore, we must have$$|e^{-\frac{M_i^{-1}(1-MP_Y(y))P_{XY}J_i(u)}}| < 1 \text{ for all } y \in \{1, \ldots, |\mathcal{X}|\} \text{ and } \Omega \in \Omega^1.$$One sufficient condition for $\epsilon$ to satisfy this inequality is to have $\epsilon < \min_{\Omega \in \Omega^1} \frac{M_i^{-1}(1-MP_Y(y))P_{XY}J_i(u)}{|\mathcal{X}|}$.

In this case for all $y$ and $\Omega \in \Omega^1$ we have

$$\epsilon^2 |H_{\Omega}(J_i(u))|^2 \leq \epsilon^2 \max_{\Omega \in \Omega^1} \|J_i(u)\|_2^2 \leq \epsilon^2 \frac{2}{|\mathcal{X}|} \max_{\Omega \in \Omega^1} \sigma_2^2(H_{\Omega}),$$

$$\min_{\Omega \in \Omega^1} \frac{M_i^{-1}MP_Y(y)}{|\mathcal{X}|} \leq (\min_{\Omega \in \Omega^1} \frac{M_i^{-1}MP_Y(y)}{|\mathcal{X}|})^2 \leq (\frac{M_i^{-1}MP_Y(y)}{|\mathcal{X}|})^2.$$
which implies
\[ \epsilon |M^{-1}_\Omega M(1 : |X|)P^{-1}_X Y J_u(y)| < M^{-1}_\Omega M P_Y(y). \]

The step (a) follows from \( \|J_u\|_1^2 \leq \|J_u\|_2^2 \leq 1 \). Note that \( H_\Omega \) is an invertible matrix so that \( |\sigma_{\max}| > 0 \). Furthermore, we should ensure that not all negative elements of the vectors \( M^{-1}_\Omega M P_Y \) for \( \Omega \in \Omega^2 \) can become positive by adding \( M^{-1}_\Omega M(1 : |X|)P^{-1}_X Y J_u \). One sufficient condition for \( \epsilon \) is to have \( \epsilon < \frac{\min_{|H_\Omega|} \max_{\Omega \in \Omega^2} |M^{-1}_\Omega M P_Y(y)|}{\max_{|H_\Omega|, \max(|\Omega|)}} \), since in this case for all \( y \) and \( \Omega \in \Omega^2 \) we have
\[
\epsilon^2 |H_\Omega J_u(y)|^2 \leq \epsilon^2 \sigma_{\max}^2(H_\Omega) \|J_u\|_2^2 \leq \epsilon^2 \max_{\Omega \in \Omega^2} \sigma_{\max}^2(H_\Omega)
\]
\[
< \left( \min_{\Omega \in \Omega^2, \max|H_\Omega|} |M^{-1}_\Omega M P_Y(y)| \right)^2,
\]
which implies
\[
\epsilon |M^{-1}_\Omega M(1 : |X|)P^{-1}_X Y J_u(y)| < \max_{\Omega \in \Omega^2, \max|H_\Omega|} |M^{-1}_\Omega M P_Y(y)|,
\]
for all \( y \) and \( \Omega \in \Omega^2 \). Last inequality ensures that for all \( \Omega \in \Omega^2 \) the vector \( M^{-1}_\Omega M P_Y + \epsilon M^{-1}_\Omega M \left[ P_X Y \begin{pmatrix} J_u \ 0 \end{pmatrix} \right] \) contains at least one negative element which makes it an invertible vector distribution. Thus, an upper bound for a valid \( \epsilon \) in our work is as follows \( \epsilon < \min\{\epsilon_1, \epsilon_2\} \). In summary the upper bound \( \epsilon_2 \) ensures that none of the sets \( \Omega_2 \in \Omega^2 \) can produce basic feasible solution of \( S_\Omega \) and the upper bound \( \epsilon_1 \) ensures that the approximation used in this paper is valid.

**APPENDIX H**

For the first part we have
\[
\text{MMSE}(X|U) = E(X^2) - \sum_u P_u \sum_x x P_{x|u}^2
\]
\[
= E(X^2) - \sum_u P_u \sum_x x P_x + \epsilon \sum_x x J_u(x))^2
\]
\[
= \text{Var}(X) - \epsilon^2 \sum_u P_u (\sum_x x J_u)^2
\]
\[
= \text{Var}(X) - \epsilon^2 \sum_u P_u (J_u(1))^2 (x_1 - x_2)^2
\]
\[
= \text{Var}(X) - \frac{1}{4} \epsilon^2 (x_1 - x_2)^2,
\]
where (a) follows from \( E(X) = 0 \), (b) follows from \( J_u(1) = J_u(2) = 0 \) and (c) comes from the fact that \( |J_u(1)| \leq 1/2 \). For second part we have
\[
\text{Var}(X) = px_1 x_1^2 + px_2 x_2^2 = px_1 (x_1 - x_2)^2 + x_2^2
\]
\[
= -x_2 (x_1 + x_2) + x_2^2 = -x_1 x_2 \leq \frac{1}{2} (x_1 - x_2)^2,
\]
and the equality holds for \( x_1 = -x_2 \). Step (a) follows from \( px_1 (x_1 - x_2) = -x_2 \).
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