Spin-optical dynamics and quantum efficiency of the single V1 center in silicon carbide
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Abstract

Color centers in silicon carbide are emerging candidates for distributed spin-based quantum applications due to the scalability of host materials and the demonstration of integration into nanophotonic resonators. Recently, silicon vacancy centers in silicon carbide have been identified as a promising system with excellent spin and optical properties. Here, we fully study the spin-optical dynamics of the single silicon vacancy center at hexagonal lattice sites, namely V1, in 4H-polytype silicon carbide. By utilizing resonant and above-resonant sub-lifetime pulsed excitation, we determine spin-dependent excited-state lifetimes and intersystem-crossing rates. Our approach to inferring the intersystem-crossing rates is based on all-optical pulsed initialization and readout scheme, and is applicable to spin-active color centers with similar dynamics models. In addition, the optical transition dipole strength and the quantum efficiency of V1 defect are evaluated based on coherent optical Rabi measurement and local-field calibration employing electric-field simulation. The measured rates well explain the results of spin-state polarization dynamics, and we further discuss the altered photoemission dynamics in resonant enhancement structures such as radiative lifetime shortening and Purcell enhancement. By providing a thorough description of V1 center’s spin-optical dynamics, our work provides deep understanding of the system which guides implementations of scalable quantum applications based on silicon vacancy centers in silicon carbide.

I. INTRODUCTION

Optically addressable solid-state spin systems are promising candidates for quantum technological applications including quantum communication, computing, and sensing [1]. Quantum networks based on color centers rely on indistinguishable photons entangled with local spins. The entanglement generation requires precise coherent spin and optical control of the quantum spin system [2, 3]. Another important aspect of the solid-state spins is the possibility of enhancing the spin-photon interaction by embedding the spins into the optical nanocavity. These have been demonstrated in diamond [4] and in silicon carbide [5], but are expected to be optimized by careful design taking into account the spin-optical dynamics.
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of color centers to determine figures of merit such as the Purcell factor and cooperativity of color centers embedded into resonators [4, 6]. In quantum sensing applications [7], the characterization of rates is of critical interest as they determine the spin-state fluorescence contrast which governs important sensing parameters like sensitivity or experimental repetition rates [8–13].

In recent years, silicon vacancy centers in silicon carbide, which is an industrially friendly and scalable material, have been found to be an emerging candidate for quantum technology applications. Single silicon vacancy centers at hexagonal sites in 4H polytype (V1) exhibit excellent spin and optical properties [14, 15] functioning at around liquid helium temperature [15, 16]. However, optical coherent control and precise knowledge of internal spin-optical dynamics, which are essential for quantum applications, are not well understood for V1 centers.

This study presents coherent optical control of single V1 center by pulsed optical Rabi oscillation up to $3\pi$. In addition, we also investigated detailed spin-optical dynamics of the system including the radiative rates and spin-dependent intersystem-crossing (ISC) rates. We employed sub-lifetime laser pulses to initialize and readout the spin dynamics. In this scheme, the spin was first initialized by repeated excitation by short laser pulses at constant energy, and then two pump-probe pulses followed to infer ISC rates. As the initial population is determined only by the internal dynamics independent of the excitation strength, two laser pulses are sufficient to infer all relevant rates, which is contrary to the previously reported pump-probe method which can probe only the metastable-state lifetime [17, 18]. In addition, with our pulse-train method, it is not necessary to resort to ad hoc assumptions of a desheling model which tends to explain the complicated power dependence of $g^{(2)}$ function measurement [19, 20]. We further infer the quantum efficiency of V1 center based on the measured rates and local electric field at the defect position. From this, we estimate the minimum required Purcell enhancement factor for deterministic emitter-cavity coupling. Our results provide comprehensive information of internal spin-optical dynamics about V1 center and accelerate the realization of quantum technologies based on color centers in silicon carbide.
FIG. 1. (a) A general five-level rate model applicable for many optically active solid-state spin defects. (b) The spin-quartet systems with $|S| = 3/2$ are further described by a six-level energy level scheme. Dashed arrows indicate all non-radiative processes while solid lines denote radiative transitions. The factor of $1/2$ for $\gamma_{3,4}$ in (a) ensures equivalence to the six-level model in (b).

II. THEORETICAL BACKGROUND

Figure 1(a) shows the generic five-level scheme that we use to describe the relevant dynamics for various optically-active spin systems like NV centers in diamond and divacancy centers in silicon carbide [17, 21]. A ground-state qubit is provided by two long-lived spin levels ($g_1, g_2$). A spin-photon interface is realized through spin-conserving optical transitions to two excited states ($e_1, e_2$). The radiative decay rate from $e_{1,2}$ to $g_{1,2}$ is denoted by $\gamma_{r_{1,2}}$. We include possible direct non-radiative decay from excited to ground states as $\Gamma_{1,2}$, e.g., based on multi-phonon relaxation [22, 23]. The intersystem-crossing (ISC) channels connect $e_1$ and $e_2$ ($g_1$ and $g_2$) levels via an effective metastable state $d$, with rates $\gamma_{1,2}$ ($\gamma_{3,4}$) denoting the transitions that are mediated by spin-orbit coupling and spin-spin interactions [17, 21, 24].

As the V1 center is a spin-$3/2$ system, we assign its Kramers degenerate spin state sublevels $m_s = \pm 1/2$ and $m_s = \pm 3/2$ to $(g_1, e_1)$ and $(g_2, e_2)$, respectively. The spin subspaces also have the same direct non-radiative decay rate, i.e., $\Gamma_1 = \Gamma_2 = \Gamma$, which is justified from the fact that the $A_1$ and $A_2$ transitions are energetically close and that multi-phonon decays possess no spin-selectivity (see Appendix B). Under group-theoretical consideration of the electronic fine structure (see Appendix A) [14, 25], the involved metastable states are simplified into the doublets denoted as $d_1$ and $d_2$ in Fig. 1(b). This six-level model can be
further regarded as equivalent to the five-level model when the spin mixing rate $\lambda$ between the doublets is fast compared to the decay rates $\gamma_{3,4}$. For the V1 center, this equivalence between six- and five-level models will be validated later. Therefore, it is sufficient to describe the full dynamics via the radiative ($\gamma_{r_{1,2}}$), the non-radiative ($\Gamma_{1,2}$) and ISC ($\gamma_{1,2,3,4}$) rates based on the five-level model.

III. EXPERIMENTAL SETUP

For our spin-optical investigations, we use a home-built confocal microscopy setup. A slightly n-type 4H-SiC sample is electron irradiated to contain a low density of individually addressable V1 centers [14, 15]. The sample is cooled down to a temperature of $T = 5$ K in a closed-cycle cryostat (Montana Instruments). Due to the V1 center’s relatively small ground-state zero field splitting of 4.5 MHz, we apply a small external magnetic field of about 9 Gauss along the crystal $c$-axis to avoid undesired hybridization caused by Earth’s magnetic field.
To improve light collection efficiency, we fabricate microscopic solid immersion lenses (SILs) on top of V1 centers [26].

Figure 2 shows the experimental setup toward inferring the involved rates using three key laser excitation systems: (i) A 730 nm continuous-wave laser is used for prolonged above-resonant excitation, which has been identified as a suitable method to depolarize the V1 center’s ground state [14]. (ii) A 780 nm picosecond pulsed laser (PicoQuant LDH-P-C-780, 56 ps intensity full width at half maximum (FWHM)) is used for initial state preparation and evaluating ISC rates via pulse-train measurements, which we introduce in this study. (iii) Spin-selective resonant laser pulses at 862 nm with 1.5 ns Gaussian intensity FWHM are used to infer radiative decay rates and the transition dipole moment. The pulses are obtained by shaping a cw resonant laser (Toptica DL pro) with an electro-optic amplitude modulator (EOAM, Jenoptik). The pulse amplitude is controlled using an acousto-optic modulator (AOM, Gooch & Housego). For all measurements, fluorescence emission is detected in the red-shifted phonon sidebands (PSBs) 880 – 1000 nm [16] using long-pass filters and a superconducting nanowire single-photon detector (SNSPD, Photon Spot).

IV. EXPERIMENTAL RESULTS

A. Spin-selective relaxation out of the metastable state

A previous study demonstrated that prolonged above-resonant excitation eventually populates the ground states $g_1$ and $g_2$ of V1 equally [14]. This observation is explained by a metastable-state (MS) lifetime that is significantly longer than the excited-state ($e_1$, $e_2$) lifetimes, such that the system is mainly populated in the MS during excitation. After the excitation, the system relaxes into the ground states according to the ratio $\gamma_3/\gamma_4$ of ISC rates out of the MS. The observed spin depolarization implies therefore that:

$$\gamma_3 \simeq \gamma_4,$$

which is also supported by theory (see Appendix A).
B. Spin-dependent excited-state lifetimes

In the next step, we investigate the excited-state lifetimes $\tau_{e_{1,2}} = (\gamma_{r_{1,2}} + \Gamma_{1,2} + \gamma_{1,2})^{-1}$. Previously, above-resonant short pulses were used which only gave a spin-nonselective lifetime of 5.5 ns [27]. Here, we provide a much deeper insight of the system by probing spin-selective lifetimes. Fig. 3(a) shows the lifetime-measurement sequence. We initially depolarize the ground states by 40 $\mu$s-long above-resonant excitation at 730 nm, followed by a spin-selective resonant excitation pulse between either $g_1$ and $e_1$ ($A_1$ transition) or $g_2$ and $e_2$ ($A_2$ transition). From the time-dependent fluorescence decay shown in Fig. 3(b), we infer the spin-dependent lifetimes to be

$$\tau_{e_1} = (\gamma_{r_1} + \Gamma_1 + \gamma_1)^{-1} = 5.03(2) \text{ ns}$$

and

$$\tau_{e_2} = (\gamma_{r_2} + \Gamma_2 + \gamma_2)^{-1} = 6.26(2) \text{ ns},$$

respectively by single exponential fits. The shorter excited-state lifetime $\tau_{e_1}$ explains the commonly observed larger linewidth for the $A_1$ optical transition [14, 15].

C. Optical Rabi measurement to probe spin-dependent radiative decay rates

The next measurement is outlined to evaluate the spin dependence of the radiative decay rates $\gamma_{r_{1,2}}$. To this end, we conduct pulsed optical Rabi measurement as a function of the laser pulse energy. As shown in Fig. 3(c), each sequence starts by depolarizing the ground states with 730 nm above-resonant excitation, followed by a 1.5 ns Gaussian resonant pulse whose amplitude is controlled by an AOM. Fig. 3(d) shows the integrated fluorescence emission as a function of the square root of the pulse energy. Note that we gate the fluorescence detection at 3 ns after the peak of the excitation pulse to avoid signal deterioration due to laser breakthrough. The results show clear coherent optical Rabi oscillations up to $3\pi$. Rabi frequencies are identical for the two spin manifolds and the $\pi$-pulse energy is 2.8(1) fJ. This implies that both transitions have the same transition dipole strength, or in other words, the radiative decay rates are spin independent: $\gamma_{r_1} = \gamma_{r_2}$ which in agreement with theory (see Appendix D). In the discussion section V, we use these results to further infer the V1 center’s transition dipole moment.
D. Pulse-train scheme for deterministic spin initialization and inferring ISC rates and MS lifetime

The above-described measurements are not sufficient to infer the individual ISC rates. In order to do so, now we introduce a pulse-train measurement consisting of sub-lifetime short pulses. The underlying idea of our approach is based on the following two steps: 1. First, a pulse train is used to deterministically initialize the spin ground states into a steady-state population determined only by the system’s internal transition rates (see Appendix C). 2. Thereafter, the system is excited (‘pump’) by the first measurement pulse (same as those used for initialization). The decay back to the ground state with a decay rate dominated by the MS lifetime is read out (‘probe’) by the second measurement pulse. Our scheme may appear similar to previous pump-probe experiments with two sub-microsecond long pulses [17, 18]. In contrast, our scheme can also determine the branching ratio of the ISC rates from the excited states by employing deterministic spin initialization with sub-lifetime short pulses. Together with the lifetime measurement, we can determine the spin-selective
FIG. 4. Deterministic spin initialization with pulse-train scheme and pump-probe measurement results. (a) The pulse sequence of the measurement. The system is initialized by pulses with long intervals and relaxed into the ground states. Then, the system is excited with two consecutive pulses for ‘pump’ and ‘probe’ to extract the rates. (b) The pulsed excitation probability with its saturation fit. (c) The fluorescence ratio data $1 - N_2/N_1$ are shown for three different excitation probabilities after the background subtraction and pulse energy correction (see Appendix D) with their single exponential fits. (d) The prefactor of the exponential decay $\alpha$ obtained from fitting in panel (c) depicts its linear dependence of the excitation probability with the slope determined by the rates.

ISC rates. Note that our scheme is different from a pulse-train technique used for molecule ensembles [28].

Next, we introduce our pulse-train and pump-probe measurement in detail. For initialization of the ground state with a pulse train, we use multiple 56 ps short pulses, which are significantly shorter than the excited state lifetimes $\tau_{e1,2}$. To ensure that the system resides in the ground states whenever a pulse arrives, we fix the pulse repetition interval at 1\(\mu\)s, which is significantly longer than the MS lifetime $\tau_{\text{ms}}$. Importantly, this avoids complicated dynamics such as re-excitation from the metastable state to other higher lying states [19]. As aforementioned, the key advantage of this initialization method is that the steady-state
ground-state spin populations are determined solely by the internal dynamics of the spin system, regardless of the excitation power. The used optical pulse power range in our measurement does not saturate the optical transition and clear single-exponential behavior is observed in the saturation measurement (see below), which implies a negligible ionization effect requiring two-photon absorption [29]. In addition, this initialization method is not affected by the existence of optical deshelving processes from the metastable state, which were proposed to explain the discrepancies in the $g^{(2)}(\tau)$ data for silicon vacancies in 4H-SiC at cubic lattice sites (V2) [19]. Therefore, our method contributes to accurate and unambiguous extraction of the involved rates. Theoretical spin initialization dynamics is analytically discussed in Appendix C.

After the initialization, the two consecutive 56 ps-short measurement pulses excite the system at an inter-pulse delay $65\,\text{ns} < \tau < 1000\,\text{ns}$. The first pulse is used to read out the steady-state ground-state population after the pulse train, and the second pulse infers the time-dependent decay from the metastable state to the ground state through fluorescence. The relative fluorescence intensity from both pulses ($N_2/N_1$) is then given by a single exponential function for $\tau \gg \tau_{e1,2}$:

$$1 - \frac{N_2}{N_1} = \alpha e^{-\tau/\tau_{\text{ms}}}. \quad (2)$$

Here, the decay constant is the MS lifetime $\tau_{\text{ms}}^{-1} = (\gamma_3 + \gamma_4)/2$. Additionally, with the initial state prepared by the pulse-train method, the prefactor $\alpha$ allows to also extract the intersystem-crossing rates $\gamma_1$ and $\gamma_2$ through the relation:

$$\alpha = P_e \frac{\gamma_3 \tau_{e1} + \gamma_4 \tau_{e2}}{\gamma_3/\gamma_1 + \gamma_4/\gamma_2} \frac{1 - (\gamma_3 \tau_{e2} + \gamma_4 \tau_{e1})/2}{(1 - \tau_{e1}/\tau_{\text{ms}})(1 - \tau_{e2}/\tau_{\text{ms}})}. \quad (3)$$

Here, the excitation probability per pulse is $P_e$, which is determined from an independent fluorescence saturation measurement at a slow repetition rate of 0.5 MHz to ensure that the system resides in the ground state at each excitation. As shown in Fig. 4(b), the fluorescence rate saturates exponentially as $\propto (1 - e^{-E_p/E_0})$, indicating negligible ionization behavior. Again, in this readout part, potential deshelving processes do not affect the result because the metastable state population is empty at the first pulse and no optical excitation occurs between the two pulses.

To underline the validity of our method, we perform the two-pulse excitation measurement at three different excitation probabilities $P_e$. The results are presented in Fig. 4(c). All
TABLE I. Summary of radiative, non-radiative and ISC rates and MS lifetime for single V1 center in 4H-SiC.

| State Transition | Experimental (ns) |
|------------------|------------------|
| $e_{1,2} \rightarrow g_{1,2}$: $(\gamma_r + \Gamma)^{-1}$ | $9.0 \pm 0.1$ |
| $e_1 \rightarrow d$: $\gamma_1^{-1}$ | $11.4 \pm 0.2$ |
| $e_2 \rightarrow d$: $\gamma_2^{-1}$ | $20.5 \pm 0.6$ |
| $\tau_{ms}$ | $240 \pm 2$ |

measurements can be fitted with the same exponential decay time, i.e., the MS lifetime is independent of the pulse power. Moreover, the data in Fig. 4(d) corroborate that the prefactor $\alpha$ shows the predicted linear dependence on the excitation probability in Eq. 3.

With $\gamma_3 \simeq \gamma_4$ (Eq. 1) for V1 center in 4H-SiC known from previous work [14] and validated by theory (see Appendix A), all the ISC rates can now be determined. We note that our approach can also be applied for systems that show $\gamma_3 \neq \gamma_4$, e.g., by using resonant laser pulses to differentiate the spin-dependent populations (see Appendix E). A summary of the results obtained for single V1 center in 4H-SiC is given in Tab. I.

E. Resonant depletion and ground-state initialization measurements

![Diagram](image)

FIG. 5. (a) Resonant depletion measurement sequence (see the main text for detailed explanation). (b) The remaining ground-state population after depletion into the dark state as a function of the initialization time at different initialization powers. The solid lines denote the simulated curves using the experimental obtained rates in Tab. I.
With the above obtained rates, we gain an improved understanding of the photoemission and spin-optical dynamics of single V1 center in silicon carbide. Next, we present near-deterministic ground-state spin initialization scheme based on spin-selective resonant depletion and validate the equivalence between the six- and five-level rate model employed for the defect system. As shown in the six-level scheme in Fig. 1(b), the optical spin-pumping is mediated via ISC through the metastable states. The time constant for initialization into the ground spin \( m_s \pm 1/2 \) or \( m_s \pm 3/2 \) depends directly on the spin mixing rate \( \lambda \) between the doublets \( d_1 \) and \( d_2 \). As mentioned before, the five-level model in Fig. 1(a) is justified when \( \lambda \gg \gamma_{3,4} \).

Our resonant depletion measurement sequence is shown in Fig. 5(a). First, a prolonged above-resonant (730 nm) laser pulse depolarizes the ground-state spins. Second, we perform optical spin-pumping using quasi-cw resonant excitation at different power levels for a time duration \( 0 \leq \tau_{\text{init}} \leq 10 \mu s \) on the \( A_1 (A_2) \) transition (see Appendix F). Via ISC, this eventually increases the spin population in the opposite ground state \( g_2 (g_1) \). After the system completely decays from the metastable-state manifold, we read out the ground-state spin population with a 1.5 ns resonant laser pulse on the \( A_1 (A_2) \) transition. Compared to the previous work [25], where a cw resonant laser serves for optical spin-pumping and readout simultaneously, our depletion sequence avoids complicated dynamics by using sub-lifetime short resonant pulses to read out the ground-state population more accurately. The readout laser pulse energy was kept constant regardless of the quasi-cw laser power during the spin-pumping procedure.

Experimental results for \( A_1 \) excitation at three different power levels is shown in Fig. 5(b). All three data sets show the expected decay of the readout fluorescence as a function of the initialization time. At longer times, the initialization fidelity into the ground state \( g_2 \) reaches \( 99.2 \pm 0.3\% \), which is comparable to the initialization fidelity in NV [30]. The small degradation of the initialization fidelity at higher powers can be explained by optical power broadening leading to reduced spin selectivity during optical excitation. Focusing on the power-dependency of the spin initialization time, we find that at 5.5 nW the time constant is dominated by the optical excitation rate. Conversely, for pump powers larger than 20 nW, no further shortening of the initialization time is observed as system dynamics are now dominated by the excited-state and metastable-state lifetimes. We calculate the depletion time evolution by solving a quantum master equation of the six-level model with the rates...
obtained by the pulse-train measurements and setting a fast spin mixing rate \[25\]. The results for all the initialization powers, presented in Fig. 5(b) as solid lines, show excellent agreement with the experimental data. This result confirms that the obtained rates by the pulse-train method are reliable and that the mixing rate between the doublets is significantly faster than the decay rates \(\gamma_{3,4}\), such that the equivalent five-level model is justified.

Alternatively, we can obtain the rates by utilizing the experimental resonant depletion data at different powers to calculate the density matrix master equation using a custom Nelder-Mead and differential evolution optimization algorithm. With the fine parameter fitting, similar rates were obtained as those measured by the pulse-train measurement scheme (see Appendix G).

V. DISCUSSION

In this section we discuss how to employ the measured rates to estimate the quantum efficiency of the V1 center, which in turn gives the minimum required Purcell enhancement factor for deterministic emitter-cavity coupling \[4, 31–34\]. The quantum efficiency (QE) of an emitter is defined as the ratio between the radiative and the sum of all non-radiative processes (including ISC) from the excited states \(e_{1,2}\) in the case of V1 \[4\]. Notably, nonradiative processes can include direct phonon relaxation \[23\], which is generally not straightforward to measure and may explain the large deviation in the estimated quantum efficiencies of nitrogen vacancy centers \[35, 36\] and silicon vacancy centers \[20, 37\] in diamond. Our estimation gives the radiative and nonradiative lifetimes as follows.

Firstly, we estimate the transition dipole moment from the Rabi oscillation. For this purpose, precise knowledge on the local time-dependent electrical field strength \(E(t)\) at the defect position is necessary. To estimate the field in our SIL geometry, we first use finite-difference frequency domain (FDFD) simulations to obtain the field strength \(E_{\text{bulk}}\) for defects in the bulk without SIL. By comparing optical saturation powers of defects in the bulk and in a SIL, we obtain the field in the SIL as \(E_{\text{SIL}} = E_{\text{bulk}} \sqrt{P_{\text{sat, bulk}}/P_{\text{sat, SIL}}} \leq 8.8 \text{kV} \cdot \text{m}^{-1}\) (see Appendix H). Moreover, we consider that the local effective field at the defect is different from the applied field due to the polarizability of lattices \[38\]. To estimate the local effective field at the defect, we use the Lorentz-Lorenz model \[38\], i.e. \(E_{\text{local}}/E_{\text{SIL}} = (\epsilon + 2)/3\), to estimate the field correction factor as 2.92 leading to the local effective field \(E_{\text{local}} = \ldots\)
26 kV·m⁻¹. Within the area theorem and under the rotating wave approximation [39], the transition dipole moment is given by

\[
\mu = \frac{\pi \hbar}{\int E_{\text{local}} \cdot e^{-\frac{t^2}{\sigma_E^2}} \, dt}
\]

(4)

where \(\sigma_E = \omega_{\text{pulse}}/(2\sqrt{\ln 2})\) and \(\omega_{\text{pulse}} = 1.5\) ns. Therefore, the lower bound of the zero-phonon-line transition dipole moment is \(\mu_{\text{ZPL}}^{\text{lower}} \geq 0.36\) Å. With the relation of the dipole moment and the spontaneous emission rate \(\gamma_{\text{ZPL}} = (3\omega^3\mu_{\text{ZPL}}^2)/(3\epsilon_0 c^3 \hbar)\) [37], the ZPL radiative decay rate is calculated to be \(\gamma_{\text{ZPL}} \geq (270\) ns)^⁻¹. With the previously measured V1 center’s Debye Waller factor (DWF) of 8% [16], the total radiative decay rate for both transitions is \(\gamma_{1,2} = \gamma_r = \gamma_{\text{ZPL}} / \text{DWF} \geq (21\) ns)^⁻¹. Thus, the total transition dipole moment of V1 is \(\mu_{\text{total}} \geq 1.3\) eÅ, which is comparable to the transition dipole moment of NV (\(\sim 1.08\) eÅ) in diamond [37].

Next, we show that the measured rates can be used to estimate the system’s quantum efficiency and to set an upper bound on the rate of all other relaxation processes from the two excited spin subspaces \(\Gamma_{1,2} = \Gamma\) as indicated in the five-level scheme shown in Fig. 1b. With \(\gamma_r \geq (21\) ns)^⁻¹ and the sum of the radiative and direct non-radiative decay rates obtained from the pulse-train measurement \(\gamma_r + \Gamma = (9.0\) ns)^⁻¹, the additional direct non-radiative decay rate is constrained to be \(\Gamma \leq (16\) ns)^⁻¹. Since the definition of the internal quantum efficiency (QE) of defects is given by the ratio of the radiative decay rate to the total decay rate, the lower bounds of QE corresponding to both transitions are:

\[
\begin{align*}
\text{QE}_1 & = \gamma_r \cdot \tau_{e_1} \geq 23\%, \\
\text{QE}_2 & = \gamma_r \cdot \tau_{e_2} \geq 29\%.
\end{align*}
\]

The quantum efficiency of V1 center in silicon carbide is thus similar to that of silicon vacancy centers in diamond (29.6%) [40], which promises great potential for integration into photonic crystal cavities [31].

Furthermore, we also estimate the overall collection efficiency of our confocal setup using the total radiative decay rate \(\gamma_r \geq (21\) ns)^⁻¹ derived from the local-field calibration. The PSB saturation photoemission rate under cw illumination is expected to be \(I_{\text{PSB}}^\infty = (1 - \text{DWF}) \cdot \eta_{\text{det}} \cdot \gamma_r \cdot (n_{e_1}^\infty + n_{e_2}^\infty) \geq \eta_{\text{det}} \cdot 2.7\) MHz with the steady-state excited-state populations \(n_{e_1}^\infty = 2.2\%\) and \(n_{e_2}^\infty = 4.0\%\) (simulated from the measured rates). After optimizing the alignment of
the setup, the saturation photoemission detection rate was measured $I_{\text{PSB}}^\infty = 33 \text{ kHz}$. Thus, the overall detection efficiency of our setup is $\leq 1.2\%$. This upper bound is comparable to state-of-the-art work using NVs [3], in which the overall PSB photon collection efficiency is about 1.5% (calculated from the ZPL photon collection efficiency $4 \times 10^{-4}$ [3], and the DWF of NV centers 2.55% [41]).

From the obtained rates and previously determined pure dephasing rate [15] and the Debye-Waller factor [16] of V1 center, we evaluate the minimum Purcell factor required to realize efficient coupling between the emitter and a cavity which enhances ZPL. To realize the deterministic coupling, i.e. cooperativity larger than 1, Purcell factors of 54 and 43 are required for $A_1$ and $A_2$ ZPL transitions, respectively. The shortened excited-state lifetimes are 2.5 ns and 3.2 ns, respectively, which still permit spin-selective excitation. The prior knowledge of the minimum required Purcell factor directly guides the design of V1 center integrated photonic crystal cavities in silicon carbide as the Purcell factor is proportional to the ratio of the quality factor ($Q$) to the mode volume ($V$) of the cavity.

We also estimated the non-radiative rate $\Gamma$ by using equations derived for the multiphonon relaxation process to be in the order of ms (see Appendix B), which deviates from the upper boundary value estimated from the Rabi measurement. This discrepancy may be attributed to the overestimation in the local electric field due to the Lorentz-Lorenz correction [38] or additional field shielding around the V1 center considering that the dominant electron traps of the sample are carbon vacancies [14, 15]. Another explanation for the measured sizeable value of $\Gamma$ may involve additional decay mechanisms that could be investigated in future work.

VI. CONCLUSION

In this work we studied the spin-optical dynamics of single V1 center in silicon carbide in detail based on the five-level rate model which is equivalent to an energy level scheme derived from group theory for spin-3/2 color centers. The excited-state lifetimes were measured in a spin-selective manner with sub-lifetime short resonant pulses and the values well explain the difference in the optical linewidths of the spin subspaces 1/2 and 3/2. In order to infer the intersystem-crossing rates and the metastable-state lifetime, we developed a pulse-train scheme employing sub-lifetime short pulses, which allowed us to measure the spin-
selective spin-optical rates while avoiding complicated re-excitation into higher-lying states as opposed to measuring with other existing techniques.

Based on the measured rates, we also estimated the optical transition dipole moment and gave a lower bound of the quantum efficiency of single V1 center. We further gave an estimation on the minimum Purcell enhancement factor, providing a guideline for the optimal nanophotonic cavity design embedding V1 color center in silicon carbide. In addition, we demonstrated coherent optical control and near-unity spin-subspace initialization of V1 center, which proves the robustness of the system for quantum applications. Our work also paves the way for studying photophysics and the intersystem-crossing mechanism of existing and emerging defects with high accuracy and is of great importance for quantum technologies based on solid-state spin-active emitters and quantum communication.
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Here, we analyse the full electronic structure of the V1 defect shown in Fig. 6 to determine the relative strengths of all spin-orbit (SO) assisted intersystem-crossing (ISC) transitions between quartet and doublet states. Ground state manifold includes $ve^2$, $v^2e$, and $e^3$ orbital states that are energetically similar due to only slightly broken $T_d$ symmetry of the vacancy center, as previously demonstrated in Ref. 42. Inclusion of the spin degree of freedom further transforms the $ve^2$ orbital into a spin quartet ($g_1$, $g_2$) that forms the ground state of this defect and three doublet states (with $A_1$, $A_2$, and $E$ symmetries). Each of the $v^2e$ and $e^3$ orbital states also form $E$ symmetry doublets. From these doublets, only $ve^2(A_1)$, $e^3(E)$, and $v^2e (E)$ doublets are involved in the spin-selective ground-state ISC mechanism.

Similarly, excited state manifold of the defect includes $ue^2$ and $uve$ orbital states. After consideration of the spin, both $ue^2$ and $uve$ form spin quartet states that are responsible for the optical transitions; for instance, $ue^2 \rightarrow ve^2$ corresponds to the V1 transition observed at 862 nm in this work. On the other hand, $ue^2$ forms three spin doublets with $A_1$, $A_2$, and $E$ symmetries in which only $A_1$ doublet is involved in the ISC mechanism, whereas $uve$ contributes into two $E$ symmetry doublets both contributing to the ISC. Using the symmetry-adapted total wavefunctions of these states like those obtained in Ref. 42, we evaluate the relative strengths of ISC transition rates (obtained through Fermi’s golden rule by using the SO coupling matrix elements) between all doublet-doublet and quartet-doublet states. We make two important observations: (i) In each ground and excited state manifold, there is a strong SO coupling among all energetically close doublets strongly hybridizing these states with each other. (ii) Radiative decay from excited to ground doublet states is most likely suppressed partly due to the mechanism outlined in (i) steering the populations from optically active doublet states toward dark doublets, favouring non-radiative decays. This is expected to manifest itself as an increased metastable lifetime of doublet states in agreement with our observations of the rates.

Following the approach and observations above, the overall spin-selective non-radiative decay rate to each ground state is obtained by adding all relative transition rates from all the doublet states of the ground-state manifold. The rates for each spin are given as

$$\gamma_3 \propto (2\pi/\hbar)\left\{ \frac{|\lambda_3|^2}{3} + \frac{2|\lambda_2|^2}{3} \right\}$$

and

$$\gamma_4 \propto (2\pi/\hbar)|\lambda_T|^2$$

for $m_s = \pm1/2$ and $m_s = \pm3/2$, respectively, in terms of the transverse and longitudinal SO coupling parameters (with respect to the
c-axis). We note that, due to the near-$T_d$ symmetry of the defect center, SO coupling can be assumed to be almost isotropic ($\lambda_T \simeq \lambda_Z$) resulting with $\gamma_3 \simeq \gamma_4$ in excellent agreement with the equal metastable state lifetime observed experimentally. Similarly, we obtain the overall non-radiative decay rate from excited state to doublet states of the excited state manifold to be $\gamma_1 \propto \frac{2 \pi}{\hbar} \left\{ \frac{2|\lambda_Z|^2}{3} + \frac{|\lambda_T|^2}{9} \right\}$ and $\gamma_2 \propto \left( \frac{2 \pi}{\hbar} \right) |\lambda_T|^2$ for $m_s = \pm \frac{1}{2}$ and $m_s = \pm \frac{3}{2}$, respectively, resulting with $\gamma_2 \simeq 0.5 \gamma_1$ under the isotropic assumption, also in great agreement with the experimental data. From a detailed comparison of these rate expressions with those calculated later in Tab. II, the relationship between the components of spin-orbit coupling parameters is found to be $\lambda_Z \leq \lambda_T \leq 1.13 \lambda_Z$ within the error margin of our measurements and simulations. This further validates the full electronic structure model outlined here involving the V1 center’s ISC mechanism.

The fluorescence and ISC mechanism can be greatly simplified into a six-level model of Fig. 1(b) of the main text and Fig. 6, which was obtained in Ref. 14, while also keeping the strong spin mixing among the hybridized doublet states as an adjustable parameter $\lambda$. Note that, in this simplified model, the decay times from excited state doublets to ground state doublets present in the full model is contained in the metastable lifetime of the doublet states. For both $A_1$ and $A_2$ transitions corresponding to spin-1/2 and spin-3/2 subspaces, the radiative decay rates including zero-phonon-line (ZPL) and phonon sidebands (PSBs) are the same. The latter is directly understood from the fact that PSB radiative transitions are the interplay between the orbital wavefunctions of the defect and phonons of the host materials. Both spin 1/2 and 3/2 have the same orbital wavefunctions belonging to the same symmetry group. The phonon modes of 4H-SiC are also spin-independent. Thus, the phonon assisted processes are naturally spin-independent.

**Appendix B: Estimation of the non-radiative decay rates associated with the $A_1$ and $A_2$ transitions**

The non-radiative decay rates $\Gamma_{1,2}$ of the V1 defect are governed by a high-order electron-phonon coupling that involves multi-phonon relaxation of the excited state to ground state. This high-order electron phonon coupling term dominates over the linear electron-phonon coupling term, treated as a high order perturbation, whenever the energy gap between the
FIG. 6. Full electronic fine structure of V1 (left). Simplified six-level energy scheme (right).

electronic states \( (\omega_0) \) greatly exceeds the highest optical phonon mode frequency \( (\omega_{\text{op}}) \) available in the host material. This happens to be the case for the \( A_1 \) and \( A_2 \) transitions of the V1 center with an energy gap of \( \omega_0 = 1.438 \, \text{eV} \) between excited and ground states, and highest phonon cut-off frequency of \( \omega_{\text{op}} = 118.3 \, \text{meV} \) at \( \Gamma \)-point for bulk 4H-SiC revealing that this direct relaxation mechanism is governed by \( 12^{\text{th}} \) order electron-phonon coupling involving minimum of 12 optical phonons. Therefore, it is expected to have a much slower decay rate than its radiative counterpart. In addition, even though the multi-phonon relaxation rate decreases exponentially with an increased energy gap, the energy difference between \( A_1 \) and \( A_2 \) optical transitions \( (\sim 4 \, \mu\text{eV}) \) is significantly smaller than \( \hbar \omega_{\text{op}} \) \( (\sim 118 \, \text{meV}) \). Therefore, it is reasonable to assume \( \Gamma_1 = \Gamma_2 = \Gamma \). Since the main purpose here is only to provide an order of magnitude estimate for the upper bound of \( \Gamma_{1,2} \), instead of using the localized phonon mode frequency in the presence of the V1 center, one can use the bulk cutoff frequency. This is further rationalized as the energies of these localized (flat-band) phonon modes, introduced by the presence of the V1 center, are expected to be very close (only slightly higher) to the bulk optical phonon cutoff energy, as also recently observed for the V2 centers in Ref. 43.

The non-radiative decay rate involving multi-phonons is given (see Ref. 44) by \( \Gamma_i = \)
$\kappa e^{-\alpha \hbar \omega_0}$ in which $\alpha = \ln(D/\hbar \omega_{op})/(\hbar \omega_{op})$ and $\kappa = fB(p)[(N_c - 1)/N_c^2](4\pi^2 \rho_M a^3 D)/(3\hbar m)$ mainly depending on the atomic configuration of the defect and the properties of the host material. The parameters $D, \rho_M, m, a$ correspond to the bonding dissociation energy of the defect, material density (3.17 g cm$^{-3}$), electron mass, and average lattice constant ($\sim 3.094$ Å), respectively. $N_c = 4$ is for the number of atoms contributing to the atomic basis of the vacancy center. The function $B(p)$ originates from the Taylor expansion term belonging to the $p$th-order vibrational mode within an equivalent Morse potential. It is defined analytically as $B(p) = (2^p - 1)^2 p^{(p-2)}/(\Gamma(p + 1))^2)$ in terms of the Gamma-function and depends only on the minimum number of phonons involved ($p = \omega_0/\omega_{op} \simeq 12$) in the relaxation through the energy gap resonantly. For a vacancy center, the dissociation energy is defined as $D = (E_f + E_d + E_r)/2$ (see Ref. 45) using a molecular orbital approach in which $E_f$ is the formation energy of the negatively charged vacancy. Second contribution $E_d$ is the difference in energy between the configuration in which the five active electrons distributed in each of the four hybridized ($sp^3$) orbitals with random spin orientation and the configuration of electrons in the ground state molecular orbital ($ve^2$) for the undistorted system. A third small correction $E_r$ can be added for the lowering of energy due to the relaxation of atoms near the vacancy center. Since we are only looking to estimate an upper bound for the non-radiative decay rate here, we use a conservative smallest possible value for $D$ given as the half of the formation energy $E_f$ ($D = E_f/2 = 4.48$ eV) calculated for the negatively charged V1 center (see Ref. [46]). Overall, the non-radiative lifetime depends exponentially on the number ($p$) of cutoff phonons involved in the relaxation process, but slightly scale with the inverse of the oscillator strength $f^{-1}$. The oscillator strength can be estimated from $f = (6\pi \epsilon_0 mc^3)/(n^2 e^2 \omega_0^2 \tau_r)$ using the experimentally obtained total radiative lifetime, $\tau_r \leq 21$ ns. From this, we estimate the non-radiative decay rate to be $\Gamma_{1,2} \leq (21 \text{ ms})^{-1}$, six orders of magnitude slower than its radiative counterpart. Last, the temperature dependence of the non-radiative decay rate is defined as $\Gamma_{1,2}(T) = \Gamma_{1,2}[1 + 1/(e^{\hbar \omega_{op}/k_B T} - 1)]$ showing almost no temperature dependence up to room temperature.
Appendix C: Pulse-train measurement: theory of initial ground-state spin populations prepared by a train of short pulses

The key to precise determination of the rates is the preparation of the initial spin population well defined by the rates of the spin system. Optical pumping and the intersystem-crossing mechanism are widely used for the spin-state preparation. The optical pumping can be performed with either continuous-wave (cw) laser or with pulsed laser, but spin-state prepared by cw laser can be laser power dependent. As the excitation strength can fluctuate due to the laser and focus instability etc., reliable and reproducible spin-state preparation is not very easy with cw laser. Instead in this study, we use a train of short pulses whose pulse interval \( t_p \) (denoted as \( t_{\text{init}} \) in the main text) is much longer than the metastable-state lifetime to initialize the spin population. This method allows for excitation-strength-independent preparation of the spin state, and thus the spin polarization is ideally determined solely by the rates of the system.

First, we derive the analytic formula of the ground-state spin population by the pulse-train method based on the five-level rate model shown in Fig. 1(a) in the main text. Let the ground, excited, and metastable-state spin population at time \( t \) after \( k \)-th pulsed excitation be \( n_{g_i}^k(t) \), \( n_{e_i}^k(t) \) and \( n_{ms}^k(t) \), respectively, where \( i = 1, 2 \) denotes the spin sublevels \(|\pm 1/2\rangle\) and \(|\pm 3/2\rangle\), respectively. By solving the rate equations, the spin populations after \( k \)-th pulsed excitation are obtained as

\[
\begin{align*}
n_{g_i}^k(t) &= (1 - P_e)n_{g_i}^{k-1}(t_p) + (\tau_{e_i}^{-1} - \gamma_i) \int_0^t n_{e_i}^k(t') dt' + \frac{\gamma_{i+2}}{2} \int_0^t n_{ms}^k(t') dt', \\
n_{e_i}^k(t) &= [n_{e_i}^k(t_p) + P_e n_{g_i}^{k-1}(t_p)] e^{-t/\tau_{e_i}}, \\
n_{ms}^k(t) &= n_{ms}^{k-1}(t_p) e^{-\gamma_{ms}t} + \sum_{i=1}^2 \frac{\gamma_{i+2} n_{e_i}^k(0)}{1 - \gamma_{ms}\tau_{e_i}} [e^{-\gamma_{ms}t} - e^{-t/\tau_{e_i}}],
\end{align*}
\]

where \( \gamma_{ms} = (\gamma_3 + \gamma_4)/2 \). After a large number of pulses \((k \to \infty)\) with a long pulse interval \( t_p \gg \tau_{ms} \gg \tau_{e_i} \), the ground-state populations reach a steady state and are calculated to be

\[
\begin{align*}
n_{g_1}^\infty(\infty) &= \frac{\gamma_2\tau_{e_2}/\gamma_4}{\gamma_1\tau_{e_1}/\gamma_3 + \gamma_2\tau_{e_2}/\gamma_4}, \\
n_{g_2}^\infty(\infty) &= \frac{\gamma_1\tau_{e_1}/\gamma_3}{\gamma_1\tau_{e_1}/\gamma_3 + \gamma_2\tau_{e_2}/\gamma_4}.
\end{align*}
\]

(C1)

These results suggest that the spin polarization with a train of short pulses is independent of the excitation strength and well defined only by the excited-state lifetime and the intersystem
crossing rates. The Eq. C1 is valid even when the direct non-radiative decay channel ($\Gamma_{1,2} = \Gamma$ in the main text) exists.

In experiments, the pulse interval $t_p$ and the number of the initialization pulses $N_p$ cannot be infinite. A longer $t_p$ and a larger $N_p$ are preferable, but these values have to be determined to keep the measurement time realistic. In our experiment, we used $t_p = 1 \mu$s and $N_p = 9$. After nine initialization pulses, we waited for $2 \mu$s to ensure that the system decays back to the ground state. The ground-state spin population at this point is the initial state for the two-pulse measurement. The pulse interval of $t_p = 1 \mu$s ($\approx 4 \tau_{ms}$) was determined by simulating the $t_p$ dependence of the ground spin population, which is shown in Fig. 7(a). With this condition, the spin population is prepared with a precision with an error smaller than 0.1%. At $t_p = 1 \mu$s, we also simulated the $N_p$ dependence of the ground state population and the result is displayed in Fig. 7(b). More than 20 pulses are necessary to prepare the spin state into $n_{g1}^\infty(\infty)$ with a precision of 0.1% error. Nevertheless, we show that the pulse-train experiment can be performed with smaller $N_p$ with a good precision.

In the pulse-train measurement, two laser pulses with a pulse interval $\tau_m$ are applied after spin state preparation followed by a 1-\mu-s-long decay time before the next initialization for the measurement at $\tau_{m+1}$. The pulse sequence $S_m$ for the measurement at $\tau_m$ thus consists of {9 initialization pulses with 1 \mu s interval, 2 \mu s decay time, pump laser pulse, $\tau_m$ delay, probe laser pulse, 1 \mu s decay time}, and we sequentially measured 32 points of $\tau_m = (65 + 30m) \text{ ns}$, i.e. for $m = 0, 1, \cdots, 31$. After $S_{31}$, we waited for 100 ns to repeat the sequence from $S_0$ again. Therefore, one loop of the whole sequence $S_{tot}$ is {$S_0, S_1, \cdots, S_{31}, 100 \text{ ns wait}$}. Although the interval of the laser pulses is perturbated every 10 pulses due to varying $\tau_m$, the sequence $S_{tot}$ basically consists of pulse trains with very large number of laser pulses. Therefore, the spin population is expected to be well initialized during the first loop of the sequence. To demonstrate this, we simulated the whole sequence $S_{tot}$ at the first, second, and the third loop of the measurement, and studied how the ground-state spin population changes over the repetition of the sequence. Fig. 7(c) shows the simulated ground-state spin population in terms of the difference from the theoretical population $n_{g1}^\infty(\infty)$ in $m_s \pm 1/2$ right before the 'pump' pulses at each $\tau_m$. Although the spin population largely deviates from $n_{g1}^\infty(\infty)$ in the beginning of the first loop, the deviation becomes less than 0.2% at all $\tau_m$ from the second loop of the sequence. The pulse interval perturbation by $\tau_m$ introduces a small deviation of the spin population from the steady state, but it is well suppressed by
9 initialization pulses. In the experiment, we record the data 1 second after initiating the sequence.

FIG. 7. Simulation of the initialization of the ground-state spin population using a pulse train of short pulses. (a) Spin population prepared with various pulse interval $t_p$ with large number of initialization laser pulses $N_p = 100$. (b) Ground-state spin population in $m_s \pm 1/2$ prepared with various number of initialization laser pulses at fixed $t_p = 1\,\mu$s. The initial state (before applying any laser pulse) is in the completely depolarized state. (c) Simulated spin population in $m_s \pm 1/2$ with 9 initialization pulses at each inter-pulse delay in the pulse-train experiment at first, second, and the third round of the measurement sequence. The spin polarization can be well prepared from the second round of the sequence. For all plots, $P_e = 0.608$ was used, and the vertical axis is a relative error of the spin population in $m_s \pm 1/2$ from the ideal theoretical value of $n_{g1}^\infty(\infty)$ given in Eq. C1.
Appendix D: Pulsed excitation probability and pulse energy fluctuation

FIG. 8. Pulse energy fluctuation of the ‘pump’ and ‘probe’ pulses in the pulse-train measurement is shown for different excitation probabilities in panels (a), (b) and (c).

The fluorescence count rate ($I$) from a single defect after the background subtraction follows an exponential function of the laser power [47] given by

$$I = I_0 \times \left(1 - e^{-E_p/E_s}\right),$$  \hspace{1cm} (D1)

where $I_0$ and $E_s$ are the pulse energy and count rate at saturation respectively. The pulse energy $E_p$ is obtained from the measured power $P$ and the pulse repetition rate $R$ by $E_p = P/R$. From Eq. D1 the excitation probability of each laser pulse is derived to be

$$P_e = 1 - e^{-E_p/E_s} \hspace{1cm} (D2)$$

To check the energy fluctuation of the pulsed laser employed in the pulse-train excitation scheme, we measured the laser photon counts ($\sim$ pulse energy $E_p$) as a function of the pulse interval ($\tau$) between the ‘pump’ and ‘probe’ pulses. Equation (3) in the main text employs the averaged pulse energy with regard to the first excitation pulse (‘pump’), i.e. $P_{e,avg} = 1 - e^{-\bar{E}_{p1}/E_s}$ (dashed lines in Fig. 8). The actual excitation probabilities considering the pulse energy fluctuation are also illustrated in Fig. 8) for the ‘pump’ and ‘probe’ pulses. The overall fluctuation of the excitation probability is only within 1%. The excitation probability was corrected using the measured pulse energy fluctuation in the analysis of the pulse-train measurement.
APPENDIX E: Resonant spin-polarization readout scheme proposed for $\gamma_3 \neq \gamma_4$

The intersystem-crossing (ISC) rates out of the metastable state to the ground states ($\gamma_3$ and $\gamma_4$) can be differentiated by a resonant readout scheme as shown in Fig. 9. The ground-state spin populations of $n_{g_1}$ and $n_{g_2}$ are initialized into the same states in Eq. C1 by the same above-resonant pulse train (see Appendix C) and subsequently read out by the $A_1$ and $A_2$ pulsed resonant lasers separately. The ratio of fluorescence integrated over a full-time window probed by $A_1$ and $A_2$ resonant lasers depends on all the ISC rates

$$\frac{N'_{A_1}}{N'_{A_2}} = \frac{\gamma_2/\gamma_1}{\gamma_4/\gamma_3}$$  (E1)

Together with the experiments in the main text, $\gamma_3$ and $\gamma_4$ can be distinguished using this resonant readout scheme.

APPENDIX F: Resonant depletion measurement: quasi-continuous wave initialization

The resonant depletion measurement scheme requires cw resonant initialization and subsequent readout by resonant pulses. To realize this within one resonant excitation path (see Fig. 2 in the main text), we initialized instead using quasi-cw excitation in 20 MHz-sine intensity waveform. The intensity output of an electro-optic amplitude modulator (EOAM) is given by

$$I = I_0 \times I_{mod} = I_0 \sin^2 \left( \frac{\pi V_{mod}}{V_\pi} \right)$$  (F1)

where $V_\pi$ is the $\pi$-voltage of the EOAM, $V_{mod}$ the modulation voltage. The unmodulated light intensity which contains the transition frequency at resonance is expressed by
$I_0 \sim \sin^2(2\pi f_0 t) \sim E^2$. Since the amplitude of the 10 MHz sine modulation voltage ($V_a$) is much smaller than the $\pi$-voltage $V_a \ll V_{\pi}$, we have $\sin^2 \left( \frac{\pi V_{\text{mod}}}{V_a} \right) \approx \left( \frac{\pi V_a \sin(2\pi f t)}{V_{\pi}} \right)^2 \sim \sin^2(2\pi ft)$. Thus, the modulated electric field of the resonant laser is $E_{\text{mod}} = \sqrt{I_{\text{mod}}} \sim |\sin(2\pi ft)|$ with $f = 10$ MHz. With trigonometric identities, we see from Eq. F1 that the modulated electric field contains sidebands at $f_0 \pm 10$ MHz. In other words, the bandwidth of the resonant laser is 20 MHz which is within the absorption linewidth of V1 measured in Refs. [14, 15]. Thus, the cw resonant initialization is well approximated by the quasi-cw excitation under the 20 MHz-sine intensity modulation.

**Appendix G: Parameter fine-tuning: extracting the rates from the resonant depletion measurement**

The Hamiltonian of the simplified six-level electronic structure of V1 (see Appendix A) is given by

$$H = \frac{2D_g - 2D_e + \delta_L}{2} \left( |g_1\rangle \langle g_1| - |e_1\rangle \langle e_1| \right) - \frac{2D_g - 2D_e - \delta_L}{2} \left( |g_2\rangle \langle g_2| - |e_2\rangle \langle e_2| \right)$$

$$+ \lambda (|d_1\rangle \langle d_2| + |d_2\rangle \langle d_1|) + \Omega (|g_1\rangle \langle e_1| + |g_2\rangle \langle e_2| + h.c.)$$

in the rotating frame of the resonant laser in terms of ground ($g_1, g_2$), excited ($e_1, e_2$), and doublet $d_1, d_2$ states for each spin multiplicity. The $D_g$ and $D_e$ are the ground and excited state zero-field splitting parameters, respectively. The laser detuning is introduced by $\delta_L$ that allows addressing each $A_1$ and $A_2$ optical transition resonantly with a Rabi frequency of $\Omega$. The Lindblad master equation is defined as

$$\frac{\partial \rho}{\partial t} = -i[H, \rho] + \gamma_1 L(A_{r_1}) + L(A_{r_2})] + \sum_{i=1}^{4} \gamma_i L(A_i) + \gamma_s L(A_s)$$

using $L(A_i) = \Lambda_i \rho \Lambda_i^{\dagger} - \{\Lambda_i^{\dagger} \Lambda_i, \rho\}/2$ in which $\Lambda_i$ are the transition operators that correspond to each $\gamma_i$ decay channel, e.g. $\Lambda_1 = |d_1\rangle \langle e_1|$ for $\gamma_1$. Moreover, additional pure spin dephasing is included with $\Lambda_s = |d_1\rangle \langle d_1| - |d_2\rangle \langle d_2|$. The resulting time-dependent density matrix master equation is parametrized in terms of unknown rates and solved to simulate the fluorescence from $A_1$ and $A_2$ transitions. The rates given in Tab. II are obtained from the fitting of these results to the resonant depletion measurements at different initialization powers simultaneously using a custom-built Nelder-Mead and differential evolution optimization algorithm over a large space of $\gamma_i, \gamma_s, \gamma_r$ values.
TABLE II. Summary of radiative rates, ISC rates and MS lifetime for single V1 centers obtained by the fitting to the measured resonant depletion data.

| Parameter fine-tuned (ns) |  |
|--------------------------|--|
| $e_{1,2} \to g_{1,2}$: $\gamma_r^{-1}$ | 9.1 ± 0.2 |
| $e_1 \to d$: $\gamma_1^{-1}$ | 11.3 ± 0.3 |
| $e_2 \to d$: $\gamma_2^{-1}$ | 20.6 ± 1.1 |
| $d \to g_1$: $\gamma_3^{-1}$ | 270 ± 10 |
| $d \to g_2$: $\gamma_4^{-1}$ | 250 ± 10 |

To ensure the algorithm is not stuck at a local minimum, we performed convergence analysis over $\gamma_1$ and $\gamma_2$ after each iteration. Conservative estimates of the error margins of these rates are also provided in Tab. II, and they are mostly due to the slight scattering present in the experimental fluorescence data points, with varying degrees for different powers, limiting the fitness of the solutions within a given confidence interval (95%). The resulting simulated fluorescence of the $A_1$ and $A_2$ optical transitions using the rates we obtained are in excellent agreement with the experimental values as shown in Fig. 10.

FIG. 10. Parameter fine-tuning based simulated resonant depletion curves denoted by solid lines.

Appendix H: Estimation of the local electric field at the defect in the SIL

The $\pi$-pulse energy of the temporal Gaussian pulse with an intensity FWHM 1.5 ns is 2.8 fJ (see Fig. 3(d) in the main text). Considering the transmission of the objective (Zeiss)
at 862 nm is \( \sim 87\% \), the peak power of the temporal Gaussian profile corresponding to the \( \pi \)-pulse is calculated to \( P_{\pi,\text{max}}^\pi = 1.75 \mu \text{W} \times 87\% = 1.52 \mu \text{W} \). Fig. 11 depicts the saturation measurement of V1 in SIL and bulk regions, where the electric-field enhancement in SIL is related to the ratio of the saturation powers (see the main text). The saturation powers are \( P_{\text{sat},\text{SIL}} = 254 \mu \text{W} \) and \( P_{\text{sat},\text{bulk}} = 819 \mu \text{W} \) from fits. The electric-field strength in the SiC bulk is inferred from the finite-difference frequency-domain (FDFD) simulation by approximating the incident focusing laser as a spatial Gaussian beam. The smallest beam waist by an objective with \( \text{NA} = 0.9 \) is given as \( \omega_0 = 245 \text{ nm} \) for a wavelength of 862 nm at the diffraction limit. In the simulation, \( \omega_0 \) and \( P_{\pi,\text{max}}^\pi \) are the input parameters of the Gaussian beam. The depth (beneath the air-SIL interface) of the defect in SIL is in the order of \( \sim 10 \mu \text{m} \) and the measured bulk defect is located 10 \( \mu \text{m} \) to 20 \( \mu \text{m} \) beneath the air-bulk interface. At these depths, the relative variation of the electric-field strength in the bulk from the simulation is within 5\% as depicted in Fig. 12. Thus, the electric field at focus in bulk is \( E_{\text{bulk}} = 4.9 \text{ kV} \cdot \text{m}^{-1} \). Note that the transition dipole moment estimated from this field strength is a lower limit as it is inferred from the diffraction limited beam waist.

FIG. 11. The photoluminescence as a function of the laser power (cw 730 nm) measured before the objective for the defect in SIL (on which all the measurements mentioned in the main text were conducted) and a V1 defect in the bulk area.
FIG. 12. The electric-field strength at focus as a function of the focal depth, i.e. the distance from the focus to the air-SiC(bulk) interface simulated from FDFD method using the diffraction limited beam waist (NA = 0.9) and the measured π-pulse power as input parameters.
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