Increasing Spatio-Temporal Resolution for Monitoring Alpine Solifluction Using Terrestrial Laser Scanners and 3D Vector Fields
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Abstract: This article investigates the usage of terrestrial laser scanner (TLS) point clouds for monitoring the gradual movements of soil masses due to freeze–thaw activity and water saturation, commonly referred to as solifluction. Solifluction is a geomorphic process which is characteristic for hillslopes in (high-)mountain areas, primarily alpine periglacial areas and the arctic. The movement can reach millimetre-to-centimetre per year velocities, remaining well below the typical displacement magnitudes of other frequently monitored natural objects, such as landslides and glaciers. Hence, a better understanding of solifluction processes requires increased spatial and temporal resolution with relatively high measurement accuracy. To that end, we developed a workflow for TLS point cloud processing, providing a 3D vector field that can capture soil mass displacement due to solifluction with high fidelity. This is based on the common image-processing techniques of feature detection and tracking. The developed workflow is tested on a study area placed in Hohe Tauern range of the Austrian Alps with a prominent assemblage of solifluction lobes. The derived displacements were compared with the established geomonitoring approach with total station and signalized markers and point cloud deformation monitoring approaches. The comparison indicated that the achieved results were in the same accuracy range as the established methods, with an advantage of notably higher spatial resolution. This improvement allowed for new insights considering the solifluction processes.
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1. Introduction

In the periglacial zones of high-alpine areas, the slow downslope movement of soil, induced by cyclic freezing and thawing, is a prevalent hillslope process. Collectively summarized under the term solifluction, the downslope movement involves needle-ice-creep, frost-creep, gelifluction and a plug-like deformation that is manifested in lobes, steps, sheets and stripes [1,2]. Though the rates of movement are generally low, not exceeding 1 m per year, the widespread distribution of solifluction processes above the treeline results in a significant contribution to overall mass transport in high-mountain settings [1]. Additionally, solifluction lobes are important indicators of past climate conditions. Therefore, developing a deeper process understanding of contemporary solifluction processes is vital for palaeoclimatological reconstructions [1,2].

The current trend in many earth and ecological sciences is to increase the spatial and temporal resolution of observations in order to better understand the underlying physical
processes of the observed phenomena [3]. The slow downslope movement of solifluction lobes often results in soil material displacement of only a few centimetres a year, see, e.g., [4,5]. Hence, to increase the temporal resolution, we need measurement techniques that have, at least, several times smaller measurement errors than the expected movement. This would assure the correct estimation of the displacement direction and magnitude. Such measurement accuracy is often achieved by classical geodetic techniques (GNSS and total stations) or by geo-technique sensors [6,7]. However, these methods are point-wise measurement methods, which are strongly limited considering the spatial resolution.

To obtain a better understanding of the spatial distribution of the solifluction, a high-density or a high-spatial-resolution of measurements is required. Arguably, optimal representation would be through dense 3D vector fields, which are gradually becoming used in earth sciences, see, e.g., [8–11]. Generating such a high spatial resolution and, eventually, vector fields based on mentioned traditional measurement methods is infeasible. Therefore, emerging alternatives in geomonitoring focus on using dense point-wise or area-based measurements of the surface geometry, typically represented by point clouds. The point clouds of natural structures are frequently generated by Light Detection and Ranging (LiDAR) sensors, such as terrestrial laser scanners (TLS) and airborne laser scanners (ALS), mounted on unmanned (UAVs) and manned vehicles [9,12], or by photogrammetric approaches from UAV imagery [4,13]. To date, these approaches were used for the detection of higher magnitude movements of, e.g., landslides or glaciers with large surface areas, reaching measurement accuracies between centimetres and decimetres. Additionally, in most cases, the point-cloud-based deformation-monitoring strategies are only able to accurately estimate the displacement in one direction, namely, in the direction of the local surface normal (more in Section 2). Such accuracy is, unfortunately, insufficient for the detection of slowly moving landforms, such as solifluction lobes, with higher spatial and temporal resolution.

Alternatively, camera and/or other instruments and approaches, e.g., terrestrial radar interferometer, are used for the geomonitoring of highly dynamic natural objects and phenomenon, such as landslides, glaciers and icebergs [11,14,15]. These approaches rely on the processing of consecutive image sequences taken with high frequency (nearly continuously) from a single viewpoint with a permanently mounted sensor. They are rarely used to assess the 3D displacements [11], and are generally not well-suited for the monitoring of solifluction.

In the present study, we address and discuss these shortcomings, and within this topic we pursue three main aims:

- We establish a new workflow for the monitoring of slowly moving landforms with higher spatial and temporal resolution based on the TLS point clouds and 3D vector field representation, with a particular focus on solifluction lobes;
- We compare this approach with the established point-wise and point-cloud-based approaches, and analyse the advantages and disadvantages, as well as the information they can retrieve about solifluction;
- We evaluate the spatial distribution and deformation pattern of movement for a particular solifluction lobe.

Consequently, we base our study on laser scans and also on classical methods for measuring solifluction. While we focus this study on one single study area, the methods used can be transferred to similar applications of geomonitoring.

The study is structured as follows: Section 2 recapitulates the state-of-the-art regarding monitoring of solifluction, geomonitoring using point clouds in general, and the methodologies used to determine deformations out of point clouds. Section 3 introduces the study area, the data acquisition and the processing methods used. Based on theses basics, Section 4 presents the results that are discussed in Section 5 and concluded in Section 6.

2. State of the Art

The overview of the state-of-the-art first introduces the strategies for monitoring solifluction (Section 2.1), then surveys the use of point clouds in geomonitoring applica-
tions (Section 2.2), and, finally, summarizes displacement calculation and deformation monitoring strategies based on point clouds (Section 2.3).

2.1. Strategies for Monitoring Solifluction

Earlier studies performed displacement measurements on solifluction lobes using inclinometers, strain probes and so-called solifluction meters, which can all determine subsurface movement without excavation [6,16–19]. Other studies focused on repeated GNSS or total station measurements of the position of painted stones or marker pins, which are regularly distributed on the moving surface. Segmented rods are emplaced vertically and recovered after one or several seasons have been successfully applied to survey vertical velocity profiles [2].

Some approaches combine automated monitoring of frost heave and subsurface deformation with the simultaneous recording of environmental variables such as snow depth, soil temperature and soil moisture. While achieving very high temporal resolution, all these methods operate in a point-wise mode, failing to depict the strong spatial variability of surface movements that is characteristic for solifluction features [1,20].

One well-suited method that operates in an area-based mode, and is widely applied in geosciences to monitor and quantify geomorphic change, is terrestrial or airborne laser scanning [12]. ALS data have proven to be useful for monitoring the geomorphodynamics of higher magnitudes and of large areas that are also affected by solifluction processes [21]. In contrast, TLS, which has rarely been used to quantify rates of surface deformation by solifluction, presents a viable alternative to slowly moving landforms, as slow deformation in the order of cm per year calls for very high precision and a stable georeferencing of the resulting point clouds [22,23].

This situation can be confirmed by further studies analysing solifluction using point clouds gained by photogrammetric reconstruction and UAV imagery [4,13]. This approach generally showed the benefit of using area-based measurements with a high spatial density of information in 2D. However, a quantification of the achieved measurement accuracy was missing, while the possibility for deriving the 3D displacement vector fields was only implied. The authors in [4] only mention that the movement of about 2 cm that was identified using total station measurements could not be determined by UAV-based point clouds, due to their uncertainty being in the range of several centimetres.

2.2. Using Point Clouds for Geomonitoring

In general, performing geomonitoring using point clouds acquired by TLS, ALS or photogrammetry is widespread at present. Due to the dense and area-based acquisition of geometries of natural objects with sizes ranging from meters to kilometres, these are very attractive methods to detect movements and geometry changes. Hence, they are becoming more popular for monitoring tasks regarding natural surfaces, such as icebergs [24], rock faces [9,25,26], and change detection after earthquakes [27–29] or due to volcanic hazards [30–32]. A broad overview of the use of TLS in earth sciences is given in Telling et al. [33].

Geomorphologic processes have been the focus of many studies [34–39] particularly considering landslides, in which solifluction can be grouped. Here, mainly long-range laser scanners were used to investigate their movement. In these cases, the study areas are of several square kilometers and landslides are with movements exceeding cm/day magnitudes, such as the movement of the Pisciotta landslide (Italy), with a velocity ranging from 0.5 to 2.0 cm per day [40]. Long-range laser scanners can measure natural surfaces up to distances of several kilometers. This allows the capture of large areas of some square kilometers, but the accuracy of the point clouds is limited to several centimeters at best. Pfeiffer et al. (2018) [41], for example, detected the movement of the Reissenschuh landslide (Tyrol, Austria) with a Riegl VZ-6000 long-range scanners, where movements of 0.62 m per year could be detected. Fey and Wichmann (2017) [42] also investigated the uncertainties
while monitoring the movement of high-alpine terrain and vegetated mountain slope. They observed similar measurement uncertainties in the level of more centimetres.

In terms of solifluctional processes with movements of a few cm per year, a lower uncertainty of measurements is needed. Thus, advanced strategies for data acquisition, processing and deformation monitoring using point clouds are needed to be capable of detecting small deformations. Such a strategy was developed and presented in this study (Section 3.4.3).

2.3. Determining Deformations Using Point Clouds

There is a number of methods to calculate deformations using point clouds. Those methods might be grouped into three different strategies: point cloud based, point based and parameter based strategies [43], but different possibilities for grouping these strategies also exist (e.g., [44,45]).

Within point-cloud-based strategies, the complete point clouds acquired in at least two epochs and expressed in the same coordinate system are used to determine the geometric changes between them. A typical example of these methods is point cloud comparisons by the M3C2 algorithm [46]. Another one uses the iterative closest point (ICP) algorithm to quantify the rigid body-motion parameters between two point clouds, which was primarily developed for point cloud registration [47]. To additionally enable the detection of shape changes (i.e., shape deformations) within point clouds, several ICP derivatives were developed for the particular task of deformation monitoring, such as the algorithm described in [48] or the ICProx algorithm described in [49]. Alternatively, the point clouds are supplemented by a simple surface approximation, e.g., one based on polygonal meshes or triangular irregular networks (TINs), where the goal is to reduce the error originating from the discrete representation of the observed surface geometry. A representative method for earth sciences has been proposed in [50], where the point clouds are converted into gridded digital elevation models (DEMs) before calculating the deformations as the differences between DEMs from two epochs.

For the point-based strategies, the point clouds are reduced to subsets of salient points, also called features or keypoints, which have unique characteristics considering their local neighbourhood. This means that they can be found in and matched between the point clouds from different measurement epochs without the requirement of previously registering the point clouds in the common coordinate system and exploiting the neighbourhood in the Euclidean space (as is the case for the methods presented in the previous paragraph). Very few point-based strategies have received the recognition of the scientific community to date, where the two most prominent examples are from [51], which requires additional information from RGB images and single scans from the same viewpoint between epochs, as well as the method described in [9], which relies on deep learning.

Additionally, considering point-based strategies, on a few occasions the point clouds of natural surfaces are first transformed in the 2D image representations of the terrain, either in digital terrain model (DTM) or digital orthophoto maps (DOF). Then, the 2D local image features are detected to allow for correct point-wise correspondences between two point clouds [4,8]. However, the presented methods did not fulfil the accuracy requirements for the monitoring of slowly moving landforms, such as solifluction lobes, with higher spatial and temporal resolution.

Finally, for the parameter-based strategies, the point clouds are approximated using different geometric representations. In most cases, these are simple mathematical approximations based on quadrics or simple geometrical primitives (e.g., planes) due to the easy interpretation of the derived parameters [43]. In this case, deformations are characterized as changes in the parameter values describing the mathematical approximation.

Such parameter-based strategies are mostly used to monitor man-made objects, such as tunnels [52–54], water dams [55–57] or radio telescopes [58]. Contrary, point-cloud-based as well as point-based strategies are more often applied to geomonitoring applications
since they are better-suited for natural objects that do not follow any construction rules, as man-made objects do.

Thus, the cited studies of the previous subsection are mostly point-cloud-based, and rely less on point-based strategies to reveal geometric changes. Within those strategies, all studies differ slightly considering the used methods, where the most common ones are the M3C2 algorithm and the methods based on ICP. It is also worth noting that only point-based strategies are capable of generating the 3D vector fields that can faithfully describe the flow of landforms with high spatial resolution. In the following text, we will compare the results of the established point-cloud-based strategies (local ICP and M3C2) with the developed workflow (point-based strategy) that enables sufficient accuracy-required monitoring of slowly moving landforms with higher spatial and temporal resolution.

3. Methods and Materials

We analysed the solifluction, i.e., the surface velocities and pattern of deformation of adjacent lobes, in the Austrian Alps (Figure 1). Section 3.1 presents the test area where the measurements were performed during the summer season of years 2014 and 2016. To determine the geometric changes between both years with sufficient accuracy, we established a common local coordinate system according to the usual geodetic practices [59]. This coordinate system was fixed to the Earth’s surface by mounting and measuring a set of permanently stabilized points, and therefore realizing the reference frame and/or geodetic datum. This step is called georeferencing (more in Section 3.2) and it ensures that the measurements of both epochs can be linked to the same coordinate system and analysed within it. It allows for a comparison of the measurements and reveals the deformation velocity and pattern with high accuracy. We conducted both point-based measurements using a total station (Section 3.3), as well as the area-based measurements using a terrestrial laser scanner (Section 3.4) for comparison and validation purposes. The measurements were analysed and discussed in detail in the following sections.

3.1. Study Area

The study area (Figure 1) is located in the central Hohe Tauern range of the Austrian Alps, about 5 km south of the Großglockner (3798 m NHN—Normalhöhennull; height above sea level), the highest peak in the Eastern Alps. Here, the crystalline rocks of the penninic Tauern Window border the strongly weathered micashists and phyllites of the Shober mountains that dominate the small Glatzbach creek area [60]. At the southern fringe of the catchment, a prominent assemblage of solifluction lobes of different scales attaining lengths of up to 50–80 m with riser heights of up to 0.5 m is located between 2600 and 2700 m NHN, oriented towards the eastern and northeastern directions [6,61].

This field site has been the subject of earlier studies. Previous studies in the Glatzbach area by Stingl et al. (2010) [61] showed that the regolith at this altitude frequently shows thickness larger than 0.5 m and is composed of weathering products of limestone- and quartz-rich phyllites. This fine-grained substrate favours the widespread development of solifluction lobes with seasonal movements primarily taking place during the thawing period in late spring and early summer. Between 1985 and 2008, surface velocities were measured continuously using repeated GNSS surveys of more than 100 markers. Results show highly variable mean velocities between 2 and 20 cm per year, with peak velocities of individual markers attaining as much as 100 cm per year [20,61]. Despite the very long time series of measurements at the site, a rigorous analysis of the pattern of surface deformation in high-resolution is still missing.
Figure 1. (A) Location and orientation of study area (Background image courtesy of Land Tirol) (B) Downhill direction of solifluction (red arrows).

3.2. Georeferencing

To define the aforementioned geodetic datum (Section 3), two strategies could be followed: In the first one, the datum is defined by acquiring the measurements directly in a georeferenced coordinate system. Thus, the instrument is localized and oriented in a global coordinate system before or during the measurements. For example, a GNSS-antenna could be placed directly on top of a laser scanner or a total station, which allows for direct estimation of their position in one of the global coordinate systems, e.g., in World Geodetic System 1984 (WGS84), see, e.g., [62]. Alternatively, the instrument is georeferenced indirectly by measuring a set of stable points whose positions are previously defined in a global coordinate system. Hence, the local instrument’s coordinate system is transformed into a global one by exploiting the known correspondences between the coordinates in the instrument’s and the global system, for example, within the least-squares adjustment, see, e.g., [63].

While the direct georeferencing is more efficient, since no stable points have to be signalized and measured, it lacks dependence on the quality of the sensor observations used for georeferencing, e.g., GNSS observations [4]. Usually, this strategy leads to less accurate point positions and, most importantly, to point positions that might vary between two epochs or that cannot be estimated well enough. Since we seek to detect geomorphological processes with velocities in the order of a few centimetres a year, we used the more accurate indirect georeferencing strategy.

Hence, to realize the local coordinate system, we permanently mounted nine points, forming a geodetic network (depicted in Figure 2 in 2D, and in Figure 3 in 3D, and marked as “Network Points”). Three points (number 1, 2, 9) were permanently mounted on stable bedrock outcrops outside of solifluction features. For this, we used a drilling machine and marked the holes with surveying points. The origin of the local coordinate system is defined in point “2” with the values of 1000 for the x- and y-axis to avoid calculations
with negative coordinates. The direction of the y-axis points towards the point “1”, while the x- and z-axis complement a right-handed coordinate system. Additionally, we placed further six points in the vicinity of the area potentially affected by solifluction. Two of them (number 6, 7) are again installed in the bedrock, while four of them (3, 4, 5, 8) are placed in unconsolidated material. The latter points are likely to shift between measurement epochs; however, they were deemed and attested as stable during each individual epoch. Hence, including them in the network adjustment improves the geometry and increases the quality of the underlying geodetic network. In other words, although the long-term stability of these points is questionable, they allow for a more accurate estimation of the relative positions of other stable points within each epochs. Finally, from all nine “Network Points”, only the ones that were confirmed to be stable between the epochs in the deformation analysis (see Section 4.1) were used for estimating the transformation parameters (georeferencing).

Figure 2. Configuration of the measurements in the study area, 2D top-down view.

Figure 3. Configuration of the measurements in the study area, 3D view.
3.2.1. Data Acquisition

All Network Points were measured in both epochs based on the conventional measurements of geodetic networks [59] with the total station Leica TS30. Thus, all points were signalized with high precision prisms on surveying tripods and tripods. The total station was successively placed on each tripod to measure vertical angles, horizontal directions and slope distances to all other visible points. Leica TS30 is a high-end instrument with measurement accuracy in the sub-millimetre-to-millimetre level for the slope distance measurements (0.6 + 1 ppm) and 0.5 arc seconds for the angular measurements [64]. To additionally guarantee high accuracy and reliability, these measurements were performed repeatedly using strategies to eliminate potentially existing random and systematic errors in the whole measurement process. This procedure has been established in engineering geodesy for decades, see, e.g., [63], but has rarely been applied in a geomorphologic context.

Total stations, and also the terrestrial laser scanner used later, measure the slope distances electro-optically using the phase-shift or time-of-flight measurement principle. When measuring the distances based on an emitted laser beam, the refractive index that determines the speed of that laser beam in the atmosphere needs to be known [63]. This refractive index mostly depends on the air temperature and pressure, while the humidity is less important. If this refractive index is not known along the travelled path of the laser beam, the measured distance is biased with a scale-related systematic error, reducing the measurement accuracy. This leads to systematically too-long or too-short distance measurements:

- Changes in the air temperature of a 1 °C increase or decrease, respectively, the distance by 1 mm/km (+1 °C causes −1 mm/km);
- Changes in the air pressure of a 3 hPa increase or decrease, respectively, the distance by 1 mm/km (+3 hPa causes +1 mm/km).

Thus, we also frequently measured the air temperature and pressure at the instrument and target positions and corrected the measured distances accordingly.

3.2.2. Data Processing

We analysed the quality of all measurements and the derived coordinates of Network Points in both epochs based on a geodetic network adjustment. The approach outlined below equals a classical geodetic point-based deformation analysis described in many text books, e.g., [65]. The processing chain includes the following steps for each epoch:

- Analysing the observations from each station, eliminating outliers, reducing random and systematic errors following geodetic basics;
- Applying corrections to all measured distances accounting for changes in air temperature and air pressure based on the recorded values;
- Estimating the coordinates of the network points in a network adjustment based on the least-squares;
- Assessing the quality of the network: Analysing the estimated covariance matrices of the network points as well as the partial redundancies of each observation. While the first aspect concerns the accuracy of the network, the second one describes its reliability, i.e., its ability to detect outliers.

After these steps are performed for both epochs (2014 and 2016) separately, both sets of coordinates were tested for congruency to fix the datum identically for both epochs [65]. Therefore, the “two-epoch-comparison” is used to test whether each network point moved between epochs or its position remained stable. This statistical test is needed, since differences between the point coordinates could be caused by random measurement errors or an actual movement of the point. Without a statistical test, these possibilities could not be separated.

The points that remain stable between both epochs are used to fix the final geodetic datum, and they are commonly called “datum points”. Hence, only these datum points
were used to finally georeference all local measurements, whose acquisition is described in Sections 3.3 and 3.4.

3.3. Point-Based Measurements with Total Station

The most prominent solifluctional tongues and lobes have been signalized, with 20-cm-long PVC rods inserted halfway into the ground. These surface markers helped to map the spatial distribution and variability of solifluction rates at several discrete points, as shown in Figures 2 and 3. In sum, in both epochs, we relied on 104 markers that were deployed in an earlier study [20].

We positioned the total station (Leica TS30) in the study area between network points 7 and 8. From this position, all surface markers were visible after signalizing each with a prism mounted on a plumb rod. All 104 markers were measured in both epochs in the local coordinate system, realized by the total station. Additionally, we measured Network Points for later georeferencing. Again, air temperature and pressure were recorded during these measurements.

We applied the necessary corrections to all distance measurements (see Section 3.2.2) and calculated 3D coordinates of each surface marker. After georeferencing these coordinates for each epoch separately, the difference vectors of all 104 markers between both epochs were calculated to represent the land-surface movements in the study area.

3.4. Area-Based Measurements with Terrestrial Laser Scanner

Contrary to the total station measurements of a finite number of signalized surface markers, a terrestrial laser scanner samples the whole surrounding area without the requirement of special reflectors positioned above known points. The measurement rate and the resulting point density and the amount of captured details are tremendously higher. For example, the commercial laser scanners commonly have a measurement rate of 1 million points per second, with a point spacing of only several millimetres or centimetres [43]. The data acquisition and processing are explained in the following text.

We scanned the whole study area with a laser scanner Leica ScanStation P20 from 13 stations in 2014 and 14 stations in 2016 (Figures 2 and 3, green and blue markers). The position of each station was chosen considering that the solifluction lobes should be measured in detail and without any occlusions. The positions were selected similarly for both epochs, so that the eventual systematic errors due to changes in measurement configuration (distance and angle of incidence) and due to changes in the field of view (most of the instrumental errors are elevation-dependent) would be of minor importance when building the epoch-wise difference between point clouds. In other words, all eventual systematic errors would remain similar and cancel each other out to a large degree when building the differences. Additionally, this assured that similar details in the study area are captured with a similar resolution, which is important for the developed deformation monitoring workflow presented in Section 3.4.3.

All scans were acquired with a resolution of 3.2 mm at 10 m distance, leading to a point spacing in the complete test area of at least 20 mm and about 80 million points. Figure 4A,B depict a top-down and 3D view of the 16 square meters area of a point cloud, coloured according to the intensity of the reflected laser beam. It can be seen that the reflective properties of the scanned surface are quite inhomogeneous. This can be explained by the vegetation cover on a surface that is highly variable on a centimetre scale. Consequently, the measurement precision noticeably varies between points and pochs, as it is proportional to the intensity according to the intensity-based stochastic model presented in [66].

Analogue to the total station measurements, all necessary corrections were applied to the distance measurements. Afterwards, the point clouds of all stations were registered into a common local coordinate system using laser-scanning targets (black and white checkboard planar targets) that were installed on tribrachs and tripods and distributed over the complete study area. The point cloud registration was achieved with high accuracy, where the standard deviation of target residuals was 1.3 mm per coordinate (2.2 mm in 3D). Next,
the resulting point cloud of each epoch was georeferenced using the datum points that were also signalized with the laser-scanning targets. The georeferencing accuracy was comparable with the standard deviation of target residuals of 1.1 mm per coordinate (1.9 mm in 3D). Figure 4C depicts the resulting georeferenced point cloud in three dimensions.

Figure 4. (A) 2D top-down view of the 16 m² point cloud section coloured according to the intensity of the reflected laser beam (dark red = low intensity corresponding to vegetation, bright yellow towards blue = high intensity corresponding to bare soil/ground; (B) corresponding 3D view; (C) 3D view of the complete captured, registered and georeferenced point cloud. Blue rectangle—approximate position of the area presented in (A,B); Black rectangle—of the area presented in Figure 5.

To determine geometric changes, the point clouds of the entire study area from 2014 and 2016 are compared with each other, using several different methods. The data processing of these methods is described in the following subsections.

3.4.1. Data Processing: Point Cloud Comparison

For the point-cloud-based strategy (see Section 2), the M3C2 algorithm [46] is chosen as the best-established method, especially in earth sciences when dealing with irregular surfaces. It allows for the robust comparison of two point clouds with increased sensitivity towards deformations in the direction of the local surface normals. This increased sensitivity is achieved by locally fitting small planar patches, which strongly reduces the measurement noise. For more information on point cloud comparisons in general, and the M3C2 algorithm in particular, see [57]. The result of the comparison is a so-called color-coded inspection map with a color representation corresponding to the signed distances between point clouds. This map is later used to draw conclusions about the movement of the lobes in Section 4.

3.4.2. Data Processing: Local ICP

Another representative method belonging to the same strategy (see Section 2) which is used in this study is the calculation of transformation parameters by ICP algorithm
between the smaller local regions extracted from the complete point clouds. Here, large transformation parameters indicate a deformation within the corresponding regions. These regions can be defined and extracted automatically by dividing the complete measured object into cells of equal size, as was performed in [67] with the ICProx algorithm. Alternatively, the regions can be manually defined based on prior knowledge, which is potentially more meaningful for a particular study. Herein, we adopted the latter approach.

Our prior knowledge was based on the previously conducted M3C2 point-cloud comparison. Namely, regions that seemed to be deformed based on the M3C2 were further analysed by calculating the local transformation parameters between both epochs using the ICP. These regions represented the individual lobe tongues that were extracted from both georeferenced point clouds. Figure 5 presents one such example. Based on the estimated transformation parameters, a displacement vector can be calculated that describes the movement of the respective lobe tongue.

It is worth noting that both of the aforementioned approaches are primarily sensitive in the direction of the local surface normals. This can mean that a large portion of the deformations occurring along the land surface remains undetected. That was largely investigated in [9], which clearly indicated the advantages of the “point-based” point-cloud comparison strategies (see Section 2), where they proved that 3D vector fields can much more faithfully represent the deformations of landforms. However, the approach developed in the latter study cannot reach sufficient accuracy to detect the deformations of several centimeters, as was expected in the present study. Therefore, this was the motivation for developing a new “point-based” comparison strategy, which is presented in the following section.

![Figure 5. Point clouds of a segmented region in the study area corresponding to a single solifluction lobe.](image)

3.4.3. Data Processing: Feature Detection and Tracking

As the most advanced method, we propose a new workflow which falls into the category of the point-based deformation-monitoring strategies with point clouds (see Section 2). The method generates a dense 3D vector field with the accuracy of each resulting vector ranging from millimetres to a few centimetres. This allows the analysis of the solifluction with increased spatial and temporal resolution, allowing for better understanding of the underlying processes.

This workflow is specifically developed for monitoring slowly moving landforms, which are typically observed in longer time intervals in comparison to the fast-moving natural objects and phenomena, such as landslides, glaciers or icebergs. Hence, it overcomes the deficiencies of the existing approaches:

- It does not require permanent mounting of a sensor and continuous monitoring from a single viewpoint [11,14,15];
• It is not limited to detecting displacements only in 2D [4,14,15];
• It can achieve sufficient accuracy of the 3D displacement vectors to faithfully capture
  the motion of slowly moving landforms, such as solifluction lobes, which cannot be
guaranteed with the existing approaches [4,9,11,14,15].

The developed workflow relies on feature detection and matching, which is commonly
used in image processing to detect distinctive points in an image and to match the corre-
sponding points between similar images [68]. As the result is a 3D vector field describing
the motion of the detected features between two epochs, we refer to the presented workflow
as feature detection and tracking. To apply image-processing algorithms, the registered
point cloud is rasterized in a corresponding image representation in two steps. First, it is
transformed in a digital elevation model (DEM) with a millimeter-level resolution and with
a projection plane spawning through the XY-plane of the local coordinate system. As laser
scanners do not sample the surroundings in a regular Cartesian grid, an interpolation step
was necessary to assign the height values for all empty pixels in the DEM. Additionally,
if more than one measurement fell within one pixel, these measurements were simply
averaged. Second, the resulting DEM is processed by the hillshading technique for creating
relief maps [69], which indicates relative slopes and ridges rather than absolute heights.
This step increases the amount of detail that can be identified and correctly matched
between two measurement epochs.

Distinct points in the resulting hillshade images are detected using the minEigen
algorithm [70], while the detected points are uniquely described regarding their local
surrounding using the KAZE feature description algorithm [71]. The latter two algorithms
were selected as they provided the largest number and the best distribution of matched
points from several tested methods. The matching of the detected and described corre-
sponding points results in numerous (more thousands) vectors representing the direction
and magnitude of point movements between two measurement epochs.

The main problems of the feature detection and matching in image-processing are an
inevitably large number of false matches and relatively poor localization precision of each
individual feature. These problems are tackled by a filter tuning, an outlier elimination
and an averaging step. The filter tuning aimed to select the minEigen and KAZE algorithm
parameters that produced the minimal number of false matches and, in our study, it was
optimized for the study area.

For the outlier elimination, a special strategy was developed that relies on the premise
that all neighboring points move in similar direction and with a similar magnitude. There-
fore, two histograms were created from all neighboring vectors connecting the matched
points of two measurement epochs: one histogram with the vector magnitudes and one
with their orientation. The histograms’ maxima indicate the general direction and magni-
tude of the lobe’s movement in a particular region. All vectors that were notably different
regarding the subjectively defined threshold were deemed outliers, and therefore elimi-
nated. In the final step, numerous unordered vectors are locally averaged (median) in a
regular grid forming a 3D vector field. This step increases the precision of the estimated
displacement vectors. The neighbourhood for histogram-based outlier determination is
approximately three times larger than the one used for the final local averaging to increase
the sample size and assure local congruency. The results of this workflow are presented in
the following section, and its success with respect to the traditional point-wise and other
point-cloud-based deformation-monitoring methods are discussed in detail in Section 5.

4. Results

In this section, we first evaluate the accuracy of the georeferencing (Section 4.1), then
the point-based monitoring method (Section 4.2) and, finally, the three tested area-based
monitoring methods (Section 4.3).
4.1. Georeferencing

After processing the total station measurements (outlier detection and all corrections), we estimated the point coordinates of the “Network Points” of both epochs (2014 and 2016) in the geodetic network adjustment (see Section 3.2). The coordinates of the points (epoch 2014) and their differences between the epochs are shown in Table 1.

Table 1. Results of the network adjustment: Coordinates of Network Points in the year 2014, its 3D accuracy $\sigma$ (estimates based on the coordinates covariance matrix from the network adjustment), the movements between 2014 and 2016 along each axis ($\Delta x$, $\Delta y$, $\Delta z$), in 2D ($\Delta_{2D}$), in 3D ($\Delta_{3D}$) and the labeling of stability.

| No. | x [m]   | y [m]   | z [m]   | $\sigma_{xy}$ [mm] | $\sigma_z$ [mm] | $\Delta_{xy}$ [mm] | $\Delta_z$ [mm] | Stable |
|-----|---------|---------|---------|-------------------|----------------|-------------------|----------------|--------|
| 1   | 999.9919| 1114.8805| 1017.8782| <0.2             | <0.8          | 1.7               | −0.9          | yes    |
| 2   | 999.9942| 999.9980 | 1000.0019| <0.2             | <0.8          | 1.0               | −0.5          | yes    |
| 3   | 1075.8894| 1089.6349| 975.3597 | <0.2             | <0.8          | 70.3              | −20.9         | no     |
| 4   | 1061.4230| 1032.5943| 964.5047 | <0.2             | <0.8          | 26.1              | 0.0           | no     |
| 5   | 1089.2397| 994.6102 | 956.3786 | <0.2             | <0.8          | 61.0              | −8.2          | no     |
| 6   | 1107.0519| 1062.4591| 962.2790 | <0.2             | <0.8          | 0.1               | −3.7          | yes (xy)|
| 7   | 1131.7983| 1002.1349| 950.0082 | <0.2             | <0.8          | 0.2               | 1.3           | yes    |
| 8   | 1150.1347| 1039.8193| 939.2219 | <0.2             | <0.8          | 4.6               | 2.4           | no     |
| 9   | 1199.6738| 1026.6174| 941.1861 | <0.2             | <0.8          | 0.9               | 0.2           | yes    |

According to a geodetic deformation analysis [65], the coordinate differences between both epochs, here expressed by the vector $\Delta$, are statistically evaluated considering their uncertainty, here expressed by $\sigma$. Since the uncertainty is less than 1.0 mm for each point (based on the covariance matrix of the estimated coordinates in the network adjustment, see Section 3.2.2), even displacements of several millimetres can be detected.

The deformation analysis of the points affirmed the points 1, 2, 6, 7, and 9 as stable points. They did not move between the two epochs within the uncertainty range denoted in Table 1 and were therefore used to fix the geodetic datum, i.e., they were used for georeferencing. The statistical deformation test, according to [68], is based on a probability level of 99.7%.

Contrary, the points 3, 4, 5, and 8 are identified as unstable within the deformation analysis. These points showed significant movements between 5 and 74 mm and are shown in Figure 6 as red vectors. They give a first indication of the magnitude of the movement in the unstable region of investigation.

Figure 6. Displacement vectors characterizing solifluction in the study area (2D top-down view).
4.2. Point-Based Measurements: Comparison of Surface Markers Coordinates

As described in Section 3.3, after georeferencing, the point coordinates of all surface markers (Figures 2 and 3) in both measurement epochs were calculated and then compared with each other. The differences are shown as green vectors in Figure 6. It can be seen that the points moved differently between 2014 and 2016. At some locations, the movements reached up to 220 mm. The movements of neighbouring surface markers point to similar directions and have similar orders of magnitude. The direction of movement also matches the expected flow direction of the lobes, as they point to the direction of the lower areas. This confirms that the accuracy of this established pointwise geodetic approach was sufficient for this task of monitoring the slowly moving solifluction lobes with a given temporal resolution.

From the different vector lengths within the study area, it can be concluded that there are more active and less active regions. However, a clear identification of individual lobes is not possible, because of the wide gaps between the sparse number of surface markers where no motion information is obtained. Hence, this strongly limits the spatial resolution. This gap is filled by the analysis of the area-based measurements with TLS and with the newly developed point-based monitoring workflow.

4.3. Area-Based Measurements: Point Cloud Comparison

Figure 7 depicts the color-coded inspection map, which is a result of the M3C2 algorithm for the point-cloud comparison (see Section 3.4). The false-color map represents the land surface movements, where the green color corresponds to no movement between the epochs, while the detected movements are presented with a gradual color change towards blue and red (depending on the magnitude and direction/sign).

In contrast with the point-wise analysis, the information of the entire study area is available, with high spatial resolution. As can be seen in the figure, the majority of the area is green, indicating that this method presumes that the point-cloud differences, i.e., movements, were only a few millimetres in most regions. In contrary, small red and blue regions represent locations where the point clouds differed by up to 70 mm.

From the existing literature, see, e.g., [57], it is known that this method is only sensitive for the detection point-cloud differences in the direction of the local surface normals. Hence, the so-called “out-of-plane” deformations, i.e., deformations perpendicular to the local surface, can be identified with high accuracy. However, the so-called “in-plane” deformations, i.e., along the measured surface, cannot be detected at all. This can explain the appearance of Figure 7: At the fairly planar parts of the surface, the M3C2 algorithm detects no land-surface movements. However, in the neighbourhood of the lobe’s heads, larger differences occur. Since the lobe moved from left to right, in a downhill direction, in Figure 7, the point cloud comparison results in positive differences downhill from the lobe’s head, and in negative differences at the position where the lobe’s head was in the first epoch. Hence, characteristics patterns of deformations appear, which are positive differences directly followed by negative ones. Based on this definition, 10 prominent lobes can be identified in Figure 7, and they are marked with black circles.

To conclude this analysis, there are three important observations:

• This method does not rely on the pre-determined positions of the previously fixed markers. Hence, it can detect discrete movements over the whole study area, avoiding the pitfall of having large gaps between the measurements. This means it can reveal movement, even in regions where it was not a priori expected;

• However, the detected movements are still discrete, appearing only in locations where the movement was approximately perpendicular to the land surface. Therefore, although this approach has obvious advantages in comparison to the point-wise measurement method with a total station, it still lacks a high spatial resolution to faithfully represent the lobes’ movement;

• Finally, this method provides the magnitudes of the movement only in one direction (1D), perpendicular to the surface. Hence, it is not suitable for deriving 3D vector
fields. Hence, it cannot reveal the full magnitude and the exact direction of the surface movement.

Figure 7. (A) Colour-coded inspection map representing the point cloud differences calculated by M3C2 algorithm. Dashed lines depict the study area, while the black circles depict the single lobes' heads; (B) Zoom-in on a single lobe head denoted with the asterisk symbol in (A).
4.4. Area-Based Measurements: Local ICP

Estimating the local surface movements as a set of transformation parameters acquired by locally running an ICP algorithm (see Section 3.4) alleviates some of the pitfalls of the previous method. The results of this method are 3D vectors (instead of 1D distances from M3C2 algorithm) corresponding to the transformation parameters of the matching point-cloud regions between two epochs. Hence, the land surface movement can be represented with higher fidelity.

Herein, we selected the point-cloud regions corresponding to those lobes’ heads, which were identified by the M3C2 algorithm in the previous step (black circles in Figure 7A). The vectors of the local transformations are depicted in Figure 6 in a blue color, and they are quantified in Table 2. Comparing these results with the previous ones reveals three important observations:

• First, we can observe the maximal vector lengths of about 65 mm, which are considerably smaller in comparison to the ones from the point-wise measurements (approximately 220 mm). Furthermore, if we compare the blue and green vectors in Figure 6, it is noticeable that the ICP-based movement magnitudes are actually smaller in every instance than the ones of the surface markers. Hence, like the M3C2 algorithm, this method is also not always capable of revealing the full magnitude of the movement. This is due to the fact that the ICP algorithm, despite being able to generate 3D vectors instead of 1D distances, is still only sensitive to movements in the direction of the local surface normals (1D);
• Second, we can observe that this method successfully and accurately detected the directions of the movements, which completely correspond to the directions estimated by measuring the surface markers. Hence, the advantage of this method in comparison to the M3C2 is the possibility of correctly parametrizing the direction of the surface motion;
• However, third, this is only possible if the distribution of surface normals in some smaller regions is relatively high, such is in the case of the lobes’ heads. For example, if the region contains some larger structural elements, such as rocks, the 3D motion of the surface can be reconstructed. Nevertheless, if the region is fairly planar, the complete motion can be overlooked. Thus, the true motion of the land surface can be estimated only in discrete locations and not over the whole surface. This, again, results in the limitation of the spatial resolution.

In most real-world cases in earth sciences, the situation will be somewhere in the middle of a volumetric or well-distributed surface in all three directions and a completely planar land surface. Hence, it will be possible to estimate the motion direction in many discrete instances within the study areas. However, the magnitudes of the motion will potentially be underestimated, as can be seen in Figure 6.

| No. | x [m]  | y [m]  | z [m]  | Δx [mm] | Δy [mm] | σ [mm] |
|-----|--------|--------|--------|---------|---------|--------|
| 1   | 1097   | 1013   | 954    | 30.3    | 10.2    | ≈2     |
| 2   | 1095   | 1056   | 962    | 62.5    | 12.7    | ≈2     |
| 3   | 1106   | 1045   | 957    | 64.2    | 12.3    | ≈2     |
| 4   | 1085   | 1066   | 966    | 27.1    | 11.6    | ≈2     |
| 5   | 1078   | 1078   | 971    | 13.5    | 16.1    | ≈2     |
| 6   | 1060   | 1055   | 968    | 20.7    | 5.9     | ≈2     |
| 7   | 1097   | 1028   | 955    | 21.5    | 7.2     | ≈2     |
| 8   | 1132   | 1022   | 945    | 45.2    | 10.7    | ≈2     |
| 9   | 1130   | 1033   | 945    | 27.2    | 4.1     | ≈2     |
| 10  | 1083   | 1042   | 961    | 15.0    | 14.6    | ≈2     |
4.5. Area-Based Measurements: Feature Detection and Tracking

As mentioned, the result of the feature-tracking algorithm described in Section 3.4 is a 3D vector field representing the landform movements in the whole study area with high spatial resolution and accuracy. The results are presented in 2D in Figure 8 with blue arrows, while the red arrows indicate the surface markers already shown in Figure 6. Additionally, for a better interpretation, the same results are presented in 3D in Figure 9. Both figures imply a strong coherence between feature-tracking and surface markers, in the displacements’ directions as well as in their magnitudes.

To quantify this coherence, we first estimated the nearest neighbouring vectors from both datasets using the naive method based on the Euclidean distance. Then, we computed the differences in the corresponding vectors in the direction of each coordinate, as well as the differences in 2D and 3D magnitudes (vector norms). Based on these differences, we computed the standard deviation and the median absolute deviation (MAD). The latter value is a preferred measure for the data distribution in the presence of eventual outliers, which are quite common for the feature-matching algorithms, such as the one implemented in the workflow described in Section 3.4.

The results of the comparison showed that the standard deviation of the 2D and 3D vector magnitude differences was 2.5 cm, while MAD was only 1.4 cm when all 104 surface markers were considered. There is no notable difference if the magnitudes of 2D or 3D vectors are compared, because the Z-components of all vectors are comparably small (in the range of several millimetres).

Expecting smaller values than these would have been unreasonable. Namely, Ridefelt et al. (2011) [72], in their investigation, showed that the methodological error of total station measurements of the surface markers is in the level of 1 cm, with the additional observer errors in the range of 0–1.5 cm. When we add the uncertainty of matching the corresponding vectors with potential false matches (outliers), as well as the uncertainty of the laser scanner measurements, we land within the expected value range that was achieved in this analysis.

We also investigated the eventual existence of the systematic biases between two deformation monitoring strategies. There, we found out that the magnitudes of the 3D displacement vectors generated with the proposed feature-detection and -tracking method were, on average, (median) 1.0 cm larger than ones computed from surface markers. This value is within the same range as the expected measurement uncertainty presented above. However, in our future work, we will investigate the origin of this phenomenon, as eliminating it would further improve the results of the implemented workflow.

Thus, it can be concluded that there are no notable differences between the established reference point-wise measurements with total station and the developed workflow. This means that the developed workflow provides the accuracy of single 3D vectors in the order of at least a few centimetres, with notably higher spatial resolution than the reference approach. Unfortunately, the exact accuracy would be hard to assess, as realizing the reference measurements that are at least 3 to 5 times more accurate in such measurement setup would be unfeasible, if not impossible.

However, there is another, rather qualitative, sign that the accuracy of the derived 3D vectors is potentially even higher. This depicts the down-slope material flow of the whole assemblage of small-scale solifluction lobes, as well as the locations of the stable regions within the study area.

One of the main noticeable limitations of this method is accurate detection of the surface movement at the edges of the measured surface. This is prominent in Figures 8 and 9 in the high random scatter of the vector directions and magnitudes at the point-cloud limits. Hence, it is advised to additionally measure the area exceeding the boundaries of the eventual region of interest.
Figure 8. Vector field representing the soil surface displacement at the study area due to solifluction between epochs 2014 and 2016 overlaid over 2D hillshade representation of the captured point cloud (2D top-down view, blue arrows—feature detection and tracking, red arrows—signalized markers and total station).

Figure 9. 3D vector field representing the soil surface displacement at the study area due to solifluction between epochs 2014 and 2016 (blue arrows—feature detection and tracking, red arrows—signalized markers and total station; scale corresponds to the one indicated in Figure 8).
To conclude, the developed workflow achieved an accuracy that is directly comparable to the established point-wise approach, allowing for an equally high temporal resolution when monitoring the solifluction lobes. However, in addition, it realized a much higher spatial resolution (1220 vs. 104 vectors) allowing for the generation of a dense and descriptive 3D vector field. In other words, it shows that both point-wise- and area-based approaches are capable of depicting the spatial variability of solifluction-related surface deformation, with faster displacement focused towards the centre of individual lobes. Nonetheless, we stress here that a higher spatial resolution of the derived area-based approach can resolve this variability in much greater detail. Further discussion of the developed workflow, as well as comparison to the other applied approaches and to the state-of-the-art monitoring methods, are provided in the following section.

5. Discussion

Considering all the results together, several main conclusions can be summarized and discussed:

1. The point-wise measurements with total station and surface markers allow for the determination of movements at discrete points on the lobes’ surface. The disadvantage of this standard geomorphological method is that the spatial resolution of the measurements is very limited. However, measurement accuracy is relatively high, allowing for the detection of even small-scale land-surface movements;

2. The comparison of TLS point clouds based on an M3C2 algorithm allows for the detection of changes in the geometry and volume at lobes’ heads. Unlike the previous method, it has increased spatial resolution in a sense that it is not restricted to a pre-determined set of marker locations. However, it is still limited to a few discrete locations, as detection is only possible where the surface structure allows for change detection. In such locations, it is possible to identify where the volume increases and decreases. However, it is not possible to estimate the exact magnitude and direction of the lobes’ movements [57];

3. The transformation parameters determined locally with the ICP algorithm increase the amount of extracted information from point clouds by allowing for the estimation of correct directions and biased magnitudes. The magnitudes are systematically underestimated, as the ICP is sensitive to change detection only in the direction perpendicular to the observed surface. This also means that this method is limited to monitoring discrete locations where the land surface normals are parallel with the solifluction direction (at lobes’ heads);

4. Finally, the developed feature detection and tracking workflow can be used to derive surface movements with similar measurement accuracy and fidelity to the established point-wise method, without being restricted to pre-determined marker locations, and produces a 3D vector field with high spatial resolution covering the whole study area. This analysis demonstrates the clear advantages and disadvantages of the available point-wise- and point-cloud-based methods for monitoring the displacement of natural surfaces. It is evident that the methods focusing on the automatic detection and matching of salient points in the surroundings, and, consequently, the generation of 3D vector fields, are the most promising ones in terms of monitoring the behaviour of various landforms. However, the other presented methods can be used to draw some relevant information as well.

In the future, the developed workflow should be compared with similar approaches that are capable of monitoring the natural objects with high spatial resolution, i.e., capable of generating dense 3D vector fields. For example, the UAV imagery-based approach relying on optical-flow, developed in [4], has some indications that a similar level of accuracy could be possible with a more cost-efficient measurement approach. Unfortunately, a fair comparison at this point was not possible, as the authors provided no quantitative measures for the accuracy of the derived displacement vectors. Additionally, they only implied that extending their solution to 3D is a possibility, where it is uncertain how
accurately the height component can be estimated based on the point cloud derived by the photogrammetric reconstruction. Moreover, it would be interesting to see, on the same dataset, acquired with a terrestrial laser scanner, how competitive the method based on deep learning is, presented in Gojcic et al. 2020. In the latter article, the method reached some decimetre-level accuracy; however, the dataset was significantly different (landslide monitoring with airborne LiDAR).

Furthermore, it would be interesting to increase the measurement frequency and see to what extent this methodology could improve the temporal resolution when monitoring the slowly moving landforms. A higher measurement frequency with multiple epochs of the single objects could potentially provide new insights regarding the measurement accuracy. First, it would be possible to calculate some mean trajectory for multiple small regions, where the difference in each epoch could be related to the measurement errors. Secondly, it would potentially provide insight into the accuracy of estimating the solifluction velocities with high spatial and temporal resolution.

Finally, the generated results highlight the potential of high-resolution and high-accuracy monitoring of geomorphic processes in mountain areas. Though surface displacement rates from previous work at the same field site exceed our measurements, these studies also emphasize the large inter-annual variability of velocities [20,61]. We cannot rule out the possibility that the differential displacement rates obtained by our study and previous work are associated with measurement inaccuracies. However, we take the very good agreement between our independent point-based and area-based estimates as an indication that environmental factors, such as the length of the seasonal ground-thawing period, the duration of the seasonal snow cover and temperature variability, govern the inter-annual shifts in displacement magnitudes, see, e.g., [73]. Bearing this in mind, the very high accuracy achieved in our study allows for the intra-annual monitoring of solifluction, further contributing to a better understanding of how environmental conditions determine inter- and intra-annual surface velocity changes. In future, the developed approach should be further exploited by conducting higher frequency measurements in multiple epochs.

6. Conclusions and Outlook

In this study, we developed a new workflow to monitor slowly moving landforms based on terrestrial laser-scanner point clouds. The approach was tested based on a concrete case of the prominent assemblage of solifluction lobes in Hohe Tauern range of the Austrian Alps, and it was compared with established point-wise measurements of signalized markers with a total station, as well as point-cloud-based deformation-monitoring approaches.

The attested accuracy of the workflow’s results, in the order of a few centimeters (median absolute deviation to total station measurements of 1.4 cm), allows for the detection of small-scale displacements. Hence, this allows for the higher temporal resolution of monitoring the slowly moving solifluction lobes. Additionally, generating a dense 3D vector field assures high spatial resolution (a field of 1220 vectors vs. 104 markers measured with total station), which is necessary for better understanding of the solifluction processes.

The workflow primarily relies on the image-based processing techniques of feature detection/description and tracking (MinEigen and KAZE on a hillshade representation of a point cloud). Unlike the most similar approaches in the earth and ecological sciences, this does not require the permanent set-up of an instrument and continuous observations from a single viewpoint. Hence, it is better suited for monitoring slowly moving landforms, such as solifluction lobes.

In future, whether this workflow can be successfully applied to the point clouds derived by UAV platforms should be investigated, which would increase the overall efficiency of the approach. Additionally, it would be interesting to compare how this workflow measures up with the promising state-of-the-art techniques from Gojcic et al. (2020) [9] and Klingbeil et al. (2019) [4] on a common dataset. Finally, the increased measurement frequency should be used to both test the limitations of the workflow considering the temporal resolution, and to leverage its advantages and learn more about the solifluction
processes. An interesting possibility would be to test the analysis approaches from the research area of fluid dynamics on the generated 3D vector field.
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The following abbreviations are used in this manuscript:

- ALS: Airborne Laser Scanner
- DEM: Digital Elevation Model
- DoF: Digital Ortophoto
- DTM: Digital Terrain Model
- GNSS: Global Navigation Satellite System
- ICP: Iterative Closest Point
- LiDAR: Light Detection and Ranging
- MAD: Median Absolute Deviation
- NHN: Normalhöhennull (heights above sea level)
- TIN: Triangular Irregular Network
- TLS: Terrestrial Laser Scanner
- UAV: Unmanned Aerial Vehicle
- WGS84: World Geodetic System 1984
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