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Abstract

With the advent of large language models, methods for abstractive summarization have made great strides, creating potential for use in applications to aid knowledge workers processing unwieldy document collections. One such setting is the Civil Rights Litigation Clearinghouse (CRLC), which posts information about large-scale civil rights lawsuits, serving lawyers, scholars, and the general public. Today, summarization in the CRLC requires extensive training of lawyers and law students who spend hours per case understanding multiple relevant documents in order to produce high-quality summaries of key events and outcomes. Motivated by this ongoing real-world summarization effort, we introduce Multi-LexSum, a collection of 9,280 expert-authored summaries drawn from ongoing CRLC writing. Multi-LexSum presents a challenging multi-document summarization task given the length of the source documents, often exceeding two hundred pages per case. Furthermore, Multi-LexSum is distinct from other datasets in its multiple target summaries, each at a different granularity (ranging from one-sentence “extreme” summaries to multi-paragraph narrations of over five hundred words). We present extensive analysis demonstrating that despite the high-quality summaries in the training data (adhering to strict content and style guidelines), state-of-the-art summarization models perform poorly on this task. We release Multi-LexSum for further summarization research and to facilitate the development of applications to assist in the CRLC’s mission.

1 Introduction

Automatic summarization is a longstanding goal of natural language processing. Recently, abstractive summarization methods powered by large pretrained language models have shown impressive results —raising the question of whether these methods can help real-world summarization workloads currently performed by human experts. In this paper, we present a new dataset, Multi-LexSum, for studying automatic summarization in an important real-world application setting found in the Civil Rights Litigation Clearinghouse (CRLC). The CRLC currently collects and presents documents and information from modern large-scale civil rights lawsuits in a manner easily understood by legal practitioners and scholars and the general public alike. Today, the Clearinghouse relies on human legal experts to write summaries of civil rights cases, explaining their events and outcomes. This cognitively demanding task requires summary writers to comprehend multiple documents of different types (often totaling over two hundred pages of text per case); extract entities, events, and their
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interrelationships; and synthesize this information into a summary that captures the key details in each case’s timeline. For a typical summary, this process takes an expert 1–4 hours. And it needs to be repeated as the case proceeds through the legal system, to keep the summary up-to-date.

Success in summarization automation would allow the Clearinghouse and other efforts like it to greatly increase their coverage and update their summaries in close to real time. Quicker and less costly narrative description of important and routine lawsuits would benefit both the legal field and the general public by increasing access to and understanding of disputes and their resolutions.

We release Multi-LexSum, an abstractive summarization dataset for federal U.S. large-scale civil rights lawsuits drawn from the CRLC. It consists of about 40,000 source documents and 9,000 expert-written summaries (covering about half as many cases). Besides its potential to enable new summarization capabilities to benefit the CRLC effort and others like it, Multi-LexSum has unique characteristics that make it an interesting object of study for summarization research more broadly:

- Unlike some summarization workloads, the CRLC task requires production of summaries at multiple target levels of granularity: tiny (25 words, on average), short (130 words), and long (650 words). Variable granularity can be valuable in many applications—e.g., short summaries are ideal for search, and longer summaries for summarizing the key details in the entire document. To our knowledge, Multi-LexSum is the first dataset to provide summaries at multiple levels of granularity. It enables study of multi-task methods that learn from supervision at multiple granularities, and that provide controllable generation at a specified granularity, as our experiments explore.
- Unlike other summarization datasets that are (semi-)automatically curated [2–11], Multi-LexSum consists of expert-authored summaries. The experts—lawyers and law students—are trained to follow carefully crafted guidelines, and their work is reviewed by an additional expert to ensure quality (see Appendix B). This provides high-quality supervision and evaluation and reduces the risk of training on summaries containing facts unsupported by the source text, which can contribute to model hallucination [33, 40].

We conduct a series of experiments on Multi-LexSum, and find that existing summarization models perform poorly. Human assessments of model output result in an average rating of 0.43 on a 0–3 scale, showing that significant improvements are needed before the summaries can provide utility for the CRLC project. Finally, multi-task approaches that train on the multiple granularities of summaries in Multi-LexSum demonstrate promise for improving long summary quality.

2 Related work

2.1 Natural language processing for legal documents

Much recent work in Natural Language Processing (NLP) has focused on the legal domain [2, 3, 6, 25, 57]. Lawsuits generate rich document sets with domain-specific language and complex structures, which are challenging for state-of-the-art language processing models [3]. Given the important societal role of litigation, along with the extremely high cost of legal expertise, NLP methods to help search, synthesize, and answer questions about legal corpora are of strong interest.

NLP has been applied to a variety of legal document types, including patents [52], legal provisions and contracts [38, 49, 53], legislative bills [43], and court documents [21, 52, 63]. The NLP tasks studied in this work range from document/sentence classification [3, 7, 34] to information extraction [4, 25], question answering [36, 52, 49, 64], and—most relevant to our work—automatic summarization [21, 29, 33, 52]. As found in other specialized domains of language, legal NLP systems often benefit from starting from a large language model pre-trained on legal text [6, 57, 65].

Our Multi-LexSum dataset is focused on automatic summarization of court proceedings and outcomes. Previous work on this task mainly focuses on extractive approaches, where the output summaries consist of sentences drawn directly from the source [29]. Hachey and Grover [24] summarize UK court judgments from the HOLJ corpus [21] by selecting the most summary-worthy sentences from a document, while Kim et al. [31] develop a graph-based summary sentence selection method on the same corpus. Yousfi-Monod et al. [63] propose ProdSum, a Naive Bayes sentence classifier, for
summarizing case decisions from the Canadian Legal Information Institute (CanLII). Galgani et al. \[18\] experiment with citation based summarization approaches on case reports from the Australasian Legal Information Institute AustLII \[20\]. Systems like CaseSummarizer \[37\], LetSum \[17\], and the pipeline by Zhong et al. \[65\] are developed to extractively summarize documents from AustLII, CanLII, and Board of Veterans’ Appeals (BVA), respectively. By contrast, our work focuses on abstractive summarization, where the target output is a paraphrase of the source, creating the potential for providing more succinct summaries in more accessible language. We release a large dataset of over 9,000 expert-written summaries for court documents from about 4,500 U.S. federal civil rights lawsuits, as a testbed for state-of-the-art abstractive summarizers.

2.2 Summarization datasets in other domains

Multi-LexSum contains expert-written summaries of up to three different granularities for the same source; this is the first such published dataset to the best of our knowledge. Perhaps the most similar
work is BookSum [35]; however in contrast to our work, BookSum’s multiple summaries consider different lengths of the source to be summarized—paragraphs, chapters, and the whole content in a book. Multi-LexSum presents a new opportunity to study how to learn from and produce summaries at varying granularity for the same source, as we explore in our experiments.

Another key differentiating factor in Multi-LexSum is that its summaries are expert-provided. In order to scale to impressive sizes, many existing summarization datasets are created in a (semi-)automatic fashion—e.g., using the first sentence [43] or summary bullets [14] as the target summary for a piece of news, or automatically extracting and linking scientific paper abstracts [11] and citing sentences [14]. These datasets lack a clear specification of how the summary corresponds to the source, can have varying quality, and often contain information that is not directly supported or implied by the source, which can degrade the factual consistency of models trained on the data [35] [20]. By contrast, Multi-LexSum contains “gold” summaries. Experts are specifically trained to write the case summaries following carefully crafted instructions (detailed in Appendix B), and the written summaries are subsequently reviewed to ensure correctness and stylistic consistency.

Compared to many existing single- or multi-doc summarization datasets for news [15] [43] [34], scientific papers [11] [14] [39], patents [52], legislative bills [34], and government reports [28], the summary context in Multi-LexSum comes from multiple sources that are extraordinarily long—over 75k words, an order of magnitude larger than most other datasets (see Table 2). One exception is BookSum [35], which uses entire books as summary inputs; the books are on average 127,000 words long. However, it has far fewer samples (403) than Multi-LexSum does (4,500).

3 Multi-LexSum

3.1 Task definition

In the American legal system, civil lawsuits (“cases”) involve a set of actions among two or more parties and the judge(s) [12]. Most steps in the case are taken by way of formal document filings. The first step typically occurs when the “plaintiffs”—people, groups of people, or entities—file a “complaint” against one or more “defendants” in a state or federal trial court. The case then proceeds as the parties file additional documents. It is through these documents that the parties lay out the case background, explain their arguments, rebut opposing parties’ arguments, and ask for specific actions from the judge(s) (see Table 7 for a breakdown of document types). The judge(s) also file documents which set schedules, ask questions, and memorialize rulings—intermediate orders that frame the conflict or instruct parties to take various steps or “final” orders that at least temporarily resolve the case [12]. All a result, a case’s documents can extend to hundreds, even thousands, of pages of text. Collectively, these documents paint a full picture of the case, but they can be extremely time-consuming to read and digest in order to understand the gist.

The goal of legal case summarization is to write a short article that captures principal details and describes each case’s litigation history in plain language—information that is otherwise often difficult to come by. The CRLC summaries come in three different lengths:

- **Long** (L) summaries typically contain multiple paragraphs, covering the case background, parties involved, and proceedings. Major case events and outcomes typically receive a paragraph each.
- **Short** (S) summaries have only one paragraph with a shorter description of the background, parties involved, and the outcome (so far) of the case.
- **Tiny** (T) summaries are one-sentence summaries intended to appear on Twitter to describe the case at a specific point in its history.

Using the different granularities of summary, we define a variety of distinct summarization tasks. First, we consider three different multi-document summarization (MDS) tasks that map from the source documents D to each of the summary lengths above (e.g., D → L denotes the task of mapping the source documents to the long summary). We also consider three different single-document summarization (SDS) tasks that take a ground truth summary as input and attempt to map to a shorter summary as output (e.g., S → T denotes mapping from a short summary to the corresponding tiny one). Finally, the multiple granularities in Multi-LexSum create the opportunity to use sets of the data as input or output, which we also explore (e.g., \{L, D\} → T denotes taking a long summary and the source documents as input, and outputting a tiny summary). Sometimes (part of) the input text may be generated from another model, which we denote using a prime symbol, e.g., \{L', D\} → T.
3.2 Creating Multi-LexSum summaries

All the data in Multi-LexSum, including the selected documents, summaries, and the structured case metadata, are manually curated by legal experts: legal scholars, attorneys, and law students who receive specialized training relevant to their CRLC assignments. For a case where not much has happened since the lawsuit was filed, it typically takes one to two hours for an inexperienced law student to read source documents and write the summary. Summarization of more developed cases requires more time—around two to four hours. Even an experienced attorney might spend ten or more hours to understand and summarize an unusually complex case.

Figure 1 illustrates the summary writing pipeline. After receiving a specific lawsuit assignment, the summary writer reads through court documents, especially the docket, which contains a chronological list of every document filed (Appendix B.1). From the massive document collection, the summary writer selects a small subset of documents (on average, eight) that provide information about major events, and attaches them to the case in CRLC.

The summary writing then takes place, guided by the instructions defined in Appendix B.2. To ensure the coverage of the principal information in a case, writers can resort to a checklist of facts they need to include for the case. They typically write the long summary first, and create the short and tiny versions after, with the option to refer to the source documents as well as the longer summaries. Cases can last a long time—sometimes several decades—so the summaries may be updated with new material several or many times as the case progresses. Table 1 shows summaries for the case EEOC v. Ford Motor Company.

After a summary writer has completed a draft of a summary, another lawyer or law student with additional experience and specialized training reviews the summary for accuracy and readability. When needed, the reviewer edits the summary to ensure it is factually correct and conforms with the writing style guideline (Appendix B.3).

3.3 Dataset characterization

Table 2 compares key measurements between Multi-LexSum and other SDS and MDS datasets. We report dataset sizes and the average number of source documents per sample (which is 1 for SDS datasets). To calculate average number of words and sentences in the source document(s) and target summaries, we use the SpaCy library en_core_web_sm model. Finally, we provide average extractive fragment coverage, density, and compression ratio, as defined by Grusky et al. [22]. Multi-LexSum is distinct in that its source text and long target summaries are much lengthier.
Table 2: Comparison of Multi-LexSum to other single-document (SDS) and multi-document (MDS) summarization datasets. Measurements include dataset size, number of source documents per sample, number of words and sentences in source and target texts, and source-target coverage, density, and compression ratio. Except for number of samples, all reported values are averages across all samples, including test sets when available.

| Dataset                  | Samples | Words | Sents | Source → Target | Coverage | Density | Compress |
|--------------------------|---------|-------|-------|-----------------|----------|---------|---------|
|                          | Docs    |       |       | Words           |          |         |         |
| Tiny                     | 1       | 454.5 | 31.7  | 24.0            | 0.67     | 1.10    | 19.9    |
| XSUM                     | 226,677 |       |       | 1               |          |         |         |
| SciTLDR                  | 3,229   | 5847.7| 232.3 | 22.2            | 0.95     | 4.85    | 310.8   |
| Newsroom                 | 1,212,739|   800.1| 37.9  | 31.2            | 0.83     | 9.53    | 43.6    |
| BookSum/Paragraph        | 147,665 | 1     | 163.131| 8.411          | 0.51     | 0.90    | 6.7     |
| Multi-LexSum D → T       | 1,603   |       |       | 24.7            | 0.92     | 2.27    | 5449.6  |
| Short                    |         |       |       |                 |          |         |         |
| BigPatent                | 1,341,362|   3629.0| 131.4 | 116.7           | 0.86     | 2.38    | 36.8    |
| MS^2                     | 16,212  | 24.0  | 7775.6| 306.3           | 0.86     | 1.91    | 174.8   |
| Multi-XScience           | 40,528  | 5.1   | 817.0 | 32.0            | 0.67     | 1.30    | 7.7     |
| CNN / Daily Mail         | 311,971 | 8.411 | 32.0  | 59.9            | 0.85     | 3.49    | 14.9    |
| Multi-LexSum D → S       | 3,138   | 10.3  | 99378.2| 5017.0         | 0.96     | 3.33    | 840.7   |
| BookSum/Chapter          | 12,570  | 1     | 5339.6| 302.1           | 130.2    | 3.1     | 16.6    |
| BookSum/Book             | 403     | 1     | 126537.2| 6964.2        | 1163.1   | 56.0    | 146.3   |
| Multi-LexSum D → L       | 4,534   | 8.8   | 75543.2| 3814.2         | 464.5    | 28.8    | 97.4    |

1 The BookSum number might be slightly different from those reported in original paper because some samples weren’t successfully downloaded using the script provided by the authors.

than existing datasets, with the exception of BookSum[^3] which has far fewer samples and focuses on the literature domain. Long source text poses a challenge for identifying the salient information to include in the summary.

We find that Multi-LexSum’s summaries have a high fraction of terms that also appear in the source, but are still abstractive. We follow Grusky et al. [22]’s approach that analyzes the coverage and density based on extractive fragments, which are shared spans of tokens that can be jointly identified in the document and summary. Multi-LexSum has the top coverage for long summaries, of 0.94, meaning that 94% of the words in the summary can be found in the extractive fragments from the corresponding source documents. The generally high coverage for all Multi-LexSum granularities suggests that its summaries contain fewer unsupported entities and facts compared to the datasets with lower coverage. At the same time, the density (or average length of the extractive fragments) ranges from 2-4 for Multi-LexSum, suggesting that most of the summary sentences are not verbatim extractions from the sources and are instead abstractive.

4 Experiments

Our experiments on Multi-LexSum focus on two questions: (1) can models generate and synthesize information from the massive source documents in MDS tasks (D → L, D → S, and D → T); and (2) can models be configured to produce summaries of the desired lengths and details for SDS tasks (L → S, L → T, and S → T)?

[^3]: We compare with the full book summarization task in BookSum given it has similar source/target lengths.

[^4]: Though it is worth mentioning that as long as the ground truth summaries do not include unsupported entities or terms, we would expect the coverage to become high as the length of the source documents increases, because there’s a higher chance that words in the summary will happen to appear in the source documents. High coverage scores does not imply that the task is easy: models still need to find which words to use and how to compose them in the summary.
Table 3: Performance of baseline models on different MDS tasks in Multi-LexSum.

| Models         | \(D \rightarrow L\) | \(D \rightarrow S\) | \(D \rightarrow T\) |
|----------------|----------------------|----------------------|----------------------|
|                | R-1/f                | R-2/f                | BS/f                 |
|                | \(f_1\)              | \(f_1\)              | \(f_1\)              |
|                | \(f_2\)              | \(f_2\)              | \(f_2\)              |
|                | \(f_L\)              | \(f_L\)              | \(f_L\)              |
|                | BS                   | BS                   | BS                   |
|                | Words                | Words                | Words                |
| First \& Sent | 30.41 9.67 14.50 9.73| 813.7                | 813.7                |
| Random \& Sent| 35.62 9.15 13.78 10.91| 838.7                | 838.7                |
| BERT-EXT      | 36.94 10.65 14.43 12.85| 860.3                | 860.3                |
| PEGASUS       | 40.79 20.01 25.36 34.83| 203.8                | 203.8                |
| BART          | 48.79 23.78 28.73 39.55| 351.3                | 351.3                |
| LED-4096      | 47.75 24.13 28.89 39.10| 295.0                | 295.0                |
| LED-16384     | 49.07 25.17 29.40 40.05| 310.1                | 310.1                |
| PRIMERA       | 53.73 27.32 30.89 42.01| 416.3                | 416.3                |

4.1 Experimental Setup

We split all cases into train (70%, 3177 samples), Dev (10%, 454), and Test (20%, 908). All cases have long summaries, and 70% and 36% of the cases have short or tiny summaries, respectively. The corresponding source and target document lengths are reported in Table 2. Appendix E provides extra details about split sizes and how the splits are determined.

Models  
We experiment with summarization models that are representative of the state-of-the-art. BART \[36\] and PEGASUS \[61\] are two recent abstractive summarizers based on the Transformer architecture \[55\] and have achieved state-of-the-art performance on multiple summarization datasets. Owing to the large multi-document source content in Multi-LexSum, we also experiment with two recent summarizers tailored to this setting. Longformer Encoder and Decoder (LED) \[1\] and PRIMERA \[58\] are two models that can handle longer inputs (16384 and 4096 tokens, respectively) by introducing sparsity into attention layers, and PRIMERA adds an MDS-specific pre-training objective to improve performance on MDS tasks.

Implementation and Computational Resources  
For abstractive summarizers, we finetune the models based on the PyTorch \[46\] implementations from the HuggingFace library \[56\]. For each task, the models are trained for 6 epochs on two RTX A6000 GPUs from an internal cluster, with a learning rate of 5e-5. Following previous work \[35\], we use beam search with 5 beams and n-gram repetition blocks for n>3 when decoding the generation outputs. The total GPU hours used for training all the benchmark models sum to roughly 300 hours. Additional training details are available in Appendix F.

Automatic Evaluation  
ROUGE-1,2,L \[37\] and BERT Score (BS) \[62\] are used to compute the lexical and estimated semantic overlap between the generated and gold summaries. We use the DeBERTA \[24\] model for sentence embedding following the authors’ suggestion. We report the average of F1 measures for ROUGE and BS on the test set, and include the number of generated words for reference.

4.2 Multi-doc legal case summarization

Table 3 lists model performances on the three MDS tasks, in which the summarizers are challenged to fetch key information from the extraordinarily long input strings. We test a set of extractive baselines: following \[51\], we develop two extractive heuristics that select the first \(k\) or random \(k\) sentences from the source documents \((k = 35, 6, 2)\) for \(L, S, T\), respectively. We compare them with the BERT-Extractive-Summarizer (BERT-EXT) \[41\], which embeds the source documents using sentence Transformers \[50\] and selects \(k\) key sentences from the embedding clusters. The best performing extractive models are worse than the abstractive counterparts (PEGASUS) by 47%, 64%, 84% in terms of ROUGE-2, and the magnitude increases as the target is more abstractive. Because the sentence embedder is not trained for legal text, BERT-EXT attains similar (or worse in the case of \(D \rightarrow S\)) performance to the two extractive heuristics.

\(^7\)For LED training, we use 3e-5 following authors’ recommendations \[1\] and gradient checkpointing \[9\] to reduce GPU memory usage.
Table 4: Model performance for generating shorter summaries from the longer version. Comparing with Table 3, performance is much higher when the model is given a ground truth summary of a different size as input.

(a) Fine-tuning PEGASUS and BART on SDS tasks.

| Models | R-1 \(_{f1}\) | R-2 \(_{f1}\) | R-L \(_{f1}\) | BS \(_{f1}\) | Words |
|--------|---------------|---------------|-------------|-------------|-------|
| L → S Fine-tuning |
| PEGASUS | 54.32 | 35.62 | 42.58 | 47.49 | 156.8 |
| BART | 56.04 | 37.02 | 44.16 | 49.19 | 133.8 |
| L → T Fine-tuning |
| PEGASUS | 32.86 | 14.44 | 27.20 | 34.62 | 24.6 |
| BART | 31.65 | 13.05 | 25.52 | 33.59 | 24.0 |
| S → T Fine-tuning |
| PEGASUS | 34.15 | 16.15 | 28.27 | 34.73 | 25.6 |
| BART | 34.02 | 15.20 | 27.96 | 35.48 | 24.4 |

(b) PRIMERA models results on progressive summarization.

| Target | R-1 \(_{f1}\) | R-2 \(_{f1}\) | R-L \(_{f1}\) | BS \(_{f1}\) | Words |
|--------|---------------|---------------|-------------|-------------|-------|
| \{L, D\} → S |
| Gold | 54.99 | 36.42 | 43.44 | 48.69 | 133.4 |
| Predicted \(L'\) | 41.41 | 18.24 | 27.53 | 34.04 | 164.0 |
| \{L, D\} → T |
| Gold | 34.07 | 14.84 | 27.74 | 36.13 | 24.13 |
| Predicted \(L'\) | 23.63 | 7.98 | 19.50 | 27.09 | 24.05 |
| \{S, D\} → T |
| Gold | 34.60 | 16.50 | 28.71 | 35.62 | 28.65 |
| Predicted \(L'\) | 22.50 | 6.79 | 18.01 | 25.88 | 27.86 |

For abstractive summarizers, models that allow long inputs (LED and PRIMERA) perform better than BART and PEGASUS (with only 1024 input tokens at most) on all three tasks, indicating the helpfulness of the longer input context. Because LED and PRIMERA models provide pre-trained weights with different max input lengths (16384 and 4096, respectively), we test two variants of LED (LED-16384 and LED-4096) with the corresponding input lengths. The longer input length brings consistent performance improvements for LED across the three tasks, ranging from +4% to +10% of ROUGE-2 in \(D！T\). PRIMERA outperforms even the LED-16384 model on the \(D！L\) task, but achieves similar results as LED-4096 on the other two tasks of shorter targets, aligned with the authors’ observation [58].

All the summarizers fail to generate long summaries of lengths that match the human summaries—PRIMERA produces the longest summaries of 416 words on average, less than 65% of the ground-truths’ average length of 647—while their generations for short and tiny summaries can match the gold label lengths (130 and 25 words on average). This highlights the limitations of existing summarizers in producing long abstractive summaries, as required for Multi-LexSum.

4.3 Generating shorter summaries from the longer version

To further explore the multiple granularities of summary in Multi-LexSum, we train summarizers to generate shorter summaries from the longer versions. Shown in Table 4a, models trained on the \(L → S, L → T,\) and \(S → T\) task show significant improvements compared to their \(D！L\) counterparts: for example, the ROUGE-2 of PEGASUS is improved by 79%, 104%, and 128%, respectively, and exceeds scores from “long-input” models like LED and PRIMERA. The model performance in \(S → T\) is better than \(L → T,\) providing further evidence that inputs with more condensed information simplify the summarization task.

The high summary quality when condensing long summaries to shorter ones suggests a strategy for leveraging training summaries at multiple granularities—a pipeline approach where one model generates a long summary, which is used as input in another model to generate a shorter summary. As an initial test, we train PRIMERA models for each of \{L, D\} → S and \{S, D\} → T, which generate a short/tiny summary based on the corresponding long/short summary and the source documents. We use ground-truth summaries \(L\) and \(S\) for training. Illustrated in Table 4b, when also provided with the gold long/short summaries in the input at test time, PRIMER matches the performance of the counterparts reported in [48]. However, when we use the model in a pipeline that does not assume a ground truth summary as input, substituting it with a BART-generated one, the performance degrades and can be worse than the corresponding \(D → *\) models by more than 20% (when generating tiny summaries \(T\)).

4.4 Multitask training for summaries of different lengths

Another strategy for leveraging summaries at multiple granularities is to train one model that can create summaries of different lengths. We indicate the desired summary using prefixes [48], prepending
Table 5: Comparing BART performance under multitask and single-task scenarios. The three-task model improves performance over single-task models.

| Lengths | Samples | R-1/1 | R-2/1 | R-L/1 | BS/1 | Words |
|---------|---------|-------|-------|-------|------|-------|
| BART, Multitask: | D → {L, S, T} |       |       |       |      |       |
| L       | 6517    | 47.89 | 23.24 | 39.16 | 336.6| 3177  |
| S       | 6517    | 43.80 | 20.14 | 29.89 | 122.6| 2210  |
| T       | 6517    | 25.38 | 8.92  | 20.91 | 23.1 | 1130  |

| BART, Single-task: | D → L, D → S, D → T |       |       |       |      |       |
| BART, Multitask: | L → {S, T} |       |       |       |      |       |
| S       | 3340    | 55.20 | 36.11 | 43.42 | 48.53| 133.5 |
| T       | 3340    | 32.51 | 13.68 | 26.46 | 35.22| 23.1  |

one of “summary: long”, “summary: short”, or “summary: tiny” to the input source when for generating L, S, or T summaries, respectively. Table 5 compares this multitask model with its single task counterparts. We fix the same number of training epochs, thus multitask models are trained for more steps; however, increasing the number of steps was not found to improve the single-task models.

We find training for three rather than two different tasks generally leads to better performance. The added training samples bring greater performance boosts for T summarization, which has only a third of the training samples compared to L. S summary results are not improved much over single-task when using three tasks, and are slightly worse using two tasks. Most interestingly, L summarization is greatly improved (by 11-17% in the automated metrics) in the three-task case. Since all training cases in the dataset have a long summary, the only difference in the multi-task training is that the model is exposed to the short and tiny views of the summary for the same cases.

5 Human evaluation

To assess the usability of these models, we conduct an evaluative study with law students trained to contribute summaries to the CRLC. In all, despite iterative efforts to improve system performance, we found today’s models struggle to perform the task well.

Study Design In coordination with the CRLC, we developed the following study setting. (1) We scoped to only the D → L setting, which is the most effort-intensive and could benefit the most from model-backed assistance. (2) We used a BART model to generate summaries. (3) Participants included two CLRC writers who edited the generations to produce summary text for 40 new cases that aren’t present in Multi-LexSum; this process took them 180 hours in total. (4) We recorded edits made to the summaries as well as asked writers to rate the generation on a 4-point scale.

System Design Initial feedback from CRLC experts indicated that the end-to-end generated output of long summaries were too far from usable. Notably, they tended to hallucinate key information (e.g., filing date or court’s name), and the experts stated it would take longer to correct errors than to write the summary from scratch. So we designed an alternative system based on iterative CRLC expert feedback. System features included (1) a tool for writers to select relevant text snippets while reading source documents, to aid the model in salient information selection and (2) model generation of each summary paragraph separately based on selected snippets. Given that this system was developed in conjunction with CRLC stakeholders and greatly simplified the computer task to improve performance, we view it as a more accurate reflection of how modern summarization methods might be used in real-world applications. It thus serves as a reasonable tool to assess the usability of these models. Further details about this system can be found in the Appendix.

Results Comparing the generations to post-edited summary texts, ROUGE-1, ROUGE-2, ROUGE-L and BERT-Scores were 45.6, 30.0, 35.4 and 38.0, respectively; these scores are similar to those of BART from our D → L experiments presented in. Yet, the system generations received a 0.43 user rating, demonstrating the significant limitations of automated performance metrics. Writers averaged 87 token edits per paragraph, 76% the average length of paragraphs, and they on average extend

---

6The rating levels were 0 (bad; completely unusable); 1 (somewhat helpful but requiring >50% edits); 2 (requiring <50% edits); 3 (perfect; no edits needed).
generation lengths by 65%. Follow-up interviews indicated the problem of erroneous or missing key fields continued to prevent the generations from being useful.

6 Conclusion

In this paper, we introduce Multi-LexSum, an abstractive summarization dataset for large-scale civil rights lawsuits from U.S federal courts. Multi-LexSum is packed with unique features, including summaries of multiple levels of granularity for the same source, large collections of long source documents, and expert-authored summaries. Through a series of experiments, we find existing summarization models struggle to produce the summaries directly from the long source documents. The average rating of 0.43 on a 0-3 scale from human assessments of current models also suggests substantial room for improvement.

Multi-LexSum is not without its limitations. CRLC is more likely to include cases where the plaintiff wins because such cases typically last longer and receive more attention. This project is further limited to federal cases for which dockets are available online. Performance might not generalize to under-represented cases (e.g., where the defendant wins); we additionally provide case metadata to facilitate future diagnosis of this bias.

We hope Multi-LexSum will aid development of real-world summarization systems intended to assist the activities of both specialized projects like the CRLC as well as more general sites geared toward dissemination of court documents for the general public, e.g., [https://www.courtlistener.com/recap/](https://www.courtlistener.com/recap/). More broadly available and up-to-date case descriptions would be of enormous assistance to reporters, advocates, and members of the general public. The benefit would be even greater for larger “free law” projects that post information about hundreds of thousands, rather than thousands, of lawsuits.
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