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ABSTRACT

Community detection, aiming to group the graph nodes into clusters with dense inner-connection, is a fundamental graph mining task. Recently, it has been studied on the heterogeneous graph, which contains multiple types of nodes and edges, posing great challenges for modeling the high-order relationship between nodes. With the surge of graph embedding mechanism, it has also been adopted to community detection. A remarkable group of works use the meta-path to capture the high-order relationship between nodes and embed them into nodes’ embedding to facilitate community detection. However, defining meaningful meta-paths requires much domain knowledge, which largely limits their applications, especially on schema-rich heterogeneous graphs like knowledge graphs. To alleviate this issue, in this paper, we propose to exploit the context path to capture the high-order relationship between nodes, and build a Context Path-based Graph Neural Network (CP-GNN) model. It recursively embeds the high-order relationship between nodes into the node embedding with attention mechanisms to discriminate the importance of different relationships. By maximizing the expectation of the co-occurrence of nodes connected by context paths, the model can learn the nodes’ embeddings that both well preserve the high-order relationship between nodes and are helpful for community detection. Extensive experimental results on four real-world datasets show that CP-GNN outperforms the state-of-the-art community detection methods 3.

CCS CONCEPTS

• Information systems → Data mining.
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1 Code and data are available at: https://github.com/RManLuo/CP-GNN
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1 INTRODUCTION

As a fundamental topic in network science, community detection, aiming to group the graph nodes into clusters with dense inner-connection, has been studied for decades and found various real-world applications, such as recommendation (e.g., [25, 36]), anomaly detection (e.g., [46]), and scientific discipline discovery (e.g., [60]). Most existing works of community detection (e.g., [7, 11, 45]) mainly focus on detecting communities from homogeneous network that contains the same type of nodes. These solutions, however, may not work well on many real-world graphs that are with multiple node types and edge types, which are also called heterogeneous graphs, and they are prevalent in many real-world applications, including bibliographic networks, social media, and knowledge graphs. For example, Figure 1 depicts a bibliographic network with four types of nodes, i.e., paper, author, venue, and topic, and four relations (edge types) among them. The existing works of community detection on heterogeneous graphs can generally be classified into two groups: the first group [42] focuses on detecting clusters, each of which contains objects with multiple types, and the second group [2] aims to generate clusters of nodes with a specific type. In this paper, we follow the second group and aim to cluster nodes such that nodes in the same cluster have strong relationships.

Detecting communities from heterogeneous graphs is more challenging than that on homogeneous graphs, since the multiple types of nodes and edges carry more abundant semantic information. In Figure 1, for example, the authors 𝑎1 and 𝑎5 should belong to the same community (Community 1), but they are not directly connected in the graph, making them hard to be grouped into the same...
We first introduce the importance of different context paths that preserve different high-order and relation-wise attention mechanisms to discriminate the importance. To recursively embed the context path information between nodes, we exploit both the structure and the high-order context relationships among nodes. We propose a framework to perform community detection utilizing the context neighbors (nodes connected by context paths), which reveals the latent high-order relationships. Therefore, our model not only avoids customizing the meta-paths, but also well captures the high-order relationships between nodes that are preserved by the context paths with different importance. Finally, the learned embeddings from the neural network are directly used for community detection.

In summary, our principal contributions are as follows:

- We adopt the context path to capture the high-order relationship information and introduce the context path probability to model the learning objective function.
- We propose a novel neural network model CP-GNN, which can capture the rich high-order relationship for learning the node embeddings unsupervisedly.
- We conduct extensive experiments on four real datasets, which demonstrate the superior performance of our CP-GNN model over the state-of-the-art methods. And the visualization experiments show the CP-GNN can capture high-order relationships with different importance.

2 RELATED WORK

In this section, we review three representative groups of existing works on the topic of network community detection.

- **Conventional community detection.** Community detection has attracted a lot of research attention [6, 13, 14, 28]. The early works often exploit the local link structure to group the vertices into different communities [35, 45]. More related works can be found in these survey papers [11, 26].

  However, most of these methods focus on homogeneous graphs. Recently, some works have studied the community detection task on heterogeneous graph [27, 37]. Reference [3] proposes a method that can learn an optimal linear combination of the relations in heterogeneous graph. Then by adopting MinCut-based and Regression-based algorithms, it can achieve a better performance on community detection. Reference [30] models the structure and content of heterogeneous graph with outlier links. HeProjI [38] projects a heterogeneous graph into a sequence of sub-networks and conducts community detection. TCSC [2] considers both the graph connection and vertex attributes to detect clusters. AGGMMR [58] proposes a framework to perform community detection utilizing both the attributes and topological information through a greedy modularity maximization model. Reference [12, 41] adopt the meta-path to capture the high-order relationships between nodes for detecting communities in heterogeneous graphs. Nevertheless, as aforementioned, the meta-paths need to be carefully selected by domain experts, which imposes a great limitation for their applications.

- **Graph embedding for community detection.** Recently, with the surge of graph embedding methods [9, 17], many researchers focus on addressing the community detection problem with the help of graph embedding [43, 50, 53]. Cavallari et al [4] interrogates the node embedding and clustering together to conduct community detection by optimizing the first-order and second-order neighbors’ loss, high-order loss, and clustering loss. CDE [23] proposes a novel embedding based method. It embeds the inherent community structures into structure embeddings via known community memberships. Then based on the node attributes and community structures embeddings, it formulates the community detection as a
matrix factorization optimization problem. NEC [39] proposes an algorithm to learn graph embedding for community detection in heterogeneous graphs, which learns graph structure-based representations and clustering-oriented representations together. Then it adopts the K-means to perform the community detection.

• **GNN-based community detection.** Many deep learning-based community detection methods are also developed [19]. As one of the most widely used deep learning techniques, the Graph Neural Network (GNN) [22] has also shown great power in community detection. LGNN [7] is a graph neural network model which exploits edges’ adjacency information of the graph for community detection. MRFastGCN [56] proposes a Markov random field enhanced GNN to group nodes into different communities. However, most of them do not consider complex relationships, which leads them inadequate to fuse enough relationships for heterogeneous graph community detection. Recently, HTGCN [59] shows a temporal graph neural network to perform the community detection on temporal heterogeneous graph. It considers both the temporal and heterogeneous information of the graph to increase the performance. Despite the existing success, most GNN-based approaches [7, 48] regard the community detection as a supervised node classification task, which predicts the target community for each node. However, the ground truths of the community are not always available, making them inapplicable in this case. Thus, it is desirable to develop fully unsupervised GNN-based community detection methods.

### 3 PRELIMINARIES

**Definition 3.1 (Heterogeneous graph [40]).** The heterogeneous graph is defined as a graph \( G = (V, E, A, R) \) with a node mapping function \( \phi(v) : V \to A \) and an edge mapping function \( \psi(e) : E \to R \), where \(|A| + |R| > 2\), each node \( v \in V \) belongs to a node type \( \phi(v) \in A \), and each edge \( e \in E \) belongs to an edge type (also called relation) \( \psi(e) \in R \).

**Definition 3.2 (Primary type and auxiliary type).** As aforementioned, for the purpose of community detection, usually only one node type is targeted by the task, and we call it the primary type, denoted by \( P \). The nodes with type \( P \) are called primary nodes. The other node types are called auxiliary types, which constitute a set of types \( A' \). Note that technically, any node type can be regarded as the primary type.

**Definition 3.3 (Primary graph and auxiliary graph).** Given a heterogeneous graph \( G \), the primary graph is a subgraph of \( G \), denoted by \( G_p = (V_p, E_p) \) where each node \( v \in V_p \) is of the primary node type \( P \) and each edge \( e \in E_p \subseteq \{V_p \times V_p\} \). Similarly, the auxiliary graph is also a subgraph of \( G \) with nodes of a specific type \( A \), denoted by \( G_A = (V_A, E_A) \), where for each \( v \in V_A \), \( \phi(v) = \lambda \in A' \) and each edge \( e \in E_A \subseteq \{V_A \times V_A\} \).

**Example 1.** As the heterogeneous graph shown in Figure 1, the “Author” can be defined as the primary type, and the remaining node types are treated as auxiliary types. Similarly, the “Paper” can also be chosen as the primary type if necessary. Meanwhile, the “Author”, “Topic”, and “Venue” nodes and their relations will form the auxiliary graphs.

**Definition 3.4 (Context path and context neighbors [1]).** Given a heterogeneous graph \( G \), a context path is a path connecting two nodes \( a_i \) and \( a_j \) in the primary graph \( G_p \), denoted by \( \rho^K = (v_i, R^K, v_j) \), where \( R^K \) is any path connecting \( a_i \) and \( a_j \) that contains only \( K (K \geq 0) \) nodes in auxiliary graphs, and it is also called the context edge sequence. The length of a context path is \( K \) (when \( K=0, R^K=\emptyset \)). We say two nodes are context neighbors if they are connected by a context-path.

**Example 2.** Figure 2 depicts four possible context paths \( \rho^k \) with different lengths that can connect authors \( a_1 \) and \( a_2 \), where \( R^k \) denotes the auxiliary nodes that constitute the path.

**Figure 2: Context paths between \( a_1 \) and \( a_2 \).**

**Difference between context path and meta-path.** Intuitively, the different high-order semantic relationships revealed from the context path come from the different auxiliary nodes. The purpose of the meta-path is to manually define the combination of the auxiliary nodes in the context path. However, the number of the combinations explodes exponentially when the node types and order size increase. Thus, the context path relaxes the restriction of the auxiliary nodes. Given a length \( K \), the context path contains all the possible \( K \)-order relationships. For example, in Figure 2, two meta-paths Author-Paper-Topic-Paper-Author and Author-Paper-Venue-Paper-Author can both be represented by a 3-length context path, and we propose the CP-GNN to further differentiate them.

Besides, specifying an integer \( K \) is much easier than defining the meta-path, because the number of meta-paths of different node/edge types grows exponentially as the meta-path length increases, while the choices of \( K \) are rather limited since the average length of the shortest path between two nodes in real-world networks is between 4 to 6, according to [54], thus the \( K \) can be determined empirically or with the help of the proposed context path length attention mechanism.

**Problem definition.** Given a heterogeneous graph \( G \), our goal is to learn a good primary node embedding \( Z_p \in \mathbb{R}^{N \times d} \) where \( N \) denotes the number of primary type nodes and \( d \) is the embedding dimension, such that they can be used to group the nodes into a set of communities \( C = \{1, \ldots, C\} \) with strong inner-connection.

### 4 OUR CP-GNN APPROACH

In this section, we present the Context Path-based Graph Neural Network (CP-GNN) model for learning node representations that well preserve the high-order relationship between nodes, and the overall framework is depicted in Figure 3. Given a heterogeneous graph (composed of a primary graph and auxiliary graphs), for
each node in the primary graph $G_p$, we first extract all its context neighbors by using the context paths whose lengths range from 0 to $K$. Then, we learn the representations of nodes in $G_p$ by training the CP-GNN model, in which the objective function is to maximize the probability of having the context neighbors for each node in $G_p$. In the following, we first introduce the objective function and then discuss the details of the CP-GNN model.

### 4.1 Objective Function

In this section, we first introduce the context path probability, which is defined as the probability that two nodes $v_i$ and $v_j$ in $G_p$ are context neighbors. Specifically, given a context path $\rho^K = (v_i, R^K, v_j)$, the context path probability is

$$p(v_j | v_i, R^K; \theta),$$

where $\theta$ is the parameters for computing the probability.

In our model, to learn effective node representations in $G_p$, a maximum length $K$ is firstly given. Then, for each length $k \in [0, K]$, we aim to maximize the co-occurrence probability of all nodes in $G_p$ and their context neighbors w.r.t. all the $k$-length context paths.

The objective function can be written as

$$\arg \max_{\theta} O(\theta) = \sum_{v_i \in G_p} \sum_{k=0}^{K} \sum_{v_j \in N^K_p(v_i)} \sum_{\rho^K \in \mathbb{P}^k} \log p(v_j | v_i, R^K; \theta),$$

where $N^K_p(v_i)$ is the set of $k$-length context neighbors of $v_i$ in $G_p$ and $\mathbb{P}^k$ is a set of all $k$-length context paths connecting $v_i$ and $v_j$.

Intrinsically, Breadth-first search (BFS) is the easiest way to get all the context paths between nodes. However, the number of context paths increases exponentially with the path length, which makes it impossible to traverse all the context paths, and the walk-based methods (e.g., Node2vec [17], Metapath2vec [57]) are also computational heavily and cannot fully excavate the relationships.

To address this issue, in our CP-GNN model, we adopt graph neural network to recursively embed the high-order relationships of each node into a context information vector $c^k$ to represent the relation information of all context paths with length $k$, which takes linear time complexity cost. Many previous researches have already adopted the GNN to capture the structure and path information in graph [47, 51]. The GNN message passing is essentially a simulation of BFS, which exhibits the ability to capture paths between nodes [55].

After $k$ times message passing, CP-GNN can embed all the $k$-length context paths into the context vector $c^k$. Then, the probability of two context neighbor nodes $v_i$ and $v_j$ connected by all the possible $k$-length context paths can be approximated by their respective context information vectors $c^k_i$ and $c^k_j$, written as $p(v_j | v_i, c^k_i, c^k_j; \theta)$, which could be calculated using a softmax function:

$$p(v_j | v_i, c^k_i, c^k_j; \theta) = \frac{\exp \left( \phi(z_i, c^k_i, c^k_j, z_j) \right)}{\sum_{v_k \in G_p} \exp \left( \phi(z_i, c^k_i, c^k_j, z_k) \right)},$$

where $z_i$ and $z_j$ are the node embeddings of $v_i$ and $v_j$ we want to learn, $c^k_i$ and $c^k_j$ denote the context information vectors, and $\sigma(\cdot)$ denotes the sigmoid function.

Thus, the objective function could be further simplified as

$$\arg \max_{\theta} O(\theta) = \sum_{v_i \in G_p} \sum_{k=0}^{K} \sum_{v_j \in N^K_p(v_i)} \log p(v_j | v_i, c^k_i, c^k_j; \theta),$$

where $N^K_p(v_i)$ is the set of $k$-length context neighbors of $v_i$ in $G_p$.

To differentiate the importance of context paths with different lengths from 0 to $K$, we propose a **Context Path Length Attention** mechanism to assign attention weights for different path lengths. For the $k$-length context path, we use $\alpha_k$ to denote its attention weight, which indicates the importance of the $k$-length context paths and $\alpha_k \in (0, 1]$. Inspired by a multi-task leaning method [20], we adopt the similar way to optimize $\alpha_k$ during the training. By considering the negative sampling technique, the final model

---

**Figure 3:** The overall framework of the CP-GNN (A: The embedding of each auxiliary graph is transformed from the primary graph. B: The relation attentions are calculated from the corresponding graph representations. C: The context information vector is generated from the CP-GNN. D: The embedding of the primary graph is optimized with the context probability).
objective function is converted to the following loss function:

\[ L = \sum_{v_i \in G_P} \left( \sum_{k=0}^{K} -\alpha_k \left( \sum_{v_j \in N^k_P(v_i)} \log p(z_i, c^k_j, c^k_z, z_j) + \sum_{v_j \in N^{-k}_P(v_i)} \log q(z_i, c^k_j, c^k_z, z_j) \right) - \log \alpha_k \right), \]  

(5)

where \( N^k_P \) is the set of negative context neighbors of \( v_i \) and \( \log \alpha_k \) is a penalty to prevent \( \alpha_k \) from over small. Currently, the computation complexity of CP-GNN is \( O(K \times |V_P| \times (n^+ + n^-)) \) that grows linearly with \( K \), where \( K \) is the defined maximal context path length, \(|V_P|\) is the number of primary nodes, and \( n^+, n^- \) are the numbers of the positive and negative sampling neighbors.

Thus we can optimize the parameters with gradient descent written as \( \theta \leftarrow \theta - \gamma \nabla_{\theta} L(\theta) \), where \( \gamma \) is the learning rate.

### 4.2 Details of CP-GNN Model

Our CP-GNN model aims to capture the context information and generate the context information vectors for optimizing the final node embedding. CP-GNN has two major components: Embedding Transformation for transforming the node embedding from the primary graph to auxiliary graphs, and CP-GNN Layer for embedding the high-order relationship of each node into a context information vector.

#### 4.2.1 Embedding Transformation

This component is used to transform the node embedding from the primary graph to the auxiliary graphs along the edges. In this way, we only learn the embedding of nodes in the primary graph thus prevents the parameters to be learned, as we only need to learn the transformation weight matrix.

We also observe that this can achieve even better performance than directly learning the node embeddings for auxiliary graphs in the experiments as shown in Section 5.5. Because we can learn the representations of the primary graph by exploiting the information from the auxiliary graphs by embedding transformation. It can generate the representations of primary graph under different contexts (auxiliary graphs), which is essential in heterogeneous graph representation and community detection [10, 24, 29].

The embedding transformation function \( T_{ST}(\cdot) \) from one graph \( G_S \) with node type \( S \) to another graph \( G_T \) with node type \( T \) is

\[ Z_T = \sigma(A_{ST}Z_SW + B), \]  

(6)

where \( Z_S \) and \( Z_T \) respectively denote the embeddings of nodes in \( G_S \) and \( G_T \), \( A_{ST} \) is a bipartite adjacency matrix between \( G_S \) and \( G_T \), \( W \) is the transformation weight matrix, and \( \sigma(\cdot) \) is the non-linear activation function such as ReLU. The ReLU can be seen as a "Mask" for filtering unnecessary embedding features (values less than 0) during the transformation [52].

#### 4.2.2 Context Path Graph Neural Network Layer

This component recursively captures the high-order relationship from the graph by repeating the Relation Attention and Context Path Aggregation operations.

Relation Attention aims to calculate the attention score of each relation, so that the contributions of different relations are well differentiated. We first use a graph encoder to encode each graph to a summary vector \( h \). After that, the attention score of each relation is calculated based on the graph summary vectors.

To enhance the model robustness, the graph encoder contains a node dropout mechanism which randomly drops nodes from the original graph. Then an averaging operation is adopted to calculate the global graph representation \( h \). Although there exist several techniques to generate the graph summary vector \( h \), the simple averaging operation demonstrates superior performance [32], and thus \( h \) is calculated as

\[ G' = \text{NodeDropout}(G) \]

\[ h = \text{Mean}(C'), \]  

(7)

where \( C' \) contains the context information vectors of all the nodes in the graph \( G' \).

After calculating the \( h \), for the \( l \)-th CP-GNN layer, we calculate the \( h \)-head attention score \( a^h_{ST} \) for each relation \( r_{ST} \in R \) by

\[ h^1_S = \text{GraphEncoder}(C^{-1}_S) \]

\[ h^1_T = \text{GraphEncoder}(C^{-1}_T) \]

\[ a^h_{ST} = \text{Softmax} \left( \frac{Q^h(h^1_T)\top K^h(h^1_S)}{\sqrt{d}} \right) \]  

(8)

\[ Q^h(h^1_T) = \text{QLinear}^h(h^1_T) \]

\[ K^h(h^1_S) = \text{KLinear}^h(h^1_S) \]

where \( S \) and \( T \) respectively denote the source and target node types in the relation \( r_{ST} \), \( h^1_S \) and \( h^1_T \) denote the graph summary vector of \( G_S \) and \( G_T \) at layer \( l \) respectively, \( C^{-1}_S \) and \( C^{-1}_T \) are the context information vectors at the \((l-1)\)-th layer, \( \text{QLinear}^h \) and \( \text{KLinear}^h \) are the linear projection functions that project the graph summary vectors to a Query vector and a Key vector. We want to learn more diverse importance of the relations, thus we adopt total \( H \) different heads of Relation Attention with their own parameters to be learned during the training. \( a^h_{ST} \) is the attention weight in head \( h \) at layer \( l \) for the relation \( r_{ST} \).

Figure 4: The Context Path Aggregation component.

Context Path Aggregation aims to aggregate the information along relations to generate the context information vectors for all nodes. As discussed in Section 4.1, it is infeasible to enumerate
all the context paths with lengths at most $K$, so we propose to use the context information vectors to approximately compute the probability that two context neighbors are connected by a context path. After calculating the scores of different relationships, we aggregate the information for a node $v_i$ of type $T$ from its one-hop neighbors by adopting the widely used GNN aggregation method. The procedure of this component is shown in Figure 4.

Assume that at layer $l$, we are going to obtain the context information vector $c_i^l$ for $v_i$ by aggregating the information from its neighbors along different relations. We utilize its neighbors’ context information vectors obtained at layer $l - 1$, and the computation is as below

$$c_i^l = W^l_2\left(\sum_{h \in [1,H]} \sigma\left(W^l_1 \sum_{r \in R} a^h_{ST} \sum_{v_j \in N_S(i)} c_j^{l-1} + B^l_1\right) + B^l_2\right),$$

(9)

where $N_S(i)$ denotes the adjacent neighbors of $v_i$ in graph $G_S$ for each relation $r \in R$ relevant to node type $T$, $W^l_1$, $W^l_2$, $B^l_1$, and $B^l_2$ are the trainable parameters in the $l$-th layer, and $H$ is the number of different heads. Note that finally we only use the embedding of the primary graph nodes at the $k$-th layer to obtain $k$-length context information vectors $c^k$. In order to get the information of $k$-length context paths for nodes, we run CP-GNN layer $k$ times to obtain the $c^k_p$ at layer $k$. The GRU mechanism [8] is also utilized to alleviate the over smoothing problem unusually occurred in GNN model [5]. The computation is as below

$$c^k_p = GRU\left(c^{k-1}_p, CP - GNNLayer(c^{k-1}_p, C_A^{l-1})\right),$$

(10)

where $C^{l-1}_A$ is the embedding of the auxiliary graphs in layer $l - 1$, and CP-GNNLayer is the computing process as shown in Eqs. 8 and 9. Therefore, the final context information vector $c^k$ of each node in $G_P$ can be taken from $c^k_p$. The overall process of CP-GNN is shown in Algorithm 1.

Algorithm 1: The overall process of CP-GNN.

Input: $G = \{V, E, R\}$, $G_P = \{V_P, E_P\}$, $K$.

Output: The final embedding $Z_P$.

1. Randomly initialize the $Z_P$ and set the loss $L \leftarrow 0$.
2. Initialize relation attention weight $a_1 \leftarrow 1$, \ldots, $a_K \leftarrow 1$.
3. for $k = 1, \ldots, K$ do
4. for $v_i \in V_P$ do
5. for $v_j \in N^k_P(v_i)$ do
6. $C^k_A \leftarrow Z^k_P$;
7. $C^k_A = \text{EmbTransform}(Z^k_P)$;
8. for $l = 1, \ldots, k$ do
9. $c^l_p = GRU\left(c^{l-1}_p, CP - GNNLayer(c^{l-1}_p, C_A^{l-1})\right)$;
10. end
11. $L \leftarrow L - a_k \cdot \log p(z_i, z_j, c_i^k, c_j^k)$, where $c_i^k, c_j^k \in C^k_P$;
12. end
13. end
14. Back propagation and update CP-GNN parameters, $a_1$, \ldots, $a_K$, $Z_P$;
15. return $Z_P$.

5 EXPERIMENTS

5.1 Dataset

Three widely used real-world heterogeneous graph datasets, i.e., ACM [48], DBLP [16], IMDB [49], together with a schema-rich knowledge graph dataset AIFB [33] are chosen in the experiments to evaluate the performance of CP-GNN and other baseline models. We report their statistics in Table 1, and discuss their details as follows.

- ACM dataset [48] is a bibliographic information network with four types of nodes. We use paper nodes to generate the primary graph and the rest three types of nodes are respectively used to construct auxiliary graphs. In the original dataset, the paper nodes are categorized into 3 classes, i.e., database, wireless communication, and data mining. To evaluate the compared models, we pre-define two meta-paths according to [48], i.e., Paper-Author-Paper (PAP), and Paper-Subject-Paper (PSP).
- DBLP dataset [16] is a monthly updated citation network consisting of four node types. As we mentioned in Definition 3.2, any node type can be chosen as the primary type. Thus we choose the author node and paper as the primary node, respectively, with four classes, i.e., database, data mining, information retrieval, and machine learning. They are denoted as DBLP-A and DBLP-P in the following section. We use three meta-paths for this dataset, which are Author-Paper-Author (APA), Author-Paper-Conference-Paper-Author (APCPA), and Author-Paper-Term-Paper-Author (APPTA).
- IMDB dataset [49] consists of four types of nodes, i.e., "Director", "Actors", "Movie" and "Key word". We choose the movie node as the primary node with three classes, i.e., Action, Comedy, and Drama. We also use three meta-paths on this network, i.e., Movie-Actor-Movie (MAM), Movie-Director-Movie (MDM), and Movie-KeyWord-Movie (MKM).
- AIFB dataset [33] is a knowledge graph dataset consists of 7 types of nodes and 104 types of edges. We choose the "Personen" node as the primary node with four classes. Due to the complexity of the graph, we do not provide detail illustration in Table 1, and pre-define the meta-paths by ourselves.

Notably, we adopt the meta-paths in ACM, DBLP, and IMDB defined by previous works to evaluate the meta-path-based methods. Due to the rich-schema property of AIFB, we do not define the meta-path by ourselves. Besides, since the unsupervised methods do not need the training data, to make a fair comparison between the unsupervised and supervised methods, the splits of the labeled primary nodes for training and testing are shown in Table 2.

5.2 Baseline Methods

To evaluate the effectiveness of our approach, we compare it with a list of the state-of-the-art unsupervised methods (i.e., Node2vec [17], Metapath2vec [9], and HIN2vec [15]) and supervised baseline methods (i.e., GCN [22], GAT [44], LGNN [7], HAN [48], and HGT [18]). Especially, HGT is a semi-supervised neural network model which adopts the transformer mechanism to capture the importance of relations. It is considered as the SOTA approach.
We now briefly discuss the settings of model parameters. For unsupervised methods, we respectively set the length of a random walk to 20, the sampling size to 3, the corresponding negative sampling size to 3. The Adam optimizer [21] is adopted to optimize all models, and the learning rate is set to 0.001. The context neighbors for each node in a context path is set to 20, and the dimension of node feature embedding for all compared methods is set to 128, and the node dropout rate is set to 0.3. The number of positive samples to 3. For supervised-based methods such as GCN, GAT, LGNN, HAN and HGT, the number of graph convolution layer is set to 2, and their node features are first randomly initialized then updated during the model learning process. The solution layer is set to 2, and their node features are first randomly initialized then updated during the model learning process. The dimension of node feature embedding for all compared methods is set to 128.

For our CP-GNN, the number of attention heads is set to 8, the dimension of the output vectors of \(K/Q\)-Linear components is set to 128, and the node dropout rate is set to 0.3. The number of positive context neighbors for each node in a context path is set to 20, and the corresponding negative sampling size is set to 3. The Adam optimizer [21] is adopted to optimize all models, and the learning rate is set to 0.001.

### 5.4 Performance Comparison

In this experiment, we first learn the node embeddings and then employ the \(k\)-Means algorithm on these embeddings to detect communities, where \(k\) is set to the number of node classes. We evaluate the community detection results using the ground-truth labels with four commonly adopted community detection evaluation metrics, i.e., F1, NMI, ARI, and Purity, and report the performance results in Table 3. Note that due to the lack of pre-defined meta-paths, the meta-path-based methods (i.e., Metapath2vec and HAN) cannot be evaluated on AIFB.

From Table 3, we can clearly see that CP-GNN outperforms all the baselines on most metrics. This demonstrates that via the context paths, it can learn node representations that are more suitable for community detection by capturing more meaningful and high-order relationships.

For unsupervised methods, HIN2vec achieves better performance than Node2vec and Metapath2vec on ACM but worse on other datasets. It shows that even though HIN2vec can automatically discover meta-paths by random walk, the discovered meta-paths may not be suitable for community detection. Besides, HIN2vec does not differentiate the importance of the found meta-paths, which incorporates some unrelated relations to the community detection result. The performances of the Metapath2vec are better on DBLP than ACM, when using the longer meta-path. This demonstrates the importance of high-order relationships. Last, all the graph embedding-based methods are better than InfoMap, which shows the great potential of them in community detection task.

For supervised methods, LP performs well in schema-simple heterogeneous graphs (i.e., ACM and IMDB), but its performance drops quickly when it meets the schema-rich heterogeneous graph (i.e., AIFB). This indicates the simple label propagation mechanism does not consider the complex relations in heterogeneous graphs, which leads to its poor performance. GCN and LGNN achieve the worst results in the GNN-based baselines. The possible reason is that an over large embedding dimension may introduce unnecessary redundancies to the CP-GNN model. Although

### 5.5 Parameters Analysis and Ablation Study

In this section, we experimentally investigate the sensitivity of the parameters and report the results on the ACM dataset with various parameters shown in Figure 5, and various CP-GNN structures shown in Tables 4 and 5. As shown in Figure 5, with the increase of parameter values, CP-GNN’s performances raise first and then drop slightly; the best performances are reached when the Embedding size, Attention head, and Node dropout rate reach 128, 8, and 0.3, respectively. The reason is that an over large embedding dimension may introduce unnecessary redundancies to the CP-GNN model. Although
more attention heads can capture more diverse relation importance and increase the representation ability, they also introduce more parameters to the model, making it hard to train. Besides, too many nodes are dropped, which causes that the graph summary vectors cannot be well generated from the remaining nodes.

In Table 4, we evaluate the effect of the embedding transformation mechanism where CP-GNN w/o Trans. means that the initial embeddings of all the auxiliary nodes are randomly initialized and optimized during the training; CP-GNN w/o ReLU denotes that the initial embeddings are transformed from the primary node embeddings but without non-linear function in Eq. 6. CP-GNN denotes the final embedding transformation function used in our CP-GNN. The experiment results show that our non-linear transformation function performs the best. The reason is that using the proposed transformation function can establish stronger connections between the primary graph and auxiliary graphs. Meanwhile, it provides different contextual representation of the primary graph.

Besides, the non-linear function, such as ReLU, can "mask" some unimportant features during the transformation to provide better result.

In Table 5, to examine the effectiveness of different attention methods, we gradually remove the relation and length attention mechanism. CP-GNN w/o Attention means CP-GNN without any attention mechanism. CP-GNN w/o Relation Att. and CP-GNN w/o Att. respectively denote the CP-GNN without relation attention and context path length attention. The experimental results show that both the context path length attention and the relation attention are helpful for improving the model performance.

5.6 Case Study

5.6.1 Context Path Length Attention. To analyze the effect of context path length attention, we conduct experiments on the ACM dataset with different maximum context path length $K$. The experiment results and attention weight of each context path length are depicted in Figure 6(a) and 6(b). Clearly, with the increase of $K$, the performances of CP-GNN increases and reaches the best when $K=4$. This demonstrates our assumption that the high-order relationship information is crucial for community detection. When $K > 4$, the performance of the model slightly drops, which may due to the fact that the nodes will be fully connected when $K$ is overly increasing.

Besides, by reporting the attention score of each length, we can obtain the importance of different context path lengths for each node. The attention scores are helpful for improving the model performance and selecting the unimportant features during the transformation to provide better results.

Figure 5: Parameter sensitivity w.r.t. different parameters.

Table 3: Comparison of the performance of different community detection methods.

| Dataset | Metrics | InfoMap | Node2vec | Metapath2vec | Hin2vec | LP | GCN | GAT | LGNN | HAN | HGT | CP-GNN |
|---------|---------|---------|----------|-------------|---------|----|-----|-----|------|-----|-----|---------|
| ACM     | F1      | 0.5733  | 0.6954   | 0.7142      | 0.7732  | 0.6691| 0.5366| 0.6876| 0.6897| 0.7922| 0.7599| 0.8596  |
|         | NMI     | 0.1933  | 0.2666   | 0.3596      | 0.4066  | 0.3933| 0.3966| 0.2577| 0.2746| 0.394 | 0.4509| 0.4832  |
|         | ARI     | 0.1286  | 0.2469   | 0.2956      | 0.3313  | 0.2992| 0.1022| 0.1422| 0.2368| 0.319 | 0.3813| 0.3924  |
|         | Purity  | 0.5876  | 0.4355   | 0.4969      | 0.6969  | 0.6691| 0.5808| 0.6186| 0.6594| 0.6942| 0.7032| 0.715   |
| DBLP-A  | F1      | 0.3601  | 0.7572   | 0.7144      | 0.3131  | 0.2451| 0.32  | 0.9023| 0.5291| 0.9032| 0.9386| 0.9125  |
|         | NMI     | 0.0819  | 0.0638   | 0.2554      | 0.0044  | 0.0984| 0.0816| 0.618  | 0.0068| 0.624 | 0.7032| 0.7089  |
|         | ARI     | 0.0131  | 0.0409   | 0.2722      | 0.0022  | 0.0053| 0.0166| 0.5264| 0.5264| 0.665 | 0.7322| 0.766   |
|         | Purity  | 0.3601  | 0.3884   | 0.6169      | 0.2971  | 0.2935| 0.3564| 0.7476| 0.2988| 0.8496| 0.9325| 0.9004  |
| DBLP-P  | F1      | 0.3111  | 0.3      | 0.3125      | 0.3375  | 0.4  | 0.31 | 0.225 | 0.3575| 0.4    | 0.4875|
|         | NMI     | 0.0463  | 0.0655   | 0.0034      | 0.0514  | 0.0429| 0.0171| 0.0495| 0.0431| 0.0732| 0.1086| 0.1846  |
|         | ARI     | 0.0032  | -0.0016  | 0.0013      | -0.0021 | 0.0042| -0.0048| -0.0029| 0.0016| -0.0103| 0.0724| 0.0564  |
|         | Purity  | 0.4111  | 0.432    | 0.4212      | 0.431   | 0.4  | 0.41 | 0.422 | 0.44  | 0.426 | 0.426  | 0.488   |
| IMDB    | F1      | 0.3038  | 0.5494   | 0.488       | 0.4184  | 0.3826| 0.3628| 0.3587| 0.3646| 0.4888| 0.3634| 0.614   |
|         | NMI     | 0.0098  | 0.0745   | 0.027       | 0.0031  | 0.0081| 0.0018| 0.0012| 0.0158| 0.1172| 0.0101| 0.1225  |
|         | ARI     | -0.005  | 0.00471  | 0.0146      | -0.0022 | 0.0004| 0.0013| -0.0009| -0.0079| 0.131 | 0.0083| 0.1231  |
|         | Purity  | 0.3898  | 0.4442   | 0.438       | 0.3744  | 0.3825| 0.3855| 0.3746| 0.3738| 0.3734| 0.4023| 0.4949  |
| AIFB    | F1      | 0.434   | 0.7517   | -           | 0.6524  | 0.4151| 0.6524| 0.7375| 0.6809| -    | 0.7163| 0.7659  |
|         | NMI     | 0.0645  | 0.2401   | -           | 0.1912  | 0.2216| 0.1567| 0.2117| 0.2435| -    | 0.3812| 0.4147  |
|         | ARI     | 0.0286  | 0.1518   | -           | 0.1202  | 0.2385| 0.1142| 0.1424| 0.1627| -    | 0.3011| 0.3898  |
|         | Purity  | 0.4403  | 0.6091   | -           | 0.5494  | 0.5157| 0.5385| 0.5568| 0.5875| -    | 0.7102| 0.6966  |

Table 4: Effectiveness of embedding transform functions.

| Trans. Function | NMI | ARI |
|-----------------|-----|-----|
| CP-GNN w/o Trans.| 0.3397 | 0.3665 |
| CP-GNN w/o ReLU  | 0.3908 | 0.2908 |
| CP-GNN           | 0.4832 | 0.3924 |

Table 5: Effectiveness of attention mechanisms.

| Attention         | NMI | ARI |
|-------------------|-----|-----|
| CP-GNN w/o Attention| 0.2214 | 0.1132 |
| CP-GNN w/o Relation Att. | 0.3239 | 0.1008 |
| CP-GNN w/o Length Att.  | 0.4452 | 0.3739 |
| CP-GNN           | 0.4832 | 0.3924 |
the long ones. What is more, the attention scores of lengths longer than 4 (i.e., $K = 5, 6$) are barely the same. It indicates the less relevance of these paths, and explains why the performance of CP-GNN drops slightly when $K > 4$. By using the context path length attention, we not only capture the high-order relationships among the graph nodes, but also discard some less important high-order relationships during learning.

Since the context path length attention can discriminate the importance of context paths with different lengths and assign lower importance to unnecessary long meta-paths, we can set a slightly larger value for $K$, which can yield a result closed to the optimal one. As demonstrated by Figure 6(a) where the optimal result is reached when $K=4$ but the results are close when $K=5$ or 6. This will alleviate the model’s dependence on the hyper-parameter $K$.

For example, the paths PAP and PSP in ACM are both 1-length context path. Therefore, there attention scores can be computed from the relation attention matrix of 1-length context path shown in Figure 7(a) where $S(PAP) = PA + AP = 7$ and $S(PSP) = PS + SP = 9$. Clearly, we can find that the attention score of PSP is higher than PAP, which means the path PSP is slightly more important than PAP for community detection. This can be justified by the result shown in Figure 7(b) where the F1 score of PSP is higher than PAP. Similarly, from Figure 8(a), the attention scores of paths APCPA and APTPA are $S(APCPA) = AP + PC + CP + PA = 23$ and $S(APTPA) = AP + PT + TP + PA = 21$. This indicates that the relationship reflected by APCPA is a little bit more important than that of APTPA. This finding can be proved by the result shown in Figure 8(b) where the F1 of APCPA is higher than APTA.

In summary, the above analysis demonstrates that the Relation Attention can discover context path of different importance and capture the context path of high importance that are more meaningful and useful for community detection.

### 6 Conclusion

In this paper, we propose the Context Path-based Graph Neural Network (CP-GNN) model for detecting communities from heterogeneous graphs, which not only avoids using pre-defined meta-paths, but also well captures the high-order relationship among nodes. In particular, we adopt the context path and propose the context path probability to model the objective function. Besides, CP-GNN distinguishes the importance of different context paths. Extensive experiments on real-world datasets show that CP-GNN outperforms the baselines, and its attention mechanisms can well differentiate the importance of different context paths.
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