Cloud computing paradigm is growing rapidly, and it allows users to get services via the Internet as pay-per-use and it is convenient for developing, deploying, and accessing mobile applications. Currently, security is a requisite concern owning to the open and distributed nature of the cloud. Copious amounts of data are responsible for alluring hackers. Thus, developing efficacious IDS is an imperative task. This article analyzed four intrusion detection systems for the detection of attacks. Two standard benchmark datasets, namely, NSL-KDD and UNSW-NB15, were used for the simulations. Additionally, this study highlights the proliferating challenges for the security of sensitive user data and gives useful recommendations to address the identified issues. Finally, the projected results show that the hybridization method with support vector machine classifier outperforms the existing techniques in the case of the datasets investigated.

1. Introduction

Cloud computing is defined as an Internet-based computing platform in which virtually shared servers provide software, platform, infrastructure, policies, and other functions [1]. It is visualized as a demand from its users to reduce overall cost and complexities. It is gaining popularity due to various advantages of on-demand service provision, flexible resource allocation, higher fault tolerance, and higher scalability. Various cloud service providers (CSPs), including Google, Amazon, and Microsoft, use virtualization technologies with self-service capabilities. Virtualization is the first need of cloud computing [2]. A huge increase in IT technologies leads to daily data increases [3]. Attackers have taken benefit of cloud computing as copious amounts of data are produced by it greater than 665 Gb/s [4]. Huge data generated by the cloud have become its biggest problem as it has come on the target of attackers [5]. Hackers are alluring towards the cloud due to its open and distributed nature and the amount of traffic produced [6]. Attackers can interrupt the services of the users, misuse the sensitive information, and misuse the services and resources given by the CSP. An intrusion can be an attack that can misuse the private or sensitive information of the users, or it can consume the resources such as CPU, bandwidth, and storage. Traditional methods for providing security like firewalls are not sufficient. But there is a need for a proper system that can provide security to the users. An intrusion detection system (IDS)
can detect or find attacks in the network by analyzing the data of the network. There are mainly two categories of IDS based on the deployment strategies: host-based IDS and network-based IDS [7, 8]. Host-based IDS analyzes attacks by monitoring the host system only, whereas network-based IDS analyzes the whole network. Every node in the cloud has personal IDS and storage in the case of host-based IDS [9].

Host-based IDS is proposed based on statistics and probability theory [10]. SNORT-based detection is performed in Eucalyptus Cloud in Ref. [11]. Network-based IDS proposed in Ref. [12] has intrusion detection system management unit and intrusion detection system sensor. The distributed intrusion detection system is also growing with time as it merges the characteristics of both the abovementioned IDSs [13]. Two more types of IDS are based on the detection mechanism: signature-based IDS and anomaly-based IDS. Signature-based IDS analyzes the attacks in the network by comparing the signatures of attacks stored in the database. Anomaly-based IDS can detect attacks in the network by analyzing the dynamic activities in the network. A profile is created by observing the activities of the users, applications, and users during a particular period in anomaly-based IDS [14, 15].

Numerous researchers have used data mining and machine learning approaches [16]. Zero-day attacks are the biggest concerns for the cloud [17]. Classifiers based on machine learning are usually used to classify attack packets and normal packets [18]. Another emerging technique is the mining rule association technique [19]. Artificial neural networks are mostly used due to their ability to work on the incomplete dataset [20]. Some researchers have found the importance of machine learning algorithms for intrusion detection in the cloud due to the scalability and elasticity features of the cloud computing paradigm [21–24]. Different optimization algorithms such as genetic algorithm [25], particle swarm optimization [26], harmony search [27], and artificial bee colony [28] are also used with various classifiers for categorizing attack packets and normal packets of the network.

The main contributions of the article are given as follows:

(i) Discerned the methodologies followed by different intrusion detection systems related to the cloud computing environment. Also discerned which attacks they have considered for their research work.

(ii) Analogized four existing intrusion detection systems for the detection of attacks.

(iii) Analogized various attacks of two different standard benchmark datasets: NSL-KDD dataset and UNSW-NB15 dataset.

(iv) Epitomized the study of various existing intrusion detection systems of the cloud computing environment. Represented our research work and discerned which methodology outperformed our results and comparative analysis.

(v) Exemplified the remaining challenges in cloud security and suggested possible recommendations for addressing the challenges.

The structure of the remaining article is as follows: Section 2 reviews the literature review. Section 3 describes the proposed methodology. Section 4 presents the experiments and comparative analysis. Section 5 represents the future scopes and recommendations for the cloud computing environment. Conclusions are presented in Section 6.

2. Literature Review

The literature review section of the article is reviewing various good journal papers related to the intrusion detection in the cloud computing environment. Literature review is presented in the tabular form. Table 1 is showing the literature review, and also we have suggested the possible future scopes for the reviewed papers.

Additionally, we have compared our survey article with other latest survey papers. Table 2 shows how our survey article differs from other surveys. In table describes the novelty of our survey.

3. Methodology

Our methodology is described in this section of the article. It is implemented in three modules. The modules are preprocessing classification and evaluation. We have used four existing methodologies for the detection of attacks. Out of four methodologies, three methodologies are applied to the cloud computing environment, and the last methodology is applied to general network, which makes our comparison more strong. We have chosen these four methodologies for comparison as they are including the popular classifiers for intrusion detection. We have also chosen one methodology, which is using the optimization concept. So, these four methodologies’ comparison will give a good comparison outcome.

3.1. Dataset. We have used two standard benchmark datasets for the comparative analysis. We have used the NSL-KDD dataset [52] and the UNSW-NB15 dataset [53].

3.1.1. UNSW-NB15 Dataset. It was created to overcome the drawbacks of the NSL-KDD dataset. This dataset contains low footprint attack characteristics and some traffic schemes, and there is no discrepancy between the distributions of datasets. This dataset contains 49 features. The last two features represent the category and label (0 for normal and 1 for attack records). Figure 1 shows the pie chart of the UNSW-NB15 dataset distribution of various classes.

3.1.2. NSL-KDD Dataset. It is a publicly available dataset refining the KDD-CUP 1999 dataset. This dataset does not contain redundant records in the training and testing dataset. There is no requirement for creating subsets of the dataset for experimentation purposes. Figure 2 shows the pie chart of NSL-KDD dataset distribution.
| Ref. No. | Year | Research paper/ review paper | Attacks detected | Dataset used | Methodology used | Suggestions |
|----------|------|-------------------------------|------------------|--------------|-----------------|-------------|
| [29]    | 2012 | Review paper                  | DoS, attacks targeting shared memory, phishing attack, malicious insider attack, cross VM side channel attack | Dataset generated | Surveyed security threats affecting cloud computing and solutions. A model is developed for detecting threats, generating alerts, and producing information on the type of attack. Bayesian quantum particle swarm optimization is used for the detection of malware. | In future, try to optimize various classifiers such as naive Bayes, MLP, decision tree, and PART classifiers. Real-time dataset can be considered for future work and try to reduce the detection time. |
| [30]    | 2013 | Research paper                | Malware          | Dataset generated | | More types of attacks should be considered in future. |
| [31]    | 2014 | Research paper                | DDoS             | DARPA KDD cup 1999 | Fuzzy logic is used for the detection of the attacks. | The authors focus on alert generations and prevention of various attacks. |
| [32]    | 2014 | Research paper                | Bots             | Dataset generated | Fuzzy recognition pattern is used. | Make intrusion detection system strong by taking more attacks in future. |
| [33]    | 2015 | Research paper                | DoS, U2R, R2L, probe DARPA KDD cup 1999 dataset | FCM along with BPNN is hybridized for developing a novel intrusion detection system. | The authors should take better datasets as the NSL-KDD dataset is the improved version of DARPA KDD-CUP 1999 dataset. |
| [34]    | 2016 | Research paper                | DoS, U2R, R2L, Probe DARPA KDD cup 1999 dataset | A novel classifier which is two-stage classifier is made by hybridizing SVM and ANN. | Authors should take better datasets as NSL-KDD dataset is improved version of DARPA KDD-CUP 1999 dataset. |
| [35]    | 2018 | Research paper                | DDoS             | Dataset generated | Multi-agent system is used to detect DDoS attacks. Time-sliding window algorithm is used with the naive Bayes classifier. | Authors can focus on other latest attacks also. |
| [36]    | 2018 | Research paper                | DDoS             | CICIDS dataset | | Authors should consider more performance metrics for evaluation purpose. |
| [37]    | 2019 | Research paper                | DoS, U2R, R2L, probe, sql injection, web attack, etc. CICIDS 2017 dataset, NSL-KDD 2015 dataset, and CIDDS-001 Dataset | Improved genetic algorithm is used with simulated annealing technique. | More complex datasets can be considered in future. |
| [38]    | 2019 | Research paper                | Analysis, backdoor, generic, DDoS, sql injection, Brute-force, etc. UNSW-NB15 dataset, CICIDS 2017 dataset | Deep neural extended binary bat algorithm is hybridized with random forest classifier. Logistic regression is used for selecting the optimal feature set and bagging algorithm is used for the classification of the attacks. | Realistic environment can be used for experimentation in the future. More complex datasets can be considered in future. |
| [39]    | 2019 | Research paper                | DoS, U2R, R2L, probe NSL-KDD dataset | Virtualbox is used by authors and LUbuntu15 along with Apache web server is used for generating dataset. CS is used with PSO. The modification made to PSO is that the updated location of the particles is generated by adding old location to the new location. This increases the exploration phase. Features are selected based on the scoring algorithm and ranking algorithm. Classification of attacks is made by using the rule-based algorithm. | | Complex database can be taken in future for achieving better accuracy |
| [40]    | 2019 | Research paper                | Various attacks | Dataset generated | | Complex database can be taken in future for achieving better accuracy. |
| [41]    | 2019 | Research paper                | DoS, U2R, R2L, probe NSL-KDD dataset | | | Complex database can be taken in future for achieving better accuracy. |
| [42]    | 2019 | Research paper                | DoS              | Dataset generated | | Temporal constraints can be used for collecting dynamic information related to attacks. Fuzzy rule concept can also be used for increasing accuracy. |
3.2. Preprocessing. Rough or raw datasets can lead to high false alarms [54]. Datasets used for classification include various attributes, which can be numeric or non-numeric. Symbolic or non-numeric should be converted to the numeric form that easily interprets the classifiers. We have preprocessed the raw datasets and converted the dataset into one form, which is numeric. Like in the NSL-KDD dataset, attribute 41 has no use for classifying the dataset. Hence, we

| Ref. No | Year | Research paper/Review paper | Attacks detected | Dataset used | Methodology used | Suggestions |
|---------|------|-----------------------------|------------------|--------------|-----------------|-------------|
| [40]    | 2019 | Research paper              | Various attacks  | The 36 datasets of real attacks collected from 2014 until 2016 from the network traffic blog | C4.5 algorithm and naïve Bayes classifier are compared and naïve Bayes classifier performs better. | More classifiers like ANN and SVM can be compared in future. |
| [43]    | 2020 | Research paper              | DoS, U2R, R2L, probe | NSL-KDD dataset | FCM is hybridized with SVM for detecting attacks. | Optimization of the classification can produce better results. |
| [44]    | 2020 | Research paper              | DoS, U2R, R2L, probe | NSL-KDD dataset | FCM is hybridized with ANN. The SMO algorithm is used for optimizing the ANN. | The hybrid optimization algorithm can be used for obtaining better accuracy. |
| [45]    | 2021 | Research paper              | Analysis, backdoor, generic, DDoS, sql injection, Brute-force, etc. | UNSW-NB15 dataset, CICIDS 2017 dataset, and CICIDS 2019 | Decision Jungle classifier is used for the detection of attacks. | The authors can produce hybrid classification technique by using multiple classifiers. |

Table 1: Continued.

| Table 2: Comparison of our survey article with other survey papers. |
|---------------------------------------------------------------|
| Compared existing intrusion detection systems practically | Datasets taken for comparing existing intrusion detection systems practically | The article focuses on multiple classifiers | Comparison made for every attack of dataset | Comparison made for the whole dataset | Performance metrics used for comparison done practically | Future scopes | Possible recommendations for future scopes |
|---------------------------------------------------------------|---------------------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| [46] No
| [47] No
| [48] No |
| Focus on bio-inspired techniques only |
| [49] No
| Three existing machine learning techniques are compared practically |
| KDD-CUP 1999 dataset |
| Focus on machine learning techniques only |
| No |
| [50] No
| Four existing intrusion detection systems are compared practically |
| UNSW-NB15 dataset, NSL-KDD dataset |
| Yes |
| This paper |
| Yes |
| Accuracy, precision, detection rate, F-measure, false alarm rate |
| Yes |

3.2. Preprocessing. Rough or raw datasets can lead to high false alarms [54]. Datasets used for classification include various attributes, which can be numeric or non-numeric. Symbolic or non-numeric should be converted to the numeric form that easily interprets the classifiers. We have preprocessed the raw datasets and converted the dataset into one form, which is numeric. Like in the NSL-KDD dataset, attribute 41 has no use for classifying the dataset. Hence, we
have not considered that attribute for the classification of the dataset. Attributes that have no importance for the classification increase the computation time and are excluded from the dataset.

3.3. Classification. Classification of the dataset into normal and attack packets plays an important role in providing security to the cloud computing environment. Classification can be a binary classification or multiclass classification. Binary classification results in two classes. Multiclass classification results in more than two classes. We have performed multiclass classification. For the classification, we have implemented four existing intrusion detection methodologies. The four methodologies are described next.

3.3.1. FCM-ANN. This methodology is implemented in four modules [33]. The flowchart of the methodology is shown in Figure 3.

(1) Preprocessing Module. The raw dataset is preprocessed, and the dataset is converted into a form that is easily analyzed by the classifier.

(2) FCM Module. This module is used for making clusters of the dataset. The membership function used for creating the clusters is represented [33] by the following equation:

\[ J = \sum_{j=1}^{k} \sum_{i=1}^{n} u_{ij}^m x_i - c_j^2 \]  

(1)

where \( N \) is the number of elements, \( K \) is the number of clusters, \( M \) is a real number and, \( 1 \leq m \leq \infty \), and \( U_{ij} \) is the degree of membership functions of \( x_i \) data in the \( j^{th} \) cluster.

The output of this module results in creating homogeneity between the cluster and heterogeneity among various clusters.

(3) ANN Module. This module is used for classifying the clusters generated by the fuzzy c-means algorithm. Backpropagation algorithm is commonly used for training neural network [55]. In this module, the cluster pattern is learned, and the backpropagation algorithm is used to train the feedforward neural network. A feed-forward neural network has an input layer, an output layer, and numerous hidden layers. The input given to \( k \) node (belongs to hidden layer) is \( \ln (k) \), and it is given [33] by

\[ \ln (k) = \theta_k + \sum_{i=1}^{n} x_i w_{ik}. \]  

(2)

where \( \ln (k) \) is the input given to \( k \) node, \( k \) node is belonging to the hidden layer, \( \theta_k \) is the bias of the hidden layer, \( x_i \) is the input given to the \( i \) node, \( i \) node is belonging to the input layer, and \( w_{ik} \) is the weight value between the input layer and hidden layer.
The activation function is the sigmoid function, and it is used for processing the ln (k). It is given [33] by the following equation:

\[ f(x) = \frac{1}{1 - e^{-x}} - 1. \] (3)

The result of the activation function is \( f(\ln(k)) \), which is sent to all the neurons of the output layer. It is given [33] by the following equation:

\[ y_j = \theta_j + \sum_{k=1}^{m} w_{kj} f(\ln(k)). \] (4)

where \( y_j \) is the output sent to all the neurons \( j \), \( j \) node is belonging to the output layer, \( \theta_j \) is the bias of the output layer, \( w_{kj} \) is the weight value between the hidden layer and output layer, and \( f(\ln(k)) \) is the activation function.

(4) Aggregation Module. The last module is the aggregation module that combines the results of all artificial neural networks and creates a single module. This module combines the intermediate results and generates the final result.

3.3.2. SVM-ANN Methodology. In this methodology [34], the SVM classifier uses the anomaly detection technique, and the ANN classifier uses the misuse detection technique. The whole methodology is implemented in three modules. The modules are preprocessing module, SVM module, and ANN module. The flowchart of the SVM-ANN methodology is shown in Figure 4.

(1) Preprocessing Module. Preprocessing module is a very important part of the classification methodology, and this module makes the dataset ready for classification. The raw dataset has redundant and useless data, and the preprocessing makes them free from redundant and useless data.

(2) SVM Module. The preprocessed dataset is given as input to the support vector machine classifier, and this classifier performs the binary classification and results into two classes: normal and attack. The normal packet is labelled as normal, whereas the attack packet is labelled as attack. Support vector machine (SVM) classifier usually increases the dimensionality of the data, which makes it easy for separating or classify the data into different categories or classes. A hyperplane can be expressed as [56] \( H \) in \( \mathbb{R}^n \) in the following equation:

\[ H = \{x : x^T = b \}. \] (5)

where \( x \) is an element in \( \mathbb{R}^n \) and \( b \) is an element in \( \mathbb{R} \).

Some studies state that SVM is implemented successfully in regression and classification [52, 53, 57–59].

(3) ANN Module. The attack packets are the input for the artificial neural network classifier. Backpropagation algorithm with feed-forward neural network is implemented. It is a commonly used algorithm by neural networks [55]. This classifier performs multiclass classification. It outputs the attack packets with their types.

3.3.3. FCM-SVM Methodology. In this methodology [44], the hybrid approach combines FCM with the SVM classifier. The methodology comprises three modules. Figure 5 shows the flowchart of FCM-SVM methodology.

(1) Preprocessing Module. The first module is used for converting the dataset in a form easily understood by the classifier. The preprocessed dataset saves time and resources as unwanted data are removed in this module.

(2) FCM Module. This module makes various groups of the dataset, and the groups are made based on membership functions. The equations related to the FCM algorithm are discussed earlier in this study.

(3) SVM Module. This module classifies various clusters using support vector machine classifiers. SVM classifiers are performing the multiclass classification.

(4) Aggregation Module. The outputs of all the SVM classifiers are combined, and the aggregation module generates the final output.

3.3.4. SMO-ANN Methodology. This is based on a fuzzy C-means clustering algorithm optimized with the Spider monkey optimization algorithm (SMO) [45]. Figure 6 shows the flowchart of SMO-ANN methodology. The methodology
is divided into three modules. The modules are described next.

(1) **Preprocessing Module.** Preprocessing is carried out to obtain the preprocessed dataset from the raw dataset. The preprocessed dataset is not containing useless data.

(2) **FCM-SMO Module.** The whole dataset is divided into various clusters in this module. SMO is applied to the clusters to reduce the dataset further and obtain an optimized dataset.

(3) **ANN Module.** In this module, an artificial neural network (ANN) is applied to classify the dataset into attack packets and normal packets. Attack packets are further classified into their types.

### 3.4. Evaluation

Performance metrics are vital for comparing different intrusion detection systems, and they also tell which intrusion detection system is performing better than others.

(1) **Accuracy:** Accuracy describes the percentage of true intrusion detection system predictions. Accuracy is represented by the following equation:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (6)
\]

(2) **Precision:** Precision describes the ratio of the attack packets correctly identified as an intrusion by the intrusion detection system to the total number of attack packets. Precision is represented by

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (7)
\]

(3) **Detection Rate:** The detection rate describes how many packets are identified correctly. It is represented by

\[
\text{Detection Rate} = \frac{TP}{(TP + FN)} \quad (8)
\]

(4) **F-measure:** F-measure is defined as the harmonic composition of recall and precision. It is represented by

\[
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (9)
\]

(5) **False-Positive Rate:** False alarm rate describes the ROC curve. False-positive rate is represented by

\[
\text{False Positive Rate} = \frac{FP}{(FP + TP)} \quad (10)
\]

These performance metrics are used for comparing various methodologies by using two standard benchmark datasets.

We are using a multiclass dataset for performance assessment. We will calculate performance metrics for every class of both datasets: the UNSW-NB15 and the NSL-KDD datasets. For example, we will calculate the accuracy of every
class of the NSL-KDD dataset. For calculating the overall accuracy for the whole dataset, we will find the average of the accuracies of all the classes. In this way, we will calculate the other performance metrics for both datasets. We have compared every attack of both datasets by calculating the performance metrics for every attack. We have also compared the overall performance metrics of both datasets. We have compared the performance of four existing intrusion detection systems.

4. Experiments and Comparative Analysis

To evaluate the performance of the various existing IDSs, we conducted the experimentation on four existing IDSs using two benchmark datasets: the NSL-KDD dataset and UNSW-NB15 dataset. We have compared four existing methodologies and used two standard benchmark datasets: NSL-KDD dataset and the UNSW-NB15 dataset. We present the analysis of the results by comparison concerning five performance metrics: accuracy, detection rate, precision, F-measure, and false-positive rate. Table 3 shows the hardware and software used in the experiments.

In Table 4, the SVM-ANN methodology has the highest precision of 1 and lowest false-positive rate of 0. FCM-SVM methodology has the highest accuracy of 0.99855, highest detection rate of 0.98475, and highest F-measure of 0.98431. In Table 5, the SVM-ANN methodology has the highest precision of 1 and lowest false-positive rate of 0. FCM-SVM methodology has the highest accuracy of 0.99925, highest detection rate of 0.99254, and highest F-measure of 0.99482. In Table 6, the SVM-ANN methodology has the highest precision of 1 and the lowest false-positive rate of 0. FCM-SVM methodology has the highest accuracy of 0.99954 and the highest F-measure of 0.99482. SMO-ANN methodology has the highest detection rate 1. In Table 7, the SVM-ANN methodology has the highest detection rate of 0.98624. FCM-SVM methodology has the highest accuracy of 0.99793 and the highest F-measure of 0.98068. SMO-ANN methodology has the highest precision of 1 and lowest false-positive rate of 0.

In Table 8, the SVM-ANN methodology has the highest precision of 1 and lowest false-positive rate of 0. FCM-ANN methodology has the highest accuracy of 0.97655, and highest F-measure of 0.86721. All methodologies have precision of 1 and false-positive rate of 0. In Table 9, FCM-SVM methodology has the highest accuracy of 0.99365 and highest F-measure of 0.96540.

In Table 10, the SVM-ANN methodology has the highest accuracy of 0.99362, highest detection rate 0.94270, highest precision of 0.96460, highest F-measure of 0.95270, and lowest false-positive rate of 0.00484.

The different attacks of the UNSW-NB15 and NSL-KDD datasets are analyzed to evaluate various intrusion detection systems of cloud computing environments. The above tables are representing the results of our experimentation.

Tables 4 to 18 show the different performance metrics values of different attacks of the UNSW-NB15 dataset. FCM-SVM methodology performs better in detecting every attack of the UNSW-NB15 dataset than other methodologies.

Table 1 shows the performance metrics values of a complete UNSW-NB15 dataset. The overall performance of the FCM-SVM methodology for detecting attacks of the UNSW-NB15 dataset is better than other methodologies. Tables 13 to 16 show the different performance metrics values of different attacks of the NSL-KDD dataset. FCM-SVM and SMO-ANN methodologies perform better in detecting every attack of the NSL-KDD dataset than other methodologies. Table 17 shows the performance metrics values of the complete NSL-KDD dataset. The overall performances of the SMO-ANN methodology for detecting attacks of the NSL-KDD dataset are better than other methodologies. The main advantage of the SVM classifier is that it only depends on support vectors. The complete dataset does not influence the SVM function, which is the case in many artificial neural networks (ANNs). Also, SVM deals efficiently with many features because kernel functions have exploitation features. The rate of convergence of the SMO algorithm is low. The premature
Table 4: Comparison of various methodologies based on different performance metrics for analysis attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.92653  | 0.39036        | 0.83587   | 0.53218   | 0.00919             |
| [34] | SVM-ANN     | 0.99636  | 0.72595        | 1         | 0.84122   | 0                   |
| [43] | FCM-SVM     | 0.99855  | 0.98475        | 0.98387   | 0.98431   | 0.00078             |
| [44] | SMO-ANN     | 0.97619  | 0.98077        | 0.96226   | 0.97143   | 0.02703             |

Table 5: Comparison of various methodologies based on different performance metrics for backdoor attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.93563  | 0.05993        | 0.85714   | 0.11202   | 0.00073             |
| [34] | SVM-ANN     | 0.99741  | 0.76976        | 1         | 0.8699    | 0                   |
| [43] | FCM-SVM     | 0.99925  | 0.99254        | 0.99712   | 0.99482   | 0.00022             |
| [44] | SMO-ANN     | 0.97619  | 0.90909        | 0.83333   | 0.86957   | 0.01739             |

Table 6: Comparison of various methodologies based on different performance metrics for DoS attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.99205  | 0.98676        | 0.95123   | 0.96867   | 0.00720             |
| [34] | SVM-ANN     | 0.97639  | 0.73752        | 1         | 0.84894   | 0                   |
| [43] | FCM-SVM     | 0.99954  | 0.99453        | 0.99543   | 0.99498   | 0.00022             |
| [44] | SMO-ANN     | 0.99206  | 1              | 0.92857   | 0.96296   | 0.00885             |

Table 7: Comparison of various methodologies based on different performance metrics for exploits attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.88077  | 0.96934        | 0.58007   | 0.72580   | 0.13646             |
| [34] | SVM-ANN     | 0.90387  | 0.98624        | 0.727     | 0.83701   | 0.27300             |
| [43] | FCM-SVM     | 0.99793  | 0.97992        | 0.98144   | 0.98068   | 0.0105              |
| [44] | SMO-ANN     | 0.99206  | 0.88889        | 1         | 0.94118   | 0                   |

Table 8: Comparison of various methodologies based on different performance metrics for Fuzzer attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.98101  | 0.95978        | 0.89149   | 0.92437   | 0.01607             |
| [34] | SVM-ANN     | 0.96633  | 0.75577        | 0.99926   | 0.86062   | 0.00074             |
| [43] | FCM-SVM     | 0.99838  | 0.99047        | 0.98890   | 0.98969   | 0.00094             |
| [44] | SMO-ANN     | 0.98413  | 0.75           | 0.75      | 0.75      | 0.00819             |

Table 9: Comparison of various methodologies based on different performance metrics for generic attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.95318  | 0.70241        | 0.81211   | 0.75329   | 0.01841             |
| [34] | SVM-ANN     | 0.99950  | 0.99731        | 0.99880   | 0.99805   | 0.00119             |
| [43] | FCM-SVM     | 0.99983  | 0.99984        | 0.99984   | 0.99984   | 0.00118             |
| [44] | SMO-ANN     | 0.98413  | 0.66667        | 1         | 0.8       | 0                   |
### Table 10: Comparison of various methodologies based on different performance metrics for reconnaissance attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.96828  | 0.67319        | 0.94376   | 0.78584   | 0.00379             |
| [34] | SVM-ANN     | 0.97790  | 0.75022        |           |           | 0                   |
| [43] | FCM-SVM     | 0.99788  | 0.9761         | 0.97517   | 0.97563   | 0.00113             |
| [44] | SMO-ANN     | 0.99206  | 1              | 0.85714   | 0.92308   | 0.00833             |

### Table 11: Comparison of various methodologies based on different performance metrics for shellcode attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.92615  | 0.01107        | 0.28358   | 0.0213    | 0.00219             |
| [34] | SVM-ANN     | 0.99718  | 0.69099        | 0.99383   | 0.81519   | 0.00617             |
| [43] | FCM-SVM     | 0.99801  | 0.98539        | 0.98414   | 0.98476   | 0.00111             |
| [44] | SMO-ANN     | 1        | 1              | 1         | 1         | 0                   |

### Table 12: Comparison of various methodologies based on different performance metrics for worm attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.97153  | 0.81777        | 0.76506   | 0.79054   | 0.01766             |
| [34] | SVM-ANN     | 0.99834  | 0.66923        | 1         | 0.80184   | 0                   |
| [43] | FCM-SVM     | 0.99880  | 0.98488        | 0.98768   | 0.98628   | 0.00056             |
| [44] | SMO-ANN     | 1        | 1              | 1         | 1         | 0                   |

### Table 13: Comparison of various methodologies based on different performance metrics for the UNSW-NB15 dataset.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.94340  | 0.65680        | 0.73920   | 0.62550   | 0.03134             |
| [34] | SVM-ANN     | 0.97980  | 0.8056         | 0.9689    | 0.8701    | 0.03114             |
| [43] | FCM-SVM     | 0.99862  | 0.9871         | 0.9871    | 0.9871    | 0.00066             |
| [44] | SMO-ANN     | 0.98889  | 0.9129         | 0.9331    | 0.9184    | 0.01120             |

### Table 14: Comparison of various methodologies based on different performance metrics for DoS attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.90469  | 0.73998        |           | 1         | 0.85056             |
| [34] | SVM-ANN     | 0.99151  | 0.98408        | 0.99268   | 0.98836   | 0.007319            |
| [43] | FCM-SVM     | 0.91069  | 0.75634        | 1         | 0.86127   | 0                   |
| [44] | SMO-ANN     | 0.90961  | 0.75471        | 0.99828   | 0.85957   | 0.000752            |

### Table 15: Comparison of various methodologies based on different performance metrics for probe attack.

| Ref. | Methodology | Accuracy | Detection rate | Precision | F-measure | False-positive rate |
|------|-------------|----------|----------------|-----------|-----------|---------------------|
| [33] | FCM-ANN     | 0.97721  | 0.74924        |           | 1         | 0.85664             |
| [34] | SVM-ANN     | 0.99365  | 0.97510        | 0.95589   | 0.96540   | 0.004497            |
| [43] | FCM-SVM     | 0.88556  | 1              | 0.82348   | 0.90319   | 0.17652             |
| [44] | SMO-ANN     | 0.97686  | 0.74530        | 1         | 0.85407   | 0                   |
convergence of the SMO algorithm also affects the performance. SVM hybridization with other classifiers might give an efficient intrusion detection system.

5. Future Scopes and Recommendations

Intrusion detection systems detect known and unknown attacks. But the copious amounts of data generated and stored on the cloud make the intrusion detection problem more complex. We epitomized the underlying future scopes:

(i) The brisk growing zero-day attacks and their vulnerabilities are the demanding future scope in developing the intrusion detection system for cloud computing.

(ii) Another future scope is developing an adaptive architecture of intrusion detection systems to handle the dynamic computations.

(iii) Researchers can also focus on integrating the intrusion detection system with blockchain technologies.

(iv) The possible recommendations for the above future scopes are as follows.

(v) An adaptive intrusion detection system must be developed that can adapt to change the requirements such as environment configurations, resources of computation, and various locations where intrusion detection systems are deployed.

(vi) It should expand dynamically by adding virtual machines when the cloud network extends.

6. Conclusion

This article reviews various intrusion detection systems related to cloud computing. The article implements various IDSs and compares them. Two standard benchmark datasets were employed and observed that the FCM-SVM methodology outperforms other techniques using the UNSW-NB15 dataset, and the SVM-ANN method outperforms the preliminaries using the NSL-KDD dataset. Hence, SVM is identified as a better classifier than other classifiers. In future work, we will work on zero-day attacks to develop an adaptive intrusion detection system that adapts to changing cloud architecture.
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