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Abstract

Two-dimensional Rashba superconductor Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) is a candidate platform of mixed spin-singlet and -triplet superconductivity. A recent scanning tunneling microscope (STM) experiment revealed a pseudogap at the vortex core, suggesting the finite triplet component [T. Nakamura et al., Phys. Rev. B 98, 134505 (2018)]. Detailed spectroscopic information of the superconducting gap and the low-energy band structure is necessary to establish the putative triplet superconductivity. Here, we performed high-energy-resolution spectroscopic imaging experiments on Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) using an ultra-low temperature STM. We found that various spectroscopic features, including the vortex-core spectrum, are consistent with spin-singlet s-wave superconductivity, having no sign of the triplet component. The apparent contradiction with the previous STM result suggests that the nature of superconductivity changes within the same system. From the analysis of the quasiparticle interference patterns, we found that the Fermi energy is in the close vicinity of the saddle point near the $\overline{M}$ point. We speculate that the nature of superconductivity varies depending on the saddle-point energy with respect to the Fermi energy, which is sample-dependent due to different band filling.
I. INTRODUCTION

Superconductivity in the systems without inversion symmetry possesses mixed even- and odd-parity superconducting wave functions\(^1\)–\(^6\). If the odd-parity, namely spin-triplet, component becomes dominant, a topologically nontrivial superconducting state may be realized\(^2\)–\(^4\). Therefore, vigorous efforts have been made to induce superconductivity in the system with broken inversion symmetry, as exemplified by Rashba semiconductor nanowires on superconductors\(^7\)–\(^9\), Rashba-material-superconductor heterostructures\(^10,11\), and superconductors with topological surface states\(^12\)–\(^16\). Another intriguing example is an atomically thin 2-dimensional (2D) superconductor composed of heavy elements grown on an insulating or semiconducting substrate\(^17\)–\(^20\). In such a system, the combination of the strong spin-orbit coupling and the broken inversion symmetry perpendicular to the interface leads to a Rashba-type spin splitting in the band structure. Among such 2D superconductors, Si(111)-\(\sqrt{3} \times \sqrt{3}\)-(Tl, Pb) has attracted attention\(^20\)–\(^22\). Recent scanning tunneling microscopy (STM) experiments have revealed signatures that suggest spin-triplet superconductivity, such as the vortex density lower than that expected from the applied magnetic field and the pseudogap in the spectrum at the vortex core\(^22\). While these observations may be consistent with the theoretical prediction of the doubly quantized vortex core in a spin-triplet chiral \(p\)-wave superconductor\(^23\), detailed structures of the superconducting gap and the vortex core are yet to be clarified. In addition, it is important to investigate the band and spin structures near the Fermi energy \((E_F)\), to reveal the features that may be responsible for the putative spin-triplet pairing.

To this end, we performed spectroscopic-imaging STM on Si(111)-\(\sqrt{3} \times \sqrt{3}\)-(Tl, Pb) using a home-built dilution-refrigerator STM that can achieve an effective electron temperature below 90 mK corresponding energy resolution of \(\sim 20 \, \mu\text{eV}\)\(^24\). Surprisingly, the superconducting gap spectrum and its temperature dependence, the vortex density, and the spectrum at the vortex core are all qualitatively distinct from the results of previous STM measurements\(^22\) and are consistent with those expected for spin-singlet \(s\)-wave superconductivity. To clarify the origin of the discrepancy, we investigated the detailed band structure near the \(E_F\) by a combination of quasiparticle interference (QPI) imaging and numerical simulations. We found that the Fermi level lies in the close vicinity of the saddle point of the spin-split band near the \(\overline{M}\) point. These QPI results suggest that even a small difference
in the saddle point energy with respect to $E_F$ alters topology and spin structures of the Fermi surface through the Lifshitz transition. We speculate that the qualitatively distinct superconducting properties observed in Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) are related to this Lifshitz transition.

II. METHODS

Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) samples were grown in an ultra-high vacuum (UHV) chamber attached to the ultra-low temperature STM system. (base pressure $\sim 1 \times 10^{-10}$ Torr). The Si substrate was cut from an As-doped n-type wafer (room temperature resistivity of a few mΩcm) taken from the same lot used in Ref. 22. We first prepared a clean Si(111)-7×7 reconstructed surface by flashing the wafer at 1135 °C several times. After the final flashing, we slowly cooled the wafer from 850 °C to 600 °C at $\sim -0.5$ °C/sec. Subsequently, monolayer Tl (purity: 99.99%) was deposited from a Knudsen cell with keeping the substrate temperature at 300 °C. One-third of monolayer Pb (purity: 99.9999%) was then deposited at room temperature using a water-cooled Knudsen cell. We carefully optimized the amount of Tl and Pb so that the area of the $\sqrt{3} \times \sqrt{3}$-(Tl, Pb) structure was maximized in STM topographic images. The samples were transferred to the STM head immediately after the growth.

We performed STM experiments using the dilution-refrigerator STM mentioned above24. The STM tip was an electrochemically-etched tungsten wire cleaned by electron-beam heating followed by field evaporation using a field-ion microscope. All the spectroscopic experiments were done using the standard lock-in method with a modulation frequency of 614.7 Hz. The bias voltage was applied to the sample.

III. RESULTS AND DISCUSSION

Figure 1(a) shows a typical topographic image in a 1 μm × 1 μm field of view, showing the step-terrace structures of the Si substrate. On each terrace, $\sqrt{3} \times \sqrt{3}$-(Tl, Pb) monolayer is formed [Fig. 1(b)]. An atomic-resolution topographic image shown in Fig. 1(c) is characterized by a hexagonal structure with a period of $\sqrt{3}a_0$ ($a_0 = 3.84$ Å is the lattice constant of the Si(111) surface without the reconstruction). The observed topographic features agree
well with the previous STM results\textsuperscript{22} and are consistent with the structure model shown in Fig. 1(c) inset.

Figure 1(d) depicts a tunneling spectrum over a wide energy range. We also show the spectrum taken in Ref. 22 for comparison. Both spectra are characterized by a sharp peak around -400 meV, which may be related to the Si(111) substrate, and a hump around +150 meV. Although the peak and hump are well reproduced, these features in the present sample shift downward compared to those in Ref. 22 [Fig. 1(e) and 1(f)]. We note that the samples used in this work and in Ref. 22 were prepared in the different UHV systems even though we used the Si substrate taken from the same lot. Therefore subtle differences in the effective doping level and the Tl/Pb ratio may result, causing the energy shift in the spectrum. While its exact origin is elusive, the observed downward shift suggests that the energy bands of the present sample are filled with more electrons than in Ref. 22.

Next, we examined the superconducting properties. Figure 2(a) shows superconducting-gap spectra at different temperatures. The spectrum at the lowest temperature exhibits the fully gapped behavior, indicating that the superconducting gap is isotropic. The isotropic gap is in contrast to the anisotropic gap observed in Ref. 22. We note that this discrepancy is not due to the inhomogeneity of the sample because the spectrum is uniform over \( \sim 150 \) nm, as shown in Fig. 2(b). The observed fully-gapped spectrum can be fitted well by the Dynes function that includes the thermal broadening and the bias modulation of the lock-in measurement. The parameters obtained by the fitting are summarized in the Table I. From the fitting results at different temperatures, we determined the temperature \( T \) dependence of the superconducting gap \( \Delta(T) \), as shown in Fig. 2(c). The obtained \( \Delta(T) \) well follows the behavior expected from the conventional Bardeen-Cooper-Schrieffer theory. We estimated the gap ratio \( 2\Delta(0)/k_B T_c \) to be 4.4. Here, \( k_B \) is the Boltzmann constant, and \( T_c \) is the superconducting transition temperature defined at the gap-closing point. The gap ratio indicates the strong-coupling nature of superconductivity but is about a half of \( 2\Delta(0)/k_B T_c \sim 8.6 \) estimated in Ref. 22.

Different superconducting properties between present and previous results\textsuperscript{22} are also seen in the vortex state in a magnetic field. Figure 3(a) represents a vortex image in a magnetic field of 0.1 T applied perpendicular to the surface. This is a current map \( I(r, E = +300 \, \mu eV) \) corresponding to the energy \( (E) \) integrated local density of states from \( E_F \) to +300 \( \mu eV \). The current value at each pixel was acquired by setting the sample
bias voltage $V_s$ to $+300$ $\mu$V after turning off the feedback-loop for scanning. There are 48 vortices (bright regions) in this image, consistent with the number expected from the external magnetic field and the conventional singly quantized vortex. Vortices distribute inhomogeneously due to the vortex pinning by defects such as the clusters of excess Tl and step edges. We then acquired a tunneling spectrum at a vortex core marked by a circle in Fig. 3(a). As shown in Fig. 3(b), a pseudogap at the vortex core$^{22}$ was not detected. Instead, a broad peak appears near zero energy. With increasing distance from the vortex center, this peak gets broadened and evolves into the spectrum with a clear superconducting gap, as shown in Fig. 3(b) and (c). This is the conventional behavior expected for Caroli-de Gennes-Matricon bound states in the vortex core$^{25}$.

Summarizing so far, all of the observed spectroscopic features in the present sample are consistent with the behaviors expected in a spin-singlet isotropic s-wave superconductor, even though the possibility of particular fully-gapped spin-triplet superconductivity cannot be completely ruled out. The important point is that the superconducting properties of the present samples are qualitatively different from the previous results reported in Ref. 22. Such contrasting behaviors suggest that Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) can host different superconducting states in the same system, raising the question of what parameters tune the nature of superconductivity. A natural candidate would be the band filling as suggested from the shifts in the peak and hump in the spectra [Figs. 1(e) and 1(f)]. For instance, if the topology and spin structures of the Fermi surface vary upon band filling, the nature of superconductivity may also change. Here we assume that saddle points near the $\overline{M}$ point in Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl, Pb) may play a role in such a change.

Figures 4(a)-(d) show the band dispersions and constant energy contours near $E_F$ calculated from a model tight-binding Hamiltonian based on the results of angle-resolved photoemission spectroscopy$^{20,21}$ and first-principles calculations$^{21}$ (See Appendix B for the details). At low energies, there are two concentric $\Gamma$-centered bands, each of which exhibits Rashba spin splitting. The outer band reaches the $\overline{M}$ point upon increasing energy, causing the saddle point in the band dispersion. The topology of the constant energy contour changes from the $\Gamma$-centered hexagon to the $\overline{K}$-centered triangle, exemplifying a platform for the Lifshitz transition. The Rashba effect makes the spin structure complicated and splits the saddle point into two types at $E_{c1}$ and $E_{c2}$. Since $E_{c1}$ and $E_{c2}$ are located only a few tens of meV above $E_F$, even a small change in the band filling may cause the Lifshitz transition that
accompanies the changes in the topology and spin structures of the Fermi surface. Moreover, the van Hove singularity (VHS) at the saddle point may dominate the low-energy density of states, thereby playing an essential role in the pairing interaction.

The experimental challenge is how to detect the saddle point above $E_F$ where the angle resolved photoemission spectroscopy is not available. Here we propose that the quasiparticle interference (QPI) imaging provides a sensitive probe of the saddle point in the band dispersion regardless of its energy location. Before considering the QPI patterns in the actual band structure with Rashba spin splitting, we outline the key features of the QPI patterns that signify the saddle point using a single spin-degenerated band model [Fig. 4(e)]. As we will describe later, this simplified model captures the basic features of the QPI patterns even in the case of the Rashba-split band. If the energy increases toward the saddle point, a pair of arcs in the constant-energy contour [blue arcs in Fig. 4(e)] comes closer and merges at the saddle point. If the energy goes beyond the saddle point, another pair of arcs [red arcs in Fig. 4(e)] appears along the orthogonal axis and departs from each other. We expect quasiparticle scattering processes that connect these arcs, as shown by the red and blue arrows in Fig. 4(e). As a result, hole-like and electron-like QPI branches that disperse along the orthogonal axes appear, and they converge at the saddle-point energy. The expected QPI wave vector $q$ is inevitably small and unavoidable inhomogeneities etc. in a real sample may make it difficult to detect such QPI signals near $q = 0$. Therefore, practically, it is easier to search for the "replica" QPI signals near the Bragg point $\Gamma'$ where the QPI signals shifted by the reciprocal lattice vector $G$ is expected [Fig. 4(f) and 4(g)].

We performed QPI-imaging experiments in the normal state at 4.4 K. Figures 5(a)-(c) represent the Fourier-transformed conductance maps in the same field of view as Fig. 1(b) showing the QPI signals. The high symmetry points outside of the first Brillouin zone are denoted as $\Gamma'$, $M'$, and $K'$. Below $E_F$, arc-shaped features are seen near the $\Gamma'$ point along the $\Gamma'M$ axis [Fig. 5(d)]. These arcs come closer, merge near $E_F$, and change to another pair of arcs moving away along the orthogonal $\Gamma'K'$ axis above $E_F$ [Fig. 5(e) and 5(f)]. Line-cuts from the Fourier-transformed QPI patterns [Figs. 5(g) and 5(h)] exhibit electron-like and hole-like QPI branches that converge near $E_F$. These observations are exactly what we expect near the saddle point.

Although the simple saddle-point model qualitatively captures the observed QPI patterns, the effect of Rashba splitting should be considered for the quantitative analysis. We should
consider both intra- and inter-branch quasiparticle scattering processes and the spin selection rule for QPI. Therefore, we performed a QPI simulation with these effects taken into account, based on the $T$-matrix formalism using the tight-binding band structure shown in Fig. 4(a)-(d) (details are given in the Appendix B).

The calculated QPI patterns are shown in Fig. 6(a)-(c). Because the spin-selection rule suppresses the scattering channels connecting the two states with opposite spin directions, the calculated QPI patterns remain relatively simple despite the Rashba-split multiple constant energy contours. Pairs of arcs appear along the $\Gamma'M$ and $\Gamma'K'$ axes below and above the saddle-point energies, respectively [Figs. 6(d) and 6(f)]. To identify the saddle point energies where the pairs merge, we take line-cuts as shown in Figs. 6(g) and 6(h). There are multiple hole-like and electron-like branches, but the merging of the hole-like branch along $\Gamma'M$ and the electron-like branch along $\Gamma'K'$ occurs at $E_{c1}$ as highlighted by the green dashed lines in Figs. 6(g) and 6(h). Therefore, we conclude that the experimentally observed QPI branches in Fig. 5(g) and 5(h) are the ones merging at $E_{c1}$, which almost coincides with $E_F$ in the present sample. Judging from the energy shifts in the tunneling spectra [Figs. 1(e) and 1(f)], we estimate that the $E_F$ of the sample investigated in Ref. 22 is $\sim 15$ meV below $E_{c1}$. These observations mean that the topology and spin structures of the Fermi surface near the $M$ point are indeed different between the samples investigated in this work and in Ref. 22, corroborating the conjecture that the saddle point plays some roles in the pairing interaction.

How does the close vicinity of the saddle point to the $E_F$ result in the difference of superconducting properties? Recently, the role of VHS at the saddle point has been argued theoretically in the 2D-Rashba superconductors\cite{4,6,26-29}. The VHS can be classified into two types according to the location of the saddle point in momentum $k$ space. The VHS is called type I if the saddle point is located at the time-reversal invariant momenta ($k \equiv -k + G$), whereas it is type II otherwise. Functional renormalization group analyses suggest that spin-triplet superconductivity could be stabilized when the type II VHS plays a role\cite{4,6,28}. On the contrary, type I VHS does not contribute to inducing spin-triplet superconductivity, because the time-reversal symmetry demands the superconducting gap to be even parity $\Delta(k) = \Delta(-k)^4$. Thus, depending on the type of the VHS near $E_F$, different parity may be favored. In the case of Si(111)-$\sqrt{3} \times \sqrt{3}$-(Tl,Pb), the $E_F$ of the present sample is at the VHS at $E_{c1}$. However, this VHS may not be responsible for the observed spin-singlet behaviors
because it is of type II. The putative spin-triplet superconductivity in the sample of Ref. 22 may also not be related to the VHS, because type II VHS does not exist \( \sim 15 \) meV below \( E_{c1} \) where \( E_F \) is located. Therefore, the VHS-induced pairing mechanism alone cannot explain the observed change in the dominant character of superconductivity between triplet and singlet. More detailed theoretical analysis that takes into account realistic band structure etc. is indispensable to understand the nature of superconductivity in Si(111)-\( \sqrt{3} \times \sqrt{3} \)-(Tl,Pb).

IV. CONCLUSION

We have performed spectroscopic-imaging STM measurements on Si(111)-\( \sqrt{3} \times \sqrt{3} \)-(Tl, Pb) to investigate its superconducting properties and the low-energy band structure. We found that the superconducting-gap spectrum and its temperature dependence, the density of vortices, and the spectrum at the vortex core, are consistent with those of the spin-singlet conventional \( s \)-wave superconductor. This is in contrast to the previous STM results on the same system where the signatures of spin-triplet \( p \)-wave superconductivity were observed\(^{22}\). We speculate that the observed different superconducting properties are related to the band-filling difference, which manifests in a slight energy shift of the tunneling spectrum. QPI measurements along with the theoretical simulations show that the Fermi level of the present sample lies very close to the saddle point of the spin-split bands near the \( \overline{M} \) point. These results evidence that even a tiny change in the band filling can induce the qualitative changes of the Fermi-surface topology and the spin textures around \( E_F \). Even though the microscopic mechanism that gives rise to different superconducting states in the same system is yet to be clarified, our results suggest that Si(111)-\( \sqrt{3} \times \sqrt{3} \)-(Tl, Pb) is a unique platform that enables us to control the nature of superconductivity through a slight change of the band filling.
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Appendix A: Parameters obtained by fitting the tunneling spectrum in Fig. 2(a) with Dynes function

To obtain the temperature dependence of the superconducting gap size ($\Delta$), we fit the tunneling spectra at several temperatures in Fig. 2(a) by using Dynes function,

$$\rho(E) = \text{Re} \left( \frac{E - i\Gamma}{(\sqrt{(E - i\Gamma)^2 - \Delta^2})} \right), \quad (A1)$$

where $\rho$ and $\Gamma$ are density-of-states and the phenological energy broadening, respectively. Table I summarizes the obtained parameters.

TABLE I. Parameters determined by fitting the tunneling spectra at several temperatures under 0 T.

| Temperature | $\Delta$       | $\Gamma$       |
|-------------|----------------|----------------|
| 0.09 K      | 644.1 ± 0.7 µeV| 17.6 ± 0.7 µeV |
| 0.25 K      | 641.4 ± 0.7 µeV| 7.89 ± 0.7 µeV |
| 0.5 K       | 638.4 ± 0.1 µeV| 1.0 ± 0.8 µeV  |
| 0.77 K      | 629.2 ± 0.8 µeV| 1.2 ± 0.9 µeV  |
| 1.44 K      | 618.3 ± 1.2 µeV| 1.1 ± 1.2 µeV  |
| 2.0 K       | 589.2 ± 1.0 µeV| 12.5 ± 1.0 µeV |
| 2.3 K       | 553.9 ± 1.1 µeV| 18.1 ± 1.2 µeV |
| 2.6 K       | 497.1 ± 1.7 µeV| 21.1 ± 2.0 µeV |
| 2.85 K      | 430.9 ± 2.2 µeV| 22.2 ± 3.2 µeV |
| 3.0 K       | 376.6 ± 2.5 µeV| 21.6 ± 4.4 µeV |
| 3.15 K      | 311.6 ± 3.0 µeV| 23.4 ± 6.6 µeV |
| 3.3 K       | 231.9 ± 4.2 µeV| 53.0 ± 12.9 µeV|

Appendix B: Tight-binding Hamiltonian and QPI simulations

For the QPI simulations shown in the main text, we use a tight-binding Hamiltonian to describe electronic states near $E_F$. According to the previous density-functional-theory
calculation, the contributions from the Tl and Pb atoms dominate the electronic states around $E_F^{21}$. Therefore, we consider the electrons traveling in the Tl$_3$Pb overlayer. We adopt the same kinetic term of the Hamiltonian for Pb$_3$Bi on Ge(111)$^{30}$ that possesses a similar crystal structure.

$$\hat{H}_0 = E_0 + \sum_{ij} \left( \mu_1 \delta_{ij} - t_1 \delta_{(ij)} - t'_1 \delta_{(\langle ij\rangle)} \right) a_i^\dagger a_j - \sum_{il} \left( t_2 \delta_{(il)} + t'_2 \delta_{(\langle il\rangle)} \right) a_i^\dagger b_l + \mu_2 \sum_l b_l^\dagger b_l.$$  \hspace{1cm} \text{(B1)}

Here, $a_i = (a_i^\uparrow, a_i^\downarrow)^T$ and $b_l = (b_l^\uparrow, b_l^\downarrow)^T$ represent the annihilation operators on Tl and Pb atomic sites $i$ and $l$, respectively, $E_0$ is an energy offset, $\mu_{1,2}$ are the on-site energy on Tl and Pb sites, $t_{1,2}$ and $t'_{1,2}$ are the nearest neighbor (NN) and next-nearest neighbor (NNN) hopping energies (Fig. 7). The subscript 1(2) represents the Tl-Tl (Pb-Tl) hopping, $\langle ij \rangle$ and $\langle \langle ij \rangle \rangle$ indicate that $i$ and $j$ are NN and NNN sites, respectively. Considering that the electrons in the Tl$_3$Pb overlayer experience the substrate-induced electric field (potential), we write the spin-orbit coupling term as

$$\hat{H}_{\text{SOC}} = i \sum_{ij} \left( \lambda_1 \delta_{(ij)} + \lambda'_1 \delta_{(\langle ij\rangle)} \right) (E_{ij} \times r_{ij}) \cdot \sigma a_i^\dagger a_j + i \sum_{il} \left( \lambda_2 \delta_{(il)} + \lambda'_2 \delta_{(\langle il\rangle)} \right) (E_{il} \times r_{il}) \cdot \sigma a_i^\dagger b_l.$$  \hspace{1cm} \text{(B2)}

where $\lambda_{1,2}$ and $\lambda'_{1,2}$ are the magnitude of the spin-orbit coupling for the NN and NNN hopping processes. The vectors $E_{ij}$, $r_{ij}$, and $\sigma$ denote an electric field that the electrons experience during the hopping from $i$ to $j$ sites, a displacement vector from $i$ to $j$ sites, and the Pauli matrix vector, respectively.

We consider not only the out-of-plane but also the in-plane components of the electric fields for all hopping processes. Since the in-plane component parallel to the corresponding displacement vector does not yield any effect, we consider the in-plane component perpendicular to the displacement vector in each hopping process. Eventually, we have five parameters associated with the electric fields, including spatially uniform out-of-plane component ($\epsilon_z$) and four in-plane components for each hopping process ($\epsilon_{1,2}$ and $\epsilon'_{1,2}$) being necessary to reproduce the canting of the spins along the out-of-plane direction as shown in Fig. 4, where
the absence (presence) of the prime indicates the NN (NNN) hopping and the subscript 1(2) denotes the Tl-Tl (Pb-Tl) hopping.

For simplicity, we set the NN Tl-Tl distance ($a$) and the spatially uniform out-of-plane electric field $\epsilon_z$ to be unity. To obtain the eigenvalues $E_k$ and eigenvectors $|\psi(k)\rangle$, we diagonalize the single-particle Hamiltonian in momentum space $H(k)$, which is obtained by performing Fourier transformation of $\hat{H} = \hat{H}_0 + \hat{H}_{SOC}$. We determine the parameters in this Hamiltonian so that the resulting band structure in the vicinity of $E_F$ and the spin texture on the Fermi surface agree well with those of the density-functional-theory calculation. Table II lists the parameters used in this work.

| $E_0$  | $\mu_1$ | $\mu_2$ | $t_1$  | $t_2$  | $t'_1$ | $t'_2$ | -      |
|------|--------|--------|------|------|------|------|-------|
| -0.281 | 0.870  | 0.324  | -0.814 | 0.430 | 0.052 | 0.370 | -     |

| $\lambda_1$ | $\lambda_2$ | $\lambda'_1$ | $\lambda'_2$ | $\epsilon_1$ | $\epsilon_2$ | $\epsilon'_1$ | $\epsilon'_2$ |
|-----------|-------------|--------------|-------------|----------|----------|----------|----------|
| 0.023     | 0.035       | -0.001       | -0.034      | 0.521    | 0.000    | 0.100    | 1.206    |

For the QPI simulation, we employ the standard $T$-matrix formalism [See equations (2)-(4) in Ref. 31]. We assume a momentum-independent non-magnetic scalar scattering potential,

$$\hat{V}_{k,k'} = V_0 \hat{I},$$

where $\hat{I}$ denotes the identity matrix and we set $V_0 = 0.01 \text{ eV}$. We consider the so-called set-point effect and the lock-in broadening (0.88 mV$_{\text{rms}}$) to compare the simulated results with the experimental data. Details of the QPI simulation are described in Ref. 31.
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FIG. 1. (a) An STM topographic image over a 1 µm × 1 µm field of view. The image background including the tilt of sample and the creep of scanning piezo actuators is subtracted using the statistical analysis of topographic image developed in Ref. 33. The feedback loop was stabilized at the set-point voltage $V_s = 1$ V and current $I_s = 10$ pA. The arrow indicates the path along which the series of superconducting-gap spectra shown in Fig. 2(b) was taken. (b) A magnified topographic image over the 94 nm × 94 nm field of view marked by the box in (a), ($V_s = 300$ mV and $I_s = 1$ nA). (c) Atomic resolution topographic image over a 5 nm × 5 nm field of view ($V_s = 300$ mV and $I_s = 1$ nA). A rhombus represents the unit cell. Inset: A schematic illustration of the crystal structure of the Si(111)-$\sqrt{3}$×$\sqrt{3}$-(Tl,Pb). Magenta, cyan, and gray spheres indicate Tl, Pb, and Si atoms, respectively. A black rhombus represents the unit cell. (d) Red curve denotes the tunneling spectrum taken at 4.4 K. The spectrum of the sample used in Ref. 22 is shown in blue for comparison. A vertical offset by 0.2 is added for clarity. Arrows indicate the hump structures around +150 mV. (e) Magnified spectra near the peak at $\sim -400$ mV without the vertical shift. (f) Magnified spectra near the hump at $\sim +150$ mV without the vertical shift. In (e) and (f), red and blue dashed vertical lines indicate the locations of peaks and humps.
FIG. 2.  (a) Temperature dependence of the tunneling spectra taken at the set point of $V_s = 10$ mV, $I_s = 1$ nA and with the lock-in modulation of $V_{\text{mod}} = 14.14 \mu V_{\text{rms}}$. The colors of the spectra correspond to those of the measured temperatures indicated on the right side of the graph. Dots and lines represent the raw data points and fitting results by Dynes function. (b) Spatial variation of the tunneling spectra at 90 mK along the red arrow in Fig. 1(a). $V_s$, $I_s$ and $V_{\text{mod}}$ are the same in (a). (c) Temperature dependence of the superconducting gap size extracted by fitting the spectra in (a).
FIG. 3. (a) A current image $I(r, E = 300 \ \mu eV)$ taken at the set point of $V_s = 500 \ mV$, $I_s = 1 \ \text{nA}$ on the same field of view as Fig. 1(a). (b) Tunneling spectra at the vortex core marked by a circle in (a). Gray dashed, red, and blue solid lines indicate the spectrum taken under 0 T, at the vortex core and 80 nm away from the core under 0.1 T, respectively. The spectra are normalized by the conductance at +1.5 mV. (c) Line profile of the tunneling spectra along a path shown by an arrow in (a). All the data are taken at 90 mK.
FIG. 4. (a) A band structure near the Fermi level obtained by the tight-binding model described in the Appendix B. Blue and red arrows represent the energies at the saddle point ($E_{c1}$) and the band edge at $\overline{M}$ point ($E_{c2}$), respectively. As described in the main text, the actual Fermi levels of the present sample and previous (Ref. 22) samples lie around +30 meV (near $E_{c1}$) and +15 meV, respectively. (b)-(d) Constant energy contours at representative energies. Arrows represent the direction of the in-plane components of the spin expectation values. The colors of the arrows show the out-of-plane spin component. Dashed lines denote the first Brillouin zone (BZ). (e) Schematic band structure near the saddle point. Red and blue arrows represent representative QPI scattering vectors above and below the saddle point, respectively. Bottom panel indicates the constant energy contours. (f) and (g) Expected QPI patterns near the Bragg point above and below the saddle point, respectively.
FIG. 5. (a)-(c) QPI patterns at representative energies appearing in the symmetrized Fourier-transformed conductance maps. The data was taken at 4.4 K with $V_s = 50$ mV, $I_s = 1.5$ nA and $V_{\text{mod}} = 0.88$ mV$_{\text{rms}}$. (d)-(f) The magnified QPI patterns around the $\Gamma'$ point marked by white boxes in (a)-(c), respectively. (g) and (h) Line profiles of the QPI patterns around the Bragg point along the $\Gamma M$ and $\Gamma K'$ directions, respectively. In (g) and (h) dashed green lines are eye guides of the observed branches.
FIG. 6. (a)-(c) Simulated QPI patterns at representative energies. (d)-(f) The magnified images around the $\Gamma'$ point marked by white boxes in (a)-(c), respectively. (g) and (h) Line profiles of the simulated QPI patterns around the $\Gamma'$ point along the $\Gamma'M$ and $\Gamma'K'$ directions, respectively. In (g) and (h) dashed green lines are eye guides of the branches corresponding to the observed ones.
FIG. 7. Sketch of hopping parameters used in the tight binding model.