Velocity averaging for diffusive transport equations with discontinuous flux
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Abstract
We consider a diffusive transport equation with discontinuous flux and prove the velocity averaging result under non-degeneracy conditions. In order to achieve the result, we introduce a new variant of micro-local defect functionals which are able to ‘recognise’ changes of the type of the equation. As a corollary, we show the existence of a weak solution for the Cauchy problem for non-linear degenerate parabolic equation with discontinuous flux. We also show existence of strong traces at \( t = 0 \) for so-called quasi-solutions to degenerate parabolic equations under non-degeneracy conditions on the diffusion term.
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1 | INTRODUCTION

In [46, Theorem C] a result on velocity averaging for diffusive transport equations has been stated, but the proof of the theorem cannot be found neither in that paper or in later contributions (we shall provide a more detailed insight later in the introduction). The aim of the paper is to precisely prove [46, Theorem C] in the \( L^q \)-setting, \( q > 2 \), and to generalise the result on equations with discontinuous coefficients.

To be more precise, we aim to prove a velocity averaging result for a diffusive transport equation with discontinuous flux meaning that for the sequence \( (u_n) \) of solutions to the sequence of equations of the form

\[
\text{div}_x (f(x, \lambda)u_n(x, \lambda)) = \text{div}_x (\text{div}_x (a(\lambda)u_n(x, \lambda))) + \partial_\lambda G_n(x, \lambda) + \text{div}_x P_n(x, \lambda) \quad \text{in } D' (\mathbb{R}^{d+1}),
\]

\[1\]
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for every \( \rho \in C^1_c(\mathbb{R}) \), the sequence \( \left( \int_{\mathbb{R}} \rho(\lambda)u_n(x, \lambda) \, d\lambda \right) \) is strongly precompact in \( L^1_{loc}(\mathbb{R}^d) \) (that is, it lies in a compact subset of \( L^1_{loc}(\mathbb{R}^d) \)). Precise assumptions on the coefficients are given in (a)–(e) below.

Equation (1) has two main components. The transport part

\[
\text{div}_x(f(x, \lambda)u_n(x, \lambda))
\]

and the diffusive part

\[
\text{div}_x \left( \text{div}_x(a(\lambda)u_n(x, \lambda)) \right) = \text{div}_x \left( a(\lambda)\nabla_x u_n(x, \lambda) \right),
\]

where \( u_n(x, \lambda) \) is unknown, \( a(\lambda) \in \mathbb{R}^{d \times d} \) is the diffusion matrix, \( f(x, \lambda) \) is the flux, \( x \in \mathbb{R}^d \) is the space (and time) variable and \( \lambda \) is called the velocity variable, but it can be considered as a parameter. For the sake of generality and simplicity of the exposition, we compressed the space-time variable into a single variable \( x \), while still our main intention is to study evolution equations (see Remark 6). In the literature, velocity variable \( \lambda \) is often denoted by \( v \). The form of the remaining source terms in (1) is motivated by the kinetic formulation for degenerate parabolic equations, as can be seen in Sections 5 and 6.

The transport component \( \text{div}_x(f(x, \lambda)u_n(x, \lambda)) \) is a generalisation of the usual kinetic transport term \( \langle v | \nabla_x h(x, v) \rangle \), that is, the equation

\[
\partial_t h + \langle v | \nabla_x h \rangle = \text{div}_x \partial_v^\ast g, \quad (t, x) \in (0, \infty) \times \mathbb{R}^d, \quad v \in \mathbb{R}^d, \quad g \in L^2(\mathbb{R}^d \times \mathbb{R}^d), \quad x \in \mathbb{N}^d,
\]

for which the velocity averaging results was proved in [1]. Independently of [1], the corresponding results were discovered in [34] and further extended in [33]. The mentioned results were given in the \( L^2 \)-setting. In [24], one can find the first \( L^p \), \( p > 1 \), velocity averaging result obtained using the approach of multiplier operators (see, for example, [36]). The optimal result in the sense of the \( L^p \)-integrability of \( (u_n) \) has been achieved in [11, 53], while an \( L^2 \) velocity averaging result for pseudo-differential operators can be found in [29].

Such a type of result appeared to be very useful and it was a substantial part of the proof of existence of the weak solution to the Boltzmann equation [23] as well as the regularity of admissible solutions to scalar conservation laws [46]. In [46], one can also find the first result concerning the velocity averaging for the transport equations with the flux of the form \( f = f(\lambda) \), \( f \in C(\mathbb{R}; \mathbb{R}^d) \), under the non-degeneracy conditions which essentially mean that for any \( \xi \in \mathbb{R}^d \setminus \{0\} \), the mapping

\[
\lambda \mapsto \langle f(\lambda) | \xi \rangle
\]

is possibly zero only on a negligible set.

As for the non-hyperbolic situation \( (a \neq 0) \), the velocity averaging results for ultra-parabolic equations are proven in [42], while for the degenerate parabolic equations, that is, the ones in which \( a \) changes rank for different \( \lambda \), by our best knowledge, the only results can be found in [31, 46, 57] for the homogeneous flux \( f \) and diffusion matrix \( a \) (that is, both independent of \( x \)) in the \( L^p \)-setting for any \( p > 1 \). Let us note here again that in [46] details of the proof are not provided (see [46, Theorem C]) since the authors conjectured that the proof could be accomplished by following the method from [33]. However, such a method is actually applied in [57] and the authors needed an additional assumption (see [57, (2.20)]) to finalise the arguments (see more precise explanation below).
Let us now briefly explain a main idea of the technique from \[31, 46, 57\]. Since both flux and diffusion matrix are independent of \(x\), this enables a separation of coefficients and unknown functions by means of the Fourier transform. Indeed, if \(f\) is independent of \(x\), by applying the Fourier transform to (1) with respect to \(x\) one sees that

\[
\hat{u}_n(\xi, \lambda) = \frac{\sigma^2|\xi|^2\hat{u}_n + i\langle P_n | \xi \rangle + 2\lambda \hat{G}_n}{\sigma^2|\xi|^2 + i\langle f | \xi \rangle + 2\pi\langle a | \xi \rangle},
\]

(2)

where we denoted by \(\xi\) the dual variable (the definition of the Fourier transform used here can be found in Notation below). In the case when \(a \equiv 0\), informally speaking, from (2):

- by controlling the term \(\hat{u}_n\) on the right-hand side of the latter expression by the constant \(\sigma\);
- by integrating by parts with respect to \(\lambda\) to remove the derivative from the functions \(\hat{G}_n\);
- by employing the non-degeneracy conditions (1);

one can draw appropriate conclusions on the sequence \((u_n)\).

The generalisation on the situation when \(a \neq 0\) is not straightforward. Firstly we need to assume that

\[
(\forall \xi \in \mathbb{R}^d \setminus \{0\}) \quad \text{meas}\{\lambda \in K \subset \subset \mathbb{R} : \langle f(\lambda) | \xi \rangle = \langle a(\lambda) \xi | \xi \rangle = 0\} = 0,
\]

(3)

which are the non-degeneracy conditions corresponding to (1) (with the flux independent of \(x\)).

However, since the integration by parts with respect to \(\lambda\) (which is the second step in the procedure above) affects the non-negativity of the matrix \(a\), it seems that additional assumptions on \(a\) are needed in order to conclude about the strong compactness of the velocity averages.

In particular, such a result can be found in \[57\], which is aimed to the regularity properties of the velocity averages (more precisely, \(W^{s,r}\) regularity, \(s > 0, r \geq 1\)). In the essence of the proofs is the method described above (separation of the solution \(u\) from coefficients) together with the so-called truncation property \[57, \text{Definition 2.1}\] (see \[57, \text{Lemma 2.3}\]) under a variant of assumption (3) and an assumption on behaviour of the \(\lambda\)-derivative of the symbol \(L(\xi, \lambda) = i\langle f(\lambda) | \xi \rangle + 2\pi\langle a(\lambda) \xi | \xi \rangle\) of Equation (1) on layers in \(\xi\)-space defined by the Littlewood–Paley decomposition. In \[31\], the results are repeated in the stochastic setting.

We also mention results from \[30, 32\] where one can find velocity averaging results for degenerate parabolic equations obtained as a kinetic reformulation of the porous media equation.

Before stating our main result, let us first fix the notation used in the paper.

**Notation.** Throughout the paper we denote by \(\langle \cdot | \cdot \rangle\) the complex Euclidean scalar product on \(\mathbb{C}^d\), which we take to be antilinear in the second argument. However, in our situations we shall mainly work on \(\mathbb{R}^d\). By \(| \cdot |\) we denote the corresponding norm of vectors, while the same notation is used for the 2-norm for matrices. For a matrix \(A\), by \(A^T\) we denote its transpose. For the complex conjugate of a complex number \(z\) we use \(\bar{z}\).

By \(x = (x_1, x_2, \ldots, x_d)\) we write points (vectors) in \(\mathbb{R}^d\), while by \(\xi = (\xi_1, \xi_2, \ldots, \xi_d)\) we denote the dual variables in the sense of the Fourier transform (if \(t\) occurs, then we use \(\tau\) for the dual variable).

The Fourier transform we define by \(\hat{u}(\xi) = \mathcal{F}u(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot x} u(x) \, dx\), and its inverse by \((u)^\vee(x) = \mathcal{F}^{-1}(u) = \int_{\mathbb{R}^d} e^{2\pi i \xi \cdot x} \hat{u}(\xi) \, d\xi\), while the Fourier multiplier operator by \(A_{\psi}u = \langle \psi \hat{u}\rangle\). If \(A_{\psi}\) is bounded on \(L^p(\mathbb{R}^d)\), we call it the \(L^p\)-Fourier multiplier operator and \(\psi\) the \(L^p\)-Fourier multiplier. We will often have that \(\psi\) depends (besides \(\xi\)) on \(\lambda\) which is always considered as a parameter.
For a Lebesgue measurable subset $A \subseteq \mathbb{R}^d$ we denote by $Cl A$, $Int A$, $cA$, $\text{meas}(A)$ and $\chi_A$ the closure of $A$, the interior of $A$, the complement of $A$, the Lebesgue measure of $A$ and the characteristic function over $A$, respectively. The open (closed) ball in $\mathbb{R}^d$ centred at point $x$ with radius $r > 0$ we will denote by $B(x, r)$ ($B[x, r]$), the unit sphere in $\mathbb{R}^d$ by $S^{d-1}$, and in Section 5 we will use the shorthand $\mathbb{R}^{d+1} := \mathbb{R}^+ \times \mathbb{R}^d$. The signum function is denoted by $\text{sgn}$.

For a multi-index $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{N}^d_0$ we denote by $|\alpha| = \alpha_1 + \alpha_2 + \ldots + \alpha_d$ its length and by $\partial^\alpha = \partial_{x_1}^{\alpha_1}\partial_{x_2}^{\alpha_2}\ldots\partial_{x_d}^{\alpha_d}$ partial derivatives.

By $L^p_{\text{loc}}(\Omega)$, $\Omega \subseteq \mathbb{R}^d$ open and $p \in [1, \infty[$, we denote the Fréchet space of functions that are contained in $L^p(\Omega')$ for any compactly contained set $\Omega'$ in $\Omega$ ($\Omega' \subset \subset \Omega$), and analogously for Sobolev spaces $W^{s,p}_{\text{loc}}(\Omega)$, $s \in \mathbb{R}$, $p \in [1, \infty[$. $C_c(X)$ stands for the space of compactly supported continuous function on a locally compact space $X$. If $X$ is compact, then $C_c(X) = C(X)$. For the space of Lipschitz functions we use $C^{0,1}(X)$. Any dual product is denoted by $\langle \cdot, \cdot \rangle$, which we take to be linear in both arguments. $\mathcal{L}(X)$ stands for the space of bounded linear operators on a normed space $X$.

When applicable, functions defined on a subset of $\mathbb{R}^d$ shall often be identified by their extensions by zero to the whole space.

In order to introduce the main results of the paper, we need the following assumptions on $(u_n)$ and the coefficients appearing in (1).

Assumptions.

(a) $(u_n)$ is uniformly compactly supported on open $\Omega \times S \subset \subset \mathbb{R}^d \times \mathbb{S}$, $d \geq 2$, and weakly-★ for $q = \infty$ converges to zero in $L^q(\mathbb{R}^d \times \mathbb{R})$ for some $q \in (2, \infty]$; 
(b) $a = \sigma^T \sigma$, where $\sigma \in C^{0,1}(S; \mathbb{R}^{d \times d})$; 
(c) $f \in L^p(\Omega \times S; \mathbb{R}^d)$ for some $p > \frac{q}{q-1}$ ($p > 1$ if $q = \infty$), and for any compact $K \subseteq S$ it holds

$$\text{ess sup}_{\lambda \in K} \sup_{\xi \in S^{d-1}} \text{meas}\{ \lambda \in K : \langle f(\lambda) \xi | \xi \rangle = \langle a(\lambda) \xi | \xi \rangle = 0 \} = 0; \quad (4)$$

(d) $G_n \to 0$ strongly in $L^{r_0}_{\text{loc}}(\mathbb{R}^d; W^{-1/2,r_0}_{\text{loc}}(\mathbb{R}^d))$ for some $r_0 \in (1, \infty)$; 
(e) $P_n = (P^n_1, \ldots, P^n_d) \to 0$ strongly in $L^{p_0}_{\text{loc}}(\mathbb{R}^d \times \mathbb{R}^d)$ for some $p_0 \in (1, \infty)$.

Our main result is the following velocity averaging result for (1).

**Theorem 1.** Let $d \geq 2$ and let $(u_n)$ satisfies (a) and the sequence of equations (1) whose coefficients satisfy conditions (b)–(e).

Then there exists a subsequence $(u_{n'})$ such that for any $\rho \in C_c(S)$,

$$\int_S \rho(\lambda) u_{n'}(x, \lambda) \; d\lambda \longrightarrow 0 \quad \text{strongly in } L^1_{\text{loc}}(\mathbb{R}^d). \quad (5)$$

The theorem above generalises the compactness results of [46, 57] to the case of the flux discontinuous with respect to the space variable, while the diffusion matrix remains homogeneous, that is, dependent only on $\lambda$. Moreover, the non-degeneracy condition (4) can be seen as a natural generalisation of (3) to the heterogeneous setting. The heterogeneity prevents us of using the above explained method based on the Fourier transform; thus, in our proof we follow the approach of
[28, 42], which is elaborated below. However, we are not able to obtain the result for \( (u_n) \) bounded in \( L^p \) if \( p \leq 2 \), as achieved in [46, 57].

Assumption (b) from the above can be relaxed (see Remark 23), and the proofs remain essentially the same. The following corollary holds.

**Corollary 2.** If we replace in the assumptions of Theorem 1 condition (b) by a weaker assumption:

(b) the mapping \( \lambda \to a(\lambda) = \sigma^T(\lambda)\sigma(\lambda) \in \mathbb{R}^{d\times d} \) is such that for almost every \( \lambda_0 \in S \subset \mathbb{R} \) there exists \( \varepsilon > 0 \) such that \( \sigma \in C^{0,1}((\lambda_0 - \varepsilon, \lambda_0 + \varepsilon); \mathbb{R}^{d\times d}) \);

the statement of Theorem 1 still holds.

Moreover, under stronger assumptions on \((G_n)\) we have the following result.

**Corollary 3.** If we replace in the assumptions of Theorem 1 conditions (b) and (d) by

(b') \( a \in C^{0,1}(S; \mathbb{R}^{d\times d}) \) is such that, for every \( \lambda \in S \), \( a(\lambda) \) is a symmetric and positive semi-definite matrix;

(d') \( G_n \to 0 \) strongly in \( L_{loc}^{r_0}(\mathbb{R}^d_x \times \mathbb{R}_\lambda) \) for some \( r_0 \in (1, \infty) \);

the statement of Theorem 1 holds.

Comparing the result of Corollary 2, when applied to the homogeneous setting \((f = f(\lambda))\), to [46, Theorem C], one can see that the former does not reveal completely the latter, where only smoothness and positive semi-definiteness of \( a \) is required, that is, (b’) instead of (b). Nevertheless, conditions (b) and (b) still cover many interesting cases of the degenerated diffusion effects. Let us illustrate this on the following example.

**Example 4.**

(a) It is clear that all matrix functions of the form \( a(\lambda) = Q(\lambda)^T\Lambda(\lambda)Q(\lambda) \) satisfy condition (b), where, for any \( \lambda \in S \), \( Q(\lambda) \) is orthogonal and \( \Lambda(\lambda) \) is positive semi-definite and diagonal, and \( Q, \sqrt{\Lambda} \in C^{0,1}(S; \mathbb{R}^{d\times d}) \). Indeed, in this case we can take \( \sigma(\lambda) = \sqrt{\Lambda(\lambda)}Q(\lambda) \).

For instance,

\[
a(\lambda) = \left( \frac{1}{\sqrt{\lambda^2 + 1}} \begin{bmatrix} \lambda & 1 \\ 1 & -\lambda \end{bmatrix} \right) \begin{bmatrix} 0 & 0 \\ 0 & \lambda^2 + 1 \end{bmatrix} \left( \frac{1}{\sqrt{\lambda^2 + 1}} \begin{bmatrix} \lambda & 1 \\ 1 & -\lambda \end{bmatrix} \right) = \begin{bmatrix} 1 & -\lambda \\ -\lambda & \lambda^2 \end{bmatrix},
\]

is of the above form. Therefore, situations where the kernel of \( a(\lambda) \) depends on \( \lambda \) are allowed, which supersedes the results of [42, 51] for ultra-parabolic equations.

(b) Assumption (b) trivially implies (b’), while

\[
a(\lambda) = \begin{bmatrix} 0 & 0 \\ 0 & |\lambda| \end{bmatrix}
\]

is a simple example which illustrates that the converse does not hold. Indeed, \( a \) satisfies (b’), but \( \begin{bmatrix} 0 & 0 \\ 0 & \sqrt{|\lambda|} \end{bmatrix} \) is not Lipschitz continuous around zero, which implies that a matrix \( \sigma \) such that condition (b) is satisfied does not exist.
Since this matrix is singular on the set of zero Lebesgue measure, we can apply Corollary 2 and still obtain the result. However, one can easily generalise (7) to the case where the singular set of $\sqrt{a}$ is of positive measure. For example, take a Cantor set $C$ on $[0,1]$ of a non-zero measure (so-called fat Cantor set) and on each connected component $(\alpha, \beta)$ of $[0,1] \setminus C$ define $g(\lambda) = \frac{\beta - \alpha}{2} - |\lambda - \frac{\alpha + \beta}{2}|$ (another possibility could be $g(\lambda) = (\beta - \lambda)(\lambda - \alpha)$). Then

$$
\begin{pmatrix}
0 & 0 \\
0 & g(\lambda)
\end{pmatrix}
$$

(8)

satisfies (b'), but does not satisfy neither (b) nor (b̄). Thus, for this matrix only Corollary 3 is applicable among our results.

Remark 5. In Example 4(a) we have seen that smoothness of eigenvectors of $a(\lambda)$ (that is, smoothness of $Q(\lambda)$) could help in fulfilling condition (b). Let us recall some known results in this direction ([40, II.6.1-3]).

1. If $a(\lambda)$ is symmetric and analytic, then both eigenvectors and eigenvalues are analytic functions.
2. If $a(\lambda)$ is symmetric and $C^1$, then eigenvalues are $C^1$-functions, while eigenvectors need not to be even continuous.

Of course, not even item (1), with addition of positive semi-definiteness, is sufficient to ensure (b) since we require, in principle, Lipschitz continuity of $\sqrt{a}$.

Remark 6. Since we are particularly interested in the parabolic case, we refer to (1) as a degenerate parabolic equation with discontinuous flux, although it is not necessarily of the parabolic type. More precisely, in the application to the Cauchy problem for non-linear degenerate parabolic equation with discontinuous flux (see Section 5) we shall have $f(t, x, \lambda) = \left[\frac{1}{f(t, x, \lambda)}\right]$ and $a(\lambda) = \begin{bmatrix} 0 & 0 \\ 0 & \delta(\lambda) \end{bmatrix}$. In order to have that $a$ and $f$ satisfy assumptions (b) and (c), it is sufficient to have $\tilde{f} \in L^p(\Omega_t, x \times S; \mathbb{R}^d)$, $\bar{a} = \tilde{\sigma}^T \tilde{\sigma}$, where $\tilde{\sigma} \in C^{0,1}(S; \mathbb{R}^{d \times d})$, and for any $K \subset S$

$$
\text{ess sup}_{(t, x) \in \Omega} \sup_{(\tau, \xi) \in \mathcal{S}^d} \text{meas}\{\lambda \in K : \tau + \langle \tilde{f}(t, x, \lambda) | \xi \rangle = \langle \bar{a}(\lambda) \xi | \xi \rangle = 0\} = 0.
$$

We shall now briefly explain principles of our approach.

Since we cannot separate the unknown function $u_n$ from the coefficients in (1), here we use variants of micro-local defect measures (or H-measures) introduced in now seminal papers by P. Gérard [28] and L. Tartar [58]. Besides the velocity averaging results [28, 42], the H-measures and similar tools found applications on existence of traces and solutions to non-linear evolution equations [2, 25, 38, 49], generalisation of compensated compactness results to equations with variable coefficients [28, 58], applications in the control theory [19, 45], explicit formulae and bounds in homogenisation [6, 59], etc.

Moreover, it initiated variety of different generalisations to the original micro-local defect measures which we call here micro-local defect functionals. We mention parabolic and ultra-parabolic variants of the H-measures [7, 52], H-measures as duals of Bochner spaces [42], H-distributions [5, 9, 43, 47], micro-local compactness forms [54], one-scale H-measures [4, 60], etc.

Let us recall the first variant of H-measures [58] (introduced at the same time as the micro-local defect measures [28]).
Theorem 7. If \((u_n)\) is a sequence in \(L^2_{\text{loc}}(\Omega; \mathbb{R}^r)\), \(\Omega \subseteq \mathbb{R}^d\), such that \(u_n \rightharpoonup 0\) in \(L^2_{\text{loc}}(\Omega; \mathbb{R}^r)\), then there exist a subsequence \((u_{n'}^r) \subset (u_n)\) and a positive complex Radon measure \(\mu = \{\mu^{j,k}\}_{j,k=1,\ldots,r}\) on \(\Omega \times S^{d-1}\) such that for any \(\varphi_1, \varphi_2 \in \mathcal{C}_c(\Omega)\) and \(\psi \in \mathcal{C}(S^{d-1})\), it holds

\[
\lim_{n' \to \infty} \int_{\Omega} (\varphi_1 u_{n'}^j(x)) \overline{A_{\psi'(\xi)}}(\varphi_2 u_{n'}^k(x)) \, dx = \langle \mu^{j,k}, \varphi_1 \overline{\varphi_2} \psi \rangle = \int_{\Omega \times S^{d-1}} \varphi_1(x) \overline{\varphi_2(x)} \psi(\xi) d\mu^{j,k}(x, \xi),
\]

where \(A_{\psi'(\xi)}\) is the Fourier multiplier operator with the symbol \(\overline{\psi}(\xi/|\xi|)\).

The measure \(\mu\) is called the H-measures and, with respect to the dual variable \(\xi\), it is defined on the sphere (since \(\xi/|\xi| \in S^{d-1}\)).

It has been proved (see [6]) that applying H-measures on differential relations where the ratio of the highest orders of derivatives in each variable is not the same might lead to unsatisfactory results. This is due to the projection \(\xi \mapsto \xi/|\xi|\), since scalings in all variables are the same. We can change the scaling and put, for example, \(\xi \mapsto \xi/(\xi_1^2 + \ldots + \xi_d^2)\) instead of \(\xi/|\xi|\), but such H-measure will be able to see, for example, first-order derivatives with respect to \((x_1, \ldots, x_k)\) and second-order derivatives with respect to \((x_{k+1}, \ldots, x_d)\) (for a parabolic variant, see [7]). In other words, no change of the highest order of the equation is permitted. For instance, this means that the matrix \(a(\lambda)\) in Equation (1) must have the rank and the kernel (locally) independent of \(\lambda\) (see also [52]); otherwise, we cannot use the existing theory of the micro-local defect functionals (except in special situations [38]).

This represents a significant confinement since many challenging mathematical questions, especially from a view point of modelling, involve equations that change type. In particular, we have in mind degenerate parabolic equations which describe wide range of phenomena containing the combined effects of non-linear convection and degenerate diffusion and which have the form

\[
\partial_t u + \text{div}_x F(t, x, u) = D^2_x \cdot A(u),
\]

where the matrix \(A\) is such that the mapping \(\mathbb{R} \ni \lambda \mapsto \langle A(\lambda)\xi \mid \xi \rangle\) is non-decreasing, that is, that the diffusion matrix \(a(\lambda) = A'(\lambda)\) is merely positive semi-definite. To this end, let us mention [26], where one of the first results on the case of degenerate parabolic equations was given (to be more precise, an ultra-parabolic equation was considered there).

Let us remark that in the case when the coefficients in (9) are regular, the theory of existence and uniqueness for appropriate Cauchy problems is well established (see, for example, [17, 18, 35]). Nevertheless, concrete applications such as flow in porous media very often occur in highly heterogeneous environment causing rather rough coefficients in (9) (for example, during CO\(_2\) sequestration process [48]). Furthermore, even in a simplified situation in which the diffusion is neglected such as a road traffic with variable number of lanes [13], the Buckley–Leverett equation in a layered porous medium [3, 39] and sedimentation applications [12, 14, 20, 21], the flux is as a rule discontinuous.

However, due to obvious technical obstacles, most of the previous literature was dedicated either to homogeneous degenerate parabolic equations or to equations where the flux and diffusion are regular functions (for example, [10, 15, 16, 18, 62]). We mention [38] where (9) was
considered with the flux $f(t, x, \lambda)$ (merely) continuous with respect to $\lambda$ and belonging to $L^p, p > 2$, with respect to $x \in \mathbb{R}^d$. Here, we are able to improve the result by relaxing the assumption of $p$ to $p > 1$. More precise explanation can be found in Section 5.

A similar situation is regarding existence of traces. The trace of a function $u$ at $t = 0$ is a function $u_0 \in L^1_{loc}(\mathbb{R}^d)$ such that

$$u(t, \cdot) \to u_0(\cdot) \text{ as } t \to 0 \text{ in } L^1_{loc}(\mathbb{R}^d).$$

One can find several results in the hyperbolic setting [49, 50, 61], while degenerate parabolic equations of the form (9) were successfully studied only in some special situations. For example, in [41] one has the scalar diffusion matrix $a(\lambda) = \tilde{a}(\lambda)I$, where $I$ is the unitary matrix and $\tilde{a} \in C^1(\mathbb{R})$ is a non-negative function. The case of ultra-parabolic matrices was considered in [2]. In both cases, assumptions were imposed so that the essential problem of $\lambda$-changing degeneracy directions does not appear. To be more descriptive, we note that the matrix $a$ given in Example 4(a) is not covered by the results from [2, 41]. In the current contribution we shall thus provide a result regarding existence of strong traces in the case when the diffusion matrix degenerates in directions which depend on $\lambda$ (thus covering the case of the aforementioned matrix). Moreover, we allow that the flux depends explicitly on $x$ and it can even be discontinuous, which is a novelty when compared to a recent result [25]. However, here we are not able to avoid non-degeneracy assumptions.

We overcome the above-mentioned technical problems caused by degenerate diffusion matrices by considering multiplier operators with symbols of the form

$$\psi \left( \frac{\xi}{|\xi| + \langle a(\lambda)\xi \mid \xi \rangle} \right), \quad \psi \in C(\mathbb{R}^d),$$

where the matrix $a$ represents the diffusion matrix in the degenerate parabolic Equation (1).

The paper is organised as follows.

In Section 2 we study symbols of the form (10) which shall be often used for the Fourier multiplier operators, and show two important results concerning their continuity (see Lemma 9). Section 3 is devoted to the construction of adaptive micro-local defect functionals.

In Section 4, we use the results of Sections 2 and 3 to prove the main result of the paper, Theorem 1.

In Section 5, as an application of the velocity averaging result, we show existence of a weak solution to the Cauchy problem of the degenerate advection-diffusion equation with discontinuous flux. The strategy of the proof is to reduce the degenerate parabolic Equation (9) to its kinetic counterpart of the form (below, $f = \partial_\lambda f$ and $a = A'$):

$$\partial_t h(t, x, \lambda) + \text{div}_x (f(t, x, \lambda)h(t, x, \lambda)) = \text{div}_x (\text{div}_x (a(\lambda)h(t, x, \lambda))) + \partial_\lambda G(t, x, \lambda) + \text{div}_x P(t, x, \lambda),$$

and then to use the velocity averaging results.

In Section 6, we provide another application of the velocity averaging result by proving that any bounded quasi-solution to (9) (see Definition 27) admits the strong trace at $t = 0$ under the non-degeneracy condition:

$$\sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle a(\lambda)\xi \mid \xi \rangle = 0 \right\} = 0.$$
2 | RESULTS ON FOURIER INTEGRAL OPERATORS

Let \( a : S \to \mathbb{R}^{d \times d} \), \( S \subseteq \mathbb{R} \), be a Borel measurable matrix function such that for almost every (a.e.) \( \lambda \in S \) matrix \( a(\lambda) \) is symmetric and positive semi-definite, that is, \( a(\lambda)^T = a(\lambda) \) and \( \langle a(\lambda) \xi | \xi \rangle \geq 0 \), \( \xi \in \mathbb{R}^d \). Further on, we define
\[
\pi_p(\xi, \lambda) := \frac{\xi}{|\xi| + \langle a(\lambda) \xi | \xi \rangle}, \quad (\xi, \lambda) \in \mathbb{R}^d \setminus \{0\} \times S.
\]

As \( a(\lambda) \) is positive semi-definite, we have \( \pi_p(\mathbb{R}^d \setminus \{0\} \times S) \subseteq B[0, 1] \setminus \{0\} \), where \( B[0, 1] \) denotes the unit closed ball in \( \mathbb{R}^d \). Moreover, it is not difficult to show that (for a.e. \( \lambda \in S \))
\[
\text{Cl}_P \pi_p(\mathbb{R}^d \setminus \{0\}, \lambda) = \begin{cases} 
S^d - 1 & : a(\lambda) = 0 \\
B[0, 1] & : a(\lambda) \neq 0
\end{cases},
\]

where \( \text{Cl}_P A \) denotes the closure of \( A \subseteq \mathbb{R}^d \).

If \( a(\lambda) = 0 \), \( \pi_p(\cdot, \lambda) \) is the projection of \( \mathbb{R}^d \setminus \{0\} \) to the unit sphere along the rays through the origin. In general \( \pi_p(\cdot, \lambda) \) is not a projection since \( a(\lambda) \neq 0 \) implies \( \pi_p(\pi_p(\cdot, \lambda), \lambda) \neq \pi_p(\cdot, \lambda) \). However, for simplicity, in the text we shall often address \( \pi_p \) as a projection.

In this paper, we are interested in symbols of Fourier multiplier operators of the form
\[
\xi \mapsto \bar{\psi}(\pi_p(\xi, \lambda), \lambda),
\]
where \( \lambda \in S \) is fixed, \( \psi \in L^\infty(S; C(B[0, 1])) \), and \( \pi_p \) is as above. Here \( \bar{z} \) denotes the complex conjugate of complex number \( z \).

Of course, \( \psi \in L^\infty(S; C(B[0, 1])) \) is sufficient to have that the Fourier multiplier operator is bounded on \( L^2(\mathbb{R}^d) \), with the norm independent on \( \lambda \). However, we shall need such a result on an arbitrary \( L^p \), for which we need some additional regularity of \( \psi \) with respect to \( \xi \). More precisely, we shall first obtain that for a.e. \( \lambda \) and for any \( p \in (1, \infty) \) the operator \( A_{\bar{\psi}(\pi_p(\cdot, \lambda), \lambda)} \) is bounded on \( L^p(\mathbb{R}^d) \), with the norm independent of \( \lambda \) (Lemma 9). Finally, we show that commutators of the Fourier multiplier operators and operators of multiplication map weakly converging sequences to strongly converging in a certain sense (Corollary 15).

In order to prove the \( L^p \) boundedness, we use the following corollary of the Marcinkiewicz multiplier theorem [36, Corollary 5.2.5].

**Theorem 8.** Suppose that \( \psi \in C^d(\mathbb{R}^d \setminus \cup_{j=1}^d \{ \xi_j = 0 \}) \) is a bounded function such that for some constant \( C > 0 \) it holds
\[
|\xi^\alpha \partial^\alpha \psi(\xi)| \leq C, \quad \xi \in \mathbb{R}^d \setminus \cup_{j=1}^d \{ \xi_j = 0 \}
\]
for every multi-index \( \alpha = (\alpha_1, ..., \alpha_d) \in \mathbb{N}_0^d \) such that \( |\alpha| = \alpha_1 + \alpha_2 + \cdots + \alpha_d \leq d \). Then \( \psi \) is an \( L^p \)-multiplier for any \( p \in (1, \infty) \), and the operator norm of \( A_\psi \) equals \( C_{d, p} \), where \( C_{d, p} \) depends only on \( p \) and \( d \).

Before proceeding with the verification of the assumptions of the previous theorem, let us recall some well-known results from matrix analysis and at the same time fix our notations.
As \( a(\lambda) \) is a positive semi-definite symmetric matrix of order \( d \), there exist orthogonal matrix \( Q(\lambda) \) and diagonal matrix \( \Lambda(\lambda) = \text{diag}(\kappa_1(\lambda), \kappa_2(\lambda), ..., \kappa_d(\lambda)) \), containing (non-negative) eigenvalues of \( a(\lambda) \), such that the following eigendecomposition holds:

\[
a(\lambda) = Q(\lambda)^T \Lambda(\lambda) Q(\lambda) .
\]  

(14)

If

\[
a(\lambda) = \sigma(\lambda)^T \sigma(\lambda)
\]  

(15)

holds for \( a \) given by (14), then \( \sigma \) is necessarily of the form

\[
\sigma(\lambda) = \tilde{Q}(\lambda) \sqrt{\Lambda(\lambda)} Q(\lambda),
\]  

(16)

where \( \sqrt{\Lambda(\lambda)} = \text{diag}(\sqrt{\kappa_1(\lambda)}, \sqrt{\kappa_2(\lambda)}, ..., \sqrt{\kappa_d(\lambda)}) \) and \( \tilde{Q}(\lambda) \) is an orthogonal matrix. For example, when \( \tilde{Q}(\lambda) \) is the identity matrix, then we just have \( \sigma(\lambda) = \sqrt{\Lambda(\lambda)} Q(\lambda) \).

It is important to notice that

\[
\pi_p(Q(\lambda)^T \xi, \lambda) = \frac{Q(\lambda)^T \xi}{|Q(\lambda)^T \xi| + \langle Q(\lambda) a(\lambda) Q(\lambda)^T \xi | \xi \rangle} = \frac{Q(\lambda)^T \xi}{|\xi| + \sum_{j=1}^d \kappa_j(\lambda) \xi_j^2},
\]

where we have used that \( Q(\lambda)^T \) preserves the length of vectors. Hence, with the orthogonal change of variables we will manage to reduce the problem to the case of diagonal matrix \( a \).

**Lemma 9.** Let \( a : S \to \mathbb{R}^{d \times d}, S \subseteq \mathbb{R} \) open, be a Borel measurable matrix function such that for a.e. \( \lambda \in S \) matrix \( a(\lambda) \) is symmetric and positive semi-definite and let \( \varphi \in L^\infty(S; C^d(B[0,1])) \).

Then for a.e. \( \lambda \in S \) and any \( p \in (1, \infty) \), function \( \tilde{\varphi}(\pi_p(\cdot, \lambda), \lambda) \), where \( \pi_p \) is given by (11), is an \( L^p \)-Fourier multiplier and the \( L^p \)-norm of the corresponding Fourier multiplier operator is independent of \( \lambda \).

**Proof.** Since the space of \( L^p \)-Fourier multipliers is invariant under orthogonal change of variables [36, Proposition 2.5.14] (see also Lemma 12 below) and the corresponding norms coincide, applying \( \xi \mapsto Q(\lambda)^T \xi \), where \( Q(\lambda) \) is given in (14), it is sufficient to study

\[
(\xi, \lambda) \mapsto (\tilde{\varphi} \pi_p (Q(\lambda)^T \xi, \lambda), \lambda)
\]

are bounded on \( \mathbb{R}^d \setminus \{0\} \times S \) for all \( \alpha \in \mathbb{N}_0^d \), \( |\alpha| \leq d \). Therefore, by the generalised chain rule formula (known as the Faà di Bruno formula; see, for example, [37]) it is enough to infer that (13) is satisfied for each component of \( \pi_p(Q(\lambda)^T \cdot, \lambda) \), with constant \( C \) independent of \( \lambda \).

Furthermore, since the Riesz transform of order 1 satisfies (13), \( Q(\lambda) \) is orthogonal and

\[
(\pi_p(Q(\lambda)^T \xi, \lambda))_j = \frac{(Q(\lambda)^T \xi)_j}{|\xi| + \langle \Lambda(\lambda) \xi | \xi \rangle} = \frac{(Q(\lambda)^T \xi)_j}{|\xi| + \langle \Lambda(\lambda) \xi | \xi \rangle},
\]
by the Leibniz rule it is sufficient to check (13) for
\[ \xi \mapsto \frac{|\xi|}{|\xi| + \langle \Lambda(\lambda) \xi | \xi \rangle} . \]
The claim follows by Lemma 10 below. \qed

The proof of the following lemma we leave for the Appendix.

**Lemma 10.** For any \( \kappa = (\kappa_1, \kappa_2, \ldots, \kappa_d) \in [0, \infty)^d, m \in \{1, 2, \ldots, d\}, s \in [0, \infty), \) and \( p \in (1, \infty), \) functions \( f^s \) and \( g^s \) (s is an exponent), where \( f, g : \mathbb{R}^d \to \mathbb{R} \) are given by
\[
f(\xi) = \frac{|\xi|}{|\xi| + \sum_{j=1}^d \kappa_j \xi_j^2} \quad \text{and} \quad g(\xi) = \frac{\kappa_m \xi_m^2}{|\xi| + \sum_{j=1}^d \kappa_j \xi_j^2},
\]
are \( L^p \)-Fourier multipliers and the norm of the corresponding Fourier multiplier operators depends only on \( d, s \) and \( p, \) that is, it is independent of \( \kappa. \) Moreover, \( f^s \) and \( g^s \) satisfy the Marcinkiewicz condition (13) with a constant \( C \) independent of \( \kappa. \)

Our next goal is to study the Fourier multiplier operator associated to the symbol \( \xi \mapsto \frac{1}{|\xi| + \langle a(\lambda) \xi | \xi \rangle} \). For a smooth \( a, \) we have
\[
\partial_{\lambda} \frac{1}{|\xi| + \langle a(\lambda) \xi | \xi \rangle} = \frac{-\langle a'(\lambda) \xi | \xi \rangle}{(|\xi| + \langle a(\lambda) \xi | \xi \rangle)^2} = \psi(\pi_p(\xi, \lambda), \lambda), \quad (17)
\]
where \( \psi(\xi, \lambda) = -\langle a'(\lambda) \xi | \xi \rangle. \) Thus, by Lemma 9, the Fourier multiplier operator is \( L^p \)-bounded, \( p \in (1, \infty), \) uniformly in \( \lambda, \) if \( a' \) exists (a.e.) and it is bounded. However, we need that this operator has a smoothing property.

Let us additionally assume that \( \sigma \) given by (15) is Lipschitz continuous. Since
\[
\langle a(\lambda) \xi | \xi \rangle = |\sigma(\lambda) \xi|^2 = \sum_{j=1}^d (\sigma(\lambda) \xi)_j^2,
\]
we have (for almost every \( \lambda \in S \))
\[
\langle a'(\lambda) \xi | \xi \rangle = \frac{d}{d \lambda} \langle a(\lambda) \xi | \xi \rangle = 2 \sum_{j=1}^d (\sigma(\lambda) \xi)_j (\sigma'(\lambda) \xi)_j.
\]
Thus, symbol (17) can be rewritten as
\[
-2 \sum_{j=1}^d \frac{1}{\sqrt{|\xi| + \langle a(\lambda) \xi | \xi \rangle}} \frac{(\sigma(\lambda) \xi)_j}{\sqrt{|\xi| + \langle a(\lambda) \xi | \xi \rangle}} \frac{(\sigma'(\lambda) \xi)_j}{|\xi| + \langle a(\lambda) \xi | \xi \rangle}, \quad (18)
\]
and the term \( \frac{1}{\sqrt{|\xi| + \langle a(\lambda) \xi | \xi \rangle}} \) will provide a smoothing property of the half derivative.
Lemma 11. In addition to the assumptions in Lemma 9, assume that there exists a Lipschitz continuous matrix function \( \sigma : S \to \mathbb{R}^{d \times d} \) such that (15) holds. Then, for a.e. \( \lambda \in S \) and any \( p \in (1, \infty) \) the operator \( A_{\lambda, \frac{1}{|\xi| + \langle a(\lambda)\xi \rangle}} : L^p(\mathbb{R}^d) \to W^{1,p}(\mathbb{R}^d) \) is bounded uniformly with respect to \( \lambda \in S \).

Proof. Since \( a \) is a Lipschitz map, \( a' \) exists a.e. and it is bounded. Thus, \( \xi \mapsto -\langle a'(\lambda)\xi | \xi \rangle \) satisfies assumptions of Lemma 9, and by (17), for any \( p \in (1, \infty) \), the operator

\[
A_{\lambda, \frac{1}{|\xi| + \langle a(\lambda)\xi \rangle}} : L^p(\mathbb{R}^d) \to L^p(\mathbb{R}^d)
\]

is uniformly bounded in \( \lambda \).

To prove that \( A_{\lambda, \frac{1}{|\xi| + \langle a(\lambda)\xi \rangle}} \) possesses a smoothing property, we need to prove that derivatives (with respect to \( x \)) of the operator are \( L^p \rightarrow L^p \) bounded uniformly in \( \lambda \):

\[
\frac{\partial}{\partial x_k} A_{\lambda, \frac{1}{|\xi| + \langle a(\lambda)\xi \rangle}} : L^p(\mathbb{R}^d) \to L^p(\mathbb{R}^d), \quad k = 1, \ldots, d,
\]

where by \( \frac{\partial}{\partial x_k} \) we have denoted the operator \( A_{(2\pi i \xi_k)^{1/2}} \). The symbol of the latter operator is

\[
\frac{-2\pi i \xi_k}{|\xi| + \langle a(\lambda)\xi | \xi \rangle} \left( \frac{\xi}{|\xi| + \langle a(\lambda)\xi | \xi \rangle} \right)^2,
\]

which by (18) can be rewritten as

\[
2 \sum_{j=1}^d \frac{-2\pi i \xi_k}{\sqrt{|\xi| + \langle a(\lambda)\xi | \xi \rangle}} \frac{(\sigma(\lambda)\xi)_j}{\sqrt{|\xi| + \langle a(\lambda)\xi | \xi \rangle}} \frac{(\sigma'(\lambda)\xi)_j}{|\xi| + \langle a(\lambda)\xi | \xi \rangle}.
\]

The space of \( L^p \)-Fourier multipliers is an algebra [36, Proposition 2.5.13]; hence, we can study each factor separately.

Since \( \sigma' \) is bounded, by Lemma 9 for a.e. \( \lambda \in S \) and any \( p \in (1, \infty) \)

\[
\xi \mapsto \frac{(\sigma'(\lambda)\xi)_j}{|\xi| + \langle a(\lambda)\xi | \xi \rangle}
\]

is an \( L^p \)-multiplier with the norm independent of \( \lambda \). The same holds for

\[
\xi \mapsto \frac{-2\pi i \xi_k}{\sqrt{|\xi| + \langle a(\lambda)\xi | \xi \rangle}}
\]

by Lemma 10 (see the result for \( \sqrt{f} \)).

Furthermore, we have \( \sigma(\lambda) = \tilde{Q}(\lambda)\sqrt{\Lambda(\lambda)}Q(\lambda) \) (see (16)). Thus, as the space of \( L^p \)-Fourier multipliers is invariant under orthogonal change of variables [36, Proposition 2.5.14] (see also Lemma 12 below) and the corresponding norms coincide, applying \( \xi \mapsto Q(\lambda)^T \xi \) and using
$|\tilde{Q}(\lambda)| = 1$, it is left to study

$$
\xi \mapsto \frac{\sqrt{\kappa_j(\lambda) \xi_j}}{\sqrt{|\xi| + \sum_{l=1}^{d} \kappa_l(\lambda) \xi_l^2}}.
$$

Finally, by Lemma 10 above (see the result for $\sqrt{g}$) we have that this mapping is an $L^p$ multiplier with the $L^p$-norm of the corresponding Fourier multiplier operator independent of functions $\kappa_l$, and thus of $\lambda$. □

It is by now a classical result that if we have an $L^p$-multiplier, then the composition with an orthogonal matrix is also an $L^p$-multiplier with the same operator norm (see [36, Proposition 2.5.14]). Now, we will show something very similar when we have a regular change of variables. The result is well known but we include it here for completeness.

**Lemma 12.** Let $\psi \in L^\infty(R^d)$. If there exists a regular real constant matrix $M$ and $p \in (1, \infty)$ such that $\psi(M^{-1} \cdot)$ is an $L^p$-multiplier, then $\psi$ is also an $L^p$-multiplier and $\|A_{\psi}\|_{L^p} = \|A_{\psi(M^{-1} \cdot)}\|_{L^p}$. 

**Proof.** Let us denote by $A := \|A_{\psi(M^{-1} \cdot)}\|_{L^p}$ the operator norm, and by $J := |\det M| > 0$ the Jacobian.

Take $\phi \in C_c^\infty(R^d)$ and for an arbitrary $u \in C_c^\infty(R^d)$, consider the following:

$$
\int_{R^d} \phi(x) A_{\psi}(u)(x) \, dx = \int_{R^d} \hat{\phi}(\xi) \hat{\psi}(\xi) \hat{u}(\xi) \, d\xi
$$

$$
= J^{-1} \int_{R^d} \hat{\phi}(M^{-1} \eta) \hat{\psi}(M^{-1} \eta) \hat{u}(M^{-1} \eta) \, d\eta,
$$

where we have used Plancherel's theorem in the first equality and the regular change of variables $\eta = M\xi$ in the second one. Furthermore, we have

$$
\hat{\phi}(M^{-1} \eta) = \int_{R^d} e^{-2\pi i x \cdot M^{-1} \eta} \phi(x) \, dx = \int_{R^d} e^{-2\pi i M^{-T} \cdot x \cdot \eta} \phi(x) \, dx
$$

$$
= J \int_{R^d} e^{-2\pi i y \cdot \eta} \phi(M^T y) \, dy = \phi(M^T \cdot)(\eta) J,
$$

where we have used the change of variables $y = M^{-T} x$ in the third equality. After applying Plancherel's theorem once more, we get

$$
\left| \int_{R^d} \phi(x) A_{\psi}(u)(x) \, dx \right| = J^{-1} \int_{R^d} \left| \hat{\phi}(M^{-1} \eta) \hat{\psi}(M^{-1} \eta) \hat{u}(M^{-1} \eta) \right| \, d\eta
$$

$$
= J \int_{R^d} \left| \phi(M^T \cdot)(\eta) \psi(M^{-1} \eta) u(M^T \cdot)(\eta) \right| \, d\eta
$$

$$
= J \int_{R^d} \phi(M^T y) A_{\psi(M^{-1} \cdot)}(u)(M^T y) \, dy
$$

\[ \leq JA\|\varphi(M^T \cdot)\|_{L^p'(\mathbb{R}^d)}\|u(M^T \cdot)\|_{L^p(\mathbb{R}^d)} \]
\[ \leq A\|\varphi\|_{L^p'(\mathbb{R}^d)}\|u\|_{L^p(\mathbb{R}^d)}, \]

where we have used the Hölder inequality \((1/p + 1/p' = 1)\) and the boundedness of \(A_{\psi(M^{-1} \cdot)}\) in \(L^p(\mathbb{R}^d)\), while the last inequality follows by the fact that the composition with \(M^T\) scales the \(L^p\) norm of the function by factor \(1/\sqrt{| \det M |}\).

From here we conclude that \(A_{\psi}(u)\) is a continuous linear functional defined on a dense subset of \(L^p'(\mathbb{R}^d)\). Thus, by the density argument, we can uniquely extend it to a linear functional on the whole \(L^p'(\mathbb{R}^d)\), implying that \(A_{\psi}(u) \in L^p(\mathbb{R}^d)\) with the following bound:

\[ \|A_{\psi}(u)\|_{L^p(\mathbb{R}^d)} \leq A\|u\|_{L^p(\mathbb{R}^d)}. \]

The lemma follows for an arbitrary \(u \in L^p(\mathbb{R}^d)\) once we again use the same density argument as above. \(\square\)

In the remaining part of the section we study commutators of Fourier multipliers and operator of multiplications.

In this section we will need a variant of the first commutation lemma which is given in [8, Lemma 1] (see also Remark 2 in the mentioned reference).

**Theorem 13.** Let \((v_n)\) be a bounded, uniformly compactly supported sequence in \(L^\infty(\mathbb{R}^d)\), converging to 0 in the sense of distributions. Let \(\psi \in C^1(\mathbb{R}^d \setminus \{0\}) \cap L^\infty(\mathbb{R}^d)\) be an \(L^p\)-multiplier, \(p \in (1, \infty)\), which satisfies

\[ \lim_{\|\xi\| \to \infty} \sup_{\|h\| \leq 1} |\psi(\xi + h) - \psi(\xi)| = 0. \] \( (19) \)

Then for any \(b \in L^\infty(\mathbb{R}^d)\) and \(r \in (1, \infty)\) the following holds:

\[ bA_{\psi}(v_n) - A_{\psi}(bv_n) \longrightarrow 0 \quad \text{strongly in} \quad L^r_{\text{loc}}(\mathbb{R}^d). \]

In the following lemma we show that symbols of the form \((10)\) satisfy condition \((19)\).

**Lemma 14.** Under assumptions of Lemma 9, for a.e. \(\lambda \in S\), the function \(\bar{\psi}(\pi_p(\cdot, \lambda), \lambda)\) satisfies \((19)\).

**Proof.** Since \(\bar{\psi}(\cdot, \lambda)\) is uniformly continuous on \(B[0, 1]\), it is sufficient to prove that vector valued function \(\pi_p(\cdot, \lambda)\) satisfies \((19)\). Moreover, since \((19)\) is invariant under orthogonal change of coordinates, it is sufficient to study \(\pi_p(Q(\lambda)^T \cdot, \lambda)\), where orthogonal matrix \(Q(\lambda)\) is given by \((14)\).

For an arbitrary \(|h| \leq 1\) let us estimate \(|\pi_p(Q(\lambda)^T \xi, \lambda) - \pi_p(Q(\lambda)^T (\xi + h), \lambda)|\). To make the calculations easier to read, we omit the fixed parameter \(\lambda\). Thus, we have

\[
\left| \frac{Q^T \xi}{|\xi| + \langle \Lambda \xi \mid \xi \rangle} - \frac{Q^T(\xi + h)}{|\xi + h| + \langle \Lambda(\xi + h) \mid \xi + h \rangle} \right| \\
\leq \left| \frac{Q^T \xi - Q^T(\xi + h)}{|\xi| + \langle \Lambda \xi \mid \xi \rangle} \right| + \left| \frac{Q^T(\xi + h)}{|\xi + h| + \langle \Lambda(\xi + h) \mid \xi + h \rangle} \right| - \frac{1}{|\xi| + \langle \Lambda \xi \mid \xi \rangle} - \frac{1}{|\xi + h| + \langle \Lambda(\xi + h) \mid \xi + h \rangle} \right|.
\]
\[
\begin{align*}
&\leq \frac{1}{|\xi|} + |\xi + h| \left( |\xi + h| - |\xi| + |\langle \Lambda(\xi + h) \rangle| \langle \Lambda(\xi + h) \rangle (|\xi + h| + \langle \Lambda(\xi + h) \rangle) \right) \\
&\leq \frac{2}{|\xi|} + \frac{\langle \Lambda h | h \rangle + 2|\langle \Lambda \xi | h \rangle|}{|\xi| + \langle \Lambda \xi \rangle} \\
&\leq \frac{2 + |\Lambda|}{|\xi|} + \frac{2\sqrt{|\Lambda|} \sqrt{\langle \Lambda \xi | \xi \rangle}}{|\xi| + \langle \Lambda \xi \rangle},
\end{align*}
\]

where in the last line we have used the Cauchy–Bunjakovskij–Schwartz inequality for semi-definite scalar product \( (\xi, \eta) \mapsto \langle \Lambda \xi | \eta \rangle \).

Now, for \( R > 0 \) and \( |\xi| > R \) we have
\[
|\pi_p(Q(\lambda)^T \xi, \lambda) - \pi_p(Q(\lambda)^T (\xi + h), \lambda)| \leq \frac{2 + |\Lambda(\lambda)|}{R} + \frac{2\sqrt{|\Lambda(\lambda)|}}{\sqrt{R}},
\]
implying the claim. Indeed, if \( \langle \Lambda(\lambda) \xi | \xi \rangle \leq R \), we have
\[
\frac{\sqrt{\langle \Lambda \xi | \xi \rangle}}{|\xi| + \langle \Lambda \xi \rangle} \leq \frac{\sqrt{R}}{R} = \frac{1}{\sqrt{R}},
\]
while for \( \langle \Lambda(\lambda) \xi | \xi \rangle > R \) we get
\[
\frac{\sqrt{\langle \Lambda \xi | \xi \rangle}}{|\xi| + \langle \Lambda \xi \rangle} < \frac{1}{\sqrt{\langle \Lambda(\lambda) \xi | \xi \rangle}} < \frac{1}{\sqrt{R}}.
\]

By the previous lemma and Lemma 9, all assumptions of Theorem 13 are satisfied. Hence the following corollary holds.

**Corollary 15.** Let \((v_n)\) be a bounded, uniformly compactly supported sequence in \( L^\infty(\mathbb{R}^d) \), converging to 0 in the sense of distributions, and let \( \psi \) and \( a \) be as in Lemma 9.

Then for any \( b \in L^\infty(\mathbb{R}^d) \), \( r \in (1, \infty) \) and a.e. \( \lambda \in S \) the following holds:
\[
\begin{align*}
|b A_\psi(\pi_p(\cdot, \lambda)(v_n)) - A_\psi(\pi_p(\cdot, \lambda)(bv_n))| &\to 0 \quad \text{strongly in } L^r_{loc}(\mathbb{R}^d).
\end{align*}
\]

### 3 ADAPTIVE MICRO-LOCAL DEFECT FUNCTIONALS

In what follows we will have a uniformly compactly supported sequence \((u_n(x, \lambda))\). It means that there exists a bounded open subset \( \Omega \times S \subset \mathbb{R}^{d+1} \) of finite Lebesgue measure such that supports of all functions \( u_n \) are contained in it. Let us take one such \( \Omega \times S \) and fix it.

Now, we need to introduce the space on which we shall define the appropriate micro-local defect functional. The space will be adapted to the considered Equation (1). For \( p \in (1, \infty) \), we define
\[
\widetilde{W}_p^p(\Omega, S) = \left\{ \sum_{j=1}^k \varphi_j(x)\psi_j(\xi, \lambda) : k \in \mathbb{N}, \varphi_j \in L^p(\Omega), \psi_j \in C_c(B[0,1] \times S), j = 1, \ldots, k \right\},
\]
where $B[0,1]$ is the unit closed ball in $\mathbb{R}^d$. We denote for $\Psi = \Psi(x, \xi, \lambda) \in \widetilde{W}^p_{\Pi}(\Omega, S)$

$$\|\Psi\|_{W^p_{\Pi}} = \left( \int_{\Omega} \left[ \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} \left( \int_{S} |\Psi(x, \pi_p(\xi, \lambda), \lambda)|^2 \, d\lambda \right)^{1/2} \right]^p \, dx \right)^{1/p},$$

where $\pi_p$ is given by (11). Due to (12), for $a \neq 0$, this map represents a norm on $\widetilde{W}^p_{\Pi}(\Omega, S)$. On the other hand, for $a \equiv 0$ it is only a seminorm, so one needs to consider the quotient space by its kernel, or, equivalently, just replace $B[0,1]$ by $S^{d-1}$ in the definition of $\widetilde{W}^p_{\Pi}(\Omega, S)$.

Finally, we introduce the space $W^p_{\Pi}(\Omega, S)$ as the completion of $\widetilde{W}^p_{\Pi}(\Omega, S)$ with respect to the norm $\| \cdot \|_{W^p_{\Pi}}$. It is easy to see that $W^p_{\Pi}(\Omega, S)$ coincides with the Bochner space $L^p(\Omega; X)$, where $X$ is the completion of $C(B[0,1]; L^2(S))$ equipped with the norm

$$C(B[0,1]; L^2(S)) \ni \psi \mapsto \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} \left( \int_{S} |\psi(\pi_p(\xi, \lambda), \lambda)|^2 \, d\lambda \right)^{1/2}.$$ 

Moreover, the space $C_0(\Omega \times B[0,1] \times S)$, equipped by the standard (supremum) topology, is for any $p \in (1, \infty)$ dense in $W^p_{\Pi}(\Omega, S)$, so continuous linear functionals on $W^p_{\Pi}(\Omega, S)$ are in fact bounded Radon measures on $\Omega \times B[0,1] \times S$.

In the following theorem we construct one such functional which will play an important role in the proof of the velocity averaging result. The construction is based on the Banach–Alaoglu–Bourbaki theorem, which applies on $W^p_{\Pi}(\Omega, S)$ as it is clearly a (separable) Banach space.

**Theorem 16.** Let $(u_n(x, \lambda))$ be bounded in $L^q(\mathbb{R}^d \times \mathbb{R})$, for some $q > 2$, and uniformly compactly supported on $\Omega \times S \subseteq \mathbb{R}^d \times \mathbb{R}$. Let $(v_n(x))$ be an uniformly compactly supported sequence on $\Omega$ weakly-$\star$ converging to zero in $L^\infty(\mathbb{R}^d)$, and let $a : S \rightarrow \mathbb{R}^{d \times d}$ be a Borel measurable matrix function such that for a.e. $\lambda \in S$ matrix $a(\lambda)$ is symmetric and positive semi-definite.

Then for $p = \frac{2q}{q-2}$ there exists a subsequence (not relabelled) and a continuous functional $\mu$ on $W^p_{\Pi}(\Omega, S)$ such that for every $\varphi \in L^p(\Omega)$ and $\psi \in C_c(B[0,1] \times S)$ it holds

$$\mu(\varphi \psi) = \lim_{n \to \infty} \int_{\Omega \times S} \varphi(x) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda), \lambda)}(V_n)(x)} \, dx \, d\lambda. \quad (20)$$

Furthermore, the bound of the functional $\mu$ is $C_{u,q,2}C_{v,2}$, where $C_{u,q,2}$ is the $L^q(\mathbb{R}^d)$-bound of $(u_n)$ and $C_{v,2}$ is the $L^2$-bound of $(v_n)$.

**Proof.** Firstly, notice that the mappings

$$\varphi(x) \psi(\xi, \lambda) \mapsto \int_{\Omega \times S} \varphi(x) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda), \lambda)}(V_n)(x)} \, dx \, d\lambda$$

define a sequence of linear mappings $(\mu_n)$ defined on $\widetilde{W}^p_{\Pi}(\Omega, S)$. We shall prove that the sequence $(\mu_n)$ is bounded on $\widetilde{W}^p_{\Pi}(\Omega, S)$ with respect to the norm $\| \cdot \|_{W^p_{\Pi}}$. Since $\widetilde{W}^p_{\Pi}(\Omega, S)$ is dense in
\[ W^p_\Pi(\Omega, S), \] this will imply that \((\mu_n)\) is a bounded sequence of linear functionals on \(W^p_\Pi(\Omega)\). According to the Banach–Alaoglu–Bourbaki theorem, we conclude that \((\mu_n)\) is weakly-\(*\) precompact and a subsequential limit \(\mu\) will satisfy conditions of the theorem.

Now, notice that any function belonging to \(W^p_\Pi(\Omega, S)\) can be approximated by sums of the form
\[
\sum_{j=1}^{N} \chi_j(x)\psi_j(\xi, \lambda),
\]
where \(N \in \mathbb{N}, \chi_j(x), j = 1, \ldots, N,\) are characteristic measurable functions with disjoint supports, and \(\psi_j \in C^d_c(B[0, 1] \times S)\). Thus, it is enough to derive bounds for \(\mu_n\) on functions of the above form.

By the properties of the commutator given in Corollary 15 we have for a.e. \(\lambda \in S\) and any \(j\)
\[
\lim_{n \to \infty} \int_{\Omega} \chi_j(x)u_n(x, \lambda)A_{\psi_j(\pi_p(\lambda), \lambda)}((1 - \chi_j)v_n)(x) \, dx = 0,
\]
where we have used \(\chi_j(1 - \chi_j) = 0\). Thus, as the norm of \(A_{\psi_j(\pi_p(\lambda), \lambda)}\) is independent of \(\lambda\) (Lemma 9), by the Lebesgue-dominated convergence theorem (with respect to \(\lambda\)), we get
\[
\limsup_{n \to \infty} \left| \int_{\Omega \times S} \sum_{j=1}^{N} \chi_j(x)u_n(x, \lambda)A_{\psi_j(\pi_p(\lambda), \lambda)}(v_n)(x) \, dx \, d\lambda \right|
\leq \limsup_{n \to \infty} \left| \int_{\Omega \times S} \sum_{j=1}^{N} \chi_j(x)u_n(x, \lambda)A_{\psi_j(\pi_p(\lambda), \lambda)}(\chi_j v_n)(x) \, dx \, d\lambda \right|.
\]

Applying the Plancherel formula, the Fubini theorem and the Cauchy–Bunjakovskij–Schwartz (C-B-S) inequality in \(\lambda\), the above term is estimated by
\[
\limsup_{n \to \infty} \int_{\mathbb{R}^d} \left| \int_{S} \left( \chi_j \mu_n(\cdot, \lambda) \right)(\xi)\psi_j(\pi_p(\xi, \lambda)) \, d\lambda \right| \left| \chi_j v_n(\xi) \right| \, d\xi
\leq \limsup_{n \to \infty} \int_{\mathbb{R}^d} \left| \int_{S} \left( \chi_j \mu_n(\cdot, \lambda) \right)(\xi) \, d\lambda \right|^{1/2} \left| \psi_j(\pi_p(\xi, \lambda), \lambda) \right|^{1/2} \left| \chi_j v_n(\xi) \right| \, d\xi
\leq \limsup_{n \to \infty} \int_{\mathbb{R}^d} \sum_{j=1}^{N} A_j^{1/2} \left| \int_{S} \left( \chi_j \mu_n(\cdot, \lambda) \right)(\xi) \, d\lambda \right|^{1/2} \left| \chi_j v_n(\xi) \right| \, d\xi,
\]
where
\[
A_j := \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} \int_{S} \left| \psi_j(\pi_p(\xi, \lambda)) \right|^2 \, d\lambda.
\]
We continue the estimate by applying first the discrete version of C-B-S inequality, and then its integral version with respect to \( \xi \), obtaining that the above term is majorised by

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^d} \left( \sum_{j=1}^{N} A_j \int_S \left| \left( \chi_j u_n(\cdot, \lambda) \right)(\xi) \right|^2 d\lambda \right)^{1/2} \left( \sum_{j=1}^{N} \left| \chi_j \overline{v}_n(\xi) \right|^2 \right)^{1/2} d\xi \\
\leq \limsup_{n \to \infty} \left( \int_{\mathbb{R}^d} \left( \sum_{j=1}^{N} A_j \int_S \left| \left( \chi_j u_n(\cdot, \lambda) \right)(\xi) \right|^2 d\lambda \right)^{1/2} \left( \int_{\mathbb{R}^d} \left( \sum_{j=1}^{N} \left| \chi_j v_n(\xi) \right|^2 \right)^{1/2} \\
\right)\right)
\]

\[
= \limsup_{n \to \infty} \left( \int_{\Omega} \left( \sum_{j=1}^{N} A_j \int_S \left| \left( \chi_j u_n(x, \lambda) \right) \right|^2 d\lambda \right)^{1/2} \left( \int_{\Omega} \left( \sum_{j=1}^{N} \left| \chi_j v_n(x) \right|^2 \right)^{1/2} \\
\right)\right),
\]

where the Plancherel formula is used in the last equality.

As supports of \( \chi_j \) are disjoint, we have

\[
\int_{\Omega} \left( \sum_{j=1}^{N} \left| \left( \chi_j v_n(x) \right) \right|^2 \right)^{1/2} \leq \int_{\Omega} \left| v_n(x) \right|^2 = \| v_n \|_{L^2(\Omega)}^2,
\]

while on the first factor we apply the Hölder inequality \((1/q + 1/p = 1/2)\) in \( x \):

\[
\left( \int_{\Omega} \left( \sum_{j=1}^{N} \left( \chi_j u_n(x, \lambda) \right) \right)^2 d\lambda \right)^{1/2} \leq \left( \int_{\Omega} \left( \sum_{j=1}^{N} A_j \chi_j(x) \right)^2 dx \right)^{1/2} \leq \left( \int_{\Omega} \left( \sup_{\xi \in \mathbb{R}^d \setminus \{0\}} \left( \int_{S} \left| \psi_j(\pi_p(\xi, \lambda), \lambda) \right|^2 d\lambda \right)^{1/p} \right)^{1/p} dx \right)^{1/p},
\]

where we have used once more that \( \chi_j^2 = \chi_j \) and that \( \chi_j \) have disjoint supports.

Therefore, the final estimate obtained in the above calculations reads

\[
\limsup_{n \to \infty} \int_{\Omega \times S} \left( \sum_{j=1}^{N} \chi_j(x) u_n(x, \lambda) \overline{A_{\phi_j(\pi_p(\cdot, \lambda), \lambda)}(v_n)}(x) \right) dx d\lambda \leq C_{u,q,2} C_{v,2} \left( \sum_{j=1}^{N} \left\| \chi_j \psi_j \right\|_{W^{p}(\Omega, S)} \right),
\]
where \( C_{u,q,2} = \limsup_n \| u_n \|_{L^q(\Omega;L^2(S))} \) and \( C_{v,2} = \limsup_n \| v_n \|_{L^2(\Omega)} \), implying the boundedness of the sequence \((\mu_n)\) in \((W^{p}_1(\Omega,S), \| \cdot \|_{W^{p}_1})\). Thus, the sequence is bounded in \( W^{p}_1(\Omega,S) \) as well and, since \( W^{p}_1(\Omega,S) \) is a separable Banach space, the Banach–Alaoglu–Bourbaki theorem provides the statement of the theorem. □

Remark 17. Let us note that in (21) one could consider integration with respect to \( \xi \) only over \(|\xi| > M\) for any fixed \( M > 0 \). Indeed, \( \hat{\chi}_j v_n(\xi) \to 0 \) as \( n \to \infty \) for every fixed \( \xi \in \mathbb{R}^d \) and \( j \in \{1, 2, \ldots, N\} \) since \((v_n)\) is uniformly compactly supported and converges weakly-\( \star \) to 0 in \( L^\infty(\mathbb{R}^d) \). On the other hand,

\[
\int_S \left| (\chi_j u_n(\cdot,\lambda))(\xi) \psi_j(\pi_P(\xi,\lambda),\lambda) \right| d\lambda \leq \| \psi_j \|_{L^\infty([0,1]\times S)} \| u_n \|_{L^1(\Omega \times S)} < \infty.
\]

Thus, we can apply the Lebesgue-dominated convergence theorem to conclude that the part of (21) in which the integration is over \(|\xi| \leq M\) converges to zero as \( n \to \infty \).

This means that in (22) the supremum could be taken only for \(|\xi| > M\), implying that \( \mu \) from Theorem 16 satisfies a sharper estimate:

\[
|\langle \mu, \Psi \rangle| \leq \left( \int_{\Omega} \left[ \sup_{|\xi| > M} \left( \int_S |\Psi(x, \pi_P(\xi,\lambda),\lambda)|^2 \right)^{1/2} \right]^{1/p} dx \right) \left( \int_{\Omega} \| u_n \|_{L^1(\Omega \times S)} \right)^{1/p}, \quad \psi \in W^{p}_1(\Omega,S),
\]

for any fixed \( M > 0 \).

We are actually able to show the following representation for the functional from the previous theorem for less regular functions with respect to \( x \) and \( \lambda \).

Corollary 18. Under the conditions of the previous theorem, let us consider a subsequence (not relabelled) that defines \( \mu \in W^{2q-2}_2(\Omega,S)' \) by (20). Then for any \( \varphi \in L'(\Omega \times S) \), \( r > \frac{q}{q-1} \) and \( \psi \in C_c(S;C^d_c([0,1])) \) it holds

\[
\mu(\varphi \psi) = \lim_{n \to \infty} \int_{\Omega \times S} \varphi(x,\lambda) u_n(x,\lambda) A_{\psi(\pi_P(\cdot,\lambda))}(v_n)(x) \, dx \, d\lambda.
\]

Proof. In order to prove (24), we shall use a fairly direct approximation argument (see also [44, Theorem 2.2]). To this end, we take a function \( \varphi \in L'(\Omega \times S) \) and choose its approximation in \( L^{2q/\sqrt{q-2}}(\Omega) \times C_c(S) \) of the form

\[
\varphi_s(x,\lambda) = \sum_{k=1}^s \phi_k(x) \chi_k(\lambda), \quad \phi_k \in L^{2q/\sqrt{q-2}}(\Omega), \chi_k \in C_c(S;\mathbb{R}),
\]

that is, \( \lim_{s \to \infty} \| \varphi - \varphi_s \|_{L'(\Omega \times S)} = 0 \). Then, we define an extension of \( \mu \) by

\[
\mu(\varphi \psi) := \lim_{s \to \infty} \mu(\varphi_s \psi).
\]
Since $\chi_k$ is real-valued and depends only on $\lambda$, by the definition of $\mu$ it follows

\[
\mu(\varphi_s \psi) = \lim_{n \to \infty} \sum_{k=1}^{s} \int_{\Omega \times S} \phi_k(x) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda))}(v_n)(x)} \, dx \, d\lambda
\]

\[
= \lim_{n \to \infty} \sum_{k=1}^{s} \int_{\Omega \times S} \phi_k(x) \chi_k(\lambda) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda))}(v_n)(x)} \, dx \, d\lambda
\]

\[
= \lim_{n \to \infty} \int_{\Omega \times S} \varphi_s(x, \lambda) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda))}(v_n)(x)} \, dx \, d\lambda .
\]

Thus, the above definition is equivalent to

\[
\mu(\varphi \psi) = \lim_{s \to \infty} \lim_{n \to \infty} \int_{\Omega \times S} \varphi_s(x, \lambda) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda))}(v_n)(x)} \, dx \, d\lambda . \tag{25}
\]

This limit is well defined as one can see from the Cauchy criterion. Indeed, for $s_1, s_2 \in \mathbb{N}$ by means of the Hölder inequality and the multiplier lemma (Lemma 9) we have

\[
|\mu(\varphi_{s_2} \psi) - \mu(\varphi_{s_1} \psi)| \leq C \|\varphi_{s_2} - \varphi_{s_1}\|_{L^r(\Omega \times S)} ,
\]

and the constant $C$ is equal to $C_{r, \psi} \frac{1}{\text{meas}(S)} \limsup_{n \to \infty} \|u_n\|_{L^q(\Omega \times S)}\|v_n\|_{L^{r'}(\Omega)}$, where $\frac{1}{r} + \frac{1}{q} + \frac{1}{r'} = 1$, and $C_{r, \psi}$ is the $L^{r'}$-bound of the Fourier multiplier operator $A_{\psi(\pi_p(\cdot, \lambda))}$. Since $(\varphi_s)$ is a Cauchy sequence, the above difference can be made arbitrarily small for $s_1, s_2$ large enough, hence (25) is well defined. The same analysis leads to

\[
\lim_{s \to \infty} \int_{\Omega \times S} (\varphi(x, \lambda) - \varphi_s(x, \lambda)) u_n(x, \lambda) \overline{A_{\psi(\pi_p(\cdot, \lambda))}(v_n)(x)} \, dx \, d\lambda = 0 ,
\]

and the convergence is uniform with respect to $n$. Therefore, we can exchange the limits in (25), which proves (24).

\[\square\]

Remark 19. The representation (24) holds even for $\tilde{\psi}(\xi) := 2\pi(1 - |\xi|)$, which is merely continuous (at the origin $\tilde{\psi}$ is not smooth).

Indeed, in the construction of the previous corollary we only needed that for a.e. $\lambda$ and any $p \in (1, \infty)$ mapping $\xi \mapsto \tilde{\psi}(\pi_p(\xi, \lambda))$ is an $L^{p}(\mathbb{R}^d)$-multiplier, with the norm independent of $\lambda$. By Lemma 10 function $\tilde{\psi}$ satisfies this requirement.

Let us now introduce a localisation principle for functionals $\mu$ given by Theorem 16 (see also Corollary 18), which can serve as a way of proving that $\mu \equiv 0$. A similar result holds for arbitrary continuous functionals on $W^p_{11}(\Omega, S)$ as well.

Lemma 20. Under the conditions of Theorem 16, let $\mu \in (W^p_{11}(\Omega, S))^\prime$, $p = \frac{2q}{q-2}$, be a functional defined in Theorem 16.

If a function $F \in L^r(\Omega \times S) \otimes C^d(B[0, 1])$, $r > \frac{q}{q-1}$, is such that for any compact $K \subseteq S$ it holds

\[
\lim_{\varepsilon \to 0^+} g(\varepsilon) = 0 , \tag{26}
\]

where
where
\[ g(\varepsilon) := \int_{\Omega} \sup_{|\xi| > 1} \text{meas}\left\{ \lambda \in K : |F(x, \lambda, \pi_p(\xi, \lambda))| < \varepsilon \right\} \]  
dx,
and
\[ F\mu \equiv 0, \quad \text{(27)} \]
then
\[ \mu \equiv 0. \]

**Proof.** Let us take an arbitrary \( \varepsilon > 0 \) and \( \phi \in C_c(\Omega \times B[0,1] \times S) \). Denote by \( K \) the projection of the support of \( \phi \) to the last variable \( \lambda \). Applying (27) to \( \phi \frac{F}{|F|^2 + \varepsilon} \) (which is an admissible test function since it is bounded and compactly supported, hence with respect to the variables \( x \) and \( \lambda \) it can be approximated by a smooth function in any \( L^s(\Omega \times K), s \in [1, \infty) \)), we get
\[ 0 = \left\langle \mu, \phi \frac{|F|^2}{|F|^2 + \varepsilon} \right\rangle = \left\langle \mu, \phi \right\rangle - \left\langle \mu, \phi \left( \frac{|F|^2}{|F|^2 + \varepsilon} - 1 \right) \right\rangle. \]

Thus, it is sufficient to show that the second term on the right-hand side goes to 0 as \( \varepsilon \to 0 \). From (23) (applied for \( M = 1 \)) we have
\[ \left| \left\langle \mu, \phi \left( \frac{|F|^2}{|F|^2 + \varepsilon} - 1 \right) \right\rangle \right| \leq ||\phi||_{L^\infty} \left( \int_{\Omega} \left[ \sup_{|\xi| > 1} \left( \int_{K} \frac{\varepsilon}{|F|^2 + \varepsilon} d\lambda \right)^{1/2} \right]^p d\lambda \right)^{1/p}. \]

Thus, it is left to prove
\[ \lim_{\varepsilon \to 0^+} \left( \int_{\Omega} \left[ \sup_{|\xi| > 1} \left( \int_{K} \frac{\varepsilon}{|F|^2 + \varepsilon} d\lambda \right)^{1/2} \right]^p d\lambda \right)^{1/p} = 0. \quad \text{(28)} \]

To this end, denote
\[ K^\theta(\xi, x) := \left\{ \lambda \in K : |F(x, \lambda, \pi_p(\xi, \lambda))| < \theta \right\}. \]

Let us separately analyse (28) on \( K^{\frac{\theta}{\sqrt{\varepsilon}}} = K^{\frac{\theta}{\sqrt{2}\varepsilon}}(\xi, x) \) and its complement.

By the assumption (26) we have
\[ \int_{\Omega} \left[ \sup_{|\xi| > 1} \left( \int_{K^{\frac{\theta}{\sqrt{\varepsilon}}}} \frac{\varepsilon}{|F|^2 + \varepsilon} d\lambda \right)^{1/2} \right]^p d\lambda \leq \int_{\Omega} \left( \sup_{|\xi| > 1} \text{meas}(K^{\frac{\theta}{\sqrt{\varepsilon}}}(\xi, x)) \right)^{p/2} d\lambda \]
\[ \leq \text{meas}(K) \frac{p-2}{2} \int_{\Omega} \sup_{|\xi| > 1} \text{meas}(K^{\frac{\theta}{\sqrt{\varepsilon}}}(\xi, x)) d\lambda = \text{meas}(K) \frac{p-2}{2} g(\frac{\theta}{\sqrt{\varepsilon}}) \to 0 \]
as \( \varepsilon \to 0 \). Note that in the second inequality we have used that \( p = \frac{2q}{q-2} > 2 \).
On the other hand, on the complement we get

$$
\int_{\Omega} \left[ \sup_{|\xi| > 1} \left( \int_{(K \setminus K^{4\varepsilon})} \left| \frac{\varepsilon}{|F|^2 + \varepsilon} \right|^2 d\lambda \right)^{1/2} \right]^p d\mathbf{x}
\leq \text{meas}(\Omega) \left\| \frac{\varepsilon}{\sqrt{\varepsilon + \varepsilon}} \right\|_{L^2(K \setminus K^{4\varepsilon})}^p \leq \text{meas}(\Omega) (\varepsilon \text{meas}(K))^{p/2}.
$$

Therefore, (28) holds, which, by previous observations, provides $\langle \mu, \phi \rangle = 0$, finishing the proof.

In the application of the previous lemma we shall have a specific form of the function $F$ for which the non-degeneracy assumption (26) simplifies.

Lemma 21. Let us assume that the conditions of Theorem 16 are fulfilled and that in addition $a \in C(S; \mathbb{R}^{d \times d})$. Let us define

$$
F(x, \lambda, \xi) := i \langle f(x, \lambda) \mid \xi \rangle + 2\pi (1 - |\xi|),
$$

where $f \in L^r(\Omega \times S; \mathbb{R}^d)$, $r > \frac{q}{q-1}$.

For the function $F$ condition (26) is equivalent to

$$
(\forall K \subset S) \quad \text{ess sup}_{x \in \Omega} \sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) \mid \xi \rangle = \langle a(\lambda) \xi \mid \xi \rangle = 0 \right\} = 0.
$$

Proof. Notice first that although function $F$ is only in $L^r(\Omega \times S) \otimes C([0,1])$, by Remark 19 the statement of the previous lemma still applies.

Suppose that (29) does not hold, that is, there exists $c > 0$, a compact set $K \subset S$ and $\Omega' \subset \Omega$ of positive measure such that

$$
\sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) \mid \xi \rangle = \langle a(\lambda) \xi \mid \xi \rangle = 0 \right\} > c > 0, \quad x \in \Omega'.
$$

Since for any $\varepsilon > 0$ it holds

$$
\left\{ \lambda \in K : \left| F(x, \lambda, \pi_p(\xi, \lambda)) \right| < \varepsilon \right\} \supset \left\{ \lambda \in K : \langle f(x, \lambda) \mid \xi \rangle = \langle a(\lambda) \xi \mid \xi \rangle = 0 \right\},
$$

we get

$$
g(\varepsilon) \geq \int_{|\xi| > 1} \sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) \mid \xi \rangle = \langle a(\lambda) \xi \mid \xi \rangle = 0 \right\} d\mathbf{x}
= \int_{\Omega} \sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) \mid \xi \rangle = \langle a(\lambda) \xi \mid \xi \rangle = 0 \right\} d\mathbf{x} \geq \text{meas}(\Omega') c > 0,
$$

implying that (26) does not hold as well.
To prove the opposite, assume that (29) holds but \( \lim_{\varepsilon \to 0^+} g(\varepsilon) = 0 \) fails to hold. This means that there exist \( c > 0 \) and a decreasing sequence of positive numbers \( (\varepsilon_n) \) converging to zero such that for any \( n \in \mathbb{N} \) we have \( g(\varepsilon_n) > c \).

Let us define \( (x \in \Omega, |\xi| > 1) \):

\[
K_n(\xi, x) := \left\{ \lambda \in K : |(f(x, \lambda) | \xi) + 2\pi \langle a(\lambda) \xi | \xi \rangle < \varepsilon_n (|\xi| + \langle a(\lambda) \xi | \xi \rangle) \right\}.
\]

For any \( \lambda \in K_n(\xi, x) \) and sufficiently large \( n \) we have

\[
|\langle f(x, \lambda) | \xi \rangle + \langle a(\lambda) \xi | \xi \rangle \rangle \leq |\langle f(x, \lambda) | \xi \rangle + (2\pi - \varepsilon_n) \langle a(\lambda) \xi | \xi \rangle | < \varepsilon_n |\xi|.
\]

Dividing by \( |\xi| \) and using \( |\xi| > 1 \) we finally get

\[
K_n(\xi, x) \subseteq \tilde{K}_n(\frac{\xi}{|\xi|}, x) := \left\{ \lambda \in K : \left| \left\langle f(x, \lambda) \right| \frac{\xi}{|\xi|} \right| + \left\langle a(\lambda) \frac{\xi}{|\xi|} \right| \frac{\xi}{|\xi|} \right| < \varepsilon_n \right\}.
\]

Therefore, for any \( n \in \mathbb{N} \) it holds

\[
c < g(\varepsilon_n) = \int_{\Omega} \sup_{|\xi| > 1} \text{meas}(K_n(\xi, x)) \, dx \\
\leq \int_{\Omega} \sup_{|\xi| > 1} \left( \tilde{K}_n(\frac{\xi}{|\xi|}, x) \right) \, dx = \int_{\Omega} \sup_{\xi \in S^{d-1}} \text{meas}(K_n(\xi, x)) \, dx.
\]

By the definition of supremum, for any \( n \in \mathbb{N} \) and \( x \in \Omega \) there exists \( \xi_n(x) \in S^{d-1} \) such that

\[
\int_\Omega \text{meas} \left( \tilde{K}_n(\xi_n(x), x) \right) \, dx > \frac{c}{2}.
\]

Let us define a sequence of (measurable) non-negative bounded functions on \( \Omega \) by \( \Phi_n(x) := \text{meas} \left( \tilde{K}_n(\xi_n(x), x) \right) \). Since \( \Phi_n(x) \leq \text{meas}(K) \) and \( \Omega \) is bounded, by the so-called reverse Fatou lemma we have

\[
\frac{c}{2} \leq \lim_{n \to \infty} \sup_n \int_\Omega \Phi_n(x) \, dx \leq \int_\Omega \Phi(x) \, dx,
\]

where we used \( \Phi(x) := \lim \sup_{n \to \infty} \Phi_n(x) \).

For a fixed \( x \in \Omega \), there exists a subsequence such that \( \Phi(x) = \lim_{n' \to \infty} \Phi_{n'}(x) \). Since \( \xi_{n'}(x) \in S^{d-1} \), we can pass to another subsequence (not relabelled) to have that \( (\xi_{n'}(x)) \) converges, and let us denote \( \xi(x) = \lim_{n' \to \infty} \xi_{n'}(x) \).

We shall prove that

\[
\lim_{n'} \Phi_{n'}(x) \leq \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) | \xi(x) \rangle = \langle a(\lambda) \xi(x) | \xi(x) \rangle = 0 \right\}, \quad \text{a.e. } x \in \Omega,
\]

which by the uniqueness of the limit implies

\[
\Phi(x) \leq \text{meas} \left\{ \lambda \in K : \langle f(x, \lambda) | \xi(x) \rangle = \langle a(\lambda) \xi(x) | \xi(x) \rangle = 0 \right\}, \quad \text{a.e. } x \in \Omega.
\]

Thus, this together with (30) is in contradiction with (29).
Let us prove (31) for an arbitrary, but fixed, \( x \in \Omega \). For \( \lambda \in K_{n'}(\xi_{n'}(x), x) \) and sufficiently large \( n' \) we have

\[
|\langle f(x, \lambda) | \xi(x) \rangle| + |\langle a(\lambda)\xi(x) | \xi(x) \rangle| < \varepsilon_{n'} + \left( \max_{s \in K} |a(s)||\xi(x) - \xi_{n'}(x)| + |f(x, \lambda)| + 2|a(\lambda)| \right)|\xi(x) - \xi_{n'}(x)|
\]

\[
\leq \varepsilon_{n'} + \left( 1 + |f(x, \lambda)| + 2|a(\lambda)| \right)|\xi(x) - \xi_{n'}(x)|.
\]

Hence, \( K_{n'}(\xi_{n'}(x), x) \subseteq \hat{K}_{n'}(x) \), where

\[
\hat{K}_{n'}(x) := \left\{ \lambda \in K : \frac{|\langle f(x, \lambda) | \xi(x) \rangle| + |\langle a(\lambda)\xi(x) | \xi(x) \rangle|}{1 + |f(x, \lambda)| + 2|a(\lambda)|} < \varepsilon_{n'} + |\xi(x) - \xi_{n'}(x)| \right\},
\]

leading to

\[
\infty > \text{meas}(K) \geq \text{meas}(\hat{K}_{n'}(x)) \geq \text{meas}(\hat{K}_{n'}(\xi_{n'}(x), x)) = \Phi_{n'}(x), \quad n \in \mathbb{N}.
\]

Furthermore, we can pass to another subsequence (not relabelled) such that (for fixed \( x \)) \( (|\xi(x) - \xi_{n'}(x)|)_{n'} \) is a decreasing sequence of real numbers, implying that \( (\hat{K}_{n'}(x)) \) is a decreasing sequence of sets. Therefore,

\[
\lim_{n'} \Phi_{n'}(x) \leq \lim_{n'} \text{meas}(\hat{K}_{n'}(x))
\]

\[
= \text{meas}\left\{ \lambda \in K : \frac{|\langle f(x, \lambda) | \xi(x) \rangle| + |\langle a(\lambda)\xi(x) | \xi(x) \rangle|}{1 + |f(x, \lambda)| + 2|a(\lambda)|} = 0 \right\}
\]

\[
= \text{meas}\left\{ \lambda \in K : |\langle f(x, \lambda) | \xi(x) \rangle| = |\langle a(\lambda)\xi(x) | \xi(x) \rangle| = 0 \right\},
\]

obtaining (31), thus completing the proof. \( \square \)

### 4 PROOF OF THE MAIN THEOREM

In this section, we shall apply previously developed tools to prove a velocity averaging result for the sequence of equations given in the Introduction:

\[
\text{div}_x(f(x, \lambda)u_n(x, \lambda)) = \text{div}_x(\text{div}_x(a(\lambda)u_n(x, \lambda))) + \partial_\lambda G_n(x, \lambda) + \text{div}_x P_n(x, \lambda) \quad \text{in } D'(\mathbb{R}^{d+1}),
\]

where we assume that conditions (a)–(e) are fulfilled.

**Proof of Theorem 1.** Let \( \Omega \times S \subseteq \mathbb{R}^{d+1} \) be a bounded open subset such that supports of all functions \( u_n \) are contained in it. Let us take a bounded sequence of functions \( (v_n) \) uniformly compactly supported on \( \Omega \) and weakly-\( \star \) converging to zero in \( L^\infty(\Omega) \), which we take at this moment to be arbitrary. At the end of the proof the precise choice will be made. Let us pass to a subsequence of
both \((u_n)\) and \((v_n)\) (not relabelled) which defines a bounded linear functional \(\mu \in (W_{\mathcal{D}}^{\frac{q-2}{2q}}(\Omega, S))^t\) according to Theorem 16, and consider its extension given by Corollary 18.

For arbitrary \(\varphi \in C_c(\Omega)\) and \(\psi \in C^{d+1}_c(B[0, 1] \times S)\) we set

\[
\vartheta_n(x, \lambda) := A_{\hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n)(x) .
\] (32)

Testing (1) by \(\vartheta_n\), that is, multiplying it by \(\vartheta_n\), integrating over \(\Omega \times S\) and applying the integration by parts we get the following:

\[
0 = 2\pi \sum_{j=1}^{d} \int_{\Omega \times S} f_j(x, \lambda) u_n(x, \lambda) A_{\frac{i}{2\pi \xi_j} \hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n)(x) \, dx \, d\lambda
\] (33)

\[-2\pi \int_{\Omega \times S} u_n(x, \lambda) A_{2\pi (a(\lambda) \xi_j \xi) \hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n)(x) \, dx \, d\lambda
\] (34)

\[-\int_{\Omega \times S} G_n(x, \lambda) A_{\frac{i}{2\pi \xi_j} \hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n)(x) \, dx \, d\lambda
\] (35)

\[-\sum_{j=1}^{d} \int_{\Omega \times S} P^n_j(x, \lambda) A_{2\pi m \xi_j \hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n)(x) \, dx \, d\lambda
\] (36)

where we have used \(\partial_{x_j} A_\psi = A_{2\pi i \xi_j \psi}\), which holds according to our definition of the Fourier transform. Line (35) is to be understood as

\[
\int_{S} \left\langle G_n(\cdot, \lambda), A_{\frac{i}{2\pi \xi_j} \hat{\psi}(\pi P(\cdot, \lambda), \lambda)} (\varphi v_n) \right\rangle d\lambda,
\]

where \(\left\langle \cdot, \cdot \right\rangle\) represents the dual product between \(W_{\mathcal{D}}^{-\frac{3}{4}}(R^d)\) and \(W_{C}^{\frac{1}{4}}(R^d)\).

Let us consider term by term in the above expression as \(n\) goes to infinity along the chosen subsequence.

Symbols of the Fourier multiplier operators in (33) and (34) can be rewritten as

\[
\frac{i \xi_j \hat{\psi}(\pi P(\xi, \lambda), \lambda)}{|\xi| + \langle a(\lambda) \xi | \xi \rangle} = (\psi_j \psi)(\pi P(\xi, \lambda), \lambda)
\]

\[
\frac{2\pi (a(\lambda) \xi_j \xi) \hat{\psi}(\pi P(\xi, \lambda), \lambda)}{|\xi| + \langle a(\lambda) \xi | \xi \rangle} = (\hat{\psi} \psi)(\pi P(\xi, \lambda), \lambda),
\]

where \(\psi_j(\xi) := -i \xi_j\) and \(\hat{\psi}(\xi) := 2\pi(1 - |\xi|)\). Thus, by applying first Corollary 15 in order to move \(\varphi\) outside of the Fourier multiplier operators, and then Corollary 18 (see also Remark 19), the limit of the sum of (33) and (34) is equal to

\[
-2\pi \left\langle \mu, F(x, \xi, \lambda) \varphi(x) \psi(\xi, \lambda) \right\rangle,
\] (37)

where \(F(x, \xi, \lambda) = i(f(x, \lambda) | \xi \rangle + 2\pi(1 - |\xi|)\).
Unlike the situation with (33) and (34), term (36) is zero at the limit $n \to \infty$. Indeed, $P^n_j$ strongly converges in $L_{\text{loc}}^{p_0}(\mathbb{R}^d \times \mathbb{R})$, while $A_{(\psi_j \psi_j(\pi p(\cdot, \cdot)), (\varphi \nu_n))}$ weakly converges to zero in $L^{p_0}'(\Omega \times S)$ by Lemma 9, and the integration is over relatively compact set $\Omega \times S$.

The symbol appearing in (35) we divide into two parts, namely

$$
\left(\partial_\lambda \tilde{\psi} \right) \left(\pi_p(\xi, \lambda), \lambda \right) = \left(\partial_\lambda \tilde{\psi} \right) \left(\pi_p(\xi, \lambda), \lambda \right) |\xi| + \langle a(\lambda) \xi, \xi \rangle
$$

(38)

and

$$
\partial_\lambda \left( \frac{1}{|\xi| + \langle a(\lambda) \xi, \xi \rangle} \right) \left( \tilde{\psi} \left(\pi_p(\xi, \lambda), \lambda \right) + \sum_{j=1}^d (\xi_j \partial_{\xi_j} \psi(\xi, \lambda)) o(\pi_p(\xi, \lambda)) \right).
$$

(39)

Let us study first the part of (35) associated to (38).

By Lemma A.1 (given in the Appendix), Lemma 9 and the Lebesgue-dominated convergence theorem (applied for the integration in $\lambda$), we have for any $r \in [1, \infty)$

$$
A_{(\partial_\lambda \tilde{\psi}(\pi_p(\xi, \lambda), \lambda), (\varphi \nu_n))} = A_{\frac{1}{|\xi| + \langle a(\lambda) \xi, \xi \rangle}} \left( A_{(\partial_\lambda \tilde{\psi}(\pi_p(\xi, \lambda), \lambda))} (\varphi \nu_n) \right) \to 0 \quad \text{weakly in } L^r(S; W^{1, r}(\Omega)),
$$

where we have used that $\Omega \times S$ is relatively compact. This, together with the assumption of $(G_n)$, implies the convergence to zero of the part of (35) associated to (38).

The Fourier multiplier operator associated to the second factor of (39) is bounded on $L^r(\mathbb{R}^d)$ for any $r \in (1, \infty)$ uniformly in $\lambda$ (Lemma 9), while by Lemma 11 the first factor defines a bounded operator (uniformly in $\lambda$) from $L^r(\mathbb{R}^d)$ to $W^{1, r}(\mathbb{R}^d)$ for any $r \in (1, \infty)$. Thus, the overall conclusion is that for any $r \in (1, \infty)$

$$
A_{\partial_\lambda \left( \frac{1}{|\xi| + \langle a(\lambda) \xi, \xi \rangle} \right)} \left( \tilde{\psi} \left(\pi_p(\xi, \lambda), \lambda \right) + \sum_{j=1}^d (\xi_j \partial_{\xi_j} \psi(\xi, \lambda)) o(\pi_p(\xi, \lambda)) \right) (\varphi \nu_n) \to 0,
$$

weakly in $L^r(S; W^{1, r}(\Omega))$, implying the convergence to zero of the part of (35) associated to (39).

Collecting the previous considerations, we get from (33)–(36) after letting $n \to \infty$ that (37) is the only non-trivial term; thus, we have:

$$
\left(\mu, F(\mathbf{x}, \xi, \lambda)\varphi(\mathbf{x})\psi(\xi, \lambda)\right) = 0.
$$

Since $F$ satisfies the non-degeneracy assumption (29) (see Lemma 21), by Lemma 20 we conclude from above that

$$
\mu \equiv 0.
$$

Let us assume that $u_n$ is real valued (if not, we just apply this procedure to the real and imaginary parts of $u_n$ separately). Let us take arbitrary real-valued functions $\varphi \in C_c(\Omega)$ and $\rho \in C_c(S)$. As $(\text{sgn}(\int_S \rho(\lambda) u_n(\mathbf{x}, \lambda) d\lambda))$ is bounded in $L^\infty(\Omega)$, it has a weakly-$\star$ converging subsequence, whose limit we denote by $V \in L^\infty(\Omega)$. We pass to that subsequence (not relabelled), and choose for $v_n$ in (32):

$$
u_n(\mathbf{x}) = \varphi(\mathbf{x}) \left( \text{sgn} \left( \int_S \rho(\lambda) u_n(\mathbf{x}, \lambda) d\lambda \right) - V(\mathbf{x}) \right).
$$
As the subsequence defines the same functional $\mu$, by Theorem 16 we conclude

$$\lim_{n \to \infty} \int_\Omega \varphi(x)^2 \left| \int_S \rho(\lambda)u_n(x, \lambda) d\lambda \right| dx = \lim_{n \to \infty} \int_\Omega \varphi(x)^2 \left( \int_S \rho(\lambda)u_n(x, \lambda) d\lambda \right) \operatorname{sgn} \left( \int_S \rho(\lambda)u_n(x, \lambda) d\lambda \right) dx d\lambda = \lim_{n \to \infty} \int_{\Omega \times S} \varphi(x)\rho(\lambda)u_n(x, \lambda) v_n(x) dx d\lambda = \langle \mu, \rho\varphi \otimes 1 \rangle = 0,$$

where in the second equality we have used that $(u_n)$ converges weakly to zero. Thus, the proof is over. \hfill $\square$

Remark 22. Let us remark that the conditions of Theorem 1 (as well as of Corollaries 2 and 3) can be relaxed by assuming that $(u_n)$ is merely bounded in $L^q(\Omega \times S)$, while $(G_n)$ and $(P_n)$ strongly precompact in $L^{r_0}_{loc}(\mathbb{R}; W^{-1/2, r_0}_{loc}(\mathbb{R}^d))$ and $L^{p_0}_{loc}(\mathbb{R}^d \times \mathbb{R}; \mathbb{R}^d)$, respectively. In that case there exists a subsequence $(u_{n'})$ such that for any $\rho \in C_c(S)$ the sequence \( \left( \int_S \rho(\lambda)u_{n'}(x, \lambda) d\lambda \right) \) converges towards \( \int_S \rho(\lambda)u(x, \lambda) d\lambda \), where $u$ denotes the weak limit of $(u_{n'})$.

We note that matrix function (7) that we have provided in Example 4(b) is irregular only in one point. These situations we can handle by cutting off isolated singularities using appropriate $\lambda$-compactly supported functions. Let us briefly explain how to prove Corollary 2.

Proof of Corollary 2. Let us denote by $S_0 \subseteq S$ the set of points for which condition (b) is satisfied, that is, for any $\lambda \in S_0$ there exists $\varepsilon(\lambda) > 0$ such that $a = \sigma^T \sigma$ and $\sigma \in C^{0,1}_{\rho}(\lambda - \varepsilon(\lambda), \lambda + \varepsilon(\lambda); \mathbb{R}^{d \times d})$. By (b) it is clear that $S_0$ is an open set of full Lebesgue measure, that is, $\operatorname{meas}(S_0) = \operatorname{meas}(S)$.

Let us take a countable set $\tilde{S} \subseteq S_0$ such that

$$\bigcup_{\lambda \in \tilde{S}} (\lambda - \varepsilon(\lambda), \lambda + \varepsilon(\lambda)) = S_0. \quad (40)$$

One way to obtain such $\tilde{S}$ is by considering an increasing sequence of compact sets $(S_k)_{k \in \mathbb{N}}$ which exhausts open set $S_0$ and such that $S_k \subseteq \operatorname{Int} S_{k+1}$. Then for any $k \in \mathbb{N}$ we can reduce open cover \( \{ (\lambda - \varepsilon(\lambda), \lambda + \varepsilon(\lambda)) : \lambda \in S_0 \} \) to a finite subcover of $S_k$, and let us denote by $\tilde{S}_k$ a finite set of corresponding functions of $\lambda$. Now we can take $\tilde{S} = \bigcup_{k=1}^{\infty} \tilde{S}_k$.

Fix $\lambda_0 \in \tilde{S}$. Then, in the proof of Theorem 1 given above, we simply take $\rho \in C_c(\lambda_0 - \varepsilon, \lambda_0 + \varepsilon)$, where $\varepsilon = \varepsilon(\lambda_0)$, to obtain (5). Since $\tilde{S}$ is countable, we can take a subsequence $(u_{n'})$ in (5) independent of $\lambda_0 \in \tilde{S}$.

From here, the statement of the corollary immediately follows. Indeed, let us first take an arbitrary $\rho \in C_c(S_0)$. Applying a partition of unity subordinate to (40) and the previous conclusions, it is easy to see that (5) still holds for the same sequence $(u_{n'})$. Now, let us consider a general situation where $\rho \in C(S)$. Let us denote by $\vartheta_k \in C(S; [0,1])$ a cut off function such that $\vartheta_k \equiv 1$ on $S_k$ and $\vartheta_k \equiv 0$ on $S \setminus S_{k+1}$. Since $\lim_{k \to \infty} \operatorname{meas}(S_k) = \operatorname{meas}(S)$ and $(u_n)$ is bounded in $L^q(\Omega \times S)$, $q > 2$, the sequence \( \left( \int_S \rho(\lambda)(1 - \vartheta_k(\lambda))u_{n'}(x, \lambda) d\lambda \right) \) converges to zero strongly in $L^1_{loc}(\mathbb{R}^d)$, where
the convergence is uniform with respect to \( n' \). Finally, as \( \rho \hat{\theta}_k \in C_c(S_0) \), the claim follows by the previous observations.

**Remark 23.** With the exception of Lemma 11, all other (multiplier) results used in the above proof of Theorem 1 hold under a weaker assumption on \( a \):

\[(b') \quad a \in C^{0,1}(S; \mathbb{R}^{d \times d}) \] is such that, for every \( \lambda \in S \), \( a(\lambda) \) is a symmetric and positive semi-definite matrix.

Thus, a sufficient assumption on the diffusion matrix \( a \) under which the statement of Theorem 1 holds is that \( a \) satisfies \( (b') \) and that \( (35) \) tends to 0, as \( n \to \infty \). Moreover, it is enough to have local estimates of the multipliers with respect to \( \lambda \) (see condition \((\hat{b})\)) in the statement of Corollary 2).

To be more specific, a possible weakening of assumption \((b)\) which preserves the statement of Theorem 1 is:

\[(b'') \quad a \text{ satisfies } (b') \text{ and for a.e. } \lambda_0 \in S \text{ there exists its neighbourhood } U(\lambda_0) \text{ such that for any } \lambda \in U(\lambda_0) \]

\[\xi \mapsto \frac{|\xi|^{1/2} \langle a'(\lambda)\xi | \xi \rangle}{(|\xi| + \langle a(\lambda)\xi | \xi \rangle)^2} \]

is an \( L^{r_0} \)-multiplier \( (r_0 \text{ given in condition } (d)) \), with the norm uniformly bounded with respect to \( \lambda \in U(\lambda_0) \).

By Lemmas 9 and 11 it is clear, which was also used in the previous proof, that \( (b'') \) is implied by \((\hat{b})\) (see Corollary 2). However, \( (b') \) does not imply \( (b'') \) in general. For instance, just consider \((8)\) from the Introduction.

Although at this moment we cannot obtain the result by imposing only \( (b') \) on the diffusion matrix \( a \), while keeping all the other assumptions intact (see the previous remark), under stronger assumptions on \((G_n)\), given in Corollary 3, that can be done. A proof of Corollary 3 we briefly explain below is as follows.

**Proof of Corollary 3.** If we replace \((d)\) by

\[(d') \quad G_n \to 0 \text{ strongly in } L^{r_0}_{loc}(\mathbb{R}^d \times \mathbb{R}) \text{ for some } r_0 \in (1, \infty); \]

then it is sufficient that \( (39) \) is an \( L^p \)-multiplier, \( p \in (1, \infty) \), which is ensured by Lemma 9. Thus, the statement of Corollary 3 holds.

If \((u_n)\) has a compact support only with respect to \( \lambda \), the statement of the previous theorem still holds. Indeed, one just needs to test \((1)\) by \( \phi \hat{\theta}_n \) instead of \( \theta_n \) (given by \((32)\)) for an arbitrary \( \phi \in C_c(\mathbb{R}^d) \). By repeating the rest of the analysis of the proof of Theorem 1 we obtain that the functional \( \mu \) from Theorem 16 corresponding to \((\phi u_n)\) equals zero, implying the strong convergence to zero in \( L^1_{loc}(\mathbb{R}^d) \) of \( (\int_{\mathbb{R}} \rho(\lambda)\phi(x)u_n(x, \lambda)d\lambda) \) for any \( \rho \in C_c(\mathbb{R}) \). Due to arbitrariness of \( \phi \) we get the claim which we formulate in the following corollary.

**Corollary 24.** Let \( d \geq 2 \) and let \( u_n \rightharpoonup 0 \) in \( L^q_{loc}(\mathbb{R}^d \times \mathbb{R}) \), for some \( q > 2 \), is uniformly compactly supported with respect to \( \lambda \) on \( S \subset \subset \mathbb{R} \). Let \((u_n)\) satisfy the sequence of Equations \((1)\) whose coefficients satisfy conditions \((b), (d), (e)\) and
(c') There exists \( p > \frac{d}{q-1} \) (\( p > 1 \) if \( q = \infty \)) such that for any compacts \( K_1 \subseteq \mathbb{R}^d \) and \( K_2 \subseteq S \) it holds \( f \in L^p(K_1 \times S; \mathbb{R}^d) \) and

\[
\text{ess sup}_{x \in K_1} \sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K_2 : \langle f(x, \lambda) | \xi \rangle = \langle a(\lambda)\xi | \xi \rangle = 0 \right\} = 0 .
\]

Then there exists a subsequence \( (u_n') \) such that for any \( \rho \in C_c(\mathbb{R}) \),

\[
\int_\mathbb{R} \rho(\lambda)u_n'(x, \lambda) d\lambda \longrightarrow 0 \quad \text{strongly in } L^1_{loc}(\mathbb{R}^d).
\]

### 5 DEGENERATE PARABOLIC EQUATION WITH ROUGH COEFFICIENTS — EXISTENCE PROOF

In this section, we prove existence of a weak solution to the Cauchy problem for the advection-diffusion equation:

\[
\begin{align*}
\partial_t u + \text{div}_x f(t, x, u) &= D^2 \cdot A(u), \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d =: \mathbb{R}^{d+1}, \\
|u|_{t=0} &= u_0 \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d).
\end{align*}
\]

(41)

where \( D^2 \cdot A(u) = \sum_{i,j} \partial^2_{x_i x_j} [A(u)]_{ij} \). The equation describes a flow governed by

- the convection effects (bulk motion of particles) which are represented by the first order terms;
- diffusion effects which are represented by the second-order term and the matrix \( A(\lambda) = [A_{ij}(\lambda)]_{i,j=1,...,d} \) (more precisely its derivative with respect to \( \lambda \); see (44) below) describes direction and intensity of the diffusion.

The equation is degenerate in the sense that the derivative of the diffusion matrix \( A' \) can be equal to zero in some direction. Roughly speaking, if this is the case, that is, if for some vector \( \xi \in \mathbb{R}^d \) we have \( \langle A'(\lambda)\xi | \xi \rangle = 0 \), then diffusion effects do not exist at the point \( x \) for the state \( \lambda \) in the direction \( \xi \).

Recently, several existence results for (41) in the case when the coefficients are irregular were obtained. In [42, 51, 55] the authors considered ultra-parabolic equations, while in [38] a degenerate parabolic equation was considered and a similar result as in Theorem 26 below is obtained.

Roughly speaking, in [38], the authors had the assumptions that the flux \( f(t, x, \lambda) \) is merely continuous with respect to \( \lambda \) and \( \max_{|u|<M} |f(x, u)| \in L^2_{loc}(\mathbb{R}^d) \) for every \( M > 0 \). However, we still generalise this result by assuming the following for the coefficients of (41) (keep in mind that we need only \( L^p \), \( p > 1 \) assumptions on the flux unlike the \( L^2 \) assumptions from [38]).

(i) There exist \( \alpha, \beta \in \mathbb{R} \) such that the initial data \( u_0 \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) are bounded between \( \alpha \) and \( \beta \) and the flux equals zero at \( \lambda = \alpha \) and \( \lambda = \beta \):

\[
\alpha \leq u_0(x) \leq \beta \quad \text{and} \quad f(t, x, \alpha) = f(t, x, \beta) = 0 \ a.e. \ (t, x) \in \mathbb{R}^{d+1}. 
\]

(43)
(ii) The convective term \( \mathbf{f} = \mathbf{f}(t, \mathbf{x}, \lambda) \) belongs to \( C^1([\alpha, \beta]; I_{loc}^p(\mathbb{R}^{d+1})) \) for some \( p > 1 \),

\[
\sup_{\lambda \in [\alpha, \beta]} |f(\cdot, \cdot, \lambda)| \in L^p_{loc}(\mathbb{R}^{d+1}),
\]

and

\[
\text{div}_x \mathbf{f} \in \mathcal{M}(\mathbb{R}^{d+1} \times [\alpha, \beta]),
\]

where \( \mathcal{M}(X) \) denotes the space of Radon measures on \( X \subseteq \mathbb{R}^d \).

(iii) The matrix \( A(\lambda) \in C^{1,1}([\alpha, \beta]; \mathbb{R}^{d \times d}) \) is symmetric and non-decreasing with respect to \( \lambda \in [\alpha, \beta] \), that is, the (diffusion) matrix \( a(\lambda) := A'(\lambda) \) satisfies

\[
\langle a(\lambda) \xi | \xi \rangle \geq 0,
\]

and \( a \) satisfies (b) (or \( \tilde{b} \)) from the Introduction.

(iv) \( f := \partial_\lambda \mathbf{f} \) and \( a = A' \) satisfy non-degeneracy assumption: for any compact \( K \subseteq \mathbb{R}^{d+1} \) it holds

\[
\text{esssup}_{(t, \mathbf{x}) \in K} \sup_{(\tau, \mathbf{\xi}) \in \mathbb{S}^d} \text{meas}\{ \lambda \in [\alpha, \beta] : \tau + \langle f(t, \mathbf{x}, \lambda) | \mathbf{\xi} \rangle = \langle a(\lambda) \mathbf{\xi} | \mathbf{\xi} \rangle = 0 \} = 0.
\]

**Remark 25.** We note that condition (i) essentially provides the maximum principle for entropy solutions of (41)–(42). More precisely, if the flux is \( C^1 \) with respect to all the variables and the initial data \( u_0 \) are bounded between two stationary (and thus both entropy and weak) solutions \( \alpha \) and \( \beta \) (which is why we assume (43)), then the entropy solution to (41)–(42) remains bounded between \( \alpha \) and \( \beta \). This is called the maximum principle (see, for example, [17]). For more details, see the proof of Theorem 26.

Remark that Equation (41) can be rewritten in the standard (more usual) form as follows (cf. [17]):

\[
\partial_t u + \text{div}_x \mathbf{f}(t, \mathbf{x}, u) = \text{div}_x (a(u) \nabla_x u),
\]

(44)

where \( a = A' \).

Thus, by proving existence of solutions to Equation (41), we shall prove existence of solutions to Cauchy problems for a degenerate parabolic equation in the standard form given above. We note that in [17] one can find a well-posedness results for entropy solutions of (44)–(42) under regularity assumptions for the flux. We stress that the concept of entropy solutions providing well-posedness does not exist for the degenerate parabolic equation with discontinuous flux.

The main theorem of the section is the following.

**Theorem 26.** Let \( d \geq 1 \), and let \( u_0, \mathbf{f} \) and \( A \) satisfy conditions (i)–(iv) above. Then there exists a weak solution to (41) augmented with the initial condition (42).

**Proof.** Consider the sequence of admissible solutions to the following regularised Cauchy problems:

\[
\partial_t u_n + \text{div}_x \mathbf{f}_n(t, \mathbf{x}, u_n) = D^2 \cdot A(u_n),
\]

(45)

\[
u_n|_{t=0} = u_0 \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d),
\]

(46)
where \( f_n \) is a smooth regularisation with respect to \((t, x)\) of \( f \) obtained by the convolution of \( f \) with a standard mollifier. Thus,
\[
\tilde{f}_n(t, x, \alpha) = \tilde{f}_n(t, x, \beta) = 0,
\]
and for any compact \( K \subseteq \mathbb{R}^{d+1} \) it holds (see (47))
\[
\lim_{n \to \infty} \left\| \sup_{\lambda \in [\alpha, \beta]} \| f_n(\cdot, \cdot, \lambda) - f(\cdot, \cdot, \lambda) \|_{L^p(K)} \right\| = 0.
\]
It is well known that there exists a solution \( u_n \) to such an equation satisfying for a.e. \( \lambda \in \mathbb{R} \) the Kružkov-type entropy equality holds (see [17] where existence was shown under much more restrictive conditions), that is,
\[
\partial_t u_n - \lambda + \text{div}_x \left( \text{sgn}(u_n - \lambda) \left( f_n(t, x, u) - f_n(t, x, \lambda) \right) \right) - D^2 \cdot \left( \text{sgn}(u_n - \lambda) \left( A(u_n) - A(\lambda) \right) \right) = -\zeta_n(t, x, \lambda),
\]
where \( \zeta_n \in C(\mathbb{R} \lambda; w * -\mathcal{M}(\mathbb{R}^{d+1})) \) and \( \mathcal{M}(\mathbb{R}^{d+1}) \) is the space of Radon measures. We also note that the sequence \( \left( \zeta_n \right) \) is bounded in \( \mathcal{M}(\mathbb{R}^{d+1} \times \mathbb{R}) \) (when we consider \( \zeta_n \) as a Radon measure in all three variables).

By finding derivative with respect to \( \lambda \) in (49), we see that the (kinetic) function
\[
h_n(t, x, \lambda) = \text{sgn}(u_n(t, x) - \lambda) = -\partial_\lambda |u_n(t, x) - \lambda|
\]
is a weak solution to the following linear equation:
\[
\partial_t h_n + \text{div}_x \left( f(t, x, \lambda) h_n \right) - D^2 \cdot \left( a(\lambda) h_n \right) = \partial_\lambda \zeta_n(t, x, \lambda),
\]
where \( f_n = \partial_\lambda f_n \) and \( a = A' \).

According to (i) and (47), we know that \( (u_n) \) satisfies the maximum principle, that is, every \( u_n, n \in \mathbb{N} \), remains bounded between \( \alpha \) and \( \beta \) (see Remark 25). Therefore, the sequence \( \left( \zeta_n \right) \) is bounded in \( C(\mathbb{R} \lambda; w * -\mathcal{M}(\mathbb{R}^{d+1})) \). This implies that \( \left( \zeta_n \right) \) is actually strongly precompact in \( L^p_{\text{loc}}(\mathbb{R} \lambda; W^{1, q}_{\text{loc}}(\mathbb{R}^{d+1})) \) for any \( r \geq 1 \) and \( q \in \left[ 1, \frac{d+1}{d+1-\frac{1}{2}} \right) \) (one can prove this in the same manner as in [27, Theorem 1.6] using that \( W^{1, s}(\mathbb{R}^{d+1}) \) is compactly embedded into \( C(\text{Cl} K), K \subset \subset \mathbb{R}^{d+1} \), for \( s > d + 1 \), and denote by \( \zeta \) the limit along an appropriate subsequence (not relabelled and implied in what follows).

Let us pass to a subsequence (not relabelled) such that \( (h_n) \) converges weakly-\( * \) in \( L^\infty(\mathbb{R}^{d+1} \times \mathbb{R}) \) and denote its limit by \( h \). Note that by passing to the limit \( n \to \infty \) in (50) we obtain
\[
\partial_t h + \text{div}_x \left( f(t, x, \lambda) h \right) - D^2 \cdot \left( a(\lambda) h \right) = \partial_\lambda \zeta(t, x, \lambda),
\]
where we have used that \( (f_n) \) converges strongly to \( f = \partial_\lambda f \) (see (48)). Thus, by subtracting this equation from (50) we get
\[
\partial_t w_n + \text{div}(f(t, x, \lambda) w_n) - D^2 \cdot (a(\lambda) w_n) = \text{div} \left( (f(t, x, \lambda) - f_n(t, x, \lambda)) h_n \right) + \partial_\lambda y_n(t, x, \lambda),
\]
(51)
where \( w_n = h_n - h \) and \( \gamma_n = \zeta_n - \zeta \), and both sequences converge to zero (the first convergence is weak-\( \star \) in \( L^\infty(\mathbb{R}^{d+1}_+ \times \mathbb{R}) \), and the latter strong in \( L^1_{\text{loc}}(\mathbb{R}^d_+; W^{-1,r_0}_{\text{loc}}(\mathbb{R}^{d+1})) \) for any \( r_0 \in (1, \frac{2d+2}{2d+1}) \).

Due to the boundedness of \((u_n)\), \((w_n)\) is clearly uniformly compactly supported with respect to \( \lambda \) on \([\alpha, \beta]\) \((h_n, \text{and thus } h \text{ as well, are constant functions for } \lambda \text{ out of } [\alpha, \beta])\). As we also have (48), we see that (51) clearly satisfies conditions of Corollary 24 with \( q = \infty \) (see also Remark 6).

Therefore, on a subsequence (not relabelled), \( \int_{\mathbb{R}} \rho(\lambda) w_n(t, x, \lambda) d\lambda \) converges strongly to zero \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+) \) for any \( \rho \in C^\infty_c(\mathbb{R}) \). Due to density arguments, we can insert \( \rho(\lambda) = \chi_{[\alpha, \beta]} \), obtaining

\[
2u_n(t, x) - \alpha - \beta = \int_{\alpha}^{\beta} \text{sgn}(u_n(t, x) - \lambda) d\lambda \xrightarrow{n \to \infty} \int_{\alpha}^{\beta} h(t, x, \lambda) d\lambda,
\]

where the latter convergence is in \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+) \). Therefore, \((u_n)\) strongly converges in \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+) \) towards

\[
u(t, x) := \int_{\alpha}^{\beta} h(t, x, \lambda) d\lambda + \frac{\alpha + \beta}{2}.
\]

The function \( \nu \) is a weak solution to (41)–(42). Indeed, we have for any test function \( \varphi \in C^2([0, \infty) \times \mathbb{R}^d) \) and a subsequence (not relabelled) \((u_n)\) converging a.e. to \( \nu \) (which exists due to (52)):

\[
\iint_{[0, \infty) \times \mathbb{R}^d} (u \partial_t \varphi + f(t, x, u) \cdot \nabla \varphi + A(u) \cdot D^2 \varphi) dx \, dt + \int_{\mathbb{R}^d} u_0(x) \varphi(0, x) dx = \\
\iint_{[0, \infty) \times \mathbb{R}^d} (u_n \partial_t \varphi + \hat{f}_n(t, x, u_n) \cdot \nabla \varphi + A(u_n) \cdot D^2 \varphi) dx \, dt + \int_{\mathbb{R}^d} u_0(x) \varphi(0, x) dx + \\
\iint_{[0, \infty) \times \mathbb{R}^d} ((u - u_n) \partial_t \varphi + (f(t, x, u) - \hat{f}_n(t, x, u_n)) \cdot \nabla \varphi + (A(u) - A(u_n)) \cdot D^2 \varphi) dx \, dt
\]

since \( u_n \) is a weak solution to (45)–(46). Moreover,

\[
\|f(\cdot, \cdot; u(\cdot, \cdot)) - f_n(\cdot, \cdot; u_n(\cdot, \cdot))\|_{L^p(\text{supp } \varphi)} \leq \|f(\cdot, \cdot; u(\cdot, \cdot)) - f(\cdot, \cdot; u_n(\cdot, \cdot))\|_{L^p(\text{supp } \varphi)} + \|f(\cdot, \cdot; u_n(\cdot, \cdot)) - f_n(\cdot, \cdot; u_n(\cdot, \cdot))\|_{L^p(\text{supp } \varphi)}
\]

and the right-hand side tends to zero on the limit \( n \to \infty \) by the Lebesgue-dominated convergence theorem (note that \((u_n)\) converges a.e. to \( u \) and that \( f \) is continuous with respect to \( \lambda \)) and (48). Therefore, after letting \( n \to \infty \) in the above integral relation, we reach to the conclusion of the theorem.\[\square\]
6 | EXISTENCE OF TRACES FOR QUASI-SOLUTIONS TO (41)

In this section we study existence of the strong trace (see Definition 31) for (entropy-like) solutions of (41). Since it is known (see [50] for \( A = 0 \)) that the notion of weak solutions is not sufficient to ensure the existence of strong traces, we shall study an entropy-like concept of solutions — quasi-solutions. Therefore, the obtained result (Theorem 32) is derived for such solutions. Let us first recall the notion of quasi-solution for (41) (see [49] for the hyperbolic conservation law).

**Definition 27.** A measurable function \( u \) defined on \( \mathbb{R}^+ \times \mathbb{R} \) is called a quasi-solution to (41) if \( f_k(t, x, u), A_{kj}(u) \in L^1_{\text{loc}}(\mathbb{R}^{d+1}) \), \( k, j = 1, \ldots, d \), and for a.e. \( \lambda \in \mathbb{R} \) the Kružkov-type entropy equality holds

\[
\partial_t |u - \lambda| + \text{div} \left( \text{sgn}(u - \lambda)(f(t, x, u) - f(t, x, \lambda)) \right) - D^2 \cdot \left( \text{sgn}(u - \lambda)(A(u) - A(\lambda)) \right) = -\zeta(t, x, \lambda),
\]

where \( \zeta \in C(\mathbb{R}^d; \mathcal{M}(\mathbb{R}^{d+1})) \) we call the quasi-entropy defect measure, and here (and in this whole section) by \( \mathcal{M}(\mathbb{R}^{d+1}) \) we denote the space of Radon measures on \( \mathbb{R}^{d+1} \) which are locally finite up to the boundary \( t = 0 \).

**Remark 28.** We note that the quasi-solution is not necessarily a weak solution. However, for a regular flux \( f \), the measure \( \zeta(t, x, \lambda) \) can be rewritten in the form \( \zeta(t, x, \lambda) = \tilde{\zeta}(t, x, \lambda) + \text{sgn}(u - \lambda) \text{div}_x f(t, x, \lambda) \), for a measure \( \tilde{\zeta} \). If \( \tilde{\zeta} \) is non-negative, then the quasi-solution \( u \) is an entropy solution to (41) (that is, a weak solution as well). For the uniqueness of such entropy solution, we additionally need the chain rule [17, 18].

**Remark 29.** As before, we shall sometimes consider \( \zeta \in C(\mathbb{R}^d; \mathcal{M}(\mathbb{R}^{d+1})) \) as a measure in \( \lambda \) as well. More precisely, when we write \( d\zeta(t, x, \lambda) \), in fact we would think of \( d\zeta(\lambda)(t, x) d\lambda, \) where \( d\lambda \) is the Lebesgue measure. Since \( \zeta \) is continuous in \( \lambda \), the measure \( \zeta \in \mathcal{M}(\mathbb{R}^{d+1} \times \mathbb{R}) \) is locally finite up to the boundary \( t = 0 \) as well. Indeed, for any compact set \( K_2 \subseteq \mathbb{R} \), set \( \{\zeta(\lambda) : \lambda \in K_2]\} \) is vaguely bounded in \( \mathcal{M}(\mathbb{R}^{d+1}) \), that is, with respect to the weak-* topology. Thus, for any \( T > 0 \) and any compact set \( K_1 \subseteq \mathbb{R}^d \) there exists \( c_{T,K_1} > 0 \) such that the total variation satisfies \( \text{Var}(\zeta(\lambda)) \leq c_{T,K_1} \) (see, for example, [22, (13.4.2)]). Now, \( \text{Var}\zeta \leq c_{T,K_1} \text{meas}(K_2) \), where \( \text{meas}(K_2) \) stands for the Lebesgue measure of \( K_2 \subseteq \mathbb{R} \).

From the notion of quasi-solution, the following kinetic formulation can be proved (see also [57, (4.4)]).

**Theorem 30.** If function \( u \) is a quasi-solution to (41), then the function

\[
h(t, x, \lambda) = \text{sgn}(u(t, x) - \lambda) = -\partial_\lambda |u(t, x) - \lambda|
\]

is a weak solution to the following linear equation:

\[
\partial_t h + \text{div} \left( f(t, x, \lambda)h \right) - D^2 \cdot \left( a(\lambda)h \right) = \partial_\lambda \zeta(t, x, \lambda),
\]

where \( f = \frac{d}{d\lambda} f' \) and \( a = A' \).
Proof. It is enough to find derivative of (53) with respect to \( \lambda \in \mathbb{R} \) to obtain (55).

The precise definition of the notion of strong traces is the following.

**Definition 31.** Let \( u \in L^1_{loc}(\mathbb{R}^{d+1}_+) \). A locally integrable function \( u_0 \) defined on \( \mathbb{R}^d \) is called the strong trace of \( u \) at \( t = 0 \) if \( \text{ess lim}_{t \to 0^+} u(t, \cdot) = u_0 \) in \( L^1_{loc}(\mathbb{R}^d) \), that is, for some set \( E \subset (0, \infty) \) of full Lebesgue measure and any relatively compact set \( K \subset \subset \mathbb{R}^d \) it holds

\[
\lim_{E \ni t \to 0} \| u(t, \cdot) - u_0 \|_{L^1(K)} = 0.
\]

The following theorem holds.

**Theorem 32.** Let \( f \in C^{0,1}(\mathbb{R}^{d+1}_+ \times \mathbb{R}; \mathbb{R}^d) \) and let \( A \in C^{1,1}(\mathbb{R}; \mathbb{R}^{d \times d}) \) be such that there exists \( \sigma \in C^{0,1}(\mathbb{R}; \mathbb{R}^{d \times d}) \) such that for any \( \lambda \in \mathbb{R} \) we have \( a(\lambda) := A'(\lambda) = \sigma(\lambda)^T \sigma(\lambda) \). Moreover, assume that the non-degeneracy condition is satisfied: for any compact \( K \subseteq \mathbb{R} \),

\[
\sup_{\xi \in S^{d-1}} \text{meas} \left\{ \lambda \in K : \langle a(\lambda) \xi, \xi \rangle = 0 \right\} = 0,
\]

where \( S^{d-1} \) denotes the unit sphere in \( \mathbb{R}^d \) centred at the origin.

Then any bounded quasi-solution \( u \in L^\infty(\mathbb{R}^{d+1}_+) \) to (41) admits the strong trace at \( t = 0 \), that is, there exists \( u_0 \in L^\infty(\mathbb{R}^d) \) such that

\[
\text{ess lim}_{t \to 0^+} u(t, \cdot) = u_0
\]

strongly in \( L^1_{loc}(\mathbb{R}^d) \).

The structure of proof can be presented as follows.

- We prove existence of weak traces.
- We introduce the scaling \( t = \frac{\tilde{t}}{m}, x_1 = y_1 + \frac{\tilde{x}_1}{\sqrt{m}}, x_2 = y_2 + \frac{\tilde{x}_2}{\sqrt{m}}, \ldots, x_d = y_d + \frac{\tilde{x}_d}{\sqrt{m}}, \) where \( y \in \mathbb{R}^d \) is a fixed vector.
- We obtain a degenerate parabolic transport equation and apply the velocity averaging result.
- From the previous item, we conclude the existence of the strong traces.

In accordance with the described strategy, let us firstly show existence of the weak traces.

**Proposition 33.** Let \( h \in L^\infty(\mathbb{R}^{d+1}_+ \times \mathbb{R}) \) be a distributional solution to (55) and let us define

\[
E = \left\{ t \in \mathbb{R}^+: (t, x, \lambda) \text{ is a Lebesgue point of } h(t, x, \lambda) \text{ for a.e. } (x, \lambda) \in \mathbb{R}^d \times \mathbb{R} \right\}.
\]

Then there exists \( h_0 \in L^\infty(\mathbb{R}^{d+1}) \) such that

\[
h(t, \cdot, \cdot) \rightharpoonup h_0, \text{ weakly-}^* \text{ in } L^\infty(\mathbb{R}^{d+1}), \text{ as } t \to 0, \ t \in E.
\]
Proof. Note first that $E$ is of full measure. Since $h \in L^\infty(\mathbb{R}_+^{d+1} \times \mathbb{R})$, the family $\{h(t, \cdot, \cdot)\}_{t \in E}$ is bounded in $L^\infty(\mathbb{R}^{d+1})$. Due to the weak-* precompactness of $L^\infty(\mathbb{R}^{d+1})$, there exists a sequence $\{t_m\}_{m \in \mathbb{N}}$ in $E$ such that $t_m \to 0$ as $m \to \infty$, and $h_0 \in L^\infty(\mathbb{R}^{d+1})$, such that
\[ h(t_m, \cdot, \cdot) \rightharpoonup h_0, \text{ weakly-* in } L^\infty(\mathbb{R}^{d+1}), \text{ as } m \to \infty. \tag{58} \]

For $\phi \in C^\infty_c(\mathbb{R}^d), \rho \in C^1_c(\mathbb{R})$, denote
\[ I(t) := \int_{\mathbb{R}^{d+1}} h(t, x, \lambda) \rho(\lambda) \phi(x) \, dx \, d\lambda, \quad t \in E. \]

With this notation, (58) means that
\[ \lim_{m \to \infty} I(t_m) = \int_{\mathbb{R}^{d+1}} h_0(x, \lambda) \rho(\lambda) \phi(x) \, dx \, d\lambda =: I(0). \tag{59} \]

Now, fix $\tau \in E$ and notice that for the regularisation $I_\varepsilon = I \ast \omega_\varepsilon$, where $\omega_\varepsilon$ is the standard convolution kernel, it holds
\[ \lim_{\varepsilon \to 0} I_\varepsilon(\tau) = I(\tau). \]

Then, fix $m_0 \in \mathbb{N}$, such that $E \ni t_m \leq \tau$, for $m \geq m_0$, and remark that
\[ I(\tau) - I(t_m) = \lim_{\varepsilon \to 0} \int_{t_m}^{\tau} I_\varepsilon'(t) \, dt \]
\[ = \sum_{j=1}^{d} \int_{(t_m, \tau] \times \mathbb{R}^{d+1}} h(t, x, \lambda) f_j(t, x, \lambda) \rho(\lambda) \partial_{x_j} \phi(x) \, dt \, dx \, d\lambda \]
\[ - \sum_{j, k=1}^{d} \int_{(t_m, \tau] \times \mathbb{R}^{d+1}} h(t, x, \lambda) a_{jk}(\lambda) \rho(\lambda) \partial_{x_j x_k} \phi(x) \, dt \, dx \, d\lambda \]
\[ - \int_{(t_m, \tau] \times \mathbb{R}^{d+1}} \phi(x) \rho'(\lambda) \, d\zeta(t, x, \lambda), \]
where we have used that $h$ is a distributional solution to (55). Hence, passing to the limit as $m \to \infty$, and having in mind (59) and the fact that $\zeta$ is locally finite up to the boundary $t = 0$, we obtain
\[ I(\tau) - I(0) = \sum_{j=1}^{d} \int_{(0, \tau] \times \mathbb{R}^{d+1}} h(t, x, \lambda) f_j(t, x, \lambda) \rho(\lambda) \partial_{x_j} \phi(x) \, dt \, dx \, d\lambda \]
\[ - \sum_{j, k=1}^{d} \int_{(0, \tau] \times \mathbb{R}^{d+1}} h(t, x, \lambda) a_{jk}(\lambda) \rho(\lambda) \partial_{x_j x_k} \phi(x) \, dt \, dx \, d\lambda \]
\[ - \int_{(0, \tau] \times \mathbb{R}^{d+1}} \phi(x) \rho'(\lambda) \, d\zeta(t, x, \lambda). \]
The right-hand side clearly tends to zero as $\tau \to 0$. Thus, for all $\phi \in C_c^\infty(\mathbb{R}^{d+1})$ and $\rho \in C^1_c(\mathbb{R})$ we have $\lim_{E \ni \tau \to 0} I(\tau) = I(0)$, that is,

$$\lim_{E \ni \tau \to 0} \int_{\mathbb{R}^{d+1}} h(\tau, x, \lambda) \rho(\lambda) \phi(x) \, dx \, d\lambda = \int_{\mathbb{R}^{d+1}} h_0(x, \lambda) \rho(\lambda) \phi(x) \, dx \, d\lambda.$$ 

Having in mind that $h(\tau, \cdot, \cdot), \tau \in E$, is bounded, and that $C_c^\infty(\mathbb{R}^{d+1})$ is dense in $L^1(\mathbb{R}^{d+1})$, we complete the proof.

\begin{remark}
If $u$ is a bounded quasi-solution to (41), then in [49, Corollary 2.2] was proved that it admits the weak trace. The same conclusion can be derived from the previous proposition.

Indeed, let $M > 0$ be such that

$$|u(t, x)| \leq M, \quad \text{a.e } (t, x) \in \mathbb{R}_+^{d+1}.$$ 

Then, by the definition of $h$ (it is the sign function; see (54))

$$\int_{-M}^M h(t, x, \lambda) \, d\lambda = \int_{-M}^M \text{sgn}(u(t, x) - \lambda) \, d\lambda = \int_{u(t, x)}^{u(t, x)} \lambda \, d\lambda - \int_{u(t, x)}^M \lambda \, d\lambda = 2u(t, x).$$

Thus, the claim follows by Proposition 33 by noting that the characteristic function $\chi_{[-M, M]}$ of the interval $[-M, M]$ is in $L^1(\mathbb{R})$. More precisely, we have

$$u(t, \cdot) \rightharpoonup u_0 := \frac{1}{2} \int_{-M}^M h_0(\cdot, \lambda) \, d\lambda \quad (60)$$ 

weakly-*$ in $L^\infty(\mathbb{R}^d)$ as $t \to 0$, $t \in E$.

Moreover, for $\lambda \mapsto \lambda \chi_{[-M, M]}(\lambda) \in L^1(\mathbb{R})$ we have

$$\int_{-M}^M \lambda h(t, x, \lambda) \, d\lambda = \int_{-M}^{u(t, x)} \lambda \, d\lambda - \int_{u(t, x)}^M \lambda \, d\lambda = u(t, x)^2 - M^2.$$ 

Therefore, one can similarly conclude that

$$u^2(t, \cdot) \rightharpoonup u_1 := \int_{-M}^M \lambda h_0(\cdot, \lambda) \, d\lambda + M^2 \quad (61)$$ 

weakly-*$ in $L^\infty(\mathbb{R}^d)$ as $t \to 0$, $t \in E$.

If one can get that $u_1 = u_0^2$, the strong trace can be obtained from the above weak convergences. Namely, for an arbitrary $\varphi \in C_c(\mathbb{R}^d)$ by (60)–(61) we have

$$\lim_{E \ni t \to 0} \int_{\mathbb{R}^d} \left( u(t, x) - u_0(x) \right)^2 \varphi(x) \, dx$$

$$= \lim_{E \ni t \to 0} \int_{\mathbb{R}^d} \left( u(t, x)^2 - 2u(t, x)u_0(x) + u_0(x)^2 \right) \varphi(x) \, dx$$

$$= \int_{\mathbb{R}^d} \left( u_1(x) - u_0(x)^2 \right) \varphi(x) \, dx. \quad (62)$$

A sufficient condition for $u_1 = u_0^2$ in terms of a certain strong convergence of rescaled (sub)sequences is given in Proposition 35 below.
Now we use the rescaling procedure (or the so-called blow-up method) in order to obtain a sufficient condition for the existence of the strong trace. More precisely, let us change the variables in (55) in the following way:

\[ t = \frac{i}{m}, x_1 = y_1 + \frac{x_1}{\sqrt{m}}, x_2 = y_2 + \frac{x_2}{\sqrt{m}}, \ldots, x_d = y_d + \frac{x_d}{\sqrt{m}}, \]

that is,

\[ (t, x, \lambda) = \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right), \]  

(63)

where \( y \in \mathbb{R}^d \) is a fixed vector. We get that a rescaled solution to (55), denoted by

\[ h_m(\hat{t}, \hat{x}, y, \lambda) := h\left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right), \]

satisfies

\[ L h_m := \left( \partial_t h_m + \frac{1}{\sqrt{m}} \sum_{k=1}^{d} \partial_{\hat{x}_k} \left( f_k^m h_m \right) \right) - \sum_{k,j=1}^{d} \partial_{\hat{x}_j \hat{x}_k} (a_{jk} h_m) = \frac{1}{m} \partial_\lambda \zeta^y_m, \]

(64)

where the initial conditions are understood in the weak sense, \( h_0 \) is the weak trace from Proposition 33 and \( f_k^m (\hat{t}, \hat{x}, \lambda) = f_k \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right) \).

Let us remark that the equality between \( \zeta \) and \( \zeta^y_m \) is understood in the sense of distributions:

\[ \langle \zeta^y_m, \varphi \rangle = m^{d/2+1} \int_{\mathbb{R}^{d+1} \times \mathbb{R}} \varphi (mt, \sqrt{m}(x - y), \lambda) \, d\zeta(t, x, \lambda). \]  

(66)

If we prove that the sequence

\[ \int_{\mathbb{R}} h\left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right) \rho(\lambda) \, d\lambda, \quad m \in \mathbb{N}, \]  

(67)

converges strongly in \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+ \times \mathbb{R}^d) \) along a subsequence, we will obtain that function \( u \) admits the trace in the sense of Definition 31. More precisely, the following proposition holds.

**Proposition 35.** Let \( u \) be a bounded quasi-solution to (41) and let \( h \) be given by (54). Assume that for every \( \rho \in C^1_c(\mathbb{R}) \) the sequence given by (67) converges towards \( \int_{\mathbb{R}} h_0(y, \lambda) \rho(\lambda) \, d\lambda \) in \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+ \times \mathbb{R}^d) \) along a subsequence, where \( h_0 \) is the weak trace of \( h \) (see Proposition 33).

Then, the function \( u \) admits the strong trace at \( t = 0 \) and it is equal to

\[ u_0(x) := \frac{1}{2} \int_{-M}^{M} h_0(x, \lambda) \, d\lambda, \]

where \( M = ||u||_{L^\infty(\mathbb{R}^{d+1}_+)} \).

**Proof.** Since both \( h \) and \( h_0 \) are bounded, using the density arguments we conclude that if the (sub)sequence from (67) converges in \( L^1_{\text{loc}}(\mathbb{R}^{d+1}_+ \times \mathbb{R}^d) \) for any \( \rho \in C^1_c(\mathbb{R}) \), then it will also converge for any \( \rho \in L^1(\mathbb{R}) \). Let us take \( \rho = \chi_{[-M,M]} \), where \( \chi_{[-M,M]} \) is the characteristic function of the
interval $[-M, M]$, and $M > 0$ is such that
\[ |u(t, x)| \leq M, \quad \text{a.e. } (t, x) \in \mathbb{R}_+^{d+1}. \]

Thus, for any non-negative $\varphi \in C_c(\mathbb{R}_+^{d+1} \times \mathbb{R}^d)$, it holds (along the subsequence from the formulation of the proposition)
\[
\lim_{m \to \infty} \int_{[\mathbb{R}^d \times \mathbb{R}_+^{d+1}]} \varphi(i, x, y) \left| \begin{array}{c}
\int_{-M}^{M} \left( h \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right) - h_0(y, \lambda) \right) \, d\lambda \end{array} \right| \, dy \, dx \, di = 0.
\]

Using the definition of the function $h$ (it is the sign function; see (54)) we have
\[
\int_{-M}^{M} h \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y, \lambda \right) \, d\lambda = \int_{-M}^{M} \text{sgn} \left( u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) - \lambda \right) \, d\lambda
\]
\[
= \int_{-M}^{M} \left. u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) \right| d\lambda - \int_{-M}^{M} \left. u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) \right| d\lambda
\]
\[
= 2u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right).
\]

Taking this into account and the change of variables $z = \frac{x}{\sqrt{m}} + y$ (with respect to $y$), the previous limit reads
\[
\lim_{m \to \infty} \int_{[\mathbb{R}^d \times \mathbb{R}_+^{d+1}]} \varphi \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y - \frac{x}{\sqrt{m}}, z \right) \left| 2u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) - \int_{-M}^{M} h_0 \left( z - \frac{x}{\sqrt{m}}, \lambda \right) \, d\lambda \right| \, dz \, dx \, di = 0.
\]

Furthermore, the limit still holds if we replace $\varphi(i, x, z - \frac{x}{\sqrt{m}})$ by $\varphi(i, x, z)$ and $h_0(z - \frac{x}{\sqrt{m}}, \lambda)$ by $h_0(z, \lambda)$, that is,
\[
\lim_{m \to \infty} \int_{[\mathbb{R}^d \times \mathbb{R}_+^{d+1}]} \varphi(i, x, z) \left| 2u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) - \int_{-M}^{M} h_0(z, \lambda) \, d\lambda \right| \, dz \, dx \, di = 0. \tag{68}
\]

Indeed, the first replacement is justified since
\[
(i, x, z) \mapsto \left| 2u \left( \frac{i}{m}, \frac{x}{\sqrt{m}} + y \right) - \int_{-M}^{M} h_0 \left( z - \frac{x}{\sqrt{m}}, \lambda \right) \, d\lambda \right|
\]
is bounded and $\varphi$ is a continuous function with compact support, hence the convergence
\[
\lim_{m \to \infty} \varphi \left( i, x, z - \frac{x}{\sqrt{m}} \right) = \varphi(i, x, z)
\]
is uniform in $(i, x, z)$. The second one follows by the convergence (implied by the continuity of the average and the Lebesgue-dominated convergence theorem)
\[
\lim_{m \to \infty} \int_{-M}^{M} h_0 \left( z - \frac{x}{\sqrt{m}}, \lambda \right) - h_0(z, \lambda) \, d\lambda = 0
\]
in $L^1_{loc}(\mathbb{R}^d \times \mathbb{R}_+^{d+1})$. 
Therefore, due to arbitrariness of \( \varphi \) in (68), we conclude
\[
u\left(\frac{i}{m}, z\right) \to \frac{1}{2} \int_{-M}^{M} h_0(z, \lambda) \, d\lambda, \quad m \to \infty
\]
in \( L^1_{\text{loc}}(\mathbb{R}^d) \) along the subsequence from the formulation of the proposition. This means that (for another subsequence not relabelled) there exists \( \tilde{E} \subseteq \mathbb{R}^+ \) of full measure such that for any \( i \in \tilde{E} \) we have
\[
u\left(\frac{i}{m}, z\right) \to \frac{1}{2} \int_{-M}^{M} h_0(z, \lambda) \, d\lambda = u_0(z), \quad m \to \infty
\]
in \( L^1_{\text{loc}}(\mathbb{R}^d) \). It is easy to see that for \( E \) given by (57) set \( E_\infty := \bigcap_{m \in \mathbb{N}} mE \) is of full measure (since \( E \) is of full measure). Thus, the intersection \( \tilde{E} \cap E_\infty \) is non-empty (in fact it is a set of full measure as well), so we can choose \( i \in \mathbb{R}^+ \) such that (69) holds and \( \frac{i}{m} \in E \), \( m \in \mathbb{N} \).

Now, choose \( \rho(\lambda) = \lambda \chi_{[-M,M]}(\lambda) \) where \( \chi_{[-M,M]}(\lambda) \) is the characteristic function of the interval \([-M,M]\). It holds according to Proposition 33 (see also Remark 34)
\[
u^2(t, x) = \int_{-M}^{M} \lambda h(t, x, \lambda) \, d\lambda + M^2 \rightharpoonup \int_{-M}^{M} \lambda h_0(x, \lambda) \, d\lambda + M^2 =: \nu_1(x)
\]
in \( L^\infty(\mathbb{R}^d) \) as \( E \ni t \to 0 \). Since the weak-* convergence in \( L^\infty(\mathbb{R}^d) \) implies the weak convergence in \( L^1_{\text{loc}}(\mathbb{R}^d) \), and since weak and strong limits coincide, from here and (69) we see that it must be \( \nu_1 = \nu_0^2 \). Finally, by (62) (see Remark 34) we have
\[
u(t, \cdot) \to \nu_0
\]
in \( L^2_{\text{loc}}(\mathbb{R}^d) \) as \( t \to 0 \), \( t \in E \), which implies the convergence in \( L^1_{\text{loc}} \). Hence, \( \nu_0 \) is the strong trace.

Having the last proposition in mind, we clearly need the following theorem.

**Theorem 36.** Under assumption of Theorem 32, let \( h \) be given by (54), and let \( h_0 \) be the weak trace of \( h \) (see Proposition 33).

Then, for any \( \rho \in C^1_c(\mathbb{R}) \), the sequence of functions
\[
(t, x, y) \mapsto \int_{\mathbb{R}} h\left(\frac{t}{m}, \frac{x}{\sqrt{m}} + y, \lambda\right) \rho(\lambda) \, d\lambda
\]
converges to \( \int_{\mathbb{R}} h_0(y, \lambda) \rho(\lambda) \, d\lambda \) in \( L^1_{\text{loc}}(\mathbb{R}^{d+1} \times \mathbb{R}^d) \).

**Proof.** Firstly, notice that for every \( y \in \mathbb{R}^d \), the sequence of function \( (h_m) \) satisfies diffusive transport Equation (64) which can be rewritten in the form
\[
\partial_t h_m - \sum_{k=1}^d \sum_{j,k=1}^d \partial^{2}_{x_j x_k} (a_{jk} h_m) = -\frac{1}{\sqrt{m}} \sum_{k=1}^d \partial_{x_k} \left( f_{mk} h_m \right) + \frac{1}{m^2} \partial_{\lambda} \zeta_{ym}.
\]
Clearly, \( \frac{1}{\sqrt{m}} \left( f_{mk} h_m \right) \) converges strongly to zero in \( L^2_{\text{loc}}(\mathbb{R}^{d+1} \times \mathbb{R}) \). Moreover, \( \frac{1}{m^2} \zeta_{ym} \) converges to zero in \( L^d_{\text{loc}}(\mathbb{R}^{d+1} \times \mathbb{R}) \) (this is proved in the same way as \([61, \text{Lemma 2}] \) or \([50, \text{Lemma 3.2}] \)). Therefore, keeping in mind conditions (56), we can apply Theorem 1 (see also Remark 22) to conclude that for every \( \rho \in C^1_c(\mathbb{R}) \) there exists a subsequence of \( (\int h_m(\cdot, \lambda) \rho(\lambda) \, d\lambda) \) (not relabelled)
strongly converging in $L^1_{loc}(\mathbb{R}^{d+1}_+)$ towards say $\int \tilde{h}(t, x, y, \lambda) \rho(\lambda) d\lambda$. We note that $\tilde{h}(t, x, y, \lambda)$ does not depend on $\rho$ since it is a weak limit of $(h_m)$ in $L^2_{loc}(\mathbb{R}^{d+1}_+ \times \mathbb{R})$ along appropriate subsequence.

On the other hand, the sequence $(h_m)$ satisfies (64)–(65) and thus $\tilde{h}$ satisfies the Cauchy problem

$$\partial_t \tilde{h} - \sum_{k,j=1}^d \partial^2_{x_j \bar{x}_k} (a_{jk} \tilde{h}) = 0, \quad (70)$$

$$\tilde{h} \big|_{t=0} = h_0(y, \lambda), \quad (71)$$

which implies $\tilde{h} \equiv h_0(y, \lambda)$ since the solution of the latter Cauchy problem is unique. Moreover, from here it follows that the entire sequence $(\int h_m(\cdot, \nu) \rho(\lambda) d\lambda)$ must converge towards $(\int h_0(\cdot, \nu) \rho(\lambda) d\lambda)$ (since every converging subsequence must converge towards the solution to (70)–(71)).

We have thus proved that $(h_m)$ satisfies conditions of Proposition 35 and this in turn implies that the quasi-solution to (41) indeed admits existence of strong traces. Thus, with this the proof of Theorem 32 is completed.

**APPENDIX A**

In this section, we provide some auxiliary statements that we use in the proof of the velocity averaging result as well as the proof of Lemma 10.

**Lemma A.1.** Assume $d \geq 2$ and that a matrix function $a$ satisfies conditions of Lemma 9. Then

(i) For a.e. $\lambda \in S$ and $r \in (1, d)$ the Fourier multiplier operator $A^{\frac{1}{|\xi|+|a(\lambda)\xi|}}$ is bounded operator from $L^r(\mathbb{R}^d)$ to $L^{r^*}(\mathbb{R}^d)$ uniformly with respect to $\lambda \in S$, where $r^* = \frac{dr}{d-r}$.

(ii) For a.e. $\lambda \in S$ and any $k \in \{1, 2, \ldots, d\}$, $r \in (1, \infty)$, the operator $\partial_{x_k} A^{\frac{1}{|\xi|+|a(\lambda)\xi|}}$ is continuous operator from $L^r(\mathbb{R}^d)$ to $L^r(\mathbb{R}^d)$ uniformly with respect to $\lambda \in S$.

**Proof.**

(i) It is well known that the Riesz potential $A^{\frac{1}{|\xi|}}$ is continuous mapping from $L^r(\mathbb{R}^d)$ to $L^{r^*}(\mathbb{R}^d)$ for $r^* = \frac{dr}{d-r}$ [56, Section 5]. Moreover, the operator $A^{\frac{1}{|\xi|+|a(\lambda)\xi|}}$ is continuous operator from $L^r(\mathbb{R}^d)$ to $L^r(\mathbb{R}^d)$ by Lemma 10 (taking into account the invariance of multipliers under orthogonal transformations; see the proof of Lemma 9). Now, the statement follows by:

$$A^{\frac{1}{|\xi|+|a(\lambda)\xi|}} = A^{\frac{1}{|\xi|}} \circ A^{\frac{1}{|\xi|+|a(\lambda)\xi|}}.$$

(ii) The second part follows by applying Lemma 9 on $\psi(\xi) = 2\pi i \xi_k$ since

$$\partial_{x_k} A^{\frac{1}{|\xi|+|a(\lambda)\xi|}} = A^{\frac{2\pi i \xi_k}{|\xi|+|a(\lambda)\xi|}}.$$

Now, we are going to prove Lemma 10, but first we develop two auxiliary results that are given in the following two lemmas.
Lemma A.2. Let \( \kappa = (\kappa_1, \kappa_2, \ldots, \kappa_d) \in [0, \infty)^d \) and define \( f : \mathbb{R}^d \to \mathbb{R} \) by
\[
f(\xi) = \frac{|\xi|}{|\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2}.
\]

For every multi-index \( \alpha \in \mathbb{N}_0^d \) and \( \xi \in \mathbb{R}^d \setminus \{0\} \), it holds
\[
(\partial^\alpha f)(\xi) = \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-1} P_\alpha(\kappa, \kappa, \frac{1}{|\xi|}),
\]
where \( P_\alpha(\kappa, \xi, \eta) \) is a polynomial consisting of the terms \( C \kappa^\beta \xi^\gamma \eta^l \) for a constant \( C = C(\alpha, d) \), multi-indices \( \beta, \gamma \in \mathbb{N}_0^d \) and \( l \in \mathbb{N}_0 \), such that
\[
\alpha_j + \gamma_j \geq 2\beta_j, \quad j = 1, \ldots, d; \quad |\alpha| \geq |\beta|; \quad |\gamma| = 1 + l + |\beta|.
\]

Proof. We prove the claim by the induction argument with respect to the order of derivative \( n = |\alpha| \).

For \( n = 0 \) (\( |\alpha| = 0 \)), we have \( P_0 = |\xi| = |\xi|^2 = \sum_{j=1}^{d} \kappa_j \xi_j^2 \). It is easy to check that conditions (A.1) are satisfied.

Assume now that the statement holds for some \( n \in \mathbb{N}_0 \) and let us prove that it holds for \( n + 1 \). Let \( \bar{\alpha} \in \mathbb{N}_0^d \), \( |\bar{\alpha}| = n + 1 \), and let \( s \in \{1, 2, \ldots, d\} \) and \( \alpha \in \mathbb{N}_0^d \), \( |\alpha| = n \), be such that \( \bar{\alpha} = e_s + \alpha \), where \( e_s \) is the \( s \)th vector of the canonical basis of \( \mathbb{R}^d \). By the Schwarz rule and the assumption of the induction argument we have
\[
\partial^\alpha f(\xi) = \partial_{\xi_s} \left( \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-1} P_\alpha(\kappa, \kappa, \frac{1}{|\xi|}) \right)
\]
\[
= (-|\alpha| - 1) \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-2} \left( \frac{\partial_{\xi_s}}{|\xi|} + 2 \kappa_s \xi_s \right) P_\alpha(\kappa, \kappa, \frac{1}{|\xi|})
\]
\[
+ \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-1} \left[ -|\alpha| \left( \frac{\xi_s}{|\xi|} + 2 \kappa_s \xi_s \right) P_\alpha(\kappa, \kappa, \frac{1}{|\xi|}) 
\]
\[
+ \left( |\xi|^2 + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right) \left( \partial_{\xi_s} P_\alpha(\kappa, \kappa, \frac{1}{|\xi|}) \right) - \left( |\xi|^2 + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right) \left( \partial_\eta P_\alpha(\kappa, \kappa, \frac{1}{|\xi|}) \right) \right]
\]
\[
=: \left( |\xi|^2 + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-1} P_{\bar{\alpha}}(\kappa, \kappa, \frac{1}{|\xi|}).
\]

From here, a direct analysis of the six terms forming \( P_{\bar{\alpha}}(\kappa, \xi, \eta) \) provides (A.1).
Analogously one can prove the following result.

**Lemma A.3.** Let \( \kappa = (\kappa_1, \kappa_2, \ldots, \kappa_d) \in [0, \infty)^d \) and \( m \in \{1, 2, \ldots, d\} \), and define \( g : \mathbb{R}^d \to \mathbb{R} \) by

\[
g(\xi) = \frac{\kappa_m \xi_m^2}{d |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2}.
\]

For every multi-index \( \alpha \in \mathbb{N}_0^d \) and \( \xi \in \mathbb{R}^d \setminus \{0\} \), it holds

\[
(\partial^\alpha g)(\xi) = \left( |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2 \right)^{-|\alpha|-1} P_\alpha(\kappa, \xi, \frac{1}{|\xi|}),
\]

where \( P_\alpha(\kappa, \xi, \eta) \) is a polynomial consisting of the terms \( C\kappa^\beta \xi^\gamma \eta^l \) for a constant \( C = C(\alpha, d, m) \), multi-indices \( \beta, \gamma \in \mathbb{N}_0^d \) and \( l \in \mathbb{N}_0 \), such that

\[
\alpha_j + \gamma_j \geq 2\beta_j, \quad j = 1, \ldots, d; \quad |\alpha| + 1 \geq |\beta|; \quad |\gamma| = 1 + l + |\beta|; \quad \beta_m \geq 1. \quad (A.2)
\]

Now, we can prove Lemma 10.

**Proof of Lemma 10.** Since the space of \( L^p \)-Fourier multipliers is an algebra, it is sufficient to prove the statement for \( s \in [0, 1] \). For \( s = 0 \) the claim trivially holds, so let us first consider \( s = 1 \).

We use the Marcinkiewicz theorem (Theorem 8). Let \( \alpha \in \mathbb{N}_0^d \) and \( \xi \in \mathbb{R}^d \setminus \{0\} \). By the previous lemmata, for both functions \( f \) and \( g \) it is sufficient to estimate

\[
\xi^{\alpha} \kappa^\beta \xi^\gamma \frac{1}{|\xi|^l} \left( |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2 \right)^{-|\alpha|-1},
\]

where \( \beta, \gamma \) and \( l \) satisfy \( (A.1) \) and \( (A.2) \), respectively. Thus, we have

\[
\left| \xi^{\alpha} \kappa^\beta \xi^\gamma \frac{1}{|\xi|^l} \left( |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2 \right)^{-|\alpha|-1} \right| = \prod_{j=1}^d (\kappa_j \xi_j^2)^{\beta_j} \prod_{j=1}^d \frac{1}{|\xi|^l} \left( |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2 \right)^{|\alpha|+1},
\]

\[
\leq \frac{|\xi|^{|\alpha|+|\gamma|-2|\beta|-l}}{|\xi|^{|\alpha|+|\gamma|-|\beta|-l}} \frac{1}{\left( |\xi| + \sum_{j=1}^d \kappa_j \xi_j^2 \right)^{|\alpha|+1-|\beta|}} \leq 1,
\]

where in the first inequality we have used \( |\xi|^{\alpha_j+\gamma_j-2\beta_j} \leq |\xi|^{\alpha_j+\gamma_j-2\beta_j} \) as \( \alpha_j + \gamma_j - 2\beta_j \geq 0 \) by \( (A.1) \) and \( (A.2) \), while the last inequality is trivial since \( |\alpha| + 1 - |\beta| \geq 0 \) again by \( (A.1) \) and \( (A.2) \). Therefore, by Theorem 8, \( f \) and \( g \) are \( L^p \)-multipliers for any \( p \in (1, \infty) \), and the norm of the corresponding Fourier multiplier operators is independent of \( \kappa \).

For \( s \in (0, 1) \) the symbols are given by \( h \circ # \), where \( h(x) = x^s \) and we use \( # \) to denote either \( f \) or \( g \), that is, \( # \in \{f, g\} \). By the Marcinkiewicz theorem and the generalised chain rule formula
(known as the Faá di Bruno formula; see, for example, [37]) it is sufficient to estimate
\[
\xi^\alpha h^{(k)}(\#(\xi)) \prod_{i=1}^{k} \partial^{\delta^i} \#(\xi),
\]
where \( h^{(k)} \) represents the derivative of the \( k \)th order, \( k \in \{1, 2, \ldots, |\alpha| \} \) and \( \delta^i \in \mathbb{N}_0^d \setminus \{0\} \) are such that \( \sum_{i=1}^{k} \delta^i = \alpha \). By Lemmata A.2 and A.3, an arbitrary summand of \( \partial^{\delta^i} \#(\xi) \) is given by (up to a constant factor)
\[
\kappa^{\beta^i} \xi^{\gamma^i} \frac{1}{|\xi|^{l_i}} \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\delta^i|-1},
\]
where \( \beta^i, \gamma^i, l_i \) satisfy either (A.1) or (A.2), with \( \delta^i \) in place of \( \alpha \). Let us define
\[
\beta := \sum_{i=1}^{k} \beta^i, \quad \gamma := \sum_{i=1}^{k} \gamma^i, \quad l := \sum_{i=1}^{k} l_i.
\]
Since the derivative of \( h \) of the \( k \)th order is equal to (up to a constant factor) \( x^{s-k} \), we are finally left to estimate
\[
\xi^\alpha (\#(\xi))^{s-k} \kappa^{\beta} \xi^{\gamma} \frac{1}{|\xi|^{l+k-s}} \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-s}, \tag{A.3}
\]
where we have used \( \sum_{i=1}^{k} \delta^i = \alpha \).

Let us consider first \( \# = f \). In this case, using (A.1), we have
\[
\alpha_j + \gamma_j \geq 2\beta_j, \quad j = 1, \ldots, d; \quad |\alpha| \geq |\beta|; \quad |\gamma| = k + l + |\beta|,
\]
and (A.3) reads
\[
\xi^{\alpha+\gamma} \kappa^{\beta} \frac{1}{|\xi|^{l+k-s}} \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-s}.
\]
With the analogous approach as in the case \( s = 1 \), one can get that the term above is estimated by
\[
\frac{|\xi|^{\alpha+|\gamma|-2|\beta|-l+k-s}}{\left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{|\alpha|-|\beta|+s}} \leq 1,
\]
where we have used that \( |\gamma| = k + l + |\beta| \).

In the case \( \# = g \) by (A.2) we have
\[
\alpha_j + \gamma_j \geq 2\beta_j, \quad j = 1, \ldots, d; \quad |\alpha| + k \geq |\beta|; \quad |\gamma| = k + l + |\beta|; \quad \beta_m \geq k,
\]
which we use in estimating (A.3) to get

\[
\left| \xi^{\alpha + \gamma} \kappa^\beta \frac{1}{(\kappa_m \xi_m \kappa_m^{-s})} \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{-|\alpha|-s} \right| \\
\leq (\kappa_m \xi_m \kappa_m^{-s}) \prod_{j=1, j \neq m}^{d} (\kappa_j \xi_j^2)^{\beta_j} \left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{|\alpha|+s} \\
\leq \frac{|\xi| |\alpha|-|\beta|+k}{\left( |\xi| + \sum_{j=1}^{d} \kappa_j \xi_j^2 \right)^{|\alpha|-|\beta|+k}} \leq 1.
\]

Thus, the statement is proven. □
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