Competing orders for the colloidal kagome ice: the importance of in-trap motion of the particles
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Artificial ice systems have been designed to replicate paradigmatic phenomena observed in frustrated spin systems. Here we present a detailed theoretical analysis based on Monte-Carlo simulations of the low energy phases in an artificial colloidal ice system, a recently introduced ice system where an ensemble of repulsive colloids are two-dimensionally confined by gravity to a lattice of double wells at a one-to-one filling. Triggered by recent results obtained by Brownian dynamics simulations [A. Libal et al., Phys. Rev. Lett. 120, 027204 (2018)], we analyze the energetics and the phase transitions that occur in the honeycomb geometry (realizing the analogue of a spin ice system on a kagome lattice) when decreasing the temperature. When the particles are restricted to occupy the two minima of the potential well, we recover the same phase diagram as the dipolar spin ice system, with a long range ordered chiral ground state. In contrast, when considering the particle motion and their relaxation within the traps, we observe ferromagnetic ordering at low temperature. This observation highlights the fundamental role played by the continuous motion of the colloids in artificial ice systems.

PACS numbers: 75.10.Hk,82.70.Dd

Introduction.– Artificial spin ice systems (ASIs) are networks of nanoscale ferromagnetic islands [1] or wires [2], arranged such that their mutual interactions generate frustration and lead to exotic spin ordering. These systems are designed as two-dimensional analogs of water ice [3, 4] and frustrated magnets [5, 6], and furthermore, they allow one to directly visualize the spin configurations, and to design at will the lattice geometry [7]. Like frustrated magnets, ASIs exhibit magnetic charges and topological defects that can be controlled via an external field [8–15], a feature that enables a variety of potential applications in magnetic devices [16].

An alternative, soft-matter-based, approach to study magnetic frustration phenomena in 2D lattices, relies on buckled arrangements of colloidal particles under strong confinement [17]. In contrast to ASIs, these systems allow for the observation of the dynamics in real time through relatively simple optical microscopy. In this context, numerical simulations have predicted that electrostatically repulsive colloidal particles confined in a lattice of bistable potentials could reproduce most of the features observed in ASIs, such as the emergence of ice selection rules [18, 19]. The analogy between ASIs and artificial colloidal ice has been investigated in depth, showing that, for lattice characterized by a single coordination number, the ice manifold is equivalent in both systems [20, 21].

Recently, two-dimensional colloidal ice systems have been realized in experiments using repulsive paramagnetic particles confined by gravity in a lattice of lithographic microgrooves [22–24]. Due to the relatively large size of the particles, this system displays weak thermal fluctuations, which makes the effect of temperature difficult to observe. Instead, to find the low energy states, the system is quenched by increasing the interaction energy between the particles via an external field. A similar procedure was used in Brownian dynamics simulations of colloidal ice on a kagome lattice [25], a geometry which presents an highly degenerate low energy phase in ASI. In the colloidal ice it was found that, raising the interaction strength between the particles, the system finally orders in a ferromagnetic state. This observation contrasts with Monte-Carlo simulations of dipolar kagome spin ice which show the formation of a different ordered phase at low temperature, in which the spins on the hexagons define chiral and achiral loops [26, 27]. Experimental evidence of such phases was also reported in ASIs by different groups [28–31].

In this article, we report Monte-Carlo simulations of the low energy states of a kagome colloidal ice. Here, instead of varying the interaction strength, we tune directly the system temperature and consider both the limiting case of immobile particles (in which the system is fully described by an effective spin Hamiltonian) and the continuous case in which particles can relax locally within the bistable traps. In the first (discrete) case, we recover a behavior similar to ASIs, while in the second (continuous) case, we observe that the system undergoes a transition to a ferromagnetic phase. Our findings therefore reconcile the apparent contradiction between the reported results from Brownian simulations of colloidal ice, and the previous theoretical works on the ASIs.

Experimental motivation.– Figs. 1 illustrate the main features of the colloidal system. Paramagnetic colloids of volume $V$ are confined by gravity to a kagome lattice of bistable traps, having a lattice constant $a$ [Fig. 1(a)]. Each trap is occupied by one particle that can be in one of the two wells located at distance $d$, and separated by a central hill of elevation $h$ [Fig. 1(b)]. A particle in a trap can switch well by colliding with an external field $B$, applied perpendicular to the particle plane. The field induces a dipole moment $m = V\chi B$ in each particle of magnetic sus-
ceptibility $\chi$. Thus, pairs of particles interact via an isotropic repulsive potential, $E = J/|r_{ij}|^3$, with $r_{ij} = |r_i - r_j|$ and $J = \mu_0 m^2/(4\pi)$. Here, $r_i$ is the position of particle $i$ and $\mu_0 = 4\pi \cdot 10^{-7}$ H·m. The system can be mapped to an ASI by associating a pseudo-spin $\sigma$ to each double well, such that it points towards the well occupied by the particle. Thus, a spin flip is induced whenever a particle crosses the central hill. The topological charge $Q$ associated to each vertex is given by the difference between the number of spins pointing towards the vertex (particles in) and the spins pointing away from it (particles out), Fig.1(a). On the kagome lattice the ice rules restrict the accessible configurations to vertices with $Q = \pm 1$.

Before illustrating the simulation results, we show in Fig.3 the energy of the two configurations that are potential candidates as ground states. The chiral phase, shown in the inset on the left, is characterized by a regular pattern of hexagons of alternating chirality and was observed for ASIs [27, 32]. The ferromagnetic phase, inset on the right, has been recently reported in simulations of the kagome colloidal ice [21]. Thus, the figure shows the dependence on system size of the magnetic energy $E$ for $N$ colloidal particles sitting at the bottom of the traps in the two configurations. We find that the chiral state always has a lower energy than the ferromagnetic state, a result which is robust regardless of the distance $d$ separating the two minima of a double-well.

Model Hamiltonian. In our model, we consider the following Hamiltonian for a system of $N$ interacting particles, ignoring kinetic terms

$$\mathcal{H}_{\text{coll.}} = J \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{1}{|r_i - r_j|^3} + \sum_{i=1}^{N} U(r_i),$$

where the external potential $U(r_i)$ defines a regular pattern of double-wells trapping the colloids which, in this case, are centered in the points defined by a kagome lattice with constant $a$.

We perform all simulations with the Hamiltonian defined in Eq. (1). We note that the hierarchy of the phases might be better understood using the formalism described in [34], where a mapping is proposed by assigning colloids a positive charge, holes a negative charge, and embedding the system in a fully occupied system of positive charges. If we define $R_i$ as the center of the double-well which traps particle $i$, and denote with $\sigma_i$ the associated spin, we have that $r_i = R_i + \frac{1}{2} \sigma_i$. From the results of [34] one obtains the following approximate expression (valid for $\sigma \ll a$):

$$\mathcal{H} = \frac{3 J d^2}{4} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \frac{\sigma_i \cdot \sigma_j - 5(\sigma_i \cdot \vec{R}_{ij})(\sigma_j \cdot \vec{R}_{ij})}{R_{ij}^3} + \sum_{i=1}^{N} \sigma_i \cdot \nabla \psi(R_i),$$

where $\psi(R_i)$ is the potential created by the virtual fully occupied system, where we dropped a background constant energy term. This potential becomes constant for an infinite or periodic system of single coordination.

The approximate Hamiltonian $\mathcal{H}$ then describes the effective spin-spin interactions emerging from the dipolar repulsive force between the colloids, and it is analogous to the dipolar spin ice Hamiltonian, although it displays a spatial dependence of $R_{ij}^{-3}$ instead of $R_{ij}^{-5}$. For both models, first-neighbor interactions are ferromagnetic (FM) (of the form $J_1 \sigma_i \cdot \sigma_j$ with $J_1 = -78 J d^2/a^5$ in the present case), and

![FIG. 2. Magnetostatic energy for $N = 3L^2$ interacting particles with periodic boundary conditions for the chiral (red triangles) and the ferromagnetic (blue circles) phases (up to $L = 144$), for $d = 0.3$. Inset shows schematics illustrating the two competing orders. Scattered points are numerical calculations, continuous lines are polynomial fits of the form $E/J \sim \alpha N + \beta N^{1/2} + \gamma$, where $\alpha$ is the energy per spin in the thermodynamics limit, while $\beta$ and $\gamma$ are finite-size corrections, fit parameters are in [33].](image-url)
second-neighbor interactions are weakly antiferromagnetic ($J_2 = 14 J d^2/(3\sqrt{3}a^5) \approx 0.03|J_1|$). It is known that first-neighbor FM interactions enforce the ice rule at low temperature, suppressing vertices with $Q = \pm 3$, and leading to the SI1 phase [32]. Due to spin disorder, this phase has a finite entropy ($s \approx 0.501$ per spin [32]). Weakly antiferromagnetic second-neighbor interactions induce a lower energy phase in which charged vertices are ordered in two staggered triangular sublattices of opposite charge [27, 31, 32]. This phase, called the SI2 phase, maximizes the distance between similar charges, but it is still spin disordered and has an extensive entropy of $s \approx 0.108$ [27]. Then, at an even lower critical temperature, long-range spin order emerges, giving rise to the chiral spin solid phase. Thus, it is natural to expect that the Hamiltonian expressed in Eq. (2) produces the same series of phases, with a similar ground state. In the following, we indeed confirm this expectation by running simulations with very tight traps. However, the low-temperature physics differs for soft traps, stabilizing instead a FM ground state.

Monte-Carlo results.— We perform Monte-Carlo (MC) simulations in continuous space with periodic boundary conditions, modeling the double-well potential by a quartic function that describes two locally isotropic potential wells, Fig. 1(b) [35]. On each step of the MC we realize three types of moves: 1) small particle moves sampled from an isotropic Gaussian distribution of width $\ll d$; 2) single spin flips, which consist in moving a particle to the symmetric position with respect to the center of the double-well; and 3) loop updates, where a loop of head-to-tail spins is simultaneously flipped. Note that moves 2) and 3) leave the potential energy unchanged, and only modify the interaction energy. Also, we notice that loop updates are necessary to efficiently sample low-energy configurations of this frustrated system. In the limit $h/J \to \infty$ continuous motion of particles will be energetically forbidden and the colloids will remain in the minima of $U(r_i)$. This approaches a discrete model in which the energy is given by the first term of Eq. (1), namely, the interaction energy between particles.

In Fig. 3(a,c), we present results of our MC simulations with $h/J = 10^8$ and $d = 0.3333a$, corresponding to the discrete limit. The heat capacity is calculated from the fluctuations of the energy, $c = \text{var}(E)/T^2$, and Fig. 3(a) shows that it contains a constant contribution from the harmonic traps $U(r_i)$. By equipartition, this contribution is $1/2$ per degree of freedom (two spatial directions per colloid in our case). In the limit of very tight traps, such fluctuations are essentially decoupled from the spin configuration of the system, and we can decompose the heat capacity into a contribution from the potential, and a contribution from the interactions: $c \approx c_{\text{pot}} + c_{\text{int}}$, with $c_{\text{pot(int)}} = \text{var}(E_{\text{pot(int)}})/T^2$. An effective entropy for the spin degrees of freedom may thus be extracted from the interaction component as $S(T) = S(T_0) + \int_{T_0}^{T_1} dT c_{\text{int}}/T$. The evolution of $S$ is plotted on Fig. 3(a) (red dashed-dotted line), revealing the same phases as the dipolar spin ice model [27, 31]: upon decreasing the temperature, the paramagnetic phase ($S = \log 2$) crosses over to the ice-rule SI1 phase ($S \approx 0.501$ [27, 31, 32]), then a large peak in the heat capacity at $T_c^{(1)} \approx 0.7J$ indicates the transition to the charge-ordered SI2 phase ($S \approx 0.108J$) [27, 31], and finally, the small peak at $T_c^{(2)} \approx 0.3J$ indicates the emergence of long-range spin order in the ground state [32].

This scenario is further confirmed by the evolution of the staggered-charge order parameter (OP) $Q_{\text{st}}$, and the chiral-phase OP $\chi$. The staggered charge OP is $Q_{\text{st}} = N v^{-1} \sum_{v} (-1)^P v Q_{v}$, where the summation is performed over all the vertices $v$. $N_v = 2N/3$ is the total number of vertices. Here $P_{v} = 1$ if $v$ belongs to the $A$-sublattice of the hexagonal lattice, and $-1$ on the $B$-sublattice. The evolution of $Q_{\text{st}}$ in Fig. 3(c) indeed shows the emergence of charge order below $T_c^{(1)}$. The onset of long-range order (LRO) in the chiral phase may be quantified by the (normalized) magnetic structure factor at wave-vector $k_\chi = (4\pi/3,0)$:

$$\chi = \frac{1}{\tilde{\chi} N^2} \sum_{i,j=1}^{N} \langle \sigma_{i} \cdot \sigma_{j} \rangle e^{i k_\chi \cdot (r_i - r_j)},$$

where $\tilde{\chi} = 0.19753 \ldots d^2$ is such that $\chi = 1$ in the chiral phase. The evolution of $\chi$ is plotted on Fig. 3(c) and shows the emergence of LRO below $T_c^{(2)}$. On the same Fig. 3(c), finally, we plot the (normalized) FM OP given by

$$m = \frac{1}{m} \frac{1}{N^2} \sum_{i,j=1}^{N} \langle \sigma_{i} \cdot \sigma_{j} \rangle,$$
where $\tilde{m} = (2d/3)^2$ is such that $m = 1$ in the FM state, and vanishes at low temperature. We observe the same qualitative behavior for any separation $d$ between the two minima of a double-well, for sufficiently large $h$.

Fig. 3(b,d) shows the results of MC simulations for $h/J = 10$ and $d = 0.3333a$. In this regime, colloids can continuously move away from the bottom of the trap, and we cannot separate the fluctuations of $E_{int}$ and $E_{pot}$, as both are strongly (anti-)correlated and, as a consequence, we cannot reconstruct the entropy for the spin degrees of freedom from energy fluctuations. Nevertheless, in Fig. 3(b), the heat capacity shows a clear peak at $T/J \approx 0.8J$, signaling the onset of LRO. In Fig. 3(d) we observe that this LRO corresponds to the emergence of FM order, while the chiral-phase OP vanishes. Interestingly, in contrast to the discrete limit, we do not clearly observe an intermediate $S12$ phase with charge order but no spin order. This suggests a direct transition from the $S11$ phase to the FM phase, and confirming this hypothesis would require an extensive simulation study beyond the scope of the current article. We note that FM order has also been observed in Brownian simulations of the same model [25], although it was not identified as a consequence of the continuous degree of freedom of the colloids [34].

**Conclusion.** In summary, we have shown that for the kagome colloidal ice the motion of the colloids away from the bottom of the traps can modify the ground-state configuration, favoring a ferromagnetic instead of a chiral ground state. The shape of the double-wells thus has a fundamental influence on the hierarchy of low-energy states. The novel phenomenology uncovered in our study naturally opens several directions for future research. First, one could further explore the nature of the phase transition to FM order at low temperature. Then, a natural question concerns the transition between ferromagnetic and chiral order upon changing the shape of the double wells. Finally, one may suspect that the motional degree of freedom of the colloids inside the traps can modify the ground-state configuration, which leads to a reversal of the energy hierarchy among the two states. This explains why the FM phase is favored for larger values of $d$ (for a fixed $h$): 1st-neighbor interactions are larger for larger $d$, inducing a larger displacement of the colloids, activating the above-mentioned mechanism.

**Ground-state phase diagram.** Since the FM and chiral order break different discrete symmetries of the Hamiltonian, they are incompatible. At least one phase transition must occur in the ground state upon changing the shape of the double-well (namely the distance $d$ between the two minima, and the height $h$ of the hill between them). In Fig. 4(a) we show the lowest energy configuration obtained for the different geometric parameters $h$ and $d$. These values are calculated by comparing the minimum energy of the FM state with that of the chiral order state, once the particles are allowed to relax in continuous space. For every point we preformed MC simulations starting from each configuration, with particles in the minimum of the double well, but allowing no spin flips, only continuous particle motion. We observe that FM order is always favored at smaller $h$, while for decreasing $d$ the chiral phase emerges.

The change in the ground-state configuration can be understood by considering the displacement of the colloids from the bottom of the traps as illustrated in Figs. 4(b,c). The more noticeable effect occurs at $2m$ vertices, where the two incoming particles (here labeled as 0 and 1) move away from each other, while particles at $1m$ vertices barely move. In both cases, the particles in the $2m$ vertices move away from each other, slightly deviated by the potential towards the axis of the double-well. The energy gain of the particles in the vertex and from the potential is similar in the case of the FM and the chiral order. The more important difference originates from the interactions with next nearest neighbor. The off-axis component of the displacement leads to a more favorable interaction between particle 0 and particle 2 in the case of the FM configuration, which leads to a reversal of the energy hierarchy among the two states. This explains why the FM phase is favored for larger values of $d$ (for a fixed $h$): 1st-neighbor interactions are larger for larger $d$, inducing a larger displacement of the colloids, activating the above-mentioned mechanism.
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