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Abstract

The goal of this paper is to put forth the analysis and results obtained by me while trying to answer the question of predicting the students grade using the chosen dataset which is 'Student Alcohol Consumption'. The data for this dataset was obtained in a survey of students of a secondary school. This dataset includes information about demographic and social factors. In this project we have tried to predict the final grades of the students. For prediction we have used 5 machine learning algorithms which are Multiple Regression, Stepwise Regression, Logistic Regression, Naive Bayes and K nearest Neighbour. A detailed report of all the analysis and results that I got by using the Machine Learning techniques along with their interpretations and discussions can be found in the following sections.

Keywords: - Student Alcohol Consumption, Multiple Regression, Stepwise Regression, Logistic Regression, Naive Bayes and K Nearest Neighbour.

Dataset Link: - Student Alcohol Consumption

1 Introduction

The education is very important in everyone’s life and for maintaining the society and for living a happy life it is very important to study. Alcohol is one of the major drink that is known to be an enjoyment drink and it is also known to be a status drink in the world. This kind of thinking have had bad impact on the today’s teenagers as drinking these days is highly regarded as cool and no drinking not so cool. For being cool, students start drinking alcohol at very early age as everyone wants to have fun and no one wants to be left alone.

1.1 Motivation

Alcohol consumption also affect the students academically. Due to the consumption of high level of alcohol many students can’t get enough marks to pass in their examinations. Alcohol consumption, bad behaviour, relationship with their parents impacts the bodies of students and their mental health too. There are many countries in the world which don’t let teenagers drink who are less than 18 years old but somehow these young people always found a way to drink. If young people have their hands on alcohol at an early age then the drinking can be a addiction to them for their whole life. So we can say that while alcohol costs lots of money it also costs life. There are many cases which led to suicide due to alcohol or self harm or loss of memory. It also has been found out that alcohol also affects people’s mood and over consumption of alcohol makes the people less conscious as well. Alcohol is also the reason which helps people to make unwanted mistakes. Alcohol
wasted that time of students which should be invested in education but for looking cool, students drink alcohol and wasted their whole life.

1.2 Research Question
What are the main factors that led the students to fail in their examinations?

1.3 Plan of Paper
For this project, I am going to use Student Alcohol Consumption dataset which is a result of survey of students for maths and Portuguese language courses in secondary school. It contains social, gender and study information about students. The dataset contains information of 1045 students and in dataset there are 382 students whose are students of both Maths and Portuguese Class, there are 33 attributes attached to each student. There are many several social and demographic factors available.

In order to perform meaningful analysis on the data we firstly perform some data preparation steps. This include taking care of categorical variables and missing values. After preparation of data we found significant variables by performing multiple regression and stepwise regression. We then tried to predict grades that students would obtain by performing different classification algorithms. Lastly, we performed dimensionality reduction technique and tried to see if that makes any difference to the classification results.

In upcoming section 2 we’ll come to know about the researches that has already been done in this area on this topic. After that in further section 3 we’ll discuss about the methodology that we are going to use in my project. In the next section 4 we’ll discuss about the algorithms, dataset and the evaluation method that we are going to use in our project. After the Specification, in next section 5 we’ll go through data preparation and then in the next section 6 we will talk about the results that we got after applying all the models and then in the next and last section 7 we’ll conclude our project and in that section we will also talk about the future work that can be done in this area.

2 Related Work
In this section, we will go through some of the researches that has already been done on this topic.

In this research, researcher [Pagnotta and Hossain (2016)](2016) used same dataset ”Student Alcohol Consumption” and by using this dataset, the researchers tried to approach the addiction of alcohol in secondary school students. These researchers used Business Intelligence and different Data Mining techniques to predict the level of addiction. By this research, the researchers also came to know that the alcohol drinking was also impacting the final results of the students. The researchers have used Decision tree, Random Forest for classification and they have also used KNIME Analytics Platform. In the data pre-processing, they have used KNIME rule engine for data reduction and KNIME concatenate component for merging two datasets. After that they performed linear correlation for column filtration. After that the researchers also removed backward feature. And for elimination the researchers have used loop with cross validation and they have used cross validation with random forest for prediction and testing the result and in the last, they filter backward elimination feature data so that they can rescue the original data. By this research, researchers came to know that the males were more involved in
drinking. They also came to know that the person who goes out too much with friends drinks more alcohol. According to the authors, More free time and less study time are two of the main characteristics. The researchers also came to know that the students who weren’t frequent to university they will drink more. In their research paper, the researchers got 8.0.18% of average error rate and an accuracy level of 92% with no missing values.

In the work of Researchers Pal and Chaurasia (2017), they tried to identify those students who need counselling to understand the bad effects of alcohol on life and for identifying the researchers have used four different data mining techniques and those techniques are Sequential Minimal Optimization, Bagging, REP Tree and Decision Table. For implementing the machine learning models the researchers have used WEKA Toolkit. First the researchers collect the data and then they converted it into arff file format so that the data can be mined by the WEKA toolkit. While the Sequential Minimal Optimization model took 0.97 Seconds for building, the Bagging, REPTree and Decision Tree took 0.14 seconds, 0.02 seconds and 0.23 seconds respectively. While Sequential Minimal Optimization model classified 290 instances correctly, other models like Bagging, REP Tree and Decision Tree were able to classify 317, 316 and 313 instances correctly. The accuracy level of Sequential Minimal Optimization model, Bagging model, REP Tree and Decision Model were 73%, 80%, 80% and 79.24%. The researchers concludes that legitimate admittance to liquor influences understudy execution. The outcomes of this research recommend that among the AI calculation tried, Bagging classifier can possibly fundamentally further develop the ordinary order strategies utilized in the examination.

In another research, Pisutaporn et al. (2018) tried to analyse the importance of different variables by using different data mining algorithms. Their main goal was to study the student alcohol consumption. They used the same dataset "student alcohol consumption". First they applied two of the well known models of data mining world to analyze the importance of the variables and those models were Decision Tree and Random Forest then they also applied a regression model to understand and present the relationship between alcohol consumption level and student’s final grades. The researchers got the the accuracy level of 56.36% when they tried the decision tree with Walc. Walc is weekend alcohol consumption level and when they tried decision tree with Dalc, they were able to achieve the accuracy level of 72.84%. Dalc is Weekdays Alcohol Consumption level. The researchers got the the accuracy level of 88.07% when they tried the Random Forest with Walc. The researchers got the the accuracy level of 79.43% when they tried the Random Forest with Dalc. And when the researcher tried to predict the final grades of the student using regression, they got the root mean square error of 3,827 and r-square value of 0.019. They conclude that there is a negative relationship between Dalc and G3 and Walc and G3. G3 is the final grades of students. It has been clearer in this research that the random forest works very good in this area and surprisingly it has been found out that there is no connection between alcohol consumption level and the student grade.

In the research of Trivedi and Kotak (2019), they tried to predict if a student is addicted to alcohol or not and for the prediction of alcoholic students, the researchers have used data mining methods like clustering, classification and some other filtering methods. First thing the researchers have done is they applied K-means clustering, after applying k means clustering they tried to find the best accuracy by comparing two classifiers. The researchers have used ID3 algorithm of decision tree. When researchers used Z-transformation for classification, for Decision tree they got the accuracy level of 98.77%, the recall of 9.57% and the Precision level of 58.99% and for Naive Bayes
they got the accuracy level of 98.00%, the recall of 57.39% and the Precision level of 56.46%. When researchers used Range transformation for classification, for Decision Tree they got the accuracy level of 98.77%, the recall of 59.57% and the Precision level of 58.99% and for Naive Bayes they got the accuracy level of 98.00%, the recall of 57.39% and the Precision level of 56.24%. When researchers used Preposition transformation for classification for Decision tree they got the accuracy level of 98.77%, the recall of 59.57% and the Precision level of 58.99% and for Naive Bayes they got the accuracy level of 39.30%, the recall of 11.31% and the Precision level of 11.43%. When researchers used Interquatile transformation for classification they got the accuracy level of 98.77%, the recall of 9.57% and the Precision level of 58.99% and for Naive Bayes they got the accuracy level of 98.15%, the recall of 57.83% and the Precision level of 56.87% and when they use two of their own algorithms they got different results. When they used their own Clustering method they got the Precision of 64%, Recall level of 64%, Fscore level of 64% and the Accuracy of 64%. When they used their own Decision Tree, they got the Precision of 62%, Recall level of 62%, Fscore level of 62% and the Accuracy of 62%. The researchers conclude that the DT algorithm was the best algorithm used in this research and they also came to know that there is a positive correlation between student’s behaviour and their academic performance.

In their research, researchers [ElTayeby et al. (2018)] tried to identify the alcoholic posts on Facebook by mine the text, images and videos using machine learning algorithms. The researchers select 4266 posts from a group called “I’m Shmacked”. The researchers build different types of models for different type of posts like different model for text data, a different model for photos and another different model for videos. After building the models, the researchers sorted the models according to their performance and in last they combined top performing models so that the performance of the models can be improved. First the researchers cleaned text data by removing special characters like links, emojis and hash tags. All these types of data comes under noise. Then the researchers build models. They build SVM classifier for recognizing the data. The researchers also used LLDA for classifying the posts. They used two LLDA algorithms which are Gibbs sampling and Bayes. When the researchers build image classification model, they reset all images into a specific format which is of 256 X 256. Researchers did that so that they can be fitted into Neural Network. For all the videos they extracted one image from every 100 frames for total of 462 videos and then these images were added to training dataset. When researchers used SVM with Linear Kernel they were able to get the precision of 84%, Recall of 63%, F-Score of 72% and Support of 60% and when researchers used SVM with customized poly degree and gamma they were able to get the precision of 88%, Recall of 60%, F-Score of 71% and Support of 60%. When researchers used SVM with RBF they were able to get the precision of 88%, Recall of 60%, F-Score of 71% and Support of 60%. When researchers used SVM with Sigmoid they were able to get the precision of 77%, Recall of 55%, F-Score of 64% and Support of 60%. When researchers used SVM on text, hints they got the precision of 86%, Recall of 60%, F-Score of 71% and Support of 60%. When Researchers used SVM on text, hints and links they got the precision of 84%, Recall of 63%, F-Score of 72% and Support of 60%. When Researchers used Alexnet on Images they got the precision of 29%, Recall of 55%, F-Score of 38% and Support of 20%. When Researchers used Alexnet
on Videos, they got the precision of 83%, Recall of 93%, F-Score of 88% and Support of 27%. When Researchers used Combined model, they got the precision of 78%, Recall of 65%, F-Score of 71% and Support of 60%. The researchers conclude that online media clients regularly erase unseemly substance, especially in the arrangement of picture and video after unrehearsed posting.

With the help of this study which is conducted by Htet et al. (2020) where they tried to find the impact of alcohol on the university students in Myanmar. In their research, they have used a sample of conducted study of 15 years old students to 24 years old students. In this study, the students were selected from six universities from Mandalay, Myanmar. This study was conducted in 2018 and there were total of 3456 students who participated in this study. For this research, the researchers have used Multiple Logistic Regression. The researchers have used multiple logistic regression for estimating the adjusted odds ratio and the researchers have also used 95% confidence interval. In their research, they found out that in the previous 30 days 36% of males and 10.8% of females were involved in alcoholic activities. It has been found out that males were more interested in alcoholic activities. It also has been found out the main factors for consuming alcohol were age, sex, monthly expenses, parental alcohol consumption, peer alcohol consumption, truancy, and feelings of sadness or hopelessness. On that account, It can be said that things like counselling is very much needed and it is also important that government created some strict rules and regulations so students can’t drink alcohol that will also help the society.

In their work of Butler et al. (2010), they examined 106 employed students for their relationship between work stressors and alcohol consumption for 14 days. The researchers have used a framework which is known as tension reduction, by using that framework the researchers have came to know that the work stress increase the chance of consumption of the alcohol. It also has been found out that more males were involved in alcohol activities. The researchers found out that hour works were also positively related to the number of drinks consumed. They found out that either student get employment when he is student affected the college student drinking problems as well. The researchers found out that male may drink more alcohol than females but there are different reasons why males and females drink alcohol. Women drinks alcohol when they are under any event stress and men drinks alcohol when they are under work stress. There are many limitations in this study like the sample was of limited size, dataset was of a survey result which was self reported so the people can lie and dataset can be biased.

In this paper, researcher Kitsantas et al. (2008) tried to find the subgroups for drinking alcohol amid college students. The researchers used the survey of American and Greek understudies addressed inquiries regarding liquor utilization, strict convictions, mentalities toward drinking, promotion impacts, parental checking, and drinking results. It has been found that in America the higher amount of alcohol is consumed by younger people and the consumers are also less religious and Greek students didn’t believe in the after impacts of alcohol and those people who drink less in Greek they were monitored by their parents. By this research, the researchers found out that parental checking and an accentuation on advising understudies about the adverse consequences regarding liquor on their well being and social and scholarly lives might be viable techniques for lessening liquor utilization. The lenient perspectives toward drinking in undergrads who live in Greece may go about as a cradle against hazardous understudy drinking. When to a lesser extent an untouchable encompasses drinking, it might turn out to be less appealing to understudies, or maybe understudies are associated into savoring a less risky way by Greek guardians and the parental monitoring in Greece is also very high. The main for
higher parental monitoring in Greece is that more of the students in Greece lives with
their parents than the America. We can say that the size was small of this research and
also the number of attributes are also less and it was also a self reported survey so as we
know that the students can lie.

In an another research, Singleton (2007), tried to analyse the relationship between
alcohol and grades of students. The researcher of this research conducted personal in-
terviews of students in a college. The researcher interviews total of 754 people. In the
interview, the researcher asked questions about alcohol consumption, gender, athletic
status, parent’s education, income and frequency of attending off-campus parties. 94%
of students gave their permission to access their grades. In this research the researcher
have used Least square regression method to analyse. By using regression method the
researcher came to know that the gender and partying were responsible for 43% of the
alcohol consumption. It also has been came to know that the parents income is also
responsible for how much student is drinking. Researcher created four modes in total, in
first model, all independent variables were included but they didn’t include amount of
alcohol and rank in high school. It has been found out in first model that the SAT score
were positively related to GPA. In model 2 the researchers add the amount consumed
too and they came to know that the man’s consumption level were also responsible for
getting low grades. Models 3 and 4 present the relapses of aggregate GPA on the subset
of respondents for whom secondary school class rank was accessible.

In work of Davoren et al. (2017), they distributed questionnaires to students of ran-
domly selected students. The researchers got replied on total of 2332 questionnaires in
which 84% students responded. There were a total 49 questions. It has been came to
know that the 65% of the male students were consuming too much of the alcohol and 68%
of the women were also involved in high level of drinking.

In the work of Chudasama and Joglekar (2016), the researchers tried to predict the
performance of student using Artificial Neural Network. They tried to find what are the
factors that affect student performance. The included only 13 variables in their research
and they used Feed-form=ward topology of Artificial Neural Network. In their research,
the researchers were able to get the accuracy level of 78.94%. More accuracy can be
achieved if there were more variables.

In another research Aissaoui et al. (2019) tried to build a prediction model. For cre-
ating the prediction model, the researchers have used multiple linear regression. First
they used linear regression model for finding the relationship between one dependent
and one independent variable after that, they applied multiple linear regression for finding
relationship between one dependent variable and many independent variables. The re-
searchers build 7 different regression models in which the best model was the model with
the heist R-squared and lowest RMSE and MAE. It also have negative correlation coeffi-
cients. The researchers came to know that the increase in number of age and go out will
impact and decrease final grades.

In another research of Shukla et al. (2018), they tried to identify those attributes which
affect the student performance. They used discretization and feature selection in their
pre-processing and called it Multistage pre-processing. Via their system the researchers
tried to predict if a student is addicted to alcohol or not. The researchers performed many
different types of tests like correlation based feature selection (CFS), Information Gain
(IG), Chi-Square and Relief-F. In their research, the researchers have used 6 classifiers
namely Naive Bayes, Support Vector Machine, J48 Decision Tree, k-Nearest Neighbor,
Random Forest and Multi Layer Perceptron and with all classifiers the researchers have
used 10-fold cross validation. When the researchers have used Random Forest with CFS they achieved an accuracy level of 67.59%. When the researchers have used Random Forest with IG they achieved an accuracy level of 69.87%. When the researchers have used Random Forest with Chi-Square they achieved an accuracy level of 70.37%. When the researchers have used Random Forest with Relief-F they achieved an accuracy level of 71.39%. When the researchers have used Random Forest with All features they achieved an accuracy level of 71.24%. When the researchers have used SVM with CFS they achieved an accuracy level of 67.87%. When the researchers have used SVM with IG they achieved an accuracy level of 69.11%. When the researchers have used SVM with Chi-Square they achieved an accuracy level of 67.8%. When the researchers have used SVM with Relief-F they achieved an accuracy level of 69.01%. When the researchers have used SVM with All features they achieved an accuracy level of 69.01%. When the researchers have used NB with CFS they achieved an accuracy level of 70.12%. When the researchers have used NB with IG they achieved an accuracy level of 68.6%. When the researchers have used NB with Chi-Square they achieved an accuracy level of 68.86%. When the researchers have used NB with Relief-F they achieved an accuracy level of 68.86%. When the researchers have used NB with All features they achieved an accuracy level of 68.60%. When the researchers have used k-NN with CFS they achieved an accuracy level of 68.86%. When the researchers have used k-NN with IG they achieved an accuracy level of 68.60%. When the researchers have used k-NN with Chi-Square they achieved an accuracy level of 68.63%. When the researchers have used k-NN with Relief-F they achieved an accuracy level of 68.05%. When the researchers have used k-NN with All features they achieved an accuracy level of 68.05% and When the researchers have used k-NN with Relief-F they achieved an accuracy level of 66.91%. The researchers conclude that the dataset was a small dataset and they need more data to obtain more higher level of accuracy.

In another work of Sakaray et al. (2017), the researchers tried to elevate the performance of students using machine learning algorithms so that those students who need guidance can be recognized earlier. The researchers used same dataset as us and they applied decision Tree algorithm and Random Forest algorithm. In this research, the researchers have used KNIME Analytics. The main goal of this research is to find the alcoholic consumption by secondary school students. The researchers also used WEKA tool. In this research, for selecting the best attributes the researchers have used Neural Networks. The researchers have also used Apriori algorithm. When researchers applied Neural Network on 40% of dataset, they were able to get 50% accuracy and when they applied it on 50% of the dataset, they were able to get 50% accuracy as well but when they applied it on the 60% and 70% of the dataset, they were able to get the accuracy level of 60% and 70%. The researchers of this research concludes that the results of the students is totally based on the performance of the students in the previous exams. It has been came to know that the performance of the neural network is a lot better than others like decision tree, multi linear regression and Apriori algorithms.

3 Methodology

The methodology that I am going to use in my project is CRISP-DM. CRISP-DM stands for Cross-Industry Standard Process for Data Mining. CRISP-DM is a extensive data mining system and measure model that gives anybody from amateurs to data mining specialists with a total plan for directing a data mining project.

As we can see in the Figure 1 there are total of 6 stages in CRISP-DM methodology which are following:
• Business Understanding:
• Data Understanding
• Data Preparation
• Modelling
• Evaluation
• Deployment

![CRISP-DM Diagram](image)

**Figure 1: CRISP-DM**

**Business Understanding** is the phase in which the analyst tries to understand the objectives and requirement of project. This knowledge is very useful for the analyst to solve the data mining problem and it is also very useful to develop plan for the project. **Data Understanding** is the phase in which a analyst do collection of data and then they tried to understand about the data. In this stage, the expert may likewise distinguish intriguing subsets to shape theories for covered up data. **Data Preparation** is the phase in which the analyst take initial raw data and convert it into final dataset from the information that he achieved from previous section. **Modelling** is the phase in which the analyst select and implement the best data mining techniques onto the dataset. There may be some things that are required more attention that’s why there is a loop in this section to preparation of the data. **Evaluation** is the phase in which analyst checks the outcomes. Analyst checks if the outcomes of their program meets the objectives of the business. **Deployment** is the phase in which the analyst prepare the plan for the deployment. The analyst also plan for the monitoring and the maintenance and they also prepare final report and then deploy it forward.

### 4 Design Specification

#### 4.1 Algorithms

In this section I am going to discuss about the algorithms that I am going to use in my project:
4.1.1 Multiple Regression

Multiple Regression is used when an analyst wants to check the relationship between a dependent and a set of independent variables. The dependent variable in the multiple regression is always of continuous type and the independent variables can be of discrete or continuous type. Although, they are usually of continuous type.

The model for multiple regression is: \( y = B_1 x_1 + B_2 x_2 + \ldots + B_n x_n + A \).

Here the subscripts means independent variables. \( A \) is the constant stating the value of dependent variable, \( y \), when all of the \( x \)s (independent variables) are zero. \( B \) are the coefficients linked to each independent variable.

4.1.2 Stepwise Linear Regression

Stepwise regression is used when the analyst wants to construct their regression model step by step. It also includes the adding of independent variables and it also includes removing the variables which are not useful for the model. Stepwise relapse is a technique that iteratively inspects the factual meaning of every independent variable in a linear regression model. There are two types of Stepwise regression approach: Forward Selection and Backward elimination method. Forward selection starts with 0 variable and adds new variable as it goes. Backward Elimination method starts with all the variables loaded in a model and then it removes variables one by one as it goes.

4.1.3 Logistic Regression

Logistic regression is the type of regression which is mostly used for binary type of classification problem. Logistic Regression is used for prediction of categorical variable by taking all of the given independent variables. Output of logistic regression always returns in 0 or 1 in which 0 means false and 1 means true.

The equation of Logistic Regression is:

\[
\log \left( \frac{p(X)}{1 - p(X)} \right) = \beta_0 + \beta_1 X
\]

Figure 2: Logistic Regression

4.1.4 Naive Bayes

Naive Bayes is one of the classification algorithm. In straightforward terms, a Naive Bayes classifier accepts that the presence of a specific feature in a class is independent to the presence of some other feature. It is very easy to apply and very much useful as well. The main advantage of using Naive Bayes is that it is very easy and very fast for prediction. For using Naive Bayes Classifier there is less training data required. There are some cons of using it as well. If categorical data is available in the test data which was not present in the training data, then there will be less chance for a correct prediction.

The equation for Naive Bayes is:
4.1.5 k-Nearest Neighbors

K-Nearest Neighbors algorithm is one of the algorithms that can be used for regression as well as classification problems. k-Nearest Neighbors algorithm is one of the supervised machine learning algorithms. k-Nearest Neighbors algorithm assumes that similar type of things are close to each other. First it loads the data and then initialize K to the user’s chosen number of neighbors. The predictions become less stable if the value of k goes below 1. The predictions become more stable if the value of k is above 1. The higher the value of k, the better will be the results. The main advantages of using k-Nearest Neighbors is it is very simple and very easy to use and it can be used for classification and regression problems but as user increases the number of variables the slower it gets.

Example of k-Nearest Neighbors is given below:

Figure 4: k-Nearest Neighbors

4.1.6 Principal Component Analysis

Principal Component Analysis is a dimensionality reduction strategy that is used to diminish the dimensionality of data set, by changing a huge number of variables into a modest one that actually contains the majority of the data in the huge set. Diminishing the quantity of factors of a dataset normally comes to the detriment of precision, however the stunt in dimensionality decrease is to exchange a little exactness for straightforwardness. Since more modest datasets are simpler to investigate and envision and make breaking down information a lot simpler and quicker for calculations. So to summarize, the possibility of Principal Component Analysis is basic, lessen the quantity of factors of a dataset, while safeguarding however much data as could reasonably be expected.

4.2 Evaluation Method

Confusion Matrix is a table which is used to check how the classification model has performed. There are four cubes in a confusion matrix. One contains True Positives, another one contains True Negatives, another one contains False Positives and the last one contains False Negatives. True Positives are those which we predicted true and they are true. True Negatives are those which we predicted False and they are False. False Positives are those which we predicted True but they are false. False Negatives are those
which we predicted False but they are true. We can clearly see it in the Figure 5.

![Confusion Matrix](image)

Figure 5: Confusion Matrix

We will also use other types of methods for evaluation of our different models.

### 4.3 Dataset Description

The Description of attributes of the dataset is as follows:

| Attributes   | Description                                           |
|--------------|-------------------------------------------------------|
| School       | School’s name                                         |
| Age          | Age of students                                       |
| Sex          | Gender of students                                    |
| Address      | Home address of students                              |
| Famsize      | Family size of students                               |
| Pstatus      | Cohabitation status of parent of students             |
| Medu         | Education level of mother of students                 |
| Fjob         | Education level of father of students                 |
| Reason       | Reason for choosing this school                       |
| Guardian     | Guardian of student                                   |
| Traveltime   | How far is school from home in hours                  |
| Studytime    | Weekly study time                                     |
| Failures     | Number of past class failures                         |
| Schoolsup    | Extra educational support                             |
| Famsup       | Educational support by family                         |
| Paid         | Extra paid classes                                    |
| Activities   | Extra-curricular activities                           |
| Nursery      | Attended nursery school                               |
| Higher       | Wants to take higher education                        |
| Internet     | Internet access at home                               |
| Romantic     | In a romantic relationship                            |
| Famrel       | Quality of family relationships                       |
| Freetime     | Free time after school                                |
| Goout        | Going out with friends                                |
| Dalc         | Workday alcohol consumption                           |
| Walc         | Weekend alcohol consumption                           |
| Health       | Current health status                                 |
| Absenses     | Number of school absences                             |
There are three more attributes which are grades (G1, G2 and G3) and there are 382 students which appeared in both maths and portuguese classes.

5 Implementation

5.1 Data Preparation

Data preparation and preprocessing is one of the most important process in which the analyst tried to clean and transform the raw data before the processing and analysis. It is a very important part before the processing and this step contains things like formatting of the data, join multiple datasets to make it more useful, delete or add some columns to make it more useful. Data preparation is known as the one of the most time consuming process for data analysts but it is very important to remove the poor quality of the data. In our project, for data preparation and preprocessing we did the following:

- First we checked if there is any missing values in our dataset.
- Then in the next step we encoded categorical variables into factors.
- After transforming the variables, we also created some dummy variables specially for Principal Component Analysis for handling the nominal variables.
- Then in the next step we converted the G3 variable which was a continuous variable and we transformed it into categorical variable.
- Then in the last step we splitted our dataset into test and training subsets in which 80% of the dataset was used for training and 20% of the dataset was used for testing.

6 Evaluation

6.1 Multiple Regression

When we performed multiple regression onto our data, our aim was to find a trend line and to find those variables who are significant. So that our model’s accuracy can be higher. Here is the result of plot and table. As we can see in the Figure 6a, pattern line is more onto the side of clustered data. So we can say that our model is working good enough.

|            | Estimate | Std. Error | T-value | P(>|t|) |
|------------|----------|------------|---------|---------|
| intercept  | 16.50743 | 4.58558    | 3.521   | 0.000149|
| sex        | -1.22655 | 0.56495    | -2.171  | 0.030765|
| age        | -0.43300 | 0.24357    | -1.778  | 0.076977|
| failures   | -1.68760 | 0.39058    | -4.332  | 2.67e-05*|
| schoolsap  | 1.64477  | 0.74195    | 2.217   | 0.02745*|
| freetime   | 0.47227  | 0.26573    | 1.777   | 0.076619|
| gross      | -0.35116 | 0.25316    | -2.293  | 0.022570|
| health     | -0.37157 | 0.18309    | -2.029  | 0.043368|
| absences   | 0.06359  | 0.03117    | 1.991   | 0.050100|

Figure 6: Multiple Regression Results
6.2 Stepwise Linear Regression

As we can see in Figure 7, after performing both types of stepwise regression, we got these variables as significant variables.

![Figure 7: Stepwise Regression Results](image)

6.3 k-Nearest Neighbors

After selecting the 9 most significant variables I have applied different classification models. When I performed k-Nearest Neighbors with \( k = 5 \) onto dataset’s significant variables, I was able to get the accuracy level of 82.53\%. We can see the results in Figure 8.

```
> mean(cm)
[1] 0.8253968
```

![Figure 8: Result of k-Nearest Neighbors](image)

6.4 Logistic Regression

I have applied Logistic Regression onto all of the available variables with G3 as target variable and as we know that the target variable should be categorical in Logistic Regression so I assign the values of G3 above 12 as High. When I checked the results of logistic regression, I was able to get the accuracy level of 96.19\%. The result can be seen in Figure 9.

```
> mean(predict_log--testing_data$high)
[1] 0.9619048
```

![Figure 9: Result of Logistic Regression](image)

6.5 Principal Component Analysis

By performing dimensionality reduction I wanted to check if it was able to increase the performance accuracy of my models. I have used Dummies package of R to create dummies variables. After using dummy package we had 57 variables. We can see the results of PCA in Figure 10.

From the scree plots Figure 10, I came to know that the first 15 variance contains the 64.44% of the total variance. I have used these 15 Principal components to check if they were able to give the better results. I have applied Logistic Regression using these 15 Principal components and got the accuracy level of 92.82%. The results of which can be seen in the fig. 11. After watching the results of Principal Component Analysis we can conclude that the Principal Component Analysis was not able to make my results more accurate.

| Model                                      | Accuracy |
|--------------------------------------------|----------|
| K-nearest Neighbor                         | 82.53%   |
| Logistic Regression                        | 96.19%   |
| Logistic Regression with Principal Components | 92.82%   |

6.6 Discussion

In our research, we have used ideas of many researches in this area. As in their research, the researchers [Pagnotta and Hossain 2016] used KNIME rule engine for data reduction, we took idea from their research and used Multiple Regression and Stepwise Regression for choosing the most significant variables. By their research, researchers came to know that the addiction of alcohol in students was one of the main reason for failures in examinations but in our research, we came to know that the alcohol variables were not statistically significant. By their research, researchers [Pisutaporn et al. 2018] applied different Classification and regression algorithms to check the relationship of different variables with student’s final grades. The researchers also came to know that there is no connection between alcohol and student final grades and in our research we also found out that it was true. In another research of [Shukla et al. 2018], they tried to identify the
variables which affect student performance. They used feature selection for pre-processing and applied many data mining models onto the dataset. The higher accuracy they got is 71.24 while they used Random Forest into their research but we were able to get the accuracy level of 96.19 with Logistic Regression while applying onto the all of the available variables so we can conclude that our method looks more good than author’s.

7 Conclusion and Future Work

7.1 Conclusion

To sum up, we can say that surprisingly the variables Dalc (Workday alcohol consumption) and Walc (Weekend alcohol consumption) were not significant, so I can say that the consumption of alcohol don’t impact the grades of the students much and the variables like failures, health, free time were much more impactful and they were also much far significant than Walc and Dalc. We also found out that all the classification algorithms that I have applied in my research returned almost similar accuracy level with Logistic Regression performing best with 96.19% Accuracy and the Naive Bayes Model was not able to perform well so I removed it from the research and we also came to know that the Principal Component Analysis also returned the same results and did not make any difference to the Logistic Regression model.

7.2 Future Work

In this project we have applied many techniques and got almost similar results but in our research we found out that the Logistic Regression performed best with 96.19% Accuracy. In the future researchers can apply clustering techniques onto the dataset to gain some new insights. After the use of clustering, we will also come to know if the students with similar interests and similar knowledge got into same cluster or not. In the future, researchers can apply clustering techniques like K means and Hierarchical Clustering.
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