Data Hiding in AMBTC Images Using Selective XOR Hiding Scheme
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Abstract: Nowadays since the Internet is ubiquitous, the frequency of data transfer through the public network is increasing. Hiding secure data in these transmitted data has emerged broad security issue, such as authentication and copyright protection. On the other hand, considering the transmission efficiency issue, image transmission usually involves image compression in Internet-based applications. To address both issues, this paper presents a data hiding scheme for the image compression method called absolute moment block truncation coding (AMBTC). First, an image is divided into non-overlapping blocks through AMBTC compression, the blocks are classified four types, namely smooth, semi-smooth, semi-complex, and complex. The secret data are embedded into the smooth blocks by using a simple replacement strategy. The proposed method respectively embeds nine bits (and five bits) of secret data into the bitmap of the semi-smooth blocks (and semi-complex blocks) through the exclusive-or (XOR) operation. The secret data are embedded into the complex blocks by using a hidden function. After the embedding phase, the direct binary search (DBS) method is performed to improve the image quality without damaging the secret data. The experimental results demonstrate that the proposed method yields higher quality and hiding capacity than other reference methods.
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1 Introduction

With the development of network technology, accessing large amounts of information from the Internet is easy. However, due to the insecure nature of the Internet, network information can be easily intercepted, leading to the illegal use of information, such as illegal downloading, forgery, and so on. Therefore, data protection has emerged as a topic of discussion. Data hiding technology can be used to protect data while maintaining message transmission.

As shown in Fig. 1, by hiding the information to be transmitted in an image and combining the relevant information of data hiding in the form of a secret key, information security is realized. Even if
the image is leaked, the hidden information can only be decrypted using the secret key. However, as the volume of data hidden in the image increases, image distortion becomes obvious. If image is discovered and deciphered by outsiders, the possibility of data being extracted remains very high. Therefore, AI-based optimization algorithms are used to improve the quality of the data-embedded image (hereafter referred as the stego image). This breakthrough approach can improve the applications of data hiding.

**Figure 1:** Application scenario of the proposed method. In the era of Internet of Things (IoT), massive data are transmitted through the Internet; among them, images are one of the commonest data. Therefore, secure image transmission becomes an essential issue. By using the proposed method, the hidden information can be embedded into the image before transmitting through the network to enhance security

Because existing data hiding schemes are often based on compression formats, we choose to hide data in a specific compression format called absolute moment block truncation coding (AMBTC) [1], which requires less calculation and delivers acceptable image quality. Therefore, it is suitable for use on computing devices with limited power, such as portable computing devices. Recently, numerous researches pertaining to the use of AMBTC technology with data hiding have been proposed. Most of them can be classified into two types: reversible data hiding (RDH) and irreversible data hiding (IDH) schemes. An image subjected to an RDH scheme can be restored in its entirety after the hiding process. Therefore, for hiding data with a high level of detail, RDH schemes are typically used. However, RDH schemes reduce the amount of secret data or require additional storage space to store the information necessary for recovery.

Recently, most RDH schemes have been based on multi-quantization [2–6] and Hamming codes [7–11]. The original AMBTC compression scheme has two quantization levels and a 16-bit bitmap. In the case of multi-quantization methods, the number of quantization levels and the number of bits in the bitmap after are higher, meaning that a greater amount of secret data can be embedded and the image quality can be improved. With these methods [2–4], AMBTC compression has been extended to four quantization levels and a 32-bit bitmap for data hiding. Zheng et al. [5] proposed an adjustable RDH method to embed two secret bits into each of the two quantization levels, resulting in eight quantization levels. Chen et al. [6] presented an adaptive RDH scheme to embed three secret bits into each of the two quantization levels, resulting in 16 quantization levels which is the same size as the original grayscale image.

The (7,4) Hamming code embeds three secret bits into seven bits while requiring only one of the seven bits to be modified, and the modified bit can be restored. Recently, numerous data hiding methods involving Hamming code have been developed. These methods [7,8] embed six bits of secret data into the bitmap by using the (7,4) Hamming code, but two bits are not used in each bitmap. In the method proposed by Lin et al. [9], the bitmap format is modified to $4 \times 7$ to conform to the Hamming
code format for data hiding. Kim et al. [10] classified 27 situations of a seven-bit stream by following the rules of the Hamming code and generated a lookup table. In this approach, the secret data are embedded into two quantization levels. Li et al. [11] modified the Hamming code into a (3, 2) format, where two bits are embedded in the lowest three bits of two quantization levels, respectively.

For IDH schemes, least significant bit (LSB), exploiting modification directions (EMD), and pixel value difference (PVD) algorithms are the three representative methods. The LSB method embeds binary data into an image by replacing the least significant bit with the hidden data. Thus, it can hide data while maintaining the smallest difference of quantitative level as well as image quality. The PVD method hides fixed-size data by changing the difference between paired pixel values and dividing the difference into several intervals. Thus, the pixel value is not changed severely to maintain the image quality. The EMD method forms a block of \(n\) pixel values and uses three different cases to realize +1 movement, no movement, or −1 movement in one of the pixel values. By modifying only one pixel value, \(2n + 1\) bits can be embedded in the block. Although the IDH schemes cannot restore the original image, they typically have larger hiding capacity than the RDH schemes.

In this paper, we propose an IDH scheme, where a lookup table is used to speed up the efficiency. Utilizing lookup table is a common strategy in data hiding. For example, Zheng et al. [12] proposed using a lookup table to define one-to-many mapping between the used and unused bitmaps to hide the data. Hui et al. [13] sorted out the differences between quantity levels, and encoded the differences by Huffman coding to modify low quantity levels according to a lookup table and the secret data. Yeh et al. [14] statistically analyzed the composition of the secret data stream and developed a lookup table, which contains unique encoding and decoding dictionary search, to adjust pixel values.

In addition, the data hiding processes inevitably leads to image distortion, which increases the chance of hidden data being suspected. Therefore, researchers have employed image optimization strategies which improve image quality without damaging the hidden data. Ou et al. [15] and Hong et al. [16] adopted quantization-level modification to improve the quantization level. Mathews et al. [17] used \(k\)-means clustering to divide pixels into three sets of quantization levels in a complex block and then compress them. In this paper, the direct binary search (DBS) method was modified for image optimization. Originally, DBS is widely used to in halftoning, where it utilizes the human visual system (HVS) to continuously correct the mean square error between a continuous-tone image and the corresponding halftone image. Based on the DBS framework, we adopt the swap operator to improve the quality of a stego image.

2 Introduction to AMBTC Compression

AMBTC is a lossy image compression method. In this method, a grayscale image is first divided into non-overlapping blocks with size of \(n \times n\), and the default block size is \(n = 4\). To compress an image block, the average value \(M\) is first calculated using Eq. (1):

\[
M = \frac{1}{n^2} \sum_{i=1}^{n^2} x_i
\]  

(1)

where \(x_i\) represents the value of the \(i^{th}\) pixel in the block. In addition, the two quantization levels, high mean (\(HM\)) and low mean (\(LM\)), are calculated as follows:

\[
HM = \frac{1}{16 - q} \sum_{x_i \geq M} x_i
\]  

(2)
\[ LM = \frac{1}{q} \sum_{x_i < M} x_i \]  

where \( q \) represents the number of pixels in the block with values smaller than \( M \).

The 4 × 4 bitmap is generated by comparing \( M \) with the pixel values in the block. When the pixel value is less than \( M \), the position of the bitmap value is set to 0; otherwise, it is set to 1, resulting in the generation of the \( i \)th bitmap \( BM_i \). In this manner, a block uses two quantization levels (16 bits) and a bitmap (16 bits) to represent the trio code \((HM_i, LM_i, BM_i)\) of AMBTC compression. That is, after each block is compressed separately, it is represented by two quantization levels and a bitmap.

3 Proposed Method

3.1 Determination of Block Type

In the AMBTC compression process, a grayscale image is divided into 4 × 4 non-overlapping blocks. In the data hiding stage, to maximize the embedding capacity in a more flexible manner, the proposed method divides the blocks into four types for which different data hiding strategies are applied. First, three thresholds \( T_1, T_2, \) and \( T_3 \) are defined, where \( T_1 < T_2 < T_3 \). Based on a comparison between the absolute errors of the quantization levels of each AMBTC compression block and the three thresholds, the blocks are classified as smooth, semi-smooth, semi-complex, or complex.

In the smooth block, if \( HM \neq LM \), the proposed method embeds one bit considering the order of \( HM \) and \( LM \); if \( HM = LM \), the data are not embedded, and the bitmap is directly replaced with 16 bits of secret data. In the case of the semi-smooth block, the proposed method separately embeds one bit in the \( HM \) and \( LM \) by using the LSB method (i.e., replacing the least one bit by the hidden data), and one bit is embedded by reversing the order of \( HM \) and \( LM \). Finally, nine bits are embedded into the bitmap by executing the XOR operation (explained later in Section 3.2). In the case of the semi-complex block, the proposed method embeds one bit in the \( HM \) and \( LM \) separately by using the LSB method, and one bit is embedded according to the order of \( HM \) and \( LM \). Finally, five bits are embedded into the bitmap by executing the XOR operation. In the case of the complex block, the method proposed in [18] is adopted to embed five bits into \( HM \) and \( LM \), and the resulting image is subjected to DBS optimization. The overall process is illustrated in Fig. 2.

![Figure 2: Overall framework of the proposed data hiding scheme](image-url)
The thresholds \((T_1, T_2, \text{and } T_3)\) of the partition represent key information for decoding (i.e., data extraction). This information determines whether the secret data can be extracted from the stego image. Therefore, this information is saved into a secret key so that the receiver can perform decoding. The test image Lena (Fig. 3) is used as an example to illustrate the proposed block classification scheme.

Figure 3: Illustration of the block classification. (a) Grayscale Lena image (with size of 512 × 512). (b) After AMBTC, block classification result by threshold \((T = 10)\), where the smooth blocks are in white and the complex blocks are in black. (c) After AMBTC, block classification result by the thresholds \((T_1 = 5, T_2 = 10, T_3 = 15)\), where the smooth blocks are white, the semi-smooth blocks are yellow, the semi-complex blocks are blue, and the complex blocks are black. In this example, each block is with size of \(4 \times 4\)

### 3.2 Proposed Selective XOR Hiding Scheme

When the difference \(D_i\) between the high and low quantification levels of a block represents a semi-smooth block (i.e., \(T_1 < D_i \leq T_2\)) or a semi-complex block (i.e., \(T_2 < D_i \leq T_3\)), the LSB method and the order-reversing method are employed to hide the data in the quantification levels. Moreover, rather than directly replacing the bitmap with the secret data, we propose the selective XOR hiding scheme, which uses XOR operation to embed the secret data into the bit relationships of the bitmap to reduce the possibility of the secret data being discovered. The secret data and the candidate bitmaps are organized into a lookup table. To save computation time, this table is used as the basis from which data hiding is conducted.

Before describing the selective XOR hiding scheme, we must first introduce the basic structure of the scheme and the two actions to be performed. As shown in Fig. 4, in the basic architecture, a \(1 \times N\) bits is named the \(N\)th layer. A large \(N\) value represents the upper layer, whereas a small \(N\) value represents the lower layer. Because each block is with a \(4 \times 4\) bitmap, the uppermost layer is a \(1 \times 16\) bits (i.e., the 16th layer), which comes from the reshaping of the bitmap. The bottom layer depends on the amount of secret data. Movement between layers is achieved by executing the actions of moving down [Eq. (4)] and moving up [Eq. (5)].

As shown in Fig. 5, to move from the \(N\)th layer to the \((N - 1)\)th layer (i.e., to move from an upper layer to a lower layer), we can use Eq. (4) to make the two adjacent seats of the \(N\)th layer perform a side-by-side XOR operation to produce a row of a length of \(N - 1\) on the \((N - 1)\)th layer. This action is regarded as moving down, which is implemented in the data extraction stage:

\[
\text{XOR}_{i\rightarrow i+1} = \text{XOR}_{i} \oplus \text{XOR}_{i+1}, \quad i = 1, 2, 3 \ldots N - 1
\]
where $N$ represents the number of layers as well as the number of bits in a layer and $i$ denotes the number of seats. Therefore, $\text{XOR}^{N-1}_i$ represents the $i^{th}$ seat in the $(N-1)^{th}$ layer.

\[
\text{XOR}^{N}_i = \text{XOR}^{N}_i \oplus \text{XOR}^{N-1}_i, \quad i = 1, 2, 3 \ldots N-1
\]  

Figure 4: Illustration of the selective XOR hiding scheme: When moving from the lower layer to the upper layer, that is, when pushing up from the $(N-1)^{th}$ layer to the $N^{th}$ layer, the first position of the $N^{th}$ layer needs to be defined as 1 or 0. By using Eq. (5), we can push back the $N^{th}$ layer from the $(N-1)^{th}$ layer.

Figure 5: Data extraction diagram: After converting the hidden bitmap from the $4 \times 4$ configuration to the $1 \times 16$ configuration, the layer of secret data can be extracted by using Eq. (4) to push back from an upper layer to a lower layer.

To move from the $(N-1)^{th}$ layer to the $N^{th}$ layer, we cannot rely solely on the information of the $(N-1)^{th}$ layer. To generate the entire $N^{th}$ layer, we must know the value of a seat in the $N^{th}$ layer and the information of the entire $(N-1)^{th}$ layer. The underlying principle is that according to the position of each row, the position can only be 1 or 0; therefore, there will be a total of $2^{N-1}$ situations in the $(N-1)^{th}$ layer and $2^N$ situations in the $N^{th}$ layer; that is, each situation belonging to the $(N-1)^{th}$ layer corresponds to two situations belonging to the $N^{th}$ layer, which represents a one-to-many relationship. Therefore, the two situations of the $N^{th}$ layer must be first defined, and certain positions must be defined as 1 and 0. In this way, the push back calculation can be performed.

\[
\text{XOR}^{N}_i = \text{XOR}^{N}_i \oplus \text{XOR}^{N-1}_i, \quad i = 1, 2, 3 \ldots N-1
\]  

Therefore, we define the first position of the $N^{th}$ layer as 1 or 0. Moreover, by using Eq. (5), the two cases of the $N^{th}$ layer can be regressed from the $(N-1)^{th}$ layer. This action is regarded as moving up, which is implemented in the data embedding stage.

Through the aforementioned content we create a multi-layer structure: The top layer is set to have 16 bits, and considering the $n$-bit secret data to be embedded, the bottom layer is set to have $n$ bits. Starting from $n^{th}$ layer and pushing it up to the 16th layer, the number of layers in the middle depends on the difference between the number of secret data and 16. Finally, the 16th layer produces $2^{16-n}$ situations. Thereafter, all of the situations obtained from the 16th layer are converted from the $1 \times 16$ configuration to the $4 \times 4$ configuration. Therefore, the candidate bitmap patterns are generated. The candidate bitmap patterns are compared to the original grayscale block according to the mean square error.
(MSE) [Eq. (6)], and the optimal situation is selected to replace the original bitmap, which completes the data hiding process.

\[
\text{MSE} = \frac{1}{BS^2} \sum_{n=1}^{BS^2} (I_n - P_n)^2
\]  

(6)

where \(BS\) represents the bitmap size, \(I_n\) represents the pixel value of the grayscale image block, and \(P_n\) is the pixel value of the candidate block.

Fig. 6 illustrates an example in which we embed 13 bits. Before embedding the data, we start from the 13th layer and push up to the 16th layer according to Eq. (5) to find the 8 (i.e., \(2^{16-13}\)) possibilities of the 16th layer. Based on the corresponding situations of the 13-bit secret data and the candidate bitmaps of the 16th layer, a lookup table is constructed. When data are hidden, the 16-bit candidate bitmaps corresponding to the secret data are identified directly by using the lookup table. After the configuration is converted from \(1 \times 16\) to \(4 \times 4\), 0 is replaced with a low quantification level, 1 is replaced with a high quantification level, and the candidate blocks are generated. The candidate blocks are compared with the original grayscale block in terms of the MSE [Eq. (6)], and the optimal situation is selected to replace the original bitmap. This completes the data hiding process.

**Figure 6:** Schematic depicting establishment of lookup table; when the secret data to be hidden is set as 13 bits, the eight candidate bitmaps of the 16th layer can be derived using Eq. (5) to establish a lookup table in advance for subsequent use in the data hiding process.

With regard to the \(HM\) and \(LM\) values of a semi-smooth block (or a semi-complex block), we employ the LSB method for data hiding; that is, we cover the LSBs of the \(HM\) and \(LM\) by following
the LSB method and embed one bit into each of them. We use thresholds to separate multiple intervals and adopt different data hiding strategies to avoid scenarios where the new difference jumps to other intervals, overflows \((HM = 256)\), or underflows \((LM = -1)\) after the LSB method has been applied. This induces errors in the final decoding; therefore, we must set certain code rules as follows.

Consider a block in the interval \(T_1 < D \leq T_2\), where \(D = HM - LM\), \(T_1\) is the lower threshold, and \(T_2\) is the upper threshold. First, according to the secret data, \(HM\) and \(LM\) are data embedded using the LSB method. If the aforementioned problems do not occur after embedding, data hiding can be considered complete. Otherwise, actions will be taken depending on the problem.

If the new \(D\) is higher than the upper threshold, the two actions, minus one \((-1)\) and unchanged, represent the new modification route for \(HM\), and other two actions, plus one \((+1)\) and unchanged, represent the new modification route for \(LM\). If the new \(D\) is lower than the lower threshold, the two actions of \(+1\) and unchanged represent the new modification route for \(HM\), and the two actions of \(-1\) and unchanged represent the new modification route for \(LM\). In addition, in the case of a lower threshold, because \(HM\) is \(+1\), overflow may occur. If overflow occurs, \(HM\) returns to the modification route according to the LSB method, and the two actions of \(-1\) and \(-2\) represent the new modification route for \(LM\). Because \(LM\) takes the value of \(-1\), underflow may occur. If underflow occurs, \(LM\) returns to the modification route according to the LSB method, and the two actions of \(+1\) and \(+2\) represent the new modification route for \(HM\). Finally, the order-reversing method are employed to embed one-bit secret data: When the secret code is 0, the trio is saved as \((HM, LM, BM)\). When the secret code is 1, the trio is saved as \((LM, HM, BM)\).

### 3.3 Data Embedding and Image Quality Optimization in Complex Blocks

In the embedding stage of the complex block, we employ the intra-block embedding method proposed in [18], which utilizes the block information, namely the number of high quantization levels bits \((NH)\), number of low quantization levels bits \((NL)\), \(BS\), high quantization levels \((HM)\), and low quantization levels \((LM)\) for data hiding. The abovementioned five parameters are used to derive two hidden equations \([Eqs. (7)\) and \((8)\)] to embed the secret data:

\[
H_1 = (HM \times 1) + (LM \times 2) + (NH \times 3) + (NL \times 4) + (BS \times 5) \mod 2^n \tag{7}
\]

\[
H_2 = (HM \times 1) + (LM \times 2) + ((NH + 1) \times 3) + ((NL + 2) \times 4) + ((BS + 1) \times 5) \mod 2^n \tag{8}
\]

where \(n\) denotes the number of bits of secret data; in this study, the default \(n = 5\). After the five bits of secret data are converted into a decimal value \(S\), \(S\) is separately compared with \(H_1\) and \(H_2\). After performing the hidden equations [either \(Eqs. (7)\) or \((8)\)], only one with the smaller difference \(d\) is selected, the five AMBTC parameters are adjusted such that the result obtained through recalculation is equal to \(S\). (Please refer to [18] for the details of intra-block embedding).

In the process of adjusting the parameters according to \(d\), although there are five parameters in total, the parameters \((HM, LM)\) are adjusted; the combinations that exceed the threshold are deleted. The MSE concept \([Eq. (6)\)] is used to compare the remaining combinations with the original block to determine the final combinations. In this paper, after all the blocks are embedded the secret data, the modified block-based swap operator of DBS is used in complex blocks to optimize the overall image quality.
3.4 Data Embedding Procedures

Input: AMBTC compression code \(\{HM_i, LM_i, BM_i\}^N_{i=1}\), secret data \(S\), and thresholds \(T_1, T_2, T_3\).

Output: AMBTC hidden code \(\{HM'_i, LM'_i, BM'_i\}^N_{i=1}\).

Step 1: Read the compression code \(\{HM_i, LM_i, BM_i\}^N_{i=1}\) sequentially.

Step 2: If \(HM_i - LM_i \leq T_1\), consider the following cases.

Case 1: If \(HM_i = LM_i\), 16 bits of code are extracted from \(S\); moreover; \(BM_i\) is replaced with 16 bits of secret data.

Case 2: If \(HM_i \neq LM_i\), 17 bits of secret data are extracted from \(S\). If the first bit is 0, the order of \(HM_i\) and \(LM_i\) remains unchanged. If it is 1, the storage locations of \(HM_i\) and \(LM_i\), interchanged; furthermore, \(BM_i\) is replaced with the remaining 16 bits of secret data.

Case 3: If \(T_1 < HM_i - LM_i \leq T_2\), 12 bits of secret data are extracted from \(S\). The first and second bits are embedded into the LSBs of \(HM_i\) and \(LM_i\), respectively. If the third bit of secret data is 0, the order of \(HM_i\) and \(LM_i\) remains unchanged; if it is 1, the storage locations of \(HM_i\) and \(LM_i\), are swapped. The remaining 9 bits are embedded into \(BM_i\) by using the XOR method.

Step 4: If \(T_2 < HM_i - LM_i \leq T_3\), 8 bits of secret data are extracted from \(S\). The first and second bits are embedded into the LSBs of \(HM_i\) and \(LM_i\), respectively. If the third bit of the secret data is 0, the order of \(HM_i\) and \(LM_i\) remains unchanged; if it is 1, the storage locations of \(HM_i\) and \(LM_i\), are swapped. The remaining 5 bits are embedded into \(BM_i\) by using the XOR method.

Step 5: If \(T_3 < HM_i - LM_i\), 5 bits of secret data are extracted from \(S\) and embedded into \(HM_i\) and \(LM_i\), by using the embedding method for complex blocks.

Step 6: Repeat steps 1–5 until all bits of secret data have been embedded.

Step 7: After data hiding is complete, perform modified block-based swap operator of DBS in complex blocks.

Step 8: Output the AMBTC hidden code \(\{HM'_i, LM'_i, BM'_i\}^N_{i=1}\).

3.5 Data Extraction Procedures

Input: AMBTC hidden code \(\{HM'_i, LM'_i, BM'_i\}^N_{i=1}\), thresholds \(T_1, T_2, T_3\).

Output: Secret data \(S\)

Step 1: Read the hidden code \(\{HM'_i, LM'_i, BM'_i\}^N_{i=1}\) sequentially.

Step 2: If \(|HM'_i - LM'_i| \leq T_1\), consider the following cases.

Case 1: If \(HM'_i = LM'_i\), 16 bits of code are extracted from \(BM'_i\).

Case 2: If \(HM'_i \neq LM'_i\). If \(HM'_i > LM'_i\), the 1 bit code 0 is extracted. If \(HM'_i < LM'_i\), the 1 bit code 1 is extracted. In this manner, 16 bits of code are extracted from \(BM'_i\). In total, 17 bits of code are extracted.

Step 3: If \(T_1 < |HM'_i - LM'_i| \leq T_2\), consider the following. If \(HM'_i > LM'_i\), 2 bits of code are extracted from the LSBs of \(HM'_i\) and \(LM'_i\). The 1 bit code 0 is extracted according to the order of \(HM'_i\) and \(LM'_i\). If \(HM'_i < LM'_i\), 2 bits of code are extracted from the LSBs of \(LM'_i\) and \(HM'_i\). The 1 bit code 1 is extracted considering the order of \(HM'_i\) and \(LM'_i\). The hidden bitmap is pushed to the ninth layer by using the XOR method, and 9 bits of code are extracted. Finally, 12 bits of code are extracted.
Step 4: If $T_2 < |HM_i' - LM_i'| \leq T_3$, consider the following. If $HM_i' > LM_i'$, 2 bits of code are extracted from the LSBs of $HM_i'$ and $LM_i'$. The 1 bit code 0 is extracted according to the order of $HM_i'$ and $LM_i'$. If $HM_i' < LM_i'$, 2 bits of code are extracted from the LSBs of $HM_i'$ and $LM_i'$. The 1 bit code 1 is extracted according to the order of $HM_i'$ and $LM_i'$. The hidden bitmap is pushed to the fifth layer by using the XOR method, and 5 bits of code are extracted. Finally, 8 bits of code are extracted.

Step 5: If $T_3 < |HM_i' - LM_i'|$, consider the following. If $HM_i' > LM_i'$, 5 bits of code are extracted according to $H_1$; If $HM_i' < LM_i'$, 5 bits of code are extracted according to $H_2$. Finally, 5 bits of code are extracted.

Step 6: The codes are extracted according to steps 2–5, forming the secret data $S$ in sequence.

Step 7: Steps 1–6 are repeated until the secret data of all blocks have been extracted.

4 Experimental Results

To demonstrate the superiority of the proposed method, we present a comparison between the proposed method and four other methods in this section, namely, the methods of Ou et al. [15], Kumar et al. [19], and Kumar et al. [20].

The objective measures are the human visual peak signal-to-noise ratio (HPSNR) and data capacity. We aim to demonstrate that the proposed method achieves a higher payload and superior image quality than the existing methods. Six standard eight-bit grayscale images sized $512 \times 512$, namely Lena, Plane, Baboon, Earth, Barbara, and Lake, were selected as the test images, as presented in Figs. 7a–7f, respectively. In the experiments, the secret data to be embedded were generated using a pseudo-random number generator with identical probabilities for bits “1” and “0”.

![Test images](image_url)

Figure 7: Test images: (a) Lena, (b) Plane, (c) Baboon, (d) Earth, (e) Barbara, and (f) Lake

The most essential consideration of this method is payload and whether the secret data will be discovered by others after encoding. Therefore, as the image quality evaluation parameter, we apply HPSNR, which integrates the characteristics of the HVS low-pass filter and the traditional PSNR. When the maximum grayscale value of the image is 255, the HPSNR can be expressed as follows:

$$HPSNR = \log \left( H \times L \times 255^2 / \left( \sum_{p,q} \sum_{x,y} q_{x,y} \left( h_{i+x,j+y} - l_{i+x,j+y} \right)^2 \right) \right)^{10} \text{ (dB)}$$

(9)

where $(H,L)$ indicates the image size; $q$ indicates the HVS low-pass filter; and $h$ and $l$ indicate the pixel values of the input grayscale image and the resulting stego AMBTC image, respectively.
4.1 Performance Evaluation and Comparison

The four methods compared herein consider the difference $D$ of $HM - LM$ for determining the block classification. The methods proposed in [15,20] determine whether the block is smooth or complex by using one threshold. The method proposed in [19] determines whether a block is smooth, semi-complex, or complex by using two thresholds. The proposed method determines whether a block is smooth, semi-smooth, semi-complex, or complex by using three thresholds. Thus, we can visualize the advantages and disadvantages of each method. To enable a fair comparison, $T_1$, $T_2$, and $T_3$ were set to 10, 15, and 20, respectively. The effects of different thresholds are discussed in Section 4.2. However, we selected the same parameter settings to the greatest extent possible to ensure fair comparison among the schemes considered.

Fig. 8 displays the results of the performance comparison in terms of two aspects: capacity and HPSNR. Figs. 8a and 8b present the comparison results for capacity and the corresponding image quality, respectively. The proposed method outperformed the other methods in both capacity and image quality (Fig. 8). The experimental results obtained using the six test images fully validated the effectiveness of the proposed method.

Figure 8: Comparisons among methods in terms of (a) Capacity; and (b) HPSNR by using six images

With respect to image quality, the proposed method achieved the highest quality indicator values among all methods, as shown in Fig. 8b. In the method proposed in [15], the complex block only used the interchange of $HM$ and $LM$ to hide one bit. Although the smooth block hid random secret data that were not related to the image content itself, it reduced distortion by recalculating $HM$ and $LM$. In the method proposed in [20], the complex block was reversible; therefore, we compared the image after the complex block was reconstructed. The HPSNR was almost identical to that achieved using the method proposed in [15]. In the proposed method, although the capacity was the highest, the HPSNR did not decrease. Our data hiding scheme is XOR selective. After the secret data are processed with the XOR algorithm, the proposed method calculates the MSE of all candidate blocks, compares the values with those of the original grayscale image, and selects the closest one to replace. The method can ensure that the image has less distortion during the encoding process. Fig. 9 shows the output stego images using the proposed method.

For further comparison, Tab. 1 presents the results of different threshold values obtained for the Barbara image. The smooth block of [15] corresponds to the smooth and semi-smooth blocks of the proposed method. By contrast, we apply the proposed XOR hiding method in the semi-smooth block to reduce the four-bit payload for ensuring the desired image quality. Compared to the complex blocks of [15], we consider the semi-complex blocks to increase the seven-bit payload in the proposed method. Finally, we employ the method proposed in [18] to increase the four-bit payload compared to the complex part of [15]. The greatest advantage of using the proposed four types of blocks is the fact
that it facilitates the use of the most appropriate method for each block to increase the payload while reducing image distortion.

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{stego_images.png}
\caption{Output stego images using the proposed method with thresholds ($T_1 = 5$, $T_2 = 10$, and $T_3 = 15$). (a) Payload = 225,328 bits; HPSNR = 53.0014 dB; (b) Payload = 223,127 bits; HPSNR = 53.4571 dB; (c) Payload = 131,530 bits; HPSNR = 52.9358 dB; (d) Payload = 192,620 bits; HPSNR = 53.7469 dB; (e) Payload = 189,117 bits; HPSNR = 54.2312 dB; (f) Payload = 192,691 bits; HPSNR = 53.1261 dB}
\end{figure}

\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & & & & \multicolumn{3}{c|}{Propose method} \\
 & & & & Smooth & Complex & Complex \\
\hline
\hline
Threshold & Smooth & Complex & Smooth & Semi-smooth & Semi-complex & Complex \\
\hline
$T_1 = 5$ & 40416 & 13858 & 4760 & 26952 & 17056 & 58630 \\
$T_1 = 10$ & 74528 & 11726 & 42942 & 25584 & 11664 & 51340 \\
$T_1 = 15$ & 97856 & 10268 & 79186 & 17496 & 9760 & 45240 \\
$T_1 = 20$ & 117376 & 9048 & 103972 & 14640 & 9072 & 39570 \\
$T_1 = 25$ & 139840 & 7914 & 124712 & 13608 & 8504 & 34255 \\
\hline
\end{tabular}
\caption{Comparison of payload between Ou and Sun’s method [15] and the proposed method using the Barbara test image}
\end{table}

4.2 Performance of the Proposed Algorithm in Terms of the Influence of Threshold

To compare the use of different threshold values, we compared the proposed method with four other methods. Figs. 10a–10f present the payload and HPSNR obtained using the six images, respectively. In Fig. 10, we define five groups of thresholds. Specifically, $T_1$ is set to 5, 10, 15, 20, and 25, respectively. Compared with $T_1$, $T_2$ is increased by five and $T_3$ is increased by 10. For example, in the case of the first group, $T_1 = 5$, $T_2 = 10$, and $T_3 = 15$. The proposed method achieves both the highest capacity and the most favorable image quality at different threshold values.

With respect to the influence of $T_1$, because it is used to select smooth blocks, in Fig. 10, a larger $T_1$ leads to more smooth blocks and a higher payload. For images with a large number of complex blocks (e.g., Barbara, Earth, and Lake), as the threshold increases, although the HPSNR gradually decreases, the reduction is not as considerable as that in the other methods because the proposed method can select the data closest to the original grayscale image from a large amount of data to replace. This phenomenon is most obvious in the case of images with numerous complex blocks.
Figure 10: Comparison of HPSNR vs. payload between the methods proposed in [15,19,20] and the proposed method. (a) Lena, (b) Plane, (c) Baboon, (d) Earth, (e) Barbara, and (f) Lake

In smooth blocks, because the difference between $HM$ and $LM$ is not substantial, even if the bitmap is directly replaced, the image quality will not be notably affected. By contrast, in complex blocks, because the difference between $HM$ and $LM$ is large, if the bitmap is modified, it will have a substantial effect on image quality. The method proposed in [15] uses the interchange of $HM$ and $LM$ to hide information in the complex block, which does not affect the complex block. The method proposed in [15] ensures that the complex block is reversible, meaning that the effect on the complex block is almost identical to that of the method proposed in [20]. The proposed method uses the
XOR operation to concurrently hide the secret data and reduce image distortion. Subsequently, it employs DBS technology for adjusting image quality. Therefore, compared with the smooth block, the reduction of image distortion is obvious for complex blocks. Consider the example of the Baboon image, which has the most complex blocks. Even if the HPSNR decreases slightly as the threshold increases, the result remains considerably superior to those obtained using the other four methods. Thus, the superiority of the proposed method can be confirmed.

Fig. 11 presents an example for visual comparison, in which the bottom left corner is an enlargement of part of the image, used for the perceptual demonstration of image quality. In Fig. 11, we can see the black line near middle of an enlarged view in the Baboon image. The line is only slightly blurred compared with that in the original image. If we do not compare it with the original Baboon image, it is difficult to identify what has been modified. The other four methods led to slight discontinuities at the edge of the image, making it easier to observe that the image has been modified. Therefore, the proposed method is superior to the other four methods in security.

![Figure 11: Results of visual comparison using the test image Baboon ($T_1 = 25$, $T_2 = 30$, and $T_3 = 35$). (a) Original grayscale image. (b) AMBTC image. (c) Result of [15]. (d) Result of [19]. (e) Result of [20]. (f) Result of the proposed method](image)

5 Conclusions

In this paper, we propose an irreversible data hiding method for AMBTC-compressed images. This method divides blocks into four types, and thus we can select different appropriate data embedding methods according to the characteristics of each block type. Moreover, this work employs DBS to reduce image distortion. The experimental results indicate that the proposed method yields higher
image quality and hiding capacity compared to the methods that use threshold classification. In summary, the advantages of the proposed method are as follows:

1. Compared with the traditional block classification (i.e., two types: smooth and complex), the proposed method defines four block types, and designs different data hiding methods accordingly to increase the hiding capacity.
2. By means of the XOR operation, the secret data are hidden in the bit relationships of the bitmap instead of directly replacing the bitmap, thereby increasing the security level of encryption.
3. In the proposed selective XOR hiding scheme, multiple candidate bitmaps are considered at the same time, which can prevent the severe image distortion during the data hiding process.
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