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Abstract. Local diffusion coefficients in disordered systems such as spin glass systems and living cells are highly heterogeneous and may change over time. Such a time-dependent and spatially heterogeneous environment results in irreproducibility of single-particle-tracking measurements. Irreproducibility of time-averaged observables has been theoretically studied in the context of weak ergodicity breaking in stochastic processes. Here, we provide rigorous descriptions of equilibrium and non-equilibrium diffusion processes for the annealed transit time model, which is a heterogeneous diffusion model in living cells. We give analytical solutions for the mean square displacement (MSD) and the relative standard deviation of the time-averaged MSD for equilibrium and non-equilibrium situations. We find that the time-averaged MSD grows linearly with time and that the time-averaged diffusion coefficients are intrinsically random (irreproducible) even in the long-time measurements in non-equilibrium situations. Furthermore, the distribution of the time-averaged diffusion coefficients converges to a universal distribution in the sense that it does not depend on initial conditions. Our findings pave the way for a theoretical understanding of distributional behavior of the time-averaged diffusion coefficients in disordered systems.

Keywords: diffusion, stochastic particle dynamics, exact results
Distributional behavior of diffusion coefficients obtained by single trajectories in annealed transit time model

Contents

1. Introduction 2
2. Model 4
3. Recurrence time distributions 5
4. General framework 6
5. Equilibrium and non-equilibrium processes 8
   5.1. Normal diffusion and fluctuation of the time-averaged MSD in equilibrium processes 8
   5.2. Anomalous diffusion, aging, and distributional reproducibility in non-equilibrium processes 9
6. Discussion 13
   Acknowledgments 13
   Appendix. nth moment of $Z(t)$ 13
   References 14

1. Introduction

Transferring biological molecules in living cells plays a key role in biochemical interactions, transmembrane signalings, and efficient reactions. In single-particle tracking (SPT), the motion of proteins or lipids is tracked to determine directly the diffusivity and to understand the biological role of diffusivity. Therefore, it is expected that SPT experiments will provide new insight into molecular transport in living cells. In fact, many SPT experiments reveal anomalous dynamics such as subdiffusion, aging, fluctuating diffusivity, and heterogeneous environments in living cells [1–6].

Mean square displacement (MSD) is the most popular observable for characterizing the diffusivity of particles. There are two different averaging procedures for calculating the MSD. One is the ensemble average, and the other is the time average. The time-averaged MSD is defined as

$$\overline{\delta^2(\Delta; t)} \equiv \frac{1}{t-\Delta} \int_{0}^{t-\Delta} dt' [r(t' + \Delta) - r(t')]^2,$$

(1)

where $r(t')$ is the position of a particle at time $t'$ tracked by the SPT experiments, $\Delta$ is the lag time, and $t$ is the total measurement time. In stationary stochastic processes, the ensemble-averaged MSD and the time-averaged MSD are equivalent with the aid of the law of large numbers if the ensemble is equilibrium one. This equivalence is one of the properties of ergodicity. While ergodicity is a concept in dynamical systems, an observable in a stochastic system is called ergodic if the time averages of the observable for different realizations converge uniquely to the ensemble average in equilibrium.
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This property ensures the reproducibility of measurements in experiments [7]: long SPT measurements give the same result under the same experimental setup. However, it was reported in SPT experiments in living cells that this reproducibility breaks down [2–4, 6, 8, 9], where the time-averaged MSD for a fixed $\Delta$ does not converge to a constant but fluctuates randomly across in realizations (random diffusion coefficient). Further, other experiments also reveal that time averages of observables such as occupation time and intensity of fluorescence fail to converge to a constant in some non-equilibrium systems [10–12]. While there are several distributional limit theorems related to distributional behaviors of time averages in probability theory [13–15], little is known about the relationship between the stochastic models used in probability theory and the systems in experiments. Therefore, a theoretical foundation of irreproducibility is an important and challenging problem in statistical physics.

Ergodicity gives a mathematical guarantee that time averages are equal to the ensemble average, i.e., it ensures reproducibility [16]. Mathematically, infinite ergodic theory generalizes the concept of ergodicity, and states that time-averaged observables remain random even in the long-time limit [17, 18]. Thus, it is expected that infinite ergodic theory will play a fundamental role in understanding random transport coefficients observed in SPT trajectories [19–21]. However, ergodicity in stochastic processes has been studied in a different way. If there is a highly stuck region in phase space, a particle cannot explore the whole phase space due to the trapping in the stuck region. Such a situation is called weak ergodicity breaking [22]. When a system shows weak ergodicity breaking, a time-averaged observable does not converge to a constant even when the measurement time goes to infinity [23–25]. Such a distributional behavior of time-averaged observables can be observed in homogeneous systems. In one-dimensional random walk, the time-averaged occupation time that a random walker resides in positive region does not converge to a constant but converges in distribution, known as the arcsine law [26]. In general, some time-averaged observables in an environment may not converge to constants but converge in distribution. Thus, such a time-averaged observable is not reproducible but the distribution is universal in the sense that it does not depend on initial ensembles. We call this situation distributional reproducibility. In stochastic models of anomalous diffusion, several distributional limit theorems for random diffusion coefficients have been studied to elucidate irreproducibility [23–25, 27–29]. However, there are experimental results which cannot be explained by such stochastic models [6]. The goal of this paper is to fill the gap between experimentally observed irreproducibility and distributional limit theorems in theoretical models.

To consider the irreproducibility of the time-averaged MSD in diffusion in living cells, we investigate the annealed transit time model (ATTM) [30], which has been shown to describe heterogeneous diffusion in living cells [6]. The authors of [30] show anomalous diffusion and aging of the time-averaged MSD. However, the distributional behavior of the time-averaged MSD remains an open problem. Moreover, the exact descriptions of the governing equations for the propagator have not been obtained so far. In this paper, we describe the equations rigorously and solve them analytically. Within this model, we show that the time-averaged MSD remains random even in the long measurement times, i.e. the diffusion coefficients are irreproducible but have distributional reproducibility.
2. Model

In living cells, diffusivity strongly depends on space as well as time, that is, it is heterogeneous diffusion. One of the simplest models describing such a heterogeneous diffusion process is the Langevin equation with fluctuating diffusivity [31, 32],

$$\frac{dr(t)}{dt} = \sqrt{2D(t)} \mathbf{w}(t),$$

(2)

where \( r(t) \) is the \( n \)-dimensional position of a particle at time \( t \), and \( \mathbf{w}(t) \) is \( n \)-dimensional white Gaussian noise with \( \langle \mathbf{w}(t) \rangle = 0 \) and \( \langle \mathbf{w}_i(t) \mathbf{w}_j(t') \rangle = \delta_{ij} \delta(t - t') \), and \( D(t) \) is the instantaneous diffusion coefficient at time \( t \). In this paper we assume that \( D(t) \) is a stochastic process and independent of \( \mathbf{w}(t) \) and \( r(t) \). Such a fluctuating diffusivity results from a fluctuating medium driven by fluctuations of friction or temperature [33–35], diffusion in two-layer medium [36, 37], or fluctuations of a diffusing particle’s shape. In [32, 38], dichotomous processes are used for \( D(t) \) to investigate effects of the underlying stochastic process \( D(t) \) on physical features of the time-averaged MSD.

To consider heterogeneous diffusion in living cells, we have to model the stochastic process of \( D(t) \). In a previous study, the ATTM was proposed for modeling heterogeneous diffusion in living cells, where the instantaneous diffusion coefficient \( D(t) \) is constant for a random sojourn time and the constant depends on the sojourn time [30]. In quenched heterogeneous environments, local diffusivity depends on a position of a particle. Thus, sojourn times with constant diffusivity, \( D(t) = \text{constant} \), corresponds to those in regions with constant diffusivities. Since \( D(t) \) is independent of \( r(t) \), the ATTM is an annealed model of diffusion in quenched heterogeneous environments. When we consider quenched environment with heterogeneous local diffusivities, sojourn times in slow and high diffusive regions will imply long and short sojourn times, respectively. Thus, it is physically natural to assume that the sojourn time is inversely coupled to the diffusion coefficient. Moreover, it is important to consider the annealed model like equation (2) because the annealed framework enables us to treat analytical calculations, heterogeneous environments in cells may not provide quenched environments, and the annealed model is considered to be a good approximation for the quenched model. In this paper, we consider an annealed model (ATTM) and assume that the diffusion coefficient is coupled to the sojourn time, i.e. \( D_t = \tau^{\alpha - 1} \) \( (0 < \alpha < 1) \) as in [30], where \( D_t \) is the diffusion coefficient when the sojourn time is given by \( \tau \). In other words, the instantaneous diffusion coefficient at time \( t \) is given by \( D(t) = D_{\tau_t} \), where \( \tau_t \) is the sojourn time at time \( t \) (see figure 1). We note that \( D(t) \) does not depend on a position of a particle in the ATTM. When the probability density function (PDF) \( \rho(\tau) \) of the sojourn time follows a power-law with no finite mean (\( \alpha < 1 \)):

$$\rho(\tau) \sim \frac{c}{\Gamma(-\alpha)} \tau^{-1-\alpha} \ (\tau \to \infty),$$

(3)

where \( c \) is a scale parameter, the process is regarded as a non-equilibrium process. A power-law sojourn-time distribution is observed in super-cooled liquids [39] and can be derived with \( \alpha = 0.5 \) in the context of the first passage time. The mean sojourn time diverges for \( \alpha \leq 1 \), which means that there is no finite characteristic time in the process. In other words, this process is an intrinsic non-equilibrium process.
3. Recurrence time distributions

Here we provide several recurrence time distributions studied in renewal theory [40, 41]. As shown in figure 1, the underlying diffusion process at time $t=0$, $D(0)$, is determined by the first sojourn time $\tau_0$ and not by the forward recurrence time $\tau_f$. Thus, statistical properties of the first sojourn time $\tau_0$ contribute to those of $D(0)$, e.g., $\langle D(0)^2 \rangle$. To describe the exact equations for the propagator in the equilibrium situation, one must consider recurrence time distributions. By the same technique in [41], the Laplace transform of the joint PDF $f(\tau_0, \tau_f^t; t)$ of the sojourn time at time $t$, $\tau_0 \equiv \tau_{N_0}$, and the forward recurrence time at time $t$, $\tau_f^t \equiv t_{N_t+1} - t$, is given by

$$\hat{f}(k, u; s) = \int_0^\infty \int_0^\infty \int_0^\infty d\tau_0 d\tau_f^t dte^{-k\tau_0}e^{-ut}e^{-st}f(\tau_0, \tau_f^t; t)$$

$$= \sum_{n=0}^{\infty} \left\{ e^{-k\tau_{n+1} - ut_{n+1}} \int_{t_n}^{t_{n+1}} dte^{-(s-u)t} \right\} = \frac{\hat{\rho}(k + s) - \hat{\rho}(k + u)}{u - s} \frac{1}{1 - \hat{\rho}(s)},$$

(4)

where $N_t$ is the number of changes of states until time $t$, $t_k$ is the time when the $k$th change of states occurs, and $\hat{\rho}(s)$ is the Laplace transform of $\rho(\tau)$. In equilibrium process, the system started at $t = -\infty$, and we start to observe from $t = 0$ [40]. Thus, we have the double Laplace transform of the joint PDF $f_{eq}(\tau_0, \tau_f^t)$ of $\tau_0$ and $\tau_f^t$ in equilibrium process:

$$\hat{f}_{eq}(k, u) = \lim_{s \to 0} \hat{f}(k, u; s) = \frac{\hat{\rho}(k) - \hat{\rho}(k + u)}{\langle \tau \rangle u},$$

(5)

where $\langle \tau \rangle \equiv \int_0^\infty \rho(\tau)d\tau$ is the mean sojourn time. The inverse Laplace transform with respect to $k$ and $u$ yields

$$f_{eq}(\tau_0, \tau_f^t) = \frac{\rho(\tau_0)\theta(\tau_0 - \tau_f^t)}{\langle \tau \rangle},$$

(6)
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where \( \theta(t) = 1 \) if \( t > 0 \) and \( \theta(t) = 0 \) otherwise. Integrating equation (6) with respect to \( \tau_f^0 \) yields the PDF \( \rho_{eq}(\tau_0) \) of the sojourn times at \( t = 0 \) in equilibrium (\( \tau_0 \) for \( t \rightarrow \infty \)):

\[
\rho_{eq}(\tau_0) = \int_0^\infty f_{eq}(\tau_0, \tau_f) d\tau_f = \frac{\pi_0(\tau_0)}{\langle \tau \rangle}.
\] (7)

The mean and the second moments of the initial diffusion coefficient \( D(0) \) in equilibrium can be calculated as \( \langle D(0) \rangle_{eq} = \int_0^\infty d\tau_0 D_0 \rho_{eq}(\tau_0) \) and \( \langle D(0)^2 \rangle_{eq} = \int_0^\infty d\tau_0 D_0^2 \rho_{eq}(\tau_0) \), and are assumed to be finite in equilibrium processes.

4. General framework

Let \( P(r, t) \) be the PDF of the position \( r = (r_1, \ldots, r_n) \) at time \( t \) and \( Q(r, t) \) be the PDF of the position \( r \) conditioned that the state of \( D(t) \) changes at exactly time \( t \). We assume that \( P(r, 0) = \delta(r) \). Hence, the PDFs satisfy the following generalized renewal equations:

\[
Q(r, t) = \int_{-\infty}^\infty dr'_1 \cdots \int_{-\infty}^\infty dr'_n \int_0^t dt' \psi(r', t') Q(r - r', t - t') + \psi_0(r, t),
\] (8)

\[
P(r, t; \tau) = \int_0^t dt' \Psi(r', t' \tau) Q(r - r', t - t') + \Psi_0(r, t; \tau),
\] (9)

where \( P(r, t; \tau) \) is the PDF \( P(r, t) \) conditioned that the sojourn at \( t, \tau \), is given by \( \tau \), \( \psi(r, t) \) is the joint PDF of the displacement \( r \) and the sojourn time \( t \), \( \psi_0(r, t) \) is the joint PDF of the displacement \( r \) and the first sojourn time \( t \), and there is no renewal during \( t \), \( \Psi(r, t; \tau) \) is the joint PDF of the displacement \( r \), the time elapsed \( t \) from \( t_0 \), and the last sojourn time (the sojourn time at \( t \) \( \tau \), \( \Psi_0(r, t; \tau) \) is the joint PDF of the displacement \( r \) and the time elapsed \( t \), and the sojourn time \( \tau \), and there is no renewal during \( t \). Finally, the PDF \( P(r, t) \) is obtained as

\[
P(r, t) = \int_0^\infty d\tau P(r, t; \tau).
\] (10)

In ATTM, the joint PDF \( \psi(r, t) \) is given by \( \psi(r, t) = \phi(r, t) \rho(t) \), where \( \phi(r, t) \) is a Gaussian propagator with diffusion coefficient \( D_t = t^{\sigma - 1} \):

\[
\phi(r, t) = \frac{1}{2 \sqrt{\pi D_t}} \exp \left( \frac{-r^2}{4nD_t} \right).
\] (11)

Moreover, the joint PDF \( \Psi(r, t; \tau) \) is given by \( \Psi(r, t; \tau) = \rho(\tau) \phi(r, t; \tau) \theta(\tau - t) \), where \( \phi(r, t; \tau) \) is a Gaussian propagator with diffusion coefficient \( D_r = \tau^{\sigma - 1} \):

\[
\phi(r, t; \tau) = \frac{1}{2 \sqrt{\pi D_r}} \exp \left( \frac{-r^2}{4nD_r} \right).
\] (12)

and the joint PDF \( \Psi_0(r, t; \tau) \) is given by \( \Psi_0(r, t; \tau) = \phi(r, t; \tau) \int_0^\tau f_{eq}(\tau, \tau_f) d\tau_f \). By the Fourier–Laplace transform, we have from equations (8) and (9)
\[
\hat{P}(k, s) = \frac{1 + \hat{\psi}_0(k, s)}{1 - \hat{\psi}_0(k, s)} \int_0^\infty d\tau \hat{\Psi}(k, s; \tau) + \int_0^\infty d\tau \hat{\Psi}_0(k, s; \tau).
\]

(13)

This is the exact representation of the Fourier–Laplace transform of the propagator, which is a generalization of the random walk framework [42–46].

Next, we derive moments of the time-averaged MSD. For \(\Delta \ll t\), we approximate the time-averaged MSD as

\[
\overline{\delta^2(\Delta; t)} \approx \frac{2n}{t} \left( D_n(\tau_f^0) \tau_f^0 + \sum_{i=2}^{N} D_n(\tau_i) \tau_i + (t - t_N) D_{\tau_{N+1}}(\tau_{N+1}) \right) \Delta,
\]

(14)

where \(N_i\) is the number of changes of states until time \(t\), \(\tau_i\) is the \(i\)th sojourn time, \(t_i \equiv \tau_f^0 + \tau_1 + \cdots + \tau_i\), and \(D_n(\tau)\) with \(\tau \leq \tau_i\) is the time-averaged MSD divided by \(2n\Delta\) (the time-averaged diffusion coefficient) in \([t_{i-1}, t_{i-1} + \tau]\):

\[
D_n(\tau) \equiv \int_{t_{i-1}}^{t_{i-1} + \tau} \{r(t' + \Delta) - r(t')\}^2 \, dr'/(2n\tau\Delta).
\]

Further, we use the following approximation:

\[
\overline{\delta^2(\Delta; t)} \approx \frac{2n\Delta}{t} Z(t) \quad (t \to \infty),
\]

(15)

where we define \(Z(t)\) as

\[
Z(t) \equiv D_n(\tau_f^0) + \sum_{i=2}^{N} D_n(\tau_i) + D_{\tau_{N+1}}(t - t_N)
\]

(16)

for \(N_i \geq 2\), \(Z(t) \equiv D_n(\tau_f^0) + D_n(t - t_i)\) for \(N_i = 1\), and \(Z(t) \equiv D_n t\) for \(N_i = 0\). This approximation is considered to be valid in the asymptotic limit of \(t\) because long sojourn times \(\tau_i\) strongly contribute to the asymptotic behavior of \(\overline{\delta^2(\Delta; t)}\) and a deviation of \(D_n(\tau_i)\) from \(D_0\) is independent of \(i\). Moreover, fluctuations of \(D_n(\tau_i)\) become small when \(\tau_i\) is large. We confirmed equation (15) numerically (not shown). In particular, when the diffusivity is two-state, equation (15) is exact in the asymptotic limit [32]. Let \(P_D(z, t)\) be the PDF of \(Z(t)\) and \(Q_D(x, t)\) be the PDF of \(Z(t)\) in the case that a renewal occurs at exactly time \(t\). We can write the generalized renewal equation for \(Z(t)\):

\[
Q_D(z, t) = \int_0^z dz' \int_0^t dt' \psi_D(z', t') Q_D(z - z', t - t') + \psi_D^0(z, t),
\]

(17)

\[
P_D(z, t; \tau) = \int_0^t dt' \Psi_D(z', t'; \tau) Q_D(z - z', t - t') + \Psi_D^0(z, t; \tau),
\]

(18)

where \(\psi_D(z, t)\) is the joint PDF of \(Z(t)\) and the time elapsed \(t\), i.e. \(\psi_D(z, t) = \rho(t) \delta(z - t')\), \(\psi_D^0(z, t)\) is the joint PDF of \(Z(t)\) and the first renewal at \(t\), \(\Psi_D(z, t; \tau)\) is the joint PDF of the displacement \(Z\), the time elapsed \(t\), and the last sojourn time given by \(\tau\), i.e. \(\Psi_D(z, t; \tau) = \rho(\tau) \delta(z - \tau^{a-1} t') \theta(\tau - t)\), and \(\Psi_D^0(z, t; \tau)\) is the joint PDF of the displacement \(Z\), the time elapsed \(t\), and the last sojourn time \(\tau\). Finally, \(P_D(z, t)\) can be obtained:

\[
P_D(z, t) = \int_0^\infty d\tau P_D(z, t; \tau).
\]

(19)
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By the double Laplace transform, we have
\[
\hat{P}_D(k, s) = \frac{\hat{\psi}_D^0(k, s) \int_0^\infty \hat{\Psi}_D(k, s; \tau) d\tau}{1 - \hat{\psi}_D(k, s)} + \int_0^\infty \hat{\Psi}_D(k, s; \tau) d\tau.
\] (20)

5. Equilibrium and non-equilibrium processes

5.1. Normal diffusion and fluctuation of the time-averaged MSD in equilibrium processes

In equilibrium processes, the PDFs related to the first recurrence times are given by
\[
\psi_0(r, t) = \int_0^\infty d\tau f_{eq}(\tau) \phi(r, t; \tau) \text{ and } \Psi_0(r, t; \tau) = \phi(r, t; \tau) \int_0^\infty d\tau' f_{eq}(\tau, \tau') \text{.}
\]
Substituting these into equation (13), we obtain the Laplace transform of the MSD:
\[
\langle r(s)^2 \rangle_{eq} = \sum_{n=1}^\infty \frac{\partial^2 \hat{P}}{\partial k^2}
\bigg|_{k=0} = \frac{2n}{s^2} \int_0^\infty d\tau \rho(\tau) D_\tau \text{.}
\]
It follows that the MSD grows linearly with time in equilibrium processes:
\[
\langle r(t)^2 \rangle_{eq} = 2n(D(0))_{eq} t.
\] (21)

Moreover, the PDFs related to the first recurrence times in \(Z(t)\) are given by
\[
\psi_D^0(z, t) = \int_0^\infty d\tau f_{eq}(\tau) \delta(z - \tau^{\sigma^{-1}} - 1) \text{ and } \Psi_D^0(z, t; \tau) = \int_0^\infty d\tau' f_{eq}(\tau, \tau') \delta(z - \tau^{\sigma^{-1}} - 1) \theta(\tau - t) \text{.}
\]
The Laplace transform of \(\langle Z(t) \rangle\), denoted by \(\langle \hat{Z}(s) \rangle\), is given by
\[
\hat{Z}(s) = -\frac{\partial \hat{P}_D(k, s)}{\partial k}
\bigg|_{k=0} = \int_0^\infty d\tau \rho(\tau) \tau^{-\sigma} \text{.}
\]
The inverse Laplace transform reads \(\langle Z(t) \rangle_{eq} = \langle D(0) \rangle_{eq} t\). Hence, \(\langle \delta^2(\Delta; t) \rangle_{eq} = 2n(D(0))_{eq} \Delta\). To characterize the irreproducibility of the time-averaged MSD, we calculate the relative standard deviation (RSD) studied in several diffusion processes [24, 47, 48]:
\[
\Sigma(t; \Delta) = \sqrt{\frac{\langle \delta^2(\Delta; t) - \langle \delta^2(\Delta; t) \rangle \rangle^2}{\langle \delta^2(\Delta; t) \rangle}}.
\] (22)
If the time-averaged MSD is reproducible, then the RSD approaches zero as the measurement time \(t\) goes to infinity. It is important to note the RSD extracts a characteristic time of the system even when the time-averaged MSD is reproducible [37, 49, 50]. In particular, as will be shown below, a crossover time in the RSD is related to a characteristic time of fluctuating diffusivity if the instantaneous diffusivity changes over time. Obtaining the Laplace transform of \(\langle Z^2(t) \rangle\) and inverting it, we have the asymptotic behavior of the squared RSD:
\[
\Sigma^2(t; \Delta) \sim \frac{1}{t} \left( \frac{\langle \tau^2 \rangle - 2 \int_0^\infty d\tau \rho(\tau) \tau^{\sigma+1} + \langle \tau \rangle \int_0^\infty d\tau \rho(\tau) \tau^{2\sigma}}{\int_0^\infty d\tau \rho(\tau) \tau^{\sigma}} \right)^2 (t \to \infty).
\] (23)
When $\rho(\tau)$ is the exponential distribution, the asymptotic behavior of the squared RSD decays as

$$\Sigma^2(t; \Delta) \sim \frac{\langle \tau \rangle}{t} \left( \frac{\Gamma(2\sigma + 1)}{\Gamma(\sigma + 1)^2} - 2\sigma \right) \quad (t \to \infty). \tag{24}$$

Thus, the RSD becomes zero when the measurement time goes to infinity. In other words, the time-averaged MSD is reproducible in the long-time measurements. On the other hand, for measurement times that are small compared with the characteristic time $\tau_c$, the RSD does not decay:

$$\Sigma(t; \Delta) \approx \sqrt{\frac{\langle (D(0)^2)_{\text{eq}} - \langle D(0) \rangle_{\text{eq}}^2 \rangle_{\text{eq}}}{\langle D(0) \rangle_{\text{eq}}}} = \sqrt{\frac{\Gamma(2\sigma)}{\Gamma(1 + \sigma)^2} - 1} \quad (t \ll \tau_c). \tag{25}$$

Thus, there is a transition from constant RSD (irreproducible) to reproducible behavior, and the crossover time is related to a characteristic time like the mean sojourn time (see figure 2). The crossover time provides useful information on a characteristic time of fluctuating diffusivity, which cannot be obtained by ordinary MSD analysis such as the ensemble-averaged MSD or the ensemble average of the time-averaged MSD because these MSDs increase linear with time (there is no crossover in the MSDs in the equilibrium initial ensemble).

### 5.2. Anomalous diffusion, aging, and distributional reproducibility in non-equilibrium processes

Here, we assume that the PDF of the sojourn time follows a power-law distribution $\rho(\tau)$ with exponent $\alpha < 1$. Because there is no equilibrium distribution for the forward recurrence time, this stochastic process is an intrinsic non-equilibrium process. If $\sigma > \alpha$, we note that the average of $2nD_t t$ with respect to the sojourn time $t$, i.e., the MSD during times when the state does not change, diverges because $\langle D_t t \rangle \equiv \int_0^\infty dt \rho(t) D_t t = \infty$. 

Figure 2. Relative standard deviation of the time-averaged MSD as a function of the measurement time ($\sigma = 0.8$). We used exponential distributions with different relaxation times for the sojourn time distribution. The lines represent the theory, i.e., equations (24) and (25), while symbols show the results of numerical simulations.
We consider a non-equilibrium situation in which the first renewal occurs at time $t = 0$, which is called ordinary renewal process \[40\]. In this case, the generalized renewal equation is given by setting $\psi_0(r, t) = 0$ and $\Psi_0(r, t; \tau) = 0$ in equations (8) and (9). Using the Laplace analysis as in the equilibrium case, we have the asymptotic behavior of $\langle r(t)^2 \rangle$ for $t \to \infty$:

$$
\langle r(t)^2 \rangle \sim \begin{cases} 
\frac{2n\Gamma(\sigma - \alpha)}{|\Gamma(-\alpha)|} \frac{t^\sigma}{(1 + \alpha - \sigma) \Gamma(1 + \sigma)} & (\sigma > \alpha), \\
\frac{2n}{|\Gamma(-\alpha)| \Gamma(1 + \alpha)} t^\alpha \ln t & (\sigma = \alpha), \\
\frac{2n\langle D_t \rangle}{c \Gamma(1 + \alpha)} t^\alpha & (\sigma < \alpha).
\end{cases}
$$

(26)

Our theory provides the exact form of the MSD in the asymptotic limit, which matches perfectly with the results of numerical simulations without fitting the parameters (see figure 3). The exponent of subdiffusion is the same as that previously obtained \[30\] (note that our notations can be transformed as $\alpha = \tilde{\sigma}/\tilde{\gamma}$ and $\sigma = 1 - 1/\tilde{\gamma}$, where $\tilde{\sigma}$ and $\tilde{\gamma}$ are exponents in the PDF of diffusion coefficients and related to a coupling between the diffusion coefficient and the sojourn time, respectively).

Next, we derive the ensemble average of the time-averaged MSD. The generalized renewal equation for $Z(t)$ is given by setting $\psi_D^0(z, t) = \delta(z)\delta(t)$ and $\Psi_D^0(z, t; \tau) = 0$ in equations (17) and (18). Using the Laplace analysis on $P_D(z, t)$ as in the equilibrium case and using the relation $\langle \Delta^2(\Delta; t) \rangle \sim 2n\Delta(Z(t))/t$, we have

![Figure 3. Mean square displacements for different $\sigma$ ($\alpha = 0.5$ and $n = 1$). The lines represent the theory (26), while the symbols show the results of numerical simulations. Note that there are no fitting parameters.](image-url)
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Figure 4. Ensemble average of the time-averaged MSD as a function of the measurement time $t$ for different $\sigma$ ($\alpha = 0.5$ and $n = 1$). The lines represent the theory (27), while the symbols show the results of numerical simulations. Note that there are no fitting parameters.

$$\langle \delta^2(\Delta; t) \rangle \sim \begin{cases} \frac{2n\Delta \Gamma(\sigma - \alpha)}{|\Gamma(-\alpha)|(1 + \alpha - \sigma)\Gamma(1 + \sigma)} t^{\sigma-1} & (\sigma > \alpha), \\ \frac{2n\Delta}{|\Gamma(-\alpha)|\Gamma(1 + \alpha)} t^{\alpha-1} \ln \left(1 + \frac{1}{t^{\alpha}}\right) & (\sigma = \alpha), \\ \frac{2n\Delta(D_t t)}{c\Gamma(1 + \alpha)} t^{\alpha-1} & (\sigma < \alpha). \end{cases}$$

Therefore, the ensemble average of the time-averaged MSD shows aging: $\langle \delta^2(\Delta; t) \rangle \to 0$ ($t \to \infty$). Figure 4 shows that this aging behavior is clearly described by equation (27). This exact form in the asymptotic limit has also been obtained for the first time.

Moreover, we obtain the second moment of $Z(t)$ (see appendix):

$$\langle \hat{Z}(t)^2 \rangle \sim \begin{cases} \left(\frac{2\Gamma(2\sigma - \alpha)}{|\Gamma(-\alpha)|(2 + \alpha - 2\sigma)} + \frac{2\Gamma(\sigma - \alpha)^2}{|\Gamma(-\alpha)|^2(1 + \alpha - \sigma)}\right) \frac{t^{2\sigma}}{\Gamma(1 + 2\sigma)} & (\sigma > \alpha), \\ \frac{2}{|\Gamma(-\alpha)|^2 \Gamma(2\alpha + 1)} \left(t^{\alpha} \ln t\right)^2 & (\sigma = \alpha), \\ \frac{2(D_t t)^2}{c^2} \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} & (\sigma \leq \alpha). \end{cases}$$

It follows that the RSD is given by
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\[
\Sigma^2(t; \Delta) \sim \begin{cases} 
\frac{2(1+\alpha-\sigma)\Gamma(1+\sigma)^2}{\Gamma(1+2\sigma)} \left( \frac{(1+\alpha-\sigma)\Gamma(2\sigma-\sigma)\Gamma(-\alpha)}{(2+\alpha-2\sigma)\Gamma(\sigma-\alpha)^2} + 1 \right) - 1 & (\sigma > \alpha), \\
\frac{2\Gamma(1+\alpha)^2}{\Gamma(2\alpha+1)} - 1 & (\sigma \leq \alpha),
\end{cases}
\] (29)

in the asymptotic limit of \( t \to \infty \). Therefore, the RSD does not decay even in the long-time limit of the measurement time. The theory of the RSD has been confirmed in numerical simulations (see figure 5). This is a direct evidence of the distributional reproducibility of the time-averaged MSD. We note that the value of the RSD for \( \sigma \leq \alpha \) is the same as that in a continuous-time random walk [24].

Furthermore, we can show that all of the higher moments are given by

\[
\langle \hat{Z}(t)^k \rangle \sim \begin{cases} 
M_k(\alpha, \sigma) \frac{t^{k(1-\sigma)}}{\Gamma(-\alpha)\Gamma(k+1-k\sigma)} & (\sigma > \alpha), \\
k! \langle D_t \rangle^k \frac{t^{k\alpha}}{\Gamma(k\alpha+1)} & (\sigma \leq \alpha),
\end{cases}
\] (30)

where the coefficient \( M_k(\alpha, \sigma) \) is given in Appendix A. Because \( \hat{Z}(t)/t \) is the time-averaged diffusion coefficient, the distribution of the normalized time-averaged diffusion coefficient, \( \overline{\hat{D}}_t \equiv \overline{\hat{D}}(\Delta; t)/\langle \overline{\hat{D}}(\Delta; t) \rangle \sim \hat{Z}(t)/\hat{Z}(t) \), does not converge to a delta function like ergodic observables but converge to a broad distribution. Moreover, the distribution of time-averaged diffusion coefficients obtained from single trajectories is universal in the sense that it does not depend on the initial conditions nor noise histories. Therefore, time-averaged diffusion coefficient has a distributional reproducibility in the ATTM when the exponent \( \alpha \) is less than one.

Figure 5. Relative standard deviation of the time-averaged MSD as a function of \( \alpha \) \((\sigma = 0.25, 0.5, \text{and } 0.75)\). In numerical simulations, we use \( \Delta = 0.1 \) for calculating the RSD. The dashed lines represent the theory described by equation (29), while the symbols show the results of numerical simulations.

\[\text{Figure 5. Relative standard deviation of the time-averaged MSD as a function of } \alpha \text{ (} \sigma = 0.25, 0.5, \text{and } 0.75) \text{. In numerical simulations, we use } \Delta = 0.1 \text{ for calculating the RSD. The dashed lines represent the theory described by equation (29), while the symbols show the results of numerical simulations.} \]
6. Discussion

We have described rigorous equations for the propagator, equations (8) and (9), and the time-averaged MSD, equations (17) and (18), in ATTM. By solving these equations, we have obtained exact solutions for the MSD and the moments of the time-averaged MSD. In equilibrium processes, we found a transition from irreproducible to reproducible behavior in the time-averaged MSD and extracted a characteristic time of the underlying system by the crossover time in the fluctuations of the time-averaged MSD, i.e. RSD. Furthermore, the RSD does not decay at all in non-equilibrium processes. More precisely, the time-averaged MSDis remain random even in the long-time limit of the measurement time and the distribution converges to a non-trivial distribution, which is universal in the sense that the shape of the distribution does not depend on the initial ensemble. Thus, we have provided theoretical evidence for distributional reproducibility of the time-averaged MSD in heterogeneous environments. Distributional behaviors for the time-averaged MSD obtained here are closely related to the distributional limit theorem of a non-integrable observation function in infinite ergodic theory [51]. This is because the moments obtained here are similar to those in [51]. In other words, the distribution looks the same in shape.

A quenched model, called the quenched radius model (QRM), was also considered in [30]. By analogy to the relationship between the quenched trap model and the annealed model (continuous-time random walk) [27, 29, 52, 53], we conjecture that the exponent of the MSD as well as the moments of the time-averaged MSD in QRM will be the same as those in ATTM when the dimension is greater than two. However, it should be noted that the MSD and the moments of the time-averaged MSD differ when the dimension is less than two. In fact, the subdiffusive exponent in the QRM is given by $2\alpha/(1 + \alpha)$ in the one-dimensional case when the second moment of patch size does not diverge [30]. Thus, the ergodic properties for one-dimensional QRM will be different from those for ATTM, which is still an interesting open problem.
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Appendix. $n$th moment of $Z(t)$

The $n$th derivative of $\hat{P}(k, s)$ satisfies the following recursion relation:

$$\hat{P}_D^{(n)}(k, s) = \frac{1}{1 - \psi_D(k, s)} \left[ \sum_{i=1}^{n-1} c_{n,i} \hat{P}_D^{(i)}(k, s) \psi_D^{(n-i)}(k, s) + \hat{P}_D(k, s) \psi_D^{(n)}(k, s) \right] + \int_0^\infty d\tau \rho(\tau) \psi_D^{(n)}(k, s; \tau), \quad (A.1)$$

where $c_{n,i} = c_{n-1,i} + c_{n-1,i-1}$ ($i = 2, \ldots, n-2$) and $c_{n,n-1} = c_{n,1} = n$. Here, we assume that
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\[
P_D^{(i)}(0, s) \sim (-1)^{n_i} \frac{M_\alpha(\sigma)}{|\Gamma(-\alpha)|} \frac{1}{s^{1+\sigma}}. \tag{A.2}
\]

It follows that

\[
\hat{P}^{(n)}(0, s) = \left[ \sum_{i=1}^{n-1} c_{n,i}(-1)^{n_i} M_\alpha(\sigma) \frac{\Gamma((n-i)\sigma - \alpha)}{|\Gamma(-\alpha)|} + \frac{n}{n + \alpha - n\sigma} \frac{\Gamma(n\sigma - \alpha)}{|\Gamma(-\alpha)|s^{1+\sigma}} \right] \frac{1}{|\Gamma(-\alpha)|}. \tag{A.3}
\]

Therefore,

\[
M_\alpha(\sigma) = (-1)^{n_i} \sum_{i=1}^{n-1} c_{n,i} M_\alpha(\sigma) \frac{\Gamma((n-i)\sigma - \alpha)}{|\Gamma(-\alpha)|} + \frac{n}{n + \alpha - n\sigma} \frac{\Gamma(n\sigma - \alpha)}{|\Gamma(-\alpha)|}. \tag{A.4}
\]
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