Band Structure Extraction at Hybrid Narrow-Gap Semiconductor–Metal Interfaces

Sergej Schuwalow,* Niels B. M. Schröter, Jan Gukelberger, Candice Thomas, Vladimir Strocov, John Gamble, Alla Chikina, Marco Caputo, Jonas Krieger, Geoffrey C. Gardner, Matthias Troyer, Gabriel Aeppli, Michael J. Manfra, and Peter Krogstrup*

The design of epitaxial semiconductor–superconductor and semiconductor–metal quantum devices requires a detailed understanding of the interfacial electronic band structure. However, the band alignment of buried interfaces is difficult to predict theoretically and to measure experimentally. This work presents a procedure that allows to reliably determine critical parameters for engineering quantum devices; band offset, band bending profile, and number of occupied quantum well subbands of interfacial accumulation layers at semiconductor-metal interfaces. Soft X-ray angle-resolved photoemission is used to directly measure the quantum well states as well as valence bands and core levels for the InAs(100)/Al interface, an important platform for Majorana-zero-mode based topological qubits, and demonstrate that the fabrication process strongly influences the band offset, which in turn controls the topological phase diagrams. Since the method is transferable to other narrow gap semiconductors, it can be used more generally for engineering semiconductor–metal and semiconductor–superconductor interfaces in gate-tunable superconducting devices.

Semiconductor-metal (SM) interfaces play a central role in modern electronic devices. Since the 1960s, efforts were made to obtain reliable predictions for their key electronic parameter, the band alignment, from charge neutrality points of metal-induced gap states (MIGS),[1,2] defect levels,[3] or interfacereactions.[4] Databases with material parameters specifying bulk properties of semiconductors and metals have existed in literature for decades. However, databases for interfaces are missing, partly because of the preparation-dependent interface chemistry and partly because of limited characterization options. Here, we describe a new method to reliably determine key electronic parameters of narrow gap SM interfaces.

In this work, we use angle-resolved photoelectron spectroscopy (ARPES), photon energy dependent core-level spectroscopy, and self-consistent electronic structure...
calculations to determine the band alignment of InAs(100)/Al epitaxial interfaces, which have recently gained interest for their potential in topological quantum computing.[5–9] We demonstrate, given a measurement of the band offset at the InAs(100)/vacuum interface, how core-level measurements can be used to analyze the band alignment and offset of buried SM interfaces based on the InAs substrate. Since the band offset is one of the most important parameters for the simulation of topological phase diagrams of Majorana-zero-modes in semiconductor nanowires,[10,11] this method will become a crucial tool for the targeted design of topological quantum bit devices. Since the band offset is one of the most important parameters for the simulation of topological phase diagrams of Majorana-zero-modes in semiconductor nanowires,[10,11] this method will become a crucial tool for the targeted design of topological quantum bit devices. We further discuss how this method is transferable to other important narrow gap SM interfaces, such as those based on InSb. Note that we perform the spectroscopic measurements at a temperature of T~15K, above the superconducting transition temperature of aluminium. However, because the band offset is identical for the superconducting and normal state, this means that our results are transferable to devices operated at lower temperatures.

There are two generic scenarios for band bending at interfaces: In the simplest case, the Fermi-level is pinned in the semiconductor band gap where low temperatures and in the absence of doping lead to a negligible band bending due to lack of free carriers. If, however, the Fermi-level at the interface is pinned outside the gap, band bending is formed due to accumulation of carriers (either holes or electrons depending on the sign of the band offset).

Figure 1 exemplifies this for the InSb(110) and InAs(100) interfaces, respectively, as characterized by soft X-ray angle-resolved photoemission spectroscopy (SX-ARPES). The Fermi-level of the InSb(110) surface is pinned in the gap (Figure 1a). The valence band structure consists of the heavy-hole (HH), light-hole (LH), and split-off (SO) bands. Emergent 2DEG states are highlighted. For InAs(100), the Fermi-level is pinned above the conduction band minimum (CBM) and strong band bending (Figure 1b). Emergent 2DEG states are highlighted. The three fitting steps are highlighted in red. We emphasize that only core level data is needed for the investigation of the buried hybrid interfaces.
In contrast, the pristine InAs(100) surface (Figure 1b) is known to exhibit a downward band bending toward the surface. The Fermi-level is pinned in the conduction band and the resulting quantum well contains a 2D electron gas (2DEG) confined to the surface. The quantum well states are visible just below the Fermi-level (at k=0) where $i$ is the subband number. $\Phi$ denotes the conduction band offset. Because of the additional energy increase due to confinement the bottom of the lowest quantum well, subband $\epsilon_1$ is not equal to the band offset $\Phi$.

The usual approach to extract band offsets from photoemission spectra is to either measure the distance of the VBM to the Fermi-level (which also gives the conduction band offset by adding the band gap energy), or to measure the binding energy of a core level (CL) if its energetic separation to the VBM is known. The VBM is determined using the intersection between the linear fit of the background in the band gap and the extrapolation of the valence band leading edge. However, comparison between the band offset determined by this approach and a direct measurement of the quantum well state subband occupation and energies have generally shown poor agreement and suggests systematic errors in this method. Such errors can have various origins: Even for flat bands, accurate determination of the VBM is not straightforward, especially in the case of narrow band gap semiconductors, because the background in the gap can be nonlinear due to band broadening. In systems with band bending, the confining potential at the interface affects all photoemission spectra, both valence band and core levels, through asymmetric broadening and shifting of peak positions, especially in materials with narrow and deep quantum wells. Deconvolution methods for these band-bending modulated photoemission spectra were developed in the past using analytical potential shapes or interface models. However, the typically large number of fitting parameters in such models often make this deconvolution procedure an ill-posed mathematical problem. Additionally, band bending can be challenging to disentangle from other sources of line broadening, such as lifetime effects, instrumental resolution, and chemical shifts. Despite these challenges, core-level spectroscopy of buried interfaces remains attractive due to the large photoemission cross-section of core-levels, which remain the only accessible spectroscopic features in the case of thick overlayers.

Here, we outline a new approach that avoids many of the systematic errors that we have mentioned above. It consists of two parts (see Figure 1c): 1) determination of an accurate value of the characteristic bulk energy difference between a CL and the CBM of the semiconductor $\Delta_{CL}$, and 2) CL measurements of the semiconductor at the buried interface. The procedure involves three steps which are described in detail in Supporting Information A. 

We assume that all energy levels are uniformly affected by the potential profile, and the energy difference $\Delta_{CL}$ is a property of the bulk material. Note that accurate values for $\Delta_{CL}$ are typically not available in literature. We determine $\Delta_{CL}$ by measuring conduction band spectra and CL spectra from the bare semiconductor, along with self-consistent simulation of the corresponding band bending profiles. We use the Schrödinger–Poisson (S-P) approach in this work; however, more involved approaches such as the k·p formalism (or many-body methods) can also be used. It is well known from the literature that the S-P approach is well suited to describe the relationship between band bending and quantum-well subbands both in classical semiconductor devices, such as field-effect transistors, as well as topological materials, such as topological insulators. Additionally, the S-P approach is less computationally expensive than calculations based on density functional theory, which would require large supercells to accommodate band bending over large length scales. Moreover, such ab initio methods would also require knowledge about the details of interface reconstructions and interface chemistry which may be difficult to obtain experimentally. We note that additional emerging states associated with the interface (e.g., trivial or topological) will affect the interface density of states (DOS). Consequently, it will change the Fermi level pinning of the conduction band and cause a shift in the core-level positions due to the change in the electrostatic potential. Thus, once $\Delta_{CL}$ is known, only CL spectra are necessary for the determination of interface parameters. Here, we apply the method to planar InAs(100)/Al samples, where $\Delta_{CL}$ is extracted from a InAs(100)/vacuum interface. The result of the fitting of the ARPS data in the vicinity of the $\Gamma$ point (see Supporting Information A) is shown in Figure 2. The two dashed blue lines in Figure 2a represent the quantum well subband dispersions, obtained from a fit of the data highlighted with a white rectangle. The corresponding energy distribution curve (EDC) for k = 0 is shown in Figure 2b. Finite instrument resolution is
explicitly included in the fitting, and the proximity to the Fermi level is responsible for a shift in the perceived subband peak energy \( \epsilon_{i,2} \), as shown in Figure 2c. (More details about the fitting procedure are given in Supporting Information B.) From the fitting of the subbands via a Schrödinger–Poisson calculation, we obtain a band offset of \( \Phi_{\text{InAs}(100)} = -0.20 \pm 0.01 \text{ eV} \), with the subband energies \( \epsilon_1 = -0.097 \pm 0.003 \text{ eV} \) and \( \epsilon_2 = -0.006 \pm 0.003 \text{ eV} \), respectively. Note that here we decided to only fit the data close to the \( \Gamma \) point at \( k_x = 0 \). This approach does not require to make any assumptions about the functional form of the band dispersion (which would require to introduce additional fitting parameters for the in-plane effective mass and non-parabolicity parameters), but is sufficient to extract the subband energies of the quantum well states, which are the only quantities needed to determine the band offset.

The corresponding core level data are in Figure 3. They are recorded at the same sample position as the angle resolved spectra using a photon energy range of 350–1050 eV (Figure 3a). The ratio of bulk to surface contribution varies with photon energy because of the energy-dependent escape depth of the emitted electrons. This allows us to separate the surface and bulk contributions of the core levels, and to capture the trend of the band bending. Any well-defined core-level can be chosen for this procedure depending on the material—here, we use the In4d core level. Figure 3a shows the core level data set for the InAs(100)/vacuum interface. The shape of the In4d level in InAs has been subject to discussions in the literature in the past. It is known that the spectral line consists of two distinct components, each exhibiting a two-peak shape caused by the spin–orbit interaction; a main component originating from the bulk and a smaller contribution stemming from the surface layer of the material, which is shifted in energy due to the different local environment and bond formation. The bulk-like component contains information about the band bending profile. The core level profiles in the entire energy range are simultaneously fitted using the potential profile obtained from the Schrödinger–Poisson simulation of the quantum well subbands, assuming a rigid energy shift (Supporting Information D). The plausible basis for this assumption is that the built-in field is simultaneously affecting all states of the spectrum. From the fitting, we obtain \( \Delta_{C,L} = -17.22 \pm 0.015 \text{ eV} \) for the InAs In4d core level.

After extracting \( \Delta_{C,L} \) from the InAs(100)/vacuum interface, we can use this information to characterize the InAs(100)/Al heterostructure. Figure 3b shows the change in the In4d line shape upon Al deposition. The most immediate effect is the emergence of a distinct three-peak structure, with the additional component now located at lower binding energies than the bulk feature. Analysis of the relative intensity modulation between the surface and bulk components (Supporting Information C) reveals that this low-energy component can be attributed to traces of metallic In located on top of the deposited Al layer. This behavior is consistent with the relative weakness of In-Al bonds, and the system minimizing energy by removing In from the surface in favor of As-Al bond formation. InAl, to our knowledge, is not known to form any stochiometric compound, and the strongly different sizes of the atoms involved seem to result in a migration of excess In to the upper layers of the deposited Al thin film, similar to what has been previously observed for InSb/Al. To investigate the influence of the fabrication process on the band alignment in InAs(100)/Al, we compare three different samples, a pristine InAs surface (Sample A) analyzed in Figure 2 that was prepared by decapping a protective amorphous overlayer, a separate sample where Al layers of varying thickness were deposited onto the freshly decapped InAs substrate directly inside the ARPES preparation chamber (Sample B, clean surface, and with \( \approx 2 \)–3 nm Al), and an MBE-grown InAs/Al layer (Sample C, \( \approx 1.5 \) nm Al). Since we know \( \Delta_{C,L,\text{InAs}} \) for InAs and use physically self-consistent profiles obtained by the SP approach, the fitting of the InAs(100)/Al core levels becomes a well-defined mathematical problem with a single band parameter, the interface band offset \( \Phi_{\text{InAs}} \).
Table 1. Overview of subband energies $\epsilon_{1,2}$ and band offset parameters $\Phi$ for the investigated heterostructures, along with their $1\sigma$ errors.

| Material          | Sample | $\epsilon_{1}/\epsilon_{2}$ (eV) | $\Phi$ (eV) |
|-------------------|--------|----------------------------------|-------------|
| InAs              | A      | $-0.097/0.006(\pm0.003)$         | $-0.20\pm0.01$ |
| InAs              | B      | $-0.099/0.011(\pm0.007)$         | $-0.21\pm0.02$ |
| InAs/Al ($\approx 2$ nm) | B      | $-0.147/0.049(\pm0.009)$         | $-0.34\pm0.02$ |
| InAs/Al ($\approx 3$ nm) | B      | $-0.144/0.047(\pm0.009)$         | $-0.33\pm0.02$ |
| InAs/Al (MBE) ($\approx 1.5$ nm) | C      | $-0.170/0.065(\pm0.01)$         | $-0.39\pm0.02$ |

Both the reference InAs fit and the results of the core level fitting procedure for the subsequent samples are shown in Figure 3c, along with their confidence regions. The majority of the error stems from the range of band offsets which produce a reasonable fit of the two confined states during the initial CB fitting of the reference sample. The pristine InAs surface demonstrates a downward band-bending of approx. 0.2 eV, in line with the band bending strength suggested (but not observed in the CL data) by King et al.\(^{[11]}\) For the buried InAs/Al interface, the model clearly demonstrates a further increase of the band offset by approx. 0.1–0.2 eV. Note that the in situ MBE-deposited Al film (C), which is known\(^{[38]}\) to produce very clean epitaxial interfaces, shows a comparatively stronger effect of Al deposition than the film deposited inside the ARPES chamber (B), which could be a consequence of higher substrate and interface quality. We do not detect a difference in the measured band bending profile between the 2 and 3 nm Al deposition in the ARPES chamber outside of our error margins. For a comparison, the dashed lines show the calculated band bending profiles for a semi-infinite InAs slab instead of a 20 nm thick substrate used in the experiment. Note that the band offset of InAs(100)/Al is a local property of the interface and thus unaffected by the presence or absence of the GaSb substrate. The results are summarized in Table 1.

To validate the aforementioned procedure, we perform a direct SX-ARPES measurement of the MBE-grown InAs(100)/Al sample (Sample C) on which the Al overlayer is thin enough to still allow access to the quantum well states (Figure 4a). To compensate for the attenuation by the Al layer the measurement is performed at a higher photon energy $h\nu=1045$ eV, which results in an increased electron mean free path at the cost of reduced energy resolution. In Figure 4b, we zoom in on the conduction band QW states. The overlaid blue dashed lines are the QW states obtained independently by the core level fitting and self-consistent SP approach. A comparison between these and a direct fit of the EDC, for the $k=0$ bin, is displayed in Figure 4c. The core level fitting procedure predicts the energy levels of the first and second QW state as $\epsilon_{1,CL} = -0.17 \pm 0.01$ eV and $\epsilon_{2,CL} = -0.065 \pm 0.01$ eV. These results are in good agreement with values obtained from a direct fitting ARPES data ($\epsilon_{1,direct} = -0.166 \pm 0.02$ eV and $\epsilon_{2,direct} = -0.063 \pm 0.02$ eV), even though the resolution of the quantum well states is low. The obtained band offsets of $\Phi_{1,CL} = -0.39 \pm 0.02$ eV, and $\Phi_{2,direct} = -0.38 \pm 0.04$ eV, respectively, confirm that the accuracy of the method is comparable with the accuracy obtained by direct fitting of the CB states (when accessible). We emphasize that the method described here only requires a sequence of core level measurements of the buried interface system. Given the high intensity of core-level photoemission, we expect that an accurate determination of band offsets in buried interfaces under up to 6–8 nm of metallic overlayers should be possible when using soft X-ray photons. There are two main reasons for the increased accuracy of the procedure presented here compared to previously employed methods that we have discussed above: first, the choice of a good reference system for the determination of $\Delta_{CL}$ and the use of self-consistent
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SP potentials in conjunction with $\Delta_{\text{CL}}$ for the core level fitting. We suggest the conduction band states of an electron accumulation layer as the reference system because of their clear signature suitable for fitting and their well-defined relation to the shape of the confining potential. In this case, it is convenient that an accumulation layer occurs naturally in the InAs(100) surface. If the bare surface does not have an accumulation layer, like in the case of InSb, it may be induced intentionally by surface doping as shown in refs. [39–41] for InAs and in ref. [42] in the case of InSb. Second, the use of self-consistent SP potentials throughout the fitting procedure guarantees a physically sound relationship between band offset $\Phi$ and the band bending profile that enters the core level model (Supporting Information D). Because of this, the core line shape and the core level binding energy are no longer independent fitting parameters up to a fixed energy difference which is a material property of the bulk system ($\Delta_{\text{CL}}$). This presents a very strong fitting constraint. If $\Delta_{\text{CL}}$ is known, the offset $\Phi$ can be determined accurately, and vice versa.

In summary, the method described in this work can serve as a general approach to extract reliable values for: a) the characteristic bulk energy separation between conduction band and core level $\Delta_{\text{CL}}$, and b) the band offsets $\Phi$, the key parameter of SM interfaces in general, and a critical parameter for engineering hybrid quantum devices. While the direct measurements of the interface QWS subbands was used in this work as a verification of the core level fitting result (Figure 4), this step is not required. The core lines typically provide orders of magnitude higher photoemission signal as compared to conduction or valence band photoemission, which drastically reduces the acquisition times and/or lowers requirements as to overlayer thickness and surface quality. It further removes the need for angular resolution, thus increasing accessibility. The method can be transferred to all narrow gap semiconductors where an accumulation layer can be induced, for example, by alkali metal dosing on InSb/vacuum surfaces. The concept of this approach can also be extended to semiconductor heterostructures and other buried interfaces, however, noting that modifications to the analysis protocol are likely needed. We believe that the combined advantages of this approach can strongly contribute to rapid development of novel material combinations for targeted heterostructure interface design.

Supporting Information
Supporting Information is available from the Wiley Online Library or from the author.

Acknowledgements
S.S. and N.B.M.S. contributed equally to this work. The authors would like to thank Roman Lutchyn, Georg Winkler, Jordi Abriol, Scott Chambers, and Karsten Flensberg for fruitful discussions. This work was supported by the Microsoft Station Q Program and by the European Research Commission, project HEMS-DAM No. 716655, starting grant under Horizon 2020. A.C. and M.C. were supported by the Swiss National Science Foundation under grant No. 200021/165529, and J.K. under grant No. 200021/165910.

Conflict of Interest
The authors declare no conflict of interest.

Keywords
angle-resolved photoelectron spectroscopy, Hybrid interfaces, Majorana zero modes, quantum devices, semiconductors, topological superconductors

Received: August 12, 2020
Revised: October 7, 2020
Published online: December 31, 2020

[1] J. Tersoff, Phys. Rev. Lett. 1984, 52, 465.
[2] V. Heine, Phys. Rev. 1965, 138, A1689.
[3] R. E. Allen, O. F. Sankey, J. D. Dow, Surf. Sci. 1986, 168, 376.
[4] J. L. Freeouf, J. M. Woodall, Appl. Phys. Lett. 1981, 39, 727.
[5] C. Nayak, S. H. Simon, A. Stern, M. Freedman, S. Das Sarma, Rev. Mod. Phys. 2008, 80, 1083.
[6] M. T. Deng, S. Vaitiekunas, E. B. Hansen, J. Danon, M. Leijnse, K. Flensberg, J. Nygard, P. Krogstrup, C. M. Marcus, Science 2016, 354, 1557.
[7] R. M. Lutchyn, Nat. Rev. Mater. 2018, 3, 52.
[8] S. Das Sarma, M. Freedman, C. Nayak, npj Quantum Inf. 2015, 1, 15001.
[9] F. Nichelle, A. C. C. Drachmann, A. M. Whiticar, E. C. T. O’Farrell, H. J. Suominen, A. Fornieri, T. Wang, G. C. Gardner, C. Thomas, A. T. Hatke, P. Krogstrup, M. J. Manfra, K. Flensberg, C. M. Marcus, Phys. Rev. Lett. 2017, 119, 136803.
[10] G. W. Winkler, A. E. Antipov, B. van Heck, A. A. Soluyanov, L. I. Glazman, M. Wimmer, R. M. Lutchyn, Phys. Rev. B 2019, 99, 245408.
[11] A. E. Antipov, A. Bargergos, G. W. Winkler, B. Bauer, E. Rossi, R. M. Lutchyn, Phys. Rev. X 2018, 8, 031041.
[12] P. D. C. King, T. D. Veal, P. H. Jefferson, C. F. McConville, H. Lu, W. J. Schaff, Phys. Rev. B 2007, 75, 113132.
[13] P. D. C. King, T. D. Veal, C. F. McConville, J. Zuniga-Perez, V. Munoz-Sanjose, M. Hopkinson, E. D. L. Rienks, M. Fuglsang Jensen, P. Hofmann, Phys. Rev. Lett. 2010, 104, 256803.
[14] L. J. Brillson, M. L. Slade, R. E. Vitturo, M. K. Kelly, N. Tache, G. Margaritondo, J. M. Woodall, P. D. Kirchner, G. D. Pettit, S. L. Wright, J. Vac. Sci. Technol. B 1986, 4, 919.
[15] W. Mönch, Electronic Properties of Semiconductor Interfaces, Springer-Verlag, Berlin–Heidelberg 2004.
[16] W. E. Spicer, P. W. Chye, P. R. Skeath, C. Z. Su, I. Lindau, J. Vac. Sci. Technol. 1979, 16, 1422.
[17] L. O. Olsson, C. B. M. Andersson, M. C. Haakansson, J. Kanski, L. Ilver, U. O. Karlsson, Phys. Rev. Lett. 1996, 76, 19.
[18] L. F. J. Piper, T. D. Veal, M. J. Lowe, C. F. McConville, Phys. Rev. B 2006, 73, 195321.
[19] W. Eberhardt, G. Kalkoffen, C. Kunz, D. Aspnes, M. Cardona, Phys. Status Solidi B 1978, 88, 135.
[20] S. J. Eglish, M. Williams, P. Mahowald, N. Newman, I. Lindau, W. Spicer, J. Vac. Sci. Technol., B: Microelectron. Process. Phenom. 1984, 2, 481.
[21] F. Himpsel, G. Hollinger, R. Pollak, Phys. Rev. B 1983, 28, 7014.
[22] S. A. Chambers, T. Droubay, T. C. Kaspar, M. Gutowski, J. Vac. Sci. Technol. B 2004, 22, 2205.
[23] L. Bailey, T. Veal, P. King, C. McConville, J. Pereiro, J. Grandal, M. Sánchez-García, E. Muñoz, E. Calleja, J. Appl. Phys. 2008, 104, 113716.
[24] K. Kakushima, K. Okamoto, K. Tachi, J. Song, S. Sato, T. Kawanago, K. Tsutsui, N. Sugii, P. Ahmet, T. Hattori, H. Iwai, J. Appl. Phys. 2008, 104, 104908.
[25] C. E. ViolBarbosa, C. Shekhar, B. Yan, S. Ouardi, I. Ekenaga, G. H. Fecher, C. Felser, Phys. Rev. B 2013, 88, 195128.
[26] H. Tanaka, I. Satoh, T. Kanki, E. Ikenaga, M. Kobata, J. J. Kim, S. Ueda, K. Kobayashi, Appl. Phys. Lett. 2011, 98, 133505.
[27] D. Wippler, R. G. Wilks, B. E. Pieters, S. J. van Albada, D. Gerlach, J. Huepkes, M. Baer, U. Rau, Appl. Mater. Interfaces 2016, 8, 17685.
[28] M. Minohara, K. Horiba, H. Kumigashira, E. Ikenaga, M. Oshima, Phys. Rev. B 2012, 85, 165108.
[29] Y. Du, P. V. Sushko, S. R. Spurgeon, M. E. Bowden, J. M. Ablett, T. L. Lee, N. F. Quackenbush, J. C. Woicik, S. A. Chambers, Phys. Rev. Mat. 2018, 2, 094602.
[30] E. Sokolowski, C. Nordling, K. Siegbahn, Phys. Rev. 1958, 110, 776.
[31] M. Newville, T. Stensitzki, D. B. Allen, A. Ingargiola, Lmfit: Non-linear least-square minimization and curve-fitting for python, https://doi.org/10.5281/zenodo.11813. Accessed July 15, 2020.
[32] A. Trellakis, A. T. Galick, A. Pacelli, U. Ravaiolli, J. Appl. Phys. 1997, 81, 7880.
[33] H. Morkoç, A. D. Carlo, R. Cingoliani, Solid-State Electronics 2002, 46, 157.
[34] M. Bianchi, D. Guan, S. Bao, J. Mi, B. B. Iversen, P. D. C. King, P. Hofmann, Nat. Comm. 2010, 1, 128.
[35] L. O. Olsson, L. Ilver, J. Kanski, P. O. Nilsson, C. B. M. Andersson, U. O. Karlsson, M. C. Hakansson, Phys. Rev. B 1996, 53, 4734.
[36] R. Sporken, P. Xhonneux, R. Caudano, J. P. Delrue, Surf. Sci. 1988, 193, 47.
[37] F. Boscherini, Y. Shapira, C. Capassio, C. Aldao, M. del Giudice, J. H. Weaver, Phys. Rev. B 1987, 35, 9580.
[38] P. Krogstrup, N. L. B. Ziino, W. Chang, S. M. Albrecht, M. H. Madsen, E. Johnson, J. Nygard, C. M. Marcus, T. S. Jespersen, Nat. Mater. 2015, 14, 400.
[39] M. Morgenstern, M. Getzlaff, D. Haude, R. Wiesendanger, R. L. Johnson, Phys. Rev. B 2000, 61, 13805.
[40] M. Getzlaff, M. Morgenstern, C. Meyer, R. Brochier, R. L. Johnson, R. Wiesendanger, Phys. Rev. B 2001, 63, 205305.
[41] M. Morgenstern, J. Wiebe, A. Wachowiak, M. Getzlaff, J. Klijin, L. Plucinski, R. L. Johnson, R. Wiesendanger, Phys. Rev. B 2002, 65, 155325.
[42] M. G. Bettì, R. Biagi, U. del Pennino, C. Mariani, M. Pedio, Phys. Rev. B 1996, 53, 13605.