Curvature control of the superconducting proximity effect in diffusive ferromagnetic nanowires
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Coupling a conventional s-wave superconductor to a ferromagnet allows, via the proximity effect, to generate superconducting triplet correlations. This feature can be employed to achieve a superconducting triplet spin-valve effect in superconductor-ferromagnet (SF) hybrid structures, for example by switching the magnetizations of the ferromagnets between parallel and antiparallel configurations in F1SF2 and SF1F2 trilayers, or in SF bilayers with both Rashba and Dresselhaus SOC. It was recently reported that geometric curvature can control the generation of long ranged triplets. We use this property to show that the superconducting critical temperature of an SF hybrid nanowire can be tuned by varying the curvature of the ferromagnetic side alone, with no need of another ferromagnet or SOC. We show that the variation of the critical temperature as a function of the curvature can be exploited to obtain a robust, curvature-controlled, superconducting triplet spin-valve effect. Furthermore, we perform an analysis with the inclusion of spin-orbit coupling and explain how it modifies the spin-valve effect both quantitatively and qualitatively.

I. INTRODUCTION

In recent years, progress in the fabrication of nanostructures with curved geometries have opened new perspectives regarding their properties and applications. From etching [1, 2] and compressive buckling [3], to electron beam lithography [4–6], two-photon lithography [7, 8], and glancing angle deposition [9], to cite just some, the possibilities for the realization of different structures and shapes in up to three dimensions are manifold. In particular, the application of geometrical curvature to magnetic nanoarchitectures is seeing a rising interest, with the growing research area of curvilinear magnetism aiming to explain and characterize curvature-induced effects [10–12].

Micromagnetic studies show that geometric curvature in magnetic materials induces two main effects, an anisotropy term and a chiral or extrinsic Dzyaloshinskii-Moriya interaction (DMI) [13], source of an effective magnetic field [14] and many other peculiar features. The curvature-induced DMI causes, for instance, the appearance of chiral and topological spin textures of the effective magnetization in toroidal nanomagnets [15, 16], bent nanotubes [17, 18], curved surfaces [19], nanohelices [20, 21] and spherical shells [14, 22, 23].

The effects of geometric curvature in nanostructures have been extensively studied in the ballistic framework. In these systems curvature has two main consequences: the appearance of a quantum geometric potential causing interesting phenomena at the nanoscale [24–27] and of a strain field producing a curvature-induced Rashba-type spin-orbit coupling (SOC) [28–30]. Theoretical studies have focused on new properties appearing in semiconductors [31–34] as well as in superconductors [35–37]. For instance, it was shown that geometric curvature can promote topological edge states in bent quantum wire with Rashba SOC [32] and topological superconductivity in curved 2D topological insulators [37].

Interestingly, it has been demonstrated that Rashba spin-orbit coupling in magnetic structure leads to DMI and magnetic anisotropy [38–40], highlighting the close relationship between the curvature-induced DMI and anisotropy term obtained in the micromagnetic framework, and the curvature-induced Rashba SOC from ballistic studies.

The fact that geometric curvature has non-trivial consequences on nanostructures suggests that the inclusion of geometrically curved materials, and in particular magnetic materials, could provide new prospects for the modeling of spintronic devices, as we already showed for a superconductor/ferromagnet/superconductor (SFS) Josephson Junction in our previous work [41].

In the field of superconducting spintronics [42, 43], hybrid structures of superconductors and ferromagnets play a crucial role, since at the SF interface the properties of one material can leak into the other due to the proximity effect [44–46]. Thus, the combination of magnetism with superconductivity allows all the operations typical of conventional spintronics with the advantage of no heat loss by virtue of the dissipationless currents provided by superconductors. Superconducting s-wave correlations in diffusive heterostructures typically penetrate only a short distance into a ferromagnet, proportional to $\sqrt{D_F/h}$, where $D_F$ is the diffusion constant and $h$ the magnitude of the exchange field of the ferromagnet. Extensive experimental and theoretical studies have been performed in order to achieve conversion of spin-singlet correlations into the so-called long-range triplet (LRT) correlations, penetrating for longer distances of order $\sqrt{D_F/T}$, where $T$ is the temperature. It has been shown that this conversion can be accomplished by means of magnetic inhomogeneities [47–49], spin-orbit coupling [50, 51] or geometric curvature [41] in the system.

The critical temperature $T_c$ of superconducting hybrid structures can be influenced and controlled through the magnetic properties of ferromagnets, allowing in some cases to realize so-called superconducting spin-valves. Such devices were proposed in the form of SF1F2 [52] and of F1SF2 [53, 54] structures: for both it was shown that the critical temperature of the system is sensitive to the relative orientation of the magnetizations of the two ferromagnets. Furthermore, exper-
iments studying CuNi/Nb/CuNi trilayers demonstrated that it is possible to control the critical temperature of the structure by switching between parallel and antiparallel orientation of the magnetization in the CuNi layers [55, 56]. Control of the critical temperature can not be achieved in an SF system with a single ferromagnet, since the critical temperature is not sensitive to the orientation of the magnetization of the single F layer. However, the presence of spin-orbit coupling changes this picture as was shown in Ref. [57] for an SF bilayer, where control of the critical temperature was provided by the presence of Rashba and Dresselhaus SOC in the ferromagnet. This was confirmed experimentally in a system were Nb was proximity coupled to an asymmetric Pt/Co/Pt trilayer [58].

In this work we show that geometric curvature alone allows for control of the superconducting critical temperature of an SF structure with a curved ferromagnet, thereby realizing a superconducting spin-valve effect. We also show that the inclusion of SOC can increase the magnitude of this effect. The article is organized as follows: in Section II we introduce the relevant Hamiltonian and treat it within a covariant formulation for the introduction of geometric curvature. In Section III we extend the formalism to the Usadel equation, focusing on a curved nanowire. We then present our numerical results in Section IV, followed by a discussion and summary in Section V.

II. HAMILTONIAN FOR CURVED SYSTEMS

We will start by considering the following Hamiltonian describing the motion of electrons in the presence of spin-orbit coupling:

$$ H = \frac{\hbar^2 k^2}{2m^*} - \hbar \alpha \cdot \mathbf{k} \frac{m^*}{m^*} $$

where $k = -i \nabla$, $m^*$ is the electron effective mass and $\alpha$ is the Pauli vector. The components of the vector $\alpha$ give the strength of the spin-orbit coupling due to asymmetric confinement in the different directions. In order to study how the Hamiltonian of Eq. (1) is modified when dealing with a curved system, in the following we will develop a covariant formulation.

A. Frenet-Serret frame

As a start, we parametrize the 3D space as $\mathbf{R}(s, n, b) = r(s) + n \mathbf{N}(s) + b \mathbf{B}(s)$. Here $r(s)$ is the parametrization of the curve in the plane of the curvature and $s, n, b$ are the arclength, normal and binormal coordinates respectively, as it can be seen in Fig. 1. The geometry of the space can therefore be determined from the set of three orthonormal unit vectors: $\mathbf{T}(s) = \partial_s r(s), \mathbf{N}(s) = \partial_s \mathbf{T}(s)/\kappa(s)$ and $\mathbf{B}(s) = \mathbf{T}(s) \times \mathbf{N}(s)$, representing the tangential, normal and binormal curvilinear directions respectively. Here, we have defined the curvature $\kappa(s) = |\partial_s \mathbf{T}(s)|$. These obey the following Frenet-Serret-type equation of motion:

$$ \left( \frac{\partial}{\partial s} \mathbf{T}(s) \right) = \left( \begin{array}{ccc} 0 & \kappa(s) & 0 \\ -\kappa(s) & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{c} \mathbf{T}(s) \\ \mathbf{N}(s) \\ \mathbf{B}(s) \end{array} \right) $$

With this, as shown in the Appendix, we obtain the following metric tensor:

$$ g_{\mu\nu} = \begin{pmatrix} \eta(s, n)^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} $$

where $\eta(s, n) = 1 - \kappa(s)n$.

B. Covariant formulation of Hamiltonian

In order to derive the correct form of the Usadel equation for a general curved manifold we rewrite the Hamiltonian of Eq. (1) in a general covariant form:

$$ H = -\frac{\hbar^2 G^\lambda\mu}{2m^*} D_\lambda D_\mu + \frac{i\hbar}{m^*} \frac{G^\lambda \mu}{\sqrt{G}} \alpha_\lambda \sigma_\mu D_\nu $$

where we used the Einstein summation rule, with the Greek indices running over the components $t, n, b$ in the covariant basis defined in the Appendix. The terms $G^\lambda \mu$ and $G$ are the inverse and the determinant of the metric tensor respectively, and $G^\lambda \mu$ is the Levi-Civita symbol.

The (space) covariant derivatives are defined through their action on any general covariant vector $v_\mu$ as $\nabla_\lambda v_\mu = \partial_\lambda v_\mu - \Gamma^\nu_{\lambda\mu} v_\nu$, with $\Gamma^\nu_{\lambda\mu}$ representing the Christoffel symbols:

$$ \Gamma^\nu_{\lambda\mu} = \frac{1}{2} G^\nu_{\lambda\tau} \left( \partial_\mu G_{\tau\lambda} + \partial_\lambda G_{\mu\tau} - \partial_\tau G_{\lambda\mu} \right) \tag{5} $$

To further simplify the derivation we exploit the last term in Eq. (4) to define a (contravariant) spin-orbit field as: $A^\tau = e^{\lambda\mu\nu} a_\tau a_\lambda \gamma_\mu \gamma_\nu / \sqrt{G} = g^{\mu\nu} A_\mu$.

With the assumption of weak spin-orbit coupling, the Hamiltonian of Eq. (4) can be written in a form manifestly showing a local SU(2) gauge invariance [60, 61]:

FIG. 1. The figure shows the local coordinate system of a curved material, illustrating the tangential, normal and binormal directions. The finite curvature $\kappa = 1/R_0$ leads to regions with both tensile ($n < 0$) and compressive ($n > 0$) strain in the material [29, 59].
\[ H = -\frac{\hbar^2 G^{\lambda\mu}}{2m^*} (D_{\lambda} - iA_{\lambda}) (D_{\mu} - iA_{\mu}). \]  

Therefore the SOC enters the Hamiltonian with the usual form of a $2\times2$ matrix-valued SU(2) vector field $[50, 51]$. The values of the components $A_{\mu}$ depend on the physical system at hand, e.g. the intrinsic types of SOC in the system. However, the strain arising when curving a material can lead to an additional SOC.

### C. Curvature-induced spin-orbit coupling

When a material with initially regular atomic lattice is induced to bend, the interatomic distances become non-uniform, leading to tensile and compressive strains in the material, see Fig. 1. The strain is directly related to the change in length of the different coordinate axes when deforming the line segment $[62]$, which for the tangential component (see Eq. (A.15a)) results in a strain $[29, 59, 63]$  

\[ \epsilon_{tt} = -\kappa(s)n. \]  

The deformation leads to an additional potential in the material, which for small strains is assumed to be linear in strain $[64, 65]$,  

\[ V = -\Lambda\kappa(s)n, \]  

where $\Lambda$ is the deformation potential constant. This approximation should be applicable when the thickness of the material is much smaller than the local radius of curvature. The potential in turn leads to an electric field (see Eq. (A.6))  

\[ E = -\nabla V = \frac{\Lambda n}{\eta(s,n)} [\partial_s \kappa(s)]\hat{N} + \Lambda\kappa(s)\hat{N}, \]  

which when averaged over a volume with infinitesimal thickness $ds$ in the tangential direction results in an electric field pointing along the normal direction $[29, 59]$,  

\[ \langle E \rangle = \Lambda\kappa(s)\hat{N}. \]  

In the rest frame of an electron moving with momentum $p$ this translates to a magnetic field $B \sim p \times E$ $[66]$ which couples to the electron’s spin via the Zeeman coupling, leading to an effective spin-orbit coupling  

\[ H_N = \frac{\alpha_N}{m^*} \hat{N} \cdot [\sigma \times p] \]  

due to the asymmetry in the normal direction. Here we have defined the curvature-dependent spin-orbit constant $\alpha_N = \hbar\Lambda g e|\kappa(s)/4m^*c^2|$ $[41]$, where $g$ is the $g$-factor, $e$ the electron mass, and $c$ is the speed of light.

### D. Effective Hamiltonian for a curved nanowire

In order to derive an effective Hamiltonian for a curved nanowire one can apply a thin-wall quantization procedure $[67, 68]$ to the Hamiltonian of Eq. (4), additionally taking into account the effect of the constraining potential in the normal and binormal directions. These allow us to expand the Hamiltonian in powers of $n$ and $b$, taking the zeroth order terms, and employ an adiabatic approximation to separate the relevant degree of freedom $s$. Considering curvature-induced and intrinsic spin-orbit interaction, $\alpha_N$ and $\alpha_B$ respectively, one gets $[29, 69]$:

\[ H = -\frac{\hbar^2}{2m^*}\partial_s^2 - \frac{\hbar^2}{8m^*}\kappa(s)^2 - \frac{i\hbar}{m^*}\alpha_N \sigma_B \partial_s + \frac{i\hbar}{m^*}\alpha_B \left( \sigma_N \partial_s - \frac{\kappa(s)}{2}\sigma_T \right). \]  

The second term is the quantum geometric potential, which is neglected in the following as it only leads to an overall energy shift. With the use of Eq. (2) it is possible to reorganize the terms in the second line of Eq. (12) and incorporate them in the following SU(2) spin-orbit field:

\[ A = (\alpha_N \sigma_B - \alpha_B \sigma_N, 0, 0), \]  

having a vector structure in the geometric space and a $2 \times 2$ matrix structure in spin space.

### III. USADEL EQUATION FOR CURVED NANOWIRES

In this work we will make use of Green’s functions in the diffusive limit and study the dynamics through the second order partial differential Usadel equation $[70]$. The Hamiltonian of Eq. (6) allows us to define the Usadel equation in a covariant form and, with the right boundary conditions, describe the diffusion of superconducting correlations in an SF hybrid structure with geometric curvature.

We restrict ourselves to the case of diffusive equilibrium, allowing us to consider just the retarded component $\hat{\gamma}_R$ of the quasiclassical Green’s function to describe the system $[71]$. The Usadel equation defined from the Hamiltonian of Eq. (6) reads:

\[ D_F G^{\lambda\mu} \hat{\Gamma}_\lambda (\hat{\gamma}_R \hat{D}_\mu \hat{\gamma}_R) + i [\varepsilon \hat{\psi}_3 + \hat{\Delta} + \hat{M}, \hat{\gamma}_R] = 0, \]  

where $\hat{\psi}_3 = \text{diag}(1, 1, -1, -1)$, $\varepsilon$ is the quasiparticle energy, $\hat{\Delta} = \text{antidiag}(\Delta, -\Delta, \Delta^*, -\Delta^*)$ with $\Delta$ superconducting order parameter and magnetization $\hat{M} = h^\mu \text{diag}(\sigma_\mu, \sigma_\mu^*)$. Here we have set $\hbar = 1$. We have also defined the space-gauge covariant derivative as:

\[ \hat{\Gamma}_{\lambda\mu} v_\nu = \hat{\partial}_\lambda v_\mu - \Gamma^\rho_{\lambda\mu} v_\nu, \]
where we have defined the gauge-only covariant derivative \( \partial_\lambda v_\mu = \partial_\lambda v_\mu - i[A_\lambda, v_\mu] \), with \( A_\lambda = \text{diag}(A_\lambda - \Lambda) \).

We now rewrite the first term of Eq. (14) by inserting the expression for the covariant derivative of Eq. (15). With the use of Eqs. (3) and (5), we get:

\[
D_F \hat{g}^{\lambda\mu} \tilde{D}_\lambda (\hat{g}_R D_{\mu} \hat{g}_R) = \frac{D_F}{\eta(s, n)} \left\{ \hat{\partial}_s \left[ \eta(s, n)^{-1} \hat{g}_R \hat{\partial}_s \hat{g}_R \right] + \hat{\partial}_n \left[ \eta(s, n) \hat{g}_R \hat{\partial}_n \hat{g}_R \right] \right\} + \hat{\partial}_b \left[ \eta(s, n) \hat{g}_R \hat{\partial}_b \hat{g}_R \right].
\]

(16)

For the case of a nanowire we can ignore the dependence of \( \hat{g}_R \) on \( n \) and \( b \) and take the limit \( n, b \to 0 \). Therefore the Usadel equation takes the form:

\[
D_F \hat{\partial}_s \left( \hat{g}_R \hat{\partial}_s \hat{g}_R \right) + i \left[ \hat{\varepsilon} \hat{\rho}_3 + \hat{\Delta} + \hat{M}_s \hat{g}_R \right] = 0,
\]

(17)

where the effects of the curvature enter the equation through the Pauli matrices, contained in the spin-orbit field and the magnetization.

In order to solve the Usadel equation either analytically or numerically for superconducting hybrid systems, boundary conditions are needed. In this work we will employ the Kupriyanov-Lukichev boundary conditions [72]:

\[
L_j \xi_j \hat{g}_{Rj} \hat{\partial}_j \hat{g}_{Rj} = [\hat{g}_{R1}, \hat{g}_{R2}].
\]

(18)

Here \( \hat{\partial}_j \) is the gauge covariant derivative at the interface, \( j \) refers to the different materials comprising the hybrid system, with \( j = 1, 2 \) denoting the materials on the left and right side of the relevant interface, \( L_j \) represents the length of the material and \( \xi_j = R_{jB}/R_{j} \) is the interface parameter given by the ratio between the barrier resistance \( R_{B} \) and its bulk resistance \( R_{j} \).

### A. Riccati parametrization

To solve numerically Eq. (17) it is useful to introduce a parametrization for the quasiclassical Green’s function. Here we employ the Riccati parametrization [57, 73]:

\[
\hat{g}_R = \begin{pmatrix} N(1 + \gamma \hat{\gamma}) \quad 2N\gamma \\ -2N\gamma \quad -N(1 + \gamma \hat{\gamma}) \end{pmatrix},
\]

(19)

with \( N = (1 - \gamma \hat{\gamma})^{-1} \) and \( \tilde{N} = (1 - \gamma \hat{\gamma})^{-1} \) and the tilde conjugation denotes the operation \( \hat{\gamma}(s, \varepsilon) = \gamma^*(s, -\varepsilon) \). Therefore, with the use of this parametrization we have reduced the equation for the \( 4 \times 4 \) matrix \( \hat{g}_R \) to one for the \( 2 \times 2 \) matrix \( \gamma \).

To study the system depicted in Fig. 2 we define the Usadel equation separately for a curved ferromagnet with spin-orbit coupling and a straight s-wave superconductor. We will solve the two Usadel equations self-consistently, employing

![FIG. 2. Superconductor-ferromagnet hybrid nanowire with a ferromagnet with constant curvature. The orthonormal unit vectors \( \hat{T}, \hat{N} \) identifying the curvilinear coordinates are also shown.](image-url)

the Kupriyanov-Lukichev boundary conditions at the SF interface.

Substituting Eq. (19) into Eq. (17) we get the Usadel equation for the ferromagnet and the superconductor, respectively:

\[
D_F \left\{ \partial_\gamma^2 + 2(\partial_n \gamma) \hat{N}(\partial_n \gamma) \right\} = -2i\varepsilon \gamma - i[h \cdot \sigma \cdot \gamma - \gamma h \cdot \sigma^*] - i D_F \left[ (\partial_s A_T \gamma) + \gamma (\partial_s A_T^*) \right] + D_F \left[ (\hat{A}^2 \gamma - \gamma \hat{A}^2-T) + 2(A_T \gamma + \gamma A_T^*) \hat{N}(A_T^* + \gamma A_T \gamma) \right] + 2i D_F \left[ (A_T + \gamma A_T^*) \hat{N}(\partial_n \gamma) + (\partial_n \gamma) \hat{N}(A_T^* + \gamma A_T \gamma) \right],
\]

(20a)

\[
D_F \left\{ \partial_\gamma^2 + 2(\partial_b \gamma) \hat{N}(\partial_b \gamma) \right\} = -2i\varepsilon \gamma - \Delta \sigma_2 + \gamma \Delta^* \sigma_2 \gamma,
\]

(20b)

where the index \( j \) runs over the physical components (see Eq. (A.17)) \( T, N, B \) of the SOC field and \( \sigma_2 = \text{antidiag}(-i, i) \). In Eq. (20a) both the exchange field vector \( h = (h_T, h_N, h_B) \) and the Pauli vector \( \sigma = (\sigma_T, \sigma_N, \sigma_B) \) are expressed in curvilinear components.

We note that the result obtained here for the Riccati parametrization of the Usadel equation is the same as in [57] with the addition of the last term in the second line of Eq. (20a) due to the spatial dependence of the spin-orbit field.

Upon substitution of Eq. (19) in Eq. (18) we get the following form for the boundary conditions at the superconductor-ferromagnet interface:

\[
\partial_I \gamma_S = \frac{1}{L_S \xi_S} (1 - \gamma_S \hat{\gamma}_F) \hat{N}_F(\gamma_F - \gamma_S) + i A_T \gamma_S + i \gamma_S A_T^*,
\]

(21a)

\[
\partial_I \gamma_F = \frac{1}{L_F \xi_F} (1 - \gamma_F \hat{\gamma}_S) \hat{N}_S(\gamma_F - \gamma_S) + i A_T \gamma_F + i \gamma_F A_T^*.
\]

(21b)
The corresponding equations for \( \tilde{\gamma} \) are simply obtained by tilde conjugation of Eqs. (20a) to (21b).

### B. Weak proximity effect equations

To interpret the effects of the geometrical curvature and spin-orbit coupling components in our system, we will now study the curved ferromagnet in the limit of weak proximity effect. In this limit \(|\gamma_{ij}| \ll 1\) and \(N \sim 1\), so that \(\gamma = f/2\), where \(f = (f_0 + d \cdot \sigma)i \sigma_2\). Here \(f\) is the anomalous Green’s function, the off-diagonal block matrix in \(\hat{g}_R\), and is defined in terms of the scalar function \(f_0\) and the d-vector \(d = (d_T, d_N, d_B)\) representing the condensate functions for the singlet and triplet components, respectively.

For the system of Fig. 2 the components \(\sigma_{T,N,B}(s)\) in the ferromagnet are obtained from the following set of three unit vectors:

\[
\begin{align*}
\hat{T}(s) &= -\sin \theta(s) \hat{x} + \cos \theta(s) \hat{y}, \\
\hat{N}(s) &= -\cos \theta(s) \hat{x} - \sin \theta(s) \hat{y}, \\
\hat{B}(s) &= \hat{z},
\end{align*}
\]

(22a, 22b, 22c)

with \(\theta(s) = \kappa s\). Consequently, we get the following form for the \(\gamma\) matrix:

\[
\gamma = \frac{1}{2} \begin{pmatrix}
(id_T + d_N) e^{-i\theta} & d_z + f_0 \\
 d_z - f_0 & (id_T - d_N) e^{i\theta}
\end{pmatrix}.
\]

(23)

In this limit it becomes straightforward to identify the SRT \(d_{||} = d \cdot h/|h|\) and LRT \(d_{\perp} = d \times h/|h|\) components. For instance, if the exchange field \(h\) is directed along the \(\hat{T}\) direction the SRT can be identified with \(d_T\), while \(d_N\) and \(d_B\) represent the LRTs.

The weak proximity limit allows us to consider only the terms linear in \(\gamma\) both in the Usadel equation and in the Kupriyanov-Lukichev boundary conditions. With the SO field given by Eq. (13) and the \(\gamma\) matrix of Eq. (23) the linearized Usadel equation in the ferromagnet takes the following form:

\[
\begin{align*}
\frac{iD_F}{2} \partial_s^2 d_T - iD_F(\kappa + 2\alpha_N) \partial_s d_N - 2iD_F \alpha_B \partial_s d_z &= f_0 h_T + \left\{ \varepsilon + \frac{iD_F}{2} \left[ (\kappa + 2\alpha_N)^2 + 4\alpha_B^2 \right] \right\} d_T, \\
\frac{iD_F}{2} \partial_s^2 d_N + iD_F(\kappa + 2\alpha_N) \partial_s d_T &= f_0 h_N + \left\{ \varepsilon + \frac{iD_F}{2} (\kappa + 2\alpha_N)^2 \right\} d_N - iD_F \alpha_B (\kappa + 2\alpha_N) d_N, \\
\frac{iD_F}{2} \partial_s^2 d_z + 2iD_F \alpha_B \partial_s d_T &= f_0 h_z + \left\{ \varepsilon + 2iD_F \alpha_B^2 \right\} d_z - iD_F \alpha_B (\kappa + 2\alpha_N) d_N, \\
\frac{iD_F}{2} \partial_s^2 f_0 &= \varepsilon f_0 + h \cdot d.
\end{align*}
\]

(24a-d)

By inspecting these equations it is possible to understand how the mechanism for singlet-triplet conversion works in the ferromagnet. Let us consider an exchange field along the \(\hat{T}\) direction: at the SF interface on the ferromagnet side, due to the proximity effect, singlets are present, which are partially converted into the SRT component \(d_T\) by the exchange field. The presence of geometrical curvature and/or spin-orbit coupling results then in the generation of LRT components \(d_N, d_z\).

The effect of \(\kappa, \alpha_N\) and \(\alpha_B\) in Eqs. (24a) to (24c) is twofold: the triplets undergo spin-precession and spin-relaxation. The former can be identified with the terms having a first derivative of a triplet component and describes the rotation of the spin of superconducting triplet correlations while moving along the ferromagnet. The latter appears as an additional imaginary component of the triplet energy and represents a loss of spin information due to frequent impurity scattering. Consequently, both curvature and spin-orbit coupling independently provide a pathway for LRT generation. At the same time, if their value becomes too large, they become detrimental for the triplets. An estimate of the value for the crossover between the two regimes can be provided by comparison of the spin-precession prefactor \(\varepsilon_p \sim D_F \kappa/L_F\) and the spin-relaxation prefactor \(\varepsilon_r \sim D_F \kappa^2/2\), where we for simplicity consider geometric curvature only. Therefore, a transition from spin-precession dominated to spin-relaxation dominated regimes occurs when \(\varepsilon_p \sim \varepsilon_r\), i.e. when \(\kappa L_F \sim 2\) or \(\kappa L_F/\pi \sim 0.6\). The inclusion of SOC terms will shift the transition towards 0 [74]. This effect is crucial for the results presented in this work and will be discussed in more detail in the next section.

Finally, we note that in Eqs. (24a) to (24c) \(\kappa\) and \(\alpha_N\) always appear together in the same form, highlighting that they have the same effect on the d-vector components. It is therefore possible to define an “effective” curvature \(\kappa = \kappa + 2\alpha_N\) and consider \(\alpha_N\) as a factor which boosts the effects of the geometrical curvature.
IV. CURVATURE-CONTROLLED TRIPLET SPIN-VALVE

In order to obtain numerical results for the hybrid system of Fig. 2, we look for a self-consistent solution to the Usadel equation given by Eqs. (20a) and (20b), with the boundary conditions of Eqs. (21a) and (21b), and the following gap equation [57]:

$$\Delta(s) = N_0 \lambda \int_{0}^{\Delta_0 \cosh(1/N_0 \lambda)} d\varepsilon \{ f_0(\varepsilon, s) \} \times \tanh \left( \frac{\pi \varepsilon}{2e^\gamma T_c/T_{c0}} \right),$$

(25)

where $\lambda$ is the coupling constant between electrons, $N_0$ is the density of states at the Fermi level, $\gamma \approx 0.577$ is the Euler-Mascheroni constant, and $T_c$ is the critical temperature of the hybrid system. $\Delta_0$ and $T_{c0}$ are the superconducting gap and critical temperature of the bulk superconductor, respectively.

Once a self-consistent solution is found, we can extract the critical temperature of the system for different values of the geometrical curvature $\kappa$, the intrinsic and extrinsic (curvature-induced) spin-orbit coupling constants $\alpha_N$ and $\alpha_B$, and ferromagnet and superconductor lengths $L_F$ and $L_S$. The critical temperature plots were obtained through a spline interpolation of 17 data points for geometric curvature between 0 (straight wire) and $2\pi/L_F$ (ring). We consider the exchange field of the ferromagnet to be along the tangential direction $\hbar \parallel \hat{T}$ and the interface parameter $\zeta = 3$. We normalize energies to the bulk gap of the superconductor at zero temperature $\Delta_0$, and lengths to its (diffusive) coherence length $\xi_0$. Furthermore, we considered a conventional s-wave superconductor with the material parameter $N_0 \lambda = 0.2$.

We note that the critical temperature of the hybrid system will always be smaller than the bulk critical temperature of the superconductor. This is due to the proximity effect, where singlet correlations leak into the ferromagnet. As is clear from Eq. (25) a decrease in singlets in the superconductor directly corresponds to a reduction of the singlet order parameter and consequently of the critical temperature.

Analyzing the curvature dependence of the critical temperature of the hybrid system, a range of parameters give a significant variation with respect to the bulk critical temperature, suggesting a superconducting triplet spin-valve effect tunable via the geometrical curvature. To understand how this effect works we consider again the weak proximity effect limit. As discussed in the previous section, curvature $\kappa$ and spin-orbit coupling constants $\alpha_N$ and $\alpha_B$ have two effects on the SRT and LRT components: spin-precession and spin-relaxation. While the former, linear in curvature and SOC constants, converts SRTs into LRTs, the latter, proportional to the square curvature and SOC constants, causes their spin to decay while diffusing in the ferromagnet. Therefore, for small $\kappa$ and/or $\alpha_N$, $\alpha_B$ the precession mechanism dominates over the relaxation, and SRT correlations are converted into LRT allowing for more singlets to be converted in SRTs, thus reducing the number of singlets in the superconductor and lowering the critical temperature. On the other hand, when the relaxation term dominates, for high $\kappa$ and/or $\alpha_N$, $\alpha_B$, as discussed in the previous section, the triplet components are subjected to spin relaxation, causing them to decay faster. Consequently, $\kappa$, $\alpha_N$ and $\alpha_B$ result in an increased suppression of these superconducting correlations in this case, giving a higher critical temperature of the system.

To study this spin-valve effect, we start by considering the case of zero spin-orbit coupling. We consider two different lengths of the superconductor: $L_S = 0.55\xi_0$ and $L_S = \xi_0$. In Fig. 3 we plot the behavior of the critical temperature as a function of the curvature for $L_S = 0.55\xi_0$ and different lengths of the ferromagnet $L_F$. We see how, for a very short ferromagnetic wire, $L_F = 0.20\xi_0$, the critical temperature $T_c$ of the SF structure undergoes a variation of ~ 40% of the value of the bulk critical temperature of the superconductor $T_{c0}$, thus giving a very good spin-valve effect. For such a short ferromagnet to be realizable, one would require a large coherence length $\xi_0$. Considering $L_F = 0.40\xi_0$ and $L_F = 0.50\xi_0$ we still note a significant variation of $T_c$: ~ 20% and ~ 15% of the value of $T_{c0}$, respectively. Interestingly, for $L_S = 0.55\xi_0$ and $L_F \neq 0.2\xi_0$ we note a non-monotonic behavior of $T_c$: at small values of $\kappa$, $T_c$ decreases and then starts to increase again, due to the interplay of spin-precession and relaxation mechanisms discussed above. There is no decrease in $T_c$ at small $\kappa$ for $L_S = 0.55\xi_0$ and $L_F = 0.2\xi_0$ because in this case the length of the ferromagnet is too small for the spin-precession to contribute significantly. In the inset of Fig. 3, on the other hand, we plot the case $L_S = \xi_0$ and we note two differences: (i) the critical temperature of the hybrid system is much closer to that of the bulk superconductor and (ii) its variation when changing the curvature is substantially reduced. This is not surprising since we expect the superconductivity to be more robust with respect to proximity effects.
we plot the ratio \( T_c / T_{\alpha_0} \) as a function of curvature for different values of the exchange field \( h \), with \( L_S = 0.55\xi_0 \), \( L_F = 0.50\xi_0 \) and zero spin-orbit coupling. We note that increasing the magnitude of the exchange field reduces \( T_c \). This is due to the inverse proximity effect, which produces a magnetization inside the superconductor proportional to the value of \( h \). The higher the value of the magnetization the more the singlet correlations are suppressed inside the superconductor, reducing the critical temperature of the system. Upon inspection of Fig. 4 we can conclude that an intermediate magnitude of the exchange field will result in greatest variation of \( T_c \), without a significantly detrimental suppression of the overall value.

A. Spin-valve effect with curvature-induced SOC

We now consider the presence of curvature-induced spin-orbit coupling \( \alpha_N \). Since we previously saw that \( \alpha_N \) is proportional to the curvature we can define it to be \( \alpha_N = \alpha \kappa \), with \( \hbar \lambda g |e|/4mc^2 \). In Fig. 5 we plot \( T_c / T_{\alpha_0} \) as a function of \( \kappa \) for different lengths of the ferromagnet and four different values of \( \alpha \) each, with \( L_S = 0.55\xi_0 \), \( h = 10\Delta_0 \bar{T} \). Looking at the figure it is possible to note how the introduction of a finite \( \alpha_N \) results in a shift of the \( \alpha_N = 0 \) curves. As was noted in the previous section, in Eqs. (24a) to (24c) \( \kappa \) and \( \alpha_N \) always appear together in a way that allows us to introduce an effective curvature \( \bar{\kappa} = \kappa + 2\alpha_N \). Therefore, the case of finite \( \alpha_N \) can be considered as equivalent to the \( \alpha_N = 0 \) case extended to higher curvatures. To make this more clear, in the inset of Fig. 5(b) we plot \( T_c / T_{\alpha_0} \) as a function of the curvature for \( \kappa L_F \) ranging from 0 to 4\( \pi \), for \( L_S = 0.55\xi_0 \), \( L_F = 0.50\xi_0 \), \( h = 10\Delta_0 \bar{T} \) and \( \alpha_N = 0 \). Comparing in Fig. 5(b) the \( \alpha_N = 0.5\kappa \) curve with the inset, we note that the two curves look equivalent, showing the effect quantitatively. This equivalency also shows that the weak proximity effect limit is a very good approximation to the full Usadel equation in this case.

We briefly note that the \( \alpha_N = 0 \) curve was obtained by letting \( \kappa \) span from 0 to \( 4\pi L_F \) in the numerical calculations. This case is of course unrealistic since we can not go over \( \kappa = 2\pi L_F \) (closed ring), but it is useful for interpreting the results for \( \alpha_N \neq 0 \). Another effect of the presence of the curvature-induced SOC is to broaden the variation over the curvature of \( T_c \). This is not so evident in Fig. 5(a) for \( L_F = 0.2\xi_0 \), but in Fig. 5(b) for \( L_F = 0.5\xi_0 \) we note that for \( \alpha_N = 0.5\kappa \) the variation of the critical temperature is increased about 10\%. Interestingly, we can see this effect also for the case \( L_F = \xi_0 \) in Fig. 5(c), where the superconductivity is quite weak: while for \( \alpha_N = 0 \) the critical temperature undergoes a variation of \( \sim 1\% \), if \( \alpha_N \neq 0 \) it is possible to enlarge it, and for \( \alpha_N = 0.5\kappa \) we reach a change of \( \sim 5\% \).

The effective curvature picture also helps to understand the second region of decreasing \( T_c \) in Fig. 3(a)-(b) for higher curvatures. In the same way as we defined an effective curvature, it is possible to define an effective exchange field (in cartesian coordinates) \( \hat{h} = h_0[\sin (\kappa(1 + 2a)s), \cos (\kappa(1 + 2a)s), 0] \). This effective field has a smaller periodicity than the actual exchange field, which is \( 2\pi \) periodic, so if the geometric curvature is such that \( \kappa L_F > 2\pi/(1 + 2a) \), the effective field will be parallel in any pair of points \( s = u \) and \( s' = 2\pi L_F/(1 + 2a) + u \) with \( u \in [0, 2\pi a L_F/(1 + 2a)] \). Hence, at certain points in the ferromagnet, the triplet correlations will experience an effective exchange field pointing in the same direction, favoring a more robust spin-precession. However, if \( \kappa \) is increased further, the relaxation term dominates again, suppressing the triplets and increasing \( T_c \).

B. Spin-valve effect with intrinsic SOC

Let us now neglect the curvature-induced SOC and focus only on the intrinsic term proportional to \( \alpha_B \). For the sake of completeness we note that this component of the spin-orbit coupling could also be induced extrinsically by generating an asymmetry in the confinement of the nanowire, for instance by an electric field pointing in the binormal direction.

In Fig. 6 we plot \( T_c / T_{\alpha_0} \) as a function of \( \kappa \) for different lengths of the ferromagnet and four different values of \( \alpha_B \) each, with \( L_S = 0.55\xi_0 \), \( h = 10\Delta_0 \bar{T} \). The overall effect of the inclusion of an intrinsic SOC \( \alpha_B \neq 0 \) is to increase the critical temperature of the system with respect to the \( \alpha_B = 0 \) curve, with the exception of the region of small \( \kappa \). The different behavior close to \( \kappa = 0 \) may once again be understood in terms of the spin-precession and spin-relaxation mechanisms. For \( L_F = 0.2\xi_0 \) in Fig. 6(a), the length of the ferromagnet is so small that the spin-precession is negligible. Hence, the addition of the intrinsic SOC simply intensifies the effect of

FIG. 4. Critical temperature of the system \( T_c \) divided by the critical temperature of the isolated superconductor \( T_{\alpha_0} \) as a function of curvature of the ferromagnet \( \kappa \), for different values of the exchange field \( h \), with \( L_S = 0.55\xi_0 \), \( L_F = 0.50\xi_0 \) and zero spin-orbit coupling.
the spin-relaxation term, suppressing the triplets and increasing \( T_c \). On the other hand, for \( L_F = 0.5\zeta_0 \) and \( L_F = \xi_0 \) in Fig. 6(b)-(c), where spin-precession is not negligible anymore, at \( \kappa = 0 \) the critical temperature is decreased for values of \( \alpha_B\xi_0 \) up to 2, signaling that these values support a better singlet to triplet conversion compared to the \( \alpha_B = 0 \) case. However, when the SOC constant is big enough, \( \alpha_B\xi_0 = 5 \), we note a crossover: the contribution to the spin-relaxation term dominates over the spin-precession, and the critical temperature is again increased. By comparison of Fig. 6(b)-(c) it can be seen that the range of values for which spin-precession dominates over the spin-relaxation is larger for the shorter wire: for \( L_F = 0.5\zeta_0 \) at \( \kappa = 0 \) the critical temperature of the \( \alpha_B\xi_0 = 2 \) is smaller than the critical temperature of the \( \alpha_B\xi_0 = 0.5 \) curve, while the opposite is true for \( L_F = \xi_0 \).

In general, in Fig. 6, we note again that with the inclusion of SOC the critical temperature variation is broadened, although to a smaller extent with respect to the curvature-induced SOC, and the highest increase in the variation is about 5%. For instance, for \( L_F = \xi_0 \) in Fig. 6(c), the \( \alpha_B = 0 \) curve has a variation of \( \sim 1\% \) while the \( \alpha_B L_F = 5 \) curve has \( \sim 6\% \). On the other hand, in Fig. 6(a) for \( \alpha_B L_F = 5 \) the variation of \( T_c \) is slightly reduced. Hence, the intrinsic SOC appears to be more advantageous for the improvement of the spin-valve effect if the ferromagnet is long rather than short.

C. Spin-valve effect with curvature-induced and intrinsic SOC

We conclude with an analysis of the case where both curvature-induced and intrinsic SOC are present. In Fig. 7 we plot \( T_c/T_{c0} \) as a function of \( \kappa \) for two values of the curvature induced SOC \( \alpha_N \), each for four values of \( \alpha_B \), plotted together with the case of no SOC, with the parameters: \( L_S = 0.55\xi_0, L_F = 0.5\xi_0, h = 10\Delta_0 T \). Again we note a similar effect to the case of zero curvature-induced SOC: for small intrinsic SOC and curvature, the singlet-triplet conversion is favored.
resulting in a smaller $T_c$ with respect to the zero SOC case. Hence, at zero curvature between the values $\alpha_B\xi_0 = 0.5$ and $\alpha_B\xi_0 = 2$, we note a crossover from a case were $T_c$ is diminished, to one were it is increased. In general, from Fig. 7, we see that increasing $\alpha_B$ progressively reduces the effects of the spin-precession of the triplets, both for $\kappa$ close to zero and close to the value where the periodicity of the effective exchange field mentioned above is met, until, we get a monotonous $T_c$ vs $\kappa$ dependence. This, for $\alpha_N = 0.1\kappa$ in Fig. 7(a), can be seen at $\alpha_B\xi_0 = 2$, while for $\alpha_N = 0.5\kappa$ in Fig. 7(b), happens around $\alpha_B\xi_0 = 5$.

V. DISCUSSION AND SUMMARY

The curvature-induced SOC constant normalized to the curvature $a = \alpha_N/\kappa$ depends primarily on two parameters: the deformation potential $\Lambda$ and the effective mass $m^*$ of the electrons. To obtain a rough estimate for the size of $a$ we consider Gallium Manganese Arsenide (Ga,Mn)As, a ferromagnetic semiconductor with effective mass $m^* \sim 0.09m_e$, where $m_e$ is the bare electron mass [75]. Assuming that the deformation potential is similar to that in GaAs, $|\epsilon\Lambda| \sim 1$ eV to 10 eV [76], the resulting curvature-induced SOC constant in natural units is $a \sim 1 \times 10^{-3}$ to $1 \times 10^{-4}$, meaning that the effective curvature $\hat{\kappa}$ is not significantly renormalized by the curvature-induced SOC in this case. Moreover, for the curvature-induced SOC to be significant $\Lambda$ either has to be significantly larger than 1 eV or the effective mass has to be many orders of magnitude smaller than the electron mass, and $a$ is therefore expected to be small for most materials following this analysis, in line with its relativistic origins. However, it is sometimes found that using the energy gap rather than the mass gap gives better estimates for the Rashba coefficient [77]. This would result in much larger values for $\alpha_N$, possibly of the same order of magnitude as $\kappa$, and could therefore significantly affect the effective curvature $\hat{\kappa}$. The precise magnitude of $a$ is therefore difficult to predict. However, we point out that the main results do not rely on the size of $a$, as the effect of $\alpha_N$ is to boost the effect of the curvature, and does not introduce new effects.

We can also see that a wide range of values of $\alpha_B\xi_0/\hbar$ is in principle possible depending on the combination of ferromagnet and superconductor. The Rashba SOC strength varies greatly between materials, but typically lie in the range $\alpha_B m^*/\hbar \sim 1 \times 10^{-3}$ eV nm to $1 \times 10^{-4}$ eV nm for semiconductors and heavy metals [77], meaning the dimensionless quantity $\alpha_B\xi_0/\hbar \sim 0.01$ to $1 \cdot \xi_0 [nm]/m^*/m_e$. Estimating the diffusive coherence length $\xi_0 = \sqrt{\hbar\kappa} l$ using mean free path $l = 5$ nm and coherence lengths $\xi_{Al} = 1600$ nm and $\xi_{Nb} = 38$ nm for aluminum and niobium respectively [62], we get $\xi_{0Al} = 89$ nm and $\xi_{0Nb} = 14$ nm, resulting in dimensionless Rashba coefficients $\alpha_B\xi_0/\hbar \sim 0.1$ to $100 \cdot m^*/m_e$.

The curvature of the FM is expected to also affect the magnetic state [10], possibly inducing more complicated magnetization textures than a purely tangential field assumed in this study. Sheka et al. [23] showed theoretically for Heisenberg magnets that in a curved ferromagnetic wire with tangential uniaxial anisotropy, the magnetic ground state remained oriented in the tangential direction as long as the curvature was lower than a critical curvature $\kappa_c \approx 0.657\sqrt{\hbar/k}/A$, where $A$ and $K$ are the exchange and anisotropy constants respectively. The critical curvature is therefore inversely proportional to the domain wall length [78]. Assuming that a similar analysis is applicable also to metallic ferromagnets, one should use materials with strong uniaxial anisotropy to ensure a tangential exchange field. The critical curvatures, according to the results in Ref. [23], for a few ferromagnetic materials relevant for spintronics systems are given in Table I. Moreover, the effect of the curvature enters as the dimensionless constant $\kappa L_F$, where the ferromagnet length is of the order of the superconducting coherence length. It is therefore likely beneficial to use superconductors with long coherence lengths in order to avoid curvature effects on the magnetization direction. For instance using $L_F = 0.5\xi_{Al}$, a half-circular wire results in a curvature $\kappa = \pi/L_F \approx 0.07\text{nm}^{-1}$, which is similar to the critical curvature of nickel, but below that of cobalt.

In summary, we have discussed the effects arising in geometrically curved diffusive nanostructures and presented a covariant formalism for the Usadel framework, allowing us to study an SF hybrid nanowire where the ferromagnet presents geometric curvature. By solving the Usadel equation we have calculated the critical temperature of the structure as a function of the geometric curvature, for various parameters, with and without spin-orbit coupling, which predicts the behaviour for a broad range of possible material choices. We have found that our system presents promising characteristics for the realization of a superconducting spin-valve: the critical temperature can be controlled by varying the curvature of the ferromagnet alone. For the right choice of parameters the critical temperature of the structure undergoes a consistent variation when varying the curvature, up to 40% of the critical temperature of the bulk superconductor. Moreover, we have explored the effects of curvature-induced and intrinsic spin-orbit coupling and observed that in some cases their presence boosts the spin-valve effect. We also noted that analyzing the dependence of the critical temperature on the curvature can help understand how relevant the spin-orbit coupling is in the system.

We have shown that geometric curvature alone can tune properties for which previously magnetic inhomogeneities or multiple spin-orbit coupling components were needed. Curvature control of the superconducting proximity effect and long range triplet generation therefore open for many new possibilities in superconducting spintronics device designs and func-

| Table I. Table showing approximate exchange and anisotropy constants, and the resulting maximum curvature $\kappa_c$ [23] for a few ferromagnetic materials at low temperatures. |
|---|
| Material | $A$ (J/m) | $K$ (J/m$^2$) | $\kappa_c$ (nm$^{-1}$) |
| Cobalt | $\sim 2 \times 10^{-11}$ [79] | $\sim 8 \times 10^7$ [80] | $\sim 0.1$ |
| Iron | $\sim 2 \times 10^{-11}$ [81, 82] | $\sim 5 \times 10^7$ [82, 83] | $\sim 0.03$ |
| Nickel | $\sim 1 \times 10^{-11}$ [82] | $\sim 1 \times 10^4$ [82, 84] | $\sim 0.07$ |
FIG. 7. Critical temperature of the system $T_c$ divided by the critical temperature of the isolated superconductor $T_c^0$ as a function of curvature of the ferromagnet $\kappa$, for: (a) $\alpha_N = 0.1 \kappa$, (b) $\alpha_N = 0.5 \kappa$ and different values of the intrinsic spin-orbit coupling $\alpha_B$ compared to the case of zero SOC ($\alpha_B = \alpha_N = 0$ curve), with $L_S = 0.55 \xi_0, L_F = 0.5 \xi_0, h = 10 \Delta_0 T$.

Realization and characterization of geometrically curved nanostructures, especially those including magnetic materials, is still in an early phase, so that many new possibilities are yet to be explored.
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Appendix: Curvilinear coordinate systems

A vector in a three-dimensional curvilinear coordinate system can be described by the generalized coordinates $q_\alpha$ and basis vectors $e_\alpha$, with $\alpha = \{1, 2, 3\}$,

$$\mathbf{R} = q^\alpha e_\alpha,$$

where the Einstein summation convention is used. From the above we see that the covariant basis vectors are given by

$$e_\alpha = \partial_\alpha \mathbf{R},$$

where we use the shorthand notation $\partial_\alpha = \partial / \partial q^\alpha$. In general the basis vectors are not orthogonal, and both the length and direction can vary in space [85]. The metric tensor is defined as

$$G_{\alpha\beta} = e_\alpha \cdot e_\beta,$$

meaning the unit basis vectors are given by $\hat{e}_\alpha = e_\alpha / \sqrt{G_{\alpha\alpha}}$.

The contravariant basis vectors $e^\alpha$ are related to the covariant basis vectors by $e_\alpha \cdot e^\beta = \delta^\beta_\alpha$.

The gradient of a scalar $\phi$ can be defined by considering the small change [66]

$$d\phi = \partial_\alpha \phi \ dq^\alpha = \partial_\alpha \phi \ e^\alpha \cdot d\mathbf{R},$$

where we have used $d\mathbf{R} = e_\alpha dq^\alpha$ from Eq. (A.1). In order to write the change in $\phi$ as

$$d\phi = \nabla \phi \cdot d\mathbf{R},$$

we define the gradient operator [86]

$$\nabla = e^\alpha \frac{\partial}{\partial q^\alpha} = \frac{\hat{e}^\alpha}{\sqrt{G_{\alpha\alpha}}} \partial_\alpha.$$
meaning the gradient of a vector can have additional terms in a general curvilinear coordinate system compared to e.g. the Cartesian coordinate system.

From the relation between the covariant and contravariant basis vectors, we find an expression for the derivative of the contravariant basis vectors in terms of the Christoffel symbols [85],

\[ 0 = (\partial_\gamma e_\alpha) \cdot e^\beta + e_\alpha \cdot (\partial_\gamma e^\beta) \]

\[ \Rightarrow \partial_\gamma e^\beta = -\Gamma^\beta_{\alpha\gamma} e^\alpha. \quad (A.10) \]

The gradient of a covariant vector is therefore given by

\[ \nabla_\alpha V_\beta = \partial_\alpha V_\beta - V_\gamma \Gamma^\gamma_{\alpha\beta}. \quad (A.11) \]

In the main text we use the notation \( D_\alpha \) for the gradient of covariant vector components to highlight the distinction from the gradient in a Cartesian coordinate system.

The Christoffel symbols can be expressed in terms of the metric as [85, 86]

\[ \Gamma^\gamma_{\alpha\beta} = \frac{1}{2} g^{\gamma\lambda} \left[ \partial_\beta g_{\alpha\lambda} + \partial_\lambda g_{\beta\alpha} - \partial_\lambda g_{\alpha\beta} \right], \quad (A.12) \]

where we see that \( \Gamma^\gamma_{\alpha\beta} \) is invariant when \( \alpha \leftrightarrow \beta \).

Due to the variation of the length of the basis vectors in space, the components \( V_\alpha \) of a vector do not necessarily have the correct physical dimensions. We therefore introduce the physical vector components

\[ V_{(\alpha)} = \hat{e}_\alpha \cdot \mathbf{V} = \frac{V_\alpha}{\sqrt{g_{\alpha\alpha}}}. \quad (A.13) \]

In Cartesian coordinates the metric is the identity matrix, and therefore the notion of physical vector components is not necessary.

In the local coordinate system following a space curve parametrized by the arclength \( s \) as \( \mathbf{r}(s) \), we can define a vector

\[ \mathbf{R} = \mathbf{r}(s) + n\hat{\mathbf{N}}(s) + b\hat{\mathbf{B}}(s), \quad (A.14) \]

where \( \hat{\mathbf{N}} \) and \( \hat{\mathbf{B}} \) are the directions normal and binormal to the tangent \( \hat{T} = \partial_s \mathbf{r} \) of the curve at \( s \), namely \( \hat{\mathbf{N}} = \partial_s \hat{T} / \kappa(s) \) and \( \hat{\mathbf{B}} = \hat{T} \times \hat{\mathbf{N}} \). The derivatives of the tangent, normal and binormal vectors are related by the Frenet-Serret equations of motion in Eq. (2) in the absence of torsion. The covariant basis vectors are then given by

\[ e_t = \frac{\partial \mathbf{R}}{\partial t} = \eta(s, n) \hat{T}, \]

\[ e_n = \frac{\partial \mathbf{R}}{\partial n} = \hat{\mathbf{N}}, \]

\[ e_b = \frac{\partial \mathbf{R}}{\partial b} = \hat{\mathbf{B}}, \]

where we have defined \( \eta(s, n) = 1 - n\kappa(s) \), and use the subscript \( t, n, b \) for the tangential, normal and binormal components respectively. Using Eq. (A.3) and the above basis vectors, we get the metric given in Eq. (3). Note that by definition the basis vectors are orthogonal, as seen by the diagonal form of the metric, but only \( e_n \) and \( e_b \) are always unit basis vectors.

The only non-zero derivatives of the elements of metric are \( \partial_s g_{tt} = 2\eta \partial_s \eta \) and \( \partial_n g_{tt} = 2\eta \partial_n \eta \), resulting in the Christoffel symbols [59]

\[ \Gamma^t_{tt} = \frac{\partial \eta(s, n)}{\eta(s, n)}, \]

\[ \Gamma^n_{tt} = -\eta(s, n) \partial_n \eta(s, n), \]

\[ \Gamma^t_{tn} = \frac{\partial_n \eta(s, n)}{\eta(s, n)}. \]

The physical components of a vector \( \mathbf{V} \) are given by

\[ V_{T,N,B} = \mathbf{V} \cdot (\hat{T}, \hat{N}, \hat{B}), \quad (A.17) \]

where we use uppercase indexes to denote the physical components.
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