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ABSTRACT

The predictability of the Niño3.4 region, especially the skill loss for lead times longer than two seasons, is the target of this study. We use an equatorial version of a seasonal statistical model to identify a seasonal predictability barrier, the skill loss of the predictions which target the summer or autumn Niño3.4 Index value, relative to those which target the winter or spring values. The variables of the basic model include an index for the subsurface anomalous state and another for the atmospheric variability. We develop different versions of the model, substituting some of its variables with others that contain tropical or extratropical information, produce a number of hindcasts with these models using two different prediction schemes, and crossvalidate them. The analysis shows that in winter and spring some skill improvements can be gained with the introduction of a particular variable or the other. However, these improvements are similar to the ones obtained using a forecast scheme that incorporates the complete solution of the stochastic model. Moreover, useful summer and autumn hindcast skill values are scored only with the model versions that include a representation of the extratropical feedbacks among its variables. Higher scores correspond to models that incorporate an index built from atmospheric temperature anomalies integrated from the surface up to the mid-troposphere, south of 20°S.
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1. Introduction

The El Niño-Southern Oscillation (ENSO) phenomenon is the main source of predictability skill in many regions of the world, at seasonal and interannual timescales. Improving ENSO understanding and forecast skill is still one of the main goals of the international seasonal forecast programmes (Kirtman et al., 2013).

Recently Wu et al. (2009) analysed the ENSO prediction skill in the United States National Center for Environmental Prediction (NCEP) Climate Forecast System (CFS), one state-of-the-art prediction scheme that uses coupled GCM. The forecasts were issued for each month of the recent period 1981–2004, for lead times up to 9 months. Wu et al. (2009) found an important spring predictability barrier in the CFS forecast skill. The skill predictability barrier is defined as the skill drop for forecast across the spring. This barrier has been related to the 'spring persistence barrier', the drop in the autocorrelation function of both, the Niño3.4 Index and the Southern Oscillation Index (SOI) in spring (Clarke and Van Gorder, 2003; hereinafter CG2003). As all the hindcasts for the summer conditions go across the spring, the skill of the summer hindcast must be the lowest. This is a feature that can be observed in Fig. 5 of CG2003 or in Fig. 5 of Barnston et al. (2012).

The spring predictability barrier has received considerable attention. Some studies (Blumenthal, 1991; Van den Dool and Toth, 1991; Moore and Kleeman, 1996) indicate that it is intrinsic. This is a consequence of the noise, the high-frequency natural variability, being the same at all seasons while the signal, and therefore the signal-to-noise ratio, is lowest in spring. However, other studies (Chen et al., 1997; Kirtman, 1997; Jin and Kinter, 2009) suggest that the spring predictability barrier is not intrinsic to the real climate system and that it may be related to the systematic errors of the forecasting scheme. For instance, Johnson et al. (2000) achieved some improvement by using a seasonal approach and including subsurface information among the variables of an empirical Linear Markov Model.
Several successful statistical models used for ENSO forecasts are consistent with the picture of ENSO as a coupled ocean–atmosphere instability in the Tropical Pacific, as summarised by simple conceptual models (Suarez and Schopf, 1988; Jin, 1997; Burgers et al., 2005). The forecast skill produced by the CG2003 model, that includes some Indian and Western Ocean wind stress precursors among its variables, can be thought as representative of those statistical models. Two recent studies (Izumo et al., 2010; Luo et al., 2010) analyse the control that the Indian Ocean Dipole (IOD) exerts on the Walker Circulation and point to its importance as a longer lead predictor. The tropical Atlantic is also known to have an influence on the equatorial Pacific, through the modification that anomalies produce there on the equatorial Walker circulation. Ham et al. (2013) considered the part that Sea Surface Temperature (SST) in the North Tropical Atlantic might have as a trigger for an ENSO event, while Rodriguez-Fonseca et al. (2009) and Keenlyside et al. (2013) highlighted the effects that the Gulf of Guinea warm events have in forcing the Pacific warm/cold events. In fact, Jansen et al. (2009) proposed a conceptual model of ENSO variability that includes feedbacks from variables representing the Indian or alternatively the Atlantic Ocean SST anomalies. They found that the inclusion of the former had little influence on the conceptual model retroactive skill for the Niño3 Index skill but the latter contributed slightly to improve it.

Recent research points to the extratropics as a source of skill for the longer lead forecast. Vimont et al. (2003) find an influence of the winter North Pacific (NP) variability on the following winter ENSO conditions in some GCM simulations and validate it with surface observations. According to them, the winter atmospheric anomalies in the NP region leave a ‘footprint’ in the SST that persists through the spring, leading to summer trade wind fluctuations. These in turn would produce evaporation anomalies that feedback onto the SST (Wind-Evaporation-SST, WES feedback). Anderson (2004) finds the strongest precursor signal of the ‘seasonal footprint’ mechanism (SFM) at upper levels in the NP (winds and convergence) and Vimont et al. (2009) show that this mechanism is sensitive to the atmosphere–ocean coupling. Wang et al. (2013) detect an extratropical forcing of the ENSO cycle by the Okhotsk-Japan atmospheric wavetrain. However, other studies highlight the importance of the Southern Oceans variability as an ENSO precursor. For instance, Venegas et al. (2001) and White et al. (2002) detect an influence of the Antarctic Circumpolar Current (ACC) on El Niño and its decadal changes. Ballester et al. (2011) show that the extremes of the Ross–Bellinghausen (RB) dipole in the Southern Pacific Ocean are followed by ENSO events three seasons later. Stepanov (2009) models ENSO variability as a simple classical damped oscillator, externally forced by the joint effect of the atmospheric variability on the ACC bottom current and topography, and also by the variability of the western winds in the tropics. Terray (2011) considers the triggering effects that the variability in the Indian and Atlantic sectors of the ACC may have on ENSO.

In a companion paper (Tasambay-Salazar et al., 2015), we have developed a procedure to compare objectively the potential that some climate indexes that represent the tropical or extratropical variability might have for predicting the ENSO state, characterised by the three Niño indexes: Niño3.4, Niño1+2 or Niño4. Moreover, we have tested the robustness of those potential predictors through the comparison of the predictive potential obtained from two different time periods, 1950–1979 and 1980–2012, respectively previous and posterior to the 1976–1977 climate shifts in the Pacific Ocean (Miller et al., 1994). Horii et al. (2012) point to a breakdown of ENSO predictors in the 2000s. However, we found an increase in the predictive potential of many indexes in the later period with respect to the former.

In this paper, we aim to:

- characterise the dependence of the Niño3.4 Index predictive skill on the target season using the equatorial version of a seasonal statistical model that responds to the recharge oscillator concept (Burgers et al., 2005)
- apply an objective procedure to select those among the different tropical and extratropical precursors suggested in the previous works that can be incorporated as variables into the seasonal statistical model
- perform a number of seasonal hindcasts of the Niño3.4 Index with different model versions obtained by replacing some of the variables of the basic model with the new ones previously selected
- identify those variables whose introduction in the model contributes to remove the predictability barrier, raising the predictability skill at the less predictable seasons.

Details of the data sets used and the procedures followed for the variables’ identification are given in Section 2. Details of the model are explained in Section 3. The results of our study are presented and discussed in Section 4 and we end with some concluding remarks.

2. Data

In this work, ENSO state is represented by the Niño3.4 Index, obtained by averaging monthly SST anomalies in
Our analysis is focused on the data of the satellite era (1980–2012). According to Trenberth’s criterion (Trenberth, 1997) nine warm and nine cold events took place in the chosen period. The other basic variable used here is the Warm Water Volume (WWV) Index, obtained by averaging the integrated water volume above the 20°C isotherm along the equator. In the basic model, the atmospheric part of the variability is represented by the SOI. In some other models, the SOI is replaced by the ISV Index, a variable that represents the low-frequency component in the high-frequency surface wind forcing of the equatorial Pacific (see definition in Table 1). In other version, we include instead the Pacific Meridional Mode (PMM) index, obtained from the covariability of the 10 m wind field and the SST in the tropical region between 74°W and 15°E. According to Chiang and Vimont (2004), this pattern plays an important part in the SFM.

Recent studies have highlighted the importance of the tropical zonal SST gradients in the linkage with the extratropics (Yu and Kim, 2013) and in the response to the anthropogenic forcing (Karnauskas et al., 2009). Therefore, we will consider also in our study two other indexes that take into account the zonal SST gradient. The NTZG Index, obtained as the difference between the averaged SST anomalies in region 7 and those in region 8 of Fig. 1, represents the North Tropical Zonal Gradient. The STZG Index, computed as the difference between the averaged SST anomalies in region 6 minus those in region 5 of the same figure, represents the South Tropical Zonal Gradient. Alternatively, we consider the effects that the Gulf of Guinea warm events might have on the tropical Walker circulation and introduce the Tropical South Atlantic (TSA) Index as the third variable. In some cases, the indexes were taken from the US National Oceanic and Atmospheric Administration (NOAA) webpage. In other words, we obtained them from the corresponding data fields, according to the procedures described in Table 1.

In every case, the variables used in this study are seasonal anomalies. That is, seasonal averages of each variable are built, and from this the seasonal mean was estimated. The seasonal values are obtained as an average of the December, January and February values for boreal winter, of March, April and May for boreal spring, of June, July and August (JJA) for boreal summer and of September, October and November for boreal autumn. Seasonal anomalies were obtained by removing the seasonal mean from the seasonal averages. In Fig. 2, we have represented the seasonal dependence of the standard deviation of some of the indexes.

In the second part of this work, we sought to remove the persistence barrier in summer and autumn and look for fields that include known extratropical precursors of the Niño3.4 Index. An obvious choice was the global SST field obtained from ERA-INTERIM reanalysis (Dee et al., 2011) on a spatial grid of 0.75° × 0.75°. In the election of the variables that characterise the atmospheric precursors, we considered the results of previous researches that highlight the part that the atmospheric variability from the surface up to mid-troposphere plays in the SFM. After some preliminary studies, we have selected the global Middle Tropospheric Temperature (MTT) field (Mears and Wentz, 2009), at a resolution of 2.5° × 2.5°. From this last field, we have obtained some regional variables to represent the state of the atmosphere in different domains, such as the NP, the Southern Pacific or RB region and the Global Southern Extratropics (GSE) domain. Each of these fields has been expanded in terms of its Empirical Orthogonal Functions (EOF).
3. Models

3.1. The seasonal approach

We examine the behaviour of the 20 first Principal Components (PC) considering: (1) the percent of variance explained, (2) the significance of the lag correlation coefficients between each PC and the Niño3.4 Index at a lead near to those forecast, and (3) if there are signs of a feedback relationship in that lag correlation coefficient. This last condition is important and establishes a difference between this study and other predictability studies mentioned above. As an example, in Fig. 3 the statistically significant negative (positive) correlation coefficient between the Niño3.4 Index and the third PC of the MTT field in the GSE domain at negative (positive) lags supports the existence of a feedback between the variabilities represented by those indexes. For the sake of comparison, we have also represented in the same figure the correlation between the Niño3.4 Index and the WWV Index.

In Fig. 3, we can appreciate the dependence of the lead–lag correlation coefficients on the target season of the Niño3.4 Index. This seasonal dependence can be captured by introducing the seasonal dependence into the parameters of the stochastic model.

3.2. The feedback model

Sometimes we find physical systems, whose variables can be described either as slow or as fast, because they evolve according to two well-separated characteristic time scales. Let the state of the system at a given season be described either as slow or as fast, because they evolve according to two well-separated characteristic time scales.

Sometimes we find physical systems, whose variables can be described either as slow or as fast, because they evolve according to two well-separated characteristic time scales.
the time evolution of $y$ can be described by the set of equations (Hasselmann, 1988)

$$\frac{dy}{dt} = A'y + n'(t) \quad (1)$$

where $A'$ is a $(n \times n)$ dynamical or feedback matrix that represents the effects that the state of the variables at time $t$ has on the future state at time $t + \Delta t$ (where $\Delta t$ is the forecast lead) and the $n'$ are the residuals of the model identification (ideally white). The $A'$ matrix is commonly identified from the data covariance matrices at lag $\Delta t$, $C^\Delta t$ and at lag $0$, $C^0$: $A' = (C^\Delta t - C^0)s(C^0)^{-1}$. Its eigenvectors yield a new spatial basis $U_s$ whose time evolution is an exponential function of the eigenvalues $\lambda'_s$

$$A'U_s = \Lambda'U_s \quad (2)$$

As the $A$ matrix is in general non-symmetric, its eigenvalues can be complex. The complex eigenvalues represent an oscillatory mode. On this ground, the new basis vectors $W_s$ are usually called the Principal Oscillation Patterns (POP) of the system (Hasselmann, 1988).

If $U = \{u_i, i = 1...n\}$

$$\text{Im}(\lambda'_s) = 0; w'_s = u'_s \quad (3)$$

$$\text{Im}(\lambda'_s) \neq 0; w'_s = \text{Real}(u'_s); w'_{s+1} = \text{Im}(u'_s) \quad (4)$$

More details about the seasonal version of the POP analysis used here can be found in the Appendix of OrtizBeivia et al. (2012). Let us collect the $n$ $w'$ vectors into a $(n \times n)$ matrix $W'$. The temporal evolution of the $W'$ vectors, $T'$, is obtained by projecting the $Y'$ matrix onto the $W'$ vectors of the new basis.

$$T' = (W')^{-1}Y' \quad (5)$$

At this point, two different predictive schemes can be used. In one of these, for each pair of POP, the agreement between the relative evolution of the time coefficients of the $i$ pair of POP, $t_i$ and $t_i + 1$, and the one expected from theoretical considerations is tested (von Storch et al., 1995). If there is such an agreement, the POP is considered useful. The predicted value $y'_p$ is then modelled as the combination of all the useful pairs of POP that minimise the expression

$$\varepsilon = \left| y'(t + \Delta t) - \sum t'_i(t)w'_i \right|^2 \quad (6)$$

Here this predictive scheme will be labelled as OS, for Optimised Signal.

In the second approach (Penland and Matrosova, 1998), the modelled $y'$ is obtained from the solution of the whole inhomogeneous equation (1). If $G'(t)$ is the Green function, given by

$$G'(t) = U'e^{A't}(U')^{-1} \quad (7)$$
Moreover, if $\bf{Q}$ is the noise covariance matrix at a season $s$ given by

$$Q^s = \mathbb{E}[\bf{n}' \bf{n}]$$  \hspace{1cm} (8)

We can express the noise as a function of its eigenvalues $\psi_j$ and its eigenvectors $\psi_j^t$.

$$\bf{n}'(t) = \sum_{j=1}^{n} \psi_j^t \psi_j^s \bf{R}_j^s$$  \hspace{1cm} (9)

while the $\bf{R}_j^s(t)$ coefficients must satisfy the white noise requirements

$$\mathbb{E}[\bf{R}_j^s(t)\bf{R}_j^s(t')] = \delta(t-t')$$  \hspace{1cm} (10)

and the solution of the inhomogenous equation is given by

$$\bf{y}'(t + \Delta t) = \bf{G}'(\Delta t)\bf{y}'(t) + \bf{G}'(t + \Delta t)$$

$$\times \int_t^{t+\Delta t} \bf{G}^{-1}(\tau) \left( \sum_{j=1}^{n} \psi_j^t \psi_j^s \bf{R}_j^s(\tau) d\tau \right)$$  \hspace{1cm} (11)

In this way, some characteristics of the noise are introduced into the hindcast. This predictive scheme will be referred to here as FSM for Full Stochastic Mode.

As we can see in the complete solution of eq. (1), the part of the noise is crucial in maintaining the oscillation, the solution of the homogeneous equation having the form of a damped oscillation. Some insight into the nature of the noise that is contributing to maintain the oscillations can be gained through the 'maximum growth structure' as defined in Penland and Sardeshmukh (1995). This can be identified from an $S$ matrix defined as

$$S = \langle \psi'(0)^s \psi'(\tau)^s \rangle \langle \bf{G}'(\tau) \rangle^{-1} \psi'(0)^s$$  \hspace{1cm} (12)

The $S$ matrix is symmetric: its eigenvalues and eigenvectors are real. The 'maximum growth structure', the forcing that is exciting the optimal structure, is basically the $S$ matrix eigenvector corresponding to the largest eigenvalue.

We measure the performance of this predictive scheme by the correlation skill, that is the correlation coefficient between the observed seasonal Niño3.4 Index and the Index simulated with the POP time coefficient.

$$r = \frac{\bf{y}'_{10} \cdot \bf{y}'_{1m}}{\sigma(y'_{10})\sigma(y'_{1m})}$$  \hspace{1cm} (13)

where $\bf{y}'_{10}$ is the $(1 \times m)$ centred vector of the observations of the Niño3.4 Index, and $\bf{y}'_{1m}$ is the transposed of the $(1 \times m)$ vector of the Niño3.4 Index predicted by the model. $\sigma(y'_{10})$ and $\sigma(y'_{1m})$ are the respective standard deviations. The correlation coefficients are tested for statistical significance assuming that the variables have a Gaussian distribution (Fisher, 1921). The chosen significance level is the usual 95% confidence level. By analogy with the synoptic forecasts case, skill values exceeding the $r_o = 0.60$ threshold value are considered useful (Hollingsworth et al., 1980).

The predictive performance is measured also by the Root Mean Square Error (RMSE), defined as:

$$\text{RMSE} = \left( \frac{1}{n} \sum_{t=1}^{n} \left( y'_{10} - y'_{1m} \right)^2 \right)^{1/2}$$  \hspace{1cm} (14)

The RMSE values are compared with the statistical significance threshold computed by assuming the variables' Gaussianity (Wilks, 1962). They are also tested against an useful threshold derived by using an $y'_{1m} = r_o y'_{10}$, where $r_o$ is the useful threshold according to Hollingsworth et al. (1980). Both parameters were validated by a series of cross-validation experiments. The usual procedure is to leave out from the predictors used in each experiment the observations corresponding to 1 yr at each time. However, here we have found it convenient to omit two consecutive years in each experiment. In this way, the skill values of the hindcasts that have initial and target conditions at the same year and those where initial and target season belong to a different year are directly comparable (the hindcasts contain the same number of years).

### 3.3. The model setup

We are interested in the simplest model that could represent the anomalous variability in the equatorial Pacific in a way that is both skilfull and significant. The recharge–discharge paradigm (Jin, 1997) represents the anomalous state in the region in terms of four variables: the western Pacific thermocline depth anomaly, the eastern Pacific thermocline depth anomaly, the central Pacific zonal wind stress and the eastern Pacific SST anomaly. The CG2003 version reduces the number of variables to three. Finally, Burgers et al. (2005), by relating the central Pacific wind stress and the eastern Pacific thermocline depth anomaly to the eastern Pacific SST anomaly, reduce by two the number of variables of the model. Here we decide the dimensionality of the model according to a parsimony procedure. We will start by hindcasting with a basic model of two variables that represent the anomalous surface and subsurface state of the ocean. We will then hindcast with a model that includes an additional variable that represents the anomalous atmospheric state. We will then compare the hindcasts skill and RMSE, along with the POP performance and physical interpretation. By adding a new variable, we will then proceed to perform a hindcast with a four-variable model, proceed to the same comparison and so on.
4. Analysis

The Niño3.4 Index is the common target of all the predictive schemes developed here. Its seasonal dependence plays an important part in this study. In Fig. 2, we have represented the seasonal dependence of the standard deviation of this index and also of some other indexes used as variables. Note how for the period under study (1980–2012), the spring and summer amount of variability in the Niño3.4 Index are similar.

As stated in the methodology, we perform first a series of experiments aimed at determining the minimum dimension that captures the essential evolution of the system. We start with a basic model whose variables are the Niño3.4 Index and the WWV Index (the NW model). From the observations, we identify one dynamical matrix per lag and season, which yields 16 dynamical matrices. We analyse them in terms of their POP, determine the characteristics of its time evolution (frequency and empirical time coefficients) and the corresponding $G(\tau)$ operator. We analyse the residuals of the identification of the model in terms of its EOF.

We then build two sets of hindcasts for the 1980–2012 period, using both the OS and the FSM predictive schemes and estimate the cross-correlation and the RMSE of those hindcasts. Next we build a basic three-variable model (the NSW model) by adding the SO index to the previous variables and proceed similarly as in the two-variable case. Finally, we test a number of four-variable models built by adding to the NSW model one variable at a time chosen among the indexes that have been pointed out as ENSO precursors, as for instance the ISV Index, the IOD Index or the TSA Index. The relative performance of the two-, three- and four-variable models is compared on the basis of the hindcast cross-correlation and RMSE values and on the consistency of the POP analysis with the POP evolution scheme. The results show that although the NSW model produces cross-correlation skills only slightly over that of the NW model (not shown), lowers the RMSE at most seasons, and considerably for winter and autumn, as shown in Fig. 4. This improvement is not to be found when the cross-correlation and RMSE values produced with the four-variable models are compared with those obtained with the basic NSW model. Additionally, the results of the POP analysis of the three-variable dynamical matrices are always consistent with the POP theoretical scheme, that is, there is always a complex pair and one real eigenvalue. On the contrary, in the case of the two- and four-variable models, for some seasons and lags, the POP analysis exhibits traits that are not consistent with the POP evolution scheme (for instance, all the POP eigenvalues are real). Based on those results, we decided to select the three-variable models as the basic tool of the present predictability studies.

The model used here as a benchmark includes only equatorial variables: the Niño3.4, the SOI and the WWV Indexes (NSW model). The seasonal correlation coefficient values obtained with this model and the OS predictive scheme and those produced when the model is used with the FSM scheme are represented in Fig. 5. We can appreciate in this figure that the skill values produced with the OS scheme (without noise) decay smoothly in winter and spring, remaining useful for lead times up to three seasons or 1 yr, respectively. However, the summer values remain useful only up to two seasons lead, while in the autumn case the skill is below the threshold at two seasons lead, recovers at three seasons and drops again. Using the more sophisticated FSM prediction scheme (including noise) produces useful winter coefficient values at all leads and useful autumn values at leads up to three seasons, but has not the same success in the summer case. The measure of the forecast skill given by the RMSE (represented in Fig. 6) is better, as expected in a model that is designed to minimise this quantity. The RMSE values obtained with the NSW model and the OS scheme are useful at almost all leads and all seasons with two exceptions. These results can be only partly explained by the correlation and RMSE values produced on the basis of assuming the persistence of the Niño3.4 values, which are represented with a continuous grey line in Figs. 5 and 6, respectively.

We also use other models here that include as third variable, instead of the SOI, either the PMM Index or one of the two zonal indexes (either the NTZG Index or the STZG Index). These models are labelled with NWNTZG or NWSTZG. Another model considers the effect that the SST anomalies in the Tropical Atlantic region might have on the tropical Walker circulation and includes as variable the TSA Index (NWNTSA model). In Table 2, we give a description of the tropical models used here with the corresponding acronyms. The most successful of these is the NWNTSA whose correlation coefficient and RMSE values are represented in Figs. 7 and 8, respectively. If we compare the correlation coefficients and RMSE values produced by this model with those produced by the NSW model, both used with the OS scheme (represented in Fig. 5), we can appreciate that the NWNTSA model brings some improvement of the cross-correlation in winter, and deterioration of the correlation values in summer. However, the correlation values and RMSE produced using the FSM scheme are quite similar. For the sake of completeness (and perhaps to spare other researchers some pain), we have also represented the skill measures of the hindcasts produced by some other three-variable models, when these values scored better than the one produced with the NWNTSA run in FSM. The differences in this case are found irrelevant.
There are other cases where the skill differences produced by using one or the other predictive schemes seem important. For instance, such is the case of the summer Niño3.4 hindcasts with the NSW model initialised at the previous spring, as shown in Fig. 5. In this case, we seek to gain some insight into the nature of the noise through the determination of the ‘maximum growth structure’. Among these cases, the quickest growth corresponds to the summer Niño3.4 hindcasts from spring, as already mentioned (the growth exponent is roughly 0). Its ‘maximum growth pattern’ is represented in Fig. 9a. A remarkable trait in this figure is the important anomalies in the South Pacific Convergence Zone region. Another of these cases is the autumn Niño3.4 hindcast from spring initial conditions; its maximum growth pattern, represented in Fig. 9b, has the characteristics of an eastern Pacific warm event and its growth exponent ($-0.25$) indicates damping.

Finally, we will focus on the summer and autumn Niño3.4 Index hindcasts at longer lead times performed with models that include the extratropical variability among their variables. In one case, these were identified from the PCs of the NP region of the global MTT anomalous field, after the inspection of the respective cross-correlation function with the seasonal Niño3.4 Index. The variable selected was the 11th PC of the winter NP MTT field, explaining barely 1% of the variance of the field. In the other case, the variable was obtained with the same procedure, but performed this time from the PCs of the GSE.
region (see definition in Table 3) of the global MTT anomalous field. Here the third PC (accounting for 13% of the variance of that field) was found optimal. We proceed then to build two new models along the lines of the previous one, the NWNP and the NWGSE. Considering the discussions in the literature relative to the predictive potential of some specific sectors of the Southern Oceans, we have also conducted hindcast experiments with variables extracted from these sectors as the Southern Indian or the Southern Atlantic and Indian (SAI) or the RB Sea or a combination of these (as detailed in Table 3).

The results of these Niño3.4 hindcasts are shown in the Taylor diagrams depicted in Fig. 10. In the summer value hindcasts (Fig. 10a), the modelled standard deviations estimate well the observed one. The skill correlation coefficients of the models whose variables were obtained from the GSE or the Southern Atlantic and Indian Antarctic (SAIA) or SAI regions are above the useful threshold. The RMSE values in turn are well below the corresponding useful threshold. In the case of the autumn hindcasts (Fig. 10b), the models underestimate the observed variability and only the correlation coefficient of that model including the atmospheric variable from the whole GSE domain is above the useful threshold.

Then, the best hindcast skill produced with the feedback models that incorporate one extratropical predictor
improve those produced by the best tropical models by nearly 15%. However, we found that the values obtained by the latter lie inside the confidence intervals of the former, determined at the customary 95% significance level. Therefore, we must acknowledge here that the differences between the skill produced by the model with the extratropical predictor and those of the models that include only tropical variables are not statistically significant.

In search of predictability sources, we examine the relevant traits associated with the third PC of MTT, the one included in the NWGSE configuration that scores higher skill at 1-yr lead. Its seasonal pattern is represented in Fig. 11a and its summer pattern in Fig. 11b. A relevant feature in Fig. 11a is the wavelike anomalies in the ACC region, more intense in the southern part of South America, and the Southern Indian Ocean. The extension of the MTT anomalies from the South India and South Atlantic Oceans might be explained by a similar WES feedback as suggested in the text.

Table 2. Acronyms and variables of some tropical models used in this study

| Acronym | Model                              |
|---------|------------------------------------|
| NW      | NiÑO3.4 and WWV Index              |
| NSW     | NiÑO3.4, SOI and WWV Index         |
| NWTSA   | NiÑO3.4, WWV and TSA Index         |
| NWISV   | NiÑO3.4, WWV and ISV Index         |
| NWPMI   | NiÑO3.4, WWV and PMM Index         |
| NWNTZG  | NiÑO3.4, WWV and NTZG Index        |
| NWSTZG  | NiÑO3.4, WWV and STZG Index        |

Fig. 6. Seasonal cross-RMSE of the NiÑo3.4 Index hindcasted with the NSW model in (a) winter, (b) spring, (c) summer and (d) autumn. The values connected with a dot-dashed line were obtained with the OS predictive scheme and those connected with a dashed line with the FSM scheme. On the background we have depicted the cross-RMSE of the hindcast produced assuming the NiÑo3.4 Index persistence with a solid grey line. The blue and red straight dashed lines represent the same thresholds as in Fig. 4.
Table 3. Acronyms and specifications of the regions used to build the extratropical predictors

| Acronym | Region                           | Latitude          | Longitude         |
|---------|----------------------------------|-------------------|-------------------|
| NP      | North Pacific                    | 20°N–90°N         | 140°E–120°W       |
| SP      | Southern Pacific                 | 20°S–90°S         | 160°E–80°W        |
| GSE     | Global South Extratropic         | 20°S–90°S         | 0°–360°           |
| RB      | Ross–Bellingshausen              | 60°S–90°S         | 160°E–60°W        |
| SPA     | Southern Pacific Antarctic       | 50°S–90°S         | 160°E–80°W        |
| SAIA    | Southern Atlantic and Indian Antarctic | 50°S–90°S        | 60°W–150°E        |
| SAI     | Southern Atlantic and Indian     | 20°S–90°S         | 60°W–150°E        |

Fig. 7. Seasonal cross-correlation of the Niño3.4 Index hindcasted with the NWTSA model in (a) winter, (b) spring, (c) summer and (d) autumn. The values (squares) connected with a dot–dashed line were obtained with the OS predictive scheme and those (filled square) connected with a dashed line with the FSM scheme. As in Fig. 5 the solid grey line represents the cross-correlation obtained assuming persistence. The blue and red straight dashed lines represent the same thresholds as in Fig. 5. Individual symbols (filled circle, triangle, diamond and star) represent the cross-correlation of those models (NWISV, NWPMM, NWNTZG and NWSTZG) that at a given lead score better than the ones obtained at that lead with the NWTSA model.
by Terray (2011). Furthermore, the pattern here illustrates strong anomalies over the central part of South America that can impact the eastern subtropical South Pacific and from there extend to the equator via a similar feedback (Zhang et al., 2014). In fact, this PC is related to the WAVE3 Mode in the Southern Hemisphere (Yuan and Li, 2008). This is a quasi-stationary pattern (Van Loon and Jenne, 1972) in the southern midlatitudes, a predominant mode in the SLP and v-wind field. A similar mode called the WAVE3N mode is by analogy defined in the Northern Hemisphere. The correlation of the summer or autumn 3rd MTT PC with the corresponding WAVE3 Index is statistically significant, while in summer the correlation with the WAVE3N Index is also significant.

5. Concluding remarks

One of the innovative aspects of this study is the use of some linear seasonal statistical model as a tool for the investigation of the Niño3.4 Index longer lead predictability barrier.
and the solution of the problem. The generality of its formulation made it possible for the model to include variables representing the interactions between the Niño3.4 region and others. This cannot be said of other models, such as CG2003. Here, we use a basic model version to characterise the Niño3.4 ‘predictability barrier’. Moreover, we show that the FSM scheme using this configuration is able to produce hindcast correlations and RMSE similar to the ones scored with the CG2003.

Once the problem is focused on the predictions that target the summer and autumn Niño3.4 conditions, we focus on the analysis of the skill sensitivity to different choices of the variables in the tropical region. Some of these variables such as the TSA and the PMM Indexes are not usually included in a predictive scheme and others such as the STZG or the NTZG Indexes have been defined for the purposes of this study. Finally, we take advantage of the methodology to perform a comparative analysis of the predictive skill gained by including in the model, a particular variable that represent processes and regions identified as longer lead ENSO precursors by previous studies. Among these are the NP region, the ACC region, the RB or the Southern Atlantic and Indian Oceans.

Although some previous work has identified, analysed and even hindcasted with one of these extratropical predictors (Dominiak and Terray, 2005; Boschat et al., 2013) they never went into a comparison of the predictive capabilities of those precursors. Only one very recent study (Dayan et al., 2014) followed a systematic scheme similar to the one used in this one. However, while the focus here is the seasonal predictability barrier, there it is the identification of the best longer lead precursors, and they did not consider feedbacks. The predictive scheme followed is also different: data are severely filtered there while here the seasonal averaging is the only filter applied.

We have found that for the hindcast that target the winter and spring Niño3.4 conditions, it suffices with the equatorial variables to obtain useful skill values. Moreover, including one of the other atmospheric variables has a sizeable impact on the correlation coefficients or RMSE only if the simpler predictive scheme (the OS) is used. That is, when the full stochastic mode (the FSM scheme) is used, the hindcast skill is insensitive to the choice of one or the other atmospheric index as atmospheric variable. Of course, these results are model dependent. However, the comparison with the CG2003 or Barnston et al. (2012) skills supports the validity of our conclusions in the case of the predictions that target the summer months.

The analysis of a great number of sensitivity experiments shows that the higher skill scores correspond to configurations that include variables representing regional MTT anomalies. Predictions from summer initial conditions are the

![Fig. 9. (a) The optimal growth structure obtained with NSW model for the summer Niño3.4 Index hindcast initialised from the preceding spring. (b) As in (a) but for the autumn Niño3.4 Index also initialised from spring.]
most sensitive to the introduction of extratropical variables. Here again the skill scores obtained by models with atmospheric variables limited to the SAI sector are not very different to those scores of the configurations that include the whole GSE area. This feature is not surprising, because in the spatial pattern of the MTT variable used by these last configurations (third MTT EOF) the main centre of anomalies lies outside of the RB region. This would imply
that the SAI region contains most of the skill sources when the target is the summer Niño3.4 condition. However, when the predictand or the predictors are in autumn, the inclusion of the atmospheric anomalous variability in the RB region seems relevant to achieve useful potential skill values, in good agreement with Ballester et al. (2011) analysis. We think that the results here could be of interest not only for predictability studies, but also for coupled model’s initialisation.

The results obtained in the last part of this paper show that, when the target are the summer Niño3.4 values and for the longer lead, the introduction of extratropical information leads to skill improvements of more than 15% with respect to the skill obtained with the basic model, which incidentally are not statistically significant. We will address this lack of significance in future research.
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