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Abstract

Benefit from large-scale training data, recent advances in Siamese-based object tracking have achieved compelling results on the normal sequences. Whilst Siamese-based trackers assume training and test data follow an identical distribution. Suppose there is a set of foggy or rainy test sequences, it cannot be guaranteed that the trackers trained on the normal images perform well on the data belonging to other domains. The problem of domain shift among training and test data has already been discussed in object detection and semantic segmentation areas, which, however, has not been investigated for visual tracking. To this end, based on SiamRPN++, we introduce a Domain Adaptive SiamRPN++, namely DASiamRPN++, to improve the cross-domain transferability and robustness of a tracker. Inspired by A-distance theory, we present two domain adaptive modules, Pixel Domain Adaptation (PDA) and Semantic Domain Adaptation (SDA). The PDA module aligns the feature maps of template and search region images to eliminate the pixel-level domain shift caused by weather, illumination, etc. The SDA module aligns the feature representations of the tracking target’s appearance to eliminate the semantic-level domain shift. PDA and SDA modules reduce the domain disparity by learning domain classifiers in an adversarial training manner. The domain classifiers enforce the network to learn domain-invariant feature representations. Extensive experiments are performed on the standard datasets of two different domains, including synthetic foggy and TIR sequences, which demonstrates the transferability and domain adaptability of the proposed tracker.

1. Introduction

Visual object tracking is one of the fundamental computer vision problems, which aims to estimate the trajectory of an arbitrary visual target when only an initial state of the target is available. Generic visual tracking is an interesting yet challenging research topic with a wide range of applications, such as video surveillance, autopilot, etc.

Driven by large-scale well-labeled datasets [8, 18, 34, 35, 37] and deep convolutional neural networks [14], recent object tracking methods have achieved excellent performance, especially for the Siamese-based trackers. The Siamese-based trackers [2, 9, 23, 24, 38, 39, 43] typically learn a general similarity map by cross-correlation between the feature representations learned from the template and search region, which are trained with large-scale data in an end-to-end manner.

Problem. In the real-world scenarios, tracking algorithms are facing enormous challenges due to the diversity of the application environments, such as weather (foggy/rainy/cloudy), modality (RGB/TIR) and illumination (day/night), etc. As illustrated in Fig. 1, the sequences, including the tracking targets of Persons, Cars and Dogs, are collected from different domains. In general, the trackers are only trained with the sequences collected in the ideal conditions, and their adaptability and transferability to open scenarios cannot be guaranteed due to domain shift across training and test data. To prove the existence of this problem, we perform the confirmatory experiments by evaluating the pre-trained SiamRPN++ [23] on the normal sequences, the thermal infrared (TIR) sequences and
the generated foggy sequences. Note that SiamRPN++ is only trained on the LaSOT [8] dataset. (1) We first evaluate the trained models on the synthetic foggy VOT2018 [19] and the normal VOT2018. (2) VOT2019-RGBT [20] benchmark can be split into the RGB sequences and the TIR sequences, and we also evaluate the trained models on the RGB sequences and the TIR sequences, resp. The results are shown in Fig. 2, which demonstrate that domain distribution discrepancy between training and test data indeed leads to a significant performance degradation.

One of the solutions to the problem is to collect as much training data as possible to alleviate the impact of domain shift. However, bounding boxes annotation is labor-intensive and time-consuming. Therefore, similar to domain adaptive detection [5, 15, 16], it is reasonable and natural to develop a domain adaptive tracker to handle the performance drop caused by the cross-domain discrepancy. To overcome the cross-domain tracking restriction and improve the generalization ability, we introduce a domain adaptive tracker based on the representative Siamese-based method [23]. Following the unsupervised domain adaptation scenario where the source domain is well-labeled while the target domain is unlabeled, we intend to make the domain adaptive tracker perform well on both source and target domain at no additional annotation cost. To the best of our knowledge, we first notice the problem of domain distribution discrepancy in the visual tracking area and propose a domain adaptive tracker.

The general idea in unsupervised domain adaptation is to bridge the domain gap by explicitly learning domain-invariant representations between different domains and achieving small errors on the target domain. We aim to minimize the $\mathcal{A}$-distance [1] which is typically used to measure the distribution divergence between the source and target domain. Based on Bayes’s Formula and covariate shift assumption, the probabilistic analysis for tracking is given in Sec 4.2. Inspired by the $\mathcal{A}$-distance theory and the probabilistic perspective, we put forward a domain adaptive tracker in two levels, i.e. Pixel Domain Adaptation (PDA) and Semantic Domain Adaptation (SDA). The PDA module focuses on the domain shift of each feature pixel, i.e. image style, illumination, etc. And the SDA module pays attention to the whole target with appearance and category change caused by domain shift. PDA and SDA reinforce the convolutional neural networks to learn domain-invariant feature maps and feature representations by training the domain classifier and the Siamese network in an adversarial manner. The contributions of this paper can be summarized as follows:

- We first introduce the domain distribution discrepancy problem to the visual tracking community. The confirmatory experiments demonstrate that the domain shift leads to a clear performance drop.

- We propose the pixel domain adaptation (PDA) module and the semantic domain adaptation (SDA) module for learning domain-invariant features. PDA performs the domain distribution alignment between the source and target domain in image-level. SDA focuses on the domain distribution alignment w.r.t. the tracking target in semantic-level.

- We put forward a new scheme to generate foggy images and construct foggy benchmarks. The single-view depth estimation method, MegaDepth [26], is adopted to predict the depth maps. Inspired by Haz-eRD [42], we utilise RGB images and their corresponding depth prediction maps to generate Foggy VOT2018 [19], Foggy OTB100 [41], Foggy UAV123 [33] and Foggy GOT-10k [18].

2. Related Work

Siamese Network for Tracking. Siamese network has drawn great attention in the visual tracking area. The pioneering works, including SINT [38] and SiamFC [2], are trained with large-scale image pairs to learn a similarity function in an end-to-end manner. Inspired by Faster R-CNN [36], Li et al. [24] integrate the Siamese network with Region Proposal Network (RPN), which takes object tracking as a local one-shot object detection problem. To exploit deeper and wider tracking networks, SiamRPN++ [23] replaces the modified AlexNet [21] with ResNet-50 [14] to enrich the extracted feature maps. SPM-tracker [39] designs a two-stage network, namely coarse matching stage and fine matching stage, which can achieve high localization precision. Cascade-RPN [9] adopts a multi-stage tracking framework with three RPNs cascaded and leverages feature maps of different levels. Anchor-free trackers [6, 12, 44] adopt the per-pixel prediction fashion to get
accurate bounding boxes and improve computational efficiency. However, most tracking approaches only generate an appearance model of the target in the first frame, and the appearance model is not updated in the following frames. The robustness of these trackers is severely limited. Bhat et al. [3] put forward a target model predictor to online optimize the appearance model, capable of exploiting both target and background information to generate a discriminative target model. However, these SOTA trackers do not consider the domain shift across datasets, which, undoubtedly, weakens their domain adaptability and transferability.

**Domain Adaptation.** Domain adaptation is widely explored for cross-domain image classification and detection [7, 15, 17, 29, 30, 40], which aims to transfer knowledge from one domain to another by mitigating the distributional discrepancy. A commonly used approach for domain adaptation is to bridge the domain gap by making the extracted features from different domains indistinguishable. Recently, some methods have achieved tremendous success in unsupervised domain adaptation. Early models minimize the disparity between different domains by measuring the domain divergence through some metrics, such as Maximum Mean Discrepancy (MMD), moment matching, etc. Based on adversarial learning, the recently proposed methods either employ Generative Adversarial Network (GAN) [11] or adopt adversarial training with Gradient Reverse Layer (GRL) [10]. Some approaches [4, 25, 27] motivated by GAN achieve pixel-level adaptation with regard to image-to-image translation techniques. Ganin et al. [10] proposed the gradient reverse layer, which reverses the gradient during the backpropagation phase for minimax optimization between the feature representation and domain classifier, an intuitive problem of domain adaptation.

### 3. Revisiting of SiamRPN++

SiamRPN++ [23] consists of two main components, including the Siamese network for feature extraction and the region proposal network for localization. A template $z$ and its corresponding search region $x$ are formulated as an input image pair of SiamRPN++. Siamese-based trackers typically utilize a two-stream network to respectively extract the feature maps of the template and the search region. SiamRPN++ adopts a combination of depth-wise cross-correlation and fully convolutional layers to assemble a head module for calculating classification scores and bounding box regression coordinates (offset), which can be formulated as:

$$
A^d_{w \times h \times 2k} = \psi_c([\varphi(z)]_{cls} \ast [\varphi(x)]_{cls}),
A^r_{w \times h \times 4k} = \psi_r([\varphi(z)]_{reg} \ast [\varphi(x)]_{reg})
$$

(1)

where $\varphi$ denotes the Siamese network. $[\cdot]_{cls/reg}$ are the adjustment layers to make the features better fit for different tasks. $\ast$ represents cross-correlation operation. $k$ is the number of anchors. The cross-entropy loss and smooth $L1$ loss are equipped to supervise the binary classification and regression branch, resp.

### 4. Theoretical Preliminaries

#### 4.1. $A$-distance

Given a source domain $S$ and a target domain $T$, for two sets of samples with domain distributions, we usually use the $A$-distance [1] to measure the distribution difference between the two sets. Suppose $\mathcal{H}$ to be a hypothesis set of domain classifiers and $h: x \rightarrow [0,1]$, one of the domain classifiers, which aims to predict the source sample $x_S$ to be 0 (i.e., $h(x_S) \rightarrow 0$) and the target sample $x_T$ to be 1 (i.e., $h(x_T) \rightarrow 1$). The $A$-distance, which measures the domain divergence, can be formulated as:

$$
d_A(S, T) = 2 \left(1 - \min_{h \in \mathcal{H}} \text{err}(h(x))\right)
$$

(2)

where $\mathcal{H}$ consists of a set of domain classifiers and $\min_{h \in \mathcal{H}} \text{err}(h(x))$ means the prediction error of an ideal domain classifier. Clearly, a small domain classification error means large domain divergence. Most domain adaptation methods typically minimize the domain discrepancy $d_A(S, T)$ to implement the features alignment. Therefore, it is equivalent to maximize the error of the ideal domain classifier and there is,

$$
\min f d_A(S, T) \Leftrightarrow \min f \left(2 \left(1 - \min_{h \in \mathcal{H}} \text{err}(h(x))\right)\right),
\Leftrightarrow \max f \min_{h \in \mathcal{H}} \text{err}(h(x))
$$

(3)

where $f$ is the feature representation of sample $x$ from the Siamese network. Clearly, the problem (3) is a standard minimax optimization problem between the feature extractor $f$ and the domain classifier $h$. We therefore optimize the above minimax problem in an adversarial training manner. The Gradient Reversed Layer (GRL) [10] is a commonly used method for solving this problem.

#### 4.2. Probabilistic Analysis for Object Tracker

For visual tracking, given an initial state of the target, trackers aims to predict the position of the target in the following frames, which can be regarded as a posterior probability $P(S, B | Z, X)$ learning problem, where $S$ and $B$ denote the classification score and the predicted bounding box, $Z$ and $X$ represent template and search region, resp. We utilize $P_S(S, B, Z, X)$ and $P_T(S, B, Z, X)$ to represent the joint distributions of the source and target domain. Owing to the existence of domain shift, the joint distribution of the source domain is not consistent with that of the target domain in general.
**Pixel Domain Adaptation.** When there is a domain shift between the two domains, we have

\[ P_S(S, B, Z, X) \neq P_T(S, B, Z, X) \]  \hspace{1cm} (4)

According to Bayes’ Formula, we can decompose the joint distribution as:

\[ P_i(S, B, Z, X) = P_i(S, B|Z, X)P_i(Z, X) \]  \hspace{1cm} (5)

where \( i \in \{S, T\} \) denotes the different domains. We make the covariate shift assumption for object tracking. \( P(S, B|Z, X) \) denotes the conditional distribution, which is the same for source and target domain, i.e. \( P_S(S, B|Z, X) = P_T(S, B|Z, X) \) Therefore, the domain shift is mainly caused by the marginal distribution, namely

\[ P_S(Z, X) \neq P_T(Z, X) \]  \hspace{1cm} (6)

In ideal circumstances, the predicted results of SiamRPN++ should be the same regardless of which domain the sequence belongs to. According to the network framework, \( P(S, B|Z, X) \) represents RPN for classification and regression. \( P(Z, X) \) denotes the feature maps of template and search region that are the output of the Siamese network. The ultimate aim is to reinforce the Siamese network to extract domain-invariant feature maps, such that,

\[ P_S(Z, X) = P_T(Z, X) \]  \hspace{1cm} (7)

**Semantic Domain Adaptation.** Pixel domain adaptation solves the domain shift caused by weather or illumination, refers to global region. However the tracking targets of different domain data suffer from appearance change and category variation. The semantic information of the tracking target should also be taken seriously. Similar to pixel domain adaptation, we can decompose the joint distribution into another format by Bayes’ Formula, formulated as:

\[ P(S, B, Z, X) = P(S|B, Z, X)P(B, Z, X) \]  \hspace{1cm} (8)

We also make the covariate shift assumption for semantic domain adaptation. Assuming that the conditional distribution \( P(S|B, Z, X) \) is the same for different domains, i.e,

\[ P_S(S|B, Z, X) = P_T(S|B, Z, X) \]  \hspace{1cm} (9)

According to Eq.(8), we argue that the marginal distribution \( P(B, Z, X) \) is the main reason that leads to the domain discrepancy and performance reduction. Therefore, we should constrain the marginal distribution to be the same for the two domains, ideally \( P_S(B, Z, X) = P_T(B, Z, X) \). Note that the tracking target annotations are unavailable for the target domain. Therefore, whether source or target domain, we use the predicted bounding boxes from RPN.

**5. The Proposed Method**

5.1. Siamese Network

The whole framework is illustrated in Fig. 3. Inspired by the \( A \)-distance theory and the probabilistic perspective in Section 4, we introduce two domain adaptive modules to solve the domain shift problem, including Pixel Domain Adaptation (PDA) and Semantic Domain Adaptation (SDA). The modified ResNet-50 [14] is employed as our backbone network for feature extraction. The stride of original ResNet-50 is 32 pixels. To make it better suitable for tracking, we adjust the effective strides of block 3 and 4 from 16 pixels and 32 pixels to 8 pixels by following the same protocol as SiamRPN++ [23]. Due to different levels of Siamese network contain low-level and high-level feature maps with diverse feature representations, we intend to leverage multi-level features to take full advantage of semantic information and appearance information.

5.2. Pixel Domain Adaptation

As discussed in Section 4.2, the feature maps, which are extracted by the Siamese network, contain the foreground and background information of the template and search region. The training images are diverse in image style, illumination and so on. Therefore, to obtain the domain-invariant feature maps, the pixel domain adaptation module includes the template alignment and the search region alignment, which aims to confuse the feature maps across domains, with minimax optimization between the domain classifiers and the Siamese network.

Given an image pair, i.e. the template \( z_i \) and the search region \( x_i \) from the source or target domain, we first extract the multi-level feature maps from block 2, 3, 4, which are denoted as \( \varphi_k(z) \) and \( \varphi_k(x) \), \( k \in \{2, 3, 4\} \). We therefore intend to constrain the feature maps of each level by a domain classifier. The pixel domain classifier is composed of a convolutional layer, a maxpooling layer and a fully connected layer. The FC layer is used for binary classification of each feature pixel. The pixel domain adaptation loss is formulated as:

\[
L_{pda} = -\frac{1}{MN} \sum_{m,n,i}^{M,N} \left[ D_i^{(m,n)} \log p_i^{(m,n)} + (1 - D_i^{(m,n)}) \log (1 - p_i^{(m,n)}) \right]
\]

(10)

where \( p_i^{(m,n)} \) stands for the domain classifier’s output located at pixel \((m, n)\). \( D_i^{(m,n)} \in \{0, 1\} \) denotes the domain label for the source or target domain. We intend that the domain classifier cannot distinguish whether the pixel belongs to the source domain or not. Following the idea of Eq.(3), we first minimize the domain classification loss for the domain classifier learning and maximize this loss for the Siamese network learning. The trainable parameters of
the domain classifiers are denoted as $w_{pda}$, while $\varphi$ represents the parameters of the Siamese network. The adversarial learning can be written as:

$$\max_{\varphi} \min_{w_{pda}} L_{pda}$$

To this end, GRL is arranged between the domain classifiers and the Siamese network, as shown in the dashed boxes of Fig. 3. In the backpropagation stage, the parameters updating direction of the domain classifier is the same as the direction of reducing the domain classification loss, which is the same as the ordinary training approach. The parameters updating direction of the Siamese network is reversed after GRL, which is exactly the direction of increasing the domain classification loss. After the adversarial training, the feature maps extracted by the Siamese network tend to have similar representations between domains. Therefore, the trackers can perform well on the target domain data.

### 5.3. Semantic Domain Adaptation

Because of the variation of category, angle of view and posture of different domains, the appearance of tracking target will change significantly. Therefore, we propose the Semantic Domain Adaptation (SDA) module to enforce the feature representations of the tracking targets to be domain-invariant in semantic-level.

Along with the outputs of RPN, we can obtain the predicted bounding boxes. ROI Align [13] takes the predicted bounding boxes and multi-layer feature maps $\varphi_k(x), k \in \{2, 3, 4\}$ as input. The outputs of ROI Align are the target features with the fixed size of $5 \times 5 \times C$. To align the feature representations of the local region between the two domains, we adopt the adversarial training strategy that is similar to the pixel domain adaptation. GRL is implemented between the domain classifiers and the ROI Align. Considering to harmonize the semantic features from the aspect of the whole target, we utilise two fully connected layers to constitute the semantic domain classifiers. The cross-entropy loss is adopted, i.e.

$$L_{sda} = - \sum_{i} [D^k_i \log s^k_i + (1 - D^k_i) \log(1 - s^k_i)]$$

where $s^k_i$ denotes the outputs of the semantic domain classifier. We also train the loss function of the SDA module in an adversarial manner,

$$\max_{\varphi} \min_{w_{sda}} L_{sda} = \max_{\varphi} \min_{w_{sda}} \sum_{i} [D^k_i \log s^k_i + (1 - D^k_i) \log(1 - s^k_i)]$$

where $\varphi$ is the parameters of the Siamese network and $w_{sda}$ denotes the parameters of the semantic domain classifier. Whether the tracking target is from the source or target domain, the domain-invariant feature of the target can obtain a high response in the score map.

### 5.4. Training Loss

In the training phase, the whole framework is composed of the baseline tracker and domain adaptive modules. Therefore, the final loss of the proposed framework consists of the tracking loss $L_t$ and the domain adaptation loss,

$$L = L_t + \lambda_{da} \sum_{k=2}^{4} (L^k_{pda} + L^k_{sda})$$
where $L_t$ consists of the cross-entropy based binary classification loss for foreground-background prediction and the smooth $L1$ based regression loss for object location. $\lambda_{da}$ is a trade-off parameter. $k$ denotes the index of multi-level feature maps.

### 6. Foggy Image Generation

To validate the domain shift problem, we intend to take the normal sequences as the source domain and the foggy sequences as the target domain. However, there is no public foggy tracking dataset up to now and bounding boxes annotation is also expensive and time-consuming. Using synthetic data to train CNNs becomes increasingly popular. For example, synthetic foggy images are widely utilized in data-driven dehazing methods and domain adaptive detection. Inspired by [5], we propose to utilize existing tracking datasets to synthesize foggy sequences. The images in the existing tracking datasets have three channels (RGB). In order to make the synthetic foggy datasets more realistic. Following pioneer works [22], the method of synthesizing foggy images can be divided two steps: (1) Single-view depth prediction algorithms are used to generate depth maps; (2) According to the optical model of foggy weather, we utilize the RGB images and their corresponding depth maps to synthesize the foggy images. The synthetic foggy images are shown in Fig. 4.

For the single-view depth prediction model, we select the commonly used MegaDepth [26]. Benefit from large amount of Internet SfM+MVS data, MegaDepth exhibits high accuracy and great generalization performance. The predicted depth maps are shown in the second row of Fig. 4. Afterwards, RGB-Depth images are used to generate foggy images. According to Mie scattering theory [32] and HazeRD [42], the airlight and the attenuation are the two main factors of modeling the image information under haze. Due to the presence of dust, mist or fumes in the air, when the reflected light of the object travels in the air to reach the camera, the intensity of the reflected light will decay exponentially with the increase of distance. The atmospheric scattering model has been the classical description for the foggy image generation, which can be formulated as:

$$I_\lambda = t_\lambda E_\lambda + (1 - t_\lambda) A_\lambda$$

where $\lambda$ denotes the wavelength, $E_\lambda$ is the spectral irradiance, $A_\lambda$ represents the airlight, and $t_\lambda$ is the transmission which can be expressed as:

$$t_\lambda = e^{-d\beta_\lambda}$$

where $\beta_\lambda$ is the scattering coefficient for the haze particles and $d$ denotes the distance between the object and the camera. Foggy VOT2018 [19], Foggy OTB100 [41], Foggy UAV123 [33] and Foggy GOT-10k [18] benchmarks are generated in this way. It is worth mentioning that we adopt different $\beta_\lambda$ for the training and evaluation datasets, in order to prevent the problem of overfitting.

### 7. Experiments

#### 7.1. Implementation Details

**Data Preprocessing.** We perform the same data preparation as SiamRPN++. For the source training dataset, i.e. LaSOT [8], annotations can be used to get the cropped images. However, for the target training dataset, i.e. Foggy GOT-10k [18] and LSOTB-TIR [28], the annotations are not available. In practice, we should first run the existing SiamRPN++ on the target domain datasets to obtain pseudo labels, which can be used to crop images.

**Training.** We use the modified ResNet-50 [14] pre-trained on ImageNet [21] as our backbone. In the training stage, we train the model for 19 epochs with mini-batches of size 16. For the first 10 epochs, we freeze the parameters of backbone and only fine-tune the parameters of three RPN heads [36]. For the last 9 epochs, the parameters of block 2, 3 and 4 are unfrozen. The base learning rate is $5 \times 10^{-3}$ and we use a warm-up learning rate of $10^{-3}$ for the first 5 epochs. For the last 14 epochs, the learning rate is decreased exponentially at each epoch from $5 \times 10^{-3}$ to
5 × 10^{-4}. We train the network by stochastic gradient descent (SGD) with a weight decay of 10^{-4} and a momentum of 0.9. For domain adaptive modules, their initial learning rate is set to 10^{-3} and decreased as the learning rate of RPN. The experiments are implemented by PyTorch on PC with an Intel i9-7900X and four NVIDIA TITAN Xp GPUs.

### 7.2. Cross-domain Tracking from Normal to Foggy

**Foggy VOT2018** [19]: VOT dataset consists of 60 challenging sequences and the VOT challenges update some sequences annually. The performance is evaluated in terms of Accuracy (A) and Robustness (R) and EAO, which respectively denote the average overlap over successfully tracked frames, failure rate and Expected Average Overlap.

In order to better reflect the performance improvements of our method, we select the trained models of SiamRPN++ and DASiamRPN++ from Epoch 11 to 19, which are evaluated on Foggy VOT2018 without fine-tuning any hyper-parameters. We first compare the best results of DASiamRPN++ and SiamRPN++. As presented in Table 1, our DASiamRPN++ can achieve the best EAO score of 0.251, which outperforms the best EAO of SiamRPN++ 0.211 with a relative gain of 9.5%. For the quantitative results of each epoch in Table 1, our method can surpass SiamRPN++.

**Foggy OTB100** [41]: Foggy OTB100 contains 100 sequences that are collected from common tracking sequences. The evaluation is based on two indicators: precision (P) and success (S) scores. The results of each epoch are presented in Table 2. The best success score of SiamRPN++ is 0.533. Compared with SiamRPN++, our DASiamRPN++ achieves +2.1% performance gain using PDA and SDA modules. For each epoch, most models of our method surpass SiamRPN++, which demonstrates the effectiveness of our method.

**Foggy UAV123** [33]: UAV123 consists of 123 aerial video sequences, which take precision (P) and success (S) scores as indicators for performance comparison. All of the results are shown in Table 3. The best success score of our method is 0.498. We can achieve a relative gain of 2.3% that compared with the best success score of SiamRPN++. For the comparison of each epoch models, our approach can significantly improve both the precision and success scores.

### 7.4. Ablation Study and Discussion

**Effectiveness of PDA.** In Table 5, we evaluate the models that combine SiamRPN++ and the PDA modules. Obviously, SiamRPN++ with the PDA module can get a better performance. The PDA module exerts the domain alignment on the feature maps of the template and search region. The Siamese network is capable of extracting domain-specific features.

### 7.5. Cross-domain Tracking from RGB to TIR

**LSOTB-TIR** [28]: LSOTB-TIR consists of 1,400 TIR sequences which are divided into training and test subset. The test subset contains 120 videos. LSAT is selected as the source domain dataset, while we choose the LSOTB-TIR training subset as the target domain dataset. The performance indicators are the same as OTB100. We evaluate SiamRPN++ and DASiamRPN++ on the LSOTB-TIR test subset. The results of each epoch are shown in Table 4. Our method has improvement compared with the baseline.
Figure 5. Visualization of the tracking results. (a) denotes the tracking results of SiamRPN++ on the normal sequence. (b) denotes the tracking results of SiamRPN++ on the foggy sequence. (c) denotes the tracking results of DASiamRPN++ on the foggy sequence. Domain shift leads to a tracking failure according to (a) and (b). (b) and (c) show that our method has better transferability cross domains.

| Tracker      | PDA | SDA | Epoch 11 | Epoch 12 | Epoch 13 | Epoch 14 | Epoch 15 | Epoch 16 | Epoch 17 | Epoch 18 | Epoch 19 |
|--------------|-----|-----|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| SiamRPN++    |     |     | 0.211    | 0.164    | 0.162    | 0.160    | 0.166    | 0.150    | 0.157    | 0.145    | 0.176    |
| Ours         | ✓   |     | 0.186    | 0.179    | 0.187    | 0.186    | 0.171    | 0.187    | 0.164    | 0.178    | 0.183    |
| Ours         | ✓   | ✓   | 0.218    | 0.187    | 0.206    | 0.231    | 0.186    | 0.208    | 0.203    | 0.193    | 0.193    |

Table 5. Ablation study on Foggy VOT2018 [19] in terms of EAO.

Figure 6. Feature visualization of the VOT2018 sequences (road, car1, girl, bolt1). Red and blue points correspond to the feature maps of the normal and foggy images, respectively. The feature maps extracted by the Siamese network without DA are visualized in the first row. The second row denotes the feature maps extracted by the network with DA.

Figure 7. Evaluation on Foggy VOT2018 and VOT2018. “SiamRPN++ VOT2018” denotes that the SiamRPN++ model is evaluated on VOT2018. The others are the same expression.

8. Conclusions

In this paper, we introduce the problem of domain shift across different datasets into the visual tracking community. To demonstrate that the domain distribution discrepancy will lead to a performance reduction, we design the confirmatory experiments including synthetic foggy sequences and TIR sequences. Then, in order to solve the domain shift problem, the original normal sequences with full annotations are set as the source domain, while the foggy sequences are set as the target domain which is completely unlabeled. With the A-distance theory and a probabilistic perspective for object tracking, we introduce two domain adaptive modules, namely the pixel domain adaptation module and the semantic domain adaptation module.
The two domain adaptive modules are designed to minimize the domain gap across datasets by minimax based adversarial training with GRL. Extensive experiments show that our method can bring significant performance improvements over SiamRPN++, and the better adaptability and transferability for cross-domain tracking are thus demonstrated.
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