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ABSTRACT
Most End-to-End (E2E) Spoken Language Understanding (SLU) networks leverage the pre-trained Automatic Speech Recognition (ASR) networks but still lack the capability to understand the semantics of utterances, crucial for the SLU task. To solve this, recently proposed studies use pre-trained Natural Language Understanding (NLU) networks. However, it is not trivial to fully utilize both pre-trained networks; many solutions were proposed, such as Knowledge Distillation (KD), cross-modal shared embedding and network integration with Interface. We propose a simple and robust integration method for the E2E SLU network with a novel Interface, Continuous Token Interface (CTI). CTI is a junctional representation of the ASR and NLU networks when both networks are pre-trained with the same vocabulary. Thus, we can train our SLU network in an E2E manner without additional modules, such as Gumbel-Softmax. We evaluate our model using SLURP, a challenging SLU dataset and achieve state-of-the-art scores on intent classification and slot filling tasks. We also verify that the NLU network, pre-trained with Masked Language Model (MLM), can utilize a noisy textual representation of CTI. Moreover, we train our model with extra data, SLURP-Synth, and get better results.

Index Terms— end-to-end spoken language understanding, interface of networks, intent classification, slot filling

1. INTRODUCTION

Spoken Language Understanding (SLU), a front-end of many spoken dialogue systems, is a task of extracting semantic information such as intents, slots, or emotions from speech. Conventional SLU pipelines consist of the Automatic Speech Recognition (ASR) model and the Natural Language Understanding (NLU) model, where the ASR model converts speech to text, and the NLU model predicts task-specific information from the text [1]. However, these pipelines propagate errors from the ASR model to the NLU model, degrading the system’s overall performance. To address this problem, recent studies focused on End-to-End (E2E) SLU networks that directly extract semantic information from speech [2, 3]. Most E2E SLU networks leverage the encoder part of pre-trained ASR networks but cannot fully understand the semantics of utterances, which is crucial for the SLU task.

To solve this, recently proposed studies use pre-trained NLU networks to leverage the powerful language representation of the Pre-trained Language Model (PLM), such as BERT [4]. Some approaches use Knowledge Distillation (KD) from PLM to SLU network [5, 6] or introduce cross-modal shared embedding space between acoustic and textual features [7, 8, 9], and others try to integrate the ASR and NLU networks with appropriate Interface [10, 11].

However, these methods may lose the powerful language representation of BERT in the process of KD or lose important features while embedding cross-modal inputs in a shared space. In the case of network integration with Interface, it depends on the gap between the two representations. The Interface is a junctional representation of two pre-trained networks to be combined [11]. To make the gradient flow via Interface, it is usually necessary to employ additional modules to match the representations.

For example, if we integrate the networks with Discrete Token Interface (DTI), one-hot encoding of ASR hypothesis, the model needs additional modules, such as the Gumbel-Max trick and Gumbel-Softmax distribution for forward and backward passes to match the distribution [12]. This learning process is complicated, as the pre-trained networks could miss their acoustic or linguistic representations.

In this paper, we propose a novel Interface, Continuous Token Interface (CTI), for a simple and robust network integration. The CTI is naturally derived by pre-training both ASR and NLU networks with the same vocabulary. With our interface, there is a small representation gap between the networks, and no additional modules are needed. Because the networks share the same vocabulary, the softmax probability distribution of the ASR network can be considered as a noisy textual representation from the point of view of the NLU network. We assume it only differs in the noise pattern; our Interface has a negligible gap of representations, unlike other Interfaces. Therefore, we directly feed the ASR network’s output to the NLU network, which makes our SLU network trainable in an E2E manner without additional modules, such as Gumbel-Softmax.
Finally, we evaluate our model on the SLURP dataset \[13\], a recently proposed challenging SLU dataset, and achieve state-of-the-art performance in both Intent Classification (IC) and Slot Filling (SF). We also conduct ablation studies to verify that the NLU network, pre-trained with Masked Language Modeling (MLM), can utilize a noisy textual representation of CTI. Moreover, we train our model with extra data, SLURP-Synth, and get better results.

Our main contributions can be summarized as follows:
1. We integrate the pre-trained networks by a novel Interface, CTI, in an E2E manner without any modules.
2. Our CTI integration allows each part of the model to be trained independently based on data type.
3. We evaluate our model on the SLURP dataset and achieve state-of-the-art scores in both IC and SF.

### 2. RELATED WORKS

Recently, the E2E SLU approaches are designed to understand contextual semantic information of speech by utilizing PLM \[14, 15\]. These works were studied in various ways, including KD, learning cross-modal latent space, and network integration via Interface. Fig. 1 shows these works.

#### 2.1. Knowledge Distillation

Inspired by \[16\], KD-based E2E SLU models were proposed to leverage the representation power of PLM \[5, 6\]. The SLU network can learn high-level semantic representations from the NLU network by distilling the knowledge.

#### 2.2. Cross-Modal Shared Embedding

These approaches were designed to learn a cross-modal latent space by inducing the paired speech and transcript to become closer to each other in the common embedding space \[7, 9\]. The SLU network then has a cross-modal shared embedding space derived from both representations of ASR and NLU networks.

#### 2.3. Network Integration with Interface

These approaches were proposed to combine ASR and NLU networks and train the models in an end-to-end manner. They extracted acoustic information from the ASR network, including logits, hidden features, or text, and feed them into the NLU network via Interface \[17\]. If the Interface is not differentiable, additional modules such as Gumbel-softmax or attention gate are needed \[11, 17, 18\].

### 3. PROPOSED METHOD

#### 3.1. Integration Method and Model Components

The SLU network we proposed consists of two main components: ASR and NLU networks. For simple and robust integration via CTI, both networks are pre-trained with the same vocabulary. Given speech input $S$, the ASR network produces tokens with a continuous probability distribution by $\text{softmax}$ function and delivers the output vectors, $Z$ to the NLU network directly as in Eq. (1). The NLU network finally outputs $Y$ (intent, slot key, and slot value) as in Eq. (2).

$$Z = \text{softmax}(\text{ASR}_{Dec}(\text{ASR}_{Enc}(S)))$$  \hspace{1cm} (1)  

$$Y = \text{NLU}(Z)$$ \hspace{1cm} (2)

We call this $Z$ (the output of the ASR network) as CTI, which are considered few-hot encoded vectors from the point of view of the NLU network. We hypothesize that it is noisy but more informative than one-hot encoded vectors generated by the conventionally used $\text{argmax}$ function.

If there is a confusing case between two tokens, the conventional ASR network makes only true/false binary predictions. In our proposed model, however, both pieces of information can be processed at the same time even with some noise. We may think of this as a richer feature that contains information about how the token sounds, rather than just noise.

As a result, the entire SLU network can be trained in an end-to-end manner, with the intermediate noisy text representation. Fig. 2 shows our proposed model.

#### 3.1.1. ASR Network: Wav2Vec 2.0 based Seq2Seq Model

Our ASR network is a Sequence-to-Sequence (Seq2Seq) model consisting of Wav2Vec 2.0 Encoder \[19\] and Transformer Decoder \[20\], where the Wav2Vec 2.0 Encoder is known to have remarkable representation power by contrastive learning task.

#### 3.1.2. NLU Network: RoBERTa

We use RoBERTa \[21\], one of the popular PLMs as our NLU network. We added an attention pooling layer, softmax classi-
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fiers, and a Conditional Random Field (CRF) at the end of the NLU network to predict intent, slot key, and slot value each. We assume that our NLU network, trained with MLM, is suitable for understanding the noisy output of the ASR network. Because this NLU network has the ability to reconstruct randomly masked noisy sentences, it can utilize noisy text representations without additional adaptation steps.

### 3.2. Multi-Task Learning Losses

First, our proposed SLU network can be trained in an end-to-end manner with SLU loss ($L_{SLU}$) from speech-to-label data because it is directly integrated with the CTI. With this Interface, we can train each component of the SLU network independently, even after integration. Thus, the ASR network can be trained with usual ASR loss ($L_{ASR}$) on speech-to-text data, and the NLU network can be trained with NLU loss ($L_{NLU}$) on text-to-label data. And we can use all the losses to train the entire SLU network.

$$L_{Total} = L_{SLU} + L_{NLU} + L_{ASR} \quad (3)$$

#### 3.2.1. SLU Loss

The SLU loss ($L_{SLU}$) consists of Speech-to-Intent Loss ($L_{S2I}$), Speech-to-Slot Key Loss ($L_{S2K}$) and Speech-to-Slot Value Loss ($L_{S2V}$). $L_{S2I}$ and $L_{S2K}$ are all Cross Entropy (CE) losses for intent, slot key classification each. For $L_{S2K}$, we adopt in/out/begin (IOB) formats and pre-process the data to solve the misalignment between token and labels by the tokenizer [22]. And $L_{S2V}$ loss is a summation of CE loss for each token.

#### 3.2.2. NLU Loss

The NLU loss ($L_{NLU}$) consists of Text-to-Intent Loss ($L_{T2I}$), Text-to-Slot Key Loss ($L_{T2K}$) and Text-to-Slot Value Loss ($L_{T2V}$). The NLU loss is similar to the SLU loss, but the input modality is text. Like the MLM task, we randomly mask some tokens of the gold transcript and put this masked sentence as input since it is too easy for the NLU network to predict the slot value from the pure sentence.

#### 3.2.3. ASR Loss

The ASR loss ($L_{ASR}$) is a token classification loss that is commonly used for Seq2Seq ASR network [23]. Without this, the quality of the ASR hypothesis slowly degrades in the process of E2E SLU training.

### 4. EXPERIMENTS

#### 4.1. Dataset

Even though there are some SLU benchmark datasets, such as Fluent Speech Commands (FSC) [3], their semantic complexity is insufficient to evaluate the capability of the NLU network [17, 24]. The E2E SLU baseline without the LM, Wav2Vec2.0-Classifier, outperforms the other models with state-of-the-art performance, as shown in Table. 1. Therefore, we evaluate our proposed model on a more challenging dataset, SLURP [13], recently proposed for developing an in-home personal robot assistant.

#### 4.2. Training

Firstly, we pre-train our ASR network on the LibriSpeech dataset [25]. Here we use the pre-trained parameters of Wav2Vec 2.0 Encoder and Transformer Decoder with randomly initialized parameters. As with the SLURP paper, we fine-tune the ASR network on the SLURP dataset because it requires domain adaptation to far-range speech data. The Word Error Rate (WER) of our ASR network is 16.67, which is slightly lower than the 16.20 of the ASR network in the SLURP paper.
We use pre-trained RoBERTa as the NLU network, and finally, we connect two components via our proposed method (CTI), then fine-tune the model on the SLURP dataset with multi-task losses. Note that, unlike other E2E SLU methods, each part of our model can behave like a stand-alone model. Therefore, we can train the NLU network with text-to-label data and the ASR network with speech-to-text data at will. We leave 46 audio files out of 50,628 training audio files during data and the ASR network with speech-to-text data at will. We therefore can train the NLU network with text-to-label data. Adding $L_{NLU}$ increases the model score by 0.54 (IC) and 0.51 (SLU-F1). This shows that CTI can preserve the NLU network’s powerful text representation, which is learned in the pre-training procedure.

4.3.3. Extra Data : SLURP-Synth

We conduct an additional experiment to check if using extra data improves the model performance as studied in [27]. The extra data is SLURP-Synth where it consist of text, labels and synthesized speech by Google’s Text-to-Speech system [13]. Here we leave 24,365 files that have out-of-distribution labels among the 69,253 files.

We first train the entire network with additional Text-only training data. To do this, we extract the Transcript and Intent pairs from SLURP-synth. The results show that using additional Text-only data increases the IC by 2.5. Second, we train the entire network with SLURP-Synth data containing all text, labels, and synthesized speech. This increase the score by 2.58 (IC) and 3.58 (SLU-F1) than Extra data (Text-only) case, and we finally achieved 86.92 (IC) and 74.66 (SLU-F1) which is the state-of-the-art score. This means that critical information still remains in speech-to-label training that has not been fully discovered in text-to-label training.

5. CONCLUSIONS AND FUTURE WORK

We propose a simple and robust method for integrating two pre-trained networks via novel Interface, CTI. We achieve state-of-the-art scores of 82.93 (IC), 71.12 (SLU-F1) on the SLURP dataset, and 86.92 (IC), 74.66 (SLU-F1) when we add the SLURP-Synth dataset. In the future, we plan to investigate a new pre-training strategy in which the NLU network inputs will match the ASR network outputs; the E2E SLU model will be less susceptible to the problem of representation gap.
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