Abstract. Today, offline attacks are one of the most severe threats to password security. These attacks have claimed millions of passwords from prominent websites including Yahoo, LinkedIn, Twitter, Sony, Adobe and many more. Therefore, as a preventive measure, it is necessary to gauge the offline guessing resistance of a password database and to help users choose secure passwords. The rule-based mechanisms that rely on minimum password length and different character classes are too naive to capture the intricate human behavior whereas those based on probabilistic models require the knowledge of an entire password distribution which is not always easy to learn.

In this paper, we propose a space partition attack model which uses information from previous leaks, surveys, attacks and other sources to divide the password search space into non-overlapping partitions and learn partition densities. We prove that the expected success of a partition attacker is maximum if the resulting partitions are explored in decreasing order of density. We show that the proposed attack model is more general and various popular attack techniques including probabilistic attacker, dictionary-based attacker, grammar-based attacker and brute-force attacker are just different instances of a partition attacker. Later, we introduce bin attacker, another instance of a partition attacker, and measure the guessing resistance of real-world password databases. We demonstrate that the utilized search space is very small and as a result even a weak attacker can cause sufficient damage to the system.

We prove that partition attacks can be countered only if the partition densities are uniform. We use this result and propose a system that thwarts partition attacker by distributing users across different partitions. Finally, we demonstrate how some of the well-known password schemes can be adapted to help users in choosing passwords from the system assigned partitions and investigate their effectiveness by performing a usability study.
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1 Introduction

Text-based passwords were introduced in the digital world in the mid-1960s to provide controlled access to time-sharing computers [10]. Today, with the prolif-
eration of internet services such as banking, insurance, utility, media and many others, the role of text-based passwords has been renewed to protect access to the diverse range of resources residing on the remote web server. However, the use of human-generated text passwords as an authentication mechanism raises some serious concerns which need to be addressed. Text-based passwords are drawn from a relatively small space which makes them vulnerable to guessing attacks [36,29,53]. This vulnerability is due to the user’s preference for common dictionary words and the predominant use of lowercase letters and digits. To achieve the desired level of security, various alternatives such as graphical passwords and biometrics have been proposed. However, the benefits provided by text passwords are unmatched and cannot be achieved by any of the existing alternatives [16]. Consequently, text-based passwords still remain the dominant form of user authentication.

Depending upon whether the guessing is carried out remotely or locally, guessing attacks can be categorized into two types, online attack and offline attack. In an online attack, the attacker attempts to login into the system by guessing the password of a legitimate user. To improve the likelihood of a successful login, the online attacker sorts the password guesses in decreasing order of probability (learned from previous breaches) and tests popular passwords first. These attacks work well on websites with a large user base. For instance, the breach of around 32 million accounts from the Rockyou website revealed that the password “123456” was used by 290,731 (∼1%) of its users [25]. Further, recently published password frequency list of 70 million Yahoo users [11] reveals the count of the most popular password to be 753,217 (∼1%). This real-world data suggests that the online attacker can compromise nearly 1% of the accounts by merely trying a single guess on the target website. The conventional lock-out strategy that limits the number of unsuccessful attempts does not counter such attacks which target many accounts with a handful of popular passwords.

To mitigate the threat of online attacks, Schechter et al. [43] proposed the use of a count-min sketch data-structure to count the occurrences of every password on a given system and to prohibit those passwords that reach a certain popularity threshold. Later, South et al. [50] proposed counting the occurrences of passwords as well as their variations that lie within hamming distance of two, especially targeting the leet transformations that replace letters ‘a’ with ‘@’, ‘i’ with ‘!’ and so on. Websites such as Twitter took a more direct approach by banning 370 popular passwords. Thus, blacklisting the use of popular passwords and their common variants can provide much better resistance to online attacks.

The offline guessing attacks, on the other hand, pose a very serious threat to password security. In this scenario, the attacker has complete access to the database comprising passwords of all registered users of a website. The attacker in possession of the password database can generate and verify potentially unlimited guesses against hashed passwords. And, if passwords are simple, such as

---

1 We assume that these passwords are protected using a one-way hash function, otherwise no guessing is required.
dictionary words or small enough for brute-force search \textsuperscript{30}, then the attacker can recover them in no time.

Nowadays, the breach of a password database is a common event. In the past few years, millions of passwords have been stolen from prominent websites including Yahoo, LinkedIn, Hotmail, Twitter, Sony, Adobe and many others \textsuperscript{6}. The continuous improvement in the state-of-the-art password crackers has resulted in a conglomeration of different attack techniques\textsuperscript{2} ranging from simple dictionary attacks \textsuperscript{29} to more sophisticated attacks based upon the Markov model \textsuperscript{37} and probabilistic context-free grammar \textsuperscript{53}. Moreover, with the advent of GPU computing, there has been a tremendous rise in the guessing capability of the offline attacker. For instance, in 2012, a 25-GPU cluster \textsuperscript{1} was unveiled which could generate 350 billion NTLM hashes per second and therefore guess a standard eight character length Windows password (95\textsuperscript{8} search space) in less than six hours. Further, the password guessing tools have already been optimized to work on GPU \textsuperscript{4}. \textit{Thus, the frequent occurrences of high magnitude breaches along with the availability of sophisticated cracking techniques combined with the high speed GPU clusters has made offline password guessing a real threat, which needs to be addressed.}

Various attempts have been made in the past to measure the strength of a password database against offline attacks. The popular technique to infer the resistance of a password database is by simulating attacks on publicly available breached databases \textsuperscript{53,28,54} or on passwords collected from surveys \textsuperscript{48,30,47}. NIST provides an entropy measure for gauging password strength \textsuperscript{38}, however, this approach is not based upon large empirical data and depends only upon the password length and character classes (such as lowercase, uppercase, digit and symbol) used for composing passwords. In 2012, Bonneau \textsuperscript{15} proposed a partial guessing metric to measure the resistance of a password database against offline attacks. The attack model used in deriving this metric assumes the knowledge of a password distribution which is not easy to learn. This attack model accurately represents the all-powerful attacker who has complete information to enumerate all passwords in decreasing order of probability. However, there are circumstances where the attacker cannot be assumed to have this complete information.

The offline attacker mainly exploits the fact that few passwords and their variations are very popular (these popular passwords are mostly learned from the breached databases such as Rockyou). However, a major fraction of the password database consists of infrequent passwords \textsuperscript{52} and their probabilities are not easy to learn. For instance, the most popular Rockyou password occurred 290,731 times, however, a long list (53\%) of Rockyou passwords occurred less than five times. Further, if a website implements new password policy that blacklists previously breached passwords and prohibits passwords exceeding certain frequency threshold (as proposed by Schechter \textit{et al.} \textsuperscript{43}) then the attacker cannot estimate the probabilities of passwords in the target database until such type of passwords gets leaked.

\textsuperscript{2} While demonstrating the effectiveness of these attacks, researchers assumed that the target password database is protected using a one-way hash function with no salts.
In this paper, we propose a more general attack model which utilizes information from previous leaks, surveys, attacks and other sources to divide the entire password search space into non-overlapping partitions. Although the attacker cannot learn the password probabilities, we show that the attacker can still learn the partition level features and recover many passwords. The size of the resulting partitions depends upon the information possessed by the attacker. The more information regarding the target password the more granular are the partitions. We provide the intuition behind this partitioning attack model using an example. Suppose that the offline attacker acquires an unprotected password database comprising $\phi = 26$ passwords drawn from a small hypothetical search space $\sigma$. Further, suppose that after analysing these 26 plaintext passwords, the attacker divides the entire password search space into 16 non-overlapping chunks as shown in Figure 1.

![Figure 1. Division of a hypothetical search space $\sigma$ into 16 partitions.](image)

**Definition 1.** The division of a password search space $\sigma$ into $n$ non-overlapping chunks $\{\sigma_1, \sigma_2, \ldots, \sigma_n\}$ is known as partitioning and the chunks themselves are called as partitions.

As shown in Figure 1 all 26 passwords are distributed in just 6 partitions and the remaining 10 partitions are empty. Although the search space depicted in the figure is for illustration purpose, we shall see later in section 4 that the situation of the real world passwords is very much similar. The fact that most partitions of the search space are never used clearly shows the gap between the available search space and the utilized search space. After learning the partitions using $\phi = 26$ passwords, the attacker can now break the protected passwords in the target database by simply ignoring the 10 unused partitions and utilizing the available computing resources to explore these 6 utilized partitions. Thus, the search space for the attacker is reduced considerably. However, we show that the attacker can do better than this.
For convenience, we view the password search space shown in Figure 1 as a 2-D array of 4x4 partitions and refer to its 16 partitions by a tuple \((x, y)\), where \(x\) indicates the row and \(y\) indicates the column number of the partition. Now, consider the partitions \((1, 1)\) and \((1, 3)\) that have 4 and 8 passwords respectively. Thus, for creating passwords, the partition \((1, 3)\) seems to be more popular than the partition \((1, 1)\). We capture the notion of popularity by defining the probability of a partition. Let \(\phi_i\) represent the number of passwords in a database that belong to \(i^{th}\) partition. Therefore we have,

\[
\phi = \sum_{i=1}^{n} \phi_i
\]  

**Definition 2.** The probability \(p_{\sigma_i}\) of a partition \(\sigma_i\) is the fraction of passwords in a password database that belong to the partition \(\sigma_i\).

\[
p_{\sigma_i} = \frac{\phi_i}{\phi} \tag{2}
\]

The probability of the partition \((1, 1)\) is 4/26 while the probability of the partition \((1, 3)\) is 8/26. Thus, the partition \((1, 3)\) is more popular than the partition \((1, 1)\). Earlier, we saw that the attacker can benefit considerably by ignoring the partitions that are never used. But now, instead of exploring the utilized partitions in any random order, it seems that the attacker can improve guessing efficiency by exploring the partitions in decreasing order of probability. However, we observe a serious flaw in exploring the partitions in probability order. To see this, let \(|\sigma_i|\) denote the size of the \(i^{th}\) partition. Thus,

\[
|\sigma| = \sum_{i=1}^{n} |\sigma_i| \tag{3}
\]

In Figure 1, the size of the partitions in the row number 4 is greater than the size of the partitions in every other row. Thus, if the utilized partitions are explored in decreasing order of probability, the attacker can first explore either the partition \((1, 3)\) or the partition \((4, 2)\) as both contain the same number of passwords. However, the attack is more efficient if the partition \((1, 3)\) is explored first, since its size is smaller than the size of the partition \((4, 2)\) and hence requires less computation. We capture this notion by defining the density of a partition.

**Definition 3.** The density \(d_{\sigma_i}\) of a partition \(\sigma_i\) is defined as the ratio of the number of passwords in a password database that belong to the partition \(\sigma_i\) and the size of the partition \(\sigma_i\). 

\[
d_{\sigma_i} = \frac{\phi_i}{|\sigma_i|} \tag{4}
\]

Since \(\phi_{1,3} = \phi_{4,2}\) and \(|\sigma_{1,3}| < |\sigma_{4,2}|\), the density of the partition \((1, 3)\) is greater than the density of the partition \((4, 2)\) i.e \(8/|\sigma_{1,3}| > 8/|\sigma_{4,2}|\) and therefore, the partition \((1, 3)\) should be explored first.

Thus, in the proposed attack model, the attacker divides the password search space into partitions and learns partition level features. The size of the resulting
partitions depends upon the information available to the attacker. The attacker can now spend its resources more wisely by targeting just the utilized partitions. In this paper, we provide an optimal search strategy for a partition attacker. We demonstrate the effectiveness of a partition attacker and also show how these attacks can be countered. Specifically, our contributions are as follows.

1.1 Contribution

1. We propose an offline attack model in which the attacker uses information available from previous breaches, attacks and surveys to learn partitions and to estimate partition level features such as partition densities and probabilities. The granularity of the resulting partitions depends upon the information available to the attacker. More information regarding the password database results in more refined partitions. We refer to this attack model as **space partition attack model** and the attacker as **partition attacker**. We prove that the success rate of a partition attacker is maximum if the resulting partitions are explored greedily in decreasing order of density.

2. We show that the proposed attack model is more general as the existing well-known attack techniques including brute-force attacks, dictionary attacks [29], grammar-based attacks [53], probabilistic attacks [15] and attacks on random password generators [22] can be explained using our partition attacker framework.

3. We demonstrate the effectiveness of the partition attack model with another instance of a partition attacker which we refer to as **bin attacker**. We measure the resistance of the publicly available breached databases and show that with the current computing power bin attacker can break nearly 90% passwords in all password databases. Further, we hypothesize that the presence of composition policies still leads to non-uniform bin densities and hence can be exploited by bin attacker.

4. We prove that partition attackers can be countered only if the partition densities are uniform. We use this result and propose a **bin explorer system** to resists offline attacks by distributing users across different bins uniformly.

5. We propose various bin assignment strategies for achieving uniform bin densities. We also derive password policy parameters such as password length based upon the computing capability of the partition attacker and the number of users in the system.

6. Finally, we adapt some of the well-known schemes to help users in choosing passwords from the system assigned bins and investigate their usability.

2 Space Partition Attack Model

In the space partition attack model, the partition attacker uses information from previous leaks, surveys and attacks to divide the search space into partitions and to learn the partition level features such as partition densities and partition probabilities. The sizes of the resulting partitions need not be identical
and can vary anywhere between 1 and the size of the search space \( \sigma \). The granularity of partitions depends upon the information possessed by the attacker. The more information the attacker possesses, the more granular the partitions are. Now, these resulting partitions can be explored in various ways, the attacker can simply ignore the empty partitions and explore the non-empty partitions either in random order or in decreasing order of partition probabilities. However, we prove that the expected success of a partition attacker is maximum if the resulting partitions are explored in decreasing order of density.

Suppose that the attacker possesses the repository of passwords collected from various sources. Assume that these passwords are drawn from the password search space \( \sigma \) and the attacker divides the search space \( \sigma \) into \( n \) partitions \( \{\sigma_1, \sigma_2, ..., \sigma_n\} \). Thus,

\[
\sigma = \bigcup_{i=1}^{n} \sigma_i
\]  

(5)

Further, suppose this is the best refinement of the search space which the attacker can achieve. We emphasize that the attacker has no further information regarding passwords inside the partitions. If the attacker had more information then these partitions could be refined further, thus contradicting the best refinement assumption. Therefore, the attacker assumes every password within a given partition to be equally likely.

Let \( \phi \gg n \) denote the total number of passwords in the password repository of attacker and \( \phi_i \) denote the number of passwords that belong to the partition \( \sigma_i \). Since the same password can be used by multiple users, \( \phi_i \) represents the cardinality of a multiset, where each element of this multiset is a password drawn from the partition \( \sigma_i \).

\[
\phi = \sum_{i=1}^{n} \phi_i
\]  

(6)

Thus, the partition densities are \( d_\sigma = \left\{ \frac{\phi_1}{|\sigma_1|}, \frac{\phi_2}{|\sigma_2|}, ..., \frac{\phi_n}{|\sigma_n|} \right\} \) and the partition probabilities are \( p_\sigma = \left\{ \frac{\phi_1}{\phi}, \frac{\phi_2}{\phi}, ..., \frac{\phi_n}{\phi} \right\} \).

Now, let \( \alpha < |\sigma| \) represent the number of guesses that the attacker can compute to mount the offline attack. Since \( \alpha < |\sigma| \) the attacker cannot mount the brute-force attack on the search space \( \sigma \). The objective of the attacker is to maximize the success rate of the attack using the limited computational resource \( \alpha \). Assume that the attacker distributes this resource \( \alpha \) across \( n \) partitions \( \{\sigma_1, \sigma_2, ..., \sigma_n\} \) as \( \{\alpha_1, \alpha_2, ..., \alpha_n\} \), i.e. the attacker spends an effort of \( \alpha_i \leq |\sigma_i| \) on the partition \( \sigma_i \). Thus,

\[
\alpha = \sum_{i=1}^{n} \alpha_i
\]  

(7)

Since the attacker has only the partition level view and assumes every password within a given partition to be equally likely, the attacker can expect to recover \( \alpha_i \cdot \frac{\phi_i}{|\sigma_i|} \) passwords from the partition \( \sigma_i \) after generating \( \alpha_i \) guesses. Therefore, the expected success of a partition attacker is,

\[
E(\text{success}) = \sum_{i=1}^{n} \alpha_i \cdot \frac{\phi_i}{|\sigma_i|}
\]  

(8)
2.1 Partition Attacker Characteristics

In short, the partition attacker can perform the following tasks:

1. divide the password search space $\sigma$ into $n$ partitions $\{\sigma_1, \sigma_2, ..., \sigma_n\}$.
2. compute partition level features such as partition densities $d_\sigma = \{\frac{\phi_1}{|\sigma_1|}, \frac{\phi_2}{|\sigma_2|}, ..., \frac{\phi_n}{|\sigma_n|}\}$ and partition probabilities $p_\sigma = \{\frac{\phi_1}{\sigma}, \frac{\phi_2}{\sigma}, ..., \frac{\phi_n}{\sigma}\}$.
3. assume every password within a given partition $\sigma_i$ to be equally likely with a probability $\phi_i|\sigma_i|$.
4. decide upon a specific attack strategy and distribute the available computing power $\alpha < |\sigma|$ among $n$ partitions $\{\sigma_1, \sigma_2, ..., \sigma_n\}$ as $\{\alpha_1, \alpha_2, ..., \alpha_n\}$.
5. explore the partition $\sigma_i$ by generating $\alpha_i$ random guesses without repetition.

In the next section, we show how this partition attacker can spend the available resource $\alpha$ pragmatically and achieve the maximum expected success.

2.2 Maximum Expected Success

Theorem 1 Suppose that the partition densities are non-uniform. Further, without loss of generality assume that $\frac{\phi_1}{|\sigma_1|} \geq \frac{\phi_2}{|\sigma_2|} \geq \ldots \geq \frac{\phi_n}{|\sigma_n|}$. If the computational resource $\alpha$ available for an attack is limited, i.e. $\alpha < |\sigma|$, then the maximum expected success of a partition attacker is,

$$E_{\text{max}}(\text{success}) = \sum_{i=1}^{i_0} \phi_i + (\alpha - \sum_{i=1}^{i_0} |\sigma_i|) \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|}$$  \hspace{1cm} (9)

where $i_0$ is such that $\sum_{i=1}^{i_0} |\sigma_i| \leq \alpha < \sum_{i=1}^{i_0+1} |\sigma_i|$.

Proof. Let,

$$\alpha_i = \begin{cases} |\sigma_i| & 1 \leq i \leq i_0 \\ \alpha - \sum_{i=1}^{i_0} |\sigma_i| & i = i_0 + 1 \\ 0 & i_0 + 2 \leq i \leq n \end{cases}$$ \hspace{1cm} (10)

Then, by equation [8] the expected success for the attacker is,

$$E(\text{success}) = \sum_{i=1}^{i_0} \phi_i + (\alpha - \sum_{i=1}^{i_0} |\sigma_i|) \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|}$$ \hspace{1cm} (11)

Now, we show that the attacker cannot do better than this. Suppose that the same effort $\alpha$ is distributed across $n$ partitions of the search space $\sigma$ in other way, i.e. $\alpha = \sum_{i=1}^{n} \alpha_i$. Then, by equation [8] we have,

$$E'(\text{success}) = \sum_{i=1}^{n} \alpha_i \cdot \frac{\phi_i}{|\sigma_i|}$$ \hspace{1cm} (12)
Now we have,
\[ \Delta = E(\text{success}) - E'(\text{success}) \]
\[ \Delta = \frac{i_0}{|\sigma_i|} \]
\[ \Delta = \sum_{i=1}^{i_0} (\alpha_i - \alpha_i') \cdot \frac{\phi_i}{|\sigma_i|} + (\alpha_{i_0+1} - \alpha_{i_0+1}') \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \]
\[ - \sum_{i=i_0+2}^{n} (\alpha_i' - \alpha_i) \cdot \frac{\phi_i}{|\sigma_i|} \]

Using equation (10), we get \((\alpha_i - \alpha_i') = (|\sigma_i| - |\sigma_i'|) \geq 0\), for \(i \leq i_0\). Also we know that \(\frac{\phi_i}{|\sigma_i|} \geq \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|}\) for \(i \leq i_0\).

\[ \sum_{i=1}^{i_0} (\alpha_i - \alpha_i') \cdot \frac{\phi_i}{|\sigma_i|} \geq \sum_{i=1}^{i_0} (\alpha_i - \alpha_i') \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \]

Again using equation (10), we have \((\alpha_i' - \alpha_i) = |\sigma_i| - |\sigma_i'| \geq 0\) for \(i \geq i_0 + 2\), and we know that \(\frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \geq \frac{\phi_i}{|\sigma_i|}\) for \(i \geq i_0 + 2\).

\[ \sum_{i=i_0+2}^{n} (\alpha_i' - \alpha_i) \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \geq \sum_{i=i_0+2}^{n} (\alpha_i' - \alpha_i) \cdot \frac{\phi_i}{|\sigma_i|} \]

Using equations (15), (16) and (17), we get,
\[ \Delta \geq \sum_{i=1}^{i_0} (\alpha_i - \alpha_i') \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} + (\alpha_{i_0+1} - \alpha_{i_0+1}') \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \]
\[ - \sum_{i=i_0+2}^{n} (\alpha_i' - \alpha_i) \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} \]
\[ \Delta \geq \left( \sum_{i=1}^{n} \alpha_i - \sum_{i=1}^{n} \alpha_i' \right) \cdot \frac{\phi_{i_0+1}}{|\sigma_{i_0+1}|} = 0 \]

Hence, the distribution of effort \(\alpha\) as given in equation (10) is optimal, i.e. the benefit is maximum if the partitions are explored greedily in decreasing order of density.

**Observation 1** If the size of all \(n\) partitions is equal, i.e. \(|\sigma_1| = |\sigma_2| = \ldots = |\sigma_n|\), then

\[ i_0 \leq \alpha \cdot \frac{1}{|\sigma|} \]

(20)
Lemma 1  The expected success of an attacker with the limited computational power $\alpha < |\sigma|$ when the partition densities are uniform, i.e. $\frac{\phi_1}{|\sigma_1|} = \frac{\phi_2}{|\sigma_2|} = \ldots = \frac{\phi_n}{|\sigma_n|}$ is

$$E_{\text{uniform}}(\text{success}) = \frac{\phi}{|\sigma|} \cdot \alpha$$  \hspace{1cm} (21)

Proof. By equation (8) we get,

$$E_{\text{uniform}}(\text{success}) = \sum_{i=1}^{n} \frac{\phi_i}{|\sigma_i|} \cdot \alpha_i$$  \hspace{1cm} (22)

As the partition densities are uniform we have,

$$\frac{\phi_1}{|\sigma_1|} = \frac{\phi_2}{|\sigma_2|} = \ldots = \frac{\phi_n}{|\sigma_n|} = c$$  \hspace{1cm} (23)

Thus, $\phi_1 = c \cdot |\sigma_1|$, $\phi_2 = c \cdot |\sigma_2|$, \ldots, $\phi_n = c \cdot |\sigma_n|$. Adding these we get,

$$c = \frac{\sum_{i=1}^{n} \phi_i}{\sum_{i=1}^{n} |\sigma_i|} = \frac{\phi}{|\sigma|}$$  \hspace{1cm} (24)

Using equations (22), (23) and (24) we get,

$$E_{\text{uniform}}(\text{success}) = \sum_{i=1}^{n} \frac{\phi_i}{|\sigma_i|} \cdot \alpha_i$$  \hspace{1cm} (25)

Thus, if the partition densities are uniform then the attacker with the limited computational resource $\alpha$ cannot expect to get more than $\frac{\phi}{|\sigma|} \cdot \alpha$ passwords.

Another partition level feature that partition attacker can use is the partition probability. The partition probabilities are given by $p_\sigma = \{ \frac{\phi_1}{|\sigma_1|}, \frac{\phi_2}{|\sigma_2|}, \ldots, \frac{\phi_n}{|\sigma_n|} \}$. The partition $\sigma_i$ is said to be more popular than another partition $\sigma_j$ if $\phi_k > \phi_i$.

Thus, exploring the partitions in decreasing order of probabilities also seems to be a good attack strategy. But, we prove that the maximum benefit is achieved only if the computational resource $\alpha$ is spent to explore the denser partitions rather than the popular partitions.

Lemma 2  Suppose that the partition densities are non-uniform. Further, without loss of generality assume that $\frac{\phi_1}{|\sigma_1|} \geq \frac{\phi_2}{|\sigma_2|} \geq \ldots \geq \frac{\phi_n}{|\sigma_n|}$. If $\exists k > j$ such that $\sum_{i=1}^{j} |\sigma_i| \geq |\sigma_k|$, then $\sum_{i=1}^{j} \phi_i \geq \phi_k$. 
Proof. Given that,

\[
\frac{\phi_1}{|\sigma_1|} \geq \frac{\phi_2}{|\sigma_2|} \geq \ldots \geq \frac{\phi_j}{|\sigma_j|} \geq \ldots \geq \frac{\phi_k}{|\sigma_k|} \tag{28}
\]

Therefore, we have \(\phi_1 \cdot |\sigma_k| \geq \phi_k \cdot |\sigma_1|\), \(\phi_2 \cdot |\sigma_k| \geq \phi_k \cdot |\sigma_2|\), \ldots, \(\phi_j \cdot |\sigma_k| \geq \phi_k \cdot |\sigma_j|\). Adding these we get,

\[
|\sigma_k| \cdot \sum_{i=1}^{j} \phi_i \geq \sum_{i=1}^{j} |\sigma_i| \cdot \phi_i \geq \phi_k \cdot |\sigma_k| \tag{29}
\]

Since \(\sum_{i=1}^{j} |\sigma_i| \geq |\sigma_k|\), hence \(\sum_{i=1}^{j} \phi_i \geq \phi_k\).

Suppose that \(\phi_k \geq \phi_i, \forall i \leq j\), i.e. the \(k^{th}\) partition is more popular than any of the first \(j\) partitions. Further suppose that the attacker can explore either the first \(j\) denser partitions or the \(k^{th}\) denser partition (which is also the most popular partition), i.e., \(\alpha = \sum_{i=1}^{j} |\sigma_i| = |\sigma_k|\). Then Lemma 2 implies that exploring all \(j\) partitions is more beneficial than exploring the \(k^{th}\) partition since we are guaranteed to have \(\sum_{i=1}^{j} \phi_i \geq \phi_k\). In other words, the benefit is maximum if the attacker utilizes the available computational resource \(\alpha\) to explore the denser partitions rather than the popular partitions.

Reduction to the Fractional Knapsack Problem. The partition attacker’s problem of distributing the limited computational resource \(\alpha\) across \(n\) partitions \(\{\sigma_1, \sigma_2, \ldots, \sigma_n\}\) to maximize the password guessing success can be reduced to the fractional knapsack problem [24] as shown in Table 1. Here, the computational resource \(\alpha\) available to the attacker is analogous to the capacity \(W\) of the knapsack. Further, every partition \(\sigma_i\) can be viewed as an object \(a_i\), with the size \(|\sigma_i|\) of the partition \(\sigma_i\) representing the weight \(w_i\) of the object \(a_i\) and the number of passwords \(\phi_i\) representing the value \(v_i\) associated with the object \(a_i\). In the partition attack model, the goal is to recover the maximum number of passwords \(\sum_{i=1}^{n} \alpha_i \cdot \frac{\phi_i}{|\sigma_i|}\), where \(\alpha_i \leq |\sigma_i|\), subject to the computational constraint \(\alpha \geq \sum_{i=1}^{n} \alpha_i\).

Analogously in the knapsack problem, the goal is to maximize the total value \(\sum_{i=1}^{n} x_i \cdot \frac{w_i}{w_i}\), where \(x_i \leq w_i\), subject to the capacity constraint \(W \geq \sum_{i=1}^{n} x_i\). The fractional knapsack problem has a polynomial time solution which can be obtained by sorting objects in decreasing order of \(\frac{v_i}{w_i}\) and then picking the objects in a sequence until the knapsack is full. Similarly, the optimal attack strategy
of a partition attacker is to explore the partitions in decreasing order of density \( \phi_i / |\sigma_i| \) till the computational resource \( \alpha \) is completely exhausted. Due to sorting, the algorithm takes time \( O(n \cdot \log n) \). However, by adapting the algorithm to find weighted medians [31], this problem can be solved in linear time \( O(n) \).

| Category | Partition Attacker | Fractional Knapsack |
|----------|-------------------|---------------------|
| Capacity | \( \alpha \)       | \( W \)             |
| Objects  | \( \{\sigma_1, \sigma_2, \ldots, \sigma_n\} \) | \( \{o_1, o_2, \ldots, o_n\} \) |
| Weights  | \( \{\phi_1, \phi_2, \ldots, \phi_n\} \) | \( \{v_1, v_2, \ldots, v_n\} \) |
| Values   | \( \{\phi_1, \phi_2, \ldots, \phi_n\} \) | \( \{v_1, v_2, \ldots, v_n\} \) |
| Constraint | \( \alpha \geq \sum_{i=1}^{n} \alpha_i \) | \( W \geq \sum_{i=1}^{n} x_i \) |
| Maximize  | \( \sum_{i=1}^{n} \alpha_i \cdot \phi_i / |\sigma_i| \) | \( \sum_{i=1}^{n} x_i \cdot v_i / w_i \) |

3 Generality of the Attack Model

We emphasize that the space partition attack model is more general. The partition attacker uses information from various sources to refine partitions and estimate their densities. Subsequently, the attacker recovers passwords from the target database by exploring the partitions in decreasing order of density. We demonstrate the generality of the space partition attack model by explaining the existing, well-known attacks using our framework. Specifically, we show that brute-force attacks, dictionary-based attacks [7,5], grammar-based attacks [53], probabilistic attacks [15] and attacks on random password generators [22] are different instances of the partition attack model.

3.1 Brute-Force Attacks

The brute-force attacker possesses no information regarding the target database and treats the entire search space as one big partition. In this case, the attacker assumes every password to be equally likely and enumerates all possible password combinations for guessing. This attack is guaranteed to recover every password from the system, however, it is generally computationally infeasible to generate and verify every possible combination against the target database. This single partitioning instance covers the brute-force attack model.

3.2 Dictionary Attacks

Users do not choose passwords uniformly [36,29,50,20]. They often choose simple passwords based on familiar words. The password guessing tools such as John the Ripper (JTR) [7] and Hashcat [5] exploit this observation and use carefully
crafted dictionaries and mangling rules (learned from previous breaches) to perform password guessing. These so-called dictionary attacks proceed as follows. First, the entire dictionary of size $N$ is matched against the target password database. Then, the most popular mangling rule is applied to every dictionary word and subsequently the resulting mangled dictionary is verified against the target database. This process is repeated for every mangling rule. We note that there is an implicit assumption regarding the density of the partitions. The partition containing the dictionary words is assigned the highest density and is therefore guessed first. Then the most popular mangling rule is applied on the dictionary to generate the second dense partition and so on.

For instance, consider a dictionary $W = \{ \text{lion}, \text{deer}, \text{tiger}, \text{horse} \}$ of size $N = 4$. Let $R = \{ W, W1, W!, W12 \}$ be the set of mangling rules with the probability distribution $P = \{ \phi_1 = 0.4, \phi_2 = 0.3, \phi_3 = 0.2, \phi_4 = 0.1 \}$. JTR performs guessing as follows. First, it verifies the entire dictionary $W$ against the target database, then it appends 1 to the dictionary and verifies the mangled dictionary $W1 = \{ \text{lion1}, \text{deer1}, \text{tiger1}, \text{horse1} \}$, then it guesses $W! = \{ \text{lion!}, \text{deer!}, \text{tiger!}, \text{horse!} \}$ and finally $W12 = \{ \text{lion12}, \text{deer12}, \text{tiger12}, \text{horse12} \}$ is verified. As all partitions $W$, $W1$, $W!$ and $W12$ are of equal size $|\sigma_i| = 4$, the order of guesses generated in the probability order $\phi_i$ is same as those generated in the density order $\sigma_i$.

### 3.3 Grammar-based Attacks

In order to further speed-up the password guessing process, Weir et al. [53] proposed an online algorithm to derive a probabilistic context-free grammar from the training dataset. The algorithm generates most effective word-mangling rules and subsequently applies them on a dictionary in decreasing order of probability. The authors introduced the concepts of base structure, pre-terminal structure and terminal structure to capture the common patterns in the passwords. For instance, $S_1L_3D_2$ is the base structure, representing passwords that begins with 1 symbol followed by 3 lowercase letters and ending with 2 digits. Substituting the values of symbol and digits in a base structure results in a pre-terminal structure e.g., $L_312$ and substituting the values of alpha variable in a pre-terminal structure with a dictionary word produces a terminal structure e.g., $\$cat12$ (Table 2). Terminal-structures are the actual password guesses.

| Structure         | Example       |
|-------------------|---------------|
| Base              | $S_1L_3D_2$   |
| Pre-Terminal      | $L_312$       |
| Terminal (Guess)  | $\$cat12$    |

Weir et al. [53] proposed and compared the effectiveness of two attack strategies with the popular password guessing tool John the Ripper (JTR). The first
attack strategy generates guesses in pre-terminal probability order and the second strategy generates guesses in terminal probability order. They simulated attacks on 3 different real-world password lists and found that the strategy based on terminal probability order was more efficient than JTR while the strategy based on pre-terminal probability order performed similar (in some cases worse) to JTR. They provided no explanation for this behavior, rather they were surprised by this result. They stated the following “A surprising result to us was that when we used pre-terminal probability order, it did not result in a noticeable improvement over John the Rippers default rule set.”

We use our partition-based attacker framework to explain this behavior. We show that the strategy based on pre-terminal probability order generates pre-terminal guesses in decreasing order of probability, while the second strategy based on terminal probability order actually generates pre-terminal guesses in decreasing order of density. We have already proved that generating guesses in a density order is the most efficient strategy (Theorem 1). Thus, we just need to show that the terminal probability-based attack generates guesses in same order as that of pre-terminal density-based attack.

Pre-terminal probability-based attack. The first attack strategy as proposed by Weir et al. [53] is based on the probabilities of pre-terminal structures in which the attacker enumerates pre-terminals in decreasing order of probability. We call this strategy as pre-terminal probability-based attack. The attack proceeds as follows.

1. First, the attacker learns all pre-terminal structures and their probabilities from the training set of previously disclosed passwords. Here pre-terminals are the partitions.
2. Subsequently, the attacker finds a suitable dictionary for substituting alpha variables in the pre-terminal structures.
3. Finally, the attacker explores all pre-terminal structures in decreasing order of probability. More precisely, the attacker substitutes alpha variables in the most probable pre-terminal structure with the appropriate length dictionary words, verifies all resulting terminal structures (password guesses) against the target database, removes this pre-terminal structure from the queue and then repeat these guess-verify-remove process with the remaining pre-terminal structures.

For illustration purpose, consider a toy example as shown in Figure 2. The attacker uses previously breached databases and learns the probabilities of three pre-terminals $L_6$ $\$, $L_5$ $!$ and $L_412$ to be 5/10, 3/10 and 2/10 respectively. Subsequently, the attacker chooses dictionary words of length 6, 5 and 4 to replace the alpha variables $L_6$, $L_5$ and $L_4$ as shown in the figure. According to the pre-terminal probability-based attack strategy, the attacker simply explores all pre-terminals in decreasing order of probability. The attacker generates guesses by substituting the alpha variable $L_6$ in the most probable pre-terminal $L_6$ $\$1 with 8 dictionary words, then by substituting the alpha variable $L_5$ in the pre-terminal $L_5$ $!$ with 4 dictionary words and finally by substituting the alpha variable $L_4$ in the least probable pre-terminal $L_412$ by 2 dictionary words. Thus, as
per pre-terminal probability-based attack guesses are generated in the following order,

1. $L_6$: \{monkey$1$, donkey$1$, jaguar$1$, rabbit$1$, turtle$1$, python$1$, falcon$1$, parrot$1$\}
2. $L_5$: \{tiger!, horse!, zebra!, sheep!\}
3. $L_4$: \{$lion12$, $deer12$\}
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**Fig. 2.** The pre-terminal probability-based attack as proposed by Weir et al. [53]. The pre-terminal $L_6$ has the highest probability followed by $L_5$ and $L_4$.

**Terminal Probability Order.** The second attack strategy as proposed by Weir et al. [53] is based on the probabilities of terminal structures, in which the attacker generates guesses in decreasing order of terminal probability. In this strategy, the attacker also assigns the probability to every dictionary word. The attacks in [53] assumed all dictionary words of the same length to be equally likely. Thus, in our toy example, the probability of a 6 length dictionary word is $1/8$ as there are 8 such words, similarly the probability of a 5 length dictionary word is $1/4$ and 4 length dictionary word is $1/2$. The terminal structure is obtained by replacing alpha variables in pre-terminal structures. Thus, the probability of a terminal is the product of probability of its pre-terminal structure and the probability assigned to a dictionary word used in the replacement of alpha variable. If all dictionary words having the same length are equally likely then all terminal structures (password guesses) generated using a given pre-terminal structure have the same probability.
To see this, let $\phi$ be the number of passwords in the training set and let $\phi_1/\phi, \phi_2/\phi, \ldots, \phi_n/\phi$ be the probabilities of the $n$ pre-terminal structures. Further suppose that $|W_m|$ is the total number of $m$ length words in the dictionary. The probability of $m$ length dictionary word as assigned by Weir et al. [53] is thus $1/|W_m|$. As the probability of all $m$ length dictionary words is uniform $1/|W_m|$ and the probability of the $i^{th}$ pre-terminal structure is $\phi_i/\phi$, all terminal structures (password guesses) generated by substituting the alpha variable with a dictionary word in the $i^{th}$ pre-terminal structure have the same probability $(\phi_i/\phi) \cdot (1/|W_m|)$. The factor $1/\phi$ is associated with every terminal structure, hence we can simply drop this term, yielding the value $\phi_i/|W_m|$, which is nothing but the density of the $i^{th}$ pre-terminal. In other words, the terminal probability-based strategy basically generates password guesses in decreasing order of pre-terminal density (Figure 3). Thus, the terminal probability-based attack is essentially the pre-terminal density-based attack which Weir et al. [53] found to be more efficient than the pre-terminal probability-based attack.

In our toy example, the order of guesses generated according to the pre-terminal density-based attack is as follows,

1. $L_412$ - \{$lion12, deer12\}
2. $L_5!$ - \{tiger!, horse!, zebra!, sheep!\}
3. $L_6$ - \{monkey$1, donkey$1, jaguar$1, rabbit$1, turtle$1, python$1, falcon$1, parrot$1\}

Table 3. Probability and density of pre-terminals in the toy example.

| Pre-terminal | Probability $\frac{\phi_i}{\phi}$ | Density $\frac{\phi_i}{|W_m|}$ |
|--------------|---------------------------------|-----------------------------|
| $L_412$      | 5/10                            | 5/8                         |
| $L_5!$       | 3/10                            | 6/8 = 3/4                   |
| $L_6$        | 2/10                            | 8/8 = 2/2 = 1               |

The value of parameters used in the toy example is given in Table 3. The guesses generated using the pre-terminal density-based attack are in the exact reverse order of those generated using the pre-terminal probability-based attack.

### 3.4 Probabilistic Attacker

Consider a powerful-attacker (omniscient attacker) who has complete information regarding the target password database and divides the search space into unit-sized partitions (every partition has only 1 password). By Theorem 1, the maximum benefit is achieved if these unit-sized partitions are explored in decreasing order of density. In this particular case, it does not matter if the guesses are generated using partition densities $d_\sigma = \{\frac{\phi_1}{\phi}, \frac{\phi_2}{\phi}, \ldots, \frac{\phi_n}{\phi}\}$ or partition probabilities $p_\sigma = \{\frac{\phi_1}{\phi}, \frac{\phi_2}{\phi}, \ldots, \frac{\phi_n}{\phi}\}$, as both these strategies produce guesses in the same order. This specific instance covers Bonneau’s attack model [15].
The offline attacks mainly exploit the fact that the human-generated passwords have non-uniform distribution. However, due to poor implementation even the random password generators can be flawed. In 1993, Ganesan and Davies [22] showed that two pronounceable password generators, namely Sandia system and NIST system, are not as secure as they claim. The Sandia system used 25 different pronounceable templates for generating a pronounceable password, e.g., `cvcvcv` is one such template, where `c` stands for any consonant and `v` for any vowel. These 25 templates were of different sizes, but for the password generation they were chosen with equal probability. Consequently, all 25 templates had roughly the same number of passwords which lead to non-uniform template densities. Thus, in the case of Sandia system every template represents one partition and the attacker [22] can exploit the resulting non-uniform partition densities. Similar flaw was observed in the NIST system as well.

### 3.6 Entropy-based Password Checker

In 2001, Yan [55] proposed an entropy-based password checker to prevent passwords with low entropy. The main idea of this checker was to divide password space into partitions (patterns) and then to classify passwords drawn from
smaller partitions as weak. The authors illustrated the working of their checker by concentrating on 7 character alpha-numeric passwords. The total search space for a 7 character password composed using lowercase letters and digits is \(36^7\). The partitions were formed based on the number of distinct lowercase letters in the password. The passwords composed of either digits, \(e.g., \text{"1234567"}\) or repeating a lowercase letter multiple times, \(e.g., \text{"abbb12"}\) can be searched quickly (\(\sim 10^7\) guesses). Whereas the passwords composed of either 7 distinct lowercase letters, \(e.g., \text{"jdowsna"}\) or 6 distinct lowercase letters and 1 digit, \(e.g., \text{"is8kdab"}\) requires more effort (\(\sim \binom{26}{7} \cdot 7!\) guesses). Thus, passwords created using distinct letters belong to large partitions and are classified as strong, whereas passwords containing either repetitive letters or digits belong to smaller partitions and are classified as weak.

Table 4. Different instances of a partition attacker. The partitions created by probabilistic attacker are the most granular (unit-sized) while those created by brute-force attacker are least granular (only one partition).

| Partition Attacker | Partition Example                  |
|--------------------|------------------------------------|
| Brute-force         | entire search space                |
| Yan pattern         | passwords containing 5 lowercase   |
| Bin                | letters and 2 digits               |
| Pre-terminal        | \(L_5D_2\)                         |
| Hybrid Bin          | popular words such as \(abcde12\)  |
| Probabilistic       | followed by bin \(L_5D_2\)          |
|                    | \(abcde12\)                        |

\(a\) The bin attacker is explained in the next section.

In the following section, we present another instance of a partition attacker, \textit{bin attacker}, and show that it is much effective than the brute-force attacker. Specifically, we divide the search space into \textit{password bins} and demonstrate that the bin densities in real-world password databases are non-uniform which results in a huge benefit for the attacker.

4 Bin Attacker

Before defining the bin attacker, we introduce the notation which will be used in the rest of the paper.

4.1 Notation

\(L\) - An alphabet representing the set \{\(a, \ldots, z\}\) of lowercase letters.
\(U\) - An alphabet representing the set \{\(A, \ldots, Z\)\} of uppercase letters.
\(D\) - An alphabet representing the set \{\(0, \ldots, 9\)\} of decimal digits.
\(S\) - An alphabet representing the set of 33 special symbols such as @, #, $, &, * and so on.
\(+\) - denotes 1 or more occurrences of the alphabet.
4.2 Bins

Consider an alphabet set $\gamma = \{L, U, D, S\}$ composed of 4 character classes. We refer to the $l$ length strings derived from $\gamma$ as password bins or bins, e.g., $L_8$, $U_1L_7$, $S_1U_1L_5D_1$ are 8 length bins. Every bin represents a class of passwords, e.g., the bin $L_8$ represents 8 length passwords composed entirely of lowercase letters while the bin $U_1L_7$ represents 8 length passwords that begin with an uppercase letter followed by 7 lowercase letters. Thus, the password search space is divided into total $4^l$ bins. We define the bin capacity as the number of passwords represented by the bin (Figure 4). For instance, the capacity of the bin $L_8$, composed of all lowercase letters is $|L_8| = 26^8$. By summing the capacities
of all bins we obtain,

\[
\sum_{k=1}^{d^l} C_k = (|L| + |U| + |D| + |S|)^l
= |\gamma|^l
\]

where \(C_k\) is the capacity of \(k^{th}\) bin. Note that the number of bins increases exponentially with the increase in password length \(l\). Let the maximum password length be \(l_{\text{max}}\). Therefore, the size of the search space \(\sigma\) is,

\[
|\sigma| = \sum_{l=1}^{l_{\text{max}}} |\gamma|^l
= \frac{|\gamma|^{l_{\text{max}}+1} - |\gamma|}{|\gamma| - 1}
|\sigma| \approx |\gamma|^{l_{\text{max}}}
\]

**Definition 4.** The bin attacker is an instance of a partition attacker which (1) divides the password search space \(\sigma\) into bins and (2) explores these bins in decreasing order of density (by Theorem 1).

We show that the bin attacker performs much better than the brute-force attacker by exploring only the denser bins (Theorem 1) and completely ignoring the unutilized bins. In the next sections, we discuss the training and test datasets and then demonstrate the effectiveness of the bin attacker.

### 4.3 Training and Test Data

**Table 5.** Total number of passwords and utilized bins in publicly available breached databases.

| No | Category | Database   | Total Passwords | Utilized Bins | Year |
|----|----------|------------|-----------------|---------------|------|
| 1  | Gaming   | Rockyou    | 32,603,388      | 140,401       | 2009 |
| 2  | Gaming   | Gamigo     | 6,919,630       | 40,365        | 2012 |
| 3  | Social   | LinkedIn   | 5,586,887       | 102,066       | 2012 |
| 4  | Mail     | Gmail      | 4,929,090       | 23,348        | 2014 |
| 5  | Mail     | Mail.ru    | 4,664,479       | 83,061        | 2014 |
| 6  | Mail     | Yandex     | 1,261,810       | 26,428        | 2014 |
| 7  | Media    | Gawker     | 1,085,085       | 5,539         | 2010 |
| 8  | Misc     | Yahoo      | 442,834         | 15,711        | 2012 |
| 9  | Software | Phpbb      | 255,421         | 7,905         | 2009 |

We collected 9 publicly available breached password databases [38]. We were particularly interested in studying the passwords of compromised websites with a large user base. Table 5 shows the number of passwords along with the category
of breached websites and the year of breach. The table also depicts the number of bins that were used in each of the databases for creating passwords, e.g., 32.6 million passwords in the Rockyou database were derived from just 140,401 bins. These bins were not used uniformly and as depicted in Figure 5, more than 80% of the passwords in all breached databases were shorter ($l \leq 10$). Further, none of these websites had any password composition requirements during the time of breach. The breach of these databases also revealed the insecure storage practices followed by the websites. For instance, all Rockyou passwords were stored in plaintext while longer Gawker passwords were truncated to 8 characters before hashing. None of the password databases studied in this paper had their passwords salted. They were either stored in plaintext or were at most hashed.

In the following section, we demonstrate how the bin attacker can guess a large proportion of passwords in each of the breached databases. We use the Rockyou database to estimate the bin densities and then measure the resistance of the remaining 8 password databases against the bin attacker.
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**Fig. 5.** Length-wise cumulative distribution of passwords in breached databases. More than 90% passwords have length at most 12 ($l \leq 12$).

### 4.4 Efficiency of the Bin Attacker

Consider a system with 32 million registered users, $\phi = 2^{25}$. Suppose that the maximum password length $l_{\text{max}}$ is 10 and thus by equation (32), the attack search space is $|\sigma| \approx 95^{10} = 2^{65.7}$. Today, a dedicated password cracking hardware can generate up to 350 billion ($2^{38.35}$) guesses per second [1], we assume that the bin attacker can use such machine for 2.5 days ($2^{17.72}$ seconds) and generate
\[ \alpha = 2^{38.35} \cdot 2^{17.72} \approx 2^{56} \] guesses. If the bin densities are uniform then by Lemma 1 the expected success of this bin attacker is,

\[ E_{\text{uniform}}(\text{success}) = \frac{\phi}{|\sigma|} \cdot \alpha = \frac{2^{25}}{2^{65.7}} \cdot 2^{56} = 2^{15.3} \approx 40,000 \] (33)

Thus, in case of uniform bin densities the attacker can compromise only 0.13% of the password database (40,000 user accounts). However, the analysis of 32 million Rockyou passwords reveals that the bin densities are highly non-uniform and with \( \alpha = 2^{56} \) guesses, the bin attacker can recover nearly 94.34% of the Rockyou database (30.76 million passwords). Now, we measure the resistance of the remaining 8 password databases against the bin attacker who learns the bin den-
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(a) Success rate of attacker A using bin densities learned from Rockyou.

(b) Success rate of attacker B using bin probabilities learned from Rockyou.

**Fig. 6.** Comparing the success rate of attacker A exploring denser bins with the success rate of attacker B exploring popular bins.
ities from the Rockyou database. The guessing efficiency of such bin attacker is depicted in Figure 6a and one can see that with $\alpha = 2^{56}$ guesses, the bin attacker can crack nearly 90% passwords in every breached database. This implies that the bin densities derived from the Rockyou database closely approximates the bin densities of the remaining 8 password databases. Further analysis of breached databases reveals that smaller bins ($l \leq 8$) of the form $D_+, L_+, D_+ + L_+$, and $L_+ D_+$ are much denser (Table 6). For instance, there are nearly 26.80% (8.74 million) Rockyou users in $L_{\{1, 8\}}$ bins, 12.19% (3.97 million) users in $D_{\{1, 8\}}$ bins and 17.88% (5.83 million) users in $L_x D_{8-x}$ bins, where $1 \leq x \leq 7$. Similar behavior is observed in the other breached databases as well. The theoretical password space is huge ($95^l$, for 95 printable ASCII characters and password length $l$) but the utilized search space is very small. As a result, even with the small computing power ($\alpha \leq 2^{40}$), the bin attacker (Figure 6a) can break nearly 60% passwords in the breached databases.

### Table 6. Percentage % of passwords in the top dense bins of breached databases. These bins are smaller with length $l \leq 8$.

| Database   | $L_{\{1, 8\}}$ | $D_{\{1, 8\}}$ | $L_x D_{8-x}$ |
|------------|----------------|----------------|----------------|
| Rockyou    | 26.80          | 12.19          | 17.88          |
| Gamigo     | 6.28           | 3.13           | 8.74           |
| Linkedin   | 10.26          | 2.71           | 15.39          |
| Gmail      | 27.80          | 11.72          | 17.61          |
| Mail.ru    | 17.32          | 17.58          | 9.86           |
| Yandex     | 11.84          | 40.03          | 6.56           |
| Gawker     | 42.33          | 5.22           | 25.32          |
| Yahoo      | 24.44          | 5.14           | 20.78          |
| Phpbb      | 41.47          | 11.00          | 14.41          |

4.5 Dense Bins vs Popular Bins

In Lemma 2 we proved that the attacker benefits if the partitions are explored in decreasing order of density rather than in decreasing order of probability. Figure 6 shows the success rate of both these attack strategies for bin partitions. The attacker $A$ explores bins in decreasing order of density (Figure 6a) while the attacker $B$ explores bins in decreasing order of probability (Figure 6b). One can observe that even with the small computing power ($\alpha \leq 2^{40}$) the attacker $A$ can gain huge success by exploring the denser bins. However, the expected success of the attacker $B$ who explores the most probable bins is insignificant. This is because the most probable bins are not necessarily the denser ones. For instance, the bin $L_8$ with 2.46 million passwords is the third most popular bin and the bin $D_0$ with 2.28 million passwords is the fourth most popular bin in the Rockyou database. However, the density of $L_8$ bin is $\frac{2.46 \text{ million}}{2^{64}} \approx 0.00001183$ while

---

3 We did not get the count of passwords that belong to LinkedIn and Gamigo databases and consequently the success of the bin attacker with $\alpha = 2^{40}$ guesses is less than 60% for both these databases.
that of $D_6$ bin is $2.28 \text{ million} \approx 2.28$. The attacker with the computing power say $\alpha = 2^{35}$ targeting the popular bins will exhaust all its resources without completely exploring the popular $L_8$ bin ($26^8 \approx 2^{38}$ capacity) and recovering less than $2.46 \text{ million}$ passwords. On the other hand the attacker targeting denser bins can recover $2.28 \text{ million}$ passwords from $D_6$ bin and use the remaining $2^{35} - 2^{20} \approx 2^{35}$ computational power to explore the next denser bins. Therefore, the attacker exploring denser bins breaks more passwords by spending its resources wisely.

**Remark 1**: In the absence of password composition policies, the resulting bin densities become highly non-uniform. As a result, the effort of the bin attacker is reduced drastically as a substantial fraction of the target password database can be recovered by exploring only the denser bins.

### 4.6 Composition Policy

The composition rules forbid the use of bins composed of only one alphabet and enforce the use of bins composed of at least 2 or 3 alphabets. In this case, the search space is too large (at least $26 \cdot 26 \cdot 95^{l-2} > 95^{l-1}$) to carry out the brute-force search. However, merely increasing the search space does not imply that all the available bins are used uniformly. Surveys [48,18] and the analysis of breached databases suggest that bins of the form $\{S,D\}_p U_1 L_{n-2p-1} \{S,D\}_p$, where $p > 0$, that begin and end with digits or symbols and containing an uppercase letter followed by lowercase letters are more popular. To gain a better idea, we analysed the passwords composed of at least two alphabets from the breached databases. Analysis of these passwords provide more insights into bins that becomes highly dense as a result of enforcing different composition rules.

| Alphabet Set | Dense Bins | Rockyou | Gamigo | LinkedIn | Gmail | Mail.ru | Yandex | Gawker | Yahoo |
|--------------|------------|---------|--------|----------|-------|--------|--------|--------|-------|
| $\{U,L\}$   | $U^1 L^+ 71.43$ | 31.19 | 49.67 | 49.67 | 24.53 | 62.70 | 67.76 | 57.17 |
| $\{U,D\}$   | $U^+ D^+ 62.61$ | 57.94 | 61.85 | 61.85 | 43.85 | 46.17 | 81.14 | 72.10 |
| $\{L,D\}$   | $L^+ D^+ 63.46$ | 30.03 | 63.92 | 73.68 | 46.07 | 54.72 | 58.36 | 75.63 |
| $\{U,L,D\}$ | $U^1 L^+ D^+ 62.66$ | 23.45 | 41.66 | 41.66 | 28.30 | 39.91 | 42.92 | 45.01 |
| $\{U,S\}$   | $U^* S^{1} U^* 49.07$ | 43.63 | 52.65 | 52.65 | 62.50 | 67.15 | 70.98 | 57.14 |
| $\{L,S\}$   | $L^* S^{1} L^* 76.39$ | 76.51 | 73.36 | 76.63 | 63.30 | 65.39 | 85.96 | 67.31 |
| $\{U,L,S\}$ | $U^0[1:1] L^* S^{1} U^0[0:1] L^* 49.25$ | 61.62 | 44.87 | 53.66 | 53.35 | 55.60 | 38.09 | 38.09 |
| $\{D,S\}$   | $D^* S^{1} D^* 45.43$ | 27.60 | 49.75 | 59.46 | 53.63 | 50.93 | 48.77 | 40.00 |
| $\{U,D,S\}$ | $U^* D^* U^+ 42.07$ | 39.87 | 39.50 | 39.50 | 41.79 | 33.97 | 55.76 | 34.08 |
| $\{L,D,S\}$ | $L^* S^{1} D^+ 43.13$ | 46.57 | 39.49 | 42.02 | 55.44 | 47.26 | 43.80 | 34.39 |
| $\{U,L,D\}$ | $U^1 L^+ D^* S^{1} D^* 60.85$ | 38.36 | 39.60 | 39.60 | 60.94 | 51.26 | 35.81 | 25.56 |

It is evident from Table 7 that enforcing composition rules can still result in the non-uniform bin densities. For instance, the analysis of passwords derived using the alphabet set $\{U,L,D\}$ revealed that most of these passwords (62.66%
in Rockyou) are created using bins of the form $U_1 L_+ D_+$ that begin with an uppercase letter followed by lowercase letters and end with digits. If the bin $U_1 L_6 D_2$ becomes denser, then even the attacker with $\alpha = 2^{40}$ can explore it completely as the bin size is $26^7 \cdot 10^2 < 2^{40}$. Thus, division of the search space into bins can be very useful to crack the complex passwords which emerge due to composition policies.

**Remark 2**: The passwords created in the presence of composition rules can still result in the non-uniform bin densities. For instance, if users are enforced to create alpha-numeric passwords, the analysis of breached databases suggests that the bins of the form $U_1 L_+ D_+$ could become more dense. This observation can be easily exploited by the bin attacker thus defeating the purpose of the enforced composition rule.

## 5 Countermeasure

In section 2, we proved that the partition attackers gains maximum benefit if the partitions are explored in decreasing order of density. Now, we show that partition attackers can be countered only if the partition densities are made uniform. Before deriving the exact formula for the minimum expected success of a partition attacker, we prove few lemmas.

**Lemma 3** Let $0 \leq f \leq 1$ and

$$\frac{\phi_1}{|\sigma_1|} \geq \frac{\phi_2}{|\sigma_2|} \geq \ldots \geq \frac{\phi_n}{|\sigma_n|}$$

then for $1 \leq j < n$,

$$\sum_{i=1}^{j} \frac{\phi_i + f \cdot \phi_{j+1}}{\sum_{i=1}^{j} |\sigma_i| + f \cdot |\sigma_{j+1}|} \geq \sum_{i=1}^{j+1} \frac{\phi_i}{\sum_{i=1}^{j+1} |\sigma_i|}$$

**Proof.**

$$\left(\sum_{i=1}^{j} \phi_i + f \cdot \phi_{j+1}\right) \cdot \left(\sum_{i=1}^{j} |\sigma_i|\right) - \left(\sum_{i=1}^{j+1} \phi_i\right) \cdot \left(\sum_{i=1}^{j} |\sigma_i| + f \cdot |\sigma_{j+1}|\right)$$

$$= \sum_{i=1}^{j} \phi_i \cdot \sum_{i=1}^{j} |\sigma_i| + |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i + f \cdot \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i|$$

$$- \sum_{i=1}^{j} \phi_i \cdot \sum_{i=1}^{j} |\sigma_i| - \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i| - f \cdot |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i$$

$$= \sum_{i=1}^{j} \phi_i \cdot \sum_{i=1}^{j} |\sigma_i| + |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i + f \cdot \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i|$$

$$- \sum_{i=1}^{j} \phi_i \cdot \sum_{i=1}^{j} |\sigma_i| - \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i| - f \cdot |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i$$
\[
= |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i - f \cdot |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i - f \cdot \phi_{j+1} \\
- \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i| + f \cdot \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i| + f \cdot |\sigma_{j+1}| \cdot \phi_{j+1}
\]

(38)

\[
= \left( |\sigma_{j+1}| \cdot \sum_{i=1}^{j} \phi_i \right) \cdot (1 - f) - \left( \phi_{j+1} \cdot \sum_{i=1}^{j} |\sigma_i| \right) \cdot (1 - f)
\]

(39)

\[
= \left( \sum_{i=1}^{j} |\sigma_{j+1}| \cdot \phi_i - \sum_{i=1}^{j} \phi_{j+1} \cdot |\sigma_i| \right) \cdot (1 - f)
\]

(40)

\[
= (1 - f) \cdot \sum_{i=1}^{j} (|\sigma_{j+1}| \cdot \phi_i - \phi_{j+1} \cdot |\sigma_i|) \geq 0
\]

(41)

since \( \frac{\phi_i}{|\sigma_i|} \geq \frac{\phi_{j+1}}{|\sigma_{j+1}|} \) for \( 1 \leq i \leq j \). Therefore,

\[
\frac{\sum_{i=1}^{j} \phi_i + f \cdot \phi_{j+1}}{\sum_{i=1}^{j} |\sigma_i| + f \cdot |\sigma_{j+1}|} \geq \frac{\sum_{i=1}^{j+1} \phi_i}{\sum_{i=1}^{j+1} |\sigma_i|}
\]

(42)

**Corollary 1** For \( 1 \leq j \leq n - 1 \),

\[
\frac{\sum_{i=1}^{j} \phi_i}{\sum_{i=1}^{j} |\sigma_i|} \geq \frac{\sum_{i=1}^{j+1} \phi_i}{\sum_{i=1}^{j+1} |\sigma_i|}
\]

(43)

**Proof.** The proof follows immediately by putting \( f = 0 \) in Lemma 3.

**Corollary 2** For \( 1 \leq j \leq n \),

\[
\frac{\sum_{i=1}^{j} \phi_i}{\sum_{i=1}^{j} |\sigma_i|} \geq \frac{\phi}{|\sigma|}
\]

(44)

where \( \phi = \sum_{i=1}^{n} \phi_i \) and \( |\sigma| = \sum_{i=1}^{n} |\sigma_i| \).

**Proof.** The proof follows immediately from Corollary 1.

**Theorem 2** The expected success of an attacker with limited computational power \( \alpha < |\sigma| \) is minimum if the partition densities are uniform, i.e. \( \frac{\phi_1}{|\sigma_1|} = \frac{\phi_2}{|\sigma_2|} = \ldots = \frac{\phi_n}{|\sigma_n|} \).
Proof. By Lemma 1, if the partition densities are uniform then the expected success of the attacker with computational power \( \alpha < |\sigma| \) is,

\[
E_{\text{uniform}}(\text{success}) = \frac{\phi}{|\sigma|} \cdot \alpha
\]  

(45)

Now, consider the case of non-uniform partition densities. Without loss of generality assume that,

\[
\frac{\phi'_1}{|\sigma_1|} \geq \frac{\phi'_2}{|\sigma_2|} \geq \ldots \geq \frac{\phi'_n}{|\sigma_n|}
\]  

(46)

where \( \sum_{i=1}^{n} \phi'_i = \phi \).

By Theorem 1, the maximum success for the attacker with computational power \( \alpha < |\sigma| \) is,

\[
E_{\text{max}}(\text{success}) = \sum_{i=1}^{i_0} \phi'_i + (\alpha - \sum_{i=1}^{i_0} |\sigma_i|) \cdot \frac{\phi'_{i_0+1}}{|\sigma_{i_0+1}|}
\]  

(47)

where \( i_0 \) is such that \( \sum_{i=1}^{i_0} |\sigma_i| \leq \alpha < \sum_{i=1}^{i_0+1} |\sigma_i| \).

Let \( f = \frac{\alpha - \sum_{i=1}^{i_0} |\sigma_i|}{|\sigma_{i_0+1}|} \). Note that \( 0 \leq f \leq 1 \).

\[
E_{\text{max}}(\text{success}) = \sum_{i=1}^{i_0} \phi'_i + f \cdot \phi'_{i_0+1}
\]  

(48)

Using Lemma 3 we get,

\[
E_{\text{max}}(\text{success}) \geq \sum_{i=1}^{i_0+1} \phi'_i \cdot \left( \sum_{i=1}^{i_0} |\sigma_i| + f \cdot |\sigma_{i_0+1}| \right)
\]  

(49)

since \( \sum_{i=1}^{i_0} |\sigma_i| + f \cdot |\sigma_{i_0+1}| = \alpha \) we have,

\[
E_{\text{max}}(\text{success}) \geq \frac{\sum_{i=1}^{i_0+1} \phi'_i}{\sum_{i=1}^{i_0+1} |\sigma_i|} \cdot \alpha
\]  

(50)

By Corollary 2, we know that \( \frac{\sum_{i=1}^{i_0+1} \phi'_i}{\sum_{i=1}^{i_0+1} |\sigma_i|} \geq \frac{\phi}{|\sigma|} \)

\[
E_{\text{max}}(\text{success}) \geq \frac{\phi}{|\sigma|} \cdot \alpha = E_{\text{uniform}}(\text{success})
\]  

(51)
This result is more general and can be used to counter different instances of a partition attacker. However, we concern ourselves with the bin partitioning instance and in the light of Theorem 2, we propose a bin explorer system to counter the bin attacker.

6 Bin Explorer System

As demonstrated earlier, the bin attacker exploits the prevalence of non-uniform bin densities in the real-world password data and targets the denser bins to recover a major fraction of the password database. By Theorem 2, the success of the bin attacker can be minimized by making all bins equally dense. Now, we use this result to propose a new scheme to counter the bin attacker. For this purpose, consider the generation of a system assigned random password. It can be viewed as a sequence of following 3 steps.

1. Select the length $l$, e.g., $l = 10$.
2. Randomly select the $l$ length bin $\beta$ from the collection of $n$ bins, e.g., $\beta = L^4D^2L^2S^2$.
3. Randomly select a word in the bin $\beta$, e.g., kebz93ga-?

In such scheme, users have no control over the creation of their own passwords and the resulting passwords are also difficult to remember \[33,46\]. To counter the bin attacker, we need to ensure only the uniform bin densities which can be achieved even if the system decides upon the first two steps of the random password creation process. Thus, the system can randomly assign the $l$ length bin $\beta$ to the user and allow the user to select a password from this assigned bin $\beta$. Therefore, we can mitigate the threat of the bin attacker and still provide the users with some control over their password creation. We refer to such system as bin explorer.

From equation (45) we observe that, as the number of users $\phi$ in the system increases, the expected success $E_{\text{uniform}}(\text{success})$ of the attacker also increases. Therefore, just spreading users across different bins is not enough. The system should also ensure that the expected success $E_{\text{uniform}}(\text{success})$ of the attacker is bounded. This can be achieved by increasing the search space size $|\sigma|$.

6.1 Determining the Minimum Password Length

Again consider the settings where the maximum password length $l_{\text{max}}$ is 10, the attack search space is $|\sigma| \approx 2^{65.7}$, the computing power of bin attacker is $\alpha = 2^{56}$ but the number of users $\phi = 2^{30}$. Assuming uniform password bin densities, by equation (45), the bin attacker can now compromise at least $E_{\text{uniform}}(\text{success}) = 2^{20.3} \approx 1.3$ million user accounts. Earlier the attack on a system with $\phi = 2^{25}$ users could recover only 40,000 passwords (equation (33)) but now the same attack when mounted on a system with $\phi = 2^{30}$ users looks more dangerous. The expected success $E_{\text{uniform}}(\text{success})$ of the bin attacker is directly proportional to the number of users $\phi$ in the system. More the number
of users in the system, more the expected success of the bin attacker. Thus, the size of the search space $|\sigma|$ should also depend upon the number of users $\phi$ in the system. Rearranging the terms in the equation (45) we get,

$$|\sigma| = \frac{\phi \cdot \alpha}{E_{uniform}(success)}$$

(52)

Using (32) we get,

$$|\gamma|' = \frac{\phi \cdot \alpha}{E_{uniform}(success)}$$

(53)

where, $\gamma$ is the alphabet set from which the password is derived and $l$ is the password length. Using this relation, one can precisely compute the minimum password length $l_{\min}$ as,

$$l_{\min} = \frac{\log(\phi) + \log(\alpha) - \log(E_{uniform}(Success))}{\log(|\gamma|)}$$

(54)

Now, we can use this result to decide the minimum password length and thus restrict the bin attacker with the computational power $\alpha$ to system-desired success $E_{uniform}(success)$.

![Figure 7](image.png)

**Fig. 7.** Determining minimum password length $l_{\min}$ for different values of $\phi$ and alphabet set $\gamma$. The parameters depicting attackers guessing capability $\alpha = 2^{56}$ and expected success $E_{uniform}(success) = 2^{10}$ are fixed.

Figure 7 depicts the minimum password length $l_{\min}$ required to bound the expected success $E_{uniform}(success) = 2^{10}$ of the bin attacker with the computational resource $\alpha = 2^{56}$. The password length is determined for different systems.
which vary in both the number of users and the alphabet sets used for the bin generation. For instance, if the number of users $\phi = 2^{25} = 32$ million and the alphabet size $|\gamma| = |L| + |U| + |D| + |S| = 95$, then the minimum password length should be 11. The number of available bins in this case is $n \approx 4^{11}$ and the density of every bin is $\frac{\phi}{|\gamma|} = 2^{25}/95^{11} = 2^{25}/2^{72.27} \approx 2^{-47.3}$. Hence, because of the uniform bin densities, the effort of the offline attacker is increased exponentially.

6.2 User-Bin Assignments

To protect against offline attacks, websites enforce password composition policy on users. However, the enforced policy is same for all users of a given website which can again result in a fewer denser bins and a large number of empty bins. To prevent the underutilization of a search space, the system should play an active role in distributing users across different bins. A few distribution strategies are as follows (comparison in Table 8).

**Round Robin.** In this strategy, the system assigns a bin to a new user in a round-robin fashion. For this purpose, the system maintains an array of $n$ bins along with an index $b < n$ which points to the next available bin in the array. After the arrival of a new user, the next available bin $\beta_b$ is allocated and the value of the index is increased to $(b + 1) \mod n$. However, as a result of this strategy, bins of various sizes have the same number of passwords which leads to non-uniform bin densities. Further, assigning bins in a fixed order opens up an attack wherein the attacker who gets access to the system and can infer the order in which users created accounts now knows the structure of a particular user’s password. The attacker can therefore mount targeted attacks on a particular user account, e.g., admin. The space required for maintaining the data-structure is proportional to the total number of bins $n$ and the time required to allocate a bin is $O(1)$.

**Density-ordered.** In this allocation strategy, the system strives to make every bin equally dense by assigning the least dense bin to a new user. To achieve this, the system stores all bins in a list in decreasing order of density. When a new user arrives, the system selects the least dense bin $\beta_{\min}$ from the end of this sorted list. If there are multiple least dense bins, the system chooses a bin uniformly at random, thereby increasing the effort of targeted attacks, e.g., if the density of all bins composed of 6 lowercase letters and 2 digits is equal, then the system chooses one of these $\left(\begin{array}{c}8 \\ 2 \end{array}\right)$ bins uniformly at random. Now, in order to succeed the targeted attack requires searching all $\left(\begin{array}{c}8 \\ 2 \end{array}\right)$ bins.

As the list is already sorted, one can use binary search technique to identify a region within the list containing bins with least density. Subsequently, the system randomly picks a bin $\beta_{\min}$ from this region and allocates it to the user. Finally, the density of the allocated bin $\beta_{\min}$ is updated and its position in the list is rectified using the binary search algorithm. The space required for maintaining the sorted list is proportional to the total number of bins $n$ while
the time require to allocate the least dense bin is $O(\log n)$.

**Random.** In this strategy, the system randomly generates a bin for every user. The probability of assigning the bin should be proportional to its size. Otherwise the bins of different capacities will have the same number of passwords, disturbing the density uniformity. Thus, the expected number of passwords in any bin $i$ is $\phi_i = \phi \cdot \frac{|\sigma_i|}{|\sigma|}$. Therefore, the expected density of a bin is $\frac{\phi_i}{|\sigma_i|}$. Since the bins are assigned randomly some bins can get $\frac{\phi_i}{|\sigma_i|} \cdot x - \frac{\phi_i}{|\sigma_i|}$ (where $x \geq 1$) more users than the expected. We call the quantity $x$ as stretch. For the random assignment strategy the stretch $x$ is not more than $\frac{\log n}{\log \log n}$ with high probability [23]. Since $\log n = \log(4^{l_{\min}}) = 2 \cdot l_{\min}$, $x = \frac{2l_{\min}}{\log 4^{l_{\min}}}$. In this strategy, there is no need to keep the track of number of users in each bins. Also no pointers are required. The bins are generated randomly upon the arrival of the new user and therefore, the required space and time is just $O(1)$. Further, random bin assignment makes targeted attacks on a particular user arduous. Therefore, the random approach is better among all proposed approaches.

**Power of Two Choices.** In this strategy, the system randomly chooses two bins and assigns the least dense bin to the new user. Again the probability of choosing any bin should be proportional to its size. Otherwise the bins of different capacities will have same number of passwords, disturbing the density uniformity. Such implementation would require the storage to remember the number of users in every bin $\sigma_i$. Therefore, $O(n)$ space is required. The expected density of a bin is $\frac{\phi_i}{|\sigma_i|}$. However, the stretch in this strategy depend upon the size of a bin [12]. In case of smaller bins [12] the stretch is $2 \cdot \log \log n = 2 \cdot \log(2 \cdot l_{\min})$ and for the larger bins [12] the stretch is $4 + \varepsilon$ with high probability. In case of database compromise, the attacker can learn the exact number of users in any given bin.

**Table 8.** Comparison of different bin distribution strategies.

| Strategy             | Space  | Time    | Expected density | Stretch $x$ |
|----------------------|--------|---------|------------------|-------------|
| Round Robin          | $O(n)$ | $O(1)$  | $\frac{|\sigma|}{n}$ | $\frac{\phi}{|\sigma|} - \frac{\phi}{|\sigma|}$ |
| Density-ordered      | $O(n)$ | $O(\log n)$ | $\frac{\phi}{|\sigma|}$ | $1 + \varepsilon$ |
| Random               | $O(1)$ | $O(1)$  | $\frac{\phi}{|\sigma|}$ | $\frac{\log l_{\min}}{\log \log n}$ |
| Power of Two Choices | $O(n)$ | $O(1)$  | $\frac{\phi}{|\sigma|}$ | $2 \cdot \log(2 \cdot l_{\min})$ for smaller bins and $4 + \varepsilon$ for larger bins |

6.3 **User-Bin Adaptation**

Various techniques have been proposed in the past to help users create secure and memorable passwords [54, 26, 21, 17]. Now, we show how these existing schemes...
can be easily adapted for helping users in creating passwords from the system assigned bin.

**Non-Iterative Scheme.** This scheme directly asks users to create a password according to a system assigned bin in one step.

1. System chooses a random bin $\beta$ of length $l \geq l_{\text{min}}$ from the collection of predefined bins, e.g., $\beta = U^1 S^1 L^1 D^2 S^1 U^1 L^2$
2. User creates a password according to the system assigned bin, e.g., “D@c45&Mac”.

To help users, one can also modify the system proposed in [26] to create mnemonic passphrases corresponding to the system assigned bin, e.g., for bin $\beta = U^1 S^1 L^1 D^2 S^1 U^1 L^2$ the mnemonic passphrase can be “It’s 12 noon I am hungry” and therefore the password is “I’s12&Iah”.

**Iterative Scheme.** In 2009, Forget *et al.* [21] showed that the security of the text passwords can be improved either by inserting random characters in the user chosen password or by randomly replacing the characters in the user chosen password. While, Bonneau *et al.* [17] proposed an incremental approach to imprint 56-bit secret into human memory. Both these methods can be combined to help users to choose a secret from the assigned bin. The scheme is as follows,

1. User chooses a lowercase password of length $l \geq l_{\text{min}}$ subject to a blacklist of say top 10,000 popular passwords.
2. System chooses a random bin $\beta$ of length $l_{\text{min}}$ from the collection of predefined bins.
3. System calculates the hamming distance $hd$ between the user chosen bin $L^l_{\text{min}}$ and system assigned bin $\beta$.
4. After every $x$ successful logins, the system attempts to minimize the hamming distance $hd$ by 1. User should replace the lowercase letter in the password by a letter corresponding to the bin $\beta$.
5. After $hd \cdot x$ number of successful logins, the password from bin $L^l_{\text{min}}$ is transformed to system assigned random bin $\beta$.

The system proposed in [17] requires the assigned 56-bit secret to be stored in plaintext until user learns it. But in our scheme, the password is stored securely at every stage. The system only has to store the assigned bin in plaintext until the password is created as per this assigned bin. Once the final password is set, this bin information is also removed from the system.

**Password Manager.** Password manager is one of the convenient ways for securely managing passwords. It generates, stores and recalls passwords on behalf of the users. Password managers such as [44][41] generate passwords based upon the password policy. However, password managers generate such passwords independently in isolation without communicating with the server. Such strategies can lead to maximum load of $\log n / \log \log n$ on few bins with high probability [23]. Uniform bin densities can be ensured if password managers generate
passwords using the system assigned bin. The password manager’s logic can be easily tweaked to create passwords according to the assigned bins.

Recent studies [35,49] revealed serious vulnerabilities in the implementation of different password managers. We believe that security conscious users can still use password managers to store the partial information instead of storing the entire password of critical accounts. This partial information can be used to recall the entire password whenever required. For instance, in the bin explorer schemes one can use password managers to store the password bin information as a hint and use it to recall their actual password during login.

There are also studies which indicate that the presence of strength meters can result in stronger passwords [19,45]. We can use this strategy in influencing user behavior towards rarer bins. When users choose any of the denser bins the strength meter can warn them about the risks of offline attacks.

7 Experiments

We studied the usability of both non-iterative and iterative schemes described in the previous section with 33 users. Both these studies were conducted with the same 33 users in a laboratory in the presence of an experimenter. All users were graduate working professionals and regular internet users. 10 users (30.3%) were female and 23 users (69.7%) were male belonging to the same nationality.

We studied the usability of a non-iterative scheme followed by that of an iterative scheme. In both studies, we used a set of 10 length bins composed of exactly 6 lowercase letters and remaining 4 letters were derived using any 3 alphabets U, D, S e.g., LLDLDUULL, LLLSDULDDL and so on. The number of 10 length bins composed of exactly 6 L and any 3 alphabets U, D, S in the remaining 4 positions is $\binom{10}{4} \cdot 3^4 = 17010$. These bins were allocated using random distribution strategy and therefore each user is assigned a unique bin with a very high probability (nearly 0.97). We asked users to use the assigned 10 length bin to create a minimum 10 length password. The first 10 letters of the password had to follow the assigned bin pattern and the remaining letters of the password had no restriction. Now, we describe our experiments in detail.

7.1 Non-Iterative Scheme

The non-iterative experiment was conducted in two phases. We refer to the first phase as Password Creation phase and the second phase as Password Recall phase.

1. **Password Creation phase.** In this phase, users were asked to create a minimum 10 length password using the system assigned bin displayed on the password creation page (Figure 8). After retyping password, users were directed to the login page, where they had to enter their password again.

2. **Password Recall phase.** After 72 hours, we invited users for the recall phase. There were no practice sessions between these two stages. This setup
helped us to measure the recall of the password, when password has not been used for a while. If users were not able to recall their password within at most 5 attempts, we showed them their bin which was used during the password creation. After displaying the bin, 3 more attempts were allowed. If the users were not able to recall their password even after displaying the bin, we showed them their password. Finally, we asked users to fill a short survey. The questions mostly captured the user sentiment and password storage behavior. These questions and responses are listed in [9].

Now, we investigate the memorability and efficiency of the non-iterative scheme.

**Memorability.** We measure memorability in terms of:

1. Number of users who successfully recalled their passwords during the password recall phase.
2. Average number of login attempts required for the successful recall.

For convenience, we classify users into 3 categories, namely *password storage*, *bin storage* and *no storage*. 3 users (9.10%) who reported writing down their password belong to the *password storage* category, 4 users (12.12%) reported writing down their bin belong to the *bin storage* category and remaining 26 users (78.78%) belong to the *no storage* category. All users who wrote down their password and 3 users who wrote down their bin recalled their password successfully. 26 users who did not report storing their passwords or bins were further split into two categories, namely *no hint* and *bin hint*. 11 users from the *no storage* category who successfully recalled their passwords without requiring any hint belong to the *no hint* category. The remaining 15 users failed in the password recall and we helped them by displaying their corresponding bin which was used during the password creation. These 15 users belong to the *bin hint* category. Upon viewing the bin, 10 more users succeeded in recalling their passwords. Thus, overall 21 users from the *no storage* category recalled their passwords and 5 users forgot their password. The results are summarized in Table 9.

The average number of login attempts required to successfully login during the recall phase is also shown in Table 9. The users who successfully recalled their passwords during the recall phase with or without *bin hint* are referred to as successful users. Users who wrote down their bins required 1.33 login attempts while users in *no hint category* required 1.72 attempts on an average.
Table 9. Data of users who successfully recalled their passwords in non-iterative study.

| Category                 | Total Users | Successful Recalls | Average Login Attempts | Average Login Time |
|--------------------------|-------------|--------------------|------------------------|--------------------|
| Password Storage         | 3           | 3 (100%)           | 1.00                   | 21.22s             |
| Bin Storage              | 4           | 3 (75%)            | 1.33                   | 35.52s             |
| No Storage-No Hint       | 11          | 11 (100%)          | 1.72                   | 37.94s             |
| No Storage-Bin Hint      | 15          | 10 (66.67%)        | 3.73                   | 77.20s             |

The users in the *bin hint* category made 2.53 attempts on an average before clicking on *Forgot Password* button. After viewing their bin, users required 1.20 more attempts to succeed. Therefore, average login attempts of users in *bin hint* category is much higher (3.73 attempts).

**Efficiency.** We measure efficiency in terms of:

1. Average password creation time required during the creation phase
2. Average login time required during the recall phase.

Password creation required nearly 139 seconds on an average. The average login time required for the successful recall of password during the recall phase is shown in Table 9. The time required for recalling passwords in *password storage*, *bin storage* and *no hint* category is less compared to the time required for recalling passwords in *bin hint* category. This is because the average login attempts required for the successful *bin hint* category users is much higher (3.73 attempts).

**User Sentiment.** The memorability and efficiency results of the non-iterative experiment indicate that passwords created using randomly assigned bins are both difficult to remember and to enter. This can also be observed from the survey responses that we received from the users (Table 10). Since random bins require users to place digits, symbols and uppercase letters at 4 random positions, the resulting passwords are difficult to remember and to enter. However, most users (75.75%) felt that resulting passwords are more secure than the passwords that they usually create.

Table 10. User sentiment in non-iterative experiment.

| Likert Scale     | Creating password was easy? | Remembering password was difficult? | Created password was more secure? |
|------------------|-----------------------------|-----------------------------------|----------------------------------|
| Strongly Agree   | 0 (0%)                      | 11 (33.33%)                       | 11 (33.33%)                      |
| Agree            | 11 (33.33%)                 | 14 (42.42%)                       | 14 (42.42%)                      |
| Neutral          | 8 (24.24%)                  | 6 (18.18%)                        | 4 (12.12%)                       |
| Disagree         | 8 (24.24%)                  | 2 (6.06%)                         | 3 (9.09%)                        |
| Strongly Disagree| 6 (18.18%)                  | 1 (3.03%)                         | 1 (3.03%)                        |
7.2 Iterative Scheme

To help users in remembering digits, symbols and uppercase letters at random positions, we designed an iterative experiment. We performed this experiment with the same 33 users in 2 phases.
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**Fig. 9.** Evolution of a simple password “testpassword” to a complex password “7eS+paS$word” using system assigned bin “DLUSLLLSLL”. On Day1, system suggests replacement of letter ‘t’ in highlighted red box with any digit D. This process continues for next 3 days until first 10 letters of “testpassword” are aligned with 10 length bin “DLUSLLLSLL”.

1. **Password Creation phase.** This phase was split into 5 stages and required 5 days for completion. The stages were numbered from 0 to 4. In the 0th stage, users were asked to create a minimum 10 length lowercase password ($L^{10}$). Further, the system generated a random 10 length bin for every user and stored it in the password database. This bin is not displayed to the user. In the next 4 stages, system guided users in transforming the first 10 letters of their password from $L^{10}$ bin to the system assigned bin. To complete the $i$th stage users were asked to login using the password created in the ($i-1$)th stage. Upon successful login, the system minimizes the hamming distance between the current bin and system assigned bin by suggesting a letter replacement in the current password with an appropriate alphabet from the set $\{U,L,D,S\}$. The user can choose any letter from the suggested alphabet and replace the letter of a current password as suggested by the system. Thus, after completing the 4th stage, the final password of user differed from the password created in 0th stage in 4 random positions and was according to the assigned bin (Figure 9).

2. **Password Recall phase.** The password recall phase in the iterative experiment is same as defined in the non-iterative experiment.

Now, we investigate the usability of the iterative scheme.

**Memorability.** Since users successfully recalled their passwords during different iterations of creation phase, we report the memorability results of only recall phase. In the iterative study, we classify users into 2 categories, *password storage* and *no storage*. We do not have bin storage category since no one reported
writing their bin. The reason is that the bin was never displayed to the users directly during the password creation. 5 users (15.16%) who reported writing their password belong to the password storage category and the remaining 28 users (84.84%) belong to the no storage category. All users who wrote their passwords, successfully logged into the system. Moreover, 26 users in no storage category successfully recalled their password without any hint (no hint). Thus, the iterative system resulted in huge improvement compared to the previous non-iterative system. We helped 2 unsuccessful users in their password recall by showing them their corresponding bin which was used in the password creation. Upon viewing the bin, 1 more user succeeded in recalling the password. Thus, overall 27 users from no storage category recalled their passwords and only 1 user forgot the password.

Table 11. Data of users who successfully recalled their passwords in iterative study.

| Category          | Total Users | Successful Recalls | Average Login Attempts | Average Login Time |
|-------------------|-------------|--------------------|------------------------|--------------------|
| Password Storage  | 5           | 5 (100%)           | 1                      | 25.19s             |
| No Storage-No Hint| 26          | 26 (100%)          | 1.65                   | 35.05s             |
| No Storage-Bin Hint| 2          | 1 (50%)            | 3                      | 59.21s             |

The average login attempts required for successful login during the recall phase is shown in Table 11. Users who wrote down their passwords or bins recalled their passwords in just 1 attempt. Users in no hint category required just 1.65 login attempts on an average during the recall phase. Since users in the bin hint category were shown bin after few login attempts (at most 5), therefore their average login attempt is higher (3).

Efficiency. Password creation required nearly 182.3 seconds on an average. This creation time includes the time required for creating a lowercase password in the $0^{th}$ iteration and the time to replace a letter with an appropriate alphabet in the subsequent 4 iterations. The average login time required for the successful recall of password during the recall phase is shown in Table 11. The amount of time required for recalling passwords in the password storage and no hint category is less compared to the amount of time required for recalling passwords in the bin hint category.

User Sentiment. The memorability and efficiency results of the iterative study indicates that the passwords created using randomly assigned bin can be remembered. The survey responses also indicate that creating password using iterative method is much easier compared to non-iterative method (Table 12).

7.3 Non-Iterative vs Iterative Scheme

We highlight the prominent differences in the usability results of iterative and non-iterative schemes.
1. **Creation time.** The average password creation time in the iterative scheme (182.3s) is more compared to the non-iterative scheme (139s) because of the stage-wise transformation of the password.

2. **Recall and Login attempts.** In the iterative scheme, 31 users (93.93%) recalled their passwords successfully while in non-iterative scheme only 17 users (51.51%) succeeded in their password recall. Moreover, the average login attempts for 31 successful users in the iterative scheme is just 1.54 while the average login attempts for 17 successful users in the non-iterative scheme is 1.89. This indicates that the users in the iterative scheme can recall their passwords more reliably without requiring any hint.

3. **User sentiment.** Only 4 users (12.12%) found it difficult to create the password using the iterative scheme. On the other hand, 14 users (42.42%) found it difficult to create the password using the non-iterative scheme. Thus, passwords in the iterative scheme are easy to create as well as easy to remember. Moreover, 28 users (84.84%) in the iterative scheme and 25 (75.75%) users in the non-iterative scheme felt that the resulting passwords are secure. Responses are listed in [9].

All 33 participants in our study were working professionals and may have better memory than average, which could positively influence the usability results. We only had 33 participants and with a larger population we might be able to observe further patterns. However, the purpose of this study was to observe whether the iterative or non-iterative scheme is usable for creating passwords from system assigned bins. As the usability data indicates, the iterative scheme fared better than the non-iterative in many aspects.

### Table 12. User sentiment in iterative experiment.

| Likert Scale  | Creating password was easy? | Remembering password was difficult? | Created password was more secure? |
|---------------|-----------------------------|-----------------------------------|----------------------------------|
| Strongly Agree | 7 (21.21%)                  | 4 (12.12%)                        | 10 (30.30%)                     |
| Agree         | 13 (39.39%)                 | 13 (39.39%)                       | 18 (54.54%)                     |
| Neutral       | 9 (27.27%)                  | 10 (30.30%)                       | 4 (12.12%)                      |
| Disagree      | 3 (9.09%)                   | 6 (18.18%)                        | 1 (3.03%)                       |
| Strongly Disagree | 1 (3.03%)               | 0 (0%)                             | 0 (0%)                           |

8 **Related Work**

**User behavior and Attacks.** A great deal of research effort has been spent in describing the password creation strategies of users and finding the best techniques to break these passwords in an offline mode. In 1978, Morris and Thompson [36] analysed 3289 user passwords and found that 86% of these are weak either due to their prevalence in the dictionary or due to their short length. Further these passwords contained only lower case letters or digits. Later in 1990, Klein [29] successfully broke 25% of the passwords on the Unix system using the brute-force attack. In 1999, Moshe and William [50] based upon their survey of 997 participants found that 80% of the passwords were derived using only
lowercase and uppercase letters. Then in 2005, Narayanan and Shmatikov\cite{37} demonstrated the effectiveness of Markov models by generating the candidate passwords in decreasing order of the probability and cracking 67.6\% of the passwords. In 2007, Florêncio and Herley\cite{20} studied the passwords of nearly 5 million users and found that most of these passwords are composed using either lowercase letters or digits. In 2009, Weir et al.\cite{53} proposed generating most probable guesses by learning probabilistic context-free grammar (PCFG) from the breached databases. In our work, we proved that the density-based guesses are more effective than the probability-based guesses. We demonstrated that the bin attacker gains maximum benefit if the bins are explored in decreasing order of density rather than in decreasing order of probability.

Mostly the password research is conducted by analysing the passwords in the publicly available breached databases\cite{53,28,34} or by analysing the passwords collected using the surveys\cite{48,30,47}. Bonneau however, for the first time performed the large scale study of anonymized 70 million passwords of Yahoo database in\cite{15}. Bonneau also derived a useful measure for gauging the strength of a password database. However, computing this measure requires knowledge about the probability distribution of passwords. We relaxed this constraint and proposed a more general attack model which exploits the available information to divide the search space into partitions and explores them in decreasing order of density.

The presence of composition rules is believed to create secure passwords\cite{51} while\cite{40,30,47} suggest that longer passwords also provide equivalent security. However, all these results are based upon the survey of not more than a few thousand users and there is no real data available to study the passwords created in the presence of composition rules. We argue that the presence of composition policies can also be exploited by the attacker if the partition densities remain non-uniform.

Countermeasures. To counter offline attacks, a significant amount of effort has been, and is being, invested to help users in remembering a high entropy secret. Various schemes have been proposed to influence the password creation strategies of users which includes the use of mnemonic-based passwords\cite{51,26}, system modified passwords\cite{21}, system assigned passwords\cite{46}, long passwords\cite{47} and pronounceable passwords\cite{32}. A recent study\cite{17} shows that users can remember a randomly assigned 56-bit secret using the technique of spaced repetition while another recent study\cite{14} helps user in generating a user friendly password which is difficult for machine to crack. These studies emphasize the need and importance of high entropy passwords specifically to counter the offline attacker.

Motivated by these research, we proposed iterative scheme to help users in recalling their password from the system assigned bin. We purposefully adapted the system modified password scheme proposed by Forget et al.\cite{21} and the spaced-repetition technique proposed by Bonneau et al.\cite{17} to make our iterative scheme more usable. Moreover, our adapted iterative scheme addresses usability concerns associated with the Forget et al. scheme\cite{21} and security concerns of Bonneau et al. scheme\cite{17}.
– In 2008, Forget et al. [21] showed that users accept few system suggested modifications to their password. The authors tested 4 conditions, namely, Insert-2, Insert-3, Insert-4 and Replace-2 with 16 participants in each condition. Also, all modifications were suggested to the user at once (non-iterative). Consequently, Insert-4 scheme which proposes 4 insertions to the user-chosen password were found to be unusable, even though the recall phase was conducted immediately after answering two questions and performing a distraction task of 45 sec. In our work, we tested Replace-4 condition in both iterative and non-iterative fashion with 33 participants and showed that users are more likely to accept system suggested replacements when the approach is incremental. Further, we conducted the recall-phase after a delay of 72 hours from the password creation phase. Also, note that Replace-4 condition is new and has never been tested before.

– The spaced repetition approach proposed by Bonneau et al. [17] requires the system-assigned password to be stored either in plaintext or in encrypted form until the user memorizes it. But in our iterative scheme, the password is stored securely using a hash function at every stage. The system only has to store the assigned bin in encrypted form until the password is created as per this assigned bin. Once the final password is set, this bin information is also removed from the system. If the server is compromised, the attacker has access to both the encryption key and the database. In this scenario, the spaced repetition scheme of Bonneau et al. [17] reveals the entire password while our scheme reveals only the bin information.

9 Discussion

9.1 Hybrid Bin Attacker

The main advantage of the bin attacker is that it does not require any dictionary to operate. The attacker takes advantage of the fact that users create passwords predominantly using lowercase letters or digits and if there are any uppercase letters and symbols in the passwords then they are at the predictable positions. Recently, researchers showed that human-generated passwords follow Zipf’s law [52]. The observation is that few passwords are very frequent and constitute a good fraction of the password database. For instance, the analysis of Rockyou database [25] reveals that 5000 most popular passwords were used by almost 20% of the users (6.4 million users) while recently released password frequency list of a live Yahoo database [11] suggests that 5000 most popular passwords are used by almost 10% of the users (7 million users). But there is also a long list of infrequent passwords (count \( \leq 5 \)) which constitutes a major fraction of the password database. For instance, 53% (16.98 million) of the passwords in Rockyou database and 56% (38.59 million) of the passwords in Yahoo database have a frequency count of less than five. These infrequent passwords constitute the heavy tail of the distribution and it is difficult to estimate their probabilities.
Based upon these observations, we provide another instance of a partition attacker which we refer to as *hybrid bin attacker*. This attacker creates unit-sized partitions for every popular password found in the breached databases. The density of the unit-sized partition containing a single password is equal to the password frequency count. For illustration purpose, assume that the hybrid bin attacker uses Rockyou dataset for the training purpose. The most popular password in the Rockyou database is “123456” with 290,729 occurrences. The attacker constructs a unit-sized partition for this password and sets its density to 290,729. Table [13] shows that the password “123456” is the popular choice in the remaining databases as well which demonstrates the advantage of creating unit-sized partitions with popular passwords.

Table 13. Top 5 most popular passwords of 6 datasets.

| Rank | Gmail  | Rockyou | Gmail  | Mail.ru | Yandex | Yandex | Gawker | Phpbb |
|------|--------|---------|--------|---------|--------|--------|--------|--------|
| 1    | 123456 | 123456  | qwerty | 123456  | 123456 | 123456 | 123456 | 123456 |
| 2    | 12345  | password | 123456 | 123456789 | password | 123456789 | password | password |
| 3    | password | 123455 | qwertyuiop | 111111 | welcome | ninja | lifehack | qwerty |
| 4    | qwertyuiop | 123455 | qwertyuiop | 1234567890 | abc123 | qwerty | 123455 |
| 5    | iloveyou | qwertyuiop | 1234567890 | 1234567890 | 1234567890 | 1234567890 | 1234567890 | 1234567890 |

Top 5(%)

| Gmail  | 1.70% | Mail.ru | 5.56% | Yandex | 6.07% | Yahoo | 0.78% | Gawker | 0.68% | Phpbb | 2.18% |

After creating unit-sized partitions, the hybrid bin attacker creates bin partitions and estimates their densities from the available password data. By Theorem 1, the attacker then sorts the resulting partitions in decreasing order of density and attacks the target database. In this way, the hybrid bin attacker can first target the popular passwords by creating a unit-sized partitions and then target the infrequent passwords by creating bin partitions. By using top 5000 Rockyou passwords which constitutes nearly 20% (6.4 million) user accounts of the Rockyou database, the attacker can recover a substantial fraction of passwords in other databases (Table [14]). A simple way to counter this hybrid bin attacker is to employ the counting scheme as proposed by Schechter et al. [43] which bans the password after it reaches a predefined frequency threshold. With this countermeasure in place, there are no popular passwords to exploit and the efficiency of the hybrid bin attacker is reduced to that of the bin attacker. However, this countermeasure requires abandonment of password-specific salts, as it is not possible to count the occurrences of a password if every password has a unique salt.

Table 14. Percentage of passwords cracked in different databases by using top 5000 frequent password of the Rockyou database.

| Gmail  | Mail.ru | Yandex | Yahoo | Gawker | Phpbb |
|--------|---------|--------|-------|--------|-------|
| 3.20,387(10.76%) | 477,069(8.95%) | 175,354(13.90%) | 47,495(10.72%) | 75,871(7.00%) | 36,713(14.37%) |
9.2 Salting and Slow Hashes

It is possible to slow down the offline attacker by using password-specific salts and employing iterative algorithms such as PBKDF2. Now, we discuss the effect of such techniques on the efficiency of both the bin attacker and the hybrid bin attacker.

Salting. The use of password-specific long random salts serves two purposes, makes it infeasible to use a rainbow table and makes it more time-consuming to crack a large list of passwords.

1. The use of salts prevents pre-computation attacks such as rainbow tables. If passwords are just hashed then the attacker can pre-compute hashes for commonly used millions of passwords well-in advance before acquiring the password database. After stealing the password database, the password hashes can be reversed immediately into plaintext by performing lookups in the rainbow table. Performing lookup is considerably faster than computing the hash function which speeds up the cracking process substantially. On the other hand, if the password database is salted, then the rainbow table would have to contain “guess||salt” pre-hashed. The value of salt is not known to the attacker until the password database is stolen. In this case, the attacker can pre-compute rainbow table for every value of the salt. However, every bit of salt doubles the storage requirement and if the salt is sufficiently long (128 bits) then this pre-computation is infeasible. As the goal of the salt is to prevent pre-generated databases from being created, it is stored in plaintext. Hence, once the salted password database is compromised, the attacker can learn the salt and start the password cracking process. The use of long random salts forces the attacker to crack the hashes after acquiring the password database, instead of being able to just look them all up in a rainbow table. This is how our attacker is modelled, we do not assume that a partition attacker pre-computes the hashes in the rainbow table.

2. The use of password-specific salts also conceals the frequency distribution of passwords. If multiple users have same passwords then applying the hash function results in same hashes. The offline attacker can simply count the frequency of each password hash in the database and then use the computing power to crack only unique hashes. If each password has a unique salt then hashes will be different even for the same password. Because of the password-specific salt the attacker cannot simply use the counting technique to find out if two passwords in the database are same or not. The attacker has to compare a guess against each password entry. If there are $\phi$ entries in the salted password database, verifying a single guess in this scenario requires $O(\phi)$ comparisons. Thus, the use of long random salts slows down the attacker by a factor of $\phi$, where $\phi$ is the number of users in the system. Previously, if an attacker could verify $2^G$ guesses against the password database, after using the long random salts, the number of guesses is reduced to $2^G/2^{\log(\phi)} = 2^{G-\log(\phi)}$.

In section 3, we showed that the bin attacker with the computing power of $2^{56}$ can break more than 90% of passwords in 6 different password databases.
As most of the test datasets have over a million entries $\phi \approx 2^{20}$ and assuming that these passwords were salted with long random hashes, the bin attacker with the computing power of $2^{56}$ can now verify $2^{2^{56} - \log(\phi)} = 2^{56 - 20} = 2^{36}$ guesses. As shown in Figure 6a, the bin attacker with $2^{36}$ guesses can still compromise nearly 50% of the passwords in the most target password databases which is a significant proportion. Thus, with the use of random salts, the number of guesses that the bin attacker can generate have reduced, but the bin attacker can still compromise significant portion of the password database.

3. Further, the use of password-specific salts refrains the use of count-min sketch-based countermeasure proposed by Schechter et al [43]. As a result, few passwords become very popular which results in Zipf’s law. As explained earlier, the hybrid bin attacker can compromise a substantial portion of the password database using just a few thousand popular guesses. Although, the use of password-specific salts conceals the frequency distribution of passwords and slows down the offline attacker, it does not prevent the Zipf’s law in human-generated passwords which can be exploited by the hybrid bin attacker.

4. The purpose of salting is only to slow down the offline attacker who possesses the password database. It does not protect against the online attacker who mounts the online guessing attacks on a remote website. The online attacker exploits the fact that human-generated passwords are highly biased and as a result some passwords are extremely popular. For instance, the count of most popular password in Yahoo database [11] is 753,217 (1%). Thus, online attacker can compromise nearly 1% of the total accounts by merely trying a single guess on a website and use of salt in this attack does not matter.

5. Further, salting does not slow down the offline attacker who is only after one or few accounts. It helps only if the attacker wants to break many passwords from the password database containing large number of entries. The attacker who wants to compromise only one important account can generate all $2^{56}$ guesses as for this particular attack $\phi = 1$. For instance, if the attacker is after, say, admin’s account or the account of an influential person such as a celebrity then the attacker can learn the value of the salt and compute hash(guess||salt) for all $2^{56}$ guesses. Thus, the use of a salt does not slow down the targeted attack. The impact of salt is high only if the number of users $\phi$ is large and the objective of the offline attacker is to break as many passwords as possible.

6. Recently, researchers [13] emphasized the importance of releasing password frequency list of a website for deciding the various policy parameters. To enable this, they presented a differential privacy based mechanism for releasing the perturbed password frequency lists with rigorous security, efficiency, and distortion guarantees. Now, the knowledge of password frequency distribution can help organizations in setting various policy parameters, for instance the number of unsuccessful attempts $k$ before the account is locked. A smaller value of $k$ can decrease the usability of the authentication experience, while selecting a larger value of $k$ can reduce security. The empirical data from
password frequency list could help organizations to make a more informed decision when considering the trade-off between security and usability. *Since salting conceals the frequency distribution of passwords, this proposed mechanism* \[13\] *requires abandonment of password-specific salts.*

**Slow Hashes.** Conventional hash functions such as MD5, SHA1, SHA2 can be computed quickly by employing custom made GPU clusters. To make the task of guessing a single password harder (costlier), one can use iterative algorithms such as PBKDF2 \[27\]. By choosing appropriate number of iterations, PBKDF2 can limit the number of guesses to 40,000 guesses per second \[2\]. If passwords are hashed with unique salts, it further slows down the offline attacker. However, if Zipf’s law is prevalent in the password data then the hybrid bin attacker requires just a few thousand guesses to recover a substantial fraction of the target database (Table \[14\]). On the other hand, if passwords are not salted (to prevent the Zipf’s law phenomena) then the bin attacker can compute \(2^{36.59}\) guesses using a machine capable of generating 40,000 guesses per second for a month. With \(2^{36.59}\) guesses, the attacker can still compromise nearly 50% passwords in the target password database of size \(\phi = 2^{20}\) (Figure 6a) which is a significant proportion. *The use of PBKDF2 has certainly slowed down the bin attacker but it did not make the attacker completely ineffective.*

### 9.3 Long Passwords

Recent research \[30,47\] suggests that longer passwords are more usable and secure. However, if longer passwords are composed mainly of shorter popular passwords, the password strength will be reduced. For instance if the longer password has “123456” or “password” as a substring then its strength is reduced. We used the top 1000 lowercase passwords and analysed longer lowercase \(L_l\) passwords, where \(l \geq 12\), in every breached database. The results in Table \[15\] clearly indicate the presence of popular substrings in the longer passwords which can be exploited by the offline attacker.

#### Table 15. Percentage of \(L_l\) passwords \((l \geq 12)\) containing popular substrings.

| Database   | Longer passwords | Percentage |
|------------|------------------|------------|
| Rockyou    | 690,823          | 44.75      |
| Gmail      | 73,551           | 34.05      |
| Mail.ru    | 74,516           | 35.21      |
| Yandex     | 16,967           | 27.65      |
| Yahoo      | 6,546            | 34.03      |
| Phpbb      | 2,340            | 44.48      |

### 9.4 Bins Utilization

Dividing the search space into bins enables us to gauge the utilized search space and therefore determine the effort required for the bin attacker to break the
password database in the event of a breach. If the densities of password bins are highly skewed then even an attacker with a small computing power can recover a major fraction of the password database. Most websites attempt to counter offline attacks by forcing users to create passwords from a larger search space, accepting only those passwords derived using a large alphabet set and satisfying minimum length requirement. However, users can respond to this requirement by choosing passwords from bins that requires least effort to recall which again results in few denser bins and can be easily exploited by the bin attacker. Figure 10 depicts the huge gap between the available number of bins and actually utilized bins as a function of password length \( l \). The number of available bin increases exponentially with the password length \( l \), however the number of utilized bins increases only linearly. As a result the search space is underutilized which can be exploited by the bin attacker.

![Graph](image)

**Fig. 10.** Number of available bins vs number of utilized bins as a function of password length \( l \).

Enforcing the same composition policy and length requirement on all users can again lead to the small number of denser bins. Therefore, the system should guide users in the password creation process and we believe that using bin explorer schemes is a step ahead in that direction. Earlier (in Table 5) we saw that the number of bins used in the Rockyou database was 140,401. Thus, the capability of users in remembering passwords from different bins should not be undermined. If 32 million Rockyou users would have used even 100,000 < 140,401 bins uniformly, the attacker would have required huge effort. The uniform density makes the task of offline attacker exponentially difficult due to the large number
of bins as well their huge average size, both exponential in terms of password length.

10 Conclusion

The existing probabilistic measures such as entropy and partial guessing metric which are used to measure the offline guessing resistance of password databases are based upon stronger assumptions. These measures require the knowledge of password probabilities which are not always easy to learn. For instance, it is difficult to estimate the probabilities of infrequent passwords in a heavy-tailed distribution. The partition attack model proposed in this paper does not assume the knowledge of password probabilities. The partition attacker uses information from previous breaches and, divides the search space into partitions and learns the partition densities. The partitioning approach enables us to measure the utilized search space more effectively thereby providing a more accurate estimate of the password guessing effort in the event of a database breach.

The partition attack model is more general as different partitioning strategies represent different instances of a partition attacker. On one extreme, there is an all-powerful attacker, equipped with the knowledge of password probabilities, who divides the search space into unit sized partitions and explores them in decreasing order of density. On the other extreme there is a brute-force attacker who has zero knowledge and treats the entire search space as a single partition. The bin attacker, pre-terminal density attacker and hybrid bin attacker lie somewhere in the middle of attack spectrum since these attacks are more efficient than brute-force attacks but less efficient than probabilistic attacks.

The partition attacker can be thwarted by ensuring that all partitions are equally dense. We proposed a bin explorer system which first determines the minimum password length by considering the number of users in the system and then uses the random bin distribution strategy to achieve the uniform bin densities, thereby making the task of the bin attacker exponentially difficult. Since the passwords are created using the system assigned bins, the resulting password distribution does not obey Zipf’s law and consequently the hybrid bin attacker and pre-terminal density attacker are also countered.

The usability study results suggest that passwords created using the system assigned bins are not difficult to remember. We found that users can benefit by storing the assigned bins and employing them as hint later during the password recall. Further, users also preferred random bins for protecting their critical accounts.

Future Work. In this paper, we demonstrated that the partition attacker gets a
A huge benefit by exploring denser partitions. However, this greedy attacker is unobservant since it does not learn any information while exploring the partitions. It would be interesting to model a dynamic attacker that learns information during the attack and employs it to target the remaining passwords. Also, encouraged by the usability results of the iterative scheme, we intend to explore more schemes to help users in choosing passwords from the system assigned bins.

References

1. "Password cracking hpc," Website, retrieved 9 November, 2016 from http://heim.ifi.uio.no/hennikl/passwords12/www_docs/Jeremi_Gosney_Password_Cracking_HPC Passwords12.pdf.
2. "1password is ready for john the ripper," https://blog.agilebits.com/2012/07/31/1password-is-ready-for-john-the-ripper/, accessed on 9 November 2016.
3. "Adepts of the machine," http://www.adeptus-mechanicus.com/codex/hashpass/hashpass.php, accessed on 9 November 2016.
4. "Hashcat advanced password recovery," http://hashcat.net/oclhashcat/, accessed on 9 November 2016.
5. "Hashcat advanced password recovery," http://hashcat.net/hashcat/, accessed on 9 November 2016.
6. "have i been pwned?" https://haveibeenpwned.com/, accessed on 9 November 2016.
7. "John the ripper password cracker," http://www.openwall.com/john/, accessed on 9 November 2016.
8. "Passwords," https://wiki.skullsecurity.org/Passwords, accessed on 9 November 2016.
9. “Survey questions and responses,” https://docs.google.com/spreadsheets/d/1b4rlaGLgElanId42gak8lay3EA6P4LCa4wH5aZIoQ/edit?usp=sharing, accessed on 9 November 2016.
10. "The worlds first computer password? it was useless too," http://www.wired.com/2012/01/computer-password/, accessed on 9 November 2016.
11. "Yahoo password frequency corpus," https://figshare.com/articles/Yahoo_Password_Frequency_Corpus/2057937, accessed on 9 November 2016.
12. P. Berenbrink, A. Brinkmann, T. Friedetzky, and L. Nagel, “Balls into non-uniform bins,” Journal of Parallel and Distributed Computing, vol. 74, no. 2, pp. 2065–2076, 2014. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S0743731513002190
13. J. Blocki, A. Datta, and J. Bonneau, “Differentially private password frequency lists,” Cryptology ePrint Archive, Report 2016/153, 2016, http://eprint.iacr.org/2016/153
14. M. Blum and S. S. Vempala, “Publishable humanly usable secure password creation schemas,” in Third AAAI Conference on Human Computation and Crowdsourcing, 2015.
15. J. Bonneau, “The science of guessing: Analyzing an anonymized corpus of 70 million passwords,” in Proceedings of the 2012 IEEE Symposium on Security and Privacy, ser. SP ’12. Washington, DC, USA: IEEE Computer Society, 2012, pp. 538–552. [Online]. Available: http://dx.doi.org/10.1109/SP.2012.49
16. J. Bonneau, C. Herley, P. C. Van Oorschot, and F. Stajano, “The quest to replace passwords: A framework for comparative evaluation of web authentication schemes,” in Security and Privacy (SP), 2012 IEEE Symposium on. IEEE, 2012, pp. 553–567.
17. J. Bonneau and S. Schechter, “Towards reliable storage of 56-bit secrets in human memory,” in Proceedings of the 23rd USENIX Conference on Security Symposium, ser. SEC’14. Berkeley, CA, USA: USENIX Association, 2014, pp. 607–623. [Online]. Available: http://dl.acm.org/citation.cfm?id=2671225.2671264
18. A. Das, J. Bonneau, M. Caesar, N. Borisov, and X. Wang, “The tangled web of password reuse,” in Network and Distributed System Security (NDSS) Symposium 2014. Internet Society. February 2014. [Online]. Available: http://spectrum.library.concordia.ca/978049/
19. S. Egelman, A. Sotirakopoulos, I. Muslukhov, K. Beznosov, and C. Herley, “Does my password go up to eleven?: The impact of password meters on password selection,” in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, ser. CHI ’13. New York, NY, USA: ACM, 2013, pp. 2379–2388. [Online]. Available: http://doi.acm.org/10.1145/2470654.2481329
20. D. Florêncio and C. Herley, “A large-scale study of web password habits,” in Proceedings of the 16th International Conference on World Wide Web, ser. WWW ’07. New York, NY, USA: ACM, 2007, pp. 657–666. [Online]. Available: http://doi.acm.org/10.1145/1242572.1242661
21. A. Forget, S. Chiasson, P. C. van Oorschot, and R. Biddle, “Improving text passwords through persuasion,” in Proceedings of the 4th Symposium on Usable Privacy and Security, ser. SOUPS ’08. New York, NY, USA: ACM, 2008, pp. 1–12. [Online]. Available: http://doi.acm.org/10.1145/1408664.1408666
22. R. Ganesan and C. Davies, “A new attack on random pronounceable password generators,” in Proceedings of the 17th NIST-NCSC National Computer Security Conference, 1994, pp. 184–197.
23. G. H. Gonnet, “Expected length of the longest probe sequence in hash code searching,” J. ACM, vol. 28, no. 2, pp. 289–304, Apr. 1981. [Online]. Available: http://doi.acm.org/10.1145/322248.322254
24. M. T. Goodrich and R. Tamassia, Algorithm Design: Foundations, Analysis and Internet Examples, 2nd ed. New York, NY, USA: John Wiley & Sons, Inc., 2009, “5.1.1 The Fractional Knapsack Problem”.
25. Imperva, “Consumer password worst practices,” Website, March 2010, retrieved July 13, 2016 from http://www.imperva.com/docs/WP_Consumer_Password_worst_Practices.pdf
26. S. Jeyaraman and U. Topkara, “Have the cake and eat it too - infusing usability into text-password based authentication systems,” in Proceedings of the 21st Annual Computer Security Applications Conference, ser. ACSAC ’05. Washington, DC, USA: IEEE Computer Society, 2005, pp. 473–482. [Online]. Available: http://dx.doi.org/10.1109/CSAC.2005.28
27. B. Kaliski, “Pcks #5: Password-based cryptography specification version 2.0,” United States, Tech. Rep., 2000.
28. P. G. Kelley, S. Komanduri, M. L. Mazurek, R. Shay, T. Vidas, L. Bauer, N. Christin, L. F. Cranor, and J. Lopez, “Guess again (and again and again): Measuring password strength by simulating password-cracking algorithms,” in Proceedings of the 2012 IEEE Symposium on Security and Privacy. IEEE, May 2012, pp. 523–537. [Online]. Available: http://www.ece.cmu.edu/~lbauer/papers/2012/oakland2012-guessing.pdf
29. D. V. Klein, “foiling the cracker”: A survey of, and improvements to, password security,” Usenix Security Workshop, 1990.
30. S. Komanduri, R. Shay, P. G. Kelley, M. L. Mazurek, L. Bauer, N. Christin, L. F. Cranor, and S. Egelman, “Of passwords and people: measuring the effect of password-composition policies,” in Proceedings of the 2011 Annual ACM Conference on Human Factors in Computing Systems, ser. CHI ’11. New York, NY, USA: ACM, 2011, pp. 2595–2604. [Online]. Available: [http://doi.acm.org/10.1145/1978942.1979321](http://doi.acm.org/10.1145/1978942.1979321)
31. B. Korte and J. Vygen, Combinatorial Optimization: Theory and Algorithms, 4th ed. Springer Publishing Company, Incorporated, 2007, “17.1 Fractional Knapsack and Weighted Median”.
32. S. Lau, S. Siena, A. Pandey, S. Sosothikul, L. Cranor, B. Ur, and R. Shay, “Exploring the usability of pronounceable passwords,” 2014.
33. M. D. Leonhard and V. N. Venkatakrishnan, “A comparative study of three random password generators,” in EIT’07: Proc. 2007 IEEE International Conference on Electro/Information Technology, May 2007, pp. 271–276. [Online]. Available: [http://tamale.net/pub/2007/pwdgen/](http://tamale.net/pub/2007/pwdgen/)
34. Z. Li, W. Han, and W. Xu, “A large-scale empirical analysis of chinese web passwords,” in 23rd USENIX Security Symposium (USENIX Security 14). San Diego, CA: USENIX Association, Aug. 2014, pp. 559–574. [Online]. Available: [https://www.usenix.org/conference/usenixsecurity14/technical-sessions/presentation/li_zhi-gong](https://www.usenix.org/conference/usenixsecurity14/technical-sessions/presentation/li_zhi-gong)
35. Z. Li, W. He, D. Akhawe, and D. Song, “The emperor’s new password manager: Security analysis of web-based password managers,” in Proceedings of the 23rd USENIX Conference on Security Symposium, ser. SEC’14. Berkeley, CA, USA: USENIX Association, 2014, pp. 465–479. [Online]. Available: [http://dl.acm.org/citation.cfm?id=2671225.2671255](http://dl.acm.org/citation.cfm?id=2671225.2671255)
36. R. Morris and K. Thompson, “Password security: A case history,” Communications of the ACM, vol. 22, pp. 594–597, 1979.
37. A. Narayanan and V. Shmatikov, “Fast dictionary attacks on passwords using time-space tradeoff,” in Proceedings of the 12th ACM Conference on Computer and Communications Security, ser. CCS ’05. New York, NY, USA: ACM, 2005, pp. 364–372. [Online]. Available: [http://doi.acm.org/10.1145/1102120.1102168](http://doi.acm.org/10.1145/1102120.1102168)
38. NIST, “Electronic authentication guideline,” [http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-63-1.pdf](http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-63-1.pdf), accessed on 9 November 2016.
39. P. Oechslin, “Making a faster cryptanalytic time-memory trade-off,” in Advances in Cryptology-CRYPTO 2003. Springer, 2003, pp. 617–630.
40. R. W. Proctor, M.-C. Lien, K.-P. L. Vu, E. Schultz, and G. Salvendy, “Improving computer security for authentication of users: Influence of proactive password restrictions,” Behavior Research Methods, Instruments, & Computers, vol. 34, no. 2, pp. 163–169, 2002. [Online]. Available: [http://dx.doi.org/10.3758/BF03195438](http://dx.doi.org/10.3758/BF03195438)
41. D. Reichl, “Keepass password safe,” [http://keepass.info](http://keepass.info), accessed on 9 November 2016.
42. K. Scarfone and M. Souppaya, “Guide to enterprise password management (draft),” NIST Special Publication, vol. 800, p. 118, 2009.
43. S. Schechter, C. Herley, and M. Mitzenmacher, “Popularity is everything: A new approach to protecting passwords from statistical-guessing attacks,” in Proceedings of the 5th USENIX Conference on Hot Topics in Security, ser. HotSec’10. Berkeley, CA, USA: USENIX Association, 2010, pp. 1–8. [Online]. Available: [http://dl.acm.org/citation.cfm?id=1924931.1924935](http://dl.acm.org/citation.cfm?id=1924931.1924935)
44. B. Schneier, “Schneier on security: Real-world passwords,” http://www.schneier.com/blog/archives/2006/12/realworld_passw.html, accessed on 9 November 2016.

45. R. Shay, L. Bauer, N. Christin, L. F. Cranor, A. Forget, S. Komanduri, M. L. Mazurek, W. Melicher, S. M. Segreti, and B. Ur, “A spoonful of sugar?: The impact of guidance and feedback on password-creation behavior,” in Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing Systems, ser. CHI ’15. New York, NY, USA: ACM, 2015, pp. 2903–2912. [Online]. Available: http://doi.acm.org/10.1145/2702123.2702586

46. R. Shay, P. G. Kelley, S. Komanduri, M. L. Mazurek, B. Ur, T. Vidas, L. Bauer, N. Christin, and L. F. Cranor, “Correct horse battery staple: Exploring the usability of system-assigned passphrases,” in Proceedings of the Eighth Symposium on Usable Privacy and Security, ser. SOUPS ’12. New York, NY, USA: ACM, 2012, pp. 7:1–7:20. [Online]. Available: http://doi.acm.org/10.1145/2335356.2335366

47. R. Shay, S. Komanduri, A. L. Durity, P. S. Huh, M. L. Mazurek, S. M. Segreti, B. Ur, L. Bauer, N. Christin, and L. F. Cranor, “Can long passwords be secure and usable?” in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, ser. CHI ’14. New York, NY, USA: ACM, 2014, pp. 2927–2936. [Online]. Available: http://doi.acm.org/10.1145/2556288.2557377

48. R. Shay, S. Komanduri, P. G. Kelley, P. G. Leon, M. L. Mazurek, L. Bauer, N. Christin, and L. F. Cranor, “Encountering stronger password requirements: User attitudes and behaviors,” in Proceedings of the Sixth Symposium on Usable Privacy and Security, ser. SOUPS ’10. New York, NY, USA: ACM, 2010, pp. 2:1–2:20. [Online]. Available: http://doi.acm.org/10.1145/1837110.1837113

49. D. Silver, S. Jana, D. Boneh, E. Chen, and C. Jackson, “Password managers: Attacks and defenses,” in 23rd USENIX Security Symposium (USENIX Security 14). San Diego, CA: USENIX Association, Aug. 2014, pp. 449–464. [Online]. Available: https://www.usenix.org/conference/usenixsecurity14/technical-sessions/presentation/silver

50. L. South and D. Stebila, “Count-min sketches for estimating password frequency within Hamming distance two,” in Proc. 18th Australasian Conference on Information Security and Privacy (ACISP), ser. LNCS, C. Boyd and L. Simpson, Eds., vol. 7959. Springer, 2013, pp. 388–402. [Online]. Available: http://www.douglas.stebila.ca/research/papers/ss13

51. W. C. Summers and E. Bosworth, “Password policy: The good, the bad, and the ugly,” in Proceedings of the Winter International Symposium on Information and Communication Technologies, ser. WISICT ’04. Trinity College Dublin, 2004, pp. 1–6. [Online]. Available: http://dl.acm.org/citation.cfm?id=984720.984724

52. D. Wang, H. Cheng, P. Wang, X. Huang, and G. Jian, “Zipf’s law in passwords,” IEEE Transactions on Information Forensics and Security, vol. 12, no. 11, pp. 2776–2791, 2017.

53. M. Weir, S. Aggarwal, B. d. Medeiros, and B. Glodek, “Password cracking using probabilistic context-free grammars,” in Proceedings of the 2009 30th IEEE Symposium on Security and Privacy, ser. SP ’09. Washington, DC, USA: IEEE Computer Society, 2009, pp. 391–405. [Online]. Available: http://dx.doi.org/10.1109/SP.2009.8

54. J. Yan, A. Blackwell, R. Anderson, and A. Grant, “Password memorability and security: Empirical results,” IEEE Security and Privacy, vol. 2, no. 5, pp. 25–31, Sep. 2004. [Online]. Available: http://dx.doi.org/10.1109/MSP.2004.81

55. J. J. Yan, “A note on proactive password checking,” in Proceedings of the 2001 Workshop on New Security Paradigms, ser. NSPW ’01. New
56. M. Zviran and W. J. Haga, “Password security: An empirical study,” *J. of Management Information Systems*, vol. 15, no. 4, pp. 161–186, 1999. [Online]. Available: http://www.jmis-web.org/articles/v15_n4_p161/index.html