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We study ensembles of globally coupled, nonidentical phase oscillators subject to correlated noise, and we identify several important factors that cause noise and coupling to synchronize or desynchronize a system. By introducing noise in various ways, we find a novel estimate for the onset of synchrony of a system in terms of the coupling strength, noise strength, and width of the frequency distribution of its natural oscillations. We also demonstrate that noise alone is sufficient to synchronize nonidentical oscillators. However, this synchrony depends on the first Fourier mode of a phase-sensitivity function, through which we introduce common noise into the system. We show that higher Fourier modes can cause desynchronization due to clustering effects, and that this can reinforce clustering caused by different forms of coupling. Finally, we discuss the effects of noise on an ensemble in which antiferromagnetic coupling causes oscillators to form two clusters in the absence of noise.
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INTRODUCTION

Synchronization describes the adjustment of rhythms of self-sustained oscillators due to their interaction \cite{1}. Such collective behavior has important ramifications in myriad natural and laboratory systems—ranging from conservation and pathogen control in ecology \cite{2} to applications throughout physics, chemistry, and engineering \cite{3, 4}.

Numerous studies have considered the effects of coupling on synchrony using model systems such as Kuramoto oscillators \cite{5}. In a variety of real-world systems, including sets of neurons \cite{6} and ecological populations \cite{7}, it is also possible for synchronization to be induced by noise. In many such applications, one needs to distinguish between extrinsic noise common to all oscillators (which is the subject of this paper) and intrinsic noise, which affects each oscillator separately. Consequently, studying oscillator synchrony can also give information about the sources of system noise \cite{8}. Nakao et al. \cite{9} recently developed a theoretical framework for noise-induced synchronization using phase reduction and averaging methods on an ensemble of uncoupled identical oscillators. They demonstrated that noise alone is sufficient to synchronize a population of identical limit-cycle oscillators subject to independent noises, and similar ideas have now been applied to a variety of applications \cite{10, 11, 12}.

Papers such as \cite{3, 11, 12} characterized a system’s synchrony predominantly by considering the probability distribution function (PDF) of phase differences between pairs of oscillators. This can give a good qualitative representation of ensemble dynamics, but it is unclear how to subsequently obtain quantitative measurements of aggregate synchrony \cite{13}. It is therefore desirable to devise new order parameters whose properties can be studied analytically (at least for model systems).

Investigations of the combined effects of common noise and coupling have typically taken the form of studying a PDF for a pair of coupled oscillators in a specific application \cite{13, 14}. Recently, however, Nagai and Kori \cite{15} considered the effect of a common noise source in a large ensemble of globally coupled, nonidentical oscillators. They derived some analytical results as the number of oscillators $N \to \infty$ by considering a nonlinear partial differential equation (PDE) describing the density of the oscillators and applying the Ott-Antonsen (OA) ansatz \cite{16, 17}.

In the present paper, we consider the interaction between noise and coupling. We first suppose that each oscillator’s natural frequency ($\omega$) is drawn from a unimodal distribution function. For concreteness, we choose a generalized Cauchy distribution

$$f_G(\omega) = \frac{1}{\pi \gamma^2 + (\omega - \omega_0)^2},$$

(1)

whose width is characterized by the parameter $\gamma$. The case $\gamma = 1$ yields the Cauchy-Lorentz distribution, and $\omega_0$ is the mean frequency. We investigate the effects on synchrony of varying the distribution width. Taking the limit $\gamma \to 0$ yields the case of identical oscillators; by setting the coupling strength to 0, our setup makes it possible to answer the hitherto unsolved question of whether common noise alone is sufficient to synchronize nonidentical oscillators.

We then consider noise introduced through a general phase-sensitivity function \cite{27}, which we express in terms of Fourier series. When only the first Fourier mode is present, we obtain good agreement between theory and
simulations. However, our method breaks down when higher Fourier modes dominate, as clustering effects [9, 10] imply that common noise can cause a decrease in our measure of synchrony. Nevertheless, we show that such noise can reinforce clustering caused by different forms of coupling. Finally, we consider noise-induced synchrony in antiferromagnetically coupled systems, in which pairs of oscillators are negatively coupled to each other when they belong to different families but positively coupled to each other when they belong to the same family.

GLOBALLY COUPLED OSCILLATORS WITH COMMON NOISE

We start by considering globally coupled phase oscillators subject to a common external force:

\[
\frac{d\theta_j}{dt} = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) + \sigma Z(\theta_i)p(t),
\]

where \(\theta_i\) and \(\omega_i\) are (respectively) the phase and natural frequency of the \(i\)th oscillator, \(K > 0\) is the coupling strength, \(p(t)\) is a common external force, the parameter \(\sigma \geq 0\) indicates the strength of the noise, and the phase-sensitivity function \(Z(\theta)\) represents how the phase of each oscillator is changed by noise. As in Ref. [15], we will later assume that \(p(t)\) is Gaussian white noise, but we treat it as a general time-dependent function for now.

As mentioned above, \(Z(\theta)\) indicates how the phase of each oscillator is affect by noise. Such a phase sensitivity function can also be used for deterministic perturbations (e.g., periodic forcing). In the absence of coupling, one can envision that equation (2) is a phase-reduced description of an \(N\)-dimensional dynamical system that exhibits limit-cycle oscillations and which is then perturbed by extrinsic noise:

\[
\frac{dX}{dt} = F(X) + \sigma G(X)p(t).
\]

One can reduce \([8]\) to a phase-oscillator system of the form \(\frac{d\phi}{dt} = \omega + \sigma Z(X) \cdot G(X)p(t)\), where \(Z(X)\) is the phase resetting curve (PRC) [19]. In this case, \(Z(\theta) = Z(X) \cdot G(X)\).

We study the distribution of phases \(f(\omega, \theta, t)\) in the \(N \to \infty\) limit. First, we define the (complex) Kuramoto order parameter \(r(t) = \int_0^{2\pi} \int_0^{2\pi} f(\omega, \theta, t)d\theta d\omega\). The magnitude \(|r|\) characterizes the degree of synchrony in the system, and the phase \(\varphi := \text{arg}(r)\) gives the mean phase of the oscillators. From equation (2), it then follows that the instantaneous velocity of an oscillator with frequency \(\omega\) at position \(\theta\) is \(\omega + K|\omega|\sin(\varphi - \theta) + \sigma Zp(t)\). Combined with the normalization condition \(\int_0^{2\pi} f(\omega, \theta, t)d\theta = 1\), the conservation of oscillators of frequency \(\omega\) then implies that the phase distribution \(f\) satisfies the nonlinear Fokker-Planck equation (FPE)

\[
\frac{\partial f}{\partial t} + \frac{\partial}{\partial \theta} \left[ \left( \omega + \frac{K}{2i} (e^{-i\theta} - e^{i\theta}) + \sigma Zp(t) \right) f \right] = 0.
\]

(4)

For more details about the derivation of this evolution equation, see Ref. [3]. To obtain an equation for the order parameter \(r\), we follow the approach of Nagai and Kori [13] and use the OA ansatz that the phase distribution is of the form

\[
f = \frac{f_0(\omega)}{2\pi} \left( 1 + \sum_{n=1}^{\infty} \left[ (\alpha \exp(i\theta))^n + (\alpha^* \exp(-i\theta))^n \right] \right),
\]

where \(\alpha = \alpha(\omega, t)\) is a complex-valued function. This form of \(f_0\) makes it possible to perform contour integration and obtain \(r(t) = \alpha^*(\omega_0 - \gamma i, t)\). See Ref. [16] for a discussion about multimodal \(f_0\).

We express the phase-sensitivity function \(Z\) in terms of its Fourier series:

\[
Z(\theta) = \frac{a_0}{2} + \sum_{m=1}^{\infty} \left[ a_m \cos(m\theta) + b_m \sin(m\theta) \right] = c_0 + \sum_{m=1}^{\infty} \left[ c_m \exp(i m \theta) + c_m^* \exp(-i m \theta) \right],
\]

where \(c_m = (a_m - ib_m)/2\). We substitute the series expansions \([5]\) and \([9]\) into \([4]\) to obtain

\[
\frac{dr}{dt} = -\gamma r + i\omega_0 r + \frac{K}{2} r (1 - |r|^2)
\]

\[
+ i\sigma p \left( c_0 r + c_1^* + \sum_{n=1}^{\infty} r^n c_{n+1}^* + \sum_{n=2}^{\infty} r^n c_{n-1} \right).
\]

(7)

To study the magnitude of \(r\), we let \(r = \sqrt{A} \exp[i(\omega_0 t + \phi)]\), where \(A\) and \(\phi\) are real. We express the Fourier coefficients of \(Z\) in terms of their real and imaginary parts using \(c_m = (a_m - ib_m)/2\) and then collect real and imaginary terms to get

\[
\frac{dA}{dt} = h(A) + \sigma A(\omega_0 t + \phi) p,
\]

\[
\frac{d\phi}{dt} = \sigma g_\phi(A, \omega_0 t + \phi) p,
\]

where

\[
\begin{align*}
\frac{dA}{dt} &= h(A) + \sigma A(\omega_0 t + \phi) p, \\
\frac{d\phi}{dt} &= \sigma g_\phi(A, \omega_0 t + \phi) p,
\end{align*}
\]

where

\[ h(A) = (K - 2\gamma)A - KA^2, \]
\[ g_A(A, \omega t + \phi) = \sum_{n=1}^{\infty} A^{n/2} (1 - A) \left\{ a_n \sin(n[\omega t + \phi]) - b_n \cos(n[\omega t + \phi]) \right\}, \]
\[ g_{\phi}(A, \omega t + \phi) = \frac{1}{2} g_0 + \sum_{n=1}^{\infty} A^{(n-2)/2} (1 + A) \left\{ a_n \cos(n[\omega t + \phi]) + b_n \sin(n[\omega t + \phi]) \right\}. \]

Thus far, we have not made any assumptions about the form of the external driving function \( p(t) \), but we now set it to be Gaussian white noise. If the correlation times of the noise are comparable to the amplitude relaxation time of a limit-cycle oscillator, then one might need additional terms to describe the exact phase dynamics [23]. However, such terms do not affect long-time phase diffusion and synchronization [11].

As \( A \) and \( \phi \) are now stochastic variables, we would like to study their joint PDF \( g(A, \phi, t) \). Treating equations (3) and (4) as Itô stochastic differential equations (SDEs) yields an FPE for the temporal evolution of \( g(A, \phi, t) \):

\[
\begin{align*}
\frac{\partial g}{\partial t} &= -\frac{\partial}{\partial A} \left( h + \frac{\sigma^2}{2} \left( g_A \frac{\partial g_A}{\partial A} + g_{\phi} \frac{\partial g_{\phi}}{\partial \phi} \right) \right) \phi - \frac{\sigma^2}{2} \frac{\partial^2}{\partial \phi^2} \left( g_{\phi} \frac{\partial g_{\phi}}{\partial \phi} + g_A \frac{\partial g_A}{\partial A} \right) \phi + \frac{\sigma^2}{2} \left( \frac{\partial^2 g_A^2}{\partial A^2} + 2 \frac{\partial^2 g_{A\phi}}{\partial A \partial \phi} + \frac{\partial^2 g_{\phi}^2}{\partial \phi^2} \right). \\
&= \frac{\partial Q}{\partial t} = -\frac{\partial}{\partial A} \left[ h(A) Q \right] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial A^2} \left( \int_0^{2\pi} g_A^2 d\phi \right) \\
&\quad - \frac{\sigma^2}{2} \frac{\partial}{\partial A} \left( \int_0^{2\pi} g_A \frac{\partial g_A}{\partial A} + g_{\phi} \frac{\partial g_{\phi}}{\partial \phi} \right) \phi d\phi,
\end{align*}
\]

where \( Q(A, t) = \int_0^{2\pi} g(A, \phi, t) d\phi \) is the PDF of \( A \) averaged over \( \phi \). Note that the integral in (12) amounts to averaging over a “fast” variable.

We then perform averaging based on the assumption that \( Q(A, t) \) evolves slowly compared to the time scale of oscillations. The resulting FPE has a steady state given by

\[ Q_{\infty}(A) = \frac{C}{P_1(A)} \exp \left( \int \frac{[2h(A) + \sigma^2 P_2(A)] dA}{\sigma^2 P_1(A)} \right), \]

where

\[ h(A) = (K - 2\gamma)A - KA^2, \]
\[ P_1(A) := \frac{1}{T} \int_0^T g_A^2 dt = \frac{1}{2} (1 - A)^2 \sum_{n=1}^{\infty} A^n |c_n|^2, \]
\[ P_2(A) := \frac{1}{T} \int_0^T g_A \frac{\partial g_A}{\partial A} dt + \frac{1}{T} \int_0^T g_{\phi} \frac{\partial g_{\phi}}{\partial \phi} dt = \frac{1}{2} (1 - A) \sum_{n=1}^{\infty} A^{n-1} (n - A) |c_n|^2, \]

and \( C \) is a constant obtained from the normalization \( \int_0^1 Q_{\infty} = 1 \).

**GENERALIZED CAUCHY DISTRIBUTION OF FREQUENCIES**

We apply the above results to extend the theory developed in Ref. [13] to generalized Cauchy distributions of oscillator frequencies. We set \( \mathcal{Z} = \sin(\theta) \), so \( b_1 = 1 \) and all other Fourier coefficients vanish. This yields \( P_1(A) = A(1 - A)^2 / 2 \) and \( P_2(A) = (1 - A)^2 / 2 \) [28]. The order parameter signifying the transition between synchrony and asynchrony adopted in Ref. [15] is the maximum of the PDF \( Q_{\infty} \). To find where \( Q_{\infty} \) attains its maximum, we set \( Q_{\infty} = 0 \). This yields

\[ \frac{2h(A)}{\sigma^2 P_1(A)^2} + \frac{P_2(A)}{P_1(A)^2} - \frac{P_1'(A)}{P_1(A)^2} = 0. \]
Using our expressions for $h(A)$, $P_1(A)$, and $P_2(A)$ then gives $A = \min \left\{ 0, \frac{K + \gamma^2/2}{K + 2\gamma} \right\}$, so we need $K + \sigma^2/2 > 2\gamma$ for synchrony.

The aforementioned techniques can be applied to many scenarios. The case in which $\sigma = 0$ has been studied \cite{3}, and Ref. \cite{12} provides a detailed discussion for $\gamma = 1$. Let’s consider the case $K = 0$ in which uncoupled, nonidentical oscillators are driven by noise. Several studies have considered a noise-driven ensemble of identical oscillators \cite{3,11,12}, but there has been much less work on nonidentical oscillators. We begin with the case $\mathcal{Z}(\theta) = \sin(\theta)$ to simplify our expression for $Q_\infty$ in equation \cite{12} to obtain

$$Q_\infty(A) = \frac{2C}{(1-A)^2} \exp \left(-\frac{8\gamma}{\sigma^2(1-A)}\right). \quad \text{(16)}$$

We expect to observe a peak at $A > 0$ for $\sigma^2 - 4\gamma > 0$ and a peak at $A = 0$ for $\sigma^2 - 4\gamma \leq 0$. We confirm this prediction by simulating an ensemble of $N = 10000$ phase oscillators evolving according to equation \cite{2}. We constructed the generalized Cauchy distribution for the natural frequencies using

$$\omega_j = \omega_0 + \gamma \tan \left(\frac{\pi}{2N} [2j - (N + 1)]\right)$$

for the $j$th oscillator \cite{20}. In Fig. \textbf{1} we compare the computed PDF $Q_\infty(t)$ with histograms of $A$ that we obtained from direct numerical simulations (i.e., using stochastic simulations). Observe that we obtain a peak at $A > 0$ for $\sigma^2 - 4\gamma \approx 0.08$ but a peak at $A = 0$ for $\sigma^2 - 4\gamma \approx -0.04$. We obtain good qualitative agreement between $Q_\infty(t)$ and $A$, though the noisy nature of the system entails some mismatch between theory and direct simulations.

The increase in synchrony is gradual as $\sigma^2 - 4\gamma$ changes signs. Accordingly, in addition to using the position of the peak to measure synchrony, we also use $E(A) = \int_0^1 A Q_\infty(A) dA$. We show our results in the right panel of Fig. \textbf{1}. Using both theory and simulations, we see that $E(A)$ increases with the strength of the common noise and decreases with the width of the distribution. As Fig. \textbf{1} illustrates, even systems with only $N = 50$ oscillators already exhibit very good agreement for the expectation $E(A)$.

\section*{GENERAL PHASE-SENSITIVITY FUNCTIONS}

We wish to study the effects of noise via a general phase-sensitivity function $\mathcal{Z}(\theta)$ rather than just $\mathcal{Z}(\theta) = \sin(\theta)$. This is relevant for phase oscillator models arising from dynamical systems in fields like physics and biology \cite{1}. A sinusoidal phase-sensitivity function is overly simplistic \cite{1}, but one can approximate many functions $\mathcal{Z}(\theta)$ using only a few terms in its Fourier series. Nakao et al. \cite{9} showed for uncoupled, identical limit-cycle oscillators that higher harmonics of $\mathcal{Z}$ can cause oscillator ensembles to form clusters around a limit cycle and that increasing the strength of common noise makes the oscillators more sharply clustered (i.e., their phases reside in a smaller interval). Equally-spaced (or almost equally-spaced) clusters lead to cancellation effects and a decrease in the value of the order parameter $|r(t)|$, which is problematic for our previous analysis. Moreover, the formation of multiple clusters causes the OA ansatz to break down: from the normalization of the phase distribution $f(\omega; \theta, t)$, we know that $|\alpha| < 1$, so the coefficients of higher modes must have smaller magnitude than that of the first mode. Thus, we do not get a phase distribution with multiple clusters. (For example, to obtain three equally spaced clusters, one would expect the third mode to have the largest-magnitude coefficient.)

To illustrate the breakdown of the OA ansatz, we consider the example $\mathcal{Z}(\theta) = \sin(2\theta) + \cos(2\theta)$. This function can arise in an ensemble of Stuart-Landau oscillators from adding multiplicative common noise (where the noise strength is multiplied by a function of one or more system variables), as in one of the case studies in Ref. \cite{9}. This yields $P_1 = A^2(1-A)^2/2$ and $P_2 = A(1-A)(2-A)/2$, which we insert into equation \cite{13} to calculate the steady-state pdf $Q_\infty(A)$ and the order parameter $E(A)$. We also estimate the level of synchrony in the absence of noise by setting $\sigma = 0$. (We use the notation $A_0$ to denote values of $A$ in this situation.) This yields $h(A_0)Q = \text{constant}$. Consequently, $Q(A_0)$ diverges at the zeros of $h(A_0)$, which occur at $A_0 = 0$ and $A_0 = 1 - 2\gamma/K$. We show our numerical results in the left panel of Fig. \textbf{2}. Observe that the presence of the higher harmonic leads to a decrease in synchrony rather than an increase in synchrony with increased noise strength, in contrast to many studies of noise-induced synchrony \cite{13,15}.
To characterize this decrease in synchrony, we use a family of order parameters from Ref. [18] to study clustering. We define $A_2 = |r_2|^2$, where
\[
r_2(t) = \int_{-\infty}^{\infty} \int_{0}^{2\pi} \exp(2i\theta) f(\omega, \theta, t) d\theta d\omega .
\] (17)
One can similarly define $A_q$ for all $q \in \mathbb{Z}^+$. For the OA ansatz to hold, one needs $A_2 = A_2^0$. As we show in the right panel of Fig. 2 using direct numerical simulations, we find a high correlation between the clustering effect quantified by $\langle A_2 \rangle = A_2^0$ and the noise-induced decrease in synchrony quantified by $A_0 - \langle A_1 \rangle$. (The notation $\langle x \rangle$ refers to the temporal average of the variable $x$.)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{synchrony_measure.png}
\caption{(Left) The synchrony measure $E(A)$ versus $\sigma$ for $K = 0.5$ and $\gamma = 0.1$. The dashed curve is our erroneous calculation of synchrony, the solid curve is our estimate of synchrony in the absence of noise, and the circles are from direct numerical simulations. (Right) Comparison of the clustering effect $\langle A_2 \rangle = A_2^0$ and the noise-induced decrease in synchrony $A_0 - \langle A_1 \rangle$ from the left panel.}
\end{figure}

CLUSTERING

We now show that noise increases cluster synchrony when there is higher-order coupling (i.e., when the dominant mode in the coupling function is not the $q = 1$ Fourier mode). We take
\[
Z_q = a_q \sin(q\theta) + b_q \cos(q\theta)
= c_q \exp \{qi\theta\} + c_q^* \exp \{-qi\theta\}, \quad q \in \mathbb{Z}^+
\]
to obtain
\[
\frac{d\theta_i}{dt} = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(q(\theta_j - \theta_i)) + \sigma Z_q(\theta_i)p(t) ,
\] (18)
which was discussed for the case $\sigma = 0$ in Ref. [18]. By defining the mode-$q$ order parameter
\[
r_q(t) = \int_{-\infty}^{\infty} \int_{0}^{2\pi} \exp(qi\theta) f(\omega, \theta, t) d\theta d\omega ,
\] (19)
we derive
\[
\frac{df}{dt} + \frac{\partial}{\partial \theta} \{[\omega + Kr_q \sin(q\theta) + \sigma Z_q p(t)] f \} = 0 ,
\] (20)
which is similar to the nonlinear PDE (4) that we obtained above. Applying the same method as before yields
\[
\frac{dr_q}{dt} = q \left( -\gamma + i\omega_0 r_q + \frac{K}{2} r_q(1 - |r_q|^2) + i\sigma p(c_q^* + r_q^2 c_q) \right) .
\] (21)
Setting $r_q = A_q \exp(iq\theta)$ and following the previously discussed procedure yields the steady-state PDF
\[
Q_{\infty}(A_q) = \frac{C}{P_1(A_q)} \exp \left( \frac{\int [2h(A_q) + qa^2 P_2(A_q)]dA_q}{qa^2 P_1(A_q)} \right) ,
\] (22)
where $P_1(A_q) = A_q(1 - A_q^2)(|c_q|^2)/2$ and $P_2(A_q) = (1 - A_q^2)(|c_q|^2)/2$. This, in turn, implies that noise and coupling both increase the “$q$-cluster synchrony” of the system. We verify this for two and three clusters in Fig. 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cluster_synchrony.png}
\caption{Cluster synchrony induced by noise and coupling via the phase-sensitivity function $Z = \sin(q\theta) + \cos(q\theta)$ and coupling between oscillators of the form $\sin(q(\theta_j - \theta_i))$. We use the parameter values $K = 0.1$ and $\gamma = 0.05$. The solid curves are from analytical calculations, and the circles are from direct numerical simulations. The insets show snapshots of $N = 500$ oscillators for $\sigma = 0.8$. The left panel is for $q = 2$, and the right panel is for $q = 3$.}
\end{figure}

ANTIFERROMAGNETIC COUPLING

We now consider interactions of noise and coupling for oscillator systems with antiferromagnetic coupling, in which there are two groups of oscillators with positive coupling between oscillators in the same group but negative coupling between oscillators in different groups. We label the two groups as “odd” and “even” oscillators. The temporal evolution of the phase of the $i$th oscillator is
\[
\frac{d\theta_i}{dt} = \omega_i + \frac{1}{N} \sum_{j=1}^{N} K_{ij} \sin(\theta_j - \theta_i) + \sigma Z(\theta_i)p(t) ,
\] (23)
where $K_{ij} = K$ if $i + j$ is even and $K_{ij} = -K$ if it is odd. We show that the oscillators form two distinct clusters when $K > K_c = 2\gamma$ in the absence of noise (i.e., for $\sigma = 0$). We define an antiferromagnetic order parameter
\[
r_{af}(t) = \frac{1}{N} \sum_{j=1}^{N} (-1)^i \exp(i\theta_j) \]
and demonstrate that the dependence of $|r_{af}|$ on $K$ and $\gamma$ is analogous to what occurs in the conventional Kuramoto model.
By considering odd oscillators and even oscillators as separate groups of oscillators, we define the complex order parameters
\[ r_o = \frac{2}{N} \sum_{j} \exp(i\theta_{2j-1}), \]
\[ r_e = \frac{2}{N} \sum_{j} \exp(i\theta_{2j}) \]  
for the odd and even oscillators, respectively (also see Ref. [21]). The antiferromagnetic order parameter can then be expressed as \( r_{af} = (r_o + r_e)/2 \). As with the usual global, equally weighted, sinusoidal coupling in the Kuramoto model (which we call ferromagnetic coupling), we let the number of oscillators \( N \to \infty \) and examine continuum oscillator densities \( f_{o,e}(\omega, \theta, t) \). Following the analysis for the Kuramoto model in Ref. [3], the continuity equations for the densities of the oscillators take the form of a pair of nonlinear FPEs:
\[ \frac{\partial f_{o,e}}{\partial t} + \frac{\partial}{\partial \theta} \left[ \left( \omega + \frac{K}{2} r_{o,e} \sin(\theta) - \frac{K}{2} r_{e,o} \sin(\theta) \right) f_{o,e} \right] = 0. \]  
(26)

One can then apply Kuramoto’s original analysis [4] to this system. Alternatively, one can proceed as in the ferromagnetic case and apply the OA ansatz separately to each family of oscillators. One thereby obtains the coupled ordinary differential equations (ODEs)
\[ \frac{dr_{o,e}}{dt} = -\gamma r_{o,e} + i\omega_0 r_{o,e} + \frac{K}{4} \left[ (r_{o,e} - r_{e,o}) - r_{o,e}^2 (r_{o,e}^* - r_{e,o}^*) \right]. \]  
(27)

Taking the sum and difference of the two equations in (27) yields

\[ \frac{d(r_e - r_o)}{dt} = \left( -\gamma + i\omega_0 + \frac{K}{2} \right) (r_e - r_o) + \frac{K}{4} \left( -r_{o,e}^2 + r_{e,o}^2 \right), \]
\[ \frac{d(r_e + r_o)}{dt} = -\gamma (r_e + r_o) + \frac{K}{4} \left( -r_{o,e}^2 + r_{e,o}^2 \right). \]  
(28)

In this case, after initial transients, steady states satisfy \( A_e = A_o \) and \( \phi_e = -\phi_o = \psi/2 \), where \( \psi \) is the phase difference between the two groups. (We cannot use this method in the presence of noise, as noise breaks the symmetry.)

Equations (28) then simplify to

\[ \frac{dA_o}{dt} \sin \left( \frac{\psi}{2} \right) + A \cos \left( \frac{\psi}{2} \right) \frac{d\psi}{dt} = -2\gamma A \sin \left( \frac{\psi}{2} \right) + KA \sin \left( \frac{\psi}{2} \right) + \frac{1}{2} KA^2 \left[ \sin \left( \frac{3\psi}{2} \right) - \sin \left( \frac{\psi}{2} \right) \right], \]
\[ \frac{dA_e}{dt} \cos \left( \frac{\psi}{2} \right) - A \sin \left( \frac{\psi}{2} \right) \frac{d\psi}{dt} = -2\gamma A \cos \left( \frac{\psi}{2} \right) + \frac{1}{2} KA^2 \left[ \cos \left( \frac{3\psi}{2} \right) - \cos \left( \frac{\psi}{2} \right) \right]. \]  
(29)

This, in turn, yields
\[ \frac{dA}{dt} = -2\gamma A + KA(1 - A) \sin^2 \left( \frac{\psi}{2} \right), \]  
(30)
\[ \frac{d\psi}{dt} = \frac{1}{2} KA \sin \psi. \]  
(31)

By setting \( \frac{dA}{dt} = \frac{d\psi}{dt} = 0 \), we seek equilibria of the system. When \( K \sin^2(\psi/2) \leq 2\gamma \), there is an unstable equilibrium at \( (A, \psi) = (0, 0) \) and a stable equilibrium at \( (A, \psi) = (0, \pi) \). When \( K \sin^2(\psi/2) > 2\gamma \), this equilibrium point is unstable. Additionally, there is an unstable equilibrium at \( (A, \psi) = \left( 1 - \frac{2\gamma}{K \sin^2(\psi/2)}, 0 \right) \) and a stable equilibrium at \( (A, \psi) = \left( 1 - \frac{2\gamma}{K \sin^2(\psi/2)}, \pi \right) \). In practice, this implies that \( \psi(t) \to \pi \), so the threshold for observing synchrony is \( K_e = 2\gamma \) (just as in the Kuramoto model). Similarly, the antiferromagnetic order parameter \( |r_{af}| = \sqrt{A \sin (\psi/2)} \) has a stable steady state.
at \( \min(0, \sqrt{1 - K_c/K}) \), which has the same dependence on \( K \) as the Kuramoto order parameter does in the traditional Kuramoto model.\cite{i, ii}. We plot the antiferromagnetic order parameter versus the coupling strength \( K \) in Fig. 4 and obtain excellent agreement with direct numerical simulations of the coupled oscillator system.

We now consider the effect of correlated noise on the system \cite{23}. As we have seen previously, the effect of noise when the first Fourier mode of \( Z \) dominates is to synchronize the oscillators (i.e., to form a single cluster). In Fig. 5, we explore this using direct numerical simulations.

In agreement with our intuition, the noise and coupling have contrasting effects. Accordingly, the antiferromagnetic synchrony \( |r_{af}| \) decreases with increasing noise strength \( \gamma \) (see Fig. 5a). As shown in the inset, the noise causes the system to “jump” between states with low and high values of \( |r_{af}| \). By contrast, as shown in Fig. 5a, \( |r_{af}| \) decreases with increasing natural frequency distribution width parameter \( \gamma \). Additionally, the decrease in synchrony, \( |r_{af}|_{\sigma=0} - |r_{af}| \), correlates positively with the increase in the traditional measure of synchrony \( |r| = |(1/N) \sum_j \exp(i\theta_j)| = \sqrt{A} \) (see Fig. 5a). (The Pearson correlation coefficient between \( |r_{af}|_{\sigma=0} - |r_{af}| \) and \( |r|^2 \) is 0.955.) There is no such relationship in the case in which \( \gamma \) is increased, as \( |r| \) remains small and approximately constant (see Fig. 5b).

**Fig. 5:** Results of direct numerical simulations for antiferromagnetically coupled phase oscillators. (a) Antiferromagnetic synchrony \( |r_{af}| \) versus noise strength \( \sigma \) for \( K = 0.05 \) and \( \gamma = 0.008 \). In the inset, we show a sample realization for \( \sigma = 0.5 \) between times \( t = 1000 \) and \( t = 2000 \). (b) Antiferromagnetic synchrony \( |r_{af}| \) versus \( \gamma \) for \( K = 0.05 \) and \( \sigma = 0.01 \). In the inset, we show a sample realization for \( \gamma = 0.05 \) between times \( t = 1000 \) and \( t = 2000 \). (c) Circles give the decrease of antiferromagnetic synchrony \( (|r_{af}|_{\sigma=0} - |r_{af}|) \), and crosses give the square of the usual Kuramoto measure of synchrony \( |r|^2 \). (d) Same as panel (c), except the horizontal axis is the natural frequency distribution width parameter \( \gamma \) rather than \( \sigma \). [Each data point in the figures in the main panels represents the temporal average of \cite{23} with \( N = 500 \) oscillators.]

**CONCLUSION**

We have examined noise-induced synchronization, desynchronization, and clustering in globally coupled, nonidentical oscillators. We demonstrated that noise alone is sufficient to synchronize nonidentical oscillators. However, the extent to which common noise induces synchronization depends on the magnitude of the coefficient of the first Fourier mode. In particular, the domination of higher Fourier modes can disrupt synchrony by causing clustering. We then considered higher-order coupling and showed that the cluster synchrony generated by such coupling is reinforced by noise if the phase-sensitivity function consists of Fourier modes of the same order as the coupling.

One obvious avenue for future work is the development of a theoretical framework that would make it possible to consider multiple harmonics of both the coupling function and the phase-sensitivity function. It would also be interesting to consider generalizations of antiferromagnetic coupling, such as the variant studied in Ref. \cite{21}. One could also examine the case of uncorrelated noise, which has been studied extensively \cite{22} via an FPE of the form

\[
\frac{\partial f}{\partial t} + \frac{\partial}{\partial \theta} \left[ \omega + K r \sin(\theta) \right] = \frac{\partial^2 f}{\partial \theta^2}.
\]

However, proceeding using Fourier expansions like the ones discussed in this paper could perhaps yield a good estimate of the effect of uncorrelated noise on such systems. Because of the second derivative in this system, the OA ansatz no longer applies, and a generalized or alternative theoretical framework needs to be developed. The present work is relevant for applications in many disciplines. For example, examining the synchronization of
oscillators of different frequencies might be helpful for examining spike-time reliability in neurons [24]. One could examine the interplay of antiferromagnetic coupling and noise-induced synchrony using electronic circuits such as those studied experimentally in [25], and our original motivation for studying antiferromagnetic synchrony arose from experiments on nanomechanical oscillators [26].

Acknowledgements

YML was funded in part by a grant from KAUST. We thank Sherry Chen for early work on antiferromagnetic synchronization in summer 2007 and Mike Cross for his collaboration on that precursor project. We thank E. M. Bollt and J. Sun for helpful comments.

[1] A. Pikovsky and M. Rosenblum, Scholarpedia, 2(12):1459, 2007; A. Pikovsky, M. Rosenblum, and J. Kurths, Synchronization: A Universal Concept in Nonlinear Sciences. Cambridge University Press, UK, 2003.
[2] D. J. D. Earn, P. Rohani, and B. T. Grenfell, Proc. Roy. Soc. B, 265:7, 1998; I. Hanski, Nature, 396:41, 1998; P. Rohani, D. J. D. Earn, and B. T. Grenfell, Science, 286:968, 1999.
[3] I. Z. Kiss, C. G. Rusin, H. Kori, and J. L. Hudson, Science, 316:1886, 2007.
[4] Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence. Springer-Verlag, Berlin, 1984.
[5] S. H. Strogatz, Physica D, 143:1, 2000; J. A. Acebrón, L. L. Bonilla, C. J. Pérez Vicente, F. Ritort, and R. Spigler, Rev. Mod. Phys. 77(1):137, 2005.
[6] Z. F. Mainen and T. J. Sejnowski, Science, 268:1503, 1995; R. Galan, G.B. Ermentrout, and N. N. Urban, J. Neurosci., 26:3646, 2006.
[7] B. T. Grenfell, K. Wilson, B. F. Flinkenstäd, T. N. Coulson, S. Murray, S. D. Albon, J. M. Pemberton, T. H. Clutton-Brock, and M. J. Crawley, Nature, 394:674, 1998; E. McCauley, R. M. Nisbet, W. W. Murdoch, A. M. de Roos, and W. S. C. Gurney, Nature, 402:653, 1999.
[8] M. J. Dunlop, R. S. Cox III, J. H. Levine, R. M. Murray, and M. B. Elowitz, Nature Genetics, 40(12):1493-1498, 2008.
[9] H. Nakao, K. Arai, and Y. Kawamura, Phys. Rev. Lett., 98:184101, 2007.
[10] P. C. Bressloff and Y. M. Lai, J. Math. Neurosci, 1:2, 2011.
[11] W. Kurebayashi, K. Fujiwara, and T. Ikeguchi, Europhys. Lett., 97:50009, 2012.
[12] Y. M. Lai, J. Newby, and P. C. Bressloff, Phys. Rev. Lett., 107(11):118102, 2011; E. E. Goldwyn and A. Hastings, J. Theor. Biol., 289:237, 2011.
[13] P. C. Bressloff and Y. M. Lai, J. Math. Biol., in press, 2013. DOI 10.1007/s00285-012-0607-9
[14] C. Ly and G. B. Ermentrout, J. Comput. Neurosci., 26:425, 2009.
[15] K. H. Nagai and H. Kori, Phys. Rev. E, 81:065202(R), 2010.
[16] E. Ott and T. M. Antonsen, Chaos 18:037113, 2008.
[17] E. Ott and T. M. Antonsen, Chaos 18:023117, 2009.
[18] P. S. Skardal, E. Ott, and J. G. Restrepo, Phys. Rev. E, 84:036208, 2011.
[19] K. Yoshimura and K. Arai, Phys. Rev. Lett., 101:154101, 2008.
[20] H. Daido, Progr. Theor. Phys. 75:1460, 1986.
[21] C. R. Laing, Chaos 22, 043104 (2012).
[22] H. Sakaguchi, Progr. Theor. Phys., 79:39, 1988; J. D. Crawford and K. T. R. Davies, Physica D, 125:1, 1999.
[23] J. N. Teramae, H. Nakao, and G. B. Ermentrout, Phys. Rev. Lett., 102:194102, 2009; D. S. Goldobin, J. N. Teramae, H. Nakao, and G. B. Ermentrout, Phys. Rev. Lett., 105:154101, 2010.
[24] Galan, R., Ermentrout, G.B. and Urban, N.N. “Optimal time scale for spike-time reliability: theory, simulations and experiments.” J. Neurophysiol., 99:277-283, 2008.
[25] C. R. S. Williams, T. E. Murphy, R. Roy, F. Sorrentino, T. Dahms, and E. Schöll, [arXiv:1301.3827]
[26] E. Buks and M. L. Roukes, J. Microelectromech. Syst. 11, 802, 2002.
[27] Reference [15] considered only the function sinθ.
[28] Therefore, our results are identical for any function Z whose only nonvanishing Fourier coefficients satisfy |c1|^2 = 1.