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Abstract
Energy efficiency is a key requirement for future network design, and user-centric (UC) cell-free (CF) massive multi-input multi-output (MIMO) networks can achieve over ten times the energy efficiency. Based on this, this paper studies a CF MIMO simultaneous wireless information and power transmission system and proposes a UC access point (AP) selection method and a trade-off performance optimization scheme for spectral efficiency and energy efficiency. In this system, users have both energy recovery and information transmission functions. According to the difference between the interference in the energy harvesting and information transmission process, a flexible AP selection scheme is designed. Blindly pursuing high spectral efficiency will result in waste of resources. This paper proposes an evaluation index that takes into account both energy efficiency and spectral efficiency, analyses the trade-off between energy efficiency and spectral efficiency, and jointly optimizes the AP selection scheme and the uplink (UL) and downlink (DL) time switching ratio to maximize the trade-off performance. The simulation results show that by implementing a suitable AP selection scheme and UL and DL time allocation, the information processing scheme on the AP side has a slight loss in spectral efficiency, but the energy efficiency is close to the performance of global processing on the central processing unit.
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1 Introduction
The SE by equipping base stations with massive multiple-input multiple-output (MIMO) networks, the spectral efficiency (SE) can be increased by at least 10 times compared with traditional cellular networks [1–3]. The antennas in traditional massive MIMO systems are deployed in a centralized manner, which can improve the performance of the network. At the same time, this method faces problems such as poor communication quality, large path loss, unsatisfactory network coverage, low energy efficiency (EE), complex channel estimation, and great mutual interference between cells at the edge [4]. A cell-free (CF) massive MIMO system addresses the above-mentioned series of problems by placing a large number of single-antenna or multi-antenna access points (APs)
in a certain geographic location [5–7]. In the CF massive MIMO architecture, all APs are connected to a central processing unit (CPU) through a backhaul link, and the CPU is responsible for coordinating various resource allocations. Because of the user-centric (UC) cooperation relationship between APs, the cell boundary is eliminated to a certain extent, which avoids the influence of cell interference. In addition, the distance between the APs and the user is smaller than that in a traditional cellular network, which leads to lower path loss and higher diversity gain [8–10].

With the development of the Internet of Things (IoT) [11] and large-scale links, wireless energy transmission technology has increasingly demonstrated its importance [12, 13]. Since most IoT devices are battery powered, it is difficult for these devices to maintain communication with limited energy. SWIPT technology can provide energy for wireless devices to extend their working hours without significantly increasing the configuration of foundational equipment. SWIPT technology has undergone much research in massive MIMO, and research in CF massive MIMO has just started. In fact, in CF massive MIMO systems, high-density APs are more conducive to realizing SWIPT [14, 15]. The realization of SWIPT comes at the cost of decreased throughput [15–17], and the process of energy harvesting will affect the SE of information transmission in a system. In a CF massive MIMO system, all APs are distributed in the entire coverage area to serve all users at the same frequency, which leads to the problems that some APs are far away from some users and that the path loss between them is inevitably large. Reference [18] adopted a UC approach, in which each user has only some of the APs to provide services. A simulation showed that the UC method can increase the user’s total achievable rate and reduce the backhaul overhead. The combination of SWIPT technology and UC CF massive MIMO can extend the communication time and compensate for lost throughput. Therefore, the combination of SWIPT and CF massive MIMO will achieve new vitality in future 5G and higher versions.

In the past ten years, in the field of massive MIMO, to improve throughput, researchers have made much effort, for example, by optimizing the number of base stations (BSs) and antennas in a cellular network [19], using relay cooperative transmission [20], and optimizing beamforming [21] and resource allocation [22]. However, high network throughput usually means considerable energy consumption, which is not feasible for energy-constrained devices. For a CF massive MIMO network, increasing the total number of APs and the number of antennas per AP can improve the SE of the system [23], but at the same time, it will further increase the backhaul load, which is the main challenge of the distributed antenna system [24]. Therefore, reducing energy consumption while meeting the SE requirements of such networks and devices is a top priority. With the increase in coverage and user access, global telecommunication networks (including wired, wireless and core networks) account for more than one-third of energy consumption [25]. In this context, EE has gradually become an important standard in the design of communication networks. In future mobile systems, while maintaining a certain SE, energy consumption must be considered to reduce the ever-increasing operating costs of the network [26, 27]. However, to maximize the SE, it is necessary to minimize the unit energy consumption, so the EE and SE form a pair of contradictory goals. Therefore, the trade-off between the SE and EE becomes the main criterion for designing efficient communication systems [28]. Compared with centralized massive MIMO, a cell-free massive
MIMO system can provide very high EE [29], so it is more meaningful to study SE and EE trade-offs in CF massive MIMO architectures.

1.1 Previous works
There is extensive research about SWIPT in massive MIMO. SWIPT technology has two basic architectures: time switching and power distribution. Reference [30] studied a three-dimensional massive MIMO SWIPT system, where the approximate expressions of SINR and harvested energy are derived and under the constraints of SINR and received power, the antenna inclination and power allocation factor are jointly optimized to minimize the transmit power. In paper [31], an effective resource allocation scheme is proposed for multiuser massive MIMO SWIPT system with imperfect channel estimation. The optimization of system energy efficiency is proposed from the aspects of beamforming design, antenna selection, power allocation and time division protocol, through simulation, the effectiveness of the proposed scheme and the performance superior to the existing scheme are proved. Reference [32] considers the trade-off of single-user massive MIMO SE-EE. Reference [33] studies the SE-EE trade-off in generalized spatial modulation schemes in multi-user massive MIMO systems. The results show that the spatial modulation with only one active antenna per user can provide less SE, but it is the most energy-saving transmission mode, and the EE of spatial modulation is better than that of traditional massive MIMO schemes. Reference [34] uses the max-min fairness optimal transmission power control strategy in the massive MIMO SWIPT system to derive the optimal rate-energy balance to ensure user fairness. Reference [35] studies the trade-off problem of SE-EE in beam-domain massive MIMO. Reference [36] studies the trade-off between SE and EE in centralized, distributed, and hybrid massive MIMO. The simulation results show that the EE of distributed massive MIMO is higher than that of other massive MIMO when the number of antennas is constant.

Due to the inherent path loss, research on SWIPT technology in centralized massive MIMO has not been able to overcome this bottleneck. In a CF MIMO network, APs can be randomly distributed, which reduces the distance between APs and users and improves the efficiency of energy harvesting. Therefore, some works have begun to consider CF massive MIMO SWIPT systems, which use distributed APs to charge and transmit information to users in the coverage area.

References [37–39] studied CF massive MIMO SWIPT systems. Reference [37] researches the performance of a CF massive MIMO SWIPT system in which information and power are simultaneously transmitted to single-antenna information or energy users through a large number of spatially distributed single-antenna APs. Then, the closed-form expressions of the recovered energy and DL/UL achievable rate are deduced. The simulation results show that CF massive MIMO can improve the performance of SWIPT by taking advantage of distributed transmission and reception with a large number of APs. Reference [38] considers a spatial stochastic network in which the Poisson point process is used to model APs randomly and the time switch protocol is used for SWIPT operation at the user. It also considers blockages caused by obstacles in the channel and line-of-sight and non-line-of-sight conditions that affect fading and path loss. Then, the average energy and variance of energy users and the average achievable rate in the DL are obtained. The trade-off between the DL
data throughput and collected energy is quantified, and it is shown that in a CF massive MIMO configuration, APs distributed in space can improve the trade-off between SWIPT energy and throughput. Reference [39] studies the energy-saving resource allocation of non-orthogonal multicast and unicast transmission based on layered division multiplexing in a CF massive MIMO SWIPT system. Then, a non-smooth, non-convex optimization problem is proposed for maximizing EE, and a first-order algorithm is developed to find the initial feasible solution.

The above research on the CF massive MIMO SWIPT system considers different distribution models, transmission models, and energy harvesting models, but without considering the demand to mobilize all AP services for users, it does not give full play to the advantages of the distributed antenna, resulting in a waste of resources. Previous works lack research on the trade-off between EE and SE and how to quantitatively evaluate the trade-off performance, which will be an increasingly important field in the future.

1.2 Contributions
In order to fill the above gaps, we studied the trade-off between EE and SE of the CF massive MIMO SWIPT system, and proposed an evaluation index that takes both SE and EE into consideration. This determines the implementation of AP selection schemes to optimize system performance. The specific contributions of this paper are as follows:

(1) The SE-EE trade-off of CF massive MIMO SWIPT system is studied for the first time. Since SE and EE are a pair of contradictory indicators, the trade-off of SE and EE is a key issue in system design. Considering that CF gains the user’s achievable rate at the cost of the backhaul link load, this article puts the information processing capability on the AP, and the CPU only performs data transmission. The closed-form expressions for the harvested energy and the achievable UL and DL rates are derived, and in this scenario, the compromise performance of SE-EE is studied.

(2) In actual transmission, APs that are far away from the user contribute less to the SE of the user in the communication process, because they mainly cause strong interference. In the UC method, only some APs provide services to users, which can improve system EE and reduce backhaul load. In the CF massive MIMO SWIPT system proposed in this article, according to the different characteristics of energy harvesting and information transmission, a flexible AP selection scheme is designed to achieve the SE and EE trade-off.

(3) Aiming at the SE and EE trade-off, a trade-off performance index that takes into account system SE and EE is proposed, and the SWIPT time switching parameters and the number of service antennas in UC mode are jointly optimized to maximize the trade-off performance of the system. The new optimization problem brought about by distributed antenna, the non-convex problem is rewritten into a convex problem using approximate formulas, and geometric planning (GP) is used to solve it. The optimization simulation results show that after optimization, the solution proposed in this paper for data processing on the AP has a much higher energy efficiency than the centralized processing on the CPU.
Notation Bold indicates vectors; $x \sim \mathbb{CN}(0, \sigma^2)$ means that $x$ is a complex Gaussian random variable with zero mean and a variance of $\sigma^2$; $(\cdot)^T$, $(\cdot)^H$ represent the transpose and conjugate transpose, respectively; and $\|\|$, $\mathbb{E}(\cdot)$ represent the Euclidean norm and mathematical expectation, respectively.

The rest of this paper is organized as follows: Sect. 2 presents the system model. Section 3 presents the SE and EE performance analysis. Section 4 presents the simulation results. Section 5 draws conclusions.

2 System model
Consider a UC CF massive MIMO SWIPT system in which M APs and K users are randomly distributed in the coverage area and all APs connect to a CPU that performs data decoding through a backhaul link. All communications are carried out on the same frequency band and work in time division duplex (TDD) mode. Based on the channel reciprocity of the TDD system and the channel hardening due to multiple antennas [40], only UL channel estimation is performed. The UC CF massive MIMO system model diagram is shown in Fig. 1. Each AP sends and receives data with only some specific users.

Both APs and users are equipped with a single antenna. The channel matrix between the $m$-th AP and the $k$-th user is expressed as $g_{m,k} = \sqrt{\beta_{m,k}} h_{m,k}$, where $\beta_{m,k}$ is the large-scale fading factor, $h_{m,k}$ represents the small-scale fading, and the small-scale fading elements obey a complex Gaussian distribution $\mathbb{CN}(0, 1)$. According to reference [30], large-scale fading is modelled as $\beta_{m,k} = 10^{\frac{\sigma_{m,k}^2}{10}} 10^{\frac{\nu_{m,k}^2}{10}}$, where $\sigma_{m,k}$ is the shadow fading coefficient between AP $m$ and user $k$ and the path loss coefficient between AP $m$ and user $k$ is expressed as follows:

![Fig. 1 UC CF massive MIMO system](image)
This paper selects the parameter settings of the medium-sized city and suburban model, where \( G \) is the centre frequency, \( h_{AP} \) and \( h_k \) represent the heights of the AP and user \( k \), respectively, \( d_0 \) and \( d_1 \) are reference distances, \( d_{m,k} \) is the distance between AP \( m \) and user \( k \), and the shadow fading model is as follows:

\[
\nu_{m,k} = \sqrt{\eta a_m} + \sqrt{1 - \eta} b_m
\]

where the elements of \( a_m, b_m \) obey a complex Gaussian distribution with mean zero and variance one. Variables \( a_m \) and \( b_m \) respectively model the shadow fading caused by obstacles near the \( m \)-th AP and the \( k \)-th user. \( \eta \) is random parameter between 0 and 1. The parameter \( \eta \) depends on the influence of the AP and obstacles around the user on the shadow fading. The covariance matrices are \( E[a_m a_{m'}] = 2^{-\frac{d_{AP(m,m')}}{\delta_c}} \) and \( E[b_k b_{k'}] = 2^{-\frac{d_{K(k,k')}}{\delta_c}} \), respectively, where \( d_{AP(m,m')} \) is the geographic distance between two APs, \( d_{K(k,k')} \) is the geographic distance between two users, \( \delta_c \) is a fixed value related to the environment, and there is no shadow fading when \( d_{m,k} \leq d_1 \).

The whole transmission process based on the frame is divided into three stages. First, the user sends pilots to the AP for UL training. Second, the AP uses the estimated channel state information (CSI) for DL information transmission and DL energy harvesting, and finally, based on channel reciprocity, the user uses the harvested energy to send information to the AP. The transmission model and flow chart are shown in Figs. 2 and 3.

### 2.1 Channel estimation

In the channel estimation stage, \( K \) users send pilot signals \( \mathbf{S} = [s_1, \ldots, s_k, \ldots, s_K] \in \mathbb{C}^{K \times \tau_p} \) to all APs at the same time, where \( s_k \in \mathbb{C}^{1 \times \tau_p} \) is the pilot signal sent by user \( k \) to \( m \) APs.
\(\tau_p\) is the pilot length, the K pilot sequences are orthogonal, and \(\|s_k\|^2 = 1\). Then, the pilot signal received by the m-th AP is

\[
y_m = \sum_{k=1}^{K} \sqrt{\tau_p P_p g_{m,k}} s_k + N_m
\]  \tag{4}

where \(P_p\) is the pilot power, \(N_m \in \mathbb{C}^{1 \times \tau_p}\) is the noise vector, and its elements satisfy the independent and identically distributed complex Gaussian distribution \(\mathcal{CN}(0, \sigma^2)\), where \(\sigma^2\) is the noise power.

The Minimum mean square error (MMSE) [31] method is used to estimate the channel, which performs correlation processing on the pilot received at the AP.

\[
\hat{y}_{m,k} = y_m s_k^H
\]

\[
= \left( \sum_{k=1}^{K} \sqrt{\tau_p P_p g_{m,k}} s_k + N_m \right) s_k^H
\]

\[
= \sqrt{\tau_p P_p g_{m,k}} + N_m s_k^H
\]  \tag{5}

Therefore, the estimated channel is

\[
\hat{g}_{m,k} = \frac{E\{\hat{y}_{m,k}^H g_{m,k}\}}{E\{|\hat{y}_{m,k}|^2\}} \hat{y}_{m,k}
\]

\[
= c_{m,k} \left( \sqrt{\tau_p P_p g_{m,k}} + N_m s_k^H \right)
\]  \tag{6}

where

\[
c_{m,k} = \frac{\sqrt{\tau_p P_p \beta_{m,k}}}{\sqrt{\tau_p P_p \beta_{m,k}} + \sigma^2}
\]
2.2 AP selection

The contribution of the APs far from the user can be ignored in the transmission; therefore, it is not necessary that all APs provide service to a certain user. The UC method selects some APs close to the user to serve her. The UC method can reduce interference between users and increase the achievable rate per user.

This article uses maximal ratio combining (MRC) for precoding and detection on APs, which can effectively reduce the backhaul load and the working pressure of the CPU. In this case, for user information transmission, inter-user interference should be minimized to improve the SE of the system. However, for energy recovery, inter-user interference is beneficial and can increase the energy recovered by users, so different AP selection schemes should be used in the energy recovery and information transmission stages.

In the energy harvesting stage, the total energy harvested increases with the increase in the number of service APs. Although the performance of using MRC precoding at the AP is not as good as the performance of using zero-forcing (ZF) precoding at the CPU, it can significantly reduce the CPU load. Therefore, in the energy harvesting stage, no AP selection is performed, which means that all APs serve K users at the same time. According to Fig. 4, when MRC is used at the AP, as the number of service APs increases, the user’s achievable rate tends to a stable value. Therefore, AP selection during the information transmission stage can reduce hardware loss while maintaining system performance.

AP selection principle: according to the channel state information, the users served by AP m are \( \kappa(m) \in \{1, \ldots, K\} \), and AP m serves only the N users with the largest Frobenius norm of its channel \( \kappa(m) = \max_N \| \hat{g}_k \|_F \), where \( \hat{g}_k \) is the estimated channel between user k and all APs.

The process of AP selection in this article is as follows: in the channel estimation stage, the users send pilot signals to the APs, each AP obtains CSI for all users and feeds back the CSI to the users, and each user selects the user who serves him according to the principle of AP selection and informs the AP that he needs to provide services for himself. During the DL energy transmission phase, no AP selection is performed. When the energy transmission is completed and the DL information transmission phase is entered, the AP allocates power to the users that need to be served according to the information fed back by the users, and the AP selection time is ignored relative to the coherence time.

The AP selection method adopted in this paper is as follows: in the channel estimation stage, the users send pilot signals to the APs, and each AP obtains CSI for all users. During the DL energy transmission phase, no AP selection is performed. When the energy harvesting is completed, the user enters the information receiving stage, the AP selects the users it serves, and the AP selection time is ignored relative to the coherent time.

2.3 Downlink energy and information transmission

After channel estimation, the AP has the CSI of all the users, and AP m selects the users that need to be served according to the different requirements of energy and information \( \kappa(m) \in \{1, \ldots, K\} \) and sends information to the selected users based on the CSI. The DL signal sent by AP m to user k is \( x_m = \sum_{k \in \kappa(m)} \sqrt{\theta_{m,k}} P_{r,w_m,k} q_k \), where \( q_k \)
represents the energy signal sent to user k, $P_t$ is the transmission power of AP m, $\vartheta_{mk}$ represents the power allocation parameter of the signal sent by AP m to user k, and $W_m = [w_{m,1}, \ldots, w_{m,k}, \ldots, w_{m,K}]$ is the signal precoding vector. In this article, to reduce the pressure on the CPU, the CPU transmits information only to the AP, and the information is processed in the AP. DL precoding uses the maximum ratio transmission (MRT) scheme $W_m = \alpha_m G_m$, where $\alpha_m$ is the power normalization coefficient of AP m and meets the power limit

$$\Rightarrow \alpha_m = \frac{1}{\sum_{k \in \kappa(m)} \vartheta_{mk} \Upsilon_{mk}}$$

where

$$\Upsilon_{mk} = \mathbb{E}\{|\hat{g}_{mk}|^2\} = \frac{(\sqrt{\tau_p P_b \beta_{mk}})^2}{\tau_p P_b \beta_{mk} + \sigma^2}$$

Due to the particularity of energy harvesting, inter-user interference will increase the energy harvesting efficiency. Then, the signal received by user k is

$$y_{d,k} = \sum_{m=1}^{M} g_{m,k} \sum_{k' \in \kappa(m)} \sqrt{\vartheta_{mk'} P_t w_{m,k'}} q_{k'} + n_{d,k}$$

Since the noise power is much smaller than the power of the energy signal, the influence of noise can be ignored during the transmission process; then, the energy received by user k is

$$E_k = \eta \tau_e \left\| \sum_{m=1}^{M} \sum_{k'=1}^{K} g_{m,k} \sqrt{\vartheta_{mk'} P_t w_{m,k'}} q_{k'} \right\|^2$$

where $\eta$ is the energy conversion efficiency. Then, the user switches to the information transmission mode. To analyse the DL transmission, formula (9) can be rewritten as follows:

$$y_{d,k} = \mathbb{E}\left\{ \sum_{m=1}^{M} g_{m,k} \sqrt{\vartheta_{mk} P_t w_{m,k}} \right\} q_k

+ \left( \sum_{m=1}^{M} g_{m,k} \sqrt{\vartheta_{mk} P_t w_{m,k}} - \mathbb{E}\left( \sum_{m=1}^{M} g_{m,k} \sqrt{\vartheta_{mk} P_t w_{m,k}} \right) \right) q_k

+ \sum_{k' \in \kappa(m), k' \neq k} \sum_{m=1}^{M} g_{m,k} \sqrt{\vartheta_{mk'} P_t w_{m,k'}} q_{k'} + n_{d,k}$$
where $F_1$ is the desired signal of user $k$, $F_2$ is the precoding uncertainty, and $F_3$ is the interference between users. According to the independence of the signal, channel and noise, the signal-to-interference-plus-noise ratio (SINR) of DL channel transmission can be obtained as

$$
\gamma_{d,k} = \frac{\left| \sum_{m=1}^{M} \alpha_m \sqrt{\sigma_{m,k}} P_{m,k} \right|^2}{\sum_{k' \in \chi(m)} \left( \sum_{m=1}^{M} \alpha_m^2 P_{m,k'} \beta_{m,k'} \sigma_{m,k'} \right) + \sigma^2}
$$

(12)

Then, the users send information $\Phi = [\phi_1, \ldots, \phi_K]$ to the AP, where $\phi_k$ is the information sent by user $k$ to all APs; for AP $m$, the received information is

$$
y_m = \sum_{k \in \chi(m)} \psi_{k,m} g_{m,k} \phi_k + n_m
$$

(13)

where $\psi_k = \| \phi_k \|^2 = \frac{\eta \tau}{\alpha} \left| \sum_{m=1}^{M} \sum_{k'=1}^{K} g_{m,k} \sqrt{\sigma_{m,k}} \psi_{m,k'} \phi_{k'} \right|^2$.

The feedback time is ignored. Similar to the derivation of the DL, the information processing is performed by the AP. AP $m$ processes the information through the corresponding receiving matrix and sends the processed information to the CPU. Then, the total information received by the CPU during the UL information is

$$
y_{u,k} = \sum_{m \in \mathcal{M}(k)} w_{m,k}^u g_{m,k} \phi_k + \sum_{m \in \mathcal{M}(k)} \sum_{k' \in \chi(m), k' \neq K} w_{m,k}^u g_{m,k} \phi_{k'} + w_{m,k}^u n_u
$$

(14)

The SINR of user $k$ at the receiving end is

$$
\gamma_{u,k} = \frac{\psi_{k,u} \left| \sum_{m=1}^{M} \tau_{m,k} \right|^2}{\sum_{k' \in \chi(m)} \left( \sum_{m=1}^{M} \beta_{m,k'} \psi_{k',u} \tau_{m,k} \right) + \sigma^2 \sum_{m=1}^{M} \tau_{m,k}}
$$

(15)

The formula derivation is shown in "Appendix A," and the derivation process refers to DL transmission.

3 Performance analysis and optimization

3.1 Spectral efficiency and energy efficiency

According to formulas (12) and (15), the SE is expressed as follows:

$$
\text{SE}_{d,k} = \left( \frac{\gamma_{d,k}}{T} \right) \log_2 \left( 1 + \gamma_{d,k} \right)
$$

$$
\text{SE}_{u,k} = \left( \frac{\gamma_{u,k}}{T} \right) \log_2 \left( 1 + \gamma_{u,k} \right)
$$

(16)

According to reference [18], the EE model is as follows:
\[ E_e = \frac{B \times S_e}{P_{\text{total}}} \]  

(17)

where \( B \) is the channel bandwidth, \( S_e = S_{\text{Ed,k}} + S_{\text{Eu,k}} \) represents the total SE of the UL and DL transmissions of the K users, and \( P_{\text{total}} \) indicates the total power consumption of the system, which is as follows:

\[ P_{\text{total}} = \sum_{m=1}^{M} P_m + \sum_{m=1}^{M} P_{bh,m} \]  

(18)

where \( P_m \) indicates the amplifier and circuit power consumption,

\[ P_m = \frac{1}{a} |x_m|^2 + P_{c,m} = \frac{1}{a} \sum_{k=1}^{K} \sqrt{\theta_{m,k} P_{twm,k}} \]  

\[ + P_{c,m} \]  

(19)

where \( a \) indicates the efficiency of the power amplifier and \( P_{c,m} \) is the power consumption required to run the circuit components. \( P_{bh,m} = p_{\overline{m}} + B \times S_e \times P_{bt,m} \) represents the power consumption of the backhaul link between the AP and CPU, where \( p_{\overline{m}} \) represents the fixed power consumption of the backhaul, which depends on the distance between the AP and the CPU and the system topology, and \( P_{bt,m} \) is the power consumption related to throughput (unit W/bit/s), according to formulas (17)–(19).

\[ E_e = \frac{B \times SE}{\sum_{m=1}^{M} (p_{\overline{m}} + P_{c,m} + B(P_{bt,m})SE) + \frac{1}{a} \sum_{m=1}^{M} \sum_{k \in \kappa(m)}^{} P_i \theta_{m,k} \chi_{m,k}} \]  

(20)

In the UC CF massive MIMO SWIPT system, the above formula can be rewritten as

\[ E_{e}^{\text{UC}} = \frac{B \times SE}{N (p_{\overline{m}} + P_{c,m} + B(P_{bt,m})SE) + \frac{1}{a} \sum_{m=1}^{M} \sum_{k \in \kappa(m)}^{} P_i \theta_{m,k} \chi_{m,k}} \]  

(21)

3.2 Optimizing the time-switching parameters and number of service APs

This section optimizes the trade-off of the SE and EE of the system. From Eqs. (16) and (21), the system SE increases with the number of service APs, but the EE behaves in the opposite way. In actual transmission, it is unreasonable to blindly pursue SE. High SE will bring about high energy consumption, and the requirements for SE in some transmission situations are not very high. In this case, the EE of the system must be considered. Therefore, this paper proposes a trade-off index that considers both SE and EE:

\[ \Gamma = S_s^w_s E_s^w_s \]  

\[ + S_e^w_e E_e^w_e \]  

where \( w_s \) and \( w_e \) are weighting factors.

From formula (10), it can be seen that the longer the user’s energy recovery time is, the greater the power used to send the UL signal, but the time used for information transmission and the SE decrease at the same time. The energy harvesting process of the SWIPT system will reduce the SE, so the smaller \( \alpha_2 \) is, the greater the SE of the system, but SWIPT technology can extend the user’s standby time, assist the user in the
transmission of UL information and achieve information interaction. During optimization, $\alpha_2$ is set to a fixed value.

When $\alpha_2$ is fixed, the larger $\alpha_1$ is, the more energy can be harvested, and the higher the power for uplink transmission for users, but the shorter the corresponding uplink user transmission time. When $N$ is larger, the power provided to users is larger, and the spectral efficiency of the system is higher, but at the same time, more system energy will be consumed. Therefore, the system performance can be optimized by jointly optimizing $N$ and $\alpha_1$.

\[
\max_{\alpha_1 \in \mathbb{R}^+} S_e \left( \frac{w_s}{w_e} \right) = E_e
\]

\[
\begin{align*}
&c_1 : \gamma_{u,k} \left( \frac{\psi_k b_{u,k} (c_{u,k} + d_{u,k})}{1 - \alpha_1} \right)^{-1}, \quad k = 1, \ldots, K \\
&c_2 : \gamma_{d,k} \epsilon_{d,k} / f_{d,k}, \quad k = 1, \ldots, K \\
&c_3 : \sum_{k=1}^{K} \theta_{m,k} P_d, \quad m = 1, \ldots, M \\
&c_4 : 0 \leq \alpha_1 \leq 1
\end{align*}
\]

where

\[
S_e = \xi_1 \alpha_1 \sum_{k=1}^{K} \log_2 \left( 1 + \gamma_{d,k} \right) + \xi_2 (1 - \alpha_1) \sum_{k=1}^{K} \log_2 \left( 1 + \gamma_{u,k} \right)
\]

where

\[
\psi_k = \frac{w_s}{w_e} \frac{\xi_1}{\alpha_1} P_t \sum_{m=1}^{M} \beta_{m,k} \sum_{k=1}^{K} \theta_{m,k} c_{m,k}^2 \beta_{m,k} \beta_{u,k} = \left( \sum_{m=1}^{M} \gamma_{m,k} \right)^2 \alpha_{u,k} = \sum_{k' \in \mathbb{N}} \left( \sum_{m=1}^{M} \beta_{m,k} \psi_{k',m} \gamma_{m,k} \right)
\]

\[
\rho_{u,k} = \sigma^2 \sum_{m=1}^{M} \gamma_{m,k}, \quad f_{d,k} = \sum_{k' \in \mathbb{N}} \left( \sum_{m=1}^{M} \alpha_{u,k} P_t \beta_{m,k} \gamma_{m,k} \right) + \sigma^2, \quad \epsilon_{d,k} = \left( \sum_{m=1}^{M} \gamma_{m,k} \right)^2 \theta_{u,k} = \left( T - t_p \right) \left( 1 - \alpha_1 \right), \quad \xi_1 = \left( T - t_p \right) \left( 1 - \alpha_2 \right), \quad \xi_2 = \left( T - t_p \right) / T, \quad \tau_c = \left( T - t_p \right) \alpha_1 \alpha_2.
\]

where $w_s = w_e = 1$, which means the same priority is assigned to each goal. On this basis, formula (21) is rewritten as

\[
E_e = \frac{1}{F_1(N) / S_e + N P_{bt,m}}
\]

where

\[
F_1(N) = \left( N \left( p_{m} + p_{c,m} \right) + \frac{1}{\alpha} \sum_{m=1}^{M} \left( \sum_{k=1}^{K} P_t \theta_{m,k} \gamma_{m,k} \right) \right)
\]

According to formulas (23) and (24), when the number of servicing APs $N$ is fixed, the larger $S_e$ is, the lower $E_e$ will be and the better the trade-off performance will be, so optimization is equivalent to

\[
\max_{\alpha_1 \in \mathbb{R}^+} S_e \left( \frac{w_s}{w_e} \right) = E_e
\]

\[
\begin{align*}
&c_1 : \gamma_{u,k} \left( \frac{n_{\alpha_1 \alpha_2}}{1 - \alpha_1} \right)^{-1} \psi_k b_{u,k} (c_{u,k} + d_{u,k}), \quad k = 1, \ldots, K \\
&c_2 : \gamma_{d,k} \epsilon_{d,k} / f_{d,k}, \quad k = 1, \ldots, K \\
&c_3 : \sum_{k=1}^{K} \theta_{m,k} P_d, \quad m = 1, \ldots, M \\
&c_4 : 0 \leq \alpha_1 \leq 1
\end{align*}
\]
From the above formula, it is found that optimization is similar to the GP problem, but we note that the target is a polynomial function. If it becomes monomial, then the optimization will become a standard GP form. Since this paper involves AP selection, the parameter N cannot be solved by GP, and we use one-dimensional search to determine the optimal N. The polynomial
\[ \log_2 \left( 1 + \gamma \right) \]
can be approximated by the monomial
\[ \frac{\gamma}{\lambda} \]
near point \( \hat{\gamma} \), where \( \mu = \ln 2 \times (1 + \gamma) \log_2 (1 + \hat{\gamma}) \) and \( \lambda = \hat{\gamma}^{-\mu} \log_2 (1 + \hat{\gamma}) \); the proof is in Appendix B. Then, formula (22) can be rewritten as

\[
S_e = \xi_1 \alpha_1 \sum_{k=1}^{K} \lambda_{d,k} \gamma_{d,k}^{1/d_k} + \xi_2 (1 - \alpha_1) \sum_{k=1}^{K} \lambda_{u,k} \gamma_{u,k}^{1/d_k}
\]

\[
f \geq 2 \left( \xi_1 \alpha_1 \xi_2 (1 - \alpha_1) K^2 \left( \prod_{k=1}^{K} \lambda_{d,k} \gamma_{d,k}^{1/d_k} \prod_{k=1}^{K} \lambda_{u,k} \gamma_{u,k}^{1/d_k} \right)^{1/K} \right)
\]

(27)

Solving the above optimization problem by maximizing the minimum value \( S_e^{\text{min}} \) of \( S_e \), the optimization formula is rewritten as

\[
\max_{\alpha, d} \alpha_1 \xi_2 \hat{\alpha} K^2 \left( \prod_{k=1}^{K} \lambda_{d,k} \gamma_{d,k}^{1/d_k} \prod_{k=1}^{K} \lambda_{u,k} \gamma_{u,k}^{1/d_k} \right)^{1/K}
\]

(28)

Formula (26) is a standard GP problem, which is solved by the algorithm in Algorithm 1.

**Algorithm 1: Optimize \( \alpha \) and \( N \)**

1. Initialization: \( N = 1 \), the number of iterations \( n = 1 \), calculate the initial values \( \gamma_{u,k}^{(0)} \) and \( \gamma_{d,k}^{(0)} \) when \( \alpha_1 = 0.5 \), the selected error tolerance \( \varepsilon \) and the maximum number of iterations \( L \).

2. The \( n \)-th iteration:
\[
\mu_{i,k} = \gamma_{i,k}^{(n)} \left( 1 + \gamma_{i,k}^{(n)} \right) \log_2 \left( 1 + \gamma_{i,k}^{(n)} \right) \ln 2 \] \( t = u, d \)
\[
\lambda_{i,k} = \gamma_{i,k}^{(n)} \log_2 \left( 1 + \gamma_{i,k}^{(n)} \right) \] \( t = u, d \)

Use GP toolbox to solve problems:

\[
\max_{\alpha, d, \gamma_{u,k}, \gamma_{d,k}} \xi_1 \alpha_1 \xi_2 \hat{\alpha} K^2 \left( \prod_{k=1}^{K} \lambda_{d,k} \gamma_{d,k}^{1/d_k} \prod_{k=1}^{K} \lambda_{u,k} \gamma_{u,k}^{1/d_k} \right)^{1/K}
\]

s.t. \( c_1, c_2, c_3, c_4 \)

3. If \( \max_{k=1, \ldots, K} \left| \gamma_{u,k}^{(n)} - \gamma_{u,k}^{(n-1)} \right| < \varepsilon \)

and \( \max_{k=1, \ldots, K} \left| \gamma_{d,k}^{(n)} - \gamma_{d,k}^{(n-1)} \right| < \varepsilon \)

then \( \gamma_{u,k} = \gamma_{u,k}^{(n)} \) and \( \gamma_{d,k} = \gamma_{d,k}^{(n)} \).

\[ \text{max_value}(N) = S_e \times E_e, N = N + 1. \] Else \( n = n + 1 \), back to step 2

4. If \( N = M \). Stop iteration.
Table 1  Parameter settings

| Parameter | Value   | Parameter | Value   |
|-----------|---------|-----------|---------|
| $P_e$     | 100 mW  | $\tau_d$ | 40      |
| $a$       | 0.4     | $\tau_c$ | 200     |
| $P_{cm}$  | 0.2 W   | $B_c$    | 100 kHz |
| $p_{h}$   | 0.825 W | $P_{IJ}$ | 200 mW  |
| $p_{total}$ | 20 W | $P_{bc,m}$ | 0.25 W(Gbits/s) |
| $G$       | 1.9 GHZ | $\eta$   | 0.8     |
| $B$       | 20 MHz  | $\sigma^2$ | $-96$ dBm |

Fig. 4  Schematic diagram of the recovered energy and spectrum efficiency changing with the number of serving APs, $\tau_e = \tau_d = \frac{1}{4}T$

4 Experiments, results and discussions

This section shows the simulation results. This paper considers a UC CF massive MIMO SWIPT system with $M = 64$ APs and $K = 5$ users, which are randomly distributed in a rectangular area of $D = 100$ m; the height of the antenna is $h_{AP} = 15$ m, and the height of a user is $h_k = 1.65$ m. To simplify the calculation, each AP in this paper uses the average power allocation for the users it serves. We use the Hata-COST231 propagation model for simulation in a medium-sized city and suburban model environment [41, 42]. The other simulation parameters are set as in Table 1.

Figure 4 analyses the performance in recovering the energy and SE of users with a number of antennas in the same transmission time interval when ZF precoding is used on the CPU and MRC precoding is used on the AP. This can be seen in the simulation diagram. First, due to the particularity of energy harvesting, the energy recovered when MRC precoding is used on the AP is greater than that when ZF precoding is used on the CPU. Therefore, choosing to use MRC precoding on the AP in the CF massive MIMO SWIPT system can not only reduce system complexity but also has certain advantages in energy harvesting. Second, with the increase in the number of serving APs, the energy recovered by users and the SE increase, but when $N$ increases to a fixed value, the increase in SE tends to stabilize, so the AP selection strategy is
not adopted in the energy recovery stage. In the information transmission stage, the AP selection strategy is adopted.

Figure 5 simulates the SE and EE of the system varying with the change in the DL time switching ratio $\alpha_1$ when the energy recovery time switching ratio $\alpha_2$ is fixed. It can be seen from the simulation diagram that with the increase in $\alpha_1$, both the SE and EE show a trend of first increasing and then decreasing, and there is a specific $\alpha_1$ that maximizes the system SE and EE; different $\alpha_2$ values correspond to different $\alpha_1$. When $\alpha_2$ is fixed, the larger $\alpha_1$ is, the more energy can be harvested, and the higher the power for uplink transmission for users, but the shorter the corresponding uplink user transmission time. When $N$ is larger, the power provided to users is larger, and the spectral efficiency of the system is higher, but at the same time, more system energy will be consumed.

Figure 6 simulates the change in the SE and EE of the system with the change in the DL time switching ratio $\alpha_1$ when the energy recovery time switching ratio $\alpha_2$ is constant. It can be seen from the simulation diagram that with the increase in $\alpha_1$,
both the SE and EE show a trend of first increasing and then decreasing, and there is a specific $\alpha_1$ that maximizes the system SE and EE; different $\alpha_2$ values correspond to different $\alpha_1$.

Figure 7 simulates and analyses the trade-off performance after optimization under different conditions of $\alpha_2$. The simulation results show that the smaller the value of $\alpha_2$ is, the better the trade-off performance of the system. This conclusion is consistent with the conclusion that the system performance is not optimized in Fig. 5, and there is an optimal number of serving APs so that the system can take into account the SE and EE.

From the simulation diagram of Fig. 8, it can be seen that when $\alpha_2 = 0.7$, the probability of the trade-off performance $trade\_off \geq 6$ is 95% after optimization; in the unoptimized case, the probability of $trade\_off \geq 6$ is 5%. When $\alpha_2 = 0.6$,
the probability of \( \text{trade}_\text{off} \geq 7 \) is 95% after optimization, and the probability of \( \text{trade}_\text{off} \geq 7 \) is 10% without optimization. Therefore, the simulation shows the superiority of the optimized scheme.

Massive MIMO increases the number of antennas and serves more users within the same time-frequency resources. The BS can obtain multiplexing gain and array gain at the same time [3], but according to the formula (20), increasing the number of antennas will result in a decrease in energy efficiency. The local MRC precoding method proposed in this article is that the AP only needs to know the estimated channel state information of the serving user, but compared to the centralized ZF precoding method, the local MRC spectral efficiency is lower. This paper is to strike a balance between spectral efficiency and energy efficiency, sacrificing part of the spectral efficiency in exchange for an improvement in energy efficiency.

Figures 9 and 10 compare the SE and EE of the Two schemes using MRC (optimized and not optimized) and ZF (local processing [43] and global processing). When simulating the unoptimized MRC scheme and ZF scheme, the UL and DL time switching ratio \( \alpha_1 \) is randomly generated. It can be seen from Fig. 9 that the scheme proposed in this article has no obvious advantage in terms of SE, this is because, firstly the MRC/MRT method ignores multi-user interference, and its performance is not as good as ZF [1], secondly due to AP selection and an optimization solution that takes EE into account, there is a slight loss in SE. However, the computational complexity of ZF is \( O(M + K^3) \), while MRC is \( O(M) \). Figure 10 reflects the advantages of the optimization scheme in this paper. The optimized EE is not only twice of the unoptimized EE but also exceeds the local zero-forcing and is infinitely close to the global zero-forcing. But in each coherence block, Number of complex scalars send from the APs to the CPU via the fronthaul in global processing is more TM than local processing. The simulation results show that the optimization method proposed in this paper can reduce the information interaction between CPU and AP, and improve energy efficiency.
5 Conclusion

In this work, we study a UC CF massive MIMO SWIPT system. SWIPT technology in a centralized massive MIMO system is greatly affected by the large scale due to its distance from the BS, resulting in very little harvested energy, and a distributed antenna can just make up for this defect. According to the characteristics of distributed antennas, some APs are far from specific users, and AP selection schemes based on channel strength are proposed. The transmission process for each frame is divided into four parts: channel estimation, DL energy transmission, DL information transmission, and the use of recovered energy for UL information transmission. EE is a focus of close attention in 6G. This article proposes a trade-off index that takes into account the system SE and EE. The AP selection scheme and the UL and DL time switching ratio are jointly optimized to maximize the trade-off performance of the system and solve the non-convex problem. The non-convex problem is transformed into a GP problem to be solved. The simulation results show that the optimized scheme achieves better EE performance, and the trade-off performance of the system is the strongest. In addition, this solution can reduce the load of the CPU and reduce the system complexity.

Appendix A

\[
F_1 = \sum_{m=1}^{M} E \left\{ g_{m,k} \sqrt{\beta_{m,k}} P_t \alpha_m \hat{g}_{m,k}^H \right\} \\
= \sum_{m=1}^{M} E \left\{ (\hat{g}_{m,k} + e) \sqrt{\beta_{m,k}} P_t \alpha_m \hat{g}_{m,k}^H \right\} \\
= \sum_{m=1}^{M} \alpha_m \sqrt{\beta_{m,k}} P_t E \left\{ |\hat{g}_{m,k}|^2 \right\} \\
= \sum_{m=1}^{M} \alpha_m \sqrt{\beta_{m,k}} P_t Y_{m,k}
\]

(29)
\[
F_2 = P_t \sum_{m=1}^{M} \vartheta_{m,k} \mathbb{E}\left\{ |g_{m,k} \alpha_m \hat{g}_{m,k}^H - \mathbb{E}\{g_{m,k} \alpha_m \hat{g}_{m,k}^H\}|^2 \right\} \\
= P_t \sum_{m=1}^{M} \alpha_m^2 \vartheta_{m,k} \left( \mathbb{E}\left\{ |g_{m,k} \hat{g}_{m,k}^H|^2 \right\} - |\mathbb{E}\{g_{m,k} \hat{g}_{m,k}^H\}|^2 \right) \\
= P_t \sum_{m=1}^{M} \alpha_m^2 \vartheta_{m,k} \left( \mathbb{E}\left\{ |g_{m,k} \hat{g}_{m,k}^H|^2 \right\} + \mathbb{E}\left\{ |e_{m,k} \hat{g}_{m,k}^H|^2 \right\} - \gamma_{m,k}^2 \right) \\
= P_t \sum_{m=1}^{M} \alpha_m^2 \vartheta_{m,k} \beta_{m,k} \gamma_{m,k} 
\]

\[
F_3 = \mathbb{E}\left\{ P_t \left| \sum_{m=1}^{M} \bar{g}_{m,k} \vartheta_{m,k} \left( \sqrt{\tau_p} \rho P_g \hat{g}_{m,k'} + \mathbb{N}_m \hat{H} \right)^H \right|^2 \right\} \\
= \mathbb{E}\left\{ \left| \sum_{m=1}^{M} \bar{g}_{m,k} \vartheta_{m,k} \frac{P_t \alpha_m \vartheta_{m,k} \sigma_m c_{m,k}}{\gamma_{m,k}} \right|^2 \right\} \\
= \mathbb{E}\left\{ \sum_{m=1}^{M} \bar{g}_{m,k} \vartheta_{m,k} \left( 2 \gamma_{m,k} \beta_{m,k} \gamma_{m,k} - \gamma_{m,k}^2 \right) \right\} \\

\[
\text{where} \\
F_{31} = \tau_p P_g P_t \mathbb{E}\left\{ \left| \sum_{m=1}^{M} \bar{g}_{m,k} \vartheta_{m,k} \left( \sqrt{\tau_p} \rho P_g \hat{g}_{m,k'} + \mathbb{N}_m \hat{H} \right)^H \right|^2 \right\} \\
= \tau_p P_g P_t \sum_{m=1}^{M} \alpha_m^2 \vartheta_{m,k} \beta_{m,k} \gamma_{m,k} 
\]

\[
F_{32} = P_t \sum_{m=1}^{M} \beta_{m,k} \alpha_m^2 \vartheta_{m,k} \gamma_{m,k} \sigma^2 
\]

\[
F_3 = F_{31} + F_{32} = P_t \sum_{m=1}^{M} \alpha_m^2 \vartheta_{m,k} \beta_{m,k} \gamma_{m,k} \\
+ \sum_{k' \in (m), k' \neq k} \left( P_t \alpha_m^2 \vartheta_{m,k'} \gamma_{m,k'} \beta_{m,k} \right) + \sigma^2 \\
= \sum_{k' \in (m)} \left( P_t \alpha_m^2 \vartheta_{m,k'} \gamma_{m,k'} \beta_{m,k} \right) + \sigma^2 
\]
Appendix B: Proof of Lemma 1

set
\[ y_1 = \hat{\lambda} \gamma^\mu, y_2 = \log_2(1 + \gamma) \]  

then
\[ y_1 \left( \hat{\gamma} \right) = y_2 \left( \hat{\gamma} \right), y_1' \left( \hat{\gamma} \right) = y_2' \left( \hat{\gamma} \right) \]  

then
\[
\begin{align*}
\hat{\lambda} \hat{\gamma}^\mu &= \log_2(1 + \hat{\gamma}) \\
\hat{\lambda} \mu \hat{\gamma}^{\mu-1} &= \frac{1}{\ln 2 \times (1+\hat{\gamma})}
\end{align*}
\]  

so
\[ \mu = \frac{\hat{\gamma}}{\ln 2 \times (1 + \hat{\gamma}) \log_2(1 + \hat{\gamma})}, \hat{\lambda} = \hat{\gamma}^{-\mu} \log_2(1 + \hat{\gamma}) \]  
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