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Abstract

In this work, a novel solution to the speaker identification problem is proposed through minimization of statistical divergences between the probability distribution \( g \) of feature vectors from the test utterance and the probability distributions of the feature vector corresponding to the speaker classes. This approach is made more robust to the presence of outliers, through the use of suitably modified versions of the standard divergence measures. The relevant solutions to the minimum distance methods are referred to as the minimum rescaled modified distance estimators (MRMDEs). Three measures were considered – the likelihood disparity, the Hellinger distance and Pearson’s chi-square distance. The proposed approach is motivated by the observation that, in the case of the likelihood disparity, when the empirical distribution function is used to estimate \( g \), it becomes equivalent to maximum likelihood classification with Gaussian Mixture Models (GMMs) for speaker classes, a highly effective approach used, for example, by Reynolds [22] based on Mel Frequency Cepstral Coefficients (MFCCs) as features. Significant improvement in classification accuracy is observed under this approach on the benchmark speech corpus NTIMIT and a new bilingual speech corpus NISIS, with MFCC features, both in isolation and in combination with delta MFCC features. Moreover, the ubiquitous principal component transformation, by itself and in conjunction with the principle of classifier combination, is found to further enhance the performance.

1 Introduction

Automatic speaker identification/recognition (ASI/ASR), that is, the automated process of inferring the identity of a person from an utterance made by him/her, on the basis of speaker-specific information embedded in the corresponding speech signal, has important practical applications. For example,
it can be used to verify identity claims made by users seeking access to secure systems. It has great potential in application areas like voice dialing, secure banking over a telephone network, telephone shopping, database access services, information and reservation services, voice mail, security control for confidential information, and remote access to computers. Another important application of speaker recognition technology is in forensics.

Speaker recognition, being essentially a pattern recognition problem, can be specified broadly in terms of the features used and the classification technique adopted. From experience gained over the past several years from research going on, it has been possible to identify certain groups of features that can be extracted from the complex speech signal, which carry a great deal of speaker-specific information. In conjunction with these features, researchers have also identified classifiers which perform admirably. Mel Frequency Cepstral Coefficients (MFCCs) and Linear Prediction Cepstral Coefficients (LPCCs) are the popularly used features, while Gaussian Mixture Models (GMMs), Hidden Markov Models (HMMs), Vector Quantization (VQ) and Neural Networks are some of the more successful speaker models/classification tools. Any good review article on speaker recognition (for example, [6, 11, 15]), contains details and citations about more than a few of these features and models. It is quite apparent that much of the research involves juggling various features and speaker models in different combinations to get new ASR methodologies. Reynolds [22] proposed a speaker recognition system based on MFCCs as features and GMMs as speaker models and, by implementing it on the benchmark data sets TIMIT [9, 12] and NTIMIT [12], demonstrated that it works almost flawlessly on clean speech (TIMIT) and quite well on noisy telephone speech (NTIMIT). This successful application of GMMs for modeling speaker identity is motivated by the interpretation that the Gaussian components represent some general speaker-dependent spectral shapes, and also by the capability of mixtures to model arbitrary densities. This approach is one of the most effective approaches available in the literature, as far as accuracy on large speaker databases is concerned.

In this paper, a novel approach has been proposed for solving the speaker identification problem through the minimization, over all $K$ speaker classes, of statistical divergences [2] between the (hypothetical) probability distribution ($g$) of feature vectors from the test utterance and the probability distribution $f_k$ of the feature vector corresponding to the $k$-th speaker class, $k = 1, 2, \ldots, K$. The motivation for this approach is provided by the observation that, for one such measure, namely, the Likelihood Disparity, it (the proposed approach) becomes equivalent to the highly successful maximum likelihood classification rule based on Gaussian Mixture Models for speaker classes [22] with Mel Frequency Cepstral Coefficients (MFCCs) as features. This approach has been made more robust to the possible presence of outlying observations through the use of robustified versions of associated estimators. Three different divergence measures have been considered in this work, and it has been established empirically, with the help of a couple of speech corpora, that the proposed method outperforms the baseline method of Reynolds, when Mel Frequency Cepstral Coefficients (MFCCs) are used as features, both in isolation and in combination with delta MFCC features (Section 5.3). Moreover, its performance is found to be enhanced significantly in conjunction with the following
two-pronged approach, which had been shown earlier \cite{18} to improve the classification accuracy of the basic MFCC-GMM speaker recognition system of Reynolds:

- **Incorporation of the individual correlation structures of the feature sets into the model for each speaker**: This is a significant aspect of the speaker models that Reynolds had ignored by assuming the MFCCs to be independent. In fact, this has given rise to the misconception that MFCCs are uncorrelated. Our objective is achieved by the simple device of the Principal Component Transformation (PCT) \cite{21}. This is a linear transformation derived from the covariance matrix of the feature vectors obtained from the training utterances of a given speaker, and is applied to the feature vectors of the corresponding speaker to make the individual coefficients uncorrelated. Due to differences in the correlation structures, these transformations are also different for different speakers. The GMMs are fitted on the feature vectors transformed by the principal component transformations rather than the original features. For testing, to determine the likelihood values with respect to a given target speaker model, the feature vectors computed from the test utterance are rotated by the principal component transformation corresponding to that speaker.

- **Combination of different classifiers based on the MFCC-GMM model**: Different classifiers are built by varying some of the parameters of the model. The performance of these classifiers in terms of classification accuracy also varies to some extent. By combining the decisions of these classifiers in a suitable way, an aggregate classifier is built whose performance is better than any of the constituent classifiers.

The application of Principal Component Analysis (PCA) is certainly not new in the domain of speaker recognition, though the primary aim has been to implement dimensionality reduction \cite{7,13,23,24,16,20} for improving performance. The novelty of the approach used here (proposed by Pal et al. \cite{18}) lies in the fact that the principle underlying PCA has been used to make the features uncorrelated, without trying to reduce the size of the data set. To emphasize this feature, we refer to our implementation as the Principal Component Transformation (PCT) and not PCA. Moreover, another unique feature of our approach is as follows. We compute the PCT for each speaker on the training utterances and store them. GMMs for a speaker are estimated based on the feature vectors transformed by its PCT. For testing, unlike what has been reported in other work, in order to determine the likelihood values with respect to a given target speaker model, the MFCCs computed from the test utterance are rotated by the PCT for that target speaker, and not the PCT determined from the test signal itself. The motivation is that if the test signal comes from this target speaker, when transformed by the corresponding PCT, it will match the model better.

The principle of combination or aggregation of classifiers for improvement in accuracy has been used successfully in the past for speaker recognition, for example, by Besacier and Bonastre \cite{3}, Altıncay and Demirekler \cite{1}, Hanilçi and Ertaş \cite{13}, Trabelsi and Ben Ayed \cite{25}. In the approach proposed
in this work, different type of classifiers are not combined. Rather, a few GMM-based classifiers are generated and their decisions are combined. This is somewhat similar to the principle of Bagging [4] or Random Forests [5].

The proposed approach has been implemented on the benchmark speech corpus, NTIMIT, as well as a relatively new bilingual speech corpus NISIS [19], and noticeable improvement in recognition performance is observed in both cases, when Mel Frequency Cepstral Coefficients (MFCCs) are used as features, both in isolation and in combination with delta MFCC features.

The paper is organized as follows. The minimum distance (or divergence) approach is introduced in the following section, together with a few divergence measures. The proposed approach is presented in Section 3, which also outlines the motivation for it. Section 4 gives a brief description of the speech corpora used, namely, NISIS and NTIMIT, and contains results obtained by applying the proposed approach on them, which clearly establish its effectiveness. Section 5 summarizes the contribution of this work and proposes future directions for research in this area.

2 Divergence Measures

Let \( f \) and \( g \) be two probability density functions. Let the Pearson’s residual [17] for \( g \), relative to \( f \), at the value \( x \) be defined as

\[
\delta(x) = \frac{g(x)}{f(x)} - 1.
\]

The residual is equal to zero at such values where the densities \( g \) and \( f \) are identical. We will consider divergences between \( g \) and \( f \) defined by the general form

\[
\rho_C(g, f) = \int x C(\delta(x)) f(x) \, dx,
\]

where \( C \) is a thrice differentiable, strictly convex function on \([-1, \infty)\), satisfying \( C(0) = 0 \).

Specific forms of the function \( C \) generate different divergence measures. In particular, the likelihood disparity (LD) is generated when \( C(\delta) = (\delta + 1) \log(\delta + 1) - \delta \). Thus,

\[
LD(g, f) = \int x [((\delta(x) + 1) \log(\delta(x) + 1) - \delta(x)] f(x) \, dx
\]

which ultimately reduces upon simplification to

\[
LD(g, f) = \int x \log(\delta(x) + 1) \, dG = \int x \log(g(x)) \, dG - \int x \log(f(x)) \, dG,
\]

where \( G \) is the distribution function corresponding to \( g \). For the Hellinger distance (HD), since \( C(\delta) = 2(\sqrt{\delta + 1} - 1)^2 \), we have

\[
HD(g, f) = 2 \int x (\sqrt{\frac{g(x)}{f(x)}} - 1)^2 f(x) \, dx,
\]
which can be expressed (upto an additive constant independent of $g$ and $f$) as

$$HD(g, f) = -4 \int \frac{1}{\sqrt{\delta(x)} + 1} \, dG.$$  (3)

For Pearson’s chi-square (PCS) divergence, $C(\delta) = \delta^2/2$, so

$$PCS(g, f) = \frac{1}{2} \int (\frac{g(x)}{f(x)} - 1)^2 f(x) \, dx,$$

which simplifies (upto an additive constant independent of $g$ and $f$) to

$$PCS(g, f) = \frac{1}{2} \int (\delta(x) + 1) \, dG.$$  (4)

The divergences within the general class described in (1) have been called disparities $[2, 17]$. The LD, HD and the PCS denote three prominent members of this class.

2.1 Minimum Distance Estimation

Let $X_1, X_2, \ldots, X_n$ represent a random sample from a distribution $G$ having a probability density function $g$ with respect to the Lebesgue measure. Let $\hat{g}_n$ represent a density estimator of $g$ based on the random sample. Let the parametric model family $\mathcal{F}$, which models the true data-generating distribution $G$, be defined as $\mathcal{F} = \{F_\theta : \theta \in \Theta \subseteq \mathbb{R}^p\}$, where $\Theta$ is the parameter space. Let $\mathcal{G}$ denote the class of all distributions having densities with respect to the Lebesgue measure, this class being assumed to be convex. It is further assumed that both the data-generating distribution $G$ and the model family $\mathcal{F}$ belong to $\mathcal{G}$. Let $g$ and $f_\theta$ denote the probability density functions corresponding to $G$ and $F_\theta$. Note that $\theta$ may represent a continuous parameter as in usual parametric inference problems of statistics, or it may be discrete-valued, if it denotes the class label in a classification problem like speaker recognition.

The minimum distance estimation approach for estimating the parameter $\theta$ involves the determination the element of the model family which provides the closest match to the data in terms of the distance (more generally, divergence) under consideration. That is, the minimum distance estimator $\hat{\theta}$ of $\theta$ based on the divergence $\rho_C$ is defined by the relation

$$\rho_C(\hat{g}_n, f_\theta) = \min_{\theta \in \Theta} \rho_C(\hat{g}_n, f_\theta).$$

When we use the likelihood disparity (LD) to assess the closeness between the data and the model densities, we determine the element $f_\theta$ which is closest to $g$ in terms of the likelihood disparity. In this case the procedure, as we have seen in Equation (12), becomes equivalent to the choice of the element $f_\theta$ which maximizes $\int x \log(f_\theta(x)) \, dG(x)$. As $g$ (and the corresponding distribution function $G$) is unknown, we need to optimize a sample based version of the objective function. While in
general this will require the construction of a kernel density estimator \( \hat{g} \) (or an alternative density estimator), in case of the likelihood disparity this is provided by simply replacing the differential \( dG \) with \( dG_n \), where \( G_n \) is the empirical distribution function. The procedure based on the minimization of the objective function in Equation (2) then further simplifies to the maximization of

\[
\frac{1}{n} \sum_{i=1}^{n} \log f_\theta(X_i)
\]

which is equivalent to the maximization of the log likelihood.

The above demonstrates a simple fact, well-known in the density-based minimum distance literature or in information theory, but not well-perceived by most scientists including many statisticians: the maximization of the log-likelihood is equivalently a minimum distance procedure. This provides our basic motivation in this paper. Although we base our numerical work on the three divergences considered in the previous section, our primary intent is to study the general class of minimum distance procedures in the speech-recognition context such that the maximum likelihood procedure is a special case of our approach. Many of the other divergences within the class generated by Equation (1) also have equivalent objective functions that are to be maximized to obtain the solution and have simple interpretations.

However, in one respect the likelihood disparity is unique. It is the only divergence in this class where the sample based version of the objective function may be created by the simple use of the empirical and no other nonparametric density estimation is required. Observe that both in Equations (3) and (4), the integrand involves \( \delta(x) \), and therefore a density estimate for \( g \) is required even after replacing \( dG \) by \( dG_n \).

### 2.2 Robustified Minimum Distance Estimators

When the divergence \( \rho_C(\hat{g}_n, f_\theta) \) is differentiable with respect to \( \theta \), the minimum distance estimator \( \hat{\theta} \) of \( \theta \) based on the divergence \( \rho_C \) is obtained by solving the estimating equation

\[
- \nabla \rho_C(\hat{g}_n, f_\theta) = \int_x A(\delta(x)) \nabla f_\theta(x) dx = 0,
\]

where the function \( A(\delta) \) is defined as

\[
A(\delta) = C'(\delta)(\delta + 1) - C(\delta).
\]

If the function \( A(\delta) \) satisfies \( A(0) = 0 \) and \( A'(0) = 1 \) then it is termed the Residual Adjustment Function (RAF) of the divergence. Here \( \nabla \) denotes the gradient operator with respect to \( \theta \), and \( C'(\cdot) \) and \( A'(\cdot) \) represent the respective derivatives of the functions \( C \) and \( A \) with respect to their arguments.
Since the estimating equations of the different minimum distance estimators differ only in the form of the residual adjustment function $A(\delta)$, it follows that the properties of these estimators must be determined by the form of the corresponding function $A(\delta)$. Since $A'(\delta) = (\delta + 1)C''(\delta)$ and, as $C(\cdot)$ is a strictly convex function on $[-1, \infty)$, $A'(\delta) > 0$ for $\delta > 1$; hence $A(\cdot)$ is a strictly increasing function on $[1, \infty)$.

Geometrically, the RAF is the most important tool to demonstrate the general behaviour or the heuristic robustness properties of the minimum distance estimators corresponding to the class defined in (1). A dampened response to increasing positive $\delta$ will ensure that the RAF shrinks the effect of large outliers as $\delta$ increases, thus providing a strategy for making the corresponding minimum distance estimator robust to outliers.

For the likelihood disparity (LD), $C(\delta)$ is unbounded for large positive values of the residual $\delta$, and the corresponding estimating equation is given by,

$$-
abla LD(g, f_\theta) = \int_x \delta \nabla f_\theta = 0.$$  

So, the residual adjustment function (RAF) for LD, $A_{LD}(\delta) = \delta$, increases linearly in $\delta$. Thus, to dampen the effect of outliers, a modified $A(\delta)$ function could be used, which is defined as

$$A(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
\delta & \text{for } \delta \in (\alpha, \alpha^*). 
\end{cases}$$  

(6)

This eliminates the effect of large $\delta$ residuals beyond the range $(\alpha, \alpha^*)$. This proposal is in the spirit of the trimmed mean.

The $C(\delta)$ function for the modified LD (MLD) reduces to

$$C_{MLD}(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
(\delta + 1) \log(\delta + 1) - \delta & \text{for } \delta \in (\alpha, \alpha^*). 
\end{cases}$$  

(7)

Similarly, the RAF for the Hellinger distance is $A_{HD} = 2(\sqrt{\delta + 1} - 1)$, which too is unbounded for large values of $\delta$, in spite of its local robustness properties. To obtain a robustified estimator, the RAF is modified to

$$A(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
2(\sqrt{\delta + 1} - 1) & \text{for } \delta \in (\alpha, \alpha^*), 
\end{cases}$$  

(8)

so that the $C(\delta)$ function for the modified HD (MHD) becomes

$$C_{MHD}(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
2(\sqrt{\delta + 1} - 1)^2 & \text{for } \delta \in (\alpha, \alpha^*). 
\end{cases}$$  

(9)
For Pearson’s chi-square (PCS) divergence, \( A(\delta) = \delta + \frac{\delta^2}{2} \) is again unbounded for large \( \delta \), so the RAF is modified to

\[
A(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
\delta + \frac{\delta^2}{2} & \text{for } \delta \in (\alpha, \alpha^*),
\end{cases}
\]

so that the \( C(\delta) \) function for the modified PCS (MPCS) becomes

\[
C_{\text{MPCS}}(\delta) = \begin{cases} 
0 & \text{for } \delta \in [-1, \alpha] \cup [\alpha^*, \infty); \\
\frac{\delta^2}{2} & \text{for } \delta \in (\alpha, \alpha^*).
\end{cases}
\]

In Figure 1, we have presented the RAFs of our three candidate divergences, the LD, the HD and the PCS. Notice that they have three different forms. The RAF of the LD is linear, that of the HD is concave, while the PCS has a convex RAF. We have chosen our three candidates as representatives of these three types, so that we have a wide description of the divergences of the different types.
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**Figure 1:** The Residual Adjustment Functions (RAFs) of the LD, HD and PCS divergences

**Remark 1:** In the above proposals, the approach to robustness is not through the intrinsic behaviour of the divergences, but through the trimming of highly discordant residuals. For small-to-moderate residuals, the RAFs of these divergences are not widely different, as all of them relate to the treatment of residuals which do not exhibit extreme departures from the model. However, these small deviations
often provide substantial differences in the behavior of the corresponding estimators. We hope to find out how the small departures exhibited in these divergences are reflected in their classification performance.

**Remark 2:** In this paper, our minimization of the divergence will be over a discrete set corresponding to the indices of the existing speakers in the database that the new utterance is matched against. Thus we will not directly use the estimating equation in (5) to ascertain the minimizer. In fact if we restrict ourselves just to the three divergences considered here, there would be no reason to use the residual adjustment function. However these divergences are only representatives of a bigger class, and generally the properties of the minimum distance estimators are best understood through residual adjustment function. Reconstructing the function \( C(\cdot) \) from the residual adjustment function \( A(\cdot) \) requires solving an appropriate differential equation. When this reconstruction does not lead to a closed form of the \( C(\cdot) \), one has to directly use the form of the residual adjustment function for the minimizations considered in this paper.

**Remark 3:** Any divergence of the form described in Equation (1) can be expressed in terms of several distinct \( C(\delta) \) functions. While they lead to the same divergence when integrated over the entire space, when the range is truncated by eliminating very large and very small residuals, the role of the \( C(\cdot) \) function becomes important. In this section we have modified the likelihood disparity, the Hellinger distance and the Pearson’s chi-square by truncating the \( C(\cdot) \) functions having the form

\[
C_{LD}(\delta) = (\delta + 1) \log(\delta + 1) - \delta, \quad C_{HD} = 2(\sqrt{\delta + 1} - 1)^2, \quad C_{PCS} = \frac{\delta^2}{2}.
\]

One could also modify the versions presented in Equations (2), (3) and (4) in a similar spirit and obtain truncated solutions of the minimization problem under study.

### 3 The Proposed Approach

It is assumed that probability distribution \( g \) for the (unknown) speaker of the test utterance is unknown. However, it can be estimated by \( \hat{g} \) computed from the test utterance using the feature vectors \( \mathbf{x}_i \)'s, corresponding to a number of overlapping short-duration segments into which the segment can be divided. The proposed approach aims to identify \( k^* \), for which \( f_{k^*} \) is most similar to \( g \) in the minimum distance sense, where \( f_k, k = 1, 2, \ldots, K \), are the probability models for the \( K \) speaker classes. In other words, the proposed approach infers that speaker number \( k^* \) has uttered the test speech if

\[
k^* = \arg \min_k \rho_C(g, f_k),
\]

where \( \rho_C(\cdot, \cdot) \) is some statistical divergence measure between two probability density functions, for a given choice of the function \( C \). If the Pearson’s residual for \( g \) relative to \( f_k \) at the value \( \mathbf{x} \) be defined
by
\[ \delta_k(x) = \frac{g(x)}{f_k(x)} - 1, \]
then the divergence between \( g \) and \( f_k \) is given by
\[ \rho_C(g, f_k) = \int_x C(\delta_k(x)) f_k(x) \, dx. \]

Let \( X_1, X_2, \ldots, X_M \) be a random sample of size \( M \) from \( g \) and let us estimate the corresponding distribution function \( G \) by the empirical distribution function
\[ G_n(x) = \frac{1}{M} \sum_{i=1}^{M} \mathbb{1}(X_i \leq x) \]
based on the data \( x_i, i = 1, \ldots, M \), where \( \mathbb{1}(A) \) is the indicator of the set \( A \).

### 3.1 Modified Minimum Distance Estimation

As noted earlier, specific forms of the function \( C(\cdot) \) generate different divergence measures. In the following, we will describe the identification of the speaker of the test utterance based on the three divergencees considered in Section 2.

#### 3.1.1 Estimation based on the Likelihood Disparity

The likelihood disparity (LD) between \( g \) and \( f_k \) is (upto an additive constant)
\[ LD(g, f_k) = \int_x \log(\delta_k(x) + 1) \, dG = \int_x \log(g(x)) \, dG - \int_x \log(f_k(x)) \, dG, \]  
(12)
Under the proposed approach, the speaker of a test utterance is identified by minimizing the likelihood disparity between \( g \) and the \( f_k \)'s, that is, as speaker number \( k^* \) if
\[ k^* = \arg \min_k LD(g, f_k) = \arg \max_k \int_x \log(f_k(x)) \, dG \]
where the second equality holds because the first term in the expression of \( LD(g, f_k) \) given in Equation (12) does not involve \( f_k \). Since \( \int_x \log(f_k(x)) \, dG_n \) is an estimator of \( \int_x \log(f_k(x)) \, dG \), we have
\[ \int_x \log(f_k(x)) \, dG \approx \int_x \log(f_k(x)) \, dG_n = \frac{1}{M} \sum_{i=1}^{M} \log(f_k(x_i)). \]  
(13)
Therefore, we will choose the index by maximizing the log-likelihood, which gives
\[ \hat{k}^* = \arg \max_k \sum_{i=1}^{M} \log(f_k(x_i)) = \arg \max_k \prod_{i=1}^{M} f_k(x_i). \]  
(14)
3.1.2 Estimation based on the Hellinger Distance

Using the form described in Equation (3), the Hellinger distance (HD) between \( g \) and \( f_k \) is the same (upto an additive constant) as

\[
HD(g, f_k) = -4 \int x \frac{1}{\sqrt{\delta_k(x)} + 1} dG. 
\]  

(15)

By the same reasoning as before, the speaker of the test utterance is determined to be speaker number \( k^* \), by minimizing the empirical version of the Hellinger distance between \( g \) and \( f_k \)'s, that is,

\[
\hat{k}^* = \arg \max_k \sum_{i=1}^M \frac{1}{\sqrt{\delta_k(x_i)} + 1}. 
\]  

(16)

We have dropped the factor of \( 1/M \) as it has no role in the maximization. However in this case we have to substitute a density estimate of \( g \) in the expression of \( \delta_k \). Here we will do this using a Gaussian mixture model.

3.1.3 Estimation based on the Pearson Chi-square Distance

Using the form described in Equation (4), the Pearson’s chi-square between \( g \) and \( f_k \) is the same as (up to an additive constant)

\[
PCS(g, f_k) = \frac{1}{2} \int_x \left( \delta_k(x) + 1 \right) dG. 
\]  

(17)

Thus, as before, speaker number \( k^* \) is identified as having produced the test utterance if

\[
\hat{k}^* = \arg \min_k \sum_{i=1}^M (\delta_k(x_i) + 1). 
\]  

(18)

For each of the three divergences considered in Sections 3.1.1-3.1.3, we trim the empirical versions of the divergences in the spirit of Section 2.2. This will mean that our modified objective function for the three divergences (LD, HD and PCS)) are, respectively

\[
\sum_{i \in B} \log f_k(x_i), \quad \sum_{i \in B} \frac{1}{\sqrt{\delta_k(x_i)} + 1}, \quad \text{and} \quad \sum_{i \in B} (\delta_k(x_i) + 1),
\]

where the set \( B \) may be defined as \( B = \{i | \delta_k(x_i) \in (\alpha, \alpha^*) \} \); the set \( B \) depends on \( k \) also, but we keep the dependence implicit. In our experimentation, we have varied both \( \alpha \) and \( \alpha^* \) in order to control the effect of both outliers and inliers and chose the pair that led to maximum speaker identification accuracy.
3.2 Minimum Rescaled Modified Distance Estimation

In our implementation of the above proposal, we chose $\alpha$ and $\alpha^*$ not as absolutely fixed values, but as values which will provide a fixed level of trimming (like 10% or 20%). However, on account of the very high dimensionality of the data and the availability of a relatively small number of data points for each test utterance, the estimated densities are often very spiky, leading to very high estimated densities at the observed data points. This, in turn, often leads to very high Pearson residuals at such observations. Since the choice of the tuning parameters is related to the trimming of a fixed proportion of observations, many of the untrimmed observations may still be associated with very high Pearson residuals, which makes the estimation unreliable. As a result, $\delta$ becomes very large at a majority of the sample points of the test utterances, which impacts heavily on the divergence measures.

From [12] we see that, $\delta_k(x_i)$, $i = 1, \ldots, M$ are in logarithmic scale in the expression of LD. In fact Equation (13) shows that the final objective function in case of the empirical version of the likelihood disparity does not directly depend on the values of the Pearson residuals at all. Thus, although $\delta_k(x_i)$ values are large, LD gives quite sensible divergence values. But, in case of the HD as given in Eq. (15) and the PCS as given in Eq. (17), we find that the divergence values are greatly affected by the large $\delta_k(x_i)$ values for majority of $i$’s. Thus, in order to reduce the impact of large $\delta$ values on the HD and PCS, we propose a scaled version of the residual $\delta$ as follows:

$$\delta^* = \text{sign}(\delta) |\delta|^\beta$$

(19)

where

$$\text{sign}(\delta) = \begin{cases} 
1 & \text{for } \delta \geq 0, \\
-1 & \text{for } \delta < 0.
\end{cases}$$

and $\beta$ is a positive scaling parameter which can be used to control the impact of $\delta$. For a value of $\beta$ significantly smaller than 1, $\delta^*$ is scaled down to a much smaller value in magnitude compared to $\delta$. With this modification, then, our relevant objective functions for the LD, HD and PCS are

$$\sum_{i \in B} \log f_k(x_i), \quad \sum_{i \in B} \frac{1}{\sqrt{\delta^*_k(x_i)} + 1}, \quad \text{and} \quad \sum_{i \in B} (\delta^*_k(x_i) + 1).$$

Notice that the objective function for LD remains the same as described in Section 3.1, but the objective functions for the HD and PCS are the same only when $\beta = 1$.

We will refer to the estimators obtained by minimizing the rescaled, modified objective functions as the Minimum Rescaled Modified Distance Estimators (MRMDEs) of type I. Only in case of the likelihood disparity the rescaling part is absent.
3.3 Minimum Rescaled Modified Distance Estimators (MRMDEs) of Type II

In the previous subsection we have described the construction of the MRMDEs of type I. In Remark 3 we have mentioned that the same divergence may be constructed by several distinct $C(\cdot)$ functions. While they provide identical results when integrated over the entire space, the modified versions corresponding to the different $C(\cdot)$ functions are necessarily different, although the differences are often small.

Note that
\[
\int C(\delta_k(x)) f_k(x) dx = \int \frac{C(\delta_k(x))}{(\delta_k(x)) + 1} dG(x),
\]
and using the same principles as in Sections 3.1 and 3.2, we propose the minimization of the objective function
\[
\sum_{i \in B} \frac{C(\delta^*(x_i))}{(\delta^*_k(x_i)) + 1}
\]
for the evaluation of the MRMDEs of Type II. Here the relevant $C(\cdot)$ functions corresponding to the LD, HD and PCS are as defined in Equations (7), (9) and (11). Note that in this case the rescaling has to be applied to all the three divergences, and not just to HD and PCS only.

4 The Principal Component Transformation

The idea of principal component transformation (PCT) as proposed in an earlier work [18] has also been used here. Let the PCT matrix of $k^{th}$ speaker be $P_k$, $k = 1, \ldots, K$ and $X_k(d \times M_k)$ be the training feature matrix for $k^{th}$ speaker, where $d$ = dimension of feature vector and $M_k$ = number of feature vectors. In the training phase, we first get the transformed feature matrix $X^*_k$ as,
\[
X^*_k = P_k X_k
\]
and then use it to train $f_k$. Now in the testing phase, we extract the feature matrix from a test utterance represented by $X$, compute the PCT matrix $P$ and obtain the transformed feature matrix $X^*$ as in (20). Then we train the model $g$ using $X^*$.

Let us define $f^*_k$ as,
\[
f^*_k(x) = f_k(P_k x)
\]
and $g^*$ as,
\[
g^*(x) = g(P x)
\]
It is easy to check that $f^*_k$, $k = 1, \ldots, K$ and $g^*$ are densities, as $P_k$'s and $P$ are orthonormal matrices. Now, we can use $f^*_k$'s as our true speaker models, $g^*$ as the model obtained from the test utterance and
obtain the intended speaker following the minimum distance based approach described previously. In particular for LD, we get the new modified equation from (13) as,

\[ \hat{k}^* = \arg \max_k M \sum_{i=1}^M \log(f^*_k(x_i)) = \arg \max_k M \sum_{i=1}^M \log(f_k(P_kx_i)) \] (21)

which is the same as the PCT-based approach proposed in our previous work [18].

Flow charts of the different components (training, testing and classifier combination) of the proposed approach are given in Figure 2.

5 Implementation and Results

The proposed approach was validated on two speech corpora, whose details are given in the following section.

5.1 ISIS and NISIS: New Speech Corpora

ISIS (an acronym for Indian Statistical Institute Speech) and NISIS (Noisy ISIS) [19] are speech corpora, which respectively contain simultaneously-recorded microphone and telephone speech of 105 speakers, over multiple sessions, spontaneous as well as read, in two languages (Bangla and English), recorded in a typical office environment with moderate background noise. They were created in the Indian Statistical Institute, Kolkata, as a part of a project funded by the Department of Information Technology, Ministry of Communications and Information Technology, Government of India, during 2004-07. The speakers had Bangla or another Indian language as their mother tongue, and so were non-native English speakers. Particulars of both corpora are given below:

- Number of speakers: 105 (53 male + 52 female)
- Recording environment: moderately quiet computer room
- Sessions per speaker: 4 (numbered I, II, III and IV)
- Interval between sessions: 1 week to about 2 months
- Types of utterances in Bangla and English per session:
  - 10 isolated words (randomly drawn from a specific text corpus, and generally different for all speakers and sessions)
  - answers to 8 questions (these answers included dates, phone numbers, alphabetic sequences, and a few words spoken spontaneously)
Figure 2: Flow charts for the three components of the proposed speaker identification method

- 12 sentences (first two sentences common to all speakers, the remaining randomly drawn from the text corpus, duration ranging from 3-10 seconds)
Thus, for each session, there are two sets of recordings per speaker, one each in Bangla and English, containing 21 files each.

5.2 The Benchmark Telephone Speech Corpus NTIMIT

NTIMIT\cite{10,14}, like TIMIT\cite{9,12} is an acoustic-phonetic speech corpus in English, belonging to the Linguistic Data Consortium (LDC) of the University of Pennsylvania. TIMIT consists of clean microphone recordings of 10 different read sentences (2 sa, 3 si and 5 sx sentences, some of which have rich phonetic variability), uttered by 630 speakers (438 males and 192 females) from eight major dialect regions of the USA. It is characterized by 8-kHz bandwidth and lack of intersession variability, acoustic noise, and microphone variability or distortion. These features make TIMIT a benchmark of choice for researchers in several areas of speech processing.

NTIMIT, on the other hand, is the speech from the TIMIT database played through a carbon-button telephone handset and recorded over local and long-distance telephone loops. This provides speech identical to TIMIT, except that it is degraded through carbon-button transduction and actual telephone line conditions. Performance differences between identical experiments on TIMIT and NTIMIT are therefore, expected to arise primarily from the degrading effects of telephone transmission. Since the ordinary MFCC-GMM model achieves near perfect accuracy on TIMIT, further improvement seems to be unlikely. Therefore we have experimented with the NTIMIT database exclusively.

5.3 Features Used

The features used in this work are the widely-used Mel-frequency cepstral coefficients (MFCCs)\cite{8}, which are coefficients that collectively make up a Mel Frequency Cepstrum (MFC). The latter is a representation of the short-time power spectrum of a sound signal, based on a linear cosine transform of a log-energy spectrum on a nonlinear mel scale of frequency. It exploits auditory principles, as well as the decorrelating property of the cepstrum, and is amenable to compensation for convolution distortion. As such, it has turned out to be one of the most effective feature representations in speech-related recognition tasks\cite{20}. A given speech signal is partitioned into overlapping segments or frames, and MFCCs are computed for each such frame. Based on a bank of $K$ filters, a set of $M$ MFCCs is computed from each frame $\text{[18]}$.

In addition, the delta Mel-frequency cepstral coefficients $\text{[20]}$, which are nothing but the first-order frame-to-frame differences of the MFCCs, have also been used.
5.4 Results

The evaluation of the proposed method has been performed with the help of 10 recordings per speaker in both corpora, with the help of two different data sets:

- Dataset 6:4: consisting of the first 6 utterances for training and remaining 4 for testing
- Dataset 8:2: consisting of the first 8 utterances for training and remaining 2 for testing

In addition, evaluation has been done on two different sets of features:

- FS-I: 20 MFCCs and 20 delta MFCCs
- FS-II: 39 MFCCs

To implement the ensemble classification principle, on a number of competing MFCC-GMM classifiers were generated by varying certain tuning parameters of the generic MFCC-GMM classifier; the values of the parameters tuned (window size, minimum frequency and maximum frequency) are mentioned in the tables. The accuracy of the aggregated GMM-MFCC classifier is obtained by combining the likelihood scores of the individual classifier components.

The best performance observed on NTIMIT in our earlier work —citepal2014 has been summarized in Table I without the PCT (WOPCT) as well as with PCT (WPCT). These will be used as the baseline for assessing the efficacy of the proposed approach based on the Minimum Rescaled Modified Distance Estimators (MRMDEs), employing all three divergence measures described in Section 3.

5.5 Results with NTIMIT

Table II gives the identification accuracy on NTIMIT with the proposed approach, using all three divergence measures described in . From the latter it is evident that significant improvement has been achieved with MRMDEs based on all three divergence measures. Moreover, in each case, FS-I, which contains 20 MFCCs and 20 delta MFCCs, gives uniformly better performance than FS-II, consisting of 39 MFCCs only. Overall, the best performance of 56.19% with the 6:4 dataset and 67.86% with the 8:2 dataset has been obtained with the LD divergence, using FS-I. These represent an improvement of over 10% over the baseline performance.

5.6 Results with NISIS

The best performance observed on NISIS using English recordings from Session I only (referred to as ES-I) in our earlier work (Bose et al., 2014) has been summarized in Table I without the PCT
Table I: Performance of the Baseline MFCC-GMM Speaker Identification system

| Corpus  | Data set | Individual WOPCT | Individual WPCT | Aggregate WOPCT | Aggregate WPCT |
|---------|----------|------------------|-----------------|----------------|---------------|
| NTIMIT  | 6:4      | 34.96            | 42.26           | 40.36          | 45.99         |
|         | 8:2      | 42.41            | 52.30           | 49.05          | 55.63         |
| NISIS (ES-I) | 6:4 | 68.50            | 85.50           | 71.50          | 86.50         |
|         | 8:2      | 76.00            | 89.00           | 77.00          | 91.50         |

(WOPCT) as well as with PCT (WPCT), while Table II gives the identification accuracy on it with the proposed approach, using all three divergence measures described in Section 3. As in the case of NTIMIT, it is seen that significant improvement has been achieved with MRMDEs in each divergence measure. Moreover, as observed earlier with NTIMIT, FS-I gives uniformly better performance than FS-II, in each instance. Again, as before the best overall performance of 92% with the 6:4 dataset and 94.5% with the 8:2 dataset has been obtained with the LD divergence. These represent an improvement of about 6% over the baseline performance.

It is worth noting that the improvement on NISIS is not as dramatic as that with NTIMIT. The explanation is that, the baseline performance with NISIS being quite high to begin with, there is not too much scope for improving that further. This may possibly be another positive feature of the proposed approach, namely, its ability to provide a relatively stronger boost to weaker baseline methods.

6 Conclusions

In the usual approach of Speaker identification, the probability distribution of the MFCC features for each speaker is modeled using Gaussian Mixture Models. For a test utterance, its MFCC feature vectors are matched with the speaker models using the likelihood scores derived from each model. The test utterance is assigned to the model with highest likelihood score.

In this work, a novel solution to the speaker identification problem is proposed through minimization of statistical divergences between the probability distribution \(g\) of feature vectors derived from the test utterance and the probability distributions of the feature vectors corresponding to the speaker classes. This approach is made more robust to the presence of outliers, through the use of suitably modified versions of the standard divergence measures. Three such measures were considered – the likelihood disparity, the Hellinger distance and the Pearson chi-square distance.

It turns out that the proposed approach with the likelihood disparity, when the empirical distribution
function is used to estimate $g$, becomes equivalent to maximum likelihood classification with Gaussian Mixture Models (GMMs) for speaker classes, the usual approach discussed above. The usual approach was used for example, by Reynolds (1995) yielding excellent results. Significant improvement in classification accuracy is observed under the current approach on the benchmark speech corpus NTIMIT and a new bilingual speech corpus NISIS, with MFCC features, both in isolation and in combination with delta MFCC features. Further, the ubiquitous principal component transformation, by itself and in conjunction with the principle of classifier combination, improved the performance even further.
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Table II: Identification accuracy on NTIMIT under the proposed approach

| Dataset | Experiment | Window Size (ms) | Based on $C_{MLD}(\delta)$ | Based on $C_{MHD}(\delta)$ | Based on $C_{MPCS}(\delta)$ |
|---------|------------|-----------------|-----------------------------|-----------------------------|-----------------------------|
|         |            |                 | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT |
| 6:4     | 1          | 0.020           | 43.293 | 40.952 | 46.547 | 45.595 | 41.507 | 38.095 | 45.357 | 43.373 | 39.246 | 36.269 | 43.452 | 41.031 |
|         | 2          | 0.030           | 42.936 | 39.127 | 47.142 | 45.714 | 41.269 | 36.389 | 45.158 | 43.214 | 39.603 | 35.317 | 43.650 | 42.222 |
|         | Combined   |                 | 52.540 | 56.190 | 49.563 | 53.730 | 51.067 | 53.889 |                 |             |                 |             |                 |             |
| 8:2     | 1          | 0.020           | 56.031 | 52.381 | 59.523 | 57.539 | 53.571 | 49.603 | 57.539 | 54.761 | 51.587 | 46.587 | 55.165 | 50.535 |
|         | 2          | 0.030           | 56.270 | 49.365 | 60.079 | 57.539 | 54.444 | 46.666 | 57.301 | 55.317 | 52.142 | 44.365 | 56.349 | 53.253 |
|         | Combined   |                 | 64.524 | 67.857 | 61.429 | 64.206 | 63.571 | 66.111 |                 |             |                 |             |                 |             |

Table III: Identification accuracy on NISIS (ES-I) under the proposed approach

| Dataset | Experiment | Min Freq (Hz) | Max Freq (Hz) | Window Size (ms) | Based on $C_{MLD}(\delta)$ | Based on $C_{MHD}(\delta)$ | Based on $C_{MPCS}(\delta)$ |
|---------|------------|--------------|---------------|-----------------|-----------------------------|-----------------------------|-----------------------------|
|         |            |              |               |                 | FS-I | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT | WOPCT | WPCT |
| 6:4     | 1          | 200          | 4000          | 0.020           | 83.25 | 88    | 81.75 | 85    | 82.25 | 86.5 | 78.75 | 83.5 | 79    | 85    | 78.5 | 81.75 | 79    | 85    | 78.5 | 81.75 | 79    | 85    | 78.5 | 81.75 | 79    | 85    | 78.5 | 81.75 |
|         | 2          | 200          | 4000          | 0.030           | 83.75 | 86.75 | 79.5  | 85.5  | 82.25 | 84.25 | 76.25 | 83.25 | 80    | 84.25 | 75.5 | 82.25 | 79    | 85    | 78.5 | 81.75 | 79    | 85    | 78.5 | 81.75 | 79    | 85    | 78.5 | 81.75 |
|         | 3          | 0            | 5500          | 0.020           | 86.5  | 89.75 | 82.75 | 85.75 | 84.5  | 89.5  | 81.75 | 84    | 83    | 88.75 | 82.5 | 84.5  | 83    | 88.75 | 82.5 | 84.5  | 83    | 88.75 | 82.5 | 84.5  | 83    | 88.75 | 82.5 | 84.5  |
|         | 4          | 0            | 5500          | 0.030           | 87.75 | 89    | 83    | 87.75 | 86    | 87.75 | 82    | 86    | 82.75 | 87    | 81    | 84.75 | 83    | 87.5  | 85.5 | 88.75 | 83.5 | 86.5  | 85    | 88.5  | 86    | 88.5  | 86    | 88.5  |
|         | 1-4 Combined |                |              |                 | 87.5    | 92    | 84.5  | 88.5  | 86    | 89.5  | 83    | 86.5  | 85.5  | 88.75 | 83.5  | 86.5  | 85    | 88.5  | 86    | 88.5  | 86    | 88.5  | 85    | 88.5  | 86    | 88.5  | 85    | 88.5  |
| 8:2     | 1          | 200          | 4000          | 0.020           | 88.5   | 93    | 85    | 91.5  | 86.5  | 90.5  | 85    | 88.5  | 86    | 91    | 83.5  | 86.5  | 85    | 88.5  | 86    | 91    | 83.5  | 86.5  | 85    | 88.5  | 86    | 91    | 83.5  | 86.5  |
|         | 2          | 200          | 4000          | 0.030           | 89.5   | 93    | 85.5  | 91.5  | 87    | 90.5  | 82.5  | 89    | 88    | 91    | 82.5  | 89    | 88    | 91    | 82.5  | 89    | 88    | 91    | 82.5  | 89    | 88    | 91    |
|         | 3          | 0            | 5500          | 0.020           | 90    | 94.5  | 89    | 91.5  | 86    | 92    | 87.5  | 90    | 87.5  | 91.5  | 86.5  | 89    | 87.5  | 91.5  | 86.5  | 89    | 87.5  | 91.5  | 86.5  | 89    | 87.5  | 91.5  |
|         | 4          | 0            | 5500          | 0.030           | 90.5   | 92.5  | 89.5  | 93    | 89    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  | 88    | 90.5  |
|         | 1-4 Combined |                |              |                 | 90    | 94.5  | 92.5  | 93.5  | 88    | 92.5  | 89    | 92.5  | 89.5  | 91.5  | 90    | 91.5  | 90    | 91.5  | 90    | 91.5  | 90    | 91.5  | 90    | 91.5  | 90    | 91.5  | 90    | 91.5  |