Abstract

We introduce the new task of 3D object localization in RGB-D scans using natural language descriptions. As input, we assume a point cloud of a scanned 3D scene along with a free-form description of a specified target object. To address this task, we propose ScanRefer, where the core idea is to learn a fused descriptor from 3D object proposals and encoded sentence embeddings. This learned descriptor then correlates the language expressions with the underlying geometric features of the 3D scan and facilitates the regression of the 3D bounding box of the target object. In order to train and benchmark our method, we introduce a new ScanRefer dataset, containing 46,173 descriptions of 9,943 objects from 703 ScanNet [8] scenes. ScanRefer is the first large-scale effort to perform object localization via natural language expression directly in 3D.

1. Introduction

The deep learning revolution has enabled great progress in localizing objects in a given visual context given a natural language description referring to the object. Seminal methods for exploring visual grounding and referring expression resolution tasks have drawn attention in this research area [20, 19, 35]. Datasets such as ReferIt [26], RefCOCO [65], and Flickr30K Entities [42] are a key reason for this groundbreaking progress. However, at the same time they are also restricted to the 2D image domain. That is, bounding boxes and pixel segments representing objects are inherently limited to the context of a single RGB image and are unable to capture the full 3D extent of the objects. Knowing the 3D location and spatial extent of an object is critical for agents that need to interact with objects. For instance, if you ask a robot to bring “the black stool next to the fridge”, it is important for the robot to understand the underlying spatial layout of the environments in order to
successfully navigate within and interact with the environment.

In this work, we ground natural language expressions in 3D scenes. Specifically, we localize objects in 3D point clouds given natural language descriptions referring to the objects. To this end, we introduce an architecture that jointly learns to propose 3D bounding boxes for objects in an input point cloud and match the boxes against input descriptions.

To train and evaluate our architecture, we collect a new dataset: ScanRefer which augments RGB-D scans in ScanNet [8] with natural language descriptions. Concretely, we hire human annotators to describe objects in the reconstructed 3D environments, as well as their spatial context. This way, we annotate all unique scenes in ScanNet with free-form natural language descriptions. In total, we acquire 46,173 descriptions of 9,943 objects. To the best of our knowledge, our ScanRefer dataset is the first large-scale effort that combines 3D scene semantics and free-form descriptions in the 3D vision community.

In summary, our main contributions are as follows:

- We introduce the ScanRefer dataset containing 46,173 human-written free-form descriptions of 9,943 objects in 3D scans.
- We propose a data-driven method for localizing 3D target objects in a point cloud using natural language expressions.

2. Related Work

2.1. Grounding Referring Expressions in Images

There has been a plethora of successful work connecting images to natural language descriptions across tasks such as image captioning [25, 24, 55, 60], text-to-image retrieval [56, 22], and visual grounding [20, 35, 67]. The task of visual grounding (also known as referring expression comprehension or phrase localization) is to localize a region described by a given referring expression, the query. To address this task, many methods [20, 51, 56, 57, 42, 43, 35, 65, 67, 10] have been proposed. A common strategy of these works is to follow a two-stage pipeline, where in the first stage an object detector, either unsupervised [69] or pretrained [50], is used to propose regions of interest, and in the second stage the regions are ranked by similarity to the query, with the highest scoring region provided as the final output. In contrast, other methods [19, 39, 63] address the referring expression task with a single stage proposing end-to-end approaches, and some [19, 32, 30, 36, 64, 4] produce a segmentation mask for the object description. Another line of research investigates how to improve visual grounding using more advanced methods such as incorporating syntax [33, 15], using graph attention networks [58, 62], speaker-listener models [35, 66], as well as weakly supervised methods [59, 68, 9] and zero-shot settings for unseen nouns [52].

Despite the impressive work in visual grounding, these methods all operate on 2D image datasets [42, 26, 65]. A recent dataset [37] integrates the RGB-D images but it still lacks the complete 3D context beyond a single image. Qi et al. [48] proposes to study referring expressions in an embodied setting, where semantic annotations are project from 3D to 2D bounding boxes on images observed by an agent. In our work, we go beyond individual images. Our core contribution is to lift NLP tasks to 3D by introducing the first large-scale effort that couples free-form descriptions to objects in 3D scans.

2.2. Object Detection in 3D

With the recent growth of popularity of 3D scene understanding in computer vision, a variety of object detection methods have been proposed to the 3D domain. Many of these works operate on volumetric grids [17, 23, 29, 38, 11] and have achieved great success on several 3D RGB-D datasets [54, 8, 2]. As an alternative to regular grids, point-based methods, such as PointNet [45] or PointNet++ [47], have been used as backbones for 3D detection and/or object instance segmentation [61, 12]. Very recently, Qi et al. [46] introduced an object detection scheme based on Hough Voting [18] which differs most from other metric or anchor-based methods and is specifically tailored to point-based representations. Our approach extracts geometric features in a similar fashion, but our architecture further backprojects 2D feature information since color signal is critical for describing 3D objects with natural language.

2.3. 3D Vision Language

Despite the fact that vision and language research has been gaining popularity in image domains (e.g., image captioning [24, 55, 60, 34], image-text matching [13, 28, 31, 21, 14], and text-to-image generation [49, 14, 53]), only very few researchers focus on the joint domain of vision and language in 3D. For instance, the work by Chen et al. [5] learns a joint embedding of 3D shapes from ShapeNet [3] and corresponding free-form natural language descriptions. Achlioptas et al. [1] disambiguates between different objects using language. Recent work by Prabhudesai et al. [44] has started to investigate grounding of language to 3D by identifying 3D bounding boxes of target objects for simple arrangements of primitive shapes of different colors. Instead of focusing on isolated objects, our work considers large 3D real-world environments obtained by RGB-D reconstructions that are typical in semantic 3D scene understanding.
3. Task

We introduce the task of object localization in 3D scenes using natural language as illustrated in Fig. 2. The input to our task consists of a 3D scene together with a free-form text describing an object in the scene. The scene is represented as a point cloud where each point has 3D spatial coordinates as well as additional features such as colors and normals. The goal of the task is to predict the 3D bounding box of the object that matches the input description.

4. Dataset

We build our ScanRefer dataset based on ScanNet [8] which is composed of 1513 RGB-D scans taken in 707 unique indoor environments. We provide around 5 unique descriptions for each object in each scene, focusing on complete coverage of all objects that are present in the reconstruction.

4.1. Data Collection

We develop a 3D web-based annotation interface using WebGL which we deployed on Amazon Mechanical Turk (AMT) to collect object descriptions in the ScanNet scenes. The annotation pipeline consists of two stages, first description collection (see Fig. 3), followed by verification (see Fig. 4). This is similar in spirit to the ReferItGame [26], except we separate the writing of the description and the selection of referred objects into two phases. We select the set of objects to annotate from ScanNet by restricting the object categories to indoor furnitures and excluding structural objects such as “Floor” and “Wall” (see supplementary material for more details). We manually verify the reconstructed objects and filter out objects whose reconstructions are too incomplete and/or hard to identify.

4.1.1 Annotation

To collect object descriptions, we present a 3D web-based UI that shows the scene in context (see Fig. 3). We show the workers a visualization for the scene with all objects other than the target object faded out and an image gallery on the side to compensate for incomplete details in the recon-
structions. Annotators are provided with a random initial viewpoint that includes the target object and camera controls that they can use to adjust the camera view to better examine the target object. We ask the annotator to describe the appearance of the target object as well as its spatial location within the scene and relation to other objects. To ensure the descriptions are informative, we require the annotator to provide at least two full sentences. The description collection tasks are batched and randomized so that each object is described by five different workers.

4.1.2 Verification

To ensure the quality of the descriptions, we recruit trained workers (students) to verify that the descriptions are discriminative and correct. Verifiers are shown the 3D scene and a description, and are asked to select the objects (potentially multiple) in the scene that match the description (see Fig. 4). In addition, verifiers are asked to correct any spelling and wording issues, and provide a corrected description when necessary. In the end, we filter out in total 2,823 invalid descriptions that do not match the target object and fix writing issues for 2,129 problematic descriptions.

4.2. Dataset Statistics

In total, we collected 46,173 descriptions for 703 ScanNet scenes\(^1\). On average, there are 14.14 objects, 65.68 descriptions per scene, and 4.91 descriptions per object after filtering. The data collection took place over one month and involved 1,929 AMT workers. Together, the description collection and verification took around 4,984 man hours in total. Tab. 1 shows the details of the dataset statistics.

| Number of descriptions | 46,173 |
| Number of scenes       | 703    |
| Number of objects      | 9,943  |
| Number of objects per scene | 14.14 |
| Number of descriptions per scene | 65.68 |
| Number of descriptions per object | 4.64 |
| Size of vocabulary     | 7,378  |
| Min/max/average length of descriptions | 4/117/17.91 |

Table 1: ScanRefer dataset statistics.

5. Method

We propose an end-to-end approach on point clouds to address the localization task (see Fig. 5). Our architecture consists of two main modules: 1) detection & encoding: 2) fusion & localization. The detection & encoding module encodes the input point cloud and description, and outputs the object proposals and the language embedding, which are then fed into the fusion module to mask out invalid object proposals and produce the fused features. Finally, the localization module chooses the most likely object proposal as the final output.

5.1. Data Representations

Point clouds We randomly sample 40,000 vertices of one scan from ScanNet as the input point cloud \(P = \{(p_i, f_i)\}\), where \(p_i \in \mathbb{R}^3\) represents the point coordinates in 3D space and \(f_i\) stands for the point features such as colors and normals. We use the point coordinates \(p_i\) as the only geometrical information. Since descriptions of objects refer to attributes such as color and texture, we incorporate visual appearance by adapting the feature projection scheme in Dai and Nie\ssner [7] to project multi-view image features \(c_i \in \mathbb{R}^{128}\) to the point cloud. The image features are extracted using a pre-trained ENet [40]. Following Qi et al. [46], we also append the height of the point from the ground and normals to the point features. The final point cloud data is prepared offline as \(P' = \{(p_i, c_i)\} \in \mathbb{R}^{40,000 \times 135}\).

Descriptions We tokenize the input description with SpaCy [16] and map the tokens to 300-dimensional word embedding vectors \(W = \{w_j\}\) using pretrained GLoVE word embeddings [41].

5.2. Network Architecture

Our method takes as input the preprocessed point cloud \(P'\) and the word embedding sequence \(W\) representing the input description and outputs the 3D bounding box for the proposal which is most likely referred to by the input description. Conceptually, our localization pipeline consists of the following four stages: detection, encoding, fusion and localization.

Detection As the first step in our network, we detect all probable objects in the given point cloud. To construct our detection module, we adapt the PointNet++ [47] backbone and the voting module in Qi et al. [46] to process the point cloud input and aggregate all potential object candidates to individual clusters. The output from the detection module is a set of point clusters \(O \in \mathbb{R}^{m \times 128}\) representing all object proposals with enriched point features, where \(m\) represents the upper bound of the number of proposals. Next, the proposal module takes in the point clusters and further processes those clusters to predict the objectness mask \(M \in \mathbb{R}^m\) and regress the bounding boxes \(B_i \in \mathbb{R}^{m \times 6}\) for all \(m\) proposals, where each \(B_i\) consists of the coordinates of the box center and the size residuals in all 3 dimensions.

Encoding The sequences of word embedding vectors representing the input description are fed into a GRU cell [6] to aggregate the textual information. We take the final hidden state of the GRU cell as the final language embedding.
ReferNet architecture: object localization is conditioned on language input. The PointNet++ [47] backbone takes as input a point cloud and aggregates it to high-level point feature maps, which are then clustered and fused as object proposals by a voting module similar to Qi et al. [46]. Object proposals are masked by the objectness predictions, and then fused with the sentence embedding of the input descriptions, which is obtained by a GLoVE [41] + GRU [6] embedding. In addition, an extra language-to-object classifier serves as a proxy loss. We apply a softmax function in the localization module to output the most likely object proposal for the input description.

The fusion module takes as input the aggregated point clusters, the language embeddings, and the predicted objectness masks. It first concatenates the point clusters with the expanded language features as the raw fused features, of which the invalid ones will be masked out by the predicted objectness masks. Finally, a multi-layer perceptron takes in the raw fused features and outputs the final fused multimodal point features.

Fusion The outputs from the previous detection and encoding modules are fed into the fusion module (see Fig. 6) to integrate the point features together with the language embeddings. Specifically, each feature vector $o_i \in \mathcal{R}^{128}$ in the point cluster $\mathcal{O}$ is concatenated with the language embedding $e_i \in \mathcal{R}^{128}$ as the extended feature vector, which is then masked by the predicted objectness mask $m_i \in \{0, 1\}$ and fused by a multi-layer perceptron as the final fused cluster features $o'_i \in \mathcal{R}^{128}$.

Localization Point clusters with fused cluster features $\mathcal{O}' = \{o'_i\}$ are processed by a single layer perceptron to produce the raw scores, which are then squashed into the interval of $[0, 1]$ using a softmax function. The object proposal with the highest score is the final output.

5.3. Loss Function

Reference loss For the produced score $s_i \in [0, 1]$ for object proposal $o_i$ among all $m$ proposals, our target is constructed as $T = \{t_i\}, i = 1, \ldots, m$, where $t_i \in \{0, 1\}$ represents if the proposal matches the ground truth object. Note that the detection module may produce overlapping proposals for a single object, so the ground truth vector is not necessarily an one-hot vector. We then formulate our reference loss using a binary cross-entropy function as:

$$L_{\text{ref}} = - \sum_{i=1}^{M} \left[ w_{\text{neg}}(1 - t_i) \log(1 - s_i) + w_{\text{pos}} t_i \log(s_i) \right]$$

(1)

where $w_{\text{neg}}$ and $w_{\text{pos}}$ are the weights for negative and positive samples. In practice, we set those two weights to 0.01 and 1, respectively.

Object detection loss We follow the same detection loss as introduced in Qi et al. [46] to handle object proposals. The detection loss is marked as $L_{\text{det}}$.

Language to object classification loss To further supervise the training, we include an object classification loss based on the input description. We consider the 18 ScanNet classes and exclude the label “Floor” and “Wall” to match our dataset settings. The language to object classification loss $L_{\text{cls}}$ here is a multi-class cross-entropy loss.

Final loss The final loss is a linear combination of the reference loss, object detection loss and the language to object
Table 2: Comparison of the localization results in percentage obtained by the ScanRefer and the baseline models. We also report the scores on the “unique” and “multiple” subsets, where the target object is the unique one in the scene and there are multiple objects similar to the target, respectively. Our method outperforms the baselines on all metrics by a large margin.

|                   | unique P@0.25 | multiple P@0.25 | P@0.5 | overall P@0.25 | P@0.5 |
|-------------------|--------------|-----------------|-------|---------------|-------|
| OracleCatRand     | 100          | 100             | 18.09 | 17.84         | 29.99 |
| PointRefNet [47]  | 16.83        | 12.85           | 7.82  | 4.71          | 9.16  |
| VoteNetRand [46]  | 40.88        | 23.04           | 6.83  | 3.35          | 11.90 |
| SCRC [20]         | 24.03        | 9.22            | 17.77 | 5.97          | 18.70 |
| Ours (xyz)        | 45.54        | 29.37           | 19.76 | 11.73         | 24.02 |
| Ours (xyz+rgb)    | 45.63        | 30.35           | 21.18 | 12.67         | 25.22 |
| Ours (xyz+rgb+normals) | 47.57     | 31.55           | 20.64 | 12.31         | 25.09 |
| Ours (xyz+multiview) | 50.78     | 33.37           | 18.71 | 11.22         | 24.01 |
| Ours (xyz+multiview+normals) | 50.67 | 32.29           | 20.75 | 12.35         | 25.69 |
| Ours (xyz+lobjcls) | 51.97        | 35.43           | 21.30 | 12.35         | 26.38 |
| Ours (xyz+rgb+lobjcls) | 53.75     | 37.47           | 21.03 | 12.83         | 26.44 |
| Ours (xyz+rgb+normals+lobjcls) | 54.96 | 35.24           | 22.27 | 13.55         | 27.67 |
| Ours (xyz+multiview+normals+lobjcls) | 55.09 | 37.66           | 22.93 | 13.94         | 28.25 |

5.4. Training and Inference

Training During the training, the detection and encoding modules propose object candidates as point clusters, which are then fed into the fusion and localization modules to fuse the features from the previous module and predict the final bounding boxes. We use a softmax function to compress the raw scores from the localization module to [0, 1]. The higher the predicted score is, the more likely the proposal will be chosen as output. In addition, to filter out invalid object proposals which stand for false detections, we utilize the predicted objectness mask to ensure that only the positive proposals are taken into account. We set the maximum number of proposals m to 256 in practice.

Inference Since there can be overlapping detections, we apply a non-maximum suppression module to suppress those overlapping proposals in the inference step. The remaining object proposals will be fed into the localization module to predict the final score for each proposal. The number of object proposals is less than the upper bound m in the training step.

5.5. Implementation Details

We implement our architecture using PyTorch and train the model end-to-end using the ADAM optimizer [27] with a learning rate of 1e−3. We train the model for roughly 130,000 iterations until it fully converges. To avoid over-fitting, we set the weight decay factor to 1e−5 and apply data augmentations to our training data. For point clouds, we apply rotation about all three axes by a random angle in [−5°, 5°] and randomly translate the point cloud within 0.5 meters in all directions.

6. Experiments

Train/Val Split. We adopt the official ScanNet [8] split from which we construct a training set with 36,665 samples and a validation set with 9,508 samples. The split ensures disjoint train/val scenes (results are reported on val).

Metric. To evaluate the performance of our method, we measure precision for thresholded intersection over union (IoU) between the predicted and ground truth bounding box. Similar to work with 2D images, we use precision@IoU k as our metric, where the threshold value k is set to 0.25 and 0.5 in our experiments.

Baselines:

SCRC A 2D image baseline for visual grounding by extending SCRC [20] to 3D using back-projection. Since the method operates on a single frame, we retrieve the closest frames from the ScanNet frames using the camera pose to construct the training set. At inference time, we feed in every 20th frame and predict the target bounding boxes in each frame. Finally, we select the bounding box with the highest similarity score from the bounding box candidates and project them to 3D using the corresponding depth map.

PointRefNet We modify the PointNet++ [47] semantic segmentation pipeline to include language descriptions by feeding in the sentence embeddings from a GLoVE [41] +

classification loss:

$$\mathcal{L} = \alpha \mathcal{L}_{ref} + \beta \mathcal{L}_{det} + \gamma \mathcal{L}_{cls}$$

where $\alpha$, $\beta$ and $\gamma$ are the weights for the individual loss terms and are set to 0.1, 10, and 1 in our experiments.
Figure 7: Qualitative results from baseline methods and ScanRefer. Predictions are marked green if they have an IoU score higher than 0.5, otherwise they are marked red.

6.1. Task Difficulty

To understand how informative the input description is beyond capturing the object category, we analyze the performance of the methods on “unique” and “multiple” subsets with 1,572 and 7,936 samples, respectively. The “unique” subset contains samples where only one unique object from a certain category matches the description.

GRU [6] encoder, and fusing them with the point feature maps.

VoteNetRand From predicted object proposals, we select one of the bounding box proposals predicted by our architecture with the correct semantic class label.

OracleCatRand To illustrate the difficulty of our task, we use an oracle with ground truth bounding boxes of objects, and select a random box that matches the object category.
while the “multiple” subset contains ambiguous cases where there are multiple objects of the same category. For instance, if there is only one refrigerator in a scene, it is sufficient to identify that the sentence refers to a refrigerator. In contrast, if there are multiple objects of the same category in a scene (e.g., chair), the full description must be taken into account. From the OracleCatRand baseline, we see that information from the description, other than the object category, is necessary to disambiguate between multiple objects (see Tab. 2).

6.2. Quantitative Analysis

As Tab. 2 shows, our method equipped with a language-to-object classifier and fed with spatial coordinates and multi-view features outperforms the baselines. Notably, the PointRefNet baseline performs better on the “unique” subset where the prediction relies more on identifying the object category, while it has lower performance on the “multiple” split where it cannot distinguish between multiple objects (see Fig. 7). With category information, VoteNetRand is able to perform relatively well on the “unique” subset, but has trouble identifying the correct object in the “multiple” case. However, the gap between the VoteNetRand and OracleCatRand for the “unique” case shows that the object detection component can still be improved.

Our method is able to improve over the bounding box predictions from VoteNetRand, and leverages additional information in the description to differentiate between ambiguous objects. It adapts better to the 3D context compared to SCRC which is limited by the view of a single frame.

6.3. Qualitative Analysis

Fig. 7 shows results produced by SCRC, PointRefNet, and our method. The successful localization cases in the green boxes show our architecture can handle the semantic correlation between the scene contexts and the textual descriptions. In contrast, PointRefNet fails to predict correct bounding boxes since it does not identify object instances, while SCRC is limited by the single view and hence cannot produce accurate bounding boxes in 3D space. Some failure cases of our method are displayed in Fig. 8, indicating that our architecture cannot handle all spatial relations to distinguish between ambiguous objects.

6.4. Ablation Studies

Does a language-based object classifier help? To show the effectiveness of the extra supervision on input descriptions, we conduct an ablation experiment with the language to object classifier (+lobjcls) and without. As Tab. 2 shows, architectures with a language to object classifier outperform ones without it. This indicates that it is helpful to predict the category of the target object based on the input description.

Do colors help? We compare our method trained with the geometry and multi-view image features (xyz+multiview+lobjcls) with its sibling model trained with only geometry (xyz+lobjcls) and the one trained with additional RGB values from the reconstructed meshes (xyz+rgb+lobjcls). As shown in Tab. 2, ScanRefer trained with geometry and pre-processed multi-view image features outperforms the other two models. Notably, the performance of models trained with extra color information experiences an immediate increase when compared to the one trained only with geometry.

Do other features help? We include normals from the ScanNet meshes to the input point cloud features and compare performance against the networks trained without them. As Tab. 2 indicates, the additional 3D information can improve the scores and our architecture trained with geometry, multi-view features, and normals (xyz+multiview+normals+lobjcls) achieves the best performance among all ablations.

7. Conclusion

In this work, we introduce the task of localizing a target object in a 3D point cloud using natural language descriptions. We first introduce the ScanRefer dataset which contains 46,173 unique descriptions for 9,943 objects from 703 ScanNet [8] scenes. We further propose an end-to-end method for localizing an object with a free-formed description as reference, which first proposes point clusters of interest and then matches them to the embeddings of the input sentence. Our architecture is capable of learning the semantic similarities of the given contexts and regressing the bounding boxes for the target objects. Our method outperforms state-of-the-art baseline methods by a large margin. Overall, we hope that our new dataset and method will enable future research in the 3D visual language field.
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**Supplementary Material**

**A. Dataset**

**A.1. Statistics**

![Figure 9: Distribution of categories of annotated objects in the ScanRefer dataset.](image)

We present the distribution of categories of the ScanRefer dataset in Fig. 9. ScanRefer provides a large coverage of furniture (e.g., chair, table, cabinet, bed, etc.) in indoor environments with various sizes, colors, materials, and locations. We use the same category names as in the original ScanNet dataset [8]. In total, we annotate 9,976 objects from 265 categories from ScanNet [8]. Following the ScanNet voxel labeling task, we aggregate these finer-grained categories into 17 coarse categories and group the remaining object types into “Others” for a total of 18 object categories that we use to train the language-based object classifier.

Fig. 10 shows the distribution of finer-grained objects in the category “Others”. For each of the 18 coarse categories, Fig. 11 shows the average and maximum number of objects for that category in a scene in which an object of that category appears. For instance, for scenes that contain a bed, the average number of beds is 1.22 and the maximum is 3.

**A.2. Collection Details**

In this section, we provide more details of the data annotation and verification processes of ScanRefer.

**A.2.1 Annotation**

We deploy our web-based annotation application on Amazon Mechanical Turk (AMT) to collect object descriptions in the reconstructed RGB-D scans. To ensure that the initial descriptions are written in proper English, we restrict
the workers to be from the United States, the United Kingdom, Canada or Australia. The workers are asked to finish a batch of 5 description tasks within a time limit of 2 hours once the assignment is accepted on AMT. To ensure the descriptions are diverse and linguistically rich, we require that each description consists of at least two sentences. Before the annotation task begins, the AMT workers are also presented with the instructions shown in Fig. 12. We request that the workers provide the following information in the descriptions:

- The appearance of the object such as shape, color, material and so on.
- The location of that object in the scene, e.g., “the chair is in the center of this room”.
- The relative position to other objects in the scene, for instance, “this chair is the second one from the left”.

### A.2.2 Verification

After collecting the descriptions from AMT, we do a quick inspection of the descriptions and manually filter and reject obvious bad descriptions before we start the verification process. We then verify the collected object descriptions by recruiting trained students to perform the verification task on our WebGL-based application. To ensure that the descriptions provided are discriminative (e.g., can pick out which one of the chairs is being described), the verifiers are asked to select the objects in the scene that match the descriptions the best. The verifiers are also asked to fix any spelling and wording issues, e.g., “chair” instead of “chair”, and submit the corrected descriptions to our database. To guide the trained verifiers, we provide the verification instructions as shown in Fig. 13.
Figure 13: Screenshot of the instructions that the trained verifiers have to go through before starting the verification.

B. Object Detection Results

Tab. 3 shows the object detection results from Qi et al. [46] and all ablations of our architectures. We apply the mean average precision (mAP) thresholded by IoU value 0.5 as our evaluation metric. All values in Tab. 3 are in percentage. We exclude structural objects such as “Floor” and “Wall”. We group all categories which are not in the ScanNet benchmark categories [8] including “Otherfurnitures”, “Otherstructure” and “Otherprop” into the “Others” category in our evaluation. Note that the “Others” category in our evaluation includes more types of objects, such as “Pillow” and “Keyboard”, than the “Otherfurniture” category of the ScanNet benchmark.

As shown in Tab. 3, including point normals as extra point features (rows [3,5]) in training increases the detection results when compared to the models trained without the normals (rows [2,4]). Also, training with extracted high-level color features from the multi-view images (rows [4,5]) also produces better detection results compared with the results from models trained with just the raw RGB values (rows [2,3]). Note that the networks equipped with the language-based object classifier (rows [6-10]) fail to produce better detections than the ones without the extra language classifier module (rows [1-5]). This is to be expected as the language provides information to help differentiate between objects of the same category, but does not contain any information for a better bounding box prediction for object detection.

C. Additional Qualitative Analysis

We present additional examples of localization results by our method for further qualitative analysis. As shown in Fig. 14, our method can directly incorporate the immediate detections and further produce the bounding boxes for the target objects by the learned fused features. Our method can not only extract the appearance and location information from the input description, but also produce accurate localization bounding boxes for the targets. There are also challenging cases where our method fails to localize the target object. As Fig. 15 shows, our method is sometimes limited by inaccurate detections, especially for small objects such as the pictures (5th row). This indicates that the object detection submodule can still be improved. Also, our method could not handle all spatial relations in the input descriptions. For instance, for comparative phrases (e.g., “leftmost” or “rightmost”) or counting (e.g., “the second one from the left”), the models fails to pick out the correct object, as shown in Fig. 16.
|     | cab. | bed | chair | sofa | tabl. | door | wind. | bksfl. | pic. | cntr. | desk | curt. | fridg. | shower. | toil. | sink | bath. | others | mAP  |
|-----|------|-----|-------|------|-------|------|-------|-------|------|-------|------|-------|-------|---------|------|------|-------|--------|------|
| [0] | 4.27 | 85.51 | 64.32 | 72.74 | 30.39 | 11.17 | 6.02 | 17.32 | 0.33 | 2.16  | 35.79 | 7.301 | 16.69  | 16.99  | 76.74 | 16.77 | 69.57 | 5.68  | 30.08 |
| [1] | 9.93 | **88.43** | 67.12 | 69.44 | **39.76** | 12.20 | 5.11 | 20.27 | 0.02 | 9.27  | 41.52 | 16.10  | 30.79  | 5.77   | 77.32 | 14.93 | 61.02 | 7.82  | 32.05 |
| [2] | 7.01 | 88.01 | 67.13 | 73.69 | 32.87 | 12.36 | 9.01  | 17.61 | 0.31 | 9.27  | 44.78 | 16.25  | 20.29  | 3.55   | 76.50 | 12.33 | 72.24 | 8.08  | 31.74 |
| [3] | 11.16 | 87.20 | **70.58** | 75.17 | 36.76 | 11.47 | 6.72  | 13.40 | 1.09 | 7.08  | 48.38 | 19.96  | 4.29   | 85.29  | 16.20 | 72.83 | **18.74** | 10.74 | 32.89 |
| [4] | 7.22 | 87.72 | 67.24 | 72.42 | 33.66 | 11.55 | 8.80  | 20.16 | 0.14 | **9.82** | 46.07 | 15.91  | 22.48  | 2.67   | 77.82 | 13.17 | 68.14 | 8.01  | 31.83 |
| [5] | 12.74 | 83.91 | 69.94 | 72.17 | 36.11 | **13.38** | 8.42  | 17.52 | **1.99** | 6.58  | **46.65** | 17.65  | 24.04  | **31.30** | 75.99 | 10.31 | 61.92 | 9.78  | 33.36 |
| [6] | 10.53 | 84.00 | 63.48 | **75.27** | 30.62 | 7.78  | 8.45  | 18.08 | 1.18 | 5.47  | 39.27 | 10.14  | 18.83  | 8.93   | 69.99 | 9.36  | **75.59** | 7.97  | 30.27 |
| [7] | 11.11 | 85.63 | 67.81 | 71.04 | 34.96 | 9.54  | 6.22  | 16.37 | 1.67 | 6.28  | 36.07 | 12.93  | 17.40  | 7.86   | 68.74 | 11.77 | 65.69 | 7.71  | 29.91 |
| [8] | 10.72 | 86.71 | 69.86 | 72.77 | 32.00 | 16.33 | 8.16  | 19.64 | 1.14 | 7.08  | 42.21 | 14.31  | 22.99  | 6.92   | **86.09** | 8.16  | 65.51 | 8.79  | 32.22 |
| [9] | 9.76 | 87.93 | 65.93 | 72.59 | 31.60 | 9.48  | 9.05  | **23.86** | 0.37 | 6.69  | 42.22 | 13.86  | 21.42  | 16.35  | 80.41 | 12.30 | 57.80 | 7.40  | 31.61 |
| [10]| 8.92 | 88.20 | 70.37 | 73.93 | 32.89 | 10.34 | **9.21** | 14.05 | 0.48 | 6.91  | 44.74 | 6.34   | 17.76  | 27.64  | 81.18 | 12.86 | 62.40 | 9.06  | 32.09 |

Table 3: [0] VoteNet [46], [1] Ours (xyz), [2] Ours (xyz+rgb), [3] Ours (xyz+rgb+normals), [4] Ours (xyz+multiview), [5] Ours (xyz+multiview+normals), [6] Ours (xyz+lobjcls), [7] Ours (xyz+rgb+lobjcls), [8] Ours (xyz+rgb+normals+lobjcls), [9] Ours (xyz+multiview+lobjcls), [10] Ours (xyz+multiview+normals+lobjcls). Training with the point normals (compare rows [3,5] to rows [2,4]) and multiview features (compare rows [4,5] to rows [2,3]) clearly leads to a better performance. As expected, the models equipped with language-based object classifier (rows [6-10]) does not results in better object detection compared to the models without such a module (rows [1-5]).
Figure 14: Additional qualitative analysis. Our method is capable of localizing the target object in a 3D indoor scene with the help of the free-form description.

| Description                                                                 | Ours                               | GT        |
|-----------------------------------------------------------------------------|------------------------------------|-----------|
| A blue and brown chair. It is in front of a desk with a computer on it.     | ![Image](image1.png)                | ![Image](image2.png) |
| The bed is covered with a blue and white colored bedspread. A chair can be seen in front of the bed. | ![Image](image3.png)                | ![Image](image4.png) |
| This is a light brown coffee table. It has a few magazines setting on top of it. | ![Image](image5.png)                | ![Image](image6.png) |
| This office chair is in front of the desk at the center of the room in front of the entrance. The chair is black and has a round backrest. | ![Image](image7.png)                | ![Image](image8.png) |
| This is a white mini fridge. It is to the right of the chairs               | ![Image](image9.png)                | ![Image](image10.png) |
| The stove is opposite from the kitchen sink. The stove is a white cube.     | ![Image](image11.png)                | ![Image](image12.png) |
Figure 15: The performance of our method is limited by the results of the object detection. Inaccurate detections for small and thin objects, e.g., a picture, could lead to failure cases of localization.
Figure 16: Localizing objects which are not unique in the scenes could be challenging. Our method fails to distinguish the correct target among several similar objects, e.g. finding a target chair in a classroom which are full of identical chairs.

| Description                                                                 | Ours                                      | GT                                      |
|-----------------------------------------------------------------------------|-------------------------------------------|-----------------------------------------|
| The couch is between two stools and a window. The couch is olive green colored with two large seats. | ![Image](image1.png)                       | ![Image](image2.png)                    |
| The desk is between the black chair and the bed. The desk is long, rectangular, and light brown. | ![Image](image3.png)                       | ![Image](image4.png)                    |
| The chair is the leftmost one out of a row of chairs. The chair is gray and has four legs. | ![Image](image5.png)                       | ![Image](image6.png)                    |
| This is a hotel room bed. It is the bed closest to the entrance door.       | ![Image](image7.png)                       | ![Image](image8.png)                    |
| This pink chair. It is placed near the door. On the left is a sink, behind is another door. | ![Image](image9.png)                       | ![Image](image10.png)                   |
| Second chair from the right on the first row. The desk is in front of the row. | ![Image](image11.png)                       | ![Image](image12.png)                   |