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ABSTRACT
Deep learning applied to electrocardiogram (ECG) data can be used to achieve personal authentication in biometric security applications, but it has not been widely used to diagnose cardiovascular disorders. We developed a deep learning model for the detection of arrhythmia in which time-sliced ECG data representing the distance between successive R-peaks are used as the input for a convolutional neural network (CNN). The main objective is developing the compact deep learning based detect system which minimally uses the dataset but delivers the confident accuracy rate of the Arrhythmia detection. This compact system can be implemented in wearable devices or real-time monitoring equipment because the feature extraction step is not required for complex ECG waveforms, only the R-peak data is needed. The results of both tests indicated that the Compact Arrhythmia Detection System (CADS) matched the performance of conventional systems for the detection of arrhythmia in two consecutive test runs. All features of the CADS are fully implemented and publicly available in MATLAB.
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I. INTRODUCTION
The use of time-sliced electrocardiogram (ECG) data was originally developed for biometric applications [1-3]. ECGs are usually encountered in a medical setting [4, 5] but are also useful for security because they offer a novel way to identify individuals [6-11]. ECGs monitor the electrical activity of the heart, and can be used to capture analog signal profiles that allow personal identification and authentication when converted into digital data [12]. The components of ECG signals are often used by cardiologists to diagnose cardiovascular problems [13-15]. However, the manual analysis of ECG signals is challenging because it is difficult to categorize the different waveforms and signal morphologies accurately [16]. Automated ECG signal analysis has been introduced to avoid human errors and reduce costs, recently including the use of artificial intelligence [16-18]. Time-sliced ECG data is highly flexible because it can be mixed with other training inputs and is compatible with various ML methods without the need to categorize all the featured waveforms: only the R-peaks are required. The sliced data are used as the input parameters to train neural networks. Two examples are shown in Fig. 1, one based on a fixed time window and the other based on RR-interval framing (RRIF). Unlike conventional time slicing method [1, 2], the proposed RRIF method uses ECG data based on the interval between heartbeats instead of the slicing window time [3]. In this article, we use RRIF as a new approach to provide time-sliced ECG data for ML systems, allowing the detection of arrhythmia. We have designed a Compact Arrhythmia Detection System (CADS) based on a CNN with binary outputs, which requires only short-range ECG data to achieve detection, allowing it to be used with conventional wearable devices or real-time monitoring equipment. The RRIF provides is highly effective for ECG analysis..
because only the R-peaks are used without detecting other ECG waveform features. It has been applied for an ECG based authentication system by using compact size of data which feed the machine learning engine [3].
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**Figure 1.** Fixed time window (left) vs RR-interval frame (right) for the collection of time-sliced ECG data [35].

### II. Compact Arrhythmia Detection System Based on Deep Learning

The analysis and classification of ECG data using various ML techniques, including deep learning, has been studied widely [28-32]. CNNs are often used in the context of deep learning, and CNN variants have proven highly successful in classification tasks across different domains [24-26][33-35]. However, the learning and detection capabilities of CNNs may be insufficient if there is a lot of redundant information, and the analysis of large-scale or highly dimensional data can be computationally demanding. This is realized by alternating convolution and subsampling layers. The last few layers in the CNN use fully-connected MLP-based neural network classifiers to produce the abstracted results. The process flow of the CADS is shown in Fig. 2. Among the standard features of ECG waveforms described by the American National Standards Institute and Association for the Advancement of Medical Instrumentation [38], the CADS uses only the R-peaks.

The process is adapted from previous research by authors and the proposed process for the CADS using CNN is shown in Figure 2. The process starts onto the training phase to acquire corresponding ECG data from both regular and arrhythmia patients as the training dataset. The RRIF method is used on top of these data after filtering ones with higher quality. The RRIF data is used as the input of a CNN engine as a core process mechanism to generate a CADS evaluation model. The core process in this paper supports the trained CNN engine as the evaluation model for a CADS. The NN Engine is generated when the training phase is completed. In the testing phase, the CADS requests associated with newly received ECG data is generated and the RRIF method after filtering is applied to obtain enhanced data. Then the enhanced data are sent to validation process as the input to check with the NN engine for the final decision on this arrhythmia detection request.
2.1. RR-Interval Framed ECG

The new RRIF method slices ECG data based on R-peaks, making each RR-interval a single frame of the sliced data (Fig. 1). Conventional ECG data slicing uses a fixed-time sliding window, an approach known as segmentation. This is widely used to detect major ECG features, such as the P wave, QRS complex and T wave, allowing the identification of various waveforms for wave feature extraction [18, 38-39]. During segmentation-based ECG analysis [4, 40-43], it is necessary to find the starting point of the P-wave to generate one standard ECG signal [39, 40]. The start of the P-wave is considered as the start of the ECG signal cycle.

The sampling size for each RR-interval can be arbitrary, but it should be consistent when used as input data for a CNN. In the other words, all sliced ECG data should have the same sampling size whereas the cycle time between R-peaks can vary. The sampling values at each position within one RR-interval are used as input parameters for the CNN. In this study, the size of each RRIF was fixed as 220 by referencing a standard ECG signal [19, 39-40]. However, the actual number of input parameters from the sliced ECG becomes 221 when the potential minimum value of 0 is included, and 222 when we also consider the average RR-interval.
2.2. Deep Learning Design for the Detection of Arrhythmia

Based on the sampling data described above, the CNN architecture used in this study has 222 inputs and a binary output that determines whether the input data represent arrhythmia (positive) or normal cardiac behavior (negative). The structure of the CNN is shown in Fig. 3. This particular architecture does not follow conventional ECG classification standards [38], but focuses solely on the detection of arrhythmia using the RRIF method. The ECG sampling data from the RRIF and the average RR-intervals are used as the input parameters for the CNN. The CNN training dataset was gathered from two sources and comprised 20 normal ECG samples with a high sampling frequency (> 300 Hz) from the Diabetes Complications Research Initiative [45] and 20 arrhythmia ECG samples from the PhysioBank database [46]. Following the CNN training phase, another dataset was used for realistic testing. This involved the same number of samples (20 normal and 20 arrhythmia ECG samples) from different individuals, selected randomly from the ECG testing sample to simulate a realistic situation.

III. NEURAL NETWORK VALIDATION AND TESTING

The training dataset was validated during CNN training. The training samples comprised 1018 sliced data with 222 input parameters, and the binary output followed the Bernoulli probability distribution. The progress measures of the CNN are shown in Table I. These values were measured automatically using the MATLAB DL function.

| Epoch | 156 iterations |
|-------|----------------|
| Time  | 0.1 s          |
| Performance | 0.0594 |
| Gradient | $1.0 \times 10^{-6}$ |
| Validation check | 6 |
The confusion matrix for the training dataset is shown in Table II. The training dataset was divided into three sections for training (70%), internal validation (15%) and testing (15%). This indicates that the training performance (detection of arrhythmia) was around 96%, which is reasonable compared to conventional neural networks.

| Predicted ECG data | Actual ECG data | Normal | Arrhythmia |
|--------------------|-----------------|--------|------------|
| Normal             | 528             | 38     | 93.3%      |
|                    | (51.9%)         | (3.7%) | 6.7%       |
| Arrhythmia         | 6               | 446    | 98.7%      |
|                    | (0.6%)          | (43.8%)| 1.3%       |

IV. CONCLUSIONS

As new ECG sensors become portable for compatibility with smartphones and wearable devices, ECG-based analysis for healthcare applications will become more common. In this article, we have described a novel system (CADS) for the detection of arrhythmia which could be implemented on wearable and portable devices. The main theme of this research is compactness and make the system simple. Hence, our approach involves a new way to build the input parameters for the training of a deep learning algorithm without the need to analyze complex ECG waveforms. Although a CADS is not targeted to handle huge training data for detecting various heart diseases, it is fast and easy to implement into even an IoT device which has limited resources and less computing powers. The RRIF makes this deep learning-based detection system flexible and competitive, achieving 96% accuracy during training and validation and 100% under realistic test conditions.

REFERENCES

[1] S. -K. Kim, C. Y. Yeun and et al. "A Machine Learning Framework for Biometric Authentication using Electrocardiogram", IEEE Access 7, 2019, pp. 94858-94868.
[2] E. Alzaabi, S. -K. Kim and et al. "Electrocardiogram Biometric Authentication System by Using Machine Learnings", IEEE Access 7, 2019, pp. 123069-123075.
[3] S. -K. Kim, C. Y. Yeun and et al. "An Enhanced Machine Learning-Based Biometric Authentication System Using RR-Interval Framed Electrocardiograms", IEEE Access 7, 2019, pp. 168669-168674.
[4] E. J. Luz, W. R. Schwartz and et al. "ECG-based heartbeat classification for arrhythmia detection: A survey", Computer Methods and Programs in Biomedicine, 2016; 127 p. 144-164.
[5] M. R. Islam, R. Hossain, "Arrhythmia Detection Technique using basic ECG Parameters", Int. J. of Computer Applications, 2015; 119: 11-15.
[6] C. Pummer, Continuous Biometric Authentication using Electrocardiographic (ECG) Data, https://usmile.at/publications; 2016 [accessed 1 April 2019]
[7] Q. Zhang, D. Zhou, and X. Zeng, "HeartID: A Multi resolution Convolution Neural Network for ECG-Based Biometrics Human Identification in Smart Health Applications", IEEE Access 2017; 5: 11805-11816.
[8] J. R. Pinto, J. S. Cardoso and A. Lourenco, "Evolution, Current Challenges, and Future Possibilities in ECG Biometrics", IEEE Access, 2018; 6: 34746-34776.
[9] E. I. S. Luz, G. J. P. Moreira, L. S. Oliveira and dt al., "Learning Deep Off-the-Person Heart Biometrics Representations", IEEE Transaction on Info. Forensics and Security, 2018; 13: 1258-1270.
[10] H. Kim and S. Y. Chun, "Cancelable ECG Biometrics Using Compressive Sensing-Generalized Likelihood Ratio Test", IEEE Access, 2019; 7: 9232-9242.

[11] M. Guennoun, N. Abbad and et al., "Continuous authentication by electrocardiogram data", IEEE Toronto International Conference Science and Technology for Humanity, Toronto, ON, pp. 40-42, 2009.

[12] M. S. Spach, J. M. Kootsey, "The nature of electrical propagation in cardiac muscle", Am. J. Physiol. Heart Circ. 1983; 244: 3-22.

[13] R. McGraw, J. Lord and et al. Analysis and Interpretation of the Electrocardiogram, https://meds.queensu.ca/central/assets/modules/hs-c/ecg/index.html; 2019 [accessed 1 April 2019]

[14] A. L. Goldberger, L. A. N. Amaral and et al. PhysioBank, PhysioToolkit, and PhysioNet: Components of a New Research Resource for Complex Physiologic Signals, Circulation, 2000; 101: e215-e220.

[15] A. Gacek and W. Pedrycz, "ECG Signal Processing, Classification and Interpretation", Springer, New York, NY, 2012.

[16] M. Kachuee, S. Fazeli and et al. "ECG Heartbeat Classification: A Deep Transferable Representation", 2018 IEEE International Conference on Healthcare Informatics, New York, NY, 2018; 443-444.

[17] A. T. Bhatti and J. H. Kim, "R-Peak detection in ECG signal compression for Heartbeat rate patients at 1KHz using High Order Statistic Algorithm", J. of Multidisciplinary Eng. Sci. and Tech., 2015; 2: 2509-2515.

[18] W. Zhong, L. Liao and et al., "A deep learning approach for fetal QRS complex detection", Physiological Measurement 39:4: 045004, 2019.

[19] F. I. Alarsan and M. Younes, "Analysis and classification of heart diseases using heartbeat features and machine learning algorithms", Journal of Big Data 6:81, 15 pages, 2019.

[20] F. H. Bennett and et al., "Automated Design of Both the Topology and Sizing of Analog Electrical Circuits Using Genetic Programming" Artificial Intelligence in Design 96 Springer, Dordrecht. 1996 p. 151-170.

[21] A. Minchole and B. Rodriguez, "Artificial intelligence for the electrocardiogram", Nature Medicine volume, 2019; 25: 22-23.

[22] E. Tatara and A. Cinar, "Interpreting ECG data by integrating statistical and artificial intelligence tools", IEEE Engineering in Medicine and Biology Magazine, 2002; 21: 36-41.

[23] A. Krizhevsky, I. Sutskever and G. E. Hinton, "Imagenet classification with deep convolutional neural networks. Advances", Neural Information Processing Systems, 1097-1105, 2012.

[24] H. Yu, T. Xie and et al., "Comparison of different neural network architectures for digit image recognition", Proc. IC-HSI, Yokohama, Japan, 2011, pp. 98-103.

[25] S. M. Weiss, I. Kapouleas, "An Empirical Comparison of Pattern Recognition, Neural Nets, and Machine Learning Classification Methods", in Proc. IJCAI,, https://www.ijcai.org/Proceedings/89-1/Papers/125.pdf; 1989 [accessed 1 April 2019]

[26] T. Szandal, "Comparison of Different Learning Algorithms for Pattern Recognition with Hopfield's Neural Network", Procedia Computer Science, 2015; 71: 68-75.

[27] C. K. Roopa, B. S. Harish, "A Survey on various Machine Learning Approaches for ECG Analysis", International Journal of Computer Applications, 2017; 163: 25-33.

[28] S. Kiranyaz, T. Ince and et al, "Real-Time Patient-Specific ECG Classification by 1-D Convolutional Neural Networks", IEEE Tran. on Biomed. Eng., 2016; 63: 664-675.

[29] R. Rajpurkar, A. Y. Hannun and et al., Cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms using a deep neural network, Nature Medicine 2019; 25: 65-69.

[30] M. Mitra, R. K. Samanta, Cardiac Arrhythmia Classification Using Neural Networks with Selected Features, Procedia Technology 2013; 10, pp. 76-84.

[31] V. Mondejar-Guerraa, J. Novo and et al. "Heartbeat classification fusing temporal and morphological information of ECGs via ensemble of classifiers", Biomedical Signal Processing and Control, 2019; 47: 41-48.

[32] A. Isina, S. Ozdalilib, "Cardiac arrhythmia detection using deep learning", Procedia Computer Science 120, pp. 268-275, 2017.

[33] M. Gerven1, S. Bohote, "Artificial Neural Networks as Models of Neural Information Processing", Front. Comput. Neurosci., https://www.frontiersin.org/articles/10.3389/fncom.2017.00114/full; 2017 [accessed 1 April 2019]
[34] L. Yann, "LeNet-5, convolutional neural networks", http://yann.lecun.com/exdb/lenet/; 2019 [accessed 1 April 2019]
[35] W. Yu, K. Yang and et al., "Visualizing and Comparing Convolutional Neural Networks"; https://arxiv.org/abs/1412.6631; 2012 [accessed 1 April 2019]
[36] A. Taddei, G. Distante and et al., The European ST-T Database: standard for evaluating systems for the analysis of ST-T changes in ambulatory electrocardiography, European Heart Journal 1992; 13: 1164-1172.
[37] J. Cong, B. Xiao, Minimizing computation in convolutional neural networks, International conference on artificial neural networks, Springer, 2014, 15: 281–290.
[38] ANSI/AAMI, Testing and reporting performance results of cardiac rhythm and ST segment measurement algorithms, American National Standards Institute, Inc. (ANSI), Association for the Advancement of Medical Instrumentation (AAMI), ANSI/AAMI/ISO EC57,1998-(R)2008, 2008.
[39] C. Pater, "Methodological considerations in the design of trials for safety assessment of new drugs and chemical entities", Trials 2005; 6:1, 1-13.
[40] M. Cadogan, PR Interval, https://litfl.com/pr-interval-ecg-library/; 2019 [accessed 1 April 2019]
[41] V. X. Afonso, W. J. Tompkins and et al., "ECG beat detection using filter banks", IEEE Trans. Biomed. Eng. 1999; 46: 192-202.
[42] Y. H. Hu, W. J. Tompkins, Urrusti JL, Afonso VX, App. of artificial neural networks for ECG signal detection and classification, J. Eletrocardiol, 1993; 26: 66-73.
[43] X. Xiang, Z. Lin and J. Meng, Automatic QRS complex detection using two-level convolutional neural network, BioMedical Engineering OnLine 2018; 17:13, https://biomedical-engineering-online.biomedcentral.com/articles/10.1186/s12938-018-0441-4 [accessed 1 January 2020]
[44] J. Aspuru, A. Ochoa-Brust and et al., Segmentation of the ECG Signal by Means of a Linear Regression Algorithm, Sensors, 2019; 19:4: 775, doi:10.3390/s19040775
[45] M. H. Imam, C. K. Karmakar and et al, "Detecting Subclinical Diabetic Cardiac Autonomic Neuropathy by Analyzing Ventricular Repolarization Dynamics", IEEE J. Biomedical and Health Informatics, 2016; 20: 64-72.
[46] G. B. Moody and R. G. Mark, "The impact of the MIT-BIH Arrhythmia Database", IEEE Eng in Med and Biol., 2001; 20: 45-50.
[47] T. A. Straeter, "On the Extension of the Davidon-Broyden Class of Rank One, Quasi-Newton Minimization Methods to an Infinite Dimensional Hilbert Space with Applications to Optimal Control Problems". NASA Technical Reports Server. NASA.
[48] M. Viana, Loss Functions, https://ml-cheatsheet.readthedocs.io/en/latest/loss_functions.html; 2019 [accessed 1 April 2019]
[49] Silva, G. Moody, "An Open-source Toolbox for Analysing and Processing PhysioNet Databases in MATLAB and Octave." Journal of Open Research Software, 2014; 2: e27.