POSITIVE NORMALIZED SOLUTION TO THE KIRCHHOFF EQUATION WITH GENERAL NONLINEARITIES OF MASS SUPER-CRITICAL
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Abstract. In present paper, we study the normalized solutions \((\lambda_c, u_c) \in \mathbb{R} \times H^1(\mathbb{R}^N)\) to the following Kirchhoff problem

\[- \left( a + b \int_{\mathbb{R}^N} |\nabla u|^2 \, dx \right) \Delta u + \lambda u = g(u) \text{ in } \mathbb{R}^N, \quad 1 \leq N \leq 3\]

satisfying the normalization constraint \(\int_{\mathbb{R}^N} u^2 = c\), which appears in free vibrations of elastic strings. The parameters \(a, b > 0\) are prescribed as is the mass \(c > 0\). The nonlinearities \(g(s)\) considered here are very general and of mass super-critical. Under some suitable assumptions, we can prove the existence of ground state normalized solutions for any given \(c > 0\). After a detailed analysis via the blow up method, we also make clear the asymptotic behavior of these solutions as \(c \to 0^+\) as well as \(c \to +\infty\).

1. Introduction

In this paper, we study the existence and the asymptotic behavior of the ground state normalized solutions to the following Kirchhoff problem

\[- \left( a + b \int_{\mathbb{R}^N} |\nabla u|^2 \, dx \right) \Delta u + \lambda u = g(u) \text{ in } \mathbb{R}^N, \quad 1 \leq N \leq 3 \tag{1.1}\]

satisfying the mass constraint

\[\int_{\mathbb{R}^N} |u|^2 \, dx = c, \tag{1.2}\]

where \(a, b, c > 0\) are prescribed.

The equation (1.1) was first proposed by Kirchhoff [14] as an extension of the classical D’Alembert’s wave equations for free vibration of elastic strings. It is worth mentioning that a functional analysis approach was introduced by J.L. Lions in the pioneer work [16]. After then, (1.1) has attracted extensive attentions.

In the equation (1.1), if \(\lambda\) is given, we call it fixed frequency problem. One can apply the variational method to look for the critical points of the associated energy functional
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that there exists a mountain pass critical point for the functional \( \Phi_\lambda \). By scaling technique and applying the concentration-compactness principle, he proved the existence of solutions is the first problem to be solved. In [8, 15], positive ground state for equation (1.1) is addressed. For nontrivial solutions, we refer to [1, 10, 20]. The asymptotic behavior of the solutions is also a research interest of scholars. In [2, 4, 19, 26], the authors considered (1.1) with very general nonlinearities, even involving the Sobolev critical exponent, and studied the existence, multiplicity and concentration behavior of positive solutions. For the bounded states, we refer to [9, 11]. And the nodal solutions can be seen in [3].

We can also study problem (1.1) by searching for solutions satisfying the mass constraint (1.2). In such a point of view, the mass \( c > 0 \) is prescribed, while the frequency \( \lambda \) is unknown and will come out as a Lagrange multiplier. Hence, we call it fixed mass problem and the solution \( u \) is called normalized solution. Normalized solutions of (1.1) can be searched as critical points of the functional (1.1) constrained on \( S_c \), where

\[
I[u] := \Phi_0[u] = \frac{a}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx + \frac{b}{4} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx \right)^2 + \frac{\lambda}{2} \int_{\mathbb{R}^N} |u|^2 dx - \int_{\mathbb{R}^N} G(u) dx
\]  

(1.3)

where \( G(s) := \int_0^s g(t) dt \). The existence of solutions is the first problem to be solved. In [8, 15], positive ground state for equation (1.1) is addressed. For nontrivial solutions, we refer to [1, 10, 20]. The asymptotic behavior of the solutions is also a research interest of scholars. In [2, 4, 19, 26], the authors considered (1.1) with very general nonlinearities, even involving the Sobolev critical exponent, and studied the existence, multiplicity and concentration behavior of positive solutions. For the bounded states, we refer to [9, 11]. And the nodal solutions can be seen in [3].

We can also study problem (1.1) by searching for solutions satisfying the mass constraint (1.2). In such a point of view, the mass \( c > 0 \) is prescribed, while the frequency \( \lambda \) is unknown and will come out as a Lagrange multiplier. Hence, we call it fixed mass problem and the solution \( u \) is called normalized solution. Normalized solutions of (1.1) can be searched as critical points of the functional (1.1) constrained on \( S_c \), where

\[
I[u] := \Phi_0[u] = \frac{a}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx + \frac{b}{4} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx \right)^2 + \frac{\lambda}{2} \int_{\mathbb{R}^N} |u|^2 dx - \int_{\mathbb{R}^N} G(u) dx,
\]  

(1.4)

and

\[
S_c := \{ u \in H^1(\mathbb{R}^N) : \|u\|_2^2 = c \}.
\]  

(1.5)

As far as we know, for the study of normalized solution, the first work for equation (1.1) with \( g(u) = |u|^{p-2}u \) is due to Ye. And it has been studied very well in a sequence of his work [21–23]. Specifically, in [21], the author searched for minimizers to the following minimization problem:

\[
E_c := \inf_{u \in S_c} I[u].
\]  

(1.6)

By a scaling technique and applying the concentration-compactness principle, he proved that there exists \( c^*_p \) such that \( E_c \) is attained if and only if \( c > c^*_p \) with \( 0 < p \leq 2 + \frac{4}{N} \), or \( c \geq c^*_p \) with \( 2 + \frac{4}{N} < p < 2 + \frac{8}{N} \). The author also obtained that there is no minimizers for problem (1.6) if \( p \geq 2 + \frac{4}{N} \). In particular, for the case of \( 2 + \frac{4}{N} < p < 2^* \), \( E_c = -\infty \). However, the author could find a mountain pass critical point for the functional \( I[u] \) constrained on \( S_c \). In [22], Ye studied the case of \( p = 2 + \frac{8}{N} \) and proved that there is a mountain pass critical point for the functional \( I[u] \) on \( S_c \) if \( c > c^* \). Also, if \( 0 < c < c^* \), the existence of minimizers for problem (1.6) was got by adding a new perturbation functional on the functional \( I[u] \). Later on in [23], Ye also considered the asymptotic behavior of critical points of \( I[u] \) on \( S_c \) with \( p = 2 + \frac{8}{N} \). Similar perturbation problems for \( p = 2 + \frac{8}{N} \) can also be seen in [28]. By scaling technique and energy estimate, Zeng and Zhang [27] improved the results of [21]. Precisely, they obtained the existence and uniqueness of minimizers of (1.6) with \( 0 < p < 2 + \frac{8}{N} \), and the existence and uniqueness of the mountain pass type critical points on the \( L^2 \) normalized manifold for \( 2 + \frac{8}{N} < p < 2^* \) or \( p = 2 + \frac{8}{N} \) and \( c > c^* \). We point out that some other existence results of normalized solutions of equation (1.1) are also considered in [5, 7] and the references therein.

According to these results, we know that the \( L^2 \)-critical exponent \( p = 2 + \frac{8}{N} \) is the threshold exponent related to the problem (1.1). Precisely, the corresponding functional...
is bounded blow if $p < 2 + \frac{8}{N}$, while there is no minimizers for problem (1.6) if $p \geq 2 + \frac{8}{N}$.

However, there exists normalized solutions for equation (1.1) if $p \geq 2 + \frac{8}{N}$. Recently, Luo and Wang [17] studied the multiplicity of normalized solutions of equation (1.1) in dimension $N = 3$ with $g(u) = |u|^{p-2}u$ and $\frac{14}{3} < p < 6$. The existence and blow-up analysis for equation (1.1) with potential function can refer to [6]. Indeed, for the homogeneous case that $g(s) = |s|^{p-2}s$, by a scaling method, it is no hard to see the positive normalized solution must be unique if exists.

It seems that no literatures involve the case of general nonlinearities, when it is nonhomogeneous and of mass super-critical. It is also blank even for the existence. We note that in such a case, $E_c$ defined by (1.6) is not well defined. Hence, one can not find minimizers of $I[u]$ on $S_c$ any more. On the other hand, even though $g(s) = |u|^{p-2}u$ is homogenous, the asymptotic behavior of the solutions is also not studied before if $p > 2 + \frac{8}{N}$. Hence, our goal is to make some progresses in these respects.

In present paper, we shall introduce one more constraint, denoted by $\mathcal{P}_c$, see (3.4). We shall prove the new constraint $\mathcal{P}_c$ is natural, see Lemma 3.7. Then we can devote to search for the critical point of $I[u]$ on $\mathcal{P}_c$. We shall prove that the functional $I[u]$ possesses a mini-max structure, and the mini-max value denoted by $M_c$, coincides to the infimum of $I[u]$ constrained on $\mathcal{P}_c$, i.e.,

$$M_c := \inf_{u \in S_c} \max_{t > 0} I[t \ast u] = \inf_{u \in \mathcal{P}_c} I[u],$$

where the fiber map $t \mapsto H^1(\mathbb{R}^N)$ is defined by $(t \ast u)(x) := \frac{N}{2} u(tx)$, which preserves the $L^2$-norm.

**Definition 1.1.** For any $c > 0$, a solution $u \in H^1(\mathbb{R}^N)$ to (1.1) is called ground state normalized solution, or least energy normalized solution, if $u \in S_c$ and

$$I[u] = \min \{ I[v] : v \in S_c \text{ and it solves (1.1) for some } \lambda \in \mathbb{R} \}. $$

The nonlinearities considered in present paper are very general and of mass super-critical. For any given mass $c > 0$, we shall prove that $M_c$ is attained by some $u_c \in H^1(\mathbb{R}^N)$, and corresponds some $\lambda_c \in \mathbb{R}$. One can check that a solution $u \in H^1(\mathbb{R}^N)$ to (1.1) satisfying $u \in S_c$ must belong to $\mathcal{P}_c$. Hence, $u_c$ is a ground state normalized solution to (1.1). We also study the asymptotic behavior of $u_c$ as $c \to 0^+$ as well as $c \to +\infty$, via a blow up argument.

The paper is organized as follows. In the next section we state our main results. Then in Section 3 we collect and prove a few basic facts about (1.1). We shall prove the mini-max structure of $I[u]$ and that $\mathcal{P}_c$ is a natural constraint. In Section 4, we shall prove that $M_c$ is attained by some $u_c \in H^1_{rad}(\mathbb{R}^N)$, which is a positive decreasing function and the corresponding Lagrange multiplier $\lambda_c$ is also positive. Then Theorem 2.1 will be proved there. In Section 5, we shall study some basic properties of $M_c$ and $\lambda_c$, which is crucial for our further study on the asymptotic behavior of $u_c$. Theorems 2.2 - 2.5 will be proved in Section 6, via a blow up processes.

Throughout the paper we use the notation $\|u\|_p$ to denote the $L^p$-norm. The notation $\rightharpoonup$ denotes weak convergence in $H^1(\mathbb{R}^N)$. Capital latter $C$ stands for positive constant which may depend on some parameters, whose precise value can change from line to line.
2. Statement of results

To prove the existence of normalized solution to problem (1.1), we devote to prove the achievement of $M_c$. And the major work is to construct a mini-max structure and the compactness analysis. We firstly suppose that

(G1) $g : \mathbb{R} \to \mathbb{R}$ is continuous and odd;

(G2) There exists some $(\alpha, \beta) \in \mathbb{R}^2_+$ satisfying

\[
\begin{cases}
2 + \frac{8}{N} < \alpha \leq \beta < 2^* := \frac{2N}{N-2} & \text{if } N = 3, \\
2 + \frac{8}{N} < \alpha \leq \beta < +\infty & \text{if } N = 1, 2,
\end{cases}
\]

such that

\[0 < \alpha G(s) \leq g(s)s \leq \beta G(s) \text{ for } s \neq 0, \text{ where } G(s) = \int_0^s g(t)dt.\]

(G3) The function defined by \( \tilde{G}(s) := \frac{1}{2}g(s)s - G(s) \) is of class $C^1$ and

\[\tilde{G}'(s)s \geq \alpha \tilde{G}(s), \forall s \in \mathbb{R},\]

where $\alpha$ is given by (G2).

Here comes our first main result:

**Theorem 2.1.** Let $a, b > 0$. Under the assumptions (G1)-(G3), for any given $c > 0$, the Kirchhoff equation (1.1) has a ground state normalized solution $(\lambda_c, u_c)$ with $\lambda_c > 0$ and $u_c \in H^1_{rad}(\mathbb{R}^N)$.

To study the asymptotic behavior of $u_c$, we suppose further that

(G4) $\lim_{s \to 0^+} \frac{g(s)}{s^{\alpha-1}} = A > 0$.

(G5) $\lim_{s \to +\infty} \frac{g(s)}{s^{\beta-1}} = B > 0$.

Then we can obtain the following asymptotic behavior in the sense of $C^2_{loc}(\mathbb{R}^N)$ as well as $H^1(\mathbb{R}^N)$.

**Theorem 2.2.** (The case of $c \to +\infty$ in the sense of $C^2_{loc}(\mathbb{R}^N)$) Under the assumptions (G1)-(G5), for $c > 0$, let $(\lambda_c, u_c)$ be given by Theorem 2.1, then

\[v_c(x) := \lambda_c^{\frac{1}{2-\alpha}} u_c \left( \frac{x}{\sqrt{\lambda_c}} \right) \to U(x) \text{ in } C^2_{loc}(\mathbb{R}^N) \text{ as } c \to +\infty,
\]

where $U$ is the unique radial positive solution of

\[
\begin{cases}
-a\Delta U + U = AU^{\alpha-1} \text{ in } \mathbb{R}^N, \\
\lim_{|x| \to +\infty} U(x) = 0.
\end{cases}
\]

**Theorem 2.3.** (The case of $c \to +\infty$ in the sense of $H^1(\mathbb{R}^N)$) Under the assumptions of (G1)-(G5), let $v_c$ and $U$ be given by Theorem 2.2, then we also have that

\[v_c(x) \to U(x) \text{ in } H^1(\mathbb{R}^N).\]
Theorem 2.4. *(The case of $c \to 0^+$ in the sense of $C^2_{loc}(\mathbb{R}^N)$)* Under the assumptions (G1)-(G5), for $c > 0$, let $(\lambda_c, u_c)$ be given by Theorem 2.1, then
\[ v_c(x) := 1 \cdot \beta c \frac{1}{\sqrt{\lambda_c}} x \rightarrow V(x) \text{ in } C^2_{loc}(\mathbb{R}^N) \text{ as } c \to 0^+, \]
where $V$ is the unique radial positive solution of
\[ \begin{cases} -b\Delta V + V = BV^{\beta-1} & \text{in } \mathbb{R}^N, \\ \lim_{|x| \to +\infty} V(x) = 0. \end{cases} \]

Theorem 2.5. *(The case of $c \to 0^+$ in the sense of $H^1(\mathbb{R}^N)$)* Under the assumptions of (G1)-(G5), let $v_c$ and $V$ be given by Theorem 2.4, then we also have that
\[ v_c(x) \rightarrow V(x) \text{ in } H^1(\mathbb{R}^N). \]

3. Preliminaries for the existence

Lemma 3.1. If $u \in H^1(\mathbb{R}^N)$ solves
\[ - \left( a + b \int_{\mathbb{R}^N} |\nabla u|^2 dx \right) \Delta u + \lambda u = g(u) \text{ in } \mathbb{R}^N, \tag{3.1} \]
then $u \in \mathcal{P}$, where
\[ \mathcal{P} := \{ u \in H^1(\mathbb{R}^N) : P[u] = 0 \} \]
and
\[ P[u] := a\|\nabla u\|_2^2 + b\|\nabla u\|_4^4 - N \int_{\mathbb{R}^N} \tilde{G}(u) dx. \]

Proof. Let $u$ be a solution to (3.1), we firstly have that
\[ a\|\nabla u\|_2^2 + b\|\nabla u\|_4^4 + \lambda\|u\|_2^2 = \int_{\mathbb{R}^N} g(u) u dx. \tag{3.2} \]
Secondly, $u$ satisfies the so-called Pohozaev identity
\[ (N - 2) (a\|\nabla u\|_2^2 + b\|\nabla u\|_4^4) + N\lambda\|u\|_2^2 - 2N \int_{\mathbb{R}^N} G(u) dx = 0. \tag{3.3} \]
Eliminate the unknown parameter $\lambda$, we obtain that
\[ a\|\nabla u\|_2^2 + b\|\nabla u\|_4^4 - N \int_{\mathbb{R}^N} \tilde{G}(u) dx = 0. \]
\[ \square \]

Remark 3.2. Recalling the fiber map $(t \star u)(x) := t^{\frac{N}{2}} u(tx), t \in \mathbb{R}_+$, which preserves the $L^2$-norm, We define
\[ I_u(t) := I[t \star u], t > 0 \]
and remark that $\frac{1}{t} P[t \star u] = (I_u)'(t), t > 0$. In particular, it holds that $P[u] = (I_u)'(1)$.

Lemma 3.3. Let $u \in S_c$. Then: $t \in \mathbb{R}^+$ is a critical point for $I_u(t)$ if and only if $t \star u \in \mathcal{P}_c$, where
\[ \mathcal{P}_c := \mathcal{P} \cap S_c. \tag{3.4} \]
Proof. It follows by the fact of \( \frac{1}{t}P[t \ast u] = (I_u)'(t) \).

**Lemma 3.4.** For any critical point of \( I_c \), if \( (I_u)''(1) \neq 0 \), then there exists some \( \lambda \in \mathbb{R} \) such that
\[
I'[u] + \lambda u = 0 \text{ in } \mathbb{R}^N.
\]

**Proof.** Let \( u \) be a critical point of \( I[u] \) constraint on \( P_c \), then there exist \( \lambda, \mu \in \mathbb{R} \) such that
\[
I'[u] + \lambda u + \mu P'(u) = 0 \text{ in } \mathbb{R}^N.
\]
We only need to prove that \( \mu = 0 \). Noting that a function \( u \) solves (3.5) must satisfy the corresponding Pohozave identity
\[
(J_u)'(1) := \frac{d}{dt}J[t \ast u] \bigg|_{t=1} = 0,
\]
where \( J[u] := I[u] + \frac{1}{2} \lambda \|u\|_2^2 + \mu P[u] \) is the corresponding energy functional of (3.5). Observing that
\[
J_u(t) := J[t \ast u] = I[t \ast u] + \frac{1}{2} \lambda \|u\|_2^2 + \mu P[t \ast u] = I_u(t) + \frac{1}{2} \lambda \|u\|_2^2 + \mu t(I_u)'(t),
\]
we have
\[
(J_u)'(t) = \frac{d}{dt}J[t \ast u] = (1 + \mu)(I_u)'(t) + \mu t(I_u)''(t).
\]
Hence,
\[
0 = (J_u)'(1) = (1 + \mu)(I_u)'(1) + \mu(I_u)''(1) = (1 + \mu)P[u] + \mu (I_u)''(1) = \mu (I_u)''(1).
\]
So by \( (I_u)''(1) \neq 0 \), we have that \( \mu = 0 \). \( \square \)

**Lemma 3.5.** Let \( a, b > 0 \). Assume that there exist some \( 2 < \alpha \leq \beta < 2^* \) such that
\[
\alpha G(s) \leq g(s) s \leq \beta G(s), \quad \forall s \in \mathbb{R}. \tag{3.6}
\]
Then equation (3.1) has no nontrivial solution \( u \in H^1(\mathbb{R}^N) \) provided \( \lambda \leq 0 \).

**Proof.** We argue by contradiction and suppose that there exists some \( 0 \neq u \in H^1(\mathbb{R}^N) \) solving (3.1) with \( \lambda \leq 0 \). By (3.2) and (3.3), since \( \lambda \leq 0 \), we have that
\[
0 \geq \lambda \|u\|_2^2 = \int_{\mathbb{R}^N} \left[ NG(u) - \frac{N - 2}{2} g(u) u \right] dx.
\]
For \( N \leq 3 \), by (3.6), one can see that
\[
\int_{\mathbb{R}^N} \left[ NG(u) - \frac{N - 2}{2} g(u) u \right] dx \geq 0.
\]
So we obtain that \( \lambda = 0 \) and
\[
\int_{\mathbb{R}^N} G(u) dx = \int_{\mathbb{R}^N} g(u) u dx = \int_{\mathbb{R}^N} \tilde{G}(u) = 0.
\]
However, even for \( \lambda = 0 \), noting that \( u \in P \), \( P[u] = 0 \), one can also see that \( \|\nabla u\|_2 = 0 \), a contradiction to \( 0 \neq u \in H^1(\mathbb{R}^N) \). \( \square \)
**Lemma 3.6.** Under the assumptions (G1) and (G2), for any given \( c > 0 \), there exists some \( \delta_c > 0 \) such that
\[
\inf \{ t > 0 : \exists u \in S_c \text{ with } \|\nabla u\|_2 = 1 \text{ such that } t \ast u \in \mathcal{P}_c \} \geq \delta_c. \tag{3.7}
\]
That is,
\[
\inf \{ \|\nabla u\|_2, u \in \mathcal{P}_c \} \geq \delta_c.
\]

**Proof.** By \( t \ast u \in \mathcal{P}_c \), we have that \( P[t \ast u] = 0 \). Recalling that \( (I_u)'(t) = \frac{1}{t} P[t \ast u] \), we get
\[
a\|\nabla u\|^2_2 + b\|\nabla u\|^4_2 = N \int_{\mathbb{R}^N} \tilde{G}(t^{\frac{N}{2}} u(x)) dx t^{-N-2}.
\]
By the assumption (G2), for \( \|\nabla u\|_2 = 1 \), we have
\[
a < a + bt^2 \leq N \left( \frac{1}{2} - \frac{1}{\beta} \right) t^{-N-2} \int_{\mathbb{R}^N} g(t^{\frac{N}{2}} u(x)) t^{\frac{N}{2}} u(x) dx. \tag{3.8}
\]
Also by (G2), one can find some suitable \( C_1 > 0 \) such that
\[
g(s)s \leq C_1 \left( |s|^\alpha + |s|^\beta \right), \quad \forall s \in \mathbb{R}.
\]
Then by Gagliardo-Nirenberg inequality, there exists some \( C_2 > 0 \) such that
\[
\|u\|_\alpha \leq C_2, \quad \|u\|_\beta \leq C_2, \quad \forall u \in S_c \text{ with } \|\nabla u\|_2 = 1. \tag{3.9}
\]
Then by (3.8) and (3.9),
\[
a < C_1 C_2 N \left( \frac{1}{2} - \frac{1}{\beta} \right) \left[ t^{\frac{N}{2} - N - 2} + t^{\frac{N}{2} \beta - N - 2} \right],
\]
which implies the existence of lower bound \( \delta_c > 0 \). \( \square \)

**Lemma 3.7.** Under the assumptions (G1)-(G3), we have that \( (I_u)''(1) < 0 \) for any \( u \in \mathcal{P}_c \) and thus \( \mathcal{P}_c \) is a natural constraint of \( I|_{S_c} \).

**Proof.** By \( (I_u)'(t) = \frac{1}{t} P[t \ast u] \), we have that
\[
(I_u)''(t) = a\|\nabla u\|^2_2 + 3b\|\nabla u\|^4_2 + N(N + 1) \int_{\mathbb{R}^N} \tilde{G}(t^{\frac{N}{2}} u(x)) dx t^{-N-2}
\]
\[
- N \int_{\mathbb{R}^N} \tilde{G}'(t^{\frac{N}{2}} u(x)) - \frac{N}{2} t^{\frac{N}{2} - 2} u(x) dx t^{-N-1}.
\]
Thus,
\[
(I_u)''(1) = a\|\nabla u\|^2_2 + 3b\|\nabla u\|^4_2 + N(N + 1) \int_{\mathbb{R}^N} \tilde{G}(u) dx - \frac{N^2}{2} \int_{\mathbb{R}^N} \tilde{G}'(u) u dx. \tag{3.10}
\]
Then by the assumption (G3) and \( P[u] = 0 \),
\[
(I_u)''(1) \leq a\|\nabla u\|^2_2 + 3b\|\nabla u\|^4_2 + N(N + 1) \int_{\mathbb{R}^N} \tilde{G}(u) dx - \frac{N^2}{2} \alpha \int_{\mathbb{R}^N} \tilde{G}(u) dx
\]
\[
= a\|\nabla u\|^2_2 + 3b\|\nabla u\|^4_2 + N + 1 - \frac{N}{2} \alpha [a\|\nabla u\|^2_2 + b\|\nabla u\|^4_2]
\]
\[
= \left[ N + 2 - \frac{N}{2} \alpha \right] a\|\nabla u\|^2_2 + \left[ N + 4 - \frac{N}{2} \beta \right] b\|\nabla u\|^4_2.
\]
By $2 + \frac{8}{N} < \alpha \leq \beta$ and Lemma 3.6, we have that
\[(I_u)''(1) \leq \left[N + 2 - \frac{N}{2} \alpha \right] a\delta_c^2 + \left[N + 4 - \frac{N}{2} \beta \right] b\delta_c^4 < 0. \tag{3.11}\]
Hence, by Lemma 3.4, one can see that $P_c$ is a natural constraint of $I\big|_{S_c}$. \hfill \Box

**Remark 3.8.** Let $\{u_n\} \subset P_c$ be such that $I[u_n]$ approaches a possible critical value $M_c$. Noting that $(I_u)'(1) < 0$ is an open constraint, then exist sequences $\lambda_n, \mu_n \in \mathbb{R}$ such that
\[I'[u_n] + \lambda_n u_n + \mu_n P'[u_n] \to 0.\]
Applying a similar argument as Lemma 3.4, we obtain that
\[\mu_n (I_{u_n})''(1) \to 0. \tag{3.12}\]
By (3.11), one can see that
\[\mu_n \left\{ \left[N + 2 - \frac{N}{2} \alpha \right] a\delta_c^2 + \left[N + 4 - \frac{N}{2} \beta \right] b\delta_c^4 \right\} \to 0.\]
However, by Lemma 3.6, we have that $\|\nabla u\|_2^2 \geq \delta_c^2 > 0$ for all $u \in P_c$. Hence, we obtain that $\mu_n \to 0$. And thus if furthermore $\{u_n\}$ is bounded in $H^1(\mathbb{R}^N)$, then we have that
\[I'[u_n] + \lambda_n u_n \to 0 \text{ in } H^{-1}(\mathbb{R}^N).\]

**Corollary 3.9.** Under the assumptions (G1)-(G3), for any $u \in H^1(\mathbb{R}^N) \setminus \{0\}$, there exists an unique $t_u > 0$ such that $t_u * u \in \mathcal{P}$. Furthermore,
\[I[t_u * u] = \max_{t > 0} I[t * u]. \tag{3.13}\]

**Proof.** Let $c := \|u\|_2^2 > 0$. We remark that under the assumptions (G1) and (G2), for any $t \geq 0$ and $s \in \mathbb{R}$, it holds that
\[\begin{cases} t^\beta G(s) \leq G(ts) \leq t^\alpha G(s), & \text{if } t \leq 1, \\ t^\alpha G(s) \leq G(ts) \leq t^\beta G(s), & \text{if } t \geq 1. \end{cases} \tag{3.14} \]
Then we have that
\[\frac{\alpha - 2}{\beta - 2} \min\{t^\alpha, t^\beta\} \hat{G}(s) \leq \hat{G}(ts) \leq \frac{\beta - 2}{\alpha - 2} \max\{t^\alpha, t^\beta\} \hat{G}(s), \tag{3.15} \]
and thus by $\alpha > 2 + \frac{8}{N}$,
\[\int_{\mathbb{R}^N} \hat{G}(t \frac{N}{2} u) dx^{-N} = o(t^4) \text{ as } t \to 0^+. \tag{3.16} \]
Hence, by
\[P[t * u] = a\|\nabla u\|_2^2 t^2 + b\|\nabla u\|_2^4 t^4 - N \int_{\mathbb{R}^N} \hat{G}(t \frac{N}{2} u) dx^{-N}, \]
one can see that $P[t * u] > 0$ for $t > 0$ small enough. Recalling that $(I_u)'(t) = \frac{1}{t} P[t * u]$, we have that $(I_u)'(t) > 0$ for $t > 0$ small enough. Hence, there exists some $t_0 > 0$ such that $I_u(t)$ increases in $t \in (0, t_0)$. \hfill \Box
On the other hand, by \( \int_{\mathbb{R}^N} G(u)dx > 0 \) and \( \alpha > 2 + \frac{8}{N} \), we can also have that

\[
\int_{\mathbb{R}^N} G(t^\frac{N}{2} u)dx - t^{-4} \geq \left( \int_{\mathbb{R}^N} G(u)dx \right) t^{\frac{N}{2} - N - 4} \rightarrow +\infty \text{ as } t \rightarrow +\infty. \tag{3.17}
\]

Thus

\[
\lim_{t \to +\infty} I_u(t) = \lim_{t \to +\infty} t^4 \left\{ \frac{a}{2} \| \nabla u \|^2 t^{-2} + \frac{b}{4} \| \nabla u \|^4 - \int_{\mathbb{R}^N} G(t^\frac{N}{2} u)dx - N - 4 \right\} = -\infty. \tag{3.18}
\]

So there must exists some \( t_1 > t_0 \) such that

\[
I_u(t_1) = \max_{t > 0} I_u(t).
\]

Hence, \( (I_u)'(t_1) = 0 \) and it follows Lemma 3.3 that \( t_1 \ast u \in \mathcal{P} \). Suppose that there exists another \( t_2 > 0 \) such that \( t_2 \ast u \in \mathcal{P} \). Then by Lemma 3.7, we have that both \( t_1 \) and \( t_2 \) are strict local maximum of \( I_u(t) \). Without loss of generality, we assume that \( t_1 < t_2 \). Then there exists some \( t_3 \in (t_1, t_2) \) such that

\[
I_u(t_3) = \min_{t \in [t_1, t_2]} I_u(t).
\]

That is, \( t_3 \) is a local minimum of \( I_u(t) \). So we have that \( (I_u)'(t_3) = 0 \) and thus \( t_3 \ast u \in \mathcal{P} \) with \( (I_{t_3 \ast u})''(1) = (I_u)''(t_3) \geq 0 \), a contradiction to Lemma 3.7. \( \square \)

**Corollary 3.10.** Under the assumptions (G1)-(G3), for any \( u \in H^1(\mathbb{R}^N) \setminus \{0\} \), let \( t_u \) be given by Corollary 3.9, then we have that

\[
t_u = (>, <)1 \iff (I_u)'(1) = (>, <)0 \iff P[u] = (>, <)0.
\]

**Proof.** By Corollary 3.9, we have that

\[
I_u(t_u) = \max_{t > 0} I_u(t).
\]

Furthermore,

\[
(I_u)'(t) > 0 \text{ for } 0 < t < t_u \text{ and } (I_u)'(t) < 0 \text{ for } t > t_u.
\]

On the other hand, we recall that \( P[t \ast u] = t(I_u)'(t) \). Hence, the conclusion holds. \( \square \)

**Remark 3.11.** Under the hypotheses (G1)-(G3), for any \( u \in \mathcal{P}_c \), one can see that \( I_u(t) \rightarrow 0 \) as \( t \rightarrow 0^+ \) and \( I_u(t) \rightarrow -\infty \) as \( t \rightarrow +\infty \). By Corollary 3.9, we have that

\[
I[u] = \max_{t > 0} I[t \ast u] > 0.
\]

**Lemma 3.12.** Under the assumptions (G1)-(G3), \( I|_{\mathcal{P}_c} \) is coercive, i.e.,

\[
\lim_{u \in \mathcal{P}_c, \| \nabla u \|_2 \rightarrow \infty} I[u] = +\infty.
\]

**Proof.** For \( u \in \mathcal{P}_c \), by (G2), we have that

\[
a\| \nabla u \|^2_2 + b\| \nabla u \|^4_2 = N \int_{\mathbb{R}^N} \tilde{G}(u)dx \geq N\frac{\alpha - 2}{2} \int_{\mathbb{R}^N} G(u)dx.
\]
Thus,

\[ I[u] = \frac{1}{2} \| \nabla u \|_2^2 + \frac{b}{4} \| \nabla u \|_4^4 - \int_{\mathbb{R}^N} G(u) dx \]

\[ \geq \frac{a}{2} \| \nabla u \|_2^2 + \frac{b}{4} \| \nabla u \|_4^4 - \frac{2}{N(\alpha - 2)} \left( a \| \nabla u \|_2^2 + b \| \nabla u \|_4^4 \right) \]

\[ = \frac{N(\alpha - 2) - 4}{2N(\alpha - 2)} a \| \nabla u \|_2^2 + \frac{N(\alpha - 2) - 8}{4N(\alpha - 2)} b \| \nabla u \|_4^4. \quad (3.19) \]

The conclusion follows that \( \frac{N(\alpha - 2) - 4}{2N(\alpha - 2)} > 0, \frac{N(\alpha - 2) - 8}{4N(\alpha - 2)} > 0 \) due to \( \alpha > 2 + \frac{8}{N} \). \( \square \)

For given \( c > 0 \), define

\[ M_c := \inf_{u \in P_c} I[u] = \inf_{u \in S_c} \max_{t > 0} I[t \ast u]. \quad (3.20) \]

Since a solution \( u \) to (1.1) with (1.2) must belong to \( P_c \), one can see that \( u \) is indeed a least energy solution (ground state solution) if \( u \) attains \( M_c \).

**Corollary 3.13.** Under the assumptions (G1)-(G3), for any \( c > 0 \), we have \( M_c > 0 \).

**Proof.** It follows by the formula (3.19) and Lemma 3.6. \( \square \)

For any \( u \in H^1(\mathbb{R}^N) \), let \( u^* \) be the symmetric decreasing rearrangement of \( u \). Then we have that \( u^* = |u|^* \). Under the assumption (G1), without loss of generality, we may suppose that \( u \) is nonnegative. Then one can see that

\[ \int_{\mathbb{R}^N} G(u) dx = \int_{\mathbb{R}^N} \left( \int_0^{u(x)} g(s) ds \right) dx \]

\[ = \int_0^{\infty} g(s) |\{ x : u(x) > s \}| ds \]

\[ = \int_0^{\infty} g(s) |\{ x : u^*(x) > s \}| ds \]

\[ = \int_{\mathbb{R}^N} G(u^*) dx. \]

Recalling the Pólya-Szegö inequality, we have

\[ \int_{\mathbb{R}^N} |\nabla u|^2 dx \leq \int_{\mathbb{R}^N} |\nabla u|^2 dx. \quad (3.21) \]

Hence,

\[ I[u^*] \leq I[u]. \quad (3.22) \]

Let \( H^1_{rad}(\mathbb{R}^N) \) be the radial subspace of \( H^1(\mathbb{R}^N) \). Set

\[ S_c^rad := S_c \cap H^1_{rad}(\mathbb{R}^N), P^rad := P \cap H^1_{rad}(\mathbb{R}^N), P_c^rad := P_c \cap H^1_{rad}(\mathbb{R}^N). \quad (3.23) \]

Define

\[ M^rad_c := \inf_{u \in S_c^rad} \max_{t > 0} I[t \ast u]. \quad (3.24) \]

Then one can see that it also holds that

\[ M^rad_c = \inf_{u \in P_c^rad} I[u]. \quad (3.25) \]
Furthermore, we have:

**Lemma 3.14.**

\[ M_c^{\text{rad}} = M_c. \]

**Proof.** Since \( S_c^{\text{rad}} \subset S_c \), it is trivial that \( M_c^{\text{rad}} \geq M_c \). On the other hand, for any \( s > 0 \),

\[
\left| \left\{ x : t * u^*(x) > s \right\} \right| = \left| \left\{ y : t^{\frac{N}{2}} u^*(y) > s \right\} \right| t^{-N} \\
= t^{-N} | \left\{ u^*(y) > t^{-\frac{N}{2}} s \right\} | = t^{-N} | \left\{ u(y) > t^{-\frac{N}{2}} s \right\} | = t^{-N} | \left\{ t^{\frac{N}{2}} u(y) > s \right\} | \\
= | \left\{ t^{\frac{N}{2}} u(tx) > s \right\} | = | \left\{ (t * u)(x) > s \right\} | = | \left\{ (t * u)^*(x) > s \right\} |,
\]

one can see that

\[ t * u^* = (t * u)^*, \forall t \in \mathbb{R}^+. \]

Then for any \( u \in \mathcal{P}_c \), we have

\[
I[t * u^*] = I[(t * u)^*] \leq I[t * u] \\
\leq \max_{s > 0} I[s * u] = I[u], \forall t \in \mathbb{R}^+.
\]

Then by the arbitrary of \( u \in \mathcal{P}_c \), we obtain that \( M_c^{\text{rad}} \leq M_c \). And thus \( M_c^{\text{rad}} = M_c \). \( \square \)

4. **Proof of Theorem 2.1**

**Proof.** Let \( \{u_n\} \subset \mathcal{P}_c^{\text{rad}} \) be such that \( I[u_n] \to M_c > 0 \). By Lemma 3.12, we see that \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^N) \). Up to a subsequence, we may assume that \( u_n \rightharpoonup u \) in \( H^1(\mathbb{R}^N) \). Then for \( N = 2, 3 \), by the compact embedding \( H^1_0(\mathbb{R}^N) \hookrightarrow \hookrightarrow L^p(\mathbb{R}^N) \) for \( 2 < p < 2^* \), we have that

\[
\int_{\mathbb{R}^N} G(u_n) dx \to \int_{\mathbb{R}^N} G(u) dx. \tag{4.1}
\]

For the case of \( N = 1 \), we may suppose further that \( u_n = u_n^*, \forall n \in \mathbb{N} \). Then (4.1) also holds (see [25, Proposition 1.7.1]).

We claim that \( u \neq 0 \). If not, \( \int_{\mathbb{R}^N} G(u_n) dx = o(1) \) and thus \( \{u_n\} \subset \mathcal{P}_c^{\text{rad}} \) implies that

\[
a \| \nabla u_n \|_2^2 + b \| \nabla u_n \|_2^4 = o(1),
\]

a contradiction to Lemma 3.6.

Since \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^N) \), it is easy to see that

\[
\lambda_n := -\frac{1}{c} \langle I'[u_n], u_n \rangle
\]
is a bounded sequence. In particular,
\[
\lambda_n c = \lambda_n \|u_n\|_2^2 = -\langle I'[u_n], u_n \rangle \\
= \int_{\mathbb{R}^N} g(u_n) u_n \, dx - a \|\nabla u_n\|_2^2 - b \|\nabla u_n\|_2^2 \\
= \int_{\mathbb{R}^N} g(u_n) u_n \, dx - N \int_{\mathbb{R}^N} \tilde{G}(u_n) \, dx \\
= N \int_{\mathbb{R}^N} G(u_n) \, dx - \frac{N - 2}{2} \int_{\mathbb{R}^N} g(u_n) u_n \, dx \\
\geq \left[ N - \frac{(N - 2)\beta}{2} \right] \int_{\mathbb{R}^N} G(u_n) \, dx. \tag{4.2}
\]

On the other hand,
\[
a \|\nabla u_n\|_2^2 + b \|\nabla u_n\|_2^2 = N \int_{\mathbb{R}^N} \tilde{G}(u_n) \, dx \leq \frac{(\beta - 2)N}{2} \int_{\mathbb{R}^N} G(u_n) \, dx.
\]

Since \(2 + \frac{8}{N} < \alpha \leq \beta < 2^*\), by Lemma 3.6, one can find some \(\eta_c > 0\) such that
\[
\int_{\mathbb{R}^N} G(u_n) \, dx \geq \eta_c, \forall n \in \mathbb{N}.
\]

And thus there exists some suitable \(\sigma_c > 0\) such that
\[
\lambda_n \geq \sigma_c, \forall n \in \mathbb{N}.
\]

Without loss of generality, we may assume that \(\lambda_n \to \lambda > 0\). Suppose that up to a subsequence, \(\|\nabla u_n\|_2^2 \to \Lambda \geq 0\). Then one can see that \(u \in H^1_{rad}(\mathbb{R}^N)\) solves
\[
- (a + b\Lambda) \Delta u + \lambda u = g(u) \quad \text{in} \quad \mathbb{R}^N. \tag{4.3}
\]

Then we also have that \(u \in \mathcal{P}^{rad}\), and thus
\[
a \|\nabla u\|_2^2 + b\Lambda \|\nabla u\|_2^2 = \int_{\mathbb{R}^N} \tilde{G}(u) \, dx \\
= \lim_{n \to \infty} \int_{\mathbb{R}^N} \tilde{G}(u_n) \, dx \\
= \lim_{n \to \infty} \left( a \|\nabla u_n\|_2^2 + b \|\nabla u_n\|_2^2 \right) \\
= a\Lambda + b\Lambda^2.
\]

So \((a + b\Lambda)(\|\nabla u\|_2^2 - \Lambda) = 0\). By \(a > 0, b > 0, \Lambda \geq 0\), we see that \(\|\nabla u\|_2^2 = \Lambda\), which implies that \(u_n \to u\) in \(D^{1,2}_0(\mathbb{R}^N)\). So by (4.3), we see that \(u\) solves
\[
- \left( a + b \int_{\mathbb{R}^N} |\nabla u|^2 \, dx \right) \Delta u + \lambda u = g(u) \quad \text{in} \quad \mathbb{R}^N. \tag{4.4}
\]
On the other hand, we also have that
\[ a\|\nabla u\|_2^2 + b\|\nabla u\|_2^4 + \lambda\|u\|_2^2 = \int_{\mathbb{R}^N} g(u)udx = \int_{\mathbb{R}^N} g(u_n)u_ndx + o(1) = a\|\nabla u_n\|_2^2 + b\|\nabla u_n\|_2^4 + \lambda_n\|u_n\|_2^2 + o(1), \]
which implies that
\[ \lambda(c - \|u\|_2^2) = 0. \]
We obtain that \( u \in S_c \) and thus \( u \in \mathcal{P}_c \). Hence,
\[ M_c \leq I[u] = \lim_{n \to \infty} I[u_n] = M_c. \]
That is, \((\lambda, u)\) is a ground state normalized solution of Kirchhoff equation \( (1.1) \).

5. Properties of \( M_c \) and \( \lambda_c \)

In this section, we shall study some properties of \( M_c \) and \( \lambda_c \), such as the continuity and the limit behavior as \( c \to 0^+ \) as well as \( c \to +\infty \), which is very important for us to study the asymptotic behavior in Section 6.

Now, for \( c > 0 \), let \((\lambda_c, u_c)\) be the solution given by Theorem 2.1. That is, \( \lambda_c > 0 \) and \( u_c \in \mathcal{S}_c^{rad} \) satisfy
\[ -\left( a + b\int_{\mathbb{R}^N} |\nabla u_c|^2 dx \right) \Delta u_c + \lambda_c u_c = g(u_c) \text{ in } \mathbb{R}^N, \quad (5.1) \]
and
\[ I[u_c] = \frac{a}{2}\|\nabla u_c\|_2^2 + \frac{b}{4}\|\nabla u_c\|_2^4 - \int_{\mathbb{R}^N} G(u_c)dx = M_c. \quad (5.2) \]

Then we have the following results:

**Lemma 5.1.** \( M_c \) is continuous with respect to \( c \in (0, +\infty) \).

**Proof.** Noting that \( M_c \) is attained by some \( u_c \in H_0^{1,\text{rad}}(\mathbb{R}^N) \), which is a symmetric decreasing function. Fix \( c > 0 \), for any \( \{c_n\} \subset \mathbb{R}_+ \) with \( c_n \to c \) as \( n \to +\infty \), we simply write \((\lambda_{c_n}, u_{c_n})\) by \((\lambda_n, u_n)\). Without loss of generality, we may assume that \( c_n \in (\frac{c}{2}, 2c) \), \( \forall n \in \mathbb{N} \). Noting that
\[
\left[ 1 - \frac{2}{(\alpha - 2)N} \right] a\|\nabla u_c\|_2^2 + \left[ 1 - \frac{2}{(\alpha - 2)N} \right] b\|\nabla u_c\|_2^4 \leq M_c = I[u_c]
\]
\[
\leq \left[ 1 - \frac{2}{(\beta - 2)N} \right] a\|\nabla u_c\|_2^2 + \left[ 1 - \frac{2}{(\beta - 2)N} \right] b\|\nabla u_c\|_2^4. \quad (5.3)
\]
Let \( u_{c_n} \) attain \( M_{c_n} \). For any \( \kappa \in (1, 4) \), \( \kappa u_{c_n} \in S_{\kappa^2 c_n} \). Recalling that there exists an unique \( t_\kappa > 0 \) such that \( t_\kappa \ast (\kappa u_{c_n}) \in \mathcal{P}_{\kappa^2 c_n} \), and thus
\[ a\|\kappa \nabla u_{c_n}\|_2^2 t_\kappa^2 + b\|\kappa \nabla u_{c_n}\|_2^4 t_\kappa^4 = N \int_{\mathbb{R}^N} \tilde{G}(t_\kappa \ast (\kappa u_{c_n})). \quad (5.4) \]
In particular, by (3.15), we have
\[
a\|\kappa \nabla u_\frac{1}{2}\|_2^2 t_\kappa^{-2} + b\|\kappa \nabla u_\frac{1}{2}\|_2^4 = Nt_\kappa^{-4} \int_{\mathbb{R}^N} \tilde{G}(t_\kappa \ast (\kappa u_\frac{1}{2})) \\
\geq C t_\kappa^{-4} \int_{\mathbb{R}^N} \tilde{G}(t_\kappa \kappa u_\frac{1}{2}(t_\kappa x)) dx \\
\geq C t_\kappa^{-4} \min\{(t_\kappa N\kappa)^\alpha, (t_\kappa N\kappa)^\beta\} \int_{\mathbb{R}^N} \tilde{G}(u_\frac{1}{2}(t_\kappa x)) dx \\
= C t_\kappa^{-4-N} \min\{(t_\kappa N\kappa)^\alpha, (t_\kappa N\kappa)^\beta\} \int_{\mathbb{R}^N} \tilde{G}(u_\frac{1}{2}(y)) dy \\
\geq C \min\{t_\kappa^\frac{N\alpha-N-4}{2}, t_\kappa^\frac{N\beta-N-4}{2}\},
\]
which implies that \(t_\kappa\) is bounded since \(\frac{N\beta}{2} - N - 4 \geq \frac{N\alpha}{2} - N - 4 > 0\). Hence, by \(M_{\kappa u_\frac{1}{2}} \leq I[t_\kappa \ast (\kappa u_\frac{1}{2})]\), we see that \(\{M_{\kappa u_\frac{1}{2}} : \kappa \in (1, 4)\}\) is bounded. So by the left hand side of (5.3), we obtain that \(\{u_n\}\) is bounded in \(H^1(\mathbb{R}^N, d)\).

Similar to the proof of Theorem 2.1, we may assume that \(\lambda_n \to \lambda > 0\) and \(u_n \rightharpoonup u\) in \(H^1(\mathbb{R}^N)\). Here \(u \in H^1(\mathbb{R}^N)\) satisfies \(u \in S_c\) and solves
\[
-a + b \int_{\mathbb{R}^N} |\nabla u|^2 dx \Delta u + \lambda u = g(u) \text{ in } \mathbb{R}^N.
\]
Hence,
\[
\lim_{n \to \infty} M_{u_n} = \lim_{n \to \infty} I[u_n] = I[u] \geq M_c. \tag{5.5}
\]
If \(I[u] \neq M_c\), then there exists some \(\delta > 0\) such that
\[
M_{u_n} \geq M_c + \delta \text{ for } n \text{ large enough}. \tag{5.6}
\]
We remark that \(\sqrt{\theta} u_c \in S_{\theta c}\). Let \(t_\theta > 0\) be the unique number such that \(t_\theta \ast (\sqrt{\theta} u_c) = \sqrt{\theta} (t_\theta \ast u_c) \in P_{\theta c}\). That is,
\[
0 = a\|\nabla u_c\|_2^2 t_\theta^2 + b\|\nabla u_c\|_2^4 t_\theta^4 - \int_{\mathbb{R}^N} \tilde{G}(\sqrt{\theta} (t_\theta \ast u_c)). \tag{5.7}
\]
Recalling Lemma 3.6, one can prove that \(t_\theta\) is bounded away from 0 for \(\theta\) close to 1. And then the uniqueness implies that \(t_\theta \to 1\) as \(\theta \to 1\). So that, for \(\theta\) close to 1 enough, we have that
\[
M_{\theta c} \leq I[\sqrt{\theta} \ast (t_\theta \ast u_c)] = I[u_c] = M_c. \tag{5.8}
\]
Then, there exists some \(N_0 \in \mathbb{N}\), such that
\[
M_{u_n} \leq M_c + \frac{\delta}{2} \text{ for } n \geq N_0, \tag{5.9}
\]
a contradiction to (5.5). Hence, we prove that \(I[u] = M_c\) and thus
\[
\lim_{n \to \infty} M_{u_n} = M_c.
\]
\[
\text{Lemma 5.2.} \quad \lim_{c \to 0^+} M_c = +\infty \text{ and } \lim_{c \to +\infty} M_c = 0.
\]
Proof. By (3.14) and the assumption (G2), combing with the Gagliardo-Nierenberg inequality, there exists some $C = C(\alpha, \beta, N)$ such that

$$a \|\nabla u_c\|_2^2 + b \|\nabla u_c\|_2^4 = N \int_{\mathbb{R}^N} \tilde{G}(u_c)dx$$

$$\leq \frac{(\beta - 2)N}{2} \int_{\mathbb{R}^N} G(u_c)dx$$

$$\leq C \left( \|u_c\|_\alpha^\alpha + \|u_c\|_\beta^\beta \right)$$

$$\leq C \left( \|\nabla u_c\|_2^{\frac{N(\alpha - 2)}{2}} c^{\frac{2a - N(\alpha - 2)}{4}} + \|\nabla u_c\|_2^{\frac{N(\beta - 2)}{2}} c^{\frac{2\beta - N(\beta - 2)}{4}} \right).$$

Thus,

$$a < a + b \|\nabla u_c\|_2^2 \leq C \left( \|\nabla u_c\|_2^{\frac{N(\alpha - 2)}{2}} c^{\frac{2a - N(\alpha - 2)}{4}} + \|\nabla u_c\|_2^{\frac{N(\beta - 2)}{2}} c^{\frac{2\beta - N(\beta - 2)}{4}} \right). \quad (5.10)$$

Noting that $\frac{2a - N(\alpha - 2)}{4}$ and $\frac{2\beta - N(\beta - 2)}{4}$ are positive, one can see that

$$\|\nabla u_c\|_2^{\frac{N(\alpha - 2)}{2}}, \|\nabla u_c\|_2^{\frac{N(\beta - 2)}{2}} \to +\infty \text{ as } c \to 0^+. \quad (5.11)$$

So by $\frac{N(\alpha - 2)}{2}, \frac{N(\beta - 2)}{2} > 0$, we obtain that

$$\|\nabla u_c\|_2 \to +\infty \text{ as } c \to 0^+. \quad (5.12)$$

Recalling (3.19), we obtain that

$$M_c = I[u_c] \geq \frac{N(\alpha - 2) - 4}{2N(\alpha - 2)} a \|\nabla u_c\|_2^2 + \frac{N(\alpha - 2) - 4}{4N(\alpha - 2)} b \|\nabla u_c\|_2^4 \to +\infty \text{ as } c \to 0^+. \quad (5.13)$$

On the other hand, we fix some positive $\omega \in H^1(\mathbb{R}^N)$ with $\|\omega\|_2^2 = 1$. For $c > 0$, one has that $u = \sqrt{c}\omega \in S_c$. Let $t_c > 0$ be the unique number such that $t_c * u \in \mathcal{P}_c$. We claim that $c t_c^2 \to 0$ as $c \to +\infty$. If not, there exists a sequence $\{c_n\}$ with $c_n \to +\infty$ as $n \to +\infty$ and $c_n t_{c_n}^2 \geq \sigma > 0, \forall n \in \mathbb{N}$. Recalling (3.15), we have that

$$c_n^{-2} t_{c_n}^{-4} \int_{\mathbb{R}^N} \tilde{G}(\sqrt{c_n}(t_{c_n} * \omega))dx$$

$$= c_n^{-2} t_{c_n}^{-4} \int_{\mathbb{R}^N} \tilde{G}(\sqrt{c_n t_{c_n}^2 \omega}(y))t_{c_n}^{-N} dy$$

$$\geq c_n^{-2} t_{c_n}^{-4 - N} \frac{\alpha - 2}{\beta - 2} \min \left\{ \left( \sqrt{c_n t_{c_n}^2} \right)^\alpha, \left( \sqrt{c_n t_{c_n}^2} \right)^\beta \right\} \int_{\mathbb{R}^N} \tilde{G}(\omega)dx.$$

Noting that

$$c_n^{-2} t_{c_n}^{-4 - N} \left( \sqrt{c_n t_{c_n}^2} \right)^\alpha = \left( c_n t_{c_n}^2 \right)^{\frac{N}{2}(\frac{N}{2} - N - 4)} c_n^{\frac{2N - (N - 2)\alpha}{4}}$$

$$\geq c_n^{\frac{1}{2}(\frac{N}{2} - N - 4)} c_n^{\frac{2N - (N - 2)\alpha}{4}} \to +\infty \text{ as } n \to +\infty$$

and similarly that

$$c_n^{-2} t_{c_n}^{-4 - N} \left( \sqrt{c_n t_{c_n}^2} \right)^\beta \to +\infty \text{ as } n \to +\infty,$$
we have
\[ c_n^{-2} t_n^{-4} \int_{\mathbb{R}^N} \tilde{G}(\sqrt{c_n(t_n \ast \omega)}) dx \to +\infty \text{ as } n \to +\infty. \]

Then we have that
\[
0 = P[t_n \ast u] = a \|\nabla u\|^2_{2c_n^2} + b \|\nabla u\|^4_{2c_n^4} - \int_{\mathbb{R}^N} \tilde{G}(t_n \ast u) dx
= a \|\nabla \omega\|^2_{2c_n^2} + b \|\nabla \omega\|^4_{2c_n^4} - \int_{\mathbb{R}^N} \tilde{G}(\sqrt{c(t_n \ast \omega)}) dx
= c_n^{-2} t_n^4 \left[ a \|\nabla \omega\|^2_{2c_n^{-1} t_n^{-2}} + b \|\nabla \omega\|^4_{2c_n^{-2} t_n^{-4}} \right] \int_{\mathbb{R}^N} \tilde{G}(\sqrt{c(t_n \ast \omega)}) dx
< 0 \text{ for } n \text{ large,}
\]
a contradiction. Hence, the claim \( ct_n^2 \to 0 \) as \( c \to +\infty \) is proved. Hence, by \( v := t_n \ast u = \sqrt{c(t_n \ast \omega)} \in \mathcal{P}_c \), we obtain that
\[
M_c \leq I[v] = \frac{a}{2} \|\nabla v\|^2_2 + \frac{b}{4} \|\nabla v\|^4_2 - \int_{\mathbb{R}^N} G(v) dx
\leq \frac{a}{2} \|\nabla v\|^2_2 + \frac{b}{4} \|\nabla v\|^4_2 - \frac{2}{\beta - 2} \int_{\mathbb{R}^N} \tilde{G}(v) dx
= \frac{a}{2} \|\nabla v\|^2_2 + \frac{b}{4} \|\nabla v\|^4_2 - \frac{2}{(\beta - 2)N} \left[ a \|\nabla v\|^2_2 + b \|\nabla v\|^4_2 \right]
= \left[ \frac{1}{2} - \frac{2}{(\beta - 2)N} \right] a \|\nabla v\|^2_2 + \left[ \frac{1}{4} - \frac{2}{(\beta - 2)N} \right] b \|\nabla v\|^4_2
\to 0 \text{ as } c \to +\infty.
\]

\[ \square \]

**Corollary 5.3.**
\[
\lim_{c \to 0^+} \lambda_c c = +\infty \text{ and } \lim_{c \to +\infty} \lambda_c c = 0.
\]

**Proof.** By Lemma 5.2 and the formula (5.3), we see that
\[
\lim_{c \to +\infty} \|\nabla u_c\|_2 = 0 \text{ and } \lim_{c \to 0^+} \|\nabla u_c\|_2 = +\infty. \tag{5.14}
\]
Furthermore, by \( P[u_c] = 0 \), we have that
\[
\int_{\mathbb{R}^N} \tilde{G}(u_c) dx = \frac{1}{N} \left[ a \|\nabla u_c\|^2_2 + b \|\nabla u_c\|^4_2 \right].
\]
Hence, we also have
\[
\lim_{c \to +\infty} \int_{\mathbb{R}^N} \tilde{G}(u_c) dx = 0 \text{ and } \lim_{c \to 0^+} \int_{\mathbb{R}^N} \tilde{G}(u_c) dx = +\infty. \tag{5.15}
\]
Similar to the formula (4.2), we have that
\[
\lambda_c c = \lambda_c \|u_c\|^2_2 = \int_{\mathbb{R}^N} \left[ NG(u_c) - \frac{N - 2}{2} g(u_c) u_c \right] dx.
\]
Under the assumption (G2), we can find some $C_1 \geq C_2 > 0$ such that

$$C_2 \int_{\mathbb{R}^N} \tilde{G}(u_c)dx \leq \lambda_c c \leq C_1 \int_{\mathbb{R}^N} \tilde{G}(u_c)dx. \tag{5.16}$$

Hence, by (5.15), we obtain that

$$\lambda_c c \to +\infty \text{ as } c \to 0^+ \text{ and } \lambda_c c \to 0 \text{ as } c \to +\infty.$$ 

\[\square\]

**Remark 5.4.** We say the two quantities $p(c)$ and $q(c)$ are comparable, if there exist some $C_1 \geq C_2 > 0$ independent of $c$ such that

$$C_2 q(c) \leq p(c) \leq C_1 q(c).$$

Then by the proofs in Section 5, it is not hard to see that any two elements of

$$\left\{ M_c, \lambda_c c, \|\nabla u_c\|_2^2 + \|\nabla u_c\|_4^4, \int_{\mathbb{R}^N} G(u_c)dx, \int_{\mathbb{R}^N} \tilde{G}(u_c)dx, \int_{\mathbb{R}^N} g(u_c)u_c dx \right\}$$

are comparable.

6. **Asymptotic behavior of $u_c$**

6.1. **The case of $c \to +\infty$.** Let $c_n \to +\infty$, by Corollary 5.3, we have that $\lambda_{c_n} \to 0$. Write $(\lambda_{c_n}, u_{c_n})$ simply by $(\lambda_n, u_n)$. Put

$$d_n := \|\nabla u_n\|_2^2. \tag{6.1}$$

Recalling (5.14), we have that $d_n \to 0$ as $n \to +\infty$.

**Lemma 6.1.** Under the assumptions of (G1)-(G5), let $(\lambda_c, u_c)$ be the solution given by Theorem 2.1. Then

$$\limsup_{c \to +\infty} u_c(0) < +\infty.$$

**Proof.** Suppose that there exists a sequence $\{c_n\} \to +\infty$ such that

$$M_n := u_n(0) = \max_{x \in \mathbb{R}^N} u_n(x) \to +\infty.$$

Now we perform a rescaling, setting $x = \frac{y}{M_n^{2/\beta}}$ and defining

$$U_n(y) = \frac{u_n \left( \frac{y}{M_n^{2/\beta}} \right)}{M_n}, y \in \mathbb{R}^N.$$

Then

$$1 = \max_{y \in \mathbb{R}^N} U_n(y)$$

and

$$-\Delta U_n(y) = \frac{1}{a + bd_n} \left[ \frac{g(M_n U_n(y))}{M_n^{\beta-1}} - \frac{\lambda_n}{M_n^{\beta-2}} U_n(y) \right]. \tag{6.2}$$

Noting that under the assumptions (G1) and (G2), one can find some $C > 0$ such that

$$g(s) \leq C \left( s^{\alpha-1} + s^{\beta-1} \right).$$
So the right-hand side $\frac{1}{a+bd_n} \left[ \frac{g(M_n u_n(y))}{M_n^{\alpha-2}} - \frac{\lambda_n}{M_n^{\beta-2}} u_n(y) \right]$ is of $L^\infty(\mathbb{R}^N)$. Then applying a standard elliptic estimation and passing to a subsequence if necessary, $U_n \to U$ in $C^2_{loc}(\mathbb{R}^N)$, which is a nontrivial and nonnegative bounded radial solution of

$$-\Delta U = \frac{B}{a} U^{\beta-1} \text{ in } \mathbb{R}^N. \quad (6.3)$$

Recalling the well known result that the only nonnegative solution to $-\Delta u \geq u^p$ in $\mathbb{R}^N$ with $p < \frac{N}{(N-2)+}$ is 0, see [18, Theorem 8.4]. So for the case of $N = 1, 2$, we obtain that $U \equiv 0$, a contradiction to $U(0) = 1$. For the case of $N = 3$, since $\beta - 1 < \frac{N+2}{N-2}$, by the remarkable result [24], the only nonnegative solution of (6.3) is also 0, a contradiction to $U(0) = 1$ again. □

Define

$$\bar{u}_n(x) := \frac{1}{u_n(0)} u_n \left( \frac{x}{\sqrt{\lambda_n}} \right). \quad (6.4)$$

A direct computation shows that $\bar{u}_n(0) = \|\bar{u}\|_\infty = 1$ and

$$- (a + bd_n) \Delta \bar{u}_n(x) + \bar{u}_n(x) = \frac{1}{\lambda_n u_n(0)} g(u_n(0) \bar{u}_n(x)). \quad (6.5)$$

**Lemma 6.2.** Under the assumptions of (G1)-(G5), let $(\lambda_c, u_c)$ be the solution given by Theorem 2.1. We have that

$$\liminf_{c \to +\infty} \frac{u_c(0)^{\alpha-2}}{\lambda_c} > 0.$$ 

**Proof.** We argue by contradiction and assume that there exists a sequence $c_n \to +\infty$ such that $u_n(0)^{\alpha-2} = o(1)(\lambda_n)$. Consider $x = 0$ in (6.5), we have

$$1 = \bar{u}_n(0) \leq - (a + bd_n) \Delta \bar{u}_n(0) + \bar{u}_n(0)$$

$$= \frac{1}{\lambda_n u_n(0)} g(u_n(0) \bar{u}_n(0))$$

$$\leq C \frac{1}{\lambda_n u_n(0)} \left( u_n(0)^{\alpha-1} + u_n(0)^{\beta-1} \right)$$

$$\leq C \frac{u_n(0)^{\alpha-2}}{\lambda_n}$$

$$= o(1),$$

a contradiction. □

**Lemma 6.3.** Under the assumptions of (G1)-(G5), let $(\lambda_c, u_c)$ be the solution given by Theorem 2.1. Then $u_c(0) = \|u_c\|_\infty \to 0$ as $c \to +\infty$.

**Proof.** Noting that $\lambda_c \to 0^+$ and $\|\nabla u_c\|_2 \to 0$ as $c \to +\infty$, suppose now that $\liminf_{n \to +\infty} u_n(0) > 0$. Since $g(u_n) - \lambda_n u_n \in L^\infty(\mathbb{R}^N)$, applying the elliptic regularity and passing to a subsequence, we may assume that $u_n \to u$ in $C^2_{loc}(\mathbb{R}^N)$ with $u(0) = \max_{x \in \mathbb{R}^N} u(x) > 0$ and $u$ a non-negative bounded radial function which solves

$$-\Delta u = \frac{1}{a} g(u) \geq 0 \text{ in } \mathbb{R}^N.$$
Hence, by \cite{12, Theorem 7.2}, we obtain that \( u \equiv 0 \), a contradiction to \( u(0) > 0 \). \( \square \)

**Lemma 6.4.** Under the assumptions of (G1)-(G5), let \((\lambda_c, u_c)\) be the solution given by Theorem 2.1. We have that

\[
\limsup_{c \to +\infty} \frac{u_c(0)^{\alpha-2}}{\lambda_c} < +\infty.
\]

**Proof.** If there exists a sequence \( c_n \to +\infty \) such that \( \frac{u_c(0)^{\alpha-2}}{\lambda_n} \to +\infty \). Then \( \lambda_n = o(u_n(0)^{\alpha-2}) \). Put

\[
\tilde{u}_n(x) := \frac{1}{u_n(0)}u_n\left(\frac{1}{u_n(0)^{\alpha-2}}x\right),
\]

then a direct computation shows that \( \tilde{u}_n(0) = \|\tilde{u}_n\|_\infty = 1 \) and

\[
-(a + bd_n) \Delta \tilde{u}_n = \frac{g(u_n(0)\tilde{u}_n)}{u_n(0)^{\alpha-1}} - \frac{\lambda_n}{u_n(0)^{\alpha-2}} \tilde{u}_n.
\]

(6.6)

Under the assumption (G2), by Lemma 6.1 and \( \frac{\lambda_n}{u_n(0)^{\alpha-2}} = o(1) \), we see that the right hand side of (6.6) is of \( \mathcal{L}^\infty(\mathbb{R}^N) \). Hence, we can apply the standard elliptic estimation and suppose that \( \tilde{u}_n \to \tilde{u} \) in \( C^2_{loc}(\mathbb{R}^N) \), going up to a subsequence if necessary. Then by Lemma 6.3 and the assumption (G4), combining with \( d_n \to 0 \), we see that \( \tilde{u} \) is a nonnegative radial bounded function satisfying

\[
-\Delta \tilde{u} = \frac{A}{a} \tilde{u}^\alpha - 1 \text{ in } \mathbb{R}^N.
\]

(6.7)

Then similar to the proof of Lemma 6.1, we have that \( \tilde{u} \equiv 0 \), a contradiction to \( \tilde{u}(0) = 1 \). \( \square \)

**Lemma 6.5.** Under the assumptions (G1)-(G5), \( \bar{u}_n(x) \to 0 \) as \(|x| \to +\infty \) uniformly in \( n \in \mathbb{N} \).

**Proof.** We argue by contradiction and assume that there exist \( \varepsilon > 0 \) and \( r_n \to +\infty \) such that \( \bar{u}_n(r_n) = \varepsilon << \liminf_{c \to +\infty} \frac{u_c(0)^{\alpha-2}}{\lambda_c} \). By Lemma 6.2 and Lemma 6.4, up to a subsequence, we may assume that

\[
\frac{u_n(0)^{\alpha-2}}{\lambda_n} \to C_0 >> \varepsilon > 0.
\]

Set \( \bar{u}_n(r) = \bar{u}_n(r + r_n) \), then by (6.5) we have that

\[
-(a + bd_n) \left(\bar{u}_n'' + \frac{N-1}{r + r_n} \bar{u}_n'\right) = -\bar{u}_n + \frac{1}{\lambda_n u_n(0)} g(u_n(0)\bar{u}_n(r)) , \quad r > -r_n.
\]

(6.8)

By the standard elliptic estimation, for any compact subset \( \Omega \subset \mathbb{R} \), up to a subsequence, \( \bar{u}_n(r) \to \bar{u} \) uniformly in \( \Omega \). Then one can see that \( \bar{u} \) solves

\[
-\bar{a} \bar{u}'' = -\bar{u} + C_0 A \bar{u}^{\alpha-1} , \quad r \in \mathbb{R},
\]

(6.9)

and \( \bar{u}(0) = \varepsilon \). Noting that \( \bar{u}_n \) is decreasing in \([0, +\infty)\), by \( r_n \to +\infty \), we obtain that \( \bar{u} \) is decreasing in \( \mathbb{R} \). Hence, \( \bar{u} \) has limit \( \bar{u}_+ \) at \( r = +\infty \) and also has limit \( \bar{u}_- \) at \( r = -\infty \). In particular, \( 0 \leq \bar{u}_+ < \bar{u}_- \leq 1 \). Hence, both \( \bar{u}_+ \) and \( \bar{u}_- \) are solutions of

\[
-\bar{u} + C_0 A \bar{u}^{\alpha-1} = 0.
\]
Since \( \varepsilon > 0 \) is very small, and \( \tilde{u}_+ \leq \tilde{u}(0) < \varepsilon \), one can see that \( \tilde{u}_+ = 0 \). On the other hand, \( \tilde{u}_- \geq \tilde{u}(0) = \varepsilon > 0 \), we obtain that \( \tilde{u}_- = (C_0 A)^{-\frac{1}{\alpha - 2}} \). Hence, \( 0 \leq \tilde{u}(r) \leq (C_0 A)^{-\frac{1}{\alpha - 2}} \) in \( \mathbb{R} \) and \( 0 < \tilde{u}(r) \leq \varepsilon \) in \([0, +\infty)\). Then we obtain that \( -\tilde{u}'' \leq 0 \) in \( \mathbb{R} \) and \( -\tilde{u}'' < 0 \) in \([0, +\infty)\). So \( \tilde{u} \) is convex in \( \mathbb{R} \) and strictly convex in \([0, +\infty)\). A contradiction to \( 0 \leq \tilde{u}(r) \leq (C_0 A)^{-\frac{1}{\alpha - 2}} \).

**Proof of Theorem 2.2:** For any sequence \( c_n \to +\infty \), we put

\[
v_n(x) := \lambda_n^{-\frac{1}{\alpha}} u_n \left( \frac{x}{\sqrt[n]{\lambda_n}} \right) = \frac{u_n(0)}{\lambda_n^\frac{1}{\alpha - 2}} \tilde{u}_n.
\]

Under the assumptions (G1)-(G5), we remark that by Lemma 6.4,

\[
\limsup_{n \to \infty} \sup_{x \in \mathbb{R}^N} v_n(x) = \limsup_{n \to \infty} \sup_{x \in \mathbb{R}^N} \lambda_n^{-\frac{1}{\alpha}} u_n \left( \frac{x}{\sqrt[n]{\lambda_n}} \right) = \limsup_{n \to \infty} \lambda_n^{-\frac{1}{\alpha - 2}} u_n(0) < +\infty.
\]

Then combining with Lemma 6.5, we can see that \( \lim_{|x| \to +\infty} v_n(x) = 0 \) uniformly in \( n \in \mathbb{N} \). And \( v_n \) solves the following equation

\[
-a b \frac{\|\nabla u_n\|_2^2}{\lambda_n^{\frac{1}{\alpha - 2}}} \Delta v_n + v_n = \frac{g(\lambda_n^{-\frac{1}{\alpha - 2}} v_n)}{\lambda_n^{\frac{1}{\alpha - 2}}}. \tag{6.10}
\]

Hence, up to a subsequence, the standard elliptic estimate implies that \( v_n(x) \to U(x) \) in \( C_{loc}^2(\mathbb{R}^N) \). Recalling that \( \|\nabla u_n\|_2 \to 0, \lambda_n \to 0 \), by (G4), (6.10) implies that \( U \) is nontrivial nonnegative function satisfying

\[
\begin{cases}
- a \Delta U + U = A U^{\alpha - 1} \text{ in } \mathbb{R}^N, \\
\lim_{|x| \to +\infty} U(x) = 0.
\end{cases}
\]

Then \( U \) is uniquely determined by the well-known result of Kwong [13], which is a positive radial decreasing function.

**Proof of Theorem 2.3:** Recalling (6.10), we have

\[
- \Delta v_n + \frac{1}{a + b \|\nabla u_n\|_2^2} \left[ 1 - \frac{g(\lambda_n^{-\frac{1}{\alpha - 2}} v_n)}{\lambda_n^{\frac{1}{\alpha - 2}} \lambda_n^{-\frac{1}{\alpha - 2}} v_n} \right] v_n = 0. \tag{6.11}
\]

Noting that \( \|v_n\|_\infty = 1 \) and \( \lambda_n \to 0^+ \), under the assumption (G4), we have

\[
g(\lambda_n^{-\frac{1}{\alpha - 2}} v_n(x)) = (A + o(1)) \lambda_n^{\frac{1}{\alpha - 2}} v_n(x)^{\alpha - 1} \text{ as } n \to +\infty. \tag{6.12}
\]

Then for \( n \) large, combing with \( \|\nabla u_n\|_2^2 = d_n \to 0 \), we can write (6.11) as

\[
- \Delta v_n + \left( \frac{1}{a} + o(1) \right) \left[ 1 - (A + o(1)) v_n^{\alpha - 2} \right] v_n = 0. \tag{6.13}
\]
Recalling that \( \lim_{|x| \to +\infty} v_n(x) = 0 \) uniformly in \( n \in \mathbb{N} \), we can find some \( R \) large enough such that
\[
\left( \frac{1}{a} + o(1) \right) \left[ 1 - (A + o(1)) v_n^{\alpha-2} \right] > \frac{1}{2a}, \forall |x| \geq R \text{ and } n \geq N_0. \tag{6.14}
\]
Hence,
\[
-\Delta v_n(x) + \frac{1}{2a} v_n(x) \leq 0, \forall |x| \geq R, \forall n \geq N_0. \tag{6.15}
\]
On the other hand, by \( v_n(x) \to U(x) \) in \( C^2_{\text{loc}}(\mathbb{R}^N) \), one can find some \( C_1, C_2 > 0 \) such that
\[
v_n(x) \leq C_1 e^{-C_2 |x|}, \forall |x| \geq R, \forall n \geq N_0. \tag{6.16}
\]
Hence, \( v_n \to U \) in \( L^2(\mathbb{R}^N) \). A direct computation shows that
\[
\|v_n\|_2^2 = \frac{N\alpha-2N-4}{2(\alpha-2)} c_n \text{ and } \|\nabla v_n\|_2^2 = \frac{N\alpha-2N-4}{2(\alpha-2)} \frac{d_n}{\lambda_n}. \]
Recalling Remark 5.4 and noting that \( d_n \to 0 \), we obtain that \( \|v_n\|_2^2 \) and \( \|\nabla v_n\|_2^2 \) are comparable. By \( v_n \to U \) in \( L^2(\mathbb{R}^N) \) again, up to a subsequence, we can have that
\[
C_3 \leq \|v_n\|_2^2 \leq C_4, \forall n \in \mathbb{N}.
\]
And thus we can also find some \( C_5, C_6 > 0 \) such that
\[
C_5 \leq \|\nabla v_n\|_2^2 \leq C_6.
\]
So \( \{v_n\} \) is a bounded sequence of \( H^1(\mathbb{R}^N) \). Recalling \( v_n \to U \) in \( L^2(\mathbb{R}^N) \) again, up to a subsequence, we can have that
\[
v_n \to U \text{ in } H^1(\mathbb{R}^N).
\]
Furthermore, by Gagliardo-Nirenberg inequality, one can see that
\[
v_n \to U \text{ in } L^p(\mathbb{R}^N), \forall p \in [2, 2^*).
\]
Then under the assumption (G2), by (6.13), we have
\[
\|\nabla v_n\|_2^2 \to \|\nabla U\|_2^2.
\]
So we also have that \( v_n \to U \) in \( D^{1,2}_0(\mathbb{R}^N) \). Hence, \( v_n \to U \) in \( H^1(\mathbb{R}^N) \). \( \square \)

6.2. The case of \( c \to 0^+ \). Let \( c_n \to 0^+ \), by Corollary 5.3, we have that \( \lambda_{c_n} \to +\infty \). Write \( (\lambda_{c_n}, u_{c_n}) \) simply by \( (\lambda_n, u_n) \). Also put \( d_n := \|\nabla u_n\|_2^2 \). And by (5.14), we have that \( d_n \to +\infty \) as \( n \to +\infty \).

**Lemma 6.6.** Under the assumptions (G1)-(G5), let \( (\lambda_c, u_c) \) be the solution given by Theorem 2.1. Then
\[
\liminf_{c \to 0^+} u_c(0) = +\infty
\]
and
\[
\liminf_{c \to 0^+} \frac{u_c(0)^{\beta-2}}{\lambda_c} > 0.
\]
Proof. Define

\[ v_n(x) := \frac{1}{u_n(0)} u_n \left( \sqrt{d_n} \sqrt{\lambda_n} x \right). \]

Then a direct computation shows that \( \|v_n\|_\infty = v_n(0) = 1 \) and

\[- (ad_n^{-1} + b) \Delta v_n + v_n = \frac{1}{\lambda_n u_n(0)} g(u_n(0)v_n). \quad (6.17)\]

By (G2) and taking \( x = 0 \), there exists some \( C > 0 \) such that

\[ 1 \leq - (ad_n^{-1} + b) \Delta v_n(0) + v_n(0) = \frac{1}{\lambda_n u_n(0)} g(u_n(0)v_n(0)) \]

\[ \leq C \frac{1}{\lambda_n u_n(0)} (u_n(0)^{\alpha - 1} + u_n(0)^{\beta - 1}) \]

\[ = C \frac{u_n(0)^{\alpha - 2} + u_n(0)^{\beta - 2}}{\lambda_n}. \]

Since \( \lambda_n \to +\infty \), we obtain that \( u_n(0) \to +\infty \) since \( \alpha - 2 > 0, \beta - 2 > 0 \). In particular, by \( \alpha \leq \beta \), we obtain that

\[ \lim \inf_{n \to +\infty} \frac{u_n(0)^{\beta - 2}}{\lambda_n} \geq \frac{1}{2C} > 0. \]

By the arbitrary of \( c_n \), we obtain \( \lim \inf_{c \to 0^+} u_c(0) = +\infty \) and

\[ \lim \inf_{c \to 0^+} \frac{u_c(0)^{\beta - 2}}{\lambda_c} > 0. \]

\[ \square \]

Lemma 6.7. Under the assumptions (G1)-(G5), let \( (\lambda_c, u_c) \) be the solution given by Theorem 2.1. Then

\[ \lim \sup_{c \to 0^+} \frac{u_c(0)^{\beta - 2}}{\lambda_c} < +\infty. \]

Proof. We argue by contradiction and suppose there exists a sequence \( c_n \to 0^+ \) such that

\[ \frac{u_n(0)^{\beta - 2}}{\lambda_n} \to +\infty. \]

That is, \( \lambda_n = o(u_n(0)^{\beta - 2}) \). Now, we put

\[ \tilde{v}_n(x) := \frac{1}{u_n(0)} u_n \left( \sqrt{d_n} \sqrt{u_n(0)^{\beta - 2}} x \right). \quad (6.18)\]

Then \( \tilde{v}_n(0) = \|\tilde{v}\|_\infty = 1 \) and

\[- (ad_n^{-1} + b) \Delta \tilde{v}_n + \frac{\lambda_n}{u_n(0)^{\beta - 2}} \tilde{v}_n = \frac{1}{u_n(0)^{\beta - 1}} g(u_n(0)\tilde{v}_n). \quad (6.19)\]

Noting that

\[ \frac{1}{u_n(0)^{\beta - 1}} g(u_n(0)\tilde{v}_n) \leq C \frac{1}{u_n(0)^{\beta - 1}} \left(u_n(0)^{\alpha - 1}\tilde{v}_n^{\alpha - 1} + u_n(0)^{\beta - 1}\tilde{v}_n^{\beta - 1}\right) \]

\[ = C \left(u_n(0)^{\alpha - \beta} \tilde{v}_n^{\alpha - 1} + \tilde{v}_n^{\beta - 1}\right). \]
Recalling Lemma 6.6, \( u_n(0) \to +\infty \). By \( \alpha \leq \beta \), we obtain that

\[
\frac{1}{u_n(0)^{\beta - 1}} g(u_n(0)v_n) \leq C \left( \bar{v}_{n}^{\alpha - 1} + \bar{v}_{n}^{\beta - 1} \right),
\]

which is of \( L^\infty(\mathbb{R}^N) \). Hence, we can apply the standard elliptic estimation and assume that \( \bar{v}_n \to \bar{v} \) in \( C^2_{loc}(\mathbb{R}^N) \). So \( \bar{v} \) is a nonnegative radial bounded function and (G5) implies that

\[
- \Delta \bar{v} = \frac{B}{b} \bar{v}^{\beta - 1} \text{ in } \mathbb{R}^N.
\]

Then \( \bar{v} \equiv 0 \), a contradiction to \( \bar{v}(0) = 1 \), a similar argument we refer to the proof of Lemma 6.1. \( \square \)

Proof of Theorem 2.4: For any sequence \( c_n \to 0^+ \), a direct computation shows that \( v_n \) satisfies

\[
- (ad_n^{-1} + b) \Delta v_n + v_n = \frac{g(\lambda_n^{1}v_n)}{\lambda_n^{\alpha - 1}}.
\]

By Lemma 6.7, there exists some \( M > 0 \) such that

\[
v_n(0) = \|v_n\|_\infty \leq M, \forall n \in \mathbb{N}.
\]

So combining with the assumption (G2), we have

\[
g(\lambda_n^{1}v_n) \leq C \frac{\lambda_1^{\alpha - 1}v_1^{\alpha - 1} + \lambda_1^{\beta - 1}v_1^{\beta - 1}}{\lambda_n^{\alpha - 1}v_n^{\alpha - 1} + v_n^{\beta - 1}}
\]

\[
= C \left( \frac{\lambda_1^{\alpha - 1}v_1^{\alpha - 1} + \lambda_1^{\beta - 1}v_1^{\beta - 1}}{\lambda_n^{\alpha - 1}v_n^{\alpha - 1} + v_n^{\beta - 1}} \right).
\]

So by \( \alpha \leq \beta \) and \( \lambda_n \to +\infty \), we see that \( \frac{g(\lambda_n^{1}v_n)}{\lambda_n^{\beta - 2}} \in L^\infty(\mathbb{R}^N) \). So applying a standard elliptic estimation, we can prove that \( v_n \to v \) in \( C^2_{loc}(\mathbb{R}^N) \) up to a subsequence, where \( v \) is a bounded nonnegative radial decreasing function satisfying

\[
- b \Delta v + v = Bv^{\beta - 1} \text{ in } \mathbb{R}^N.
\]

We claim that \( \lim_{|x| \to +\infty} v_n(x) = 0 \) uniformly in \( n \in \mathbb{N} \). If not, up to a subsequence, we suppose there exist some \( \varepsilon > 0 \) small enough and sequence \( r_n \to +\infty \) such that \( v_n(r_n) = \varepsilon > 0 \). We put \( \tilde{v}_n(r) := v_n(r + r_n) \). Then by (6.21), we have that

\[
- (ad_n^{-1} + b) \left( \tilde{v}_n'' + \frac{N - 1}{r + r_n} \tilde{v}_n' \right) + \tilde{v}_n = \frac{g(\lambda_n^{1}v_n)}{\lambda_n^{\beta - 2}}, r \geq -r_n.
\]

By the standard elliptic estimation, for any compact subset \( \Omega \subset \mathbb{R} \), up to a subsequence, \( \tilde{v}_n(r) \to \tilde{v} \) uniformly in \( \Omega \). Then one can see that \( \tilde{v} \) solves

\[
- b\tilde{v}'' = -\tilde{v} + B\tilde{v}^{\beta - 1}, r \in \mathbb{R},
\]

and \( \tilde{v}(0) = \varepsilon \). Noting that \( \tilde{v}_n \) is decreasing in \( [0, +\infty) \), by \( r_n \to +\infty \), we obtain that \( \tilde{v} \) is decreasing in \( \mathbb{R} \). Hence, \( \tilde{v} \) has limit \( \tilde{v}_+ \) at \( r = +\infty \) and also has limit \( \tilde{v}_- \) at \( r = -\infty \).
particular, \( 0 \leq \tilde{v}_+ < \tilde{v}_- \leq \limsup_{c \to 0^+} \frac{u_c(0)}{\lambda_c} < +\infty \). Hence, both \( \tilde{v}_+ \) and \( \tilde{v}_- \) are solutions of
\[
-\tilde{v} + B\tilde{v}^{\beta - 1} = 0.
\]
Since \( \varepsilon > 0 \) is very small, and \( \tilde{v}_+ \leq \tilde{v}(0) = \varepsilon \), one can see that \( \tilde{v}_+ = 0 \). On the other hand, \( \tilde{v}_- \geq \tilde{v}(0) = \varepsilon > 0 \), we obtain that \( \tilde{v}_- = B^{-\frac{\beta - 1}{\beta}} \). Hence, \( 0 \leq \tilde{v}(r) \leq B^{-\frac{\beta - 1}{\beta}} \) in \( \mathbb{R} \) and \( 0 < \tilde{v}(r) \leq \varepsilon \) in \( [0, +\infty) \). Then we obtain that \( -\tilde{v}'' \leq 0 \) in \( \mathbb{R} \) and \( -\tilde{v}'' < 0 \) in \( [0, +\infty) \). So \( \tilde{v} \) is convex in \( \mathbb{R} \) and strictly convex in \( [0, +\infty) \). A contradiction to \( 0 \leq \tilde{v}(r) \leq B^{-\frac{1}{\beta}} \). Hence, we prove that \( \lim_{|x| \to +\infty} v_n(x) = 0 \) uniformly in \( n \in \mathbb{N} \) and thus
\[
\lim_{|x| \to +\infty} v(x) = 0. \quad (6.25)
\]
That is, \( v \) is a nontrivial nonnegative function satisfying (6.22) and (6.25), then by the classification result of Kwong [13], \( v \) is positive radial decreasing and uniquely determined. \( \square \)

**Proof of Theorem 2.5:** Let \( c_n \to 0^+ \), recalling (6.21),
\[
-\Delta v_n + \frac{1}{ad_n^{-1} + b} \left[ 1 - \frac{g(\lambda_n^{\frac{1}{2}} v_n)}{\lambda_n^{\frac{\alpha - 1}{2}} v_n} \right] v_n = 0. \quad (6.26)
\]
By the proof of Theorem 2.4, we also have that \( \lim_{|x| \to +\infty} v_n(x) = 0 \) uniformly in \( n \in \mathbb{N} \). So by (G2) and \( \lambda_n \to +\infty \) as \( n \to +\infty \),
\[
\frac{g(\lambda_n^{\frac{1}{2}} v_n)}{\lambda_n^{\frac{\alpha - 1}{2}} v_n} \leq C \frac{\lambda_n^{\frac{\alpha - 1}{2}} v_n^{\alpha - 1} + \lambda_n^{\frac{\beta - 1}{2}} v_n^{\beta - 1}}{\lambda_n^{\frac{\alpha - 1}{2}} v_n} \\
\leq C \left[ \frac{\lambda_n^{\frac{\alpha - 1}{2}} v_n^{\alpha - 1} + \lambda_n^{\frac{\beta - 1}{2}} v_n^{\beta - 1}}{\lambda_n^{\frac{\alpha - 1}{2}} v_n} \right] \leq C \left[ v_n^{\alpha - 1} + v_n^{\beta - 1} \right] \\
\to 0 \text{ as } |x| \to +\infty \text{ uniformly in } n \in \mathbb{N}.
\]
Hence, we can find some \( R > 0 \) large enough and some \( N_0 \in \mathbb{N} \) such that
\[
\frac{1}{ad_n^{-1} + b} \left[ 1 - \frac{g(\lambda_n^{\frac{1}{2}} v_n)}{\lambda_n^{\frac{\alpha - 1}{2}} v_n} \right] \geq \frac{1}{2b}, \forall |x| \geq R \text{ and } \forall n \geq N_0. \quad (6.27)
\]
Then applying a similar argument as the proof of Theorem 2.3, we can prove that \( v_n \to V \) in \( L^2(\mathbb{R}^N) \). Noting that \( d_n \to +\infty \), by Remark 5.4, we see that \( \lambda_n c_n \) and \( d_n^2 \) are comparable. Since
\[
\|v_n\|_2^2 = \lambda_n^{\frac{N - 2}{2}} d_n^{-\frac{2}{2}} c_n, \|\nabla v_n\|_2^2 = \lambda_n^{\frac{N - 2}{2}} d_n^{-\frac{2}{2}} \frac{d_n^2}{\lambda_n},
\]
we get that \( \|v_n\|_2^2 \) and \( \|\nabla v_n\|_2^2 \) are comparable. Then similar to the proof of Theorem 2.3, we can finally that obtain \( v_n \to V \) in \( H^1(\mathbb{R}^N) \). \( \square \)
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