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Abstract
Although linear classifiers are one of the oldest methods in machine learning, they are still very popular in the machine learning community. This is due to their low computational complexity and robustness to overfitting. Consequently, linear classifiers are often used as base classifiers of multiple ensemble classification systems. This research is aimed at building a new fusion method dedicated to the ensemble of linear classifiers. The fusion scheme uses both measurement space and geometrical space. Namely, we proposed a probability-driven scoring function which shape depends on the orientation of the decision hyperplanes generated by the base classifiers. The proposed fusion method is compared with the reference method using multiple benchmark datasets taken from the KEEL repository. The comparison is done using multiple quality criteria. The statistical analysis of the obtained results is also performed. The experimental study shows that, under certain conditions, some improvement may be obtained.
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1. Introduction

The concept of a linear classifier is one of the oldest machine learning methods. They are dated back to the 1950s [1]. For decades many algorithms for building linear classifiers have been developed [2, 3, 4, 5, 6, 7]. Today they are still used by the machine learning society [8]. This is due to the relatively low computational complexity of training and predicting phases [9]. What is more, after a suitable data preprocessing, linear classifiers may offer classification quality comparable to nonlinear ones [10]. Additionally, for some linear classifiers, it is possible to obtain nonlinear decision boundaries using the kernel trick [7]. Nonlinear decision boundaries may also be obtained using ensembles of classifiers [8, 11].
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Ensemble classifiers are complex systems built with multiple classifiers called base classifiers. That is why they are also called multiclassifiers [12]. The classifiers constituting the ensemble are trained together, and then their outputs are combined to form the response of the ensemble [13]. Using multiple classifiers instead of one has many advantages. As it was mentioned above, combining multiple classifiers allows building a more complex decision boundary [8]. What is more, it also improves the result stability (reduces variance) and robustness to outliers [14]. Consequently, in general, they allow obtaining better classification quality compared to a single model [15]. They proved to be efficient tools for dealing with a wide range of practical classification tasks [16, 17, 18, 19]. This is the reason why building an ensemble of classifiers is still a widely explored topic in machine learning [12, 15, 14, 13].

The operation of the ensemble classifier is usually divided into two stages: generation and integration (fusion) [20]. During the generation phase, a set of accurate and diverse classifiers is constructed. By exact, we mean the classifier which accuracy is better than the random guessing. Simply speaking, the diversity guarantees that different base classifiers make invalid predictions for different samples. Diversity is more important because we cannot benefit from combining a set of identical classifiers [21]. There are two well-known ways of creating a diversified group of classifiers. One involves building an ensemble of classifiers based on various learning paradigms (heterogeneous ensemble) [22]. The other is to build a homogeneous ensemble utilizing classifiers that follow the same learning paradigm, but the models are trained using different training data [23]. The most commonly employed methods of creating homogeneous ensembles are bagging [24], boosting [25], random subspaces [26], and random projections [27].

In the integration stage, the final decision of the ensemble is obtained. In this stage, a certain subset of previously created base classifiers can be selected [28]. Generally, the fusion strategies may be divided into a few categories [29, 12]

- Trainable [30] and untrainable [31]. The trainable ones need the combiner to be trained using a separate set of training data, whereas the untrainable ones do not;
- Static [30, 31] and dynamic [32]. Static combiners use the same mix of base classifiers for each example. On the other hand, the dynamic combination procedure depends on the sample being classified for the dynamic ones.

The classifier fusion can be done using various output spaces [20, 33].

- Abstract space (class space) combiners using only information about the class assigned to the sample [34].
- Rank space. In this case, the base classifiers produce a class ranking. The position within the ranking is expressed using an integer number [35].
- The measurement space. In the measurement space, the classifier expresses class-specific support using a real number. The higher the number
is, the greater is belief that the sample belongs to the given class. The class support values are usually normalized within the \([0; 1]\) interval and sum up to one \([34]\).

- Geometric space. The geometric combiners use properties of the geometrical space in which the decision boundary is placed \([33]\). For example, the method proposed in \([33]\) uses characteristic boundary points and weight estimation to provide a piecewise linear classifier. On the other hand, the methods proposed in \([36, 37]\) constructs a multiconintron that separates the classes.

In this paper, we extended the probability-based scoring function proposed in \([38]\). The scoring function combines measurement-level fusion with geometric space fusion. That is, it uses geometric properties of the space combined with the probabilistic framework. We have proposed three extended scoring functions. The scoring functions harness additional probabilistic information about the data distribution in the input (geometric) space. Namely, they utilize information about point distribution along the decision plane. The function proposed in \([38]\) uses only information about the point spread along the normal vector of the decision plane.

The main objectives of this work can be summarized as follows:

- A proposal of new scoring functions that better utilize the probabilistic information available.
- Harnessing the proposed scoring functions in the task of building a homogeneous ensemble of classifiers.
- An experimental setup to compare the proposed scoring functions with the reference methods. The comparison is done in terms of the selected quality criteria. During the experiments, different base classifiers are used.

The outline of the paper is as follows: In the next section (Section 2), related works are outlined. The proposed methods are presented in Section 3. In Section 4, the research questions are formulated, and the experimental setup is described. The experimental results are presented and discussed in Section 5. Finally, the paper is concluded in section 6.

2. Related Work

This section describes the previous work related to the problem of building ensembles of linear classifiers. We begin with the definition of a linear classifier and then switch to the topic of building ensembles of such classifiers.

2.1. Linear Classifier

Let us begin with the definition of a linear classifier. The linear classifier assigns points taken from the feature space \(X\), which in this work is assumed
to be a $d$-dimensional Euclidean space $\mathbb{X} = \mathbb{R}^d$, to two possible classes $\mathbb{M} = \{-1; 1\}$ \[39\]. To separate the two classes of feature space points, the classifier utilizes a hyperplane $\pi$ defined by the following equation:

$$\pi : \langle \mathbf{n}; \mathbf{x} \rangle + b = 0,$$

where $\mathbf{n}$ is a unit normal vector of the decision hyperplane, $b$ is the distance from the hyperplane to the origin and $\langle \cdot; \cdot \rangle$ is a dot product defined as follows [40]:

$$\langle \mathbf{a}; \mathbf{b} \rangle = \sum_{i=1}^{d} a_i b_i \forall \mathbf{a}, \mathbf{b} \in \mathbb{X}.$$  \[2\]

The norm of the vector $\mathbf{x}$ is defined using the dot product:

$$\| \mathbf{x} \| = \sqrt{\langle \mathbf{x}; \mathbf{x} \rangle}.$$  \[3\]

For each instance $\mathbf{x}$, the linear classifier $\psi$ produces the discriminant function [34]:

$$\omega(\mathbf{x}) = \langle \mathbf{n}; \mathbf{x} \rangle + b,$$  \[4\]

which absolute value equals the perpendicular distance from the decision hyperplane $\pi$ to the point $\mathbf{x}$. The sign of the value returned by the discriminant function depends on the site of the plane where the instance $\mathbf{x}$ lies. The decision of the linear classifier is thus determined by checking the sign of the discriminant function:

$$\psi(\mathbf{x}) = \text{sign} \left( \omega(\mathbf{x}) \right).$$  \[5\]

During the training phase of the linear classifier, the proper decision plane is found using the training set $\mathcal{T}$, which consists of $|\mathcal{T}|$ (where $|\cdot|$ is the cardinality of a set) pairs of feature space vectors $\mathbf{x}$ and their corresponding class labels $m$:

$$\mathcal{T} = \left\{ (\mathbf{x}^{(1)}, m^{(1)}), (\mathbf{x}^{(2)}, m^{(2)}), \ldots, (\mathbf{x}^{(|\mathcal{T}|)}, m^{(|\mathcal{T}|)}) \right\},$$  \[6\]

where $\mathbf{x}^{(k)} \in \mathbb{X}$ and $m^{(k)} \in \mathbb{M}$. The literature contains various procedures for obtaining the decision plane [10]. Among the others, we may mention such algorithms as: FLDA \[2\], Logistic Regression \[3\], Perceptron \[4\], Nearest Centroid Classifier \[5\], and SVM \[6\]. The procedures used in the experiments are listed in Section 4.1.

Despite their simplicity, linear classifiers are often used to solve practical classification tasks [10]. First of all, they are useful due to their low computational complexity. Additionally, due to their simplicity, they are also less overfitting prone [9]. What is more, they can obtain a classification quality comparable to nonlinear classifiers when the dimensionality of the input space is high [10]. However, for some classification problems with nonlinear classification boundaries they are insufficient [7]. One solution may be to tailor linear classifiers
to find non-linear decision boundary. This may be done by applying the kernel trick \[10, 7\]. The other way is to build a structure that consists of multiple linear classifiers that are trained together. An example of such a technique is to build a multilayer neural network \[11\], a deep neural network in particular \[41\]. Another way is to use the multi-classifier approach and build an ensemble of linear classifiers \[8\].

2.2. An Ensemble of Linear Classifiers

Generally speaking, an ensemble of classifiers (a multiclassifier) is a set of classifiers that work together to deliver more robust results \[34\]. Throughout this paper, the ensemble of classifiers is denoted by:

\[
\Psi = \{ \psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(N)} \}
\]  

(7)

In this paper, we are focused on the ensemble combination methods dedicated to linear classifiers. The proposed weighting methods are trainable and dynamic ones that combine the base classifiers in the geometric space. That is, the weights depend on the orientation of the decision plane.

In the literature, we may find multiple methods of combining linear classifiers. Now, we list these methods starting from the simplest one. The most straightforward way to combine the results of several classifiers is to use model averaging \[42\]. The model averaging approach is to simply calculate the mean value of the classifier-specific discriminant functions:

\[
\omega(x) = \frac{1}{N} \sum_{i=1}^{N} \omega^{(i)}(x),
\]

(8)

where \(\omega^{(i)}(x)\) is the value of the discriminant function provided by the classifier \(\psi^{(i)}\) for the point \(x\). As we said before, the value taken by the discriminant function of the linear classifier is proportional to the distance from the given point \(x\) to the decision plane. In general, this distance is unbounded, which poses a major disadvantage of the model averaging approach. That is, when one of the base classifiers has produced a misplaced decision boundary, the high value of the discriminant function coming from this boundary may significantly change the response of the entire ensemble.

This issue may be easily addressed by ignoring the exact value of the discriminant function and taking only the sign of the value. This approach is called majority voting, and the response of the ensemble is given by following formula \[43\]:

\[
\omega(x) = \sum_{i=1}^{N} \text{sign} \left[ \omega^{(i)}(x) \right],
\]

(9)

Although this approach is robust to misplaced decision boundaries, it loses the information related to the exact value of the discriminant function.
The aforementioned disadvantage can be partly eliminated by the application of a type of a sigmoid transformation \[34\]. The sigmoid function, also called S-shaped function, is an increasing one that has finite upper and lower bounds. An example of such a function is the softmax function:

\[
\tilde{\omega}^{(i)}(x) = \left(1 + \exp\left[-\omega^{(i)}(x)\right]\right)^{-1}.
\] (10)

Applying this kind of transformation ensures that distance-specific information is not lost, and it also reduces the impact of misplaced hyperplanes. Employing a simple sigmoid function is a simplified version of the probability calibration task. In this task, we want to provide an estimation of the class posterior probability distribution \[44\]. This distribution may be obtained using various techniques such as Platt scaling (logistic calibration) \[45, 46\], sigmoid fitting \[47\], or beta scaling \[44\]. To produce the final outcome of the ensemble, the transformed values are averaged:

\[
\omega(x) = \frac{1}{N} \sum_{i=1}^{N} \tilde{\omega}^{(i)}(x).
\] (11)

As it was said before, one of the problems with combining the linear classifiers is that the discriminative function grows monotonically with the distance to the decision plane. This poses no problem when a single classifier is queried. However, it may cause a situation where the absolute value of the discriminant function is high, but the training set of a classifier contains no instances so far from the decision boundary. In other words, the classifier returns a high value of the discriminant function outside its region of competence, which may distort the final prediction of the ensemble. The application of a sigmoid function or more generally a sort of posterior probability scaling mitigates the problem, but does not resolve it. The reason is that at a great distance from the decision boundary, the calibrated discriminant function approaches its upper (lower) limit. The values close to the limits still express relatively high class-specific support outside the competence region of the base classifier. Our previous research has shown that reducing the value of the discriminant function outside the competence region of the classifier may significantly improve the classification quality achieved by the ensemble \[48, 38\]. Our first attempt was to provide a simple non-monotonic parametric function \[48\]:

\[
g(\omega(x)) = \omega(x) \exp \left[-\zeta(\omega(x))^2 + 0.5\right] \sqrt{2\zeta},
\] (12)

where \(\zeta\) is a coefficient that controls the position and steepness of peaks. Unfortunately, we have not proposed a closed-form formula for finding the good value of this coefficient. Consequently, the proper value of this coefficient must be found using cross-validation. The translation constant \(0.5\) and the scaling factor \(\sqrt{2\zeta}\) assure that the maximum and positive and negative peaks of the discriminant functions are \(1\) and \(-1\) respectively. The final value of the discriminant function of the ensemble is calculated by averaging the transformed
values given by the base classifiers:

$$\omega(x) = \frac{1}{N} \sum_{i=1}^{N} g\left(\omega^{(i)}(x)\right).$$

(13)

The conducted experimental evaluation showed that applying this kind of non-monotonic transformation causes a gain in the classification quality obtained by heterogeneous ensembles. Unfortunately, the practical applications of this method are limited since it is very sensitive to imbalanced class distribution. What is more the $\zeta$ coefficient has to be tuned for each dataset separately. To eliminate these drawbacks, we proposed an approach that models the data spread along the plane vector using kernel probability estimators. The conducted experimental evaluation showed that the previously proposed method offers some improvement over the formerly proposed and reference methods.

The discriminant function created by a linear classifier uses only the information about the distance between an object and the decision hyperplane. However, the information about the data distribution along the basis of the decision hyperplane may also be useful when determining the competence region of the base classifier. The basis of the decision hyperplane is a set of linearly independent vectors that span the plane:

$$B = \{b_1, b_2, \cdots, b_{d-1}\}.$$  

(14)

The plane base for the two-dimensional classification problem is shown in Figure 1.

With that in mind, we proposed a method that incorporates this information into the ensemble classifier.
3. Proposed Improvements of the Probability-based Potential function

Let us begin with a more detailed description of the method proposed in [49]. This description is needed since the methods proposed in this paper are extensions of the above-mentioned methods.

3.1. Potential Functions

The potential function defined in [49] is defined using a probabilistic framework. It means that $x$ and $m$ are realizations of random variables $X$ and $M$, respectively. The joint distribution $P(X, M)$ is also known. Then, the value of the discriminant function $\omega(x)$ is also a realisation of a random variable defined as follows:

$$W = \langle n; X \rangle + b.$$  
(15)

This one-dimensional distribution describes the data spread along the line defined by the normal vector $n$ of the decision plane. This random variable is also jointly distributed with $M$: $P(W, M)$. We denote its probability density function of this random variable by $w(\omega)$.

Under these assumptions, we may define the conditional probability of class $m = 1$ given $\omega(x)$:

$$P(M = 1|\omega(x)) = \frac{w(\omega(x)|M = 1)P(M = 1)}{\sum_{m \in M} w(\omega(x)|M = m)P(M = m)}.$$  
(16)

The potential function is then defined to be proportional to the probability:

$$\beta(\omega(x)) = \frac{\exp[w(\omega(x)|M = 1)P(M = 1)]}{\sum_{m \in M} \exp[w(\omega(x)|M = m)P(M = m)]} - 0.5.$$  
(17)

Using the softmax transformation allows avoiding numerical problems in areas with low point density. Subtracting 0.5 from the expression puts the result into $[-0.5; 0.5]$ interval.

In this work, we employed probability density estimations that describe the point distribution along the vectors of the plane basis $B$. To do so, we define a new multidimensional random variable which elements are defined as the projection coefficients of the random variable $X$ onto the base vectors of the decision plane:

$$Y_i = \frac{\langle X; b_i \rangle}{\|b_i\|}.$$  
(18)

Consequently, the random variable describes the distribution of points projected onto the basis of the decision plane. The probability density function of this random variable is denoted by $y(x)$. 
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Figure 2: The plot of potential functions for different values of $P(M = 1|\omega(x))$. The $y(\mu)$ value is set to 1.0.

Our first approach is to define the modified potential function using $y(x)$ solely. This potential function uses the information about the point distribution regardless the class assigned to each of the points. We assumed that $Y$ is normally distributed with the expected value $\mu$ and the covariance matrix $\Sigma$: $Y \sim \mathcal{N}(\mu, \Sigma)$. This assumption is made because the normal distribution is a unimodal one. Consequently, the max value of the probability density function can be easily determined. The potential function is then defined as:

$$
\epsilon(x) = \frac{1}{z(x)} P(M = 1|\omega(x)) \frac{\exp(y(x))}{\exp(y(x)) + \exp(y(\mu))} - 0.5,
$$

(19)

where $z(x)$ is a normalization factor that guarantees these potentials coming from $P(M = 1|\omega(x))$ and $P(M = -1|\omega(x))$ sum up to zero. Exponent in the equation (19) is a softmax between the highest pdf value of the distribution $y(\mu)$ and $y(x)$. For low values of $y(x)$ the value of the potential function tends to 0. Consequently, in the areas where the concentration of samples is low, the discriminant function of the base classifier is close to zero. In other words, in those areas, the classifier cannot definitely say which class to choose. An example plot of the potential function is shown in Figure 2.

Another strategy is to use conditional probabilities $y(x|M = m)$ and use them to calculate $P(M = 1|\omega(x))$. To employ these probabilities, we made a naive assumption that $y(x|M = m)$ and $w(\omega(x)|M = m)$ are conditionally independent given $M = m$. The same assumption is done in the Naive Bayes classifier [50]. Taking this into account, the conditional class probability is
calculated using the following formula:

\[
P(M = 1|\omega(x)) = \frac{w(\omega(x)|M = 1) y(x|M = 1) P(M = 1)}{\sum_{m \in M} w(\omega(x)|M = m) y(x|M = m) P(M = m)}. \tag{20}
\]

Consequently, the potential is calculated as follows:

\[
\epsilon_2(x) = \frac{\exp \left[ w(\omega(x)|M = 1) y(x|M = 1) P(M = 1) \right]}{\sum_{m \in M} \exp \left[ w(\omega(x)|M = m) y(x|M = m) P(M = m) \right]} - 0.5. \tag{21}
\]

3.2. Probability Estimation

In the previous section, a set of potential functions has been presented. For readability purposes, all necessary probability distributions were assumed to be known. Unfortunately, in real-world classification problems, these distributions remain unknown, and they have to be estimated using the training data. This section describes the techniques used to estimate the probabilities needed by the potential function.

Prior class probabilities \(P(M = m)\) are estimated using the following formula:

\[
\hat{P}(M = m) = \frac{|\mathcal{T}(m)|}{|\mathcal{T}|}, \tag{22}
\]

where \(\mathcal{T}(m)\) is a subset of the training set containing objects which belong to class \(m\):

\[
\mathcal{T}(m) = \left\{ (x^{(k)}, m^{(k)}) | m^{(k)} = m \right\}. \tag{23}
\]

To calculate the potential function \(\epsilon(x)\), we need to estimate the probability distribution \(y(x)\). Random variable \(Y\) has also been assumed to follow the multivariate normal distribution. Consequently, we use the maximum likelihood estimator to find the parameters of the distribution \[51\].

For the conditional distribution \(y(x|M = m)\), we considered two estimation procedures to be compared during the experimental study:

- We assumed that the underlying random variable follows the multivariate Gaussian distribution. To estimate the conditional probability density function, we used the maximum likelihood estimator \[51\].
- To make no assumptions about the shape of the distribution, we employed a nonparametric kernel estimator. To avoid using multidimensional kernels, we used the Naive Bayes assumption about the variables \[52, 53\]. In our work, we also decided to select the bandwidth using Silverman’s rule of thumb \[54\].
3.3. Toy Examples

In this section, the process of potential function building is visualized using a simple two-dimensional data set shown in Figure 3. The decision boundary, shown in Figure 3, is generated using the Nearest Centroid classifier. After obtaining the decision boundary, the conditional probability density functions \( w(\omega(x)|M = m) \) are estimated. The result is shown in Figure 4.

Now, the process of calculating the potential function \( \epsilon(x) \) is shown. First, the probability density function \( y(x) \) is estimated. The result is shown in Figure 5. Then the potential function \( \epsilon(x) \) is calculated. It is visualised Figure 6.

Now, the process of calculating the potential function \( \epsilon_2(x) \) is shown. First the conditional probability density functions \( f(X|M = m) \) are estimated. The result is shown in Figure 7. The potential function \( \epsilon_2(x) \) is then calculated according to (12). It is visualised in Figure 8.
Figure 4: Class conditioned probability density functions estimated using the kernel estimator

Figure 5: The probability density function $f(X)$ estimated using the maximum likelihood estimator. The histogram of values is also shown.
Figure 6: The visualisation of the potential function $\epsilon(X)$. 

Figure 7: Probability density functions $f(X|M = m)$ estimated using the kernel estimator.
Figure 8: The visualisation of the potential function $\epsilon_2(X)$. 
4. Experimental Evaluation

The main goal of the experimental evaluation is to answer the following research questions:

RQ1: Does the utilization of the information about the point distribution along the basis of the decision plane significantly impact the classification quality achieved by the ensemble?

RQ2: Do the new formulated potential functions allow to improve the classification quality achieved by the ensemble?

RQ3: How is the ensemble utilizing the newly proposed potential functions doing compared to the ensemble created using Naive Bayes classifier which uses the class conditional probability calculated in a similar way.

4.1. Setup

Table 1 displays the collection of the 70 benchmark sets that were used during the experimental evaluation of the proposed methods. The table is divided into two sections. Each section is organized as follows. The first column contains the names of the datasets. The remaining ones contain the set-specific characteristics of the benchmark sets: the number of instances in the dataset $|S|$; dimensionality of the input space $d$; the number of classes $C$ and the average imbalance ratio $IR$, respectively.

The datasets were taken from the Keel\textsuperscript{1} repository. The datasets are also available in our repository\textsuperscript{2}.

During the dataset preprocessing stage, a few transformations on the datasets were applied. The PCA method\textsuperscript{55} was applied and the percentage of covered variance was set to 0.95. The attributes were also normalized to have zero mean and unit variance.

In the experimental study we conducted, the proposed potential functions were used to combine the predictions produced by a homogeneous ensemble of classifiers. The homogeneous ensembles were created using a bagging approach\textsuperscript{42}. The generated ensembles consist of 11 classifiers learned by using the bagging method. Each bagging sample contains 80% of the number of instances from the original dataset.

For each of the kernel estimators used, the kernel bandwidth was selected using the Silverman rule\textsuperscript{54}. The Gaussian kernel is used.

During the experiment, the following ensembles were considered:

- $\psi_{NB}$ – The ensemble created using Naive Bayes classifier\textsuperscript{50}.

- $\psi_{KE}$ – The ensemble in which base classifiers are combined according to approach proposed in\textsuperscript{38}. See also equation\textsuperscript{17}.

\textsuperscript{1}https://sci2s.ugr.es/keel/category.php?cat=clas

\textsuperscript{2}Removed due to the double-blind review.
Table 1: The characteristics of the benchmark sets

| Name            | | | |
|-----------------|---|---|---|
| abalone         | 4174 | 10 | 28 | 162.59 |
| adult           | 45222 | 103 | 2 | 2.02 |
| appendicitis    | 106 | 7 | 2.52 |
| automobile      | 690 | 18 | 2.12 |
| balance         | 159 | 6 | 4.30 |
| banana          | 5300 | 2 | 1.12 |
| bands           | 365 | 19 | 2.15 |
| breast          | 277 | 38 | 1.71 |
| bupa            | 345 | 6 | 1.19 |
| car             | 1728 | 21 | 4 | 10.08 |
| chess           | 3196 | 38 | 2 | 1.05 |
| cleveland       | 297 | 13 | 5 | 5.08 |
| coil2000        | 9622 | 85 | 2 | 8.88 |
| connect-4       | 05757 | 126 | 3 | 3.52 |
| contraceptive   | 1473 | 9 | 3 | 1.37 |
| ecoli           | 336 | 7 | 8 | 23.56 |
| flare           | 1066 | 37 | 6 | 2.90 |
| german          | 1000 | 59 | 2 | 1.67 |
| glass           | 214 | 9 | 6 | 3.91 |
| haberman        | 306 | 3 | 2 | 1.89 |
| hayes-roth      | 160 | 4 | 3 | 1.37 |
| heart           | 270 | 13 | 2 | 1.13 |
| hepatitis       | 80 | 19 | 2 | 3.08 |
| housevotes      | 212 | 16 | 2 | 1.07 |
| ionosphere      | 351 | 33 | 2 | 1.39 |
| iris            | 150 | 4 | 3 | 1.00 |
| kr-vs-k         | 28056 | 40 | 18 | 20.96 |
| led7digit       | 500 | 7 | 10 | 1.16 |
| letter          | 20000 | 16 | 26 | 1.06 |
| lymphography    | 148 | 38 | 4 | 15.77 |
| magic           | 19020 | 10 | 2 | 1.42 |

- $\psi_{KA}$ – The ensemble in which base classifiers are combined using the potential function defined in [19].
- $\psi_{KB}$ – The ensemble in which base classifiers are combined using the potential function defined in [21]. The parametric gaussian estimator is used.
- $\psi_{KC}$ – The ensemble in which base classifiers are combined using the potential function defined in [21]. The kernel estimator is used.

The following base classifiers were used to build the above-mentioned ensembles (Except for Naive Bayes ensemble):

- $\psi_{FLDA}$ – Fisher LDA [2],
- $\psi_{LR}$ – Logistic regression classifier [3],
- $\psi_{MLP}$ – single layer MLP classifier [4],
- $\psi_{NC}$ – nearest centroid (Nearest Prototype) [5] with the class-specific Euclidean distance,
- $\psi_{SVM}$ – SVM classifier with linear kernel (no kernel) [6].
The classifiers used were implemented in the WEKA framework \[56\]. If not stated otherwise, the classifier parameters were set to their defaults. The multiclass problems were dealt with using One-vs-One decomposition \[57\]. The source code of the proposed algorithms is available online\[3\].

To evaluate the proposed methods, six classification quality criteria are used:

- **Macro-averaged:**
  - false discovery rate (1 – precision, FDR);
  - false negative rate (1 – recall, FNR);
  - Matthews correlation coefficient (MCC)

- **Micro-averaged:**
  - false discovery rate (1 – precision, FDR);
  - false negative rate (1 – recall, FNR);
  - Matthews correlation coefficient (MCC)

Macro and micro-averaged measures were used to assess the performance for the majority and minority classes. This is because the macro-averaged measures are more sensitive to the performance for minority classes \[58\]. The criteria are bounded in the interval \([0, 1]\), where zero denotes the best classification quality. To maintain consistency, the results obtained using the MCC criterion are also transformed to fit the above-mentioned properties.

The experimental procedure was conducted using the ten-fold cross-validation procedure. The data folds were generated using methods implemented in WEKA software. The random seed used to generate them is zero.

Following the recommendation of \[59\], the statistical significance of the obtained results was assessed using the two-step procedure. The first step was to perform the Iman-Davenport test \[59\] for each quality criterion separately. Since multiple criteria were employed, the family-wise errors (FWER) should be controlled \[60\]. To do so, the Bergmann-Hommel \[60\] procedure of controlling FWER of the conducted Iman-Davenport tests was employed. When the Iman-Davenport test shows that there is a significant difference within the group of classifiers, the Bergmann-Hommel post hoc test is applied \[59, 60\]. For all tests, the significance level was set to \(\alpha = 0.05\).

### 5. Results and Discussion

To compare multiple algorithms on multiple benchmark sets, the average rank approach is used. In this approach, the winning algorithm achieves a rank equal to ’1’, the second achieves a rank equal to ’2’, and so on. In the case of ties, the ranks of algorithms that achieve the same results are averaged. To

\[3\] Removed due to the double-blind review.
provide a visualization of the average ranks, radar plots are employed. In the radar plot, each of the radially arranged axes represents one quality criterion. In the plots, the data is visualized in such a way that the lowest ranks are closer to the centre of the graph. Consequently, higher ranks are placed near the outer ring of the graph. Graphs are also scaled so that the inner ring represents the lowest rank recorded for the analyzed set of classifiers, and the outer ring is equal to the highest recorded rank. The radar plots are presented in Figures 9–13.

The numerical results are given in Table 2 to 6. Each table is structured as follows. The first row contains the names of the investigated algorithms. Then, the table is divided into six sections – one section is related to a single evaluation criterion. The first row of each section is the name of the quality criterion investigated in the section. The second row shows the p-value of the Iman-Davenport test. The third one shows the average ranks achieved by algorithms. The following rows show p-values resulting from the post hoc test. The p-value equal to \( 0.000 \) informs that the p-values are lower than \( 10^{-3} \) and p-value equal to \( 0.000 \) informs that the value is higher than \( 0.999 \). P-values lower (or equal) than \( \alpha \) are bolded. Consequently, the bolded results show that there is a significant difference between classifiers.

Let us begin with the analysis of differences between \( \psi_{KE} \) and its modifications that allow us to incorporate the information about points spread along the decision plane basis (\( \psi_{KA} \), \( \psi_{KB} \), and \( \psi_{KC} \) respectively). The conducted statistical analysis reports only a few significant differences between these methods.

Most of the differences are observed for the macro-averaged FNR criterion. In terms of this criterion \( \psi_{KB} \) and \( \psi_{KC} \) tend to be better than \( \psi_{KE} \). For this criterion, the average ranks achieved by the proposed methods tend to be lower than the ranks achieved by \( \psi_{KE} \). For the macro-averaged FDR measure, almost no significant differences have been reported. For this criterion, only one significant difference is reported for \( \psi_{NC} \) base classifier. What is more, the order (according to the average ranks) of classifiers depends on the base classifier used. It means that for the minority classes, the modified methods (\( \psi_{KB} \) and \( \psi_{KC} \)) improve the recall without harming the precision. Unfortunately, the overall classification quality expressed in terms of the macro-averaged MCC criterion has not been significantly improved. However, we may observe that the averaged ranks for the proposed methods tend to be lower for this criterion. This is especially for \( \psi_{KB} \) and \( \psi_{KC} \). This trend is observed for all base classifiers. It means that including the information about the point spread along the hyperplane basis allows obtaining some improvement. Utilizing the class-specific densities \( y(x|M = m) \) causes higher differences in average ranks. It means that using class-specific densities gives better results than using a global density \( P(X = x) \).

For the micro-averaged criteria, significant differences are observed only for a sole base classifier. The difference is observed for the \( \psi_{MLP} \) base classifier and all micro-averaged criteria. However, in this case, the result is not so strong because the p-value resulted from the Iman-Davenport test is above the significance level \( \alpha \). Apart from that, the results of the post-hoc test show that the \( \psi_{KE} \) classifier is significantly better than \( \psi_{KB} \) classifier. What is more, the \( \psi_{KB} \) classifier
tends to achieve higher ranks than $\psi_{KE}$ for all micro averaged criteria and base classifiers. It means that $\psi_{KB}$ classifier may be weaker when classifying the examples from the majority classes. For $\psi_{KA}$ and $\psi_{KC}$, on the other hand, the average ranks for micro-averaged criteria are lower than the ranks calculated for $\psi_{KE}$. This result shows that for the proposed method, the choice of the probability estimation method is fairly important. The nonparametric estimator seems to be a better choice than a parametric one related to the arbitrary chosen distribution (The Gaussian one in this study). This is likely due to the ability of the kernel estimator to provide a better estimation of the multimodal probability density.

Finally, let us compare $\psi_{KA}$, $\psi_{KB}$ and $\psi_{KC}$ classifies and the ensemble built using the Naive Bayes algorithm ($\psi_{NB}$). This comparison needs to be made since the algorithms use a similar approach to estimating the multidimensional probability distribution as the Naive Bayes algorithm does.

First of all, for the macro-averaged FNR and FDR measures, the $\psi_{NB}$ classifier significantly outperforms the remaining classifiers for three out of five base classifiers. What is more, the $\psi_{NB}$ is also better in terms of the macro-averaged MCC classifier for the nearest centroid base classifier. This is also true for the $\psi_{KC}$ classifier that uses almost the same procedure for estimation probability. The probable reasons for these differences are twofold. The first reason is that the $\psi_{KC}$ classifier uses one-vs-one decomposition to deal with multiclass problems whereas $\psi_{NB}$ can handle multiclass problems directly. The second reason is that $\psi_{NB}$ estimates the probabilities using original attributes which are, due to applied PCA transformation, uncorrelated. $\psi_{KC}$ on the other hand uses an input space spanned by the normal vector and decision hyperplane basis. The literature shows that applying $\psi_{NB}$ on uncorrelated attributes gives better results [61].

For the micro-averaged measures, on the other hand, no significant difference is observed. It means that, when dealing with the majority classes, the investigated classifiers offer comparable classification quality.

Table 2: Statistical evaluation: the post-hoc test for the ensembles based on the FLDA classifier.

|            | $\psi_{NB}$ | $\psi_{KE}$ | $\psi_{KA}$ | $\psi_{KB}$ | $\psi_{KC}$ | $\psi_{NB}$ | $\psi_{KE}$ | $\psi_{KA}$ | $\psi_{KB}$ | $\psi_{KC}$ |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Nam. MaFDR | 1.00        | 1.253       | 4.155       | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        |
| Rank       | 2.929       | 3.236       | 3.029       | 3.007       | 2.800       | 2.800       | 2.800       | 2.800       | 2.800       | 2.800       |
| $\psi_{NB}$ | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        |
| $\psi_{KE}$ | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        |
| $\psi_{KA}$ | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        |
| $\psi_{KB}$ | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        | 1.00        |

6. Conclusions

In this paper, we proposed a few modifications of the algorithm proposed in [38]. The modifications allow the aforementioned algorithm to utilize the
Figure 9: The radar plot for the ensembles based on $\psi_{FLDA}$

Figure 10: The radar plot for the ensembles based on $\psi_{LR}$
Figure 11: The radar plot for the ensembles based on $\psi_{\text{MLP}}$

Figure 12: The radar plot for the ensembles based on $\psi_{\text{NC}}$
information about the point spread along the decision plane basis. This information should allow the created ensemble to better view the competence regions of the employed base classifiers. Identifying competence regions should allow the ensemble to achieve better classification quality than the ensemble that does not use this information.

We conducted a set of experiments using different base classifiers and a set of different quality measures to answer the formulated research questions. The experiments were conducted using 70 publicly available benchmark sets.

The experimental study carried out allowed us to provide the following answers to the research questions raised.

RQ1: The utilization of the information about the point distribution along the basis of the decision plane has some impact on the classification quality obtained by the ensemble.

RQ2: The utilization of the new formulated potential functions improves the ensemble’s classification quality only for the macro-averaged FNR criterion.
Table 6: Statistical evaluation: the post-hoc test for the ensembles based on the SVM classifier.

| Rank | MaFDR  | MaFNR  | MaMCC  | Rank | MiFDR  | MiFNR  | MiMCC  |
|------|--------|--------|--------|------|--------|--------|--------|
| 1    | 0.007  | 0.007  | 0.002  | 1    | 0.007  | 0.007  | 0.002  |
| 2    | 1.000  | 1.000  | 1.000  | 2    | 0.968  | 0.968  | 1.000  |
| 3    | 1.000  | 0.972  | 0.972  | 3    | 0.658  | 0.658  | 0.658  |
| 4    | 0.751  | 0.751  | 0.751  | 4    | 0.039  | 0.039  | 0.039  |
| 5    | 0.097  | 0.097  | 0.097  | 5    | 0.007  | 0.007  | 0.007  |
| 6    | 0.007  | 0.007  | 0.002  | 6    | 0.007  | 0.007  | 0.002  |
| 7    | 0.007  | 0.007  | 0.002  | 7    | 0.007  | 0.007  | 0.002  |
| 8    | 0.007  | 0.007  | 0.002  | 8    | 0.007  | 0.007  | 0.002  |
| 9    | 0.007  | 0.007  | 0.002  | 9    | 0.007  | 0.007  | 0.002  |
| 10   | 0.007  | 0.007  | 0.002  | 10   | 0.007  | 0.007  | 0.002  |
| 11   | 0.007  | 0.007  | 0.002  | 11   | 0.007  | 0.007  | 0.002  |
| 12   | 0.007  | 0.007  | 0.002  | 12   | 0.007  | 0.007  | 0.002  |
| 13   | 0.007  | 0.007  | 0.002  | 13   | 0.007  | 0.007  | 0.002  |
| 14   | 0.007  | 0.007  | 0.002  | 14   | 0.007  | 0.007  | 0.002  |

**Figure 13:** The radar plot for the ensembles based on $\psi_{\text{SVM}}$

RQ3: The ensemble using the proposed new potential functions is comparable to the ensemble constructed using the Naive Bayes classifier in terms of four out of six criteria. For the remaining criteria, they are worse.

The proposed modifications do not significantly outperform the initial approach. Consequently, our future research should be aimed at other techniques of improving the ensembles of linear classifiers. For example, a different ensemble building technique may be proposed.
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