Few-mode to mesoscopic junctions in gatemon qubits
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We investigate a semiconductor nanowire-based gatemon qubit with epitaxial Al on two facets of the nanowire, allowing gate control of wire density. Two segments have the Al removed, one forming a Josephson junction, and the other operating as a transistor, providing in-situ switching between dc transport and qubit operation. Gating the NW changes the bulk wire potential distribution, while gating the Josephson junction changes the number of junction modes. Both effects are revealed by the dependence of qubit frequency on parallel magnetic field. A detailed model of the wire and junction yields behavior consistent with experiment. In the multi-mode regime, fluctuations in qubit frequency are considerably smaller than the theoretical “universal” value, also smaller than numerics, and consistent with previous measurements of fluctuating critical current.

Recent materials advances [1] have lead to a new approach to Josephson qubit technology based on hybrid superconductor-semiconductor nanowires (NWs) [2, 3] and comparable two-dimensional platforms [4]. This approach allows voltage control of qubit operation and reduced sensitivity to charge noise [5–7]. Hybrid NWs can also form the basis of Andreev qubits [8–11], protected 0 – π qubits [12], systems to investigate the presence of topological phases [13], and voltage-controlled qubit couplers [14]. Because the electron wavelength in the semiconductor is comparable to the NW diameter, electronic states under the proximitizing superconductor typically occupy a small number of transverse modes [15]. For NWs with facets not covered by the superconductor, this mode structure can be altered by electrostatic gating [16].

In this Letter, we compare the magnetic field and gate-voltage dependence of gatemon qubits fabricated from epitaxial InAs/Al NWs to a detailed numerical model of the wire and Andreev bound states (ABSs) in the junction [17]. To gather parameters for the model, we take advantage of another feature of hybrid NWs by creating a local field-effect transistor (FET) that allows in-situ switching between dc transport and circuit quantum electrodynamics (cQED) configurations [5]. Magnetic field and gate-voltage dependences of qubit frequency \( f_Q \) [18] are in reasonable agreement with the model, and consistent with gate-voltage [19] and magnetic field dependences [20] of critical currents in NW junctions, here measurable in the same qubit junction.

At gate voltages corresponding to several ABSs in the qubit junction, mesoscopic (random, repeatable) fluctuations of qubit frequency as a function of gate voltage were observed. Comparing experimental results with both numerics and theoretical universal statistics for mesoscopic critical current fluctuations [21], we find that the observed qubit-frequency fluctuations, \( \sigma_{f_Q} \sim 130 \) MHz, corresponding to critical-current fluctuations \( \sigma_{I_c} \sim 1 \) nA, are smaller than theoretical values for a short junction [21], though consistent with previous experimental values of critical current fluctuations [22]. (Mesoscopic fluctuations of \( f_Q \) have not been reported previously, to our knowledge). We tentatively ascribed the reduced fluctuation of \( f_Q \) to non-ideal material interfaces [22, 23] or a Fermi velocity mismatch between the Al-covered region and the bare semiconductor junction [24] leading to normal reflection competing with Andreev reflection within the junction interfaces.

Devices were fabricated on a high-resistivity silicon substrate covered with a 20 nm NbTiN film, deposited by sputtering. Each chip contains three gates on NWs , about 100 nm in diameter, with two or three of six facets covered with Al [18], two with FET-switched dc transport capabilities, each with individual resonator readout circuits. Overall, three devices were measured. Data from two devices, yielding consistent results, are reported here. Resonators, transmission line, and electrostatic gates were fabricated using additional layers of sputtered NbTiN, patterned using electron beam lithography and reactive ion etching. Before placing the NW on the bottom gates, a lithographically patterned layer of HfO\(_2\) dielectric was deposited by atomic layer deposition. A micrograph of one of the FET-switched devices is shown in Fig. 1(a). The right side of the NW connects to the ground plane, the left side to a dc contact through the FET, and the center to the qubit island. The Josephson junction, seen inside the white box in Fig. 1(a), is formed by wet etching \( \sim 100 \) nm of the Al shell. While the orientation of the shell is not discernible during manual NW placement, scanning electron micrographs taken afterwards can resolve the Al shell. Devices with the shell on the up-facing half of the NW, which allow control of carrier density in the NW by bottom gates, are then measured. Gate voltage \( V_C \), underneath the junction, was used to tune \( f_Q \), while voltages \( V_{LP} \) and \( V_{RP} \) were used to tune the density in the bulk NW. All measurements were performed in a dilution refrigerator with
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FIG. 1. (a) Scanning electron micrograph of Device 1 (cross section sketch on the right). The NW is contacted on the right to the ground plane, the capacitor island is connected in the center. The purpose of gate voltage $V_C$ is to control the Josephson junction, while $V_{LP}$ and $V_{RP}$ are intended to tune the bulk wire. Direction of applied magnetic field $B$ is shown. (b) Differential conductance $g$ is shown. (c) Measured as a function of $V_B$ shows the superconducting gap of the junction in applied field, with a cut (c) taken at $B = 0.08$ T, $V_{FET} = +6$ V, $V_{LP} = V_{RP} = 0$ V, $V_C = -3.6$ V. (d) Rabi oscillations at $B = 0$. Demodulated transmission $V_H$ measured as a function of drive duration $\tau_d$ at the qubit frequency $f_Q = 4.37$ GHz. Exponentially decaying sinusoidal fit yields Rabi time $T_1 = 120$ ns. (e) Qubit relaxation: $V_H$ measured as a function of wait time $\tau_w$ between drive and readout pulses. The qubit is excited with a $\pi$ pulse calibrated from (d). Exponential fit yields $T_1 = 1.8 \mu$s.

Setting the FET in the conducting state by applying $+6.0$ V on the FET gate, differential conductance $g = \frac{dI_B}{dV_B}$ of the junction was measured as a function of voltage bias $V_B$. With the qubit junction in the tunneling regime, $g$ can be used to measure the parent gap and ABS features in the semiconductor, as shown in Figs. 1(b, c). The two higher-bias peaks occur at the bias where coherence peaks from the Al gap, $\Delta \sim 250 \text{meV}$, on the two sides of the junctions align, $V_B \sim \pm 2\Delta/e \sim \pm 0.5$ mV. The two lower-bias peaks reflect where the coherence peak in one lead aligns with a subgap ABS in the other lead. Extrapolating the field dependence of the gap gives a field of $\sim 1.4$ T where the gap closes. Following dc transport characterization of the junction, the FET was switched to a non-conductive state (FET gate at $-6$ V) allowing the device to be operated in cQED mode as a qubit. Setting $V_C = -1.7$ V, $V_{LP}, V_{RP} = 0$ V gives a qubit frequency $f_Q = 4.37$ GHz, measured via two-tone spectroscopy. Rabi oscillations [Fig. 1(d)] were measured by applying a series of pulses of duration $\tau_d$ at $f_Q$ and plotting the demodulated transmission $V_H$ as a function of $\tau_d$. Fitting to an exponentially decaying sinusoid yields a Rabi time of $119 \pm 1$ ns. Qubit relaxation [Fig. 1(e)] was measured by applying a $\pi$ pulse, found using data in (d), at $f_Q$, then waiting $\tau_w$ before applying a readout pulse at the resonator frequency, $5.46$ GHz, giving a $V_H$ signal that decreases with increasing $\tau_w$. An exponential fit yields a qubit lifetime of $1.81 \pm 0.13 \mu$s.

The dependence of $f_Q$ on axial magnetic field $B$ and gate voltage is shown in Fig. 2(a), for Device 2, which is similar to Device 1 in material and fabrication. For each value of $V_{LP}, V_{RP}, V_C$ was compensated to keep the zero-field frequency constant, to try to minimise the effect of $V_{LP}, V_{RP}$ on the junction, since the aim was to tune the bulk wire density. This compensation had the added benefit of making sure that $f_Q$ stayed in a measurable range at zero field. The changes made to $V_C$ are very small compared to its full range of operation. In the measured field and frequency range, the qubit frequency decreased monotonically with increasing $B$. The solid lines in Fig. 2(a) are simple fits relating the qubit frequency expected closing of the superconducting gap in field, $f_Q(B) = f_Q(0) [1 - (B/B_c)^2]^{1/4}$, where $B_c$ is the critical field [25]. As illustrated in Fig. 2(b), a trend in the dependence on $V_{LP}, V_{RP}$ was observed: the more positive the gate voltage applied to the NW, the more rapidly $f_Q$ decayed in field.

To understand the effect of the gate voltage configuration on the magnetic field dependence of qubit frequency, we perform numerical modeling of the energy spectrum and qubit frequency using codes similar to Refs. [26–28] using a self-consistent Thomas-Fermi approximation, including Zeeman and orbital effects of the magnetic field, treating coupling of the superconductor to the semiconductor in terms of a self-energy boundary condition (see Supplementary Material). We find that the simulated qubit frequency follows roughly the quadratic decay of the parent gap for small fields, as observed in the experiment. Figure 2(b) inset shows the simulated dependence of $B_c$ on the NW gate voltage. It should be noted that the lever arm in the simulation is much larger than in experiment, hence the significant difference in absolute gate voltage values. There is still a trend towards more rapidly decaying $f_Q$ at more positive gate voltage in the simulation, but the numerical results are less monotonic than what we observe in the experiment. At more negative gate voltages, the wave function is pressed up away from the gates and close to the superconducting shell, reducing the wave function cross-section threaded by magnetic flux, leading to a more gradual decay of $f_Q$ in field.
Within this interpretation, the effect is due to gating of the NW, not the junction.

With increasing magnetic field, nonmonotonic evolution of $f_Q$ was observed both in experiment, as shown in Fig. 3. The corresponding electrostatics of the wire and junction, as well as the field dependence of ABSs in the junction, are shown in Figs. 3(b,c). In this configuration, the junction was fairly open, with $V_C$ accumulating electrons, while the back gates $V_{LP, RP}$ were rather negative, pushing electrons towards the superconductor.

The spectrum in Fig. 3(c) shows several ABS in the junction, a few of which show an oscillatory behavior in field. The magnetic field where they have their minimum corresponds roughly to half a magnetic flux quantum through the cross section of the NW.

The energies and phase dependence of ABS is directly linked to the qubit frequency. To understand the effect of ABS energies on the qubit frequency, we simulate the supercurrent using the Kwant package [29] and the analysis developed in Refs. [19, 30]. The simulated critical current $I_c$, yields a qubit frequency $f_Q \approx \sqrt{E_J/E_C}/h = \sqrt{2E_CI_c/e\pi}$ (valid for $E_J \gg E_C$; in the experiment $E_J/E_C \sim 10$), where $E_C = 2\mu eV$ is estimated from electrostatic simulations of the qubit island [31] and $E_J = \hbar l_c/2e$.

In the simulated qubit frequency as a function of magnetic field [Fig. 3(d)], one can see a lobe-like structure where the qubit frequency oscillates as a function of magnetic field. The oscillation period of the ABS spectrum is lined up with the qubit frequency. Therefore, we conclude that the oscillatory behavior of the qubit frequency in field is linked to flux modulation of ABSs which form in the junction. Based on these simulations, we propose that the additional revival observed in the experiment is due to junction-based physics, in contrast to the low field behavior of $f_Q$ in Fig. 2, which we attribute to depletion within the wire.

Increasing the number of modes in the semiconductor as much as possible by setting gate voltages $V_{PL}$ and $V_{PR}$ to $+8 \text{ V}$ results in random-looking but repeatable mesoscopic fluctuations of $f_Q$ with $V_C$. In this regime, $E_J/E_C$ is closer to $\sim 30$. These fluctuations are closely related to mesoscopic fluctuations of critical current in Josephson junctions [21, 22, 32]. In superconductor-normal-superconductor (SNS) Josephson junctions with a distance $L$ between superconductors which is long compared to the mean free path, $l$, in the N region and the superconducting coherence length, $\xi$, mesoscopic fluctuations of critical current $I_c$ are expected to have a non-universal magnitude, with standard deviation $\sigma_L \sim ev_Fl/L^2$, where $v_F$ is the Fermi energy in the N region [33]. On the other hand, in short, disordered junctions $l \ll L < \xi$, critical current fluctuations are expected to be “universal,” $\sigma_L \sim e\Delta_0/\hbar$, independent of junction parameters [21]. Our junction length is $\sim 100 \text{ nm}$, which we can expect to be in the short junction limit, consistent with previous work [34, 35].

Fluctuation statistics were extracted from experimental data by sampling over $V_C$ in Device 2. Figure 4(a) shows two-tone spectroscopy data as a function of junction gate $V_C$ at $B = 0$. We perform these measurements at much more positive gate voltages than in the previous section, such that the number of modes in the junction is maximized. The qubit frequency fluctuation is quantified by fitting a smooth spline to the trace and extracting a standard deviation, yielding $\sigma_{f_Q} \sim 130 \text{ MHz}$. This corresponds to critical current fluctuation $\sigma_L \sim (\pi e f_Q/E_C)\sigma_{f_Q} \sim 1.0 \text{ nA}$. This is much smaller than the theoretically predicted value [21] for a short junction, which would give of order $\sim 50 \text{ nA}$, but is in closer agreement with experiments measuring critical current oscillations [22, 32] which find fluctuations on the order of 1 nA.

Similar traces are simulated for a range of gate
FIG. 3. Two-tone spectroscopy as a function of drive frequency, $f_d$, and parallel magnetic field, $B$, with $V_{\text{FET}} = +6.0$ V, $V_{\text{LP, RP}} = 0$ V, $V_C = -1.8$ V. At low field, the qubit frequency, $f_Q$, decreases rapidly, disappearing from the measurement window at $B \sim 130$ mT. At higher field, $f_Q$ recovers, re-entering the measurement window at $B \sim 220$ mT then decreases, leaving the measurement window at $B \sim 400$ mT. (b) Numerical electrostatic potential, $U$, near the junction on a vertical cut through the NW, for a configuration with nonmonotonic $f_Q$. The superconductor (Al) is indicated on the top (cyan), due to the positive band offset of 50 meV there is an accumulation layer towards it. The left plunger, the cutter and the right plunger gates are indicated on the bottom (dark blue). Both plunger gates are set to the same voltage $V_{\text{LP}} = V_{\text{RP}} = 0$ V, $V_C = +0.55$ V. (c) Simulated local density of states in the junction region as a function of parallel magnetic field. A few low-energy ABSs showing flux-modulated oscillations can be found inside the junction. (d) Simulated qubit frequency for the same gate configuration. The flux-modulation of ABS results in an oscillation of the qubit frequency.

In conclusion, we have investigated semiconductor

FIG. 4. (a) Two-tone spectroscopy as a function of drive frequency ($f_d$) and gate voltage $V_C$. The qubit frequency exhibits mesoscopic fluctuations. The data is fitted with a smoothed spline (dashed line), and the light blue shading indicates the standard deviation, covering the area within $\pm \sigma$ of the fit. (b) Simulated trace of qubit frequency, $f_Q$ as a function of gate voltage $V_C$, with the fluctuations analyzed in a similar manner to the experimental data.

Based transmon qubits that allow both dc transport and cQED operation, controlled by a field effect transistor, and are magnetic field compatible. With the help of numerics, we observe that the rate of qubit frequency decay in field is controllable by gating of the bulk NW, while additional oscillatory behavior at higher fields may be attributed to flux modulation of ABSs in the junction. In the many-channel regime, mesoscopic fluctuations of the qubit frequency were considerably smaller than expected from universal theory, somewhat smaller than numerics, and comparable to previous corresponding results of fluctuations in critical current.
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A. Experimental setup

The experimental setup used for the measurements presented in the paper is shown in Fig. S1. The frequency of the readout resonator was found by transmission measurements with a vector network analyzer (VNA). The qubit measurements were then carried out using two-tone spectroscopy using a heterodyne demodulation readout circuit. Using an rf switch matrix connected to both VNA and demodulation circuit, switching was possible between the two measurement configurations. The experiments were carried out in a dilution refrigerator with a base temperature of $\sim 20$ mK and a 6-1-1 T vector magnet. Devices 1 and 2, for which data is shown in the main text, are illustrated in Figs. S2 and S3. An SEM image of Device 2 was not taken, to avoid detrimental effects.

FIG. S1. Diagram of the experimental setup used for the experiments described in the main text.
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FIG. S2. Device 1. (a) An optical micrograph of the bonded sample, containing three qubit devices. Each device is connected to a qubit island, which is capacitively coupled to a readout resonator. Device 1, from which measurements are presented in the main text, is in the bottom right corner. (b) A magnified dark field micrograph of Device 1. The qubit island, to which the nanowire is contacted, is visible at the top of the image. (c) Scanning electron micrograph of Device 1, as seen in the main text.

FIG. S3. Device 2. (a) An optical micrograph of the bonded sample, containing three qubit devices. Each device is connected to a qubit island, which is capacitively coupled to a readout resonator. Device 2, from which measurements are presented in the main text, is in the bottom right corner. (b) A magnified micrograph of Device 2. The qubit island, to which the nanowire is contacted, is visible at the top of the image, and the gate lines can be seen at the bottom.

B. Simulation parameters

For details of the numerical simulations see Ref. [S1–S3]. At the InAs/Al boundary condition we use a band offset $U_0 = 50\text{meV}$. On the bare InAs and InAs/oxide surfaces the density of interface traps is $n_{\text{dit}} = 1 \times 10^{12}\text{eV}^{-1}\text{cm}^{-2}$ with a neutral level of $\phi_{\text{pol}} = 0.1\text{eV}$. The magnetic field dependence of the Al gap is given by $\Delta_0(B) = \max\{0, \Delta_0(0)(1 - B^2/B_{\text{max}}^2}\)$ with $\Delta_0(0) = 0.25\text{meV}$ and the critical field $B_{\text{max}} = 1.4\text{T}$. Inside the junction region, between the Al covered segments, a random uncorrelated potential disorder is placed corresponding to a mean free path of about 50 nm. The whole length of the simulated device is 2 $\mu$m. The simulation does not include the spin degree of freedom, the magnetic field dependence is purely due to orbital effects.

The other simulation parameters are the same literature values as used in Ref. [S1]: $m_{\text{InAs}} = 0.026 m_0$, $m_{\text{Al}} = m_0$ and $E_{F,\text{Al}} = 11.7\text{eV}$. Since the simulation parameters are not fine-tuned, the absolute value of qubit frequency might differ between the simulations and experiment due to differences in the electrostatic configuration, disorder or charging energy.
C. Additional simulations

In Fig. S4 we show the zero field simulated qubit frequency as a function of cutter and plunger voltages. The cutter is able to open and close the junction with relatively little cross-talk to the plungers. The behavior of the qubit frequency as a function of plunger is non-monotonic. For plungers below $V_P < 0.4$ V making the plungers more positive adds more channels and the qubit frequency increases. It reaches a maximum at around $V_P \sim 0.4$ V. For more positive plungers the number of channels still increases, however, the induced gap collapses since the electrons are pulled away from the interface with Al. Since the added channels are only weakly proximitized, the simulated qubit frequency decreases for $V_P > 0.4$ V.

In Fig. S5 we show the simulated qubit frequency as a function of magnetic field for different combinations of cutter and symmetric plunger voltages. If the junction is only barely open (i.e. $V_C = 0.2$ V) the qubit frequency decays monotonically with magnetic field. If the junction is more open (i.e. $V_C \geq 0.3$ V) an oscillatory behavior is generally observed. Since the wire is in a multi-mode regime and different modes have different wavefunction cross-sections, the oscillations are not in every case completely regular. Furthermore, the qubit frequency never seems to crash completely before the revival but only reduces in magnitude (possibly below the limited window for which the qubit frequency is experimentally observable).

D. Additional data

In Fig. S6, we show two-tone spectroscopy measurements as a function of parallel magnetic field $B$ at a range of $V_{LP, RP}$ voltages. An average was subtracted from each column in the measured $V_H$ signal to improve the qubit frequency visibility, the $Q$ and $I$ components of $V_H$ were added in quadrature, and finally the data was normalized. From these data, the values of $f_Q$ shown in Fig. 2 of the main text were extracted via peak-finding. As mentioned in the main text, the voltage $V_C$ applied to the junction gate was adjusted to keep the zero field frequency close to constant as the NW gate voltages $V_{LP, RP}$ were varied. For completeness, we show the corresponding $V_C$ values in Fig. S7.

To extract the magnitude of the qubit frequency fluctuations in the many-modes section of the experiment, a two-tone spectroscopy map is taken as a function of drive frequency ($f_d$) and gate voltage $V_C$. The $I$ and $Q$ components of the signal are measured. The mean is subtracted from each line of measurement, and the components are then added in quadrature. There is an accidental resonance at around 7.5 GHz, visible in Fig. S8 and also in the main text. The values of the three lines which contain the resonance are temporarily set to 0 during the peak extraction procedure, as otherwise the resonance would interfere with peak extraction. After this, the most prominent peak for every gate voltage is extracted. The extracted peak positions are shown as yellow and dark blue crosses in Fig. S8. We exclude from the analysis the section of the measurement where the qubit frequency starts to leave the measurement window. The peaks used for the analysis are shown as dark blue crosses. From this point, the analysis is identical for the experimental data shown in Fig. S8 and the simulated data sets presented in the main text.

The data points in the area of interest are fitted using a smoothed spline curve, with a smoothing factor 100. This number is arbitrarily selected, and does not influence the result significantly. The average frequency for the trace is
FIG. S5. Simulated qubit frequency as a function of magnetic field for a variety of cutter and symmetric plunger voltages ($V_P = V_{LP} = V_{RP}$).

then calculated by finding the mean of the data points along the smoothed interpolated trace. The fluctuation $\sigma_f$ is quantified by taking a standard deviation of the measured (or simulated) data points from the interpolated curve,

$$\sigma_f = \sqrt{\frac{\sum (f_{\text{interp}} - f_{\text{measured}})^2}{N}}$$  \hspace{1cm} (S1)$$

where $f_{\text{interp}}$ are the interpolated frequency values taken from the spline fit, $f_{\text{measured}}$ are the frequency values extracted from the peak finding procedure, and $N$ is the total number of frequency data points.

Figure S8 (b) shows the results of the completed fitting and extraction procedure for the experimental data. The extracted peaks from the region of interest are shown as dark blue crosses. The light blue line indicates the smoothed interpolated spline fit. The standard deviation of the data from the smoothed fit is shown as blue shading either side of the line fit.

In Fig. S9 we show a similar measurement to the ones described in Fig. 3. (a) in the main text. This data is taken on a device identical in materials and fabrication to Devices 1 and 2, and shows a non-monotonic behavior of the qubit frequency in parallel magnetic field. Unfortunately, this device was less stable than the one presented in the main text, so we observe a sudden loss of signal just below 0.4 T. It is still clear to see however that in this configuration, with a very positive junction gate, a similar modulation of the qubit frequency takes place in field. We attribute this to the same physical mechanism as described in the main text: a flux modulation in field of a few Andreev bound states in the qubit junction.
FIG. S6. (a) Two-tone spectroscopy of the qubit as a function of parallel magnetic field $B$ at a range of plunger gate voltages. This data was used to extract the qubit frequencies discussed in Fig. 2 of the main text. The cutter gate was compensated slightly to keep the zero field frequency constant for all gate configurations.

FIG. S7. Values of $V_C$ which were adjusted to compensate the zero-field frequency for the measurements of qubit frequency in parallel field, plotted as a function of the corresponding values of $V_{LP, RP}$.

FIG. S8. Illustration of peak finding and fitting procedure for extraction of the mesoscopic fluctuations of the qubit frequency. (a) Shows two-tone spectroscopy as a function of drive frequency ($f_d$) and gate voltage $V_C$, the same data as shown in Fig. 4. (a) in the main text. Peaks extracted and used for the fitting procedure (dark blue crosses) and those extracted but unused (yellow crosses) are shown. (b) Shows the peaks used for the fluctuation extraction. These are fitted with a smoothed spline (solid blue line), and the standard deviation is indicated (light blue shading), covering the area within $+/- \sigma$ of the fit.
FIG. S9. (a) Two-tone spectroscopy as a function of drive frequency ($f_d$) and parallel magnetic field $B$, with $V_{FET} = 6$ V and the other gate voltages displayed in the inset. The qubit frequency decreases monotonically at first, then at $\sim 0.25$ T a revival in the frequency is observed. There appears to be a charge switch just below 0.4 T.
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