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Abstract

This paper discussed robust estimation for point estimation of the shape and scale parameters for generalized exponential (GE) distribution using a complete dataset in the presence of various percentages of outliers. In the case of outliers, it is known that classical methods such as maximum likelihood estimation (MLE), least square (LS) and maximum product spacing (MPS) in case of outliers cannot reach the best estimator. To confirm this fact, these classical methods were applied to the data of this study and compared with non-classical estimation methods. The non-classical (Robust) methods such as least absolute deviations (LAD), and M-estimation (using M. Huber (MH) weight and M. Bisquare (MB) weight) had been introduced to obtain the best estimation method for the parameters of the GE distribution. The comparison was done numerically by using the Monte Carlo simulation study. The two real datasets application confirmed that the M-estimation method is very much suitable for estimating the GE parameters. We concluded that the M-estimation method using Huber object function is a suitable estimation method in estimating the parameters of the GE distribution for a complete dataset in the presence of various percentages of outliers.
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1. Introduction

Gupta and Kundu (1999) introduced a two-parameter Generalized Exponential (GE) distribution, which is one of the most popular distributions and it has been used quite effectively for analyzing lifetime datasets. A random variable X has GE distribution with parameters α and θ, if it has cumulative distribution function (CDF), probability density function (pdf) and the quantile function respectively, as follows

\[ F(x; \alpha, \theta) = \left( 1 - e^{-\left(\frac{x}{\theta}\right)} \right)^{\alpha} \]  

\[ f(x; \alpha, \theta) = \frac{\alpha}{\theta} e^{-\left(\frac{x}{\theta}\right)} \left( 1 - e^{-\left(\frac{x}{\theta}\right)} \right)^{\alpha-1} \]  

and

\[ x_q = -\theta \ln\left( 1 - u^{(1/\alpha)} \right); \ 0 < u < 1 \]

Gupta and Kundu (2001) discussed different methods of estimation such as MLE, LS, Moment, Weighted Least Squares methods for the parameters of a GE distribution. Kundu and Gupta (2008) considered the Bayes estimators of the unknown parameters for GE distribution under the assumptions of gamma priors on both the shape and scale parameters. Ahmad (2010) discussed the optimal accelerated life test designs for GE distribution with log-linear model under periodic inspection and Type I censoring. A large number of papers covering the GE distribution in many fields and applications such as Chen and Lio (2010); Kundu and Gupta (2011); Tahir et al. (2015); Naqash et al. (2016); Valiollahi et al. (2017); Hossain (2018); Kundu and Nekoukhou (2018).
The common estimation methods would not be appropriate in solving the parameter estimation problem if data have contained outliers or extreme observations. For more information on common estimation methods see Almetwally et al. (2018) Ahmad and Almetwally (2020), Basheer et al. (2020). Therefore, we need alternative estimation methods which can handle problems with respect to outliers or extreme observations: these methods of parameter estimation are called robust estimation methods. Almetwally and Almongy (2018) discussed six methods of estimation for regression model to reach the best parameter estimation of model. An alternative robust estimation method based on M-estimations method for the parameters of Burr III distribution have been proposed by Wang and Lee (2010, 2011 and 2014). Kantar and Yildirim (2015) considered various robust estimators for the extended Burr Type III distribution for complete data with outliers by using different methods of robust estimation. The robustness properties of the estimators are investigated by Aydn et al. (2018) for estimation of the location parameter and the scale parameter of the shifted Gompertz distribution by using least squares, maximum likelihood, and modified likelihood estimators.

The aim of this paper is to assess the effectiveness of alternative robust estimation methods in determining the parameters of the GE distribution, where the LAD and M-estimations as Bisquare and Huber weights have been used as alternative methods of commonly estimation methods. On the other hand, MLE, LS and MPS as a more commonly estimation methods for the GE parameters are also considered. To evaluate the performance of the estimators, a Monte Carlo simulation study is carried out. The final motivation of the paper is to develop a guideline for introducing the best estimation method for GE distribution, where the data contains outliers or extreme observations.

The paper is organized as follows: section 2 is devoted to the GE parameters estimation using the MLE method, the LS method and the MPS method, while in section 3 the robust estimation is considered. In section 4, we present Monte Carlo simulation study to compare the performance of the estimators of the GE distribution parameters for all estimation methods, which are used. Moreover, application of real data is given in section 5. Finally, we show the results and the conclusion of the current study in section 6.

2. The Classical Estimation Methods

In this section, the parameter estimation by MLE, LS and MPS estimation methods will be discussed.

2.1. MLE Method

The likelihood function of the GE distribution is

$$L(\theta) = \left(\frac{\alpha}{\vartheta}\right)^n e^{-\frac{\alpha^n}{\vartheta}} \prod_{i=1}^{n} \left(1 - e^{-\frac{x_i}{\vartheta}}\right)^{\alpha-1}$$

and the log likelihood function is given as:

$$l(\theta) = \ln L(\theta) = n(\ln \alpha - \ln \vartheta) + (\alpha - 1) \sum_{i=1}^{n} \ln \left(1 - e^{-\frac{x_i}{\vartheta}}\right) - \sum_{i=1}^{n} \left(\frac{x_i}{\vartheta}\right)$$

(2.1)

To obtain the normal equations for the unknown parameters, we differentiate (2.1) partially with respect to the vector parameter $\theta = (\alpha, \vartheta)$ and equate them to zero. The estimators $\hat{\alpha}$ and $\hat{\vartheta}$ can be obtained as the solution of the following equations.

$$\frac{\partial l(\theta)}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} \ln \left(1 - e^{-\left(\frac{x_i}{\vartheta}\right)}\right).$$

(2.2)

$$\frac{\partial l(\theta)}{\partial \vartheta} = -\frac{n}{\vartheta} + \sum_{i=1}^{n} \frac{x_i}{\vartheta^2} - (\alpha - 1) \sum_{i=1}^{n} \left(\frac{x_i}{\vartheta^2}\right) e^{-\left(\frac{x_i}{\vartheta}\right)}.$$

(2.3)

The above non-linear equations are not closely form; hence iterative procedures such as Newton-Raphson type algorithm and others which are found in various statistical software’s can be used to obtain the solution.

2.2. Least Square Method
Using least square estimators, which based on the observed sample \( x_1 < \cdots < x_n \) from \( n \) ordered random sample of any distribution with CDF, we get

\[
E(F(x_i)) = \frac{i}{(n + 1)},
\]

where \( F(\cdot) \) denotes the CDF.

The least squares method is obtained by minimizing

\[
P(\alpha, \theta) = \sum_{i=1}^{n} \left(F(x_i) - \frac{i}{(n + 1)}\right)^2.
\]

Putting the CDF of GE distribution in Equation (2.5), we get

\[
P_{LS}(\Theta) = P(\alpha, \theta) = \sum_{i=1}^{n} \left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha - \frac{i}{(n + 1)}\right)^2.
\]

After differentiating Equation (2.6), with respect to parameters \( \alpha \) and \( \theta \) equating to zero, the normal equations are given as

\[
\frac{\partial P_{LS}(\Theta)}{\partial \alpha} = 2 \sum_{i=1}^{n} \left[\left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha - \frac{i}{(n + 1)}\right) \left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha \ln \left(1 - e^{-\frac{x_i}{\theta}}\right)\right],
\]

\[
\frac{\partial P_{LS}(\Theta)}{\partial \theta} = 2 \sum_{i=1}^{n} \left[\left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha - \frac{i}{(n + 1)}\right) \alpha \left(1 - e^{-\frac{x_i}{\theta}}\right)^{\alpha - 1} e^{-\frac{x_i}{\theta}} \frac{x_i}{\theta^2}.
\]

The above nonlinear equations cannot be solved analytically so, the \( \hat{\alpha}_{LS} \) and \( \hat{\theta}_{LS} \) of \( \alpha \) and \( \theta \) can be obtained by any iterative procedure techniques such as Newton-Raphson type algorithms.

### 2.3. Maximum Product Spacing

The expression of the Maximum Product Spacing (MPS) introduced by Cheng and Amin (1983), as presented by Almetwally and Almongy (2019) and El-Sherpieny et al. (2020) is given as

\[
G = \left(\prod_{i=1}^{n+1} D_i\right)^{\frac{1}{n+1}},
\]

where \( G \) is defined as the geometric mean of the product spacing function and

\[
D_i = \begin{cases} 
D_1 = F(x_1) \\
D_i = F(x_i) - F(x_{i-1}); i = 2 \ldots n, \\
D_{n+1} = 1 - F(x_n)
\end{cases}
\]

such that \( \sum D_i = 1 \), then the product spacing function of the GE distribution is given as

\[
G(\Theta) = \left(1 - e^{-\frac{x_1}{\theta}}\right)^\alpha \left(1 - e^{-\frac{x_n}{\theta}}\right)^\alpha \prod_{i=2}^{n} \left[\left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha - \left(1 - e^{-\frac{x_{i-1}}{\theta}}\right)^\alpha\right]\frac{1}{n+1}.
\]

The natural logarithm of the product spacing function is given as

\[
\ln G(\Theta) = \frac{1}{n + 1} \left[\alpha \ln \left(1 - e^{-\frac{x_1}{\theta}}\right) + \ln \left(1 - e^{-\frac{x_n}{\theta}}\right)^\alpha\right] \\
+ \sum_{i=2}^{n} \ln \left[\left(1 - e^{-\frac{x_i}{\theta}}\right)^\alpha - \left(1 - e^{-\frac{x_{i-1}}{\theta}}\right)^\alpha\right].
\]

To obtain the normal equations for the unknown parameters, we differentiate Equation (2.12) partially with respect to the parameters \( \alpha \) and \( \theta \) and equate to zero. The estimators \( \hat{\alpha}_{MPS} \) and \( \hat{\theta}_{MPS} \) of \( \alpha \) and \( \theta \) can be obtained as the solution of the following equations.
\[
\frac{\partial \ln G(\Theta)}{\partial \theta} = \frac{1}{n+1} \left[ -\alpha x_i e^{-\frac{x_i}{\alpha \theta}} + \alpha x_n e^{-\frac{x_n}{\alpha \theta}} \left( 1 - e^{-\frac{x_n}{\alpha \theta}} \right)^{a-1} \right] + \sum_{i=1}^{n} \frac{\alpha x_i e^{-\frac{x_i-1}{\alpha \theta}} \left( 1 - e^{-\frac{x_i-1}{\alpha \theta}} \right)^{a-1} - \alpha x_i e^{-\frac{x_i}{\alpha \theta}} \left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^{a-1}}{\theta^2 \left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^a \left( 1 - e^{-\frac{x_i-1}{\alpha \theta}} \right)^a}
\]
\[
\frac{\partial \ln G(\Theta)}{\partial \alpha} = \frac{1}{n+1} \left[ \ln \left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right) - \frac{1 - e^{-\frac{x_n}{\alpha \theta}}}{\left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^a} \ln \left( 1 - e^{-\frac{x_n}{\alpha \theta}} \right) \right] + \sum_{i=2}^{n} \frac{\left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^a \ln \left( 1 - e^{-\frac{x_i-1}{\alpha \theta}} \right) - \left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^a \ln \left( 1 - e^{-\frac{x_i-1}{\alpha \theta}} \right)}{\left( 1 - e^{-\frac{x_i}{\alpha \theta}} \right)^a \left( 1 - e^{-\frac{x_i-1}{\alpha \theta}} \right)^a}
\]

The non-linear normal equations solutions by equating Equations (2.13) and (2.14) to zero can be obtained numerically.

3. Robust Estimation Method

When a dataset is contaminated with a single or few outliers, it presents a serious problem in parameter estimations. Hence, robust estimation is an important method for analyzing datasets contaminated with outliers. Robust regression estimators have a large family, such that the least absolute deviation (LAD) method, M-estimation method, the least median of squares (LMS) method, Least Quantile of Squares (LQS) method and so on. A brief description and discussion on robust estimators can be found in few existing literature by authors such as Fang and Zhao (2006), Kantar and Yildirim (2015) and Almetwally and Almongy (2018).

The robust methods are used to estimate the parameters of the GE distribution from a sample of \( n \) observations \( x_i; i = 1, \ldots, n \). as follows:

\[
x_i = f_i(\Theta) + \varepsilon_i,
\]

where \( f_i(\Theta) \) is the quantile function of the GE distribution and \( \varepsilon_i \) is the error term with mean equals zero and variance equals \( \sigma^2 \). For the robust regression method, it is necessary to scale the invariant error, as follows:

\[
\varepsilon_i = \frac{\varepsilon_i}{s},
\]

where \( \varepsilon_i \) denotes the \( i \)th residual, \( s = \frac{\text{MAD}(\varepsilon)}{0.6745} \) and \( \text{MAD}(\varepsilon) = \text{Median}(\varepsilon - \text{Median}(\varepsilon)) \).

3.1. Least Absolute Deviations (LAD) Method

Fang and Zhao (2006) introduced the Least Absolute Deviations (LAD) estimation method, which is a robust method in the presence of outliers and asymmetric error terms. The introduction of the easy calculus of the least-squares method by Dodge (2008), made the least-squares method much more popular than the LAD in regression analysis. Yet in recent years and with advances in statistical computing, the LAD method can be easily used. The LAD method aims to obtain the estimated regression parameters that minimizes the sum of absolute value of the residuals. Hence, it treats the outliers influence on the LS estimator sign the residuals sum of square. More so, the LAD estimator are asymptotically unbiased, normally distributed and has a lower asymptotic variance when the distribution is non-normal.

The parameter estimates by least absolute deviation regression is given as

\[
\hat{\theta}_{\text{LAD}} = \min |\varepsilon_i|.
\]

The least absolute deviation method is obtained by minimizing

\[
\text{LAD}(\Theta) = \min \left[ x_i - \left( -\theta \ln \left( 1 - U_i^{(\text{LQ})} \right) \right) \right].
\]

After differentiating Equation (3.2) with respect to the parameters \( \alpha \) and \( \theta \) we get
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3.2. M-Estimation Method

The most common general method for robust regression is the M-estimation, introduced by Huber (1964). The M-estimation method is regarded as a generalization to the maximum likelihood estimation in the context of location models. The principle of the M-estimation method is to minimize the residual function rather than minimize the sum of squared errors as the objective function. The M-estimation method for estimating the GE distribution parameters is defined by minimizing the objective function of all invariant errors $\rho(e_i)$, as follows:

$$\text{Minimize} \sum_{i=1}^{n} \rho(e_i).$$

To estimate of the two unknown parameters of the GE distribution, a simple comparison between two different $\rho$ objective functions is used. The selected objective functions are Tukey’s Bisquare and Huber’s weight.

| Objective Function   | $\rho(e_i)$ | Score Function $\psi(e_i)$ | a      |
|----------------------|-------------|-----------------------------|--------|
| Huber (1964)         | $\begin{cases} 
\frac{1}{2}e_i^2, & \text{if } |e_i| < a \\
| a|e_i| - \frac{1}{2}a^2, & \text{if } |e_i| \geq a 
\end{cases}$  | $\begin{cases} e_i \\
a \text{sign } e_i 
\end{cases}$ | 1.345 |
| Tukey Bisquare (Huber (1981)) | $\begin{cases} 
\frac{a^2}{6} \left(1 - \left(1 - \frac{e_i}{a}\right)^2\right)^3, & \text{if } |e_i| \leq a \\
1 \frac{1}{6}a^2 & \text{if } |e_i| > a 
\end{cases}$ | $\begin{cases} e_i \left(1 - \frac{e_i}{a}\right)^2 \\
0 
\end{cases}$ | 4.685 |

The estimators of the parameters can be obtained for two objective functions of the M-estimation, derived by differentiating Equation (3.5) with respect to the scale and shape parameters of GE distribution. Then, we can obtain the simultaneous equations, which are given as follows:

$$\sum_{i=1}^{n} \psi(e_i) \frac{\partial f_i(\Theta)}{\partial \Theta} \bigg|_{\Theta=\hat{\Theta}} = 0.$$  

The derivative of $f_i(\Theta)$ for $\Theta$ as follows:

$$\frac{\partial f_i(\Theta)}{\partial \alpha} = -\frac{\theta U_i^{(1/\alpha)} \ln U_i}{\alpha^2 \left(1 - U_i^{(1/\alpha)}\right)^\alpha},$$

$$\frac{\partial f_i(\Theta)}{\partial \theta} = -\ln \left(1 - U_i^{(1/\alpha)}\right).$$

In order to solve the above equations, the Newton–Raphson method can be employed.

4. Simulation Study

A Monte Carlo simulation study is carried out and comparisons made between the non-robust and robust estimation methods. The non-robust methods are the maximum likelihood estimation (MLE) method, least square (LS) method, and maximum Product Spacing (MPS) method. The Robust methods are the Least Absolute Deviations (LAD)
method, M.Huber (MH) method, and M.Bisquare (MB) method. Complete data with outliers are randomly generated from the GE distribution with the specified values of parameters. The R language statistical software is used to create the program for the Monte Carlo simulation.

4.1. Design of the Simulation study

Monte Carlo experiments were carried out using equation (1.3) to generate random samples from the GE distribution process: obtain the error term (ε) using a normal distribution $\mathcal{N}(n, 0, \sigma^2)$. $\sigma^2$ is the variance of the normal distribution, $\sigma^2 = 0.25, 0.5$ and $0.75$. Outliers are generated from a random sample from uniform distribution $\text{Uniform}(\bar{x} + 4S, \bar{x} + 7S)$, where $\bar{x}$ is the sample mean of $x \sim \text{GE}(\alpha, \theta)$ and $S$ is the sample standard deviation of $x$ (Wang and Lee, 2010). Select different sample sizes, $n = 20, 40$ and $100$, to investigate the robustness of the methods against outliers, we randomly generate different percentages of outliers ($P = 5\%, 10\%, 15\%$, and $20\%)$. Setting the parameter coefficient $\Theta = (\alpha, \theta) = (2.5, 1.5)$ and $(0.5, 1.8)$, all simulation results are based on 10000 replications. The simulation results are compared using the bias and mean square errors (MSE).

$$\text{Bias} = (\hat{\Theta} - \Theta) \quad (4.1)$$

$$\text{MSE} = \text{Mean}((\hat{\Theta} - \Theta)^2) \quad (4.2)$$

where $\hat{\Theta}$ is the estimator of $\Theta$.

4.2. Summary and Conclusions of Simulation Results:

The simulation results are presented in Tables (2:6) and Figure (1, 2). The numerical results of the robust estimation methods and the non-robust estimation methods using different percentages of outliers ($p$), different standard normal error term ($\sigma^2$) and different sample sizes ($n$) are shown in the tables. We observe that an increase in the sample size leads to lower MSE values for robust and non-robust estimation methods. We also observe that higher percentage values of outliers’ lead to higher Bias and MSE values for the robust and non-robust estimation methods. Furthermore, a higher value of the standard normal error term leads to higher Bias and MSE values for the robust estimation methods.

| Table 2: The Bias and MSE for Three Different Non-Robust Methods for Data without Outliers |
|---|---|---|---|---|---|---|---|---|---|---|---|
| | Case 1 | | | Case 2 | | | | | | | |
| | MLE | LS | MPS | MLE | LS | MPS |
| n | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE |
| 20 | $\alpha$ | 0.3011 | 0.7067 | 0.2826 | 0.7396 | -0.2098 | 0.5348 | 0.0348 | 0.0098 | 0.019 | 0.0117 | -0.0337 | 0.0090 |
| | $\theta$ | -0.0564 | 0.1256 | 0.1259 | 0.2424 | 0.2434 | 0.2546 | -0.0682 | 0.4116 | 0.3386 | 1.1112 | 0.5151 | 1.0775 |
| 40 | $\alpha$ | 0.2505 | 0.3315 | 0.1001 | 0.2556 | -0.1903 | 0.3236 | 0.0224 | 0.0059 | 0.0081 | 0.0057 | -0.0279 | 0.0094 |
| | $\theta$ | -0.0239 | 0.0638 | 0.0617 | 0.1043 | 0.1501 | 0.1055 | -0.0308 | 0.2087 | 0.1499 | 0.4132 | 0.2997 | 0.4007 |
| 100 | $\alpha$ | 0.0930 | 0.1895 | 0.0271 | 0.1554 | -0.1182 | 0.1603 | 0.011 | 0.0029 | 0.0023 | 0.0015 | -0.0164 | 0.0036 |
| | $\theta$ | -0.0083 | 0.0266 | 0.0280 | 0.0387 | 0.0753 | 0.0360 | -0.0103 | 0.0880 | 0.0245 | 0.1440 | 0.1453 | 0.1281 |
### Table 3: The Bias and MSE for Three Different Non-Robust Methods for Data with Different Ratio of Outliers

| n   | 5%    | 10%   | 15%   | 20%   | 5%    | 10%   | 15%   | 20%   |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|
| p   |       |       |       |       |       |       |       |       |
| a   | -0.2188 | 0.4602 | -0.6521 | 1.0201 | -0.8650 | 1.5546 | -0.9868 | 2.0614 |
|     | 0.7779 | 0.4934 | 0.8623 | 1.5449 | 0.9862 | 3.1865 | 1.1350 | 5.2824 |
| Bias| -0.1740 | 0.4322 | -0.5286 | 1.6413 | -0.8200 | 1.4170 | -1.2105 | 2.3679 |
| MSE| 1.5051 | 0.5502 | 1.6413 | 1.3142 | 1.6711 | 3.1664 | 1.6995 | 7.5542 |
| Case 1 | MLE | LS | MPS | MLE | LS | MPS | MLE | LS | MPS |
| Bias| -0.8173 | 0.9656 | 1.0961 | 1.6590 | 1.2247 | 6.4331 | 1.2930 | 2.8457 |
| MSE| 0.9857 | 1.4250 | 1.3600 | 3.5993 | 1.6176 | 6.4331 | 1.7593 | 9.7090 |
| MLE | 0.0082 | 0.0203 | -0.0190 | 1.5596 | -0.0239 | 2.2697 | -0.0202 | 2.9156 |
| MSE | 0.0116 | 0.0203 | 0.0125 | 4.1959 | 0.0134 | 7.7418 | 0.0155 | 11.9212 |
| LS | -0.0180 | 1.0288 | -0.0565 | 2.0323 | -0.0860 | 3.3527 | -0.1143 | 4.9477 |
| MPS | 0.0203 | 2.9098 | 0.0214 | 7.8616 | 0.0226 | 17.7168 | 0.0298 | 33.7490 |
| Bias | 0.0802 | 1.7263 | -0.0976 | 2.7376 | -0.0981 | 17.5581 | -0.0991 | 24.7295 |
| MSE | 5.0652 | 10.221 | 0.0172 | 10.9221 | 0.0179 | 17.5581 | 0.0187 | 24.7295 |

| n   | 5%    | 10%   | 15%   | 20%   | 5%    | 10%   | 15%   | 20%   |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|
| p   |       |       |       |       |       |       |       |       |
| a   | -0.4500 | 0.4777 | -0.7879 | 1.0305 | -0.9883 | 1.5891 | -1.0937 | 2.1152 |
|     | 0.3641 | 0.3537 | 0.7211 | 1.3077 | 1.0514 | 2.9059 | 1.2526 | 5.0216 |
| Bias| -0.2639 | 0.2614 | -0.5548 | 0.5782 | -0.8744 | 0.9806 | -1.2052 | 2.0475 |
| MSE| 0.3442 | 0.1837 | 0.5031 | 0.5248 | 0.7821 | 1.9782 | 1.6113 | 4.9318 |
| Case 2 | MLE | LS | MPS | MLE | LS | MPS | MLE | LS | MPS |
| Bias| -0.7805 | 0.7632 | -1.0341 | 1.3779 | -1.1826 | 4.4067 | -1.2592 | 7.1100 |
| MSE| 0.7141 | 0.7569 | 1.1377 | 2.2290 | 1.4503 | 6.4067 | 1.6259 | 11.3630 |
| MLE | 0.0061 | 0.7982 | -0.0586 | 1.6120 | -0.0926 | 1.6259 | 0.1515 | 2.3780 |
| MSE | -0.0277 | 1.1228 | 0.0087 | 3.5323 | -0.0932 | 1.6259 | 0.0126 | 7.0782 |
| LS | 0.0069 | 0.8860 | -0.0885 | 3.0564 | 0.0151 | 9.4892 | 0.0177 | 21.7171 |
| MPS | -0.0764 | 1.3227 | 0.0116 | 2.2297 | -0.0995 | 9.4892 | -0.0995 | 30.630 |
| Bias | 0.0100 | 2.4907 | 0.0011 | 6.3237 | 0.0137 | 11.3630 | -0.0995 | 17.2050 |
| MSE | 2.4907 | 24.907 | 0.0116 | 6.3237 | 0.0137 | 11.3630 | -0.0995 | 17.2050 |
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### Table 4: The Bias and MSE for Three Different Robust Methods for Data with Different Ratio of Outliers when $n = 20$

| $\sigma^2$ | Case 1 | Case 2 |
|------------|--------|--------|
| $\sigma^2 = 0.25$ |       |        |
| 5%         |        |        |
| $\alpha$   | 0.2646 | 0.5588 |
| $\theta$   | 0.3699 | 0.4899 |
| $\alpha$   | 0.0065 | 0.1207 |
| 10%        |        |        |
| $\theta$   | 0.3699 | 0.4899 |
| $\alpha$   | 0.0065 | 0.1207 |
| 15%        |        |        |
| $\theta$   | 0.5693 | 0.1240 |
| $\alpha$   | 0.0075 | 0.0080 |
| 20%        |        |        |
| $\theta$   | 0.8645 | 0.1125 |
| $\alpha$   | 0.0024 | 0.0154 |
| $\sigma^2 = 0.5$ |       |        |
| 5%         |        |        |
| $\theta$   | 0.0089 | 0.0030 |
| $\alpha$   | 0.3969 | 0.1185 |
| 10%        |        |        |
| $\theta$   | 0.0065 | 0.0312 |
| $\alpha$   | 0.5693 | 0.2385 |
| 15%        |        |        |
| $\theta$   | 0.8645 | 0.9408 |
| $\alpha$   | 0.0024 | 0.0847 |
| $\sigma^2 = 0.75$ |       |        |
| 5%         |        |        |
| $\theta$   | 0.0157 | 0.0741 |
| $\alpha$   | 1.1754 | 0.2800 |
| 10%        |        |        |
| $\theta$   | -0.0032 | 0.0334 |
| $\alpha$   | 1.7870 | 0.3872 |
| 15%        |        |        |
| $\theta$   | 0.0719 | 0.0299 |
| $\alpha$   | 5.7151 | 0.3787 |
| 20%        |        |        |
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Table 5: The Bias and MSE for Three Different Robust Methods for Data with Different Ratio of Outliers when $n = 40$

| $\sigma^2$ | Case 1 | $\sigma^2 = 0.25$ | Case 2 | $\sigma^2 = 0.5$ | Case 3 | $\sigma^2 = 0.75$ |
|-----------|--------|--------------------|--------|--------------------|--------|--------------------|
| $n$       |        | $p$                |        | $p$                |        | $p$                |
| 5%        |        | $\alpha$           |        | $\alpha$           |        | $\alpha$           |
|           |        | 0.0481 0.0667      |        | 0.0200 0.0444      |        | 0.0400 0.1030      |
|           |        | 0.0774 0.0796      |        | 0.0058 0.0053      |        | 0.1352 0.1099      |
| 10%       |        | $\theta$           |        | $\theta$           |        | $\theta$           |
|           |        | 0.0020 0.0099      |        | 0.0058 0.0030      |        | 0.0036 0.0083      |
|           |        | 0.0428 0.0601      |        | 0.0031 0.0051      |        | 0.0010 0.0040      |
| 15%       |        | $\alpha$           |        | $\theta$           |        | $\theta$           |
|           |        | 0.0020 0.0099      |        | 0.0058 0.0030      |        | 0.0036 0.0083      |
|           |        | 0.0428 0.0601      |        | 0.0031 0.0051      |        | 0.0010 0.0040      |
| 20%       |        | $\theta$           |        | $\theta$           |        | $\theta$           |
|           |        | 0.0020 0.0099      |        | 0.0058 0.0030      |        | 0.0036 0.0083      |
|           |        | 0.0428 0.0601      |        | 0.0031 0.0051      |        | 0.0010 0.0040      |
Table 6: The Bias and MSE for Three Different Robust Methods for Data with Different Ratio of Outliers when \( n = 100 \)

| \( n \) | Case 1 | \( \sigma^2 = 0.25 \) | Case 2 | \( \sigma^2 = 0.5 \) | \( \sigma^2 = 0.75 \) |
|---|---|---|---|---|---|
| \( p \) | LAD | MB | MH | LAD | MB | MH | LAD | MB | MH | LAD | MB | MH |
| 5% | \( \alpha \) | 0.04446 | 0.02395 | 0.00423 | 0.01379 | 0.03717 | 0.01966 | 0.01282 | 0.00123 | 0.00097 | 0.00066 | 0.000381 | 0.000050 |
| \( \theta \) | -0.00147 | 0.00130 | 0.0013 | 0.00083 | -0.00526 | 0.00107 | -0.00936 | 0.00400 | 0.00042 | 0.00254 | -0.00139 | 0.00165 |
| 10% | \( \alpha \) | 0.09530 | 0.03415 | 0.00227 | 0.01421 | 0.04619 | 0.01980 | 0.02733 | 0.00200 | 0.00091 | 0.00068 | 0.000670 | 0.000053 |
| \( \theta \) | -0.00479 | 0.00141 | 0.00074 | 0.00085 | -0.00598 | 0.00109 | -0.02191 | 0.00461 | 0.00103 | 0.00268 | -0.00349 | 0.00171 |
| 15% | \( \alpha \) | 0.14178 | 0.05255 | 0.00525 | 0.01643 | 0.05847 | 0.02302 | 0.04555 | 0.00382 | 0.00168 | 0.00080 | 0.01087 | 0.00071 |
| \( \theta \) | -0.00550 | 0.00187 | 0.00017 | 0.00099 | -0.00708 | 0.00115 | -0.04096 | 0.00682 | -0.00959 | 0.00316 | -0.00861 | 0.00181 |
| 20% | \( \alpha \) | 0.21511 | 0.08683 | 0.00468 | 0.01707 | 0.07159 | 0.02556 | 0.06077 | 0.00572 | 0.00107 | 0.00082 | 0.01277 | 0.00078 |
| \( \theta \) | -0.01115 | 0.00235 | 0.00007 | 0.00105 | -0.00799 | 0.00124 | -0.05458 | 0.00860 | 0.00023 | 0.00325 | -0.00960 | 0.00188 |
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Figure 1: The MSE for Different Methods of Case 1 with different percentages of outliers
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5. Application of Real Data Analysis

In this section, we present the results of the GE distribution parameter estimation using the robust and non-robust estimation methods on two real data sets.

Data set I: The first data set on the active repair times (hours) for an airborne communication transceiver. This data set was analyzed by Jorgensen (2012). The data observations are: 0.50, 0.60, 0.60, 0.70, 0.70, 0.70, 0.80, 0.80, 1.00, 1.00, 1.00, 1.00, 1.10, 1.30, 1.50, 1.50, 1.50, 2.00, 2.00, 2.20, 2.50, 2.70, 3.00, 3.00, 3.30, 4.00, 4.00, 4.50, 4.70, 5.00, 5.40, 5.40, 7.00, 7.50, 8.80, 9.00, 10.20, 22.00, and 24.50.

| Parameter | MLE       | LS        | LAD       | MB        | MH        |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $\hat{\alpha}$ | 1.1137 (0.2445) | 1.0452 (1.0600) | 1.1437 (0.1993) | 0.9241 (0.1629) | 0.9591 (0.0561) |
| $\hat{\beta}$ | 3.7349 (0.7820) | 3.2954 (3.5999) | 3.1981 (0.6175) | 3.9808 (0.3546) | 4.0626 (0.3764) |
| D (p-value) | 0.1583 (0.2684) | 0.1288 (0.5201) | 0.1249 (0.5605) | 0.1388 (0.4239) | 0.1264 (0.5443) |

Figure 3: Boxplot and Empirical CDF for Data Set I

Table 7: The Estimate and Standard Deviation for Parameters by Different Estimation Methods for Data I
By examining the numerical results in Table (7), we observe the best result is from the MH method, since it has the least standard deviation, followed by the MB method and the LAD method, and so on as shown in Table 7. The goodness of fit test for the models; the Kolmogorov-Smirnov test shows that the efficiency of the test increases with the robust methods for the overall fit of the models with outliers as shown in Figure (3).

Data set II: The second dataset is the regimen data by Gupta et al. (1997). There are 72 observations under each regimen (regimen is animals) in a single cage. The regimen number is the log of the number of bacillary units in 0.5 ml of challenge solution; e.g., regimen 4.3 corresponds to $2.2 \times 10^4$ bacillary units per 0.5 ml ($\log(2.2 \times 10^4) = 4.342$). The data observations are:

![Boxplot and Empirical CDF for Data Set II](image)

**Figure 4: Boxplot and Empirical CDF for Data Set II**

| Table 8: The Estimate and Standard Deviation for Parameters by Different Estimation Methods for Data II |
|-----------------|-----|-----|-----|-----|-----|
|                | MLE | LS  | LAD | MB  | MH  |
| $\hat{\alpha}$ | 3.6295 | 3.9481 | 3.0647 | 3.9030 | 3.2395 |
| ($\hat{\sigma}_\alpha$) | (0.7212) | (5.0179) | (0.0127) | (0.0116) | (0.0109) |
| $\hat{\theta}$ | 88.7083 | 84.6550 | 88.7134 | 88.7083 | 88.7121 |
| ($\hat{\sigma}_\theta$) | (10.3526) | (57.2250) | (0.3169) | (0.0360) | (0.0877) |
| D               | 0.0930 | 0.0870 | 0.1503 | 0.0860 | 0.1310 |
| (p-value)       | (0.5606) | (0.6621) | (0.0772) | (0.6601) | (0.1683) |

Table 8 provides the parameter estimates for the robust and non-robust estimation methods, the standard deviation for parameter estimates, the Kolmogorov-Smirnov (KS) statistic, and associated p values as shown in Figure (4). Table 8 shows that the MOAPL fits the economic data better than the MOL, APL, PL, KGL, EL and Lomax models based on these different criterions as the AIC, CAIC, BIC and HQIC values.

6. Conclusion

In this paper, we present various parameter estimation methods for the generalized exponential distribution using a complete dataset in the presence of outliers. We assessed the ability of the classical and robust estimation methods in determining the parameter estimates of the GE distribution using complete datasets in the presence of various percentage of outliers. The classical estimation methods are the MLE, LS, and MPS methods and the non-classical estimation methods are the LAD and M-estimation. The M-estimation method is used to minimize the invariant errors in the Bisquare objective function and Huber objective function. The Monte Carlo simulation results showed that the M-estimation method using the Huber objective function outperformed the other methods in terms of Bias and MSE values. The simulation results also showed that the MLE method, which is a classical method is more suitable than the LS and MPS methods for estimating the GE parameters. The two real datasets application confirmed that the M-estimation method is very much suitable for estimating the GE parameters. We concluded that the M-estimation method using Huber object function is the robust method in estimating the parameters of the GE distribution for a complete dataset in the presence of various percentage of outliers. This study concluded that, before performing the study and analyzing data of it, researchers must examine data through (Boxplot, the goodness of fit, etc.) and verify the presence or absence of outliers to determine the optimal way for estimation of the model's parameters.
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