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T. Aaltonen, J. Adelman, T. Akimoto, M.G. Albrow, B. Álvarez González, S. Amerio, D. Amidei, A. Anastassov, A. Anno, J. Antos, M. Aoki, G. Apollinari, A. Apresyan, T. Arisawa, A. Artikov, W. Ashmanskas, A. Attila, A. Aurisano, F. Azfar, P. Azzi-Bacchetta, P. Azzurri, N. Bacchetta, W. Badgett, A. Barbaro-Galtieri, V.E. Barnes, B.A. Barnett, S. Baroiant, V. Bartsch, G. Bauer, P.-H. Beauchemin, F. Bedeschi, P. Bednar, S. Behari, G. Belleettini, J. Bellinger, A. Belloni, D. Benjamin, A. Beretvas, J. Beringer, T. Berry, A. Bhatti, M. Binkley, B. Bisello, I. Bijzak, R.E. Blair, C. Blocker, B. Blumenfeld, A. Bocci, A. Bodek, V. Boisvert, G. Bolla, A. Bolshov, D. Bortoletto, J. Boudreau, A. Boveia, B. Brau, A. Bridgeman, L. Brigliadori, C. Bronberg, E. Brubaker, J. Budagov, H.S. Budd, S. Budd, K. Burkett, G. Busetto, P. Bussey, A. Buzaa, K.L. Byrum, S. Cabrera, M. Campanelli, M. Campbell, F. Canelli, A. Canepa, D. Carlsmith, R. Carosi, S. Cerrillo, B. Casal, M. Casarsa, A. Castro, P. Catastini, D. Cauz, M. Cavalli-Sforza, A. Cerri, L. Cerroti, S.H. Chang, Y.C. Chen, M. Chertok, G. Chiarelli, G. Chlachidze, F. Chlebana, K. Cho, D. Chokheli, J.P. Chou, G. Choudalakis, S.H. Chuang, K. Chung, W.H. Chung, Y.S. Chung, C.I. Ciobanu, M.A. Ciocci, A. Clark, D. Clark, G. Compstella, M.E. Convery, J. Conway, B. Cooper, K. Copie, M. Cordelli, G. Cortiana, F. Crescioli, C. Cuenca Almenar, J. Cuevas, R. Culbertson, J.C. Cully, D. Dagenhart, M. Datta, T. Davies, P. de Barbaro, S. De Cecco, A. Deisher, G. De Lente, G. De Lorenzo, M. Dell’Orso, L. Demortier, J. Deng, M. Denino, D. De Pedis, P.F. Derwent, G.P. Di Giovanni, C. Dionisi, B. Di Ruzza, J.R. Dittmann, M. D’Onofrio, S. Donati, P. Dong, J. Donini, D. Dorigo, S. Dube, Efron, R. Erbacher, D. Errede, S. Errede, R. Eusbei, H.C. Fang, S. Farrington, W.T. Fedorko, R.G. Feld, M. Feindt, J.P. Fernandez, C. Ferrarazzi, R. Field, G. Flanagan, R. Forrest, S. Forrester, M. Franklin, J.C. Freeman, I. Furic, M. Gallinaro, J. Galyardt, F. Garberson, J.E. Garcia, A.F. Garfinkel, H. Gerberich, D. Gerdes, S. Giagu, V. Giakoumipoulou, P. Giannetti, K. Gibson, L.J. Gimmell, C.M. Ginsburg, N. Giokaris, M. Giordani, P. Giromini, M. Giunta, V. Glagolev, D. Glenzinski, M. Gold, N. Goldschmidt, A. Golossanov, G. Gomez, G. Gomez-Ceballos, M. Goncharov, O. González, I. Gorelov, A.T. Goshaw, K. Goulianos, A. Greese, F. Grinstein, C. Grosso-Pilcher, R.C. Group, U. Grundler, J. Guimaures da Costa, Z. Gunay-Unalan, C. Haber, S. Hahn, S.R. Hahn, E. Halkiadakis, A. Hamilton, B.-Y. Han, J.Y. Han, R. Handler, F. Happpacher, K. Hara, D. Hare, M. Hare, S. Harper, R.F. Harr, R.M. Harris, M. Hartz, G. Hatakeyama, J. Hauser, C. Hays, M. Heck, A. Heijboer, B. Heinemann, J. Heinrich, C. Henderson, M. Herndon, J. Heuser, S. Hewamanage, D. Hidas, C.S. Hill, D. Hirschbuehl, A. Hocker, S.H. Hou, M. Houkden, S.-C. Hsu, B.T. Huffman, R.E. Hughes, U. Husemann, J. Huston, J. Incandela, G. Intorzzo, M. Iori, A. Ivanov, B. Iyutin, J. Jayati, D. Jeans, E.J. Jeon, S. Jindariani, W. Johnson, M. Jones, K.K. Joo, S.Y. Jun, J.E. Jung, T.R. Junk, T. Kamon, D. Kar, P.E. Karchin, Y. Kato, R. Kephart, U. Kerzel, V. Kholtivich, B. Kilminster, D.H. Kim, H.S. Kim, J.E. Kim, M.J. Kim, S.B. Kim, S.H. Kim, Y.K. Kim, N. Kimura, L. Kirsch, S. Klimentov, M. Kluke, B. Knuteson, B.R. Ko, S.A. Kony, K. Kondo, D.J. Kong, J. Konigsberg, A. Korytov, A.V. Kotwal, C. Kraus, M. Kreps, J. Kroll, N. Krumnaa, M. Kruse, V. Krutelov, T. Kubo, S.E. Kuhlmann, T. Kuhl, N.P. Kulkarni, Y. Kusakabe, S. Kwang, A.T. Laasanen, S. Lai, S. Lami, S. Lammel, M. Lancaster, R.L. Landier, K. Lannon, A. Lath, G. Latino, I. Lazzerizza, T. LeCompte, J. Lee, J. Lee, J.Y. Lee, S.W. Lee, R. Lefevre, N. Leonardo, S. Leone, S. Levy, J.D. Lewis, C. Lin, C.S. Lin, J. Linacre, M. Lindgren, L. Lipeles, A. Lister, D.O. Litvintsev, T. Liu, N.S. Lockyer, A. Loginov, M. Loret, L. Lovas, R.S. Lu, D. Lucchesi, J. Lueck, C. Lui, P. Lujan, P. Lukens, G. Lungu, L. Lyons, J. Lys, R. Lysak, E. Lytkin, P. Mack, D. MacQueen, R. Madrak, K. Maeshima, K. Makhouli, T. Makai, P. Maksimovic, S. Malde, S. Malik, G. Manca, A. Manousakis, F. Margaroli, C. Marino, C.P. Marino, A. Martin, M. Martin, V. Martin, M. Martinez, R. Martinez-Ballarin, T. Maruyama, P. Mastrandrea, T. Masubuchi, M.E. Mattson, P. Mazzanti, K.S. McFarland, P. McIntyre, R. McNulty, A. Mehta, P. Mehtala, S. Menzenek, A. Menzione, P. Merkel, C. Mesropian, A. Messina, T. Miao, N. Miladinovic, J. Miles, R. Miller, C. Mills, M. Milnik, A. Mitra, G. Mitselmakher, H. Miyake, S. Moed, N. Moggi, C.S. Moon, R. Moore, M. Morello, P. Movilla Fernandez, J. Mülmenstädt,
We report the first top quark mass measurement that uses a cross section constraint to improve the mass determination. This measurement is made with a dilepton $t\bar{t}$ event sample collected with the CDF II detector. From a data sample corresponding to an integrated luminosity of $1.2 \text{ fb}^{-1}$, we measure a top quark mass of $170.7^{+4.2}_{-3.9}\text{(stat)} \pm 2.6\text{(syst)} \pm 2.4\text{(theory)} \text{ GeV}/c^2$. The measurement without the cross section constraint results in a top quark mass of $169.7^{+5.3}_{-4.9}\text{(stat)} \pm 3.1\text{(syst)} \text{ GeV}/c^2$.
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The top quark is the heaviest known elementary particle. Its mass $M_t$ is a fundamental parameter in the standard model (SM). Together with the $W$-boson mass, $M_W$ places constraints on the SM Higgs boson mass $M_H$. At hadron colliders, the top quarks are mainly pair produced via the strong interaction. Each top quark decays into a $W$-boson and a $b$-quark, and in the dilepton channel both $W$-bosons decay to a charged lepton and a neutrino. The $t\bar{t}$ dilepton events have a small branching ratio, but they have a higher purity than single-lepton or all-hadronic final states. Because the two neutrinos in the final state are not detected, the dilepton channel top mass fit is under-constrained. However, measuring the mass in this channel is important because it provides an independent measurement of $M_t$ that can be compared to measurements in other decay channels, allowing a consistency check of the $t\bar{t}$ hypothesis in the dilepton channel. Previous measurements of $M_t$ in the dilepton channel are described in Refs. 2, 3, and 4.

According to the SM, the theoretical $t\bar{t}$ cross section $\sigma_{t\bar{t}}$ has an exponential dependence on the top mass $M_t$ [2]. Therefore, the top mass value can be extracted from the observed event yield alone. By combining the theoretical $\sigma_{t\bar{t}}(M_t)$ dependence with the top mass determination from the event kinematics, we can use the cross section information to improve the mass measurement, as reported in this Letter.

In this novel measurement, the constraint provided by the mass dependent theoretical $t\bar{t}$ cross section is combined with a “template method” in which a top quark mass $m_t^{\text{rec}}$ is reconstructed for each event and in which the distribution of $m_t^{\text{rec}}$ is compared with template distributions derived from simulation. In principle, any measurement of $M_t$ and $\sigma_{t\bar{t}}$ could be combined with the theoretical $\sigma_{t\bar{t}}(M_t)$ to obtain an improved top mass determination. However, in our analysis we include the cross section constraint while properly taking into account the top mass dependence of the acceptance and all the correlated systematic uncertainties.

The template method adopted here is an enhanced version of the “full kinematic analysis” described in Ref. 2. The enhanced version treats $b$-tagged and non-tagged events separately. This separation improves the expected statistical uncertainty by 20%; this represents a significant improvement over the previous analysis, which handled $b$-tagged and non-tagged events as a single sample. Introducing the cross section constraint improves the expected statistical uncertainty further by 20%. In this paper, the measurement without the cross section constraint will be referred to as the “traditional” measurement. Both measurement techniques were fixed before the data were revealed.

This measurement uses data collected by the CDF II detector corresponding to an integrated luminosity of 1.2 fb$^{-1}$. The CDF II detector [7] is a multi-purpose particle detector at the $p\bar{p}$ Tevatron Collider. Charged particle trajectories are measured with a silicon microstrip detector and a drift chamber, which are immersed in a 1.4 T uniform magnetic field parallel to the beam directions. Electron, photon and hadron energies are measured with electromagnetic and hadronic calorimeters. Muons are detected with drift chambers and scintillation counter hodoscopes located outside the calorimeters. CDF employs cylindrical coordinates where $\theta$ and $\phi$ are the polar and azimuthal angles with respect to the proton beam. Transverse energy and momentum are defined as $E_T = E \sin \theta$ and $p_T = p \sin \theta$, where $E$ is the energy and $p$ is the momentum.

The data for this analysis were collected using an inclusive lepton trigger that required an electron or a muon with $p_T > 18$ GeV/c [8]. After the offline reconstruction, the dilepton events were selected using the DIL selection [9], which requires two oppositely charged leptons with $p_T > 20$ GeV/c [8], missing transverse energy [2] due to the undetected neutrinos ($E_T > 25$ GeV), and at least two jets with $E_T > 15$ GeV. The main background sources are diboson and Drell-Yan production and $W$+jets events where a jet is mis-reconstructed as a lepton. Additional cuts were applied to reduce the background [8]. The expected and observed numbers of events are summarized in Table I. After the event selection, the sample was divided into two subsamples with significantly different signal-to-background ratios. The $b$-tagged sample includes 32 events in which at least one of the jets is identified as a $b$-quark candidate through the presence of a displaced vertex [10]. This subsample has an expected signal-to-background ratio of 11:1. The non-tagged sample comprises 45 events in which none of the jets is identified as a $b$-quark candidate. In this subsample the expected signal-to-background ratio is 1:1.

Because the two neutrinos are not detected, the reconstruction of the top quark mass from dilepton events is under-constrained. Top mass reconstruction can be accomplished by considering a kinematic variable which is not observable on an event-by-event basis, but the distri-

| Expected background | Expected signal |
|---------------------|-----------------|
| diboson             | $5.8 \pm 0.9$   |
| $Z/\gamma \rightarrow ll, l = e, \mu, \tau$ | $10.9 \pm 2.3$ |
| misidentified leptons | $8.8 \pm 3.9$  |
| Total               | $25.6 \pm 5.5$  |
| Total expected      | $87.7 \pm 8.9$  |
| Data                | 77              |

TABLE I: Expected and observed number of events passing event selection criteria. Statistical and systematic uncertainties have been combined.
bution of which is predictable and independent of the top mass value. In this analysis the distribution of \( p_T^t \), the longitudinal momentum of the \( t\bar{t} \) system, was adopted as the variable. Monte Carlo simulations, generated with PYTHIA [11] and the CDF II detector simulation [12], indicate that the distribution of \( p_T^t \) is nearly independent of the top mass, and is described by a Gaussian distribution with a mean of zero and width of 195 GeV/c. The validity of the Monte Carlo simulation was tested with data from the lepton+jets decay channel where the \( p_T^t \) distribution is predictable and independent of the top mass, and is described by a Gaussian distribution with a mean of zero and width of 195 GeV/c.

For each event, a top mass \( m_{t\bar{t}}^{rec} \) is reconstructed from the event kinematics as follows. The jet energies are corrected for defects in the calorimeter response, computed from Monte Carlo simulations, to correspond to the energies of the primary \( b \)-quarks. After these jet energy corrections, the two components of transverse missing momentum are taken as the sum of the neutrino transverse momentum components. Along with assumptions on the masses of the final state particles and additional constraints on \( M_W^\pm = 80.4 \) GeV/c\(^2\), \( M_t = M_{\bar{t}} \), and \( p_T^t + p_T^{\bar{t}} = 200 \) GeV/c\(^2\), a top mass can be calculated [2].

A wide range of possible \( p_T^t \) values is incorporated by calculating the top mass 10000 times. For each iteration, \( p_T^t \) is randomly drawn from its expected distribution. Similarly, the jet energies and \( E_T \) are smeared according to their resolutions. For each iteration, if a solution is not found using the fixed values of \( M_W^\pm \) and \( M_t \), solutions within \( M_W^\pm = 80.4 \pm 3.0 \) GeV/c\(^2\) and \( M_t = M_{\bar{t}} = 160.0 \pm 2.0 \) GeV/c\(^2\) are accepted.

For a given event, we obtain two distributions of possible top quark masses, each corresponding to a different lepton-jet pairing. The pairing which has the higher fraction of solutions is selected. This choice is correct for 70% of simulated \( t\bar{t} \) events. If the number of entries in this distribution is less than 100, the event is rejected. According to Monte Carlo studies, 91% of signal and 78% of background events pass this mass reconstruction requirement. The most probable value of a spline fit to the distribution selected is taken as a per-event top mass \( m_{t\bar{t}}^{rec} \).

Templates of reconstructed top mass distributions were created from various \( t\bar{t} \) and background samples. Signal templates were generated from \( t\bar{t} \) Monte Carlo samples with generated top mass ranges from 150 to 200 GeV/c\(^2\), separately for \( b \)-tagged and non-tagged signal events. Diboson and \( Z \to ll \) templates were generated from Monte Carlo simulation. A template for misidentified leptons was created using data. The background templates were combined according to the expected contribution of each background source. It was observed from simulation that using the same common background template for \( b \)-tagged and non-tagged samples provides as good a performance as using separate templates. The common background template was therefore used for both subsamples.

In the traditional measurement, the top mass is extracted by comparing the reconstructed mass distributions from data to the signal and background template parametrizations \( (f_s \) and \( f_b \), respectively) using an unbinned likelihood fit. The likelihood includes free parameters for the number of signal events \( n_s \) and background events \( n_b \) in each subsample, and for the top mass \( M_t \). The total likelihood takes the form

\[
L \equiv L_{b\text{-tagged}}(M_t, n_s^b, n_b^b) \times L_{\text{non-tagged}}(M_t, n_s^{\text{non}}, n_b^{\text{non}})
\]

where each of the subsample likelihoods is:

\[
\begin{align*}
L_{\text{non-tagged}} & \equiv L_{\text{shape}} \times L_{\text{nev}} \times L_{\text{bg}} \\
L_{\text{shape}} & \equiv \prod_{i=1}^{N} \frac{n_{s\exp} \times f_{s}(m_{t\bar{t}}^{rec}, M_t) + n_{b\exp} \times f_{b}(m_{t\bar{t}}^{rec})}{n_{s} + n_{b}} \\
L_{\text{nev}} & \equiv \frac{e^{-\mu_{s\exp}(n_{s\exp})}}{N!} \\
L_{\text{bg}} & \equiv (\frac{n_{b\exp}}{\sigma_{b\exp}})^{2} \\
\end{align*}
\]

The dominant top mass dependence on the expected mean numbers of events. According to the Monte Carlo experiments, the method is unbiased and returns appropriate uncertainties.

In 1.2 fb\(^{-1}\) of data, 31 \( b \)-tagged and 39 non-tagged events pass the event selection criteria and have solutions for \( m_{t\bar{t}}^{rec} \). The mass measurement from the \( b \)-tagged sample gives \( M_t = 171.9^{+7.2}_{-6.4}\) (stat.) GeV/c\(^2\), and the measurement from the non-tagged sample gives \( M_t = 166.0^{+8.4}_{-7.9}\) (stat.) GeV/c\(^2\). Applying the traditional method to the two subsamples with a joint likelihood, we measure \( M_t = 169.7^{+5.2}_{-4.9}\) (stat.) GeV/c\(^2\). In 34% of Monte Carlo experiments, the statistical uncertainty was smaller than the measured statistical uncertainty from data. The reconstructed top mass distribution from data is shown in Fig. [1].

The top mass measurement can be further improved by taking into account the top mass dependence of the \( t\bar{t} \) production cross section. The expected number of signal events can be expressed as

\[
n_s(M_t) = \sigma_{t\bar{t}}(M_t) \cdot \alpha(M_t) \cdot L \cdot p_{mass}^{t\bar{t}}.
\]

where \( \sigma_{t\bar{t}}(M_t) \) is the theoretical \( t\bar{t} \) cross section, \( \alpha(M_t) \) is the acceptance of \( t\bar{t} \) events, \( L \) is the integrated luminosity, and \( p_{mass}^{t\bar{t}} \) is the probability of obtaining a solution for \( m_{t\bar{t}}^{rec} \).
masses \[^5\]; we parametrize the mass dependence of \(\sigma_{tt}\) on the top mass using the functional form described in \[^6\]:

\[
\sigma_{tt}(M_t) = 6.70 \cdot e^{(175-M_t)/32.29} \text{ pb.} \tag{4}
\]

The acceptance \(a(M_t)\) was studied using \(\bar{t}t\) Monte Carlo simulation, separately for \(b\)-tagged and non-tagged samples. The Monte Carlo acceptances were corrected for trigger efficiencies and for scale factors arising from differences between data and simulation. The combined Monte Carlo acceptance corrections are between 74% and 95%, depending on the lepton flavor and pseudorapidity. The dependence of the acceptance on the top mass is linear, increasing about 30% in the top mass range of 150 to 200 GeV/c\(^2\). The integrated luminosity, \(L\), is 1118 pb\(^{-1}\) for the \(b\)-tagged sample and 1189 pb\(^{-1}\) for the non-tagged sample. The two integrated luminosities are different because of the smaller data set using the silicon detector, which is required for \(b\)-tagging. The signal mass reconstruction probability, \(p_{\text{mass}}^{\text{rec}}\), was measured to be 91\(\pm1.1\)% for both \(b\)-tagged and non-tagged samples, and was found to be independent of the top mass.

The cross section constrained top mass measurement uses information from the reconstructed top mass distribution as well as the observed number of events. The per-event mass reconstruction method and the template parametrizations are exactly the same as in the traditional measurement. The information from the number of events is added in the likelihood function by replacing \(n_e\) in Eq. (2) with \(n_e(M_t)\) from Eq. (3): thus \(\mathcal{L} = \mathcal{L}_{b\text{-tagged}}(M_t, n_e^b) \times \mathcal{L}_{\text{non-tagged}}(M_t, n_{\text{non}})\). The number of background events \(n_b\) and the top mass \(M_t\) are free fit parameters as in the likelihood function of the traditional measurement. The uncertainty in the theoretical modeling of \(\sigma_{tt}\) is not included in the likelihood; it is treated in the same way as other systematic uncertainties described below.

Simulated experiments are used to verify that the cross section constrained method is unbiased and returns appropriate uncertainties. We measure \(M_t = 170.7^{+1.2}_{-0.9} \text{ (stat.) GeV/c}^2\). The statistical uncertainty is consistent with expectations: 34% of Monte Carlo experiments returned an uncertainty smaller than the uncertainty measured from data.

The sources of systematic uncertainties are summarized in Table II. The jet energy scale uncertainty is dominated by the uncertainty in jet energy corrections. This uncertainty was studied by shifting the jet energies by \(\pm\sigma\), and half of the mass difference was taken as the systematic uncertainty. Since the jet energy corrections were determined for light quark jets, we evaluated an additional systematic uncertainty from possible differences between \(b\) jets and light quark jets \[^8\]. The total uncertainty from the jet energy scale is 1.8 (2.9) GeV/c\(^2\) for the cross section constrained (traditional) measurement. The cross section constrained measurement is less sensitive to the jet energy corrections because a change in the jet energy scale shifts the top mass determination from the event yield in the opposite direction to that from kinematic reconstruction. The signal modeling uncertainty is 0.9 (0.8) GeV/c\(^2\), and takes into account differences in parton showering between the PYTHIA \[^11\] and HERWIG \[^14\] Monte Carlo generators, uncertainties in initial and final state radiation modeling, and differences in parton distribution functions between MRST \[^13\] and the full set of CTEQ6M \[^16\] eigenvectors. Possible imperfections in modeling the \(Z \rightarrow \ell\ell\) and misidentified lepton backgrounds combine to give 0.3 (0.3) GeV/c\(^2\) background modeling uncertainty. The uncertainty from template statistics is 0.4 (0.5) GeV/c\(^2\). A 1% uncertainty in the lepton \(p_T\) introduces an uncertainty of 0.2 (0.2) GeV/c\(^2\). The cross section constrained measurement has an additional uncertainty of 1.6 GeV/c\(^2\) from the expected number of events. This uncertainty includes 1.1 GeV/c\(^2\) uncertainty from the integrated luminosity, 0.5 GeV/c\(^2\) from the acceptances, 0.9 GeV/c\(^2\) from the expected number of background events and 0.5 GeV/c\(^2\) from the mass reconstruction probability.

| Systematic Source | \(\Delta M_t \text{ (GeV/c}^2\) | T | C |
|-------------------|-----------------|---|---|
| Jet energy scale  | 2.9             | 1.8 | |
| Signal modeling   | 0.8             | 0.9 | |
| Background modeling | 0.3       | 0.3 | |
| Template statistics | 0.5         | 0.4 | |
| Lepton \(p_T\)      | 0.2             | 0.2 | |
| Expected number of events | n.a | 1.6 | |
| Total              | 3.1             | 2.6 | |

The uncertainty in the theoretical \(\sigma_{tt}(M_t = 175 \text{ GeV/c}^2)\) is \(+0.71\) pb \[^9\]. We propagated this uncertainty to the top mass by changing the number of
signal events in the Monte Carlo experiments. The estimated uncertainty on the top mass is 2.4 GeV/c^2. Simulation studies show that this cross section constrained top mass measurement is not very sensitive to the probability shape of the theoretical \( \sigma_{\ell\ell} \) uncertainty. Figure 2 shows the cross section constrained top mass measurement in the \( M_t - \sigma_{\ell\ell} \) plane. The extracted top mass from the cross section measurement \cite{17} only is \( 178.3^{+10.1}_{-8.0} \) (exp) \( +5.8 \) (theory) GeV/c^2, consistent within about one standard deviation with the result from the traditional analysis.

In summary, we have introduced a new way to improve the template top mass measurement in the dilepton channel by using a theoretical cross section constraint. With this measurement, we compare the reconstructed top mass distribution to templates and the observed number of events to expectation. In 1.2 fb\(^{-1}\) of data collected by the CDF II detector, we measure a top quark mass of \( 170.7^{+1.2}_{-1.3} \) (stat) \( \pm 2.6 \) (syst) \( \pm 2.4 \) (theory) GeV/c^2. This measurement is in good agreement with the top mass measurement made without a cross section constraint, which gives \( 169.7^{+2.2}_{-3.9} \) (stat) \( \pm 3.1 \) (syst) GeV/c^2, and with top quark mass measurements made in other decay channels \cite{18, 19, 20}.
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The measured cross section constrained top mass is shown in the \( M_t - \sigma_{\ell\ell} \) plane. The innermost error bars correspond to the statistical uncertainty, the middle ones the statistical+systematic uncertainty, and the outermost error bars show the statistical+systematic+theory uncertainty. The hatched areas mark the traditional top mass measurement and the \( \sigma_{\ell\ell} \) measurement in the dilepton channel with statistical+systematic uncertainties.}
\end{figure}
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