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**Abstract:** The fast changes in the Market make companies increasingly focus on project structures. A project differs from a routine activity because it is unique and must be managed and structured to provide expected benefits at no greater cost than anticipated. Therefore, it must be planned and controlled by identifying the deviations between the planned and the accomplished. In order to provide this monitoring, Earned Value Management (EVM) has been increasing accepted. In addition to showing indicators of progress, EVM can be used to forecast the project’s final costs through simulated scenarios. This work aims to integrate and apply EVM with Monte Carlo simulation to predict the final costs of three detailed engineering projects, evaluating the performance of the model and the projects, in each specific case study. The results of the three projects simulations were evaluated in a qualitative and comparative way, showing that the integration between the tools generates useful forecasts for project management.
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**1 Introduction**

After a recent expansion of the Brazilian GDP between 2004-2008 and 2010-2013, it was also observed that the engineering and construction companies expanded their projects disorderly. Subsequently, however, there were credit constraints and high indebtedness, making these companies face a reality, in demanding greater discipline in their choice of projects and greater control in their execution with low costs, term and quality. Therefore, there has been an evolution of project monitoring practices in the civil engineering sector (Silva et al., 2014; Berssaneti et al., 2014).
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Thus, project management methods and tools are needed (Prado, 2003). According to Berssaneti et al. (2014), term, cost and quality are criterions of a project success. In this way, there are projects that need to be managed and evaluated periodically (Giacometti et al., 2007). In this context, Earned Value Management (EVM) offers a certain precision in terms and costs in any phase of the project, showing discrepancies between planned and accomplished (Oliveira, 2003). According to Kim et al. (2003), Giacometti et al. (2007) and Colin & Vanhoucke (2015), EVM use is increasing, so its usefulness has improved.

EVM can be useful in predicting and controlling a project in the future. In order to do this, the estimated cost of the project can be calculated countless times, considering scenarios that generate a distribution of probabilities helping in the decisions (Baena, 2010). Also, according to Colin & Vanhoucke (2015), EVM provides performance indicators to compare the planned and the executed project in terms of cost.

The objective of this work is to apply EVM and Monte Carlo simulation to predict the final costs of three detailed engineering projects, analyzing the performance and impacts brought by this combination of methodologies. Thus, this paper will help to determine the relevance of these tools use for forecasting costs in detailed engineering projects. In this way, the produced data and discussions were analyzed and reported in order to examine the performances of these simulations.

2 Bibliographical review

2.1 Project management

This section aims to review the literature, present the state of the art research in project management, as well as defining the initial concepts.

According to Kerkhove & Vanhoucke (2017), project management and monitoring requires the use of decision-making tools with some precision. For Kerkhove & Vanhoucke (2017), these models provide information for better management without the need for a myriad of unnecessary data.

According to PMI (2013, p. 4), a project is “[...] a temporary effort undertaken to create a unique product, service or result [...]”. A project differs from continuous work by having a beginning and an end, driven by an organization designed to execute it until its completion (Henriques, 2008).

For Dinsmore & Rocha (2012), one should align the set of projects developed with the objective of each one, interconnecting them with the creation of desired value. So, in addition to planning and execution, one must consider the context, strategies, priorities and resources that subsidize or limit each project.

From this alignment and with the objective of the project, it is possible to plan and monitor the project, achieving the success defined by the stakeholders (Kerzner, 2014). For Kerzner (2014), the main challenge is the management of complex activities, which are increasingly bigger and more complex, requiring planning and control tools. Then, there are numerous methods of support for project management.

According to NBR ISO 21500 standard of ABNT (2012), project management is the application of necessary methods in the execution of a project. To PMI (2013), this is followed by five groups of processes: initiation, planning, execution, control and finalization, which may also contain sub processes. The phases of planning starts before the project (Slack et al., 2007).

To Kerkhove & Vanhoucke (2017), the control phase of a project must be monitored, observing its progress, taking necessary action if something goes unplanned, using quantitative techniques that assist managers in this control. Similarly, tracking the timeline means monitoring the course and progress of the project, determining which factors are on schedule. Thus, cost control has a greater systematization, since it involves financial resources (PMI, 2013).

For better control, PMI (2013), Slack et al. (2007) and the National Defense Industrial Association - NDIA (2015) suggest EVM. PMI (2013) defines EVM as the widely-used method to measure performance, integrating costs, scope and timeline, assisting in the management, evaluation and measurement of project performance. To Slack et al. (2007), this method evaluates the project through time and cost, measuring its progress in terms of what has been accomplished. NDIA (2015) adds that EVM allows the extrapolation of performance trend lines, anticipating decision making. However, it is necessary to include EVM in an integrated management system with efficient processes and appropriate tools.

2.2 Earned Value Management (EVM)

Mattos (2010) describes EVM as a system that integrates actual collected and planned data that are relative to schedule and costs.

Rovai & Toledo (2002) highlight EVM’s efficiency in showing the progress of the project already in its initial phase, signaling its status, even with only 10% to 15% completed. In addition to that, EVM evaluates compliance with the schedule in the context of the planned schedule, under the approved budget, observing scope deviations, controlling the scope-time-cost tripod. For PMI (2013), EVM depends on an integrated baseline in which performance can be measured throughout the project. Besides this, EVM can be applied to all projects in any industry by monitoring the three key dimensions for each control account.
According to Henriques (2008), EVM allows to evaluate performance about what was planned, improving communication with stakeholders, based on quantitative indicators, elevating the available information to the work team impersonally. Thus, it is sought to establish forecasts and trends and to compare performance among several projects.

In order to implement EVM, Meredith, Mantel & Shafer (2014) first emphasize the importance of the scope, because a lack of definition makes its use unfeasible since the standard of work to be performed is too general. Furthermore, it is necessary to carry out time and cost planning, set in the so-called baseline in terms of schedule and budget (Vargas, 2004). Raby (2000) suggests eight steps for applying the EVM, in order to calculate their indexes, thus analyzing the information and preparing the reports.

As for Willems & Vanhoucke (2015), there are new potential areas of research on project control, within EVM scope, which are: i) growing attention to the stochastic nature of projects; ii) growth in the methodological use of simulations and historical data series for validation of a project; iii) expansion of integrated models focused on time and cost, as well as on other factors, such as quality and sustainability, and; iv) development and validation of corrective actions and procedures.

About the variables and indicators related to EVM, the papers of Vargas (2004), Henriques (2008), Doskočil (2015), Willems & Vanhoucke (2015), Chen et al. (2016), Acebes et al. (2015) serve as a references.

2.2.1 Definition of variables

This section aims to define the main variables involved in EVM, as described in the previous section. In this section, CPI performance is also presented within the specialized literature.

Starting with Budgeted Cost of Work Scheduled (BCWS), which consists of the sum of the approved costs for the tasks if executed as planned, that is, during the expected time for its execution. It indicates the overall cost (cumulative) of the project in the baseline, allowing the forecast of the expenses until a certain date. Also called Planned Value (PV), it serves as a starting point to evaluate the current performance of the project. The total accumulated is called Budget at Completion (BAC), consisting of the full budget.

Then, there is the Budgeted Cost of Work Performed (BCWP), which refers to the amount of costs originally budgeted for the amount of work performed in a period of time. Also called Earned Value (EV), it is determined from the percentage of the tasks completed in a value earned through work.

The Cost of Work Performed (ACWP), is defined as the quantification of effective costs in performing the tasks already completed up to a given moment. Also called Actual Cost (AC), it represents the effective cost of the task from the actual work data, from the beginning to the state date, i.e., they are accumulated values.

There are different ways to measure BCWP, according to Fleming & Koppelman (2010), which are milestones with weights, fixed formulas, equivalent units, and percentages. This work will make use of the latter, which has as a premise the attribution of certain percentages to the extent that the work is performed.

Henriques (2008) states that based on the three variables listed (BCWS, BCWP and ACWP), there are indicators that allow for the assessment of the state and performance of the project at any point.

The Cost Variance (CV) consists of costs deviation, measuring the difference between the expected cost for the quantity of work already executed and the actual cost effectively required for such execution, according to Equation 1.

\[ CV = BCWP - ACWP \] (1)

Schedule Variance (SV) is defined as the deviation of deadlines. It measures the difference between the amount of work already performed and the one that was expected to be executed, for the same state date, according to Equation 2.

\[ SV = BCWP - BCWS \] (2)

Cost Performance Index (CPI) is the level of cost performance. It lists the expected costs for the amount of work already performed and the actual costs incurred in its execution. Whenever this ratio is higher than a unit, it means that the cost of the work already done is lower than what was planned. Equation 3 shows the calculation of the CPI.

\[ CPI = \frac{BCWP}{ACWP} \] (3)

Schedule Performance Index (SPI) consists of a performance index of deadlines. It is related to the amount of work performed and the amount expected to run on the same period of time. Whenever this indicator is greater than a unit, it means that the project is ahead of schedule. Equation 4 shows the calculation of SPI.

\[ SPI = \frac{BCWP}{BCWS} \] (4)

Estimated at Completion (EAC), consists of the estimate of completion, representing an estimate for the final cost of the project, if the performance of deadlines and costs, evidenced on the date of the state in which such forecast is made, it should be maintained. This estimate makes it possible to detect and quantify the deviations from what was planned and to warn about the need to take corrective measures. Equation 5 shows the calculation of the EAC.

\[ EAC = ACWP + \frac{(BAC - BCWP)}{CPI} \] (5)
In general, it is observed that the CPI does not vary much throughout the project. For Fleming & Koppelman (2010), CPI stabilizes when the project reaches 20% progress, where the variation does not exceed 10% of the value of the indicator, also observed in absolute terms (Payne, 1990; Christensen & Payne, 1992; Zwika et al., 2000). However, CPI stabilization can occur with a higher rate of progress, as Payne (1990) found a CPI stabilization after the project reached 50% progress. Henderson & Zwika (2008) observed that the CPI stabilized after the project reached 60% progress.

The general CPI stabilization rule is valid for larger projects, while in smaller projects the CPI does not stabilize quickly (Payne, 1990; Henderson & Zwika, 2008; Lipke et al., 2009; Lipke, 2011; Koning & Vanhoucke, 2016). This may indicate the application of EVM with Monte Carlo simulation in smaller projects in order to obtain more realistic values in the projection of final costs.

2.3 Monte Carlo simulation

Monte Carlo simulation originated in the post-war 1940s, initially proposed by Stanislaw Ulam, which aimed to analyze the odds of certain plays of a card. However, in performing these calculations, Ulam realized that he spent a lot of time on his execution, noting that it would be more practical to perform a large number of moves, analyzing the occurrence of the results and their probabilities (Breitman, 2012).

At the same time, computer research was developing, with the first computer known as Electronic Numerical Integrator and Computer (ENIAC). This allowed the use of Monte Carlo method, being used in diffusion of the effects of nuclear weapons simulations (Sobol’, 1994).

Thus, as computational technology progressed, a myriad of Monte Carlo simulation jobs were observed in several fields of science such as physics, mathematics, biology, finance, economics, project management, in areas where risk and uncertainties exist (Metropolis & Ulam, 1949; Martins, 2006).

This method consists of generating random numbers for a given variable, in order to simulate possible scenarios of a model, following a given probability distribution (Cardoso & Amaral, 2000; Schuyler, 2016). Therefore, the simulation of these values is done through samplings based on a probability density function representing the probabilities of a random variable established through the use of a distribution function, satisfying a chosen probability distribution. Thus, a number of random numbers are generated, which will be used for a given analysis (Brandão et al., 2016).

For Acebes et al. (2015), the use of Monte Carlo simulation is associated with the nature of the risk present in a project. Thus, assuming the stochastic nature of a project, its use proves adequate in cost analysis and projections, improving project management. The use of Monte Carlo simulation is justified to predict the final costs present at the center of EVM. A good start is to work with two final cost values. If, with 15% of the project completed, the estimated value is above the projected, it is necessary to identify the reasons for the deviations so that the project does not present higher costs in its conclusion. With the correct use of Monte Carlo it is hoped to obtain a more reliable interval of predictions in order to have a more effective control over the mentioned deviations.

For Acebes et al. (2014), Monte Carlo simulation with EVM provides greater control in project management under situations of uncertainty and risk. Thus, the combination of both methodologies helps to know the variability of the project throughout its execution (Acebes et al., 2014). In the proposed model, the input data is the triangular probability functions of the six engineering areas (Grey, 1995; Vose, 2008; Kim, 2016).

The use of Monte Carlo simulation has its advantage in considering all possible combinations with numerous scenarios, generating a probability distribution of results (Cardoso & Amaral, 2000; Schuyler, 2016). The simulation can be applied to schedules, costs or other indicators and has the advantage of generating a satisfactory result with a simplified model. Thus, we created possible results for the project data, with multiple scenarios, obtaining the distribution of the final costs of detailed engineering (Vargas, 2004).

3 Research method

EVM was applied with Monte Carlo simulation to predict, month by month, the probable final cost of a project (Acebes et al., 2014, 2015; Batselier & Vanhoucke, 2015; Kim, 2016). A qualitative, complementary approach was also used to analyze the factors that influenced the variation of these monthly forecasts and to observe the particularities of each one of the projects in which the technique was applied, and the case study procedure was selected as the most adequate (Yin, 2001).

3.1 Data collection

Three detailing projects (A, B and C) were conducted by an engineering project company that was contracted to design expansions of sugar and alcohol plants located in the state of São Paulo. The engineering company had recent experience in the industry, but its activities did not have an exclusive focus on that sector or client. Projects A and C refer to the same plant, although of totally independent progress, while project B refers to another industrial unit. The same teams were used for the three projects, with projects A and B starting simultaneously and C with starting
later. Project B was the first to be completed with A and C being finalized simultaneously at a later time. The three projects, which lasted less than a year, were developed in parallel.

In the company where the study was carried out, each of the projects related to industrial plants can be divided between the engineering and the field. The engineering is subdivided into basic (or conceptual) design, executive (or detailing), construction assistance and as built. Figure 1 shows the succession between the engineering phases and the field.

The basic project is elaborated on the concept of the project, dealing with the macro definitions, as the main processes, capacities and requirements. In the detailing, all the necessary engineering is performed so that a plant can operate without undesired stops. More than the macro definitions, all other requirements and integrations required are detailed. In the assistance to the work, the engineering teams support the construction and assembly of the project, leading to its execution. The final phase of as built is the stage in which adjustments are made so that the issued documents in the detailing contemplate small changes that were necessary in the execution of the work, then, reflecting, what was actually constructed. For this research, only the detailing stage was studied.

The engineering services are separated according to the specialties in the company that provides these services where the study was carried out (Figure 2), which represents the summarized Project Analytical Structure (PAS).

The Processes area is responsible for mass and energy balances, as well as all processes required for production. The Mechanics is responsible for the necessary equipment and the Civil area is responsible for the support of these and for studies of hydraulics and architecture. The Electric designs the electrical network to supply the equipment, while the instruments are the responsibility of the Instrumentation area, which designs the plant automation system. The Piping area connects the processes as specified. These are the six areas that are monitored through EVM and make up the cost of the detailing project. Each of these specialties is represented by a team of engineers, each with its area coordinator who reports to the Project Manager, who is responsible for the scope of Total Engineering. Each area is responsible for one part of the total detailing project, and must manage its scope, time frame, and costs. Therefore, there must be an intense exchange of information so that the decisions of one area do not negatively impact the work of another.

The case study began with some unstructured interviews based on Barbosa & Lopes (2016), with supervisors of the planning areas of the company that provide the engineering services. This process served to identify the need to better structure EVM tool and define what costs or hours should actually be considered in the baseline and EVM metrics. It was defined that only the employees’ and third parties’ salary costs would be used.

Next, we accessed the tables with EVM indicators generated by the teams involved in the three engineering
projects analyzed, creating the simulation model, generating new tables, now integrated with the Monte Carlo simulations. This model was validated by the Financial Planning team of the projects.

Later, during the execution of the projects, the conventional indicators of EVM were generated and the new ones that included the simulation were generated. These tables were then analyzed in meetings involving the six area coordinators according to Figure 2 who were: a global engineering manager, two planning managers, a project director, and two operation directors who effectively represented the company’s corporate board.

Subsequently, unstructured interviews were carried out with the Financial Planning team in order to capture the results of the analysis by the managers and verify the impact of the model use. Figure 3 summarizes the steps for collecting the information.

Tables 1 and 2 show, as an example for project C, the main traditional data (step 2 of Figure 3) obtained from EVM for the third month of this project:

Similar tables were obtained for all months of projects A and B, whose budgets are in Table 3.

### 3.2 Model to simulation

For the cost projections, the model proposed by Vargas (2004) suggests the adoption of three indexes, which compose the triangular probability distributions determined for each work package (in this case, the six areas) whose costs are added to the total project.

The optimistic view considers that the best CPI can be equal to 1, according to Doskočil (2015), that is, the rest of the work will be done as planned. Therefore, the estimate of the term would be given by the sum of the costs already incurred with the work to be done considering such CPI, according to Equation 6.

\[
EAC = ACWP + \frac{(BAC - BCWP)}{1} \tag{6}
\]

The probable view considers the historical CPI seen in the project in each activity, i.e., it predicts that the final costs will follow the same trend, according to Equation 7.

\[
EAC = ACWP + \frac{(BAC - BCWP)}{CPI} \tag{7}
\]

The pessimistic view considers a combined CPI trend with RLS, the effort to make up for lost time.

---

**Figure 3.** Stages of research.

**Table 1.** EVM data to the third month of Project C.

| Area            | % Complete | BAC     | BCWS    | BCWP    | ACWP    |
|-----------------|------------|---------|---------|---------|---------|
| Total Eng       | 37.31%     | 1,549,089 | 1,355,262 | 578,004 | 520,826 |
| Process         | 78.87%     | 107,010  | 89,966  | 84,399  | 83,258  |
| Civil           | 29.54%     | 412,729  | 412,729 | 121,923 | 121,077 |
| Piping          | 24.06%     | 449,143  | 417,703 | 108,047 | 110,910 |
| Mechanics       | 36.72%     | 401,518  | 412,729 | 121,923 | 121,077 |
| Instrum.        | 44.66%     | 218,328  | 143,914 | 97,500  | 54,723  |
| Electrical      | 43.69%     | 160,362  | 129,462 | 70,057  | 64,685  |

**Table 2.** EVM indicators to the third month of Project C.

| Area            | % Complete | CV     | SV     | CPI   | SPI   | EAC SCI | EAC Constant | EAC CPI |
|-----------------|------------|--------|--------|-------|-------|---------|--------------|---------|
| Total Eng       | 37.31%     | 57,179 | -777,258 | 1.110 | 0.426 |         |              |         |
| Process         | 78.87%     | 1,141  | -5,567 | 1.014 | 0.938 | 100,651 | 105,563      | 115,559 |
| Civil           | 29.54%     | 846    | -290,806 | 1.007 | 0.295 | 344,774 | 409,866      | 536,514 |
| Piping          | 24.06%     | -2,863 | -309,656 | 0.974 | 0.259 | 373,291 | 461,042      | 598,189 |
| Mechanics       | 36.72%     | -12,169 | -87,484 | 0.859 | 0.458 | 184,260 | 234,654      | 268,335 |
| Instrum.        | 44.66%     | 42,776 | -46,415 | 1.782 | 0.677 | 147,668 | 122,540      | 227,336 |
| Electrical      | 43.69%     | 5,372  | -59,405 | 1.083 | 0.541 | 134,150 | 148,065      | 193,692 |
In case of delayed projects, generally the two indexes will be less than 1, resulting in a higher EAC, seen in Equation 8.

\[ EAC = ACWP + \frac{(BAC - BCWP)}{(CPI \times SPI)} \]  

(8)

It was found that CPI and SPI are not always less than 1, where the applied model used triangular distributions, with slightly different equations to determine these probability distribution functions. In this company, a CPI of 0.7 is considered practically unacceptable, since a value below this can show more than low productivity, possibly indicating measurement failures or deviations in the planning or usage and for the pessimistic view, the Equation 9.

\[ EAC = ACWP + \frac{(BAC - BCWP)}{0.7} \]  

(9)

The most likely view is that the CPI will be repeated until the end of the project, according to Equation 7. The optimistic view, however, will consider that the projected work can be done with resource savings, higher than the one fixed at the baseline, i.e., with a CPI greater than 1 (Doskočil, 2015). Thus, the CPI used will be 1.3, according to Equation 10, and may also show measurement failures or deviations in the planning.

\[ EAC = ACWP + \frac{(BAC - BCWP)}{1.3} \]  

(10)

With these equations, Tables 4, 5 and 6 were prepared for calculations referring to the seventh month of project A.

The final costs of the project (EAC) were therefore simulated as a sum in function of the triangular distributions of probabilities of the six specialties of the project, specified according to the presented equations.

4 Result analysis

For each month and for each of the three projects, the three tables were generated according to

| Discipline  | BAC - Proj A | BAC - Proj B |
|-------------|--------------|--------------|
| Total Eng   | 2,263,254    | 730,999      |
| Process     | 92,425       | 37,800       |
| Civil       | 756,970      | 194,730      |
| Piping      | 628,969      | 263,412      |
| Mechanics   | 339,029      | 75,205       |
| Instrum.    | 210,428      | 55,523       |
| Electrical  | 235,432      | 104,330      |

Table 4. EVM data for the seventh month of project A.

| Area      | % Complete | BAC       | BCWS | BCWP | ACWP |
|-----------|------------|-----------|------|------|------|
| Total Eng | 95.84%     | 2,093,520 | 1,996,122 | 2,006,337 | 2,022,826 |
| Process   | 99.12%     | 88,562    | 82,894 | 87,785 | 80,751 |
| Civil     | 89.63%     | 724,566   | 746,346 | 649,415 | 817,702 |
| Piping    | 91.44%     | 588,184   | 499,249 | 537,844 | 545,376 |
| Mechanics | 74.95%     | 297,153   | 185,072 | 177,635 | 142,953 |
| Instrum.  | 92.03%     | 202,027   | 198,106 | 192,653 |
| Electrical| 82.89%     | 104,330   | 192,653 |

Table 5. EVM indicators to the seventh month of Project A.

| Area      | CV    | SV    | CPI  | SPI  |
|-----------|-------|-------|------|------|
| Total Eng | -16,489 | 10,215 | 0.992 | 1.005 |
| Process   | 7,034   | 4,892  | 1.087 | 1.059 |
| Civil     | -168,286 | -96,931 | 0.794 | 0.870 |
| Piping    | -7,531  | 38,596 | 0.986 | 1.077 |
| Mechanics | -20,664 | -61,729 | 0.915 | 0.783 |
| Instrum.  | 34,682  | -7,437 | 1.243 | 0.960 |
| Electrical| -25,187 | -30,639 | 0.869 | 0.845 |

Table 6. Parameters of the triangular distributions of each area of project A in the seventh month.

| Area      | EAC Optim. | EAC Prov. | EAC Pessim. | Distributions |
|-----------|------------|-----------|-------------|--------------|
| Total Eng | 81,348     | 81,465    | 81,860      | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Process   | 875,510    | 912,327   | 925,060     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Civil     | 584,099    | 596,421   | 617,290     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Piping    | 300,641    | 324,722   | 349,713     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Mechanics | 154,793    | 155,340   | 164,942     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Instrum.  | 219,238    | 232,412   | 242,026     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
| Electrical| 219,238    | 232,412   | 242,026     | =triang (Optim EAC; Prob.EAC; Pessim.EAC) |
Tables 4, 5 and 6, which show, as an example, the deterministic indicators defined by EVM measured in the seventh month of project A. Through these indicators and the attribution of probability distributions of the CPIs of each area, it was possible to generate the monthly budget simulations. Figure 4 shows the triangular distribution connected to the Process area in the seventh month of project A:
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Figure 4. Triangular distribution of process area costs.

We notice that the values of greater probability, are to the left, so it shows a greater trend of compliance of the budget by the area of Processes, with CPI closer to 1.3 than to 0.7.

Once this was done for all areas of the three projects, it was possible to simulate the final cost of the project (Total Engineering) by stipulating a number of 1000 rounds, with a stop when the confidence level reaches 95%.

By combining EVM with Monte Carlo simulation, the result of this simulation is a curve. For the seventh month of project A, the result of Figure 5 was obtained as follows:

Figure 5 shows that, for a range of 99.83% accuracy, the final project costs will be between R$ 2,254,067.39 and R$ 2,347,129.99, that is, between 107.7% and 112.1% of the initial BAC. These simulations were executed for all months of the three projects, generating a summary (Tables 7, 8 and 9).

For the simulations, months 1 and 2 of each project were excluded because, in those months, the initial costs of the detailing project were recognized in the previous phase, of basic design. This led to large distortions in CPI, and conclusions cannot be drawn from this indicator. In addition, it was during these months that the integrated model of EVM with Monte Carlo was developed for each project.

But even with the exclusion of the initial two months of the period of analysis, CPIs remained high in the following months, since they are cumulative indicators. Thus, it was necessary to change the Equations 9 and 10 that started to have the factors of 1.3 and 0.7 by multiplying CPI depending on which value the index exceeded. This significantly altered the probability distributions, but the results of the simulations did not oscillate abnormally.

Regarding the costs considered, the Financial Planning team decided to include only those related to direct labor. Costs of travel, telephone, energy,

![Distribution of final project costs](image)

Figure 5. Distribution of final project costs.

### Table 7. Monthly simulations of the final costs of project A.

| Project A | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 |
|-----------|---------|---------|---------|---------|---------|---------|---------|----------|
| Final Cost-beginning of the interval | 1,752,014 | 1,812,244 | 2,001,889 | 2,136,171 | 2,278,409 | 2,317,599 | 2,426,553 | 2,665,237 |
| Final Cost – end of the interval | 2,170,719 | 2,109,863 | 2,197,353 | 2,251,492 | 2,350,679 | 2,364,979 | 2,453,433 | 2,682,392 |
| Confidence Interval | 95% | 95% | 95% | 95% | 95% | 95% | 95% | 95% |
| Probab. or lower BAC | 99.9% | 100.0% | 100.0% | 99.0% | 0.2% | 0.0% | 0.0% | 0.0% |

### Table 8. Monthly simulations of the final costs of project B.

| Project B | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 |
|-----------|---------|---------|---------|---------|---------|---------|
| Final Cost - beginning of the interval | 567,397 | 597,140 | 591,507 | 609,072 | 714,484 | 826,796 |
| Final Cost – end of the interval | 860,833 | 893,320 | 745,286 | 664,956 | 741,796 | 838,237 |
| Confidence Interval | 95% | 95% | 95% | 95% | 95% | 95% |
| Probab. or lower BAC | 65.5% | 43.6% | 94.4% | 100.0% | 67.1% | 0.0% |
space, among other indirect costs, were not included because they did not generate physical progress and were not totally under the control of the supervisors of the six measured areas. Its inclusion could reduce the variation of the indicators evaluated, inflating the total costs, thus reducing the percentage deviation of its components and covering a possible budget problem in the heading of direct labor.

From Tables 7 to 9, there are problems with the budget in the sixth month in case of project A, with the probability of obtaining a lower cost than the one defined for the project. In that month, costs (ACWP) accounted for 61.7% of total costs actually incurred (final ACWP, Table 8) and accounted for 75.2% of the budget (BAC, Table 3). In the seventh month, it was confirmed that the total costs would be higher than expected with the probability of 0.23% compliance with the BAC.

Analyzing Table 10, the project already had more than 95% of physical progress in the seventh month, leaving 3 months of activities and only 10.6% of the budget. Thus, it would be possible to change the plan with corrective actions, minimizing the excess of the anticipated costs. Despite the short notice, the model made it possible to anticipate problems with budget.

In a comparison with the traditional deterministic method, using the historical CPI (1,072) for a projection, the final value of the costs would be R$ 2,302,686.10, already representing a small increase, but without demonstrating the magnitude of the problem. The probability of the historical CPI value is lower than 30%, thus representing a risk of at least 70% of mistake when assuming such value (Figure 6).

The same analyses were carried out in relation to project B. The projection of final costs fluctuated within the BAC among months 3 and 6, evidencing some control of the budget. In the seventh month, there was recognition of Pipeline scope changes. With the client acknowledging that part of the project carried out were not initially budgeted, there was an increase in the budget available for the area. However, much of the costs had already been incurred in the previous months. Thus, even with this recognition, the model pointed out that costs would exceed the BAC, even with two remaining months of project. This warning occurred before project A, since progress at that time was 88.59% and 87.3% of project execution. In indicating such a situation with a less progress, besides evidencing the necessity of the elaboration of an action plan, it was possible to realize that project B had a worse performance when compared to the project A.

Part of the justification for Project B performance is that not all scope changes were raised and included in the BAC, with only “Piping” quantifying the costs of activities not included in the initial scope. Therefore, it cannot be said whether the project, for the same budgeted scope, exceeded the BAC. For the considered scope in the seventh month, there was this signaling.

In the comparison with the deterministic method, projecting the final costs by the historical CPI of that month, the risks are practically the same as in project A. By the traditional projection through CPI, the costs would be R$ 724,808.42, that is, 99.1% of BAC, thus not overspending. By the simulation, the probability of occurrence of costs less than or equal to the historical CPI projection is approximately 35%, representing a risk of 65% if such value is assumed.
Analyzing Project C, the third month the probability of meeting BAC was small. In the fourth month, with less than 15% probability of meeting the budget, it had 56.7% of physical progress and an incurred cost of 54.2% of BAC or, still, 49.6% of the final costs of the project. In this case, it is evident the great contribution of the tool, able to anticipate the budget problems even in the project that had the lowest overestimate of expected costs (Table 11).

So for project C, the use of the historical CPI of the fourth month would produce a projected cost of R$ 1,587,888.33, that is, an increase of only 2.5%. Equal or lower would have a probability of occurrence of approximately 40%, symbolizing a 60% risk of higher values, as it happened.

For the three projects it was also possible to analyze the evolution of the forecast intervals, as illustrated for project B (Figure 7).

Figure 7 shows the narrowing of the forecast intervals. In addition, we can observe the reversion of the trend that, during the first three months of analysis, the project was within the budget, while in the latter the opposite was signaled. This reversal is a good indicator of the triggering of correction plans.

You can view the impact of the scope changes on EVM tracking charts by analyzing Project A. Figure 8 below shows the final graph of project A.

In Figure 8, the costs incurred slightly outweigh the altered baseline. If the analysis were to continue without the incorporation of the scope changes, this deviation would be greater, besides the management error, because the same effort would be required to carry out a larger scope. This would be in contradiction with one of the basic principles for the application of EVM, which is the definition of scope. Therefore, it is possible to infer analyzes on the projects scope, proving the value of EVM technique (Figure 8).

By changing the baseline, creating a new one for comparison, new CPI declines in relation to this new line should be explained again in order to identify the causes. With a chart with the original, unalterable scope, it would not be possible to identify to what extent a low CPI is due to unproductiveness, rework or the basis of comparison of different scopes.

So far, the mentioned analyses are of a more quantitative nature, being carried out by the Financial Planning team and collected before the project follow-up meetings. At these meetings, however, besides analyzing a graph of total performance of all engineering, the performance of each of the six areas was analyzed, noting not only the evolution of the CPI, but the reasons for this evolution and how it could solve problems. Therefore, the following assessments were recorded after these meetings, through unstructured interviews.

Analyzing the evolution of CPI, one area that stood out was Piping, which performed among the worst in all projects (Table 12).

In Project A, where Piping had the lowest percentage overrun, the area contributed alone with almost 50% of the entire project budget deviation due to constant project adjustments. Many of the assumptions adopted, i.e. information that other areas or suppliers should deliver in order to proceed with the detailing of the pipe lines, were not sent on time or were not confirmed, which reflected a greater design effort.
(and thus hours of engineers) to anticipate some of the situations. This major effort was not fully recognized as a baseline change and the performance of the area was penalized.

In relation to the Processes area, it is noted that CPI was a disproportion in Project C. This was explained because it is a project of a not so traditional sector for the engineering company, so, the amount of resources budgeted in the baseline turned out to be very bold. In project A, the area showed a worsening in the last months of the projects due to pending projects that consumed more resources than expected and did not allow the project to be completed. In addition, engineering teams warned that some project B costs were released in project A, which explains the opposite trend in CPI evolution. Table 13 shows the evolution of the Process indicator.

The Mechanical area is another that deviates from the most preliminary stages of the project, such as Processes. For this reason, Project C started out below the others, for the same reason as the new scope. Despite this, there has been an apparent recovery in recent months with the recognition of the progress of some expenses that had already been incurred. Expenses for the final issuance of these documents were incorporated in months 4 and 5, while physical progress was present only in the last two months. Thus, despite the compensations, in projects A and B, CPI ended near 1, evidencing the good performance of the area. Table 14 shows the evolution of CPI of Mechanics.

Regarding the compensation between projects, in this area it was possible to reallocate some of the costs when the launching in a given project was considered undue. However, because it was practically the same team working on all three projects in the six areas and almost simultaneously, it was inevitable that some values would be allocated inaccurately, as observed by Martins (2010). Part of this imprecision stems from the distribution of indirect labor, since sometimes shared supervision costs are eventually distributed among the projects by apportionment. The launching of direct costs can also have the same imprecision, since the appointment of hours is done by each professional, through an electronic system, not keeping a mandatory database with the projects worked, and there may be inaccuracies in the postings of each professional.

The Instrumentation area presented good performance. Only in the last month of project B was with a CPI less than 1 due to the imprecision in the division between the detailing project and the next stage of the project, that is, part of the costs recognized at the end of project B are not part of the detailing, but part of the attendance of the professional request in work and cannot be counted in the assistance stage. In this case, since there is a demand from the Instrumentation professionals, the proposal elaboration team or the team responsible for the revision of the project budget, should re-evaluate the negotiated values and the budget for Instrumentation in case of new projects with similar scopes. Table 15 shows the CPI Evolution of Instrumentation in three projects.

Electrics finished all three projects with a CPI slightly above 1 (and below 1.3), signaling that projects were conducted as planned and at or above the baseline in terms of budget. In terms of monthly physical progress, with the large swing of the CPI which, in project B, reached 1.375 to finish at 1.101, the baseline curve could be reweighted. Table 16 shows the evolution of the indicator.

The Civil area deserved special attention. In projects A and B, CPI started with very high values (above 1.3), showing great physical advances with the consumption of few resources, whereas the situation reversed at the end. During the project, recoveries

| Table 13. CPI Evolution of Processes in the three projects. |
| Project | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 | Month 11 |
|---------|---------|---------|---------|---------|--------|--------|--------|---------|---------|
| A       | 2.000   | 1.570   | 1.398   | 1.251   | 1.135  | 1.121  | 1.047  | 0.910   | 0.834   |
| B       | 0.796   | 0.903   | 0.989   | 1.033   | 1.054  | 1.058  | 1.036  | -       | -       |
| C       | 1.014   | 0.836   | 0.474   | 0.446   | 0.445  | -      | -      | -       | -       |

| Table 14. CPI Evolution of Mechanics in the three projects. |
| Project | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 | Month 11 |
|---------|---------|---------|---------|---------|--------|--------|--------|---------|---------|
| A       | 1.102   | 1.146   | 1.023   | 0.995   | 1.044  | 1.077  | 1.050  | 0.966   | 1.028   |
| B       | 0.837   | 0.797   | 0.905   | 1.013   | 1.009  | 0.967  | 0.981  | -       | -       |
| C       | 0.859   | 0.707   | 0.689   | 0.822   | 0.990  | -      | -      | -       | -       |

| Table 15. CPI Evolution of Instrumentation in three projects. |
| Project | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 | Month 11 |
|---------|---------|---------|---------|---------|--------|--------|--------|---------|---------|
| A       | 1.715   | 1.619   | 1.429   | 1.247   | 1.355  | 1.426  | 1.385  | 1.208   | 1.199   |
| B       | 1.366   | 1.356   | 1.567   | 1.350   | 1.195  | 1.005  | 0.868  | -       | -       |
| C       | 1.782   | 1.670   | 1.526   | 1.591   | 1.395  | -      | -      | -       | -       |
of the physical progress curve and the percentage representativeness of civil advances in the advance of Total Engineering were performed in order to represent the great weight of this area in the budget. This area was also largely responsible for the budget overruns in the projects, and is difficult to be manage, given the wide scope. In addition, it has part of the scope being subcontracted, which provides higher costs and a greater distance in terms of management. Even with these difficulties, in project C, the area faced fewer problems even considering the experiences of projects A and B, which were already in progress.

The Civil indicators are shown in Table 17.

According to the interviews, the interviewees were told that the monthly contact between the project manager and the coordinators of the six engineering areas was intense so that these indicators could be improved, despite the justifications raised for the performance of the areas. Reductions were requested in the consumption of hours for the project execution or, if it were not possible, the allocation of people with lower wages, as measures to reduce the cost of the project. However, this is not always possible, since it is necessary to consider the term, as EVM shows in the accompanying curves, and the quality.

At the end of the project, one can evaluate the consideration of Lipke et al. (2009), comparing the evolution of the overall CPI of the project against its final value, which is nothing more than an average value of CPI. If this final CPI were followed monthly or if it were only obtained in the last month of the project, as a result of the accumulated monthly variations, the overall result obtained would be the same. However, for forecasting purposes, this variation is important. If the monthly CPIs are used to estimate the final costs, the greater the oscillation of these CPIs, the greater the difference between the forecasts made. With the simulation use, this was mitigated with the triangular probability distribution that governs the generation of random CPIs used in the generated multiple predictions (Grey, 1995; Vose, 2008; Kim, 2016). Figures 9 to 11 show the variations of total CPI in the three designs.

It is noted that the CPI variations were large. At the beginning of the project, the figures were well above the final ones, which could lead to the wrong idea that the projects would end up within the budget. Only in project C the variation was 20% from the middle of the project (month 3) to its end (month 7). In projects A and B, the variation, on the same basis of comparison, was more than 40%. Therefore, the statement of Payne (1990), Lipke (2003), Henderson & Zwikael (2008), Lipke et al. (2009) and Koning & Vanhoucke (2016) that small projects do not show CPI stabilization has been verified.

This variation of CPI observed in projects A and B may be linked to Zwikael’s statement et al. (2000) where the CPI stabilization depends on a large extent on the accuracy of the original budget and the ability of the project manager to correct deviations, keeping within the initial schedule. According to Zwikael et al. (2000), these factors vary according to the

### Table 16. CPI Evolution of Electric in the three projects.

| Project | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 | Month 11 |
|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|
| A       | 1.362   | 1.309   | 1.170   | 1.203   | 1.013   | 1.050   | 0.983   | 1.056    | 1.056    |
| B       | 1.143   | 1.315   | 1.375   | 1.304   | 1.073   | 1.101   | 1.101   |          |          |
| C       | 1.083   | 1.133   | 1.025   | 1.104   | 1.104   |          |          |          |          |

### Table 17. CPI Evolution of Civil in the three projects.

| Project | Month 3 | Month 4 | Month 5 | Month 6 | Month 7 | Month 8 | Month 9 | Month 10 | Month 11 |
|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|
| A       | 1.559   | 1.386   | 1.137   | 0.932   | 0.830   | 0.838   | 0.847   | 0.747    | 0.721    |
| B       | 30.203  | 15.132  | 4.522   | 2.331   | 1.335   | 0.955   | 0.880   |          |          |
| C       | 1.007   | 0.988   | 0.890   | 1.018   | 1.012   |          |          |          |          |
particularities of each company. There is also the question of the size and length of the project, which is related to the non-stabilization of the CPI, which, according to Lipke (2003), is related to the number of observations collected in a short interval suggesting a greater accuracy and precision in the data collection, requiring a greater monitoring by the managers. This statement is also seen in Custer (2008), which suggests that there is a greater monitoring in the execution phases of small projects because of their length.

For Lipke (2011), the late CPI stabilization may also be related to two factors that are **Down Time** - periods within the schedule where no work is scheduled, and **Stop Work** - periods during project execution, where interrupts project follow-up. This, according to Lipke (2011), does not influence CPI in large projects with long periods. However, in small and short length projects, these factors have a greater impact on CPI behavior, as observed in projects A and B. Another factor raised by Koning & Vanhoucke (2016) related to non-stabilization of CPI is the size of the management team, associated to the efficiency in obtaining the data for CPI calculation with greater efficiency where, in small projects and of short length, this process may not occur; but there is no support within the literature to corroborate this statement.

The adoption of the initial CPI values would, in fact, only generate the lowest expected values, entailing great risks to the project costs management. Thus, Monte Carlo simulation proved to be useful from a managerial point of view when combined with EVM.

Therefore, with the model used it helps to know if the project would run as expected or not. Therefore, it was possible to observe the occurrence of an amount equal to or less than that expected in the budget. When this chance decreases or reverses the trend, regardless of the CPI, an action plan can already be drawn, identifying where the apparent worsening has occurred. So, the integration of the tools was able to produce a better result than some scenarios simulated from a CPI obtained in a given month.

In this particular case, the importance of aligning **Cost Breakdown Structure** (CBS) and **Work Breakdown Structure** (WBS) at the beginning of the project with good scope management was proven, as this would have prevented budget changes and high CPIs from interfering with the simulations. In the present work, it was verified that Financial Planning adopted some strategies (such as separation of costs and progress of the detailing phase from those destined to the other phases of the project, disregarding the first months of the detailing and the incorporation of the costs of the scope changes in the budget) that did not compromise the model, which was able to show the achieving that occurred in the analyzed projects.

### 5 Conclusions

Project management is the competitive advantage for monitoring and managing non-routine activities, such as product development. One of the techniques that has also gained acceptance is EVM, which enables the integrated control of the scope, costs and deadlines of projects and their stages. EVM with Monte Carlo simulation allows for a refined cost forecasting by making it probabilistic.

The objective of this work was to analyze the impacts brought by the application of EVM associated with the Monte Carlo simulation in the forecast of the final costs of three detailed engineering projects, analyzing the management impacts of the model use, combining its gains and limitations. It was noted that the application of the techniques stimulated the follow-up meetings, making it possible to evaluate the indicators in the pure EVM, besides the probabilities of overspending the budget obtained in the simulations.

The CPI variations served to prove that there was no stabilization of the cost indicator. This fact, as observed in two of the three projects analyzed (A and B) is supported by the specialized literature, seen in Payne (1990), Christensen & Payne (1992), Zwikael et al. (2000), Henderson & Zwikael (2008), Lipke et al. (2009), Lipke (2011), Koning & Vanhoucke (2016).

On the limitations of its application, it did not occur from the beginning and some problems arose from the non-alignment between CBS and WBS initially. With the strategies developed it was possible to manage the project through EVM. Also, the importance of good management and the quantification of the scope changes has been proven to maintain a valid parameter for comparison.

For future work, it is suggested the application of the model in other sectors and/or other projects, comparing the results, verifying similarities and/or divergences in the integration of EVM with Monte Carlo. In the field in addition to the detailing phase, it is recommended to include the direct and indirect costs of the construction activity, to verify if the integration with the simulation solves some limitations of the pure EVM.
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