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Abstract

This paper presents an efficient variational inference framework for deriving a family of structured gaussian process regression network (SGPRN) models. The key idea is to incorporate auxiliary inducing variables in latent functions and jointly treats both the distributions of the inducing variables and hyperparameters as variational parameters. Then we propose structured variable distributions and marginalize latent variables, which enables the decomposability of a tractable variational lower bound and leads to stochastic optimization. Our inference approach is able to model data in which outputs do not share a common input set with a computational complexity independent of the size of the inputs and outputs and thus easily handle datasets with missing values. We illustrate the performance of our method on synthetic data and real datasets and show that our model generally provides better imputation results on missing data than the state-of-the-art. We also provide a visualization approach for time-varying correlation across outputs in electrocorticography data and those estimates provide insight to understand the neural population dynamics.
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1. Introduction

Multi-output regression problems have arisen in various fields, including multivariate physiological time-series analysis [1], chemometrics [2], and multiple-input multiple-output frequency nonselective channel estimation [3]. Often, the processes that generate such datasets are nonstationary. Modern instrumentation has resulted in ever increasing numbers of observations, as well as the occurrence of missing values. This motivates the development of scalable methods to forecast in such data sets.

Multi-output Gaussian process models or multivariate Gaussian process models (MGP) generalise the powerful Gaussian process predictive model to vector-valued random fields [4, 5]. Those models demonstrate improved prediction performance compared with the univariate Gaussian process because MGPs express correlation between outputs. Since the correlation information of data is encoded in the covariance function, modeling the flexible and computationally efficient cross-covariance function is of interest. In the literature of MGPs, many approaches to building cross-covariance functions are based on combining univariate covariance functions. Specifically, those approaches can be classified into three categories: the linear model of coregionalization (LMC) [6, 7] where the cross-covariance function is a linear function of valid stationary correlation functions, convolution techniques [8, 9, 10] where the cross-covariance is modeled as a process convolution of marginal covariance functions, and use of latent dimensions [11] where it assumes the cross-covariance depends on latent dimensions. While convolution techniques and use of latent dimensions can utilize nonstationary kernels to enhance model flexibility, compared with LMC models, those models and parameters are hard to interpret and require Monte Carlo simulations, making inference in large datasets computationally expensive.

To achieve both better interpretability and nonstationary behaviors, [12, 13, 14, 15] consider input-dependent coefficients in LMC. Such models can handle input-varying correlation across multivariate outputs. Especially for multivariate time series, [15] propose a structured Gaussian process regression net-
work (SGPRN) that captures time-varying scale, correlation and smoothness. Compared with the Gaussian process regression network [13], SGPRN employs stochastic lower triangular mixing coefficients with positive diagonal values and puts shared varying-lengthscale Gaussian processes for latent functions. It shows promising fitting and prediction performance on synthetic and electronic health records. However, due to the computation complexity of SGPRN, both maximum a posterior (MAP) and Monte Carlo Markov Chain (MCMC) inference is difficult to handle applications where either the number of observations and dimension size is large. Also those inference cannot be easily extended to incomplete datasets where part of outputs are missing.

We propose an efficient variational inference approach for SGPRN by employing the inducing variable framework on all latent processes [16], proposing a tractable variational bound amenable to doubly stochastic variational inference. We call our approach variational SGPRN (VSGPRN). This variational inference framework allows the model to handle missing data without increasing the computational complexity. We numerically provide evidence of the benefits of simultaneously modeling time-varying correlation, scale and smoothness in both a synthetic experiment and three different real-world problems.

The main contributions of this work are threefold.

- Learning structured Gaussian process regression network using inducing variables on both mixing coefficients and latent functions.

- Employing doubly stochastic variational inference for structure Gaussian process regression network by performing exact marginalization of latent variables and constructing a tractable lower bound of log likelihood, allowing it suitable for mini-batching learning.

- Demonstrating that our proposed algorithm succeeds in handling time-varying correlation on missing data under different scenarios in both synthetic data and real datasets, and our method provides a visualization approach to understand dynamics of correlation and smoothness of data.
The structure of this paper is presented as follows: We first introduce related work in section 2. Then we review the SGPRN model \cite{13, 15} in section 3. An efficient variational inference approach is proposed in Section 4. Finally, our approach is illustrated on both synthetic experiments and three real datasets in Section 5 and we deliver conclusions in Section 6.

2. Related Work

Most multivariate Gaussian process models build correlated outputs by mixing a set of independent latent processes. The mixing can be a linear combination with fixed coefficients \cite{7, 17, 18}. Those models are known as the linear coregionalization model (LCM) \cite{19} in the geostatistics literature. Based on the LMC structure, more sophisticated models are proposed. \cite{20} place a spike and slab prior over the coefficients. \cite{12, 13, 21, 22, 15, 23} model more complex dependencies using input-dependent coefficients.

The Gaussian process regression network (GPRN) is proposed in \cite{13} and efficient inference approaches are studied in \cite{21, 22}. GPRN is a linear coregionalization model with input-dependent coefficients and the coefficients across time for all elements of the coefficient matrix are modeled by independent stationary Gaussian processes. However, GPRN is not identifiable for the coefficients since the decomposition of covariance matrix is not unique \cite{15}. This makes model interpretation challenging at best. To tackle with this issue, \cite{12} consider a matrix-variate spatial Wishart process and more efficient models are proposed by directly putting constraints on coefficients in \cite{24, 15}.

Our work develops an efficient variational inference algorithm for SGPRN by taking advantage of inducing variables and stochastic variational inference for scalability. Inducing variables are the key catalyst for achieving sparsity in Gaussian process models in \cite{16, 25}. Moreover, \cite{26} claims that sharing "sparsity structure" is not only a reasonable assumption, but a crucial component when modeling multi-output data. Stochastic variational inference plays a important role in scalable inference and has already demonstrated it efficiency in various
models including deep Gaussian process [27] and neural process [28].

3. Structured Gaussian Process Regression Network

Assume \( y(x) \in \mathbb{R}^D \) is a vector-valued function of \( x \in \mathbb{R}^P \), where \( D \) is the dimension size of outputs and \( P \) is the dimension size of inputs. The structured Gaussian process regression network (SGPRN) model assumes that noisy observations \( y(x) \) are the linear combination of latent variables \( g(x) \in \mathbb{R}^D \), corrupted by Gaussian noise \( \epsilon(x) \). The coefficients \( L(x) \in \mathbb{R}^{D \times D} \) of the latent functions are assumed to be a stochastic lower triangular matrix with positive values on the diagonal for model identification [24] [15]. Thus, the SGPRN is defined in Figure 1 and is shown as follows:

\[
\begin{align*}
    y(x) &= f(x) + \epsilon(x), \\
    f(x) &= L(x)g(x), \\
    \epsilon(x) &\sim \mathcal{N}(0, \sigma_{err}^2 I).
\end{align*}
\]

Moreover, each latent function \( g_d \) in \( g \) is independently sampled from a Gaussian process (GP) with a non-stationary kernel \( K^g \) and the stochastic coefficients are modeled via a structured GP based prior as proposed in [24] with
a stationary kernel $K^l$ such that
\[
g_d \overset{iid}{\sim} \text{GP}(0, K^g), \quad d = 1, \ldots, D,
\]
\[
l_{ij} \sim \begin{cases} 
\text{GP}(0, K^l), & i > j, \\
\log \text{GP}(0, K^l), & i = j, 
\end{cases}
\]  
\[
(2)
\]
where $\log \text{GP}$ denotes the log Gaussian process \cite{29}. $K^g$ is modelled as a Gibbs correlation function
\[
K^g(x, x') = \sqrt{\frac{2\ell(x)\ell'(x)}{\ell(x)^2 + \ell(x')^2}} \exp \left( -\frac{\|x - x'\|^2}{\ell(x)^2 + \ell(x')^2} \right),
\]
\[
\ell \sim \log \text{GP}(0, K^\ell),
\]
where $\ell$ determines the input-dependent length scale of the shared correlations in $K^g$ for all latent functions $g_d$. This varying length-scale process $\ell$ plays an important role to model nonstationary time series illustrated in \cite{30, 15}.

Given the stochastic coefficients $L$, the cross covariance function of $f(x)$ is
\[
K^f(x, x', m, m') = K^g(x, x')l_m(x)l_{m'}^T(x'),
\]  
\[
(3)
\]
where $l_m(x)$ denotes the $m^{\text{th}}$ row of $L(x)$. With a deterministic coefficient matrix $L(x) \equiv L$ and a stationary GP for all latent processes $g$, this model is equivalent to the intrinsic coregionalization model \cite{7}.

Let $X = \{x_i\}_{i=1}^N$ be the set of observed inputs and $Y = \{y_i\}_{i=1}^N$ be the set of observed outputs. Denote $\eta$ as the concatenation of all coefficients and all log length-scale parameters, i.e., $\eta = (l, \hat{\ell})$ evaluated at training inputs $X$. Here, $l$ is a vector including the entries below the main diagonal and the entries on the diagonal in the log scale and $\hat{\ell} = \log \ell$ is the length-scale parameters in log scale. Also, denote $\theta = (\theta_l, \theta_\ell, \sigma^2_{\text{err}})$ as all hyper-parameters, where $\theta_l$ and $\theta_\ell$ are the hyper-parameters in kernel $K_l$ and $K_\ell$. According to the model specification in \cite{1}, the prior over $\eta$ is a $N(D(D+1)/2 + 1)$ dimensional multivariate Gaussian distribution with a block diagonal covariance matrix $p(\eta|\theta_l, \theta_\ell) = N(0, C_\eta)$ where the first $M(M+1)/2$ blocks of $C_\eta$ are induced by the kernel $K_l$ and the last one block is induced by the kernel $K_\ell$. 
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Given model parameters $\eta$ and hyper-parameters $\theta$, by marginalizing the latent function $g$, the conditional likelihood is $p(Y|\eta, \sigma^2_{err}) = \mathcal{N}(y|0, K^f + \sigma^2_{err}I)$ where $K^f$ is the covariance function $K^f$ in (3) evaluated at training inputs $X$. Hence, the main inference task in the SGPRN is maximum a posteriori by maximizing the posterior

$$p(\eta|Y, \theta) \propto p(Y|\eta, \sigma^2_{err})p(\eta|\theta_l, \theta_\ell),$$

which is computationally intractable in general because the computational complexity of $p(\eta|Y, \theta)$ is $\mathcal{O}(N^3D^3)$. To overcome this issue, we propose an efficient variational inference to significantly reduce the computational burden in the next section.

4. Inference

Despite the success of the existing SGPRN inference methods, current inference methods are only available for complete data and the computational cost of inference is prohibitive for massive high-dimensional outputs that are common in many real-world datasets. To alleviate the computational burden associated with $\mathcal{O}(N^3D^3)$, we introduce a shared set of inducing inputs $Z = \{z_m\}_{m=1}^M$ that lie in the same space as the inputs $X$ and a set of shared inducing variables $w_d$ for each latent function $g_d$ evaluated at the inducing inputs $Z$. Likewise, we consider inducing variables $u_{ij}$ for function $log L_{ii}$ when $i = j$, $u_{ij}$ for function $L_{ij}$ when $i > j$, and inducing variables $v$ for function $log \ell(x)$ evaluated at inducing inputs $Z$. We denote those collective variables as $l = \{l_{ij}\}_{i\geq j}$, $u = \{u_{ij}\}_{i\geq j}$, $g = \{g_d\}_{d=1}^D$, $w = \{w_d\}_{d=1}^D$, $\ell$ and $v$. Then we redefine the model parameters $\eta = (l, u, g, w, \ell, v)$, and the prior of those model parameters is

$$p(\eta) = p(l|w)p(w)p(g|u, \ell, v)p(u)p(\ell|v)p(v).$$

The core assumption of inducing point-based sparse inference is that the inducing variables are sufficient statistics for the training and testing data in the sense that training and testing data are independent given the inducing
variables. In the context of our model, it suggests that the posterior processes of $L$, $g$ and $\ell$ are sufficiently determined by the posterior distribution of $u$, $w$ and $v$. To conduct the variational inference, we propose structured variational distributions in Section 4.1. Given the proposed structured variational distributions, we derive the evidence lower bound (ELBO) in Section 4.2. Due to the nonconjugacy of this model, instead of doing expectation in ELBO, we perform the marginalization on inducing variables $u$, $w$ and $g$, and then use the reparameterization trick to apply end-to-end training with stochastic gradient descend in Section 4.3. We provide the prediction procedure in Section 4.4 and discuss the inference procedure for missing data in Section 4.5.

4.1. Structured Variational Distribution

To capture the posterior dependency between the latent functions, we propose a structured variational distribution of model parameters $\eta$ used to approximate its posterior distribution as

$$q(\eta) = p(l|u)p(g|w, \ell, v)p(\ell|v)q(u, w, v).$$

This variational structure is illustrated in Figure 4. The variational distribution of inducing variables $q(u, w, v)$ fully characterizes the distribution of $q(\eta)$. Thus, the inference of $q(u, w, v)$ is of interest. Furthermore, we assume the parameters $u$, $w$, and $v$ are Gaussian and mutually independent,

$$q(u, w, v) = \prod_{i \geq j} N(u_{ij}|m_{ij}^u, S_{ij}^u) \prod_{d=1}^D N(w_d|m_d^w, S_d^w)N(v|m_v, S_v),$$

Given the definition of Gaussian process priors in (2), the conditional distributions $p(l|u)$, $p(g|w, \ell, v)$, and $p(\ell|v)$ have closed-form expressions as follows

$$p(l|u) = \prod_{i=j} \log N(l_{ii}|\mu_{ii}, \Sigma_{ii}) \prod_{i>j} N(l_{ij}|\mu_{ij}, \Sigma_{ij}),$$

$$p(g|w, \ell, v) = \prod_{d=1}^D N(g_d|\mu_d^g, \Sigma_d^g),$$

$$p(\ell|v) = \log N(\ell|\mu_\ell, \Sigma_\ell).$$
The derivation of the conditional mean and conditional covariance matrix is available in Appendix A.1.

4.2. Variational Evidence Lower Bound

The evidence lower bound (ELBO) of the log likelihood of observations under our structured variational distribution \( q(\eta) \) is derived using Jensen’s inequality as:

\[
\log p(Y) = \log \int p(Y, \eta) d\eta \\
\geq E_{q(\eta)} \left[ \log \left( \frac{p(Y|g, l) p(u) p(w) p(v)}{q(u, w, v)} \right) \right] \\
= \sum_{n=1}^{N} \sum_{d=1}^{D} E_{q(g_n, l_n)} \log(p(y_{nd}|g_n, l_n)) + A, \tag{11}
\]

where \( A = \text{KL}(q(u)||p(u)) + \text{KL}(q(w)||p(w)) + \text{KL}(q(v)||p(v)) \) is a regularization term, \( g_n = \{g_{dn} = (g_d)_n\}_{d=1}^{D} \) and \( l_n = \{l_{ijn} = (l_{ij})_n\}_{i \geq j} \).

The structured decomposition \( 6 \) has been used by \( 16 \) and \( 25 \) to derive variational inference for the single output case and it is also used by \( 26 \) for a multivariate output case. The benefit of this structure is that the conditional distributions, \( 8, 9 \) and \( 10 \) are cancelled in the derivation of the lower bound in \( 11 \), which alleviates the computational burden of inference. Because the first term in \( 11 \) shows that the observations are all conditionally independent given \( g \) and \( l \), the lower bound decomposes across both inputs and outputs and this enables the use of stochastic optimization methods. Moreover, since \( q(u), p(u), q(w), p(w), q(v) \) and \( p(v) \) are all multivariate Gaussian distributions, the KL divergence terms are analytically tractable. The challenge is to solve for the individual expectations because it is intractable to derive the marginal posterior of \( g \) and \( l \). Therefore, instead of doing expectation, we consider stochastic inference which requires sampling \( g \) and \( l \) from their variational distribution. The sampling based learning approach is provided in the next section.
4.3. Learning the parameters of the Variational Distribution

To achieve efficient sampling for $l$ and $g$ from the variational posterior $q(\eta)$, we marginalize unnecessary intermediate variables. By marginalizing the inducing variables $u$ and $w$, we obtain the marginal distributions

$$q(l) = \prod_{i=j} \log \mathcal{N}(l_{ii} | \tilde{\mu}_{ii}, \tilde{\Sigma}_{ii}) \prod_{i>j} \mathcal{N}(l_{ij} | \tilde{\mu}_{ij}, \tilde{\Sigma}_{ij}),$$

(12)

$$q(g|\ell,v) = \prod_{d=1}^D \mathcal{N}(g_d | \tilde{\mu}_g, \tilde{\Sigma}_g),$$

(13)

with a joint distribution $q(\ell,v) = p(\ell|v)q(v)$, where the conditional mean and covariance matrix are derived in Appendix A.2.

According to the marginal distributions (12) and (13), the marginal distributions for latent factors $g_n$ and coefficients $l_n$ in (11) are derived as

$$q(l_n) = \prod_{i=j} \log \mathcal{N}(l_{in} | \tilde{\mu}_{in}, \tilde{\Sigma}_{in}) \prod_{i>j} \mathcal{N}(l_{ijn} | \tilde{\mu}_{ijn}, \tilde{\Sigma}_{ijn})$$

and

$$q(g_n|\ell,v) = \prod_{d=1}^D \mathcal{N}(g_{dn} | \tilde{\mu}_g, \tilde{\Sigma}_g)$$

where $\tilde{\sigma}_{ijn}^2$ and $\tilde{\sigma}_{gn}^2$ are the $n^{th}$ diagonal element of $\tilde{\Sigma}_{ijn}$ and $\tilde{\Sigma}_{gn}$ respectively.

Moreover, we marginalize the latent variables $g_n$ and then the individual expectation is

$$E_{q(g_n,l_n)} \log(p(y_{nd}|g_n,l_n)) = \int \left( \log \mathcal{N}(y_{nd} | \sum_{j=1}^D \ell_{ijn} \tilde{\mu}_{jn}, \sigma_{err}^2) - \frac{1}{2\sigma_{err}^2} \sum_{j=1}^D \ell_{ijn}^2 \tilde{\sigma}_{jn}^2 \right) q(\ell_n,v)q(l_d|\ell_n,v) d(\ell_d,\ell_n,v).$$

(14)

The details of the marginalization are available in Appendix A.3.

Directly evaluating the ELBO is still challenging due to the non-linearities introduced by our structured prior. Recent progress in black box variational inference [31, 32, 33, 34] avoids this difficulty by computing noisy unbiased estimates of the gradient of ELBO, via approximating the expectations with unbiased Monte Carlo estimates and relying on either score function estimators [31] or reparameterization gradients [32, 33, 34] to differentiate through a sampling process. In practice, reparameterization gradients exhibit significantly
lower variances than score function estimators \cite{35}. In this work, we leverage
the reparameterization gradients for \cite{14} to separate the source of randomness
from the parameters with respect to which gradients are sought. Typically, for
Gaussian variational approximation, the well known non-centered parameteri-
\( \xi \sim \mathcal{N}(\mu, \sigma^2) \iff \epsilon \sim \mathcal{N}(0, 1), \xi = \mu + \sigma \epsilon \), allows us to compute the
Monte Carlo gradients.

The details of the reparameterization are available in Appendix A.4. Suppose
all independent normal variables in the reparameterization are denoted by \( z \),
then the Monte Carlo gradients are
\[
\nabla \eta \mathbb{E}_{q(g_n, l_n)} \log(p(y_{nd}|g_n, l_n)) = \frac{1}{S} \sum_s \nabla \eta \log(p(y_{nd}|g_n^{(s)}, l_d^{(s)})),
\]
where \( S \) is the number of samples. \( g_n^{(s)} \) and \( l_d^{(s)} \) depend on the randomness
from \( z^{(s)} \sim \mathcal{N}(0, I) \).

Note that evaluating ELBO \cite{11} involves two sources of stochasticity. First,
we approximate the expectation in \cite{14} to compute the unbiased estimates of the
gradients of ELBO \cite{15}. Second, since ELBO \cite{11} factorizes over observations,
it allows us to approximate the bound with data sub-sampling stochasticity
\cite{36, 37}. On the other hand, all hyper-parameters \( \theta \) are allowed to be optimized
in the stochastic optimization.

### 4.4. Prediction

Model prediction depends on the inferred variational distribution \( q(u, w, v) \).
Given a new input \( x^* \), predictive distributions on the latent processes are ob-
tained through the following sampling procedures. We first sample the length-
scale parameters on both training inputs \( X \) and a new input \( x^* \) from \( q(\ell, \ell^*) = \int p(\ell, \ell^*|v)q(v)dv \). We denote the \( s^{th} \) samples as \( \ell^{(s)} \) and \( \ell^*(s) \) respectively.
Conditional on them, we sample the latent process \( g^{(s)} \) at input \( x^* \) from
\( q(g_n^s|\ell^{(s)}, \ell^*(s)) = \int p(g_n^s|\ell^{(s)}, \ell^*(s), w)q(w)dw \). We sample the coefficients \( l^{(s)} \)
at input \( x^* \) from \( q(l_{ij}^*|u_{ij}) = \int p(l_{ij}^*|u_{ij})q(u_{ij})du_{ij} \). Finally, given \( g^{(s)} \) and \( l^* \) we
sample the observations $y^{*} (s)$ at input $x^{*}$ through the linear mixing mechanism from $q(y^{*} | g^{*(s)}, t^{*(s)}) = \int p(y^{*} | g^{*(s)}, t^{*(s)}, \epsilon^{*}) p(\epsilon^{*}) d\epsilon^{*}$.

4.5. Inference for Missing Data

Because in ELBO (11), observations $\{y_{ad}\}$ are mutually conditional independent on all the model parameters $\eta$ and hyper-parameters $\theta$, instead of summing up the likelihoods of complete data we take the sum of the individual likelihoods of observed data to compute the ELBO. The gradients of the ELBO are estimated by summing up the individual Monte Carlo gradients [15] over all observed data.

5. Experiments

This section illustrates the performance of our model with numerical results. In particular, we focus on multivariate time series where the input dimension is one. We first show that our approach can model the time-varying correlation and smoothness of outputs on 2D synthetic datasets in three scenarios with respect to different types of frequencies but the same missing data mechanism. Then we compare the imputation performance on missing data with other inducing-variable based sparse multivariate Gaussian process models on two real datasets. Finally, we explore the dynamics of correlation of neuronal activities from different channels using electrocorticography data. All experiments are run on an Ubuntu system with Intel(R) Core(TM) i7-7820X CPU @ 3.60GHz and 128G memory.

5.1. Synthetic Experiments

We conduct experiments on three synthetic time series with low frequency (LF), high frequency (HF) and varying frequency (VF) respectively. They are generated from the system of equations

\[
\begin{align*}
    y_1(t) &= 5 \cos(2\pi wt^*) + \epsilon_1(t), \\
    y_2(t) &= 5(1-t) \cos(2\pi wt^*) - 5t \cos(2\pi wt^*) + \epsilon_2(t),
\end{align*}
\]  

(16)
Table 1: Prediction measurements on three synthetic datasets and different models. LF denotes the low-frequency dataset, HF the high-frequency dataset, and VF the time-varying dataset. Three prediction measures are provided. RMSE is root mean square error, ALCL is average length of confidence interval, and CR is coverage rate. All three measurements are summarized by the mean and standard deviation across 10 runs with different random initializations, i.e., 2.25(1.33e-13) denotes mean 2.25 with standard deviation 1.33e-13.

| Data | Model  | RMSE         | ALCI          | CR             |
|------|--------|--------------|---------------|----------------|
| LF   | IGPR [38] | 2.25(1.33e-13) | 2.18(1.88e-13) | 0.835(0)        |
|      | ICM [19]   | 2.26(2.54e-5)  | 2.18(1.22e-5)  | 0.835(0)        |
|      | CMOGP [20] | 1.43(6.12e-2)  | 1.36(1.98e-1)  | 0.651(3.00e-2)  |
|      | VGPRN [21]  | 1.01(0.31)     | -             | -              |
|      | VSGPRN     | 1.00(1.43e-1)  | 2.21(6.56e-2)  | 0.892(1.63e-2)  |
| HF   | IGPR [38] | 1.51(6.01e-14) | 3.17(1.30e-13) | 0.915(2.22e-16) |
|      | ICM [19] | 1.52(1.01e-5)  | 3.17(1.19e-5)  | 0.910(0)       |
|      | CMOGP [20] | 1.29(3.04e-2)  | 2.34(3.31e-1)  | 0.729(3.07e-2)  |
|      | VGPRN [21] | 1.11(0.25)     | -             | -              |
|      | VSGPRN     | 1.10(1.98e-1)  | 2.74(7.94e-2)  | 0.930(1.14e-2)  |
| VF   | IGPR [38] | 1.64(8.17e-14) | 3.19(3.02e-13) | 0.875(0)       |
|      | ICM [19]   | 1.66(2.37e-3)  | 3.16(1.49e-3)  | 0.880(1.50e-3)  |
|      | CMOGP [20] | 2.24(3.08e-1)  | 2.56(9.29e-1)  | 0.697(1.56e-1)  |
|      | VGPRN [21]  | 1.04(0.67)     | -             | -              |
|      | VSGPRN     | 1.24(1.33e-1)  | 2.92(1.21e-1)  | 0.887(9.80e-3)  |

where \( \{ \varepsilon_i(t) \}_{i=1}^2 \) are independent standard white noise processes. The value of \( w \) refers to the frequency and the value of \( s \) characterizes the smoothness. The LF and HF datasets use the same \( s = 1 \), implying the smoothness is invariant across time. But they employ different frequencies, \( w = 2 \) for LF and \( w = 5 \) for HF (i.e., two periods and five periods in a unit time interval respectively). The VF dataset takes \( s = 2 \) and \( w = 5 \), so that the frequency of the function is gradually increasing as time increases. For all three datasets, the system [16] shows that as time \( t \) increases from 0 to 1, the correlation between \( y_1(t) \) and \( y_2(t) \)
gradually varies from positive to negative. Within each dataset, we randomly select 200 training data, in which 100 time stamps are sampled on the interval (0, 0.8) for the first dimension and the other 100 time stamps sampled on the interval (0.2, 1) for the second dimension. For the test inputs, we randomly select 100 time stamps on the interval (0, 1) for each dimension.

![Figure 2: Posterior analysis for three synthetic datasets, LF, HF and VF. (2a), (2b) display the posterior predictive processes in Dimension 1 and Dimension 2, respectively. Blue, black and red dots refer to the training, testing and predictive data and the red dashed lines refer to 95% credible bands. (2c) shows the estimates of log length-scale function via posterior mean.](image)

In the stochastic optimization, we use the learning rates of 0.005 for all parameters with 2000 epochs. In this experiment, we standardize both inputs and outputs and initialize length-scale \( \exp(2) \) for covariance function \( K^l \) and length-scale \( \exp(0) \) for covariance function \( K^f \). We optimize all hyper-parameters in the optimization.

We quantify the model performance in terms of root mean square error (RMSE), average length of confidence interval (ALCI), and coverage rate (CR) on the test set. A smaller RMSE corresponds to better predictive performance of the model, and a smaller ALCI implies a smaller predictive uncertainty. As for CR, the better the model prediction performance is, the closer CR is to the percentile of the credible band. Those results are reported by the mean and standard deviation with 10 different random initializations of model parameters. Quantitative comparisons relating to all three datasets are in Table 1. We compare with independent Gaussian process regression (IGPR) \([38]\), the intrin-
sic coregionalization model (ICM) [19], Collaborative Multi-Output Gaussian Processes (CMOGP) [20] and variational inference of Gaussian process regression network [21] on three synthetic datasets. In both CMOGP and VSGPRN approaches, we use 20 inducing variables. We did not compare with the maximum a posteriori inference in the SGPRN model [15] because the corresponding inference cannot handle missing data.

We report the posterior predictive processes of Dimension 1 (Figure 2a) and Dimension 2 (Figure 2b) for datasets LF, HF and VF in Figure 2. Blue, black and red dots refer to the training, testing and predictive data and the red dashed lines refer to 95% credible bands. Comparing the predictive data between the two dimensions, we find that VSGPRN correctly learns the varying correlation from positive to negative. VSGPRN also displays the correct characteristics of the smoothness (Figure 2c) in three different datasets. Table 1 illustrates that VGPRN and VSGPRN have similar average predictive performs and in the varying frequency case, VGPRN performs better. That is because VSGPRN introduces inducing variables for sparse approximation while VGPRN does not. Both VSGPRN and VGPRN significantly outperform other models, because they model the dependence of outputs. Compared with VGPRN, VSGPRN has a significantly smaller uncertainty of the prediction results, because of the smaller prediction standard deviation. That is because GPRN model is not identifiable on the mixing coefficients, which would lead to very sensitive prediction results that strongly depend on parameter initializations and thus this issue makes model interpretation meaningless. SGPRN has a weakly identifiable structure on the mixing coefficients and it would make inference more robust and render more meaningful interpretation on the data.

5.2. Real Data Experiments

We further examined model predictive performance on three real-world datasets. Due to the large size of real data, the standard Gaussian process models tested the in synthetic experiments cannot handle them. Therefore, we compare our model with two sparse Gaussian process models, i.e., independent sparse Gaus-
sian process regression (ISGPR) \[39\] and the sparse linear model of corregionalization (SLMC) \[19\] implemented using the GPy package from the Sheffield machine learning group. Moreover, we explore the dynamics of correlation of neuronal activity visually with electrocorticography data.

5.2.1. Environmental Time Series Data

The first experiment is conducted on a PM2.5 dataset, coming from the UCI Machine Learning Repository \[40\]. PM2.5 describes fine inhalable particles with diameters that are generally 2.5 micrometers and smaller and this dataset is hourly data containing the PM2.5 samples in five cities in China along with meteorological data, from Jan 1st, 2010 to Dec 31st, 2015. We consider six important attributes: PM2.5 concentration (PM), dew point (DEWP), temperature (TEMP), humidity (HUMI), pressure (PRES) and cumulated wind speed (lws). In order to be able to compare with SLMC, which cannot run on the whole dataset, we use the first 5000 standardized multivariate records. Those records have 290 missing values and 29710 observed values. For each feature, we standardize by subtracting the mean value and dividing by its standard deviation. Finally, 20% of data of PM are taken as testing data while the remaining are treated as training data. Thus, in the 5000 records, there are 28768 output variable observations in the training set, and 942 PM values in the test set.

We considered three independent experiments for VSGPRN with 50, 100 and 200 equispaced inducing inputs on time range (0, 5000). The length-scale parameters were set to \( \exp(10) \) for both \( K_L \) and \( K_\ell \), ran for 30 epochs with learning rate 0.01, and had batch size 1024. For the comparators, we fit SGPR and SLMC models with 100 equispaced inducing inputs. The root mean squared errors (RMSE) on the testing data are shown in Table 2 illustrating that VSGPRN had better prediction performance compared with the ISGPR and SLMC, even when using less inducing points. We show prediction results with different mini-batch sizes in the Appendix B.
Table 2: Empirical results for PM2.5 dataset and HCP dataset. Each model’s performance is summarized by root mean square error on testing data (RMSE). The number of inducing points is given in parentheses.

| Data | ISGPR (100) | SLMC (100) | VSGPRN (50) | VSGPRN (100) | VSGPRN (200) |
|------|-------------|-------------|--------------|--------------|--------------|
| PM2.5| 0.994       | 0.948       | 0.840        | 0.708        | 0.625        |
| HCP  | 1.023       | -           | 1.008        | 0.997        | 0.899        |

5.2.2. Resting-State Functional MRI Data

The second experiment explores the functional connectivity of the brain, using a publicly available resting-state functional MRI (rs-fMRI) database obtained from the Human Connectome Project (HCP) S12000 data release [41] for 812 subjects. The HCP pre-processing pipeline [42] yielded one representative time series across 4800 time points per independent component analysis (ICA) component for each subject at several different dimensionalities. We used the rs-fMRI timeseries from 15 ICA components with a random subject ID 990366 in this experiment. Specifically, we standardized the ICA components by subtracting the mean value of each feature and dividing it by its standard deviation. 20% of data in the first component are treated as the testing data while the remaining are treated as training data. Then we have 71040 training data and 960 testing data.

We conducted the experiments using the same models used for the PM2.5 dataset. Because the SLMC model does not scale well, the prediction result is not available via our computing resource. Therefore, we only compared our results on VSGPRN and ISGPR for the HCP dataset in Table 2. In this experiment, VSGPRN sets the length-scale parameters to \( \exp(5) \) for both \( K_L \) and \( K_\ell \) and run 10 epochs with learning rate 0.01 and batch size 1024. Table 2 shows that as the number of inducing points increases, the prediction performance improves and our model always outperforms the ISGPR. Even when we only take 50 inducing inputs for VSGPRN, the prediction result is still better than that for ISGPR with 100 inducing inputs. In the Appendix B, we report the prediction results with different mini-batch sizes.
5.2.3. Electrocorticography Data

Finally, we evaluate our model on Electrocorticography (ECoG) data collected in the Bouchard Lab [43]. High-gamma activity from ECoG is a commonly-used signal containing the majority of task relevant information for understanding the human brain [44], and the experiments in [43] record μECoG cortical surface electrical potentials (CSEPs) from 128 channels and demonstrate that stimulus evoked CSEPs carry a multi-modal frequency response peaking in the $H\gamma$ range (70-170Hz). We selected a 5-second time interval and extracted the z-scored high gamma band from 25 channels on $5 \times 5$ subgrid located at the center of the $16 \times 8$ grid. For each channel, the records are sampled at 400Hz and thus we have 2000 time points. To illustrate the data, we plotted the functional boxplot [45, 46] for the time series of the 25 channels in Figure 3. Next we conduct two experiments, experiment $E_1$ for data within 2 seconds and experiment $E_2$ for data within 5 seconds. We run 40 epochs for each experiment. To keep the number of iterations within each epoch for both experiments close, we set the batch size as 512 for $E_1$ and 2048 for $E_2$.

Since ECoG data are high-frequency sampled and z-scores in the frequency domain are smooth, the naive interpolation can achieve high predictive accuracy and thus prediction task is not of interest. So we report the prediction analysis in the Appendix B. In this section, our interest is to explore the time-varying cross-correlation across channels. We trained the whole data in experiment $E_1$ and experiment $E_2$. Assume we treat the distance between two consecutive samples as one unit, i.e., $t_{i+1} - t_i = 1$. We considered 50 fixed equally spaced inducing inputs on the time interval. We set the length-scale parameters to $\exp(10)$ for $K^k$ by assuming that the coefficient should smoothly change across time. For the length-scale parameters for $K_\ell$, we assumed that the length-scale function $\ell$ is flexible and less smooth and set $\exp(5)$ for $E_1$ and $\exp(2)$ for $E_2$. This is because the distances between the consecutive inducing inputs in $E_1$ are $E_2$ are 16 and 40 and the default hyper-parameters guarantee the GP can reasonably learn the dependence.
Figure 3: Information of the ECoG data and corresponding posterior analysis for experiment \( \mathcal{E}_1 \) and experiment \( \mathcal{E}_2 \). (3a) refers to the z-score curves for the five channels on the diagonal of grids. (3b) provides the functional boxplot of all z-score curves on the grids. (3c) and (3d) show the posterior predictive process for the centered channel, and (3e) and (3f) show the averaged correlation processes for distance \( d = 1, 2, 3 \) for experiment \( \mathcal{E}_1 \) and experiment \( \mathcal{E}_2 \) respectively.

We show the posterior predictive processes for one channel from two experiments in Figure 3. It shows that the 95% credible interval of the posterior predictive process includes almost 95% observations in \( \mathcal{E}_1 \), while the 95% credi-
ble interval of the posterior predictive process in $E_2$ performs worse and cannot
peaks or spikes. On the other hand, considering the same number of inducing in-
puts, as the length of time series increases, the prediction performance becomes
worse. This is because as the length of time series increases, the same number of
inducing variables are required to summarize more nonstationary information.
This causes the model to have more difficulty simultaneously being sensitive to
the local information, making the prediction process more smooth as shown in
Figure 5. To model local information, more inducing points are required.

We estimated the correlation process for pairwise channels using the poste-
rior mean and took the average of those processes for which the distance between
all pairs of channels with a constant $d$. We plot the averaged correlation pro-
ceses for distance $d = 1, 2, 3$ in Figure 3. The resulting correlation processes
from the two experiments show that the dynamical behavior in $E_2$ in the first
2 seconds is consistent with that in $E_1$. It implies our model estimates are ro-
ust to the length of the time series. Moreover, as the distance between pair
of channels increases, the correlation decreases. This is in agreement with the
known neurobiology.

6. Conclusions

We propose a novel variational inference approach for structured Gaussian
process regression network named variational structured Gaussian process re-
gression network (VSGPRN). We introduce inducing variables and proposed
structured variational distribution to reduce computational burden. Moverover,
we perform exact marginalization of latent variables and construct tractable
lower bound of log likelihood to allow it suitable for doubly stochastic infer-
ence. In our method, the computation complexity is independent of the size of
inputs and outputs. Compared with the likelihood based inference for SGPRN
model in [15], our model provides a natural extension to missing data cases and
succeeds in handling time-varying correlations under different scenarios. We
also show that VSGPRN achieves better imputation performance on missing
data than state-of-the-art models in synthetic experiments and real-world data experiments. Moreover, we provide an estimation of the correlation of outputs across input domains, as demonstrated in the ECoG experiment. We find that as the distance between two channels increase the correlation decreases, which is in agreement with the known neurobiology. In the future, we will explore extending the VSGPRN model to incorporate the effects of exogenous variables, which will better model the ECoG experiments, in which the animal was being presented with auditory stimuli, which drives the recorded neural activity.

Appendix A. Derivations in Model inference

Appendix A.1. Derivations for prior distributions

Given the model specification, we have the conditional distributions in (8), (9) and (10). The conditional mean and covariance matrices are derived as follows:

\[
\mu_{ij}^l = K^l(X, Z)K^l(Z, Z)^{-1} u_{ij},
\]
\[
\mu_d^g = K^g(X, Z)K^g(Z, Z)^{-1} w_d,
\]
\[
\mu^\ell = K^\ell(X, Z)K^\ell(Z, Z)^{-1} v,
\]
\[
\Sigma_{ij}^l = K^l(X, X) - K^l(X, Z)K^l(Z, Z)^{-1} K^l(Z, X),
\]
\[
\Sigma_d^g = K^g(X, X) - K^g(X, Z)K^g(Z, Z)^{-1} K^g(Z, X),
\]
\[
\Sigma_{ij}^\ell = K^\ell(X, X) - K^\ell(X, Z)K^\ell(Z, Z)^{-1} K^\ell(Z, X).
\]

Appendix A.2. Derivations for variational distributions

We claim that the conditional mean and covariance matrices are shown as follows:
\[ \hat{\mu}_{ij}^l = K^l(X, Z)K^l(Z, Z)^{-1}m^u_{ij}, \]
\[ \hat{\mu}_{ij}^g = K^g(X, Z)K^g(Z, Z)^{-1}m^w_{ij}, \]
\[ \hat{\Sigma}_{ij}^l = K^l(X, X) - K^l(X, Z)K^l(Z, Z)^{-1}K^l(Z, X), \]
\[ + K^l(X, Z)K^l(Z, Z)^{-1}S_{ij}^lK^l(Z, Z)^{-1}K^l(Z, X), \]
\[ \hat{\Sigma}_{ij}^g = K^g(X, X) - K^g(X, Z)K^g(Z, Z)^{-1}K^g(Z, X), \]
\[ + K^g(X, Z)K^g(Z, Z)^{-1}S_{ij}^wK^g(Z, Z)^{-1}K^g(Z, X). \]

This result comes from the Lemma 1.

**Lemma 1.** Suppose \( y|x \sim \mathcal{N}(K_{12}K_{22}^{-1}x, K_{11} - K_{12}K_{22}^{-1}K_{21}) \) and \( x \sim \mathcal{N}(\mu, \Sigma) \). The marginalized distribution of \( Y \) is

\[ y \sim \mathcal{N}(\hat{\mu}, \hat{\Sigma}), \]

where \( \hat{\mu} = K_{12}K_{22}^{-1}\mu \) and \( \hat{\Sigma} = K_{11} - K_{12}K_{22}^{-1}K_{21} + K_{12}K_{22}^{-1}\Sigma K_{22}^{-1}K_{21} \). And the marginal distribution of \( y_n \) is

\[ y_n \sim \mathcal{N}(\hat{\mu}_n, \hat{\sigma}_n^2), \]

where \( \hat{\mu}_n = \tilde{k}_n^TK_{22}u \) and \( \hat{\sigma}_n^2 = \sigma_n^2 - \tilde{k}_n^TK_{22}\tilde{k}_n + \tilde{k}_n^TK_{22}^{-1}\Sigma K_{22}^{-1}\tilde{k}_n \). \( \tilde{k}_n \) is the \( n \)th row of \( K_{12} \) and \( \hat{\sigma}_n^2 \) is the \( i \)th element of the diagonal of \( K_{11} \).

**Appendix A.3. Derivations in the computation of ELBO**

We first introduce Lemma 2 as follows

**Lemma 2.** Suppose \( y|f \sim \mathcal{N}(y|Xf, \sigma^2I) \) and \( f \sim \mathcal{N}(f|u, \Sigma) \). Then

\[ \int \log \mathcal{N}(y|Xf, \sigma^2I)\mathcal{N}(f|\mu, \Sigma)df = \log \mathcal{N}(y|X\mu, \sigma^2I) - \frac{1}{2\sigma^2}\text{tr}(X^TX\Sigma). \]  
(A.1)
Proof 1. Let the dimension of $y$ be $n$, then

$$
\int \log \mathcal{N}(y|Xf, \sigma^2 I) \mathcal{N}(f|\mu, \Sigma) df
$$

$$
= E_{p(f|\mu, \Sigma)}(-\frac{n}{2} \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} (y^T y - 2y^T (Xf) + f^T X^T X f))
$$

$$
= -\frac{n}{2} \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} \text{tr}(yy^T - 2Xuy^T + X^T (\mu\mu^T + \Sigma))
$$

$$
= \log \mathcal{N}(y|X\mu, \sigma^2 I) - \frac{1}{2\sigma^2} \text{tr}(X^T X \Sigma).
$$

Then according to Lemma 2, the individual expectation can be rewritten as

$$
E_{q(g_n, l_n)} \log(p(y_{nd}|g_n, l_n))
$$

$$
= \int \log \mathcal{N}(y_{nd}|l_d^T g_n, \sigma_{err}^2) \mathcal{N}(g_n|\tilde{\mu}_n^{g}, \text{diag}(\tilde{\sigma}_1^{g2}, \ldots, \tilde{\sigma}_D^{g2}))
$$

$$
q(\ell, v)q(l_d, g_n, \ell, v)
$$

$$
= \int \left( \log \mathcal{N}(y_{nd}|\sum_{j=1}^{D} l_{dn} \tilde{\mu}_n^{g}, \sigma_{err}^2) - \frac{1}{2\sigma_{err}^2} \sum_{j=1}^{D} l_{dn}^2 \tilde{\sigma}_j^{g2} \right)
$$

$$
q(\ell, v)q(l_d, g_n)q(l_d, \ell, v).
$$

Appendix A.4. Derivations for reparameterization

The reparameterization is proposed for the distribution $q(\ell_n, v)$, $q(g_n|\ell_n, v)$ and $q(l_d, n)$.

- As for $q(\ell_n, v)$, we have

  $$
v = m^v + S^v \tilde{z}^v,
$$

  $$
\ell_n = \exp \left( K^\ell(x_n, Z)K^\ell(Z, Z)^{-1} v + \left( K^\ell(x_n, x_n) - K^\ell(x_n, Z)K^\ell(Z, Z)^{-1} K^\ell(Z, x_n) \right)^\frac{1}{2} z_n^\ell \right),
$$

  where $z_n^\ell \sim \mathcal{N}(0, I)$ and $z_n^\ell \sim \mathcal{N}(0, 1)$.

- As for $q(g_n|\ell_n, v)$, we have

  $$
g_{dn} = \tilde{\mu}_n^{g} + \tilde{\sigma}_n^{g} \tilde{z}_n^{g}
$$

  where $z_n^{g} \sim \mathcal{N}(0, 1)$. 
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Finally, as for $q(l_{d.n})$, we have

$$l_{ijn} = \begin{cases} \hat{\mu}_{ijn} + \tilde{\sigma}_{ijn} z_{ijn} & i = j \\ \exp(\hat{\mu}_{ijn} + \tilde{\sigma}_{ijn} z_{ijn}) & i > j \end{cases}$$

where $z_{ijn} \sim \mathcal{N}(0, 1)$.

**Appendix B. ECoG experiments**

**Appendix B.1. Prediction performance**

In experiment $E_1$, to compare the models’ performance, we randomly took 20% of data in the centered channel as testing data and took the remaining as training data. It implies we have 160 samples in the centered channel in the training set and 19840 samples in the testing set. The root mean square errors of testing data are reported. The RMSEs for ISGPR(100), SLMC(100), VSGPRN(50), VSGPRN(100) and VSGPRN(200) are 0.311, 0.446, 0.707, 0.658 and 0.657. The number in the bracket refers to the number of inducing points. The predictive results show that our model cannot compete ISGPR and SLMC models. The reason is because that ECoG data is smooth with negligible noise in each channel and it is easy to predict the testing data using the nearby data within the channel. Learning the cross-correlation in ECoG data using VSGPRN approach does not contribute to better prediction result. Moreover, the inference in VSGPRN approach overestimate the variance of noises and causes under-fitting result in ECoG data. However, VSGPRN approach can provide estimates of the time-varying correlation for pairwise channels while other models cannot.

**Appendix B.2. Prediction result under different mini-batch sizes**

We explored how the mini-batch size $B$ affects the prediction result in datasets, PM2.5 and HCP. Specifically, considering different number of mini-batch sizes, we plotted the RMSEs on the testing data during the training process in Figure B.4.
For both datasets, Figure B.4 illustrates that RMSEs would converge to the same value as training time increases. In the PM2.5 data, the prediction performance monotonically improves with time increasing. However, in the HCP data, the RMSEs with different mini-batch sizes converge differently. When the batch size increases, the prediction performance becomes better. Empirical results for the PM2.5 data and HCP data suggest that the mini-batch size may affect the predictive performance in practice. The behavior depends on the characteristics of data.

Figure B.4: The root mean squared error on the testing data for two datasets i.e. PM2.5 and HCP. All experiments are conducted using VSGPRN method with the same 100 equispace inducing inputs but considering different mini batch-sizes (BS).
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