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Abstract
We provide two methods to construct zero-range processes with superlinear rates on $\mathbb{Z}^d$. In the first method these rates can grow very fast, if either the dynamics and the initial distribution are translation invariant or if only nearest neighbour translation invariant jumps are permitted, in the one-dimensional lattice. In the second method the rates cannot grow as fast but more general dynamics are allowed.
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1 Introduction

The zero-range process was introduced by Spitzer [10] as a Markov process on a $\mathbb{N}_0^S$, where $\mathbb{N}_0$ is the set of non-negative integers, and $S$ is a denumerable set. In this process particles are indistinguishable, and a particle leaves a given site $x$ at rate $g(n)$, where $n$ is the number of particles present at $x$. Once a particle jumps from $x$ it moves to a site $y$ chosen according to a transition probability matrix $p(x,y)$ on $S$. The choice of target site $y$ is independent of the time at which the jump occurs and of the past of the process. Throughout this paper $S$ will be an integer lattice and $p(x,y)$ will be the transition matrix of a random walk on that lattice. On occasions we will write $p(z)$ for $p(0,z)$.

The existence of the dynamics was proved initially by Holley [6] and Liggett [7]. Their results were extended by Andjel [1] who adapted to the zero range process a technique introduced by Liggett and Spitzer [8]. Andjel assumes that the rates satisfy a Lipschitz condition $\sup_{n \geq 0} |g(n+1) - g(n)| < \infty$, thus
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imposing that the rates grow at most linearly. More recently, Balázs, Rassoul-Agha, Seppäläinen and Sethuraman [3] construct the zero-range process with totally asymmetric dynamics $p(x, y) = 1(y - x = 1)$ and nearest neighbour jumps in the one-dimensional lattice $\mathbb{Z}$, under the assumption that the jump rates are non-decreasing and grow at most exponentially. Under these conditions, they prove that the process is Markov and admits a one parameter family of extremal invariant measures. Their proofs are based on a representation of the model as a system of columns with monotonically increasing heights, for which the totally asymmetric assumption on the dynamics is crucial.

In this article we introduce two methods to construct zero-range processes with superlinear rates on integer lattices, and identify the associated martingales. The first method allows for quite general rate functions $g$, but requires either nearest neighbour transition probabilities on the one-dimensional lattice $\mathbb{Z}$, or that both the dynamics and the initial distribution be translation invariant on $\mathbb{Z}^d$. The second method can be applied to quite general random walks on $\mathbb{Z}^d$, but is more restrictive on the rate functions.

2 Notation and results

Throughout the article the set of sites will be the integer lattice, $S = \mathbb{Z}^d$. Given a transition matrix $p(\cdot, \cdot)$ on $\mathbb{Z}^d$ and rate function $g : \mathbb{N}_0 \to [0, +\infty)$ such that $g(0) = 0$, our goal is to construct an associated Markov process on the state space $X := \mathbb{N}_0^\mathbb{Z}^d$ endowed with the product topology. Elements $\eta \in X$ will be called configurations, with $\eta = (\eta(x) : x \in \mathbb{Z}^d)$, $\eta(x) \in \mathbb{N}_0$, the number of particles at site $x$. We also define

$$X_f := \{ \eta \in X, \sum_x \eta(x) < \infty \}$$

(2.1)

the set of configurations with finitely many particles. We say that a function $f : X \to \mathbb{R}$ is local if there exists a finite set $A \subset \mathbb{Z}^d$ such that $f(\eta) = f(\xi)$ whenever $\eta(x) = \xi(x)$ for all $x \in A$. We call the smallest such set the support of $f$.

Let $g : \mathbb{N} \cup \{0\} \to \mathbb{R}_{\geq 0}$, $g(0) = 0$. The formal generator of our dynamics is

$$Lf(\eta) = \sum_{x, y \in \mathbb{Z}^d, x \neq y} g(\eta(x))p(x, y)(f(\eta^{x,y}) - f(\eta)),$$

(2.2)

where $f : X \to \mathbb{R}$ is a bounded local function, and

$$\eta^{x,y}(z) = \begin{cases} 
\eta(x) - 1, & z = x \text{ and } \eta(x) \geq 1, \\
\eta(y) + 1 & z = y \text{ and } \eta(x) \geq 1, \\
\eta(z) & \text{otherwise}.
\end{cases}$$

(2.3)
Informally, at rate \( g(k) \) a site \( x \) containing \( k \) particle loses one that jumps to site \( y \) with probability \( p(x, y) \). We will say that a process \( (\eta_t, t \geq 0) \) on a subset of \( X \) is a solution of the martingale problem associated to \( L \) if for any local bounded function \( f \)

\[
f(\eta_t) - f(\eta_0) - \int_0^t Lf(\eta_s)ds, \quad t \geq 0
\]

is a martingale. We also say that the process satisfies the integrated forward equation if for any \( f \) as above

\[
E[f(\eta_t)] = f(\eta_0) + \int_0^t E[Lf(\eta_s)]du \quad \forall t \geq 0. \tag{2.4}
\]

In some cases we can show a stronger result, the forward equation, that is:

\[
\frac{d}{dt} E^\eta_0[f(\eta_t)] = E^\eta_0[Lf(\eta_t)]. \tag{2.5}
\]

We are interested in the situation when the rates are non-decreasing and diverge at \( \infty \),

\[
g(n) \leq g(n+1), \quad n \in \mathbb{N}_0, \quad \text{and} \quad \lim_{n \to \infty} g(n) = \infty. \tag{2.6}
\]

Condition (2.6) will imply that the processes we construct are attractive, that is, the coordinate-wise partial order of configurations

\[
\eta, \xi \in X, \eta \leq \xi \iff \eta(x) \leq \xi(x) \forall x \in \mathbb{Z}^d
\]

is preserved by the dynamics. This means that there exists a coupled process \( (\eta_t, \xi_t, t \geq 0) \) with initial value \( (\eta_0, \xi_0) \) such that \( P(\eta_t \leq \xi_t \forall t \geq 0) = 1 \) and both \( (\eta_t, t \geq 0) \) and \( (\xi_t, t \geq 0) \) follow (2.2); the coupling in this case is said to be increasing. One such coupling is the basic coupling, which tries to match the two marginal processes as much as possible, and supplements the rates to get the right marginal distributions. Its generator is given by

\[
\mathcal{L}^{\text{coup}} f(\eta, \xi) = \sum_{x,y \in \mathbb{Z}^d, x \neq y} g(\eta(x) \wedge \xi(x)) p(x, y) (f(\eta^{x\leftarrow y}, \xi^{x\rightarrow y})) - f(\eta, \xi)
+ \sum_{x,y \in \mathbb{Z}^d, x \neq y} [g(\eta(x)) - g(\eta(x) \wedge \xi(x))] p(x, y) (f(\eta^{x\leftarrow y}, \xi) - f(\eta, \xi))
+ \sum_{x,y \in \mathbb{Z}^d, x \neq y} [g(\xi(x)) - g(\eta(x) \wedge \xi(x))] p(x, y) (f(\eta, \xi^{x\rightarrow y}) - f(\eta, \xi)).
\tag{2.7}
\]

\( f : X \times X \to \mathbb{R} \) a local, bounded function. This partial order on \( X \) induces a partial order on the set of probability measures on \( X \): given two such measures \( \mu \) and \( \nu \) we say that \( \mu \leq \nu \) if

\[
\int f(\eta)d\mu(\eta) \leq \int f(\eta)d\nu(\eta)
\]
for any bounded local, increasing function \( f \). By Strassen’s Theorem, \( \mu \leq \nu \) if and only if there exists a probability measure \( \psi \) on \( X \times X \) concentrating on \( \{(\eta, \xi) \in X \times X : \eta \leq \xi\} \) whose first and second marginals are \( \mu \) and \( \nu \) respectively.

The zero-range process started from an initial configuration \( \eta \in X_f \) is a well defined continuous time Markov process with bounded rates on a countable state space. We will denote by \( S(t) \) the semigroup associated to \( L \) acting on configurations with finitely many particles,

\[
S(t)f(\eta) = E^{\eta}[f(\eta_t)], \quad \eta \in X_f, f \text{ a bounded local function.}
\]

The semigroup \( S(t) \) also acts on probability measures on \( X_f \). If \( \mu \) is such a measure, then \( \mu S(t) \) is the unique measure such that

\[
\int f S(t)(d\mu) = \int S(t)f d\mu \quad \forall \text{ bounded local function } f.
\]

It then follows from the attractiveness of the process that for any bounded local function \( f, t \geq 0, \) and \( \eta \leq \xi \in X_f \), we have \( S(t)f(\eta) \leq S(t)f(\xi) \). And if \( \mu \leq \nu \) are probability measures on \( X_f \) then \( \mu S(t) \leq \nu S(t) \). In words, the semigroup \( S(t) \) maps increasing functions into increasing functions and preserves the order of measures on \( X_f \).

When the initial configuration \( \eta \in X \setminus X_f \), we can consider an increasing sequence \( \eta^n \to \xi \), \( \eta^n \in X_f \) for all \( n \geq 1 \), and apply basic coupling to obtain a limiting process \( \eta_t = \lim_{n \to \infty} \eta^n_t, t \geq 0; \) this paper is concerned with finding the random walk they determine is translation invariant; that is, \( \mu S(t) \leq \nu S(t) \). And if \( \mu \leq \nu \) are probability measures on \( X_f \) then \( \mu S(t) \leq \nu S(t) \). In words, the semigroup \( S(t) \) maps increasing functions into increasing functions and preserves the order of measures on \( X_f \).

A set of transition probabilities \( \{p(x, y)\}_{x, y \in \mathbb{Z}^d} \) is translation invariant when the random walk they determine is translation invariant; that is, \( p(x, y) = p(y-x) \) with \( \{p(z)\}_{z \in \mathbb{Z}^d} \) such that \( p(z) \geq 0, z \in \mathbb{Z}^d, \) and \( \sum_z p(z) = 1 \). Let us now define a family \( \{T^x : x \in \mathbb{Z}^d\} \) of translation operators acting on \( X \), on \( C(X) \) and on the set \( \mathcal{P} \) of probability measures on \( X \) as follows,

\[
T^x(\eta)(y) = \eta(y-x), \quad T^x f(\eta) = f(T^x \eta) \quad \forall x, y \in \mathbb{Z}^d, \eta \in X, f \in C(X), \quad (2.8)
\]

and

\[
\int f d(T^x \mu) = \int (T^x f) d\mu, \quad \forall x \in \mathbb{Z}^d, \mu \in \mathcal{P}, f \in C(X) \text{ bounded.} \quad (2.9)
\]

We say that \( \mu \in \mathcal{P} \) is translation invariant if \( T^x \mu = \mu \) for all \( x \in \mathbb{Z}^d \).

The first result shows that the process can indeed be constructed starting from a translation invariant measure \( \mu \) on \( X \). In order to state it, we need to introduce a family of auxiliary measures associated to \( \mu \). Let us first define \( [\mu]_n \) on \( X \) as

\[
[\mu]_n(\eta : \eta(x_1) = k_1, \ldots \eta(x_i) = k_i, \eta(y_1) = 0, \ldots, \eta(y_j) = 0) = \mu(\eta : \eta(x_1) = k_1, \ldots \eta(x_i) = k_i) \quad (2.10)
\]

for all \( i, j \in \mathbb{N} \), all \( \{k_i, \ldots k_i \in \mathbb{N}_0, \text{ all } x_1, \ldots, x_i, y_1, \ldots, y_j \in [-n, n]^d \) and all \( y_1, \ldots, y_j \notin [-n, n]^d \).
Proposition 2.1 Let \( \{g(n)\}_{n \geq 0} \) be as in (2.6), and consider translation invariant transition probabilities \( \{p(x, y)\}_{x, y \in \mathbb{Z}^d} \). Let \( \mu \) be a translation invariant probability measure on \( X \) such that \( \int \eta(0) d\mu(\eta) < \infty \). Then, for all \( t \geq 0 \), the sequence \([\mu]_n S(t)\) converges as \( n \to \infty \) to a probability measure \( \mu_t \) on \( X \) satisfying:

i) \( \mu_t \) is translation invariant,

ii) \( \int \eta(0) d\mu_t(\eta) \leq \int \eta(0) d\mu(\eta) \),

iii) Semigroup property: for \( s, t \geq 0 \), \( \mu_{t+s} = (\mu_t)_s \),

and if \( \mu_n \) is an increasing sequence of probability measures on \( X \) that converge weakly to \( \mu \), then

iv) \( \lim_n \mu_n S(t) = \mu_t \).

It follows from this proposition that if \( \mu \) is a translation invariant measure with finite mean, then the process started from almost any configuration with respect to \( \mu \) will not suffer explosions. Unfortunately, we cannot deduce from this that the same holds for any given unbounded deterministic initial condition.

A natural question is whether equality holds in part ii) of this proposition. In §4.1 we answer the question affirmatively when \( p(x, y) \) corresponds to a nearest neighbour random walk on \( \mathbb{Z} \).

Given a parameter \( \phi > 0 \), consider the product measures \( \mu_\phi \) with i.i.d. marginal distributions

\[
\mu_\phi(\eta(x) = k) = \frac{1}{z(\phi)} w(k) \phi^k, \quad x \in \mathbb{Z}^d, \; k \in \mathbb{N}_0,
\]

where

\[
w(0) = 1 \quad \text{and} \quad w(k) = \prod_{j=1}^{k} \frac{1}{g(j)}, \; k \geq 1.
\]

The parameter \( \phi \) is called the fugacity, and the measure exists as long as

\[
z(\phi) := \sum_{k=0}^{\infty} w(k) \phi^k < \infty.
\]

With the hypotheses (2.6) the measures are well defined for all choices of \( \phi \), and they have finite moments of all orders. The particle density is given by

\[
R(\phi) := E^{\mu_\phi}[\eta(x)] = \frac{1}{z(\phi)} \sum_{k \geq 1} k w(k) \phi^k.
\]
The process $\eta$ invariant zero-range processes is in $[5]$, which for simplicity we describe in the particular setting of translation and $t > 0$. We also point out that $\lim_{\phi \to 0} R(\phi) = 0$ and $R(\phi) \not\to \infty$ as $\phi \to \infty$.

Finally, for any $\phi > 0$ we have

$$E^{\mu_\phi}[g(\eta(x))] = \frac{1}{z(\phi)} \sum_{k=1}^{\infty} g(k)\phi^k w(k) = \phi, \quad x \in \mathbb{Z}^d. \tag{2.12}$$

It is known that the measures $\{\mu_\phi\}_{\phi > 0}$ are invariant for the zero-range dynamics when this is well defined, see e.g. [1, 10]. The following result states that this remains so under our hypotheses.

**Theorem 2.1 Invariant measures**

Let the rates $\{g(n)\}_{n \geq 0}$ be as in (2.6). Consider translation invariant transition probabilities $\{p(x, y)\}_{x, y \in \mathbb{Z}^d}$. Then $\mu_\phi$ satisfies $(\mu_\phi)_t = \mu_\phi$, for all $\phi \in (0, \infty)$ and $t > 0$.

For $\eta \in X$ and $n \in \mathbb{N}$ let

$$\eta^n(x) = \eta(x) \quad \text{if} \quad |x| \leq n \quad \text{and} \quad \eta^n(x) = 0 \quad \text{if} \quad |x| > n. \tag{2.13}$$

The process $\eta^n_t$ with initial value $\eta^n$ is well defined.

Let us now recall the following graphical construction, first developed by Harris in [5], which for simplicity we describe in the particular setting of translation invariant zero-range processes.

**Graphical representation.** Let $\{p(z)\}_{z \in \mathbb{Z}^d}$ be such that $p(z) \geq 0$, $z \in \mathbb{Z}^d$, $\sum_z p(z) = 1$. Independently for each site $x$, $x \in \mathbb{Z}^d$, consider a marked Poisson process

$$\Gamma^s_x = \{((y, t), m(y, t)), (y, t) \in \Gamma^x\}, \tag{2.14}$$

where $\Gamma^x$ is an intensity 1-Poisson process on $\{(y, t) \in [0, \infty) \times [0, \infty)\}$, and the marks $\{m(y, t), (y, t) \in \Gamma^x\}$ are i.i.d. random vectors in $\mathbb{Z}^d$ with distribution $\{p(z)\}_{z \in \mathbb{Z}^d}$. We will now give an explicit construction of the zero-process $(\eta_t, t \geq 0)$ associated to a finite initial configuration $\eta \in X_f$, a rate function $g(n)$ and an underlying translation invariant $\{p(y - x)\}_{x, y \in \mathbb{Z}^d}$ random walk. Assume that the zero-range process $(\eta_s, s < t)$ has been built up to time $t-$. Then, if the Poisson point process $\Gamma^x$ has an atom at $(y, t)$ and $\eta_{t-}(x) \geq 1$, the site $x$ will lose a particle if $g(\eta_{t-}(x)) > y$. If that is the case, the particle will jump to the site $z \in \mathbb{Z}^d$ such that $m(z, t) = z - x$. 

which turns out to be strictly increasing in the parameter $\phi$.

$$\partial_\phi R(\phi) = \frac{1}{\phi} \left\{ \frac{1}{z(\phi)} \sum_{k=1}^{\infty} k^2 w(k)\phi^k - \frac{1}{z^2(\phi)} \left( \sum_{k=1}^{\infty} k w(k)\phi^k \right)^2 \right\} > 0$$

by Jensen’s inequality. We also point out that $\lim_{\phi \to 0} R(\phi) = 0$ and

$$R(\phi) \not\to \infty \quad \text{as} \quad \phi \to \infty.$$
The advantage of this method is that it allows us to construct zero-range processes for all initial finite-particle configurations in the same probability space. Furthermore, in the particular case \( d = 1 \) we might improve the construction so that we can simultaneously construct all nearest neighbour zero-range processes. To see this, independently for each \( x \in \mathbb{Z} \), consider a marked Poisson point process \( \Gamma^x_z \) on \( (\mathbb{R} \times [0, \infty), \mathcal{B} \times \mathcal{B} \)\), where as before \( \Gamma^x \) is an intensity 1-Poisson process on \( \{(y, t) \in [0, \infty) \times [0, \infty)\} \), and the marks are independent uniform random variables, \( U^x_{(y,t)} \sim U[0,1], (y,t) \in \Gamma^x \). For given transition probabilities \( p(1) = p, p(-1) = q = 1 - p \) and \( x \in \mathbb{Z} \), let \( m^{x,(p,q)}_{(y,t)} = 1 \) if \( U^x_{(y,t)} \leq p \) and \( m^{x,(p,q)}_{(y,t)} = -1 \) otherwise. Then the process \( (\eta^{x}_{n}, t \geq 0) \) constructed using the atoms and marks of the marked Poisson process \( \Gamma^x \) is a nearest neighbour zero-range process with underlying \((p,q)\)-dynamics.

Applying the graphical representation to simultaneously construct the processes \((\eta^{x}_{n}, t \geq 0)\), we obtain \( \eta^{x}_{n}(x) \leq \eta^{n+1}_{t}(x) \) for all \( x, t, n \). We can now let

\[
\eta_{t}(x) = \lim_{n} \eta^{n}_{t}(x),
\]

where the process \( \eta_{t} \) takes values in \((\mathbb{N} \cup \{\infty\})^{\mathbb{Z}}\). The rest of the article focuses on finding a subset \( Y \subseteq X \) and conditions on the rates and jump distributions so that \( (\eta^{x}_{t}, t \geq 0) \) is a Markov process on \( Y \).

In §4 we consider the one-dimensional case \( X = \mathbb{N} \) with nearest neighbour transitions, \( p(x,y) = 0 \) if \(|x-y| > 1\). Then, we let

\[
Y = \{ \eta \in X : \limsup_{n} \frac{1}{2n+1} \sum_{x=\pm n} \eta(x) < \infty \}
\]

be the space of configurations with bounded Cesàro mean, and prove:

**Theorem 2.2** Let \( d = 1 \), let \( \{g(n)\}_{n \geq 0} \) be as in (2.6), and let \( \{p(x,y)\}_{x,y \in \mathbb{Z}} \) be the transition probability matrix of a nearest neighbour random walk. If \( \eta_{0} \in Y \), then \( (\eta^{x}_{t}, t \geq 0) \) is a Markov process on \( Y \).

Next, we show that this process solves the martingale problem associated to the generator (2.2). Note that when \( p(\cdot, \cdot) \) is symmetric our proof requires that the rate function \( g \) is bounded by an exponential function.

**Theorem 2.3** Let \( d = 1 \), let \( \{g(n)\}_{n \geq 0} \) be as in (2.6), and let \( \{p(x,y)\}_{x,y \in \mathbb{Z}} \) be the transition probability matrix of a nearest neighbour random walk.

i) If \( p(0,1) - p(0,-1) \neq 0 \) then \( (\eta^{x}_{t}, t \geq 0) \) is a solution of the martingale problem associated to \( L \) and (2.4) holds.

ii) If \( g \) is bounded by an exponential function, \( g(n) \leq ce^{\theta n} \), for some \( c, \theta > 0 \), and all \( n \in \mathbb{N} \), then \( (\eta^{x}_{t}, t \geq 0) \) is a solution of the martingale problem associated to \( L \) and (2.5) holds.
In §5 we find an alternative set of conditions ensuring the good definition of the process; these are more restrictive on the jump rates, but allow for general finite range transitions and any dimension. In order to derive the results of that section we need to construct our process with a different limiting procedure. Given $\eta \in X$ we enumerate the particles of $\eta$ in an arbitrary manner. Then we let $x^i$ be the position of the $i$-th particle and for each $N \in \mathbb{N}$ we define

$$\eta^N(z) := \sum_{i=1}^{N} 1(x^i = z), \quad z \in \mathbb{Z}^d$$

and

$$h(n) := \sup_{1 \leq j \leq n} (g(j) - g(j - 1)).$$  \tag{2.17}$$

Then, for a given continuous time random walk on $\mathbb{Z}^d$ and $z \in \mathbb{Z}^d$ we let $\tau_0$ be the hitting time of the origin, $P^z$ the law of the random walk starting from $z$ and

$$F_z(t) := P^z(\tau_0 \leq t).$$

Finally, for $\eta \in X$, $t \geq 0$ and $z \in \mathbb{Z}^d$ we let

$$\mathbb{M}_z(t, \eta) = \sum_{i \in \mathbb{N}} F_{x^i - z}(h(i)t).$$

In §5 we will see that $\mathbb{M}_z(t, \eta)$ is an upper bound for the expected number of particles reaching $z \in \mathbb{Z}^d$ over the time interval $[0, t]$, for the initial configuration $\eta$.

The following result is a version of Theorem 2.3 with different hypotheses on the jump rates and transition probabilities, for general dimension $d \geq 1$.

**Theorem 2.4** Let $\eta_0 \in X$, $g : \mathbb{N}_0 \to [0, \infty)$ as in (2.6), $T > 0$, $p(x, y)$ a set of finite-range, translation-invariant transition probabilities such that

i) for any $z \in \mathbb{Z}^d$

$$\mathbb{M}_z(T, \eta_0) < \infty,$$  \tag{2.18}

ii) there exist positive $\theta, c$ such that $g(n) \leq ce^{\theta n}$ for any $n \in \mathbb{N}_0$.

Then the process $\{M^f_t ; t \in [0, T]\}$ given by

$$M^f_t := f(\eta_t) - f(\eta_0) - \int_0^t Lf(\eta_s)ds$$  \tag{2.19}$$

for any $t \in [0, T]$, is a martingale for any local, bounded function $f : X \to \mathbb{R}$. Moreover (2.3) holds.
An application of this theorem is given by the following corollary which requires a hypothesis on the growth of $h$ rather than $g$.

**Corollary 2.1** Assume that the initial configuration of particles has finite Cesàro mean $\rho = \limsup_{m \to \infty} \frac{1}{(2m+1)^d} \sum_{\|x\| \leq m} \eta_0(x)$ and that the rates satisfy (2.6). Let $p(x, y)$ be translation invariant, finite-range transition probabilities and let $h$ be as in (2.17). Then, the conclusions of Theorem 2.4 hold for any $T > 0$, if either of the following conditions is satisfied,

a) $\sum_{z \in \mathbb{Z}^d} z p(0, z) = 0$ and there exists $a < \frac{2}{d}$ such that $\sup_n h(n)^{-a} < \infty$.

b) $\lim_{n} h(n)^{-1/d} = 0$.

Finally, we note that by the law of large numbers, for any $\phi > 0$, the measure $\mu_\phi$ in (2.11) is supported on $Y$. Then, once the zero-range process is well defined, for instance under the hypotheses of Theorems 2.2 or 2.4, Theorem 2.1 identifies a family of translation invariant, invariant measures.

The proofs in this paper are presented as follows: In § 3 we prove Proposition 2.1, Theorem 2.1 and a lemma establishing some properties of the invariant measures $\mu_\phi$. In § 4 we restrict the setting to $\mathbb{Z}$ with nearest neighbour transition matrices $p(x, y) = 0$ if $|x - y| > 1$. We first show that the process started from an arbitrary configuration in $Y$ does not undergo explosions, then that it satisfies the Markov property and after that a conservation of mass property for translation invariant initial distributions. Finally, in the last part of that section we prove Theorem 2.3. In § 5 we prove Theorem 2.4 and Corollary 2.1. We conclude the paper stating some open problems in § 6.

### 3 Translation invariant initial distributions

In this section we first prove Proposition 2.1 where the zero-range process is constructed for translation invariant initial distributions having a finite mean. We then prove Theorem 2.1 concerning invariant measures.

**Proof of Proposition 2.1**

To prove ii) let $\{[\mu]_n\}_{n \in \mathbb{N}}$ be the family of probability measures associated to $\mu$ as in (2.10). We now show that

$$\int \eta(x)d[\mu]_nS(t) \leq \int \eta(0)d\mu(\eta)$$

for all $t \geq 0$, $x \in \mathbb{Z}^d$ and $n \in \mathbb{N}$. Let $c_{t,n}(x) = \int \eta(x)d[\mu]_nS(t)$. This is increasing in $n$ and therefore converges to a limit $c_t(x) \in [0, \infty]$. Since $T^{y-x}[\mu]_n \leq [\mu]_{n+\|y-x\|_\infty}$, for all $x, y \in \mathbb{Z}^d$, all $n \in \mathbb{N}$ and $t \geq 0$ we have
\[ c_{t,n}(x) = \int \eta(x) d[\mu]_n S(t) = \int (T^{y-x} \eta)(y) d[\mu]_n S(t) \]
\[ = \int \eta(y) dT^{y-x}[\mu]_n S(t) \leq \int \eta(y) d[\mu]_{n+\|y-x\|_\infty} S(t) = c_{t,n+\|y-x\|_\infty}(y). \]

(3.1)

Taking limits as \( n \) goes to infinity we get \( c_t(x) \leq c_t(y) \) and exchanging the roles of \( x \) and \( y \) we get the opposite inequality. Hence \( c_t(x) \) does not depend on \( x \) and we rename it \( c_t \). Fix \( \epsilon > 0 \). Then there exists \( n_0 \) such that for all \( n \geq n_0 \)
\[ \int \eta(0) d[\mu]_n S(t) \geq M - \epsilon, \text{ for any constant } M < c_t. \]

It then follows from (3.1) that:
\[ \sum_{y : \|y\|_\infty \leq m} \int \eta(y) d[\mu]_{n_0+m} S(t) \geq (2m + 1)^d (M - \epsilon). \]

(3.2)

But the left hand side of (3.2) is bounded above by
\[ \sum_{y \in \mathbb{Z}^d} \int \eta(y) d[\mu]_{n_0+m} S(t) = \sum_{y \in \mathbb{Z}^d} \int \eta(y) d[\mu]_{n_0+m} \]
\[ = (2n_0 + 2m + 1)^d \int \eta(0) d\mu, \]

(3.3)

where the first equality follows from the fact that the number of particles of a finite initial configuration is conserved. It now follows from (3.2) and (3.3) that
\[ M - \epsilon \leq \frac{(2n_0 + 2m + 1)^d}{(2m + 1)^d} \int \eta(0) d\mu, \]

and letting \( m \) go to infinity we get
\[ M - \epsilon \leq \int \eta(0) d\mu. \]

Since \( \epsilon \) is arbitrary we conclude that
\[ M \leq \int \eta(0) d\mu. \]

As \( M \) is any number strictly smaller than \( c_t \), this implies that \( c_t \leq \int \eta(0) d\mu < \infty \). Using again the assumption that \( \int \eta(0) d\mu < \infty \), we see that the sequence \( \{[\mu]_n S(t)\}_{n \in \mathbb{N}} \) is tight, and from the fact that it is increasing it follows that it must converge to a measure \( \mu_t \) with \( \int \eta(0) d\mu_t \leq \int \eta(0) d\mu \) and ii) is proved.
Since $[\mu]_n \leq T^x[\mu]_n + \|x\|_\infty$ and the semigroup preserves the order of measures we have:

$$[\mu]_n S(t) \leq T^x[\mu]_n + \|x\|_\infty S(t).$$

Taking limits as $n$ goes to infinity we get $\mu_t \leq T^x \mu_t$. Since the opposite inequality can be proved in the same way, i) follows.

Let now $\{\mu_n\}_{n \in \mathbb{N}}$ be an increasing sequence of probability measures on $X_f$ converging weakly to $\mu$. For all $k \geq 1$ we have $[\mu]_n \leq \mu_n$, hence

$$[\mu]_k S(t) \leq \mu_n S(t),$$

and therefore

$$[\mu]_k S(t) \leq \lim_n \mu_n S(t).$$

Taking limits in $k$ we get

$$\mu_t \leq \lim_n \mu_n S(t).$$

Then, using the fact that as $k$ goes to infinity, $[\mu]_k$ increases to $\mu_n$, write

$$\mu_n S(t) = \lim_k [\mu]_k S(t) \leq \lim_k [\mu]_k S(t) = \mu_t,$$

thus proving iv).

In order to obtain iii), note that

$$\mu_{t+s} = \lim_n [\mu]_n S(t + s) = \lim_n ([\mu]_n S(t)) S(s).$$

Since $[\mu]_n S(t)$ increases to $\mu_t$, the result follows from iv). \qed

We now turn to the proof of Theorem 2.1. Recall the definition (2.11) of the family of translation invariant, product measures $\{\mu_\phi\}_{\phi > 0}$. Given a measure $\mu$ on $X$ we will consider its projection on $X_n := \mathbb{N}_0^{[-n,n]^d}$.

$$\Pi_n(\mu)(\xi) = \mu(\eta \in X, \ \eta(x) = \xi(x) \ \forall x \in [-n,n]^d), \quad \xi \in X_n.$$  \hspace{1cm} (3.4)

Note that while $[\mu]_n$ as in (2.10) is a probability measure on $X$, $\Pi_n(\mu)$ is a probability measure on $X_n$. Clearly $\Pi_n(\mu) = \Pi_n([\mu]_m)$ for any $m \geq n$.

Proof of Theorem 2.7: For $n \in \mathbb{N}$ we say that $x, y \in \mathbb{Z}^d$ are equivalent ($x \equiv y$) if all the coordinates of $x - y$ are multiples of $2n + 1$. Define a transition matrix $p_n$ on $[-n,n]^d$ as follows: for $x, y \in [-n,n]^d$ let

$$p_n(x, y) = \sum_{z : z \equiv y} p(x, z).$$
A standard computation shows that the measures $\Pi_n(\mu_\phi)$ are invariant for the periodic zero-range process on $X_n$ with transition probability matrix $p_n(\cdot, \cdot)$. Call $\tilde{S}_n(t)$ the semigroup associated to this process. Now define a new process on $X_n$. In this new process particles jump as in the original process following the transition matrix $p(\cdot, \cdot)$ but when a particle jumps to a point off $[-n, n]^d$ it vanishes. Call $\bar{S}_n(t)$ its semigroup. By means of appropriate couplings we will now prove that

$$\Pi_n(\mu_\phi) \tilde{S}_n(t) \leq \Pi_n([\mu_\phi]_n S(t))$$

(3.5)

and

$$\Pi_n(\mu_\phi) \bar{S}_n(t) \leq \Pi_n(\mu_\phi) \tilde{S}_n(t) = \Pi_n(\mu_\phi).$$

(3.6)

Note that the measures involved in these expressions are supported on $X_f$. To prove (3.5) first let

$$\eta^x(z) = \begin{cases} 
\eta(x) - 1, & \text{if } z = x \text{ and } \eta(x) \geq 1, \\
\eta(z) & \text{otherwise.}
\end{cases}$$

(3.7)

Then, consider the following generator of a Markov Process $(\eta_t, \xi_t)$ on $X_n \times X_f$:

$$Gf(\eta, \xi) = \sum_{x, y \in [-n, n]^d, x \neq y} g(\eta(x) \land \xi(x)) p(x, y)(f(\eta^{x,y}, \xi^{x,y}) - f(\eta, \xi))$$

$$+ \sum_{x, y \in [-n, n]^d, x \neq y} [g(\eta(x)) - g(\eta(x) \land \xi(x))] p(x, y)(f(\eta^{x,y}, \xi) - f(\eta, \xi))$$

$$+ \sum_{x, y \in [-n, n]^d, x \neq y} [g(\xi(x)) - g(\eta(x) \land \xi(x))] p(x, y)(f(\eta, \xi^{x,y}) - f(\eta, \xi))$$

$$+ \sum_{x \in [-n, n]^d, y \in \mathbb{Z}^d \setminus [-n, n]^d} [g(\eta(x)) - g(\eta(x) \land \xi(x))] p(x, y)(f(\eta^{x,y}, \xi) - f(\eta, \xi))$$

$$+ \sum_{x \in [-n, n]^d, y \in \mathbb{Z}^d \setminus [-n, n]^d} [g(\xi(x)) - g(\eta(x) \land \xi(x))] p(x, y)(f(\eta, \xi^{x,y}) - f(\eta, \xi))$$

$$+ \sum_{x \in \mathbb{Z}^d \setminus [-n, n]^d} g(\xi(x))(f(\eta, \xi^{x,y}) - f(\eta, \xi)).$$

(3.8)

In the same fashion as basic coupling (2.7), this generator matches the evolution of $(\eta_t, t \geq 0)$ and $(\xi_t, t \geq 0)$ as much as possible, and supplements the rates so that the semigroups of the first and second marginals of the process with generator $G$ are $\bar{S}_n(t)$ and $S(t)$ respectively. Moreover, if this process starts from a configuration
\((\eta, \xi)\) such that \(\eta(x) \leq \xi(x)\) for all \(x \in [-n, n]^d\), then \(P(\eta_t(x) \leq \xi_t(x)) = 1\) for all \(x \in [-n, n]^d\) and all \(t \geq 0\). Hence, (3.5) follows.

To prove (3.6) we proceed similarly: we consider the following generator of a Markov Process on \(X_n \times X_n\),

\[
\mathcal{H} f(\eta, \xi) = \sum_{x,y \in [-n,n]^d, x \neq y} g(\eta(x) \wedge \xi(x)) p(x, y) (f(\eta^{x,y}, \xi^{x,y}) - f(\eta, \xi)) \\
+ \sum_{x,y \in [-n,n]^d, x \neq y} [g(\eta(x)) - g(\eta(x) \wedge \xi(x))] p(x, y) (f(\eta^{x,y}, \xi) - f(\eta, \xi)) \\
+ \sum_{x,y \in [-n,n]^d, x \neq y} [g(\xi(x)) - g(\eta(x) \wedge \xi(x))] p(x, y) (f(\eta, \xi^{x,y}) - f(\eta, \xi)) \\
+ \sum_{x,y \in [-n,n]^d} (\sum_{z \neq y, z \neq y} p(x, z))[g(\eta(x) \wedge \xi(x))] p(x, y) (f(\eta^{x,y}, \xi) - f(\eta, \xi)) \\
+ \sum_{x,y \in [-n,n]^d} (\sum_{z \neq y, z \neq y} p(x, z))[g(\eta(x)) - g(\eta(x) \wedge \xi(x))] (f(\eta^{x,y}, \xi) - f(\eta, \xi)) \\
+ \sum_{x,y \in [-n,n]^d} (\sum_{z \neq y, z \neq y} p(x, z))[g(\xi(x)) - g(\eta(x) \wedge \xi(x))] (f(\eta, \xi^{x,y}) - f(\eta, \xi)).
\]

(3.9)

The semigroups of the first and second marginals of the process with generator \(\mathcal{H}\) are \(\bar{S}_n(t)\) and \(\bar{S}_n(t)\) respectively. And if \(\eta(x) \leq \xi(x)\) for all \(x \in [-n, n]^d\), then \(P(\eta_t(x) \leq \xi_t(x)) = 1\) for all \(x \in [-n, n]^d\) and all \(t \geq 0\). Hence, the inequality in (3.6) follows. Finally, the equality in (3.6) is due to the invariance under \(\bar{S}_n(t)\) of \(\Pi_n(\mu_\phi)\).

Now, fix \(\phi > 0\) and let

\[
\rho = \int \eta(x)d\mu_\phi(\eta),
\]

which does not depend on \(x\). For \(n \geq \|x\|_\infty\) let

\[
0 \leq d_{t,n}(x) = \rho - \int \eta(x)d(\Pi_n(\mu_\phi)\bar{S}_n(t)).
\]

Note that this function is decreasing in \(n\). Let

\[
d_t(x) = \lim_{n} d_{t,n}(x).
\]

(3.10)

To prove that (3.10) does not depend on \(x\) we apply analogous arguments to those used to derive (3.1). By coupling and the fact that \(n - \|x\|_\infty \leq (n + \|x - y\|_\infty) - \|y\|_\infty\) we see that

\[
\int \eta(y)d(\Pi_n+\|x-y\|_\infty(\mu_\phi)\bar{S}_n+\|x-y\|_\infty(t)) \geq \int \eta(x)d(\Pi_n(\mu_\phi)\bar{S}_n(t))
\]
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and
\[ d_{t,n} + \|x - y\|_\infty(y) \leq d_{t,n}(x). \]

Hence \( d_t(y) \leq d_t(x) \) and role reversing \( x \) and \( y \) we conclude that \( d_t(x) = d_t(y) \)
for all \( x, y \in \mathbb{Z}^d \).

To derive an upper bound for \( \sum_{x \in [-n,n]^d} d_{t,n}(x) \), write
\[
\sum_{x \in [-n,n]^d} d_{t,n}(x) = \sum_{x \in [-n,n]^d} \left( \int \eta(x) d(\Pi_n(\mu_\phi) \hat{S}_n(t)) - \int \eta(x) d(\Pi_n(\mu_\phi) \bar{S}_n(t)) \right).
\]

Coupling the processes with semigroups \( \hat{S}_n \) and \( \bar{S}_n \) and starting them from the
same random initial configuration distributed according to \( \Pi_n \), we see that the
rate at which (3.11) increases with \( t \) is, at all times, bounded above by
\[
A_n = \sum_{x \in [-n,n]^d} p(x, y) \int \eta(x) d(\Pi_n(\mu_\phi)) = \rho \sum_{x \in [-n,n]^d} p(x, y).
\]

Hence
\[
\sum_{x \in [-n,n]^d} \left( \int \eta(x) d(\mu_\phi) \hat{S}_n(t) - \int \eta(x) d(\mu_\phi) \bar{S}_n(t) \right) \leq tA_n
\]
and
\[
0 \leq \lim_n \frac{1}{n^d} \sum_{x \in [-n,n]^d} d_{t,n}(x) \leq \frac{tA_n}{n^d} = 0.
\]

But since \( d_{t,n}(x) \) is decreasing in \( n \) and its limit does not depend on \( x \),
this can only happen if \( d_t(x) = 0 \). Together with (3.6) this implies that the
finite-dimensional distributions of \( \Pi_n(\mu_\phi) \hat{S}_n(t) \) increase as \( n \to \infty \) to the finite-
dimensional distributions of \( \mu_\phi \). It now follows from (3.5) and part ii) of Proposition 2.1 that \( (\mu_\phi)_t = \lim_n [\mu_\phi]_n S(t) = \mu_\phi \). \( \square \)

We finish this section with a lemma describing some simple properties of the
invariant measures \( \mu_\phi \).

**Lemma 3.1** Assume \( \lim_n g(n) = \infty \) and that \( \eta \in X \) is distributed according to \( \mu_\phi \), then
\[
\sum_{k \in \mathbb{N}} \exp(\gamma k) \mu_\phi(\eta(x) = k) < \infty \quad \forall \phi, \gamma > 0,
\]
and for any \( \alpha > 0 \)
\[
\lim_{\phi \to \infty} \limsup_{k \to \infty} \frac{1}{k} \log \mu_\phi \left( \sum_{x=1}^{k} \eta(-x) \leq \alpha k \right) = -\infty.
\] (3.12)
Proof of Lemma 3.1. The first statement follows immediately from the divergence of $g(k)$. For the second statement, first note that for any $M > 0$
\[
\lim_{\phi \to \infty} \mu_\phi(\eta(x) \leq M) = 0.
\]
Hence,
\[
\lim_{\phi \to \infty} \mu_\phi \left( \frac{\eta(x)}{\alpha + 1} \leq 1 \right) = 0.
\]
Therefore for any $0 < p < 1$ there exists a $\phi(p)$ such that for any $\phi \geq \phi(p)$ we have
\[
\mu_\phi \left( \sum_{x=1}^{k} \eta(-x) \leq \alpha k \right) \leq P \left( \sum_{i=1}^{k} X_i \leq \frac{\alpha}{\alpha + 1} k \right),
\]
where $\{X_i\}_{i \geq 1}$ are i.i.d. Bernoulli with parameter $p$. But the right hand side above is equal to
\[
P \left( \sum_{i=1}^{k} Y_i \geq \frac{1}{\alpha + 1} k \right)
\]
where $Y_1, Y_2, \ldots, Y_k$ are i.i.d. Bernoulli with parameter $1-p$. Using the expression for the large deviation rate of Bernoulli random variables, see for instance [2], we see that for any $K > 0$
\[
\limsup_{k \to \infty} \frac{1}{k} \log P \left( \sum_{i=1}^{k} Y_i \geq \frac{1}{\alpha + 1} k \right) \leq -K
\]
if $1 - p$ is small enough. Hence (3.12) holds. □

4 Dimension 1, nearest neighbour transitions

Throughout this section we assume that $d = 1$ and that $\{p(x, y)\}_{x, y \in \mathbb{Z}}$ corresponds to a translation invariant, nearest neighbour random walk on $\mathbb{Z}$,

\[
p(x, y) = \begin{cases} 
p & y = x + 1, 
q & y = x - 1, 
0 & \text{otherwise},
\end{cases}
\]

where $0 \leq p, q \leq 1, p + q = 1$.

Let $X_f$ and $Y$ be as in (2.11) and (2.16) respectively. Since we will be following the evolution of individual particles, it will be convenient to consider elements of $Y$ as increasing limits of elements of $X_f$. Hence, for $y \in Y$ and $n \in \mathbb{N}$ we define $\eta^n = (\eta^n(x))_{x \in \mathbb{Z}}$ as in (2.13).
Lemma 4.1 Non-explosion
Let $d = 1$, $\{p(x, y)\}_{x,y \in \mathbb{Z}}$ be as in (4.1) and consider rates $\{g(n)\}_{n \geq 0}$ that satisfy (2.6). Let $\eta_0 \in Y$. Then $(\eta_t, t \geq 0)$ defined by (2.15) satisfies $\eta_t(x) < \infty$ a.s. for all $t \geq 0$ and all $x \in \mathbb{Z}$. Moreover, $\eta_t \in Y$ a.s. for all $t \geq 0$.

Proof of Lemma 4.1 Let $j : X^2_f \to \mathbb{R}$ and $r : X^2_f \to \mathbb{R}$ be given by

$$j(\zeta, \psi) = \left[ \sup_{n \leq 0, m \geq 0} \sum_{x=n}^m (\zeta(x) - \psi(x)) \right]^+$$

and

$$r(\zeta, \psi) = [\zeta(0) - \psi(0)]^+.$$ 

Note that for all $\zeta, \psi \in X_f$ we have $r(\zeta, \psi) \leq j(\zeta, \psi)$.

Given initial configurations $\zeta_0, \psi_0$ consider the coupled processes $\zeta_t, \psi_t$ on $X^2_f$. We claim that $j(\zeta_t, \psi_t)$ only increases when a $\psi$ particle jumps off 0. To justify this last statement, first note that if a $\psi$ particle and a $\zeta$ particle jump together the value of $j$ remains unchanged. Then look at jumps of a $\zeta$ particle not accompanied by a $\psi$ particle occurring at some time $s$, and consider the following cases,

1. The $\zeta$ particle jumps from $k < 0$ to $k - 1$. In this case for any $n \leq 0$ and any $m \geq 0$ the expression $\sum_{x=n}^m (\zeta(x) - \psi(x))$ either remains unchanged or decreases by one unit.

2. The $\zeta$ particle jumps from $k < 0$ to $k + 1$. Since no $\psi$ particle jumped, it must be the case that just before the jump we had $\zeta_{s-}(k) - \psi_{s-}(k) > 0$. The expression $\sum_{x=n}^m (\zeta(x) - \psi(x))$ only increases if $n = k + 1$. But $\sum_{x=k+1}^m (\zeta(x) - \psi(x)) = \sum_{x=k+1}^m (\zeta_{s-}(x) - \psi_{s-}(x)) + 1 \leq \sum_{x=k}^m (\zeta_{s-}(x) - \psi_{s-}(x))$ and therefore $j$ does not increase.

3. The $\zeta$ particle jumps from $k > 0$ to $k + 1$. In this case for any $n \leq 0$ and any $m \geq 0$ the expression $\sum_{x=n}^m (\zeta(x) - \psi(x))$ either remains unchanged or decreases by one unit.

4. The $\zeta$ particle jumps from $k > 0$ to $k - 1$. Since no $\psi$ particle jumped, it must be the case that just before the jump we had $\zeta_{s-}(k) - \psi_{s-}(k) > 0$. The expression $\sum_{x=n}^m (\zeta(x) - \psi(x))$ only increases if $m = k - 1$. But $\sum_{x=k-1}^m (\zeta(x) - \psi(x)) = \sum_{x=k-1}^m (\zeta_{s-}(x) - \psi_{s-}(x)) + 1 \leq \sum_{x=n}^k (\zeta_{s-}(x) - \psi_{s-}(x))$ and therefore $j$ does not increase.

5. The $\zeta$ particle jumps from 0 to either 1 or $-1$. In this case $j$ either remains unchanged or decreases by one unit.

Next look at jumps of a $\psi$ particle not accompanied by a $\zeta$ particle occurring at some time $s$, and consider the following cases,
1. The $\psi$ particle jumps from $k < 0$ to $k + 1$. In this case for any $n \leq 0$ and any $m \geq 0$ the expression $\sum_{x=n}^{m} (\zeta(x) - \psi(x))$ either remains unchanged or decreases by one unit.

2. The $\psi$ particle jumps from $k < 0$ to $k - 1$. Since no $\zeta$ particle jumped, it must be the case that just before the jump we had $\zeta_s - (k) - \psi_s - (k) < 0$. The expression $\sum_{x=n}^{m} (\zeta(x) - \psi(x))$ only increases if $n = k$. But

$$\sum_{x=k}^{m} (\zeta_s(x) - \psi_s(x)) = \sum_{x=k}^{m} (\zeta_s(x) - \psi_s(x)) + 1 \leq \sum_{x=k+1}^{m} (\zeta_s(x) - \psi_s(x))$$

and therefore $j$ does not increase.

3. The $\psi$ particle jumps from $k > 0$ to $k - 1$. In this case for any $n \leq 0$ and any $m \geq 0$ the expression $\sum_{x=n}^{m} (\zeta(x) - \psi(x))$ either remains unchanged or decreases by one unit.

4. The $\psi$ particle jumps from $k > 0$ to $k + 1$. Since no $\zeta$ particle jumped, it must be the case that just before the jump we had $\zeta_s - (k) - \psi_s - (k) < 0$. The expression $\sum_{x=n}^{m} (\zeta(x) - \psi(x))$ only increases if $m = k$. But

$$\sum_{x=n}^{k} (\zeta_s(x) - \psi_s(x)) = \sum_{x=n}^{k} (\zeta_s(x) - \psi_s(x)) + 1 \leq \sum_{x=n}^{k-1} (\zeta_s(x) - \psi_s(x))$$

and therefore $j$ does not increase.

The only remaining case is when a $\psi$ particle jumps off 0. In this case $j$ either remains unchanged or increases by one unit.

Therefore, if we denote by $N_t(\psi)$ the number of $\psi$ particles that jumped off 0 on $[0, t]$, we get

$$r(\zeta_t, \psi_t) \leq j(\zeta_t, \psi_t) \leq j(\zeta_0, \psi_0) + N_t(\psi) \quad (4.2)$$

and

$$\zeta_t(0) \leq \psi_t(0) + r(\zeta_t, \psi_t) \leq \psi_t(0) + j(\zeta_0, \psi_0) + N_t(\psi). \quad (4.3)$$

Fix now $\eta \in Y$ and let

$$\gamma = \gamma(\eta) := \max \left\{ \limsup_{n} \frac{1}{n} \sum_{x=1}^{n} \eta(x), \limsup_{n} \frac{1}{n} \sum_{x=1}^{n} (-x) \right\}.$$

Let $\phi$ be large enough so that $\lim_{n} \frac{1}{n} \sum_{x=1}^{n} \xi(x) > \gamma$ for $\mu_\phi$-almost all $\xi$. Consider zero-range processes $\eta^n$ and $\xi^n$ having initial configurations $\eta^n_0 = \eta^n$ and $\xi^n_0 = \xi^n$, with $\xi$ distributed according to $\mu_\phi$. By $(4.3)$ we get

$$\eta^n_t(0) \leq \xi^n_t(0) + j(\eta^n_0, \xi^n_0) + N_t(\xi^n).$$

Taking limits as $n$ goes to infinity, we see that $\eta_t(0) < \infty$ a.s. will follow from

- $j(\eta, \xi) < \infty$ a.s.,
- $\lim_n \xi^n_t(0) < \infty$ a.s., and
iii) \( \lim N_t(\xi^n) < \infty \) a.s..

To prove iii) note that
\[
\int E[N_t(\xi^n)] d\mu(\xi) = \int \left( \int_0^t E^{\xi^n}[g(\xi^n(0))] ds \right) d\mu(\xi),
\]
by Tonelli’s Theorem. Since the process is monotone in \( n \) and \( g \) is increasing, the RHS in (4.4) is bounded above by
\[
\int_0^t \left( \int E^{\xi^n}[g(\xi^n(0))] d\mu(\xi) \right) ds = t \int g(\xi(0)) d\mu(\xi) < \infty
\]
from the invariance of \( \mu \) and the fact that \( E^{\mu}[g(\xi(0))] < \infty \) (2.12). With our choice of \( \phi \) we get
\[
j(\eta,\xi) < \infty \quad \text{for } \mu - \text{almost all } \xi.
\]
This proves i). Using the invariance of \( \mu \), write
\[
\int \lim_n E[N_t(\xi^n)] d\mu(\xi) = \int \xi_t(0) d\mu(\xi) = \int \xi(0) d\mu(\xi) < \infty
\]
from where ii) follows.

To prove that \( \eta_t \in Y, \ t > 0 \), we apply the second inequality in (4.2) to \( \eta^n_0 \) and \( \xi^n_0 \) and take limits in \( n \) to obtain
\[
j(\eta_t,\xi_t) \leq j(\eta_0,\xi_0) + N_t(\xi),
\]
which implies the desired result.

We now prove the Markov property. The proof relies on the graphical representation described in §2. Let us denote by \( w = \{\Gamma^*_x\}_{x \in \mathbb{Z}} \) the collection of independent, marked Poisson processes labelled by sites in \( \mathbb{Z} \), see (2.14). For \( x \in \mathbb{Z} \) and \( s < t \), let \( \Gamma^{x,(s,t)}_* \) be the Poisson atoms falling in \( \mathbb{R}_{\geq 0} \times (s,t) \times \mathbb{Z}^d \) and \( w_{s,t} = \{\Gamma^x_{x,(s,t)}\}_{x \in \mathbb{Z}} \). Then, given an initial configuration \( \eta_0 \in X_f \), we can describe the state of the process \( \eta_t \) at time \( t \) as a function of its state \( \eta_s \) at time \( s \), and the updates \( w_{s,t} \) occurring on \( (s,t) \),
\[
\eta_t = \Phi_{s,t}(\eta_s, w_{s,t}) \quad \text{a.s.}
\]
(4.5)
The Markov property follows immediately from the independence of the distribution of the Poisson atoms in disjoint regions of \( [0,\infty) \times [0,\infty) \times \mathbb{Z}^d \). Also, note that the mappings \( \Phi_{s,t}(\cdot,\cdot) \) are monotone in the first coordinate, a consequence of the fact that the rates \( \{g(n)\}_{n \geq 0} \) are non-decreasing.

We now show that it is possible to take limits in (4.5) to extend it to initial configurations in \( Y \).

**Proof of Theorem 2.2.** Given \( \eta \in Y \), consider \( \eta^n \nearrow \eta \), the sequence of processes
(\eta^n_t, \ t \geq 0) and the process (\eta_t, \ t \geq 0) constructed in (2.13), so that in particular 
\eta^n_t \leq \eta^{n+1}_t \leq \eta_t, for all \ n \in \mathbb{N} \text{ and } \ t \geq 0.

In order to prove the theorem, it will be enough to show that the process 
(\eta_t, \ t \geq 0) satisfies, for any \ s < t,

\eta_t = \lim_{k \to \infty} \Phi_{s,t}(\eta_s^k, w_{s,t}) \ a.s.

From \lim_{n \to \infty} \eta^n_s \geq (\eta_s)^k, \ k \in \mathbb{N}, we have

\eta_t = \lim_{n \to \infty} \eta^n_t = \lim_{n \to \infty} \Phi_{s,t}(\eta^n_s, w_{s,t}) \geq \Phi_{s,t}(\eta_s^k, w_{s,t}) \ a.s.

On the other hand, for each fixed \ n \in \mathbb{N},

\Phi_{s,t}(\eta^n_s, w_{s,t}) = \lim_{k \to \infty} \Phi_{s,t}(\eta^n_s^k, w_{s,t}) \leq \lim_{k \to \infty} \Phi_{s,t}(\eta_s^k, w_{s,t})

and taking limits in \ n \ this yields the opposite inequality,

\eta_t = \lim_{n \to \infty} \Phi_{s,t}(\eta^n_s, w_{s,t}) \leq \lim_{k \to \infty} \Phi_{s,t}(\eta_s^k, w_{s,t}) \ a.s.

The result follows. \qed

4.1 Mass conservation

The next lemma states that when the initial configuration is distributed according to a translation invariant measure, mass is preserved.

Lemma 4.2 Let \ d = 1, \ \{p(x,y)\}_{x,y \in \mathbb{R}} \text{ as in (4.1)} \text{ and consider rates } \{g(n)\}_{n \geq 0} \text{ that satisfy (2.6). Let } \mu \text{ be a translation invariant measure such that } \rho := \mu[\eta(0)] < \infty. \text{ Then } \rho = E^\mu[\eta_t(0)] \text{ for all } t \geq 0.

Proof of Lemma 4.2 By part ii) of Proposition 2.1 \ E^\mu[\eta_t(0)] \leq \rho. \text{ Hence, it suffices to show the opposite inequality. Let } \phi \geq 0 \text{ be such that } E^\mu[\eta(0)] \leq E^{\mu \phi}[\eta(0)]. \text{ Consider coupled families of processes } (\eta^n_t, \ t \geq 0), (\eta_t, \ t \geq 0), (\xi^n_t, \ t \geq 0), (\xi_t, \ t \geq 0), \text{ such that}

1. \eta_0 \sim \mu, \text{ and } \eta^n_0 \text{ is obtained from } \eta \text{ as in (2.13),}
2. \xi_0 \sim \mu, \text{ and } \xi^n_0 \text{ is obtained from } \xi \text{ as in (2.13),}
3. (\eta^n_t, \ t \geq 0) \text{ and } (\xi^n_t, \ t \geq 0) \text{ follow the dynamics } (\bar{S}_n(t))_{t \geq 0} \text{ defined in the proof of Theorem 2.1}
4. (\eta_t, \ t \geq 0) \text{ and } (\xi_t, \ t \geq 0) \text{ follow the zero-range dynamics } (S_t)_{t \geq 0} \text{ determined by (2.2),}
5. \eta^n_t \leq \eta_t \text{ for all } t \geq 0 \text{ a.s., and } \xi^n_t \leq \xi_t \text{ for all } t \geq 0 \text{ a.s..}
Processes with properties 1−5 above can be constructed by means of the graphical representation, using the same family of marked Poison processes \( \{ \Gamma^x \}_{x \in \mathbb{Z}} \). For the construction of \((\eta^n_t, t \geq 0)\) and \((\xi^n_t, t \geq 0)\), particles that jump out of \([-n, n]\) are removed. Let us denote by \( P^{\mu \times \mu \phi} \) the joint law of these four processes, such that \( P^\mu \) is the marginal law of \((\eta_t, t \geq 0)\).

Denote by \( \Psi_n(t) \) and \( \Phi_n(t) \) the number of \( \eta^n \) and \( \xi^n \) particles that jump from \( n \) to \( n+1 \) (and are thereby lost) over the time interval \([0, t]\). Let

\[
J_n(\eta, \xi) = \left[ \sup_{x \in [-n,n]} \sum_{y \in [x,n]} (\eta(y) - \xi(y)) \right]^+.
\]

Now note that \( J_n(\eta^n, \xi^n) - \Phi_n(s) + \Psi_n(s) \) can only decrease in time. Hence

\[
\Psi_n(t) \leq \Phi_n(t) + G_n(\eta^n_0, \xi^n_0) \quad P^{\mu \times \mu \phi} - a.s..
\]

Let

\[
G_n(\eta^n_0, \xi^n_0) = \left[ \sup_{x \in (-\infty, n]} \sum_{y \in [x,n]} (\eta(y) - \xi(y)) \right]^+.
\]

Then clearly

\[
\Psi_n(t) \leq \Phi_n(t) + G_n(\eta^n_0, \xi^n_0) \quad P^{\mu \times \mu \phi} - a.s..
\]

Now note that

\[
\frac{\Phi_n(t) + G_n(\eta^n_0, \xi^n_0)}{n} \rightarrow 0 \quad \text{in } P^{\mu \times \mu \phi} - \text{probability as } n \rightarrow \infty,
\]

hence the same holds for \( \Psi_n(t)/n \) in \( P^{\mu \times \mu \phi} \)-probability. Similarly, if we denote by \( \Psi_{-n}(t) \) the number of \( \eta \)-particles jumping from \( -n \) to \( -(n+1) \) over \([0, t]\), it follows that \( \Psi_{-n}(t)/n \) converges to 0 in \( P^{\mu \times \mu \phi} \)-probability. We thus get

\[
\lim_{n} \frac{1}{n} \sum_{-n}^{n} \eta^n_t(x) - \eta^n_0(x) = 0 \quad \text{in } P^{\mu \times \mu \phi} - \text{probability},
\]

and in particular \( \lim_{n} (1/n) \sum_{-n}^{n} \eta^n_t(x) = \rho \) in \( P^{\mu \times \mu \phi} \)-probability. Since \( \eta_t(x) \geq \eta^n_t(x) \) \( P^{\mu \times \mu \phi} \) a.s., we get \( \lim_{n} (1/n) \sum_{-n}^{n} \eta_t(x) \geq \rho \) in \( P^\mu \)-probability. But \( E^\mu [\eta_t(x)] \) does not depend on \( x \) by part i) of Proposition 2.1, hence the last inequality implies that \( E^\mu [\eta_t(0)] \geq \rho \).}

### 4.2 Proof of Theorem 2.3

To prove the theorem we will need two lemmas and a proposition which we state here and prove later:

\[
\square
\]
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Lemma 4.3  Asymmetric transitions
Let \( d = 1 \), \( \{ g(n) \}_{n \geq 0} \) as in (2.6), and consider \( \{ p(x, y) \}_{x, y \in \mathbb{Z}} \) as in (4.1) with \( p \neq q \). Then, for \( \eta \in Y \), the distribution \( P^n \) of the process \( (\eta_t, t \geq 0 : \eta_0 = \eta) \), satisfies
\[
E^n \left[ \int_0^t g(\eta_s(x)) \, ds \right] < \infty \tag{4.6}
\]
for all \( x \in \mathbb{Z} \) and \( t > 0 \).

Lemma 4.4  Exponentially bounded rates
Let \( d = 1 \), \( \{ g(n) \}_{n \geq 0} \) as in (2.6), and consider \( \{ p(x, y) \}_{x, y \in \mathbb{Z}} \) as in (4.1). Assume further that the rate function is exponentially bounded: there exists \( \lambda > 0 \) such that
\[
g(n) \leq e^{\lambda n}, \quad n \in \mathbb{N}_0.
\]
Then for \( \eta \in Y \), \( Y \) the set in (2.16), the distribution \( P^n \) of the process \( (\eta_t, t \geq 0 : \eta_0 = \eta) \), satisfies
\[
\sup_{s \in [0, t]} E^n \left[ g(\eta_s(x))^r \right] < \infty \tag{4.7}
\]
for any \( r \in [1, \infty) \), \( x \in \mathbb{Z} \), and \( t > 0 \).

Proposition 4.1  Let \( (\eta_t, t \geq 0) \), \( \eta_0 \in Y \) be the process given by (2.15). If, for some \( r > 1 \), for all \( t > 0 \), and any initial configuration \( \eta_0 \in Y \),
\[
\sup_{s \leq t} E^{\eta_0} \left[ g(\eta_s(x))^r \right] < \infty, \quad \forall x \in \mathbb{Z}^d, \tag{4.8}
\]
then the process satisfies the forward equation:
\[
\frac{d}{dt} E^{\eta_0} [f(\eta_t)] = E^{\eta_0} \left[ Lf(\eta_t) \right],
\]
for any local bounded function \( f : X \to \mathbb{R} \).

Proof of Theorem 2.3.  We start showing that \( \{ \eta_t, t \geq 0 \} \) is a solution of the martingale problem under the hypothesis of either item of the theorem. For each fixed \( n \in \mathbb{N} \) and initial configuration \( \eta_0 \in Y \), the process \( \{ \eta^\eta_t, t \geq 0 \} \) is supported on the countable state space
\[
\{ \eta \in X; \sum_x \eta(x) = \sum_{|x| \leq n} \eta_0(x) \},
\]
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and the transition rates are bounded above by 
\[ g\left(\sum_{|x|\leq n} \eta_0(x)\right) < \infty, \]
so this is a Markov chain without explosions. Therefore, for any local, bounded function 
\( f : X \rightarrow \mathbb{R} \)
the process
\[ M^n_t(f) := f(\eta^n_t) - f(\eta^n_0) - \int_0^t Lf(\eta^n_s) \, ds \]
is a martingale with quadratic variation
\[ \langle M^n_t(f) \rangle = \int_0^t \sum_{x,y \in \mathbb{Z}^d} g(\eta^n_s(x))p(x,y)(\nabla_{x,y}f(\eta^n_s))^2 \, ds, \]
where \( \nabla_{x,y}f(\eta) := f(\eta^{x,y}) - f(\eta) \) and \( \eta^{x,y} \) is as in (2.3). Let \( A \) be the support of \( f \) and let \( \bar{A} = \{ y \in \mathbb{Z}, \inf_{x \in A} \|y - x\| \leq 1 \} \). Then
\[ E[M^n_t(f)^2] = E[\langle M^n_t(f) \rangle] \leq 8\|f\|^2_{\infty} \int_0^t \sum_{x \in \bar{A}} E[g(\eta^n_s(x))] \, ds. \] (4.10)

Due to (4.6) and (4.7), in either item of the statements of the theorem, we can take the limit as \( n \rightarrow \infty \) in (4.9) and conclude that the sequence \( M^n_t(f) \) converges a.s. and in \( L^1 \) to
\[ M_t(f) = f(\eta_t) - f(\eta_0) - \int_0^t Lf(\eta_s) \, ds. \]

Now, using Fatou’s Lemma and (4.10), we can control the second moment of the increment \( M_t(f) - M_s(f) \):
\[ E[(M_t(f) - M_s(f))^2] = E\left[ \liminf_{n \rightarrow \infty} (M^n_t(f) - M^n_s(f))^2 \right] \leq \liminf_{n \rightarrow \infty} E\left[ (M^n_t(f) - M^n_s(f))^2 \right] \leq 8\|f\|^2_{\infty} \int_s^t \sum_{x \in \bar{A}} E[g(\eta_s(x))] \, ds. \]

It then follows from the main result of [9] that \( M_t(f) \) is a martingale. Now, for item i) of the theorem, (2.4) follows from Fubini’s Theorem and Lemma 4.3, and for item ii) of the theorem, (2.5) follows from Lemma 4.4 and Proposition 4.1. □

### 4.3 Proof of Lemmas 4.3 and 4.4 and of Proposition 4.1

We will now compare two zero-range processes starting from elements \( \eta, \xi \in X_f \). The particles of \( \eta \) will be classified as \( \gamma \) and \( \rho \) particles. This means that at any time \( t \) and any site \( x \), we will have \( \eta_t(x) = \gamma_t(x) + \rho_t(x) \). This comparison will be made thanks to an auxiliary process \( \left( (\gamma_t, \rho_t, \xi_t), t \geq 0 \right) \) on \( X_f^3 \).
Rather than writing down a long generator we state the rates of this process for an arbitrary configuration \((\gamma, \rho, \xi)\). To do so we introduce some further notation: for \(\gamma, \rho \in X_f\), define

\[\rho^0(x) = \begin{cases} \rho(0) + 1 & x = 0, \\ \rho(x) & x \neq 0, \end{cases}\]

\[\gamma^{-1}(x) = \begin{cases} \gamma(0) - 1 & x = 1, \\ \gamma(x) & x \neq 0, \end{cases}\]

and

\[\gamma^1(x) = \begin{cases} \gamma(1) - 1 & x = 1, \\ \gamma(x) & x \neq 1, \end{cases}\]

We now state the rates of the auxiliary process,

1. For \(x \in \mathbb{Z}\), at rate \(pg(\gamma(x) \wedge \xi(x))\) the process jumps to \((\gamma^{x,x+1}, \rho, \xi^{x,x+1})\).
2. For \(x \in \mathbb{Z}\), at rate \(qg(\gamma(x) \wedge \xi(x))\) the process jumps to \((\gamma^{x,x-1}, \rho, \xi^{x,x-1})\).
3. For \(x \in \mathbb{Z}\), at rate \(p[\gamma(x) - g(\gamma(x) \wedge \xi(x))]\) the process jumps to \((\gamma, \rho, \xi^{x,x+1})\).
4. For \(x \in \mathbb{Z}\), at rate \(q[\gamma(x) - g(\gamma(x) \wedge \xi(x))]\) the process jumps to \((\gamma, \rho, \xi^{x,x-1})\).
5. For \(x \in \mathbb{Z}\), at rate \(p[\gamma(x) + \rho(x)] - g(\gamma(x))\) the process jumps to \((\gamma, \rho^{x,x+1}, \xi)\).
6. For \(x \in \mathbb{Z}\), at rate \(q[\gamma(x) + \rho(x)] - g(\gamma(x))\) the process jumps to \((\gamma, \rho^{x,x-1}, \xi)\).
7. For \(x \in \mathbb{Z} \setminus \{-1\}\), at rate \(p[\gamma(x)] - g(\gamma(x) \wedge \xi(x))\) the process jumps to \((\gamma^{x,x+1}, \rho, \xi)\).
8. For \(x \in \mathbb{Z} \setminus \{1\}\), at rate \(q[\gamma(x)] - g(\gamma(x) \wedge \xi(x))\) the process jumps to \((\gamma^{x,x-1}, \rho, \xi)\).
9. At rate \(p[\gamma(1) - g(\gamma(1) \wedge \xi(1))]\) the process jumps to \((\gamma^{1,0}, \rho, \xi)\) if \(\gamma(0) \geq \xi(0)\), and to \((\gamma^{1,0}, \rho, \xi)\) if \(\gamma(0) < \xi(0)\).
10. At rate \(q[\gamma(1) - g(\gamma(1) \wedge \xi(1))]\) the process jumps to \((\gamma^{1,0}, \rho, \xi)\) if \(\gamma(0) \geq \xi(0)\), and to \((\gamma^{1,0}, \rho, \xi)\) if \(\gamma(0) < \xi(0)\).

The processes \((\xi_t, \ t \geq 0)\) and \((\gamma_t, \ t \geq 0)\) follow basic coupling except at configurations \(\gamma, \xi\) such that \(\gamma(-1) > \xi(-1)\) or \(\gamma(1) > \xi(1)\), and \(\gamma(0) \geq \xi(0)\). Then at rate \(p[g(\gamma(-1)) - g(\xi(-1))]\) \(q[g(\gamma(1)) - g(\xi(1))]\), resp.) a \(\gamma\)-particle is removed from \(-1\) (resp.), and added to the \(\rho\)-process, at 0.
To derive some of the properties of this process it is convenient to distinguish \( \rho \)-particles from each other. To do so, we label them with positive integers and adopt the convention that whenever a \( \rho \)-particle has to jump from a site \( x \) the jump is performed by the particle having the lowest label among those present at \( x \). If there are \( k \) \( \rho \)-particles in total at time 0 we label them as \( 1, \ldots, k \) in an arbitrary manner and then each time a \( \rho \)-particle is created we attribute to it the lowest available label in \( \mathbb{N} \). We now let \( \Psi(t) \) be the number of \( \rho \)-particles in the system at time \( t \), and denote by \( Z_i \) the total number of returns (that is, up to time \( \infty \)) to the origin of the \( i \)-th \( \rho \)-particle. We can now state some properties of the process \( (\eta(t), \rho(t), \xi(t), t \geq 0) \).

i) If \( \eta_t := \gamma_t + \rho_t \) (coordinatewise) then \( (\eta_t)_{t \geq 0} \) is a zero-range process with rate function \( g \).

ii) The process \( (\xi_t)_{t \geq 0} \) is a zero-range process with rate function \( g \).

iii) If \( \gamma_0(0) \leq \xi_0(0) \) then \( \gamma_t(0) \leq \xi_t(0) \) for all \( t \geq 0 \).

iv) Assume \( p \neq q \). If the initial configuration is such that \( \rho(x) = 0 \) for all \( x \neq 0 \) then the conditional distribution of \( Z_1, \ldots, Z_k \) given \( \{ \Psi(t) = k \} \) corresponds to i.i.d. geometrically distributed random variables.

The first two properties are immediate consequences of the jump rates. Note that they imply that the total number of particles is conserved. Hence, for any initial configuration in \( X^3 \) the jump rates are bounded. The third property follows from items 9 and 10 and the fact that the rates are non-decreasing. The fourth property is a consequence of the following facts, which are derived from the jump rates.

1. The trajectories of the \( \rho \)-particles have initial position at the origin.
2. The creation of \( \rho \)-particles only depends on the evolution of \( \gamma \) and \( \xi \)-particles.
3. Due to the convention adopted for the jumps of the \( \rho \)-particles, the discrete-time skeletons of the continuous-time trajectories perform i.i.d. \((p, q)\)-random walks, which are independent of the evolution of the \( \gamma \), \( \xi \) particles.

Our next lemma follows from these considerations.

**Lemma 4.5** Let \( d = 1 \), \( \{g(n)\}_{n \geq 0} \) be as in (2.6), and let \( \{p(x, y)\}_{x, y \in \mathbb{Z}} \) be as in (4.1) with \( p \neq q \). Assume that at time 0 there are no \( \rho \)-particles off the origin and let \( H(t) \) be the number of jumps off 0 performed by \( \rho \)-particles over the interval \([0, t]\). Then there exists \( 0 < C < \infty \) independent of \( t \) such that

\[
E[H(t)] \leq CE[\sum_x \rho_t(x)].
\]
Proof of Lemma 4.5. Let \( X_i \) be the number of jumps off 0 performed by the \( i \)-th \( \rho \)-particle and let \( N(t) \) be the number of \( \rho \)-particles created in the time interval \([0, t]\). Then \( X_i \leq Z_i + 1 \) for all \( i \geq 1 \), and since we assume no \( \rho \)-particles are present at time 0, \( N(t) = \sum_x \rho_t(x) = \psi(t) \). By property iv) above \( \psi(t) \) is independent of the random variables \( Z_t \). Hence,

\[
E[H(t)] \leq E \left[ \sum_{i=1}^{N(t)} (Z_i + 1) \right] = E[N(t)](E[Z_1] + 1)
\]

and the lemma follows. \( \square \)

We recall the mapping \( j : X^2 \to \mathbb{R} \)

\[
j(\gamma, \xi) = \left[ \sup_{n \leq 0, m \geq 0} \sum_{x = n}^{m} (\gamma(x) - \xi(x)) \right]^+.
\]

Lemma 4.6 Let \( ((\gamma_t, \rho_t, \xi_t), \ t \geq 0) \) be the Markov Process on \( X^3 \) with dynamics determined by the rates 1–10 above. Denote by \( N(t) \) the number of \( \xi \)-particles jumping off 0 in the time interval \([0, t]\). Then for all \( t \geq 0 \)

\[
\sum_x \rho_t(x) \leq \sum_x \rho_0(x) + N(t) + j(\gamma_0, \xi_0).
\]

Proof of Lemma 4.6 First note that \( j(\gamma_s, \xi_s) \) can increase by at most one unit at any given time, and that this can only occur when a \( \xi \)-particle jumps off 0. We omit the proof of this assertion since it follows the same arguments as the proof of Lemma 4.1. Then, note that \( j(\gamma_s, \xi_s) \) decreases by one unit when a \( \rho \)-particle is created. Therefore,

\[
\sum_x \rho_t(x) - \sum_x \rho_0(x) \leq N(t) + j(\gamma_0, \xi_0) - j(\gamma_t, \xi_t)
\]

and the lemma follows from the fact that \( j(\gamma_t, \xi_t) \) is non-negative. \( \square \)

Proof of Lemma 4.3. In this proof we adopt the following notation: \( E^\eta \) and \( E^{\gamma, \rho, \xi} \) will be the expectations associated with the zero-range process starting from \( \eta \), and with the auxiliary process starting from \( (\gamma, \rho, \xi) \), respectively. Since the construction is translation invariant, it suffices to show that (4.6) holds when \( x = 0 \). We wish to compare \( E^\eta \left[ \int_0^t g(\eta_s(0))ds \right] \) and \( E^{\xi} \left[ \int_0^t g(\eta_s(0))ds \right] \) where \( \eta \) and \( \xi \) are arbitrary elements of \( X_f \). To do so we will apply Lemma 4.6 to an initial configuration \( (\gamma, \rho, \xi) \) such that for all \( x \neq 0 \), \( \gamma(x) = \eta(x) \) and \( \rho(x) = 0 \), \( \gamma(0) = \eta(0) \land \xi(0) \) and \( \rho(0) = [\eta(0) - \gamma(0)]^+ \). As noted before \( \gamma_t + \rho_t \) is a zero-range process with initial configuration \( \eta \). Hence

\[
E^\eta \left[ \# \{ \eta \text{-particles that have jumped off 0 over [0, t]} \} \right] = E^{\gamma, \rho, \xi} \left[ \# \{ \gamma \text{-particles that have jumped off 0 over [0, t]} \} \right] + E^{\gamma, \rho, \xi} \left[ \# \{ \rho \text{-particles that have jumped off 0 over [0, t]} \} \right]. \tag{4.11}
\]
Due to property \( iii \) of the construction, and recalling that \( N(t) \) stands for the number of \( \xi \)-particles jumping off 0 in the time interval \([0, t]\), we have

\[
E^{\gamma, \rho, \xi}[\# \{\gamma \text{-particles that have jumped off } 0 \text{ over } [0, t]\}] \leq E^{\gamma, \rho, \xi}[N(t)].
\]

From (4.11), the previous inequality, and Lemma 4.5, we get

\[
E^n[\# \{\eta \text{-particles that have jumped off } 0 \text{ over } [0, t]\}] \leq E^{\gamma, \rho, \xi}[N(t)] + CE^{\gamma, \rho, \xi}[\sum_x \rho_t(x)],
\]

and using that in the auxiliary process the \( \xi \)-particles evolve as in a zero-range process, we conclude

\[
E^n[\# \{\eta \text{-particles that have jumped off } 0 \text{ over } [0, t]\}] \leq E^{\xi}[N(t)] + CE^{\gamma, \rho, \xi}[\sum_x \rho_t(x)]. \tag{4.12}
\]

Let us now fix \( \eta \in Y \) and pick \( \alpha > 0 \) and \( \beta > 0 \) such that

\[
\int \xi(0)d\mu_\alpha(\xi) > \beta > \max \left\{ \limsup_n \frac{1}{n} \sum_{x=1}^n \eta(-x), \limsup_n \frac{1}{n} \sum_{x=1}^n \eta(x) \right\}.
\]

We then apply (4.12) to \( \eta^n \) and a random configuration \( \xi \) distributed according to \( \Pi_n(\mu_\alpha) \), where \( \Pi_n \) was defined in (3.4). We obtain

\[
E^n[\# \{\eta \text{-particles that have jumped off } 0 \text{ over } [0, t]\}] \leq \int E^{\xi}[N(t)]d(\Pi_n(\mu_\alpha)) (\xi) + \int CE^{\gamma^n, \rho^n, \xi}[\sum_x \rho_t(x)]d(\Pi_n(\mu_\alpha))(\xi), \tag{4.13}
\]

where for all \( x \neq 0, \gamma^n(x) = \eta^n(x) \) and \( \rho^n(x) = 0, \gamma^n(0) = \eta^n(0) \land \xi(0) \) and \( \rho^n(0) = [\eta^n(0) - \gamma^n(0)] \).

The first term of the right hand side above is equal to

\[
\int E^{\xi}\left[ \int_0^t g(\xi_s(0))ds \right] d(\Pi_n(\mu_\alpha))(\xi) \leq \int E^{\xi}\left[ \int_0^t g(\xi_s(0))ds \right] d(\mu_\alpha)(\xi)
\]

Since \( \mu_\alpha \) is invariant, this is equal to

\[
t \int g(\xi(0))d(\mu_\alpha)(\xi) = t\alpha < \infty.
\]

To obtain an upper bound for the second term in (4.13) we use Lemma 4.6 as
follows:
\[
\int E^{\gamma_n, \rho_n, \xi} \left[ \sum_x \rho_t(x) \right] d(\Pi_n(\mu_\alpha))(\xi) \\
\leq \int E^{\gamma_n, \rho_n, \xi} \left[ \sum_x \rho_0(x) + N(t) + j(\gamma_n, \xi) \right] d(\Pi_n(\mu_\alpha))(\xi) \\
\leq \int E^{\gamma_n, \rho_n, \xi} \left[ \eta(0) + N(t) + j(\gamma_n, \xi) \right] d(\Pi_n(\mu_\alpha))(\xi) + \int j(\eta^n, \xi) d(\Pi_n(\mu_\alpha))(\xi) \\
\leq \eta(0) + t\alpha + \int j(\eta^n, \xi) d(\Pi_n(\mu_\alpha))(\xi).
\]

(4.14)

To complete the proof we show that \( \int j(\eta^n, \xi) d(\Pi_n(\mu_\alpha))(\xi) \) is bounded uniformly in \( n \). To do so, note that
\[
\int j(\eta^n, \xi) d(\Pi_n(\mu_\alpha))(\xi) \leq \int j(\eta, \xi) d(\mu_\alpha)(\xi).
\]

It now suffices to prove that \( \int j(\eta, \xi) d(\mu_\alpha)(\xi) \) is finite. This is done as follows: let \( k \) be such that
\[
\max \left\{ \sup_{m \geq k} \frac{1}{m} \sum_{x=1}^{m} \eta(-x), \sup_{m \geq k} \frac{1}{m} \sum_{x=1}^{m} \eta(x) \right\} < \beta.
\]

Then, define
\[
L(\xi) = \inf \left\{ \ell : \inf_{m \geq \ell} \frac{1}{m} \sum_{x=1}^{m} \xi(-x) \geq \beta, \inf_{m \geq \ell} \frac{1}{m} \sum_{x=1}^{m} \xi(x) \geq \beta \right\}.
\]

If \( \xi \) is distributed according to \( \mu_\alpha \), the random variables \( \xi(x), x \in \mathbb{Z} \) are i.i.d. and by Lemma 3.1 have finite exponential moments. Hence, we can apply standard large deviation results to conclude that \( \mu_\alpha(L(\xi) \geq \ell) \) decays exponentially with \( \ell \).

Now define \( M(\xi) = \max \{ L(\xi), k \} \). Then \( j(\eta, \xi) \leq \sum_{x=-M(\xi)}^{M(\xi)} \eta(x) \). Hence
\[
\int j(\eta, \xi) d\mu_\alpha(\xi) \leq \beta \left( 1 + 2 \int M(\xi) d\mu_\alpha(\xi) \right) < \infty
\]
and the proof is completed. \( \square \)

The proof of Lemma 4.3 relied on the fact that the number of visits to the origin of a random walk with non-vanishing drift has finite expectation. This fails in the symmetric case, and to prove that the conclusion of the lemma still holds in this case, we will restrict the family of rate functions to those having at most exponential growth.

Proof of Lemma 4.4 It is enough to prove the lemma for \( x = 0 \). Recall the
graphical representation from §4. We will use it to simultaneously construct the zero-range process for all nearest neighbour dynamics determined by jump probabilities \((p,q)\).

Fix \(n \in \mathbb{N}\) and let \(\eta^n\) be the truncated configuration in (2.13). Under the graphical construction and not counting multiple visits, the number of particles initially to the left of the origin that at any point during \([0,t]\) have reached 0 is maximal for the totally asymmetric dynamics \((p,q) = (1,0)\), whereas the number of particles initially to the right of the origin that ever reach it during \([0,t]\) is maximal for the opposite totally asymmetric dynamics \((0,1)\). Indeed, enumerate particles in the initial \(\eta^n\) configuration according to their distance to the origin and any arbitrary order for particles occupying the same site. Let then \(X_{i,n}\) be the position of the \(i\)-th particle in \(\eta^n\) at time 0, and let us denote by \(X_{i,n}^{(p,q)}(t)\) its position at time \(t\) under the \((p,q)\) dynamics. Furthermore, let us stipulate that on the event that there is a jump out of a site in the graphical construction, the particle with the highest (lowest) index at the site is removed if the direction of the jump is to the right (left).

Then it is easy to check that the graphical construction ensures that

\[
X_{i,n}^{(p,q)}(t) \leq X_{i,n}^{(1,0)}(t) \quad \text{and} \quad X_{i,n}^{(p,q)}(t) \geq X_{i,n}^{(0,1)}(t) \quad \text{for all } t \geq 0.
\]

In particular, if a particle initially to the left of the origin ever reached it during \([0,t]\) for the \((p,q)\) dynamics, the same must hold for the \((1,0)\) dynamics, with an analogous statement holding for the particles initially to the right of the origin and the \((0,1)\) dynamics. For the rest of the proof, we continue using the superscript \((p,q)\) to specify which particular dynamics is being referred to.

Fix \(t > 0\). For the \((p,q)\) dynamics, we have

\[
z\{\text{particles that reach 0 over } [0,t]\} \leq z\{i \in \mathbb{Z}, X_{i,n} = 0\} \\
+ z\{i \in \mathbb{Z}, X_{i,n} < 0, X_{i,n}^{(p,q)}(s) \geq 0 \text{ for some } s \in [0,t]\} \\
+ z\{i \in \mathbb{Z}, X_{i,n} > 0, X_{i,n}^{(p,q)}(s) \leq 0 \text{ for some } s \in [0,t]\}.
\]

Let \(r \geq 1\). Due to the bound \(g(k) \leq e^{\lambda k}, k \in \mathbb{Z}\), and the previous observations,

\[
g(\eta_n^{(p,q)}(0)) \leq e^{\lambda r \eta_n(0)} \cdot e^{\lambda r} \cdot z\{i \in \mathbb{Z}, X_{i,n} < 0, X_{i,n}^{(1,0)}(t) \geq 0\} \\
\times e^{\lambda r} \cdot z\{i \in \mathbb{Z}, X_{i,n} > 0, X_{i,n}^{(1,0)}(t) \leq 0\},
\]

uniformly for \(s \in [0,t]\). Taking expectations and applying the Cauchy-Schwarz inequality, we get

\[
\sup_{s \in [0,t]} E^n \left[ g(\eta_n^{(p,q)}(0)) \right] \leq e^{2 \lambda r \eta_n(0)} \cdot \left( E^n \left[ e^{2 \lambda r} \cdot z\{i \in \mathbb{Z}, X_{i,n} < 0, X_{i,n}^{(1,0)}(t) \geq 0\} \right] \right)^{\frac{1}{2}} \\
\times \left( E^n \left[ e^{2 \lambda r} \cdot z\{i \in \mathbb{Z}, X_{i,n} > 0, X_{i,n}^{(1,0)}(t) \leq 0\} \right] \right)^{\frac{1}{2}}.
\]
We need to show that the last two factors on the right above are uniformly bounded in \( n \). We treat the first, the proof for the second one is completely analogous.

To do so, given \((\xi, \xi') \in Y^2\) such that

\[
  j'(\xi, \xi') = \sup_{n \geq 1} \left[ \sum_{x=-n}^{n-1} (\xi(x) - \xi'(x)) \right]^+ < \infty,
\]

we consider the coupled versions of two zero-range processes \((\xi, \xi')\) following the \((1, 0)\) dynamics, with initial states \((\xi, \xi')\) obtained by means of the graphical representation. Let \( N(t, \xi) \) and \( N(t, \xi') \) be the number of particles jumping from \(-1\) to \(0\) over the time interval \([0, t]\) for the configurations \(\xi\) and \(\xi'\) respectively. It is now easy to verify that

\[
  j'(\xi, \xi') + N(s, \xi) - N(s, \xi') \leq j'(\xi, \xi').
\]

Indeed, \( j' \) only increases when \( N(s, \xi') \) increases and \( N(s, \xi) \) remains constant, and \( j' \) decreases whenever \( N(s, \xi) \) increases and \( N(s, \xi') \) remains constant. But since \( j' \) is nonnegative, (4.15) implies that

\[
  N(t, \xi) \leq N(t, \xi') + j'(\xi, \xi').
\]

For \( \eta \in Y \) the configuration in the statement of the lemma, define

\[
  \alpha = \max \left\{ \limsup_{n \in \mathbb{N}} \frac{1}{n} \sum_{x=1}^{n} \eta(-x), \limsup_{n \in \mathbb{N}} \frac{1}{n} \sum_{x=1}^{n} \eta(x) \right\},
\]

\[
  N_0 = \inf \left\{ n \in \mathbb{N}, \forall l \geq n : \frac{1}{l} \sum_{x=1}^{l} \eta(-x) \leq \alpha + 1 \text{ and } \frac{1}{l} \sum_{x=1}^{l} \eta(x) \leq \alpha + 1 \right\},
\]

and consider \( \phi_0 > 0 \) such that \( E^{\mu_{\phi_0}}[\eta(0)] = \rho > \alpha + 1 \). For \( \sigma \sim \mu_{\phi_0} \), let

\[
  K(\sigma) = \inf \left\{ n \in \mathbb{N}, \text{ for all } l \geq n : \sum_{x=1}^{l} \eta(-x) \leq \sum_{x=1}^{l} \sigma(-x) \right\} < \infty \text{ a.s.}
\]

With this definition we have \( j'(\eta, \sigma) \leq \sum_{x=1}^{K(\sigma)} \eta(-x) \). Note moreover that for \( \xi \in Y, \# \{ i \in \mathbb{Z}, X_{i,n} < 0, X^{(i,0)}_{i,n}(t) \geq 0 \} = N(t, \xi^n) \). Then, by (4.16) applied to \( \eta \) and \( \sigma \), we get

\[
  E^{\eta^n} \left[ e^{2\lambda r} \mathbb{I} \left\{ i \in \mathbb{Z}, X_{i,n} < 0, X^{(i,0)}_{i,n}(t) \geq 0 \right\} \right] \leq E^{\mu_{\phi_0}} \left[ e^{2\lambda r} \sum_{x=1}^{K(\sigma)} \eta(-x) e^{2\lambda r N(t,\sigma)} \right].
\]

By Cauchy-Schwarz again,

\[
  E^{\eta^n} \left[ e^{2\lambda r} \mathbb{I} \left\{ i \in \mathbb{Z}, X_{i,n} < 0, X^{(i,0)}_{i,n}(t) \geq 0 \right\} \right] \leq E^{\mu_{\phi_0}} \left[ e^{4\lambda r} \sum_{x=1}^{K(\sigma)} \eta(-x) \right] \frac{1}{2} E^{\mu_{\phi_0}} \left[ e^{4\lambda r N(t,\sigma)} \right] ^{\frac{1}{2}}.
\]
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By the fact that the invariant distribution $\mu_{\phi_0}$ is a product measure, the occupation number at the origin $\{\sigma_{s(1,0)}(0), s \geq 0\}$, $\sigma_{0(1,0)} \sim \mu_{\phi_0}$, is a birth and death process at equilibrium with constant birth rate $\phi_0 = E^{\mu_{\phi_0}}[g(\sigma(-1))]$ (and death rate $g(\sigma_{s(1,0)}(0))$). Therefore $(N_t := N(t, \sigma), t \geq 0)$ is a Poisson process with intensity $\phi_0$, and finite exponential moment $E^{\mu_{\phi_0}}[e^{4\lambda r N_t}] = e^{\phi_0(e^{4\lambda r} - 1)t}$.

It remains to prove that $E^{\mu_{\phi_0}}[e^{4\lambda r \sum_{x=1}^{K(\sigma)} \eta(-x)}] < \infty$. We can bound $K(\sigma) \leq N_0 + \tilde{K}(\sigma)$, if $N_0$ is as in (4.17) and we define

$$\tilde{K}(\sigma) = \sup \{k \in \mathbb{N}, \sum_{x=1}^{k} \sigma(-x) \leq (\alpha + 1)k\}.$$  

Then

$$E^{\mu_{\phi_0}}[e^{4\lambda r \sum_{x=1}^{K(\sigma)} \eta(-x)}] \leq E^{\mu_{\phi_0}}[e^{4\lambda r \sum_{x=1}^{N_0+\tilde{K}(\sigma)} \eta(-x)}] \leq E^{\mu_{\phi_0}}[e^{\gamma(N_0+\tilde{K}(\sigma))}] = e^{\gamma N_0} E^{\mu_{\phi_0}}[e^{\gamma \tilde{K}(\sigma)}]$$

with $\gamma := 4\lambda r (\alpha + 1)$. By the inclusion of events

$$\{\tilde{K}(\sigma) = k\} \subseteq \left\{\sum_{x=1}^{k} \sigma(-x) \leq (\alpha + 1)k\right\},$$

it remains to show that

$$\sum_{k} e^{\gamma k} \mu_{\phi_0} \left(\sum_{x=1}^{k} \sigma(-x) \leq (\alpha + 1)k\right) < \infty,$$

but this follows from (3.12) if $\phi_0$ is large enough. Hence

$$\sup_{s \in [0,t]} E^n[g(\eta_{n,p,q}(0))^{r}]$$

is bounded uniformly in $n$, and the lemma follows by taking the limit $n \to \infty$.

\[\square\]

**Proof of Proposition 4.1** Let $f : X \to \mathbb{R}$ be a bounded, local function with support $A := \{y \in \mathbb{Z}, \inf_{x \in A} \|y - x\| \leq 1\}$. Hypothesis (4.8) and the graphical representation described in [4] imply that for any $x \in \mathbb{Z}$ and $t > 0$ the process $(\eta_t(x); s \geq 0)$ has finitely many jumps over $[0,t+1]$, and

$$P^{\mu_{\phi_0}}\left(\eta_t(x) \neq \eta_{t-}(-x) \text{ or } \eta_t(x) \neq \eta_{t+}(x) \text{ for some } x \in \tilde{A}\right) = 0.$$  
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Therefore $P(\lim_{s \to t} Lf(\eta_s) = Lf(\eta_t)) = 1 \ \forall t \geq 0$. Since by (4.8) the random variables $g(\eta_s(x))$, $s \in [0, t + 1]$ are uniformly integrable for any finite $t$, $E^{\eta_0}[Lf(\eta_s)]$ is continuous in $s \in [0, t + 1]$, and from (2.4) we conclude that $E^{\eta_0}[f(\eta_t)]$ is differentiable with derivative
\[
\frac{d}{dt} E^{\eta_0}[f(\eta_t)] = E^{\eta_0}[Lf(\eta_t)],
\]
which is the forward equation. \hfill \Box

5 Alternative construction of the zero-range process

In this section we provide an alternative construction of the zero-range process again under the assumption that the rate function $g$ is non-decreasing. This construction is less general than the construction of §3 and §4 in the sense that it places more restrictive assumptions on the rate function $g(n)$, for instance for dimension $d$ and mean-zero, finite-range jump dynamics it requires that $\sup_{1 \leq k \leq n}(g(k) - g(k - 1)) \leq Cn^a$ with $a < \frac{2}{d}$, see Corollary [2.1]. On the other hand, it also works on dimensions greater than 1 and does not require nearest neighbour jump probabilities.

We start with some definitions. Let $\{p(x, y)\}_{x, y \in \mathbb{Z}^d}$ be a family of translation invariant transition probabilities and consider the continuous-time random walk $(X_t; \ t \geq 0)$ generated by $\{p(x, y)\}_{(x, y) \in \mathbb{Z}^d}$. Let $P^z$ the law of $(X_0; \ t \geq 0)$ with initial condition $X_0 = z$. Let
\[
\tau_0 := \inf\{t \geq 0; X_t = 0\}
\]
be the hitting time of the origin by the random walk and let
\[
F_z(t) := P^z(\tau_0 \leq t).
\]

Notice that it may happen that $\tau_0 = +\infty$ with positive probability. We recall some notation from §2. Given $\eta \in X$ and $\{x^j\}_{i \in \mathbb{N}}$ an enumeration of the particles of $\eta$, let
\[
\eta^N(z) := \sum_{i=1}^{N} 1(x^i = z), \quad z \in \mathbb{Z}^d
\]
and
\[
h(n) := \sup_{1 \leq j \leq n}(g(j) - g(j - 1)).
\]

Finally, for $\eta \in X$, $t \geq 0$ and $z \in \mathbb{Z}^d$ we let
\[
\overline{m}_z(t, \eta) = \sum_{i \in \mathbb{N}} F_{x^i-\overline{m}_z}(h(i)t).
\]
Lemma 5.1 Let \( \eta_0 \in X \) be an initial configuration of particles and let \( \{x^0_i\}_{i \in \mathbb{N}} \) be an enumeration of the particles of \( \eta_0 \). Let \( t \geq 0 \) and \( z \in \mathbb{Z}^d \). If \( \overline{m}_z(t, \eta_0) \) is finite for any \( z \in \mathbb{Z}^d \), then \( \eta_s(x) < \infty \) for all \( s \in [0, t] \) and \( x \in \mathbb{Z}^d \), and it satisfies
\[
\log E[e^{\theta \eta_s(x)}] \leq (e^\theta - 1)\overline{m}_z(t, \eta_0)
\]
for any \( s \leq t \), any \( \theta > 0 \) and any \( z \in \mathbb{Z}^d \).

Proof. Note that the sequence of initial configurations \( \{\eta^N_0\}_{N \in \mathbb{N}} \) is increasing, and therefore one can use the graphical representation to construct a sequence \( (\eta^N_i; t \geq 0) \) of zero-range processes with initial conditions \( \eta^N_0 \), such that \( \eta^N_t(x) \) is increasing in \( N \) for any \( t \geq 0 \). Therefore, the limit
\[
\eta_t(x) := \lim_{N \to \infty} \eta^N_t(x)
\]
exists in \([0, \infty[\). By monotonicity this limit is the same as in (2.15). Our aim is to prove that it is finite. For any \( N \in \mathbb{N} \) and any \( t \geq 0 \), \( \eta^N_t \) and \( \eta^{N+1}_t \) differ in only one site \( x^{N+1}_t \) and by only one unit. Conditioned on the trajectory of \( (\eta^N_i; t \geq 0) \), the process \( (x^{N+1}_t; t \geq 0) \) is a time-inhomogeneous random walk with transition rates
\[
r^{N+1}_t(x, y) = p(y-x)[g(\eta^N_t(x)+1) - g(\eta^N_t(x))]
\]
and initial position \( x^{N+1}_0 \). Since the zero-range process \( \eta^N_t \) has exactly \( N \) particles,
\[
r^{N+1}_t(x, y) \leq p(y-x)h(N+1).
\]
In particular, \( (x^N_t; t \geq 0) \) can be coupled with a random walk \( (X^N_t; t \geq 0) \) with transition probabilities \( \{p(z)\}_{z \in \mathbb{Z}^d} \) starting at \( x^N_0 \) in such a way that both walks visit exactly the same sites in exactly the same order, and such that the walk \( (x^N_t; t \geq 0) \) always visits sites after the walk \( (X^N_t; t \geq 0) \). Moreover, we can define these couplings in such a way that the walks \( (X^N_t; t \geq 0)_{N \in \mathbb{N}} \) are independent. Define
\[
\tau^N_z := \inf\{t \geq 0; X^N_t = z\}, \quad \hat{\tau}^N_z := \inf\{t \geq 0; x^N_t = z\}
\]
and notice that
\[
\hat{\tau}^N_z \geq \frac{\tau^N_z}{h(N)}.
\]
Now we observe that the number of particles at site \( z \) at time \( t \) is bounded by the number of particles that passed by \( z \) up to time \( t \). Therefore, for any \( z \in \mathbb{Z}^d \) and any \( N \in \mathbb{N} \),
\[
\eta^N_t(z) \leq \sum_{i=1}^N 1(\hat{\tau}^N_z \leq t) \leq \sum_{i=1}^N 1(\tau^N_z \leq h(i)t).
\]
Taking expectations, we see that
\[
E^{\eta^N_0}[\eta^N_s(z)] \leq \sum_{i=1}^{N} F_{x_i^0-z}(h(i) s) \leq \overline{m}_z(s, \eta_0) \leq \overline{m}_z(t, \eta_0).
\]

Therefore, \((\eta_s; 0 \leq s \leq t)\) is well defined. Notice that \(\eta_t\) satisfies
\[
\eta_t(z) \leq \sum_{i \in N} 1(\tau^i_s \leq h(i)t).
\]
The RHS of this estimate is a sum of independent random variables with Bernoulli laws of parameter \(p_i = F_{x_i^0-z}(t)\). Therefore,
\[
\log E^{\eta_0}[e^{\theta \eta_t(z)}] \leq \sum_{i \in N} \log(1 + p_i(e^{\theta} - 1)) \leq (e^{\theta} - 1) \overline{m}_z(t, \eta_0),
\]
which finishes the proof of the lemma. \(\square\)

5.1 The martingale problem and the forward equation
In this section we show that under the conditions stated in Theorem 2.4, the process constructed in Lemma 5.1 satisfies the martingale problem.

Proof of Theorem 2.4. Recall that according to Lemma 5.1, the process \((\eta_t^N; 0 \leq t \leq T)\) is well defined as the increasing limit of the processes \((\eta^N_t; 0 \leq t \leq T)\) \(N \in \mathbb{N}\), which are the zero-range processes with initial configuration \(\eta^N_0\) given by (5.1). Since the process \(\eta^N_t\) has a finite number of particles, for any local, bounded function \(f: \mathbb{X} \to \mathbb{R}\),
\[
M^{\eta^N}_t(f) := f(\eta^N_t) - f(\eta^N_0) - \int_0^t Lf(\eta^N_s)ds
\]
is a martingale. Since \(f\) is bounded, \(f(\eta^N_t) - f(\eta^N_0)\) converges a.s. to \(f(\eta_t) - f(\eta_0)\) and also in \(L^p\), for any \(p > 0\). Let \(A \subseteq \mathbb{Z}^d\) be the support of \(f\), that is, \(A\) is the smallest subset of \(\mathbb{Z}^d\) such that \(f(\eta) = f(\xi)\) whenever \(\eta \) and \(\xi\) agree on \(A\), and define \(\bar{A} = \{y \in \mathbb{Z}^d, p(x - y) > 0 \text{ for some } x \in A\}\). Since \(f\) is local and \(p(\cdot, \cdot)\) is finite range, both \(A\) and \(\bar{A}\) are finite. We have that
\[
Lf(\eta) = \sum_{x, y \in A} p(y - x)g(\eta(x))(f(\eta^{x,y}) - f(\eta)) + \sum_{x \in A, y \notin A} p(y - x)g(\eta(x))(f(\eta - \delta_x) - f(\eta)) + \sum_{x \in A, y \notin A} p(x - y)g(\eta(y))(f(\eta + \delta_x) - f(\eta)),
\]
where $\delta_x$ is the configuration with exactly one particle at site $x$ and no particles at other sites. From Lemma 5.1

$$\log E^N [g(\eta^N_t(z))^p] \leq e^p(e^{\theta p} - 1)\mathcal{M}_z(t, \eta_0)$$

for any $0 \leq t \leq T$, any $N \in \mathbb{N}$ and any $z \in \mathbb{Z}^d$. From (2.18), this implies that there exists a constant $C = C(f, c, \theta, p)$ such that

$$E^N \|L f(\eta^N_t)\|^p \leq \exp \{C(e^{\theta p} - 1) \sup_{z \in \overline{A}} \mathcal{M}_z(T, \eta_0)\}$$

for any $0 \leq t \leq T$ and any $N \in \mathbb{N}$. This shows that

$$\lim_{N \to \infty} \int_0^t L f(\eta_t^N) ds = \int_0^t L f(\eta_s) ds$$

in $L^p$ for all $p > 1$. Therefore the process

$$M_t(f) := \lim_{N \to \infty} M_t^N(f)$$

is well defined and it is a martingale, as we wanted to show. Now (2.5) follows from an argument analogous to the one applied to prove Proposition 4.1. □

### 5.2 Finite range random walks

**Proof of Corollary 2.1** Since under condition $a)$ or $b)$ the rate function is bounded by an exponential, we only need to show that (2.18) is satisfied. First note that under the assumption

$$\limsup_{m \to \infty} \frac{1}{(2m + 1)^d} \sum_{\|x\| \leq m} \eta_0(x) \leq \rho,$$

for any $z \in \mathbb{Z}^d$ there exists an enumeration of the particles $\{x_i\}_{i \in \mathbb{N}}$ and a positive constant $c = c(z)$ such that

$$\|x^i_0 - z\| \geq c k^{1/d}$$

for any $k > \eta_0(z)$. Let us obtain a generic bound for the probability $\mathbb{P}^x(\tau_0 \leq t)$. By translation invariance,

$$\mathbb{P}^x(\tau_0 \leq t) = \mathbb{P}^0(\tau_{-x} \leq t),$$

where

$$\tau_{-x} := \inf\{t \geq 0; X_t = -x\},$$
so we can assume \( wlog \) that \( X_0 = 0 \). We now proceed to show that (2.18) holds under condition \( a \). Since

\[
\sum_{z \in \mathbb{Z}^d} z p(z) = 0,
\]

the random walk \( (X_t; t \geq 0) \) is a martingale. Therefore, by Doob’s inequality, for any \( p > 1 \),

\[
\mathbb{E}_0^0 \left( \sup_{0 \leq s \leq t} \|X_s\| \right) \leq C_p \mathbb{E}_0^0 [\|X_t\|].
\]

Notice that

\[
\mathbb{P}_0^0 (\tau_x - t \leq t) \leq \mathbb{P}_0^0 \left( \sup_{0 \leq s \leq t} \|X_s\| \geq \|x\| \right) \leq \frac{C_p \mathbb{E}_0^0 [\|X_t\|]}{\|x\|^p}.
\]

On the other hand, a simple induction in \( p \) argument shows that if \( p \in \mathbb{N} \) there exists a constant \( C \) depending only on the transition probabilities \( \{p(z)\}_{z \in \mathbb{Z}^d} \) and the exponent \( p \) such that

\[
\mathbb{E}_0^0 [\|X_t\|^p] \leq Ct^{p/2},
\]

This can then be extended to all \( p \in \mathbb{R}, p \geq 1 \) because by Jensen’s inequality for any real valued random variable \( Y \), \( [E(|Y|^p)]^{1/p} \) is increasing in \( p \). We conclude that

\[
\mathbb{P}_0^0 (\tau_x - t \leq t) \leq \frac{C't^{p/2}}{\|x\|^p}.
\]

Therefore, by (5.2) and (5.3),

\[
\sum_{k \in \mathbb{N}} F_{x_0 - z} (h(k)t) \leq \eta_0(z) + \sum_{k > \eta_0(z)} \frac{C't^{p/2}h(k)^{p/2}}{k^{p/d}}.
\]

Taking \( p \) large enough to satisfy \( \alpha < \frac{2}{d} - \frac{2}{p} \), the above sum converges and (2.18) is satisfied.

To prove that condition \( b \) implies (2.18) too, first note that from (5.2) and the finite range condition on \( p(x, y) \), there exists a constant \( D \) such that for \( k \) large enough, the \( k \)-th particle of our enumeration must jump at least \( D k^{1/d} \) times before reaching \( z \). Therefore \( F_{x_0 - z} (h(k)t) \) is bounded above by

\[
P \left( Z_1 + \cdots + Z_{\lfloor Dk^{1/d} \rfloor} \leq h(k)t \right),
\]

where the \( Z_i \)'s are i.i.d. exponential random variables of parameter 1, and \( \lfloor Dk^{1/d} \rfloor \) denotes the integer part of \( Dk^{1/d} \). Since by condition \( b \)

\[
\lim_{k \to \infty} \frac{h(k)}{k^{1/d}} = 0,
\]

the probability in (5.4) tends to 0 faster than \( \exp(-\alpha k^{1/d}) \) for some \( \alpha > 0 \). Therefore \( \sum_k F_{x_0 - z} (h(k)t) < \infty \) and the proof of the corollary is complete. \( \square \)
Remark 5.1 One could try to use a large deviations bound in order to improve the estimate on the hitting time of the origin. This gives only a marginal improvement on the class of rate functions for which our method applies. The idea is the following. If \( h(n) \ll n^{2/d} \), then the event \( \{ \tau_0 \leq h(n)t \} \) is a large deviation under \( \mathbb{P}^{x_0} \), since the walk does not have time to reach the origin in such a short time. By large deviations, we know how to realize this rare event efficiently: we need to put a constant drift towards the origin, in such a way that the walk arrives to the origin exactly at time \( t \). A reasoning along these lines will eventually lead to a sharp estimate, but this sharper estimate does not allow to go beyond \( h(n) \ll n^{2/d} \).

For \( h(n) \gg n^{2/d} \), this is no longer a large deviations estimate, but an estimate on Green’s functions, since in that case, up to time \( h(n)t \) the walk has time to explore a region of space that has the origin near its center. Therefore, large deviations estimates may help to prove Corollary 2.1 for a rate \( g(n) = \frac{n^{2/d}}{a(n)} \) with \( a(n) \uparrow +\infty \) slower than \( n^d \) for any \( \delta > 0 \), but not to cross the threshold \( n^{2/d} \), and fundamentally different techniques are needed to study faster growing rates.

Remark 5.2 For finite-range, asymmetric random walks, one can apply large deviation bounds to improve condition \( b \) in Corollary 2.1. The particles that have a reasonable chance to ever hit the origin belong to a curved cone of radius \( o(t^{1/2+\epsilon}) \), with vertex at the origin and central ray in the direction opposed to the mean of the walk. The number of points in this cone up to distance \( n \) from the origin is of order \( o(n^{d+1/2}+o(1)) \). If \( \{ x_n, n \in \mathbb{N} \} \) is a labeling of the particles in the cone in increasing distance from the origin, we have that \( \| x_{n0} \| = \mathcal{O}(n^{d+1/2+\epsilon'}) \) for some \( \epsilon' > 0 \) that goes to 0 when \( \epsilon \to 0 \). Therefore, Corollary 2.1 should hold for \( a < \frac{2}{d+1} \). Since the computations are very demanding and the result is not optimal, we decided to exclude them from the article.

6 Open problems

We finish this paper stating some open problems.

1. Does equality hold in item ii) of Proposition 2.1?

2. By Proposition 2.1 we see there is a large class of initial configurations for which the process does not explode. Are all configurations with a finite asymptotic density in that class? Theorem 2.2 states that this is the case when \( p(x,y) \) corresponds to a nearest neighbour one-dimensional random walk, but its proof cannot be generalized and new ideas are required.

3. In the context of Theorem 2.3 does the integrated forward equation hold in the symmetric case for any increasing function \( g(k) \)? Does the backward equation hold if \( g(k) \) is bounded by an exponential? Regarding this last question, in [3] the backward equation is proved up to some finite time \( t \) which depends on the initial configuration when \( d = 1 \) and \( p(0,1) = 1 \).
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