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Abstract

We study the problem of matrix completion in this paper. A spectral scaled Student prior is exploited to favour the underlying low-rank structure of the data matrix. We provide a thorough theoretical investigation for our approach through PAC-Bayesian bounds. More precisely, our PAC-Bayesian approach enjoys a minimax-optimal oracle inequality which guarantees that our method works well under model misspecification and under general sampling distribution. Interestingly, we also provide efficient gradient-based sampling implementations for our approach by using Langevin Monte Carlo. More specifically, we show that our algorithms are significantly faster than Gibbs sampler in this problem. To illustrate the attractive features of our inference strategy, some numerical simulations are conducted and an application to image inpainting is demonstrated.

1. Introduction

Arising in various applications such as recommender systems Bennett and Lanning (2007); Xiong et al. (2010); Adomavicius and Tuzhilin (2011), genotype imputation Chi et al. (2013); Jiang et al. (2016), image processing Cabral et al. (2014); Luo et al. (2015); He and Sun (2014) and quantum state tomography Gross et al. (2010); Mai and Alquier (2017), matrix completion aims at rebuilding a matrix from its partially observed entries. Most of the recent methods for this problem are usually based on penalized optimizations which are considered both from theoretical and computational point of views. The seminal results were done in Candès and Recht (2009); Candès and Tao (2010); Candès and Plan (2010); Koltchinskii et al. (2011); Negahban and Wainwright (2012). Several efficient algorithms had also been proposed and studied as in Mazumder et al. (2010); Recht and Ré (2013); Hastie et al. (2015).

On the other hand, various Bayesian approaches have also been proposed in the problem of matrix completion largely from a computational direction Lim and Teh (2007); Salakhutdinov and Mnih (2008); Zhou et al. (2010); Alquier et al. (2014); Lawrence and Urtasun (2009); Cottet and Alquier (2018); Babacan et al. (2012); Yang et al. (2018). These Bayesian estimators are mostly based on conjugate low-rank factorization priors which allow to use Gibbs sampling Alquier et al. (2014); Salakhutdinov and Mnih (2008). Nevertheless, these Gibbs samplers require to calculate a number of matrix inversions or singular value decompositions at each iteration which is costly and can slow down significantly the algorithm for large data. Variational Bayes methods based on optimization have been also considered in this problem Lim and Teh (2007); Babacan et al. (2012); Yang et al. (2018).
However, the theoretical understanding of Bayesian estimators has received quite limited attention, up to our knowledge, Mai and Alquier (2015) and Alquier and Ridgway (2020) are the only prominent works. More specifically, they showed that a Bayesian estimator with a low-rank factorization prior reaches the minimax-optimal rate up to a logarithmic factor. The paper Alquier and Ridgway (2020) further shows that the same rate can be obtained by using a Variational Bayesian estimator and the concentration rate of posterior is also studied in their works.

In this paper, we study the problem of Bayesian matrix completion where a spectral scaled Student is exploited to favour the (approximate) low-rank structure of the underlying matrix. We prove that our PAC-Bayesian estimator enjoys a general minimax-optimal oracle inequality. As a result, it shows that our estimator works well in general cases which are under model misspecification and under general sampling distribution. While this theory is similar to Mai and Alquier (2015), where a different prior (a low-rank factorization prior) is studied, our result presents an absolute improvement over that paper. More specifically, the leading constant in our minimax-optimal oracle inequality is strictly smaller than 2 while the leading constant in Mai and Alquier (2015) is 3. Up to our knowledge, a sharp minimax-optimal oracle inequality with leading constant 1 has not yet been obtained for Bayesian matrix completion.

2. Bayesian matrix completion

2.1. Model

Let $M^* \in \mathbb{R}^{m \times p}$ be an unknown (expected to be low-rank) matrix of interest. We observe a random subset of noisy entries of $M^*$ as

$$Y_{ij} = M^*_{ij} + E_{ij}, \quad (i, j) \in \Omega$$

where $\Omega$ is a subset of indices $\{1, \ldots, m\} \times \{1, \ldots, p\}$ and $E_{ij}$ are independently generated noise at the location $(i, j)$ with $E(E_{ij}) = 0$. Let $\Pi_{ij}$ denote the probability to observe the $(i, j)$-th entry. Then, the problem of recovering $M^*$ with $n = |\Omega| < mp$ under the assumption that $\text{rank}(M^*) \ll \min(m, p)$ is called the noisy matrix completion problem.

We consider the following (pseudo-)Bayesian mean estimator with a given prior distribution $\pi(dM)$,

$$\hat{M}_\lambda = \int M \hat{\rho}_\lambda(dM),$$

where $\hat{\rho}_\lambda(dM) \propto \exp(-\lambda r(M))\pi(dM)$ is the posterior in which $r(M) = \sum_{(i, j) \in \Omega} (Y_{ij} - M_{ij})^2/n$.

The choice $\lambda = n/(2\sigma^2)$ is corresponding exactly to the Bayesian mean estimator that would be obtained for a Gaussian noise. However, by using $\lambda$, this will allow us to obtain the optimality of the estimator under a wider class of noises. Moreover, this kind of fractional posterior has been shown to work well in misspecification model Alquier and Ridgway (2020); Bhattacharya et al. (2019); Grünwald and Van Ommen (2017); Bissiri et al. (2016) which in our setup can be used for approximate low-rank model.
2.2. Low-rank promoting prior: a spectral scaled Student prior

We consider the following prior,

$$\pi(M) \propto \det(\tau^2I + MM^T)^{-(p+m+2)/2}$$  \hspace{1cm} (3)

where $\tau > 0$ is a tuning parameter and $I_m$ is the $m \times m$ identity matrix.

To illustrate that this prior has the potential to encourage the low-rankness of $M$, one can check that

$$\pi(M) \propto \prod_{j=1}^{m} (\tau^2 + s_j(M)^2)^{-(p+m+2)/2},$$

where $s_j(M)$ denotes the $j$-th largest singular value of $M$. It is well known that the log-sum function $\sum_{j=1}^{m} \log(\tau^2 + s_j(M)^2)$ encourages a sparsity on $\{s_j(M)\}$, see Candes et al. (2008); Yang et al. (2018). Alternatively, one can recognize a scaled Student distribution evaluated at $s_j(M)$ in the last display above which induces sparsity on $\{s_j(M)\}$, Dalalyan and Tsybakov (2012). Thus the resulting matrix $M$ enjoys a low-rank structure, approximately.

Although this prior is not conjugate in our problem, it is particularly convenient to implement the Langevin Monte Carlo algorithm, a gradient-based sampling method, see Section 3.

2.3. Theoretical guarantees

Before we present the theoretical guarantees for our procedure, let us formulate some assumptions.

**Assumption 1:**
There is a known $L > 0$ such that $\|M^*\|_\infty = \sup_{i,j} |M^*_{ij}| \leq L < +\infty$.

**Assumption 2:**
The noise variables $\mathcal{E}_1, \ldots, \mathcal{E}_n$ are independent and independent of $X_1, \ldots, X_n$. There exist two known constants $\sigma > 0$ and $\xi > 0$ such that

$$\mathbb{E}(\mathcal{E}_i^2) \leq \sigma^2$$

$$\forall k \geq 3, \quad \mathbb{E}(|\mathcal{E}_i|^k) \leq \sigma^2 k! \xi^{k-2}.$$

For any matrix $A_{m \times p}$, let $\|A\|_F$ denote the Frobenius norm, i.e., $\|A\|_F^2 = \text{Tr}(A^T A)$. We define a (general-Frobenius) “norm” as follow $\|A\|_{F,\Pi}^2 = \sum_{ij} (A_{ij})^2 \Pi_{ij}$. Note that when the sampling distribution $\Pi$ is uniform, then $\|A\|_{F,\Pi}^2 = \|A\|_F^2 / (mp)$.

Put $C_1 := 2 \left[ 4\sigma^2 + (3L)^2 \right]$ and $C_2 := 12L(2\xi + 3L)$ and take $C$ such that $C > C_2 + 3C_1/2$. We are now ready to state our main theoretical result and the proof of this theorem is postponed to Appendix A.
Theorem 1 Let Assumption 1 and 2 be satisfied and take \( \lambda = \lambda^* := n/C \). Then, with probability at least \( 1 - \epsilon \), \( \epsilon \in (0,1) \), one has for any matrix \( \hat{M} \), s.t. \( \sup_{i,j} |\hat{M}_{ij}| \leq L \) with its rank at most \( r \) that

\[
\|\hat{M}_{\lambda^*} - M^*\|_{F,\Pi}^2 \leq \inf_M (1 + \delta)\|M - M^*\|_{F,\Pi}^2 + \frac{C r (m + p) \log (mp)}{n} + \frac{C}{n} \log \frac{2}{\epsilon}, \tag{4}
\]

where \( \delta \) is in \( (0,1) \) and \( C > 6C \) is a universal constant that depends on \( \sigma^2, L, \xi \) only.

We remark that our oracle inequality (4) comes with a leading constant \( 1 + \delta < 2 \) (thank to a more careful calculation) with \( 0 < \delta < 1 \) that is absolutely smaller than the leading constant 3 in Theorem 1 in Mai and Alquier (2015). Thus our work presents an improved oracle inequality for Bayesian matrix completion. We would like to note that a sharp oracle inequality with a leading constant 1 is not yet obtained for Bayesian matrix completion and remains as an important open question.

We note that Theorem 1 is stated under a general setting. More specifically, it holds without any assumption on the sampling distribution of the observations as done in Mai and Alquier (2015) while other works require some, see e.g. Foygel et al. (2011); Klopp (2014); Negahban and Wainwright (2012). Moreover, Theorem 1 can also be used in various setup where the underlying matrix \( M^* \) is for example low-rank, approximate low-rank... Several special cases are derived in the Appendix A.

It is remarked that the convergence rate \( r(m + p) \log (mp) / n \) is minimax-optimal up to a log-factor. A lower bound for low-rank matrix completion is provided in Koltchinskii et al. (2011) that is \( r(m + p) / n \), whereas the sharp upper bounds are obtained by penalized minimization methods in Klopp (2015); Chen et al. (2019). Up to our knowledge, however, a sharp rate for Bayesian estimators in the problem of matrix completion still remains open. The paper Mai (2021b), based on numerical comparisons between Bayesian methods and a de-biased estimator in Chen et al. (2019) which sharply reached the minimiax-optimal rate, conjectures that the Bayesian methods could actually reach this rate sharply and the additonal logarithmic factor could be due to the teachnical proofs.

3. Numerical Studies

3.1. Unadjusted Langevin Monte Carlo algorithm

Let \( P_{\Omega}(\cdot) : \mathbb{R}^{m \times p} \to \mathbb{R}^{m \times p} \) be the orthogonal projection onto the observed entries in the index set \( \Omega \) that \( P_{\Omega}(Y)_{ij} = Y_{ij} \), if \( (i,j) \in \Omega \), and 0 otherwise.

We propose to compute an approximation of the posterior in (2) by a suitable version of the Langevin Monte Carlo algorithm, a gradient-based sampling method.

Let us remind that we have

\[
\nabla \log \hat{\rho}_\lambda(M) = -\frac{2\lambda}{n}P_{\Omega}(Y - M) - (p + m + 2)(\tau^2 I_m + MM^T)^{-1} M.
\]

In this work, we aim at using the constant step-size unadjusted Langevin Monte Carlo algorithm (denoted by LMC), see Durmus and Moulines (2019) for detail. This algorithm is defined by selecting an initial matrix \( M_0 \) and then by using the recursion

\[
M_{k+1} = M_k - h \nabla \log \hat{\rho}_\lambda(M_k) + \sqrt{2h} W_k, \quad k = 0, 1, \ldots, \tag{5}
\]
where $h > 0$ is the step-size and $W_0, W_1, \ldots$ are independent random matrices with i.i.d. standard Gaussian entries.

For small values of the step-size $h$, the posterior mean $\hat{M} = \sum_k^T M_k/T$ is very close to the integral (2) of interest. However, for some $h$ that may not be small enough, the Markov process can be transient and as a consequence the sum explodes Roberts and Stramer (2002). Several strategies are available to address this issue: one can take a smaller $h$ and restart the algorithm or a Metropolis–Hastings correction can be included in the algorithm (denoted MALA, see details in the Appendix A). The Metropolis–Hastings approach ensures the convergence to the desired distribution, however, the algorithm is greatly slowed down because of an additional acceptance/rejection step at each iteration. Taking a smaller $h$ also slows down the algorithm but we keep some control on its time of execution.

### 3.2. Simulation studies

In order to assess the behaviour of our algorithms, we first conducted a series of experiments with simulated data:

- **Setting I**: In the first setting, a rank-$r$ matrix $M^*$ is generated as the product of two rank-$r$ matrices,

$$M^* = U_{m \times r}^* (V_{p \times r}^*)^\top,$$

where the entries of $U^*$ and $V^*$ are i.i.d $\mathcal{N}(0, 1)$. With a missing rate $\nu = 20\%, 50\%$ and $80\%$, we observe the entries of the matrix $M^*$ using a uniform sampling. Then, this sampled set is corrupted by noise as in (1), where $E_i$ are i.i.d $\mathcal{N}(0, 1)$. The dimensions are alternated by fixing $m = 100$ and varying $p = 100$ and 500. The rank $r$ is varied between $r = 2$ and $r = 5$.

- **Setting II**: The second series of simulations is similar to the first one, except that the matrix $M^*$ is no longer rank-$r$, but it can be well approximated by a rank-$r$ matrix:

$$M^* = U_{m \times r}^* (V_{m \times r}^*)^\top + \frac{1}{10} (A_{m \times 50})(B_{m \times 50})^\top$$

where the entries of $A$ and $B$ are i.i.d $\mathcal{N}(0, 1)$.

We compare our method with the state-of-the-art method in Bayesian matrix completion from Alquier et al. (2014); Alquier and Ridgway (2020) which employed a Gibbs sampler algorithm. This method is denoted by ‘Gibbs’.

For each setting, we simulate 50 data sets (simulation replicates). Then, we report the average and the standard deviation for a measure of error of each method over the replicates. The performance of a method (say $\hat{M}$) is measured by the mean squared error (MSE) per entry MSE := $\|\hat{M} - M^*\|_F^2/(mp)$ and the normalized mean square error (NMSE) NMSE := $\|\hat{M} - M^*\|_F^2/\|M^*\|_F^2$. We also measure the prediction error by using Pred := $\|\hat{M}^\Omega - M^*\|_F^2/(mp - n)$, where $\Omega$ is the set of un-observed entries.

The results are reported in Table 1 and 2. The choice of the step-size parameters is set as $h = 1/(pmn 400)$ which is selected such that the acceptance rate of MALA is approximate 0.5. We fixed $\tau = 1$ in all settings. The LMC, MALA and Gibbs sampler are used with tuning parameter $\lambda = 1/(4\sigma^2)$. In this simulation, LMC and MALA are initialized by using
the output from the Gibbs sampler (after 50 iterations run). The parameters for the prior of the ‘Gibbs’ method are \( K = 10, a = 1, b = 1/100 \). These algorithms are run with \( T = 200 \) iterations and we take the first 100 steps as burn-in.

Results from our simulations in Table 1 and 2 show that our proposed algorithms (LMC and MALA) perform quite similar to the Gibbs sampler. However, it is shown that LMC and MALA are much more faster than the Gibbs sampler, see Figure 1. More specifically, we compare the running time of the LMC, MALA against the Gibbs sampler with \( k = \min(m, p) \) and \( k = \min(m, p)/2 \), in which we fixed \( m = 100, r = 2, v = 20\% \) and \( p \) is varied by 50, 100, 200, 500.

### 3.3. Real application to Image inpainting

We further applied our proposed algorithms on image inpainting to evaluate their performance on real data. The aim of image inpainting is to complete an image with missing pixels. Here, we applied our methods on the well-known benchmark image Lena Gonzalez and Woods (2007) which is of size 256 \( \times \) 256. This data has been used before in the context of matrix completion in Yang et al. (2018). The LMC and MALA are initialized from an output from the SoftImpute method in Mazumder et al. (2010) which is available in You (2020); Hastie and Mazumder (2015).

We consider the cases where \( v = 20\% \) and \( v = 50\% \) of pixels are missing uniformly at random. The experiments are repeated 30 times and the average of the considered errors is reported. The original Lena 256 \( \times \) 256 image with missing pixels and these images recovered by respective algorithms and the estimation errors results are given in Table 3.

From the results in Table 3 and Figure 2, we see that our proposed methods outperform the method based on Gibbs sampler. This can be explained as that the Gibbs sampler algorithm based on Gaussian low-rank factorization prior where all the entries of the image’s matrix are positive and thus the Gaussian low-rank factorization prior may not be an appropriate prior for image inpainting. On the other hand, our approach indicates that the spectral scaled student prior can capture the (approximate) low-rank structure and the smoothness of the image data matrix and as a consequence it helps obtain a better visual quality image, see Figure 2.

### 4. Conclusion

In this paper, we have studied the problem of Bayesian matrix completion by using a spectral scaled Student prior to promoting the low-rank structure of the underlying matrix. We have provided a thorough theoretical evaluation for our Bayesian estimator under both model misspecification and general sampling distribution. We have also provided efficient gradient-based sampling algorithms for our estimator by using Langevin Monte Carlo approach. These attractive features of our inference strategy are demonstrated through numerical simulations and real application to image inpainting.
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Figure 1: Plot to compare the running times for 20 iterations of LMC, MALA and Gibbs sampler with fixed $m = 100$, $r = 2$ and $20\%$ of the entries are missing.

Figure 2: The original Lena $256 \times 256$ image with missing pixels and these images recovered by respective algorithms.
Table 1: Simulation results for Setting I (exact low-rank). The mean and the standard deviation (in parentheses) of each error between the simulation replicates are presented. (MSE: average of mean square error; NMSE: average of normalized mean square error; Pred: average of prediction error.)

| Errors   | $r = 2, p = 100, \nu = 20\%$ | $r = 5, p = 100, \nu = 20\%$ | $r = 2, p = 100, \nu = 50\%$ | $r = 5, p = 100, \nu = 50\%$ | $r = 2, p = 100, \nu = 80\%$ | $r = 5, p = 100, \nu = 80\%$ | $r = 2, p = 500, \nu = 20\%$ | $r = 5, p = 500, \nu = 20\%$ | $r = 2, p = 500, \nu = 50\%$ | $r = 5, p = 500, \nu = 50\%$ | $r = 2, p = 500, \nu = 80\%$ | $r = 5, p = 500, \nu = 80\%$ |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|          | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs |
| $10^2\times$MSE | 5.220 (.355) | 5.223 (.355) | 5.222 (.355) | 13.101 (.580) | 13.103 (.580) | 13.103 (.580) | 8.821 (.629) | 8.822 (.629) | 8.822 (.629) | 23.890 (1.158) | 23.893 (1.159) | 23.891 (1.158) | 2.954 (.295) | 2.955 (.295) | 2.954 (.295) | 15.615 (2.593) | 15.616 (2.593) | 15.616 (2.593) | 3.092 (.132) | 3.092 (.132) | 3.092 (.132) | 7.763 (.202) | 7.764 (.202) | 7.763 (.202) |
| $10^2$NMSE | 2.715 (.470) | 2.717 (.470) | 2.716 (.470) | 2.644 (.309) | 2.644 (.309) | 2.644 (.309) | 4.966 (.766) | 4.967 (.766) | 4.966 (.766) | 4.816 (.520) | 4.815 (.520) | 4.815 (.520) | 1.538 (.288) | 1.538 (.288) | 1.538 (.288) | 3.081 (.581) | 3.081 (.581) | 3.081 (.581) | 3.146 (.340) | 3.146 (.340) | 3.146 (.340) | 8.445 (.260) | 8.446 (.260) | 8.446 (.260) |
| $10^2\times$Pred | 5.548 (.498) | 5.550 (.498) | 5.550 (.498) | 14.934 (.890) | 14.936 (.890) | 14.935 (.890) | 9.403 (.758) | 9.406 (.758) | 9.405 (.758) | 27.222 (1.560) | 27.225 (1.562) | 27.223 (1.559) | 3.146 (.340) | 3.146 (.340) | 3.146 (.340) | 17.685 (2.999) | 17.685 (2.999) | 17.685 (2.999) | 3.092 (.132) | 3.092 (.132) | 3.092 (.132) | 8.445 (.260) | 8.446 (.260) | 8.446 (.260) |
|          | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs | LMC | MALA | Gibbs |
| $10^2\times$MSE | 5.220 (.355) | 5.223 (.355) | 5.222 (.355) | 13.101 (.580) | 13.103 (.580) | 13.103 (.580) | 8.821 (.629) | 8.822 (.629) | 8.822 (.629) | 23.890 (1.158) | 23.893 (1.159) | 23.891 (1.158) | 2.954 (.295) | 2.955 (.295) | 2.954 (.295) | 15.615 (2.593) | 15.616 (2.593) | 15.616 (2.593) | 3.092 (.132) | 3.092 (.132) | 3.092 (.132) | 7.763 (.202) | 7.764 (.202) | 7.763 (.202) |
| $10^2$NMSE | 2.715 (.470) | 2.717 (.470) | 2.716 (.470) | 2.644 (.309) | 2.644 (.309) | 2.644 (.309) | 4.966 (.766) | 4.967 (.766) | 4.966 (.766) | 4.816 (.520) | 4.815 (.520) | 4.815 (.520) | 1.538 (.288) | 1.538 (.288) | 1.538 (.288) | 3.081 (.581) | 3.081 (.581) | 3.081 (.581) | 3.146 (.340) | 3.146 (.340) | 3.146 (.340) | 8.445 (.260) | 8.446 (.260) | 8.446 (.260) |
| $10^2\times$Pred | 5.548 (.498) | 5.550 (.498) | 5.550 (.498) | 14.934 (.890) | 14.936 (.890) | 14.935 (.890) | 9.403 (.758) | 9.406 (.758) | 9.405 (.758) | 27.222 (1.560) | 27.225 (1.562) | 27.223 (1.559) | 3.146 (.340) | 3.146 (.340) | 3.146 (.340) | 17.685 (2.999) | 17.685 (2.999) | 17.685 (2.999) | 3.092 (.132) | 3.092 (.132) | 3.092 (.132) | 8.445 (.260) | 8.446 (.260) | 8.446 (.260) |
Table 2: Simulation results for Setting II (approximate low-rank). The mean and the standard deviation (in parentheses) of each error between the simulation replicates are presented. (MSE: average of mean square error; NMSE: average of normalized mean square error; Pred: average of prediction error.)

| Errors       | approximate rank-2, $p = 100, \nu = 20\%$ | approximate rank-5, $p = 100, \nu = 20\%$ |
|--------------|--------------------------------------------|--------------------------------------------|
|              | Gibbs LMC MALA                             | Gibbs LMC MALA                             |
| $10^4\times$MSE | 5.347 (.168) 5.347 (.168) 5.347 (.168)     | 5.933 (.128) 5.933 (.128) 5.933 (.128)     |
| $10^4\times$NMSE | 2.254 (.244) 2.255 (.244) 2.254 (.244)     | 1.079 (.086) 1.079 (.086) 1.079 (.086)     |
| $10^4\times$Pred | 5.803 (.266) 5.804 (.266) 5.804 (.266)     | 7.112 (.295) 7.112 (.295) 7.112 (.295)     |
| approximate rank-2, $p = 100, \nu = 50\%$ | LMC MALA Gibbs                             | LMC MALA Gibbs                             |
| $10^4\times$MSE | 5.936 (.188) 5.936 (.188) 5.936 (.188)     | 19.529 (2.150) 19.529 (2.150) 19.529 (2.150) |
| $10^4\times$NMSE | 3.466 (.404) 3.467 (.404) 3.466 (.404)     | 3.593 (.516) 3.593 (.516) 3.593 (.516)     |
| $10^4\times$Pred | 9.095 (.431) 9.096 (.431) 9.095 (.431)     | 22.199 (2.472) 22.200 (2.472) 22.200 (2.472) |
| approximate rank-2, $p = 100, \nu = 80\%$ | LMC MALA Gibbs                             | LMC MALA Gibbs                             |
| $10^4\times$MSE | 8.506 (.374) 8.507 (.374) 8.506 (.374)     | 22.200 (2.472) 22.200 (2.472) 22.200 (2.472) |
| $10^4\times$NMSE | 3.168 (.593) 3.169 (.593) 3.168 (.593)     | 3.593 (.516) 3.593 (.516) 3.593 (.516)     |
| $10^4\times$Pred | 9.095 (.431) 9.096 (.431) 9.095 (.431)     | 22.199 (2.472) 22.200 (2.472) 22.200 (2.472) |
| approximate rank-5, $p = 100, \nu = 20\%$ | Gibbs LMC MALA                             | Gibbs LMC MALA                             |
| $10^4\times$MSE | 5.181 (.110) 5.181 (.110) 5.181 (.110)     | 5.446 (.124) 5.446 (.124) 5.446 (.124)     |
| $10^4\times$NMSE | 2.090 (.181) 2.090 (.181) 2.090 (.181)     | 0.998 (.076) 0.998 (.076) 0.998 (.076)     |
| $10^4\times$Pred | 5.460 (.142) 5.460 (.142) 5.460 (.142)     | 6.177 (.145) 6.177 (.145) 6.177 (.145)     |
| approximate rank-5, $p = 100, \nu = 50\%$ | Gibbs LMC MALA                             | Gibbs LMC MALA                             |
| $10^4\times$MSE | 5.488 (.109) 5.488 (.109) 5.488 (.109)     | 5.446 (.124) 5.446 (.124) 5.446 (.124)     |
| $10^4\times$NMSE | 2.206 (.178) 2.206 (.178) 2.206 (.178)     | 1.167 (.074) 1.167 (.074) 1.167 (.074)     |
| $10^4\times$Pred | 5.762 (.128) 5.762 (.128) 5.762 (.128)     | 7.087 (.182) 7.087 (.182) 7.087 (.182)     |
| approximate rank-5, $p = 100, \nu = 80\%$ | Gibbs LMC MALA                             | Gibbs LMC MALA                             |
| $10^4\times$MSE | 6.805 (.175) 6.806 (.175) 6.806 (.175)     | 10.648 (.240) 10.648 (.240) 10.648 (.240)  |
| $10^4\times$NMSE | 2.776 (.278) 2.776 (.278) 2.776 (.278)     | 1.957 (.139) 1.957 (.139) 1.957 (.139)     |
| $10^4\times$Pred | 7.106 (.200) 7.107 (.200) 7.106 (.200)     | 11.666 (.285) 11.667 (.285) 11.666 (.285) |

Table 3: Results for image inpainting with data Lena. The mean and the standard deviation (in parentheses) of each error between the simulation replicates are presented. (MSE: average of mean square errors; Rank: average of estimated ranks; NMSE: average of normalized mean square errors; Pred: average of prediction errors.)

| Errors | Gibbs LMC MALA | Gibbs LMC MALA |
|--------|----------------|----------------|
| MSE    | 382.51 (1.37)  | 136.91 (2.32)  |
| Rank   | 3.93 (0.25)    | 3 (0)          |
| NMSE   | 0.0216 (.0001) | 0.077 (.0001)  |
| Pred   | 453.95 (4.09)  | 273.10 (4.56)  |
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Appendix A. Appendix

A.1. Brief review on futher related works

It is worth noting that most studies in matrix completion consider that the sampling distribution is uniform, see Alquier et al. (2014); Candès and Plan (2010); Candès and Recht (2009); Candès and Tao (2010); Koltchinskii et al. (2011); Alquier and Ridgway (2020); Lim and Teh (2007) among others. However, in practice the observed entries are not assured to be uniformly distributed: for example, some items are more popular and as a consequence receive much more ratings than others. More importantly, it is noted that the sampling distribution is usually not known in practice. Several studies have been performed for general sampling schemes rather than uniform distribution, see e.g. Foygel et al. (2011); Klopp (2014); Negahban and Wainwright (2012). Moreover, the paper Mai and Alquier (2015) is the first line of works that studied (Bayesian) matrix completion under a general sampling model without any restriction.

The spectral scaled Student prior has been considered before in the context of image denoising Dalalyan (2020) and in reduced rank regression Mai (2021a). Moreover, it is shown that if a random matrix $M$ has the density distribution as in (3), then the random vectors $M_i$ are all drawn from the $p$-variate scaled Student distribution $(\tau/\sqrt{3})t_{3,p}$, (Dalalyan, 2020, Lemma 1). On the other hand, this prior can be seen as the marginal distribution of the Gaussian-inverse Wishart prior that is explored in Yang et al. (2018) in the context of matrix completion where the precision matrix is integrated out. Therefore, in some ways, our work provide theoretical assessment for that paper. However, we note that the paper Yang et al. (2018) consider an optimization approach to Bayesian matrix completion using variational inference while our work propose an efficient sampling approach.

A.2. Short review on low-rank factorization priors

Up to our knowledge, the paper Geweke (1996) was the first work that introduced a low-rank factorization prior in a context of low-rank matrix estimation. The idea is to express the matrix $M$ as $M = U_{m \times k} V_{p \times k}^\top$ with $k \leq \min(p, m)$ and then the prior is defined on $U$ and $V$ rather than on $M$ as

$$
\pi(M, N) \propto \exp \left\{ -\frac{\tau^2}{2} (\|M\|_F^2 + \|N\|_F^2) \right\}
$$

for some $\tau > 0$. This approach has been used in matrix completion for the first time in Lim and Teh (2007). However, this approach is faced with the problem of choosing $k$. One could perform model selection for any possible $k$ as done in Kleibergen and Paap (2002); Corander and Villani (2004) but the computation may be expensive for large data set. Recent approaches as in Babacan et al. (2012) focus on fixing a large $k$, e.g. $k = \min(p, m)$, then sparsity-promoting priors are placed on the columns of $U$ and $V$ such that most columns are almost null. As a consequence, the resulting matrix $M = UV^\top$ is approximately low-rank. See Alquier (2013); Alquier et al. (2014) for the details and dicussions on low-rank factorization priors.

Using low-rank factorization priors, most authors use the Gibbs sampler to simulate from the posterior as the conditional posterior distributions can be derived explicitely, e.g. in Salakhutdinov and Mnih (2008). However, it is noted that these Gibbs sampling algorithms
update the factor matrices in a row-by-row manner and involve a number of matrix inverse
or singular value decomposition operations at each iteration. This is expensive and slow
down the algorithm for large data set significantly.

A.3. Theoretical result in special cases: uniformly sampling and exact
low-rank

Firstly, when the sampling distribution is uniform, we obtain the following result for the
Frobenius norm directly from Theorem 1.

**Corollary 2** Let Assumption 1 and 2 be satisfied and take $\lambda = \lambda^* := n/C$. Then, with
probability at least $1 - \epsilon$, $\epsilon \in (0, 1)$, one has for any matrix $\tilde{M}$ with its rank at most $r$ that

$$\frac{\|\hat{M}_{\lambda^*} - M^*\|_F^2}{mp} \leq \inf_{\tilde{M}} (1 + \delta) \frac{\|\tilde{M} - M^*\|_F^2}{mp} + \frac{Cr(m + p)\log(mp)}{n} + \frac{C}{n} \log \frac{2}{\epsilon},$$

where $\delta$ is in $(0, 1)$ and $C > C$ is a universal constants that depends on $\sigma^2, L, \xi$ only.

Secondly, as soon as the true matrix $M^*$ is low-rank where its rank is atmost $r$, we can
pick $\tilde{M} = M^*$ and obtain the following results.

**Corollary 3** Let Assumption 1 and 2 be satisfied and take $\lambda = \lambda^* := n/C$. Then, with
probability at least $1 - \epsilon$, $\epsilon \in (0, 1)$, one has

$$\|\hat{M}_{\lambda^*} - M^*\|_{F, \Pi}^2 \leq \frac{Cr(m + p)\log(mp)}{n} + \frac{C}{n} \log \frac{2}{\epsilon},$$

where $\delta$ is in $(0, 1)$ and $C > C$ is a universal constants that depends on $\sigma^2, L, \xi$ only.

A.4. A Metropolis-adjusted Langevin algorithm

Here, we propose a Metropolis-Hasting correction to the LMC. This approach guarantees
the convergence to the posterior and it also provides a useful way for choosing $h$. More
precisely, we consider the update rule in (5) as a proposal for a new state,

$$\tilde{M}_{k+1} = M_k - h\nabla \log \hat{\rho}_\lambda(M_k) + \sqrt{2h}W_k, \quad k = 0, 1, \ldots, \quad (7)$$

Note that $\tilde{M}_{k+1}$ is normally distributed with mean $M_k - h\nabla \log \hat{\rho}_\lambda(M_k)$ and the covariance
matrices equal to $2h$ times the identity matrices. This proposal is accepted or rejected ac-
according to the Metropolis-Hastings algorithm that the proposal is accepted with probabili:

$$\min \left\{ 1, \frac{\hat{\rho}_\lambda(\tilde{M}_{k+1})q(M_k|\tilde{M}_{k+1})}{\hat{\rho}_\lambda(M_k)q(\tilde{M}_{k+1}|M_k)} \right\},$$

where

$$q(x'|x) \propto \exp \left(-\frac{1}{4h} \|x' - x + h\nabla \log \hat{\rho}_\lambda(x)\|_F^2\right)$$
is the transition probability density from $x$ to $x'$. Compared to random-walk Metropolis–Hastings, the advantage of MALA is that it usually proposes moves into regions of higher probability, which are then more likely to be accepted.

We note that the step-size $h$ is chosen such that the acceptance rate is approximately 0.5 following Roberts and Rosenthal (1998). See Section 3.2 for some choices in special cases in our simulations.

It is also noted that an immediate application of the LMC algorithm in (5) needs to calculate a $p \times p$ matrix inversion at each iteration. This might be expensive and can slow down significantly the algorithm. Therefore, in the case of very big data or huge $p$, we could replace this matrix inversion by its accurate approximation through a convex optimization. More precisely, it can be easily verified that the matrix $B = (\tau^2 I_m + MM^\top)^{-1}M$ is the solution to the following convex optimization problem

$$
\min_B \left\{ \|I_p - MM^\top B\|_F^2 + \tau^2 \|B\|_F^2 \right\}.
$$

The solution of this optimization problem can be conveniently obtained by using the package 'glmnet' Friedman et al. (2010) (with family option 'mgaussian'). This avoids performing matrix inversion or other costly calculations. However, we note here that the LMC algorithm is being used with approximate gradient evaluation, theoretical assessment of this approach can be found in Dalalyan and Karagulyan (2019).

A.5. Proofs

The main argument of the proof is based on the so-called PAC-Bayesian bounds which were introduced in Shawe-Taylor and Williamson (1997); McAllester (1998). However, our results are derived by following the Catoni’s works Catoni (2007) where the author shown how to derive powerful oracle inequalities from PAC-Bayesian bounds. Since then this technique has been used many times to obtain oracle inequalities in many different problems Dalalyan and Tsybakov (2008); Mai and Alquier (2015); Alquier and Loumici (2011); Guedj and Robbiano (2018); Ridgway et al. (2014); Cottet and Alquier (2018); Mai and Alquier (2017); Alquier et al. (2016)

For the sake of simplicity, let us define

$$
\alpha = \left( \frac{\lambda - \lambda^2 C_1}{2n(1 - C_2 \lambda)} \right); \quad \beta = \left( \frac{\lambda + \lambda^2 C_1}{2n(1 - C_2 \lambda)} \right).
$$

In order to understand what follows, keep in mind that our optimal estimator comes with $\lambda = \lambda^* = \frac{n}{C_2}$, so $\alpha$ and $\beta$ are of order $n$.

First, we state a general PAC-Bayesian inequality for matrix completion from Mai and Alquier (2015), in the style of Catoni (2004); Dalalyan and Tsybakov (2008).

**Theorem 4** Let Assumption 1 and 2 be satisfied. Then, for any $\epsilon \in (0, 1)$, with probability at least $1 - \epsilon$, one has

$$
\| \hat{M}_\lambda - M^* \|_{F,H}^2 \leq \inf_{\rho \in \mathcal{M}_1^+(M)} \frac{\beta \int \|M - M^*\|_{F,H}^2 d\rho + 2 [KL(\rho, \pi) + \log \frac{2}{\epsilon}]}{\alpha},
$$

where $\mathcal{M}_1^+(M)$ is the set of all positive probability measures over $M$. 
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This theorem is the result from the Step 1 in the proof of Theorem 1 in Mai and Alquier (2015).

Now, we are ready to present the proof of Theorem 1.

**Proof [of Theorem 1]** Let’s fix an arbitrary matrix $\bar{M}$. Let $\bar{\rho}$ be the distribution obtained from the prior $\pi$ by a translation

$$
\bar{\rho}(M) = \pi(M - \bar{M}).
$$

Now, we apply Theorem 4 and upper bound the right hand side of (8) evaluated at the distribution $\bar{\rho}$. We obtain

$$
\|\hat{M}_\lambda - M^\ast\|^2_{F,\Pi} \leq \frac{\beta}{\alpha} \int \|M - M^\ast\|^2_{F,\Pi} d\bar{\rho} + \frac{2}{\alpha} \left[ KL(\bar{\rho}, \pi) + \log \frac{2}{\varepsilon} \right].
$$

Firstly, we deal with the integral term that

$$
\int \|M - M^\ast\|^2_{F,\Pi} d\bar{\rho} = \int \|M - M^\ast\|^2_{F,\Pi} \pi(M - \bar{M}) dM.
$$

By using the translation invariance of the Lebesgue measure and the fact that $\int M\pi(M)dM = 0$, we obtain

$$
\int \|M - M^\ast\|^2_{F,\Pi} \pi(M - \bar{M}) dM = \|\bar{M} - M^\ast\|^2_{F,\Pi} + \int \|M\|^2_{F,\Pi} \pi(M)dM.
$$

For the last integral, we have that

$$
\int \|M\|^2_{F,\Pi} \pi(M)dM \leq \int \sum_{i=1}^{m} \|M_i\|^2_{F} \pi(M)dM = mp\tau^2,
$$

using the Lemma 1 in Dalalyan (2020).

Secondly, we deal with the Kullback-Leibler term. We have that

$$
KL(\bar{\rho}, \pi) \leq 2\text{rank}(\bar{M})(m + p + 2) \log \left( 1 + \frac{\|\bar{M}\|_F}{\tau \sqrt{2\text{rank}(\bar{M})}} \right) \leq 2\text{rank}(\bar{M})(m + p + 2) \log \left( 1 + \frac{\sqrt{mp}}{\tau \sqrt{2\text{rank}(\bar{M})}} \right)
$$

that is followed by using Lemma 2 in Dalalyan (2020).

Therefore, we have for any matrix $\bar{M}$ with rank($\bar{M}$) = $r$ that

$$
\|\hat{M}_\lambda - M^\ast\|^2_{F,\Pi} \leq \frac{\beta}{\alpha} \left( \|M - M^\ast\|^2_{F,\Pi} + mp\tau^2 \right) + \frac{4}{\alpha} r(m + p + 2) \log \left( 1 + \frac{\sqrt{mp}}{\tau \sqrt{2r}} \right) + \frac{2}{\alpha} \log \frac{2}{\varepsilon}.
$$

\[ (9) \]
Taking now $\lambda = \lambda^* := n/C$ with $C > C_2 + 3C_1/2$, we get that $\frac{\beta}{\alpha} \leq 1 + \delta$ with $0 < \delta < 1$, and that $\frac{\delta}{\alpha} \leq 6C/n$. Thus, the inequality (9) yields

$$\|\hat{M}_\lambda - M^*\|_{F,\Pi}^2 \leq (1 + \delta)^2 \|\bar{M} - M^*\|_{F,\Pi}^2 + 2mp\tau^2 + \frac{6C}{n}r(m + p + 2)\log \left( 1 + \frac{\sqrt{mp}}{\tau\sqrt{2r}} \right) + \frac{3C}{n}\log \frac{2}{\epsilon}.$$ 

Now, by taking $\tau^2 = r(m + p)/(mpn)$, we obtain that

$$\|\hat{M}_\lambda - M^*\|_{F,\Pi}^2 \leq (1 + \delta)^2 \|\bar{M} - M^*\|_{F,\Pi}^2 + \frac{C}{n}r(m + p)\log (mp) + \frac{C}{n}\log \frac{2}{\epsilon},$$

where $C > 6C$ is a universal constants that depends on $\sigma^2, L, \xi$ only.

This completes the proof of the theorem. \qed