Close-to-touching acoustic subwavelength resonators: eigenfrequency separation and gradient blow-up
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Abstract

In this paper, we study the behaviour of the coupled subwavelength resonant modes when two high-contrast acoustic resonators are brought close together. We consider the case of spherical resonators and use bispherical coordinates to derive explicit representations for the capacitance coefficients which, we show, capture the system’s resonant behaviour at leading order. We prove that the pair of resonators has two subwavelength resonant modes whose frequencies have different leading-order asymptotic behaviour. We, also, derive estimates for the rate at which the gradient of the scattered pressure wave blows up as the resonators are brought together.
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1 Introduction

Subwavelength acoustic resonators are compressible objects that experience resonant phenomena in response to wavelengths significantly greater than their size. This behaviour relies on the resonators being constructed from a material that has greatly different material parameters to the background medium. The classical example is an air bubble in water, in which case the subwavelength resonant mode is known as the Minnaert resonance [1–3]. Thanks to their ability to interact with waves on subwavelength scales, structures made from subwavelength resonators (a type of metamaterial) have been used for a wide variety of wave-guiding applications [4–10].

In this paper, we wish to examine how the resonant modes of a pair of spherical resonators behave as they are brought close together. We will see that the leading-order behaviour of the resonant modes is determined by the so-called capacitance coefficients [5]. These are well known in the setting of electrostatics and can be calculated explicitly when the resonators are spherical. This was first realised by Maxwell, who derived the formula using the method of image charges, but we favour the approach conceived by Jeffrey, which relies on expanding solutions using bispherical coordinates [11].

The analysis performed here will rely on using layer potentials to represent solutions, enabling us to perform an asymptotic analysis in terms of the material contrast [2, 5]. We will show that the two subwavelength resonant frequencies have different asymptotic behaviours, which can be neatly expressed if the separation distance is chosen as a function of the material contrast. This has significant implications for the design of acoustic metamaterials with multi-frequency or broadband functionality. We will then examine how the eigenmodes
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behave as the resonators are brought together. In particular, we study the extent to which the gradient of the acoustic pressure between the resonators blows up as they are brought together.

Similar analyses (of close-to-touching material inclusions) have been performed in several other settings. In the context of electrostatics [12–21] and linear elasticity [22–26], it has been shown that the electric field or the stress field blows up as the two inclusions get closer, provided the material parameters of the inclusions are infinite or zero. However, these field enhancement phenomena are not related to resonances. In the plasmonic case, where electromagnetic inclusions have negative permittivity and support subwavelength resonances called surface plasmons, the close-to-touching interaction has been studied in [27–35]. The subwavelength resonance studied in this article is a quite different phenomenon from the behaviour of surface plasmons. Firstly, we study structures with positive and highly contrasting material parameters and, secondly, high-contrast acoustic resonators exhibit both monopolar and dipolar resonances while plasmonic inclusions support only dipolar resonant modes.

Since many of the results concerning the resonant modes and frequencies can be expressed as concise formulas when the resonators are identical, we summarise the results for this special case in Section 3 before proving the general versions in Sections 4 to 6. Finally, in Section 6 we demonstrate the value of these results by expressing the scattered solution in terms of the resonant modes.

2 Preliminaries

2.1 Asymptotic notation

We will use the following two pieces of notation in this work.

**Definition 2.1.** Let $f$ be a real- or complex-valued function and $g$ a real-valued function that is strictly positive in a neighbourhood of $x_0$. We write that

\[ f(x) = O(g(x)) \text{ as } x \to x_0, \]

if and only if there exists some positive constant $M$ such that $|f(x)| \leq Mg(x)$ for all $x$ such that $x - x_0$ is sufficiently small.

**Definition 2.2.** Let $f$ and $g$ be real-valued functions which are strictly positive in a neighbourhood of $x_0$. We write that

\[ f(x) \sim g(x) \text{ as } x \to x_0, \]

if and only if both $f(x) = O(g(x))$ and $g(x) = O(f(x))$ as $x \to x_0$.

2.2 Helmholtz formulation

We study the Helmholtz problem which describes how a time-harmonic plane wave is scattered by the high-contrast structure. We consider a homogeneous background medium with density $\rho$ and bulk modulus $\kappa$. We study the effect of scattering by a pair of spherical inclusions, $D_1$ and $D_2$, with radii $r_1$ and $r_2$ and separation distance $\epsilon$ (so that their centres are separated by $r_1 + r_2 + \epsilon$). We use $\rho_b$ and $\kappa_b$ for the density and bulk modulus of the resonators’ interior and introduce the auxiliary parameters

\[ v = \sqrt{\frac{\kappa}{\rho}}, \quad v_b = \sqrt{\frac{\kappa_b}{\rho_b}}, \quad k = \frac{\omega}{v}, \quad k_b = \frac{\omega}{v_b}, \]

which are the wave speeds and wavenumbers in $\mathbb{R}^3 \setminus D$ and in $D$, respectively. We, finally, introduce the two dimensionless contrast parameters

\[ \delta = \frac{\rho_b}{\rho}, \quad \tau = \frac{k_b}{k} = \frac{v_b}{v} = \sqrt{\frac{\rho_b \kappa_b}{\rho \kappa}}. \tag{2.1} \]
If we use the subscripts + and − to denote evaluation from outside and inside ∂D respectively, then the acoustic pressure \( u \) produced by the scattering of an incoming plane wave \( u^{in} \) satisfies
\[
\begin{align*}
(\Delta + k^2) u &= 0, & \text{in } \mathbb{R}^3 \setminus \overline{D}, \\
(\Delta + k_D^2) u &= 0, & \text{in } D, \\
u_+ - u_- &= 0, & \text{on } \partial D, \\
\delta \frac{\partial u}{\partial \nu}_+ - \frac{\partial u}{\partial \nu}_- &= 0, & \text{on } \partial D,
\end{align*}
\]
(2.2)
along with the Sommerfeld radiation condition, namely,
\[
\left( \frac{\partial}{\partial |x|} - ik \right) (u - u^{in})(x) = O(|x|^{-2}), \quad \text{as } |x| \to \infty.
\]
(2.3)
We assume that \( v, v_b, \tau, r_1 \) and \( r_2 \) are all \( O(1) \). On the other hand, we assume that there is a large contrast between the densities, so that
\[
0 < \delta \ll 1.
\]
(2.4)
A classic example of material inclusions satisfying these assumptions is a collection of air bubbles in water, often known as Minnaert bubbles [1], in which case we have \( \delta \approx 10^{-3} \).

We choose the separation distance \( \epsilon \) as a function of \( \delta \) and will perform an asymptotic analysis in terms of \( \delta \). We choose \( \epsilon \) to be such that, for some \( 0 < \beta < 1 \),
\[
\epsilon \sim \epsilon^{-1/\delta^1-\beta} \quad \text{as } \delta \to 0.
\]
(2.5)
As we will see shortly, with \( \epsilon \) chosen to be in this regime the subwavelength resonant frequencies are both well behaved (i.e. \( \omega = \omega(\delta) \to 0 \) as \( \delta \to 0 \)) and we can compute asymptotic expansions in terms of \( \delta \).

2.3 Layer potentials

Let \( D \subset \mathbb{R}^3 \) be the union of the two disjoint spheres \( D_1 \) and \( D_2 \). Let \( G^k \) be the (outgoing) Helmholtz Green’s function
\[
G^k(x, y) := -\frac{e^{ik|x-y|}}{4\pi|x-y|}, \quad x, y \in \mathbb{R}^3, k \geq 0,
\]
(2.6)
and \( S^k_D : L^2(\partial D) \to H^1_{\text{loc}}(\mathbb{R}^3) \) the corresponding single layer potential [36, 37], defined by
\[
S^k_D[\phi](x) := \int_{\partial D} G^k(x, y)\phi(y) \, d\sigma(y), \quad x \in \mathbb{R}^3, \phi \in L^2(\partial D).
\]
(2.7)
Here, \( H^1_{\text{loc}}(\mathbb{R}^3) \) is the usual Sobolev space. We also define the Neumann–Poincaré operator \( K^{k,*}_D : L^2(\partial D) \to L^2(\partial D) \) by
\[
K^{k,*}_D[\phi](x) := \int_{\partial D} \frac{\partial}{\partial \nu_x} G^k(x, y)\phi(y) \, d\sigma(y), \quad x \in \partial D,
\]
(2.8)
where \( \partial/\partial \nu_x \) denotes the outward normal derivative at \( x \in \partial D \).

The solutions to (2.2) can be represented as [38]
\[
u = \begin{cases} u^{in}(x) + S^k_D[\phi](x), & x \in \mathbb{R}^3 \setminus \overline{D}, \\
S^k_D[\phi](x), & x \in D,
\end{cases}
\]
(2.9)
for some surface potentials \( (\phi, \psi) \in L^2(\partial D) \times L^2(\partial D) \), which must be chosen so that \( u \) satisfies the two transmission conditions across \( \partial D \). This is equivalent to satisfying (see e.g. [36, 38, 39] for details)
\[
\mathcal{A}(\omega, \delta) \begin{pmatrix} \phi \\ \psi \end{pmatrix} = \begin{pmatrix} u^{in} \\ \delta \frac{\partial u^{in}}{\partial \nu_x} \end{pmatrix},
\]
(2.10)
where

\[ A(\omega, \delta) := \begin{bmatrix} S_D^k & -S_D^k \\ \frac{1}{2}I + \mathcal{K}_D^{k,\ast} & -\delta(\frac{1}{2}I + \mathcal{K}_D^{k,\ast}) \end{bmatrix}, \]

and \( I \) is the identity operator on \( L^2(\partial D) \).

Our analysis of (2.10) will be asymptotic using the fact that \( \delta \ll 1 \), by assumption, and we are interested in subwavelength resonant modes for which \( \omega \ll 1 \). Using the exponential power series we can derive an expansion for \( S_D^k \), given by

\[ S_D^k = S_D + \sum_{n=1}^{\infty} k^n S_{D,n}, \tag{2.11} \]

where, for \( n = 0, 1, 2, \ldots \),

\[ S_{D,n}[\phi](x) := -\frac{i^n}{4\pi n!} \int_{\partial D} |x - y|^{n-1} \phi(y) \, d\sigma(y), \quad x \in \mathbb{R}^3, \phi \in L^2(\partial D), \]

and \( S_D := S_{D,0} \) is the Laplace single layer potential. It is well known that \( S_D : L^2(\partial D) \to H^1(\partial D) \) is invertible [38]. Similarly, for \( \mathcal{K}_D^{k,\ast} \) we have that

\[ \mathcal{K}_D^{k,\ast} = \mathcal{K}_D + \sum_{n=1}^{\infty} k^n \mathcal{K}_{D,n}, \tag{2.12} \]

where, for \( n = 0, 1, 2, \ldots \),

\[ \mathcal{K}_{D,n}[\phi](x) := -\frac{i^n(n-1)}{4\pi n!} \int_{\partial D} |x - y|^{n-3} (x - y) \cdot \nu_x \phi(y) \, d\sigma(y), \quad x \in \mathbb{R}^3, \phi \in L^2(\partial D), \]

and \( \mathcal{K}_D := \mathcal{K}_{D,0} \) is the Neumann–Poincaré operator corresponding to the Laplace equation.

The kernels of the integral operators \( S_{D,n} \) and \( \mathcal{K}_{D,n} \) for \( n \geq 1 \) are bounded as \( |x-y| \to 0 \). Conversely, the kernels of \( S_D \) and \( \mathcal{K}_D \) have singularities in the \( \epsilon \to 0 \) limit. Thus, for small \( k \), the leading order terms in (2.11) and (2.12) dominate even for small \( \epsilon > 0 \). This allows us to write that, as \( k, \epsilon \to 0 \), \( S_D^k = S_D + O(k) \) and \( \mathcal{K}_D^{k,\ast} = \mathcal{K}_D^\ast + O(k) \) in the relevant operator norms. This is made precise by the following lemma (cf. [36, 38]).

**Lemma 2.3.** The norms \( \|S_{D,n}\|_{B(L^2(\partial D),H^1(\partial D))} \) and \( \|\mathcal{K}_{D,n}\|_{B(L^2(\partial D),L^2(\partial D))} \) are uniformly bounded for \( n \geq 1 \) and \( 0 < \epsilon \ll 1 \). Moreover, the series in (2.11) and (2.12) are uniformly convergent for \( \epsilon > 0 \), in \( B(L^2(\partial D),H^1(\partial D)) \) and \( B(L^2(\partial D),L^2(\partial D)) \) respectively.

### 2.4 Resonant frequencies

In light of the representation (2.9), we can define the notion of resonance to be the existence of a non-trivial solution when the incoming field \( u^{in} \) is zero.

**Definition 2.4.** For a fixed \( \delta \) we define a resonant frequency (or eigenfrequency) to be \( \omega \in \mathbb{C} \) such that there exists a non-trivial solution to

\[ A(\omega, \delta) \begin{pmatrix} \phi \\ \psi \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \tag{2.13} \]

where \( A(\omega, \delta) \) is defined in (2.3). For each resonant frequency \( \omega \) we define the corresponding resonant mode (or eigenmode) as

\[ u = \begin{cases} S_D^k[\phi](x), & x \in D, \\ S_D^k[\psi](x), & x \in \mathbb{R}^3 \setminus \overline{D}. \end{cases} \tag{2.14} \]

**Remark 2.5.** The resonant modes (2.14) are determined only up to normalisation. In Sections 5 and 6 we will choose the normalisation to be such that \( u_n \sim 1 \) on \( \partial D \) for all small \( \delta \) and \( \epsilon \).
Definition 2.6. We define a subwavelength resonant frequency to be a resonant frequency \( \omega = \omega(\delta) \) such that \( \omega(0) = 0 \) and \( \omega \) depends on \( \delta \) continuously.

Lemma 2.7. There exist two subwavelength resonant modes, \( u_1 \) and \( u_2 \), with associated resonant frequencies \( \omega_1 \) and \( \omega_2 \) with positive real part, labelled such that \( \text{Re}(\omega_1) < \text{Re}(\omega_2) \).

Proof. Consider the operator corresponding to \( \delta = 0 \) and \( \omega = 0 \):

\[
A(0,0) = \begin{bmatrix}
S_D & -S_D \\
-\frac{1}{2}I + K_D & 0
\end{bmatrix}.
\]

Since \( S_D \) is invertible, \( \dim \ker A(0,0) = \dim \ker (-\frac{1}{2}I + K_D) \). We can show (e.g. the arguments in Lemma 2.12 of [8]) that

\[
\{S_D^{-1}[\mathcal{B}_D], S_D^{-1}[\mathcal{B}_D]\},
\]

is a basis for \( \ker (-\frac{1}{2}I + K_D) \). Then, by the theory of Gohberg and Sigal [37, 40], we have that there exist two subwavelength resonant modes \( u_1 \) and \( u_2 \), at leading order.

Remark 2.8. We will see, shortly, that each resonant mode has two resonant frequencies associated to it with real parts that differ in sign. We will use the notation \( \omega_n \) to denote the resonant frequency associated to \( u_n \) that has positive real part. As we will see in the proof of Lemma 4.1, \( -\text{Re}(\omega_n) \) is also a resonant frequency associated to the mode \( u_n \), up to an error of order \( O(\delta) \).

2.5 Capacitance coefficients

Let \( \psi_1, \psi_2 \in L^2(\partial D) \) be given by

\[
S_D[\psi_1] = \begin{cases}
1 & \text{on } \partial D_1, \\
0 & \text{on } \partial D_2,
\end{cases}
\]

\[
S_D[\psi_2] = \begin{cases}
0 & \text{on } \partial D_1, \\
1 & \text{on } \partial D_2,
\end{cases}
\] \hspace{1cm} (2.15)

We can show (as in the proof of Lemma 2.7) that

\[
\ker \left( -\frac{1}{2}I + K_D \right) = \text{span}\{\psi_1, \psi_2\}. \hspace{1cm} (2.16)
\]

We then define the capacitance matrix \( C = (C_{ij}) \) as

\[
C_{ij} := -\int_{\partial D_i} \psi_j \, d\sigma, \quad i, j = 1, 2. \hspace{1cm} (2.17)
\]
2.6 Coordinate system

The Helmholtz problem (2.2) is invariant under translations and rotations so we are free to choose the coordinate axes. Let $R_j$ be the reflection with respect to $\partial D_j$ and let $p_1$ and $p_2$ be the unique fixed points of the combined reflections $R_1 \circ R_2$ and $R_2 \circ R_1$, respectively. Let $n$ be the unit vector in the direction of $p_2 - p_1$. We will make use of the Cartesian coordinate system $(x_1, x_2, x_3)$ defined to be such that $p = (p_1 + p_2)/2$ is the origin and the $x_3$-axis is parallel to the unit vector $n$. Then one can see that

$$p_1 = (0, 0, -\alpha) \quad \text{and} \quad p_2 = (0, 0, \alpha), \quad (2.18)$$

where

$$\alpha := \frac{\sqrt{\epsilon (2r_1 + \epsilon)(2r_2 + \epsilon)(2r_1 + 2r_2 + \epsilon)}}{2(r_1 + r_2 + \epsilon)}. \quad (2.19)$$

Moreover, the sphere $D_i$ is centered at $(0, 0, c_i)$ where

$$c_i = (-1)^i \sqrt{r_i^2 + \alpha^2}. \quad (2.20)$$

This is depicted in Figure 1. This Cartesian coordinate system is chosen so that we can define a bispherical coordinate system (4.11) such that the boundaries of the two resonators are convenient level sets.

3 The special case of identical spheres

In this section, we summarise the results in the case that the two spheres have the same radius, which we denote by $r$. These results are all special cases of those derived in the rest of this paper. Firstly, the resonant frequencies are given, in terms of the capacitance coefficients, by

$$\omega_1 = \sqrt{\delta \frac{3\epsilon_0^2}{4\pi r^3} (C_{11} + C_{12}) + O(\delta)}, \quad (3.1)$$

$$\omega_2 = \sqrt{\delta \frac{3\epsilon_0^2}{4\pi r^3} (C_{11} - C_{12}) + O(\delta)}.$$

Further to this, since $D_1$ and $D_2$ are spherical we can derive explicit expressions for the capacitance coefficients. In the case that the resonators are identical, the capacitance coefficients are given by

$$C_{11} = C_{22} = 8\pi \alpha \sum_{n=0}^{\infty} \frac{e^{(2n+1)\xi_0}}{e^{2(2n+1)\xi_0} - 1},$$

$$C_{12} = C_{21} = -8\pi \tilde{\alpha} \sum_{n=0}^{\infty} \frac{1}{e^{2(2n+1)\xi_0} - 1}, \quad (3.2)$$

where

$$\tilde{\alpha} := \sqrt{\epsilon (r + \epsilon/4)}, \quad \xi_0 := \sinh^{-1} \left( \frac{\tilde{\alpha}}{r} \right).$$

From [18], we know the asymptotic behaviour of the series in (3.2) as $\xi_0 \to 0$, from which we can see that as $\epsilon \to 0$,

$$C_{11} = 2\pi \frac{\tilde{\alpha}}{\xi_0} \left[ \gamma + 2 \log 2 + \log (\sqrt{r}) - \log (\sqrt{\epsilon}) \right] + O(\epsilon),$$

$$C_{12} = -2\pi \frac{\tilde{\alpha}}{\xi_0} \left[ \gamma + \log (\sqrt{r}) - \log (\sqrt{\epsilon}) \right] + O(\epsilon), \quad (3.3)$$

where $\gamma \approx 0.5772\ldots$ is the Euler-Mascheroni constant.
Combining (3.1) and (3.3) we reach the fact that the resonant frequencies are given, as $\delta \to 0$, by

$$\begin{align*}
\omega_1 &= \sqrt{\delta \frac{3\nu_k^2 \log 2}{r^2}} + O(\delta), \\
\omega_2 &= \sqrt{\delta \frac{3\nu_k^2}{2r^2}} \left( \log \left( \frac{r}{\lambda} \right) + 2\gamma + 2 \log 2 \right) + O(\sqrt{\delta}).
\end{align*}$$

(3.4)

Thus, the choice of $\epsilon \sim e^{-1/\delta^{1-\beta}}$, where $0 < \beta < 1$, means that as $\delta \to 0$ we have that $\omega_1 \sim \sqrt{\delta}$ and $\omega_2 \sim \delta^{3/2}$.

The two resonant modes, $u_1$ and $u_2$, correspond to the two resonators oscillating in phase and in antiphase with one another, respectively. Since the eigenmode $u_0$ has different signs on the two resonators, $\nabla u_2$ will blow up as the two resonators are brought together. Conversely, $u_1$ takes the same value on the two resonators so there will not be a singularity in the gradient. In particular, if we normalise the eigenmodes so that for any $x \in \partial D$

$$\begin{align*}
\lim_{\delta \to 0} |u_1(x)| &\sim 1, \\
\lim_{\delta \to 0} |u_2(x)| &\sim 1,
\end{align*}$$

(3.5)

then the choice of $\epsilon$ to satisfy the regime $\epsilon \sim e^{-1/\delta^{1-\beta}}$ means that the maximal gradient of each eigenmode has the asymptotic behaviour, as $\delta \to 0$,

$$\begin{align*}
\max_{x \in \mathbb{R}^3 \setminus \overline{D}} |\nabla u_1(x)| &\sim 1, \\
\max_{x \in \mathbb{R}^3 \setminus \overline{D}} |\nabla u_2(x)| &\sim \frac{1}{\epsilon}.
\end{align*}$$

(3.6)

By decomposing the scattered field into the two resonant modes, we can use (3.6) to understand the singular behaviour exhibited by the acoustic pressure. The solution $u$ to the scattering problem (2.2) with incoming plane wave $u^\text{in}$ with frequency $\omega = O(\delta^{3/2})$ is given, for $x \in \mathbb{R}^3 \setminus \overline{D}$, by

$$u(x) = u^\text{in} + au_1(x) + bu_2(x),$$

(3.7)

where the coefficients $a$ and $b$ are given, as $\delta \to 0$, by

$$\begin{align*}
a &= -\frac{\omega^2}{\omega^2 - \omega_k^2} \frac{1}{|D|} \int_D u^\text{in} \, dx + O(\delta^{\hat{\beta}}), \\
b &= \frac{\omega^2}{\omega^2 - \omega_k^2} \frac{1}{|D|} \left( \int_{D_1} u^\text{in} \, dx - \int_{D_2} u^\text{in} \, dx \right) + O(\delta^{\hat{\beta}}),
\end{align*}$$

with $\hat{\beta} := \min(\beta, 1 - \beta)$ and $|D|$ being the volume of $D = D_1 \cup D_2$.

4 Resonant modes

We now derive results analogous to those in Section 3 for the more general case where $D_1$ and $D_2$ are arbitrarily sized spheres with respective radii $r_1$ and $r_2$. We only require that $r_1, r_2 = O(1)$. In the case of non-identical spheres it is convenient to define the rescaled capacitance matrix $\hat{C} = (\hat{C}_{ij})$ as

$$\hat{C}_{ij} := \frac{1}{|D_i|} \hat{C}_{ij},$$

(4.1)

where $|D_i|$ is the volume of the sphere $D_i$, i.e. $|D_i| = 4\pi r_i^3/3$. The resonant frequencies are determined by the eigenvalues of the rescaled capacitance matrix.

Lemma 4.1. The subwavelength resonant frequencies of two resonators $D_1$ and $D_2$ are given, as $\delta \to 0$, for $n = 1, 2$, by

$$\omega_n = \sqrt{\hat{\delta} \nu_k^2 \lambda_n} + O(\delta),$$

where $\lambda_1, \lambda_2$ are the eigenvalues of the rescaled capacitance matrix $\hat{C}$, defined in (4.1).
Proof. Suppose that \((\phi, \psi)\) is a solution to (2.13) for small \(\omega = \omega(\delta)\). From the asymptotic expansions (2.11) and (2.12) we have that

\[
S_D[\phi - \psi] + k_b S_{D,1}[\phi] - k S_{D,1}[\psi] = O(\omega^2),
\]

\[
\left(-\frac{1}{2} I + K^*_D + k_b^2 K_{D,2}\right)[\phi] - \delta \left(\frac{1}{2} I + K^*_D\right)[\psi] = O(\delta \omega + \omega^3).
\]

From the first equation (4.2) and the fact that \(S_D\) is invertible we can see that \(\phi = \psi + O(\omega)\). We recall, e.g. from Lemma 2.1 of [5], that for any \(\varphi \in L^2(\partial D)\) we have

\[
\int_{\partial D_i} \left(-\frac{1}{2} I + K^*_D\right)[\varphi] \, d\sigma = 0, \quad \int_{\partial D_i} \left(\frac{1}{2} I + K^*_D\right)[\varphi] \, d\sigma = \int_{\partial D_i} \varphi \, d\sigma,
\]

\[
\int_{\partial D_i} K_{D,2}[\varphi] \, d\sigma = -\int_{D_i} S_D[\varphi] \, dx,
\]

for \(i = 1, 2\). Integrating (4.3) over \(\partial D_i\), for \(i = 1, 2\), and using (4.4) gives us that

\[
-k^2 b^2 \int_{D_i} S_D[\psi] \, d\sigma - \delta \int_{\partial D_i} \psi \, d\sigma = O(\delta \omega + \omega^3).
\]

At leading order, (4.3) says that \(\left(-\frac{1}{2} I + K^*_D\right)[\psi] = 0\) so, in light of (2.16), the solution can be written as

\[
\psi = a_1 \psi_1 + a_2 \psi_2 + O(\omega^2 + \delta),
\]

for constants \(a_1, a_2 = O(1)\). Making this substitution into (4.5) we reach, up to an error of order \(O(\omega^2 + \delta \omega)\), the eigenvalue problem

\[
\tilde{C} \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = \frac{k^2 b^2}{\delta} \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}.
\]

Remark 4.2. It is important, at this point, to highlight the fact that the resonant frequencies \(\omega_1\) and \(\omega_2\) are not real valued. Since we are studying resonators in an unbounded domain, energy is lost to the far field meaning that the resonant frequencies have negative imaginary parts [2, 5, 8]. The leading order terms in the expansions for \(\omega_1\) and \(\omega_2\) (given in Lemma 4.1) are real valued and the imaginary parts will appear in the \(O(\delta)\) term in the expansion. Since only the leading order terms in the asymptotic expansion (2.11) and (2.12) have singularities as the resonators are moved close together, it is not enlightening to study higher-order expansions in this work.

By elementary linear algebra we have that the eigenvalues of \(\tilde{C}\) are given by

\[
\lambda_n = \frac{1}{2} \left( \tilde{C}_{11} + \tilde{C}_{22} + (-1)^n \sqrt{(\tilde{C}_{11} - \tilde{C}_{22})^2 + 4\tilde{C}_{12}\tilde{C}_{21}} \right),
\]

for \(n = 1, 2\). From (4.8), finding the resonant frequencies (at leading order) has been reduced to finding expressions for the capacitance coefficients.

Lemma 4.3. In the case that \(D_1\) and \(D_2\) are spheres of radius \(r_1\) and \(r_2\), respectively, and are separated by a distance \(\epsilon\) the capacitance coefficients are given by

\[
C_{11} = 8\pi \alpha \sum_{n=0}^{\infty} \frac{e^{(2n+1)\xi}}{e^{(2n+1)(\xi_1 + \xi_2)} - 1},
\]

\[
C_{22} = 8\pi \alpha \sum_{n=0}^{\infty} \frac{e^{(2n+1)\xi_1}}{e^{(2n+1)(\xi_1 + \xi_2)} - 1},
\]

\[
C_{12} = C_{21} = -8\pi \alpha \sum_{n=0}^{\infty} \frac{1}{e^{(2n+1)(\xi_1 + \xi_2)} - 1},
\]

where

\[
\xi_i := \sinh^{-1}\left(\frac{\alpha}{r_i}\right).
\]
Proof. Let \( V_j := S_D[\psi_j] \) be defined as the extension of (2.15) to all of \( \mathbb{R}^3 \setminus D \), for \( j = 1, 2 \). Then \( V_j \) is the unique solution to the problem

\[
\begin{aligned}
\Delta V_j &= 0, & & \text{in} \ \mathbb{R}^3 \setminus D, \\
V_j &= \delta_{ij}, & & \text{on} \ \partial D_i, \\
V_j(x) &= O \left( \frac{1}{|x|} \right), & & \text{as} \ |x| \to \infty.
\end{aligned}
\]  

(4.9)

By recalling the transmission conditions for the single layer potential on \( \partial D \) [38], in particular the fact that for any \( \varphi \in L^2(\partial D) \)

\[
\frac{\partial}{\partial \nu} S_D[\varphi] \bigg|_{\pm} = \left( \pm \frac{1}{2} I + K_D \right) [\varphi],
\]

on \( \partial D \) and using (4.4) we can write the capacitance coefficients in the form

\[
C_{ij} = -\int_{\partial D_j} \frac{\partial V_j}{\partial \nu} \, d\sigma, \quad i, j = 1, 2.
\]  

(4.10)

We will find expressions for \( V_i \) using bispherical coordinates. Recall the Cartesian coordinate system \((x_1, x_2, x_3)\) from Section 2.6, which is such that \( p_1 = (0, 0, -\alpha) \) and \( p_2 = (0, 0, \alpha) \) are the fixed points of the combined reflections in \( \partial D_1 \) and \( \partial D_2 \), where \( \alpha \) is given by

\[
\alpha = \sqrt{\epsilon (2r_1 + \epsilon)(2r_2 + \epsilon)(2r_1 + 2r_2 + \epsilon)}.
\]

We then introduce a bispherical coordinate system \((\xi, \theta, \varphi)\) which is related to \((x_1, x_2, x_3)\) by

\[
x_1 = \frac{\alpha \sin \theta \cos \varphi}{\cosh \xi - \cos \theta}, \quad x_2 = \frac{\alpha \sin \theta \sin \varphi}{\cosh \xi - \cos \theta}, \quad x_3 = \frac{\alpha \sinh \xi}{\cosh \xi - \cos \theta},
\]

(4.11)

and is chosen to satisfy \(-\infty < \xi < \infty, 0 \leq \theta < \pi \) and \( 0 \leq \varphi < 2\pi \). The reason for this choice of coordinate system is that \( \partial D_1 \) and \( \partial D_2 \) are given by the level sets

\[
\partial D_1 = \{ \xi = -\xi_1 \}, \quad \partial D_2 = \{ \xi = \xi_2 \},
\]

(4.12)

where \( \xi_1, \xi_2 \) are positive constants given by

\[
\xi_j := \sinh^{-1} \left( \frac{\alpha}{r_i} \right).
\]  

(4.13)

We now show that

\[
V_j(\xi, \theta, \varphi) = \sqrt{2} \sqrt{\cosh \xi - \cos \theta} \sum_{n=0}^{\infty} \left( A^1_n e^{(n+\frac{1}{2})\xi} + B^1_n e^{-(n+\frac{1}{2})\xi} \right) P_n(\cos \theta),
\]

(4.14)

where \( P_n \) are the Legendre polynomials and

\[
A^1_n = \frac{1}{1 - e^{(2n+1)(\xi_1 + \xi_2)}}, \quad B^1_n = -\frac{e^{(2n+1)\xi_2}}{1 - e^{(2n+1)(\xi_1 + \xi_2)}},
\]

\[
A^2_n = \frac{e^{(2n+1)\xi_1}}{1 - e^{(2n+1)(\xi_1 + \xi_2)}}, \quad B^2_n = \frac{1}{1 - e^{(2n+1)(\xi_1 + \xi_2)}}.
\]

(4.15)

Since the solution to (4.9) is unique, it suffices to check that (4.14) satisfies the three conditions. Firstly, it is well known that (4.14) is a harmonic function with the appropriate behaviour in the far field [11, 18, 19, 41]. To check the values on the boundaries \( \partial D_1, \partial D_2 \) we recall that [11, 18]
and $\psi$ are given, at leading order, by

$$V_1|_{\partial D_1} = V_1(-\xi_1, \theta, \varphi) = \sqrt{2} \sqrt{\cosh \xi_1 - \cos \theta} \sum_{n=0}^{\infty} e^{-(n+\frac{1}{2})\xi_1} P_n(\cos \theta) = 1,$$

$$V_1|_{\partial D_2} = V_1(\xi_2, \theta, \varphi) = 0,$$

as well as similar results for $V_2$. Therefore, the solution to (4.9) is given by (4.14).

It remains to use the formula (4.14) for $V_j$ to calculate the capacitance coefficients through (4.10). We recall the identities [41]

$$\int_{-1}^{1} \frac{P_n(s)}{\sqrt{\cosh \xi - s}} \, ds = \frac{2\sqrt{\xi}}{2n+1} e^{-(n+\frac{1}{2})\xi}, \quad (4.16)$$

$$\int_{-1}^{1} \frac{P_n(s)}{(\cosh \xi - s)^{3/2}} \, ds = \frac{2\sqrt{\xi}}{\sinh |\xi|} e^{-(n+\frac{1}{2})\xi}, \quad (4.17)$$

from which we can show that

$$\sqrt{2} \int_{\partial D} \partial_\nu \left( \sqrt{\cosh \xi - \cos \theta} e^{(n+\frac{1}{2})\xi} P_n(\cos \theta) \right) \, d\sigma = -8\pi\alpha \delta_{ij}, \quad (4.18)$$

$$\sqrt{2} \int_{\partial D} \partial_\nu \left( \sqrt{\cosh \xi - \cos \theta} e^{-(n+\frac{1}{2})\xi} P_n(\cos \theta) \right) \, d\sigma = -8\pi\alpha \delta_{ij}. \quad (4.19)$$

Thus, integrating (4.14) over $\partial D$, gives

$$C_{ij} = 8\pi\alpha \left( \delta_{12} \sum_{n=0}^{\infty} A^2_n + \delta_{11} \sum_{n=0}^{\infty} B^2_n \right). \quad (4.20)$$

Using the results of [18], we see from Lemma 4.3 that the rescaled capacitance coefficients are given, at leading order, by

$$\hat{C}_{11} = \frac{3\alpha}{r_1^2(\xi_1 + \xi_2)} \left[ \log \left( \frac{2}{\xi_1 + \xi_2} \right) - \psi \left( \frac{\xi_1}{\xi_1 + \xi_2} \right) \right] + O(\sqrt{\epsilon}),$$

$$\hat{C}_{22} = \frac{3\alpha}{r_2^2(\xi_1 + \xi_2)} \left[ \log \left( \frac{2}{\xi_1 + \xi_2} \right) - \psi \left( \frac{\xi_2}{\xi_1 + \xi_2} \right) \right] + O(\sqrt{\epsilon}),$$

$$\hat{C}_{12} = -\frac{3\alpha}{r_1^2(\xi_1 + \xi_2)} \left[ \log \left( \frac{2}{\xi_1 + \xi_2} \right) - \psi(1) \right] + O(\sqrt{\epsilon}),$$

$$\hat{C}_{21} = -\frac{3\alpha}{r_2^2(\xi_1 + \xi_2)} \left[ \log \left( \frac{2}{\xi_2 + \xi_2} \right) - \psi(1) \right] + O(\sqrt{\epsilon}), \quad (4.21)$$

where $\psi(z) := \frac{d}{dz} \log \Gamma(z)$ is the digamma function [42], whose properties include $\psi(1) = -\gamma$ and $\psi(\frac{1}{2}) = -\gamma - 2 \log 2$. By combining (4.21) with Lemma 4.1 and the expression (4.8) we are able to find expressions for the resonant frequencies, at leading order.

**Theorem 4.4.** The resonant frequencies of two spherical resonators with radii $r_1, r_2$ and separation distance $\epsilon$ are given by

$$\omega_1 \sim \sqrt{\delta},$$

$$\omega_2 = \sqrt{\frac{3\epsilon^2}{2} \left( \frac{1}{r_1^2} + \frac{1}{r_2^2} \right) r_1 r_2 \log \left( \frac{2r_1 r_2}{r_1 + r_2} \right) + O \left( \sqrt{\delta} \right).} \quad (4.22)$$

Again, the choice of $\epsilon \sim e^{-1/\delta^{1-\beta}}$, where $0 < \beta < 1$, means that as $\delta \to 0$ we have that $\omega_1 \sim \sqrt{\delta}$ and $\omega_2 \sim \delta^{\beta/2}$.  
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Proof. We use a series expansion for the digamma function \([42]\) to see that

\[
\psi\left(\frac{\xi_1}{\xi_1 + \xi_2}\right) = -\gamma - \sum_{n=1}^{\infty} \frac{z_i}{n(n - z_i)},
\]

where \(z_i = 1 - \xi_i/(\xi_1 + \xi_2)\). Hence, we have that

\[
\tilde{C}_{12} = -\tilde{C}_{11} + \sigma_1, \quad \tilde{C}_{21} = -\tilde{C}_{22} + \sigma_2,
\]

where

\[
\sigma_i = \frac{3\alpha}{r_i^2(\xi_1 + \xi_2)} \sum_{n=1}^{\infty} \frac{z_i}{n(n - z_i)}.
\]

Note that \(\sigma_i \sim 1\) as \(\delta \to 0\). Therefore, the \(\tilde{C}\) eigenvalues from (4.8) are given by

\[
\lambda_n = \frac{1}{2} \left( \tilde{C}_{11} + \tilde{C}_{22} + (-1)^n \sqrt{(\tilde{C}_{11} + \tilde{C}_{22})^2 - 4\tilde{C}_{11}\sigma_2 - 4\tilde{C}_{22}\sigma_1 + 4\sigma_1\sigma_2} \right).
\]

We can rewrite this as

\[
\lambda_n = \frac{1}{2} \left( -\tilde{C}_{11} - \tilde{C}_{22} + (-1)^n \sqrt{(\tilde{C}_{11} + \tilde{C}_{22})^2 - 4\tilde{C}_{11}\sigma_2 - 4\tilde{C}_{22}\sigma_1 + 4\sigma_1\sigma_2} \right) + O(\delta^{1-\beta}),
\]

where we have used the fact that the choice of \(\epsilon\) relative to \(\delta\) means that \((\tilde{C}_{11} + \tilde{C}_{22})^{-1} = O(\delta^{1-\beta})\).

The formula for \(\omega_2\) follows from (4.25) by using the leading order behaviour of \(\tilde{C}_{ij}\), given in (4.21), combined with the expansions

\[
x_i = \frac{1}{r_i} \sqrt{\frac{2r_1 r_2}{r_1 + r_2}} \sqrt{\epsilon} + O(\epsilon^{3/2}), \quad \frac{\alpha}{\xi_1 + \xi_2} = \frac{r_1 r_2}{r_1 + r_2} + O(\epsilon).
\]

In the case of \(\omega_1\), the leading order term in (4.25) vanishes so the result follows from the fact that

\[
\lambda_1 = \frac{\tilde{C}_{11}\sigma_2 + \tilde{C}_{22}\sigma_1}{\tilde{C}_{11} + \tilde{C}_{22}} + O(\delta^{1-\beta}) = \frac{r_1^2\sigma_1 + r_2^2\sigma_2}{r_1^2 + r_2^2} + O(\delta^{1-\beta}) \sim 1,
\]

as \(\delta \to 0\).

Remark 4.5. We can see that the case of identical resonators (3.4) follows from the proof of Theorem 4.4 since if \(r_1 = r_2 = r\) then \(\xi_1 = \xi_2\) hence \(\sigma_1 = \sigma_2\) which means that (4.24) says that

\[
\lambda_1 = \sigma_1 = \frac{3\alpha}{2\pi^2\xi_1} \sum_{n=1}^{\infty} \frac{1/2}{n(n - 1/2)} = \frac{3}{r_i^2} \log 2 + O(\epsilon).
\]

5 Eigenmode gradient blow-up

We are interested in studying how the solution behaves in the region between the two spheres. The eigenmodes are known to be approximately constant on each resonator. If these constant values are different then, as the two resonators are moved close together, the gradient of the field between them will blow up. We wish to quantify the extent to which this happens.

Recall the decomposition (4.6) which allows us to write the eigenmodes in terms of \(S_D[\psi_1]\) and \(S_D[\psi_2]\), as defined in (2.15). From the fact that the eigenvector of \(\tilde{C}\) associated to the eigenvalue \(\lambda_n\) (as in (4.8)) is given by

\[
\left( \frac{\lambda_n - \tilde{C}_{22}}{\tilde{C}_{21}}, 1 \right),
\]

\[
D(\delta) = \frac{1}{\pi^2} \int_{\mathbb{R}^2} \frac{1}{|x|^2} \frac{1}{\sqrt{\epsilon}} dx = O(\epsilon),
\]

we can see that the case of identical resonators (3.4) follows from the proof of Theorem 4.4 since if \(r_1 = r_2 = r\) then \(\xi_1 = \xi_2\) hence \(\sigma_1 = \sigma_2\) which means that (4.24) says that

\[
\lambda_1 = \sigma_1 = \frac{3\alpha}{2\pi^2\xi_1} \sum_{n=1}^{\infty} \frac{1/2}{n(n - 1/2)} = \frac{3}{r_i^2} \log 2 + O(\epsilon).
\]
we see that the eigenmodes are given, for \( n = 1, 2 \), by

\[ u_n(x) = S_D[\phi_n](x) + O(\delta^{3/2}), \tag{5.2} \]

where

\[ \phi_n := \frac{\lambda_n - \tilde{C}_{22}}{\tilde{C}_{21}} \psi_1 + \psi_2. \tag{5.3} \]

By recalling the definition of the basis functions \( \psi_1 \) and \( \psi_2 \) (2.15) we have that

\[ u_n(x) = \begin{cases} \frac{\lambda_n - \tilde{C}_{22}}{\tilde{C}_{21}} + O(\delta^{3/2}), & x \in \partial D_1, \\ 1 + O(\delta^{3/2}), & x \in \partial D_2. \end{cases} \tag{5.4} \]

From the leading order behaviour of \( \lambda_n \) (4.25) and of the capacitance coefficients (4.21) we have that, as \( \delta \to 0 \),

\[ \frac{\lambda_n - \tilde{C}_{22}}{\tilde{C}_{21}} = \begin{cases} 1 + O(\delta^{1-\beta}), & n = 1, \\ -\frac{2^2}{r_1^2} + O(\delta^{1-\beta}), & n = 2. \end{cases} \tag{5.5} \]

Thus, we can show the following preliminary lemma.

**Lemma 5.1.** For sufficiently small \( \delta > 0 \), \( u_1|_{\partial D_1} \) and \( u_1|_{\partial D_2} \) have the same sign whereas \( u_2|_{\partial D_1} \) and \( u_2|_{\partial D_2} \) have different signs.

Further to this, from (5.4) and (5.5) we know that the eigenmodes converge to constant, non-zero values as \( \delta \to 0 \). Since \( \epsilon = \epsilon(\delta) \) is chosen so that \( \epsilon \to 0 \) as \( \delta \to 0 \), if the two leading order values are different then the maximum of the gradient of the solution between the two resonators must blow up as \( \delta \to 0 \).

**Theorem 5.2.** Let \( u_1 \) and \( u_2 \) denote the subwavelength eigenmodes for two spherical resonators (with radii \( r_1 \) and \( r_2 \)) separated by a distance \( \epsilon \) which are normalised such that for any \( x \in \partial D \)

\[ \lim_{\delta \to 0} |u_1(x)| \sim 1, \quad \lim_{\delta \to 0} |u_2(x)| \sim 1. \]

Suppose that the distance \( \epsilon \) satisfies \( \epsilon \sim e^{-1/\beta-\delta} \), then the maximal gradient of each eigenmode has the asymptotic behaviour, as \( \delta \to 0 \),

\[ \max_{x \in \mathbb{R}^3 \setminus D} |\nabla u_1(x)| \sim \begin{cases} 1, & \text{if } r_1 = r_2, \\ \frac{1}{1 + \log r_1}, & \text{otherwise}, \end{cases} \]

and

\[ \max_{x \in \mathbb{R}^3 \setminus D} |\nabla u_2(x)| \sim \frac{1}{\epsilon}. \]

**Proof.** We first remark that the desired normalisation of the eigenmodes is possible thanks to (5.2)-(5.5). We prove the desired behaviour by decomposing the leading order expressions for the eigenmodes into two functions. The first, which does not have a singular gradient as \( \epsilon \to 0 \), is defined as the solution to

\[
\begin{cases}
\Delta h_1 = 0, & \text{in } \mathbb{R}^3 \setminus \bar{D}, \\
h_1 = 1, & \text{on } \partial D_1 \cup \partial D_2, \\
|h_1(x)| = O\left( \frac{1}{|x|} \right), & \text{as } |x| \to \infty.
\end{cases}
\tag{5.6}
\]

The fact that \( \nabla h_1 \) is bounded as \( \epsilon \to 0 \) follows from the fact that \( h_1|_{\partial D_1} = h_1|_{\partial D_2} \), e.g. from Lemma 2.3 of [17] or by applying the result of [43].
Conversely, if \( r \) thus, we have that For the case where \( n = 2 \), we can additionally use (4.25) to see that the left-hand side of (5.12) is given by

\[
\left( \frac{\lambda_2 - \bar{C}_{22}}{\bar{C}_{21}} - 1 \right) \bar{C}_{11} + \sigma_1 + \lambda_2 = -\frac{r_2^3}{r_1} \bar{C}_{11} + \bar{C}_{22} + O(1),
\]

thus, we have that

\[
r_1 \neq r_2 \implies A_2 \sim |\log \epsilon| \text{ as } \delta \to 0.
\]

Conversely, if \( r_1 = r_2 \) then \( \lambda_2 = \bar{C}_{22} - \bar{C}_{21} \) and hence

\[
\left( \frac{\lambda_2 - \bar{C}_{22}}{\bar{C}_{21}} - 1 \right) \bar{C}_{11} + \sigma_1 + \lambda_2 = -2\bar{C}_{22} + \sigma_2 + \bar{C}_{22} - \bar{C}_{21} = 0,
\]

so (5.12) gives that

\[
r_1 = r_2 \implies A_2 = 0 \text{ as } \delta \to 0.
\]

We can now use (5.11) to find \( B_n \). The behaviour of \( B_1 \) is similar to that of \( A_2 \) in the sense that if \( r_1 = r_2 \) then \( \lambda_1 = \sigma_1 = \sigma_2 \) and \( A_1 = 1 \) so (5.11) gives that

\[
r_1 = r_2 \implies B_1 = 0 \text{ as } \delta \to 0,
\]
whereas
\[ r_1 \neq r_2 \implies B_1 \sim 1 \text{ as } \delta \to 0. \] (5.19)

The case of $B_2$ is much simpler, since we always have that
\[ B_2 \sim |\log \epsilon| \text{ as } \delta \to 0. \] (5.20)

Finally, the result follows by combining the above results, namely the behaviour of the coefficients $A_n$ and $B_n$, and the estimates for $\nabla h_1$ and $\nabla h_2$. \qed

6 Scattered solution

We now wish to study the scattered field in response to an incoming plane wave $u^{in}$, writing the solution in terms of the subwavelength eigenmodes studied above.

Theorem 6.1. Let $u_1$ and $u_2$ be the two subwavelength eigenmodes, normalised according to (5.2) and (5.3). Then, the solution $u$ to the scattering problem (2.2) with incoming plane wave $u^{in}$ with frequency $\omega$, which is assumed to be such that $\omega = O(\delta^{\beta/2})$ as $\delta \to 0$, is given for $x \in \mathbb{R}^3 \setminus \partial D$ by
\[ u(x) = u^{in} + au_1(x) + bu_2(x), \]
where the coefficients $a$ and $b$ are given, as $\delta \to 0$, by
\[ a = -\frac{\omega^2}{\omega^2 - \omega_1^2} \frac{1}{|D|} \int_D u^{in} \, dx + O(\delta^{\beta}), \]
\[ b = \frac{\omega^2}{\omega^2 - \omega_2^2} \frac{1}{|D|} \left( \int_{D_1} u^{in} \, dx - \frac{|D_1|}{|D_2|} \int_{D_2} u^{in} \, dx \right) + O(\delta^{\beta}), \]
with $\beta := \min(\beta, 1 - \beta)$.

Proof. If $(\phi, \psi)$ solves the scattering problem (2.10) then using the asymptotic expansions (2.11) and (2.12) we see that
\[ S_D[\phi - \psi] = u^{in} + O(\omega), \] (6.1)
\[ \left( -\frac{1}{2} I + K_D^* + k_D^2 K_{D,2} \right) [\phi] - \delta \left( \frac{1}{2} I + K_D^* \right) [\psi] = O(\delta \omega + \omega^3). \] (6.2)

From (6.1), we know that
\[ \phi = \psi - S_D^{-1}[u^{in}] + O(\omega), \] (6.3)
so are able to write that
\[ \left( -\frac{1}{2} I + K_D^* \right) [\phi] + k_D^2 K_{D,2} [\psi] - \delta \left( \frac{1}{2} I + K_D^* \right) [\psi] = k_D^2 K_{D,2} \left[ S_D^{-1}[u^{in}] \right] + O(\delta \omega + \omega^3). \] (6.4)
If we integrate (6.4) over $\partial D$, and use the properties (4.4), we reach the equation
\[ -k_D^2 \int_D S_D[\psi] \, dx - \delta \int_{\partial D} \psi \, d\sigma = k_D^2 \int_D u^{in} \, dx + O(\delta \omega + \omega^3). \] (6.5)
We can make the decomposition
\[ \psi = a\phi_1 + b\phi_2 + \phi_3, \] (6.6)
for constants $a, b = O(1)$, where $\phi_1$ and $\phi_2$ are the densities corresponding to the two subwavelength eigenmodes, defined in (5.3), and $\phi_3 \in L^2(\partial D)$ is orthogonal to both $\phi_1$ and $\phi_2$ in $L^2(\partial D)$. It is shown in Theorem 4.2 of [5] that if $\omega = O(\delta^{\beta/2})$ then $||\phi_3||_{L^2(\partial D)} = O(\delta^{\beta/2})$. 
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Recall that \( \phi_1 \) and \( \phi_2 \) are defined such that (4.5) is satisfied exactly when \( \omega \) is equal to the corresponding resonant frequency. Therefore, we have that

\[
-\frac{\omega_1^2}{v_b^2} \int_D S_D[\phi_1] \, dx - \frac{\omega_2^2}{v_b^2} \int_D S_D[\phi_2] \, dx - \delta \int_{\partial D} a \phi_1 + b \phi_2 \, ds = O(\delta \omega + \omega^3). \tag{6.7}
\]

From (5.5) we can show that

\[
\int_D S_D[\phi_n] \, dx = \frac{\lambda_n - C_{22}}{C_{21}} |D| + O(\delta^{1-\beta}), \quad n = 1,
\]

\[
O(\delta^{1-\beta}), \quad n = 2. \tag{6.8}
\]

Then, subtracting (6.7) from (6.5) we reach

\[
a \frac{\omega_1^2 - \omega_2^2}{v_b^2} |D| = \frac{\omega_2^2}{v_b^2} \int_D u^2 \, dx + O(\delta^{3} \omega^2), \tag{6.9}
\]

which can be solved to give the formula for \( a \). The formula for \( b \) can be found by repeating these steps but instead integrating (6.4) over \( \partial D_1 - \partial D_2 \) and using the fact that

\[
\int_{D_1 - D_2} S_D[\phi_n] \, dx = \frac{\lambda_n - C_{22}}{C_{21}} |D_1| - |D_2| = \begin{cases} |D_1| - |D_2| + O(\delta^{1-\beta}), & n = 1, \\ -2|D_2| + O(\delta^{1-\beta}), & n = 2. \end{cases} \tag{6.10}
\]

This gives the equation

\[
a \frac{\omega_1^2 - \omega_2^2}{v_b^2} (|D_1| - |D_2|) + b \frac{\omega_2^2 - \omega_2^2}{v_b^2} (-2|D_2|) = \frac{\omega_2^2}{v_b^2} \int_{D_1 - D_2} u^2 \, dx + O(\delta^{3} \omega^2), \tag{6.11}
\]

which can be solved to give the formula for \( b \).

\[
\square
\]

**Corollary 6.2.** Using the coordinate system defined in Section 2.6, the coefficients \( a \) and \( b \) from Theorem 6.1 can be expanded as

\[
a = -\frac{\omega^2}{\omega_1^2 - \omega_2^2} \left( u^2(0) + \frac{c_1 |D_1| + c_2 |D_2|}{|D|} n \cdot \nabla u^2(0) \right) + O(\delta^{3}),
\]

\[
b = \frac{\omega^2}{\omega_1^2 - \omega_2^2} \left( \frac{(c_1 - c_2) |D_1|}{|D|} n \cdot \nabla u^2(0) \right) + O(\delta^{3}),
\]

where \( c_1 \) and \( c_2 \) are the \( x_3 \)-coordinates of the spheres’ centres and \( n \) is the unit vector along the line through their centres.

**Proof.** Let \( x \in \partial D \) then we can use Taylor’s theorem to expand \( u^2(x) \) about the origin, using the coordinate system defined in Section 2.6. Using the fact that \( x = O(1), \nabla u^2 = O(\omega) \) and \( \nabla^2 u^2 = O(\omega^2) \), we see that

\[
u^2(y) = u^2(0) + x \cdot \nabla u^2(0) + O(\omega^2). \tag{6.12}
\]

Substituting this into the integrals in the expressions given in Theorem 6.1 gives the desired formulas when we use the fact that

\[
\int_{D_i} x \, dx = c_i |D_i| n. \tag{6.13}
\]

\[
\square
\]
7 Concluding remarks

Structures composed of subwavelength resonators have been shown to have remarkable wave-guiding abilities. In this paper, we have conducted an asymptotic analysis of the behaviour of two subwavelength resonators that are close to touching. We have shown that the two subwavelength resonant frequencies have different asymptotic behaviour and have derived estimates for the rate at which the gradient of each eigenmode blows up, accounting for the differences between symmetric and non-symmetric structures.

We have studied the case of spherical resonators in this work, but this could be generalised to shapes that are strictly convex in a region of the close-to-touching points. This relies on using spheres with the same curvature to approximate the structure, as was done in the setting of linear elasticity by [22, 23].

Understanding the different asymptotic behaviour of the two eigenfrequencies is useful if one wants to design structures for specific applications. For example, one might want to construct an array that responds to a specific range of frequencies [8, 9] or a structure that has subwavelength band gaps [10]. In addition, the estimates for the blow-up of the gradient of the eigenmodes are valuable since the gradient of the acoustic pressure describes the forces that the resonators exert on one another in the presence of sound waves. Known as the secondary Bjerknes forces [44–48], this work provides an approach to understanding these forces in the case of close-to-touching bubbles.
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