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Abstract: Micro-electro-mechanical system (MEMS) inertial devices are small volume, lightweight, low cost, and have mass-production characteristics. The development trend of inertial modules is to reduce cost and improve accuracy, and batch calibration of MEMS devices is one of the most feasible solutions to reduce cost. In this paper, we propose a distributed calibration method based on system-level, discrete calibration. The distributed calibration method requires only one or a few rotations of the combined and arranged devices to excite the individual error parameters of the inertial instruments. In this study, the relationship between the error parameters and the navigation error was rewritten using equivalence transformation, and the 24 error parameters of the device were identified by the distributed least-squares estimation using the velocity error as the observed quantity. In simulation experiments, this method could calibrate more MEMS devices simultaneously than the traditional calibration method with the exact accuracy requirement.
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1. Introduction

Inertial devices need to be calibrated before use. Calibration is an estimation of the system error, which is used in system modulation. The aim of calibration and compensation of error is to improve accuracy; this is a feasible solution to improve the accuracy of a device when using software.

Inertial sensor errors include accelerometer and gyroscope errors. The nature of the error can be divided into systematic or random errors, and the error source can be divided into zero-bias error, scale-factor error, nonlinear error, installation error, or random noise. For the calibration of random errors, we usually use the Allan variance method or direct variance statistics.

Here, we mainly studied the calibration of systematic errors. At this stage, there are two main calibration methods, namely, discrete calibration and system-level calibration. Discrete calibration uses specialized laboratory equipment to provide information regarding acceleration and angular velocity, and directly uses the output of the gyro and accelerometer as the observed quantity [1]. This method uses the centralized least-squares algorithm to obtain performance parameters of the component to be calibrated. This method is simple in principle and practical in engineering. Yet, the calibration period of this method is long, and the experimental calibration process is complicated. This method leads to a long calibration time and inaccurate error measurement for mass-produced micro-electro-mechanical system (MEMS) devices, which inevitably increases the calibration cost and reduces calibration efficiency.

System-level calibration means that all error parameters are considered as part of a navigation system. By observing the navigation error, the device error is inverted. Device parameter errors will inevitably lead to navigation system output errors, that is, position...
and velocity errors [2,3]. As the error propagation law in the navigation system is already in place, we can reverse the error equation to deduce the device error. System-level calibration can be summarized into two schemes: (1) Kalman filter-based system-level calibration [4,5]; (2) least-squares fitting-based system-level calibration [6,7]. The Kalman filter-based system-level calibration method requires establishing the error equation of the MEMS device and then compensating for the error. The prerequisite for reliable operation of the Kalman filter is the observability of the system, which requires observability or observability analysis of the error system. Therefore, this method is difficult for path programming and unsuitable for batch MEMS calibration. The system-level calibration method based on the least-squares fitting method must establish the error equation of the MEMS device and use the appropriate ratio measurement method [8]. The key to this fitting method is the design optimization of the rotation arrangement, which is suitable for calibrating medium-precision devices.

Unmanned motion platform such as crewless vehicles, guided munitions, and unmanned systems must use many inexpensive MEMS inertial devices, which require developing new batch calibration techniques. Considering the homogeneity characteristic of scale production and combining the advantages of discrete calibration and system-level calibration, a distributed least-squares method for batch calibration of multiple devices is proposed in this paper. The ideas of the kernel space orthogonal projection matrix and graph theory are utilized with dimensionality reduction and splitting of the measurement equations [9,10]. The high-dimensional measurement equations are reduced to multiple low-dimensional equations. The solutions of the low-dimensional equations communicate with each other in a certain way so that the final solutions converge to the same level. Each device requires only a few simple rotations to obtain the required measurement equations for calibration. This method belongs to the category of system-level calibration. Compared to other calibration methods at this stage, this method has a simple calibration path design, and all error parameters can be excited with only a few simple rotations according to the choreography rules. The calibration speed is increased using the distributed method, which decentralizes the process of solving a single device centrally into a common calculation for multiple sensors. This paper focuses on the calibration of mass-produced multi-sensors, and experiments show that the calibration accuracy of this method is close to that of the conventional method, and that multiple devices can be calibrated at once.

The rest of the text is as follows. Section 2 of the article starts with constructing the accelerometer and gyroscope error models and then establishes the relationship between device errors and navigation. Section 3 gives the arrangement of the sensors for distributed calibration. Section 4 explains precisely how the algorithm and calibration scheme of the paper were designed. The results of the simulation experiments are given in Section 5. The conclusions are given in Section 6.

2. Construction of Inertial-Navigation Standard Calibration Model

In this section, the error model and calibration error equation of inertial devices are given, which can serve as the basis for the subsequent transformation from centralized calibration to distributed calibration.

2.1. Mathematical Error Model of the Inertial Sensor

The error source of the sensor can be divided into two types: one is the error of the device, and the other is the systematic error generated during navigation. The inertial device’s error is mainly the error of the gyroscope and the accelerometer. A strapdown inertial navigation system mainly consists of three gyroscopes and three accelerometers. Among the errors are the zero offset of the accelerometer and gyroscope, the scale factor,
and the installation error. From this, we define the projection of the error model of the accelerometer and gyroscope under the body system as:

\[
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\[
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\] (2)

where \( K_{ax}, K_{ay}, K_{az} \) denotes the scale factor error of the accelerometer; \( E_{gx}, E_{gy}, E_{gz} \) denotes the scale factor error of the gyroscope. \( E_{axx}, E_{axy}, E_{axz}, E_{ayx}, E_{ayy}, E_{azx}, E_{azy}, E_{azz} \) denotes the installation error of the gyroscope; \( E_{gxx}, E_{gxy}, E_{gyx}, E_{gyy}, E_{gzz} \) denotes the installation error of the accelerometer; \( E_{bx}, E_{by}, E_{bz} \) denotes the installation error of the gyroscope. \( D_{bx}, D_{by}, D_{bz} \) denotes the zero offset of the accelerometer; \( \epsilon_{bx}, \epsilon_{by}, \epsilon_{bz} \) denotes the zero offset of the gyroscope.

2.2. Establishment of Calibration Error Equations

Distributed calibration methods use navigation results as observational measurements, then the inertial sensor error is calibrated. The calibration process adopts the motion arrangement method of “stationary-turning-stationary”, and simultaneous control of turntables with multiple MEMS sensors. The initial alignment of inertial devices is performed first; then, the turntable is controlled to rotate according to the preset position sequence. The data are measured and recorded as the observed quantity after resting.

When defining the east-north-up coordinate system as the navigation coordinate system, the output equation of the strapdown inertial navigation system can be expressed as:

\[
V_{et}^f = T_{b}^i f^b_i - (2\omega_{et}^i + \omega_{et}^i) \times V_{et}^i + g^i 
\] (3)

In the actual calculations, there are effects such as measurement errors and systematic errors. This results in the calculation and the actual calculation being different. Therefore, the following arises:

\[
V_{et}^i = T_{b}^i f^b_i - (2\omega_{et}^i + \omega_{et}^i) \times V_{et}^i + g^i 
\] (4)

where \( T_{b}^i \) denotes the attitude matrix after alignment. \( T_{b}^i = T_{b}^i T_{b}^i = (I - \phi \times)T_{b}^i \), \( \phi \times \) represents the skew-symmetric matrix of \( \phi \), \( f^b_i \) denotes the specific force measurement, and \( \omega_{et}^i \) denotes the angular velocity of the rotation of the Earth in the Earth’s coordinate system. \( \omega_{et}^i \) denotes the angular velocity of rotation of the geosystem relative to the Earth’s coordinate system, \( V_{et}^i \) denotes the velocity of motion relative to the Earth’s coordinate system, and \( g^i \) denotes the acceleration of gravity.

Accordingly, \( \delta V_{et}^i = V_{et}^i - V_{et}^i, \delta \omega_{et}^i = \omega_{et}^i - \omega_{et}^i, \delta \omega_{et}^i = \omega_{et}^i - \omega_{et}^i \). At \( V_{et}^i = 0 \), neglecting the convective acceleration, \( 2\omega_{et}^i + \omega_{et}^i \) yields the approximate error equation as:

\[
\hat{V}_{et}^i \approx \delta T_{b}^i f^b_i + T_{b}^i \delta f^b
\] (5)

The specific force measurement of the position of the sensor before rotation is 1. The specific force measurement at the position after rotation is 2. From this, it is possible to write out specific force measurement equations for the two positions, namely:

\[
(\delta V_{et}^i)_1 = (T_{b}^i \cdot f^b_i)_1 - \phi_1 \times (T_{b}^i \cdot f^b_i)_1 + (T_{b}^i \cdot \delta f^b)_1 
\] (6)

\[
(\delta V_{et}^i)_2 = (T_{b}^i \cdot f^b_i)_2 - \phi_2 \times (T_{b}^i \cdot f^b_i)_2 + (T_{b}^i \cdot \delta f^b)_2 
\] (7)
where \( \phi_1 \) denotes the initial error alignment angle, and \( \phi_2 \) denotes the navigation error angle after rotation.

The observed quantity defined using the system-level calibration method is obtained by re-differentiating the velocity error and decomposing it into the X, Y, and Z axes. Therefore, according to the literature [11], specific force measurements can be written as vertical and horizontal components. In this case, the available vertical components are:

\[
(\delta V^{v}_{et})_{1U} = \mathbf{g} + [(T^f_b \cdot \delta f^f_b)_1]_u \tag{8}
\]

The horizontal component is:

\[
(\delta V^{h}_{et})_{1H} = [\phi_1 \times \mathbf{g} + (T^f_b \cdot \delta f^f_b)_1]_H \tag{9}
\]

The specific force of each component before and after rotation is measured and integrated as:

\[
(\delta V^{v}_{et})_{2U} - (\delta V^{v}_{et})_{1U} = [(T^f_b \cdot \delta f^f_b)_2]_u - [(T^f_b \cdot \delta f^f_b)_1]_u \tag{10}
\]

\[
(\delta V^{h}_{et})_{2H} - (\delta V^{h}_{et})_{1H} = [(\phi_2 - \phi_1) \times \mathbf{g}]_H + [(T^f_b \cdot \delta f^f_b)_2]_u - [(T^f_b \cdot \delta f^f_b)_1]_u \tag{11}
\]

At this point, the error equation for distributed scaling is established. Below, the calibration path orchestration and calibration process are designed.

### 3. Calibration Path Orchestration

The traditional calibration method is time-consuming; this article uses a batch-processing approach to shorten the duration. Compared with the traditional method, this method differs in the scheme design. The batch-processing method groups the same batch of sensors to be calibrated and then loads the sensors onto four identical three-axis turntables. The turntables are connected to the central computer with a bus for unified control; each sensor rotates five or six times in a choreographed pattern, with four turntables processed in parallel, and the data before and after the rotation are recorded and analyzed to obtain specific force observations.

Combined with the idea of a batch calibration algorithm, the Savage orchestration method (as shown in Table 1) is recombinantly designed.

| Sensor Ordinal | Rotation | State before Rotation |
|----------------|----------|-----------------------|
|                | Degree of Rotation | Rotary Axis | X-Axis | Y-Axis | Z-Axis |
| 1              | +360      | Y                     | North  | East   | Down   |
| 2              | +360      | X                     | East   | South  | Down   |
| 3              | +90 +360 -90 | Y Z Y                | North  | East   | Down   |
| 4              | +180 +90 +180 -90 | Y Z X Z            | North  | East   | Down   |
| 5              | +180 +90 +180 -90 | X Z Y Z             | East   | South  | Down   |
| 6              | +90 +90 -90 -90  | Y Z X Z             | North  | East   | Down   |
| 7              | +180      | Y                     | North  | East   | Down   |
| 8              | +180      | Y                     | South  | East   | Up     |
| 9              | +90       | X                     | East   | South  | Down   |
| 10             | +90       | X                     | East   | Down   | North  |
| 11             | +180      | Z                     | Down   | East   | South  |
| 12             | +180      | X                     | East   | South  | Down   |
| 13             | +180      | X                     | East   | North  | Up     |
| 14             | +90       | Y                     | North  | East   | Down   |
| 15             | +90       | Y                     | Up     | East   | North  |
| 16             | +180      | Z                     | East   | Down   | North  |
| 17             | +180      | X                     | East   | Up     | South  |
| 18             | +180      | X                     | East   | Down   | North  |
| 19             | +90       | Z                     | East   | Up     | South  |
| 20             | +90       | Z                     | Up     | West   | South  |
| 21             | +180      | X                     | East   | South  | Down   |
According to the above arrangement method, the arrangement scheme is designed as follows: four sensors calibrated as a group and installed in four turntables, respectively. The turntable is connected by the bus to the central computer using a parallel control mode. The first turntable rotates according to the arrangement from ordinal numbers 1 to 5 in Table 1. The second turntable rotates according to the arrangement from ordinal numbers 6 to 10 in Table 1. The third turntable rotates according to the arrangement from ordinal numbers 11 to 15 in Table 1. Finally, the fourth turntable rotates according to the arrangement from ordinal numbers 16 to 21 in Table 1.

4. Calibration Scheme Design Based on the Distributed Algorithm

The purpose of the distributed calibration algorithm is to establish a mathematical model between the static navigation speed error and inertial device error parameters. In combination with this model, all error parameters are estimated using the distributed algorithm.

For traditional calibration, the sensor needs to be rotated in all programmed positions to obtain the observation equation. This method is computationally complex due to the large observation of equations; therefore, a distributed approach is proposed. All turntables containing sensors yield four sets of observations after rotation according to Table 1. The four sets of observations are calculated independently of each other, thus greatly reducing computational complexity. The distributed algorithm uses this observation as a node in the sensor network, with each node existing independently and holding local information. The final estimate is obtained using a distributed algorithm that combines the local information of each node, which is the estimated value of the distributed calibration.

The method uses a central computer to control the turntables, each of which is rotated five or six times. The local measurement of each node is obtained. This measurement is the ratio observation. There are a total of four sensors to be calibrated here, and after the above method of orchestration and rotation has been applied, 63 sets of equations can be obtained. The parameters to be calibrated are used as state quantities \( X = [X_a, X_g]^T \); based on these 63 sets of data, the measurement equation is obtained as:

\[
Z = HX + V
\]  

(12)

where \( V \) is the measurement noise with mean 0 and covariance \( R \), \( H \) is the measurement matrix, and the measurement equation is expanded as:

\[
Z = \begin{bmatrix} a_1 & b_1 & c_1 & a_2 & b_2 & c_2 & \cdots & a_{20} & b_{20} & c_{20} \end{bmatrix}^T
\]  

(13)

\[
X = [X_a, X_g]^T
\]  

(14)

where:

\[
X_a = [K_{ax}, E_{axy}, E_{axz}, K_{ay}, E_{ayz}, E_{axy}, E_{axy}, K_{az}, D_{bx}, D_{by}, D_{bz}]^T
\]

\[
X_g = [K_{gx}, E_{gxy}, E_{gxz}, K_{gy}, E_{gyz}, E_{gxy}, E_{gzy}, E_{gxy}, K_{gz}, \varepsilon_{bx}, \varepsilon_{by}, \varepsilon_{bz}]^T
\]

After obtaining the measurement equation, the error parameters are estimated using the distributed least-squares method. As obtained from (12):

\[
Ax = b
\]  

(15)

The sensor is rotated to obtain a set of corresponding observations \( b_i \) and the measurement matrix \( A_i \). Combining the above arrangement scheme, four corresponding sets of equations can be obtained \([12,13]\):
The distributed algorithm synthesizes the solutions of multiple nodes to obtain the optimal solution for the measurement equation [14,15]. Mou and colleagues first proposed the distributed algorithm to resolve Equation (14) in references [16–19]. We changed the computational process and applied it to the sensor calibration. This can perform distributed computation on a network composed of multiple sensors. Each node in the sensor network only needs to master some of the elements in \([A \ b]\).

This method needs to satisfy two conditions. The first is that the estimated value of each node \(i\) has to satisfy the set of equations consisting of the measurement matrix \(A_i\) and the observations \(b_i\) for the sensor. The second is that the estimates obtained using all nodes must finally converge to the exact solution of \(Ax = b\), satisfying the consistency principle.

Condition one requires the selection of a point as the starting point of the algorithm. This point is one of the solutions of the measurement matrix. That is, the point satisfies \(A_i x_i(1) = b_i\). As can be seen from [20], it is updated iteratively as follows:

\[
x_i(k + 1) = x_i(k) + K_i u_i(k)
\]  

(17)

where \(K_i\) is the base matrix on the kernel space of the measurement matrix \(A_i\), so as long as \(x_i(1)\) satisfies \(A_i x_i = b_i\), then (24) always satisfies \(A_i x_i(k + 1) = b_i\).

According to the consistency of the distributed algorithm, condition two needs to satisfy the following expression:

\[
x_i(k + 1) = \frac{1}{m_i(k)} \sum_{j \in N_i(k)} x_j(k)
\]  

(18)

But conditions one and two cannot be met at the same time because:

\[
-x_i(k) + \frac{1}{m_i(k)} \sum_{j \in N_i(k)} x_j(k) \notin \text{image}(K_i)
\]  

(19)

We use the least-squares approach to solve the problem:

\[
\min \frac{1}{2} \left| x_i(k) + K_i u_i(k) - \frac{1}{m_i(k)} \sum_{j \in N_i(k)} x_j(k) \right|^2
\]  

(20)

The network can be represented as:

\[
x_i(k + 1) = x_i(k) - \frac{1}{m_i(k)} P_i(m_i(k) x_i(k) - \sum_{j \in N_i(k)} x_j(k))
\]  

(21)

where \(m_i\) represents the sum of all sensors in the same batch as sensor \(i\), \(P_i\) represents the measurement matrix \(A_i\) quadrature projection matrix on the core space, and \(N_i\) represents the set of sensors \(i\) in the same batch of sensors to be calibrated.

The calibration using the distributed algorithm requires the measurement of the ratio measurements before and after rotation of the inertial guide. This value was projected onto the navigation system as the observation required for calibration. Let each set of observations be \(b_i\), the measurement matrix \(A_i\) corresponding to the observations be obtainable by calculation, and the solution of \(A_i x_i = b_i\) be obtainable according to (15). Here, a specific initial point \(q\) is selected and the closest point to \(q\) in the solution of \(A_i x_i = b_i\) is found for the iteration. This method can speed up the iteration process.
Inspired by reference [21], \( x_{\text{min}}^q = \arg\min_{Ax=b} \frac{1}{2} |x - q|^2 \) is obtained, where \( |\cdot| \) denotes the Euclidean norm. The text makes a simple change to \( x_{\text{min}}^q = \arg\min_{Ax=b} \frac{1}{2} |x - q|^2 \) to achieve a specific solution \( x_{\text{min}}^q \) with respect to the local minimum of \( \frac{1}{2} |x - q|^2 \) depending on \( A_i x = b_i \). That is:

\[
x_i(1) = \arg\min_{A_i x=b_i} \frac{1}{2} |x - q|^2
\]

(22)

When \( Ax = b \) has multiple solutions, it is not yet clear which one is to be achieved. Equation (22) is the first step for the initialization.

When \( q \) is 0, the unique solution is the minimum norm solution of the measurement equation.

The main steps are as follows:

1. Set the initial point \( x_i(1) \), which is required to meet \( \arg\min_{A_i x=b_i} \frac{1}{2} |x - q|^2 \), where \( i \in \{1, 2, 3, \ldots, m\} \);
2. Set the error value \( \sigma > 0 \), meaning when \( \sum_{i=1}^{m} |Ax_i(k) - b|^2 < \sigma \), the iteration stops;
3. If \( \sum_{i=1}^{m} |Ax_i(k) - b|^2 > \sigma \), the estimate is updated: \( x_i(k+1) = x_i(k) - \frac{1}{|P_i(k)|} P_i(m_i(k)x_i(k) - \sum_{j \in N_i(k)} x_j(k)) \);
4. Assign the value of \( x_i(k+1) \) to \( x_i(k) \) and continue to iterate until the algorithm terminates.

Turntable one is used as an example for combining the alignment scheme. The specific force measurements before and after the rotation of the inertial guidance system are projected onto the navigation coordinate system to obtain the specific force observations. Each set of observations and the measurement equation form a point in the sensor network, and the 63 sets of observations obtained at the end of all rotations together form the sensor network. Each point in the network combines its observations and the measurement matrix to obtain a feasible solution as the starting point of the distributed calibration algorithm. Each point in the network is updated using Equation (3) to obtain the estimated value iteratively.

5. Analysis of Experimental Results

The random drift of the strapdown inertial navigation system gyroscope in the same batch are 1, 2, and 3 degrees/h, and the zero-skew stability of the accelerometer are 1, 2, and 3 mg, respectively. The installation errors of the gyroscope and accelerometer are 110", 110", 150", 150", 190", and 190". The scale factor error of the accelerometer is set to \( 1 \times 10^{-3} \text{diag}(1 \ 1 \ 1) \), and the scale factor error of the gyroscope is set to \( 1 \times 10^{-2} \text{diag}(1 \ 1 \ 1) \). The rotation speed of the turntable is set at 10 degrees/s, and the rotation is carried out according to the set position to stimulate each error term. The accelerometer and gyroscope data are collected and estimated with the distributed least-squares algorithm. To verify the consistency of the distributed algorithm, several simulation tests were conducted to obtain a total of 63 sets of estimated values. Data from the first, 30th, and 60th sets were selected for consistency analysis. Each node in the sensor network tended to be consistent at the end of the iteration. Comparison charts are shown in Figures 1–3. Comparison between the distributed and traditional calibrations is shown in Figures 4–6. The distributed calibration approximates the traditional calibration via lower-dimensional computation. The calibration experiment results are shown in Table 2.
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Figure 1. Gyroscope installation−error estimation results.

Figure 2. Gyroscope meter−scal−factor estimation results.

Figure 3. Gyroscope zero−bias estimation results.

The second column in Table 2 estimates the installation error, scale factor error, and zero-bias error of the accelerometer from the conventional system-level calibration. The third column estimates each error value of the accelerometer from the distributed method. The fifth column estimates the installation error, scale factor error, and zero-bias error of the gyroscope using the conventional method. The sixth column estimates the error values of the gyroscope using the distributed method. The zero-bias errors of the gyroscope and accelerometer are analyzed. We give the random drift of the gyroscope as 1, 2, and 3 degrees/h, and the zero-bias stability of the accelerometer as 1, 2, and 3 mg, respectively. The zero-bias error parameters of the accelerometer obtained using the traditional method are 0.9993, 1.9997, and 3.0007, while the parameters obtained using the distributed algorithm are 0.9965, 1.9904, and 3.0132. The zero-bias errors of the gyroscope obtained using the conventional method are 0.9967, 2.0007, and 2.9994. The parameters obtained using the distributed algorithm are 1.0668, 2.1194, and 3.1909.
Figure 2. Gyroscope meter−scal−factor estimation results.

Figure 3. Gyroscope zero−bias estimation results.

Figure 4. Accelerometer installation−error estimation results.

Figure 5. Accelerometer scale−factor−error estimation results.

Figure 3. Gyroscope zero−bias estimation results.

Figure 4. Accelerometer installation−error estimation results.
Figure 4. Accelerometer installation−error estimation results.

Figure 5. Accelerometer scale−factor−error estimation results.

Figure 6. Accelerometer zero−bias−error estimation results.

According to the set error parameters, the centralized estimation results were compared with the distributed ones in combination with Table 2. The results showed that the distributed algorithm was more accurate than the centralized one in estimating some parameters, for example, \( E_{axz} \), \( E_{azy} \), \( E_{gyz} \), etc. However, the rest of the estimation results were equal or close to the centralized one. The reason for this is that the simple Gaussian model cannot solve complex optimization problems well.
Table 2. Comparison of traditional and distributed calibration results.

| Parameter | Traditional Calibration Method | Distributed Calibration | Parameter | Traditional Calibration Method | Distributed Calibration |
|-----------|--------------------------------|-------------------------|-----------|--------------------------------|-------------------------|
| $E_{axy}$ | 0.0305                         | 0.0326                  | $E_{gxy}$ | 0.0337                         | 0.0334                  |
| $E_{axz}$ | 0.0445                         | 0.0321                  | $E_{gxz}$ | 0.0472                         | 0.0272                  |
| $E_{ayx}$ | 0.0416                         | 0.0377                  | $E_{gyx}$ | 0.0444                         | 0.0246                  |
| $E_{azy}$ | 0.0529                         | 0.0470                  | $E_{gyz}$ | 0.0558                         | 0.0416                  |
| $E_{azx}$ | 0.0444                         | 0.0576                  | $E_{gzx}$ | 0.0472                         | 0.0373                  |
| $K_{ax}$  | $-6.20 \times 10^{-5}$         | $5.97 \times 10^{-4}$  | $K_{gx}$  | $-2.08 \times 10^{-4}$         | $-4.3 \times 10^{-3}$  |
| $K_{ay}$  | $-1.28 \times 10^{-5}$         | $7.11 \times 10^{-4}$  | $K_{gy}$  | $-1.31 \times 10^{-4}$         | $-1.1 \times 10^{-3}$  |
| $K_{az}$  | $7.48 \times 10^{-5}$          | $2.91 \times 10^{-4}$  | $K_{gz}$  | $3.86 \times 10^{-4}$          | $1.8 \times 10^{-3}$   |
| $D_{bx}$  | 0.9993                         | 0.9965                  | $\epsilon_{bx}$ | 0.9967                         | 1.0668                  |
| $D_{by}$  | 1.9997                         | 1.9904                  | $\epsilon_{by}$ | 2.0007                         | 2.1194                  |
| $D_{bz}$  | 3.0007                         | 3.0132                  | $\epsilon_{bz}$ | 2.9994                         | 3.1909                  |

As far as calibration results are concerned, the distributed algorithm achieves a high accuracy for the calibration of sensors. For the same batch of sensors to be calibrated, the distributed algorithm can calibrate several sensors at the same time. Therefore, distributed calibration is a good choice for medium- and high-accuracy sensors.

6. Conclusions

The traditional calibration method of inertial devices is only suitable for calibrating a single device, and the number of calibrations per unit of time is limited for mass-produced inertial sensors. This paper proposed a batch calibration method to calibrate multiple inertial sensors simultaneously to address the above issues. Firstly, multiple sensors were arranged and combined using position arrangement. Then, the output in the navigation state was obtained using five or six rotations as the observed quantity, and the measurement equation related to calibrating error was established. Finally, the distributed algorithm was used to estimate the equation with error, and the estimated values of multiple inertial sensors were obtained. The experiments showed that the distributed calibration method can calibrate several sensors simultaneously. In terms of results, the calibration results for multiple sensors were similar. The calibration accuracy of this calibration method was as good as the centralized one. It can be used to calibrate MEMS inertial devices such as smartphones and crewless vehicles, which do not require high sensor accuracy and have low cost.
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