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ABSTRACT

The concept of generalized path algebras was introduced in Coelho and Liu (2000). It was shown in Ibáñez Cobos et al. (2008) how to obtain the Gabriel quiver of a given generalized path algebra. In this article, we generalize the concept of generalized path algebra to allow them to have relations, and we extend the result in Ibáñez Cobos et al. (2008) to this new setting. Moreover, we use the extended result mentioned above to address the inverse problem: that is, the problem of determining when a given algebra is isomorphic to a generalized path algebra in a non-trivial way.

1. Introduction

Along this paper, all algebras are assumed to be finite dimensional basic $k$-algebras, where $k$ is an algebraically closed field. For such an algebra, there is a standard and already classical way of representing it by means of a quiver, which is given by a theorem due to Gabriel and the so-called path algebras. Namely, given an algebra $A$, there exists a (uniquely determined) quiver $Q_A$ such that $A$ is isomorphic to a quotient of the path algebra $kQ_A$ (see Section 2.4 for details).

Also, as introduced by Coelho and Liu in [5], the concept of generalized path algebras yields another way of constructing algebras from a quiver (see Section 2 for definitions and basic results). The underlying idea behind the concept of generalized path algebras is this: given a quiver $Q$, assign to each of its vertices $x$ an algebra $A_x$ (in the classical case of path algebras, it is assigned the base field $k$). Then the multiplication is induced by composition of paths and multiplication inside the $A_x$. The generalized path algebras are particular cases of tensor algebras over certain pro-species, an idea introduced by Külshammer in [7]. We also refer to [6, 8] for discussions on the relationship between generalized path algebras and other concepts.

Much like an usual path algebra may have relations, we can also consider quotients of path algebras and generalized path algebras by suitable ideals, giving the bound path algebras and generalized bound path algebras (here also called gbp-algebras) respectively.

An algebra $A = kQ_A/I_A$ (where $I_A$ is an admissible ideal) can naturally be seen as a gbp-algebra in two different ways. On the one hand, using its ordinary quiver (and relations) and the
usual Gabriel construction for path algebras mentioned above, and, on the other, using a quiver with a sole vertex and no arrows and the algebra itself assigned to it. We shall call these ways of representing $A$ as a gbp-algebra as **trivial**. A question which naturally arises is on the possibility of having descriptions other than the above ones for $A$ as a gbp-algebra. Clearly, if this is possible, then to $A$ we shall assign a quiver (generally smaller than its Gabriel quiver) and a set of algebras, one for each vertex of this new quiver, and this might, in principle, allow us to better understand the original algebra. This connection will be our main focus of discussion in this paper.

In Section 2, we recall some basic notions on quivers and algebras and establish the needed notations. Section 3 is devoted to prove a result (namely, Theorem 3.9) which establishes the ordinary quiver and the relations of a given gbp-algebra, thus extending a result from [6].

The remaining of the paper will then be devoted to the inverse process: how to obtain a (non-trivial) gbp-algebra isomorphic to a given bound path algebra $A$. As we shall see, the non-trivial simplifications of $A$ can be obtained by determining which are the equivalence relations on the vertices of the Gabriel quiver of $A$ that satisfy some combinatorial properties. These discussions are summarized in Theorems 4.9 and 4.10.

In a forthcoming paper we shall discuss the representations and some homological properties of the generalized (bound) path algebras [4].

## 2. Definitions and basic properties

In this preliminary section, we fix some notation and state some of the basic ideas that shall be used through these pages. Then we shall properly recall the definition of generalized path algebras and give some basic properties of these.

If the reader wants a basic reference covering the topics treated in this section, we recommend [1–3].

### 2.1. Quivers

It will be useful to fix some notations and assumptions regarding quivers:

**Definition 2.1.** A **quiver** is a tuple $Q = (Q_0, Q_1, s, e)$, where $Q_0$ and $Q_1$ are sets and $s, e : Q_1 \to Q_0$ are functions. The elements of $Q_0$ are called **vertices**, the elements of $Q_1$ are called **arrows**, and given an arrow $e \in Q_1$, $s(e)$ is called **start** of $e$, and $e(e)$ is called **end** of $e$.

It will be useful to adopt the following notations: given a quiver $Q$ and two vertices $i, j \in Q_0$, we denote $Q(i, j) = \{ e \in Q_1 : s(e) = i, e(e) = j \}$ and indicate by $[i, j]_Q$ the number of arrows belonging to $Q(i, j)$. (Which means that $[i, j]_Q = |Q(i, j)|$.) If $e$ is an arrow of $Q$ and $s(e) = e(e)$, then $e$ is said to be a **loop**.

In this paper, we shall be always assuming that the quivers are **finite**, which means that $Q_0$ and $Q_1$ are finite sets.

**Definition 2.2.** Let $Q$ be a quiver. To each vertex $i \in Q_0$ of $Q$ we associate a **zero-length path** over $Q$, which is denoted by $e_i$. We also say that $e_i$ starts and ends at $i$ and denote $e_i : s(e_i) = i \sim e(e_i) = i$.

A **path** of length $t$ over $Q$ is a finite sequence $\gamma = (\gamma_1, \ldots, \gamma_t)$, where $t \in \mathbb{N}$, and $\gamma_1, \ldots, \gamma_t \in Q_1$ are arrows of $Q$, such that for every $i > 1$, $s(\gamma_{i+1}) = e(\gamma_i)$. The vertices $s(\gamma_1)$ and $e(\gamma_t)$, respectively, are called **start** and **end** of the path $\gamma$. We shall also use the following notation for paths: $\gamma = \gamma_1 \cdots \gamma_t : s(\gamma) \sim e(\gamma)$. When necessary to distinguish this concept from that of $\mathcal{A}$-paths to be defined below, we shall be calling $\gamma$ an **ordinary path** over $Q$.

In all cases, we can denote the length of a path $\gamma$ by $l(\gamma)$. 

Also, a path $\gamma$ is called an **oriented cycle** if it starts and ends at the same vertex. In the case where $Q$ has no oriented cycles, $Q$ is said to be an **acyclic** quiver.

### 2.2. Category of quivers

There is a category, denoted by $\textbf{Quiv}$, whose class of objects is the class of all quivers. Given two quivers $Q = (Q_0, Q_1, s, e)$ and $Q' = (Q'_0, Q'_1, s', e')$, a **quiver morphism** $f : Q \to Q'$ is a pair $f = (f_0, f_1)$, where $f_0 : Q_0 \to Q'_0$ and $f_1 : Q_1 \to Q'_1$ are functions satisfying $s' \circ f_1 = f_0 \circ s$ and $e' \circ f_1 = f_0 \circ e$. Note that, if $f_0$ and $f_1$ are surjective, then $f$ is an epimorphism in the categorical sense.

It will be worth noting that the category $\textbf{Quiv}$ has quotient objects. Let $Q$ be a quiver and let $\sim\subseteq Q_0 \times Q_0$ be an equivalence relation on the vertices of $Q$. Then we define the **quotient quiver** $\overline{Q} = [Q]$, the set of vertices of $\overline{Q}$ is the quotient set $Q_0/\sim$, and given $\overline{a}, \overline{b} \in \overline{Q}_0$, the number of arrows between these vertices is given by the following formula:

$$[\overline{a}, \overline{b}] = \max\{[x,y]_Q : x \in \overline{a}, y \in \overline{b}\}$$

### 2.3. Path algebras

Here we will recall the usual concept of path algebra, since its generalization will be discussed below.

Let $Q$ be a quiver. Let $kQ$ be the $k$-vector space having as basis the set of paths over $Q$. We want to define an internal multiplication in $kQ$. By linearity, it is sufficient to define what is the product between two paths. This, by its turn, is given by the composition of two such paths, and is defined naturally using the idea of juxtaposition. Let us give more details: let $\epsilon_i$ be a path of length 0 at the vertex $i$, and let $\gamma$ be any path over $Q$. Then $\epsilon_i \gamma$ is defined to be $\gamma$ if $s(\gamma) = i$, and defined to be zero otherwise. Analogously, $\gamma \epsilon_i$ is defined to be $\gamma$ if $e(\gamma) = i$, and defined to be zero otherwise. Also, let $\gamma = \gamma_1 \ldots \gamma_n$ and $\delta = \delta_1 \ldots \delta_s$ be two paths over $Q$. Then $\gamma \delta$ is defined to be the path $\gamma_1 \ldots \gamma_n \delta_1 \ldots \delta_s$ if $e(\gamma) = s(\delta)$, and defined to be zero otherwise.

With that multiplication, $kQ$ is a $k$-algebra, called the **path algebra** over the quiver $Q$.

When necessary to distinguish the present concept of path algebra from the generalized one to be discussed below, we shall say that $kQ$ is the **ordinary path algebra** over $Q$.

Since composition of paths is clearly associative, $kQ$ will be an associative algebra. Also, since we are assuming $Q$ to be finite, $kQ$ will have an identity element, given by

$$1_{kQ} = \sum_{i \in Q_0} \epsilon_i$$

Moreover, $kQ$ has finite dimension if and only if $Q$ is an acyclic quiver.

Since the arrows of $Q$ can be seen as elements of $kQ$, it makes sense to consider the ideal of $kQ$ generated by all arrows of $Q$, we denote this ideal by $J$. Note that, in the case where $Q$ is finite and acyclic, $J$ coincides with the Jacobson radical of $kQ$.

**Definition 2.3.** Let $I$ be an ideal of $kQ$. It is said to be **admissible** provided there is a natural number $n \geq 2$ such that $J^n \subseteq I \subseteq J^2$.

Another important concept to recall here is that of relations on a quiver.

**Definition 2.4.** Given a quiver $Q$, an **(ordinary or usual) relation** over $Q$ is a $k$-linear combination of paths over $Q$, all of them having length greater than or equal to 2, and all of them starting and ending at the same vertex.
Remark 2.5. It is a basic result that every admissible ideal of \( kQ \) is generated by a finite set of relations. And reciprocally, if \( Q \) is acyclic, every finite set of relations generates an admissible ideal of \( kQ \).

Remark 2.6. In practical situations, it is customary to define an algebra \( A \) by giving a quiver \( Q \) and a finite set of relations \( R \) over \( Q \). This means that \( A \) is defined by \( A = kQ/(R) \), where \( (R) \) is the ideal generated by \( R \). Sometimes it is also said that \( A \) is the path algebra over \( Q \) bound by \( R \), or that \( A \) is a bound path algebra.

2.4. Algebras as quotients of path algebras

In this subsection, we recall a well-known theorem due to P. Gabriel regarding path algebras, since the results that follow in this paper will use its ideas.

The theorem deals with the problem of assigning a quiver \( Q_A \) to a given algebra \( A \) in such a way that \( A \) is a quotient of the path algebra \( kQ_A \) by an admissible ideal. Formally, we have the following statement:

**Theorem 2.7.** Let \( A \) be a finite-dimensional basic algebra over an algebraically closed field \( k \). Then there is a quiver \( Q_A \) and an admissible ideal \( I \) of \( kQ_A \) such that \( A \cong kQ_A/I \). Moreover, \( Q_A \) is uniquely determined by \( A \).

The quiver \( Q_A \) is said to be the **Gabriel quiver** or **ordinary quiver** of \( A \).

Remark 2.8. Let us just recall some ideas from the proof of Theorem 2.7, since they will be needed later. Let \( E = \{e_1, ..., e_n\} \) be a complete set of pairwise orthogonal primitive idempotent elements of \( A \). The set of vertices of \( Q_A \) is taken to be \( E \). Moreover, if \( e_i, e_j \in E \), the number of arrows of \( Q_A \) of the form \( e_i \to e_j \) is equal to the natural number \( \text{dim}_k \frac{e_i(\text{rad}A)e_j}{e_j(\text{rad}A)e_i} \). Even though our definition of \( Q_A \) apparently depends on the choice of the set \( E \), it can be shown that another choice would produce a quiver which is just isomorphic to \( Q_A \).

3. Generalized path algebras

3.1. Definition of generalized path algebra

The concept of generalized path algebra that we shall deal with here is the one introduced in a 2000 article by Coelho and Liu [5]. Besides giving the definition and basic properties, their interest there was on ring-theoretic properties, namely, analyzing when a generalized path algebra is noetherian or prime. They also studied some uniqueness results (that is, what can we tell when two such algebras are isomorphic).

**Definition 3.1.** Let \( \Gamma = (\Gamma_0, \Gamma_1, s, e) \) be a quiver. Also, let \( \mathcal{A} = (A_i)_{i \in \Gamma_0} \) be a family of \( k \)-algebras, one for each vertex of \( \Gamma \).

- An \( \mathcal{A} \)-path of length 0 over \( \Gamma \) is an element of the set \( \bigcup_{i \in \Gamma_0} A_i \).
- For \( n > 0 \), an \( \mathcal{A} \)-path of length \( n \) over \( \Gamma \) is a sequence of the form
  \[ a_1 \beta_1 a_2 ... a_n \beta_n a_{n+1} \]
  where \( \beta_1 ... \beta_n \) is an ordinary path over \( \Gamma \), \( a_i \in A_i(\beta_i) \) if \( i \leq n \), and \( a_{n+1} \in A_{e(\beta_n)} \).
- We denote by \( k[\Gamma, \mathcal{A}] \) the \( k \)-vector space spanned by all \( \mathcal{A} \)-paths over \( \Gamma \).
- The **generalized path algebra** over \( \Gamma \) and \( \mathcal{A} \) is the quotient vector space \( k(\Gamma, \mathcal{A}) = k[\Gamma, \mathcal{A}]/M \), where \( M \) is the subspace generated by all elements of the form...
\[
(a_1 \beta_1 \cdots \beta_{j-1}(a_j^i + \cdots + a_j^m) \beta_j a_{j+1} \cdots \beta_n a_{n+1}) - \sum_{j=1}^{m}(a_1 \beta_1 \cdots \beta_{j-1} a_j^1 \beta_j \cdots \beta_n a_{n+1})
\]

or, for \( \lambda \in k^* \),

\[
(a_1 \beta_1 \cdots \beta_{j-1}(\lambda a_j) \beta_j a_{j+1} \cdots \beta_n a_{n+1}) - \lambda(a_1 \beta_1 \cdots \beta_{j-1} a_j \beta_j a_{j+1} \cdots \beta_n a_{n+1})
\]

- The multiplication in \( k(\Gamma, A) \) is induced by the multiplication of the \( A_i \)'s and by composition of paths. Namely, it is defined by linearity and the following rule:

\[
(a_1 \beta_1 \cdots \beta_n a_{n+1})(b_1 \gamma_1 \cdots \gamma_m b_{m+1}) = a_1 \beta_1 \cdots \beta_n (a_{n+1} b_1) \gamma_1 \cdots \gamma_m b_{m+1}
\]

if \( e(\beta_n) = s(\gamma_1) \), and

\[
(a_1 \beta_1 \cdots \beta_n a_{n+1})(b_1 \gamma_1 \cdots \gamma_m b_{m+1}) = 0
\]

otherwise.

**Remark 3.2.** It should be easy to see that the ordinary path algebras are a particular case of generalized path algebras, simply by taking \( A_i = k \) for every \( i \in \Gamma_0 \).

**Remark 3.3.** In [7], Külsheimer introduced a generalization of the concept of species, the so-called pro-species. As it is mentioned in that article, the generalized path algebras are tensor algebras over particular cases of pro-species, namely those which have algebras on each vertex and free bimodules on each arrow. We refer to [7] for further details on this construction.

Note that the generalized path algebra \( k(\Gamma, A) \) is an associative algebra. And since we are assuming the quivers to be finite, it also has an identity element, which is equal to \( \sum_{i \in \Gamma_0} 1_A i \).

Finally, it is easy to observe that \( k(\Gamma, A) \) is finite-dimensional over \( k \) if and only if so are the algebras \( A_i \) and if \( \Gamma \) is acyclic.

### 3.2. Generalized bound path algebras (gbp-algebras)

In order to obtain the results that will follow, we need to extend our concept of generalized path algebras to allow them to have relations. In doing so, these algebras will be called **generalized bound path algebras**, here abbreviated as **gbp-algebras**.

The idea of taking the quotient of a generalized path algebra by an ideal of relations has already been studied by Li (see, e.g., [8]). However, the concept we deal with here is slightly different.

**Definition 3.4.** Let \( k(\Gamma, A) \) be a generalized path algebra, where \( \Gamma \) is a quiver and \( A = \{ k\Sigma_i / \Omega_i : i \in \Gamma_0 \} \) is a family of bound path algebras (here \( \Sigma_i \) is a quiver and \( \Omega_i \) is an admissible ideal of \( k\Sigma_i \)).

Let \( I \) be a finite set of relations over \( \Gamma \) which generates an admissible ideal. Then we consider the following subset of \( k(\Gamma, A) \):

\[
\mathcal{A}(I) = \left\{ \sum_{i=1}^{r} \lambda_{ij} \beta_{i1} \gamma_{i1} \beta_{i2} \cdots \gamma_{im_i} \beta_{im} : \sum_{i=1}^{r} \lambda_{ij} \beta_{i1} \cdots \beta_{im} \text{ is a relation in } I \text{ and } \gamma_{ij} \text{ is a path in } \Sigma_{e(\beta_{ij})} \right\}
\]

Then the quotient \( k(\Gamma, A) / \mathcal{A}(I) \) is said to be a **generalized bound path algebra** (or **gbp-algebra**). To simplify the notation, we may also write \( k(\Gamma, A, I) = k(\Gamma, A, I) \). When the context is clear, we may denote the set \( \mathcal{A}(I) \) simply by \( I \).
3.3. Realizing a gbp-algebra as a bound path algebra

Since a given gbp-algebra is an algebra in particular, it makes sense to apply Theorem 2.7 to it, and obtain an ordinary quiver bound by a set of relations. This is exactly the content of Theorem 3.9, which is the main result of this subsection.

Theorem 3.9 will be a generalization of a 2008 result by Ibáñez Cobos et al. [6]. We recall the latter below. Roughly speaking, it describes the ordinary quiver with relations of a given generalized path algebra.

Let $\Lambda = k(\Gamma, A)$ be a generalized path algebra, with $A = \{ A_i : i \in \Gamma_0 \}$. We will also suppose without loss of generality that $\Gamma_0 = \{ 1, 2, \ldots, n \}$, in order to make notation simpler.

Then, by Theorem 2.7, there is, for each $i$, a quiver $\Sigma_i$ and an admissible ideal $\Omega_i$ of $k\Sigma_i$ such that $A_i \cong k\Sigma_i/\Omega_i$.

In this context we define a quiver denoted by $\Gamma[\Sigma_1, \ldots, \Sigma_n]$ in the following way:

- The set of vertices of $\Gamma[\Sigma_1, \ldots, \Sigma_n]$ is $\bigcup_{i \in \Gamma_0} (\Sigma_i)_{0}$.
- If $a$ is a vertex of $\Sigma_i$ and $b$ is a vertex of $\Sigma_j$, then the number of arrows of the form $a \to b$ in $\Gamma[\Sigma_1, \ldots, \Sigma_n]$ is equal to the number of arrows of the form $a \to b$ in $\Sigma_i$ if $i = j$, and is equal to the number of arrows of the form $i \to j$ in $\Gamma$ if $i \neq j$.

As we are just about to see, the quiver $\Gamma[\Sigma_1, \ldots, \Sigma_n]$ coincides with the Gabriel quiver of the generalized path algebra $\Lambda$:

**Theorem 3.5** ([6, 3.3]). *With the hypothesis and notations from above, if $\Gamma$ is acyclic then*

$$\Lambda \cong k(\Gamma, A) \cong \frac{\Gamma[\Sigma_1, \ldots, \Sigma_n]}{(\Omega_1, \ldots, \Omega_n)}$$

**Remark 3.6.** In order to prove Theorem 3.9, we need to recall a few ideas from the proof of Theorem 3.5.

For every $i \in \Gamma_0$, let $E_i = \{ e_i^1, \ldots, e_i^n \}$ be a complete set of pairwise orthogonal primitive idempotent elements of $A_i$. We remember from the proof of Theorem 2.7 that we can assume that $(\Sigma_i)_{0} = E_i$.

For every $i \in \Gamma_0$, $k\Sigma_i/\Omega_i \cong A_i$. So there is, for every $i$, a surjective algebra morphism $f_i : k\Sigma_i \to A_i$ such that $\ker f_i = \Omega_i$.

With this notation, we have an algebra morphism $g : k\Gamma[\Sigma_1, \ldots, \Sigma_n] \to k(\Gamma, A)$ that is uniquely determined by the following data:

- $g(\gamma) = f_i(\gamma)$ for every path $\gamma$ over $\Sigma_i$. (Observe that $\Sigma_i$ is a full subquiver of $\Gamma[\Sigma_1, \ldots, \Sigma_n]$.)
- $g(\alpha) = e_i^j e_j^\alpha$ for every arrow $\alpha : e_i^j \to e_j^\alpha$ such that $i \neq j$.

It is proved in [6] that $g$ is a surjective algebra morphism and that $\ker g = (\Omega_1, \ldots, \Omega_n)$. Clearly, the statement of Theorem 3.5 follows from this fact.

Next, we are interested in proving Theorem 3.9, extending Theorem 3.5 to the context of the gbp-algebras defined in Section 3.2.

First we need to introduce some notations. Let $\Gamma$ be an acyclic quiver. In order to make the notation clearer, we may assume (without loss of generality) that $\Gamma_0 = \{ 1, \ldots, n \}$ and that $\Gamma_1 = \{ e_1, \ldots, e_m \}$. Let $A = \{ A_1, \ldots, A_n \}$, where each $A_i = k\Sigma_i/\Omega_i$ is a bound path algebra, where $\Sigma_i$ is a quiver and $\Omega_i$ is an admissible ideal of $k\Sigma_i$. Then $f_i : k\Sigma_i \to \frac{k\Sigma_i}{\Omega_i}$ will be the canonical projection.

Due to Theorem 3.5, there is a surjective algebra morphism $g : kQ \to k(\Gamma, A)$
where $Q = \Gamma[\Sigma_1, \ldots, \Sigma_n]$ is the quiver obtained from $\Gamma, \Sigma_1, \ldots, \Sigma_n$ as explained above. Also, $\text{Ker}g = \Omega = (\Omega_1, \ldots, \Omega_n)$. Now we denote by $c_i$ the number of vertices of $\Sigma_n$ and $c_{ij} = c_i c_j$.

Next label the set of vertices of the $\Sigma_i$: $(\Sigma_i)_0 = \{e_i^1, \ldots, e_i^c\}$. Now, by Theorem 3.5, if $x_i : i \to j$ is an arrow of $\Gamma$, then there are $c_{ij}$ corresponding arrows in $Q$, which we shall denote by $x_i e_i^p e_j^q$, with $1 \leq p \leq c_i, 1 \leq q \leq c_j$. With this notation,

$$Q_1 = (\Sigma_1)_1 \cup \cdots \cup (\Sigma_n)_1 \cup \{ x_i, x, y : 1 \leq i \leq m, x \in \Sigma_1(x), y \in \Sigma_1(y) \}$$

Now we turn our attention to the relations. Suppose that the quiver $\Gamma$ has a given set $I$ of relations generating an admissible ideal in $k\Gamma$. Then, Definition 3.4, we are going to consider the quotient of $k(\Gamma, A)$ by the ideal generated by $A(I)$ below:

$$A(I) = \left\{ \sum 1 \leq i \leq s \lambda_i \beta_{i1}^{-1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} : \gamma_{ij} \text{ is a path in } \Sigma_{e_i(b_j)}, \text{ and } \sum 1 \leq i \leq s \lambda_i \beta_{i1} \cdots \beta_{ir} \text{ is a relation in } I \right\}$$

Define, in $kQ$,

$$R(I) = \left\{ \sum 1 \leq i \leq s \lambda_i (\beta_{i1}^{-1} e_i^1, s_{(1)}) \gamma_{i1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} (\beta_{ir}, e_{(r-1), 1}) : \forall i, \lambda_i \in k, n_{ij} \text{ is a path in } \Sigma_{e_i(b_j)} \text{ for } j \geq 1, \text{ and } \sum 1 \leq i \leq s \lambda_i \beta_{i1} \cdots \beta_{ir} \text{ is a relation in } I \right\}$$

(1)

And let $L(I)$ be the ideal generated by $R(I)$. Note that $L(I)$ is an ideal of $kQ = k[\Sigma_1, \ldots, \Sigma_n]$. Definition 3.7. The set $R(I)$ is the set of relations in $k\Gamma[\Sigma_1, \ldots, \Sigma_n]$ induced by the set of relations $I$ of $\Gamma$, and $L(I) = (R(I))$ is the ideal in $k\Gamma[\Sigma_1, \ldots, \Sigma_n]$ induced by $I$.

Lemma 3.8. Keep the notation from above. We have that $g(L(I)) = (A(I))$.

Proof. Remember how the surjection $g$ was defined in the proof of Theorem 3.5. We have that

$$g\left( \sum 1 \leq i \leq s \lambda_i (\beta_{i1}^{-1} e_i^1, s_{(1)}) \gamma_{i1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} (\beta_{ir}, e_{(r-1), 1}) \right) = \sum 1 \leq i \leq s \lambda_i g(e_i^1, s_{(i)}) g(e_i^2, s_{(i)}) g(e_i^3, s_{(i)}) \cdots = \sum 1 \leq i \leq s \lambda_i e_i^p e_i^q \beta_{i1}^{-1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} (\beta_{ir}, e_{(r-1), 1})$$

$$= \sum 1 \leq i \leq s \lambda_i e_i^p \beta_{i1}^{-1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} (\beta_{ir}, e_{(r-1), 1}) e_i^q$$

$$= e_i^p \left( \sum 1 \leq i \leq s \lambda_i \beta_{i1}^{-1} \beta_{i2}^{-1} \cdots \beta_{ir}^{-1} \beta_{ir}^{-1} \right) e_i^q$$

The first conclusion is that $g(R(I)) \subseteq (A(I))$. Since $g$ is an algebra morphism and $L(I)$ is the ideal generated by $R(I)$, this implies that $g(L(I)) \subseteq (A(I))$.

For the converse, remember that $\sum_p e_i^p = 1_{k\Sigma_i}$ and that $\sum q e_i^q = 1_{k\Sigma_j}$. With this, the same calculations above show that $A(I)$ is contained in the ideal generated by $g(R(I))$, and thus also
contained in the ideal generated by \( g(L(I)) \), since \( R(I) \subseteq L(I) \). But \( g \) is surjective, so by the Correspondence Theorem \( g(L(I)) \) is already an ideal, which implies that \( \langle A(I) \rangle \subseteq g(L(I)) \).

**Theorem 3.9.** Let \( k(\Gamma, A, I) \) be a gbp-algebra, with \( \Gamma_0 = \{1, \ldots, n\} \) and with \( A = \{k\Sigma_1/\Omega_1, \ldots, k\Sigma_n/\Omega_n\} \) being a collection of bound path algebras. Then we have that:

1. \( (\Omega_1, \ldots, \Omega_n) + L(I) \) is an admissible ideal of \( k[\Sigma_1, \ldots, \Sigma_n] \), and
2. The following isomorphism holds:

\[
\frac{k[\Sigma_1, \ldots, \Sigma_n]}{(\Omega_1, \ldots, \Omega_n) + L(I)} \cong \frac{k(\Gamma, A)}{\langle A(I) \rangle} = k(\Gamma, A, I)
\]

**Proof.** We already know that \( \Omega \mapsto (\Omega_1, \ldots, \Omega_n) \) is admissible from Theorem 3.5. Also \( L(I) \) is admissible because it is generated by the set \( R(I) \) in Equation (1), and \( R(I) \) is a set of relations which are sums of paths having length at least two, \( I \) is admissible and \( \Gamma \) is assumed acyclic and finite. It follows that \( \Omega + L(I) \) is admissible.

Denote \( J = \langle A(I) \rangle \). Let

\[
\pi : k(\Gamma, A) \to \frac{k(\Gamma, A)}{J}
\]

be the canonical projection. Define

\[
\tilde{\phi} = \pi \circ g : k[\Sigma_1, \ldots, \Sigma_n] \xrightarrow{g} k(\Gamma, A) \xrightarrow{\pi} \frac{k(\Gamma, A)}{J}
\]

Since \( \tilde{\phi} \) is surjective, by the First Isomorphism Theorem it induces an isomorphism

\[
\phi : \frac{k[\Sigma_1, \ldots, \Sigma_n]}{\text{Ker} \tilde{\phi}} \to \frac{k(\Gamma, A)}{J}
\]

We claim that \( \text{Ker} \tilde{\phi} = g^{-1}(J) \). Indeed,

\[
x \in \text{Ker} \tilde{\phi} \iff \tilde{\phi}(x) = 0 \iff \pi \circ g(x) = 0 \iff g(x) \in J \iff x \in g^{-1}(J)
\]

So it remains to prove that \( g^{-1}(J) = \Omega + L(I) \).

\((\supseteq)\) Since \( \Omega = \text{Ker} g, g(\Omega) = 0 \subseteq J \Rightarrow \Omega \subseteq g^{-1}(J) \). From Lemma 3.8, \( g(L(I)) = \langle A(I) \rangle = J \), thus \( L(I) \subseteq g^{-1}(J) \). Therefore \( \Omega + L(I) \subseteq g^{-1}(J) \), because \( g^{-1}(J) = \text{Ker} \tilde{\phi} \) is an ideal and thus closed under sums.

\((\subseteq)\) Let \( x \in g^{-1}(J) \). Then \( g(x) \in J \) and, by Lemma 3.8, there is an \( l \in L(I) \) such that \( g(x) = g(l) \). Then \( x - l \in \text{Ker} g = \Omega \), so there is \( \omega \in \Omega \) such that \( x - l = \omega \). Therefore \( x = \omega + l \) with \( \omega \in \Omega \) and \( l \in L(I) \). Thus \( x \in \Omega + L(I) \). \(\square\)

**Example 3.10.** Let \( \Lambda \) be the gbp-algebra given by the quiver

![Example Quiver](image)

with a relation \( z\beta = 0 \), where \( \Sigma_2 \) is the quiver
and $\Omega_2 = (\delta \varepsilon)$. Applying Theorem 3.9, we conclude that the Gabriel quiver $Q$ of $\Lambda$ is given by

and that $\Lambda \cong kQ/(\Omega + L)$, where $\Omega = (\delta \varepsilon)$ and

$$L = (x_1 \beta_1, x_1 \delta \beta_2, x_1 \delta \varepsilon \beta_3, x_2 \beta_2, x_2 \varepsilon \beta_3, x_3 \beta_3)$$

4. Consequences and examples

In this section, we are interested in getting consequences of Theorem 3.9. This theorem showed how to obtain a bound path algebra isomorphic to a given gbp-algebra. What we want to analyze now is the inverse process: how to obtain a gbp-algebra isomorphic to a given bound path algebra.

Remark 4.1. As already mentioned, there are always two trivial ways of realizing a bound path algebra as a gbp-algebra. Let $A$ be a bound path algebra. Then:

- If $\Gamma = \bullet$, i.e., $\Gamma$ is a quiver with only one vertex and no arrows, and if $\mathcal{A} = \{A\}$, then obviously $A \cong k(\Gamma, A)$.
- By Theorem 2.7, there is a quiver $Q$ and an admissible ideal $I$ on $Q$ such that $A = kQ/I$. Let $\mathcal{A} = \{k : i \in Q_0\}$. Then clearly $A \cong k(Q, \mathcal{A}, I)$.

Definition 4.2. Let $A$ be an algebra. We say that a gbp-algebra $k(\Gamma, \mathcal{A}, I)$ is a simplification of $A$ if $A \cong k(\Gamma, \mathcal{A}, I)$. The two simplifications given above are called trivial simplifications. If $I = 0$, we say that the simplification is without relations. If $\Gamma$ is acyclic, we say that the simplification is without cycles.

Definition 4.3. Let $k(\Gamma, \mathcal{A}, I)$ and $k(\Delta, \mathcal{B}, J)$ be two simplifications of $A$, with $\mathcal{A} = \{A_i : i \in \Gamma_0\}$ and $\mathcal{B} = \{B_i : i \in \Delta_0\}$. We say that they are equivalent if there is an isomorphism of quivers $\phi :$
Γ → ∆ such that $A_i ≅ B_{φ(i)}$ for every $i ∈ Γ$ and also if there is an isomorphism of algebras $kΓ/I ≅ k∆/J$.

**Definition 4.4.** We say that an algebra $A$ is **simplifiable** if it admits a simplification which is not equivalent to the trivial ones listed in Remark 4.1. We also use the terms **simplifiable without relations** or **without cycles** in the case where the non-trivial simplification is respectively without relations or without cycles.

An example of a simplifiable algebra was given in Example 3.10, with the gbp-algebra form of the algebra $Λ$ being the (non-trivial) simplification. Also, in this particular case, the simplification is without cycles.

For the rest of this section, we establish some criteria to decide on whether or not a given algebra is simplifiable. Since Theorems 3.5 and 3.9 only deal with the case when $Γ$ is acyclic, we shall only analyze simplifications without cycles.

### 4.1. Equivalence relations over vertices

First, we need to establish some useful terminology.

**Definition 4.5.** Let $Q$ be a quiver and let $∼ ∈ Q_0 × Q_0$ be an equivalence relation over the vertices of $Q$.

- The **reduced quiver** of $Q$, denoted by $Q^∼$, is defined as the quiver obtained from $Q$ by deleting all the arrows whose start and end vertices are identified by $∼$. Namely, $Q^0_0 = Q_0$ and $Q^∼_1 = \{x ∈ Q_1 : s(x) ∼ e(x)\}$.
- We say that $∼$ is **coherent with the arrows** of $Q$ if:
  1. For every arrow $i → j$ contained in an oriented cycle of $Q$, we have that $i ∼ j$.
  2. If $i ∼ j$ and $j ∼ k$ then $[i,k] = [j,k]$ and $[k,i] = [k,j]$.
- Suppose that $∼$ is coherent with the arrows. Then a **labeling** of $Q$ will be a quiver morphism $z : Q^∼ → Q_0$ such that $z(x) = x$ for every vertex $x ∈ Q_0$, and such that, for every pair of vertices $x,y ∈ Q_0$, the restriction $z|_{Q^∼(x,y)} : Q^∼(x,y) → Q_0(x,y)$ is bijective. (Since $∼$ is coherent, such a $z$ will always exist). For the rest of this definition, we assume that $Q$ has a labeling denoted by $z$.
- Let $γ$ be an ordinary path in $Q$. Note that we can write $γ = δ_0x_1δ_1 ... x_mδ_m$, where, for each $i, δ_i$ is a path passing only through vertices in the same equivalence class, and $x_i : j_1 → j_2$ is an arrow with $j_1 ∼ j_2$. Then the **path induced by $γ$ over the quotient quiver** is defined to be the path $z(γ) = z(x_1)z(x_2) ... z(x_m)$. If $δ_0$ and $δ_m$ have both length zero, we also say that $γ$ is a **straightforward** path.
- Let $γ = \sum_{t=1}^r λ_tγ_t$ be a relation in $Q$, with $λ_t ∈ k$ and $γ_t$ a path in $Q$ for all $t$, with the $γ_t$ pairwise distinct.
  1. We say that $γ$ is an **internal relation** if $l(z(γ_t)) = 0$ for all $t$.
  2. If $γ_t$ is straightforward for every $t$ and if $z(γ_t) ≠ z(γ_s)$ for every $1 ≤ t,s ≤ r$ such that $t$ and $s$ are distinct, then we say that $γ$ is an **external relation**. (Note that an external relation cannot be internal).
- Let $R$ be a finite set of relations in $Q$. We say $R$ and $∼$ are **compatible** if:
  1. Every relation in $R$ is either internal or external relative to $∼$.
  2. If $x ⊆ Q_0$ is an equivalence class relatively to $∼$ and $Σ_x$ denotes the full subquiver of $Q_0$ determined by $x$, then the relations in $R$ involving only vertices of $x$ generate an admissible ideal in $kΣ_x$.
3. If $\gamma = \sum_{t=1}^{r} \lambda_t \gamma_t \in R$ is external, where $\lambda_t \in k$ and $\gamma_t$ is a path in $Q$ for all $t$, then for every family of straightforward paths $\{\eta_t : 1 \leq t \leq r\}$ in $Q$ such that for each $t$, $z(\gamma_t) = z(\eta_t)$, we have that $\sum_{t=1}^{r} \lambda_t \eta_t \in R$.

**Example 4.6.** Let $A$ be the bound path algebra given by the quiver $Q$ below:

![Quiver diagram]

bound by a set of relations $R$. Let $\sim$ be the smallest equivalence relation over $Q_0$ such that $2 \sim 3$. Then $\sim$ is coherent with the arrows of $Q$. The quotient quiver is given by

$$\xymatrix{ 1 \ar[r]^\alpha & 2 \ar[r]^\beta & 3 \ar[r]^\gamma & 4 }$$

In this case, there is only one possible labeling $z$ of $Q$. Let $R = \{x\beta - \gamma\delta\}$. We have that $z(x\beta) = z(\gamma\delta) = e\eta$. This means that $x\beta - \gamma\delta$ is neither internal nor external, and so $R$ is not compatible with $\sim$.

Nevertheless, the reader can verify that $R = \{x\beta, \gamma\delta\}$ is compatible with $\sim$. This set contains two external relations.

**Remark 4.7.** Observe that there is no ambiguity on the definition of compatibility since the given condition is defined on the set of generators and not on what they generate.

The necessity to label the arrows comes from the fact that a quiver might have multiple arrows between two vertices. If this does not happen, then there is only one labeling of the arrows and the concept of compatibility depends only on the set of relations.

We shall see below (Theorems 4.9 and 4.10) that there is some connection between simplifications and compatible equivalence relations. Roughly speaking, one can obtain one from the other. Analyzing this connection will yield the promised criterion for simplifiability. We shall divide this study into the two parts below.

### 4.2. Simplifications from equivalence relations

We start with an algebra $A = kQ/(R)$, where $Q$ is a quiver, $R$ is a finite set of relations in $Q$ such that $(R)$ is admissible, and with an equivalence relation $\sim \subseteq Q_0 \times Q_0$ coherent with the arrows of $Q$ and compatible with $R$ relatively to a labeling $z$ of $Q$. Our aim is to produce a simplification without cycles $k(\Gamma, A, I)$ of $A$.

The quiver $\Gamma$ will be the quotient quiver $\Gamma = Q/\sim$, and thus the labeling $z$ is a quiver morphism $z : Q^\sim \to \Gamma$ which induces bijections $Q^\sim(x,y) \leftrightarrow \Gamma(x,y)$ for every pair of vertices $x, y \in Q_0$ such that $x \sim y$.

We remark that $\Gamma$ defined this way is acyclic; indeed, if $\Gamma$ contains an oriented cycle, then it comes from an oriented cycle in $Q$, which is absurd, because the arrows of an oriented cycle in $Q$ must start and end at vertices in the same equivalence class, because of Definition 4.5.

Now write $\Gamma_0 = \{\bar{x}_1, \ldots, \bar{x}_n\}$, where the $x_i \in Q_0$ are all in distinct equivalence classes. We denote by $\Sigma_i$ the full subquiver of $Q$ whose vertices are those in $\bar{x}_i$. 


By our hypothesis, we may write $R = R^{\text{int}} \sqcup R^{\text{ext}}$, where $R^{\text{int}}$ is composed only by internal relations, and $R^{\text{ext}}$, by external ones. Also, $R^{\text{int}} = \Omega_1 \sqcup \cdots \sqcup \Omega_n$, where $\Omega_i$ denotes the set of internal relations contained in $\Sigma_i$ for each $i$. Note that, due to Definition 4.5, $\Omega_i$ generates an admissible ideal in $\Sigma_i$. Then define $A_i = k\Sigma_i/(\Omega_i)$ and $A = \{A_1, \ldots, A_n\}$.

Let $\gamma \in R^{\text{ext}}$. Then we may write

$$
\gamma = \sum_{t=1}^{r} \lambda_t x_{t1} \delta_{t1} x_{t2} \cdots \delta_{(n_i-1)} x_{tn_i}
$$

where, for each $t$ and $i$, $\lambda_t \in k$, $\delta_{ti}$ is a path whose vertices are all on the same equivalence class, and $x_{ti}$ is an arrow between vertices on different equivalence classes. (Remember that, since $\gamma$ is external, all of its summands are straightforward paths.) Then define a relation on $\Gamma$ in the following way:

$$
z(\gamma) = \sum_{t=1}^{r} \lambda_t z(x_{t1}) z(x_{t2}) \cdots z(x_{tn_i}) = \sum_{t=1}^{r} \lambda_t z(x_{t1}) z(x_{t2}) \cdots z(x_{tn_i})
$$

Finally define $I = \{z(\gamma) : \gamma \in R^{\text{ext}}\}$.

It remains to prove that this is in a fact a simplification of $A$, i.e., we have to prove that $A = kQ/(R) \cong k(\Gamma, A, I)$.

If we apply Theorem 3.9 to the gbp-algebra $k(\Gamma, A, I)$, one obtains that $k(\Gamma, A, I) \cong \Gamma[\Sigma_1, \ldots, \Sigma_n]/(M)$ for a certain set of relations $M$. Also, it is easily observed that the quiver $\Gamma[\Sigma_1, \ldots, \Sigma_n]$ is isomorphic to $Q$, while $M$ can be taken as equal to $R^{\text{int}} \sqcup L(I)$. Summarizing, we have

$$
k(\Gamma, A, L) \cong \frac{kQ}{(M)} = \frac{kQ}{(R^{\text{int}} \sqcup L(I))}, \quad \text{and} \quad \frac{kQ}{(R)} = \frac{kQ}{(R^{\text{int}} \sqcup R^{\text{ext}})}
$$

So it remains to prove that $R^{\text{ext}} = L(I)$.

(\subseteq) Let

$$
\gamma = \sum_{t=1}^{r} \lambda_t x_{t1} \delta_{t1} x_{t2} \cdots \delta_{(n_i-1)} x_{tn_i} \in R^{\text{ext}}
$$

where we use the same notation as above. Then

$$
z(\gamma) = \sum_{t=1}^{r} \lambda_t z(x_{t1}) z(x_{t2}) \cdots z(x_{tn_i})
$$

And also $\delta_{ti} \in k\Sigma_i(x_i)$ for all $i \geq 1$. By definition of $L(I)$ (Definition 3.7),

$$
\gamma = \sum_{t=1}^{r} \lambda_t x_{t1} \delta_{t1} x_{t2} \cdots \delta_{(n_i-1)} x_{tn_i} \in L(I)
$$

(\supseteq) Again recall Definition 3.7. Any element of $L(I)$ has the form

$$
\gamma = \sum_{t=1}^{r} \lambda_t x_{t1} \eta_{t1} x_{t2} \cdots \eta_{i(n_i-1)} x_{tn_i}
$$

where $\lambda_t \in k$, $\eta_{ti}$ is a path in $\Sigma_i(x_i)$ for every $i \geq 1$, and

$$
\sum_{t=1}^{r} \lambda_t z(x_{t1}) \cdots z(x_{tn_i})
$$

is a relation in $I$. But, by the definition of $I$, this means that we have a relation
where $\delta_{ii}$ is a path in $\Sigma_{(\beta_i)}$ for every $i \geq 1$ and, for every $t$, $i$, $z(\beta_{ii}) = z(x_{ii})$.

Since, for every $t$, the $t$-th summands of $\gamma$ and $\gamma'$ have the same image through $z$, $\gamma' \in R^{ext}$ and $R$ is compatible with $\sim$, we have that $\gamma \in R^{ext}$. This finishes the proof.

To conclude this subsection, we summarize our findings:

**Definition 4.8.** With the notations introduced above, $A(\sim) = k(\Gamma, A, I)$ is called the **gbp-algebra associated** with the equivalence relation $\sim$ on the vertices of the Gabriel quiver of $A$.

**Theorem 4.9.** Let $A = kQ/(R)$ be a bound path algebra with $R$ being a finite set of relations generating an admissible ideal and $\sim$ an equivalence relation coherent with the arrows and compatible with $R$ relative to a fixed labeling of $Q$. Then $A(\sim)$ is a simplification without cycles of $A$.

### 4.3. Equivalence relations from simplifications

We start with an algebra $A = kQ/(R)$, where $Q$ is a quiver, $R$ is a finite set of relations in $Q$ such that $(R)$ is admissible, and a simplification without cycles $k(\Gamma, A, I)$. Our aim is to obtain an equivalence relation $\sim \subseteq Q_0 \times Q_0$ coherent with the arrows of $Q$, a labeling of $Q$, and a finite set of relations $R'$ on $Q$ compatible with $\sim$ such that $(R')$ is admissible and $kQ/(R) \cong kQ/(R')$.

As a result of this, we will go through the reverse process of the previous subsection. Namely, we know that every simplification of $A$ induces an equivalence relation as above, a fact that helps to describe which simplifications the algebra $A$ may have.

Again we write $\Gamma_0 = \{1, ..., n\}$, $A = \{A_1, ..., A_n\}$. Using Theorem 2.7, we may write $A_i = k\Sigma_i/(\Omega_i)$, where $\Sigma_i$ is a quiver and $\Omega_i$ is a finite set of relations on $\Sigma_i$ such that $(\Omega_i)$ is admissible. Applying Theorem 3.9 to the gbp-algebra $k(\Gamma, A, I)$, we obtain that $Q = \Gamma[\Sigma_1, ..., \Sigma_n]$, because of the uniqueness in Theorem 2.7. In particular, $Q_0 = \sqcup_{i=1}^{n} (\Sigma_i)_0$. Since this union is disjoint, it is a partition of $Q_0$ and so defines an equivalence relation $\sim \subseteq Q_0 \times Q_0$. Recovering the notation from Section 3.3, there is a labeling $z : Q^\sim \rightarrow \bar{Q}^\sim$ such that $z(x_{il'}c',e_j') = x_l$ for every $x_l : i \rightarrow j \in \Gamma_1, 1 \leq p \leq c_i$, and $1 \leq q \leq c_j$. Also from Theorem 3.9, we obtain a finite set $R' = \Omega_1 \sqcup \cdots \sqcup \Omega_n \sqcup R(I)$ of relations on $Q$ such that $(R')$ is admissible and $k(\Gamma, A, I) \cong kQ/(R')$. Since by hypothesis $kQ/(R) \cong k(\Gamma, A, I)$, we have that $kQ/(R) \cong kQ/(R')$. Next we verify:

- $\sim$ is coherent with the arrows of $Q$:

Since $\Gamma$ is acyclic, all the vertices in an occasional oriented cycle in $Q$ are identified by $\sim$. Let us check the second condition.

Take $x, y, z \in Q_0$ with $x \sim y$, $y \sim z$. Then

$$[x,z]_Q = [\bar{x},\bar{z}]_\Gamma = [\bar{y},\bar{z}]_\Gamma = [y,z]_Q$$

The proof that $[z,x]_Q = [z,y]_Q$ is analogous.

- $R'$ is compatible with $\sim$:

Let

$$\gamma = \sum_{l=1}^{r} \lambda_l \delta_{l0} \delta_{l1} \cdots \delta_{ln} \delta_{ln} \in R'$$

Since $\delta_{ii}$ is a path in $\Sigma_{(\beta_i)}$ for every $i \geq 1$ and, for every $t$, $i$, $z(\beta_{ii}) = z(x_{ii})$. This finishes the proof.
where we maintain the notation used in Section 4.2. By the definition of \( R' \), \( \gamma \) is either a relation from \( \Omega_1 \sqcup \cdots \sqcup \Omega_n \) or a relation from \( R(I) \).

In the former case, \( n_i = 0 \) for all \( t \), which means that \( \gamma \) is internal. In the latter case, note that \( \delta_0 \) and \( \delta_{in} \) will both have length zero for every \( t \). Also,

\[
\sum_{i=1}^{r} \lambda_i z(x_{t1}) \cdots z(x_{tin})
\]

will be a relation in \( I \), where the paths \( z(x_{t1}) \cdots z(x_{tin}) \) can be assumed to be pairwise distinct (because we can always write the relations in \( I \) in a way that this holds true). This proves that \( \gamma \) is external in this case. Thus every relation in \( R' \) is either internal or external and the first condition for compatibility in Definition 4.5 is fulfilled.

The second condition is easily verified because, by construction, \((\Omega_i)\) is admissible in \( k\Sigma_i \). The last condition for compatibility is verified by observing that, because of the way \( R' \) was defined, the set of external relations in \( R' \) is equal to the set

\[
\left\{ \sum_{i=1}^{r} \lambda_i \gamma_i : \gamma_i \text{ is straightforward for all } t \text{ and } \sum_{i=1}^{r} \lambda_i z(\gamma_i) \text{ is a relation in } I \right\}
\]

As we did in Section 4.2, we shall summarize our discussion in the form of the following theorem.

**Theorem 4.10.** Let \( A = kQ/(R) \) be a bound path algebra. Suppose that \( A \) has a simplification without cycles \( k(\Gamma, \mathcal{A}, I) \), with \( \Gamma_0 = \{1, \ldots, n\} \) and \( \mathcal{A} = \{k\Sigma_i/(\Omega_i), \ldots, k\Sigma_n/(\Omega_n)\} \) being a collection of bound path algebras. Then:

1. \( Q_0 = \sqcup_{i=1}^{n} (\Sigma_i)_0 \), and this partition of \( Q_0 \) defines an equivalence relation \( \sim \) on \( Q_0 \) which is coherent with the arrows of \( Q \);
2. \( R' = \Omega_1 \sqcup \cdots \sqcup \Omega_n \sqcup R(I) \) is such that \( A \cong k(\Gamma, \mathcal{A}, I) \cong kQ/(R') \), and
3. There is a labeling \( z \) of \( Q \) such that \( R' \) is compatible (relatively to \( z \)) with the equivalence relation \( \sim \).

### 4.4. Some examples and applications

We shall devote this space to present some immediate applications of the criteria discussed in the previous subsections, and also show some practical examples.

**Remark 4.11.** Let \( A \) be an algebra, and suppose \( A = kQ/(R) \), where \( Q \) is the Gabriel quiver of \( A \) and \( R \) is a finite set of relations over \( Q \) generating an admissible ideal. By taking \( \sim \subseteq Q_0 \times Q_0 \) to be \( Q_0 \times Q_0 \) and applying Theorem 4.9, one obtains the first trivial simplification discussed in Remark 4.1. In the case where \( Q \) is acyclic, taking \( \sim \) to be \( \{(x, x) : x \in Q_0\} \) will yield the other trivial simplification.

**Remark 4.12.** This remark is inspired by [9, Section 6]. Again, let \( A = kQ/(R) \) be an algebra as in the previous remark, but assume that every arrow contained in a relation of \( R \) is a loop and that the oriented cycles in \( Q \) are all loops. We may thus write \( R = \sqcup_{i \in \Gamma_0} \Omega_n \), where \( \Omega_i \) is the set of relations of \( R \) which involve only the vertex \( i \). Let \( \sim \) be the relation of equality in \( Q_0 \), that is, any vertex is identified with only itself through \( \sim \). Again, this equivalence relation is coherent with the arrows and \( R \) is compatible with it, every relation being internal. For every \( i \in Q_0 \), let \( \Sigma_i \) be the set of loops in \( Q \) based on \( i \). Also let \( \Gamma \) be the quiver obtained from \( Q \) by deleting all loops, that is, \( \Gamma_0 = Q_0 \) and \( \Gamma_1 = Q_1 \setminus \sqcup_{i \in Q_0} (\Sigma_i) \). Let \( A_i = k\Sigma_i/(\Omega_0) \) and \( \mathcal{A} = \{A_i : i \in \Gamma_0\} \). Then, again using Theorem 4.9, \( A \cong k(\Gamma, \mathcal{A}) \). We have thus shown that \( A \) has a simplification without any loop but with the same number of vertices of its Gabriel quiver. This simplification can only be trivial when \( Q \) has only one vertex or when it does not have any loop.

Let us summarize this remark under the following statement:
Corollary 4.13. Let \( A = kQ/(R) \), where \( Q \) is a quiver whose only oriented cycles are loops, and \( R \) is a finite set of relations, all of them contained in the loops of \( Q \), such that \( (R) \) is admissible. Then \( A \) has a simplification without relations and without cycles \( k(\Gamma, A) \), where \( \Gamma \) is the quiver obtained from \( Q \) by deleting all loops.

Example 4.14. Remember the algebra of Example 4.6. Using Theorem 4.9, if \( R = \{ \alpha \beta, \gamma \delta \} \), then the algebra has a simplification

\[
\begin{array}{c}
 k \\
 \xrightarrow{\beta} \\
 k^2 \\
 \xrightarrow{\alpha} \\
 k
\end{array}
\]

with the relation \( \alpha \beta = 0 \).

Example 4.15. Consider the algebra given by the quiver

\[
\begin{array}{c}
 1 \\
 \xrightarrow{\alpha_1} \\
 2 \\
 \xrightarrow{\alpha_2} \\
 3 \\
 \xrightarrow{\beta_1} \\
 4 \\
 \xrightarrow{\gamma_1} \\
 5 \\
 \xrightarrow{\gamma_2} \\
 6 \\
 \xrightarrow{\gamma_3}
\end{array}
\]

bound by \( x_1 \gamma_1 = 0, x_1 \gamma_2 = 0, x_1 \gamma_3 = 0, x_2 \gamma_1 = 0, x_2 \gamma_2 = 0, x_2 \gamma_3 = 0 \), and \( \delta \epsilon = 0 \).

Let \( \sim \) be the smallest equivalence relation such that \( 1 \sim 2 \) and \( 4 \sim 5 \sim 6 \). Then \( \sim \) is coherent with the arrows of the quiver. The quotient of the reduced quiver by \( \sim \) is given below:

\[
\begin{array}{c}
 a \\
 \xrightarrow{\alpha} \\
 b \\
 \xrightarrow{\beta} \\
 c \\
 \xrightarrow{\gamma}
\end{array}
\]

Then we can define a labeling \( z \) by establishing \( z(1) = z(2) = a, z(3) = b, z(4) = z(5) = z(6) = c, z(x_1) = z(x_2) = x, z(\beta_1) = z(\beta_2) = \beta \) and \( z(\gamma_1) = z(\gamma_2) = z(\gamma_3) = \gamma \).

With this labeling, the set of relations given above is compatible with \( \sim \). Indeed, \( \delta \epsilon \) is an internal relation and the relations of the form \( x_i \gamma_j \) are external relations, all of them having the induced path \( x_i \gamma_j \) on the quotient. Moreover, every straightforward path whose induced path is \( x\gamma \) is one of the \( x_i \gamma_j \). So this algebra is isomorphic to the gbp-algebra

\[
\begin{array}{c}
 k^2 \\
 \xrightarrow{\alpha} \\
 k \\
 \xrightarrow{\beta} \\
 \xrightarrow{\gamma} A
\end{array}
\]

bound by \( x\gamma = 0 \), where \( A \) is the algebra given by the quiver

\[
\begin{array}{c}
 4 \\
 \xrightarrow{\delta} \\
 5 \\
 \xrightarrow{\epsilon} \\
 6
\end{array}
\]

bound by \( \delta \epsilon = 0 \).
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