HYBRID BEAMFORMING: WHERE SHOULD THE ANALOG POWER AMPLIFIERS BE PLACED?
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ABSTRACT

In this paper we study the spectral efficiency (SE) of a point-to-point massive multiple-input-multiple-output system (P2P-massive MIMO) with limited radio frequency (RF) chains, i.e., analog-to-digital/digital-to-analog (D2A/A2D) modules, at the transceivers. The resulting architecture is known as hybrid beamforming, where the joint analog and digital beamforming optimization maximizes the SE. We analyze the SE of the system by keeping the number of RF-chains low, but placing analog amplifiers at different paths. Conventional hybrid beamforming architecture uses the amplifiers right after the D2A modules. However, placing them at the phase shifters or at the antennas, can effect the SE of hybrid beamforming. We study the optimal placement of the analog amplifiers and pinpoint the amount of loss in case of misplaced amplifiers.

Index Terms— Massive MIMO, mmWave communication, hybrid beamforming, spectral efficiency, Analog power amplifier

1. INTRODUCTION

As reported in [1], a significant increase in the quality-of-service (QoS) demands of the users is expected in future communication networks. Moreover, due to the appearing technologies such as internet-of-things (IoT), a plethora of users will demand to share the available spectrum. To cope with these phenomena, significant attempts have been made to improve the systems spectral efficiency (SE). For instance, massive MIMO is an outstanding technique to obtain significantly high SE. However, to guarantee the full functionality of massive MIMO, a complicated and costly infrastructure is required. Moreover, the number/size of the antennas can not be made arbitrarily large due to the dimension of the user terminals. Hence, having the massive MIMO architecture within a small implementation area requires operating at significantly high frequencies in order to decrease the antenna array dimensions. This way a large antenna array can provide the functionality of MIMO in small hand-held devices.

Operating at high frequency spectrum, e.g., millimeter-wavelength spectrum (mm-wave) and even in Terahertz regimes provides the feasibility for wideband signal generation, while those spectrum regions are yet idle. Hence, studying the efficiency of massive MIMO in mm-wave spectrum has been the focus of many researchers. For instance, the authors in [2] study the energy and cost efficiency of mm-wave massive MIMO systems, and the authors in [3] study the SE maximization of such systems. One of the main bottle-necks of having full-functional massive MIMO in mm-wave spectrum is the requirement to implement a massive number of digital-to-analog/analog-to digital modules (D2A/A2D)– RF chains– at the user terminals. With current technologies, these modules are bulky and costly. Hence, despite a large antenna array, a limited number of RF chains are exploited in practical massive MIMO systems [2]. Using a limited number of RF chains at the user terminals while having a massive antenna array degrades the spectral efficiency of massive MIMO at significantly high signal-to-noise-ratio (SNR). Defining the degrees-of-freedom (DoF) as the approximation to the capacity at high SNR, by limiting the number of RF chains, massive MIMO can only provide a limited DoF independent of the number of antennas. Now, the question is; what is the maximum SE of massive MIMO with an arbitrarily large antenna array and limited number of RF chains? To answer this question, one approach is to separate the digital and analog processing at the transceivers, which results in a hybrid beamforming architecture. Hence, optimal transceiver design is required for this type of beamforming architecture. The authors in [4] study the optimal analog and digital beamforming design in hybrid P2P-MIMO systems. Moreover, the authors in [5] provide an algorithm for obtaining the sub-optimal digital and analog beamforming solutions in cellular downlink. These works consider the analog amplifiers right after the D2A converters.

Our contribution: In this paper, we place the analog amplifiers at different paths, namely, at the antennas, and at the phase shifters. This requires a large number of amplifiers due to the large antenna array structure in massive MIMO systems. Explicitly speaking, let $N^{RF}$ be the number of RF chains and $N$ the number of antennas, we study the spectral efficiency of hybrid beamforming with $N^{RF}$ number of amplifiers. Exploiting $N_{r}^{RF}$ amplifiers at the phase shifters, we show the ultimate SE of the hybrid beamforming architecture when the rank of the channel is restricted by $N^{RF}$. However, note that when comparing the performance of different hybrid beamforming architectures, we do not take into account any impacts this might have in terms of circuitry.

Notation: Throughout the paper, we represent vectors using boldface lower-case letters and matrices using boldface upper-case letters. $\text{Tr}(\mathbf{X}), |\mathbf{X}|, \mathbf{X}^H, \mathbf{X}^T, \mathbf{X}^{-1}$ represent the trace, determinant, hermitian, transpose and inverse of matrix $\mathbf{X}$, respectively. $\mathbf{I}_N$ denotes the identity matrix of size $N$.

2. SYSTEM MODEL

We consider a point-to-point MIMO system, where the transmitter is equipped with $N$ antennas and $N_{t}^{RF}$ RF chains communicating to a receiver with $M$ antenna elements and $N_{r}^{RF}$ RF chains. The number of data streams to be delivered is denoted by $d$, assuming that $d \leq N_{r}^{RF} \leq N$ and $d \leq N_{r} \leq M$. The hybrid precoding
matrix $F$ is hence defined as

$$F = F_A F_D,$$  \hspace{1cm} (1)

in which $F_D \in \mathbb{C}^{N_{RF} \times d}$ denotes the digital precoder at baseband and $F_A \in \mathbb{C}^{N \times N_{RF}}$ is the analog precoder realized by phase shifters. Thus, the transmit signal is given by

$$x = F_A F_D s,$$  \hspace{1cm} (2)

in which $s \in \mathbb{C}^d$ and $E(\|s\|^2) = 1$. Furthermore, the precoder has to fulfill the total transmit power constraint $E(\|x\|^2) = \text{Tr}(FF^H) \leq P_{\text{max}}$. The received signal is then given by

$$y = Hx + n,$$  \hspace{1cm} (3)

where $H \in \mathbb{C}^{M \times N}$ denotes the channel matrix and $n \sim \mathcal{CN}(0, \sigma^2 I_M)$ represents the zero-mean additive white Gaussian noise with covariance matrix $\sigma^2 I_M$.

The channel matrix is assumed to follow the Kronecker model given by

$$H = R^{1/2} H S^{1/2},$$  \hspace{1cm} (4)

in which $R$ and $S$ denote the receive and transmit spatial correlation matrix, respectively [6]. Due to the limited scattering in mm-wave channels we consider a geometric channel model with $L$ paths between transmitter and receiver. Assuming that both the transmitter and the receiver are equipped with uniform linear array (ULA), the matrix $H$ is modeled as [4]

$$H = \sqrt{\frac{NM}{L}} \sum_{l=1}^{L} \alpha_l \phi_r l \phi_t l^H.$$  \hspace{1cm} (5)

Here, $\alpha_l \sim \mathcal{CN}(0, 1)$ denotes the complex gain of the $l$-th path, and $\phi_r l$ and $\phi_t l$ are the angles of arrival (AoA) and departure (AoD), respectively. Furthermore, $\phi_r l$ and $\phi_t l$ denote the array response vectors of the receive and transmit antenna array, respectively. For an array with $N_a$ antenna elements and an antenna spacing of half the transmission wavelength, the response vector can be obtained from

$$\alpha_l(\phi) = \frac{1}{\sqrt{N_a}} \left[ 1, e^{j \pi n \sin(\phi)}, \ldots, e^{j \pi (N_a - 1) \sin(\phi)} \right]^T$$  \hspace{1cm} (6)

with $n \in \{0, 1, \ldots, N_a - 1\}$.

Defining the receiver analog postcoder $W_A \in \mathbb{C}^{N_{RF} \times M}$ and the digital postcoder $W_D \in \mathbb{C}^{d \times N_{RF}}$, the processed signal is given by

$$\hat{y} = WHFs + Wn,$$  \hspace{1cm} (7)

in which $W = W_D W_A$. The achievable rate of the system is then given by [4]

$$R = \log_2 \left| I_M + \frac{1}{\sigma^2} W^H (WW^H)^{-1} W H F H^H \right|.$$  \hspace{1cm} (8)

Using a hybrid beamforming structure, we typically have $N_{RF} \ll N$ and $N_{RF} \ll M$ due to the high cost of RF chains. Hence, the point-to-point MIMO capacity in [7] cannot be achieved since the DoF of the system are constrained by the limited number of RF chains. Note that according to [7], the optimal fully digital precoder and combiner are derived from the singular value decomposition (SVD) of the channel matrix $H = U \Sigma V^H$, in which $\Sigma$ is a diagonal matrix containing the singular values of $H$ and $U$ and $V$ are unitary matrices whose columns are the left and right singular vectors of $H$, respectively. Using $V$ as the precoder and $U^H$ as the postcoder and applying water-filling is known to be the optimal scheme that results in $\min(M, N)$ parallel channels. Similarly, in a hybrid setting with $\min(N_{RF}^t, N_{RF}^p) < \min(M, N)$, we could decompose the MIMO channel and support up to $\min(N_{RF}^t, N_{RF}^p)$ parallel single-input-single-output (SISO) channels. This is achieved by using the precoder $V$, as the matrix of $N_{RF}^t$ columns of $V$ corresponding to the dominant singular values of $H$ and the postcoder $U^H$ being the $N_{RF}^p$ dominant left singular vectors of $H$. However, in conventional hybrid beamforming architecture, where the analog precoder and postcoder are realized by phase shifters only, it is not possible to realize arbitrary $V$ and $U^H$ in general. In this work, we study how the achievable rate in a P2P-MIMO channel with hybrid beamforming can be improved by different placements of analog power amplifiers.

As depicted in Figure 1, three hybrid beamforming precoder and combiner structures are studied in this work. In the first structure,
$N_{RP}$ power amplifiers are placed at the RF chains. The second architecture contains $N$ amplifiers, one placed at each transmit antenna. Finally, in the third scheme, the amplification takes place at the analog phase shifters, requiring $N N_{RP}$ amplifiers. In all three cases, the corresponding hybrid combiner at the receiver is structured in the same way as the precoder. The second and third architecture are considered in order to realize a more accurate approximation of the optimal beamformers $V_c$ and $U_c^H$. In the following, the precoding and postcoding schemes are presented for these three hybrid architectures. For the rest of the paper, assume that $N_{RP} = N_{RP} = N_{RP}$.

2.1. Amplifiers at the RF chains

First, consider the architecture shown in Figure [1(a)] in which analog power amplifiers are placed at the RF chains. We use the scheme presented in [4] Algorithms 1,2] to determine the hybrid precoder and combiner. Let $F_{PS}$ and $W_{PS}$ be phase shifter matrices for the precoder and postcoder, respectively, with the constraint on the matrix elements $[F_{PS}(i,j)] = [W_{PS}(i,j)] = 1 \forall i,j$. Note that $F_A$ and $W_A$ are realized by phase shifters only. Thus, we can write $F_A = F_{PS}$ and $W_A = W_{PS}$. First, $F_{PS}$ is determined by applying [4] Algorithm 1]. Then, the digital precoder is obtained as [4]

$$F_D = (F_{PS}^H F_{PS})^{-1/2} U_c \Gamma_c,$$

in which $U_c$ is the set of right singular vectors of $H F_{PS} (F_{PS}^H F_{PS})^{-1/2}$ and $\Gamma_c = \text{diag}(\sqrt{p_1}, \ldots, \sqrt{p_D})$ with $p_i$ denoting the power allocated to the $i$-th data stream by water-filling. Similarly, $W_D$ is given by [4]

$$W_D = J^{-1} W_{PS}^H H F_{PS} F_D,$$

$$J = W_{PS}^H F_{PS} F_D F_{PS}^H F_{PS}^H W_{PS} + \sigma^2 W_{PS}^H W_{PS},$$

where $W_{PS}$ follows [4] Algorithm 1]. In what follows, we propose a scheme where the amplifiers are placed at the antennas.

2.2. Amplifiers at the antennas

In this scheme, a variable gain amplifier (VGA) is placed at each antenna. The precoding matrix $F = F_A F_D$ is then modeled with the analog precoder

$$F_A = B_i F_{PS}$$

in which $B_i = \text{diag}(\beta_1^i, \ldots, \beta_N^i)$ and $\beta_N^i$ denotes the amplifier gain at the $k$-th transmit antenna. To determine $F_{PS}$ and $F_D$ the previously described algorithm from [4] is applied. However, as the power amplification now takes place at the antennas, we define the digital precoder as $F_D = \sqrt{P_{max}} (F_{PS}^H F_A)^{-1/2} U_c \Gamma_c$.

Note that the water-filling matrix $\Gamma_c$ is scaling the columns of the precoding matrix $F$. This is because when postmultiplying a matrix by a diagonal matrix, each column of the original matrix is multiplied by the respective diagonal element of the diagonal matrix. In contrast, when premultiplying the precoding matrix by the diagonal matrix $B_i$, the $i$-th row of the precoding matrix is multiplied by $\beta_i^i$, $i = 1, \ldots, N$. Recall that the optimal $F$ should be equal to $V_c \Gamma_c$, which is not feasible by conventional hybrid beamforming. Further note that while the columns of $V_c$ are right singular vectors of $H$ and thus have unit norm, $V_c$ does not have unit row norm for $N_{RF} < N$. We propose a scheme (see Algorithm [1] that besides scaling the columns of $F$ through water-filling, also takes advantage of the power amplifiers at the antennas that enable us to independently scale the rows of $F$ in order to make it closer to $V_c$. In particular, $B_i$ is determined such that the norm of each row of $F$ becomes approximately equal to the corresponding row norm of $V_c$, scaled by $\sqrt{P_{max}}$. This is implemented in Algorithm 1 line 4, where $v_{c,k}$ denotes the $k$-th row of $V_c$. The amplifier gains $\beta_k^i$ are successively determined in that manner as long as the total transmit power of the first $k$ antennas $P_k$ does not exceed $P_{max}$.

Algorithm 1 Design of $B_i$

Require: $F_D$, $F_{PS}$, $P_{max}$, $V_c$
1: Initialize $P_k = 0$, $k = 0$
2: $(a_1, \ldots, a_N) = \text{diag}(F_{PS} F_D F_{PS}^H F_{PS})$
3: while $P_k < P_{max}$ do
4: $\beta_k^i = \sqrt{N_{RF}} \frac{P_{max}}{P_k} |v_{c,k}|
5: P_k = \sum_{i=1}^N \beta_k^i a_i$
6: $k \leftarrow k + 1$
7: end while
8: $\beta_k^i = \sqrt{P_{max} - \sum_{i=1}^{k-1} \beta_k^i a_i}$
9: $\beta_k^i = 0$, $i = k, \ldots, N$
10: $B_i = \text{diag}(\beta_1^i, \ldots, \beta_N^i)$

At the receiver, each antenna is equipped with a VGA as well. The amplifier gains is determined in a similar fashion:

$$B_i = \text{diag}(\beta_1^i, \ldots, \beta_M^i)$$

$$\beta_k^i = \frac{1}{\sqrt{N_{RF}}} |u_{c,k}|,$$

in which $u_{c,k}$ is the $k$-th row of $U_c$. After determining $W_D$ and $W_{PS}$ as described in section 2.2, using the algorithm from [4], the overall postcoding matrix is thus given by

$$W = W_D W_{PS} B_i.$$  

Remark 1. As previously mentioned, $F$ is designed in a way such that the norm of its $k$-th row is approximately equal to the corresponding row norm of $V_c$, scaled by $\sqrt{P_{max}}$. Defining $f_k$ and $f_{PS,k}$ as the $k$-th row of $F$ and $F_{PS}$, respectively, we have

$$|f_k| = |f_{PS,k}| F_D| \approx \beta_k^i |f_{PS,k}| F_D| \approx \beta_k^i \frac{1}{\sqrt{P_{max}}} \left| f_{PS,k} (F_{PS}^H F_{PS})^{-1/2} U_c \Gamma_c \right| \approx \beta_k^i \frac{1}{\sqrt{P_{max}}} \left| f_{PS,k} \right| |U_c \Gamma_c| \approx \beta_k^i \frac{1}{\sqrt{N_{RF}}} \left| f_{PS,k} \right| |U_c \Gamma_c|.$$ 

Here, step (a) holds because $F_{PS}^H F_{PS} \approx \mathbf{I}_{N_{RF}}$ with high probability assuming that $N \gg N_{RF}$. Step (b) is valid since all elements of $F_{PS}$ have unit modulus and $U_c$ is a unitary matrix. Note that the same holds for the postcoding matrix, except that we do not have a power constraint at the receiver.

2.3. Amplifiers at the phase shifters

By placing VGAs directly in the phase shifter branches the analog precoder matrix $F_A$ is not constrained to unit modulus elements anymore. This enables an implementation of $V_c$ that is only restricted by the precision of the VGAs. Hence, the precoders can be designed with $F_A = V_c \Gamma_c$ and $F_D = I_{N_{RF}}$. Similarly, the postcoding matrices at the receiver are $W_A = U_c^H$ and $W_D = I_{N_{RF}}$. 
Remark 2. In order to have a fair comparison of the three proposed schemes, we have to ensure that the actual transmit power is equal in all three cases. It can be easily verified that the actual total transmit power in both schemes presented in [2,4] and [2,3] is $\text{Tr}(\mathbf{F}_N^H \mathbf{F}_D \mathbf{F}_D^H \mathbf{F}_P^H \mathbf{F}_P^H \mathbf{F}_N^H)$, which is nearly equal to $P_{\text{max}}$ to within some small tolerance due to water-filling algorithm. In the scheme described in [2,2] the transmit power can be written as

$$\mathbb{E}\{\|\mathbf{x}\|^2\} = \text{Tr}(\mathbf{F}^H \mathbf{F}) = \text{Tr}(\mathbf{B}_t \mathbf{F}_{\text{PS}} \mathbf{F}_D \mathbf{F}_D^H \mathbf{F}_P^H \mathbf{F}_P^H \mathbf{B}_t^H)$$

$$= \text{Tr} \left( \mathbf{B}_t \mathbf{F}_{\text{PS}} \mathbf{F}_D \mathbf{F}_D^H \mathbf{F}_P^H \mathbf{F}_P^H \mathbf{B}_t^H \right) = \sum_{i=1}^{N} \beta_i^2 a_i,$$

(17)

while $a_i$ denotes the $i$-th diagonal element of $\mathbf{F}_{\text{PS}} \mathbf{F}_D \mathbf{F}_D^H \mathbf{F}_P^H \mathbf{F}_P^H$. The statement in Algorithm 2, line 8 guarantees that the total transmit power is always equal to $P_{\text{max}}$.

3. NUMERICAL RESULTS

The performances of the three hybrid beamforming schemes presented in the previous section are simulated to compare the average spectral efficiency to the one achieved by fully digital beamforming. For the simulation, we consider a P2P-MIMO system with $M = 8$ receive antennas and a variable number of transmit antennas. For the hybrid beamforming schemes we assume that $N_{\text{RF}}^1 = N_{\text{RF}}^2 = 2$. In our simulations, we consider the two following channel structures

1. full-rank channel with $\mathbf{S}^1/2 = \mathbf{I}_N$ and $\mathbf{R}^1/2 = \mathbf{I}_M$
2. rank-deficient channel, with $\mathbf{S}^1/2 = \mathbf{I}_N$ and $\mathbf{R}^1/2 = [r_1 \ldots r_{N_{\text{RF}}}^\text{RF}]^T$

where $(r_1, \ldots, r_{N_{\text{RF}}}^\text{RF})$ are independent unit norm random vectors and the remaining $(r_{N_{\text{RF}}+1}, \ldots, r_M)$ are linear combinations of the first $N_{\text{RF}}$ vectors, i.e., $r_i = \frac{\sum_{j=1}^{N_{\text{RF}}} \alpha_{ij} r_j}{\left\| \sum_{j=1}^{N_{\text{RF}}} \alpha_{ij} r_j \right\|}$, $i = 1, \ldots, M$. This leads to a channel matrix $\mathbf{H}$ of rank $N_{\text{RF}}$. Note that rank deficiency occurs naturally in mm-wave channels due to the low scattering and high path loss [8]. The insight we get from considering the rank-deficient channel is based on the fact that the SE of fully digital structure can be achieved by hybrid beamforming only if $\text{rank}(\mathbf{H}) = N_{\text{RF}}$ and the amplifiers are optimally placed. Otherwise, fully digital beamforming has both SNR and DoF gains, which can not be offered by the hybrid beamforming structure. Hence, the ultimate performance of hybrid beamforming can be guaranteed by the optimal placement of the amplifiers.

In the geometric channel model in [5], we consider the number of paths to be $L = 15$, and the AoA and AoD to be uniformly distributed on the interval $[0, 2\pi]$. The average spectral efficiency is obtained from [8] for a SNR of -5dB averaging over 100 channel realizations. Fig 2(a) shows the average SE achieved by each of the three hybrid beamforming schemes as well as by fully digital beamforming for both the full rank channel and the rank-deficient channel. The scheme from [4] is outperformed by the two hybrid beamforming architectures from Fig. 1(b) and 1(c). Note that the increase in SE that comes from different amplifier placement is only due to SNR gains, since the DoF is restricted to the number of RF chains in all three hybrid setups. Furthermore, the performance increases when more amplifiers are deployed, i.e., the scheme using $N_{\text{RF}}^2$ amplifiers at the phase shifters achieves a better SE than the one with $N$ amplifiers at the antennas. With fully digital beamforming, however, having a full rank channel the DoF is given by $\min(N, M)$, as opposed to $N_{\text{RF}}^2$ in the hybrid setting. This is why in Fig 2(b), the gap between the SE achieved by fully digital and hybrid beamforming schemes increases for a large number of transmit antennas $N$. This is not the case when using the rank-deficient channel model (see Fig. 2(b)). Since the rank of the channel $\mathbf{H}$ is equal to the number of RF chains, the DoF is the same in all four setups. Furthermore, the SE achieved when using the scheme from [2,3] coincides with the SE obtained from fully digital beamforming.

4. CONCLUSION

We studied a P2P-MIMO system with a hybrid beamforming architecture at the transmitter and the receiver. We compared the performance of three different schemes that are characterized by the number and placement of analog amplifiers. In particular, starting from the conventional hybrid architecture and the scheme from [4] requiring $N_{\text{RF}}^2$ amplifiers, we increased the number of amplifiers to $N_{\text{RF}}^2$ placing them at the antennas and at the phase shifters, respectively. Proposing an algorithm to determine the amplifier gains, we showed that the spectral efficiency could be improved due to the additional amplifiers. Furthermore, in a rank-deficient channel with rank $N_{\text{RF}}^2$ the architecture with amplifiers placed in each phase shifter branch achieves the optimal SE of fully digital beamforming.
5. REFERENCES

[1] CISCO, “Cisco Visual Networking Index: Forecast and Methodology, 2016-2021,” Cisco Public, 2017.

[2] A. Puglielli, A. Townley, G. LaCaille, V. Milovanovic, P. Lu, K. Trotskovsky, A. Whitcombe, N. Narevsky, G. Wright, T. Courtade, E. Alon, B. Nikolic, and A. M. Niknejad, “Design of Energy- and Cost-Efficient Massive MIMO Arrays,” Proceedings of the IEEE, vol. 104, no. 3, pp. 586–606, March 2016.

[3] Y. Sun and C. Qi, “Weighted Sum-Rate Maximization for Analog Beamforming and Combining in Millimeter Wave Massive MIMO Communications,” IEEE Communications Letters, vol. 21, no. 8, pp. 1883–1886, Aug 2017.

[4] F. Sohrabi and W. Yu, “Hybrid Digital and Analog Beamforming Design for Large-Scale Antenna Arrays,” IEEE Journal of Selected Topics in Signal Processing, vol. 10, no. 3, pp. 501–513, 2016.

[5] W. Utschick, C. Stöckle, M. Joham, and J. Luo, “Hybrid lisa precoding for multiuser millimeter-wave communications,” IEEE Transactions on Wireless Communications, vol. 17, no. 2, pp. 752–765, 2018.

[6] H. Bolcskei and A. J. Paulraj, “Performance of space-time codes in the presence of spatial fading correlation,” in Asilomar Conference on Signals, Systems, and Computers, vol. 1. IEEE; 1998, 2000, pp. 687–693.

[7] E. Telatar, “Capacity of multi-antenna Gaussian channels,” European transactions on telecommunications, vol. 10, no. 6, pp. 585–595, 1999.

[8] H. Xie, F. Gao, and S. Jin, “An overview of low-rank channel estimation for massive mimo systems,” IEEE Access, vol. 4, pp. 7313–7321, 2016.