Simultaneous Object Reconstruction and Grasp Prediction using a Camera-centric Object Shell Representation
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Abstract—Being able to grasp objects is a fundamental component of most robotic manipulation systems. In this paper, we present a new approach to simultaneously reconstruct a mesh and a dense grasp quality map of an object from a depth image. At the core of our approach is a novel camera-centric object representation called the “object shell” which is composed of an observed “entry image” and a predicted “exit image”. We present an image-to-image residual ConvNet architecture in which the object shell and a grasp-quality map are predicted as separate output channels. The main advantage of the shell representation and the corresponding neural network architecture, ShellGrasp-Net, is that the input-output pixel correspondences in the shell representation are explicitly represented in the architecture. We show that this coupling yields superior generalization capabilities for object reconstruction and accurate grasp quality estimation implicitly considering the object geometry. Our approach yields an efficient dense grasp quality map and an object geometry estimate in a single forward pass. Both of these outputs can be used in a wide range of robotic manipulation applications.

I. INTRODUCTION

Grasping objects is a fundamental robot capability. Given a 3D model of an object, there are numerous approaches for computing the 6DOF end-effector pose for grasping the object [1], [2]. In many applications however, a complete 3D model of the object is not available. Therefore grasps must be computed from sensor input which is typically in the form of an image or a partial point cloud of the object.

Recent works on grasp prediction explore two main approaches. Various object reconstruction methods are trained to generate object reconstructions [3]–[6] as an intermediate step for grasp planning or the grasps or grasp quality are predicted directly using learning-based methods [7]–[9]. Object reconstruction methods have shown impressive results when trained on large datasets such as ShapeNet [10] or for specific object categories [11]–[17]. However, when trained on small but diverse grasping datasets such as YCB, the models fail to achieve good reconstruction quality and their generalizability is compromised [5], [18], [19]. End-to-end methods which generate grasp proposals directly from the sensor have been especially successful for top-down grasping with an overhead camera setup [7], [20]. Extending these approaches to 6-DOF grasp planning in a more general setting remains an active research topic [8], [9], [21]. Nonetheless, the success of these methods shows that accurate extraction of certain features from the object image/pointcloud such as width or thickness of the object is more important than reconstruction of every detail of the object geometry.

Motivated by these observations, we present Object Shell - a camera-centric object representation that forms the basis for our method to predict 3D object mesh as well as high quality grasp regions on the object from a single depth image (Figure 1). The depth image of an object captures
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information of where the camera rays enter the object. The shell representation augments this information with the depth of the points where the rays would exit the object. The set of all entry and exit points form the object shell. Since there is a one-to-one correspondence between the entry and exit points, we use a well-established UNet-style image-to-image architecture to infer the object shell in the camera frame from an input depth image. Even though the object shell is an approximation to the true object shape, the object thickness and overall geometry encoded in the object shell provides sufficient geometric information for 6-DOF grasp prediction. We exploit this shared geometric basis to train our network – ShellGrasp-Net– for simultaneous object shell reconstruction and grasp quality prediction from a depth image.

Our experiments show that ShellGrasp-Net, trained only on depth images of simple synthetic shapes, outperforms the state-of-the-art object reconstruction methods when tested on realsense depth images of novel household objects from YCB dataset [22]. Furthermore, since the shell depth images already include neighborhood information of the points on the object, they provide partial meshes of the object which can be stitched together in linear time to provide a complete object mesh in the camera frame in a fraction of a second. With dense grasp sampling on reconstruction and geometric evaluation, we show that the grasps computed using shell reconstruction are more accurate than those using baseline reconstructions. With simulations in MuJoCo, we confirm that the quality of grasps estimated from object shell correlates with the stability of the grasps under external disturbance. Moreover, we show that we can bypass the need of sampling and optimization for best grasps by directly using the grasp quality map generated by ShellGrasp-Net. The argmax on this map provides the location on the object for maximum estimated grasp quality. Experiments on a real robot demonstrate that the grasps planned using our method provide 90% to 100% grasp success rate on singulated objects and over 93% success rate in clutter.

In summary, the main contributions of this paper are:

- **A 3D object representation and its application** for simultaneous camera-frame reconstruction and 6DOF grasp prediction
- **Data augmentation scheme** that improves Sim2Real generalization for both ShellGrasp-Net and baseline methods
- **Simulation and robot experiments** that analyze the effect of reconstruction accuracy on grasp success and demonstrate the effectiveness of predicted grasp quality maps for grasping with over 90% accuracy.

We start with an overview of the related work to highlight the novelty and significance of our contributions.

II. RELATED WORK

**Single-view 3D Reconstruction**: Generating a 3D reconstruction from a single viewpoint has been extensively studied on large synthetic datasets [10], [23] using various representations such as voxel grids, implicit functions, point-based, and mesh-based representations [11]–[17], [24]–[26]. The objects in these datasets are centered in the workspace and rotated only about vertical axis of canonical object frame. The methods trained on these datasets learn strong prior on object category and canonical object orientation frame. The orientation of the object geometry in the input is lost when the reconstruction is generated in the canonical object frame. For robotics applications, e.g. to pick up an object or to avoid collision with an object, we need reconstructions in the robot frame, or in the camera frame given the camera extrinsics. Pose registration required to align an object-frame reconstruction to the robot/camera frame is computationally expensive and can lead to errors.

A very few works in the literature look into camera-frame object reconstructions. Yao et al. [19] presented a method which estimates the object symmetry plane and predicts front and back orthographic views. Their method, trained separately for every new object class, requires a large number of images for training. Nicastro et al. [18] developed a method to estimate the thickness of an object in a masked depth image. They report that their method achieves good performance on a subset of YCB objects in the training data, but fails to generalize to novel object types. Merwe et al. [5] explore implicit surface representation method (PointSDF) and train on YCB dataset for camera frame reconstruction. In Section V-A, we show that shell reconstructions from our ShellGrasp-Net outperforms PointSDF and provides better generalization capability.

**Shape Completion Based Grasping**: Shape completion produces a full 3D representation of an object given a partial 3D pointcloud. Varley et al. [3] and Yan et al. [4] use voxel-grids to represent the object shape and use GraspIt! [1] and a custom ConvNet respectively to predict grasps on the reconstructed shapes. Voxel-grids have been shown to
be inefficient in terms of memory footprint and reconstruction quality [14], [16], [17]. Merwe et al. [5] present an optimization-based method to use implicit object surface for grasp planning. However, they report that PointSDF reconstructions do not improve the grasp success rate.

**Grasp Prediction:** An active area of research in grasp planning is to generate grasp proposals directly from an input image. Mahler et al. [7] use millions of grasps in simulation and Pinto et al. [20] use self-supervision over 50K grasp trials to train neural networks to generate a grasp proposal from an image. These methods are limited to top-down 3-DOF grasping. Recent work by Mousavian et al. [21] and Sundermeyer et al. [9] present state-of-the-art methods to generate 6-DOF grasps on objects from a single view.

For 6-DOF grasping in general setting, the information needed to evaluate whether a robotic gripper could fit over an object is missing in the input from a single view as shown in Fig. 2. The SOTA grasping methods fail to implicitly reason about the true object shape and instead the grasps are overfit to the observed partial pointcloud in the input. In this paper we demonstrate that by jointly training for object reconstruction and grasp predictions, we can avoid such false positive grasps and accurately generate feasible grasps with high quality. Moreover, object reconstructions from our method can support grasp planning methods to further improve their performance as shown in Fig. 2.

**III. Object Shell Representation and Relation to Grasping**

In this section, we describe the shell representation and its advantages. We discuss how geometric information captured in shell reconstruction facilitates grasp computations.

**A. Object Shell Representation and its Characteristics**

Consider the image of an object from an arbitrary view and the associated camera rays originating from the optical center. These rays intersect with the object as shown in Fig. 1. The Object Shell is formed by the entry and exit points on the object surface that the camera rays pass through, which can be represented as a pair of depth images.

The shell representation offers a few key characteristics. First, the shell is a view dependent description of the object. This property enables the generating the reconstruction directly in the camera frame. Second, and most importantly, the image-based shape representation allows posing the 3D reconstruction problem as 2D pixel prediction problem, which in turn allows using efficient 2D convolutions and well-proven image-to-image network architectures to establish input-output correspondence. As we show in this paper, this representation provides a nice reference frame to represent not just geometry but additional attributes such as grasp quality. Finally, the shell entry and exit images contain neighborhood information given by pixel adjacency. They directly provide partial meshes of the object which can be stitched together using the contours of the entry and exit images in linear time to generate an object mesh in the camera frame. The details of this stitching process are explained in Appendix A in [27].

We note that the shell representation is not limited to convex objects. If we view the image plane as the X-Y plane and the optical axis as the Z axis, the shell representation poses no restrictions on the object’s projection onto the X-Y plane. It does impose a monotonicity constraint along the Z-axis that each ray enters and exits the object only once. We believe that this constraint is not overly restrictive: only 5 (wine glass, mug, bowl, pan, stacking block) out of 77 objects in YCB dataset violate this monotonicity constraint from some views. In Appendix I in [27], we compare the shell and a SOTA method (PointSDF) reconstructions on adversarial objects and views and find that shell reconstruction still qualitatively performs better.

**B. Grasping with Shell Reconstruction**

In this section, we establish the connection between object geometry and grasp quality in the context of object picking with a parallel-jaw gripper. A parallel-jaw grasp can be defined by a grasp pose (the position and orientation of the gripper), and grasp width (the distance between the fingers). These quantities can be computed from the object geometry explicitly as we explain in this section, or can be estimated simultaneously with the geometry as we show in Section IV.

**Grasp Feasibility:** We sample grasps on the visible pointcloud of the object and use the object reconstruction to evaluate grasp feasibility. We assign a grasp pose such that the axis joining the fingers (finger axis) is along the point normal and one of the fingers is over the visible pointcloud with the full (85 mm) gripper opening. A grasp is geometrically feasible if the local object geometry is within...
the gripper opening and does not collide with the gripper. For a fixed grasp position, we change the grasp orientation about the finger axis (to eight discrete angles covering 360°) to evaluate the feasibility. This procedure generates a Grasp Feasibility Map where every point in visible pointcloud is assigned to be grasp feasible or grasp infeasible. For all the feasible grasps, we compute the required grasp width from the bounds of the reconstruction inside the gripper envelope along the finger axis. In Section V-B, we show that evaluating the accuracy of the grasp width prediction serves as a good metric to understand how object reconstruction accuracy affects grasp planning.

Grasp Quality: A commonly accepted grasp quality metric is a measure of the external wrench the grasp can resist [28]. From the mechanics of a parallel-jaw grasp [2] (details in Appendix E in [27]), the grasp quality is inversely proportional to the Euclidean distance of the grasp position from the center of geometry of the object which can be obtained from the object reconstruction. We generate a Grasp Quality Map where every feasible grasp is assigned a relative quality score between 0 and 1 based on its Euclidean distance from the center of the object reconstruction.

IV. SIMULTANEOUS SHELL AND GRASP PREDICTION

A straightforward way to use object shell reconstruction for grasp planning would be to first predict the shell and then to sample and choose the best quality feasible grasp as discussed in the previous section. However, we can make direct use of the information encoded in the network to simultaneously predict the object shell as well as grasp feasibility and quality maps as a single estimation problem. For our specific object picking application, the knowledge of grasp feasibility and quality maps allow us to bypass the need for sampling and exploration for good grasps over the entire object and rather directly narrow down on the regions of the object that would lead to stable grasps. In this section, we present ShellGrasp-Net – a network which can output object shell as well as per pixel grasp feasibility and quality directly from the input depth image of the object as shown in Fig. 1.

Network Architecture - The input to ShellGrasp-Net is a (potentially noisy) depth image and an object mask of the object, and the output is the entry and exit depth images representing the object shell, a grasp feasibility map as a binary image indicating per pixel grasp feasibility, and a grasp quality map as an image giving per pixel 0-1 relative grasp quality Fig. 1. We formulate the shell-grasp prediction network based on UNet - a popular image-to-image network architecture with skip connections [29]. We use a 4-level U-Net architecture. The skip connections in U-Net architectures is a powerful tool for tasks with direct relationship of input and output pixels. They enable feature extraction with large receptive fields while preserving low level features which is essential for high quality shell reconstructions and generalization to novel objects. For training the network, we use mean square error (MSE) image similarity loss for object shell (depth values) and grasp quality, and binary cross entropy (BCE) for grasp feasibility. The weighted sum of these three losses make up the total loss.

Training Data and Novel Augmentations - We use synthetically generated simple object mesh models and render depth images for training. We propose a data augmentation scheme for better Sim2Real generalization performance on real world objects and noisy depth images.

For the pre-render augmentation stage, noise is added to the XYZ positions of a subset of vertices of an object mesh.
followed by a smoothing operation to better resemble the uneven object surfaces observed in real-world depth images. The post-render augmentations consist of novel data dropout in addition to the additive and multiplicative Gaussian noise augmentations proposed in [7]. Depth images obtained by commodity sensors (Fig. 3 (a)) often contain missing values around object boundary as well as some regions inside the object. Dropping out random pixels from the image does not result in realistic images (Fig. 3 (c)). Our dropout scheme involves removing pixels with angles sharper than randomly sampled threshold and a small amount of pepper noise followed by multiple rounds of stochastic erosion of boundary pixels. The final result (Fig. 3 (d)) displays realistic dropout and object edge patterns.

For every rendered depth image, we generate ground truth object shell (entry and exit depth images) by computing camera ray intersection with ground truth object mesh. The ground truth binary grasp feasibility (0 or 1) and grasp quality [0-1] maps are generated following the method explained in Section III-B with ground truth mesh. We generate about 50K images with ground truth labels for training from about 5000 object meshes. The shape and view generation procedure and data augmentation are described in more detail with figures in Appendix B and Appendix C respectively [27].

V. EXPERIMENTS

In this section, first we experimentally evaluate shell reconstruction against several state-of-the-art methods in terms of geometric accuracy of the reconstruction. Then, we study the effect of reconstruction accuracy on grasp planning by dense sampling of grasps on reconstructions and evaluating their success rate geometrically and in Mujoco simulation. Finally, we evaluate the accuracy of ShellGrasp-Net predicted grasp feasibility and quality maps and demonstrate their use with grasping experiments on real robot.

Test Data: We evaluate the shell and baseline methods on a set of 9 real household objects (Fig. 4), mostly taken from the YCB dataset [22]. For experimental evaluations in the next three sub-sections, we collect 10 different views for each of our test objects using a RealSense camera. The object is moved to a different position and orientation for every new view. The object pose is recorded using AprilTags [30] to get the ground truth object mesh in the camera frame.

Baselines: We choose Occupancy Network (OCC) [17], Higher Order Function Network (HOF) [14] and PointSDF [5] as baselines. OCC-a representative implicit-function method and HOF-a representative direct method are shown to outperform state-of-the-art TSDF and Voxel based reconstruction methods respectively. For each of these two baselines, we train two versions where one produces the output directly in the camera frame and the other in the object frame, labeled as “(cam)” and “(obj)” respectively. Shell and these baselines are trained on the synthetic dataset explained in Section IV. PointSDF [5] is a camera frame reconstruction method for grasping. For our experiments, we use a PointSDF model pre-trained on YCB objects.

A. Evaluation of Reconstruction Quality

Table I shows that shell reconstruction significantly outperforms baseline reconstruction methods in terms of Chamfer scores on the test dataset. Since our ground truth is in the camera frame, for methods that output reconstructions in the object frame, we align those reconstructions to the camera frame using Iterative Closest Point (ICP) [31] and more recent Coherent Point Drift (CPD) [32] methods with multiple initializations to get best fitting pose. We observe that object frame reconstructions with CPD alignment achieve the best Chamfer score for HOF and OCC baselines.

| Object  | Shell | PiSDF | HOF  | OCC  | Visible | Full  |
|---------|-------|-------|------|------|---------|-------|
| Cheezit | 93.2  | 95.2  | 96.8 | 71.2 | 0       | 27.0  |
| Jello   | 90.7  | 71.5  | 99.7 | 97.3 | 0       | 77.0  |
| Pringles| 90.7  | 97.3  | 99.7 | 97.3 | 0       | 77.0  |
| Soup    | 98.4  | 98.4  | 96.0 | 97.3 | 0       | 86.0  |
| Mustard | 90.2  | 90.2  | 96.0 | 97.3 | 0       | 72.4  |
| Clorox  | 93.2  | 1.0   | 39.9 | 23.8 | 0       | 75.2  |
| Weiman  | 93.8  | 7.3   | 56.0 | 74.5 | 0       | 65.4  |

In Fig. 5, we observe that HOF and OCC methods overfit to training object shapes and provide limited generalization. PointSDF often generates thin reconstructions and loses some geometric details in the input. The shell reconstructions demonstrate better accuracy and generalization.

| Object | GFM [0-1] | GFM [0-1] | GQM [0-1] | GQM [0-1] |
|--------|-----------|-----------|-----------|-----------|
| Cheezit| 0.9       | 0.19      | 0.12      | 0.09      |
| Jello  | 0.95      | 0.1      | 0.15      | 0.14      |
| Pringles| 0.95    | 0.15      | 0.14      | 0.14      |
| Soup   | 0.97      | 0.18      | 0.18      | 0.18      |
| Mustard| 0.89      | 0.22      | 0.15      | 0.15      |
| Clorox | 0.88      | 0.26      | 0.12      | 0.12      |
| Weiman | 0.85      | 0.27      | 0.16      | 0.16      |
| Bottle | 0.89      | 0.14      | 0.15      | 0.15      |

In Appendix D in [27], we discuss ablation studies with different variations of shell and HOF methods. We observe that removing the proposed data augmentation and keeping only the baseline augmentation adversely affects the Sim2Real robustness. The UNet skip connections considerably improve the performance of shell reconstruction.
Fig. 6: ShellGrasp-Net takes advantage of the joint training on shell reconstruction loss and grasp-map prediction loss and generates more accurate grasp feasibility and quality maps compared to the network (ShellGrasp-Net-NoShell) that is trained only with grasp prediction loss.

### B. Evaluation of Reconstructions for Grasp Planning

In this section, we study the effect of object reconstruction accuracy on grasp planning. We compute a dense set of feasible grasps on the object reconstructions on the test dataset and evaluate their validity by checking the feasibility of those grasps on the ground truth object geometry. We define geometric grasp precision success rate as the percentage of the estimated feasible grasps that are feasible on the ground truth object geometries.

As shown in Table II, the grasp precision success rate on shell reconstruction is high across all the objects, while the performance for HOF and OCC reconstructions suffers for objects that are not similar to the training objects. The PointSDF reconstructions are often thinner than the actual object resulting into smaller estimated grasp width and large number of grasp failures. These results show the direct relation between the reconstruction performance of these methods and their effectiveness for grasp planning. The last column in Table II shows the results when using only the visible pointclouds for generating grasps and full gripper opening of 85mm. Kleenex box and Paper roll are bigger than full gripper opening and are correctly classified as infeasible to grasp by all the baselines except PointSDF.

To demonstrate the physical significance of the estimated grasp quality maps, we evaluate the stability of grasps under external disturbance in Mujoco [33]. We perform hundreds of grasp simulations across five grasp quality ranges for every test object. The Appendix G in [27] explains the simulation setup and the results in detail. The grasp quality estimated using the shell object reconstruction reflects in the grasp success rate. Over 90% of the grasps in the high quality range succeed under external disturbance compared to only about 10% grasps in the low quality range.

### C. Evaluation of Grasp Map Predictions

In this section, we first evaluate the accuracy of grasp feasibility and grasp quality maps computed by ShellGrasp-Net by comparing those with the ground truth maps computed on the test dataset. Next, we report the the success rate of grasps experiments on a real robot setup.

The binary grasp feasibility map indicates per pixel grasp feasibility (1 or 0). Table III shows that ShellGrasp-Net predicts the grasp feasibility map over 90% accuracy for more than half of the objects and more than 80% accuracy for rest of them. Kleenex and Roll are not graspable and are correctly identified so in grasp feasibility maps for those objects with 100% accuracy. We also include a bottle as an adversarial object to the test dataset. Only the neck of bottle is graspable while body of the bottle is too thick and not graspable. This allows us to test how accurate object reconstruction benefits grasp planning especially for avoiding false positive grasps as seen in Fig. 2. In an ablation study, we train ShellGrasp-Net with only grasp-map losses and no shell reconstruction loss (ShellGrasp-Net-NoShell). We observed that although the ablated network is able to predict grasp feasibility on most of the objects with similar accuracy as in Table III, its performance on bottle object is adversely affected. Similar to ContactGrasp-Net [9], ShellGrasp-Net-NoShell generates false positive grasp feasible regions on the body of the bottle as shown in Fig. 6. ShellGrasp-Net trained with the grasp-map as well as the shell losses avoids such false positive grasps consistently across different views and produces feasible grasps only on the neck of the bottle.

As shown in Table III, the root mean square (RMS) error on grasp quality estimation compared to the ground truth is about 0.25 or less for all the objects. The RMS error in the predicted high quality grasp regions, where the grasp quality is more than 0.75, is less than 0.18 for all the objects. This observation shows that exploiting the learnt representation of the object thickness as well as overall object geometry, ShellGrasp-Net is able to effectively identify regions on the objects that would lead to stable grasps. For example, in Fig. 6, the grasp quality map generated by the ShellGrasp-Net correctly shows that grasping the bottle object on the neck but closer to the body part would lead to more stable high quality grasp and the grasp quality reduces as the grasp position moves far from the body part.

With experiments on a real robot setup, we further examine the stability and success rate of the grasps planned using a grasp quality map estimated by ShellGrasp-Net. Given a masked depth image of a singulated object on a table, ShellGrasp-Net predicts grasp quality map on the input depth image. The robot selects a grasp on the object at the the location indicated by the maximum of the quality map, executes the grasp, and moves the object to the placement location. If the object is moved to the placement region without losing the grasp on the object, the grasp is counted as successful. Table IV shows the number of successful grasp trials when the test objects are placed in 10 different poses. On average, we achieve 95% grasp success rate.

### D. Shell Reconstruction and Grasping in Clutter

We demonstrate an application of object shell reconstruction and grasp prediction for a clutter removal task. Given an RGBD image of a scene, we segment it using Mask-RCNN [34]. Using the masked depth images of the objects, we get shell reconstructions and populate the scene with the
TABLE IV: **Grasp success rate on the real robot system.** For 10 test views per object, the highest quality grasp from *ShellGrasp-Net* estimated grasp quality map is executed and the number of successful grasps is recorded.

| Object        | Cheezit | Jello | Pringles | Soup | Mustard | Clorox | Weiman | Bottle |
|---------------|---------|-------|----------|------|---------|--------|--------|--------|
| Successful Grasps/10 | 10/10 | 10/10 | 9/10     | 10/10| 10/10   | 9/10   | 9/10   | 9/10   |

Fig. 7: Reconstructions of the objects in the scene in Fig. 9 during a clutter removal experiment. As the robot clears the objects in the foreground, progressively most of occluded objects become visible as shown in (a). This allows the robot to generate accurate shell reconstructions (b) of the objects in the scene. Different views are shown for better understanding.

reconstructed meshes (Fig. 7). A dense set of grasps from the predicted grasp maps allows us to select the grasps that are reachable for the robot without collision with the other objects.

Fig. 8 shows a scenario with low clutter. Since the front of all the objects is mostly visible from the camera, the object shells accurately generate complete object geometries. Note that the shell reconstruction method has not been trained for inpainting and therefore does not fill in the occluded parts of the front of the object. For example, in a dense clutter shown in Fig. 9-(a), the shell reconstructions for the Weiman bottle and Kleenex box, which are hidden behind the Mustard and Clorox bottles, are based on only small visible parts of these objects. As noted by Shin et al. in [35] for camera frame reconstruction methods, we observe that unless trained for a specific object category, our method can not generate a complete object reconstruction if large part of the object is not visible in the input image. Appendix I in [27] shows qualitatively better performance of Shell method compared to PointSDF for adversarial objects and views.

Practically, as objects are picked up by the robot, the objects in the background become more visible and accurate shell reconstructions and grasp maps of these objects can be produced. Fig. 7 shows compilation of object reconstructions as the robot cleared the scene in Fig. 9. As we can see in Fig. 7-(a) most of the object surfaces become visible as the clutter is slowly cleared. This allows the robot to generate accurate shell reconstructions shown in Fig. 7-(b).

For clutter removal experiments, we generated 10 dense clutter scenes with six to seven objects in each. The robot was able to successfully remove all objects (except the non-graspable big objects) from the clutter and place them in a bin in all but one scene. In the failed scene, the Jello box was toppled during a grasp attempt and was no longer graspable. The robot was able to grasp all the objects in first attempts, except 3 times where a second attempt was necessary. The average grasp success was 94.1% (64 out of 68) when considering all the grasp attempts and 93.8% (61 out of 65) when considering only the first grasp attempts. For similar scenes, we observed that ContactGrasp-Net [9] was successfully able to grasp most of the objects, however generated false positive grasps on the non-graspable or difficult to grasp objects as shown in Fig. 7. The average success rate with ContactGrasp-Net was 88.6% (62 out of 70) where it failed to grasp bottle object twice and dropped Weiman bottle once after grasping, and in total five attempts were made for false positive grasps. The supplementary video shows the experiments and visualizations of reconstructions in clutter.
VI. CONCLUSION

In this paper, we present ShellGrasp-Net, a neural network trained to simultaneously generate an object’s 3D geometry and grasp quality map from an input depth image. To represent the object geometry directly in the camera frame, we introduced the notion of the “object shell”. The object shell can be represented as two images which, together, contain information about local neighborhoods and object thickness. The key merits of our method are: 1) it eliminates the need for explicit pose estimation since the reconstruction is performed directly in the camera frame, 2) despite being trained on a relatively small synthetic dataset, it generalizes well to novel objects and is robust to noise encountered in real depth images, and 3) grasp feasibility and quality estimation can be performed simultaneously with shell prediction. We showed both in simulations and real experiments that these advantages directly benefit the grasp planning process and lead to high grasp success rate across novel test objects and cluttered scenes.

The current version of ShellGrasp-Net requires the segmented depth image as input. It is also not trained to complete the input image in the presence of occlusions. In our future work, we plan to address these limitations by training the network to perform inpainting to handle large occlusions. We would also like to combine segmentation with geometry and grasp quality prediction so as to process the entire scene in a single pass for scene understanding and manipulation planning.
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