Classification of Broad Absorption Line Quasars with a Convolutional Neural Network
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Abstract

Quasars that exhibit blueshifted, broad absorption lines (BAL QSOs) are an important probe of black hole feedback on galaxy evolution. Yet the presence of BALs is also a complication for large spectroscopic surveys that use quasars as cosmological probes because the BAL features can affect redshift measurements and contaminate information about the matter distribution in the Ly\(\alpha\) forest. We present a new BAL QSO catalog for quasars in the Sloan Digital Sky Survey (SDSS) Data Release 14 (DR14). As the SDSS DR14 quasar catalog has over 500,000 quasars, we have developed an automated BAL classifier with a Convolutional Neural Network (CNN). We trained our CNN classifier on the C\(\text{IV}\) \(\lambda\) 1549 region of a sample of quasars with reliable human classifications, and compared the results to both a dedicated test sample and visual classifications from the earlier SDSS DR12 quasar catalog. Our CNN classifier correctly classifies over 98\% of the BAL quasars in the DR12 catalog, which demonstrates comparable reliability to human classification. The disagreements are generally for quasars with lower signal-to-noise ratio spectra and/or weaker BAL features. Our new catalog includes the probability that each quasar is a BAL, the strength, blueshifts and velocity widths of the troughs, and similar information for any Si\(\text{IV}\) \(\lambda\) 1398 BAL troughs that may be present. We find significant BAL features in 16.8\% of all quasars with 1.57 < \(z\) < 5.56 in the SDSS DR14 quasar catalog.
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1. Introduction

Quasars or quasi-stellar objects (QSOs) are highly energetic sources at the centers of galaxies that are caused by the accretion of matter onto supermassive black holes. A subset of QSOs exhibit blueshifted, broad absorption line (BAL) troughs with velocities greater than 2000 km s\(^{-1}\) (Weymann et al. 1991). One longstanding question in BAL research is if the BAL phenomenon represents an evolutionary phase of all QSOs, or if it is always present, but only visible along a subset of all lines of sight. One interesting observation is that the fraction of BALs in a QSO sample depends on the selection method. Surveys that employ UV and visible wavelengths find BAL fractions of 10\%–30\% (Foltz et al. 1990; Trump et al. 2006), while the IR-selected BAL fraction is greater and about 40\% based on a 2MASS-selected sample from Dai et al. (2008). This result suggests that BALs are present in at least a large fraction of all QSOs and that the presence of BAL troughs may inhibit the identification of BAL QSOs via UV and visible-wavelength selection methods.

BAL QSOs are often subdivided based on the spectral lines that show broad absorption features, and the BAL fraction depends on which absorption features are seen. The most common type of BAL QSO just exhibits absorption in high-ionization lines such as C\(\text{IV}\) \(\lambda\) 1549 and are called HiBALs. If absorption troughs from low-ionization features such as Mg\(\text{II}\) are also seen, then the BAL is classified as a LoBAL. LoBALs that exhibit absorption in Fe lines such as Fe\(\text{II}\) are classified as FeLoBALs. Finally, the rarest BALs exhibit absorption in the Balmer lines (Hall 2007; Mudd et al. 2017). The distribution of these classes depends on the selection method, as Trump et al. (2006) find HiBALs, LoBALs, and FeLoBALs are 26\%, 1.3\%, and 0.3\% in their study of QSOs in the SDSS, while Urrutia et al. (2009) find that the BAL fraction is above 30\% for all three classes based on an IR-selected sample. Another unusual group of BAL QSOs, known as redshifted BALs (RSBALs; Hall et al. 2013; Reis et al. 2018), are QSOs with absorption troughs redshifted relative to its rest frame. According to Hall et al. (2013), approximately 1 in 1000 BAL QSOs with blueshifted C\(\text{IV}\) absorption also exhibits redshifted C\(\text{IV}\) absorption.

One important application of large, spectroscopic quasar samples is to measure the matter distribution at 0.8 < \(z\) < 2.2, the redshift range where quasars are the most accessible tracers of the matter distribution (Ata et al. 2018). That analysis requires robust measurements of quasar redshifts and their corresponding uncertainties. For typical quasars, redshifts may be calculated by visual inspection, from one or more prominent emission lines, or principal component analysis on the observed spectrum. Many studies have investigated the best methods to estimate redshifts and quantify the uncertainties (e.g., Hewett & Wild 2010; Päris et al. 2012). The uncertainties in these procedures are greater if the quasar is a BAL.

Starting at redshifts of about \(z\) > 2, quasars may also be used to measure the Baryon Acoustic Oscillation (BAO) signal in the Ly\(\alpha\) forest (McDonald & Eisenstein 2007), and the first detection was reported by Font-Ribera et al. (2014). These studies typically exclude BAL QSOs (see also Bautista et al. 2017) because the BAL features can be present in the Ly\(\alpha\) forest, where they cannot be readily distinguished from the Ly\(\alpha\) absorption from intervening clouds of neutral gas. While C\(\text{IV}\) absorption does not affect the rest-frame 1040 < \(\lambda\) < 1200\AA region commonly used for cosmology studies, the presence of collisionally ionized C\(\text{IV}\) is a good indication that other strong, UV absorption features such as N\(\text{V}\) \(\lambda\)\(\lambda\)1239, 1243 and O\(\text{VI}\) \(\lambda\)\(\lambda\)1032, 1038 will be present, and these lines can impact the forest region for a range of blueshifts. Other lines are sometimes detected in BALs as well, including P\(\text{V}\) \(\lambda\)\(\lambda\)1118, 1128 and Ly\(\alpha\) (Filiz AK et al. 2014; Hamann et al. 2019).
Identification of BAL quasars in large spectroscopic samples has become a progressively greater challenge as the sample sizes have increased. Pâris et al. (2017) performed a visual classification of all QSOs through the SDSS Data Release 12 (DR12) quasar catalog, which had 297,301 quasars. This includes 29,580 BAL quasars. However, the DR14 sample of 526,356 quasars (this includes previous releases) is only partially based on visual inspection and classification. This catalog identifies 21,877 BAL quasars, and it does not provide the same level of information about BAL features as previous catalogs, such as trough blueshifts and widths. Spectroscopic data sets from the upcoming Dark Energy Spectroscopic Instrument (DESI Collaboration et al. 2016a, 2016b) and 4MOST (de Jong et al. 2014) will be even larger than these current generation surveys.

The visual identification of BAL features in progressively larger QSO samples has become progressively more time-consuming. In addition, the subjective aspects of human classification, especially if split among several humans, provide additional complications to statistical studies. A good alternative is to use machine learning, as this approach can provide both uniform classification and a robust measurement of reliability. A Convolutional Neural Network (CNN) is particularly well suited to this application, as this type of artificial neural network is designed to mimic the behavior of the visual cortex. This type of network has already shown great promise in application to spectroscopic data sets. For example, Parks et al. (2018) used a CNN to identify and quantify the properties of Damped Lyα systems in SDSS quasars at a broad range of redshifts. In another recent study, Busca & Balland (2018) introduced QuasarNET, which uses a CNN to estimate redshifts and classify quasar candidates as either stars, galaxies, or quasars, and identified BALs in the quasar sample. Their study applied QuasarNET to the SDSS-DR12 sample of Pâris et al. (2017).

In this paper, we develop and apply a CNN to the classification of BAL QSOs in the SDSS DR14 Quasar Catalog of Pâris et al. (2018), and provide a catalog of the BAL properties of these quasars. In Section 2 we provide the basic quantities we calculate for BALs and give more details of the data sets in this analysis. In Section 3 we describe the development, training, and testing of our CNN classifier. Then in Section 4 we apply our classifier to the DR14 quasar catalog and analyze its performance relative to other catalog data. We summarize our results in the last section.

2. Methodology

2.1. BAL Characterization

BAL quasars are often described by two metrics that quantify their C IV absorption troughs: the balnicity index BI proposed by Weymann et al. (1991) and the intrinsic absorption index AI proposed by Hall et al. (2002). BI is computed from 25,000 to 3000 km s^{-1} blueshift relative to C IV:

$$BI = -\frac{1}{25000} \int_{25000}^{3000} \left[1 - \frac{f(v)}{0.9}\right] C(v) dv.$$  (1)

The quantity $f(v)$ is the normalized quasar flux density as a function of velocity displacement from the C IV emission line. It is computed relative to an estimate of the intrinsic continuum of the quasar. The function $C(v)$ is in a binary function that is set to one once the quantity $1 - \frac{f(v)}{0.9}$ is continuously positive for more than 2000 km s^{-1} and set to zero otherwise. The error on balnicity index is given by Trump et al. (2006) as:

$$\sigma_{BI} = -\int_{25000}^{3000} \left(\sigma_{f(v)}^2 + \sigma_{PCA}^2\right) \frac{C(v)}{0.9^2} dv.$$  (2)

The quantity $\sigma_{f(v)}$ is the uncertainty on the flux in each pixel of the normalized flux density. One drawback of this approach is that it assumes perfect knowledge of the quasar continuum shape, which can be especially uncertain on the blue wing of the C IV line. Another is that it is not sensitive to BAL troughs that are very shallow. We attempt to address the uncertainty due to the continuum with the addition of an error term that accounts for the uncertainty due to the continuum fit. Our modified equation is:

$$\sigma_{BI}^2 = -\int_{25000}^{3000} \frac{\sigma_{f(v)}^2 + \sigma_{PCA}^2}{0.9^2} C(v) dv.$$  (3)

This main difference between AI and BI is that for AI the quantity $C(v)$ is set to one once the trough has extended for more than 450 km s^{-1}, rather than 2000 km s^{-1}. It also extends the calculation velocity interval to zero blueshift. Hall et al. (2002) introduced AI to account for uncertainties in the systemic redshift, the continuum shape, and to measure intrinsic absorption systems, such as the mini-BAL troughs identified by Hamann et al. (2001).

Finally, Trump et al. (2006) introduced the parameter $\chi^2_{\text{trough}}$, the reduced chi-squared for each detected trough:

$$\chi^2_{\text{trough}} = \sum_{i} \left[\frac{1 - \frac{f(v)}{\sigma}}{\sigma}\right]^2.$$  (6)

In this expression $N$ is the number of pixels in a trough, $f(v)$ is the normalized flux, and $\sigma$ is the estimated rms noise for each pixel. This expression is intended to quantify the statistical significance of any apparent trough, such that larger values correspond to more significant troughs. This quantity is particularly useful for assessing weak troughs and/or troughs in low signal-to-noise ratio data. Trump et al. (2006) consider a trough with $\chi^2_{\text{trough}} > 10$ to be significant.

2.2. Data

The starting point for our analysis is the SDSS DR14 Quasar Catalog of Pâris et al. (2018). This catalog has 526,356 quasars, including measurements of BI and $\sigma_{BI}$ for each quasar. The catalog was derived from the spectroscopic data in the Fourteenth Data Release of SDSS (Abolfathi et al. 2018), and we also used these spectra as the starting point for our analysis. These spectra were mostly obtained as part of the
Baryon Oscillation Spectroscopic Survey (BOSS) and its extension (eBOSS; Dawson et al. 2013, 2016), which were observed with the SDSS spectrograph (Smee et al. 2013). More information about the selection and analysis of these quasars is provided in Pâris et al. (2018).

We also used information from the SDSS DR12 quasar catalog (Pâris et al. 2017). That catalog includes 297,301 quasars from the Twelfth Data Release of SDSS (Alam et al. 2015). The advantage of the DR12 catalog is that BAL quasars were flagged during a visual inspection of all of the quasar targets (see also Pâris et al. 2012). The DR12 quasar catalog has 29,580 quasars visually flagged as BALs. For all quasars at $z \geq 1.57$, this catalog includes measurements of BI, AI, and $\lambda_{\text{trough}}$. There is an AI value if there is at least one trough with $\lambda_{\text{trough}} > 10$, and 48,863 quasars meet this criterion. The catalog also includes the number of troughs and the velocity ranges of each trough. Of the sample of 29,580 visually flagged as BALs, 21,444 have AI > 0 and 15,044 have BI > 0.

The redshift distributions of the DR12 and DR14 quasar catalogs are shown in Figure 1. The DR14 catalog includes many more quasars with $0.8 < z < 2.2$ because of a change in the selection criteria to identify more quasars to trace large-scale structure in this redshift range (Ata et al. 2018). The inset panel shows the redshift distribution for quasars with a significant BI value, which we define as BI > $3\sigma_{\text{BI}}$.

2.3. Principal Component Analysis

We use Principal Component Analysis (PCA) to fit the spectra of the quasars from DR14. These fits are necessary to obtain accurate estimates of the continuum to characterize any absorption troughs. Removal of the quasar continuum shape and broad emission features also reduces the complexity of the quasar spectra for automated classification. Similar to Pâris et al. (2012), we generated five principal components from 8000 quasars with no evidence for BAL features, redshifts of $1.57 < z < 5.56$ that match our search for BALs, and generate PCA components over the rest frame wavelength range from 1260 to 2400 Å. This wavelength range provides good coverage of the C IV and Si IV regions where we characterize absorption troughs with blueshifts up to 25,000 km s$^{-1}$. The five PCA components are shown in Figure 2.

We fit these five PCA components to each quasar with a $\chi^2$ minimization algorithm. This algorithm decreases the wavelength range of the fit for quasars near the redshift limits of our study. We also use this algorithm to detect troughs with blueshifts from $-25,000$ to $0$ km s$^{-1}$ relative to C IV, and use the results to iteratively mask BAL features. The iterative masking of the BAL features significantly improves the PCA fit to quasars with significant absorption troughs. Finally, we subtract the best PCA fit from each quasar. Examples of the PCA fit and the subtraction are shown in Figure 3.

We calculated PCA fits to all of the SDSS DR14 quasar spectra with $1.57 < z < 5.56$. In most cases, the subtracted spectrum is flat and the broad emission lines of C IV and other ions are barely visible, especially for quasars without BAL troughs. The exceptions are typically on the blue side of the C IV line (and often the Si IV line), where the impact of absorption troughs are most apparent. These difference spectra therefore highlight exactly the features that we want the automated classifier to identify. Finally, we only use the velocity range from $-25,000$ to $0$ km s$^{-1}$ relative to C IV for the automatic classification. This dramatically decreases the size of the data, and increases the efficiency of the classifier.

Following the method described above, we fit PCA components to all of the quasars in SDSS DR14. Figure 3 shows examples for both non-BAL and BAL quasars centered on the C IV emission line. This emission line is removed when the PCA fit is subtracted, while the absorption features in the BAL quasar examples are preserved. Even though we fit the PCA components over a wide wavelength range, we only use the subtracted spectra from $-25,000$ km s$^{-1}$ to $0$ km s$^{-1}$ relative to C IV as input to our classifier.
To characterize the quality of the PCA fit for the measurement of absorption features, we calculate a separate $c_{\text{fit}}^2$ over just the velocity range from $-25,000$ to $5000$ km s$^{-1}$ relative to C IV:

$$c_{\text{fit}}^2 = \frac{1}{D} \sum_{k=1}^{n} \frac{(O_k - E_k)^2}{\sigma^2}.$$  \hspace{1cm} (7)

The quantity $D$ is the number of degrees of freedom, $O_k$ and $E_k$ represent the value for each pixel in the original spectrum and the PCA fit, respectively, and $\sigma$ is the uncertainty in each original pixel as provided in Pâris et al. (2017). The distribution of these $c_{\text{fit}}^2$ values for our DR14 quasar sample are shown in Figure 4. The distribution of $c_{\text{fit}}^2$ values is peaked at about one, although with a tail to larger values.

3. Automatic BAL Classification

We chose to implement our automatic BAL classification algorithm with a convolutional neural network (CNN), a deep learning method that is particularly well suited to applications that are analogous to visual imagery, such as image classification. CNN classifiers also provide a probability that a given object is a member of a class, a quantization of the confidence that a human classifier may have, which has many advantages for statistical analyses of the data.

3.1. CNN Structure

A typical CNN structure contains layers of several types, in addition to the input and output layers. The three types of layers in our application are a convolutional layer, which applies operations on the input to create feature maps, a pooling layer, which downsamples the information from the feature maps to better identify spatial hierarchies, and a dense layer or fully connected layer, which performs the classification on features extracted from the preceding layers. The output is the probability that a quasar is a BAL. We experimented with varying the number of layers and convolution kernels with a range of sizes and found we achieved good results with a relatively shallow structure: a single, one-dimensional convolutional layer with 32 convolution filters, a single, one-dimensional pooling layer with max pooling that downsamples the data by a factor of five, and a fully connected layer. Two virtues of this simple approach are that the relatively modest number of parameters avoids overfitting the training set and the computation times are very modest. This CNN structure works well because of the relatively small size of our data set (375 pixels per object) and the relatively simple nature of the classification problem after subtraction of the PCA fit. As CNNs typically work best with input layers on the interval $[0,
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1) or [−1, 1], we also experimented with various schemes to renormalize our data, such as division by the PCA fit, but did not identify one that produced substantially better results than simple subtraction. The CNN structure we use is shown in Figure 5. We implemented the CNN structure with TensorFlow, an open source software library for machine learning (Abadi et al. 2015).

3.2. Training and Testing Sets

Machine learning methods such as our CNN classifier require a training set. We used the DR12 quasar catalog of Pâris et al. (2017) as the starting point to produce one for our classifier. One virtue of the DR12 catalog is that there was a visual inspection of every quasar. However, we did not completely rely on the DR12 classifications because human classification is inherently subjective and there is no single, quantitative definition of a BAL that is appropriate for all applications. For example, the balnicity index of Weymann et al. (1991) does not include the first 2000 km s$^{-1}$ of the absorption feature, will miss shallow troughs, and does not extend to the center of the CIV line. It will consequently miss broad absorption that is less than 2000 km s$^{-1}$ in extent that could nevertheless impact cosmological analysis with the Lyα forest, as well as strong absorption features near the center of the CIV line that could compromise the redshift estimate. The AI quantity introduced by Hall et al. (1991) is sensitive to narrower absorption features that are still broader than typical galaxy velocities, and does extend to zero velocity, although it still insensitive to the shallowest features. Finally, both of these measures work less well in low signal-to-noise ratio spectra, and both can be compromised by poor fits to the quasar continuum.

We started construction of our training set with about 10,000 visually classified BALs and 10,000 visually classified non-BALs from the DR12 quasar catalog (Pâris et al. 2017), but adjusted these classifications through several iterative passes.

For each iteration we trained a new classifier on the BAL and non-BALs in the training set, ran the classifier on the training sample, visually inspected all of the apparent misclassifications and ambiguous cases, and adjusted the classifications of the training set as appropriate. After several iterations, the classifier converged well with our visual classifications. In all cases, we label quasars with a BAL probability greater than 50% as BALs, and quasars below this percentage as non-BALs. For our visual inspection step, we classified a quasar as a BAL if it showed narrower troughs than the 2000 km s$^{-1}$ minimum width for BI, and included troughs that extended to the center of the CIV emission line. Our iterative process changed the final classifications of about 6.5% of the training set quasars relative to the DR12 visual BAL flag. While still a subjective process, this approach proved to be an efficient way to build a substantive training sample whose visual classification criteria are known to us, and should include the full range of absorption troughs that could impact cosmological analysis. We then used this training set to construct a new classifier that we applied to the test set and the entire DR14 quasar catalog.

We emphasize that our visual classification criteria were chosen to identify any evidence of absorption features that could impact cosmological analysis, and consequently our definition of BAL will include quasars that do not meet the criteria introduced by Weymann et al. (1991), nor even have the intrinsic absorption index introduced by Hall et al. (2002). For example, only 98.9% of the quasars classified as BALs in our training set have significant AI measurements, and only 62.5% have significant BI measurements. In contrast, 24.6% of the non-BAL quasars in our training set have significant AI measurements, and 3.3% have significant BI measurements. This demonstrates that while we classify more quasars as BALs than we would have by some other definitions (e.g., use of BI), we are not missing significant numbers of BALs.

We developed a test set of 2000 other quasars to test the performance of the classifier. This test set was selected to have approximately equal numbers of BAL and non-BAL quasars based on the DR12 visual classifications, although we adjusted the classifications in some cases to align with the criteria we used for the training set. We then classified all of these quasars with the CNN classifier and visually inspected the output. We found that we agreed with the classifier in nearly all cases. The BAL classifier also showed similar agreement with the DR12 visual classification as it did with the test set, as 86.0% of the BALs identified by our CNN classifier have a visual BAL classification from DR12. And similar to the test set, 98.6% of the BALs identified by the classifier have significant AI measurements and 61.1% have significant BI measurements. This sample is also not missing significant numbers of BALs. While 7.9% of the non-BAL quasars in the test set are visually classified as BALs in the DR12 catalog, only 7.5% and 2.6% have significant AI and BI measurements, respectively. Finally, we visually inspected the ambiguous cases (probabilities near 50%) and found that most of them either do not have clear BAL features (the absorption features are either too shallow or too narrow) or the spectra have sufficiently low SNR that absorption features are unclear.

3.3. DR14 BAL Catalog

There are 320,821 quasars in the DR14 Quasar Catalog in the redshift range $1.57 < z < 5.6$ where CIV BAL features could be detected. We fit these quasars with the PCA components shown in Figure 2 with the iterative masking procedure described in Section 2.3, subtracted the PCA fits, and applied the CNN classifier to the velocity range from $−25,000$ to $0$ km s$^{-1}$ of CIV. Figure 4 shows that the reduced $\chi^2_{\text{fit}}$ distribution for the DR14 sample is peaked at about one,

Figure 5. CNN structure employed to create our BAL classifier. Each input spectrum has 375 pixels. The CNN structure has one convolutional layer, one max pooling layer, and a fully connected layer that performs the classification. See Section 3 for more details.

3 https://www.tensorflow.org

---

| C1: feature maps 32@375x1 | M2: feature maps 32@75x1 | F3 512x1 | Output 2 |
|---------------------------|--------------------------|---------|---------|
| Convolution               | Max pooling              | Full connection |         |
although with a tail of larger \( \chi^2_{fit} \) values. The figure also shows the \( \chi^2_{fit} \) distribution for the training and test sets. Both of these distributions peak at larger \( \chi^2_{fit} \) values than the full DR14 quasar sample. This is because the quality of the PCA fits to the BAL quasars are generally poorer, even after the troughs are masked, and BALs are overrepresented in the training and test sets. We visually inspected a representative sample of poor fits and generally find the worst agreement around the CIV emission line. Figure 6 shows two examples of PCA fits with \( \chi^2_{fit} > 2 \).

Our classifier identifies 53,760 of the 320,821 quasars with a BAL probability greater than 0.5, which corresponds to 16.8% of the quasar sample. Figure 7 shows the cumulative probability distribution for the BALs and non-BALs in DR14. Both distributions start at 0.5, as the probability a quasar is a BAL is \( P_{BAL} = 1 - P_{non-BAL} \). The BAL probability \( P_{BAL} \) does not approach unity as quickly as \( P_{non-BAL} \), which indicates the classifier is generally more confident of a non-BAL classification than a BAL classification. See Section 3.3 for more details.

4. Comparison to Previous Catalogs

In this section we compare our classifications and measurements to results presented as part of the SDSS DR12 (Páris et al. 2017) and DR14 (Páris et al. 2018) quasar catalogs. This includes both the classification of quasars as BALs and quantities commonly used to characterize the properties of the BAL troughs.

4.1. Comparison to DR12

The SDSS DR12 catalog includes a visual BAL classification, along with measurements of many quantities that are commonly used to parameterize BAL features. These include the quantities BI, AI, \( \chi_{trough} \), and the velocities and velocity widths of the absorption systems. As all of the quasars in the DR12 catalog are included in DR14, we used the DR12 catalog to both quantify the performance of our CNN classifier and check our measurements of the same BAL quantities.

There are numerous criteria that could be used to identify BAL quasars. Our classifier was trained based on our own visual criteria as described in Section 3.2 and assigns \( P_{BAL} > 50\% \) to 38,653 of the DR12 quasars. We compared our classifier to the DR12 visual flag and recover 93\% of those
BALs. This difference is not surprising, as we reclassified approximately 6.5% of the DR12 quasars in our training set. Two other ways to more quantitatively identify BALs are to require a significant AI measurement, which we define as $AI > 3\sigma_{AI}$, and a significant BI measurement. Our classifier labels 96.0% and 98.6% of the DR12 quasars with significant AI and BI, respectively, as BAL quasars. The greater agreement for significant BI relative to significant AI is because the equivalent width of the absorption is almost always greater for a quasar with a significant BI measurement. Lastly, we also examined the performance of the classifier on the subset of particularly high-velocity outflows with $v < -10,000$ km s$^{-1}$. The motivation for this choice is that N V systems at these velocities will overlap the wavelength range commonly used for studies with the Ly-$\alpha$ forest. Our classifier identifies 95.1% of the DR12 quasars with BAL troughs at $v < -10,000$ km s$^{-1}$.

We also compare our measurements of AI, BI, and $V_{\text{MAX}}$, the maximum velocity of each detected absorption trough, with the values reported in Pâris et al. (2017). Figure 11 shows the normalized distribution of AI and BI values for our values and the DR12 and DR14 values. The BI distributions are similar, while our catalog has more AI values with log $A_{\text{IC IV}}$ between 3 and 3.5. The discrepancies are likely caused by differences in the continuum fits between those used by Pâris et al. (2017) and our work. Differences in the continuum have a bigger impact on AI than BI because in general the fits are more uncertain near the C IV line, and AI values can extend to the systemic redshift.

For the comparison of $V_{\text{MAX}}$ values, we investigated two groups of QSOs that are classified as BALQSOs by the CNN classifier and the DR12 visual inspection: quasars with very prominent BAL features, which we defined to have $BI > 5000$, and quasars with moderate BAL features, $800 < AI < 1000$.  

Figure 8. SDSS-DR14 BAL classification examples. First row: BAL probability 90%–100%; second row: BAL probability 80%–90%; third row: BAL probability 70%–80%; fourth row: BAL probability 60%–70%; and fifth row: BAL probability 50%–60%.
The left plot in Figure 12 shows the fractional difference in $V_{\text{MAX}}$ for these two groups. The fractional difference is the difference between our measurement and the DR12 value, divided by the DR12 value:

$$\frac{V_{\text{MAX}} - V_{\text{MAX,DR12}}}{V_{\text{MAX,DR12}}}$$

We see good agreement for QSOs with moderate BAL features, while there is more scatter in the distribution for the more prominent BALs. In Figure 13, we show some examples of BAL QSOs that have relatively large disagreement in $V_{\text{MAX}}$ between the two groups. We conclude that the discrepancies are due to differences in the continuum fit. All of our measurements also use the DR14 spectroscopic data release, which included re-reductions of BOSS spectra with the eBOSS pipeline (Abolfathi et al. 2018).

4.2. Comparison to QuasarNet

Recently Busca & Balland (2018) presented a CNN quasar classifier called QuasarNET. Their classifier was designed and trained to identify quasars in spectra of quasar targets (to distinguish quasars from stars and emission line galaxies) and determine redshifts. QuasarNET consists of four consecutive convolutional layers followed by a fully connected layer. The input spectra have been renormalized by subtracting the weighted mean, and then divided by the weighted root mean square based on the inverse variance for each spectrum. The spectra are downsampled to 443 pixels and cover the wavelength range from 360 nm to 1 μm. Their code includes a feature detection unit specific to broad absorption associated with C IV, in addition to units for prominent emission lines that were used for the redshift measurement.
The QuasarNET classifier is different from our classifier in two key respects. The first is that the classifier was designed to separate quasars from other classes of objects that could contaminate a quasar sample. The second is that QuasarNET reports the redshift for each quasar. The redshift measurement by QuasarNET includes the identification of prominent emission lines, as well as a unit that could detect broad absorption. In contrast, our classifier assumes that the object is known to be a quasar and that the redshift is known, and instead just identifies if the quasar exhibits BAL features.

While our classifier has a more limited scope, it can accomplish this specialized task with many fewer layers, and is optimized to identify BALs over a wide range of velocity.

Busca & Balland’s (2018) QuasarNET applies a BAL classification to 98.0% ± 0.4% of quasars with a visual BAL classification and BI_CIV > 0 from DR12. There are 151,777 quasars in DR12 that meet both of these criteria. Similarly, it applies a non-BAL classification to 97.0% ± 0.2% of the quasars visually classified as non-BALs and that have BI_CIV = 0 from DR12. For these exact same criteria, our classifier identifies 97.4% of BALs in DR12 with both visual classifications and BI_CIV > 0 from DR12, and identifies 94% of the non-BAL quasars.

Table 1
DR14 BAL Quasar Catalog (Column 29–Column 44)

| Column | Name             | Format | Description                                                                 |
|--------|------------------|--------|-----------------------------------------------------------------------------|
| 29     | BAL_PROB         | FLOAT  | BAL Probability                                                             |
| 30     | TROUGH_10K       | INT32  | Flag for BAL with at least one trough with \( v < -10,000 \text{ km s}^{-1} \) |
| 31     | BI_CIV           | DOUBLE | C IV Balnicity Index (BI)                                                   |
| 32     | ERR_BI_CIV       | DOUBLE | C IV BI uncertainty \( \sigma_{BI} \)                                     |
| 33     | NCV_2000         | INT32  | Number of troughs wider than 2000 km s\(^{-1}\)                           |
| 34     | VMIN_CIV_2000    | DOUBLE | Minimum velocity of each absorption trough                                  |
| 35     | VMAX_CIV_2000    | DOUBLE | Maximum velocity of each absorption trough                                  |
| 36     | POSMIN_CIV_2000  | DOUBLE | Position of the minimum of each absorption trough                           |
| 37     | FMIN_CIV_2000    | DOUBLE | Normalized flux density at the minimum of each absorption trough            |
| 38     | AI_CIV           | DOUBLE | Absorption Index (AI)                                                      |
| 39     | ERR_AI_CIV       | DOUBLE | AI uncertainty \( \sigma_{AI} \)                                         |
| 40     | NCV_450          | INT32  | Number of troughs wider than 450 km s\(^{-1}\)                             |
| 41     | VMIN_CIV_450     | DOUBLE | Minimum velocity of each absorption trough                                  |
| 42     | VMAX_CIV_450     | DOUBLE | Maximum velocity of each absorption trough                                  |
| 43     | POSMIN_CIV_450   | DOUBLE | Position of the minimum of each absorption trough                           |
| 44     | FMIN_CIV_450     | DOUBLE | Normalized flux density at the minimum of each absorption trough            |
| 45     | BI_SIV           | DOUBLE | BI in the Si IV region                                                     |
| 46     | ERR_BI_SIV       | DOUBLE | BI uncertainty in Si IV region                                             |
| 47     | NCV_2000         | INT32  | Number of Si IV troughs wider than 2000 km s\(^{-1}\)                      |
| 48     | VMIN_SIV_2000    | DOUBLE | Minimum velocity of each absorption trough                                  |
| 49     | VMAX_SIV_2000    | DOUBLE | Maximum velocity of each absorption trough                                  |
| 50     | POSMIN_SIV_2000  | DOUBLE | Position of the minimum of each absorption trough                           |
| 51     | FMIN_SIV_2000    | DOUBLE | Normalized flux density at the minimum of each absorption trough            |
| 52     | AI_SIV           | DOUBLE | Absorption index (AI) in SiIV region                                       |
| 53     | ERR_AI_SIV       | DOUBLE | AI uncertainty in Si IV region                                             |
| 54     | NCV_450          | INT32  | Number of absorption trough wider than 450 km s\(^{-1}\)                  |
| 55     | VMIN_SIV_450     | DOUBLE | Minimum velocity of each absorption trough                                  |
| 56     | VMAX_SIV_450     | DOUBLE | Maximum velocity of each absorption trough                                  |
| 57     | POSMIN_SIV_450   | DOUBLE | Position of the minimum of each absorption trough                           |
| 58     | FMIN_SIV_450     | DOUBLE | Normalized flux density at the minimum of each absorption trough            |

Figure 10. Examples of our search for Si IV troughs. Left panels: quasar with BAL features present in both C IV and Si IV. Right panels: quasar with BAL features only present in C IV.
of the corresponding sample of non-BALs. These values are in quite good agreement, given the differences in criteria used to construct the training sets for their and our classifiers.

Busca & Balland (2018) also investigate the completeness and purity of the BAL classification. Completeness is the fraction of all true BALs that the classifier identifies correctly, and the purity is the fraction of true BALs in the sample that the classifier identifies as BALs. Typically classification schemes optimize one of these quantities at the expense of the other. For cosmological applications, the completeness is more important in order to account for the impact of BALs on the analysis, and BALs are a small fraction of the quasar sample.

Figure 11. Left panel: balnicity index (BI) distribution for DR14 BAL quasars calculated in our new catalog (solid red), BI calculated by Pâris et al. (2018; dashed blue), and DR12 BI value in Pâris et al. (2017; dashed black). Right panel: absorption index (AI) distribution for the new DR14 BAL quasars catalog and DR12 AI value in Pâris et al. (2017).

Figure 12. Left panel: fractional difference in $V_{\text{MAX}}$ between this paper and the DR12 quasar catalog of Pâris et al. (2017) for two different subsets of BAL quasars in DR14: quasars with $\text{BI} > 5000$ and $800 < \text{AI} < 1000$. Right panel: fractional difference in BI between this paper and the DR14 quasar catalog of Pâris et al. (2018) for three different subsets of BAL quasars in DR14: quasars with $\text{BI} > 0$, $\text{BI} > 3\sigma_{\text{BI}}$, and $\text{BI} > 1000$.

Figure 13. Top panels: quasar examples with $|V_{\text{MAX}} - V_{\text{MAX, P17}}| > 2000$ km s$^{-1}$ for quasars with $\text{BI} > 5000$. Bottom panels: quasar examples with $|V_{\text{MAX}} - V_{\text{MAX, P17}}| > 500$ km s$^{-1}$ for quasars with $800 < \text{AI} < 1000$. 

The Astrophysical Journal, 879:72 (12pp), 2019 July 10 Guo & Martini
and purity of the BALs in DR12 are not exactly known, so instead Busca & Balland (2018) define and measure the “pseudo-purity” and “pseudo-completeness” of the sample produced by their classifier. The definitions of both quantities use those BALs in DR12 with both a visual BAL classification and BI_CIV > 0 to define the population of “true BALs.” The pseudo-purity is then the number of BALs identified by their classifier that also have either BI_CIV > 0 or a visual BAL classification in DR12 divided by the total number of BALs identified by their classifier. They define the pseudo-completeness as the number of “true BALs” identified by their classifier divided by the total number of “true BALs.” Note that the pseudo-completeness is defined the same way as the 98% classification in the previous paragraph. Busca & Balland (2018) measure 98.0% ± 0.4% for the pseudo-completeness and 77% ± 1% for the pseudo-purity. For these exact same criteria, we measure 97.4% and 40% for the pseudo-completeness and pseudo-purity, respectively. Our classifier does comparably well in terms of completeness to Busca & Balland (2018), which is more relevant to cosmological analysis. The pseudo-purity is much lower. This is because our threshold for a BAL is much more inclusive than the requirement of both visual BAL classification and BI_CIV > 0 adopted by Busca & Balland (2018). For example, 93% of the quasars we classify as BALs have a significant AI value.

4.3. Comparison to DR14

The DR14 quasar catalog includes BI and its uncertainty $\sigma_{BI}$ but not a visual classification flag or other BAL properties. Figure 11 shows the BI distribution from DR14, along with the BI distributions from our measurements and the DR12 catalog. The BI distributions for all three catalogs are in good agreement. The DR14 catalog BI values from Pâris et al. (2018) are based on the same parent sample of quasars, although in some cases our BI measurements are different from those in the DR14 catalog for the same quasars.

We illustrate the agreement between our BI values and those in the DR14 catalog with the fractional difference:

$$\frac{BI - BI_{P18}}{BI_{P18}}.$$  

(9)

The quantity BI is our measurement and BI_{P18} is the value from Pâris et al. (2018), and we compute the fractional difference for every quasar where both we and Pâris et al. (2018) report a BI value. Figure 12 shows the distribution of this fractional difference for three subsamples of quasars: all quasars with $BI > 0$, all quasars with significant BI values, and all quasars with $BI > 1000$. The distributions of the three subsamples are similar and generally the values agree within 25%, and we attribute these differences to the continuum fits.

5. Summary

We developed and trained a Convolutional Neural Network to automatically classify BAL quasars and applied it to spectroscopy of the quasars in the SDSS DR14 quasar catalog of Pâris et al. (2018). We classify 53,760 out of 320,821 quasars with $1.57 < z < 5.56$ as BALs, or 16.8% of the sample. These quasars have a BAL probability of at least 50% according to our classifier. We trained our classifier to be sensitive to even relatively shallow BAL troughs and absorption features from a blueshift of $-25,000 \text{ km s}^{-1}$ to the center of the C IV emission line. We have demonstrated that our BAL classifications and measurements of various BAL parameters such as AI and BI are in good agreement with previous work.

We have also measured the BAL properties of all of these quasars. These properties include the AI and BI values for each quasar, as well as the blueshifts of the troughs, and their velocity width. Our catalog contains these values for absorption associated with both the C IV and Si IV lines. One potential application of this larger BAL catalog is to identify rare subsets of BAL quasars for detailed analysis. Another is to stack multiple, similar BAL spectra to create higher signal-to-noise ratio spectra, as has been done for Damped Lyman $\alpha$ systems (Mas-Ribas et al. 2017) and previous BAL samples (Hamann et al. 2019). Such spectra could be combined with spectral synthesis codes, such as simBAL (Leighly et al. 2018), for more detailed studies of a wide variety of BAL subclasses.

The identification of BALs in this quasar catalog will improve the value of these quasars for cosmological analysis, as well as to identify rare subsets of BAL quasars for studies of AGN physics. Two cosmological applications are to improve redshifts in the case where absorption features compromise one or more of the strong emission lines, and to account for potential contamination of the Ly$\alpha$ forest absorption by N V, O VI, and perhaps P V and Ly$\alpha$. The strengths and velocities of C IV and Si IV troughs may be useful to predict the strengths and locations of other features that may contaminate the Ly$\alpha$ forest. This CNN classifier can also be readily adopted to larger spectroscopic samples of quasars from the upcoming DESI (DESI Collaboration et al. 2016a, 2016b) and 4MOST (de Jong et al. 2014) surveys.
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