A NOTE ON THE GROTHENDIECK GROUP OF AN ABELIAN VARIETY
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ABSTRACT. We reformulate a conjecture of Beauville on algebraic cycles on an abelian variety in terms of certain compatibility and vanishings of some naturally defined filtrations on the Grothendieck group of the abelian variety.

1. Introduction

In [3], Beauville defines for any abelian variety \( A \) over an algebraically closed field \( k \) of characteristic zero, the subgroup \( CH^p_s(A) \) of the Chow group \( CH^p(A) \otimes \mathbb{Q} \) for any codimension \( p \geq 0 \) and \( s \in \mathbb{Z} \) to consist of elements \( x \) such that

\[
n_A^*(x) = n^{2p-s}x
\]

for all \( n \in \mathbb{Z} \) where \( n_A \) is the endomorphism \( a \mapsto na \) on \( A \). He has made the following:

Conjecture 1.1 (Beauville).— If \( s < 0 \), then \( CH^p_s(A) = 0 \).

The original approach to study the conjecture has used the Fourier-Mukai transform. Here we follow a slightly different approach and give a new formulation of the conjecture.

The idea is to use the Grothendieck ring \( K_0(A) \) of the variety \( A \) as the basic setting for questions regarding cycles. By Riemann-Roch there is a homomorphism

\[
K_0(A) \to CH^\bullet(A) \otimes \mathbb{Q}
\]

which is an isomorphism up to torsion. Using \( K_0 \) instead of \( CH^\bullet \) and the clearer algebraic relations between its elements found through the \( \lambda \)–ring structure, makes \( K_0 \) a better setting for us to study questions related to the conjecture above.

The theory of Riemann-Roch starts with introducing the notion of a natural (Grothendieck) \( \lambda \)–ring structure on the ring \( K_0(A) \) that is defined
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Key words and phrases. Grothendieck ring, abelian variety, \( K_0 \)–cycle, Fourier-Mukai transform, Beauville decomposition.
through the usual tensor product of complexes of bundles and the corresponding symmetric or alternating quotient bundles. Using the Pontryagin product instead, it is possible to define a $\lambda$–ring structure (with Adams operations denoted by $\psi^n$) on the ring $K_0(A)$ equipped with the Pontryagin product $x \otimes y \mapsto x \star y$. Through a Chern theory this gives the Chow theory $CH_\bullet(A)$, i.e. the Chow group graded by integers determined by both $p, s$ (as before the statement of the conjecture above). We then use the machinery of Fourier-Mukai transform to show that certain careful change in the Adams operations $\psi^n$ give a collection of maps $\psi^n$ satisfying the usual conditions of Adams operations. We thus define a certain $\lambda$–ring structure on the ring $K_0(A) \otimes \mathbb{Q}$ with its usual product. As opposed to the usual $\lambda$–ring structure this new structure, naturally, sees the abelian structure of the variety $A$; for example if $L$ is a line bundle on $A$ and $n \geq 1$, then $\psi^n(L) = L^n$ whereas $\psi^n(L) = L$ for $L$ anti-symmetric and $\psi^n(L) = L^n$ for $L$ symmetric. This new $\lambda$–ring structure and through an standard construction gives a filtration

$$K_0(A) \otimes \mathbb{Q} = \text{Fil}^0_\pi \supseteq \text{Fil}^1_\pi \supseteq \cdots \supseteq \text{Fil}^{g+1}_\pi = 0.$$ 

We call this the Pontryagin filtration. We can give the following:

**Conjecture 1.2.** – $\text{Fil}^q_\pi \subseteq \text{Fil}^q_\gamma$ for all $q \geq 0$.

This is, in our opinion, a natural reformulation of the conjecture. This paper is organized as follows.

After fixing some notations, we give an exposition on Fourier-Mukai transform on $K_0$. Immediately after this definition we consider the family of endomorphisms $m^*_A$ of $K_0(A)$ for $m \in \mathbb{Z}$. We prove this result: the sub-algebra of endomorphisms of $K_0(A)$ generated by all $m^*_A$ is as an abelian group free on $m^*_A$ for $m = 0, 1, \ldots, 2g = 2\dim(A)$. We also give the universal relations between $m^*_A$ in an explicit formula. Next we consider the group $K_0(A)$ with its Pontryagin product and $\lambda$–structure. This is shown to behave naturally and admit a Chern character theory. Finally we define the Pontryagin filtration on $K_0(A)$ (with its usual ring structure) and state the reformulation above.

In a last section, we show that it is also possible to define a certain “composition” of the two $\lambda$–ring structures above (a general notion of compositions of $\lambda$–ring structures is completely absent from the literature despite being such a natural notion in the category of $\lambda$–rings). This leads to a rather complicated $\lambda$–ring structure $\Gamma$. A second reformulation of Beauville conjecture is given in the form of a vanishing conjecture of higher filtrations of this composition structure. If this reformulated conjecture is true, it will furthermore show that each group $CH^s_\bullet(A)$ is, according to a Riemann-Roch theorem, exactly an associated graded piece of certain filtration on $K_0(A) \otimes \mathbb{Q}$.
The methods in this note will be used in future to establish certain formulas in the Grothendieck group of the Jacobian of a smooth projective curve using the language of $\lambda$-rings.
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In what follows the base field $k$ is assumed to be algebraically closed and of characteristic zero.

2. Notations and preliminaries

The theory of Grothendieck group of schemes is presented in [SGA 6, Exp. IV, §2]: for a noetherian (separated) scheme $X$ let $K'_0(X)$ be the Grothendieck group of the derived category of (cohomologically) bounded complexes of $\mathcal{O}_X$-modules with coherent cohomology modules. This is an abelian group and can also be defined as the (naive) Grothendieck group of the abelian category of coherent modules. For smooth schemes $S$ this is also the same as the Grothendieck group $K_0(S)$ of the exact category of locally free coherent $\mathcal{O}_S$-modules. These constructions are functorial. More precisely, $S \mapsto K'_0(S)$ defines a contravariant functor from schemes to commutative rings and for smooth schemes $K'_0$ defines a covariant functor for proper morphisms.

We shall also use the projection formula in various settings. The formula is given in [SGA 6, Exp. IV, 2.11-12].

Recall the definition of coniveau (or topological) filtration on $K'_0(X)$: for each $j \geq 0$, the subgroup $\text{Fil}^j_{\text{top}} \subseteq K'_0(X)$ is defined to be generated by classes of coherent modules having a support of codimension $\geq j$. Note that by definition $\text{Fil}^i_{\text{top}} = 0$ for all $i > \dim(X)$.

The filtration is functorial in a suitable sense and in cases we deal with. This and other results are explained in [SGA 6, Exp. X]. We denote by $\text{gr}^\bullet_{\text{top}}K_0(S)$ (or $\text{gr}^\bullet K_0(S)$) the graded group associated to the filtration above.

There is a $\lambda$-ring structure on $K_0(S)$ defined by $\lambda^n(x) = \text{cl}(\text{Alt}^n(E))$ where $x = \text{cl}(E)$ for a locally free coherent sheaf $E$ on $S$. The rank function $\epsilon(x) = \text{rk}(E)$ gives an augmentation. There is therefore defined the gamma (or Grothendieck) filtration $\text{Fil}^\gamma$ on the ring $K_0(S)$: $\text{Fil}^0_\gamma = K_0(S)$, $\text{Fil}^1_\gamma = \text{ker}(\epsilon)$ and $\text{Fil}^n_\gamma$ is the subgroup generated by all products

$$\gamma^i(x) \cdot \gamma^j(x) \cdot \ldots \cdot \gamma^k(z)$$

with $i + j + \ldots + k \geq n$ and $x, y, \ldots, z \in \text{Fil}^0_\gamma$. The associated graded group is denoted by $\text{gr}^\bullet_\gamma K_0(S)$. The group $K'_0(S)$ becomes a filtered module over
the filtered ring $K_0(S)$. There is a natural map
\[ \rho : \text{gr}_\ast K_0(S) \rightarrow \text{gr}_{\text{top}} K_0(S) \]
which is an isomorphism over the rational numbers.

3. The Fourier-Mukai theory on $K_0$

Let $A \rightarrow \text{Spec}(k)$ be an abelian variety of dimension $g$ over $\text{Spec}(k)$. Denote by $0_A$ the identity of $A$ as a group over $k$. Let $\hat{A}$ be the dual abelian variety of $A$ and $P$ the Poincaré line bundle on $A \times_k \hat{A}$; the unique (up to isomorphism) line bundle on $A \times_k \hat{A}$ whose inverse image along the morphisms $\hat{A} \rightarrow A \times \hat{A}$ (given by $\hat{x} \mapsto 0_A \times \hat{x}$) is trivial and for all (closed points) $\alpha \in \hat{A}$ the restriction $P_\alpha$ of $P$ to $A \times \alpha$ is represented by $\alpha$ under the natural isomorphism $\hat{A} \simeq \text{Pic}^0(A)$ (see [6, II, 8]). Let $p$ be the $K_0-$class of $P$. This defines the so-called Fourier-Mukai transform
\[ F_p : K_0(A) \rightarrow K_0(\hat{A}), \quad x \mapsto \text{pr}_\hat{A}^\ast (\text{pr}_A^\ast(x) \cdot p). \]
Similarly the Poincaré line bundle $\hat{P}$ on $B \times \hat{B}$ where $B = \hat{A}$ defines a morphism $F_q : K_0(\hat{A}) \rightarrow K_0(A) = K_0(\hat{B})$ where $q = \text{cl}(\hat{P})$. More generally for any element in $u \in K_0(A \times \hat{A})$ the same formula above (with $p$ replaced by $u$) defines a homomorphism of abelian groups;
\[ K_0(A \times \hat{A}) \rightarrow \text{Hom}_{\mathbb{Z}}(K_0(A), K_0(\hat{A})), \quad u \mapsto u^* = F_u \]
that is compatible with compositions of $K_0-$correspondences. For each integer $m$ let the endomorphism $(m_A)^* \ (\text{resp. } (m_A)_*)$ of $K_0(A)$ be the $K_0$ (resp. $K'_0$) of the morphism $m_A : A \rightarrow A$ given by $x \mapsto mx$. Note that
\[ 0_A^*(x) = \text{rk}(x), \quad (0_A)_*(x) = \chi(x)[0_A] \]
for all $x \in K_0(A)$. The result [5, 2.2] shows that $F_q \circ F_p$ is exactly the homomorphism $(-1)^g(-1_A)^*$ by showing that the $K_0-$correspondence $q \circ p$ in $K_0(A \times \hat{A})$ is represented by the complex
\[ (\text{the graph of } -1_A : A \rightarrow A)_*(\mathcal{O}_A)[-g] \]
in the derived category $D^b_{\text{coh}}(A \times \hat{A})$. We may generalize this:

**Proposition 3.1.**— For any integers $n, m$, we have
\[ F_q^m \circ F_p^n = (-1)^g(-m_A)^* \circ (n_A)_* \]

**Proof.** We note that with notations as above, there is an isomorphism $P^\otimes n \simeq (n_A \times \text{id}_{\hat{A}})^* P$ and similarly $(\text{id}_{\hat{A}} \times m_A)^* \hat{P} \simeq \hat{P}^\otimes m$. Taking $K_0-$classes of these and using the usual arguments (i.e. the projection formula and the base change), it follows from the compatibility of the Fourier-Mukai
transforms with the compositions of correspondences that

\[
F_q^m \circ F_p^n(a) = F_{(\id_A \times m_A)^*}^q \circ F_{(n_A \times \id_A)^*}^p(a) \\
= m_A^* \circ F_q^* \circ F_p^* \circ n_A^*(a) \\
= (-1)^g m_A^* \circ (1_A)^* \circ (n_A)^*(a) \\
= (-1)^g (m_A)^* \circ (n_A)^*(a).
\]

The result follows. □

We recall the statement of Grothendieck-Riemann-Roch in this setting. Using the same principle as above and denoting by \( p \) the class of the Poincaré bundle in \( \gr^\gamma K_0(A \times \hat{A}) \), as above there is a homomorphism

\[
F_{gr}^\gamma : \gr^\gamma K_0(A) \otimes \mathbb{Q} \to \gr^\gamma K_0(\hat{A}) \otimes \mathbb{Q}.
\]

Let us denote the map \( K_0(A) \to \gr^\gamma K_0(A) \otimes \mathbb{Q} \) appearing in the Riemann-Roch theorem of Grothendieck by \( \ch = \ch_A \) (the correct notation is \( \ch \circ \tilde{c} \)). For example if \( L \) is a line bundle on \( A \) and \( x = \cl(L) \), then the Chern class \( c^j(x) = 0 \) for all \( j > 1 \), \( c^1(x) = x - 1 \mod \Fil^2 \) and

\[
\ch(x) = \exp(c^1(x)) = 1 + c^1(x) + \frac{1}{2!} c^1(x)^2 + \cdots.
\]

**Theorem 3.2.**— The diagram

\[
\begin{array}{ccc}
K_0(A) & \xrightarrow{F_p} & K_0(\hat{A}) \\
\ch_A \downarrow & & \downarrow \ch_{\hat{A}} \\
\gr^\gamma K_0(A) \otimes \mathbb{Q} & \xrightarrow{F_{gr}^\gamma} & \gr^\gamma K_0(\hat{A}) \otimes \mathbb{Q}
\end{array}
\]

is commutative. Moreover \( F_{gr}^\gamma \) is an isomorphism with inverse \( (-1)^g F_{gr}^\gamma_{q-1} \).

**Proof.** This follows from Grothendieck-Riemann-Roch for abelian varieties (where the relative Todd class of a homomorphism of abelian varieties is trivial). □

The above can be used to prove the following:

**Proposition 3.3.**— The subalgebra of endomorphisms of \( K_0(A) \) generated by \( (m_A)_* \) for \( m \in \mathbb{Z} \) is an abelian group freely generated by \( (m_A)_* \) for \( m = 0, 1, \ldots, 2g \).
PROOF. First note that $1 - p \in \text{Fil}_1^1$. Using 3.1 and the equation $p = \sum_{k=0}^{2g}(1 - p^{-1})^k$ in $K_0(A \times \hat{A})$ we find that

$$
\text{id} = (-1)^g F_{q-1} \circ F_p \\
= (-1)^g \sum_{k=0}^{2g} F_{q-1} \circ F_{(1-p^{-1})^k} \\
= (-1)^g \sum_{k=0}^{2g} \sum_{m=0}^k (-1)^m \binom{k}{m} F_{q-1} \circ F_{p-m} \\
= \sum_{m=0}^{2g} (-1)^m \binom{2g+1}{m+1} (m_A)_*.
$$

Next we show that if $k$ is an integer with $k > 2g$ or $k < 0$, then the endomorphism $(k_A)_*$ of $K_0(A)$ is a $\mathbb{Z}$–linear combination of $(m_A)_*$ for $m = 0, 1, \ldots, 2g$. Let $k > 2g$. Since $(1 - p)^k = 0$, it follows from the same argument as above that a sum of $(j_A)_*$ for $j = 0, 1, \ldots, k$ vanishes. The assertion for $k > 2g$ follows from this by induction. To prove the assertion for $k < 0$, we need only to consider the case $k = -1$. This case follows by applying $(-1)_*$ to the first equation in this proof. Now we show that $(m_A)_*$ for $m = 0, 1, \ldots, 2g$ are $\mathbb{Z}$–linearly independent. Assume otherwise: i.e. there is a relation

$$
\Lambda := \sum_{m=0}^{2g} \lambda_m (m_A)_* = 0
$$

as endomorphisms of $K_0(A)$ with $\lambda_m \in \mathbb{Z}$. Since each $(m_A)_*$ preserves the gamma filtration (up to torsion), by 3.2 the same relation as $\Lambda$ holds for $(m_A)_*$’s as endomorphisms of $\text{gr}_*^1 K_0(A) \otimes \mathbb{Q} \simeq CH^* (A) \otimes \mathbb{Q}$. Therefore we need only to show that

$$
\Lambda: \text{gr}_*^1 K_0(A) \otimes \mathbb{Q} \to \text{gr}_*^1 K_0(A) \otimes \mathbb{Q}
$$

is zero if and only if $\lambda_m = 0$ for all $m \leq 2g$. By [3, Prop. 4], we know that for all $0 \leq j \leq g$ and $g - j \leq i \leq g$ there is an element $0 \neq x \in \text{gr}_j^1 K_0(A) \otimes \mathbb{Q}$ with $(m_A)_*(x) = m^{g-j+i} x$ for all $m \in \mathbb{Z}$. The equation $\Lambda(x) = 0$ implies that $\sum \lambda_m m^{g-j+i} = 0$. Using this for all values of $i, j$ as above, we conclude that

$$
\sum \lambda_m m^k = 0, \text{ for all } 0 \leq k \leq 2g.
$$

Note that the $(2g + 1) \times (2g + 1)$–matrix $X$ with the entry $m^k$ in position $(m, k)$ where $0 \leq m, k \leq 2g$ is invertible. It follows that $\lambda_m = 0$ for all $m$. This completes the proof. \[\square\]

REMARK 3.4. The universal relation between the endomorphism $(m_A)_*$ is given by the formula in the proof of 3.3 expressing $(-1)_*$ in terms of $(m_A)_*$ for $m = 0, 1, \ldots, 2g$. Also note that for $m \neq 0$, the homomorphism $(m_A)_*$
is an automorphism on $K_0(A) \otimes \mathbb{Q}$. There are many other classes of automorphisms of $K_0(A) \otimes \mathbb{Q}$ (see below 5.6).

**Remark 3.5.** Almost the same proof as in 3.3 shows that a similar statement for the sub-algebra generated by $m_A^*$ for $m \in \mathbb{Z}$ holds.

**4. Pontryagin $\lambda_s$-structure**

We shall introduce a filtration on $K := K_0(A)$ induced from a natural $\lambda$–ring structure on $K_0(A)$ arising from the Pontryagin product.

Let $\pi : A \to \text{Spec}(k)$ be an abelian variety of dimension $g$ over a field $k$. The Pontryagin product on $K_0(A)$ is defined as follows;

$$\star : K'_0(A) \otimes K'_0(A) \to K'_0(A), \quad x \otimes y \mapsto m_*(\text{pr}_1^*(x) \cdot \text{pr}_2^*(y))$$

where $m : A \times_k A \to A$ is the multiplication morphism (which is projective) and the projections are from $A \times_k A$. The unit of $A$ as a group scheme is denoted by $e_A : \text{Spec}(k) \to A$. This is a closed immersion.

**Lemma 4.1.** The Pontryagin product endows $K_0(A)$ with the structure of a commutative associative ring with unit $e := e_A^*(1) =: [0_A]$.

**Proof.** We only show that $[0_A]$ is the unit element; for this let $x \in K_0(A)$ and note that

$$x \star 0_A = m_*(\text{pr}_1^*(x) \cdot \text{pr}_2^*([0_A]))$$

$$= m_*(\text{pr}_1^*(x) \cdot (id \times e)_*(1))$$

by base change

$$= m_*(id \times e)_* (id \times e)^* \circ \text{pr}_1^*(x) \cdot 1$$

by projection formula

$$= x.$$ 

Similarly it follows that $0_A$ is a right unit. \hfill \Box

**Remark 4.2.** Let $f : A \to B$ be a homomorphism of abelian varieties over $\text{Spec}(k)$. It is not difficult to show that $f_* : K_0(A) \to K_0(B)$

$$f_*(x \star y) = f_*(x) \star f_*(y).$$

Moreover $f_*(0_A) = 0_B$. In other words, $f_*$ is a ring homomorphism with respect to the Pontryagin product.

Using the rank function $\epsilon := \text{rk}_A : K_0(A) \to \mathbb{Z}$, the ring $K_0(A)$ (with the usual product) becomes an augmented $\mathbb{Z}$–algebra. Similarly, the ring $K_* = (K_0(A), \star)$ is also an augmented $\mathbb{Z}$–algebra: let $\chi = \chi_A : K_0(A) \to \mathbb{Z}$ be the Euler-Poincaré characteristic, i.e. $\chi_A(x) = \pi_*(x)$ and note that:

**Lemma 4.3.** For any $x, y \in K_0(A)$ we have

$$\chi_A(x \star y) = \chi_A(x) \cdot \chi_A(y).$$
Proof. This follows from 4.2 and the fact that on $\mathbb{Z} = K_0(\text{Spec}(k))$ the Pontryagin product agrees with the usual product.

Let $n \geq 0$ and $x \in K_0(A)$. Define

$$\lambda^n_*(x) = F_p^{-1} \circ \lambda^n_A \circ F_p(x).$$

These define a $\lambda$–ring structure on $(K_0(A), \ast)$ which we call the Pontryagin $\lambda_*$–structure.

Remark 4.4. It is possible to define this structure using the Pontryagin product on the level of derived category of coherent modules on $A$. For our purpose here we have chosen the above equivalent definition.

Theorem 4.5. The Fourier-Mukai transform $F_p: (K_0(A), \ast) \to K_0(\hat{A})$ is an isomorphism of $\mathbb{Z}$–augmented $\lambda$–rings.

Proof. The homomorphism $F_p$ is by 3.1 an isomorphism of abelian groups. Moreover $F_p$ commutes with the augmentations; i.e.

$$\chi_A(x) = \text{rk}_{\hat{A}}(F_p x)$$

which follows from the definitions and usual arguments (i.e. using base change and projection formula). Finally let $x, y \in K_0(A)$. It follows from the usual arguments that

$$F_K(x \ast y) = \text{pr}_{3,4}(\text{pr}_1^*(x) \cdot \text{pr}_2^*(y) \cdot (m \times \text{id}_{\hat{A}})^*p)$$

where the projections are from $A \times_k A \times_k \hat{A}$. Note that by the theorem of the cube (\cite[II, §6]{6}) there is an isomorphism

$$(m \times \text{id}_{\hat{A}})^*(P) \simeq \text{pr}_{13}^*(P) \otimes \text{pr}_{23}^*(P)$$

where $P$ is the Poincaré bundle on $A \times_k \hat{A}$. From this it follows that $F_p(x \ast y) = F_p(x) \cdot F_p(y)$. Therefore $F_p$ is an isomorphism of augmented algebras. Compatibility of $F_p$ with the $\lambda$–ring structures is evident.

As usual define the power series

$$\lambda_*(x) = \lambda_*(x, t) = \sum_{n \geq 0} \lambda^n_*(x) t^n.$$

From this the $\gamma$–ring structure of $K_*$ is constructed; i.e. as series

$$\gamma_*(x) := \lambda_*(x, t/1 - t).$$

Finally the corresponding filtration is denoted by $\text{Fil}^*_\gamma$. Note that $\text{Fil}^0_* = K_*$, $\text{Fil}^1_* = \ker(\chi) =: I$ and in general $\text{Fil}^q_*$ is the subgroup generated by elements of the form

$$\gamma^i_*(x) \ast \gamma^j_*(y) \ast \cdots \ast \gamma^k_*(z)$$

with $i, j, \ldots, k \geq 0$, $i + j + \cdots + k \geq q$ and $x, y, \ldots, z \in \text{Fil}^1_*$. It follows from the definition that

$$\text{Fil}^{n+1}_* \subseteq \text{Fil}^n_*.$$
We consider this filtration on $K_\ast = (K, \ast)$ or on the additive group of $K = K_0(A)$. We call this the (Pontryagin) $\ast$–filtration. Denote the associated quotient groups of this filtration by

$$\text{gr}_n^\ast K := \text{Fil}_n^\ast / \text{Fil}_{n+1}^\ast.$$ 

**Corollary 4.6.** $\text{Fil}_n^\ast = 0$ for all $n \geq g + 1$.

**Proof.** By 4.5 we know that $F_p \text{Fil}_n^\ast \subseteq \text{Fil}_n^\ast$. Since $F_p$ is an isomorphism and $\text{Fil}_n^\ast \subseteq \text{Fil}_n^{\text{top}}$, we conclude that $\text{Fil}_n^\ast = 0$ for $n > \dim(A) = g$. \qed

**Remark 4.7.** Also note that by definition $I^n \subseteq \text{Fil}_n^\ast$.

**Corollary 4.8.** $(m A)_\ast \circ \gamma_n^\ast = \gamma_n^\ast \circ (m A)_\ast$ for any $m \in \mathbb{Z}$ and $n \geq 0$.

**Proof.** Note that $(m A)_\ast$ is a $\lambda$–morphism of $\hat{K}$. The result follows from 4.5. \qed

Using 4.5 we obtain a well-defined homomorphism

$$\text{gr} F_p : \text{gr}_\ast A \rightarrow \text{gr}_\gamma \hat{A}$$

which is graded of degree 0. From the general theory of $\lambda$–rings and the Chern character in [SGA 6, Exp. V] we know that there is a theory of Chern charcters $\text{ch}_\ast : K_\ast \rightarrow \text{gr}_\ast K \otimes \mathbb{Q}$ and for which there is a commutative diagram of isomorphisms of $\mathbb{Q}$–algebras:

$$
\begin{array}{ccc}
K_\ast \otimes \mathbb{Q} & \xrightarrow{F_p} & \hat{K} \otimes \mathbb{Q} \\
\text{ch}_\ast \downarrow & & \text{ch}_\ast \\
\text{gr}_\ast K \otimes \mathbb{Q} & \xrightarrow{\text{gr} F_p} & \text{gr}_\gamma \hat{K} \otimes \mathbb{Q}.
\end{array}
$$

We may reformulate this relationship between the two Chern character: let

$$\rho_K = F_p^{\text{gr} - 1} \circ \text{gr} F_p : \text{gr}_\ast K \otimes \mathbb{Q} \rightarrow \text{gr}_\gamma K \otimes \mathbb{Q}$$

Using the functoriality of the Chern character, the diagram above and the Grothendieck-Riemann-Roch we obtain that the diagram

$$
\begin{array}{ccc}
K_0(A) \otimes \mathbb{Q} & \xrightarrow{\text{ch}_\ast} & \text{gr}_\ast K \otimes \mathbb{Q} \\
& \xrightarrow{\rho_K} & \text{gr}_\gamma K \otimes \mathbb{Q}.
\end{array}
$$

of vector spaces and linear maps is commutative. Moreover for any $x, y \in \text{gr}_\ast K$ we have

$$\rho_K(x \ast y) = \rho_K(x) \ast \rho_K(y)$$
where Pontryagin product on \( \text{gr}^* K \otimes Q \) is (well-)defined similar to the case of the Grothendieck ring. We also have:

**Corollary 4.9.**— For any \( x, y \in K \), we have \( \text{ch}(x \star y) = \text{ch}(x) \star \text{ch}(y) \).

By definition \( \rho_K([0_A]) = [0_A] \). Putting these together, we conclude that \( \rho_K \) is a \( Q \)-algebra (non-graded) isomorphism.

5. **Comparison of two Gamma filtrations**

We let \( \psi^n \) for \( n \geq 1 \) be the Adams operations corresponding to the Pontryagin \( \lambda \)-structure on \( K_* = (K_0(A), \star) \). Similarly \( \psi^n \) for \( n \geq 1 \) denote the Adams operations on \( K_* \) corresponding to the usual (Grothendieck) \( \lambda \)-ring structure.

We denote by \( K^{(n)} \subseteq K_0(A) \otimes Q \) the eigenspace of \( \psi^n \)'s corresponding to the eigenvalue \( \alpha^n \) and \( K_*^{(n)} =: K^{(n)} \) that of \( \psi^n \) on \( K_* \otimes Q \). Therefore

\[
F_p K^{(n)} = K_A^{(n)} =: \hat{K}^{(n)}.
\]

**Lemma 5.1.**— \( F_p K^{(n)} = \hat{K}^{(n)} \) for any integer \( n \geq 0 \).

**Proof.** This is equivalent to \( F_q \circ F_p K^{(n)} = F_q \hat{K}^{(n)} \). That is if \( K^{(n)} = F_q \hat{K}^{(n)} \) which is the equation appearing just before the assertion applied for \( \hat{A} \). \( \square \)

**Proposition 5.2.**— There is a direct sum decomposition

\[
K_0(A) \otimes Q = K^{(0)} \oplus K^{(1)} \oplus \cdots \oplus K^{(g)}.
\]

**Proof.** It is not difficult to see that \( x \in K^{(q)} \) if and only if

\[
\text{ch}(x) \in \text{gr}_q K \otimes Q.
\]

Since the Chern character is an isomorphism, the result follows. \( \square \)

**Remark 5.3.** Similarly, it follows from the results on \( \text{ch} \) that \( K_0(A) \otimes Q \) is a direct sum of \( \hat{K}^{(q)} \)'s.

**Lemma 5.4.**— For integers \( m, n \geq 0 \) and an element \( x \in K^{(n)} \), the following assertions are equivalent:

\begin{enumerate}
  \item \( x \in K^{(n)} \cap K^{(m)} \),
  \item \( k^* A(x) = k^{g+n-m} x \) for any integer \( k \in \mathbb{Z} \).
\end{enumerate}

**Proof.** This can be proved using the same arguments as those in the proof of [3, Prop. 1]. Details are left to the reader. \( \square \)
Lemma 5.5.— For any integer \( q \geq 0 \), there is a direct sum decomposition
\[
K^{(q)} = K_0^q \oplus K_1^q \oplus \cdots \oplus K_j^q
\]
where \( K_j^q := K_{(j)} \cap K^{(q)} \) for \( j \geq 0 \).

Proof. Let \( x_j \in K_j^q \) for \( j = 0, 1, \ldots, g \) be a family of elements of \( K \) with \( \sum x_j = 0 \). Applying \( \psi^n \) to this we obtain \( \sum n^j x_j = 0 \). As this holds for all \( n \geq 1 \), we obtain \( x_j = 0 \) for all \( j \). Now let \( x \in K^{(q)} \). Set \( y = F_p(x) \). From the notations and work exclusively with rational coefficients. Therefore \( K \) will denote \( K_0(A) \otimes \mathbb{Q} \). The eigenspace decompositions of the Adams operations on \( K_* \) gives the decomposition
\[
K_* = K_*^{(0)} \oplus K_*^{(1)} \oplus \cdots \oplus K_*^{(g)}
\]
where \( x \in K_*^{(q)} \) if and only if \( \psi^n(x) = n^q x \) for \( n \geq 1 \). Also note that \( \pi^n(1) = 1 \). Therefore to show that \( n^{-q} \psi^n \) is a ring homomorphism, it is enough to note that for \( x \in K_*^{(q)} \) and \( y \in K_*^{(q)} \), using 4.9, we have
\[
x \cdot y \in K_*^{(q)} \cap K_*^{(q)} \subseteq K_*^{(q+q-q)}.
\]
Next we show that \( n^{-q} \psi^n \) commutes with each \( \lambda^x \) or equivalently with each \( \psi^x \). But the equality \( \psi^n \circ \psi^x = \psi^x \circ \psi^n \) holds on each \( K^{(r)} \cap K^{(s)} \) and hence on \( K \). Finally we show that for each \( x \in K \) we have
\[
\epsilon(n^{-q} \psi^n(x)) = \epsilon(x).
\]
This is linear in \( x \). Let \( x \in K^{(q)} \) for an integer \( 0 \leq q \leq g \). It follows that \( \epsilon(n^{-q} \psi^n) = n^q \) holds. Now we may write \( x = x_0 + x_1 + \cdots + x_g \) with \( x_j \in K^{(j)} \). Then \( \epsilon(x) = \epsilon(x_0) \). Therefore \( \epsilon(x) = 0 \) unless \( q = g \). The result follows. \( \Box \)
Let \( n \geq 1 \). Define \( \psi_n(x) = n^{q-1}x \) for \( x \in K(q) \) and extend this by linearity for all \( x \in K \) (note that \( \psi_n \) is the inverse of \( \pi_n^\gamma \)). These are easily seen to define a \( \lambda \)-ring structure \( \pi \) on \( K = K_0(A) \otimes \mathbb{Q} \) for which the Adams operations are given by \( \psi_n^\gamma(x) \). Let \( \epsilon_\pi \) be the projection map \( K \to K(q) \). Note that \( K(q) \) is a \( \mathbb{Q} \)-subalgebra of \( K \) and \( \epsilon_\pi \) is a \( \mathbb{Q} \)-algebra homomorphism. Considering \( K(q) \) with its canonical binomial \( \lambda \)-ring structure, the map \( \epsilon_\pi \) makes \( K \) a \( K(q) \)-augmented \( \lambda \)-ring whose \( \lambda, \gamma \) operations are denoted by \( \lambda_\pi^i, \gamma_\pi^i \).

Let \( x \in K(q) \) with \( q < g \). Using the definition of \( \lambda_\pi \) (and \( \gamma_\pi \)) in terms of the Adams operations \( \psi_n^\gamma \), i.e.

\[
\lambda_\pi(x,t) = \exp(\sum_{n \geq 1} \frac{(-1)^{n-1}}{n} \psi_n^\gamma(x)t^n)
\]

and the equation \( \gamma_\pi(x,t) = \lambda_\pi(x,t/1-t) \), it follows that for all \( i \geq 1 \) we have the equation

\[
\gamma_\pi^i(x) = a(i; g-q, 1)x + a(i; g-q, 2)x^2 + \cdots + a(i; g-q, g)x^g
\]

where \( a(i; g-q, m) \) are universally defined rational numbers depending only on \( i, g-q, m \). Note that \( x^i = 0 \) if \( iq - (i-1)g < 0 \).

**Example 5.8.** It is easy to see that

\[
a(i; g-q, 1) = (-1)^{i-1}(i-1)! \binom{g-q}{i}.
\]

where the last number given in braces is a Stirling number of the second kind. The other values of \( a(i; g-q, m) \) may be considered as higher variants of these numbers.

Using the gamma structure \( \gamma_\pi \) and the augmentation \( \epsilon_\pi \), we can as usual (cf. 4.5f.) define a filtration of \( K \) by subgroups denoted by \( \text{Fil}_n^\pi \). Note that \( \text{Fil}_n^\pi = \ker(\epsilon_\pi) \) and the filtration is in fact \( K(q) = \text{gr}_n^0K_0(A) \otimes \mathbb{Q} \)-linear. We may call this filtration the Pontryagin filtration on \( K_0(A) \otimes \mathbb{Q} \).

**Lemma 5.9.** \( \text{Fil}_n^\pi = 0 \) for \( n > g \).

**Proof.** We first show that if \( x \in K(q) \) with \( 0 \leq q < g \), then we have \( \gamma_\pi^n(x) = 0 \) for all \( n \geq g + 1 \). The equation (1) is valid in any \( \lambda \)-ring (for appropriate \( x \)). Let \( z \in K^{(g-q)} \) with \( z^i \neq 0 \) for all \( i(g-q) \leq g \); a suitable power of \( K^{(1)} \)-component (i.e. in the decomposition 5.2) of any symmetric line bundle works. Since \( \gamma^n(z) = 0 \) for all \( n > g \), it follows from the uniqueness of the decomposition 5.2 that \( a(n; g-q, i) = 0 \) for all \( i, n \) with \( i(g-q) \leq g \) and \( n > g \). Next we show that \( \text{Fil}_n^\pi = 0 \) for \( n > g^2 \). For
this let $0 \neq \zeta \in \Fil_n^{\varpi}$. It follows that there are $x, y, \ldots, z$ in $\ker(\epsilon_\pi)$ and integers $i, j, \ldots, k \geq 0$ with $i + j + \cdots + k \geq n$ and
\[
\zeta' = \gamma^{\varpi}_{i}(x) \cdot \gamma^{\varpi}_{j}(y) \cdots \gamma^{\varpi}_{k}(z) \neq 0.
\]
We may assume that $x, y, \ldots, z$ are homogeneous for $\pi$, i.e. $x \in K_{q(x)}$ for some $0 \leq q(x) < g$ and similarly for $y, \ldots, z$. Since $\Fil^{q+1}_\varpi = 0$, $\Fil^{1}_\varpi \subseteq \Fil^{1}_\varpi$ and $n > g^2$, it follows that at least one of $i, j, \ldots, k$, say $i$, is $\geq g + 1$. Therefore $\zeta' = 0$ from the first step. This contradicts the assumption and hence $\Fil^n_\varpi = 0$ for $n > g^2$. Finally we show that $\Fil^n_\varpi = 0$ for $n > g$. For this note that by the second step and the eigenspace decomposition of $K$ with respect to $\psi_\varpi^\rho$’s (from the general theory of Chern character of $\lambda$–rings with discrete $\gamma$–filtration) we see that if $\Fil^n_\varpi \neq 0$ for some $q > g$, then there is an element $x \neq 0$ with $\psi_\varpi^\rho(x) = n^q x$ for all $n \geq 1$. But this contradicts the decomposition 5.5 (or equivalently 5.2 applied to $K_\ast$). The lemma is proved. \hfill \Box

Conjecture 5.10.— $\Fil^n_\varpi \subseteq \Fil^g_\varpi$ for all $0 \leq q \leq g$.

Remark 5.11. The conjecture above holds true for $q = 0, 1, g - 1, g$. For $q = 0$ there is nothing to prove. For $q = 1$ note that if $x \in \ker(\epsilon_\pi)$, then $x_0 = 0$ and in particular $\epsilon(x) = x_0 = x_0^0 = 0$. Now let $q = g$. If $x \in \Fil^g_\varpi$, then $x = x_0 = x_0^g$ and hence $x \in \Fil^g_\varpi$. Similarly if $x \in \Fil^{g-1}_\varpi$, then $x = x_0 + x_1 = x_0^g + x_1^g + x_1^{g-1}$ and hence $x \in \Fil^{g-1}_\varpi$.

Lemma 5.12.— Let $x \in K^p_\varpi$ with $g - q > 0$ and $p > 0$. The following assertions are equivalent:

1. $p \geq g - q$,
2. $\gamma^i_\varpi(x) \in \Fil^i_\varpi$ for all $i \geq 0$,
3. $\gamma^{g-q}_\varpi(x) \in \Fil^{g-q}_\varpi$,
4. $\gamma^{p+1}_\varpi(x) \in \Fil^{p+1}_\varpi$.

Proof. Let us first show (1) $\implies$ (2): Fix $i \geq 1$. The coefficients of $x^m$ in (1) is zero unless $m(g - q) \geq i$ in which case $x^m$ belongs to $\Fil^{m+1}_\varpi \subseteq \Fil^i_\varpi$. For (2) $\implies$ (3) there is nothing to prove. To show (3) $\implies$ (1) note that the coefficient of $x$ in $\gamma^{g-q}_\varpi(x)$ is non-zero and (3) implies that $x \in \Fil^{g-q}_\varpi$ and hence $p \geq g - q$. For (2) $\implies$ (4) there is also nothing to prove. Finally we show (4) $\implies$ (1): if $p < g - q$, then the coefficient of $x$ in $\gamma^{p+1}_\varpi(x)$ is non-zero and by (4) we conclude that $x \in \Fil^{p+1}_\varpi$. This implies that $p \geq p + 1$. The lemma is proved. \hfill \Box

Remark 5.13. The conjecture $(F_p)$ of Beauville in [2, §5] states that
\[
F_pK^{(p)} \subseteq \hat{K}^{(g-p)} \oplus \hat{K}^{(g-p+1)} \oplus \cdots \oplus \hat{K}^{(g)}.
\]
This is equivalent to the conjecture 5.10 (for $\hat{A}$). For example assume that 5.10 holds and let $x \in K^{(p)}$. By 5.1 we know $y = F_p(x) \in \hat{K}_p$. Using 5.5 we write

$$y = y^0 + y^1 + \cdots + y^q, \quad y^q \in \hat{K}_p \subseteq \text{Fil}_q^{-p}.$$ 

Therefore by 5.10 we have $y^q \in \text{Fil}_q^{-p}$. Hence $y^q \neq 0$ implies that $q \geq g - p$.

6. The example of line bundles

In this section we consider elements of Pic($A$); i.e. line bundles on $A$ and do some explicit computations of the notions related to $\lambda-$ring structures introduced above when applied to line bundles.

Let $L$ be a line bundle on the fixed abelian variety $A \to \text{Spec}(k)$. We denote the $K_0-$class of $L$ by the same letter $L$. The computation related to the usual $\lambda-$ring structure on $K_0(A)$ is classical. We only mention that for any $n > 0$ we have

$$\psi^*(L) = L^n.$$ 

On the other hand similar to 5.6, it can be shown that the maps $\pi^n(x) = n^{-g}\psi^n(x)$ are morphisms of the $\lambda-$ring $K_\ast = (K_0(A) \otimes \mathbb{Q}, \ast)$ and hence commutes with augmentation; it follows that for any line bundle $L$ and integer $n > 0$ we have

$$\chi(L^n) = n^g\chi(L).$$ 

as both are equal to $n^g\chi(\pi^n(L))$. We may also compute the Euler-Poincaré characteristic explicitly. For this let

$$L = 1 + l_1 + l_2 + \cdots + l_g, \quad l_j \in K^{(j)}.$$

be the decomposition of $L$ given by 5.2. Since $\text{ch}_\gamma$ (in 3.2) is an isomorphism of algebras over $\mathbb{Q}$ and $\text{ch}_\gamma(L) = \exp(c^1(L))$ it follows that $\text{ch}_\gamma(l_1) = c^1(L)$ and $l_j = j^{-1}l_j^1 \in K^{(j)}$. An explicit formula for $l_1$ in $K_0(A) \otimes \mathbb{Q}$ may be given as:

$$l_1 = \log(L) = \sum_{n \geq 1} \frac{(-1)^{n-1}}{n}(L - 1)^n.$$ 

Now we consider two cases:

1. If $L$ is anti-symmetric, then $n^*_{A}(L) = L^n$ for all $n \in \mathbb{Z}$ and hence from the formula $\exp(l_1) = L$ we obtain $l_1 \in K_g^1$. It follows from 4.5 that in general $\chi(x)[0_A] = x^g_0$ for any $x \in K_0(A) \otimes \mathbb{Q}$, and in particular $\chi(L) = 0$. And

$$\psi^n_{\ast}(L) = n^g L.$$ 

2. If $L$ is symmetric, then $l_j \in K_{g-j}^j$. In particular we obtain a Riemann-Roch theorem

$$\chi(L)[0_A] = \frac{1}{g!} l^g_1 = \frac{1}{g!} (L - 1)^g \in K^g_0.$$
And since $\pi^n_*$ is by 5.6 a ring homomorphism we conclude that

$$
\psi^n_*(L) = n^g \pi^n(L) = n^g \exp(\pi^n(l_1)) = n^g \exp(n^{-1}l_1) =: n^g \sqrt[n]{L}.
$$

In particular and as expected the Pontryagin $\lambda_*$-structure (cf. before 4.5) does see the difference between symmetric and anti-symmetric line bundles but the usual $\lambda$-ring structure does not.

7. Composition of two $\lambda$-ring structures

Now we consider certain composition of the usual (Grothendieck) $\lambda$-ring structure with the Pontryagin $\lambda_*$-structure on $K = K_0(A) \otimes \mathbb{Q}$. This shall give another equivalent form of Beauville's Conjecture.

Keeping the notations of the previous section, define for each $n \geq 1$ and $x \in K$:

$$
\Psi^n(x) = n^{-g} \psi^n_* \circ \psi^n(x)
$$

for $x \in K$. It follows from 5.6 that $\Psi^n$'s are $\mathbb{Q}$-algebra homomorphisms on $K_0(A) \otimes \mathbb{Q}$ and have the properties: $\Psi^n \circ \psi^m = \psi^{nm}$, and $\psi^1 = \text{id}$. Therefore by [SGA 6, Exp. V, Prop. 7.5], there is a $\lambda$-ring structure $\Lambda$ on $K_0(A) \otimes \mathbb{Q}$ whose corresponding Adams operations are $\Psi^n$.

Example 7.1. Let $L$ be a line bundle on $A$. It follows that for each $n \geq 1$ we have $\Psi^n(L) = L^n$ if $L \in \text{Pic}^0(A)$ and $\Psi^n(L) = L$ if $L$ is symmetric.

For each $-g \leq j \leq g$ define the sub-space $K[j] \subseteq K_0(A) \otimes \mathbb{Q}$ to be generated by $K^p_j$ with $p + q = g = j$. By 5.5 and 5.2, the space $K$ is a direct sum of $K[j]$'s. The subspace $K[0]$ is in fact a $\mathbb{Q}$-subalgebra. Let

$$
\epsilon_\Gamma : K_0(A) \otimes \mathbb{Q} \to K[0]
$$

be the natural projection map. The ring $K[0]$ has the induced structure of a binomial $\lambda$-ring$^1$;

$$
\lambda_\beta(x, t) = \exp(x \ln(1 + t)).
$$

Conjecture 7.2. $- K[i] \cdot K[-j] = 0$ for all $i, j > 0$.

Remark 7.3. The conjecture above is implied by the conjecture ($F_p$) of Beauville in [2] which can be stated as $K[-j] = 0$ for all $j > 0$. On the other hand (the first part of) the conjecture of Bloch [4, 0.2] can be stated as $K^r_n \cdot K^s_n = 0$ for all $n \geq 0$, $r \geq n + 1$ and $s \geq 0$. This is implied by 7.2;

$^1$Compared to the definition in [SGA 6, Exp. V, 2.7], it seems better to define a binomial ring to be any $\mathbb{Z}$-algebra with a $\lambda$-ring structure for which the Adams operations are all the identity maps. Over the rationals these are of course equivalent.
first note that $K^r_n \subseteq K[r]$ and $K^s_n \subseteq K[s + n - g]$. Now if $s + r - g > 0$, then $K^r_n \cdot K^s_n \subseteq K^{r+s}_n = 0$ by definition. Otherwise $s + n - g < s + r - g \leq 0$ and hence $K^r_n \cdot K^s_n = 0$ by 7.2.

From now on and unless otherwise stated we assume that the conjecture 7.2 holds.

Note that the algebra $K_0(A) \otimes \mathbb{Q}$ becomes a $K[0]$–augmented $\lambda$–ring:

**Lemma 7.4.** — The map $\epsilon_\Gamma : K_0(A) \otimes \mathbb{Q} \to K[0]$ is a $\lambda$–morphism of $K[0]$–algebras.

**Proof.** Since $K[j] \cdot K[-j] = 0$ for all $j > 0$, it follows that $\epsilon_\Gamma$ is a homomorphism of $K[0]$–algebras. Next we need to show that for any $x \in K_0(A) \otimes \mathbb{Q}$ and $i \geq 0$, we have

$$\epsilon_\Gamma \Lambda^i(x) = \lambda^i_\Gamma(\epsilon_\Gamma(x)).$$

This follows from the fact that $\epsilon_\Gamma$ is a $\mathbb{Q}$–algebra homomorphism and $\epsilon_\Gamma = \Psi^n = \epsilon_\Gamma$. □

**Example 7.5.** Let $L$ be a symmetric line bundle on $A$. It follows from 7.1 that (the $K_0$–class of) $L$ belongs to $K[0]$.

Let $\text{Fil}_\Gamma^r$ be the corresponding gamma filtration, e.g. $\text{Fil}_\Gamma^0 = K_0(A) \otimes \mathbb{Q}$ and $\text{Fil}_\Gamma^1 = \ker(\epsilon_\Gamma)$. Let

$$\text{gr}_\Gamma^r K_0(A) \otimes \mathbb{Q} := \text{Fil}_\Gamma^r / \text{Fil}_\Gamma^{r+1}$$

be the corresponding quotient $K[0]$–modules. For any $x \in K_0(A) \otimes \mathbb{Q}$ and $i \geq 1$, denote by $c_\Gamma^i(x) \in \text{gr}_\Gamma^i K_0(A) \otimes \mathbb{Q}$ the $i$–th Chern class of $x$. The Chern ring

$$\text{Ch}_\Gamma(K_0(A) \otimes \mathbb{Q}) := K[0] \times (1 + \prod_{r>0} \text{gr}_\Gamma^r K_0(A) \otimes \mathbb{Q})$$

is defined and is a $K[0]$–augmented $\lambda$–ring. There is a well-defined complete Chern class morphism

$$\tilde{c}_\Gamma : K_0(A) \otimes \mathbb{Q} \to \text{Ch}_\Gamma(K_0(A) \otimes \mathbb{Q}), \quad x \mapsto (\epsilon_\Gamma(x), 1 + c_1^\Gamma(x) + c_2^\Gamma(x) + \ldots)$$

By [SGA 6, Exp. V, 6.8] this is a $\lambda$–morphism of $K[0]$–augmented $\lambda$–rings.

**Lemma 7.6.** — $\text{Fil}_\Gamma^1 \subseteq \text{Fil}_\Gamma^1$. □

**Proof.** This is clear.

Let $x \in K_0(A) \otimes \mathbb{Q}$. Using the decompositions 5.2 and 5.5, we may uniquely write

$$x = x[-g] + \cdots + x[0] + x[1] + \ldots$$

where $x[j] \in K[j]$ for all $-g \leq j \leq g$. Let $r \geq 0$ and note that:
Lemma 7.7.— $K[j] \subseteq \text{Fil}^r_I$ if $j < 0$ or $j \geq r$.

Proof. This is left to the reader. \qed

Proposition 7.8.— $\ker(\tilde{c}_r) = \text{Fil}^{g+1}_I$.

Proof. Let us first show that

$$\ker(\tilde{c}_r) = \bigcap_{r \geq 0} \text{Fil}^r_I.$$

This is easy (and generally true): if $\tilde{c}_r(x) = 0$, then $c_r(x) = 0$ and $c_i(x) = 0$ for all $i \geq 1$. For $i = 1$, this gives $x \in \text{Fil}^2_I$. Using an induction on $i$ and the result [SGA 6, Exp. V, Prop. 6.9], it follows that $x \in \text{Fil}^r_I$ for all $i \geq 0$. Next we show that for each $0 \leq r \leq g$ we have $\text{Fil}^r_I \neq \text{Fil}^{r+1}_I$. To see this assume $r \geq 1$. Using the powers of elements of $\text{Pic}^r(A)$, we know that $K_g^r \neq 0$ for all $1 \leq r \leq g$ and note that $K_g^r \subseteq K[r] \subseteq \text{Fil}^r_I$. Let $0 \neq x \in K_g^r \cap \text{Fil}^{r+1}_I$. Therefore we can write

$$x = \sum a_{r} \Gamma^r(x) \cdot \Gamma^j(y) \cdots \Gamma^k(z)$$

where $a \in K[0]$, $i + j + \cdots + k \geq r + 1$ and $x, y, \ldots, z \in \text{Fil}^1_I$. Using the decompositions 5.3 and 5.5, we may assume that $a, x, y, \ldots, z$ are homogeneous, i.e. each one is an element of some $K^p_I$. The uniqueness of the decompositions and the property

$$K^a_K \cdot K^\beta_K \subseteq K^a+\beta-K_g$$

imply that we may assume that all $x, y, \ldots, z$ belong to $K_g$ and $a \in Q$. In this case $\Gamma^i(x) = \gamma^i(x)$ and similarly for other values of $i$ and $x$. Therefore $x \in \text{Fil}^{g+1}_I$. This can not happen because $\text{ch}_\gamma(x) \neq 0$. Finally we show that $\text{Fil}^{r+1}_I = \text{Fil}^{r+2}_I \cdots$. For this let $x \in \text{Fil}^r_I \text{Fil}^{r+1}_I$ for some $r > 0$. By the first part of the proof and the fact from 7.7 that $K[-j] \subseteq \ker(\tilde{c}_r)$ for all $j > 0$, it follows that $0 \neq x[j] \in \text{Fil}^r_I \text{Fil}^{r+1}_I$ for some $j > 0$. Using the fact that $\Psi^n(x[j]) = n^j x$ for all $n \geq 1$ and $\Psi^n(x[j]) - n^r x[j] \in \text{Fil}^{r+1}_I$ (by the general properties and definitions of any $\gamma$–filtration), it follows that $j = r$, i.e. $r \leq g$. The result follows. \qed

Conjecture 7.9.— $\text{Fil}^{g+1}_I = 0$.

Remark 7.10. This conjecture is equivalent to the conjecture $(F_p)$ of Beauville (cf. 5.13). To see this note that 7.9 implies that the complete Chern class $\tilde{c}_r$ is injective. Note that if $0 \neq x \in K^p_g$ with $p, g - q > 0$, then $x \in K[j]$ with $j = p + q - g$ and hence for $j < 0$ we would have $x \in \ker(\tilde{c}_r)$. Therefore $p + q - g \geq 0$. On the other hand the conjecture of Beauville implies that $K[-j] = 0$ for all $j > 0$. Therefore every $0 \neq x \in K_0(A) \otimes Q$ may be written
as
\[
    x = x[0] + x[1] + \cdots + x[g]
\]
where \( x[j] \in K[j] \) for all \( 0 \leq j \leq g \). Using (the proof of) the result 7.8 we conclude that \( x \notin \ker(\tilde{c}_\Gamma) \).

**Example 7.11.** Let \( x \in K[-1] \). It follows that \( \tilde{c}_\Gamma(x) = 0 \) and \( x \in \text{Fil}_r^\Gamma \) for all \( r \geq 0 \). We may write
\[
    \Lambda_t(x) = \exp\left(x \int \frac{\ln(1 + t)}{t} dt\right)
\]
understood as formal identities in the ring of power series in \( K_0(A) \otimes \mathbb{Q} \). Similarly we may write
\[
    \Gamma_t(x) = \exp\left(x t + \frac{3x}{2!} t^2 + \frac{11x}{3!} t^3 + \frac{50x}{4!} t^4 + \frac{274x}{5!} t^5 + \ldots\right)
\]
where the numbers in the numerators of the coefficients are certain Stirling numbers.\(^1\)
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\(^1\)The conjectures above seem (imprecisely speaking) to be stating that exponentials of the above type may not be (algebraically) defined in a ring such as \( K_0(A) \otimes \mathbb{Q} \) with available exponentials of the form
\[
    \lambda_t(x) = \exp\left(x \sum (-1)^{n-1} n^{q-1} t^n\right)
\]
for \( q \geq 0 \).