ACCELERATION IN PERPENDICULAR RELATIVISTIC SHOCKS FOR PLASMAS CONSISTING OF LEPTONS AND HADRONS
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ABSTRACT

We investigate the acceleration of light particles in perpendicular shocks for plasmas consisting of a mixture of leptonic and hadronic particles. Starting from the full set of conservation equations for the mixed plasma constituents, we generalize the magnetohydrodynamical jump conditions for a multi-component plasma, including information about the specific adiabatic constants for the different species. The impact of deviations from the standard model of an ideal gas is compared in theory and particle-in-cell simulations, showing that the standard MHD model is a good approximation. The simulations of shocks in electron–positron–ion plasmas are for the first time multi-dimensional, transverse effects are small in this configuration, and one-dimensional (1D) simulations are a good representation if the initial magnetization is chosen high. 1D runs with a mass ratio of 1836 are performed, which identify the Larmor frequency as the dominant frequency that determines the shock physics in mixed component plasmas.

The maximum energy in the non-thermal tail of the particle spectra evolves in time according to a power law $\propto t^{\alpha}$ with $\alpha$ in the range $1/3 < \alpha < 1$, depending on the initial parameters. A connection is made with transport theoretical models by Drury and Gargaté & Spitkovsky, which predict an acceleration time $t_\alpha$ and the theory for small wavelength scattering by Kirk & Reville, which predicts a behavior rather as $\propto t^{-1}$. Furthermore, we compare different magnetic field orientations with $B_0$ inside and out of the plane, observing qualitatively different particle spectra than in pure electron–ion shocks.
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1. INTRODUCTION

Shock acceleration has received considerable attention in recent years, due to the possibility of accelerating charged particles to very high energies. The investigation of shocks in pair plasmas has been motivated by Arons (1983), arguing that these plasma constituents are dominant in some astrophysical scenarios. These scenarios are also convenient for numerical simulations (e.g., Chang et al. 2008; Spitkovsky 2008b; Nishikawa et al. 2009), due to the fact that numerical simulations including heavier particles are more demanding due to the disparity of typical length and time scales. Simulations of electron–ion shocks are mostly performed with a reduced mass ratio (e.g., Hoshino & Shimada 2002; Hededal et al. 2004; Spitkovsky 2008a; Martins et al. 2009; Kato & Takabe 2010). Recently, Haugbolle (2011) studied the full development and relaxation process of an electron–ion shock in a three-dimensional (3D) simulation, using a mass ratio $m_i/m_e = 16$, in a two-dimensional (2D) spatial configuration, and Sironi & Spitkovsky (2011) studied electron–ion shocks for the first time with mass ratios $m_i/m_e = 1000$.

Spitkovsky (2008a) showed that we perform in this paper shows a different picture. The compression ratio is significantly increased in the presence of a heavy particle component, and the shock front propagates at a lower velocity. The results are in good agreement with our analytical derivation of the jump conditions for perpendicular shocks in a multiple species plasma. For this analysis, the only assumption we make is that the downstream density profile is similar for all particle components, which happens after a few $\omega_i^{-1}$, even if the ions have not thermalized yet.

There still exists a gap between analytical acceleration models and numerical simulations or observation data of perpendicular shocks, as very large amplitudes for the magnetic turbulence are needed to enable multiple scatterings of the particles in the shock and to form the observed energy spectra (Arons 2007). Since the acceleration process cannot be explained by a simple model, Arons (2007) suggested a mixture of diffusive Fermi acceleration and an additional acceleration process, where heavy ions play a major role. The latter process provides a mechanism to produce a broad energy range in plasmas, where pairs dominate by number and where ions are energetically dominant, explaining the observed range of optical, X- and $\gamma$-radiation in Pulsar Wind Nebulae, but still the spectra are not all in agreement with observations. A characteristic of pure electron–positron perpendicular shocks is that no evidence has been found for the existence of a non-thermal population (e.g., Langdon et al. 1988; Gallant et al. 1992). This population appears only if the initial magnetic field has an oblique structure (Sironi & Spitkovsky 2009) or in the presence of an ion population (Hoshino et al. 1992; Amato & Arons 2006). In the latter case, Hoshino & Arons (1991) found that the light plasma species gains energy from the heavy species due to the synchrotron maser instability. The gyrating ions emit magnetosonic waves, causing the particle rest mass becomes negligible in comparison with the relativistic mass once the stage of full downstream thermalization has been obtained. This is supported by the fact that both particle components show comparable energy spectra (Martins et al. 2009), and facilitates the comparison with theoretical models, as the standard jump conditions for a single-fluid, derived by Blandford & McKee (1976), can be applied. But this is true only for initially unmagnetized or quasi-parallel shocks. The investigation of strongly magnetized perpendicular shocks...
which are absorbed preferentially by positrons, accelerating them to non-thermal energies. A ratio \( n_{i} m_{i}/n_{e} m_{e} > 10 \) is necessary to achieve efficient acceleration, as demonstrated by Amato & Arons (2006) in a one-dimensional (1D) simulation with \( m_{i}/m_{e} = 100 \). The left-handed orientation of the waves facilitates the energization of the positrons, which is why the electron spectrum in such a configuration was not observed to facilitate the energization of the positrons, which is why the electron, positron, ion, respectively. As the theory is compared with the simulation results in the following section, the calculations are performed in the simulation frame, which coincides with the downstream frame. In this frame, the different species can be treated equally with \( \beta_{12} = v_{12}/c < 0 \) and Lorentz factor \( \gamma_{12} \) and the shock propagates with \( \beta := \beta_{12} = v_{12}/c > 0 \) and its associated Lorentz factor \( \gamma := \gamma_{12} \).

Because of the charge–neutrality condition, the initial upstream densities of positrons and ions sum up to the electron density \( n_{12, e} = n_{12, e^+} + n_{12, p^+} \). The simulations show that the downstream densities of the three species behave similarly after a few \( \omega_{pe}^{-1} \), even if the ions have not thermalized yet, therefore we assume \( n_{12, e}/n_{12, e^+} = n_{12, e^+}/n_{12, p^+} = n_{12, p^+}/n_{12, p^+} \). With these assumptions, the jump conditions can be derived in a similar way as for a single fluid. The detailed derivation of the jump conditions is presented in Appendix A. For the remainder of the paper, we will use the shock speed, as a function of the key parameters, given by

\[
\gamma_{12} \left[ 1 + \beta |\beta_{12}| - \frac{|\beta_{12}|}{\beta \gamma_{12}^2 \sigma} \right] \left[ 1 + \frac{w_3}{w_4} \frac{\Gamma_{e^+}}{\Gamma_{e^-} - 1} - \frac{\beta^2 \gamma_{12}^2}{\gamma_{12} - 1} \right] - \frac{w_3}{w_4} \frac{\Gamma_{e^+}}{\Gamma_{e^-} - 1} - \frac{w_3}{w_4} \frac{\Gamma_{e^+}}{\Gamma_{e^-} - 1} = 0
\]

(1)

and the approximation of Equation (1) for highly relativistic upstream Lorentz factors \( \gamma_{12} \gg 1 \)

\[
\beta^2 (1 + \sigma_1) \left( 1 - \frac{w_3}{w_4} \frac{\Gamma_{e^-}}{\Gamma_{e^-} - 1} \right) + \beta \left[ 1 + \frac{\sigma_1 w_3}{2} \frac{\Gamma_{e^-}}{\Gamma_{e^-} - 1} - \frac{w_3}{\gamma_{12} w_4} \right] \]

\[
- \sigma_1 \left( 1 - \frac{w_3}{2 w_4} \frac{\Gamma_{e^-}}{\Gamma_{e^-} - 1} \right) = 0.
\]

Equation (2) reduces to Equation (16) of Gallant et al. (1992) in the limit of equal downstream spectra, where in Equation (2) it is
important to keep in mind that the effective magnetization \( \sigma_1 = \sigma_{\text{tot}} \), defined in Equation (A7), is considered, containing the contributions of all particle components. The jump conditions are determined by the parameter \( \sigma_1 \), and the downstream adiabatic constant \( \Gamma_{\text{e}} \). The dependence of the shock speed, defined by Equation (2), on the total magnetization and the initial ion to electron kinetic energy fraction \( \frac{m_p n_{12, p_i}}{m_e n_{12, e^-}} \) is demonstrated in Figure 2. For the sake of simplicity, equal particle spectra are chosen with an adiabatic constant \( \Gamma = 5 \) (solid), 1.7 (large dashed), and 1.9 (small dashed), assuming equal particle spectra.

The jump conditions for the density and magnetic field ratios obtained from Equations (A1) and (A2) are equal and given by

\[
\frac{n_2}{n_{12}} = \frac{n_{2, e^-}}{n_{12, e^-}} = 1 + \frac{\beta_{12}}{\beta_0} = \frac{B_2}{B_{12}}.
\]

\[ \text{(3)} \]

2.1. The Role of the Adiabatic Constant in the Shock Properties

One of the objectives of this work is to determine the impact of the real particle distributions on the jump conditions. For this, the downstream adiabatic constants and pressure densities have to be determined from the simulation data. In the previous section, the adiabatic constant has been defined for each species as a relation between the energy, pressure, and spatial densities, which are defined by

\[
e_{i,a} := 2\pi m_a c^2 \int_1^\infty \gamma^2 f_{i,a}(\gamma)\ d\gamma
\]

\[ \text{(4)} \]

\[
p_{i,a} := \pi m_a c^2 \int_1^\infty \gamma^2 \gamma f_{i,a}(\gamma)\ d\gamma
\]

\[ \text{(5)} \]

\[
n_{i,a} := 2\pi \int_1^\infty \gamma f_{i,a}(\gamma)\ d\gamma
\]

\[ \text{(6)} \]

in a 2D geometry. After the particle distribution has been determined from the simulation data, the pressure densities and adiabatic constants \( \Gamma_{\text{e}} = 1 + p_{2,a}/(e_{2,a} - n_{2,a} m_a c^2) \) can be determined. The distribution functions are found to be fitted well by a Maxwellian for low energies plus a high-energy power-law tail and an exponential cutoff (e.g., Spitkovsky 2008b)

\[
f(\gamma) = \gamma^{-1} \frac{\partial n}{\partial \gamma} = C_1 [\exp(-\gamma/\Delta\gamma] + C_2\gamma^{-(1+\alpha)} \min \{1, \exp(\gamma - \gamma_{\text{cut}})/\Delta\gamma_{\text{cut}}]\}
\]

\[ \text{(7)} \]

with \( C_2 = 0 \) for \( \gamma < \gamma_{\text{min}} \). An analytical expression of the densities (4)–(6) is provided in Stockem et al. (2011). A parameter study of Equation (2) is presented in Figure 3 showing the variation of the shock speed with the downstream adiabatic constant for a particular initial magnetization. If the magnetic field is strong, then the impact of the change in the adiabatic constant, which is determined by the shape of the distribution function, is low, unlike what has been observed for unmagnetized scenarios in Stockem et al. (2011). In the unmagnetized case, the deviation in the shock speed will be 20%, whereas it is just 12% for \( \sigma_1 = 0.2 \) or 5% for \( \sigma_1 = 1 \).

3. SIMULATIONS OF HIGHLY MAGNETIZED PERPENDICULAR SHOCKS

To study the effect of mixed plasma components on the jump conditions and to test the theory developed in the previous section, we use 1D and 2D particle-in-cell (PIC) simulations, which we perform with the kinetic PIC code OSIRIS (Fonseca et al. 2002, 2008). We have found that the setup described in Figure 1 is more appropriate for the numerical study of these shocks, since it avoids boundary condition issues. In this work, we employ a setup reproducing the model of Figure 1, using two counterstreaming beams, so that two shocks are formed, propagating in opposite directions, away from the interaction region. The background magnetic field is constant in time and changes its sign according to the sign of the upstream velocities \( \pm \beta_{12} \) of the opposite beams. The motional electric
Table 1
Simulation Parameters

| \( \sigma_1 \) | \( m_p \) | \( m_e \) | \( n_{12,p} \) | \( n_{12,e} \) | \( U_p/U_e \) | \( L_x \) [c/\( \omega_{pe} \)] | \( L_y \) [c/\( \omega_{pe} \)] | \( T_{\max} \) [\( \omega_{pe}^{-1} \)] |
|---|---|---|---|---|---|---|---|---|
| - | 0.145 | 60 | 0.2 | 12.0 | 1163 | 5.42 | 894 |
| | 0.145 | 17.9 | 0.7 | 12.5 | 2175 | 5.53 | 1673 |
| - | 0.345 | 20 | 0.2 | 4.0 | 1163 | 3.13 | 894 |
| - | 0.345 | 6.4 | 0.7 | 4.5 | 2175 | 6.64 | 1673 |

field \( \mathbf{E}_{12} = -\beta_{12} \times \mathbf{B}_{12} \) is thus constant over the entire simulation box. Because of the symmetry of the formation of the two shocks, we limit our discussions to the right-hand side of the simulation box (see Figure 1).

3.1 Varying the Ion Kinetic Energy for a Constant Magnetization

By adjusting the ion mass and density ratios, different ion kinetic energy ratios \( U_p/U_e = n_{12,p}/n_{12,e} \) can lead to the same total magnetization \( \sigma_1 = \sigma_e/[2 + (m_p/m_e - 1)n_{12,p}/n_{12,e}] \), with the same jump conditions in the standard MHD model. In this section, we discuss the differences in the spectra and their effects on the jump conditions. Due to the constraint \( 0 \leq n_{12,p}/n_{12,e} \leq 1 \), the difference between the lowest and largest value of the ion kinetic energy ratio for constant \( \sigma_1 \) and \( \sigma_e \) is limited to \( \Delta(U_p/U_e) = 1 \). The total magnetization is chosen high enough (\( \sigma_1 > 10^{-3} \)) to suppress the Weibel instability, so that it can be excluded as the dominant driver for shock formation. A discussion of the role of the Weibel instability in baryon-loaded plasmas is presented in Fiore et al. (2006).

We performed two sets of simulations for magnetizations \( \sigma_1 = 0.345 \) with ion kinetic energy ratios \( U_p/U_e = 4.0 \) and 4.5 and \( \sigma_1 = 0.145 \) with \( U_p/U_e = 12.0 \) and 12.5. The details are given in Table 1. Global parameters are the time step \( \Delta t = 0.2214 \omega_{pe}^{-1} = 3.9 \text{ ps} \times \sqrt{n_{12,e}^{-1} \text{[m}^{-3}]} \) with electron plasma frequency \( \omega_{pe} = \sqrt{4\pi n_{12,e}^{-1} e^2/m_e} = 5.64 \times 10^9 \text{ s}^{-1} \times \sqrt{n_{12,e}^{-1} \text{[m}^{-3}]} \), the cell size \( \Delta x = \Delta y = 0.44 \text{ c/}[\omega_{pe} = 2.34 \text{ m/} \sqrt{n_{12,e}^{-1} \text{[m}^{-3}]}, \) with 3 \times 3 particles per cell and species, and the magnetic field amplitude \( |\mathbf{B}_{12}| = 8.94 m_c \sqrt{\omega_{pe} e/ \epsilon} = 2.9 \text{ mT} \times \sqrt{n_{12,e}^{-1} \text{[m}^{-3}]} \). The relativistic ion Larmor radius is defined as \( r_{li} \approx c/\omega_{ci} = m_p c^2 \gamma_{12} / (e |\mathbf{B}_{12}|) = 1.9 \text{ km} \times (m_p/m_e) / \sqrt{n_{12,e}^{-1} \text{[m}^{-3}]} \). Particles are symmetrically injected from both sides of the 2D simulation box.

3.1.1. Analysis of the Particle Spectra

The comparison of the particle spectra is done at the same time in units of \( \omega_{ci}^{-1} = 6.3 \times 10^5 \text{ s}^{-1} \times (m_p/m_e)/\sqrt{n_{12,e}^{-1} \text{[m}^{-3}]} \). Figure 4 shows the spectra at \( t = 654 \omega_{ci}^{-1} \). The electron spectra do not differ much from a thermal distribution, as well as the ion spectra, which have just thermalized, whereas the positron non-thermal tail is strong. A scaling of the maximum \( \gamma \) with the ion to electron mass ratio is apparent. For the density ratio \( n_{12,p}/n_{12,e} = 0.7 \), the peak of the positron tail almost reaches the same level as the maximum of the thermal bulk and it is two orders of magnitude lower for \( n_{12,p}/n_{12,e} = 0.2 \). The comparison of the distributions of the different species in Figure 4(d) shows that the electron tail is much weaker than the positron tail. The ion spectrum has a completely different shape from the light species, which was also observed in the case of a pure electron–ion shock with high initial magnetization (Sironi & Spitkovsky 2011).

The spectra are fitted with functions of the form given in Equation (7), with the parameters listed in Table 4 in Appendix B, and used to calculate the jump conditions according to Equations (2) and (3). In order to determine the adiabatic constant systematically, we also integrate the spectra numerically, with a deviation of the order of less than 0.1% deviation from the analytical result. The jump conditions are determined with the standard MHD model (S-MHD), where the adiabatic constant is 3/2, and compared to the advanced model (A-MHD) given by Equations (2) and (3). The comparison with the simulation data is given in Table 2. By plotting the transversely averaged density against \( x_1 \) and \( t \), the velocity of the moving shock front is measured, which is almost perfectly constant after a few hundreds of \( \omega_{pe}^{-1} \). To determine the density jump, the density was averaged over the full downstream region. This value is also constant during the entire shock evolution.

From Table 2, we see that the A-MHD model fits the simulation data better than the standard model, although the variations are only on the 1% level. The dependence of the shock speed on the magnetization \( \sigma_1 \) and ion kinetic energy \( U_p/U_e \) is in agreement with Figure 2. The variations for a constant total magnetization \( \sigma_1 \) and different energy ratios are rather small, but also here the trend toward higher density compression ratios and lower shock speeds for increasing ion kinetic energy ratio \( U_p/U_e \) is clearly recognizable.

3.1.2. Long-time Evolution of Acceleration in Mixed Shock Plasmas

We also studied the temporal evolution of the adiabatic constant by integrating the spectra. The adiabatic constant of the positron spectrum initially decreases rapidly and is constant after a few \( \omega_{pe}^{-1} \). The adiabatic constant of the electron spectrum increases first and then slowly drops toward the lower limit 3/2 of an ideal 2D gas. The ion constant seems to follow the same trend, and at the end of our simulations it is still in the increasing stage.

Figures 5(a)–(c) show the temporal evolution of the maximum gamma of the non-thermal tail which finally determines the changes in the adiabatic constant. We find that the maximum energy scales like \( \gamma_{\text{max}} \propto (t-t_0)^{\beta} \), with the values for \( \alpha \) varying between \( \approx 1/3 \) and 1, as shown in Table 3. The positron energy

Table 2
Downstream Parameters Measured from Simulation Data and Comparison of Density Compression and Shock Speed with Theory (A-MHD), Obtained from Equations (1) and (3), and Standard MHD Theory (S-MHD) in Brackets

| \( \sigma_1 \) | \( U_p/U_e \) | \( \Gamma_{e-} \) | \( \Gamma_{e+} \) | \( \Gamma_{p+} \) | \( \Gamma_{p+} \) | \( n_{12,e}^{-1} \) | \( n_{12,e}^{-1} \) | \( \beta \) | \( \beta \) |
|---|---|---|---|---|---|---|---|---|---|
| 0.145 | 12.0 | 1.506 | 1.502 | 1.521 | 2.700 | 2.697 | (2.736) | 0.59 | 0.598 | (0.576) |
| 0.145 | 12.5 | 1.505 | 1.502 | 1.520 | 2.709 | 2.712 | (2.736) | 0.58 | 0.584 | (0.576) |
| 0.345 | 4.0 | 1.510 | 1.506 | 1.520 | 2.506 | 2.508 | (2.531) | 0.66 | 0.663 | (0.653) |
| 0.345 | 4.5 | 1.509 | 1.504 | 1.519 | 2.510 | 2.515 | (2.531) | 0.66 | 0.660 | (0.653) |
Figure 4. Electron (a), positron (b), and ion (c) downstream spectra. Color codings are given in Table 1. (d) Comparison of electron (blue), positron (red), and ion (orange) spectra vs. $\gamma m_a/m_i$ with $m_a/m_i$ the mass of the respective species normalized by the ion mass for $\sigma_1 = 0.145$ and $m_i/m_e = 60$. All spectra are plotted at $t = 654 \omega^{-1}$. (A color version of this figure is available in the online journal.)

Table 3

| $\sigma$ | $U_p/U_e$ | $n_{12,p}\rho_s$ | $m_p/m_e$ | $\alpha_{e-}$ | $\alpha_{e+}$ |
|----------|-----------|-----------------|-----------|---------------|---------------|
| ×        | 0.14      | 12.0            | 0.2       | 60            | 0.64          | 0.95          |
| +        | 0.14      | 12.5            | 0.7       | 17.9          | 0.54          | 0.50          |
| ×        | 0.34      | 4.0             | 0.2       | 20            | 0.34          | 0.52          |
| +        | 0.34      | 4.5             | 0.7       | 6.4           | 0.29          | 0.32          |

$\alpha$ Measured from the Simulations According to $\gamma_{\text{max}} \propto (t - t_0)^{\alpha}$

$\alpha$ increases faster than the electron energy, which is in agreement with the preferred energy transfer due to the synchrotron maser instability. We observe a scaling with the ion mass ratio rather than with the kinetic energy ratio. For a pure electron–ion shock in the unmagnetized case, a $\alpha = 0.6$ has been observed (F. Fiuza et al. 2011, in preparation). The range of values for $\alpha$ obtained here are consistent with acceleration due to multiple scattering in small wavelength turbulence (determined by the collisionless length/time scales) as predicted by Kirk & Reville (2010).

According to Kirk & Reville (2010), in the case of small-angle scattering the mean free path, $\lambda$, is rather proportional to $\gamma^2$, as well as the spatial diffusion coefficient, and therefore the maximum energy is expected to evolve as $t^{1/2}$ in the limit $\gamma \gg 1$.

After $t \gtrsim 200 \omega_p^{-1}$, the maximum positron energy stays almost constant ($\alpha < 0.1$). Sironi & Spitkovsky (2011) analyzed the acceleration mechanisms in pure electron–ion plasmas in an oblique magnetic field with magnetization $\sigma_1 = 0.1$ and angle $\theta = 75^\circ$ to the longitudinal component for a mass ratio of $m_p/m_e = 16$ and found the synchrotron maser instability to be the dominant process in such a configuration. The transverse electromagnetic wave modes affect mostly the electrons, which leads to a decrease of their longitudinal momentum, whereas the heavy ions propagate almost with the initial momentum. The electrons are accelerated toward the shock by the induced
as their energy is small compared to the energy of the positive species.

Furthermore, Sironi & Spitkovsky (2011) observed a decrease of the electron tail to a thermal spectrum for $t_\omega > 7000$ for the above mentioned setup. We have not seen any indication of such a decrease as even the positron spectrum remains almost constant. The detailed analysis of the long-term evolution and the influence of the field structure on the acceleration rate for these scenarios will be discussed in a future work.

### 3.2. Decreasing the Initial Magnetic Field

We have performed a series of simulations with lower magnetizations than in the previous section in order to test the model for the jump conditions over a wide parameter range and compare them briefly to the case of a pure electron–positron plasma. The magnetic and electric fields are the same as in the previous setup. The 2D simulation box consists of $5000 c/\omega_{pe} \times 50 c/\omega_{pe}$ with cell size $0.2 c/\omega_{pe}$ and 6 particles per cell and species. We also did tests with up to 25 particles per cell, showing negligible differences. The two beams interact at $x_1 = 300 c/\omega_{pe}$, which allows us to fully resolve the shock dynamics, but also to reduce the box size. The time step is again chosen as $\Delta t = 1/\sqrt{2}$ of the Courant condition in order to reduce simulation noise. In the run with $m_p/m_e = 100$, the interaction region is shifted to $x_1 = 1750 c/\omega_{pe}$, and the simulation box is increased to $10^4 c/\omega_{pe}$ in propagation direction and the total simulation time is $1.2 \times 10^4 c/\omega_{pe}$. The different species configurations can be taken from Table 5 in Appendix B.

#### 3.2.1. Varying the Ion Fraction

In the case of a pure pair plasma, the electron and positron densities are nearly identical and show almost no spatial variation in the downstream. Only very weak filaments appear in the upstream region, which is an indication that the Weibel instability is almost completely suppressed. It is interesting to see that a magnetic precursor also exists ahead of the shock in the highly magnetized case. The phase spaces show a sharp transition between the downstream and the upstream region, also recognizable in the spatial density, which has been found to be a characteristic of superluminal shocks (Sironi & Spitkovsky 2011). The pair spectrum shows no evidence of a non-thermal tail and can be best fitted with $f(\gamma) = C \exp(-\gamma/\Delta \gamma)$ with $\Delta \gamma = 17$.

Moving from pure pair plasmas to mixed configurations, we observe that the shock speed is decreased and the density compression ratio increased if the ion to electron mass ratio is increased, demonstrated in Figure 6 for a density ratio $n_{12,pe}/n_{12,e-} = 0.2$, which is in very good agreement with theory. The same behavior is found if the mass ratio is fixed and the density ratio is increased. The heavier ions cross the interaction region over a few electron skin depths, but soon they are reflected and the left-hand and right-hand populations are well-separated from each other. For demonstration purposes, the densities have been normalized to the upstream densities of each species, $n_{2,a}/n_{12,a}$, showing that all three particle components behave similarly. The 2D density profiles reveal a weak filamentary structure for electrons and positrons, like in the case of the pair plasma, which is not apparent in the ion density. Similarly to the unmagnetized case in Stockem et al. (2011), the jump conditions only weakly depend on the real shape of the downstream spectra, and the jump conditions in Table 5 are in

---

**Figure 5.** Maximum energy evolution for electrons (a), positrons (b), and ions (c) with fits to a power law of the type $\gamma_{\text{max}} \propto (t - t_0)^\gamma$ in (a) and (b) for electrons and positrons. The positron energies have been fitted with two power laws. The index for low $\gamma$ is given in Table 3 together with the color codes. The index of the power law for $t > 200 \omega_{pi}^{-1}$ is less than 0.1. (d) The evolution of the downstream electric field normalized to the initial upstream field averaged over the entire downstream region (black), in the far downstream (red) and in the shock front region (blue) over a range of $100 c/\omega_{pe}$ with exponentially decreasing fits.

(A color version of this figure is available in the online journal.)
good agreement with the theoretical model. The standard MHD model is a good approximation. Only at lower magnetizations do we observe a stronger deviation from the simple model, in agreement with Figure 3. We observe that the final compression is a good approximation. Only at lower magnetizations where the oscillations present in the mixed component scenario, as previously observed in a 1D setup by Hoshino et al. (1992).

Because electrons and positrons are frozen into the field, the ion density oscillates with the same frequency and a phase slip of 180◦, reaching maximum density when the pair density is minimum.

We observe that if the mass ratio is increased, then the electron mass ratio is further increased to a realistic proton to electron mass ratio $m_p/m_e = 1836$, and the total magnetization is decreased to the limit $\sigma \approx 10^{-3}$, where the Weibel instability starts to become important (Spitkovsky 2005). Since the shock formation is determined by the proton cyclotron timescale $\omega_{cp}^{-1}$, we can study this process in detail. On the one hand, the reduced geometry was chosen due to limited computational resources, on the other hand, Weibel modes are suppressed and can be excluded as the shock driving mechanism. Although we are slightly above the threshold, we are aware that 2D effects might become important and plan to investigate their role in future work.

Because of the large proton Larmor radius $r_{Lp} = 8200 \, c/\omega_{pe}$ for initial electron magnetization $\sigma_e = 2$, we increase the 1D box to $4 \times 10^4 \, c/\omega_{pe}$ with a cell size $\Delta x_1 = 0.25 \, c/\omega_{pe}$, using 64 particles per cell and species. The interaction point of the counterpropagating beams is fixed at $x_1 = 10^4 \, c/\omega_{pe}$ and the total simulation time is $4 \times 10^4 \, \omega_{pe}^{-1} = 4.87 \, \omega_{cp}^{-1}$ with the proton cyclotron timescale $\omega_{cp}^{-1} \approx r_{Lp}^{-1}/c$. In this case, the density ratios $n_{12,ps}/n_{12,e-} = 0.2, 0.6, 1$ are investigated.

The runs with a realistic mass ratio show a highly dynamic structure in the beginning, which appears to be almost independent of the initial ion fraction. Figure 8 shows the electron density for the case $n_{12,ps}/n_{12,e-} = 0.6$ against $x_1$ and $t$ which allows the determination of the shock velocity $\beta = x_1/t$. Three
Figure 7. 2D (a) and 1D (b) downstream distributions at $t \omega_{pe} = 3800$ for positrons (red), electrons (blue), and ions (orange) with $m_p/m_e = 20$ and $n_{12,ps}/n_{12,e-} = 0.6$ and Maxwellian fit to the 2D data in black. (A color version of this figure is available in the online journal.)

Figure 8. Electron density $n_{2,e-}/n_{12,e-}$ (a) and electron-to-proton density ratio $[n_{2,e-}/n_{12,e-}]/[n_{2,ps}/n_{12,ps}]$ (b) for realistic mass ratio $m_p/m_e = 1836$ and $n_{12,ps}/n_{12,e-} = 0.6$. The dashed lines indicate $x_1/t = 0.49$. (A color version of this figure is available in the online journal.)

The observed evolution of the shock speed is due to the involved dynamics of the different species. The electrostatic fields, which also appear in pure electron–ion shocks because of the different inertia, are only partially balanced, due to the presence of a light positive species. A precursor of electrons and positrons exists in front of the shock and the deceleration and acceleration of the light species resembles the crossing of the shock front in the Fermi acceleration process, which can enhance the acceleration of particles in mixed plasmas.
Figure 9. Electron (blue), positron (red), and proton (orange) distributions vs. $\gamma m_a/m_p$ with $m_a/m_p$ the mass of the respective species normalized by the proton mass. The spectra have been averaged over the entire downstream region at $t\omega_{pe} = 4 \times 10^4$. The initial density ratios are $n_{12,p+}/n_{12,e-} = 0.2$ (a), 0.6 (b) and 1 (c). (A color version of this figure is available in the online journal.)

In the other cases, $n_{12,p+}/n_{12,e-} = 0.2$ and 1, we observe a similar qualitative behavior with the appearance of three temporal stages. In all three cases, the electron spectra show only weak non-thermal acceleration and deviate most from a thermal spectrum for a low proton to electron density ratio (see Figure 9(a)), but the spread $\Delta \gamma$ of the peak energy of the thermal bulk increases with $n_{12,p+}/n_{12,e-}$, as can be seen in Figures 9(a)–(c), and the highest tail energies are achieved in the case of a pure electron–proton plasma (see Figure 9(c)). The maximum positron energy is independent of the proton fraction, but here we also observe an increase in the bulk spread. The proton spectra do not show evidence of non-thermal particle acceleration which is consistent with the results of Sironi & Spitkovsky (2011).

3.3. Magnetic Field in the Plane

We performed simulations with the upstream magnetic field in the plane for the total magnetization $\sigma_1 = 0.145$ and ion density ratio $n_{12,p+}/n_{12,e-} = 0.7$. We compare the cases $\theta = 90^\circ$, 45$^\circ$, 0$^\circ$ where $\theta$ is the angle between the magnetic field and the longitudinal direction. The dominant acceleration process is determined by the magnetic field orientation, which was classified by Sironi & Spitkovsky (2011) into subluminal $\theta < \theta_{crit} \approx 34^\circ$ and superluminal shocks $\theta > \theta_{crit}$. Accordingly, particles gain energy in subluminal shocks by non-resonant interactions with Bell’s waves and are efficiently accelerated while bouncing back and forth across the shock. In superluminal shocks, if ions are present, the synchrotron maser waves transfer energy to the electrons. Sironi & Spitkovsky (2011) observed a short power-law tail stemming rather from heating than acceleration.

Our results are in agreement with these findings for the electrons. At the end of the simulation, at $t\omega_{pe} = 6000$, the electron spectra show no sign of non-thermal acceleration if the magnetic field is superluminal, see Figure 10. In the subluminal case, the highest energies are achieved, which reach the level of that of the positrons. However, the positrons show a different behavior. The maximum positron energy is the same in all three runs, with the strongest tail (=higher fraction of energy in the non-thermal particles) in the case of the perpendicular shock.

The ion spectra reach the same maximum kinetic energy as the positrons. The shape of the particle distributions varies much more than for the other components and resembles a thermal distribution only in the case of a perpendicular initial
magnetic field. For the cases with a parallel component, the spectra become narrow, rather like a 3D-Maxwellian as it was observed for superluminal shocks also in Sironi & Spitkovsky (2011).

4. DISCUSSION

We have investigated the shock generation in plasmas consisting of electrons, positrons, and protons for different perpendicular upstream magnetic fields. The standard one-fluid jump conditions have been extended for a multi-component plasma and the real shape of the downstream particle distributions has been taken into account. The calculations predict a decrease of the shock speed if either the mass ratio or the upstream ion fraction are increased. The higher the upstream magnetization, the less important become the effects of the real particle distribution. If the deviations from a Maxwellian are low, or if the magnetization is high enough, then for a highly relativistic upstream the shock speed is determined by a simple second-order equation, which depends only on the effective upstream magnetization.

Simulations of shocks in mixed plasmas have been performed for a constant total magnetization with different initial ion kinetic energies and compared with our advanced theoretical model. The shock has been launched by injecting two counter-propagating beams from each side of the 2D simulation box. Whereas, the standard model predicts the same jump conditions independent of the ion kinetic energy, the advanced model fits better and predicts the increase in the compression ratio and decrease of the shock speed for increasing ion kinetic energy. Nevertheless, the differences are on the 1% level only.

The evolution of the maximum energy was found to be a power law with a power $1/3 < \alpha < 1$, which depends on the initial parameters, but clearly indicates that the acceleration process is slower than the usually considered Bohm diffusion and is consistent with scattering off small-scale magnetic fluctuations. The non-thermal tail of the positrons was found to be constant after $t\omega_{pi}^{-1} \approx 200$, which coincides with the thermalization of the ions.

The theoretical model has been tested for a wide range of parameters, showing a good agreement between simulation and theory, but a weak dependence on the actual shape of the spectra. If the ion fraction is increased, then the evolution of the density is similar in all components on timescales of the inverse ion cyclotron frequency. During this transition phase, the light particles run ahead of the heavy ion species.

Figure 10. (a) Electron, (b) positron, and (c) ion distributions for $t\omega_{pe} = 6000$ and angle between upstream magnetic field and longitudinal direction $\theta = 90^\circ$ (blue), $\theta = 45^\circ$ (green), and $\theta = 0^\circ$ (brown).

(A color version of this figure is available in the online journal.)
undergoing an oscillation along the shock propagation direction. This separation of the species has been observed for a mixed plasma even in the case of no initial magnetization, whereas in a pure electron–ion plasma both species are always perfectly matched right from the beginning of the shock formation like in the case of a pure pair plasma.

We observed that 2D effects become more important if the total magnetization is low due to the increased Larmor radius. Nevertheless, transverse spatial dependences were found to be low and the particle spectra are similar.
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APPENDIX A

DERIVATION OF THE JUMP CONDITIONS

The purpose of this section is to derive an expression for the shock speed in terms of known upstream quantities, with which the jump conditions for a scenario described in Figure 1 can be determined. The following calculations are based on the conservation equations for a single fluid in the paper by Kennel & Coroniti (1984), which are expressed in the shock frame, where upstream and downstream components both propagate perpendicular to the shock front. The magnetic field is oriented perpendicular to the shock front, as well as to the propagation direction of the particles, as demonstrated in Figure 1. The conservation equations in the shock frame for multiple species are thus given by

\[
\begin{align*}
\sigma_i u_i = n_{i,a} u_{i,a} \\
\beta_i B_{i} = \beta_{2,a} B_{2,a}
\end{align*}
\]  

\[\beta_i u_{i,a}^2 \frac{\sigma_i u_i}{4\pi} \sum_a n_{i,a} \mu_{i,a} + \frac{\beta_i B_{i}}{4\pi} \beta_{2,a} B_{2,a}^2 \]  

\[u_{i,a}^2 \sum_a n_{i,a} \mu_{i,a} + \sum_a p_{i,a} + \frac{B_{i}}{8\pi} = u_{2,a}^2 \sum_a n_{i,a} \mu_{i,a} \]  

with proper velocity \( u_{i,a} = \beta_{i,a} \gamma_{i,a} \), perpendicular magnetic field component \( B_{i,a} \), specific enthalpy \( \mu_{i,a} = m_a c^2 (e_{i,a} + p_{i,a}) / n_{i,a} \), rest frame energy density \( e_{i,a} \), and pressure density \( p_{i,a} \). In the following, we assume a cold upstream with \( p_{i,a} = e_{i,a} = 0 \). Similar to the case of a single fluid, a downstream adiabatic constant \( \Gamma_a \) can be defined for each species by the pressure-energy relation

\[ p_{i,a} = (\Gamma_a - 1)(e_{i,a} - n_{i,a} m_a c^2)^2. \]

Thus, the sum

\[
\sum_a n_{i,a} \mu_{i,a} = \frac{\sum_a n_{i,a}}{1 + \Gamma_a} \left\{ m_a c^2 + \frac{\Gamma_a}{\Gamma_a - 1} p_{i,a} \right\}
\]

can be expressed by

\[
\sum_a n_{i,a} \mu_{i,a} = n_{1,a} m_{1,e} c^2 + \frac{\Gamma_1}{\Gamma_1 - 1} w_{1,e}^2 - w_{1,e}^2 \]

where \( w_{1,e} \) is the rest frame energy density and \( \beta_{1,e} = \gamma_{1,e} \gamma_{2,e} \). In the shock frame, the total upstream quantities are given by

\[
\sum_a n_{i,a} \mu_{i,a} = \frac{\sum_a n_{i,a}}{1 + \Gamma_a} \left\{ m_a c^2 + \frac{\Gamma_a}{\Gamma_a - 1} p_{i,a} \right\}
\]

can be expressed by

\[
\sum_a n_{i,a} \mu_{i,a} = n_{1,a} m_{1,e} c^2 + \frac{\Gamma_1}{\Gamma_1 - 1} w_{1,e}^2 - w_{1,e}^2 \]

with \( w_{1,e} \) the rest frame energy density of species \( e \) and \( \beta_{1,e} \). In the shock frame, the total upstream quantities are given by

\[
\sum_a n_{i,a} \mu_{i,a} = \frac{\sum_a n_{i,a}}{1 + \Gamma_a} \left\{ m_a c^2 + \frac{\Gamma_a}{\Gamma_a - 1} p_{i,a} \right\}
\]

can be expressed by

\[
\sum_a n_{i,a} \mu_{i,a} = n_{1,a} m_{1,e} c^2 + \frac{\Gamma_1}{\Gamma_1 - 1} w_{1,e}^2 - w_{1,e}^2 \]

with \( w_{1,e} \) the rest frame energy density of species \( e \) and \( \beta_{1,e} \). In the shock frame, the total upstream quantities are given by

\[
\sum_a n_{i,a} \mu_{i,a} = \frac{\sum_a n_{i,a}}{1 + \Gamma_a} \left\{ m_a c^2 + \frac{\Gamma_a}{\Gamma_a - 1} p_{i,a} \right\}
\]

can be expressed by

\[
\sum_a n_{i,a} \mu_{i,a} = n_{1,a} m_{1,e} c^2 + \frac{\Gamma_1}{\Gamma_1 - 1} w_{1,e}^2 - w_{1,e}^2 \]

with \( w_{1,e} \) the rest frame energy density of species \( e \) and \( \beta_{1,e} \). In the shock frame, the total upstream quantities are given by

\[
\sum_a n_{i,a} \mu_{i,a} = \frac{\sum_a n_{i,a}}{1 + \Gamma_a} \left\{ m_a c^2 + \frac{\Gamma_a}{\Gamma_a - 1} p_{i,a} \right\}
\]
Table 5
Downstream Parameters Measured from Simulation Data and Comparison of Density Compression and Shock Speed with Theory in Brackets, Obtained from Equations (1) and (3)

$$\begin{array}{cccccccccc}
\frac{m_p}{m_e} & n_{12, p+}^{+} & \sigma_1 & U_p / U_e & \Gamma_{e-} & \Gamma_{e+} & \Gamma_{p+} & \frac{n_{2, e-}^{+}}{n_{12, e-}} & A-MHD & S-MHD \\
1 & 0 & 0 & 1.51 & 1.51 & \ldots & 2.3 & 2.28 (2.27) & 0.78 & 0.78 (0.78) \\
20 & 0.2 & 0.3445 & 4 & 1.51 & 1.50 & 1.88 & 2.5 & 2.52 (2.51) & 0.67 & 0.66 (0.66) \\
0.6 & 0.1491 & 12 & 1.51 & 1.50 & 1.78 & 2.7 & 2.73 (2.70) & 0.59 & 0.58 (0.59) \\
1.0 & 0.0951 & 20 & 1.50 & \ldots & 1.78 & 2.8 & 2.81 (2.78) & 0.56 & 0.55 (0.56) \\
100 & 0.2 & 0.0917 & 20 & 1.50 & 1.50 & 1.99 & 2.8 & 2.82 (2.79) & 0.55 & 0.55 (0.56) \\
0.6 & 0.0325 & 60 & 1.50 & 1.50 & 2.00 & 3.0 & 2.95 (2.91) & 0.51 & 0.51 (0.52) \\
1.0 & 0.0198 & 100 & 1.50 & \ldots & 1.94 & 3.1 & 2.99 (2.94) & 0.50 & 0.50 (0.51) \\
1836 & 0.2 & 0.0054 & 367 & 1.50 & 1.50 & 1.52 & 3.2 & 3.03 (2.98) & 0.5 & 0.49 (0.50) \\
0.6 & 0.0018 & 1102 & 1.50 & 1.50 & 1.52 & 3.2 & 3.04 (2.99) & 0.5 & 0.49 (0.50) \\
1.0 & 0.0011 & 1836 & 1.50 & \ldots & 1.52 & 3.1 & 3.05 (3.00) & 0.5 & 0.49 (0.50) \\
\end{array}$$

$\beta^2 (1 + \sigma_1) \left(1 - \frac{w_3}{w_4} \frac{\Gamma_e^-}{\Gamma_e^+ - 1}\right) + \beta \left[\frac{\sigma_1 w_3}{2 w_4} \frac{\Gamma_e^-}{\Gamma_e^+ - 1} - \frac{1}{\gamma_{12} w_4}\right] - \sigma_1 \left(1 - \frac{w_3}{2w_4} \frac{\Gamma_e^-}{\Gamma_e^- - 1}\right) = 0. \quad (A9)$

**APPENDIX B**

**TABLES**

The particle spectra in Figure 4 have been fitted with a Maxwellian bulk and a non-thermal tail for high energies according to Equation (7). The fitting parameters are given in Table 4. Table 5 gives an overview of the shock jump conditions measured from the simulation data, which are compared with the standard MHD-model (Blandford & McKee 1976) and our advanced model obtained from Equations (1) and (3).
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