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Abstract: This paper aims to develop an innovative sensorless control approach for a five-phase induction motor (IM) drive. The operation principle of the sensorless scheme is based on the sliding mode theory, within which a sliding mode observer (SMO) estimates the speed and rotor resistance simultaneously. The operation methodology of the proposed control technique is formulated using the mathematical model of the machine and the two-time-scale approach. The observation technique offers a simple and robust solution of speed and rotor resistance estimation for the sensorless control approach of the multiphase drive. The paper considers the five-phase induction motor (IM) as a case study; however, the proposed control algorithm can be employed by different types of multiphase machines. To test the applicability of the proposed sensorless control approach, the drive performance is firstly validated using MATLAB/Simulink-based simulation. Then, the simulation results are verified using real-time simulation and experimentally using TMS320C32 DSP-based control board. The obtained results confirm and validate the ability of the proposed control procedure in achieving a robust dynamic performance of the drive against the system uncertainties such as parameter variation.
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1. Introduction

The segmentation of the power in the multiphase system tends to limit the voltages and currents amplitudes that are applied to the individual phases. It is recommended to size the current of power inverters’ legs because this helps in reducing the size of components while eliminating the problems caused by their association in parallel [1–4]. For a given power rate, when increasing the number of phases, the phase current decreases without increasing the voltage per phase (or vice versa). The total power is then distributed over a greater number of phases; and consequently, the power required by each of them is reduced. Thus, the machine can be supplied by a power inverter that can be constructed by a lower-class of power components that are capable of operating at higher switching
frequencies. This allows the minimization of current and torque ripples. The power segmentation is the advantage of the multiphase machine that is considered the most desired requirement nowadays, especially for high power applications.

High-performance control of induction motors requires precise knowledge of the rotor position. This information can be provided by mechanical sensors, i.e., dynamo tachometer, digital incremental encoder, etc. However, using mechanical sensors introduces several drawbacks. These drawbacks include the increase of the volume, the overall cost of the system, and also the reduction of the system reliability. In addition, mechanical sensors require a stub shaft to be used with it [5–10]. For all these reasons, it is interesting to eliminate the sensors. Recently, the operation without a mechanical speed sensor (sensorless) of induction motors has become one of the main attractions of interest for researchers and industrialists. They can be subdivided into two different families of strategies: the first is concerned with estimating the speed without using the machine model. These strategies have been articulated in the extraction and analysis of harmonics in the rotor slots and injecting a high frequency signal. The second method is based on observing the speed using the machine model. In this type, the design of observers is mainly articulated on the IM model and thus the observer is considered as a mirror to the machine model. In literature, many speed sensorless techniques have been proposed. The essential ones are the Extended Kalman filter [11–21], the adaptive reference model (MRAS) [22–24], the Luenberger observer [25–28], the high gain observer [29], the sliding mode observer [30–33], and the backstepping observer [34–37]. The dominance of a particular method articulates mainly on the accuracy of speed estimation. For example, the model dependent estimation techniques are defined by its simplicity. However, the sensitivity to the system uncertainties is considered the dominant problem of these observers. The resistances of stator and rotor windings are playing a vital role during the estimation and for this reason; their values must be identified accurately to achieve precise speed estimation [38]. Indeed, estimation of speed without model requires an analysis of the spectrum to increase the speed control band. Therefore, the program becomes complex and requires more time for execution. The simplicity and effectiveness of the observers based on the model becomes an open subject for several researchers.

Currently, flux-oriented control of IM drives is extensively used in the applications which required high performance. Nonetheless, the drive performance is negatively affected when the parameters are varied. The performances of the controller and observer are immediately downgraded in the existence of these uncertainties. Notably, the behavior of the control system is highly attentive to the state estimator. In order to manage these uncertainties, the online parameter identification has to be considered. An adaptive or robust conception strategy can be used for designing either the estimator and/or the controller schemes. To this consideration, in [39–41], both the rotor and stator resistances are estimated online involving neural networks, two extended Kalman filters, and modified extended Kalman filter, respectively. Although in [42], only stator resistance is estimated using an extended Kalman filter. The majority of these studies have guaranteed that the resistances of the rotor and stator coils and also the mutual inductances are obtainable. In [39], the rotor and stator resistances are observed by using several designs based on two different neural networks which are established starting from the IM model, where the authors revealed that the speed estimation is very sensitive to the system disturbance, which must be filtered. In [43], the stator currents and rotor flux are estimated using a sliding mode observer (SMO) observer, operated by the mismatch between the observed and measured stator currents. Through analyzing the performance of these observers, the SMO has revealed the most appropriate performance in achieving a robust estimation versus different types of disturbances; however, the obtained estimations have suffered from the chattering phenomenon. Another category of observers has been dependent on the adaptive mechanism, and known by the name of reference adaptive model control strategies [44–46]. These observers have depended on extracting the rotor position and speed information from the error between two estimated values of rotor flux. The problems associated with these observers are mainly the high sensitivity to the parameters variation, which deteriorates the estimation accuracy especially at very low speed range. Attempts have been made to compensate the effect of parameters variation.
through developing a mechanism for estimating the varied parameters as in [45,46], but this led to increasing the system complexity.

Up to this review, and in order to avoid the previous deficiencies, the singular perturbation theory is employed and combined with the traditional indirect rotor-field oriented control (IRFOC) technique in order to achieve better system dynamics with parametric uncertainties. This has been achieved through formulating the state observation process in two different stages. First, a simultaneous observation of both rotor flux and rotor speed is adopted and secondly the rotor resistance observation is integrated to enhance the robustness of the sensorless scheme.

The contributions of the intended sensorless observation mechanism can be summarized as follows.

(i) A novel singularly perturbed sliding mode observer is proposed for a five-phase induction motor drive for estimating the speed and rotor resistance.
(ii) The design procedure of the proposed SMO observer is presented and explained in a detailed way which contributes in clarifying the base principles upon which the observer depends.
(iii) Load torque estimation is not required, which simplifies the observer construction.
(iv) State estimation procedure does not involve mechanical equations. Therefore, the proposed scheme does not use nonlinear estimation equations.
(v) The rotor resistance and speed are estimated simultaneously, so that the effect of parametric variation can be minimized.
(vi) The singular perturbation theory used in this paper essentially works on two-time-scale system with slow and fast subsystems which simplifies the control system design and the structural analysis as well. Accordingly, the two lower order control and observer subsystems can be designed and finally merged to yield a combined observer system. This contributed effectively in enhancing the robustness of the controller against system uncertainties.
(vii) In order to validate the feasibility of the proposed SMO observer, extensive simulation and experimental tests are carried out for a wide range of speed variation considering the parameters mismatch. The robustness of the observer is present for the all considered operating regimes.
(viii) The proposed SMO observer can be easily extended to be used by different types of multiphase machine drives after considering the construction and base operation of each type.

The structure of the paper is given as follows. The generality of the proposed method and theory of singularly perturbed systems is discussed in Section 2. In Section 3, the design of two-time-scale sliding mode observer is developed. Section 4 presents two parts: modeling the five-phase IM and developing the SMO for estimating the rotor resistance and speed. Section 5 presents the tests that are carried out to validate the applicability of the proposed sensorless control approach. Section 6 presents a summary for the results discussion, and Section 7 summarizes the outcomes of the study.

2. Technique of Two-Time-Scale

The two-time-scale technique divide the system dynamic into two different sub-dynamics: fast and slow ones [40,42]. To distinguish between the two sub-dynamics, a scalar \( \zeta \) needs to be calculated. This scalar refers to the slow speed to fast speed ratio and which is supposed to be with a small value. Generally, the slow and fast states are inherently associated with two time scales \( t \), respectively [47,48].

Then, the relationship between the time scale \( \tau \) and the time scale \( t \) can be expressed by

\[
\tau = \frac{t - t_0}{\zeta}
\]  

where \( t_0 \) is the initial time.

2.1. Nonlinear SP Systems

The class of SP nonlinear systems can be represented as follows,
\[
\begin{align*}
\dot{x} &= f(t,x,z,\zeta,u), x(t_0) = x_0 \\
\zeta \dot{z} &= g(t,x,z,\zeta,u), z(t_0) = z_0 
\end{align*}
\] (2)

where the slow and fast states are designed by \( z \in \mathbb{R}^m \) and \( x \in \mathbb{R}^n \), respectively. The control input is given by \( u \in \mathbb{R}^p \) with \( \zeta \in [0, 1] \). Moreover, the variable \( y = z \) with \( y \in \mathbb{R}^m \) represents the measurement vector which is linearly associated with the fast state vector.

2.2. Slow Subsystem Dynamics

The nonlinear system described by Equation (2) combines the fast and slow subsystems, where \( z \) is the fast vector component and \( x \) is the slow vector component. Then, to reduce the system’s complexity, the Tikhonov’s theorem is utilized [49]. By putting \( \zeta \to 0 \) in Equation (2), then the reduced order model in the \( t \) time-scale described by the quasi-steady-states \( z_{sl}(t) \) and \( x_{sl}(t) \) can be expressed by

\[
\begin{align*}
\frac{dx_{sl}}{dt} &= f(t,x_{sl},z_{sl},u_{sl},0) \\
0 &= g(t,x_{sl},z_{sl},u_{sl},0)
\end{align*}
\] (3)

Moreover, by putting \( z_{sl} = h(t,x_{sl},u_{sl}) \) and by replacing the root of the second equality of (3) into the first equality of (3), the reduced order model can be then expressed by

\[
\begin{align*}
\frac{dx_{sl}}{dt} &= f(t,x_{sl},h(t,x_{sl},u_{sl}),u_{sl},0) \\
x_{sl}(t_0) &= x_0 
\end{align*}
\] (4)

where the subscript \((sl)\) reveals that the quantity is related to the system without a scalar \( \zeta \).

2.3. Fast Subsystem Dynamics

The variable \( z_{fs} \) refers to the fast dynamics, which is obtained through deriving \( z_{sl} \) from \( z \). This can be accomplished through the transition between the slow \( t \) and the fast \( \tau = (t - t_0)/\zeta \) time scales. Then, the system described by (2) can be reformulated by

\[
\begin{align*}
\frac{dx}{dt} &= \zeta f(\zeta \tau + t_0, x, z, u) \\
\frac{dz}{dt} &= g(\zeta \tau + t_0, x, z, u)
\end{align*}
\] (5)

Inserting the term \( z_{fs} = z - z_{sl} \) which represents the derivation of \( z_{sl} \) from \( z \), and identifying the limit as \( \varepsilon \to 0 \) results in

\[
\frac{dz_{fs}}{d\tau} = f(x_{w}, z_{sl}(0) + z_{fs}(\tau), u_{fs}(\tau), t_0)
\] (6)

where \( z_{fs}(0) = z_0 - z_{fs}(0) \), and \( u_{fs} = u - u_{sl} \) is the fast subsystem of the control input.

2.4. Approximation of Two-Time-Scale States

Approximating the initial states of Equation (2) can be performed through combining Equations (4) and (6) of the fast and slow variables in one structure which can be easily handled, and this results in the following expressions

\[
\begin{align*}
x(t) &= x_{sl}(t) + O(\zeta) \\
z(t) &= z_{sl}(t) + z_{fs}(\tau) + O(\zeta)
\end{align*}
\] (7)

3. SMO Synthesis

The continuous nonlinear singularly perturbed system of (2) can be expressed by
\[
\begin{align*}
\dot{x} &= f(t, x, z, u, \zeta) \\
\dot{\zeta} &= g(t, x, z, u, \zeta)
\end{align*}
\]  

Equation 3.2. variables (for the unmeasured state variables) are analyzed. This computation procedure starts with studying the tracking of fast variables using what is called hit condition (which depends on the measured state variables). Then, the asymptotic convergent slow variables (for the unmeasured state variables) are analyzed.

3.1. SMO Conception

The method is based on substituting the linear correction terms with a discontinuous function as in the case of standard full order observer [50]. Then, by adding additional terms to the nonlinear auxiliary inputs of the system (8), this results in the following relationships,

\[
\begin{align*}
\dot{\hat{x}} &= f(\hat{x}, z, \zeta, u) + G_x I_{smo} \\
\dot{\hat{\zeta}} &= g (\hat{x}, z, \zeta, u) + G_z I_{smo}
\end{align*}
\]  

where the switching function \( I_{smo} \) is given by \( I_{smo} = \text{sign} (S(x, y)) \) and \( G_x \) and \( G_z \) represent the observer gains to be calculated with dimensions of \((n \times m)\) and \((m \times m)\), correspondingly. In addition, the error \( y - \hat{y} \) is selected as a linear function which outlines the dynamics of the sliding surface \( S \) by

\[
(y, \hat{y}) = A(y - \hat{y})
\]  

where \( A \) is an invariant matrix of dimension \((m \times m)\) to be determined, and

\[
(y - \hat{y})^T = (y_1 - \hat{y}_1) \quad (y_2 - \hat{y}_2) \quad \ldots \quad (y_m - \hat{y}_m)
\]  

Subtracting Equation (9) from (8), the error dynamics are given by

\[
\begin{align*}
\dot{e}_x &= f(x, z, \zeta, u) - f(\hat{x}, z, \zeta, u) - G_x I_{smo} \\
\dot{e}_z &= g(x, z, \zeta, u) - g(\hat{x}, z, \zeta, u) - G_z I_{smo}
\end{align*}
\]  

The expressions (12) can be also rewritten as

\[
\begin{align*}
\dot{\bar{e}}_x &= \Delta f - G_x I_{smo} \\
\dot{\bar{e}}_z &= \Delta g - G_z I_{smo}
\end{align*}
\]  

where

\[
\begin{align*}
\Delta f &= f(x, z, \zeta, u) - f(\hat{x}, z, \zeta, u) \\
\Delta g &= g(x, z, \zeta, u) - g(\hat{x}, z, \zeta, u) \\
e_x &= x - \hat{x} \\
e_z &= z - \hat{z}
\end{align*}
\]  

Now, by applying the singular perturbation methodology and through utilizing the resulted subsystems of (14) and applying them sequentially, the observer’s gains can be computed precisely. This computation procedure starts with studying the tracking of fast variables using what is called hit condition (which depends on the measured state variables). Then, the asymptotic convergent slow variables (for the unmeasured state variables) are analyzed.

3.2. Fast Time-Scale Stability Analysis

The time scale associated with the fast dynamic subsystem is expressed by \( \tau = (t - t_0)/\zeta \), then Equation (14) can be reformulated by

\[
\begin{align*}
\frac{d\bar{e}_x}{d\tau} &= \zeta (\Delta f - G_x I_{smo}) \\
\frac{d\bar{e}_z}{d\tau} &= \Delta g - G_z I_{smo}
\end{align*}
\]  

By setting \( \zeta = 0 \) in (15), it yields

\[
\begin{align*}
\frac{d\bar{e}_x}{d\tau} &= 0 \\
\frac{d\bar{e}_z}{d\tau} &= \Delta g - G_z I_{smo}
\end{align*}
\]
In order to determine the observer gain $G_x$ in (16), the stability analysis in the time scale ($\tau$) is required. Actually, setting the surface value to zero ($S(\tau) = 0$) is preferred in this time scale. Moreover, when the surface $S(\tau)$ witnesses a sliding mode action, then by solving (16) for $G_x I_{smo}$ ensuring a zero value of $de_x/dt$, the auxiliary input value of the discontinuous observer can be evaluated by

$$G_x I_{smo} = \Delta g$$

Then, the equivalent switching vector can be calculated by

$$I_{smo} = G_x^{-1} \Delta g$$ (17)

3.3. Slow Time-Scale Stability Analysis

Slow dynamic error can be computed by putting $\zeta = 0$ in (13), thus

$$\frac{de_x}{dt} = \Delta f - G_x I_{smo}$$ (18)

$$0 = \Delta g - G_x I_{smo}$$ (19)

Moreover, the switching vector can be calculated using (19) as follows,

$$I_{smo} = G_x^{-1} \Delta g$$ (20)

Thus, via the suitable selection of $G_x$, the appropriate rate of convergence $e_x \rightarrow 0$ can be achieved.

4. Design of Two-Time-Scale SMO for Five-Phase IM

The technique of observer synthesis in two-time-scales sliding-mode, whose measured vector is directly related to the fast variables, is discussed in [49]. The current paper’s aim is to determine the slow states from the measured fast states and this can be performed as follows.

This observation method provides a desired system’s behavior in a closed loop manner. However, for the ideal case, there is an infinite switching state at the actuators. Yet, there is no aspect of control which can perform this operation. As a result, the high-frequency dynamics are not considered in the system modeling, which led to the appearance of what is called “reluctance” or “chatter” known in Anglo-Saxon under the name of “chattering” and which is characterized by strong oscillations around the sliding surface. To prevent this issue, an area is specified around the sliding surface, in which a slip condition less stringent than the “sign” condition is adopted. In fact, the sign function “(s)” is substituted by a smoother function with variations associated with the saturation function “sat(s)” that can be defined by

$$Sat\left(S\right) = \begin{cases} 1 & \text{if } S > \chi \\ \frac{S}{\chi} & \text{if } |S| \leq \chi \\ -1 & \text{if } S < \chi \end{cases}$$ (21)

The boundary layer adjacent to the switching surface has a thickness which is given by the positive constant $\chi$, whereas the rotor speed is treated as a time-changing variable.

4.1. Mathematical Model of Five-Phase IM

The mathematical models of the five-phase IM are presented and discussed in several research studies [51]. The dynamic model of the motor can be described using the following differential equations.
\[
\begin{align*}
\frac{di_{sa}}{dt} &= - \frac{R}{\sigma L_s}i_{sa} + \frac{L_m}{\sigma L_s L_r} A_r \lambda_{ra} + \frac{L_m}{\sigma L_s L_r} \omega \lambda_{rb} + \frac{1}{\sigma L_s} v_{sa} \\
\frac{di_{sb}}{dt} &= - \frac{R}{\sigma L_s}i_{sb} + \frac{L_m}{\sigma L_s L_r} A_r \lambda_{rb} - \frac{L_m}{\sigma L_s L_r} \omega \lambda_{ra} + \frac{1}{\sigma L_s} v_{sb} \\
\frac{d\lambda_{ra}}{dt} &= L_m A_r i_{sa} - A_r \lambda_{ra} - \omega \lambda_{rb} \\
\frac{d\lambda_{rb}}{dt} &= L_m A_r i_{sb} + \omega \lambda_{ra} - A_r \lambda_{rb} \\
\frac{di_x}{dt} &= -A_r i_x + 1/L_{is} v_x \\
\frac{di_y}{dt} &= -A_r i_y + 1/L_{is} v_y 
\end{align*}
\]

Based on the dynamic model of the motor and singular perturbation theory, the slow variables are represented by the rotor-flux \( \alpha-\beta \) components \((\lambda_{ra}, \lambda_{rb})\), whereas the fast variables are presented by the stator current \( \alpha-\beta \) components \((i_{sa}, i_{sb})\). Consequently, the singularly perturbed model of (22), with \( \zeta = \sigma L_s L_r / L_m, x = (\lambda_{ra}, \lambda_{rb})^t, z = (i_{sa}, i_{sb}, i_x, i_y)^t \), can be formulated by

\[
\begin{align*}
\hat{\zeta}_1 &= -L_m A_r z_1 + A_r x_1 + \omega x_2 + \frac{L_r}{L_m} (v_{sa} - R_s z_1) \\
\hat{\zeta}_2 &= -L_m A_r z_2 + A_r x_2 - \omega x_1 + \frac{L_r}{L_m} (v_{sb} - R_s z_2) \\
\dot{x}_1 &= L_m A_r z_1 - A_r z_1 - \omega x_2 \\
\dot{x}_2 &= L_m A_r z_2 + \omega x_1 - A_r x_2 \\
z_3 &= A_r i_x + 1/L_{is} v_x \\
z_4 &= A_r i_y + 1/L_{is} v_y 
\end{align*}
\]

where \( A_r = R_r / L_r \) and \( A_s = R_s / L_s \).

### 4.2. Sliding Mode Observer (SMO)

Using the general approach of singular perturbation of five-phase IM model without incorporating the mechanical part, the mathematical expression of the SMO can be expressed by

\[
\begin{align*}
\hat{\zeta}_2 &= -L_m A_r z_2 + \hat{A}_r \hat{x}_2 + \hat{\omega} \hat{x}_2 + \frac{L_r}{L_m} (v_{sa} - R_s z_1) + z_{ia} \\
\hat{\zeta}_3 &= -L_m A_r z_3 + \hat{A}_r \hat{x}_3 + \hat{\omega} \hat{x}_3 + \frac{L_r}{L_m} (v_{sb} - R_s z_2) + z_{ib} \\
\dot{x}_3 &= L_m \hat{A}_r z_3 - \hat{A}_r \hat{x}_3 - \hat{\omega} \hat{x}_3 + z_{xa} \\
\dot{x}_4 &= L_m \hat{A}_r z_4 + \hat{\omega} x_1 - \hat{A}_r x_2 + z_{xb} \\
\dot{z}_3 &= -A_r z_3 + 1/L_{is} v_x + z_x \\
\dot{z}_4 &= -A_r z_4 + 1/L_{is} v_y + z_y 
\end{align*}
\]

where the accent “**” denotes to the estimated variables, and \( \hat{A}_r, \hat{x}_1, \hat{x}_2, \hat{\omega}, \hat{\omega} \), and \( \hat{\omega} \) are the estimated values of \( A_r, x_1, x_2, \omega, z_1, \) and \( z_2 \), whereas \( z_{ia}, z_{ib}, z_{xa}, z_{xb}, z_x, \) and \( z_y \) are the correction terms which are used for achieving the desired performance, these terms can be expressed as follows.

\[
\begin{align*}
z_{ia} &= G_{z1} z_{ia} \\
z_{ib} &= G_{z1} z_{ib} \\
z_{xa} &= G_{z1} z_{xa} \\
z_{xb} &= G_{z1} z_{xb} \\
z_x &= G_{z2} T_{sma} \\
z_y &= G_{z4} T_{sma} 
\end{align*}
\]

The switching vectors \( I_{sma} \) and \( T_{sma} \) are chosen as

\[
\begin{align*}
G_{z1} &= 0 \\
G_{z2} &= 0 \\
G_{z3} &= 0 \\
G_{z4} &= 0
\end{align*}
\]
\begin{equation}
\begin{bmatrix}
I_{s\text{mo}} \\
T_{s\text{mo}}
\end{bmatrix} =
\begin{bmatrix}
\text{sign}(S_1) \\
\text{sign}(S_2)
\end{bmatrix}
\begin{bmatrix}
\hat{z}_1 - z_1 \\
\hat{z}_2 - z_2
\end{bmatrix} =
\begin{bmatrix}
e_{x1} \\
e_{x2}
\end{bmatrix}
\end{equation}
\tag{26}

\begin{equation}
\begin{bmatrix}
I_{s\text{mo}} \\
T_{s\text{mo}}
\end{bmatrix} =
\begin{bmatrix}
\text{sign}(S'_1) \\
\text{sign}(S'_2)
\end{bmatrix}
\begin{bmatrix}
\hat{z}_3 - z_3 \\
\hat{z}_4 - z_4
\end{bmatrix} =
\begin{bmatrix}
e_{x3} \\
e_{x4}
\end{bmatrix}
\end{equation}
\tag{27}

Now, for estimating the speed and flux, the following hypotheses are considered.

**Hypothesis 1.** Stator voltages and currents are measurable.

**Hypothesis 2.** Rotor resistance is the only unknown parameter and the rest of motor parameters are known and constant.

**Hypothesis 3.** The rotor resistance \( R_r \) is assumed to be unknown quantity and its nominal value is \( R_{rn} \).

**Hypothesis 4.** Motor speed is considered as a time varying unknown bounded variable.

**Hypothesis 5.** The variation of rotor resistance \( R_r \) is assumed to be very slow, so that \( \dot{R}_r \approx 0 \).

By setting \( e_{xj} = \hat{z}_j - z_j \) as the estimation current errors for \( j \in \{1, 2, 3, 4\} \), \( e_{xi} = \hat{x}_i - x_i \) as the estimation flux errors for \( i \in \{1, 2\} \), \( \Delta \omega = \ddot{\omega} - \omega \) as the estimation speed error, and \( \Delta A_r = \hat{A}_r - A_r \) as the rotor time constant estimation error, the estimation error dynamics can be evaluated by subtracting (23) from (24), which results in

\[
\begin{cases}
\dot{e}_{x1} = & A_r e_{x1} + \omega e_{x2} + \Delta \omega \hat{x}_2 + \Delta A_r (\hat{x}_1 - L_m z_1) \\
& + G_{x1} I_{s\text{mo}} \\
\dot{e}_{x2} = & A_r e_{x2} - \omega e_{x1} - \Delta \omega \hat{x}_1 + \Delta A_r (\hat{x}_2 - L_m z_2) \\
& + G_{x2} I_{s\text{mo}} \\
\dot{e}_{x1} = & -A_r e_{x1} - \omega e_{x2} - \Delta \omega \hat{x}_2 - \Delta A_r (\hat{x}_1 - L_m z_1) \\
& + G_{x1} T_{s\text{mo}} \\
\dot{e}_{x2} = & -A_r e_{x2} + \omega e_{x1} + \Delta \omega \hat{x}_1 - \Delta A_r (\hat{x}_2 - L_m z_2) \\
& + G_{x2} T_{s\text{mo}} \\
\dot{e}_{x3} = & z_x = G_{x3} T_{s\text{mo}} \\
\dot{e}_{x4} = & \hat{z}_y = G_{x4} T_{s\text{mo}}
\end{cases}
\tag{28}
\]

Using the matrix form, Equation (28) can be expressed as follows,

\[
\begin{cases}
\dot{\hat{e}}_{x12} = & A e_x - \Delta \omega B \hat{x} + \Delta A_r (\hat{x} - L_m \hat{x}_{12}) + G_{x12} I_{s\text{mo}} \\
& + G_{x3} T_{s\text{mo}} \\
\dot{e}_{x12} = & -A e_x + \Delta \omega B \hat{x} - \Delta A_r (\hat{x} - L_m \hat{x}_{12}) + G_{x12} T_{s\text{mo}}
\end{cases}
\tag{29}
\]

where

\[
A = \begin{pmatrix} A_r & \omega \\ -\omega & A_r \end{pmatrix} = A_r I - \omega B
\tag{30}
\]

\( I \) is the \((2 \times 2)\) identity matrix and the matrix \( B \) is represented by

\[
B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\tag{31}
\]

Moreover, \( G_{x12}, G_{x23}, \) and \( G_{x12} \) are the observer matrix gains which are determined using the stability analysis of Lyapunov.

### 4.3. Stability Analysis

Via utilizing the two-time-scale technique [52], checking the stability of the system under study and which is described by the matrix gains \( G_{x12}, G_{x23}, G_{x3}, \) and \( G_{x4} \) of the measured state variables can be effectively accomplished.

Subsequently, \( G_{x1} \) and \( G_{x2} \) of the slow subsystem or unmeasured states are evaluated so that the reduced-order model when \( S \equiv \hat{S} = 0 \) is internally stable.

Using the value of \( \tau = (t - t_0) / \zeta \) and after setting the value of \( \zeta = 0 \) in (29), the observation errors can be represented in the form of fast reduced order system as follows,
\begin{align}
\frac{de_{x12}}{d\tau} = Ae_x - \Delta \omega B \dot{x} + \Delta A_r(\dot{x} - L_m z_{12}) + G_{x12} f_{smo} \\
\dot{d}_{x34} = G_{x34} T_{smo} \\
\frac{de_{t12}}{d\tau} = 0
\end{align}

(32)

**Remark 1.** To obtain \( S = S' = e_{x12} = e_{x34} = 0 \), a precise selection of the matrix gains \( G_{x1}, G_{x2}, G_{x3}, \) and \( G_{x4} \) must be performed.

Assuming that the flux errors \( e_{x1} \) and \( e_{x2} \) are bounded in this time-scale and \( x \) changes slowly, then by considering the first part of (32), the observer gains matrices can be defined by

\[
G_{x12} = \begin{pmatrix} -\gamma_1 & 0 \\ 0 & -\gamma_2 \end{pmatrix}
\]

(33)

\[
G_{x13} = \begin{pmatrix} -\delta_1 & 0 \\ 0 & -\delta_2 \end{pmatrix}
\]

(34)

The convergence condition of the sliding surface \( S = 0 \), which is verified by the inequality in (36), can be then expressed by the following formulations.

\[
S^T \frac{dS}{d\tau} < 0
\]

(35)

\[
\begin{cases}
\gamma_1 > |A_r e_{x1} + \omega e_{x2} + \Delta \omega \dot{x} + \Delta A_r(\dot{x} - L_m z_{12})| \\
\gamma_2 > |A_r e_{x2} - \omega e_{x1} - \Delta \omega \dot{x} + \Delta A_r(\dot{x} - L_m z_{12})| \\
\delta_1 > \max |e_{x3}| \\
\delta_2 > \max |e_{x4}|
\end{cases}
\]

(36)

**Proof.** Using the definite positive Lyapunov function expressed in (37) and its derivative in the time scale given by (38),

\[
V = S^T S + S'^T S' / 2
\]

(37)

\[
\dot{V} = S^T \frac{dS}{d\tau} + S'^T \frac{dS'}{d\tau}
\]

(38)

Then, via replacing (30) into (38), \( \dot{V} \) becomes

\[
\dot{V} = S^T (Ae_x - \Delta \omega B \dot{x} + \Delta A_r(\dot{x} - L_m z_{12}) + G_{x12} f_{smo}) + S'^T G_{x34} T_{smo}
\]

(39)

Using the values of \( G_{x12} \) and \( G_{x34} \), which are given, respectively, in Equations (33) and (34), the relationship (39) becomes

\[
\begin{align}
\dot{V} = & -S_1 (\gamma_1 \text{sign}(S_1) - A_r e_{x1} - \omega e_{x2} - \Delta \omega \dot{x}_2 - \Delta A_r(\dot{x}_1 - L_m z_1)) \\
& -S_2 (\gamma_2 \text{sign}(S_2) - A_r e_{x2} + \omega e_{x1} + \Delta \omega \dot{x}_1 - \Delta A_r(\dot{x}_2 - L_m z_2)) \\
& -S_3' (\delta_1 \text{sign}(S_3') - S_3''(\delta_2 \text{sign}(S_2')))
\end{align}
\]

(40)

Taking into account the constraints of all parameters and states of five-phase IM, the derivative of Lyapunov function can be written by

\[
\dot{V} = S^T \frac{dS}{d\tau} + S'^T \frac{dS'}{d\tau} < 0
\]

(41)

**Remark 2.** Once the stator currents access the sliding surface \( S = S' = e_z = 0 \), the system errors can be evaluated by (29).
Using the system equation of (29) and setting $\zeta = 0$ for slow error dynamics, one can write

$$
\begin{align*}
0 &= Ae_x - \Delta \omega B \dot{x} + \Delta A_r (\dot{x} - L_m z_{12}) + G_{x12} I_{smo} \\
\dot{e}_{x12} &= -Ae_x + \Delta \omega B \dot{x} - \Delta A_r (\dot{x} - L_m z_{12}) + G_{x12} I_{smo}
\end{align*}
$$
\tag{42}

Choosing matrices $H = G_{x12} I_{smo}$, $D = G_{x34} T_{smo}$, and $M = G_{x12} G_{x12}^{-1}$ represented in the real time scale, the relationship (42) becomes

$$
\begin{align*}
0 &= Ae_x - \Delta \omega B \dot{x} + \Delta A_r (\dot{x} - L_m z_{12}) + H \\
\dot{e}_{x34} &= D \\
\dot{e}_{x12} &= -Ae_x + \Delta \omega B \dot{x} - \Delta A_r (\dot{x} - L_m z_{12}) + MH
\end{align*}
$$
\tag{43}

Now, by considering the speed as a varying parameter, the Lyapunov function can be then chosen as

$$
V_1 = \frac{1}{2} (e_x^T e_x + \frac{1}{g_1} (\Delta \omega)^2 + \frac{1}{g_2} (\Delta A_r)^2)
$$
\tag{44}

where $g_1$ and $g_2$ are two positive constants.

According to the singular perturbation hypothesis, the speed $\omega$ is assumed to be with a fixed value and it varies with a very slow rate respecting to the change of the rotor flux and stator current. Thus, the derivative of the Lyapunov function $V_1$ is obtained from (44) by

$$
\dot{V}_1 = \dot{e}_x^T e_x + \frac{1}{g_1} \frac{d\omega}{dt} \Delta \omega + \frac{1}{g_2} \frac{dA_r}{dt} \Delta A_r
$$
\tag{45}

It is clear that the Lyapunov function $V_1$ expressed by (44) is positive definite. Then, by using the first part of (42), the error $e_x$ is expressed by

$$
e_x = -A^{-1} H + \Delta \omega A^{-1} B \dot{x} - \Delta A_r A^{-1} (\dot{x} - L_m z_{12})
$$
\tag{46}

Using (43), the error dynamics $\dot{e}_x$ can be derived by

$$
\dot{e}_x = (I + M) H = RH
$$
\tag{47}

with $R = (I + M)$

By substituting from (46) into (45), the following is obtained,

$$
\dot{V}_1 = -H^T R^T A^{-1} H + Q_1 + Q_2
$$
\tag{48}

where

$$
\begin{align*}
Q_1 &= \Delta \omega \left( \frac{1}{g_1} \frac{d\omega}{dt} + H^T R^T A^{-1} B \dot{x} \right) \\
Q_2 &= \Delta A_r \left( \frac{1}{g_2} \frac{dA_r}{dt} - H^T R^T A^{-1} (\dot{x} - L_m z_{12}) \right)
\end{align*}
$$
\tag{49}

To satisfy the stability condition of Lyapunov approach, the values $Q_1$ and $Q_2$ in (48) must be expressed by

$$
\begin{align*}
Q_1 &= \Delta \omega \left( \frac{1}{g_1} \frac{d\omega}{dt} + H^T R^T A^{-1} B \dot{x} \right) = 0.0 \\
Q_2 &= \Delta A_r \left( \frac{1}{g_2} \frac{dA_r}{dt} - H^T R^T A^{-1} (\dot{x} - L_m z_{12}) \right) = 0.0 \\
- H^T R^T A^{-1} H &< 0
\end{align*}
$$
\tag{50}

The condition of the third part of (50) is satisfied by choosing

$$
R^T A^{-1} = g_0 I
$$
\tag{51}

with $g_0$ is positive constant.
A simple adaptive law for the rotor time constant $\dot{\lambda}_r$ and motor speed $\dot{\omega}$ is given by substituting (51) into the first and second parts of (50), and this yields 

$$
\begin{align*}
\frac{d\dot{\lambda}_r}{dt} &= g_0g_2(G_{a12l_{sma}})^T B\dot{x} \\
\frac{d\dot{\omega}}{dt} &= -g_0g_1(G_{a12l_{sma}})^T (\dot{x} - L_m z_{12})
\end{align*}
$$

(52)

After further simplification of (52), the rotor time constant and speed observer’s expressions can be finally defined as the following,

$$
\begin{align*}
\frac{d\dot{\lambda}_r}{dt} &= g_0g_2(y_1\dot{x}_2 \text{sign}(S_1) - y_2\dot{x}_1 \text{sign}(S_2)) \\
\frac{d\dot{\omega}}{dt} &= g_0g_1(y_1(\dot{x}_1 - L_m z_1) \text{sign}(S_1) \\
&+ y_2(\dot{x}_2 - L_m z_2) \text{sign}(S_2))
\end{align*}
$$

(53)

The estimated signal $\dot{\omega}$ is considered as a switching function which includes high and low frequency components. The speed can be extracted from the low frequency component [53]. Thus, a low-pass filter can be used to estimate the value of $\dot{\omega}$ as follows,

$$
\dot{\omega}_{lpf} = \frac{1}{1 + \kappa \cdot s} \cdot \dot{\omega}
$$

(54)

where $\kappa$ is the filter’s time constant.

5. RT Real-Time Simulation and Experimental Validation

The proposed control mechanism is constructed by using six PI controllers; the speed controller is configured with an anti-wind-up to provide a smooth dynamic change for the whole range of speed operation, especially when the speed has a sluggish variation compared with the other electrical variables. Simulations using Matlab/Simulink software and hardware RT simulation tests are performed for the system, which involves the state observation as a feedback variable in order to compute the parameters of the PI controllers. Moreover, the singular perturbation (SP) technique affords a manner to disintegrate the two-time-scale arrangement into slow and fast dynamics in different time scales, which remarkably facilitate their architectural reasoning. Correspondingly, the original system is divided into lower-order subsystems with each subsystem has its own control–observer unit, and then the responses of all subsystems are combined to formulate the response of the complete main system. Thus, the concept of combining SP method and SM strategy forms an excellent choice to realize the standard control objectives of the systems, which are characterized by an imprecise model, parametric uncertainties, or parasitic dynamics. For this purpose, the following tests are performed considering the variation of rotor resistance.

The general layout of the proposed control system is illustrated in Figure 1. The indirect rotor field oriented control (IRFOC) is considered as the base principle upon which the proposed control strategy is formulated. Under IRFOC, the rated rotor flux is totally aligned with the direct-axis of the rotating reference frame ($\lambda_r^* = \lambda_{rm}$). In this topology, the load torque is constrained within a definite value and considered as unknown quantity. The designed SMO observer is implemented using the expression (24). The block of adaptive SMO estimates the rotor speed and rotor resistance simultaneously using the adaptive control laws described by Equations (52) and (53), respectively. A low-pass filter described by Equation (54) is utilized to smooth the signal of the estimated speed as the speed signal is containing high frequency components as mentioned earlier. The block of park angle estimation is used to estimate the synchronous frequency $\dot{\omega}_s$, which is then used to calculate the synchronous angle $\dot{\theta}_s$ needed for the transformation between the coordinate systems. Moreover, all motor parameters are assumed to be constant and known except the speed and rotor resistance. The control parameters and the motor data are listed in Table 1, whereas the parameters of the sliding observer are shown in Table 2.

| Table 1. Motor data.          |
| Symbols | Quantity                        | Value   |
|---------|--------------------------------|---------|
| $R_r$  | Rotor resistance               | 2.4Ω    |
| $R_s$  | Stator resistance              | 2.8Ω    |
| $L_r$  | Rotor inductance               | 0.2388 H|
| $L_s$  | Stator inductance              | 0.2388 H|
| $L_{ls}$ | Stator leakage inductance      | 0.0088 H|
| $L_{lr}$ | Rotor leakage inductance      | 0.0088 H|
| $L_m$  | Mutual inductance              | 0.23H   |
| $P$    | Pair of Pole                   | 2       |
| $N$    | Rated speed                    | 1000 RPM|
| $T_n$  | Rated torque                   | 4 N.m   |
| $J$    | Inertia moment                 | 0.008 kg.m² |
| $P_{nn}$ | Rated Power                    | 1 kW    |

Table 2. Sliding mode adaptive observer parameters.

| Symbols | Value |
|---------|-------|
| $\gamma_1$ | 100   |
| $\gamma_2$ | 100   |
| $g_1$     | 50    |
| $g_2$     | 50    |
| $\delta_1$ | 150  |
| $\delta_2$ | 150  |

The selected observer parameters must ensure the overall stability of the nonlinear closed-loop system. One must use a high gain for the observer (fast dynamics to be neglected) and a constrained state feedback control (predominate slow dynamics), then the separation between the observer design and state feedback can be achieved [54–57]. To validate the effectiveness of the proposed SMO, the control system shown Figure 1 has been tested using Matlab/Simulink, within which the static Runge–Kutta fourth-order method is utilized to solve the equations which describe the system operation. The estimations of stator currents and rotor fluxes are obtained by solving the relationship (24). To attenuate the chattering, the sampling time is selected as 50 μs. A PWM technique is used to provide the switching signals to 10 IGBT VSI, with a switching frequency of 10 kHz. Under assumptions of availability of all parameters and all states including rotor flux, the estimated values of rotor speed, rotor flux, and rotor resistance are compared with their actual ones. The proposed sensorless control system, including the adaptive laws and SMO, has been testified in hard operating circumstances: speed reversion, rotor resistance mismatch (up to 150%), high and low speed operation, and load torque change.

5.1. RT Real-Time Simulation Results

The RT lab as a real-time simulation tool for prototyping the control system is utilized for verifying the effectiveness of the proposed sensorless control approach. Hardware in the loop RT is referring to the simulations which are executed in real-time and the time needed by the whole procedure (sending the output signals, computation time and reading the input signals,) is in parts of microseconds.
Figure 1. Complete system configuration.

The Opal real-time (RT) simulator is made of software and hardware components. The hardware is made of a command station and a target node which represents the CPU cluster with multi-core quick processors running on real-time environments like QNX or Red Hawk [49]. Meanwhile, the command unit is either a Red hawk PC or a Windows-based interface between the target node and the user. It is utilized to build the concerned model for real time implementation and to monitor the execution and compilation of simulations. The target node used to simulate the specified scheme in real time uses the modular IO module OP5142, which uses the FPGA (Xilinx Spartan-3) processor. It is mounted to the rear side of the Wanda 4U chassis IO module. The OP5142 provides access to four (4) 4U optical and/or analog I/O modules for conditioning. The processing speed of this module is 100MHz. Figure 2 provides a view of real-time Opal-RT simulator. The proposed control topology is tested using real-time Opal-RT simulator for a 4-pole, 1 kW five-phase IM with a rated torque of 4 Nm.

Figure 2. Block diagram of real-time implementation.

The simulation is performed to test the feasibility of the proposed observer while implementing the indirect rotor-field orientation (IRFO) control and investigating the speed tracking performance. The results are illustrated in Figure 3a–g. The motor started running with its nominal speed and then the speed is reversed, keeping the rotor resistance value $R_{m} = 2.4$. Then, the value of $R_{r}$ is increased and set to $R_{r} = 1.5 * R_{m}$ (This is to investigate the robustness of the proposed SMO against the parameters change.). Figure 3a,b presents the speed response (observed and reference) and
electromagnetic torque. The estimated speed signal is tracking effectively its reference value with minimum error. Figure 3c–e presents the actual and observed stator currents, and through these figures, the validity of the proposed SMO in achieving a precise estimation is confirmed. Figure 3d illustrates the reference and observed rotor flux. It is obvious that the observed flux tracks its reference very well even under the variation of the rotor resistance value. The estimated and the actual rotor resistance are also presented in Figure 3f,g. It is noticed that the estimated value is very close to the actual value, and thus one can say that the proposed observer is giving proper results. From these results, it can be concluded that the controller is exhibiting a robust dynamic performance. Moreover, the convergence is obtained for the estimated signals of rotor resistance, rotor speed, and rotor flux, which reveals that the estimation process is well managed with minimum error; meanwhile, the flux orientation is achieved accurately. Table 3 summarized the results obtained using two criteria: the tracking error in the steady state and the convergence time.

|                      | Tracking Error | Convergence Time |
|----------------------|----------------|------------------|
| Speed estimation     | 0%             | 200 ms           |
| Rotor resistance estimation | 0%         | 20 ms            |

In order to further investigate the effect of rotor resistance variation on the estimated values of rotor flux with and without using the proposed SMO observer, the Matlab/Simulink tool is used for this purpose, and the results are shown in Figure 4. In Figure 4a, a variation in the rotor resistance value is made to 1.5*R<sub>om</sub>, then the SMO observer is used to track and estimate the resistance. From this figure, it can be realized that the SMO is effectively succeeded in estimating the resistance change with high precision. In Figure 4b,c, the estimated values of the rotor flux with and without using the proposed SMO are shown respectively. From these figures, it can be concluded that the proposed SMO plays a vital role in estimating the rotor flux under the system uncertainties.
Figure 3. Real time results of sensorless control of five-phase IM drive. (a) Speed, (b) torque, (c) Stator currents (complete view), (d) Rotor flux (Reference and estimated signals), (e) Zoomed view of stator currents (actual and estimated), (f) Rotor flux and rotor resistance variation, (g) Rotor flux dynamics under rotor resistance variation.
Figure 4. Dynamics of estimated rotor flux with (b) and without (c) sliding mode observer (SMO) under varying rotor resistance (a).

5.2. Experimental Validation

Experimental tests have been carried out for a 1 kW five-phase IM using TMS320C32 DSP based control board. Figure 5 shows the experimental results of IRFOC of the five-phase IM using only the fundamental components of the currents. The ($\alpha$-$\beta$) and ($x$-$y$) components of stator currents when the motor runs at 250 RPM without load ($T_L = 0$) are shown in Figure 5a. The same waveforms are presented in Figure 5b when a 50% of the rated load is applied to the motor at time $t = 1.3$ s. Figure 5c,d illustrates the waveforms of the stator currents in the ($d$-$q$) and ($x$-$y$) planes and the motor speed when the motor runs at 250 RPM in both cases (without load and 50% of the rated load). The waveforms are consistent with the theoretical analysis; the stator current is a sinusoidal waveform as desired, sharing the similarity with the air-gap flux profile. From the actual speed profile, it can be
realized that the IRFOC system is very stable during the steady state operation. It is observed that the speed regulation and the steady-state operation is realized very fast. However, the speed is attributed with the chattering phenomena, but it is improved by replacing the signum function with a saturation function.

The experimental tests are also carried out when operating the motor at very low speed (20 RPM), this is to investigate the validity of the SMO for a wide range of speed operation while exposing the system to uncertainties (i.e., rotor resistance variation). From Figure 6a, it can be observed that the estimated speed tracks the actual speed with high precision. Figure 6b also confirms this fact, as it shows the speed error profiles which is almost zero. Figure 6c shows the torque profile, whereas Figure 6d illustrates the estimated rotor flux, and from this figure, it can be realized that the proposed SMO observer has managed in achieving an accurate estimation of the rotor flux.

Figure 5. Experimental validation at operating speed of 250RPM
(a) Rotor speed profile (very low speed operation).

(b) Speed estimation error.

(c) Electromagnetic torque.
6. Results Discussion

The validation of the proposed SMO observer, which is used by the IRFOC control system shown in Figure 1, has been accomplished by using three tools: the first is through using the Hardware in the loop RT simulator shown in Figure 2, the second simulation test is carried out using the Matlab/Simulink environment, and finally the third test which is performed experimentally using TMS320C32 DSP based control board. The parameters of the used five-phase IM used in the three tests are given in Table 2, and the parameters of the proposed SMO observer are given in Table 3.

For the first test shown in Figure 3, the performance of the observer is investigated at operating speed of 1000 RPM, with a sudden change in the estimated rotor resistance. This is to investigate the sensitivity of the proposed adaptive SMO observer. It is found that a sudden variation in the resistance value has a null impact on the estimated flux signal, the slight deviation demolishes and the estimated signal matches again the reference in a very short period (almost 0.2 s). At last, the observer’s dynamic is tested when changing the motor load at time $t = 25$s. The obtained results in Figure 3 report that the behavior of the drive is normal i.e. smooth stator currents are obtained while maintain their ratings, both rotor speed and rotor flux track effectively their reference values with minimum error and high matching precision. The obtained results in this test also confirm the high dynamic performance of the controller when changing the load torque from 0 to 70% of its rated value.

In the second test, which is carried out using the Matlab/Simulink software, the dynamic behavior of the proposed SMO observer is tested through investigating the estimated values of rotor flux, which under parameter variation, plays an important role in estimating the rotor speed. The test is performed when changing the rotor resistance value to $1.5R_{rn}$ at time $t = 0.5$s while observing the rotor flux with and without using the SMO observer. The obtained results in Figure 4 approved the vital role that the SMO observer plays in maintaining the estimated flux values within the reference limits.

The third test is carried out experimentally using the TMS320C32 DSP based control board. In this test the dynamic performance of the SMO observer is tested for different operating speeds (medium and low). In Figure 5, the drive is operated at 250 RPM, with two values of load torque: 0 and 50% of rated load torque. The obtained results illustrate the feasibility of the proposed sensorless...
controller via obtaining sinusoidal signals of rotor flux and stator currents, while tracking precisely the reference speed and following the torque change as well.

The drive performance is also tested experimentally at very low speed operation (20 RPM), which is considered as a challenge to the SMO observer. The results shown in Figure 6 confirm and validate the effectiveness of the proposed SMO in achieving the control targets and estimating the rotor speed and rotor flux values with minimum deviations.

7. Conclusions

A novel two-time-scale procedure has been proposed in this paper to design an adaptive sliding mode observer (SMO) to estimate the rotor speed and rotor resistance simultaneously so that the sensorless speed control of a five-phase IM can be realized. The observing system is designed considering the stator voltages and stator currents as measured quantities. The feasibility of the proposed SMO observer with rotor resistance and speed estimations is proved using three different tools: the RT-lab real-time simulation, the Matlab/Simulink software and experimentally using the TMS320C32 DSP based control board. High dynamic performance of the proposed SMO observer is demonstrated in terms of speed regulation and parameter sensitivity. It is further shown that the use of singular perturbation simplifies the construction of the robust observer for the five-phase IM drive while achieving the desired dynamic performance.
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