MPTCP-meLearning: A Multi-Expert Learning-Based MPTCP Extension to Enhance Multipathing Robustness against Network Attacks

Yuanlong CAO†a), Ruiwen JI†, Lejun JI†, Nonmembers, Xun SHAO††b), Member, Gang LEI†, and Hao WANG†, Nonmembers

SUMMARY With multiple network interfaces being widely equipped in modern mobile devices, the Multipath TCP (MPTCP) is increasingly becoming the preferred transport technique since it can use multiple network interfaces simultaneously to spread the data across multiple network paths for throughput improvement. However, the MPTCP performance can be seriously affected by the use of a poor-performing path in multipath transmission, especially in the presence of network attacks, in which an MPTCP path would abruptly and frequently become underperforming caused by attacks. In this paper, we propose a multi-expert Learning-based MPTCP variant, called MPTCP-meLearning, to enhance MPTCP performance robustness against network attacks. MPTCP-meLearning introduces a new kind of predictor to possibly achieve better quality prediction accuracy for each of multiple paths, by leveraging a group of representative formula-based predictors. MPTCP-meLearning includes a novel mechanism to intelligently manage multiple paths in order to possibly mitigate the out-of-order reception and receive buffer blocking problems. Experimental results demonstrate that MPTCP-meLearning can achieve better transmission performance and quality of service than the baseline MPTCP scheme.
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1. Introduction

In recent years, wireless networks and technologies have experienced a period of rapid growth. The large-scale distribution of wireless network infrastructures provides a mobile Internet user with ubiquitous and instant network connectivity [1], [2]. Moreover, driven by the rapid advances in various wireless access technologies, modern mobile devices (i.e., smartphones, tablets, and other handheld computers) embedded with multiple wireless network interfaces and configured with several IP addresses (a.k.a multihoming) are becoming more and more common [3]–[7]. With the multihoming feature, these mobile devices can access and download data from the Internet by using multiple network links simultaneously. For example, the Apple’s iPhone series (i.e., iPhone and iPad) [8] enable “multipath transfer” feature, which combines both the Wi-Fi interface and the cellular interface to optimize network connection. Besides, the Huawei’s flagship smartphones (i.e., Mate 40 and Mate 40 Pro) [9] and the Samsung Galaxy lineups (i.e., S9 and S9 Plus) [10] can offer the multipath connectivity feature for the downloading of large files, by simultaneously using both the Wi-Fi network link and the cellular network link. With the increasingly widespread application of multi-homed mobile devices, the Multipath Transmission Control Protocol (MPTCP) [11], [12] recently has attracted extensive attention and become a hot topic in the research field of Internet communication technologies.

The MPTCP is an emerging transport technique towards enabling the concurrent use of multiple network interfaces to spread the data across several independent end-to-end paths [13]. Figure 1 presents a basic scenario of MPTCP communication, in which a multi-homed mobile device is receiving the data from a remote server by simultaneously using the Wi-Fi link, the cellular link, and the Bluetooth link supported by the MPTCP technology. In this case, the multi-homed mobile device can aggregate the bandwidth of the three network links to increase their throughput performance, enhance the resilience of connectivity, and max-
imize resource usage. In addition to the promising multipath transmission feature, the backwards compatibility with the current Internet applications is another important feature that makes a great contribution to the success of the MPTCP. As an extension of Transmission Control Protocol (TCP), MPTCP inherits the standard socket application programming interfaces (APIs) from the TCP. An MPTCP connection actually consists of a set of TCP connections (known as subflows) [14], [15], and each TCP connection (subflow) independently performs the transmission of data over an individual path [16], as shown in Fig. 2. Correspondingly, MPTCP can be backwards compatible with TCP. With its attractive features of multipathing and backward compatibility, the MPTCP is regarded to be the core transport technique of future Internet [17]–[20].

Although applying the promising MPTCP technology towards effective concurrent multipath transmission introduces numerous potential advantages [21]–[24], the out-of-order (OFO) data arrival in MPTCP is a tricky and inevitable problem because asymmetric MPTCP transmission paths are likely to have different quality of service (QoS)-related transmission parameters (e.g., available bandwidth, packet loss, propagation delay and so on) [25]–[27]. Especially when MPTCP suffers from malicious network attacks, the OFO data arrival phenomenon can be problematic since an attacked path within the MPTCP connection generally has a large transmission quality difference compared with other MPTCP paths [28]–[32]. The most related researches demonstrate that predicting the expected transmission quality of each path, and then preventing the usage of a poor-quality path in the multipath transmission is an effective approach to alleviate the OFO data arrival problem in MPTCP [33].

The most widely way to predict transmission quality for each MPTCP path is to model the corresponding TCP connection behavior mathematically and build a formula-based throughput predictor according to the TCP connection’s own characteristics. However, a single way to use a certain kind of formula-based approach as throughput predictor for an MPTCP path (a TCP connection) that is undergoing network attacks can make the prediction accuracy low. This is because network attacks can induce serious situations and intensive challenges such as abrupt and frequent transmission fluctuations and packet losses that have significant side-effects on the performance of transmissions.

In MPTCP, although each of paths independently performs the transmission of data over an individual path, these paths actually affect each other because of cross-path interactions between them. For instance, if a path experiences transmission interruption caused by some kind of malicious network attack, the other paths within the MPTCP connection are likewise disturbed in transmissions. Various forms of malicious network attacks, such as the Cross-Path Inference Attacks [34], the Man-in-the-Middle attacks [31], [35], the random/selective cyber attacks [36], the low-rate distributed denial-of-service (LDDoS) attacks [29], the the connection hijack attack [32], and the traffic diversion attack [32], have been reported to exploit the vulnerabilities (e.g., cross-path interactions between paths) in MPTCP to cause performance degradation of MPTCP. Nevertheless, there is no exact specification that can be used for preventing the use of attacked paths in MPTCP [37], [38].

In this paper, we propose MPTCP-meLearning, a multi-expert Learning-based MPTCP extension to enhance MPTCP performance robustness against network attacks. The design objectives of MPTCP-meLearning are (i) to possibly achieve better transmission quality prediction accuracy for each MPTCP path, even when MPTCP experiences an unexpected transmission situation (e.g., a network attack situation); and (ii) to adaptively choose a subset of high-performing paths for data transmission while renouncing the use of a relative low-performing path in multipath transmission if necessary. We evaluate the proposed MPTCP-meLearning scheme by simulations. The results demonstrate that MPTCP-meLearning can achieve better transmission performance and QoS than the baseline MPTCP in the presence of network attacks. Most notably, MPTCP-meLearning makes valuable and constructive contributions against the literature in this area, in the following two main aspects:

i) It presents a new kind of predictor to possibly achieve better quality prediction accuracy for each of multiple paths, even when the path experiences bursty losses or abrupt fluctuations caused by some kinds of network attacks, by leveraging a group of representative formula-based predictors.

ii) It designs a novel mechanism to intelligently manage multiple paths in MPTCP in order to possibly mitigate the OFO reception and receive buffer blocking problems caused by the large transmission quality differences among the asymmetric paths.

The remainder of the paper is organized as follows. Section 2 introduces the detailed designs of the meLearning Station and meLearning Scheduler. Section 3 compares and analysis the performance of the baseline MPTCP and MPTCP-meLearning. Section 4 concludes the paper and gives our future work.

2. MPTCP-meLearning Detail Design

Figure 3 presents the architecture of the proposed MPTCP-
meLearning solution, which involves an MPTCP sender, an MPTCP receiver, and n network paths. As a variant of MPTCP, the MPTCP-meLearning extends the baseline MPTCP at the sender side, by using a new Multi-Expert Learning Station (hereafter referred to as meLearning Station) and a novel Multi-Expert Learning-based Scheduler (hereafter referred to as meLearning Scheduler). While at the MPTCP-meLearning receiver side, all the modules are directly inherited from the modules of the baseline MPTCP receiver, which means the MPTCP-meLearning receiver just accomplishes the same operations as the baseline MPTCP receiver does; for example, it performs packet reordering and acknowledgement feedback if any MPTCP segment arrived. The following are the detailed designs of the meLearning Station and meLearning Scheduler. For convenience, we briefly list the basic notations, as shown in Table 1. These notations are helpful to read and understand the MPTCP-meLearning Detail Design section.

2.1 meLearning Station

The meLearning Station is proposed to possibly achieve better throughput prediction accuracy, by aggregating a group of representative formula-based predictors to predict the expected throughput for each MPTCP path, even MPTCP experiences an unexpected transmission situation (e.g., a network attack situation). Figure 4 illustrates the architecture of the proposed meLearning Station. As the figure shows, the meLearning Station contains an Expert System (dubbed “e-System”) which consists of m formula-based predictors, and each predictor represents a formula-based TCP throughput prediction model. Assume that path \( d_i \) is one of transmission paths in an MPTCP connection, and \( (Q_1, Q_2, \ldots, Q_n) \) are the n network parameters of \( d_i \) (e.g., end-to-end delay, packet loss and other QoS-related network parameters), a formula-based TCP throughput prediction model (denoted as \( F_i \)) used in the meLearning Station can be mathematically represented by a function of n network parameters of \( d_i \), which can be expressed by

\[
F_i(Q_1, Q_2, \ldots, Q_n), \quad s.t. 1 \leq i \leq m. \tag{1}
\]

At present, there are so many formula-based throughput prediction models in the research field of TCP. In practice, all those solid prediction models can be aggregated to build up an expert system in the meLearning Station. In this paper, the three most popular TCP throughput prediction models: the Veno model [39], the Mathis model [40], and the Padhye model [41], are included in the e-System and acted as built-in experts to predict each TCP connection (each MPTCP path). This is because that to the best of our knowledge, most of the current prediction models are derived from one of the three well-known TCP throughput
The multipath management operations, as well as the multipath transmission.

MPTCP scheduler with the addition of multipath management operations. More specifically, the meLearning Scheduler is responsible for spreading data across multiple independent transmission paths in an MPTCP connection, like the baseline MPTCP scheduler does. Besides, it is designed to intelligently manage multiple paths to possibly mitigate the OFO data arrival problem in MPTCP, by fully exploiting the advantages of the meLearning Station. This is vitally important for MPTCP because if an MPTCP receiver needs to maintain a large number of OFO data in its finite buffer space for reordering, like it was previously mentioned, the MPTCP is more likely to experience serious receive buffer blocking, which causes severe performance degradation of multipath transmission.

Let’s assume that there are \( k \) paths \((d_1, d_2, \cdots, d_k)\) in an MPTCP connection, and let \( d_{\text{group}} \), \( d_{\text{active}} \), and \( d_{\text{deactive}} \) be a group with all the \( k \) paths, a group with the active paths, and a group with the deactivated paths in MPTCP, respectively, in which \( (d_{\text{active}} \cap d_{\text{deactive}} = \phi) \). To possibly reduce OFO data reception and avoid the receiver buffer blocking in MPTCP, the meLearning Scheduler discriminates the transmission quality for each of the \( k \) paths according to the output of the meLearning Station, and thereby adaptively manages these paths in multipath transmission, by following the strategies below:

i) The meLearning Scheduler only uses the paths within the group \( d_{\text{active}} \) to transmit the MPTCP data chunks;

ii) The meLearning Scheduler can renounce the use of a poor-performing path for data transmission if a serious receive buffer blocking occurs;

iii) The meLearning Scheduler also can reactivate a path within the group \( d_{\text{deactive}} \) for data transmission conditionally.

The design objectives of the above strategies used for the meLearning Scheduler are to choose a group of suitable transmission paths for effective multipath transmission while preventing the usage of a poor-performing path (e.g., a path that is under attack) in multipath transmission if necessary. The multipath management operations, as well as the data scheduling operations of the meLearning Scheduler, each step of which is described in more detail, are as follows:

i) Concurrently distributing the MPTCP data chunks across the paths within the group \( d_{\text{active}} \), and periodically (per one RTT) sending probe data to the paths within the group \( d_{\text{deactive}} \);

ii) Sorting all the paths within the group \( d_{\text{active}} \) in rank order of worst to best according to their own \( \overline{Q} \) values, supported by the meLearning Station;

iii) Reactivating the path with the lowest value of \( \overline{Q} \) for data transmission when a severe receive buffer blocking occurs, and then moving this path from the group \( d_{\text{deactive}} \) to the group \( d_{\text{active}} \);

iv) If any of the paths within the group \( d_{\text{deactive}} \) has the \( \overline{Q} \) value greater than or equal to a specific threshold value,
moving this path from the group $d_{\text{deactive}}$ to the group $d_{\text{active}}$, and then reactivate this path for data delivery.

For the above step iv), we denote by $d_j$, the $j^{th}$ path in $d_{\text{deactive}}$, by $Q_{d_j}$ the transmission quality of the path $d_j$, and by $\text{count}(d_{\text{active}})$ the number of paths in $d_{\text{active}}$. To simplify the calculation procedure, if the quality of path $d_j$, $Q_{d_j}$, is not lower than the cumulative average quality of all the paths within the group $d_{\text{active}}$, this path can be reactivated by the $\text{meLearning}$ Scheduler for the transmission of MPTCP data chunks. can be expressed by using the following mathematic model,

$$Q_{d_j} = \frac{1}{\text{count}(d_{\text{active}})} \times \sum_{\omega=1}^{\text{count}(d_{\text{active}})} Q_{d_{\omega}} \geq C, \quad (7)$$

where $C$ is a constant and its value can be changed with the actual situation. Here, the value of $C$ is simply set to zero. Such a way to reactivate a path for data distribution can maximize the utilization of network resources while possibly ensuring all the paths in multipath transmission have little difference in terms of transmission quality.

The main pseudo-code of the MPTCP-$\text{meLearning}$ with the operations enabled by the $\text{meLearning}$ Station and $\text{meLearning}$ Scheduler is presented in the Algorithm 1. For convenience, we present a list of important symbols in the Table 2 that are helpful for the reading and understanding of the algorithm.

### 3. Performance Evaluation

#### 3.1 Simulation Topology

The performance evaluation has been carried out on the network simulator version 2.35 [42], which is known simply as NS-2 and includes the baseline MPTCP module [43]. The simulation topology is presented in Fig. 5, which includes an MPTCP sender and an MPTCP receiver. The two MPTCP endpoints are connected by three asymmetric and independent paths, which are path #1 that is configured with 10Mbps bandwidth and 10-20 ms propagation delay, path #2 that is configured with the same network parameters as path #1, and path #3 that is configured with 10Mbps bandwidth and 20-30 ms propagation delay.

In order to reflect the burst frame loss and high frequency in the data link layer in this experiment, the $\text{Unified Loss}$ model (used to represent the distributed loss caused by wireless noise interference) and the two-state $\text{Markov Loss}$ model (used to represent low-frequency continuous loss caused by wireless signal fading) are added to the access links of both path #1 and #2. We use the default queue management algorithm Droptail in NS-2. Table 2 presents other important network parameters used to configure the three paths.

Furthermore, considering that the complex behavior of the Internet cross-traffic is very important for measuring the performance of a transport protocol, each of the two paths (#1 and #2) is attached to one Variable Bit Rate (VBR) traffic generator to send VBR cross-traffic over the two paths. The selected VBR cross-flow data packet is like [29], in which 1500 bytes account for 46%, 1300 bytes account for 1.7%, 628 bytes account for 2.1%, 576 bytes account for 1.2%, and 44 bytes account for 49%. The VBR cross-traffic occupies 25% of path #1’s access link bandwidth, and 50% of path #2’s access link bandwidth, respectively.
Table 3  Path parameter configuration used in the simulation.

| Network Parameters          | Path #1, #2 | Path #3 |
|-----------------------------|-------------|---------|
| Access link bandwidth       | 10Mbps      | 10Mbps  |
| Access link delay           | 10-20ms     | 20-30ms |
| Access link queue type      | Droptail    | Droptail|
| Core network bandwidth      | 100Mbps     | 100Mbps |
| Core network delay          | 30ms        | 75ms    |
| Uniform loss rate           | 1-3%        | 0%      |
| Markov loss rate            | 1%          | 0%      |

In addition, to simulate a case of an MPTCP path with network attacks, the access link of path #3 is attached with ten Constant Bit Rate (CBR) traffic generators in order to generate the low-rate distributed denial of service (LDDoS) attack traffic, with considering that an LDDoS attack usually uses User Datagram Protocol (UDP) with the CBR traffic. All the ten CBR generators begin their attack at 0.1th second and end at 99.9th second of simulation time. The packet size of CBR is set to 1444 bytes. The sending rate of CBR packets is 1 mbps. They inject the LDDoS traffic with the same characteristics as described in our previous work [29, Eq. (1)]. The simulation time is 100 seconds.

3.2 Simulation Results

1) Data sending and receiving times. Comparison results of data transmission time using the baseline MPTCP and MPTCP-meLearning are shown in Fig. 6 (a), and comparison results of data reception time using the baseline MPTCP and MPTCP-meLearning are shown in Fig. 6 (b). We can intuitively understand from the two figures that the performance of data transmission and reception of the baseline MPTCP is better than that of MPTCP-meLearning in the first few seconds of simulation time. This is because that the baseline MPTCP uses all the three paths for data transmission. In MPTCP-meLearning, however, compared with paths #1 and #2, the quality of path #3 is different from them, so that path #3 will not be used in multipath transmission. However, after the first few seconds, the performance of MPTCP-meLearning reached a higher level than that of the baseline MPTCP. This is because, in the baseline MPTCP, path #3 is used for multipath transmission, but its performance is poor and even prone to failure, which blocks the receiver buffer and interrupts paths #1 and #2. However, in the multipath transmission of MPTCP-meLearning, only the stable paths #1 and #2 are be used for the transmission of data.

2) Out-of-order DSN. The Out-Of-Order Data Sequence Number (OFO DSN) represents the offset between the DSNs of two consecutively received MPTCP chunks, therefore, it can be calculated by the difference between the DSN of the current MPTCP chunk and that of the latest received MPTCP chunk. Nowadays, the OFO DSN is considered as a fairly good performance metric for a multipath protocol. Figure 7 shows the situation of OFO DSN under two different situations of
3) Throughput Performance. As shown in Fig. 8, the throughput results under the baseline MPTCP usage and MPTCP-meLearning usage are compared. In multipath transmission, in order to achieve a high level of throughput, MPTCP-meLearning will avoid using paths that are prone to failure. Besides, it can reduce the probability of blocking the receiver buffer, and it can also reduce the probability of transmission interruption of other high-performance paths. For the above reasons, MPTCP-meLearning can distribute traffic data on the subset of stable paths. However, if the baseline MPTCP is used, besides easily interrupted paths, data transmission will be hindered, and disordered traffic data will also be received. This undoubtedly weakens the overall throughput performance. In order to illustrate the throughput comparison better, we calculate the cumulative average throughput can be computed by averaging the total average throughput values in a total of 100 seconds of simulation time. The cumulative average throughput of the baseline MPTCP and MPTCP-meLearning is shown in the sub-graph in Fig. 8. It can be clearly seen that compared with the baseline MPTCP, the cumulative average throughput of MPTCP-meLearning is 37.67% higher.

4) End-to-end delay. Figure 9 compares the end-to-end delay performance with the baseline MPTCP and MPTCP-meLearning. As stated above, in order to ensure that the MPTCP segments arrive at the receiver in an accurate order and avoid unnecessary, redundant retransmission in the interrupted (or fault-prone) path in the transmission process, the characteristics of MPTCP-meLearning to avoid using poor performance paths and/or fault-prone paths reduce the delay (mainly data packet rearrangement delay and data packet transmission delay). Therefore, when the total simulation time is 100 seconds when comparing the cumulative average delay of these two different transmission methods, it can be found that the cumulative average delay of MPTCP-meLearning is about 1.25% lower than that of the baseline MPTCP.

5) Jitter comparison. As a suitable measure to evaluate and explore the time performance of multipath transmission protocol, jitter actually refers to the variation of packet delay with heavy end-to-end traffic data transmission time. In the process of low-performance transmission, the amount of jitter may be more. As shown in Fig. 10, after comparing the jitter performance when
using the baseline MPTCP and MPTCP-meLearning, it can be found that the path management behavior of MPTCP-meLearning (i.e., the traditional “full MPTCP” mode to the “intelligent MPTCP” mode) will affect the jitter performance. Its jitter performance is occasionally lower than the baseline MPTCP, but these are acceptable. Because MPTCP-meLearning can adaptively select a reasonable path for transmission, the scheduler of the baseline MPTCP will receive data out of sequence and have redundant retransmission. In contrast, MPTCP-meLearning can achieve stable performance, while the service quality and efficiency of the baseline MPTCP are lower.

4. Conclusions and Future Works

In this paper, we present a multi-expert learning-based MPTCP variant, dubbed as MPTCP-meLearning, to enhance multipathing robustness against network attacks. In contrast to MPTCP, MPTCP-meLearning includes two additional blocks, which are the Multi-Expert Learning Station (abbreviated as meLearning Station) that is dedicated to possibly achieving better quality prediction accuracy for each of multiple paths in MPTCP, even when an MPTCP path experiences bursty losses or abrupt fluctuations caused by some kinds of network attacks, by leveraging a group of representative formula-based predictors, and the Multi-Expert Learning-based Scheduler (abbreviated as meLearning Scheduler) that is devoted to intelligently managing multiple paths in MPTCP in order to possibly mitigate the OFO reception and receive buffer blocking problems caused by the large transmission quality differences among the asymmetric paths. The simulation results reveal that MPTCP-meLearning can achieve better performance than the baseline MPTCP in the presence of network attacks.
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