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Abstract

Zero-shot voice conversion is becoming an increasingly popular research direction, as it promises the ability to transform speech to match the voice style of any speaker. However, little work has been done on end-to-end methods for this task, which are appealing because they remove the need for a separate vocoder to generate audio from intermediate features. In this work, we propose Location-Variable Convolution-based Voice Conversion (LVC-VC), a model for performing end-to-end zero-shot voice conversion that is based on a neural vocoder. LVC-VC utilizes carefully designed input features that have disentangled content and speaker style information, and the vocoder-like architecture learns to combine them to simultaneously perform voice conversion while synthesizing audio. To the best of our knowledge, LVC-VC is one of the first models to be proposed that can perform zero-shot voice conversion in an end-to-end manner, and it is the first to do so using a vocoder-like neural framework. Experiments show that our model achieves competitive or better voice style transfer performance compared to several baselines while maintaining the intelligibility of transformed speech much better.

1 Introduction

Voice conversion (VC) is the task of transforming a voice to sound like that of another person without changing the linguistic or prosodic content conveyed in the original speech [1]. It belongs to the general field of speech synthesis, which also includes text-to-speech (TTS), speech vocoding, and the changing of other speech properties such as emotion and accents. VC technologies have many practical applications, such as voice anonymization for privacy preservation [2], communication aids for the speech-impaired [3], and voice dubbing in movies and games. Therefore, it is becoming an increasingly popular research direction in the speech processing and machine learning community.

Advances in deep learning have had a significant impact on voice conversion research in recent years, allowing VC systems to achieve significant improvements in terms of voice quality and similarity to the target speaker, especially in the non-parallel data setting. Many recent approaches have framed the conversion task as a style transfer problem, leading to the alternate name of voice style transfer (VST). Some of these methods have used variants of generative adversarial networks (GANs) [4, 5, 6] or vector-quantized variational autoencoders (VQ-VAEs) [7, 8]. Others have leveraged the latent representations of automatic speech recognition (ASR) models to extract linguistic features from the source speech and decompose it into content and speaker information [9, 10].

Despite many improvements, the naturalness, intelligibility, and speaker similarity of transformed voices even for state-of-the-art VC models still lags behind that of true speech, especially when conversion is applied to new speakers that were previously unseen during training (i.e., in the zero-shot setting). Most zero-shot VC models trained on non-parallel data use a self-supervised learning strategy with a self-reconstruction loss. The idea is to decompose a given training utterance’s speaker and
content information into separate embeddings, and then recombine them using a decoder to reconstruct the original signal. At inference time, conversion can be performed by combining the content embedding from a source utterance with the speaker embedding from a target utterance. The hope is that the model will learn to combine content and speaker embeddings in a coherent way regardless of where each of them comes from. Given this, most models are composed of a content encoder, speaker encoder, and decoder [11, 12, 13, 14, 15]. Traditionally, the information decomposition and conversion are performed on intermediate representations such as mel spectrograms. This is followed by a vocoding step to convert these representations into time-domain audio.

However, little work has been done on developing models that can perform voice conversion and audio synthesis together in an end-to-end manner. End-to-end methods have become popular in deep learning due to their simplicity, elegance, and high performance [16, 17, 18, 19, 20]. In the context of voice conversion (and speech synthesis in general), they are particularly appealing because they do not require a separate vocoder to synthesize time-domain audio. VC methods that produce spectrograms and rely on vocoders to synthesize audio can have highly variable performance depending on the quality of the vocoder. Furthermore, high-quality vocoders can still generate poor quality audio if the spectrogram itself has flaws. VC models that generate spectrograms are also forced to define their training losses in the spectrum domain, which may not align with human perception of audio once converted to the time domain. Consequently, they are prone to producing audio that has artifacts or that sounds muffled due to oversmoothing in the spectrum.

In this work, we introduce **Location-Variable Convolution-based Voice Conversion (LVC-VC)**, a model for performing end-to-end zero-shot voice conversion that is based on the architecture of a neural vocoder. LVC-VC utilizes location-variable convolutions (LVCs) [21] in its generator to efficiently model the time-dependent features that arise in speech using a compact model size. Unlike many other VC models, LVC-VC does not contain a content encoder or decoder. Rather, it uses a set of carefully designed input features that already have disentangled content and speaker style information, and the vocoder-like architecture learns to combine these features to perform voice conversion while synthesizing audio. This significantly streamlines the model’s structure and removes the difficult task of training the model to perform proper disentangled representation learning.

To the best of our knowledge, LVC-VC is one of the first models for end-to-end zero-shot VC that has ever been proposed, and the first to tackle the problem using a vocoder-like neural framework. Our choice of input features, training strategy, and model architecture enable LVC-VC to strike a good balance between achieving good voice style transfer performance while maintaining the clarity and intelligibility of transformed speech. This contrasts with several other baseline VC models, which we find to exhibit a trade-off between audio quality/intelligibility and accurate voice style transfer.

## 2 Related Work

### 2.1 Voice conversion

One of the first zero-shot voice conversion methods was AutoVC [12], an autoencoder-based model that combined a pre-trained speaker encoder with dimensionality bottleneck layers to disentangle content and speaker information. AutoVC has served as the base model for a range of improvements, such as the addition of fundamental frequency (F0) information [13], mutual information-based disentangled representation learning [22], and adversarial voice style mixup [15]. Other approaches have used techniques such as adaptive instance normalization [11], activation function guidance [23], and information perturbation-based training [24] to disentangle the content and speaker information in speech. All of the aforementioned methods produce spectrograms, which necessitate that a separate vocoder be part of the overall system in order to synthesize time-domain audio.

Few models have been proposed that can perform end-to-end voice conversion; to the best of our knowledge, the only two models that can do this are Blow [25] and NVC-Net [14]. Blow is a normalizing flow network for non-parallel raw-audio voice conversion. However, it is not able to perform zero-shot conversion, and like many other flow-based networks, it has a very large number of parameters. NVC-Net is a GAN-based model that performs conversion directly on raw audio waveforms. Unlike LVC-VC, NVC-Net does not deviate significantly from the established VC framework, consisting of a speaker encoder, a content encoder, a decoder, and three discriminators.

---

1 Audio samples are available on our demo page: [https://lvc-vc.github.io/lvc-vc-demo/](https://lvc-vc.github.io/lvc-vc-demo/)
Conceptually, LVC-VC shares some similarities with NANSY [24], a neural analysis and synthesis framework that uses various input features along with information perturbation-based training to flexibly control various attributes of speech. NANSY demonstrated strong performance on zero-shot voice conversion, pitch shift, and time-scale modification. However, it uses intermediate representations from a pre-trained wav2vec 2.0 LARGE model [26] for its speaker and content features, which leads to the overall system having a very large number of parameters. In addition, NANSY relies on a vocoder to generate time-domain audio from the spectrograms that it produces. While LVC-VC is only able to modify vocal identity, it does so in an end-to-end manner, with a significantly smaller model footprint, and using input features that are much simpler to compute.

2.2 Location-variable convolutions (LVCs)

Deep generative models (neural vocoders) have achieved great success in speech synthesis [27, 28, 29, 30]. Many of them are implemented using a WaveNet-like generator network [27], in which mel spectrograms are used as conditioning features and dilated causal convolutions are applied to capture the long-term dependencies of a waveform. This necessitates a large number of convolution kernels to capture the many time-dependent features that arise in speech, since the same kernels must be used for all audio frames. However, in a traditional linear prediction vocoder [31], the coefficients for the all-pole linear filter vary depending on the conditioning acoustic features of the analysis frame. A network with similarly variable kernel coefficients depending on the conditioning features could be able to model long-term dependencies in waveforms more efficiently than fixed-kernel methods.

Inspired by this idea, [21] introduced location-variable convolutions (LVCs), in which different convolutional kernel weights are used to model different intervals in an input sequence depending on the corresponding “local” sections of a conditioning sequence, such as a mel spectrogram. To do this, LVCs utilize kernel predictor networks, which predict the weights of convolution kernels given a local conditioning sequence. Then, each interval of the input sequence has a different convolution operation performed on it depending on the temporally associated section of the conditioning sequence. LVCs have more powerful capabilities for modeling long-term dependencies in audio because they can flexibly generate kernels that correspond in a more tailored way to different conditioning sequences.

3 LVC-VC: Location-Variable Convolution-based Voice Conversion

3.1 Input features

**Content.** The primary content feature used for LVC-VC is inspired by the source-filter model of speech production, in which the excitation of a speaker’s vocal cords (the source) is convolved with a representation of the vocal tract (the filter) [31]. Here, we consider the excitation to contain the speaker information of a spoken utterance and the vocal tract to contain the content information. Indeed, in voiced speech, the excitation contains information on a voice’s fundamental frequency (F0) and its harmonic frequencies, and the vocal tract determines the specific phoneme that is produced by a speech sound. Therefore, separating the source and filter components of an utterance via deconvolution allows us disentangle its speaker and content information to a large extent. In particular, the spectral envelope of an utterance can be extracted by performing low-quefrency liftering on the utterance. Further details on the theory behind this process are described in Appendix A.

Note that the filter still contains some amount of speaker information; intuitively, this is because different speakers have different vocal tract shapes, which causes variations in spectral envelopes and formants even when the same phonemes are being pronounced. In Section 3.3 we describe an information perturbation strategy to prevent the model from using this information during training.

Formally, let the source utterance in the time domain be \(x\) and its log-mel spectrogram be \(X\). We convert \(X\) to the cepstral domain, perform low-quefrency liftering, and re-convert back to the spectral domain to obtain the spectral envelope of the utterance \(H\). \(H\) serves as the primary content feature that is fed into the model, and is intended to contain the content information of \(X\) but with the excitation of the vocal cords (the harmonics) removed.

We also compute the normalized F0 contour of \(x\) and use it as an additional input feature for the model. Specifically, we use the per-frame normalized quantized log F0 feature \(p_{\text{norm}}\) that was introduced and used previously in [13] and [32]. To compute \(p_{\text{norm}}\), we first extract the log F0 from all of a speaker’s voiced samples using a pitch tracking algorithm [33]. Then, we compute the speaker’s log
F0 mean $\mu$ and variance $\sigma^2$. We use the same analysis window and hop sizes as when computing $X$ to ensure that the number of extracted F0 frames matches up with the number of spectrogram frames. Then, for each voiced frame, we normalize the raw log F0 $p_{\text{raw}}$ as follows:

$$p_{\text{norm}, n} = \frac{p_{\text{raw}, n} - \mu}{4\sigma} + \frac{1}{2},$$

where $n$ denotes the index of an analysis frame. This operation roughly constrains values of $p_{\text{norm}}$ to be within the range $[0, 1]$; any values falling outside this range are clipped. We then quantize the range $[0, 1]$ into 256 bins and one-hot encode the $p_{\text{norm}}$ values. Finally, we add another bin to represent unvoiced frames, resulting in a 257-dimensional one-hot encoded feature for each frame. The concatenation of these features across all frames then becomes $p_{\text{norm}}$.

**Speaker.** For speaker-related conditioning features, we use embeddings extracted from a speaker encoder $E_s$ that has been pre-trained on a speaker recognition task. The architecture and training details of $E_s$ are described more in-depth in Section 3.2. We denote speaker embeddings using the variable $s$. For an utterance $x$, the speaker embedding is then: $s = E_s(x)$.

We also include the quantized median log F0 of a speaker as an additional conditioning feature. This is computed by extracting the log F0 from all of a speaker’s voiced speech samples using the same pitch tracking algorithm as for $p_{\text{norm}}$, and computing the median for a speaker. Then, we quantize the range log(65.4) Hz to log(523.3) Hz (corresponding to the notes ‘C2’ and ‘C5’) into 64 bins and and one-hot encode the median log F0 value. As before, any values falling outside the quantized range are clipped. This results in a 64-dimensional vector $m$ that encodes a speaker’s F0 information.

### 3.2 Model architecture

LVC-VC consists of a generator $G$, a speaker encoder $E_s$, and a set of discriminators for GAN-based training. The input features are fed into the kernel predictors of the generator’s LVC layers, which combine the information from the various features and pass it to the generator to synthesize audio.

**Generator.** The generator $G$ is based on the c16 variant of UnivNet [30]. It has a channel size of 16 in each of its convolutional layers and contains around 4.5 million parameters. Figure 1 shows a diagram of the overall architecture. It is a fully convolutional neural network that takes random noise $z$ as an input sequence and the content and speaker features described in Section 3.1 as conditions, and outputs a raw audio waveform $\hat{x}$. Its main body consists of a series of 1D transposed convolutional layers to upsample the input waveform $x$, which is specified to have the same length as the low-quefrency lifted log-mel spectrogram $H$. In our experiments, spectrograms are at a $256 \times$ lower resolution compared to raw audio. Therefore, there are three transposed convolutional layers with upsampling factors of $8 \times$, $8 \times$, and $4 \times$ to perform the total $256 \times$ upsampling.

Each transposed convolutional layer is followed by a stack of four residual blocks, each of which consists of a dilated 1D convolution, a 1D location-variable convolution (LVC), and a gated activation unit (GAU) [34]. The four dilated convolutions in each stack have dilation factors of $[1, 3, 9, 27]$. Leaky ReLU [35] with $\alpha = 0.2$ is used as the activation before the dilated convolutions and LVCs. The kernels of the LVC layers are determined by kernel predictor networks that take the conditioning features $H$, $p_{\text{norm}}$, $s$, and $m$ as input (Figure 1b). Each residual stack has its own kernel predictor network, for a total of three kernel predictors. Each kernel predictor consists of a residual stack of 1D convolutions with Leaky ReLU activations ($\alpha = 0.2$), and simultaneously predicts the kernels of all of the LVC layers in the stack that it is associated with. The output waveform is thus a result of feeding the input noise sequence and all of the conditioning features through the generator:

$$\hat{x} = G(z, H, p_{\text{norm}}, s, m).$$

**Speaker encoder.** For the speaker encoder $E_s$, we use the Fast ResNet-34 speaker recognition model from [36]. The model was pre-trained using angular prototypical loss on the development set of the VoxCeleb2 dataset [37] and uses self-attentive pooling [38] to aggregate frame-level features into an utterance-level representation. The model takes 40 dimensional log-mel spectrograms as input and outputs speaker embeddings of dimension 512.

**Discriminators.** LVC-VC uses two discriminators for GAN-based training: a multi-resolution spectrogram discriminator (MRSD) and a multi-period waveform discriminator (MPWD).
Figure 1: Overall LVC-VC architecture. (a) Generator. (b) Kernel predictor network for LVC layers.

The MRSD was originally introduced in [30]. It is a mixture of $M$ sub-discriminators that evaluates a synthesized waveform at multiple frequency resolution scales using linear magnitude spectrograms and makes a decision as to whether it is real or not. The spectrograms are computed using short-time Fourier transform (STFT) parameter sets $\{\text{FT}_m(\cdot)\}_{m=1}^M$. Here, $\text{FT}_m(\cdot)$ denotes the Fourier transform performed by the $m$-th sub-discriminator. Each STFT parameter set consists of: (number of Fourier transform points, window length (in seconds), hop length (in seconds)). Formally, the MRSD computes the following:

$$\{s_m = |\text{FT}_m(x)|, \hat{s}_m = |\text{FT}_m(\hat{x})|\}_{m=1}^M.$$  \hfill (3)

In our experiments, $M = 3$ and the STFT parameter sets for the sub-discriminators were $[(512, 0.025, 0.005), (1024, 0.05, 0.01), (256, 0.01, 0.002)]$.

The MPWD, originally introduced in [29], is also a mixture of sub-discriminators, each of which takes as input equally spaced samples of a time-domain audio waveform at a different period $p$ and evaluates whether it is real or not. The periods are set to the prime numbers $p \in \{2, 3, 5, 7, 11\}$ in order to avoid overlaps in analysis between the sub-discriminators as much as possible. The MPWD is designed to model and capture implicit structures in the periodic patterns of audio at multiple temporal resolutions, thereby guiding the generator to synthesize more realistic waveforms.

### 3.3 Training

Recall that we use a speaker encoder $E_s$ that has already been pre-trained to extract speaker information. Therefore, we keep the weights of $E_s$ fixed and only train $G$ and the discriminators.

**Self-reconstruction.** The training losses for self-reconstruction largely follow those used by UnivNet [30]. The content and speaker features described in Section 3.1 are extracted from training utterances and used to reconstruct the original audio.

Recall that the content feature $H$ still contains some amount of speaker information. This could lead to the residual speaker information in $H$ leaking into the synthesized audio, resulting in poor voice conversion at inference time. To prevent this from happening, we randomly warp $H$ by stretching or compressing it along the frequency axis during training; we denote the warped version of the feature $H'$. This step removes most of the residual speaker information in low-quefrency liftered log-mel spectrograms while still preserving the content information in the original spectral envelope.
For the speaker embeddings, rather than using the embedding extracted from a given training utterance, we sample an embedding \( s' \) from a GMM with 1 component that we fit on the corresponding speaker's training utterances. This strategy ensures that a similar, but different speaker embedding is used to reconstruct an utterance every time. It also helps the model generalize better to unseen speakers.

Formally, let an input utterance for training be \( x \) and the associated conditioning features be \( H', p_{\text{norm}}, s', m \). Then, the reconstructed output is produced by \( \hat{x} = G(z, H', p_{\text{norm}}, s', m) \). In addition to the GAN losses defined by the discriminators, we use multi-resolution STFT loss \(^{[9]}\) as an auxiliary training criterion. The full auxiliary loss \( \mathcal{L}_{\text{aux}} \), which is comprised of the spectral convergence loss \( \mathcal{L}_{\text{sc}} \) and log STFT magnitude loss \( \mathcal{L}_{\text{mag}} \), is defined as follows:

\[
\mathcal{L}_{\text{aux}}(x, \hat{x}) = \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}_{x, \hat{x}} \left[ \mathcal{L}_{\text{sc}}(s_m, \hat{s}_m) + \mathcal{L}_{\text{mag}}(s_m, \hat{s}_m) \right],
\]

\[
\mathcal{L}_{\text{sc}}(s, \hat{s}) = \frac{\|s - \hat{s}\|_F}{\|s\|_F},
\]

\[
\mathcal{L}_{\text{mag}}(s, \hat{s}) = \frac{1}{N} \|\log s - \log \hat{s}\|_1.
\]

\( N \) denotes the number of frames in a spectrogram and \( \| \cdot \|_F \) and \( \| \cdot \|_1 \) denote the Frobenius and L1 norms, respectively. \( M \) is the number of MRSD sub-discriminators. \( s \) and \( \hat{s} \) are defined in Equation \( \[3\] \) and each \( m \)-th \( \mathcal{L}_{\text{sc}} \) and \( \mathcal{L}_{\text{mag}} \) reuse the \( s_m \) and \( \hat{s}_m \) used for the \( m \)-th MRSD sub-discriminator.

**Speaker similarity.** Self-reconstructive training on its own does not explicitly force the converted audio to take on the vocal characteristics of the target speaker. Therefore, we utilize an additional loss which induces LVC-VC to generate audio that more closely matches the characteristics of the target speaker. We call this loss the speaker similarity criterion (SSC). Let the original utterance used for self-reconstructive training be \( x_0 \) and its associated features be \( (H_0, p_{\text{norm}}_0, s_0, m_0) \). For each reconstructive training sample, we sample \( N \) more utterances from different speakers \( x_1, \ldots, x_N \) with associated content features \( (H_n, p_{\text{norm}}_n), \forall n \in [1, \ldots, N] \). We designate \( x_0 \) to be the target utterance for performing conversion. Then, the SSC loss \( \mathcal{L}_{\text{ssc}} \) is:

\[
\hat{x}_{n \rightarrow 0} = G(z, H_n, p_{\text{norm}}_n, s'_0, m_0),
\]

\[
\mathcal{L}_{\text{ssc}} = \frac{1}{N} \sum_{n=1}^{N} \cos \left( E_s(\hat{x}_{n \rightarrow 0}), s'_0 \right),
\]

where \( \cos(x_1, x_2) \) denotes the cosine similarity between \( x_1 \) and \( x_2 \).

**GAN-based training.** The generator and discriminator losses for training follow the least-squares GAN objective functions \(^{[40]}\). The overall losses are defined as follows:

\[
\mathcal{L}_G = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}_{z, c} \left[ (D_k(G(z, H', p_{\text{norm}}, s', m)) - 1)^2 \right] + \lambda_{\text{aux}} \mathcal{L}_{\text{aux}}(x, G(z, H', p_{\text{norm}}, s', m)) + \lambda_{\text{ssc}} \mathcal{L}_{\text{ssc}},
\]

\[
\mathcal{L}_D = \frac{1}{K} \sum_{k=1}^{K} \left( \mathbb{E}_{x} \left[ (D_k(x) - 1)^2 \right] + \mathbb{E}_{z, c} \left[ D_k(G(z, H', p_{\text{norm}}, s', m)) \right] \right),
\]

where \( K \) denotes the number of all sub-discriminators across the MRSD and MPWD and \( D_k \) denotes the \( k \)-th sub-discriminator across all sub-discriminators. \( \lambda_{\text{aux}} \) and \( \lambda_{\text{ssc}} \) are weighting factors that balance the contributions of the auxiliary loss and SSC loss for the generator, respectively.

### 3.4 Inference

At inference time, LVC-VC performs voice conversion by combining the content features from the source utterance and the speaker features from the target utterance to generate audio. Given source utterance \( x_1 \) with content features \( (H_1, p_{\text{norm}}_1) \) and target utterance \( x_2 \) with speaker features \( (s_2, m_2) \), the converted utterance \( \hat{x}_{1 \rightarrow 2} \) is produced by:

\[
\hat{x}_{1 \rightarrow 2} = G(z, H_1, p_{\text{norm}}_1, s_2, m_2).
\]
4 Experiments

4.1 Configurations

We used the VCTK Corpus\(^2\) for training and evaluation, which consists of around 44 hours of
audio spoken by 109 speakers. All audio was resampled to 16 kHz. We randomly partitioned
the dataset into 99 “seen” speakers, which the model would be exposed to during training, and 10
“unseen” speakers. The utterances of the 99 seen speakers were further randomly split into train and
test sets in a 9-1 ratio. Only utterances from the seen speakers’ train set were used for training.

To obtain \(H\) from a time-domain utterance \(x\), we started off with an 80-dimensional log-mel spectro-
gram \(X\) computed using a 1024 point Fourier transform, with a Hann window of size 1024 and hop
length of size 256. We then took the 20 lowest quefrency coefficients for low-quefrency liftering. To
compute \(H'\), we chose the warping factor along the frequency axis from a uniform distribution over
the range \([0.85, 1.15]\) for each training sample.

Training was done on four NVIDIA GeForce GTX 1080 Ti GPUs. We used the AdamW optimizer \(^{42}\)
with a learning rate of 1e-4 and \(\beta_1 = 0.5, \beta_2 = 0.9\). All input features were cropped or padded to
correspond to 16,384 samples (1 second) for batch processing. For the SSC loss, we set \(N = 8\).
Following \(^{30}\), we set \(\lambda_{aux} = 2.5\), and we empirically set \(\lambda_{ssc} = 0.9\). LVC-VC was first trained
with only self-reconstructive loss using a batch size of 32 for 1.8 million iterations. Then, we halved
the learning rate to 5e-5 and continued training with the SSC loss included for 5,000 more iterations,
using a decreased batch size of 16 due to GPU memory constraints. We found that this strategy
ensured that the model learned to produce high-quality audio first, before then being guided to
perform better voice conversion without compromising audio quality significantly. \(\lambda_{ssc}\) was linearly
annealed from 0 to its final value for the first 2,000 steps in which the SSC loss was used.

4.2 Evaluation metrics

Subjective metrics. We conducted subjective listening tests for evaluating naturalness, intelligibil-
ity, and speaker similarity on Amazon Mechanical Turk. For naturalness (mean opinion score, MOS)
and intelligibility, subjects provided a score on a scale from 1 to 5. For similarity, we used the metric
introduced in \(^{43}\); subjects evaluated whether two utterances sounded like they could be from the
same speaker, and we computed the binary decision percentage of “same” or “different.” The full
description of the evaluation task is provided in Appendix C.

Objective metrics. We utilized four objective metrics: word error rate (WER) and character error
rate (CER) on an automatic speech recognition (ASR) task, equal error rate (EER) on an automatic
speaker verification (ASV) task, and NISQA \(^{44}\) score, which estimates the MOS for overall audio
quality that would be assigned to an utterance on a scale from 1 to 5. For ASR, we used a wav2vec
2.0 Base model \(^{45}\) that was trained to perform ASR on 960 hours of the LibriSpeech corpus \(^{46}\).
For ASV, we used a ResNet-34-based model from \(^{47}\) that uses attentive statistics pooling \(^{48}\) to
aggregate temporal frames and was trained on the development split of the VoxCeleb2 dataset \(^{57}\).

4.3 Results

We compared LVC-VC against six other models: AdaIN-VC \(^{11}\), AGAIN-VC \(^{23}\), AutoVC \(^{12}\),
AutoVC-F0 \(^{13}\), Blow \(^{25}\), and NVC-Net \(^{14}\). We used the official implementations of all models
except for AutoVC-F0, which we implemented according to the paper since an official implementation
was not available. All models were trained from scratch on the same train-test split of the VCTK
dataset as LVC-VC. For a fair comparison, models taking spectrograms as input features were trained
using the same spectrogram configuration as LVC-VC, and all time-domain audio was synthesized
using a UnivNet-c16 vocoder \(^{30}\) that was trained on the LibriTTS dataset \(^{59}\).

We considered three different source-to-target voice conversion settings for evaluation: seen-to-
seen, unseen-to-seen, and unseen-to-unseen. For every voice conversion setting, we considered
four gender-to-gender conversion combinations: male-to-male, male-to-female, female-to-male, and
female-to-female. For the seen-to-seen setting, we sampled 25 speakers from the 99 seen speakers
as source speakers and randomly assigned one speaker from each gender to act as a target speaker.

\(^2\)The VCTK Corpus is available under a Creative Commons Attribution 4.0 License.
We find that most of the previously proposed models fall under two categories: 1) those that perform voice style transfer (VST) reasonably well, but produce low-quality or less intelligible audio (AdaIN-VC, AGAIN-VC, NVC-Net), and 2) those that produce high-quality and intelligible audio, but do not perform VST very well (AutoVC, AutoVC-F0). In other words, there is a trade-off between producing high-quality audio and achieving good VST performance. LVC-VC is able to manage these trade-offs much better than the other models. It achieves MOS and NISQA scores that are competitive with the other best models in those categories, especially in the seen-to-seen and unseen-to-seen settings. Notably, it does very well in terms of Intelligibility and has the lowest WER and CER in all three settings, showing that it is able to maintain the linguistic content of source utterances very well. LVC-VC also performs quite well in terms of VST performance. Although it does not quite outperform AdaIN-VC and AGAIN-VC in terms of Similarity, it obtains a better EER than them in all three settings. It also obtains the best EER overall in the unseen-to-unseen setting.

Table 1: Seen-to-seen voice conversion evaluation results.

| Model       | MOS ± | Intelligibility ± | Similarity | WER | CER | EER | NISQA ± |
|-------------|-------|-------------------|------------|-----|-----|-----|--------|
| Ground Truth| 4.40  | 4.64 ± 0.06       | 91.75      | 11.27| 3.94| 1.50| 4.50 ± 0.05 |
| UnivNet     | 4.33  | 4.47 ± 0.07       | 90.50      | 12.26| 4.47| 2.00| 4.45 ± 0.06 |
| LVC-VC      | 3.54  | 4.17 ± 0.10       | 46.00      | 22.69| 9.55| 18.50| 4.00 ± 0.08 |
| AdaIN-VC    | 2.33  | 3.05 ± 0.13       | 53.00      | 43.06| 22.48| 33.00| 3.75 ± 0.09 |
| AGAIN-VC    | 2.04  | 2.88 ± 0.13       | 44.00      | 47.64| 25.22| 24.00| 3.70 ± 0.10 |
| AutoVC      | 3.78  | 4.15 ± 0.09       | 22.25      | 24.24| 10.82| 40.50| 4.13 ± 0.06 |
| AutoVC-F0   | 3.59  | 4.03 ± 0.10       | 34.50      | 25.16| 11.81| 33.00| 4.10 ± 0.07 |
| Blow        | 1.85  | 3.19 ± 0.13       | 35.00      | 31.01| 14.86| 53.00| 3.07 ± 0.11 |
| NVC-Net     | 2.96  | 3.40 ± 0.13       | 67.75      | 48.91| 27.25| 15.00| 4.31 ± 0.07 |

Table 2: Unseen-to-seen voice conversion evaluation results.

| Model       | MOS ± | Intelligibility ± | Similarity | WER | CER | EER | NISQA ± |
|-------------|-------|-------------------|------------|-----|-----|-----|--------|
| Ground Truth| 4.43  | 4.83 ± 0.07       | 93.75      | 9.69| 2.93| 0.00| 4.42 ± 0.09 |
| UnivNet     | 4.34  | 4.55 ± 0.12       | 93.75      | 11.70| 3.77| 0.00| 4.38 ± 0.10 |
| LVC-VC      | 3.31  | 4.31 ± 0.14       | 41.88      | 17.37| 7.03| 20.00| 3.89 ± 0.14 |
| AdaIN-VC    | 2.42  | 3.23 ± 0.18       | 53.75      | 36.56| 17.86| 36.25| 3.85 ± 0.13 |
| AGAIN-VC    | 2.43  | 3.34 ± 0.20       | 45.63      | 43.33| 21.62| 33.75| 3.72 ± 0.18 |
| AutoVC      | 3.50  | 4.33 ± 0.14       | 28.75      | 23.03| 10.97| 30.00| 4.18 ± 0.11 |
| AutoVC-F0   | 3.52  | 4.06 ± 0.16       | 38.13      | 22.12| 9.67| 26.25| 4.04 ± 0.12 |
| NVC-Net     | 3.17  | 3.44 ± 0.21       | 60.63      | 48.45| 26.91| 11.25| 4.14 ± 0.13 |

Table 3: Unseen-to-unseen voice conversion evaluation results.

| Model       | MOS ± | Intelligibility ± | Similarity | WER | CER | EER | NISQA ± |
|-------------|-------|-------------------|------------|-----|-----|-----|--------|
| Ground Truth| 4.41  | 4.73 ± 0.08       | 93.75      | 12.06| 3.58| 0.00| 4.37 ± 0.10 |
| UnivNet     | 4.36  | 4.67 ± 0.09       | 91.25      | 14.34| 4.85| 0.00| 4.37 ± 0.09 |
| LVC-VC      | 3.08  | 4.06 ± 0.16       | 29.38      | 20.10| 8.29| 26.25| 3.50 ± 0.13 |
| AdaIN-VC    | 2.41  | 3.28 ± 0.21       | 50.63      | 41.43| 20.53| 35.00| 3.55 ± 0.17 |
| AGAIN-VC    | 2.18  | 2.90 ± 0.20       | 30.00      | 51.57| 26.86| 32.50| 3.35 ± 0.16 |
| AutoVC      | 3.39  | 4.00 ± 0.16       | 5.63       | 27.97| 12.41| 66.25| 4.09 ± 0.10 |
| AutoVC-F0   | 3.21  | 4.08 ± 0.16       | 12.50      | 28.15| 12.55| 63.75| 3.94 ± 0.12 |
| NVC-Net     | 3.09  | 3.44 ± 0.20       | 35.63      | 50.51| 26.27| 37.50| 4.24 ± 0.11 |

For each source-target speaker pair, we randomly sampled two utterances from each speaker for performing conversion. This resulted in 200 (= 25 × 2 × 4) utterance pairs. For the unseen-to-seen setting, we used the 10 unseen speakers as source speakers and randomly sampled target speakers and utterances from the 99 seen speakers in the same way as above. This resulted in 80 (= 10 × 2 × 4) utterance pairs. Finally, for the unseen-to-unseen setting, we used the 10 unseen speakers as source speakers and randomly sampled target speakers and utterances from the other 9 unseen speakers, resulting in 80 (= 10 × 2 × 4) utterance pairs. Tables 1-3 show the results on the seen-to-seen, unseen-to-seen, and unseen-to-unseen settings, respectively. We report the results for ground truth speech and speech reconstructed using the UnivNet vocoder to provide baseline values for reference. We also report 95% confidence intervals for MOS, Intelligibility, and NISQA.
Table 4: Unseen-to-unseen voice conversion evaluation results for various ablations of LVC-VC.

| Model                              | WER   | CER   | EER   | NISQA  |
|------------------------------------|-------|-------|-------|--------|
| LVC-VC                            | 20.10 | 8.29  | 26.25 | 3.50 ± 0.13 |
| w/o GMM embeddings                 | 26.92 | 11.11 | 25.00 | 2.89 ± 0.14 |
| w/o SSC loss                       | 16.78 | 6.64  | 68.75 | 3.83 ± 0.13 |
| w/o warping H                      | 21.33 | 8.60  | 32.50 | 3.36 ± 0.18 |
| w/o  p_{norm}                      | 22.90 | 9.90  | 28.75 | 3.47 ± 0.14 |
| w/o m                              |       |       |       |         |

4.4 Ablation studies

We conducted ablation studies on the various training strategies and input features used in LVC-VC; the results are shown in Table 4. For brevity and convenience, we only report scores from objective metrics and show results on unseen-to-unseen voice conversion. Full results for all three conversion settings are in Appendix D. Training LVC-VC on fixed speaker embeddings instead of sampling from GMMs causes audio quality to decrease significantly. This suggests that training the model on audio from more diverse speaker embeddings helps it combine speaker information with other input features more coherently, which also leads to better generalization to unseen speakers. Training the model without SSC loss or without warping $H$ causes VST performance to decrease, demonstrating the importance of explicitly guiding the model to perform conversion rather than only relying on self-reconstructive training, as well as perturbing the source speaker information in $H$. Finally, $p_{norm}$ and $m$ contribute to relatively small, but significant performance gains in all measured metrics.

5 Ethical Considerations and Broader Impact

Voice conversion is a field that is unfortunately fraught with potential misuse. “Audio deepfakes” can be used to deceive people by synthetically generating speech and attributing them to certain individuals; this can lead to problems such as voice spoofing [50] or the spread of fake news and misinformation [51]. To the extent that this work enables more realistic manipulation of speaker identities, it could potentially exacerbate these misuses if used by a malicious party. A wide variety of work has sought to address these issues by developing techniques for anti-spoofing [52,53,54] and general fake audio detection [55,56]. Recently, there have also been several public challenges to encourage the development of systems that can detect fake audio [57,58,59]. Going forward, the speech machine learning community should continue to encourage these research directions and raise awareness of the potential problems with high-fidelity synthetic audio.

One application of voice conversion is speaker anonymization, which can enable privacy preservation by masking the identity of a speaker’s voice [2]. Traditionally, using VC methods for anonymization necessitated changing the original voice to another existing person’s voice. To avoid the issues that arise with this, we propose a method for performing un-targeted voice anonymization using LVC-VC, which obviates the need for specifying a target speaker. The details are described in Appendix E.

6 Conclusion

In this work, we presented Location-Variable Convolution-based Voice Conversion (LVC-VC), an end-to-end model for performing zero-shot voice conversion that is based on a neural vocoder. Rather than disentangling speaker and content information like a standard zero-shot VC model, LVC-VC utilizes a set of input features that already have disentangled content and speaker style information and combines them within a vocoder-like neural framework. This allows it to simultaneously perform voice conversion while generating time-domain audio. LVC-VC achieves voice style transfer performance that is competitive with or better than several baselines while maintaining the intelligibility of transformed speech significantly better. This confirms the effectiveness of the chosen input features for encoding the relevant content and speaker information for use during speech synthesis.

While there is still a gap between the audio produced by LVC-VC and true speech in terms of naturalness and speaker similarity, the model’s performance could likely be improved by training it on data from a much larger number of speakers; exposure to a wider space of speaker embeddings would help it generalize better to new speakers during inference. Additionally, audio quality could be improved by using a larger model with more channels in its convolutional layers. By removing the need for a vocoder, we believe that the proposed framework opens up many avenues in efficient end-to-end speech synthesis, not just in voice conversion, but also in related fields such as text-to-speech.
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A Theory Behind Low-Quefrency Liftered Spectrogram as Content Feature

From a signal processing point of view, the physical speech production process can be modeled by a linear system in which the excitation of the vocal cords (the source) is convolved with a representation of the vocal tract (the filter) [31]. Here, the excitation is modeled using either an impulse train (for voiced speech) or white noise (for unvoiced speech), represented by a signal $e(n)$ with Fourier transform $E(z)$. Meanwhile, the vocal tract can be modeled using a discrete time-varying linear filter with impulse response $h(n)$ and transfer function $H(z)$. Therefore, an output speech signal $x(n)$ and its Fourier transform $X(z)$ can be described as follows:

$$x(n) = e(n) * h(n),$$
$$X(z) = E(z)H(z),$$

where $*$ denotes the convolution operation.

At a given point in time, the vocal tract determines the spectral envelope of the voice, which determines the specific phoneme that is produced via formant frequencies. The source-filter model provides a way of modeling the spectral envelope: it can be approximated by the transfer function of the filter, $H(z)$ [31].

We can consider the excitation of the vocal cords $E(z)$ to contain some of the speaker information in a spoken utterance. Indeed, $E(z)$ contains information on a voice’s fundamental frequency (F0) as well as its harmonic frequencies. Meanwhile, we can consider the spectral envelopes and formants $H(z)$ over time to contain a significant portion of the content information of an utterance. By separating $H(z)$ from $E(z)$ via deconvolution, we can disentangle the content information an utterance from a large portion of its speaker information. (As we note in the main text of the paper, $H(z)$ still contains some amount of speaker information on its own, which motivates our warping strategy for performing information perturbation during training.)

### A.1 Deconvolution in the cepstrum

Recall from Equation [12] that a speech signal $x(n)$ can be expressed as a convolution between an excitation signal $e(n)$ and the impulse response of the vocal tract filter $h(n)$. In the frequency domain, this convolution becomes equivalent to the multiplication of their respective Fourier transforms, as shown in Equation [13]. Taking the logarithms of the absolute values of the Fourier transforms to compute the log magnitude spectra converts the multiplication operation to addition:

$$\log |X(z)| = \log |E(z)H(z)|$$
$$= \log |E(z)| + \log |H(z)|.$$  \hfill (14)

If we apply a Fourier transform (in practice, actually a discrete cosine transform (DCT) since the log magnitude spectrum only has real components) to the above, we obtain the cepstrum ($C$), which is a frequency distribution of the fluctuations in the curve of the spectrum:

$$C = \text{DCT}(\log |X(z)|)$$
$$= \text{DCT}(\log |E(z)|) + \text{DCT}(\log |H(z)|).$$ \hfill (15)

If we assume that the source (excitation) spectrum has only rapid fluctuations (since the excitation signal is a stable, regular oscillation), its contribution to the cepstrum will be concentrated in the higher quefrency bins of $C$. Conversely, the filter (vocal tract) will contribute slow fluctuations to the spectrum of $X$ and will be concentrated in the lower quefrency bins.

Therefore, the separation of $E(z)$ and $H(z)$ becomes straightforward: we simply have to perform liftering and select the desired quefrency region by multiplying the entire cepstrum by a window at the appropriate position. Low-quefrency liftering, where the quefrency coefficients below a certain point are extracted, allows us to obtain the vocal tract characteristics in the quefrency domain. High-quefrency liftering, the opposite, allows us to obtain the excitation characteristics. Once we have performed liftering, it is a simple matter of performing the inverse DCT to obtain the deconvolved spectral envelope and excitation. Figure 2 illustrates the results of performing low-quefrency liftering on a sample log-mel spectrogram.
B Analysis of the Speech Synthesis Process

LVC-VC synthesizes audio by combining together various content and speaker-related input features within a vocoder-like framework. However, we do not know how exactly the audio is generated. What is actually happening inside the model? We performed several explorations of the intermediate representations of LVC-VC in order to better understand how it works.

B.1 Time-Domain Audio Generation

To investigate how LVC-VC generates audio, we performed spectral analyses of the intermediate outputs of the model after each transposed convolutional block. Specifically, we looked at spectrograms of each of these intermediate outputs in order to gain an intuition of what is happening at each step as the model upsamples the input noise sequence to eventually produce the output audio signal.

Recall that LVC-VC starts with an input noise sequence that is at a $\frac{1}{256} \times$ temporal resolution compared to the final output signal. It contains three 1D transposed convolutional layers that upsample this input sequence by $8 \times$, $8 \times$, and $4 \times$ to produce the final time domain waveform. Therefore, we can essentially consider the outputs of the three transposed convolutional blocks to be downsampled versions of the final output signal with temporal resolutions that are $\frac{1}{32} \times$, $\frac{1}{4} \times$, and $1 \times$ that of real-time. Taking this into account, we computed the STFTs of these downsampled signals using the following Fourier transform parameters:

- $\frac{1}{32} \times$ downsampled signal: 32 point Fourier transform, 32 sample window length, 8 sample hop length, corresponding to audio sampled at 500 Hz.
- $\frac{1}{4} \times$ downsampled signal: 256 point Fourier transform, 256 sample window length, 64 sample hop length, corresponding to audio sampled at 4 kHz.
- $1 \times$ downsampled signal: 1024 point Fourier transform, 1024 sample window length, 256 sample hop length, corresponding to audio sampled at 16 kHz.

Note that because the model uses 16 channels in its convolutional layers, the output of each transposed convolutional block also has 16 channels.

To demonstrate the results of our experiments, we use a sample utterance from the VCTK corpus to illustrate the results of the spectral analyses we performed on the internal representations of LVC-VC. The utterance is of the phrase “Please call Stella” and is spoken by a female voice. Figure 2 shows the linear spectrogram corresponding to this utterance. Figure 4 shows the results of computing the STFT on the 16 channels of the output of the first transposed convolution stack when LVC-VC is tasked with reconstructing the sample utterance. We can see that the model immediately begins to construct content information, as demonstrated by the emergence of three clear voiced segments in the STFT outputs (“Please”, “call”, “Stella”). In these voiced segments, we also see the emergence of the first harmonic band of the speaker’s F0 around the 200 Hz mark. In addition, we can notice that individual channels appear to model different aspects of the audio signal. Some channels appear to model the voiced segments of the utterance, while others appear to model the unvoiced segments, background noise, or silence.
Figure 3: Spectrogram of the sample utterance that we use to illustrate spectral analyses of the internal representations of LVC-VC.

Figure 4: Results of computing the STFT on the output of the first transposed convolutional stack of LVC-VC. Signals are at a $\frac{1}{32}$ × temporal resolution compared to real-time.

Figures 5 and 6 show the corresponding STFT visualizations for the outputs of the second and third transposed convolution stacks, respectively. We see that similar patterns emerge in terms of different channels appearing to correspond to different aspects of the final time domain audio signal: voiced segments, unvoiced segments, background noise, and silence. In Figure 5, we can notably see one channel on the bottom-right that appears to encode the spectral envelope and the formant frequencies of the utterance over time. We also see the formation of more harmonic frequencies and the overall F0 contour, indicating the gradual addition of more detailed speaker and content information as the signal propagates through the model.

Overall, these results indicate that the different channels of LVC-VC’s convolutional layers encode the various aspects of a speech signal, such as voiced and unvoiced segments, vocal cord harmonics, formants, silence, and noise. LVC-VC thus appears to generate audio by starting off with incorporating high-level speaker and content features in the lower layers of the model, and then gradually adding in more fine-grained speaker and content information as it dilates the signal across the time domain and spectrum. These results are perhaps not entirely surprising; we can see them as analogous to the way in which convolutional filters in deep computer vision models learn to encode different aspects of images in their layers, such as edges, colors, and patterns [60, 61].
B.2 Incorporation of Speaker and Content Information

Now that we have gained an intuition of how LVC-VC synthesizes audio overall, we would like to see how it incorporates speaker and content information during the audio generation process. To do this, we performed experiments where we ablated certain input features and performed spectral analyses of the resulting outputs.
Speaker information. To analyze how LVC-VC incorporates speaker information in the speech generation process, we zeroed out the speaker embedding $s$ and quantized log median F0 $m$ and made the model generate audio using only content features. Then, we performed spectral analyses in the same way as above by computing the STFTs of the intermediate outputs of the transposed convolution stacks as well as of the final output signal. Figure 7 illustrates the final output of the model when it generates audio with no speaker information, and Figure 8 illustrates the intermediate outputs of the transposed convolution stacks. For brevity, we only include visualizations for 4 out of the 16 channels for each of the intermediate outputs.

We see that the spectral envelope and formants of the utterance are well preserved at each intermediate layer and in the final output signal, indicating that the content information has been passed through the model properly. However, we also see that the speaker’s F0 band and its harmonics do not form at any point, indicating that the speaker’s vocal characteristics have not been imparted onto the output signal. Intuitively, this makes sense; since the model does not have any conditioning information about the speaker’s identity, there is no way for it to determine the characteristics of the speaker’s voice. These results demonstrate that the content-related features we feed into LVC-VC properly transfer the content information of the source utterance to the output of the model without allowing any speaker information through.

Content information. To analyze how LVC-VC incorporates content information, we made the model generate audio after zeroing out the low-quefrency liftered mel spectrogram $H$. However, we did continue to provide the normalized F0 contour $p_{\text{norm}}$ in order to see how it would interact with the speaker information in $s$ and $m$. Figure 9 illustrates the final output of the model when it generates audio with no content information, and Figure 10 illustrates the intermediate outputs of the transposed convolution stacks.

The outputs are essentially the reverse of what we see when we zero out the speaker information. Voiced segments, which are specified by the normalized F0 contour $p_{\text{norm}}$, still appear to be generated more or less properly. The shape and contour of the F0 and its harmonic frequencies still form somewhat normally, demonstrating that $p_{\text{norm}}$ is being successfully “un-normalized” by combining it with the speaker information. However, as expected, the spectral envelope and formants do not form at all, resulting in a situation in which the F0 contour is present but there is no content information for it to correspond to. In addition, we see that in the absence of the knowledge of which unvoiced frames are silent, the model appears to fill in the gaps with white noise-like artifacts up to around 6,000 Hz (as seen in Figure 9). These results indicate that the speaker-related features that are fed into LVC-VC allow the model to effectively express the speaker’s vocal characteristics in the output audio without passing any content information through.

Summary. Overall, the results support the following intuition: LVC-VC combines speaker information with the content features in such a way that “un-warps” the low-quefrency liftered spectrogram $H$ and “un-normalizes” the normalized F0 contour $p_{\text{norm}}$. This indicates that our strategy for LVC-VC’s design—combining carefully designed input features in an end-to-end vocoder-like framework, rather than training the model to explicitly disentangle and recombine the information in an utterance—is an effective way of synthesizing audio using the speaker and content information taken from different utterances.
Figure 7: Spectrogram computed from the output signal generated by LVC-VC when the speaker embedding $s$ and quantized log median F0 $m$ have been zeroed out.

Figure 8: Results of computing the STFT on the intermediate outputs of LVC-VC after each transposed convolutional stack when the speaker embedding $s$ and quantized log median F0 $m$ have been zeroed out.
Figure 9: Spectrogram computed from the output signal generated by LVC-VC when the low-quefrency liftered mel spectrogram $H$ has been zeroed out.

(a) Output of first transposed convolution stack.

(b) Output of second transposed convolution stack.

(c) Output of third transposed convolution stack.

Figure 10: Results of computing the STFT on the intermediate outputs of LVC-VC after each transposed convolutional stack when the low-quefrency liftered mel spectrogram $H$ has been zeroed out.
C Design of Amazon Mechanical Turk Surveys for Subjective Evaluations

C.1 Subjective listening test for Naturalness (MOS)

For the subjective listening test for evaluating the naturalness of utterances, subjects were asked to assign a score from 1–5 on the naturalness of the audio. 1 meant that the utterance did not sound natural at all and 5 meant that the utterance sounded completely natural. Each utterance was evaluated by two subjects. Participants were paid USD $0.05 per response; the estimated hourly wage was USD $12.00. The full instructions given to the subjects were as follows:

Listen to the sample of speech, which may or may not have been generated by a computer, and assess the quality of the audio based on how close it is to natural speech.
You should wear headphones and work in a quiet environment.

The rubric for evaluation was:

- Excellent (5) – Completely natural speech
- Good (4) – Mostly natural speech
- Fair (3) – Equally natural and unnatural speech
- Poor (2) – Mostly unnatural speech
- Bad (1) – Completely unnatural speech

Figure 11: Amazon Mechanical Turk instructions for subjective evaluations of naturalness.

C.2 Subjective listening test for Intelligibility

For the subjective listening test for evaluating the intelligibility of utterances, subjects were asked to assign a score from 1–5 on the intelligibility of the audio. 1 meant that the utterance was not understandable at all and 5 meant that the utterance was completely understandable. Each utterance was evaluated by two subjects. Participants were paid $0.05 per response; the estimated hourly wage was USD $12.00. The full instructions given to the subjects were as follows:

Listen to the sample of speech, which may or may not have been generated by a computer, and assess how understandable the words being spoken are. Some of the audio samples may sound somewhat degraded or distorted. Please try to listen beyond the audio quality and make your rating based on the clarity of the pronunciation of the words.
You should wear headphones and work in a quiet environment.
The rubric for evaluation was:

- Excellent (5) – Completely intelligible speech
- Good (4) – Mostly intelligible speech
- Fair (3) – Somewhat intelligible speech
- Poor (2) – Mostly unintelligible speech
- Bad (1) – Completely unintelligible speech

Figure 12: Amazon Mechanical Turk instructions for subjective evaluations of intelligibility.

C.3 Subjective listening test for Similarity

For the subjective listening test for evaluating the similarity of two utterances, subjects were asked to indicate whether the two voices sounded like the could have come from the same speaker. Each utterance pair was evaluated by two subjects. Participants were paid $0.10 per response; the estimated hourly wage was USD $12.00. The full instructions given to the subjects were as follows:

Listen to the two speech samples, which may or may not have been generated by a computer. Please give an assessment as to whether you think the two samples could have been said by the same speaker. Some of the audio samples may sound somewhat degraded or distorted. The speed and accent with which the speech was spoken may also be different. Please try to listen beyond these differences and concentrate on deciding whether the voices themselves sound similar or not. You should wear headphones and work in a quiet environment.

The rubric for evaluation was:

- Same speaker – Absolutely sure
- Same speaker – Not sure
- Different speaker – Not sure
- Different speaker – Absolutely sure
Listen to the two speech samples, which may or may not have been generated by a computer. Please give an assessment as to whether you think the two samples could have been said by the same speaker.

Some of the audio samples may sound somewhat degraded or distorted. The speed and accent with which the speech was spoken may also be different. Please try to listen beyond these differences and concentrate on deciding whether the voices themselves sound similar or not.

You should wear headphones and work in a quiet environment.

![Image](image_url)

Figure 13: Amazon Mechanical Turk instructions for subjective evaluations of similarity.

## D Full Results of Ablation Studies on LVC-VC

### Table 5: Seen-to-seen voice conversion evaluation results for various ablations of LVC-VC.

| Model                      | WER | CER | EER  | NISQA     |
|----------------------------|-----|-----|------|-----------|
| LVC-VC                     | 22.69 | 9.55 | 18.50 | 4.00 ± 0.08 |
| w/o GMM embeddings         | 23.33 | 10.18 | 15.50 | 3.86 ± 0.09 |
| w/o SSC loss               | 15.79 | 5.97 | 68.00 | 4.16 ± 0.08 |
| w/o warping $H$            | 19.80 | 8.51 | 41.50 | 3.96 ± 0.09 |
| w/o $p_{\text{norm}}$      | 23.11 | 10.22 | 18.50 | 3.71 ± 0.10 |
| w/o $m$                    | 22.34 | 9.05 | 21.00 | 3.91 ± 0.09 |

### Table 6: Unseen-to-seen voice conversion evaluation results for various ablations of LVC-VC.

| Model                      | WER | CER | EER  | NISQA     |
|----------------------------|-----|-----|------|-----------|
| LVC-VC                     | 17.37 | 7.03 | 20.00 | 3.89 ± 0.14 |
| w/o GMM embeddings         | 16.64 | 7.10 | 16.25 | 3.69 ± 0.15 |
| w/o SSC loss               | 12.25 | 4.38 | 71.25 | 4.04 ± 0.13 |
| w/o warping $H$            | 19.56 | 8.40 | 42.50 | 3.81 ± 0.17 |
| w/o $p_{\text{norm}}$      | 19.01 | 7.61 | 25.00 | 3.66 ± 0.15 |
| w/o $m$                    | 18.28 | 7.46 | 20.00 | 3.82 ± 0.13 |

### Table 7: Unseen-to-unseen voice conversion evaluation results for various ablations of LVC-VC.

| Model                      | WER | CER | EER  | NISQA     |
|----------------------------|-----|-----|------|-----------|
| LVC-VC                     | 20.10 | 8.29 | 26.25 | 3.50 ± 0.13 |
| w/o GMM embeddings         | 26.92 | 11.11 | 25.00 | 2.89 ± 0.14 |
| w/o SSC loss               | 16.78 | 6.64 | 68.75 | 3.83 ± 0.13 |
| w/o warping $H$            | 19.76 | 7.39 | 51.25 | 3.62 ± 0.17 |
| w/o $p_{\text{norm}}$      | 21.33 | 8.60 | 32.50 | 3.36 ± 0.18 |
| w/o $m$                    | 22.90 | 9.90 | 28.75 | 3.47 ± 0.14 |
Extension: Un-targeted Speaker Anonymization

A beneficial application of VC technologies is speaker anonymization; the vocal identity of a speaker can be masked by transforming a speaker's voice to sound like someone else. Although anonymization can be performed by using voice conversion to change the perceived identity of a speaker to another individual, this requires that a specific target speaker—a real person—be chosen. This brings up a variety of potential issues. First, target speakers must give permission for their voices to be used for the purposes of VC-based anonymization. In addition, there likely needs to be a reasonably large number of speakers in the pool of possible target voices in order to have enough options to satisfactorily anonymize a wide variety of source speakers. Finally, there is a major ethical issue regarding the potential of VC technologies to impersonate individuals (audio deepfakes). Given this, a VC-based anonymization methodology that could synthesize speech in a rich variety of non-existent speakers’ voices would be an attractive prospect.

Inspired by the recently introduced task of speaker generation [62], we introduce a methodology to use VC models for speaker anonymization without the need for specifying a target speaker. Although we discuss this approach in the context of LVC-VC, it can feasibly be used to extend the capabilities of any VC model that incorporates a speaker encoder.

E.1 Sampling arbitrary speaker embeddings

At a high level, our idea for performing un-targeted speaker anonymization is straightforward: it involves modeling the distribution of speaker embeddings generated by the speaker encoder of a VC model and then sampling from that distribution to obtain an arbitrary speaker embedding. That embedding is then used as the “target” speaker embedding for the VC model in order to change the vocal characteristics of a given source utterance.

To do this, we use the speaker encoder \( E_s \) of LVC-VC to extract embeddings from a large number of speakers. Specifically, we do this for the speakers in the development set of the VoxCeleb1 dataset [63]; we randomly sample up to 50 utterances from each speaker, for a total of 60,402 embeddings from the 1,211 speakers in the dataset. Then, we fit a Gaussian mixture model (GMM) with 8 mixture components to the extracted embeddings; we refer to this GMM as \( S \). To perform anonymization, we sample from \( S \) to extract an arbitrary speaker embedding \( \tilde{s} \), which can then be fed into LVC-VC to transform and anonymize a source utterance.

E.2 Selecting F0

Recall that in addition to the speaker embedding, one of the speaker-related features that is fed into LVC-VC is a one-hot quantized representation of the target speaker’s log F0. Therefore, randomly sampling a speaker embedding is not sufficient on its own to perform anonymization using LVC-VC; we must also specify the target voice’s median F0 value in order to transform the source utterance.

It is possible to select a target F0 by randomly choosing a value from the range that is quantized. However, this could result in an F0 that is very different from the expected voice that the speaker embedding encodes. For example, the speaker embedding might correspond to a male-sounding voice, but the selected F0 value could be very high, corresponding to a female-sounding voice. We found during experiments that this mismatch could result in anonymized speech that sounded noisy, buzzy, or otherwise unnatural compared to performing conversion on a specified target speaker.

To solve this issue, we trained a model \( F \) to predict the F0 of a voice from its corresponding speaker embedding \( s \in \mathbb{R}^{512} \). The model is a feedforward neural network with one hidden layer of 512 units using ReLU activation and an output layer with 1 unit using sigmoid activation. Dropout [64] is used with \( p = 0.5 \). \( F \) is trained to predict the raw median F0 value of the voice corresponding to a speaker embedding. Specifically, it predicts a value between the minimum and maximum frequencies that are quantized by \( m \) (65.4 Hz (‘C2’) and 523.3 Hz (‘C5’)), which are normalized to be in the range \([0, 1]\).

We trained our F0 predictor model on the speaker embeddings of 40,017 utterances from 99 speakers in the VCTK corpus [41] and tested on the 4,225 utterances from the remaining 10 speakers. This was the same speaker-wise train-test split as we used for training LVC-VC and other baseline voice conversion models (see Section 4.1). We used the AdamW optimizer [42] with a learning rate of 1e-4 and \( \beta_1 = 0.9, \beta_2 = 0.999 \). On utterances from the test set, the model achieved a mean absolute F0
error of 12.43 Hz, with a standard deviation of 10.58 Hz. We determined that this level of performance was satisfactory for our purposes, since the objective of the F0 predictor was simply to approximate F0 values that would somewhat match random speaker embeddings that are sampled for performing anonymization.

E.3 Inference

To perform un-targeted speaker anonymization with LVC-VC, we first sample an embedding \( \hat{s} \) from \( S \). Then, we use the F0 predictor network \( F \) to estimate the median F0 of the voice that would correspond to \( \hat{s} \) and convert it into the one-hot quantized feature \( \hat{m} \). Given a source utterance \( x_1 \) with associated content features \( (H_1, \text{p}^{\text{norm,1}}) \), an anonymized version of that utterance \( \tilde{x}_1 \) can be generated as follows:

\[
\tilde{x}_1 = G(z, H_1, \text{p}^{\text{norm,1}}, \hat{s}, \hat{m}).
\]  

(18)

E.4 Experiments and results

We performed un-targeted voice anonymization on the same 80 utterances that were used for evaluating unseen-to-seen targeted voice conversion on the VCTK corpus. Here, because the goal is to perform anonymization, lower Similarity and higher EER scores are better; 0.00% Similarity and 50.00% EER would indicate perfect anonymization for all utterances. Table 8 shows the results of performing anonymization in this way.

We find that our anonymization method appears to work quite well for masking speaker identity. Similarity decreased from 93.75% to 26.88% and EER increased from 0.00% to 31.25%, indicating that speakers’ voices were successfully masked in most cases for both human listeners and the ASV model. We note that we did not put any particular constraints when sampling speaker embeddings for anonymization (e.g., by enforcing that the sampled embeddings have a minimum cosine distance from the source utterance’s embedding); adding these constraints would likely result in an even greater degree of anonymization on average.

As a side effect of anonymization, however, we do see that the naturalness, intelligibility, and general audio quality of anonymized speech decreases compared to the original ground truth audio (although WER and CER are not as adversely affected). This is likely a result of LVC-VC being fed speaker embeddings that have been sampled from a latent space of embeddings that it has not seen before. We hypothesize that this quality degradation could be mitigated to some extent if LVC-VC were trained on a larger dataset with many more speakers; being exposed to a wider space of speaker embeddings during training could help the model generalize better to arbitrary speaker embeddings during inference. The latent space from which speaker embeddings are sampled could also be learned jointly along with the speech synthesis model. This remains a potential direction of future work.