Drift compensation on electronic nose data for non-invasive diagnosis of prostate cancer by urine analysis

Highlights

- Urine odor alteration due to prostate cancer can be detected by electronic noses
- Sensors drift hinders electronic nose scaling up to large-scale diagnostic devices
- OSC mitigates drift on 1-year-old sensors, restoring accuracy from 55% up to 80%

Developed OSC model ensures high diagnostic capability even in case of aged sensor array
Drift compensation on electronic nose data for non-invasive diagnosis of prostate cancer by urine analysis
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SUMMARY
Diagnostic protocol for prostate cancer (KP) is affected by poor accuracy and high false-positive rate. The most promising innovative approach is based on urine analysis by electronic noses (ENs), highlighting a specific correlation between urine alteration and KP presence. Although EN could be exploited to develop non-invasive KP diagnostic tools, no study has already introduced EN into clinical practice, most probably because of drift issues that hinder EN scaling up from research objects to large-scale diagnostic devices. This study, proposing an EN for non-invasive KP detection, describes the data processing protocol applied to a urine headspace dataset acquired over 9 months, comprising 81 patients with KP and 41 controls, for compensating the drift. It proved effective in mitigating drift on 1-year-old sensors by restoring accuracy from 55% up to 80%, achieved by new sensors not subjected to drift. The model achieved, on double-blind validation, a balanced accuracy of 76.2% (CI95% 51.9–92.3).

INTRODUCTION
Prostate cancer (KP) is the second cancer by incidence in men (i.e., 1,276,106 new cases every year worldwide) and the fifth by mortality (Bray et al., 2018), with growing numbers expected for the next decades (Bax et al., 2018; Siegel et al., 2021).

The current diagnostic procedure for KP is based on prostate specific antigen (PSA) serum level, digital rectal examination, and prostate biopsy (Mottet et al., 2017). However, it is complex, time-consuming, scarcely accurate, and expensive because of periodical medical checks (Bax et al., 2018). Moreover, owing to the poor specificity of PSA testing, it leads to many unnecessary biopsies with associated morbidity and overtreatment of clinically insignificant cancers (Ortegren et al., 2019). Consequently, the current screening procedure results in a high health spending (D’Ambrosio et al., 2010).

Over the years, PSA-based algorithms (i.e., the ratio of free to total PSA [%fPSA], PSA density [PSAD], changes in PSA over time, termed PSA velocity [PSAV]) have been proposed. However, although they have slightly improved the specificity of PSA-based screening, they have not definitively resolved the limitations of current diagnostic and prognostic procedures (D’Ambrosio et al., 2010; Jansen et al., 2010).

In recent years, thanks to recent advances in the field of carcinogenesis about metabolic alterations associated with cancer (Bosland et al., 2013), the interest in chemical characterization of biological fluids, especially urine, to identify and quantify innovative biomarkers produced by cancer, has grown significantly (Bianchi et al., 2011; Heger et al., 2014; Jentzmik et al., 2010; Khalid et al., 2015; Sreekumar et al., 2009). Urinary KP biomarkers have emerged as ancillary tools to guide the clinical decision-making in different clinical scenarios. Several recently discovered markers, such as TMPRSS2 (Mosquera et al., 2009; Tomlins et al., 2005, 2008) or PCA3 (Hessels and Schalken, 2009; Wei et al., 2014), or metabolites involved in various pathways associated with cells’ demand and production of energy (e.g., sarcosine, isoleucine, threonine, uracil, glutamine) (Bax et al., 2019), can aid in decreasing the number of unnecessary biopsies or over-detection of insignificant cancers.

However, it is undoubtable that these new markers are not without limitations, and their results should be interpreted with caution and in the context of the clinical information. Many of these markers have still not
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been approved by the Food and Drug Administration and are still considered experimental by most major oncology guidelines.

Moreover, the critical investigation of the scientific literature in the field of metabolomics pointed out that results achieved until now are partial and in some cases contradictory (Bax et al., 2018). It seems that KP is more likely associated with the alteration of a pool of metabolites in terms of both concentration and composition rather than to the one of a single metabolite, thereby suggesting that urine should be analyzed as a whole (Bax et al., 2018, 2019).

An emerging approach, proposing a whole characterization of urine, focused on the analysis of odors emitted, directly relying on the sense of smell of trained dogs (Cornu et al., 2011; Elliker et al., 2014; Fischer-Tenhagen et al., 2018; Gordon et al., 2008; Protoshhak et al., 2019; Taverna et al., 2015a, 2015b; Willis et al., 2004). The results mainly achieved in this field by Taverna et al. (2015a, 2015b) demonstrated the existence of a relation between urine odor and KP. Indeed, highly trained dogs proved capable of differentiating patients with KP from controls with a diagnostic accuracy above 97% by simply sniffing urine samples (Cornu et al., 2011; Elliker et al., 2014; Taverna et al., 2015b).

Based on this evidence, some research groups (Asimakopoulos et al., 2014; Roine et al., 2014; Santonico et al., 2014) started investigating the possibility to transfer those results to an instrumental method based on the analysis of urine samples by electronic noses (ENs), i.e., instruments capable of mimicking mammalian olfaction through the combination of a chemical sensors array and a data processing unit based on machine learning techniques (Gardner and Bartlett, 1994).

Nevertheless, despite the high diagnostic accuracies reported (i.e., close to or above 90%), no study has already led to the introduction of innovative tools in the clinical practice. The main limitations are represented by a small investigated population and the fact that no study validated the classification performance through the execution of specific validation sessions with blind independent samples. Moreover, no study addressed the problem of sensor drift, i.e., the deviation over time of sensor response under the same conditions, currently representing the primary obstacle to the EN diffusion for long-term applications. Indeed, the drift causes a progressive worsening of the classification performance that makes EN unusable for long periods.

For this reason, the present study, conceived within a research project proposing an EN for the non-invasive KP diagnosis, focuses on the description of the data processing protocol specifically developed for compensating drift. In particular, we here propose the adoption of the orthogonal signal correction (OSC) algorithm to develop a specific drift correction model for the urine headspace dataset acquired over 9 months, according to the standardized experimental protocol patented in March 2019 (EP 19160856.1).

Moreover, we present the results of double-blind verification tests aimed to verify in an unbiased way the efficacy of the developed decisional model in compensating drift and assess its diagnostic performance. To do this, blind samples without any clinical information were analyzed and classified by the decisional model including or not the drift compensation step.

RESULTS
Electronic nose predictive model
This section describes the predictive model developed within this project concerning drift compensation and pattern recognition and reports results achieved in terms of diagnostic performance.

Drift compensation
With the purpose of developing the OSC drift compensation model and selecting the optimal number of OSC components, the classification performance achieved on the training set by compensation models including 1–15 OSC components was compared.

Figures 1 and 2 illustrate the trends of sensitivity, specificity, and accuracy as a function of increasing OSC components for the train and test sets, respectively. The classification performance of the decisional model on the train set, assessed by 5-fold cross-validation, keeps growing up to nine OSC components. Even
though the accuracy remains almost constant up to 15 OSC components, the specificity of the model reaches its maximum at nine OSC and then drops down to about 65% (Figure 1). Thus, based on the results of the internal validation, nine seemed to be the optimal number of OSC components to be removed from the system to eliminate variance not correlated to samples’ clinical status and, thus, compensate for drift effects. Conversely, the results of the external validation, carried out by applying the correction model on more recent samples (i.e., the test set), highlighted a significant improvement of the classification performance after the removal of five OSC components. Then, the classification capability remained constant up to 10 OSC components, whereas a further increase of the OSC component worsened the classification performance: the specificity dropped to about 50% (Figure 2).

Given that the lower the number of OSC components the lower the complexity of the model and the lesser the risk of overfitting, five was selected as the optimal number of OSC components for the construction of the drift correction model to be applied on urine headspace data before pattern recognition.

**Figure 1.** Classification performance on the train set in terms of Accuracy (blue line), sensitivity (red line), and specificity (green line) as a function of the number of OSC components removed

Prostate cancer diagnosis

The KP diagnosis model was built on 47 steady-state and transient variables selected by Boruta: A4, B1, B5, C4, D5, E5, F1, G2, G5, H1, H2, H5, I3, I5, J2, J3, J5, L3, M1, M2, M5, N2, N5, N6, P4, R4, S6, T2, T3, U1, U3, U5, W1, W2, X3, and Y3, where the letter indicates the type of feature, reported in Table 1, whereas the number refers to the position of the sensor in the EN array.

The KP diagnosis models were built on a subset of the urine headspace dataset (i.e., train), comprising samples analyzed from months 1 to 8, and its classification performance was assessed by 5-fold internal validation. Then, the remaining data (i.e., test), comprising the most recent analyses carried out on months 8 and 9, were processed as unknown samples to assess the model classification capability on data independent from training (external validation). The training set comprised 59 samples (41 KP and 18 S), whereas the independent test set consisted of 24 samples (18 KP and 6 S).

This double-step validation allowed simulating the real conditions of application of the classification model in a relevant environment.

A visual representation of the diagnosis model is reported in Figure 3, in which the two clusters relevant to controls (blue) and patients with KP (red) are clearly distinguishable. Indeed, samples from the control group cluster in the right portion of the plot, whereas most of the samples from the KP group cluster in the left portion of the principal-component analysis (PCA) score plot.

The classification performance achieved by both internal and external validation, summarized in Table 2, proved the capability of the proposed diagnostic tool, based on urine odor analysis, to detect KP with a
balanced accuracy of about 81%. The double-step validation proved the robustness of the developed KP diagnosis model. Indeed, the external validation on 24 independent samples confirmed the classification performance achieved on train, which is the most optimistic evaluation.

A random choice classifier will achieve on the training set a classification accuracy of about 57%. Actually, this value is out of the confidence interval 95% associated with the balance accuracy achieved within this research (i.e., CI95% 60.5–92.7). Therefore, the developed KP diagnosis model proved to be statistically effective in differentiating patients with KP from controls.

Evaluation of drift compensation

As a preliminary investigation, the model capability to compensate drift effects was evaluated visually by exploratory data analysis. PCA was applied to the dataset comprising all features extracted from the sensor responses before and after the OSC correction. Figure 4 and Figure 5 report the PCA score plots relevant to raw data collected over 9 months and corrected data by 5-OSC model, respectively. The PCA model was built on the train (i.e., older analyses), represented in red, where the test set (i.e., more recent data), represented in yellow, was projected on. In Figure 4, test data are separated from the cluster defined by the train. Conversely, after the 5-OSC correction, points belonging to the test set disperse in the train cluster (Figure 5), thereby confirming the efficacy of the drift compensation.

To quantitatively measure the efficacy of the developed data processing procedure in compensating drift effects, the classification performance, achieved including or not the OSC correction, was compared with the one achieved by a new sensor array not affected by drift issues (Figure 6).

The classification performance achieved by a 1-year-old sensor array without applying the OSC model for drift compensation was very poor (i.e., about 55%). Thus, after about 1-year exploitation, the EN resulted to be unusable as a diagnostic device. The short temporal validity of the decisional model represents a stringent limit for the scalability of the EN technology.

Instead, the implementation of the OSC correction allowed significant improvement of the classification performances of 1-year-old sensor array, thereby reaching an accuracy, a specificity, and a sensitivity comparable with the ones obtained by new sensors not subject to drift (i.e., about 80%).

To the best of our knowledge, such significant restoration of performances has been achieved only in a few cases (Fonollosa et al., 2016; Liu et al., 2021). However, it is important to underline that, despite some preliminary feasibility study (Bax et al., 2021a, 2021b), it is the first time that such type of correction algorithm
Table 1. Features extracted from EN signals

| Number | Feature                                                                 | P1   | P2   | P3   | P4   | \(x\) |
|--------|------------------------------------------------------------------------|------|------|------|------|-------|
| A      | \(\frac{(R(P3) + R(P4))/2}{(R(P1) + R(P2))/2}\)                       | 1    | 2    | 1,500| 1,800|       |
| B      | \(\frac{(R(P3) + R(P4))/2}{(R(P1) + R(P2))/2}\)                       | 1    | 2    | 2,700| 3,000|       |
| C      | \(\frac{(R(P3) + R(P4))/2}{(R(P1) + R(P2))/2}\)                       | 60   | 61   | 1,500| 1,800|       |
| D      | \(\frac{(R(P3) + R(P4))/2}{(R(P1) + R(P2))/2}\)                       | 60   | 61   | 2,700| 3,000|       |
| E      | \(\frac{(R(\text{end} - P1) + R(\text{end} - P2))/2}{(R(3000 + P3) + R(3000 + P4))/2}\) | 5    | 0    | 5    | 0    |       |
| F      | \(\frac{(R(\text{end} - P1) + R(\text{end} - P2))/2}{(R(3000 + P3) + R(3000 + P4))/2}\) | 60   | 0    | 60   | 0    |       |
| G      | \(\frac{R(P3) + R(P4)}{2}\)                                            | 1    | 2    | 1,500| 1,800|       |
| H      | \(\frac{R(P3) + R(P4)}{2}\)                                            | 1    | 2    | 2,700| 3,000|       |
| I      | \(\frac{R(P3) + R(P4)}{2}\)                                            | 60   | 61   | 1,500| 1,800|       |
| J      | \(\frac{R(P3) + R(P4)}{2}\)                                            | 60   | 61   | 2,700| 3,000|       |
| L      | \(\frac{R(\text{end} - P1) + R(\text{end} - P2)}{2}{(R(3000 + P3) + R(3000 + P4))}{2}\) | 5    | 0    | 5    | 0    |       |
| M      | \(\frac{R(\text{end} - P1) + R(\text{end} - P2)}{2}{(R(3000 + P3) + R(3000 + P4))}{2}\) | 60   | 0    | 60   | 0    |       |
| N      | Area of under the curve                                                |      |      |      |      |       |
| O      | Area under the After phase curve                                       |      |      |      |      |       |
| P      | \(\frac{R(P1) + R(P2)}{2}\)                                            |      |      | 1,500| 1,800|       |
| Q      | \(\frac{R(P2) - R(P1)}{2}\)                                            |      |      | 2,700| 3,000|       |
| R      | \(\frac{(R(P3) - R(P2))(R(P2) - R(P1))}{2}\)                          | 1    |      | 1,500| 3,000|       |
| S      | \(R(P2) - R(P1)\)                                                      |      |      |      |      |       |
| T      | EMA maximum value on After phase                                       |      |      | 1,500| 3,000| 0.001 |
| U      | EMA integral on After phase                                            |      |      |      |      | 0.001 |
| V      | EMA minimum value on During phase                                      |      |      |      |      | 0.001 |
| W      | EMA maximum value on After phase                                       |      |      |      |      | 0.01  |
| X      | EMA integral on After phase                                            |      |      |      |      | 0.01  |
| Y      | EMA minimum value on During phase                                      |      |      |      |      | 0.01  |
| Z      | \(\frac{R(P1)}{R(P2)}\)                                               | 1    |      |      | 3,000|       |

has been applied to complex samples, as is the case for urine headspaces. In general, some studies (Fonollola et al., 2016; Liu et al., 2021) proposed the application of drift correction models (e.g., component correction, domain adaptation, extreme learning) on synthetic dataset comprising the analysis of reference
substances at a known concentration (e.g., Ethanol, Ethylene, Acetone, Methane, Ammonia), thereby easing their implementation.

Therefore, results achieved within this project are unique and confirm the potentialities of the OSC as a powerful drift correction technique to be applied on EN data also in case of complex odor matrices, thereby showing the opportunity of developing a non-invasive, reliable, and cheap diagnostic tool for KP based on the analysis of urine odor.

**Double-blind verification tests**

This section presents the results of double-blind verification tests carried out within this research to assess, in an unbiased way, the classification performance of the developed decisional model and its efficacy in compensating drift effects on unknown and more recent samples. A total of 39 double-blind samples, independent from 83 samples involved in implementing the EN predictive model, were analyzed in month 9 and used for this purpose.

**Table 2. Classification performance achieved by the KP diagnosis model assessed by internal (5-fold CV) and external validation**

| Diagnostic capability       | Train 5-fold cross-validation (41 KP and 18 S) | Test External validation (18 KP and 6 S) |
|----------------------------|----------------------------------------------|-----------------------------------------|
| Test characteristic        | % Cl95%                                       | % Cl95%                                 |
| Balanced accuracy          | 80.7 60.5–92.7                               | 80.6 44.2–96.6                          |
| Sensitivity                | 78.0 62.4–89.4                               | 77.8 52.4–93.6                          |
| Specificity                | 83.3 58.6–96.4                               | 83.3 36.0–99.5                          |
| NPV                        | 62.5 40.6–81.2                               | 55.6 21.2–86.3                          |
| PPV                        | 91.4 76.9–98.2                               | 93.3 68.0–99.8                          |

NPV, negative predictive value; PPV, positive predictive value.
It is worthy to mention that, for patients with KP, the clinical condition was assessed based on the results of histopathological examination of the prostate after radical prostatectomy rather than prostate biopsy, aiming to limit the uncertainty associated with poor accuracy of the prostate biopsy.

The results of the KP diagnosis model, including the 5-OSC correction as the first step, were organized in a confusion matrix, reported in Table 3, in order to evaluate the classification performance.
The developed KP diagnosis model achieved on double-blind samples a balanced accuracy of 76.2% (CI95% 51.9%–92.3%), which is considerably higher than that achieved by current protocols based on PSA serum level and prostate biopsy, whose accuracy is approximately 58%. Results, summarized in Table 4, proved the potentialities of the EN as a novel tool for the non-invasive diagnosis of KP. Indeed, the innovative tool achieved a specificity (i.e., about 71%) significantly higher than the one achieved by the current protocol (i.e., about 33%). Thus, it might represent in the future a solution to the problem of patients’ overtreatment.

Most of all, the results of double-blind tests, simulating the real scenario of application of the EN if introduced in the clinical practice, proved its applicability for long periods. Indeed, the classification performance achieved, after 5-OSC drift compensation, by a 1-year-old sensor array on more recent and independent data was comparable with that of new sensors not subjected to drift (Figure 6). Although a small decrease in the specificity balanced by an increase in sensitivity was recorded, the confidence on both double-blind samples (Table 4) and training data (Table 2) overlap.

Table 4 also reports the classification performance achieved by the EN predictive model if the 5-OSC drift compensation is not applied prior to classification. In that case, the classification performance achieved is not acceptable: the EN completely loses the capability to recognize urine samples from patients with KP. To the best of our knowledge, no other literature study proposing the analysis of urine odors by EN for diagnostic purposes, which achieved diagnostic performance comparable with or even higher than that reported here, addressed the problem of drift. In particular, all studies published in the relevant scientific literature (Aggio et al., 2016; Asimakopoulos et al., 2014; D’Amico et al., 2012; Roine et al., 2014) reported the results of researches involving EN data collected within a relatively short period of time. In this condition, the instrument and the sensors did not experience any problem of aging, thereby easing EN capability to distinguish samples belonging to different classes (i.e., controls and patients with KP). Nevertheless, in real-life applications, aging and drift cannot be avoided. Thus, literary results not considering drift effects are hardly generalized. Conversely, the approach proposed here could provide, after validation on a larger population, a pathway to ensure stable classification performance over time and limit efforts associated with periodical recalibration of the EN, thereby enabling its scalability.

DISCUSSION

The present study proposes the analysis of urine odor by means of an EN for a non-invasive diagnosis of KP. The research focused on the description of the data processing procedure specifically developed to tackle
drift problem. Because of the progressive worsening of EN classification performance over time, drift represents one of the main obstacles for EN to switch from research objects to large-scale diagnostic devices, despite the very promising results that have been reported in the scientific literature proposing EN for urine analysis.

Aiming to make results generalizable and limit efforts associated to EN periodical recalibrations, a drift correction model based on OSC algorithm was developed and validated by means of specific double-blind tests. A dataset, comprising the analysis of urine headspaces from 122 subjects (81 collected from men with KP and 41 collected from control donors), by the same EN sensor array over 9 months was used.

Our findings proved the efficacy of the proposed strategy in mitigating drift effects on 1-year-old sensors. More in detail, the 5-OSC model allowed restoration of the diagnostic accuracy of 1-year-old sensors from 55% up to about 80%, which was achieved by new sensors not subjected to drift issues (Figure 6). Those results proved the potentialities of the developed approach to overcome issues associated with sensor aging.

The classification performance appeared particularly encouraging and showed the opportunity of developing a novel tool for the non-invasive diagnosis of KP based on urine odor analysis by EN. Compared with the current diagnostic procedure for KP, based on PSA serum levels and prostate biopsy, the EN proved considerably powerful. Indeed, being considerably more accurate than current tools (i.e., accuracy of about 80% compared with 58% [Harvey et al., 2009]), it might provide an effective solution to patients’ overtreatment associated with high false-positive rates of the PSA test.

Limitations of the study
Two major aspects should be addressed before EN may become a large-scale KP diagnostic tool: the transfer ability of prediction models and the validation in the relevant environment.

Indeed, because of poor reproducibility of gas sensors, prediction models developed on an instrument can be hardly transferred as they are to other devices. In general, a recalibration of the model is needed. Consequently, scaling of the EN up to an industrial level results in an expensive and time-intensive process. Future studies should, thus, focus on the development of a specific model for extending the validity of calibration models built on a master EN also on untrained devices.

Concerning results of validation, the execution of a multi-centric clinical trial to a more extended number of patients needs to be carried out to gain acceptance by the medical community. This will allow the achievement of TRL5 and make the introduction of EN in the clinical practice realistic.

| Clinical condition | EN classification |
|--------------------|-------------------|
| | KP | S |
| KP | 18 | 4 |
| S | 5 | 12 |

Table 3. Confusion matrix relevant to the classification of double-blind samples by the diagnosis model including 5-OSC correction (KP, Prostate cancer; S, Control)

| Test characteristic | 5-OSC model applied | No drift compensation |
|---------------------|---------------------|-----------------------|
| Balanced accuracy   | 76.2 | 51.9–92.3 | 47.1 | 25.6–57.9 |
| Sensitivity         | 81.8 | 59.7–94.8 | 0 | 0–12.7 |
| Specificity         | 70.6 | 44.0–89.7 | 94.1 | 71.3–99.8 |
| NPV                 | 75.0 | 47.6–92.7 | 42.1 | 26.3–59.2 |
| PPV                 | 78.3 | 52.3–92.5 | 0 | 0–95.0 |
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STAR METHODS

KEY RESOURCE TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Biological samples** | | |
| Urine samples | Humanitas Mater Domini Hospital in Castellanza (VA) | N/A |
| Raw and analyzed data | This paper | N/A |
| **Software and algorithms** | | |
| Standard Normal Variate | (Zeaiter et al., 2005) | N/A |
| Orthogonal Signal Correction | (Fearn, 2000) | N/A |
| Boruta | (Kursa & Rudnicki, 2010) | Rstudio, package = Boruta |
| Random Forest | (Breiman, 2001) | Rstudio, package = randomForest |

RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, prof. Laura Capelli (laura.capelli@polimi.it).

Materials availability
This study did not use commercial reagents, but only real urine samples provided by the Humanitas Mater Domini Hospital in Castellanza (VA).

Data and code availability
Data and code cannot be uploaded to a public repository, but remain available upon reasonable request to the lead contact, prof. Laura Capelli (laura.capelli@polimi.it).

EXPERIMENTAL MODEL AND SUBJECTS DETAILS

Population
This study has involved 122 subjects: 81 men with KP, 35 healthy young males (age: 18–25 years) with negative family history of KP and prostate specific antigen (PSA) < 1 ng/ml, and 6 adult men (age>45 years) with negative family history of KP, negative digital rectal examination <2.5 ng/ml, stable over time. Each subject reviewed an information sheet and provided a written consent for the KP VOC test. The study was approved by the Ethical Committee at Humanitas Clinical and Research Center, where patients were treated (Approval no. CE-ICH260/11). No exclusion criteria regarding medical history, hormonal status, diet, clinical treatments, or tobacco consumption were considered for the selection of participants. Although some of these could be hypothesized as confounding factors for the olfactory discrimination, previous researches (Biehl et al., 2019; Guest et al., 2021; Kokocińska-Kusiak et al., 2021; Mazzola et al., 2020) demonstrated that, if well-standardized protocols are involved for recruitment, conservation of urine samples and analysis, they do not affect the classification performance.

Urine samples from both healthy young and adult males (control group) and KP patients were collected at the Humanitas Mater Domini Hospital in Castellanza (VA). Immediately after collection, samples were frozen to prevent alterations due to bacterial activity. Then, frozen samples were transported to the Department of Chemistry, Materials and Chemical Engineering “Giulio Natta” and stored until use. Clinical information, including clinical and pathological stage (The clinical stage is defined considering the results the Gleason score.)(The pathological stage is based on the evaluation of the entire prostate removed with prostatectomy. It provides information about tumour location and extension.), pathological Gleason score (GS) (The Gleason score provides information about the type of cancer cells constituting the tumour mass and it is assessed by means of a histopathological evaluation of the prostate tissue.), PSA serum levels and concomitant pathologies were provided whether available.
METHODS DETAILS

Electronic nose

EN involved for the study is a lab-scale prototype developed at the Politecnico di Milano, equipped with six n-type doped metal oxide semiconductor (MOS) sensors produced at the Department of Chemistry, Materials and Chemical Engineering of the Politecnico di Milano by inkjet printing (Bax et al., 2021a; 2021b). During exercise, the MOS sensors were maintained at a constant temperature of about 400°C by the 5 V powered Pt heater, and the resistance of the metal oxides active layers was acquired continuously by means of a custom-made circuitry at a frequency of 1 Hz and recorded for further processing.

The sensor chamber is made of stainless steel and has a parallelepiped shape with length and depth of 20 cm, height of 3 cm, for a global volume of 60 cm³. The sensor chamber is equipped with 2 holes on the lateral sides, which served as inlet and outlet of the odour sample.

For the analysis, the urine headspace bag is connected to one of lateral holes of the chamber, and a constant flowrate of 50 cm³/min is sucked into the chamber by means of a vacuum pump. Then, odourless air, obtained by filtration with an activated carbon filter, is sucked into the chamber to restore sensors’ signals for the next measurement session.

Experimental protocol

The standardized experimental protocol involved for sample preparation and analysis by EN, developed within the project and detailed in the European Patent EP 19160856.1 filed in March 2019, consists of 4 steps (Figure):

- Thawing: urine samples, stored at −18°C, are thawed in a water bath at about 40°C.
- Urine headspace enrichment: 10 mL of liquid urine are put in a Nalophan™ bag filled of odourless air and conditioned at 60°C and 20%RH for 1 h to favour the enrichment of the gaseous phase with urine volatiles.
- Urine headspace conditioning: the gaseous phase is separated from the liquid and conditioned at 60°C and 20%RH for 1.30 h to reduce the moisture content of the headspace before the EN analysis.
- EN analysis: the urine headspace is analysed at a fixed concentration, recording the variations of resistance related to absorption, i.e. During, and desorption, i.e. After, of VOCs on the sensors surface. The analysis lasts 80 min: 50 min During followed by 30 min After.

Data processing

In addition to sample preparation and analysis, data processing constitutes the most critical step for the development of an instrument capable of detecting, identifying, and measuring volatile compounds. The data processing pathway involved in the study consisted of 4 steps (as schematized in Figure): signal pre-treatment, feature extraction, drift compensation and pattern recognition. The following subsections provide detailed description of each step.
Pre-treatment

The raw resistance curves recorded by gas sensors of the EN array during the urine headspace analyses were processed by Standard Normal Variate (SNV) (Zeaiter et al., 2005) for compensating baseline shift among urine headspace analyses carried out on different days, most probably related to external factors (e.g., oscillation of environmental temperature or humidity) not useful for sample classification. To do this, each spectrum was centred and scaled by its standard deviation, according to the following equation:

$$x_i^j = \frac{x_i^j - x_i^{\text{mean}}}{\sqrt{\sum_{i=1}^{n} (x_i^j - x_i^{\text{mean}})^2 / n - 1}}$$

(Equation 1)

where $x_i^j$ is the original intensity in the $i^{\text{th}}$ row and $j^{\text{th}}$ column of the spectral matrix, $x_i^j$ is the intensity after pre-processing in the $i^{\text{th}}$ row and $j^{\text{th}}$ column of the spectral matrix, $x_i^{\text{mean}}$ is the mean value of the $i^{\text{th}}$ spectra and $n$ is the number of variables (line intensities) of each spectrum, respectively.

This pre-treatment allowed compensating for baseline shift among urine headspace analyses carried out on different days, thereby resulting in a better discrimination among samples from the Control S and KP Groups (Figure).
Features extraction

After pre-processing, a pool of features, representative for both plateau conditions and transient EN responses relevant to urine headspace analysis, was extracted from each sensor response curve for further processing. Table 1 summarizes features included in the urine headspace dataset. Specifically, it reports the equation and the parameters used for features calculation. 25 features were extracted from each sensor response, therefore the resulting dataset consisted of 150 variables.

The feature set was then autoscaled prior further processing.

Drift compensation

The orthogonal signal correction. Drift currently represents one of the main obstacles for EN to switch from research objects to large-scale diagnostic devices, since the progressive worsening of their classification performance over time inhibits their use for long-term applications by a non-technical staff.

Drift is mainly related to physical changes of the sensor active layer, very likely induced by thermal stress, poisoning or environmental contamination, occurring over sensor exploitation (Di Carlo and Falasconi, 2012).

Several methods for drift compensation, which tackle the problem from different perspectives depending on the specific application, have been proposed in the scientific literature (Di Carlo and Falasconi, 2012):

- Pre-processing techniques, as Baseline manipulation (Gardner and Bartlett, 2000) and Frequency domain filtering (Hui et al., 2003; Llobet et al., 2002), have been proposed for a first correction of
the raw sensor signals aimed at the removal of noise related to external factors (e.g., environmental conditions), which results also in a compensation of drift.

- Periodic calibration methods, such as Multiplicative drift correction (Fryder et al., 1995) and Component Deflation (Gutierrez-Osuna, 2000), estimate the drift direction to be removed from data by monitoring changes in sensor response to one or more reference standards (i.e., calibrants), that are analysed periodically with equal intervals of time.

- Attuning methods, as Independent component correction (Di Natale et al., 2002) and Orthogonal signal correction (OSC) (Padilla et al., 2010), perform component correction without resorting to the use of calibration samples, but deducing drift components directly from the training data.

- Adaptive method, as Neural networks (Distante et al., 2002; Zuppa et al., 2004) and Evolutionary algorithms (Di Carlo et al., 2011), adapt the Pattern Recognition Model (PaRC) based on pattern changes due to drift effects that are deduced from training data. This allows for an increasing time validity of the PaRC model, which in turn reduces the request for calibration (Martinelli et al., 2013; Vergara et al., 2012).

The attuning methods have been largely applied in different fields, as diagnostic, biological or environmental, for both mitigating drift effects and improving system classification performances (Artursson et al., 2000; Laref et al., 2017; Padilla et al., 2010; Zhang et al., 2011). The Orthogonal Signal Correction (OSC), which has been already proved to act efficiently on gas sensors array (Laref et al., 2017; Padilla et al., 2010), was selected for the specific application thanks to its several advantages: it does not require the use of a calibrant, it does not need excessive large training data, and, above all, it removes from the original data only information that are not relevant for class discrimination. More in detail, this technique, firstly proposed by Wold et al. (Wold et al., 1998), removes from the data matrix X all the information not correlated to a vector (or matrix) Y containing information relevant for classification (e.g., concentration, toxicity, belonging class etc ...) by imposing the condition of orthogonality between X and Y.

The procedure for data correction can be summarized as a sequence of the following operations, where X is the matrix relevant to data to be corrected and Y the matrix providing extra data information:

1. Centring and scaling data
2. \[ M = I - \frac{X^TX}{XX^T}Y^TY \]
3. \[ Z = XM \]
4. \[ \text{PCA}(Z) \rightarrow p \]
5. \[ w_\perp = p \]
6. \[ t_\perp = Xw_\perp \]
7. \[ p_\perp = \frac{X^Tt_\perp}{t_\perp^TT_\perp} \]
8. \[ X_{\text{OSC}} = X - t_\perp p_\perp \]

Specifically, Tom Fearn’s algorithm (TFosc) starts by centring and scaling both X and Y matrices (step 1), and a matrix Z, orthogonal to XY, is calculated (step 2 and 3). Then, a PCA is performed on Z (step 4) to assess the loading vector p to be used as weight vector w_\perp (step 5). In steps 6 and 7 the final score and loading vectors t_\perp and p_\perp are calculated by PCA, and in step 8 the correction is performed (Wang et al., 2017).

Concerning new samples correction, new data (i.e., test) should be centred and scaled as training data X. Then, using the orthogonalized weights w_\perp obtained on training set, the passages from 6 to 8 are repeated, substituting X with the test matrix.

**Implementation and validation.** A specific model based on Orthogonal Signal Correction (OSC) algorithm by Tom Fearn (Fearn, 2000) was implemented and applied to data collected by the same EN sensor array over 9 months.
A urine headspace dataset, comprising 83 samples, was divided into a train set (i.e., 59 oldest analyses carried out in months 1–8) and a test set (i.e., 24 more recent data acquired in months 8 and 9), in order to implement the drift correction model and test its performance on independent data. The proportion between healthy subjects and KP patients has been kept constant in train and test sets: control subjects represented about the 30% of the samples both in train and test sets.

The OSC model was applied to the nx150 feature matrix (X) to remove the variance orthogonal to a binary nx2 matrix (Y), containing information of the belonging class of each analysis. The Y matrix is a binary matrix of two columns, representing the KP and Control Group respectively, whose rows report 1 at the corresponding column that designate the class membership, while the other terms of the row are set to 0.

To select the optimal number of OSC components to be removed for compensating drift, the classification performance achieved on 5-Fold Cross Validation on the train set and external validation on the test set by drift correction model including 1 to 15 OSC-components was compared. The number of components that maximized the classification performance was chosen for building the correction model. The classification performance of a diagnostic tool was assessed in terms of sensitivity, specificity, and accuracy. In general, sensitivity and specificity express the capability of the device to correctly classify KP patients and controls, respectively. Conversely, the accuracy of the system expresses the rate of correctly predicted samples out of all the analyses considered.

Pattern recognition

Features selection. To reduce data dimensionality and identify the most significant features for best describing differences between samples from the Control and KP Groups, a features selection model based on Boruta algorithm was implemented. Boruta algorithm is a wrapper method (Bolón-Canedo et al., 2013; Muezzinoglu et al., 2009), which lists features included in the dataset according to their information gain, measuring the importance of features for classification purposes. More in detail, the algorithm creates for each feature a so called “shadow attribute”, consisting in the randomly shuffled value among measures. In this way, there is no more correlation between the variable value and the belonging class of the samples, and the importance of these “shadow attributes” can be non-zero only due to random fluctuations. By comparing the classification performances of each feature to the one of the best “shadow attribute” it is possible to identify which features are truly significant for improving samples classification. Features achieving an information gain significantly higher than the best of the “shadow attributes” were selected as important (Kursa and Rudnicki, 2010).

The Boruta algorithm was implemented fixing a maximum number of runs equal to 350. Given the unbalanced number of samples in the Control and KP Groups and the scarce number of the controls, with the purpose of ensuring the stability of the feature selection results, we repeated 15 times the algorithm imposing an equal number of samples from the Control and KP groups in the training dataset.

Classification. Finally, in order to build the KP diagnosis model, the Random Forest (RF) algorithm, proposed by Breiman et al. (Breiman, 2001), was properly trained. RF is a popular ensemble method that can be used to build predictive models for both classification and regression problems.

To provide a classification of unknown samples, RF creates an entire forest of random uncorrelated decision trees that are used to list data belonging to different classes in a dataset (Liaw and Wiener, 2001). Specifically, the RF algorithm splits the initial dataset into two subsets: the “Bootstrap Dataset” (BD) and the “Out Of Bootstrap Dataset” (OOB). The BD constitutes the first tree of classification forest with randomly selected samples of the original dataset. To build the tree, data have been splitted at each node, using the feature providing the best classification performance at dividing samples by class of belonging. The choice of the feature is based on the comparison of the performance of various random variables, selected among all the variables present in the dataset. The tree stops growing when the last node has a worst classification performance of the samples than the previous one. Then, the OOB set, including samples of the original dataset not considered to build the classification tree, is used to test its classification performance. This operation is repeated many times to build the entire forest. Once the forest has been created, the model can be used to classify samples from an independent dataset, whose classification is based on the majority of vote of trees in the random forest (Breiman, 2001; Liaw and Wiener, 2001).
For the specific application, the RF was trained by imposing the number of tree to be used in the forest (ntree) equal to 500. This value allowed achieving satisfactory classification performance whilst maintaining low computational time.

The same validation scheme involved for the development of the drift compensation model was used to tune the RF model. In this case, the 5-Fold cross validation focused on the definition of the optimal number of variables to be considered at each node of the tree (mtry). Based on results achieved by comparing mtry from 1 to 15, an mtry equal to 5 was selected for the prediction model.

**Double-blind verification tests**
In order to provide an unbiased validation of the developed drift correction model, double-blind validation tests were performed. For this purpose, 39 urine samples collected from control subjects and KP patients were provided without any information about their clinical status. They were analysed in the last two weeks of month 9 and classified according the path summarized in Figure.

![Figure](image)

*Figure. Block flow diagram of blind sample analysis*

The results of the classification by diagnosis model were organized in a confusion matrix for evaluating the diagnostic capability of the proposed innovative tool, which was assessed in terms of Accuracy, Specificity, Sensitivity, Negative Predicted Value (NPV) and Positive Predicted value (PPV).

**ADDITIONAL RESOURCES**
The study was approved by the Ethical Committee at Humanitas Clinical and Research Center, where patients were treated (Approval no. CE-ICH260/11).