Analysis and forecasting the precipitation and temperature in the Dez catchment area
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Abstract: In this study, we have first studied the trend in meteorological data from the Harmaleh, Vanai and Farsesh stations in the 50-year period in the Dez catchment area. The meteorological data will be then forecasted using SWAT and Mann-Kendall. Forecasting the results in the Mann-Kendall and SWAT model has been done using the code written in MATLAB software and RCP (4.5, 8.5) scenarios, respectively. Studying the results of the trend in the data of meteorological stations in this catchment area indicated that these two parametric and non-parametric methods have been used to determine trends in meteorological data. The results of the parametric method are positive in all meteorological parameters. Non-parametric method over a period of 50 years shows the presence of trends in the data. The comparison on the forecasting results at maximum temperature suggested that during summer, we will see an increase in temperature compared to the ground state in all three forecasts. The results of the minimum temperature forecast show a decrease in the minimum increase during the winter and the precipitation forecast indicates that at the end of autumn (Nov) precipitation decreased by 20 mm in the Mann-Kendall and 4.5 RCP while RCP8.5 suggests the increase in precipitation compared to the ground state. Studying the runoff forecast results using SWOT show that at the end of winter (Feb) and almost all spring (Mar, Apr) a decrease of about 40%, 15% and 14% will be seen, respectively.
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1. Introduction

The most important issue in the field of environmental sciences is the climate change process, especially changes in temperature and precipitation. This phenomenon is increasingly important due to its scientific and practical dimensions (environmental and socio-economic effects), since human systems dependent on climatic elements such as agriculture, industry and the like and also designed on the basis of climate stability and will operate so. Significant changes of the earth’s temperature or the global warming has been seen as the most important manifestations of climate change in the current century (IPCC, 2007). Climate means the average weather conditions of a region over a long statistical period. The climate of each region is mainly defined based on meteorological parameters, among which temperature and precipitation are the most applied. The significant difference in long-term climate data is known as climate change. Undoubtedly, the climate change is nowadays one of the major challenges which will be defined on a global scale. There are a number of different statistical methods to analyze and study the climate change in a region, which are mainly classified into two categories: parametric and non-parametric. Non-parametric methods are extensively used compared to the parametric ones [20]. The R2 test for parametric statistical conditions and the Mann-Kendall test...
for non-parametric statistical conditions can be regarded as the most common methods in analyzing changes in long-term statistics. The R2 test for parametric statistical conditions and the Mann-Kendall test for non-parametric statistical conditions can be regarded as the most common methods in analyzing changes in long-term statistics[14,15]. Ghosh and Verma have studied temperature changes since 1901 up to now to analyze the trend of temperature changes (Tmax, Tmin and Tmean) for the Gangotri basin in the Himalayas. This study has first paid attention on the relationship between the observed data belonging to the National Institute of Hydrology and the Climate Change Research Unit. For this purpose, we have used an 11-year period (2005 to 2015) and we have studied the results obtained by the standard deviation criteria of the data as well as the results of linear correlation in the time series. Next, we have used two non-parametric methods: the Mann-Kendall and Sen's Slope. We have studied temperature data to analyze the trend. The results show the Tmax, Tmin of a decreasing trend in temperature is present in all seasons except winter. The temperature trend in the data has been increasing in winter, while in Tmean, the temperature trend has been increasing in all seasons except May [16].Ahmadi and Radmanesh have studied the average temperature trend of the northern regions of Iran, which included 18 synoptic stations, on a monthly and annual scale (1961-2010) according to the Mann-Kendall test; the results indicated that that 61% of the stations have experienced a significant increasing trend annually. Among these stations, Arak station has experienced a significant decreasing trend and the Torbat Heydariyeh and Saqez stations have experienced a significant negative trend on an annual scale. In this study, the results show that the temperature in the northern half of the country has increased by an average of about 1.15 degrees in the last half century[2]. Asfaw have examined the trend changes in temperature and precipitation data in Ethiopia's center. The studied precipitation data are related to global precipitation data as well as the Ethiopian Center for Climate Change. Temperature data are obtained from the Climate Change Research Center, which are related to 1901 to 2014. The data were analyzed using parametric methods like linear regression and correlation coefficient and the non-parametric Mann-Kendall method was used to study the trend in the data. The results indicate that the temperature changes in the average, minimum and maximum are 0.046, 0.067 and 0.026 °C, respectively. The results of the Mann-Kendall method suggested that there is a trend in the average and minimum temperature data while no trend is observed in the maximum temperature data[12]. Worshavian study using daily historical data related to the minimum and maximum and average temperatures over a period of 44 years (1961-2004) at 8 synoptic stations have used low and high percentiles in the number of days less than the percentile and in the number of days more than the higher percentiles in order to extract the limit values of temperature; the results show that Kerman has had an increasing trend in all percentiles except 95%. Most stations have shown a significantly increasing trend in limit values of temperature, especially in the minimum temperature[10]. Talaei and Tabari have examined the maximum and minimum temperature trends in annual, monthly and seasonal data in 19 synoptic stations in arid and semi-arid regions of Iran between 1966 and 2005. The results show that the trend of changes in the maximum and minimum temperatures are in all 19 stations while this trend in the monthly data related to Tmin changes are more observable than the Tmax data. In monthly data, the maximum increase in Tmin and Tmax has been 0.827 to 1.585 °C in all stations per decade, respectively [17,18,19]. Hejazizadeh and Parvin have studied temperature and precipitation changes of Tehran station. The data used in Hejazizadeh and Parvin study are related to the temperature and precipitation parameters during 1951-2005. Mann-Kendall statistical-graphical method was used to analyze the data. According to graphic graphs of temperature and precipitation over 55 years of available statistics, some changes have occurred in the temperature element all of which are short-term climate and trend changes. The trend has been increasing for the annual months and most of the changes have occurred in the early 2000s which are not significant[5]. Javari has tested the trend of seasonal changes, annual precipitation and temperature nationwide in 24 synoptic stations with 50 years statistics from 1975 to 2014. He has used the Mann-Kendal and linear regression methods to show changes in data trend. The results show a combination of increasing and decreasing trends in climatic parameters of annual precipitation and temperature data in different parts of the country [13]. Naderi In a study, the effect of land-use and climate change on runoff of the Green catchment area has been studied using the SWAT model. In this study, we have used the SWAT model to
analyze the effect of land-use and climate changes on runoff which given the Nash-Sutcliffe and determination coefficients obtained during the calibration phase that are 0.59 and 0.60 as well as during the validation phase that are 0.66 and 0.67, respectively, this model has acceptable performance in this catchment area. The results show that the decrease in runoff level during 2024-2050 because of climate changes (precipitation and temperature) is more than the decrease because of land-use changes compared to the 2000-2010 period [11]. In order to simulate the effect of the different scenarios of land-use on the hydrology response in the Pinos basin 1 in Sicily 2, the SWAT model has been used. They have examined the effect of three scenarios, including expansion of the agricultural lands, complete deforestation of the basin and the expansion of residential areas on monthly discharge. The simulation results show the capability of the SWAT model in all three scenarios and it was much more significant, especially in the complete deforestation of the basin [21]. Using the SWAT model, the effect of climate and land-use changes on the hydrology of the Bago basin in Myanmar has been studied. The results showed that the effect of climate changes on the flow regime is higher than the land-use changes in the near-future. The combined effects of the land-use and climate change can increase the annual flows up to 68% in the near-future[22].

Zhang et al have studied the runoff changes in four catchment areas in the Luanhe river basin. For the first time, they have used the Mann-Kendall test to identify the long-term precipitation and runoff trends and founded that runoff has a downward trend. The significance level was 0.05, while the precipitation level in all sub-catchment areas had no significant trend. Then, the moving t-test and cluster analysis were also used to identify the point of change of runoff series[33].

Anil have studied the land-use and climate impact trends using the Mann-Kendall test and SWAT model in the Madikeri study area located in southern India. They have studied climatic parameters such as precipitation and temperature for analysis and the precipitation trend have been examined using the Mann-Kendall test. Their study results indicated that the Harangi and Madapura stations experienced reduced precipitation in January and June and the rain gauge stations in that area has reported a decrease in precipitation, as well. It has been shown that the temperature trend shows an increase in January, the maximum temperature was recorded for April, May and November while the minimum temperature increase was observed in November and December[34].

Makonen have long-term studied the changes in precipitation and the flow of the Nile River using the Mann-Kendall (MK) test and statistical methods. Their study results using the Mann-Kendall (MK) test suggested that there is a statistically insignificant increase in the amount of annual, monthly and long-term precipitation. The findings of the MK test for daily, monthly, annual, and the seasonal flow is statistically significant[35].

Shepherd have studied the ability of the SWAT model to simulate hydrological conditions and water quality in an agricultural basin in an area of Maryland. They introduced some of the advantages of this model like: being large-scale, distributive and compatible with the Geographic Information System (GIS). In the Yellow River catchment area it is required to carefully examine and measure the runoff due to erosion-sensitive geological formations as well as the construction of the Jarreh Dam. Accurate runoff estimation can possibly decrease or increase the area under cultivation of Ramhormoz irrigation networks that are under implementation. This will have great influence on the rate of agricultural and economic development of the region. In this research, we will first examine the trend in the meteorological data. Next, the t meteorological parameters in 2080 will be forecasted using the Mann-Kendall equation and the code written in MATLAB. The forecast of meteorological parameters in 2080 will also be done using RCP4.5, 8.5 scenarios in the SWAT model. The results of these three forecasts as well as runoff forecast using SWAT model in 2080 in the Dez catchment area will be reviewed and compared[36].

2. Materials and Methods

2.1 Area of Study
The area of study is the Dez River catchment area located in the heights of the Middle Zagros and in the range of geographical coordinates, 10° 48 to 18° 50° east longitude and 35° 31 to 05° 34° north latitude. The area of this basin is about 23,250 square kilometers and includes 4 sub-basins of Tire, Bakhtiarí, Sezar and Dez Payeen. Dez plain is part of the Dez river catchment area. This area with the coordinates of 9° 48 to 47° 48 east longitude and 2° 32 to 36° 32 north latitude, which reaches to the Sarab Jeldon basin from the north, Ovan from the west, Mian-Ab of Shooshtar from the southeast, Gotvand-Aghili from the east and Lali from the northeast. This basin is generally located between the five provinces of Isfahan, Markazi, Chaharmahal Bakhtiari, Lorestan and Khuzestan. Most of its area is located in Lorestan and then Khuzestan provinces, respectively. The studied part of this basin is located in the north to the center of Khuzestan province. In order to study the base period and simulate the runoff, the data of three hydrometric stations of the Tele Zang, Bakhtiarí and Sezar have been used. The precipitation and temperature data were used by the meteorological stations in the area to study the monthly changes in temperature and precipitation as well as modeling in the Swat model, runoff simulation and comparison and analysis with modeling and forecasting in the future[4]. The specifications of these stations are given in Table (1).

![Figure 1. Area of Study](image)

| Height | utmy    | utmx    | Lat    | Long    | Station   | Station Type |
|--------|---------|---------|--------|---------|-----------|--------------|
| 28     | 3538097 | 269244  | 31-35-00 | 48-52-00 | Harmale   | Rain gauge   |
| 2250   | 3753426 | 274965  | 35-53-50 | 48-33-59 | Vanayi    | Rain gauge   |
| 2700   | 3666627 | 392626  | 33-07-59 | 49-50-56 | Fersesh   | Rain gauge   |
| 600    | 3647682 | 289043  | 32-56-00 | 48-45-00 | Sezar     | Hydrometry   |
| 600    | 3646441 | 290774  | 32-56-00 | 48-46-00 | Bakhtiyari | Hydrometry   |
| 440    | 3633752 | 291031  | 32-49-00 | 48-46-00 | Talezang  | Hydrometry   |
2.2. Examining the trend in data

We have used the following two methods to study the existence of trends in the data:

2.2.1. Mann-Kendall Test

The Mann-Kendall method was first proposed by Mann (1940) and then developed by Kendall (1970). The null hypothesis of the Mann-Kendall test indicates that the trend in the data series is random and the acceptance of the hypothesis 1 (rejection of the null hypothesis) will suggest the existence of a trend in the data series. In this method, the difference between each observation and all subsequent observations is first calculated and obtained according to the following relation:

\[ S = \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \text{sgn}(x_j - x_k) \]  

Where \( n \) is the number of series observations, \( x_j \) and \( x_k \) are the data of \( j \)th and \( k \)th of the series, respectively. The \( \text{sgn} \) symbol function can also be calculated as follows:

\[ \text{sgn}(x) = \begin{cases} +1 & x > 0 \\ 0 & x = 0 \\ -1 & x < 0 \end{cases} \]  

The next step is to calculate the variance \( S \) by one of the following equations:

\[
\text{for } n > 10 \\
\text{var}(s) = \frac{n(n-1)(2n+5) - \sum_{i=1}^{n} t(t-1)(2t+5)}{18}
\]

\[
\text{for } n < 10 \\
\text{var}(s) = \frac{n(n-1)(2n+5)}{18}
\]

Where \( n \) and \( m \) represent the number of sequences in which there is at least one duplicate data, \( t \) also represents the frequency of data with the same value in a sequence (number of nodes). Finally, the \( Z \) statistic is extracted using one of the following equations:

\[
z = \begin{cases} \frac{s-1}{\sqrt{\text{var}(s)}} & s > 0 \\ 0 & s = 0 \\ \frac{s+1}{\sqrt{\text{var}(s)}} & s < 0 \end{cases}
\]

Assuming that the trend test is two-tailed, the null hypothesis is accepted if the following condition is met:
\[ |Z| < Z_{\frac{\alpha}{2}} \]  

(5)

Where \( \alpha \) is the significant level that is considered for the test and \( Z_{\alpha} \) is the standard normal distribution statistic at \( \alpha \) and \( Z_{\frac{\alpha}{2}} \) has been used given the test is two-tailed. In the present study, this test has been used at 95% confidence level [14,15,6]

### 2.2.2. Regression Test

The linear regression method is the simplest definition of the process of changing climatic parameters which the function of the dependent and independent variables will be \( Y \) (the parameter in question) and \( X \) (year number), respectively. We need to determine the best line that can fit the available data to analyze the correlation. Least Squares Method is one of methods of line fitting. In this method, we will fit the line on the points in a manner in which the sum of the squares of the deviations of all points of the line will reach to their minimum. The squares of the errors are defined according to the following equation [1,6]:

\[
Y_i = a + bX_i \\
MD = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \\
\hat{Y}_i = a + bX
\]

(6)

We first use a linear coordinate system which the years and the values of data related to those years will be put on its horizontal and vertical axes, respectively. Then a straight line with \( y = ax + b \) equation will be crossed between the points. We will say the data will have a trend if the time series data have a uniform ascending or descending course[7]

### 2.2.3. Future data of the climate:

We have used GCM at the desired scale for hydrological modeling of climate change impact studies.

The Atmosphere-Ocean General Circulation Paired-3D Models (AOGCM) are now the most valid tool in order to produce climatic scenarios. This data set can be freely available through the data distribution center formed by the IPCC in 1998 ([www.IPCC-data.org](http://www.IPCC-data.org)). To access data related to the study area in the basic and future 20-year periods, we can enter the spatial coordinates of the desired area as well as the statistical length required for temperature and precipitation time series in the basic and future periods then the monthly output of these variables is obtained in two time periods[9].

The RCPs define as a set of the emission scenarios of CO\(_2\) concentration. They measure the radiation from 2.6 to 8.5 watts per square meter compared to 1750. These scenarios are as follows: RCP2.6, RCP4.5, RCP6 and RCP8.5. RCP 2.6 The goal of these scenarios is to keep the global average temperature below 2 °C.

General Climate Models (GCM) use these RCPs to generate future climate data.
On a global scale, these scenarios depend on political, social and economic conditions. They are selected given the current global political situation and its possible future path. The RCP 4.5 and RCP6.0 are known as moderate and severe path, respectively. Because the horizontal resolution of GCMs is low, therefore, regional extraction of climate information scales from them is not easy. The GCM results aren’t generally reliable for models with a resolution of less than 200 km; however, they are required to be used for important climatic variables such as precipitation and temperature.

The forecasting of the future climate change involves assessing a number of different uncertainties, some of which are related to the climate system among other things the climate is sensitive to increase the concentrations of greenhouse gases in the atmosphere. Other things such as the amount of gases emitted can be forecasted using energy system models to simulate different scenarios. In these scenarios the impact of a wider set of human emissions, including CO₂, CH₄, N₂O gases are considered. Chemical active gases such as carbon monoxide (CO) and volatile organic compounds (VOCs) have also been examined. Because RCPs are based on existing scenarios, each indicates a different set of underlying socioeconomic assumptions. RCP4.5 is a stabilizing scenario and so assumes the implementation of emission reduction policies. The RCP4.5 is derived from its "reference" or "no climate policy" scenario. This reference scenario is exclusive to RCP4.5 and is different from RCP8.5 as well as the reference scenarios related to RCP6 and RCP2.6.

The RCP 2.6 made by the IMAGE modeling team, the Dutch Environmental Assessment Agency. The emission path for existing resource scenarios leading to greenhouse gas concentration levels has estimated very little. The RCP2.6 is known as "low emission". In this scenario, the future requires: low energy intensity, CO₂ emissions will remain at today’s level until 2020, then decrease and become negative in 2100, world population will be 9 billion by 2100, reduction of oil use and methane emissions will decrease by 40%.

The RCP 4.5 was developed by the MiniCAM modeling team in the Global Pacific National Laboratory for Joint Global Change Research Institute (JGCRI). RCP4.5 is known as "Moderate Emission". This future coincides with the followings: reduce the use of crop farms and grasslands due to increased performance and dietary changes, stable methane emissions and CO₂ emissions will increase around 2040 just before the decline starts.

This RCP8.5 scenario is compatible with the future and won’t make any change in policies to reduce the emissions. RCP8.5 is known as "High Emissions." This future coincides with the followings: rapid increase in methane emissions, high reliance on fossil fuels, high energy intensity, 12 billion people in the world by 2100, and increased use of crops farms and grasslands due to population growth.

### 2.2.4. Data forecasting

Based on the Mann-Kendall model, the values of meteorological parameters can be forecasted. Different methods and formulas have been invented accordingly. We have proposed one of the climate forecasting models as follows:

\[
t_k = \mu_t + p_{1,t}(t_{k-1} - \mu_t) + \sqrt{1 - p_{1,t}^2} \sigma_r v_k
\]

In this equation, the k-day temperature is obtained from the average temperature of the monthly period and the autocorrelation coefficient with a \(p_{1,t}\) delay and standard deviation of data. This is a proper method for when the average data of a monthly period are available and we want to obtain
the daily temperature data with one-day periods. The above-mentioned method can also be used for long-term data with some modifications in such a way that monthly data can be forecasted based on data available over a long period of time. In this case, the forecasted average monthly temperature is as follows\[26,27,28\].

\[
\begin{align*}
    u_{Ti,j} = \bar{S}_{Tj} \times (i - y_0) + u_{Ti,j-1} p'_{Tj} \sigma_{Tj-1}^{-1} \left( u_{i,j-1} - u_{Tj} \right) + \sqrt{1 - p'^2_{Tj} \sigma_{Tj}^2} v_{i,j} 
\end{align*}
\]

Where,

- \( u_{Ti,j} \): Forecasted average temperature in month \( j \) in year \( i \).
- \( \bar{S}_{Tj} \): Temperature and year regression line slope in month \( j \), which can be calculated based on the available data from the regression equation. (Initial data only)
- \( y_0 \): The number of the year from which the forecasts start
- \( \bar{u}_{Tj} \): The average monthly temperature of month \( j \) during the period when the statistics are available
- \( p'_{Tj} \): Regression coefficient between the temperature of month \( j \) and month \( j-1 \) in the existing statistical period
- \( \sigma'_{Tj} \): Standard deviation of temperature data in month \( j \)
- \( v_{i,j} \): Normal random variable (the mean of a series of random numbers is 0 and their standard deviation is 1)

2.2.5. Introducing the SWAT Model

The SWAT is a hydrological model developed by the American Agricultural Research Organization. The main hydrological processes which are simulated by the model include evapotranspiration, surface runoff, snowmelt, surface penetration, deep penetration, groundwater flow and subsurface flows\[23\].

The river flow, in this model, is supplied by three main sources, including surface runoff, subsurface flow and groundwater flow or base flow from non-enclosed groundwater aquifer. The SWAT model has a physical basis and can be used in watersheds that do not have regular statistics. This model is continuous in time and is proper for long-term modeling and is not designed to simulate single flood events\[24\].

In the SWAT model each basin is divided into several sub-basins and each sub-basin is divided into several units of hydrological reaction. The water in the soil, surface runoff, nutrient cycle, penetration, plant growth and managerial methods are first calculated as an average weight for each hydrological response unit and then for each sub-basin \[25,29\]. The hydrological cycle simulated by the SWAT model based on the water balance equation is as follows:
Where,

\( SW_t \): is the final amount of water in the soil in millimeters;

\( SW_0 \): The initial amount of water in the soil in millimeters (up to a depth of 30 cm);

t: time in days;

\( R_{\text{day}} \): The amount of precipitation in day \( i \) in millimeters;

\( Q_{\text{surf}} \): The amount of surface runoff in day \( i \) in millimeters;

\( E_a \): The amount of actual evapotranspiration in day \( i \) in millimeters;

\( W_{\text{seep}} \): The amount of water permeation into the top layer of soil (unsaturated area) in day \( i \) in millimeters and

\( Q_{\text{gw}} \): The groundwater flow to the river in day \( i \) in millimeters.

2.2.6. Hydrologic Response Unit (HRU)

There are two methods for estimating surface runoff in the Swat model: Curve number method and Green-amp penetration relationship. In this study, we have used the curve number method. An indicator of flood erosion ability is the maximum runoff and it is used to forecast the sediment discharge. SWAT calculates the maximum runoff using a logical (reasoning) method:

\[
q_{\text{peak}} = \frac{CIA}{3.6}
\]  

(10)

Where,

\( q_{\text{peak}} \): Maximum flood (cubic meters per second);

C: Runoff coefficient;

I: Precipitation intensity (mm / h);

A: The area of the basin (square kilometers).

In this study, we have used the Hargreaves-Samani method to determine the evapotranspiration. The water flow in the open channel has a free surface. SWAT uses the Manning relation to determine the flow velocity. The Muskingam method was also used to route the flow in the canal.

In order to model the hydrological conditions of the basin using the SWAT model, we have first entered the digital elevation model with a resolution of 50 meters and the waterway network map of the Dez catchment area to the soft environment of the model (ArcSWAT). Then, we have defined the hydrological reaction units (HRU) using the maps of land use, soil and slope classes[30,31,32].
2.2.7. SWAT model calibration results

Monthly runoff calibration results for the Sezar hydrometric station and the results of other stations are presented in Figure 2 and Table 2, respectively. Calibrated results show good model simulation for the Sezar hydrometric station in the calibration period. In addition, monthly runoff validation results are reported in Table 3. Results of runoff forecast parameters like the calibration period were good and satisfying. The SWAT model in runoff simulation for the area of study has reported good results. The values of the parameters specified separately in Table 2.

![Figure 2](image)

![Table 2](image)
| Parameter_Name        | Fitted_Value | Min_value | Max_value |
|----------------------|--------------|-----------|-----------|
| r__CN2.mgt           | -0.269400    | -0.35     | 0.35      |
| V__ALPHA_BF.gw       | 0.035875     | 0.001     | 0.2       |
| V__GW_DELAY.gw       | 41.55000     | 30        | 45        |
| V__GWQMN.gw          | 1362.750000  | 10        | 2000      |
| r__LAT_TTIME.hru     | -0.272500    | -0.35     | 0.35      |
| r__SURLAG.bsn        | -0.017500    | -0.35     | 0.35      |
| r__SLSUBBSN.hru      | 0.132500     | -0.35     | 0.35      |
| v__PLAPS.sub         | -185.        | -300      | 300       |
| v__TLAPS.sub         | 2.65         | -5        | 5         |
| r__SOL_BD(1).sol     | 0.428500     | -0.55     | 0.55      |
| r__SOL_AWC(1).sol    | 0.522500     | -0.55     | 0.55      |
| r__SOL_BD(2).sol     | -0.35697500  | -0.55     | 0.55      |
| r__SOL_AWC(2).sol    | 0.1236500    | -0.55     | 0.55      |
| r__HRU_SLP.hru       | -0.247500    | -0.55     | 0.55      |
| v__GW_REVAP.gw       | 0.078500     | 0.02      | 0.2       |
| v__REVAPMN.gw        | 86.50        | 0         | 100       |

Table 3.

| Station | Lat      | Long    | R2  | NS  | P-Factor | R-Factor |
|---------|----------|---------|-----|-----|----------|----------|
| Sezar   | 32-56-00 | 48-45-00| 0.65| 0.52| 0.55     | 1.17     |
| Bakhtiyari | 32-56-00 | 48-46-00| 0.69| 0.5 | 0.40     | 0.96     |
| Talezang| 32-49-00 | 48-46-00| 0.79| 0.67| 0.49     | 0.98     |

| Station | Lat      | Long    | R2  | NS  | P-Factor | R-Factor |
|---------|----------|---------|-----|-----|----------|----------|
| Sezar   | 32-56-00 | 48-45-00| 0.67| 0.49| 0.36     | 0.5      |
| Bakhtiyari | 32-56-00 | 48-46-00| 0.7 | 0.57| 0.39     | 0.58     |
| Talezang| 32-49-00 | 48-46-00| 0.83| 0.76| 0.49     | 0.6      |
3. Results and Discussion

Available data have been evaluated in this section by two methods, Mann-Kendall and SWAT model, respectively. The results of these analyzes can be seen in the following.

3.1. Examining the trend in the data

In this study, data related to the statistical period of monthly precipitation, minimum monthly temperature, maximum monthly temperature and average monthly temperature have been first obtained from the Meteorological Agency from 1968 to 2017. The best distribution and the parametric process analysis have been done using SMADA software and R2 method, respectively. Because many trends were not identifiable in the regression result data (due to the very low slope of the line they have), therefore, we have used the mean hypothesis test to identify the trends in the data. So, to use this statistical method, we have tested available data in the important months of the year (for example, warm months of June, July and August for the highest temperatures) based on the conditions of maximum and minimum monthly temperature. For the average temperature in the data of each month, we have randomly selected a month from all seasons of the year.

The data were initially divided into two periods of 20 and 28 years with the assumption of being independent. 20-year and 28-year periods were divided from 1998 to 2017 and from 1970 to 1977, respectively. The results are shown in Tables 1 to 3 entitled (T.B.A.T). We have used the 5% level in the hypothesis test for means to identify the existence of a significant trend in important months. The results of non-parametric process in the data are obtained using XLSTAT software. In this Software, the results of Mann-Kendall were examined using the hypothesis test. In the final step, temperature forecasting using the Mann-Kendall method for the whole month in a period of 25 years (1993-2017) has been done and to verify the results obtained from three regression factors, MAE and RMSE have been used.

We first analyzed the data of monthly maximum temperature, minimum monthly temperature and precipitation during the 50-year statistical period for the time series studied. Different tests were fitted, the best of which was made at a significance level of 1% and 5% for each month using SMADA software. Then the trend in monthly data was calculated using the parametric method, i.e., R2 and finally, the non-parametric Mann-Kendall method is also used and the results of these calculations for each city are given in Tables 1 to 3. These results indicate that the best distribution for monthly maximum temperature data based on the best fit on the data in the studied stations includes 2Parameter LogNormal, Normal and Pearson. The results of R2 in this data indicate an upward trend and the results of Mann-Kendall analysis show that there is a significant trend in the data for most of the months. The best fit of the data for a minimum monthly temperature includes 2Parameter LogNormal, Normal and Pearson. The results of R2 suggest an upward trend in this data and the results of Mann-Kendall analysis indicate that there is a significant trend in the data in all stations in most months. The best fit on the data for average monthly temperature data includes 2 Parameters LogNormal, Normal and Pearson. The results of R2 suggest the existence of an upward trend in this data and the results of the Mann-Kendall analysis show that only in the Dezful station a significant trend has been observed in the data and the rest of the stations do not have any trend in their data. The results of the model forecasting to determine the desired error rate at the average, minimum and maximum temperatures are presented in Tables 4 to 6. According to the results in Tables 4 to 6, which are the measurement results in all temperature data, it can be concluded that due to the high R2 as well as the small MAE between the forecasted data and the available data, the model designed for forecasting the data is suitable and good (the results are regarding the degree).

3.2. Data Forecasting
The forecasting made by the Mann-Kendall method and SWAT model can be seen below, respectively:

3.2.1. Mann-Kendall

We have used one model in two different software conditions for forecasting the meteorological data. The model is designed in Excel and MATLAB. The work process was as follows: available 50-year data related to all temperature parameters in all three synoptic stations have been divided into two parts and each part was used to forecast the other part. Then, by comparing the results obtained from the model with the results in the data using the validation parameters, the accuracy of the designed model is obtained. In order to validate the considered model, two parameters have been used, which have been obtained according to the forecasted results and the available data. These parameters are: $R^2$, MAE (mean absolute error), RMSE (root-mean square deviation). The results of these forecasting are given in the tables.

Based on the results of Tables 6 to 11, the most suitable distributions in the colder months are the Normal and the Pearson type III and 2 Parameters LogNormal and in the warmer months the Normal and the Pearson type III and 2 Parameters LogNormal.

- The primary results in the maximum temperature data at all stations based on the linear regression show that data have trends and this trend is positive and increasing in all months.

- The results of the hypothesis test in this section in the selected months (June, July and August) indicate that there is a significant trend in the data from the Vanai and Farsesh stations in every three months; but, at the Harmaleh station no significant trend was obtained in the hypothesis test and this suggest that a significant difference in the averages of two time periods can be observed at the Vanai and Farsesh stations.
Table 6. Monthly Specifications results of Farsesh

| Month | Ave Temperature | Max Temperature | Min Temperature |
|-------|-----------------|-----------------|-----------------|
|       | R²   | B.D  | T.B.A.T | Z     | Trend | R²   | B.D  | T.B.A.T | Z    | Trend | R²   | B.D  | T.B.A.T | Z     | Trend |
| Jan   | 1    | 0.0404 |         | 0.91   | *     | 2    | 0.1434 | 2.75   | +     | 3    | 0.0764 | *   | 1.41 | +     |
| Feb   | 1    | 0.0346 | *       | 0.21   | *     | 2    | 0.1728 | 0.83   | *     | 3    | 0.1261 | *   | 0.83 | *     |
| Mar   | 1    | 0.0179 | 0.79    | *     | 3     | 0.0758 | 1.03   | *     | 1     | 0.1043 | 2.08 | +    |
| Apr   | 2    | 0.02  | 0.19    | *     | 2     | 0.1295 | 2.75   | +     | 1     | 0.635  | 1.5  | *    |
| May   | 3    | 0.0214 | +       | 0.76   | *     | 2    | 0.1855 | 2.29   | +     | 2    | 0.488  | 3.09 | +    |
| Jun   | 3    | 0.0023 | 0.12    | *     | 2     | 0.1074 | 1.26   | *     | 2     | 0.5719 | 3.09 | +    |
| Jul   | 3    | 0.0016 | +       | 0.07   | *     | 2    | 0.903  | 1.96   | +     | 3     | 0.5673 | 3.09 | +    |
| Aug   | 3    | 0.0277 | 0.51    | *     | 2     | 0.2115 | 2.41   | +     | 3     | 0.5811 | 3.09 | +    |
| Sep   | 2    | 0.1407 | 0.84    | *     | 2     | 0.0681 | 2.04   | +     | 1     | 0.3518 | 3.09 | +    |
| Oct   | 1    | 0.0323 | 0.26    | *     | 2     | 0.0753 | 1.35   | *     | 1     | 0.1388 | 2.37 | +    |
| Nov   | 1    | 0.0667 | 0.83    | *     | 1     | 1*10^-4 | 0.32   | *     | 1     | 0.1036 | 1.46 | *    |
| Dec   | 1    | 0.0047 | 0.31    | *     | 3     | 0.0094 | 0.16   | *     | 1     | 0.106  | 1.96 | +    |

+ : Has a positive significance trend
- : Has a negative significance trend
* : No significant trend was observed
Table 7. Monthly Specifications results of Harmaleh

| Month | B.D | R²  | T.B.A.T | Z   | Trend | B.D | R²  | T.B.A.T | Z   | Trend |
|-------|-----|-----|---------|-----|-------|-----|-----|---------|-----|-------|
| Jan   | 1   | 0.1181 | 1.97 | +  | 2 | 0.0163 | 0.75 | *  | 3 | 0.0288 | *  | 0.45 | *  |
| Feb   | 1   | 0.1053 | 2.08 | +  | 1 | 0.0051 | 0.83 | *  | 3 | 0.0106 | *  | 0.23 | *  |
| Mar   | 3   | 0.034 | 0.22 | *  | 3 | 0.0284 | 0.42 | *  | 1 | 0.0016 | 0.44 | *   |
| Apr   | 3   | 0.0887 | 2   | +  | 2 | 0.0093 | 1.17 | *  | 1 | 8 E-05 | 0.23 | *   |
| May   | 3   | 0.176 | 3.08 | +  | 2 | 0.2198 | 2.75 | +  | 2 | 0.0092 | 0.92 | *   |
| Jun   | 3   | 0.3564 | 3.08 | +  | 2 | 0.0048 | 0.36 | *  | 2 | 0.2396 | 3.09 | +   |
| Jul   | 3   | 0.4386 | 3.08 | +  | 2 | 0.0449 | 1.1 | *  | 3 | 0.273 | 3.09 | +   |
| Aug   | 3   | 0.3899 | 3.08 | +  | 2 | 0.075 | 1.41 | *  | 3 | 0.2971 | 3.09 | +   |
| Sep   | 2   | 0.1227 | 2.03 | +  | 2 | 0.0026 | 0.16 | *  | 1 | 0.136 | 2.75 | +   |
| Oct   | 1   | 0.1712 | 3.08 | +  | 2 | 0.0006 | 0.25 | *  | 2 | 0.0635 | 1.53 | *   |
| Nov   | 1   | 0.0648 | 2.23 | +  | 1 | 0.0027 | 0.52 | *  | 2 | 0.0018 | 0.3  | *   |
| Dec   | 1   | 0.0372 | 1.22 | *  | 3 | 0.016 | 0.95 | *  | 1 | 0.0061 | 0.19 | *   |
Table 8. Monthly Specifications results of Vanai

| Month | Ave Temperature | Max Temperature | Min Temperature |
|-------|-----------------|-----------------|-----------------|
|       | Ave Z | Trend | B.D | R2 | T.B.A.T | Z | Trend | B.D | R2 | T.B.A.T | Z | Trend |
| Jan   | 1     | 0.0481 | 1.07 | *  | 2     | 0.0263 | 0.18 | *  | 3     | 0.0373 | *  | 1.03 | *  |
| Feb   | 1     | 0.0873 | 0.87 | *  | 1     | 0.0356 | 0.35 | *  | 3     | 0.0965 | +  | 1.19 | *  |
| Mar   | 2     | 0.124 | 1.2  | *  | 3     | 0.0778 | 0.36 | *  | 1     | 0.113 | 1.09 | *  |
| Apr   | 2     | 0.252 | 1.3  | *  | 2     | 0.1912 | 0.97 | *  | 1     | 7.74E-02 | 0.47 | *  |
| May   | 3     | 0.3103 | +   | 1.48 | *  | 2     | 0.3089 | 2.27 | +  | 2     | 0.3861 | 2.08 | +  |
| Jun   | 3     | 0.4135 | 1.63 | *  | 2     | 0.2288 | +   | 2.09 | +  | 2     | 0.2078 | 1.49 | *  |
| Jul   | 2     | 0.304 | 0.86 | *  | 2     | 0.3862 | +   | 1.99 | +  | 3     | 0.3647 | 2.17 | +  |
| Aug   | 3     | 0.3584 | 1    | *  | 2     | 0.3374 | +   | 2.2  | +  | 3     | 0.4413 | 1.35 | *  |
| Sep   | 2     | 0.1525 | +   | 0.48 | *  | 2     | 0.2523 | 1.64 | *  | 1     | 0.1056 | 1.43 | *  |
| Oct   | 1     | 0.1712 | 1.21 | *  | 2     | 0.1782 | 1.22 | *  | 1     | 0.157 | 1.46 | *  |
| Nov   | 1     | 0.0015 | 0.71 | *  | 1     | 0.0042 | 0.3  | *  | 1     | 0.0025 | 0.3  | *  |
| Dec   | 1     | 0.0081 | 0.19 | *  | 3     | 0.0189 | 0.2  | *  | 1     | 0.0453 | *  | 0.49 | *  |

1: Normal Distribution
2: 2 Parameter Log Normal Distribution
3: Pearson Distribution
Table 9. Validation results in the Mann-Kendall model of the Vanai Station

| Month | Precipitation | Max Temperature | Min Temperature |
|-------|---------------|-----------------|----------------|
|       | $R^2$ | MAE | RMSE  | $R^2$ | MAE | RMSE  | $R^2$ | MAE | RMSE  |
| Jan   | 0.83 | 0.55  | 0.68  | 0.71 | 0.76  | 0.87  | 0.89 | 0.62  | 0.78 |
| Feb   | 0.75 | 0.63  | 0.73  | 0.86 | 0.62  | 0.79  | 0.94 | 0.55  | 0.65 |
| Mar   | 0.94 | 0.72  | 0.8   | 0.94 | 0.61  | 0.74  | 0.86 | 0.72  | 0.84 |
| Apr   | 0.84 | 0.61  | 0.7   | 0.83 | 0.63  | 0.73  | 0.92 | 0.75  | 0.81 |
| May   | 0.82 | 0.8   | 0.9   | 0.82 | 0.5   | 0.65  | 0.85 | 0.5   | 0.6  |
| Jun   | 0.72 | 0.72  | 0.88  | 0.73 | 0.66  | 0.79  | 0.83 | 0.63  | 0.75 |
| Jul   | 0.81 | 0.72  | 0.78  | 0.78 | 0.61  | 0.73  | 0.77 | 0.58  | 0.66 |
| Aug   | 0.72 | 0.53  | 0.62  | 0.72 | 0.44  | 0.51  | 0.76 | 0.7   | 0.83 |
| Sep   | 0.72 | 0.61  | 0.69  | 0.85 | 0.47  | 0.59  | 0.86 | 0.62  | 0.76 |
| Oct   | 0.72 | 0.68  | 0.75  | 0.88 | 0.53  | 0.65  | 0.87 | 0.68  | 0.78 |
| Nov   | 0.74 | 0.44  | 0.57  | 0.92 | 0.53  | 0.65  | 0.93 | 0.55  | 0.68 |
| Dec   | 0.76 | 0.77  | 0.83  | 0.85 | 0.67  | 0.87  | 0.95 | 0.38  | 0.48 |

Table 10. Validation results in the Mann-Kendall model of the Farsesh Station

| Month | Precipitation | Max Temperature | Min Temperature |
|-------|---------------|-----------------|----------------|
|       | $R^2$ | MAE | RMSE  | $R^2$ | MAE | RMSE  | $R^2$ | MAE | RMSE  |
| Jan   | 0.96 | 0.50  | 0.56  | 0.85 | 0.80  | 0.93  | 0.83 | 0.79  | 0.94 |
| Feb   | 0.81 | 0.64  | 0.78  | 0.89 | 0.84  | 0.92  | 0.71 | 0.82  | 0.91 |
| Mar   | 0.84 | 0.77  | 0.9   | 0.84 | 0.82  | 0.95  | 0.76 | 0.84  | 0.93 |
| Apr   | 0.81 | 0.77  | 0.93  | 0.81 | 0.86  | 0.96  | 0.94 | 0.83  | 0.96 |
| May   | 0.76 | 0.88  | 0.95  | 0.70 | 0.84  | 0.96  | 0.71 | 0.77  | 0.86 |
| Jun   | 0.82 | 0.74  | 0.87  | 0.82 | 0.84  | 0.93  | 0.70 | 0.77  | 0.94 |
| Jul   | 0.71 | 0.72  | 0.86  | 0.70 | 0.84  | 0.82  | 0.76 | 0.84  | 0.92 |
| Aug   | 0.73 | 0.83  | 0.95  | 0.71 | 0.73  | 0.86  | 0.78 | 0.76  | 0.84 |
| Sep   | 0.70 | 0.72  | 0.87  | 0.71 | 0.80  | 0.92  | 0.72 | 0.88  | 0.96 |
| Oct   | 0.75 | 0.89  | 0.96  | 0.83 | 0.83  | 0.95  | 0.85 | 0.77  | 0.89 |
| Nov   | 0.71 | 0.88  | 0.98  | 0.80 | 0.83  | 0.96  | 0.95 | 0.57  | 0.7  |
| Dec   | 0.82 | 0.89  | 0.98  | 0.84 | 0.78  | 0.86  | 0.77 | 0.83  | 0.95 |

Table 11. Validation results in the Mann-Kendall model of the Harmaleh Station
| Month | Precipitation | Max Temperature | Min Temperature |
|-------|---------------|-----------------|----------------|
|       | $R^2$ | MAE | RMSE | $R^2$ | MAE | RMSE | $R^2$ | MAE | RMSE |
| Jan   | 0.78 | 0.69 | 0.8 | 0.91 | 0.81 | 0.98 | 0.9 | 0.69 | 0.86 |
| Feb   | 0.81 | 0.76 | 0.9 | 0.72 | 0.68 | 0.81 | 0.81 | 0.82 | 0.92 |
| Mar   | 0.77 | 0.78 | 0.9 | 0.91 | 0.87 | 0.97 | 0.75 | 0.78 | 0.94 |
| Apr   | 0.71 | 0.86 | 0.96 | 0.82 | 0.87 | 0.95 | 0.83 | 0.77 | 0.9 |
| May   | 0.87 | 0.83 | 0.97 | 0.89 | 0.85 | 0.94 | 0.88 | 0.8 | 0.94 |
| Jun   | 0.77 | 0.89 | 0.95 | 0.74 | 0.67 | 0.77 | 0.83 | 0.84 | 0.95 |
| Jul   | 0.84 | 0.75 | 0.94 | 0.71 | 0.8 | 0.88 | 0.88 | 0.85 | 0.96 |
| Aug   | 0.71 | 0.82 | 0.94 | 0.71 | 0.61 | 0.69 | 0.72 | 0.69 | 0.88 |
| Sep   | 0.71 | 0.65 | 0.78 | 0.72 | 0.55 | 0.66 | 0.71 | 0.72 | 0.86 |
| Oct   | 0.77 | 0.74 | 0.83 | 0.81 | 0.7 | 0.8 | 0.89 | 0.78 | 0.93 |
| Nov   | 0.71 | 0.64 | 0.73 | 0.7 | 0.77 | 0.87 | 0.94 | 0.76 | 0.94 |
| Dec   | 0.78 | 0.87 | 0.95 | 0.91 | 0.72 | 0.91 | 0.87 | 0.78 | 0.9 |

-The results of the Mann-Kendall method at the Farsesh station show the presence of a trend in the data for March, June, September, October and December. At the Vanai station, there are significant trends in the data only in May and a significant trend in the data has been calculated at the Farsesh station in May, June, July and August.

- The results of the Mann-Kendall method at the Harmaleh station indicate that there is no trend in the data. However, there is a significant trend in all months at the Farsesh and Vanai stations except March and December.

- The results of the hypothesis test at the Harmaleh station in the selected months (January, February and December) indicate that there is no trend in the data of these three months, while at the Farsesh station in February this trend is observed.

- The results of the Mann-Kendall method at the Farsesh and Vanai stations show that there is a trend in the data of all months except January, February, April and November. However, a significant trend in data can be observed at the Harmaleh station only in May and at the Vanai station in May, June, July and August.

- The primary results in the minimum temperature data of all stations indicate the existence of a trend, and this trend is positive and increasing in the data of all months.

- The primary results obtained from all stations using the R2 method of average temperature data indicate the existence of a trend, and this trend is positive and increasing in the data of all months.

- The selected months of the Farsesh station (February, May, July and September) indicate that the trend exists only in the data of May and July. However, a trend can be observed at the Harmala station in February, July and September and at the Vanai station in May, July and September.

  The results of the hypothesis test at the Harmaleh station in the selected months (January, February and December) indicate that there is no trend in the data of these three months, while at the Farsesh station in February this trend is observed.
The results of the Mann-Kendall method at the Farsesh and Vanai stations show that there is a trend in the data of all months except January, February, April and November. However, a significant trend in data can be observed at the Harmaleh station only in May and at the Vanai station in May, June, July and August.

The primary results in the minimum temperature data of all stations indicate the existence of a trend, and this trend is positive and increasing in the data of all months.

The primary results obtained from all stations using the R2 method of average temperature data indicate the existence of a trend, and this trend is positive and increasing in the data of all months.

The selected months of the Farsesh station (February, May, July and September) indicate that the trend exists only in the data of May and July. However, a trend can be observed at the Harmala station in February, July and September and at the Vanai station in May, July and September.

3.2.2. SWAT Results

3.2.2.1. Comparison of temperature and precipitation forecast results in The Mann-Kendall, RCP 8.5 and RCP4.5
The maximum and minimum of temperature have very important effects on the hydrological flows. Figures 3 and 4 compare the results in all three different forecasting in 2080 with the basic data. As shown in Figure 3, the forecasting results in winter in the 12th and 1st months (DJ) at the maximum temperature is 1.4 °C by lowering the maximum temperature in RCP (4.5) and RCP (8.5) according to the basic temperature, while these amounts of changes are not shown in the Mann-Kendall method. While in month 2 (F) in all three cases the temperature increase is 2.6 °C. In three months of spring (MAM) these changes are incremental in all three forecasts and this amount of changes in all three forecasts are in average 3 °C in all three. The amount of changes in the summer in June shows an increase of almost 2 degrees in all forecasts, while this amount of changes in July is about 0.2 °C. In August, a maximum increase of 1.3 °C can be observed again compared to the ground state. Autumn results (SON) show that the maximum temperature in the RCP forecasts decreases significantly compared to the ground state. This decrease reached at its maximum in November (5 °C). While the Mann-Kendall method shows an increase in temperature in October, but it is almost unchanged in November.

According to the Figure 4, the minimum temperature for the winter in December is expected to increase based on the Mann-Kendall and 8.5 RCP, while 4.5 RCP estimates this amount of change to be constant relative to the base. In the RCPs, these changes are forecasted to be increased in January and it is estimated to be constant in the Mann-Kendall and equal to ground state. In February, the changes in forecasting of values in all three modes are incremental and significant so that, this amount of changes up to about 5°C has also been shown. During the spring (MAM) in March, the amount of changes in RCPs shows an increase in the minimum temperature, while these changes in the Mann-Kendall are estimated to be decreased about 1°C. An April, all the cases are estimated constant and equal relative to the ground state. In May, changes in RCPs show a decrease in temperature of at least 1.5 °C, while the Mann-Kendall shows no change and the forecast results are equal to the ground state. In summer, the amount of change in the RCPs and Mann-Kendall in June are suggested equal and all three show a decrease in the minimum temperature compared to the ground state. In August, the amount of changes in RCPs shows a decrease in the minimum temperature, while in the Mann-Kendall it is estimated at about 1 °C increase. The most changes are in November in the autumn so that, the Mann-Kendall shows the amount of changes in the minimum temperature about an increase of 3°C compared to the ground state and 8.5 RCP shows these minimum temperature changes of about 2.8 °C compared to the ground state.

According to the Figure 5, the most changes are related to January in the winter so that, the Mann-Kendall and both RCPs show the amount of change about 10 mm compared to the ground state. In spring, the most changes are related to March so that, the Mann-Kendall and 8.5 RCP show a decrease of about 20 mm in precipitation, however, 4.5 RCP does not show any significant changes.
compared to the ground state and the changes in this mode are almost zero. In other months, the amount of precipitation is almost constant and we have no changes compared to the ground state. Most changes can be seen in the autumn compared to the ground state so that, Mann-Kendall and 4.5 RCP show a decrease of about 20 mm in November, but RCP 8.5 forecasts a minimal increase in precipitation during this period.

3.4. Monthly precipitation changes based on SWAT forecast scenarios:

According to Figure 6, at the sezar station, which is the most important station of this basin and this research, the runoff changes will decrease by 2080 under both scenarios, with the largest decrease occurring in the RCP8.5 scenario and the lowest decrease in the RCP2.6 scenario. So that, the highest amount of runoff based on basic data is in March, in RCP 8.5, we will have a reduction in runoff of approximately 250 cubic meters per second.

\[ a = 1, \quad (1) \]

the text following an equation need not be a new paragraph. Please punctuate equations as regular text.

4. Conclusions

In this study, we have evaluated and compared the results of precipitation and temperature parameters in the SWAT and Mann-Kendall models. We first investigated the existence of trends in data using linear and nonlinear statistical methods. Then, the data were forecasted using two different methods of the Mann-Kendall and SWAT semi-distributed model. The results in the Mann-Kendall were obtained using the code written in the MATLAB program and they were used in the SWAT model to forecast the series of GCMs in CMIP5 under two different RCP scenarios (4.5 and 8.5). Calibration was performed in both the Mann-Kendall and SWAT to ensure that the model was based on the ground state results. Due to the results obtained for each of the meteorological stations based on the best distribution, linear regression, the mean hypothesis test and Mann-Kendall, it can be concluded that the changes in the minimum and maximum temperature trends can be observed. In addition, the average temperature increase was observed at the Vanai station, which indicates the upward trend of increasing all temperature parameters in the study area.
Comparison of the forecasting results in all three cases indicates that the Mann-Kendall and both RCP scenarios at the maximum temperature and precipitation have relatively similar results. At the maximum temperature, all three modes show that in the summer period (6, 7 and 8) in 2080 will have an increase in the maximum temperature compared to the ground state. Precipitation forecasting in the results showed that in January and February, in all three cases a precipitation increase can be observed and in March there is a precipitation decrease. The highest precipitation decrease was forecasted in November. A minimum temperature increase can be seen in winter (December, January and February). The results of the output runoff in … show that in both RCP scenarios the amount of output runoff will decrease in all months. According to the forecast scenarios, the highest decrease will occur in the late winter and spring. This study can be an example to help to forecast the precipitation and temperature in different ways. In addition, this study can show how future results in different forecasting methods can affect the hydrological cycle of southwestern Iran. The results of this study can help to manage downstream water resources in the Dez catchment area.
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