Improving Robustness of Deep Reinforcement Learning Agents: Environment Attack based on the Critic Network
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Abstract—To improve robustness of deep reinforcement learning agents, a line of recent works focus on producing disturbances of the dynamics of the environment. Existing approaches of the literature to generate such disturbances are environment adversarial reinforcement learning methods. These methods set the problem as a two-player game between the protagonist agent, which learns to perform a task in an environment, and the adversary agent, which learns to disturb the dynamics of the considered environment to make the protagonist agent fail. Alternatively, we propose to build on gradient-based adversarial attacks, usually used for classification tasks for instance, that we apply on the critic network of the protagonist to identify efficient disturbances of the dynamics of the environment. Rather than training an adversary agent, which usually reveals as very complex and unstable, we leverage the knowledge of the critic network of the protagonist, to dynamically increase the complexity of the task at each step of the learning process. We show that our method, while being faster and lighter, leads to significantly better improvements in robustness of the policy than existing methods of the literature.

Index Terms—Deep Reinforcement Learning, Adversarial Training, Robustness

I. INTRODUCTION

Reinforcement Learning (RL) is a set of methods widely used to train autonomous agents in many different contexts. Autonomous agents trained with these methods can be very effective and reach super-human performances at the task they have been trained for [14]. However, when the environment conditions change, even slightly, the agent performances can drop dramatically [17]. These issues can be observed, for instance, when going from the simulation to the real world [13]. One of the main challenges in autonomous systems is to obtain policies that are robust to disturbances and changes in the environment, in particular to cope with reality gap issues.

To improve robustness of autonomous agent policies, a line of approaches focus on Adversarial Reinforcement Learning methods [17], [7], [8], [13]. In particular on methods formulated as two-player games between a protagonist agent, which learns to perform a task, and an adversary agent, which learns to generate efficient disturbances in the environment to make the protagonist agent fail. The adversary can for instance: generate disturbances of the dynamics of the environment, move obstacles, or change the topology of the environment. The goal is to train the protagonist agent to become more robust to the disturbances generated by the adversary, assuming that this can generalize in slightly different, possibly more complex, environments in which it can be deployed. In this paper, we propose a new approach which is to rely on Adversarial Attacks of Neural Networks, and in particular based on the Critic Network of the protagonist agent, to generate meaningful disturbances of the dynamics of the environment, without having to train an adversary agent.

Our contribution is:

- Applying adversarial attacks of neural networks to generate disturbances of the dynamics of the environment.
- Using the gradient of the critic Network to generate meaningful long term based disturbances.
- Showing the efficiency of our approach compared to existing methods that have to train an adversary agent to generate disturbances of the environment.
- Showing the benefits of attacking the environment rather than attacking the observations to improve the robustness of the policy.

II. BACKGROUND AND TASK

A. Reinforcement Learning

Reinforcement learning [19] consists of an agent which sequentially chooses actions from observations over a sequence of time steps and learns to perform a task by trying to maximize cumulative discounted rewards.

The problem is modeled as a Markovian Decision Process (MDP) [2] which can be expressed by the tuple $(S, A, P, R)$, where $S$ is the state space, $A$ is the action space, $P : S \times A \times S \rightarrow [0; 1]$ is the transition probability $P(s_{t+1}|s_t, a_t)$, $R : S \times A \times S \rightarrow \mathbb{R}$ is the reward function $R(s_t, a_t, s_{t+1})$. In general, agents only get a partial observation $x_t = X(s_t)$ of the state $s_t \in S$ at time step $t$, $X$ being the observation function. In this paper we assume that the training environment
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is fully-observed (i.e., \( \forall (s, s'), X(s) = X(s') \Rightarrow s = s' \)). In the following we will use \( x \) to denote the inputs of the neural networks of the agent.

RL algorithms attempt to learn a policy \( \pi_{\theta} : X \times A \rightarrow [0; 1] \) which calculates the probability \( \pi_{\theta}(a|s) \) to select the action \( a \) given the observation \( s \), \( \theta \) denotes the parameters for the policy \( \pi \). The goal is to maximize the expected cumulative discounted reward \( \mathbb{E}_{t \sim \pi_{\theta}} \sum_{t=1}^{\infty} \gamma^t r_t \) with \( r_t \) the reward obtained at step \( t \) in episode \( \tau \), \( \gamma \in [0, 1] \) being the discount factor. The policy \( \pi_{\theta} \) is learned from sequential experiences in the form of transition tuples \( (x_t, a_t, r_{t+1}, x_{t+1}) \).

In this paper we work with the Proximal Policy Optimization algorithm (PPO) \([18]\), because it is composed of a critic network \( V_{\phi} \) in addition to the actor network \( \Pi_{\theta} \). The critic network outputs an estimation of the value function \( V_{\phi}(x_t) \) of any observation \( x_t \). This corresponds to the expected cumulative future discounted rewards starting from the state \( s_t \) represented by the observation \( x_t \), following the current policy \( \pi_{\theta} \) defined by the actor network. In our main contribution, we rely on the knowledge carried by this critic network to build our attacks. Any other RL approach could be considered, provided that a critic network is added and trained on a replay from experiences of the agent following its own policy \( \pi_{\theta} \).

### B. Task: Anticipate Environment Evolution

To learn robust policies with reinforcement learning, several approaches have been explored. The robust algorithm approach is to use an algorithm which, due to its structure, will learn a policy that will be applied on \( \Omega \) similar to those of \( S \). We assume that we have no knowledge about the changes around situations reached during learning. This is the purpose of adversarial reinforcement learning approaches, that we focus on in this paper. In section \([IV]\) Contributions we assume that we have access to features of the simulator that allow us to manipulate states \( s \in S \), by applying slight modifications to obtain new states \( s' \) respecting constraints from the environment (i.e., \( s' \in S \)).

III. RELATED WORK

Adversarial Reinforcement Learning methods seek at improving robustness of neural network policies to various type of threats: like corrupted inputs, unknown situations, uncertainty in the environment, increasing difficulty of the environment. These type of threats have been addressed with two different type of approaches:

The first approach, to address corrupted inputs, is to generate perturbations in the observation space of the agent \([1]\), i.e. produce a adversarial observation \( x' \) from an original observation \( x \) in order to fool the agent. With the objective to make the protagonist more robust w.r.t corrupted observations by training it on adversarial examples \( x' \). For example, in autonomous systems, this may concern corruptions due to sensor failures.

The second approach, to address unknown situations, uncertainty in the environment and increasing difficulty of the environment, is to generate disturbances of the dynamics of the environment \([17], [13]\). While the first approach which generates perturbations in the observations only changes any \( x \) to a given \( x' \) with no direct implications in the environment, generating disturbances in the environment changes any current state from \( s \) to \( s' \), changing the dynamics of the environment and leading the agent to a new situation to solve. A given disturbed state \( s' \) remains a valid state of the environment, but may be a state impossible to reach following its original dynamics and initial conditions. Since the set of such possible modifications may be very large, there is a need for strategies to generate great disturbances leading to useful disturbed states \( s' \), which corresponds to difficult situations for the agent.

In the next section \([IV-A]\) we present state of the art Environment Adversarial Reinforcement Learning methods that generate disturbances of the dynamics of the environment. And in section \([IV-B]\) we present Observation Adversarial Reinforcement Learning methods that generates adversarial observations to be provided to the agent.

A. Environment Adversarial Reinforcement Learning

Environment Adversarial Reinforcement Learning methods seek at improving robustness of neural network policies by formulating the learning problem as a two-player game. While the protagonist agent learns to solve the task, an adversary agent learns to generate disturbances of the dynamics of the environment to perturb the protagonist.

1) Robust Adversarial Reinforcement Learning: (RARL) \([17]\) is modeled as a two-player zero-sum Markov Game \([12]\) in which the protagonist and the adversary are co-trained by
reinforcement learning. The MDP of this game is expressed as the tuple \((S, A_p, A_a, P, R_p)\), where \(S\) is the state space, \(A_a\) and \(A_p\) are the action spaces of the adversary and the protagonist. \(P : S \times A_a \times A_p \times S \rightarrow [0; 1]\) is the transition probability and \(R_p : S \times A_a \times A_p \times S \rightarrow \mathbb{R}\) is the reward function of the protagonist agent. In a zero-sum two-player game, the reward received by the protagonist is \(R_p\), while the adversary gets the reward \(R_a = -R_p\). RARL can also be expressed in a semi-cooperative setting \([13]\), the adversary getting partial cooperative rewards to generate more realistic disturbances. In the semi-cooperative setting the reward of the adversary is \(R_a = \alpha R_c - (1-\alpha)R_p\), where \(R_c\) is a cooperative reward to reduce the amplitude of the disturbances, and \(\alpha\) is the cooperation coefficient, which is used to regulate the proportion of cooperative rewards compared to competitive rewards.

2) Fictitious Self Play: (FSP) \([7, 8]\) follow the same principle as RARL, except that the adversary is not just an RL agent, but is an agent which uses two models. The adversary agent uses an RL Model which learns to produce the most efficient disturbances against the protagonist agent, and a Supervised Learning Model which learns to produce the average historical strategy of the RL model. During the training time of the protagonist agent, the adversary produces attacks based on its RL model and attacks based on its SL model. The goal of this method is to prevent the protagonist agent from over-fitting its defense strategy on the best strategy of the adversary agent, and then to better generalize to other type of disturbances and keep good performances in situations without disturbances. FSP can also be expressed in a semi-cooperative setting \([13]\).

\([13]\) studied and compared RARL and FSP, they have empirically showed that FSP with semi-cooperative setting is the best method to train an agent to be robust to changes in the environment. FSP with its stochasticity leads to a better adversarial training than RARL, without over-fitting on generated disturbances. And the semi-cooperative setting enables the disturbances to be more realistic and leads to better anticipations of possible changes in the environment. In section \([\text{IV}]\) we implement and test these methods to see if we can reproduce the results of \([13]\) and compare them with our own method.

B. Observation Adversarial Reinforcement Learning

Observation adversarial reinforcement learning approaches, which are related to our work, relies on gradient-based adversarial attacks, classically applied on Neural Networks Classifiers (NNC). Gradient-based adversarial attacks of NNC arise from \([6]\), which showed that NNC are vulnerable to adversarial inputs. Small perturbations of an images, even imperceptible for human sight can fool an NNC and make it misclassify the adversarial example. Several methods have been proposed, various adversarial attacks of NNC depending on different metrics \(L_0, L_2\) or \(L_{\infty}\), see for instance the survey \([3]\).

Applying adversarial attacks on Neural Networks Policies (NNP) of RL agents consists of crafting an adversarial observation \(x'\) to replace the original observation \(x\) for the agent. Then the agent choose the action based on the adversarial observation \(a' = \pi(x')\), rather than on the original observation \(a = \pi(x)\). For an agent with a discrete action space, an attack is successful if the agent changes its decision \(a' \neq a\). By having its observations attacked, the agent is led to take bad decisions, and then it can fail to achieve its goal. Any adversarial attack method developed to fool NNC is usable to fool neural network policies trained by reinforcement learning with discrete action space. It has been shown that NNP are vulnerable to adversarial attacks which perturb the observations of the agent in a RL setting \([9]\). Introducing adversarial observations during the training of an RL agent helps the agent to become more robust to corrupted inputs \([11]\).

We notice that, to the best of our knowledge, adversarial attacks of neural networks have only been used to produce adversarial observations, but have never been used to generate disturbances of the dynamics of the environment, which we propose to consider in the next section \([\text{IV}]\).

IV. Contributions

A. Adversarial Attacks of Neural Network Applied to the Dynamics of the Environment

We propose a new approach which uses adversarial attacks of neural networks to disturb the dynamics of the environment by modifying the states \(s\) of the environment. The goal is to perform an adversarial training of the protagonist agent against focused disturbances in the environment, hence improving the robustness of the agent’s policy to changes in the environment.

The principle of our approach is: to use a gradient based adversarial attack of neural network \(Atk\) which generates adversarial observations \(x' = Atk(x, \pi(x))\), and to use an environment modifier function \(M\) which uses the adversarial observation \(x'\) and the current state \(s\) to modify the environment in a manner that the state of the environment \(s\) actually changes to a state \(s' = M(s, x')\), with \(X(s') \simeq x'\). This means that our proposed method produces a disturbed state \(s'\) which is a state of the environment which could be the source of the adversarial observation \(x'\). The goal is to disturb the dynamics of the environment by setting the environment to a disturbed state \(s'\) rather than the original state \(s\). The function \(M\) which does the modification of the environment shall modify the environment in a realistic manner, such as the disturbed state \(s'\) is still a valid state of the environment \(s' \in S\). The scheme of the adversarial training process we propose, as just described, is shown in Fig. \([1]\).

The method we propose thus allows to use any existing adversarial attack methods of neural networks which generate adversarial observations \(x'\). And it produces disturbances of the dynamics of the environment by setting the state of the environment to \(s'\) with \(X(s') \simeq x'\). To do so, we need to focus on environments with observation spaces which are mapped to features spaces of the environment that one can manipulate from disturbances crafted from observations. This
thus requires to know the mapping function from observations to features of the environment. For simplicity purposes, we discuss about environments with direct one to one connections between observations and features of the environment. But this could be extended to more complex environment modifier functions to include in $M$. Please note that this knowledge of the mapping in $M$ is only required during training (i.e., on the simulator), not anymore when the agent is deployed in the target environment, since only used on the inputs of the critic network (to disturb the simulator environment) and not on those of the actor policy.

B. Adversarial Attacks on Actor-Critic Agents

As explained in section III-B, adversarial attack methods on NNP are used to change agents decisions by perturbing its inputs $x$. As these methods were designed to fool classifiers [6], [3], they could directly be applied in the context of RL for x inputs on NNP are used to change agents decisions by perturbing its

B. Adversarial Attacks on Actor-Critic Agents

As explained in section III-B, adversarial attack methods on NNP are used to change agents decisions by perturbing its inputs $x$. As these methods were designed to fool classifiers [6], [3], they could directly be applied in the context of RL for disturbing observations $x$ given to the agent [9], [1]. However, as mentioned in section V-A in the setting of this paper our goal is rather to create meaningful disturbance of the dynamics of the environment, in order to generate difficult situations $s'$ that the agent has to cope with. In section IV-B, we first discuss an approach based on the actor network of the protagonist agent, which presents limitations, that we overcome in section IV-B with the second approach based on the critic network of the agent, that corresponds our main contribution.

1) Environment Attack based on the Actor Network (EAAN): The first method we could consider to generate adversarial examples is to attack the actor network of the agent. As done in works crafting attacks on observations given an actor policy [9], we seek at crafting an adversarial observation $x'$, by applying a perturbation $\eta$ on $x$, that minimizes the probability of the dominant action $a_d$. The principle of our method, inspired by [16] (see also [4] for a recent improvement), is to leverage the knowledge of the Jacobian matrix of the function learned by the actor network with respect to the inputs to generate perturbations. Consider the actor network $\Pi_\theta$, and denote by $\Pi(x)$ its logit outputs, $\Pi_{a_j}(x)$ is the probability of the action $a_j$ given the input $x$. To craft an adversarial example $x'$ from a given input $x$ at a distance of $||x' - x|| = ||\eta|| = \varepsilon$, we first define a perturbation map $H$, based on the jacobian $\nabla_x \Pi(x)$, as:

$$H[i] = \left( \sum_{\forall j \neq a_d, a_j \in A} \frac{\partial \Pi_{a_j}(x)}{\partial x_i} - \frac{\partial \Pi_{a_d}(x)}{\partial x_i} \right)$$

where $a_d = \arg\max_{a \in A} \Pi_a(x)$ is the dominant action for $\pi_\theta$ given the observation $x$. Assuming local smoothness of the policy function, this enables to generate the normalized perturbation $\eta$ as:

$$\eta = \varepsilon \frac{H}{||H||}$$

Then, $\eta$ is used to create the adversarial observation $x'$:

$$x' = x + \eta$$

This method creates an adversarial example $x'$ which is an observation which reduces the probability of the dominant action $a_d$ and increases the probability of all other actions. Finally, the idea is to modify the environment to set the current state to $s' = M(s, x')$, with $x' \approx X(s')$. $s'$ is thus a state in which the agent is less confident in the dominant action for the benefit of the other actions. During the adversarial learning procedure, this lean the sampling process toward situations with greater uncertainty of the agent, possibly outside the original space of reachable states $S^* \subset S$. However, attacking the actor network does not allow to choose the state modification with a long term disturbance feedback. It only punctually leads the agent to states where the action taken is non optimal. But these states may be bad and safe states anyway, where any action is acceptable. An attack that would consider the expected cumulative reward provided by the critic network would be more effective.

2) Environment Attack based on the Critic Network (EACN): In consequence, we propose to rather perform the attack on the base of the critic network (an estimate of the value function) used for example in the PPO algorithm. Given an observation $x_t$, the output of this critic network is a single scalar $V(x_t)$, which is an approximation of the discounted sum of the future expected rewards starting from this observation, $V(x_t) = E[\sum_{i=0}^{\infty} \gamma^i r(s_i, a_i)]$. The method we propose leverage the knowledge of the Jacobian matrix of the value function learned by the critic network with respect to inputs to generate perturbations. The goal of this attack is to decrease the value of the output of the critic network. Consider the critic network and denote by $V(x)$ its output. To craft an adversarial example $x'$ from a given input $x$ with a perturbation $\eta$ at a distance of $||x' - x|| = ||\eta|| = \varepsilon$, our method first computes the jacobian $\nabla_x V(x)$. Assuming local smoothness of the value function, this enables to generate the normalized perturbation $\eta$ as:

$$\eta = \varepsilon \frac{\nabla_x V(x)}{||\nabla_x V(x)||}$$
Then, to decrease the value of the output of the critic network, we generate the adversarial example \( x' \) as:

\[
x' = x + \eta
\]

This method creates an adversarial example \( x' \) for which \( V(x') < V(x) \), thus being likely to allow for a lower expected cumulative reward given by the critic, according to the current policy. Finally, the idea is to modify the environment to set the current state to \( s' = M(s, x') \). As \( X(s') \approx x', s' \) is thus a state with lower value for the agent. During the adversarial learning procedure, this lean the sampling process toward unwanted and difficult situations, possibly outside the original space of reachable states \( S^* \subset S \), with greater uncertainty of the agent.

V. MATERIALS AND METHOD

A. Environments

a) HighwayEnv [11]: This is a 2D open-source autonomous driving simulation environment, illustrated in Fig. 2 where the agent drives a car on an infinite 4 lanes unidirectional highway. The vehicle piloted by the agent (the ego-vehicle) is inserted in a traffic flow of other vehicles (the exo-vehicles). All exo-vehicles follow a basic driving algorithm. The goal of the agent is to drive as fast as possible without having an accident. The agent observes its own transverse position in the width of the road, its own velocity, and the relative positions and velocities of the exo-vehicles closest to the agent in contiguous lanes (back and front). The action of the agent \( a_t \in A \) is a discrete choice between 5 possibilities: (0) change lane to the left; (1) nothing (stay on the same lane, at the same velocity); (2) change lane to the right; (3) accelerate \(+5 \text{ m} \cdot \text{s}^{-1}\); (4) decelerate \(-5 \text{ m} \cdot \text{s}^{-1}\).

The episode ends when the agent has a collision with another vehicle, or when it reaches the time limit. The goal of the agent is to drive as long as possible without having a collision, and the faster as possible to get the maximum total reward.

The disturbances we apply on the dynamics of the environment HighwayEnv are modifications of the positions and the velocities of the exo-vehicles around the agent. The base configuration of the environment is defined by a low traffic density on the road around the agent, and the environment can be more difficult by increasing the traffic density on the road.

b) FlappyBird [15]: This is a 2D open-source game environment, illustrated in Fig. 3 where the agent is a bird which has to fly as long as possible and avoid obstacles. The agent observes its own position, and the positions the two nearest obstacles in front of him. The action of the agent is a discrete choice between 2 possibilities: (0) do nothing (let the gravity pull down the bird); (1) flap the bird’s wings (add an instantaneous upward velocity). The reward function of the agent is at each time step \( R = 1 \). The episode ends when the bird collides with an obstacle or with the ground, or if the agent reaches the time limit.

The disturbances we apply on the dynamics of the environment FlappyBird are modifications of the vertical position of the obstacles in front of the agent. The base configuration of the environment is defined by large gap size, which is the vertical space between the obstacles, and the environment can be more difficult by decreasing gap size between the obstacles. For the experiments and the evaluations, we follow the methodology as described in the next section V-B.

Fig. 2. Screen capture and state representation (without velocities) in HighwayEnv

Fig. 3. Screen capture and state representation in FlappyBird

B. Methodology

In order to evaluate the robustness of the policy w.r.t. environment changes, we first train our agent in a base configuration of the environment, that represents the simulation environment referred in section II-B. Then, we test our trained agent in the environment, but in another configuration which increases difficulty; this represents the target environment referred in section II-B which is unknown during training.

We first pre-train, during 1 million training steps, a protagonist agent in the base environment. This agent is used as pre-trained model for all the other protagonist agents we train. Starting from this pre-trained agent, we train a Baseline agent by continuing training for 2 million steps in the same base configuration. Starting from this pre-trained agent, we also train a Target agent in the complexified target environment.

Also starting from the pre-trained agent, we proceed adversarial training of a protagonist agent for each adversarial attack method, including ours, for 2 million training steps: Environment Attack based on the Critic Network (EACN), Environment Attack based on the Actor Network (EAAN), Observation Attack based on the Critic Network (OACN) and
Observation Attack based on the Actor Network (OAAN). While EACN is the method proposed in this paper, EAAN, OACN and OAAN are ablations, where attacks of performed either on the actor network (rather the critic one), or performed on observations (no direct impact on the dynamics of the environment, as described in section III-B), or both.

We also train agents starting from the pre-trained one, for both RARL and FSP methods, described in section III-A. For these methods, we first train during 1 million steps in the base environment an adversary agent to attack the protagonist. Then, during the next 1 million training steps, we train the protagonist agent to defend against the attack of the adversary agent. For completeness, an alternative version of FSP, which we refer as CO-FSP, where the protagonist and the adversary are trained alternatively, 10 000 time steps for the adversary and 10 000 time steps for the protagonist in turn, up to 2 million environment steps, to assess co-evolution of this state-of-the-art approach.

All reported results are aggregated over 5 seeds. In all the following graphs present in this article, lines correspond to means over the seeds, the shaded areas correspond to the 95% confidence intervals calculated with a student test on the seeds, while averaging over 200 episodes for each.

VI. RESULTS : HIGHWAYENV

A. Attacking the agent

First, in figure 4, we assess the efficiency of the attacks on the pre-trained undefended agent (whose non-attacked mean reward is referred to as Baseline), according to various amounts of maximal disturbance $\epsilon$, in the training environment HighwayEnv.

![Fig. 4. Performances of the Baseline agent being attacked with the different methods w.r.t. the amount of disturbance $\epsilon$, in the base configuration of HighwayEnv.](image)

We observe that for low amounts of disturbance $\epsilon$, our environment adversarial attack methods, EACN and EAAN, are more effective to reduce the performances of the agent than the methods with adversary agents, RARL and FSP. This can be explained by the fact that RARL and FSP need to train an adversary, which corresponds to a hard task for low $\epsilon$ due to weak possible gains compared to noise from the environment. EACN and EAAN do not suffer from that. On the contrary, for high values of $\epsilon$, RARL and FSP learn beneficial long-term adversarial policies and generate more effective disturbances in the environment than EACN and EAAN. But high values of $\epsilon$ greatly increase complexity of the environment with much less realistic environment disturbances. The observation attack methods OACN and OAAN are less effective than EACN and EAAN, because they only cause indirect modifications of future state distributions, by impacting the behavior of the agent. OAAN is more effective than OACN, this shows that attacking the actor network is more effective than attacking the critic network when perturbing the observations. Finally, EACN is more effective than EAAN, this shows that attacking the critic network is more effective than attacking the actor network when disturbing the environment.

B. Performances of adversarially trained agents

![Highway-v0 with High Traffic Density](image)

Fig. 5. Performances of the agents, evaluated in the target configuration of HighwayEnv, trained by adversarial training in the base configuration of HighwayEnv against the different attack methods w.r.t the amount of disturbance $\epsilon$ used during the adversarial training.

In Fig. 5 we consider performances in the target environment, of agents adversarially trained in the base environment, according to various amounts of disturbance allowed to attackers. First, we observe that the method we propose, EACN, gets the best results, with a significant and great improvement of the performances of the agent in the target environment for $\epsilon = 0.05$, reaching and even exceeding the Target agent (trained on the unavailable target environment). EACN produces states that are bad according to the estimation of the long term feedback given by the critic network. States which can either place the agent in immediately difficult situations, or situations that will tend to be difficult to manage in future steps in the training phase. As for other methods, its performances are greatly dependent on the intensity of the attacks, which needs to be carefully tuned via grid-search. However, grid-search for the agents trained with EACN, EAAN, OACN or OAAN are greatly less costly than for RARL or FSP, because RARL and FSP require also to retrain the adversary agent for
each item of the grid, in addition to retrain each time the protagonist agent. We notice that OAAN also improves a little the performances of the agent, for $\varepsilon = 0.1$. OAAN creates adversarial observations which are optimized to change the output of the actor network, which leads the agent to take bad decisions and then indirectly reach difficult situations during the training phase. The methods EAAN and OACN do not improve the performances of the agent in the target environment. OACN is ineffective for this purpose because it creates observations that appear dangerous to the agent, while the situation is not in the underlying environment (since the state did not change, only the observations did). Then, the agent only learns to associate observations for dangerous states as safe states, which is counterproductive. And EAAN is ineffective because it produces disturbances which do not create difficult situations, but only unexpected ones, which is not enough to robustify the agent. Finally, we observe that FSP improves more the performances of the protagonist agent than RARL, which is consistent with results of [13].

We also adversarially train agents with the FSP method, using the best amount of disturbance $\varepsilon = 0.1$, in a semi-cooperative setting. We do an hyper-parameter tuning of the cooperation coefficient $\alpha$, described in III-A, for $\alpha$ from 0 to 0.5. We get the best results for $\alpha = 0.2$ where the performances of the agent reach 2000 meters in the target environment, while with $\alpha = 0$, as in the strictly competitive setting first tested, the agent only reaches 1600 meters in the target environment. So using semi-cooperative setting increases the performances of the FSP method, which is consistent with [13], but remains significantly less effective than the proposed EACN method.

C. Training efficiency

In Fig. 6 we report test performance curves of approaches in the target environment, during adversarial training in the base environment, focusing on best parameters for each method.

We see that after the pre-training phase where no attack is performed (from 0 to 1 million environment steps), our method EACN improves drastically the performances of the agents, compared to the Baseline, which obtain far lower results in the target environment. Both versions of FSP only lead to slight improvements of the performances of the agent, within a greatly longer training horizon than EACN. The curve of FSP is flat from 1 million to 2 million environment steps. This is due to the fact that the performances of the protagonist do not increase during the 1 million training steps of the adversary. After 2 million steps, the protagonist starts the adversarial training against the attacks generated by the adversary and then increases in performances. The performances of the CO-FSP protagonist agent increases directly after 1 million steps, because the adversary and the protagonist are trained alternatively each 10 000 steps. This version remains however weaker than the former FSP one, which learns to defend against more effective adversary. We also observe that our method EACN enables the trained agents to converge faster than the Target agents, while cannot leverage from training from this unavailable environment. Our hypothesis is that EACN creates a curriculum of learning, that progressively produces more and more difficult situations by manipulating states of the agent, while the reference Target agent has to directly deal with hard situations.

D. Robustness

We finally compare the performances of the agents for varying difficulty settings in the environment HighwayEnv, by changing the traffic density on the road around the agents (Fig. 7).

![Fig. 6. Evolution of the test performances in the target environment, during adversarial training with the different approaches in the base environment, in HighwayEnv.](image)

We observe that for a low traffic density of 1.0 (which corresponds to the base environment), agents trained with EACN and FSP methods present similar performances, significantly better than the Baseline agent. While the traffic density increases, the difference between EACN and FSP grows, with finally the agents trained with EACN being significantly better than agents trained with FSP for the high traffic densities. For all levels of traffic density, agents trained with EACN have similar performances as the Target agents. A traffic density of 2.0 corresponds to the target environment.
VII. RESULTS: FLAPPYBIRD

Here we report final robustness results for the FlappyBird environment, intermediate results being similar to those obtained for HighwayEnv. We report in Fig. 8 the performances of the agents for varying difficulty settings, by decreasing the size of the gap between the obstacles in front of the agent. From the base environment configuration on the left (gap size = 150) to the target one on the right (gap size = 100). We focus on the best methods and on the best parameters for each method, selected in same way as we did for HighwayEnv.

Consistently with HighwayEnv, we observe that for a large gap size between the obstacles (150), agents trained with any adversarial training method present performances similar to the Target agent, significantly better than those obtained by the Baseline one. While the obstacle gap size decreases, which corresponds to an increased difficulty, the difference between EACN and the other methods grows. We finally observe that for small gap sizes (100), agents trained with EACN are significantly better than all the other agents including the Target one.

VIII. CONCLUSION

In this paper, we proposed a method for improving robustness of RL agents based on adversarial attacks applied to the dynamics of the environment. In particular, we proposed to craft an adversarial attack based on the critic network, EACN, which gives insights on the long term impact of candidate attacks, to add disturbances in the environment without having to train an adversary agent as required in greatly more costly methods such as RARL or FSP. Our experiments demonstrated the efficiency of our approach EACN for learning robust agents, with performances significantly exceeding those of the costly methods RARL and FSP in the considered environment, and even exceeding those obtained by Target agents trained in the target - unavailable - environment. Future works concern the application of the method when the environment features are not directly linked to observations as it is the case in this work, for more complicated functions $M$ that we can learn from experience.
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