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Abstract

After admission to emergency department (ED), patients with critical illnesses are transferred to intensive care unit (ICU) due to unexpected clinical deterioration occurrence. Identifying such unplanned ICU transfers is urgently needed for medical physicians to achieve two-fold goals: improving critical care quality and preventing mortality. A priority task is to understand the crucial rationale behind diagnosis results of individual patients during stay in ED, which helps prepare for an early transfer to ICU. Most existing prediction studies were based on univariate analysis or multiple logistic regression to provide one-size-fit-all results. However, patient condition varying from case to case may not be accurately examined by the only judgment. In this study, we present a new decision tool using a mathematical optimization approach aiming to automatically discover rules associating diagnostic features with high-risk outcome (i.e., unplanned transfers) in different deterioration scenarios. We consider four mutually exclusive patient subgroups based on the principal reasons of ED visits: infections, cardiovascular/respiratory diseases, gastrointestinal diseases, and neurological/other diseases at a suburban teaching hospital. The analysis results demonstrate significant rules associated with unplanned transfer outcome for each subgroups and also show comparable prediction accuracy (>70\%) compared to state-of-the-art machine learning methods while providing easy-to-interpret symptom-outcome information.
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1. Introduction

Emergency department (ED) is a core healthcare setting in hospitals and provides timely care to patients admitted with critical illness or injury. Patients with critical illness during hospitalization happen to be transferred to intensive care unit (ICU) due to unexpected clinical deterioration, such as respiration failure, multi-organ failure, cardiovascular failure,
or sepsis [1, 2]. According to relevant studies, this is a critical issue in most hospitals where large amount of unplanned (or delayed) ICU transfers after admission to ED occur if their condition deteriorates adversely [3, 1, 4, 5, 6, 7, 8]. Moreover, these unplanned ICU transfers usually lead to a higher mortality rate than those who are admitted directly to the ICU from ED. As a result, early recognition of such ICU transfers within 24-48 hours has been considered as a care quality indicator for ED practitioners, and therefore is urgently needed in order to achieve two-fold healthcare goals: improving critical care quality and preventing mortality.

Previous retrospective research studies have shown strong statistical evidences that unplanned ICU transfers are associated with various reasons including patient condition deterioration or human errors in care [9]. In a study [6], there are 19% of unplanned transfers to ICUs due to inappropriate admission triage, among which 80% cases could be preventable. For understanding important rationale behind those associations, a research studied a very large population of 178,315 patients, where ∼ 2.4% are unplanned ICU transfers within 24 hours, and found that unplanned ICU transfers are mostly associated with respiratory condition, myocardial infarction, or sepsis [9]. In another recent work [10], it concluded that patients admitted to ED with hypercapnia is a high-risk group for unplanned ICU transfer, followed by patient groups with sepsis or pneumonia, in their studied database. The other research group has a focus on identifying key risk factors for unplanned ICU transfer with infections in organ systems [4, 5]. The concept of PIRO (predisposition, insult/infection, physiological response, and organ dysfunction) model for sepsis was adopted to develop their predictive system, which has a potential for the prediction of unplanned ICU transfers according to their experimental results. More formally, in critical care management, there are various well-developed scoring systems widely used for checking if patients are at risk of death. For instance, APACHE II and SAPS II are scoring tools to determine the severity level of patients using various physiological responses and clinical status as admitted in ICU [11, 12]. SOFA is another similar tool that is used for tracking patients with sepsis-related organ failure in ICU [13]. These scoring systems used statistical regression analysis of selected variables converted from vital signs, lab results, and other clinical symptoms, and computed a risk probability based on large training populations [12, 11, 14].

In the above-mentioned studies, statistical univariate analysis and multiple logistic regression analysis are used to identify key risk factors (or features) associated with high-risk patients with critical illnesses. In particular, the result of logistic regression (LR), widely used in medical diagnosis studies, is shown to be useful for patient prediction. However, it fails to differentiate patient conditions. In most cases, the same reasons (or risk factors) causing unplanned ICU transfers may not apply to all patient conditions. Instead, rule-based systems discovering distinct patterns or rules among risk factors corresponding to high-risk patients under different conditions may be a promise for adequate treatment and intervention planning in advance. To the best of our knowledge, there is not yet a study applying rule-based methods for the unplanned ICU transfer prediction.

In this study, we formulate the unplanned ICU transfer prediction as a binary classification optimization problem. We propose a new rule-based decision tool using mixed-integer programming and association rule techniques. Using a dataset from a suburban teaching
hospital, we consider four mutually exclusive patient subgroups based on the principal reason of ED visits: infections, cardiovascular/respiratory diseases, gastrointestinal diseases, and neurological/other diseases. Our contribution is to find an optimal set of association rules leading to high accuracy efficiently, subject to that association rules of key risk factors have to be most representative (i.e., maximum coverage of patients) for various deterioration occurrences during ED stay.

The organization of this paper is as follows. In Section 2, we describe the background of the studied problem, including data characteristics. In Section 3, we present the proposed method to find best association rules for prediction in detail. In Section 4, a real dataset collected at a ED in the teaching hospital is used for validation and verification with a comparison to other machine learning methods. In Section 5, we conclude the work and mention possible future work.

2. Background and Problem Definition

2.1. Background

In this study, a ED of a suburban teaching hospital in Taichung, Taiwan is studied. Approximate 50,000 patients annually are served in the area historically and the admission rate is ∼25%, which accounts for 45% of the inpatient population in the hospital. We retrieved the dataset between January 1, 2007, and December 31, 2010. We have a focus on patient groups with non-traumatic conditions who underwent an unplanned transfer to the ICU within 48 hours after ED admission. The control (non-transfer) group included randomly selected patients who were not transferred to the ICU within 48 hours of admission. If patients were to be admitted to a general ward but remained in the ED because of a delay or blocked access, they remained in the control group. Patients were excluded in the following conditions: (i) <18 years of age; (ii) admitted for injuries, intoxication, a suicide attempt, or obstetric problems; (iii) had signed “do not resuscitate” order; and (iv) have a critical condition but initially refused ICU admission. Patients were also excluded if they showed no clinical deterioration after admission but were transferred to the ICU for a second opinion on their potential risk. Patients who were transferred to the ICU within 48 hours for close monitoring after a major operation or invasive procedure were not enrolled in the study because these were considered expected transfers. Patients with real clinical deterioration that led to unplanned ICU transfer were the focus of this study. In Figure 1, the classification of patients into the two groups: unplanned ICU transfer versus control is illustrated. We finally selected 1049 patient (736 controls and 313 unplanned transfers), and the ratio is approximately 2:1. The risk factors used in our study include basis demographics, comorbidities, organ failure history, symptoms and vital signs. The detail is described later in Section 4.1 with a summary in Table 1.

Two research nurses, each with at least 3 years of experience in emergency medicine or critical care, reviewed the medical records and abstracted the data on a structured data sheet. Another research assistant was responsible for data entry. One research nurse checked the data entry for accuracy. A board-certified emergency physician confirmed the quality of the data and data sheets by establishing criteria for their logical validity. The research
nurses were trained on the objective of the study, the definitions of the variables, and the techniques for reviewing medical records and abstracting data. Both electronic and written medical records were reviewed. The research nurses reviewed diagnoses given during outpatient visits and hospitalizations, medications used, and results of examinations to verify the presence of certain important comorbid illnesses.

2.2. Problem Description

Consider a patient population presenting to an ED, emergency physicians usually make treatment decisions based on the diagnostic results, such as demographic information, clinical symptoms and signs, etc. For some cases, patients need to be transferred to ICU due to unexpected clinical deterioration. Therefore, the priority goal is to develop a decision tool that can support and determine whether or not patients are at risk to be transferred to ICU as not normally expected based on various diagnostic features (also called risk factors). Formally, this can be considered as a supervised learning problem, where the transfer state of patients is class (unplanned transfer or not) that is labeled by medical practitioners accordingly and each patient is represented by a set of diagnostic features. The objective is to discover the informative patterns (or association/decision rules) of collected diagnostic

Figure 1: The diagram of patient selection. DNR: do not resuscitate; ED: emergency department; ICU: intensive care unit.
features among a large majority of patients relating to the outcome of transfer states, which then form a decision model to identify those patients who are transferred to ICU unexpectedly. For instance, an association rule is: a senior patient (>65 years old) with chest pain history is identified as one who is most likely to be transferred to ICU. Note that the patient could be also identified by another association rule of different diagnostic features. Given these interpretable association rules, therefore, medical practitioners can manage to pay more attentions to those high-risk patients, if early recognized, as admitted from ED.

3. Mixed-Integer Optimization Method

In this section, we formulate the unplanned ICU transfer identification as a supervised association rule mining problem, solved by a mixed-integer optimization approach. We then describe the evaluation metrics used for validation.

3.1. Association Rule Formation

The idea of association rule was originally invented for market basket analysis and product promotion [15]. Given a database of purchase records on multiple items, the goal is to discover one or more patterns (herein called association rule) showing that items $A$ and $B$ are purchased, then item $C$ is also purchased in a large portion of the records. That is, the association rule is $\{A, B\} \rightarrow \{C\}$. Equivalently, purchase records and items are related to patients and diagnostic features, respectively, in this study.

To evaluate the goodness of association rules, the essential and widely used measure criteria are minimum support ($\theta_s$) and minimum confidence ($\theta_c$). The support $\text{sup}(ABC)$ is defined as the number of records that contain items $A$, $B$, and $C$. It is usually represented by relative support $\text{rsup}(ABC)$, the percentage of records having items $A$, $B$, and $C$ in the entire dataset. The confidence $\text{conf}(AB \rightarrow C)$ is defined as the percentage of records having item $C$ that contain items $A$ and $B$ in the entire dataset. In other words, it can be viewed as a conditional probability $\text{Prob} = \text{sup}(ABC)/\text{sup}(AB)$. As a result, a strong association rule is recognized if it is satisfied with minimum thresholds $\theta_s$ and $\theta_c$ on support and confidence, respectively. In addition, lift is another useful measure and defined by $\text{sup}(ABC)/\text{sup}(AB)\text{sup}(C) = \text{conf}(AB \rightarrow C)/\text{sup}(C)$. If lift = 1, there is no association between items $AB$ and $C$. If lift is greater than 1, it shows an strong interest regarding $AB \rightarrow C$. If lift is less than 1, it shows no interest regarding $AB \rightarrow C$.

For a relatively large dataset, there exist multiple strong association rules. Finding even better association rules among them becomes more computationally difficult as the item size increases. The computational complexity is $3^{|K|} - 2^{|K|+1} - 1$ for a dataset of $|K|$ diagnostic features. To this end, Apriori algorithm is the first and widely used efficient approach to search for informative items and then strong association rules based on the following property [16, 17]:

\[
\text{sup}(AB) \leq \text{sup}(A) \text{ if } \{A\} \subset \{AB\}. \tag{1}
\]

It starts to explore with single items (e.g., $A$) and check if the support criterion is satisfied. If $\text{sup}(A) < \theta_s$, it is known that item $A$ is not qualified to be part of strong rules and it need not to explore multi-items that contain $A$, e.g., $AB$ or $AC$; otherwise, items $AB$ or
AC may be informative because \( \text{sup}(AB) \geq \theta_s \) or \( \text{sup}(AC) \geq \theta_s \) possibly. In such a way, the search space of possible rules are reduced largely. Consequently, strong association rules are guaranteed by meeting the confidence criterion to form a decision model. In our applied study, a patient is not identified as an “unplanned ICU transfer” if diagnostic features do not match any strong association rules learned from the historical patient data.

Figure 2 illustrates a toy example for association rule learning and analysis. Let us assume to have 17 patients with 5 diagnostic features, labeled in two classes: \{Class = 1\} represents the target class of “unplanned transfer” and \{Class = 0\} otherwise. Suppose \( \theta_s = 5/17 \) and \( \theta_c = 0.7 \). Only items \( f_1 \) and \( f_3 \) are eligible. Considering a feature \( f_1 \) and class, the rule \( R_1 : \{f_1\} \rightarrow \{\text{Class} = 1\} \) is formed with support of \( 7/17 \) and confidence of 0.7, and considered as a strong association rule. By the observation in Equation (1), multi-items such as \( \{f_1, f_2\} \) and \( \{f_1, f_3\} \) are possibly qualified, and the the rule \( R_2 : \{f_1, f_2\} \rightarrow \{\text{Class} = 1\} \) and \( R_4 : \{f_1, f_3\} \rightarrow \{\text{Class} = 1\} \) are obtained. However, \( R_2 \) is disqualified because its support of \( 3 < \theta_s = 5 \), and so are \( R_5 \) and \( R_6 \). Since \( R_4 \) is qualified, \( R_7 \) can be explored, but disqualified because its support of \( 4 < \theta_s = 5 \). Among these explored association rules, one could identify \( R_1 \) to form a decision model although it has 3 discounted “non-transfers” \( (N_1, N_6, \text{and} N_7) \).

![Table](image)

Figure 2: An illustrative example of data representation. The matrix \( a \) on the left indicates if patients are diagnosed with features \( f_1 \) to \( f_5 \) associated with “unplanned transfer” (Class = 1). The matrix \( b \) in the middle represents rule information (which features are included). The matrix \( c \) on the right indicates if patients are covered or identified by rules.
3.2. Association Rule Selection Optimization Model

The problem of determining (or predicting) unplanned ICU transfer is mathematically formulated as follows. By adopting parsimony assumption – the simpler the better, the goal is to build a decision model comprised of one or more association rules that represent significant information of diagnostic features associated with unplanned ICU transfer. Each generated rule is formed of one or more diagnostic features. It is assumed that patient data $\mathbf{a}$ is given in a $n \times m$ binary matrix, where $a_{ij} = 1$ indicates if patient $i$ is observed with feature $j$. The patients are grouped into two classes: positive (unplanned ICU transfer) and negative (non-unplanned ICU transfer) and $\mathbf{a}^+ \cup \mathbf{a}^- = \mathbf{a}$ and $\mathbf{a}^+ \cap \mathbf{a}^- = \emptyset$. Then, it is assumed to have a set of rules presented in a $m \times p$ binary matrix $\mathbf{b}$, where $b_{jk} = 1$ indicates if features $j$ is included in rule $k$. Furthermore, the coverage $\mathbf{c} = \mathbf{a} \otimes \mathbf{b}$ is obtained in a $n \times p$ binary matrix, where $c_{ik} = 1$ indicates if patient $i$ is covered by rule $k$ because the same features appear in the patient. Similarly, positive and negative coverage are obtained: $\mathbf{c}^+ \cup \mathbf{c}^- = \mathbf{c}$ and $\mathbf{c}^+ \cap \mathbf{c}^- = \emptyset$.

Decision variables are defined as follows: $x_i \in \{0, 1\}$ denotes a binary variable to indicate if patient $i$ can be covered or not, $y_j \in \{0, 1\}$ denotes a binary variable to indicate if feature $j$ is used in the decision model or not, and $z_k \in \{0, 1\}$ denotes a binary variable to indicate if rule $k$ is used in the decision model or not.

The decision model is formulated as a mixed-integer program as follows:

$$(\text{ARSOM}) \quad \min \quad \alpha \sum_{j=1}^{m} y_j + \beta \sum_{k=1}^{p} z_k + \gamma \sum_{i \in |I^-|} x_i - \lambda \sum_{i \in |I^+|} x_i,$$

s.t.

$$\sum_{k \in K} c_{ik}^+ z_k \geq x_i \quad \forall \ i \in I^+, \quad (2)$$

$$\sum_{k \in K} c_{ik}^- z_k \leq M_1 x_i \quad \forall \ i \in I^-,$$

$$\sum_{k \in K} b_{jk} z_k \leq M_2 y_j \quad \forall \ j \in J,$$

$$\left(\sum_{i \in I^+} c_{ik} + \sum_{i \in I^-} c_{ik} - \theta_s |I|\right) z_k \geq 0, \quad \forall \ k \in K,$$

$$\left(\frac{\sum_{i \in I^+} c_{ik}}{\sum_{i \in I^+} c_{ik} + \sum_{i \in I^-} c_{ik}} - \theta_c\right) z_k \geq 0, \quad \forall \ k \in K,$$

$$\left(\theta_l - \sum_{j \in J} b_{jk}\right) z_k \geq 0 \quad \forall \ k \in K,$$

$$x_i, y_j, z_k \in \{0, 1\}. \quad (9)$$

The objective function in Equation (2) is to minimize the number of features and the number of rules included in the decision model while ensuring that the rules are selected to minimize negative coverage and maximize positive coverage. $\alpha, \beta, \gamma,$ and $\lambda$ are the weight parameters, which are determined by end users depending on the emphasis of the model. The constraint set in Equation (3) ensures that unplanned transfer patient $i$, if covered, is covered by at
least one selected rule. The constraint set in Equation (4) indicates if non-transfer patient \(i\) is covered by selected rules. If so, a penalty is added in the objective function. The constraint set in Equation (5) indicates if feature \(j\) is used in any selected rules. \(M_1\) and \(M_2\) are big numbers and set to \(|K|+1\). The constraint set in Equation (6) ensures that any selected rule \(k\) has to be satisfied with a pre-determined minimum support threshold \(\theta_s \in [0, 1]\). The constraint set in Equation (7) ensures that any selected rule \(k\) has to be satisfied with a pre-determined minimum confidence threshold \(\theta_c \in [0, 1]\). The constraint set in Equation (8) forces that the size of selected rule \(k\) can not be larger than a pre-determined number \(\theta_l\) (the maximum value is \(|J|\)). Equation (9) is to constrain the binary decision variables \(x_i\), \(y_j\), and \(z_k\).

Figure 3 illustrates the concept that the final set of strong association rules are obtained by solving the ARSOM geographically for the patient subgroup of infectious diseases. The gray square area spanned by the two parameters of support and confidence is the feasible space of all possible association rules. With pre-determined thresholds \(\theta_s = 0.01\), \(\theta_c = 0.7\), and \(\theta_l = 4\), the space is bound by red dot lines. The thirteen blue dots represent the best set of association rules obtained by solving ARSOM to form a decision model. The detail of association analysis of diagnostic features is explained in Section 4.

(a) Search space of possible association rules  
(b) Generic space of high-risk patients  
(c) Selected association rules for subgroup with neurological and other diseases

1. \{Respiratory compromise\}  
2. \{Altered mental status\}  
3. \{Heart rate > 130/min\} \lor \{Abnormal white blood cell counts\}  
4. \{Cerebral performance category 3 or 4\} \lor \{Congestive heart failure history\}  
5. \{Cerebral vascular disease\} \lor \{Cerebral performance category 3 or 4\}  
6. \{Cerebral performance category 3 or 4\} \lor \{Body temp > 38\degree C\} \lor \{SIRS\}

Figure 3: An illustration of association rules discovered by ARSOM for the subgroup 4 with neurological and other diseases. (a) The gray square area is a search space spanned by thresholds \(\theta_s\) and \(\theta_c\) for all possible association rules. With pre-determined thresholds \(\theta_s = 0.01\), \(\theta_c = 0.7\), and \(\theta_l = 4\), the space is bound by red dot lines. (b) The six association rules obtained by solving ARSOM can cover all high-risk patient cases. (c) The association rules include significant features for recognizing high-risk patients.
Solving the proposed MIP model is a NP-Complete problem that is difficult to be solved exactly as the number of possible association rules increases exponentially with diagnostic feature size. We propose to decompose and solve the ARSOM model more efficiently using a two-phase heuristic. In Phase 1, we adopt the concept of association rule learning in Section 3.1 and generate strong rule candidates by Apriori algorithm which meet the three pre-determined thresholds: minimum support $\theta_s$, minimum confidence $\theta_c$, and maximum feature number $\theta_l$ for individual rules. Apriori algorithm is carried out using the existing package ‘arules’ in R [18]. Therefore, the constraint sets in Equations (6) - (8) can be dropped from the original model. The rule set $K$ becomes relatively small and contains only strong rules to select. In Phase 2, the goal of the reduced model (ARSOM-R) in Equations (2) – (5) and (9) is to select an optimal set of association rules that cover “unplanned transfer” patients at maximum and “non-transfer” patients at minimum. The pseudo-code for our heuristic is presented as follows.

Algorithm 1 Heuristic for determining strong association rules

1: procedure Run($a^+, a^-$)
2: $R \leftarrow \text{Apriori}(a^+, \theta_s, \theta_c, \theta_l)$ \; \text{$\triangleright$ $R$ is a set of strong association rule candidates}
3: $R_{\text{opt}} \leftarrow \text{ARSOM-R}(R, a^+, a^-)$ \; \text{$\triangleright$ $R_{\text{opt}}$ is a refined set of strong association rules}

Note that in Phase 1, the strong association rules are generated for the target class of “unplanned transfer” only. Due to the settings of the minimum support and maximum length of rule, the generated rules may not cover all unplanned transfer patients. On one hand, those who are not covered by the generated rules are considered as outliers, which are a minority group that does not present significant information for decision making or caused by certain errors in data collection. On the other hand, this can prevent the over-fitting of our decision model in future use as model complexity increases. For instance, an association rule covering only one unplanned transfer patient is denied even though its associated confidence is one. This rule will not affect the decision outcome on new patients who may be diagnosed and identified by other strong rules with more evidences (covering a larger number of patients with similar diagnostic features). If such association rules covering minority groups are really necessary, they will be selected eventually in Phase 2.

In the reduced model (ARSOM-R), the setting of weights $\alpha$, $\beta$, $\gamma$, and $\lambda$ in Equation (4) controls the final form of decision model. If it requires to have a relatively compact decision model, $\alpha$ and $\beta$ can be set to a larger positive number to ensure smaller sets of diagnostic features and association rules, respectively, are included in the decision model. If it requires to have a more accurate decision model, $\gamma$ and $\lambda$ can be set to a larger positive number to ensure unplanned transfer patients are covered as many as possible and non-transfer patients are not covered by select rules. This is a trade-off between accuracy and model complexity, and requires a validation analysis of parameter tuning. In our study, all the parameters are set to one based on the idea that the final decision model of necessarily strong association rules cover most significant patient cases while coverage size is sufficiently large.
3.4. Performance Evaluation

To evaluate classification performance of our proposed ARSOM method, we employ the area under ROC curve (AUC) as a major evaluation metric. It is widely used for a fair judgment balancing between sensitivity and specificity, especially for problems with imbalance data between minority and majority classes. In our studied problem, true positive (TP) represents that a unplanned transferred patient (defined as positive) is identified correctly by our ARSOM classifier and false negative (FN) represents that a unplanned transferred patient is identified incorrectly. Similarly, true negative (TN) represents that a non-transferred patient (defined as negative) is identified correctly by our ARSOM classifier and false positive (FP) represents that a non-transferred patient is identified incorrectly. The sensitivity is defined to evaluate true positives and equal to TP/(TP+FN), whereas the specificity is defined to evaluate true negatives and equal to TN/(TN+FP). By varying the threshold setting, a ROC curve is formed in a sensitivity-specificity coordinate graph by connecting all dots from lower left corner to upper right corner, where a dot is represented by sensitivity and specificity. The area under this curve then represents the overall classification performance. Given a set of selected association rules in a final ARSOM, for a testing patient, we first calculate the probabilities of all selected association rules for unplanned ICU transfer. The probability $P_k$ of unplanned ICU transfer is calculated based on the confidence of an association rule $k$. A patient is classified according to the average probability ($P_a$) of all association rules that cover the patient on the same diagnostic features. The patient is identified as an unplanned transfer case if its $P_a$ is greater than a pre-set threshold $\theta_p$; otherwise. By varying threshold $\theta_p$ value applied to all testing cases, the sensitivity and specificity associated with each threshold are obtained. As a result, the ROC curve is constructed and then the AUC value is obtained.

4. Experimental Results

4.1. Data Acquisition and Preprocessing

Table 1 displays a statistical summary of the data of 30 diagnostic features (risk factors) for a cohort of 1049 patients. The feature candidates include demographics (Index 1), comorbid conditions (Indices 2-6), chronic organ insufficiency (Indices 7-12), physiological responses (Indices 13-16), organ dysfunctions (Indices 17-22), and other symptoms/signs (Indices 23-30). The comorbid conditions were partly drawn from the Charlson comorbidity index [19]. Cerebral performance category (scale 1-5) is to assess neurological outcome following cardiac arrest; in this study, we considered scales 3 or 4 as a severe state (scale 5 is excluded) [20]. Chronic organ insufficiency measurements were derived from Acute Physiology and Chronic Health Evaluation (APACHE) scores [11]. We used the standard definition of systemic inflammatory response syndrome (SIRS) [21] for analyzing individuals’ physiological responses with the thresholds of heart rate (HR) $\geq$ 130 per minute and respiratory rate (RR) $\geq$ 30 per minute. These thresholds are as the same as highest scores in the modified early warning score (MEWS) system, commonly used in Europe [22, 23]. The definitions of organ dysfunctions were drawn based on the criteria for severe sepsis [21], except that pulmonary dysfunction was defined as an pulse oximeter oxygen saturation
(SpO2) at triage <90%, a lowest SpO2 <95% with use of oxygen, or a ratio of partial pressure of oxygen to fraction of inspired oxygen (PaO2/FiO2) <250 in an arterial blood gas analysis. Symptoms and signs used as calling criteria for a medical emergency team (MET) were also recorded with some modifications: respiratory compromise was defined as an RR ≥ 30 per minute, the presence of moderate to severe respiratory distress efforts, or an SpO2 <90% with an increased respiratory rate (RR >20 per minute).

In this study, we grouped all patients based on the reasons for ED visits into infections, cardiovascular/respiratory diseases, gastrointestinal diseases, and neurological/other diseases, resulting in unplanned ICU transfers (UIT). All infections from any organ system were categorized as “infections” in our study, except that meningitis and central nervous system infections were categorized as neurological diseases. Intra-abdominal diseases that had developed to peritonitis and/or presented with toxic signs of infection were also categorized as infections. Because there were no predetermined criteria for emergency physicians to decide if certain tests (e.g., arterial blood gases, liver enzymes, coagulation tests, or lactate levels) would be ordered, results of tests were considered to be negative in our study if they were not ordered. Numerical features (e.g., age, physiological responses) are converted into a binary format using pre-defined thresholds.

The final data for our analysis are in a binary format to indicate if diagnostic features appear or not. It is worth noting that no patients are under respiratory arrest and with heart rate <40/minutes for all four categories. These two features (Indices 23 and 25) were then removed from the following implementations.

4.2. Association Rule Analysis

In this section, we demonstrate the association rule analysis for all patients as a whole and in four subgroups separately as training sets. For each subgroup, the settings used in our ARSOM method are shown in Table 2. We use the same support thresholds $\theta_s = 0.01$, but different conference thresholds $\theta_c = 0.07$ for ‘subgroup 1’ and ‘all group’ versus $\theta_c = 0.06$ for the rest since we want to include more strong association rule candidates. Note that for rule degree thresholds $\theta_l = 4$, it limits the maximum number of features in a rule to be 4 in for the purpose of model simplicity. We set the parameters $\alpha$, $\beta$, and $\gamma$ to be 1, and $\lambda$ to be a relatively large number in order to ensure all target patients to be covered by selected rules in the model.

In Tables 3–6 the best sets of association rules generated by our ARSOM method are presented, together with their corresponding support, conference, lift and coverage, for the four subgroups. For the infection subgroup, most significant features in comorbid conditions or chronic organ insufficiency appearing in the association rules are shown to be associated with unplanned ICU transfer. Patients with gastrointestinal disease are associated with comorbid conditions and chronic organ insufficiency, and can be observed with abnormal physiological responses. It seems obvious that unplanned ICU transfer is associated with relevant features in cardiovascular and respiratory diseases. For the subgroup neurological and other diseases, unplanned ICU transfer is identified by severe cerebral performance category in most cases. In Table 7, we also display the selected association rules as all patients are considered as a whole. It is observed that for this studied population, most
Table 1: A summary of data characteristics used in this study.

| Diagnostic feature | Infections (138/215)* | Gastrointestinal diseases (62/179) | Cardiovascular or respiratory diseases (64/82) | Neurological or others (49/260) |
|--------------------|-----------------------|-----------------------------------|-----------------------------------------------|-------------------------------|
| UIT † percentage   | Control ‡ percentage  | UIT † percentage                   | Control ‡ percentage                          | UIT † percentage              |
| Elderly (>65 years) | 88 63.77%            | 94 43.72%                         | 23 37.10%                                     | 56 31.28%                     |
| Diabetes           | 67 48.55%            | 70 32.56%                         | 24 38.71%                                     | 34 18.99%                     |
| Hypertension       | 63 45.65%            | 88 40.93%                         | 26 41.94%                                     | 58 32.40%                     |
| Coronary artery disease | 25 18.12%        | 18 8.37%                          | 7 11.29%                                      | 16 8.94%                      |
| Cerebral vascular disease | 39 28.26%        | 39 18.14%                         | 7 11.29%                                      | 11 6.15%                      |
| Cerebral performance category (3 or 4) | 47 34.06%        | 35 16.28%                         | 3 4.84%                                       | 6 3.35%                       |
| Respiratory failure history | 9 6.52%          | 10 4.65%                          | 3 4.84%                                       | 2 1.12%                       |
| Congestive heart failure history | 20 14.49%       | 11 5.12%                          | 5 8.06%                                       | 8 4.47%                       |
| Liver cirrhosis history | 11 7.97%          | 7 3.26%                           | 28 45.16%                                     | 22 12.29%                     |
| End stage renal disease | 11 7.97%          | 6 2.79%                           | 4 6.45%                                       | 4 2.23%                       |
| Cancer              | 25 18.12%            | 8 3.72%                           | 13 20.97%                                     | 21 11.73%                     |
| Immune compromise   | 6 4.35%              | 3 1.40%                           | 4 6.45%                                       | 5 2.79%                       |
| Body Temperature (BT) > 38° C | 57 41.30%      | 106 49.30%                        | 25 40.32%                                     | 82 45.81%                     |
| Heart rate >130 / minute | 24 17.39%        | 18 8.37%                          | 10 16.13%                                     | 6 3.35%                       |
| Abnormal white blood cell counts | 77 55.80%      | 93 43.26%                         | 26 41.94%                                     | 50 27.93%                     |
| Systemic inflammatory response syndrom (SIRS) | 100 72.46%    | 104 48.37%                        | 32 51.61%                                     | 39 21.79%                     |
| Hypertension        | 33 23.91%            | 10 4.65%                          | 14 22.58%                                     | 4 2.23%                       |
| Respiratory compromise | 35 25.36%        | 18 8.37%                          | 4 6.45%                                       | 2 1.12%                       |
| Renal dysfunction    | 32 23.19%            | 5 2.33%                           | 11 17.74%                                     | 13 7.26%                      |
| Liver dysfunction    | 8 5.80%              | 2 0.93%                           | 5 8.06%                                       | 7 3.91%                       |
| Hematological dysfunction | 21 15.22%      | 7 3.26%                           | 20 32.26%                                     | 15 8.38%                      |
| Metabolic dysfunction | 12 8.70%          | 3 1.40%                           | 4 6.45%                                       | 0 0.00%                       |
| Respiratory arrest   | 0 0.00%              | 0 0.00%                           | 0 0.00%                                       | 0 0.00%                       |
| Respiratory distress | 35 25.36%            | 16 7.44%                          | 5 8.06%                                       | 3 1.68%                       |
| Heart rate <40 / minute | 0 0.00%          | 0 0.00%                           | 0 0.00%                                       | 0 0.00%                       |
| Oliguria             | 1 0.72%              | 0 0.00%                           | 0 0.00%                                       | 0 0.00%                       |
| Altered mental status | 5 3.62%          | 1 0.47%                           | 3 4.84%                                       | 0 0.00%                       |
| Seizure              | 1 0.72%              | 0 0.00%                           | 0 0.00%                                       | 10 20.41%                     |
| Arrhythmia           | 0 0.00%              | 3 4.69%                           | 4 4.88%                                       | 0 0.00%                       |
| Chest pain           | 0 0.00%              | 10 15.63%                         | 5 6.10%                                       | 2 0.77%                       |

UIT stands for unplanned ICU transfer. Control is referred to non-transferred patients.

* (# UIT / # Control)
pre-determined features are useful (that is, appearing in the rules with high confidence and coverage) for identifying unplanned ICU transfer.

Table 2: The settings in ARSOM for association rule generation for different patient subgroups.

| Rule | Subgroup 1 | Subgroup 2 | Subgroup 3 | Subgroup 4 | All |
|------|------------|------------|------------|------------|-----|
| (Infections) | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 |
| (Gastrointestinal) | 0.7 | 0.6 | 0.6 | 0.6 | 0.7 |
| (Cardiovascular/respiratory) | 4 | 4 | 4 | 4 | 4 |
| (Neurological/others) | 4 | 4 | 4 | 4 | 4 |

Table 3: Selected association rules for patient subgroup 1 with infections.

| Rule | Support | Confidence | Lift | Unplanned | Non-transfer |
|------|---------|------------|------|------------|--------------|
| {Altered mental status} | 0.01 | 0.83 | 2.13 | 5 | 1 |
| {Hematological dysfunction} | 0.06 | 0.75 | 1.92 | 21 | 7 |
| {Cancer} | 0.07 | 0.76 | 1.94 | 25 | 8 |
| {Renal dysfunction} | 0.09 | 0.86 | 2.21 | 32 | 5 |
| {Hypotension} | 0.09 | 0.77 | 1.96 | 33 | 10 |
| {Cerebral vascular disease} \(\lor\) {End stage renal disease} | 0.01 | 1.00 | 2.56 | 4 | 0 |
| {Cerebral vascular disease} \(\lor\) {Respiratory failure history} | 0.03 | 0.82 | 2.09 | 9 | 2 |
| {Coronary artery disease} \(\lor\) {Congestive heart failure history} | 0.04 | 0.93 | 2.39 | 14 | 1 |
| {Hypertension} \(\lor\) {Respiratory distress} | 0.05 | 0.71 | 1.81 | 17 | 7 |
| {Diabetes} \(\lor\) {Respiratory compromise} | 0.05 | 0.71 | 1.81 | 7 | 7 |
| {Abnormal white blood cell counts} \(\lor\) {Respiratory compromise} | 0.06 | 0.74 | 1.89 | 20 | 7 |
| {Diabetes} \(\lor\) {Heart rate >130} \(\lor\) {SIRS} | 0.02 | 0.73 | 1.86 | 8 | 3 |
| {Diabetes} \(\lor\) {Coronary artery disease} \(\lor\) {SIRS} | 0.04 | 0.76 | 1.96 | 13 | 4 |

Table 4: Selected association rules for patient subgroup 2 with gastrointestinal disease.

| Rule | Support | Confidence | Lift | Unplanned | Non-transfer |
|------|---------|------------|------|------------|--------------|
| {Respiratory distress} | 0.02 | 0.63 | 2.43 | 5 | 3 |
| {Heart rate >130} | 0.04 | 0.63 | 2.43 | 10 | 6 |
| {Hypotension} | 0.06 | 0.68 | 2.30 | 14 | 4 |
| {End stage renal disease} \(\lor\) {SIRS} | 0.01 | 1.00 | 2.89 | 3 | 0 |
| {Diabetes} \(\lor\) {Coronary artery disease} | 0.02 | 0.67 | 2.59 | 4 | 2 |
| {Liver cirrhosis history} \(\lor\) {Hematological dysfunction} | 0.06 | 0.64 | 2.47 | 14 | 8 |
| {Diabetes} \(\lor\) {Hematological dysfunction} | 0.04 | 0.69 | 2.69 | 9 | 4 |
| {Liver cirrhosis history} \(\lor\) {SIRS} | 0.07 | 0.89 | 2.48 | 17 | 2 |
| {Abnormal white blood cell counts} \(\lor\) {Liver dysfunction} \(\lor\) {Hematological dysfunction} | 0.01 | 0.60 | 2.33 | 3 | 2 |
| {Diabetes} \(\lor\) {Cerebral vascular disease} \(\lor\) {Hematological dysfunction} | 0.02 | 0.67 | 2.59 | 4 | 2 |
| {Coronary artery disease} \(\lor\) {BT >38 C} \(\lor\) {Abnormal white blood cell counts} | 0.01 | 0.75 | 2.92 | 3 | 1 |
| {Diabetes} \(\lor\) {Liver cirrhosis history} \(\lor\) {Cancer} | 0.01 | 0.60 | 2.33 | 3 | 2 |
| {Liver cirrhosis history} \(\lor\) {BT >38 C} \(\lor\) {Abnormal white blood cell counts} | 0.02 | 0.67 | 2.59 | 4 | 2 |

4.3. Performance Comparison with Other Machine learning based Prediction Methods

We attempt to evaluate the classification performance of the selected association rules by our ARSOM method as compared to other machine learning methods including LR [25].
Table 5: Selected association rules for patient subgroup 3 with cardiovascular and respiratory diseases.

| Rule                                                                 | Support | Confidence | Lift | Unplanned transfer | Non-transfer |
|----------------------------------------------------------------------|---------|------------|------|---------------------|--------------|
| (Altered mental status)                                             | 0.01    | 1.00       | 2.28 | 2                   | 0            |
| (Hematological dysfunction)                                         | 0.02    | 0.75       | 1.71 | 3                   | 1            |
| (End stage renal disease)                                           | 0.04    | 0.75       | 1.71 | 6                   | 2            |
| (Respiratory failure history)                                       | 0.07    | 0.71       | 1.63 | 10                  | 4            |
| (Chest pain)                                                        | 0.07    | 0.67       | 1.52 | 10                  | 5            |
| (Cerebral performance category 3 or 4)                              | 0.09    | 0.68       | 1.56 | 13                  | 6            |
| (Diabetes) ∨ (Heart rate >130)                                      | 0.05    | 0.64       | 1.45 | 7                   | 4            |
| (BT >38 C) ∨ {Abnormal white blood cell counts}                     | 0.06    | 0.60       | 1.37 | 9                   | 6            |
| (SIRS) ∨ {Respiratory compromise}                                   | 0.10    | 0.64       | 1.45 | 14                  | 8            |
| (Coronary artery disease) ∨ {SIRS}                                  | 0.10    | 0.65       | 1.49 | 15                  | 8            |
| (>65years) ∨ {Coronary artery disease} ∨ {Cerebral vascular disease} | 0.05    | 0.62       | 1.40 | 8                   | 5            |

Table 6: Selected association rules for patient subgroup 4 with neurological and other diseases.

| Rule                                                                 | Support | Confidence | Lift | Unplanned transfer | Non-transfer |
|----------------------------------------------------------------------|---------|------------|------|---------------------|--------------|
| (Respiratory compromise)                                             | 0.02    | 0.71       | 4.5  | 2                   | 0            |
| (Altered mental status)                                             | 0.05    | 0.88       | 5.52 | 3                   | 1            |
| (Heart rate >130) ∨ {Abnormal white blood cell counts}               | 0.02    | 0.83       | 5.26 | 6                   | 2            |
| (Cerebral performance category 3 or 4) ∨ {Congestive heart failure history} | 0.01    | 0.80       | 5.04 | 10                  | 4            |
| (Cerebral performance category 3 or 4) ∨ {Cerebral vascular disease} | 0.04    | 0.60       | 3.78 | 10                  | 5            |
| (Cerebral performance category 3 or 4) ∨ {BT >38°C} ∨ {SIRS}         | 0.02    | 0.63       | 3.94 | 13                  | 6            |

Table 7: Selected association rules for the entire patient group.

| Rule                                                                 | Support | Confidence | Lift | Unplanned transfer | Non-transfer |
|----------------------------------------------------------------------|---------|------------|------|---------------------|--------------|
| (Altered mental status)                                             | 0.02    | 0.89       | 2.98 | 24                  | 3            |
| (Metabolic dysfunction)                                             | 0.02    | 0.76       | 2.54 | 25                  | 8            |
| (Liver dysfunction) ∨ {Hematological dysfunction}                   | 0.01    | 0.73       | 2.46 | 11                  | 4            |
| (Endstage renal disease) ∨ {SIRS}                                   | 0.02    | 0.80       | 2.68 | 16                  | 4            |
| (Liver cirrhosis history) ∨ {Abnormal white blood cell counts}      | 0.02    | 0.73       | 2.45 | 19                  | 7            |
| (Liver cirrhosis history) ∨ {SIRS}                                  | 0.02    | 0.90       | 3.00 | 26                  | 3            |
| (Liver dysfunction) ∨ {Hematological dysfunction}                   | 0.02    | 0.89       | 2.98 | 16                  | 2            |
| (SIRS) ∨ {Hematological dysfunction}                                | 0.03    | 0.83       | 2.79 | 30                  | 6            |
| (Abnormal white blood cell counts) ∨ {Hypertension}                 | 0.03    | 0.76       | 2.55 | 32                  | 10           |
| (BT >38 C) ∨ {Hypertension}                                         | 0.03    | 0.75       | 2.51 | 30                  | 10           |
| (Heart rate >130) ∨ {Respiratory distress}                          | 0.02    | 0.77       | 2.59 | 17                  | 5            |
| (Cerebral performance category 3 or 4) ∨ {Respiratory distress}     | 0.03    | 0.76       | 2.54 | 28                  | 9            |
| (Coronary artery disease) ∨ {Respiratory distress}                  | 0.01    | 0.71       | 2.37 | 12                  | 5            |
| (Diabetes) ∨ {Respiratory distress}                                 | 0.03    | 0.71       | 2.39 | 30                  | 12           |
| (Abnormal white blood cell counts) ∨ {Respiratory compromise}        | 0.03    | 0.71       | 2.39 | 30                  | 12           |
| (Cerebral performance category 3 or 4) ∨ {Renal dysfunction}        | 0.02    | 0.90       | 3.02 | 18                  | 2            |
| (>65years) ∨ {Hypertension} ∨ {Respiratory failure history}         | 0.01    | 0.71       | 2.39 | 15                  | 6            |
| (>65years) ∨ {Diabetes} ∨ {Heart rate >130}                         | 0.01    | 0.70       | 2.35 | 14                  | 6            |
| (Diabetes) ∨ {Cancer} ∨ {Abnormal white blood cell counts}           | 0.01    | 0.71       | 2.39 | 15                  | 6            |
| (Hypertension) ∨ {Respiratory compromise} ∨ {Renal dysfunction}      | 0.01    | 0.73       | 2.46 | 14                  | 5            |
| (Coronary artery disease) ∨ {Congestive heart failure history} ∨ {SIRS} | 0.02    | 0.80       | 2.68 | 24                  | 6            |
| (>65years) ∨ {Hypertension} ∨ {SIRS} ∨ {Respiratory compromise}     | 0.03    | 0.72       | 2.41 | 28                  | 11           |
| (>65years) ∨ {Coronary artery disease} ∨ {Congestive heart failure history} ∨ {BT >38 C} | 0.02    | 0.71       | 2.37 | 17                  | 7            |
| (Hypertension) ∨ {Coronary artery disease} ∨ {Abnormal white blood cell counts} ∨ {SIRS} | 0.01    | 0.70       | 2.35 | 14                  | 6            |
and LASSO [26, 27], and decision trees (DT) [28]. The computational results (AUC) for four patient subgroups are shown in Figure 4. The performance of our method is comparable to LR and LASSO and better than DT by around 5-8%.

Furthermore, we implement a out-of-sample validation using 10 times 5-fold cross validation. The computational results are presented in Table 8, including AUC and the numbers of association rules and features included in a rule. Our method is shown to be non-inferior compared to LR and LASSO methods and slightly better than DT in terms of accuracy. For rule generation, our method generates more rules than DT. However, our rules are generated to present more individualized information while DT generates discriminative rules. Comparing to LR and LASSO, both methods can only present the discriminating power along with showing the importance of individual features, and use its one-size-fit-all result for identifying unplanned ICU transfer.

Table 8: Performance and model comparison with logistical regression (LR), LASSO, decision tree (DT) resulting from 10 times 5-fold cross validation.

| Subgroup 1 | ARSOM | LR   | LASSO | DT   |
|------------|-------|------|-------|------|
|            | AUC   | 0.76 ± 0.01 | 0.79 ± 0.01 | 0.80 ± 0.00 | 0.72 ± 0.01 |
| Rule #     | 13.00 ± 0.35 | –     | –     | 6.42 ± 0.57 |
| Feature #  | 16.30 ± 0.38 | 25.60 ± 0.01 | 21.42 ± 0.98 | 5.42 ± 0.57 |
| Subgroup 2 | ARSOM | LR   | LASSO | DT   |
|            | AUC   | 0.75 ± 0.03 | 0.72 ± 0.02 | 0.76 ± 0.01 | 0.74 ± 0.03 |
| Rule #     | 8.32 ± 0.29 | –     | –     | 4.62 ± 0.30 |
| Feature #  | 11.36 ± 0.52 | 23.96 ± 0.08 | 8.72 ± 1.43 | 3.62 ± 0.30 |
| Subgroup 3 | ARSOM | LR   | LASSO | DT   |
|            | AUC   | 0.62 ± 0.03 | 0.58 ± 0.02 | 0.60 ± 0.01 | 0.52 ± 0.04 |
| Rule #     | 8.72 ± 0.43 | –     | –     | 5.94 ± 0.35 |
| Feature #  | 11.22 ± 0.80 | 25.48 ± 0.14 | 9.00 ± 2.60 | 4.94 ± 0.35 |
| Subgroup 4 | ARSOM | LR   | LASSO | DT   |
|            | AUC   | 0.73 ± 0.02 | 0.75 ± 0.03 | 0.75 ± 0.01 | 0.70 ± 0.03 |
| Rule #     | 5.88 ± 0.37 | –     | –     | 3.62 ± 0.39 |
| Feature #  | 8.90 ± 0.32 | 24.70 ± 0.11 | 8.82 ± 1.60 | 2.62 ± 0.39 |
| All        | ARSOM | LR   | LASSO | DT   |
|            | AUC   | 0.73 ± 0.01 | 0.78 ± 0.00 | 0.79 ± 0.00 | 0.72 ± 0.01 |
| Rule #     | 24.22 ± 0.64 | –     | –     | 12.54 ± 0.45 |
| Feature #  | 21.56 ± 0.45 | 27.97 ± 0.10 | 24.10 ± 0.32 | 11.54 ± 0.45 |

4.4. Discussions

Development of prediction model decision support system is very important in many clinical situations, especially in patients at risk of unplanned ICU transfer. The traditional methods of multiple logistic regressions can only extract single risk factor, but unable to identify risk factor in combination unless defined a priori. Our study used association rule and optimization data mining to identify risk factor of unplanned ICU transfer in ED-admitted patients, and our reduced ARSOM model was non-inferior to other machine learning methods in terms of AUC in ROC curve. The results of confidence and lift were also easy for
Figure 4: AUC Performance of ARSOM in a comparison with LR, LASSO, and DT for the four patient groups.
clinical interpretation. If certain risk factor has a confidence of 0.75, we can say that the probability of unplanned ICU transfers under this condition is 0.75. This inference is more reliable if the support value is high. For example, in patients with infections, those patients with hematological dysfunction, history of cancer, renal dysfunction, or cardiovascular dysfunction had high confidence (>0.75) and adequate support (>0.06) in our study. These conditions were all compatible with diagnostic criteria of severe sepsis, which might have been neglected or ignored by emergency physician, and admitted to ordinary ward rather than direct admission to ICUs. These delayed admissions to ICU may be avoided by using clinical prediction system based on the risk factors identified by our model. In addition, effective risk factors and clinical prediction of unplanned ICU transfer is still lacking in patients with non-infections. In patients with gastrointestinal diseases, those who had history of liver cirrhosis and presented with SIRS had confidence of 0.89 and support of 0.07, which meant that these patients might have high probability of unplanned ICU transfers. Such risk group is hard to be identified by multiple logistic regressions and other traditional methods. The clinical inference of results of our study may be limited due to study design and small case number, but the methodology of our study could be used to develop a clinical support system, and allowed machine learning after continued input of clinical data.

5. Conclusion and Future Work

In this work, we presented an important problem of unplanned ICU transfer due to unexpected clinical deteriorations in critical care. We formulated it as supervised rule-based optimization problem whose main objective is to recognize high-risk patients (unplanned ICU transfer). We proposed a new rule-based decision method (ARSOM) to find the significant associations between risk factors. With the use of real data collected at the teaching hospital, we demonstrated easy-to-interpret results which is beneficial for supporting clinical decisions and non-inferior accuracy compared to other state-of-the-art machine learning methods. Because our study was retrospective, observational, and conducted at a single institution, the generalization of the presented results is considerably limited. Our conclusion would be evidently confident if a population of >25,000 patients admitted to medical wards (see Figure 1) is used to prospectively identify more patients with unplanned ICU transfer after ED admission. However, it would be almost impossible with a chart review study design. The chart reviews had flaws common to such methodologies, involving some inaccuracy and incompleteness in the measurement of vital signs and the recording of medical events as well as inconsistent criteria for ordering certain examinations and identifying abnormalities during these examinations. In the future, it is possible to include more vital signs and laboratory results in our risk evaluations. We may also adopt the concept of our proposed method and results applied to other institutions with different resources and admission policies.
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