Concentration of positive ground state solutions for critical Kirchhoff equation with competing potentials
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Abstract

In this paper, we consider the following singularly perturbed Kirchhoff equation

\[-(\varepsilon^2 a + \varepsilon b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \Delta u + V(x)u = P(x)|u|^{p-2}u + Q(x)|u|^4u, \quad x \in \mathbb{R}^3,\]

where \(\varepsilon > 0\) is a small parameter, \(a, b > 0\) are constants, \(p \in (4, 6)\) and \(V, P, Q\) are potential functions satisfying some competing conditions. We prove the existence of a positive ground state solution by using variational methods, and we determine a concrete set related to the potentials \(V, P\) and \(Q\) as the concentration position of these ground state solutions as \(\varepsilon \to 0\).
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1 Introduction and Main Results

In this paper, we investigate the existence and concentration behavior of positive ground solutions to the following Kirchhoff type equation with critical exponent

\[-(\varepsilon^2 a + \varepsilon b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \Delta u + V(x)u = P(x)|u|^{p-2}u + Q(x)|u|^4u, \quad x \in \mathbb{R}^3,\]  \hspace{1cm} (1.1)

where \(\varepsilon > 0\) is a small parameter, \(a, b > 0\) are constants, \(p \in (4, 6)\). This problem motivated by some works related to the following Kirchhoff equation

\[
\begin{aligned}
&\left\{ \begin{array}{ll}
-M\left(\int_{\Omega} |\nabla u|^2 \, dx\right) \Delta u = f(x, u) & \text{in } \Omega, \\
\quad u = 0 & \text{on } \partial\Omega,
\end{array} \right. \\
&\text{where } M(t) = a + bt \quad (a, b > 0) \text{ for all } t \geq 0. \quad \text{(1.2)}
\end{aligned}
\]

Such a problem is often referred to as being nonlocal because of the presence of the term \(M\left(\int_{\Omega} |\nabla u|^2 \, dx\right)\) which implies that the equation (1.2) is no longer a pointwise identity. This phenomenon leads to some mathematical difficulties, which make the study of such a class of problems particularly interesting, see for example \[2\] and \[5\] for more information.
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about (1.2). Recall that (1.1) is called degenerate when \( a = 0 \) and \( b > 0 \), and a nondegenerate one when \( a > 0 \) and \( b > 0 \) (see e.g. [5], [23]).

On one hand, (1.2) is related to the stationary analogue of the Kirchhoff equation

\[
\begin{cases}
  u_{tt} - M \left( \int_{\Omega} |\nabla u|^2 \, dx \right) \Delta u = f(x, u) & \text{in } \Omega, \\
  u = 0 & \text{on } \partial \Omega.
\end{cases}
\]  

(1.3)

It was proposed by Kirchhoff in [14] as a generalization of the well-known D’Alembert wave equation

\[
\rho \frac{\partial^2 u}{\partial t^2} - \left( \frac{p_0}{\lambda} + \frac{E}{2L} \int_0^L \left| \frac{\partial u}{\partial x} \right|^2 \, dx \right) \frac{\partial^2 u}{\partial x^2} = f(x, u)
\]

for free vibrations of elastic strings. It seems that the first result concerning the global solvability was proved by Bernstein [3]. This result was generalized to the case \( n \geq 1 \) by Pohozaev in [24]. In [19], Lions proposed an abstract framework to the problem. Since then, (1.3) received much more attention. We have to point out that nonlocal problems also appear in other fields as biological systems, where \( u \) describes a process which depends on the average of itself (for example, population density). See, for example, [2] and the references therein. To the best of our knowledge, the variational methods were first involved in [1] and [20]. After that, there have been many works about the existence of nontrivial solutions to (1.2) by using different variational techniques, see e.g. [4, 6, 9, 21, 23, 25, 30, 33] and the references therein.

On the other hand, (1.1) can come back to the following equation

\[
\begin{cases}
  - \left( \varepsilon^2 a + \varepsilon b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx \right) \Delta u + V(x)u = f(u) & x \in \mathbb{R}^3, \\
  u \in H^1(\mathbb{R}^3) 
\end{cases}
\]  

(1.4)

The existence and multiplicity of solutions to (1.4) with \( \varepsilon = 1 \) were studied in some recent works. Li and Ye [16] obtained the existence of a positive ground state of (1.4) with \( f(u) = |u|^{p-1}u \) for \( 2 < p < 5 \). In [6], Deng, Peng and Shuai studied the existence and asymptotical behavior of nodal solutions of (1.4) with \( V \) and \( f \) is radially symmetric in \( x \) as \( b \to 0^+ \). Very recently, Li et al proved that the positive ground state solution of (1.4) with \( V \equiv 1 \) and \( f(u) = |u|^{p-1}u \) (\( 1 < p < 5 \)) is unique and nondegenerate (see [13]).

For the concentration behavior of solutions as \( \varepsilon \to 0^+ \), He and Zou [10] considered the multiplicity and concentration behavior of the positive solutions of (1.4) by using Ljusternik-Schnirelmann theory (see [29]) and minimax methods, the author obtained the multiplicity of positive solutions, which concentrate on the global minima of \( V(x) \) as \( \varepsilon \to 0^+ \). A similar result for the critical case \( f(u) = \lambda g(u) + |u|^4u \) was obtained separately in [11] and [26], where the subcritical term \( g(u) \sim |u|^{p-2}u \) with \( 4 < p < 6 \). In [13], He, Li and Peng constructed a family of positive solutions which concentrates around a local minimum of \( V \) as \( \varepsilon \to 0^+ \) for a critical problem \( f(u) = g(u) + |u|^4u \) with \( g(u) \sim |u|^{p-2}u \) (\( 4 < p < 6 \)). For the more delicate case that \( f(u) = \lambda |u|^{p-2}u + |u|^4u \) with \( 2 < p \leq 4 \) we refer to He and Li [12], where a family of positive solutions which concentrates around a local minimum of \( V \) as \( \varepsilon \to 0^+ \) were obtained.

In this paper, we are concerned with the existence and concentration behavior of ground state solutions for (1.1). We note that (1.1) involves critical exponent and three different potentials which make our problem more complicated. This brings a competition between the potentials \( V, P \) and \( Q \); each one would like to attract ground states to their minimum or maximum points, respectively. It
makes difficulties in determining the concentration position of solutions. This kind of problem can be traced back to [27], and [28] for the semilinear Schrödinger equation. In [7], the authors found new concentration phenomena for Dirac equations with competing potentials and subcritical or critical nonlinearities, respectively. See also [8, 31, 32] for other related results.

We need some notations to help us to determine the concentration set of solutions. Set

\[ 0 < V_{\text{min}} := \min_{x \in \mathbb{R}^3} V(x), \quad V_{\text{max}} := \sup_{x \in \mathbb{R}^3} V(x), \quad V := \{ x \in \mathbb{R}^3 : V(x) = V_{\text{min}} \}, \quad V_{\infty} := \liminf_{|x| \to \infty} V(x), \]

\[ 0 < P_{\text{min}} := \inf_{x \in \mathbb{R}^3} P(x), \quad P_{\text{max}} := \max_{x \in \mathbb{R}^3} P(x), \quad P := \{ x \in \mathbb{R}^3 : P(x) = P_{\text{max}} \}, \quad P_{\infty} := \limsup_{|x| \to \infty} P(x), \]

\[ 0 < Q_{\text{min}} := \inf_{x \in \mathbb{R}^3} Q(x), \quad Q_{\text{max}} := \max_{x \in \mathbb{R}^3} Q(x), \quad Q := \{ x \in \mathbb{R}^3 : Q(x) = Q_{\text{max}} \}, \quad Q_{\infty} := \limsup_{|x| \to \infty} Q(x), \]

Moreover, we assume that \( V, P \) and \( Q \) are three locally Hölder continuous and bounded functions satisfying the following conditions:

(PQ1) \( P \cap Q = \{ x \in \mathbb{R}^3 : P(x) = P_{\text{max}}, Q(x) = Q_{\text{max}} \} \neq \emptyset. \)

(PQ2) \( P_{\text{max}} > P_{\infty} \) and there exist \( R > 0 \) and \( x^* \in P \cap Q \) such that \( V(x^*) \leq V(x) \) for all \( |x| \geq R. \)

(VQ1) \( V \cap Q = \{ x \in \mathbb{R}^3 : V(x) = V_{\text{min}}, Q(x) = Q_{\text{max}} \} \neq \emptyset. \)

(VQ2) \( V_{\infty} > V_{\text{min}} \) and there exist \( R > 0 \) and \( x^* \in V \cap Q \) such that \( P(x^*) \geq P(x) \) for all \( |x| \geq R. \)

Define the following set

\[ A_V = \{ x \in P \cap Q : V(x) = V(x^*) \} \cup \{ x \notin P \cap Q : V(x) < V(x^*) \} \]

and

\[ A_P = \{ x \in V \cap Q : P(x) = P(x^*) \} \cup \{ x \notin V \cap Q : P(x) > P(x^*) \}. \]

Obviously, under the assumptions (PQ1) and (PQ2), the set \( A_V \) is bounded and we can assume \( V(x^*) = \min_{x \in P \cap Q} V(x) \). Similarly, under the assumptions (VQ1) and (VQ2), the set \( A_P \) is bounded and we can assume \( P(x^*) = \max_{x \in V \cap Q} P(x) \).

Now, we can state our main results as follows.

**Theorem 1.1** Suppose that the potentials \( V(x), P(x), Q(x) \) satisfy conditions (PQ1) and (PQ2). Then for any \( \varepsilon > 0 \) small enough, problem (1.1) has at least one positive ground state solution \( u_\varepsilon \). Moreover, if \( V(x), P(x), Q(x) \) are uniformly continuous on \( \mathbb{R}^3 \), then

1. there exists a maximum point \( x_\varepsilon \in \mathbb{R}^3 \) of \( u_\varepsilon \) such that \( \lim_{\varepsilon \to 0} \text{dist}(x_\varepsilon, A_V) = 0 \), and there exist some constants \( c, C > 0 \) such that

\[ u_\varepsilon(x) \leq C \exp\left(-\frac{c}{\varepsilon} |x - x_\varepsilon| \right). \]

2. set \( \tilde{u}_\varepsilon(x) := u_\varepsilon(\varepsilon x + \tilde{x}_\varepsilon) \), where \( \tilde{x}_\varepsilon \) is a maximum point of \( \tilde{u}_\varepsilon \). If \( x_\varepsilon \to x_0 \) as \( \varepsilon \to 0 \), then up to a subsequence, \( \tilde{u}_\varepsilon \) converges in \( H^1(\mathbb{R}^3) \) to a positive ground state solution of

\[ -(\varepsilon^2 a + \varepsilon b) \int_{\mathbb{R}^3} |\nabla u|^2 dx \Delta u + V(x_0)u = P(x_0)|u|^{p-2}u + Q(x_0)|u|^4u, \quad x \in \mathbb{R}^3. \]
In particular if $V \cap P \cap Q \neq \emptyset$, then $\lim_{\varepsilon \to 0} \text{dist}(x_\varepsilon, V \cap P \cap Q) = 0$, and up to a subsequence, $\tilde{u}_\varepsilon$ converges in $H^1(\mathbb{R}^3)$ to a positive ground state solution of

$$-(\varepsilon^2 a + \varepsilon b) \int_{\mathbb{R}^3} |\nabla u|^2 dx \Delta u + V_{\min} u = P_{\max} |u|^{p-2} u + Q_{\max} |u|^4 u, \quad x \in \mathbb{R}^3.$$  \hfill (1.2)

**Theorem 1.2** Suppose that the potentials $V(x)$, $P(x)$, $Q(x)$ satisfy conditions (VQ1) and (VQ2). Then for any $\varepsilon > 0$ small enough, problem (1.1) has at least one positive ground state solution $u_\varepsilon$. Moreover, if $V(x)$, $P(x)$, $Q(x)$ are uniformly continuous on $\mathbb{R}^3$, then

1. there exists a maximum point $x_\varepsilon \in \mathbb{R}^3$ of $u_\varepsilon$ such that $\lim_{\varepsilon \to 0} \text{dist}(x_\varepsilon, A_P) = 0$, and there exist some constants $c, C > 0$ such that

$$u_\varepsilon(x) \leq C \exp\left(-\frac{c}{\varepsilon} |x - x_\varepsilon|\right).$$

2. set $\tilde{u}_\varepsilon(x) := u_\varepsilon(\varepsilon x + \tilde{x}_\varepsilon)$, where $\tilde{x}_\varepsilon$ is a maximum point of $u_\varepsilon$. If $x_\varepsilon \to x_0$ as $\varepsilon \to 0$, then up to a subsequence, $\tilde{u}_\varepsilon$ converges in $H^1(\mathbb{R}^3)$ to a positive ground state solution of

$$-(\varepsilon^2 a + \varepsilon b) \int_{\mathbb{R}^3} |\nabla u|^2 dx \Delta u + V(x_0) u = P(x_0) |u|^{p-2} u + Q(x_0) |u|^4 u, \quad x \in \mathbb{R}^3.$$  \hfill (2.1)

In particular if $V \cap P \cap Q \neq \emptyset$, then $\lim_{\varepsilon \to 0} \text{dist}(x_\varepsilon, V \cap P \cap Q) = 0$, and up to a subsequence, $\tilde{u}_\varepsilon$ converges in $H^1(\mathbb{R}^3)$ to a positive ground state solution of

$$-(\varepsilon^2 a + \varepsilon b) \int_{\mathbb{R}^3} |\nabla u|^2 dx \Delta u + V_{\min} u = P_{\max} |u|^{p-2} u + Q_{\max} |u|^4 u, \quad x \in \mathbb{R}^3.$$  \hfill (2.2)

It is worth to note that we will overcome some difficulties. The first one is the appearance of the nonlocal $(\int_{\mathbb{R}^3} |\nabla u|^2 dx) \Delta u$, one does not know in general

$$\int_{\mathbb{R}^3} |\nabla u|^2 dx \int_{\mathbb{R}^3} \nabla u_n \nabla \varphi dx = \int_{\mathbb{R}^3} |\nabla u|^2 dx \int_{\mathbb{R}^3} \nabla u \nabla \varphi dx + o_n(1), \quad \forall \varphi \in H^1(\mathbb{R}^3)$$

and

$$\left(\int_{\mathbb{R}^3} |\nabla u_n|^2 dx\right)^2 - \left(\int_{\mathbb{R}^3} |\nabla u|^2 dx\right)^2 = \left(\int_{\mathbb{R}^3} |\nabla u_n - \nabla u|^2 dx\right)^2 + o_n(1)$$

from $u_n \rightharpoonup u$ in $H^1(\mathbb{R}^3)$. The second one is that nonlinearity term is critical, then the embedding $H^1(\mathbb{R}^3) \hookrightarrow L^t(\mathbb{R}^3)$ is not compact for any $t \in (2, 6)$ so that the standard variational methods can’t be applied directly. Thus, some new technical analysis need to be established.

This paper is organized as follows. In the forthcoming section we collect some necessary preliminary Lemmas which will be used later. In section 3, we study the auxiliary problem of (1.1). In section 4, We we are devoted to main results associated with (1.1) and some properties as $\varepsilon \to 0^+$.  

**Notation.** In this paper we make use of the following notations.

- For any $R > 0$ and for any $x \in \mathbb{R}^3$, $B_R(x)$ denotes the ball of radius $R$ centered at $x$.
- $L^p(\mathbb{R}^3)$, $1 \leq p < +\infty$ denotes the Lebesgue space with the norm $|u|_p = (\int_{\mathbb{R}^3} |u|^p dx)^\frac{1}{p}$.
- $L^\infty(\mathbb{R}^3)$ denotes the Lebesgue space with the norm $|u|_\infty = \text{ess sup} |f|$.
- The letters $C, C_i$ stand for positive constants (possibly different from line to line).
- "$\rightharpoonup$" for the strong convergence and "$\rightarrow$" for the weak convergence.
- $\mu(A)$ denotes the Lebesgue measure of $A \subset \mathbb{R}^3$. 


2 Preliminaries

Throughout the paper, we consider the Sobolev space \( E = H^1(\mathbb{R}^3) \) with the following standard norm
\[
\|u\| = \left( \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2)dx \right)^{\frac{1}{2}}
\]
and denote the norm of \( D^{1,2}(\mathbb{R}^3) \) by
\[
\|u\|_{D^{1,2}} = \left( \int_{\mathbb{R}^3} (|\nabla u|^2)dx \right)^{\frac{1}{2}}.
\]
In the following, we denote by \( S \) the best Sobolev constant:
\[
S|u|^3_0 \leq \int_{\mathbb{R}^3} |\nabla u|^2 dx.
\]
Making the change of variable \( x \mapsto \varepsilon x \) and \( v(x) = u(\varepsilon x) \), problem (1.1) reduces to the equation
\[
-(a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx) \Delta v + V(\varepsilon x)v = P(\varepsilon x)|v|^{p-2}v + Q(\varepsilon x)|v|^4v, \quad x \in \mathbb{R}^3. \tag{2.1}
\]
Thus, it suffices to study (2.1) and the norm
\[
\|v\|_\varepsilon = (a \int_{\mathbb{R}^3} |\nabla v|^2 dx + \int_{\mathbb{R}^3} V(\varepsilon x)v^2 dx)^{\frac{1}{2}}
\]
is an equivalent norm on \( E \).

The corresponding energy functional
\[
J_\varepsilon(v) = \frac{1}{2} \|v\|_\varepsilon^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v|^2 dx - \frac{1}{p} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx - \frac{1}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx.
\]
It is easy to check that \( J_\varepsilon \) is well defined on \( E \) and \( J_\varepsilon \in C^1(E, \mathbb{R}) \).

Let us define the Nehari manifold \([29]\) associated with \( J_\varepsilon \)
\[
\mathcal{N}_\varepsilon := \left\{ u \in E \setminus \{0\} \mid I_\varepsilon(u) = 0 \right\},
\]
where \( I_\varepsilon(u) = \langle J'_\varepsilon(u), u \rangle \).

**Lemma 2.1** There exists \( \sigma > 0 \) which is independent of \( \varepsilon \) such that
\[
\|v\|_\varepsilon > \sigma \quad \text{and} \quad J_\varepsilon(v) \geq \frac{p-2}{2p} \sigma^2 \quad \text{for all} \quad v \in \mathcal{N}_\varepsilon.
\]

**Proof:** For any \( v \in \mathcal{N}_\varepsilon \), we have
\[
0 = \|v\|_\varepsilon^2 + b \int_{\mathbb{R}^3} |\nabla v|^2 dx - \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx - \int_{\mathbb{R}^3} Q(\varepsilon x)v^6 dx.
\]
\[
\geq \|v\|_\varepsilon^2 + b \int_{\mathbb{R}^3} |\nabla v|^2 dx - C(\|v\|_\varepsilon^p + \|v\|_\varepsilon^6)
\]
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which implies that there exists $\sigma > 0$ such that $\|v\|_\varepsilon > \sigma > 0$. In the above inequality, we have used the boundness of $P(x)$ and $Q(x)$, and the Sobolev embedding Theorem.

On the other hand, we have

\[
J_\varepsilon(v) = \frac{1}{2}\|v\|_\varepsilon^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v|^2 dx - \frac{1}{p} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx - \frac{1}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx,
\]

\[
\geq \frac{1}{2}\|v\|_\varepsilon^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v|^2 dx - \frac{1}{p} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx - \frac{1}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx,
\]

\[
= \frac{1}{2}\|v\|_\varepsilon^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v|^2 dx - \frac{1}{p}(\|v\|_\varepsilon^2 + b(\int_{\mathbb{R}^3} |\nabla v|^2 dx)^2),
\]

\[
\geq \left(\frac{1}{2} - \frac{1}{p}\right)\|v\|_\varepsilon^2
\]

\[
\geq \frac{p - 2}{2p} \sigma^2.
\]

\[\square\]

**Remark 2.2** By a direct computation we have $\langle I_\varepsilon'(u), u \rangle < 0$, which implies that $I_\varepsilon'(u) \neq 0$, $\forall u \in \mathcal{N}_\varepsilon$. It follows from the Implicit Function Theorem that $\mathcal{N}_\varepsilon$ is a $C^1$-manifold.

One can easily check that the functional $J_\varepsilon$ satisfies the mountain-pass geometry, that is the following lemma holds.

**Lemma 2.3** $J_\varepsilon$ has the mountain geometry structure.

1. There exist $a_0, r_0 > 0$ independent of $\varepsilon$, such that $J_\varepsilon(v) \geq a_0$, for all $v \in E$ with $\|v\| = r_0$.

2. For any $v \in E \setminus \{0\}$, $\lim_{t \to \infty} J_\varepsilon(tv) = -\infty$.

**Lemma 2.4** For any $v \in E \setminus \{0\}$, there exists a unique $t(v) > 0$ such that $t(v)v \in \mathcal{N}_\varepsilon$ and

\[
J_\varepsilon(t(v)v) = \max_{t \geq 0} J_\varepsilon(tv).
\]

**Proof:** For any $v \in E \setminus \{0\}$, define $g(t) = J_\varepsilon(tv)$, $t \in [0, +\infty)$. Then

\[
g(t) = \frac{t^2}{2}\|v\|_\varepsilon^2 + \frac{bt^4}{4} \int_{\mathbb{R}^3} |\nabla v|^2 dx - \frac{t^p}{p} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx - \frac{t^6}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx.
\]

It is easy to see that $g(t) > 0$ for $t > 0$ small and $g(t) < 0$ for $t > 0$ large enough, so there exists $t_0 > 0$ such that

\[
g'(t_0) = 0 \quad \text{and} \quad g(t_0) = \max_{t \geq 0} g(t) = \max_{t \geq 0} J_\varepsilon(tv).
\]

It follows from $g'(t_0) = 0$ that $t_0v \in \mathcal{N}_\varepsilon$.

If there exist $0 < t_1 < t_2$ such that $t_1v \in \mathcal{N}_\varepsilon$ and $t_2v \in \mathcal{N}_\varepsilon$. Then

\[
\frac{1}{t_1^2}\|v\|_\varepsilon^2 + b\int_{\mathbb{R}^3} |\nabla v|^2 dx^2 = t_1^{p-4} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx + t_1^2 \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx
\]
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where

\[ \frac{1}{t^2} \|v\|^2 + b(\int_{\mathbb{R}^3} |\nabla v|^2 dx)^2 = t^{p-4} \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx + t^2 \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx. \]

It follows that

\[ \left( \frac{1}{t_1^2} - \frac{1}{t_2^2} \right) \|v\|^2_\varepsilon = (t_1^{p-4} - t_2^{p-4}) \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx + (t_1^2 - t_2^2) \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx, \]

which is a contradiction. \(\blacksquare\)

**Lemma 2.5** For any \(\varepsilon > 0\), let

\[ c_\varepsilon = \inf_{v \in \mathcal{N}_\varepsilon} J_\varepsilon(v), \quad c_\varepsilon^* = \inf_{v \in \mathcal{E} \setminus \{0\}} \max_{t \geq 0} J_\varepsilon(tv), \quad c_\varepsilon^{**} = \inf_{\gamma \in \Gamma} \sup_{t \in [0,1]} J_\varepsilon(\gamma(t)), \]

where

\[ \Gamma = \{\gamma(t) \in C([0,1], \mathcal{E}) : \gamma(0) = 0, J_\varepsilon(\gamma(1)) < 0\}. \]

Then, \(c_\varepsilon = c_\varepsilon^* = c_\varepsilon^{**}\).

**Proof:** We divided the proof into three steps.

**Step1:** \(c_\varepsilon^* = c_\varepsilon\). By Lemma 2.4 we have

\[ c_\varepsilon^* = \inf_{v \in \mathcal{E} \setminus \{0\}} \max_{t \geq 0} J_\varepsilon(tv) = \inf_{v \in \mathcal{E} \setminus \{0\}} J_\varepsilon(t(v)v) = \inf_{v \in \mathcal{N}_\varepsilon} J_\varepsilon(v) = c_\varepsilon. \]

**Step2:** \(c_\varepsilon^* \geq c_\varepsilon^{**}\). From Lemma 2.4, for any \(v \in \mathcal{E} \setminus \{0\}\), there exists \(T\) large enough, such that \(J_\varepsilon(Tv) < 0\). Define \(\gamma(t) = tv, t \in [0,1]\), then \(\gamma(t) \in \Gamma\). Thus

\[ c_\varepsilon^{**} = \inf_{\gamma \in \Gamma} \sup_{t \in [0,1]} J_\varepsilon(\gamma(t)) \leq \sup_{t \in [0,1]} J_\varepsilon(\gamma(t)) \leq \max_{t \geq 0} J_\varepsilon(tv). \]

It follows that \(c_\varepsilon^* \geq c_\varepsilon^{**}\).

**Step3:** \(c_\varepsilon^{**} \geq c_\varepsilon\). The manifold \(\mathcal{N}_\varepsilon\) separates \(\mathcal{E}\) into two components. It is easy to know that the component containing the origin also contains a small ball around the origin. It follows from \(g(t) = (J_\varepsilon(Tv), v) \geq 0\) for all \(0 \leq t \leq t(v)\) in Lemma 2.4 that \(J_\varepsilon(v) \geq 0\) in this component. Thus every \(\gamma \in \Gamma\) has to cross \(\mathcal{N}_\varepsilon\). Then \(c_\varepsilon^{**} \geq c_\varepsilon\). \(\blacksquare\)

**Lemma 2.6** Any \((PS)_\varepsilon\) sequence \(\{v_n\}\) for \(J_\varepsilon\) is bounded, and

\[ \limsup_{n \to \infty} \|v_n\| \leq \sqrt{\frac{2p}{p-2}} c. \]

**Proof:** Suppose that \(\{v_n\}\) is a \((PS)_\varepsilon\) sequence of \(J_\varepsilon\), we have

\[ J_\varepsilon(v_n) \to c, \quad J_\varepsilon'(v_n) \to 0. \]

Thus

\[ c + o(1) + o(1)\|v_n\|_\varepsilon = J_\varepsilon(v_n) - \frac{1}{p} \langle J_\varepsilon'(v_n), v_n \rangle \]
\[ = \left( \frac{1}{2} - \frac{1}{p} \right) \|v_n\|^2_\varepsilon + \left( \frac{1}{4} - \frac{1}{p} \right) b(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 \]
\[ + \left( \frac{1}{p} - \frac{1}{6} \right) \int_{\mathbb{R}^3} Q(\varepsilon x)v_n^6 dx. \]
It follows that
\[
\left(\frac{1}{2} - \frac{1}{p}\right)\|v_n\|_2^2 \leq c + o(1) + o(1)\|v_n\|_\varepsilon.
\]
Then \(\{v_n\}\) is bounded in \(E\), and
\[
\limsup_{n \to \infty} \|v_n\|_\varepsilon \leq \sqrt{\frac{2p}{p-2}} c.
\]

\[\blacksquare\]

**Lemma 2.7** If \(\{v_n\}\) is a \((PS)_{c_\varepsilon}\) sequence of \(J_\varepsilon\) in \(E\), then there exists \(v \in E\) such that \(v_n \rightharpoonup v\) in \(E\) and \(J'_\varepsilon(v) = 0\).

**Proof:** The proof is similar in [17], we give it for completeness. By Lemma 2.6, we know that \(\{v_n\}\) is bounded in \(E\). Then, up to a subsequence, we have
\[
\begin{align*}
v_n & \rightharpoonup v \quad \text{in } E \\
v_n & \rightarrow v \quad \text{a.e. in } \mathbb{R}^3, \\
v_n & \rightarrow v \quad \text{in } L^q(\mathbb{R}^3), \text{ for } 2 \leq q \leq 6.
\end{align*}
\]
For any function \(\phi \in C_0^\infty(\mathbb{R}^3)\), since \(J'_\varepsilon(v_n) \to 0\), we have
\[
o(1) = \int_{\mathbb{R}^3} (a\nabla v_n \nabla \phi + V(\varepsilon x)v_n \phi)dx + b\int_{\mathbb{R}^3} |\nabla v_n|^2 dx \int_{\mathbb{R}^3} \nabla v_n \nabla \phi dx \\
- \int_{\mathbb{R}^3} P(\varepsilon x)|v_n|^{p-2}v_n \phi dx - \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^4v_n \phi dx,
\]
Assume that \(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx \to A^2\), as \(n \to \infty\). Then, we have
\[
0 = \int_{\mathbb{R}^3} (a\nabla v \nabla \phi + V(\varepsilon x)v \phi)dx + bA^2\int_{\mathbb{R}^3} \nabla v \nabla \phi dx \\
- \int_{\mathbb{R}^3} P(\varepsilon x)|v|^{p-2}v \phi dx - \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^4v \phi dx.
\]
Thus, we can get
\[
\int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x)v^2)dx + bA^2\int_{\mathbb{R}^3} |\nabla v|^2 dx = \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx + \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx.
\]
It is easy to know that \(\int_{\mathbb{R}^3} |\nabla v|^2 dx \leq A^2\). If \(\int_{\mathbb{R}^3} |\nabla v|^2 dx < A^2\), we have
\[
\int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x)v^2)dx + b(\int_{\mathbb{R}^3} |\nabla v|^2 dx)^2 < \int_{\mathbb{R}^3} P(\varepsilon x)|v|^p dx + \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6 dx.
\]
Then, there exists $0 < t_0 < 1$ such that $t_0 v \in \mathcal{N}_\varepsilon$. Thus, we have

$$c_\varepsilon \leq J'_\varepsilon(t_0v) - \frac{1}{4} (J'_\varepsilon(t_0v), t_0v)$$

$$= \frac{t_0^2}{4} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x)v^2)dx + \left(\frac{\beta}{4} - \frac{t_0^p}{p}\right) \int_{\mathbb{R}^3} P(\varepsilon x)|v|^pdx + \frac{t_0^6}{4} - \frac{t_0^6}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6dx$$

$$\leq \frac{1}{4} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x)v^2)dx + \left(\frac{1}{4} - \frac{1}{p}\right) \int_{\mathbb{R}^3} P(\varepsilon x)|v|^pdx + \left(\frac{1}{4} - \frac{1}{6}\right) \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6dx$$

$$\leq \liminf_{n \to \infty} \left[ \frac{1}{4} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x)v^2)dx + \left(\frac{1}{4} - \frac{1}{p}\right) \int_{\mathbb{R}^3} P(\varepsilon x)|v|^pdx \right.$$

$$\left. + \left(\frac{1}{4} - \frac{1}{6}\right) \int_{\mathbb{R}^3} Q(\varepsilon x)|v|^6dx \right]$$

$$= \liminf_{n \to \infty} \left[ J'_\varepsilon(v_n) - \frac{1}{4} (J'_\varepsilon(v_n), v_n) \right]$$

$$= c_\varepsilon.$$ 

Then, as $n \to \infty$, we have $\int_{\mathbb{R}^3} |\nabla v_n|^2dx \to \int_{\mathbb{R}^3} |\nabla v|^2dx$. Therefore, $J'_\varepsilon(v) = 0$. $\square$

In order to investigate (2.1), we need some results about (2.1) with constant coefficients. Consider the following problem

$$- (a + b \int_{\mathbb{R}^3} |\nabla v|^2dx) \Delta v + kv = \tau |v|^{p-2}v + \nu |v|^4v, \quad x \in \mathbb{R}^3.$$  

(2.2) where $k, \tau$ and $\nu$ are positive constants. The associated energy functional is

$$\Phi^{*}_{k\tau \nu}(v) = \frac{1}{2}||v||^2_k + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v|^2dx)^2 - \frac{\tau}{p} \int_{\mathbb{R}^3} |v|^pdx - \frac{\nu}{6} \int_{\mathbb{R}^3} |v|^6dx,$$

where $||v||^2_k := \int_{\mathbb{R}^3} (a|\nabla v|^2 + kv^2)dx$ and $||v||_k$ is an equivalent norm on $E$.

By Lemma 2.5, we have

$$m^{*}_{k\tau \nu} := \inf_{v \in E \setminus \{0\}} \max_{t \geq 0} \Phi^{*}_{k\tau \nu}(tv) = \inf_{v \in \mathcal{N}^{*}_{k\tau \nu}} \Phi^{*}_{k\tau \nu}(tv),$$

where $\mathcal{N}^{*}_{k\tau \nu} = \{v \in E \setminus \{0\} | (\Phi^{*}_{k\tau \nu})'(v), v) = 0\}$. 

Lemma 2.8 [19] For $t, s > 0$ and $\lambda$ is a positive constant, the following system

$$\begin{align*}
\Phi(t, s) &= t - aS\lambda^{-\frac{1}{2}}(t + s)^{\frac{1}{2}} = 0, \\
\Psi(t, s) &= s - bS^2\lambda^{-\frac{3}{2}}(t + s)^{\frac{3}{2}} = 0.
\end{align*}$$

has a unique solution $(t_0, s_0)$. Moreover, if $\Phi(t, s) \geq 0$ and $\Psi(t, s) \geq 0$, then $t \geq t_0, s \geq s_0$.

In order to establish the existence result, we need to show that the mountain pass value is less than the critical level. This result can be found in the following Lemma.

Lemma 2.9 [19] For any $\varepsilon > 0$ and $Q(x) \equiv q > 0$, we have $c_\varepsilon < \frac{ab}{4q} S^3 + \frac{(b^2 S^4 + 4qaS)^{3/2}}{24q^2} + \frac{b^3 S^6}{24q^2}$. 
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Lemma 2.10  Problem (2.2) has at least one positive ground state solution.

Proof: By Lemma 2.3 and Lemma 2.5 there exits a sequence \( \{v_n\} \) which is a \((PS)_{m^*_{kT\nu}}\) sequence of \( \Phi^*_{kT\nu}(v) \). From Lemma 2.6 we know that \( \{v_n\} \) is bounded in \( E \). Hence, up to a subsequence, we have

\[
\begin{align*}
v_n & \to v \quad \text{in } E, \\
v_n & \to v \quad \text{a.e. in } \mathbb{R}^3, \\
v_n & \to v \quad \text{in } L^q(\mathbb{R}^3), \quad \text{for } 2 \leq q \leq 6.
\end{align*}
\]

It follows from Lemma 2.7 that \((\Phi^*_{kT\nu})'(v) = 0\).

Since \( \{v_n\} \) is a \((PS)_{m^*_{kT\nu}}\) sequence of \( \Phi^*_{kT\nu} \), we have

\[
o(1) = \langle (\Phi^*_{kT\nu})'(v_n), v_n \rangle = \|v_n\|^2_k + b \int_{\mathbb{R}^3} |\nabla v_n|^2 dx - \tau \int_{\mathbb{R}^3} |v_n|^p dx - \nu \int_{\mathbb{R}^3} |v_n|^6 dx.
\]

Since \( \{v_n\} \) is bounded in \( E \), as \( n \to \infty \), we can assume

\[
\|v_n\|^2_k \to l_1,
\]

\[
b \left( \int_{\mathbb{R}^3} |\nabla v_n|^2 dx \right) \to l_2,
\]

and

\[
\tau \int_{\mathbb{R}^3} |v_n|^p dx + \nu \int_{\mathbb{R}^3} |v_n|^6 dx \to l_3.
\]

Then we have \( l_3 = l_1 + l_2 \).

If \( l_3 = 0 \), we have \( v_n \to 0 \) in \( E \). Then \( \Phi^*_{kT\nu}(v_n) \to 0 \), which contradicts \( m^*_{kT\nu} > 0 \). Thus, \( l_3 \neq 0 \).

In (2.5), if \( \int_{\mathbb{R}^3} |v_n|^p dx \to 0 \), then we have

\[
\nu \int_{\mathbb{R}^3} |v_n|^6 dx \to l_3.
\]

By the definition of the best constant \( S \), we have

\[
a^3 \nu \int_{\mathbb{R}^3} |v_n|^6 dx \leq a^3 \nu (S^{-1} \int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^3 \leq \nu S^{-3} \|v_n\|^6_k
\]

and

\[
b(\nu \int_{\mathbb{R}^3} |v_n|^6 dx)^{2/3} \leq b(\nu \int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 \leq b(\nu \int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 \leq b(\nu \int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2.
\]

Letting \( n \to \infty \) in the above two inequalities, we have

\[
a^3 l_3 \leq \nu S^{-3} l_1^3 \quad \text{and} \quad b l_3^{2/3} \leq \nu S^{-2} l_2.
\]

Therefore,

\[
l_1 \geq aS \nu^{-3/2} (l_1 + l_2)^{1/3} \quad \text{and} \quad l_2 \geq bS^2 \nu^{-2/3} (l_1 + l_2)^{2/3}.
\]

By Lemma 2.8 we have

\[
\frac{1}{3} l_1 + \frac{1}{12} l_2 \geq c^* := \frac{ab}{4\nu S^3} + \frac{(b^2 S^4 + 4\nu aS)^{3/2}}{24\nu^2} + \frac{b^3 S^6}{24\nu^2}.
\]
On the other hand,

\[ m_{k^*}^\nu = \Phi_{k^*}^\nu(v_n) + o(1) \]

\[ = \frac{1}{2} \|v_n\|^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx - \frac{\tau}{p} \int_{\mathbb{R}^3} |v_n|^p \, dx - \frac{\nu}{6} \int_{\mathbb{R}^3} |v_n|^6 \, dx + o(1) \]

\[ = \frac{1}{2} \|v_n\|^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx - \frac{\nu}{6} \int_{\mathbb{R}^3} |v_n|^6 \, dx + o(1) \]

\[ = \frac{1}{3} \|v_n\|^2 + \frac{b}{12} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx + o(1) \]

Using (2.3) and (2.4) in the above expression, we obtain

\[ m_{k^*}^\nu = \frac{1}{3} l_1 + \frac{1}{12} l_2 \geq c^* , \]

which contradicts Lemma 2.9.

Therefore, \( \int_{\mathbb{R}^3} |v_n|^p \to l_4 > 0 , \) as \( n \to \infty \). Then, by Lions’s Lemma, there exists \( (y_n) \subset \mathbb{R}^3 \), \( \rho, \eta > 0 \) such that

\[ \limsup_{n \to \infty} \int_{B_{\rho}(y_n)} |v_n|^2 \, dx \geq \eta. \]  

(2.7)

Let \( \bar{v}_n(x) = v_n(x + y_n) \), then \( \|\bar{v}_n\|_k \leq C \) in \( E \), so there exists \( \bar{v} \in E \) such that \( \bar{v}_n \to \bar{v} \) in \( E \) and \( \bar{v}_n \to \bar{v} \) a.e in \( \mathbb{R}^3 \), by (2.7), we get \( \bar{v} \neq 0 \).

It is easy to prove that

\[ (\Phi_{k^*}^\nu)'(\bar{v}) = m_{k^*}^\nu, \quad (\Phi_{k^*}^\nu)'(\bar{v}_n) \to 0. \]

Then, we have \( (\Phi_{k^*}^\nu)'(\bar{v}) = 0 \) and \( \bar{v} \in N_{k^*}. \)

Moreover,

\[ m_{k^*}^\nu = \lim_{n \to \infty} \left[ (\Phi_{k^*}^\nu)(\bar{v}_n) - \frac{1}{4}(\Phi_{k^*}^\nu)'(\bar{v}_n, \bar{v}_n) \right] \]

\[ = \lim_{n \to \infty} \left[ \frac{1}{4} \|\bar{v}_n\|^2 + \frac{1 - \frac{1}{p}}{p} \int_{\mathbb{R}^3} |\bar{v}_n|^p \, dx + \frac{1 - \frac{1}{6}}{6} \int_{\mathbb{R}^3} |\bar{v}_n|^6 \, dx \right] \]

\[ \geq \frac{1}{4} \|\bar{v}\|^2 + \frac{1 - \frac{1}{p}}{p} \int_{\mathbb{R}^3} |\bar{v}|^p \, dx + \frac{1 - \frac{1}{6}}{6} \int_{\mathbb{R}^3} |\bar{v}|^6 \, dx \]

\[ = (\Phi_{k^*}^\nu)(\bar{v}) - \frac{1}{4}(\Phi_{k^*}^\nu)'(\bar{v}, \bar{v}) \]

\[ = (\Phi_{k^*}^\nu)(\bar{v}), \]

which means \( (\Phi_{k^*}^\nu)'(\bar{v}) = m_{k^*}^\nu \). It is easy to know that \( |\bar{v}| \in N_{k^*} \) and \( (\Phi_{k^*}^\nu)'(\bar{v}) = m_{k^*}^\nu \).

According to the proof of Theorem 4.3 in [29], we can show that \( (\Phi_{k^*}^\nu)'(\bar{v}) = 0 \). Without loss of generality, we can assume \( \bar{v} \geq 0 \). By the theory of elliptic regularity, \( \bar{v} \in C^2(\mathbb{R}^3) \), and by using strong maximum principle, we get \( \bar{v} > 0 \) in \( \mathbb{R}^3 \).

\[ \square \]

**Lemma 2.11** For the positive constants \( k_i, \tau_i \) and \( \nu_i \), \( i = 1, 2 \). If

\[ \min \{ k_2 - k_1, \tau_1 - \tau_2, \nu_1 - \nu_2 \} \geq 0, \]

then \( m_{k_1, \tau_1, \nu_1}^* \leq m_{k_2, \tau_2, \nu_2}^* \). Additionally, if \( \max \{ k_2 - k_1, \tau_1 - \tau_2, \nu_1 - \nu_2 \} > 0, \) then \( m_{k_1, \tau_1, \nu_1}^* < m_{k_2, \tau_2, \nu_2}^*. \)
In this section, we mainly consider an auxiliary problem, for $c \in [V_{min}, V_{max}]$, $d \in [P_{min}, P_{max}]$ and $e \in [Q_{min}, Q_{max}]$, we define

$$V_\epsilon^c(x) = \max\{c, V(\epsilon x)\},$$

$$P_\epsilon^d(x) = \min\{d, P(\epsilon x)\},$$

$$Q_\epsilon^e(x) = \min\{e, Q(\epsilon x)\}.$$  

When $x = 0$, we set $V(0) = \max\{c, V(0)\}$, $P(0) = \min\{d, P(0)\}$ and $Q(0) = \min\{e, Q(0)\}$.

Consider the following equation

$$-(a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx) \Delta v + V_\epsilon^c(x)v = P_\epsilon^d(x)|v|^{p-2}v + Q_\epsilon^e(x)|v|^4v, \quad x \in \mathbb{R}^3. \tag{3.1}$$

whose energy functional is

$$J_\epsilon^{cd}(v) = \frac{1}{2} \int_{\mathbb{R}^3} (|\nabla v|^2 + V_\epsilon^c(x)v^2) dx + \frac{b}{4} \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 - \frac{1}{p} \int_{\mathbb{R}^3} P_\epsilon^d(x)|v|^p dx - \frac{1}{6} \int_{\mathbb{R}^3} Q_\epsilon^e(x)|v|^6 dx.$$  

By Lemma 2.5, we have

$$c_\epsilon^{cd} := \inf_{v \in E \setminus \{0\}} \max_{t \geq 0} J_\epsilon^{cd}(tv) = \inf_{v \in \mathcal{N}_\epsilon^{cd}} J_\epsilon^{cd}(v),$$

where $\mathcal{N}_\epsilon^{cd} = \{v \in E \setminus \{0\} \mid (J_\epsilon^{cd})'(v), v) = 0\}$.

**Lemma 3.1** For any $y \in \mathbb{R}^3$, \( \limsup_{\epsilon \to 0} c_\epsilon \leq m_{V(y)}^*P(y)Q(y) \).

**Proof:** Let $v$ be a ground state solution of

$$-(a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx) \Delta v + V(y)v = P(y)|v|^{p-2}v + Q(y)|v|^4v, \quad x \in \mathbb{R}^3.$$  

Then, we have $v \in \mathcal{N}_{V(y)}^*P(y)$ and $\Phi_{V(y)}^*P(y)Q(y)(v) = m_{V(y)}^*P(y)Q(y)$.

Define $v_\epsilon(x) = v(x - \frac{y}{\epsilon})$. From Lemma 2.4, we know that there exists a unique $t_\epsilon > 0$ satisfying

$$t_\epsilon v_\epsilon \in \mathcal{N}_\epsilon \quad \text{and} \quad J_\epsilon(t_\epsilon v_\epsilon) = \sup_{t \geq 0} J_\epsilon(tv_\epsilon).$$

By $t_\epsilon v_\epsilon \in \mathcal{N}_\epsilon$, we can prove $t_\epsilon$ is bounded. It follows from Lemma 2.1 that $t_\epsilon$ has a positive lower bound. Without loss of generality, we assume $t_\epsilon \to t_0 > 0$. 

\[\square\]
By Lemma 2.5, the proof is completed. 

**Proof:** For any \( \varepsilon > 0 \), we have 

\[
\frac{t_\varepsilon^2}{2} \int_{\mathbb{R}^3} (a|\nabla v_\varepsilon|^2 + V(\varepsilon x)v_\varepsilon^2)dx + b t_\varepsilon^4 \left( \int_{\mathbb{R}^3} |\nabla v_\varepsilon|^2 dx \right)^2 = t_\varepsilon^p \int_{\mathbb{R}^3} P(\varepsilon x)|v_\varepsilon|^p dx + t_\varepsilon^6 \int_{\mathbb{R}^3} Q(\varepsilon x)|v_\varepsilon|^6 dx.
\]

Thus, we have 

\[
t_\varepsilon^2 \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x + y)v^2)dx + b t_\varepsilon^4 \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 = t_\varepsilon^p \int_{\mathbb{R}^3} P(\varepsilon x + y)|v|^p dx + t_\varepsilon^6 \int_{\mathbb{R}^3} Q(\varepsilon x + y)|v|^6 dx.
\]

Letting \( \varepsilon \to 0 \), by Lebesgue Dominated Convergence Theorem, we get 

\[
t_0^2 \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(y)v^2)dx + b t_0^4 \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 = t_0^p \int_{\mathbb{R}^3} P(y)|v|^p dx + t_0^6 \int_{\mathbb{R}^3} Q(y)|v|^6 dx,
\]

which means \( t_0 v \in \mathcal{N}_{V(y)P(y)Q(y)}^* \). By using Lemma 2.4 and \( v \in \mathcal{N}_{V(y)P(y)Q(y)}^* \), we obtain \( t_0 = 1 \). So we get 

\[
c_\varepsilon \leq J_\varepsilon(t_\varepsilon v_\varepsilon)
\]

\[
= \frac{t_\varepsilon^2}{2} \int_{\mathbb{R}^3} (a|\nabla v_\varepsilon|^2 + V(\varepsilon x)v_\varepsilon^2)dx + b t_\varepsilon^4 \left( \int_{\mathbb{R}^3} |\nabla v_\varepsilon|^2 dx \right)^2 - \frac{t_\varepsilon^6}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v_\varepsilon|^6 dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(\varepsilon x + y)v^2)dx + b t_\varepsilon^4 \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 - \frac{t_\varepsilon^6}{6} \int_{\mathbb{R}^3} Q(\varepsilon x + y)|v|^6 dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V(y)v^2)dx + b t_\varepsilon^4 \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 - \frac{1}{p} \int_{\mathbb{R}^3} P(y)|v|^p dx
\]

\[
= \Phi_{V(y)P(y)Q(y)}^*(v) + o_\varepsilon(1)
\]

\[
= m_{V(y)P(y)Q(y)}^*(v) + o_\varepsilon(1).
\]

Therefore, \( \limsup_{\varepsilon \to 0} c_\varepsilon \leq m_{V(y)P(y)Q(y)}^* \). 

**Lemma 3.2** For any \( \varepsilon > 0 \), we have 

\[
c_\varepsilon \int_{\mathbb{R}^3}^V(0)\,dQ_{\max} \geq m_{V(0)} P_{Q_{\max}}^*.
\]

**Proof:** For any \( v \in E \), we have 

\[
J_\varepsilon^V(0)\,dQ_{\max}(tv) \geq \Phi_{V(0)} P_{Q_{\max}}^*(tv). \]

So 

\[
\inf_{u \in E} \max_{t > 0} J_\varepsilon^V(0)\,dQ_{\max}(tv) \geq \inf_{u \in E} \max_{t > 0} \Phi_{V(0)} P_{Q_{\max}}^*(tv).
\]

By Lemma 3.2, the proof is completed.
4 Proof of the Main Results

Lemma 4.1 Suppose that the potential functions $V(x)$, $P(x)$ and $Q(x)$ satisfy conditions (PQ1) and (PQ2). Then for any $\varepsilon > 0$ small enough, problem (1.1) has at least one positive ground state solution.

Proof: By Lemma 2.5, we can choose a sequence $\{v_n\} \subset N_\varepsilon$ such that $J_\varepsilon(v_n) \to c_\varepsilon$. In view of Ekeland’s variational principle, the sequence can be chosen to be a $(PS)_{c_\varepsilon}$ sequence of $J_\varepsilon(v)$. From Lemma 2.6 we know that $\{v_n\}$ is bounded in $E$. Hence, up to a subsequence, we have

$$v_n \to v \quad \text{in} \quad E$$

$$v_n \to v \quad \text{a.e. in} \quad \mathbb{R}^3$$

$$v_n \to v \quad \text{in} \quad L^q(\mathbb{R}^3), \quad \text{for} \quad 2 \leq q \leq 6.$$ 

It follows from Lemma 2.7 that $J'_\varepsilon(v) = 0$. Now we prove $v_\varepsilon \neq 0$.

Claim 1: there exist $(y_n) \subset \mathbb{R}^3$ and $\rho, \eta > 0$ such that

$$\limsup_{n \to \infty} \int_{B_\rho(y_n)} |v_n|^2 dx \geq \eta. \quad (4.1)$$

Otherwise, we have $v_n \to 0$ in $L^q(\mathbb{R}^3)$, $2 < q < 6$.

Since $\{v_n\}$ is a $(PS)_{c_\varepsilon}$ sequence of $J_\varepsilon$, we have

$$o(1) = \langle J'_\varepsilon(v_n), v_n \rangle$$

$$= ||v_n||^2_\varepsilon + b(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 - \int_{\mathbb{R}^3} P(\varepsilon x)|v_n|^p dx - \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 dx.$$ 

Thus,

$$o(1) = ||v_n||^2_\varepsilon + b(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 - \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 dx.$$ 

Since $\{v_n\}$ is bounded in $E$, as $n \to \infty$, we can assume

$$||v_n||^2_\varepsilon \to l_1, \quad (4.2)$$

$$b(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 \to l_2, \quad (4.3)$$

and

$$\int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 dx \to l_3. \quad (4.4)$$

Then we have $l_3 = l_1 + l_2$.

If $l_3 = 0$, we have $v_n \to 0$ in $E$. Then $J_\varepsilon(v_n) \to 0$, which contradicts $c_\varepsilon > 0$. Thus, $l_3 \neq 0$. By the definition of the best constant $S$, we have

$$S \leq \frac{1}{a} \int_{\mathbb{R}^3} a |\nabla v_n|^2 dx \leq \frac{1}{a} ||v_n||^2_\varepsilon \leq \frac{1}{a} (Q^{-1}_{\max} \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 dx)^{1/3}$$
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and
\[ bS^2 \leq \frac{b\left( \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx \right)^2}{Q_{\max}^{-2/3} \left( \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 \, dx \right)^{2/3}}. \]

Letting \( n \to \infty \) in the above two inequalities, we have
\[ aS_1^{1/3} \leq Q_{\max}^{1/3} l_1 \quad \text{and} \quad bS_2^{2/3} \leq Q_{\max}^{2/3} l_2. \]

Therefore,
\[ l_1 \geq aS_{\max}^{-1/3} (l_1 + l_2)^{1/3} \quad \text{and} \quad l_2 \geq bS_{\max}^{-2/3} (l_1 + l_2)^{2/3}. \]

By Lemma 2.8 we have
\[ \frac{1}{3} l_1 + \frac{1}{12} l_2 \geq c^* := \frac{ab}{4Q_{\max}^3} S^3 + \frac{(b^2 S^4 + 4Q_{\max}^2 aS)^{3/2}}{24Q_{\max}^2} + \frac{b^3 S^6}{24Q_{\max}^2}. \]

On the other hand,
\[ c_\varepsilon = J_\varepsilon(v_n) + o(1) \]
\[ = \frac{1}{2} \|v_n\|^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^3} P(\varepsilon x)|v_n|^p \, dx - \frac{1}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 \, dx + o(1) \]
\[ = \frac{1}{2} \|v_n\|^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx - \frac{1}{6} \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 \, dx + o(1) \]
\[ = \frac{1}{2} \|v_n\|^2 + \frac{b}{4} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx - \frac{1}{6} (\|v_n\|_{\varepsilon}^2 + b(\int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx)) + o(1) \]
\[ = \frac{1}{3} \|v_n\|^2 + \frac{b}{12} \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx + o(1). \]

Using (4.2) and (4.3) in the above expression, we obtain
\[ c_\varepsilon = \frac{1}{3} l_1 + \frac{1}{12} l_2 \geq c^*, \]
which contradicts Lemma 2.9. Therefore, **Claim 1** holds.

Let \( \tilde{v}_n(x) = v_n(x + y_n) \). Then \( \|\tilde{v}_n\|_{\varepsilon} \leq C \) in \( E \). So there exists \( \tilde{v} \in E \) such that
\[ \tilde{v}_n \to \tilde{v} \quad \text{in} \ E \]
\[ \tilde{v}_n \to \tilde{v} \quad \text{a.e. in} \ \mathbb{R}^3. \]

By (4.1), we get \( \tilde{v} \neq 0 \). Thus, there exists \( \delta > 0 \) satisfying \( \mu \{ x : |\tilde{v}(x)| > \delta \} > 0 \). By (PQ2), without loss of generality, we may assume \( x^* = 0 \in P \cap \mathcal{Q} \), such that \( \beta := V(0) \leq V(x) \) for \( |x| \geq R \). Let \( P_\infty < d < P_{\max} \). For \( v_n \), there exists \( t_n > 0 \) such that \( t_nv_n \in N_{\varepsilon dQ_{\max}} \).

**Claim 2:** \( t_n \) is bounded.

From \( t_nv_n \in N_{\varepsilon dQ_{\max}} \), we get
\[ \int_{\mathbb{R}^3} (a|\nabla v_n|^2 + V_\varepsilon^2(x)v_n^2) \, dx + bt_n^2\int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx \]
\[ = t_n^{-p-2} \int_{\mathbb{R}^3} P_\varepsilon^d(x)|v_n|^p \, dx + t_n^4 \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 \, dx. \]
Then, by the boundness of \( \{v_n\} \) in \( E \), we have
\[
C + t_n^2 C \geq t_n^4 \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^p \, dx \geq C t_n^4 \int_{\{x : |\tilde{v}(x)| > \delta\}} |\tilde{v}_n|^6 \, dx.
\]
By Egoroff Theorem, there exists \( E_0 \subset \{ x : |\tilde{v}(x)| > \delta\} \) such that \( \mu\{ x : |\tilde{v}(x)| > \delta\} \setminus E_0 \leq 0 \) and \( \tilde{v}_n \to \tilde{v} \) uniformly in \( \{ x : |\tilde{v}(x)| > \delta\} \setminus E_0 \). Thus, we can obtain
\[
C + t_n^2 C \geq C t_n^4 \int_{\{x : |\tilde{v}(x)| > \delta\} \setminus E_0} |\tilde{v}_n|^6 \, dx \geq C t_n^4.
\]
It follows that \textbf{Claim 2} holds.

\textbf{Claim 3:} \( J_{\varepsilon}^{\beta dQ_{\max}}(t_n v_n) = J_{\varepsilon}(t_n v_n) + o_n(1) \).

First, we note
\[
J_{\varepsilon}^{\beta dQ_{\max}}(t_n v_n) = J_{\varepsilon}(t_n v_n) + \frac{1}{2} \int_{\mathbb{R}^3} (V_{\varepsilon}^\beta(x) - V(\varepsilon x))(t_n v_n)^2 \, dx
+ \frac{1}{p} \int_{\mathbb{R}^3} (P(\varepsilon x) - P_{\varepsilon}^b(x))|t_n v_n|^p \, dx.
\]
For
\[
\int_{\mathbb{R}^3} (V_{\varepsilon}^\beta(x) - V(\varepsilon x))(t_n v_n)^2 \, dx = \int_{\{x : V(\varepsilon x) < \beta\}} (\beta - V(\varepsilon x))(t_n v_n)^2 \, dx.
\]
By \( (PQ2) \), we know \( \{ x : V(\varepsilon x) < \beta\} \) is bounded. If \( v_{\varepsilon} = 0 \), we have \( v_n \to 0 \) in \( L_{\text{loc}}^2(\mathbb{R}^3) \). Then, by Lebesgue Dominated Convergence Theorem, we have
\[
\int_{\mathbb{R}^3} (V_{\varepsilon}^\beta(x) - V(\varepsilon x)) f^2(t_n v_n) \, dx = o_n(1).
\]
For
\[
\int_{\mathbb{R}^3} (P(\varepsilon x) - P_{\varepsilon}^b(x))|t_n v_n|^p \, dx = \int_{\{x : P(\varepsilon x) > b\}} (P(\varepsilon x) - b)|t_n v_n|^p \, dx.
\]
By the choice of \( b \), we know \( \{ x : P(\varepsilon x) > b\} \) is bounded. Similarly, we also have
\[
\int_{\mathbb{R}^3} (P(\varepsilon x) - P_{\varepsilon}^b(x))|t_n v_n|^p \, dx = o_n(1).
\]
Thus we have \textbf{Claim 3}.

Therefore,
\[
c_{\varepsilon}^{\beta dQ_{\max}} \leq J_{\varepsilon}^{\beta dQ_{\max}}(t_n v_n) = J_{\varepsilon}(t_n v_n) + o_n(1) \leq J_{\varepsilon}(v_n) + o_n(1).
\]
Letting \( n \to \infty \), we have \( c_{\varepsilon}^{\beta dQ_{\max}} \leq c_{\varepsilon} \). By Lemma\ref{Lemma3.1} we can obtain
\[
\limsup_{\varepsilon \to 0} c_{\varepsilon} \leq m^*_{V(0)P(0)Q(0)} = m^*_P Q_{\max}.
\]
Then we have \( \limsup_{\varepsilon \to 0} c_{\varepsilon}^{\beta dQ_{\max}} \leq m^*_P Q_{\max} \). It follows from Lemma\ref{Lemma3.2} that
\[
\limsup_{\varepsilon \to 0} c_{\varepsilon}^{\beta dQ_{\max}} = \limsup_{\varepsilon \to 0} c_{\varepsilon}^{V(0)dQ_{\max}} \geq m^*_V(0) Q_{\max} = m^*_P Q_{\max}.
\]
Therefore, $m_{\beta dQ_{\text{max}}}^* \leq m_{\beta P_{\text{max}}Q_{\text{max}}}^*$, which contradicts Lemma 2.11. Thus, we have $v_\varepsilon \neq 0$.

Moreover,

$$c_\varepsilon = \lim_{n \to \infty} \left[ J_\varepsilon(v_n) - \frac{1}{4}(J'_\varepsilon(v_n), v_n) \right]$$

$$= \lim_{n \to \infty} \left[ \frac{1}{4} \|v_n\|^2 + \left( \frac{1}{4} - \frac{1}{p} \right) \int_{\mathbb{R}^3} P(\varepsilon x)|v_n|^p \, dx + \left( \frac{1}{4} - \frac{1}{6} \right) \int_{\mathbb{R}^3} Q(\varepsilon x)|v_n|^6 \, dx \right]$$

$$\geq \frac{1}{4} \|v_\varepsilon\|^2 + \left( \frac{1}{4} - \frac{1}{p} \right) \int_{\mathbb{R}^3} P(\varepsilon x)|v_\varepsilon|^p \, dx + \left( \frac{1}{4} - \frac{1}{6} \right) \int_{\mathbb{R}^3} Q(\varepsilon x)|v_\varepsilon|^6 \, dx$$

$$= J_\varepsilon(v_\varepsilon) - \frac{1}{4}(J'_\varepsilon(v_\varepsilon), v_\varepsilon)$$

$$= J_\varepsilon(v_\varepsilon).$$

Hence, $J_\varepsilon(v_\varepsilon) = c_\varepsilon$. A similar argument to the one used in Lemma 2.10 shows $v_\varepsilon \in C^2(\mathbb{R}^3)$ and $v_\varepsilon > 0$. Then, $v_\varepsilon$ is a positive ground state solution of (2.1). Thus $u_\varepsilon(x) := v_\varepsilon(x)$ a positive ground state solution of (1.1). \hfill \Box

**Lemma 4.2** Assume additionally that the potential functions $V(x)$, $P(x)$ and $Q(x)$ are uniformly continuous on $\mathbb{R}^3$. Let $v_n := v_{\varepsilon_n}$ be the solution obtained in Lemma 4.1 with $\varepsilon_n \to 0$, as $n \to +\infty$. Then

1. there exists $y_n \in \mathbb{R}^3$ satisfying $\lim_{n \to \infty} \text{dist}(\varepsilon_n y_n, A_V) = 0$.

2. up to a subsequence, $\lim_{n \to \infty} \varepsilon_n y_n = y_0$. Set $\tilde{v}_n(x) = v_n(x + y_n)$, then $\tilde{v}_n(x) \to v$ in $E$, where $v$ is a positive ground state solution of

$$-(a + b \int_{\mathbb{R}^3} |\nabla v|^2 \, dx) \Delta v + V(y_0)v = P(y_0)|v|^{p-2}v + Q(y_0)|v|^4v, \quad x \in \mathbb{R}^3.$$  

**Proof:** Let $v_n$ be the positive ground state solution obtained in Lemma 4.1 with $\varepsilon_n \to 0$. We claim that there exist $(y_n) \subset \mathbb{R}^3$ and $\rho, \eta > 0$ such that

$$\lim_{n \to \infty} \sup_{B_{\rho}(y_n)} \int_{B_\rho(x)} |v_n|^2 \, dx \geq \eta. \quad (4.5)$$

Suppose by contradiction that (4.5) does not hold. Then, by Lions’s Lemma, we can obtain

$$v_n \to 0 \text{ in } L^q(\mathbb{R}^3), \text{ for } 2 < q < 6.$$  

From

$$c_{\varepsilon_n} = J_{\varepsilon_n}(v_n) - \frac{1}{p}(J'_{\varepsilon_n}(v_n), v_n)$$

$$= \left( \frac{1}{2} - \frac{1}{p} \right) \|v_n\|_{\varepsilon_n}^2 + \left( \frac{1}{2} - \frac{1}{p} \right) b \int_{\mathbb{R}^3} |\nabla v_n|^2 \, dx + \left( \frac{1}{2} - \frac{1}{6} \right) \int_{\mathbb{R}^3} Q(\varepsilon_n x)|v_n|^6 \, dx,$$

we have

$$\left( \frac{1}{2} - \frac{1}{p} \right) \|v_n\|_{\varepsilon_n}^2 \leq c_{\varepsilon_n}.$$  

Then, by Lemma 3.1 and $V(x)$ has a positive lower bound, it is not difficult to prove that $\{v_n\}$ is bounded in $E$.  

17
It follows from $J'_{\epsilon_n}(v_n) = 0$ that

$$0 = \langle J'_{\epsilon_n}(v_n), v_n \rangle = \|v_n\|^2_{\epsilon_n} + b\left(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx\right)^2 - \int_{\mathbb{R}^3} P(\epsilon_n x)|v_n|^p dx - \int_{\mathbb{R}^3} Q(\epsilon_n x)|v_n|^6 dx.$$ 

Thus,

$$o(1) = \|v_n\|^2_{\epsilon_n} + b\left(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx\right)^2 - \int_{\mathbb{R}^3} Q(\epsilon_n x)|v_n|^6 dx.$$ 

Since $\{v_n\}$ is bounded in $E$, as $n \to \infty$, we can assume

$$\|v_n\|^2_{\epsilon_n} \to l_1, \quad (4.6)$$

$$b\left(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx\right)^2 \to l_2, \quad (4.7)$$

and

$$\int_{\mathbb{R}^3} Q(\epsilon_n x)|v_n|^6 dx \to l_3. \quad (4.8)$$

Then we have $l_3 = l_1 + l_2$.

If $l_3 = 0$, we have $v_n \to 0$ in $E$. Then $J_{\epsilon}(v_n) \to 0$, which contradicts Lemma 2.1. Thus, $l_3 \neq 0$.

By the definition of the best constant $S$, we have

$$S \leq \frac{1}{a} \int_{\mathbb{R}^3} a|\nabla v_n|^2 dx \leq \frac{1}{a} \|v_n\|^2_{\epsilon_n}$$

and

$$bS^2 \leq \frac{b\left(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx\right)^2}{Q_{max}^{-2/3}\left(\int_{\mathbb{R}^3} Q(\epsilon x)|v_n|^6 dx\right)^{2/3}}.$$ 

Letting $n \to \infty$ in the above two inequalities, we have

$$aS l_3^{1/3} \leq Q_{max}^{1/3} l_1 \quad \text{and} \quad bS^2 l_3^{2/3} \leq Q_{max}^{2/3} l_2.$$ 

Therefore,

$$l_1 \geq aS Q_{max}^{-1/3}(l_1 + l_2)^{1/3} \quad \text{and} \quad l_2 \geq bS^2 Q_{max}^{-2/3}(l_1 + l_2)^{2/3}.$$ 

By Lemma 2.8, we have

$$\frac{1}{3} l_1 + \frac{1}{12} l_2 \geq c^* := \frac{ab}{4Q_{max}} S^3 + \frac{(b^2 S^4 + 4Q_{max} aS)^{3/2}}{24Q_{max}^2} + \frac{b^3 S^6}{24Q_{max}^2}.$$ 
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On the other hand,

\[ c_{\varepsilon_n} = J_{\varepsilon_n}(v_n) = \frac{1}{2}\|v_n\|_{\varepsilon_n}^2 + \frac{b}{4}\int_{\mathbb{R}^3} |\nabla v_n|^2 dx - \frac{1}{p}\int_{\mathbb{R}^3} P(\varepsilon_n x)|v_n|^p dx - \frac{1}{6}\int_{\mathbb{R}^3} Q(\varepsilon_n x)|v_n|^6 dx \]

\[ = \frac{1}{2}\|v_n\|_{\varepsilon_n}^2 + \frac{b}{4}\int_{\mathbb{R}^3} |\nabla v_n|^2 dx - \frac{1}{6}\int_{\mathbb{R}^3} Q(\varepsilon_n x)|v_n|^6 dx + o(1) \]

\[ = \frac{1}{2}\|v_n\|_{\varepsilon_n}^2 + \frac{b}{4}\int_{\mathbb{R}^3} |\nabla v_n|^2 dx - \frac{1}{6}(\|v_n\|_{\varepsilon_n}^2 + b(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2) + o(1) \]

\[ = \frac{1}{3}\|v_n\|_{\varepsilon_n}^2 + \frac{b}{12}(\int_{\mathbb{R}^3} |\nabla v_n|^2 dx)^2 + o(1). \]

Using (4.6) and (4.7) in the above expression, we obtain

\[ \lim_{n \to \infty} c_{\varepsilon_n} = \frac{1}{3}l_1 + \frac{1}{12}l_2 \geq c^*, \]

whichcontradictsLemma[2.9].Therefore,(4.5)holds.

Set \( \tilde{v}_n(x) = v_n(x + y_n) \). Then \( \tilde{v}_n \) is bounded in \( E \). Thus there exists \( \tilde{v} \in E \) such that \( \tilde{v}_n \to \tilde{v} \) in \( E \). By (4.5), we know \( \tilde{v} \not\equiv 0 \). Let \( \tilde{V}_{\varepsilon_n}(x) = V(\varepsilon_n(x + y_n)) \), \( \tilde{P}_{\varepsilon_n}(x) = P(\varepsilon_n(x + y_n)) \) and \( \tilde{Q}_{\varepsilon_n}(x) = Q(\varepsilon_n(x + y_n)) \). Then \( \tilde{v}_n \) solves the following problems separately

\[ -(a + b\int_{\mathbb{R}^3} |\nabla v|^2 dx)\Delta v + \tilde{V}_{\varepsilon_n}(x)v = \tilde{P}_{\varepsilon_n}(x)|v|^{p-2}v + \tilde{Q}_{\varepsilon_n}(x)|v|^4v, \quad x \in \mathbb{R}^3. \tag{4.9} \]

The corresponding energy functional

\[ \tilde{J}_{\varepsilon_n}(v) = \frac{1}{2}\int_{\mathbb{R}^3} \left( a|\nabla v|^2 + \tilde{V}_{\varepsilon_n}(x)v^2 \right) dx + \frac{b}{4}\int_{\mathbb{R}^3} |\nabla v|^2 dx \]

\[ - \frac{1}{p}\int_{\mathbb{R}^3} \tilde{P}_{\varepsilon_n}(x)|v|^p dx - \frac{1}{6}\int_{\mathbb{R}^3} \tilde{Q}_{\varepsilon_n}(x)|v|^6 dx, \]

**Claim 1:** \( \varepsilon_n y_n \) must be bounded.

Otherwise, without loss of generality, we assume \( \varepsilon_n y_n \to \infty \) as \( n \to \infty \). Up to a subsequence, we have

\[ V(\varepsilon_n y_n) \to V_0 \geq \beta, \]

\[ P(\varepsilon_n y_n) \to P_0 < P_{\max}, \]

\[ Q(\varepsilon_n y_n) \to Q_0 \leq Q_{\max}. \]

Then \( \tilde{v} \) is a solution of the following equation

\[ -(a + b\int_{\mathbb{R}^3} |\nabla v|^2 dx)\Delta v + V_0 v = P_0|v|^{p-2}v + Q_0|v|^4v, \quad x \in \mathbb{R}^3. \]

In fact, for any test function \( \phi \in C_0^\infty(\mathbb{R}^3) \), since \( \tilde{v}_n \) is a solution of equation (4.9), we have

\[ 0 = \int_{\mathbb{R}^3} (a\nabla \tilde{v}_n \nabla \phi + \tilde{V}_{\varepsilon_n}(x)\tilde{v}_n \phi) dx + b \int_{\mathbb{R}^3} |\nabla \tilde{v}_n|^2 dx \int_{\mathbb{R}^3} \nabla \tilde{v}_n \nabla \phi dx \]

\[ - \int_{\mathbb{R}^3} \tilde{P}_{\varepsilon_n}(x)|\tilde{v}_n|^{p-2}\tilde{v}_n \phi dx - \int_{\mathbb{R}^3} \tilde{Q}_{\varepsilon_n}(x)|\tilde{v}_n|^4 \tilde{v}_n \phi dx, \]
Assume that \( \int_{\mathbb{R}^3} |\nabla \tilde{v}_n|^2 dx \to A^2 \), as \( n \to \infty \). Note the uniformly continuity of \( V(x), P(x), Q(x) \), we have

\[
0 = \int_{\mathbb{R}^3} (a \nabla \tilde{v} \nabla \phi + V_0 \tilde{v} \phi) dx + b A^2 \int_{\mathbb{R}^3} \nabla \tilde{v} \nabla \phi dx - \int_{\mathbb{R}^3} P_0 |\tilde{v}|^{p-2} \tilde{v} \phi dx - \int_{\mathbb{R}^3} Q_0 |\tilde{v}|^4 \tilde{v} \phi dx.
\]

Thus, we can get

\[
\int_{\mathbb{R}^3} (a|\nabla \tilde{v}|^2 + V_0 \tilde{v}^2) dx + b A^2 \int_{\mathbb{R}^3} |\nabla \tilde{v}|^2 dx = \int_{\mathbb{R}^3} P_0 |\tilde{v}|^p dx + \int_{\mathbb{R}^3} Q_0 |\tilde{v}|^6 dx.
\]

It is easy to know that \( \int_{\mathbb{R}^3} |\nabla \tilde{v}|^2 dx \leq A^2 \). If \( \int_{\mathbb{R}^3} |\nabla \tilde{v}|^2 dx < A^2 \), we have

\[
\int_{\mathbb{R}^3} (a|\nabla \tilde{v}|^2 + V_0 \tilde{v}^2) dx + b(\int_{\mathbb{R}^3} |\nabla \tilde{v}|^2 dx)^2 < \int_{\mathbb{R}^3} P_0 |\tilde{v}|^p dx + \int_{\mathbb{R}^3} Q_0 |\tilde{v}|^6 dx.
\]

Then, there exists \( 0 < \tilde{t} < 1 \) such that \( \tilde{\tilde{v}} \in N_{\tilde{V}_0 P_0 Q_0}^* \). Thus, we have

\[
m_{\tilde{V}_0 P_0 Q_0}^* = \Phi_{\tilde{V}_0 P_0 Q_0}^* (\tilde{\tilde{v}}) - \frac{1}{4} \langle (\Phi_{\tilde{V}_0 P_0 Q_0}^* (\tilde{\tilde{v}}), \tilde{\tilde{v}}) \rangle = \frac{1}{4} \int_{\mathbb{R}^3} (a|\nabla \tilde{v}|^2 + V_0 \tilde{v}^2) dx + \frac{1}{4} \int_{\mathbb{R}^3} P_0 |\tilde{v}|^p dx + \frac{1}{4} \int_{\mathbb{R}^3} Q_0 |\tilde{v}|^6 dx.
\]

Therefore,

\[-(a + b) \int_{\mathbb{R}^3} |\nabla \tilde{v}|^2 dx \Delta \tilde{v} + V_0 \tilde{v} = P_0 |\tilde{v}|^{p-2} \tilde{v} + Q_0 |\tilde{v}|^4 \tilde{v}, \quad x \in \mathbb{R}^3.\]
It follows that
\[ m_{\beta P_{\max}}^{*}Q_{\max} < m_{V_{0}P_{0}Q_{0}}^{*} \leq \Phi_{V_{0}P_{0}Q_{0}}^{*} (\bar{v}) \]
\[ = \Phi_{V_{0}P_{0}Q_{0}}^{*} (\bar{v}) - \frac{1}{4} (\Phi_{V_{0}P_{0}Q_{0}}^{*})'(\bar{v}), \bar{v}) \]
\[ = \frac{1}{4} \int_{\mathbb{R}^3} (a|\nabla \bar{v}|^2 + V_{0\bar{v}}^2)dx + \left( \frac{1}{4} - \frac{1}{p} \right) \int_{\mathbb{R}^3} P_{0}\bar{v}|^p dx + \left( \frac{1}{4} - \frac{1}{6} \right) \int_{\mathbb{R}^3} Q_{0}\bar{v}|^6 dx \]
\[ \leq \liminf_{n \to \infty} \left[ \frac{1}{4} \int_{\mathbb{R}^3} (a|\nabla \bar{v}_n|^2 + \bar{V}_{\varepsilon_n}(x)\bar{v}_n^2)dx + \left( \frac{1}{4} - \frac{1}{p} \right) \int_{\mathbb{R}^3} \bar{P}_{\varepsilon_n}(x)|\bar{v}_n|^p dx \right. \]
\[ \left. + \left( \frac{1}{4} - \frac{1}{6} \right) \int_{\mathbb{R}^3} \bar{Q}_{\varepsilon_n}(x)|\bar{v}_n|^6 dx \right] \]
\[ = \liminf_{n \to \infty} \left[ \bar{J}_{\varepsilon_n}(\bar{v}_n) - \frac{1}{4} \langle \bar{J}'_{\varepsilon_n}(\bar{v}_n), \bar{v}_n \rangle \right] = \liminf_{n \to \infty} J_{\varepsilon_n}(v_n) = \liminf_{n \to \infty} c_{\varepsilon_n}, \]
which contradicts Lemma 3.1. Thus \( \varepsilon_n y_n \) must be bounded. And, up to a subsequence, we can assume \( \varepsilon_n y_n \to y_0 \).

**Claim 2:** \( y_0 \in A_V \).

If \( y_0 \notin A_V \), we have two cases.

1. \( \beta < V(y_0), P(y_0) = P_{\max} \) and \( Q(y_0) = Q_{\max} \), then \( m_{\beta P_{\max}}^{*}Q_{\max} < m^{*}_{V(y_0)P(y_0)Q(y_0)} \).

2. \( \beta \leq V(y_0), P(y_0) < P_{\max} \) or \( Q(y_0) < Q_{\max} \), then \( m_{\beta P_{\max}Q_{\max}}^{*} < m^{*}_{V(y_0)P(y_0)Q(y_0)} \).

From **Claim 1**, we know that \( \bar{v} \) is a solution of the following equation
\[ - (a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx) \Delta v + V(y_0)v = P(y_0) |v|^{p-2} v + Q(y_0) |v|^4 v, \quad x \in \mathbb{R}^3. \] (4.10)

Similar to the arguments in **Claim 1**, we have \( m^{*}_{V(y_0)P(y_0)Q(y_0)} \leq \liminf_{n \to \infty} c_{\varepsilon_n} \).

Applying Lemma 3.1 and Lemma 2.1, we get
\[ \limsup_{n \to \infty} c_{\varepsilon_n} \leq m_{\beta P_{\max}Q_{\max}}^{*} < m^{*}_{V(y_0)P(y_0)Q(y_0)} \leq \liminf_{n \to \infty} c_{\varepsilon_n}, \]
which is absurd. Therefore, \( y_0 \in A_V \), which means that
\[ \lim_{n \to \infty} \text{dist}(\varepsilon_n y_n, A_V) = 0. \]

**Claim 3:** \( \bar{v} \) is a positive ground state solution of (4.10).

Repeating the arguments in **Claim 1** again, we get
\[ \Phi_{V(y_0)P(y_0)Q(y_0)}^{*} (\bar{v}) \leq \liminf_{n \to \infty} J_{\varepsilon_n}(v_n) \leq \liminf_{n \to \infty} c_{\varepsilon_n} \leq \limsup_{n \to \infty} c_{\varepsilon_n} \leq m^{*}_{V(y_0)P(y_0)Q(y_0)}. \]

So we get
\[ \Phi_{V(y_0)P(y_0)Q(y_0)}^{*} (\bar{v}) = m^{*}_{V(y_0)P(y_0)Q(y_0)}. \]

Thus \( \bar{v} \) is a ground state solution. By the theory of elliptic regularity, \( \bar{v} \in C^2(\mathbb{R}^3) \), and by using strong maximum principle, we get \( \bar{v} > 0 \) in \( \mathbb{R}^3 \).

**Claim 4:** \( \bar{v}_n \) converges strongly to \( \bar{v} \) in \( E \).
From Claim 3, we know that

$$\lim_{{n \to \infty}} J_{{\epsilon_n}} (\tilde{v}_n) = \lim_{{n \to \infty}} J_{{\epsilon_n}} (v_n) = \lim_{{n \to \infty}} c_{{\epsilon_n}} = \Phi^*_{{V(y_0)P(y_0)Q(y_0)}} (\tilde{v}).$$

It follows that

$$m^*_{{V(y_0)P(y_0)Q(y_0)}} = \Phi^*_{{V(y_0)P(y_0)Q(y_0)}} (\tilde{v}) - \frac{1}{4} \left( (\Phi^*_{{V(y_0)P(y_0)Q(y_0)}})' (\tilde{v}), \tilde{v} \right)$$

$$= \frac{1}{4} \int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}|^2 + V(y_0) \tilde{v}^2) dx + (\frac{1}{4} - \frac{1}{p}) \int_{{\mathbb{R}^3}} P(y_0) |\tilde{v}|^p dx$$

$$+ (\frac{1}{4} - \frac{1}{6}) \int_{{\mathbb{R}^3}} Q(y_0) |\tilde{v}|^6 dx$$

$$\leq \liminf_{{n \to \infty}} \left[ \frac{1}{4} \int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}_n|^2 + \tilde{V}_{{\epsilon_n}} (x) \tilde{v}_n^2) dx + (\frac{1}{4} - \frac{1}{p}) \int_{{\mathbb{R}^3}} \tilde{P}_{{\epsilon_n}} (x) |\tilde{v}_n|^p dx 

+ (\frac{1}{4} - \frac{1}{6}) \int_{{\mathbb{R}^3}} \tilde{Q}_{{\epsilon_n}} (x) |\tilde{v}_n|^6 dx \right]$$

$$= \liminf_{{n \to \infty}} \left[ \tilde{J}_{{\epsilon_n}} (\tilde{v}_n) - \frac{1}{4} (\tilde{J}'_{{\epsilon_n}} (\tilde{v}_n), \tilde{v}_n) \right]$$

$$= \Phi^*_{{V(y_0)P(y_0)Q(y_0)}} (\tilde{v}).$$

Thus, as \(n \to \infty\), we have

$$\int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}_n|^2 + \tilde{V}_{{\epsilon_n}} (x) \tilde{v}_n^2) dx \to \int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}|^2 + V(y_0) \tilde{v}^2) dx. \quad (4.11)$$

Since

$$\int_{{\mathbb{R}^3}} a |\nabla \tilde{v}|^2 dx \leq \liminf_{{n \to \infty}} \int_{{\mathbb{R}^3}} a |\nabla \tilde{v}_n|^2 dx$$

and

$$\int_{{\mathbb{R}^3}} V(y_0) \tilde{v}^2 dx \leq \liminf_{{n \to \infty}} \int_{{\mathbb{R}^3}} \tilde{V}_{{\epsilon_n}} (x) \tilde{v}_n^2 dx,$$

it follows from (4.11) that

$$\lim_{{n \to \infty}} \int_{{\mathbb{R}^3}} a |\nabla \tilde{v}_n|^2 dx = \int_{{\mathbb{R}^3}} a |\nabla \tilde{v}|^2 dx$$

and

$$\lim_{{n \to \infty}} \int_{{\mathbb{R}^3}} \tilde{V}_{{\epsilon_n}} (x) \tilde{v}_n^2 dx = \int_{{\mathbb{R}^3}} V(y_0) \tilde{v}^2 dx.$$ 

Then, it is easy to prove that

$$\int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}_n|^2 + V(y_0) \tilde{v}_n^2) dx \to \int_{{\mathbb{R}^3}} (a |\nabla \tilde{v}|^2 + V(y_0) \tilde{v}^2) dx.$$

Thus, we have \(\|\tilde{v}_n\| \to \|\tilde{v}\|\), noting that \(\tilde{v}_n \to \tilde{v}\) in \(E\), So \(\tilde{v}_n \to \tilde{v}\) in \(E\) is obtained. \(\square\)

**Remark 4.3** In fact, from the proof of Lemma 4.2, we can get the following results.

1. There exists \(\varepsilon^* > 0\), a family \(\{y_\varepsilon\} \subset \mathbb{R}^3\) and \(\rho, \eta > 0\) such that, for all \(\varepsilon \in (0, \varepsilon^*)\),

$$\int_{{B_\rho(y_\varepsilon)}} |v_\varepsilon|^2 dx \geq \eta. \quad (4.12)$$
Thus, \( \varepsilon \) from Remark 4.5.

Lemma 4.4 There exists \( \varepsilon^* > 0 \) such that

\[
\lim_{|x| \to \infty} \tilde{v}_\varepsilon(x) = 0 \quad \text{uniformly on } \varepsilon \in (0, \varepsilon^*),
\]

and there exists \( C > 0 \) independent of \( \varepsilon \) such that \( |\tilde{v}_\varepsilon|_\infty \leq C \) uniformly on \( \varepsilon \in (0, \varepsilon^*) \), where \( \tilde{v}_\varepsilon \) are obtained in Lemma 4.2. Furthermore, there exist constants \( C, c > 0 \) such that

\[
|\tilde{v}_\varepsilon(x)| \leq C \exp(-c|x|)
\]

for all \( x \in \mathbb{R}^3 \).

Proof: The proof of this lemma can be obtained from Lemma 4.4 and Lemma 4.5 in [19]. \( \square \)

Remark 4.5 From (4.12) and Lemma 4.4, we have

\[
\frac{\eta}{2} \leq \int_{B_\rho(0)} |\tilde{v}_\varepsilon|_2^2 dx \leq C|\tilde{v}_\varepsilon|_\infty.
\]

Thus, there exists \( \eta' > 0 \), such that \( |\tilde{v}_\varepsilon|_\infty \geq \eta' \). If \( b_\varepsilon \) is a maximum point of \( \tilde{v}_\varepsilon \), by \( \lim_{|x| \to \infty} \tilde{v}_\varepsilon(x) = 0 \) uniformly on \( \varepsilon \in (0, \varepsilon^*) \), we can get \( R_0 > 0 \) such that \( |b_\varepsilon| \leq R_0 \).

The proof of Theorem 1.1:

By Lemma 4.1 for \( \varepsilon > 0 \) small enough, problem (1.1) has a positive ground state solution \( u_\varepsilon(x) = v_\varepsilon(x, \varepsilon) \).

(1) From Remark 4.5, \( \tilde{v}_\varepsilon \) has a maximum point \( b_\varepsilon \). Then \( v_\varepsilon \) has a maximum point \( z_\varepsilon := b_\varepsilon + y_\varepsilon \).

Thus, \( u_\varepsilon(x) \) has maximum value at \( x_\varepsilon := \varepsilon z_\varepsilon \). Noting the boundness of \( b_\varepsilon \), by Remark 4.3, we have \( \lim_{\varepsilon \to 0} \inf dist(x_\varepsilon, A_\varepsilon) = 0 \).

Moreover, it follows from Lemma 4.4 that

\[
u_\varepsilon(x) = v_\varepsilon(x, \varepsilon) = \tilde{v}_\varepsilon(x, \varepsilon) - y_\varepsilon \leq C \exp(-c|\varepsilon x - y_\varepsilon|) \leq C \exp(-c|x - x_\varepsilon|).
\]

(2) Since \( \tilde{x}_\varepsilon \) is a maximum point of \( u_\varepsilon \), then \( \tilde{b}_\varepsilon := \tilde{x}_\varepsilon - y_\varepsilon \) is the maximum point of \( \tilde{v}_\varepsilon \). In view of Remark 4.5, we know \( \tilde{b}_\varepsilon \) is bounded. Moreover, \( \varepsilon(\tilde{b}_\varepsilon + y_\varepsilon) = \tilde{x}_\varepsilon \to x_0 \) as \( \varepsilon \to 0 \).

On the other hand, by (4.12), there exist \( \rho, \eta > 0 \) such that

\[
\lim_{\varepsilon \to 0} \sup_{y_\varepsilon} \int_{B_\rho(y_\varepsilon)} |v_\varepsilon|^2 dx \geq \eta.
\]

So we have

\[
\lim_{\varepsilon \to 0} \sup_{y_\varepsilon} \int_{B_\rho+y_\varepsilon} |v_\varepsilon|^2 dx \geq \lim_{\varepsilon \to 0} \sup_{y_\varepsilon} \int_{B_\rho(y_\varepsilon)} |v_\varepsilon|^2 dx \geq \eta.
\]

Then, using the same argument as in the proof of Lemma 4.2, we get \( v_\varepsilon(x + \tilde{b}_\varepsilon + y_\varepsilon) \to v \) in \( E \), as \( \varepsilon \to 0 \), where \( v \) is a positive ground state solution of

\[
-(a + b) \int_{\mathbb{R}^3} |\nabla v|^2 dx \Delta v + V(y_0) v = P(y_0)|v|^{p-2} v + Q(y_0)|v|^4 v, \quad x \in \mathbb{R}^3.
\]

Thus, \( u_\varepsilon(x + \tilde{x}_\varepsilon) = v_\varepsilon(x + \tilde{b}_\varepsilon + y_\varepsilon) \to v \) in \( E \), as \( \varepsilon \to 0 \).

The proof of Theorem 1.2 is similar to Theorem 1.1, so we omit the detail. \( \square \)
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