Effect of discrete breathers on macroscopic properties of the Fermi-Pasta-Ulam chain
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For a number of crystals the existence of spatially localized nonlinear vibrational modes, called discrete breathers (DBs), has been demonstrated using molecular dynamics and in a few cases the first-principle simulations. High-resolution imaging of DBs is a challenging task due to their relatively short lifetime ranging typically from 10 to $10^3$ atomic oscillation periods (1 to 100 ps). Another way to prove that DBs exist consists in evaluation of their effect on macroscopic properties of crystals. In this paper, we study the effect of DBs on macroscopic properties of the Fermi-Pasta-Ulam chain with symmetric and asymmetric potentials. The specific heat, thermal expansion (stress), and Young’s modulus are monitored during the development of modulational instability of the zone boundary mode. The instability results in the formation of chaotic DBs followed by the transition to thermal equilibrium when DBs disappear due to energy radiation in the form of small-amplitude phonons. Time evolution of the macroscopic properties during this transition is monitored. It is found that DBs reduce the specific heat for all the considered chain parameters. They increase the thermal expansion when the potential is asymmetric and, as expected, thermal expansion is not observed in the case of symmetric potential. The Young’s modulus in the presence of DBs is smaller than in thermal equilibrium for the symmetric potential and for the potential with a small asymmetry, but it is larger than in thermal equilibrium for the potential with greater asymmetry.
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I. INTRODUCTION

Discovery of discrete breathers (DBs), or intrinsic localized modes (ILMs) — spatially localized large-amplitude oscillatory modes in nonlinear lattices free of defects — three decades ago $\cite{1, 2}$ has triggered extensive studies devoted to the phenomenon of vibrational energy localization $\cite{3, 4}$. Experimentally DBs have been excited in the physical systems of different nature, including macroscopic periodic systems $\cite{5, 6}$, nonlinear metamaterials, e.g., granular crystals $\cite{7, 8}$ and arrays of micromechanical cantilevers $\cite{9, 10}$, electrical $\cite{11, 12}$ and optical lattices $\cite{13, 14}$, superconducting Josephson junction arrays $\cite{15, 16}$, etc. DBs can be found in crystal lattices $\cite{17}$, as confirmed by measuring vibrational spectra for alpha-uranium $\cite{18, 19}$, helium $\cite{20}$, NaI $\cite{21, 22}$, graphite $\cite{23}$, and PbSe $\cite{24, 25}$. On the other hand, these experimental results in some cases can be interpreted in different ways and they are still debated $\cite{26}$.

Nowadays, numerical simulations are very important for investigation of DB properties in various types of crystals. Using ab initio simulations, the presence of DBs in strained graphene and graphane has been confirmed $\cite{27, 28}$. With the help of molecular dynamics method DBs have been studied in the ionic crystals $\cite{29, 30}$, lattices with pair-wise potentials $\cite{31, 32}$, crystals with covalent bonding $\cite{33, 34}$, metals $\cite{35, 36}$, intermetallic compounds $\cite{37, 38}$, carbon and hydrocarbon nanomaterials $\cite{39, 40}$, h-BN $\cite{41, 42}$, and DNA $\cite{43, 44}$.

It is of great importance to understand how DBs affect macroscopic properties of crystals $\cite{45}$. In the experimental studies, the connection of anomalies in thermal
expansion \[29\] and heat capacity \[27\] of α-uranium at high temperatures to excitation of DBs has been established. In \[76\] it was shown numerically that transition from ballistic to normal heat conduction is a consequence of presence of DBs in a nonlinear chain. DBs increase (decrease) specific heat of the nonlinear chain with soft (hard) type nonlinearity on-site potential and harmonic nearest-neighbour coupling \[77\].

For a chain with on-site potential, one cannot calculate the effect of DBs on thermal expansion and on elastic properties are calculated together with the microscopic properties. For this we use the same approach as in \[77\], namely, we simulate the modulational instability of the zone-boundary mode \((q = \pi)\) which leads first to energy localization in the form of long-lived DBs and subsequent transition to thermal equilibrium \[20, 53, 87\]. The macroscopic characteristics of the chain in the regime when energy is localized on DBs are compared with that in thermal equilibrium, thus revealing the effect of DBs on those properties.

We note that properties of DBs in the FPU chain have been analyzed by Flach and Gorbach in \[88\].

In Sec. II the model and simulation details are described. The simulation results on modulational instability of the zone-boundary mode and macroscopic properties of the chain are presented in Sec. III. Our conclusions are presented in Sec. IV.

II. THE MODEL AND SIMULATION SETUP

We consider the FPU chain of particles having mass \(m\) (see Fig. 1) described by the Hamiltonian

\[
H = K + P = \sum_{n} \frac{m\dot{u}_{n}^{2}}{2} + \sum_{n} U(u_{n+1} - u_{n}),
\]

where \(K\) and \(P\) are the kinetic and potential energy, \(u_{n}\) and \(\dot{u}_{n}\) are displacement from its equilibrium position and velocity of the \(n\)-th particle, overdot stands for differentiation with respect to time. Each particle is anharmonically coupled to their nearest neighbors:

\[
U(\xi) = \frac{k}{2} \xi^{2} + \frac{\alpha}{3} \xi^{3} + \frac{\beta}{4} \xi^{4},
\]

where \(k\), \(\alpha\) and \(\beta\) are constants.

Without loss of generality, we set \(m=1\) and \(k = 1\). We take \(\beta = 3\) and consider three different values for \(\alpha\), namely, \(\alpha = \{0, -1/4, -1/2\}\). For \(\alpha = 0\) the potential is symmetric, while for the chosen negative values of \(\alpha\) it is an asymmetric single-well potential.

From the Hamiltonian defined above, the following equation of motion can be derived

\[
\dot{\mu}_{n} = \frac{\kappa}{3} ([u_{n+1} + u_{n}]^{2} - [u_{n} + u_{n-1}]^{2}) + \frac{\beta}{4}([u_{n+1} - u_{n}]^{3} - [u_{n} - u_{n-1}]^{3}).
\]

The Störmer method of order six with the time step \(\tau = 10^{-3}\) is used for numerical integration of these equations. With such a time step, the relative change in total energy of the chain in a typical numerical run is not greater than \(10^{-5}\).

Substituting the ansatz \(u_{n} \sim \exp[\alpha(q n - \omega_{q} t)]\) into Eq. (3) with \(\alpha = \beta = 0\), one finds the relation between wave number \(q\) and frequency \(\omega_{q}\) for the small-amplitude normal modes in the form

\[
\omega_{q}^{2} = \frac{2k}{m} (1 - \cos q).
\]

The phonon band of the chain ranges from \(\omega_{\text{min}} = 0\) for \(q = 0\) to \(\omega_{\text{max}} = 2\) for \(q = \pm \pi\).

Here, a chain of \(N = 2048\) particles is considered. Test runs with larger number of particles produced nearly the same results.

Initial conditions are set in the form of the zone-boundary mode \((q = \pi)\) with the amplitude \(A\),

\[
u_{n} = A \sin(\pi n - \omega_{\text{max}} t).
\]

If the amplitude \(A\) is too small, the this mode is modulationally unstable. At \(t = 0\), all the particles have the same energy but the instability entails energy localization which can be characterized by the localization parameter

\[
L = \frac{\sum e_{n}^{2}}{\left(\sum e_{n}\right)^{2}}.
\]

where

\[
e_{n} = \frac{m\mu_{n}^{2}}{2} + \frac{1}{2} U(u_{n+1} - u_{n}) + \frac{1}{2} U(u_{n} - u_{n-1}).
\]

is the energy of \(n\)-th particle.

We define temperature as the averaged kinetic energy per atom,

\[
T = \frac{1}{N} \sum_{n} \frac{m\mu_{n}^{2}}{2}.
\]

Heat capacity of the chain is defined as

\[
C = \lim_{\Delta T \to \infty} \frac{\Delta H}{\Delta T},
\]

where

\[
\Delta H = H(T + \Delta T) - H(T).
\]
where $\Delta H$ is the increment in energy of the chain and $\Delta T$ is the corresponding temperature increment. The specific heat capacity (or simply specific heat) is the heat capacity per particle. Periodic boundary conditions are used meaning that the specific heat at constant volume is calculated.

In our simulations, total energy $\tilde{H}$ is conserved, so that Eq. (9) cannot be used. We characterize the specific heat of the chain at constant volume by the ratio

$$c_V = \frac{\tilde{H}}{K}$$ (10)

where $\tilde{H}$ ($K$) is the total (kinetic) energy of the chain per atom.

In linear systems $\tilde{H} = 2K$ and $c_V = 2$. Due to non-linearity, the kinetic energy can differ from the potential energy resulting in deviation of $c_V$ from this value.

In Section III the time evolution of localization parameter, specific heat, stress in the chain and Young’s modulus of the chain have been calculated. These macroscopic characteristics have been compared in the regime of energy localization by DBs with those in thermal equilibrium.

III. MODULATIONAL INSTABILITY

We excite the zone-boundary mode Eq. (3) in the chain using various amplitudes $A$. From the numerical integration of Eq. (3), we find the change in the localization parameter, specific heat, stress in the chain and Young’s modulus.

A. Energy localization

Figure 2 shows the localization parameter as a function of time for different amplitudes $A$ and three values of the potential asymmetry parameter $\alpha$. For all the curves, the localization parameter is minimal at $t = 0$ that is $L = 1/N = 0.49 \times 10^{-3}$. It increases gradually as a consequence of appearance of modulational instability that leads to formation of DBs and, hence, energy localization. Finally, the system comes to thermal equilibrium and the DBs slowly radiate their energy, the parameter $L$ gradually decreases and oscillates near $1.8 \times 10^{-3}$.

In Fig. 3 the energy distribution over the FPU chain is shown for various values of the potential asymmetry parameter $\alpha$ from $\alpha = 0$ in (a) to $\alpha = -0.5$ in (c) at the time when localization parameter is maximal; here we see sets of highly localized DBs.

The time evolution of the number of DBs produced, $N_{\text{DB}}$, and the corresponding average DB energy, $E_{\text{DB}}$, are shown in Fig. 4 and Fig. 5 respectively, for different values of the zone-boundary mode amplitudes $A$ and for three values of the potential asymmetry parameter $\alpha$. In these plots, by triangles we indicate the points when the localization parameter $L$ reaches its maximum. It can be seen from Fig. 4 that the maximal number of DBs for $\alpha = 0$ very weakly depends on $A$ and for the negative values of $\alpha$ maximal values of $N_{\text{DB}}$ are somewhat greater for larger $A$. The same can be said about the maximal DB energy; it weakly depends on $A$ for $\alpha = 0$ and increases with $A$ for negative $\alpha$.

From Fig. 5 one can also see that $N_{\text{DB}}$ reaches its maximum well before the localization parameter $L$ becomes maximal for the case of $\alpha = 0$ and $\alpha = -0.25$, but when
Figure 4: Number of DBs as the function of time for various amplitudes of the initially excited zone-boundary mode at different values of the potential asymmetry parameter $\alpha$. Triangles indicate the points of maximal localization parameter.

Figure 5: Average DB energy as the function of time for various amplitudes of the initially excited zone-boundary mode at different values of the potential asymmetry parameter $\alpha$. Triangles indicate the points of maximal localization parameter.

Figure 6: Specific heat normalized with respect to the zone-boundary mode amplitude $A$ as a function of time for various values of $A$ at three different values of the potential asymmetry parameter $\alpha$. The black triangular markers indicate the corresponding values at maximal localization parameter $L$. It can be seen that specific heat is close to minimum when DBs are in the system and it increases as the system approaches thermal equilibrium.

B. Specific heat

The variation of specific heat with respect to time is plotted for the various mode amplitudes $A$ in Fig. 6 for three different values of the potential asymmetry parameter $\alpha$. We actually present the deviation of specific heat from its theoretical value of 2 for the linear system, normalized by $A$. The black triangular markers represent the values at which the localization parameter is maximal. From the comparison of Fig. 6 and Fig. 6, we can observe that the specific heat is minimal when the localization parameter is close to its maximum. The specific heat increases during the transition to thermal equilibrium. From this, we conclude that the specific heat of the chain is reduced by the DBs resulting from the modulational instability of the zone-boundary mode. This can be explained quite simply as in our system with hard type anharmonicity, the DB frequency increases with its amplitude. Increase in the oscillation frequency results in an increase of particle velocities and thus, in their kinetic energies. Kinetic energy is in the denominator of Eq. (10) (which means there is an inverse proportionality between $c_V$ and $K$) and hence its increase results in a decrease of $c_V$. Analogously, for the case of soft type anharmonicity, DB frequency decreases with its amplitude and the effect is just opposite, i.e., DBs increase the specific heat.

$\alpha = -0.5$, first $L$ reaches a maximal value and then $N_{DB}$. As for $E_{DB}$, as shown in Fig. 4, the time when it attains maximal value is close to the time when $L$ is maximal.

It is also worth pointing out that the maximal number of DBs, i.e. $N_{DB}$, weakly depends on the values of $\alpha$ (see Fig. 4), whereas the maximal DB energy, $E_{DB}$, rapidly decreases with increasing asymmetry of the potential (see Fig. 5).
The results in a comparable range.

A σ equilibrium, σ (a) ing the corresponding thermal equilibrium values localization. The σ values have been normalized by subtracting the corresponding thermal equilibrium values σ* to get the results in a comparable range.

C. Stress

The time-dependence of stress in the linear chain is plotted for the various mode amplitudes A in Fig. 7 for different values of the potential asymmetry parameter: (a) α = 0, (b) α = −1/4, and (c) α = −1/2. We present here the deviation of stress σ from its value in thermal equilibrium, σ*. For the symmetric potential (α = 0) there is no thermal expansion and σ* = 0. For negative values of α the dependence of σ* on A is given in Fig. 8. In the limit of very small A, i.e., for the linear regime with small amplitude phonons, the stress is zero. For greater asymmetry, the absolute value of σ* is larger for the same value of A [cf. (a) and (b)].

Coming back to Fig. 7 once again according to the position of the triangular markers or from the comparison of Fig. 2 and Fig. 7 it can be seen in (b) and (c) that the stress is maximal when the localization parameter is close to its maximum. During the transition to thermal equilibrium, the stress in the chain decreases.

Note that negative (compressive) stress appears in the system because its thermal expansion is suppressed by the use of periodic boundary conditions. In the chain with free ends, for negative α, thermal expansion at zero stress will be observed.

From this, we conclude that the DBs increase the stress in the FPU chain with periodic boundary conditions and in the case of free boundary conditions they will produce thermal expansion at zero stress.

The time-dependence of the Young’s modulus of elasticity E for the FPU chain is plotted for the various mode amplitudes A in Fig. 8 for (a) α = 0, (b) α = −1/4, and (c) α = −1/2. Again, the difference between E and its value in thermal equilibrium, E*, is given. The values of E* for different amplitudes are plotted in Fig. 9 for (a) α = 0, (b) α = −1/4, and (c) α = −1/2. From the comparison of Fig. 2 and Fig. 8 it can be seen that the modulus of elasticity is minimal when the localization parameter is maximal for α = 0 and α = −0.25. In the limit of very small A one has E* = 1 and the compressive rigidity of the chain increases with increasing A almost equally for different values of α.

From Fig. 8 it can be seen that the effect of DBs on the Young’s modulus is more pronounced for the symmetric potential (α = 0). In this case, E − E* is minimal when DBs are in the system and it increases while the system approaches thermal equilibrium. From this, we conclude that the resulting DBs decrease the modulus of elasticity of the FPU chain with symmetric potential.

The effect of the Young’s modulus reduction by DBs is much weaker for α = −1/4 and this trend gets even reversed for α = −1/2, i.e., in this case the modulus of elasticity is maximal when the localization parameter is maximal and decreases in thermal equilibrium. Thus, no definite conclusion can be made about the effect of DBs on the Young’s modulus of the FPU chain with the asymmetric potential since it can be qualitatively different for different values of the asymmetry parameter.
by subtracting the corresponding thermal equilibrium values as the function of amplitudes of the initially excited zone-boundary mode for different values of the potential asymmetry parameter ($\alpha$). The triangular markers indicate the corresponding values at maximal localization. The values of $E$ have been normalized to get the results in a comparable range.

Figure 9: Modulus of elasticity as the function of time for various amplitudes of the initially excited zone-boundary mode at different values of the potential asymmetry parameter ($\alpha$).

In this study, the effect of DBs on different macroscopic properties such as specific heat, internal stress and Young's modulus were measured during the transition from modulationally unstable zone-boundary mode through the regime with high energy localization on DBs to thermal equilibrium.

It was found that for the chain with any set of parameters, specific heat is reduced by DBs. This is due to the hard-type anharmonicity of the chain with DBs having greater vibrational frequencies for greater amplitudes. In the regime of energy localization by DBs, this leads to an increase in particles velocities and thus, their kinetic energies. Then, according to Eq. (10), an increase of kinetic energy in the DB regime results in the reduction of the specific heat. In the chains with soft-type anharmonicity DB frequency drops with its amplitude and the effect is opposite, i.e., DBs increase the specific heat.

Internal stress in the chain with symmetric potential ($\alpha = 0$) does not appear since thermal expansion is observed only for asymmetric potentials. For negative $\alpha$ values considered in this study, negative (compressive) stress appears in the chain with periodic boundary conditions that suppress free thermal expansion. If free boundary conditions were used, thermal expansion of the chain at zero stress would be observed. The compressive stress is greater in the regime with DBs and thus, DBs increase thermal expansion of the FPU chain with negative $\alpha$.

In the chain with symmetric potential, DBs reduce the Young’s modulus, but with increasing asymmetry the effect gets weaker and for $\alpha = -1/2$ it becomes even reverse, i.e, an increase in modulus of elasticity is observed.

The effect of DBs on macroscopic properties of two-dimensional nonlinear lattices supporting vibrational modes leading to modulational instability with formation of DBs could become a subject of future study.

IV. CONCLUSIONS

In this study, the effect of DBs on different macroscopic properties of $\alpha$-$\beta$-FPU chain was discussed. The properties such as specific heat, internal stress and Young’s modulus were measured during the transition from modulationally unstable zone-boundary mode through the regime with high energy localization on DBs to thermal equilibrium.

Figure 10: The Young’s Modulus of elasticity at thermal equilibrium as the function of Amplitudes of the initially excited zone-boundary mode for different values of the potential asymmetry parameter ($\alpha$).
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