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Abstract

Learned graph neural networks (GNNs) have recently been established as fast and accurate alternatives for principled solvers in simulating the dynamics of physical systems. In many application domains across science and engineering, however, we are not only interested in a forward simulation but also in solving inverse problems with constraints defined by a partial differential equation (PDE). Here we explore GNNs to solve such PDE-constrained inverse problems. We demonstrate that GNNs combined with autodecoder-style priors are well-suited for these tasks, achieving more accurate estimates of initial conditions or physical parameters than other learned approaches when applied to the wave equation or Navier–Stokes equations. We also demonstrate computational speedups of up to 90× using GNNs compared to principled solvers.

1. Introduction

Understanding and modeling the dynamics of physical systems is crucial across science and engineering. Among the most popular approaches to solving partial differential equations (PDEs) are mesh-based finite element simulations, which are widely used in electromagnetism (Pardo et al., 2007), aerodynamics (Economou et al., 2016; Ramamurti & Sandberg, 2001), weather prediction (Bauer et al., 2015), and geophysics (Schwarzbach et al., 2011). Learning-based methods for mesh-based simulations have recently made much progress (Pfaff et al., 2021), offering faster runtimes than principled solvers, better adaptivity to the simulation domain compared to grid-based convolutional neural network (CNNs) (Thürey et al., 2020; Wandel et al., 2021), and generalization across simulations. State-of-the-art learning-based mesh simulators operate on adaptive meshes using graph networks (Pfaff et al., 2021). While this approach has been successful in simulating the dynamics of physical systems, it remains unclear how to leverage these network architectures to efficiently solve PDE-constrained inverse problems of the form in Eq. (1).

$$\text{minimize } \mathcal{L} (\mathcal{H} (u_{t=1..T}), y_{t=1..T}) ,$$

$$\text{s.t. } u_{t+1} = \mathcal{M}_\theta (u_t) ,$$  \hspace{1cm} (1)

where $u_t \in \mathbb{C}^N$ is the state of the simulation modeled at $N$ nodes of the mesh at time $t = 1 \ldots T$; the operator $\mathcal{H}$:

---

Figure 1. (a) Pipeline for our approach: we first pre-train the prior and a Graph Neural Network (GNN) for a given class of problems in a supervised manner using a dataset generated from classical FEM solvers. Here, the GNN is a fully-differentiable forward simulator and the prior is a generative model learned over the space of physics parameters of interest. At test time, the generative model maps the latent code to the estimated physics parameter that is passed to the GNN to obtain the predicted dynamics. The latent code is then optimized to minimize the difference between predicted and observed dynamics on the graph. (b) We demonstrate the proposed method for solving inverse problems governed by the wave equation or Navier–Stokes equations. From sparse observations, the method recovers the complete evolution of the dynamics.
\( \mathbb{C}^N \to \mathbb{C}^M \) models the measurement process of the real or complex-valued state using a set of \( M \) sensors, giving rise to the observations \( y_t \in \mathbb{C}^M \). \( \mathcal{M}_\theta : \mathbb{C}^N \to \mathbb{C}^N \) is an operator representing the PDE constraints that govern the temporal dynamics of the system with \( \theta \in \mathbb{R}^P \) parameterizing \( \mathcal{M} \) at time \( t \). In the context of inverse problems, we seek the initial state \( u_0 \) or the parameters \( \theta \) given a set of observations \( y_{t=1:T} \). These problems are often ill-posed and considerably more difficult than learning the forward simulation.

Here we explore efficient approaches that leverage recently proposed graph networks to solve PDE-constrained inverse problems. For this purpose, we consider learning-based approaches to the simulation, where \( \mathcal{M} \) is modeled by a graph network \( \text{GNN} : \mathbb{C}^N \to \mathbb{C}^N \). Moreover, we formulate priors for both initial state \( u_0 = \mathcal{G}_u(z_u) \) and the parameters \( \theta = \mathcal{G}_\theta(z_\theta) \) that constrain these quantities to be fully defined in a lower-dimensional subspace by the latent codes \( z_u \in \mathbb{R}^{L_u}, L_u < N \), and \( z_\theta \in \mathbb{R}^{L_\theta}, L_\theta < P \). The fact that the graph network \( \text{GNN} \), and finite element methods in general, operate on irregular meshes motivates us to explore emerging coordinate network architectures (Park et al., 2019; Tancik et al., 2020; Sitzmann et al., 2020) as suitable priors. Coordinate networks operate on the continuous simulation domain and map coordinates to a quantity of interest, such as the initial condition or the parameters of a specific problem.

To our knowledge, this is the first approach to combining continuous coordinate networks with graph networks for learning to solve PDE-constrained inverse problems. The summary of the proposed approach is shown in Figure 1. We demonstrate that this architecture affords faster runtimes and better quality for fewer observations than the principled solvers we tested, while offering the same benefits of improved accuracy over grid-based CNNs to inverse problems that graph networks offer for forward simulations (Figure 1).

2. Related Work

Machine learning techniques have recently also been adapted for solving ill-posed physics-based inverse problems. These problems often involve recovering solutions to PDEs (Raissi et al., 2020) or physical quantities, such as the density, viscosity, or other material parameters (Mosser et al., 2020; He & Wang, 2021; Fan et al., 2020), from a sparse set of measurements. Other methods can super-resolve PDE solutions from estimated solutions at coarse resolution (Esmaeilzadeh et al., 2020) or recover initial conditions from PDE solutions observed at coarse resolution later in time (Li et al., 2020b; Frerix et al., 2021). Yet another class of techniques are tailored to the inverse design problem, which aims to optimize material properties such that the PDE solution satisfies certain useful properties, e.g., for the design of nanophotonic elements (Molesky et al., 2018). Our approach is most similar to other methods that infer material properties or initial conditions from sparse measurements of the PDE solution over time. Similar to some of these methods (Mosser et al., 2020; Jiang & Fan, 2019), we use a generative model to learn a prior over the solution space of material parameters or initial conditions; however, our framework is the first to learn to map a latent code to material parameters or initial conditions compatible with a GNN forward model. This allows our model to solve physics-based inverse problems on irregular grids with adaptive resolution, leading to improved computational
3. Method

We approach the task of solving physics-constrained inverse problems by first pre-training a GNN as a fast forward model that outputs solutions to partial differential equations given the initial states and boundary conditions. The physics-constrained inverse problems we aim to solve involve recovering initial conditions or other parameters that govern the evolution of the PDE. Since recovering these quantities is an ill-posed problem, we also learn a prior over the space of solutions using a deep generative model. Here, a network maps latent codes to a space of material parameters or initial conditions on the graph that comprise plausible solutions to the inverse problems. At test time, the GNN is a fully-differentiable forward simulator, and the latent code of the generative model is optimized to minimize the difference between the predicted and the observed dynamics on the graph.

A detailed pipeline of our approach for solving inverse problems for the wave equation (Section 4) is shown in Figure 2.

3.1. GNN-based Simulator

GNNs have previously been found to perform well in simulating PDE models (Pfaff et al., 2021; Sanchez-Gonzalez et al., 2020). The excellent performance can be attributed to their adaptive resolution and ability to generalize by modeling complicated local interactions. Here, we leverage the state-of-art GNN (Pfaff et al., 2021) to learn a fast forward model that outputs solutions to partial differential equations given the initial states and boundary conditions.

The state of the system at time $t$ is described as $u_t = (V, E)$ with nodes $V$ and mesh edges $E$ that define the mesh. We adopt the approach of (Pfaff et al., 2021) to model the temporal dynamics of the system, i.e., $M_\theta$, using a GNN with Encoder-Processor-Decoder architecture followed by an integrator.

We encode the relative displacement vector (i.e., the vector that points from one node to another) and its norm as edge features, $e_{ij}$. The node features comprise dynamics quantities that describe the state of the PDE and a one-hot vector, $v_i$, indicating the type of the nodes (domain boundaries, inlet, outlet, etc.). In the forward pass, the encoding step uses an edge encoder multilayer perceptron (MLP) and node encoder MLP to encode edge features and node features into latent vectors. The processing step consists of several message passing layers with residual connections. The equations that define the layers of the message passing steps are given by the following.

$$e'_{ij} = \text{MLP}_e(e_{ij}, v_i, v_j), \quad (2)$$

$$v'_i = \text{MLP}_v(v_i, \sum_j e'_{ij}). \quad (3)$$

In the final decoding step, an MLP is used to transform the latent node features $v_i$ to the output $p_i$, which we integrate
at each time step to update the dynamic quantities $u_{t+1} = u_t + p_n$.

3.2. Learning Inverse Problems and Priors

The inverse problems we wish to solve are of the form outlined in Equation 1 with the dynamics being learned by the GNN described above. Solving for the initial condition or parameters may be ill-posed, so we restrict the solutions to lie in a lower-dimensional subspace of the autodecoder-type priors $G_u$ or $G_θ$. When working on regular grids, these priors could easily be implemented as CNN-based generative model, but it is not clear how to model such priors for irregular meshes. To this end, we leverage recently proposed coordinate networks with ReLU activation functions, which use a conditioning-by-concatenation approach to generalize across signals:

$$G_{u/θ} = W_n (ϕ_{n−1}  \circ  ϕ_{n−2} \circ \ldots \circ ϕ_0) \left( \begin{bmatrix} x \\ z_{u/θ} \end{bmatrix} \right) + b_n,$$

$$ϕ_i (x_i) = \text{ReLU} (W_i x_i + b_i),$$

(4)

where $ϕ_i : \mathbb{R}^{M_i} \mapsto \mathbb{R}^{N_i}$ is the $i^{th}$ layer of the MLP consisting of the affine transform defined by the weight matrix $W_i \in \mathbb{R}^{N_i \times M_i}$, and the biases $b_i \in \mathbb{R}^{N_i}$. The input to the first layer concatenates the coordinate $x$ with a scene-specific latent code vector $z_{u/θ}$. This coordinate network, implemented by an MLP, maps continuous coordinates on the simulation domain to a quantity of interest. Thus, it can be evaluated on a regular grid or, more importantly, on the irregular locations of the graph nodes our GNN operates on.

We learn $G_{u/θ}$ in a pre-processing step, using training data relevant for a specific physical problem. We optimize the network parameter, denoted by $ψ_G$, and the latent code, $z$, with respect to the individual training sample, indexed by $i$, to maximize the joint log posterior of all training samples:

$$\arg \min_{ψ_G, z} \sum_{i=1}^{N} \sum_{j=1}^{K} \mathcal{L} \left( G \left( z^i, x_j \right), u^i_j \right) + \frac{1}{\sigma^2} \left\| z^i \right\|^2_2$$

(5)

At test time, the pre-trained GNN modeling the dynamics and the pre-trained coordinate networks as the prior are fixed, and the latent code vectors $z_{u/θ}$ are optimized for a given set of sparse observations using a standard Adam solver (Kingma & Ba, 2014).

4. Experiments

We demonstrate our approach on the wave equation and the Navier–Stokes equations for modeling acoustics or fluid dynamics. Our method leverages a learned simulator using a Graph Neural Network and a learned prior for fast and accurate recovery of the unknown parameters. The U-Net (CNN) solver baseline is comparable to existing approaches in the literature for forward simulation (Thürey et al., 2020; Wandel et al., 2021; Holl et al., 2019; Bhatnagar et al., 2019; Tompson et al., 2017); since we focus on solving physics-constrained inverse problems, we extend this approach accordingly and incorporate our learned prior. We also evaluate the effect of the learned prior. We find that our approach gives a favorable tradeoff between accuracy and speed, enabling accurate recovery of the unknown parameters while being up to nearly two orders of magnitude faster than the classical FEM solver.

4.1. Two-Dimensional Scalar Wave Equation

The wave equation, Eq. (6), is a second-order partial differential equation that describes the dynamics of acoustic or electromagnetic wave propagation.

$$\frac{\partial^2 u}{\partial t^2} - c^2 \frac{\partial^2 u}{\partial x^2} = 0$$

$$u_0' = \frac{\partial u}{\partial t} |_{t=0} = 0$$

$$u_0 = u_{\text{init}}$$

(6)

Here, $u$ is the field amplitude and $c$ is the velocity parameter that spatially characterizes the speed of the wave propagation inside the medium. The wave equation can be solved given initial conditions, $u_0'$ and $u_{\text{init}}$, and the boundary conditions. In our experiments, the domain is chosen to be $\Omega \in [0, 1]^2$ with an obstacle at the center. The Dirichlet boundary conditions are used at all boundaries, $u|_{\partial \Omega} = 0$. The initial field velocity is set to be 0, and the initial field distribution is denoted by $u_{\text{init}}$.

The PDE-constrained inverse problem we are aiming to solve is to recover unknown parameters $u_{\text{init}}$ or $c$ from sparse measurements of $u$ in space and time. Formally, it can be
Figure 4. Qualitative results for the initial state recovery problem with the 2D wave equation. Here “C.” refers to the coarse meshes (25 × 25 nodes for U-Net (CNN) or ≈ 600 nodes for GNN), and “F.” refers to the fine meshes (64 × 64 nodes for U-Net (CNN) or ≈ 2800 nodes for the FEM solver). Without the learned prior, G, all methods fail due to the ill-posed nature of the problem. Using the prior, we find the GNN yields a result that is closer to the ground truth compared to both U-Net (CNN) models. While the FEM solver on the fine grid outperforms the GNN, it is also ≈ 8 × slower. Thus the GNN with the prior gives a favorable tradeoff between speed and accuracy.

described as

\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in T_{\text{tar}}} \| H(u^B_t(x)) - H(u^\text{pred}_t(x)) \|^2 \\
\text{s.t.} & \quad u_{t+1} = u_t + M_c(u_t, u'_t) \\
& \quad u_0(x) = G_{u\text{init}}(z, x) \quad \text{or} \quad c(x) = G_c(z, x)
\end{align*}
\] (7)

Here, we minimize the mean squared error (MSE) between the predicted field \(u^\text{pred}_t\) and the ground truth observed field \(u^B_t\), summed over different observation time steps, \(t\). We address two different tasks, (1) recovering the initial condition, \(u_{\text{init}}\), and (2) full-waveform inversion (Virieux & Operto, 2009) in which we recover the velocity parameter, \(c\). These optimized quantities are parameterized by the prior network \(G_{u\text{init}}/c\). Finally, the measurement sampling operator is given by \(H\), and \(M_c\) is the forward model that solves the wave equation, Eq. (6), to produce the field at the next time step.

**Learned Forward Simulation** In our approach, \(M_c\) is given by a GNN, which learns the wave equation forward model on irregular meshes.

As a baseline, we train a U-Net (CNN) forward model based on (Thürey et al., 2020). Similar to (Pfaff et al., 2021), we train the GNN and U-Net (CNN) by directly supervising on a dataset of “ground truth” wave equation solutions generated with an open source FEM solver (FEniCS (Logg et al., 2012)). The FEM solver uses a fine irregular mesh with many more nodes (≈2800) than the GNN (≈600) on average across the dataset. The training dataset is composed of 1100 simulated time-series trajectories using 37 separate meshes. We evaluate on 40 held-out trajectories across 3 different meshes. We find that the FEM solver requires a timestep that is 5× smaller than the GNN solver to achieve stable results. At this setting, the FEM solver simulated on a fine irregular mesh is roughly 8× slower than the GNN; running the FEM solver on the same grid as the GNN is 2.5× slower than the GNN with accuracy roughly 80× worse in terms of MSE.

To compare the accuracy of different learned forward simulators, we plot the accumulated relative error, unrolled for 50 time steps and averaged over 96 trajectories in Fig. 3. The GNN-based simulator provides a robust solution. We evaluate two different cases for the U-Net (CNN). In one case, we restrict the number of grid nodes to be roughly the same as the GNN (25 × 25). Since the small number of nodes must be regularly and coarsely spaced, this provides poor performance. Second, we set the grid resolution of the U-Net (CNN) such that the spacing between grid points matches the minimum spacing in the GNN mesh. This requires 7× more nodes than the GNN (64 × 64), but the performance is still relatively worse than the GNN.

**Initial State Recovery** For the initial state recover task, we solve Eq. (7) where \(u_{\text{init}}(x) = G_{u\text{init}}(z, x)\) is the unknown parameter and initial velocity is given to be 0. For both this problem and full-waveform inversion, the prior is pretrained on a dataset of 10,000 values of \(u_{\text{init}}\) (or \(c\)), generated by sampling a Gaussian random field and tapering the solution to zero near the boundaries to satisfy the Dirichlet boundary condition.
Table 1. Quantitative results for the initial state recovery and full-waveform inversion (FWI) problems for the 2D wave equation. All metrics are averaged over 40 test samples and evaluated on coarse irregular grids. Observation setup: we use measurements every 2 GNN time steps from 2 to 30 GNN time steps with 20 sensors randomly sampled from the grid. Runtime measures the time taken per optimization iteration. We observe that the GNN outperforms the U-Net (CNN) with a similar number of nodes and provides comparable results with the U-Net (CNN) using $7 \times$ more nodes. The classical FEM solver using a fine irregular mesh gives the lowest MSE, however it is at least $8 \times$ slower than the learned simulator approaches.

We solve the inverse problems by optimizing the value of $z$ using the ADAM optimizer (Kingma & Bu, 2014) for all experiments until convergence, or a maximum of 2000 iterations. In the case where we optimize without the prior, we directly optimize the unknown parameters, $u_{\text{init}}$ or $c$.

Table (1) reports a quantitative comparison of different solvers with and without the prior, and a qualitative comparison is shown in Fig. 4. Here we unroll the GNN for 30 GNN time steps and take measurements every 2 GNN steps from 2 to 30 time steps. At every measurement, we have sensors placed at 20 randomly sampled nodes from the coarse irregular mesh. For baseline comparisons with other form of meshes (regular for U-Net (CNN) and fine irregular mesh for FEM solver), we use nearest neighbor sampling to find the corresponding sensor location. From the table we observe that with or without the prior, our approach provides a favorable trade-off between the accuracy and the speed. While the U-Net (CNN) is the fastest forward simulator, the GNN solver outperforms the U-Net (CNN) solver in terms of accuracy at resolution $25 \times 25$ and performs slightly better than the U-Net (CNN) at resolution $64 \times 64$. We attribute this to the stronger performance of the GNN forward model, as shown in Fig. 3. Given that the FEM solver operating on the finest mesh gives the most accurate forward model, it gives the best MSE in the inverse problem. However, it is at least $8 \times$ slower than the learned simulator approaches. For all cases, using a learned prior significantly improves the final accuracy. By optimizing the latent code, we constrain the solution space to the manifold learned by $G_{\text{lin}} / c$ and avoid bad local optima that lie far outside the dataset distribution.

### Full Waveform Inversion

Full-waveform inversion (FWI) is a common problem in seismology (Virieux et al., 2017) and involves recovering the density of structures in the propagation medium. We are motivated by recent work that uses variants of a CNN as a prior (Mosser et al., 2020; Wu & McMechan, 2019) or forward operator (Yang et al., 2021) for seismic inversion. As we are primarily interested in a comparison between learned methods on regular and irregular meshes, we adopt the U-Net (CNN) baseline as a representative method that can be unrolled per timestep and integrated into our framework. Since the prior is agnostic to the particular grid setup, we use the same prior across all models.

For the FWI problem, we minimize Eq. (7) where $c(x) = G_c(z, x)$ is the unknown parameter. FWI is a highly nonlinear inverse problem, and the final optimization result depends heavily on the initial state and may easily fall into local minima. In order to improve the optimization, different forms of progressive training schemes have been used. For example, one can progressively fit the data in time by introducing a damping function as in (Chen et al., 2015). In frequency-domain full-waveform inversion, one can first optimize low-frequencies to avoid local minima (Aghamiry et al., 2019; Benders & Pratt, 2007). In our approach, we adopt a progressive training scheme in time where we gradually increase the total number of observed time steps as the optimization proceeds. For the FWI task, we unroll the GNN for 30 GNN time steps and take measurements every 2 GNN steps. At the beginning of the optimization, we only have observations at time step $T = \{2\Delta t\}$, and we include one extra time step's measurement every 120 optimization iterations until $T = \{2\Delta t, 4\Delta t, \cdots, 30\Delta t\}$.

Table (1) reports a quantitative comparison of the performance of different solvers used with or without the prior. We observe similar trends as in the initial state recovery task, where using a learned prior significantly improves the final accuracy. For this task, the proposed GNN solver gives the lowest MSE compared to the baselines. Figure 5 shows qualitative comparisons between the different learned simulators and demonstrates that the proposed approach with the GNN forward model leads to a better recovery of the density distribution.
4.2. Two-Dimensional Incompressible Navier–Stokes Equation

The two-dimensional incompressible Navier–Stokes Equations are non-linear partial differential equations modeling the dynamics of fluids. Taking a fluid density of \( \rho = 1.0 \), the fluid is characterized by

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nu \nabla^2 \mathbf{u} + \nabla p = 0 \tag{8}
\]

\[
\nabla \cdot \mathbf{u} = 0 \tag{9}
\]

Here, \( \nu = 0.001 \) is the kinematic viscosity, \( \mathbf{u} \) represents the velocity of the fluid in the \( x \) and \( y \) directions, and \( p \) represents the pressure. These incompressible Navier–Stokes equations can be solved given the initial condition \( \mathbf{u} \) and boundary conditions for the given domain. For our experiments, we use an irregular domain \( \Omega \in [0, 1.6] \times [0, 0.4] \) with a cylinder of random radius at a random position near the flow inlet. No-slip boundary conditions are defined at the lower and upper edge, as well as at the boundary of the cylinder as shown in Eq. (10). On the left edge, a constant inflow profile is prescribed, Eq. (11); on the right edge, do-nothing boundary condition is used, Eq. (12).

\[
\mathbf{u}(\mathbf{x}) = [0, 0] \quad \forall \mathbf{x} \in \partial \Omega_{\text{up}, \text{bottom}, \text{cylinder}} \tag{10}
\]

\[
\mathbf{u}(\mathbf{x}) = [1, 0] \quad \forall \mathbf{x} \in \partial \Omega_{\text{in}} \tag{11}
\]

\[
\nu \partial_n \mathbf{u} - p n = 0 \quad \forall \mathbf{x} \in \partial \Omega_{\text{out}} \tag{12}
\]

We carry out flow assimilation on the velocity field \( \mathbf{u} \) given sparse velocity measurements in space and time. Formally, we have

\[
\text{minimize } \sum_{\ell \in \mathcal{I}_{\text{test}}} \| \mathcal{H}(\mathbf{u}^{\ell}(\mathbf{x})) - \mathcal{H}(\mathbf{u}^{\text{pred}}_{\ell}(\mathbf{x})) \|_1
\]

\[
\text{s.t. } \mathbf{u}_{t+1} = \mathbf{u}_t + \mathcal{M}(\mathbf{u}_t)
\]

\[
\mathbf{u}_0(\mathbf{x}) = \mathcal{G}_{\mathcal{u}}(z, \mathbf{x})
\]

where \( \mathcal{H} \) is the measurement sampling operator, and \( \mathcal{M} \) is the forward model that solves the incompressible Navier–Stokes Equations.

Our assimilation trajectories are random flow clips of length \( T = 10 \) time intervals from the test dataset. We take measurements every 2 time intervals for a total of 5 measurement snapshots where each time intervals are equivalent to 1 learned solver timesteps, or 12.5 FEM solver timesteps. At every measurements, we have 50 sensors measuring the velocity field, \([u_x, u_y]\), as shown in Fig. 6.

**Table 2.** Errors of different forward models for 50-steps rollout averaged over 50 test trajectories. The proposed method with the GNN provides better accuracy than the U-Net (CNN) at both coarse and fine resolution and is \( \approx 35 \times \) faster than the classical FEM solver.

| Forward Model | # nodes | MSE   | Runtime (s) |
|---------------|---------|-------|-------------|
| FEM (Irr. C.)| 2732    | **3.92e-4** | 3.87e1     |
| U-Net (Reg. C.)| 2916  | 5.78e-3 | **1.11e-1** |
| U-Net (Reg. F.)| 16384 | 2.55e-3 | 1.65e-1  |
| GNN (Irr. C.)| 2732  | **9.73e-4** | 1.10e0    |

**Learned Forward Simulation** As described in Sec. 3, our method uses a GNN as a fast and accurate learned simulator operating on irregular meshes. Similar to the 2D scalar wave equation experiment, we train as baselines a U-Net (CNN) for an input resolution of \( 54 \times 54 \), which matches the average number of nodes of the irregular grid used by the GNN \((\approx 2732 \text{ nodes})\). We also train a U-Net (CNN) at \( 128 \times 128 \) resolution, which contains roughly \( 6 \times \) more nodes compared to the coarse irregular grid (Irr. C.) used by the GNN. All learned simulators are trained in a supervised manner on a dataset obtained using an open source FEM solver (Logg et al., 2012). Our dataset consists of 850 training trajectories on 55 meshes, and 50 test trajectories on 5 meshes. The unrolled MSE is shown in Table 2. We observe a similar trend as in the wave equation example: the GNN gives the best accuracy among learned solvers and is approximately \( \approx 35 \times \) faster than the FEM solver.

**Fluid Data Assimilation** We train our prior \( \mathcal{G}_u \) on 34000 fluid snapshots from the training trajectories, where \( \mathcal{G}_u(z, \mathbf{x}) = \mathbf{u}(\mathbf{x}) = [u_x(\mathbf{x}), u_y(\mathbf{x})] \). Similarly to the wave equation experiment, we solve the optimization problem given in Eq. (13) using the ADAM optimizer (Kingma & Ba, 2014). Different from the wave equation experiments we add a fine-tuning stage to the optimization where we update the parameters of the generative prior \( \mathcal{G}_u \), which helps to improve the generalization performance in this problem. Similar techniques have been widely used in GAN inversion problems (Daras et al., 2020; Roich et al., 2021). Figure 7 shows the averaged observation objective with optimiza-
Table 3. Fluid assimilation results averaged over 50 test samples on 5 unseen meshes. Here, we simulate for 10 time steps taking measurement of 50 sampled sensors every 2 time steps. Runtime is the per-iteration optimization time. We observe that the GNN (Irr. C.) performs much better than the U-Net (Reg. C.) using a similar number of nodes (listed in Table (2)). U-Net (Reg. F.) uses $5 \times$ more nodes than the GNN but has slightly worse performance. The FEM solver gives the best performance but is roughly $90 \times$ slower than the GNN.

Figure 7. Observation objective during the optimization. Solid lines: during the first 200 iterations, we only optimize the latent code $z$ and the prior, $\mathcal{G}$, parameterized by $\psi$ is fixed. From 200 - 600 iterations, we start to fine tune the prior, i.e optimizing $\psi$, to increase the expressiveness of the prior to better match the observations. After fine-tuning, we observe a significant decrease in the objective function. Dashed lines: we only optimize the latent code $z$ throughout the optimization. We observe that the final observation objective without fine-tuning is much higher than the cases with fine-tuning.

5. Discussions

In this paper we present a general framework for solving PDE-constrained inverse problems with a GNN-based forward solver and an autodecoder-style learned prior. Both the GNN-based learned simulator and the learned prior operate on irregular meshes with adaptive resolution, enabling representing and processing signals with fewer nodes compared to the regular grids used by convolutional networks. Our experiments on the wave equation and Navier–Stokes equations demonstrate that the proposed framework achieves improved performance compared to a conventional U-Net (CNN) operating on grids with the same number of nodes as the GNN. Moreover, our approach is up to $90 \times$ faster compared to conventional FEM solvers.
We also mention a few limitations of the proposed approach. The current implementation is limited in the number of time-steps that can be modeled in the inverse problem due to memory required to unroll the solvers. Also, the method requires the forward model to be trained from scratch for changes to the underlying equations (e.g., significant changes to the boundary conditions or dynamics). Still, techniques like gradient checkpointing (Griewank, 1992) may be helpful to mitigate the memory constraints of the unrolled optimization, and generalizing learned physics solvers across problem settings is an promising direction for future work.

Overall, our approach works to integrate GNNs and learned priors for solving physics-constrained inverse problems. Our approach may be useful for solving ill-posed problems across a range of tasks related to physics-based simulation and modeling. GNNs are an attractive architecture for efficient modeling across multi-resolution domains and may yield even greater improvements compared to conventional CNNs, especially for larger domains or in 3D problem settings.
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A. Two-Dimensional Scalar Wave Equation

A.1. Dataset

The dataset for the wave equation consists of 1100 training trajectories over 37 meshes, and 40 test trajectories over 3 unseen meshes. For each mesh, we have a fish shape obstacle at the center obtained from the shape dataset (LEMS). The Dirichlet boundary condition is applied to all boundaries. The ground truth trajectories are obtained using an open source FEM solver, FEniCs (Logg et al., 2012), simulated on fine meshes with Euler method and first order elements. We use generalized minimal residual method (GMRES) as our linear solver and incomplete LU factorization as our preconditioner. The supervised fields on coarse meshes and regular meshes are all interpolated from the ground truth trajectories. For every trajectory, we randomly sample an initial wavefield, and a velocity distribution from the gaussian random field. The velocity distribution is threshold to binary. To satisfy the boundary conditions, the sampled initial wavefield is decayed to 0 near the boundaries using the solution of the Eikonal equation.

A.2. Prior Network

For the prior networks, $G_c$ or $G_u$, we use a multilayer perceptron (MLP) with 6 hidden layers, hidden features of size 256, and the positional encoding (Tancik et al., 2020). ReLU nonlinearity is used at all intermediate layers and sigmoid is used at the final layer. Input latent code is of size 64. During the training, the dataset is normalized to be between [0, 1]. We train the network with ADAM optimizer (Kingma & Ba, 2014) for 1500 epochs using a batch size of 32, and a learning rate of 5e-4. For each training sample, we randomly sample 900 points and add random noise to the coordinates for better generalization. The loss function is Eq. (14), where $\sigma = 0.01$.

$$\arg\min_{\psi, z} \sum_{i=1}^{N} \left( \sum_{j=1}^{K} \mathcal{L}(z^i, x^j, u^i_j) + \frac{1}{\sigma^2} \| z^i \|^2_2 \right)$$

(14)

A.3. Learned Simulators

U-Net For the U-Net learned forward model, we adopt the architecture in (Thürey et al., 2020). Input of the network consists of 3 channels, $[u, u', \text{mask}]$, where the “mask” indicates the simulation domain. We adjust the network size so that the total number of parameters of the U-Net matches the total number of parameters used in the GNN. The input field are all normalized to zero mean and unit variance using the dataset statistics. We train the network for 500 epochs using the ADAM optimizer (Kingma & Ba, 2014), learning rate 0.0004 and batch size 10.

GNN For GNN, we adopt the architecture in (Pfaff et al., 2021). The input edge features consist of the relative displacement vector between nodes and its norm. The input node features consist of $[u, u', c, \text{node type}]$, where node type is a one-hot vector that is $[0, 1]$ on the boundaries, or $[1, 0]$ off boundaries. We use two-hidden-layer MLPs with hidden features size 256, and the total number of message passing steps is 10. The input and the output features are all normalized to zero mean and unit variance using the dataset statistics. We train the network using the ADAM optimizer (Kingma & Ba, 2014) with a learning rate decay exponentially from 1-4 to 1e-8 over 500 epochs.

A.4. Qualitative Comparisons

Here, we show some qualitative comparisons for the initial state recovery, Fig. 8, and the full-waveform inversion task, Fig. 9, for the 2D wave equation experiments discussed in Sec. 4.1. In these experiments, the sensor locations are off boundary nodes randomly sampled from the coarse irregular grid that the GNN operates on.
Figure 8. Sampled qualitative comparisons for initial state recovery results with the wave equation. Left: with the learned prior; Right: without the learned prior. We observe that with prior gives much better results than without prior in all cases, indicating the effectiveness of our prior.

Figure 9. Sampled qualitative comparisons for full-waveform inversion results with the wave equation. Left: with the learned prior; Right: without the learned prior. We observe that with prior gives much better results than without prior in all cases, indicating the effectiveness of our prior.
B. Two-Dimensional Incompressible Navier Stokes Equation

B.1. Dataset

The fluid dataset consists of 850 training trajectories on 55 meshes, and 50 test trajectories on 5 meshes. The ground truth trajectories are obtained through simulation using an open source FEM solver, FEniCs (Logg et al., 2012) on the fine meshes and Chorin’s method (Chorin, 1969). For every trajectory, we randomly sample an initial velocity, $u$, from a gaussian random field. The first 1000 steps of the simulation are discarded.

B.2. Prior Network

For the prior networks, $G_u$, we use a multilayer perceptron (MLP) with 6 hidden layers, hidden features of size 128, and the positional encoding (Tancik et al., 2020). ReLU nonlinearity is used at all intermediate layers. Input latent code is of size 128. The skip connection is adopted here, i.e. the input latent code is concatenated to the 3rd and the 5th layer of the MLP (Park et al., 2019). During the training, the dataset is normalized to be zero mean and unit variance. We train the network with the ADAM optimizer (Kingma & Ba, 2014) for 1500 epochs using a batch size of 32 and a learning rate of 5e-4. For each training sample, we randomly sample 4000 points and add random noise to the coordinates for better generalization. The loss function is Eq. (14), where $\sigma = 0.01$.

B.3. Learned Simulators

**U-Net** For the U-Net learned forward model, we adopt the architecture in (Thürey et al., 2020). The input of the network consists of 3 channels, $[u_x, u_y, \text{mask}]$, where the “mask” indicates the simulation domain. We adjust the network size so that the total number of parameters of the U-Net matches the total number of parameters used in the GNN. We train the model for 500 epochs with the ADAM optimizer (Kingma & Ba, 2014), a learning rate of 0.0004 and a batch size of 128.

**GNN** For the GNN learned forward model, we adopt the architecture in (Pfaff et al., 2021). The input edge features consist of the relative displacement vector between nodes, and its norm. The input node features consist of $[u_x, u_y, \text{node type}]$, where the node type is a one-hot vector indicates if the node is at the inlet, outlet, cylinder boundary, wall boundaries, or otherwise. We use two-hidden-layers MLPs with hidden features size 128, and the total number of the message passing steps is 15. We train the network with the ADAM optimizer (Kingma & Ba, 2014) with a learning rate decay exponentially from $1 \times 10^{-4}$ to $1 \times 10^{-8}$ over 500 epochs.

B.4. Fine tuning

| Forward Model       | Fluid Data Assimilation without Fine-tuning | Fluid Data Assimilation with Fine-tuning |
|---------------------|---------------------------------------------|------------------------------------------|
|                     | MSE ($V_x$) | MSE ($V_y$) | MSE ($V_x$) | MSE ($V_y$) |
| FEM (Irr. C.)       | 5.58e-3     | 2.83e-3     | 4.46e-3     | 1.94e-3     |
| U-Net (Reg. C.)     | 1.21e-2     | 6.17e-3     | 1.02e-3     | 5.40e-3     |
| U-Net (Reg. F.)     | 8.64e-3     | 4.04e-3     | 7.974e-3    | 3.31e-3     |
| GNN (Irr. C.)       | 9.87e-3     | 4.19e-3     | 6.55e-3     | 1.86e-3     |

Table 4. Fluid assimilation results averaged over 40 test samples on 5 unseen meshes. Here, each flow clip consists of 10 time steps, where each time step is equivalent to 2 learned solver steps (GNN or U-Net) and 12.5 FEM solver step. We take measurement of the velocity, $[u_x, u_y]$, every 2 time steps using 50 sampled sensors. Here we compare the with-fine-tuning and the without-fine-tuning approach. We observe that with-fine-tuning approach achieves lower MSE for all forward models.

B.5. Qualitative Comparisons

In Fig. 10, we show some qualitative comparisons for the flow assimilation task using different solvers, and learned prior. In this experiment, 10 sensors are sampled at a bounding box near the cylinder, and 40 sensors are sampled randomly from the whole domain.
Table 1

| Sample 1 | U-Net (C.) | U-Net (F.) | FEM (F.) | GNN (C.) | GT |
|----------|------------|------------|----------|----------|----|
| \( u_x \) |            |            |          |          |    |
| \( T=0 \) |            |            |          |          |    |
| \( u_y \) |            |            |          |          |    |
| \( T=0 \) |            |            |          |          |    |
| \( u_x \) |            |            |          |          |    |
| \( T=10 \) |           |            |          |          |    |
| \( u_y \) |            |            |          |          |    |
| \( T=10 \) |           |            |          |          |    |

Sample 2

| Sample 2 | U-Net (C.) | U-Net (F.) | FEM (F.) | GNN (C.) | GT |
|----------|------------|------------|----------|----------|----|
| \( u_x \) |            |            |          |          |    |
| \( T=0 \) |            |            |          |          |    |
| \( u_y \) |            |            |          |          |    |
| \( T=0 \) |            |            |          |          |    |
| \( u_x \) |            |            |          |          |    |
| \( T=10 \) |           |            |          |          |    |
| \( u_y \) |            |            |          |          |    |
| \( T=10 \) |           |            |          |          |    |

Figure 10. Sample comparisons for flow assimilation task.

B.6. Without Prior

In Fig. 11 and Tab. (B.6), we show some qualitative and quantitative comparisons for the flow assimilation task without using the learned prior network. Due to the highly ill-posedness of the problem, all solvers yield results deviates from the ground truth. All learned solvers yield results with strong artifacts as the input flow velocity is now far outside the training dataset distribution that the learn solvers trained on. Note that for the learned simulators, the learned prior network also ensures that the input states/physics parameters are always within the training set distribution.

C. Runtime Analysis

To obtained the average runtime per optimization iteration, we run our approaches on 8 CPU cores (FEM solver) and a single Quadro RTX 6000 GPU (U-Net and GNN).
| Forward Model       | MSE ($V_x$) | MSE ($V_y$) |
|---------------------|-------------|-------------|
| FEM (Irr. C.)       | 2.45e-1     | 3.13e-2     |
| U-Net (Reg. C.)     | 8.50e-1     | 5.44e-2     |
| U-Net (Reg. F.)     | 9.76e-1     | 5.55e-2     |
| GNN (Irr. C.)       | 1.97e0      | 4.85e-2     |

Table 5. Fluid assimilation results without using the learned prior network.

Figure 11. Sample comparisons for flow assimilation task without using learned prior network.

Supplementary References

Chorin, A. J. On the convergence of discrete approximations to the navier-stokes equations. *Math. Comp.*, 23, 1969.

Kingma, D. P. and Ba, J. Adam: A method for stochastic optimization. 2014.

LEMS. Binary shape databases. http://vision.lems.brown.edu/sites/default/files/99db.tar.gz.

Logg, A., Mardal, K.-A., Wells, G. N., et al. *Automated Solution of Differential Equations by the Finite Element Method*. Springer, 2012.

Park, J. J., Florence, P., Straub, J., Newcombe, R., and Lovegrove, S. Deepsdf: Learning continuous signed distance functions for shape representation. In *Proc. CVPR*, 2019.

Pfaff, T., Fortunato, M., Sanchez-Gonzalez, A., and Battaglia, P. W. Learning mesh-based simulation with graph networks. 2021.

Tancik, M., Srinivasan, P. P., Mildenhall, B., Fridovich-Keil, S., Raghavan, N., Singhal, U., Ramamoorthi, R., Barron, J. T., and Ng, R. Fourier features let networks learn high frequency functions in low dimensional domains. In *Proc. NeurIPS*, 2020.

Thürey, N., Weißenow, K., Prantl, L., and Hu, X. Deep learning methods for reynolds-averaged navier–stokes simulations of airfoil flows. *AIAA J.*, 58(1):25–36, 2020.