Stochastic semiclassical theory for non-equilibrium electron-phonon coupled systems
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We discuss a semiclassical approach to solve the quantum impurity model within non-equilibrium dynamical mean-field theory for electron-lattice models. The effect of electronic fluctuations on the phonon is kept beyond Ehrenfest dynamics, leading to a stochastic phonon evolution with damping and noise terms that are self-consistently determined by the electronic correlation functions in the fluctuating phonon field. Together with a solution of the electronic model based on a non-perturbative quantum Boltzmann equation, the approach can be used to address the coupled dynamics of the electrons and the lattice during photo-induced phase transitions. Results for the Anderson-Holstein model are benchmarked against numerically exact quantum Monte Carlo data. We find good agreement for the phonon distribution function at temperatures comparable to the charge ordering temperature. The general formulation can be extended to models with electron-electron interactions or multi-orbital systems.

I. INTRODUCTION

The coupled non-equilibrium dynamics of the electrons and the lattice in solids leads to processes which can be orders of magnitude slower than the intrinsic microscopic timescale of the electrons, including coherent amplitude modes in charge density wave systems1,2, or photo-induced phase transitions3–8 and non-thermal transitions to disordered and metastable states9–11. The large separation between the fast electronic dynamics and slow lattice dynamics poses a considerable challenge for numerical simulations, even for minimal models such as the Holstein or Hubbard-Holstein model. Direct wave-function-based techniques like exact diagonalization and matrix product state algorithms12–14 for electron-phonon coupled systems must cope with the large bosonic Hilbert space. Efficient procedures exist for the dilute limit of a few polaron15–18, but simulations at finite electron density19,20 remain restricted to short times. For systems with large spatial dimension, non-equilibrium dynamical mean-field theory (DMFT)21 becomes the reference method. DMFT maps a lattice model with local electron-phonon coupling to a single-site impurity model. In equilibrium, this model can be solved using quantum Monte Carlo (QMC) techniques22,23, but non-equilibrium simulations usually rely on perturbative weak-coupling expansions24,25 or the strong coupling expansion around the atomic limit26,27. The latter also provides a good starting point for the regime of strong electron-phonon coupling, but different ways of integrating out the phonon within this formalism correspond to additional approximations when used within low orders of the expansion (such as the non-crossing approximation, NCA)27–29. The unbiased approach, on the other hand, which includes the phonon exactly in the atomic limit of the impurity model30, faces a steep increase of the computational cost with the size of the phonon Hilbert space and is therefore again restricted to short times.

In this work, we explore an alternative approach to solve the impurity model for DMFT-based electron-lattice models up to long times, based on a semiclassical approximation31–33 to the phonon dynamics. A straightforward semiclassical approach would use a mean-field decoupling of the electrons and phonons, leading to classical equations of motion for the phonons with a force determined by electronic expectation values (Ehrenfest dynamics)34. Beyond that, thermal and quantum fluctuations can be expected to have a profound impact on the lattice dynamics. One way to incorporate fluctuations into a semiclassical evolution is through a weighted average over initial states for the classical variable35–38. Here, we aim to include the back-action of electronic fluctuations on the phonon also during the dynamics. This leads to a stochastic phonon evolution, with damping and noise obtained self-consistently from the electronic system driven by the fluctuating phonon field. With this, one can potentially address all the relevant stages of a photo-induced phase transition, including the recovery of the ordered phase and the thermalization of the phonons to their final equilibrium statistical distribution. The approach still requires a description of the electronic state at long times, but for well-separated electron and lattice timescales one can rely on a quasi steady approximation obtained from a non-perturbative quantum Boltzmann equation39, or possibly even an adiabatic approximation. Nevertheless, in this work we only analyze the equilibration properties of the model, so that we can benchmark the stochastic semiclassical theory against a numerically exact method.

While the semiclassical approach misses quantum processes like the tunneling between polaronic configurations42, it can be expected to provide a suitable description at sufficiently high temperature. The approach has been used to study the melting and recovery of the charge density wave in the Holstein model on a Bethe lattice43, where it revealed that the recovery of
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the ordered state proceeds through a disordered polaron phase, in which the local order parameter is not representative of the mean. This scenario for the photo-induced dynamics differs from the phenomenology obtained by time-dependent Ginzburg Landau theory, and implies a very slow recovery dynamics. The aim of the present work is to provide a derivation of the semiclassical approach which extends to models with electron-electron interactions and multi-orbital systems, and could therefore be used to describe, e.g., correlated electrons coupled to Jahn-Teller phonons, or realistic models for coupled electron-lattice dynamics in materials like VO$_2$. Moreover, for the Anderson Holstein impurity model, we benchmark the approach against the exact solution in equilibrium, and compare to approximate solutions based on the self-consistent Migdal approximation and the NCA approximation.

The outline of this paper is as follows. In Sec. II, we derive the stochastic semiclassical equations of motion for the lattice displacement in a quantum impurity model with general linear coupling of the phonon displacement to an electronic operator. In Sec. III, we introduce the Anderson Holstein model (Sec. IIIA), we summarize the corresponding QMC formalism which is used for the exact benchmarks (Sec. IIIB), as well as the solution in weak (Sec. IIIC) and strong coupling perturbation theory (Sec. IIID). Sec. IIIE contains the stochastic semiclassical equations of motion for the Anderson Holstein model. In Sec. IV, we compare the equilibrium phonon distributions and electronic spectral functions obtained with the various techniques. A summary and conclusion are presented in Sec. V.

II. THEORY FOR THE SEMICLASSICAL EQUATIONS OF MOTION FOR THE LATTICE DISPLACEMENT

A. Impurity action

In this section, we provide a derivation of the stochastic semiclassical equations of motion for the local lattice distortion, starting from a generic impurity problem in which electrons interact with a local vibrational mode. The electronic part of the impurity Hamiltonian includes the hybridization with an electron reservoir, and possibly a local interaction (such as a Hubbard interaction). The precise form will be specified in the numerical examples below. The phonon is described in terms of the Hamiltonian

$$H_x = \frac{1}{2} \left( \Omega^2 \dot{X}^2 + \dot{P}^2 \right),$$

with canonically conjugate variables $\dot{X}$ (displacement) and $\dot{P}$ (momentum). The vibrational mode interacts with the electrons on the impurity with the linear term

$$H_{cx} = \sqrt{2}\Omega g \dot{X} \hat{O},$$

where $\hat{O}$ is a generic local electronic operator. For example, in the Holstein model, $\hat{O}$ is the local electron density $\hat{O} = \sum \hat{c}_{\sigma}^\dagger \hat{c}_{\sigma}$, while interesting settings in multi-orbital impurity models would include a displacement $\hat{X}$ which modifies the crystal field splitting (i.e., $\hat{O}$ is the occupation difference $n_1 - n_2$ between orbitals), or the hybridization between two impurity orbitals ($\hat{O} = \hat{c}_1^\dagger \hat{c}_2 + \hat{c}_2^\dagger \hat{c}_1$).

We aim to solve the problem using a path integral formulation on the Keldysh contour $C = C^+ \cup C^-$, with $C^+ = (-t_{max}, t_{max})$ and $C^- = (t_{max}, -t_{max})$, $t_{max} \to \infty$. We will henceforth use a notation such that the contour times $\tau = t^+$ ($\tau = t^-$) denotes the physical time $t$ on the upper (lower) branch of $C$. In order to derive stochastic equations of motion for the phonon variable, we keep the discrete-time notation for the path integral, and divide $C$ into $2N - 2$ time intervals of length $\delta t$. The action is given in terms of the displacement field $X_j = X(\tau_j)$, and Grassmann fields $c_j = c(\tau_j) \dot{c}_j = \dot{c}(\tau_j)$ for the electrons. In addition to the time index $j$, electron operators carry orbital and/or spin indices, which are not shown for simplicity. The action is given by

$$S[\bar{c}, c, X] = S_{cc}[\bar{c}, c] + S_x[X] + S_{cx}[\bar{c}, c, X],$$

$$S_x = \sum_{j=1}^{2N-1} \frac{h_j}{2} \left( \frac{X_{j+1} - X_j}{h_j} \right)^2 - \Omega^2 X_j^2,$$

$$S_{cx} = -\sqrt{2\Omega g} \sum_{j=1}^{2N-1} h_j O_{j+1} X_j,$$

where the term $S_{cc}[\bar{c}, c]$ is purely electronic, while $S_x$ and $S_{cx}$ incorporate the bare phonon and the electron phonon interaction, respectively; $h_j = \tau_j - \tau_{j-1}$ is the time step (which is $\pm \delta t$ for $j$ on the upper/lower contour, and $h_{N+1} = 0$). Moreover, $O_j$ is the representation of the operator $\hat{O}$ in terms of Grassmann variables, i.e., if $\hat{O}[\bar{c}, \dot{c}]$ is a normal-ordered function of $\bar{c}$ and $\dot{c}$, then $O_j = \hat{O}[\bar{c}_j, \dot{c}_j]$. With the action, the partition function can be written as

$$Z = \int \mathcal{D}[\bar{c}, c] \int \mathcal{D}[\bar{c}, c] e^{iS[\bar{c}, c, X]},$$

from which time-dependent expectation values are obtained by taking derivatives with respect to source fields. Integrating out the electrons gives the effective action for the phonons

$$e^{iS_{eff}[X]} = e^{iS_x[X] + i\Gamma[X]},$$

$$\Gamma[X] = -i \log \langle e^{iS_{cx}[\bar{c}, c, X]} \rangle_{cc},$$

where $\langle \cdots \rangle_{cc} = \frac{1}{Z_{cc}} \int \mathcal{D}[\bar{c}, c] e^{iS_{cx}[\bar{c}, c, \cdots]}$ is the bare electronic expectation value. In order to proceed towards stochastic equations, we represent the fields $X_j$ in terms
of their so-called quantum and classical components, which are functions of the physical time \( t \in (-\infty, \infty) \). We first denote by \( X^\pm \) the fields on the upper/lower branch as a function of the physical time \( t_j \) \( (j = 1, \ldots, N) \),

\[
X^+_j = X(t^+_j) = X_j, \quad X^-_j = X(t^-_j) = X_{2N+1-j}.
\]

(9)

(10)

Quantum and classical components are introduced via the Keldysh rotation,

\[
\left( \frac{X^c_+}{X^-_j} \right) = \frac{1}{2} \left( X^+_j + X^-_j \right).
\]

(11)

The classical component of the field \( X^c \) represents the average of the fields on the upper and lower branches of the contour, while the quantum component \( X^q \) is the semi-difference of the two. In a purely classical configuration, we expect the fields on the two branches to be equal, i.e. \( X^+_j = X^-_j \), leading to \( X^c_j = 0 \), which explains the notation. With this, the free-phonon part of the action can be recast in the form

\[
S_x = -2\delta_t \sum_{j=2}^{N-1} X^q_j (\dot{X}^c_j + \Omega^2 X^c_j) + b.t.,
\]

(12)

with the discrete second derivative

\[
\ddot{X}^c_j = \frac{X^c_{j+1} - 2 X^c_j + X^c_{j-1}}{\delta_t^2}.
\]

(13)

The abbreviation \( b.t. \) denotes terms involving only the fields \( X^\pm, X^\pm, X^\pm, X^\pm \) on the boundary of the contour, which will not be important in the following. They set the initial condition for the stochastic equation at \( t \to -\infty \), which becomes irrelevant because the system evolves in the presence of a damping term, see below.)

The electron-phonon action (5) becomes

\[
S_{cx} = -\delta_t \sqrt{2\Omega g} \sum_{j=2}^{N-1} (O^c_{j+1} - O^c_{j-1}) X^c_j
\]

\[
-\delta_t \sqrt{2\Omega g} \sum_{j=2}^{N-1} (O^c_{j+1} + O^c_{j-1}) X^q_j + b.t.,
\]

(14)

where in analogy to Eqs. (9) and (10) we use the notation \( O^c_{j+} \equiv O(t^+_j) = O_j \), and \( O^c_{j-} \equiv O(t^-_j) = O_{2N+1-j} \).

The effective potential \( \Gamma[X] \) is expanded in a Taylor series in the quantum variable

\[
\Gamma[X^c, X^q] = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{j_1, \ldots, j_n} X^q_{j_1} \cdots X^q_{j_n} \Pi_{j_1, \ldots, j_n}, \quad n = 0, 1, 2, \ldots
\]

(15)

\[
\Pi_{j_1, \ldots, j_n} = -i \frac{\partial^n}{\partial X^q_{j_1} \cdots \partial X^q_{j_n}} \log \left| e^{i S_{cx}[\xi, c, X]} \right|_{cc, X^q = 0}.
\]

(16)

To interpret the coefficients \( \tilde{\Pi} \), we define the action

\[
S_{cl} = S_{cc} - \delta_t \sqrt{2\Omega g} \sum_{j=2}^{N-1} (O^c_{j+1} - O^c_{j-1}) X^c_j + b.t.,
\]

(17)

This describes a purely classical electronic model where electrons at the impurity are subject to a fluctuating field

\[
\hat{H}_j(t) = \sqrt{2\Omega g} X^c(t) \hat{O}
\]

(18)

in the Hamiltonian, with the time-dependent force \( \sqrt{2\Omega g} X^c(t) = \sqrt{2\Omega g} X^c_j \) for \( t \in [t_j, t_{j+1}] \). With this,

\[
\tilde{\Pi}_{j_1, \ldots, j_n} = (-i)^{n+1} (2\sqrt{2\Omega g} \delta_t)^n (\tilde{O}_{j_1} \cdots \tilde{O}_{j_n})_{\text{con}},
\]

(19)

where \( \langle \cdots \rangle_{\text{con}} \) are the connected correlation functions for the electrons in the presence of the fluctuating force (18), and \( \tilde{O}_j = (O^c_{j+1} + O^c_{j-1})/2 \). In particular

\[
\tilde{\Pi}_j = -2\sqrt{2\Omega g} \delta_t \langle \tilde{O}_j \rangle_{\text{cl}},
\]

(20)

\[
\tilde{\Pi}_{j, t} = -\delta_t^2 4\Omega g^2 (\chi^K_j)_{j, t},
\]

(21)

where

\[
(\chi^K_{j})_{j, t} = -2i \langle (\tilde{O}_j \tilde{O}_t) - \langle \tilde{O}_j \rangle_{\text{cl}} \langle \tilde{O}_t \rangle_{\text{cl}} \rangle_{\text{cl}}
\]

(22)

is recognized as the discrete representation of the Keldysh component

\[
\chi^K_j(t, t') = -i \langle (\tilde{O}(t) \tilde{O}(t'))_{\text{con}} + t \leftrightarrow t' \rangle
\]

(23)

of the connected \( OO \) autocorrelation function of the electrons in the presence of the fluctuating field term (18).

### B. Semiclassical approximation

The semiclassical approximation corresponds to truncating the expansion (15) at the second order. The first order in the expansion (15) is combined with the free phonon action (12) into

\[
S_x + \Gamma^{(1)} = -2\delta_t \sum_{j=2}^{N-1} X^q_j (\ddot{X}^c_j + \Omega^2 X^c_j + \sqrt{2\Omega g} \langle \tilde{O}_j \rangle_{\text{cl}}).
\]

(24)

The quadratic term in Eq. (15), \( \Gamma^{(2)}[X] = -2\Omega \delta_t^2 g^2 \sum_{j_1, j_2} (\chi^K_{j_1})_{j_2} X^q_{j_1} X^q_{j_2} \), is decoupled using a Hubbard Stratonovich transformation with a real field \( \xi \),

\[
e^{-\delta_t^4 4\Omega g^2 \sum_{j, l} X^q_j} \langle \chi^K_{j} \rangle_{j, l} X^q_j
\]

\[
e^{-\frac{i}{\sqrt{g}} \sum_{j, l} \xi_j A_{j, l} + \frac{\delta_t^4}{2} \sqrt{g} \sum_j \xi_j \chi^K_j},
\]

(25)

with \( (A^{-1})_{j, l} = i g^2 (\chi^K_{j})_{j, l} \). Here \( \int D[\xi] = \int \prod_j d\xi_j \), and

\[
Z_\xi = \int D[\xi] e^{-\frac{i}{\sqrt{g}} \sum_{j, l} \xi_j A_{j, l} + \frac{\delta_t^4}{2} \sqrt{g} \sum_j \xi_j \chi^K_j},
\]

(26)
is the normalization factor. The Gaussian integral is convergent, because \((i\chi_R^2)_{ij}\) is a positive definite matrix [c.f., Eq. (22)]. Combining all terms which are linear in \(X^a\) in Eqs. (24) and (25) gives a factor \(e^{-i\phi}e^{F_j}\), with

\[
F_j = \dot{X}^a_j + \Omega^2 X^a_j + \sqrt{2\Omega} g(\vec{O})_{a,j} - \sqrt{\Omega} \xi_j.
\]  

(27)

The integral over \(X^a\) is then performed analytically,

\[
\int dX^a e^{-i\phi}e^{F_j} = \frac{\pi}{\delta_t} \delta(F_j).
\]  

(28)

With this, the path integral has been reduced to (up to constants)

\[
Z = \int D[\xi] \int D[X^a] \frac{1}{Z_\xi} e^{-\frac{1}{2} \sum_{j,i} \xi_i A_{j,i} \xi_j} \prod_j \delta(F_j).
\]  

(29)

The term \(\prod_j \delta(F_j)\) constrains the values \(X^a_j\) to a trajectory which satisfies at each time step \(j \geq 2\) the (discretized) equation of motion

\[
\ddot{X}^a_j = -\Omega^2 X^a_j - \sqrt{2\Omega} g(\vec{O})_{a,j} + \sqrt{\Omega} \xi_j.
\]  

(30)

which can be rewritten in the form of two first order differential equations

\[
\begin{align*}
V_j &= V_{j-1} + \delta_t (-\Omega^2 X^a_j - \sqrt{2\Omega} g(\vec{O})_{a,j} + \sqrt{\Omega} \xi_j), \\
X^a_{j+1} &= X^a_j + \delta_t V_j.
\end{align*}
\]  

(31)

We point out that if the expansion in the quantum variable in Eq. (15) is truncated at the leading order, the \(\xi\) integral will be absent, and Eq. (30) becomes the equation of motion obtained from a mean-field decoupling of the electron-phonon interaction, which is reminiscent of the result from Ehrenfest dynamics. On the other hand, in the derivation of Eq. (30), we did not make any assumption on the separation of the time-scales between the electronic and the lattice subsystems, so this equation cannot be regarded as a Born-Oppenheimer approximation. The term \(\xi\) can be viewed as a stochastic force, whose statistics is determined by the matrix \(A\), which itself depends on the trajectory \(X^a_j\). With this, the path integral (29) defines a nonlinear non-Markovian stochastic differential equation. A scheme for the solution of this problem is provided in App. D.

C. White noise limit

The stochastic equations can be further simplified if the electronic timescale \(\tau_e\), which is determined by the bandwidth of the bath, is much shorter than the period \(1/\Omega\) of the phonon. In this case, we can try to numerically solve for the phonon dynamics on a time grid \(\Delta t\) which is sufficiently short compared to \(1/\Omega\), but still long compared to \(\tau_e\), \(\tau_e \ll \Delta t \ll 1/\Omega\). Electronic correlation functions, in particular the autocorrelation function (23), vanish for time differences \(t - t' > \tau_e\), which implies that also the noise becomes uncorrelated on these times,

\[
\langle \xi(t_1) \xi(t_2) \rangle \to 0 \text{ for } |t_1 - t_2| > \tau_e.
\]  

(33)

As a consequence, the phonon dynamics on the coarser time grid \(\Delta t\) should be reduced to a stochastic equation with a force that is uncorrelated between different time steps (white noise). To derive this equation, let us formally integrate Eqs. (31) and (32) over a time interval of duration \(\Delta t\) (to simplify the notation, we set the initial time of the interval to 0),

\[
X^a(\Delta t) = X^a(0) + \frac{1}{\Omega} \int_0^{\Delta t} dt' \sin[\Omega(\Delta t - t')] f(t'),
\]  

(34)

\[
V(\Delta t) = V(0) + \int_0^{\Delta t} dt' \cos[\Omega(\Delta t - t')] f(t').
\]  

(35)

Here \(f(t) = -g\sqrt{2\Omega}(\vec{O}(t))_{a,j} + \sqrt{\Omega} \xi(t)\) is the force, and \(X_0(t) = X(0) \cos(\Omega t) + \Omega^{-1} V(0) \sin(\Omega t)\) and \(V_0(t) = V(0) \cos(\Omega t) - \Omega X(0) \sin(\Omega t)\) correspond to the solution of the free oscillator. For sufficiently short times \(\Delta t \ll 1/\Omega\), the increment of the position is therefore

\[
X^a(t) \approx X^a(0) + V(0)t + \cdots,
\]  

(36)

where the omitted terms are of order \(O(t^{3/2})\). To see the latter, consider the correction to Eq. (36),

\[
\Delta X_J = \frac{1}{\Omega^2} \int_0^t dt' \sin[\Omega(t - t') f(t')] = \int_0^t dt' f(t') + O(t^2),
\]  

which is a random variable with variance \(\sigma^2 \Delta X = \int_0^t dt' dt_2 f(t_1) f(t_2)\). Even for a delta-correlated force term \(\kappa(t_1, t_2) = \langle f(t_1) f(t_2) \rangle \sim \delta(t_1 - t_2)\) (white noise) this gives just \(\sigma^2 \Delta X = C(t^2\Omega)\); for a smooth function \(\kappa(t_1, t_2) = \langle f(t_1) f(t_2) \rangle\) the square root of the variance is \(\sigma \Delta X = C(t^2)\). Similarly, the increment of \(V\) is

\[
V(\Delta t) - V(0) = -\Omega^2 X(0) \Delta t + \int_0^{\Delta t} dt' f(t'),
\]  

(37)

up to terms of \(O(\Delta t^2)\). We first analyze the contribution of \(\langle \vec{O}(t) \rangle_{cd}\) to the force integral,

\[
\Delta V_\Omega = -\sqrt{2\Omega} g \int_0^{\Delta t} dt' \langle \vec{O}(t_1) \rangle_{cd}.
\]  

(38)

The variable \(\langle \vec{O}(t_1) \rangle_{cd}\) depends on the trajectory \(X^a(t)\) during the interval \([0, \Delta t]\). However, since \(X^a(t) - X^a(0)\) remains small [c.f. Eq. (36)], we can obtain \(\langle \vec{O}(t_1) \rangle_{cd}\) by the linear response in the difference \(\Delta X(t) = X^a(t) - X^a(0)\),

\[
\langle \vec{O}(t_1) \rangle_{cd} = \langle \vec{O}(t_1) \rangle_{cd,0} + \sqrt{2\Omega} g \int_0^{\Delta t} dt_1 \chi^R_{a,j}(t_1, t_2) \Delta X(t_2).
\]  

(39)

Here \(\langle \vec{O}(t_1) \rangle_{cd,0}\) is the expectation value calculated for the electronic model (17) in which the field \(X^a(t)\) is
When replacing Eq. (43) with its expression to leading order on the Keldysh matrix in the interval \([0, ∆t]\), we can replace the latter by the correlation function \(χ(t)\) obtained again by the electronic model (17) in which the noise is frozen to \(X^\text{cl}(0)\) for \(t > 0\). Accordingly, \(χ_R^{t_1,t_2}(t_1, t_2)\) is the response function

\[
χ_R^{t_1,t_2}(t_1, t_2) = -iθ(t_1 - t_2)\langle [\hat{O}(t_1), \hat{O}(t_2)] \rangle_{cl} \tag{40}
\]

in that model. When Eq. (39) is inserted into (38), we can to leading order replace \(\langle [\hat{O}(t_1), \hat{O}(0)] \rangle_{cl} = [\hat{O}(0)]_{cl}\), and \(ΔX(t_2)\) by (36),

\[
ΔV_O = -\sqrt{2Ω}gΔt\langle [\hat{O}(0)] \rangle_{cl} - V(0)2g^2Ω \int_0^{Δt} dt_1 \int_0^{t_1} dt_2 χ_R^{t_1,t_2}(t_1, t_2)t_2. \tag{41}
\]

The function \(χ_R^{t_1,t_2}(t_1, t_2)\) decays to zero when the time difference \(t_1 - t_2\) is much larger than the electronic timescale \(τ_e\). With the separation of timescales \(τ_e ≪ Δt ≪ 1/Ω\), the double integral in Eq. (41) then becomes (substituting \(t_2 = t_1 - s\))

\[
\int_0^{Δt} dt_1 \int_0^{t_1} ds χ_R^{t_1,t_1-s}(t_1, t_1-s)(t_1-s) \approx \int_0^{Δt} dt_1 \int_0^{∞} ds χ_R^{t_1,t_1-s}(t_1, t_1-s)(t_1-s) \tag{42}
\]

\[
= \int_0^{Δt} dt_1 (t_1 + i∂_ω)χ_R^{t_1,ω}(t_1, ω)|_{ω=0}, \tag{43}
\]

with the backward Fourier transform

\[
χ_R^{t_1,ω}(t, ω) = \int_0^{∞} ds e^{iωs}χ_R^{t_1,t}(t, t-s). \tag{44}
\]

When replacing Eq. (43) with its expression to leading order in \(Δt\), Eq. (41) becomes

\[
ΔV_O = Δt \left( -\sqrt{2Ω}g\langle [\hat{O}(0)] \rangle_{cl} - Ω(0)V(0) \right), \tag{45}
\]

with

\[
Γ(t) = -2g^2∂_ω\text{Im}χ_R^{t}(t, ω)|_{ω=0}. \tag{46}
\]

Here, we also used the anti-hermitian symmetry of the correlation functions in time.

Next, we analyze the contribution from the stochastic term to the force integral in Eq. (37),

\[
ΔV_ξ = \sqrt{Ω} \int_0^{Δt} dt_1 ξ(t_1). \tag{47}
\]

The noise \(ξ(t_1)\) is determined by the Keldysh matrix \(χ_R^{t_1,t_2}(t_1, t_2)\) for \(t_1, t_2 ≤ t\). To leading order in \(Δt\), we can replace the latter by the correlation function \(χ^K_{cl,0}\), obtained again by the electronic model (17) in which the field \(X^\text{cl}(t)\) is frozen to \(X^\text{cl}(0)\) for \(t > 0\). In the limit of \(τ_e → 0\) [with Eq. (33)], the noise therefore depends only on the Keldysh matrix in the interval \([0, Δt]\), and becomes a statistically independent variable with variance

\[
σ^2_ΔV_ξ = Ω \int_0^{Δt} dt_1 \int_0^{Δt} dt_2 ⟨ξ(t_1)ξ(t_2)⟩ \tag{48}
\]

\[
\approx Ω \int_0^{Δt} dt_1 \int_0^{Δt} dt_2 ig^2χ^K_{cl,0}(t_1, t_2) \tag{49}
\]

\[
\approx Ω \int_0^{Δt} dt_1 \int_{−∞}^{∞} dt_2 ig^2χ^K_{cl,0}(t_1, t_1-s) \tag{50}
\]

\[
= Ω \int_0^{Δt} dt_1 g^2χ^K_{cl,0}(t_1, ω)|_{ω=0} \tag{51}
\]

\[
≈ −ΔtΩg^2\text{Im}χ^K_{cl}(0, ω)|_{ω=0}. \tag{52}
\]

In the third step (50) we have made use of the decay of \(χ^K_{cl}(t_1, t_2)\) on times shorter than \(Δt\), and the last step is again correct to leading order in \(Δt\).

In summary, Eqs. (31) and (32) in the limit \(τ_e → 0\) reduce to the stochastic equations \(V_j = V_{j-1} + ΔtF_{j-1}\) and \(X_{j+1} = X_j + ΔtV_j\), with the force

\[
F_j = −Ω^2X_j^\text{cl} − g\sqrt{Ω}\langle [\hat{O}_j] \rangle_{cl} − ΩΓ_jV_j + \sqrt{Ω}ξ_j \tag{53}
\]

that contains a damping term

\[
Γ_j = −2g^2∂_ω\text{Im}χ_R^{t}(t_j, ω)|_{ω=0}, \tag{54}
\]

and a white noise \(⟨ξ_j⟩ = 0\), \(⟨ξ_jξ_j'⟩ = K_jδ_{j,j'}Δt^{-1}\) with

\[
K_j = −g^2\text{Im}χ_R^{t}(t_j, ω)|_{ω=0}. \tag{55}
\]

The stochastic evolution of the phonons must be solved together with a time propagation of the electronic dynamics in the presence of the time-dependent field (18), which determines the force \(\sqrt{Ω}\langle [\hat{O}_j] \rangle_{cl}\), the damping \(Γ_j\), and the noise power \(K_j\). In equilibrium, i.e., for time-independent \(X^\text{cl}\), the correlation function \(χ^K_{cl}(t, ω)\) [Eq. (23)] and \(χ_R^{t}(t, ω)\) [Eq. (40)] do not depend on time and satisfy the fluctuation dissipation relation

\[
χ^K_{cl}(ω) = 2i\coth\left(\frac{ωβ}{2}\right)\text{Im}χ_R^{t}(ω). \tag{56}
\]

Hence we have \(K = 2TT\), i.e., the standard Einstein relation between noise and damping.

In the end, we point out that, despite the apparent similarity of our treatment with the better known Born-Oppenheimer approximation, the stochastic semiclassical theory does not rely on an adiabatic assumption for the electronic degree of freedom. Thus it does not have the same limitations as the Born-Oppenheimer approximation, e.g. in the presence of level crossings in the electronic band structure. Nevertheless, we emphasize that the separation of time scales between the electronic and the phononic subsystems is a relevant assumption leading to Eq. (53).

D. Quantum Boltzmann equation for the electronic problem

After the quantum phonon has been replaced with the semiclassical stochastic one, \(X^\text{cl}\), one still needs to
solve the electron impurity model with action (17), with a time-dependent force [c.f. Eq. (18)]. In the limit of well-separated timescales for the electrons and the lattice, the time evolution of the local electronic system on the impurity can be obtained from a non-perturbative quantum Boltzmann equation (QBE) for the distribution function $F(\omega, t) = G^<(\omega, t)/(2\pi i A(\omega, t))$, which is given by the ratio between the lesser component of the electronic Green's function $G^<$ (occupied density of states), and the spectral function $A(\omega, t) = -\frac{1}{\pi} \text{Im} G^R(\omega, t)$\textsuperscript{39}. Dynamical quantities depending on time and frequency are understood in terms of the Wigner transform of two time functions

$$
Y(\omega, t) = \int ds e^{i\omega s} Y(t + s/2, t - s/2)
$$

(57)

with respect to relative time $s$ at given average time $t$. The QBE provides an equation of motion for both the distribution and the spectral function. The basic assumption is that the evolution of electronic spectra and distribution functions with average time $t$ is much slower than $1/\delta\omega$, where $\delta\omega$ is given by the bandwidth of the relevant spectral features\textsuperscript{39}. The QBE then gives an equation for the evolution of the distribution function, $\partial_t F(\omega, t) = I_\omega [F]$, with scattering integral

$$
I_\omega [F] = -i \Gamma^<(\omega, t) + 2i F(\omega, t) \text{Im} \Gamma^R(\omega, t),
$$

(58)

with the self-energy $\Gamma(\omega, t)$. For the Anderson Holstein model (see below), $\Gamma(\omega, t) = \Delta(\omega, t)$ with $\Delta$ being the hybridization of the impurity with the noninteracting bath. More generally, additional self-energy contributions $\Sigma_{\text{int}}$ have to be included due to interactions, which however can also be assumed to be a functional of the full Green’s function $G$, $\Sigma_{\text{int}} = \Sigma_{\text{int}}[G]$. In this case, $\Gamma$ reads $\Gamma(\omega, t) = \Delta(\omega, t) + \Sigma_{\text{int}}(\omega, t)$. The self-energy and the spectrum that appear in Eq. (58) are evaluated non-perturbatively, by solving at each timestep an auxiliary steady-state problem which is designed to have the same interaction, and a non-equilibrium steady state distribution function $F_{\text{NESS}}(\omega) = F(\omega, t)$, which, for a lattice problem, can be computed with DMFT (for details, see Ref. 39). The assumption here is that the electronic structure (spectral function) is determined by the electronic distribution function at the same time (the so-called instantaneous response approximation in Ref. 39). We emphasize that the computational effort, in the presence of a nonzero local interaction (such as a Hubbard $U$, which we do not consider in the following), would depend on the specific impurity solver used, but would not dramatically change as long as the white noise approximation remains valid.

### III. HOLSTEIN IMPURITY MODEL

#### A. Model

The quantum impurity model considered here is represented as a Hamiltonian, $H_{QI}$, with three basic terms: $H_{\text{imp}}$, which describes the impurity, $H_{\text{res}}$, the infinite noninteracting system with continuous spectrum to which the impurity is coupled (so-called bath or reservoir), and $H_{\text{coup}}$, the coupling term between the impurity and the bath:

$$
H_{QI} = H_{\text{imp}} + H_{\text{res}} + H_{\text{coup}}.
$$

(59)

The Hamiltonian of the impurity is

$$
H_{\text{imp}} = H_S + H_{\text{cx}} + H_{\text{cc}} = \frac{1}{2} \left( \Omega^2 \hat{X}^2 + \hat{P}^2 \right) + \sqrt{2\Omega} \hat{X} \left( \sum_{\sigma} n_\sigma - 1 \right) + H_{\text{cc}}.
$$

(60)

The first term corresponds to Eq. (1), with quadratures $\hat{X} = (\hat{d} + \hat{d}^\dagger)/\sqrt{2\Omega}$ and $\hat{P} = i\sqrt{\Omega}/(\hat{d}^\dagger - \hat{d})$ expressed in terms of phononic creation and annihilation operators $\hat{d}^\dagger$ and $\hat{d}$; the second one is given in Eq. (2), where now we set the operator $\hat{O} = (\sum_{\sigma} n_\sigma - 1)$. $H_{\text{cc}}$ is the purely electronic part of the Hamiltonian, that can include, e.g., the chemical potential or the on-site Hubbard interaction, $H_{\text{cc}} = -\mu \sum_{\sigma} n_\sigma + U n_\uparrow n_\downarrow$. However, in the simulations we set both $\mu$ and $U$ to zero, meaning that the impurity is at half-filling.

The terms $H_{\text{res}} + H_{\text{coup}}$ in Eq. (59) define a quadratic Hamiltonian that describes the hybridization of the impurity with a reservoir (bath) characterized by the Green’s function $g_{p,p'}(t, t')$, with $p$ and $p'$ labels for the energy levels of the reservoir. The effect of the bath is included through a self-energy correction to the impurity Green’s function. The hybridization function reads

$$
\Delta(t, t') = \sum_{p,p'} V_{0,p} g_{p,p'}(t, t') V_{p',0},
$$

(61)

where $V_{0,p}$ is the hopping integral from the impurity to the bath level $p$. The bath is assumed to be always in equilibrium at temperature $T = \beta^{-1}$, and it is therefore convenient to represent the self-energy in real frequency space $\Delta(\omega)$. In this case, one needs to specify the bath spectrum only, $A_{\Delta}(\omega) = -\frac{1}{\pi} \text{Im} \Delta^R(\omega + i0)$, and the lesser component is given by the fluctuation-dissipation relation $\Delta^\gamma(\omega) = -2i f_\beta(\omega) \text{Im} \{ \Delta^R(\omega) \}$, where $f_\beta$ is the Fermi distribution at inverse temperature $\beta$. In our implementation, the density of states of the bath is assumed to be semicircular leading to a bath spectral function

$$
A_{\Delta}(\omega) = \frac{V^2}{\pi D^2} \theta(D^2 - \omega^2) \sqrt{D^2 - \omega^2},
$$

(62)

with $\theta(\omega)$ the Heaviside step function and $D$ the half bandwidth. For all simulations below, we set $D = 2$ to define the unit of energy, while the coupling $V$ between
the impurity and the bath is chosen to be $V = 0.1581D$. We stress that the bath plays a crucial role in transmitting the information on the temperature to the semiclassical phonons.

B. Monte Carlo method

To test the semi-classical theory we will provide benchmarks against established methods for the Holstein impurity problem. The Holstein model at temperature $T > 0$ can be solved numerically exactly (within error bars) using QMC methods. Here we consider the hybridization-expansion CTQMC approach developed in Ref. 23. This method performs a stochastic expansion of the partition function in powers of the hybridization function $\Delta$. At expansion order $n_\sigma$ for spin $\sigma$, the $n_\sigma!$ diagrams corresponding to a given imaginary-time sequence of fermionic creation and annihilation operators can be summed up into a determinant of a matrix $M_{\sigma}^{\text{imp}}$, so that the weight of the Monte Carlo configuration can be expressed as

$$w(\{\psi_i(\tau_i)\}) = \text{Tr}_c \left\langle T_c e^{-\int_0^\beta H_{\text{imp}}(\tau)\psi_{2n}(\tau_{2n}) \ldots \psi_1(\tau_1) - \int_0^\beta H_{\text{int}} d\tau_i} \cdot \prod_{\sigma} (\text{det} M_{\sigma}^{\text{imp}} - 1) s_\sigma, \right\rangle_{\text{MC}}, \tag{63}$$

where the $\psi_i(\tau_i)$ denote the (time-ordered) electron creation or annihilation operators and $s_\sigma$ is 1 (−1) if the spin-$\sigma$ operator with the lowest time argument is a creation (annihilation) operator. To evaluate the phonon expectation value, a Lang-Firsov transformation is introduced to shift $X$ into $X - X_0$, with $X_0 = (\sqrt{2g}/\Omega_{\text{H}})/(\sum n_\sigma - 1)$. This transformation introduces the polaron operators $\tilde{c}^\dagger_\sigma = e^{\tilde{\Omega}^{\text{H}}(d-d)} c^\dagger_\sigma$, $\tilde{c}_\sigma = e^{-\tilde{\Omega}^{\text{H}}(d-d)} c_\sigma$ and decouples the electrons from the phonons in the transformed impurity Hamiltonian. The transformation also shifts the local interaction and chemical potential as $U \rightarrow \tilde{U} = U - 2\tilde{g}/\Omega_{\text{H}}$ and $\mu \rightarrow \tilde{\mu} = \mu - \tilde{g}/\Omega_{\text{H}}$. One may then integrate out the phonons, to obtain a phonon-related weight factor

$$w_b(\{\psi_i(\tau_i)\}) = \text{exp} \left[ - \frac{g^2/\Omega_{\text{H}}^2}{e^\beta - 1} (n(e^\beta + 1)) \right] + \sum_{2n \geq i > j \geq 1} s_i s_j \left\{ e^{\tilde{\Omega}(\beta - (\tau_i - \tau_j))} + e^{-\tilde{\Omega}(\tau_i - \tau_j)} \right\}. \tag{64}$$

where $s_i = 1 (−1)$ if the $i$th operator is a creation (annihilation) operator. The weight (63) becomes the product of this bosonic weight factor and the weight corresponding to a usual Anderson impurity model (without phonons, but with the modified $\tilde{U}$, $\tilde{\mu}$): $w(\{\psi_i(\tau_i)\}) = w_b(\{\psi_i(\tau_i)\}) \tilde{w}_\text{AIM}(\{\psi_i(\tau_i)\})$. \tag{65}

Based on these weights, one then samples all possible diagrams using Monte Carlo updates which insert/remove pairs of creation and annihilation operators, or which shift the positions of the operators.$^{33}$

To measure the phonon distribution function $P(X)$, we calculate the expectation values

$$p(a) = \left\langle \cos \left( a \sqrt{\Omega X} \right) \right\rangle_{\text{MC}} \tag{66}$$

$$= \int dX \ P(X) \cos \left( a \sqrt{\Omega X} \right)$$

for different $a$. To derive the measurement formula, we first discuss the measurement of $\langle e^{ia\sqrt{\Omega X}} \rangle_{\text{MC}}$. This measurement formula is obtained by inserting the operator $e^{ia\sqrt{\Omega X}}$ at $\tau = 0$ into the expression (63), which defines $w^X(\{\psi_i(\tau_i)\}) = \text{Tr}_c \left\langle T_c e^{-\int_0^\beta H_{\text{imp}}(\tau)\psi_{2n}(\tau_{2n}) \ldots \psi_1(\tau_1) e^{ia\sqrt{\Omega X}} d\tau_1 \ldots d\tau_{2n}} \right\rangle_{\text{MC}}$. During the Monte Carlo sampling, we then measure the ratio $w^X(\{\psi_i(\tau_i)\})/w_b(\{\psi_i(\tau_i)\})$. Since the additional $e^{ia\sqrt{\Omega X}}$ factor only modifies the bosonic factor, this amounts to measuring the ratio $w^X(\{\psi_i(\tau_i)\})/w_b(\{\psi_i(\tau_i)\})$, where $w^X(\{\psi_i(\tau_i)\})$ is the bosonic weight factor obtained with the additional operator $e^{ia\sqrt{\Omega X}}$ at $\tau = 0$. This ratio can be expressed as

$$\frac{w^X(\{\psi_i(\tau_i)\})}{w_b(\{\psi_i(\tau_i)\})} = \text{exp} \left[ - \frac{a^2 e^{\beta_1} + 1}{4 e^{\beta_1} - 1} - i a \sqrt{\Omega X}(\tau = 0) \right]$$

$$\times \text{exp} \left[ - \frac{i}{e^{\beta_1} - 1} \sum_j s_j g \frac{a}{\Omega_{\text{H}}}(e^{\tilde{\theta}(\beta - \tau_j)} - e^{-\tilde{\theta}(\tau_j)} \right). \tag{67}$$

Note that because of the Lang-Firsov shift, this expression depends on $X_0(\tau = 0)$ and hence on the occupation of the impurity at $\tau = 0$ in the measured configuration. Since the first factor is independent of the Monte Carlo configuration, we can express the measurement formula for $p(a)$ [Eq. (66)] as

$$\left\langle \cos \left( a \sqrt{\Omega X} \right) \right\rangle_{\text{MC}} = \text{exp} \left[ - \frac{a^2 e^{\beta_1} + 1}{4 e^{\beta_1} - 1} - i a \sqrt{\Omega X}(\tau = 0) \right]$$

$$\times \left\langle \cos \left( a \sqrt{\Omega X}(\tau = 0) \right) \right\rangle_{\text{MC}} \tag{68}$$

We measure $p(a)$ on a sufficiently fine $a$-grid ($\Delta a = 0.02$ in the calculations below) and then compute the phonon distribution function by inverting Eq. (66) as

$$P(X) = \frac{1}{2\pi} \int da \ p(a) \cos (a \sqrt{\Omega X}). \tag{69}$$

Some tests of this measurement scheme against ED for a model with a single bath site are shown in Appendix B.
C. Second-order Migdal approximation

This section discusses the solution of the Anderson-Holstein impurity model with the self-consistent Migdal approximation\textsuperscript{18,19}. In the Migdal approximation, one treats within a Gaussian approximation the quantum fluctuations of the phonons around the average order parameter, represented by the displacement $\langle X \rangle$ of the atoms. The self-consistent Migdal approximation is the lowest order approximation for the electronic self-energy that allows to treat the renormalization of the phonons induced by the electron-phonon coupling: The vibrational mode evolves as a consequence of the interaction with the electrons and, in turn, influences the electronic dynamics; the electrons couple back to the phonons in the form of a phonon self-energy (polarization bubble). The expectation values that will be shown in the following denote expectation values of quantum operators. The Dyson equation for the impurity Green’s function reads

\[
[i\partial_t + \mu - \hat{h}_{\text{loc}}(t)]\hat{G}(t, t') - [\Delta(t, t') + \Sigma_{\text{el-ph}}(t, t')] \ast \hat{G}(t, t') = \delta(t, t') \tag{70}
\]

in the Keldysh formulation (following the notation for two-time Green’s functions in Ref.\textsuperscript{21}). We are considering here the spin-symmetric phase and omitting spin indices in $\Sigma$, $G$ and $\Delta$. The term $h_{\text{loc}}$ defines a time-local (Hartree) contribution to the electronic self-energy, i.e., a self-consistent on-site potential,

\[
h_{\text{loc}}(t) = \sqrt{2}\omega_g(\hat{X}(t)). \tag{71}
\]

Furthermore, we include the leading order self-consistent diagrammatic corrections to the first order electronic self-energy $h_{\text{loc}}$ in the expansion in terms of the fluctuations $\Delta \hat{X}(t) \equiv \hat{X}(t) - \langle \hat{X}(t) \rangle$. The second-order electronic self-energy, in the self-consistent Migdal approximation, is

\[
\Sigma^{(2)}_{\text{el-ph}}(t, t') = ig^2 G(t, t')D(t, t'), \tag{72}
\]

where

\[
D(t, t') = -2i\langle T_C \Delta \hat{X}(t) \Gamma(t') \rangle. \tag{73}
\]

To include the back-action of the electrons on the phonons on the same diagrammatic level, we include the phonon self-energy (polarization operator)

\[
\Pi(t, t') = -2i\omega_g \Omega G(t, t')G(t', t), \tag{74}
\]

and solve the Dyson equation for the phonon propagator $D(t, t')$ in the form

\[
[1 - D_0(t, t') \ast \Pi(t, t')] \ast D(t, t') = D_0(t, t'). \tag{75}
\]

Here $D_0(t, t')$ is the non-interacting ($g = 0$) phonon propagator,

\[
D_0(t, t') = \frac{2i}{\Omega} \cos(\Omega(t - t'))b_\beta(\Omega) - i\frac{1}{\Omega} [\theta_C(t, t')e^{i2\Omega(t - t')} + \theta_C(t', t')e^{-i2\Omega(t - t')}]. \tag{76}
\]

where $b_\beta(\Omega) = 1/(e^{\beta\Omega} - 1)$ is the Bose function and $\theta_C(t', t)$ is the Heaviside step function on the Keldysh contour $C$.

In the Migdal approximation, the phononic distribution function $P_{\text{start}}(X)$ is Gaussian, thus it can be computed from the mean $\langle \hat{X} \rangle$ and the variance extracted from Eq. (73): $\operatorname{Var}[X] = \langle \Delta X^2 \rangle = \frac{1}{2} D^\langle(\hat{X}, t, t)\rangle$. The equations can be solved numerically using the NESSi simulation package\textsuperscript{45}.

D. Non-crossing approximation

In this section, we will present the solution of the single impurity Holstein model obtained within the non-crossing approximation (NCA)\textsuperscript{20}. This scheme is based on a strong coupling expansion formulated in terms of pseudo-particles, which, in this case, have to take into account the mixed fermionic and bosonic nature of the local Fock space due to the presence of both bosons and fermions in the Hamiltonian\textsuperscript{29}. Within this approach, the local Fock space is composed of an electronic sector of dimension 4 for a single band problem and a bosonic one of size $N_{\text{ph}}$ which defines the cutoff of the phononic subspace, so that $N_{\text{tot}} = 4 \times N_{\text{ph}}$. We set the highest energy bosonic state reachable in our simulation to $N_{\text{ph}} = 18$, similarly to what has been done in other contexts\textsuperscript{19,30}.

Given the perturbative nature of this method, we do not expect it to accurately describe the electronic properties of the system. However, it is interesting to compare to what extent it can provide a reasonable and consistent description of the phonon properties. Within NCA, we get access to the local reduced phonon density matrix $\rho_{\text{ph}}^\beta = \operatorname{Tr}_\text{el}[\rho]$ from which we can build the phonon distribution function as

\[
P(X) = \sum_{n, m = 0}^{N_{\text{ph}} - 1} \rho_{nm}^\beta \varphi_n(X)\varphi_m(X), \tag{77}
\]

where

\[
\varphi_n(X) = N_n H_n(\sqrt{\Omega}X)e^{-\frac{n^2x^2}{2}} \tag{78}
\]

is the $n$-th eigenfunction of the one-dimensional harmonic oscillator, $H_n(x)$ the $n$-th Hermite polynomial, and $N_n = \frac{1}{\sqrt{2^n n! \sqrt{\pi}}}$. The corresponding normalization factor.

E. Semiclassical stochastic equations

For completeness, we summarize in this section the semiclassical stochastic equations of Sec. (II) for the particular case of the Anderson Holstein model. The equations of motion for the phonon read, in continuous time, $\dot{V}(t) = F(t)$, and $X^\Gamma(t) = V(t)$, with the force field

\[
F(t) = -\Omega^2 X^{\text{cl}}(t) - g\sqrt{2\Omega}(n(t))_{\text{cl}} - 1) - \Omega \Gamma(t) V(t) + \sqrt{\Omega} \xi(t). \tag{79}
\]

\[
D(t, t') = -2i\langle T_C \Delta \hat{X}(t) \Gamma(t') \rangle. \tag{73}
\]

To include the back-action of the electrons on the phonons on the same diagrammatic level, we include the phonon self-energy (polarization operator)

\[
\Pi(t, t') = -2i\omega_g \Omega G(t, t')G(t', t), \tag{74}
\]

and solve the Dyson equation for the phonon propagator $D(t, t')$ in the form

\[
[1 - D_0(t, t') \ast \Pi(t, t')] \ast D(t, t') = D_0(t, t'). \tag{75}
\]

Here $D_0(t, t')$ is the non-interacting ($g = 0$) phonon propagator,

\[
D_0(t, t') = \frac{2i}{\Omega} \cos(\Omega(t - t'))b_\beta(\Omega) - i\frac{1}{\Omega} [\theta_C(t, t')e^{i2\Omega(t - t')} + \theta_C(t', t')e^{-i2\Omega(t - t')}]. \tag{76}
\]

where $b_\beta(\Omega) = 1/(e^{\beta\Omega} - 1)$ is the Bose function and $\theta_C(t', t)$ is the Heaviside step function on the Keldysh contour $C$.

In the Migdal approximation, the phononic distribution function $P_{\text{start}}(X)$ is Gaussian, thus it can be computed from the mean $\langle \hat{X} \rangle$ and the variance extracted from Eq. (73): $\operatorname{Var}[X] = \langle \Delta X^2 \rangle = \frac{1}{2} D^\langle(\hat{X}, t, t)\rangle$. The equations can be solved numerically using the NESSi simulation package\textsuperscript{45}.

D. Non-crossing approximation

In this section, we will present the solution of the single impurity Holstein model obtained within the non-crossing approximation (NCA)\textsuperscript{20}. This scheme is based on a strong coupling expansion formulated in terms of pseudo-particles, which, in this case, have to take into account the mixed fermionic and bosonic nature of the local Fock space due to the presence of both bosons and fermions in the Hamiltonian\textsuperscript{29}. Within this approach, the local Fock space is composed of an electronic sector of dimension 4 for a single band problem and a bosonic one of size $N_{\text{ph}}$ which defines the cutoff of the phononic subspace, so that $N_{\text{tot}} = 4 \times N_{\text{ph}}$. We set the highest energy bosonic state reachable in our simulation to $N_{\text{ph}} = 18$, similarly to what has been done is other contexts\textsuperscript{19,30}.

Given the perturbative nature of this method, we do not expect it to accurately describe the electronic properties of the system. However, it is interesting to compare to what extent it can provide a reasonable and consistent description of the phonon properties. Within NCA, we get access to the local reduced phonon density matrix $\rho_{\text{ph}}^\beta = \operatorname{Tr}_\text{el}[\rho]$ from which we can build the phonon distribution function as

\[
P(X) = \sum_{n, m = 0}^{N_{\text{ph}} - 1} \rho_{nm}^\beta \varphi_n(X)\varphi_m(X), \tag{77}
\]

where

\[
\varphi_n(X) = N_n H_n(\sqrt{\Omega}X)e^{-\frac{n^2x^2}{2}} \tag{78}
\]

is the $n$-th eigenfunction of the one-dimensional harmonic oscillator, $H_n(x)$ the $n$-th Hermite polynomial, and $N_n = \frac{1}{\sqrt{2^n n! \sqrt{\pi}}}$. The corresponding normalization factor.

E. Semiclassical stochastic equations

For completeness, we summarize in this section the semiclassical stochastic equations of Sec. (II) for the particular case of the Anderson Holstein model. The equations of motion for the phonon read, in continuous time, $\dot{V}(t) = F(t)$, and $X^\Gamma(t) = V(t)$, with the force field

\[
F(t) = -\Omega^2 X^{\text{cl}}(t) - g\sqrt{2\Omega}(n(t))_{\text{cl}} - 1) - \Omega \Gamma(t) V(t) + \sqrt{\Omega} \xi(t). \tag{79}
\]
Here we have replaced the generic electronic operator \( \langle \hat{O}(t) \rangle_{\text{cl}} = \langle \hat{n}(t) \rangle_{\text{cl}} - 1 \) in Eq. (53). The damping \( \Gamma(t) = -2g^2 \partial_t \Im \chi_{cl}^R(t, \omega) |_{\omega=0} \) and the second moment of the white noise \( \xi(t) = \langle \xi(t) \xi(t') \rangle = K(t) \delta(t-t') \), with \( K(t) = -g^2 \Im \chi_{cl}^R(t, \omega) |_{\omega=0} \) can be computed from \( \chi_{cl}^R(t, \omega) \) and \( \chi_{cl}^K(t, \omega) \), which correspond to the density-density correlation functions \( \chi_{cl}(t, t') = -i \langle T \hat{n}(t) \hat{n}(t') \rangle_{\text{cl}} \cos \). In the Anderson Holstein model, the action with the classical phonon field is quadratic in the electronic variables, so that the density-density correlation functions can be factorized in terms of the electronic Green's function \( G_{cl}(t, t') \) in the presence of the fluctuating field \( X(t) \). One obtains

\[
\chi_{cl}^R(t, t') = -i [G_{cl}^R(t, t')G_{cl}^K(t', t) + G_{cl}^K(t, t')G_{cl}^R(t', t)],
\]

\[
\chi_{cl}^K(t, t') = -i [G_{cl}^K(t, t')G_{cl}^R(t', t) + G_{cl}^R(t, t')G_{cl}^K(t', t)] + G_{cl}^R(t, t')G_{cl}^K(t', t),
\]

from which \( \chi_{cl}^R(t, \omega) \) and \( \chi_{cl}^K(t, \omega) \) are obtained by a Wigner transform. In the simulations, the Green's function is obtained from the QBE, see Sec. (II D).

In order to extract observables like \( P(X) \) in the semiclassical stochastic approach, we simulate different trajectories with different noise realizations \( \xi(t) \). For details about the selection of the initial configuration \( X^{\text{cl}}(t=0) \) for each trajectory and the subsequent time-evolution to the steady state, we refer the reader to the App. C.

Once the system has reached the steady state, the frequency of the occurrence of the realization of \( X^{\text{cl}} \) is measured, which is distributed according to \( P(X) \). We obtain good enough statistics by considering 256 impurities, each evolved for at least 9000 time steps (time step \( \delta t = 0.05D \)). To further reduce the statistical error, in the following we plot the symmetrized distribution \( (P(X) + P(-X))/2 \).

IV. RESULTS AND DISCUSSION

For different values of the inverse temperature \( \beta \) and parameters \( g, \Omega \) in the Holstein model (60), the distributions \( P(X) \) of the equilibrium phonon displacements generated by the different approaches will be benchmarked against the numerically exact solution from QMC. In particular, we will compare the phonon distribution function \( P(X) \) and the electronic spectra.

A. Distribution functions \( P(X) \) and crossover to the polaronic state

Let us first discuss the overall physical behavior that emerges from the model. When all other parameters in the impurity Hamiltonian are fixed, the distribution \( P(X) \), which is symmetric with respect to \( X = 0 \), develops a bimodal shape as the value of the electron-phonon interaction \( g \) is increased. This double-peak structure indicates the formation of a polaronic state, which can already be understood on a qualitative level from a semiclassical frozen-phonon picture (adiabatic approximation): In this picture, the adiabatic potential \( V_{\text{ad}}(X) \) for the phonon is determined as the sum of the bare phonon potential \( E_{\text{ph}} = 1/2 \Omega^2 X^2 \), and the energy \( E_{\text{ad}}(X) \) of the electronic system with phonon displacement frozen at \( X \) (see Appendix A for details).

The phonon distribution is then approximated by the Boltzmann distribution \( P_{\text{ad}}(X) \propto \exp(-\beta V_{\text{ad}}(X)) \), neglecting the kinetic energy of the phonon. A large frozen phonon displacement \( X \) creates a deep impurity level for the electrons, so that the electronic ground state behaves like \( E_{\text{ad}}(X) \sim \text{const.} - \sqrt{2E \Omega g}|X| \) for large \( X \) (c.f. Eq. (60)). (Note that the potential is symmetric with respect to \( X \), because the Hamiltonian is invariant under a combined particle-hole transformation and inversion \( X \rightarrow -X \).) For large \( g \), the adiabatic potential \( V_{\text{ad}}(X) = E_{\text{ad}}(X) + \Omega^2 X^2/2 \) therefore assumes a double-well form, which implies the bimodal distribution \( P(X) \).

The full solution can be understood as a polaron undergoing both quantum tunneling and thermal excitations across the potential barrier, which leads to a renormalization of the distribution \( P(X) \) with respect to the adiabatic one.

In Fig. 1, \( \Omega \) and \( \beta \) are fixed, and \( g \) is varied between the different panels. In the exact QMC results (error bars are of the order of the line width), we see that as \( g \) increases, the weight of the phonon distribution at \( X = 0 \) decreases, making evident the formation of the polaronic state. The phonon distribution is described qualitatively well by the frozen phonon approach (blue lines), which supports the qualitative picture of the polaron undergoing quantum tunneling and thermal excitations between the minima of the adiabatic double well potential. In the semiclassical approximation (histograms in red shaded color), we observe the same qualitative behavior, with some quantitative differences: The distribution generally shows a lower variance with respect to the QMC result, and reduced weight around \( X = 0 \) in the polaronic regime. This is consistent with the interpretation that the polarons can be thermally excited across the potential barrier, like in QMC, but do not exhibit quantum tunneling between the wells at low temperatures. For the same reason, for high values of \( g \), when the double-well potential is well formed (Fig. 1d,e), the semiclassical distribution gets increasingly localized with respect to the exact QMC results. In the crossover region to the polaronic regime (Fig. 1b), however, one can see that the semiclassical approach provides a clear improvement over the adiabatic approximation, in particular in the barrier region at \( X = 0 \). Indeed, the frozen-phonon approximation overestimates the stability of the polaronic state since it completely neglects the thermal fluctuations of the lattice parameter \( X \), which, in contrast, are included within the stochastic semiclassical theory. One can envision that, in specific parameter regimes, the difference between the two methods might become qualitative rather
FIG. 1: (a)-(e) Equilibrium distributions $P(X)$ of the phonon displacement $X$, for increasing values of the electron-phonon interaction $g$, at inverse temperature $\beta = 10$ and phonon frequency $\Omega = 0.2$. In each figure, the $P(X)$ from QMC (dotted black lines), the semiclassical stochastic approach (histograms in red), the self-consistent Migdal approximation (solid green lines), the NCA (solid orange lines), and frozen phonon approximation (solid blue lines) are shown. In the Migdal case, we show the symmetrized distribution. (f) Imaginary time Green’s function $G(\tau)$ from QMC (solid lines) and the semiclassical approximation (dashed lines); (g) Equilibrium spectra from the semiclassical approximation; (h) $G(\tau = \beta/2)$ from QMC (solid lines) and the semiclassical approximation (dashed lines).

By comparing the Migdal solution with QMC, we notice that the former approaches reproduces the exact solution by construction for small values of $g$ (Fig. 1a) while it strongly deviates from QMC at intermediate values (Fig. 1b,c). At large values of $g$, the self-consistent Migdal result undergoes a symmetry breaking transition, where $\langle X \rangle$ acquires a nonzero expectation value; thus $P(X)$ would have a single Gaussian peak centered at $\langle X \rangle$, instead of a bimodal distribution. While a symmetry breaking is clearly not expected to happen for a single impurity model, it is interesting to note that for large $g$, the symmetrized distribution $\bar{P}(X) \equiv P(X) + P(-X)$, which is plotted in (Fig. 1d,e), is close to the exact result. This qualitative behavior is expected: the Migdal theory can be viewed as a Gaussian theory that takes into account small quantum fluctuations around a mean-field solution $\langle \hat{X} \rangle$. With this, the symmetrized Migdal result can properly reproduce the QMC results when the exact distribution approaches a Gaussian (centered around $X = 0$), or when the polaronic state is so well formed that the distribution can be approximated by two Gaussians centered around $\pm \bar{X}$, with $\bar{X}$ being the maximum of $P(X)$. Hence, it works well for small values of $g$ or when the double well potential is deep enough that tunneling is negligible and the polaron is well localized around positive or negative values of $X$.

Finally, we consider the result obtained from the NCA approximation. These results take into account both the quantum and thermal fluctuations of the phonon. However, due to the strong-coupling perturbative nature of the method, the system shows a strong tendency to the insulating state, leading to a significant underestimation of the critical $g$ for the onset of the polaronic regime. This result is not surprising since we are working in a parameter regime (no electron-electron repulsion) where NCA is expected to fail in reproducing the quantitative features of the transition.

**B. Electronic spectral functions**

In addition to the phonon variables, we also compare electronic properties obtained with QMC and the semiclassical approach. (In the semiclassical approach, electronic correlation functions are averaged over the phonon trajectories.) In Fig. 1f we compare the Matsubara component $G(\tau)$ of the electronic Green’s function, which can be calculated with QMC. This quantity is related to the real frequency spectrum by

$$G(\tau) = -\int d\omega e^{-\omega \tau} A(\omega)[1 - f_{\beta}(\omega)],$$

so that the quantity $G(\tau = \beta/2)$ provides a good measure for the spectral weight at $\omega = 0$ and low temperature. One can thus conclude from the figure that the spectral weight at $\omega = 0$ is suppressed as the polaronic regime is approached (see also Fig. 1h). The semiclassical
method provides an overall reasonable agreement with the QMC results for $G(\tau)$, which improves as $g$ increases (see Fig. 1f). Consistent with the distribution functions $P(X)$, which show a stronger polaronic localization for the semiclassical approximation, the semiclassical approximation also underestimates the electronic spectrum at $\omega = 0$.

With the semiclassical approach, one can also obtain real frequency spectra, which would have to be extracted by analytical continuation from the QMC data. As shown in Fig. 1g, one finds an opening of the electronic gap concomitant with the appearance of the polaronic state in the phonon distribution.

C. Evolution with temperature

In Fig. 2, we analyze the behavior of the system with decreasing temperature $T = 1/\beta$, for fixed parameters $g = 0.25$ and $\Omega = 0.2$. First of all, the QMC results show that the polaronic regime is reached as temperature is lowered. For the given parameters $\Omega$ and $g$ the system is in the polaronic regime (the adiabatic potential has a double well form in the ground state), but thermal excitations across the wells delocalize the polaron at high temperature. This high-temperature behavior is perfectly matched by the semiclassical result (Fig. 2a). As the temperature decreases, however, the semiclassical results deviate from QMC: in particular at $\beta = 100$, when the thermal fluctuations are almost suppressed (Fig. 2c), the fact that the semiclassical approach neglects quantum tunneling makes the phonons much more localized in the two wells of the potential. Interestingly, despite that, the electronic Green’s function for $\beta = 100$ in the semiclassical approximation are close to the exact ones (Fig. 2d), suggesting that the electronic degree of freedom is mostly influenced by the position of the peak in the distribution function rather than by the phonon fluctuations in this regime. Again, the Migdal solution approaches the exact QMC results when the double well is not present (Fig. 2a) and when it is deep enough (after restoring the symmetry from the artificially symmetry broken state, Fig. 2c), while it fails to describe the bimodal distribution at intermediate temperatures (Fig. 2b). The NCA approximation always overestimates the position of the peak of the distribution, while for the frozen-phonon approximation the same comments as above apply regarding the suppression of the distribution at $X = 0$ and the enhancement of the value of $P(X)$. By looking at the electronic properties, we notice in Fig. 2d that the Matsubara Green’s function in the semiclassical approximation is very close to the QMC one in all the regimes and this is also confirmed in Fig. 2f. (The noise in the QMC data at high temperatures is due to an inefficient measurement procedure in the case of low diagram orders.)

The electronic spectrum in the semiclassical approximation in Fig. 2e shows again the opening of the gap with the formation of the polaronic states.

D. Evolution towards the adiabatic limit

In Fig. 3, we vary the phonon frequency $\Omega$ to approach the adiabatic limit ($\Omega \ll 1$), fixing $\beta$ and the ratio $g^2/\Omega$. The equilibrium position of the phonon is proportional to $g/\Omega$, so it is shifted towards lower values with increasing $\Omega$, from Fig. 3a to 3e. Moreover, by increasing $\Omega$, the phonon period $2\pi/\Omega$ decreases, while the depth of the potential well remains unchanged; in this way, the white noise approximation is less justified even when quantum tunneling is less relevant, and the semiclassical results deviate more strongly with respect to QMC (Fig. 3c-e). It would be interesting to see whether this deviation can be
FIG. 3: (a)-(e) Equilibrium distributions $P(X)$ for different phonon frequencies $\Omega$ at a fixed value of $g^2/\Omega = 0.3125$ and at inverse temperature $\beta = 10$. The symbols for QMC, the semiclassical stochastic approach, self-consistent Migdal, and NCA are the same as in Fig. 1. For the smaller values of $\Omega$, $\Omega = 0.01, 0.05$, the NCA results are not shown, because they would need a prohibitively large cutoff in the phonon Hilbert space to reach converged results with $\sqrt{\Omega X} \gg 1$.

(f) Imaginary-time Green’s function $G(\tau)$ from QMC (solid lines) and the semiclassical approximation (dashed lines); (g) Equilibrium spectra from the semiclassical approximation; (h) $G(\tau = \beta/2)$ from QMC (solid lines) and the semiclassical approximation (dashed lines).

V. CONCLUSION

In conclusion, we have developed a microscopic formalism to treat the nonequilibrium dynamics of linearly coupled electron-phonon systems. The linear coupling is of the form $gX\hat{O}$, where $\hat{O}$ is a generic electronic operator. Within this framework, the effect of the electronic fluctuations on the phonon is kept beyond the Ehrenfest dynamics, leading to a stochastic phonon evolution with damping and noise terms that are self-consistently obtained from the connected $OO$ autocorrelation functions of the electrons. The electronic dynamics in the presence of this fluctuating semiclassical distortion field is computed by means of a non-perturbative Quantum Boltzmann equation that might even be combined with a steady state nonequilibrium DMFT solver. This leads to a consistent description in which the electronic spectra and distribution functions are influenced by the stochastic dynamics of the lattice distortions, while the lattice distortions are in turn affected by the dynamics of the electrons and by their fluctuations.

To benchmark this approach, we solved the equilibrium Anderson-Holstein model with several methods (frozen phonon approximation, second order Migdal expansion and non crossing approximation) besides the stochastic semiclassical theory and numerically exact quantum Monte Carlo. We found good agreement for the phonon distribution functions between the quantum Monte Carlo results and the stochastic semiclassical theory at higher temperatures, in particular in the crossover region to the polaronic regime. At low temperature, the semiclassical results overestimate the localization of the polaron due to the lack of quantum tunneling. Such quantum tunneling contributions are incorporated into multiconfigurational Ehrenfest methods\textsuperscript{42}, which are however challenging for a macroscopic number of electronic degrees of freedom. A possible way of including quantum tunneling in the stochastic semiclassical theory, which would be interesting to explore in reduced by the non-Markovian stochastic approach outlined in Sec. D, but implementing this is left for future research. The deviation is visible also in the electronic properties shown in Fig. 3f and Fig. 3h. As expected, the adiabatic approximation (blue lines) becomes more accurate for small $\Omega$, but the stochastic semiclassical theory always shows a better agreement with the QMC results, even in the regime were the adiabatic limit fails (Fig. 3e). This reflects the larger overestimation of the polaronic domain in the frozen phonon approximation, compared to the stochastic semiclassical theory. For the value of $g^2/\Omega$ used in this figure, the Migdal approximation fails to reproduce the formation of the polaronic state, while NCA generally overestimates the peak position of the phonon distribution.
the future, is the combination with the Wentzel-Kramers-Brillouin (WKB) method, which naturally admits these processes.

The semiclassical approach can be used to address the coupled dynamics of the electrons and the lattice during photo-induced phase transitions up to long times\textsuperscript{33}, and goes beyond the phenomenological Ginzburg-Landau description. This general formulation can be extended to study more general electron-phonon couplings, such as nonlinear couplings or Jahn Teller phonons in multiorbital models, or even to the Hubbard model, where semiclassical charge and spin fields can be introduced through Hubbard-Stratonovich transformations\textsuperscript{46}. In the latter case, the white noise limit considered in this work might fail, and one would have to describe the dynamics of the fields by using the non-Markovian equations of motion outlined in this work.
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Appendix A: Equilibrium displacement in the frozen-phonon limit

We are interested in the equilibrium value of the displacement \( X \) that minimizes the total energy of a single impurity (60), coupled with the bath \( \Delta \) in Eq. (62), in the adiabatic limit of frozen phonons. The total energy is given by four contributions: the free phonon energy, the electronic kinetic energy, the electron-phonon interaction energy and, eventually, the on-site energy. The phonon energy, i.e., the expectation value of the third term in Eq. (60) reads

\[
E_{\text{ph}} = \frac{1}{2} \left[ \langle \Omega^2 X^2 \rangle + \langle P^2 \rangle \right] \approx \frac{\Omega^2}{2} X^2. \tag{A1}
\]

In the frozen phonon case, the momentum of the phonon is zero since the phonon is fixed at position \( X \), so \( E_{\text{ph}} = \frac{\Omega^2}{2} X^2 \), where \( X \) is now a parameter. Using the Keldysh formalism, the kinetic energy can be expressed as

\[
E_{\text{kin}} = -2i[\Delta \ast G + G \ast \Delta]^{\leq} (t,t)
= \frac{1}{2\pi} \int d\omega \{-2i[\Delta(\omega)G(\omega) + G(\omega)\Delta(\omega)]^{\leq}\}, \tag{A2}
\]

where \( G \), the impurity’s Green’s function, has to be determined by solving the Dyson equation of the impurity coupled to the bath \( \Delta \). The retarded component of \( G \) thus reads

\[
G^R(\omega) = \left[ \omega + i\eta + \mu - h_{\text{loc}} - \Delta^R(\omega) \right]^{-1}, \tag{A3}
\]

where \( h_{\text{loc}} = \sqrt{2t}gX \) is taken from Eq. (71) in the frozen-phonon approximation. \( \eta \) is a positive small constant, \( \eta \to 0^+ \), that will be neglected in the following (if we want to explicitly consider it, it is enough to apply the substitution \( \text{Im}\{\Delta^R(\omega)\} \to \text{Im}\{\Delta^R(\omega)\} - \eta \) in the equations below). By explicitly writing the real and imaginary part of \( G^R(\omega) \), we get

\[
G^R(\omega) = \frac{\omega - \bar{\omega}}{\omega - \bar{\omega}^2 + (\text{Im}\{\Delta^R(\omega)\})^2} + i \frac{\text{Im}\{\Delta^R(\omega)\}}{\omega - \bar{\omega}^2 + (\text{Im}\{\Delta^R(\omega)\})^2}, \tag{A4}
\]

where \( \bar{\omega} = -\mu + h_{\text{loc}} + \text{Re}\{\Delta^R(\omega)\} \). With this, the spectrum is obtained as \( \mathcal{A}(\omega) = -\frac{1}{2} \text{Im}\{G^R(\omega)\} \). We assume that the system is in equilibrium at the temperature of the bath, so the lesser component of the Green’s function, \( G^\leq \), is given by the fluctuation-dissipation theorem

\[
G^\leq(\omega) = 2\pi i \mathcal{A}(\omega) f_\beta(\omega), \tag{A5}
\]

with \( f_\beta \) denoting the Fermi distribution function at inverse temperature \( \beta \). Having determined the full \( G \), we can explicitly calculate the kinetic energy by using Eq. (A2),

\[
E_{\text{kin}} = \frac{1}{2\pi} \int d\omega \{-2i[\Delta^R(\omega)G^\leq(\omega)
+ \Delta^\leq(\omega)G^A(\omega) + G^R(\omega)\Delta^\leq(\omega) + G^\leq(\omega)\Delta^A(\omega)]\}
= 4 \int d\omega [\text{Re}\{\Delta^R(\omega)\} \mathcal{A}(\omega) + \text{Re}\{G^R(\omega)\} \mathcal{A}_\Delta(\omega) f_\beta(\omega)]. \tag{A6}
\]

Here \( \text{Re}\{G^R\} \) is taken from Eq. (A4), \( \mathcal{A}_\Delta \) from Eq. (62), and

\[
\text{Re}\Delta^R(\omega) = \frac{2V^2}{D^2} \left[ \omega - \text{sgn}(\omega)\theta(\omega^2 - D^2)\sqrt{\omega^2 - D^2} \right]
\]

is obtained from the spectrum \( \mathcal{A}_\Delta \) by a Kramers Kronig transform.

We are left at this point with just the electron-phonon interaction term, that is the expectation of the second term in Eq. (60). Within the frozen phonon approach, this gives

\[
E_{\text{int}}(t) = \sqrt{2t}gX \left[ 2 \int d\omega \mathcal{A}(\omega)f_\beta(\omega) - 1 \right], \tag{A7}
\]

where the integral gives the expectation value of the electronic impurity occupation. As usual, \( n = n_\uparrow + n_\uparrow \) and the factor 2 in the last line of Eq. (A7), comes from the fact that we are considering the spin-symmetric phase and omitting the spin indices \( G_p \). Finally, the expectation value of the first term of Eq. (60) reads

\[
E_{\text{on-site}} = -\mu(n) = -2\mu \int d\omega \mathcal{A}(\omega)f_\beta(\omega). \tag{A8}
\]
(d^1 + d)/\sqrt{2\Omega} and \hat{P} = i\sqrt{\frac{\Omega}{2}}(d^1 - d). The parameters are chosen consistent with the ones in the main text: \Omega = 0.2, \mu_1 = \mu_2 = 0, t' = -0.3162, \beta = 10, and g = 0.15, 0.2, 0.25, 0.3, 0.35. We solve this toy problem by exact diagonalization (ED), representing fermionic operators in the Fock space with four possible electronic states per site (|i, 0\rangle, |i, \uparrow\rangle, |i, \downarrow\rangle, and |i, \uparrow\downarrow\rangle, with i=1,2), and truncating the bosonic Hilbert space to a maximum number N_{ph} (which is chosen large enough to obtain converged results). We calculate the probability P(X)dX of finding a phonon between X and X + dX:

\[
P(X) = \text{Tr}[\hat{\rho}(\hat{\rho}_{\text{el}} \otimes |X\rangle \langle X|)] = \sum_{n,m} \left( \sum_{\alpha} \langle n, \alpha | \hat{\rho} | \alpha, m \rangle \right) (m|X\rangle \langle X|n) = \sum_{n,m} [\text{Tr}_{\text{el}} \hat{\rho}]_{n,m} \langle m|X\rangle \langle X|n],
\]

similarly to Eq. (77), where \hat{\rho} = \frac{1}{2}e^{-\beta \hat{H}_{\text{imp}}} with Z = \text{Tr}[e^{-\beta \hat{H}_{\text{imp}}}] the density matrix obtained from exact diagonalization. In Eq. (B2), |\alpha, m\rangle \equiv |\alpha\rangle \otimes |m\rangle, where |\alpha\rangle is one of the 16 electronic states, while |m\rangle and |n\rangle represent one of the N_{ph} phononic states. \langle X|n\rangle \equiv \langle \alpha|X\rangle are the eigenfunctions of the free harmonic oscillator, defined by means of the Hermite polynomials of order n,

\[
\langle X|n\rangle = \left(\frac{1}{\sqrt{\pi 2^n n!}}\right)^{\frac{1}{2}} e^{-\frac{1}{2}X^2} H_n(\sqrt{\Omega} X),
\]

with H_0(x) = 1, H_1(x) = 2x, and H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x).

To illustrate and test the QMC procedure in Sec. III B, we show some benchmark results for the half-filled Holstein impurity coupled to a single bath site described in Eq. (B1). The hopping to the bath is chosen such that the hybridization function in imaginary time is \Delta(\tau) = -0.05 (0 \leq \tau \leq \beta). In Fig. 4a-b, we plot the function p(a) [Eq. (66)] for \beta = 1, 10, 100 and two values of g. This function is the output of the QMC simulation. With the post-processing procedure (69), the data in Fig. 4a-b yield the QMC phonon distributions shown in Fig. 4c-d. For this single-bath Holstein impurity model, accurate reference data for P(X) with an error of less than 10^{-6} can be obtained using ED with 130 phonon states. In Fig. 4c-d the dashed black lines represent these essentially exact reference data. The QMC results for P(X) reproduce the ED data. Since for the QMC method, the single-bath problem is not simpler than an impurity problem with a generic hybridization function, this demonstrates the correctness and accuracy of the QMC measurement.

Appendix C: Equilibration procedure for the solution of the semiclassical stochastic equations

Here we describe the solution at the initial time t = 0 of the stochastic equations of the type Eq. (53), and...
their successive evolution towards equilibrium. At zero temperature, the equation of motion
\[ \dot{X}^{cl}(t) = -\Omega^2 X^{cl}(t) - g\sqrt{2\Omega^2}(n(t))_{cl} - 1 \]
leads to the solution
\[ X^{cl} = \frac{g\sqrt{2}}{\Omega^2} (n)_{cl} - 1. \] (C2)

In order to determine the starting configuration of the system in Eq. (60), we initialize all the trajectories at the same values of \( X^{cl} \) and \( \langle n \rangle_{cl} \) (the precise values of \( X^{cl} \) and \( \langle n \rangle_{cl} \) are determined by performing a self-consistent equilibrium DMFT calculation, which includes the self-consistency of the classical distortion through Eq. (C2), besides that on the electrons). Different trajectories \( i \) correspond to different realizations of the noise \( \xi_i(t) \); since at \( t = 0 \) we consider the zero-temperature (and thus zero-noise) solution, we can choose all the \( X_i^{cl}(t = 0) \) to be equal.

Once we have determined the starting configurations \( X_i^{cl}(t = 0) \), we evolve them in time through Eq. (C1), now at some nonzero temperature, i.e., we switch on the \( \xi \) at some nonzero temperature, i.e., we switch on the \( X \) at some nonzero temperature, i.e., we switch on the \( \xi \). Equation (31) then determines the velocity \( V_n \), and thus \( X_{n+1}^{cl} \) at the next time step via Eq. (32).

To construct the probability distribution of the noise, we use the fact that the matrix \( A^{-1} \) is symmetric and positive definite and can therefore be factorized in Cholesky form,
\[ A^{-1} = LU, \] (D1)
where \( U \) is upper triangular with 1 on the diagonal, \( D \) is diagonal and positive, and \( L = UT \) is lower triangular. In matrix form (writing a matrix of dimension 3 for simplicity of notation)
\[ A^{-1} = \begin{pmatrix} \bar{A}_{00} & \bar{A}_{01} & \bar{A}_{02} \\ \bar{A}_{10} & \bar{A}_{11} & \bar{A}_{12} \\ \bar{A}_{20} & \bar{A}_{21} & \bar{A}_{22} \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & D_0 & 0 & 0 \\ L_{10} & 1 & 0 & 0 & D_1 & 0 \\ L_{20} & L_{21} & 1 & 0 & 0 & D_2 \end{pmatrix} \begin{pmatrix} 1 & U_{01} & U_{02} \\ 0 & 1 & U_{12} \end{pmatrix}. \] (D2)

Since the column index of \( U \) (row index of \( L \)) corresponds to the time, let us denote the columns of \( U \) and rows of \( L \) as time slices of the respective matrices. From Eq. (D2), it is apparent that the \( n \)th time slice of \( U \) and \( L \), and the diagonal entry \( D_n \) can be determined from the knowledge of all previous time slices \( m < n \) and the upper \( n \times n \) block of \( A^{-1} \), i.e., the correlation function (21) for times \( \leq n \). Moreover, with the Cholesky factorization, the inverse matrix is given by
\[ A = U^{-1}D^{-1}L^{-1}. \] (D3)

Appendix D: Non-Markovian stochastic equation

Although in the main text we provided a numerical solution of the stochastic equation (29) just in the white-noise limit, it is illustrating to transform the equation to a form which emphasizes the causal structure that would allow for a time-stepping solution. The starting point consists in rewriting Eq. (30) in the form of the two first order equations (31)-(32). To clarify the causal structure of these equations, assume we know \( V_j \) for \( j < n \) and \( X_j^{cl} \) for \( j \leq n \). The knowledge of \( X \) allows to calculate \((A^{-1})_{j,j'}\) and \( \langle O_{j} \rangle_{cl} \) for all \( j, j' \leq n \), because the latter are expectation values for the electronic problem in the presence of a time-dependent field (18), which do not depend on the field at future times. It remains to be seen how this information can be used to obtain a probability distribution for \( \xi_n \). Equation (31) then determines the velocity \( V_n \), and thus \( X_{n+1}^{cl} \) at the next time step via Eq. (32).

The state reached at this point is the equilibrium one (or zero-noise) solution, we can choose all the \( X_i^{cl}(t = 0) \) to be equal.

Once we have determined the starting configurations \( X_i^{cl}(t = 0) \), we evolve them in time through Eq. (C1), now at some nonzero temperature, i.e., we switch on the noise that, at each time step, we switch on the \( X \) now at some nonzero temperature, i.e., we switch on the \( \xi \) at some nonzero temperature, i.e., we switch on the \( X \) at some nonzero temperature, i.e., we switch on the \( \xi \). Equation (31) then determines the velocity \( V_n \), and thus \( X_{n+1}^{cl} \) at the next time step via Eq. (32).

To construct the probability distribution of the noise, we use the fact that the matrix \( A^{-1} \) is symmetric and positive definite and can therefore be factorized in Cholesky form,
\[ A^{-1} = LU, \] (D1)
where \( U \) is upper triangular with 1 on the diagonal, \( D \) is diagonal and positive, and \( L = UT \) is lower triangular. In matrix form (writing a matrix of dimension 3 for simplicity of notation)
\[ A^{-1} = \begin{pmatrix} \bar{A}_{00} & \bar{A}_{01} & \bar{A}_{02} \\ \bar{A}_{10} & \bar{A}_{11} & \bar{A}_{12} \\ \bar{A}_{20} & \bar{A}_{21} & \bar{A}_{22} \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & D_0 & 0 & 0 \\ L_{10} & 1 & 0 & 0 & D_1 & 0 \\ L_{20} & L_{21} & 1 & 0 & 0 & D_2 \end{pmatrix} \begin{pmatrix} 1 & U_{01} & U_{02} \\ 0 & 1 & U_{12} \end{pmatrix}. \] (D2)

Since the column index of \( U \) (row index of \( L \)) corresponds to the time, let us denote the columns of \( U \) and rows of \( L \) as time slices of the respective matrices. From Eq. (D2), it is apparent that the \( n \)th time slice of \( U \) and \( L \), and the diagonal entry \( D_n \) can be determined from the knowledge of all previous time slices \( m < n \) and the upper \( n \times n \) block of \( A^{-1} \), i.e., the correlation function (21) for times \( \leq n \). Moreover, with the Cholesky factorization, the inverse matrix is given by
\[ A = U^{-1}D^{-1}L^{-1}. \] (D3)

with the notation \((L^{-1})_{ij} \equiv \bar{L}_{ij} \), it is clear that the rows of \( \bar{L} \) can be constructed successively from the time slices of \( L \). The quadratic form in the action (29) then becomes
\[ \sum_{j} \xi_j A_{j,j} \xi_i = \sum_{j} \left( \sum_{p,j \leq p} \bar{L}_{p,j} \xi_j \right) D_{p}^{-1} \left( \sum_{l \leq p} \bar{L}_{p,l} \xi_l \right), \] (D5)
and the \( \xi \)-dependent integral in Eq. (29) can be rewritten as
\[ \frac{1}{Z_{\bar{L}}} \int \mathcal{D}[\xi] e^{-\frac{1}{2} \sum_{j} \xi_j A_{j,j} \xi_i} = \int \mathcal{D}[\xi] \prod_p \int d\eta_p e^{-\frac{1}{2} \int \mathcal{D}[\eta] \delta(\eta_p - \sum_{j \leq p} \bar{L}_{p,j} \xi_j)}. \] (D6)
Here we also used that

\[ Z_{\xi} = \sqrt{(2\pi)^N \det(A)^{-1}} = \prod_p \sqrt{2\pi D_p}. \quad (D7) \]

The delta function in the second line of Eq. (D6) defines a fixed relation between the variables \( \eta \) and \( \xi \), which can be inverted to obtain

\[ \xi_j = \sum_{p \leq j} L_{j,p} \eta_p. \quad (D8) \]

These equations finally provide the basis for a possible time-stepping solution of the path integral (29): Assuming that the problem has been solved up to time step \( n \), i.e., \( X^{cl}_{j} \) is known for \( j \leq n \), while \( V_j, \eta_j, \langle O_j \rangle_{cl}, D_j \), and the matrices \( A_{j,j}^{-1} \) and \( L_{j,j'} \) are known for \( j, j' < n \), the solution at the next step \( n + 1 \) is updated as follows:

1. Propagate the electronic problem in the presence of \( X^{cl}_j \) by one time step to calculate \( \langle O_n \rangle_{cl} \) at time step \( n \), and to extend the correlation matrix \( A_{j,j}' = i g^2 (X^{cl}_{j})_{jj} \) [Eq. (22)] to the upper \( n \times n \) block. For reasons of causality, the solution depends only on the known \( X^{cl}_j \) for \( j \leq n \).

2. From the upper \( n \times n \) block of \( A^{-1} \) calculate the next time slice of the Cholesky decomposition, i.e., the \( n \)th row of \( L \), and the diagonal weight \( D_n \).

3. Draw a Gaussian random variable \( \eta_n \) with zero mean and variance \( D_n \).

4. Calculate \( \xi_n \) from Eq. (D8), using the noise \( \eta \) at all previous time steps and the \( n \)th time slice of \( L \).

5. Update \( V_n \) and \( X^{cl}_{n+1} \) from Eqs. (31) and (32).

---
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