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Abstract—Different types of convolution operations involving large Vandermonde matrices are considered. The convolutions parallel those of large Gaussian matrices and additive and multiplicative free convolution. First additive and multiplicative convolution of Vandermonde matrices and deterministic diagonal matrices are considered. After this, several cases of additive and multiplicative convolution of two independent Vandermonde matrices are considered. It is also shown that the convergence of any combination of Vandermonde matrices is almost sure. We will divide the considered convolutions into two types: which depend on the phase distribution of the Vandermonde matrices, and those which depend only on the spectra of the matrices. A general criterion is presented to find which type applies for any given convolution. A simulation is presented, verifying the results. Implementations of all considered convolutions are provided and discussed, together with the challenges in making these implementations efficient. The implementation is based on the technique of Fourier-Motzkin elimination, and is quite general as it can be applied to virtually any combination of Vandermonde matrices. Generalizations to related random matrices, such as Toeplitz and Hankel matrices, are also discussed.
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I. INTRODUCTION

Certain random matrices have in the large dimensional limit a deterministic behavior of the eigenvalue distributions, meaning that one can compute the eigenvalue distributions of \( AB \) and \( A + B \) based only on the individual eigenvalue distributions of \( A \) and \( B \), when the matrices are independent and large. The process of computing theses eigenvalues is called convolution, or de-convolution when one would like to compute the inverse operation. Gaussian-like matrices fit into this setting, and the concept which can be used to find the eigenvalue distribution from that of the component matrices in this case is called freeness [1]. Free probability theory [1], which uses the concept of freeness, is not a new tool but has grown into an entire field of research since the pioneering work of Voiculescu in the 1980’s (2), [3], [4], [5]). However, the basic definitions of free probability are quite abstract and this has hinged a burden on its actual practical use. The original goal was to introduce an analogy to independence in classical probability that can be used for non-commutative random variables like matrices. These more general random variables are elements of what is called a noncommutative probability space. The convolution/deconvolution techniques used are various. The classical ones are either analytic (using \( R \) and \( S \) transforms [6], [11]) or based on moments [7], [8], [9], [10]. Recent deconvolution techniques based on statistical eigen-inference methods using large Wishart matrices [11], random Matrix theory [12] or other deterministic equivalents à la Girko [13], [14], [15], [16] were proposed and are possible alternatives. Each one has its advantages and drawbacks. Unfortunately, although successfully applied [17], [18], all these techniques can only treat very simple models i.e. the case where one of the considered matrices is unitarily invariant. This invariance has a special meaning in wireless networks and supposes that there is some kind of symmetry in the problem to be analyzed. The moments technique, which will be the focus of this work, is very appealing and powerful in order to derive the exact asymptotic moments of "non-free matrices", for which we still do not have a general framework. It requires combinatorial skills and can be used for a large class of random matrices. The main drawback of the technique (compared to other tools such as the Stieltjes transform method [19]) is that it can rarely provide the exact eigenvalue distribution. However, in many applications, one needs only a subset of the moments depending on the number of parameters to be estimated.

Recently [20], Vandermonde matrices (which do not fall within the free probability framework) were shown to be a case of high interest in wireless communications. Such matrices have various applications in signal reconstruction [21], cognitive radio [22], physical layer security [23], and MIMO channel modeling [24]. A Vandermonde matrix with entries on the unit circle is on the form

\[
V = \frac{1}{\sqrt{N}} \begin{pmatrix}
1 & \cdots & 1 \\
\exp(-j\omega_1) & \cdots & \exp(-j\omega_L) \\
\vdots & \ddots & \vdots \\
\exp(-j(N-1)\omega_1) & \cdots & \exp(-j(N-1)\omega_L)
\end{pmatrix}
\]

(1)

\( V \) will in this paper always denote a Vandermonde matrix, and its dimension will be denoted \( N \times L \). The \( \omega_1,\ldots,\omega_L \), also called phase distributions, will be assumed i.i.d., taking values in \([0,2\pi)\). We will also assume, as in many applications, that \( N \) and \( L \) go to infinity at the same rate, and write \( c = \lim_{N\to\infty} \frac{L}{N} \) for the aspect ratio. If necessary, we will write \( V_\omega \) to emphasize the actual phase distribution, or \( V_{\omega,c} \) to also emphasize the aspect ratio. In [20], the limit eigenvalue distributions of combinations of \( V^H V \) and diagonal matrices \( D(N) \) were shown to be dependent on only the limit eigenvalue...
distributions of the two matrices. Important combinations are the multiplicative and additive models,
\[ D(N)V^H V \quad \text{and} \quad D(N) + V^H V. \] (2)
In the large \( N \)-limit, (2) thus gives rise to two convolution operations,
1) \( \lim_{N \to \infty} D(N)V^H V \quad \text{and} \quad \lim_{N \to \infty}(D(N) + V^H V), \)
which thus depend only on the input spectra. Here \( \lim \) is used to denote the limit of the eigenvalue distribution of the considered matrix, in an appropriate metric. However, it is not clear from [20] how 1) can be computed algorithmically, as only sketches for this were provided. We also have the operations
2) \( \lim_{N \to \infty} D(N)VV^H \quad \text{and} \quad \lim_{N \to \infty}(D(N) + VV^H). \)

for which it is unknown whether the result only depends on the spectra. This case happens in practical scenarios (for cognitive applications [22] as well as secure transmissions [23]) when a Vandermonde precoder \( V \) is used in a given Toeplitz channel matrix \( D(N) \) independent from \( V \). One can then compute cognitive and secrecy rates. When we replace with independent Vandermonde matrices \( V_1 \) and \( V_2 \) which may or may not have the same phase distributions, it is also unknown if the convolution operations
3) \( \lim_{N \to \infty} V_1^H V_1 V_2^H V_2 \quad \text{and} \quad \lim_{N \to \infty}(V_1^H V_1 + V_2^H V_2), \)
4) \( \lim_{N \to \infty} V_1 V_1^H V_2 V_2^H \quad \text{and} \quad \lim_{N \to \infty}(V_1 V_1^H + V_2 V_2^H), \)
only depend on the spectra of \( V_1 \) and \( V_2 \). These cases are important for the recovery of the distribution of sensors (which are deployed in a clustered manner with different mean positions) and in the case of MIMO multi-fold scattering [25].
Expressions such as 4), when different types of matrices are multiplied, will in the following be called mixed moments.
In this contribution we explain which of the above operations depend only on the spectra of the matrices, state expressions for those convolutions (in fact, we also state expressions for the cases where the result can not be written in terms of the spectra), explain how these expressions have been obtained algorithmically, and explain an accompanying software implementation [26], [27] of the corresponding algorithms. We also attempt to complete the analysis started in [20], by stating a very general criterion for when the mixed moments of (many) Vandermonde matrices and deterministic matrices depend only the input spectra:

\textit{If there are no terms on the form } \( V_1^H V_2 \) \textit{in a mixed moment, with } \( V_1 \) \textit{and } \( V_2 \) \textit{independent and with different phase distributions, the mixed moment will depend only on the spectra of the input matrices. In all other cases, we can’t expect dependence on just the spectra of the input matrices, and the mixed moment can depend on the entire phase distributions of the input matrices.}

The software implementation can in fact be extended to handle all cases which meet this criterion, as well as cases where knowledge of the phase distribution also is required. In this way it is an indispensable tool, as it automates the very tedious computations inherent in the presented formulas, for which no simple expressions are known.

Concluding from the criterion, 1) will depend only on the spectra (as shown in [20]), as does 3). 4) may not depend on only the spectra when the two phase distributions are different. Despite this, 4) is interesting in its own right, since it has a geometric interpretation in terms of phase distributions, and is therefore handled separately. For case 2), we state more generally that when the pattern \( D(N)V \) appears in a mixed moment, we can not expect dependence only on the spectrum.

It turns out that other types of random matrices can use the same methods as for Vandermonde matrices to compute their moments, such as Toeplitz matrices and Hankel matrices. We will explain how the software implementation has been extended to handled these matrices as well.

The paper is organized as follows. Section II provides background essentials on random matrix theory needed for the main results, which are stated in III. The results include the precise statement of the criterion above for when we only have dependence on the spectra of the matrices, results on the convolution operations 1)-4), and extensions to related random matrices such as Toeplitz and Hankel matrices. A generalization of our results to almost sure convergence of matrices is also made. All presented formulas are obtained from the implementation, and the major pieces in this implementation are gone through in Section IV such as partition iteration, and Fourier-Motzkin elimination [28]. Section V presents a simulation which verifies the results.

II. RANDOM MATRIX BACKGROUND ESSENTIALS

In the following, upper (lower boldface) symbols will be used for matrices (column vectors), whereas lower symbols will represent scalar values, \((.)^T\) will denote the transpose operator, \((.)^*\) conjugation, and \((.)^H = ((.)^T)^*\) hermitian transpose. \(I_L\) will represent the \(L \times L\) identity matrix. We let \(\text{Tr}\) be the (non-normalized) trace for square matrices, defined by,
\[ \text{Tr}(A) = \sum_{i=1}^{L} a_{ii}, \]
where \(a_{ii}\) are the diagonal elements of the \(L \times L\) matrix \(A\). We also let \(\text{tr}\) be the normalized trace, defined by \(\text{tr}(A) = \frac{1}{L}\text{Tr}(A)\).

In the following we will implicitly assume that \(L \) and \(N \) go to infinity in such a way that \(\frac{N}{L} \to c\). \(D_r(N)\), \(1 \leq r \leq n\) will denote non-random diagonal \(L \times L\) matrices. We will have use for the following definition:

**Definition 1:** We will say that the \(\{D_r(N)\}_{1 \leq r \leq n}\) have a joint limit distribution as \(N \to \infty\) if the limit
\[ D_{i_1, \ldots, i_s} = \lim_{N \to \infty} \text{tr} \left( \prod_{r=1}^{s} D_{i_r}(N) \right) \] (3)
exists for all choices of \(i_1, \ldots, i_s \in \{1, \ldots, n\}\).

A joint limit distribution for the \(D_r(N)\) will always be assumed in the following. The corresponding concept for random matrices is the following:

**Definition 2:** Let \(\{A_n\}_{n=1}^\infty\) be an ensemble of (square) random matrices. We say \(\{A_n\}_{n=1}^\infty\) converge in distribution
if the limit
\[
\lim_{n \to \infty} \mathbb{E}[\text{tr}((A_n)^r)]
\]
exists for all $r$. We will say that ensembles $\{A_{1n}, A_{2n}, \ldots\}_{n=1}^\infty$ of random matrices converge in distribution if the limit
\[
\lim_{n \to \infty} \mathbb{E}[\text{tr}(A_{1n}A_{2n} \cdots A_{in})]
\]
exists whenever the matrix product $A_{1n}A_{2n} \cdots A_{in}$ is well-defined, and where

When we refer to moments, we will generally mean $\mathbb{E}[(\cdot)^r]$ in equations,
while mixed moments refer to $\mathbb{E}[\text{tr}((\cdot)^r)]$. A stronger form of convergence, which we will generalize our results to, is almost sure convergence in distribution. This type of convergence requires that $\mathbb{E}[(\cdot)^r]$ are replaced with $\text{tr}((\cdot)^r)$ a.s.

where $C_r, C_{i_1, \ldots, i_s}$ are constants.

We will also need some basic concepts from partition theory. $\mathcal{P}(n)$ will denote the partitions of $\{1, \ldots, n\}$. For a partition $\rho = \{W_1, \ldots, W_r\} \in \mathcal{P}(n)$, $W_1, \ldots, W_r$ denote its blocks, where $|\rho| = r$ denotes the number of blocks, $\|\rho\| = n$ is the number of elements in the partition. We will write $k \sim \rho l$ when $k$ and $l$ belong to the same block of $\rho$. We will also write $b(i)$ for the index of the block in $\rho i$ belongs to. Partition notation is adapted to the mixed moment (3) in the following way:

**Definition 3:** For $\rho = \{W_1, \ldots, W_r\}$, with $W_i = \{w_{i1}, \ldots, w_i|W_i|\}$, we define

\[
D_{W_i} = D_{w_{i1}, \ldots, w_i|W_i|}
\]

\[
D_\rho = \prod_{i=1}^r D_{W_i}.
\]

The set of partitions is a partially ordered set under the refinement order, i.e., $\rho_1 \leq \rho_2$ whenever any block of $\rho_1$ is contained within a block of $\rho_2$. By $\rho_1 \lor \rho_2$ we will mean the smallest partition (w.r.t. the refinement order) which is larger than both $\rho_1$ and $\rho_2$. $\lor$ will in our results be used in conjunction with the partition $[0, 1]_n \in \mathcal{P}(2n)$, defined by

\[
[0, 1]_n = \{\{1, 2\}, \{3, 4\}, \ldots, \{2n - 1, 2n\}\}.
\]

$[0, 1]_n$ is an example of what is called an interval partition, meaning that each block consists solely of successive numbers. We will also write $[\cdot, \cdot]$ for the intervals in an interval partition, so that we could also have written

\[
[0, 1]_n = \{\{1, 2\}, \{3, 4\}, \ldots, \{2n - 1, 2n\}\}.
\]

We will in the following consider the trace of a general mixed moment of Vandermonde matrices and deterministic matrices, the only requirement being that matrices and their adjoints appear in alternating order so that the resulting matrix is square:

\[
\text{tr}\left(D_1(N)V_{i_1}^H V_{i_2} \cdots D_n(N)V_{i_{2n-1}}^H V_{i_{2n}}\right),
\]

where $V_{i_1}, V_{i_2}, \ldots$ are assumed independent and with phase distributions $\omega_{i_1}, \omega_{i_2}, \ldots$. In particular, we assume that $N_{i_{2k-1}}$ when the $V_i$ are $N_i \times L$, in order for the dimensions of the matrices in (8) to match. It turns out we can obtain the asymptotic behavior of (8) for arbitrary continuous phase distributions $\omega_i$. For (8) we will let $\sigma$ be the partition in $\mathcal{P}(2n)$ defined by equality of the phase distributions, i.e., $j \sim \sigma k$ if and only if $\omega_j = \omega_k$ ($i_j$ and $i_k$ may or may not be different for this). Similarly we will let $\sigma_1$ be the partition in $\mathcal{P}(2n)$ defined by dependence of the Vandermonde matrices, i.e., $j \sim \sigma_1 k$ if and only if $i_j = i_k$. Obviously, $\sigma_1 \leq \sigma$.

### III. Statement of Main Results

The main result of the paper addresses moments on the form (8), and goes as follows.

**Theorem 1:** Let $V_i$ be independent $N_i \times L$ Vandermonde matrices with aspect ratios $c_i = \lim_{N_i \to \infty} \frac{L}{N_i}$ and phase distributions $\omega_i$ with continuous densities on $[0, 2\pi)$. The mixed moment

\[
\lim_{N \to \infty} \text{tr}\left(D_1(N)V_{i_1}^H V_{i_2} \cdots D_n(N)V_{i_{2n-1}}^H V_{i_{2n}}\right),
\]

always exists when $D_i(N)$ have a joint limit distribution. When $\sigma \geq [0, 1]_n$ (i.e. there are no terms on the form $V_{i_1}^H V_{j}$, with $V_i$ and $V_j$ independent and with different phase distributions), (9) depends only on the moments

\[
V_n^{(i)} = \lim_{N \to \infty} E\left[\left((V_i^H V_j)^n\right)\right],
\]

and assumes the form

\[
D_{i_1, \ldots, i_s} = \lim_{N \to \infty} \text{tr}\left(D_{i_1}(N) \cdots D_{i_s}(N)\right),
\]

the aspect ratios $c_i$, and $\sigma$, and assumes the form

\[
\sum_{s, r, t, i_1, \ldots, i_s, j_1, \ldots, j_r} a_{i_1, \ldots, i_s, j_1, \ldots, j_r, k_1, \ldots, k_r} D_{i_1, \ldots, i_s} \prod_{t=1}^r V_{i_t}^{(k_t)},
\]

where the $a_{i_1, \ldots, i_s, j_1, \ldots, j_r, k_1, \ldots, k_r}$ are rational numbers.

Theorem 1 is proved in Appendix A and states exactly when we can hope for performing deconvolution, either by inferring on the spectrum of $D_i(N)$, or on the spectrum or the phase distribution of $V_i$ from (9). The proof will also state concrete expressions for the mixed moments which parallel the expressions of (20), and also summarize the algorithm needed to compute these expressions, as performed by the implementation. The implementation is thus moment-based, in that it computes the moments as defined in (4), from the moments of the input matrices. We do not know any other methods that that of moments to infer on the spectra of such matrices, since other analytical tools have not been developed yet.

As an example, Theorem 1 states that

\[
\text{tr}\left(\left((V_1 + V_2 + \cdots)^H (V_1 + V_2 + \cdots)\right)^p\right),
\]

which characterize the singular law of a sum of independent Vandermonde matrices, depend only on the moments when the $V_i$ are independent with the same phase distribution. When the phase distributions are different, however, the same can not be said. The final observation in Theorem 1 about the polynomial form of the mixed moment is also important, since it is a property shared with freeness. Although (10) is seen not to be multi-linear in the moments in general, several of
the particular convolutions we consider will be seen to have such a multi-linearity property.

In the following, we state expressions for the convolutions 1)-4) on the form \(10\). Their proofs will be apparent from the proof of Theorem 1 and can be found in Appendix B. The aspect ratio \(c\) will be handled in a particular way in these results, so that it is applied outside the algorithm itself. The results are stated so that it is possible to turn them around for "deconvolution"; for instance, from the moments of \(D(N)V^H V\), one can infer on the moments of \(D(N)\). The application of the theorems in terms of deconvolution is certainly as important as the limit results themselves, since it enables us to infer on the parameters in an underlying model (here represented by \(D(N)\) and \(V\)). The accompanying implementation of this paper also supports deconvolution.

As for the convolutions 2), this form is not compatible with the form \(9\) due to the placement of the \(D(N)\). We will therefore not handle this operation, only state in Appendix B why one in this case can’t expect that the result only depends on the spectra of \(D(N)\) and \(V\).

All formulas in the following are generated by the accompanying software implementation, which is gone through in Section V. Implementation details pertaining to the different convolutions are gone through in Appendix B. Note that the software implementation is capable not only of generating the listed mathematical formulas for the convolutions, but also to perform the computations numerically, as would be needed in real-time applications.

\[ \lim_{N \to \infty} D(N)V^H V \]

In Theorem 1 of [20], the moments \(\lim_{N \to \infty} \text{tr} \left( (D(N)V^H V)^n \right) \) were expressed in terms of the integrals

\[ I_{k,\omega} = (2\pi)^{k-1} \int_0^{2\pi} p_\omega(x)^k, \quad (12) \]

\( p_\omega \) being the density of the phase distribution. These again determine the moments of \(V^H V\) uniquely (13) and (20) in [20]), so that, indeed, the moments of the matrices 2) depend only on the spectra of the input matrices. This gives the following result for the multiplicative convolution in 1):

**Theorem 2:** Assume that \(V\) has a phase distribution with continuous density,

\[ V_n = \lim_{N \to \infty} \text{tr} \left( (V^H V)^n \right) \quad (13) \]

\[ D_n = c \lim_{N \to \infty} \text{tr} (D(N)^n) \quad (14) \]

\[ M_n = c \lim_{N \to \infty} \text{tr} \left( (D(N)V^H V)^n \right), \quad (15) \]

where \(c = \lim_{N \to \infty} \frac{L}{N}\). Then we have that

\[ M_1 = D_1 \]
\[ M_2 = D_2 + D_1^2 + D_1^3 \]
\[ M_3 = D_3 + 3D_2 D_1 + D_1^3 \]
\[ M_4 = D_4 + 8D_2^2 + 4D_2 D_1 + 6D_2 D_1^2 + D_1^4 \]

where all coefficients are rational numbers. Also, whenever \(\{M_n\}_{1 \leq n \leq k}\) are known, and \(\{V_n\}_{1 \leq n \leq k}(\{D_n\}_{1 \leq n \leq k})\) also are known, then \(\{D_n\}_{1 \leq n \leq k}(\{V_n\}_{1 \leq n \leq k})\) are uniquely determined.

The proof of Theorem 2 can be found in Appendix B. Restricting to uniform phase distribution we get the following result, also generated by the implementation.

**Corollary 1:** When \(V\) has uniform phase distribution, we have that

\[ M_1 = D_1 \]
\[ M_2 = D_2 + D_1^2 \]
\[ M_3 = D_3 + 3D_2 D_1 + D_1^3 \]
\[ M_4 = D_4 + \frac{8}{3}D_2^2 + 4D_2 D_1 + 6D_2 D_1^2 + D_1^4 \]

The additive convolution in 1) can be split into sums of many terms similar to (13), and for each term, the results of (20) can be applied. We obtain the following result, also proved in Appendix B.

**Theorem 3:** Assume that has a phase distribution with continuous density,

\[ M_n = c \lim_{N \to \infty} \text{tr} \left( (D(N) + V^H V)^n \right), \]

where \(c = \lim_{N \to \infty} \frac{L}{N}\). With \(V_n\) as in (13) and \(D_n\) as in (14), we have that

\[ M_1 = D_1 + 1 \]
\[ M_2 = D_2 + 2D_1 + V_2 \]
\[ M_3 = D_3 + 3D_2 + 3D_1 V_2 + V_3 \]
\[ M_4 = D_4 + 4D_3 + 2D_2 + 4D_2 V_2 + 2D_1 || 2 D_1^2 + 2D_1 V_2 + 4D_1 V_3 + V_4 \]

where all coefficients are rational numbers. Also, whenever \(\{M_n\}_{1 \leq n \leq k}\) are known, and \(\{V_n\}_{1 \leq n \leq k}(\{D_n\}_{1 \leq n \leq k})\) also are known, then \(\{D_n\}_{1 \leq n \leq k}(\{V_n\}_{1 \leq n \leq k})\) are uniquely determined.

Restricting to uniform phase distribution we get another specialized result:

**Corollary 2:** When \(V\) has uniform phase distribution, we
have that
\[
M_1 = D_1 + 1 \\
M_2 = D_2 + 2D_1 + 2 \\
M_3 = D_3 + 3D_2 + 6D_1 + 5 \\
M_4 = D_4 + 4D_3 + 10D_2 + 2D_1^2 + 20D_1 + \frac{44}{3}
\]

B. The convolutions \( \lim_{N \to \infty} V_1^n V_2^n \) and \( \lim_{N \to \infty} (V_1^n + V_2^n) \)

The following result says that the convolution 3) only depends on the spectra of the input matrices:

**Theorem 4:** Assume that \( V_1 \) and \( V_2 \) are independent Vandermonde matrices where the phase distributions have continuous densities, and set

\[
V_1^{(n)} = \lim_{N \to \infty} \text{tr} \left( (V_1^H V_1)^n \right) \\
V_2^{(n)} = \lim_{N \to \infty} \text{tr} \left( (V_2^H V_2)^n \right) \\
M_n = \lim_{N \to \infty} \text{tr} \left( (V_1^H V_1 V_2^H V_2)^n \right) \\
N_n = \lim_{N \to \infty} \text{tr} \left( (V_1^H V_1 + V_2^H V_2)^n \right)
\]

\( M_n, N_n \) are completely determined by \( V_2^{(i)}, V_3^{(i)} \), ... and the aspect ratios \( c_1 = \lim_{N_1 \to \infty} \frac{V_2^{(i)}}{V_3^{(i)}} \), ... \( c_2 = \lim_{N_2 \to \infty} \frac{V_2^{(i)}}{V_3^{(i)}} \). Moreover, \( M_n, N_n \) are higher degree polynomials in the \( V_2^{(i)}, V_3^{(i)} \) on the form \( \left[ \frac{V_2^{(i)}}{V_3^{(i)}} \right] \). Also, whenever \( \{M_n\}_{1 \leq n \leq k} \) is known, \( \{V_1^{(i)}\}_{1 \leq n \leq k} \) are also known, then \( \{V_2^{(i)}\}_{1 \leq n \leq k} \) are uniquely determined.

The proof can be found in Appendix [B]. Due to the complexity in the expressions, we do not state formulas for the first moments in Theorem [A].

Interestingly, since the joint distribution of \( \{V_1^H V, D(N)\} \) is not multi-linear in the moments of \( D(N) \), while the joint distribution of \( \{V_1^H V_1, V_2^H V_2\} \) is, it is seen that the joint distributions are different in the two cases, even if the moments of the component matrices are the same.

C. The convolutions \( \lim_{N \to \infty} V_1^H V_2^H \) when the matrices have equal phase distribution

When the phase distributions are different, Theorem [I] explains that the moments of \( V_1 V_2^H \) are not necessarily expressible in terms of the moments of the component matrices. This is, however, the case when the phase distributions are equal. We thus have the following result, which proof can be found in Appendix [B].

**Theorem 5:** Assume that \( V_1 \) and \( V_2 \) are independent Vandermonde matrices with the same phase distribution, and that this has a continuous density, and set

\[
V_n = \lim_{N \to \infty} \text{tr} \left( (V_1^H V_1)^n \right) \\
M_n = \lim_{N \to \infty} \text{tr} \left( (V_1^H V_1 V_2^H V_2)^n \right)
\]

Then we have that
\[
M_1 = -1 + V_2 \\
M_2 = -3 + 6V_2 - 4V_3 + V_4 \\
M_3 = -58 + 123V_2 - 96V_3 + 39V_4 - 9V_5 + V_6 \\
M_4 = \frac{21532}{5} + \frac{410726}{45} V_2 - \frac{321191}{45} V_3 + \frac{44516}{15} V_4 - 772V_5 + 136V_6 - 16V_7 + V_8
\]

Restricting to uniform phase distribution we get another specialized result:

**Corollary 3:** When \( V_1 \) and \( V_2 \) have uniform phase distribution, we have that
\[
M_1 = 1 \\
M_2 = 2 \\
M_3 = 5 \\
M_4 = \frac{44}{3}
\]

D. The convolution \( \lim_{N \to \infty} \left( V_{1,1}^{(1)} \left( V_{\omega,1}^{(1)} \right)^H + V_{\omega,2}^{(2)} \left( V_{\omega,2}^{(2)} \right)^H \right) \)

\( V^H V \) can be viewed as the sample covariance matrix of the random vector \( (1, e^{-j\omega_1}, ..., e^{-j(N-1)\omega}) \). A similar interpretation of the convolution \( \left( V_{1,1}^{(1)} \left( V_{\omega,1}^{(1)} \right)^H + V_{\omega,2}^{(2)} \left( V_{\omega,2}^{(2)} \right)^H \right) \) is thus as a sample covariance matrix of a random vector of the same type, but where the phase distribution is \( \omega_1 \) parts of the time, and \( \omega_2 \) the rest of the time. This convolution does not satisfy the requirement \( \sigma \geq 0 \), so there is no guarantee that the result only depends on the spectra of the input matrices. It will be apparent from Theorem [B] below that the dependence is, indeed, on more than just these spectra: Knowledge about the phase distributions is also required, and we will in fact interpret this convolution instead as an operation on phase distributions.

Consider first two independent Vandermonde matrices \( V_{\omega_1,c_1}^{(1)}, V_{\omega_2,c_2}^{(2)} \) with an equal number of rows \( N \) and with a common phase distribution \( \omega \). By stacking \( V_{\omega_1,c_1}^{(1)}, V_{\omega_2,c_2}^{(2)} \) horizontally into one larger matrix, it is straightforward to show that the distribution of

\[
V_{\omega_1,c_1}^{(1)} \left( V_{\omega_1,c_1}^{(1)} \right)^H + V_{\omega_2,c_2}^{(2)} \left( V_{\omega_2,c_2}^{(2)} \right)^H
\]

equals that of \( V_{\omega_1,c_1+2c_2}^{H} \). This case when the phase distributions are equal is therefore trivial.

When \( V_{\omega_1,c_1}^{(1)}, V_{\omega_2,c_2}^{(2)} \) are independent with the same number of rows, but with different phase distributions, computing the distribution of

\[
V_{\omega_1,c_1}^{(1)} \left( V_{\omega_1,c_1}^{(1)} \right)^H + V_{\omega_2,c_2}^{(2)} \left( V_{\omega_2,c_2}^{(2)} \right)^H
\]

seems, however, to be more complex. The following result explains that, at least in the limit, the situation is simpler. There the sum can be replaced by another Vandermonde matrix, whose phase distribution can be constructed in a particular way from the original ones:

**Theorem 6:** Let \( V_{\omega_1,c_1} \) and \( V_{\omega_2,c_2} \) be independent \( N \times L_1 \), \( N \times L_2 \) random Vandermonde matrices with phase distributions \( \omega_1, \omega_2 \), respectively, and with aspect ratios \( c_1 = \)
where \( \omega \) and \( \tilde{\omega} \) denote the phase distribution with density \( p_{\omega} \) and \( p_{\tilde{\omega}} \), respectively. Then the limit distribution of

\[
V_{\omega_1,c_1} V_{\omega_1,c_1}^H + V_{\omega_2,c_2} V_{\omega_2,c_2}^H
\]

equals that of

\[
V_{\omega_1 \ast c_1,c_2} V_{\omega_2,c_1+c_2} V_{\omega_1 \ast c_2,c_1 + c_2}^H
\]

where \( \omega \ast c_1,c_2 \) denotes the phase distribution with density \( \frac{1}{c_1 + c_2} (c_1 p_{\omega_1} + c_2 p_{\omega_2}) \), where \( p_{\omega_1}, p_{\omega_2} \) are the densities of the phase distributions \( \omega_1, \omega_2 \).

The proof of Theorem 6 can be found in Appendix [C]. The result is only asymptotic, meaning that the mean eigenvalue distribution for finite \( N \) of the two mentioned matrices are in fact different. This can be seen by setting \( L = N = 2 \), and observing that the distribution of \( \frac{1}{2}(e^{j\omega_1} + e^{j\omega_2}) \) is in general different from that of \( e^{j\omega_1+1.1\omega_2} \). No trivial proof for Theorem [6] is thus known, since the strategy of stacking the Vandermonde matrices (from the reasoning for (15)) will not work.

Theorem 6 says that one depends on knowledge about the distributions here give the same moments (since they are \( \omega \)-matrices also. The proof of the following theorem relating to the moments of Toeplitz matrices is therefore explained in Appendix [B].

Theorem 7: Define the Toeplitz matrix

\[
T_n = \frac{1}{\sqrt{n}}
\begin{pmatrix}
  X_0 & X_1 & X_2 & \cdots & X_{n-2} & X_{n-1} \\
  X_1 & X_0 & X_1 & & X_{n-2} & \\
  X_2 & X_1 & X_0 & \ddots & & \vdots \\
  \vdots & \ddots & \ddots & \ddots & X_2 & \\
  X_{n-2} & X_{n-1} & X_0 & X_1 & \cdots & X_2 \\
  X_{n-1} & X_{n-2} & \cdots & X_2 & X_1 & X_0
\end{pmatrix}
\]

where \( X_i \) are i.i.d., real-valued random variables with variance 1. Let \( M_i \) be the \( 2i \)’th asymptotic moment of \( T_n \) (the odd moments vanish). These moments are given by

\[
M_1 = 1, \\
M_2 = \frac{8}{3}, \\
M_3 = 11, \\
M_4 = \frac{1435}{24}
\]

A similar result for Hankel matrices also holds:

Theorem 8: Define the Hankel matrix

\[
H_n = \frac{1}{\sqrt{n}}
\begin{pmatrix}
  X_1 & X_2 & \cdots & X_{n-1} & X_n \\
  X_2 & X_3 & & & X_n \\
  \vdots & & \ddots & & \vdots \\
  X_{n-2} & X_{n-1} & & & X_n \\
  X_{n-1} & X_n & & & \vdots \\
  X_n & X_{n+1} & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

where \( X_i \) are i.i.d., real-valued random variables with variance 1. Let \( M_i \) be the \( 2i \)’th asymptotic moment of \( H_n \) (the odd moments vanish). These moments are given by

\[
M_1 = 1, \\
M_2 = \frac{8}{3}, \\
M_3 = 14, \\
M_4 = 100
\]

Similar results can also be written down for Markov matrices, but these expressions are skipped. It seems that expressions for the joint distribution of Hankel and Toeplitz matrices and matrices \( D(N) \) on the same form as before do not exist, meaning that the mixed moments may not exist, or that they depend on more than the spectra of the component matrices. The details of this are also skipped.

F. Generalizations to almost sure convergence

Up to now, we have only shown convergence in distribution for the different convolutions and mixed moments. The same results also hold when we replace convergence in distribution with almost sure convergence in distribution. We summarize this in the following result:

Theorem 9: Assume that the matrices \( D_i(N) \) have a joint limit distribution as \( N \to \infty \), and that \( V_1, V_2, \ldots \) are independent, with continuous phase distributions. Any combination of matrices on the form (8) converges almost surely in distribution, whenever the matrix product is well-defined and square.

The proof of Theorem 2 can be found in Appendix [D]. In particular, the matrices we have considered in our convolution operations, such as \( V_1^H V_1 V_2^H V_2, V_1^H V_1 + V_2^H V_2 \), all converge almost surely in distribution.

G. Generalized Vandermonde matrices

We have not considered generalized Vandermonde matrices up to now, i.e. matrices were the columns in \( V \) are not uniform distributions of powers [30], [20]. Although similar results can
also be stated for these matrices, we only explain how they will differ.

In case of uniform power distribution, the column sum of \( |1\) is
\[
1 - e^{jNx} \\
1 - e^{j2\pi x} 
\]
(22)
and this is substituted into the integrand of the expression defining the Vandermonde mixed moment expansion coefficients (see Appendix A). For generalized Vandermonde matrices, one can also define these coefficients [20], the difference being that one replaces the sum of the powers (22) with a different function, and requires that the function has the property proved in Lemma 2 in Appendix A. The details for computing the mixed moments (9) go otherwise the same way as the expressions in Appendix A with the exception that we have different values for the Vandermonde mixed moment expansion coefficients. However, the integrals defining these coefficients may be hard to compute for a non-uniform power distribution, even for the case of uniform phase distribution, since Fourier-Motzkin elimination (see Section IV) can be applied only in the case of uniform power- and phase distribution.

We conjecture that Theorem 6 holds also for general power distributions. It is likely that a similar calculation as in Appendix C can prove this, but we do not go into details on this.

IV. SOFTWARE IMPLEMENTATION

In this section, we will repeatedly refer to the implementation [26], which contains all code needed to verify all results in this paper. Implementations therein have two purposes:

1) to generate the exact coefficients in the formulas in this paper (generated directly in latex),

2) to compute the convolution with a given set of moments numerically.

In Appendix A we explain why iteration through partitions and Fourier-Motzkin elimination are two main things needed in the implementation. In this section, we will explain how these tasks can be implemented efficiently.

A. Reducing the complexity in iterating over partitions

Formulas in [20] and in this paper sum over sets of partitions. Iterating over partitions is very time-consuming, and must therefore be performed efficiently. There are several ways how this can be performed.\(^1\) It turns out that one can reduce the number of partitions needed for computations considerably.

Assume that \( \mathbf{V} \) has uniform phase distribution, and consider
\[
\text{tr} \left( \mathbf{V}^H \mathbf{V} \cdots \mathbf{V}^H \mathbf{V} \right) . \tag{23}
\]
To compute (23), we traverse all partitions. For each partition an equation system is constructed, and the partition contributes with the volume of the corresponding solution set to the equation system in (23). The following observations [31], [20] simplifies this computation:

- If a block is a singleton, then the corresponding volume is the same as that of the partition with that block removed. By using this observation repeatedly, we obtain that any noncrossing partition gives 1 in volume contribution.
- If a block contains two successive elements, then the corresponding volume is the same as that of the partition with any one of the two elements removed.
- If a partition is a cyclic shift of another, then the corresponding volumes are the same.

These observations can reduce the number of the computations dramatically. To make precise how these observations can be used, we state two definitions:

Definition 4: A partition \( \pi \) is said to be alternating if \( i \) and \( i + 1 \) (where the sum is taken cyclically mod \( n \)) are in different blocks for all \( i \), and no blocks in \( \pi \) are singletons. The alternating partition obtained by removing all singleton blocks and all successive elements in all blocks incrementally is called the standard form of the partition. The set of alternating partitions of \( \{1, \ldots, n\} \) with \( k \) blocks is denoted \( A(n, k) \).

Definition 5: We say that two partitions are equivalent whenever one is a cyclic shift (with a fixed number of elements) of the other.

Note that the standard form of any noncrossing partitions is the empty partition. The first two observations above say that computations only need to be performed for alternating partitions (since any partition can be reduced to an alternating one in standard form), while the third observation says that computations are only needed for one representative in each equivalence class, with equivalence defined as in Definition 5. For instance, there are 678570 partitions of \( \{1, \ldots, 11\} \). The number of alternating partitions of the same set is 4427. The number of equivalence classes of alternating partitions is 715.

The moments of Vandermonde matrices can thus be computed by iterating over the smaller set of cyclic equivalence classes of alternating partitions. This iteration can be accomplished with a computer program\(^2\). We also need to keep track of the size of each equivalence class of alternating partitions. This is done by a program which efficiently hashes all partitions. This is a computationally intensive process, but which needs to be done only once for the required number of moments.

B. Constructing linear equation systems

For a partition \( \rho = \{W_1, \ldots, W_r\} \in \mathcal{P}(n) \), [20] relates \( \mathbf{V} \) to the corresponding volume of the solution set of the

\(^1\)The implementation in this paper uses an implementation [26] which lists all partitions of \( n \) elements with a given number of blocks

\(^2\)It is not obvious how the observations can be applied in an efficient implementation. The implementation [26] first generates all partitions, and then picks out those which have the alternating property and no singleton blocks
variables (after row reduction) by means of the free variables. Since all variables are between $V_1, \ldots, V_{n-1}$, our implementation can generate exact formulas. For the solution set of (24) is always a rational number. This difference that different number of variables may appear (whether or not), we need to solve systems similar to (24), with the coefficient matrix of the equations we construct has rank $r$. The $\rho$ reflects how the $\omega_i$ are grouped into independent sets of variables: The left sides in (24) represent the $V^H$ terms in the entries of the matrix product $V^H V$, whereas the right sides represent the $V$-terms in the same matrix product. Equations of the form (24) also apply to the more general form (20).

\[
\text{tr} \left( V_{i_1}^H \cdots V_{i_k}^H \right),
\]

(25)

where $V_1, V_2, \ldots$ are independent and with uniform phase distribution.

In Appendix A, it is shown that in order to express the arbitrary mixed moments of Vandermonde matrices (independent or not), we need to solve systems similar to (24), with the difference that different number of variables may appear on the left and right hand sides. Note that the volume of the solution set of (24) is always a rational number. This enables our implementation to generate exact formulas. For Toeplitz and Hankel matrices, it turns out that a subset of these equations serve the same role in order to compute their moments.

C. Solving the linear equation systems

In all cases of Toeplitz, Hankel, and Vandermonde, the coefficient matrix of the equations we construct has rank $r - 1$ ($r$ being the number of blocks), and we need to find the number of solutions. Since we also have the constraints that $0 \leq x_i \leq 1$, this really corresponds to finding all solutions to a set of linear inequalities. A much preferred method for doing so is Fourier-Motzkin elimination [23]. The first step before we perform this elimination would be to bring the equations into a standard form. We do this by expressing the $r - 1$ pivot variables (after row reduction) by means of the free variables. Since all variables are between 0 and 1 (which are split into two inequalities), our equations are

\[
\begin{align*}
\sum_{j=1}^{n-1} a_{1j} x_j & \leq 1 \\
\sum_{j=1}^{n-r+1} -a_{1j} x_j & \leq 0 \\
\sum_{j=1}^{n-r+1} a_{2j} x_j & \leq 1 \\
\sum_{j=1}^{n-r+1} -a_{2j} x_j & \leq 0 \\
& \vdots \\
\sum_{j=1}^{n-r+1} a_{(r-1)j} x_j & \leq 1 \\
\sum_{j=1}^{n-r+1} -a_{(r-1)j} x_j & \leq 0 \\
x_1 & \leq 1 \\
-x_1 & \leq 0 \\
x_2 & \leq 1 \\
-x_2 & \leq 0 \\
& \vdots \\
x_{n-r+1} & \leq 1 \\
-x_{n-r+1} & \leq 0,
\end{align*}
\]

(26)

where we have re-indexed the variables so that $x_1, \ldots, x_{n-r+1}$ are the free variables, $x_{n-r+2}, \ldots, x_n$ are the pivot variables. The coefficients $a_{ij}$ are taken from $-1, 0, 1$, and are the coefficients we obtain when the pivot variables are expressed in terms of the free variables. By reordering the equations, we get what we call the standard form (where the equations are sorted by the first coefficient):

\[
\begin{align*}
x_1 & + \sum_{j=1}^{n-r} b_{1j} x_{j+1} & \leq e_1 \\
& \vdots \\
x_1 & + \sum_{j=1}^{n-r} b_{1j} x_{j+1} & \leq e_{r_1} \\
\sum_{j=1}^{n-r} b_{1j} x_{j+1} & \leq f_1 \\
& \vdots \\
\sum_{j=1}^{n-r} c_{r_2j} x_{j+1} & \leq f_{r_2} \\
-x_1 & + \sum_{j=1}^{n-r} d_{1j} x_{j+1} & \leq g_1 \\
& \vdots \\
-x_1 & + \sum_{j=1}^{n-r} d_{1j} x_{j+1} & \leq g_{r_3},
\end{align*}
\]

(27)

Fourier-Motzkin elimination now consists of eliminating the first variable, and working on the remaining equations to eliminate variables iteratively. Most of the coefficient matrices here are combinatorial matrices on the same form as those in [28].

Fourier-Motzkin elimination is computationally intensive, in the sense that the number of inequalities grow rapidly during elimination. Our aim is to compute the volume of the solution set rather than finding specific solutions. The volume can be split into many smaller disjoint parts, each part corresponds to a choice of minimum (min) for the first equations, and a choice of maximum (max) for the last equations. Each part corresponds to the solution of a set of equations with one less variable. More precisely, let the equations in (27) have coefficient vectors $B_1, \ldots, B_{r_1}, C_1, \ldots, C_{r_2}, D_1, \ldots, D_{r_3}$, so that

\[
\begin{align*}
B_i &= (1, b_{i1}, \ldots, b_{i(n-r)}, e_i) & 1 \leq i \leq r_1 \\
C_i &= (0, c_{i1}, \ldots, c_{i(n-r)}, f_i) & 1 \leq i \leq r_2 \\
D_i &= (-1, d_{i1}, \ldots, d_{i(n-r)}, g_i) & 1 \leq i \leq r_3.
\end{align*}
\]

Each choice of $\min, \max$, with $1 \leq \min \leq r_1, 1 \leq \max \leq r_3$, gives rise to a volume described by the solution to the set of
equations
\[
B_k - B_{\min} \quad 1 \leq k \leq r_1 \quad k \neq \min
\]
\[
D_k - D_{\max} \quad 1 \leq k \leq r_3 \quad k \neq \max
\]
\[
D_{\max} + B_{\min} \quad 1 \leq k \leq r_2,
\]
where the equations are described by row vectors as above. There are \( r_1 - 1 + r_3 - 1 + 1 + r_2 = r_1 + r_2 + r_3 - 1 \) equations here, which is one less equation than what we started with. Note that the first element is zero in all these equations, so that the first column can be removed in the coefficient matrix. Therefore, the original system has been reduced to one with one equation less and one less variable. There may be more zero leading columns also, and all these can be removed. When the leading column is nonzero, the rows are sorted so that we get a new system on the form (27), and the procedure continues. In the process, the choice of \( \max \) and \( \min \) have decided the lower and upper integral bounds for the \( x_1 \)-variable. These are stored, and after all Fourier-Motzkin elimination we have a full set of integral bounds, and the corresponding volume is computed by integrating over these bounds. This can be implemented easily [26], since integration over a volume with integral bounds which are linear in the variables can be defined in terms of simple row operations and integration by parts.

D. Optimizations for Fourier-Motzkin elimination

The challenge in computing the volumes of the solution sets in Fourier-Motzkin elimination lies in that there are many eliminations which need to be performed, and we do this for every partition in a large set of partitions. The Fourier-Motzkin elimination steps themselves can be stored and reused, but this of little help since we have to keep track of the corresponding integral bounds for the solution sets. There are however, a couple of optimizations which can be used during elimination:
- if both row and the negative of that row are present as an equation, the solution set is empty, so that we can stop elimination
- Duplicate rows can be deleted
- Rows where only the last elements differ can be merged.

V. Simulations

Results in this paper have been concerned with finding the spectral limit distribution from those of the input matrices. However, in practice, one has a certain model where one or more parameters are unknown, one observes output from that model, and would like to infer on the parameters of the model. The strengths in the results of this paper lie in that kind of "deconvolution" is made possible to infer on the parameters of various models. As an example,

1) From observations of the form \( \mathbf{D}(N)\mathbf{V}^H\mathbf{V} \) or \( \mathbf{D}(N) + \mathbf{V}^H\mathbf{V} \), one can infer on either the spectrum of \( \mathbf{D}(N) \), or the spectrum or phase distribution of \( \mathbf{V} \), when exactly one of these is unknown.

2) From observations of the form \( \mathbf{V}_1^H\mathbf{V}_1\mathbf{V}_2^H\mathbf{V}_2 \) or \( \mathbf{V}_1^H\mathbf{V}_1 + \mathbf{V}_2^H\mathbf{V}_2 \), one can infer on the spectrum or phase distribution of one of the Vandermonde matrices, when one of the Vandermonde matrices is known.

Moreover, the complexity in this inference is dictated by the number of moments considered. We do not go into depths on all the different types of deconvolutions made possible, only sketch a very simple example of inference as in 1). The other types of deconvolution go similarly, since the implementation supports each of them through functions with similar signatures. The example only makes an estimate of the first lower order moments of the component matrix \( \mathbf{D}(N) \). These moments can give valuable information: in cases where it is known that there are few distinct eigenvalues, and the multiplicities are known, only some lower order moments are needed in order to get an estimate of these eigenvalues. We remark that this kind of deconvolution can be improved by further development of a second order theory for Vandermonde matrices.

In Figure 1 we have, for Vandermonde matrices of size \( N \times L \) with \( L = N \), and for increasing \( N \), formed 10 observations of the form \( \mathbf{D}(N)\mathbf{V}^H\mathbf{V} \). The average of the moments of these observations are then taken, and a method in the framework [26] is applied to get an estimate of the moments of \( \mathbf{D}(N) \). In the simulation, we have compared the estimate for the second and third moment of \( \mathbf{D}(N) \) obtained by the implementation, with the actual second and third moments. The diagonal matrix \( \mathbf{D}(N) \) is chosen so that the distribution of its eigenvalues is \( 1/5 \delta_{0.5} + 1/5 \delta_{1} + 1/5 \delta_{1.5} \), i.e. 0.5, 1, 1.5 are the only eigenvalues, and they have equal probability. The simulation seems to indicate that the implementation performs better estimation when the matrices grow large, in accordance with the fact that only an asymptotic result is applied.

Although it is difficult to make a full picture of the spectral distribution of \( \mathbf{V}_1^H\mathbf{V}_1 \) (or the phase distribution of \( \mathbf{V}_1 \)) from deconvolution on models such as \( \mathbf{V}_1^H\mathbf{V}_1\mathbf{V}_2^H\mathbf{V}_2 \) (although the moments in many cases determine the distribution of the eigenvalues [32]), such deconvolution can still be useful. For instance, from the lower order moments one can to a certain
amount say "how far away $V_1$ is from having uniform phase distribution", since the uniform phase distribution achieves the lowest moments of all Vandermonde matrices \([\text{20}].\)

VI. CONCLUSION AND FURTHER DIRECTIONS
This contribution has explained how all types of moments in Vandermonde-type expressions can be obtained, and when one can expect that the moments/spectrum of the result only depend on the moments/spectrum of the input matrices (which is a requirement for performing deconvolution). The results can be used to compute the moments of any singular law involving a combination of many independent matrices. An implementation which is capable of performing these moment computations is also presented, and moment formulas generated by the implementation were presented. The applications to wireless communications are still under study \([\text{33}].\) We have also described convolution operations on Vandermonde matrices which can not be performed in terms of the spectrum, but rather in terms of the phase distributions. We have also expanded known results on convergence of Vandermonde matrices to almost sure convergence.

Interestingly, Vandermonde matrices fit into a framework similar to that of freeness. Future papers will address a unified but rather in terms of the phase distributions. We have also described convolution operations on Vandermonde matrices which can not be performed in terms of the spectrum, but rather in terms of the phase distributions. Future papers may also address how the implementation presented here can be made more efficient.

APPENDIX A
THE PROOF OF THEOREM 1

Let us first assume that all phase distributions are uniform. Writing out the matrix product in (9) we get

\[
\sum_{(i_1, \ldots, i_n)} \sum_{(j_1, \ldots, j_n)} |\sigma_1| N_1^{-|\sigma_1|/2} L^{-1} \times E(e^{i\beta_1(\omega_{j_1}(1), j_1) - \omega_{j_2}(2), j_2}) \times \cdots \\
\times D_1(N)(j_1, j_1) \times \cdots \times D_n(N)(j_n, j_n),
\]

where

1. $1 \leq j_1, \ldots, j_n \leq L$ (as in \([\text{20}].\))
2. $0 \leq i_1, \ldots, i_n \leq N_1 - 1$ for appropriate $l$ (as in \([\text{20}].\))
3. $\sigma_1 = \{\sigma_{11}, \ldots, \sigma_{1|\sigma_1|}\}$ with $\sigma_{ik} = \{j | i = j\}$
4. $\omega_{\sigma_1(i), j_i}$ is the phase for column $j_i$ in the $i$th matrix entry.

Define the partition $\pi = (j_1, \ldots, j_n) \in \mathcal{P}(n)$ by equality of the $j_i$, i.e. $k \sim \rho(\pi)$ if and only if $j_k = j_i$. Noting that $\omega_{\sigma_1(k), j_k}, \omega_{\sigma_1(i), j_i}$ are equal if and only if $\sigma_1(k) = \sigma_1(i)$ and $j_k = j_i$ (if not they are independent), we define $\rho(\pi) \leq \sigma_1 \in \mathcal{P}(2n)$ as the partition in $\mathcal{P}(n)$ generated by the relations:

$\quad k \sim_{\rho(\pi)} l$ if \(\{k/2\} + 1 \sim \lfloor l/2 \rfloor + 1\) and $k \sim_{\sigma_1} l$.

Here $[x]$ means the largest whole number less than $x$. In other words, $k$ and $l$ are in the same block of $\rho(\pi)$ if and only if the corresponding phases $\omega_{\sigma_1(k), j_k}$ and $\omega_{\sigma_1(l), j_l}$ from the $k$’th and $l$’th matrix entries are dependent. We will use for the following relation between $\rho(\pi)$ and $\pi$, which will help us to limit our calculations to a certain class of partitions.

Lemma 1: The following holds:

\[|\pi| \leq |\rho(\pi)| - r(\pi) + 1,\]  \(\text{(29)}\)

Moreover, both equality and strict inequality can occur in (29).

Proof: Since each block in $\pi$ is associated with at least one block in $\rho(\pi)$ by definition, we have that $|\pi| \leq |\rho(\pi)|$. Moreover, if $\rho_1$ is adjacent to $\rho_2$, they have a $j$-value common at their border, so that $|\pi| \leq |\rho(\pi)| - 1$. If $\rho_3$ is adjacent to $\{\rho_1, \rho_2\}$, they also have a $j$-value common at their border, so that also $|\pi| \leq |\rho(\pi)| - 2$. We can continue in this way for $\rho_4, \rho_5, \ldots, \rho_r$, and we obtain in the end that $|\pi| \leq |\rho(\pi)| - r(\pi) + 1$. It is also clear from this construction, by considering different border possibilities for the $\rho_1, \rho_2, \ldots$, that both equality and strict inequality can occur.

In the following we will denote the set of partitions where (29) holds by $\mathcal{B}(n)$ (note that $\mathcal{B}(n)$ will also depend on $\sigma_1$, but this dependency will be implicitly assumed, and will thus not be mentioned in the following). Writing $\rho(\pi) = \{W_1, \ldots, W_{|\rho(\pi)|}\}$, there are $|\rho(\pi)|$ independent phases in the corresponding term, which we denote $\omega_{W_1}, \ldots, \omega_{W_{|\rho(\pi)|}}$. Write $W_j = W_j^c \cup W_j^H$ where $W_j^c$ consists of the even elements of $W_j$ (corresponding to the $\mathcal{V}$-terms), $W_j^H$ consists of the odd elements of $W_j$ (corresponding to the $\mathcal{V}^H$-terms). (29) can now be written (computations are similar to Appendix 1 in \([\text{20}].\))

\[
\sum_{\pi \in \mathcal{P}(n)} \sum_{(i_1, \ldots, i_n)} \sum_{(j_1, \ldots, j_n)} |\rho(\pi)| \times \prod_{r=1}^{l} E(e^{i(x_k(r)/2 + 1) - i(x_k(r)/2 + 1)} \omega_{W_r}) \times D_1(N)(j_1, j_1) \times \cdots \times D_n(N)(j_n, j_n).
\]

(30)

Since $E(e^{j\mu}) = 0$ when $\mu$ is uniform and $\mu \neq 0$, we get that the $i_1, \ldots, i_n$ contribute in (30) only if

\[
\sum_{k \in W_r} i_k(r)/2 + 1 = \sum_{k \in W_e} i_k(r)/2 + 1
\]

(31)

for $1 \leq r \leq |\rho(\pi)|$. The coefficient matrix of this system, denoted $A$, is a $|\rho(\pi)| \times n$ with entries from $\{-1, 0, 1\}$. The rank of $A$ is at most $|\rho(\pi)| \times n$, since the sum of all rows is 0. Note that the number of solutions to (31) can also be written

\[
\int_{[0, 2\pi]^{\rho(\pi)}} F(x) dx_1 \cdots dx_{\rho(\pi)},
\]

(32)

where

\[
F(x) = \prod_{k=1}^{n} \frac{1 - e^{iN_k(x_k(b_k) - x_k(2k))}}{1 - e^{i(x_k(b_k) - x_k(2k))}}.
\]

(33)
of $i_1, \ldots, i_n$ in (30), and using the formula for the sum of a geometric series.

It is easily seen that the rank of $A$ is exactly $k - 1$ when $\rho(\pi) \lor [0, 1]_n = 12n$. More generally, if $\rho(\pi) \lor [0, 1]_n = \{\rho_1, \ldots, \rho_k\}$ with $\rho_i \geq \frac{1}{2} \rho_i \lor 2$, then the rank of the system is $|\rho(\pi)| - r$. This follows since the equations corresponding to each $\rho_i$ have no variables in common with those from other $\rho_j$, and since the sum of the equations corresponding to $\rho_i$ is 0, so that the coefficient matrix corresponding to $\rho_i$ has one less than full rank. Also, note that $N_{i+1} = N_{i+2}$ whenever $2s + 1, 2s + 2, 2t + 1, 2t + 2$ all belong to the same such $\rho_i$, and denote this common value by $N_{\rho_i}$ (meaning that there is a common upper limit $N_{\rho_i}$ to all variables $i_j$ occurring in connection with the same block $\rho_i$). This means that the number of solutions to (31) is of order

$$O\left(\prod_{\rho_i} N_{\rho_i}^{\|/2|\rho_i|+1}\right) = O\left(\prod_{\rho_i} N_{\rho_i}^{\|/2|\rho_i|+1}\right) = O \left(L^{n-\|+r}\right).$$

Since $r$ depends only on $\pi$, we will also write $r = r(\pi)$. Since the number of solutions to (31) is given by (32), the limit

$$\lim_{L \to \infty} \frac{1}{\prod_{\rho_i} N_{\rho_i}^{\|/2|\rho_i|+1}} \int_{[0,2\pi)\omega(\pi)} F(x)dx_1 \cdots dx_{\rho(n)}$$

exists (here $u$ denotes the uniform distribution), and we will denote this limit by $K_{\rho(n), u}$. Moreover $K_{\rho(n), u} = \prod_{\rho_i} K_{\rho_i, u}$, since the splitting $\rho(\pi) \lor [0, 1]_n = \{\rho_1, \ldots, \rho_r\}$ actually splits the equations into $r$ sets where each set has no variables in common with other sets. This definition extends that of Vandermonde mixed moment expansion coefficients from [20] to the case where the equations (31) may have an unequal number of variables on each side. Note that in [20], those coefficients were defined in terms of $\pi \in P(n)$, while here they are defined in terms of $\rho(\pi)$, which captures any $\sigma_1$, which is new in the analysis given here. Also in accordance with [20], we will denote by $K_{\rho(n), u, L}$ the quantity inside the limit of (34), so that the number of solutions to (31) is

$$\prod_{\rho_i} N_{\rho_i}^{\|/2|\rho_i|+1} K_{\rho(n), u, L}. \quad (35)$$

The number of blocks in the partitions $\rho(\pi), \pi$ say how many distinct choices from $(i_1, \ldots, i_n)$ and $(j_1, \ldots, j_n)$, respectively, contribute in (30). By substituting

$$\sum_{j_k} D_j(N)(j_k, j_k) = \text{tr}(D(N)),$$

and using (29), we see that (30) is

$$O(L^{n+1-n+|\rho(\pi)|+r+|\rho(\pi)|} = O(1),$$

with equality if and only if $\pi \in \mathcal{B}(n)$ by Lemma 1. To check if $\pi$ belongs to $\mathcal{B}(n)$, $\rho(\pi)$ needs to be computed, and it is checked if equality in (29) holds. If so, the corresponding equation system (31) is constructed, and solved using Fourier-Motzkin elimination. Adding contributions for all partitions, we obtain (30).

For $\pi \in \mathcal{B}(n)$, noting that we can write $\prod_{i=1}^{\sigma_1} N_{\pi_i}^{\|/2|\rho_i|+1} = \prod_{i=1}^{\sigma_1} N_{\rho_i}^{\|/2|\rho_i|+1}$, and using (35), we can write the contribution from $\pi$ in (30) as

$$\prod_{i=1}^{\sigma_1} N_{\rho_i}^{\|/2|\rho_i|+1} K_{\rho(n), u, L}$$

$$= \prod_{i=1}^{\sigma_1} N_{\rho_i}^{\|/2|\rho_i|+1} K_{\rho(n), u, L}$$

$$= \prod_{i=1}^{\sigma_1} \left(\frac{L}{N_{\rho_i}}\right)^{|\rho_i|-1} K_{\rho(n), u, L}.$$
where

$$B_{ε,k} = \{ (ω_1, ..., ω_{ρ(π)}) \mid |ω_{b(2k-1)} - ω_{b(2k)}| > ε \},$$  \hspace{1cm} (39)$$

and where $b(k)$ denotes the block in $ρ(π)$ which $k$ belongs to.

**Proof:** The condition $ρ(π) ∩ [0, 1]_n = 1_{2n}$ implies that when $ω ∈ B_{ε,k}$, $ω_j - ω_j < 2nε$ for all $i, j$, which means that the definition of $B_{ε,k}$ is similar to the definition of $B_{ε,r}$ in Lemma 2 in Appendix H in [20]. The proof otherwise follows the same lines as [20].

Using Lemma 2 repeatedly, we see also that

$$\lim_{N → ∞} \frac{1}{N^{n+r-|ρ(π)|}} \int_{ω(B)} F(ω) dω = 0$$

Letting $N → ∞$, we obtain as in Appendix H of [20] in the limit

$$\lim_{N → ∞} \frac{1}{N^{n+r-|ρ(π)|}} \int F(ω) dω = K_{ρ(π),u} \prod_{i=1}^{r} (2π |ρ_i|^{-1}) \prod_{j} p_{ω_j}(x)^{|ρ_i(σ_j)|} dx,$$

where $σ_j$ are the blocks of $σ$. Things have now been reduced to the case of uniform phase distribution. In summary, (30) can be written

$$\sum_{π ∈ B(n)} \prod_{i=1}^{r} (2π c_{P_{i}})^{|σ_i|^{-1}} K_{ρ_{i},u} \prod_{i=1}^{r} \prod_{j} p_{ω_j}(x)^{|σ_i(σ_j)|} dx,$$

This is the standard form which the implementation uses, where the output of Fourier-Motzkin elimination is substituted into $K_{ρ(π),u}$. In (40), we recognize the integrals $I_{k,ω}$ in (12). We will therefore substitute $I_{k,ω}$ in the following.

The requirement from Theorem 1 that $σ ≥ [0, 1]_n$ (which happens whenever terms of the form $V_{ω_1}^HV_{ω_2}$ (with $ω_1, ω_2$ different and $V_{ω_1}, V_{ω_2}$ independent) do not occur) translates to the fact that, for any $π ∈ P(n)$, in all $ρ_i$ the corresponding random matrices have equal phase distributions (with no assumptions on whether the random matrices are independent or not). From this it follows from (40) that no integrand in (40) will contain two different densities. Therefore, the mixed moment is completely determined from the integrals $I_{k,ω}$. To make the connection between these quantities and the moments, we need the following lemma, compiled from [20]:

**Lemma 3:** Let $V$ be a Vandermonde matrix with phase distribution $ω$ and aspect ratio $c$. For each $n$ there exists an invertible $n × n$ matrix $A_n$ so that

$$\begin{pmatrix}
1 \\
cI_{2,ω} \\
c^2I_{3,ω} \\
\vdots \\
c^{n-1}I_{n,ω}
\end{pmatrix} = A_n \begin{pmatrix}
1 \\
V_2 \\
V_3 \\
\vdots \\
V_n
\end{pmatrix}$$

Inserting (41) in (40) when each $ρ_i$ consists of equal phase distributions, we obtain that (9) is completely determined from the moments $V_n^{(i)}$. Since there are $r$ integrals multiplied together in (40), its general form is seen to coincide with that of (10). We have thus proved Theorem 1. When terms of the form $V_{ω_1}^HV_{ω_2}$ occur, Section III-D shows that we can’t expect dependence on only the moments. Instead the mixed moment depends on the entire phase distribution.

**A. Handling the aspect ratio**

We will finally comment on appropriate forms of (40) which are useful in implementations of convolution. We first turn to the case when there are deterministic matrices present. Assume that all matrix aspect ratios are equal to $c$, so that $\prod_{i=1}^{r} (c_{P_{i}})^{|σ_i|^{-1}} = c^{ρ|−r} = c^{π|−1}$ when $π ∈ B(n)$. Defining $m_n = c M_n$ and $d_n = c D_n$ as in (20) in this case, (40) can also be written

$$m_n = \sum_{π ∈ B(n)} d_{π} K_{ρ(π),u} \prod_{i=1}^{r} \prod_{j} p_{ω_j}(x)^{|σ_i(σ_j)|} dx,$$

i.e. the aspect ratio $c$ can be handled as in (20), providing a clear parallel with Proposition 3 in that paper.

When there are no deterministic matrices present, and $σ ≥ [0, 1]_n$, the right hand side in (40) is

$$\prod_{i=1}^{r} c_{P_{i}}^{|σ_i|^{-1}} I_{|σ_i|,ω_i} K_{ρ_i,u},$$

where we recognize the elements in the vector on the left hand side in (41). Therefore, an implementation of convolution would first compute the $c^{σ|}I_{k,ω}$ using Lemma 5 and substitute these directly into (43). For deconvolution, (43) would be computed first for one of the unknown component matrices, and then the moments would be recovered in a second step using Lemma 5.

In summary, in order to compute the mixed moments $V_n^{(i)}$ of Vandermonde matrices, we need to

1) iterate through partitions $π ∈ P(n)$, compute $ρ(π)$, and determine whether $π ∈ B(n)$,
2) perform Fourier-Motzkin elimination in order to solve the set of equations given by (41),
3) compute the quantities in (43), either from direct knowledge of the phase distribution, or by computing them from the moments using (41),
4) compute the final result by inserting the results from 1), 2), and 3) into (40).

This explains why Section IV focuses on the implementation perspectives of these tasks.

**APPENDIX B**

**THE PROOFS OF THE CONVOLUTION FORMULAS**

In this appendix, we provide additional remarks, which together with the proof in Appendix A will suffice to prove the different convolution formulas. We first provide a short explanation why convolution 2) does not depend only on the spectra of the component matrices. When $D(N)$ only occurs in patterns of the form $VD(N)V^H$, we factored out the moments of $D(N)$ in (30) in Appendix A. For other
patterns, one ends instead up with integral expressions along
the diagonal of \( \mathbf{D}(N) \) (the diagonal elements of \( \mathbf{D}(N) \) are
multiplied with different complex exponentials), which are
hard to express in terms of the moments of \( \mathbf{D}(N) \).

A. The proof of Theorem 2

We can sum over all \( \pi \) in (40) for these convolutions, since
\( r(\pi) = 1 \) and \( |\rho(\pi)| = |\pi| \) for all \( \pi \) whenever \( \sigma = \sigma_1 = 1_{2n} \).
The implementation has obtained the result by inserting (41)
into (40). \( D_\pi \) in (40) can be handled in the following way: Let \( R_n \) be
the set of multi-indices \( r = (r_1, \ldots, r_s) \) such that
- The \( r_i \) are decreasing, and all are integers \( \geq 0 \).
- \( \sum r_i = n \),

and set \( d_r = \prod_{i=1}^s d_{r_i} \), for \( r = (r_1, \ldots, r_s) \in R_n \). Set also

\[
\begin{align*}
D_1 &= (d_1) \\
D_2 &= (d_2, d_1^2) \\
D_3 &= (d_3, d_2d_1, d_1^3) \\
D_4 &= (d_4, d_3d_1, d_2d_1^2, d_1^4) \\
D_5 &= (d_5, d_4d_2, d_3d_1, d_2^2d_1, d_1^5, d_2^3d_1, d_2d_1^3, d_1^5),
\end{align*}
\]

and so on. It is clear from Appendix A that we can find a
vector \( K_n \) such that

\[
\begin{pmatrix}
M_1 \\
M_2 \\
M_3 \\
\vdots \\
M_n
\end{pmatrix} = D_n^T K_n A_n
\begin{pmatrix}
V_2 \\
V_3 \\
\vdots \\
V_n
\end{pmatrix}.
\]

Moreover, the matrices \( K_n \) and \( A_n \) can be computed once and
for all.

We see that there is only one term on the right hand side
in (44) here containing \( d_n \), so that this term can be found
once \( d_1, \ldots, d_{n-1} \) have been found. This enables us to perform
deconvolution.

B. The proof of Theorem 3

Write \( \mathrm{tr} \left( (\mathbf{D} + \mathbf{V}^H \mathbf{V})^n \right) \) as

\[
= \sum_{k,s} \sum_{(r_1, \ldots, r_k)} \sum_{r_i = n - k - s} \mathrm{tr} \left( \mathbf{D} \cdots \mathbf{D} \mathbf{V}^H \mathbf{V} \mathbf{D} \cdots \mathbf{D} \mathbf{V}^H \mathbf{V} \mathbf{D} \cdots \mathbf{D} \right)
\]

\[
= \sum_{k,s} \sum_{(r_1, \ldots, r_k)} \sum_{r_i = n - k} \mathrm{tr} \left( \mathbf{D}^{r_1} \mathbf{V}^H \mathbf{V} \cdots \mathbf{D}^{r_s} \mathbf{V}^H \mathbf{V} \right).
\]

Each summand here can be computed by inserting (41) into
(40) as above. Also, the multi-indices \( (r_1, \ldots, r_k) \) are easily
traversed. It is clear that one can generalize (44) to compute
each summand (the vector \( K_n \) is simply expanded to handle
more mixed moments). This explains how the implementation
computes the formulas for Theorem 3.

Deconvolution for Theorem 3 follows the exact same argu-
ment as for Theorem 2.

C. The proof of Theorem 4

(16) corresponds to the case where
\( \sigma = \sigma_1 = \{1, 2, 5, 6, 9, 10, \ldots, 3, 4, 7, 8, 11, 12, \ldots\} \).

Following the notation in (30) in Appendix A when \( \pi = 1_{2n} \)
in (16), \( \rho(\pi) = [0, 1]_{2n} \), so that the contribution is

\[
k \int p_n^{\pi_1}(x) dx \int p_n^{\pi_2}(x) dx
\]

contributes, where \( k \) is a scalar. Also, for all other choices of
\( \pi \), the integral \( I_{n,w_2} \) does not contribute, so that the equation
for th \( n \) th moment uniquely determines \( I_{n,w_2} \), when the lower
order integrals \( \{I_{k,w_2} \}_k \leq n \) are known. Due to Lemma 3
the same can be said for the moments, so that it is possible to
perform deconvolution.

Similarly, the contribution from \( \pi = 1_n \) in (17) for the term
when the second summand is always chosen is \( kI_{n,w_2} \), where
\( k \) is a scalar. Moreover, \( I_{n,w_2} \) contributes only for this term
and this \( \pi \), so that the equation for th \( n \) th moment uniquely
determines \( I_{n,w_2} \). It follows as above that it is possible to
perform deconvolution.

D. The proof of Theorem 5

This case corresponds to \( \sigma = 1_{2n} \), and
\( \sigma_1 = \{2, 3, 4, 5, \ldots, 2n - 2, 2n - 1, 2n\} \).

From (40) it is clear that we can write

\[
\begin{pmatrix}
M_1 \\
M_2 \\
\vdots \\
M_n
\end{pmatrix} = K_n
\begin{pmatrix}
V_1 \\
V_2 \\
\vdots \\
V_{2n}
\end{pmatrix},
\]

where \( K_n \) is an \( n \times 2n \) matrix, depending only on the values
computed from Fourier-Motzkin elimination.

Deconvolution in general for (Theorem 5) is impossible,
since the equation system (45) has twice as many unknowns
when \( \rho(\pi) \) has \( \sigma_1 \). This explains how the implementation
computes the formulas for Theorem 5.

E. The proofs of Theorem 7 and Theorem 8

For Toeplitz matrices, 29 shows that we can compute the
moments in the same way as for Vandermonde matrices,
but that we need only consider equations on the form
(24) with all blocks of \( \rho \) of cardinality two. The case of Hankel
matrices is similar, however here the variables in (24) are
placed differently on the left and right side.

3In the software described for this paper, Toeplitz, Hankel, and Vander-
monde matrices all reuse the same code, but different sets of partitions
are considered, depending on the type of the matrix. Also, the way the
corresponding equation is constructed from the partition depends on the type
of the matrix.
APPENDIX C
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Assume first that all aspect ratios are equal to \( c \). In (25) in Theorem 7 in [20], set \( D_i(N) = I_L \), and place the last matrix \( V_{i_1} \) in front instead to obtain

\[
\lim_{N \to \infty} \mathbb{E}[\text{tr}(V_{i_1} V_{i_2}^H V_{i_3}^H \times \cdots \times V_{i_n} V_{i_n}^H)] = \sum_{\rho \leq \sigma \in \mathcal{P}(n)} K_{\rho, \sigma} \prod_{i=1}^{\sigma} c_i^{\rho(\sigma_i)},
\]

(46)

(note that \( c^{\rho(\sigma_i)} \) appears instead of \( c^{\rho(\sigma_i)} - 1 \) since \( V_{i_1} \) is moved to front, and thus the additional \( c \)-factor is due to the fact that we take the trace of a matrix with different dimensions). As in Appendix A it is straightforward to generalize this to the case where the independent Vandermonde matrices have different aspect ratios, i.e. (46) is

\[
\sum_{\rho \leq \sigma \in \mathcal{P}(n)} K_{\rho, \omega} \prod_{i=1}^{\sigma} c_i^{\rho(\sigma_i)},
\]

where \( \rho \cap \sigma_i \) is the partition consisting of the blocks of \( \rho \) contained in \( \sigma_i \). Using Theorem 8 in [20] (i.e. we also assume that the phase distributions are different, with \( V_i \) having phase distribution \( \omega_i \)), we thus generalize (25) to

\[
\lim_{N \to \infty} \mathbb{E}[\text{tr}(V_{\omega_1} V_{\omega_2}^H V_{\omega_3}^H \times \cdots \times V_{\omega_n} V_{\omega_n}^H)] = \sum_{\rho \leq \sigma \in \mathcal{P}(n)} K_{\rho, \omega} \prod_{i=1}^{\sigma} c_i^{\rho(\sigma_i)}
\]

where we have used (46) on the density \( \frac{1}{c_1 + c_2} (c_1 p_{\omega_1} (x) + c_2 p_{\omega_2} (x)) \).

APPENDIX D
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We will first concentrate on the proof for almost sure convergence for a single Vandermonde matrix, as this case is the simplest. This proof will follow the same lines as that of almost sure convergence in [29], in that one uses Chebyshev’s inequality, the Borel Cantelli lemma, and the following result:

**Lemma 4:** Assume that \( V \) is an ensemble of random Vandermonde matrices with a continuous phase distribution, such that \( \frac{1}{V} \to c \). For any \( r \geq 1 \) there exists a constant \( C_r \) such that, for all \( L \),

\[
\mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) - \mathbb{E} \left[ \text{tr} \left( (V^H V)^r \right) \right] \right)^4 \right] \leq C_r L^{-3},
\]

(47)

Comparing with [29], [11], Lemma 4 suggests that Vandermonde matrices converge somewhat faster than Hankel- and Toeplitz matrices, but somewhat slower than Gaussian matrices.

**Proof:** We can write

\[
\mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) - \mathbb{E} \left[ \text{tr} \left( (V^H V)^r \right) \right] \right)^4 \right] = \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right)^4 \right]
\]

\[
-4 \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right) \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right)^3 \right] \right]
\]

\[
+6 \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right)^2 \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right)^2 \right] \right]
\]

\[
-3 \mathbb{E} \left[ \left( \text{tr} \left( (V^H V)^r \right) \right)^4 \right].
\]

(48)

We use certain interval partitions to define the following classes of partitions in \( \mathcal{P}(4r) \):

- \( \mathcal{P}_0 \): partitions \( \pi \) such that

  \[
  \pi \leq \{(1, r], [r + 1, 2r], [2r + 1, 3r], [3r + 1, 4r]\},
  \]

- \( \mathcal{P}_1,2 \): partitions \( \pi \not\in \mathcal{P}_0 \) such that

  \[
  \pi \leq \{(1, 2r], [2r + 1, 3r], [3r + 1, 4r]\},
  \]

- \( \mathcal{P}_2,3 \): partitions \( \pi \not\in \mathcal{P}_0 \) such that

  \[
  \pi \leq \{(1, r], [r + 1, 3r], [3r + 1, 4r]\}
  \]

(all other \( \mathcal{P}_{i,j} \) are defined similarly).

- \( \mathcal{P}_{1,2,3} \): partitions \( \pi \not\in \bigcup \mathcal{P}_{0,1,2,3} \) such that

  \[
  \pi \leq \{(1, 3r], [3r + 1, 4r]\}
  \]

(all other \( \mathcal{P}_{i,j,k} \) are defined similarly).

- \( \mathcal{P}_{1,2,3,4} \): partitions which are in none of the sets \( \mathcal{P}_0, \mathcal{P}_{i,j}, \mathcal{P}_{i,j,k} \).

These classes of partitions are indexed by which intervals in \( \{(1, r], [r + 1, 2r], [2r + 1, 3r], [3r + 1, 4r]\} \) are joined (in the sense that at least one block in a partition \( \pi \) in \( \mathcal{P}_{1,2} \) should contain elements from both the first and second interval in \( \{(1, r], [r + 1, 2r], [2r + 1, 3r], [3r + 1, 4r]\} \), and we can write \( \mathcal{P}(4r) \) as a disjoint union:

\[
\mathcal{P}(4r) = \bigcup \mathcal{P}_{0,1,2,3} \cup \bigcup \mathcal{P}_{1,2,3,4} \cup \bigcup \mathcal{P}_{1,2,3,4,5}.
\]

(49)

We will denote the set of sets on the right hand side in (49) by \( S \). Write

\[
S_{T, \xi} = \sum_{\pi(1, ..., 4r)} \sum_{\pi(1, ..., 4r) = \pi} \mathbb{E} \left( \prod_{k=1}^{n} (e^{j(\omega_{k+1} - \omega_k)} t_k) \right).
\]

(50)

where

1. \( \pi = \pi(1, ..., 4r) \) is defined as in Appendix A
2. \( T \) is a subset of \( \{1, 2, 3, 4\} \),
3) $E_T(x_1 \cdots x_4) = E(\prod_{i \in T} x_i) \prod_{i \in T} E(x_i)$ (i.e. $T$ dictates which random variables $x_i$ are grouped within the same expectation),

4) $b(k)$ means the block of $\pi$ which $k$ belongs to

(51) is

\begin{align*}
\frac{\beta_{\pi}}{r} & \rightarrow r \\
2r + 1 & \rightarrow 3r \\
3r + 1 & \rightarrow 4r \\
k & \rightarrow k-1, k \notin \{1, r + 1, 2r + 1, 3r + 1\},
\end{align*}

6) $N^{-4r}$ are all normalizing factors in (11), $L^{-4}$ are the normalizing factors which come from taking the four traces for each term in (43).

When we write out (48) (by writing out the matrix product as in Appendix A) we end up with sums of the form $\sum_{\pi} ST_{\pi, T}$, with various values for $T$. We have in particular

\begin{align*}
\sum_{\pi \in \mathcal{P}(4n)} S_{\{1, 2, 3, 4\}, \pi} &= E\left[\left(\text{tr} \left((V^H V)^r\right)\right)^4\right] \\
\sum_{\pi \in \mathcal{P}(4n)} S_{\{\}, \pi} &= \left(\mathbb{E}\left[\text{tr} \left((V^H V)^r\right)\right]\right)^4.
\end{align*}

However, since only one Vandermonde matrix appears here, the analysis from Appendix A simplifies to the case $s_1 = \sigma = 1_{4r}$, for which the quantities can be expressed directly in terms of $\pi \in \mathcal{P}(4r)$ rather than $\rho(\pi) \in \mathcal{P}(8r)$ (as in Appendix A), so that the notation from (48) can be followed more closely. As with (30), (48) thus becomes

\begin{align*}
\sum_{\pi \in \mathcal{P}(4r)} (S_{\{1, 2, 3, 4\}, \pi} - 4S_{\{2, 3, 4\}, \pi} + 6S_{\{3, 4\}, \pi} - 3S_{\{\}, \pi}) \\
= \sum_{S \in \mathcal{S}} \sum_{\pi \in \mathcal{P}(4r)} (S_{\{1, 2, 3, 4\}, \pi} - 4S_{\{2, 3, 4\}, \pi} + 6S_{\{3, 4\}, \pi} - 3S_{\{\}, \pi} + 6S_{\{3, 4\}, \pi} - 3S_{\{\}, \pi})
\end{align*}

due to the ordering of the expectations in (48). We now consider all possibilities for $S \in \mathcal{S}$ in (51). For $\pi \in \mathcal{P}_0$ it is clear that one can split the expectations further to obtain

\begin{align*}
S_{\{1, 2, 3, 4\}, \pi} = S_{\{2, 3, 4\}, \pi} = S_{\{3, 4\}, \pi} = S_{\{\}, \pi},
\end{align*}

and by adding up we see that the contribution from $S \in \mathcal{P}_0$ in (51) is 0. Similarly, by splitting up the expectations as much as possible, the contributions for other $\pi$ in (51) is seen to be

\begin{align*}
\pi \in \mathcal{P}_{1, 2} : S_{\{1, 2\}, \pi} - 4S_{\{1\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 3} : S_{\{1, 3\}, \pi} - 4S_{\{1\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 4} : S_{\{1, 4\}, \pi} - 4S_{\{1\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{2, 3} : S_{\{2, 3\}, \pi} - 4S_{\{2\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{2, 4} : S_{\{2, 4\}, \pi} - 4S_{\{2\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{3, 4} : S_{\{3, 4\}, \pi} - 4S_{\{3\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 2, 3} : S_{\{1, 2, 3\}, \pi} - 4S_{\{2, 3\}, \pi} + 6S_{\{3\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 2, 4} : S_{\{1, 2, 4\}, \pi} - 4S_{\{2, 4\}, \pi} + 6S_{\{3\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 3, 4} : S_{\{1, 3, 4\}, \pi} - 4S_{\{3, 4\}, \pi} + 6S_{\{\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{2, 3, 4} : S_{\{2, 3, 4\}, \pi} - 4S_{\{2, 3\}, \pi} + 6S_{\{3\}, \pi} - 3S_{\{\}, \pi} \\
\pi \in \mathcal{P}_{1, 2, 3, 4} : S_{\{1, 2, 3, 4\}, \pi} - 4S_{\{2, 3, 4\}, \pi} + 6S_{\{3, 4\}, \pi} - 3S_{\{\}, \pi}.
\end{align*}

Adding everything here, and using that the contributions from $\mathcal{P}_{i, j, k}$ are all equal for different $i, j, k$, and that the contributions from $\mathcal{P}_{i, j}$ are all equal for different $i, j$ (which is obvious by associating each interval $[kr + 1, (k + 1)r]$ with $r$ values on a circle, noting that the different classes of partitions can be viewed as different ways of connecting the circles, and that the actual circles being joined does matter for the final value), we obtain that (49) equals

\begin{align*}
\sum_{\pi \in \mathcal{P}_{1, 2, 3, 4}} (S_{\{1, 2, 3, 4\}, \pi} - 4S_{\{2, 3, 4\}, \pi} + 6S_{\{3, 4\}, \pi} - 3S_{\{\}, \pi}),
\end{align*}

i.e. we need only sum over $\pi \in \mathcal{P}_{1, 2, 3, 4}$ (all other terms cancel). If the phase distribution is uniform, we consider the coefficient matrix for the equation system corresponding to $\pi \in \mathcal{P}_{1, 2, 3, 4}$ (formed as in Appendix A). This has rank $|\pi| - 1$, so that the number of solutions $(i_1, \ldots, i_4r)$ solving the equation system has order $N^{-4r-|\pi|+1}$. Since the number of $j_1, \ldots, j_{4r}$ such that $\pi(j_1, \ldots, j_{4r}) = \pi$ is of order $O(L^{|\pi|})$, (50) is

\begin{align*}
O\left(N^{-4r} L^{-4} L^{|\pi|} N^{4r-|\pi|+1}\right) = O(L^{-3}).
\end{align*}

This proves the claim for the uniform distribution. When the Vandermonde matrices do not have uniform phase distribution, as long as the phase distribution is continuous, we can reduce to the case of uniform phase distribution using Lemma 2 and the techniques in Appendix A. The constant $C_r$ needs only to be modified by taking into account the maximum of all Vandermonde mixed moment expansion coefficients of order $4r$.

To prove the general case, we must in (47) replace $V^H V$ with the combination appearing in (9). One in this case instead considers the interval partition

\begin{align*}
[1, nr], [nr + 1, 2nr], [2nr + 1, 3nr], [3nr + 1, 4nr]
\end{align*}

instead of the interval partition $[1, r], [r + 1, 2r], [2r + 1, 3r], [3r + 1, 4r]$. The sets of partitions $\mathcal{P}_0, \mathcal{P}_1, \ldots$ are defined similarly, and they are now sets in $\mathcal{P}(4rn)$. For a mixed moment as in (48) (with $V^H V$ replaced with combinations as in (9)), one shows as before that only partitions in $\mathcal{P}_{1, 2, 3, 4}$ contribute (i.e. all other terms cancel as above). Since the form (9) is used, one needs to construct the partition $\rho(\pi) \in \mathcal{P}(8rn)$ from $\pi \in \mathcal{P}(4rn)$, and as in Appendix A only partitions
satisfying (29) contribute (i.e. $\pi \in \mathcal{B}(4rn)$), and (52) becomes in this case

\[
O\left( \frac{N^{-4rn}}{L} L^{\frac{1}{2} \left\lfloor r \right\rfloor + \left\lfloor r(\pi) \right\rfloor + r(\pi)} \right)
= O\left( \frac{N^{-4rn}}{L} L^{\frac{1}{2} \left| r(\pi) \right| + \left| r(\pi) \right| + 1} \right) = O(L^{-3}),
\]

and the result follows.

**REFERENCES**

[1] F. Hiai and D. Petz, *The Semicircle Law, Free Random Variables and Probability*, American Mathematical Society, 2000.

[2] D. V. Voiculescu, "Addition of certain non-commuting random variables," *J. Funct. Anal.*, vol. 66, pp. 323–335, 1986.

[3] ——, "Multiplication of certain noncommuting random variables," *J. Operator Theory*, vol. 18, no. 2, pp. 223–235, 1987.

[4] D. Voiculescu, "Circular and semicircular systems and free product factors," *Operator algebras, unitary representations, enveloping algebras and invariant theory*, vol. 92, 1990.

[5] ——, "Limit laws for random matrices and free products," *Inv. Math.*, vol. 104, pp. 201–220, 1991.

[6] H. Bercovici and D. Voiculescu, "Free convolution of measures with unbounded support," *Indiana Univ. Math. J.*, vol. 42, no. 3, pp. 733–773, 1993.

[7] A. Nica and R. Speicher, *Lectures on the Combinatorics of Free Probability*, ser. London Mathematical Society Lecture Note Series. Cambridge: Cambridge University Press, 2006, vol. 335.

[8] D. V. Voiculescu, K. J. Dykema, and A. Nica, *Free random variables*, ser. CRM Monograph Series. Providence, RI: American Mathematical Society, 1992, vol. 1, a noncommutative probability approach to free products with applications to random matrices, operator algebras and harmonic analysis on free groups.

[9] F. Benaych-Georges, "Infinitely divisible distributions for rectangular free convolution: classification and matricial interpretation," *Probab. Theory Related Fields*, vol. 139, no. 1-2, pp. 143–189, 2007.

[10] D. Voiculescu, "Limit laws for random matrices and free products," *Invent. Math.*, vol. 104, no. 1, pp. 201–220, 1991.

[11] N. R. Rao, J. Mingo, R. Speicher, and A. Edelman, "Statistical eigen-inference from large Wishart matrices," *Ann. Statist.*, vol. 36, no. 6, pp. 2850–2885, 2008.

[12] N. E. Karoui, "Spectrum estimation for large dimensional covariance matrices using random matrix theory," *Ann. Statist.*, vol. 36, no. 6, pp. 2757–2790, 2008.

[13] V. L. Girko, *An Introduction to Statistical Analysis of Random Arrays*. The Netherlands, VSP, 1998.

[14] ——, *Theory of Stochastic Canonical Equations, Volumes I and II*. Kluwer Academic Publishers, 2001.

[15] W. Hachem, P. Loubaton, and J. Najim, "Deterministic equivalents for certain functionals of large random matrices," *Ann. Appl. Probab.*, vol. 17, no. 3, pp. 875–930, 2007.

[16] X. Mestre, "Improved estimation of eigenvalues of covariance matrices and their associated subspaces using their sample estimates," submitted to *IEEE Transactions on Information Theory*, 2008.

[17] Ø. Ryan and M. Debbah, "Free deconvolution for signal processing applications," submitted to *IEEE Trans. on Information Theory*, 2007, http://arxiv.org/abs/cs.IT/0701025.

[18] ——, "Channel capacity estimation using free probability theory," *IEEE Trans. Signal Process.*, vol. 56, no. 11, pp. 5654–5667, November 2008.

[19] B. Dozier and J. W. Silverstein, "On the empirical distribution of eigenvalues of large dimensional information-plus-noise type matrices," *J. Multivariate Anal.*, vol. 98, no. 4, pp. 678–694, 2007.

[20] Ø. Ryan and M. Debbah, "Asymptotic behaviour of random Vandermonde matrices with entries on the unit circle," *IEEE Trans. on Information Theory*, vol. 55, no. 7, pp. 3115–3148, 2009.

[21] B. Khan, M. Debbah, T. Y. Al-Naffouri, and Ø. Ryan, "Estimation of the distribution deployment of sensor networks," in *Proceedings of the International Symposium on Information Theory*, ISIT2009, 2009.

[22] L. Sampaio, M. Kobayashi, Ø. Ryan, and M. Debbah, "Vandermonde frequency division multiplexing," 9th IEEE Workshop on Signal Processing Advances for Wireless Applications, Recife, Brazil, 2008.

[23] M. Kobayashi and M. Debbah, "On the secrecy capacity of frequency-selective fading channels: A practical Vandermonde precoding," in *PIMRC, Cannes, France*, September 2008.