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Abstract: We demonstrate that various aspects of Conformal Field Theory are amenable to machine learning. Relatively modest feed-forward neural networks are able to distinguish between scale and conformal invariance of a three-point function and identify a crossing-symmetric four-point function to nearly a hundred percent accuracy. Furthermore, neural networks are also able to identify conformal blocks appearing in a putative CFT four-point function and predict the values of the corresponding OPE coefficients. Neural networks also successfully classify primary operators by their quantum numbers under discrete symmetries in the CFT from examining OPE data. We also demonstrate that neural networks are able to learn the available OPE data for scalar correlation function in the 3d Ising model and predict the twists of higher-spin operators that appear in scalar OPE channels by regression.
1 Introduction and Summary

Conformal Field Theories (CFTs) are a particularly interesting and important class of Quantum Field Theories, both from a theoretical and a phenomenological point of view. For example, as is well known, they are the natural language to describe physical systems undergoing phase transitions. Furthermore, in two space-time dimensions, they admit a great deal of analytic control due to the presence of an infinite dimensional Virasoro symmetry. In higher than two dimensions, there have also been significant advances ranging from the discovery of new bose-fermi symmetries in three dimensions [1–6], duality to higher-spin theories in Anti-de Sitter spaces [7–11], as well as a large amount of work in computing the physical data (i.e. spectrum, OPE coefficients) of a given field theory both numerically [12–19], and analytically [20–25].
An important driver in this progress has been the theoretical and numerical advancements in the conformal bootstrap in greater than two dimensions. Hence we now have the tools to access a large amount of precise physical data for CFTs in various dimensions, along with their rich theoretical structures. With the further advances in computational ability, and the conceptual progress in conformal bootstrap methods, one may optimistically expect these developments will usher the usage of machine-learning (ML) techniques in the studies of conformal field theories. Such an approach is very much in line with the programme of [26, 27] to machine-learn structures arising in theoretical physics and pure mathematics without the neural network been given any prior knowledge of the underlying mathematics. Indeed, [26–31] brought ML to string theory. The reader is also referred to [32] for the fascinating idea that space-time itself might be a neural network, as well as the introductory books [33, 34] (the monograph [34] is an excellent technical introduction of ML to theoretical physicists). Further interesting applications of ML to string theory, supergravity and quantum field theory are [35–38].

In this paper, we shall take some initial steps in applying the methods from machine learning to analyze the data already available to us. The aim is to build up a toolbox which we hope will become useful in tackling wide range of interesting physical problems in conformal field theories. We will demonstrate that several definitive features of conformal field theories, from their general structures to the physical data for the systems of particular importance are indeed machine learnable.

We begin with a warm-up subsection 2.1, where we demonstrate that machine is capable of learning to classify even and odd functions, as well as functions with antipodal symmetries. In subsection 2.2, we will show that machine learning algorithms perform well on recognizing the presence of conformal symmetry in a putative system as they can distinguish the scale and conformal invariant two and three-point functions of scalar operators to near hundred percent accuracy. As shown in subsection 2.3, these algorithms are also able to recognize the crossing symmetric four-point functions again with a near hundred percent accuracy.

We next turn to Section 3 where we focus on extracting more fine-grained information about conformal symmetry as carried by a putative four-point function. In particular, we demonstrate in a simple context that neural networks can predict the value of the particular OPE coefficient appearing in front of a conformal block to reasonable accuracy. As a warm-up to this, we consider the same problem, but for the Fourier expansion of an arbitrary function. We also find along the way that neural networks can easily identify classes of functions where a particular conformal block or Fourier mode is missing in the expansion. This somewhat curious and unexpected property however can be understood from a Principal Component analysis, as we also show. This serves as the first step towards applying machine-learning techniques to tackle fully-fledged conformal bootstrap problems.

Furthermore, we show in subsection 4.2, that these algorithms also perform well on the occurrence of discrete symmetries in the theory. They are able to, for instance, organize the
(partial) spectrum of the 3d Ising model into $Z_2$ even and odd operators from the knowledge of their OPE coefficients. From trial explorations, we expect that these algorithms should also perform well when the discrete symmetry is more complicated than $Z_2$. The reader is also referred to [39–41] for the usage of ML in recognizing dualities in QFTs.

We also consider another possible utility of ML algorithms, now in the context of the conformal bootstrap. The state of the art numerical method involves reducing the crossing equations to a semi-definite programming problem which is then solved numerically [42, 43], see [44] for a review. While this yields extremely accurate results on the numerical bounds of CFT data, it can be computationally expensive. In this case, can machine-learning methods assist us in extracting more about the spectrum of the CFT? We can answer this question in the affirmative, at least for the $[\sigma \sigma]_0$ and $[\sigma \epsilon]_0$ operator families in the 3d Ising Model, where machine-learning methods are able to train on the existing numerical data and provide regression curves with good extrapolation. Though this is a baby example where the curve is somewhat simple, and indeed even the analytic expressions are known, it is an important proof-of-concept. We especially emphasize here that machine-learning regression analysis does not require us to input a form of the trial curve by hand. One may therefore expect that we could carry out a similar analysis even when the form of the data set is more complicated and it is not obvious if a standard curve-fitting based regression analysis would be feasible. Indeed, these are precisely the cases where machine-learning methods shine, see for example [45], where simple, generic neural networks improve the known Donaldson algorithm for numerical Calabi-Yau metrics by almost 2 orders of magnitude.

Our motivation for these analyses is the fact that machine learning has made important contributions in various physical and mathematical problems in the recent past, see [33, 34, 46, 47] for reviews and references. In addition, machine learning methods have now started to routinely compete with and even outperform existing numerical and analytical methods in mathematics and physics [45, 48–50]. It would therefore be of great interest to apply machine learning methods to analyze CFTs. However, at the same time one must note that often failure modes of machine learning are not very well understood, and it is a priori not obvious whether a problem is machine learnable or not. The computations we present here indicate, at least at the level of proof-of-concept, that machine learning methods can be useful tools to have at hand when exploring conformal field theories.

Finally, the results we have presented in this paper are obtained using mainly neural networks, both for classification and regression problems. This is an idiosyncratic choice made mainly for reasons of definiteness, and eventually we hope to analyse truly large amounts of CFT data using these methods in near future. Neural networks are a flexible framework which scale well with large amounts of data. More traditional machine learning methods such as support vector machines and decision trees do also perform comparably well on the problems we have addressed here.

We provide a summary of the classification and regression problems we have carried out in Table 1.
| Classification Problem | Accuracy at 80/20 Split |
|------------------------|------------------------|
| Even/Odd Functions     | 100%                   |
| Plane/Antipodal/Null Reflection Symmetries | 99.66% |
| Scale vs Conformal Invariance: three-point functions | 89.99% |
| Scale vs Conformal Invariance: two & three-point functions | 99.00% |
| Recognizing Crossing Symmetric four-point functions | 100% |
| Fourier Series Expansions | 98.00% |
| Conformal Block Expansions | 97.00% |
| $Z_2$ symmetry of the Ising Model | 100% |
| $Z_4$ discrete symmetry | 99.73% |

| Regression Problem | R-squared Value |
|--------------------|-----------------|
| Predicting value of Fourier Coefficient | 0.9999 |
| Predicting value of OPE coefficient | 0.9988 |
| Predicting $\tau_{|\sigma=0}(\vec{h})$ for the 3d Ising model | tanh ansatz: 1.0, Neural Network: 0.9804 |
| Predicting $\tau_{|\sigma=0}(\vec{h})$ for even-spin operators | tanh ansatz: 1.0, Neural Network: 0.9966 |
| Predicting $\tau_{|\sigma=0}(\vec{h})$ for odd-spin operators | tanh ansatz: 1.0, Neural Network: 0.9926 |

Table 1: The classification and regression problems done in this paper evaluated by accuracy and r-squared value respectively. A value of r-square close to one indicates a good prediction by the regressor.

Note: While preparing this draft, we learned of the interesting paper [51] which also studies identification of symmetries in data sets by means of neural networks. Like the authors of [51], we also find principal component analysis to be a useful tool to gain insight into symmetries. It would be interesting to compare the two approaches in greater detail, and we hope to return to this question in the future.

2 Detecting Symmetries using Neural Networks

We begin with demonstrating how neural networks may be trained to detect the presence of various discrete symmetries in real valued functions. To the best of our knowledge, these observations, which pave the way to our study of scale and conformal symmetries in the correlation functions, are new.

As an aside, we would like to first make the following observation. Typically in ‘visual’ classification problems that neural networks are trained for, e.g. cat vs dog classifiers, or face detection and recognition, the neural network has multiple hidden layers and typically also convolutional layers (see e.g. [52, 53]) in order to have the best possibility to capture fine local correlations in the image, and to transfer learning from one patch in the image to another patch and so on. In the classification problems we study here, there are no
local correlations that we study or allow for. The functions are randomly generated point clouds that obey particular global properties. This is done with a view to ensuring that the classifier indeed learns the given global properties of the function we are trying to teach it, and is not reliant on spurious or accidental local correlations. This also leads us to expect that we could successfully work with shallow fully connected neural networks for our classification tasks. Indeed, such networks prove to suffice in what follows.

2.1 Classifying Discrete Symmetries

One of the simplest symmetry properties a real-valued mono-variate function may have is to be even or odd under the change of sign of its argument. We therefore consider two classes of functions, viz.

\[
\begin{align*}
\{ f(x) : f(-x) = f(x) \} & \quad \text{and} \quad \{ f(x) : f(-x) = -f(x) \},
\end{align*}
\]

and train a neural network to classify functions under this property. The training data for the neural network is defined in Table 2. The Neural Network trained on this data set is described in Figure 3a. It was trained for 4 epochs and achieved a hundred percent accuracy. The accuracy and loss curves are shown in Figure 1. As an extension of the above classification, one may similarly consider classes of three-dimensional point clouds with the various symmetry properties. Firstly, we consider reflection symmetry about the \(x - y\) plane, secondly, we consider antipodal reflection symmetry and finally, point clouds

### Table 2: The training data for the even-odd classification problem.

| Point Cloud | X                     | Y          |
|-------------|-----------------------|------------|
| Even Function | \((x, f(x), -x, f(x))\) | (1, 0)     |
| Odd Function  | \((x, f(x), -x, -f(x))\) | (0, 1)     |

\[f(x) : f(-x) = f(x)\] and \[f(x) : f(-x) = -f(x)\],

\[\{ f(x) : f(-x) = f(x) \} \quad \text{and} \quad \{ f(x) : f(-x) = -f(x) \}, \quad (2.1)\]
Table 3: The training data for the three-dimensional point cloud classification problem. 
\( x, y \) and \( z \) are 200 dimensional vectors of normally distributed random numbers taking 
values in \([-1, 1]\). The neural network was trained on 10000 instances of this data.

| Point Cloud Symmetry          | X                                  | Y                  |
|-------------------------------|------------------------------------|--------------------|
| Plane Reflection              | \((x, y, z) \cup (x, y, -z)\)      | \((1, 0, 0)\)      |
| Antipodal Reflection          | \((x, y, z) \cup (-x, -y, -z)\)   | \((0, 1, 0)\)      |
| Null                          | \((x_1, y_1, z_1) \cup (x_2, y_2, z_2)\) | \((0, 0, 1)\) |

which are completely randomly generated, with no symmetries. The purpose of having a 
null case for the classifier is to test that it is indeed capable of distinguishing the point 
clouds with definite symmetry properties and those without. These symmetries and the 
corresponding data set are enumerated in Table 3, and the corresponding neural network 
classifier is summarized in Figure 3b. The Neural Network classifier could classify point 
clouds to 0.995 accuracy, as may be seen from the accuracy curve in Figure 2.

We remark, whilst on the subject of simple discrete symmetries, that we can try an even 
simpler problem. Can a classifier learn modulo arithmetic? Suppose we fix a number \( p \) 
and establish a labelled data-set \( \{n_i\} \rightarrow n \mod p \), where \( n_i \) is the list of digits of \( n \) in 
some base (it turn out that which base is not important here). A simple classifier such as 
logistic regression, or a neural network such as a multi-layer perceptron with a linear layer 
and a sigmoid layer will very quickly “learn” this to accuracy and confidence very close 
to 1 for \( p = 2 \) (even/odd). The higher the \( p \), the more the categories to classify, and the 
accuracies decrease as expected. Furthermore, if we do not fix \( p \) and feed the classifier with 
pairs \( (n, p) \) all mixed up, then, the accuracies are nearly zero. This is very much in line 
with the experiments of [27] that the moment primes are involved, simple neural-network 
techniques expectantly fail in recognizing any patterns. Nevertheless, in experiments in 
finite groups theory, and in arithmetic geometry have met with greater success [54, 55].

### 2.2 Scale Invariance vs Conformal Invariance

We next turn to study how neural networks may be trained to distinguish between scale 
invariance and conformal invariance from the correlation functions exhibiting either of 
these symmetries. This can be useful for machine to distinguish the emergence of scale or 
conformal symmetries in condensed matter systems.

Let us briefly review the relevant details about scale and conformal invariant correlation 
functions we will perform the machine-learning. Given a quantum field theory in 
\( d \)-dimensional space-time, containing scalar operators \( O_1, O_2, O_3 \) of scaling dimensions 
\( \Delta_1, \Delta_2, \Delta_3 \) respectively, the two point function is constrained by scale invariance to 
be of the form [56]:

\[
\langle O_{\Delta_1}(x_1) O_{\Delta_2}(x_2) \rangle = \frac{c_{ij}}{|x_{12}|^{\Delta_1 + \Delta_2}}, \quad x_{ij} = x_i - x_j,
\]  

(2.2)
Figure 2: The Accuracy and Loss curves for the Neural Network learning the point cloud symmetries of Table 3. The data set was organized into training and validation sets in an 80/20 split.

Figure 3: The Neural Networks for classifying even/odd functions and three-dimensional symmetries. The first has a total of 253 trainable parameters, while the second has a total of 30,103 trainable parameters.

where $|x_{ij}| = \sqrt{(x_i - x_j)^2}$ and $c_{ij}$ is an overall normalization constant. Requiring conformal invariance imposes the additional two point orthogonality condition such that $c_{ij} = e^{(i)} \delta_{ij}$. Additionally, conformal invariance imposes even more restrictive constraints on the three-point correlation functions of the theory. In particular, if the theory has only scale invariance, the form of the three-point function is fixed to be:

$$\langle \mathcal{O}_{\Delta_1}(x_1) \mathcal{O}_{\Delta_2}(x_2) \mathcal{O}_{\Delta_3}(x_3) \rangle = \sum_{\{a,b,c\}} \frac{c_{abc}}{|x_{12}|^a |x_{23}|^b |x_{31}|^c},$$

$$a + b + c = \Delta_1 + \Delta_2 + \Delta_3,$$

where $a$, $b$ and $c$ are positive real numbers, constrained as above. On the other hand, if the theory has full conformal invariance, then exponents of $x_{ij}$ in the three-point function
are completely determined, i.e.

\[ \langle O_{\Delta_1}(x_1) O_{\Delta_2}(x_2) O_{\Delta_3}(x_3) \rangle = \frac{\lambda_{123}}{|x_{12}|^{|\alpha_{123}|} |x_{23}|^{|\alpha_{231}|} |x_{31}|^{|\alpha_{312}|}}, \]

(2.4)

where \( \alpha_{ijk} = \Delta_i + \Delta_j - \Delta_k \) and \( \lambda_{ijk} \) is known as the OPE coefficient.

We shall begin with a simple classification problem, where we supply the neural network outlined in Figure 6 a point cloud of positions \( x_1, x_2, x_3 \), and quantum numbers \( \Delta_i \) of the three operators. We consider the two classes of functions given in Equations (2.3) and (2.4) and train the classifier to distinguish between the two functions. Our training set is explained in greater detail in Table 4, and the training curves for the neural network are shown in Figure 4, from where it is apparent that the classifier can easily train up to around 95 percent accuracy. Subsequently, we generated a new set of testing data of three-point functions for the classifier, and found that the neural network could classify these functions, which had not been used for training or validation, to 97.15 percent accuracy.

It turns out that one may improve the classifier performance by an alteration in how the training data is presented to it. Next, rather than supplying the classifier the conformal dimensions of operators and the three-point function, we supplied it two-point functions of each operator, along with the three-point function. The neural network could distinguish between a randomly generated set of scale and conformally invariant correlation functions that it had not been trained on to 99.00 percent accuracy. The learning curves are in Figure 5. The takeaway from these computations seems to be that neural network classifiers can quite easily distinguish scale invariance from conformal invariance in the theory from the knowledge of the conformal dimensions or two point functions, as well as three point functions. It would be interesting to see if a similar classification is successful for spinning three-point correlation functions.
| Symmetry                | X                                                                 | Y          |
|------------------------|-------------------------------------------------------------------|------------|
| Scale Invariance       | \( \{x_{12}, x_{23}, x_{31}, \Delta_1, \Delta_2, \Delta_3, f_{\text{scale}}^{(3)} \}_{(100)} \) | (1, 0)    |
| Conformal Invariance   | \( \{x_{12}, x_{23}, x_{31}, \Delta_1, \Delta_2, \Delta_3, f_{\text{cft}}^{(3)} \}_{(100)} \) | (0, 1)    |

**Table 4:** The first set of training data for the classification of scale and conformal invariant correlation functions. \( x_{ij} \) is the invariant distance \( \sqrt{(x_i - x_j)^2} \) and the \( \Delta_i \) are the conformal dimensions of the operators \( O_i \) positioned at \( x_i \). The three-point functions \( f_{\text{cft}}^{(3)} \) and \( f_{\text{cft}}^{(3)} \) are defined in (2.3) and (2.4) respectively. For each training instance, \( a, b \) and \( c \) are chosen randomly to satisfy the constraint in (2.3). The subscript (100) indicates that each such instance of training data is a 100 \( \times \) 7 array. This is flattened into a 700 dimensional vector and fed to the neural network along with its value of \( Y \) as a single training instance. The neural network was trained on 10000 instances of this data, i.e. 5000 scale invariant functions and 5000 conformal invariant functions.

| Symmetry                | X                                                                 | Y          |
|------------------------|-------------------------------------------------------------------|------------|
| Scale Invariance       | \( \{x_{12}, x_{23}, x_{31}, f_{\Delta_1}^{(2)}, f_{\Delta_2}^{(2)}, f_{\Delta_3}^{(2)}, f_{\text{cft}}^{(3)} \}_{(100)} \) | (1, 0)    |
| Conformal Invariance   | \( \{x_{12}, x_{23}, x_{31}, f_{\Delta_1}^{(2)}, f_{\Delta_2}^{(2)}, f_{\Delta_3}^{(2)}, f_{\text{cft}}^{(3)} \}_{(100)} \) | (0, 1)    |

**Table 5:** The second set of training data for the classification of scale and conformal invariant correlation functions. Instead of passing the conformal dimensions \( \Delta_i \) as done previously, we pass it the point cloud of the respective two point correlation functions. The neural network was trained on 10000 instances of this data, i.e. 5000 scale invariant functions and 5000 conformal invariant functions.

![Accuracy and Loss curves](image)

**Figure 5:** The Accuracy and Loss curves for the Scale vs Conformal Invariance classification when the Neural Network in Figure 6 is fed a point-cloud of two-point and three-point correlation functions. Training and validation sets are constructed with an 80/20 split.
Figure 6: The Neural Network Classifier for the Scale invariant vs Conformally invariant three-point functions. It has 57,742 trainable parameters. It processes input data of 700 dimensional feature vectors $X$, which are passed to a fully connected layer of 80 relu-activated neurons, whose output feeds to a fully connected layer of 20 relu-activated neurons. The output of this layer is fed to a softmax layer which outputs two possible values for $Y$. ‘None’ is a placeholder to indicate that the neural network trains on an arbitrary number of training instances $(X,Y)$.

2.3 Crossing Symmetric Four-Point Functions

Given a four-point correlation function of identical scalar primary operators in a CFT

$$\langle O_1 (x_1) O_2 (x_2) O_3 (x_4) O_4 (x_4) \rangle \equiv f (x_1, x_2, x_3, x_4) ,$$

(2.5)

where we have again suppressed the dependence on conformal dimensions of the external operators, crossing symmetry is the property that:

$$f (x_1, x_2, x_3, x_4) = f (x_1, x_3, x_2, x_4) = f (x_1, x_4, x_3, x_2) .$$

(2.6)

In the following we shall train a neural network classifier to recognize a four point function which is crossing symmetric, as opposed to a generic function of four variables which has no definite crossing symmetry property. Our overall strategy is the same as before. We will feed a data set of point clouds with and without this symmetry and train the neural network to distinguish between them. In practice, however, we achieve much better results by training the neural network to recognize the following expression

$$f (x_1, x_2, x_3, x_4) = f (x_1 + \epsilon_1, x_3 + \epsilon_3, x_2 + \epsilon_2, x_4 + \epsilon_4) + \mathcal{O} (\epsilon)$$

$$= f (x_1 - \epsilon_1, x_4 - \epsilon_4, x_3 - \epsilon_3, x_2 - \epsilon_2) + \mathcal{O} (\epsilon) .$$

(2.7)
Table 6: The training data for the recognition of crossing symmetric four-point functions. The neural network was trained on 1000 instances of this data, i.e. 500 crossing symmetric functions and 500 non-symmetric functions. $x_{ijkl}$ denotes the quadruplet $(x_i, x_j, x_k, x_l)$ and $f^{ijkl}$ denotes the value of the function $f$ sampled at the arguments $x_{ijkl}$.

| Symmetry                | X                                                                 | Y            |
|-------------------------|------------------------------------------------------------------|--------------|
| Crossing Symmetric      | $(x_{1234}, f^{(1234)}, x_{1324} + \epsilon, f^{(1234)} + \mathcal{O}(\epsilon), \ x_{1432} + \epsilon, f^{(1234)} + \mathcal{O}(\epsilon))$ | $(1, 0)$     |
| Non-Symmetric           | $(x_{1234}, f^{(1234)}, x_{1324} + \epsilon, f^{(1324)} + \epsilon, \ x_{1432} + \epsilon, f^{(1423)} + \epsilon)$ | $(0, 1)$     |

Figure 7: The Neural Network Classifier for recognizing crossing symmetry. This has 1532 trainable parameters.

Here $\epsilon$ may be viewed heuristically as a cutoff, whose role is not fully clear a priori. Its appearance indicates that for a neural network to recognize crossing symmetry, we need to study the crossing equation not just at the interchanged arguments, but in their neighbourhoods, the underlying reason for this is currently not obvious to us. In practice, we achieved good results by sampling point clouds of 100 points to define a training instance, and keeping $\epsilon \simeq 0.05$. The data set is enumerated in Table 6. The architecture of this classifier is sketched in Figure 7 and the learning curves are available in Figure 8. We have now seen that two important characteristics of CFT correlation functions, namely the conformal invariance of the three-point function and the crossing symmetry of the four-point function, can be recognized to great accuracy by neural networks. We shall next turn our attention to training the machine to recognize another characteristic of CFT four-point functions, i.e. their operator product expansion decomposition into individual conformal blocks.
Figure 8: The Accuracy and Loss curves for the crossing symmetry classification when the Neural Network in Figure 7 is fed the data in Table 6 with an 80/20 split for training and validation.

3 Machine Learning The Conformal Block Expansion

In this section we shall consider some methods by which one may try to machine learn the conformal block expansion of a four-point function in a CFT. For definiteness and simplicity, we shall stick to an one-dimensional CFT, where the four-point function of identical scalar primary operator \( \phi^h \) may be decomposed as:

\[
\langle \phi^h(x_1)\phi^h(x_2)\phi^h(x_3)\phi^h(x_4) \rangle = \frac{F_{\phi\phi\phi\phi}(z)}{|x_{12}|^{2h} |x_{34}|^{2h}} = \sum c_h z^h_2 F_1 \left(h, h, 2h; z \right). \tag{3.1}
\]

The function \( z^h_2 F_1 \) is the one-dimensional conformal block, which only depends on a single conformal cross ratio \( z \) and is labeled by scaling dimension \( h \) of the exchange operator \( O_h \), and \( c_h \) is the associated OPE coefficient.

Given the expansion (3.1), two interesting questions naturally suggest themselves. Firstly, can neural networks be trained to detect the presence (or conversely the absence) of a conformal block belonging to a particular primary operator in the above expansion; and secondly, can machine be trained to estimate the value of the OPE coefficients \( \{c_h\} \) for a given \( F_{\phi\phi\phi\phi}(z) \). We shall provide supporting evidence for the affirmative answers to both questions. It is interesting to note that in the so-called “diagonal limit” where the conformal cross ratios \( z = \bar{z} \) which is of interests for conformal bootstrap computations, the general \( d \)-dimensional conformal block can be expressed in a closed form in terms of a finite sum of generalized hypergeometric function \( _3F_2 \) \cite{57}, we thus expect our analysis here can be readily adapted for more general situations \(^1\). However we should also make a disclaimer here that we have merely regarded the conformal block as a complete kinematic

\(^1\)Moreover, the general \( z \neq \bar{z} \) \( d \)-dimensional conformal blocks can be expressed in terms of a finite sum of Appell’s hypergeometric function \( _4F_1 \) \cite{58}.
basis, without imposing the additional consistency condition such as crossing symmetry, so this should only be taken as the first step towards using machine-learning method to perform conformal bootstrap.

### 3.1 A Warm-Up with the Fourier Expansion

We begin with an a priori simpler case of the Fourier decomposition in one dimension as a warm-up to the conformal block decomposition and demonstrate how various aspects of the Fourier expansion are machine-learnable. In particular, consider a function with a domain \( x \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \) that admits a purely sine expansion

\[
f(x) = \sum_{n=1}^{\infty} a_n \sin(nx).
\]  

(3.3)

We will train a neural network to answer the following two questions. Firstly, to identify a class of functions for which an arbitrary but fixed Fourier mode is missing in the expansion (3.3). Subsequently, we shall turn our attention to a harder regression problem, which is to have the neural network output the value of a fixed sine coefficient, given values of the function sampled in the interval \( \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \).

We should emphasize that the main goal of this computation is not to obtain a neural network implementation of the Fourier sine transform. Instead, we argue that by doing these classification and regression tasks accurately, we demonstrate neural networks are essentially able to identify fine-grained information about how symmetries manifest themselves in physical quantities. Both classes of functions that appear in Equation (3.4) carry the same \( U(1) \) symmetry, and indeed the instances plotted in Figure 9 look roughly similar at first glance. But, to a neural network classifier, these functions are vastly different. This is further borne out by the Principal Component analysis that we will later present. The same sensitivity to the representations of symmetry that appear in the expansion of a function is also seen later in the context of the conformal block expansion. Highlighting this sensitivity is the main goal of this section.

For definiteness, we shall pick the \( n = 2 \) mode for both the classification, and the regression tasks. Also, while a generic function \( f(x) \) has an infinite number of sine modes, we shall consider a sub-class of functions for which \( a_{n \geq 5} = 0 \). This is both because considering this sub-class is sufficient to illustrate the concepts that follow, and also because as we include higher and higher sine modes, the structure of the neural network required to accurately carry out these tasks becomes more and more complicated.

Beginning with the classification problem, we have two classes of functions, namely

\[
f^{(1)}(x) = \sum_{n=1}^{4} a_n \sin(nx), \quad f^{(2)}(x) = \sum_{n=1, n \neq 2}^{4} a_n \sin(nx).
\]  

(3.4)

We sample the function at 100 uniformly spaced points from \( \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \). The values of \( f^{(1)} \) and \( f^{(2)} \) at these points constitute the training data, as shown in Table 7. For illustration,
Table 7: The training data for the classification of functions according to their Fourier sine modes. We took $N = 100$, and $f^{(1)}$ and $f^{(2)}$ are as defined in (3.4). The neural network was trained on 200000 instances of this data, i.e. 100000 functions with all modes $a_n \leq 4$ randomly sampled from a normal distribution valued in $(0, 1)$ and 100000 functions with the mode $a_2 = 0$ and the remaining modes sampled as before.

| Modes     | X                                                                 | Y       |
|-----------|------------------------------------------------------------------|---------|
| $a_n \in (0, 1) \forall n \leq 4$ | $\{ f^{(1)}(x_i) \mid x_i = -\frac{\pi}{2} + i \frac{\pi}{N}, i \in [0, N - 1] \}$ | $(1, 0)$ |
| $a_2 = 0$ | $\{ f^{(2)}(x_i) \mid x_i = -\frac{\pi}{2} + i \frac{\pi}{N}, i \in [0, N - 1] \}$ | $(0, 1)$ |

Figure 9: Functions expandable in terms of the first four sine modes. Different colors correspond to different functions.

we plot some functions of each class in Figure 9. From a visual inspection of the graphs, it does not seem very obvious that these functions fall into two sharply delineated categories, but as we see from the training curves in Figure 10b and 10c, the neural network defined in Figure 10a is able to distinguish between the two classes to 97 percent accuracy by training over 30 epochs, which takes a few minutes on a laptop. We also observed that performance erodes rapidly as higher modes are turned on. We expect that this is a consequence of the Universal Approximation Theorem [59, 60], see also Chapter 4 of [61] for a visual demonstration of the theorem. This essentially states that while it is certainly possible for a neural network to mimic a function with arbitrarily rich features, determining the necessary parameters of the network becomes an increasingly difficult task in practice.

We subsequently tested the classifier on 2000 new functions, 1000 of each class. The classifier distinguished them to 97 percent accuracy and the confusion matrix was $\begin{pmatrix} 1000 & 0 \\ 70 & 930 \end{pmatrix}$, i.e. all 1000 instances of functions with vanishing $a_2$ were classified correctly, while 70 of the functions with all non-vanishing $a_n$ were mis-classified by the network, and 930 were correctly classified. 

\footnote{The confusion matrix is a standard representation of how accurately a classification algorithm works on a data set. It is defined as the matrix whose $ij$th element is the number of elements of class $j$ classified as being elements of class $i$. In classification problems with more than two classes, it can often give insights into errors being made by the machine. See [62] for a textbook example based on the MNIST data set [63].}
We now turn to the regression problem, i.e. given a function \( f(x) \) with the sine expansion

\[
 f(x) = \sum_{n=1}^{4} a_n \sin(nx),
\]  

we would like the neural network to output for us the coefficient \( a_2 \). The data set for the regression problem is outlined in Table 8. Note that for the output \( Y \), we have chosen to sample the mode \( a_2 \sin(2x_i) \) at four values of \( x \), rather than directly output the value \( a_2 \). This is because the neural network is found to overfit to the training set when supplied with just the single value \( a_2 \). The architecture of the neural network is identical to the classifier in Figure 10a, except that the softmax layer is replaced with a layer of four output neurons. Once the regressor is trained, we test it on new functions. Supplied with the four values of \( a_2 \sin(2x_i) \) as output from the regressor for each input \( f(x) \), we divide them out by \( \sin(2x_i) \) and take the median. This is our predicted value of \( a_2 \). We compare the predicted value with the actual value for 200 functions, and the result is given in Figure...
Table 8: The training data for learning the coefficient of the Fourier mode \( a_2 \) when supplied the function \( f(x) \) defined in Equation (3.5). We choose \( N = 100 \) and the \( \{ f(x_i) \} \) are sampled at the \( x_i \) defined previously in Table 7. The neural network was trained on 100000 instances of this data, i.e. 100000 functions with all modes \( a_n \leq 4 \) randomly sampled from a normal distribution valued in \((0, 1)\).

Figure 11: A comparison of the actual values of Fourier sine mode \( a_2 \) for 200 test functions with the corresponding predicted values. For a regressor working at 100 percent accuracy, the scatter points would lie precisely on the diagonal line \( y = x \), shown as a dashed line here. We obtained an r-squared value of 0.9999.

11 We find that the regressor is able to predict the \( a_2 \) value to the accuracy within 0.5 percent. Though we do not show it here, similar results hold for the remaining modes.

3.2 The Conformal Block Expansion

With the experience of the Fourier sine expansion, let us now turn to the case of the one-dimensional conformal block expansion. Here we will make a simplifying assumption that the scaling dimensions \( h \) of the operators being exchanged in the four point function (3.1) are integer valued \(^3\). This assumption may seem somewhat non-physical, however this is sufficient for demonstrating that the presence or absence of a particular conformal block in the OPE expansion is machine learnable. Thus we start with the conformal block expansion:

\[
\hat{F}_{\phi\phi\phi\phi}(z) = \sum_{n=0}^{\infty} c_n z^n \binom{2}{n} F_1(n, n, 2n; z). \tag{3.6}
\]

\(^3\)We have also trained the classifier to achieve the same performance when this condition is relaxed to allow the \( h \) to be non-integers. However, the classifier now needs to be trained over values of the function (3.6) sampled at complex \( z \) as well. For simplicity, we present the case of integer \( h \)'s here.
Table 9: The training data for the classification of functions (3.1) according to their non-vanishing OPE coefficients. We took \( N = 100 \), and sampled the functions \( f^{(1)} \) and \( f^{(2)} \) defined in (3.7). The neural network was trained on 200000 instances of this data, i.e. 100000 functions with all modes \( c_n \leq 10 \) randomly sampled from a normal distribution valued in \((0, 1)\) and 100000 functions with the mode \( c_2 = 0 \) and the remaining modes sampled as before.

Furthermore as in the Fourier case, in practice, we truncate the sum over \( n \) at a finite value \( N \), which was 10 for classification and 5 for regression. Again, we pick the \( n = 2 \) term for both classification, and regression. Curiously, the neural networks required to perform these tasks are much smaller than their counterparts for the Fourier case. We begin with the classification problem, where we have two classes of functions, i.e.

\[
f^{(1)} (z) = \sum_{n=0}^{10} c_n z^n {}_2F_1 (n, n, 2n; z) , \quad f^{(2)} (z) = \sum_{n=0, n \neq 2}^{10} c_n z^n {}_2F_1 (n, n, 2n; z) . \tag{3.7}
\]

To build the training set, these functions were generated by randomly generating \( c_n \)s, normally distributed between 0 and 1. The functions were then sampled at 100 uniformly spaced points in the interval \((-0.8, 0.8)\), again chosen for definiteness as the expressions are diverge at \(|z| = 1\), due to the presence of the hypergeometric function \( {}_2F_1 \). \(^4\) Example functions of both classes are plotted in Figure 12, and the complete training data is described in Table 9.

As in the Fourier expansion case, there does not appear to be an obvious characteristic which separates the two classes. However, a neural network of a single layer of 40 relu activated neurons is able to distinguish the two classes to 96 percent accuracy. The training curves are shown in Figure 14 and the neural network architecture is shown in Figure 13. We subsequently tested this trained classifier on 2000 new functions, which it was able to distinguish again to 97 percent accuracy. The confusion matrix in this case was \([1000 \ 0 \ 67 \ 933]\), i.e. all 1000 cases of the functions \( f^{(2)} (z) \) were classified correctly, while 67 of the functions \( f^{(1)} (z) \) were mis-classified as \( f^{(2)} (z) \).

We next turn to the regression problem for conformal blocks, which we pose as follows. Given a set of functions of the form

\[
f (z) = \sum_{n=0}^{5} c_n z^n {}_2F_1 (n, n, 2n; z) , \tag{3.8}
\]

\(^4\)Physically for CFT four-point functions \( z \) is restricted to lie in \( 0 \leq z \leq 1 \), but sampling the functions on the real line in this range leads to an indifferent performance of the neural networks. It is possible to improve the performance by going to the complex plane, and indeed this is necessary if we work at non-integer weights.
we would like to train a neural network to predict the value of $c_2$. Our training data is described in Table 10. As we saw for the classification example, the neural network architecture that is needed here turns out to be somewhat simpler than in the Fourier case discussed previously. In particular, it is a two layer network, consisting of 80 relu activated neurons in the first layer, and 40 relu activated neurons in the second layer. This network was trained for 50 epochs, and the comparison with actual values of $c_2$ and predicted values for 200 test functions is shown in Figure 15. We again see that the neural network is able
Figure 14: Accuracy and Loss curves of the Neural Network classifier for the Conformal Block expansion.

Table 10: The training data for learning the OPE coefficient $c_2$ when supplied the function $f(x)$ defined in Equation (3.8). We choose $N = 100$ and the $\{f(z_i)\}$ are sampled at the $z_i$ defined previously in Table 9. The neural network was trained on 100000 instances of this data, i.e. 100000 functions with all modes $c_n \leq 5$ randomly sampled from a normal distribution valued in $(0, 1)$. The final value of $c_2$ was extracted from the regressor by taking the median as described previously for the Fourier expansion.

Figure 15: A comparison of the actual values of the OPE coefficient $c_2$ for 200 test functions with the corresponding predicted values. A regressor functioning at 100 percent accuracy would produce the dashed diagonal line corresponding to $y = x$ in the above graph. Actual results appear above as a scatter plot about that line. The r-squared value is 0.9988.
to predict the OPE coefficient $c_2$ appearing in the conformal block expansion of putative four-point functions to good accuracy.

### 3.3 Principal Components Analysis

The nature of this problem beckons for the distinction of a fundamental structure: since a simple neural network seems to tell whether a Fourier series or a conformal block expansion contains a particular term, is there an underlying difference between the respective graphs of the functions? We address this question first for the Fourier expansion and then for the conformal blocks. To do so, it is useful to think of the data in Table 7 in terms of point clouds in 100 dimensions as follows. If

$$X := \left\{ -\frac{\pi}{2} + j \frac{\pi}{100} \right\}_{j=0,\ldots,99},$$

is a list of 100 real points, then Table 7 defines sets of point-clouds in $\mathbb{R}^{100}$: the functions $f^{(1)}(x)$ and $f^{(2)}(x)$ defined in (3.4) and evaluated at $X$ for random samples of coefficients $a_n$ drawn from a uniform distribution between [0, 1]. Are these two data sets structurally different? Figure 9 might suggest a disparity and the neural network of Figure 10a does distinguish the two. Of course, 100-dimensions is not visualizable. Nevertheless, a standard technique lends itself. One can apply principal component analysis (PCA) where one can project down (while minimizing on the Euclidean distance to the lower dimension). We apply PCA and reduce to 2-dimensions for ease to the eye, and this is shown in Figure 16, with 1 (blue) and 2 (orange) marking $f^{(1)}$ and $f^{(2)}$ respectively. We see that the components are completely separated and thus indeed Fourier series with and without a particular term are different. One may similarly apply PCA on the conformal block classification problem.

![Figure 16: Principal component projections to 2-dimensions of the randomized 4-term Fourier expansions with and without the sin(2x) term. These functions are defined respectively as $f^{(1)}(x)$ and $f^{(2)}(x)$ in Equation (3.4). The functions $f^{(1)}(x)$ appear as a blue point cloud and $f^{(2)}(x)$ as a yellow point cloud.](image)
of Section 3.2. The procedure is precisely the same as the Fourier case above. We then find that the datasets separate as per Figure 17 with the same color conventions as in the Figure 16.

Figure 17: Principal component projections to 2-dimensions of the randomized conformal block expansions with and without the $c_2$ term. These functions are defined respectively as $f^{(1)}(z)$ and $f^{(2)}(z)$ in Equation (3.7). As before, $f^{(1)}(z)$s are represented by a blue point cloud and $f^{(2)}(z)$s by a yellow point cloud.

4 Neural Networks applied to the 3d Ising Model

In this section, we would like to use machine-learning to study the following questions. Firstly, we would like to train a neural network algorithm to classify operators in the 3d Ising Model based on their $\mathbb{Z}_2$ parity. This is a natural classification problem, along the lines of the ones addressed previously. Further, we shall investigate if it is possible to train a neural network on the existing spectral data [16] to estimate the conformal dimension of an operator given its spin by means of regression. We should emphasize that a key difference between conventional regression methods and neural network regression is that in conventional methods we fit a pre-selected curve, such as a straight line, or polynomial curve to the given data, while the neural network is simply fed the data and its usual hyper-parameters, and ‘decides’ the fitting curve on its own.

4.1 The 3d Ising Model CFT: Review

We now collect some relevant basic details about the 3d Ising Model, as well as a summary of our notations and conventions, referring the reader to the review [44] for further details.
The 3d Ising model is a set of random spins \( s_i = \pm 1 \) in a cubic lattice in \( \mathbb{R}^3 \) with nearest neighbor interactions. The partition function is

\[
Z = \sum_{\{s_i\}} \exp \left( -J \sum_{(ij)} s_i \cdot s_j \right).
\]  

We note here that the lattice theory is invariant under the \( \mathbb{Z}_2 \) symmetry \( s_i \mapsto -s_i \). It is well known that this model exhibits a phase transition, and at its critical point, conformal symmetry emerges and is described by a CFT, which is what we are interested in. We note here that neural networks have previously been trained to recognize this and other such phase transitions from random spin configurations generated by Monte-Carlo methods [50, 64–67]. Our interest is in the CFT occurring at this critical point. A useful microscopic realization of this CFT is in terms of a scalar field theory in three dimensions.

\[
S = \int d^3x \left( \frac{1}{2} (\partial \sigma)^2 + \frac{1}{2} m^2 \sigma^2 + \frac{1}{4!} \lambda \sigma^4 \right),
\]  

where both \( m^2 \) and \( \lambda \) describe relevant couplings. At a critical value of the dimensionless ratio \( \frac{m^2}{\lambda} \), the long distance behavior of this model is described by the same CFT as the lattice model above.

Let us now turn to reviewing the physical data of the 3d Ising Model CFT as obtained by the bootstrap [13–15, 42, 68]. The procedure adopted is to consider the four-point functions \( \langle \sigma \sigma \sigma \sigma \rangle, \langle \epsilon \epsilon \epsilon \rangle, \langle \sigma \epsilon \epsilon \rangle \) and the operator product expansions

\[
\sigma \times \sigma = \sum_\mathcal{O} f_{\sigma \sigma \mathcal{O}} \mathcal{O} + \ldots, \quad \epsilon \times \epsilon = \sum_\mathcal{O} f_{\epsilon \epsilon \mathcal{O}} \mathcal{O} + \ldots, \quad \sigma \times \epsilon = \sum_\mathcal{O} f_{\sigma \epsilon \mathcal{O}} \mathcal{O} + \ldots,
\]  

where the ‘…’ denote the contributions from the descendants. Requiring the unitarity and crossing symmetry for the above four-point functions constrains the conformal dimensions and OPE coefficients above. In particular as obtained in [15]:

\[
\Delta_\sigma = 0.5181489(10), \quad f_{\sigma \sigma \epsilon} = 1.0518537(41),
\]

\[
\Delta_\epsilon = 1.412625(10), \quad f_{\epsilon \epsilon \epsilon} = 1.532435(19).
\]  

The numerical and analytical results for the spectrum and the OPE coefficients of additional operators \( \mathcal{O} \) required for crossing symmetry of these correlators were obtained in [16] for more than a hundred operators.

Here, we point out the existence of an important sub-class of operators known as double-twist operators [69, 70]. It has been proven for a CFT in dimensions greater than two, and containing operators \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) of twist \( \tau_1 \) and \( \tau_2 \) that there exist infinite families of operators \( [\mathcal{O}_1 \mathcal{O}_1]_n \) of increasing spin and whose twist\(^5\) \( \tau \) approaches \( \tau_1 + \tau_2 + 2n \) as for all integers \( n \geq 0 \). These played an important role in the analysis of [16]. We will shortly use the numerical results obtained there to train a neural network regressor to predict the twists of operators in the families \( [\sigma \sigma]_0 \) and \( [\sigma \epsilon]_0 \).

\(^5\)The twist \( \tau \) of an operator equals \( \Delta - \ell \), where \( \Delta \) is the conformal dimension and \( \ell \) is the spin of the operator.
To sum up, the critical behavior of the 3d Ising model is described by a CFT with a $\mathbb{Z}_2$ global symmetry and two relevant scalars, $\sigma$, which is $\mathbb{Z}_2$-odd and $\epsilon$, which is $\mathbb{Z}_2$ even. Furthermore, physical data of the CFT, i.e. the conformal dimensions $\Delta_\sigma$ and $\Delta_\epsilon$ as well as the OPE coefficients $f_{\sigma\sigma\epsilon}$ and $f_{\epsilon\epsilon\epsilon}$ to lie in a tiny island by crossing symmetry of the scalar four-point function. Further, crossing symmetry also determines the conformal dimensions and OPE coefficients of operators appearing in the $\sigma \times \sigma$, $\sigma \times \epsilon$ and $\epsilon \times \epsilon$ operator product expansions (OPEs), though the precise evaluation of these numbers is a formidable numerical and analytical task [16].

4.2 Learning The $\mathbb{Z}_2$ Symmetry of the 3d Ising Model

Consider the OPEs (4.3) of the 3d Ising Model. As $\sigma$ is $\mathbb{Z}_2$-odd and $\epsilon$ is $\mathbb{Z}_2$-even, the operators $O$ appearing in the $\sigma \times \sigma$ and $\epsilon \times \epsilon$ OPEs are $\mathbb{Z}_2$ even, while the operators appearing in the $\sigma \times \epsilon$ OPE are $\mathbb{Z}_2$-odd. That is, a $\mathbb{Z}_2$-odd operator $O$ has a strictly zero OPE coefficient $f_{\sigma\sigma O}$ and $f_{\epsilon\epsilon O}$, and a non-zero OPE coefficient $f_{\sigma\epsilon O}$, while a $\mathbb{Z}_2$-even operator has a non-zero OPE coefficient for at least one of $f_{\sigma\sigma O}$ and $f_{\epsilon\epsilon O}$, and a strictly zero OPE coefficient $f_{\sigma\epsilon O}$.
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(a) Accuracy
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(b) Loss

**Figure 18:** The Accuracy and Loss curves for the $\mathbb{Z}_2$ classification Neural Network. The architecture of this network is outlined in Figure 19.

Here we shall train a neural network to classify operators that appear in the OPE of $\sigma \times \sigma$, $\sigma \times \epsilon$ and $\epsilon \times \epsilon$ under this $\mathbb{Z}_2$ symmetry. The training data for this classification is summarized in Table 11, and the architecture of the neural network classifier is shown in Figure 19. We achieved 99.85 percent accuracy by training for 10 epochs. Having trained this classifier, we would like to examine how well it performs on the actual OPE data of the 3d Ising model obtained in [16], see their Tables 1 to 7. Naively feeding this data to the classifier yields indifferent results. We believe that this was so because the OPE coefficients that appear in the 3d Ising model take numerical values ranging from $\mathcal{O}(1)$ to $\mathcal{O}(10^{-12})$ or so, while the classifier was trained on $\mathcal{O}(1)$ values. Indeed, once we transform the OPE data to take on positive values of order 1, via the function $f_{\text{transformed}} = |\log|f_{\text{original}}||$, we achieved improved performance.
Figure 19: The Neural Network Classifier for classifying operators under a $\mathbb{Z}_2$ symmetry in a CFT. This has 68 trainable parameters.

Table 11: The training data for the classification of CFT operators $\mathcal{O}$ under a putative $\mathbb{Z}_2$ symmetry of the kind that appears in the 3d Ising Model. We continue to label the two fundamental fields of the CFT as $\sigma$ and $\epsilon$, and again $\sigma$ is taken to have $\mathbb{Z}_2$ charge −1 and $\epsilon$ is taken to have $\mathbb{Z}_2$ charge +1. The left-most column indicates the $\mathbb{Z}_2$ charge of $\mathcal{O}$ and is not part of the training data. The numerical values of the $x_i$s are randomly chosen positive real numbers between 0 and 1. We trained the classifier on on 100,000 instances of such data.

we find that the classifier works to 100 percent accuracy with no mis-classifications $^6$.

4.3 Classifying higher rank discrete symmetries

It is also possible to carry out this classification with higher rank discrete symmetries. We consider a putative a CFT where there exist scalar fields $\varphi_i$ that carry a representation of $\mathbb{Z}_3$. We label the fields $\varphi_0$, $\varphi_1$ and $\varphi_2$, where the subscripts are the $\mathbb{Z}_3$ charges of the

---

$^6$One may try to train the classifier on a distribution of data that range that the actual Ising OPE coefficients lie in, but this leads to a degraded performance during training itself. This appears to be a particular instance of the general feature that neural networks train and perform poorly on data with extreme ranges and distributions. Also, though we have not done so here, we would expect that a comparably good way or processing the OPE coefficients would be to normalize them by their mean field values, which also results in $\mathcal{O}(1)$ numbers.
Table 12: The training data for the classification of CFT operators \( \mathcal{O} \) under a putative \( \mathbb{Z}_3 \) symmetry of the kind defined in Equation 4.5. The left-most column indicates the \( \mathbb{Z}_3 \) charge of \( \mathcal{O} \) and is not part of the training data. The numerical values of the \( x_i \)s are randomly chosen positive real numbers between 0 and 1. We trained the classifier on on 100,000 instances of such data.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{\( \mathbb{Z}_3 \) charge} & \text{\( f_{\varphi_0\varphi_0}\mathcal{O} \)} & \text{\( f_{\varphi_0\varphi_1}\mathcal{O} \)} & \text{\( f_{\varphi_0\varphi_2}\mathcal{O} \)} & \text{\( f_{\varphi_1\varphi_1}\mathcal{O} \)} & \text{\( f_{\varphi_1\varphi_2}\mathcal{O} \)} & \text{Y} \\
\hline
0 & \text{x}_1 & 0 & 0 & 0 & \text{x}_2 & (1, 0, 0) \\
1 & 0 & \text{x}_3 & 0 & 0 & 0 & (0, 1, 0) \\
2 & 0 & 0 & \text{x}_4 & \text{x}_5 & 0 & (0, 0, 1) \\
\hline
\end{array}
\]

Figure 20: The Neural Network Classifier for classifying operators under a \( \mathbb{Z}_3 \) symmetry in a CFT. This has 12 trainable parameters.

respective operators. Operator product expansions in this CFT would take the form

\[
\varphi_0 \times \varphi_0 = \sum_{\mathcal{O}(0)} f_{\varphi_0\varphi_0} \mathcal{O}(0) + \ldots, \quad \varphi_0 \times \varphi_1 = \sum_{\mathcal{O}(1)} f_{\varphi_0\varphi_1} \mathcal{O}(1) + \ldots, \\
\varphi_0 \times \varphi_2 = \sum_{\mathcal{O}(2)} f_{\varphi_0\varphi_2} \mathcal{O}(2) + \ldots, \quad \varphi_1 \times \varphi_2 = \sum_{\mathcal{O}(0)} f_{\varphi_1\varphi_2} \mathcal{O}(0) + \ldots,
\]

(4.5)

where as usual the ‘\( \ldots \)’ denotes the contributions from the descendants. The operator \( \mathcal{O}(i) \) has charge \( i \) under the \( \mathbb{Z}_3 \) symmetry. Operators \( \mathcal{O}(0) \) would have generically non-zero OPE coefficients \( f_{\varphi_0\varphi_0} \mathcal{O}(0) \) and \( f_{\varphi_1\varphi_2} \mathcal{O}(0) \); operators \( \mathcal{O}(1) \) would have a non-zero \( f_{\varphi_0\varphi_0} \mathcal{O}(1) \) and lastly, operators \( \mathcal{O}(2) \) would have generically non-zero OPE coefficients \( f_{\varphi_1\varphi_1} \mathcal{O}(2) \) and \( f_{\varphi_0\varphi_0} \mathcal{O}(2) \) respectively. All other OPE coefficients would be zero on account of the \( \mathbb{Z}_3 \) symmetry.

We generated the data representing these features as per Table 12, and trained the neural network classifier described in Figure 20 on it. The accuracy and loss curves during training are shown in Figure 21. We could train to 99.78 percent accuracy over 10 epochs. We also tested the classifier on 2000 instances of freshly generated putative OPE
data of the kind detailed in Table 12, which it had not been trained on. It could classify those data to 99.73 percent accuracy. We note here that it should be possible to similarly consider higher-rank symmetry groups like \( \mathbb{Z}_4 \) and \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) and especially \( S_N \times \mathbb{Z}_2 \) and try to train neural network classifiers to recognize these symmetries from the OPE coefficients. The CFTs with such discrete symmetries have been studied via conformal bootstrap in [18] and [19]. It would be interesting to examine if the operators there can be similarly classified under their respective discrete symmetries by these ML methods.

4.4 Learning the Spectrum of the 3d Ising Model

Having examined the performance of neural networks on various classification tasks, we now turn to regression tasks. In particular, we shall train a neural network on the available spectral data of the 3d Ising model obtained in [16] by combining numerical and analytical bootstrap methods to learn the twist of the exchange operator as a function of its spin. We shall also further specialize to the OPE families \([\sigma\sigma]_0\) and \([\sigma\epsilon]_0\). The fitting data for these operators are taken from Tables 3 and 6 of [16]. We remind the reader that these tables give the data for the quantum numbers \(\tau\) and \(\ell\), which are related to \(\tilde{h}\) via

\[
\tilde{h} = \frac{\tau}{2} + \ell .
\] (4.6)

Also, the twists of operators of even spin and odd spin fall into two different curves in the \([\sigma\epsilon]_0\) family. It is interesting to note at this point that the three curves can also be fit almost exactly with a judicious choice of fitting ansatz. In particular, we consider the functions

\[
\begin{align*}
\tau_1 (\tilde{h}) &= \tanh (a_1 \tilde{h} + b_1) + \tanh (a_2 \tilde{h} + b_2) + c , \\
\tau_2 (\tilde{h}) &= \frac{p}{\tanh (q_1 \tilde{h} + r_1) - \tanh (q_2 \tilde{h} + r_2)} + s .
\end{align*}
\] (4.7)

The data for \(\tau_{[\sigma\sigma]_0}\) turns out to fit to \(\tau_1\) with the parameters

\[
a_1 = 0.0740199 ,
\quad b_1 = 2.42646 ,
\quad a_2 = 0.3991 ,
\quad b_2 = 1.18916 ,
\quad c = -0.964377 ,
\] (4.8)
Figure 22: Directly fitting a functional form to the 3d Ising data. We see that a judicious but somewhat non-obvious choice of fitting functions (4.7) leads to an impressive fit with the available data.

with R-squared 1.0 and total (corrected) squared error less than 0.001. Likewise, the data for odd spin operators in the \([\sigma \sigma]_0\) family fits to \(\tau_1\) with the parameters

\[
a_1 = 0.0349198, \quad b_1 = 1.18396, \quad a_2 = 0.203412, \quad b_2 = 0.706744, \quad c = -0.129985, \quad (4.9)
\]

while the odd spin operators fit to \(\tau_2\) with the parameters

\[
p = 0.024275, \quad q_1 = 0.0767471, \quad r_1 = 1.13926, \\
q_2 = -0.024292, \quad r_2 = 1.09043, \quad s = 1.96356, \quad (4.10)
\]

also with R-squared around 1.0. The corresponding regression curves are plotted in Figure 22. It is perhaps curious that the relatively simple functional forms of Equation (4.7) seem to effectively capture the much more complicated expressions obtained through direct analytical methods [16], and it may be interesting to understand this further. For the moment, we will simply note that the success of this ansatz also suggests that we may try training a neural network on this data with tanh activation functions. We find that the size of the network required to produce comparable results is dramatically smaller than when choosing say sigmoid or relu activation functions, reducing to a layer of 15 neurons followed by a second hidden layer of 10 neurons. This network is displayed in Figure 23. Further, when supplying the data to the neural network for fitting, we found that performance improved when the data was fed in the form

\[
(X, Y) : (\bar{h}^{-1}, \tau), \quad (4.11)
\]

for \(\tau_{[\sigma \sigma]}\) regression and

\[
(X, Y) : (\bar{h}^{-2}, \tau), \quad (4.12)
\]

for \(\tau_{[\sigma \epsilon]}\) regression. The training of the regressor was significantly more stable when the data was fed in this form. The regression curves obtained after training for six thousand epochs are shown in Figure 24, along with their extrapolations to \(\bar{h} = 70\).
Figure 23: The Neural Network Regressor for predicting operator twists in the $[\sigma\sigma]_0$ and $[\sigma\epsilon]_0$ families in the 3d Ising Model. This has 81 trainable parameters and is run for 6000 epochs. The corresponding regression curves appear in Figure
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(a) Regression for $\tau_{[\sigma\sigma]_0}$  
(b) Regression for $\tau_{[\sigma\epsilon]_0}$

Figure 24: Neural Network Regression for the 3d Ising Model spectrum. The smooth lines are the regression curves, the points are the numerical values obtained in [16] without the error bars. The dotted line in (a) denotes the asymptotic value $\tau = 2\Delta_{\sigma}$, while the dotted line in (b) denotes the asymptotic value $\tau = \Delta_{\sigma} + \Delta_{\epsilon}$. The curves are extrapolated out to $\bar{h} = 70$. The r-squared coefficient for (a) is 0.9804, and for (b) is 0.9966 for the even spin operators (blue line) and 0.9926 for the odd spin operators (orange line).
Before we close this section we would like to make a few comments about the choice of activation function. We have remarked previously that an important feature of ML based regression methods is that we do not feed the network with a trial form of the function to fit to. Why, then, is the architecture of the regressor so sensitive to the choice of activation function? Or at least, the architecture seems indifferent to choosing between relu and sigmoid activations but simplifies dramatically when the tanh activation function is chosen. We believe that at least some insight might be gained from the fitting functions in Equation (4.7). These suggest that the tanh functions are a particularly nice basis choice to expand these curves in, and the choice of activation function is at least intuitively a choice of basis functions to expand the neural network decision function in. A ‘good’ basis would have fewer undetermined coefficients, and this is what we seem to have found somewhat serendipitously with our choice of tanh as the activation function.
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Appendices

In these appendices, we briefly summarize some rudiments on neural networks and principal components which are used in the text.

A Neural Networks

In this section, we provide a quick introduction to neural networks. This section is far from an exhaustive review on the working of neural networks, we only aim to lay down the relevant terms and a few notations. Neural networks are extremely useful for performing machine learning tasks such as classification and regression. A typical neural network consists of neurons also referred to as the single layer perceptron (SLP), arranged in layers on top of each other. Each such neuron is for all practical purposes a function of a vector valued input $z$, with components $z_i$ and is arranged to have in it real valued parameters $ω_i$ called weights and $b$ called the bias. Thus, an SLP is a function of the form $f(∑_i ω_i x_i^j + b)$. Where $x_i^j$ is the $i$th component of the $j$th input. The function $f(z)$ familiar to neural
network practitioners as the activation function is often taken to be a sigmoid,
\[ f(z) = \sigma(z) = \frac{1}{1 + \exp(-z)}, \quad (A.1) \]
though other choices such as \( f(z) = \tanh(z) \) and the rectifier function
\[ f(z) = \max(0, z), \quad (A.2) \]
are also equally popular. A neuron activated by the rectifier function is known as a rectifier linear unit, or a relu. We have used relus almost as a de facto choice in our neural networks above.

The process of training a neural network is then to find appropriate values for the weights \( w_i \) and biases \( b \) such that the desired goal is achieved. This is illustrated by the following example, suppose we are to perform a classification task using neural networks and we are supplied with a labeled dataset of the form \( D = \{x^j_i, d^j\} \), where \( x_i \) is some vector belonging to a class specified by the labels \( d^j \). The task is to train a neural network to accurately predict the class label of an instance not contained in \( D \). This task can be achieved in two steps, first by specifying what is known to the neural network practitioners as the loss function. For classification tasks a typical loss function is the following,
\[ f_{\text{loss}} = \sum_j (f(\omega_i x^j_i + b) - d^j)^2. \quad (A.3) \]
The second step is to optimize the loss function over the parameters \( w_i \) and \( b \) using algorithms such as the Stochastic gradient descent. The performance of a neural network after training is evaluated on a part of the dataset \( D \) set aside before training. This is known as the test data, while \( D \) modulo test data = training data. The performance of a neural network is evaluated with respect to some metric, typically in a classification task, the metric is accuracy. Thus the essentials associated to a neural network are, The training data, the test data, the activation functions, the loss function and the optimization algorithm.

B Principal Component Analysis (PCA)

In this section we briefly introduce the principal component analysis technique, which is employed for creating a low dimensional representation for a very high dimensional dataset. Again, we do not attempt an exhaustive review. We will give a brief illustration of a situation where PCA might come handy.

Suppose we are given a dataset \( D \{x^j_i, d^j\} \) for a classification task. Let’s say that the vectors \( x^j \) belong to a very high dimensional space of dimensionality \( n \) and it may be desirable to use low dimensional projections of \( x^j \)'s for performing the classification. However the projections must be such that information from all the original features is retained. This is precisely what PCA achieves. This is done by defining new variables or features \( y^j_i \) such that,
\[ y^j_i = f^j_i(x_1, x_2, \cdots, x_n). \quad (B.1) \]
These new variables called principal components are chosen such that they are orthogonal to each other. After the principal components are defined, dimensionality reduction is achieved by keeping only those components which are of most relevance, the relevance being often measured by the variance explained.
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