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1. Introduction

COVID-19 has spread all over the world, and the diagnosis of COVID-19 by CT images of lung has been clinically verified. Relevant studies [1,2] have shown that CT images information of lung can play a vital role in the diagnosis of COVID-19. However, because of the short epidemic time in COVID-19, although there are some automatic identification methods, their schemes still have a lot of space for improvement, and they rely more on doctors’ experience and consume resources. The local and overall features of the lesions are important basis for the diagnosis of COVID-19, and the diagnosis can not be made only according to the characteristics of a certain place. The analysis and diagnosis of CT images is an extremely complicated process, which requires doctors’ professional knowledge and related experience. The doctor’s manual experience is a time-consuming and labor-intensive process. Moreover, some CT images of COVID-19 are morphologically similar to traditional pneumonia images. The results of CT images correspond to three different types of infection: (A) novel coronavirus caused by Covid 19 virus infection, (B) common pneumonia and (C) normal control. The main characteristics of pneumonia caused by novel coronavirus in medical images are ground-glass opacities (GGO), which usually appears on both sides and around. With the progress of the disease, sometimes the paving stone sign appears, interlobular septum is thickened, and interlobular line overlaps with ground-glass opacities, which is called “crazy-paving”. It is generally believed that this kind of manifestation occurs in the later stage of the disease. Others will show local hemangiectasis and other phenomena. The following picture is the main medical feature of new coronary pneumonia shown in Fig. 2.

CT images of COVID-19 not only have local features, such as local hemangiectasis and local crazy-paving, but also have global features, such as large-area ground-glass opacities. It is characterized by the integration of local and global features. At present, it is still difficult to extract the image features with relatively complex features, so it is more urgent to solve the classification problem of such medical images.

In order to solve the problem of local and global feature extraction of COVID-19 CT images, the traditional method is to extract features of different scales through multi-scale feature fusion, and the most common method is multi-scale feature pyramid network [3], which uses the receptive field of convolution kernels of different scales to learn features...
The Paper [9] proposed a deep rank-based average pooling network. Inference is less and the performance is better. The image is compared to pyramid layer by layer. The higher the level, the smaller the image, and the lower the resolution. Features of different scales at the same original image. It is obtained by down-sampling step by step, and does not stop sampling until a certain termination condition is achieved. The image is compared to pyramid layer by layer. The higher the level, the smaller the image, and the lower the resolution. Features of different scales can contain rich semantic information with high accuracy, but this overlapping pairs of image features of different scales will slow down the processing speed and increase the data volume.

The Feature Pyramid Network (FPN) proposed by Lin T Y et al [8]. A feature fusion method with different resolutions is proposed, that is, the feature map with different resolution and subsampled low-resolution features element-wise are added, so as to enhance features at different levels. Because this method only carries out cross-layer connection and element-wise addition on the basis of network, the increased computation is less and the performance is better.

Wang S H et al [9–11] have published several works on COVID-19. The Paper [9] proposed a deep rank-based average pooling network model, i.e., Deep rank-based average pooling network. The paper [10] proposed an artificial intelligence model to diagnose COVID-19 based on chest CT images. The two-dimensional fractional Fourier entropy was used to extract features and a custom deep stacked sparse autoencoder (DSSAE) model was created to serve as the classifier. Huang Z et al [12] propose a deep learning (DL) based dual-tasks network, that based on the combination of 3D CT imaging and clinical symptoms information. The above work has achieved good results.

Recently, Vision Transformer (ViT) [13] and Deit [14] have made breakthroughs in the field of computer vision, demonstrating the advantages of global processing, and have made significant performance improvement compared with CNN. However, if only the Transformer structure is used to extract features, the parameters of the network will increase greatly. When the calculation budget is limited to 1 G FLOPs, the gain of ViT will decrease. If the amount of computation increases further, CNN [15–17] and its related improvement work [18,19] will still occupy a dominant position in the field with relatively small amount of computation, which is determined by the advantages of CNN’s deep convolution and point multiplication convolution in processing local features.

In order to better classify CT images in COVID-19, can we combine Transformer and CNN, make full use of their respective advantages, design an efficient network, and interact effectively with local and global specialist clinics?

Wu Haiping et al [20] introduced CNN into visual Transformer, obtained convolution vector by deep convolution, and then transformed features into query vector, value vector and key vector of Transformer. The whole structure enabled Transformer to use convolution module in the middle, and obtain 87.75% Top-1 precision on ImageNet dataset, which had fewer parameters than other transformers.

Recently, Facebook proposed LeViT network [21], which introduced convolution operation on the basis of Deit network structure, and designed the network into a structure similar to the classic LeNet architecture in CNN. First, it was a four-layer convolution, then a series of Transformer modules, and finally classification. This structure is a typical serial structure of Transformer and CNN. Some studies [22] also show that using CNN at the beginning of the network can significantly improve the network effect.

In this paper, a bi-branch network structure based on Transformer and convolutional neural network is proposed. Different from the above traditional methods, the features of different scales are not extracted by changing the size of convolution kernel, but by using the global receptive field characteristics of Transformer network, the branches of Transformer network are selected to extract the global features of images. We still use CNN’s advantages in extracting local features of images, and design a bi-directional feature fusion structure, which fuses the features of Transformer branch and CNN branch, so that the network has the ability to extract more comprehensive and abundant features.

The contributions of this paper are as follows.

1) A branch network model based on CNN and Transformer structure is proposed;
2) Design a bi-directional feature fusion structure, which can fuse features extracted from two branches;
3) Innovatively apply the model proposed in this paper to COVIDx-CT—a large-scale COVID-19 data set;
4) Carry out feature visualization experiment to verify the correctness of classification basis, thus proving the rationality of model.

2. Method

Convolutional neural networks have shown great advantages in extracting image features. It performs well in extracting image features with obvious local features, which is determined by the structure of CNN itself. CNN is a network structure composed of a convolution kernel, and its most prominent feature is the local receptive field of CNN. However, the processed image is a CT image used to diagnose COVID-19, and its medical features include obvious local lesion features and scattered overall features. Because of the particularity of the data set, this paper selects the Transformer module to extract the global features of CT images and combines them to achieve better classification results.

In this paper, a classification model based on Transformer module and Convolutional Neural Network module for extracting features of
COVID-19 CT images is proposed. The specific steps are as follows.

1) the COVID-19 CT image passes through the Transformer branch module, and because of its global receptive field characteristics, the global features of the image are extracted;

2) the COVID-19 CT image passes through a convolution neural network branch module, and local features of the image are extracted by using convolution local receptive field features;

3) a bi-directional feature fusion structure is established between the two branches to fuse the features of the two branches. Here, the feature fusion is bi-directional fusion, which can extract richer and more comprehensive features and improve the classification accuracy.

4) Finally, the classification vectors extracted from the two branches are fused, the loss is calculated, and the inverse gradient calculation is carried out to adjust the model parameters.

2.1. Transformer module

Transformer [23] is a model proposed by Google in 2017, which is applied in the field of natural language processing. Transformer network structure is mainly composed of attention mechanisms, and its significant feature is global receptive field. From another perspective, “Transformers” is actually a special CNN, with a global feeling field.

The basic structure of transformer is composed of two parts, including encoder and decoder. In this branch, only the encoder part of the transformer is used, and its structure is shown in Fig. 3.

Self-Attention module, the Self-Attention used in Transformer is a normalized dot product attention mechanism. As shown in Fig. 4, the feature vector of input \( x_i \) is \( a_i \), and \( a_i \) is mapped to corresponding \( q_i, k_i \) and \( v_i \). The Self-Attention mechanism is to perform matrix operation on each \( q \) and all \( k \), that is, dot multiplication operation. Before that, every input mapping should be normalized, so as to get the attention weight matrix.

Assuming that the input dimensions of query and key are \( d_q \) and the value dimension is \( d_v \) (since the Transformer structure was first applied in the field of natural language processing, the symbols such as query, key and value continue to be used), then the point-multiplied operation of query and each key is calculated and divided by \( \sqrt{d_v} \), and then the weight is calculated by softmax function.

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{Q^T K}{\sqrt{d_v}}\right)V
\]  

In the field of computer vision, query, keys and values are regarded as matrices \( Q, K \) and \( V \) and the output matrix are as follows.

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{Q^T K}{\sqrt{d_v}}\right)V
\]

The encoder consists of two Norm and Add layers, and the calculation formula is as follows.

\[
\text{LayerNorm}(X + \text{MultiHeadAttention}(X))
\]

\[
\text{LayerNorm}(X + \text{FeedForward}(X))
\]

\( X \) represents the input of Multi-Head Attention or Feed Forward, and Multi-Head Attention(X) and Feed Forward(X) represent the output (The dimensions of output and input X are the same, so they can be added). The Feed Forward layer is connected by two fully connected layers. The activation function of the first layer is Relu, and the activation function of the second layer is not used. The corresponding formula are as follows.

\[
\text{Max}(0, XW_1 + b_1)W_2 + b_2
\]

\( X \) is the input, and the dimension of the output matrix obtained by Feed Forward is consistent with \( X \).

2.2. CNN (Convolution neural network) module

Compared with AlexNet, the improvement of VGG 19 network is that the larger convolution kernel in AlexNet is replaced by multiple convolution kernel of \( 3 \times 3 \) convolution kernels, aiming at ensuring the same receptive field and improving the depth of the network. In addition, using \( 3 \times 3 \) convolution kernel instead of large convolution kernel will also reduce the parameters.

The VGG 19 network has excellent performance in image classification task. The network structure is simple, and it consists of five convolution pool modules, in which convolution consists of convolution kernel of \( 3 \times 3 \) and the pool layer consists of convolution kernel of \( 2 \times 2 \). Because the local features extracted by this branch module need to be merged with another branch at last, for the convenience of calculation, 3 linear fully connected layers are connected after the 5 convolution pool modules, and the number of neurons in the last layer is 256 (See Table 1).

| Table 1 |
| Network parameters of improved VGG19. |
| Module | Convolution Kernel | Output |
| Input | 224 × 224 × 3 | 112 × 112 × 64 |
| Block1 | 2 × Conv Pool | 3 × 3 × 64 |
| | | 2 × 2 |
| Block2 | 2 × Conv Pool | 3 × 3 × 127 |
| | | 2 × 2 |
| Block3 | 4 × Conv Pool | 3 × 3 × 256 |
| | | 2 × 2 |
| Block4 | 4 × Conv Pool | 3 × 3 × 512 |
| | | 2 × 2 |
| Block5 | 4 × Conv Pool | 3 × 3 × 512 |
| | | 2 × 2 |
| FC_1 | 1 × 1 × 4096 | 4096 |
| FC_2 | 1 × 1 × 1024 | 1024 |
| FC_3 | 1 × 1 × 256 | 256 |
2.3. Bi-directional fusion module

The fusion layer establishes a bi-directional fusion structure between the Transformer branch and CNN branch. Refer to the bi-directional bridge structure [24], which is used to fuse global features and local features. This bi-directional fusion structure takes advantage of the advantages of Transformer and convolution CNN, and the parallel decoupling of local and global features takes advantage of the efficiency of convolution CNN in extracting local features and the global interaction ability of Transformer module. More importantly, by using a simple bi-directional fusion structure, the function of exchanging local and global features is realized, which makes the efficiency and effectiveness of part and whole model well combined.

The bi-directional fusion structure is connected after the convolution pool block of Block2 and the Encoder block of the first Transformer of VGG 19 network to fuse different features. The reason why we choose to connect at these two locations is that if the connections are far apart, the parallel computing speed will be affected by the difference in computing speed between the two branches. The reason why we choose to merge in the first half of the two branches is that with the superposition of convolution layers, the receptive field gradually expands and local features gradually lost, while the global features collected in the first half of Transformer are more comprehensive. With the continuous operation of attention mechanism, the global features will be lost along with layer upon layer superposition.

In CNN → Transformer, parallelize CNN and Transformer, and connect them through self-attention structure (show in Fig. 5). CNN takes an image $X \in \mathbb{R}^{H \times W \times 3}$ as input and extracts local features. Transformer takes learnable parameters as input, which is expressed as $Y \in \mathbb{R}^{M \times d}$, where $d$ and $M$ are the dimensions and number of input vectors, respectively. To fuse with CNN, $d$ and $M$ are selected to have the same dimensions as the target fusion layer, and the input original image is convolved to obtain the initial $Y_0$.

CNN and Transformer are connected by a bi-directional feature fusion structure, in which local and global features are fused bi-directionally. Next, we will discuss the concrete structure of the bi-directional feature fusion structure.

As shown in the left figure of Fig. 5, it is a unidirectional structure of CNN → Transformer, where attention mechanism is used to fuse local features (from CNN) and global features (from Transformer). Feature vector fusion is carried out in CNN layer with few channels.

The local feature graph is denoted as $X$, and the global label is denoted as $Y$. They are divided into $X \in [X_i]$ and $Y \in [Y_h]$ ($1 \leq h \leq H$), and $h$ refers to the number of heads of multi-head self-attention. Local to global fusion is defined as follows.

$$\text{head}_i = \text{Attention}(Y_i W^Q, X, X)$$  \hspace{1cm} (6)$$

$$Y^{out} = Y + [\text{Concat}(\text{head}_1, \ldots, \text{head}_h)]W^W$$  \hspace{1cm} (7)$$

$W^Q$ is the projection matrix of query in multiple headers, $W^W$ is used to combine multiple headers, and $\text{Attention}(Q, K, V)$ is the standard Attention function on $Q, K$ and $V$, as shown in formula (2).

Global input feature $Y$ is $Q$ and local input feature $X$ is $K$ and $V$. $W^Q_h$ and $W^W_h$ are applied to the global feature $Y$. Similarly, the formula for calculating the feature fusion structure from global to local is as formula (8) and (9).

$$\text{head}_i = \text{Attention}(X_i, Y_i W^K, Y_i W^K)$$  \hspace{1cm} (8)$$

$$X^{out} = X + [\text{Concat}(\text{head}_1, \ldots, \text{head}_h)]$$  \hspace{1cm} (9)$$

In which $W^K_h$ and $W^K_h$ are projection matrices of keys and values. The local feature $X$ is query and the global feature $Y$ is key and a value. The schematic diagram of feature fusion in this direction is shown in the right figure of Fig. 5 (Transformer → CNN).

Input and output: CNN-Transformer block has two inputs: (a) local feature graph $X \in \mathbb{R}^{h \times w \times c}$, which has $C$ channels and $hw$ spatial positions ($hw = h \times w$ where $h$ and $w$ are the height and width of feature graph) and (b) global mark $Y \in \mathbb{R}^{M \times d}$, where $M$ and $d$ were the number and dimension of feature blocks, respectively.

2.4. The whole model design and network structure

In this paper, the traditional serial structure is changed into a parallel structure, and a parallel mode combining Transformer and CNN is
proposed. As shown in Fig. 6, the input of Transformer is the vector of the whole picture, and the receptive field is the global receptive field, so it is possible to take advantage of the advantages of Transformer in extracting global features. At the same time, CNN can extract local features well, so it constructs a bi-branch parallel network structure, and realizes the parallelization of the roll integration branch and the Transformer branch.

In the middle of the bi-branch parallel structure, a bi-directional feature fusion structure is designed, as shown in Fig. 6, which utilizes the principle of cross fusion to achieve the effect of different feature fusion.

3. Experiment and result analysis

3.1. Experimental environment and experimental setup

In this paper, a 64-bit operating system Ubuntu-18.04.1 is adopted to implement the algorithm. The 3-card parallel training was conducted on Intel(R) Xeon(R) CPU E5-2695 and NVIDIA TITAN V high-performance GPU, and each graphics card was executed on a computer with a storage capacity of 12 GB and 16 GB memory. Under Pytorch 1.7.0, CUDA 11.0 and CUDNN 7.6, the model was built and trained. Pre-training was conducted on ImageNet dataset, and the initial learning rate was set to 0.0005. The optimization algorithm uses the random momentum gradient descent algorithm, and batch setting is 128. The model converged at 48th epoch.

3.2. Dataset

In this study, COVIDx-CT is introduced, which is a benchmark CT image data set, derived from CT imaging data collected by China National Bioinformatics Center, including 194,922 images of 3745 patients aged 0 to 93 years (median age 51 years), which has been strongly clinically verified. In COVIDx-CT benchmark data set, the results of chest CT volume correspond to three different infection types: novel coronavirus caused by Covid19 virus infection, common pneumonia and normal control. The distribution of patients with three infection
types in training, verification and testing is shown in Table 2.

By means of data enhancement, the sample size of the data set is expanded, and the data is expanded by rotating at different angles (15°, 45°, 90° and 180°). The enhanced data is shown in Fig. 7 and normalized. The reason for expanding the data set is that training the model of Transformer structure needs a large amount of data to achieve better results.

3.3. Experimental result

The process of training loss and precision convergence is as shown in Figs. 8-9. Because the model has been pre-trained in ImageNet data set in advance, it has good feature extraction ability and fast convergence speed during the training process.

| Type | Normal | Pneumonia | COVID-19 | Total |
|------|--------|-----------|----------|-------|
| train | 35,996 | 25,496    | 82,286   | 143,778 |
| val   | 11,842 | 7400      | 6244     | 25,486  |
| test  | 12,245 | 7395      | 6018     | 25,658  |

Fig. 7. Example diagram of data set preprocessing.

As shown in Fig. 10, the confusion matrix of the model shows that after loading the trained model, the classification accuracy of the model for common pneumonia is about 95%, and the recognition accuracy for COVID-19 is about 96%, and the overall accuracy is about 97%.

3.4. Experimental evaluation index

When measuring the performance of our proposed models, we used five indicators in our experiment, including specificity, sensitivity, accuracy, precision and F1 score. True positive (TP), false positive (FP), true negative (TN) and false negative (FN) are four main components involved in the calculation of the above indexes. TP indicates the number of correctly classified pneumonia caused by COVID-19; TN represents the number of normal images correctly classified; FP indicates the number of images that are misclassified as pneumonia caused by COVID-19; FN indicates the number of images that are misclassified as normal.

Specificity reflects the performance of our models in identifying normal images from the test set, and can be passed.

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

Sensitivity is the percentage of true positive (COVID-19 confirmed pneumonia) images that are correctly recognized and can be defined as:

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

Accuracy proves our model’s ability to classify correctly, which can be written as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

Precision describes the percentage of predicted patients are true patients by:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

F1 score measures the classification ability:

\[
\text{F1 score} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}
\]

Compared with the traditional Resnet-152 network, which has better classification effect on COVIDx-CT, the classification accuracy of pure Transformer network Deit on this data set is 95.2% and 75.8%, respectively, and the classification accuracy of this network is better (See Table 3).
In order to further verify our proposed method, the proposed method is compared with some existing methods. Results As shown in Table 4, the model proposed in this paper performs best in Specificity, Recall, F1, Precision and Accuracy.

### 3.5. Visualization of classification basis

In order to better verify the validity of the model, Grad-weighted class activation mapping (Grad-CAM) is used to visualize the key feature areas of model classification, and the results are shown in Fig. 11.

### 4. Discussion

In this study, we designed and implemented a bi-branch feature fusion framework based on CNN and Transformer to identify CT images. The experimental results show that this model is an effective model for COVID-19 detection using CT images. The main advantage of this method is that it makes full use of the advantages of Transformer and CNN in extracting features of different scales, and builds a bi-branch network.

The result is better than single CNN structure network and single Transformer network. When designing the bi-branch network, our experiment compares the combination results of different CNN and Transformer networks, and finds that the combination of traditional Transformer network and VGG 19 is the best as Fig. 12.

Global features refer to the overall attributes of an image. Common global features include color features, texture features, shape features, etc. In order to explore the decreasing effect of Transformer in extracting global features, we designed experiments to obtain activation map of Transformer at different stages. As shown in Fig. 13, column a is the original image, and column b is the feature map output by Block1 of Transformer. We can clearly see that Block1 of Transformer has abundant global features. Column c is the feature map output by Block3 of Transformer, and the global features are greatly reduced by the self-attention mechanism of Transformer; Column d is the output characteristic diagram of network Block 5. We can see that after passing through the last block of the transformer, it shows more concentrated local features. As we expected, with the increasing number of Transformer layers, the global characteristics gradually decrease.

### Table 3
Comparison between Tran-CNN Net and other classification models.

| Model Construction | Params (M) | FLOPs | Acc (%) |
|--------------------|------------|-------|---------|
| ResNet-152         | 60.2       | 11.8 M | 95.2%   |
| DeiT-B             | 86.1       | 291.3  | 75.8%   |
| Trans-CNN Net      | 92.6       | 301 M  | 96.7%   |

### Table 4
Comparison with proposed methods.

| Model               | Specificity | Recall   | F1       | Precision | Accuracy |
|---------------------|-------------|----------|----------|-----------|----------|
| k-ELM [25]          | 0.5682      | 0.6136   | 0.5952   | 0.5909    | 0.5814   |
| Wang [26]           | 0.6700      | 0.7400   | –        | –         | 0.7310   |
| Li [27]             | 0.9000      | 0.9600   | –        | –         | 0.9600   |
| Mangal [28]         | –           | 1.0000   | –        | –         | 0.9050   |
| ResNet-C [29]       | 0.9591      | 0.9733   | 0.9665   | 0.9621    | 0.9662   |
| CovidCTNet [30]     | –           | 0.8300   | –        | –         | 0.9000   |
| VIT-B [31]          | 0.9320      | 0.9380   | 0.9460   | 0.9530    | 0.9760   |
| X Wang [32]         | 0.9163      | 0.9323   | 0.9050   | 0.9401    | 0.9241   |
| Zhang J [33]        | 0.8935      | 0.9012   | 0.9228   | 0.8870    | 0.9210   |
| Trans-CNN Net       | 0.9601      | 0.9776   | 0.9636   | 0.9745    | 0.9673   |

At the same time, a bi-directional feature fusion structure is proposed. As we know, with the increase of network layers, the information of the original data will be gradually lost, while the bi-branch network can extract different features, and fuse the features of different branches through the bi-directional feature fusion structure to reduce the loss of useful feature information. When the design features are fused in two branch nodes, we have repeatedly experimented with multiple fused
nodes, and the results show that the fusion effect is the best after the first encoder of Transformer and the second Block of CNN as the Table 5.

### 5. Conclusions

In this paper, a bi-branch feature fusion network structure based on Transformer module and Convolutional Neural Network module is proposed. Using the advantages of local features and global features of the two branches respectively, the features of CT images are extracted, and the features of the two branches are fused bi-directionally in the fusion layer, so that the network can process data in parallel, improve the running speed of the network, and achieve better classification results. The method is simple in structure and strong in generalization ability, and can extract the features with local and global features. It performs well. In the task of COVID-19 classification using CT images, and the classification accuracy is 96.7%. To sum up, this research is of great significance to the classification of medical image.

However, in this experiment, when classifying CT images, it is based on one of multiple CT images of patients, which has fewer features and has the problem of incomplete information of patient diagnosis results. Therefore, on the basis of perfecting the network, we can consider three-dimensional reconstruction on multiple CT images of the same patient, and further explore this in future work.

| Possible combinations | Performance metrics (%) |
|-----------------------|-------------------------|
| Trans-Block1          | Trans-Block2            |
| Trans-Block3          | Trans-Block4            |
| Trans-Block5          |                         |
| CNN-Block1            | 96.50                   |
| CNN-Block2            | 96.71                   |
| CNN-Block3            | 96.25                   |
| CNN-Block4            | 95.98                   |
| CNN-Block5            | 95.01                   |
|                       | 95.98                   |
|                       | 96.25                   |
|                       | 95.98                   |
|                       | 95.01                   |
|                       | 95.98                   |
|                       | 96.25                   |
|                       | 95.98                   |
|                       | 95.01                   |

Fig. 12. Comparison of the combination of Transformer and different CNN structures.

Table 5

Performance metrics of different layer connections.

Fig. 13. Transformer extracts that effect of global feature.
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