Probing surface charge densities on optical fibers with a trapped ion
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Abstract
We describe a novel method to measure the surface charge densities on optical fibers placed in the vicinity of a trapped ion, where the ion itself acts as the probe. Surface charges distort the trapping potential, and when the fibers are displaced, the ion’s equilibrium position and secular motional frequencies are altered. We measure the latter quantities for different positions of the fibers and compare these measurements to simulations in which unknown charge densities on the fibers are adjustable parameters. Values ranging from $-10$ to $+50 \ \text{e \ \mu m}^{-2}$ were determined. Our results will benefit the design and simulation of miniaturized experimental systems combining ion traps and integrated optics, for example, in the fields of quantum computation, communication and metrology. Furthermore, our method can be applied to any setup in which a dielectric element can be displaced relative to a trapped charge-sensitive particle.

1. Introduction

Trapped-ion platforms have been used to demonstrate small prototypes for quantum computation [1, 2], quantum simulation [3] and quantum communication [4]. Micro-fabricated traps offer a promising route to scale up these prototypes into quantum devices capable of addressing classically intractable problems [5, 6]. However, along with the benefits of miniaturization come the challenges of preserving the ion from perturbations from nearby surfaces, as the ion acts as a sensitive probe of electric fields [7–9]. While stray DC-electric fields displace the ion and cause micromotion [10], the ion’s motional coherence is easily disturbed by AC-electric field noise from trap surfaces [11–13], as quantified through heating rate measurements [11]. For metal surfaces, these properties have been studied extensively [14, 15], and methods have been developed to minimize disturbances [16, 17].

In contrast, only a few studies have been undertaken on dielectrics close to trapped ions [18]. However, the question of dielectric surface interactions with ions is highly relevant, as the integration of optics into microtraps is expected to enable the scalable and efficient initialization, manipulation, and measurement of ion-based quantum bits [19], as demonstrated in recent proof-of-principle experiments, e.g., with Fresnel lenses, waveguides, and high-finesse optical cavities [20–22]. Materials like indium tin oxide (ITO) open up the possibility to produce transparent electrodes [23], but they also introduce optical losses precluding their use in high-finesse cavities. Micro-fabricated cavities are especially interesting, as these may be used both for classical optics applications and for cavity quantum electrodynamics (cavity QED) experiments, which enable quantum interfaces between photons and ions [24–28]. Research into surface charges on dielectrics dates back many decades [29] and has been both extensive and diverse [30, 31]. Unfortunately, standard...
methods from this field are not applicable to ion traps, where \textit{in situ} measurements under ultra-high vacuum are required in order to probe the conditions experienced by trapped ions.

Here, we present a method to estimate the surface charge densities on exposed dielectric surfaces close to a trapped ion. Our approach is similar to that used for electric field measurements of metallic surfaces \cite{9} but allows us to determine not only the corresponding electric fields but also the surface charge densities. Our system is a fiber-based cavity-QED setup, and we determine the surface charge densities on the facets and on the sides of the two optical fibers forming the cavity. The principle of the presented method is the following: a charged object, here a fiber, is displaced in the vicinity of a trapped ion. The potential experienced by the ion is altered by the corresponding change of the static electric field. We first measure both the ion’s position and its secular frequency for different configurations of the charged optical fibers. Then we simulate these quantities using the unknown surface charge densities as adjustable parameters in the simulations until an agreement with the data is found. For our trap, we need to include an additional so-called patch potential in the simulations which takes into account fixed stray charges on metallic trap surfaces \cite{9, 11, 32, 33}.

The reported work provides us with insights into our experimental system and has implications for the further development of quantum devices combining traps with integrated optics. First, our method can be directly implemented in other setups where a dielectric element can be displaced in vacuum relative to an ion or, in principle, another trapped charge-sensitive particle. Second, the values for the charge densities measured on the surfaces of our fibers, ranging from $-10$ to $+50 \text{e}\mu\text{m}^{-2}$, can serve as ballpark figures for researchers simulating quantum devices that have been designed to mitigate charging effects due to integrated optics.

In section 2, we introduce our experimental setup. Section 3 explains how the position and secular frequencies of a trapped ion are measured. The simulation of these quantities is then described in section 4. In section 5, we discuss how to measure patch potentials and how to account for their effects in simulations. Our main results, on characterizing a dielectric fiber near an ion, are presented in section 6. Here, we investigate two cases: a positively charged fiber and an almost neutral fiber. Finally, in section 7 we discuss the limits of our method and consider how it could be applied to other trapped-ion experiments.

2. Experimental apparatus

Our setup consists of a linear Paul trap \cite{1, 34} combined with a fiber-based Fabry–Pérot cavity \cite{35}. Two optical fibers forming the cavity are inserted perpendicular to the trap axis according to the geometry described in \cite{25}. The trap design, shown in figure 1, is similar to the one reported in \cite{36} but with an ion-to-electrode distance of 270 $\mu$m and a separation of 5.1 mm between the endcap electrodes. Compensation electrodes for minimizing ion micromotion are grounded for all measurements presented here. The trap electrodes are made of gold-plated titanium and are mounted on a sapphire holder. We apply a 30 MHz radio frequency (rf) signal on two opposing radial electrodes while grounding the remaining two radial electrodes. Single $^{40}\text{Ca}^+$ ions are trapped at radial and axial secular frequencies of 1.6 MHz and 200 kHz, respectively. Both optical fibers integrated with the ion trap can be independently translated relative to the ion-trap center along three axes using in-vacuum nanopositioners. Figure 1(a) shows a cutaway diagram of the ion trap in which most of the sapphire holder, one endcap, and one fiber have been removed.

We define the origin of the coordinate system to lie at the trap center. The trap axis is along the $x$-axis, and lies in the horizontal plane. The fibers are mounted vertically, along the $z$-axis. Although the fibers can be moved over a few mm along the $x$- and $z$-axes, in the following measurements they are kept at fixed positions close to the origin with $x, z \in [-10, 10] \mu$m. We use two different types of fibers: fiber M is a multimode fiber with a cladding diameter of 220 $\mu$m, and fiber P is a photonic crystal fiber with a cladding diameter of 230 $\mu$m. Both fibers’ facets were machined into concave profiles with a CO2 laser and were subsequently coated with a dielectric mirror stack of Ta$_2$O$_5$/SiO$_2$ bilayers, with the outermost layer being SiO$_2$ \cite{37}. The photonic crystal fiber provides efficient incoupling to TEM$_{00}$ cavity modes, whereas the multimode fiber is used for efficient outcoupling of light from the cavity \cite{35, 37}. The protective copper and polyimide layers of fibers M and P, respectively, were removed over more than 10 mm behind the tips, so that the side surfaces in the vicinity of the ion trap consist of the dielectric cladding. The facets and the
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Figure 1. Experimental setup. (a) Cutaway drawing of the ion trap assembly. The linear Paul trap (center) is mounted on a sapphire base. The rest of the sapphire holder and one endcap electrode are not shown. Nanopositioner assemblies for the fibers are visible at the upper right and lower left. The upper fiber is shown, while the lower fiber has been omitted for simplicity. (b) Sketch, not to scale, of a view along the trap axis, indicating fibers M and P, surface charge densities $\sigma_M$ and $\sigma_P$, and the CCD camera position. (c) Sketch, not to scale, of the view from the camera, indicating the ion coordinates $x_{\text{ion}}$ and $y_{\text{ion}}$ and the ion-fiber distances $d_M$ and $d_P$.

sides of the fibers thus constitute dielectric surfaces prone to trapping charges, which may be positive or negative. In this work, we will assume that these trapped charges can be described by homogeneous surface charge densities, called $\sigma_M$, $\sigma_P$, $\sigma_M'$, and $\sigma_P'$. The labels M and P identify the fiber, and f and s stand for ‘facet’ and ‘side’.

Figure 1(b) presents a sketch (not to scale) of a view along the trap axis depicting the fibers’ positions relative to the ion trap. The facets of fibers M and P are held at distances $d_M$ and $d_P$, respectively, from the trap center. In the absence of the fibers, the ion is trapped at the trap center. A charged fiber produces a static electric field that, when the fiber is brought near the ion, attracts or repels the ion. Using a CCD camera, we measure the corresponding horizontal shift $x_{\text{ion}}$ and vertical shift $y_{\text{ion}}$ of the ion in the $xy$ plane; see figure 1(c). The static electric field produced by a charged fiber also modifies the secular frequencies of the ion’s motion in the trap, which we also measure, as we now describe.

3. Measurement of ion position and secular frequency

Figure 2(a) shows a CCD image of an ion displaced from the trap center in response to the presence of fiber M, which in this example is positively charged. The ion continuously fluoresces under illumination by a 397 nm Doppler-cooling laser and an 866 nm repumping laser [1]. Both fluorescence from the ion and scattered light from the trap electrodes and inserted fibers pass through an objective and band-pass interferometric filters, after which they are detected by the camera.

To infer the ion position $x_{\text{ion}}$ along the trap axis, we determine the center of the ion image from the CCD camera with a precision of $\pm 1$ pixel. The pixel to metric-distance conversion is calibrated using two independently known quantities, the fibers’ diameters and the separation of the radial electrodes, yielding a conversion factor of $0.83(4) \mu m \, px^{-1}$. The distances $d_M$ and $d_P$ between the fiber facets and the trap center are not directly measurable in our experiments. Indeed, for fibers with a distance of $d_M > 0.18 \mu m$, which is the case for all data presented in section 6, the fibers are shielded by the radial electrodes and thus not visible to the CCD camera. In our setup, the nanopositioners do not have closed-loop feedback capabilities, and thus we do not have absolute position information about the fibers. Instead, we rely on the reproducibility of the step-by-step nanopositioner displacements, which we calibrate by displacing the fibers in the field of view of the CCD camera. Single steps increasing or decreasing $d_M$ correspond to displacements of $1.7(1) \mu m$ and $2.2(1) \mu m$, respectively, while single steps increasing or decreasing $d_P$ correspond to respective displacements of $2.0(1) \mu m$ and $1.8(1) \mu m$ due to different loads of the nanopositioners. We then assume that the distance traveled per step remains constant when the fibers are retracted out of the field of view. To test this assumption, we start with a fiber at a reference position within the field of view. We retract it by a given number of steps, then reverse the direction by the number of steps that according to our calibration should cover the equivalent distance. For fiber M, we recover the reference position within $\pm 25 \mu m$ for any displacement up to $2.0 \mu m$; we thus estimate $25 \mu m$ to correspond to a $2\sigma$ deviation and use a value of $13 \mu m$ for the uncertainty in $d_M$. Fiber P has a reproducible behavior with the same uncertainty up to a retraction of $0.75 \mu m$ from the trap center. For larger displacements of fiber P up to $1.6 \mu m$, the load on
the piezo nanopositioner is modified, most likely due to contact between the fiber and the vacuum chamber, resulting in a less reliable calibration. In this regime, we estimate the $2\sigma$ deviation of $d_p$ to be 60 $\mu$m and the uncertainty to be 30 $\mu$m.

We furthermore measure the axial secular trap frequency $\omega_{ax}$. We excite the axial mode of the ion’s motion by applying a voltage of variable frequency $\omega_{exc}$ to one of the endcap electrodes [38]. Scanning $\omega_{exc}$, we are able to distinguish between an unperturbed ion, as in figure 2(b), and an excited ion, as in figure 2(c), and to determine $\omega_{ax}/2\pi$ within $\pm 2$ kHz.

We note that the same techniques could be applied to measure the ion position along the $y$-axis and the secular frequencies along both radial axes. However, we do not present such measurements because we are not able to compare them with their simulated counterparts, as will be explained in section 5.

4. Simulations of ion positions and secular frequencies

Simulations of the total potential energy landscape are performed to estimate the ion’s equilibrium position and secular frequencies for arbitrary trap biasing voltages and for any charge state of the fibers according to the homogeneous surface-charge model described in section 2. The total potential is the sum of the rf pseudopotential [34] and the static potentials generated by the endcap electrodes and by the charge densities on the fibers’ surfaces. We use finite element analysis software to simulate the relevant electrostatic potentials. The simulations take into account the modification of the rf potential by the fibers by treating the fibers as dielectrics. The simulated fibers are assigned a dielectric constant at rf equal to that of silica, and with a length of 6 mm. The compensation electrodes are grounded in all cases.

We first simulate the static electric potential $U_{rf}(\vec{r})$ generated by the voltage $V_0 = 1$ V applied to the rf pair of radial electrodes while all other electrodes are grounded and all surface charge densities on the fibers are set to zero. The rf pseudopotential is then given by

$$
\Phi_{rf}(\vec{r}) = \frac{Q^2}{4M\Omega^2} \left( \frac{V_{rf}}{V_0} \right)^2 \nabla^2 U_{rf}(\vec{r}),
$$

where $M$ is the mass of a $^{40}$Ca$^+$ ion, $Q$ is the elementary charge, $\Omega$ and $V_{rf}$ are the angular frequency and amplitude of the voltage applied to the rf electrodes. The potential energy due to the right or left endcap electrode $i \in \{R, L\}$, when biased by a DC voltage $V_{ec,i}$, is given by

$$
\Phi_{ec,i}(\vec{r}) = Q \left( \frac{V_{ec,i}}{V_0} \right) U_{ec,i}(\vec{r}),
$$

where $U_{ec,i}(\vec{r})$ is the simulated electric potential generated when the voltage $V_0 = 1$ V is applied to the endcap $i$, all other electrodes are grounded, and all surface charge densities are set to zero. Next, we calculate
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Figure 3. Comparison of simulated potential maps in the $xy$ plane for different surface charges on fiber M while fiber P is held neutral. (a) $\sigma_{M,f} = \sigma_{M,s} = 0$, (b) $\sigma_{M,f} = \sigma_{M,s} = -4\sigma_0$, (c) $\sigma_{M,f} = \sigma_{M,s} = +4\sigma_0$, where $\sigma_0 = 1$ e $\mu$m$^{-2}$. Line cuts are taken through the potential maps along dashed lines which intersect the potential minima and are plotted in the right column. Fiber M is located above the upper edge of these maps at a distance of $d_M = 0.5$ mm from the trap center, while fiber P is $d_P = 1.6$ mm below the trap center depicted as a white cross.

The potential energy $\Phi_{\sigma_{jk}}$ due to a single fiber region with a surface charge density $\sigma_{jk}$, $j \in \{M,P\}$, $k \in \{f,s\}$. This potential energy is given by

$$\Phi_{\sigma_{jk}}(\vec{r}) = \frac{Q_{\sigma_{jk}}}{\sigma_0} U_{\sigma_{jk}}(\vec{r}),$$

where $U_{\sigma_{jk}}(\vec{r})$ is the static electric potential simulated for $\sigma_{jk} = \sigma_0 = 1$ e $\mu$m$^{-2}$, while all electrodes are grounded and all other surface charge densities are set to zero. Finally, the total potential energy $\Phi_{\text{sim}}(\vec{r})$ is given by

$$\Phi_{\text{sim}}(\vec{r}) = \Phi_{\text{rf}}(\vec{r}) + \sum_{i=\text{R,L}} U_{\text{ec},i}(\vec{r}) + \sum_{j=M,P; k=f,s} \Phi_{\sigma_{jk}}(\vec{r}).$$  \hspace{1cm} (1)

For each experimental configuration of the fiber distances $d_M$ and $d_P$ from the trap center, we successively simulate $U_{\text{rf}}(\vec{r})$, $U_{\text{ec},i}(\vec{r})$, and $\Phi_{\sigma_{jk}}(\vec{r})$, and we export a two-dimensional map of the corresponding electrical potentials in the $xy$ plane at $z = 0$. In separate post-processing software, we build the total potential $\Phi_{\text{sim}}(x,y)$ by summing the different contributions scaled by the voltages applied to the trap and for a given set of surface charge densities.

In figure 3, we show simulated total potentials for neutral, negative, and positive charge states of fiber M, where $d_M = 0.5$ mm and fiber P is held neutral. The simulations are performed with parameters from our experimental setup: $V_{\text{rf}} = 111$ V, $\Omega = 30.25$ MHz, $V_{\text{ec},\text{R}} = V_{\text{ec},\text{L}} = 1.3$ kV, and all other DC electrodes are grounded. When fiber M is negative, the ion is attracted by the fiber (figure 3(b)), and its axial potential is stiffened, that is, the curvature is steeper at the potential minimum. On the other hand, when fiber M is positive, the ion is repelled. In the example of figure 3(c), the repulsive force is so large that it splits the axial potential generated by the endcaps into a double-well, as also observed in [28].

For comparison with measured quantities, we determine the axial equilibrium position and the axial secular frequency of the ion for each simulation. As a starting point, we take the mean position of all points for which the potential lies in the (lowest) first percentile. For a circular area with a radius of 50 $\mu$m around this minimum, the potential is fitted with a two-dimensional parabolic curve so that the simulated potential around the ion’s position can be approximated with a harmonic potential. Translations along $x$ and $y$, curvatures of the two semi-axes, and a rotation of these semi-axes are used as free parameters for this two-dimensional fit. The ion position is given by the value for the translation along $x$, and its axial secular frequency is extracted from the fitted curvature along the minor semi-axis.
5. Trap imperfections and patch potential

By simulating each experimental fiber configuration using the methods of section 4, one should be able to find a set of surface charge densities \( \{ \sigma_{Pf}, \sigma_{Pb}, \sigma_{Mf}, \sigma_{Mb} \} \) that reproduces the results of the measurements discussed in section 3.

First, however, the simulations should be validated independently of the fibers’ influence. To this end, the fibers were maximally retracted to minimize their influence on the ion. With the left and right endcap voltages set to be equal, \( V_{ec,L} = V_{ec,R} \), the mean voltage \( V_{ec,M} = (V_{ec,L} + V_{ec,R})/2 \) of the endcaps was tuned to compare measurements of the axial secular trap frequency \( \omega_{sec} \) with the simulations. The measured and the simulated data were fitted to the formula 

\[
\omega_{sec} = \sqrt{\alpha V_{ec,M} + \omega_0^2}.
\]

From this fit, we determined the factor \( \alpha \), which accounts for the geometry of the trap. However, the factor determined from measurements, \( \alpha_{\text{exp}} = 2.3(1) \text{kHz}^2 \text{mV}^{-1} \), differed significantly from the factor determined from the simulation, \( \alpha_{\text{sim}} = 1.6(1) \text{kHz}^2 \text{mV}^{-1} \). This discrepancy can be explained by the margins of error in the trap fabrication. In particular, the geometric factor \( \alpha \) is sensitive to the radial positions of the blades. Adjusting the simulations so that the distances between the blades are larger by only about 7% reproduces measured data. As we cannot determine the radial positions of the blades with uncertainties less than 20 \( \mu \text{m} \), we compensate for this discrepancy by scaling the voltages applied to the endcaps in our simulation correspondingly to achieve the measured secular trap frequencies.

Furthermore, the theory of our linear trap design does not include an additional confinement \( \omega_0 \) in the expression above for \( \omega_{sec} \) [39]. However, for agreement with our measurements, it was necessary to include a positive confinement. This confinement was found to be independent of the applied rf voltage in our experiment. Such a residual static potential is common in ion traps [11]; in our case, it is likely due to deposits of atomic calcium that have built up on radial electrodes after repeated loading of ions [9, 32, 33]. These patches deform the trapping potential and may additionally oxidize and subsequently trap charges, deposits of atomic calcium that have built up on radial electrodes after repeated loading of ions [9, 32, 33]. We heated the radial trap electrodes locally with strong laser light [40] with powers up to 15 W. After this treatment, we observed a different confinement \( \omega_0 \). We infer that we are able to manipulate these patches, but this method does not allow us to control the patches precisely or to eliminate them.

These patches significantly affect the equilibrium position of the ion and its secular frequency. Since we aim to determine the charges on the fibers by precise measurement of these values, we need to understand quantitatively the role of this so-called patch potential. As the ion is displaced along the trap axis during our measurements, we need to consider the perturbation along the trap axis by estimating the patch potential \( U_{\text{patch}}(x) \). We then add this estimation to the simulated potential, such that the total potential including the patch effect along \( x \) is given by 

\[
\Phi(x,y) = \Phi_{\text{sim}}(x,y) + U_{\text{patch}}(x).
\]

To reconstruct \( U_{\text{patch}}(x) \), we measure the ion position \( x_{\text{exp}}(V_{ec,D}) \) as a function of the endcap voltage difference \( V_{ec,D} = V_{ec,L} - V_{ec,R} \). Here, we maintain a constant mean endcap voltage \( V_{ec,M} = 1 \text{kV} \). The voltage difference \( V_{ec,D} \) is scanned such that the ion moves over the full width of the CCD field of view (0.8 mm). We then simulate the ion position \( x_{\text{sim}} \) in the absence of any patch potential. For each voltage configuration \( V_{ec,D} \), we assume that the measured total potential along the \( x \)-axis, \( \Phi(x) \), composed of the simulated potential \( \Phi_{\text{sim}}(x) \) and the patch potential, can be approximated close to the ion by a harmonic potential:

\[
\Phi(x) = \Phi_{\text{sim}}(x) + U_{\text{patch}}(x) = \frac{1}{2} M \omega_{\text{exp}}^2 (x - x_{\text{exp}}^2),
\]

with the simulated harmonic potential around \( x_{\text{sim}} \)

\[
\Phi_{\text{sim}}(x) = \frac{1}{2} M \omega_{\text{sim}}^2 (x - x_{\text{sim}})^2.
\]

At the measured equilibrium position \( x_{\text{exp}} \), the derivative of the total potential, \( \Phi'(x_{\text{exp}}) \), vanishes:

\[
\Phi'(x_{\text{exp}}) = \Phi'_{\text{sim}}(x_{\text{exp}}) + U'_{\text{patch}}(x_{\text{exp}}) = 0
\]

\[
U'_{\text{patch}}(x_{\text{exp}}) = -M \omega_{\text{sim}}^2 (x_{\text{exp}} - x_{\text{sim}}).
\]
Figure 4. Reconstruction of the patch potential $U_{\text{patch}}(x)$. (a) Measured and simulated ion positions $x$ (blue points and red crosses, respectively) as a function of endcap voltage difference $V_{\text{ec,D}}$. (b) Measured and simulated axial frequencies (blue points and red crosses, respectively) as a function of ion position $x$. (c) Reconstructed patch potential from the discrepancies of the ion positions [green dotted line; see (a)] and of the axial secular trap frequencies [green dashed line; see (b)]. For the patch potential reconstruction based on trap frequencies, the corresponding ion positions have been simulated and plotted in (a) for comparison with the measured data, while for the patch potential reconstruction based on ion positions, the trap frequencies have been simulated and plotted in (b).

\begin{equation}
U_{\text{patch}}(x) = -M\omega_{\text{sim}}^2 \int_0^x \Delta x(V_{\text{ec,D}}(x_{\text{exp}})) \, dx_{\text{exp}}.
\end{equation}

Alternatively, after differentiating equation (2) twice,

$$
\Phi''(x) = \Phi_{\text{sim}}''(x) + U_{\text{patch}}''(x)
$$

\begin{equation}
M\omega_{\text{exp}}^2 = M\omega_{\text{sim}}^2 + U_{\text{patch}}''(x),
\end{equation}

we can use the discrepancy between the squared secular trap frequencies

$$
\Delta \omega^2(V_{\text{ec,D}}) = \omega_{\text{exp}}^2(V_{\text{ec,D}}) - \omega_{\text{sim}}^2(V_{\text{ec,D}})
$$

to determine the curvature of the patch potential $U_{\text{patch}}''$ at $x_{\text{exp}}(V_{\text{ec,D}})$. After one integration over the position, the integration constant is chosen such that the simulated equilibrium position without any endcap voltages ($V_{\text{ec,M}} = 0$) matches the one observed experimentally. Following a second integration, we again end up with the reconstructed patch potential.

The two reconstruction methods produce patch potentials with nearly identical structure, as shown in figure 4. For both methods, the starting point for integration is the point at which the simulated and measured ion positions are equal, at $x = 30 \mu m$. Integration then proceeds outwards stepwise, such that any errors will accumulate, as can be seen in figure 4(c), where the discrepancy between the two reconstruction methods is greatest at $x = \pm 400 \mu m$. To understand whether these deviations are significant, we extracted the axial positions and secular trap frequencies from the total simulated potentials $\Phi(x,y) = \Phi_{\text{sim}}(x,y) + U_{\text{patch}}(x)$ for both reconstructions. For the reconstruction based on the secular trap frequency, the corresponding axial position is plotted together with the measured and simulated ion position values in figure 4(a). For the reconstruction based on ion position, the corresponding secular trap frequency is plotted together with the measured and simulated values in figure 4(b). Mean discrepancies of both positions and frequencies and of both reconstruction methods are on the order of measurement errors (0.8 \mu m and 2 kHz) and simulation errors (0.5 \mu m and 2 kHz), indicating that variations in the reconstructed patch potentials seen in figure 4(c) are not significant. In the following, reconstructions are based on the mean of the two reconstructed patch potentials, with which we observe a mean discrepancy of 4.8 kHz compared to the measured secular trap frequencies with uncertainties of 2 kHz. For the reconstructed ion position, the error depends strongly on the actual position. In the center the deviations
are only about 1 μm. But for displacements larger than 300 μm from the trap center, the discrepancies between reconstruction and measurement are up to 15 μm due to errors accumulated by the integration for the reconstruction. This characteristic is taken into account in further reconstructions by a position-dependent error.

We note that the reconstruction method described above depends on tuning the endcap voltages and is thus only valid along the trap axis. We are unable to use the same approach to evaluate data on ion position and secular frequency measured along the radial axis y. It is in principle possible to extend the reconstruction method to the radial direction, since we can displace the ion along the y-axis using another set of static electrodes. However, a systematic mapping of \( U_{\text{patch}}(x,y) \) in the xy plane is challenging because when the ion is displaced from the trap axis, it is affected by micromotion and often fails to remain stable or trapped. Therefore, we limit ourselves to a one-dimensional reconstruction of the patch potential along the trap axis. Moreover, for our trap geometry, the axial secular frequency is the lowest and thus the most sensitive to the fiber position, independent of the sign of the fibers’ surface charges. As a result, information in the radial direction is not essential for estimating the charge state of the fibers, although knowledge about \( U_{\text{patch}}(x,y) \) in two dimensions would help to refine this estimation.

6. Determining the charge surface densities on the fibers

Finally, we turn to the determination of surface charge densities on the fibers. We will present two cases, both from our experimental setup, that are particularly relevant for cavity-QED experiments in which an ion is trapped inside a fiber-based cavity. First, we examine the situation of a fiber that was found to be positively charged after the system was first assembled, evacuated, and used to trap ions. Second, we discuss the case of an almost neutral fiber, which offers favorable conditions for building short fiber cavities that result in minimal disturbance of the ion’s position. Both fibers are always present in the setup, but they are measured one after the other: while the fiber to be measured is displaced relative to the ion, the other fiber is maintained at a fixed distance. The variations of position and secular frequency of the ion are thus due to the moving fiber only.

6.1. Positively charged fiber

Figure 5 shows the measured axial position and secular frequencies of the ion as a function of fiber P’s position. Here, fiber M remains retracted at \( d_M \approx 2.0 \) mm and has no influence on the ion. We verify this claim by translating fiber M to \( d_M \approx 1.6 \) mm, which yields no measurable shifts in either the ion position or its axial frequency. We conclude that fiber M’s charges do not affect this measurement and set \( \sigma_{Mf} \) and \( \sigma_{Ms} \) to zero in the simulations.

As fiber P is brought toward the ion from a fully retracted position \( (d_P \approx 1.6 \) mm), the axial frequency is first observed to decrease, while the ion remains close to the trap center but is slightly shifted away from the fiber. At \( d_P \approx 0.55 \) mm, the axial frequency reaches a minimum, and as the fiber is moved closer to the trap center, the axial frequency increases, while the ion is now significantly displaced from the trap center. This scenario corresponds to a positively charged fiber. The static potential of the approaching positive fiber first relaxes the axial potential that is provided by the endcaps, and as the fiber is not exactly centered with respect to the ion, the fiber displaces the ion along the x-axis. As the positively charged fiber is brought even closer to the trap center, the repulsive force splits the axial potential into a double-well potential, as illustrated in figure 3(c). The transition between the single- and double-well cases happens at \( d_P \approx 0.55 \) mm. For the double-well case, either local minimum can be stably occupied in experiments. In practice, the ion was reliably found on the side with \( x < 0 \).

To determine the charge state \( \{\sigma_{Pf}, \sigma_{Ps}\} \) of fiber P, the ion’s positions and axial frequencies are simulated for the measured fiber’s positions and compared to the measurements. By adjusting the charge distribution of the fiber used in the simulations, the agreement between simulated and measured values can be optimized, that is, the discrepancies between simulation and measurement for ion position and axial frequency can be minimized. For the purpose of this optimization, the position and frequency discrepancies are normalized so that a single value can be derived, which is then minimized, as we now describe.

We simulate the total potential \( \Phi(x,y) = \Phi_{\text{sim}}(x,y) + U_{\text{patch}}(x) + \Phi_{\text{cp}}(x,y) + \Phi_{\text{dp}}(x,y) \) for all measured positions of fiber P, using the trapping voltages of the experiment. In contrast to the applied voltages described in section 5, here we raised the axial confinement by applying a mean endcap voltage of \( V_{\text{ec},M} = 1.5 \) kV. For the following simulations, fiber P is positioned at \( x = 10 \) μm, which is within the uncertainty with which we can position the fiber at the origin in our experimental setup (cf section 2). Simulations were carried out for fiber positions at \( x = \{0, 5, 10, 15\} \) μm and the best agreement between measurements and simulations was chosen. From these reconstructed total potentials, we extract the simulated positions and axial frequencies. We omit a reconstruction around the transition region from a...
Figure 5. (a) Ion position $z_{\text{ion}}$ and (b) axial frequency $\omega_{\text{ax}}$ as a function of $d_P$, the position of fiber P, both measured (blue points) and simulated for $\sigma_P = +7.2 e/\mu m^2$ (red crosses) and for $\{\sigma_f, \sigma_s\} = \{+4.0, +8.5\} e/\mu m^2$ (green stars). The orange shaded area indicates the transition between a single-well and a double-well axial potential. The simulations were omitted in this region due to the anharmonic potential (see main text). Measurement error bars represent one standard deviation. Simulation error bars represent the uncertainties of the fit to the reconstructed potential and the errors found for the reconstruction in section 5.
Figure 6. (a) Ion position $x_{\text{ion}}$ and (b) axial frequency $\omega_{ax}$ as a function of $d_M$, the position of fiber M, both measured (blue points) and simulated for $\sigma_P = -0.27$ e/µm$^2$ (red crosses) and for $\{\sigma_M^f, \sigma_M^s\} = \{-2.1, +1.3\}$ e/µm$^2$ (green stars). Measurement error bars represent one standard deviation. Simulation error bars represent the uncertainties of the fit to the reconstructed potential and the errors found for the reconstruction in section 5.

We were able to modify the charge distribution of fiber M to achieve such a cancellation; the method will be discussed briefly in section 7. In figure 6, the blue points show the measured axial positions and axial frequencies of the ion as a function of $d_M$ while fiber P is kept retracted at $d_P \approx 1.6$ mm. When fiber M is brought toward the trap center, the ion remains close to the trap center but is first shifted slightly away from the fiber, then slightly toward it. Its axial frequency increases, indicating that the ion sees a negative charge distribution overall. Moreover, in contrast to the situation described in section 6.1, fiber M can be brought within 200 µm of the ion while the ion remains within 4 µm of the trap center.

Following the approach described for the positively charged fiber, we optimize the parameters $\{\sigma_M^f, \sigma_M^s\}$ to obtain the best agreement between simulations and data. Here, fiber M’s position was set to $x = 5$ µm following simulations over a range of positions within the experimental positioning uncertainty, as explained in section 6.1. In the simulations, for the retracted fiber P, we set $\{\sigma_P^f, \sigma_P^s\} = \{+4.0, +8.5\}$ e/µm$^2$, as determined previously. The least-squares optimization code converges to surface charge densities of $\{\sigma_M^f, \sigma_M^s\} = \{-2.1, +1.3\}$ e/µm$^2$ for fiber M with a residual mean discrepancy of 1.5. Again, the reconstruction was also optimized for a single surface charge density. Here, a minimum mean residual of 4.9 standard deviations was found for $\sigma_P = -0.27$ e/µm$^2$. The significantly higher discrepancy between simulation and experiment in this case indicates the need for different surface charge densities on the fiber’s facet and side to account for the measured data properly.

When fiber M is close to the trap center, the ion is mostly influenced by the negative charges on the fiber facet and reacts accordingly. But when fiber M is far away, the positive and negative charges roughly compensate for one another, perturbing the ion minimally; only when $d_M$ is less than 0.5 mm does the ion start to respond via its position and axial frequency to a displacement of the fiber. In contrast, small displacements of fiber P can be detected via shifts of the ion’s axial frequency even when the fiber is fully retracted ($d_P \approx 1.6$ mm).

7. Discussion

We have described a method to model the surface charge densities on optical fibers next to a trapped ion in a way that reproduces experimental results. In this work, we have shown a detailed analysis for one patch potential configuration in section 5 and for two surface charge distributions of fibers in section 6.

Furthermore, following these methods, for several additional charge states of the fibers and patch potentials on the radial electrodes, we were able to estimate a set of charge densities ranging from $-10$ to $+50$ e/µm$^2$. This result could be of interest to designers of ion traps combining integrated optics and using similar materials. Indeed, the quantity of charges trapped on dielectric surfaces is often unknown and uncontrollable. Thus, the consideration of a realistic range could benefit the design and simulation of mitigation strategies against the detrimental effects of these charges.
Comparing measurements of the ion’s position and its axial secular frequency, charge densities were determined via least-squares optimization, but the reconstructions for the two fibers had final mean discrepancies of 1.5 and three standard deviations with respect to the measurements. Two main limitations, described below, prevent us from determining the charge densities with better agreement between reconstruction and measurement.

7.1. Limits of the method
First, the model we use to describe how the charges are distributed over the fibers does not account for complex structures: we assume that there is a homogeneous distribution of charges across the fiber facet and a second homogeneous distribution along the fiber side. This choice is dictated by simplicity and symmetry in the absence of better knowledge of the actual charge distribution. An even simpler choice would have been a single homogeneous distribution over the complete fiber surface. This would have worked reasonably well for the positive fiber P, as seen in figure 5, but for fiber M, our two-parameter approach was essential to account for the data, as seen in figure 6. One could think of refining the model by dividing the exposed area into additional zones, each carrying a different homogeneous density, or by parametrizing non-homogeneous distributions. But without physical justification to guide these choices, one would end up with a wide parameter space to optimize, which would be time- and resource-consuming.

Second, we suffer from imperfect knowledge of the patches described in section 5. Although we were able to gain information that allowed us to account for the effect of the patch along the x-axis, this reconstruction is limited, particularly because we were not able to characterize the patch potential along the radial axis y. Not only could we have used measurements of the same quantities in the radial direction for a reconstruction, but also we could have combined the analyses of measurements and simulations along the two axes to gain more precision of the determined surface charge densities.

7.2. Temporal stability of charges
The charge distributions in our setup shift over time, affecting the timescales over which measurements are reproducible. Here, we discuss those timescales and how they are accounted for in our measurements. Recall that in section 6.2, the charge distribution of fiber M had been modified to achieve a near-neutral state. This modification was the result of a laser-based procedure that we have recently developed and investigated in which photoelectrons are created by the illumination of trap electrodes with around 30 mW of 393 nm laser light [41]. During this illumination, these electrons can be influenced by applied voltages on particular electrodes, after which the charge states on both the fibers and patches are observed to shift. The patch potentials on the electrodes are found to evolve on a time scale of a few minutes, stabilizing after about 1 h, presumably due to charge rearrangement. The charge state of the fibers initially stabilizes within a few hours, but continues to drift on another, much slower time scale.

This procedure provides us with the flexibility to tune the charge state of the fibers to be either more negative or more positive. However, one shortcoming is that the charges on the fibers continue to drift. Fiber P reaches its final charge state within about one week, whereas fiber M needs about one day. These different time scales may be due to the coatings of the fibers, which are more than 10 mm behind the fiber facet (section 2): fiber P has an insulating coating, whereas fiber M has a metallic coating, which could shorten the time scale of charge rearrangement. Moreover, if the fibers are translated via their nanopositioning stages before the final charge state has been reached, the charge on the fibers shifts. Experimentally, we address this by waiting for the charge state of both fibers to stabilize before carrying out measurements such as those presented in figures 5 and 6. We have verified that after a sufficient waiting time, translation of the fibers does not affect the measurement results within error bars.

7.3. Possible applications
In spite of these limitations, our method provides a reconstruction of the patch potential along the ion-trap axis and an estimation of the surface charge density of dielectrics. This method can be replicated in any setup where a dielectric object can be displaced relative to a trapped ion or another charge-sensitive particle. However, it cannot be applied to measure the charge density of a fixed object. Only by displacing a charged dielectric object can the ion experience a change of electric field which could be attributed to the displaced charges. Displacing an ion relative to a fixed dielectric object can only be used to measure the electric field generated by this object, as described in [9].

In cavity QED setups involving trapped ions and optical cavities based on dielectrics, building short cavities to maximize the ion-cavity coupling rate is challenging because the mirrors tend to carry charges. The ability to assess the charge densities on the fibers and their evolution will aid in the development of procedures to discharge the fibers. Furthermore, knowledge of the typical charge densities that can be
expected under a given set of conditions will enable targeted approaches to improve experimental setups, such as by incorporating elements to reduce the adverse effects of charges on trapped ions. These considerations also apply to cavity QED setups using Rydberg atoms due to their large sensitivity to electric fields [42, 43].

Our method is relevant for the field of trapped ions in general, where systems designed for scalable quantum computing or quantum simulation can benefit from component miniaturization. In a microfabricated trap, ions can be stored a few tens of micrometers away from the trap surfaces, which may generate spurious electric fields [4, 6]. Such fields have been found to be correlated to ion heating [15]. Efforts are also underway to integrate optical elements required to address ions with laser beams [21], to collect ions’ fluorescence [20, 23, 27], or to build fiber-based cavities [25, 44]. While these elements are fixed with respect to the ion trap, more complex future tasks, such as selective addressing or imaging, may benefit from movable mirrors, lenses, fibers, or waveguides placed close to ions. Understanding the charge state of these elements is desirable in order to minimize detrimental effects of the corresponding parasitic fields, such as trapping instability, excess micromotion or anomalous heating, in view of optimizing the quantum operations for which a given device was designed. More broadly, our method can be valuable for any experiment where charging effects or local electric fields on surfaces need to be understood or mitigated.

8. Conclusion

We have presented a method to determine the surface charge density on optical fibers placed in the vicinity of a trapped ion, assuming a simplified model of two homogeneous surface charge areas per fiber. This method relies on measuring the ion’s position and its secular frequency for different positions of the fibers, and on comparing these measurements to simulations with the unknown charges densities as adjustable parameters. In our experimental setup, the situation is complicated by the presence of additional confinement likely due to calcium depositions on the radial trap electrodes. Following reconstruction of the corresponding patch potentials, simulations were found to be in agreement with measurements, allowing us to determine fiber surface-charge densities.

We expect our approach to allow for better characterization of dielectric surfaces close to trapped ions. Scalable quantum-computing devices making use of micro-fabricated traps and integrated optics may benefit from the capability to assess the charge state of dielectric components placed in the vicinity of ions. In particular, cavity-QED setups using fiber-based cavities could be improved with the knowledge about the surface charge densities. With the presented laser-based procedure and the method to determine the surface charge densities, we were able to reduce the charges on our fibers so that we could trap an ion inside the fibers aligned for cavity-QED experiments.
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