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Abstract The three-dimensional axisymmetric Boussinesq problem of an isotropic half-space subjected to a concentrated normal quasi-static load is studied within the framework of linear dipolar gradient elasticity. Our main concern is to determine possible deviations from the predictions of classical linear elastostatics when a more refined theory is employed to attack the problem. Of special importance is the behavior of the new solution near to the point of application of the load where pathological singularities exist in the classical solution. The use of the theory of gradient elasticity is intended here to model the response of materials with microstructure in a manner that the classical theory cannot afford. A linear version of this theory results by considering a linear isotropic expression for the strain-energy density that depends on strain-gradient terms, in addition to the standard strain terms appearing in classical elasticity. Through this formulation, a microstructural material constant is introduced, in addition to the standard Lamé constants. The solution method is based on integral transforms and is exact. The present results show significant departure from the predictions of classical elasticity. Indeed, continuous and bounded displacements are predicted at the points of application of the concentrated load. Such a behavior of the displacement field is, of course, more natural than the singular behavior exhibited in the classical solution.
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1 Introduction

The problem of determining the stress and displacement field in an isotropic half-space, which is acted upon by a concentrated point load on its surface is the celebrated Boussinesq problem (see Fig. 1). The Boussinesq solution of classical elasticity is discussed, e.g., by Love [1], Timoshenko and Goodier [2], Fung [3], Barber [4], and Selvadurai [5]. The Boussinesq solution is of fundamental importance in geotechnical applications including soil-structure interaction and stability, earthquake prediction, and rock mechanics [6,7]. In fact, the solution serves as the pertinent 3D Green’s function utilized to determine the stresses and displacements induced by general load distributions, thus, rendering it a very useful tool in estimating and designing foundation settlements, provided that the elastic behavior is a reasonable assumption for the soils involved. The problem enjoys also important applications in Contact Mechanics and Tribology (see e.g. Barber [4], Gladwell [8], and Hills et al. [9]). In addition, the Boussinesq solution is used in a multitude of 3D elastostatic problems analyzed by the Boundary Element Method (see e.g. Beskos [10]).

Fig. 1 Half-space acted upon by a normal point load on its surface.
A well-known feature of the classical Boussinesq solution is that the displacement field suffers a Cauchy-type singularity at the point of application of the load. Therefore, the displacements under the point load become infinite, violating thus the basic premise of linearized elasticity. In fact, unbounded displacements occur at the point of application of the load, no matter how small the load intensity is. It is obvious, therefore, that the classical elasticity solution does not reflect (to some extent) the actual situation.

The present work aims at providing an exact solution to the three-dimensional (3D) axisymmetric Boussinesq problem that is exempt from the aforementioned deficiencies by using a more refined theory than classical elasticity. The most common version of the linear Toupin-Mindlin theory of elasticity with microstructure [11,12,13] is used, i.e. the so-called micro-homogeneous case (see Section 10 in Mindlin [12]). The general framework also appears under the names ‘dipolar gradient theory’ or ‘strain-gradient theory’ or ‘grade-two theory’. A successful treatment of the 2D counterpart problem (i.e. the plane-strain Flamant-Boussinesq problem) by using the same theory was provided recently by two of the present authors (Georgiadis and Anagnostou [14]). It was found that the (exact) gradient solution predicts bounded and continuous displacements at the point of application of the load and, therefore, ‘corrects’ (in a boundary-layer sense) the classical Flamant-Boussinesq solution (the latter one predicts a logarithmically singular and discontinuous displacement field in the vicinity of the point of application of the concentrated line load). Finally, it is remarked that the dipolar gradient theory is a special case of the general micromorphic continuum introduced by Mindlin [12], where the micromorphic medium possesses 12 degrees of freedom: the 3 conventional translational degrees of freedom and 9 additional degrees of freedom related to the material microstructure. An interesting review and some recent applications of the micromorphic theory can be found in [15-17].

The strain-gradient theory is capable of modeling the mechanical response of solids with microstructure allowing the presence of characteristic material lengths in the governing equations. According to this, each material particle has three degrees of freedom (the displacement components – just as in the classical theories) and the micro-density does not differ from the macro-density. Also, among the three forms of that version, we choose form II of Mindlin [12] which assumes a strain-energy density that is a function of the strain tensor and its gradient. In a way, this form is a first-step extension of classical elasticity. We notice that the gradient of strain comprises both rotation and stretch gradients. Therefore, this version of the gradient theory is different from the standard couple-stress theory (Cosserat theory with constrained rotations) assuming a strain-energy density that depends upon the strain and the gradient of rotation only. Moreover, the dipolar gradient theory is
different from the Cosserat (or micropolar) theory that takes material particles with six independent degrees of freedom (three displacement components and three rotation components, the latter involving rotation of a micro-medium w.r.t. its surrounding medium). A comprehensive review article on generalized continuum theories has recently been written by Maugin [18].

The Toupin-Mindlin gradient theory had already some successful applications on stress concentration elasticity problems concerning holes and inclusions, during the 1960s and the 1970s (see e.g. Cook and Weitsman [19], Eshel and Rosenfeld [20,21]). More recently, this approach and related extensions have been employed to analyze various problems involving, among other areas, fracture (Chen et al. [22], Shi et al. [23], Georgiadis [24], Radi and Gei [25], Grentzelou and Georgiadis [26,27], Gourgiotis and Georgiadis [28], Aramas and Giannakopoulos [29], Aslan and Forest [30], Gourgiotis et al. [31], Piccolroaz et al. [32], Sciarra and Vidoli [33]), wave propagation (see e.g. Maugin and Miled [34], Engelbrecht et al. [35], dell'Isola et al. [36], Polyzos and Fotiadi [37], Gourgiotis et al. [38]), poroelasticity (Madeo et al. [39]), mechanics of defects (Lazar and Maugin [40,41], Forest [42]), and stress concentration due to discrete loadings (Georgiadis and Anagnostou [14], Exadaktylos [43], Lazar and Maugin [44]).

Appropriate length scales for strain gradient elasticity theories were discussed by, among others, Chen et al. [22], Georgiadis et al. [13], and Polyzos and Fotiadi [37]. For instance, Chen et al. [22] developed a continuum model for cellular materials and found that the continuum description of these materials obey an elasticity theory with strain-gradient effects. In the latter study, the intrinsic material length was naturally identified with the cell size. Another example of successful modeling of microstructure and size effects in elastically deformed solids includes the propagation of waves of small wavelengths. Indeed, in electronic-device applications, surface-wave frequencies on the order of GHz are often used and therefore wavelengths on the micron order appear (see e.g. White [45], and Farnell [46]). In such situations, dispersion phenomena of Rayleigh waves at high frequencies can only be explained on the basis of a gradient elasticity theory (Georgiadis et al. [13]). In addition, the latter study provides an estimate for a microstructural parameter (i.e. the so-called gradient coefficient $c$) employed in some simple material models. This was effected by considering that the material is composed wholly of unit cells having the form of cubes with edges of size $2h$ and comparing the forms of dispersion curves of Rayleigh waves obtained by the Toupin-Mindlin approach with the ones obtained by the atomic-lattice analysis. It was found that $c$ is of the order of $(0.1h)^2$. Generally, theories with elastic strain gradient effects are intended to model situations where the intrinsic material lengths are of the order of 0.1 – 10 microns [23]. Since the strengthening effects arising from strain gradients become important when these
gradients are large enough, these effects will be significant when the material is deformed in very small volumes, such as in the immediate vicinity of crack tips, notches, small holes and inclusions, and micrometer indentations.

Now, we concentrate on the subject of the present work, i.e. the 3D axisymmetric Boussinesq problem within the context of dipolar gradient elasticity. In the literature, there are only two results closely related to this subject. The first one is due to Karlis et al. [47]. This is a numerical study employing the Boundary Element Method. In this work, results only for the vertical surface displacement were obtained showing a bounded behavior at the point of application of the concentrated load. However, no results were presented for the behavior of the radial surface displacement or the influence of the material constants on the solution. The second result is due to Gao and Zhou [48], who evaluated the surface displacements in the 3D Boussinesq problem by using the method of Hankel transforms. However, they did not provide analytical expressions for the vertical and radial surface displacements in gradient elasticity since the inversions of the pertinent integral transforms were performed only numerically. In addition, no results were presented regarding the influence of the Poisson’s ratio in the gradient solution. Moreover, the important issue of uniqueness of the solution in gradient elasticity was not discussed. It should be noticed that in the present analytical study all these matters are addressed in detail.

Other efforts set out to alleviate the field singularities in the 3D Boussinesq problem by the use of different generalized continuum theories are mentioned now. In the context of micropolar (Cosserat) theory, the Boussinesq problem was analyzed by Dhaliwal [49], Sandru [50], Khan and Dhaliwal [51], and Dyszlewicz [52]. It is noticed that in micropolar elasticity solutions, displacement and stress singularities occur again. The orders of these singularities are the same as in classical theory, but the structure of the fields is different. On the other hand, Nowinski [53] utilizing the Kröner-Eringen theory of non-local elasticity showed that all stress components remain finite at the point of application of the concentrated load. However, although this result is more realistic than the respective result of the classical theory, still the magnitude of stresses predicted by the non-local theory is extremely high. Finally, Simmonds and Warne [54] examined the nonlinear elastic Boussinesq problem within the framework of classical finite elasticity. They obtained asymptotic solutions in the case of only a tensile point load for an incompressible generalized neo-Hookean (power-law) material and a compressible Blatz-Ko material. It was shown that the former solid, if sufficiently stiffer than the conventional neo-Hookean material, may support a finite displacement under the point load, but the compressible Blatz-Ko solid does not support a finite displacement.
Our solution is based on integral transforms and is \textit{exact}. Certainly, such an analytical solution has an advantage over numerical solutions. A simple but yet rigorous version of the Toupin-Mindlin theory of dipolar gradient elasticity involving only one additional material constant (the so-called gradient coefficient) is employed that leads to a solution not exhibiting the singular behavior described above. It is worth noting that, contrary to the previous numerical studies by Karlis et al. [47] and Gao and Zhou [48], we provide here \textit{explicitly} the terms in the gradient solution that eliminate the Cauchy type singularities of classical elasticity. In this sense, the new solution predicts therefore a more natural material response. In particular, the vertical surface displacement attains a constant (bounded) value at the point of application of the load which depends upon the load intensity and Poisson’s ratio. An estimate of this value is provided explicitly in terms of the Poisson’s ratio and the characteristic material length. Also, the radial displacement becomes zero at the same point – this is justified by the axisymmetric character of the Boussinesq problem. It is shown that the occurrence of bounded displacements at the point of application of the concentrated load implies that the total strain energy in a small region surrounding the singular point vanishes, as the size of the region tends to zero. Consequently, an analogue of Kirchhoff’s theorem guarantees \textit{uniqueness} of solution for the concentrated load problem in gradient elasticity [26]. In addition, we remark that the bounded displacement field depends now upon the load intensity allowing, within the new context, a sound meaning of the load-carrying capacity of the medium. This may have important implications for more general contact problems and the Boundary Element Method.

In closing, we note that the occurrence of bounded fields in singular stress concentration problems is not uncommon in the context of dipolar gradient elasticity. For instance, in the 2D plane-strain Flamant-Boussinesq and Kelvin problems bounded and continuous displacements were predicted at the point of application of the loads (Georgiadis and Anagnostou [14], Exadaktylos [43], Lazar and Maugin [44]). In dislocation / disclination problems, gradient elasticity predicts finite strain and stress fields at the defect line (see e.g. Lazar and Maugin [40,41]). In addition, in 2D crack problems (see e.g. Gourgiotis and Georgiadis [28]), the near tip strain field was found to be bounded in the gradient solution exhibiting an $r^{3/2}$-variation ($r$ is the distance from the crack tip) contrary to the singular $r^{-1/2}$-variation of classical elasticity. The latter observation concurs with the uniqueness theorem for crack problems in gradient elasticity, where the necessary conditions for uniqueness are bounded displacements and strains around the crack tip (Grentzelou and Georgiadis [26]). All these results have an explanation because, in general, materials governed by dipolar gradient theory tend to behave in a more rigid way (having increased stiffness) as compared to materials governed by classical continuum theories.
2 Basic equations of dipolar gradient elasticity

In this Section, we will give a brief account of form II of Mindlin’s theory of dipolar gradient elasticity. More detailed presentations can be found in some recent papers (Georgiadis et al. [13], Gourgiotis et al. [31,38], Georgiadis and Grentzelou [55]) and in the fundamental papers by Toupin [11], Mindlin [12], Bleustein [56], and Mindlin and Eshel [57].

One may start from the following expression of the elastic strain-energy density

\[ W \equiv W(\varepsilon_{pq}, \partial_{p}\varepsilon_{pq}) , \quad (1) \]

which is assumed to be a positive definite function and depends upon both the strain and its gradient. In the above equation, a Cartesian rectangular coordinate system \(Ox_1x_2x_3\) is considered for a 3D continuum (indicial notation and the summation convention will be used throughout), \(\partial_{p}(\ ) = \partial(\ )/\partial x_{p}\), the Latin indices span the range (1,2,3), \(\varepsilon_{pq} = (1/2)(\partial_{p}u_{q} + \partial_{q}u_{p}) = \varepsilon_{qp}\) is the linear strain tensor, and \(u_{q}\) is the displacement vector. Small strains and displacements are assumed, and although (1) allows for non-linear constitutive behavior, we will confine attention here to a linear constitutive law. The strain gradient \(\partial_{p}\varepsilon_{pq}\) has 18 independent components and comprises both rotation and stretch gradients [57].

Further, stresses can be defined in the standard variational manner

\[ \tau_{pq} \equiv \partial W / \partial \varepsilon_{pq} , \quad m_{pq} \equiv \partial W / \partial (\partial_{p}\varepsilon_{pq}) \] , \quad (2a,b)

where \(\tau_{pq}\) is the monopolar stress tensor expressed in dimensions of \([\text{force}][\text{length}]^{-2}\), \(m_{pq}\) is the dipolar (or double) stress tensor (a third-rank tensor) expressed in dimensions of \([\text{force}][\text{length}]^{-1}\), and the following symmetries for the monopolar and dipolar stress tensors are noticed: \(\tau_{pq} = \tau_{qp}\) and \(m_{pq} = m_{qp}\). The dipolar stress tensor follows from the notion of dipolar forces, which are anti-parallel forces acting between the micro-media contained in the continuum with microstructure. As explained by Green and Rivlin [58] and Jaunzemis [59], the notion of multipolar forces arises from a series expansion of the mechanical power containing higher-order velocity gradients. A physical
interpretation of these multipolar forces employing discrete structural models has been given recently by Alibert et al. [60].

Then, the equations of equilibrium (global equilibrium) and the traction boundary conditions along a boundary (local equilibrium) can be obtained from variational considerations [12,56]. Assuming the absence of body forces, the appropriate expression of the Principle of Virtual Work is written as [56]

$$\int_V \left[ \tau_{pq} \delta \varepsilon_{pq} + m_{pq} \delta (\partial_r \varepsilon_{pq}) \right] dV = \int_S \tau_{pq}^{(n)} \delta u_q dS + \int_S T_{qr}^{(n)} \partial_q (\delta u_r) dS ,$$

where the symbol $\delta$ denotes weak variations and it acts on the quantity existing on its right. In the above equation, $\tau_{pq}^{(n)}$ is the true force surface traction, $T_{pq}^{(n)}$ is the true double force surface traction, and $n_p$ is the outward unit normal to the boundary along a section inside the body or along the surface of it. Examples of the latter tractions along the surface of a 2D half-space are given in Fig. 2.

![Fig. 2](image_url) Positively oriented true monopolar and dipolar tractions on the surface of a half-space.
The equations of equilibrium and the traction boundary conditions take the following form

\[ \partial_p \left( \tau_{pq} - \partial_r m_{rpq} \right) = 0 \quad \text{in} \quad V , \tag{4} \]

\[ P_q^{(n)} = n_p \left( \tau_{pq} - \partial_r m_{rpq} \right) - D_p \left( n_m m_{rpq} \right) + \left( D_r n_p \right) n, n_p m_{rpq} \quad \text{on} \quad \text{bdy} , \tag{5} \]

\[ R_q^{(n)} = n_p n_p m_{rpq} \quad \text{on} \quad \text{bdy} , \tag{6} \]

\[ E_q = \left[ n, k_p m_{rpq} \right] \quad \text{on} \quad \text{edge} \ C , \tag{7} \]

where \( V \) is the region (open set) occupied by the body, \( \text{bdy} \) denotes any boundary along a section inside the body or along the surface of it, \( D_p(\ ) = \partial_p(\ ) - n_p D(\ ) \) is the surface gradient operator, \( D(\ ) = n_p \partial_p(\ ) \) is the normal gradient operator. Further, \( C \) denotes every edge formed by the intersection of two portions, say \( S_1 \) and \( S_2 \) of the (closed) bounding surface \( S \), and the double brackets \([\ ]\) indicate that the enclosed quantity is the difference between the values on \( S_1 \) and \( S_2 \).

Also, the vector \( k \) is defined as \( k_p = e_{eq} s, n_p \), where \( s_q \) is the unit tangent vector to the curve \( C \), and \( e_{eq} \) is the Levi-Civita permutation symbol. Furthermore, according to Bleustein [56], \( P_q^{(n)} \equiv i_q^{(n)} + D_p(n_p) n_p T_{pq}^{(n)} - D_p T_{pq}^{(n)} \) is the auxiliary force traction, \( R_q^{(n)} \equiv n_p T_{pq}^{(n)} \) is the auxiliary double force traction and \( E_q \equiv \left[ k_p T_{pq}^{(n)} \right] \) is a line load defined on the edge \( C \).

At this point, it is worth noting that dell’Isola and Seppecher [61] and, dell’Isola et al. [62], employing the principle of virtual power, derived formally explicit representation formulas for grade-\( N \) continua, expressing the tractions (contact interactions) as functions of the shape of an arbitrary section of the body (Cauchy cut).

Finally, pertinent kinematical boundary conditions were derived by Georgiadis and Grentzelou [55] in the context of the Principle of Complementary Virtual Work for dipolar theory. However, these conditions are omitted here since they are not relevant to our specific problem.

Introducing the constitutive equations utilized here is now in order. The simplest possible linear and isotropic equations of gradient elasticity result from the following strain-energy density function [13,41]

\[ W = \frac{1}{2} \lambda e_{eq} e_{eq} + \mu e_{eq} e_{eq} + \frac{1}{2} \lambda c \left( \partial_r e_{eq} \right) \left( \partial_r e_{eq} \right) + \mu c \left( \partial_r e_{eq} \right) \left( \partial_r e_{eq} \right) , \tag{8} \]
where \( c \) is the gradient coefficient having dimensions of \([\text{length}]^2\), and \((\lambda, \mu)\) are the standard Lamé constants with dimensions of \([\text{force}][\text{length}]^{-2}\). In this way, only one new material constant is introduced with respect to classical linear isotropic elasticity. Combining (2) with (8) provides the following constitutive equations

\[
\tau_{pq} = \lambda \delta_{pq} \varepsilon_{ij} + 2\mu \varepsilon_{pq}, \quad m_{pq} = c \partial_j \left( \lambda \delta_{pq} \varepsilon_{ij} + 2\mu \varepsilon_{pq} \right) = c \partial_j \tau_{pq}, \quad (9a,b)
\]

where \( \delta_{pq} \) is the Kronecker delta.

As Lazar and Maugin [41] pointed out, the particular choice of (8) is physically justified and possesses a notable symmetry. To expose this symmetry, we first consider the general expression (definition) of the strain-energy density \( W = \int_0^1 \int_0 h \tau_{pq} \varepsilon_{pq} \, dV \), which for a linear constitutive law takes the form \( W = (1/2) \tau_{pq} \varepsilon_{pq} + (1/2) m_{pq} \partial_j \varepsilon_{pq} \). Then, by virtue of (9b) the strain-energy density in (8) takes the form \( W = (1/2) \tau_{pq} \varepsilon_{pq} + c (1/2) \partial_j \tau_{pq} \partial_j \varepsilon_{pq} \). Hence, by using the special choice (8) for the strain energy density, we have obtained a simple but still rigorous version of the Toupin-Mindlin gradient elasticity theory which is a simple strain gradient as well as stress gradient theory. In particular, the elastic energy is symmetric with respect to the strain and the stress, and also with respect to the strain gradient and the stress gradient. Notice that fully anisotropic constitutive relations have been used in deriving general results (energy theorems, uniqueness, balance laws and energy release rates) in recent works on gradient elasticity (Grentzelou and Georgiadis [26,27], Georgiadis and Grentzelou [55]), but use of the general relations poses serious difficulties in solving specific boundary value problems. Therefore, the assumption of isotropy and the simplification using a single material length mentioned above greatly facilitates the analysis of boundary value problems of gradient elasticity. The full constitutive relations in the isotropic case involve five material constants besides the two Lamé constants (Mindlin [12], dell’Isola et al. [63]).

It is worth noting that recently two of the present authors investigated the 2D Flamant-Boussinesq problem in an isotropic half-space using the exact Toupin-Mindlin theory of gradient elasticity (i.e. with 5 additional material constants). The results showed bounded behavior for the displacement field and also the existence of many types of boundary layers in the vicinity of the concentrated load depending on the microstructural material parameters (Gourgiotis et al. [64]).

Further, it is noticed that uniqueness theorems have been proved on the basis of positive definiteness of the strain-energy density in cases of regular and singular (crack problems) fields in
the recent works of Grentzelou and Georgiadis [26], and Georgiadis and Grentzelou [55], respectively. As shown by Georgiadis et al. [13], the restriction of positive definiteness of $W$ requires the following inequalities for the material constants appearing in the theory employed here: $(3\lambda+2\mu)>0$, $\mu>0$, $c>0$. In addition, stability for the field equations in the general inertial case was proved in [13] and to accomplish this, the condition $c>0$ is a necessary one.

In summary, Equations (4)-(7) and (9) are the governing equations for the isotropic linear dipolar gradient elasticity. In particular, in view of (9b) the equilibrium equations (4) take the following form

$$\partial_p\left(\tau_{pq} - c\partial_q\partial_p \tau_{pq}\right) = \left(1-c\nabla^2\right)\partial_p\tau_{pq} = 0,$$  \hspace{1cm} (10a)

which, by taking into account the constitutive equation (9a) and the definition of the linear strain tensor, can be written in terms of the displacements as

$$\left(1-c\nabla^2\right)\left[\nabla^2u + (1-2\nu)^{-1}\nabla(\nabla\cdot u)\right] = 0,$$  \hspace{1cm} (10b)

where $\nabla^2(\,)$ is the Laplace operator, $\nu = \lambda/[2(\lambda+\mu)]$ is the Poisson’s ratio, and the absence of body forces and couples is assumed. In the limit $c \to 0$, the Navier-Cauchy equations of classical linear isotropic elasticity are recovered from (10b). Clearly, Eqs. (10a) and (10b) reveal the singular-perturbation character of the gradient theory. Therefore, boundary-layer effects are to be expected in solutions to specific problems.

Finally, applying the gradient and the curl operator to Eq. (10b), we obtain the following relations for the dilatation and the rotation, respectively

$$\left(1-c^2\nabla^2\right)\nabla^2e = 0, \quad \left(1-c^2\nabla^2\right)\nabla^2\omega = 0,$$  \hspace{1cm} (11a,b)

where $e \equiv \nabla\cdot u$ is the dilatation (volumetric strain), and $\omega \equiv (1/2)\nabla \times u$ is the rotation vector. In indicial notation, the rotation vector is written as $\omega_q = (1/2)\varepsilon_{qkl} \partial_k u_l$, whereas the rotation tensor is written as $\omega_{pq} = (1/2)\left(\partial_p u_q - \partial_q u_p\right)$.  


3 Formulation and transformed solution for the axisymmetric Boussinesq problem

Consider a homogeneous isotropic body occupying the half-space \( x_3 \geq 0 \). The body is acted upon by a normal point load of intensity \( P \) at a point on its free surface \( (x_3 = 0) \). This point is taken as the origin of a Cartesian rectangular coordinate system (see Fig. 1). We have also introduced a cylindrical polar coordinate system, which will be used in the subsequent analysis.

The traction boundary conditions along the surface \( x_3 = 0 \) with \( \mathbf{n} = (0, 0, -1) \) follow from (5) and (6) and are written as

\[
P_1^{(n)} = \left( \tau_{31} - \frac{\partial}{\partial z} m_{231} - \frac{\partial}{\partial z} m_{331} \right) - \frac{\partial}{\partial x_1} m_{311} - \frac{\partial}{\partial x_2} m_{321} = 0 ,
\]

(12a)

\[
P_2^{(n)} = \left( \tau_{32} - \frac{\partial}{\partial z} m_{223} - \frac{\partial}{\partial z} m_{332} \right) - \frac{\partial}{\partial x_1} m_{312} - \frac{\partial}{\partial x_2} m_{322} = 0 ,
\]

(12b)

\[
P_3^{(n)} = \left( \tau_{33} - \frac{\partial}{\partial z} m_{233} - \frac{\partial}{\partial z} m_{333} \right) - \frac{\partial}{\partial x_1} m_{313} - \frac{\partial}{\partial x_2} m_{323} = -P \delta(x_1) \delta(x_2) ,
\]

(12c)

\[
R_1^{(n)} = m_{331} = 0 ,
\]

(13a)

\[
R_2^{(n)} = m_{332} = 0 ,
\]

(13b)

\[
R_3^{(n)} = m_{333} = 0 .
\]

(13c)

where \( \delta(\ ) \) is the Dirac delta distribution. It appears above with the standard ‘symbolic’ sense.

Although the existing axisymmetry (i.e. circular symmetry) w.r.t. the \( x_3 \)-axis suggests the use of the Hankel transform, we chose here, instead, to suppress the dependence of the problem on the space-variables \( (x_1, x_2) \) through the use of the double two-sided (or bilateral) Laplace transform (see e.g. van der Pol and Bremmer [65], and Carrier et al. [66]). This is because we intend to use the present basic integral-transform analysis for more general non-axisymmetric situations like the Cerruti problem in dipolar gradient elasticity (the latter problem will be treated in a subsequent paper). Certainly, the fact that we deal with an axisymmetric field in our specific problem will emerge in the course of solving the problem. For some applications of the double two-sided Laplace transform in elasticity problems, we refer to Brock and Rodgers [67], and Georgiadis and Lykotrafitis [68].

The double bilateral transform pair (direct and inverse operation) is defined as
\( f^* (p,q,x_3) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f (x_1,x_2,x_3) \cdot e^{-px_1-qx_2} dx_1 \cdot dx_2 \),

\( f (x_1,x_2,x_3) = \left( \frac{1}{2\pi i} \right)^2 \int_{\Gamma_1} \int_{\Gamma_2} f^* (p,q,x_3) \cdot e^{px_1+qx_2} dp \cdot dq \),

where the direct transform suppresses the space-variables \((x_1,x_2)\). In what follows, the double bilateral direct transform is denoted by an asterisk. It is also noticed that the variables \(p\) and \(q\) should be treated as complex and the integration paths \(\Gamma_1\) and \(\Gamma_2\) are lines parallel to the imaginary axis in the associated transform plane and lie within the region of analyticity. Transforming (10b) with (14a) gives a system of ODEs for \((u_1^*,u_2^*,u_3^*)\) written in the following compact form (for details see Appendix A)

\[
\begin{bmatrix}
K_{11} & K_{12} & K_{13} \\
K_{21} & K_{22} & K_{23} \\
K_{31} & K_{32} & K_{33}
\end{bmatrix}
\begin{bmatrix}
u_1^* \\
u_2^* \\
u_3^*
\end{bmatrix} = 0,
\]

where the components \(K_{ij}\) \((i,j = 1,2,3)\) of the symmetric differential operator \([K]\) are defined as

\[
K_{11} = \left( (1-2\nu)(a^2 + q^2) + 2(1-\nu)p^2 \right) \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right],
\]

\[
K_{12} = K_{21} = p[q \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right]],
\]

\[
K_{13} = K_{31} = pq \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right],
\]

\[
K_{22} = \left( (1-2\nu)(a^2 + p^2) + 2(1-\nu)q^2 \right) \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right],
\]

\[
K_{23} = K_{32} = q[p \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right]],
\]

\[
K_{33} = \left( (1-2\nu)(p^2 + q^2) + 2(1-\nu)a^2 \right) \left[ 1-c \left( a^2 + p^2 + q^2 \right) \right],
\]

with \(a^n (\cdot) \equiv d^n (\cdot) / dx^n\). It is noted that Eqs. (15) form a homogeneous system of ODEs with constant coefficients, the solution can then be obtained by utilizing a symbolic method where the differential operator is treated as parameter (see e.g. Sneddon [69]). Accordingly, the set of
homogeneous differential equations in (15) has a solution different than the trivial one if and only if the determinant of \([K]\) is zero. Hence,

\[
\text{det}[K] = (d^2 + p^2 + q^2)^3 \left[1 - c \left(d^2 + p^2 + q^2\right)\right]^3 = 0 ,
\]

which has two triple roots: \(d = \pm \left(-p^2 - q^2\right)^{1/2}\) and \(d = \pm \left(1/c - p^2 - q^2\right)^{1/2}\). The former are the same as in classical elasticity, whereas the latter reflect the presence of gradient effects. The general solution of (15) is obtained after some rather extensive algebra and it has the following form that is bounded as \(x_3 \to +\infty\)

\[
u_1^*(p,q,x_3) = p^{-1} \left( A_1 \beta - A_3 q - A_3 \left[3 - 4\nu + \frac{p^2 x_3}{\beta}\right]\right) e^{-\beta x_3} + B_3 e^{-\gamma x_3} ,
\]

\[
u_2^*(p,q,x_3) = \left( A_2 - A_3 \frac{q x_3}{\beta}\right) e^{-\beta x_3} + B_3 e^{-\gamma x_3} ,
\]

\[
u_3^*(p,q,x_3) = (A_1 + A_3 x_3) e^{-\beta x_3} + B_3 e^{-\gamma x_3} ,
\]

where the quantities \((A_j,B_j)\) with \((j=1,2,3)\) are yet unknown functions of \((p,q)\) that will be determined through enforcing the boundary conditions of the problem. Also, the following definitions are employed in (18)-(20):

\[
\beta = \beta(p,q) = (-p^2 - q^2)^{1/2}, \quad \gamma = \gamma(p,q) = (a^2 - p^2 - q^2)^{1/2} ,
\]

with \(a = (1/c)^{1/2}\).

Further, a new complex variable is defined through \(\zeta^2 = p^2 + q^2\), allowing the placement of necessary branch cuts in the \(\zeta\)-plane for the functions \(\beta = \beta(\zeta) = (\epsilon^2 - \zeta^2)^{1/2}\) (with \(\epsilon\) being a real number such that \(\epsilon \to +0\)) and \(\gamma = \gamma(\zeta) = (a^2 - \zeta^2)^{1/2}\). In fact, introducing \(\epsilon\) facilitates the introduction of branch cuts for the complex function \(\beta = (-\zeta^2)^{1/2}\) (see e.g. Carrier et al. [66], and Georgiadis [24] for this convenient way of defining branch cuts).
Fig. 3 Branch cuts for the function $\beta(\zeta)$.

Fig. 4 Branch cuts for the function $\gamma(\zeta)$.

It is emphasized that in order to obtain a bounded solution as $x_3 \to +\infty$, the $\zeta$-plane should be cut in the way shown in Figs. 3 and 4. This introduction of branch cuts secures that the functions $(\beta, \gamma)$ are single-valued and that $\text{Re}(\beta) \geq 0$ and $\text{Re}(\gamma) \geq 0$ in the cut-plane.

The transformed general expressions for the stresses and dipolar stresses that enter the boundary conditions are quoted in Appendix B. Transforming the boundary conditions (12)-(13) with (14a) and enforcing (B1)-(B7) provides a $6 \times 6$ system of algebraic equations for the unknown functions $(A_j, B_j)$, with $(j = 1, 2, 3)$. After some algebra involving manipulations by hand and the symbolic program MATHEMATICA$^\text{TM}$, a solution is obtained and is given in Appendix C. Finally, the transformed displacements are found to be
\[ u_i^s (p,q,x_3) = -\frac{Pp}{2\mu^2 N} \left[ 4\nu c^2 \beta^2 \gamma + (1 - 2\nu) (2c^2 \beta^2 \gamma^2 - \nu + 1) \right] e^{-\beta x_3} + \frac{Pp}{2\mu^2 N} \left[ 1 - \nu - 2c^2 \beta^2 \gamma (\beta - \gamma) \right] x_3 e^{-\beta x_3} + \frac{Pc}{\mu N} \left[ c\gamma^2 - \nu \right] e^{-\gamma x_3}, \quad (22) \]

\[ u_2^s (p,q,x_3) = -\frac{Pq}{2\mu^2 N} \left[ 4\nu c^2 \beta^2 \gamma + (1 - 2\nu) (2c^2 \beta^2 \gamma^2 - \nu + 1) \right] e^{-\beta x_3} - \frac{Pq}{2\mu^2 N} \left[ 2c^2 \beta^2 \gamma (\beta - \gamma) - 1 + \nu \right] x_3 e^{-\beta x_3} + \frac{Pq}{\mu^2 N} \left[ c\gamma^2 - \nu \right] e^{-\gamma x_3}, \quad (23) \]

\[ u_3^s (p,q,x_3) = \frac{P}{\mu^2 N} \left[ (3 - 2\nu) c^2 \beta^2 \gamma - (1 - \nu) (2c^2 \beta^2 \gamma^2 - \nu + 1) \right] e^{-\beta x_3} + \frac{P}{2\mu^2 N} \left[ 2c^2 \beta^2 \gamma (\beta - \gamma) - 1 + \nu \right] x_3 e^{-\beta x_3} - \frac{Pc\beta^2}{\mu N} \left[ c\beta^2 + \nu \right] e^{-\gamma x_3}, \quad (24) \]

where

\[ N = 4(c\beta \gamma)^3 \left[ 1 + 2c\beta^2 \right] \left[ 2(c\beta \gamma)^2 - \nu + 1 \right]. \quad (25) \]

4 Laplace transform inversion

In what follows, we focus attention only on the surface displacements \((x_3 = 0)\) with a view towards obtaining an explicit analytical solution. Such a solution is intended to determine the behavior of the displacement field near to the point of application of the concentrated load and will allow detecting possible deviations from the predictions of classical theory. Certainly, this is our main concern here. Notice, however, that determining the field at points ‘inside’ the half-space \((x_3 \neq 0)\) may follow along the same general lines of the present analysis but it will involve much additional numerical work because of the presence of the terms \(\exp(-\beta x_3)\) and \(\exp(-\gamma x_3)\) in the transformed displacements.

In view of the definition (14b) and the particular choice of branch cuts (Figs. 3 and 4), one can write the surface displacements in the form
\[ u_j(x_1, x_2, x_3 = 0) = \left( \frac{1}{2\pi^2} \right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_j^*(p, q, x_3 = 0) \cdot e^{ipx_1 + qx_2} dp \, dq \, , \quad (j = 1, 2, 3) \]  \hspace{1cm} (26)

where the transformed displacements \( u_j^* \) are given in (22)-(24). Next, axisymmetry of the problem will become clear and be exploited. To this end, we set \( p = -i\xi \), \( q = -i\eta \), where \( (\xi, \eta) \in \mathbb{R} \), and consider the polar coordinates \( (r, \theta) \) and \( (\rho, \phi) \) defined through the relations: \( x_1 + ix_2 = re^{i\theta} \) and \( \xi + i\eta = \rho e^{i\phi} \). The first set of polar coordinates refers to the physical plane \( (x_1, x_2) \), whereas the second set to the transform plane \( (\xi, \eta) \). Accordingly, the functions \( (\beta, \gamma) \) entering the expressions for \( u_j^* \) in (26) become

\[ \beta = \rho \, , \quad \gamma = \left( a^2 + \rho^2 \right)^{\frac{1}{2}} \, , \quad \text{with} \quad \rho \geq 0 \, . \]  \hspace{1cm} (27)

Now, in view of (22)-(24) and the newly introduced polar coordinates, we obtain

\[ u_j(r, \theta, x_3 = 0) = \frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{0}^{\pi} u_j^*(\rho, \phi, x_3 = 0) \cdot e^{-ir\rho \cos(\phi - \theta)} \, \rho \, d\rho \, d\phi \, , \quad (j = 1, 2, 3) \]  \hspace{1cm} (28)

where the transformed displacements \( u_j^* \) take now the following form

\[ u_1^* (\rho, \phi, x_3 = 0) = i F_1 (\rho) \cos \phi \, , \]  \hspace{1cm} (29)

\[ u_2^* (\rho, \phi, x_3 = 0) = i F_1 (\rho) \sin \phi \, , \]  \hspace{1cm} (30)

\[ u_3^* (\rho, \phi, x_3 = 0) = F_2 (\rho) \, , \]  \hspace{1cm} (31)

with

\[ F_1 (\rho) = -\frac{P(1-2\nu)}{2\mu \rho} + \frac{Pc \rho (1-2\nu)}{2\mu (1+c\rho^2)} + \frac{P c (1-\nu) \rho \left[ 4\epsilon^2 \gamma^2 \rho (\gamma - \rho) - 2c \rho^2 - 3 + 2\nu \right]}{2\mu (1+c\rho^2) N} \, , \]  \hspace{1cm} (32a)
Further, in order to expose the circular symmetry of the Boussinesq problem, it is useful to resolve the displacement field in cylindrical polar coordinates. Thus, in view of (28)-(31), and making use of the well-known Bessel integral identity [70]

$$\int_0^{2\pi} e^{-i\rho r \cos(\varphi - \theta)} e^{i n \varphi} d\varphi = 2\pi (-1)^n J_n (\rho r) e^{i n \varphi}, \quad n = 0, 1, 2, 3, \ldots$$

the displacement field appears in cylindrical polar coordinates as

$$u_r (r, \theta, x_3 = 0) = \frac{1}{2\pi} \int_0^\infty F_1 (\rho) \rho J_1 (\rho r) d\rho,$$

$$u_\theta (r, \theta, x_3 = 0) = 0,$$

$$u_z (r, \theta, x_3 = 0) = \frac{1}{2\pi} \int_0^\infty F_2 (\rho) \rho J_0 (\rho r) d\rho.$$
\begin{align*}
I_{\text{class.}} &= -\frac{P(1-2\nu)}{4\pi\mu} \int_0^\infty J_1(\rho r) d\rho, \
(40a) \\
I_{\text{grad-1}} &= \frac{P(1-2\nu)}{4\pi\mu} \int_0^\infty \frac{c\rho}{(1+c\rho^2)} J_1(\rho r) d\rho, \
(40b) \\
I_{\text{grad-2}} &= \frac{P(1-\nu)}{4\pi\mu} \int_0^\infty c\rho \left[ \frac{4c^2\gamma^2 \rho(\gamma - \rho) - 2c\rho^2 - 3 + 2\nu}{(1+c\rho^2)N} \right] \rho J_1(\rho r) d\rho, \
(40c) \\
\end{align*}

and

\begin{align*}
II_{\text{class.}} &= \frac{P(1-\nu)}{2\pi\mu} \int_0^\infty J_0(\rho r) d\rho, \
(41a) \\
II_{\text{grad-1}} &= -\frac{P(1-\nu)}{2\pi\mu} \int_0^\infty \frac{c\rho}{(1+c\rho^2)} J_0(\rho r) d\rho, \
(41b) \\
II_{\text{grad-2}} &= -\frac{P(1-\nu)}{2\pi\mu} \int_0^\infty c\rho \left[ \frac{c(1+2c\rho^2 - 2c\rho\gamma)\gamma - 1 + \nu}{(1+c\rho^2)N} \right] \rho J_0(\rho r) d\rho. \
(41c) \\
\end{align*}

The integrals in (40a), (40b), (41a) and (41b), can be obtained in closed form, while the integrals in (40c) and (41c) have to be evaluated numerically. Indeed, by employing standard results for Bessel integral identities and Hankel inverse transforms, we obtain \[70,71\]

\begin{align*}
I_{\text{class.}} &= \frac{P(1-2\nu)}{4\pi\mu \ r}, \quad I_{\text{grad-1}} = \frac{P(1-2\nu)}{4\pi\mu \ c^{-\nu}} K_1\left(\frac{r}{c^{\nu}}\right), \\
II_{\text{class.}} &= \frac{P(1-\nu)}{2\pi\mu \ r}, \quad II_{\text{grad-1}} = -\frac{P(1-\nu)}{2\pi\mu \ r} + \frac{P(1-\nu)}{4\mu c^{\nu}} \left[ I_0\left(\frac{r}{c^{\nu}}\right) - L_0\left(\frac{r}{c^{\nu}}\right) \right], \quad (42a-d)
\end{align*}
where $I_n(\ )$ and $K_n(\ )$ are the $n$th-order modified Bessel functions of the first and second kind, respectively, and $L_n(\ )$ is the $n$th-order modified Struve function [72].

Finally, in the limit case of classical linear elasticity ($c \to 0$), the second and third terms in the RHS of each one of equations (37)-(39) vanish and the surface displacements then become

$$u_r^{\text{class.}}(r, x_3 = 0) = -\frac{P(1-2\nu)}{4\pi\mu} \frac{1}{r},$$

$$u_\theta^{\text{class.}}(r, x_3 = 0) = 0,$$

$$u_z^{\text{class.}}(r, x_3 = 0) = \frac{P(1-\nu)}{2\pi\mu} \frac{1}{r},$$

which is the classical Boussinesq field that is unbounded at the point of application of the concentrated load [1-5].

5 Solution and numerical results

From equations (37)-(42), the final results for the surface displacements may follow. We provide them below in normalized form

$$\hat{u}_r(r', x_3 = 0) = (1-2\nu)\left[-\frac{1}{r'}+K_1(r')\right] + (1-\nu) \int_0^\infty G(\rho') \rho'J_1(\rho'r') d\rho',$$

$$\hat{u}_z(r', x_3 = 0) = \frac{\pi(1-\nu)}{2} \left[I_0(r')-L_0(r')\right] - (1-\nu) \int_0^\infty H(\rho') \rho'J_0(\rho'r') d\rho',$$

with

$$G(\rho') = \frac{\rho' \left[4\gamma^2 \rho' (\gamma' - \rho') - 2\rho'^2 - 3 + 2\nu\right]}{(1+\rho'^2)A(\rho')}.$$
\[ H(\rho') = \frac{\rho'[1 + 2\rho'^2 - 2\gamma'\rho']\gamma'\rho' - 1 + \nu}{(1 + \rho'^2)\Lambda(\rho')} , \]  

(48b)

where the superposed caret in the displacements denotes normalized quantities that will be defined below. Also, \( \rho' = c^{1/2}\rho \) and \( r' = c^{-1/2}r \) denote normalized distances (dimensionless), and \( \gamma' = (1 + \rho'^2)^{1/2} \). The function \( \Lambda(\rho') \) is then given by

\[ \Lambda(\rho') = 4(\rho'\gamma')^3 - (1 + 2\rho'^2)(2(\rho'\gamma')^2 - \nu + 1) . \]  

(49)

In addition, the normalized displacements are dimensionless quantities defined as follows

\[ \hat{u}_r = \frac{4\pi\mu c^{1/2}}{p}u_r , \quad \hat{u}_3 = \frac{2\pi\mu c^{1/2}}{p}u_1 . \]  

(50)

Now, examining the asymptotic behavior of the solution (to determine the possibility of singularities), we note that as \( r' \to 0 \) the following asymptotic relations hold [71,72]

\[ K_1(r') = \frac{1}{r'} + O(r') , \quad L_0(r') = \frac{2r'}{\pi} + O(r') , \quad I_0(r') = 1 + O(r'^2) . \]  

(51)

Moreover, taking into account that: (i) \( G(\rho') \) and \( H(\rho') \) in (48) are continuous functions in \( \rho' \in [0, \infty) \), (ii) \( |G(\rho')\rho'J_1(\rho'\rho')| \leq G(\rho')\rho' \) and \( |H(\rho')\rho'J_0(\rho'\rho')| \leq H(\rho')\rho' \) for \( (r', \rho') \in [0, \infty) \times [0, \infty) \), and (iii) \( \int_0^\infty G(\rho') \rho'd\rho' < \infty \) and \( \int_0^\infty H(\rho') \rho'd\rho' < \infty \). It can readily be shown, employing the Weierstrass M-test [73], that both integrals in (46) and (47) are uniformly convergent in \( r' \in [0, \infty) \), and thus regular as \( r' \to 0 \). The latter integrals are evaluated numerically employing MATHEMATICATM algorithms that take into account their oscillatory character.

In light of the above, one can immediately infer that the undesirable Cauchy-type singularities predicted by the classical theory for the displacements in Boussinesq problem are eliminated within the context of this simple version of dipolar gradient elasticity involving only one additional material constant. The occurrence of a bounded displacement field has certain
implications in the behavior of the strain energy density. Indeed, by employing the general expressions for the transformed displacements (22)-(24) in conjunction with the inverse Laplace transform in (26) for $x_i \neq 0$, we deduce (with the aid of asymptotic analysis) that the strains and the gradient of strains behave at most as

$$\varepsilon_{pq} = O(\ln R) \quad \text{and} \quad \partial_x \varepsilon_{pq} = O\left(R^{-1}\right) \quad \text{as} \quad R \to 0,$$

(52a,b)

where $R$ is the radial distance in spherical coordinates defined as $R = (x_1 + x_2 + x_3)^{1/2}$. Thus, in our case, in view of the above result and equation (8), we derive that the strain-energy density $W$ behaves at most as $W \approx (\partial_x \varepsilon_{pq})^2 = O\left(R^{-2}\right)$. It can further be checked that the (total) strain energy $U$ in a small hemispherical volume around the point of application of the concentrated load can be written in the form:

$$U = C \int_{0}^{R_0} W R^2 dR,$$

where $C$ is a constant that depends upon the elastic material constants and the variation of the displacements with the spherical angular coordinates, and $R_0$ is the radius of the small hemisphere. Consequently, the (total) strain energy $U$ is bounded for $R_0 > 0$, which, in turn, implies that the Kirchhoff-type theorem established in [26] for gradient elasticity guarantees solution uniqueness for the present problem.

This finding is in marked contrast with the cases of the Boussinesq problem in the theories of classical elasticity [2,4], and micropolar and couple-stress elasticity [49-52]. In the latter cases, the strain energy $U$ becomes unbounded near the point of application of the load. Indeed, in classical elasticity the strains exhibit an $O\left(R^{-2}\right)$ behavior, whereas in micropolar and couple-stress elasticity we have $\varepsilon_{pq} = O\left(R^{-2}\right)$ and $\partial_x \varepsilon_{pq} = O\left(R^{-1}\right)$, hence the strain energy density behaves at most as $W \approx (\varepsilon_{pq})^2 = O\left(R^{-4}\right)$, thus leading to an unbounded strain energy. Clearly, in these cases, a simple Kirchhoff-type theorem for uniqueness does not suffice – an augmented theorem should be established. As Sternberg and Eubanks [74], and Hartranft and Sih [75] indicated, this can be done by following a limiting process and by imposing certain restrictions on the behavior of the solution near the singular point.

We emphasize that in our case the simple Kirchhoff-type theorem of gradient elasticity [26] suffices to guarantee uniqueness of the solution.
Some numerical results are now presented. The integrals in (46) and (47) are evaluated numerically by employing MATHEMATICA™. Figure 5 depicts the variation of the normalized vertical surface displacement $u_3(r',0)$ with the normalized distance $r'$ from the point of application of the concentrated load. It is clearly observed that the gradient solution exhibits a bounded vertical displacement at the point of application of the load. Thus, elimination of the undesirable Cauchy-type singularity of the classical Boussinesq solution is achieved within gradient elasticity theory. This finding is also in agreement with the numerical result provided by Karlis et al. [47] using the boundary element method. It should remarked that other gradient type theories like the couple-stress elasticity and the micropolar (Cosserat) elasticity are not able of eliminating the singularity in the displacement field in the 3D Boussinesq problem. In fact, in these theories the Cauchy-type singularity is retained just as in the classical theory, although the detailed structure of the displacement field is altered [49-52]. In addition, Figure 6 displays the variation of the maximum (bounded) vertical surface displacement $u_3(0,0)$ under the point of application of the concentrated load with respect to Poisson’s ratio $\nu$. As anticipated on intuitive grounds, the maximum deflection decreases indeed with increasing values of Poisson’s ratio.
Fig. 5 Normalized vertical surface displacement due to a concentrated normal load as provided by the gradient and classical theories of elasticity. The Poisson’s ratio is $\nu = 0.3$.

Fig. 6 Variation of the maximum surface vertical displacement under the point of application of the load versus the Poisson’s ratio $\nu$ in gradient elasticity.
Based on our numerical results and bearing in mind Eq. (50), a very good estimate for the maximum vertical surface displacement, depicted in Figure 6, is given by the expression 
\[ u_z(0,0) = \left( \frac{P}{2\pi \nu^{3/2} \mu} \right) (1.286 - 1.166 \nu) \]. It is worth noticing that the latter expression can find practical application in problems of Soil Mechanics and Tribology.

\[ \hat{u}_r(r',0) \]

**Fig. 7** Normalized radial surface displacement due to a concentrated normal load as provided by the gradient and classical theories of elasticity. The Poisson’s ratio is \( \nu = 0.3 \).

Figure 7 depicts the variation of the normalized radial surface displacement \( \hat{u}_r(r',0) \) with the distance from the point of application of the concentrated load. It is observed that gradient elasticity predicts zero radial surface displacement at the point of application of the load. Such a behavior seems to be more natural, taking into account the axisymmetry of the Boussinesq problem, as compared to the singular behavior present in the classical solution. Finally, as shown in Figure 8, the radial displacement exhibits a bounded maximum in a small zone around the concentrated load \( (r \approx 2c^{3/2}) \), which strongly depends on the Poisson’s ratio.
6 Discussion and concluding remarks

In the present work, we examined the 3D axisymmetric Boussinesq problem in a body with microstructural properties governed by dipolar gradient elasticity. Our main concern was to determine possible deviations from the predictions of classical linear elastostatics when a more refined theory is employed to attack this problem. A simple but yet rigorous version of dipolar gradient elasticity was employed by considering an isotropic linear expression of the elastic strain-energy density that involves only three material constants (the two Lamé constants and the so-called gradient coefficient). In this way, this theory can be viewed as a first-step extension of classical elasticity.

The solution method is based on integral transforms and is exact. Our results show significant departure from the predictions of classical elasticity. Indeed, bounded and continuous displacements are predicted at the point of application of the concentrated load. In particular, the vertical displacement attains a constant (bounded) value at the point of application of the load. This displacement depends upon the load intensity and the material constants, thus providing a sound meaning of the load-bearing capacity of the medium. In addition, the radial displacement becomes zero at the point of application of the load, a finding that can be justified by the axisymmetric
character of the Boussinesq problem. The behavior of the displacement field now seems more natural than the singular behavior exhibited in the classical solution. Finally, we note that analogous results were obtained in the 2D Flamant-Boussinesq and Kelvin problems in dipolar gradient elasticity (Georgiadis and Anagnostou [14]).

We also remark that our solution may serve as a Green’s function for more general loadings. In addition, the present results can be used to accomplish integral-equation solutions for 3D contact problems in dipolar gradient elasticity.
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Appendix A

The displacement equations of equilibrium (10b) can be written in the following form

\[ (1 - c \nabla^2) \left[ \nabla^2 u_i + (1 - 2\nu)^{-1} \partial_i e \right] = 0 , \quad (A1a) \]

\[ (1 - c \nabla^2) \left[ \nabla^2 u_2 + (1 - 2\nu)^{-1} \partial_2 e \right] = 0 , \quad (A1b) \]

\[ (1 - c \nabla^2) \left[ \nabla^2 u_3 + (1 - 2\nu)^{-1} \partial_3 e \right] = 0 , \quad (A1c) \]

where \( e \equiv \nabla \cdot \mathbf{u} \) is the dilatation. Applying now the bilateral Laplace transform (14a) to the above coupled system of PDEs and noting that the bilateral Laplace transform of any derivative \( \partial/\partial x_1^n \) \((\partial/\partial x_2^n) \) \((n \in N^+)\) w.r.t. \( x_1 \) \((x_2)\) yields in the transform domain an image \( p^n \) \((q^n)\), we obtain readily the following system of ODEs

\[ \left(1 - cp^2 - cq^2 - c \frac{d^2}{dx_3} \right) \left[ \left( p^2 + q^2 + \frac{d^2}{dx_3} \right) u_i^* + (1 - 2\nu)^{-1} pe^* \right] = 0 , \quad (A2a) \]
\[
\left(1 - c p^2 - c q^2 - c \frac{d^2}{dx_3}\right)\left(\left(p^2 + q^2 + \frac{d_p^2}{dx_3}\right) u_1^* + (1 - 2\nu)^{-1} q e^* \right) = 0 , \tag{A2b}
\]
\[
\left(1 - c p^2 - c q^2 - c \frac{d^2}{dx_3}\right)\left(\left(p^2 + q^2 + \frac{d_p^2}{dx_3}\right) u_3^* + (1 - 2\nu)^{-1} \frac{de^*}{dx_3} \right) = 0 , \tag{A2c}
\]

where \( e^* = p u_1^* + q u_2^* + \frac{du_3^*}{dx_3} \). The above system can now be written in a compact form as

\[
\begin{bmatrix}
{u_1^*} \\
{u_2^*} \\
{u_3^*}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}, \tag{A3}
\]

where the coefficients of the differential operator \([K]\) are provided in Eqs. (16).

**Appendix B**

Here, the transformed general expressions for the stresses and dipolar stresses that enter the boundary conditions in (12) and (13) are provided. These are obtained by applying the transform (14a) to the constitutive equations (9), in conjunction with (18)-(21), as

\[
\tau_{ii}(p, q, x) = \lambda \left( q u_2^* + \frac{du_3^*}{dx_3} \right) + (\lambda + 2\mu) p u_1^* \\
= 2\mu \left[ A_i A_2 q - A_3 \left( 3 - 2\nu + \frac{\beta^2}{\gamma} x_3 \right) \right] e^{-\beta x_3} \\
+ \frac{2\mu}{1 - 2\nu} \left[ B_i (1 - \nu) p + B_3 q - B_3 \gamma \right] e^{-\gamma x_3} , \tag{B1}
\]

\[
\tau_{23}(p, q, x) = \lambda \left( p u_1^* + \frac{du_3^*}{dx_3} \right) + (\lambda + 2\mu) q u_2^* \\
= 2\mu \left[ A_3 q - A_3 \left( 2\nu + \frac{\beta^2}{\gamma} x_3 \right) \right] e^{-\beta x_3} + \frac{2\mu}{1 - 2\nu} \left[ B_i p + B_3 (1 - \nu) q - B_3 \gamma \right] e^{-\gamma x_3} ,
\]
\[ \tau^*_i(p, q, x_3) = \mu (qu_i^* + pu_i^*) \]

\[ = \mu p^{-1} \left[ A_i q \beta + A_i \left( p^2 - q^2 \right) - A_i \beta^{-1} \left( (3 - 4\nu) q \beta + 2 p^2 q x_3 \right) \right] e^{-\beta x_3} \]

\[ + \mu \left[ B_i q + B_i p \right] e^{-\gamma x_3}, \]

(B2)

\[ \tau^*_3(p, q, x_3) = \lambda (pu_1^* + qu_2^*) + (\lambda + 2\mu) \frac{d u_3^*}{d x_3} \]

\[ = 2\mu \left[ -A_i \beta + A_i \left( 1 - 2\nu - \beta x_3 \right) \right] e^{-\beta x_3} + \frac{2\mu}{1 - 2\nu} \left[ B_i \nu p + B_i q - B_i \left( 1 - \nu \right) \gamma \right] e^{-\gamma x_3}, \]

(B3)

\[ \tau^*_1(p, q, x_3) = \mu \left( pu_3^* + \frac{d u_1^*}{d x_3} \right) \]

\[ = \mu p^{-1} \left[ A_i \left( 2 p^2 + q^2 \right) + A_i q \beta - A_i \beta^{-1} \left( 4 \left( 1 - \nu \right) p^2 + (3 - 4\nu) q^2 - 2 p^2 \beta x_3 \right) \right] e^{-\beta x_3} \]

\[ - \mu \left[ B_i \gamma - B_i p \right] e^{-\gamma x_3}, \]

(B4)

\[ \tau^*_2(p, q, x_3) = \mu \left( qu_3^* + \frac{d u_2^*}{d x_3} \right) \]

\[ = \mu \left[ A_i q - A_i \beta - A_i q \beta^{-1} \left( 1 - 2 \beta x_3 \right) \right] e^{-\beta x_3} - \mu \left[ B_i \gamma - B_i q \right] e^{-\gamma x_3}, \]

(B5)

\[ m_{31}^* (p, q, x_3) = c p \tau_{3k}^*, \quad m_{23}^* (p, q, x_3) = c q \tau_{3k}^*, \quad m_{31}^* (p, q, x_3) = c \frac{d \tau_{3k}^*}{d x_3}, \]

(B7)

where the Latin indices \((k, l)\) span the range \((1,2,3)\), and \(\lambda = 2 \mu \nu / (1 - 2\nu)\).

**Appendix C**

Transforming the boundary conditions (12)-(13) with (14a) and enforcing (B1)-(B7) provides a $6 \times 6$ system of algebraic equations for the unknown functions \((A_j, B_j)\), with \((j = 1,2,3)\). This system is
solved using manipulations both by hand and the symbolic program MATHEMATICA™. The quantities \( (A_j, B_j) \) are functions of \( (p, q) \) and depend upon the material parameters

\[
A_1 = \frac{P}{\mu \beta N} \left[ (3 - 2\nu) c^2 \beta^3 \gamma - (1 - \nu) \left( 2c^2 \beta^2 \gamma^2 - \nu + 1 \right) \right], \quad \text{(C1)}
\]

\[
A_2 = -\frac{Pq}{2\mu \beta^2 N} \left[ 4\nu c^2 \beta^3 \gamma + (1 - 2\nu) \left( 2c^2 \beta^2 \gamma^2 - \nu + 1 \right) \right], \quad \text{(C2)}
\]

\[
A_3 = \frac{P}{2\mu N} \left[ 2c^2 \beta^2 \gamma (\beta - \gamma) - 1 + \nu \right], \quad \text{(C3)}
\]

\[
B_1 = \frac{Pc_p}{\mu N} \left[ c^2 \gamma^2 - \nu \right], \quad \text{(C4)}
\]

\[
B_2 = \frac{Pc_q}{\mu N} \left[ c^2 \gamma^2 - \nu \right], \quad \text{(C5)}
\]

\[
B_3 = -\frac{Pc \beta^2}{\mu \gamma N} \left[ c \beta^2 + \nu \right], \quad \text{(C6)}
\]

with

\[
N = 4(c \beta \gamma)^3 - \left( 1 + 2c \beta^2 \right) \left( 2(c \beta \gamma)^2 - \nu + 1 \right). \quad \text{(C7)}
\]
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