Comparison of different machine learning algorithms for prediction of wind evolution
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Abstract. Wind evolution, i.e. the evolution of turbulence structures over time, has become an increasingly interesting topic in recent years. Part of this increasing interest is resulted from the development of lidar-assisted wind turbine control, which requires accurate prediction of wind evolution to avoid unnecessary or even harmful control actions. Moreover, study of wind evolution can deepen our understanding of turbulence characteristics and, for example, could make 4D stochastic wind field simulations possible by integrating wind evolution into 3D simulations. This study compares different machine learning algorithms for the prediction of wind evolution, including three variants of Gaussian process regression, regression tree, support vector machine regression, and shallow neural network. The comparison is done using lidar data measured by a nacelle-mounted lidar, and it focuses on the prediction accuracy and the computational time of models, to provide some insights of the trade-off between these factors. In terms of computational time, both the training time of the final model and the time for hyperparameter optimization are taken into account. Moreover, up-scaling of the computational time with data size is also investigated. It is found that Gaussian process regression provides high prediction accuracy but needs long computational time, increasing significantly with data size. For cases where long computational time might be a critical problem, shallow neural network could be a good alternative thanks to its high training efficiency, although its prediction accuracy is lower than Gaussian process regression. The other methods have no advantages in wind evolution prediction compared to these two methods.

1. Introduction
Taylor’s hypothesis [1], which assumes turbulence structures (eddies) remain unchanged, while the eddies are advected by the mean flow, is commonly used in turbulent wind field simulations and wind data processing. However, this hypothesis is no longer appropriate for the new concept of lidar assisted wind turbine control, i.e. a feed-forward control concept of wind turbines by using a nacelle-mounted lidar to measure the approaching wind field at some distances upwind (see e.g. [2–5]). The reason for that is the control system should only react to the changes in the wind field which can be accurately predicted by the lidar signal, to avoid harmful and unnecessary control actions. However, the wind field measured by the lidar in the upwind direction is not exactly the same as the wind field reaching the wind turbine because the turbulence structure will evolve during this time, which is referred as wind evolution. A possible solution for this problem is to apply an adaptive filter to filter the uncorrelated part of the lidar signal. This requires an accurate prediction of wind evolution. Moreover, the common 3D wind field simulation method [6] is not suitable for modelling the lidar-assisted control system because it assumes...
perfect correlation of turbulence in the longitudinal direction. Hence, different approaches [7,8] are proposed to include the modelling of wind evolution, to enable 4D wind field simulation.

Wind evolution refers to the change of turbulence structures over time. In practice, wind evolution is measured by the longitudinal coherence, i.e. coherence of turbulent velocity at locations separated in the mean direction of the flow (see e.g. [3,4]). And when estimating the longitudinal coherence, the data measured in downstream should be shifted by the travel time of the wind field, corresponding to the evolution time, to match the data measured in upstream.

To predict wind evolution, it is necessary first to model wind evolution using a function with a limited number of parameters which are predictable. Several different wind evolution models have been proposed in literature (see e.g. [4,9,10]). If wind evolution model parameters can be predicted according to variables related to wind field, the coherence can be reproduced by the corresponding wind evolution model. For this purpose, it is attempted to achieve a parameterization model to predict the wind evolution model parameters.

In a previous study [11], a prediction concept and the corresponding workflow were presented for parameterization of a two-parameter wind evolution model adapted from the model suggested by [12]. The parameterization model is a surrogate model trained with on-site measured data. Data from two measurement campaigns, carried on an onshore and an offshore location, was involved in that work. The coherence was estimated with lidar data measured by a nacelle-mounted lidar and the wind evolution model parameters were determined by fitting the estimated coherence to the wind evolution model. The predictors (input variables) for the parameterization model, i.e. the wind statistics and other relevant variables, were derived from data measured with the lidar and an ultrasonic anemometer installed at a similar height. Gaussian process regression (GPR) [13] was used to obtain the parameterization model, with application of the automatic relevance determination squared exponential (ARD-SE) kernel [14] to select suitable predictors. The results have demonstrated the potential of applying GPR for wind evolution prediction because GPR models can provide high prediction accuracy even though the measured data is very noisy.

However, the drawback of standard GPR is that the training time scales cubically with the size of training data [15]. For example, it took more than eight hours to train a GPR model with the ARD-SE kernel using 5-fold cross-validation (explanation see Sect.2.2) without any hyperparameter optimization (explanation see Sect.2.4) for a training data set of 11 dimensions × approx. 10000 observations (Computer specifications: Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz, usable RAM 15.8 GB).

The importance of computational time depends on the considered application. Long model training time could become problematic if a model must be trained frequently in the application, especially when real-time training is desired. This motivates the present work to investigate the applicability of other common machine learning algorithms for wind evolution prediction on the one hand. On the other hand, some approaches are suggested to increase the training efficiency of GPR, e.g. sparse model approximation with representative subset of training data [15,16]. Therefore, a comparison is carried out among standard GPR and alternative models including: two different variants of sparse Gaussian Process Regression (GPRsd and GPRfic), Regression Tree (RT), Support Vector Machine Regression (SVMR), and Shallow Neural Network (SNN). The comparison focuses on prediction accuracy of the models taking into account their computational time, to provide some insights of the trade-off between these factors. In terms of computational time, not only the training time of the final model is considered in the comparison, but also the time for hyperparameter optimization because it plays an important role in the training of machine learning models. In addition, the increasing trend of computational time with the increase of data size is investigated.
2. Methodology

2.1. Wind evolution

This work is a follow-up research of [11] and is therefore based on its theoretical framework. Section 2.1 and 2.2 briefly introduce the most essential theoretical basic of wind evolution and its prediction concept so that readers can basically understand the main idea of this work without too much effort. More details and discussions can be found in [11].

As mentioned in the introduction, wind evolution is mathematically defined as magnitude-squared coherence $\gamma^2_{ij}$ (hereafter referred to as coherence) between two signals of turbulent velocity $i$ and $j$ measured at two locations separated in the longitudinal direction, with $i$ for the signal measured at upstream point and $j$ for downstream point:

$$\gamma^2_{ij}(f) = \frac{|S_{ij}(f)|^2}{S_{ii}(f)S_{jj}(f)},$$  \hspace{1cm} (1)

where $S_{ii}(f)$ and $S_{jj}(f)$ represent the power-spectral densities (PSDs) of signals $i$ and $j$, respectively, and $S_{ij}(f)$ represents the cross-spectral density between $i$ and $j$. Coherence $\gamma^2_{ij}$ takes values between zero, for no correlation, to unity, for perfect correlation. It must be emphasized that the coherence corresponds to a lagged correlation, which means for calculation of the coherence, the signal $j$ should be shifted by the travel time after which the signal $i$ is expected to arrive at the downstream point.

2.2. Prediction of wind evolution

To predict wind evolution, a function — with as few parameters as possible — is needed to model wind evolution, i.e. wind evolution model. As long as the wind evolution parameters can be predicted, the wind evolution (i.e. the coherence) can be reproduced by the corresponding wind evolution model.

The wind evolution model used in this work (as well as in [11]) is adapted from the two-parameter exponential model suggested in [12]:

$$\gamma^2_{\text{model}} = \exp \left( -\sqrt{a^2 \cdot f_{\text{dless}}^2 + b^2} \right) \quad \text{and} \quad f_{\text{dless}} = f \cdot \Delta t,$$  \hspace{1cm} (2)

where $\gamma^2_{\text{model}}$ is the modeled coherence, $f_{\text{dless}}$ is the dimensionless frequency defined as the multiplication of frequency $f$ and the time shift $\Delta t$ between the two signals $i$ and $j$, corresponding to the travel time. $\Delta t$ is determined by the time lag of the peak of the cross-correlation between the two signals. Both wind evolution model parameters are dimensionless. $a$ is the decay parameter representing decay effect of coherence with increasing frequency, and $b$ is the offset parameter to allow the coherence at zero frequency to be lower than unity.

The wind evolution model parameters $a$ and $b$ are the target variables which are supposed to be predicted by two respective parameterization models. The approach of using machine learning to build a parameterization model is, in principle, to train a selected regression model using observed values (i.e. measured data) of a target variable and some suitable predictors. The observed values of $a$ and $b$ are determined by fitting coherence estimated with measured data to the wind evolution model. In general, predictors could be any relevant variables derived from measured data, such as wind statistics, stability parameters, and relative positions of measurement points. Thus, feature selection needs to be done to select the predictors with sufficient predictive power (accounting for most of the variation of the target values). These works have been accomplished in [11], where more details and discussions can be found.

Model performance is evaluated with root-mean-square error (RMSE):

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i} (y_i - y_{\text{pred},i})^2},$$  \hspace{1cm} (3)
and coefficient of determination $R^2$ between observed target values and predicted target values:

$$R^2 = 1 - \frac{\sum_i^N (y_i - y_{\text{pred},i})^2}{\sum_i (y_i - \bar{y})^2}.$$  (4)

In both equations, $y$ and $y_{\text{pred}}$ denote observed target values and predicted target values, $\bar{y}$ denotes the average of the observed target values, $N$ denotes the number of observations.

Indeed, RMSE and $R^2$ are equivalent when applied to the same data set. The smaller the RMSE is, the closer the $R^2$ is to unity. RMSE is rather an indicator of the absolute error between the observed and the predicted data, while $R^2$ is a normalized indicator. Moreover, it must be emphasized that according to the definition of Eq.(4), $R^2$ ranges from negative infinity to unity, not literally meaning the square of a value. $R^2$ yields zero if the prediction is simply made with the mean value of the observations. The higher the $R^2$ is, the better the model performs, and a $R^2$ of unity means perfect prediction. A negative $R^2$ indicates that the prediction with the evaluated model is even worse than the prediction directly using the mean value of the observations. In other words, $R^2$ can be understood as taking the prediction using the mean value of the observations as a reference to evaluate the model performance.

The trained model is evaluated with the 5-fold cross-validation: The data is divided into five equally sized subsets; The model validation is done with one subset (also called in-fold observations), while the training is done with the rest four subsets (also called out-of-fold observations): This procedure is repeated five times, each time with a different subset for validation; The predicted target values as well as the RMSE and the $R^2$ of the regression models are computed for in-fold observations using a model trained on out-of-fold observations. Using cross-validation can avoid model over-fitting and reduce the model variance.

2.3. Workflow

This work first attempts to compare the model performance of standard GPR with the five alternative machine learning algorithms. Due to the limitation of the article length, their principles cannot be introduced here in details but can be found in e.g. [13, 17–19]. Some important information must be mentioned: The two variants of sparse GPR are GPR with the subset of data approximation (GPRsd) and GPR with the fully independent conditional approximation (GPRfic), respectively. As its name implies, GPRsd reduces computational complexity by using subsets of data instead of the whole data set to train the model, while GPRfic makes approximation of kernel functions. Shallow neural network specifically refers to a neural network model containing only one to two hidden layers in this work.

New parameterization models are acquired by training these models using the predictors and the observed target values from [11]. The model training is done in two steps: The first step is hyperparameter optimization for the model; The second step is the training of the final model with the optimal hyperparameters. The hyperparameter optimization is done using Bayesian optimization (see Sect.2.4).

In [11], data from two measurement campaigns was investigated. However, only the lidar data from the measurement campaign — LidarComplex [3, 11] are used in this study as an example because the results are generalizable. In LidarComplex, a pulsed lidar with five measurement range gates (at 54.5 m, 81.75 m, 109 m, 136.25 m, and 163.5 m) was installed on the nacelle of a wind turbine at about 95 m, measuring the inflow of the turbine. The selected lidar data set contains 3570 observations. The corresponding predictors for the targets $a$ are the mean value, the standard deviation, the skewness and the kurtosis of wind speed as well as the integral length scale and the travel time approximated by $d/U$ ($d$ is distance between two measurement points and $U$ is the mean wind speed). And the predictors for the target $b$ are the above mentioned four wind statistics, the integral time scale, and the distance between the measurement points.
In other words, the sizes of training data for the parameterization models of the two targets are both seven dimensions (six predictors + the target itself) \times 3570 observations.

The second objective of this work is to illustrate how the computational time of the involved machine learning algorithms increases with the size of training data. To simulate various data amounts, nine data subsets are created by randomly selecting the observations from the original data set without replacement (i.e. each observation can be selected only once). These subsets contain 10\%, 20\%, ..., 90\% of the original data set, respectively. The same training process as above is conducted with these subsets of data to document the computational time. To guarantee reproducible results, the random seed for selecting data is fixed.

The specifications of the computer used in this study are Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz (2 processors) with an installed memory (RAM) of 128 GB.

2.4. Hyperparameter optimization using Bayesian optimization

In the context of machine learning, a hyperparameter refers to a preset model parameter which modifies the model behaviour in the fitting process. Using proper hyperparameters can improve the performance of a machine learning model. Thus, an optimization process is applied to search for the optimal hyperparameters by minimizing an objective function which can represent the model performance. One of the common used algorithms for hyperparameter optimization is the Bayesian optimization.

The Bayesian optimization attempts to minimize a scalar objective function with bounded independent variables. For the hyperparameter optimization, the objective function is e.g the mean squared error (MSE) of the cross-validation of the trained model and its independent variables are the model hyperparameters to be optimized. A Gaussian process model is used to model the objective function and will be steadily updated at each function evaluation. One of the advantages of the Bayesian optimization is that the combination of the hyperparameters to be evaluated at the next iteration is selected by maximizing an acquisition function rather than random search [20], which can reduce the number of iterations to converge to the minimum of the objective function. One of the common used acquisition functions is expected improvement. It can be understood as the algorithm inferring the hyperparameters which would maximally improve the result of the objective function, i.e. reducing the objective function value in this case. Figure 1 illustrates an example of the Bayesian optimization process.

In this work, the MSE of the 5-fold cross-validation is chosen as the objective function. The applied acquisition function is expected improvement with a mechanism to escape a local objective function minimum and to avoid overexploiting an area. The number of function evaluations for the GPR based models and the SNN models is set to 30, whereas that for the RT models is set to 50 because the objective function minimum cannot be reached within 30 iterations. For the SVMR models, the observed and estimated objective function values do not converge to each other even though the number of iterations is increased to 70. This is no longer increased because the computational time for the optimization is already very long in comparison to the other methods (see Table 1).

3. Results and Discussions

3.1. Comparison of prediction accuracy and computational time

Table 1 summarizes the main outcomes of this study, including the optimal hyperparameters for each model determined using Bayesian optimization, the prediction RMSE and $R^2$, and the computational time of hyperparameter optimization and training of the final model for the complete data set.

Figure 2 shows the comparison of the prediction $R^2$ (curve corresponding to the right y-axis) of the six models and their computational time for hyperparameter optimization and training of the final model (bars corresponding to the left y-axis). As mentioned above, the computational
Table 1. Comparison of the model performance among the six machine learning algorithms.

| Target | Model     | Optimal Hyperparameters                      | RMSE | $R^2$ | Time [s] |
|--------|-----------|----------------------------------------------|------|------|---------|
|        | GPR       | basis function linear                        | 0.3933 | 0.70 | 17270   |
|        |           | kernel function ARD exp.                     | 1.4553 $\times 10^{-4}$ |      | 261     |
|        | GPRsd     | basis function constant                      | 0.4431 | 0.62 | 8825    |
|        |           | kernel function ARD exp.                     | 8.9739 $\times 10^{-4}$ |      | 53.5    |
|        | GPRfic    | basis function none                          | 0.4940 | 0.53 | 18970   |
|        |           | kernel function ARD exp.                     | 0.2467 |      | 150     |
|        | RT        | min. leaf size 19                           | 6.428  | 0.20 | 42.5    |
|        |           | max. splits 2619                            |       |      | 0.0241  |
|        | SVMR*     | box constraint 996.93                        | 5.891  | 0.33 | 11399   |
|        |           | kernel function Gaussian                     |       |      | 6.62    |
|        |           | kernel scale 0.41568 $\times 10^{-3}$        |       |      |         |
|        | SNN       | training function CGB [26, 24]               | 0.5605 | 0.39 | 2016    |
|        |           | hidden layer size                            |       |      | 13.6    |
|        | GPR       | basis function linear                        | 0.0487 | 0.68 | 16909   |
|        |           | kernel function ARD exp.                     | 1.4196 $\times 10^{-4}$ |      | 289     |
|        | GPRsd     | basis function linear                        | 0.0529 | 0.62 | 7124    |
|        |           | kernel function ARD rat. quad.              | 4.3822 $\times 10^{-3}$ |      | 76.4    |
|        | GPRfic    | basis function constant                      | 0.0579 | 0.55 | 13315   |
|        |           | kernel function ARD rat. quad.              | 2.9344 $\times 10^{-2}$ |      | 177     |
|        | RT        | min. leaf size 30                           | 0.0692 | 0.35 | 36.2    |
|        |           | max. splits 1746                            |       |      | 0.0182  |
|        | SVMR*     | box constraint 51.573                       | 0.0695 | 0.34 | 5938    |
|        |           | kernel function Gaussian                     |       |      | 59.9    |
|        |           | kernel scale 6.6491 $\times 10^{-3}$         |       |      |         |
|        | SNN       | training function CGP [7, 5]                 | 0.0686 | 0.36 | 2223    |
|        |           | hidden layer size                            |       |      | 6.75    |

Abbr.: optim. = optimization, ARD exp. = ARD exponential, ARD rat. quad. = ARD rational quadratic, CGB = Conjugate Gradient with Powell/Beale Restarts, CGP = Polak-Ribiére Conjugate Gradient.

*For the SVMR models, the optimal hyperparameters are selected based on the best observed points instead of the best estimated points of Bayesian optimization as for the other models.
Figure 1. Illustration of the Bayesian optimization process. (a)–(e) the Gaussian process model of the objective function at the 4\textsuperscript{th}, 5\textsuperscript{th}, 10\textsuperscript{th}, 20\textsuperscript{th}, and 50\textsuperscript{th} function evaluation. (f) The plot of the minimum objective value vs. the function evaluations.

time of the model very much depends on the hyperparameters even for the same model, and thus the specific value of the time is not very important but the order of magnitude. The left y-axis is set to be logarithmic to show the difference of the orders of magnitude of the computational time.

Figure 2. Comparison of the prediction $R^2$ of the six models and their computational time. (a) models for the target $a$. (b) models for the target $b$.

Overall, these six models can be categorized into three groups: 1) models having high prediction accuracy but long computational time, i.e. the three GPR based models; 2) models having medium prediction accuracy and medium computational time, i.e. the SVMR model and SNN model; 3) model having low prediction accuracy but extremely less computational time, i.e. the RT model.

First, compare the three GPR based models. As expected, the models of GPRsd and GPRfic show lower values of $R^2$ in comparison to the standard GPR model since both algorithms make approximation when estimating the hyperparameters of the GPR model. However, in this case, GPRsd outperforms GPRfic with a higher value of $R^2$ and less computational times for the optimization and the final model training. Therefore, it is not necessary to consider GPRfic in
the further analysis.

Then, compare the models of SVMR and SNN. It can be observed that for the prediction of the target variable $a$, the SNN model shows a higher value of $R^2$ and less optimization time but a slightly longer final model training time than that of SVMR. For the prediction of the target variable $b$, the SVMR model and the SNN model show similar prediction accuracy, but the computational time of the SNN model is obviously less. In total, the performance of SNN is slightly better than that of SVMR. However, the observed and estimated objective function values in the hyperparameter optimization of the SVMR model do not converge to each other even after 70 iterations, which makes the SVMR models less plausible. Thus, SVMR is not involved in further discussions.

Finally, it can be noted that the RT model shows a low value of $R^2$ for the prediction of $a$, but surprisingly, its prediction for $b$ is as good as that of SVMR and SNN. Considering that the computational time of a RT model is generally two to three orders of magnitude less than that of the other algorithms, RT is still kept as an alternative model for further analysis.

Based on these consideration, only four models are further analyzed in the following part: GPR, GPRsd, SNN, and RT. Figure 3 illustrates the scatter plots of the target variables $a$ and $b$ determined with the measured data versus that predicted with these four models, respectively. Overall, the prediction of $b$ is generally more difficult and the data points in Fig.3 (e)–(h) are more scattered. An interesting phenomenon can be observed in Fig.3 (c) and (g) that the target values predicted by the RT models are restricted within certain value ranges. This probably results from the principle of the RT. In the algorithm of RT, the data is split into two parts according to some criteria, and both parts are further split into two parts, respectively. This kind of data split is continued until the number of samples has reached the minimum leaf size. Therefore, a RT model is generally less sensitive to the extreme values in the data when the minimum leaf size is not set to be too small. Moreover, the prediction of $b$ by the RT and SNN models is probably not satisfactory enough since the data points in Fig.3 (g) and (h) do not show a clear trend following the one-to-one curve (black dashed line).

Figure 3. Comparison of wind evolution model parameters determined with measured data and that predicted with different models (with subscript "pred"). (a) and (e): GPR. (b) and (f): GPRsd. (c) and (g): RT. (d) and (h): SNN.

To intuitively display the different prediction results of the four models, the corresponding
predicted coherence curves are visualized in the frequency domain by combining both predicted wind evolution model parameters using Eq.(2). Figure 4 shows a case study example on 08 Dec. 2013 at 13:00–13:30. Figure 4 (a) and (b) illustrate the coherence curves estimated with the measured data, the fitted curves of the wind evolution model, and the predicted curves as well as the corresponding 95% confidence interval by the models for two different measurement separations, i.e. between the first range gate $R_1$ and the second one $R_2$, and the first one $R_1$ and the fifth one $R_5$, respectively. In this case, only the GPR based models have confidence interval because they are probabilistic models, whereas the RT models and SNN models are not. Figure 4 (c) shows the corresponding time series plot of the lidar wind speed measured at the relevant three range gates. It can be observed that the GPR models and the GPRsd models have a very good prediction for both wind evolution model parameters. Their predicted curves completely match the fitted one and the corresponding 95% confidence interval curves are too narrow to be distinguished. Nevertheless, the RT models and SNN models can predict the decay parameter $a$ quite well, but their predictions of the offset parameter $b$ are not good enough, as observed from Fig.3. The predicted curves by the RT models and SNN models still show a good match with the fitted one in Fig.4 (a) because there is no offset of the coherence between a small separation, whereas a clear discrepancy can be observed in the low frequency range in Fig.4 (b), which results from the deviation of the prediction of $b$.

![Figure 4. Example predicted coherence curves by the four models for two different measurement separations: (a) $R_1$ vs. $R_2$, $d = 27.25$ m and (b) $R_1$ vs. $R_5$, $d = 109$ m. (c) Lidar wind speed of the example data block. Mean reference wind speed: 10.2 m s$^{-1}$. Data source: LidarComplex. Date and time: 08 Dec. 2013 13:00-13:30.](image-url)
dramatically increases with the number of observations as expected. Compared to that, the computational time of the GPRsd models (applied only to the data subsets with more than 2000 observations) confirms that the application of the subset of data approximation for GPR can significantly reduce the computational time for a large data set. The computational time of the SNN models seems to increase linearly with data size. The computational time of the RT models is completely negligible compared to that of the other models.

Moreover, a special issue is observed in Fig. 5 (a). The fourth data point on the blue curve, i.e., the prediction of $a$ using GPR trained with 40% of the data, is found to be a special case having much longer computational time than it is supposed to. The reason for that is that one of the evaluations in the Bayesian optimization took almost 6000 s, which is quite abnormal, whereas the other 29 evaluations took only about 1500 s in total. The corresponding optimization process was repeated with the same random seed to avoid accidental factors (like special issues of the computer). The new result turned out to be similar, which means the abnormally long computational time of that evaluation is not by accident. The extreme long training time might be related to the specific combination of hyperparameters in that evaluation.

![Graph showing computational time vs number of observations for different models](image_url)

**Figure 5.** Comparison of the up-scaling of the computational time of (a) hyperparameter optimization and (b) training of the final model with increasing data size.

4. Conclusions

This study aims to compare different machine learning algorithms for prediction of the wind evolution model parameters. The comparison not only focuses on the prediction accuracy of the model but also the computational time to provide some insights of the trade-off between them. The machine learning algorithms involved in the comparison are standard Gaussian Process Regression (GPR), two different variants of sparse Gaussian Process Regression (GPRsd and GPRfic), Regression Tree (RT), Support Vector Machine Regression (SVMR), and Shallow Neural Network (SNN).

The model training is done in two steps: The first step is hyperparameter optimization using Bayesian optimization; The second step is the training of the final model with the optimal hyperparameters. Both computational time are taken into account in the comparison. Moreover, the up-scaling of computational time with data size is also investigated. The training data has been processed in a previous study [11].
To intuitively display the results, Table 2 shows a simple ranking of the six machine learning algorithms according to their prediction accuracy and computational time.

The results show that these machine learning algorithms can be categorized into three groups. The first group is the models having high prediction accuracy but long computational time, i.e. the three GPR based models. Among them, the standard GPR model performs the best but takes the longest computational time. Moreover, its computational time increases dramatically with the increase of the training data size. Thus, standard GPR is worth considering only for a small data size. For cases where the data size is relatively large, but high prediction accuracy is still desired, GPRsd is preferable rather than GPRfic because the former can significantly reduce the training time of the final model while maintaining good prediction accuracy. However, GPR based models generally need long time for hyperparameter optimization.

The second group is the models having medium prediction accuracy and medium computational time, i.e. the SVMR model and the SNN model. The SNN model significantly outperforms the SVMR model with higher prediction accuracy and much less computational time, especially the time for hyperparameter optimization. Therefore, SNN will be very advantageous when processing large amounts of data, although its prediction accuracy is not as high as the GPR based methods.

The third group is the model having low prediction accuracy but extremely less computational time, i.e. the RT model. Although a RT model can be trained extremely fast, its prediction accuracy is quite low. Hence, it is not suggested to use a RT model for the prediction of wind evolution. But with extremely high training efficiency, RT could be used as a tool for a preliminary data analysis to acquire an overview of some basic correlations among data.

To summarize, three models are recommended for prediction of wind evolution, i.e the standard Gaussian process regression, the Gaussian process regression with the subset of data approximation, and shallow neural network. Standard Gaussian process regression is recommended only for cases where very high prediction accuracy is desired given a small data size. For cases where the data size is relatively large, but high prediction accuracy is still required, Gaussian process regression with the subset of data approximation could be a good choice. For cases where model training efficiency is more critical than prediction accuracy, especially given a very large amount of data, shallow neural network might be a good alternative. The other models have no advantages compared to these three.
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