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Abstract

We describe the multi-GPU gradient boosting algorithm implemented in the XGBoost library\textsuperscript{1}. Our algorithm allows fast, scalable training on multi-GPU systems with all of the features of the XGBoost library. We employ data compression techniques to minimise the usage of scarce GPU memory while still allowing highly efficient implementation. Using our algorithm we show that it is possible to process 115 million training instances in under three minutes on a publicly available cloud computing instance. The algorithm is implemented using end-to-end GPU parallelism, with prediction, gradient calculation, feature quantisation, decision tree construction and evaluation phases all computed on device.
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1 Introduction

Gradient boosting is an algorithmic approach providing state-of-the-art performance on supervised learning tasks such as classification, regression and ranking. XGBoost is an implementation of a generalised gradient boosting algorithm that has become a tool of choice in machine learning applications. This is due to its excellent predictive performance, highly optimised multicore and distributed machine implementation, and the ability to handle sparse data. We describe extensions to this library enabling multi-GPU-based execution, significantly reducing the runtime of large-scale problems. These extensions are advances on the original GPU accelerated gradient boosting algorithm in [11]. This new work presents a significantly faster and more memory efficient decision tree algorithm based on feature quantiles, as well as parallel algorithms for other parts of the gradient boosting algorithm. We implement decision tree construction, quantile generation, prediction, and gradient calculation algorithms all on the GPU to accelerate the gradient boosting pipeline from end to end. This allows the XGBoost library to utilise the significantly enhanced memory bandwidth and massive parallelism of GPU-enabled systems.

Our GPU-accelerated gradient boosting extensions are available through the standard XGBoost API when compiled with GPU support. Hence, they may be used from C++, Python, R, and Java and support all of the standard XGBoost learning tasks such as regression, classification, multiclass classification, and ranking. Both Windows and Linux platforms are supported. Like the original XGBoost algorithm, our implementation fully supports sparse input data.

2 Description

Supervised gradient boosting takes a labelled training dataset as input and iteratively defines a series of trees that progressively refine accuracy with respect to an objective function. Figure 1 shows this process at a high level. We implement all of these significant operations on one or multiple GPUs, described in the following sections.

\textsuperscript{1}https://github.com/dmlc/xgboost
2.1 Feature Quantile Generation

The implementation described in this paper works on a quantile representation of the input feature space, as described in [10, 8]. Working with features in quantised form reduces the tree construction problem largely to one gradient summation into histograms, speeding up execution time considerably. Quantising the input matrix is a preprocessing step that involves considerable computation, and so we map it to the GPU.

2.2 Data Compression

We apply a compression step to the quantised matrix to take advantage of the reduced cardinality of the feature space. Matrix values are compressed down to $\log_2(\text{max\_value})$ bits, where max\_value is the maximum integer value of any quantised matrix element. Values are packed and unpacked at runtime using bitwise operations. Performing this operation at runtime is more flexible than precompiling many versions of the program. The small number of bitwise operations computed on the GPU incur no visible performance penalty. This compression step typically reduces GPU memory consumption by four times or more over the standard floating point representation, allowing training on significantly larger datasets.

2.3 Decision Tree Construction

We apply the multi-GPU decision tree construction algorithm shown in Algorithm 1. Each GPU processes a subset of training instances and is responsible for partitioning these instances into leaf nodes and calculating partial gradient histograms. The partial histograms are merged using an AllReduce operation provided by the NCCL library [12]. The split gain may then be calculated for each feature and each quantile by performing a scan over the gradient histogram. This is achieved on the GPU with a parallel prefix sum operation [7]. The tree growth strategy in this algorithm is reconfigurable to prioritise expanding nodes with a higher reduction in the objective function or nodes closer to the root.

2.4 Prediction

The gradient boosting algorithm typically requires making predictions on the training set as an input to gradient calculation at each boosting iteration, as well as predictions on a test or validation set to evaluate progress. We map this computation to the device by assigning each GPU thread one training instance and then iterating through each tree sequentially. This operation is a relatively poor fit for the GPU architecture as traversing a tree requires the evaluation of many branch
Algorithm 1 Decision Tree Construction

**Input:**
- $X_1, X_2, \ldots, X_p \in X$: training examples partitioned onto $p$ GPUs
- $g_1, g_2, \ldots, g_p \in \tilde{g}$: gradients for training examples partitioned onto $p$ GPUs

**Output:** tree: set of output nodes

```plaintext
tree ← \{
expand_queue ← InitRoot()

while expand_queue is not empty do
    expand_entry ← expand_queue.pop()
    tree.insert(expand_entry)

    ▶ Process a subset of training instances on each GPU
    for $i$ in $0..p$ do
        ▶ Sort training instances into leaf nodes based on previous split
        RepartitionInstances(expand_entry, $X_i$)
        ▶ Build partial gradient histograms
        BuildPartialHistograms(expand_entry, $X_i$, $\tilde{g}_i$)
    end for
      ▶ Combine histograms across all GPUs
      AllReduceHistograms(expand_entry)
      ▶ Find the optimal split for both the left and right children
      left_expand_entry ← EvaluateSplit(expand_entry.left_histogram)
      right_expand_entry ← EvaluateSplit(expand_entry.right_histogram)
      expand_queue.push(left_expand_entry)
      expand_queue.push(right_expand_entry)
    end while
```

2.5 Gradient Evaluation

In XGBoost, at each boosting iteration, the first and second order gradient with respect to the objective function must be calculated for each training instance. Equations 1 and 2 show the calculation of the gradient and hessian values for logistic loss on training instance $i$ with label $y_i$ and predicted margin $\hat{y}_i$. This computation is trivially mapped to the GPU with one training instance per working thread and results in significant performance improvement compared to a CPU-based implementation due to the larger FLOPS and memory bandwidth of the GPU architecture.

\[
g_i = \text{sigmoid}(\hat{y}_i) - y_i \tag{1}
\]

\[
h_i = \text{sigmoid}(\hat{y}_i)(1 - \text{sigmoid}(\hat{y}_i)) \tag{2}
\]

We support on device gradient calculation for logistic and linear regression objectives. Other objectives such as multiclass and ranking are supported but will be calculated on the CPU. GPU versions of these objectives are a work in progress.

3 Evaluation

We evaluate our implementation against its two primary competitors LightGBM [9, 14] and CatBoost[6]. Both implement multi-core CPU and GPU training. The evaluation is performed on a cloud instance with 8 Tesla V100 GPUs and 64 CPU cores\(^2\). We benchmark on the 6 publicly available data sets shown in Table 1 using 500 boosting iterations. Training time and accuracy are reported in Table 2. See our benchmarking repository\(^3\) for minimal instructions to reproduce these benchmarks as well as full details on hyperparameters and preprocessing steps.

\(^2\)https://aws.amazon.com/ec2/instance-types/p3/

\(^3\)https://github.com/RAMitchell/GBM-Benchmarks
Some results are missing for "cat-gpu" as it does not support multiclass objectives and an error was encountered on the Bosch dataset.

Our algorithm ("xgb-gpu-hist") is the fastest on 3/6 datasets and the most accurate on 2/6 datasets. In the case of the largest dataset with 115M rows our algorithm is almost 3x faster than its nearest competitor. Its runtime never exceeds two minutes on any dataset. Figure 2 shows runtime with additional GPUs on the airline dataset. After compression and distributing training rows between 8 GPUs, we only require 600MB per GPU to store the entire matrix.

### 4 Conclusion

Evaluation shows our gradient boosting implementation is highly effective at processing large datasets. The XGBoost GPU algorithm shows high accuracy and low runtime on a wide range of datasets and learning tasks.

Future work includes extending our implementation to run on distributed machines and handle extremely large files exceeding the capacity of system memory, targeting datasets up to 1TB in size. Using the XGBoost framework, GPU-accelerated algorithms are also being developed for large-scale regularised linear modelling problems.
References

[1] Airline dataset. http://kt.ijs.si/elena_ikonomovska/data.html.

[2] Kaggle bosch production line performance dataset. https://www.kaggle.com/c/bosch-production-line-performance/data.

[3] Pierre Baldi, Peter Sadowski, and Daniel Whiteson. Searching for exotic particles in high-energy physics with deep learning. Nature communications, 5:4308, 2014.

[4] Thierry Bertin-Mahieux, Daniel P.W. Ellis, Brian Whitman, and Paul Lamere. The million song dataset. In Proceedings of the 12th International Conference on Music Information Retrieval (ISMIR 2011), 2011.

[5] Jock A. Blackard. Comparison of Neural Networks and Discriminant Analysis in Predicting Forest Cover Types. PhD thesis, Fort Collins, CO, USA, 1998. AAI9921979.

[6] Anna Veronika Dorogush, Andrey Gulin, Gleb Gusev, Nikita Kazeev, Liudmila Ostroumova Prokhorenkova, and Aleksandr Vorobev. Fighting biases with dynamic boosting. CoRR, abs/1706.09516, 2017.

[7] Mark Harris, Subhabrata Sengupta, and John D Owens. Parallel prefix sum (scan) with CUDA. GPU gems, 3(39):851–876, 2007.

[8] Guolin Ke, Qi Meng, Thomas Finley, Taifeng Wang, Wei Chen, Weidong Ma, Qiwei Ye, and Tie-Yan Liu. Lightgbm: A highly efficient gradient boosting decision tree. In Advances in Neural Information Processing Systems, pages 3149–3157, 2017.

[9] Guolin Ke, Qi Meng, Thomas Finley, Taifeng Wang, Wei Chen, Weidong Ma, Qiwei Ye, and Tie-Yan Liu. Lightgbm: A highly efficient gradient boosting decision tree. In Advances in Neural Information Processing Systems, pages 3149–3157, 2017.

[10] Thomas Keck. Fastbdt: A speed-optimized multivariate classification algorithm for the belle ii experiment. Computing and Software for Big Science, 1(1):2, 2017.

[11] Rory Mitchell and Eibe Frank. Accelerating the xgboost algorithm using gpu computing. PeerJ Computer Science, 3:e127, 2017.

[12] Nvidia. Nvidia collective communication library. https://github.com/NVIDIA/nccl, 2018.

[13] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay. Scikit-learn: Machine learning in Python. Journal of Machine Learning Research, 12:2825–2830, 2011.

[14] Huan Zhang, Si Si, and Cho-Jui Hsieh. Gpu-acceleration for large-scale tree boosting. arXiv preprint arXiv:1706.08359, 2017.