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Abstract: From previously carried out review results, authors have proposed a new multidimensional face recognition approach and applied on the sample database of sensitive medical images. The basic idea is to differentiate an individual’s identity with its own core features extracted from local or global plastic surgery. Features are being highlighted to match pre-to-post or post-to-pre surgery face images. The procedure may affect different face recognition algorithms working on linear or non-linear variations approach and that’s what multidimensional approach is meant. Hence it proves that the performance of verified rank accuracy ratio has increased in face recognition for security surveillance.

Index terms: Face Recognition, Feature Extractors Algorithm, Principal Component Analysis (PCA), Independent Component Analysis (ICA), Local Binary Pattern (LBP), Fisher Discriminate Analysis (FDA), Local Feature Analysis (LFA)

I. INTRODUCTION

Face recognition technique is widely used for many data analytic approach in computer vision, data mining, and other bioinformatics for security surveillance etc. [1]. It follows the spatial geometry feature for identifying the distinguishing facial features in a face image. The application is defined for computer vision that uses to identify or to validate the person’s identity [2]. An important difference with other biometric based system is the faces captured from some space through surveillance cameras are the distance that varies in input. Therefore, face recognition can be applied without knowing the subject that the face is being observed and can be altered. This makes face recognition suitable for finding fraud people, missing children or tracking down fugitive criminals using surveillance cameras [3].

Classification of Plastic surgery can define in two distinctive categories: local n global surgery [2]. Local plastic surgery is used for correcting defects, anomalies, or improving skin texture. For example- disease correcting local plastic surgery would be correcting jaw, teeth and nose structure, chin, forehead, and eyelids etc. Apart from local surgery, plastic surgery can be done for global change in the facial structure which is known as complete plastic surgery, plastic surgery can be done for global change in the face or full facelift will be considered as global plastic surgery [3].

II. RELATED STUDY

This paper, authors have continued their work from the outcome of previous paper [5], in which they have briefly reviewed the studies undertaken by others in past. There are numerous methods available for using the same algorithm that perform the post to pre comparison of the surgically altered faces & authors have gone one step ahead by proposing a new multidimensional approach through design & implementation, which helps in increase the performance accuracy ratio of the process. While applying the same face recognition algorithm system may affected the minor change induced in plastic surgery globally. It is also considered as holistic appearance features that capture the overall face appearance. Among the most popular worldly used methods are used their results here for comparative evaluation [6].

For the most popular analysis for face detection is Principal Component Analysis. It is an orthogonal linear transformation that converts the data to a new coordinate system mathematically. The maximum variance of the data lie on the first coordinate called as first principal component and the second coordinate as the second greatest variance, and so on [7]. The clear objective is to rotate rigidly on the coordinate axes as shown in Figure 1 of the p-dimensional linear space to new ‘natural’ positions (principal axes) so that coordinate axes correspond to the highest variance in data that principal axis 1, axis 2 has the next highest type of medical procedure is suggested for cases where patients fall with fatal burn or trauma. Better name renowned as Digital Beautification, which completely changes the appearance of a person using laser resurfacing, photodynamic therapy or photo-rejuvenation treatments [4].

In this study, authors have followed to work upon surgically altered faces by studying the various plastic surgery procedures performed on different portion of the face such as forehead, nose, cheekbones’, lip, chin etc. The study has proposed a new multidimensional approach for altered faces by implementing it and opposing its result with the traditionally proven results. The plastic surgery process may affect the texture, appearance, size and shape of facial regions after application on pre-surgical images. Therefore, it is difficult for face recognition algorithms to match a post-surgery with its pre-surgery face image.
variance, and axis p has the lowest variance. The covariance among each pair of principal axes is zero, i.e. they are uncorrelated [8].

PCA is a standard technique for analyzing then visualizing the high dimensional data for data pre-processing, which helps in reducing the dimensionality (the number of variables). The key property of using Principal Component Analysis is optimal reconstruction, minimizing the squared reconstruction error and maximizing the variance of projected input vectors [9].

Linear Binary Pattern is an efficient nonparametric descriptor that uses great number of variation and is used to design the local structures of images into a feature vector mentioned in Figure 2. The implementation of LBP-based facial image analysis conducts the high range of application, which offers the better performance as well as to improve the robustness in one or more aspects are also highlighted [9]. The feature vector defines the purpose of mean to respond at different forms and orientations. Likewise, the LBP descriptor is able to extract the local feature information of face images, edges, peaks, and others. The LBP features are invariant to changes in scale and lighting effect. LBP has been recognised for simple and efficient method for invariant to monotonic greyscale transformation and illumination changes [10].

III. PROPOSED ALGORITHM

The Proposed algorithm described in Figure 3, works in 2 sections, one for pre surgical face image which follows in 3 steps as follows:

A. Pre-Processing of Surgical face image:
Firstly perform Face Detection Algorithm (PCA) on pre surgical face image, which is most expensive method to extract feature vectors and maximizes the use of variances from the extracted features.

B. Feature Extraction Methods:
It is the method to extract features with the help of extract Features(I, points) and returns its feature vectors, also known as descriptors in correspond to its locations and value. Also detect the corners using FAST algorithm and return corner Points of the face image. It is achieved to extract to encode the discriminative information required for face recognition for feature vector using techniques.

C. It is the method to extract features with the help of extract
Features(I, points) and returns its feature vectors, also known as descriptors in correspond to its locations and value. Also detect the corners using FAST algorithm and return corner Points of the face image. It is achieved to extract to encode the discriminative information required for face recognition for feature vector using techniques.

D. Face Recognition Process:
Under this process, a model is processed with face appearance and to classify them for matching the classifier model of pre surgical image to match with post surgical face image.
Second section for post surgical image works in following steps
i. Firstly generate the histogram of oriented gradients
ii. Download the image so to enhance the facial image on the focused area by using crop or resizing it called as normalizing it to the key interest area.
iii. Follows the Step 2 and 3 of pre surgical face image, where training and recognition process takes place.
iv. Lastly, matches both the classifier model, if it matches well then check the rank accuracy ratio for verification.

IV. SIMULATED WORK

The proposed approach is implemented by MATLAB version R2017a, computer with Intel(R) Core(TM), i5-5200U CPU@2.20 GHz and windows 10. The system works in 2 phases, one for pre and another for post surgical face images respectively. During step1 and 2, authors have tried to eliminate the challenging problems like illumination, pose, aging factors etc. The whole proposed algorithm is tested on the self-owned database of sensitive medical facial images taken from hospital (Plastic surgery department) of pre and post surgical face images. The study has taken 200 sizes of medical scan database but here the result of only few of them has been taken in Figure 4.

![Figure 4: Sample Database of pre and post surgical face images](image)

V. EXPERIMENTAL RESULT

The entire experiment would have conducted on publicly available databases as well for frontal-face recognition, and then it would be considered as repetitive work like many other have already done. So, the whole experiments is done from the source of person present, and especially taken a consent which would be available on request. Surgical images involving pre surgical face images and post surgical face images served to demonstrate the efficiency of the proposed approach. We have randomly taken the database into pre-processing set and testing set, and then resize the image and normalize the pixel values to proof the result for successful match or not to vary result in [0,1].

Firstly, both of the face images were passed to the face detector viz. Viola and Jones face detector to detect and then crop the area of interest. The detected face area (face, eyes, nose, mouth etc) marked using bounding box property of Images. Likewise, Figure 4(1a) bounding box of pre-image [403,360,500,122] with image of 960x1280x3 uint8 is shown as result in Figure 5 and Figure 6 respectively. With the help of Viola and Jones Face detector techniques, Cascade Object Detector function purposely used to obtained object shown in Figure 7 and Figure 8 for pre-surgical image and post-surgical image. Weber's law normalization is used to neutralize the illumination variations in the images of the detected faces. Likewise, normalized eye region from Figure 7, 8 used to find out the Histogram of pre and post-image shown in figure 9 and Figure 10 defines performance on detection pre-to-post as well as on post-to-pre surgical face images.

![Figure 5: Face Detection with Feature Extraction (Pre-Surgical Face)](image)

![Figure 6: Face Detection with Feature Extraction (Post-Surgical Face)](image)

![Figure 7: Normalize for Eye Detection (Pre-Surgical Face Image)](image)
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While performing pre-processing, training and recognition, here the experiment and the comparison signify the traditional surgical face images on both its pre as well as post surgical image on skin-color model approach to determine facial appearance and variable lighting and background conditions shown in Figure 11. It have been noticed in an account on the face varying expressions and poses, the system will unable to calculate accuracy on detecting with noise and occluded face. That’s why authors have chosen surgical images on keeping this factor aside.

After feature extraction and performance measure, the classifier model is created to match both surgical images. On the basis of PCA, LBP, FARO, and FACE, applied and used to match face descriptor which defines the composition of micro-patterns. The system using LBP as face descriptor has proven the classifier model is an appropriate decision. The conventional method for computing LBP in equation (1) from [13] at location \((x, y)\) for the input image is calculated as follows:

\[
LBP(x,y) = \sum_{b=0}^{N-1} S(P_b - P_c)2^b \quad (1)
\]

where \(P_b\) is the estimated pixel value from neighbouring pixels, \(P_c\) is pixel value at \((x, y)\) and \(S(z)\) defines the value 1 or 0 w.r.t \(z\) is greater than and equal to or less than zero.

There are two error metric techniques available for calculating i.e. Mean Square Error and Peak Signal to Noise Ratio. The collective squared error for pre surgical and post surgical face image is a measure of the peak error [14].

The mathematical formulae for

\[
\text{Mean Squared Error (MSE)} = \frac{1}{MN} \sum_{y=1}^{N} \sum_{x=1}^{M} [I(x,y) - I'(x,y)]^2
\]

Using MSE, squared Error of LBP Histogram is generated in Figure 12. Lastly, the matching histogram relates to the two sets of facial images are fused together using the weighted sum rule. The performance is calculated for both the set of pre-to-post surgical image independently with the post-to-pre surgical image, and their performance being compared with the other plastic surgery process studied on the basis of the performance rank accuracy ratio of different altered facial images.
VI. CONCLUSION

More than a very few face recognition methods concentrate on facial features when plastic surgically images being taken care off. Depending upon the detection method chosen, it would be possible to locate a face and its facial features in a pre-surgical to post-surgical face image with great accuracy. We have repeated each experiment for at least 10 times so that accuracy is calculated and also examined the performance on out of the bound conditions on MATLAB when multiple programs being called for the evaluation to identify the accurate match in smallest running time duration.

Table 1: Face Components Analysis

| Pre-Face Components | Face | Nose | Mouth | Eyes |
|---------------------|------|------|-------|------|
| Face                | 1.00 | 1.00 | 1.10  | 1.00 |
| Nose                | 1.00 | 1.00 | 1.00  | 1.00 |
| Mouth               | 1.17 | 1.00 | 1.00  | 0.90 |
| Eyes                | 1.00 | 1.00 | 1.00  | 1.00 |

However, the proposed system has achieved maximum verification accuracy with face component full match which is considered as the highest verification accuracy ratio reported so far. Which is also compared with the other state-of-the-art face recognition methods on plastic surgery studied in research and concluded the result in Table 1. While addressing the detecting and locating the facial features where accurate detection coverage has been observed like eyes, nose and face itself but the mouth within that face, more detailed analysis of the image is required because additional detection is coming across with the result that authors should keep an eye on it for future processing.
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