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Domain generalization (DG) aims at learning a model on source domains to well generalize on the unseen target domain. Although it has achieved great success, most of the existing methods require the label information for all training samples in source domains, which is time-consuming and expensive in the real-world application. In this article, we resort to solving the semi-supervised domain generalization (SSDG) task, where there are a few label information in each source domain. To address the task, we first analyze the theory of multi-domain learning, which highlights that (1) mitigating the impact of domain gap and (2) exploiting all samples to train the model can effectively reduce the generalization error in each source domain so as to improve the quality of pseudo-labels. According to the analysis, we propose MultiMatch, i.e., extending FixMatch to the multi-task learning framework, producing the high-quality pseudo-label for SSDG. To be specific, we consider each training domain as a single task (i.e., local task) and combine all training domains together (i.e., global task) to train an extra task for the unseen test domain. In the multi-task framework, we utilize the independent batch normalization and classifier for each task, which can effectively alleviate the interference from different domains during pseudo-labeling. Also, most of the parameters in the framework are shared, which can be trained by all training samples sufficiently. Moreover, to further boost the pseudo-label accuracy and the model’s generalization, we fuse the predictions from the global task and local task during training and testing, respectively. A series of experiments validate the effectiveness of the proposed method, and it outperforms the existing semi-supervised methods and the SSDG method on several benchmark DG datasets.
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1 INTRODUCTION

Deep learning has achieved a remarkable success in many application tasks [8, 15, 30, 40], such as computer vision and natural language processing. However, when there is the domain shift between the training set and the test set, the typical deep model cannot effectively work on the test dataset [47, 63]. Hence, it requires training a new model for a new scenario, which is infeasible in real-world applications. Recently, a new task named domain generalization (DG) is proposed [28, 31], where there are several available source domains during training, and the test set is unknown, thus the training and test samples are various from the data-distribution perspective. The goal of DG is to train a generalizable model for the unseen target domain using several source domains.

Several domain generalization methods have been developed to handle this issue [32, 37, 41, 51, 56, 58]. However, these methods need to label all data from source domains, which is expensive and time-consuming in real-world applications. In general, a few labels for a dataset are easy to obtain, thus the semi-supervised domain generalization (SSDG) task is recently proposed [64], where there are a few labeled data in each source domain while most of the samples do not have the label information. To tackle this task, StyleMatch [64] is proposed via extending the FixMatch [43] with a couple of new ingredients, which resorts to enhancing the diversity from the image level and the classifier level. However, this method does not handle the data-distribution discrepancy of different source domains, resulting in a negative impact on the accuracy of pseudo-labels during training.

Similarly, in the conventional semi-supervised learning (SSL), most existing methods assume that all training samples are sampled from the same data distribution [13, 21, 33, 44, 48, 57, 62]. Differently, in the semi-supervised domain generalization task, the training samples from different distributions, as illustrated in Figure 1. Therefore, if directly using these methods to deal with the SSDG task, then we cannot obtain the accurate pseudo-labels during the training course, because the domain shift in the training set is not beneficial to producing the accurate pseudo-label.

In this article, we mainly resort to obtaining accurate pseudo-labels so as to enhance the model’s discrimination and generalization in the unseen domain. We first analyze the generalization error on a domain using the theory of multi-domain learning [2]. Based on the upper bound of the generalization error, we can obtain a conclusion that (1) alleviating the interference of different domains and (2) using all samples to train the model can effectively reduce the upper bound of generalization error on each domain, which means that the accurate pseudo-labels can be generated.

Inspired by the theory of multi-domain learning, we extend the FixMatch [43] to a multi-task learning method, named MultiMatch, for semi-supervised domain generalization. Specifically, we build the independent local task for each domain to mitigate the interference from different domains during generating pseudo-labels. In addition, we also construct a jointly global task for predicting unseen target domains. Particularly, each independent local task is utilized to give the pseudo-label, while the jointly global task is trained using the pseudo-label. Furthermore, benefiting from the multi-task framework, we can fuse the predictions from the global and local tasks to further improve the accuracy of pseudo-labels and the generalization capability of the model in the

FixMatch is an excellent baseline in SSDG, which will be validated in the experimental section.
training and test stages, respectively. We conduct a series of experiments on several DG benchmark datasets. Experimental results demonstrate the effectiveness of the proposed method, and the proposed method can produce a performance improvement when compared with the semi-supervised learning methods and the semi-supervised DG method. Moreover, we also verify the efficacy of each module in our method. In conclusion, our main contributions can be summarized as:

- We analyze the semi-supervised domain generalization task based on the generalization error of multi-domain learning, which inspires us to design a method to obtain the high-quality pseudo-label during training.
- We propose a simple yet effective multi-task learning (i.e., MultiMatch) for semi-supervised domain generalization, which can effectively reduce the interference from different domains during pseudo-labeling. Also, most of the modules in the model are shared for all domains, which can be sufficiently trained by all samples. To further promote the accuracy of pseudo-labels and the capability of the model, we propose to merge the outputs of the local task and the global task together to yield a robust prediction in the training and test stages.
- We evaluate our approach on multiple standard benchmark datasets, and the results show that our approach outperforms the state-of-the-art accuracy. Moreover, the ablation study and further analysis are provided to validate the efficacy of our method.

The rest of this article is organized as follows. We review some related work in Section 2. The proposed method is introduced in Section 3. Experimental results and analysis are presented in Sections 4 and 5 is the conclusion.

2 RELATED WORK

In this section, we investigate the related work to our work, including the semi-supervised learning methods and the domain generalization methods. The detailed investigation is presented in the following part.

2.1 Semi-Supervised Learning

The semi-supervised learning has achieved remarkable performance in the recent years [3, 4, 10, 11, 13, 21, 26, 33, 43, 44, 48, 49, 55, 57, 59, 62]. For example, Grandvalet et al. [13] propose to minimize entropy regularization, which enables us to incorporate unlabeled data in the standard supervised learning. Laine et al. [21] developed Temporal Ensembling, which maintains an exponential moving average of label predictions on each training example and penalizes predictions that are inconsistent with this target. However, because the targets change only once per epoch, Temporal Ensembling becomes unwieldy when learning large datasets. To overcome this issue,
Tarvainen et al. [44] designed Mean Teacher, which averages model weights instead of label predictions. In FixMatch [43], the method first generates pseudo-labels using the model’s predictions on weakly augmented unlabeled images and is then trained to predict the pseudo-label when fed a strongly augmented version of the same image. Furthermore, Zhang et al. [57] introduce a curriculum learning approach to leverage unlabeled data according to the model’s learning status. The core of the method is to flexibly adjust thresholds for different classes at each timestep to let pass informative unlabeled data and their pseudo-labels.

However, the success of the typical SSL largely depends on the assumption that the labeled and unlabeled data share an identical class distribution, which is hard to meet in the real-world application. The distribution mismatch between the labeled and unlabeled sets can cause severe bias in the pseudo-labels of SSL, resulting in significant performance degradation. To bridge this gap, Zhao et al. [61] put forward a new SSL learning framework, named Distribution Consistency SSL, which rectifies the pseudo-labels from a distribution perspective. Differently, Oh et al. [34] propose a general pseudo-labeling framework that class-adaptively blends the semantic pseudo-label from a similarity-based classifier to the linear one from the linear classifier.

Different from these existing semi-supervised learning settings, we aim to address the semi-supervised task with multiple domains in the training procedure, which results in the interference of different domains during pseudo-labeling because of the impact of domain shift.

2.2 Domain Generalization

Recently, some methods are also developed to address the domain generalization problem in some computer vision tasks [1, 5, 24, 27, 29, 32, 36, 41, 56, 58, 67], such as classification and semantic segmentation. Inspired by domain adaptation methods [52, 54], some works based on domain alignment [12, 25, 27, 31, 38, 39, 60] aim at mapping all samples from different domains into the same subspace to alleviate the difference of data distribution across different domains. For example, Muandet et al. [31] introduce a kernel-based optimization algorithm to learn the domain-invariant feature representation and enhance the discrimination capability of the feature representation. However, this method cannot guarantee the consistency of the conditional distribution; hence Zhao et al. [60] develop an entropy regularization term to measure the dependency between the learned feature and the class labels, which can effectively ensure the conditional invariance of learned feature, so that the classifier can also correctly classify the feature from different domains.

Besides, Gong et al. [12] exploit CycleGAN [68] to yield new styles of images that cannot be seen in the training set, which smoothly bridge the gap between source and target domains to boost the generalization of the model. Rahman et al. [38] also employ GAN to generate synthetic data and then mitigate domain discrepancy to achieve domain generalization. Differently, Li et al. [25] adopt an adversarial auto-encoder learning framework to learn a generalized latent feature representation in the hidden layer, and use Maximum Mean Discrepancy to align source domains, then they match the aligned distribution to an arbitrary prior distribution via adversarial feature learning. In this way, it can better generalize the feature of the hidden layer to other unknown domains. Rahman et al. [39] incorporate the correlation alignment module along with adversarial learning to help achieve a more domain-agnostic model because of the improved ability to more effectively reduce domain discrepancy. In addition to performing adversarial learning at the domain level to achieve domain alignment, Li et al. [27] also conduct domain adversarial tasks at the class level to align samples of each category from different domains.

Ideally, visual learning methods should be generalizable, for dealing with any unseen domain shift when deployed in a new target scenario, and they should be data efficient for reducing development costs by using as few labels as possible. However, the conventional DG methods, which are unable to handle unlabeled data, perform poorly with limited labels in the SSDG task.
Fig. 2. An illustration of the proposed MultiMatch for the semi-supervised domain generalization setting. In the method, training each domain is considered as the local task, and training all domains together is viewed as the global task. In the training course, we propose to employ the prediction fusion scheme to generate the final pseudo-label, which can be used to train the unlabeled samples. For example, we utilize the images based on weak augmentation to generate the pseudo-label. For an image from the $i$th domain, we can obtain two predictions from the \texttt{T}i-\texttt{BN} and \texttt{T}G-\texttt{BN} paths (i.e., the local and global tasks), and then we can fuse the two predictions to generate the final pseudo-label of the image by Function 1 (i.e., choose the highest confidence as pseudo-labels). For the image of the strong augmentation, we can obtain two predictions from the \texttt{T}i-\texttt{BN} and \texttt{T}G-\texttt{BN} paths and use the pseudo-label of the image to compute the loss and update the network.

To handle this task, Zhou et al. [64] propose StyleMatch, a simple approach that extends FixMatch with a couple of new ingredients tailored for SSDG: (1) stochastic modeling for reducing over-fitting in scarce labels and (2) multi-view consistency learning for enhancing the generalization capability of the model. However, StyleMatch cannot effectively address the interference of different domains during pseudo-labeling. In this article, we deal with the SSDG task from the multi-task learning perspective.

3 THE PROPOSED METHOD

In this article, our goal is to address the SSDG task. In this task, a few labeled samples on each domain are available, while most of the samples lack the label information, thus a key task is how to generate the accurate pseudo-label. Different from the conventional semi-supervised methods, the SSDG task contains multiple source domains with different distributions. We first analyze the generalization error of multi-domain learning, which shows the upper bound of the generalization error is related to the discrepancy of different domains and the number of training samples. Particularly, reducing the upper bound is equal to improving the accuracy of the pseudo-label. Based on the analysis, we develop a multi-task learning method (i.e., MultiMatch) to deal with the SSDG task, as illustrated in Figure 2. Besides, to further leverage the advantage of the multi-task learning framework, we fuse the predictions from different tasks to yield a better pseudo-label and more generalizable model in the training and test procedure. We will introduce our method in the following part.

3.1 Theoretical Insight

In the semi-supervised DG task, each domain contains labeled data and unlabeled data. To be specific, given $N$ domains in the training stage, we use $\mathcal{D}_i = \{\mathcal{D}_{li}, \mathcal{D}_{ui}\}$ to denote the $i$th domain,
where $D_i^l$ and $D_i^u$ represent the labeled and unlabeled samples in the $i$th domain, respectively. Since there is no label information for $D_i^u$, we aim to generate the high-quality pseudo-label in the training stage. Particularly, the SSDG task in the training stage can also be considered as multi-domain learning, and these unlabeled data can be viewed as the test data during pseudo-labeling. In the next part, we will introduce a theory of multi-domain learning to explore the semi-supervised DG task from the theoretical perspective.

Here, we consider hypotheses $h \in \mathcal{H}$ (i.e., prediction function), and give a vector $\alpha = (\alpha_1, \ldots, \alpha_N)$ of domain weights with $\sum_{j=1}^N \alpha_j = 1$. In addition, we assume that the learner receives a total of $m$ labeled training samples, with $m_j = \beta_j m$ from the $j$th domain $D_j$. We define the empirical $\alpha$-weighted error of function $h$ as

$$\hat{\epsilon}_\alpha(h) = \sum_{j=1}^N \alpha_j \hat{\epsilon}_j(h) = \sum_{j=1}^N \frac{\alpha_j}{m_j} \sum_{x \in S_j} |h(x) - f_j(x)|,$$

(1)

where $f_j(x)$ is a labeling function for the $j$th domain (i.e., the mapping from a sample to its ground truth).

**Theorem 1** ([2]). Let $\mathcal{H}$ be a hypothesis space of VC dimension $d$. For each domain $j \in \{1, \ldots, N\}$, let $S_j$ be a labeled sample of size $\beta jm$ generated by drawing $\beta_j m$ points from $D_j$ and labeling them according to $f_j(\cdot)$. If $\hat{h} \in \mathcal{H}$ is the empirical minimizer of $\hat{\epsilon}_\alpha(h)$ for a fixed weight vector $\alpha$ on these samples and $\epsilon^*_T = \min_{h \in \mathcal{H}} \epsilon_T(h)$ is the target error minimizer, then the upper bound of the generalization error on the target domain $\mathcal{D}_T$, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$, can be written as

$$\epsilon_T(\hat{h}) \leq \epsilon_T(\epsilon^*_T) + 2 \sqrt{\sum_{j=1}^N \frac{\alpha_j^2}{\beta_j} \frac{d \log(2m) + \log(\delta)}{2m}} + \sum_{j=1}^N \alpha_j (2\lambda_j + d_{\mathcal{H}^\Delta \mathcal{H}}(\mathcal{D}_j, \mathcal{D}_T)),$$

(2)

where

$$\lambda_j = \min_{h \in \mathcal{H}} \{\epsilon_T(h) + \epsilon_j(h)\}.$$

The detailed demonstration process can be found in Reference [2].

In Equation (2), the third term indicates the distribution discrepancy between $\mathcal{D}_j$ and $\mathcal{D}_T$. It is worth noting that, in the semi-supervised DG setting, all $\{\alpha_i\}_{i=1}^N$ and $\{\beta_i\}_{i=1}^N$ are $\frac{1}{N}$. Therefore, the Equation (2) can be rewritten as

$$\epsilon_T(\hat{h}) \leq \epsilon_T(\epsilon^*_T) + \sum_{j=1}^N \frac{2\lambda_j}{N} + 2 \sqrt{\frac{d \log(2m) + \log(\delta)}{2m}} + \frac{1}{N} d_{\mathcal{H}^\Delta \mathcal{H}}(\mathcal{D}_j, \mathcal{D}_T).$$

(4)

According to Equation (4), the upper bound of the generalization error on the target domain is mainly decided by four terms, where the first two terms can be considered as the constant. There are two observations in the third term and the fourth term. (1) In the third term, when $m$ is a larger value, the total value is smaller, which indicates that we should use the available samples to train the model. In other words, most modules in the designed model should be shared for all domains.
or tasks. (2) The last term is the distribution discrepancy between the source-target domain and the other domains. If we can alleviate the discrepancy, then the generalization error on the source-target domain can also be reduced.

Particularly, since the semi-supervised DG task consists of multiple domains, it can be also viewed as the multi-domain learning paradigm in the training stage. Besides, the unlabeled training data can be also considered as the test data during pseudo-labeling. Therefore, it means that if we can effectively reduce the upper bound of the generalization error in Equation (4), then it will result in generating a high-quality pseudo-label for each domain in the training stage.

3.2 Multi-task Learning Framework

FixMatch is a significant simplification of existing SSL methods [43]. It first generates pseudo-labels using the model’s predictions on weakly augmented unlabeled images. For a given image, the pseudo-label is only retained if the model produces a high-confidence prediction. The model is then trained to predict the pseudo-label when fed a strongly augmented version of the same image. Despite its simplicity, FixMatch achieves state-of-the-art performance across a variety of standard semi-supervised learning benchmarks. In the SSDG task, FixMatch also achieves better performance than other conventional semi-supervised methods [48, 57], which is verified in our experiment. In this article, we aim to extend FixMatch to a multi-task framework.

Based on the upper bound of the generalization error in Equation (4), the proposed method needs to satisfy two requirements: (1) most of modules in the model are shared for all domains, which can be sufficiently trained by all samples, and (2) the model can reduce the interference of domain gap between different domains. Therefore, we propose a multi-task learning framework, named MultiMatch, to address the SSDG task.

In this part, we will describe our multi-task learning framework. Since there are multiple different domains in the SSDG task, we consider training each domain as an independent task (i.e., the local task for each domain), which can effectively reduce the interference between different domains during pseudo-labeling. Besides, considering the SSDG task also needs to exploit the trained model on the unseen domain, we add a global task where we employ pseudo-labels from the local task to train the model. We assume that there are $N$ source domains in the training stage, thus we will build $N + 1$ tasks in our framework. To be specific, we will employ the independent batch normalization (BN) [6] and classifier for each task in our method, and other modules are shared for all tasks. The BN can be formulated by

$$BN(f_d) = \gamma \frac{f_d - M_d(\phi)}{M_{\sigma}(\phi)} + \beta, \ d \in \phi,$$

where $\phi$ is the domain set and $M_d(\phi)$ and $M_{\sigma}(\phi)$ represent the statistics for the $\phi$. When $\phi$ merely includes a domain, the sample will be normalized by the statistics from the own domain. Differently, when $\phi$ includes all domains, each sample will be normalized by the shared statistics from all domains. Since there exists a domain gap across different domains, the shared statistics will bring the noise error, as shown in the last term of Equation (4), resulting in larger generalization error.

Remark. In our multi-task learning framework, using the independent BN can effectively mitigate the interference of different domains, as shown in Equation (4). In addition, in our method, most of the modules are shared for all domains, which can sufficiently exploit all samples to reduce the third item in Equation (4). Hence, our multi-task learning framework can obtain a small generalization error on each domain so as to generate an accurate pseudo-label for each domain in the training stage. Last, the multi-task framework with multiple classifiers can produce the ensemble

---

2When the model generates the pseudo-label for a source domain, this source domain is named the source-target domain.
prediction for pseudo-label and test evaluation in the training and test procedure. We will give the prediction fusion scheme in the next part.

3.3 Prediction Fusion

For an image $x_i$ from the $i$th domain, we can generate its output $Y_i = [y_1; \cdots; y_{N+1}] \in \mathbb{R}^{C \times (N+1)}$, where $C$ is the number of the classes. In the training stage, due to the interference of different domains with each other, we employ the output of the $i$th task as the main prediction. To further guarantee the reliability of pseudo-labels in the training course, we combine it with the output of the global task to generate the final pseudo-labels. The motivation of fusing the global prediction is that the local and global predictions can be viewed as the private and shared information for all images, and thus they are complementary. In this article, we fuse them together with the Function 1 (i.e., choose the highest confidence as pseudo-labels) to get the accurate pseudo-label. For an image $x_i$ from the $i$th domain, the pseudo-label is produced by

$$\hat{y} = \text{PredictLabel}(y_i; y_{N+1}),$$

where PredictLabel$(\cdot)$ is defined in Function 1. In the test stage, we use the output of the global task as the main prediction, because the test domain is unseen (i.e., we do not know which training domain is similar to the test domain). Besides, for a test image, we also fuse the output of the most similar task to yield the final prediction result as

$$y_{max} = \text{SelectTask}(y_1; \cdots; y_N);$$

$$\tilde{y} = \text{PredictLabel} \left( \frac{y_{max} + y_{N+1}}{2} \right),$$

where SelectTask$(\cdot)$ is defined in Function 2 and returns the prediction of the most similar task (i.e., the column has the maximum value in a matrix) for a test image in the test procedure.

**Function 1: PredictLabel**

1. **Input:** A matrix $Y \in \mathbb{R}^{c \times n}$.
2. **Output:** A vector $y \in \mathbb{R}^{c \times 1}$.
3. Find the maximum value of each line in $Y$ to generate a vector $y \in \mathbb{R}^{c \times 1}$.
4. Find the position (e.g., $p$) of the maximum value of the vector $y$.
5. Setting the position ($p$) of $y$ as 1 (i.e., $y(p)=1$), and other positions as 0.
6. Return $y$.

**Function 2: SelectTask**

1. **Input:** A matrix $Y \in \mathbb{R}^{c \times n}$.
2. **Output:** A vector $y \in \mathbb{R}^{c \times 1}$.
3. Find the column’s position (e.g., $p$) of the maximum value of the vector $Y$.
4. Select the $p$th column from Y as $y$ (i.e., $y = Y(:,p)$).
5. Return $y$.

3.4 Training Process

In our method, we merely use the cross-entropy loss to train our model as in FixMatch [43]. In the training course, we randomly select the same number of labeled and unlabeled images from each domain to form a batch. It is worth noting that each image passes the domain-specific BN and classifier, and all images are required to pass the global task. Simultaneously, we fuse the
Algorithm 1: The training procedure of the proposed MultiMatch

1: **Input:** All training domains \( \{D^l_i, D^u_i \}_{i=1}^N \).
2: **Output:** The trained parameters of the model \( \theta \).
3: **Initialization:** Initialize the parameters \( \theta \).
4: **for** \( \text{iter} \leq \text{MaxIter} \) **do**
5: Generating a batch of images \( \{B^l, B^u\} \).
6: Using the labeled samples \( B^l \) to train the model, each image passes the domain-specific BN and classifier, and all images pass the global BN and classifier.
7: Conducting weak and strong augmentations for \( B^u \) to generate \( B^u_w \) and \( B^u_s \).
8: Based on \( B^u_w \) to yield the pseudo-label \( Y_u \) by Equation (6).
9: Using \( B^u_s \) and \( Y_u \) to train the model, and the forward path of all images is consistent with \( B^l \).
10: **end for**

predictions of the domain-specific task and the global task together to generate accurate pseudo-labels. The overall training process is shown in Algorithm 1.

4 EXPERIMENTS

In this section, we first introduce the experimental datasets and settings in Section 4.1. Then, we compare the proposed MultiMatch with the state-of-the-art SSL methods and the SSDG method in Section 4.2, respectively. To validate the effectiveness of various components in our MultiMatch, we conduct ablation studies in Section 4.3. Last, we further analyze the property of the proposed method in Section 4.4.

4.1 Datasets and Experimental Settings

4.1.1 Datasets. In this article, we conduct the experiments to validate the effectiveness of our method on three benchmark DG datasets as follows:

- **PACS** [23] consists of four different domains: Photo, Art, Cartoon, and Sketch. It contains 9,991 images with seven object categories in total, including Photo (1,670 images), Art (2,048 images), Cartoon (2,344 images), and Sketch (3,929 images).
- **Office-Home** [46] contains 15,588 images of 65 categories of office and home objects. It has four different domains, namely Art (2,427 images), Clipart (4,365 images), Product (4,439 images), and Real World (4,357 images), which is originally introduced for UDA but is also applicable in the DG setting.
- **miniDomainNet** [66] takes a subset of DomainNet [35] and utilizes a smaller image size (96 × 96). miniDomainNet includes four domains and 126 classes. As a result, miniDomainNet contains 18,703 images of Clipart, 31,202 images of Painting, 65,609 images of Real, and 24,492 images of Sketch.

We show some examples from PACS and Office-home in Figure 3. As seen, there is an obvious difference among different domains. Besides, we also visualize the features of four categories on PACS by t-SNE [45], as illustrated in Figure 4. In this figure, different colors are different domains. We observe that different domains appear in different spaces, which validates that there exists a domain shift in the training set.

4.1.2 Implementation Details. Following the common practice [17], ResNet18 [15] pre-trained on ImageNet [7] is employed as the CNN backbone (for all models compared in this article). We randomly sample 64 images from each source domain to construct a minibatch for labeled and
unlabeled data, respectively. The initial learning rate is set as 0.003 for the pre-trained backbone. In the experiment, to enrich the diversity of the augmentation, we integrate the AdaIN augmentation [16] into the strong augmentation scheme. Particularly, the augmentation scheme is utilized in all experiments, including the baseline (i.e., FixMatch), and thus it is a fair comparison in the experiment.

4.2 Comparison with State-of-the-art Methods

We conduct the experiment to compare our method with some semi-supervised learning methods (i.e., MeanTeacher [44], EntMin [13], DebiasPL [48], FlexMatch [57], and FixMatch [43]) and the semi-supervised DG method (i.e., StyleMatch [64]). In this experiment, we run these methods under two different settings (i.e., 10 labels per class and 5 labels per class) on three benchmark datasets. The experimental results are reported in Tables 1 and 2. As seen in this table, among these typical semi-supervised methods, FixMatch can achieve the best performance. Compared with FixMatch, our method can further improve performance. For example, on PACS our method outperforms FixMatch by +3.74% (81.57 vs. 77.83) and +5.09% (80.04 vs. 74.95) under the “10 labels per class” case and the “5 labels per class” case, respectively. Besides, on the large-scale dataset (i.e., miniDomainNet), our method can also achieve an obvious improvement, which is attributed to the fact that our method reduces the interference of different domains while guaranteeing that all training samples are utilized to train the model.

In addition, StyleMatch is developed to address the semi-supervised domain generalization task. Compared with it, our method has better experimental results on all settings and datasets, except for the “5 labels per class” case on PACS. For example, on miniDomainNet, our method increases StyleMatch by +3.66% (58.79 vs. 55.13) and +3.57% (54.61 vs. 51.04) under the “10 labels per class” case and the “5 labels per class” case, respectively. This confirms the effectiveness of our method when compared with the SOTA method, thanking the advantage of the multi-task learning framework in the semi-supervised domain generalization task. The effectiveness of each module in our proposed MultiMatch will be verified in the next ablation study.
4.3 Ablation Studies

In the experiment, we first validate the effectiveness of the multi-task learning framework, and then analyze the efficacy of the fusion prediction scheme in the training stage and the test stage, respectively. The experimental results are shown in Table 3, where “MTL+TRAIN-local+TEST-global” denotes that the pseudo-labels are generated by the domain-specific path (i.e., local task), and the final prediction during test is based on the global task. In other words, “MTL+TRAIN-local+TEST-global” means that we do not utilize the fusion prediction scheme in both the training and test stages. “MTL+TRAIN-global-local+TEST-global-local” indicates that we employ the fusion prediction scheme in both the training and test stages.

As seen in Table 3, “MTL+TRAIN-local+TEST-global” outperforms “Baseline” on both PACS and Office-Home, which confirms the effectiveness of the multi-task learning framework in the semi-supervised domain generalization task. For example, the multi-task learning framework can bring an obvious improvement by +3.37% (61.23 vs. 57.86) on Office-Home. In addition, the
Table 1. Comparison between Our Method and Different Semi-supervised (DG) Methods under Different Numbers of Labeled Samples on PACA and Office-Home

| Method            | PACS               | Office-Home         |
|-------------------|--------------------|---------------------|
|                   | P  | A  | C  | S  | Avg | A  | C  | P  | R  | Avg |
| MeanTeacher [44]  | 85.95 | 62.41 | 57.94 | 47.66 | 63.49 | 49.92 | 43.42 | 64.61 | 68.79 | 56.69 |
| EntMin [13]       | 89.39 | 72.77 | 70.55 | 54.38 | 71.77 | 51.92 | 44.92 | 66.85 | 70.52 | 58.55 |
| FlexMatch [57]    | 66.04 | 48.44 | 60.79 | 53.23 | 57.13 | 25.63 | 28.25 | 37.98 | 36.15 | 32.00 |
| DebiasPL [48]     | 93.23 | 74.60 | 67.23 | 63.49 | 74.64 | 44.71 | 38.62 | 64.42 | 68.39 | 54.04 |
| FixMatch [43]     | 87.40 | 76.85 | 69.40 | 77.68 | 77.83 | 49.90 | 50.98 | 63.79 | 66.75 | 57.86 |
| StyleMatch [64]   | 90.04 | 79.43 | 73.75 | 78.40 | 80.41 | 52.82 | 51.60 | 65.31 | 68.61 | 59.59 |
| MultiMatch (ours) | **93.25** | **83.30** | 73.00 | 76.74 | **81.57** | **56.32** | **52.76** | **68.94** | **72.28** | **62.57** |

5 labels per class

| Method            | PACS               | Office-Home         |
|-------------------|--------------------|---------------------|
|                   |                  |                    |
| MeanTeacher [44]  | 73.54 | 56.00 | 52.64 | 36.97 | 54.79 | 44.65 | 39.15 | 59.18 | 62.98 | 51.49 |
| EntMin [13]       | 79.99 | 67.01 | 65.67 | 47.96 | 65.16 | 48.11 | 41.72 | 62.41 | 63.97 | 54.05 |
| FlexMatch [57]    | 61.80 | 23.83 | 37.28 | 48.09 | 42.75 | 19.04 | 26.16 | 30.81 | 23.00 | 24.75 |
| DebiasPL [48]     | 89.52 | 65.52 | 54.09 | 29.22 | 59.59 | 41.41 | 33.45 | 58.77 | 60.59 | 48.56 |
| FixMatch [43]     | 86.15 | 74.34 | 69.08 | 73.11 | 75.67 | 46.60 | 48.74 | 59.65 | 63.21 | 54.55 |
| StyleMatch [64]   | 89.25 | 78.54 | 74.44 | 79.06 | **80.32** | 51.53 | 50.00 | 60.88 | 64.47 | 56.72 |
| MultiMatch (ours) | **90.66** | **82.43** | 72.43 | 74.64 | 80.04 | **53.71** | **50.21** | **63.99** | **67.81** | **58.93** |

Note that "P," "A," "C," and "S" denote different domains on PACS. "Avg" is the average result of all domains. The bold is the best result.

Table 2. Comparison between Our Method and Different Semi-supervised (DG) Methods under Different Numbers of Labeled Samples on miniDomainNet

| Method            | miniDomainNet      |
|-------------------|-------------------|
|                   | C        | P        | R        | S        | Avg      |
|                   | 10 labels per class |
| MeanTeacher [44]  | 46.75    | 49.48    | 60.98    | 37.05    | 48.56    |
| EntMin [13]       | 46.96    | 49.59    | 61.10    | 37.26    | 48.73    |
| FlexMatch [57]    | 38.97    | 32.44    | 39.34    | 11.82    | 30.64    |
| DebiasPL [48]     | 54.18    | 54.27    | 57.53    | 47.93    | 53.48    |
| FixMatch [43]     | 51.22    | 54.99    | 59.53    | 52.45    | 54.55    |
| StyleMatch [64]   | 52.76    | 56.15    | 58.72    | 52.89    | 55.13    |
| MultiMatch (ours) | **56.13** | **59.15** | **63.68** | **56.18** | **58.79** |

5 labels per class

| Method            | miniDomainNet      |
|-------------------|-------------------|
|                   | C        | P        | R        | S        | Avg      |
| MeanTeacher [44]  | 39.01    | 42.92    | 54.40    | 31.13    | 41.87    |
| EntMin [13]       | 39.39    | 43.35    | 54.80    | 31.72    | 42.32    |
| FlexMatch [57]    | 13.80    | 20.52    | 17.88    | 20.40    | 18.15    |
| DebiasPL [48]     | 50.87    | 52.11    | 51.86    | 44.61    | 49.86    |
| FixMatch [43]     | 47.23    | 52.88    | 55.99    | **52.88** | 52.24    |
| StyleMatch [64]   | 46.30    | 52.63    | 54.65    | 50.59    | 51.04    |
| MultiMatch (ours) | **50.99** | **56.03** | **58.53** | **52.88** | **54.61** |

Bold is the best result.
fusion prediction scheme is also effective in both the training and test stages. As seen in Table 3, “MTL+TRAIN-global-local+TEST-global” outperforms “MTL+TRAIN-local+TEST-global,” and “MTL+TRAIN-global-local+TEST-global-local” outperforms “MTL+TRAIN-local+TEST-global-local,” which indicates the effectiveness of the fusion prediction scheme in the training stage. Meanwhile, “MTL+TRAIN-local+TEST-global-local” outperforms “MTL+TRAIN-global-local+TEST-global,” and “MTL+TRAIN-global-local+TEST-global-local” outperforms “MTL+TRAIN-global-local+TEST-global,” which confirms the effectiveness of the fusion prediction scheme in the test stage. In our method, we use the fusion manner in Section 3.3. We will also investigate some other fusion manners in further analysis.

### 4.4 Further Analysis

**Evaluation on different fusion manners.** In this part, we evaluate different fusion manners in our framework on PACS. Experimental results are listed in Table 4. Each fusion manner is described in the following formulas. “TEST-avg-all” is the mean of the outputs from all tasks in the testing stage. “TEST-max” denotes the maximum output among all tasks in the testing stage. “TRAIN-avg” means using the mean of outputs from the own task and the global task during pseudo-labeling. As observed in Table 4, “TRAIN-max+TEST-avg” (i.e., Equations (6) and (8)) can obtain a slight improvement when compared with other fusion schemes. Besides, compared with
the “MTL+TRAIN-local+TEST-global” (i.e., without using the fusion scheme in our method), all schemes in Table 4 outperform it, which indicates that the prediction’s ensemble is significant for our method during training and testing.

**TEST-avg-all:**

\[
\text{Class} = \text{MaxClass}\left(\frac{y_1 + \cdots + y_{N+1}}{N+1}\right),
\]

**TEST-max:**

\[
\text{Class} = \text{MaxClass}\left([y_{\text{max}}; y_{N+1}]\right),
\]

where \( y_{\text{max}} \) is defined in Equation (7).

**TRAIN-avg:**

\[
\text{Class} = \text{MaxClass}\left(\frac{y_i + y_{N+1}}{2}\right),
\]

where \( y_i \) is the prediction of an image from the \( i \)th domain.

The accuracy of pseudo-labels. In this experiment, we use **Precision**, **Recall**, and **macro-f1** to evaluate the accuracy of pseudo-labels. Here we give the detailed definition as follows:

\[
\text{Precision} = \frac{N_c}{N} \times 100, \quad (9)
\]

where \( N \) and \( N_c \) denote the number of the total samples and the correctly predicted samples. In addition, we define \( TP \) as true positive, \( TN \) as true negative, \( FP \) as false positive, as \( FN \) as false negative. To be specific, for the \( i \)th class, \( TP_i \) is the number of the true \( i \)th class among the predicted \( i \)th class; \( TN_i \) is the number of the true non \( i \)th class among the predicted non \( i \)th class; \( FP_i \) is the number of the false \( i \)th class among the predicted \( i \)th class; \( FN_i \) is the number of the false non \( i \)th class among the predicted non \( i \)th class.

For the \( i \)th class, we have

\[
\text{Recall}_i = \frac{TP_i}{TP_i + FN_i}, \quad \text{Precision}_i = \frac{TP_i}{TP_i + FP_i}, \quad F_i = 2\frac{\text{Precision}_i \times \text{Recall}_i}{\text{Precision}_i + \text{Recall}_i}. \quad (10)
\]

Hence, we can obtain

\[
\text{Recall} = \frac{100}{C} \sum_{c=1}^{C} \text{Recall}_i, \quad \text{macro-f1} = \frac{100}{C} \sum_{c=1}^{C} F_i, \quad (11)
\]

where \( C \) is the number of classes. Table 5 shows the experimental results, where “MTL+TRAIN-local” represents the accuracy of the pseudo-labels from the domain-specific classifier in our method, and “MTL+TRAIN-global-local” is the accuracy of the pseudo-labels generated by fusing the domain-specific classifier and the global classifier in our method. As observed in Table 5, “MTL+TRAIN-local” can improve the macro-f1 of FixMatch by +1.37 (90.63 vs. 89.26) and +1.27 (70.41 vs. 69.14) on PACS and Office-Home, respectively. This validates that using the independent task for each domain can indeed alleviate the interference of different domains so as to improve the pseudo-labels of unlabeled data. Besides, “MTL+TRAIN-global-local” outperforms all other methods, e.g., “MTL+TRAIN-global-local” increases the macro-f1 of StyleMatch by +1.35 (92.70 vs. 91.35) and +2.39 (73.07 vs. 70.68) on on PACS and Office-Home, respectively. Therefore, this confirms that our method can achieve better accuracy of pseudo-labels to enhance the generalization capability of the model. Furthermore, we also display the accuracy of pseudo-labels of different methods at different epochs on PACS and Office-Home in Figure 5, respectively. As seen, our method can give more accurate pseudo-labels at each epoch when compared with FixMatch and StyleMatch.
Table 5. The Accuracy of Pseudo-labels of Different Methods on PACS and Office-Home under the Case with 10 Labels Per Class

| Dataset      | Method                        | Precision | Recall | macro-f1 |
|--------------|-------------------------------|-----------|--------|----------|
| PACS         | FixMatch                      | 88.83     | 89.52  | 89.26    |
|              | StyleMatch                    | 90.84     | 91.52  | 91.35    |
|              | MTL+TRAIN-local               | 90.17     | 90.86  | 90.63    |
|              | MTL+TRAIN-global-local        | 92.23     | 92.82  | 92.70    |
| Office-Home  | FixMatch                      | 71.05     | 69.97  | 69.14    |
|              | StyleMatch                    | 72.67     | 71.41  | 70.68    |
|              | MTL+TRAIN-local               | 72.22     | 71.25  | 70.41    |
|              | MTL+TRAIN-global-local        | 74.86     | 73.76  | 73.07    |

Fig. 5. The precision of pseudo-labels of different methods at different epochs on PACS and Office-Home, respectively.

Fig. 6. Comparison between our MultiMatch and StyleMatch under different numbers of the labeled data on PACS. “ALL” denotes that all training samples have label information during training.

**Test on different numbers of the labeled data.** We also conduct the comparison between our proposed MultiMatch and StyleMatch under different numbers of the labeled data on PACS, as shown in Figure 6. According to this figure, except for the “5 labels per class” case, our MultiMatch obviously outperforms StyleMatch in all other cases. For example, when we use 160 labels per class, our MultiMatch improves the performance by +1.1% (83.43 vs. 82.33) when compared with StyleMatch. Besides, given the label information for all training samples, our method can also obtain better results than StyleMatch.

**Evaluation on the independent BN and the independent classifier.** In this part, we validate the effectiveness of the independent BN and the independent classifier in our method. Experimental results are listed in Table 6, where “w/ SBN” and “w/ SC” indicate using the shared BN and the
Table 6. Evaluation on the Independent BN and the Independent Classifier on PACS and Office-Home, Respectively

| Module      | PACS          |          | Office-Home |          |
|-------------|---------------|----------|-------------|----------|
|             | P  | A  | C  | S  | Avg | P  | A  | C  | P  | R  | Avg |
| w/ SBN      | 91.62 | 82.09 | 73.10 | 73.70 | 80.13 | 55.30 | 51.65 | 68.01 | 71.56 | 61.63 |
| w/ SC       | 91.07 | 78.10 | 71.12 | 76.12 | 79.10 | 54.68 | 52.28 | 67.38 | 71.22 | 61.39 |
| Ours        | 93.25 | 83.30 | 73.00 | 76.74 | 81.57 | 56.32 | 52.76 | 68.94 | 72.28 | 62.57 |

Fig. 7. Experimental results of the typical DG methods under the labeled samples in SSDG on PACS and Office-Home, respectively. Note that “L” denotes only using the labeled samples, and “L+U” uses the labeled and unlabeled samples together.

Effectiveness of the unlabeled data in SSDG. To validate the effectiveness of the unlabeled data in SSDG, we train the supervised DG methods using the labeled samples, including ResNet18, CrossGrad [42], DDAIG [65], and RSC [17]. Experimental results are shown in Figure 7. As observed in this figure, using the unlabeled data can obtain better performance than these conventional DG methods with the labeled data, which validates that the unlabeled samples are very meaningful in the SSDG task. Furthermore, our MultiMatch can effectively mine the information from these unlabeled data, which has been reported in Table 1.

Test on the supervised case. In the experiment, we train our model in the supervised setting, and compare it with some supervised DG methods, as reported in Tables 7 and 8. MLDG [22], MASF [9], and MetaReg [1] are meta-learning-based methods. FACT [53], RSC [17], and FS-DCL [19] are augmentation-based methods. In addition, VDN [50] and SNR [20] aim at learning domain-invariant features, and DAEL [66] is an ensemble learning-based method. Compared with these supervised methods, our MultiMatch is also competitive in the supervised case.
Table 7. Experimental Results of Different Methods under the Supervised Setting on PACS

| Method     | P   | A   | C   | S   | Avg  |
|------------|-----|-----|-----|-----|------|
| MLDG [22]  | 94.30 | 79.50 | 77.30 | 71.50 | 80.65 |
| MASF [9]   | 94.99 | 80.29 | 77.17 | 71.69 | 81.04 |
| MetaReg [1] | 95.50 | 83.70 | 77.20 | 70.30 | 81.68 |
| SNR [20]   | 94.50 | 80.3 | 78.20 | 74.10 | 81.80 |
| VDN [50]   | 94.00 | 82.60 | 78.50 | 82.70 | 84.45 |
| FACT [53]  | 95.15 | 85.37 | 78.38 | 79.15 | 84.51 |
| MultiMatch (ours) | 95.79 | 84.44 | 75.83 | 82.82 | 84.72 |

The **bold** and gray are the best result and the second-best result, respectively.

Table 8. Experimental Results of Different Methods under the Supervised Setting on Office-Home

| Method     | A   | C   | P   | R   | Avg  |
|------------|-----|-----|-----|-----|------|
| RSC [17]   | 58.42 | 47.90 | 71.63 | 74.54 | 63.12 |
| DAEL [66]  | 59.40 | 55.10 | 74.00 | 75.70 | 66.05 |
| SNR [20]   | 61.20 | 53.70 | 74.20 | 71.50 | 66.10 |
| FSDCL [19] | 60.24 | 53.54 | 74.36 | 76.66 | 66.20 |
| FACT [53]  | 60.34 | 54.85 | 74.48 | 76.55 | **66.56** |
| MultiMatch (ours) | 59.71 | 56.25 | 74.28 | 75.70 | 66.49 |

Table 9. Comparison between Our Method and L2G [18] on PACS and Office-Home under 10 Labels per Class

| PACS          | Method | P   | A   | C   | S   | Avg  |
|---------------|--------|-----|-----|-----|-----|------|
| L2G [18]      | **93.40** | 83.24 | 69.18 | 75.70 | 80.38 |
| Ours          | 93.25  | **83.30** | **73.00** | **76.74** | **81.57** |

| Office-Home   | Method | A   | C   | P   | R   | Avg  |
|---------------|--------|-----|-----|-----|-----|------|
| L2G [18]      | 55.92  | 51.58 | 68.12 | 71.62 | 61.81 |
| Ours          | **56.32** | 52.76 | **68.94** | **72.28** | **62.57** |

Comparison with “local-to-global” method. In our task, we achieve the scheme in Reference [18] that uses each local branch prediction to distill global branch prediction. Experimental results are shown in Table 9. As seen in this table, our method can obtain the better performance than the L2G [18]. The advantage of our method is fusing the prediction of global task based on our “PredictLabel” scheme in Function 1 can further improve the accuracy of the pseudo-label, which has been validated in Table 5 of our article.

5 CONCLUSION

In this article, we aim to tackle the SSDG task. Different from the typical semi-supervised task, the challenge of SSDG is that there exist multiple different domains with latent distribution discrepancy. To address this issue, we first explore the theory of multi-domain learning to generate more accurate pseudo-labels for unlabeled samples. Then, we propose to utilize a multi-task...
learning framework to mitigate the impact of the domain discrepancy and sufficiently exploit all training samples, which can effectively enhance the model’s generalization. We conduct the experiment on multiple benchmark datasets, which verifies the effectiveness of the proposed method.
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