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A wireless sensor network (WSN) is inevitably subject to node failures due to their harsh operating environments and extra-long working hours. In order to ensure reliable and correct data collection, WSN node fault diagnosis is necessary. Fault diagnosis of sensor nodes usually requires the extraction of data features from the original collected data. However, the data features of different types of faults sometimes have similarities, making it difficult to distinguish and represent the types of faults in the diagnosis results, these indistinguishable types of faults are called ambiguous information. Therefore, a belief rule base with power set (PBRB) fault diagnosis method is proposed. In this method, the power set identification framework is used to represent the fuzzy information, the evidential reasoning (ER) method is used as the reasoning process, and the projection covariance matrix adaptive evolution strategy (P-CMA-ES) is used as the parameter optimization algorithm. The results of the case study show that PBRB method has higher accuracy and better stability compared to other commonly used fault diagnosis methods. According to the research results, PBRB can not only represent the fault types that are difficult to distinguish, but also has the advantage of small sample training. This makes the model obtain high fault diagnosis accuracy and stability.

1. Introduction

A wireless sensor network (WSN) is a new type of information acquisition and processing network. It consists of a large number of low-power sensor nodes. The sensor nodes communicate through a wireless network. WSN has been widely used in mechanical parameter detection, industrial monitoring, mine safety, medical and health, environmental monitoring and other industries. With the rapid development of Internet of Things (IOT) industry, WSN is also widely used in smart home field. The application scenarios of WSNs usually require real-time and reliable data collection. However, the working environment of industrial WSN is harsh, usually in a high temperature and high pressure environment. In the field of IoT, it is difficult to avoid communication interference between multiple networks. Moreover, with the accumulation of the working time of WSN node, the possibility of its failure gradually increases. Therefore, to ensure the real-time reliability of the data collected by WSN and to grasp the fault of WSN node in time, the fault diagnosis of WSN node is particularly important.

Commonly used WSN fault diagnosis methods can be divided into three types: model analysis methods, data-driven methods and hybrid information-based methods. First, some of the methods based on model analysis are not accurate due to the complexity of the system and the relative simplicity of the model. Second, data-driven based approach needs a large number of uniform fault samples is required to obtain better diagnosis. Moreover, whether the approach is model-based, data-driven or mixed-information, there is a common problem. Fault types that are difficult to distinguish during diagnosis, i.e., ambiguous information, cannot be represented, this affecting the accuracy of fault diagnosis.

The proposed method of WSN node fault diagnosis based on power set belief rule base (PBRB) has two advantages. Firstly, the model can express the fuzzy information of fault classification caused by the similarity of data features in power set. Second, the setting of the initial parameters of the model is derived from expert knowledge, which can effectively improve the accuracy of model diagnosis and has little dependence on the number of training samples.
The basic structure of the paper is as follows. Section 2 is related work, which introduces the common methods and existing problems of WSN fault diagnosis. In Section 3, the problems of WSN node fault diagnosis are formulated, and then a new fault diagnosis model is constructed based on the PBRB. In Section 4, the implementation process of the model is designed. In Section 5, the case study is constructed to verify the effectiveness of the model. In Section 6, the results of the case study are discussed. In Section 7, the content of the paper is summarized, and future work is planned.

2. Related work

Due to the wide application of WSN and the importance of WSN node fault diagnosis, WSN node fault diagnosis is the research direction of many scholars.

The first type of method is based on model analysis. It is defined as simulating the cognitive process of things, which includes expert system-based models, fuzzy logic-based models, decision tree-based models and hypothesis testing-based models [2, 3, 4, 5, 6, 7]. Febraniyah, IL, Saputro, WC et al. studied and implemented a combination of multiscale principal component analysis (MSPCA) and decision trees to detect fault data from WSN and classify faults [4]. The different factors of sensor nodes are analyzed, and a fault diagnosis method for heterogeneous WSN based on fuzzy logic is proposed by M. Masdari et al. [5]. Laiou, A. et al. constructed an autonomous fault diagnosis model in a WSN based on a decision tree [6]. Sun, QY. Sun, YM. et al. proposed a method for multi-classification of WSN nodes based on a combination of recursive principal component analysis (RPCA) and support vector data description (SVDD) [7]. This type of method does not rely on fault samples and has a wide range of applications. However, the model is affected by the complex environment, the modeling accuracy of the model is low, and the model learning ability is poor.

The second type of method is the data-driven method. It is defined by learning the fault samples [8]. The types of methods mainly include neural network-based (NN) models, extreme learning machine-based models and extremely randomized trees [9, 10, 11, 12, 13, 14, 15]. Sun, QY. Sun, YM. et al. proposed a method for multi-classification of WSN nodes based on a combination of recursive principal component analysis (RPCA) and support vector data description (SVDD) [7]. This type of method does not rely on fault samples and has a wide range of applications. However, the model is affected by the complex environment, the modeling accuracy of the model is low, and the model learning ability is poor.

The third type of method is the hybrid information-based method. It is defined by learning the fault samples [8]. The types of methods mainly include neural network-based (NN) models, extreme learning machine-based models and extremely randomized trees [9, 10, 11, 12, 13, 14, 15]. An automatic fault diagnosis model based on back propagation neural network (BPNN) was proposed by Swain, R. R. Khilar, P. M. et al. to determine multiple fault types of WSN hard and soft faults [9]. Gui, W., Lu, Q., Su, M., & Pan, F. proposed a convolutional neural network based on the optimization of the Fireworks algorithm for fault diagnosis of WSN nodes [10]. By considering the improved belief function fusion method, an enhanced recurrent ELM-based method for WSN fault diagnosis was proposed by A. Javaid et al. [14]. The data-driven method is currently the main fault diagnosis technology of WSN, which has the advantage of high model accuracy. However, these methods rely on the integrity of historical data, there is no causal relationship in the modelling process, the initial parameters of the model are set randomly, and the random parameters are largely incompatible with WSN mechanism, which can lead to limited diagnostic accuracy of the model.

The third type of method is the hybrid information-based method. Defined by learning qualitative knowledge and quantitative data [16]. In this type of method, the Markov-based model, Bayesian network-based model and belief rule base (BBR) model are often used. Zhao, Qun. proposed a multi-channel information fusion method based on coupled hidden Markov models for fault diagnosis of mechanical equipment [17]. Emperuman, M. et al. proposed a continuous density hidden Markov model, combined with neural networks, for fault classification of sensor devices in WSNs [18]. A diagnostic model based on Markov transition fields and deep residual networks was proposed by Yan, J., Kan, J. et al. [19]. Through the mapping relationship between fault trees and Bayesian networks, Chunhua Zhang et al. constructed a fault diagnosis model for Bayesian networks [20]. A fault diagnosis method using Bayesian networks as a model bridge was proposed through the mapping relationship between fuzzy fault trees and BRBs by Cheng, X., Liu, S. et al. [21]. However, these methods have high modelling requirements. The validity and accuracy of the model can only be guaranteed when the type of fault being diagnosed is identified and the characteristics are well defined.

BRB is an excellent modeling method for complex systems based on hybrid information [22]. The BRB model is built using expert knowledge, and the BRB model parameters are trained using historical data. In addition, all kinds of uncertain information can be effectively processed by BRB, including randomness, fuzziness, uncertainty, and inconsistency [23]. The theory of BRB has gradually improved, and BRB are widely used in many fields, such as medical decision-making [24], fault diagnosis [25], and safety assessment [26].

In the study of WSN node fault diagnosis, WSN node fault types are diagnosed by the data features extracted from the original collected data. However, in engineering practice, the data features of different types of faults in a specific interval are similar, which makes it difficult to diagnose fault type. These faults, which cannot be clearly diagnosed, are called ignorance information including local ignorance and global ignorance. Therefore, WSN node fault diagnosis model should have the ability to describe the ignorance information [27]. However, the discriminative framework of the belief rule base cannot effectively represent this ignorance information. In the latest research, to solve that BRB cannot effectively describe local ignorance, ZJ. Zhou et al. extended BRB with the power set framework [28]. The ignorance information of complex systems can be more efficiently represented using a power set identification framework.

Through the above analysis, in this paper, the BRB is proposed as a fault diagnosis method for WSN nodes. This method has several advantages. First, both qualitative and quantitative information can be used as inputs of the model to form IF-THEN rules, which are suitable for the modelling requirements of large and complex systems. Second, it is possible to represent information about fault types that are ambiguous due to similar data features, improving the accuracy of fault diagnosis. Finally, compared with other data-driven methods, this method is more consistent with the working mechanism of the diagnosed device. It sets parameters according to expert knowledge and enhances the interpretability of the model while improving the diagnostic accuracy.

3. Problem formulation

In this section, the problems in fault diagnosis for WSN nodes are formulated, and a new WSN node fault diagnosis model is constructed based on the PBRB.

3.1. Problem formulation of WSN node fault diagnosis

In the WSN, a large number of sensor nodes are randomly distributed in or near the monitoring area, which can form a network in a self-organizing manner. The data detected by the sensor nodes are transmitted to the sink node through the self-organizing network. The sink node transmits the data to the management node, that is, the data processing center, through Internet or satellite communication. Therefore, it is an effective solution to implement WSN node fault diagnosis in the data processing center, as shown in Figure 1. Here, four problems can be included in WSN node fault diagnosis, which can be described as follows.

Problem 1. The extraction process of the data features is formulated. In WSN, the data collected by different sensors have similarities, including time correlation and space correlation. When WSN node fault occurs, the time and space correlation features will be changed. The raw data collected by the sensors therefore need to be analysed, and data features that are time-correlated or space-correlated from the data are extracted as input attributes to the model. The extraction process is described as Eq. (1):

$$X = f(X, \psi)$$

(1)
where $X = \{x_1, \ldots, x_M\}$ denotes the set of attributes used as inputs of the model. $M$ is the number of attributes, $f(\cdot)$ denotes the extraction process of data features, $\mathcal{X}$ denotes the raw dataset collected by different sensors. $\psi$ denotes the parameter set of the data feature extraction process.

**Problem 2.** All fault diagnosis results, including global ignorance and local ignorance, are defined. In WSN node fault diagnosis, fault types are used as output of the model. Define $\Omega$ as a set of all WSN fault types, which can be described as Eq. (2):

$$\Omega = \{D_1, \ldots, D_N\}$$

where $D_i$ is the $i$th fault type of WSN node and $N$ represents the number of WSN node fault types. In fault diagnosis of WSN node, local ignorance represents the case where the fault may be any $J$ of all $N$ faults, where $J < N$. Global ignorance represents the case where the fault may be any one of all $N$ faults. The set of fault types with local ignorance and global ignorance can then be described as Eq. (3):

$$2^\Omega = \{\emptyset, D_1, \ldots, D_N, \{D_1, D_N\}, \ldots\{D_1, \ldots, D_{N-1}\}, \Omega\}$$

where $\emptyset$ is an empty set and $\{D_1, D_N\}$ represents that WSN node fault diagnosis result may be $D_1$ or $D_N$, which is used to describe local ignorance. $\Omega$ is a complete set, which is used to describe global ignorance. Therefore, the fault diagnosis result of $N$ fault types has $2^N$ possibilities.

**Problem 3.** The fault diagnosis process of WSN node is designed. The fault diagnosis process can be expressed by the following Eq. (4):

$$y = g(x_1, \ldots, x_M, \eta)$$

where $x_1, \ldots, x_M$ represents data features extracted in problem 1, i.e., the input attributes of the model. $\eta$ represents the parameter set of the fault diagnosis process. $g(\cdot)$ indicates the diagnosis process of a fault. $y$ represents the power set of the output of the model defined in problem 2.

**Problem 4.** The optimization process of the fault diagnosis model is designed. The initial parameters of the model are determined by expert knowledge. It follows the general trend of the belief distribution, but it is not the optimal solution. Therefore, parameters need to be adjusted by optimization algorithm to improve the diagnostic accuracy of the model. The optimization process of the parameters of the model can be described as Eq. (5):

$$\eta_{\text{best}} = h(\eta_0, \emptyset)$$

where $h(\cdot)$ denotes the optimization process of parameters of the model. $\emptyset$ is parameter set of the optimization process, and $\eta_0$ is the set of parameters of the model initialized by expert knowledge. $\eta_{\text{best}}$ is the optimized parameter set.

### 3.2. Construction of the new WSN node fault diagnosis model

To solve the above four problems, a new WSN node fault diagnosis model based on PBRB is proposed. In PBRB, belief rules contain a power set identification framework of output results and input attributes, but this power set framework is the basic probability distribution and not the final result. The final result needs to be derived by a rule fusion algorithm. $K$ belief rules are constructed, and each belief rule can be described as Eq. (6):

$$R_k : \text{IF} (x_1 \text{ is } A^k_1, \ldots, x_M \text{ is } A^k_M)$$

$$\text{THEN} \{ (D_1, \beta^k_1), \ldots, (D_M, \beta^k_M) \} \bigg\{ \sum_{n=1}^{2^N} \beta^k_n = 1 \bigg\}$$

**WITH rule weight \( \theta_k \) and attribute weight \( \delta_1, \ldots, \delta_M \)**

where $R_k (k = 1, \ldots, K)$ denotes the $k$th belief rule in WSN node fault diagnosis model. $A^k_1, \ldots, A^k_M$ denotes the value of the reference point of $M$ input attributes of this model, which is defined by experts. $D_1, \ldots, D_M$ are the set of fault types in the power set. $\beta^k_n (n = 1, \ldots, 2^N)$ denotes the belief degree of different output results in the power set. $\theta_k$ is the weight of the $k$th belief rule, which is used to describe the importance of the rule, and $\delta_1, \ldots, \delta_M$ are the weights of different attributes, which can reflect the importance of attributes.

The new WSN node fault diagnosis model based on PBRB comprises the following units. First, a WSN data feature extraction method was designed to extract time-correlated or space-correlated data features to be used as input attributes for the PBRB. Second, the features of the power set identification framework of the PBRB method can be used to represent the local ignorance and global ignorance of the fault diagnosis results of WSN nodes and improve fault diagnosis accuracy. Third, the initial parameters set by experts in PBRB are optimized using an optimization algorithm to further improve the diagnostic accuracy of the model. The fault diagnosis model consisting of the above three components can be represented as Figure 2.
4. The WSN node fault diagnosis model based on PBRB

In this section, the modeling process of WSN node fault diagnosis is defined, which includes the basic structure of the model, the reasoning process of the model, and the optimization process of the model.

4.1. The basic structure of the model

To effectively describe WSN node fault diagnosis problem in modeling. The fault mechanism and data features of the WSN are analyzed. The basic structure of WSN node fault diagnosis is constructed, which can be described as:

Step 1: The input attributes of the model are constructed. WSN node faults cannot be directly represented by sensor raw data, so WSN node data features are extracted as the input of the model.

A WSN is a distributed data collection network. There are many sensors that have the same function to collect information on detected objects. As shown in Figure 3, there are certain similarity characteristics in space and time for the information of these sensors, which are shown as follows. The first is time correlation. The overall trend of the object being tested is consistent over a period of time, and therefore, the data collected by the sensor have a similar trend over time. For example, if a WSN is used to monitor temperature changes in an area and the overall temperature in the area is on an upwards trend over a period of time, then the data collected by the sensors distributed in the area are all on an upwards trend and have similarity. The second is spatial correlation, where the difference between two monitored points is smaller the closer they are to the object being detected. Therefore, sensors that are distributed closer together have a strong similarity in monitoring data. For example, still monitoring temperature changes in a certain area, when the distance between two sensors is only 1 m, they have almost the same monitoring data.

When a WSN node failure occurs, the data features of time correlation and space correlation are changed. The data features of different types of faults are also different. Therefore, the data features of the time correlation and space correlation of WSN node are selected as the input of the model.

Trend correlation is an expression of time correlation. It indicates the degree of similarity in the trend of the collected data over a period. which can be calculated by the following Eq. (7):

Figure 2. The WSN node fault diagnosis model based on PBRB.

Figure 3. Temperature data of adjacent sensors.
The activation weight of the belief rule is calculated by the rule weight and matching degree
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The belief degree after rule fusion is calculated by the ER analysis algorithm
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Figure 4. The Inference process of WSN node fault diagnose.

\[
\chi = \frac{\sum_{k=0}^{T} [x_i(t-k) - \bar{x}(t)] [x_j(t-k) - \bar{x}(t)]}{\left[ \sum_{k=0}^{T} [x_i(t-k) - \bar{x}(t)]^2 \right]^{\frac{1}{2}}} \]

where \( x_i(t-k) \) \( \forall k = 0, \ldots, T \) denotes the data collected by sensor \( i \) at time \( t-T, t \), \( \bar{x}(t) \) denotes the average value of the data collected by sensor \( i \) from time \( t-T \) to time \( t \).

The residual feature is defined to represent space correlation, which can be described as Eq. (8):

\[
\hat{e} = x_i(t) - \frac{1}{S-T} \sum_{j=1}^{S} x_j(t)
\]

where \( x_i(t) \) denotes the data collected by sensor \( i \) at time \( t \). \( 1/(S-T) \sum_{j=1}^{S} x_j(t) \) denotes the average value of other sensors collected at time \( t \). \( S \) denotes the number of sensors.

More precisely, trend correlation and residual features are extracted as the input attributes of the fault diagnosis model proposed in this paper.

Step 2: The output of the model is constructed. In WSN node fault diagnosis model, fault types are used as the output attributes of the WSN node fault types are classified by offset fault, high noise fault, outlier fault and fixed value fault [29]. All these faults can be described as Eq. (9):

\[
\Omega = \{D_1, D_2, D_3, D_4\}
\]

where \( D_1 \) is the offset fault, \( D_2 \) is the high noise fault, \( D_3 \) is the outlier fault, and \( D_4 \) is the fixed value fault.

The data features between fault types are sometimes similar, making it difficult for the model to distinguish between specific fault types and generate local ignorance and global ignorance. To represent local ignorance and global ignorance information more effectively, a frame of discernment with a power set is defined, which can be described as Eq. (10):

\[
2^\Omega = \left\{ \emptyset, D_1, D_2, D_3, D_4, \{D_1, D_2\}, \{D_1, D_3\}, \{D_1, D_4\}, \{D_2, D_3\}, \{D_2, D_4\}, \{D_3, D_4\}, \Omega \right\}
\]

where \( \emptyset \) means that the current state may not be any of the already defined fault types, \( D_i \) \( (i = 1, 2, 3, 4) \) means that the current fault is \( D_i \), \( \{D_i, D_j\} \) \( i, j = 1, 2, 3, 4 \) \( i \neq j \) means that the current state may be fault \( D_i \) or fault \( D_j \), \( \{D_i, D_j, D_k\} \) and \( \{D_i, D_j, D_k, D_l\} \) have similar meanings. \( \Omega \) represents that the current fault may be of any of the types already defined.

Step 3: The belief rules of the model are defined as Eq. (11):

\[
R_k: IF x_1 \ is \ A^1_k \ and \ x_2 \ is \ A^2_k \ THEN \ \begin{cases} (\emptyset, \beta^k_1), (D_1, \beta^k_2), (D_2, \beta^k_3), (D_3, \beta^k_4), (D_4, \beta^k_5), (\{D_1, D_2\}, \beta^k_6), (\{D_1, D_3\}, \beta^k_7), (\{D_1, D_4\}, \beta^k_8), (\{D_2, D_3\}, \beta^k_9), (\{D_2, D_4\}, \beta^k_{10}), (\{D_3, D_4\}, \beta^k_{11}), (\Omega, \beta^k_{12}) \end{cases}
\]

\[
\text{WITH rule weight } \theta_k \text{ and attribute weight } \delta_1, \delta_2
\]

where \( x_1 \) and \( x_2 \) represent the input attributes of the model. The WSN node fault diagnosis model in this paper represents trend correlation and residual features. \( A^1_k \) and \( A^2_k \) represent the reference points of the input attribute, which are set by expert knowledge. \( \beta^k_1, \ldots, \beta^k_{12} (k = 1, \ldots, L) \) represents the rule basic probability distribution, and \( \sum_{k=1}^{16} \beta^k_k = 1 \). \( \emptyset \) \( D_i \) \( (i = 1, 2, 3, 4) \) \( \{D_i, D_j\} \) \( i, j = 1, 2, 3, 4 \) \( i \neq j \) and \( \{D_i, D_j, D_k\} \) have the same meaning as in Eq. (10). \( \theta, k = 1, 2, \ldots, L \) represents the rule weight of each rule, and \( \delta_1, \delta_2 \) represent the input attribute weight. Among these parameters, the input attribute reference point, basic probability distribution, rule weight and input attribute weight have expert knowledge to be initialized.

4.2. The Inference process of the model

The inference process of WSN node fault diagnosis is designed in this part, as shown in Figure 4. The specific reasoning process is described as follows.
Step 1: The input and reference values of the attributes are used to calculate the matching degree of the reference point of the corresponding attributes. First, assume that attribute $i$ has $m$ reference values of $A_{k_i}^i; \ldots; A_{k_i+1}^i; \ldots; A_{k_i+m}^i$, and they are sorted in an increasing order. Then, the matching of reference values at positions $k$ and $k+1$ can be calculated by the following Eq. (12):

$$a_j^i = \begin{cases} \frac{A_{k_i+1}^i - x_i}{A_{k_i+1}^i - A_{k_i}^i}, & j = k, A_{k_i}^i \leq x_i \leq A_{k_i+1}^i \\ \frac{x_i - A_{k_i}^i}{A_{k_i+1}^i - A_{k_i}^i}, & j = k + 1 \\ 0, & j = 1, 2, \ldots, m, \ j \neq k, \text{ and } j \neq k + 1 \end{cases}$$

(12)

where $a_j^i$ denotes the matching degree with the $j$th reference value of the $i$th attribute. $x_i$ is the value of the $i$th input attribute. $A_{k_i}^i$ and $A_{k_i+1}^i$ represent the two adjacent reference values. If $x_i$ is between $[A_{k_i}^i, A_{k_i+1}^i]$, the matching degree of $x_i$ for $A_{k_i}^i$ and $A_{k_i+1}^i$ is calculated; otherwise, the matching degree of other reference values is 0.

Step 2: The activation weight of the belief rule is calculated by the rule weight and matching degree, and the process can be described as Eq. (13):

$$\omega_k = \frac{\theta_k \prod_{i=1}^{m} (a_j^i)^{\delta_i}}{\sum_{j=1}^{K} \prod_{i=1}^{m} (a_j^i)^{\delta_i}}$$

(13)

where $\omega_k$ denotes the activation weight of the $k$th belief rule. $\theta_k$ $(j = 1, 2, \ldots, K)$ denotes rule weight of the $j$th rule, and $K$ is the total number of rules. $a_j^i$ denotes the matching degree of the $i$th attribute on the corresponding reference value in the $j$th rule. $\delta_i$ represents attribute weight of the $i$th attribute. When $\omega_k \neq 0$, the current rule is activated.

Step 3: The basic probability mass is calculated, which can be described as Eqs. (14) and (15):

$$n_k^i = \omega^i \delta_i$$

(14)
where $\omega_k$ represents the activation weight of the $k$th rule. $\beta_n^k$ represents the belief degree of the $n$th outcome in the discriminative framework for the $k$th rule. $m_n^k$ denotes the basic probability mass of the $k$th rule for the $n$th ($n = 1, ..., 2^k$) fault state. $m_{\nu_0}$ denotes the basic probability mass that is not assigned to the fault state in the $k$th belief rule.

Step 4: The belief degree after rule fusion is calculated by the ER analysis algorithm, which can be described as Eqs. (16) and (17):

$$
\kappa = \sum_{n=1}^{2^k} \prod_{k=1}^{l} (m_n^k + m_{\nu_0}^k) - (2^k - 1) \prod_{k=1}^{l} m_{\nu_0}^k
$$

$$
\beta_n = \frac{\kappa \times \left[ \sum_{k=1}^{K} (m_n^k + m_{\nu_0}^k) - \sum_{k=1}^{K} m_{\nu_0}^k \right]}{1 - \kappa \times \left[ \sum_{k=1}^{K} m_{\nu_0}^k \right]}
$$

Step 5: The output utility of the belief degree is calculated as Eq. (18):

$$
y = \sum_{n=1}^{2^k} D_n \beta_n
$$

where $D_n, n = 1, 2, ..., 2^k$ represents the $2^k$ results in the power set identification framework. $\beta_n, n = 1, 2, ..., 2^k$ represents the belief degree of $2^k$ resulting in the power set identification framework. $N$ denotes the number of fault types. For example, there exists a discriminatory framework $\{1, 0.2\}, \{2, 0.3\}, \{3, 0.5\}$. Then, the final output utility $y$ is $1 \times 0.2 + 2 \times 0.3 + 3 \times 0.5 = 2.3$. The calculation result in this case is closest to 2, so the classification result is 2.

4.3. The optimization process of the model

The initial parameters of WSN node fault diagnosis model are constructed based on expert knowledge. However, there are two problems with this. First, the extracted data features are similar in some cases. Second, as the number of attributes increases, setting the initial parameters becomes more difficult. The initial parameters set by expert knowledge are consistent with the working mechanism of the WSN to some extent, but they are not optimal. Therefore, the model needs to be trained by the data to obtain more accurate model parameters. The optimization objective function can be expressed in the following Eq. (19):

$$
\min_{\eta} \text{MSE}(\eta)
$$

s.t.

$$
\sum_{k=1}^{K} \beta_k^n = 1
$$

$$
0 \leq \beta_k^n \leq 1, \ k = 1, \ldots, K, \ n = 1, \ldots, 2^k
$$

$$
0 \leq \delta_m \leq 1, \ m = 1, \ldots, M
$$

where $\eta = [\theta_1, \theta_2, \ldots, \theta_k, \beta_1^1, \beta_2^1, \ldots, \beta_k^1, \beta_1^2, \beta_2^2, \ldots, \beta_k^2, \ldots, \beta_1^K, \beta_2^K, \ldots, \beta_k^K, \delta_1, \ldots, \delta_M]$ denotes the parameter set of the fault diagnosis model. The mean square error (MSE) is used as the objective function of the optimization algorithm and is denoted using $\text{MSE}(\cdot)$. The objective function can be expressed as Eq. (20):

$$
\text{MSE}(\eta) = \frac{1}{\text{NUM}} \sum_{i=1}^{\text{NUM}} \left( y_i - y_i^{\text{expected}} \right)
$$

where $\text{NUM}$ represents the number of training samples. $y_i$ is the actual output of the $i$th training sample in WSN node fault diagnosis model, and $y_i^{\text{expected}}$ is the expected output of the $i$th training sample. The projection covariance matrix adaptation evolution strategy (P-CMA-ES) algorithm is selected to optimize the model parameters, as shown in Figure 5.
4.4. Process of the model

Through the above analysis, the modelling process of WSN node fault diagnosis is designed. This can be described as follows.

Step 1: The correlation features of the sensor data are extracted and used as the input attributes of the diagnosis model.

Step 2: The WSN node fault diagnosis model based on the PBRB is constructed by expert knowledge.

Step 3: The reasoning process of the fault diagnosis model is designed based on the ER parsing algorithm.

Step 4: The P-CMA-ES algorithm was chosen as the optimization algorithm for the initial parameters of the diagnostic model.

5. Case study

In this section, a case study is designed to verify the effectiveness of the proposed method in this paper, including problem formulation, construction, training and testing of the model.

5.1. Problem formulation

In this case study, WSN datasets collected and published by Intel Berkeley Research Labs were selected. This dataset contains information about data collected from 54 sensors deployed in the Intel Berkeley Research lab between February 28th and April 5th, 2004. The data collected by each sensor node include temperature, humidity, light, and voltage. The sensor is arranged in the laboratory according to Figure 6. Sensors 1, 2, 3, and 4 are selected as the data sources for this article based on the sensor installation location.

Step 2: Raw data is processed on demand. By analyzing the characteristics of the data set, it is found that the sensor has data loss phenomenon in a period of time. The data volume and time of sensors 1 to 4 are inconsistent. Therefore, on the basis of the source data, the method of average value is adopted to make up the missing data. Finally, data from sensors 1 to 4 were processed every 5 min from March 1 to March 7, resulting in a total of 2016 data from each sensor.

![Figure 7. Simulated fault data on sensor 1.](image)

![Figure 8. Results of trend correlation.](image)

Table 1. Simulation method of different type of fault.

| Fault type         | Simulation method                                         |
|--------------------|-----------------------------------------------------------|
| Offset fault       | Randomly superimpose a random number between 0 and 10 on the sample 400–799. |
| High noise fault   | Randomly superimpose a random number between 10 and 20 on the sample 800–1199. |
| Outlier fault      | Randomly draw 10% of discrete data samples from samples 1200–1599 and replace them with random numbers between 0 and 40. |
| Fix value fault    | Change the value of sample 1600–2016 to the value of sample 1599 |
Step 3: Sensor failure data are simulated on senser 1. The simulation method is shown in Table 1. The effect after simulating fault data in sensor 1 is shown in Figure 7, where 1–399 are normal data and 400–799 are offset fault data. 800–1199 are high noise fault data, 1200–1599 are outlier fault data and 1600–2016 are fix value fault data.

5.2. Construction of the model

Step 1: Extracting data features include trend correlation and residual feature. To build a fault diagnosis model for WSN nodes, data features need to be extracted from the raw sensor data first. In this paper, the trend correlation is calculated by the method shown in Eq. (7) and represented by $x_1$. The residual feature is calculated by the method shown in Eq. (8) and represented by $x_2$. The calculation results of the trend correlation and residual feature are shown in Figure 8 and Figure 9, respectively. A schematic diagram of the model structure is shown in Figure 10.

Step 2: The reference point and reference value of the input attributes are defined. By analyzing the data features and graphs of the input attributes $x_1$ and $x_2$, the reference points of the two input attributes can be determined. First, there are 7 reference points for $x_1$, which are very low (VL), relatively low (RL), low (L), medium (M), high (H), relatively high (RH), and very high (VH) and can be described as Eq. (21). The reference value corresponding to the reference point is shown in Table 2. Second, there are 7 reference points for $x_2$, which are very low (VL), relatively low (RL), low (L), medium (M), high (H), relatively high (RH), and very high (VH), as described in Eq. (22). The reference value corresponding to the reference point is shown in Table 3. Finally, 5 reference points are set for the output result of the model, which are normal (N), offset fault (OSF), high noise fault (HNF), outlier fault (OF), and fix value fault (FVF), which can be described as Eq. (23). The reference value is shown in Table 4.

\[
x_1 = \{\text{VL}, \text{RL}, \text{L}, \text{M}, \text{H}, \text{RH}, \text{VH}\}
\]

\[
x_2 = \{\text{VL}, \text{RL}, \text{L}, \text{M}, \text{H}, \text{RH}, \text{VH}\}
\]

\[
y = \{\text{N}, \text{OSF}, \text{HNF}, \text{OF}, \text{FVF}\}
\]

Following the process of model construction introduced in Section 4.1, the power set framework needs to be constructed based on the set of fault types $y$. Following the process of model construction introduced in
Section 4.1, the power set framework needs to be constructed based on the set of fault types Y. However, observing the images of the data features, it is found that only adjacent faults in the defined faults have local ignorance. Therefore, the local ignorance and global ignorance that do not exist in the power set framework can be reduced. Eventually, the discriminative framework of the model is obtained as Eq. (24).

\[
y = \{N, \{N, OSF\}, OSF, \{OSF, HNF\}, HNF, HNF, OF, \{OF, FVF\}, FVF\}
\]  

(24)

Step 3: The initial belief rule base consisting of 49 rules is constructed by the data features extracted in Step 1 and the reference point and reference value determined in Step 2.

5.3. Training and testing of the model

In this part, the model constructed in Section 5.2 will be trained. After the model is trained, the test data will be used to verify the accuracy and effectiveness of the model.

Step 1: The training data and iteration number are determined. In Step 3 of Part 1 of this section, different types of fault data on sensor 1 are simulated and data features are extracted from the simulated data. The 1897 extracted data features were randomly divided into six groups of 8:2, 7:3, 6:4, 5:5, 4:6, and 3:7 according to the ratio of training and test sets commonly used in machine learning.

Step 2: Three evaluation indexes are defined in this step to verify the effectiveness of the model. The first index is overall accuracy, which can be described as Eq. (25):

\[
\text{Overall\_acc} = \frac{TN}{all} \times 100
\]  

(25)

where \(TN\) denotes the number of samples correctly diagnosed, \(all\) denotes the total number of samples. The second index is fault diagnosis accuracy, which can be described as Eq. (26):

\[
\text{Fault\_acc} = \frac{FN'}{FN} \times 100
\]  

(26)

where \(FN\) denotes the number of fault samples and \(FN'\) denotes the number of correctly diagnosed fault samples. The last index is the fault detection rate, which can be described as Eq. (27):

\[
\text{Check\_rate} = \frac{FN^-}{FN} \times 100
\]  

(27)

where \(FN\) denotes the number of fault samples and \(FN^-\) denotes the number of samples in which the diagnosis result is a fault sample and the source data is also a fault sample.

Step 3: The number of model iterations is determined, and the model is trained. In the process of model training, the iteration times of model training are set as 100, 200, 400, 800, 1600 and 2000. By comparing the performance indicators defined in Step 2 under different iterations, it is found that the accuracy of the model improves with the increase of the number of training iterations. The improvement in model accuracy is shown in Figure 11. Finally, the number of model iterations is determined to be 1600.

5.4. Optimization algorithm comparison

In this part, the parameters of the model are optimized. The rule weights, attribute weights, and belief degree parameters are initially set by the experts, but are not yet the optimal set of parameters for fault diagnosis. Therefore, the set of parameters needs to be adjusted by an optimization algorithm to obtain better diagnostic results. Common optimization algorithms for BRB methods are the differential evolution algorithm (DE) [30], the FMINCON function of the MATLAB optimization toolbox [31], and the P-CMA-ES method [32, 33]. To choose the most suitable optimization algorithm for this paper, each of the three optimization algorithms was tested using six different scales of data defined in the first step of Part C. The test results are shown in Figure 12.

First, the comparison of MSE values shows that the DE algorithm has the
After the optimization algorithm is determined, the initial parameters of the model are optimized, and the optimized rule weights and belief degree are shown in Table 5. Where the No column of the table indicates the number of the rule, and there are 49 rules in the current model. The second column represents the weight of the current rule. $x_i$ in the Attribute column represents the reference point for the trend correlation, and $x_2$ represents the reference point for the residual characteristic.
5.5. Comparison with other methods

In this section, the index defined in Section 5.3 is used to verify the effectiveness of the model that we proposed, named the PBRB, compared with some other common fault diagnosis methods for wireless sensor network nodes, including backpropagation neural networks (BPNN), K-nearest neighbor (KNN), Extreme Learning Machine (ELM) and Belief Rule Base without power set (BRB).

First, using the PBRB method proposed in this paper, six fault diagnosis experiments are executed according to the division method of training and test sets defined in the first step of Section 5.3. Each group of experiments was recorded for overall accuracy, fault diagnosis accuracy and fault detection rate. These results are calculated by Eq. (25) (26) and (27) and shown in Table 6.

| Experimental group | 8:2  | 7:3  | 6:4  | 5:5  | 4:6  | 3:7  |
|--------------------|------|------|------|------|------|------|
| Overall accuracy   | 90.50% | 88.58% | 88.52% | 88.50% | 86.73% | 87.26% |
| Fault diagnosis accuracy | 90.04% | 89.04% | 87.38% | 89.05% | 84.64% | 87.13% |
| Fault detection rate | 100.00% | 100.00% | 99.67% | 100.00% | 99.43% | 100.00% |

Second, frequently used fault diagnosis methods were chosen as control experiments, which include BPNN, ELM and BRB. The same experimental process as for the PBRB method was executed with six sets of experiments for each method, and each group of experiments was assigned different proportions of training and test sets according to the method in Section 5.3. The results of the control experiments are calculated by Eq. (25) (26) and (27) and shown in Figures 13, 14, and 15.

6. Results and discussion

According to Figure 13, we concluded that the overall accuracy of the PBRB method is highest, followed by the BRB method. The overall accuracy of the other diagnostic methods began to decline rapidly after the 2nd group of tests. The factors contributing to the above results are as follows. First, the PBRB method can better describe the local ignorance in the results compared to the BRB method. Therefore, the overall accuracy of the PBRB method is slightly higher than that of the BRB method. Second, the belief degree in the initial parameters of the PBRB and BRB methods is initialized by expert knowledge, which is closer to the optimal solution of the diagnosis, and the belief degree represents the size of the probability, which is more consistent with the mechanism of WSN. However, the parameters of the other methods are set randomly and aim to fit nonlinear functions as closely as possible, without mechanistic support. Therefore, the model is not as effective as the BRB and PBRB methods for diagnosis. Third, the initial parameters of the PBRB method and BRB method are set in accordance with the mechanism of the diagnosed object. Therefore, it is more suitable for small sample training. However, the other methods fit the approximate nonlinear function by adjusting the parameters, and when the training samples are small, the fitting effect will be affected more, which leads to a sharp decrease in the overall accuracy.

According to Figure 14, PBRB has the highest fault diagnosis accuracy, followed by BRB method. At the same time, fault diagnosis accuracy of the BPNN, KNN, and ELM methods showed a significant decrease in the latter groups of tests. The reasons for the above phenomena are as follows. First, since the PBRB and BRB methods can better handle the
ambiguity information in the extracted data features, while the initial parameters set according to the expert knowledge are consistent with the WSN mechanism, they can go for better diagnostic results. Second, because the initial parameters of the BPNN, KNN, and ELM methods are random, their inference process fits a nonlinear function, so the model effect will be significantly decreased when the training samples are small.

According to Figure 15, it can be seen that the PBRB method had the highest fault detection rate, with three 100% detection rates. The detection rates of the other methods were lower than that of the PBRB method. Among them, the detection rate of the KNN method showed a great decrease in the sixth group of experiments. There are several reasons for the above phenomenon. First, the BPNN, KNN, and ELM methods have better fault detection rates in the first five groups of experiments, considering that their overall accuracy and fault detection accuracy show a significant decrease after the third group, which indicates that they have a high error detection rate. Second, the PBRB can effectively handle the information input of fuzzy uncertainty and initial parameter setting in accordance with the mechanism. Therefore, there is no substantial decrease in fault diagnosis accuracy with a high detection rate.

Through the above six groups of comparative experiments, it can be seen that PBRB method has several advantages. Firstly, it can effectively deal with fuzzy uncertain information and the local ignorance caused by it. Secondly, the initial parameters of PBRB model are set according to the expert knowledge, which is more consistent with the WSN mechanism. Finally, the PBRB method can obtain good diagnostic results in the case of small sample training.

7. Conclusion

Existing commonly used wireless sensor network fault diagnosis methods have the following problems. First, local ignorance and global ignorance generated by the similarity of fault data features cannot be represented, which affects the diagnosis accuracy of the model. Second, the parameter settings of these methods are random and has no real physical meaning, and the interpretability of the model is poor. Third, the data-driven methods require a large amount of data to train the model to improve the accuracy of the model, and it is difficult to improve the accuracy of the model when the amount of training data is small.

Therefore, a fault diagnosis method of WSN node based on PBRB is proposed. First, local ignorance and global ignorance are represented by a power set. Second, the initial parameters of the model are determined by expert knowledge, which is more consistent with the working mechanism and reduces the dependence on the number of training samples. Third, the P-CMA-ES algorithm is selected to optimize the parameters of the model. In Section 5 of this paper, a case study is constructed to verify the effectiveness of the model. The results of the case study showed that compared with other methods, the accuracy of diagnosis is a small increase. At the same time, better diagnostic results can be obtained with fewer training samples. However, the method proposed in this paper is still in the initial stage and has the following limitations. When the model has more prerequisite attributes or more reference points for the attributes, there is the problem of the explosion of the number of rule combinations. The following research will be carried out in the following aspects.

1. The reasoning process of the PBRB model needs to be optimized to improve the diagnosis accuracy of the model.
2. Some new wireless sensor network node data features need to be extracted, the fuzziness and uncertainty of data features are reduced, and the accuracy of node fault diagnosis is improved.
3. Rule elimination methods need to be proposed to solve the problem of rule combination explosion.
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