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Isotope shift spectroscopy with narrow optical transitions provides a benchmark for atomic structure calculations and has also been proposed as a way to constrain theories predicting physics beyond the Standard Model. Here, we have measured frequency shifts of the $^{1}S_0 \rightarrow ^{3}P_1$ and $^{1}S_0 \rightarrow ^{3}P_0$ transitions between all stable isotopes of strontium relative to $^{88}$Sr. This includes the first reported measurements of the $^{1}S_0 \rightarrow ^{3}P_0$ isotope shift of $^{88}$Sr-$^{86}$Sr and $^{88}$Sr-$^{84}$Sr. Using the isotope shift measurements of the two transitions a King plot analysis is performed, revealing a non-linearity in the measured values.

I. INTRODUCTION

Isotope shifts of atomic transition frequencies arise due to the difference in neutron numbers for different isotopes with the same atomic number. For a given element, these shifts can be systematically analyzed using a King plot, which elucidates the contributions of the field and mass shifts. The King plot is typically expected to be linear, and the experimentally determined value of the slope provides a good benchmark for theoretical predictions. Any deviations from linearity as was observed in Sm \cite{2} and Ba \cite{3}, or between predicted and experimentally measured values of the slope as was observed in Ca\textsuperscript{+} \cite{5}, are important for refining atomic structure calculations. Furthermore, recent theoretical proposals have suggested that linearity in King plots could be used to put constraints on higher-order effects on isotope shifts or on physics beyond the Standard Model \cite{6–8}. Strontium has many favorable properties for studying isotope shifts, including an abundance of stable isotopes and very narrow optical transitions \cite{9}. In addition, prior theoretical work has proposed the measurement of strontium isotope shifts as a promising probe of new physics \cite{7,8}.

Strontium has four stable isotopes: three bosons ($^{88}$Sr, $^{86}$Sr, and $^{84}$Sr), and one fermion ($^{87}$Sr). Mixing between the singlet and triplet fine structure manifolds leads to narrow-linewidth optical transitions, and these transitions have found use in both strontium and other alkaline-earth-(like) atom experiments \cite{9–11}. In particular for strontium, the $^{1}S_0 \rightarrow ^{3}P_1$ intercombination-line transition at 689 nm (linewidth $\Gamma/2\pi = 7.4$ kHz) is used during laser cooling to operate a narrow-line magneto-optical trap (MOT) \cite{9,12}, and the even narrower $^{1}S_0 \rightarrow ^{3}P_0$ clock transition at 698 nm ($\Gamma/2\pi \sim$ MHz) is the foundation for state-of-the-art optical clocks operating at a precision at the $10^{-18}$ level \cite{13–15}. The clock transition is strictly forbidden by angular momentum considerations, but becomes weakly allowed via hyperfine mixing in $^{87}$Sr or by application of an external field for the bosonic isotopes \cite{16}.

While the $^{1}S_0 \rightarrow ^{3}P_0$ clock transition has been extensively studied in $^{87}$Sr and $^{88}$Sr \cite{13–20}, there have been no previous measurements of the transition in either $^{86}$Sr or $^{84}$Sr as far as we know \cite{21}. Here we report the first isotope shift spectroscopy measurements of the clock transition for both $^{84}$Sr and $^{86}$Sr relative to the most abundant isotope $^{88}$Sr. Furthermore, we measure all isotope shifts of the $^{1}S_0 \rightarrow ^{3}P_0$ intercombination-line transition relative to $^{88}$Sr, permitting the first King plot analysis of strontium for these two transitions. Given the very narrow linewidths involved, extensions of this work could place stringent experimental constraints on the King linearity, ruling out candidate theories for physics beyond the Standard Model or benchmarking state-of-the-art atomic structure calculations.

II. EXPERIMENTAL PROCEDURE

All of the isotope shift spectroscopy was performed using laser-cooled strontium atoms at temperatures of a few $\mu$K, held in an optical dipole trap (ODT). After applying the spectroscopy light, we monitored atom loss by performing absorption imaging.

The laser lights used for spectroscopy of both the $^{1}S_0 \rightarrow ^{3}P_1$ and $^{1}S_0 \rightarrow ^{3}P_0$ lines were generated using two home-built external-cavity diode lasers based on the design in Ref. \cite{22}. The frequency of the 689-nm laser was stabilized via an optical phase-locked loop (OPLL) to the master laser of the 689-nm narrow-line MOT system. The master 689-nm laser was locked using the Pound-Drever-Hall (PDH) method \cite{24,25} to a cavity constructed from ultra-low expansion (ULE) glass and housed in a temperature-stabilized vacuum chamber. To stabilize the frequency of the 698-nm laser, we passed a few percent of the light through a wide bandwidth electro-optic modulator and locked the first phase-modulated sideband via PDH to a second, independent ULE cavity \cite{26}. This cavity was housed in a separate temperature-stabilized, acoustically-isolated vacuum chamber. These locking schemes for both lasers allowed us the flexibility to shift the frequency of either laser to span the isotope shifts of its respective transition. For both the 689-nm and 698-nm lasers, the light was referenced to a frequency comb (Menlo System FC1500-250-ULN) to account for long-term drift and provide a frequency reference. Fine frequency control of each laser beam was achieved by adjusting the drive of an acousto-
optic modulator, which was also used to stabilize the intensity of the spectroscopy pulse. The spectroscopy laser linewidth was characterized by locking independent 689-nm lasers to each ULE cavity. A heterodyne beatnote at 689 nm between the two separate lasers was measured to be approximately 200 Hz wide, which bounds the expected spectral performance of both systems.

The remainder of the apparatus used for the spectroscopy has been described in detail previously [28]. Laser cooling of all isotopes proceeds according to well-established techniques [3], with a MOT first operating on the broad \( ^1S_0 \rightarrow ^1P_1 \) transition at 461 nm, followed by a narrow-line MOT operating on the 689-nm intercombination-line transition \( ^1S_0 \rightarrow ^3P_1 \). For all isotopes, temperatures in the narrow-line MOT are typically a few \( \mu \)K, low enough to efficiently transfer the atoms into a single beam, far-detuned ODT at 1064 nm. Typical temperatures in the ODT are \{2.9 \( \mu \)K, 2.2 \( \mu \)K, 1.1 \( \mu \)K, 2.7 \( \mu \)K\} and typical atom numbers are \{1, 0.1, 0.5, 0.2\} \times 10^6 for \( ^{88}\text{Sr}, ^{87}\text{Sr}, ^{86}\text{Sr}, ^{84}\text{Sr} \} \) respectively, with trap frequencies \( \{\omega_x, \omega_y, \omega_z\}/(2\pi) = \{50, 4, 495\} \) Hz in the horizontal, axial, and vertical directions respectively. For the bosons, the variation in atom number is mostly due to the difference in the natural abundance of each isotope, whereas for the fermionic isotope the atom number is also limited by the additional complexity of the narrow-line MOT [29].

| Systematic Shift (kHz) | 88 | 87 | 86 | 84 |
|------------------------|----|----|----|----|
| Density                | 1.7 ± 1.7 | −34.1 ± 14.5 | −51.9 ± 26.8 | −43.3 ± 15.6 | 5.1 ± 3.4 | −1.4 ± 4.3 |
| Recoil                 | 4.8 ± (0.1) | 4.8 ± (0.1) | 4.8 ± (0.1) | 4.8 ± (0.1) | 4.9 ± (0.1) | 5.0 ± (0.1) |
| Total                  | 6.5 ± 1.7 | −29.3 ± 14.5 | −47.1 ± 26.8 | −38.5 ± 15.6 | 10.0 ± 3.4 | 3.6 ± 4.3 |

TABLE I: Measured systematic frequency shifts and uncertainties for the \(^1S_0 \rightarrow ^3P_1 \) transition. Uncertainties indicate one standard deviation.

III. MEASUREMENT OF THE \(^1S_0 \rightarrow ^3P_1 \) ISOTOPE SHIFTS

After loading the atoms into the ODT, the magnetic field was set to 0.05 mT (0.5 G) to resolve the \(^3P_1(m = 0) \) state for the even (bosonic) isotopes. For the odd (fermionic) isotope, which has hyperfine structure, the magnetic field was set to zero, meaning that the Zeeman splitting was not detectable within the lineshape. The strength of the magnetic field was calibrated by addressing the \(^1S_0(m = 0) \rightarrow ^3P_1(m' = 1) \) transition of \(^{88}\text{Sr} \), for which the Zeeman shift is known [12]. To eliminate the effect of AC Stark shifts from the ODT we implemented a stroboscopic procedure where, with a typical period of 500 \( \mu \)s, the ODT was turned on and off with a duty cycle of 50% (duration of 250 \( \mu \)s), and applied the 689-nm probe laser when the ODT was off, similar to the procedure used in Refs. [30, 31]. The spectroscopy light was used to induce atom loss from the trap through light scattering and subsequent recoil, which is primarily an incoherent process where there is absence of coherence between the pulses of the stroboscopic method with the switching of the ODT. The 689-nm spectroscopy beam was aligned at an angle of approximately 45° with respect to the ODT, both in the horizontal plane. The spectroscopy beam was collimated with a \( 1/e^2 \) beam waist of 1.25 mm in the horizontal direction and 1.71 mm in the vertical direction at the position of the atoms. The polarization of the spectroscopy beam was set to be linear along the direction of the magnetic field. The total illumination duration used for spectroscopy was set to between 1 ms and 15 ms, corresponding to multiple stroboscopic pulses, and the peak optical intensity was at most 0.1 mW/cm\(^2\) (\( I_{\text{sat}} = 3 \mu \text{W/cm}^2 \)). These values were chosen to ensure atom loss of approximately 50%. After the spectroscopy pulse was completed, the atoms were released from the ODT and we performed absorption imaging on the \(^1S_0 \rightarrow ^1P_1 \) transition to measure atom loss as a function of the spectroscopy laser frequency.

For all four isotopes, data was taken across several days and referenced to the frequency comb. Then the frequencies were averaged to obtain a single line center for each isotope. A final isotope shift was found by subtracting the measured absolute frequencies relative to \(^{88}\text{Sr} \), and the total errors were added in quadrature. For the \(^{87}\text{Sr} \) isotope shift, we weight the measurements of each excited-state hyperfine manifold \( F' \in \{11/2, 9/2, 7/2\} \) to find the nominally unshifted line center in the absence of the hyperfine interaction [32]. However, it is important to note that this model fits three parameters (hyperfine \( A \) and \( B \) coefficients and an unshifted line center) from three isotope shifts, and thus is completely determined by the available data [33]. A more accurate theory of higher order shifts from other fine structure levels will be necessary to assign a more accurate isotope shift for \(^{87}\text{Sr} \). This is currently an area of ongoing theoretical research [34].

To calculate the final value for the isotope shift, we also evaluated systematic effects, as summarized in Table I. Since many of the systematic effects are common to both isotopes, and the isotope shift is found from a difference in those frequencies, many potential systematic effects are common mode and cancel to a high degree. This is particularly true for the even isotopes, where there is no hyperfine structure. For example, even though a magnetic field is applied during the spectroscopy pulse
for the even isotopes, the Zeeman shift is identical to within our experimental uncertainties, and does not lead to a correction to the final isotope shift. Therefore, as shown in Table II, the remaining systematic effects are those that are not common mode: the density shift and recoil shift.

The density shift arises due to the different scattering lengths and atom numbers between different isotopes in our experiment. The cumulative effect is a non-zero differential density shift to the final isotope shift value. We experimentally determined this density shift for each isotope by measuring the line center at different atom numbers while keeping all other parameters the same. A linear fit allowed us to extrapolate from our operating atom number to a nominal “zero-density” frequency, yielding the systematic density shift shown in Table II.

The photon recoil shift [35] was also accounted for and was calculated from known physical quantities.

To first order, the \( ^1S_0 \rightarrow ^3P_1 \) transition is magnetic field insensitive, and our measurements were performed at a low magnetic field of 0.05 mT (0.5 G) for the bosons and zero magnetic field for the fermion. Therefore both the first and second order Zeeman shifts were negligible at our level of accuracy. The stroboscopic procedure described above removed any AC Stark shifts due to the 1064-nm trapping beam. Finally, since the intensity in the 698-nm spectroscopy pulse was low (at most 0.1 mW/cm\(^2\)) and the probe times were short (a few ms), systematic shifts from the probe pulse were below our experimental uncertainty.

| Isotope Shift (kHz) | \( ^1S_0 \rightarrow ^3P_1 \) | \( ^1S_0 \rightarrow ^3P_0 \) |
|--------------------|------------------|------------------|
| 88-84              | 351495.8 ± 0.3 ± 4.6 | 349656 ± 1 ± 10 |
| 88-86              | 163818.7 ± 0.3 ± 3.8 | 162939 ± 2 ± 11 |
| 88-87              | 62186.5 ± 0.6 ± 11.7 | 62171 ± 1 ± 23 |
| 88-87 (\( F' = 7/2 \)) | -1351933.1 ± 2.1 ± 14.6 | |
| 88-87 (\( F' = 9/2 \)) | -221676.6 ± 0.4 ± 26.9 | |
| 88-87 (\( F' = 11/2 \)) | 1241485.8 ± 0.3 ± 15.7 | |

TABLE II: Measured isotope shifts relative to \(^{88}\text{Sr}\). For \(^{87}\text{Sr}\) \((^1S_0 \rightarrow ^3P_1)\), contributions from the three excited-state hyperfine manifolds are weighted to establish the fine-structure line center. Uncertainties are one standard deviation and indicate statistical and systematic uncertainties.

After applying corrections for the systematic effects, the final values for \( ^1S_0 \rightarrow ^3P_1 \) isotope shifts are shown in Table II. The total systematic uncertainties are determined by adding the individual systematic uncertainties for each isotope in Table II in quadrature. Our results are consistent with a previous measurement of the \(^{88}\text{Sr} - ^{86}\text{Sr}\) isotope shift, which reported a value of 163817.4 ± 0.2 kHz [36].

IV. MEASUREMENT OF THE \(^1S_0 \rightarrow ^3P_0\) ISOTOPE SHIFTS

The procedure for measuring the 698-nm transition differed from the measurement of the \(^1S_0 \rightarrow ^3P_1\) intercombination-line transition in several key ways. Since the clock transition is strictly forbidden by angular momentum considerations for the bosonic isotopes, a much larger field was necessary to induce a transition in these isotopes. For \(^{88}\text{Sr}\) and \(^{86}\text{Sr}\) a magnetic field of 10.96 ± 0.02 mT (109.6 ± 0.2 G) was used, and 19.79 ± 0.05 mT (197.9 ± 0.5 G) was used for \(^{84}\text{Sr}\). For measurements of \(^{87}\text{Sr}\), which is weakly allowed due to hyperfine mixing, we applied zero magnetic field. For all isotopes, the 698-nm spectroscopy pulse was applied for 2 s with typical peak intensities of 0.87 W/cm\(^2\) for the even isotopes and 0.12 W/cm\(^2\) for the odd isotope (\(I_{\text{sat}} \approx 0.4 \text{ pW/cm}^2\)). These values were chosen to ensure approximately 50% atom loss. Atom loss was induced by the light scattering and subsequent recoil of the 698-nm light, which ejected the atoms out of the trap. Representative line shapes for the \(^1S_0 \rightarrow ^3P_0\) transitions are shown in Fig. I for each isotope.

The spectroscopy beam was aligned in the horizontal plane at an angle of approximately 45° with respect to the ODT, and was focused onto the atoms with a \(1/e^2\) waist of 330 \(\mu\text{m}\) in the horizontal direction and 460 \(\mu\text{m}\) in the vertical direction. The beam was linearly polarized parallel to the magnetic field. Finally, because of the long interrogation time needed for sufficient atom loss (and therefore sufficient signal to noise), we were unable to apply the stroboscopic procedure used to measure the \(^1S_0 \rightarrow ^3P_1\) transitions, resulting in large AC Stark shifts from the trapping beam. Due to the modified experimental procedure for the clock transition, additional systematic shifts included: thermal shifts, second order Zeeman shifts, and spectroscopy pulse shifts.

![FIG. 1: Spectroscopy of the \(^1S_0 \rightarrow ^3P_0\) transition for each strontium isotope. The normalized atom number is shown as a function of the laser detuning. The solid line is a Gaussian fit to the data.](image-url)
TABLE III: Systematic frequency shifts and one standard deviation uncertainties for the $^1S_0 \rightarrow ^3P_0$ transition. The three columns for $^{88}$Sr correspond to three independent isotope shift measurements. Uncertainties indicate one standard deviation.

| Systematic Shift (kHz) | $^{88}$ | $^{87}$ | $^{88}$ | $^{86}$ | $^{88}$ | $^{84}$ |
|------------------------|--------|--------|--------|--------|--------|--------|
| Density                | 0.8 ± 1.6 | -3.8 ± 1.2 | 0.2 ± 0.3 | -0.9 ± 0.8 | 0.4 ± 0.9 | -2.3 ± 0.9 |
| Recoil                 | 4.7 ± (< 0.1) | 4.7 ± (< 0.1) | 4.7 ± (< 0.1) | 4.8 ± (< 0.1) | 4.7 ± (< 0.1) | 4.9 ± (< 0.1) |
| AC Stark               | 51 ± 5 | 42 ± 22 | 53 ± 5 | 51 ± 5 | 50 ± 5 | 51 ± 5 |
| Thermal                | -22 ± 4 | -17 ± 4 | -22 ± 4 | -8 ± 4 | -22 ± 4 | -21 ± 4 |
| 2nd Order Zeeman       | -2.8 ± (< 0.1) | 0.0 ± (< 0.1) | -2.8 ± (< 0.1) | -2.8 ± (< 0.1) | -2.8 ± (< 0.1) | -9.1 ± (< 0.1) |
| Probe Power            | 3.5 ± 1.6 | 1.3 ± 0.3 | 3.5 ± 1.6 | 3.5 ± 1.6 | 3.6 ± 1.6 | 3.6 ± 1.6 |
| Probe Duration         | 3.4 ± 3.3 | 3.3 ± 1.3 | 3.4 ± 3.3 | 3.4 ± 3.3 | 3.4 ± 3.3 | 3.4 ± 3.3 |
| Total                  | 39 ± 8 | 31 ± 22 | 40 ± 7 | 51 ± 7 | 37 ± 7 | 31 ± 7 |

For the $^1S_0 \rightarrow ^3P_0$ transition, the dominant systematic effects were the AC Stark shift and what we call the thermal shift. The AC Stark shift arises from the differential polarizability of the $^1S_0$ and $^3P_0$ states at 1064 nm. The thermal shift arises from the inhomogeneous broadening and shift from the thermal motion in the intensity distribution of the ODT. Experimentally, the AC Stark shift was determined by measuring the resonance frequency as a function of the ODT intensity. However, varying the intensity of the ODT also varied the trap depth, which in turn varied the temperature of the atomic cloud. This led to additional shifts in the resonance frequency due to both the Doppler shift and the inhomogeneous differential AC Stark shift. To distinguish the effects of the AC Stark shifts from the thermal shifts we took the thermal AC Stark shift. To distinguish the effects of the AC Stark shift and what we call the thermal shift, including systematic corrections, are shown in Table III. The systematic shifts are summarized in Table III.

The total systematic uncertainties for the clock transitions in Table I are determined by adding the individual systematic uncertainties for each isotope in Table III in quadrature. Comparing to prior measurements of the $^{88}$Sr-$^{87}$Sr isotope shift which were all approximately 62188 ± (< 1) kHz [17, 18, 20], our result of 62171 ± 24 kHz is consistent to well within one standard deviation.

V. KING PLOT ANALYSIS

We performed a King plot analysis using our measured values of the isotope shifts, including the first measurements of the $^{88}$Sr-$^{86}$Sr and $^{88}$Sr-$^{84}$Sr isotope shifts for the clock transition. A King plot analysis is a systematic approach to quantitatively and visually analyze isotope shifts of different atomic transitions referenced to the same isotope by relating the isotope shifts between different transitions. This is a function of the mass and field shift constants, which are independent of the isotopes and depend only on the transitions under consideration. Specificaly, the isotope shifts between isotopes of mass numbers $A$ and $A'$ on two transitions $i$ and $j$ can be written

$$\mu_{A,A'} \delta \nu_i^{A,A'} = K_i - \frac{F_i}{F_j} K_j + \frac{F_i}{F_j} \mu_{A,A'} \delta \nu_j^{A,A'},$$

where $1/\mu_{A,A'} = 1/m_A - 1/m_A$ is the inverse mass constant, $m_A$ is the mass of isotope $A$, $K_i$ is a constant associated with the mass shift of transition $i$, $F_i$ is the field shift constant for transition $i$, and $\delta \nu_i^{A,A'} = \nu_i^{A'} - \nu_i^A$ is the isotope shift between isotopes $A$ and $A'$ on transition $i$. For our particular analysis, we have $A = 88$, and $A' \in \{87, 86, 84\}$, $i = 1^1S_0 \rightarrow 3^3P_0$ at 698 nm, and $j = 1^1S_0 \rightarrow 3^3P_1$ at 689 nm. An important point to note is that Eq. 1 describes a linear relationship between isotope shifts of different transitions.

The King plot for our measured isotope shifts is shown in Fig. 2. A linear fit to all three points weighted by their uncertainties leads to a field shift constant ratio of $F_{689}/F_{698} = 0.987 ± 0.008$ and $K_{689} = \frac{F_{689}}{F_{698}} K_{698} = 5.20 ± 5.31$ GHz-amu, where the statistical and systematic uncertainties are added in quadrature. We have also...
performed a linear fit by replacing our measurement of the \(^{88}\text{Sr}\)\(^{87}\text{Sr}\) 698-nm transition isotope shift with the more precise value from Ref. [20]. This leads to values of \(F_{698}/F_{689} = 0.981 \pm 0.005\) and \(K_{698} = \frac{F_{698}}{P_{698}}K_{689} = 8.56 \pm 3.45\) GHzamu, which are consistent with values obtained using our measurement of the \(^{88}\text{Sr}\)\(^{87}\text{Sr}\) 698-nm transition isotope shift.

Since there is some uncertainty in deriving the frequency for \(^{87}\text{Sr}\) due to the hyperfine structure, we also fit the data after excluding this point to obtain a field shift constant ratio of \(F_{698}/F_{689} = 0.998 \pm 0.002\) and \(K_{698} = \frac{F_{698}}{P_{698}}K_{689} = -1.87 \pm 1.03\) GHzamu where the uncertainties are propagated from the uncertainties of each point for both axes. Compared to this two-point linear fit, the \(^{88}\text{Sr}\)\(^{87}\text{Sr}\) 689-nm isotope shift we determined would have to increase by 136.2 kHz to become consistent with a linear King plot. Given that our data points with their uncertainties lie well outside of the straight line fit to all three points, the results in Fig. 2 suggest a possible nonlinear contribution to Eq. 1 or may indicate significant uncertainties in the determination of the center-of-mass of the \(^{87}\text{Sr}\) \(^3\text{P}_1\) hyperfine structure.

In particular, our data indicates a nonlinearity using the nonlinearity measure defined in Ref. [8]. Future theoretical and experimental studies should help to explain our observations, including better calculations of the hyperfine mixing within the \(^3\text{P}\) states and a prediction of the King plot slope.

**VI. CONCLUSIONS**

In summary, we have presented the first spectroscopy of the \(^1\text{S}_0 \rightarrow \text{}^3\text{P}_0\) clock transition in \(^{86}\text{Sr}\) and \(^{84}\text{Sr}\), and reported their isotope shifts relative to \(^{87}\text{Sr}\). In conjunction with improved measurements of the intercombination line isotope shifts, we performed a King plot analysis and extracted constants related to the field and mass shifts. Hyperfine effects in \(^{87}\text{Sr}\) complicate this analysis, but the experimental precision permitted by these two narrow optical transitions make it a rich testbed to benchmark state-of-the-art theory. Furthermore, it has been suggested that a comparison of isotope shifts between neutral and ionic strontium could set stringent limits on new physics [7, 8]. However, an improved theory, accounting for our observed nonlinearity would be essential. Alternatively, one could also perform this measurement with the radioactive bosonic isotope \(^{90}\text{Sr}\) (half-life of approximately 29 years [42]) to avoid complications due to the hyperfine structure.

Future improvements on the measured frequencies will be possible by applying techniques successfully used with state-of-the-art strontium optical clocks, such as the use of magic-wavelength dipole traps to minimize the differential AC stark shift [43, 44] and optical lattices to suppress motional broadening and recoil shifts [35]. These advances should further suppress statistical and systematic errors on both transitions, allowing measurements with fractional uncertainties down to the level of \(10^{-18}\) [13, 14]. Our results, combined with other recent measurements of isotope shifts in Ca\(^+\) [15] and Sr\(^+\) [46], will further help to refine refine atomic structure calculations and constrain new physics.
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**Appendix: Modeling the inhomogeneous broadening of the clock transition**

In general, the AC Stark shift is different for different atomic states due to state-dependent polarizabilities.
The exception to this is if one operates the dipole trap at specific laser wavelengths typically referred to as the “magic wavelength” where the ground and excited states experience the same AC Stark shifts. For strontium atoms, the magic wavelength is 813 nm for the 698-nm clock transition and 914 nm for the 689-nm intercombination transition [13, 48]. In our experiment, the optical dipole trap uses 1064-nm laser light, a wavelength where the two states, \(^1S_0\) and \(^3P_0\), have different polarizabilities. This leads to inhomogeneous broadening which must be accounted for. The resulting lineshape is further complicated by the temperature of our atomic samples. Here we describe our method for modeling and accounting for this inhomogeneous broadening due to both the differential AC Stark shift and the thermal shift.

We model the inhomogeneous broadening process using a semi-classical treatment of atom loss from the trap due to the spectroscopy pulse [37]. We can model the atom loss from the spectroscopy pulse after some probe time, by calculating the loss rate coefficient \(K\). The time-dependent atom number in the presence of the spectroscopy pulse is governed by the differential equation

\[
\frac{dN}{dt} = -K(\delta\omega, I, T, U_{\text{trap}})N, \tag{A.1}
\]

where the loss rate coefficient \(K\) is a function of the laser detuning \(\delta\omega = \omega_{\text{laser}} - \omega_0\) (\(\omega_{\text{laser}}\) is the frequency of the probe laser and \(\omega_0\) is the bare atomic resonance frequency), the probe laser intensity \(I\), the atomic cloud temperature \(T\), and the dipole trap potential \(U_{\text{trap}}\). The loss rate is modeled to be proportional to an ensemble average of the scattering rate over all atoms in the trap.

The scattering rate can be written [49]

\[
\Gamma_{\text{scat}} = \frac{\Gamma}{2} \left( \frac{s_0}{1 + s_0 + (2\Delta/\Gamma)^2} \right), \tag{A.2}
\]

where \(\Gamma\) is the transition linewidth, \(\Delta\) is the effective detuning from resonance, \(s_0 \equiv I/I_{\text{sat}}\) is the on-resonance saturation parameter, \(I\) is the excitation laser intensity, and \(I_{\text{sat}}\) is the saturation intensity. We rearrange this expression, pulling out constant terms to write

\[
\Gamma_{\text{scat}} \propto \frac{1}{(\Gamma'/2)^2 + \Delta^2}, \tag{A.3}
\]

where \(\Gamma' = \sqrt{\Gamma + s_0}\) is the saturation-broadened linewidth. For a thermal atom in a far-detuned optical dipole trap with a given phase space coordinate \((r, p)\), \(\Delta\) can be written

\[
\Delta = \delta\omega - \frac{p \cdot k}{m} - (U_e(r) - U_g(r)), \tag{A.4}
\]

where the term \(\delta\omega - p \cdot k/m\) is the Doppler-shifted laser frequency, \(p\) is the atomic momentum vector, \(k\) is the probe laser wavevector, \(m\) is the atomic mass, and \(U_e(r) - U_g(r)\) is the differential AC Stark shift which arises from different polarizabilities between the states \(e\) and \(g\). Note that in the treatment here we neglect all other systematic frequency offsets which do not depend on position, since these appear simply as frequency offsets and do not cause any inhomogeneous effects. We also neglect gravity in our model since the atoms are tightly confined in this direction. We can approximate the trapping potential for the far-detuned optical trap as a parabola and write

\[
U_e(r) - U_g(r) = U_{e,0} + \frac{1}{2} m\omega_e^2 r^2 - U_{g,0} - \frac{1}{2} m\omega_g^2 r^2
\]

\[
= U_{e,0} - U_{g,0} + \frac{1}{2} m\left(\omega_e^2 - \omega_g^2\right) r^2 \tag{A.5}
\]

\[
= U_{e,0} - U_{g,0} + \frac{1}{2} m\omega_0^2 r^2 \left(\frac{\omega_e^2}{\omega_g^2} - 1\right) \tag{A.6}
\]

\[
= \Delta U_0 + \Delta U_{\text{trap}}(r), \tag{A.7}
\]

where \(\omega_0(\omega_e)\) is the geometric mean of the ground (excited) state trap frequencies in all three dimensions and the trap is effectively spherical in these coordinates. Since \(\omega_i \propto \sqrt{\alpha_i}\), where \(\alpha_i\) is the AC polarizability of state \(i \in \{g, e\}\), we find

\[
\Delta U_{\text{trap}}(r) = U_{\text{trap}}(r) \left(\frac{\alpha_e}{\alpha_g} - 1\right), \tag{A.8}
\]

where \(U_{\text{trap}} = m\omega_0^2 r^2/2\). For 1064-nm light, with \(g\) the \(^1S_0\) state and \(e\) the \(^3P_0\) state, we compute \(\alpha_e/\alpha_g \approx 0.7\). This can also be written as a re-scaling of the trap potential, such that

\[
\Delta U_{\text{trap}}(r) = \alpha U_{\text{trap}}(r), \tag{A.9}
\]

with \(\alpha = (\alpha_e/\alpha_g - 1) \approx -0.295\). Note that operating the dipole trap at the magic wavelength would lead to \(\alpha_e = \alpha_g\), which means \(\alpha = 0\), and therefore the spatial dependence would drop out of Eq. [A.4].

We now turn our attention to solving for the loss rate coefficient \(K\) by taking an ensemble average over the scattering rate expressed in Eq. [A.1] using the detuning defined in Eq. [A.3]. Because we are interested in deriving a lineshape function which can be fit to experimentally measured atom loss data, we ignore normalization and overall constant terms which can be condensed into a single fit parameter. Taking the ensemble average of Eq. [A.3] leads to
where we have taken an integral over phase space \((r, p)\) weighted by the Boltzmann factor. Here, \(k_B\) is the Boltzmann constant.

We wish to make this dimensionless to easily work in a numerical fitting routine with experimental data. Focusing on the integral \(d^3p = dp_x dp_y dp_z\) first, we can choose \(p_z\) to point along \(k\). Thus, \(p \cdot k = p_z k\), and the Boltzmann factor can be rewritten
\[
e^{-p^2/(2mk_BT)} = e^{-(y^2 + p_y^2)/(2mk_BT)} e^{-p_z^2/(2mk_BT)} \quad \text{(A.12)}
\]
The integral over \(p_x\) and \(p_y\) now factors out, and can be brought into an overall scale factor. We define the dimensionless variable \(y \equiv p_z/\sqrt{2mk_BT}\). After defining \(\beta \equiv k\sqrt{2mk_BT}/m\), this becomes \(p_zk/m = \beta y\). In convenient units, for \(^{88}\text{Sr}\) and \(2\pi/\bar{k} = 698\) nm, we get \(\beta/2\pi = 19.7\ \text{kHz}/\sqrt{T}\) with \(T\) measured in \(\mu\text{K}\). This parameterization of \(y\) serves to scale the momentum \(p_z\) to the most probable momentum at a given temperature.

Putting it all together, the integral from Eq. [A.11] becomes
\[
K \propto \int d^3r \ e^{-U_{\text{trap}}(r)/(k_BT)} \int dy \ e^{-y^2} \left[ \frac{1}{(\Gamma')/2 + (\delta\omega - \Delta U_0 - \beta y - \alpha U_{\text{trap}}(r))^2} \right], \quad \text{(A.13)}
\]

With regards to the integral over \(r\), since we have scaled the trap to be effectively spherical, we can write \(U_{\text{trap}}(r) = f(r^2)\). Thus, we can pull the angular integral from \(d^3r \equiv r^2 \sin \theta dr \ d\theta \ d\phi\) into an overall constant, leaving just the integral in \(r\) given by
\[
K \propto \int r^2 dr \ e^{-r^2m\bar{\omega}^2_r/(2k_BT)} \int dy \ e^{-y^2} \left[ \frac{1}{(\Gamma')/2 + (\delta\omega - \Delta U_0 - \beta y - \alpha m\bar{\omega}^2_r/2)^2} \right], \quad \text{(A.14)}
\]
where we replaced \(U_{\text{trap}}(r)\) with its explicit form \(m\bar{\omega}^2_r r^2/2\).

Defining the dimensionless variable \(x \equiv r\sqrt{m\bar{\omega}^2_r/(2k_BT)} = r \ (\bar{\omega}_r k/\beta)\), which scales \(r\) by the ratio of the trap potential energy to the thermal energy \(k_BT\), we can rewrite the integral as
\[
K \propto \int dx \ x^2 e^{-x^2} \int dy \ e^{-y^2} \left[ \frac{1}{(\Gamma')/2 + (\delta\omega - \Delta U_0 - \beta y - (\frac{\alpha m}{2\bar{\omega}_r}) \beta^2 x^2)^2} \right], \quad \text{(A.15)}
\]
where for our system, \(\alpha m/(2k^2) \approx -2.52 \times 10^{-6} \text{ s}\).

Returning to Eq. [A.1] we use our expression Eq. [A.15] for \(K\) to solve for atom number and obtain
\[
\frac{N(\tau)}{N(0)} = e^{-K\tau}, \quad \text{(A.16)}
\]
which can be used as an integral function to fit the four parameters \(\{a, (\omega_0 + \Delta U_0(I_{\text{trap}})), \Gamma', \beta\}\), where \(a\) is an overall normalization factor for \(K\), in a least-squares minimization routine. We keep the \(\Delta U_0(I_{\text{trap}})\) term explicit and highlight its dependence on the optical dipole trap laser intensity \(I_{\text{trap}}\). We use this expression to extract the AC Stark shift systematic correction.

Note that in theory, the integral in Eq. A.15 ranges over the entire real line. In our numerical implementation, we truncate these integrals at finite values. In our experiment, we typically have \(U_{\text{trap}} \sim 160\) kHz, and so \(U_{\text{trap}}/(k_B T) \sim 8\) and we take the position integral out to five times the thermal energy scale. Since the integrand is convolved by a gaussian, continuing the integration further in the wings contributes only marginally to the final value, and the truncation does not change the result above other uncertainties. The ratio \(U_{\text{trap}}/(k_B T) \sim 8\) also allows us to approximate the trap as harmonic.

As an example, we perform a fit using Eq. A.16 to the loss spectra shown in Fig. 3. It is difficult to visually differentiate the quality of the fit between the full integral lineshape and a simple Gaussian model, but there is a non-negligible thermal line shift from a full accounting of the lineshape as is evident in the fit parameters. To account for this systematic shift, we numerically simulate the systematic Gaussian fit offset as a function of temperature, and find it to be \(-7.6 \pm 0.3\) kHz/\(\mu\)K, as shown in Fig. 4. With this result and measured temperatures of \(\{2.9\) \(\mu\)K, \(2.2\) \(\mu\)K, \(1.1\) \(\mu\)K, \(2.7\) \(\mu\)K\}, we obtain a systematic frequency shifts of \(\{-22 \pm 4\) kHz, \(-17 \pm 4\) kHz, \(-8 \pm 4\) kHz, \(-21 \pm 4\) kHz\} for \(\{^{86}\text{Sr}, ^{87}\text{Sr}, ^{88}\text{Sr}, ^{84}\text{Sr}\}\) respectively.

---
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