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Abstract: Constraints of the underwater environment pose certain challenges to the design of routing protocols for underwater sensor networks. One such constraint is free mobility of sensor nodes with water currents. Free mobility and asymmetric acoustic propagation characteristics may lead to network partitioning which results in one or more nodes being unable to connect to the rest of the network and thus unable to report their sensed data. In this work, we propose a two-stage routing protocol to enable not only the connected nodes but also the partitioned nodes to successfully report their data thus improving the overall packet delivery ratio. We also introduce a minimum energy threshold and a rerouting scheme to delay death of busier nodes, thereby ensuring that nodes stay alive longer for their sensing job, and to avoid connectivity holes, respectively. Moreover, we also resolve forwarding loops to avoid the unnecessary waste of resources. Our results show that the proposed scheme successfully resolves network partitions and achieves a higher packet delivery ratio while avoiding early death of sensor nodes.
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1. Introduction

Due to the rapid growth of technology in the last fifty years or so, science has ventured to explore and exploit previously unknown resources such as oceans and other water bodies that constitute more than 70% of the planet earth. Serious efforts have been made to tap the potentials of the world’s waters in the fields including but not limited to mineral exploration, energy harvesting, defense and surveillance, communication, and underwater agriculture. Tools are being developed to support these efforts. Underwater wireless sensor networks (UWSNs) is one such tool which can provide basic technical support for gathering, organizing, and reporting mission-critical data [1]. UWSNs share some common characteristics with their terrestrial counterpart, which include limited energy, large-scale deployment, mobility, uncertain topology, etc. Nevertheless, UWSNs are faced with many issues that are alien to terrestrial sensor networks [2–4]. For instance, radio wave communication, which is prevalent in terrestrial sensor network, is not a suitable choice for underwater environments where acoustic waves are considered a better alternative [5,6]. The acoustic channel has certain limitations, such as high error probability, multiple sources of noise, geometrical and cylindrical spreading, more pronounced Doppler’s effect, etc. Moreover, nodes in underwater environments are prone to mobility with currents, resulting in an inconsistent network topology that may result in network partitioning and degradation in performance.

Routing protocols for UWSNs have been extensively researched [7–12]. Many protocols have been proposed for fixed networks and for networks with constrained mobility with water currents. One of the most important performance metrics addressed by these routing schemes is packet delivery ratio.
The packet delivery ratio can be hampered by many factors such as, connectivity hole creation due to early death of nodes located near the sink nodes, adverse channel conditions and network partitioning. Many existing routing protocols propose solutions for energy management and connectivity hole avoidance. However, as per our knowledge, there has been no considerable effort to tackle network partitioning that may result due to free mobility of sensor nodes within the underwater streams. Network partitioning occurs when a certain number of nodes move out of the range of the nodes in the main body of the network and consequently cannot receive neighborhood information which is a critical building block for any routing protocol.

Figure 1 shows the network architecture used by many of the existing routing protocols. The sink nodes initiate neighborhood information collection phase by broadcasting beacons. Based on the beacon, the receiving nodes record their distance from the sink nodes in terms of hop count. The receiving nodes update the beacon with information such as their hop count to the sink node and their residual energy. The updated beacon is retransmitted for the nodes further down the network which repeat the same process. The collected information is used by nodes in the data transmission phase to select a next hop node that will maximize the packet delivery ratio and improve energy efficiency. This architecture works effectively for networks with static or limitedly mobile nodes. However, in case of free mobility of nodes, the architecture will achieve very low packet delivery ratios as the sensor nodes move away from the static sink nodes and thus cannot receive beacons. These shortcomings dictate the need for network architecture and routing schemes which can efficiently tackle the above mentioned issues related to mobile UWSNs.

In this work we propose a suitable network architecture and a routing scheme that can handle partitioning in mobile UWSNs and thereby improve network performance by delivering higher volumes of traffic to the sink node. Our scheme consists of two phases. In phase 1, neighborhood information is disseminated in the network using beacons. In this phase, we propose a partition resolution strategy to reach and disseminate neighborhood information to the disconnected parts of the network. In phase 2, the neighborhood information collected in phase 1 is used to select appropriate relay nodes for forwarding the collected data to the sink node. A minimum residual energy threshold policy is used to enable busier nodes avoid early death in order to continue their sensing job. We also devise a rerouting strategy to route traffic in case a relay node cannot continue to operate as relay upon reaching its residual energy threshold.

In this work, we assume that all sensor nodes are freely mobile with underwater currents. All the sensor nodes transmit with same default transmission power initially. However, the transmission power can be increased when required. We assume that the relative positions of nodes do not change considerably in the short run. This assumption is reasonable because all the sensor nodes move within the same underwater stream. All nodes employ the multipath compensation strategy proposed in [13].
to compensate for the multipath effect. Depth levels can be adjusted using pressure sensors; however, we deploy nodes at equal depth, thus forming a two-dimensional (2D) topology. Nevertheless, if we deploy nodes at different depth levels, the three-dimensional problem can be translated to 2D using depth information from pressure sensors.

Main contributions of this work are as follows:

1. Network architecture is proposed that is suitable for mobile UWSNs.
2. A partition resolution strategy is devised which improves network performance by improving the packet delivery ratio.
3. A minimum residual energy threshold is used in order to delay early death of nodes and to shift the traffic load to the less loaded downstream nodes.
4. In order to deal with connectivity holes, a loop-free re-routing scheme is devised to keep the network connected.

Rest of the paper is organized as follows: Section 2 details the literature review. Section 3 explains the network architecture and methodology of the proposed protocol. Section 4 contains results and discussion. Finally, Section 5 concludes the paper.

2. Literature Review

In [14], the authors propose a three-stage routing protocol aiming at tackling the energy hole minimization problem. In stage 1, nodes are deployed in circular regions around a sink node termed corona. Each corona region has equal width and the nodes deployed in a particular corona are equidistant from the sink node. In stage 2, load weights are calculated for every corona. Transmission ranges of nodes in a particular corona correspond to the load weight of that corona. This helps in achieving balanced energy dissipation. Stage 3 executes actual data transfer based on the predetermined topological setting and load weights. This scheme successfully reduces energy holes in the coronas near the sink node for fixed networks with predetermined topologies. However, in case of mobile networks where topology cannot be predetermined, the performance of this scheme may be seriously compromised.

In [15], the authors propose a cluster based routing protocol. Nodes are deployed in layers in such a way that the layers nearer to the sink nodes have smaller widths compared to the farther layers. The aim of this layering structure is to reduce the chances of creating hot spots by adjusting the transmission powers of nodes based on their distance from the sink node. Furthermore, nodes are grouped into clusters within each layer. Clusterhead for each cluster is selected based on its neighborhood connectivity, residual energy and its distance from the sink node. Data transmission begins once the clusters are formed. Relay selection is based on residual energy and distance of the candidate relay from the sink node. This scheme reduces chances of the early death of nodes due to energy drainage by reducing contention. The reduction in contention is achieved by setting contending radii of clusterheads according to their distance from sink.

In [16], the authors propose a cluster-based protocol for data collection. Nodes are positioned in hexagonal style and are grouped into a cluster. Cluster heads are selected based on the position of the nodes within the cluster and their residual energy levels. That is, the nodes that are located near the center of the cluster and have highest residual energy are the best candidate for selection as cluster heads. For data collection, [17] uses an Autonomous Underwater Vehicle (AUV) that uses ant colony optimization to determine shortest paths for its traversal in order to reduce end-to-end delays. The proposed scheme reduces end-to-end delays, and improves network lifetime through better energy management.

In [17], the authors propose a two-stage, depth-based routing scheme. In phase 1, called the update phase, nodes share information such as residual energy, node type, etc., with their neighboring nodes. This helps populate neighborhood tables of the nodes which are used to make forwarding decisions during the second phase, i.e., the routing phase. In the routing phase, void regions are avoided by proactive identification of such areas. As the process is carried out locally, it does not
incur extensive communication overhead. The packet delivery ratio is improved by regulating the forwarding area according to the node density of the area ahead.

In [18], the authors propose a two-stage, multi-sink routing scheme. In stage 1, called the layering stage, nodes are deployed in concentric layered structure around each sink node thus forming a structure in which a particular node may be located in the layered structure of more than one node. The layers are refreshed if the packet delivery ratio (PDR) drops below a certain PDR threshold value. The layering stage is followed by the communication stage which selects an appropriate sink node for each node and also establishes and efficient path towards that sink. The criteria for route establishment aims at improving PDR and energy efficiency. The shortcoming of this protocol is the lack of mechanisms to handle connectivity holes.

In [19], the authors propose a Radius-based Multipath Courier Node (RMCN) routing scheme, a routing protocol for long-term sensing applications. The network is divided into two areas: the node area which takes \( \frac{3}{4} \) of the total area and the sink area which constitutes \( \frac{1}{4} \) of the total network area. The node area hosts equal numbers of static and mobile courier nodes whereas the sink area hosts sink nodes. Forwarders selection is based on the depth of the candidate node, its residual energy level its track ID and the outcome of a cost function. RMCN improves the PDR by well-organized coordination between static and mobile courier nodes, whereas energy consumption is controlled by avoiding flooding. However, as nodes are deployed according to a predefined criterion, RMCN may fail to perform in case of random deployment of nodes which is inherent in certain applications such as the cases where free mobility of nodes is considered.

In [20], the authors propose a cross-layer routing scheme that includes information from physical, Medium Access and network layers to make forwarding decisions. It is a two-hop forwarding solution in which forwarding decisions are made keeping in view the status of nodes up to two hops away from the sender. The sender selects a one hop forwarder, a relay node and a two-hop forwarder. A relay node is used for reliability. The protocol works in three stages. In stage one, neighborhood information is disseminated in the network. Stage two is related to route selection, whereas stage three deals with the transmission of actual data. This scheme improves reliability and thus improves PDR by well-organized coordination between static and mobile courier nodes besides the actual forwarder. However, this redundant transmission every two hops increases communication overhead and contention, which consequently increases energy consumption.

In [21], the authors propose a joint design of Power Control and opportunistic Routing (PCR). The proposed scheme aims at improving PDR. It carries out its operations in three stages: In Stage one, neighborhood information in the form of beacons is transmitted by every node using all available power levels. In stage two, candidate forwarders are selected based on the information received during phase one. This phase takes into account every possible power level and selects one forwarder corresponding to each of the available power levels. Energy consumption is considered in order to improve energy efficiency. Stage three deals with the transmission of data and coordination among forwarders in such a way that energy dissipation is balanced. As in PCR, beacons are transmitted using all available power levels, and hence multiple transmission of the same information creates a huge communication overhead which in turn increases the contention and energy consumption. This will lead to creation of connectivity holes and partitions in the network and, consequently, a low packet delivery ratio. Moreover, in the case of mobile network, stage one should be carried out periodically, thus increasing the energy consumption many-fold.

Besides the above, many other routing schemes have been proposed. For instance, [22] is a cluster based Quality of Service aware routing protocol that deploys nodes in a hierarchical order to achieve balanced distribution of traffic and energy dissipation. Route establishment and forwarding are carried out in a greedy manner based on the link quality between clusterheads. Moreover, transmission range variation is used to deal with failed nodes and connectivity holes. In [23], the authors propose three routing schemes that work in collaboration to achieve high energy efficiency and fair load distribution. Transmission power is altered according to the energy level of the forwarder, traffic load and distance.
between the forwarder and the sender. It attains balanced distribution of traffic load by taking into account residual energy while selecting a forwarder. In [24], a reactive source routing scheme is proposed. The use of source routing enables the source node to determine the whole path from itself to the destination. The scheme takes cross-layer approach by a Stop-and-Wait Automatic Repeat Request (ARQ) which enables it to identify overloaded links and unpredictable routes.

All the above-mentioned protocols assume limitedly mobile or static sensor nodes. Therefore, when faced with mobility induced issues such as network partitioning, the performance of the protocols may suffer setbacks. Moreover, many of these protocols deploy nodes according to predetermined deployment patterns and then design the protocol accordingly. If the topology changes, for instance due to mobility, the performance of such protocol may go down.

3. Methodology

The proposed scheme consists of two phases: the neighborhood information acquisition phase, and the relay selection and transmission phases. During the neighborhood information acquisition phase, nodes transmit beacons to share their residual energy and hop count information. Those nodes which do not receive a beacon until a predefined threshold time, request beacon by transmitting beacon requests. In the relay selection and transmission phase, upon reception of data, nodes select the best next hop node to forward the received data towards the sink node. The next hop node is selected based on link condition, residual energy and hop count.

3.1. Network Model

Figure 2 illustrates our network model. The network consists of \( n \) sensor nodes, one underwater sink node (UW-Sink), \( m \) backup UW-Sink nodes and one surface sink node. All the underwater nodes move freely within the same underwater stream. The sensor nodes send the sensed data to the UW-Sink periodically. The UW-Sink is connected to the surface sink node using a long-haul connection which is used to transfer the data collected from the underwater sensor node to the surface sink node. We assume that the UW-Sink nodes have abundant energy resources for long-haul communication. The backup UW-Sink nodes, which also act as ordinary sensor nodes, take the role of UW-Sink in case of failure of the main UW-Sink. Every UW-Sink is equipped with movement tracking apparatus using which it can estimate its distance from its initial position at the time of deployment and thus, its distance from the surface sink node at any given time. This distance information is necessary for range adjustment, as the nodes move away from initial deployment position.

![Figure 2. Network model.](image-url)
**Transfer of Control among UW-Sink nodes:** The transfer of control may be required if the energy level of the active UW-Sink node reaches a certain threshold. In such a case, the UW-Sink node exclusively instructs one of the backup UW-Sink nodes to take control from the next iteration. This can be done in many ways. For instance, the backup node can be informed through a special bit piggy-backed in a routine beacon. The message can be protected using forward error correction (FEC). As the number of control transfers is normally negligible, addition of FEC bits to a “transfer of control” message has a very insignificant effect on the protocol performance. Other options, such as sending a message on an exclusive control channel or sending a “transfer of control notification” on the same channel either through multihop communication or directly with increased range, also exist.

### 3.2. Underwater Channel Model

The behavior of the underwater channel is influenced by many factors such as signal attenuation, noise and the speed of sound in the underwater medium which are described as follows:

**Transmission Loss:** Transmission loss is the drop in the intensity of the transmitted signal as it travels the medium from the sender to the receiver. Transmission loss has two major constituent factors; absorption loss and spreading loss. Equation (1) [25] represents transmission loss in an underwater acoustic channel over distance $l$ and frequency $f$.

$$ TL = k \cdot 10 \log_{10}(l) + l \cdot 10 \log_{10} \alpha(f) $$

where $k$ is the spreading factor and the $\alpha(f)$ stands for absorption coefficient. Commonly used values of $k$ are 1.5 for practical spreading, 2 for spherical spreading and 1 for cylindrical spreading where $\alpha(f)$ can be computed using Equation (4).

**Attenuation:** The power of a transmitted signal in the underwater acoustic channel reduces as it travels from source to destination. Major factors contributing to the attenuation of a transmitted signal in the underwater acoustic channel are distance, frequency spreading of the acoustic waves and absorption. Attenuation over a distance $l$ using frequency $f$ in an underwater acoustic channel can be estimated using Equation (2) [26],

$$ A(l, f) = A_0 l^k \alpha(f)^c $$

where $l$, $\alpha$, $f$, $c$ and $A_0$ represent distance, absorption coefficient, frequency, spreading factor and normalization constant, respectively. The attenuation can be denoted as in decibel (dB) using Equation (3) [26].

$$ 10 \log \frac{A(l, f)}{A_0} = 10 \log d \cdot k + 10 \log \alpha(f) \cdot c $$

The absorption coefficient $\alpha$ is represented by Thorps model (Equation (4)) [26].

$$ 10 \log \alpha(f) = 0.11 \frac{f^2}{1 + f^2} + 44 \frac{f^2}{4100 + f^2} + 2.75 \times 10^{-4} f^2 + 0.003 $$

Equation (4) is used for frequencies above a few hundred Hertz. However, Equation (5) [26] is used for smaller frequencies.

$$ 10 \log \alpha(f) = 0.002 + 0.11 \frac{f^2}{1 + f^2} + 0.011 f^2 $$
**Speed of Sound:** The speed of sound underwater may vary between 1450 m/s to 1550 m/s based on temperature, depth and salinity of water [26]. In [27], the authors modeled an empirical equation for the speed of sound in water given as Equation (6) below:

\[
c = 1448.96 + 4.591T - 5.304 \times 10^{-2}T^2 + 2.374 \times 10^{-4}T^3 + 1.340(S - 35)
+ 1.630 \times 10^{-2}D + 1.675 \times 10^{-7}D^2 - 1.025 \times 10^{-2}T(S - 35)
- 7.139 \times 10^{-3}TD^3
\]  

(6)

where c, T, S and D represent the speed of sound in water, temperature in Celsius scale (°C), salinity in parts per thousand and depth in meters, respectively.

**Channel Noise:** The ambient noise in the underwater environment has four major contributing factors which are shipping activity, breaking waves, turbulence and thermal noise [28]. Equations (7)–(10) [28] represent the PDFs of noises due to shipping activity, waves, turbulence and thermal noise, respectively.

\[
10\log N_{sh}(f) = 40 + 20(s - 0.5) + 26\log(f) - 60\log(f + 0.03)
\]  

(7)

\[
10\log N_{wv}(f) = 50 + 7.5w(1/2) + 20\log(f) - 40\log(f + 0.04)
\]  

(8)

\[
10\log N_{tr}(f) = 17 - 30\log(f)
\]  

(9)

\[
10\log N_{th}(f) = -15 + 20\log(f)
\]  

(10)

\[
N(f) = N_{sh}(f) + N_{wv}(f) + N_{tr}(f) + N_{th}(f)
\]  

(11)

3.3. The Routing Process

Our routing procedure is performed periodically every N units of time. Every instance of the routing procedure is termed as **routing cycle**. Every routing cycle has two major constituent phases: The Neighborhood information acquisition phase, in which beacons are used to disseminate neighborhood information; and the relay selection and data transmission phase, during which the data collected by the sensor nodes is delivered to the UW-Sink through relay nodes. Each sensor node selects its next hop/Relay node based on the information collected during the Neighborhood information acquisition phase. Before we explain the routing phases in detail, we explain the network scenarios that our protocol addresses.

3.3.1. Network Partitioning Scenarios

We identify two types of network partitioning.

**Scenario 1:** Figure 3 shows network partitioning scenario 1. Network partitioning occurs when one or more nodes drift apart from the main body of the network due to mobility and therefore are not able to receive beacons. Here, the main body of the network refers to those nodes that can receive beacon directly or indirectly (through two or more hops) from the UW-Sink. All those nodes which have not received a beacon do not have neighborhood information. Due to the fact that a partitioned node cannot reach the main body of the network with default range, absence of neighborhood information results in the inability of such nodes to send their data.

**Scenario 2:** Figure 4 shows network partitioning scenario two which occurs when nodes in an otherwise connected network die out due to energy drainage. In such a case, all those nodes whose route to the UW-Sink passes through a dead node get partitioned and are not able to send data to the UW-Sink.
It is important to note that scenario 1 occurs before the neighborhood information acquisition phase, whereas scenario two occurs during the data forwarding after the neighborhood dissemination phase.

3.3.2. Neighborhood Information Acquisition Phase

The neighborhood information acquisition phase uses the ALOHA protocol for channel access. This phase can be subdivided into two steps. In step 1, the UW-Sink initiates the neighborhood information acquisition phase by transmitting a beacon with transmission power $p$. Each sensor node that is located within the communication range of the UW-Sink receives the beacon and sets its minimum hop count to the sink node to one. After the reception of the first beacon, the receiving nodes set up a waiting time $W_t$ during which they wait for the arrival of beacons from other nodes. This is done to gather further neighborhood information. Acquiring information from more than one neighbor offers flexibility and reliability in case of failure of a next hop neighbor (further explained in Section 3.3.3). At the end of the $W_t$ of a node, the node creates a beacon containing its residual energy information and minimum hop count along with the neighborhood information received from the neighboring nodes. The minimum hop count for any receiver $X$ is one plus the minimum hop count of the node whose minimum hop count is minimum among all the neighbors of node $X$. The updated beacon is retransmitted using the default transmission power. All the nodes further down the stream update their hop count based on the received beacons and repeat the above mentioned process upon
reception of beacons. Consequently, every single and multihop neighbor X of the sink node has the following information:

1. One and two hop neighbors of node X. We refer to the set of one hop neighbors of node X as Nx and the set of two hop neighbors of node X as N2x
2. Minimum hop count of all the nodes in sets Nx and N2x
3. Residual energies of all the nodes in sets Nx and N2x
4. Distance of every node in Nx from node X and distance of every node in N2x from their corresponding node in Nx (i.e., the node in Nx that received beacon from the node in N2x).

During step 1, the single and multiple hop neighbors of the UW-Sink receive beacons. Single and multihop neighbors refer to those nodes that can be accessed over single or multiple hops, while the default transmission power is being used by all the nodes. However, the partitioned nodes that are out of the default communication range of the UW-Sink and all the beacon carrying nodes will not receive beacon during step 1 of the neighborhood information acquisition phase. These partitioned nodes initiate step 2 proactively by sending beacon requests after a certain threshold time TR with increased transmission power. As all the nodes have the same initial transmission power, lack of reception of a beacon stresses the need for increased transmission power for sending requests in order to increase the chances of finding a beacon hosting node in the neighborhood. After transmission of the beacon request, the requesting node goes into wait state for time $T_w$ which is given as

$$T_w = 2\frac{R}{C} + \alpha + T_{pr}$$

where $T_{pr}$ represents the processing delay, R is the current range, and C denotes the speed of sound under water. The second term, $\alpha$, is used to compensate for channel asymmetry. We note that $R/C$ measures the maximum propagation delay.

Any beacon hosting node that receives a beacon request responds by transmitting beacon with transmission power equal to that of the sender of the beacon request plus an offset value that is used to compensate for the lack of symmetry in the underwater channel. This ensures that the transmitted beacon reaches the requesting node. However, there are two possible failure scenarios:

1. A partitioned node may not find a beacon hosting node even with increased transmission power as the beacon hosting nodes may be farther away.
2. The beacon transmission in response to a request is lost due to collision or channel impairments.

If a requesting node does not receive beacon within its $T_w$ due to either of the above-mentioned failure scenarios, it resends beacon request by further increasing its transmission power and also sets $T_w$ using (1). The number of attempts can be pre-determined based on the deployment pattern and the characteristics of the underwater stream carrying the sensor nodes.

**Link Budget:** In order to deal with the high bit error rate of the underwater channel, the next hop selection criteria (explained in Section 3.3.3) includes link condition. Link budget is used to estimate the received power level of a signal at destination D located x meters from the source where the signal is transmitted over frequency f.

Upon reception of a beacon, the receiver R estimates its distance from the sender S using the distance and frequency information along with other channel parameters; R estimates the achievable power level at S. It is important note that the beacon receiver R will potentially send data to the sender S in the data transmission phase. Therefore, it calculates the link budget (i.e., the estimated received power level at S) for its potential data transmission to S. The link budget information is added to the neighborhood table of R to be used during relay selection process.

If the expected received power is within the acceptable limits, i.e., $E_o/No$, the node in question is selected for further evaluation as next hop, i.e., hop count and Residual energy evaluation (details in Section 3.3.3).
Equation (13) [29] represents the link budget for the underwater wireless channel

$$\text{SNR} = PL - TL - N + DI_{tx} + DI_{rx}$$  \hspace{1cm} (13)

where SNR, PL, TL, N, DI\(_{tx}\) and DI\(_{rx}\) represent Signal to noise ratio at destination (received power), Pressure Level at the transmitter (transmitted power), transmission loss, ambient noise, directivity index of the sender and the directivity index of the receiver, respectively. All the above quantities are stated in dB re 1 \(\mu\)Pa. As we are assume use of omni directional antenna DI\(_{tx}\) and DI\(_{rx}\) are set to zero.

Figure 5 shows a block diagram of the link budget as expressed in Equation (13).

![Figure 5. Block diagram of the link budget [26].](image)

The signal power at the receiver can be converted to electrical power using

$$P(\text{mW}) = 10^{P_{\text{dBm}}/10}$$ \hspace{1cm} (14)

$$P(\text{W}) = 10^{P_{\text{dBm}}/10}/1000$$ \hspace{1cm} (15)

**Required signal Level (Eo/No):** The required signal level which is a function of the desired bit error rate can be defined as the ratio of energy per bit to receiver noise level, i.e., Eo/No [29].

**Available signal Level:** The product of the link budget analysis is available SNR at the receiver. To compare with required, received power is translated to an energy-per-bit equivalent using Equation (16) [29].

$$\left( \frac{E_b}{N_o} \right) = P_{\text{rcv}} \cdot \left( \frac{B}{D} \right)$$ \hspace{1cm} (16)

where \( P_{\text{rcv}} \), \( E_b \), \( N_o \), B and D represent, received power (SNR), energy required per bit of information, receiver noise in 1 Hz of bandwidth, spectral bandwidth and data rate, respectively.

The link margin (LM) compares received power level with that required for the established BER (Equation (17)) [29]

$$\text{LM} = \left( \frac{E_b}{N_o} \right)_{\text{rec}} - \left( \frac{E_b}{N_o} \right)_{\text{req}}$$ \hspace{1cm} (17)

Based on the above-mentioned comparison, i.e., the link margin reception is considered a success or failure.

In Figure 6, we show a flowchart that illustrates the neighborhood information acquisition phase.
3.3.3. Relay Selection and Data Transmission Phase

Relay Selection

This phase deals with hop by hop transmission of data from source node to the UW-Sink. Every node, that has a data packet to send (either of its own or received from a downstream node) searches in its neighborhood table for the nodes which have acceptable link condition (received power), minimum hop count to the UW-Sink and maximum residual energy. The neighborhood table contains IDs of the neighboring nodes \( y \), the total hop count to the UW-Sink through any particular node \( y \), the residual energy of node \( y \), the expected received power at node \( y \) and the distance between node \( x \) (neighborhood table host) and that particular node \( y \). The table is sorted in ascending order of hop count subject to link condition, i.e., if the expected received power at the destination node \( x \) is above a certain threshold and it is the minimum hop count node, node \( x \) goes top of the list. The topmost node is used as the next hop relay. However, if there are more than one nodes that fulfill the above-mentioned criteria, residual energy becomes the deciding factor. That is, the node with highest residual energy among the least hop count nodes is selected as relay. This helps in delaying connectivity hole creation and in achieving low end-to-end delay. It is important to note that a node with estimated received power below the required threshold will not be considered as the relay irrespective of its hop count and residual energy. Figure 7 elaborates upon the relay selection process.
Data Transmission

During this phase, all the nodes that have data send their packet to their next hop nodes. We use the Distributed Coordination Function (DCF) to deal with the contention related issues. (Besides providing a solution to the hidden node problem, DCF also helps in dealing with the harsh underwater environment through the ACK mechanism. The ACK function in the DCF ensures that packet delivery to the next hop is confirmed. If ACK is not received the packet is resent). Every node that has a data packet to send forwards the packet to its predetermined next hop by reserving the channel through RTS/CTS exchange. A successful reception at the destination is acknowledged with an ACK frame from the receiver. As every node takes the shortest possible path, certain nodes with higher traffic volume may drain their energy early. Consequently, such sensor nodes die out early during the sensing mission, thus reducing the number of sensor nodes deployed for the sensing mission. To deal with this problem, we propose that every node maintains a minimum residual energy threshold. Upon reaching the threshold, the node refuses to act as relay for other nodes. In response, the neighboring nodes, whose next hop is a node that refused to act as relay node, reroute their traffic through other neighboring nodes. The process is explained as follows.

Rerouting

Whenever a node’s residual energy level reaches the minimum residual energy threshold, it transmits a notification to inform all its neighbors about itself quitting the forwarder/relay role. The notification also contains a list of neighbors of the quitting node. Upon reception of the notification, the neighboring nodes reorient their neighborhood tables by removing the quitting node from their neighborhood tables. The topmost node in the reoriented table (that represents the least hop count node with acceptable level of expected received power) is selected as the relay node. If more than one node have the minimum hop count to the UW-Sink, the node with maximum residual energy is selected as relay. However, there is possibility that:

1. All the one hop neighbors have reached their minimum residual energy threshold.
2. There is no other one-hop neighbor in the list.
In the first case, any node X, whose predetermined next hop node is a quitting node, searches for a suitable next hop node in the one-hop neighbors of its neighbors. If a suitable next hop node is found in the neighborhood of a neighboring node Y, node X increases its range equal to its distance from node Y plus node Y’s distance from the neighbor which is being considered as next hop.

In the second case, i.e., when there is no other neighbor except the current next hop node (i.e., the quitting node), node X searches for a suitable next hop node in the one hop neighborhood of its current next hop node.

However, if no appropriate next hop node is found even in the neighborhood of the neighboring nodes, the packet for this cycle is dropped. Our partition handling mechanism ensures that the node finds an appropriate next hop node in the next Cycle. Rerouting can be explained using Figure 8.

**Figure 8.** Relay selection and rerouting.

**Forwarding Loop**

Consider the scenario in Figure 8. In this figure, we assume that node one has two available routes (one through node 2 and the other through node 4) to send its data to the UW-Sink. However, node 2 offers the least hop count to the UW-Sink. Therefore, node 2 is selected as relay for node 1. Node 2 has only two nodes in its neighborhood, i.e., node 1 and node 3. Node 3 is relay for node 2 as it offers smaller hop count as compared to node 1. In order to understand loop creation, we assume that node 3 reaches residual energy threshold and therefore it denies relay service to node 2. In response, node 2 selects node 1 as its next hop as there is no other node in node 2’s neighborhood table (node 4, 5 and 6 are out of node 2’s current communication range). This will create a loop where node 1 and node 2 keep forwarding data to each other, thus, are not able to deliver data to the UW-Sink.

**Forwarding Loop Resolution**

If at any time a node X receive a data packet from another node Y where Y is the next hop node of node X, node X changes its next hop. For changing the next hop, node X removes node Y from its neighborhood table and selects the least hop count neighbor from the remaining nodes. For instance, in Figure 9, upon reception of an RTS packet from node 2 (which is node 1’s next hop node), node 1 removes node 2 from its neighborhood table and evaluates the remaining nodes in its table to select the
best forwarder, i.e., node 4. This will result in breaking the loop and avoiding connectivity loss due to loops.

![Forwarding Loop](image)

**Figure 9.** Forwarding Loop.

**Why Residual Energy Threshold**

Connectivity holes are created because the nodes nearer to the UW-Sink have a higher volume of traffic going through them. This results in early drainage of their batteries thus disabling the nodes, which are sending data through them to reach the UW-Sink. According to [8], when the nodes near the UW-Sink have consumed all their initial energy deposit, the nodes farther down the stream have 93% of their energy deposit intact. Thus, if the connectivity holes are not resolved, even though the farther nodes have enough energy, it is not useful as the packets from such node may not be delivered. Moreover, the relay nodes are also sensor nodes. Therefore, the early death of a relay node reduces the number of nodes assigned for the underwater sensing mission. The residual energy threshold ensures delay in the early death of sensor nodes. Secondly, our partition handling mechanism ensures that the load is shifted down the network to the less loaded nodes thus ensuring better distribution of energy consumption across the network.

This can be explained with the help of the Figure 10:

![Rationale for Residual Energy Threshold](image)

**Figure 10.** Rationale for Residual Energy Threshold.

In this example, we assume that only node 2 is directly connected to the UW-Sink. Nodes 3 and 4 are within the range of node 2, which enables them to receive beacon from node 2. Whereas, nodes 5, 6 and nodes 7, 8 and 9 fall within the communication range of nodes 3 and 4, respectively. For the sake of simplicity, we assume that none of the above-mentioned nodes fall within the communication range of any other node except for those mentioned above.
As evident from the topology, the traffic load is highest on node 2, followed by nodes 4 and 3, whereas nodes 5 to 9 have the smallest load which is their own data packets. Intuitively, we can tell that node 2 will reach its residual energy threshold before other nodes. If node 2 keeps forwarding data from this point onwards, it will soon run out of energy and will not be able to continue its role as a sensor node. However, if node 2 quits forwarding, a connectivity hole will be created. In the absence of other neighboring nodes, the rest of the network will not be able to reach the UW-Sink, thus bringing down the packet delivery ratio to zero. For the ongoing routing cycle, this issue is resolved by our rerouting mechanism which ensures that the load is shifted down the network to the less loaded nodes, i.e., nodes 3 and 4. Moreover, in the following routing cycles, our partition handling routine solves the issue amicably by shifting the load backwards. In the next routing cycle, node 2 will not send beacon thus none of the neighbors will be able to route traffic through node 2. After the threshold time, the remaining nodes will send requests with increased transmission power. We assume that nodes 3 and 4, being nearer to the UW-Sink, receive a beacon from the UW-Sink which they retransmit. The beacons are received by their neighbors, i.e., nodes 5 to 9. Now nodes 3 and 4 will directly transmit data from nodes 5, 6, 7, 8 and 9 to the UW-Sink. The same process will be followed when nodes 3 and 4 reach their residual energy threshold. This technique effectively distributes energy consumption across the network. Even though farther nodes have to use higher transmission power to send their data that results in higher energy consumption, this technique keeps the network connected. The high residual energy in the downstream network nodes may be wasted if the network disconnects due to connectivity holes.

3.4. Protocol 1.1: No Partition Handling (NPH)

We define Protocol 1.1, a generic routing protocol for underwater acoustic sensor networks. It works in two stages: Beacon dissemination and data transmission stages. During the beacon dissemination stage, the sink node initiates the process by transmitting a beacon which is then forwarded by every node that receives the beacon. Based on the neighborhood information acquired during the beacon dissemination stage, every node determines its next hop node. The next hop selection criteria is based hop count and residual energy. Protocol 1.1 differs from the proposed protocol in the following respects:

1. Unlike the proposed protocol, protocol 1.1 does not incorporate any partition handling mechanism. Therefore, in case of network partitioning, the partitioned part will not be able to receive beacons and therefore will not be able to access the main body of the network. The drop in the packet delivery ration will depend upon the number of partitioned nodes besides other factors such as connectivity hole and erroneous reception.

2. Unlike the proposed protocol, protocol 1.1 does not implement any mechanism for diverting the traffic load to less burdened, high residual energy downstream nodes.

3. Protocol 1.1 does not incorporate a loop resolution strategy.

4. Protocol 1.1 does not enforce any minimum residual energy threshold and therefore does not follow the actions taken by the proposed scheme when a node reaches its residual energy threshold.

Protocol 1.1 has the following similarities with the proposed scheme:

1. Protocol 1.1 assumes untethered free mobility of sensor nodes with water currents. It, therefore, assumes the same network architecture as that of the proposed scheme.

2. Next hop selection criteria is the similar to that of the proposed scheme. The candidate nodes are first evaluated based on the link condition. The nodes with acceptable expected SNR are shortlisted. Among the shortlisted nodes, the nodes with minimum hop count and maximum residual energy are selected as next hop.

The reason for comparing our scheme with protocol 1.1 is lack of available protocols that follow similar network architecture and/or assume free untethered mobility of sensor nodes. To the best of our knowledge, this area still remains to be explored.
4. Results and Discussion

Based on the operation of the proposed protocol, our protocol needs functionality only up to data link layer level. On the link level, for channel access we use the ALOHA protocol for dissemination of beacons and requests and DCF for data forwarding. Through our channel model, we acquire the required physical parameters for our work. We used Matlab R2016b to simulate our protocol. Table 1 shows simulation parameters.

| Parameters                          | Values                       |
|-------------------------------------|------------------------------|
| Number of nodes                     | 25, 50, 75, 100              |
| Simulation Runs (Routing Cycles)    | 50                           |
| Energy Resource                     | 200 Joules                   |
| Minimum Energy Threshold            | 20                           |
| Data Packet size                    | 512 bytes                    |
| Data rate                           | 31.2 kbps                    |
| Default range                       | 250 m                        |
| Carrier Frequency                   | 26 khz                       |
| Simulation Area                     | 1000 x 1000 m                |

In all the following results, PH refers to the proposed scheme whereas No-PH refers to protocol 1.1. The results are averaged over 50 random topologies for all the different number of nodes.

4.1. Network without Partitions

This section shows results for networks that are not partitioned at the start of a routing cycle. However partitions may or may not occur in later routing cycles due to dying nodes.

4.1.1. Number of Delivered Packets

Every node has exactly one data packet to send per routing cycle.

Figure 11 shows the percentage of the number of successfully delivered packets for networks consisting of 25, 50, 75 and 100 nodes. The considered networks do not have any partition initially. However, connectivity holes may be created that may or may not result in network partitioning. Our proposed scheme shows improvement in the number of delivered packets. The improvement is achieved due to our residual energy threshold policy. When a node reaches its residual energy threshold, it denies relay service to downstream nodes. This helps maintain the number of delivered packets as the data traffic is taken off the nodes with low energy and routed through high energy nodes. This enables the low energy nodes stay alive longer to send only their own data packet. (It is important to note that, besides other factors such as connectivity holes, collisions, etc., the number of delivered packets reduce with number of dying nodes as every node sends one data packet per routing cycle. Therefore, if one node dies, we have one less packet in the total number of delivered packets). Moreover, in case of denial of relay service, our rerouting mechanism extends the forwarder search area to the two-hop neighborhood, thus increasing the chances of a successful packet delivery. Furthermore, if one or more nodes cannot find any next hop node even in its two-hop neighborhood, our partition handling routine will connect it in the next routing cycle, thus maintaining a higher packet delivery ratio. Compared to PH, in NPH nodes nearer to the UW-Sink die out earlier as NPH does not follow any residual energy threshold policy. The death of nodes may result in the creation of connectivity holes which, in the absence of rerouting mechanism, results in a lower number of delivered packets.
The number of delivered packets for PH is highest for 25 nodes; however, it drops slightly due to increased contention as the number of nodes increase. Similar trend can be observed in case of NPH.

4.1.2. Death Ratio

Figure 12a–d show the number of dead nodes for 25, 50, 75 and 100 nodes, respectively, over the routing cycles intervals of 1–20, 21–40 and 41–50. In all four cases, PH shows a smaller number of dead nodes in each interval. This is due to the residual energy threshold policy which prevents early death of nodes by allowing highly burdened nodes to deny relay service upon reaching their residual energy threshold and by rerouting traffic through other nodes having enough residual energy. (It is important to note that the last interval is only 10 routing cycles as compared to 20 routing cycles in the first two intervals. Therefore, our graphs show smaller number of dead nodes in the last interval). The number of dead nodes increases with increasing routing cycles as nodes run out of their energy due to transmission (mostly relay transmissions) in previous routing cycles. Overall, the number of dead nodes in each interval increases with the increasing number of nodes. The reason for the increase is that higher number of nodes increases load on the nodes nearer to the sink node. However, the rise is not too high due to the following two reasons. Firstly, a higher number of nodes inherently distributes load by offering multiple relay options. Secondly, our link condition criteria for selecting the next hop node improves successful reception of packets which consequently reduces unnecessary transmissions and energy consumption.

4.1.3. Communication Overhead

Figure 13 shows the communication overheads of PH and NPH. PH has slightly higher communication overhead due to the following two reasons:

1. In case of partitioning in the network, PH involves transmission of localization requests. Beacons are transmitted in response to the requests by the nodes that receive the request. However, if a particular node that received a request and subsequently heard a beacon destined for the requester it abandons transmission of the beacon.

2. Unlike NPH, in PH when a node reaches its residual energy threshold it transmits a notification to inform its neighbor about denial of relay service, thus adding to the overall communication overhead.
Figure 12. Death Rate. Descriptions for (a–d) are given in figure.

(a) No. of node = 25
(b) No. of node = 50
(c) No. of node = 75
(d) No. of node = 100

Figure 13. Communication Overhead.

As the number of nodes increase from 25 to 100, the gap between the two curves increases. The reason for this is again the higher communication overhead in the form of relay service denial notifications and request and subsequent beacons due to connectivity holes. With increase in the
number of nodes, this overhead (which is specific to PH only) increases, thus widening the gap between the two curves.

4.1.4. Energy Consumption

We assume that all nodes are equipped with Evo Logic’s S2CR 48/47 acoustic modem [30]. Figure 14 shows the overall average energy consumption. The higher communication overhead, in the form of “denial of relay service” notifications, localization requests and corresponding beacons in case of partition, results in higher energy consumption. Another very important reason for the gap between the energy consumption of the two schemes is absence of transmission activity by the partitioned nodes due to the lack of partition handling capability in case of NPH. As there is no partition handling mechanism in NPH, if a node gets partitioned, it will not be able to receive any beacon and, thus, will not indulge in any transmission activity. This will keep its energy intact thus widening the gap between the two curves. Moreover, the elimination of partitioned nodes also reduces contention (and therefore reduces energy consumption) in the main body of the network as fewer nodes contend for the medium. However, being unable to connect the partitioned nodes, NPH achieves lower packet delivery ratio. As partitioned nodes cannot send their sensed data, it results in a reduction of the number of deployed nodes for the sensing mission. The disconnected nodes are useless as their data cannot be delivered.

4.2. Partitioned Network

This section shows results for partitioned network. In order to focus only on the partition handling ability (which is clearly indicated by the number of delivered packets), we keep the initial energy level to 300 joules.

4.2.1. Packet Delivery Ratio

Figure 15 shows the number of delivered packet by PH and NPH for 25, 50, 75 and 100 nodes. The proposed scheme (PH) achieves higher packet delivery ratio in all the cases. The reason for the better performance is the partition handling mechanism which allows the partitioned nodes, which cannot receive a beacon because of being out of the range of all the beacon-carrying nodes, to request beacon with increased transmission power. Secondly, nodes stay alive longer in case of PH due to the residual energy threshold policy. As the number of delivered packet is just count, an alive node adds to it if its packet is delivered. However, if a node dies, the count goes down by one as a dead node...
cannot send data. On the other hand, in case of No-PH, a partition handling mechanism does not exist. Therefore, in case of No-PH, partitioned nodes cannot receive a beacon and, as a result, cannot send their packets thus cutting down the number of packets by at least the number of partitioned nodes. A further reduction in the number of delivered packets is caused by connectivity holes and early death of nodes with higher loads.

![Figure 15. No. of delivered packets (Partitioned Network).](image)

4.2.2. Death Rate

Figure 16a–d show the number of dead nodes for 25, 50, 75 and 100 nodes, respectively, over the routing cycles intervals of 1–20, 21–40 and 41–50. For 25 and 50 nodes, PH shows a smaller number of dead nodes compared to NPH. Comparison of the death rate figures of the partitioned networks with those of unpartitioned networks reveals that the difference between the death rates of PH and NPH is reduced, i.e., the death rate of PH has increased whereas the death rate of NPH has reduced in the case of partitioned networks. The increase in the death rate of PH is caused due to the additional transmissions (in case of partitioned networks) in the form for localization requests and the corresponding beacons plus additional contention due to the transmission of these packets. Due to the same reason, the number of dead nodes in the 2nd and 3rd interval in the case of 75 and 100 nodes goes higher in PH as compared to NPH. The increase in the requests, response beacons and higher contention created due to bigger number of nodes, increases energy consumption and thus increases the no. of dead nodes. How can PH still produce better packet delivery ration despite its slightly higher death rate in case of 75 and 100 nodes. The answer lies in the functioning of NPH. In case of NPH, the nodes which get partitioned, do not have any mechanism to receive beacons. Therefore, despite having enough energy, these nodes can neither transmit their own data packets, nor can they act as relay. Therefore, their energy remains intact which results in a lower death rate. However, as the partitioned nodes cannot transmit their packets, the overall number of delivered packets is reduced at least by the number of partitioned nodes. On the other hand, PH incurs some additional cost, in the form of request and beacon response packet, in order to access the partitioned nodes thus enabling them to transmit their data, thereby improving the packet delivery ratio.

In case of 25 nodes, PH has a lower number of dead nodes during routing cycle number 21 to 40 and 41 to 50, respectively. Due to the smaller number of nodes, the effect of traffic generated due to our partition handling mechanism is minimal. Thus, even though the proposed scheme improves the packet delivery ratio, the volume of overhead for partition handling is small and therefore does not
affect the death rate considerably. Moreover, as explained before, the early death of nodes is avoided by the introduction of residual energy threshold.

![Figure 16](image1.png)

**Figure 16.** Death Rate. Descriptions for (a–d) are given in figure.

In case of 50 nodes, a similar affect can be observed. However, the number of dead nodes in PH during the same intervals has increased compared to 25 nodes. Moreover, the difference between the number of dead nodes of PH and No-PH has also decreased. This is due to the increasing overhead of PH to carryout partition handling routine.

In PH, in case of 75 nodes, a higher number of partitioned nodes generates higher communication overhead in the form of localization requests and response beacons. Besides, overhead due to contention also increases, thus resulting in higher number of dead nodes in case of PH compared to NPH. The smaller number of dead nodes in case of NPH is also due to the fact that the partitioned nodes do not transmit at all, thus reducing the contention domain. With a smaller contention domain, fewer packets are lost which reduces death rate of NPH in the later routing cycles. However, this reduction in death rate is achieved at the cost of eliminating partitioned nodes and thus reducing the packet delivery ratio. PH, on the other hand, keeps the network connected by allowing the partitioned nodes to send some extra packets in the form of beacon request.

5. Conclusions

In this work, we proposed a two-stage routing protocol for mobile underwater sensor networks. We specifically focused on network partitioning problem. Partitions are resolved by allowing the partitioned nodes to access the main body of the network by sending beacon requests with increased transmission power. The beacon received in response enables the partitioned nodes to connect to the main body of the network. Besides, we also proposed a minimum residual energy threshold...
aiming at avoiding early death of burdened nodes and transferring the burden to the less busy nodes. Furthermore, a rerouting scheme based on two-hop neighborhood information is proposed to reroute traffic in case of connectivity holes. Overall, we improve the packet delivery ratio by enabling the partitioned nodes to send their data. Moreover, our minimum residual energy threshold scheme successfully delays complete energy drainage, thus allowing nodes to continue their sensing job for a longer period of time. In future research, we want to further enhance the functionality of the proposed scheme by using multiple simultaneously working, strategically deployed sink nodes. Moreover, we also plan to improve the partition handling mechanism by introducing clustering.
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