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Abstract

We study the theoretical convergence properties of random-search methods when optimizing non-convex objective functions without having access to derivatives. We prove that standard random-search methods that do not rely on second-order information converge to a second-order stationary point. However, they suffer from an exponential complexity in terms of the input dimension of the problem. In order to address this issue, we propose a novel variant of random search that exploits negative curvature by only relying on function evaluations. We prove that this approach converges to a second-order stationary point at a much faster rate than vanilla methods: namely, the complexity in terms of the number of function evaluations is only linear in the problem dimension. We test our algorithm empirically and find good agreements with our theoretical results.

1 Introduction

We consider solving the non-convex optimization problem minₓ∈ℝᵈ f(x), where f(·) is differentiable but its derivatives are not directly accessible, or can only be approximated at a high computational cost. This setting recently gained attention in machine learning, in areas such as black-box adversarial attacks [11], reinforcement learning [51], meta-learning [7], online learning [9], and conditional optimization [57].

We focus our attention on a popular class of derivative-free methods known as random direct-search methods of directional type [1]. These methods optimize f(·) by evaluating the objective function over a number of (fixed or randomized) directions, to ensure descent using a sufficiently small stepsize. Direct-search algorithms date to the 1960’s, including e.g. [44, 46]. More recent variants include deterministic direct search [15], random direct search (e.g. [54], or the Stochastic Three Points (STP) method [6]), which randomly sample a direction and accept a step in this direction if it decreases the function f(·). As discussed in [40], direct-search methods have remained popular over the years for a number of reasons, including their good performance and known global convergence guarantees [54], as well as their straightforward implementation that makes them suitable for many problems. We refer the reader to [40, 15] for a survey.

In machine learning, objective functions of interest are often non-convex, which poses additional challenges due to the presence of saddle points and potentially suboptimal local minima [33]. Instead of aiming for a global minimizer, one often seeks a second-order stationary point (SOSP): i.e. a solution where the gradient vanishes and the Hessian is positive definite. Indeed, as shown by [14, 26, 22, 21], many machine learning problems have no spurious local minimizers, yet have many saddle points which yield suboptimal solutions and are often hard to escape from [19]. While convergence to SOSPs and saddle escape times have been extensively studied in the context of
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gradient-based methods \[32, 16, 10, 56\], prior analyses for (random) direct search have mainly focused on convergence to first-order stationary points \[6, 54\]. One exception is the Approximate Hessian Direct Search (AHDS) method \[26\], that explicitly computes the Hessian of the objective to obtain second-order worst-case guarantees. However, computing or storing a full Hessian is prohibitively expensive in high dimensions.

Towards a better understanding of the complexity of finding second-order stationary points with random search methods, we make the following contributions:

- We study the complexity of a simple random search similar to STP (Algorithm 1) to reach SOSPs. We find that the (worst-case) complexity requires a number of function evaluations that scales exponentially in terms of the problem dimension \(d\). As we will see, the exponential scaling is not an artefact of the analysis. This is intuitive, indeed, if we are at a saddle point where we just have one direction of negative curvature, finding good alignment with a random direction becomes exponentially difficult as the dimension of the space increases.

- To solve this issue, we design a variant of random search (RSPI, Algorithm 2) that, instead of randomly sampling directions from the sphere, relies on an approximate derivative-free power iteration routine to extract negative curvature direction candidates (unlike \[26\] that requires an approximation to the full Hessian). This approach is inspired from recent work on gradient-based methods for finding SOSPs \[10, 56\] and effectively decouples negative curvature estimation from progress in the large gradient setting. As a result, RSPI does not suffer from the exponential scaling of the vanilla random search approach: we show that the overall complexity of finding a SOSP in terms of function evaluations becomes linear in the problem dimension.

- Finally, we verify our results empirically and compare our novel algorithm to standard random-search methods. Our results show improvements of RSPI both in terms of algorithm iterations and (crucially) wall-clock time.

2 Related work

Direct-search vs methods that approximate gradients A wide variety of algorithms enter the class of DFO methods. One common distinction is made according to whether or not the algorithm explicitly computes a gradient approximation. Direct-search (DS) and pattern-search (PS) methods only rely on function evaluations to validate a step along a direction, sampled according to some scheme. In contrast, a second group of methods explicitly compute a gradient approximation \[48, 23, 12\]. Most methods in the latter group rely only on first-order information, except \[58\] that incorporates some second-order information to compute an estimate of the gradient. However, their approach focuses on convex optimization and therefore does not discuss second-order stationarity. Instead, \[55\] showed that \(O(\epsilon^{-2})\) approximate gradient computations are enough to reach an \(\epsilon\)-SOSP. Unlike DS, the gradient-free method analyzed in \[55\] computes an approximation of the gradient and, as a result, it matches the convergence rate guarantees of their exact gradient-based counterparts (up to constants). However, existing lower bounds clearly show that DS methods have a worst rate of convergence. Of special interest to us is the complexity w.r.t. the dimension of the problem, which is exponential, see paragraph “Lower bounds” below.

First-order guarantees of DS. A recently proposed variant of DS is the stochastic-three-points (STP) approach proposed in \[6\] that simply samples a direction at random on the sphere and accepts the step if it decreases the function. This is, in some sense, a simpler variant of direct search compared to adaptive methods such as \[54\] that also include an adaptive mechanism of the step-size selection to ensure convergence without having to rely on knowing certain quantities such as the smoothness constant of the objective. As shown in \[6\], finding a point \(x\) such that \(\|\nabla f(x)\| \leq \epsilon\) with STP requires \(O(d\epsilon^{-2})\) function evaluations. If instead the perturbation directions are sampled from a fixed basis and not from the unit sphere, the best known complexity increases to \(O(d^2\epsilon^{-2})\) \[54, 6\]. Ignoring the dependency on the dimension, these results match the iteration complexity of steepest descent \[47\].

Second-order guarantees for PS and DS. Second-order convergence guarantees have been developed in the context of (generalized) pattern search (GPS) methods, which share similarities with direct search methods. These methods sample update directions from a positive spanning set \(D\). The work of \[1\] proved a type of “pseudo-second-order” stationarity condition for GPS, where
the Hessian is positive semidefinite in the directions of the basis \( D \) (but not with respect to all vectors in the space). A variant of GPS that explicitly constructs an approximate Hessian was shown by [2] to converge to second-order stationary points under some assumptions on the quality of the approximation. The results discussed so far typically consider the properties of the limit points of the sequence of iterates and do not provide worst-case complexity rates of convergence. In contrast, [26] proved convergence to a second-order stationary point as well as derived worst-case guarantees (upper bounds only) for a variant of a direct search approach that constructs an approximate Hessian matrix using a finite difference approach.

**Model-based approaches.** Model-based methods construct a function approximation which is used to compute the next step and updated at every iteration. The literature on such methods is broad and we refer the reader to [38] for a survey of the relevant work. To the best of our knowledge, these methods also require an approximation of the Hessian to obtain second-order guarantees.

**Lower bounds.** [59, 24] show that random search suffers from an exponential dependency to the dimension of the problem. Similar results are discussed in [20] for derivative-free methods that use two function evaluations to approximate derivatives. These results serve as a motivation for this work to improve the complexity of random search methods in terms of the input dimension. We mostly focus on designing a new type of random search that achieves better worst-case guarantees than existing lower bounds for vanilla random search.

**Inexact Power Iteration.** Computing the largest eigenvector of a matrix has many applications in statistics and data analysis. Iterative methods such as the power iteration and the Lanczos algorithm are commonly used to solve this problem [25]. Perhaps the most complete and up-to-date analysis of convergence of inexact power methods for eigenspace estimation can be found in [5, 29]. Crucially, these convergence rates depend on the eigenvalue distribution. If one instead only seeks a direction aligned with a suboptimal but large eigenvalue, the rate becomes independent of the eigenvalue distribution [37]. Alternatively to the power method, stochastic methods such as Oja’s algorithm [49] benefit from a cheaper iteration cost. Improvements have been proposed in [52] that analyzes a variance reduced method that achieves a linear rate of convergence. An accelerated variant of stochastic PCA is also proposed in [18].

### 3 Analysis

We work in \( \mathbb{R}^d \) with the standard Euclidean norm \( \| \cdot \| \). Our goal is to optimize a twice continuously differentiable non-convex function \( f(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R} \) without having access to gradients. We need the following assumption, standard in the literature on SOSPs [33], also in the DFO setting [55].

**Assumption 1.** The function \( f(\cdot) \) is lower bounded, \( L_1 \)-smooth and \( L_2 \)-Hessian Lipschitz.

In line with many recent works on non-convex optimization [32, 35, 24, 16, 10, 55, 4], our goal is to find an \((\epsilon, \gamma)\)-second-order stationary point (SOSP), i.e. a point \( x \) such that:

\[
\| \nabla f(x) \| \leq \epsilon \quad \text{and} \quad \lambda_{\min}(\nabla^2 f(x)) \geq -\gamma, \tag{1}
\]

with \( \epsilon, \gamma > 0 \). We analyze two different DFO algorithms: (1) a two-step random search method (RS, Algorithm [1]) – similar to STP [6] and (2) a novel random search method (RSPI, Algorithm [2]) that extracts negative curvature via Algorithm [3]. We show that, while the approximation of negative eigendirections requires extra computation, the overall complexity of RSPI to find a SOSP is much lower than RS in terms of number of function evaluations.

**Theorem 1** (Main result, informal). *The complexity — in terms of number of function evaluations — of vanilla Random Search (similar to STP, Algorithm [7]) for finding second-order stationary points depends exponentially on the problem dimension (see Lemma [8] and Theorem [9]). This dependency can be reduced to linear by computing an approximate negative curvature direction at each step (i.e. Algorithm [2] see Theorem [10]).*

We will use \( \mathcal{O}(\cdot), \Theta(\cdot), \Omega(\cdot) \) to hide constants which do not depend on any problem parameter.

#### 3.1 Two-step Random Search

We analyze a variant of random search that uses a strategy consisting of two steps designed to maximally exploit gradient and curvature. We will use this variant as a surrogate for vanilla random searches such as STP [6] that only use one step. We note that the convergence rate of the latter
approach does not theoretically outperform the two-step approach since the gradient step is the same in both approaches. Algorithm 1 shows that the two-step random search samples two symmetric perturbations from a sphere in \( \mathbb{R}^d \) with some radius, and updates the current solution approximation \( x_k \) if one of the two perturbations decreases the objective function. The sampling procedure is repeated twice at each iteration, using different sampling radii \( \sigma_1 \) and \( \sigma_2 \). One sampling radius (\( \sigma_1 \)) is tuned to exploit the gradient of the objective function while the other (\( \sigma_2 \)) is tuned to exploit negative curvature. One could also interpret the two steps as a one-step algorithm with an adaptive step-size, although we explicitly write down the two steps for pedagogic reasons. Note that, in our analysis, the values \( \sigma_1 \) and \( \sigma_2 \) are constant, although we will see that in practice, decreasing values can be used, as is typically the case with step-sizes in gradient-based methods (see experiments). We divide the analysis into two cases: one for the case when the gradient is large and the other when we are close to a strict saddle (i.e. we still have negative curvature to exploit).

**Algorithm 1** Two-step Random Search (RS). Similar to the STP method, but we alternate between two perturbation magnitudes: \( \sigma_1 \) is set to be optimal for the large gradient case, while \( \sigma_2 \) optimal to escape saddles.

1. **Parameters** \( \sigma_1, \sigma_2 > 0 \) (see Theorem 5)
2. Initialize \( x_0 \) at random
3. for \( k = 0, 2, 4, \ldots, 2K \) do
   4. \( s_1 \sim S^{d-1} \) (uniformly)
   5. \( x_{k+1} = \arg \min \{ f(x_k), f(x_k + \sigma_1 s_1), f(x_k - \sigma_1 s_1) \} \) # Gradient step
   6. \( s_2 \sim S^{d-1} \) (uniformly)
   7. \( x_{k+2} = \arg \min \{ f(x_{k+1}), f(x_{k+1} + \sigma_2 s_2), f(x_{k+1} - \sigma_2 s_2) \} \) # Curvature step
   8. Optional: Update \( \sigma_1 \) and \( \sigma_2 \) (see experiments)
9. end

**Case 1: Large gradients.** First we consider the case \( \| \nabla f(x) \| \geq \epsilon \). Under this assumption, the step-size can be tuned\(^2\) to yield a decrease proportional to \( \epsilon^2 / d \).

**Lemma 2.** Let \( f(\cdot) \) be \( L_1 \)-smooth and \( \| \nabla f(x_k) \| \geq \epsilon \). Algorithm 1 with \( \sigma_1 = \epsilon / (L_1 \sqrt{2d}) \) yields \( \mathbb{E}[f(x_{k+1}) - f(x_k) | x_k] \leq -\Omega \left( \frac{\epsilon^2}{d} \right) \), where \( \mathbb{E}[\cdot | x_k] \) denotes the conditional expectation w.r.t. \( x_k \).

The proof follows directly from Lemma 3.4 in [6] and is presented in the appendix.

**Case 2: Close to a strict saddle.** We now address the case where \( \| \nabla f(x) \| \leq \epsilon \) but \( \lambda_{\min}(\nabla^2 f(x)) \leq -\gamma, \) with \( \gamma, \epsilon > 0 \). Similarly to the analysis of gradient-based methods, our approach consists in first approximating \( f(x) \) around \( x \) with a quadratic \( \tilde{f}(x) \), and then bounding the error on the dynamics. Hence, our first task is to estimate the probability of having a decrease in function value with a single step of random search around a quadratic saddle.

**Lemma 3 (Curse of dimensionality of RS around a saddle).** Consider a \( d \)-dimensional (\( d \geq 4 \)) quadratic saddle \( \tilde{f}(\cdot) \) centered at the origin with eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_d \), with \( \lambda_d < 0 \). Set \( \gamma := |\lambda_d| \) and \( L_1 := \max \{ \lambda_1, |\lambda_d| \} \) (cf. definition SOSP in Equation 7). Starting from the origin, a random step \( s_2 \sim S^{d-1}(\sigma_2) \) is such that
\[
\Pr \left[ \tilde{f}(s_2) - \tilde{f}(0) \leq -\frac{\gamma \sigma_2^2}{2} \right] \geq \left( \frac{\gamma}{4L_1} \right)^{\frac{d}{2}}. \tag{2}
\]
Moreover, if \( \lambda_1 = \lambda_2 = \cdots = \lambda_{d-1} > 0 \) (worst case scenario), we also have
\[
\Pr \left[ \tilde{f}(s_2) - \tilde{f}(0) \leq -\frac{\gamma \sigma_2^2}{2} \right] \leq \mathcal{O} \left( 2^{-d/2} \right). \tag{3}
\]
\[^2\text{Such tuning is optimal, please refer to the proof for details.}\]

---

Figure 1: Behavior of a step of vanilla random search on a quadratic saddle centered at the origin. The Hessian has \( d-1 \) positive eigenvalues equal to 1 and one negative eigenvalue equal to \( \lambda_d \). Plotted is the probability of a decrease (1e6 runs) of at least \( |\lambda_d|/2 \) starting from the origin (\( \sigma_2 = 1 \)). Performance degrades exponentially with the problem dimension, as predicted by Lemma 3.
The proof is presented in the appendix and is based on arguments on the geometry of high-dimensional spheres: finding an escape direction at random becomes increasingly hard as the dimension increases. Lemma 3 provides both an upper and a lower bound on the expected number of function evaluations needed by vanilla random search to escape a saddle. As it is the case for vanilla gradient descent, the complexity grows exponentially with the dimension. We emphasize that the exponential dependency itself is not a new result (see Section 2) and that it can be extended to hold globally (not only for one step) [59]. We will use the upper bound of Lemma 3 to derive a new result in Theorem 5 that proves convergence to a second-order stationary point.

Further, we note that, for the bounds in Lemma 3, the decrease in function value is proportional to $\sigma_2^2$ — yet the decrease probability is independent from $\sigma_2^2$. This might seem unintuitive at first, but it is simply due to the radially isotropic structure of quadratic landscapes. However, the landscape around $x_k$ is only approximately quadratic: under Assumption 1 we have (for a proof please refer to [39]) that $|f(y) - f(x)| \leq \frac{\sigma_2^2}{L} \|y - x\|^3$ for all $x, y \in \mathbb{R}^d$. Hence, in order to lift the bound to the non-quadratic case we need to consider “small” perturbations $\sigma_2 = O(1/L_2)$, so that the quadratic approximation remains valid. The proof of the next result can be found in the appendix.

**Lemma 4.** Let $f(\cdot)$ be $L_1$-smooth and $L_2$-Hessian-Lipschitz. Assume $\|\nabla f(x_k)\| \leq \epsilon$ and $\lambda_{\min}(\nabla^2 f(x_k)) \leq -\gamma = -\epsilon^{2/3}$. Then Algorithm 2 with $\sigma_2 = \frac{\epsilon^{2/3}}{L_2}$ is s.t.

$$
\mathbb{E}[f(x_{k+1}) - f(x_k)|x_k] \leq -\Omega \left( \left( \frac{\gamma}{4L_1} \right)^{\frac{2}{3}} \epsilon^2 \right). 
$$

With no surprise, we see that the exponential complexity already found for the quadratic case in Lemma 3 directly influences the magnitude of the per-iteration decrease. We remark that the choice $\gamma = \epsilon^{2/3}$ is optimal for our proof, based on Hessian smoothness (see proof of Lemma 4).

**Joint analysis.** We define the following sets that capture the different scenarios:

$$
\mathcal{A}_1 = \{x : \|\nabla f(x)\| \geq \epsilon\}; \quad \mathcal{A}_2 = \{x : \|\nabla f(x)\| < \epsilon \text{ and } \lambda_{\min}(\nabla^2 f(x)) \leq -\gamma\}.
$$

By Lemma 2 and 4 we have that for any $x_k \in \mathcal{A}_1 \cup \mathcal{A}_2$, Equation 4 holds — the bottleneck scenario being $\mathcal{A}_2$. Since under Assumption 1 the function is lower bounded and Algorithm 1 is a descent method, we get convergence in a finite number of steps to an SOSP.

**Theorem 5.** Fix the desired level of accuracy $\epsilon > 0$. Assume $f(\cdot)$ satisfies Assumption 1. Two-step RS (Alg. 1) with parameters $\sigma_1 = \frac{\epsilon}{L_1 \sqrt{2d}}$ and $\sigma_2 = \frac{\epsilon^{2/3}}{L_2}$ returns in expectation an $(\epsilon, \epsilon^{2/3})$-second-order stationary point in $O(\kappa^d \epsilon^{-2/3})$ function evaluations, where $\kappa = \Theta(L_1/\gamma) = \Theta(L_1 \epsilon^{2/3})$.

### 3.2 Power Iteration Random Search

The purpose of this section is to modify vanilla random search to reduce the exponential dependency of the convergence rate on the problem dimension, illustrated by the lower bound in Lemma 3. We propose a new type of random search that is coupled with a derivative-free routine (named DFPI) in order to overcome the curse of dimensionality. We note that this type of “hybrid” method is not completely new in the literature, see e.g. [26], but in contrast to prior work, the computational cost of the DFPI routine in terms of the input dimension is low. This is achieved by computing an approximation of the eigenvector corresponding to the most negative eigenvalue of the Hessian based on a noisy power method [29], which is inspired from recent works on Hessian-free negative curvature exploitation techniques in gradient-based optimization [41][10]. The resulting method is shown as Algorithm 3 and the DFPI routine is presented as Algorithm 5.

---

1Let $V$ be an event that happens in a trial with probability $p$. Then the expected number of trials to first occurrence of $V$ is $1/p$. 

Figure 2: Difference between the two procedures to generate $s_2$ when initialized at a quadratic saddle (blue = small values). Each magenta point is a random update direction $s_2 \sim S^{d-1}$ (left) or the result of the DFPI procedure with 3 iterations (right).
We highlight that RSPI does not require computation and storage of the full Hessian (in contrast to AHDS that performs $d^2$ function calls). We instead approximate only the leading eigenvector using approximate zero-order Hessian-vector products ($\approx d \log d$ function calls: Lemma 9). This provides a large speed-up in high dimensions, see wall-clock times reported later.

Algorithm 2 RANDOM SEARCH PI (RSPI). Same structure as Alg. 1 only difference is in line 6: the curvature exploitation step is based on a perturbation sampled from a non-isotropic distribution aligned with negative eigendirections, computed by Alg. 3 (see Fig. 2).

```
1: Parameters $\sigma_1, \sigma_2 > 0$ (see Thm 10)
2: Initialize $x_0$ at random
3: for $k = 0, 2, 4, \cdots 2K$ do
4: $s_1 \sim S^{d-1}$ (uniformly)
5: $x_{k+1} = \arg \min \{f(x_k), f(x_k + \sigma_1 s_1), f(x_k - \sigma_1 s_1)\}$
6: $s_2 = $ DFPI($x_k$) ← Algorithm 3
7: $x_{k+2} = \arg \min \{f(x_{k+1}), f(x_{k+1} + \sigma_2 s_2), f(x_{k+1} - \sigma_2 s_2)\}$
8: Optional: Update $\sigma_1$ and $\sigma_2$ (see experiments)
9: end for
```

Algorithm 3 DERIVATIVE-FREE POWER ITERATION (DFPI) A noisy derivative-free power method to approximate negative curvature directions, as shown in Lemma 2. Every iteration of DFPI requires $4d$ function evals, hence the routine requires $K_{\text{DFPI}} = 4d T_{\text{DFPI}}$ function evals overall.

```
1: Parameters $c, r, \eta > 0$ and $T_{\text{DFPI}} \in \mathbb{Z}^+$ (see Theorem 10)
2: INPUTS : $x \in \mathbb{R}^d$
3: $s_2(0) \sim S^{d-1}$ (uniformly)
4: for $t = 0 \ldots T_{\text{DFPI}} - 1$ do
5: Set $g_+ = \sum_{i=1}^{d} \frac{f(x+r s_2^{(t)}) + c e_i - f(x-r s_2^{(t)}) - c e_i}{2c} e_i$
6: Set $g_- = \sum_{i=1}^{d} \frac{f(x+r s_2^{(t)}) + c e_i - f(x-r s_2^{(t)}) - c e_i}{2c} e_i$
7: Update: $s_2^{(t+1)} = s_2^{(t)} - \eta \frac{g_+ - g_-}{2r} s_2^{(t)}$
8: Normalize $s_2^{(t+1)} = s_2^{(t+1)} / \|s_2^{(t+1)}\|
9: end for
10: RETURN : $s_2^{(T_{\text{DFPI}})}$
```

As in the last subsection, we split the analysis into two cases. First, in the case of large gradients, i.e. $\|\nabla f(x)\| \geq \epsilon$, we can simply re-use the result of Lemma 2. The second case (sufficient negative curvature) requires to show that the vector $s_2$ returned by the DFPI procedure (Alg. 3) yields a decrease of the objective.

**Exploiting negative curvature close to a saddle.** We consider again the case where $\|\nabla f(x_k)\| \leq \epsilon$ and $\lambda_{\min}(\nabla^2 f(x_k)) \leq -\gamma$. We saw in Lemma 3 that isotropic sampling in the neighborhood of $x_k$ provides a function decrease only after an exponential number of iterations, in the worst case. We show that if the perturbation is instead sampled from a distribution which satisfies the next assumption, the number of required iterations drastically decreases.

**Assumption 2.** Consider $x$ s.t. $\lambda_{\min}(\nabla^2 f(x)) \leq -\gamma$. The direction $s_2$, output of DFPI after $K_{\text{DFPI}}$ function evaluations, returns in expectation a good approximation to the most negative eigenvalue of $\nabla^2 f(x)$. Specifically, $E[s_2 \nabla^2 f(x) s_2] \leq \lambda_{\min}(\nabla^2 f(x)) + \frac{\eta}{2}$.

This assumption — which we will soon formally validate — is motivated by the fact that DFPI is an approximate (noisy) power method on $A(x) := I - \eta \nabla^2 f(x)$, hence can be used to estimate the maximum eigenvalue of $A(x)$ — which is minimum eigenvalue of $\nabla^2 f(x)$ if $\eta \leq 1/L_1$. 


A derivation is included for completeness in the appendix. We are ready to state the main result.

Assumption 2 actually makes the iteration

$$\nabla f(x)$$

gradients. For instance [55] define the error between the approximate gradient

$$\epsilon$$

DFPI, with $$\|\xi_{DFPI}\| = O(r L_2 + \sqrt{d})$$. In particular, $$\|\xi_{DFPI}\| \rightarrow 0$$ as $$r, \delta \rightarrow 0$$; hence the error can be made as small as needed within the limits of numerical stability. In addition, if $$f(\cdot)$$ is quadratic, we have $$\|\xi_{DFPI}\| = 0$$. The proof is presented in the appendix. The bound on $$\xi_{DFPI}$$ is enough for us to apply the well-known convergence rates for the noisy power method [29] and to motivate a $$O(\log(d))$$ bound on the DFPI iterations needed to satisfy Assumption 2. Before diving into this, we show that directly using Assumption 2 actually makes the iteration complexity dimension independent.

Lemma 6. Let $$f(\cdot)$$ be $$L_1$$-smooth and $$L_2$$-Hessian-Lipschitz. The iteration of DFPI can be seen as a step of a noisy power method: $$s_{2}^{(t+1)} = (1 - \eta \sqrt{d} f(x)) s_{2}^{(t)} + \xi_{DFPI}^{(t)}$$, with $$\|\xi_{DFPI}\| = O(r L_2 + \frac{\sqrt{d}}{L_2})$$. In particular, $$\|\xi_{DFPI}\| \rightarrow 0$$ as $$r, \delta \rightarrow 0$$; hence the error can be made as small as needed within the limits of numerical stability. In addition, if $$f(\cdot)$$ is quadratic, we have $$\|\xi_{DFPI}\| = 0$$. The proof is presented in the appendix. The bound on $$\xi_{DFPI}$$ is enough for us to apply the well-known convergence rates for the noisy power method [29] and to motivate a $$O(\log(d))$$ bound on the DFPI iterations needed to satisfy Assumption 2. Before diving into this, we show that directly using Assumption 2 actually makes the iteration complexity dimension independent.

Lemma 7. Let $$f(\cdot)$$ be $$L_1$$-smooth and $$L_2$$-Hessian-Lipschitz, and assume $$\|\nabla f(x_k)\| \leq \epsilon$$ and $$\lambda_{\min}(\nabla^2 f(x_k)) \leq -\gamma = -\epsilon^{2/3}$$. Under Assumption 2, RSPI (Algorithm 2) with parameters $$\sigma_2 = \frac{\gamma}{2 L_2}$$ (choice as Theorem 5) yields $$\mathbb{E}[(f(x_{k+1}) - f(x_k)\} x_k] \leq -\Omega(\epsilon^2)$$, independent of the problem dimension.

Iteration complexity. We now combine Lemma 2 and 7.

Proposition 8. Fix the desired level of accuracy $$\epsilon > 0$$. Assume $$f(\cdot)$$ satisfies Assumptions 1 and 2. RSPI (i.e. Alg 2) with parameters $$\sigma_1 = \frac{\epsilon}{L_1 \sqrt{2d}}$$ and $$\sigma_2 = \frac{\epsilon^{2/3}}{2 L_2}$$ (same choice as Theorem 5) returns in expectation an ($$\epsilon, \epsilon^{2/3})$$-second-order stationary point in $$O(\epsilon^{-2})$$ iterations.

Overall number of function evaluations. While Proposition 8 shows that the number of RSPI iterations is, conditioned on Assumption 2, independent of the problem dimension, it hides the number of function evaluations needed for the assumption to hold. To include this into the final complexity (Theorem 10) we need a bound for convergence of noisy power methods [29].

Lemma 9 (Consequence of Corollary 1.1 in [29]). Let the parameters of DFPI be such that the error $$\xi_{DFPI}$$ is small enough (always possible, as shown in Lemma 6). Let $$\eta \leq 1/L_1$$. Let $$\gamma = \epsilon^{2/3}$$; for a fixed RSPI iteration, $$T_{DFPI} = O(\epsilon^{-2/3} L_1 \log\left(\frac{d}{\epsilon}\right))$$ DFPI iterations are enough to ensure validity of Assumption 2 at $$x_k$$ with probability $$1 - \delta^{O(1)} - \epsilon^{\Omega(d)}$$.

A derivation is included for completeness in the appendix. We are ready to state the main result.

Theorem 10. Fix the accuracy $$\epsilon > 0$$. Assume $$f(\cdot)$$ satisfies Assumption 1. Algorithm 2 with parameters $$\sigma_1 = \frac{\epsilon}{L_1 \sqrt{2d}}$$ and $$\sigma_2 = \frac{\epsilon^{2/3}}{2 L_2}$$ (same choice as Theorem 5) combined with DFPI (Alg 8) with parameters $$\eta \leq 1/L_1$$, $$T_{DFPI} = O(\epsilon^{-2/3} L_1 \log(d))$$ and $$\epsilon, r$$ sufficiently small, returns in expectation an ($$\epsilon, \epsilon^{2/3})$$-second-order stationary point in $$O(\epsilon^{-8/3} d \log(L_1 d))$$ function evaluations.

Proof. Fix $$\delta$$ s.t. the probability of success $$p := 1 - \delta^{O(1)} - \epsilon^{\Omega(d)} = O(1)$$ in Lemma 2 is positive. The number of function evaluations needed for Lemma 2 to hold in expectation at each step (i.e. the burden of Assumption 2) is then $$K_{DFPI}/p = O(\epsilon^{-2/3} L_1 \log(d))$$. We conclude by Proposition 8.

Significance and Novelty of the analysis. To the best of our knowledge, the result in Theorem 10 is the first to prove convergence of a type of random search to a second-order stationary point with a linear dependency to the input dimension. Our experimental results (section 4) confirm this significant speed-up is observed in practice. The analysis presented in appendix relies on some new geometric arguments for high-dimensional spaces coupled with more classical optimization bounds. We again emphasize that the analysis technique is different from gradient-free methods that approximate the gradients. For instance [53] define the error between the approximate gradient $$q(x_k, h_k)$$ and the exact gradient $$\nabla f(x_k)$$ as $$\epsilon_k = q(x_k, h_k) - \nabla f(x_k)$$. They then require this error to be bounded,

$$\epsilon_k$$

The dependency on the dimension will however show up in the final number of function evaluations (Theorem 10). However, such dependency is not exponential even in the worst case.
i.e. $|\epsilon_k| \leq c_h |h|$ where $c_h$ is a constant and $h$ is the size of the step used in the finite difference formula. The constant $c_h$ is directly controlled by $h$ and can be made as small as possible to better approximate the result of the gradient-based method. In our case, the update direction is sampled at random, and we therefore have to rely on a different proof technique that involves probabilistic geometric arguments in high-dimensional spaces.

**How to further speed up DFPI with SPSA.** Each DFPI iteration requires $4d$ function evaluations. While this complexity is necessary to build an arbitrarily good finite difference (FD) approximation of second order information (needed by Lemma 2), in practice a more rough estimate of Hessian-vector products can be obtained using cheap randomized techniques. In particular, in the experiments in the next section, we show that an SPSA estimator [53] of $g_+$ and $g_-$ is in fact sufficient to achieve acceleration in the performance with respect to the two-step random search. In particular, SPSA computes $g_+, g_-$ as $g_{\pm} = \sum_{i=1}^{d} \frac{f(x \pm r s_i^\pm + e \Delta) - f(x \pm r s_i^\pm - e \Delta)}{2r \Delta_i} e_i$, where $r, c > 0$ and $\Delta$ is a vector of $d$ random variables, often picked to be symmetrically Bernoulli distributed. SPSA is asymptotically unbiased and only requires 4 function calls, as opposed to the $4d$ needed by FD. However, the variance of SPSA does not arbitrarily decrease to zero as $c, r$ vanish, as it is instead the case for FD: it saturates [53]. As a result, Lemma 2 would not always hold. In the appendix, we provide an extensive comparison between FD and SPSA for DFPI: we show that, for the sake of Assumption 2, the error in the SPSA estimator is acceptable for our purposes, for small enough $\eta$ (see use in Alg. 3).

### 4 Experiments

In this section we verify our theoretical findings empirically. Specifically, we set two objectives: (1) to evaluate the performance RS and RSPI, to verify the validity of Theorem 1 and (2) to compare the performance of these two methods against existing random search methods. For the latter, we run the two-step Random Search (RS) and Random Search Power Iteration (RSPI) against the Stochastic Three Points (STP) method, the Basic Direct Search (BDS) [54] and the Approximate Hessian Direct Search (AHDS). We recall that AHDS explicitly constructs an approximation to the Hessian matrix in order to extract negative curvature. Descriptions of each algorithm are provided in the appendix.

**Setup.** All experiments follow a similar procedure. In each task, all algorithms are initialized at a strict saddle point and executed for the same number of iterations. We report the optimality gap as a function of iterations and wall-clock time. Additionally, we report the norm of the gradient vector in the appendix. Since all algorithms are stochastic, the experimental process is repeated multiple times (wherever possible using a different saddle point as initialization) and the results are averaged across all runs. For each task, the hyperparameters of each method are selected based on a coarse grid search refined by trial and error. For RS and RSPI the parameters $\sigma_1$ and $\sigma_2$ are initialized and updated in the same manner, hence the only difference between the two is that RSPI extracts negative curvature explicitly whereas the two-step RS samples a direction at random (see Figure [2]). We choose to run DFPI for 20 iterations for all the results shown in the paper. Empirically, we observed that more iterations does not further improve the overall performance of RSPI. The hyperparameters used for each method are provided in the appendix and the code for reproducing the experiments is available online.

**Function with growing dimension.** We start by considering the following benchmarking function (see App. D for an illustration)

$$f(x_1, \ldots, x_d, y) = \frac{1}{4} \sum_{i=1}^{d} x_i^4 - y \sum_{i=1}^{d} x_i + \frac{d}{2} y^2, \quad (5)$$

which has a unique strict saddle point (i.e. with negative curvature) at $P_1 = (0, \ldots, 0, 0)$ and two global minima at $P_2 = (1, \ldots, 1, 1)$ and $P_3 = (-1, \ldots, -1, -1)$. The results in Fig. [3] illustrate that both the two-step RS method as well as the RSPI algorithm are able to consistently escape the saddle across all dimensions. While in low-dimensional settings ($d = 5$) the RSPI algorithm is outperformed by the two-step RS and the AHDS in terms of their behavior as a function of run-time, the situation is clearly reversed as the dimensionality grows. For $d = 100, 200$ the two-step RS achieves progress at a very slow rate and a high number of iterations is needed in order to achieve convergence to a second-order stationary point. In contrast, RSPI successfully approximates the

[https://github.com/adamsolomou/second-order-random-search](https://github.com/adamsolomou/second-order-random-search)
negative curvature of the objective to efficiently escape the saddle point, allowing the algorithm to achieve progress at a faster rate. The fact that for $d = 5$ the AHDS algorithm requires less time than RSPI to converge to a second-order stationary point, indicates that in low-dimensional settings the cost incurred by the power iterations within RSPI is higher than the cost of approximating the entire Hessian matrix. However, for higher values of $d$, AHDS quickly becomes inefficient and expensive. Further, STP performs worse than RS, simply because it employs only one sampling radius (RS uses two).

**Rastrigin function.** Next, we conduct experiments on the Rastrigin function, a popular benchmark in the literature [28]. For any $x \in \mathbb{R}^d$, the $d$-dimensional Rastrigin function is defined as

$$f(x) = 10d + \sum_{i=1}^{d} (x_i^2 - 10 \cos(2\pi x_i)).$$

(6)

The function has a unique global minimizer at $x^* = 0$, whereas the number of stationary points (including strict saddles) grows exponentially with $d$. Based on Lemma 3 we expect that having a single direction of negative curvature will challenge the core mechanism of each algorithm while trying to escape the saddle. To that end, we ensure that at each initialization point there exist a single direction of negative curvature across all settings of $d$. More details about the initialization process and the implications on the results are given in the appendix.

The results in Figure 4 illustrate the strong empirical performance of RSPI, not only in comparison to...
the two-step RS algorithm but also against the rest of the algorithms. RSPI successfully approximates the single direction of negative curvature and escapes the saddle point after one iteration. On the contrary, the two-step RS achieves minimal progress even for low dimensional settings, whereas for \( d = 20 \) it requires more than 300 iterations to escape the saddle (see the gradient norm plot in the appendix). For higher dimensional settings, two-step RS does not escape at all, supporting our theoretical argument that as the problem dimension grows the probability of sampling a direction that is aligned with the direction of negative curvature decreases exponentially. Lastly, both BDS and AHDS consistently escape the saddle point across all values of \( d \). However, their performance remains suboptimal compared to RSPI.

Leading eigenvector problem. Finally, we consider the task of finding the leading eigenvector of a positive semidefinite matrix \( M \in \mathbb{R}^{d \times d} \). The problem is equivalent to minimizing \( f(x) = \|xx^T - M\|_F^2 \). Figure 5 shows the empirical performance in finding the leading eigenvector of a 350-dimensional random matrix. While at an iteration level AHDS appears to be very effective, when the iteration complexity of each method is taken into account it is the slowest to escape. Notably, a single iteration of RSPI takes (on average) 0.06 seconds, whereas a single iteration of AHDS takes approximately 9.01 seconds. This experiment clearly illustrates the computational advantages that RSPI provides while provably ensuring convergence to second order stationary points.

5 Conclusion

We analyzed the convergence of two types of random search methods. The first approach is a slight variation of standard random search that converges to a second-order stationary point but whose worst-case analysis demonstrates exponential complexity in terms of the function input dimension. The second random search approach we propose extracts negative curvature using function evaluations. Importantly, the dependency in terms of the function input dimension becomes linear, a result which we clearly observed in our experimental results, especially in terms of run-time. There are a number of avenues to pursue as future work. To start off, (1) a simple extension would be to allow DFPI to store multiple candidates for negative eigendirections. As discussed in [45] and formally shown in [27], this can directly boost performance. Similarly (2) one could study the application of a zero-th order version of Neon [56]. (3) It would be then interesting to also understand if injecting noise in the process (additional exploration) can help in escaping saddles [19]. (4) Further, instead of using constant values or a predefined schedule for \( \sigma_1 \) and \( \sigma_2 \), one could analyze the commonly used adaptive strategy where these values are adapted according to whether the function is being decreased [54]. (5) We note that one could in principle relax Assumption 1 and instead work with a smoothed version of \( f(\cdot) \), without requiring differentiability. (6) Finally, it would be interesting to benchmark DPFI on other machine learning problems, including for instance reinforcement learning tasks where random search methods are becoming more prevalent [43, 42]. Another potentially interesting direction would be to extend our analysis to random search methods for min-max optimization problems [3].
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Appendix

A Analysis of random search (Algorithm 1)

We start by studying some properties of high dimensional spheres. We then apply these properties to show how the rate of the two-step random search (Algorithm 1) depends exponentially on the problem dimension.

A.1 High-dimensional spheres and curse of dimensionality

We denote by $V_R(d)$ and $A_R(d)$ the volume and the surface area of the $(d-1)$ sphere with radius $R$: $S^{d-1}(R) = \{x \in \mathbb{R}^d \mid \|x\| = R\}$. It is well known [30] that the following formulas hold:

$$A_R(d) = \frac{2\pi^{d/2}}{\Gamma\left(\frac{d}{2}\right)} R^{d-1}, \quad V_R(d) = \frac{A(d)R}{d} = \frac{2\pi^{d/2}}{d\Gamma\left(\frac{d}{2}\right)} R^d. \quad (7)$$

Moreover, we have the following important lemma, which can also be found in Section 1.2.4 of [30].

**Lemma 11.** Let $\varsigma \geq 0$ and define $A_1^\varsigma(d)$ to be the surface area of the cap $\{x \in \mathbb{R}^d \mid \|x\| = 1, x_1 \geq \varsigma\}$, $d \geq 2$. We have:

$$A_1^\varsigma(d) = A_1(d-1) \int_{\varsigma}^{1} (1-x_1^2)^{\frac{d-2}{2}} dx_1. \quad (8)$$

**Proof.** The radius of the spherical cap at height $x_1$ is $\sqrt{1-x_1^2}$, and we have that $A_1(d-1) \left(\sqrt{1-x_1^2}\right)^{d-2}$ by the surface area formula in Equation (7). Since $A_1^\varsigma(d) = \int_{\varsigma}^{1} A_1(d-1) dx_1$, we conclude.

We will need both an upper and a lower bound on the integral above. The next result shows that both these bounds are exponential.

**Lemma 12.** For any $\alpha > 1$,

$$\left[\frac{1}{2}(1-\varsigma^2)^{\alpha+1}\right]^{\alpha} \leq \int_{\varsigma}^{1} (1-x^2)^\alpha dx \leq (1-\varsigma^2)^\alpha. \quad (10)$$

**Proof.** The upper bound is straightforward. The lower bound in an application of H"older's inequality (see e.g. Equation 1.1 in [13]): for a real number $p > 1$ and functions $f$ and $g$ regular enough,

$$\int_{\varsigma}^{1} |f(x)g(x)| dx \leq \left[\int_{\varsigma}^{1} |f(x)|^p dx\right]^{1/p} \left[\int_{\varsigma}^{1} |g(x)|^{p'\alpha} dx\right]^{\alpha/p}. \quad (9)$$

Take $g$ to be constant equal to one. Then, taking everything to power $p$

$$\left[\int_{\varsigma}^{1} |f(x)| dx\right]^p \leq (1-\varsigma)^{p-1} \int_{\varsigma}^{1} |f(x)|^p dx. \quad (10)$$

By applying this formula and after performing a few algebraic manipulations, we get

$$\int_{\varsigma}^{1} (1-x^2)^\alpha dx \geq \left(\int_{\varsigma}^{1} (1-x^2) dx\right)^\alpha \left(1-\varsigma\right) \left(\varsigma^3 - 3\varsigma + 2\right) = (1-\varsigma) \left(\varsigma^3 - 3\varsigma + 2\right)\left(1-\varsigma\right) \geq \left(1-\varsigma^2\right)^{\alpha+1}, \quad (11)$$

where in the last inequality we used the fact that for $\varsigma \in [0,1]$, $\frac{1}{3}(1-\varsigma)(\varsigma + 2) \geq \frac{1}{2}(1-\varsigma^2)$. \qed
A verification of the bound above can be found in Figure 6. We note that the upper bound becomes tight as $\alpha \to \infty$, and that the lower bound becomes less pessimistic as $\zeta \to 1$.

![Figure 6: Numerical verification of Lemma 12](image)

Integral computed numerically using the MATLAB integral function.

Putting the previous two lemmas together, we get

$$A_1(d - 1) \left[ \frac{1}{2} (1 - \zeta^2) \right]^{\alpha + 1} \leq A_1^\alpha(d) \leq A_1(d - 1)(1 - \zeta^2)^\alpha,$$  \hspace{1cm} (12)

where $\alpha = (d - 2)/2$. Now we are ready to state the final lemma for high-dimensional spheres, which is verified empirically in Figure 7.

**Lemma 13** (Curse of dimensionality). Let $x$ be a random point on the surface of the unit $d$-ball in Euclidean space, with $d \geq 4$. For $\zeta \in (0, 1)$, we have

$$\left[ \frac{1}{2} (1 - \zeta^2) \right]^{\frac{d}{2}} \leq \Pr[|x_1| > \zeta] \leq 2\sqrt{d - 2} \left[ 1 - \zeta^2 \right]^{\frac{d}{2} - 1}.$$  \hspace{1cm} (13)

In particular, the probability of being $\zeta$-away from the equator decays exponentially with the number of dimensions.

**Proof.** The proof is just a matter of finding good upper and lower bounds on $A(d)$ as a function of $A(d - 1)$, to combine with the result of Lemma 12. We are going to use the lower bound on the surface area by [30] (Equation 1.3): $A_1(d) \geq \frac{1}{\sqrt{d - 2}} A_1(d - 1)$. For an easy upper bound, we can instead pick $A_1(d) \leq 2A_1(d - 1)$ (surface of the enclosing cylinder). Combining Lemma 11 with Lemma 12 and the bounds we just found, we get

$$\Pr[|x_1| \geq \zeta] = \frac{A_1^\alpha(d)}{A_1(d)} \leq \frac{\left(1 - \zeta^2\right)^{\frac{d-2}{2}} A_1(d - 1)}{2\sqrt{d - 2} A_1(d - 1)},$$  \hspace{1cm} (14)

$$\Pr[|x_1| \geq \zeta] = \frac{A_1^\alpha(d)}{A_1(d)} \geq \frac{\left(\frac{1}{2} (1 - \zeta^2) \right)^{\frac{d}{2}} A_1(d - 1)}{A_1(d - 1)}.$$  \hspace{1cm} (15)

\[\square\]

### A.2 Non-convex dynamics — the quadratic case

Here we seek to understand the behaviour of random search around a point $x_k$ with negative curvature, we consider the quadratic approximation $\tilde{f}(x) = f(x_k) + \nabla f(x_k)^\top (x - x_k) + \frac{1}{2} (x - x_k)^\top \nabla^2 f(x_k) (x - x_k)$ where $\nabla^2 f(x_k) \in \mathbb{R}^{d \times d}$.

By the spectral theorem, we have $\nabla^2 f(x_k) = V^\top \Lambda V$, where $V = [v_1, \ldots, v_d]$, $v_i \in \mathbb{R}^d$ contains an orthonormal basis of eigenvectors of $\nabla^2 f(x_k)$ and $\Lambda$ is a diagonal matrix containing the eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d$ of $\nabla^2 f(x_k)$ (counted together with their multiplicity). For the setting considered in this paragraph, we have $\lambda_d < 0$.

In our first result, we consider the case $f(x_k) = 0$ and $\nabla f(x_k) = 0$. 

where $\tilde{\gamma}$.

This event can be written in a reduced form, using the fact that $\sum_{i=1}^{d} a_i^2 = 1$; indeed

$$\Pr[\tilde{f}(s_2) - \tilde{f}(0) \leq -\tilde{\gamma} \sigma_2^2] \geq \left( \frac{\tilde{\gamma}}{4L_1} \right)^{\frac{d}{2}}.$$  \hspace{1cm} (2)

Moreover, if $\lambda_1 = \lambda_2 = \cdots = \lambda_{d-1} > 0$ (worst case scenario), we also have

$$\Pr[\tilde{f}(s_2) - \tilde{f}(0) \leq -\tilde{\gamma} \sigma_2^2] \leq O \left( 2^{-d/\sqrt{d}} \right).$$  \hspace{1cm} (3)

**Proof.** Let $x_0$ be any initial point. We seek the probability of the event

$$E_{\text{decr}} := \{ s_2^T \nabla^2 \tilde{f}(x_0) s_2 \leq -\zeta \},$$

for some positive $\zeta$. First, we divide everything by $\|s_2\|^2 = \sigma_2^2$, to effectively reduce the problem to the special case $\sigma_2^2 = 1$. We get

$$E_{\text{decr}} = \left\{ \frac{s_2}{\|s_2\|}^T \tilde{\nabla}^2 \tilde{f}(x_0) \frac{s_2}{\|s_2\|} \leq -\tilde{\zeta} \right\},$$

where $\tilde{\zeta} = \zeta / \sigma_2^2$. Let us now write $s_2 / \|s_2\|$ in the eigenbasis $\{v_i\}_{i=1}^d$ of the Hessian $\tilde{\nabla}^2 \tilde{f}(x_0)$. We have that

$$\frac{s_2}{\|s_2\|} = \sum_{i=1}^d a_i v_i, \quad \sum_{i=1}^d a_i^2 = 1.$$  \hspace{1cm} (18)

Hence, we can write

$$E_{\text{decr}} = \{ \lambda_1 a_1^2 + \lambda_2 a_2^2 + \cdots + \lambda_d a_d^2 \leq -\tilde{\zeta} \}. $$

To bound the probability of this event, we construct the smaller event $E^*_{\text{decr}} \subseteq E_{\text{decr}}$:

$$E^*_{\text{decr}} := \{ \lambda_1 a_1^2 + \lambda_1 a_2^2 + \cdots + \lambda_1 a_{d-1}^2 \leq |\lambda_d| a_d^2 - \tilde{\zeta} \}. $$

This event can be written in a reduced form, using the fact that $\sum_{i=1}^d a_i^2 = 1$; indeed

$$\lambda_1 a_1^2 + \lambda_2 a_2^2 + \cdots + \lambda_2 a_2^2 \leq |\lambda_d| a_d^2 - \tilde{\zeta}$$

\iff $\lambda_1 a_1^2 + \lambda_2 a_2^2 + \cdots + \lambda_2 a_2^2 \leq |\lambda_d| a_d^2 - \tilde{\zeta}$

\iff $\lambda_1 \leq (|\lambda_d| + \lambda_1) a_d^2 - \tilde{\zeta}$

\iff $a_d^2 \geq \frac{\lambda_1 + \tilde{\zeta}}{\lambda_1 + |\lambda_d|}$.  \hspace{1cm} (24)

In conclusion, we find

$$\Pr[E^*_{\text{decr}}] = \Pr[|a_d| \geq \varsigma], \quad \varsigma := \sqrt{\frac{\lambda_1 + \tilde{\zeta}}{\lambda_1 + |\lambda_d|}}.$$  \hspace{1cm} (25)

**Lemma 3** (Curse of dimensionality of RS around a saddle). Consider a $d$-dimensional ($d \geq 4$) quadratic saddle $f(\cdot)$ centered at the origin with eigenvalues $\lambda_1 \geq \cdots \geq \lambda_d$, with $\lambda_d < 0$. Set $\gamma := |\lambda_d|$ and $L_1 := \max\{\lambda_1, |\lambda_d|\}$ (cf. definition SOSP in Equation 1). Starting from the origin, a random step $s_2 \sim S^{d-1}(\sigma_2)$ is such that

$\Pr[\tilde{f}(s_2) - \tilde{f}(0) \leq -\tilde{\gamma} \sigma_2^2] \geq \left( \frac{\tilde{\gamma}}{4L_1} \right)^{\frac{d}{2}}$.  \hspace{1cm} (2)

Figure 7: Numerical verification of Lemma 3. Bounds can be found in Lemma 13.
Figure 8: Illustration for the proof of Lemma [5]. Any vector on the unit sphere whose angle that is less than \( \theta = \cos^{-1}(\varsigma) \) away from \( \mathbf{v}_d \) belongs to cap colored in yellow. Our goal is to bound the surface area of this spherical cap.

Therefore, since \( \mathbf{a} = (a_1, a_2, \ldots, a_d) \) is uniformly distributed on the surface of the unit sphere in \( \mathbb{R}^d \), we have reduced the problem to finding the surface of a spherical cap (see Figure 8). From (13), we directly get

\[
\frac{1}{2}(1-\varsigma^2)^{\frac{d}{2}} \leq \Pr[E_{\text{decl}}] \leq 2\sqrt{d-2} \left[1 - \varsigma^2\right]^{\frac{d}{2}-1}.
\]  

(26)

Plugging in \( \varsigma = \frac{1}{2}\lambda_d|\sigma_d^2| \), we get \( 1-\varsigma^2 = \frac{|\lambda_d|}{2(\lambda_1+|\lambda_d|)} \), so by setting \( \gamma := |\lambda_d| \) and \( L_1 := \max\{\lambda_1,|\lambda_d|\} \) (cf. definition SOSP in Equation [1]):

\[
\frac{\gamma}{4L_1} \leq \frac{1}{2}(1-\varsigma^2) \leq \frac{1}{4},
\]  

(27)

this completes the proof. \( \Box \)

A.3 Analysis for general function

**Lemma 2.** Let \( f(\cdot) \) be \( L_1 \)-smooth and \( \|\nabla f(x_k)\| \geq \epsilon \). Algorithm [with \( \sigma_1 = \epsilon / (L_1 \sqrt{2\pi d}) \)] yields \( E[f(x_{k+1}) - f(x_k)|x_k] \leq -\Omega \left( \frac{\epsilon^2}{L_1 d} \right) \), where \( E[\cdot|x_k] \) denotes the conditional expectation w.r.t. \( x_k \).

**Proof.** One can show (see e.g. Lemma 3.4 in [6]) that \( E_{\mathbf{s}_1 \sim S^{d-1}} [\nabla f(x_k)^\top s_1 | x_k] = \frac{1}{\sqrt{\mu_d}} \|\nabla f(x_k)\| \), with \( \mu_d := 2\pi d \). Using smoothness, we obtain

\[
E[f(x_{k+1}) - f(x_k)|x_k] \leq E[\nabla f(x_k)^\top (x_{k+1} - x_k)|x_k] + \frac{L_1}{2} E[\|x_{k+1} - x_k\|^2]
\]  

(28)

\[
\leq -\sigma_1 \frac{1}{\sqrt{\mu_d}} \|\nabla f(x_k)\| + \frac{L_1}{2} \sigma_1^2
\]  

(29)

\[
\leq -\sigma_1 \frac{1}{\sqrt{\mu_d}} \epsilon + \frac{L_1}{2} \frac{\sigma_1^2}{2},
\]  

(30)

where in the first inequality we used the fact that we can choose between \( s_1 \) and \( -s_1 \), and update with the perturbation which yields the best (i.e. the negative) step. Plugging-in our choice for \( \sigma_1 \) (which optimizes the quadratic upper bound above) we get the result.

\( \Box \)

**Lemma 4.** Let \( f(\cdot) \) be \( L_1 \)-smooth and \( \lambda_{\min}(\nabla^2 f(x_k)) \leq \epsilon \) and \( \lambda_{\min}(\nabla^2 f(x_k)) \leq -\gamma = -\epsilon^{2/3} \). Then Algorithm [with \( \sigma_2 = \frac{\epsilon^{2/3}}{2L_2 \gamma} \)] is s.t.

\[
E[f(x_{k+1}) - f(x_k)|x_k] \leq -\Omega \left( \frac{\gamma}{4L_1} \frac{\epsilon^2}{2} \right).
\]  

(4)
We proceed by computing the expected decrease using the law of total expectation
\[
\tilde{\text{E}}[f(x_{k+1})] - f(x_k) \leq (x_{k+1} - x_k)^\top \nabla f(x_k) + \frac{1}{2} (x_{k+1} - x_k)^\top \nabla^2 f(x_k) (x_{k+1} - x_k) + \frac{L_2}{6} \|x_{k+1} - x_k\|^3. \tag{33}
\]

We use Lemma 3 on the quadratic \( f(x) := \frac{1}{2} (x - x_k)^\top \nabla^2 f(x_k)(x - x_k) \) to guarantee a decrease of \( \gamma \sigma_2^2 / 2 \) with probability \( p_{\text{decr}} = \left( \frac{\gamma}{\sigma_2^2} \right)^{d/2} \). Therefore, with probability \( p_{\text{decr}} \),
\[
\begin{aligned}
\text{f}(x_{k+1}) - f(x_k) &\leq (x_{k+1} - x_k)^\top \nabla f(x_k) + \frac{1}{2} (x_{k+1} - x_k)^\top \nabla^2 f(x_k) (x_{k+1} - x_k) + \frac{L_2}{6} \|x_{k+1} - x_k\|^3 \tag{35} \\
&\leq -\gamma \sigma_2^2 / 2 + \frac{L_2 \sigma_3^2}{6}, \tag{36}
\end{aligned}
\]

where we can ensure that \( (x_{k+1} - x_k)^\top \nabla f(x_k) \leq 0 \) by testing for both \( s_2 \) and \(-s_2 \) in Algorithm 2 — which does not affect \( \frac{1}{2} s_2^2 \nabla^2 f(x_k) s_2 \).

![Figure 9: Selection of the value of \( \sigma_2 \) which yields the best decrease.](image)

Next, we seek to minimize Equation 36 with respect to \( \sigma_2 \). To this, we take the derivative and set it to zero: \( \sigma_2 = 0 \) is a local maximizer, while \( \sigma_2 = \frac{2\gamma}{L_2} \) is the unique local minimizer for \( \sigma_2 \geq 0 \). Hence, since Equation 36 goes to infinity for \( \sigma_2 \to \infty \), this minimizer is global (see Figure 9). For this value of \( \sigma_2 \), we have
\[
\text{f}(x_{k+1}) - f(x_k) \leq -\frac{2\gamma^3}{3 L_2^2}. \tag{37}
\]

Therefore, for \( \gamma = \epsilon^{2/3} \), we have \( \text{f}(x_{k+1}) - f(x_k) \leq \Omega(\epsilon^2) \) for \( s_2 \in E_{\text{decr}}^* \), defined in Equation 20.

We proceed by computing the expected decrease using the law of total expectation
\[
\begin{aligned}
\text{E}[f(x_{k+1}) - f(x_k)] &= \text{E}[f(x_{k+1}) - f(x_k)|E_{\text{decr}}^*] \cdot \Pr[E_{\text{decr}}^*] + \text{E}[f(x_{k+1}) - f(x_k)|(E_{\text{decr}})^c] \cdot \Pr[(E_{\text{decr}})^c] \tag{38} \\
&\leq \text{E}[f(x_{k+1}) - f(x_k)|E_{\text{decr}}^*] \cdot \Pr[E_{\text{decr}}^*] + \text{E}[f(x_{k+1}) - f(x_k)|(E_{\text{decr}})^c] \cdot \Pr[(E_{\text{decr}})^c] \tag{39} \\
&= -p_{\text{decr}} \cdot \Omega(\epsilon^2). \tag{40}
\end{aligned}
\]

where in the first inequality we used the fact that, by the algorithm definition, \( f(x_{k+1}) - f(x_k) = 0 \) (rejected step).

**B Analysis Random Search PI (Algorithm 2)**

**Lemma 7.** Let \( f(\cdot) \) be \( L_1 \)-smooth and \( L_2 \)-Hessian-Lipschitz, and assume \( \|\nabla f(x_k)\| \leq \epsilon \) and \( \lambda_{\min}(\nabla^2 f(x_k)) \leq -\gamma = -\epsilon^{2/3} \). Under Assumption RSPI (Algorithm 2) with \( \sigma_2 = \frac{2\gamma}{L_2} \) (choice as Theorem 5) yields \( \text{E}[f(x_{k+1}) - f(x_k)|x_k] \leq -\Omega(\epsilon^2) \), independent of the problem dimension.
Proof. Since $f(x)$ is $L_2$-Lipschitz Hessian, under Assumption 2 we have
\[
E[f(x_{k+1}) - f(x_k)] \leq L_2 \|x_{k+1} - x_k\|^2 + \frac{1}{2} \sigma^2
\]
where $\sigma > 0$.
\[
\leq -\gamma \sigma^2 / 2 + \gamma \sigma^2 / 4 + \frac{L_2}{6} \sigma^2
\]
\[
= \sigma^2 \left( -\frac{1}{4} \gamma + \frac{L_2}{6} \sigma^2 \right),
\]
where we can ensure that $(x_{k+1} - x_k)^T \nabla f(x_k) \leq 0$ by testing for both $s_2$ and $-s_2$ in Algorithm 2 (which does not affect $\nabla f(x_k)$).

We therefore require $\sigma_2 \leq \frac{3}{2L_2} \gamma$ for the RHS in Eq. (36) to be negative. Choosing, as for the random search case, $\sigma_2 = \frac{\sqrt{7}}{2\gamma}$,
\[E[f(x_{k+1}) - f(x_k)] \leq -\frac{1}{24} \gamma^3.
\]
For $\gamma = c^{2/3}$, we obtain $E[f(x_{k+1}) - f(x_k)] \leq -\Omega(c^2)$.

C Analysis of DFPI (Algorithm 3)

C.1 Proof of Lemma 6

We show that line 7 in Algorithm 3 can be written as a noisy power iteration step. That is,
\[
s_{2(t+1)} = s_2(t) - \eta \frac{g_+ - g_-}{2r} \rightarrow (I - \eta \nabla^2 f(x))s_2(t) + \xi_{DFPI}^{(t)},
\]
where $\xi_{DFPI}^{(t)}$ is an approximation error. We show that $\xi_{DFPI}^{(t)}$ can be made as small as needed if finite difference hyperparameters $r, c$ are chosen small enough. Therefore, Alg. 3 can be seen as a noisy power method; hence one can motivate the rate in Lemma 9 using the results in [27, 29, 5], with an argument similar to [10] (remark after the Assumption 1 of this reference).

Lemma 6. Let $f(\cdot)$ be $L_1$-smooth and $L_2$-Hessian-Lipschitz. The iteration of DFPI can be seen as a step of a noisy power method: $s_{2(t+1)} = (I - \eta \nabla^2 f(x))s_2(t) + \xi_{DFPI}^{(t)}$, with $\|\xi_{DFPI}^{(t)}\| = O(rL_2 + \frac{\epsilon}{r} L_1 \sqrt{d})$.
In particular, $\|\xi_{DFPI}^{(t)}\| \rightarrow 0$ as $r, \frac{\epsilon}{r} \rightarrow 0$; hence the error can be made as small as needed within the limits of numerical stability. In addition, if $f(\cdot)$ is quadratic, we have $\|\xi_{DFPI}^{(t)}\| = 0$.

Proof. We note that $g_+$ and $g_-$ are the finite-difference approximations of $\nabla f(x + rs_2^{(t)})$ and $\nabla f(x - rs_2^{(t)})$, respectively:
\[
g_+ = \sum_{i=1}^d \frac{f(x + rs_2^{(t)}) + ce_i - f(x + rs_2^{(t)} - ce_i)}{2c} e_i,
\]
\[
g_- = \sum_{i=1}^d \frac{f(x - rs_2^{(t)}) + ce_i - f(x - rs_2^{(t)} - ce_i)}{2c} e_i,
\]
where $r, c > 0$. Let us denote by $\xi_{DFPI}^{(t)}$ and $\xi_{DFPI}^{(t)}$ the approximation errors in the estimation of $\nabla f(x + rs_2^{(t)})$ and $\nabla f(x - rs_2^{(t)})$, respectively (properties of this error discussed at the end of the proof). We have:
where the first inequality holds true because the vectors in the sum are mutually orthogonal and was already shown e.g. in Lemma 3 (Appendix D) from [31]. We give a proof for completeness, where the second equality follows directly from the fundamental theorem of calculus (see e.g. the definition of operator norm, after noting that $\|\xi_2\|^2 = 1$ is the error on the Hessian-vector product. To conclude the proof, we bound the errors $\xi_2^{(t)}$ and $\xi_1^{(t)}$.

Bound on $\xi_2^{(t)}$. This error vanishes as $r \to 0$ under Assumption 1 (see main paper):

$$
\|\xi_2^{(t)}\| = \left\| \frac{\nabla f(x + rs_2^{(t)}) - \nabla f(x - rs_2^{(t)}) - \nabla^2 f(x)s_2^{(t)}}{2r} \right\|
$$

$$
= \left\| \int_0^1 \frac{\nabla^2 f(x - rs_2^{(t)}) + 2ur s_2^{(t)} + 2rs_2^{(t)}}{2r} du - \nabla^2 f(x)s_2^{(t)} \right\|
$$

$$
\leq \int_0^1 \left\| \nabla^2 f(x + (2u - 1)rs_2^{(t)}) - \nabla^2 f(x) \right\| du
$$

$$
\leq rL_2 \int_0^1 |2u - 1| du
$$

$$
= \frac{rL_2}{2},
$$

where the second equality follows directly from the fundamental theorem of calculus (see e.g. the introductory chapter in [32], proof of Lemma 1.2.2). The first inequality comes from Cauchy–Schwarz and the definition of operator norm, after noting that $\|s_2^{(t)}\| = 1$. The second inequality from Hessian Lipschitzness. Note that for quadratics $L_2 = 0$ so $\xi_2^{(t)}$ is identically zero.

Bound on $\xi_1^{(t)}$. These error also vanish as $c \to 0$, and the proof is similar to the one above. This was already shown e.g. in Lemma 3 (Appendix D) from [31]. We give a proof for completeness, again based on the fundamental theorem of calculus.

$$
g_+ = \frac{1}{2c} \sum_{i=1}^d \left( f(x + rs_2^{(t)} + ce_i) - f(x + rs_2^{(t)} - ce_i) \right) e_i
$$

$$
= \sum_{i=1}^d e_i e_i^\top \int_0^1 \nabla f(x + rs_2^{(t)} + (2u - 1)ce_i) du.
$$

Therefore, using the subadditivity of the Euclidean norm and gradient Lipschitzness,

$$
\|\xi_1^{(t)}\|^2 = \left\| \sum_{i=1}^d e_i e_i^\top \int_0^1 \left( \nabla f(x + rs_2^{(t)} + (2u - 1)ce_i) - \nabla f(x + rs_2^{(t)}) \right) du \right\|^2
$$

$$
\leq \sum_{i=1}^d \left( \int_0^1 \|\nabla f(x + rs_2^{(t)} + (2u - 1)ce_i) - \nabla f(x + rs_2^{(t)})\| du \right)^2
$$

$$
\leq \sum_{i=1}^d L^2 c^2 \left( \int_0^1 |2u - 1| \right)^2
$$

$$
= \frac{dL^2c^2}{4},
$$

where the first inequality holds true because the vectors in the sum are mutually orthogonal and $\|e_i e_i^\top\|^2 = 1$. Note that here an additional dependency on the dimension comes in — which is due to the triangle inequality and the nature of the estimator (sum of $d$ terms). The same bound can be derived for $\xi_1^{(t)}$. This concludes the proof.
We present the fundamental yet simple result, confirming that the power iteration step decreases the error.

We seek an approximation for the dominant eigendirection $v$. This can be seen by inspecting the integral in Equation 59, assuming $f(x) = C + (x - x^*)^\top H(x - x^*)$ we have

$$
\int_0^1 \nabla f(x + rs_2^{(t)} + (2u - 1)c)du = \int_0^1 H(x + rs_2^{(t)} + (2u - 1)c) - x^*)du
$$

This concludes the proof.

### C.2 Lemma and results on convergence of (noisy) power methods

Finding the smallest eigenvalue (assumed to be negative) of the Hessian $\nabla^2 f(x_i)$ is equivalent to the one of finding the largest eigenvalue of $A = I - \eta \nabla^2 f(x_i)$, where $\eta$ is a small positive number such that $\eta \leq 1/\|\nabla^2 f(x_i)\|$ (the spectral norm of $\nabla^2 f(x_i)$). For this choice of $\eta$, $I - \eta \nabla^2 f(x_i)$ is positive semidefinite, hence one can use an (inexact) power method to retrieve the maximum eigenvalue. We first present the standard error analysis of the power iteration (which we adapt from [25]), assuming we have access to the true Hessian. Then, we discuss the setting where we can only compute approximate Hessian-vector products (analysis adapted from [29]). Finally, we present the bound for the Derivative-Free Power Iteration (DFPI) algorithm (Alg. 3).

#### C.2.1 Warm-up: error analysis for the exact power method

Let $A \in \mathbb{R}^{d \times d}$ be a positive definite matrix with eigenvalues $a_1 > a_2 \geq \ldots a_d > 0$, and corresponding eigenvectors $v_1, v_2, \ldots, v_d$. Eigenvalues are counted together with their algebraic multiplicity. We seek an approximation for the dominant eigendirection $v_1$. The power method on the positive semidefinite matrix $A$ can be found as Algorithm 4.

**Algorithm 4** POWER METHOD (EXACT, ACCESS TO HESSIAN-VECTOR PRODUCTS REQUIRED)

1: **INPUT**: A matrix $A \in \mathbb{R}^{d \times d}$ with eigenvalues $a_1 > a_2 \geq \ldots a_d > 0$.
2: Randomly initialize $v^{(0)} \sim \mathcal{S}^{d-1}$
3: for $t = 0 \ldots T - 1$ do
4: $v^{+} = A v^{(t)}$
5: $v^{(t+1)} = v^+ / \|v^+\|$ 
6: end for
7: **OUTPUT**: $v^{(T)}$ approximating $v_1$, leading eigenvector of $A$.

We present the fundamental yet simple result, confirming that the power iteration step decreases the distance to the dominant eigendirection. We recall that $\angle(v, u) := \arccos \frac{(v, u)}{\|v\| \|u\|}$.

**Lemma 14.** Consider a step of Alg. 4, $\tan(\angle(v^{(t+1)}, v_1)) \leq \frac{a_2}{a_1} \tan(\angle(v^{(t)}, v_1))$.

**Proof.** First, we write $v^{(t)}$ in the eigenbasis $\{v_i\}_{i=1}^d : v^{(t)} = \sum_{i=1}^d \alpha_i^{(t)} v_i$. Crucially, note that

$$
\tan(\angle(v^{(t)}, v_1)) = \frac{\sqrt{\sum_{j=2}^d (\alpha_j^{(t)})^2}}{\alpha_1^{(t)}}.
$$

Since $v^+ = \sum_{i=1}^d \alpha_i^{(t)} v_i$, we have that
\[ \tan(\angle(v^{(t+1)}, v_1)) = \tan(\angle(v^+, v_1)) = \sqrt{\sum_{j=2}^{d} \frac{a_j^2(a_j^{(t)})^2}{a_1 \alpha_i^{(t)}}} \leq \frac{a_2}{a_1} \tan(\angle(v^t, v_1)). \] (69)

As noted by [29], the dependence on the eigenvalue separation arises already in the classical perturbation argument of Davis-Kahan [17]. If \( a_1 \) has multiplicity greater than 1, then of course the ratio will be \( a_k/a_1 \), where \( a_k \) is the first eigenvalue strictly smaller than \( a_1 \). More on this point can be found in Remark [2].

From the lemma above, we can easily deduce the error on the eigenvalue computation.

**Theorem 15.** Algorithm 4 outputs a vector \( v^{(T)} \) such that \( |(v^{(T)})^\top A v^{(T)} - a_1| \leq \epsilon a_1 \) if

\[ T \geq \frac{a_1}{2(a_1 - a_2)} \log \left( \frac{\tan^2(\angle(v^{(0)}, v_1))}{\epsilon} \right). \] (70)

Moreover, as also mentioned in Lemma 2.5 in [29] and Lemma 2.2 in [5], if \( v^{(0)} \) is randomly initialized on the unit sphere, the main result in [50] implies that with probability \( 1 - \delta - e^{O(d)} \) we have \( \tan^2(\angle(v^{(0)}, v_1)) \leq d/\delta^2 \). Hence, with probability \( 1 - \delta - e^{O(d)} \), we have

\[ T \geq \frac{a_1}{2(a_1 - a_2)} \log \left( \frac{d}{\epsilon \delta^2} \right). \] (71)

**Proof.** Note that since \( v^{(T)} \) is normalized,

\[ \tan^2(\angle(v^{(T)}, v_1))^2 = \sum_{j=2}^{d} \frac{(a_j^{(T)})^2}{(a_1^{(T)})^2} = \frac{1 - (a_1^{(T)})^2}{(a_1^{(T)})^2}, \] (72)

therefore

\[ (a_1^{(T)})^2 = \frac{1}{1 + \tan^2(\angle(v^{(T)}, v_1))}, \quad \sum_{j=2}^{d} (a_j^{(T)})^2 = \frac{\tan^2(\angle(v^{(T)}, v_1))^2}{1 + \tan^2(\angle(v^{(T)}, v_1))}. \] (73)

We have the following bound:

\[ |(v^{(T)})^\top A v^{(T)} - a_1| = \left| a_1 (a_1^{(T)})^2 + \sum_{i=2}^{d} a_i (a_i^{(T)})^2 - a_1 \right| \]
\[ = a_1 - a_1 (a_1^{(T)})^2 - \sum_{i=2}^{d} a_i (a_i^{(T)})^2 \]
\[ \leq a_1 - a_1 \frac{1}{1 + \tan^2(\angle(v^{(T)}, v_1))} - a_d \frac{\tan^2(\angle(v^{(T)}, v_1))}{1 + \tan^2(\angle(v^{(T)}, v_1))} \]
\[ = \frac{\tan^2(\angle(v^{(T)}, v_1))}{1 + \tan^2(\angle(v^{(T)}, v_1))} (a_1 - a_d) \]
\[ \leq a_1 \tan^2(\angle(v^{(T)}, v_1)) \] (74)

where the second equality is given by the fact that \( a_1 \) is the biggest eigenvalue of \( A \). All in all, we need \( \tan^2(\angle(v^{(T)}, v_1)) \) to be smaller than \( \epsilon/(a_1 - a_d) \). Thanks to Lemma 14, we have that

\[ \tan^2(\angle(v^{(T)}, v_1)) \leq \left( \frac{a_2}{a_1} \right)^{2T} \tan^2(\angle(v^{(0)}, v_1)). \] (75)

Therefore, we require \( \left( \frac{a_2}{a_1} \right)^{2T} a_1 \tan^2(\angle(v^{(0)}, v_1)) \leq \epsilon a_1 \), which can be written as

\[ \left( \frac{a_1}{a_2} \right)^{2T} \geq \frac{\tan^2(\angle(v^{(0)}, v_1))}{\epsilon}. \] (76)
We conclude by taking the log on both sides:
\[
T \geq \frac{1}{2 \log(a_1/a_2)} \log \left( \frac{\tan^2(\angle(v^{(0)}, v_1))}{\epsilon} \right) \tag{81}
\]
Since, for all \( x \in \mathbb{R} \), \( \log(x) \geq 1 - \frac{1}{x} \) and \( a_1 \geq a_2 \), the above expression is verified if
\[
T \geq \frac{a_1}{2(a_1 - a_2)} \log \left( \frac{\tan^2(\angle(v^{(0)}, v_1))}{\epsilon} \right) \tag{82}
\]

**Remark 1.** Note that Theorem [13] is exactly equivalent to Theorem 8.2.1 in [23]. Here we followed a proof more similar to the one in [29].

**Remark 2** (Eigen-gap dependency). The bound in Theorem [13] depends on the eigen-gap \( a_1 - a_2 \): as \( a_1 \) and \( a_2 \) get closer, the result suggests that we need a very large number of iterations to find a good approximation of \( v_1 \). This is true because the power method is confounded by \( v_2 \), and takes a long time to “decide” which one between \( v_1 \) and \( v_2 \) is dominant. However, this of course does not imply that the complexity in finding \( v^{(T)} \) such that \( |(v^{(T)})^\top A v^{(T)} - a_1| \leq \epsilon \) increases — this is an artefact of our simple analysis (inspired by [29, 23, 5]), which crucially goes through Lemma [14] to derive the bound. Indeed, as the next theorem shows, it is possible to directly remove this dependency.

**Theorem 16** (Consequence of Thm. 3.1 and Thm. 4.1 in [37]). Let \( v^{(0)} \) be initialized randomly on the surface of the unit sphere. The power method returns a vector \( v^{(T)} \) such that \( |(v^{(T)})^\top A v^{(T)} - a_1| \leq \epsilon a_1 \) in \( T = O(\log(d)/\epsilon) \) iterations, in expectation. For the result to hold with probability \( 1 - \delta \), one instead needs at least \( T = O(\log(d/\delta^2)/\epsilon) \) iterations.

This result is in also cited in [56], where the bound above is used to conclude that, if \( \lambda_{\min}(\nabla^2 f(x)) \leq -\gamma \) and \( \|\nabla^2 f(x)\| \leq L_1 \), the power method on \( (I - \eta \nabla^2 f(x)) \) finds a direction \( v^{(T)} \) such that, with probability \( 1 - \delta \), \( (v^{(T)})^\top \nabla^2 f(x)v^{(T)} \leq -\frac{\gamma}{2} \) in \( O \left( \frac{L_1}{\epsilon} \log(d/\delta^2) \right) \) iterations.

This proves directly a version of Lemma [9] for the case of vanishing error.

**Lemma 17** (Noiseless version of Lemma [9]). Let the parameters of DFPI be such that the error \( \xi_{\text{DFPI}} \) is vanishing (possible within the limits of numerical stability by Lemma [6]). Let \( \eta \leq 1/L_1 \). Let \( \gamma = \epsilon^{2/3} \); for a fixed RSPI iteration, \( T_{\text{DFPI}} = O \left( \epsilon^{-2/3} L_1 \log \left( \frac{d}{\epsilon^2} \right) \right) \) DFPI iterations are enough to ensure validity of Assumption 2 (without the expectation sign) at \( x_k \) with probability \( 1 - \delta - \epsilon^{O(d)} \).

**Proof.** Direct consequence of the reasoning above, supported by Lemma 6.

### C.2.2 Error analysis for the noisy power method

We now consider the case where \( A v \) cannot be computed exactly (Algorithm 5): we denote by \( \xi^{(t)} \) the error in computing the Hessian-vector product \( A v^{(t)} \).

**Algorithm 5** POWER METHOD (NOISY, APPROXIMATE HESSIAN-VECTOR PRODUCTS PERMITTED)

1: **INPUT**: A matrix \( A \) with eigenvalues \( a_1 > a_2 \geq \ldots \geq a_d \).
2: Randomly initialize \( v^{(0)} \sim \mathcal{S}^{d-1} \).
3: for \( t = 0 \ldots T - 1 \) do
4: \hspace{1cm} \( v^{+} = \text{approx}(A v^{(t)}) = A v^{(t)} + \xi^{(t)} \)
5: \hspace{1cm} \( v^{(t+1)} = v^{+}/\|v^{+}\| \)
6: end for
7: **OUTPUT**: \( v^{(T)} \), approximating \( v_1 \), leading eigenvector of \( A \)

We are now ready to state the main result we are going to use on the noisy power method, presented in the main text in a less precise way, as Lemma 9. This result was first derived in [29], and can be seen as an extension to Theorem 15. In plain English: for small enough noise, the bound in Theorem 15 still holds with arbitrarily high probability.
We study some interesting properties of the SPSA gradient estimator, introduced by [53], in the context of Algorithm 5. Let the noise be small enough: (1) $\|\xi^{(t)}\| \leq \epsilon(a_1 - a_2)$ and (2) $\|\xi^{(t)}\| \leq \delta(a_1 - a_2)/\sqrt{d}$. With probability $1 - \delta - e^{-\Omega(d)}$, Algorithm 5 returns $v(T)$ such that $\|v(T)^T A v(T) - a_1\| \leq \epsilon a_1$ if

$$T \geq \mathcal{O}\left(\frac{a_1}{a_1 - a_2} \log\left(\frac{d}{\epsilon^2}\right)\right).$$

### Proof.

In the proof of Theorem 15, we showed that

$$\|v(T)^T A v(T) - a_1\| \leq \tan^2(\angle(v(T), v_1)) \cdot (a_1 - a_d). \tag{84}$$

This is enough to complete the result given Corollary 1.1 in [29]. \qed

The proof of Lemma 9 then follows from a generalization of Theorem 16 to the noisy case (under the requirement of small enough noise). This is possible since the bounds in Theorem 18 and Theorem 15 are equivalent — meaning that the geometry of convergence is not drastically affected by noise.

### C.3 How to speed up DFPI with SPSA: an experimental motivation

We study some interesting properties of the SPSA gradient estimator, introduced by [53], in the context of DFPI (Algorithm 5, main paper). In particular, we consider using SPSA instead of finite-difference (FD), which is the base for our theory (Thm. 10).

$$g^\text{SPSA}_{\pm} = \sum_{i=1}^{d} \frac{f(x \pm r s_2^{(t)} + e \Delta_i) - f(x \pm r s_2^{(t)} - e \Delta_i)}{2c \Delta_i} e_i,$$

we have $4$ function evaluations to get estimates of $\nabla f(x \pm s_2^{(t)})$.

$$g^\text{FD}_{\pm} = \sum_{i=1}^{d} \frac{f(x \pm r s_2^{(t)} + c e_1) - f(x \pm r s_2^{(t)} - c e_1)}{2c} e_i,$$

we have $4d$ function evaluations to get estimates of $\nabla f(x \pm s_2^{(t)})$.

The SPSA estimator is asymptotically unbiased, but variance might be independent of the hyperparameter $c$. Consider $f(x_1, x_2) = x_1^2 - x_2^2$, we want to approximate its gradient using SPSA. Since perturbation is $(\Delta_1, \Delta_2)$, we have $f(x + c \Delta) - f(x - c \Delta) = 4c \Delta_1 x_1 - \Delta_2 x_2$. Therefore $g^\text{SPSA} = \sum_{i=1}^{2} \frac{f(x + \Delta_i) - f(x - \Delta_i)}{2 \Delta_i} e_i = \sum_{i=1}^{2} \frac{4\Delta_1 x_1 - 2\Delta_2 x_2}{2 \Delta_i} e_i$. Since $\Delta_i$ are Bernoulli, then $E[g^\text{SPSA}] = \nabla f$. However, the estimator variance is finite and independent of $c$.

**Experimental comparison.** From the result in the paragraph above, one might conclude that SPSA cannot provide a satisfactory approximation of Hessian-vector products, and therefore cannot be used as a valid alternative to FD in the context of an approximate power method such as DFPI. However, in Figure 10 & 11 we show that, for small enough $\eta$, the update $s_2^{(t+1)} = s_2^{(t)} - \eta g^\text{SPSA}/\|g^\text{SPSA}\|$ can effectively build a vector $s_2$ aligned with negative curvature, even as the problem dimension increases. In these experiments, we consider applying DFPI to estimate the negative curvature direction $e_d$ of $f(x) = x^T \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d) x$, with $\lambda_d < 0$ (non-axis aligned case discussed later). As we saw in Prop. 8, the finite difference estimator yields an exact power method on this function. Instead, SPSA yields an inexact power method where the error is independent of $r, c$ (see last paragraph and Fig. 12). As expected, SPSA does not actually converge to the leading eigenvector. However, it can always be tuned to yield an approximation which satisfies Assumption 2 in a total number of function evaluations which is actually smaller than FD. Further research is needed to better understand this phenomenon. However, this motivates the use of SPSA as a cheap alternative to FD in DFPI. In the experiments section of the main paper, we indeed show that this approximation is enough to yield a satisfactory improvement over vanilla method which do not consider computing negative curvature. As can be evinced from the last paragraph and the proof of Prop. 8, the results in this case are independent of the values of $r$ and $c$; however, they could in principle depend on the landscape rotation. We show in Figure 12 that this is not the case using two random rotations.
Figure 10: Experiment 1: \( f(x) = x^\top \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_d)x, \lambda_d = -0.001 \). Settings described in the paragraph above.

Figure 11: Experiment 2: \( f(x) = x^\top \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_d)x, \lambda_d = -0.1 \). Settings described in the paragraph above.

Figure 12: Experiment 2: \( f(x) = x^\top U^\top \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_d)Ux, \lambda_d = -0.1 \), where \( U \) is a random orthogonal matrix. Dynamics for two two different random orthogonal matrices are shown, where we additionally also decreased \( c \) and \( r \). The evolution is similar to the one in Figure 10 showing that SPSA is robust to both landscape rotations and hyperparameter choice.
D Experimental Results

All of our experiments are conducted on the Google Colaboratory [8] environment without any hardware accelerators.

D.1 Function with growing dimension

Figure 13: The landscape of the objective $f(x_1, \cdots, x_d, y) = \frac{1}{d} \sum_{i=1}^d x_i^4 - y \sum_{i=1}^d x_i + \frac{d}{2} y^2$ for $d = 1$. A blue cross denotes a strict saddle point, whereas a red star corresponds to a global minimizer.

Figure 14: Empirical performance while minimizing $f(x_1, \cdots, x_d, y) = \frac{1}{d} \sum_{i=1}^d x_i^4 - y \sum_{i=1}^d x_i + \frac{d}{2} y^2$ against the number of iterations. Confidence intervals show min-max intervals over ten runs. All algorithms are initialized at the strict saddle point across all runs.

Figure 15: Empirical performance while minimizing the objective defined in the main paper against wall-clock time. Confidence intervals show min-max intervals over ten runs. All algorithms are initialized at the strict saddle point across all runs.
D.2 Rastrigin function

Figure 16: Empirical performance while minimizing the Rastrigin function against the number of iterations. Confidence intervals show min-max intervals over ten runs. All algorithms are initialized at a strict saddle point across all runs.

Figure 17: Empirical performance while minimizing the Rastrigin function against wall-clock time. Confidence intervals show min-max intervals over ten runs. All algorithms are initialized at a strict saddle point across all runs.

Initialization process. The critical points of the Rastrigin function satisfy

\[ x_i + 10 \pi \sin(2\pi x_i) = 0 \]

for all \( i = 1, \ldots, d \). The point \( x = 0 \) is the unique global minimizer. Stationary points include local minimizers, local maximizers and saddle points. One solution is given by \( x_i \approx 0.503 \) (truncated to three decimal points). We consider the following initialization

\[ x_i = \begin{cases} 0.503 & \text{if } i \in I \\ 0 & \text{otherwise,} \end{cases} \]

where \( I \) is a set of coordinates with cardinality strictly smaller than \( d \). In this setup, each non-zero coordinate will be a direction of negative curvature. If we set \( I = \{1, \ldots, d\} \) the point \( x \) is a local maximizer.

In our experiments we choose \( I \) to have a single coordinate (picked randomly in each experiment repetition). Based on Lemma 3 we expect that having a single direction of negative curvature will
challenge the core mechanism of each algorithm while trying to escape the saddle, especially as the input dimension increases. The results in Figure 16 support our theoretical argument that as the problem dimension grows the probability of sampling a direction that is aligned with the direction of negative curvature decreases exponentially. As a result, RS and STP fail to escape the saddle point for $d = 100, 200$.

The rest of the algorithms converge quickly (for $d = 100, 200$ there is no significant progress after 25 iterations). We speculate that this behaviour is related to the initialization choice. Figure 18 shows the distribution of the point coordinates and gradient values at the final iterate of RSPI for $d = 200$. In both plots, we observe a cluster of values around zero and a stand-alone component. The later corresponds to the same coordinate that was initialized to non-zero in order to give rise to a saddle point. We observe that the coordinate moves closer to zero (the final coordinate value is less than $0.0020$, whereas the initial value was $0.503$) where the global minimizer occurs. This improvement is achieved through the successful usage of DFPI. That is, RSPI successfully approximates the direction of negative curvature in order to escape the saddle point and move closer to the minimum. Afterwards, no significant progress is achieved via random sampling and that is why the performance curve flattens out after a few iterations. The reason is that in order to achieve further progress via random sampling, it is required to sample a direction that aligns with the single direction of non-zero gradient (see Figure 18 (right)) and we expect that probability to decrease exponentially as the dimension increases. That is why further progress can be achieved for $d = 10, 20$ but not for $d = 100, 200$.

D.3 Leading eigenvector problem

Figure 19: Empirical performance in finding the leading eigenvector of a 350-dimensional random matrix against iteration and wall-clock time. Confidence intervals show min-max intervals over ten runs. All algorithms are initialized at a strict saddle point across all runs.
E Algorithm Descriptions

Algorithm 6 Stochastic Three Points (STP)
1: \textbf{INPUTS : } $\eta_0 \in \mathbb{R}^+, \phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$
2: Initialize $x_0$
3: for $k = 0 \ldots K$ do
4: \hspace{1em} $s_k \sim S^{d-1}$
5: \hspace{1em} $x_{k+1} = \arg \min \left\{ f(x_k), f(x_k + \eta_k s_k), f(x_k - \eta_k s_k) \right\}$
6: \hspace{1em} $\eta_{k+1} = \phi(\eta_k)$
7: end for

Algorithm 7 Basic Direct Search (BDS)
1: \textbf{INPUTS : } $\eta_{\text{max}} > \eta_0 > 0$, $\gamma > 1 > \theta > 0$, $\rho : \mathbb{R}^+ \rightarrow \mathbb{R}^+$
2: Set $k = 0$ and initialize $x_0$.
3: Generate a polling set $D_k$.
4: If there exists $s_k \in D_k$ such that
5: \hspace{1em} $f(x_k + \eta_k s_k) < f(x_k) - \rho(\eta_k)$
6: then declare the iteration successful, set $x_{k+1} = x_k + \eta_k s_k$, $\eta_{k+1} = \min\{\gamma \eta_k, \eta_{\text{max}}\}$, $k = k + 1$
7: and go to step 4.
8: Otherwise, declare the iteration unsuccessful, set $x_{k+1} = x_k$, $\eta_{k+1} = \theta \eta_k$, $k = k + 1$ and go to step 4.

Algorithm 8 Approximate Hessian Direct Search (AHDS)
1: \textbf{INPUTS : } $\eta_{\text{max}} > \eta_0 > 0$, $\gamma > 1 > \theta > 0$, $\rho : \mathbb{R}^+ \rightarrow \mathbb{R}^+$
2: Set $k = 0$ and initialize $x_0$.
3: Generate a polling set $D_k$. If there exists $s \in D_k$ such that
4: \hspace{1em} $f(x_k + \eta_k s) < f(x_k) - \rho(\eta_k)$ \hspace{1em} (87)
5: then declare iteration $k$ successful with $s_k = s$ and go to 8. Otherwise go to 5.
6: If there exists $s \in D_k$ such that Eq. (87) is satisfied with $-s$, then declare the iteration successful
7: with $s_k = -s$ and go to step 8. Otherwise, go to step 6.
8: Choose $B_d$ as a subset of $D_k$ with $d$ linearly independent directions, which we index by $u_1, \ldots, u_d$.
9: If there exists $s \in \{u_i + u_j, 1 \leq i < j \leq d\}$ such that Eq. (87) holds, then declare the iteration
10: successful with $s_k = s$ and go to step 8. Otherwise, go to step 7.
11: Define the Hessian approximation at iteration $k$ as
12: \hspace{1em} $(H_k)_{i,j} = \frac{f(x_k + \eta_k u_i) - f(x_k) + f(x_k - \eta_k u_i)}{\eta_k^2}$ \hspace{1em} if $i = j$,
13: and
14: \hspace{1em} $(H_k)_{i,j} = \frac{f(x_k + \eta_k u_i + \eta_k u_j) - f(x_k + \eta_k u_i) - f(x_k + \eta_k u_j) + f(x_k)}{\eta_k^2}$ \hspace{1em} if $i < j$,
15: for all $i, j \in \{1, \ldots, d\}$. Compute a unitary eigenvector $v_k$ associated with the minimum
16: eigenvalue of $H_k$. If $v_k$ or $-v_k$ satisfy the decrease condition in Eq. (87), then declare the
17: iteration successful with $s_k$ equal to $v_k$ or $-v_k$. Otherwise, declare the iteration unsuccessful
18: and go to step 8.
19: If the iteration was successful, set $x_{k+1} = x_k + \eta_k s_k$ and $\eta_{k+1} = \min\{\gamma \eta_k, \eta_{\text{max}}\}$.
20: Otherwise, set $x_{k+1} = x_k$ and $\eta_{k+1} = \theta \eta_k$.
21: Increment $k$ and go to step 4.
F Hyperparameter selection

For all tasks, the hyperparameters of each method are selected based on a coarse grid search procedure that is refined heuristically by trial and error. The hyperparameters of RS and RSPI are initialized and updated in the same manner, hence the only difference between the two is that RSPI explicitly extracts negative curvature whereas the two-step RS samples a direction at random. In our experiments, we keep $\sigma_2$ constant and only update $\sigma_1$ every $T_{\sigma_1} \in \mathbb{Z}^+$ iterations using the update rule $\sigma_1 \leftarrow \rho \sigma_1$ where $\rho \in (0, 1)$. The parameters $\rho$ and $T_{\sigma_1}$ are also selected based on a coarse grid search. We run DFPI for 20 iterations for all the results shown in the paper and we clarify in the following tables whether Finite Differences (DFPI-FD) or SPSA (DFPI-SPSA) is used to approximate the gradient evaluations within DFPI.

We illustrate the effect that some crucial parameters have on the performance of the two-step Random Search and the Random Search PI algorithms. In the following figures, confidence intervals show min-max intervals across five runs. All algorithms are initialized at the strict saddle point of the objective

$$f(x_1, \cdots, x_d, y) = \frac{1}{4} \sum_{i=1}^{d} x_i^4 - y \sum_{i=1}^{d} x_i + \frac{d}{2} y^2. \tag{88}$$

![Figure 20: Empirical behaviour of the vanilla RS algorithm while minimizing the objective defined in Eq. 88 for $d = 200$ across different settings of the pair of parameters ($\sigma_1, \rho$). The parameter $T_{\sigma_1}$ is fixed to 10.](image)

![Figure 21: Empirical behaviour of RSPI while minimizing the objective defined in Eq. 88 for $d = 200$ across different settings of the pair of parameters ($\sigma_1, \rho$). The parameter $T_{\sigma_1}$ is fixed to 10.](image)

| Method  | Parameters |
|---------|------------|
| RS      | $\sigma_1 = 9.25$, $\sigma_2 = 4.5$, $\rho = 0.97$, $T_{\sigma_1} = 25$, $T_{\text{DFPI}} = 20$ |
| RSPI    | $\sigma_1 = 9.25$, $\sigma_2 = 4.5$, $\rho = 0.97$, $T_{\sigma_1} = 25$, $T_{\text{DFPI}} = 20$, DFPI-SPSA |
| BDS     | $\eta_0 = 5.8$, $\eta_{\text{max}} = 35.0$, $\gamma = 1.25$, $\theta = 0.5$, $\rho(x) = 0$ |
| AHDS    | $\eta_0 = 5.8$, $\eta_{\text{max}} = 35.0$, $\gamma = 1.25$, $\theta = 0.5$, $\rho(x) = 0$ |

Table 1: Hyperparameters for the leading eigenvector task.
Table 2: Hyperparameters for the objective in Eq. [88].

| Method | Parameters |
|--------|------------|
| RS     | $\sigma_1 = 1.8, \sigma_2 = 0.65, \rho = 0.6, T_{\sigma_1} = 10, T_{DFPI} = 20$ |
| RSPI   | $\sigma_1 = 1.8, \sigma_2 = 0.65, \rho = 0.6, T_{\sigma_1} = 10, T_{DFPI} = 20, \text{DFPI-SPSA}$ |
| STP    | $\eta_0 = 2.5, \phi(\eta_k) = 0.5\eta_k$ if $k \equiv \text{mod} 10$ (every 10 iterations) |
| BDS    | $\eta_0 = 0.8, \eta_{\text{max}} = 10.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| AHDS   | $\eta_0 = 0.8, \eta_{\text{max}} = 10.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| $d = 5$| |
| RS     | $\sigma_1 = 1.75, \sigma_2 = 0.65, \rho = 0.78, T_{\sigma_1} = 15, T_{DFPI} = 20$ |
| RSPI   | $\sigma_1 = 1.75, \sigma_2 = 0.65, \rho = 0.78, T_{\sigma_1} = 15, T_{DFPI} = 20, \text{DFPI-SPSA}$ |
| STP    | $\eta_0 = 2.5, \phi(\eta_k) = 0.5\eta_k$ if $k \equiv \text{mod} 10$ (every 10 iterations) |
| BDS    | $\eta_0 = 0.8, \eta_{\text{max}} = 10.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| AHDS   | $\eta_0 = 0.8, \eta_{\text{max}} = 10.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| $d = 20$| |
| RS     | $\sigma_1 = 1.0, \sigma_2 = 0.65, \rho = 0.95, T_{\sigma_1} = 15, T_{DFPI} = 20$ |
| RSPI   | $\sigma_1 = 1.0, \sigma_2 = 0.65, \rho = 0.95, T_{\sigma_1} = 15, T_{DFPI} = 20, \text{DFPI-SPSA}$ |
| STP    | $\eta_0 = 2.5, \phi(\eta_k) = 0.5\eta_k$ if $k \equiv \text{mod} 10$ (every 10 iterations) |
| BDS    | $\eta_0 = 5.0, \eta_{\text{max}} = 20.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| AHDS   | $\eta_0 = 5.0, \eta_{\text{max}} = 20.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| $d = 100$| |
| RS     | $\sigma_1 = 1.75, \sigma_2 = 0.65, \rho = 0.96, T_{\sigma_1} = 15, T_{DFPI} = 20$ |
| RSPI   | $\sigma_1 = 1.75, \sigma_2 = 0.65, \rho = 0.96, T_{\sigma_1} = 15, T_{DFPI} = 20, \text{DFPI-SPSA}$ |
| STP    | $\eta_0 = 2.5, \phi(\eta_k) = 0.5\eta_k$ if $k \equiv \text{mod} 10$ (every 10 iterations) |
| BDS    | $\eta_0 = 5.0, \eta_{\text{max}} = 20.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| AHDS   | $\eta_0 = 5.0, \eta_{\text{max}} = 20.0, \gamma = 1.25, \theta = 0.5, \rho(x) = 0$ |
| $d = 200$| |
| Method | Parameters |
|--------|------------|
| **d = 10** | |
| **RS** <br> $\sigma_1 = 0.25$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$ | |
| **RSPI** <br> $\sigma_1 = 0.25$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$, DFPI-FD | |
| **STP** <br> $\eta_0 = 0.25$, $\phi(\eta_k) = \eta_0 / \sqrt{k + 1}$ | |
| **BDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **AHDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **d = 20** | |
| **RS** <br> $\sigma_1 = 0.255$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$ | |
| **RSPI** <br> $\sigma_1 = 0.255$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$, DFPI-FD | |
| **STP** <br> $\eta_0 = 0.25$, $\phi(\eta_k) = \eta_0 / \sqrt{k + 1}$ | |
| **BDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **AHDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **d = 100** | |
| **RS** <br> $\sigma_1 = 0.15$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$ | |
| **RSPI** <br> $\sigma_1 = 0.15$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$, DFPI-FD | |
| **STP** <br> $\eta_0 = 0.25$, $\phi(\eta_k) = \eta_0 / \sqrt{k + 1}$ | |
| **BDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **AHDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **d = 200** | |
| **RS** <br> $\sigma_1 = 0.15$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$ | |
| **RSPI** <br> $\sigma_1 = 0.15$, $\sigma_2 = 0.25$, $\rho = 0.83$, $T_{\sigma_1} = 5$, $T_{\text{DFPI}} = 20$, DFPI-FD | |
| **STP** <br> $\eta_0 = 0.25$, $\phi(\eta_k) = \eta_0 / \sqrt{k + 1}$ | |
| **BDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |
| **AHDS** <br> $\eta_0 = 0.25$, $\eta_{\text{max}} = 10.0$, $\gamma = 1.1$, $\theta = 0.9$, $\rho(x) = 0$ | |