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Dissociation path competition of radiolysis ionization-induced molecule damage under electron beam illumination†

Zenghua Cai, Šiyou Chen,*ab and Lin-Wang Wang*c

Radiolysis ionization under electron beam illumination induces dissociation and damage of organic and biological molecules; thus, it is impossible to image the related materials by transmission electron microscopy (TEM). To understand the atomistic mechanism of radiolysis damage, we developed a systematical procedure based on real-time time-dependent density functional theory (rt-TDDFT) for simulating the radiolysis damage processes of molecules; this procedure can describe the ionization cross sections of the electronic states and the fast dissociation processes caused by hot carrier cooling and the Auger decay on deep levels. For the radiolysis damage of C2H6O2, our simulation unexpectedly showed that there is strong competition among three different dissociation paths, including fast dissociation caused by nonadiabatic cooling of the hot carrier; fast dissociation caused by Auger decay, which induces double ionization and Coulomb explosion; and slow dissociation caused by increased kinetic energy. As the energy of the incident electron beam changes, the time scales of these dissociation paths and their relative contributions to the molecule damage change significantly. These simulation results explain the measured mass spectra of the C2H6O2 dissociation fragments and also provide clear competition mechanisms for blocking these dissociation paths in the TEM imaging of organic and biological materials.

Introduction

The molecular dissociation and damage caused by electron beam illumination is a very important problem in transmission electron microscopy (TEM).1,2 From the perspective of electron scattering,3 we can categorize electron beam-induced radiation damage into two main classes: (1) elastic scattering, which includes knock-on displacement (atomic displacement),4 electrostatic charging5 and sputtering;6 and (2) inelastic scattering, which includes ionization damage (radiolysis),7 heating8 and hydrocarbon contamination.9 Among these different types of radiation damage, knock-on displacement is the most common elastic scattering damage, while radiolysis is the most common inelastic scattering damage.9,10 As discussed in ref. 9, knock-on displacement (where the electron beam gives its momentum and some of its energy to nuclei through Coulomb interactions) is predominant for conducting inorganic materials,10,11 while radiolysis (where the material is first ionized by the electron beam) can occur in organic materials and molecules as well as some inorganic systems, such as halides, oxides, hydrides, hydroxides, sulfides and silicates. Furthermore, radiolysis is important in many other processes, including electric discharge and breakdown in high voltage dielectric materials; degradation of polymers and organic electronic devices; excimer lasers; radiation damage of electronic devices in space; radiation chemistry; and biomedicine.12–15

However, although radiolysis is highly important, its atomistic mechanism and detailed steps are often not clear. The challenges in studying radiolysis damage reside mainly in the complexity of the process. First, radiolysis-related phenomena can be divided into different situations. Usually, radiolysis involves the ionization of a single electron;5 however, a possible related process is that the excited electron is not transported all the way to the vacuum but is transited into higher antibonding states in the system. The ionized or excited electron can come from the valence state1 but can also come from the core level of the high energy electron beam. Additionally, in addition to the original ionization due to the high energy external electron beam, the ejected (ionized) electron itself can cause some secondary excitation with lower electron energy.1,9 This lower energy electron beam (LEEB) has a larger ionization cross section, although the secondary “beam” intensity will be much smaller compared to the original beam intensity in a TEM.
experiment. However, many experiments have revealed that small molecules can dissociate into different fragments under LEEB illumination. In this study, we will focus on the original ionization from the valence electron for molecular systems. Although this is only one path among all the possible electron beam damaging scenarios discussed above, it is a common and important path. For a high energy TEM beam, although ionization from the core level is also possible, its cross section is usually much smaller than that of the ionization from the valence electron. Although excitation to the empty antibonding state is also possible, due to the finite density of states of a molecule, its cross section is also smaller for a relatively high energy electron beam; thus, this possibility will be ignored in the current study. Our method is applicable to radiolysis caused by different electron beam energies; however, in order to compare our results with available experiments, we will focus on lower energy electron beam results. The lower energy electron beam results provide more sensitive dependence on the electron energy and thus provide a rich test ground for the calculated results. These low energy results are also relevant to secondary ionization, as discussed above.

In addition to the different situations discussed above, the main challenge for studying radiolysis is the possible complex subsequent steps following the initial ionization, i.e., the ionized molecule can have various dissociation paths depending on the original orbital from which the electron was ejected. As shown schematically in Fig. 1, at least three different processes can be expected: (i) if the ejected electron level is very shallow and close to the highest occupied molecular orbital (HOMO) level, a hot hole carrier will be formed; it will cool with relaxation of the hole to the HOMO, and the energy will be transformed into nuclear kinetic energy. Because the ejected electron level is very shallow, the energy from the hot hole relaxation will be small and cannot drive dissociation of the molecule in a short time scale. However, both the hot hole relaxation energy and the reorganization energy of the molecule (the structure of the molecule will be relaxed after an electron is ejected from one occupied state) will be converted into nuclear kinetic energy, which can still dissociate the molecule on a longer time scale; (ii) if the electron is ejected from a level that is slightly lower than the HOMO level, the energy released by hot hole relaxation is higher than in the above situation and will also be converted to nuclear kinetic energy, which may in turn dissociate the molecule; (iii) if the ejected electron level is very deep and much lower than the HOMO level, the large energy from the hot hole relaxation can induce an Auger process with another electron ejected to the vacuum, causing dissociation of the doubly ionized molecule via Coulomb explosion.

It is currently unclear which process is dominant in radiolysis damage and how the energy of the electron beam influences these processes. For example, mass spectroscopy measurements showed that the C₂H₆O₂ molecule dissociates into different charged fragments under the illumination of incident electron beams with different kinetic energies; however, it is unknown how C₂H₆O₂ is damaged and dissociates into these fragments. To control radiolysis damage, it will be tremendously helpful if we know what process is playing a dominant role and the time scales of these processes. The unclear mechanism of radiolysis damage hinders development in related areas, such as the application of TEM and high voltage dielectric material designs.

Ab initio simulation of the radiolysis damage process is an efficient and reliable method for studying atomistic mechanisms and the related detailed steps; however, because the three aforementioned dissociation processes have very different time scales, different ab initio methods are required. Ground state Born–Oppenheimer molecular dynamics (BO-MD) have often been used to simulate knock-on displacement damage; however, radiolysis is fundamentally a nonadiabatic process beyond the BO-MD description. Although there are quantum chemical calculations for nonadiabatic nuclear movement based on the potential energy surface (PES), they are seldom used to study molecule damage after radiolysis because the related energy potential is too complex to be mapped out in its entirety. In this work, we have developed a practical systematical framework for calculating radiolysis damage, including three modules:

Firstly, we simulated the hot carrier relaxation and the corresponding dissociation during the relaxation process. This was realized by real-time time-dependent density functional theory (rt-TDDFT) simulations. In recent years, we have seen a surge of the use of rt-TDDFT to study various nonadiabatic processes, including ion collisions on materials, dissipative processes in ion irradiation, carrier-multiplication-induced structural changes and plasmon excitation in nanowires. It is thus natural to attempt to use rt-TDDFT to describe the hot carrier decay after the initial ionization. Unfortunately, the original rt-TDDFT method following Ehrenfest dynamics does not satisfy the detailed balance rule. This causes the electronic degree of

Fig. 1 Schematic of the hot carrier decay processes on different electronic levels and the structural dissociation processes of C₂H₆O₂ after radiolysis ionization.
freedom to be overheated instead of cooled. In this work, we introduce a method which incorporates detailed balance in rt-TDDFT simulations and thus allows study of nonadiabatic hot carrier cooling. Using this modified rt-TDDFT method, we have simulated the hot carrier cooling process in the molecule and the possible fragmentation during this process.

Secondly, the times of the Auger process and the resulting secondary ionization were calculated and compared to the hot hole relaxation time in order to determine which process is dominant. This is necessary if the initial ionized orbital is sufficiently deep and has enough energy to cause secondary ionization. While the nonadiabatic process is induced by electron–phonon interaction, the Auger process is induced by electron–electron interaction. Currently, it is difficult to simulate the Auger process with rt-TDDFT. In this study, we developed an analytical formalism to calculate the Auger cross section with the Fermi-golden rule. We found that whenever energetically possible, the Auger process is extremely fast and is more efficient than nonadiabatic hot carrier decay.

Thirdly, a longer time scale dissociation process was studied according to the nuclear kinetic energies obtained from hot carrier cooling (calculated at the electronic ground state). This occurs if the initial fast nonadiabatic cooling process does not dissociate the molecule and the Auger second ionization does not occur. In C2H6O2, we found that this is the case when the initial ionization occurs at the two shallowest orbitals (the HOMO and below the HOMO). In these cases, we did not observe molecule breakdown during the rt-TDDFT simulations. However, thermodynamic energy analysis shows that the molecule can still break down eventually, albeit after overcoming some energy barriers.

Fourthly, in order to predict the profiles of the initial ionization on different orbital levels, we calculated the cross sections of the ionization rates for different kinetic energies of the illuminating electron beam.

We have used the above procedure to study the mechanisms behind the damage and have compared our results with experimentally observed mass spectroscopy results, especially at relatively low electron beam energies. We found that after taking into account all the above dissociation processes and ionization cross sections, we can explain some of the qualitative trends in the peaks observed by mass spectroscopy and understand the origins of different charged fragments. This provides previously unknown insights into the molecular breakdown process following ionization radiolysis.

**Calculation methodology**

All the first-principles calculations were carried out based on density functional theory (DFT) as implemented by the PWmat code, which uses the plane wave pseudopotential Hamiltonian and runs on graphics processing units (GPU). The generalized gradient approximation (GGA) to the exchange correlation functional in the Perdew–Burke–Ernzerhof (PBE) form was used with a 50 Ry cutoff energy for the plane wave basis. All the calculations were performed using a 10 Å × 10 Å × 10 Å cubic cell with one C2H6O2 molecule located at the center. A double

**Results and discussion**

**Cross sections of electron ejection on different levels**

Perturbation formalisms exist to calculate the ionization cross sections caused by high velocity incident electrons, such as Bethe theory. For a low energy electron beam (at a few tens of eV, as in experiments), approximated formalisms exist to describe this cross section. One such formalism is the binary-encounter-dipole (BED) model, which takes into account the acceleration of the incident electron beam caused by nuclear attraction. Because this BED model changes to the Bethe theory at high electron energy, it should also be suitable for a high energy incident electron beam. In Fig. S4 of the ESI, we show that the ionization cross sections of C2H6O2 illuminated by a 100 keV electron beam as calculated by the BED model and the Bethe formula are almost the same. Thus, in our study, the ionization cross sections for all the energy ranges (including the 100 keV) were calculated with the BED model (as shown in Fig. 3).

In the BED model, an incident electron beam (with initial kinetic energy T) will be deflected by its Coulomb interaction with a valence electron (at energy E below vacuum) in the molecule and eject the valence electron into the vacuum with
kinetic energy $W$. Then, the total cross section $\sigma(t)$ for this ionization process can be calculated as:

$$\sigma(t) = \frac{S}{t+u+1} \left[ D(t) \ln t + \left(2 - \frac{N_i}{N}\right) \left(\frac{t-1}{t} - \frac{\ln t}{t+1}\right)\right]$$

in which $S = 4\pi a_0^2 N(E/E)^2$ ($a_0$ is the Bohr radius), $t = T/E$, $u = U/E$ ($U$ is the average kinetic energy of the ionized valence electron $U \equiv (\vec{P}^2/2m_e)$, $\vec{P}$ is the momentum operator and $m_e$ is the mass of the electron);

$$D(t) = N^{-1} \int_0^{(t-1)/2} \frac{1}{w+1} \frac{df(w)}{dw} dw$$

$$N_i = \int_0^\infty \frac{df(w)}{dw} dw$$

where $N$ is the occupation number of electronic states ($N = 2$ for the valence states) and $w = W/E$. For $df(w)/dw$, we take the form of the differential oscillator strength in ref. 38. Using the same notation as above, we have

$$\frac{df(w)}{dw} = \frac{e(w + 1)}{R(qa_0)^2} \sum_{\Omega} |\epsilon(q)|^2$$

$$\epsilon(q) = \langle \phi(q) \exp(\vec{q} \cdot \vec{r}) | \phi_0 \rangle$$

where $\phi_0$ represents the wave function of the valence electron to be ionized and $\phi_1$ represents the wave function of the ejected valence electron in the vacuum. We used the plane wave function to approximate $\phi_1$. We also tested the orthogonalization of $\phi_1$ to $\phi_0$, and we found that the result does not change significantly. In eqn (4) and (5), $\vec{q} = (\vec{K}_E - \vec{K}_0)$ represents the change of the momentum of the electron beam between the incident electron ($\vec{K}_0$) and the deflected electron ($\vec{K}_1$). $\Omega$ represents all the possible final plane wave states of the ejected valence electron. As a result, $\sum_{\Omega} |\epsilon(q)|^2$ depends on $w$.

The ground state structure of the C$_2$H$_6$O$_2$ molecule is shown in Fig. 2(a), and its molecular orbital energies calculated within DFT (PBE) are shown in Fig. 2(b). There are 13 occupied valence energy levels (2 electrons per level). The HOMO level is labeled as Level 13, and the deepest occupied valence level is labeled as Level 1. The valence electron ionization can occur at any one of these energy levels. After the ionization, the neutral C$_2$H$_6$O$_2$ molecule becomes the ionized C$_2$H$_6$O$_2^-$ radical with one electron ejected to the vacuum, and all the final fragments come from this ionized radical; this is shown by mass spectroscopy experiments, which only charged fragments can be observed by mass spectroscopy.

Fig. 3 shows our calculated cross sections for all levels under the illumination of different incident electron beams. The cross sections decrease monotonously from Level 13 to Level 1. This indicates that the electron in the HOMO level is most likely to be ejected into the vacuum (ionized). The predominant reason for this trend is the availability of the final states for the ejected electrons. For a shallow level, the number of the final states is much larger (the sum of $\Omega$ in eqn (4)), which leads to a larger cross section. Furthermore, the ionization cross section decreases as the energy of the incident electron beam increases, except for the very deep levels (Level 1–4) and very low incident electron beam energies, where energy conservation prevents the ionization of the very low energy levels. The smaller ionization cross section for the faster electron beam is due to the very short time in which it passes through the molecule, which prevents the electron from reacting or being ejected.

**Molecule dissociation during hot hole carrier cooling**

Following the initial ionization, we performed a rt-TDDFT simulation. A new rt-TDDFT algorithm was implemented. In this algorithm, the time-dependent electron wave function is expanded on the basis set of adiabatic states. These are the adiabatic states of the TDDFT Hamiltonian $H(t)$ at time $t$, with
the TDDFT charge density $\rho(t)$, instead of the ground state charge density for a given atomic configuration $\{R\}$ at time $t$. This procedure helps to reduce the original high dimensional problem to a small $N$-dimensional problem, where $N$ is the number of adiabatic states included in the expansion. While the $N$ adiabatic state wave functions are updated every $\Delta t$ (~0.1 fs) step, the $N$-dimensional problem is integrated within the $[t, t + \Delta t]$ interval using a much smaller time step $\Delta t$ (~0.1 attoseconds). However, because this integration is performed in a $N \times N$ Hamiltonian, it can be done quickly. The use of the adiabatic state not only allows us to significantly accelerate the simulation, but also enables us to introduce detailed balance and decoherence. As we know, the direct Ehrenfest dynamics does not satisfy the detailed balance. As a result, it can overheat the electronic system and thus cannot simulate the hot carrier cooling phenomenon.

To restore the detailed balance for the transitions between the adiabatic state $i$ and $j$, we developed an algorithm based on the occupation number $O(i,t)$ of each adiabatic state $\phi_i$;

$$O(i,t) = \sum_j C(i,j,t)^2 \text{oc}(j), \quad \text{oc}(j) = \text{the occupation of the time evolving state } \psi_j \text{ in the rt-TDDFT, and it will not change with time. Note that } \psi_j(t) = \sum_i C(i,j,t)^2 \phi_i(t), \text{ where } \psi_j \text{ follows the time-dependent Schrodinger equation } \partial \psi_j / \partial t = iH\psi_j. \text{ During the time propagation, it is possible to define the change of the adiabatic state occupation as}

$$O(i,t + \Delta t) = O(i,t) + \sum_j P(i,j,t)O(j,t)\Delta t - \sum_i P(i,j,t)O(i,t)\Delta t, \quad (6)$$

where $P(i,j,t)$ represents the charge flow from one adiabatic state $j$ to another adiabatic state $i$ (note: $P(i,j,t) = P(j,i,t)$). A Boltzmann factor can be applied to this charge flow. If the charge flow is from a higher energy state $j$ to a lower energy state $i$, then no change is needed. Meanwhile, if the charge flow is from a lower energy state $i$ to a higher energy state $j$, a Boltzmann factor $\exp(-\frac{E_i - E_j}{kT})$ can be applied; here, $E_i$ and $E_j$ are the eigen-energies of the two adiabatic states, $k$ is the Boltzmann constant and $T$ is the temperature. Furthermore, to introduce the decoherence time, the Boltzmann factor is not applied to the instantaneous transition rate $P(i,j,t)$; instead, it is applied to a time-integrated quantity, $P'(i,j,t) = \int_0^t P(i,j,t - \tau)\exp(-\tau / \tau_{ij})d\tau$, where $\tau_{ij}$ is the decoherence time between the two states $i$ and $j$. This $\tau_{ij}$ can be calculated based on the time fluctuations of $E_i$ and $E_j$, as described in Section 1 of the ESL. After the Boltzmann factor is applied to $P'$, $O(i,t + \Delta t)$ will be modified. A special algorithm was developed to change $C(i,j,t)$ in $\psi_j(t + \Delta t) = \sum_i C(i,j,t + \Delta t)^2 \phi_j(t + \Delta t)$ so that the desired renewed occupation $O(i,t + \Delta t)$ will be reproduced by the modified $C(i,j,t + \Delta t)$. This treatment of the detailed balance and decoherence time of rt-TDDFT is implemented in the PWmat code. Details about the calculation of the decoherence time are described in Section 1 of the ESL and the average of the values calculated using eqn (S1) is $\tau_{ij} = 2$ fs. Our test calculations showed that the exact value of this decoherence time (within a factor of 2) does not affect our results significantly. Note that in our modified Ehrenfest dynamics with the Boltzmann factor and dephasing, our nuclear movement is not on the ground state energy surface but in a mean field excited state energy surface. Although we do not use energy surface hopping, some of the aspects (e.g., detailed balance) do have some commonality with the surface hopping dynamics.

Fig. 4 shows one particular case of the rt-TDDFT simulation where one electron has been ejected from Level 4 at $t = 0$. Note that the initial ionization event is not an instantaneous process. Instead, it is a transition from the ground state to a many-body excited state (a higher energy many-body adiabatic state). To represent this higher-energy many-body adiabatic state under the DFT framework, we carried out a constraint DFT calculation with the detailed balance satisfies the Kohn–Sham orbitals at the neutral ground state. At $t = 0$, the nuclear kinetic energy of the molecule has a temperature of 350 K. As the electronic structure cools from the hot hole state, the released energy is converted to nuclear kinetic energy (which increases its temperature as the time increases), as shown in Fig. 4(a). While the occupation $O(i,t)$ for Level 4 ($i = 4$) at $t = 0$ is 1, it returns to 2 very quickly (about 35 fs); then, the occupation of Level 13 (the HOMO level) decreases to 1 (about 100 fs), indicating that the hole has relaxed to the HOMO level. The full relaxation time of the hot hole on Level 4 is about 100 fs, as shown in Fig. 4(b).

Fig. 4. The changes of (a) the total energy (electronic and nuclear kinetic) and the electronic energy (potential energy), and (b) the electron occupations at different levels (states) in a rt-TDDFT simulation with the detailed balance satisfied. At $t = 0$, one electron is ejected from Level 4; therefore, its initial occupation is 1.
Using the above rt-TDDFT simulations, we systematically studied the hot hole relaxations and the corresponding molecule dissociation processes for all the initial ionization levels (Level 1–13). The total simulation time for each case was 300 fs. Although the initial kinetic energy of random atomic movements caused by the 350 K temperature can modify the results slightly, the overall different initial velocities do not change the results significantly. From the occupation changes during the rt-TDDFT simulation (e.g., in Fig. 4(b)), we can derive the times for the hot hole to cool from the initial ionization level to higher-energy levels. The results for the different initial ionization levels are shown in Fig. 5(a). The cooling times fall in the range from 40 fs to 160 fs.

During these simulations, we can also monitor whether the ionized molecule dissociates into different fragments. This is determined by the bond length changes of the molecule. When the atom–atom distance is beyond a certain cutoff and never comes back within a certain period, we can judge that the molecule has dissociated into small fragments, as described in Section 2 of the ESI†. The dissociation times for different ionization levels are also plotted in Fig. 5(a). The corresponding patterns of dissociation are listed in Table 1.

As one can see from Fig. 5(a), remarkably, for most cases, the dissociation time and cooling time are close to each other. After the carrier cools, all its energy has been converted into kinetic energy of the molecule, and the system is in its electronic ground state. This means when the molecule is broken into two fragments during the hot hole cooling, it is the large kinetic energy increase (contributed by the hot hole cooling) at the electronic ground state which plays a significant role, rather than the hot hole on a certain level (e.g., the missing of any particular bond orbital). Another important fact is that for all these fast dissociations (ionizations 3–11), we only observed the breaking of the C–C bond, as shown in Table 1. This high probability of C–C bond breakdown is consistent with the high intensity of CH$_3$O$^+$ fragments observed in the mass spectrum shown in Fig. 6(a).

When the initial ionization levels are Level 12, 13, or 1, 2, the process after ionization is quite different. Firstly, when the ionization occurs at Level 12 or 13 (HOMO level), no dissociation is observed during our simulation for 300 fs. The consequence of this will be discussed later in the last subsection of the Results and discussion.

Secondly, when the ionization occurs at Level 1 or 2, the dissociation occurs very quickly, before the hot hole is fully cooled. Especially for Level 1, the dissociation is extremely fast and happens in a few femtoseconds. For both Level 1 and 2, the dissociation patterns are different from those for the other levels. Here, the C–O bond is broken, and one OH group will move away. This results in a CH$_2$–CH$_3$ group in the case of Level 2. In the case of Level 1, a H is transferred from one C to another C, resulting in the formation of a CH$_3$ group. These two

| Initial ionization level | Dissociation to different fragments |
|-------------------------|-------------------------------------|
| 1                       | C$_2$H$_4$O$_2^+$ → C$_2$H$_3$O$^+$ (CH$_3$CHOH$^+$) + OH |
| 2                       | C$_2$H$_4$O$_2^+$ → C$_2$H$_4$O$^+$ (CH$_3$CHOH$^+$) + OH |
| 3–11                    | C$_2$H$_6$O$_2^+$ → CH$_2$O$^+$ + CH$_4$ |
| 12–13                   | No dissociation observed |

Fig. 5 (a) The times for molecule dissociation and the times for full nonadiabatic cooling of the hot hole carriers (the time to reach thermodynamic equilibrium); (b) the times for Auger decay and the times for initial cooling (the occupation of the initial ionized level increases to 2) of the hot hole carriers after one electron is ejected and a hot hole is formed on different levels of C$_2$H$_6$O$_2$. The Auger decay can only occur for Level 1–5.

Fig. 6 (a) The experimental mass spectra of the charged fragments from the dissociation of C$_2$H$_6$O$_2$ molecule under the illumination of electron beams with different incident energies of 30, 50 and 70 eV, reproduced from ref. 16. (b) The calculated energy costs for the dissociation of the doubly-ionized C$_2$H$_6$O$_2^{2+}$ and singly-ionized C$_2$H$_6$O$_2^{+}$ into different fragments. Negative dissociation energy means the dissociation is exothermic, while positive energy means the dissociation is endothermic. The dissociation energies were calculated according to the electronic ground state energies of the reaction species.
processes are shown in Fig. S2(a and b) of the ESI, respectively. Note that although the positively charged fragments of the two dissociations can both be denoted as C\(_2\)H\(_6\)O\(_2^+\), they actually have different structures. According to the rt-TDDFT simulations, we should observe the two different C\(_2\)H\(_6\)O\(_2^+\) fragments experimentally; however, the probability for the experimental observation of C\(_2\)H\(_6\)O\(_2^+\) is quite small according to the mass spectrum shown in Fig. 6(a). To explain this, we investigate the effects of the Auger process in the next section.

**Double ionization and dissociation induced by ultra-fast Auger processes**

When the initial ionization occurs at a deep level (Level 1, 2, 3, 4 or 5), the hot hole is deep enough in energy that one electron on a higher energy level can jump down to this level and emit one electron to the vacuum from another level in order to satisfy energy conservation. This is an Auger process. The lifetime \(\tau\) of this Auger process can be calculated as:

\[
\tau^{-1} = \frac{\Gamma}{\hbar} \sum_{l} |J(j, k, l, m)|^2 \tag{7}
\]

where

\[
J(j, k, l, m) = \sum_{l'} \phi_j^*(r) \phi_k^*(r) \frac{e^2}{|r - r'|} \phi_l(r) \phi_m(r') d^3r d^3r' \tag{8}
\]

\[
\Delta E = E(k) - E(m) + E(j) - E(l) \tag{9}
\]

\(\Gamma\) is a phonon broadening factor, which was set to 30 meV in our calculations. Tests showed that the final result is insensitive to this parameter due to the integration over the final state. \(m\) is the index of the original hot hole level at \(t = 0\), \(k\) is the index of the level from which one electron jumps down to Level \(m\), and \(j\) is the index of the level from which one electron is ejected into the vacuum state, as shown in Fig. S3 of the ESI. \(\Delta E\) is the energy difference between the initial and final states. \(\phi_j, \phi_k, \phi_l, \phi_m\) are provided by the DFT calculations, the emitted state \(\phi_j\) is approximated by plane-wave functions and then orthogonalized to all the bound states in C\(_2\)H\(_6\)O\(_2\). This orthogonalization is important because the four-center integral of eqn (8) depends sensitively on the orthogonalization between \(\phi_j, \phi_m\). To obtain the total Auger rate by eqn (7), we integrated over all the final states \(\phi_l\) for the different plane-wave \(k\)-vectors, while the energy conservation was taken into account by the broadened delta function in eqn (7). No screening was used in calculating the four-center integral of eqn (8) because this is a molecule system, so the dielectric screening is usually rather small.

For each original hot hole Level \(m\), multiple Auger channels \((j, k)\) can occur. For example, for the hot hole on Level 2, up to 41 possible \((j, k)\) channels of Auger processes were found, and their Auger rates were all calculated. All the possible channels of the Auger processes are listed in Table S1 of the ESI. The total Auger rate was calculated from eqn (7) by summing up all the channels, as shown in Fig. 5(b). We can see that the Auger lifetime increases dramatically with the initial hot hole level. This is mainly due to the available density of states of the emitted state \(l\) for a deep initial level. The overall lifetimes of the Auger processes of Level 1, 2 and 3 are extremely fast, on the time scale of a few femtoseconds. They are all quicker than the initial hot hole cooling process caused by electron-phonon coupling. Here, to compare to the Auger process, we chose the initial cooling times of the hot holes during the rt-TDDFT simulations. This initial cooling time is defined as the time when the initial hot hole level is fully occupied instead of the full relaxation time for the hot hole to relax all the way to the HOMO level. As soon as the original hot level is occupied, the corresponding Auger process of that \(nl\) level in eqn (7) will no longer be possible. As shown in Fig. 5(b), for Level 1, 2 or 3, the Auger process is faster than the initial cooling time of the hot hole; thus, the Auger process and the secondary ionization (double ionization) will occur. On the other hand, for 4 and 5, the secondary ionization will not occur.

Because the Auger process occurs if a hot hole is formed on Level 1, 2 or 3, the singly-ionized C\(_2\)H\(_6\)O\(_2^+\) will become the doubly-ionized C\(_2\)H\(_6\)O\(_2^{2+}\). This explains why the predicted fragments C\(_2\)H\(_6\)O\(_2^+\) for Level 1 and 2 in Table 1 (as a result of nonadiabatic decay) are not observed experimentally in Fig. 6(a). C\(_2\)H\(_6\)O\(_2^{2+}\) is not stable; the Coulomb explosion will break it into two fragments. From the pure energy consideration, it can have two different pathways of dissociation. One is into CH\(_3\)O\(_+\) + CH\(_3\)O\(_+\), and the other is into CH\(_3\)O\(_+\) + CHO\(_+\). Both dissociation processes are exothermic, as shown by the calculated energy change of the dissociation in Fig. 6(b). The released energies are quite large and are both about 8 eV.

The first possible dissociation product of the doubly-ionized C\(_2\)H\(_6\)O\(_2^{2+}\) is CH\(_3\)O\(_+\) + CH\(_3\)O\(_+\); thus, only the fragment CH\(_3\)O\(_+\) can be observed (because only charged fragments can be observed by mass spectroscopy), which is the same as the fragment CH\(_3\)O\(_+\) for Level 3–11 in Table 1. This also explains the high intensity of CH\(_3\)O\(_+\) observed in the mass spectrum shown in Fig. 6(a).

The second possible dissociation product of the doubly-ionized C\(_2\)H\(_6\)O\(_2^{2+}\) is CH\(_3\)O\(_+\) + CHO\(_+\). However, according to Fig. 6(a), only the fragment CH\(_3\)O\(_+\) is observed, and CHO\(_+\) is not observed in the mass spectrum when the electron beam energy is 30 eV; meanwhile, they are both observed when the electron beam energy is 50 or 70 eV. This indicates the CH\(_3\)O\(_+\) in the 30 eV case must come from a different channel instead of from the doubly-ionized C\(_2\)H\(_6\)O\(_2^{2+}\). This is also consistent with the fact that for 30 eV, in comparison with the 50 and 70 eV cases, the initial ionization cross sections for Level 1 and 2 are very small, as shown in Fig. 3. Thus, the Auger effect will be small in the case of 30 eV. On the other hand, for 50 and 70 eV, the Auger effects are large, and we do see both CH\(_3\)O\(_+\) and CHO\(_+\) in similar amplitudes due to the Auger process.

**Slow thermodynamic dissociation of the singly-ionized molecule**

If the initial ionization is on a high-energy level, such as Levels 12 and 13, no fragmentation is observed in our direct rt-TDDFT simulations, as shown in Table 1; meanwhile, there is also not
enough energy for an Auger process to cause double-ionization-induced dissociation. However, the ionized C₂H₅O₂⁺ can still dissociate because the nuclear kinetic energy increases during the hot hole relaxation and due to the structural reorganization after a hot hole is formed. The increased kinetic energy can overcome some of the dissociation energies, as shown in Fig. 6(b), and cause slow dissociation of the ionized C₂H₅O₂⁺ from the thermodynamic point of view.

In Fig. 6(b), the thermodynamic energy costs for the dissociation of C₂H₅O₂⁺ into different fragments are calculated. The energy cost is defined as the change from the energy of the ionized C₂H₅O₂⁺ at its ground state (after the hot hole has been cooled to the HOMO level) to the sum of the energies of all the fragments at their ground states (the whole system of all the fragments has one positive charge). The calculated energies of all the fragments in either neutral or +1 charged states are also listed in Table S2.† Compared to the energy of the ionized C₂H₅O₂⁺ at its ground state, the total energies of the dissociated fragments are all higher; therefore, the energy costs of all the dissociation paths are positive, in the range from 0.2 eV to 5.5 eV.

Because the energy costs are all positive, additional energies are needed to drive these endothermic reactions. If the nuclear kinetic energy is high enough, these dissociations are still possible. This nuclear kinetic energy can come from two sources after an electron is ejected and a hot hole is formed: (i) the nonadiabatic decay and cooling of the hot hole carrier if the original ionization is at Level 1–12, which can convert the eigenenergy difference between the ionized energy level and the HOMO level to nuclear kinetic energy; and (ii) the reorganization energy of C₂H₅O₂⁺ from the original unrelaxed structure of the neutral state (the structure immediately after ionization) to the ground state structure of C₂H₅O₂⁺. Our calculations show that the reorganization energy can be as large as 0.7 eV for Levels 12 and 13. The energy from the hot carrier cooling increases significantly as the initial ionization level becomes deeper. The sum of the two energies increases from 0.7 eV to about 27 eV as the initial ionization level changes from Level 13 to Level 1. Therefore, the increased kinetic energy is close to the energy costs of the dissociation shown in Fig. 6(b); therefore, slow dissociation becomes possible. However, this slow thermally activated dissociation should be in competition with the direct fast nonadiabatic decay-caused dissociation observed in our rt-TDDFT simulation. As shown in Fig. 5(a), in this nonadiabatic process, the time for dissociation is correlated with the time for electronic cooling. This indicates that this dissociation is similar to a ballistic process. Therefore, if this dissociation is possible, the thermally activated slow process will not be competitive. As a result, the thermally activated process may only be relevant for Level 12 and 13 ionizations.

As discussed above, the peaks of CH₃O⁺ and CHO⁺ under illumination of the 50 or 70 eV electron beams result from the dissociation of the doubly-ionized C₂H₅O₂²⁺ after the Auger process; however, only the peak of CH₃O⁺ is observed for the 30 eV electron beam, which indicates that it is not caused by the Auger effect. However, the CH₃O⁺ in the 30 eV case can be explained by the thermally activated slow process for Level 12–13 ionization through the C₂H₅O₂⁺ → CH₃O⁺ + CHO process, which has an energy cost of around 1.2 eV. The kinetic energy gain from Level 12 ionization is also around 1.2 eV, which is sufficient to cause the above dissociation but insufficient to cause the CH₃O⁺ + CHO dissociation (this process requires about 2.2 eV to occur). Because CH₃O⁺ + CHO dissociation requires two H atoms to transfer from one C to another C, it will be slow and will only happen in the electronic ground state instead of during the fast hot hole cooling process. When the energy of the electron beam is low (e.g., 30 eV), the ionization on the higher energy levels (Level 12 or 13) has larger cross-sections, as shown in Fig. 3; therefore, this slow dissociation becomes more dominant, explaining the high CH₃O⁺ peak in Fig. 5(a).

One remaining puzzle is the dissociation into C₂H₄O⁺ + H₂O. According to our ground state energy calculations, the energy cost of this dissociation is rather small; thus, it should be possible, and the charged C₂H₄O⁺ fragment should be observed. However, no strong peak is observed experimentally for C₂H₄O⁺, as shown in Fig. 6(a). One possible reason is that due to the high barrier of this reaction, this dissociation path is very improbable, as claimed by Li et al.** using electronic ground state calculations.

Finally, we note that we have yet to find the formation of CH₃⁺ in our above analysis; however, the mass spectra show that CH₃⁺ is formed under 50 or 70 eV electron beam illumination. We propose that the CH₃⁺ arises from a secondary dissociation of CH₂O⁺ into CH₃⁺ and H₂O, as first studied in ref. 16. This secondary dissociation requires a dissociation energy of about 3.3 eV, as shown in Fig. 6(b); therefore, in the 30 eV case, it cannot occur from CH₂O⁺, which arises from dissociation due to Level 12 ionization, and very little kinetic energy should remain in CH₂O⁺. However, large kinetic energy in CH₂O⁺ is possible in the 50 and 70 eV cases because it arises from exothermic C₂H₅O₂²⁺ dissociation, which can release 8 eV kinetic energy, as shown in Fig. 6(b). This agrees with the experimental observation that CH₃⁺ only appears in the 50 and 70 eV electron beam cases.

Putting together all the dissociation paths and their competitions, we have tentatively assigned the underlying mechanisms of the main peaks to different dissociation channels (paths) under the illumination of electron beams with different incident energies, as shown in Fig. 7. Note that our results can be verified...
by future time-resolved mass spectroscopy experiments to distinguish the fast and slow dissociation channels.

Conclusions

In summary, we have developed a systematic procedure to study the whole radiolysis-induced molecule damaging process. This includes the initial ionization cross-section calculations of different electronic levels under the illumination of electron beams with different incident energies; the nonadiabatic hot carrier cooling calculation following the initial ionization and the associated molecule fragmentation by applying the newly developed rt-TDDFT method, which incorporates the detailed balance; the lifetime calculation of the Auger secondary ionization process; and the calculation of the thermodynamic dissociation energies at the final electronic ground state. Taking the dissociation processes of C2H6O2 molecule after the initial radiolysis ionization caused by LEEB illumination as an example, through systematical calculations using these methods and comparing the time scales and competitiveness of different dissociation paths, we have revealed the underlying mechanisms of the peaks of different charged fragments in the observed mass spectra. We are not at the level of predicting the quantitative value of the amplitude of each peak; however, we can tentatively assign the origin of each peak and predict the trend of its amplitude as a function of the illuminating electron beam energy. We found three categories of dissociation paths: the fast and ballistic dissociation during hot hole carrier cooling (CH5O\(^+\)); the fast Coulomb explosion caused by secondary ionization due to the Auger effect (CH2O\(^+\), CHO\(^+\) for the 50 and 70 eV electron beams); the slow dissociation driven by the kinetic energy at the electronic ground state (CH(O\(^+\)) for the 30 eV electron beam); and the secondary fragment decay from the initial decay fragments (CH\(_2\)O\(^+\) decayed from CH\(_3\)O\(^+\) for the 50 and 70 eV electron beams). Our results explain all the main peaks in the experimentally observed mass spectra and their relative amplitudes and qualitative trends as a function of the electron beam energy. Our work demonstrates that it is now possible to use ab initio calculations to understand the complex underlying mechanisms of molecule damage under electron beam illumination in TEM experiments. The insights provided by the current work and the identification of different dissociation paths can help us to find solutions to mitigate the molecule damage problem in TEM experiments as well as in many other applications. The methods developed here can also be adopted for the study of defect formation or bond breaking processes in bulk materials under electron beam illumination.
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