Abstract: Recurrent neural networks (RNNs) are neural networks (NN) designed for time-series applications. There is a growing interest in running RNNs to support these applications on edge devices. However, RNNs have large memory and computational demands that make them challenging to implement on edge devices. Quantization is used to shrink the size and the computational needs of such models by decreasing weights and activation precision. Further, the delta networks method increases the sparsity in activation vectors by relying on the temporal relationship between successive input sequences to eliminate repeated computations and memory accesses. In this paper, we study the effect of quantization on LSTM-, GRU-, LiGRU-, and SRU-based RNN models for speech recognition on the TIMIT dataset. We show how to apply post-training quantization on these models with a minimal increase in the error by skipping quantization of selected paths. In addition, we show that the quantization of activation vectors in RNNs to integer precision leads to considerable sparsity if the delta networks method is applied. Then, we propose a method for increasing the sparsity in the activation vectors while minimizing the error and maximizing the percentage of eliminated computations. The proposed quantization method managed to compress the four models more than 85%, with an error increase of 0.6, 0, 2.1, and 0.2 percentage points, respectively. By applying the delta networks method to the quantized models, more than 50% of the operations can be eliminated, in most cases with only a minor increase in the error. Comparing the four models to each other under the quantization and delta networks method, we found that compressed LSTM-based models are the most optimum solutions at low-error-rates constraints. The compressed SRU-based models are the smallest in size, suitable when higher error rates are acceptable, and the compressed LiGRU-based models have the highest number of eliminated operations.
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1. Introduction

A recurrent neural network (RNN) is a neural network (NN) that can handle the temporal relationship between inputs or outputs in time-series applications. RNNs are found in speech recognition, language translation, video-captioning, and many other applications. These applications are essential on edge devices used in cars, smart homes, and wearable devices. Like all other NNs, RNNs suffer from high computation and memory requirements, making realizing it on edge devices a challenging mission [1]. RNNs can be subjected to algorithmic optimization before deployment to decrease their size and increase the implementation efficiency on edge devices [1].

In this work, we focus on two kinds of model optimization. The first is quantization, where fewer bits are used for the weights and activation vectors. Quantization significantly enhances the performance on embedded platforms by compressing the model’s size. A compressed model can be stored in the on-chip memory and saves time and energy during the frequent loading of data from off-chip memory. In addition, the decreased
precision of operands requires less complex multipliers and runs faster than full-precision operations. The second model optimization we apply in this work is the delta networks method. The idea of the delta networks method is based on the high similarity between input vectors in temporally related applications and the needlessness of repeating computations for highly similar data. Thus, input and activation vectors are compared with the vectors of previous time-steps. If the difference between any two corresponding elements is less than a predefined delta threshold $\theta$, the computations for this element are eliminated.

The sparsity generated by applying the delta algorithm is sparsity in the vector, not the matrix. If the matrix-to-vector ($M \times V$) multiplications are carried out in a column-wise fashion, handling the sparsity becomes easier [2,3]. Each zero in the vector is multiplied by a column in the matrix. Thus, it is possible to eliminate loading a complete column from the weight matrix once a zero is detected in the delta vector. Then, this column is also eliminated from the $M \times V$ multiplications.

Applying model optimizations on RNNs can affect the accuracy of the model. Thus, retraining is usually applied to retain the loss of accuracy. On the other hand, it is possible to skip the training step by using more cautious methods during the optimization. For example, the selection of the clipping threshold during quantization has an influential role in decreasing the quantization error without the requirement of retraining. Post-training optimizations are also helpful in scenarios with no training data available, possibly for security reasons or due to the lack of training servers. We adopt a post-training approach while applying the model optimizations in this work.

In this article, we apply our experiments on four different recurrent neural network models based on LSTM, GRU, LiGRU, and SRU units for speech recognition on the TIMIT dataset. We studied the quantization of SRU-based models earlier [4]. We found that SRU-based models can be compressed to very small-sized models with a small increase to their baseline model’s error. In addition, the removal of the previous time-step vectors from $M \times V$ computations made it possible to parallelize their execution over multiple time-steps. This property made SRU-based models favorable from a hardware-implementation perspective. In this work, we apply the post-training quantization on the four models. Then, we combine the quantization with the delta networks method and evaluate the combined effect on the error rate and percentage of eliminated computations. Finally, we compare the four studied models under compression to determine which model will perform better in different scenarios. The contributions of this work are summarized as follow:

- We propose “selected path skipping” during the quantization of recurrent units to decrease the error rates.
- We analyze and show a positive synergic effect of quantization on the delta networks method.
- We propose a method for delta threshold selection in a post-training scenario.
- We compare the four RNN models to find the smallest size and least number of operations at different error levels.

This article is organized as follows. Section 2 presents related research. Section 3 discusses RNN models and optimization methods briefly. Afterwards, Section 4 explains how we optimize the RNN models, and Section 5 evaluates the optimization of RNN models understudy. In Section 6, we compare the results from Section 5, and the concluding remarks are provided in Section 7.

2. Related Work

In this section, we discuss the work related to this article. First, we discuss the post-training quantization of neural networks. Then, we discuss the work done on RNN models using the delta algorithm.

Several work have been done on the post-training quantization of CNNs for image applications [5–9] and RNNs for text/language applications [8,10]. Banner et al. combined their proposed clipping method (ACIQ) with a bit-channel allocation policy and bias correction to minimize the accuracy loss [5]. They carried out experiments on six ImageNet models using 4/8-bit for weights and activations. Zhao et al. leveraged the Net2WiderNet
layers transformations to improve the quantization by outlier channel splitting (OCS) [8,11]. OCS reduces the magnitude of the outlier neurons by duplicating them and then halving the neurons’ output values or their outgoing weights to preserve the functional correctness. By using OCS solely or by combining it with clipping methods, they quantized the models to 8-, 6-, and 4-bit while preserving high accuracy for ImageNet and WikiText-2 models.

ZeroQ used distilled data generated during training and fed it to the model to get a statistical distribution similar to that of the original model [9]. The distilled data distribution is used to compute the clipping range. Different precisions have been used for different layers, and an optimization algorithm was used to find the per-layer precision. ZeroQ was tested on ImageNet models as well, using 4- and 8-bit.

All previous post-training quantization methods do not require any training epochs after applying quantization. However, some data is required to calibrate or compute quantization clipping ranges. Nagel et al. proposed a data-free quantization method [6]. Their method successfully quantized ImageNet models to 8-bits but not less.

After the proposal of the delta networks method [12], some work has been done to apply the method to RNN models and design powerful accelerators that can run the algorithm. Gao et al. designed a one-layer GRU FPGA accelerator that uses 16-bit fixed-point operations [2]. They trained the model using the same delta threshold applied during inference and applied their method on the TIDIGIT dataset. They managed to reach up to 5.7× speedup with negligible accuracy loss.

EdgeDRNN is an accelerator that applied the delta network method on GRU-based models [13]. The accelerator uses an 8-bit integer for the weights and 16-bit fixed-point activations. A two-layer GRU-based model was trained while applying the delta network method on the TIGIT dataset. The word-error rate increased slightly from 0.77 to 1.3 on the TIDIGIT dataset to allow the arithmetic units to compute ten times faster.

Jo et al. proposed an accelerator that uses 8-bit integer MAC operations and applied the delta network method [3]. They reduced the operations by 55% on an LSTM model on the Librispeech dataset with only a 1% increase in error. Similarly, an AC codec based on the delta networks method for lossless compression has been proposed and implemented on a Zynq-7000 SoC board [14].

None of the discussed literature applied post-training quantization on GRU or LiGRU units. In addition, no one addressed the effect of applying the delta network method on integer-quantized RNNs. Nevertheless, the selection of the delta threshold in all of the previous work used to be heuristic, and no information could be predicted about how good or bad different thresholds were when applied to various models.

3. Background
3.1. Recurrent Neural Network Models

RNNs recognize the temporal relation between data sequences by adding recurrent layers to the NN model. The recurrent layer adds feedback from previous time steps and memory cells. In this paper, we use four types of recurrent layers, LSTM [15], GRU [16], LiGRU [17], and SRU [18]. Our primary focus is to decrease the computational complexity of the $M \times V$ multiplications. The LSTM has four equations with $M \times V$ multiplications, the input and the hidden-state vector (previous time-step output) are multiplied with weight matrices, added to bias, and applied to a non-linear function such as the forget-gate equation:

$$f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f),$$  \hspace{1cm} (1)

where $x_t$ is the input vector, $h_{t-1}$ is the hidden-state output vector, $W_{fx}$ is the input weight matrix, $W_{fh}$ is the hidden-state weight matrix, $b_f$ is the bias vector, and $\sigma$ is the sigmoid function. In the computation of the forget, input, and output gates the non-linear function is $\sigma$, while in the candidate-state equation, the non-linear function is $\tanh$:

$$\tilde{C}_t = \tanh(W_{Cx}x_t + W_{Ch}h_{t-1} + b_C),$$  \hspace{1cm} (2)
where $x_t$ is the input vector, $h_{t-1}$ is the hidden-state output vector, $W_c$ is the weight matrix, and $b_c$ is the bias vector. The GRU unit has three $M \times V$ equations: two gate equations (reset and update) using a $\sigma$ non-linear function and a candidate output vector equation using a tanh non-linear function. LiGRU is a light version of GRU that has only two $M \times V$ multiplications equations. One of them is the update gate using a $\sigma$ non-linear function, and the other is a candidate output vector equation using a RELU non-linear function. SRU implemented a different approach by removing the previous time steps from all $M \times V$ multiplications and using them only in element-wise computations. All the recurrent layers used in this work are bidirectional. The input is fed into the layer from past to future and future to past, which helps the network better understand the context.

In this work, we use the models provided by the Pytorch–Kaldi [19] library as illustrated in Figure 1. The Pytorch–Kaldi project develops hybrid speech recognition systems using state-of-the-art DNN/RNN, where Pytorch is used for the NN acoustic model. Feature extraction, label computation, and decoding are done by the Kaldi toolkit [20]. We used the logarithmic Mel-filter bank coefficients (FBANK) for feature extractions in our experiments. The acoustic model training labels come from a procedure of forced alignment between the speech features and the context-dependent phone state sequence. Afterwards, the features vector is fed into the Pytorch NN as input, and the output vector is generated in the form of posterior probabilities over phone states. Finally, the Kaldi decoder computes the final word-error-rate (WER). We trained the model using the TIMIT dataset for 24 epochs as configured in the Pytorch–Kaldi default experiments. TIMIT is a dataset composed of recordings of 630 different speakers using six different American English dialects, where each speaker is reading up to 10 sentences [21].

Figure 1. The ASR models using KALDI for feature extraction and decoding and RNN for speech recognition. The RNN can be a LSTM-, GRU-, LiGRU-, or SRU-based model.

3.2. Post-Training Quantization

Quantization compressed the NN model by reducing the precision of weights and activations. NN models can be quantized to 16-bit fixed-point—which usually does not affect the model’s accuracy—or to integer precisions [22]. Integer quantization makes the deployment of NN models on embedded platforms more feasible [23,24]. The precision can be reduced to anything between 8-bit and 1-bit. However, Integer quantization can
highly degrade model accuracy, and training is required to correct for the accuracy loss in such cases.

Alternatively, certain post-training processing methods using wiser quantization have been proposed to eliminate the need for training after quantization. It has been observed that the outlier values in the full-precision vectors unnecessarily consume the allowed integer precision. Thus, clipping the data range and outlier saturation is extensively used for post-training quantization [7,8]. One other solution, called outlier channel splitting (OCS), reduces the outlier effect by duplicating the channels with outlier values. Then, the output values or their outgoing weights are halved to preserve the correctness of computations [8]. Unfortunately, channel duplication leads to an increase in the model size. In this work, we apply clipping during integer linear quantization using the minimum mean square error (MMSE) clipping-threshold-selection method [25].

3.3. Delta Networks Method

The Delta networks method changes the \( M \times V \) computation without affecting the result [12] by capturing the redundancy in input/hidden vectors and eliminating repeated computations. So, the equation was initially:

\[
MV_t = W_t x_t + W_h h_{t-1},
\]

where \( MV_t \) is the matrix-to-vector multiplication result in the current time-step, \( W_t \) is the input weight matrix, \( x_t \) is the input vector, \( W_h \) is the recurrent weight matrix, and \( h_{t-1} \) is the hidden-state vector. The equation is changed to:

\[
MV_t = W_t \Delta_x + W_h \Delta_h + MV_{t-1},
\]

where \( \Delta_x = x_t - x_{t-1}, \Delta_h = h_{t-1} - h_{t-2} \), and \( MV_{t-1} \) is the matrix-to-vector multiplication result in the previous time-step.

The delta vectors will have zeros for each two similar values in successive vectors. Later, when the delta vectors are used in \( M \times V \) computations, computations corresponding to the zeros will be eliminated. As a further development, approximation was added to the method to increase the quantity of zeros in the delta vectors. When comparing successive vectors, values do not have to be exactly the same to put a zero in the delta vector. Instead, a delta threshold \( \Theta \) is defined, and if the difference between two values is less than \( \Theta \), they are considered similar, and zero is placed in the delta threshold [12]. However, if we only compare two time-step vectors, we may suffer from error accumulation over time steps. For instance, the input vector \( x_t \) can increase every time-step with a value close to \( \Theta \), and the method will keep eliminating the vector computations. Thus, the delta method authors introduced memory records (states) to store the last values that caused the over-threshold changes. The states equations are as follow:

\[
\hat{x}_{i,t-1} = \begin{cases} 
  x_{i,t-1} & \text{if } |x_{i,t-1} - \hat{x}_{i,t-2}| \leq \Theta, \\
  \hat{x}_{i,t-2} & \text{otherwise},
\end{cases} \\
\hat{h}_{i,t-1} = \begin{cases} 
  h_{i,t-1} & \text{if } |h_{i,t} - \hat{h}_{i,t-2}| \leq \Theta, \\
  \hat{h}_{i,t-2} & \text{otherwise},
\end{cases}
\]

where the states \( \hat{x}_{i,t-1} \) and \( \hat{h}_{i,t-1} \) store the last change to the element \( i \) in the input and hidden state vectors, respectively. The new delta vectors equations are:

\[
\Delta x_{i,t} = \begin{cases} 
  x_{i,t} - \hat{x}_{i,t-1} & \text{if } |x_{i,t} - \hat{x}_{i,t-1}| > \Theta, \\
  0 & \text{otherwise},
\end{cases} \\
\Delta h_{i,t} = \begin{cases} 
  h_{i,t} - \hat{h}_{i,t-1} & \text{if } |h_{i,t} - \hat{h}_{i,t-1}| > \Theta, \\
  0 & \text{otherwise}.
\end{cases}
\]
To compute the delta vectors $\Delta x_i, t$ and $\Delta h_i, t$, the current input and hidden-state vectors are compared to the state vectors, and if the difference between each pair of elements $i$ is less than $\Theta$, the $i$ element is set to zero in the delta vector.

4. Method

This section discusses the post-training quantization of different recurrent layers. Then, it shows how the delta networks method benefits from integer quantization. Finally, it presents the method of delta threshold selection for different RNN models.

4.1. Quantization of Recurrent Neural Networks Models

The recurrent layers are mainly composed of $M \times V$ multiplications between weight matrices and input or hidden state vectors, element-wise arithmetic operations, and non-linear operations. Since the bottleneck for computations in the recurrent layers is the $M \times V$ multiplications, we do not quantize any other part in the layer. Initially, we quantize the weight matrices to integer precision and keep all other weights in a 16-bit fixed-point format. During inference, all vectors are in a 16-bit fixed-point format. Before the $M \times V$ operations, the activation vector is quantized to the required integer precision. After $M \times V$ is carried out, the activation vector is requantized back to a 16-bit fixed point as seen in Figure 2. We used linear quantization to quantize the weights to integer precisions, and we used the minimum mean square error (MMSE) method to determine the clipping threshold [25] during quantization. In our code, we used the implementation of MMSE clipping provided by other work on Github [8]. We had to modify the code to support varying precisions between model layers and to support recurrent neural network layers. The range of the quantized values are $(-128:127)$, $(-8:7)$, and $(-2:1)$ for 8-bit, 4-bit, and 2-bit, respectively. The same quantization method is used during integer quantization of activation. A portion of validation data is used during the clipping threshold computation since it is not feasible to be computed during inference on edge devices. It requires the computation of the range of the activation vector.

As we mentioned, all other weights are kept in a 16-bit fixed-point format. To quantize to fixed-point, we compute the number of bits that are enough to store the integer part, and the remaining bits are used to store the approximated fraction part. To requantize integer vectors into fixed-point values, integer values are divided by a scale value computed earlier, using the validation data to be in the same range as if quantization had not been applied.

During the quantization of LSTM, GRU, and LiGRU, we have experimented with turning off quantization in some gates to see if any of the gates are more sensitive to quantization. We found out that in each of the recurrent models there is a gate for which we can skip integer quantization in the recurrent computation of the gate to have a much lower quantization error. In LSTM, the skipped part is the candidate state computation. In GRU and LiGRU, the skipped part is the candidate output vector computation. In SRU, this skipping is not applied, as the SRU has no $M \times V$ applied to the hidden state vector. In Figure 2, we show an example of $M \times V$ computations in a gate during integer quantization, and we show how we skip the quantization in the recurrent part of the gate computation.
Figure 2. Integer matrix-to-vector ($M \times V$) multiplication in a recurrent unit gate. Both of the input and the hidden state vectors are quantized to integer precision. Then, matrix-to-vector multiplication is applied between integer vectors and integer weights. Then, the vectors are re-quantized to a 16-bit fixed point. If the gate is configured to skip the recurrent path quantization. The hidden state vector is kept in a 16-bit fixed-point by skipping quantization; then it is multiplied with fixed point weights and requantization is skipped.

4.2. Applying the Delta Networks Method on Quantized Recurrent Models

We have studied the effect of activation vector integer quantization on successive input and hidden state vectors in different types of recurrent models. We computed the delta vector described in Equation (5). Then, we computed the histogram of the delta vectors. We found that delta vectors have a high percentage of zeros among their values. Thus, if the delta networks method is applied during inference, many computations can be eliminated without any effect on accuracy. We believe that integer quantization, while decreasing the resolution of fixed-point values, quantized many values to be the same. Thus, integer quantization acted as a double weapon. To visualize this effect, we selected two quantization configurations with 8-bit and 4-bit as activation precision. In Figure 3, for these two quantization configurations, in the x-axis, we put the possible numerical values that can be found in the delta vector. In the y-axis, we plot the frequency of appearance of this value in the vector added to the frequencies of appearance of all values less than this value. So, if we look at the figure we see the percentage of computations that can be eliminated if a specific value is selected as a delta threshold. As we see in Figure 3, different recurrent models show different behaviors. The LiGRU-based model has a high percentage of eliminated operations (EO) at zero delta threshold even for 8-bit activations. LSTM and GRU each have around 50% of EO percentage at 4-bit activations while having a low EO percentage at 8-bit activations. However, the 8-bit plot shows that more operations can be eliminated if the delta threshold is increased over zero.

Thus, the next step would be to increase the delta threshold in a post-training scenario to maximize the percentage of eliminated operations (EO) with a minimal effect on accuracy. As we see in Figure 3, different delta thresholds have different effects on RNN models’ percentage of EO. Consequently, we expect various delta thresholds to have different effects on the accuracy levels of different RNN models. Thus, we will use a simple approach
to explore the sensitivity of RNN models to delta thresholds at different activations’ precisions. For each model, we want to decide on a threshold for delta for the input vectors, hidden state vectors, and FC activation vector in two cases: once when the vector precision is an 8-bit integer and once when it is a 4-bit integer. Thus, we form some combinations of possible delta thresholds and apply them during quantization then run inference using a portion of the validation data. We selected half of the validation data that would resemble the same distribution of speaker gender and dialects in the testing dataset. Then, we plotted the resulting error rate versus the resulting EO percentage and drew a Pareto curve for the dominating points. Then, we selected the point that would maximize the increase in the EO while minimizing the error increase if found.

Figure 3. The eliminated operations potential plotted vs the delta threshold. In a delta vector, we computed the eliminated operations potential as the summed frequency of the delta threshold and all smaller delta thresholds. So, if a value is selected as a delta threshold, we can predict how many operations will be eliminated.

In Figure 4, we plot the Pareto curve for the LSTM model for 8-bit activations. We use a quantized model that has all the weights and activations in 8-bit. At 8-bit integer, the possible thresholds are (0, 8, 16, 32, 48, ... ). We evaluate combinations of thresholds until the error levels stop being acceptable. In Figure 4, we show how we select the delta-thresholds to further increase the percentage of EO in the LSTM model. We select a threshold of 8 for the input and hidden state vectors and for the FC activation vector. We follow the same method for all types of models under-study. The LiGRU model and the SRU model show a higher increase in the EO percentage with lower thresholds in Figure 3. Thus, we add 4 as a possible threshold in their case. In the case of 4-bit activations, the possible delta thresholds are (0, 1, 2, 3, ... ). We skip the first layer from the study by keeping the delta threshold 0, and we do not quantize it to 4-bit (i.e., we kept it at 8-bit) to prevent its higher sensitivity to compression to affect the results.

As we mentioned earlier, SRU models do not have recurrent vectors involved in the $M \times V$ multiplication. Thus, we keep the hidden state vectors in a 16-bit fixed-point format. Also, as we see in Figure 1, the SRU model has projection layers in-between the SRU layers that are not present in the other models we studied. Thus, the three thresholds in the SRU case are the input vector, the projection layer activation vector, and the FC activation vector. Later, in Section 5, we will examine the effect of applying the chosen thresholds on different configurations of quantization of the models under study.
Figure 4. The selection of the delta thresholds for the LSTM-based models with 8-bit integer activation vectors. A threshold of 8 is selected for the input vector, hidden vector, and FC activation vector.

5. Evaluation

This section evaluates the effect of quantization with operations elimination on different RNN models. First, we show the impact of selected recurrent path skipping from integer quantization in LSTM-, GRU-, and LiGRU-based models. Then, we evaluate the effect of post-training quantization with different precision configurations. Finally, we assess the effect of applying the delta networks method on the quantized models using the delta threshold of zero and higher values.

5.1. Impact of Skipping Quantization in Selected Recurrent Paths

In this section, we show how to decrease the error of quantized models by skipping selected paths during quantization. As mentioned in Section 4, the paths to skip are the recurrent path in the candidate output computation equation in GRU and LiGRU and the candidate state computation in the LSTM. In Table 1, we quantize the LSTM-, GRU-, and LiGRU-based models to 8-bit and 4-bit integers. We show the resulting error rate and size in three cases. In the first case, all the paths in all the gates are quantized to integer precision. In the second case, we skip the early stated selected recurrent path. In the third case, we do not skip the selected path in the last two layers. We think that the last two layers may not suffer from quantization in the same way as the early layers. Thus, we might increase the compression ratio in the third case without increasing the error as much.

As observed in Table 1, the error decreased by about 2% in the LSTM-based model. In the GRU- and LiGRU-based models, the decrease is even more, ranging between 3.8% and 6%. The path skipping increased the models’ sizes by 1 or 2 MB. Not skipping the selected path in the last two layers decreased the effect of the skipping on the memory increase with a slight increase in the error rate. We apply the selected path skipping in all the layers during quantization in the later experiments. We want to decrease the error rate as much as possible and keep our choices simple for hardware implementation.
Table 1. The effect of selected path skipping during integer quantization of LSTM-, GRU-, and LiGRU-based models. The effect is evaluated at 8-bit and 4-bit quantization. The error and size are evaluated at three cases: no skip—no path skipping is applied; skip—path skipping is applied to all model layers; skip part—path skip is not applied to last two recurrent layers in the model. WER is the testing word-error-rate of the models.

| Type  | Sol. | No Skip | Skip | Skip Part |
|-------|------|---------|------|-----------|
|       | WER  | Size    | WER  | Size      | WER  | Size  |
| LSTM  | 8-bit| 16%     | 13.6 | 14.2%     | 14.8 | 14.4% | 14.2 |
|       | 4-bit| 17.2%   | 6.8  | 15.1%     | 8.5  | 15.1% | 7.7  |
| GRU   | 8-bit| 19.3%   | 13.3 | 15.5%     | 14.8 | 15.6% | 14.2 |
|       | 4-bit| 21.9%   | 6.7  | 16%       | 8.8  | 16.3% | 8    |
| LiGRU | 8-bit| 21%     | 9.6  | 14.9%     | 10.5 | 14.9% | 10   |
|       | 4-bit| 21.6%   | 4.8  | 15.5%     | 6.2  | 15.5% | 5.7  |

5.2. Post-Training Quantization of RNN Models

In this section, we apply post-training quantization on the four models visualized in Figure 1 with selected path skipping as explained in Section 4. We first quantize the models’ weights and activations to 16 bit-fixed and 8-bit, 4-bit, and 2-bit integers. Then we select eight mixed-precision configurations named $M_1$ to $M_8$. In the mixed-precisions configuration, we mix between 8-bit, 4-bit, and 2-bit weights and 8-bit and 4-bit activations. We select the precisions of the first layer input computations separately as we know it is the most sensitive layer [8]. The rest of the recurrent layer $M \times V$ multiplication operations have the same precision.

For each quantization configuration, we show the resulting testing error rate and the size of the model in Table 2. As observed in the table, all models maintain low error rates at 8-bit quantization. The error rate increases reasonably at 4-bit quantization, but at 2-bit quantization all the models fail. In the mixed-precision solutions, it is possible to quantize the models’ weights to 2-bit and have the activation with higher precision to achieve a reasonable error increase. Furthermore, if the first layer input computation is kept in 8-bit integer precision, the lowest error rates are achieved ($M_1$, $M_2$, $M_3$, $M_6$, and $M_7$). The LSTM-based and the SRU-based models keep the error increase between 0.5 p.p. (percentage points) and 1.7 p.p. (LSTM-based) and 2.5 p.p. (SRU-based) compared to their baseline errors. At the same time, the GRU model has a negligible increase in the error. In contrast, the increase of the baseline error of the LiGRU-based model is found higher.
Table 2. The result of applying post-training quantization on the LSTM-, GRU-, LiGRU-, and SRU-based models. The first row is for the baseline model size and error rate. The second four rows are for non-mixed quantization. The last group of rows are for selected mixed quantizations with integer precisions. \( L0x \) is the precision of first-layer input computations, while \( LXH \) is the precision of the rest of the layers’ input and recurrent (projection is SRU case) computations. FC is the precision of the FC layer. \( W/A \) denotes weight and activation precision. For each quantization configuration, we show the \( \text{WER} \), size.

| Sol. | \( L0X \) | \( LXH \) | FC | LSTM WER | LSTM Size | GRU WER | GRU Size | LiGRU WER | LiGRU Size | SRU WER | SRU Size |
|------|-----------|-----------|-----|---------|-----------|---------|-----------|-----------|-----------|---------|-----------|
| Base | 32/32     | 32/32     | 32/32| 14.1%   | 54.4      | 15.4%   | 53        | 14.5%     | 38.2      | 17.2%   | 21.2      |
| F-pt. | 16/16    | 16/16     | 16/16| 14.1%   | 27.2      | 15.4%   | 26.6      | 14.5%     | 19.1      | 17.2%   | 10.6      |
| 8-bit | 8/8       | 8/8       | 8/8 | 14.2%   | 14.8      | 15.5%   | 14.8      | 14.9%     | 10.5      | 16.9%   | 5.3       |
| 4-bit | 4/4       | 4/4       | 4/4 | 15.1%   | 8.5       | 16%     | 8.8       | 15.5%     | 6.2       | 17.9%   | 2.7       |
| M1   | 8/8       | 2/8       | 8/8 | 14.7%   | 7         | 15.4%   | 7.4       | 16.6%     | 5.6       | 17.9%   | 2.9       |
| M2   | 8/8       | 2/8       | 4/4 | 15.1%   | 6         | 15.5%   | 6.4       | 17.1%     | 4.6       | 18.4%   | 1.9       |
| M3   | 8/8       | 2/8       | 2/8 | 15.8%   | 5.5       | 15.7%   | 5.9       | 17.4      | 4.1       | 18.5%   | 1.4       |
| M4   | 8/8       | 2/8       | 2/8 | 17.4%   | 5.4       | 17.2%   | 5.8       | 23.3%     | 4.1       | 21.4%   | 1.3       |
| M5   | 8/8       | 4/4       | 4/4 | 14.6%   | 8.6       | 15.5%   | 8.9       | 15.4%     | 6.2       | 17.4%   | 2.7       |
| M6   | 8/8       | 2/4       | 4/4 | 14.8%   | 6         | 15.5%   | 6.4       | 16.9%     | 4.6       | 19.3%   | 1.9       |
| M7   | 8/8       | 2/4       | 2/4 | 15.8%   | 5.7       | 15.7%   | 6         | 17.4%     | 4.2       | 19.7%   | 1.5       |
| M8   | 4/4       | 2/4       | 2/4 | 16.4%   | 5.7       | 16.2%   | 6         | 18.5%     | 4.2       | 20.6%   | 1.4       |

5.3. Redundant Operation Elimination

This section evaluates the effect of applying the delta networks method on quantized RNN models for the four models under study. First, we keep the delta threshold zero and evaluate the eliminated operations (EO) percentage for all the quantization configurations used in the previous experiment. Then, we apply the method explained in Section 4 to select the optimum delta thresholds for different models. Finally, we reevaluate the EO under all quantization configurations using the chosen delta thresholds.

We present the experiment results in Table 3. When we apply the delta thresholds of values greater than zero, we put the resulting error and EO between brackets. In some cases, we cannot find a delta threshold other than zero that can preserve low error. In this case, we do not repeat the evaluation. The results show that the EO percentage is quite low at 8-bit activation precision for the LSTM-, GRU-, and SRU-based models. It was necessary to increase the delta threshold to reach a considerable EO percentage. However, the LiGRU has a high EO percentage for 8-bit activations even at zero delta threshold, and increasing the delta threshold does not give much increase in the EO percentage.

For the 4-bit integer activation solutions, all models have a high EO percentage. The SRU and the LiGRU-based models did not permit the increase in the delta thresholds. The LSTM- and the GRU-based models at higher delta thresholds gained more than a 10% increase in EO.
Table 3. The result of applying post-training quantization with delta networks method on the LSTM-, GRU-, LiGRU-, and SRU-based models. $L_0$ is the precision of first-layer input computations, while $L_{XH}$ is the precision of the rest of the layers’ input and hidden state (projection is case of SRU) computations. $FC$ is the precision of the FC layer. $W/A$ denotes weight and activation precision. For each quantization configuration, we show the WER and EO (percentage of eliminated operations). We applied delta with thresholds higher than zero and put resultant error and EO is between brackets.

| Sol. | $L_0$ W/A | $L_{XH}$ W/A | FC W/A | LSTM WER | EO (%) | GRU WER | EO (%) | LiGRU WER | EO (%) | SRU WER | EO (%) |
|------|------------|--------------|--------|----------|--------|---------|--------|-----------|--------|---------|--------|
|      | 8-bit      | 4-bit        |        | M1       |        | M2      |        | M3        |        | M4      |        | M5      |        | M6      |        | M7      |        | M8      |        |
|      | 8/8        | 4/4          | 4/4    | 8/8      | 4/4    | 2/8     | 2/8    | 8/8       | 2/8    | 2/8     | 2/8    | 8/8     | 4/4    | 2/4     | 2/4    | 2/4     | 2/4    | 4/4     | 2/4    |
|      | 14.2% (14.4%) | 15.1% (14.9%) | 15.1% (15.1%) | 15.8% (16%) | 17.4% (17.6%) | 14.6% (14.7%) | 14.8% (15.2%) | 15.8% (16.1%) | 16.4% (16.6%) | 17% (56%) | 14.9% (15%) | 12% (56%) | 51% (56%) | 15.2% (56%) | 47% (64%) | 15.2% (56%) | 47% (64%) | 71% (56%) |
|      | 17% (56%)  | 51% (56%)    | 25% (57%) | 20% (56%) | 21% (56%) | 52% (66%) | 52% (66%) | 51% (66%) | 51% (66%) | 16% (16.1%) | 15% (15.8%) | 15% (15.8%) | 15% (15.8%) | 15% (15.8%) | 16% (16.1%) | 15% (15.8%) | 15% (15.8%) | 15% (15.8%) |
|      | 15.5% (15.5%) | 16% (16.1%)  | 15.5% (15.6%) | 15.7% (15.8%) | 17.2% (17.3%) | 15.5% (15.8%) | 15.5% (15.8%) | 15.7% (16.1%) | 16.2% (16.6%) | 46% (64%) | 46% (64%) | 46% (64%) | 46% (64%) | 46% (64%) | 46% (64%) | 46% (64%) | 46% (64%) |
|      | 18% (56%)  | 46% (64%)    | 18% (57%) | 17% (56%) | 19% (57%) | 47% (64%) | 47% (64%) | 46% (64%) | 46% (64%) | 16% (16.1%) | 16.2% (16.6%) | 16.2% (16.6%) | 16.2% (16.6%) | 16.2% (16.6%) | 16.2% (16.6%) | 16.2% (16.6%) | 16.2% (16.6%) |
|      | 14.9% (15%) | 15% (55%)    | 17.1% (17.2%) | 17.4% (17.4%) | 23.3% (23.9%) | 15.4% (15.8%) | 15.4% (15.8%) | 17.1% (17.2%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) | 17.4% (17.4%) |
|      | 14% (55%)  | 64%          | 49% (56%) | 49% (56%) | 53% (56%) | 49% (56%) | 49% (56%) | 49% (56%) | 49% (56%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) | 16% (16.8%) |
|      | 19.5% (18.4%) | 55%         | 18.4% (18.8%) | 18.5% (18.8%) | 21.4% (21.5%) | 17.9% (18.4%) | 18.5% (18.8%) | 18.4% (18.8%) | 18.5% (18.8%) | 20% (31%) |
|      | 22% (55%)  | 46%          | 57% (64%) | 57% (64%) | 57% (64%) | 57% (64%) | 57% (64%) | 57% (64%) | 57% (64%) | 19.3% (33%) |
|      | 19% (57%)  | 63%          | 49% (56%) | 49% (56%) | 55% (65%) | 49% (56%) | 49% (56%) | 49% (56%) | 49% (56%) | 19.7% (33%) |
|      | 15.5%      | 63%          | 56%      | 63%      | 63%      | 56%      | 56%      | 63%      | 56%      | 53% |

6. Discussion

In this section, we analyze the results in Tables 2 and 3. First, we provide a relative comparison, where each model is compared to its baseline to see how much the model can be compressed. Then, we compare the size and the number of operations different models can provide at different error levels to hold an absolute comparison.

6.1. Compressability Analysis

In this section, we study the ability of the models to be compressed while maintaining a minor effect on the error level. We measure compressibility in two metrics: the compression ratio and the percentage of eliminated operations. Those two percentages are computed against each model’s baseline size and total number of operations. Thus, in Figures 5 and 6, we put in the x-axis the increase in error in percentage points. The increase is computed by subtracting the baseline model error from the plotted point error. In Figure 5, we study the compression ratio, and in Figure 6 we study the percentage of eliminated operations.

In Figure 5, we observe that the GRU model has the highest compression ratio at a low increase in the error. At higher error levels, the SRU models have the highest compression ratio. The LSTM and LiGRU models start with a smaller compression ratio that increases with error. However, the LiGRU model has the lowest compression ratios among the models. In Figure 6, we observe that the SRU-models have the highest EO percentage at zero increase in the error. While increasing the error, the EO increases with the GRU model, then the LSTM model, then, at higher error rates, the LiGRU shows high EO percentages. The highlighted EO results from applying the delta method to quantized activations at zero thresholds or higher thresholds.

It is observed that the SRU models have limited EO percentages. We have observed during the selection of delta thresholds in the other recurrent models that the recurrent part in the other models is less sensitive to higher delta thresholds than the input part. The recurrent part is not subjected to the delta method in SRU models. We think this has contributed to making the SRU models more sensitive to higher delta thresholds. In addition, the presence of projection between the SRU layers might have led to a different reaction to higher delta thresholds.
6.2. Absolute Comparison

In this section, we compare the compressed models to each other to find the best model at different error levels in terms of size (Figure 7) and number of operations (Figure 8).

In Figure 7, we observe that at low error rates the LSTM model provides the most-optimal solutions, while at higher error levels the SRU models provide the smallest-sized solutions. In Figure 8, the LSTM model provides optimal solutions till 14.7% error rate. Afterward, the LiGRU model provides low counts of operations. The SRU model managed to decrease operations count more at a higher error rate. However, it should be noted that the SRU-model has a higher ability to be parallelized over time-steps than the three other models. Some studies have shown that, depending on the degree of parallelism, it can achieve speedup values that vary between 5× and 13× [26].

To conclude, LSTM is the highest accuracy model, and it shows good compressibility levels to both quantization and delta methods. Therefore, at very low error thresholds it is the best option. However, since LSTM models are usually larger than their alternatives, at higher error rates other recurrent models can provide better compressed solutions in terms of size and number of operations at the same error levels. The GRU unit is smaller than the LSTM unit. However, the GRU model we used had to be deeper than the LSTM model.
to decrease its error. Even though the GRU baseline model is less accurate than the LSTM baseline model, the GRU model showed very good compressibility. It can be compressed and subjected to delta thresholds with a minor increase in the error rate. However, starting as a baseline model with big size and a relatively high error rate (compared to LSTM) limited its ability to provide good solutions compared to other alternatives.

LiGRU is a lighter version of the GRU unit. Thus, its baseline model is relatively small in size. However, it has limited compressibility. Applying quantization on LiGRU resulted in a higher error increase than other recurrent models. Thus, the LiGRU model is not the best choice under high compression ratios. Still, it has an increased number of eliminated operations at the zero-delta threshold for integer activations. The SRU model’s baseline has high error rates. However, it did provide incredibly small-sized solutions. Further, the possibility of parallelizing execution over multiple time-steps makes the SRU model suitable for highly efficient deployment if some error increase is acceptable.

![Figure 7](image1.png)

**Figure 7.** The size of compressed models at different error levels. For each model, we connect the best points using a line. Then we highlight the best points of all models with a gray shadow.

![Figure 8](image2.png)

**Figure 8.** The number of operations in compressed models at different error levels. For each model, we connect the best points using a line. Then, we highlight the best points of all models with a gray shadow.

7. Conclusions

The craving for running large recurrent neural network (RNN) models on resource-limited edge devices makes it necessary to decrease such models’ computational and memory needs. Quantization is a compression method that shrinks the size of the neural network model by reducing the precision of its weights. Applying quantization to activation vectors helps decrease the computational complexity of such models. Another side
effect of activation quantization to integer precisions is the increased percentage of similar values between successive activation vectors. Thus, if consecutive vectors are compared, computations corresponding to similar values can be eliminated without affecting accuracy. The method of eliminating computations for matching values in activation vectors is called the delta networks method. This work combines quantization and delta network methods in a post-training approach, where no retraining is required after compression. The study includes four RNN models for speech recognition using the TIMIT dataset. We skip quantization in some paths in the models that are more sensitive to quantization. Furthermore, we use a method to decide on the delta thresholds for different models to eliminate more computations with a minor effect on the error rates.

By skipping a selected path during post-training quantization, we managed to compress LSTM-, GRU-, and LiGRU-based models to 85% of their baseline size with an increase in the error of 0.6, 0, and 2.1 percentage points, respectively, compared to baseline error. By applying the delta networks method on quantized RNN models, more than 50% of the operations could be eliminated, in most cases with no or slight increase in the quantized models’ error levels.

We compared the four RNN models—LSTM, GRU, LiGRU, and SRU—under the post-training quantization and delta networks method. LSTM has the lowest baseline error, and it can be highly compressed with a minor increase in the error. Thus, LSTM provides the highest compressed solutions at low error rates constraint. The GRU-based model can be compressed to almost 90% of its baseline size with negligible effect on the error. However, it could not compete with other RNN models under the same error constraints, as it started from a baseline model with an error rate higher than the LSTM-based model and a size larger than the LiGRU- and SRU-based models. On the other hand, LiGRU and SRU are light recurrent models. The LiGRU model has the highest percentage of eliminated operations at the zero-delta threshold. However, LiGRU is more sensitive to quantization and has a higher error rate when subjected to low precision quantization. SRU models, despite having a baseline model with a relatively high error rate, can be compressed to extremely low-sized models less than 2 MB.
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