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Abstract

We initiate the study of no-dimensional versions of classical theorems in convexity. One example is Carathéodory’s theorem without dimension: given an \( n \)-element set \( P \) in a Euclidean space, a point \( a \in \text{conv} \, P \), and an integer \( r \leq n \), there is a subset \( Q \subset P \) of \( r \) elements such that the distance between \( a \) and \( \text{conv} \, Q \) is less than \( \text{diam} \, P / \sqrt{2r} \). The similar no-dimension Helly theorem states that given \( k \leq d \) and a finite family \( \mathcal{F} \) of convex bodies, all contained in the Euclidean unit ball of \( \mathbb{R}^d \), there is a point \( q \in \mathbb{R}^d \) which is closer than \( 1 / \sqrt{k} \) to every set in \( \mathcal{F} \). This result has several colourful and fractional consequences. Similar versions of Tverberg’s theorem and some of their extensions are also established.

1 Introduction

Two classical results, theorems of Carathéodory and Helly, both more than hundred years old, lie at the heart of combinatorial convexity. Another basic result is Tverberg’s theorem (generalizing Radon’s), it is more than fifty years old and is equally significant. In these theorems dimension plays an important role. What we initiate in this paper is the study of the dimension free versions of these theorems.

Let us begin with Carathéodory’s theorem \[11\]. It says that every point in the convex hull of a point set \( P \subset \mathbb{R}^d \) is in the convex hull of a subset \( Q \subset P \) with at most \( d+1 \) points. Can one require here that \(|Q| \leq r \) for some fixed \( r \leq d \)? The answer is obviously no. For instance when \( P \) is finite, the union of the convex hull of all \( r \)-element subsets of \( P \) has measure zero while \( \text{conv} \, P \) may have positive measure. So one should set a more modest target. One way for this is to try to find, given \( a \in \text{conv} \, P \), a subset \( Q \subset P \) with \(|Q| \leq r \) so that \( a \) is close to \( \text{conv} \, Q \). This is the content of the following theorem:

**Theorem 1.1.** Let \( P \) be a set of \( n \) points in \( \mathbb{R}^d \), \( r \in [n] \) and \( a \in \text{conv} \, P \). Then there exists a subset \( Q \) of \( P \) with \(|Q| = r\) such that

\[
d(a, \text{conv} \, Q) < \frac{\text{diam} \, P}{\sqrt{2r}}.
\]

When \( r \geq d+1 \), the stronger conclusion \( a \in \text{conv} \, Q \) follows of course from Carathéodory’s theorem. But in the statement of the theorem the dimension \( d \) has disappeared. So one can think of the \( n \)-element point set \( P \) as a set in \( \mathbb{R}^n \) (or \( \mathbb{R}^{n-1} \)) with \( a \in \text{conv} \, P \). The conclusion is that for every \( r < n \) the set \( P \) has a subset \( Q \) of size \( r \) whose convex hull is close to \( a \). That is why we like to call the result “no-dimension Carathéodory theorem”.


Next comes Helly’s theorem. It is about a family of convex sets $K_1, \ldots, K_n$ in $\mathbb{R}^d$, $n \geq d + 1$. For $J \subset [n]$ define $K(J) = \bigcap_{j \in J} K_j$. With this notation Helly’s theorem says that if $K(J) \neq \emptyset$ for every $J \subset [n]$ with $|J| = d + 1$, then $\bigcap_1^n K_j \neq \emptyset$. Again, what happens if the condition $K(J) \neq \emptyset$ only holds when $|J| = k$ and $k \leq d$? Then the statement fails to hold for instance when each $K_i$ is a hyperplane (and they are in general position). But again, something can be saved, namely:

**Theorem 1.2.** Assume $K_1, \ldots, K_n$ are convex sets in $\mathbb{R}^d$ and $k \in [n]$. For $J \subset [n]$ define $K(J) = \bigcap_{j \in J} K_j$. If the Euclidean unit ball $B(b, 1)$ centered at $b \in \mathbb{R}^d$ intersects $K(J)$ for every $J \subset [n]$ with $|J| = k$, then there is point $q \in \mathbb{R}^d$ such that $d(q, K_i) < \frac{1}{\sqrt{k}}$ for all $i \in [n]$.

Again, the dimension of the underlying space is not important here. Note however that Helly’s theorem is invariant under (non-degenerate) affine transformations while its dimension free version is not. The same applies to the no-dimension Carathéodory theorem. We mention that the condition $K_i \subset B(b, 1)$ for all $i \in [n]$ could be replaced by $K_i \subset B(b, r)$, and then the statement would be $d(q, K_i) < \frac{r}{\sqrt{k}}$ for all $i \in [n]$.

The dimension free version of Tverberg’s famous theorem [32] is as follows.

**Theorem 1.3.** Given a set $P$ of $n$ points in $\mathbb{R}^d$ and an integer $2 \leq k \leq n$, there exists a point $q \in \mathbb{R}^d$ and a partition of $P$ into $k$ sets $P_1, \ldots, P_k$ such that

$$d(q, \text{conv } P_i) \leq (2 + \sqrt{2}) \cdot \sqrt{\frac{k}{n} \text{ diam } P} \quad \text{for every } i \in [k].$$

The goal of this paper is to prove these results and their more general versions together with several applications. We expect them to be highly useful just as their classical versions have been.

## 2 Carathéodory without dimension

In Theorem 1.1 the appearance of the scaling factor $\text{diam } P$ is quite natural. The dependence on $r$ is best possible: when $d = n - 1$ and $P$ is the set of vertices of a regular $(n - 1)$-dimensional simplex whose centre is $a$, then for every $Q \subset P$ with $|Q| = r$,

$$d(a, \text{conv } Q) = \sqrt{\frac{1}{2r} - \frac{1}{2n} \text{ diam } P},$$

which is asymptotically the same as the upper bound in Theorem 1.1 in the no dimension setting.

The coloured version of Carathéodory’s theorem [5] states that if $a \in \bigcap_1^{d+1} \text{conv } P_i$, where $P_i \subset \mathbb{R}^d$, then there is a transversal $T = \{p_1, \ldots, p_{d+1}\}$ such that $a \in \text{conv } T$. Here a transversal of the set system $P_1, \ldots, P_{d+1}$ is a set $T = \{p_1, \ldots, p_{d+1}\}$ such that $p_i \in P_i$ for all $i \in [d + 1]$. We extend this to the no-dimension case as follows.
Theorem 2.1. Let $P_1, \ldots, P_r$ be $r \geq 2$ point sets in $\mathbb{R}^d$ such that $a \in \bigcap_{i=1}^r \text{conv} P_i$. Define $D = \max_{i \in [r]} \text{diam} P_i$. Then there exists a transversal $T$ such that

$$d(a, \text{conv} T) < \frac{D}{\sqrt{2r}}.$$ 

We remark further that this result, in a somewhat disguised form, has been know for quite some time. This is explained in the next section.

The proof is an averaging argument that can be turned into a randomized algorithm that finds the transversal $T$ in question; the method of conditional probabilities also gives a deterministic algorithm. We mention that a recent paper of Barman [8] proves a qualitative and quantitatively weaker statement, applicable only for the case $r = d + 1$: given $d + 1$ point sets $P_1, \ldots, P_{d+1}$ with $a \in \bigcap_{i=1}^{d+1} \text{conv} P_i$, it is shown how to compute, using convex programming, a subset of $r$ points $P'$ with $|P' \cap P_i| \leq 1$ for each $i \in [d+1]$, such that $d(a, \text{conv} P') = O\left(\frac{D}{\sqrt{r}}\right)$. We improve on this in two ways: $a)$ the parameter $r$, the number of sets $P_i$, can be any value $r \leq d$, and thus truly does not depend on the dimension, and $b)$ the running time of Barman’s algorithm is $(nd)^{O(r)}$ while the one from Theorems 2.1 and 2.2 is $O(nd)$. We remark further that in the case $r = d + 1$, finding the transversal $T$ such that $a \in \text{conv} T$ in time polynomial in the number $n$ of the input points and the dimension is a longstanding open problem (see [25]). Barman’s work implies an algorithm that computes an approximate transversal with running time $(nd)^{O(r)}$, while Theorem 2.1 improves the running time to $O(nd)$.

A strengthening of the colourful Carathéodory’s theorem from [4] and [21] states that given non-empty sets $P_1, \ldots, P_{d+1} \in \mathbb{R}^d$ such that $a \in \text{conv}(P_i \cup P_j)$ for every $i, j \in [d+1], i \neq j$, there is a transversal $T = \{p_1, \ldots, p_{d+1}\}$ such that $a \in \text{conv} T$. It is shown in [4] that the “union of any two” condition here cannot be replaced by the “union of any three” (or more) condition. We extend this result to the no-dimensional case with “the union of any two or more” condition.

Theorem 2.2. Let $P_1, \ldots, P_r$ be $r \geq 2$ point sets in $\mathbb{R}^d$, $D = \max_{i \in [r]} \text{diam} P_i$, and $t \in [r-1]$. Assume that for distinct $i_1, i_2, \ldots, i_t \in [r]$ we have $a \in \text{conv}(P_{i_t} \cup \ldots \cup P_{i_1})$. Then there exists a transversal $T = \{p_1, \ldots, p_r\}$ such that

$$d(a, \text{conv} T) \leq \beta \cdot \frac{\text{diam} P}{\sqrt{r-t+1}},$$

where $\beta = 4\sqrt{\ln 4 \over 3} = 2.71911\ldots$.

The proof is based on the Frank-Wolfe procedure [10] [15] [19]. For the case $t = 1$, it implies a slightly weaker bound than Theorem 2.1, i.e. it finds a transversal $T$ with

$$d(a, \text{conv} T) \leq \beta \cdot \frac{D}{\sqrt{r}}. \quad (2)$$

There is a cone version of Carathéodory’s theorem which is stronger than the convex version. Writing $\text{pos} P$ for the cone hull of $P \subset \mathbb{R}^d$, it says the following. Assume $P \subset \mathbb{R}^d$ and $a \in \text{pos} P$ and $a \neq 0$. Then there is $Q \subset P$ with $|Q| \leq d$ such that $a \in \text{pos} Q$. The
corresponding no-dimension variant would say that under the same condition and given $r < d$, there is $Q \subset P$ with $|Q| \leq r$ such that the angle between $a$ and the cone $\text{pos} \, Q$ is smaller than some function of $r$ that goes to zero as $r \to \infty$. Unfortunately, this is not true as the following example shows.

**Example.** Let $P = \{v_1, \ldots, v_d\}$ be the set of vertices of a regular $(d - 1)$-dimensional simplex. Assume that its centre of gravity, $a$, is the closest point of $\text{conv} \, P$ to the origin, and $|a| = h$ is small. Then $a \in \text{pos} \, P$. For any subset $Q$ of $P$, of size $r < d$, $\text{pos} \, Q$ is contained in the boundary of the cone $\text{pos} \, P$. The minimal angle $\phi$ between $a$ and a vector on the boundary of $\text{pos} \, Q$ satisfies

$$\tan \phi = \frac{|v_1 - a|}{(d - 1)h}$$

and can be made arbitrarily large by choosing $h$ small enough.

### 3 Earlier and related results

Results similar to Theorem 1.1 but without the no-dimension philosophy have been known for some time. Each comes with a different motivation. The first seems to be the one by Starr [29] from 1969, see also [30]. It measures the non-convexity of the set $P_1 + \ldots + P_r$ and is motivated by applications in economy. The result is almost the same as Theorem 2.1 only the scaling factor is different. The proof uses the Folkman-Shapley lemma (c.f. [29]). A short and elegant proof using probability is due to Cassels [14]. A comprehensive survey of this type results is given in [16].

A similar but more general theorem of B. Maurey appeared in 1981 in a paper of Pisier [27]. It is motivated by various questions concerning Banach spaces. It says that if a set $P$ lies in the unit ball of the space, $a \in \text{conv} \, P$ and $r \in \mathbb{N}$, then $a$ is contained in a ball of radius $\frac{c}{\sqrt{r}}$ whose center is the centroid of a multiset $Q \subset P$ with exactly $r$ elements, where $c$ is a constant. Here $P$ is supposed to be $0$-symmetric (or $\text{conv} \, P$ is the “absolute convex hull”). The proof uses Khintchin’s inequality and is probabilistic. Further results of this type were proved by Carl [12] and by Carl and Pajor [13] and used in geometric Banach space theory. Unlike in Starr’s theorem, the underlying space is not necessarily Euclidean, for instance $L_p$ spaces are allowed. Some of the results in this area have become highly influential in geometric concentration of measure (see [18, 17] for an overview) as for instance Talagrand’s inequality (convex subsets of the cube of some measure are highly exhaustive), which is dimension independent as well.

Another way of stating Theorem 1.1 is this. It is possible to find, given a parameter $\epsilon > 0$, $O\left(\frac{1}{\epsilon^2}\right)$ points of $P$ whose convex hull is within distance $\epsilon \cdot \text{diam} \, P$ from $a$. Such a result was discovered in 2015 by S. Barman [8]. His proof is almost identical to that of Maurey or Pisier [27]. But the motivation there is very different. In fact Barman [8] has found a beautiful connection of such a statement to additive approximation algorithms. Similar connection was established in [11] as well. The basic idea is the following. Consider an optimization problem that can be written as a bilinear program—namely maximizing/minimizing an objective function of the form $x^T Ay$, where the variables are $x, y \in \mathbb{R}^n$. If one knew the optimal value of the vector $y$, then the above bilinear program reduces to a linear one, which can be solved in polynomial time. Barman showed that
several problems—among them computing Nash equilibria and densest bipartite subgraph problem—have two additional properties: i) \( y \) lies inside the convex-hull of some polytope, and ii) if \( y \) and \( y' \) are two close points in \( \mathbb{R}^n \), then the value of the bilinear programs on \( y \) and \( y' \) are also close. Then applying the above approximate version of Carathéodory’s theorem for the optimal point \( y \) (whose actual value we don’t know), there must exist a point \( y' \), depending on a \( O\left(\frac{1}{\epsilon^2}\right) \)-sized subset of the input, such that the distance between \( y \) and \( y' \) is small. Now one can enumerate all \( O\left(\frac{1}{\epsilon^2}\right) \)-sized subsets to compute all such \( y' \), and thus arrive at an approximation to the bilinear program.

A similar inequality was proved by Bárány and Füredi \([6]\) in 1987 with a very different purpose. They showed that every deterministic polynomial time algorithm that wants to compute the volume of a convex body in \( \mathbb{R}^d \) has to make a huge error, namely, a multiplicative error of order \( \left(\frac{d}{\log d}\right)^d \). Their proof is based on a lemma similar to Theorem 1.1. Before stating it we have to explain what the \( \rho \)-cylinder above a set \( Q \subset \mathbb{R}^d \) is, where \(|Q| \leq d\). Let \( B \) denote the Euclidean unit ball of \( \mathbb{R}^d \), and let \( L \) be the linear (complementary) subspace orthogonal to the affine hull of \( Q \). Then the cylinder in question is \( Q^\rho := (L \cap \rho B) + \text{conv } Q \). With this notation the key lemma in \([6]\) says that given \( P \subset B \) and \( r \leq d \), every point in \( \text{conv } P \) is contained in a cylinder \( Q^{\rho(d,r)} \) for some \( Q \subset P \) of size \( r \), here \( \rho(d,r) = \sqrt{d-r+1} \). This becomes \( \frac{1}{\sqrt{r-1}} \) in the no-dimension setting as

\[
\sqrt{\frac{d-r+1}{d(r-1)}} = \sqrt{\frac{1}{r-1} - \frac{1}{d}} < \sqrt{\frac{1}{r-1}}.
\]

and would give in Theorem 1.1 the estimate

\[
d(a, \text{conv } Q) \leq \frac{R}{\sqrt{r-1}}
\]

where \( R \) is the radius of the ball circumscribed to \( P \). By Jung’s theorem \([22]\), \( R \leq \sqrt{\frac{n-1}{2n}} D \), which gives in our setting the slightly weaker upper bound

\[
d(a, \text{conv } Q) \leq \frac{D}{\sqrt{2(r-1)}}.
\]

The proof of the lemma from \([6]\) does not seem to extend to the case of Theorem 2.1. We note that the estimates in Starr’s theorem, in Maurey’s lemma (and Barman’s), and the one in \([6]\), and also in Theorems 1.1 and 2.1 are all of order \( \frac{1}{\sqrt{\varepsilon}} \) but the constants are different. Part of the reason is that the setting is slightly different: in the first ones \( P \) is a subset of the unit ball of the space while in Theorem 1.1 and 2.1 (and elsewhere in this paper) the scaling parameter is \( \text{diam } P \).

### 4 Helly’s theorem without dimension

The no-dimension version of Helly, Theorem 1.2 extends to the colourful version of Helly’s theorem, which is due to Lovász and which appeared in \([5]\), and to the fractional Helly theorem of Katchalski and Liu \([24]\), cf \([23]\). Their proofs are based on a more general result. To state it some preparation is needed. We let \( B \) or \( B^d \) denote the (closed)
Euclidean unit ball in $\mathbb{R}^d$ and write $B(a, \rho)$ for the Euclidean ball centred at $a \in \mathbb{R}^d$ of radius $\rho$. Suppose $F_1, \ldots, F_k$ are finite and non-empty families of convex sets in $\mathbb{R}^d$, $F_i$ can be thought of as a collection of convex sets of colour $i$. A transversal $T$ of the system $F_1, \ldots, F_k$ is just $T = \{K_1, \ldots, K_k\}$ where $K_i \in F_i$ for all $i \in [k]$. We define $K(T) = \bigcap_1^k K_i$. Given $\rho_i > 0$ for all $i \in [k]$, set $\rho = \sqrt{\rho_1^2 + \ldots + \rho_k^2}$.

**Theorem 4.1.** Assume that, under the above conditions, for every $p \in \mathbb{R}^d$ there are at least $m_i$ sets $K \in F_i$ with $B(p, \rho_i) \bigcap K = \emptyset$ for all $i \in [k]$. Then for every $q \in \mathbb{R}^d$ there are at least $\prod_1^k m_i$ transversals $T$ such that

$$d(q, K(T)) > \rho,$$

with the convention that $d(q, \emptyset) = \infty$.

We mention that the value $\prod_1^k m_i$ is best possible as shown by the following example. Let $e_1, \ldots, e_k$ denote the standard basis vectors of $\mathbb{R}^k$ and choose a real number $r_i$ larger than $\rho_i$, but only slightly larger. Set $v_i = r_i e_i$. For every $i \in [k]$ the family $F_i$ contains $m_i$ copies of the hyperplane $H_i^- = \{x \in \mathbb{R}^k : v_i(x - v_i) = 0\}$ and also $m_i$ copies of the hyperplane $H_i^+ = \{x \in \mathbb{R}^k : v_i(x + v_i) = 0\}$, and furthermore some finitely many copies of the whole space $\mathbb{R}^k$. It is clear that the smallest ball intersecting every set in $F_i$ is $r_iB^k$. Moreover, given a transversal $H_1^+, \ldots, H_k^+$ of the system $F_1, \ldots, F_k$ with $e_i \in \{+, -\}$, their intersection is a point at distance $r = \sqrt{r_1^2 + \ldots + r_k^2}$ from the origin, and there are exactly $\prod_1^k m_i$ such transversals. All other transversals of the system have a point in the interior of $rB$, and then also in $\rho B$ if the $r_i$ are chosen close enough to $\rho_i$.

Here comes the no-dimension colourful variant of Helly’s theorem.

**Theorem 4.2.** Let $F_1, \ldots, F_k$ be finite and non-empty families of convex sets in $\mathbb{R}^d$. If for every transversal $T$ the set $K(T)$ intersects the Euclidean unit ball $B(b, 1)$, then there is $i \in [k]$ and a point $q \in \mathbb{R}^d$ such that

$$d(q, K) \leq \frac{1}{\sqrt{k}}$$

for all $K \in F_i$.

The proof is just an application of Theorem 4.1 with $\rho_i = \frac{1}{\sqrt{k}}$: if for every $q \in \mathbb{R}^d$ and for every $i \in [k]$ there is a $K \in F_i$ with $d(q, K) > 1/\sqrt{k}$, then $m_i \geq 1$ for all $i \in [k]$. And the theorem implies the existence of a transversal with $d(q, K(T)) > \rho$. For the fractional version set $|F_i| = n_i$.

**Theorem 4.3.** Let $\alpha \in (0, 1]$ and define $\beta = 1 - (1 - \alpha)\frac{1}{2}$. Assume that for an $\alpha$ fraction of the transversals $T$ of the system $F_1, \ldots, F_k$, the set $K(T)$ has a point in $B(b, 1)$. Then there is $q \in \mathbb{R}^d$ and $i \in [k]$ such that at least $\beta n_i$ elements of $F_i$ intersect the ball $B(q, 1/\sqrt{k})$.

An example similar to the above one shows that the value $\beta = 1 - (1 - \alpha)\frac{1}{2}$ is best possible.

Theorem 4.3 is a consequence of Theorem 4.1 again. Indeed, if no ball $B(q, 1/\sqrt{k})$ intersects $\beta n_i$ elements of $F_i$, then $m_i > (1 - \beta)n_i$. If this holds for all $i \in [k]$, then the number of transversals $T$ that are disjoint from a fixed unit ball is larger than

$$(1 - \beta)^k \prod_1^k n_i < \prod_1^k m_i \leq (1 - \alpha) \prod_1^k n_i$$
contrary to the assumption that $K(T)$ intersect $B(b,1)$ for an $\alpha$ fraction of the transversals.

The case when all $\mathcal{F}_i$ coincide with a fixed family $\mathcal{F} = \{K_1, \ldots, K_n\}$ is also interesting and a little different because the transversals correspond to $k$-tuples from $\mathcal{F}$ with possible repetitions. But the proof of Theorem 4.1 can be modified to give the following result.

**Theorem 4.4.** Again let $\alpha \in (0,1]$ and define $\beta = 1 - (1 - \alpha)^\frac{1}{k}$. Let $\mathcal{F}$ be a finite family of convex sets in $\mathbb{R}^d$, $|\mathcal{F}| \geq k$. Assume that for an $\alpha$ fraction of $k$-tuples $K_1, \ldots, K_k$ of $\mathcal{F}$, the set $\bigcap_1^k K_i$ has a point in $B(b,1)$. Then there is $q \in \mathbb{R}^d$ such that at least $\beta |\mathcal{F}|$ elements of $\mathcal{F}$ intersect the ball $B(q, 1/\sqrt{k})$.

## 5 Further results around Helly’s theorem

A more precise version of Theorem 1.2 is the following one.

**Theorem 5.1.** Under the conditions of Theorem 1.2 there is point $q \in \mathbb{R}^d$ such that

$$d(q, K_i) \leq \sqrt{\frac{n - k}{k(n - 1)}} \quad \text{for all } i \in [n].$$

(3)

This bound is best possible, as shown by a regular simplex $\triangle$ on $n$ vertices whose inscribed ball is $B(b, r)$ where $r = \sqrt{\frac{n - k}{k(n - 1)}}$: let $K_i$ be the closed halfspace such that $K_i \cap \triangle$ is the $i$th facet of $\triangle$ ($i \in [n]$) and set $\mathcal{F} = \{K_1, \ldots, K_n\}$. Direct computation shows then that the ball $B(b, 1)$ has a single point in common with $K(J)$ for every $J \subset [n]$. This example also shows that the bound in Theorem 1.2 is best possible in the no-dimension setting as

$$\sqrt{\frac{n - k}{k(n - 1)}} = \sqrt{\frac{1}{k} - \frac{1}{n - 1} + \frac{1}{k(n - 1)}} = \sqrt{\frac{1}{k} + o(k)}.$$

The proof is based on a geometric inequality about simplices. It says the following.

**Theorem 5.2.** Let $\triangle$ be a (non-degenerate) simplex on $n$ vertices with inradius $r$ and let $k \in [n]$. Then any ball intersecting the affine span of each $(k - 1)$-dimensional face of $\triangle$ has radius at least $\lambda_n r$ where $\lambda_n = \sqrt{\frac{(n - 1)(n - k)}{k}}$ is the optimal ratio for the regular simplex.

The case $k = n - 1$ is a tautology, and the case $k = 1$ is well-known: it is just the fact that the radius of the circumscribed ball is at least dimension times the inradius. To our surprise we could not find the general case in the literature, even in the weaker form saying that any ball intersecting each $(k - 1)$-dimensional face of $\triangle$ has to have radius at least $\lambda_n r$. Theorems 5.1 and 5.2 are not directly connected to our no-dimensional setting. That’s why their proofs will to be given separately, in the last section.

Theorem 4.1 becomes completely trivial when any $\rho_i = 0$. But stronger statements hold when $k = d + 1$ and every $\rho_i = 0$, namely, one can show that $K(T) = \emptyset$ for a certain number of transversals. For instance, when each $m_i = 1$, which simply means that no
family $\mathcal{F}_i$ is intersecting, we can show that there is a transversal with $K(\mathcal{T}) = \emptyset$. This is exactly the colourful Helly theorem of Lovász. When $\mathcal{F}_1 = \ldots = \mathcal{F}_{d+1}$, then the corresponding statement is just Helly’s theorem. The proofs of Theorems 4.1 and 4.4 can easily be modified to give (another) new proof the (colourful) Helly theorem.

Perhaps the most interesting case is the fractional and colourful Helly theorem saying that for every $\alpha \in (0,1]$ and every $d$ there is $\beta = \beta(\alpha,d) > 0$ such that the following holds. If $d+1$ finite families $\mathcal{F}_1, \ldots, \mathcal{F}_{d+1}$ of convex sets in $\mathbb{R}^d$ are given so that an $\alpha$ fraction of their transversals intersect, then $\mathcal{F}_i$ contains an intersecting subfamily of size $\beta|\mathcal{F}_i|$ for some $i \in [d+1]$. (The no-dimension version is Theorem 4.3 above.) This result was first stated and proved in [7] with $\beta = \alpha/(d+1)$. The better bound $\beta = \max\{\alpha/(d+1), 1 - (d+1)(1-\alpha)^{1/(d+1)}\}$ was obtained by M Kim [20] and is the best lower bound at present.

The following example shows that $\beta \leq 1 - (1-\alpha)^{1/(d+1)}$. $\mathcal{F}_i$ consists of $m_i = (1-\beta)n_i$ parallel hyperplanes (in $\mathbb{R}^d$) and $n_i - m_i$ copies of $\mathbb{R}^d$ (for every $i$). The hyperplanes are chosen so that if $\mathcal{T}$ is a transversal of hyperplanes only, then $K(\mathcal{T}) = \emptyset$. Then the number of non-intersecting transversals is exactly

$$\prod_{1}^{d+1} m_i = (1-\beta)^{d+1}\prod_{1}^{d+1} n_i = (1-\alpha)^{d+1}\prod_{1}^{d+1} n_i,$$

and the largest intersecting subfamily of $\mathcal{F}_i$ is of size $n_i - m_i + 1 = \beta n_i + 1$. So the question is whether this upper bound is tight. We hope to return to this in a subsequent paper.

We remark that in the original fractional Helly theorem of Katchalski and Liu [24] a single family $\mathcal{F}$ of convex sets is given with the property that an $\alpha$ fraction of the $d+1$-tuples of $\mathcal{F}$ are intersecting. And the conclusion is that $\mathcal{F}$ contains an intersecting subfamily of size $\beta|\mathcal{F}|$ with $\beta = \alpha/(d+1)$. A famous result of Kalai [23] from 1984 shows that $\beta \geq 1 - (1-\alpha)^{1/(d+1)}$, which is best possible.

6 Tverberg’s theorem without dimension

We are going to prove the no-dimension version of the more general coloured Tverberg Theorem (cf. [33] and [9]). We assume that the sets $C_1, \ldots, C_r \subset \mathbb{R}^d$ (considered as colours) are disjoint and each has size $k$. Set $P = \bigcup_1^r C_j$.

**Theorem 6.1.** Under the above conditions there is a point $q \in \mathbb{R}^d$ and a partition $P_1, \ldots, P_k$ of $P$ such that $|P_i \cap C_j| = 1$ for every $i \in [k]$ and every $j \in [r]$ satisfying

$$d(q, \text{conv} P_i) \leq (1 + \sqrt{2})\frac{\text{diam} P}{\sqrt{r}} \text{ for every } i \in [k].$$

This result implies the uncoloured version, that is, Theorem 1.3. To see this we write $|P| = n = kr + s$ with $k \in \mathbb{N}$ so that $0 \leq s \leq r - 1$. Then delete $s$ elements from $P$ and split the remaining set into sets (colours) $C_1, \ldots, C_r$, each of size $k$. Apply the coloured version and add back the deleted elements (anywhere you like). The outcome is the required partition, the extra factor $\sqrt{2}$ between the constants $2 + \sqrt{2}$ and $1 + \sqrt{2}$.
comes when \( k = 2 \) and \( 2r \) is only slightly smaller than \( n \). But Theorem 1.3 holds with constant \( 1 + \sqrt{2} \) (instead of \( 2 + \sqrt{2} \)) when \( r \) divides \( n \).

We remark further that the bounds given in Theorems 1.3 and 6.1 are best possible apart from the constants. Indeed, the regular simplex with \( n = kr \) vertices shows, after a fairly direct computation, that for every point \( q \in \mathbb{R}^{n-1} \) and every partition \( P_1, \ldots, P_k \) of the vertices

\[
\max_{i \in [k]} d(q, \text{conv } P_i) \geq \frac{\text{diam } P}{\sqrt{2r}} \sqrt{\frac{k - 1}{k} \frac{n - 1}{n - 2}}.
\]

The computation is simpler in the coloured case. We omit the details.

### 7 Applications

Several applications of the Carathéodory, Helly, and Tverberg theorems extend to the no-dimension case. We do not intend to list them all. But here is an example: the centre point theorem of Rado [28] saying that given a set \( P \) of \( n \) points in \( \mathbb{R}^d \), there is a point \( q \in \mathbb{R}^d \) such that any half-space containing \( q \) contains at least \( \frac{n}{d+1} \) points of \( P \). The proportion \( \frac{1}{d+1} \) cannot be improved, in the sense that there exist examples where every point in \( \mathbb{R}^d \) has some half-space containing it and containing at most \( \lceil \frac{n}{d+1} \rceil \) points of \( P \). The no-dimension version goes beyond this—at the cost of approximate inclusion by half-spaces.

**Theorem 7.1.** Let \( P \) be a set of \( n \) points in \( \mathbb{R}^d \) lying in the unit ball \( B(b,1) \). For any integer \( k > 0 \), there exists a point \( q \in \mathbb{R}^d \) such that any closed half-space containing \( B \left( q, \frac{1}{\sqrt{k}} \right) \) contains at least \( \frac{n}{k} \) points of \( P \).

The proof is easy and is omitted.

We also give no-dimension versions of the selection lemma [5] and [25] and the weak \( \epsilon \)-net theorem [2].

**Theorem 7.2.** Given a set \( P \subset \mathbb{R}^d \) with \( |P| = n \) and \( D = \text{diam } P \) and an integer \( r \in [n] \), there is a point \( q \in \mathbb{R}^d \) such that the ball \( B \left( q, \frac{3.5D}{\sqrt{r}} \right) \) intersects the convex hull of \( r^{-\epsilon}(n) \) \( r \)-tuples in \( P \).

As expected, the no-dimension selection lemma implies the weak \( \epsilon \)-net theorem, no-dimensional version.

**Theorem 7.3.** Assume \( P \subset \mathbb{R}^d \), \( |P| = n \), \( D = \text{diam } P \), \( r \in [n] \) and \( \epsilon > 0 \). Then there is a set \( F \subset \mathbb{R}^d \) of size at most \( r^\epsilon \epsilon^{-\epsilon} \) such that for every \( Y \subset P \) with \( |Y| \geq e_n \)

\[
\left( F + \frac{3.5D}{\sqrt{r}} B \right) \cap \text{conv } Y \neq \emptyset.
\]

We also state, without proof, the corresponding \((p,q)\)-theorem. The original \((p,q)\)-theorem of Alon Kleitman [3] (the answer to a question of Hadwiger and Debrunner [20]) is about a family \( \mathcal{F} \) of convex bodies in \( \mathbb{R}^d \) satisfying the \((p,q)\) property, that is, among any \( p \) element of \( \mathcal{F} \) there are \( q \) that intersect. The result is that, given integers
Given a finite set \( p \geq q \geq d + 1 \geq 2 \), there is an integer \( N = N(p,q,d) \) such that for any family \( F \) satisfying the \((p,q)\) property there is a set \( S \subseteq \mathbb{R}^d \) with \(|S| \leq N\) such that \( S \cap K \neq \emptyset \) for every \( K \in F \). In the no-dimension version the \((p,q)\) property is replaced by the \((p,q)^*\) property: among any \( p \) element of \( F \) there are \( q \) that have a point in common lying in the unit ball \( B \) of \( \mathbb{R}^d \).

**Theorem 7.4.** Given integers \( p \geq q \geq k \geq 2 \), there is an integer \( M = M(p,q,k) \) such that for any family \( F \) of convex bodies in \( \mathbb{R}^d \) satisfying the \((p,q)^*\) property there is a set \( S \subseteq \mathbb{R}^d \) with \(|S| \leq M\) such that \( d(S,K) \leq \frac{1}{\sqrt{k}} \) for every \( K \in F \).

The main point here is that the bounds on \( M \) and on \( d(S,K) \) do not depend on \( d \). Of course this is interesting only if \( k > 49 \) as otherwise the origin is at distance 1 from every set in \( F \) intersecting \( B \) (and there are at most \( p - q \) sets in \( F \) disjoint from \( B \)).

The rest of paper is organized the following way. Theorem 2.1 is proved in Section 8. The next section contains the algorithmic proof of Theorem 2.2 which is another proof of Theorem 2.1 with a slightly weaker constant. Section 10 is devoted to the proof of Theorems 4.1 and 4.3. The no-dimension coloured Tverberg theorem is proved in Section 11. Then come the proofs of the Selection Lemma and the weak \( \varepsilon \)-net theorem. The last section is about Theorem 5.1 and the geometric inequality of Theorem 5.2.

## 8 Proof of Theorem 2.1

Given a finite set \( Q \subseteq \mathbb{R}^d \) denote by \( c(Q) \) the centroid of \( Q \), that is, \( c(Q) = \frac{1}{|Q|} \sum_{x \in Q} x \). First we prove the theorem in a special case, namely, when \( a = c(P_i) \) for every \( i \in [r] \). Set \( n_i = |P_i| \). One piece of notation: the scalar product of vectors \( x, y \in \mathbb{R}^d \) is written as \( xy \).

We can assume (after a translation if necessary) that \( a = o \). We compute the average \( \text{Ave} \ c(Q)^2 \) of \( c(Q)^2 = \left( \frac{1}{r} \sum_{x \in Q} x \right)^2 = \frac{1}{r^2} \left( \sum_{x \in Q} x \right)^2 \) taken over all transversals of the system \( P_1, \ldots, P_r \). Here \( \left( \sum_{x \in Q} x \right)^2 \) is a linear combination of terms of the form \( x^2 \ (x \in P_i), i \in [r] \) and \( 2xy \ (x \in P_i, y \in P_j, i, j \in [r], i < j) \). Because of symmetry, in \( \text{Ave} \ (\sum_{x \in Q} x)^2 \) the coefficient of each \( x^2 \) with \( x \in P_i \) is the same and is equal to \( 1/n_i \). Similarly, the coefficient of each \( 2xy \) with \( x \in P_i, y \in P_j \) is the same and is equal to \( 1/(n_in_j) \). This follows from the fact that in every \( (\sum_{x \in Q} x)^2 \) out of all \( x \in P_i \) exactly one \( x^2 \) appears, and out of all pairs \( x \in P_i, y \in P_j \) exactly one \( 2xy \) appears. So we have

\[
\text{Ave} \ c(Q)^2 = \text{Ave} \left( \frac{1}{r} \sum_{x \in Q} x \right)^2 = \frac{1}{r^2} \left\{ \sum_{i=1}^{r} \frac{1}{n_i} \sum_{x \in P_i} x^2 + \sum_{1 \leq i < j \leq r} \frac{1}{n_in_j} 2xy \right\} = \frac{1}{r^2} \left\{ \sum_{i=1}^{r} \frac{1}{n_i} \sum_{x \in P_i} x^2 + \sum_{1 \leq i < j \leq r} c(P_i) c(P_j) \right\} = \frac{1}{r^2} \sum_{i=1}^{r} \frac{1}{n_i} \sum_{x \in P_i} x^2 \leq \frac{1}{r^2} \sum_{i=1}^{r} \frac{D_i^2}{r} = \frac{D^2}{r},
\]

where \( D_i \) is the diameter of the set \( P_i \).
which is slightly weaker than our target. We need a simple (and probably well known) lemma.

**Lemma 8.1.** Assume $X \subset \mathbb{R}^n$, $|X| = n$, $\sum_{x \in X} x = o$ and $\text{diam} X = D$. Then

$$\frac{1}{n} \sum_{x \in X} x^2 \leq \frac{n - 1}{2n} D^2 < \frac{D^2}{2}.$$

**Proof.** For distinct $x, y \in X$ we have $x^2 + y^2 - 2xy \leq D^2$ and $\sum_{x \in X} x = o$ implies that $\sum_{x \in X} x^2 = -\sum xy$ with the last sum taken over all distinct $x, y \in X$. Thus

$$\sum_{x \in X} x^2 = -\sum xy \leq \sum \frac{1}{2} (D^2 - x^2 - y^2) = \left( \frac{n}{2} \right) D^2 - (n - 1) \sum_{x \in X} x^2,$$

implying the statement. \qed

Using this for estimating $\text{Ave} \ c(Q)^2$ we get

$$\text{Ave} \ c(Q)^2 = \frac{1}{r^2} \sum_{i=1}^{r} \frac{1}{n_i} \sum_{x \in P_i} x^2 < \frac{1}{r^2} \sum_{i=1}^{r} D^2 = \frac{D^2}{2r}.$$

This shows that there is a transversal $T$ with $|c(T)| < D/\sqrt{2r}$. Then $d(o, \text{conv} T) < D/\sqrt{2r}$ which proves the theorem in the special case when each $c(P_i) = a$.

In the general case $a$ is a convex combination of the elements in $P_i$ for every $i \in [r]$, that is,

$$a = \sum_{x \in P_i} \alpha_i(x) x \text{ with } \alpha_i(x) \geq 0 \text{ and } \sum_{x \in P_i} \alpha_i(x) = 1. \quad (4)$$

By continuity it suffices to prove the statement when all $\alpha_i(x)$ are rational. Assume that $\alpha_i(x) = \frac{m_i(x)}{m_i}$ where $m_i(x)$ is a non-negative integer and $m_i = \sum_{x \in P_i} m_i(x) > 0$.

Now let $P_i^*$ be the multiset containing $m_i(x)$ copies of every $x \in P_i$. Again $D = \max \text{diam} P_i^*$, and $c(P_i^*) = a$. The previous argument applies then and gives a transversal $T^* = \{p_1, \ldots, p_r\}$ of the system $P_1^*, \ldots, P_r^*$ such that

$$d(a, \text{conv} T^*) < \frac{D}{\sqrt{2r}}.$$

To complete the proof we note that $T = T^*$ is a transversal of the system $P_1, \ldots, P_r$ as well. \qed

**Remark.** One can express this proof in the following way. Choose the point $x_i \in P_i$ randomly, independently, with probability $\alpha_i(x)$ for all $i \in [r]$ where $\alpha_i(x)$ comes from \[1\]. This gives the transversal $\{x_1, \ldots, x_r\}$. We set again $a = o$. The expectation of $\left( \frac{1}{r}(x_1 + \ldots + x_r) \right)^2$ turns out to be at most

$$\frac{D^2}{2r} \left( 1 - \frac{1}{r} \sum \frac{1}{n_i} \right) < \frac{D^2}{2r}.$$
The computations are similar and this proof may be somewhat simpler than the original one. But the original one is developed further in the proof of Theorem 6.1. Actually, the probabilistic parts of the proofs in [27], [12], [13], [8] are essentially the same except that they don’t use the product distribution \(\prod \alpha_i(\cdot)\), just the \(r\)-fold product of \(\alpha(\cdot)\) coming from the convex combination \(a = \sum_{x \in P} \alpha(x)x\).

The above proof also works when the sets \(\text{conv} P_i\) do not intersect but there is a point close to each. Recall that \(B(a, \rho)\) denotes the Euclidean ball centered at \(a \in \mathbb{R}^d\) of radius \(\rho\).

**Lemma 8.2.** Let \(P_1, \ldots, P_r\) be \(r \geq 2\) point sets in \(\mathbb{R}^d\), \(D = \max_{i \in [r]} \text{diam} P_i\) and \(\eta > 0\). Assume that \(B(a, \eta D) \cap \text{conv} P_i \neq \emptyset\) for every \(i \in [r]\). Then there exists a transversal \(T\) such that \(d(a, \text{conv} T) \leq \frac{D}{\sqrt{2r}} \sqrt{1 + 2(r - 1)\eta^2}\).

**Proof.** The above proof works up to the point where \(\sum c(P_i) c(P_j)\) appears. This time the sum is not zero but every term is at most \(\eta^2 D^2\), and there are \((\binom{r}{2})\) terms. This gives the required bound. \(\square\)

We close this section by giving a deterministic algorithm, derived by derandomizing the proof of Theorem 2.1. We state it for the case assuming that \(\alpha_i(x) = \frac{1}{n_i}\) for each \(i \in [r]\) and \(x \in P_i\); this is the case when \(a = c(P_i)\) for all \(i \in [r]\). The general case follows in the same way, by derandomizing the probabilistic proof that picks each \(x \in P_i\) with probability \(\alpha_i(x)\) (as outlined in the equivalent formulation above).

We will iteratively choose the points in the sets. Assume we have selected the points \(f_i \in P_i\) for \(i = s+1, \ldots, r\). We also need to be able to evaluate the conditional expectation \(\mathbb{E} \left[ c \left\{ x_1, \ldots, x_s, f_{s+1}, \ldots, f_r \right\}^2 \mid f_{s+1}, \ldots, f_r \right]\), where the expectation is over the points \(x_1, \ldots, x_s\) chosen uniformly from the sets \(P_1, \ldots, P_s\). This can be done, as

\[
\text{Ave} \left( \frac{1}{r} \left( \sum_{i=1}^{s} x_i + \sum_{i=s+1}^{r} f_i \right) \right)^2 =
= \frac{1}{r^2} \left[ \text{Ave} \left( \sum_{i=1}^{s} x_i \right)^2 + \left( \sum_{i=s+1}^{r} f_i \right)^2 + 2 \left( \sum_{i=s+1}^{r} f_i \right) \text{Ave} \left( \sum_{i=1}^{s} x_i \right) \right].
\]

Now, as shown earlier, we have

\[
\text{Ave} \left( \sum_{i=1}^{s} x_i \right)^2 = \sum_{i=1}^{s} \frac{1}{n_i} \sum_{x \in P_i} x^2. \tag{5}
\]

Similarly, one can compute \(\text{Ave} \left( \sum_{i=1}^{s} x_i \right)\) exactly. Thus one can compute

\[
\mathbb{E} \left[ c \left\{ x_1, \ldots, x_s, f_{s+1}, \ldots, f_r \right\}^2 \mid f_{s+1}, \ldots, f_r \right]
\]

exactly. We can pre-compute the postfix sums in equality (5) at the beginning of the algorithm, in total time \(O(d \sum_i n_i)\). Then the above expectation can be computed in
Lemma 9.1. Let \( q \in \mathbb{P} \) be the nearest point of \( \mathbb{P} \) to the origin, define \( v_j = o - q_j \) and let \( Q^j \) be the union of all \( P_i \) with \( i \in [j + t] \setminus P^j \). Define

\[
p = \arg \max_{x \in Q^j} (x - q_j) v_j.
\]

Of course this point \( p \) belongs to some \( P_i \) with \( i \in [j + t] \setminus P^j \); denote it by \( P_{ij+1} \) and set \( p_{ij+1} = p \). Let \( q_{j+1} \) be the nearest point of \( \text{conv} P^j \cup \{ p_{ij+1} \} \) to the origin.

**Lemma 9.1.**

\[
|q_{j+1}| \leq \left( 1 - \frac{|q_j|^2}{2D^2} \right) \cdot |q_j|.
\]

**Proof.** See Figure 1. In the triangle with vertices \( q_j, o, q_{j+1} \), we have \( \sin \theta = \frac{|q_{j+1}|}{|q_j|} \). On the other hand, in the triangle with vertices \( q_j, p_{ij+1}, p' \), we get

\[
\cos \theta = \frac{|q_j - p'|}{|q_j - p_{ij+1}|} \geq \frac{|q_j|}{D}.
\]

This requires \( |q_j - p'| \geq |q_j| \). Note that \( o \in \text{conv} Q^j \) due to the fact that \( Q^j \) is the union of at least \( t \) of the \( P_i \)'s. Thus \( |q_j - p'| \geq |q_j| \) since any half-space containing \( o \) must contain some point of \( Q^j \). Using the fact that \( \sin^2 \theta + \cos^2 \theta = 1 \), we get

\[
|q_{j+1}| \leq \sqrt{1 - \left( \frac{|q_j|}{D} \right)^2} \cdot |q_j| \leq \left( 1 - \frac{|q_j|^2}{2D^2} \right) \cdot |q_j|.
\]  

9 Proof of Theorem 2.2

The proof and its calculations are similar to other applications of the Frank-Wolfe method (see [10] and the references therein). For completeness, we present the proof in our setting.

**Proof.** By translation, we can assume that \( a = o \). For simpler notation we write \( |q| = d(o, q) \) when \( q \in \mathbb{R}^d \), and the scalar product of vectors \( u, v \in \mathbb{R}^d \) is written as \( u \cdot v \). Initially, pick an arbitrary point of \( P_1 \), say \( p_1 \in P_1 \). We are going to construct a sequence \( i_1, i_2, \ldots, i_{r-t+1} \) consisting of \( r - t + 1 \) distinct integers with \( i_j < j + t \) and a point \( p_{ij} \in P_{ij} \) for each \( i_j \) as follows. We start with an arbitrary \( p_1 \in P_1 \) and set \( q_1 = p_1 \). Assume \( i_1 = 1, i_2, \ldots, i_j \) have been constructed and set \( P^j = \{ p_{i_1}, \ldots, p_{i_j} \} \) and \( P^j = \{ i_1, \ldots, i_j \} \).

Let \( q_j \) be the nearest point of \( \text{conv} P^j \) to the origin, define \( v_j = o - q_j \) and let \( Q^j \) be the union of all \( P_i \) with \( i \in [j + t] \setminus P^j \). Define

\[
P = \arg \max_{x \in Q^j} (x - q_j) v_j.
\]

Overall, the running time is \( O(\sum_{i=1}^{r} |P_i|) \).
Lemma 9.1 implies that at the start, when $|q_j|$ is large, the decrease is correspondingly larger, and this slows down with more iterations. Specifically, for an integer $l \geq 1$, let $k_l$ be the number of indices $i_j$ such that

$$\frac{D}{2^l} < |q_j| \leq \frac{D}{2^{l-1}}. \quad (7)$$

Let $j' \in \{1, \ldots, r - t + 1\}$ be the smallest index for which (7) is true. By Lemma 9.1 and the fact that $|q_j|$ is a non-increasing function of $j$, we have

$$|q_{j' + k_l - 1}| \leq \prod_{m=j'}^{j' + k_l - 1} \left(1 - \frac{|q_m|^2}{2D^2}\right) \cdot |q_{j'}| 
\leq \left(e^{-\frac{|q_{j' + k_l - 1}|^2}{2D^2}}\right)^{k_l} \cdot |q_{j'}|. \leq e^{-\frac{|q_{j' + k_l - 1}|^2}{2D^2}}. \cdot |q_{j'}|.$$ 

Now the fact that $|q_{j' + k_l - 1}| > \frac{D}{2^l}$ implies that $k_l < 2^{2l} \cdot \ln 4$. Thus the maximum number of iterations $i_j$ for which we have $|q_j| > \frac{D}{2^l}$ is at most

$$\sum_{l=1}^{t} 2^{2l} \cdot \ln 4 = \ln 4 \cdot \frac{4(4^t - 1)}{3}.$$ 

This is at most $r - t + 1$ for $2^t = \sqrt{\frac{3(r-t+1)}{4\ln 4}} + 1$. In other words, after $r - t + 1$ iterations, we have

$$|q_{r-t+1}| \leq \frac{D}{\sqrt{\frac{3(r-t+1)}{4\ln 4}} + 1} \leq 2\sqrt{\ln 4} \cdot \frac{D}{\sqrt{r-t+1}}.$$ 

We extend this partial transversal to a complete one with an arbitrary choice of $p_i \in P_i$ for all $i \in [r-t] \setminus I^{r-t+1}$. The new transversal satisfies the required inequality. \hfill \Box

Remark. In this proof the first point $p_1 \in P_1$ can be chosen arbitrarily, even the condition $a \in \text{conv} P_1$ is not needed. This implies that there are at least $|P_1|$ suitable transversals because the starting point $p_1$ can be chosen in $|P_1|$ different ways, and each gives a different transversal. We remark further that the proof is an effective algorithm that finds the transversal $Q$. 

Figure 1: An iteration of the algorithm.
10 Proof of Theorem 4.1 and 4.4

The proof of Theorem 4.1 goes by induction on \( k \) and the case \( k = 1 \) is trivial. For the induction step \( k - 1 \to k \) fix a point \( q \in \mathbb{R}^d \) and consider the system \( \mathcal{F}_1, \ldots, \mathcal{F}_{k-1} \). By the induction hypothesis it has at least \( \prod_{i=1}^{k-1} m_i \) transversal sets \( \mathcal{S} = \{ K_1, \ldots, K_{k-1} \} \) with 
\[
d(q, K(S)) > \sqrt{\rho_1^2 + \ldots + \rho_{k-1}^2}.
\]
If \( K(S) = \emptyset \), then one can extend \( \mathcal{S} \) by any \( K_k \in \mathcal{F}_k \) to the transversal \( \mathcal{T} = \mathcal{S} \cup K_k \) that satisfies \( d(q, K(T)) = \infty > \rho \). This means that \( \mathcal{S} \) with \( K(S) = \emptyset \) can be extended to a suitable \( \mathcal{T} \) in \( n_k \) different ways.

Suppose now that \( K(S) \neq \emptyset \) and let \( p \) be the point in \( K(S) \) nearest to \( q \). Note that \( K(S) \) is contained in the halfspace
\[
H = \{ x \in \mathbb{R}^d : (p - q)(x - p) \geq 0 \}.
\]

By the assumption there are at least \( m_k \) sets \( K \in \mathcal{F}_k \) with \( d(p, K) > \rho_k \). For all such \( K = K_k \) consider the transversal \( \mathcal{T} = \mathcal{S} \cup K_k \). Then \( d(q, K(T)) = \infty > \rho \) if \( K(T) = \emptyset \).

Otherwise let \( p' \) be the point in \( K(T) \) nearest to \( q \). So \( p' \in H \) and then
\[
(p' - q)^2 = (p' - p)^2 + (p - q)^2 + 2(p' - p)(p - q) > \rho_k^2 + \rho_1^2 + \ldots + \rho_{k-1}^2 = \rho^2.
\]

Thus \( \mathcal{S} \) with \( K(S) \neq \emptyset \) extends to a suitable \( \mathcal{T} \) in \( m_k \) different ways. In both cases \( \mathcal{S} \) can be extended to \( \mathcal{T} \) in at least \( \min\{m_k, n_k\} = m_k \) ways meaning that there are at least \( \prod_{i=1}^{k} m_i \) transversals with \( d(q, K(T)) > \rho \).

\[\square\]

Proof of Theorem 4.4. We have now a single family \( \mathcal{F} \) with \( |\mathcal{F}| = n \), and we assume that for every \( p \in \mathbb{R}^d \) there are at least \( m \) sets \( K \in \mathcal{F} \) with \( d(p, K) > \rho \). We define \( m = (1 - \gamma)n \). We want to show that \( \gamma \geq \beta \).

Fix \( q \in \mathbb{R}^d \) and call an ordered \( j \)-tuple \((K_1, \ldots, K_j)\) good if \( \bigcap_{i=1}^{j} K_i \) is disjoint from \( B(q, \sqrt{\rho} \cdot \rho) \). We show by induction on \( k \) that the number of good \( k \)-tuples \((K_1, \ldots, K_k)\) of \( \mathcal{F} \) is at least
\[
(1 - \gamma)^k n(n - 1) \ldots (n - k + 1).
\]

Note that \( n(n - 1) \ldots (n - k + 1) \) is the total number of ordered \( k \)-tuples of \( \mathcal{F} \).

In the induction step of the previous proof, when considering the good \((k - 1)\)-tuple \((K_1, \ldots, K_{k-1})\) of \( \mathcal{F} \) we had to consider two cases.

Case 1 when \( \bigcap_{i=1}^{k-1} K_i = \emptyset \). Then we can add any \( K \in \mathcal{F} \) distinct from \( K_1, \ldots, K_{k-1} \). This is altogether \( n - k + 1 \) good \( k \)-tuples of \( \mathcal{F} \) extending the previous good \((k - 1)\)-tuple.

Case 2 when \( \bigcap_{i=1}^{k-1} K_i \neq \emptyset \). Let \( p \) be the nearest point in \( \bigcap_{i=1}^{k-1} K_i \) to \( q \). Then there are \( m \) sets \( K \in \mathcal{F} \) with \( d(p, K) > \rho \) and such a \( K \) is different from every \( K_i \) because all \( K_i \) contains \( p \). By the induction hypothesis \( |q - p| > \sqrt{k - 1} \rho \). This gives altogether \( m \) good \( k \)-tuples of \( \mathcal{F} \) extending the previous good \((k - 1)\)-tuple.

Thus each good \((k - 1)\)-tuple is extended to a good \( k \)-tuple in either \( m \) or \( n - k + 1 \) ways, finishing the induction. So the fraction of good \( k \)-tuples (among all \( k \)-tuples) is at least
\[
(1 - \gamma)^k \leq 1 - \alpha \quad \text{implying that}
\]
\[
\gamma \geq 1 - (1 - \alpha)^{1/k} = \beta,
\]
indeed.

\[\square\]
11 Proof of Theorem 6.1

Before the proof of Theorem 6.1 we need a lemma. Recall that $P$ is the disjoint union of sets (considered colours) $C_1, \ldots, C_r \subset \mathbb{R}^d$, and each $C_j$ has size $k \geq 2$, the case $k = 1$ is trivial.

Lemma 11.1. Under the above conditions there is a subset $Q \subset P$ with $|Q \cap C_j| = \lfloor \frac{k}{2} \rfloor$ for every $j \in [r]$ such that

(i) $d(c(Q), c(P)) \leq \sqrt{\frac{k}{2(k-1)n}} \text{diam} P$ if $k$ is even,

(ii) $d(c(Q), c(P)) \leq \sqrt{\frac{(k-2)(k+1)}{2(k-1)n}} \text{diam} P$ if $k$ is odd.

Proof. Assume again that $c(P) = o$ and write $D = \text{diam} P$. We use an averaging argument again, this time averaging over all subsets $Q$ of $P$ with $|Q \cap C_j| = \lfloor \frac{k}{2} \rfloor$ for every $j \in [r]$. We start with the case when $k$ is even.

$$\text{Ave} c(Q)^2 = \frac{4}{n^2} \text{Ave} \left( \sum_{x \in Q} x \right)^2.$$ 

This is again a linear combination of terms $x^2$ for $x \in P$ and $2xy$ for $x, y \in P, x \neq y$ of distinct colours and $2xy$ for $x, y \in P, x \neq y$ of the same colour. It is clear that each $x^2$ goes with coefficient $\frac{1}{2}$, each $2xy$ from different colours with coefficient $\frac{1}{4}$ while the coefficient of $2xy$ with $x, y$ of the same colour (and $x \neq y$) is

$$\frac{\left(\frac{k}{2}\right)}{\left(\frac{k}{2}\right)} = \frac{k-2}{4(k-1)} = \frac{1}{4} \left(1 - \frac{1}{k-1}\right).$$

Thus, writing $\sum_{(1)}$ resp. $\sum_{(2)}$ for the sum taken over pairs $x, y$ of distinct colour and of the same colour,

$$\text{Ave} \left( \sum_{x \in Q} x \right)^2 = \frac{1}{2} \sum_{x \in P} x^2 + \frac{1}{4} \sum_{(1)} 2xy + \frac{1}{4} \left(1 - \frac{1}{k-1}\right) \sum_{(2)} 2xy$$

$$= \frac{1}{4} \sum_{x \in P} x^2 + \frac{1}{4} \left(\sum_{x \in P} x \right)^2 - \frac{1}{4(k-1)} \sum_{(2)} 2xy$$

$$= \frac{1}{4} \left(1 - \frac{1}{k-1}\right) \sum_{x \in P} x^2 - \frac{1}{4(k-1)} \sum_{j=1}^k \left(\sum_{x \in C_j} x \right)^2$$

$$\leq \frac{1}{4(k-1)} \sum_{x \in P} x^2 \leq \frac{1}{4(k-1)} \frac{nD^2}{k} \leq \frac{1}{4(k-1)} \frac{nD^2}{2(k-1)n} = \frac{1}{k-1} \frac{D^2}{2r}.$$ 

According to Lemma 8.1. Returning now to $\text{Ave} c(Q)^2$ we have

$$\text{Ave} c(Q)^2 = \frac{4}{n^2} \text{Ave} \left( \sum_{x \in Q} x \right)^2 \leq \frac{kD^2}{2(k-1)n} = \frac{1}{k-1} \frac{D^2}{2r}.$$
Consequently there is a $Q \subset P$ satisfying (i). Assume next that $k$ is odd: $k = 2s + 1$, say, with $s \geq 1$. So the average is to be taken over all subsets $Q$ of $P$ with $|Q \cap C_j| = s$ for every $j \in [k]$, and

$$\text{Ave} \ c(Q)^2 = \frac{1}{(sk)^2} \text{Ave} \left( \sum_{x \in Q} x \right)^2.$$  

The coefficients of $x^2$ and $2xy$ in $\text{Ave} \left( \sum_{x \in Q} x \right)^2$ are determined the same way as before and we have

$$\text{Ave} \left( \sum_{x \in Q} x \right)^2 = \frac{s}{2s+1} \sum_{x \in P} x^2 + \frac{s^2}{(2s+1)^2} \sum (1) 2xy + \frac{s(s-1)}{(2s+1)2s} \sum (2) 2xy$$

$$= \frac{s}{2s+1} \left[ \sum_{x \in P} x^2 + \frac{s}{2s+1} \sum (1) 2xy + \frac{s-1}{2s} \sum (2) 2xy \right]$$

$$= \frac{s}{2s+1} \left[ \sum_{x \in P} x^2 - \frac{1}{2s} \sum (2) 2xy \right]$$

$$\leq \frac{s}{(2s+1)^2} \left( 1 - \frac{1}{2s} \right) \sum_{x \in P} x^2 \leq \frac{(s+1)(2s-1)}{2(2s+1)^2} nD^2,$$

where Lemma 8.1 was used again. Here $n = rk = r(2s+1)$ so

$$\text{Ave} \ c(Q)^2 \leq \frac{1}{s^2k^2} \frac{(s+1)(2s-1)}{2(2s+1)^2} \frac{nD^2}{2} = \frac{(k+1)(k-2)}{k(k-1)^2} \frac{D^2}{2r} < \frac{1}{k-1} \frac{D^2}{2r},$$

where the last inequality follows easily from $k \geq 3$. This proves part (ii). \hfill \Box

**Corollary 11.2.** Under the conditions of Lemma 11.1 there is a partition $Q_0, Q_1$ of $P$ with $|Q_0 \cap C_j| = \lfloor k \frac{1}{2} \rfloor$ and $|Q_1 \cap C_j| = \lceil k \frac{1}{2} \rceil$ for every $j \in [r]$ such that $|c(Q_0)| = |c(Q_1)|$ when $k$ is even, and $\frac{k-1}{k+1}|c(Q_0)| = |c(Q_1)|$ when $k$ is odd. Moreover

$$d(c(Q_1), c(P)) \leq d(c(Q_0), c(P)) \leq \frac{1}{\sqrt{k-1}} \frac{D}{\sqrt{2r}}.$$  

**Proof.** Set $Q_0 = Q$ where $Q$ comes from Lemma 11.1 and $Q_1 = P \setminus Q_0$. In the even case $c(Q_0) + c(Q_1) = 2c(P) = o$ again. In the odd case $s c(Q_0) + (s + 1) c(Q_1) = c(P) = o$, implying that $|c(Q_1)| = \frac{k-1}{k+1}|c(Q_0)|$. Moreover, $n = rk$ and in all cases $|c(Q_1)| \leq |c(Q_0)| \leq \frac{1}{\sqrt{k-1}} \frac{D}{\sqrt{2r}}$. \hfill \Box

**Proof of Theorem 6.1** We build an incomplete binary tree. Its root is $P$ and its vertices are subsets of $P$. The children of $P$ are $Q_0, Q_1$ from the above Corollary, the children of
Q₀ resp. Q₁ are Q₀₀, Q₀₁ and Q₁₀, Q₁₁ obtained again by applying Corollary 11.2 to Q₀ and Q₁. We split the resulting sets into two parts of as equal sizes as possible the same way, and repeat. We stop when the set Qₙ₁...ₙₙ contains exactly one element from each colour class. In the end we have sets P₁, . . . , Pₙ at the leaves. They form a partition of P with |Pᵢ ∩ Cⱼ| = 1 for every i ∈ [r] and j ∈ [k]. We have to estimate d(c(Pᵢ), c(P)). Let P, Q¹, . . . , Qʰ, Pᵢ be the sets in the tree on the path from the root to Pᵢ. Using the Corollary gives

\[ d(c(P), c(Pᵢ)) \leq d(c(P), c(Q¹)) + d(c(Q¹), c(Q²)) + \ldots + d(c(Qʰ), c(Pᵢ)) \]

\[ \leq \left( \frac{1}{\sqrt{k-1}} + \frac{1}{\lfloor \sqrt{k/2} \rfloor - 1} + \frac{1}{\lfloor \sqrt{k/4} \rfloor - 1} + \ldots \right) \frac{D}{\sqrt{2r}} \]

\[ \leq (1 + \sqrt{2}) \frac{D}{\sqrt{r}}, \]

as one can check easily.

We mention that with a little extra care the constant 1 + √2 = 2.4142.. can be brought down to 2.02.

12 Proofs of the No-Dimension Selection and Weak ϵ-net Theorems

Proof of Theorem 7.2. This is a combination of Lemma 8.2 and the no-dimension Tverberg theorem, like in [5]. We assume that n = kr + s with 0 ≤ s ≤ r − 1 (k an integer) and set γ = 2 + √2. The no-dimension Tverberg theorem implies that P has a partition {P₁, . . . , Pₖ} such that conv Pᵢ intersects the ball B(q, γD/√r) for every i ∈ [k] where q ∈ Rᵈ is a suitable point.

Next choose a sequence 1 ≤ j₁ ≤ j₂ ≤ . . . ≤ jᵣ ≤ k (repetitions allowed) and apply Lemma 8.2 to the sets Pⱼ₁, . . . , Pⱼᵣ, where we have to set η = 2γ. This gives a transversal Tⱼ₁...ⱼᵣ of Pⱼ₁, . . . , Pⱼᵣ whose convex hull intersects the ball

\[ B\left(q, \frac{D}{\sqrt{2r}} \sqrt{1 + 2(r-1)\eta^2}\right). \]

The radius of this ball is

\[ \frac{D}{\sqrt{2r}} \sqrt{1 + 2 \frac{r-1}{r} \gamma^2} \leq \frac{D}{\sqrt{r}} \sqrt{6.5 + 4\sqrt{2}} < 3.5 \frac{D}{\sqrt{r}} \]

as the function under the first large square root sign is decreasing with r and for r = 2 it is 13 + 8√2. So the convex hull of all of these transversals intersects B(q, 3.5D/√r). They are all distinct r-element subsets of P and their number is

\[ \binom{k + r - 1}{r} = \left( \frac{n-s}{r} + r - 1 \right) \geq r^{-r} \binom{n}{r}, \]

as one can check easily.
The proof of Theorem 7.3 is an algorithm that goes along the same lines as in the original weak \( \epsilon \)-net theorem [2]. Set \( F := \emptyset \) and let \( \mathcal{H} \) be the family of all \( r \)-tuples of \( P \). On each iteration we will add a point to \( F \) and remove \( r \)-tuples from \( \mathcal{H} \).

If there is \( Y \subset P \) with \( \left( F + \frac{3.5D}{\sqrt[r]{r}} B \right) \cap \text{conv} Y = \emptyset \), then apply Theorem 7.2 to that \( Y \) resulting in a point \( q \in \mathbb{R}^d \) such that the convex hull of at least

\[
\frac{1}{r^r} \binom{en}{r}
\]

\( r \)-tuples from \( Y \) intersect \( B \left( q, \frac{3.5D}{\sqrt[r]{r}} \right) \). Add the point \( q \) to \( F \) and delete all \( r \)-tuples \( Q \subset Y \) from \( \mathcal{H} \). On each iteration the size of \( F \) increases by one, and at least \( r^{-r} \binom{en}{r} \) \( r \)-tuples are deleted from \( \mathcal{H} \). So after \( \frac{(n)}{r^r} \binom{en}{r} \leq \frac{r^r}{\epsilon^r} \) iterations the algorithm terminates as there can’t be any further \( Y \subset P \) of size \( en \) with \( \left( F + \frac{3.5D}{\sqrt[r]{r}} B \right) \cap \text{conv} Y = \emptyset \). Consequently the size of \( F \) is at most \( r^{r} \epsilon^{-r} \).

\[\square\]

13 Proof of Theorem 5.1

We begin with a simple observation.

**Proposition 13.1.** Consider a finite family \( \mathcal{F} \) of convex bodies in \( \mathbb{R}^d \), a point \( p \) in \( \mathbb{R}^d \) and a natural number \( k \) at most \( d + 1 \). Assume that every point is at positive distance from at least one of the elements of \( \mathcal{F} \). If \( \mathcal{F}^* \) is a subfamily of size \( k \) such that the distance of its intersection from \( p \) is maximal among all families of size \( k \), then the closest point \( q \) to \( p \) in the intersection lies in the intersection of the respective boundaries.

**Proof.** Assume the contrary. Then the distance from \( p \) to the intersection over \( \mathcal{F}^* \) is attained at a subfamily \( \mathcal{F}' \) of size \( k - 1 \). By assumption, there exists an element \( K \) of \( \mathcal{F} \) that does not contain \( q \). The subfamily \( \mathcal{F}' \cup \{ K \} \) has \( k \) elements and its intersection is farther from \( p \) than \( q \). \[\square\]

Next we prove the geometric inequality about simplices.

**Proof of Theorem 5.2** Let \( p_1, \ldots, p_n \) be points in general position in \( \mathbb{R}^{n-1} \), their convex hull is a simplex \( \triangle \) whose inradius is \( r \). For each \( j = [n] \) denote by \( \sigma_j \) the facet of \( \triangle \) opposite to \( p_j \).

We proceed by induction on \( n \). For \( n = k + 1 \) the statement is tautological. Let now \( h_j \) be the height of \( p_j \) over \( \sigma_j \) and denote by \( T_j \) the \( (n-2) \)-dimensional volume of \( \sigma_j \). Calculating the volume of \( \triangle \) from these heights and the inradius, respectively, we get that for each \( j \) we have \( r \sum_i T_i = h_j T_j \) and consequently \( h_j = \frac{\sum_i T_i}{T_j} r \).

For any fixed \( j \), consider the slice of the inscribed ball parallel to \( \sigma_j \) at height \( z \in [0, 2r] \) over this facet. This slice is a ball of radius \( \sqrt{r^2 - (z - r)^2} \); it lies entirely in the simplex, so its stereographic projection from the vertex \( p_j \) onto the hyperplane of \( \sigma_j \) lies entirely in
σ_j and thus the radius of the projection is a lower bound on the inradius of σ_j. The radius of the projection is \( \sqrt{r^2 - (z - r)^2} \); for fixed \( r \) and \( h_j \) the maximum is attained at \( z = \frac{h_j}{h_j - r}r \) and has value \( \varrho_j := r \sqrt{\frac{h_j}{h_j - 2r}} = r \sqrt{\sum_{i=1}^n \frac{T_i}{T_i - 2T_j}} \). By the induction hypothesis this implies that any ball that meets the affine span of each \((k-1)\)-dimensional face of \( \sigma_j \) has radius at least \( \lambda_{n-1} \varrho_j \).

Assume now that a ball of radius \( R \) meets the affine span of each \((k-1)\)-dimensional face of \( \Delta \); let \( m_j \) be the (signed) height of its center above \( \sigma_j \). By computation of volume of the simplex we have \( \sum m_i T_i = r \sum T_i \). By the induction hypothesis, in order to meet the affine span of each \( k \)-dimensional face of \( \sigma_j \) in particular the intersection of the ball with \( \sigma_j - \text{an (n-1)-ball of radius } \sqrt{R^2 - m_j^2} \) – has to have radius at least \( \lambda_{n-1} \varrho_j \), hence \( R \geq \sqrt{m_j^2 + \lambda_{n-1}^2 \varrho_j^2} \) holds for all \( j \). Introducing the notation \( \alpha_j := \frac{T_j}{\sum T_i} \), we claim that the three conditions

\[
\sum_{i=1}^n \frac{m_i}{r} \alpha_i = 1, \quad \sum_{i=1}^n \alpha_i = 1, \quad \text{and } 0 \leq \alpha_i \leq \frac{1}{2} \text{ for all } i \in [n]
\]

imply that

\[
\max_j \left\{ m_j^2 + \lambda_{n-1}^2 \varrho_j^2 \right\} = r^2 \max_j \left\{ \left( \frac{m_j}{r} \right)^2 + \lambda_{n-1}^2 \frac{1}{1 - 2\alpha_j} \right\} \geq \lambda_n^2 r^2 \tag{8}
\]

This will finish the proof of the induction step.

To prove the inequality \([8]\), form the weighted average of the expressions \( \left( \frac{m_j}{r} \right)^2 + \lambda_{n-1}^2 \frac{1}{1 - 2\alpha_j} \) with weights \( \alpha_j \):

\[
\sum_{j=1}^n \alpha_j \left( \left( \frac{m_j}{r} \right)^2 + \lambda_{n-1}^2 \frac{1}{1 - 2\alpha_j} \right) = \sum_{j=1}^n \alpha_j \left( \frac{m_j}{r} \right)^2 + \lambda_{n-1}^2 \sum_{j=1}^n \frac{\alpha_j}{1 - 2\alpha_j}.
\]

By convexity of \( t \mapsto t^2 \) the first sum – considered as a weighted average – is at least \( \left( \sum_{j=1}^n \alpha_j \frac{m_j}{r} \right)^2 = 1 \) and by convexity of the function \( t \mapsto \frac{t}{1 - 2t} \) the second sum – considered as a regular average – is at least

\[
n\lambda_n^2 \frac{\sum_{j=1}^n \alpha_j}{1 - 2\sum_{j=1}^n \alpha_j} = \lambda_{n-1}^2 \frac{n}{n - 2} \frac{n(n - k - 1)}{k} = \lambda_n^2 - 1.
\]

Hence the sum of the two parts is at least \( \lambda_n^2 \) and consequently at least one of the weighted summands is at least \( \lambda_n^2 \). This proves \([8]\) and finishes the proof. \( \square \)

We need a slight strengthening of this inequality. Given the simplex \( \Delta \), let \( G_i \) denote the closed halfspace satisfying \( \Delta \cap G_i = \sigma_i \). We define \( C(J) \), the cone over the \((k-1)\)-face \( \text{conv}\{p_j : j \in J\} \) as \( C(J) = \bigcap_{j \in J} G_j \).

**Lemma 13.2.** **Under the conditions of Theorem 5.2**, any ball intersecting \( C(J) \) for every \( J \subseteq [n], |J| = k \) has radius at least \( \lambda_n r \).

The proof follows directly from Proposition 13.1, the intersection of the boundaries of the halfspaces \( G_j, j \in J \) is exactly the affine hull of the corresponding \((k-1)\)-face. \( \square \)
Proof of Theorem 5.1. First we show how to replace each $K_i$ with a polytope. Choose a point $z(J) \in K(J) \cap B(b, 1)$ for every $J \subset [n], |J| = k$ and set $K_i^* = \text{conv} \{ z(J) : i \in J \}$. The new family $F^*$ satisfies the same conditions as $F$, each $K_i^*$ is a polytope and is a subset of $K_i$. Thus if no ball $B(q, 1/\sqrt{k})$ intersects all $K_i \in F$, then it does not intersect all $K_i^* \in F^*$ either.

Next set $r = \sqrt{\frac{n-k}{k(n-1)}}$ and define $K_i = K_i^* + rB$; we have to show that $\bigcap_1^n K_i \neq \emptyset$. Assume the contrary. Then there are closed halfspaces $H_i$ in general position such that $K_i \subset H_i$ and $\bigcap_1^n H_i = \emptyset$. Write $a_i$ for the outer (unit) normal of $H_i$ and $A$ for the linear span of $a_1, \ldots, a_n$. It is clear that $A$ is a copy of $\mathbb{R}^{n-1}$. Let $H_i^r$ denote the halfspace contained in $H_i$ such that their bounding hyperplanes are exactly a distance $r$ apart. Then

$$\Delta = A \cap \bigcup_1^n H_i^r$$

is a simplex in $A \cong \mathbb{R}^{n-1}$ whose inradius is at least $r$. The outer cone of $\Delta$ over the face $\text{conv} \{ v_j : j \in J \}$ is $C(J) = A \cap \bigcap_{j \in J} H_i^r$. Lemma 13.2 applies now and shows that for every $q \in A$ one of the outer cones with $|J| = k$ is farther than $\lambda_n r = 1$. A contradiction with the assumption that $K(J)$ has a point in $B(b, 1)$.
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