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ABSTRACT A robust design in electrified powertrains substantially helps to enhance the vehicle’s overall efficiency. Robustness analyses come with complexity and computational costs at the vehicle level. The use of sensitivity analysis (SA) methods in the design phase has gained popularity in recent years to improve the performance of road vehicles while optimizing the resources, reducing the costs, and shortening the development time. Designers have started to utilize the SA methods to explore: i) how the component and vehicle level design options affect the main outputs i.e. energy efficiency and energy consumption; ii) observing sub-dependent parameters, which might be influenced by the variation of the targeted controllable (i.e. magnet thickness) and uncontrollable (i.e. magnet temperature) variables, in nonlinear dynamic systems; and iii) evaluating the interactions, of both dependent, and sub-dependent controllable/uncontrollable variables, under transient conditions. Hence the aim of this study is to succinctly review recent utilization of SA methods in the design of AC electric machines (EM)s used in vehicle powertrains, to evaluate and discuss the findings presented in recent research papers while summarizing the current state of knowledge. By systematically reviewing the literature on applied SAs in electrified powertrains, we offer a bibliometric analysis of the trends of application-oriented SA studies in the last and next decades. Finally, a numerical-based case study on a third-generation TOYOTA Prius EM will be given, to verify the SA-related findings of this paper, alongside future works recommendations.

INDEX TERMS Automotive engineering, AC machines, electric vehicles, robustness, sensitivity analysis, permanent magnet machines, time series analysis, statistics.

I. INTRODUCTION

Managing the environmental and energy requirements of road transport by vehicle electrification is a challenging task, because of the cost, computational time, and the complex nature of the powertrains. The identified complexities are a result from technical immaturity as electrified vehicles have not yet penetrated the market on a broad scale. Sensitivity analysis (SA) in existing literature and textbooks, as applied in the automotive industry, illustrates that the use of various SA methods have been widely performed. Depending on the type of study and mathematical skills of the designers, the level of contribution and methodology selection vary; factor prioritization [1-6], factor fixing [6-10], variance cutting [5-6][11], and factor mapping [6] [12-13] are employed in engineering applications such as automotive. Fully electric and hybrid electric vehicles (EV/HEV)s designers particularly should:

a. Distinguish the behavior of the objectives in HEV/EV powertrains. For instance, the nonlinear nature of the torque trend in electric motors can only be traced if the higher order differential equations are computed. The question to be examined is “Does the linearity or nonlinearity of the objective need to be determined?”

b. Evaluate the measurement error of various SA methods leading to a higher level of confidence in the powertrain. The question to be examined is “What level of uncertainty exists in each methodology?”

c. Recognize which design variable footprints in the powertrain are noisy. In other words, the powertrain input variables, such as battery capacity, mass, inverter and electric motors ratings, can be subjected to uncertainty in the output. The question to be examined
The reason that we stated the above-mentioned questions is defining how uncertainty analysis (case b) and SA (case c) are different from each other. Although, the SA evaluates how uncertainty in the component level of the powertrain (inputs) influences the powertrain objectives (outputs). The majority of published SAs in the field of electrified vehicles are either local [14-34] (such as one-factor-at-a-time (OAT) [24-34]) analyses, based on unjustified assumptions of model linearity and additivity. In fact, most of the HEV/EV powertrain models are nonlinear which raises the following question, “What would be the consequences if the SA results are incorrect?” On the other hand, global sensitivity analyses (GSA) [35-45], which avoids the aforementioned shortcomings, are only employed by a minority of designers. From the literature published on SA-focused studies for different HEV [46-48] and EV [50-52] powertrain topologies in both commercial [51-53] and passenger [54-55] vehicles, a remarkable lack of the availability of data can be seen. Due to the broad and multidisciplinary engineering involved in transportation electrification, the need of up-to-date application-oriented research and validation is obvious. All the SA-related attempts on HEV/EV powertrains can be summarized in the main component level outputs as: (1) electric motors and generators [56-58]; (2) batteries [59-66]; (3) longitudinal dynamics (physical sizing) [67-73]; and (4) energy management units [74-76].

The electrified powertrains for most of the transportation design variables on the above-mentioned components performance are discussed. Knowing the importance of corresponding design variables mentioned in (1-4) will offer new insights into how the energy consumption and powertrain, instant changes of speed due to driving behavior, speeding, and braking changes over time. These changes can be evaluated under different standardized drive cycles, where application-oriented drive cycles are presented. Due to these conditions, the importance of demand torque and speed have increased scrutiny. In reality, performance of the vehicle is always assumed to operate under the pre-defined drive cycles which are measured for various real-case driving. Therefore, the torque-speed-efficiency profile and transient temperature of the electric motors employed will be nonlinear and non-monotonical. In particular, an increase of temperature in PMSMS can suppress the torque density of the motor significantly. The component level SA helps designers to optimize the electric motors performances in a wide-speed-range. However, this does not allow them to evaluate the performance of the motor under real case driving cycles, where more nonlinearities occur due to the dynamic nature of the application, as presented Figure 1, where instances of acceleration and deceleration can happen in seconds. Ignoring facts like temperature rise of the motors may result in safety issues. Note that driving torque (DT) and regenerative torque (RT) are acceleration and deceleration modes in Figure 1.

Table I presents the worldwide trend of applied sensitivity analysis methods in automotive engineering (AE) within last decade. The total number of AE-related literature published is 1,041,940, however, the total number of AE-related works that have employed SA methods is only 284. On the other hand, the total number of SA-focused articles is 23,496, while only 1,626, meaning that about 6.92% papers were reporting the use of GSA methods. Among all AE-related publications, a very low AE contribution of less than 1% used SA methods in their design process. This trend shows that higher research and development requirements need to be defined for a faster and more efficient design and optimization. Although, the above statistics are for buses, and commercial vehicles (e.g. trucks), they are subjected to including all types of SA methodologies such as: (1) one-factor-at-a-time (OAT); (2) DOE-based LSA; (3) regression-based LSA; and (4) GSA, but we believe that the choice of method with respect to the component characteristics is sometimes mistakenly ignored which results in either an inefficient design or faulty prediction. For example, assume that the OAT method was used for the design variables selection of an energy storage system (e.g. size of battery, capacity, temperature, etc.) of the vehicle, afterwards, the predicted power consumption (output) mismatches the experimental measurements. If the SA implementation and modelling have been done correctly, the most likely reason might be the SA methodology employed. Moreover, the use of GSA methods in AE is only in 64 articles in the last decade, less than 4% of total papers published applying GSA methods. While a large portion of their use can be reported from 2018-2020, by 41 publications. This fact highlights the importance of these methodologies to provide reliable results for nonlinear and dynamic components and systems such as e-motors.

The next section emphasizes which SA methods are appropriate to be used for highly engineering a design depending on the component characteristics. Another
TABLE I.
THE NUMBER OF ARTICLES WHICH HAVE APPLIED SA METHODS IN AE WITHIN THE LAST DECADE

| Method                  | Number of articles [year-to-year] | Total |
|-------------------------|----------------------------------|-------|
|                         | 09/10 10/11 11/12 12/13 13/14 14/15 15/16 16/17 17/18 18/19 19/20 |       |
| OAT applied in AE       | 9 11 12 3 6 2 13 7 9 19 22 | 113   |
| DOE/R applied in AE     | 3 4 2 5 4 8 5 6 15 24 31 | 107   |
| GSA applied in AE       | 2 1 1 3 2 2 3 7 17 24 64 |       |
| Total articles on AE    | 55,454 58,477 65,721 73,031 80,725 92,867 106,299 118,038 122,458 132,201 136,669 | 1,041,940 |
| Total articles on GSA   | 42 48 86 108 130 154 172 200 208 231 247 |       |
| Total articles on SA    | 1,369 1,488 1,646 1,842 2,036 2,200 2,347 2,591 2,513 2,676 2,788 | 23,496 |

* Note that the numbers provided in Table I are own calculations from peer-reviewed journal articles and international conferences, reported in web of science, google scholar, and SJR.

Inference verified by Table 1 is that there still is dominance of OAT-LSA in AE-related literature, by 113 (approximately double of GSA).

While the variation of many EMs’ parameters, under dynamic operations, is nonlinear. The main highlights of the work are to demonstrate how conventional SA methods such as OAT and DOE/R may result in failure in such a dynamic system like EVs/HEVs. Less recognized, but increasingly significant, are uses of these existing SA methods on three critical parameters such as torque, power loss, and temperature. The aim of this overview is to present and evaluate the state-of-the-art of the available reports on the applied SA methods of the electric motors in the EVs/HEVs. After this introductory section, the characteristics of each one of those motor topologies will be summarized in Section II, in which a comprehensive comparative discussion over those candidates are given. SA methods used by the researchers will be discussed based on proposed mappings. Section III reviews the most common types of SA methods and proposes some of the methods based on the Section II highlights. Section IV offers a numerical-based study on a Third-Generation TOYOTA Prius to verify the necessity behind using GSAs. Finally, the main highlights and significant findings of the article are listed in Section IV, where future visions and recommendations are given.

II. ELECTRIC MOTORS IN ELECTRIFIED POWERTRAINS: STATE-OF-THE-ART

This section reviews the latest findings on the component level of HEV/EV powertrains, in addition, we will propose a mapping of the linearity or nonlinearity behavior of main outputs, to examine whether the SA methods applied are suitable or not for that specific component in the literature.

- **Electrical Machines (EM)s**

  The available recent types of EMs used in electrified vehicles are given as follows:

  - **a. Permanent Magnet Synchronous Motors (PMSM)s**
  - **b. Switched Reluctance Motors (SRM)s**
  - **c. Induction Motors (IM)s**

  a. **Permanent Magnet Synchronous Motors (PMSM)s**

    In the traction market, PMSMs have been widely used recently. Due to some remarkable advantages of this type of motor, such as wide torque-speed-range with high efficiency, and high torque and power densities, they are still highly under research and development. The following topologies have been developed during recent years:

    - Interior PMSMs (IPMSM)s
    - Surface-Mounted PMSMs (SPMSM)s
    - Double Stator/Rotor PMSMs (DSRPMSM)s
    - Flux Switching PMSMs (FSPMSM)s

    Researchers in [77-88] have proposed IPMSMs for HEV/EVs because of many advantages such as lower risk of magnet demagnetization and higher reliability. L. Zhang et al. [77] have studied three-phase and five-phase IPMSMs. Due to low reliability under the faulty conditions of conventional IPMSMs topologies such as spoke-type and V-shape (for example in the Toyota-Pirus 2004[78-79]), they have proposed two new fault tolerant fractional-slot concentrated-winding IPMSMs which have offered a high fault-tolerant capacity in comparison to other designs reported in [87-88]. In another study [80], the authors have developed a new spoke-type IPMSM with higher electromagnetic capability in both low and high speed operations toward the Toyota-Piros motor [78-79].

    S. Zhu et al. have studied IPMSMs in EV applications [81-82] and [86], in reference [81] they have studied electromagnetic performance of three multi-layered rotors. Finally, they have prototyped an IPMSM with a rotor consisting of three-layered magnets due to better torque density, and improved eddy-current loss and harmonics of the airgap flux density. In another study [82], they have reduced the stator core loss. Due to the harmonics of the rotor magnetomotive force, the stator core loss has been decreased by increasing the rotor magnet layers. In [86], they have...
compared the different rotor structures to calculate the iron loss and efficiency of multi-layered IPMSMs.

Y. H. Hwang and J. Lee [85] have presented the future of heavy rare-earth free magnets in IPMSMs. They have reported that the losses of the heavy rare-earth free magnets are less than Nd sintered magnets within high speed operation. Additionally, the efficiency of the proposed injection type motor with heavy rare-earth magnets is higher than typical Nd magnet IPMSM.

Recent literature on SPMSMs in HEV/EV applications are reported in [89-93]. Y. P. Yang and M. T. Peng [89] have illustrated a SPMSM with a magnet surface of a sinusoidal pulse width modulation (SPWM) shape by four factors: the period and modulation ratios of the SPWM function, the magnet tooth height, and the magnet base thickness, which were also verified via sensitivity analysis. They have found on the optimal shape of the magnets, in which the maximum torque has approximately decreased only up to 5.4%. While the magnet volume has reduced up to 13.2% which significantly decreased the cost of motor. In another investigation [90], the researchers have presented the electromagnetic and thermal characteristics of an overhang structure in a SPMSM. They have proposed an analytical method, the lumped-parameter thermal network, to minimize the computation time in comparison with the computational fluid dynamics method. It should be mentioned that the overhang structure is suitable where high torque and power densities in a limited space is preferable such as in HEV/EVs.

N. P. Shah et al. [91], have investigated a high pole, axial-flux SPMSM with a variable stator alignment of independent stators, thus allowing field weakening via a controllable and variable generated-voltage constant. There are several advantages of this type of topology:

- A wide constant-power speed ratio
- Better performance within high-speed operation
- Elimination of all gear ratio changes of the vehicle
- Downsizing of the motor drive
- Lower total cost
- Higher efficiency
- Extending the gradeability/acceleration range of the vehicle without the use of gear changes

J. Fan et al. [92], have studied a lumped parameter thermal analysis of a PMSM by considering a real driving cycle. Because of critical irreversible demagnetization and insulation failure of coils under severe thermal condition in PMSMs, they have computed heat losses and predicted temperature distribution of the motor under a real driving duty cycle. Finally, the lumped parameter model is verified by a core loss calculation method which is based on finite element analysis (FEA). In another report [93], the designers have worked on an exterior-rotor, radial-flux wheel motor that directly drives the vehicle. With respect to its structural/electromagnetic design difficulties, the performance improvement of the motor has been affected. They have enhanced the SPMSM in:

- No-load flux density and electromagnetic force
- Torque performance
- Stator current and temperature rise have been reduced at a certain level
- Flux leakage reduction

A better post-processing design or optimisation often results in a more complex motor. Researchers have developed new topologies to improve the conventional motors. In recent years, novel DSR-PMSM topologies have been reported for electrified vehicle applications [94-102]. In [94], the authors have investigated a flux-modulated double-rotor machine for series-parallel HEVs. In another work [95], they have proposed a novel double stator flux modulation machine with low-temperature superconducting windings. Higher torque density, stronger flux weakening capability, and larger power factor have been presented. C. Yunyun et al. [96], have studied a new double-rotor stator PMSM for HEVs. In this particular design topology, the stator and inner rotor have windings and magnets. While, the middle rotor is only an iron core. Due to simple structure of the middle rotor, there is no need for a cooling system.

Flux-switching PMSMs (FSPMSMs) have also recently exhibited to be promising candidates for HEV/EVs [103-111]. They offer high power and torque densities, high efficiency at low-speed operations, compact structure, and lower torque ripples. The aforementioned features can be advanced by employing double stator/rotor structures. L. Zhou, and W. Hua [103], have studied the influence of the stator teeth number on the magnet field couplings of co-axial dual-mechanical-port FSPMSMs for fuel-based extended-range electric vehicles. They have used a double stator and rotor topology to determine the best possible electromagnetic capability. In [104-107], the researchers have proposed the use of FSPMSMs for in-wheel direct drive applications.

Table II illustrates an overview of the main characteristics of each aforementioned PMSM topologies. In this table, the red and green colors show main drawbacks/advantages of each factor for each topology. It can be seen that IPMSMs have been widely used in the traction application market because of their compactness, overland torque capability (which brings reliability), high output power, and low material cost. Additionally, the research and development (R&D) on IPMSMs has a mature and rich feature, specifically in HEV/EVs. Due to complexity, cost and immature R&D of DSRPMSMs, they are not widely employed.

Yet, despite their very high electromagnetic-based performance such as torque, output power, and efficiency. It is worthy to mention that the iron loss in both the stator and rotor of IPMSMs is higher than in SPMSMs at maximum and minimum speed operations. While, the SPMSMs have higher iron loss at medium speed operations. The SPMSMs have higher magnet loss at all speed operations.
TABLE II. COMPARATIVE OVERVIEW OF DIFFERENT PMSM TOPOLOGIES

| Factor/Topo | IPMSM | SPMSM | DSRPMSM | FSPPMSM |
|------------|-------|-------|---------|--------|
| PM mass    | Low   | Medium| High     | Medium |
| Copper mass| Medium| Medium| High     | Low    |
| Rotor mass | Low   | High  | Very high| Medium |
| Stator mass| Medium| High  | Very high| Low    |
| Total mass | Medium| Medium| High     | Low    |
| Compactness| Medium| High  | Medium   | Very high |
| EMF        | Medium| High  | Very high| High   |
| Average torque | Medium | Medium | High  | Low   |
| Torque ripple | High  | Low   | Medium   | Low    |
| Overload torque | High  | Low   | High     | Medium |
| Cogging torque | Low   | Low   | High     | Medium |
| Output power | High  | Low   | Very high| Medium |
| Efficiency  | Medium| High  | Very high| High   |
| Reliability | High  | High  | Medium   | Medium |
| Complexity  | Medium| Low   | High     | Medium |
| Temperature rise | Medium | Low   | Medium   | Very high |
| Cooling system | Medium | Low   | High     | High   |
| Material cost | Low   | Medium| High     | Medium |
| R&D interest | Medium| Low   | Very high| High   |
| Market interest | Very high | Low  | High    | Medium |

b. Switched Reluctance Motors (SRMs)

SRMs are a well-known type of motor that may be employed in HEV/EVs in the future. Their main benefit is independency from the permanent magnets, and therefore much lower associated material costs. Because of their exceptional robustness and reliability within fault tolerant and harsh environment operations. Nowadays, SRMs offer:

- Low cost
- Competitive torque
- Good Efficiency during wide operation modes
- Rotor robustness
- Ability to work in high temperature environments. For example, next to an internal combustion engine

However, they suffer high torque ripple, low torque and power densities, low efficiency, and high acoustic noise, originated from very high harmonic components, which is a considerable characteristic for AE-related applications [112-120]. In [112], the authors have offered a survey on the literature published in modelling, design optimization of SRMs. M. Kawa et al. [113] have studied noise, vibration and harshness reduction of SRM using some novel current profiling methods, while the efficiency remains unchanged. In reference [114], the impact of deferent rotor pole numbers for a segmented-rotor SRM has been studied. Their target was reaching higher efficiency at the widest possible operation modes. Also, the idea of rotor segmentation has been investigated in [115]. The use of in-wheel SRMs is also discussed in [116-118]. The authors have employed sensitivity analysis to identify the most significant design variables for optimization targets. K. Kiyota et al. [119] have worked on torque enhancement of the SRMs using an optimal ratio of outer diameter and axial length.

C. Gan et al. [120], have illustrated a technical overview on machine topologies and control techniques for low-noise SRM drives. They have studied how to reduce radial vibration and torque ripples, afterward, the authors have categorized the techniques to enhance the motor’s noise by:

- Machine topology improvement
- Control strategy design

c. Induction Motors (IMs)

The state-of-the-art is very mature in design, optimization, as well as control strategy [121-132]. The IMs can be categorized in the following types:

- Asynchronous (or doubly-fed)
- Squirrel-cage

Both IMs topologies offer the following advantages in HEV/EVs:

- Simple construction
- Inexpensive
- High robustness
- Middle class maintenance requirement
- Reliability
- Low copper and iron losses
- High Efficiency (approx. 75% for a wide speed range and over 96% at high speed operations)

IMs have heat sources in both stator and rotor cores, therefore, the cooling system requirements can be one of their disadvantages and affects the temperature distribution [121-122]. A longer axial length is needed to provide similar torque and efficiency as the other machine technologies (such as PMSMs and SRMs) [123-124]. This means that the IMs fall behind in compactness and low weight features which are important in HEC/EVs applications.

In reference [125], the researchers have analyzed different machine technologies such as IPM and a copper-cage IM in 2004 Prius HEV. They have found out the IM design at high torque density is very sensitive to saturation, and thus, they have suggested detailed finite-element models must be used to develop a competitive design. In another study [126], the authors have provided the power loss and efficiency maps for IPMSM, SPMSM, and IM. The results show the power loss variation of IMs is the largest in both low and high-speed operations in comparison with PMSM models. Also, the energy consumption has been penalized due to the cage losses both at low and high speeds. Nevertheless, the IM has a very good overload capability. M. Popescu et al. [127], have designed an IM, in which the main design parameters are equivalent to Tesla S 60 traction motor. Two different winding topologies, hairpin and stranded, have been used to evaluate their impacts on the
efficiency and torque. In [128], a 20kW high temperature superconducting induction-synchronous Machine (HTS-ISM) has developed. In this study, they have examined the HTS-ISM with partial and full superconducting HTS-ISM, in which an efficiency of 92.3% at maximum power has reported. More studies on linear IMs applied in electrified powertrains can be found in [129-131].

Table III presents traction application-oriented characteristics of the abovementioned motors. The torque-speed profile of the electric motors signifies the performance of the motor, and thus, knowing the behavior of it during different driving conditions helps the vehicle manufacturers to select the best possible motor type. Acceleration requires a high starting torque property which can be found in PMSMs and SRMs. Higher electromagnetic-based capability, such as higher power and torque densities, allows the PMSMs to perform better within a hill climbing driving cycle. Whereas, the high-speed overload of SRMs has considerably highlighted this type of motor among researchers. The high torque ripple of IMs and SRMs is due to Maxwell harmonic forces and exciting forces (produced by the slot per pole interactions), the open-slot configuration causes slot ripple harmonics which increases the motor losses as well as vibrations and noise. Although, these effects can be reduced using alternative techniques such as in [132-141], however, PMSMs offer lower vibrations and noise because of low harmonic distortion in the magnetomotive forces. The torque-speed profile of PMSMs have shown a better capability in comparison with other types. The main highlight of SRMs is overload capability offering excessive load and subjected to very rigid duty. Most of the electrified powertrains work with more than one motor (often two/ four electric motors for a medium size vehicle) for loading management. Hence, they should be capable of operating in parallel and mechanically coupled, in which the main characteristics (such as torque-speed-current property) meet the requirements. IMs present a considerable potential at running together because of simple and inexpensive mechanical and control designs. Also, the PMSMs indicate maturing capacity in recent years, where they were mechanically coupled and easily controlled. Efficiency of the electric motors and entire powertrain is one the main advantages of EVs toward internal combustion engines (ICE)s and conventional fuel-based powertrains. To ensure that the electrified powertrains operate at high efficiency, the designers must evaluate their motors under different torque-speed-efficiency profiles. The efficiency of the coupled motors should be high at a wide range of speed profiles at low-speed, medium-speed, high-speed, peak torque, and starting speed (torque). Of course, each type of motor has its own efficiency profile, but the PMSMs brought better efficiency in comparison to other in general [58]. Due to the importance of the vehicle weight and limited space in the powertrains, the motor size should be considered. The PMSMs offer the highest compactness and lowest weight at the same range of power. Despite the fact PMSMs have illustrated the best electromagnetic-related performance, they are also subjected to a high temperature-rise due to the magnets. In addition, IMs have also shown a high temperature-rise because of having two sources of heat in both stator and rotor. In transportation applications, the reliability requirements are vital because of safety issues. When it comes to the reliability there are many technical factors such as temperature-rise, self-relieving, voltage fluctuations, and temporary disturbance in supply capabilities. Self-relieving capability relies on the torque-speed-efficiency profile; any instant fall or increase in load requires an excessive overloading feature for self-protecting under aggressive driving. Within the acceleration time, higher current inrushes produce rapid voltage fluctuations. Therefore, the coupled motor’s performance must be resistive toward these fluctuations. Low disturbances in supply affect the overall performance of the motors, and thus, the coupled motors must be capable to overcome this temporary duty. Another main advantage of SRMs is their high reliability in comparison with IMs and PMSMs. Critical temperature-rise in both PMSMs and IMs result in material failures (for example in insulation) which requires more maintenances in comparison with SRMs. The PMSMs are the most expensive motors because of the rare-earth magnet (such as NdFeB) cost and cooling system dependence to the critical temperature-rise. The cheapest motors are the SRMs. The IMs and PMSMs due to mature R&D in both design and their control drives have earned more interest in the market. While, the SRMs are still under R&D for traction applications.

| Factors/EM | PMSMs | SRMs | IMs |
|-----------|-------|------|-----|
| Max. torque | high* | low | medium |
| Torque ripple | medium | high | high |
| Torque Density | high | Medium | Medium |
| High-speed overload | medium | high | low |
| Parallel running capability | high | medium | high |
| Power density | high* | low | medium |
| Efficiency @ low-speed | high | low | medium |
| Efficiency @ medi-speed | high* | low | high |
| Efficiency @ high-speed | high | high* | high |
| Efficiency @ peak torque | high | medium | low |
| Compactness | high | low | low |
| Weight | low | medium | high |
| Maintenance | high | low | high |
| Temperature-rise | high | low | high |
| Self-relieving capability | high | low | medium |
| Reliability | medium | high | low |
| Maintenance | high | low | high |
| Cost | high | low | medium |
| Traction market interest | high | low | medium |

III. APPLIED SA METHODS IN EV/HEV POWERTRAINS

A. Footprint of Driving Torque in Electric Motors
The main characteristics of electric motors rely on the torque-speed-efficiency profiles which are discussed in more detail in this section. Dealing with these profiles is one of the critical design’s issues for transportation applications due to instant variations of speed, high torque demand, and high safety requirements. These profiles are presenting, directly and indirectly, a few important parameters under driving conditions:

- Starting or breakaway torque: in this operation mode, the maximum acceleration is reachable.
- Full-load torque: this torque should be produced as near as possible to the synchronous speed, often occurs within the accelerating phase of driving.
- High-efficiency footprints: high efficiency areas under wide range of speed and torque property, depending on the type of motor.
- Temperature-rise: a safety requirement of the electric motor is mainly subjected to temperature-rise and demagnetization which lead to critical failures such as high copper loss and may even lead to a stall condition.
- Tractive force.

As presented in Figure 2, the nonlinear behavior of the torque profiles for different types of electric motors (discussed in section II) with comparative parameters are discussed. For IPMSMs and SPMSMs, the highest torque property (black curve, T8) is shown with a constant torque range from point a-c. The medium overload capacity of torque is also presented with dashed black curve. The green and red areas show the high efficiency concentrations for both IPMSMs and SPMSMs, respectively. With respect to the literature, the SPMSMs provides high efficiency at higher torque T3-T6 (near to rated speed). However, IPMSMs offer a high efficiency performance at lower torque T1-T4 with slightly wider speed range. Although, the average torque of FSPMSMs is slightly lower than other PMSMs, they still produce higher average torque than SRMs and IMs. Their maximum efficiency footprint (grey pattern box) is near to the base speed (c*), which begins to degrade within parallel operation in HEV/EV powertrains (or accelerating phase). In DSRPMSMs (light blue pattern box), researchers have widely reported [153-160] a torque property improvement (T9) which allows the motor to offer higher driving torque and torque density among other motor topologies. Due its close behavior to IPMSMs, SPMSMs, and FSPMSMs, its operations modes are marked as a’-c’ (constant torque), d’ (full-load or rated torque), and e’ (speed boosting time or highway driving). The full-load torque capacities of all four PMSMs are correspondingly indicated by d (for both IPMSMs and SPMSMs), d’, and d*. All the high-efficiency areas for the PMSMs topologies have an efficiency higher than η ≥ 90%. Also, they have all relatively medium overload capacity under high-torque operation. The IMs (dark blue) with medium torque level (≈T6), where the highest constant torque is obtainable between f-h points. They normally offer high efficiency (blue area) with approximately η ≥ 85% at lower torque within T1-T2, at rated speed. Additionally, they offer lower full-load torque (T4) in comparison with all PMSM-related topologies. As shown by the dashed dark blue curve, they suffer from a low overload capacity which is the lowest among all the motor topologies discussed in this study [161-170]. In SRMs (brown), the maximum torque and torque density are the lowest among all the motors, however, they can offer a very high overload capacity (dashed brown curve) which is the highest among others. The available full-load torque of SRMs is also the lowest (≈T2). Moreover, their high-efficiency η ≥ 85% footprint is unique in that it is reachable at high speeds within high-way driving mode (see light brown area)[116][138][171-185]. The grey curves are the relative tractive forces (in N.kg⁻¹) during driving or motor operation as a function of speed. The temperature-rise affects the torque profile [186-191] of all electric motors mentioned. For example, lower temperature leads to a slightly larger torque property which are shown as dotted curves.

Note that when a motor is loaded with a constant torque, it is partially demagnetized, which draws more current to generate the demand torque. The increased current will...
introduce higher copper loss, and finally results in temperature-rise. Temperature rise of the electric motors, especially in PMSMs and IMs, is one the parameters which highly affects the safety requirement. To this end, all design parameters somehow have influence on the torque-speed-efficiency profile of the motor. Therefore, careful sensitivity analysis methods should be applied, when the component is subjected to run an electrified powertrain.

B. Applied SA Methods in Electric Motors for HEV/EVs

Engineers worldwide use sensitivity analyses for optimising electric motors in electrified powertrains [192-209], however, depending on their mathematical skills they employ either local or global methods. As described in Section III-A, most of the design variables and their interactions have influence on the torque-speed-efficiency profile of the motors. The SA methods worldwide performed on the motors in electrified powertrains are mainly local-based methods, in which all derivatives are computed at a single point which highly limits the search space explorations. Assuming this is a nominal value in the entire hyperspace of the design variables, this approach is known as one-at-a-time (OAT); the failure reasons of the OAT-based method is also reported in [210]. There are other more advanced local SA approaches, where each design variables’ importance relies on the derivative of a different order of the objectives (torque and efficiency as outputs) for that individual variable, these approaches are known as ANOVA (one-way to n-way), design of experiment, and linear regression. These local-based SA methods have brought rapid, simple, and more accurate SAs than OATs (including partial derivatives approaches) [211-212]. Although, they are informatic on providing a variables’ interactions, the fact that they only explore the neighborhoods of the nominal value in the search space should not be ignored unless the model is linear (which is not the case of the torque-speed-efficiency profile in the motors). Due to the torque-speed-efficiency nature of electric motors, where the model is nonlinear and the property of both torque and efficiency is unclear, global SA methods should be employed. Instead of relying on only derivative values estimated at a single point (referring to the nominal value). These methods are mathematically more sophisticated, time-consuming and expensive to be implemented, however the cost brings high robustness in knowing the design variables’ global impact (including their interactions) on the variance of the torque-speed-efficiency profiles.

C. Case Studies Discussion

Researchers have applied SA methods to electric motors running in electrified powertrains. Among them, many have employed OATs [192-195], where the methodology limitations explained in Section B will provide unreliable results. They only work if targeting a certain linear condition of the model with some pre-defined assumptions. For example, when the motor running under component level without any regenerative torque, constant torque range (e.g. between point a-b, Figure 2), and all other environmental factors such as road slope (which will have an influence on loading rates) are ignored. This section discusses the SA methods such as OAT, LSA, and GSA performed in electric motors for both component and powertrain levels.

Cl. OAT-based SA Case Studies

The OAT-based SA method is based on a simple mathematical formulation which considers the initial samples $x_{ini}$ and its sensitive quantity by $x'$. The method computes the model through varying the inputs once at a time from their initial to the sensitive quantities. The SA model can be given as:

$$\Delta_{x}^{i} y_i = g(x_i + \Delta x_i^{i}, x_{ini}^{i}) - g(x_{ini}^{i})$$

(1)

where $x_i + \Delta x_i^{i}, x_{ini}^{i}$ is the sample point that can be varied toward the sensitive quantity; $\Delta_{x}^{i} y_i$ are the affected outputs corresponding the input’s variations in the model.

In [192] the researchers have apparently employed an OAT method because the nominal values are considered, and the interactions among the design variables are ignored. They studied the most impactful cooling-related design parameters on temperature-rise of PMSMs, while the power, thermal constraints, and efficiency were fixed. For simplicity, the OAT method has performed the variation of only driving torque within two phases, high-speed, low-torque and low-speed, high-torque, where the researchers have assumed the model behavior is linear, although it is not in reality. The accelerating phase, which is the most challenging phase because of its nonlinearity, was also neglected. Moreover, the loading heat distributions were numerically defined, whereas they vary nonlinearly depending the drive cycle, road slope, wind speed etc. Due to these pre-defined heat distributions, the OAT fails offering practical values such as “over 45% power improvement”. As the authors have mentioned, “The impact of improvements depends on the operating conditions of the electric motor.”, while these operating points are limited by pre-defining the heat load distributions which finally results in unrealistic values for power and efficiency.

In another work [193], the authors have presented SA-based component level study for a permanent-magnet-assisted SRM. Sizing-related design variables, such as magnet size, airgap, and flux barriers size, were studied to improve the torque profile. Although, the FEM-based results show promising conclusions, they are only limited to the component test bench. As the SRM has been designed to be operated in an EV, the sensitivities must be computed under real loading conditions, where the demand torque is varying nonlinearly toward the drive cycle. Such a rigid test environment can be subjected to demagnetization and critical temperature-rise, in addition, the variables’ interactions are all ignored in this study. Additionally, the design variables’ exploration is limited to the nominal values and their neighborhoods. Therefore, the OAT method is chosen.

In [194], the researchers have used the OAT method for SA of a SRM in a HEV. They have introduced six
geometrical-based design variables and presented the influence of these parameters (based on nominal values) on the torque profile. The report suffers in both visually and quantitatively-related statistical information. Also, variables’ interactions are not given.

C2. LSA Case Studies

The most common LSA method is a differential-based approach, in which the local variations allow the prediction of the gradient based on Taylor series expansion of the output model. Its decomposed model can be given:

\[
\Delta y = g(x^+) - g(x^{ini}) = \sum_{i=1}^{n} \frac{\partial g(x^{ini})}{\partial x_i} (x^+_i - x^{ini}_i) + 0.5 \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial^2 g(x^{ini})}{\partial x_j \partial x_k} (x^+_j - x^{ini}_j) (x^+_k - x^{ini}_k) + o\left(\|x^+ - x^{ini}\|^2\right) \tag{2}
\]

where \(y\) is the model output (or estimation), \(x^+\) is the sensitivity input (variable), \(x^{ini}\) is the initial valued variable, the \(j\) and \(k\) are the initial and higher-order variable distributions for individual samples.

To slightly explore the search space of the variables, engineers have used design of experiments associated to derivatives. There are variety of design functions which may be employed, such as full factorial, central composite, orthogonal, and Taguchi design functions, with different computational costs. For instance, when there are five design variables, a three-level design of full factorial function will generate \(y = f(x_1, x_2, x_3, x_4, x_5) = 3^5 = 243\) operating points in the search space of the design variables associated with the objectives function (torque-speed-efficiency profile), these points will be coded between \(y = f(0,0,0,0,0)\) to \(y = f(1,1,1,1,1)\). Due to simplicity of implementation and the computational cost effectiveness of these methods, researchers have widely applied them in electrified powertrains, particularly at the component level.

In [196], the researchers have aimed to evaluate the SA of geometrical-related design variables on the torque profile, its ripples, torque density, and efficiency of an in-wheel SRM in an EV. They employed seven design variables to be performed in the orthogonal design function with computational cost of 2,097,152, which are generated the variable search space. They have discussed the influence of each variable on the pre-defined objectives. Although, adequate operating points are employed in the neighborhoods of the nominal/base values in comparison with the OAT method with 64 points. When there are multiple designs, variables and objectives in the model, decision making on the overall impact of each variable on every individual objective could be reached if the variables interactions were reported. To tackle this issue, the researchers have manually pre-defined a weighted pattern to recognize the importance of each of those four objectives. Although, having this weighted pattern might be informative, an appropriate approach is to systematically consider the interactions, in which all the weights vary between 0 to 1. This way, a complete image of variables’ interactions on each objective can be considered, which comes with additional computational cost. In another similar work, [197], the author has employed a Taguchi design function to evaluate sensitivity of the sizing-related design variables on a speed range, torque profile for an SRM. The report shows the significance of each design variable along with their interactions for a component level study. By which they mean that operating points are not extracted from a suitable drive cycle, and the design variables search space is limited to an orthogonal pattern which cannot explore the entire search space.

In [198], the authors have used a standard drive cycle (known as Artemis [214]) to examine real-case operating points of the electrified vehicle. They have split the torque profile to five regions and two constraints for lowering the computational cost. By defining a set of design variables linked to the PMSM used, they have proposed a software tool based on both fractional factorial and Taguchi design functions for the SAs targets. Although, the work framework and real-case approaching technique (due to operating points generated using drive cycle) used are appreciable, the report suffers in illustrating the design variables impact and their interactions on the objectives. Also, more detail could be provided regarding the mathematical definitions (e.g. partial derivative of different order of the objectives) and/or the solver implemented in the software to perform SA. Based on the report published, it is hard to judge whether the SA was performed in a component or system level.

Y. P. Yang and D. S. Chuang [200], have studied using a simplified partial derivatives-based LSA method to study the influence of 13 geometrical-focused design variables on torque, speed and efficiency (as objectives) for a modern DSRS-PMSM in an EV powertrain. They have presented the variables influence on each objective, however the demonstration of the design variables’ interactions, either visually or quantitatively is neglected. Hence, the authors have ignored to provide either mathematical definition or any scenario for selecting the most sensitive variables.

Z. Xiang et al. [199], have presented a comprehensive partial derivatives-based SA in order to categorize the geometrical-focused variables into three levels for a FS-PMSM, in a HEV powertrain. The design variables are subjected to a range of nominal values which limit the search space of each variable. To select the design variables with mild- and strong-sensitive levels and ignore those with no sensitive level, they have employed a simple algebraic weighted-based expression. Also, the chosen design variables interactions were shown using correlation matrix. The SA methodology employed is known as a typical LSA, in which input variables significance and their interactions can be studied. There are some drawbacks using this LSA method, such as:

- The SA results for the torque profile may be informative, although robust SA results can only be achieved when the model is linear.
The exploration of the search spaces of the design variables are limited to the nominal values and their neighborhoods.

C3. GSA Case Studies

Due to engineering and manufacturability reasons, each pre-defined controllable variable $x_i$ is given an uncertainty range $(x_{i\text{min}}$ to $x_{i\text{max}})$. The main advantage of the quasi-random sequence (sampling matrices) is its size reduction to $(n, k)$. Unlike the random sequences with the size of $(n, 2k)$ for $A_1$ and $A_2$ matrices, the quasi-random samples always learn the position of the past samples $(i-1)$ and load the gaps between those points. A thousand samples, $n = 1000$, are randomly generated to fill each variable matrix of $(n, k)$ dimension for both sampled and re-sampled matrices:

$$
A_1 = \begin{bmatrix}
  x_{11} & x_{12} & \ldots & x_{1k} \\
  x_{21} & x_{22} & \ldots & x_{2k} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{n1} & x_{n2} & \ldots & x_{nk}
\end{bmatrix} 
A_2 = \begin{bmatrix}
  \hat{x}_{11} & \hat{x}_{12} & \ldots & \hat{x}_{1k} \\
  \hat{x}_{21} & \hat{x}_{22} & \ldots & \hat{x}_{2k} \\
  \vdots & \vdots & \ddots & \vdots \\
  \hat{x}_{n1} & \hat{x}_{n2} & \ldots & \hat{x}_{nk}
\end{bmatrix}
$$

(3)

$n$ and $k$ are the number of samples (or simulations) for the Monte-Carlo-based algorithm and the number of variables. As the above $A_1$ and $A_2$ matrices are independently defined, therefore a joint probability density can be given:

$$
P(x_{1},x_{2},\ldots,x_{k}) = \prod_{i=1}^{k} p_i(x_i)
$$

(4)

where $i$ subscript indicates the number of the variable. The mean of the objectives (outputs) is a matrix composed of the number of objectives at each iteration:

$$
E(\bar{y}_2) = \begin{bmatrix}
  y_{1} \\
  y_{2} \\
  \vdots \\
  y_{m}
\end{bmatrix}
$$

(5)

where the mean of the objectives (Eq. 5) is:

$$
E(\bar{y}_2) = \left[ \frac{\int \cdots \int [f_1(x_1, x_2, \ldots, x_k)] P_i(x_1, x_2, \ldots, x_k) \, dx_1 \cdots dx_k}{\int \cdots \int [f_2(x_1, x_2, \ldots, x_k)] P_2(x_1, x_2, \ldots, x_k) \, dx_1 \cdots dx_k} \right]
$$

(6)

and the variance of the objectives $y_i$ can be:

$$
V(\bar{y}_2) = \left[ \frac{\int \cdots \int [f_1^2(x_1, x_2, \ldots, x_k)] P_i(x_1, x_2, \ldots, x_k) \, dx_1 \cdots dx_k - E^2(\bar{y}_2)}{\int \cdots \int [f_2^2(x_1, x_2, \ldots, x_k)] P_2(x_1, x_2, \ldots, x_k) \, dx_1 \cdots dx_k - E^2(\bar{y}_2)} \right]
$$

(7)

where $z$ subscripts address the individual objectives (outputs) that are $z = 2$ for this study. Let the variables to be partitioned into two groups, the test $u_i = (x_{1i}, x_{2i}, \ldots, x_{ni})$ and the remain $v_{j,k} = (x_{1j}, x_{2j}, \ldots, x_{jk,m})$ subsets. The remaining subset corresponds to any generic variables which is fixed to a value. The main indices effect of the $u$ subset on the variance of the objectives (Eq. 7) by Sobol’s method [218] is:

$$
U_{v_{i,j,k}} = \left[ \frac{\int \cdots \int [f_1(u_i, v_{j,k}) f_1(u_i, v_{j,k})] du_i \, dv_{j,k}}{\int \cdots \int [f_2(u_i, v_{j,k}) f_2(u_i, v_{j,k})] du_i \, dv_{j,k}} \right]
$$

(8)

where $j$ subscript presents the number of the remain variable vector. To drive the Eq. 8 formula into the Monte-Carlo-based algorithm, its quantities will be computed using:

$$
U_{v_{z}} = \left[ \frac{1}{n-1} \sum_{r=1}^{n} f_1(x_{r1}, x_{r2}, \ldots, x_{r\text{im}}, x_{r1}, x_{r2}, \ldots, x_{r\text{k-m}}) \right] - \left[ \frac{1}{n-1} \sum_{r=1}^{n} f_2(x_{r1}, x_{r2}, \ldots, x_{r\text{im}}, x_{r1}, x_{r2}, \ldots, x_{r\text{k-m}}) \right]
$$

(9)

V(\bar{y}_2) = \left[ \frac{\sum \, \sum V_{1,i} + \sum \, \sum V_{1,j+\ldots+V_{12-k,1}}}{\sum \, \sum V_{1,i} + \sum \, \sum V_{1,j+\ldots+V_{12-k,1}}} \right]
$$

(10)

where $V_{1,z} = V (E (y_{1} | x_{i}))$ and $V_{1,z} = V (E (y_{1} | x_{i}, x_{j})) - V_{1,z} - V_{j}$. The total indices effects are rewritten as:

$$
\frac{\Delta^{\text{tot}}_{\bar{y}_{j,2}}}{V(y_2)} = \left[ \frac{1 - \frac{\bar{U}_{v_{i,j,k}}}{E^2(y_{1})}}{V(y_2)} \right]
$$

(11)

Turning to the SA methods reported in Table I, due to complexity and limitations, the use of GSA methods is nearly a quarter of LSA-based methods (including OAT) applied in AE. In GSAs, an appropriate wide neighborhood of initial nominal values should be credible, when the corresponding interval of inferences is narrow enough to be useful [214]. To perform GSA, there are well-known methods such as nonlinear regression [215], regression-based Monte Carlo [216], variance-based Monte Carlo [217], global derivative-based measures (known as Sobol) [218], density-based indices method [219], moment-independent method [220-221], variogram-based [222], etc. These methods can perform robust and valid SA while model’s characteristic have nonlinearities and interactions.

X. Zhu et al. [202] have presented a variance-based GSA for a speed range in-wheel FSPMSSM, where the model objective is high torque capability to overcome frequent acceleration and overload climbing operations. They have selected multiple sizing-focused design parameters for GSA. The same authors in another work [203], have also worked on different topologies of IPMSMs, where flux-intensifying, two single-layer PM flux-intensifying and double-layer PM flux-intensifying motors concepts are introduced. Like their previous work, they have defined several geometrical-focused design variables to perform a variance-based GSA. Both studies have shown considerable results, although, they
have presented the variables on the torque and torque ripple, the variables interactions cannot be found in the report. O. Sundstrom et al. [204], have studied a system level regression-based GSA for 24kW electric motor in a HEV powertrain. They have used a least squares solver for six different drive cycles which is considerable. Moreover, they have provided the torque-speed-efficiency profile of the electric motor. Although, they have ignored giving the type of electric motor used but based on the footprint given in Fig. 2. We can say that a SPMSSM was implemented. They have also disregarded to show either visual or quantitative variable interactions for the methodology employed. Note that GSA based on nonlinear regression which is often performed using a nonlinear least squares solver to estimate the solution of a set of derivative equations have some advantages using this approach:

- The entire search space of the design variables can be explored, limited to the variables’ intervals (pre-defined).
- The averaged impact of each design variable will be given.
- Computationally cost-effective in comparison with other GSA methods.
- And simpler implementation.

IV. NUMERICAL-BASED DISCUSSION AND VERIFICATION

The performance evaluation of the studied SA methods is provided in this section, where the third-generation TOYOTA Prius is re-modelled for simulation purposes. The targeted EM is well studied in [224-229]. The main specifications of the EM are given in Table IV. The designed EM has offered a maximum power of 60 kW within 2650-13,900 rpm, maximum torque of 200 N.m, in which the maximum RMS current is 170 A. The efficiency of the map of the IPMSM is presented in Figure 3, under a standard urban drive cycle, known as US06, shown in white points. The maximum efficiency of 95% can be achieved between 2550-13,900 rpm. In this figure, a short instance of acceleration, pointed as area A in Figure 3, is selected to evaluate all three (OAT, DOE/R, and GSA) categorized SA methods. Considering nonlinearity and transient-based simulation of the vehicle at that specific point, as presented in Figure 4, both the OAT and DOE/R methods have failed to discover the sudden change of temperature rise in the EM, i.e. magnet temperature which has resulted in an exponential increase of power loss and consequently total energy consumption estimation. It should be noted that both DOE/R and OAT methods can deal with steady-state sensitivity analyses which are often employed for fast and useful understanding of the systems. However, the estimation errors can be, as shown in Figure 4, critical when the system runs under a dynamic transient-based simulation which offers a closer insight to what in reality the system’s behavior are.

| Table IV. THIRD-GENERATION TOYOTA PRIUS EM SPECIFICATION |
|------------------------------------------------------------|
| Parameters       | Unit | Value   |
|------------------|------|---------|
| Stator outer diameter | Mm   | 264     |
| Stator inner diameter | Mm   | 161.9   |
| Rotor outer diameter | Mm   | 160.4   |
| Rotor inner diameter | Mm   | 110     |
| Axial length    | Mm   | 50.8    |
| Airgap length   | Mm   | 0.73    |
| Slot number     | -    | 48      |
| Pole number     | -    | 8       |
| Pole pitch      | -    | 6       |
| Coil pitch      | -    | 5       |
| Slot fill factor | %    | 56.659  |
| Slot area       | mm²  | 149.177 |
| Number of conductors per phase | - | 176     |
| Number of turns per coil | - | -      |

V. Recommendations and Future Notes

Recent applied SA methods in automotive engineering illustrate that approximately 93.08% of the literatures published are based on the LSA methods, only 6.92% of the reports have employed GSAs. Although, the use of GSA-based methods has considerably grown, yet many
researchers use LSAs because of lack of statistics-focused background, simplicity of implementation and computationally cost-effective advantages. Surprisingly, only 22.53\%, of applied sensitivity methods in AE-related publications, used GSA methods. Despite the fact that GSA methods have been introduced for more than two decades, there are insufficient good practices corresponding to the electric motors in the electrified powertrains. To offer an insight into the usage of any kind of SA methods among researchers, in Figure 5, a time-series-based analysis is given to present forecasting of SA methods in the future. The graph shows a linear fit with 2.76\% mean absolute percentage error (MAPE); a median absolute deviation (MAD) factor is calculated to give a robust measure of the variability of a univariate sample of quantitative data, which is 60.72. Also, a mean signed deviation (MSD), which equals to 5072.12, is calculated to assess the estimation procedure, and it would often be used in conjunction with a sample version of the mean square error. Based on this information, the following formula can predict the future total number of publications, in which SA methods are employed:

\[ Y_{\text{total}}(\text{year}) = 1248.4 + 148(\text{year}) \]  

(12)

Figure 6 explains the total numbers of published GSA-based article in the future based on the past decade data. The forecast illustrates a very low rate, although increasing, of usage of GSA among engineers and scientists. Because of the complexity and computational time needed for these methods. The forecasting with an acceptable MAPE 5.2626\%. The formula to estimate the future number of publications using GSA methods is:

\[ Y_{\text{GSA}}(\text{year}) = 20.78 + 21.082(\text{year}) \]  

(13)

All the studied SA methods categorized in QAT, DOE/R, and GSA in AE-focused publications, are presented in Figure 7. The graph demonstrates that the DOE/R method leads within the next decade due to its simplicity for implementation. Also, the advanced DOE/R approaches have improved robustness in nonlinear systems. In this quadratic forecasting, the trends demonstrate exponential rise for all SA methods in AE-related publications, where the use of GSA-based methods will be the highest among others. To predict future SA-focused publications, using QAT, DOE/R, and GSA, in AE, the following set of formulas can be used:

\[
\begin{align*}
Y_{\text{QAT}} &= 15.41 - 3.95(\text{year}) + 0.4(\text{year})^2 \\
Y_{\text{DOE/R}} &= 6.68 - 2.54(\text{year}) + 0.3834(\text{year})^2 \\
Y_{\text{GSA}} &= 5.77 - 2.835(\text{year}) + 0.3590(\text{year})^2
\end{align*}
\]  

(14)

This forecasting is carried out based on the historic data explained in Table 1.

This paper has over reviewed the SA methods applied in electric motors for the electrified powertrains. The outcomes and recommendations of the application of SAs in traction motors with respect to the footprint of the most used electric motors in the electrified powertrains. Knowing the main characteristics of these components and their model’s nonlinearities help the engineers to select and perform the best sensitivity analyses methods. To do this, the torque-speed-efficiency profile (model response) and the transient temperature of the electric motors should be considered under the following conditions:

- The torque-speed-efficiency profile of the electric motor should be examined under both a wide speed range and then drive cycles. The drive cycle selection is done based on the application of the vehicle and its operating points.
- Evaluating the electric motors under real-case drive cycles, when the torque and power demands vary instantly, give a better intuition regarding the significance of design variables’ search space.
- Evaluating the electric motors under real-case drive cycles, when the torque and power demands vary instantly, give a better intuition regarding the significance of design variables’ search space.
- The performance of the electric motor under overload condition should be highly studied, mainly when PMSMs and IMs are selected. Depending on the safety requirements of the vehicle, the temperature-rise and demagnetization effects must be studied because they lead to stall condition.

Due to the importance of the design variables and their interactions and nonlinearities of the torque-speed-efficiency profile and their corresponding transient temperature, the main contribution of this work is to highlight the use of GSA-based methods. However, the LSA-based methods (excluding the OAT method) can be informative, particularly if some assumptions, such as electric motor linearity and additivity, will be carried out. Evidently, The OAT methods fail to explore a multi-dimensional search space, in which multiple variables are defined.

This study suggests that, although LSAs and OAT methods of SA are by far still prevailing at the time of the
the coming decade. Toward that direction, top journals could help by publishing some considerable practices of SAs in the electric motors such as [202-204].

FIGURE 6. Predicted total number of publications using GSA in the coming decade.

FIGURE 7. Predicted total number of publications using SA (of any kind) for AE-related applications in the coming decade.
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