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Abstract: The nearest-neighbor Villain, or periodic Gaussian, model is a useful tool to understand the physics of the topological defects of the two-dimensional nearest-neighbor XY model, as the two models share the same symmetries and are in the same universality class. The long-range counterpart of the two-dimensional XY has been recently shown to exhibit a non-trivial critical behavior, with a complex phase diagram including a range of values of the power-law exponent of the couplings decay, $\sigma$, in which there are a magnetized, a disordered and a critical phase [1]. Here we address the issue of whether the critical behavior of the two-dimensional XY model with long-range couplings can be described by the Villain counterpart of the model. After introducing a suitable generalization of the Villain model with long-range couplings, we derive a set of renormalization-group equations for the vortex-vortex potential, which differs from the one of the long-range XY model, signaling that the decoupling of spin-waves and topological defects is no longer justified in this regime. The main results are that for $\sigma < 2$ the two models no longer share the same universality class. Remarkably, within a large region of its the phase diagram, the Villain model is found to behave similarly to the one-dimensional Ising model with $1/r^2$ interactions.
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1 Introduction

In the context of the study of critical phenomena, the universality class of the two-dimensional (or $1 + 1$) $XY$ model holds a special place, as its phenomenology is radically different from those of the other $O(n)$ models. As both bosonic and fermionic systems described by complex order parameters naturally exhibit a $U(1)$ symmetry, such an universality class is important to describe the physics of a large variety of high energy, condensed matter and field theory systems, including superconductors, Helium, spin models, and the complex $|\phi|^4$ theory [2]. A remarkable property is that, even in absence of a finite order parameter, the model undergoes a phase transition — usually referred to as Berezinskii-Kosterlitz-Thouless (BKT) — between a phase with power-law correlation functions, described in the infrared by a line of fixed points, and a disordered one [3–5]. The study of the nearest-neighbor $XY$ model is made easier by the introduction of the so-called Villain model, introduced in [6], i.e. a simplified version of the $XY$ Hamiltonian, which is able to faithfully reproduce the features of the BKT transition in two dimensions [7, 8]. The advantage of the Villain model is that it allows for an exact mapping to the Hamiltonian of a Coulomb gas, in which topological defects interact through a logarithmic potential as charged particles [5]. Within this Coulomb gas picture, the BKT transition can be understood in terms of the unbinding of vortex pairs. While this mapping is no longer present in higher dimensions, further studies suggests that, also in this case, the two models share the same universality class [8, 9].
Beyond its link to the $XY$ model, the Villain Hamiltonian has drawn considerable attention *per se*, proving interesting both from the theoretical [10–15] and numerical [16–20] point of view, with applications running from the study of quantum-phase transitions [21] and superconductivity [22] to lattice gauge theories [8, 9, 23–25], deconfinement [26] and duality [27] in high-energy physics. It is thus customary in the literature to refer to the Villain approximation when the coupling is adjusted to reproduce in the best way the $XY$ model free energy, and to the Villain model when the model is studied by itself [8]. The fate of the model in presence of long-range couplings, which is the subject of this work, is thus an interesting problem in itself.

The addition of non-local, long-range potentials between the microscopic components of the system, is known to give rise to plenty of new physics of both classical [28] and quantum [29] many-body systems. The study of this models have recently sparked a new wave of interest, due to the possibility of experimental realizations in atomic, molecular and optical (AMO) systems [29–36]. In particular, as the hypotheses of the celebrated Hohenberg-Mermin-Wagner theorem [37] are no longer met, long-range interactions can induce a spontaneous symmetry breaking (SSB) in a low-dimensional system, as discussed in the classic papers [38–41]. In any case, sufficiently slow-decaying interactions are known to alter the universal features of the critical behavior of the systems, e.g. the critical exponents [40, 42].

For the case of the classical $O(n)$ model, the relevance of long-range interactions to the critical behavior can be understood through the Sak criterion [43]. If we consider power-law couplings of the form $\sim 1/r^{d+\sigma}$, where $d$ is the system dimension, the criterion states that the addition of long-range couplings can affect the critical properties of the system as long as $\sigma < \sigma^* = 2 - \eta_{sr}$, $\eta_{sr}$ being the anomalous dimension in the nearest-neighbours limit ($\sigma \to \infty$). For $\sigma > \sigma^*$ we recover the short-range regime.

While the criterion has been investigated carefully [44, 45], the $n = 2$, $d = 2$ case (i.e. the two-dimensional $XY$ model) anyway escapes to such criterion. As already mentioned, in this case the critical behavior of the short-range counterpart of the model is peculiar, as its low-temperature phase is not described, at the renormalization-group (RG) level, by an isolated fixed point, but rather by whole line of fixed points. As a consequence the short-range anomalous dimension $\eta_{sr}$ is not unambiguously defined.

It has been recently shown [1, 46, 47] that the addition of long-range couplings to the two-dimensional $XY$ model gives rise to a complex phase diagram, showing that the transition between the short-range regime and the long-range one cannot be captured within Sak’s picture. It is however unclear whether, in the long-range regime, $XY$ model still allows for such description in terms of topological charges, and whether a generalization of the Villain model to long-range interactions is able to reproduce the complex critical behavior of the long-range $XY$ model. Loosely speaking, long-range interactions are known to effectively increase the dimensionality of the systems (see [42, 48] and refs. therein); while this would suggest that the two models exhibit the same critical behavior even in the long-range regime, we are going to see that the case of the two-dimensional Villain model is considerably subtler, due to the interplay between topological excitations and long-range couplings.
The paper is structured as follows. After discussing a way to generalize the Villain model to the case of long-range couplings in section 2, in section 3 we derive the vortex-gas description of the model, analogous to the Coulomb gas one. In section 4 we derive the corresponding real-space RG equations and we describe the corresponding phase diagram. Finally, in section 5 we comment on our result in the light of field-theoretical description of the model.

2 Definition of the model

We consider thus a set of \( N \) planar spins \( s_j \), such that \( s_j^2 = 1 \), arranged on a two-dimensional square lattice. If we parameterize each spin with the phase \( \theta_j \) as \( s_j \equiv (\cos \theta_j, \sin \theta_j) \), the \( XY \) Hamiltonian, for a generic choice of the couplings, takes the form

\[
\beta H = \frac{1}{2} \sum_{i \neq j} J(r) \left[ 1 - \cos(\theta_i - \theta_j) \right] \tag{2.1}
\]

with \( i, j \in \mathbb{Z}^2 \), \( r = i - j \), \( r = |r| \). The model exhibits a global \( O(2) \) symmetry which, in terms of the angular variables \( \theta_j \), can be written as \( \theta_j \to \theta_j + \alpha \). On top of this, the phases \( \theta_j \) are periodic, which results into the local symmetry

\[
\theta_j = \theta_j + 2\pi N_j \tag{2.2}
\]

where, for each \( j \), \( N_j \in \mathbb{Z} \). This symmetry is indeed crucial, in the short-range case, to allow for the presence of vortices, i.e. topological configurations in which the variable \( \theta_j \) increases of an integer multiple of \( 2\pi \) as we follow a closed loop on the lattice.

In the nearest-neighbor case, the Hamiltonian of the Villain model is instead given by

\[
H = \frac{J}{2} \sum_{(i,j)} (\theta_i - \theta_j - 2\pi n_{i,j})^2 , \tag{2.3}
\]

where \( i,j \in \mathbb{Z}^2 \), the \( \theta_j \in \mathbb{R} \) while \( n_{i,j} \in \mathbb{Z} \) are discrete link variables which couples nearest-neighbor pairs and obey the relation \( n_{i,j} = -n_{j,i} \).

The main advantage of the model is that the presence of this auxiliary integer link variables is able to reproduce the periodicity of the interaction in the \( XY \) Hamiltonian (2.1) (with \( J(r) = J\delta_{r,1} \)), without introducing a direct interaction between the angular variables. This can be seen explicitly by noticing that Hamiltonian (2.3) is invariant under the local transformation

\[
\theta_j \to \theta_j + 2\pi N_j \\
n_{i,j} \to N_j - N_i \tag{2.4}
\]

with \( N_j \in \mathbb{Z} \), which can be thought of as a discrete gauge symmetry on the lattice [5, 8]. Restricted to the continuous variables \( \theta_j \) this is exactly the local symmetry (2.2) of the original \( XY \) model, so that the model can account for its non-trivial critical properties due to the presence of topological configurations.
Now we want to introduce the generalization of the Villain model to the case of long-range, power-law decaying couplings, i.e.

$$J(r) \sim J r^{-2-\sigma}$$

(2.5)

for $r \gg 1$. Here we choose $\sigma > 0$ in order to preserve the extensive nature of the thermodynamical quantities [28, 49]. The naive generalization of the Hamiltonian (2.3), in which the sum runs all over the lattice sites $ij$ and $J$ is replaced by eq. (2.5), is problematic, as in this case we would have to deal with link-variables whose number grows super-extensively (as $O(N^2)$).

In order to overcome this problem, and to define a sensitive generalization of the model, we have to give a more general definition of the Villain model. For our proposes, thus, we define the Villain model as a quadratic model in the $\theta_j$, which preserves both the global $O(2)$ and the local symmetry of eq. (2.2). This more general definition, not only allows us to deal with a generic choice of the couplings, but also defines naturally the continuum limit of the model in a field-theoretical language. We observe that alternative choices could possibly be made, and although one should certainly investigate whether fall or not into the same universality class, one can anyway expect that this is indeed the case.

We now see how to explicitly construct the Villain Hamiltonian corresponding to an $XY$ model with a generic choice of the couplings $J(r)$. To better understand the procedure, however, it is more convenient to address firstly the continuous version of the $XY$ Hamiltonian, in which $\theta_j$ is replaced by a continuous field $\theta(x)$. The so-called Berezinskii approximation, i.e. the substitution

$$1 - \cos (\theta(x) + \theta(x) - \theta(x)) \to \frac{1}{2} (\theta(x) + \theta(x) - \theta(x))^2,$$

(2.6)

breaks the local symmetry (2.2), which accounts for the periodicity of $\theta(x)$. In the continuum limit, this property can be stated by saying that $\theta(x)$ is not a single-valued function (but rather is defined up to integer multiples of $2\pi$) so that for each closed path $\partial A$ on the plane

$$\oint_{\partial A} \nabla \theta(x) \cdot dx = \int_A \nabla \times \nabla \theta(x) \ d^2 x = 2\pi M(A)$$

(2.7)

with $M(A) \in \mathbb{Z}$ and $\nabla \times a = \epsilon_{j,k} \partial_j a_k$, $\epsilon_{j,k}$ being the completely antisymmetric rank-2 tensor. If we divide the region of the plane $A$ enclosed by $\partial A$ into two subregions $A_1, A_2$ we will have that $M(A) = M(A_1) + M(A_2)$ so that $M(A)$ has the meaning of the total topological charge enclosed into the region of the plane $A$. Accordingly, eq. (2.7) can also be put in a local form, namely

$$\nabla \times \nabla \theta(x) = 2\pi \sum_k m_k \delta(x - x_k),$$

(2.8)

where $m_k \in \mathbb{Z}$ and $x_k$ can be interpreted as vortex charges and the positions respectively.

In the continuum limit then the Villain model can be defined as a boson $\theta(x)$, interacting with point-like charges $m_k$ through the constraint (2.8). In formal terms

$$Z = \sum_{\{m_k\}} \int \mathcal{D}\theta e^{-\beta H_0(\theta)} \delta(\nabla \times \nabla \theta - 2\pi n(x)),$$

(2.9)
where the sum represent the trace all over all the possible vortex configurations, $\beta H_0$ the quadratic Hamiltonian

$$\beta H_0 = \frac{1}{4} \int d^2x d^2r \ J(r) \ (\theta(x + r) - \theta(x))^2, \quad (2.10)$$

and we introduced the vortex density

$$n(x) = \sum_k m_k \delta(x - x_k). \quad (2.11)$$

Let us notice how we are now integrating over the configurations of $\nabla \theta$, which are single-valued, instead of $\theta(x)$. Let us now see how we can built the Villain model directly on lattice. Once again, the quadratic approximation alone, namely

$$1 - \cos(\theta_{j+r} - \theta_j) \to \frac{1}{2}(\theta_{j+r} - \theta_j)^2, \quad (2.12)$$

would break the local symmetry of eq. (2.2), and thus the possibility of correctly describe topological configuration. Indeed, given a closed loop of $P$ points on the lattice $j_1, j_2, \ldots, j_P, j_{P+1} \equiv j_1$ the lattice equivalent of the integral in eq. (2.7) is given by

$$\sum_{p=1}^P \left( \theta_{j_{p+1}} - \theta_{j_p} \right) \equiv 0. \quad (2.13)$$

In order to overcome this problem, we follow the original idea of the seminal Villain’s work i.e. we introduce an integer-valued link variable $n_{ij} (n_{ij} = -n_{ji})$ for each pair of lattice points and we make the further replacement

$$\theta_{j+r} - \theta_j \to \theta_{j+r} - \theta_j + 2\pi n_{ij}. \quad (2.14)$$

As a consequence, the Villain Hamiltonian becomes

$$\beta H_0 = \frac{1}{4} \sum_{i \neq j} J(r) \ (\theta_i - \theta_j - 2\pi n_{ij})^2, \quad (2.15)$$

(with $r = |j - i|$) while the closed-loop integral of eq. (2.7) is now

$$\sum_{p=1}^P \left( \theta_{j_{p+1}} - \theta_{j_p} - 2\pi n_{j_p, j_{p+1}} \right) = 2\pi \sum_{p=1}^P n_{j_p, j_{p+1}}. \quad (2.16)$$

In this language, the lattice-analogous of the constraint eq. (2.7) imposes that the charge enclosed in the region $A$ defined by the $j_p$,

$$M(A) = \sum_{\partial A} n_{ij} \equiv \sum_{p=1}^P n_{j_p, j_{p+1}}, \quad (2.17)$$

is extensive, such that for any bipartition of the region in two sub-regions $A_1, A_2$ $M(A) = M(A_1) + M(A_2)$. As a consequence, we can introduce for each point of the dual lattice $z$
Figure 1. A topological configuration, namely a vortex with charge \( m_z = 1 \), and a corresponding choice of the Villain link variables which encircle a parallelogram in such a way to satisfy the constraint (2.18). In agreement with the symmetry (2.4) the choice of the \( n_{i,j} \) which is different from zero is arbitrary.

its corresponding vortex charge \( m_z \) so that the constraint finally reads as

\[
\sum_{\partial A} n_{i,j} = \sum_{z \in A} m_z. \tag{2.18}
\]

See figure 1 for a graphic interpretation of the constraint (2.18) within a prototypical topological configuration. Strictly speaking, one or more of the \( z \) could lie on the boundary \( \partial A \) of the region \( A \). This could, in principle, cause some problems. However, as we are going to see, this boundary issue is not a problem in the thermodynamic limit as only the large loops are going to contribute to the critical behavior.

Finally, the partition function of the model takes the form

\[
Z = \sum_{\{m_z\}} \int \prod_j d\theta_j e^{-\beta H_0} \frac{1}{N} \sum_{q} \theta_q e^{i q \cdot j} \frac{1}{N} \sum_{r} n_q r e^{i q \cdot (j + r)} \delta \left( \sum_{\partial A} n_{i,j} = \sum_{z \in A} m_z \right), \tag{2.19}
\]

with \( H_0 \) given by (2.15) and we assume \( J(r) \) to have the form of eq. (2.5).

3 Vortex-vortex interaction

In this section we derive the effective interaction between topological charges \( m_z \) in eq. (2.19). To this aim, we define the Fourier transformed variables

\[
\theta_j = \frac{1}{\sqrt{N}} \sum_q \theta_q e^{i q \cdot j}, \quad n_{j,j+r} = \frac{1}{\sqrt{N}} \sum_q n_q r e^{i q \cdot (j + r)}, \tag{3.1}
\]
with \( q \) a vector of the reciprocal lattice. The Hamiltonian eq. (2.15) becomes:

\[
\beta H_0 = \frac{1}{4} \sum_{q, r} J(r) \left| 2i \sin \frac{q \cdot r}{2} \theta_q - 2\pi n_{q, r} \right|^2 .
\] (3.2)

In order to integrate out the \( \theta_q \), it is useful to introduce the new variables

\[
\psi_q = \theta_q + \frac{2\pi i}{K(q)} \sum_r J(r) \sin \frac{q \cdot r}{2} n_{q, r}
\] (3.3)

where

\[
K(q) = \sum_r J(r) (1 - \cos q \cdot r) = 2 \sum_r J(r) \sin^2 \frac{q \cdot r}{2}
\] (3.4)

In terms of the new variables the Hamiltonian decouples into two pieces, a spin-wave term and a topological term, which only depends on the discrete link variables

\[
\beta H_0 = H_{SW}(\psi_j) + H_{top}(m_j)
\] (3.5)

The two pieces are given by:

\[
H_{SW} = \frac{1}{2} \sum_q K(q) |\psi_q|^2
\]

\[
H_{top} = \pi^2 \sum_q \frac{1}{K(q)} \sum_{r, r'} J_r J_{r'} \left| \sin \frac{q \cdot r'}{2} n_{q, r} - \sin \frac{q \cdot r}{2} n_{q, r'} \right|^2
\] (3.6)

We notice that the spin-wave part of the Hamiltonian exactly corresponds to the quadratic approximation of the original long-range XY Hamiltonian. The asymptotic behavior of \( K(q) \) for small \( q \) is worked out in appendix A. We find the usual nearest-neighbours scaling relation \( K(q) \sim q^2 \) for \( \sigma > 2 \), while for \( 0 < \sigma < 2 \) we have

\[
K(q) = Jc_\sigma q^\sigma + O(q^2)
\] (3.7)

with \( c_\sigma \) an universal function of \( \sigma \).

Let us now focus on \( H_{top} \): we can notice that, back to the real space, this takes the form

\[
H_{top} = \sum_{r, r'} J_r J_{r'} \sum_{j, j'} f(j - j') (\nabla_r n_{j, j+r} - \nabla_{r'} n_{j, j'+r})(\nabla_r n_{j', j'+r} - \nabla_{r'} n_{j', j'+r}),
\] (3.8)

where

\[
f(x) = \frac{\pi^2}{4N} \sum_q e^{iq \cdot x} K(q)
\] (3.9)

and we introduced the notation of the discrete curl

\[
\nabla_r n_{j, j+r} - \nabla_{r'} n_{j, j+r} \equiv n_{j, j+r} + n_{j+r, j+r+r'} + n_{j+r+r', j+r'} + n_{j+r', j}.
\] (3.10)

As expected, once the continuous field has been integrated out, the interaction depends only on gauge invariants. Indeed, we have that:

\[
\nabla_r n_{j, j+r} - \nabla_{r'} n_{j, j+r} = \sum_{\partial P(j, r, r')} n_{i, r},
\] (3.11)
where the $\mathcal{P}(j, r, r')$ denotes the region of the plane corresponding to a parallelogram with vertices $j, j + r, j + r + r', j + r$ (and thus sides $r, r'$). Thus, as a consequence, the symmetry of eq. (2.4) leaves these quantities invariant.

By means of the constraint (2.18) finally, we can express the Hamiltonian in terms of the topological charges enclosed in each parallelogram, obtaining an interaction Hamiltonian of the form

$$
H_{\text{top}} = \sum_{z, z'} m_z m_{z'} U(z - z'),
$$

for some potential $U(R)$. The exact form of $U$, along with its large-distance behavior, are derived in appendix B. In particular, we find that the small $q$ behavior of the Fourier transform of the potential $U(R)$ is given by

$$
U(q) = \frac{2\pi^2}{\sigma - 1} K(q) q^4 \sim J q^{\sigma - 4} + O(q^{-2}).
$$

We see then the proportionality constant $I(\sigma)$ converges as long as $\sigma > 1$. The proportionality constant diverges for $\sigma \to 1^+$ (as seen in appendix B, this can be seen as an infrared divergence). This means that, as $\sigma \to 1^+$, in the thermodynamic limit, we cannot excite the vortices for any temperature, so that only the spin wave part $H_{\text{SW}}$ of the Hamiltonian survives.

For $1 < \sigma < 2$ the vortex-vortex potential should be taken into account. In Fourier space, for $q \ll 1$, it takes the form:

$$
U(q) \propto K(q) q^4 \sim J q^{\sigma - 4} + O(q^{-2})
$$

In turn, this implies that for $R \gg 1$ ($R$ being the distance between a pair of vortices)

$$
U(R) \sim J \int_{1/L}^{1/R} q^{\sigma - 3} dq = \frac{J}{2 - \sigma} \left( L^{2 - \sigma} - R^{2 - \sigma} \right)
$$

The additive constants $L^{2 - \sigma}$ brings a term $\propto L^{2 - \sigma} (\sum_i m_i)^2$ in the Hamiltonian (3.12), which kills all the non neutral configurations, exactly as in the short-range case. Then,

$$
H_{\text{top}} = \sum_{i,j} m_i m_j U(r_i - r_j)
$$

where now we denoted with $\{r_i\}$ and $\{m_i\}$ respectively the position and the charge of the vortices of a given configuration, and noticed that, for any neutral configuration $\sum_{i \neq j} m_i m_j = - \sum_i m_i^2$. We can thus write

$$
U(R) - U(0) \sim J \int \frac{d^2q}{(2\pi)^2} \frac{e^{iqR} - 1}{q^{4 - \sigma}} \sim -J R^{2 - \sigma}.
$$

Let us notice that, now that the sum runs only on $i \neq j$, $U(r)$ is no longer defined up to an additive constant. It is customary, however, to define the energy so that it is zero for
$r = 1$, which is the minimum distance at which a pancan be created. This means that in the Hamiltonian we can write:

$$H_{\text{top}} = \sum_{i \neq j} m_i m_j (U(r_i - r_j) - U(1)) + (U(0) - U(1)) \sum_i m_i^2.$$  \hfill (3.18)

Now we can finally introduce

$$V(r) = U(r) - U(1) = g \int \frac{d^2 q}{2\pi} \frac{e^{i q \cdot r} - e^{i q \cdot n}}{q^{4-\sigma}} = -\gamma (r^{2-\sigma} - 1)$$  \hfill (3.19)

(with $g, \gamma \propto J$) and the finite quantity $\varepsilon_c = U(0) - U(1) > 0$, which physically represents the core energy associated with the creation of a vortex past the minimum possible distance. In terms of these quantities the Hamiltonian becomes

$$H_{\text{top}} = \sum_{i \neq j} m_i m_j V(r_i - r_j) + \varepsilon_c \sum_i m_i^2$$  \hfill (3.20)

while, the (topological part of the) partition function is given by

$$Z_{\text{top}} = \sum \{m_j\} \int \prod_j d^2 r_j e^{-H_{\text{top}}}. \hfill (3.21)$$

Finally, in the $\sigma > 2$ case we recover the usual logarithmic interaction of the two-dimensional Coulomb gas as

$$U(R) \sim J \int_{1/L}^{1/R} q^{-1} dq = J(\ln L - \ln r). \hfill (3.22)$$

Since in this case, as noticed, the dispersion relation $K(q)$ of the spin waves has the same form of the nearest-neighbours one, we can safely conclude that the Villain model is in the same universality class of the nearest-neighbours case for all $\sigma > 2$.

4 Renormalization and phase-diagram of the model

We are going to carry out the RG procedure in the vortex gas representation. To this extent we then introduce the renormalization parameter $\ell$ such that the effective lattice spacing $a_\ell$ is given by $a_\ell = e^\ell$. Our picture is the following: at scale $\ell$ the vortex-antivortex pairs with scale $< a_\ell$ renormalizes the vortex-vortex potential. While the ultraviolet potential $V_{\ell=0}(r)$ is given by eq. (3.19), there is no reason for the effective potential at scale $\ell$, $V_\ell(r)$, to have the same functional form.

Since in the ultraviolet the potential grows as a power law a simple energy-entropy scaling argument would suggest that the fugacity $y \equiv e^{-\varepsilon_c}$ is not relevant at any temperature. However, as we are going to see, these naive expectations are defied by the RG calculations, which shows that, for every finite value of $\ell$, the behavior at large distances of the potential is no longer given by the power law of eq. (3.19). The renormalization procedure we present here is the straightforward generalization of those introduced for the short-range case by Kosterlitz and Thouless \cite{3} to arbitrary (well-behaved) interaction potential and it is similar to those present in \cite{50} for a screened Coulomb interaction. However, up to our knowledge,
the corresponding treatment for the case of a potential which grows boundlessly is absent in the literature.

The details of the calculations are given in appendix C. The corresponding renormalization equations for the potential $V_ℓ$ and the fugacity $y$ turn out to be

$$\partial_ℓ V_ℓ(r) = r V_ℓ'(r) - V_ℓ'(1) - \frac{π}{2} y_ℓ^2 (\Delta V_ℓ(r) - \Delta V_ℓ(1))$$

$$\frac{dy_ℓ}{dℓ} = y_ℓ (2 + V_ℓ'(1)) + O(y^3)$$

with $ΔV$ given by the convolution

$$ΔV_ℓ(r) = \int d^2 x (\nabla V_ℓ(x) \cdot \nabla V_ℓ(x + r) - |\nabla V_ℓ(x)|^2).$$

Starting from these equations, we now want to derive the phase diagram of the model, discussing the behavior of the renormalization flow described by eqs. (4.1). Quite surprisingly, in spite of the fact that we are dealing with a non-linear functional set of equations, it is possible to solve them analytically.

Let us start by noticing that, since $ΔV_ℓ$ in eq. (4.2) involves a convolution, it is natural to write $V_ℓ(r)$ as

$$V_ℓ(r) = \int \frac{d^2 q}{(2π)^2} U_ℓ(q) \left(e^{i q \cdot n} - e^{i q \cdot r}\right),$$

with $n^2 = 1$ and $U_ℓ=0(q) = -g q^{-4-\sigma}$, in agreement with eq. (3.19). In terms of $U_ℓ(q)$, the first equation of eq. (4.1) becomes

$$\partial_t U_ℓ(q) = -(2 + q \partial_q) U_ℓ(q) + \frac{π}{2} y_ℓ^2 q^2 U_ℓ(q)^2,$$

which, in turn, can be rewritten as

$$\partial_t U_ℓ^{-1}(q) = (2 - q \partial_q) U_ℓ^{-1}(q) - \frac{π}{2} y_ℓ^2 q^2.$$

Taking into account our initial condition we can solve this equation by using the ansatz:

$$U_ℓ^{-1}(q) = -A_ℓ q^{4-\sigma} - B_ℓ q^2,$$

finding:

$$\frac{dA_ℓ}{dℓ} = -(2 - \sigma) A_ℓ$$

$$\frac{dB_ℓ}{dℓ} = \frac{π}{2} y_ℓ^2$$

along with the initial condition $A_0 = g^{-1}, B_0 = 0$. We have then that $A_ℓ \to 0$ in the infrared, while $B_0$ grows as long as $y_ℓ \neq 0$. The vortex-vortex potential becomes then:

$$V_ℓ(r) = -\int \frac{d^2 q}{(2π)^2} e^{i q \cdot n} - e^{i q \cdot r} = -\int \frac{dq}{2π} \frac{1 - J_0(qr)}{A_ℓ q^{4-\sigma} + B_ℓ q^2},$$

$$V_ℓ'(1) = \frac{π}{2} y_ℓ^2 (\Delta V_ℓ(1) - \Delta V_ℓ(r)).$$
$J_k(qr)$ being the $k$-th order Bessel function of the first kind. By computing $V'(r)$ we can derive the equation for $y$ which, together with eqs. (4.7), gives the reduced RG set of equation of the model

$$\frac{dy_\ell}{d\ell} = y_\ell \left( 2 - \int \frac{dq}{2\pi} \frac{J_1(q)}{B_\ell + A_\ell q^2 - \sigma} \right) \quad (4.9)$$

From eqs. (4.7) it follows that for any finite $\ell$ we have $B_\ell > 0$, so that the second term in the denominator of eq. (4.8) dominates for $q \ll 1$ and $V_\ell(r) \sim -\ln r$ for $r \gg 1$. As announced then, the infrared behavior of the vortex-vortex potential is, for any finite value of $\ell$, qualitatively different to the ultraviolet behavior. In particular, as in the infrared $A_\ell \to 0$, the RG equations (4.1) and (4.9) can be approximated as

$$\frac{dB_\ell}{d\ell} = \frac{\pi}{2} y_\ell^2$$

$$\frac{dy_\ell}{d\ell} = y_\ell \left( 2 - \frac{1}{2\pi B_\ell} \right)$$

(4.10)

i.e. exactly the form of the BKT RG flow for the short-range $XY$ model.

As a consequence, we also have here a line of stable fixed points $y = 0$, $B < \frac{1}{\pi^2}$, corresponding to a phase in which the vortices are not relevant. At the same time it will exist a transition temperature $T_{\text{BKT}}$ such that, for $T > T_{\text{BKT}}$, the vortices unbind so that the system flows toward a disordered phase. Also in this case, the correlation length $\xi$ in the disorder phase ($T > T_{\text{BKT}}$), is expected to exhibit the usual BKT scaling, namely

$$\ln \xi \sim (T - T_{\text{BKT}})^{-1/2}.$$

(4.11)

Let us notice, however, how here the low-temperature phase ($T < T_{\text{BKT}}$) does not correspond to a quasi-long-range-ordered phase. Indeed, since the vortices are irrelevant and it is not possible to excite vortex-antivortex pair, the constraint (2.18) tells us that in the infrared the link variables $n_{ij}$ are suppressed as well. As a consequence, from eq. (3.3) we have that in the infrared we have the identification

$$\theta(x) \to \psi(x).$$

(4.12)

In turn, since $H_{\text{SW}}$ is a quadratic Gaussian model, with the dispersion relation $K(q) \sim q^\sigma$, we have the effective action

$$S \sim -\frac{1}{2} \int d^2q \, q^\sigma |\theta(q)|^2.$$

(4.13)

This, in turn, implies finite magnetization $m$: indeed, being the measure Gaussian and $s = (\cos \theta, \sin \theta)$, we have

$$m^2 = \langle s^2(0) \rangle = \langle e^{2i\theta(0)} \rangle = e^{-2\langle \theta(0)^2 \rangle},$$

(4.14)

while

$$\langle \theta(0)^2 \rangle \sim \int \frac{d^2q}{q^\sigma},$$

(4.15)

which is finite.

The same phenomenology is present for $\sigma < 1$, for any value of the temperature, as the vortices are never relevant in this regime.
For $\sigma > 2$ the system exhibits a BKT transition between the quasi-long-range-ordered BKT phase and the disordered (D) one (grey line). For $1 < \sigma < 2$, at low temperatures the model exhibits a low-temperature spontaneous-symmetry-broken (SSB) phase with a finite magnetization. As the temperature increases, we have a jump in the magnetization to the disordered (D) phase (red line). This transition, however, still falls within the BKT universality class. For $\sigma \to 1^+$ the transition temperature diverges, so that only the SSB phase survives for $\sigma < 1$.

In summarizing, we found the following phase diagram for the Villain model:

- For $\sigma > 2$, the long-range Villain model exhibits the same phases as its nearest-neighbor counterpart, i.e. it undergoes a BKT phase transition between a low-temperature quasi-long-range ordered phase and a high-temperature disordered one. The phase diagram is thus analogous to the ones of the $XY$ model with $\sigma > 2$.

- For $1 < \sigma < 2$ the model undergoes a phase transition which falls as well under the BKT universality. In this regime, however, we have spontaneous symmetry breaking, and a first-order phase transition in the order parameter as the temperature is increased.

- For $0 < \sigma < 1$ the topological defects cannot be excited at any temperature so that the model does not undergo any phase transition and exhibits spontaneous symmetry breaking at any temperature.

A qualitative depiction of the phase diagram of the model is presented in figure 2. This phase diagram is the main result of our paper. A main comment about it is that it differs from the corresponding phase diagram of the $XY$ model with long-range interactions for $\sigma < 2$, and therefore we conclude that for $\sigma < 2$ the Villain model and the $XY$ model are not longer in the same universality class (notice that our generalization of the Villain model exactly reduces to the short-range Villain model for $\sigma \to \infty$). This challenges the naive expectation that the long-range Villain model could be mapped in a higher-dimension
short-range Villain model as, in $d > 2$, the latter is expected to be in the same universality class [8] of the (short-range) $XY$ model, see figure 3.

5 Field-theory representation of the model

In this section we see how some of the results obtained through the lattice calculations, starting from the partition function \( (2.19) \), can be understood in terms of its continuum limit \( (2.9) \) within the field theory formalism.

Let us start by expressing the quadratic action in terms of its Fourier modes

\[
\beta H_0 = \frac{J}{4} \int d^2 q K(q) |\theta(q)|^2 \sim J \int d^2 q q^\sigma |\theta(q)|^2, \quad (5.1)
\]

or, in terms of the single-valued, vector field $v = \nabla \theta(x)$:

\[
\beta H_0 \sim J \int d^2 q q^{-2} |v(q)|^2. \quad (5.2)
\]

It is now possible to solve the constraint in eq. (2.9) by introducing an auxiliary field $\varphi(x)$ so that

\[
Z \sim \sum_{\{m_i\}} \int D(v) \int D(\varphi) e^{-J \int d^2 q q^{-2} |v(q)|^2} e^{-i \int d^2 x \varphi(x)(\nabla \times v - 2\pi n(x))}. \quad (5.3)
\]

After noticing that

\[
-i \int d^2 x \varphi(x) \nabla \times v = \int d^2 q v(q) \times \varphi(q), \quad (5.4)
\]

we can trace out the $\theta$, obtaining, for the topological part of the partition function

\[
Z_{\text{top}} \sim \sum_{\{m_i\}} \int D(\varphi) e^{-J^{-1} \int d^2 q q^{\sigma-4} |\varphi(q)|^2} e^{-2\pi i \int d^2 x \varphi(x)n(x)} \quad (5.5)
\]

From here, by integrating out the auxiliary field as well we get

\[
Z_{\text{top}} \sim \sum_{\{m_i\}} e^{-J \int d^2 q q^{-4} |n(q)|^2} \sim \sum_{\{m_i\}} e^{-\sum_{i,k} m_i m_k U(r_i - r_k)} \quad (5.6)
\]

with $U(q) \sim J q^{\sigma-4}$, which is precisely the form of the (large-distance) vortex-vortex interaction we worked out in section 3. Let us notice, however, how this field theory approach is not able to predict the divergence in the coupling constant for $\sigma \to 1$.

On the other hand, from eq. (5.5), one could trace out the vortices, obtaining an effective field theory of the model in terms of the field $\varphi$. To this extent, it is necessary to introduce by hand the core energy of the vortices, whose presence is not captured by the long-distance, field-theoretical description. We get

\[
Z_{\text{top}} \sim \sum_{\{m_i\}} \int D(\varphi) e^{-J^{-1} \int d^2 q q^{\sigma-4} |\varphi(q)|^2} e^{-2\pi i \int d^2 x \varphi(x)n(x)} e^{-\varepsilon_c \sum_i m_i^2}. \quad (5.7)
\]
Figure 3. Qualitative phase diagram of the long-range XY model as predicted in ref. [1], which differs from the one obtained for the Villain model in figure 2. In particular, the critical value $\sigma^*$ of $\sigma$ at which the long-range behavior takes over depends on $T$ and varies from $7/4$ and $2$.

Working in the limit of low fugacity $y = e^{-\varepsilon_c}$, we sum over the configurations such that $m_i = \pm 1$. This means that, for each point in space we get a term of the form

$$\sum_{m=-1}^{1} y^{m^2} e^{-2\pi i \varphi(x)m} = 1 + y \cos 2\pi \varphi \approx e^{y \cos 2\pi \varphi},$$

obtaining

$$Z_{\text{top}} \sim \int D(\varphi) e^{-S},$$

with

$$S = J^{-1} \int d^2 q \ q^{4-\sigma} |\varphi(q)|^2 - y \int d^2 x \ \cos(2\pi \varphi).$$

This is a Sine-Gordon action with a peculiar dispersion relation of the kinetic term $\sim U^{-1}(q)$. Within this field-theoretical picture, it is the latter that is responsible for the peculiar form of the RG flow. Indeed, $q^{4-\sigma}$ is less relevant than the usual $q^2$ short-range dispersion relation; on the other hand, if we perform a perturbative RG for small $y$ (e.g. in the Wilson picture) it is known that the Sine-Gordon term, would generate, at the second order in $y$, short-range kinetic terms $\sim q^2 |\varphi(q)|^2$ in the Lagrangian (see e.g. refs. [51, 52]). This means that the action (5.10) would flow in the infrared to the usual Sine-Gordon theory, which falls in the universality class of the BKT transition. At the field theoretical level the origin of the difference between the critical behavior of the long-range Villain and XY model can be traced back to the fact that, as shown in refs. [1, 46], the expansion of the cosine at the second order in eq. (2.1) is no longer justified. Rather, the long-range XY model can described in the continuum by the action

$$S_{XY} \sim \int d^2 q \ q^{\sigma} |\psi(q)|^2,$$
with \( \psi(x) = e^{i\theta(x)} \), which automatically account the periodic nature of the spin variables. While for sufficiently large values of \( \sigma \) the model can be effectively mapped in a short-range Villain model (see in particular ref. [46]), the fact that (5.11) is non-quadratic in \( \theta(x) \) leads to the peculiar short-range, long-range crossover shown in figure 3.

6 Conclusions

The interplay between topological defects and complex interaction patterns in two- and quasi-two-dimensional systems is known to give rise to complex phase diagrams and exotic scaling behaviors, e.g. in the case of coupled XY planes [53], two-dimensional systems with anisotropic dipolar interactions [54, 55], high-dimensional systems with Lifshitz criticality [56, 57], and the anisotropic 3d XY model [58].

This paper constitutes a further advancement in the understanding of such phenomenology. Here, we studied Villain model with a power-law decaying coupling \( J(r) \sim J r^{-2-\sigma} \). Surprisingly, we found that, unlike its XY counterpart, the model falls within the Berezinskii-Kosterlitz-Thouless (BKT) universality class for any \( \sigma > 1 \). Indeed, while at the lattice level (as expected) the interaction potential between topological defects has a different form in the \( \sigma < 2 \) regime, in the infrared it flows toward the usual logarithmic potential of the two-dimensional Coulomb gas.

This results is noticeably different from the scenario of the long-range XY model, studied in ref. [1] and [46]. There, the BKT transition is present only for \( \sigma > 7/4 \), while an order-disorder transition, described by a new universality class, appears for \( \sigma < 2 \). We can thus conclude that the Villain model and the XY model are not in the same universality class for \( \sigma < 2 \) (see the comparison between figure 2 and figure 3). This means that, apart from the symmetries, in the long-range case also the form of the interaction plays a crucial role. This can be understood by thinking, that even for a smooth configuration, the quadratic approximation of the cosine is not justified, as the interaction between pairs of lattice sites which are far away (and thus uncorrelated) is no longer negligible. As a consequence, the interaction between spin-waves and vortices is not guaranteed to be irrelevant.

Recent numerical results (see refs. [59, 60]), suggest that the diluted version of the long-range two-dimensional XY model, in which the lattice sites interact with a probability \( \sim r^{-2-\sigma} \), does not reproduce the phase diagram of the long-range XY as well. This suggests, again, that the universality class of non-local \( O(2) \) symmetric models in two-dimension is rather sensitive to changes in the interaction.

We conclude that, while in the \( 1 < \sigma < 2 \) region the renormalization-group flow is still described by BKT-like equations, due to the different dispersion relation of the spin-waves the phase diagram (figure 2) of the long-range Villain model is different from the one of the nearest-neighbor XY model. In particular, the long-range Villain model exhibits a low-temperature ordered phase with a finite magnetization, which jumps discontinuously to zero at \( T = T_{BKT} \). This behavior is indeed completely analogous to the one of the one-dimensional Ising model with \( 1/r^2 \) interactions (\( \sigma = 1 \)) [41, 61, 62]. Furthermore, in both systems, the correlation length exhibits the usual BKT scaling while approaching the transition temperature from above. Further analytical and numerical investigation is
needed in order to understand whether there is a deeper reason for this and whether this equivalence could be seen already at the lattice level.
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**A Behavior of \( K(q) \)**

We will now derive the asymptotic form of \( K(q) \). We write down \( J_{r} = J_{S}(r) + J_{r^{-2-\sigma}} \) where \( J_{S}(r) \) is a non-universal short-range term. We have then, from eq. (3.4)

\[
K(q) = 2 \sum_{r} J_{S}(r) \sin^{2} \frac{q \cdot r}{2} + 2J \sum_{r} r^{-2-\sigma} \sin^{2} \frac{q \cdot r}{2}. \tag{A.1}
\]

Since, by hypothesis, \( \int_{r>a} d^{2}r \ r^{2}J_{S}(r) \) is finite, we can Taylor expand the cosine in the first integral on the r.h.s. getting a term proportional to \( q^{2} \) for small values of \( q \). The same is true for the second terms as well, provided that \( \sigma > 2 \), so that we can conclude that

\[
K(q) \sim q^{2} \quad \forall \ \sigma > 2 \tag{A.2}
\]

with some non-universal proportionality constant.

Let us consider now the regime \( \sigma \in (0, 2) \). To understand the small \( q \) behavior of the second term in eq. (A.1), we can replace the sum with an integral

\[
2J \sum_{r} r^{-2-\sigma} \sin^{2} \frac{q \cdot r}{2} \approx 2J \int_{r>1} d^{2}r \ r^{2+\sigma} \sin^{2} \frac{q \cdot r}{2} = 2J \int_{1}^{\infty} \frac{d\rho}{\rho^{1+\sigma}} \int_{0}^{2\pi} d\theta \sin^{2} \frac{qr\cos\theta}{2}, \tag{A.3}
\]

or, in term of \( \rho = qr/2 \cos \theta \)

\[
K(q) = q^{\sigma}2^{1-\sigma}J \int_{\rho \cos \theta}^{\infty} \frac{d\rho}{\rho^{1+\sigma}} \sin^{2} \rho \int_{0}^{2\pi} d\theta |\cos \theta|^{\sigma}. \tag{A.4}
\]

Now, if \( \sigma < 2 \) the integral has no ultraviolet divergence and we can extend the integral on \( \rho \) to the whole axis, committing an error of order \( q^{2} \). Then, we find

\[
K(q) = Jc_{\sigma}q^{\sigma} + O(q^{2}) \quad \forall \ \sigma \in (0, 2) \tag{A.5}
\]

with:

\[
c_{\sigma} = 2^{1-\sigma} \int_{0}^{\infty} \frac{d\rho}{\rho^{1+\sigma}} \sin^{2} \rho \int_{0}^{2\pi} d\theta |\cos \theta|^{\sigma} = \frac{2^{1-\sigma} \pi |\Gamma(-\frac{\sigma}{2})|}{\sigma \Gamma(\frac{\sigma}{2})} \tag{A.6}
\]
For a given point of the plane $z$, all the parallelograms $\mathcal{P}$ of sides $r, r'$ such that $z \in \mathcal{P}$ (as the red and the blue one in figure) are such that the centers belong to a parallelogram of sides $r, r'$, centered in $z$.

**B Derivation of the vortex-vortex potential**

We now derive the form of the potential $U$ in eq. (3.12). We start from the expression of $H_{\text{top}}$ eq. (3.10), taking into account the constraint (2.8). We find thus

$$H_{\text{top}} = \sum_{r,r'} J_r J_{r'} \sum_{j,j'} f(j-j') \left( \sum_{z \in \mathcal{P}(j,r,r')} m_z \left( \sum_{z' \in \mathcal{P}(j',r',r')} m_{z'} \right) \right).$$  

(B.1)

Remarkably, only the congruent parallelograms (which share the same $r$ and $r'$) do interact. Reshuffling the sums we finally find the vortex-vortex potential

$$H_{\text{top}} = \sum_{z,z'} m_z m_{z'} U(z-z'),$$  

(B.2)

with

$$U(z-z') = \sum_{r,r'} J_r J_{r'} \sum_{j,j'\in \mathcal{P}(j,r,r')} f(j-j').$$  

(B.3)

We want now to derive an approximate expression for this potential valid for large distances. In this limit, we can as well replace the sum in eq. (B.3) with an integral. Since only congruent parallelograms interact we can replace $j - j'$ with the distance between the centers of the two. To correctly parametrize the integral, we notice that, once $z$ and $r, r'$ have been fixed, the parallelogram such that $z \in \mathcal{P}$ are those whose centers belong to a second parallelogram centered in $z$ of sides $r, r'$ (see figure 4). In turn, each point of this parallelogram can be written as $j = z + \lambda r + \mu r'$ with $\lambda, \mu \in [-1/2, 1/2]$. By choosing $\lambda, \mu$ as our coordinates we have to carry a factor $|r \times r'|$ due to the jacobian. Finally, we can express $U$ as

$$U(z-z') = \int d^2r \int d^2r' (r \times r')^2 J(r) J(r') \times \int_{-1/2}^{1/2} d\lambda d\lambda' \int_{-1/2}^{1/2} d\mu d\mu' f(z-z' + (\lambda - \lambda') r + (\mu - \mu') r').$$  

(B.4)
So far, all our considerations are equally valid for any choice of $J(r)$. In what follows we are going to replace $J(r)$ with its asymptotic form $J(r) \sim J r^{-2-\sigma}$ valid for $r \gg 1$. This is safe, since we are interested in the large-distance limit.

By exploiting the definition (3.9) of $f(x)$ which, in the continuum limit, becomes

$$f(x) = \frac{\pi^2}{4} \int \frac{d^2 q}{(2\pi)^2} \frac{e^{iq \cdot x}}{K(q)}, \quad (B.5)$$

we find the expression for the Fourier transform of $U(q)$ of $U(z - z')$ to be

$$U(q) = \frac{\pi^2 J^2}{4K(q)} \int \frac{d^2 r}{r^{2+\sigma}} \int \frac{d^2 r'}{r'^{2+\sigma}} (r \times r')^2 \int_{-1/2}^{1/2} d\lambda d\lambda' \int_{-1/2}^{1/2} d\mu d\mu' e^{iq \cdot (\lambda \cdot r + (\lambda' \cdot r'))}$$

$$= \frac{(2\pi J)^2}{K(q)} \int \frac{d^2 r}{r^{2+\sigma}} \int \frac{d^2 r'}{r'^{2+\sigma}} (r \times r')^2 \frac{\sin^2(q \cdot r/2) \sin^2(q \cdot r'/2)}{(q \cdot r)^2}$$

$$= \frac{(2\pi J)^2}{K(q)} \int_0^{2\pi} d\theta d\theta' \int \frac{dr}{r^{1+\sigma}} \int \frac{dr'}{r'^{1+\sigma}} \frac{\sin^2(r/2 \cos \theta \sin^2(q r/2 \cos \theta)}{(q \cos \theta)^2}.$$

(B.6)

Now we notice that, $\forall \sigma < 2$, through the substitution $\rho = q r/2 \cos \theta$

$$J \int \frac{dr}{r^{1+\sigma}} \sin^2(q r/2 \cos \theta) \sim J 2^{-\sigma} q^{\sigma} \cos \theta |^\sigma \int \frac{d\rho}{\rho^{1+\sigma}} \sin^2 \rho \quad \text{(B.7)}$$

In appendix A we derived the expression of $K(q)$ for small values $q$, namely $K(q) \sim J c_{\sigma} q^{\sigma}$. By exploiting the expression of $c_{\sigma}$ derived there we have that, for small $q$,

$$J \int \frac{dr}{r^{1+\sigma}} \sin^2(q r/2 \cos \theta) \sim \frac{1}{2} K(q) | \cos \theta |^\sigma \left( \int d\theta' | \cos \theta' |^\sigma \right)^{-1}. \quad \text{(B.8)}$$

Finally we have

$$U(q) \sim I(\sigma) K(q) q^{\sigma}, \quad \text{(B.9)}$$

where

$$I(\sigma) = \pi^2 \left( \int d\theta' | \cos \theta' |^\sigma \right)^{-2} \int d\theta d\theta' \sin^2(\theta - \theta') | \cos \theta |^{\sigma-2} | \cos \theta' |^{\sigma-2} \quad \text{(B.10)}$$

we find thus the expression we where looking for. If we carefully insert an infrared cutoff $L$, it is easy to see that the divergence for $\sigma \leq 1$ is actually an infrared divergence ($\propto L^{1-\sigma}$, $L$ being the linear size of the system).

C Renormalization procedure

We now give the details of the derivation of eq. (4.1). In order to carry out the renormalization process, we assume that $y \ll 1$: in this regime only the vortices with charge $\pm 1$ will actually contribute to the renormalization procedure. Then, by the neutrality condition, every
possible configuration will have the same number of positive and negative charges, and the partition function takes the form

\[ Z_{\text{top}} = \sum_{p=0}^{\infty} \frac{y^{2p}}{p!^2} \int_{|r_i-r_j|>\ell} \prod_{i=1}^{p} dr_i^+ d^2r_i^- e^{-\sum_{i\neq j} m_i m_j V_i(r_i-r_j)} \]  

(C.1)

where \( r_i^\pm \) are the positions of the vortices with positive/negative charge respectively.

To perform the renormalization we integrate all over the pasuch that \( 1 < |r_i-r_j| < e^{\delta \ell} \). In order to do so, let us consider the sector with \( p \) pairs of vortices in the partition function of eq. (C.1). There are \( p^2 \) equivalent ways to choose the pato trace out. Then, assuming the coordinates of this couple to be \( r_i^\pm \equiv r^\pm \) we have an additional term given by

\[ \frac{y^{2p} p^2}{p!^2} \int_{|r_i-r_j|>e^{\delta \ell}} \prod_{i=1}^{p} dr_i^+ d^2r_i^- \int_{1<|r_i-r_j|<e^{\delta \ell}} dr_p^+ dr_p^- e^{-\sum_{i\neq j} m_i m_j V_i(r_i-r_j)} \]

\[ = \frac{y^{2p}}{(p-1)!^2} \int_{|r_i-r_j|>e^{\delta \ell}} \prod_{i=1}^{p-1} dr_i^+ d^2r_i^- e^{-\sum_{i\neq j} m_i m_j V_i(r_i-r_j)} \times \int_{1<|r^+ - r^-|<e^{\delta \ell}} d^2r^+ d^2r^- e^{-V(r^+ - r^-) - \sum_i m_i (V(r_i - r_i^+ + V(r_i - r_i^-))}, \]

where we are denoting with \( \sum' \) the summation all over the remaining charges, namely \( i, j \neq p \) and we are dropping the subscript \( \ell \) in \( V(r) \) and \( y \) in order to keep the notation easy. This gives nothing but a \( p - 1 \)-patern with the additional interaction

\[ \frac{y^{2(p-1)}}{(p-1)!^2} \int_{|r_i-r_j|>e^{\delta \ell}} \prod_{i=1}^{p-1} dr_i^+ d^2r_i^- e^{-\sum'_{i\neq j} m_i m_j V_i(r_i-r_j)} (1 + A) \]

(C.2)

\[ \approx \frac{y^{2(p-1)}}{(p-1)!^2} \int_{|r_i-r_j|>e^{\delta \ell}} \prod_{i=1}^{p-1} dr_i^+ d^2r_i^- e^{-\sum'_{i\neq j} m_i m_j V_i(r_i-r_j) + A} \]

where we introduced the quantity

\[ A = y^2 \int_{1<|r^+ - r^-|<e^{\delta \ell}} d^2r^+ d^2r^- e^{-V(r^+ - r^-) - \sum_i m_i (V(r_i - r_i^+ + V(r_i - r_i^-))}. \]

(C.3)

We now introduce \( \xi = r^+ - r^- \), \( x = \frac{r^+ + r^-}{2} \). Moreover, since \( \xi = 1 + O(\delta \ell) \) and \( V(1) = 0 \), we have that \( V(r^+ - r^-) = O(\delta \ell^2) \) and can be neglected. At the same time, since the potential is supposed to vary slowly at large distance, we can expand \( V(r_i - r_i^+) - V(r_i - r_i^-) = \xi \cdot \nabla V(r_i - x) + O(\xi^3) \). Then we obtain

\[ A = y^2 \int_{1<|\xi|<e^{\delta \ell}} d^2\xi d^2x e^{-\xi \sum_i m_i \nabla V(x-r_i)} \]

\[ = y^2 \int_{1<|\xi|<e^{\delta \ell}} d^2\xi d^2x \left( 1 - \xi \cdot \mathbf{E} + \frac{1}{2} \xi a_\xi b_\xi E_a E_b + O(\xi^4) \right) \]

where we introduced the electric field \( \mathbf{E}(x) = \sum_i m_i \nabla V(x - r_i) \). Performing the integral over \( \xi \):

\[ A = \text{const} + y^2 (e^{\delta \ell} - 1) \frac{\pi}{2} \int d^2x \mathbf{E}(x)^2 = \delta \ell \frac{\pi y^2}{2} \int d^2x \mathbf{E}(x)^2 + O(\delta \ell^2) \]

(C.5)
where we got rid of the additive constant which has no physical meaning. Now we have to compute the electrostatic energy: in the ultraviolet, the electric field of a single charge goes as $\nabla V \sim r^{-1-\sigma}$ for $r \gg 1$; taking into account the global neutrality we have $E \sim r^{-\sigma}$ and $E^2 \sim r^{-2\sigma}$ so that the integral is convergent only for $\sigma > 1$, which is exactly the range of the parameter we are interested in. In this case we can write

$$\int d^2x \ E^2(x) = \sum_{i,j} m_i m_j \int d^2x \nabla V(x + r_i) \cdot \nabla V(x + r_j)$$

$$= \sum_{i,j} m_i m_j \int d^2x \nabla V(x) \cdot \nabla V(x + r_j - r_i)$$

$$= \sum_{i,j} m_i m_j \int d^2x \left( \nabla V(x) \cdot \nabla V(x + r_j) - |\nabla V(x)|^2 \right), \quad \text{(C.6)}$$

where we once again used the charge neutrality to write everything in terms of the sum with $i \neq j$. Thus, setting $p' = p - 1$, we end up with a partition function with the same form of eq. (C.1) with a renormalized two-body interaction given by $V_\ell(r) \rightarrow V(r) - \frac{\pi^2}{2} y_\ell^2 \Delta V(r)$, with

$$\Delta V(r) = \int d^2x \left( \nabla V_\ell(x) \cdot \nabla V_\ell(x + r) - |\nabla V_\ell(x)|^2 \right). \quad \text{(C.7)}$$

Finally, in order to correctly write the change of the partition function under the renormalization procedure, we have to redefine the length-scale $\tilde{r} = re^{-\delta \ell}$ so that the new cutoff length $a\ell + \delta \ell$ is 1 as well. From the integration measure of eq. (C.1), we get a factor $e^{y_\ell^2 \delta \ell}$ which can be reabsorbed into a renormalization of the fugacity, $y_\ell \rightarrow ye^{2\delta \ell}$. In terms of $\tilde{r}$, the potential becomes $V_\ell(r) = V_\ell(\tilde{r}) + \tilde{r} V_\ell'(\tilde{r})\delta \ell + O(\delta \ell^2)$. From now on we will rename $\tilde{r}$, $r$. Thus, up to higher orders in $\delta \ell$, we can write $V_\ell(r) \rightarrow V_\ell(r) + \delta V(r)$ where

$$\delta V(r) = \delta \ell \left( rV_\ell'(r) - \frac{\pi y_\ell^2}{2} \Delta V(r) \right). \quad \text{(C.8)}$$

The new interaction energy, however, no longer respects the condition $V(1) = 0$, so that the procedure cannot be properly repeated. To make up for it we can exploit once again the neutrality condition to have:

$$H_{\text{top}} = \sum_{i,j} m_i m_j \left( V_\ell(r_i - r_j) + \delta V(r_i - r_j) \right)$$

$$= \sum_{i,j} m_i m_j V_{\ell + \delta \ell}(r_i - r_j) - \delta V(1) \sum_i m_i^2$$

$$\quad \text{(C.9)}$$

with $V_{\ell + \delta \ell}(r) = V_\ell(r) + \delta V(r) - \delta V(1)$. The last term can be absorbed into the renormalization of the fugacity:

$$y_{\ell + \delta \ell} = ye^{2\delta \ell} e^{\delta V(1)} \quad \text{(C.10)}$$

In summarizing, we have been able to put the partition function in the same form of the original one, with a different fugacity $y_{\ell + \delta \ell}$ and a different vortex interaction energy $V_{\ell + \delta \ell}(r)$,
given by
\[
\partial_r V_i(r) = r V_i'(r) - V_i'(1) - \frac{\pi}{2} y \left( \Delta V_i(r) - \Delta V_i(1) \right)
\]
(C.11)
with \( \Delta V \) form eq. (C.7). These are the renormalization equations given in the main text.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited. SCOAP³ supports the goals of the International Year of Basic Sciences for Sustainable Development.

References

[1] G. Giachetti, N. Defenu, S. Ruffo and A. Trombettoni, Berezinskii-Kosterlitz-Thouless Phase Transitions with Long-Range Couplings, Phys. Rev. Lett. 127 (2021) 156801 [arXiv:2104.13217] [insPIRE].

[2] N. Goldenfeld, Lectures on phase transitions and the renormalization group, CRC Press (1992) [insPIRE].

[3] J.M. Kosterlitz and D.J. Thouless, Ordering, metastability and phase transitions in two-dimensional systems, J. Phys. C 6 (1973) 1181 [insPIRE].

[4] J. Michael Kosterlitz, Nobel Lecture: Topological defects and phase transitions, Rev. Mod. Phys. 89 (2017) 040501.

[5] R. Savit, Duality in Field Theory and Statistical Systems, Rev. Mod. Phys. 52 (1980) 453 [insPIRE].

[6] J. Villain, Theory of one-dimensional and two-dimensional magnets with an easy magnetization plane. 2. The Planar, classical, two-dimensional magnet, J. Phys. (France) 36 (1975) 581 [insPIRE].

[7] J.V. Josě, L.P. Kadanoff, S. Kirkpatrick and D.R. Nelson, Renormalization, vortices, and symmetry breaking perturbations on the two-dimensional planar model, Phys. Rev. B 16 (1977) 1217 [insPIRE].

[8] H. Kleinert, Villain Approximation and Villain Model, in Gauge fields in condensed matter, chapter 7, vol. 2, World Scientific (1989) [DOI:10.1142/9789814415606_0014].

[9] P. Dario and W. Wu, Massless Phases for the Villain model in \( d \geq 3 \), arXiv:2002.02946 [insPIRE].

[10] J. Fröhlich and T. Spencer, The Kosterlitz-thouless Transition in Two-Dimensional Abelian Spin Systems and the Coulomb Gas, Commun. Math. Phys. 81 (1981) 527 [insPIRE].

[11] O. Kapikranian, B. Berche and Y. Holovatch, Interplay of topological and structural defects in the two-dimensional XY model, Phys. Lett. A 372 (2008) 5716.

[12] J. T Haraldsen and R. S Fishman, Spin rotation technique for non-collinear magnetic systems: application to the generalized Villain model, J. Phys. Condens. Matter 21 (2009) 216001.

[13] M. Aizenman, M. Harel, R. Peled and J. Shapiro, Depinning in integer-restricted Gaussian Fields and BKT phases of two-component spin models, arXiv:2110.09498].
[14] M. Gabay, T. Garel, G. N. Parker and W. M. Saslow, *Phase diagram for the generalized Villain model*, Phys. Rev. B 40 (1989) 264.

[15] P. Gorantla, H. T. Lam, N. Seiberg and S.-H. Shao, *A modified Villain formulation of fractons and other exotic theories*, J. Math. Phys. 62 (2021) 102301 [arXiv:2103.01257] [inSPIRE].

[16] W. Janke and H. Kleinert, *How Good Is the Villain Approximation?*, Nucl. Phys. B 270 (1986) 135 [inSPIRE].

[17] W. Janke and K. Nather, *High precision Monte Carlo study of the 2-dimensional XY Villain model*, Phys. Rev. B 48 (1993) 7419 [inSPIRE].

[18] W. Janke, *Logarithmic corrections in the two-dimensional XY model*, Phys. Rev. B 55 (1997) 3580 [hep-lat/9609045] [inSPIRE].

[19] M. Hasenbusch, *The Two dimensional XY model at the transition temperature: A High precision Monte Carlo study*, J. Phys. A 38 (2005) 5869 [cond-mat/0502556] [inSPIRE].

[20] T. Surungan, S. Masuda, Y. Komura and Y. Okabe, *Berezinskii-Kosterlitz-Thouless transition on regular and Villain types of q-state clock models*, J. Phys. A 52 (2019) 275002 [arXiv:1901.03936] [inSPIRE].

[21] W. Witzczak-Krempa, E. Sørensen and S. Sachdev, *The dynamics of quantum criticality via Quantum Monte Carlo and holography*, Nature Phys. 10 (2014) 361 [arXiv:1309.2941] [inSPIRE].

[22] C. Dasgupta and B.I. Halperin, *Phase Transition in a Lattice Model of Superconductivity*, Phys. Rev. Lett. 47 (1981) 1556 [inSPIRE].

[23] E. Onofri, *SU(N) Lattice Gauge Theory With Villain’s Action*, Nuovo Cim. A 66 (1981) 293 [inSPIRE].

[24] M. Romo and M. Tierz, *Unitary Chern-Simons matrix model and the Villain lattice action*, Phys. Rev. D 86 (2012) 045027 [arXiv:1103.2421] [inSPIRE].

[25] Y. Choi et al., *Noninvertible duality defects in 3 + 1 dimensions*, Phys. Rev. D 105 (2022) 125016 [arXiv:2111.01139] [inSPIRE].

[26] O. Borisenko, V. Chelnokov, M. Gravina and A. Papa, *Deconfinement and universality in the 3D U(1) lattice gauge theory at finite temperature: study in the dual formulation*, JHEP 09 (2015) 062 [arXiv:1507.00833] [inSPIRE].

[27] B. Sathiapalan, *Duality in Statistical Mechanics and String Theory*, Phys. Rev. Lett. 58 (1987) 1597 [inSPIRE].

[28] A. Campa, T. Dauxois, D. Fanelli and S. Ruffo, *Physics of Long-Range Interacting Systems*, Oxford University Press (2014).

[29] N. Defenu et al., *Long-range interacting quantum systems*, arXiv:2109.01163 [inSPIRE].

[30] H. Haffner, C. Roos and R. Blatt, *Quantum computing with trapped ions*, Phys. Rept. 469 (2008) 155.

[31] T. Lahaye et al., *The physics of dipolar bosonic quantum gases*, Rept. Prog. Phys. 72 (2009) 126401.

[32] M. Saffman, T. G. Walker and K. Mølmer, *Quantum information with Rydberg atoms*, Rev. Mod. Phys. 82 (2010) 2313.
[33] H. Ritsch, P. Domokos, F. Brennecke and T. Esslinger, *Cold atoms in cavity-generated dynamical optical potentials*, Rev. Mod. Phys. **85** (2013) 553.

[34] H. Bernien et al., *Probing many-body dynamics on a 51-atom quantum simulator*, Nature **551** (2017) 579.

[35] C. Monroe et al., *Programmable quantum simulations of spin systems with trapped ions*, Rev. Mod. Phys. **93** (2021) 025001 [arXiv:1912.07845] [inSPIRE].

[36] F. Mivehvar, F. Piazza, T. Donner and H. Ritsch, *Cavity QED with Quantum Gases: New Paradigms in Many-Body Physics*, Adv. Phys. **70** (2021) 1 [arXiv:2102.04475] [inSPIRE].

[37] N.D. Mermin and H. Wagner, *Absence of ferromagnetism or antiferromagnetism in one-dimensional or two-dimensional isotropic Heisenberg models*, Phys. Rev. Lett. **17** (1966) 1133 [inSPIRE].

[38] F.J. Dyson, *Existence of a phase transition in a one-dimensional Ising ferromagnet*, Commun. Math. Phys. **12** (1969) 91 [inSPIRE].

[39] J. L Cardy, *One-dimensional models with 1/r^2 interactions*, J. Phys. A **14** (1981) 1407.

[40] J. Sak, *Recursion Relations and Fixed Points for Ferromagnets with Long-Range Interactions*, Phys. Rev. B **8** (1973) 281.

[41] E. Luijten, *Monte Carlo Simulation of Spin Models with Long-Range Interactions*, Ph.D. Thesis, Technische Universiteit Delft (1997).

[42] G. Giachetti, A. Trombettoni, S. Ruffo and N. Defenu, *Berezinskii-Kosterlitz-Thouless transitions in classical and quantum long-range systems*, Phys. Rev. B **106** (2022) 014106 [arXiv:2201.03650] [inSPIRE].

[43] M. Kac, G.E. Uhlenbeck and P.C. Hemmer, *On the van der Waals Theory of the Vapor-Liquid Equilibrium. I. Discussion of a One-Dimensional Model*, J. Math. Phys. **4** (1963) 216.

[44] T. Giamarchi, *Quantum Physics in One-Dimension*, Clarendon Press (2004).
\[ \text{[53]} \quad \text{G. Bighin et al., \textit{Berezinskii-Kosterlitz-Thouless Paired Phase in Coupled XY Models, Phys. Rev. Lett. 123 (2019) 100601 [arXiv:1907.06253] [inSPIRE].} } \\
\text{[54]} \quad \text{P. G. Maier and F. Schwabl, \textit{Ferromagnetic ordering in the two-dimensional dipolar XY model, Phys. Rev. B 70 (2004) 134430.} } \\
\text{[55]} \quad \text{A.Y. Vasiliev et al., \textit{Universality of the Berezinskii-Kosterlitz-Thouless type of phase transition in the dipolar XY-model, New J. Phys. 16 (2014) 05301 [arXiv:1303.4915].} } \\
\text{[56]} \quad \text{L. Jacobs and R. Savit, \textit{Self-duality and the logarithmic gas in three dimensions, Annals N. Y. Acad. Sci. 410 (1983) 281.} } \\
\text{[57]} \quad \text{N. Defenu, A. Trombettoni and D. Zappalà, \textit{Topological phase transitions in four dimensions, Nucl. Phys. B 964 (2021) 115295 [arXiv:2003.04909] [inSPIRE].} } \\
\text{[58]} \quad \text{S. R. Shenoy and B. Chattopadhyay, \textit{Anisotropic three-dimensional xy model and vortex-loop scaling, Phys. Rev. B 51 (1995) 9129.} } \\
\text{[59]} \quad \text{M. Ibáñez Berganza and L. Leuzzi, \textit{Critical behavior of the xy model in complex topologies, Phys. Rev. B 88 (2013) 144104.} } \\
\text{[60]} \quad \text{F. Cescatti, M. Ibáñez-Berganza, A. Vezzani and R. Burioni, \textit{Analysis of the low-temperature phase in the two-dimensional long-range diluted XY model, Phys. Rev. B 100 (2019) 054203 [arXiv:1905.06688] [inSPIRE].} } \\
\text{[61]} \quad \text{J. Fröhlich and T. Spencer, \textit{Massless phases and symmetry restoration in abelian gauge theories and spin systems, Commun. Math. Phys. 83 (1982) 411 [inSPIRE].} } \\
\text{[62]} \quad \text{P. W. Anderson, G. Yuval and D. R. Hamann, \textit{Exact Results in the Kondo Problem. II. Scaling Theory, Qualitatively Correct Solution, and Some New Results on One-Dimensional Classical Statistical Models, Phys. Rev. B 1 (1970) 4464.} } \]