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We introduce Neural Radiosity, an algorithm to solve the rendering equation by minimizing the norm of its residual \( \mathcal{L}(\theta) \), using a single neural network with parameters \( \theta \) to represent the radiance distribution \( L_\theta(x, \omega_i) \). After solving for the radiance \( L_\theta(x, \omega_i) \), images from arbitrary viewpoints can be computed efficiently. Here, the left hand side (LHS) of the rendering equation represented by the network \( L_\theta(x, \omega_i) \) is visually indistinguishable from the ground truth (GT).

Fig. 1. (a) Neural Radiosity directly solves the rendering equation by minimizing the norm of its residual \( \mathcal{L}(\theta) \), using a single neural network with parameters \( \theta \) to represent the radiance distribution \( L_\theta(x, \omega_i) \). (b) After solving for the radiance \( L_\theta(x, \omega_i) \), images from arbitrary viewpoints can be computed efficiently. Here, the left hand side (LHS) of the rendering equation represented by the network \( L_\theta(x, \omega_i) \) is visually indistinguishable from the ground truth (GT).

We introduce Neural Radiosity, an algorithm to solve the rendering equation by minimizing the norm of its residual, similar as in classical radiosity techniques. Traditional basis functions used in radiosity, such as piecewise polynomials or meshless basis functions are typically limited to representing isotropic scattering from diffuse surfaces. Instead, we propose to leverage neural networks to represent the full four-dimensional radiance distribution, directly optimizing network parameters to minimize the norm of the residual. Our approach decouples solving the rendering equation from rendering (perspective) images similar as in traditional radiosity techniques, and allows us to efficiently synthesize arbitrary views of a scene. In addition, we propose a network architecture using geometric learnable features that improves convergence of our solver compared to previous techniques. Our approach leads to an algorithm that is simple to implement, and we demonstrate its effectiveness on a variety of scenes with diffuse and non-diffuse surfaces.
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1 INTRODUCTION

In this paper\(^1\), we introduce a novel approach to solve the rendering equation [Kajiya 1986] using deep learning. We represent the radiance function, constituting the solution to the rendering equation, using a neural network. Our key idea is to optimize the parameters of this radiance function directly to minimize the residual of the rendering equation. This approach is conceptually similar to finite element methods, which are known as radiosity algorithms in computer graphics. Therefore, we call our approach Neural Radiosity.

Neural networks are most commonly associated with applications in artificial intelligence, such as computer vision, natural language processing, or robotics. At the core of these applications, neural network training involves very high-dimensional optimization problems, which are addressed using gradient-based techniques with automatic differentiation (i.e., error backpropagation). Neural networks are attractive for these applications because they can represent complex high-dimensional functions with millions of parameters, while supporting effective gradient-based optimization. Yet, the powerful combination of a flexible, high-dimensional function representation and automatic differentiation has many potential applications outside of artificial intelligence. For example, neural network architectures have recently been proposed to represent radiance fields [Mildenhall et al. 2020], or to represent solutions of partial differential equations [Sitzmann et al. 2020].

Here, we propose using neural networks as a function representation to solve the rendering equation. Similarly as in radiosity techniques, we solve the rendering equation by minimizing the norm of its residual, which we achieve by optimizing over the parameters of the function representation as illustrated in Fig. 1(a). Our approach decouples solving for the radiance distribution in the scene from rendering perspective images, similar to traditional radiosity techniques. After obtaining the radiance distribution, arbitrary views can be rendered efficiently as shown in Fig. 1(b). A major challenge in traditional radiosity techniques is to represent solutions of particular scenes efficiently, by providing sufficient accuracy.

\(^1\)The published version available at https://doi.org/10.1145/3478513.3480569
while avoiding storage and computation of unnecessary degrees of freedom. This can be achieved with methods that adapt the function representation on the fly during the optimization process. Adaptive techniques, which include progressive meshing [Cohen et al. 1988; Lischinski et al. 1992], wavelet radiosity [Gortler et al. 1993], or hierarchical meshless basis functions [Lehtinen et al. 2008], are often cumbersome to implement, however. In addition, traditional radiosity approaches are typically limited to purely diffuse scenes in practice, although extensions to non-diffuse scenes have been proposed [Imsel et al. 1986].

In contrast, our neural network-based approach represents the full four-dimensional radiance field and is not limited to diffuse scenes. Our approach also does not require meshing or adaptive techniques. These advantages are due to the non-linear nature of neural networks, which also implies that minimizing the residual norm as a function of the network parameters is a non-linear optimization problem. Yet this challenge can be solved robustly using mini-batch stochastic gradient descent, taking advantage of neural network frameworks that provide automatic differentiation (error backpropagation). Minimizing the norm of the residual using mini-batch stochastic gradient descent corresponds to Monte Carlo estimation of the gradient of the residual in each step. To improve convergence, we propose a network architecture including multi-resolution learnable features.

In summary, this paper makes the following contributions:

- We propose Neural Radiosity, a method to solve the rendering equation using neural networks. As in radiosity techniques, we minimize the norm of the residual of the rendering equation over the parameters of the function representation.
- We demonstrate a practical approach to solve the resulting non-linear optimization using mini-batch stochastic gradient descent. To improve convergence, we propose a network architecture that includes multi-resolution learnable features.
- We illustrate the feasibility of this approach experimentally by showing successful solutions for several scenes. In addition, we provide the source code of our approach.

2 RELATED WORK

Radiosity Techniques. The radiosity algorithm was proposed by Goral et al. [1984] to model indirect illumination in diffuse scenes. Similar to our approach, the key idea is to use a function space to represent the solution of the rendering equation; the original radiosity approach used a linear function space consisting of piecewise constant functions. Zatz [1993] generalized this approach by reformulating it using Galerkin finite element methods and introducing higher-order polynomial basis functions. Even with higher-order polynomials, however, it is challenging to represent solutions of complex scenes accurately and compactly. Hence, various techniques have been proposed to adapt the basis functions to the solution of a scene [Cohen et al. 1988; Gortler et al. 1993; Lehtinen et al. 2008; Lischinski et al. 1992]. While it is possible to extend such techniques to non-diffuse environments [Imsel et al. 1986], high storage requirements make them unattractive for complex scenes. More recently, Dahm and Keller [2017] used reinforcement learning to solve the rendering equation, which leads to a similar optimization problem as in our technique. They did not use neural networks in their implementation, however.

Neural Representations of Radiance Fields. Using neural networks to represent radiance fields has been popularized by Mildenhall et al.’s work on Neural Radiance Fields (NeRF) [2020]. They address the problem of novel view synthesis given a set of input photographs of a static scene. Their approach leverages a multilayer perceptron (MLP) as a regression function to interpolate the radiance samples given by the pixels of the input images. Our approach similarly represents radiance fields using a neural network, but we optimize the network parameters to minimize the norm of the residual of the rendering equation. This stands in contrast to solving a regression problem based on input samples that already contain global illumination.

Neural Network Techniques for Realistic Rendering. Neural network techniques have been very successful for post-processing of rendered images, including denoising, antialiasing, and super-resolution [Vogels et al. 2018]. In these techniques, neural networks operate on images, and training is typically performed in a supervised manner using a dataset of high-quality ground truth images. Neural networks have also been leveraged for importance sampling in Monte Carlo rendering [Müller et al. 2019; Zheng and Zwicker 2018]. These techniques compute sets of Monte Carlo samples as training data to learn probability densities represented by neural networks. More generally, the rendering equation is a Fredholm equation of the second kind, and previous work has proposed neural networks to solve such equations [Effati and Buzhabadi 2012].

Recently, Müller et al. [2020] proposed neural networks as control variates in Monte Carlo integration (neural control variates, or NCV). This work has similarities with our approach, although we start from a different perspective. Control variates are a well-known variance reduction technique in Monte Carlo integration. In the basic formulation, the desired integral of an original function is expressed as the known integral of a “simpler” function (the control variate) plus the Monte Carlo estimate of the difference to the original integrand. Intuitively, if the difference between the original integrand and the control variate is closer to a constant, then the variance of this estimate is lower. The application of control variates to the rendering equation requires the computation of parameterized integrals; in other words, separate integrals representing the radiance for each pixel, or the outgoing radiance for each location and direction on a surface. Müller et al. therefore formulate parameterized control variates, which are factored into a scalar approximating the integral at each surface location and outgoing direction (the integral of the CV), and a normalized shape function (the shape of the CV). They then train separate neural networks to represent the integral of the CV, the shape of the CV, a sampling density proportional to the difference between the shape of the CV and the true integrand, and an additional weight for the control variate.

In contrast, we take a perspective akin to traditional radiosity techniques. We only use a single neural network representation of the outgoing radiance, and we directly optimize the network parameters to minimize the norm of the rendering equation residual. Our approach completely decouples solving the rendering equation from rendering (perspective) images using a given radiance field, as
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Minibatch Stochastic Gradient Descent. We minimize the residual norm using minibatch stochastic gradient descent, as described by the pseudocode in Algorithm 1. Because the network is used to evaluate both the left and right hand side of the rendering equation as shown in Equation 2, we could call this a “self-training” approach. Since the Monte Carlo gradient estimates are unbiased, this stochastic gradient descent is guaranteed to converge to a local minimum. If the network capacity is unlimited, it is guaranteed to converge to the exact solution where the residual norm vanishes. In practice, we improve convergence using adaptive momentum methods such as Adam [Kingma and Ba 2015].

**ALGORITHM 1**: Minibatch stochastic gradient descent, learning rate \( \eta \).

```plaintext```
initialize network parameters \( \theta \);

while not converged do
  sample a set of surface points \( \{ x_j \}_{j=1 \ldots N} \) and outgoing directions \( \{ \omega_0 \}_{j=1 \ldots N} \);
  for each \( (x_j, \omega_0) \), sample a set of incident directions \( \{ \omega_{i,k} \}_{k=1 \ldots M} \);
  use the samples to evaluate the Monte Carlo estimate of \( \nabla_\theta L(\theta) \) using Equations 6 and 8;
  \( \theta = \theta - \eta \nabla_\theta L(\theta) \);
end
return \( \theta \);
```

Image Synthesis. The solution \( L_\theta(x, \omega_0) \) obtained from (4) represents the radiance field over the surfaces of the entire 3D scene. This allows us to synthesize 2D images rapidly using perspective projection or ray tracing, and by evaluating the left hand side (LHS) of the rendering equation \( L_\theta(x, \omega_0) \) for each surface location \( x \) corresponding to an image pixel, and the direction \( \omega_0 \) that points from \( x \) to the center of projection (the virtual camera location). Alternatively, we can render images by evaluating the right hand side (RHS) using Monte Carlo integration of the hemispherical integral. A comparison video of LHS/RHS and path-traced renderings is presented as supplemental material.

Evaluation Metric. Throughout this paper, we use Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE), defined as \( \frac{|\text{img} - \text{ref}|}{|\text{ref} + 0.01|} \), to compare image-based error with respect to the path-traced ground truth.

4 IMPLEMENTATION

In this section we discuss several design choices of our implementation that are important to achieve accurate results in practice.

4.1 Relative Residual

The highly dynamic range of radiance values can introduce numerical instability to the training process, in particular with the \( L_2 \) norm described in Equation 3. As observed in previous work [Müller et al. 2020], normalizing the loss values leads to a more stable training process, and facilitates learning darker parts of the scene. Thus, we modify our loss function in Equation 3 to

\[
L(\theta) = \frac{r_\theta(x, \omega_0)}{\|sg(m_\theta(x, \omega_0)) + e\|_2^2} \quad (9)
\]

\[
m_\theta(x, \omega_0) = L_\theta(x, \omega_0) + E(x, \omega_0) - T\{L_\theta\}(x, \omega_0) \quad (10)
\]

\[
T\{L_\theta\}(x, \omega_0) = \int_{\mathcal{H}} f(x, \omega_i, \omega_0) L_\theta(x', \omega_i) d\omega_i^b, \quad (11)
\]

where \( e \) is a constant. The stop-gradient \( sg(.) \) operator excludes the mean \( m_\theta \) from contributing to the gradient during optimization. We compare additional normalizations in our supplemental material.

4.2 Emission Reparameterization

The outgoing radiance in Equation 1 consists of the sum of the emitted and scattered radiance. In our implementation, we treat the emittance as a term given by the scene, and only learn to approximate the scattered radiance term. Hence we bypass artifacts that arise when trying to model high-contrast discontinuities at the boundaries of light sources. More formally, we reparameterize as follows:

\[
L_\theta(x, \omega_0) = N_\theta(x, \omega_0) + E(x, \omega_0), \quad (12)
\]

\[
r_\theta(x, \omega_0) = L_\theta(x, \omega_0) - E(x, \omega_0) - T\{L_\theta\}(x, \omega_0) \quad (13)
\]

\[
= N_\theta(x, \omega_0) - T\{N_\theta + E\}(x, \omega_0), \quad (14)
\]

where \( T\{L_\theta\} \) is the scattered radiance as defined in Eq. 11, and \( N_\theta(x, \omega_0) \) is now the network being optimized.

4.3 Multi-resolution Feature Grid

Our learned radiance field function \( L_\theta \) takes in a 3D point position \( x \in \mathbb{R}^3 \) and direction \( \omega_0 \in \mathbb{S}^2 \). A naive implementation may be a simple multi-layer perceptron with a 5D input \( \{x, \omega_0\} \). However, it has been observed that the input encoding may play a large role in determining model performance. A popular mapping in previous work [Mildenhall et al. 2020] is sinusoidal positional encoding.

Instead, we saw significant performance gains from encoding the input using learned multi-resolution feature vectors, which has been observed similarly in other applications [Chabra et al. 2020;
Chibane et al. 2020; Jiang et al. 2020; Liu et al. 2020; Peng et al. 2020; Takikawa et al. 2021. Specifically, we define $n$ regular 3D lattice grids containing the entire scene, each at a different resolution. At each point on each lattice, we initialize a feature vector of length $l$. To query the model at a given point, we trilinearly interpolate the features stored at the enclosing voxel’s eight corners. This is done for each lattice, and the resultant interpolations from each level of detail are averaged into a final feature vector. We finally feed this embedding to the downstream network in addition to the raw position coordinates. More formally,

$$L_\theta(x, \omega_o) = MLP\left(\begin{bmatrix} x \\ G(x) \end{bmatrix} \right), \quad G(x) = \frac{1}{n} \sum_{i=0}^{n-1} \text{tlinear}(x, V_i[x]),$$

(15)

where $G : \mathbb{R}^3 \rightarrow \mathbb{R}^l$ is the multi-resolution grid embedding function, and $V_i[x]$ represents the eight $l$-dimensional features at the corners of the voxel enclosing $x$ on lattice $i$. Since the trilinear interpolation is differentiable, we may easily train the features. We compare this approach to positional encoding [Mildenhall et al. 2020] in Fig. 2.

**4.4 Scene Information as Additional Input**

The BSDF $f(x, \omega_i, \omega_o)$ plays a critical role when integrating for the residual loss; it is directly multiplied with incoming radiances $L_\theta(x', (x, \omega_i), -\omega_o)$ sampled from the model in training. However, for complex materials such as micro-facets, the BSDF may be highly non-linear in $(x, \omega_o)$, significantly destabilizing training. To mitigate the effects of BSDF behavior on training, we follow practices in previous work [Müller et al. 2020; Ren et al. 2013], providing the network with given scene information such as surface normal, diffuse reflectance, and specular reflectance in addition to the position and angle $(x, \omega_o)$. Given this extra information, the network is successful at dealing with various materials with complex BSDFs. We report the network inputs in detail in our supplemental material.

**4.5 Specular BSDFs and Caustics**

Perfect mirror BSDFs follow a delta-dirac distribution, which is not square-integrable [Müller et al. 2020] and cannot be learned effectively by the model. Instead, we trace each ray through (potentially many) specular reflections until it hits a non-specular surface where we can query radiance from our model. Since this removes the need to evaluate our model on specular surfaces, we do not sample points on specular surfaces during training. Fig. 4 shows that we can handle caustics formed by specular surfaces, and we demonstrate our model trained on the Chair scene with a specular chair in Fig. 12.

**4.6 Training**

Figs. 3 and 5 illustrate the optimization process for the Veach Door scene. We use the Adam optimizer [Kingma and Ba 2015] with a learning rate of $5e-4$, decayed by a factor of 0.33 at every one-third of the training process. The experiments in this paper use from $n = 5$ to $n = 9$ resolution levels of feature grids, the first level always being $2 \times 2 \times 2$. Empirically, we found that model performance is stable with feature dimension $l > 8$, and so we fix $l = 16$ in all our experiments.

**4.7 Sampling**

Our sampling approach is different for the left hand and right hand sides. For the left hand side, the samples $(x_j, \omega_o)$ in Equation 8 are drawn from a uniform distribution. More specifically, $x_j$ is sampled from a uniform distribution over all the surfaces in the scene; $\omega_o$ is
Table 1. Training costs for the examples in Fig. 12. In practice, training times can be reduced significantly at the cost of small decreases in accuracy. *The large number of objects in the Bedroom scene causes Mitsuba 2 [Nimier-David et al. 2019] to generate large CUDA kernels that require offloading of GPU registers to memory. This leads to slower training and memory leakage in the current implementation of Mitsuba 2. Hence we needed to use a smaller batch size, but still ran out of memory periodically due to memory leakage. We worked around this problem by resuming training three times.

| Scene                | N (Batch Size) | M | Grid Resolution (Training Steps) | S (Total # of Samples) | Training Time | Peak Memory GiB |
|----------------------|---------------|---|---------------------------------|------------------------|---------------|-----------------|
| Living Room          | 16384         | 32| 64                              | 38 K                   | 20128 M       | 5 h 22 m        | 9.43            |
| Bedroom              | 8192          | 32| 64                              | 72 K                   | 18880 M       | 7 h 1 m         | 10.69*          |
| Dining Room          | 16384         | 32| 512                             | 36 K                   | 18880 M       | 5h 23m          | 10.58           |
| Veach Door            | 16384         | 32| 128                             | 24 K                   | 12576 M       | 3h 1m           | 8.7             |
| Chair                | 16384         | 32| 64                              | 24 K                   | 12576 M       | 1h 38m          | 7.20            |
| Mirror Chair         | 16384         | 32| 64                              | 22 K                   | 11744 M       | 1h 47m          | 7.46            |
| Rings                | 16384         | 32| 64                              | 40 K                   | 20960 M       | 4h 50m          | 10.43           |
| Copper Man - Rest    | 16384         | 32| 32                              | 8 k                    | 4192 M        | 52m             | 10.10           |
| Cornell Box          | 16384         | 32| 32                              | 4 K                    | 2080 M        | 22 m            | 9.54            |

Fig. 5. (a) Image-based MSE of LHS/RHS compared to ground truth of the Veach Door scene. Note that the vertical axis is log-scale to show the two curves distinctively. As the chart illustrates, the RHS is always more faithful to the ground truth compared to the LHS. This is because RHS involves one more step of ray tracing that integrates multiple network outputs, as opposed to the LHS which computes one network output per sample. (b) Relative residual loss curve during training. The milestones marked on the line chart correspond to the training steps visualized in Fig. 3.

is sampled uniformly either on the local unit hemisphere (for one-sided BSDFs) or on the local unit sphere (for two-sided BSDFs).

To sample the transport operator in Equation 14, the directions $\omega_{i,j,k}$ are sampled using BSDF and emitter sampling. Note that sampling $\omega_{i,j,k}$ is repeated $M$ times and averaged to achieve less noisy gradients.

4.8 Architecture

The neural network used in our experiments consists of 6 linear layers of width 512 with ReLU activation functions. Thanks to the representational power of multi-level feature grids, we found that the MLP prediction head still delivered satisfying performance despite being relatively shallow. The model parameter initialization that worked best in our experiments was a uniform $[-1, 1]$ initialization scheme, scaled by inverse root of weight size (default PyTorch [Paszke et al. 2017] linear layer initialization). Our network inputs are discussed in detail in our supplemental document.

4.9 Renderer

Neural Radiosity requires calling several rendering methods during training. In particular, evaluating the right hand side of the rendering equation residual requires one ray-tracing step per sampled point to gather the predicted scattered emittance at intersected points; i.e. to calculate $T(L_0)$, we must use the model to predict many $L_0(x'(x, \omega_i), -\omega_i)$. We display RHS renderings for several scenes in Fig. 12, along with the relative residual loss objective. The left hand side is simpler to calculate, as we only need to feed sampled points to $L_0$ once. Due to our reparameterization of emittance, both RHS and LHS evaluations require retrieving emitted radiance from the given scene properties.

We use Mitsuba 2 [Nimier-David et al. 2019] as our rendering engine, and implement the deep learning components with PyTorch [Paszke et al. 2017]. Mitsuba 2 provides Python bindings that facilitate communication between C++ data structures and PyTorch tensors. Both the rendering and training occur on a single GPU (Nvidia RTX 2080).

5 RESULTS AND ANALYSIS

5.1 Training and Rendering Results

We demonstrate rendering results for several scenes in Fig. 12, including diffuse, rough specular, plastic, and perfect mirror materials, and report training costs for all scenes in Table 1. As our model represents the entire radiance distribution, we may efficiently perform multi-view renderings of static scenes at inference time. Given a novel view, rendering the LHS consists of simply finding intersections of all rays from the camera pixels, and passing them to our learned neural network. Since our neural architecture is rather shallow, the cost of querying the network is small, and is already efficiently parallelized for GPUs by mini-batching. Multiple views of the chair scene are shown in Fig. 1b.

Fig. 8 compares LHS/RHS rendering based on a trained model using our method against path-traced results on the Veach Door scene given the same amount of render time. As expected, LHS rendering completes relatively quickly; we only need to ray-trace camera rays with few samples per pixel. On the other hand, path-tracing incurs the typical Monte Carlo noise artifacts. In equal rendering time,
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5.2 Ablation Study

We conducted an ablation study on various system components to evaluate their effectiveness, and we show results using the Living Room scene (Fig. 6). We trained our model without feature grids, local property inputs, or multi-resolution grids, and also adjusted network width and depth. The study shows how every component contributes to a better LHS rendering with lower error and faster convergence. As the ablations’ differences are less visible with RHS renderings, we only show LHS in the figure. Grids play an important role in learning shadows, and in general any high frequency changes in radiance along the geometry. If no local properties are inputted to the network, the textures are blurry, the glossy reflections are not learned properly, and sharp edges/corners (large surface normals changes) are blurred. We see that a narrower network with width 128 instead of 512 is insufficient to model the complexity of reflections, and converges much more slowly. The table also shows that our architecture is less affected by network depth, with our complete 6-layer model performing marginally better than a 4-layer network.

![Image of ablation study results](image)

**Ablation Study.** All renderings show the LHS. The complete model uses multi-resolution of 64, and an MLP with 6 layers and 512 width. We use a batch size of $N = 16$, $M = 32$, and 32K steps of training for a total of 8,384M samples for all the experiments (except the one mentioned that has 2.4x more samples). The complete models are the ones with the best convergence and least error.

![Image of training curves](image)

**Training curves**

**Fig. 6. Ablation Study.** All renderings show the LHS. The complete model uses multi-resolution of 64, and an MLP with 6 layers and 512 width. We use a batch size of $N = 16$, $M = 32$, and 32K steps of training for a total of 8,384M samples for all the experiments (except the one mentioned that has 2.4x more samples). The complete models are the ones with the best convergence and least error.

**Fig. 7.** Comparing our approach (a) to fitting the model to a noisy estimate of scattered radiance (b), where $M$ is the number of paths cast per position sample to compute the scattering integral. The noisy estimate uses an equal number of samples $M = 32$ as ours.

![Image of LHS and noisy estimate](image)

**Our LHS, $M=32$, MSE=2.46e-3**  **(b) Noisy Est., $M=32$, MSE=3.16e-3**

Our LHS with only 8 spp produces images with much lower error than path-tracing with 16 spp. Similarly, our RHS with one additional ray-tracing step also produces better quality renderings than path-tracing with equal time and spp. In summary, our approach is competitive with path tracing for novel view synthesis using a trained model, but training takes on the order of minutes or hours.
5.3 Dynamic Scenes

Neural Radiosity can be extended to dynamic scenes, in which object movements cause changes in the radiance distribution. Instead of retraining the entire network from scratch at every new scene configuration, we use transfer learning to fine-tune weights of one scene to those of another. We demonstrate this in Figs. 9a and 10, where a Copper Man is reposed from a Rest into a Speak pose. While directly reusing the pretrained Rest pose network on the modified pose performs poorly (Fig. 10) as expected, the network is able to quickly adapt after only a few steps of fine-tuning (Fig. 9a).

5.4 Training with Noisy Unbiased Data

As an alternative to optimization by "self-training" (using the model to evaluate the RHS), we compare results to training on noisy unbiased estimates of the RHS. That is, we compare a loss calculated with respect to path-traced samples of the RHS ("noisy ground truth") to our loss, which queries our model. In Fig. 7, we show an LHS rendering of our method self-trained with $M = 32$ model queries per sample, next to LHS renderings of our model trained with path-traced samples of varying noise levels (including $M = 32$ for direct comparison). As we see from Fig. 7 and the training curves in Fig. 9b, self-training outperforms noisy estimate training. The path-traced estimates suffer from a fixed amount of noise that destabilizes training, whereas radiance estimates queried from self-training improve across iterations, leading to better convergence.

5.5 Study of Multi-resolution Feature Grids

We study the effect of multi-resolution feature grids on convergence and rendering quality in Fig. 11. We use the Dining Room scene with various levels of single- and multi-resolution grids. Fig. 11 shows that increasing the multi-resolution level reduces error, and that the absence of multi-resolution grids causes dotty artifacts. The training curves in Fig. 11 further quantify the superior convergence and accuracy using multi-resolution. We use an efficient sparse grid implementation with quadratic space complexity by only storing those grid vertices that contribute to the trilinear interpolation at surface samples. We report memory requirements in Table 2.

5.6 Limitations and Future Work

A main limitation of our current implementation is that the training times are typically not competitive with state of the art Monte Carlo integration techniques. However, we can amortize initial training time when rendering multiple images in animations. A promising direction of future work is improved adaptation for dynamic scenes. Our Copper Man demonstration (Fig. 9a) constitutes a form of transfer learning, whereby we transfer learned weights from a pretrained network to train on a novel domain, in this case a different scene. Other methods of handling dynamic scenes include meta-learning, in which we would optimize a model initialization that can quickly adapt to any general scene; similar meta-learning formulations have...
Fig. 10. Dynamic scenes with fine-tuning. The Rest Pose renderings are generated by standard training of our Neural Radiosity solver. We then use the trained neural network weights as the initialization for solving the Speak pose. The network is able to very quickly adapt to the new scene configuration through fine-tuning. See also Figure 9a for a comparison of training convergence.

Fig. 11. Impact of grid resolution and our multi-resolution approach on LHS renderings. (a) Our multi-resolution approach leads to high quality results. (b) Omitting our feature grid produces blurry artifacts. Using a single-resolution grid results in dotty renderings and higher MSE. Our approach is most faithful to the ground truth. (c,d) Faster and better convergence occurs when using multi-resolution with higher levels.

already been proposed [Tancik et al. 2020a]. Other directions include few-shot learning, which would entail fine-tuning to a novel scene configuration given a very limited sample budget; in the context of our problem, we may design specialized sampling methods targeted at regions with changed geometry. For real-time rendering applications, we envision systems where the neural network training process to solve the rendering equation runs continuously and concurrently with a real-time image synthesis process.

Additionally, Neural Radiosity could be coupled with an adaptive sampling approach for faster convergence while maintaining the unbiased nature of the gradient Monte Carlo estimates. More future work may consist of network designs to accommodate scenes containing participating media, and improvements to positional encoding techniques such as multi-level feature octrees.

6 CONCLUSIONS

We propose Neural Radiosity, a novel method leveraging deep neural networks to solve the rendering equation. Inspired by traditional radiosity techniques, our approach formulates the full radiance distribution as a learnable network architecture, and is optimized by minimizing the norm of the rendering equation residual. By taking advantage of the representational capacity of neural models, we are able to solve for global illumination on scenes with complex lighting and non-diffuse surfaces. Our implementation incorporates key architectural design decisions, such as multi-resolution feature grids, into an accurate and compact scene representation. Finally, we demonstrate that our system is capable of efficient multi-view rendering, and can be extended to handle complex dynamic scenes.
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A SUPPLEMENTARY MATERIALS

A.1 Visualization of Feature Grids
We provide a visualization of the learned feature grids in Fig. 13 on the Veach Door scene. To generate each visualization, we first find camera ray intersections, and collect the interpolated multi-level grid features (levels 4-128) at each hit point, resulting in a 16-channel feature image (one channel per feature dimension). We then perform PCA across the 16-D pixels, and reduce the dimensionality to the three top principal components. The transformed 3-channel pixels are then normalized to span the Lab color space for visualization.

From the visualizations, we see that although the network started with random initializations, network training encourages locations with similar radiance properties to have similar weights. In particular, note how each of the teapots has different PCA colors, indicating that the model has learned different features for handling various material types. Another interesting observation is that the network...
learns different features for areas with shadows; see the alternative PCA colors for shadows of the table and teapots.

A.2 Residual Normalization
We compare the use of different residuals as loss functions, and conclude that the relative residual proposed in the main paper performs the best. The comparison is made by optimizing four different loss functions: relative residual normalized by average of LHS and RHS as proposed in the paper, by LHS only, by RHS only, or with no normalization. Figure 14 illustrates different renderings of the Bedroom scene after optimizing the above loss terms separately. We found that our approach using normalization of the average of the LHS and RHS leads to the most accurate solutions. We observed that normalizing by the LHS often creates numerical instabilities and exploding gradients during training.

A.3 Network Inputs
We input the normalized position \( x \in \mathbb{R}^3 \) along with the vectors obtained from our multi-level feature grid. As mentioned in the main paper, we also provide normalized directional inputs including the outgoing direction as \( \omega \), and surface normals. The other inputs are surface roughness in \( \mathbb{R}^2 \), and diffuse or specular reflectance values in \( \mathbb{R}^3 \). Table 3 lists all the network inputs used in our method.

### Table 3. Network Inputs

| Input                        | Symbol          | Range          |
|------------------------------|-----------------|----------------|
| Position                     | \( x \in \mathbb{R}^3 \) | \([0, 1]\)     |
| Direction                    | \( \omega \in \mathbb{R}^3 \) | \([-1, 1]\)   |
| Surface Normal               | \( n \in \mathbb{R}^3 \) | \([-1, 1]\)   |
| Diffuse Reflectance          | \( f_d \in \mathbb{R}^3 \) | \([-1, 1]\)   |
| Specular Reflectance         | \( f_r \in \mathbb{R}^3 \) | \([-1, 1]\)   |
| Interpolated features        | \( G(x) \in \mathbb{R}^{16} \) | -             |

A.4 Implementation of Sparse Feature Grids
Storing dense feature vectors incurs cubic storage costs in the grid resolution; the space inefficiency comes from the fact that many voxels do not contain any scene surfaces. By using a fast pre-processing step, we find and store only the voxels with some surface inside them. The algorithm begins by finding voxels that contain at least one triangle; next we store a hash value for each relevant voxel in a sorted array of hashes. An array of feature vectors with the same size as the array of hashes is then allocated. With this scheme, the hash of the queried voxel is computed in \( O(1) \), and look-up of the feature vector array can be done efficiently with PyTorch’s GPU-accelerated sorted search. In our implementation, the hash value we used is simply \( x + y \times \text{gridsize} + z \times \text{gridsize}^2 \), where \((x, y, z)\) is the voxel coordinate.
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LHS | RHS | Ground Truth | Relative Residual
---|---|---|---
Chair | | | |
spp-MAPE: 16-0.054 | 64×32-0.030 | 1024 | 128×8
Mirror Chair | | | |
spp-MAPE: 128-0.075 | 128×8-0.044 | 1024 | 128×8
Veach Door | | | |
spp-MAPE: 8-0.196 | 64×16-0.141 | 1024 | 64×16
Dining Room | | | |
spp-MAPE: 16-0.057 | 64×16-0.030 | 1024 | 64×16
Bedroom | | | |
spp-MAPE: 16-0.111 | 16×32-0.065 | 512 | 16×32
Living Room | | | |
spp-MAPE: 128-0.048 | 512×8-0.020 | 1024 | 128×8

Fig. 12. Results for example scenes. The number of sample rays shot per camera pixel is denoted by “spp”, multiplied by our RHS hyperparameter $M$, denoting the number of rays cast to compute the scattering integral. *Dining Room, Bedroom, Veach Room, Living Room* are provided by Bitterli [2016]. *Chair* and *Mirror Chair* are a modified versions of [Barcin 2020].
Fig. 13. Visualization of the grids in the Veach Door scene. The interpolated features are rendered into 16-D pixels, which then are reduced by PCA to 3-D Lab colors.

Fig. 14. Comparing results using residuals with different normalizations.