Abstract

Recently, neural models have shown superior performance over conventional models in NER tasks. These models use CNN to extract sub-word information along with RNN to predict a tag for each word. However, these models have been tested almost entirely on English texts. It remains unclear whether they perform similarly in other languages. We worked on Japanese NER using neural models and discovered two obstacles of the state-of-the-art model. First, CNN is unsuitable for extracting Japanese sub-word information. Secondly, a model predicting a tag for each word cannot extract an entity when a part of a word composes an entity. Japanese language has no explicit word separators. Word boundaries occasionally become ambiguous. Therefore, the possibility exists that entity boundary does not match word boundaries. We define such phenomena as “boundary conflict”. To avoid this obstacle, NER using finer-grained compose units than words are preferred in Japanese NERs (Asahara and Matsumoto, 2003; Sassano and Utsuro, 2000). We follow these approaches and expand the state-of-the-art neural NER model to predict a tag for each character: a “character-based model”.

The contributions of our study are: (i) application of a state-of-the-art NER model to Japanese NER and verification of its effectiveness, and (ii) proposition of a “character-based” neural model with concatenating words and characters. Experimental results show that our model outperforms the state-of-the-art neural NER model in Japanese.

1 Introduction

Named Entity Recognition (NER) is designed to extract entities such as location and product from texts. The results are used in sophisticated tasks including summarizations and recommendations. In the past several years, sequential neural models such as long-short term memory (LSTM) have been applied to NER. They have outperformed the conventional models (Huang et al., 2015). Recently, Convolutional Neural Network (CNN) was introduced into many models for extracting sub-word information from a word (Santos and Guimaraes, 2015; Ma and Hovy, 2016). The models achieved higher performance because CNN can capture capitalization, suffixes, and prefixes (Chiu and Nichols, 2015). These models predict a tag for each word assuming that words can be separated clearly by explicit word separators (e.g. blank spaces). We refer to such model as a “word-based model”, even if inputs include characters.

When Japanese NER employs a recent neural model, two obstacles arise. First, extracting sub-word information by CNN is unsuitable for Japanese language. The reasons are that Japanese words tend to be shorter than English and Japanese characters have no capitalization. Secondly, the word-based model cannot extract entities when a part of a word composes an entity. Japanese language has no explicit word separators. Word boundaries occasionally become ambiguous. Therefore, the possibility exists that entity boundary does not match word boundaries. We define such phenomena as “boundary conflict”. To avoid this obstacle, NER using finer-grained compose units than words are preferred in Japanese NERs (Asahara and Matsumoto, 2003; Sassano and Utsuro, 2000). We follow these approaches and expand the state-of-the-art neural NER model to predict a tag for each character: a “character-based model”.

The contributions of our study are: (i) application of a state-of-the-art NER model to Japanese NER and verification of its effectiveness, and (ii) proposition of a “character-based” neural model with concatenating words and characters. Experimental results show that our model outperforms the state-of-the-art neural NER model in Japanese.

2 Related Work

Conventional Models: Conventional NER systems employ machine learning algorithms that use
inputs which are hand-crafted features such as POS tags. Support Vector Machine (Isozaki and Kazawa, 2002), maximum entropy models (Bender et al., 2003), Hidden Markov Models (Zhou and Su, 2002) and CRF (Klinger, 2011; Chen et al., 2006; Marcinczuk, 2015) were applied.

**Word-based Neural Models:** A neural model was applied to sequence labeling tasks also in NER (Collobert et al., 2011). Modified models using Bi-directional LSTM (BLSTM) or Stacked LSTM were proposed (Huang et al., 2015; Lample et al., 2016). Recently, new approaches introducing CNN or LSTM for extracting sub-word information from character inputs have been found to outperform other models (Lample et al., 2016). Rei et al. (2016) proposed the model using an attention mechanism whose inputs are words and characters. Above all, BLSTM-CNNs-CRF (Ma and Hovy, 2016) achieved state-of-the-art performance on the standard English corpus: CoNLL2003 (Tjong Kim Sang and De Meulder, 2003).

**Character-based Neural Models:** Kuru et al. (2016) proposed a character-based neural model. This model, which inputs only characters, exhibits good performance on the condition that no external knowledge is used. This model predicts a tag for each character and forces that predicted tags in a word are the same. Therefore, it is unsuitable for languages in which boundary conflicts occur.

**Japanese NER:** For Japanese NER, many models using conventional algorithms have been proposed (Iwakura, 2011; Sasano and Kurohashi, 2008). Most such models are character-based models to deal with boundary conflicts.

Tomori et al. (2016) applied a neural model to Japanese NER. This study uses non-sequential neural networks with inputs that are hand-crafted features. This model uses no recent advanced approaches for NER, such as word embedding or CNN to extract sub-word information. Therefore, the effectiveness of recent neural models for Japanese NER has not been evaluated.

3 **Japanese NER and Characteristics**

One common definition of entity categories for Japanese NER is Sekine’s extended named entity hierarchy (Sekine et al., 2002). This definition includes 30 entity categories. This study used the corpus annotated in Mainichi newspaper articles (Hashimoto et al., 2008).

![Figure 1: Structure of BLSTM-CNNs-CRF. The superscripts on Japanese show pronunciations. The subscripts on Japanese words are translations.](image)

Japanese language is written without blank spaces. Therefore, word segmentations that are made using morphological analysis are needed to use word information. However, some word segmentations cause boundary conflicts. As an example, one can consider the extraction of the correct entity “Tokyoto” (Tokyo prefecture) from “Tokyotonai” (in Tokyo prefecture).

Tokyo/tonai (Tokyo / in pref.): word boundary
Tokyo/nai (Tokyo pref. / in): entity boundary

These slashes show word and entity boundaries. The entity boundary does not match the word boundary. Therefore, the entity candidates by word-based models are “Tokyo” and “Tokyotonai.” It is impossible to extract the entity “Tokyoto”.

Word lengths of Japanese language tend to be shorter than those of English. The average word length in entities in CoNLL 2003 (Reuters news service) is 6.43 characters. That in the Mainichi newspaper corpus is 1.95. Therefore, it is difficult to extract sub-word information in Japanese in a manner that is suitable for English.

4 **NER Models**

4.1 **Word-based neural model**

In this study, we specifically examine BLSTM-CNNs-CRF (Ma and Hovy, 2016) because it achieves state-of-the-art performance in the CoNLL 2003 corpus. Figure 1 presents the architecture of this model. This word-based model combines CNN, BLSTM, and CRF layers. We describe each layer of this model as the following.
**CNN Layer:** This layer is aimed at extracting sub-word information. The inputs are character embeddings of a word. This layer consists of convolution and pooling layers. The convolution layer produces a matrix for a word with consideration of the sub-word. The pooling layer compresses the matrix for each dimension of character embedding.

**BLSTM Layer:** BLSTM (Graves and Schmidhuber, 2005) is an approach to treat sequential data. The output of CNN and word embedding are concatenated as an input of BLSTM.

**CRF Layer:** This layer was designed to select the best tag sequence from all possible tag sequences with consideration of outputs from BLSTM and correlations between adjacent tags. This layer introduces a transition score for each transition pattern between adjacent tags. The objective function is calculated using the sum of the outputs from BLSTM and the transition scores for a sequence.

### 4.2 Character-based neural model

To resolve the obstacles when applying a recent neural model, we propose character-based BLSTM-CRF model (Char-BLSTM-CRF). This model, which consists of BLSTM and CRF layers, predicts a tag for every character independently. Figure 2 presents the model structure.

This model gives an input for each character to predict a tag for a character independently. Additionally, we introduce word information with character information as inputs of this model. Character information is a character embedding and word information is the embedding of the word containing the character. That is, the same word embedding will be used as inputs of characters constructing a word. This enables us to utilize pre-training of word embeddings with the effectiveness shown in English (Ma and Hovy, 2016).

We assume that it is difficult for the CNN layer to extract the Japanese sub-word information. Moreover, we assume that sufficient information can be extracted from a simple character input. Consequently, the model uses no CNN layer.

### 5 Experiments

#### 5.1 Experiment Conditions

We evaluate our models using the Mainichi newspaper corpus. We specifically examine the four categories of the highest frequency: Product, Location, Organization, Time. Table 1 presents statistics related to this corpus. We prepared pre-trained word embeddings using skip-gram model (Mikolov et al., 2013). Seven years (1995–1996 and 1998–2002) of Mainichi newspaper articles which include almost 500 million words are used for pre-training. We conduct parameter tuning using the development dataset. We choose the unit number of LSTM as 300, the size of word embedding as 500, that of character embedding as 50, the maximum epoch as 20, and the batch size as 60. We use Adam (Kingma and Ba, 2014), with the learning rate of 0.001 for optimization. We use MeCab (Kudo, 2005) for word segmentation. Other conditions are the same as those reported for an earlier study (Ma and Hovy, 2016).

#### 5.2 Results

Table 2 presents F1 scores of models. We compare BLSTM-CNNs-CRF, Char-BLSTM-CRF, and character-based conventional CRF. To verify the effectiveness of the CNN layer and the CRF layer in BLSTM-CNNs-CRF, we use additional word-based models of two types with a component changed from BLSTM-CNNs-CRF. BLSTM-CRF is a model with eliminated the CNN layer and character inputs. BLSTM-CNNs is a model with the CRF layer replaced by a softmax layer. To evaluate the performance improvement of character inputs, word inputs and pre-training, we prepared additional three configurations of Char-BLSTM-CRF: without word, without character, without pre-training.
Table 2: F1 score of each models. Average is a weighted average. † expresses the best result in the word-based models for each entity category. Bold means the best result in all models for each entity category. “output” means the unit of prediction; “input” shows information used as inputs.

| Entity Category | Pro. | Loc. | Org. | Time |
|-----------------|------|------|------|------|
| Word Length in Entity | 1.99 | 2.07 | 2.51 | 1.20 |

Table 3: Averaged word length in entity.

Word-based Neural Models: Among word-based models, BLSTM-CNNs-CRF is the best model for Organization. Also, BLSTM-CRF is the best model for Product, Location, and Time. We confirm that cutting-edge neural models are suitable for Japanese language because each model outperforms CRF.

When comparing BLSTM-CNNs and BLSTM-CNNs-CRF, the CRF layer contributes to improvement by 2.39 pt. When comparing BLSTM-CRF and BLSTM-CNNs-CRF, the CNN layer is worse by 0.18 pt. Here, the CNN layer and the CRF layer improve by 2.36 pt and 1.75 pt in English (Ma and Hovy, 2016). Therefore, the CRF layer performs similarly but the CNN layer performs differently. The CNN layer enhances the model flexibility. Nevertheless, this layer can scarcely extract information from characters because Japanese words are shorter than English, according to Section 3.

Table 3 shows the averaged word length after splitting an entity into words for each entity category. Words composing Time entities is the shortest. Therefore, information is scarce, especially in Time. In contrast, the words composing Organization is long. Therefore, CNN can extract information from characters in a word in Organization. This is the reason why BLSTM-CNNs-CRF performs better than BLSTM-CRF in Organization.

Character-based Neural Models: The results of averaged F1 scores show that Char-BLSTM-CRF is more suitable for Japanese than word-based models. When comparing four configurations of Char-BLSTM-CRF, pre-training is critically important for performance. Character input also contributes to the performance improvement in Char-BLSTM-CRF, although the input degrades the performance in a word-based model.

Total Conflicts in the table 4 is the total number of entities with boundary conflicts in the test data. Extracted Entities in the table is the number of entities that Char-BLSTM-CRF extracts among the entities with boundary conflicts. Results show that the model extracts entities with boundary conflicts which cannot be extracted by word-based models. The number of entities with boundary conflicts extracted by Char-BLSTM-CRF is the largest in Location. When comparing the performance of Char-BLSTM-CRF and BLSTM-CRF for each entity category, the largest performance improvement of 2.90 pt is achieved in Location. By extracting 68 entities with boundary conflicts in Location, Char-BLSTM-CRF achieves about 2 pt improvement out of total 2.90 pt. It can be said that almost all improvements of Char-BLSTM-CRF are from extracting these entities.

In contrast, Char-BLSTM-CRF is inappropriate for Organization. The averaged word length of entities that are not extracted accurately by BLSTM-CNNs-CRF is 4.07; that by Char-BLSTM-CRF is 4.87. It can be said that Char-BLSTM-CRF is unsuitable for extracting long words. We infer that the inputs of LSTM become redundant and that LSTM does not work efficiently. Especially, the averaged word length of Organization is long according to Table 3. For that reason, the character-based model is inappropriate in Organization.
6 Conclusions

As described in this paper, we verified the effectiveness of the state-of-the-art neural NER model for Japanese. The experimentally obtained results show that the model outperforms conventional CRF in Japanese. Results show that the CNN layer works improperly for Japanese because words of the Japanese language are short.

We proposed a character-based neural model incorporating words and characters: Char-BLSTM-CRF. This model outperforms a state-of-the-art neural NER model in Japanese, especially for the entity category consisting of short words. Our future work will examine reduction of redundancy in character-based model by preparing and combining different LSTMs for word and character inputs. Also to examine the effects of pre-training of characters in Char-BLSTM-CRF is our future work.
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