Abstract. We study three properties associated to the recurrence of orbits in flows: asymptotic periodicity, positive asymptotic periodicity and G-asymptotic periodicity. We determine which implications between these notions hold and which do not. We also show how these notions are related to Lyapunov stability.

1. Introduction

Non-periodic orbits in flows (dynamical systems with continuous time) may still reveal some kind of periodic-like recurrence (see [2, 3, 4, 5, 10, 11]; also [1] for an overview). This kind of behaviour may occur “asymptotically”, i.e. when the time approaches infinity. It can also occur in a way that can be detected already in finite time. Interestingly, although similar in spirit, the relevant notions may have quite different consequences, for example some of them lead to bounded orbits, while some other do not. The impact of asymptotic periodic-like recurrence on the form of omega-limit sets has been studied in [8, 9] (see also [6] and the references therein).

In this paper we investigate and compare three particular notions that capture periodic-like recurrence: asymptotic periodicity, positive asymptotic periodicity and G-asymptotic periodicity, as introduced in [6, 9] and [7], respectively. We will show which implications between these notions hold, and we will give counterexamples for implications that fail. We are also interested in relations between the above three notions and Lyapunov stability, as defined and studied in [11, 12].
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2. Preliminaries

We introduce basic definitions and notations. Throughout the paper \((X,d)\) is a metric space with a metric \(d\).

A dynamical system (a flow) \(\phi\) is a continuous mapping \(\phi : \mathbb{R} \times X \to X\) such that \(\phi(0,x) = x\) and \(\phi(t, \phi(s,x)) = \phi(t+s,x)\) for any \(x, s\) and \(t\) belonging to the respective sets. We call \(X\) the phase space of \(\phi\) and interpret \(t\) as the time. The motion through \(x\) is the mapping \(t \mapsto \phi(t,x)\). We will often attribute the properties of the motion through \(x\) with the point \(x\) itself. Given a dynamical system \(\phi\) and \(x \in X\), the set \(\mathcal{O}(x) = \phi(\mathbb{R}, x)\) is the orbit of \(x\) and \(\mathcal{O}^+(x) = \phi([0, +\infty), x)\) is the positive orbit of \(x\). A point \(x\) is stationary if \(x = \phi(t,x)\) for any \(t \in \mathbb{R}\). If for some \(T > 0\) we have \(x = \phi(T,x)\) and \(x\) is not stationary, then \(x\) is periodic. If \(T > 0\) is the smallest such that \(x = \phi(T,x)\), then we say that \(x\) is \(T\)-periodic and call \(T\) the period of \(x\). The \(\omega\)-limit set \(\omega(x)\) consists of all points \(y \in X\) such that there exists a strictly increasing and diverging to \(+\infty\) sequence \((t_n)_{n \in \mathbb{N}}\) of times with the property that \(\lim_{n \to +\infty} \phi(t_n, x) = y\). By changing the direction of time in the latter definition we define the \(\alpha\)-limit set \(\alpha(x)\).

We now introduce the most important definitions for the paper. For this purpose we fix a dynamical system \(\phi\) on a metric space \((X,d)\).

2.1. Asymptotically periodic motions

The following definition comes from [6].

**Definition 2.1**

The motion through \(x\) is called asymptotically \(T\)-periodic (resp. asymptotically stationary) if there exists a \(T\)-periodic (resp. stationary) point \(p\) such that

\[
\lim_{t \to +\infty} d(\phi(t,x), \phi(t,p)) = 0.
\]

2.2. Positively asymptotically periodic motions

The following definition is due to Pelczar ([9]). An important feature of the notion is that it generalizes the previous definition (see Proposition 3.1) without requiring the presence of any limit set.

**Definition 2.2**

Assume that \(x \in X\) is not a stationary point. We say that \(x\) is positively asymptotically periodic if there exists a \(T > 0\) such that for any \(\varepsilon > 0\) there is an \(s \geq 0\) such that if \(t \geq s\), then \(d(\phi(t + T, x), \phi(t, x)) < \varepsilon\).

2.3. G-asymptotically periodic motions

The following definition is based on the asymptotic behaviour of the orbit outside of a small neighbourhood of a point belonging to the positive orbit of \(x\). This idea was introduced in [7]. We precede this definition by introducing some necessary notation.
Fix \( x \in X \) and \( \varepsilon > 0 \), and define the set
\[
A(x, \varepsilon) := \{ t \geq 0 : d(\phi(t, x), x) > \varepsilon \}.
\]
This set is the union of at most countably many pairwise disjoint and open intervals denoted by \((q_i, r_i)\), where the set of indices is either finite (the case where \( r_i = +\infty \) for some \( i \)) or countable. Define
\[
w_{x, \varepsilon}(t) := \begin{cases} 
0, & t \not\in A(x, \varepsilon), \\
|r_i - q_i|, & t \in (q_i, r_i). 
\end{cases}
\]
The set \( W_{x, \varepsilon} := \{ w_{x, \varepsilon}(t) : t \geq 0 \} \) contains non-negative real numbers, including \(+\infty\) if necessary. Set
\[
W(x, \varepsilon) := \limsup_{t \to +\infty} w_{x, \varepsilon}(t).
\]

**Definition 2.3**
The \( G \)-asymptotic period of \( x \) (of the orbit of \( x \)) is defined as
\[
\text{GAP}(x) := \lim_{\varepsilon \to 0} \limsup_{t \to +\infty} W(\phi(t, x), \varepsilon).
\]
If \( \text{GAP}(x) = 0 \), then \( x \) is called \( G \)-asymptotically fixed. If \( x \) has a finite asymptotic period, then it is called \( G \)-asymptotically periodic. If \( \text{GAP}(x) = +\infty \), then a point \( x \) is called \( G \)-asymptotically non-periodic.

Originally, the author of [7] named \( G \)-asymptotically periodic points asymptotically periodic. However, to avoid confusion with other notions we add the prefix “\( G \)” to highlight that the notion generalizes asymptotically periodic motions.

Let us note that \( G \)-asymptotic periodicity is the orbit property, that is if \( z \in o(x) \), then \( \text{GAP}(z) = \text{GAP}(x) \).

Note that all the definitions can be reformulated by changing the time direction towards \(-\infty\). This procedure allows to define the negative counterpart. We do not investigate that case as it is similar to the one with positive time and all results carry over with obvious modifications.

### 2.4. Stability

We recall the definition of stability. The motion through \( x \) is **positively Lyapunov stable** in a subset \( N \) of \( X \) if for any \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that \( y \in N \cap B(x, \delta) \) implies \( d(\phi(t, x), \phi(t, y)) < \varepsilon \) for \( t \geq 0 \). Similarly, it is **negatively Lyapunov stable** (resp. **Lyapunov stable in both directions**) if the above condition is satisfied with \( t \leq 0 \) (resp. \( t \in \mathbb{R} \)). If in the definition we take \( N \) as a neighborhood of \( x \), then we can delete “in a subset \( N \) of \( X \)”. In such a case the motion through \( x \) is positively Lyapunov stable (resp. negatively Lyapunov stable, Lyapunov stable in both directions) if for any \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that if \( d(x, y) < \delta \), then \( d(\phi(t, x), \phi(t, y)) < \varepsilon \) for \( t \geq 0 \) (resp. \( t \leq 0 \), \( t \in \mathbb{R} \)).
3. Investigating mutual relations

We begin with a straightforward relation between asymptotic $T$-periodicity and positive asymptotic periodicity.

**Proposition 3.1**

Let $\phi$ be a dynamical system on a metric space $(X, d)$. If the motion through $x$ is asymptotically $T$-periodic, then it is positively asymptotically periodic.

**Proof.** This follows immediately from the definition. Let $p \in X$ be a $T$-periodic point taken from the definition of asymptotic $T$-periodicity and let $\varepsilon > 0$. There exists an $s > 0$ such that $d(\phi(t, x), \phi(t, p)) < \frac{\varepsilon}{2}$ for all $t > s$. We have $d(\phi(T + t, p), \phi(t, p)) = 0$, thus for $t > s$,

$$d(\phi(T + t, x), \phi(t, x)) \leq d(\phi(T + t, x), \phi(T + t, p)) + d(\phi(T + t, p), \phi(t, p)) + d(\phi(t, p), \phi(t, x)) < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$

The converse to the above theorem does not hold. This is because positively asymptotically periodic orbits need not be bounded – see Example 3.4 and Proposition 3.5.

Before we prove that G-asymptotic periodicity is weaker than asymptotic periodicity, we need to establish the following supplementary lemma.

**Lemma 3.2**

Let $\phi$ be a dynamical system on a metric space $(X, d)$ and let $x \in X$. If $\text{GAP}(x) = 0$, then the set $\omega(x)$ consists of at most one point.

**Proof.** The assertion follows from Theorem 2.2 in [7] (the implication $(\Rightarrow)$ in that theorem holds true for general metric spaces).

**Theorem 3.3**

Let $\phi$ be a dynamical system on a metric space $(X, d)$. If $x \in X$ is asymptotically $T$-periodic, then it is G-asymptotically periodic.

**Proof.** Let $p$ be taken from the definition of asymptotic $T$-periodicity. Then

$$d(\phi(kT, x), p) = d(\phi(kT, x), \phi(kT, p)) \to 0 \quad (k \to +\infty)$$

and the sequence $(\phi(kT, x))_{k \in \mathbb{N}}$ converges to $p$. By the convergence, there is a $K > 0$ such that if $k \geq K$, then $d(\phi(kT, x), p) < \frac{\varepsilon}{2}$. On the other hand, there is an $A > 0$ such that if $t \geq A$, then $d(\phi(t, x), \phi(t, p)) < \frac{\varepsilon}{2}$. Since $p$ is $T$-periodic, taking $t \geq A$ and $k \geq K$ we conclude the following

$$d(\phi(kT + t, x), \phi(t, p)) = d(\phi(kT + t, x), \phi(kT + t, p)) < \frac{\varepsilon}{3}.$$
Consider any \( u_{k,t} := kT + t \), where \( k \geq K \) and \( t \geq A \). Note that \( u_{k,t} \) defined in that way can describe any sufficiently large value of time. We claim that for such \( u_{k,t} \) we have \( r_i - q_i \leq T \). Indeed, if we consider the ball \( B(\phi(u_{k,t}, x), \varepsilon) \), then \( \phi(\mathcal{I}, \phi(u_{k,t}, x)) \in B(\phi(u_{k,t}, x), \varepsilon) \) for any \( l \in \mathbb{N} \). In other words, if the orbit of \( \phi(u_{k,t}, x) \) leaves the ball, it must return for some time \( t \leq T \). We have just proven that for any \( \varepsilon > 0 \) there is some \( s > 0 \) such that for any \( t > s \) we have \( W(\phi(t, x), \varepsilon) \leq T \) and therefore \( \limsup_{t \to +\infty} W(\phi(t, x), \varepsilon) \leq T \). As a consequence, \( \text{GAP}(x) \) is finite.

By Lemma 3.2 if \( \text{GAP}(x) = 0 \), then the set \( \omega(x) \) is either empty or consists of stationary point. In either case it contradicts the periodicity of \( p \).

The key factor in Proposition 3.1 and Theorem 3.3 is the presence of a periodic orbit. However, \( G \)-asymptotically periodic orbits can also have empty limit sets – see Example 3.6 and Proposition 3.7.

We now present two examples that were announced earlier.

**Example 3.4**
Consider a dynamical system \( \phi \) on the plane. It is defined to have its trajectories coinciding with the curves in polar coordinates

\[
\begin{align*}
r(t) &= \begin{cases} 
\ln t & \text{for } t \geq e, \\
e^{t-c} & \text{for } t < e,
\end{cases} \\
\theta(t) &= t + c,
\end{align*}
\]

where \( c \in \mathbb{R} \). Note that the \( \alpha \)-limit set of any orbit is the set \( \{(0,0)\} \) consisting of a stationary point. In this setting any orbit (of a point that is not stationary) intersects a given half-line \( Ax + By = 0 \) (\( A \) and \( B \) are fixed) originating at \( (0,0) \) at equal time gaps \( 2\pi \).

**Proposition 3.5**
The dynamical system \( \phi \) constructed in Example 3.4 contains a positively asymptotically periodic point whose orbit is unbounded. In particular, there is a motion that is positively asymptotically periodic but neither is asymptotically \( T \)-periodic for any value of \( T \) nor \( G \)-asymptotically periodic.

**Proof.** We limit the reasoning to sufficiently large times \( t \) and exclude the stationary point, so that only logarithmic parts of the curves are considered.

Without loss of generality we pick the curve with \( c = 0 \). In Cartesian coordinates we have

\[
\begin{align*}
x(t) &= \cos t \ln t, \\
y(t) &= \sin t \ln t.
\end{align*}
\]

Let us compare the distance between two points in this trajectory at the time distance \( 2\pi \),

\[
(d((x(t+2\pi), y(t+2\pi)), (x(t), y(t)))^2 = \ln^2(2\pi + t) - \ln^2(t) \to 0 \quad (t \to +\infty).
\]
It follows that the definition of positively asymptotically periodic motion is satisfied for $T = 2\pi$. It is clear that the same property holds for any not stationary point on the plane.

Clearly, the orbit described above is not bounded hence no other property described in the Proposition holds.

**Example 3.6**
Consider the following sequences of numbers:

$$
a_n := 2\pi n - \frac{1}{n}, \quad b_n := 2\pi n - \frac{1}{n + 1}, \quad c_n := 2\pi n + \frac{1}{n + 1}, \quad d_n := 2\pi n + \frac{1}{n}, \quad e_n := \pi (2n + 1)
$$

and the sequence of intervals

$$A_n := [a_n, d_n].$$

Define a function $f: \mathbb{R} \to \mathbb{R}$ by the following rule. If $t$ is not in any $A_n$, set $f(t) = 1$. For any $n$, define $f$ on $A_n$ to be a piecewise linear function joining the points $(a_n, 1), (b_n, 2), (c_n, 2), (d_n, 1)$. These linear parts will be called “hills” (see Figure 1).

![Figure 1: The hill of $f$ on the interval $A_n$.](image)

The function $f$ we have just defined has the following key property:

for any $n$ we have $f(b_n) = 2$ and $f(b_n + 2\pi) = f(a_{n+1}) = 1$.

Define the curve in $\mathbb{R}^3$ using the following description

$$\Xi : \mathbb{R} \ni t \mapsto (f(t) \cos t, f(t) \sin t, e^{-t}) \in \mathbb{R}^3.$$

This parametric representation gives the following intuition. The graph of $f$ is wrapped around the upper half of the cylinder $x^2 + y^2 = 1$ with the coils converging decreasingly to the plane $z = 0$. The hills stick away from the cylinder with their middle points projecting to the point $(2, 0, 0)$ (see Figure 2).
The dynamical system $\phi$ is defined only in the curve $\Xi$. The motion occurs towards the plane $z = 0$ with a constant angular velocity equal to 1. In particular, the following are true:

- if $(t, x)$ is such that $\phi(t, x) = \Xi(e_n)$ for some $n$, then $\phi(t + 2\pi, x) = \Xi(e_{n+1})$,
- if $(t, x)$ is such that $\phi(t, x) = \Xi(b_n)$ for some $n$, then $\phi(t + 2\pi, x) = \Xi(a_{n+1})$.

![Figure 2: The sketch of the orbit.](image)

**Proposition 3.7**

The dynamical system $\phi$ constructed in Example 3.6 contains a point that is G-asymptotically periodic but neither is positively asymptotically periodic nor asymptotically $T$-periodic for any value of $T$.

**Proof.** To show that the only orbit of $\phi$ is G-asymptotically periodic we take any $\varepsilon > 0$ and consider a point $y$ in the trajectory such that the intersection of $B(y, \varepsilon)$ with the plane $z = 0$ is not empty.

Note that from the definition of the function $f$ and the system $\phi$ it follows that the return time in the above situation is always bounded by $2\pi$. Hence corresponding limits are bounded by $2\pi$. Since the same argument follows for any sufficiently small $\varepsilon$ and sufficiently large $t$ such that $y = \phi(t, x)$ satisfies the above description, we conclude that $\text{GAP}(x) \leq 2\pi$.

We can also prove that the above inequality is in fact an equality. The idea is that as we go with $\varepsilon$ to 0, it follows from the construction of $\Xi$ that the difference $r_i - q_i$, by the constant angular velocity, converges to $2\pi$. We omit the rather technical proof.

Let us now prove that the motion through $x$ is not positively asymptotically periodic. We divide the argument into three cases.
Case 1. Assume that $T = 2\pi \cdot n + a$ for some $n \geq 0$ and $a \in (0, 2\pi)$ is such that the definition of positively asymptotically periodic motion holds for $T$. Denote

$$b := \inf \{ d((-1,0,0), \Xi(e_k + a)) : k \in \mathbb{N} \}.$$ 

Then $b > 0$. Take any $\varepsilon < \frac{b}{3}$ and let $s$ be such that for $t > s$ we have $d(\phi(t + T, x), \phi(t, x)) < \varepsilon$. Furthermore, we can find a sufficiently large $t' > s$ and a $k > 0$ such that $\phi(t', x) = \Xi(e_k)$ and $d(\Xi(e_k), (-1,0,0)) < \frac{b}{3}$. Then $\phi(t' + T, x) = \Xi(e_{n+k} + a)$ and

$$d(\phi(t', x), \phi(t' + T, x)) = d(\Xi(e_k), \Xi(e_{n+k} + a)) \geq \frac{b}{3},$$

a contradiction.

Case 2. Assume that $T = 2\pi$ is such that the definition of positively asymptotically periodic motion holds for $T$. Denote

$$b := \inf \{ d(\Xi(b_k), \Xi(a_{k+1})) : k \in \mathbb{N} \}.$$ 

Then $b > 0$. Take any $\varepsilon < b$ and let $s$ be taken from the definition of positively asymptotically periodic motion. Take any large $t' > s$ such that $\phi(t', x) = \Xi(b_k)$ for some $k \in \mathbb{N}$. Then $\phi(t' + 2\pi, x) = \Xi(a_{k+1})$ and

$$d(\phi(t', x), \phi(t' + T, x)) = d(\Xi(b_k), \Xi(a_{k+1})) \geq b > \varepsilon,$$

a contradiction.

Case 3. Assume that $T = 2\pi \cdot n$ for $n > 0$. The reasoning is analogous as in the Case 2.

In conclusion, we have proven that no value of $T$ can be used in the definition, therefore the motion cannot be positively asymptotically periodic. Clearly, the asymptotic $T$-periodicity property cannot hold due to the absence of the limit set.

We are ready to summarize the relations obtained in this section.

**Theorem 3.8**

The implications not following from the diagram do not hold.

```
periodic
   ↓
asymptotically periodic
   ↚ positively asymptotically periodic
   ↘ G-asymptotically periodic
```

4. The role of stability

The notion of Lyapunov stability plays a significant role in determining whether a motion satisfies asymptotically periodic-like properties. The following classic results express a sufficient condition for such a behaviour.

**Theorem 4.1 ([9])**

Let $\phi$ be a dynamical system on a metric space $(X,d)$ and $y \in \omega(x)$. If $y$ is stationary or periodic and positively Lyapunov stable, then $x$ is positively asymptotically periodic.

We will consider an improved version of the latter theorem later (see Theorem 4.5).

**Theorem 4.2 ([6])**

Let $\phi$ be a dynamical system on a metric space $(X,d)$. The motion through $x$ is asymptotically stationary (resp. asymptotically $T$-periodic) if and only if the following conditions hold:

1. $x$ is $L^+$-stable, that is the set $o^+(x)$ is compact,
2. $o^+(x)$ is uniformly Lyapunov stable in the positive direction with respect to the set $o^+(x)$, that is for any $\varepsilon > 0$ there is a $\delta > 0$ such that if $u, v \in o^+(x)$ and $d(u,v) < \delta$, then $d(\phi(t,u), \phi(t,v)) < \varepsilon$ for any $t \geq 0$,
3. the set $\omega(x)$ is a stationary point (resp. $T$-periodic orbit).

We now prove a result regarding $G$-asymptotically periodic motions. Surprisingly, the Lyapunov stability is so strong that it implies that the motion is both positively asymptotically periodic and $G$-asymptotically periodic, even though these two notions are, according to Theorem 3.8, not related to each other.

**Theorem 4.3**

Let $\phi$ be a dynamical system on a metric space $(X,d)$ and let $y \in \omega(x)$. If $y$ is stationary or periodic and positively Lyapunov stable, then $x$ is $G$-asymptotically stationary or $G$-asymptotically periodic.

**Proof.** To prove the assertion we first assume that $y$ is stationary. Fix $\varepsilon > 0$ and take $0 < \delta < \frac{\varepsilon}{2}$, so that the following condition is satisfied (compare with Lyapunov stability)

$$d(y,v) < \delta \implies d(\phi(t,y),\phi(t,v)) < \frac{\varepsilon}{2} \quad \text{for each } t > 0.$$  

Since $y \in \omega(x)$ we find a $t_0$ such that $d(\phi(t_0,x), y) < \delta$. Denote $z = \phi(t_0,x)$. Then, since $d(z,y) < \delta$, the stability condition ensures that $d(y, \phi(t,z)) < \frac{\varepsilon}{2}$. In particular, $o^+(z) \subset B(z,\varepsilon)$. The described inclusion holds for any $\varepsilon$ and sufficiently large $t_0$. We conclude that $GAP(x) = 0$.

We now consider the case of $T$-periodic point. It is sufficient to show that $GAP(x)$ is finite and positive. Take a sequence $(t_n)_{n \in \mathbb{N}}$ according to the relation $y \in \omega(x)$ and without loss of generality assume that $z = \phi(t_0,x)$ is such that
\( \phi(t_n, z) \to y \) and \( d(z, y) < \delta \). The number \( \delta \) is chosen in such a way that for a given \( \varepsilon \) the following stability condition holds

\[
d(y, v) < \delta \text{ implies } d(\phi(t, y), \phi(t, v)) < \frac{\varepsilon}{2} \text{ for each } t > 0.
\]

Consider any natural number \( k \). Then

\[
\phi(t_n + kT, z) = \phi(kT, \phi(t_n, z)) \to \phi(kT, y) = y \ (n \to +\infty).
\]

In particular, there is an \( N \geq 0 \) such that for each \( n \geq N \), \( d(\phi(t_n + kT, z), y) < \delta \). Note that the above property need not be true for every \( n \in \mathbb{N} \). Using stability again we conclude that for any \( s > 0 \),

\[
d(\phi(t_n + kT + s, z), \phi(s, y)) < \frac{\varepsilon}{2}.
\]

Note that \( t_n + kT + s \) can describe any sufficiently large real number. By the above we have

\[
d(\phi(s, z), \phi(t_n + kT + s, z)) \leq d(\phi(s, z), \phi(s, y)) + d(\phi(s, y), \phi(t_n + kT + s, z))
\]

\[
< \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

Similarly, for any natural number \( \ell \),

\[
d(\phi(s, z), \phi(t_n + (k + \ell)T + s, z)) \leq d(\phi(s, z), \phi(s + \ell T, y)) + d(\phi(s + \ell T, y), \phi(t_n + (k + \ell)T + s, z)).
\]

Since from the \( T \)-periodicity of \( y \) we get

\[
d(\phi(s, z), \phi(s + \ell T, y)) = d(\phi(s, z), \phi(s, y)) < \frac{\varepsilon}{2}
\]

and by stability we have

\[
d(\phi(s + \ell T, y), \phi(t_n + kT + \ell T + s, z)) < \frac{\varepsilon}{2},
\]

and the above conditions hold for every natural number \( \ell \), we conclude that

\[
d(\phi(s, z), \phi(t_n + kT + s, z)) < \varepsilon
\]

holds for every natural \( k \). Note that in the beginning we have fixed \( k \), while the above says we can take any \( k \) without changing the estimation.

We have just shown that

\[
\phi(t_n + kT, \phi(s, z)) \in B(\phi(s, z), \varepsilon) \quad \text{for every } k \in \mathbb{N} \text{ and any } s \geq 0,
\]

therefore for any \( s \geq 0 \) the value \( W(\phi(s, z), \varepsilon) \) is bounded by \( T \). It follows that \( \text{GAP}(z) \leq T \) and thus \( \text{GAP}(x) \leq T \). The proof is completed.
Corollary 4.4
Under the assumptions of Theorem 4.3, if $\omega(x)$ contains a stationary point, then the limit set is the stationary point.

We now present a strengthened version of Theorem 4.1. In particular, it allows to obtain a new proof of Theorem 4.3. Note that in the theorem below the word “positively” (the one related to the notion of asymptotically periodic-like motion) is removed.

Theorem 4.5
Let $\phi$ be a dynamical system on a metric space $(X,d)$ and $x \in X$. If $y \in \omega(x)$ is stationary or periodic and positively Lyapunov stable, then $x$ is asymptotically periodic.

Proof. The set $o(y)$ is a compact and minimal set in $\omega(x)$. It follows that $x$ is proximal to some point $p \in o(y)$, that is there exists a sequence $(t_n)_{n \in \mathbb{N}}$ such that

$$d(\phi(t_n,x),\phi(t_n,p)) \to 0 \quad (n \to +\infty).$$

Notice that Lyapunov stability and periodicity of $y$ implies that all points in $o(y)$ are uniformly Lyapunov stable. In particular, for any $\varepsilon > 0$ there is $\delta > 0$ such that if $d(z,v) < \delta$ for $z \in o(y)$ and $v \in o^+(x)$, then $d(\phi(t,z),\phi(t,v)) < \varepsilon$ for any $t \geq 0$.

For any $\varepsilon > 0$ we find $n(\varepsilon)$ such that $d(\phi(t_n(\varepsilon),x),\phi(t_n(\varepsilon),p)) < \delta$, where $\delta$ corresponds to $\varepsilon$ in the uniform Lyapunov stability condition. This implies that $d(\phi(t,x),\phi(t,p)) < \varepsilon$ for any $t > t_n(\varepsilon)$. We have shown that $d(\phi(t,x),\phi(t,p)) \to 0$ as $t \to +\infty$.

Proof of Theorem 4.3. By Theorem 4.5, $x$ is asymptotically periodic. Then by Theorem 3.8 it is also G-asymptotically periodic.

The stability property described in the above results keeps two points close to each other. In some way one can think of it as some sort of sufficiently good convergence of the orbit of $x$ to the periodic orbit. The example below reveals a different (weaker) kind of convergence to a periodic orbit.

Example 4.6
Consider the dynamical system on the plane consisting of a circle and a spiral converging to it from outside. The motion on the spiral is in the clockwise direction with the angular speed greater than 1, decreasing to 1 as the spiral approaches the circle. It is clear that one can assign the speed on the spiral in such a way that the Lyapunov stability in the set $o^+(x)$ does not hold and the orbit is not asymptotically periodic, but the asymptotic $2\pi$-periodicity holds (and even G-asymptotic periodicity). The corresponding assignment can be obtained via any decreasing sequence $(b_n)_{n \in \mathbb{N}}$ of positive numbers such that the series generated by the sequence is divergent. Then we take the angular speed to be equal to $1 + b_n$, where each time the spiral approaches the circle and does one revolution around the center of the circle, $n$ increases by 1 and so $b_n$ decreases.
The rate of convergence in the above example is too slow. This results in lack of the asymptotic periodicity property and leads us to proposing the following criteria.

**Theorem 4.7**

Let \( \phi \) be a dynamical system on a complete metric space \((X,d)\) and \( x \in X \). If

\[
\int_0^{+\infty} d(\phi(t+T,x),\phi(t,x)) \, dt < +\infty,
\]

then \( x \) is asymptotically \( T \)-periodic.

To prove the criteria we use the following characterization of asymptotically \( T \)-periodic points.

**Lemma 4.8** ([6])

Let \( \phi \) be a dynamical system on a complete metric space \((X,d)\). The motion through \( x \in X \) is asymptotically \( T \)-periodic if and only if the sequence \( (\phi(nT,x))_{n \in \mathbb{N}} \) converges.

**Proof of Theorem 4.7.** By the definition of the integral we have

\[
\sum_{n=0}^{+\infty} \max_{t \in [\delta n, \delta (n+1)]} d(\phi(t+T,x),\phi(t,x)) < +\infty
\]

for some sufficiently small \( \delta > 0 \). It follows that

\[
\sum_{n=0}^{+\infty} d(\phi(nT+T,x),\phi(nT,x)) < +\infty.
\]

In particular, the sequence \( A := (\phi(nT,x))_{n \in \mathbb{N}} \) is Cauchy and \( x \) is positively asymptotically periodic. The closure of \( A \) can either be the same set \( A \) or be equal to \( A \cup \{p\} \), where \( p \) is the only accumulation point of this sequence. The first case implies that \( x \) is a periodic orbit while the second case yields

\[
\phi(nT,x) \to p \quad (n \to +\infty).
\]

We can now use Lemma 4.8 to conclude that \( x \) is asymptotically \( T \)-periodic.
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