A scaling relation for the molecular cloud lifetime in Milky Way-like galaxies
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ABSTRACT

We study the time evolution of molecular clouds across three Milky Way-like isolated disc galaxy simulations at a temporal resolution of 1 Myr, and at a range of spatial resolutions spanning two orders of magnitude in spatial scale from \~{}10 pc up to \~{}1 kpc. The cloud evolution networks generated at the highest spatial resolution contain a cumulative total of \~{}80,000 separate molecular clouds in different galactic-dynamical environments. We find that clouds undergo mergers at a rate proportional to the crossing time between their centroids, but that their physical properties are largely insensitive to these interactions. Below the gas disc scale-height, the cloud lifetime $\tau_{\text{life}}$ obeys a scaling relation of the form $\tau_{\text{life}} \propto \ell^{-0.3}$ with the cloud size $\ell$, consistent with over-densities that collapse, form stars, and are dispersed by stellar feedback. Above the disc scale-height, these self-gravitating regions are no longer resolved, so the scaling relation flattens to a constant value of \~{}13 Myr, consistent with the turbulent crossing time of the gas disc, as observed in nearby disc galaxies.
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1 INTRODUCTION

Giant molecular clouds provide the reservoirs of cold molecular gas from which the majority of stars are formed (Kennicutt & Evans 2012). Their lifetimes place an upper bound on the time-scale for star formation at a given spatial scale, which in combination with observations of the gas and star formation rate surface densities (e.g. Kennicutt 1998; Bigiel et al. 2008; Leroy et al. 2008; Blanc et al. 2009; Schruba et al. 2010; Liu et al. 2011), constrains the value of the local star formation efficiency (SFE). As such, a prediction for the molecular cloud lifetime provides two key insights about the physics of giant molecular clouds in different galactic-dynamical environments. We find that clouds undergo mergers at a rate proportional to the turbulent crossing time of the gas disc, consistent with the turbulent time-scale for the gas disc (Utomo et al. 2018; Schruba et al. 2019). In accordance with both numerical simulations (Tasker & Tan 2009; Dobbs & Pringle 2013; Fujimoto et al. 2014; Dobbs et al. 2015; Benincasa et al. 2019; Jeffreson et al. 2020) and analytic predictions (Inutsuka et al. 2015; Kobayashi et al. 2017; Meidt et al. 2018; Jeffreson & Kruijssen 2018), observed molecular clouds do not form and evolve in isolation, but are part of a network of galactic processes span-
ning from the kpc-scales of galactic dynamics down to the sub-cloud physics of star formation and stellar feedback.

Within this hierarchical baryon cycle, it has long been known that the time-scales associated with star formation vary as a function of spatial scale (e.g. Elmegreen & Efremov 1996; Efremov & Elmegreen 1998; Elmegreen 2000) according to the hierarchical (e.g. Scalo 1985; Bally et al. 1987; Scalo 1990; Lee et al. 1990; Falgarone et al. 1991; Bally et al. 1991; Elmegreen & Falgarone 1996; Falgarone et al. 2009) and supersonically-turbulent (e.g. Vázquez-Semadeni 1994; Passot et al. 1995; Padoan et al. 1997; Passot & Vázquez-Semadeni 1998; Stone et al. 1998; Ostriker et al. 2001; Kim et al. 2003; Federrath et al. 2009, 2010; Henshaw et al. 2020) structure of the interstellar medium. In recent years, theories of star formation have begun to explore the spatial dependence of empirical star formation relations (Krumholz et al. 2012; Kim et al. 2013; Kruĳssen & Longmore 2014; Semenov et al. 2017, 2018, 2019; Caplar & Taccella 2019; Taccella et al. 2020), and observations have shifted towards the characterisation of molecular gas properties as an explicit function of spatial resolution (Leroy et al. 2013; Sun et al. 2018; Schinnerer et al. 2019; Sun et al. 2020). Such analyses describe the duration and efficiency of galactic-scale star formation with respect to the physics driving the hierarchy of sub-galactic time-scales for molecular gas evolution.

In this work, we explore the time evolution of molecular cloud populations in Milky Way-mass galaxies as a function of spatial scale, using a set of three isolated galaxy simulations spanning a wide range of galactic-dynamical environments (Jeffreson et al. 2020). We construct detailed cloud evolution networks spanning over two orders of magnitude in spatial resolution, allowing us to probe the time-evolution and star-forming behaviour of molecular gas across a range of hierarchical levels in the interstellar medium. We compute the characteristic molecular cloud lifetime and cloud merger rate as a function of spatial scale, and examine how these quantities relate to the time-scales for star formation and gravitational collapse. Finally, we connect the derived scaling relations, where possible, to the galactic-dynamical environment and its influence (or lack thereof) on the clouds in our sample.

The remainder of this paper is structured as follows. In Section 2, we re-iterate the key details of the three isolated galaxy simulations presented in Jeffreson et al. (2020). Section 3 describes how these simulations are used to construct the detailed cloud evolution networks analysed in this work. In Sections 4 and 5 we report the key results of our analysis: the spatial scalings of the cloud merger rate and the characteristic molecular cloud lifetime, respectively. Section 6 presents a discussion of our results in the context of existing simulations and observations of giant molecular cloud lifetimes and mergers. Finally, a summary of our conclusions is given in Section 7.

2 SIMULATIONS

We analyse the lifetimes of molecular clouds across the three Milky Way-like isolated galaxy simulations of Jeffreson et al. (2020), shown in Figure 1. Here we briefly describe the most important characteristics of our numerical method, and refer the reader to the cited work for a fuller and more detailed explanation.

2.1 Isolated galaxy models

The initial conditions for each isolated disc galaxy are generated using MAKENEWDISK (Springel et al. 2005), using a three-component external potential consisting of a spherical Hernquist (1990) dark matter halo, a Miyamoto & Nagai (1975) stellar disc, and a Plummer (1911) stellar bulge. The gas disc follows an exponential density profile of the form

$$\rho_g(R, z) = \frac{M_g}{4\pi R_h^2} \exp\left(-\frac{R}{R_h}\right) \exp\left(-\frac{|z|}{h_g}\right),$$

where $M_g$ is the total gas mass and $h_g$ is the scale-height set by the condition of hydrostatic equilibrium for a mono-atomic gas governed by a polytropic equation of state with a specific heat capacity ratio of $\gamma = 5/3$. The gas disc-scale length is given by $R_h$, which is fully-determined by the external potential. We vary the external potential to set three different galactic rotation curves as shown in Figure 2, ensuring that each simulation spans a different set of galactic-dynamical environments. The final gas mass, scale-height and scale-length of each disc are given in Table 1, along with the masses of each component of the external potential.

Table 1. Physical parameters for the disc galaxies modelled in this work, including the masses of each component of the background potential, $M_h$ (halo), $M_b$ (bulge) and $M_d$ (disc). Properties of the gas disc ($M_{gas}$, $R_{gas}$ and $z_{gas}$) are quoted at a simulation time of $\sim$ 600 Myr. All masses are given in units of $10^{12} M_\odot$, and all length-scales are given in units of kpc. The columns report: (1) Halo mass, (2) bulge mass, (3) disc mass, (4) gas disc mass, (5) gas disc scale-radius, (6) gas disc scale-height.

| Sim. | $M_h$ (1) | $M_b$ (2) | $M_d$ (3) | $M_{gas}$ (4) | $R_{gas}$ (5) | $z_{gas}$ (6) |
|------|-----------|-----------|-----------|-------------|-------------|-------------|
| FLAT | 116       | 1.5       | 3.5       | 0.58        | 7.4         | 0.38        |
| SLOPED | 130       | 0.5       | 3.5       | 0.59        | 7.7         | 0.28        |
| CORED | 150       | -         | 3.5       | 0.6         | 7.4         | 0.25        |

Each simulation refines adaptively to a target gas cell mass of 900 $M_\odot$. We avoid artificial fragmentation at scales larger than the Jeans length by ensuring that the disc scale-height and Toomre mass are resolved at all scales (Nelson 2006), and by employing the adaptive gravitational softening scheme in AREPO, with a typical value of 1.5 times the Voronoi cell size and a minimum value of $\sim 3$ pc, corresponding to the spatial resolution in the densest gas at our star formation threshold of $n_{thresh} = 2000$ H/cc. As such, stars are formed only from gas cells that are gravitationally-collapsing (i.e. whose masses safely exceed the Jeans mass), assuming that the star-forming gas is in approximate thermal equilibrium and has a maximum temperature of 100 K. Our star formation prescription is chosen to locally reproduce the observed relation of Kennicutt (1998) between the SFR surface density and the gas surface density, following the equation

$$\frac{d\rho_{\star,i}}{dt} = \begin{cases} \frac{\epsilon_f \rho_i}{n_i n_{thresh}}, & n_i \geq n_{thresh} \\ 0, & n_i < n_{thresh} \end{cases}$$

where the local free-fall time within each gas cell is given by $t_{ff,i} = \sqrt{3\pi/(32G \rho_i)}$ for a mass volume density of $\rho_i$. We use a star formation efficiency per free-fall time of $\epsilon_f = 1$ per cent, following measurements of the gas depletion time across nearby galaxies (Leroy et al. 2017; Krumholz & Tan 2007; Krumholz et al. 2018; Utomo et al. 2018).

The star particles generated via this prescription each spawn a

1 As discussed in Section 2.3 of Jeffreson et al. (2020), we do not impose an artificial non-thermal pressure floor, as this would require us to inflate the Jeans length inside our molecular clouds to unphysically-high values of $\sim 10$ pc, suppressing the unresolved (but physical) gravitationally-collapsing required to obtain densities exceeding $n_{thresh}$.
Figure 1. Column density maps of the molecular gas in each simulation, down-sampled from the native map resolution of \( \epsilon = 6 \) pc to spatial resolutions of \( \epsilon = 18 \) pc (top row), 78 pc (central row) and 396 pc (bottom row).

stellar population drawn stochastically from a Chabrier (2003) initial stellar mass function (IMF) using the Stochastically Lighting Up Galaxies (SLUG) population synthesis model (da Silva et al. 2012, 2014; Krumholz et al. 2015). At each time-step, SLUG provides the ionising luminosity for each star particle, along with the number of supernovae (SN) it has generated and the mass it has ejected, by evolving the stellar populations along Padova solar metallicity tracks (Fagotto et al. 1994a,b; Vázquez & Leitherer 2005) using STARBURST99-like spectral synthesis (Leitherer et al. 1999). Stellar feedback from stellar winds consists of mass ejected from star particles without any accompanying SN events.

In addition to the mass from stellar winds, we include pre-SN photo-ionisation feedback from HII regions, according to the prescription of Jeffreson et al. (prep). We inject momentum into the gas cells that share a face with the central ‘host’ cell for each star particle, corresponding to the momentum due to gas and radiation pressure from ‘blister-type’ HII regions, following the analytic description of Matzner (2002); Krumholz & Matzner (2009). The ionisation front radius of the HII region associated with each star particle is calculated, and used to group the star particles via a friends-of-friends prescription, improving the numerical convergence of the feedback model. The resulting Strömgren radii are at best marginally-resolved at our mass resolutions, and the gas cells inside these radii are self-consistently heated and held above a temperature floor of 7000 K,
for as long as they continue to receive ionising photons from the star particles. We do not explicitly adjust the chemical state of the heated gas cells, but rely on the chemical network to ionise the gas in accordance with the injected thermal energy. We inject mechanical SN feedback according to the prescription of Keller et al. (prep), which computes the terminal momentum of the (unresolved) SN remnant according to the description of Keller et al. (1983), and a value of $2 \times 10^{-16} \text{s}^{-1}$ is used for the cosmic ray ionisation rate (e.g. Indriolo & McCall 2012). A full list of the heating and cooling processes considered in our simulations is given in Jeffreson et al. (2020), and a detailed account of the chemical network and its coupling to the thermal and dynamical evolution of the gas is given in Glover & Mac Low (2007a, b); Glover et al. (2010).

### 2.2 Chemical post-processing

As described in Jeffreson et al. (2020), we compute the molecular hydrogen abundances of the Voronoi gas cells in our simulations in post-processing, using the DESPOPIC model for astrochemistry and radiative-transfer (Krumholz 2013). Although our run-time chemical network produces a molecular hydrogen fraction, at our mass resolution of $\sim 900 \, \text{M}_\odot$, the self-shielding of molecular hydrogen from the UV radiation field cannot be accurately computed on-the-fly. This results in an under-estimation of the molecular mass by a factor of $\sim 2$, requiring us to re-calculate an equilibrium molecular fraction during post-processing. Each gas cell is treated as a one-zone spherical ‘cloud’ with a hydrogen atom number density $n_{\text{H}}$, a column density $N_{\text{H}}$ and a virial parameter $\alpha_{\text{vir}}$. The escape probability formalism is applied to compute the line emission from each cell, coupled self-consistently to the chemical and thermal evolution of the gas. The carbon and oxygen chemistry is followed via the chemical network of Gong et al. (2017), while the calculation of the temperature includes heating by cosmic rays and the grain photo-electric effect, subject to dust- and self-shielding for each component, line cooling due to C$^+$, C, O and CO, and thermal exchange between dust and gas. The ISRF strength and cosmic ionisation rate are matched to those used to compute the live chemistry during runtime. The entire system of coupled rate equations is converged to a state of chemical and thermal equilibrium for each one-zone model.

Due to considerations of computational cost, we do not perform the above convergence calculation for all gas cells in the simulation, but instead interpolate over a table of pre-calculated models at logarithmically-spaced values of $n_{\text{H}}$, $N_{\text{H}}$ and $\alpha_{\text{vir}}$. For a gas cell with mass density $\rho$, the hydrogen number density is given by

$$n_{\text{H}} = \frac{\rho}{\mu m_{\text{H}}},$$

where $m_{\text{H}}$ is the proton mass and $\mu = 1.4$ is the atomic mass per hydrogen nucleus at the standard cosmic composition. The hydrogen column density is then obtained following Fujimoto et al. (2019), via the location approximation of Safarik-Shrader et al. (2017), as

$$N_{\text{H}} = \lambda_J n_{\text{H}},$$

where $\lambda_J = (\pi c_s^2 / G \rho)^{1/2}$ is the Jeans length, and is calculated with an upper limit of $T = 40 \, \text{K}$ on the gas cell temperature. Finally, the virial parameter is defined according to MacLaren et al. (1988); Bertoldi & McKee (1992), as

$$\alpha_{\text{vir}} = \frac{5 \sigma_t^2}{\pi G \rho L^2},$$

where $\sigma_t$ is the turbulent velocity dispersion of the gas cell following Gensior et al. (2020), and $L$ is the smoothing length over the simulated gas is determined via the chemical network of Nelson & Langer (1997); Glover & Mac Low (2007a, b), according to a simplified set of reactions that follow the fractional abundances of H, H$_2$, H$^+$, C$^+$, CO and e$^-$, with the abundances of Helium, silicon, carbon and oxygen set to their solar values of $x_{\text{He}} = 0.1$, $x_{\text{Si}} = 1.5 \times 10^{-5}$, $x_{\text{C}} = 1.4 \times 10^{-4}$ and $x_{\text{O}} = 3.2 \times 10^{-4}$, respectively. The strength of the interstellar radiation field (ISRF) is set to a value of 1.7 Habing (1968) units according to Mathis et al. (1983), and a value of $2 \times 10^{-16} \text{s}^{-1}$ is used for the cosmic ray ionisation rate (e.g. Indriolo & McCall 2012). A full list of the heating and cooling processes considered in our simulations is given in Jeffreson et al. (2020), and a detailed account of the chemical network and its coupling to the thermal and dynamical evolution of the gas is given in Glover & Mac Low (2007a, b); Glover et al. (2010).

2 We have also tested a larger opening angle of $\Theta = \pi / 6$ radians, and find that this makes no difference to our results.
which $\sigma_2$ is calculated. Using the above three values, we constrain the $^{12}\text{CO}$ line luminosity $L_{^{12}\text{CO}}$ for the $1 \rightarrow 0$ transition, from which we obtain the CO-bright molecular hydrogen surface density,\(^3\) according to

$$\Sigma_{\text{H}_2}[\text{M}_\odot \text{pc}^{-2}] = \frac{2.3 \times 10^{-29} [\text{M}_\odot (\text{erg s}^{-1})^{-1}]}{m_\text{H}[\text{M}_\odot]} \times \int_{-\infty}^{\infty} dz' \rho_k(z') L_{^{12}\text{CO}}[\text{erg s}^{-1}].$$

(7)

In the above, $\rho_k(z)$ is the total gas volume density as a function of distance $z$ from the galactic mid-plane and $\Sigma_k$ is the total gas surface density. The mass-to-luminosity conversion factor $\alpha_{^{12}\text{CO}} = 4.3 \text{ M}_\odot (\text{K km s}^{-1} \text{pc}^{-2})^{-1}$ of Bolatto et al. (2013) and the line-luminosity conversion factor $5.31 \times 10^{-30} (\text{K km s}^{-1} \text{pc}^2)/(\text{erg s}^{-1})$ of Solomon & Vanden Bout (2005) for the $^{12}\text{CO}$ transition at redshift $z = 0$ are combined to produce the factor of $2.3 \times 10^{-29} (\text{erg s}^{-1})^{-1}$. The ratio of integrals represents the two-dimensional density-weighted ray-tracing map of the CO line-luminosity.

3 CONSTRUCTION OF THE CLOUD EVOLUTION NETWORK

In this section, we describe the construction of detailed cloud evolution networks from the simulations outlined in Section 2. We produce each network at the (two-dimensional) native resolution of $\epsilon = 6 \text{ pc}$ for our simulations, as well as at degraded spatial resolutions of 12, 18, 36, 78, 198 and 396 pc, to examine the time-dependent properties of molecular clouds as a function of their spatial scale. We use a range of simulation times between 600 and 1000 Myr, for which the simulated galaxies are in a state of dynamical equilibrium (Jeffreson et al. 2020).

3.1 Cloud identification

We identify giant molecular clouds at each simulation snapshot using a procedure similar to that described in Jeffreson et al. (2020). We compute a map of the molecular hydrogen surface density $\Sigma_{\text{H}_2}$ at a spatial resolution of 6 pc, using AREPO’s ray-tracing algorithm. For the typical gas cell mass of $\sim 900 \text{ M}_\odot$, this is equal to the radius of a Voronoi gas cell at the minimum volume density of $\rho_\text{H} \geq 30 \text{ cm}^{-3}$ inside molecular clouds, ensuring that each pixel in every cloud contains at least one cell centroid. To obtain the maps at degraded spatial resolutions of $\epsilon = 6, 12, 18, 36, 78, 198$ and 396 pc, we downsample the original at factors of 2, 3, 6, 13, 33 and 66 times, by averaging the value of $\Sigma_{\text{H}_2}$ across groups of adjacent pixels. The cloud populations at each degraded resolution are identified from the same simulated interstellar medium as the cloud population at the native resolution. That is, the lower-resolution clouds correspond to lower-density levels of the same hierarchical interstellar medium.

As described in Section 2.9.1 and in Figure 4 of Jeffreson et al. (2020), we use the ASTRODENDRO package for Python to identify molecular clouds as a set of closed contours at a CO-bright surface density of $\log_{10} (\Sigma_{\text{H}_2}/\text{M}_\odot \text{pc}^{-2}) = -3.5$. We use only the ‘trunk’ of the dendrogram, as the cloud sub-structure is not well-resolved at our native resolution. This captures all of the dense CO-dominated gas shielded from the UV radiation field within the DESPOTIC model.\(^4\) The Voronoi gas cells associated with each

\(^3\) We note that $\Sigma_{\text{H}_2}$ is not the true molecular hydrogen column density in CO-dominated gas cells, but specifically the molecular hydrogen column density that would be inferred by an observer who assumed a fixed CO-to-H$_2$ conversion factor of $\alpha_{^{12}\text{CO}} = 4.3 \text{ M}_\odot (\text{K km s}^{-1} \text{pc}^{-2})^{-1}$.

\(^4\) We use this lenient threshold because it corresponds to a natural break in the H$_2$ surface density distribution produced by our chemical post-processing: on one side are the cells that contain at least some shielded, CO-dominated gas, and on the other side lie the cells for which the H$_2$ and CO exist as uniformly-mixed, unshielded, very low-abundance components. This is an alternative to taking an arbitrary higher-density cut-off, as discussed in Jeffreson et al. (2020). However, the choice matters very little, because most of the CO and H$_2$ reside in cells at much higher density. Increasing the
cloud are then obtained by applying the ASTRODENDRO pixel mask for each cloud to the positions of the gas cell centroids with temperatures $T < 10^4$ K. In contrast to Jefferson et al. (2020), at this stage of the analysis we do not impose any requirement on the number of pixels or on the number of Voronoi cells spanned by each cloud. That is, we allow clouds with a diameter of just one pixel, containing one Voronoi cell. This ensures consistency of the cloud identification procedure across maps of varying spatial resolution, which is necessary to compute the scaling relations presented in Sections 4 and 5 without introducing a spurious bias at the highest resolutions (affecting the smallest scales). However, it produces a population of unphysical artefacts of low mass $M$ and low velocity dispersion $\sigma$, which do not adhere to the observational properties of real molecular clouds, as shown on the left-hand side of the vertical dashed lines in Figure 3. Following the construction of the cloud evolution network, we ‘prune’ these artefacts away, according to the physical requirement that our identified clouds reproduce the observed distributions of $M$ and $\sigma$, as described in Section 3.3.

3.2 Tracking clouds over time

Once we have identified the molecular clouds at every simulation time-step, we track their evolution as a function of time. To identify similar clouds in consecutive snapshots at times $t = t_1$ and $t = t_2 = t_1 + \Delta t$, where $\Delta t = 1$ Myr for our maps, we take the sets of gas cells comprising the clouds identified at $t = t_1$ and calculate their projected positions at $t_2$, according to

$$x_2 = x_1 + v_x \Delta t$$
$$y_2 = y_1 + v_y \Delta t.$$  

(8)

We then use ASTRODENDRO to compute the two-dimensional pixel masks for the closed contours around the time-projected gas cell positions, following the original cloud identification procedure. If any pixel in a time-projected mask overlaps with a pixel in one of the cloud masks at time $t = t_2$, then the clouds are considered indistinguishable at the spatial resolution $\epsilon$ and temporal resolution $\Delta t = 1$ Myr used for cloud identification. The clouds at $t = t_1$ are assigned as the parents of the clouds at $t = t_2$. Via this procedure, each cloud can spawn multiple children (cloud splits) or have multiple parents (cloud mergers). We connect and store the parents and children of every cloud using the NETWORKXX package for python (Hagberg et al. 2008), producing a first version of the cloud evolution network, ready for the pruning procedure described in the following section.

3.3 Pruning the cloud evolution network

To obtain the final version of each cloud evolution network, we prune away any nodes that do not correspond to physically reasonable molecular clouds. These artefacts are produced by regions of faint background CO emission modelled in DESPOTIC, which appear as over-densities in the molecular hydrogen surface density and so are picked up by the cloud identification procedure described in Section 3.1, but which contain very little CO-luminous mass.

Figure 3 demonstrates the bi-modality of the resulting cloud mass and velocity dispersion distributions, which provides a natural choice for the pruning requirement. The observable range of masses $M \gtrsim 10^4$ $M_\odot$ and velocity dispersions $0.5 \lesssim \sigma \lesssim 100$ $\mathrm{km\,s}^{-1}$ extends smoothlyootnote{We note that the pruning threshold for the velocity dispersion includes a small portion of the low-$\sigma$ mode for resolutions $\epsilon \gtrsim 18$ pc, however this accounts for $< 0.1$ per cent of the identified molecular clouds and is therefore expected to have a negligible effect on our results.} down to $M \sim 0.2$ $M_\odot$ and $\sigma \sim 0.03$ $\mathrm{km\,s}^{-1}$. Pruning at these cut-offs removes the unphysical artefacts, leaving the spectra presented in Figure 4 for the cloud mass (left-hand panel), cloud diameter (central panel), and Voronoi cell number $N_{\text{cell}}$ (right-hand panel). In the pruned sample, 99 per cent of clouds across all

\[\text{Figure 4. Distributions of masses } M \text{ (left-hand panel), scales } \ell \text{ (central panel) and the number of Voronoi cells within each simulated cloud } N_{\text{cell}} \text{ (right-hand panel) in the FLAT cloud evolution network, after the removal of low-mass, low-velocity dispersion artefacts (see Section 3.3). In the left-hand panel, the solid black line gives the power-law fit to the mass spectrum, with } \beta = 1.90 \pm 0.08, \text{ where } dN/dM \propto M^{-\beta}. \text{ We see that after pruning, 99.3 per cent of clouds across all spatial resolutions are resolved by 10 or more Voronoi cells, and have masses that are consistent with the observed distribution, to within the limitations of observational resolution. We also note that the typical cloud size varies systematically with the spatial resolution.}\]
spatial resolutions, and 74 per cent at the native resolution, are resolved by 10 or more Voronoi cells (note that the cloud mass presented in Figures 3 and 4 is the CO-luminous gas mass, not the Voronoi cell mass; the latter has a median value of 900 M⊙ and a minimum value of ~60 M⊙ in our simulations). The mass spectrum (left-hand panel) is consistent with empirical data over the observationally-constrained mass range, with \( \beta = 1.90 \pm 0.08 \) for the power-law distribution of cloud number with mass, \( dN/dM \propto M^{-\beta} \). Values of \( \beta \in [1.6, 1.8] \) are measured consistently in the Milky Way and across other nearby galaxies (Solomon et al. 1987; Williams & McKee 1997; Kramer et al. 1998; Heyer et al. 2001; Rosolowsky et al. 2003; Roman-Duval et al. 2010; Freeman et al. 2017; Miville-Deschênes et al. 2017; Colombo et al. 2019). Similarly, the upper truncation mass falls at around \( M = 10^7 M_\odot \) at all resolutions, consistent with the observed range of \( \sim 3 \times 10^6 M_\odot \) in The Milky Way (Colombo et al. 2019), M33 (Rosolowsky et al. 2003), M83 (Freeman et al. 2017), and across five other nearby galaxies (Hughes et al. 2016).

For spatial resolutions of \( \epsilon < 396 \) pc, our pruning requirements allow a significantly smaller value of the lower truncation mass than can be resolved by observations, but given that the slope of the mass spectrum is smooth all the way down to \( M = 1 M_\odot \), we consider these lower-mass clouds to be physical. The final point to note is that the characteristic scale \( \ell \) of the identified clouds varies with spatial resolution. As such, clouds at different spatial resolutions correspond to coherent regions of molecular gas at different hierarchical levels within the interstellar medium. Analysis of cloud properties as a function of spatial scale will be a key feature of the following analysis, allowing for the characterisation of hierarchical structure via ‘scaling relations’, and removing the requirement of an arbitrary spatial scale for cloud identification.

A 100-Myr section of the final cloud evolution network for the FLAT simulation at the native resolution of \( \epsilon = 6 \) pc is shown in Figure 5 for galactocentric radii between 7.75 and 8.25 kpc (close to the solar radius for a Milky Way-like galaxy). Only clouds that remain inside this annulus for their entire lifetimes are considered. The arrow of time points from the top to the bottom of the network. Each node represents a molecular cloud identified at a single simulation time, as described in Section 3.1. The nodes are separated by a time interval of \( \Delta t = 1 \) Myr, which defines the temporal resolution of the network.
Figure 5. Section of the giant molecular cloud evolution network for the FLAT simulation, spanning the range of simulation times $t \in [600, 700]$ Myr and the range of galactocentric radii $R \in [7.75, 8.25]$ kpc (approximately at the solar radius for a Milky Way-like galaxy). The black arrow in the bottom right-hand corner indicates the arrow of time, and each pair of nodes is separated by a time-step of 1 Myr. The network has been constructed according to the procedures described in Section 3. The sizes of the nodes scale as the logarithm of cloud mass, and the colours of the nodes follow the evolution of the most massive cloud involved in each split and merger.
4 THE CLOUD MERGER RATE

The fractal, self-similar structure of the interstellar medium has been observed in maps probing a large dynamical range in spatial scale and gas density, and spanning a wide variety of different galactic environments (Scalo 1985; Bally et al. 1987; Scalo 1990; Lee et al. 1990; Falgarone et al. 1991; Bally et al. 1991; Elmegreen & Falgarone 1996; Falgarone et al. 2009). This spatial distribution of gas is shown to be reproducible via compressible supersonic turbulence in numerical simulations (e.g. Vázquez-Semadeni 1994; Passot & Vázquez-Semadeni 1998; Stone et al. 1998; Ostriker et al. 2001; Federrath et al. 2009, 2010). In this section, we show that the turbulent self-similarity of the interstellar medium also has important consequences for the time-evolution of the giant molecular clouds in our simulations, setting the rate of cloud mergers over scales from 10 pc to 1 kpc.

4.1 Scaling relation of the cloud merger rate

In Figure 6 we show the number of cloud mergers $\Gamma_{\text{merge}}$ per unit time in each of our simulations as a function of the median cloud spatial separation $\lambda$. Each data point is calculated for the entire cloud evolution network at a given resolution, spanning the whole galactic disc across the range of simulation times from 600 Myr to 1 Gyr. The solid black line gives the power-law fit to the combined data and the dashed black line gives the best-fit prediction of the collision rate in terms of the crossing time between cloud centroids (see Section 4.1 and Equation 11).

![Figure 6. Rate of cloud mergers $\Gamma_{\text{merge}}$ (solid lines) as a function of the median cloud separation length $\lambda$ for each simulation. Each data-point is calculated for the entire cloud evolution network at a given resolution, spanning the whole galactic disc across the range of simulation times from 600 Myr to 1 Gyr.](image)

$\Gamma_{\text{merge}} \propto \lambda^{-0.4}$

where $\lambda_{100}$ is the distance to the furthest nearest neighbour. The number of mergers per unit time is defined as

$$\Gamma_{\text{merge}} = \frac{\sum_{t=0}^{\infty} \theta N_{\text{merge},\theta}}{N_{\text{nodes}} \Delta t},$$

where $N_{\text{merge},\theta}$ is the total number of merge-nodes in the network involving $\theta$ clouds, $N_{\text{nodes}}$ is the total number of nodes in the network, and $\Delta t = 1$ Myr is the temporal separation between nodes. We find that $\theta = 2$ in 80 per cent of cases at the native resolution, with a maximum value of $\theta = 8$. The best-fit power-law to the scaling relation is given by the bold black line, with a form of $\Gamma_{\text{merge}} \propto \lambda^{-0.4}$. At $\lambda \sim 20$ pc, clouds enter mergers around once in every 10 Myr; at large $\lambda \sim 500$ pc, the rate drops to once in

![Figure 7. Top: Cloud perimeter as a function of cloud area for the combined molecular cloud population across all three simulated disc galaxies, at the native map resolution of $\epsilon = 6$ pc. The black dashed line gives the best-fit power-law to the sample, which yields a fractal dimension of $D = 1.54$. Bottom: Cloud size $\ell$ as a function of the cloud separation length $\lambda$. The grey-shaded histogram corresponds to the combined molecular cloud population across all three simulated disc galaxies and across all map resolutions $\epsilon$, sampled at 50-Myr intervals across the time-span of each cloud evolution network, between simulation times of 600 and 1000 Myr. It is displayed on a logarithmic scale with a lower bound of 500 clouds per pixel. The black dashed line shows the best-fit power-law to the combined data. The lower extension panel shows the number of clouds at each separation length that are accounted for by the maps at each spatial resolution, from $\epsilon = 6$ pc up to $\epsilon = 396$ pc.](image)
every 30 Myr. We can understand the scaling relation of the cloud merger rate by considering the size $\ell$ of a cloud as its ‘collision cross-section’, onto which other clouds impinge. This gives a two-dimensional version of the familiar kinetic collision rate

$$\Gamma_{\text{merge}} = F\sigma_{\lambda,2D}\lambda^{-2}\ell,$$  

(11)

where $\sigma_{\lambda,2D}$ is the two-dimensional velocity dispersion of the cloud centroids within the galactic mid-plane, and $F$ is a geometric factor accounting for the elongation and orientation of the clouds. In a self-similar interstellar medium the cloud size scales with separation as $\ell \propto \lambda$, so that the merger time-scale is proportional to the crossing time between clouds,

$$\Gamma_{\text{merge}} \propto \frac{\sigma_{\lambda,2D}}{\lambda}.$$  

(12)

The dashed black line in Figure 6 gives the merger rate predicted by Equation (11) when we substitute the following power-law fits to our simulated cloud population:

$$\ell/pc = 0.12^{+0.06}_{-0.04}(\lambda/pc)^{1.1 \pm 0.1},$$  

(13)

$\sigma_{\lambda,2D}/\text{km s}^{-1} = 0.71^{+0.17}_{-0.13}(\lambda/pc)^{0.48 \pm 0.05},$

along with the best-fit geometric factor $F \sim 3$. That is, the cloud merger rate is well-described by the frequency of interactions between molecular clouds in a spatially self-similar interstellar medium ($\ell \propto \lambda$), with random centroid velocities induced by supersonic, compressible turbulence ($\sigma_{\lambda,2D} \propto \lambda^{0.5}$). In the following sub-sections, we describe in more detail each of the scaling relations in Equation (13), and evaluate the influence of cloud mergers on the physical properties of the interacting clouds.

4.1.1 Cloud size vs. cloud separation

In the lower panel of Figure 7, we show that the relationship of cloud size to cloud spatial separation for our simulations is $\ell \propto \lambda^{1.1}$, not quite the proportionality of $\ell \propto \lambda$ expected in the case of perfect self-similarity. This could be due to our method of calculating the cloud size $\ell$, for which we have used the pixel-by-pixel area of the cloud’s footprint on the galactic mid-plane as $\ell = \sqrt{A}$. We show in the top panel of Figure 7 that this assumption of approximately-circular clouds with smooth perimeters is not correct: the fractal dimension of the clouds, computed at our native resolution of 6 pc, is $D = 1.54$, such that the cloud perimeters $P$ scale with their areas as

$$P \propto A^{D/2}; \ D = 1.54.$$  

(14)

This is significantly more complex than the circular case of $D = 1$, so the difference relative to the self-similar scaling relation may be due to an over-estimate of the cloud area that worsens at lower spatial resolutions, as the number of pixels characterising each cloud becomes smaller. The deviation of our ISM from perfect self-similarity could also be due to the preferred observable scales imposed by the CO chemistry in our simulations, at low gas densities.

4.1.2 Cloud centroid velocity dispersion vs. cloud separation

In the lower panel of Figure 8, we show the second scaling relation required to compute $\Gamma_{\text{merge}}$ via the cloud collision cross-section of Equation (11): the relation of the two-dimensional cloud centroid velocity dispersion $\sigma_{\lambda,2D}$ to the cloud separation length $\lambda$. The value of $\sigma_{\lambda,2D}$ for each cloud is measured across the same 100 nearest neighbours used to calculate $\lambda$, such that

$$\sigma_{\lambda,2D} = \sqrt{\langle|v_x - \langle v_x \rangle_{100}|^2 + |v_y - \langle v_y \rangle_{100}|^2\rangle_{100}},$$  

(15)
Figure 9. Comparison of the physical properties of segments of cloud evolution for clouds in the FLAT simulation at the native resolution of $\epsilon = 6$ pc that (i) have just undergone a merger (‘interacting, mergers’, black lines), (ii) undergo a merger or a split at some point in their lives (‘interacting’, purple lines), or (iii) never undergo a merger or split (‘non-interacting’, orange lines). A random sample of time-directed evolutionary segments is taken from the cloud evolution network in each case, according to the procedure described in Section 4.2. We see that the physical differences between clouds in each case are very small or negligible.

where $\langle \ldots \rangle_{100}$ denotes an average over all 100 neighbours, and $\{v_x, v_y\}$ are the x- and y-components of their centroid velocities. We retrieve the same scaling relation as is observed for the three-dimensional internal cloud velocity dispersion $\sigma_{3D}$ with the cloud size, which is shown for our simulations in the upper panel. That is,

$$\sigma_{\lambda,2D} \propto \lambda^{0.5},$$

$$\sigma_{3D} \propto \rho^{0.5},$$

with a vertical offset of $\sim 0.05$ dex that may be explained by the anisotropy of the velocity field on scales close to the gas disc scale-height. In the above, the three-dimensional internal velocity dispersion of each cloud is defined as

$$\sigma_{3D} = \sqrt{\langle \langle v_i - \langle v_i \rangle_{i,H_2} \rangle^2 \rangle_{i,H_2}},$$

where $\{v_i\}$ are the velocities of the gas cells within each cloud, and $\langle \ldots \rangle_{i,H_2}$ denotes the molecular gas mass-weighted average over these cells. Both scalings are consistent with the self-similar distribution of velocity dispersions induced by compressible, supersonic turbulence (e.g. Padoan 1995; Kritsuk et al. 2007; McKee & Ostriker 2007; Federrath & Klessen 2013), as observed in nearby Galactic molecular clouds (e.g. Ossenkopf & Mac Low 2002; Heyer & Brunt 2004; Roman-Duval et al. 2011).

Given the self-similar structure of the turbulent interstellar medium, at first glance it is not too surprising that the motions of the molecular cloud centroids obey the same scaling relation as their internal velocity dispersions. After all, the centroids of distinct clouds at high resolution are simply the turbulent sub-structure of a larger cloud at low resolution. What is surprising, however, is that the form of the power-law continues above the thin-disc scale-height, which is $h_g \sim 100$ pc in our simulations (Jeffreson et al. 2020), and which places an upper limit on the vertical extent of the clouds. This implies that turbulent fragmentation on scales $\geq 1$ kpc in the galactic mid-plane proceeds independently of fragmentation perpendicular to the galactic mid-plane, consistent with the idea that the fractal spatial structure of the interstellar medium extends up to the scales of galactic spiral arms (Elmegreen 2000; Elmegreen et al. 2003a,b).

### 4.2 The physical impact of cloud mergers

The impact of cloud mergers on the turbulent and star-forming properties of the interacting clouds is a direct indicator of their role in setting the cloud lifecycle and the galactic star formation rate. We would like to determine whether mergers significantly alter the demographics of the cloud population, or whether the clouds are simply ‘nudging’ each other (see Dobbs et al. 2015).

To determine the role of mergers in setting the distribution of cloud physical properties, we compare three samples of evolutionary segments from the FLAT cloud evolution network at our native resolution of $\epsilon = 6$ pc, corresponding to the three lines in each panel of Figure 9. The samples are defined as follows:

(i) Black line: Segments that begin at a merger and end at the next merger/split, sampled at random from the population of mergers.

(ii) Purple line: Segments sampled at random from components of the network that contain mergers/splits (right-hand schematic in Figure 9).

(iii) Orange line: Segments sampled at random from components of the network that contain no interactions at all (left-hand schematic in Figure 9).

The lengths of the segments of type (i) determine the lengths sampled for types (ii) and (iii), so that the distribution of segment lengths is identical in all cases. By comparing the physical properties of the three samples, we can answer the following questions:

- (i) vs. (ii): Do mergers affect the physical properties and evolutionary sequences of the merging clouds?
- (ii) vs. (iii): Are the physical properties of interacting clouds different from those of non-interacting clouds?

Comparison of the black (i) and purple (ii) lines in Figure 9 demonstrates that cloud mergers cause only a very small change to the physical properties of the clouds in our sample. The distributions of the star formation rate $\Sigma_{SFR}$ per unit area of the galactic mid-plane, the surface density $\Sigma$, the turbulent pressure $P_{turb}$, and the virial parameter $\alpha_{vir}$ are close to identical. The median cloud mass $M$ is slightly elevated for clouds that have recently undergone mergers, which is expected given that the merged cloud is a combination of multiple parents. The median cloud velocity dispersion $\sigma$ is also
Figure 10. Top: Cumulative distribution of trajectory lifetimes $t_{\text{life}}$ in ten different bins of cloud size, where smaller sizes correspond to darker colours. The median values $\ell$ of the cloud size in three bins are given by the legend. The exponential form of each distribution is expected for a population of clouds obeying the rate equation (18). Bottom: Characteristic cloud lifetime $\tau_{\text{life}}$ as a function of the cloud size $\ell$ for each simulated galaxy, obtained from the exponential distributions in the top panel by fitting a function $\exp(-\ell/\tau_{\text{life}})$, according to Equation (21). The average values of the gas disc scale-height $h_g$ and turbulent crossing time $t_{\text{cross}}$ across simulation time, galactocentric radius and galactic azimuthal angle are given by the vertical and horizontal dashed lines, respectively. The corresponding standard deviations are given by the grey-shaded regions. We see that the cloud lifetime obeys a power-law scaling relation $\tau_{\text{life}} \propto \ell^{-0.3}$ (solid black line) below the disc scale-height, and converges to the gas disc crossing time above it. The lower extension panel shows the number of clouds at each separation length that are accounted for by the maps at each spatial resolution, from $\epsilon = 6$ pc up to $\epsilon = 396$ pc.

5 THE MOLECULAR CLOUD LIFETIME

We have shown that the fractal spatial structure of the molecular interstellar medium in our simulations sets a merger rate $\Gamma_{\text{merge}} \propto \lambda^{-0.4}$ for giant molecular clouds of separation length $\lambda$. Although at our numerical resolution, mergers do not have a large impact on the internal turbulent and star-forming properties of the molecular gas, their occurrence is frequent: almost 80 per cent of clouds at scales $\ell \sim 10$ pc and separations $\lambda \sim 100$ pc experience a merger during their lifetime. In the following sub-sections, we describe a method for computing the molecular cloud lifetime that takes into account the frequent mergers and splits within the cloud evolutionary network. We calculate this cloud lifetime as a function of spatial scale, and examine its dependence on the large-scale galactic environment.

5.1 Walking through the cloud evolution network

We require an approach that describes the distribution of temporal lengths for time-directed trajectories through the cloud evolution network, while accounting for cloud interactions via the following two requirements:

(i) Cloud uniqueness: Each edge connecting two nodes (arrows in Figure 5) in the network represents a time-step in the evolution of a single cloud, and so can contribute to just one cloud lifetime. Edges must not be double-counted when calculating cloud lifetimes.

(ii) Cloud number conservation: Each cloud (unique trajectory in Figure 5) can be formed and destroyed only once, so the number of cloud lifetimes retrieved from the entire network must be equal to the number of cloud formation events and cloud destruction events.

In addition, we avoid making arbitrary choices between cloud-evolutionary paths as they pass through mergers and splits. At a merger involving two clouds $A$ and $B$, there are two mutually-exclusive outcomes: (1) $A$ continues to evolve while $B$ is considered to have been destroyed, and (2) $A$ is destroyed and $B$ continues to evolve. The method for satisfying (i) and (ii) while also sampling from the set of all unique time-directed trajectories through the network is the Monte Carlo (MC) walk described in Appendix A. For each MC iteration, a number of walkers $N_f$ are initialised at every formation node in the network, where formation nodes are defined by a net increase in the number of clouds, $N_f > 0$. Each walker...
steps along the edges between nodes, counting the number of time-steps it takes, until it reaches an interaction node (which may also be the formation node itself) with multiple parents or children. A random number from the uniform distribution $U(0, 1)$ is assigned to all such interaction nodes for a given MC iteration, and this random number is used to choose between possible subsequent trajectories for the walker, including the possibility of cloud destruction. Upon destruction of a cloud, the walker is terminated, and returns a lifetime $t_{\text{life}}$ for the trajectory. Via this algorithm, each edge joining pairs of nodes in the cloud evolution network is visited by a walker exactly once in each MC iteration. We perform 70 such iterations to reach convergence of the characteristic molecular cloud lifetime $\tau_{\text{life}}$ for the cloud population of an entire galaxy. This forms the cloud sample analysed in the remainder of this section.

5.2 The characteristic molecular cloud lifetime, $\tau_{\text{life}}$

Our walk through the cloud evolution network yields a distribution of lifetimes $t_{\text{life}}$ for every cloud identified in our simulations, corresponding to the lengths of unique trajectories in Figure 5. The range of possible lifetimes across all scales spans from $t_{\text{life}} = 1$ Myr (the temporal resolution of the network) up to $t_{\text{life}} = 120$ Myr, where the longest-surviving clouds undergo many mergers and splits throughout their lifetimes. The distribution $D(t_{\text{life}} > t)$ of the number of clouds with lifetimes equal to or longer than time $t$ is shown in the top panel of Figure 10, for different cloud scales $\ell$.

Its exponential form is expected for a system in which the characteristic rate of cloud formation $\xi_{\text{form}}$, and the characteristic lifetime $\tau_{\text{life}}$ before cloud destruction, are time-invariant. In this case, the number of clouds $N_{\text{cl}}$ in the population obeys the rate equation

$$\frac{dN_{\text{cl}}}{dt} = -\tau_{\text{life}}^{-1}N_{\text{cl}} + \xi_{\text{form}}, \quad (18)$$

Integrating yields the time-dependence of the population size as

$$N_{\text{cl}}(t) = \tau_{\text{life}}\xi_{\text{form}} + (N_{\text{cl},0} - \xi_{\text{form}}\tau_{\text{life}}) \exp\left[-\frac{t}{\tau_{\text{life}}}\right], \quad (19)$$

where $N_{\text{cl},0}$ is the number of clouds at time $t = 0$. We see that at times $t \gg \tau_{\text{life}}$ we reach a steady state given by

$$N_{\text{cl}}(t \to \infty) \to \tau_{\text{life}}\xi_{\text{form}}. \quad (20)$$

Now, the distribution $D(t_{\text{life}} > t)$ of the total number of clouds in the network with lifetimes $t_{\text{life}} > t$ is equivalent to the distribution of clouds formed at time $t = 0$ that survive up to time $t$ (ignoring clouds formed after $t = 0$). This, in turn, decays exponentially as

$$D(t_{\text{life}} > t) = N_{\text{cl},0} \exp\left[-\frac{t}{\tau_{\text{life}}}\right], \quad (21)$$

explaining the form of the distributions in the upper panel of Figure 10. We therefore extract the characteristic cloud lifetime $\tau_{\text{life}}$ by fitting a linear function to $\ln D(t_{\text{life}} > t) \propto -t/\tau_{\text{life}}$ and calculating the negative inverse of its slope.

5.3 Scaling relation of the characteristic molecular cloud lifetime

In the lower panel of Figure 10, we show the scaling relation of the characteristic molecular cloud lifetime $\tau_{\text{life}}$, which varies across the range $\tau_{\text{life}}/\text{Myr} \in [13, 20]$. It is well-described by the piece-wise function

$$\tau_{\text{life}}/\text{Myr} = \begin{cases} 51(\ell/\text{pc})^{-0.30\pm0.02} & \text{if } \ell < 100 \text{ pc} \\ 13 & \text{if } \ell \gtrsim 100 \text{ pc}. \end{cases} \quad (22)$$

The break in the scaling relation occurs at approximately the gas-disc scale-height in our simulations, $\ell \sim h_g \sim 100$ pc (vertical
black line). Below $h_g$, the cloud lifetime increases monotonically as the cloud size decreases. Above $h_g$, the cloud lifetime holds constant at approximately the gas-disc crossing time in our simulations, $\tau_{life} \sim t_{cross} \sim 13$ Myr (horizontal black line).

In Figure 11, we demonstrate that the break in the scaling relation can be explained by the fact that molecular clouds of sizes larger than or equal to the gas disc scale-height (yellow-green lines) are not significantly self-gravitating. Throughout their lifetimes, they have low median star formation rate surface densities $\Sigma_{\text{SFR}}$ (upper panel) and turbulent pressures $P_{\text{turb}}$ (central panel), as well as high median virial parameters $\alpha_{\text{vir}}$ (lower panel). We have chosen to show a sample of clouds with lifetimes equal to 13 Myr for this example, but the result holds equally-well for any survival time. As such, clouds identified on scales $\ell > h_g \sim 100$ pc are not destroyed by gravitational collapse and stellar feedback, but are simply destroyed on their turbulent crossing times, which are equivalent to the gas disc crossing time, because all such clouds are vertically-confined by the gas-disc scale-height.

By contrast, the blue-purple lines in Figure 11 demonstrate that at scales $\ell < h_g \sim 100$ pc, the identified molecular clouds are more likely to be self-gravitating. They collapse to a state of maximum boundedness and turbulent pressure, accompanied by an increase in the star formation rate surface density. After the star formation rate has reached its maximum value, the clouds experience a subsequent decrease in boundedness and pressure that continues until their deaths, consistent with the injection of turbulent kinetic energy by star formation feedback. The collapse times $\Delta t_{\text{coll}}$ and dispersal times $\Delta t_{\text{disp}}$ are examined explicitly in Figure 12. The upper panel shows the evolution of the median turbulent pressure for clouds surviving for different lengths of time. We see that the longer a cloud survives, the greater the extent of its gravitational collapse to a high turbulent pressure. When stellar feedback sets in, the turbulent pressure drops rapidly as the cloud is unbound and dispersed. In the lower panel, we show that while the dispersal time is approximately-constant across all cloud scales, the collapse time increases as $\Delta t_{\text{coll}} \propto \ell^{-0.6}$ for clouds below the gas-disc scale-height. To explain this, we recall the subtle point that the ‘scale’ assigned to each cloud is in fact the average (median) scale over its lifetime. If a cloud is gravitationally-collapsing (as is the case for clouds with $\ell < h_g \sim 100$ pc), the median size decreases as collapse progresses. Therefore, for an observed population of collapsing clouds, smaller clouds are denser, with shorter instantaneous free-fall times (as shown in Figure 11), but they are more likely to have evolved for a longer period to reach their current state. This means that they are more likely to have longer lifetimes, in accordance with Figure 10.

5.4 Comparison of the cloud lifetime to that measured with the method of Kruijssen et al. (2018)

In the preceding sub-section, we showed that the cloud lifetime obeys a power-law scaling relation below the gas-disc scale-height $h_g$, and argued that this trend is driven by gravitational collapse and the subsequent dispersal of clouds by stellar feedback. In this section, we focus on the lifetimes of clouds identified at scales larger than or equal to $h_g$. These objects are approximately gravitationally-unbound and vertically-confined by the disc scale-height, and so are dispersed on the gas disc crossing time $t_{cross}$. In this section, we show that the position of the break in the scaling-relation ($\sim h_g$) and the lifetimes of clouds above this break ($\sim t_{cross}$) can alternatively be obtained by applying a statistical model for the gas-to-stellar flux ratio on different scales (Kruijssen & Longmore 2014; Kruĳssen et al. 2018) to the simulated molecular gas and SFR column densities from our simulations. This method has so far been applied to a range of direct extragalactic observations (Kruijssen et al. 2019; Chevance et al. 2020b; Kim et al. 2020; Ward et al. 2020; Zabel et al. 2020).

The model of Kruijssen et al. (2018) fits the bias of the gas-to-stellar$^9$ flux ratio away from the galactic average value, within apertures of variable size $l_{ap}$ centred on peaks of gas emission (upper arm in the top panel of Figure 13) or on peaks of young stellar emission (lower arm). The model is parametrised by $l_{ap}$, a mass-weighted mean separation length $\lambda_{K18}$ of ‘independent star-forming

\[ \log (\tilde{P}_{\text{turb}} k^{-1} B /K cm^{-3}) \]

$^9$ The stellar surface density is computed for an age bin of $< 5$ Myr.
regions’, and a set of mass-weighted mean time-scales spent by these regions in the gas-dominated, stellar-dominated and combined gas-stellar phases of star formation. The regions are therefore ‘independent’ in the sense that they evolve independently through the star-forming phases, so that the evolutionary states of neighbouring regions are uncorrelated.

For our simulations, the model of Kruĳssen et al. (2018) is fitted to maps of the gas and stellar column densities, spaced at 50 Myr intervals between simulation times of 600 Myr and 1 Gyr. The value of \( \lambda_{K18} \) is averaged over time for each simulation, and is given by the white-bordered vertical lines in the lower panel of Figure 13. Similarly, the total duration \( \tau_{K18} \) of the gas phase is obtained by summing the time-scales of the gas-dominated and combined gas-stellar phases, then taking the time-average of the result, indicated by the white-bordered horizontal lines in the lower panel of Figure 13.

The maps have pixels of size 30 pc and are convolved to resolutions across the range 50 pc < \( l_{ap} < 4 \) kpc. The highest map resolution is indicated by the thick dashed vertical line in Figure 13.

In the lower panel of Figure 13, we show that the separation length \( \lambda_{K18} \) derived via the method of Kruĳssen et al. (2018) is consistent with the position of the break in the scaling relation of the cloud lifetime, which in turn is consistent with the average gas-disc scale-height \( h_g \sim 112 \pm 50 \) pc (solid black vertical line and grey-shaded region). Similarly, the gas-phase duration \( \tau_{K18} \) is consistent with the value of the cloud lifetime above the break, which in turn is consistent with the average gas-disc crossing time \( t_{cross} \sim 13.1 \pm 0.6 \) Myr (solid black horizontal line and grey-shaded region).

This result can be understood as follows. Gravitationally-unbound regions of vertical extent \( h_g \) are shaken apart by turbulence on the gas disc crossing time \( \tau_{K18} \sim \tau_{life}(\ell \gtrsim h_g) \sim t_{cross} \). Within the galactic mid-plane, communication between such regions therefore breaks down at a scale \( h_g \). That is, ‘independent regions’ in the sense of Kruĳssen et al. (2018) are separated by a length-scale of \( \lambda_{K18} \sim h_g \). This is therefore also the length-scale below which the gas and stellar fluxes de-correlate from the galactic average value, as shown in the top panel of Figure 13. Objects identified at scales \( \ell \gtrsim h_g \) can be interpreted as unresolved collections of such ‘independent regions’.

We note that this result is consistent with panel (c) of Figure 2 in Kruĳssen et al. (2019), which shows close agreement between the separation length \( \lambda_{K18} \) in NGC 300 and the gas-disc scale-height. Similarly, Figure 5 of Chevance et al. (2020b) shows close agreement between the gas phase duration \( \tau_{K18} \) and the gas-disc crossing time (equivalently the cloud crossing time on cloud scales \( h_g \)) for eight out of nine nearby galaxies.

### 5.5 Variation of the cloud lifetime with the galactic environment

Given the universally self-gravitating behaviour of our simulated molecular clouds below the scale-height of the galactic disc, we do not expect that the characteristic molecular cloud lifetime \( \tau_{life} \) will depend on the galactic-dynamical environment at any scale \( \ell \lesssim h_g \sim 100 \) pc. That is, the cloud lifetime varies with the time-scale \( \Delta t_{coll} \) for gravitational contraction and with the time-scale \( \Delta t_{disp} \) for dispersal by means of star formation, which are local quantities that depend on the cloud density and on the physics of stellar feedback, and not on the larger-scale properties of the galaxy. In Figure 14 we verify our suspicion by examining the characteristic cloud lifetime as a function of the galactic-dynamical environment across our three simulated galaxies. Each of the six panels corresponds to the combined population of molecular clouds in the FLAT, SLOPED and CORED simulations, identified at spatial resolutions from \( \epsilon = 198 \) pc (top left panel) to the native resolution of \( \epsilon = 6 \) pc (bottom right panel). The grey boxes display the median cloud scale \( \ell \) within each map. Across all resolutions and scales, no clear colour gradient is visible, indicating that there is no appreciable trend with the galactic-dynamical environment. This result is in agreement with the finding of Jeffreson et al. (2020) that the molecular clouds in these Milky Way-pressured simulations are highly over-dense and over-pressured relative to the galactic mid-plane, such that their turbulent and star-forming properties are decoupled from galactic dynamics, and driven instead by local gravitational effects. As noted in Jeffreson et al. (2020), galactic dynamics might become important in galaxies with higher mid-plane gas pressures, but confirmation of this suspicion would require further explicit investigation. We note that we would expect some small degree of variation of \( \tau_{life} \) with
the galactocentric radius (indicated by the black arrows in the lower left-hand panel) at a scale of 198 pc, due to the variation of the gas-disc scale-height and thus the gas-disc crossing time. Unfortunately there is insufficient data across environments to distinguish such a trend at this low resolution.

6 DISCUSSION

6.1 Comparison to simulations from the literature

The identification of distinct molecular clouds in our simulations allows for a comparison to the distributions of cloud lifetimes derived in similar numerical simulations from the literature (Dobbs & Pringle 2013; Fujimoto et al. 2019; Dobbs et al. 2019; Benincasa et al. 2019). Two major differences in our approach relative to these works, which may significantly influence the comparison of our derived cloud lifetimes, are discussed below. These are (1) our choice of star formation efficiency, and (2) our cloud-tracking procedure.

A major unknown influence on our derived cloud lifetimes is our choice of star formation efficiency: $\epsilon_f = 1$ per cent above our star formation threshold, $n_{\text{H}} > n_{\text{thresh}} = 1000 \text{ cm}^{-3}$. As discussed in Section 2, our value of $\epsilon_f$ is motivated by observations of the average star formation efficiency across the interstellar medium. However, within the densest parts of molecular clouds (and therefore at volume densities $n_{\text{H}} > n_{\text{thresh}}$), a value closer to 10 per cent may be more appropriate (Evans et al. 2009). A full investigation of the $\epsilon_f$-variation in our results is beyond the scope of the current work, however we might naively assume that a higher value would lead to shorter molecular cloud lifetimes, and to a reduction in their environmental-dependence (Dobbs et al. 2011; Semenov et al. 2018, 2019). A range of values of $\epsilon_f$ are used in the literature: $\epsilon_f = 1$ per cent in Fujimoto et al. (2019), 20 per cent in Dobbs et al. (2019) and 100 per cent for locally self-gravitating gas in Benincasa et al. (2019). However, it is impossible to draw concrete conclusions from a comparison of the cloud lifetimes obtained in these works, due to substantial differences in the stellar feedback models used.

Unlike the cloud-tracking procedures used in Dobbs & Pringle (2013); Fujimoto et al. (2019); Dobbs et al. (2019); Benincasa et al. (2019), we pick out molecular clouds in two spatial dimensions (rather than three) and follow these clouds via the Eulerian (rather than Lagrangian) flow of gas mass. As discussed in Section 3.1, our procedure is more closely-comparable to direct observations, which commonly identify clouds in position-position-velocity space (e.g. Sun et al. 2018, 2020). In addition, we have explicitly checked the three-dimensional structure of the clouds in our sample by examining the distribution of the CO-luminous gas (used to compute all physical cloud properties in this work) along the line-of-sight ($z$-axis). We find that our sample contains $< 2$ per cent of clouds across all resolutions ($< 6$ per cent at the highest resolution $\epsilon = 6$ pc) with more than 10 per cent of their CO-luminous gas mass in structures that overlap in the galactic plane, but are separated by more than $\epsilon$ along the $z$-axis (line-of-sight). This indicates that, as well as being closely-comparable to observational cloud-identification techniques, our method is reliable to better than 95 per cent (in cloud mass) at picking out three-dimensional clouds using just the two-dimensional distribution of CO-luminous gas. In the future, it will be interesting to include the gas velocity data in our cloud-identification procedure, to more-closely match direct position-position-velocity observations of molecular gas. In comparison to other simulations in the literature, we find that our range of characteristic lifetimes $13 \text{ Myr} \lesssim \tau_{\text{life}} \lesssim 20 \text{ Myr}$ across the scale range $10 \text{ pc} \lesssim \ell \lesssim 1 \text{ kpc}$ is comparable to the typical span of 4-25 Myr found by Dobbs & Pringle (2013) at a similar numerical resolution. At our largest spatial scales $\ell \gtrsim 100$ pc, our values are still around twice the mean cloud lifetimes measured by Benincasa et al. (2019), however their mass resolution is around ten times lower than ours, and so this effect may be attributed to missing the lower-mass ‘tails’ of cloud formation and destruction that we resolve. Our range of lifetimes is significantly shorter than the mean values of 30-40 Myr computed by Fujimoto et al. (2019), however as studied in detail by these authors, their elongated cloud lifetimes are likely due to inefficient stellar feedback in their simulated discs.

Our discussion of the merger rate for giant molecular clouds is closely-related to work by Dobbs et al. (2015), who have also constructed cloud evolutionary networks in order to characterise cloud interactions as a function of time. In their flocculent disc galaxy simulation, they find a merger rate of one in $\sim 28$ Myr for clouds with diameters of $\ell \sim 100$ pc; comparable to the values we obtain at similar scales. At smaller $\ell$, we obtain cloud merger rates almost three times faster, up to one in every 10-12 Myr. This regime is not examined by Dobbs et al. (2015), who take a stricter threshold for cloud identification, allowing only those structures containing 50 or more gas cells, with masses $M > 1.5 \times 10^3 \text{ M}_\odot$. By contrast, we have allowed clouds all the way down to a few solar masses, containing only five to ten Voronoi cells in some cases. Our lenient cloud identification threshold is chosen to ensure the consistency...
of our cloud-tracking procedure across maps at different spatial resolutions, and it is validated to an extent by the lack of a spurious small-scale turnover in the scaling relations we derive. However, a result of our leniency may be an elevated frequency of ‘mergers’ occurring between clouds of very different masses (i.e. very low-mass clouds with very high-mass clouds). These events might better be considered as accretion events and excluded from the merger sample. In this work we have remained as agnostic as possible towards definitions of mergers and splits via their mass ratios, but in future work this could easily be incorporated into the MC random walk described in Section 5.1 by means of a non-uniform MC sampling criterion.

A particular point of agreement between our work and that of Dobbs et al. (2015) is that cloud interactions, though frequent, have little appreciable effect on the internal turbulent or star-forming properties of the interacting clouds. Although it is tempting to conclude that cloud interactions have no effect on the galactic star formation rate, we must be careful to state the caveat that neither our simulations (at mass resolution \( \sim 900 M_\odot \)), nor those of Dobbs et al. 2015 (at mass resolution \( \sim 300 M_\odot \)), explicitly resolve star formation, instead relying on a parametrisation of the empirical star formation relation (Kennicutt 1998, see our Equation 2). This means that the star formation resulting from slow gravitational collapse will be well-characterised in our simulations, but gas that is bumped into the high-density regime at shorter time-scales, as in shocks, may not be properly modelled. Simulations of discrete colliding clouds at high spatial resolution do indeed find an elevation of the star formation efficiency owing to the formation of filamentary structures and sheets on sub-cloud scales (Takahira et al. 2014; Balfour et al. 2015, 2017; Wu et al. 2017; Tanvir & Dale 2020). Similarly, previous simulations have investigated colliding flows driven by magnetohydrodynamic turbulence (e.g. Passot et al. 1995; Padoan 1995; Ballesteros-Paredes et al. 1999a,b; Hennebelle & Pérault 2000; Li & Nakamura 2002; Clark et al. 2005; Heitsch et al. 2005, 2006; Zamora-Avilés & Vázquez-Semadeni 2014) or due to expanding bubbles driven by stellar feedback (e.g. Rosen & Bregman 1995; Korpi et al. 1999; Slyz et al. 2005; Mac Low et al. 2005; Kim & Ostriker 2015a,b), which in theory should operate and trigger star formation on all levels of the interstellar medium hierarchy examined in this work (Sasao 1973; Elmegreen 1991, 1993; Elmegreen &Falgarone 1996; Elmegreen 2007). Such simulations find continuous velocity fields that cut across the boundaries of discrete, identified clouds, indicating the presence of converging flows at their edges. At our resolutions, no such triggered star formation is observed, but we cannot rule out its presence at higher resolutions. Ultimately, both a large statistical sample of clouds like the one presented here, plus sufficient numerical resolution to resolve shocks at the interfaces of converging flows and cloud interactions, is required to rule out such effects. This could possibly be achieved using zoom-in simulations of cloud samples from a larger isolated galaxy simulation.

Finally, we have found in this work that self-gravitating clouds (those below the gas-disc scale-height) collapse to a maximum density of star formation, and then are dispersed (likely by stellar feedback from massive stars). This finding is consistent with the work of Semenov et al. (2017, 2018) who show that the long deploration times in galaxies are due to the cycling of gas between the dense, cold and supersonic star-forming phase (corresponding to the clouds smaller than the gas-disc scale-height in our simulations) and the diffuse, warm, sub-sonic phase (dominating the masses and volumes of the clouds we identify above the gas-disc scale-height). These authors follow parcels of gas through cycles of collapse, star formation and dispersal, demonstrating that only a small fraction of molecular gas is converted to stars during each cycle. We have therefore shown that in order to characterise the time-scales on which these cycles of collapse and dispersal occur at the highest-density levels of the hierarchical interstellar medium, observations must resolve scales significantly below the scale-height of the galactic gas disc.

6.2 Comparison to observations from the literature

Our findings are compatible with the age-spreads of Cepheid variables and stellar clusters observed by Elmegreen & Efremov (1996); Efremov & Elmegreen (1998); Elmegreen (2000). These observations demonstrate that star formation occurs on 1-2 crossing times across two orders of magnitude in spatial scale, from 10 pc up to \( \sim 1 \) kpc. Although our cloud lifetimes decrease with increasing spatial scale below the gas disc scale-height, while the crossing time increases, the density of star formation peaks at the time of maximum collapse (and therefore at the smallest cloud size). This means that at the smallest scales, regions of star formation are most likely to be temporally-separated by the instantaneous free-fall time, and not by the preceding period of cloud evolution. Therefore, in both regimes (larger than and smaller than the gas disc scale-height), we find that star formation occurs within approximately 1-2 cloud crossing times (driven by the turbulent crossing time, and by the free-fall time, respectively).

We may also compare our numerically-derived cloud lifetimes to observed values from nearby galaxies. The lack of temporal information in direct observations means that these values have been determined either by (1) measuring the velocities and separations of clouds that are assumed to form part of an evolutionary sequence (Scoville & Hersh 1979; Solomon et al. 1979; Engargiola et al. 2003; Meidt et al. 2015), or (2) using the numbers of clouds in different evolutionary phases as a proxy for the time intervals spent in these phases (Blitz et al. 2007; Kawamura et al. 2009; Murray 2011; Corbelli et al. 2017). In Milky Way-mass galaxies, these studies generally yield cloud lifetimes in the range 10-30 Myr, in agreement with our simulated values. In addition, we have discussed in Section 5.4 that the cloud lifetimes we obtain at and above the gas disc scale-height are consistent with the gas disc crossing time for our simulated galaxies, in agreement with the cloud lifetimes derived on similar scales from observations of nearby galaxies (Kruijssen et al. 2019; Chevance et al. 2020b).

7 CONCLUSIONS

In this work, we have examined the time-evolution of giant molecular clouds across Milky Way-like environments, using a set of three isolated galaxy simulations in the moving-mesh code AREPO. The galaxies are designed to probe a wide range of galactic-dynamical environments, spanning an order of magnitude in the Toomre \( Q \) gravitational stability parameter, the galactic orbital angular velocity \( \Omega \), and the mid-plane hydrostatic pressure (Jeffreson et al. 2020), as well as the full range of galactic shear parameters \( \beta \) from the case of solid-body rotation (\( \beta = 1 \)) up to the case of a flat rotation curve (\( \beta = 0 \)). We have found that:

(i) The cloud evolutionary network of each galaxy is highly-substructured in space and in time. Around 80 per cent of clouds at spatial scales of \( \ell = 10-20 \) pc interact with other clouds during their lifetimes, with a merger rate of \( \Gamma_{\text{merge}} \sim 0.1 \text{ Myr}^{-1} \). The rate drops to one in thirty at cloud scales of \( \ell \sim 400 \) pc.

(ii) The merger rate is well-described by the crossing time in
a supersonically-turbulent, fractally-structured interstellar medium, with a fractal index of $D \sim 1.54$. This relationship depends on the two-dimensional velocity dispersion $\sigma_{\lambda,2D}$ of molecular cloud centroids within the galactic mid-plane, which is found to obey the same scaling relation with cloud separation $\lambda$ as obeyed by the three-dimensional internal cloud velocity dispersion $\sigma_{3D}$ with cloud scale $\ell$ (Larson 1981; Heyer et al. 2009). This correspondence extends up to scales ten times larger than the gas disc scale-height. That is, supersonic turbulence sets the two-dimensional structure in the molecular gas of our galaxies over a scale range of $10$ pc $\lesssim \lambda \lesssim 1$ kpc, in agreement with Elmegreen (2000); Elmegreen et al. (2003a,b).

(iii) Despite the frequency of cloud mergers, they do not appear to significantly alter the physical properties of the molecular clouds in our simulations. As clouds pass through mergers, their star-forming and turbulent properties continue to evolve as they did before the merger.

(iv) However, clouds that undergo mergers or splits during their lifetimes display small systematic differences in their physical properties, relative to those that evolve in complete isolation. A study of the demographics of these two cloud populations is a topic for future work.

(v) The distribution of molecular cloud lifetimes in each galaxy takes an exponential form with values between 1 and $120$ Myr, indicating that the cloud population $N_{\text{cl}}$ is well-described by a rate equation of the form

$$\frac{dN_{\text{cl}}}{dt} = \tau_{\text{life}}^{-1} N_{\text{cl}} + \xi_{\text{form}},$$

where $\xi_{\text{form}}$ is the rate of cloud formation and $\tau_{\text{life}}$ is the characteristic cloud lifetime for the population (the characteristic scale of cloud destruction).

(vi) We find that $\tau_{\text{life}}$ obeys a scaling relation of the form $\tau_{\text{life}} \propto \lambda^{-0.3}$ across all three galaxies below the gas disc scale-height, driven by the competition between gravitational contraction and stellar feedback. Above the scale-height, the characteristic lifetime is constant and set by the crossing time of the galactic disc ($\sim 13$ Myr), in agreement with observations (Kruĳssen et al. 2019; Chevance et al. 2020b). The range of characteristic lifetimes across spatial scales is $13$ Myr $\lesssim \tau_{\text{life}} \lesssim 20$ Myr.

(vii) Below the gas-disc scale-height, the simulated populations of molecular clouds are self-gravitating and their lifetimes are consequently independent of the galactic-dynamical environment.
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Algorithm 1 A single Monte Carlo iteration of the algorithm used to extract the cloud lifetime \( \tau_{\text{life}} \) from the cloud evolution network. A worded description of the algorithm is given in the text.

1: \( \mathcal{F} = \{ f_i \} \) \( \leftarrow \) set of unique formation nodes.
2: \( \Delta t \) \( \leftarrow \) time interval between consecutive nodes.
3: \( \mathcal{R} = \{ r_j \} \subseteq U(0, 1) \) \( \leftarrow \) set of random numbers for all nodes.
4: \( \mathcal{I} = \{ I_i = 0 \} \) \( \leftarrow \) no. of times that each node has been accessed.
5: for \( f \) in \( \mathcal{F} \) do
6: \( N_f = \theta_{\text{child}}(f) = \theta_{\text{par}}(f) \)
7: for \( j = 0 \) to \( N_f \) do
8: \( \tau_{\text{life}} = \text{NEXTSTEP}(f, 0) \)
9: function NEXTSTEP \( (n, \tau_{\text{life}}) \)
10: \( C_n \) \( \leftarrow \) children of node \( n \); \( \theta_{\text{child}}(n) \equiv |C_n| \).
11: \( P_n \) \( \leftarrow \) parents of node \( n \); \( \theta_{\text{par}}(n) \equiv |P_n| \).
12: \( N_{\text{outcomes}} \) \( \leftarrow \) total no. of MC outcomes at \( n \).
13: \( N_{\text{outcomes}} = \max \{ \theta_{\text{par}}(n), \theta_{\text{child}}(n) \} \).
14: \( N_{\text{term}} \) \( \leftarrow \) no. of outcomes that result in path termination at \( n \).
15: \( N_{\text{term}} = \max \{ 0, \theta_{\text{par}}(n) - \theta_{\text{child}}(n) \} \).
16: \( k = 0 \).
17: while \( r_n > k / N_{\text{outcomes}} \) do
18: \( k = k + 1 \).
19: \( k \equiv (k + I_n) \mod N_{\text{outcomes}} \).
20: \( I_n = I_n + 1 \).
21: if \( k < N_{\text{term}} \) then
22: \( \text{return } \tau_{\text{life}} \)
23: else
24: \( \tau_{\text{life}} = \tau_{\text{life}} + \Delta t \).
25: \( \text{return NEXTSTEP}(C_n[k - N_{\text{term}}], \tau_{\text{life}}) \)

APPENDIX A: CALCULATION OF CLOUD LIFETIMES

As described in Section 5, we extract the cloud lifetime \( \tau_{\text{life}} \) from the cloud evolution network according to a Monte Carlo (MC) algorithm that samples from the set of all unique time-directed trajectories through the network. The pseudocode for a single MC iteration is presented in Algorithm 1. During an iteration, a trajectory is sourced at the site of every cloud formation node in the network (see Figure A1), and subsequently iterates the cloud lifetime by increments of \( \Delta t = 1 \) Myr as it steps along edges from parent nodes to their children. At nodes with multiple parents or children \( (\theta_{\text{par}} > 1 \text{ or } \theta_{\text{child}} > 1, \text{ respectively}) \), we apply an unbiased MC assignment for the path taken by choosing a random number from the uniform distribution \( U(0, 1) \).

Figure A3 illustrates the MC assignment for different types of nodes, where formation nodes are coloured blue and destruction nodes are coloured orange. The arrow labels indicate the probability of each outcome. At cloud formation nodes \( (c)-(h) \), all possible MC outcomes correspond to paths for continued cloud evolution, while at cloud destruction nodes \( (a)-(d) \), a fraction of the possible MC outcomes \( (\theta_{\text{par}} - \theta_{\text{child}})/\theta_{\text{par}} \) corresponds to termination of the trajectory. It is also possible to have multiple MC outcomes at nodes such as \( (j) \), for which there is no net change in the number of clouds, \( \theta_{\text{child}} = \theta_{\text{par}} \). By performing 70 MC iterations, we obtain a converged distribution of cloud lifetimes that accounts for all interactions in the cloud evolution network. The procedure satisfies the requirements for cloud number conservation and cloud uniqueness, which are defined for the network as follows:

i) Cloud uniqueness: Each edge connecting two nodes in the network represents a time-step in the evolution of a single cloud, and so can contribute to just one cloud lifetime. Edges must not be double-counted when calculating cloud lifetimes.

ii) Cloud number conservation: Each cloud can be formed and destroyed only once, so the number of cloud lifetimes retrieved from the entire network must be equal to the number of cloud formation events and cloud destruction events.

In the following, we give a detailed worded description of Algorithm 1.

- Lines 1-2: Define variables for the entire cloud evolution network, for all MC iterations. A cloud formation node \( f_i \) in \( \mathcal{F} = \{ f_i \} \) is any node that generates a net increase in the number of clouds, \( \theta_{\text{child}} > \theta_{\text{par}} \). The time interval \( \Delta t = 1 \) Myr is the time between simulation snapshots, and so between consecutive nodes joined by edges in the network.

- Lines 3-4: Define the variables for a single MC iteration. At the beginning of each iteration, we generate a set random number \( r_n \in \mathcal{R} = \{ r_j \} \) for every node \( n \) in the network. At nodes with multiple MC outcomes \((\theta_{\text{child}} > 1 \text{ or } \theta_{\text{par}} > 1)\), this number is used to choose between outcomes. We also keep track of the number of times \( I_n \in \mathcal{I} = \{ I_i \} \) that node \( n \) has been accessed, so that each outcome is accessed exactly once. In this sense, the random number \( r_n \) sets the first outcome to be accessed.

- Lines 5-8: Loop over the unique cloud formation nodes \( f_i \in \mathcal{F} \). Each formation node \( f_i \) sources \( N_f \) separate paths, where \( N_f \) is the net increase in cloud number generated at \( f \). For each separate path initiation, the cloud lifetime is calculated via the recursive function NEXTSTEP (lines 7-8). In the first call to the function NEXTSTEP \( (f, 0) \), the cloud lifetime is initialised to zero.

- Line 9: Define the function NEXTSTEP, taking a node \( n \) and a cloud lifetime \( \tau_{\text{life}} \) as inputs.

- Lines 10-11: Define the local variables for node \( n \). The set of children of \( n \) is given by \( C_n \) and the set of parents is given by \( P_n \). As such, the numbers of children/parents at node \( n \) are given by the sizes of the sets.

- Line 13: Calculate the number of MC outcomes at node \( n \). This is equal to the number of child nodes (outgoing paths) if \( n \) is a formation node \((\theta_{\text{child}}(n) > \theta_{\text{par}}(n)) \) equal to the number of parent nodes (incoming paths) if \( n \) is a destruction node \((\theta_{\text{par}}(n) < \theta_{\text{par}}(n)) \), and equal to ei-

At nodes with \( \theta_{\text{child}} = \theta_{\text{par}} \), we could consider a different physical interpretation: that one or all of the incoming clouds are destroyed and reformed. We choose the interpretation that all clouds survive because the interaction is shorter-lived than the temporal resolution of our simulations, with a duration of \( < 3 \) Myr. At the resolution of our simulations, we therefore have no evidence that a merger has occurred; only that the clouds have interacted and may have exchanged mass.
ther quantity if \( n \) is an intersection node (\( \theta_{\text{child}}(n) = \theta_{\text{par}}(n) \)). In general, it is therefore given by the maximum value of \( \theta_{\text{child}} \) and \( \theta_{\text{par}} \).

- Line 15: Calculate the number of MC outcomes that result in path termination at \( n \). This is equal to zero if \( n \) is a formation node or an intersection node, and equal to the reduction in the node number, \( \theta_{\text{par}}(n) - \theta_{\text{child}}(n) \), if \( n \) is a destruction node. In general, it is therefore given by the reduction in node number at any node, with a lower limit of zero.

- Lines 16-18: Use the random number \( r_n \) for node \( n \) to choose the first path taken at node \( n \) by the first trajectory in the loop over \( f \in \mathcal{F} \) to access \( n \). The index of the outcome is \( k \).

- Line 19: Cycle the path taken according to how many times node \( n \) has already been accessed. For example, if node \( n \) has \( N_{\text{outcomes}} = 3 \) possible MC outcomes and has already been accessed \( I_n = 1 \) time and taken the outcome \( k = 2 \), then the outcome is updated as \( k = (2 + 1) \mod 3 = 0 \).

- Line 20: Update the number of times that node \( n \) has been accessed, for the next iteration.

- Lines 21-22: For a destruction node, the first \( N_{\text{term}} \) outcomes are designated as cloud destructions. The path/recursion is terminated and we return the cloud lifetime \( \tau_{\text{life}} \). For any other node type, \( N_{\text{term}} = 0 \) and so this option is not accessed.

- Lines 23-25: If the path has not been terminated in the preceding if-clause, proceed to the \( (k - N_{\text{term}}) \)th child node of \( n \) by continuing the recursion on this node. Iterate the cloud lifetime by the time interval \( \Delta t \) and pass both arguments back to the start of the function.

Figure A1. Schematic illustrating the positions of the cloud-formation nodes \( f_i; i = 1...5 \) and cloud-destruction nodes \( d_j; j = 1...5 \) in a single component of the FLAT cloud evolution network. Formation nodes generate a net increase in cloud number, while destruction nodes correspond to a net decrease.
Figure A2. Schematic illustrating 3/16 unique Monte Carlo realisations of trajectories through one connected component of the FLAT cloud history graph, obtained via the application of Algorithm 1. The probability of obtaining each trajectory, relative to the case of a perfectly-straight path (no mergers or splits) is given by the number at each formation node. The illustration emphasises that a trajectory becomes exponentially less-likely as it passes through more mergers and splits. There are fewer Monte Carlo realisations containing such paths, although all of the Monte Carlo realisations (including the three depicted here) are equally-likely.

Figure A3. Schematic illustrating the MC outcomes at different types of node in the cloud evolution network. Destruction nodes are coloured orange (nodes a–d), formation nodes are coloured blue (e–h), and nodes that generate no net change in cloud number are coloured green (nodes i–j). The probabilities of the different MC outcomes in each case are given by the arrow labels. In the case of destruction nodes, a fraction $(\theta_{\text{par}} - \theta_{\text{child}})/\theta_{\text{par}}$ of the total MC outcomes result in termination of the cloud evolutionary path, illustrated by grey crosses.