ROOM ADAPTIVE CONDITIONING METHOD FOR SOUND EVENT CLASSIFICATION IN REVERBERANT ENVIRONMENTS
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ABSTRACT

Ensuring performance robustness for a variety of situations that can occur in real-world environments is one of the challenging tasks in sound event classification. One of the unpredictable and detrimental factors in performance, especially in indoor environments, is reverberation. To alleviate this problem, we propose a conditioning method that provides room impulse response (RIR) information to help the network become less sensitive to environmental information and focus on classifying the desired sound. Experimental results show that the proposed method successfully reduced performance degradation caused by the reverberation of the room. In particular, our proposed method works even with similar RIR that can be inferred from the room type rather than the exact one, which has the advantage of potentially being used in real-world applications.

Index Terms—Sound event classification, reverberation

1. INTRODUCTION

Sound event classification (SEC) is a task that automatically categorizes audio clips into labels that match their acoustic content. The SEC system is being studied on a variety of topics with the aim of application in real-world, such as abnormal event detection [1,2], urban sound recognition [3], or domestic sound recognition [4]. However, the application of the SEC system is difficult due to the various acoustic distortions that occur when applied to a real-world environment. For example, background noise other than the desired event obscures important sounds, and various sounds overlap due to reverberation effects.

Unfortunately, the effort to apply the SEC system to a real-world environment is still focused on securing noise robustness against noise [5,6,7]. One of the major reasons for this is the complexity of the reverberation properties. In particular, a simple mathematical operation can produce a sound with a specific reverberation applied using its characteristics, but the opposite is difficult without knowing the same reverberation information. To overcome this, in the field of speech recognition, studies have suggested methods that directly model complex reverberations through neural networks. The representative examples are dereverberation methods that remove reverberation characteristics from speech signals [8,9]. However, in the case of SEC, it is difficult to directly apply the dereverberation method because the target event sound is ambiguous and more diverse than the voice.

Meanwhile, recent studies have suggested various ways of using the encoded information in neural networks. It starts with simply using the high-level information of the pre-trained network [10,11], and is also used as a way to give the desired direction for network training while simultaneously learning various information from multiple inputs [12,13,14]. In particular, applying this method as a feature level has the advantage of being able to intentionally train the network by blocking and passing specific information through the gate.

In this study, we propose a novel method that suppresses the effect of reverb motivated by recent network conditioning methods. Our proposed method simultaneously takes the audio input used in a typical SEC and an additional reverberation characteristic, the room impulse response (RIR), of the target room environment. It differs from previous studies is that these additional inputs were not used to focus on specific information, but to lessen concentration on specific information. The proposed method has the advantage of potentially being used in real-world applications since RIR is relatively easy to acquire and for a given SEC service, the location rarely changes.

Our contributions are followings: First, we suggest a test environment to evaluate the performance degradation caused by reverberation. We then present a network training method that suppresses specific environmental factors. Our proposed method can be modularized so that it can be additionally trained from the existing network, and that it works even by using only similar RIRs that can be estimated in the environment as revealed in the experiment.

2. BACKGROUND

2.1. Room Impulse Response

Under a linear time-invariant condition, room impulse response (RIR) completely describes the acoustic path including source sound propagation and room reflections [15]. It means sound distorted by reverberation can be modeled by the convolution operation of exact RIR and source audio. Even in the same room, RIR varies depending on the location of the source audio and the interference of objects. It makes non-availability of deconvolution which is inverse transformation of convolution, because the result of deconvolution without exact RIR is significantly distorted from source audio.

Reverberation time ($T_{60}$) and direct-to-reverberant ratio (DRR) are well-known representative measures that show characteristics of the RIR. $T_{60}$ is defined as the time it takes for the source level to decay 60 dB after the source has ceased. The DRR is the energy ratio between sounds come from the direct path of source audio and other reflected paths of it. As the distance to the source increases, reverberant energy remains constant, but the direct path energy decays by 6 dB per doubling the source distance, results in DRR is inversely proportional to source distance [16]. Note that source audio is distorted more as $T_{60}$ increases and DRR decreases.

2.2. Feature-wise Transformation

In machine learning, conditioning means context-based processing that processes source information in the context of another. Feature-
wise transformation is one of the conditioning methods which is simply done by element-wise affine transformations between source information and auxiliary information [12]. Also, such the transformation with non-linear activation operates like a gating mechanism that allows the conditioning information to select which features are passed forward and which are not. In the previous study [13], the network that trained with the image (source information) and the text (auxiliary information) tended to focus more on the object related to the text and zeroed out the rest of the image. Despite the simplicity of its structure, the feature-wise transformation has proven its effectiveness in previous studies using various modalities such as image, audio, and text [13][11][14].

3. PROPOSED METHOD

The proposed method is a conditioning network using the room impulse response (RIR) of the target room. The source audio which is distorted by the room reverberation is transformed by the RIR of that room. For the conditioning method, feature-wise transformation including scaling and biasing operation is used, because it is assumed that if it is possible to make the network focus on the information of input related to another input, the opposite would also be possible. This means that it will be possible to make the network focus on the information that is not related to another input which is the reverberation characteristic of the target room. The RIR is given so that the network concentrates more on sound event characteristics only, ignoring obstruction of room reverberation. Concretely, the proposed conditioning network consists of three embedding blocks. One for source audio, and two for the RIR of scaling and biasing operation each. With the input source audio $x$ and the RIR of that room $r$, the transformed embedding output $y$ is defined as,

$$y = \sigma(H(x) \ast R_s(r)) + R_b(r)$$

(1)

where $H$, $R_s$, and $R_b$ are the embedding block of $x$, the embedding block for scaling and it for biasing, respectively. Also, $\ast$ and $\sigma$ are element-wise multiplication and non-linear operation such as ReLU, respectively. Then $y$ is provided for classification network after another non-linear activation. The proposed method has the advantage of being a separable module that can be attached to the conventional deep learning-based SEC models.

4. EXPERIMENT

4.1. Dataset

Our experiments focus on how a classification model trained in a clean environment works in real-world reverberant rooms. In this context, we used Real World Computing Partnership (RWCP), a dataset containing various kinds of sound events recorded in an anechoic chamber. The test sets consist of a clean room, simulated reverberation rooms, and recorded reverberation rooms.

**Clean test set** The clean test set is test set of the entire data from RWCP, 50 classes with 80 clips were used in this experiment following previous studies [6][7][17]. The clean test set consists of 20 clips assigned to each class, and the rest are used for training.

**Simulated test set** Simulated test sets are made by convolving real-world impulse response (IR) into the test data of SEC dataset. As a real-world IR, Aachen impulse response (AIR) [18], multichannel acoustic reverberation database at York (MARDY) [19], Queen Mary University of London (QMUL) [20], and Westdeutscher Rundfunk (WDR) [21] are used. A brief summarization for each simulated test set is provided in Table 1.

**Recorded test set** The clean test set is re-recorded by playing in a fixed location in two separate environments. The first is a two-walled corridor and the second is a four-walled boardroom. Brief reverberation information for each room is summarized in Table 1. The sound source audio was played from the speaker rather than the real sound source, but the reverberation was generated in the real-world environment, so we assumed it was closer to the real-world environment compared to the simulated test sets.

4.2. Network architecture

The network architecture is based on the VGGish network [22], which is known to be effective for extracting audio features. We used four convolution blocks structure of VGGish for the embedding block of our network. Since all the inputs have the same modality which is audio, the same structure is used for the embedding block of the input source audio and the two embedding blocks of the RIR for scaling and biasing, but the parameters are not shared. Details of the embedding block structure are given in Figure 1. All convolution layers have a filter size (3x3) and (1,1) strides with padding for the same output size. Batch normalization and ReLU activation were applied after every convolution layer. All max-pooling layers have a pooling size (2x2) and (2,2) strides with padding for the same output size. Scaling and biasing layers with ReLU activation are provided for conditioning, and followed by a two fully connected (FC) layers

| Test set | RIR dataset | Room type | # of RIR | $T_{60}$ (s) | Notation |
|---------|-------------|-----------|----------|-------------|----------|
| Simulated Test set | AIR | Booth | 12 | 0.23 | R027 |
| | WDR | CR7 | 360 | 0.29 | R029 |
| | AIR | Office | 12 | 0.39 | R039 |
| | MARDY | | 73 | 0.55 | R055 |
| | AIR | Lecture | 24 | 0.68 | R068 |
| | AIR | Stairway | 78 | 0.77 | R077 |
| | QMUL | Classroom | 130 | 1.34 | R134 |
| Recorded Test set | AIR | Corridor | 1 | 0.20 | Record1 |
| | | Boardroom | 1 | 0.22 | Record2 |

Table 1. The specification of the simulated and recorded test sets. The test sets are renamed with the notation using its $T_{60}$. figure 1
Fig. 2. The results of each model in the original clean test set (Clean) and the simulated test sets. (a) shows performance related to the $T_{60}$ and (b) shows performance related to the DRR in the chosen six rooms.

with the 512 units. It is then connected to the output layer.

The raw audio input is converted to mel spectrogram with 32 ms window length, 10 ms hop length, 125 Hz the lowest frequency, and 7,500 Hz the highest frequency. The input of the network has the shape of (64, 100) corresponding to the number of frequency bands and frames.

4.3. Implementation details

The dataset has an audio length of about 1 second with short silence before and after the sound. We only used the first 1 second of audio and zero-padded if it is shorter than 1 second. All audio was resampled to 16 KHz and subjected to maximum normalization.

The performance of the proposed method was evaluated as an average of 10 trials and the validation set was randomly selected with 20% of the training set in each trial. For training, was used a batch size of 64 and the maximum number of epochs were set to 100. Adam [23] optimizer with a learning rate of 0.0001 were used, and we chose the model which has the lowest loss in the validation set. The experiment is implemented in Tensorflow [24].

4.4. Training strategies

In the experiments, we compare four different training strategies which are Base, Deconv, Aug, and Cndt. The Base is trained using only the original train set with 3,000 data.

The Deconv has the same training strategy as Base, but at the inference time, it has the RIR deconvolution operation at the front of the network. Since the exact RIR cannot be obtained in the real-world target environments, at the inference time, we randomly selected the RIR at different points within the same room rather than the exact RIR.

The Aug is trained using an augmented train set that convolved random virtual RIR with the original train set for every epoch. The reason for using virtual RIR is that the real-world RIR is not diverse enough to apply the augmentation method, on the other hand, the virtual RIR has the advantage that can be created indefinitely with various reverberation characteristics. The virtual RIR is generated using the image method [25] and its implementation 1. We set up nine virtual rooms, each with a different size and different reverberation time between 0.15 and 0.7 seconds to cover various room conditions. We generated 100 RIRs at random points in each room, resulting in a total of 900 virtual RIRs.

Cndt is trained using an augmented train set and applied the proposed conditioning method. The exact virtual RIR that convolved with the input audio is given as a RIR input pair. For the RIR pair of the original clean train data, an unit impulse signal (discrete delta function) that does not change the signal after convolution is provided. Also, similar to Deconv, at the inference time, we randomly selected the RIR at different points within the same room rather than the exact RIR.

5. RESULT AND DISCUSSION

5.1. Performance degradation in the simulated test sets

Figure 2(a) shows performance on the four different training strategies on the original clean test set (Clean) and the simulated test sets ($R_{027}$∼$R_{134}$). Base shows over 98% accuracy on the Clean which has about 0 seconds $T_{60}$. However, performance degrades in simulated test sets that are distorted by reverberation. For the rooms that have over 0.6 seconds $T_{60}$, accuracy is degraded under 50%. It is observed that reverberation affects SEC performance significantly and the degradation is intensified as the $T_{60}$ increases.

5.2. Non-availability of the deconvolution algorithm

Decom in Figure 2(a) shows a significant performance drop as $T_{60}$ increases. As mentioned in Section 4.4, we used the RIR of a different point in the same room, which is similar to the exact one, but not precisely the same. The results show that performance is worse than the Base model and it implies that in the real-world, even if we can get a RIR of the target room, the deconvolution algorithm is non-available.

5.3. Proposed conditioning method

Aug in Figure 2(a) shows over 98% accuracy on the test sets with short $T_{60}$ (Clean, $R_{027}$, $R_{029}$). However, as the $T_{60}$ increases, the performance decreases. Especially test sets that have $T_{60}$ over 0.7 second, which is the maximum $T_{60}$ value of the augmented train set,
Comparing with Aug, Cndt shows statistically significant performance improvement in four test sets with long $T_{60}$ (R055, R068, R077, R134) ($p < 0.01$). It suggests that the proposed conditioning method complements the performance of the Aug, and the longer the reverberation time of the test set, the greater the effect. The results of the R055, R068 indicate that the proposed conditioning method gives an additional enhancing effect even if the reverberation time of the target rooms is considered in the train set by augmentation technique. Also, the results of the R077, R134 indicate that with the unknown target rooms in the training phase, the proposed method can improve performance using non-training information of target rooms. It means that it does not need to re-train the classifier, so it can reduce the amount of data required for training by alleviating the need to force the model to have the generalized performance to all rooms. For scaling and biasing operation for conditioning, similar to [13], using only the scaling layer showed more performance gain than using only the biasing layer, but using both layers achieved better results. An extensive analysis of what information each operation is conditioning is left as future work.

### 5.4. Performance related to the DRR

Figure 2(b) shows the performance of the chosen six rooms related to the direct-to-reverberant ratio (DRR) of each room. We divided the RIRs of each room into three groups (Low, Medium, High) related to the DRR value and evaluated performance using the simulated test set per room and per DRR group.

Base in Figure 2(b) shows that performance increases as DRR increases and it implies that if the distance to source audio increases, the performance will decreases. Similar to the results of Figure 2(a), comparing with Aug, Cndt shows statistically significant performance improvement in all three DRR groups in four test sets with long $T_{60}$ (R055, R068, R077, R134) ($p < 0.01$). It implies that the proposed conditioning method can improve performance not only in various $T_{60}$ room environments but also in various DRR points.

### 5.5. Fake conditioning experiment

We conducted the fake conditioning experiment that conditions using the RIR of rooms different from the room of the source audio, which means a pair of inputs is mismatched intendedly. Figure 3 shows its results on three test sets that are chosen in consideration with a variety of $T_{60}$ lengths. According to the results of R027, the performance degradation is minimal when conditioning with RIR of rooms having $T_{60}$ similar to R027, which is relatively short, but the performance decreases as the $T_{60}$ increases. On the other hand, the results of R134 show a relatively slight performance degradation when conditioned with the RIR in rooms with long $T_{60}$ similar to R134, but with shorter $T_{60}$, the degradation is intensified. In the case of R055, the degradation is minimal when conditioning with the RIR of rooms having an intermediate $T_{60}$ similar to R055, but is intensified when conditioning with RIR of rooms having a relatively short or long $T_{60}$. The results of the fake conditioning experiments show that the proposed conditioning network tends to improve performance with RIR that has a similar reverberation time of the target room, and it suggests that with only the reverberation time information, it can be used to improve the SEC performance in that room, even if the exact RIRs of the target room are unknown.

### 5.6. Evaluation on recorded test set

Table 2 shows the results on the recorded test sets which is closer to real-world reverberant environments. The RIR for each test set was simply acquired by recording impulse sound at a random point in each room. We found that the results show the same tendency as the simulated test sets. Base shows a significant performance drop in each real-world reverberant room, and Aug mitigates the degradation to some extent. The results of the proposed Cndt shows significant performance enhancement compared to other models. It suggests that our proposed method works not only in the simulated environments but also in the real-world reverberant environments.

### 6. CONCLUSION

In this study, we proposed a performance enhancement method for the SEC system applicable to real-world room environments. Evaluations using test data modeled the real-world reverberant rooms confirmed that the performance degradation worsened with increasing the reverberation time and decreasing the direct-to-reverberant ratio. To address this issue, we proposed a conditioning network using the room impulse response (RIR) of the target room. Experimental results show that the proposed method mitigates the performance degradation under various reverberation characteristic conditions. Moreover, the proposed conditioning method tends to improve performance even with the approximate RIR that have a similar reverberation time of the target room. It means that even if the exact RIR of the target room is unknown, our proposed method is still beneficial. Since the effectiveness of the method of adaptively utilizing the reverberation information of the target environment has been verified, a real-time calibration of the SEC system using more various adaptive information such as noise is left as future work.
7. REFERENCES

[1] Giuseppe Valenzise, Luigi Gerosa, Marco Tagliasacchi, Fabio Antonacci, and Augusto Sarti, “Scream and gunshot detection and localization for audio-surveillance systems,” in 2007 IEEE Conference on Advanced Video and Signal Based Surveillance. IEEE, 2007, pp. 21–26.

[2] Pasquale Foggia, Nicolai Petkov, Alessia Saggese, Nicola Strisciuglio, and Mario Vento, “Reliable detection of audio events in highly noisy environments,” Pattern Recognition Letters, vol. 65, pp. 22–28, 2015.

[3] Taehong Park, Johnathan Turner, Michael Musick, Jun Hee Lee, Christopher Jacoby, Charlie Mydlarz, and Justin Salamon, “Sensing urban soundscapes,” in EDRT/ICDT Workshops. Citeseer, 2014, pp. 375–382.

[4] Sacha Krstulović, “Audio event recognition in the smart home,” in Computational Analysis of Sound Scenes and Events, pp. 335–371. Springer, 2018.

[5] Pasquale Foggia, Nicolai Petkov, Alessia Saggese, Nicola Strisciuglio, and Mario Vento, “Audio surveillance of roads: A system for detecting anomalous sounds,” IEEE transactions on intelligent transportation systems, vol. 17, no. 1, pp. 279–288, 2015.

[6] Ian McLoughlin, Haomin Zhang, Zhipeng Xie, Yan Song, and Wei Xiao, “Robust sound event classification using deep neural networks,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 23, no. 3, pp. 540–552, 2015.

[7] Ilyas Ozer, Zeynep Ozer, and Oguz Findik, “Noise robust sound event classification with convolutional neural network,” Neurocomputing, vol. 272, pp. 505–512, 2018.

[8] Keisuke Kinoshita, Marc Delscroix, Haeyong Kwon, Takuma Mori, and Tomohiro Nakatani, “Neural network-based spectrum estimation for online WPE dereverberation,” in InterSpeech, 2017, pp. 384–388.

[9] Ke Wang, Junbo Zhang, Sining Sun, Yujun Wang, Fei Xiang, and Lei Xie, “Investigating generative adversarial networks based speech dereverberation for robust speech recognition,” arXiv preprint arXiv:1803.10132, 2018.

[10] Justin Johnson, Alexandre Alahi, and Li Fei-Fei, “Perceptual losses for real-time style transfer and super-resolution,” in European conference on computer vision. Springer, 2016, pp. 694–711.

[11] Vincent Dumoulin, Jonathon Shlens, and Manjunath Kudlur, “A learned representation for artistic style,” arXiv preprint arXiv:1610.07629, 2016.

[12] Vincent Dumoulin, Ethan Perez, Nathan Schucher, Florian Strub, Harm de Vries, Aaron Courville, and Yoshua Bengio, “Feature-wise transformations,” Distill, vol. 3, no. 7, pp. e11, 2018.

[13] Ethan Perez, Florian Strub, Harm De Vries, Vincent Dumoulin, and Aaron Courville, “Film: Visual reasoning with a general conditioning layer,” in Thirty-Second AAAI Conference on Artificial Intelligence, 2018.

[14] Taesup Kim, Inchul Song, and Yoshua Bengio, “Dynamic layer normalization for adaptive neural acoustic modeling in speech recognition,” arXiv preprint arXiv:1707.06065, 2017.

[15] Heinrich Kuttruff, Room acoustics, Crc Press, 2016.

[16] Douglas G Richards and R Haven Wiley, “Reverberations and amplitude fluctuations in the propagation of sound in a forest: implications for animal communication,” The American Naturalist, vol. 115, no. 3, pp. 381–399, 1980.

[17] Jonathan Dennis, Huy Dai Tran, and Eng Siong Chng, “Image feature representation of the subband power distribution for robust sound event classification,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 21, no. 2, pp. 367–377, 2012.

[18] Marco Jeub, Magnus Schafer, and Peter Vary, “A binaural room impulse response database for the evaluation of dereverberation algorithms,” in 2009 16th International Conference on Digital Signal Processing. IEEE, 2009, pp. 1–5.

[19] Jimi YC Wen, Nikolay D Gaubitch, Emanuel AP Habets, Tony Myatt, and Patrick A Naylor, “Evaluation of speech dereverberation algorithms using the mardy database,” in Proc. Intl. Workshop Acoust. Echo Noise Control (IWAENC). Citeseer, 2006.

[20] Rebecca Stewart and Mark Sandler, “Database of omnidirectional and b-format room impulse responses,” in 2010 IEEE International Conference on Acoustics, Speech and Signal Processing. IEEE, 2010, pp. 165–168.

[21] Philipp Stade, Benjamin Bernschtitz, and Maximilian Ruhl, “A spatial audio impulse response compilation captured at the wdr broadcast studios,” in Proceedings of the VDT International Convention, Cologne, Germany, 2012.

[22] Shawn Hershey, Sourish Chaudhuri, Daniel PW Ellis, Jort F Gemmeke, Aren Jansen, R Channing Moore, Manoj Plakal, Devin Platt, Rif A Saurous, Bryan Seybold, et al., “Cnn architectures for large-scale audio classification,” in 2017 ieee international conference on acoustics, speech and signal processing (icassp). IEEE, 2017, pp. 131–135.

[23] Diederik P Kingma and Jimmy Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.

[24] Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dandelion Mané, Rajat Monga, Sherry Moore, Derek Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng, “TensorFlow: Large-scale machine learning on heterogeneous systems,” 2015, Software available from tensorflow.org.

[25] Jont B Allen and David A Berkle, “Image method for efficiently simulating small-room acoustics,” The Journal of the Acoustical Society of America, vol. 65, no. 4, pp. 943–950, 1979.