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ABSTRACT

Due to the limitation of strong-labeled sound event detection data set, using synthetic data to improve the sound event detection system performance has been a new research focus. In this paper, we try to exploit the usage of synthetic data to improve the feature representation. Based on metric learning, we proposed inter-frame distance loss function for domain adaptation, and prove the effectiveness of it on sound event detection. We also applied multi-task learning with synthetic data. We find the the best performance can be achieved when the two methods being used together. The experiment on DCASE 2018 task 4 test set and DCASE 2019 task 4 synthetic set both show competitive results.

Index Terms— sound event detection, weakly-supervised learning, domain adaptation, metric learning, multi-task learning

1. INTRODUCTION

Sound event detection (SED) is the task to identify the existence and judge the onset and offset of sound events in audio clips. It can be wildly used in applications such as multimedia indexing, security surveillance, autonomous driving and so on. Due to the high cost of large scale strong labeled training data needed by supervised learning methods for SED, many researchers manage to use only weakly-labeled data, which merely contains the categories of sound events in each audio clip without timestamps of the events. It arises the application of weakly-supervised learning in SED, which is usually implemented by multi-instance learning (ML).

Another way to solve the problem of lack of annotated data is to use synthetic data. Given a certain number of foreground audio clips of sound events and background audio clips, countless synthetic data with strong labels can be generated by the synthesis procedure. Because of the advantages of large quantity and strong labels, using synthetic data, especially conjunctively with weakly-labeled data to improve SED systems is becoming a new research focus.

The early approach of using synthetic data is to equate synthetic data with real data. To use synthetic data in weakly-supervised SED, a simple way is to only use the weak labels (category of sound events in an audio clip) of the synthetic data, and the strong labels can be further exploited by a sound event detection branch (SEDB) inspired by multi-task learning. However, due to the inconsistency between the feature distribution of synthetic data and real data, these approaches are not effective enough.

To make the feature distribution of synthetic data and real-world data be more close to each other, domain adaptation has been a popular way to use synthetic data in SED. While using domain adaptation, the model is designed to learn generic characteristic representation which can fit both source domain (synthetic data) and target domain (real-world data), and the extra useful information in source domain can be used in target domain.

Adversary learning is a popular way of domain adaptation. It has been applied in SED for data collecting condition adaptation and jointly learning from weakly-labeled data and synthetic data. The disadvantage of this approach is that the adversary learning is sensitive to hyperparameters at the training stage, which increases the difficulty of model training.

The other way of domain adaptation is metric learning, the main idea of which is to train the feature encoder to generate similar feature embeddings for similar samples and different feature embeddings for different samples. Many methods has been proposed for metric learning, such as contrastive loss and triplet loss. For these methods, there are three key points: a sampling strategy that decides which samples are used in model training, a distance metric to measure the similarity of feature embeddings and an appropriate model (neural network) structure. Metric learning has been successfully applied in domain adaptation in fields such im-
In this paper, we explore the usage of metric learning for domain adaptation in SED model training with weakly-labeled and synthetic data, and try to address the three key points mentioned above. A sampling strategy for the polyphonic SED task is proposed, which only uses audio clips with the same sound events and totally different sound events for loss calculation in the metric learning module. To enable frame-level sampling when the real-world data are weakly-labeled, pseudo strong labels are generated by fusing the model output with clip-level ground truth. The the distance between frame-level feature embeddings is adopted as distance metric and an inter-frame distance loss is calculated to update the model parameters.

2. METHOD

2.1. Model overview

The main framework of our model is as shown in Fig.1. As shown in the legend of data flows at the upper right, in our method, two datasets are used. The first dataset contains real-world data with weak labels, and the second data contains synthetic data with strong labels. At the training stage, both the two kinds of data go through the common feature encoder and are converted into high-level feature embeddings. Then, the feature embeddings are input into three branches: The first branch is the embedding-level attention pooling (ATP) module [4], which performs weakly-supervised learning using both real-world and synthetic data (for the synthetic data, only the weak labels are used in this module). The second branch is the inter-frame domain adaptation module, which is based on the metric learning method. And the third branch is the SEDB, which only uses the synthetic data and performs supervised learning. Only the first branch, namely the embedding-level attention pooling module is used for the test (prediction) process, and the other two branches are used to train the feature encoder.

2.2. Domain adaptation based on inter-frame distance loss

Through the common feature encoder and the domain adaptation branch, the real-world data and synthetic data are mapped to the embeddings for domain adaptation. Then the frame-level feature embedding of real-world data and synthetic data forms supervised learning. Only the first branch, namely the embedding-level attention pooling module is used for the test (prediction) process, and the other two branches are used to train the feature encoder.

![Fig. 1. An overview of the architecture of the model](image1)
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![Fig. 2. Distances variation](image2)
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![Fig. 3. Sampling cases](image3)
are arranged in pairs and domain adaptation based on inter-frame distance (IFD) loss is applied. The domain adaptation is mainly applied to frame-level pairs which are composed of the feature embeddings of a frame in the synthetic data and a frame in the real-world data. It makes the distance of frame-level features of the same category between synthetic data and real-world data be close to each other, and the distance of frame-level features of different categories between synthetic data and real-world data be further. To make the distribution of all data features be more consistent, we also apply the inter-frame domain adaptation to pairs which are composed of only synthetic data or real-world data. An illustration of the distance variation during inter-frame domain adaptation is shown in Fig.2, of which the distances between frame-level feature embeddings with same frame-level label should be closer while the distances between frame-level feature embeddings with different frame-level label should be further.

The domain adaptation branch is implemented as a dense projection layer, of which the input is the feature embedding output by the feature encoder and the output is the domain embedding representation. The reason for applying domain adaptation branch is to set up a fault tolerant module to avoid the loss of inter-frame domain adaptation over affects the original feature embedding of feature encoder.

As discussed in Section 1, the major challenge of this process is how to choose frame pairs and how to obtain frame-level labels of weakly-labeled data for frame choosing and loss calculation. The following subsections will show our solution in detail.

### 2.2.1. Sampling strategy

In a batch of data which contains $s$ clips, we compose all clips in pairs and gets $s \times s$ pairs for a batch of data. For a single pair, it is represented as $P(c_1, c_2)$. Then, in a clip pair, the frames in the two clips are composed as the frame-level pairs. However, in a batch of data, the number of pairs of frame-level feature is large, which costs a lot of computation. To solve this problem, we only sample the frame features at the same time point between two clips as frame-level pairs.

There are three sampling cases:

1) If the clip-level labels of $c_1$ and $c_2$ are exactly the same, then the distance between the frame features with the same labels in the two clips should be closer, as shown in Fig.3(a).
2) If the clip-level labels of $c_1$ and $c_2$ are totally different, then the distance between the frame features with different labels in the two clips should be increased, as shown in Fig.3(b).
3) If the audio tags of $c_1$ and $c_2$ are not exactly the same, the clip-pair is not processed.

### 2.2.2. Pseudo label

It can be seen that in order to sample the frame-level feature, it is necessary to have clip-level and frame-level ground truth corresponding to each clip to determine which frame-level features can be clustered and the clustering method. However, in our dataset, only weak labels of the real-world data are available. Therefore, we use the main branch, which is implemented by the embedding-level ATP to generate frame-level pseudo labels for the real-world data domain to implement our method. The frame-level output of the model is fused with the clip-level ground truth to get the final pseudo strong labels for real-world data. For the synthetic data, the frame-level labels are already provided, so we can use the frame-level labels directly.

#### 2.2.3. Distance metric and inter-frame distance loss function

For measuring distance metric of frames, vector inner product is used as similarity distance. Suppose the vector representation for two frames $v_i$ and $v_j$, the similarity function is:

$$dis_{ij} = v_i^T v_j / \tau(v_i)$$

where $\tau(v_i)$ is the number of dimensions of $v_i$. To normalize the distance, we use the loss function for the distance between same frame representation, which is:

$$Loss_{\text{norm}} = ||dis_{ii} - 1||_2$$

We denotes the distances between frames which should be closer (case a in Fig.3) as $dis^{\text{pos}}$ and the distances between frames which should be further (case b in Fig.3) as $dis^{\text{neg}}$. So the IFD loss function is:

$$Loss = \sum_{\text{all pairs}} [dis^{\text{neg}} - dis^{\text{pos}} + \alpha]_+ + \sum_{\text{all pairs}} Loss_{\text{norm}}$$

where $[.]_+ = max(0, \cdot)$, $\alpha$ is the margin, and we set $\text{margin} = 0.1$.

### 2.3. Sound event detection branch

To better exploit the synthetic data with strong labels and increase the diversities of branches, we added a sound event detection branch (SEDB), which had been proposed in [7]. The SEDB is inspired by multi-task learning of SED, which considers detecting sound event boundaries and deciding the existence of sound events as two task. It predicts the frame-level labels of the audio clips, which corresponds to detecting sound event boundaries. The loss function of SEDB is calculated as:

$$Loss_{\text{SEDB}} = \sum_c \sum_t \text{cross_entropy}(y_{ct}, \hat{y}(y_{ct}|x_t))$$

where $c$ denotes event category, $t$ denotes frame number, $\hat{y}(y_{ct}|x_t)$ is the frame-level probability output by the SEDB and $y_{ct}$ is the frame-level ground truth.
3. EXPERIMENT

3.1. Dataset

3.1.1. Real-world data

The DCASE 2018 Task 4 dataset contains 10 domestic sound event classes. The dataset is composed of a weakly-labeled training set (1578 clips), an unlabeled training set (54411 clips), a strongly-labeled validation set (288 clips) and a strongly-labeled test set (880 clips). We take the weakly-labeled set, validation set, test set and do not use the unlabeled set.

3.1.2. Synthetic data

The training set of synthetic data is generated with Scaper. The foreground events are obtained from FSD and the background audios are obtained from SINS dataset. All the source audio are provided by DCASE 2020 task 4. The generated synthetic dataset contains 6373 clips. The test set of synthetic data is the synthetic dataset of DCASE 2019 challenge task 4.

3.2. Training and evaluation

The feature encoder of the model consists of 3 CNN blocks, which contains a convolution layer, a batch normalization layer and a ReLU activation layer. We report the event-based F1 score, which is based on metric learning. The experiment results show that adding both IFD domain adaptation and SEDB achieve greater improvement for SED.

We conduct experiments on four models. The first model is the baseline model, of which only the embedding-level ATP module is applied. For the second model (denoted as IFD), we add IFD domain adaptation branch to the baseline model. For the third model (denoted as SEDB), we only add SEDB branch to the baseline model. For the fourth model (denoted as SEDB&IFD), both of the SEDB and domain adaptation module are added.

1) Can the inter-frame distance domain adaptation improve the model performance?

For the DCASE 2018 test set and DCASE 2019 synthetic set, we compare both the event-based F1 score and audio tagging F1 score. As shown in Table[1] for DCASE 2018 test set, the baseline system achieves an event-based F1 score event-based F1 score of 0.315 while the IFD system achieves an event-based F1 score of 0.331. It can be seen that for event-based F1 score, which is the main evaluation index for SED, the system with domain adaptation can achieve better performance than the baseline system on real-world data set. It proves that the IFD domain adaptation can improve the model performance on real data. In addition, for the event-based F1 score on DCASE 2019 synthetic set, the model with domain adaptation can also achieve better performance than the baseline model, which further prove this conclusion.

To better analyse the model characteristics, we also consider the performance of audio tagging, which evaluate the model performance of judging the existence of event. As shown in Table[2] the model with domain adaptation can achieve better performance than the baseline system on DCASE 2018 test set. However, on DCASE 2019 synthetic set, adding domain adaptation brings worse performance than the baseline system. We argue that IFD domain adaptation focuses on make generic frame-level feature representation while the audio tagging is more relied on clip-level feature representation. So, the IFD domain adaptation is more suitable for SED and not for judging the existence of event.

2) Can the model benefits from both inter-frame domain adaptation and Sound event detection branch?

We also test the model with both IFD domain adaptation module and SEDB. The model achieves better event-based F1 score than the model with only IFD adaptation module or with SEDB on DCASE 2018 test set and DCASE 2019 synthetic set. We argue that both two model aims to make the feature encoder generate a generic feature representation so that the effectiveness of the two modules can jointly brings a better performance.

3.3. Experiment results

We also test the model with both IFD domain adaptation module and SEDB. The model achieves better event-based F1 score than the model with only IFD adaptation module or with SEDB on DCASE 2018 test set and DCASE 2019 synthetic set. We argue that both two model aims to make the feature encoder generate a generic feature representation so that the effectiveness of the two modules can jointly brings a better performance.

4. CONCLUSIONS

In this paper, we proposed IFD domain adaptation method which is based on metric learning. The experiment results shows it can make generic feature representation for both real data and synthetic data and achieves good result on SED. We also applied SEDB which is based on multi-task learning. The experiment results show that adding both IFD domain adaptation and SEDB achieve greater improvement for SED.
5. REFERENCES

[1] JOHANNES KEPLER, Large-Scale Weakly Supervised Sound Event Detection For Smart Cars. Ph.D. thesis, JOHANNES KEPLER UNIVERSITY LINZ, 2018.

[2] Brian McFee, Justin Salamon, and Juan Pablo Bello, “Adaptive pooling operators for weakly labeled sound event detection,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 26, no. 11, pp. 2180–2193, 2018.

[3] Dan Stowell, Dimitrios Giannoulis, Emmanouil Benetos, Mathieu Lagrange, and Mark D Plumbley, “Detection and classification of acoustic scenes and events,” IEEE Transactions on Multimedia, vol. 17, no. 10, pp. 1733–1746, 2015.

[4] L. Lin, X. Wang, H. Liu, and Y. Qian, “Specialized decision surface and disentangled feature for weakly-supervised polyphonic sound event detection,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 28, pp. 1466–1478, 2020.

[5] Justin Salamon, Duncan MacConnell, Mark Cartwright, Peter Li, and Juan Pablo Bello, “Scaper: A library for soundscape synthesis and augmentation,” in 2017 IEEE Workshop on Applications of Signal Processing to Audio and Acoustics (WASPAA). IEEE, 2017, pp. 344–348.

[6] Liwei Lin, Xiangdong Wang, Hong Liu, and Yueliang Qian, “Guided learning convolution system for dcase 2019 task 4,” arXiv preprint arXiv:1909.06178, 2019.

[7] Yuxin Huang, Liwei Lin, Shuo Ma, Xiangdong Wang, Hong Liu, Yueliang Qian, Min Liu, and Kazushige Ouch, “Guided multi-branch learning systems for dcase 2020 task 4,” arXiv preprint arXiv:2007.10638, 2020.

[8] Hyoungwoo Park, Sungrack Yun, Jungyun Eum, Janghoon Cho, and Kyuwoong Hwang, “Weakly labeled sound event detection using tri-training and adversarial learning,” arXiv preprint arXiv:1910.06790, 2019.

[9] Samuele Cornell, Michel Olvera, Manuel Pariente, Giovanni Pepe, Emanuele Principi, Leonardo Gabrielli, and Stefano Squartini, “Domain-adversarial training and trainable parallel front-end for the dcase 2020 task 4 sound event detection challenge,” in DCASE 2020-5th Workshop on Detection and Classification of Acoustic Scenes and Events, 2020.

[10] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell, “Adversarial discriminative domain adaptation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 7167–7176.

[11] Wei Wei, Hongning Zhu, Emmanouil Benetos, and Ye Wang, “A-crnn: A domain adaptation model for sound event detection,” in ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2020, pp. 276–280.

[12] Raia Hadsell, Sumit Chopra, and Yann LeCun, “Dimensionality reduction by learning an invariant mapping,” in 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 06). IEEE, 2006, vol. 2, pp. 1735–1742.

[13] Aaron van den Oord, Yazhe Li, and Oriol Vinyals, “Representation learning with contrastive predictive coding,” arXiv preprint arXiv:1807.03748, 2018.

[14] Florian Schroff, Dmitry Kalenichenko, and James Philbin, “Facenet: A unified embedding for face recognition and clustering,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 815–823.

[15] Qi Qian, Rong Jin, Jinfeng Yi, Lijun Zhang, and Shenghuo Zhu, “Efficient distance metric learning by adaptive sampling and mini-batch stochastic gradient descent (sgd),” Machine Learning, vol. 99, no. 3, pp. 353–372, 2015.

[16] Pablo Laiz, Jordi Vitria, and Santi Seguí, “Using the triplet loss for domain adaptation in wec,” in Proceedings of the IEEE International Conference on Computer Vision Workshops, 2019, pp. 0–0.

[17] Xiaodong Wang and Feng Liu, “Triplet loss guided adversarial domain adaptation for bearing fault diagnosis,” Sensors, vol. 20, no. 1, pp. 320, 2020.

[18] Annamaria Mesaros, Toni Heittola, and Tuomas Virtanen, “Metrics for polyphonic sound event detection,” Applied Sciences, vol. 6, no. 6, pp. 162, 2016.