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Abstract—Edge computing is able to provide proximity solutions for the future wireless network to accommodate different types of devices with various computing service demands. Meanwhile, in order to provide ubiquitous connectivities to massive devices over a relatively large area, densely deploying remote radio head (RRH) is considered as a cost-efficient solution. In this work, we consider a vertical and heterogeneous multi-access edge computing system. In the system, the RRHs are deployed for providing wireless access for the users and the edge node with computing capability can process the computation requests from the users. With the objective to minimize the total energy consumption for processing the computation task, a joint radio resource allocation and offloading decision optimization problem is presented under the explicit consideration of capacity constraints of fronthaul and backhaul links. Due to the non-convexity of the formulated problem, we divide the original problem into several sub-problems and address them accordingly to find the optimal solution. Extensive simulation studies are conducted and illustrated to evaluate the advantages of the proposed scheme.

Index Terms—Multi-access edge computing, fronthaul/backhaul link, offloading, resource allocation.

I. INTRODUCTION

A. Background and Motivation

It is estimated that the data generated by mobile devices will grow exponentially every year [1], which challenges the current architecture of cellular network. At the same time, how to provide more convenient, fast and efficient computing services for mobile devices has also become a major challenge for the wireless network evolution. Due to the insufficient computing capability and limited battery capacity of mobile devices, the processing of computing tasks often results in a large amount of delay and reduce the lifetime of devices, which inevitably affects the Quality of Experience (QoE). Over the past decade, cloud computing has emerged as a novel computing paradigm, where different computational and storage resources are provided to resource-constrained mobile devices in a centralized manner [2]. Nevertheless, the cloud computing servers are usually far away from mobile devices, which leads to the fact that the provided service may not be able to meet the stringent latency requirements of emerging mission-critical applications. Moreover, a large amount of frequency bandwidth will be consumed for the data delivery from mobile devices to the centralized cloud server. In order to overcome these limitations, multi-access edge computing (MEC) emerges as a promising solution that provides computational resource at the network edge by deploying distributed edge nodes (ENs) to access points or cellular base stations (BSs). In the MEC, mobile devices can offload computation-intensive and latency-critical tasks to the ENs for remote execution. The so-called computation offloading is able to provide ubiquitous computing services to the users by executing the offloaded tasks and returning the obtained results. By such, radio resources can be saved together with the reduced latency, in addition to the decreased cost and power consumption of devices [3], [4].

MEC has shown great potential to boost the development of future wireless networks. The service applications of MEC include computation offloading, collaborative computing, memory replication and content distribution, etc. With the emergence of MEC, the ability of transferring computation tasks from resource-constrained mobile devices to ENs is expected to support numerous new services and applications, such as augmented reality, IoT, autonomous vehicles and video processing. Meanwhile, in order to meet the requirement for massive wireless connections, the wireless network is experiencing densification and becoming heterogeneous. Different types of BSs and remote radio heads (RRHs) are deployed so that the wireless access services are becoming proximate to end users. The integration of heterogeneous networks and MEC are foreseeable to provide users both wireless access and computing services with improved Quality of Service (QoS). However, increasing the
density of the BSs along with ENs may be a cost yet practical solution. On the other hand, integrating the computational resources, such EN, at BSs while the RRHs are used for wireless access seems an effective and efficient alternative. In such an architecture, BSs/ENs and RRHs are connected via the fronthaul, and the BS/ENs can connect to the cloud server via backhaul transmission for further task offloading if necessary.

While being considered as a potential solution for massive connections and ubiquitous computing, there are quite a few challenges ahead for realizing such a MEC architecture. How to associate the massive users with a number of RRHs need to be investigated. In addition, the computation offloading in the dense networks can result in unexpected transmission delay. The capacity constraint on the fronthaul and backhaul links are also seen as a bottleneck. All these limitations require careful design of computation offloading schemes about what and how to offload from the users to RRHs, and resource optimization schemes that coordinate different radio resources, such as power and frequency resources, among different layers.

B. Related Works

MEC introduces computing and storage resources to the networks by which the computation demand of the users can meet with required QoS [5]. Currently, many works have been dedicated to the computation offloading design and radio resource allocation [5], which aims to reduce processing delays and energy consumption of mobile devices [6]. The majority of research works have been done to study different problems on computation offloading [7]–[10], including energy minimization, delay minimization, resource allocation, and throughput maximization, so as to improve the user’s QoS and the transmission capacity.

Some works have studied the trade-off between energy consumption and execution delay of computation offloading. In [11], the authors have studied to minimize the execution delay of total tasks and energy consumption of mobile devices by jointly optimizing the offloading decision tasks and the CPU cycle frequency of mobile devices. In [8], the authors have proposed to optimize the offloading decision, and resource allocation so as to minimize the overall energy consumption of the whole system. The authors of [12] have developed a decision offloading framework to reduce response time and energy consumption in vehicular network. In [13], the authors have proposed an adaptive method for making offloading decisions, in which the objective is the weighted sum of energy and computation time. In order to improve the energy efficiency of latency-critical application, the authors of [14] have presented a user cooperation scheme in both computation and communication domains, which takes into account partial offloading and binary offloading models.

In addition to the investigation of MEC, there are increasing interest on the interplay of cloud computing and edge computing, in which the tasks can be handled by local devices, ENs or remote cloud servers. In [15], the authors have introduced a collaborative three-tier computing network which can utilize the vertical collaboration between mobile devices, edge nodes and cloud servers, as well as the horizontal collaboration between edge nodes. In order to improve the energy utilization in MEC and save energy consumption, there are a number of works investigating the energy harvesting effect [16]–[18]. The authors of [16] have proposed a wireless energy harvesting design for the multi-user MEC system, where the edge node is integrated with the multi-antenna access point (AP). The AP broadcasts wireless power which the users can utilize to execute the computation tasks locally or offload the tasks to the edge node. In this system, the authors propose to jointly optimize the energy beamforming, the central processing unit frequencies and the amount of offloaded task. The authors of [17] have studied a energy efficient system with wireless power transfer. Based on the Lyapunov optimization, a low complexity dynamic offloading algorithm is proposed to reduce the execution cost of delay and task failure. In [18], the authors have proposed a wireless power transfer solution that can enable computing to be performed at low-powered devices such as sensors and wearable computing devices. In terms of computing resource allocation, the authors of [19] have proposed a distributed optimization scheme for joint computation offloading and resource allocation in a MEC system. The optimal computation offloading strategy, uplink subchannel and transmit power allocation schemes are developed to jointly minimize the latency and energy consumption.

Increasing the density of the BSs to meet stringent requirements of massive users lead to the research of exploring the potential of wireless backhaul and fronthaul links. To improve the system throughput, the authors propose to jointly optimized the wireless power and fronthaul transmission rate [24]. In [25], the authors consider the fronthaul and backhaul links when designing the computation offloading scheme, formulate an energy cost minimization problem with resource and latency constraints. In [26], the author optimizes the radio resource, computing resource and user scheduling in the uplink and downlink based on the constraints of limited backhaul capacity. The authors of [27] propose a computation offloading scheme for edge computing system, with explicit consideration of backhaul link capacity constraint.

C. Contribution

As we can observe, there are increasing interests investigating the joint optimization of radio resources and computation offloading in MEC. However, most of the works do not consider the coexistence of RRHs and ENs when providing wireless access, and ignore the capacity limitation of the associated fronthaul and backhaul links. Therefore, in this work, we tempt to explore this practical yet under-investigated MEC architecture and minimize the total energy consumption for offloading tasks when the
users have computation requests. Our major contributions are summarized as follows.

- In this work, we consider a vertical and heterogeneous MEC, where the users have computation service requests. In the considered system, the RRHs are deployed for providing wireless access for the users, and BS with EN can process the computation requests from the users. In addition, the tasks can be further offloaded to the cloud center if needed. The considered scenario is able to be widely applied to provide computing and wireless connection services in a dense network with massive devices.

- With the objective to minimize the total energy consumption for processing the computation task, a joint resource allocation and offloading decision optimization problem is presented under the explicit consideration of capacity constraints of fronthaul and backhaul links. The formulated problem concerns the power allocations of the users, RRHs and ENs, and the offloading decisions of users and ENs, and the computational resource allocation at ENs.

- Due to the non-convexity of the formulated problem, we divide the original problem into several sub-problems and address them accordingly to find the optimal solution. Extensive simulation studies are conducted and illustrated to evaluate the advantages of the proposed scheme. It is revealed that the users prefer to offload more data when the computation latency constraint becomes more stringent. It is also shown that the careful design of radio and computational resource allocation is needed for the MEC with the capacity constraints of the fronthaul and backhaul links.

D. Organization

The rest of this paper is organized as follows. Section II describes the system model. In Section III, we formulate the optimization problem, and introduce resource allocation and computation offloading solutions in Section IV. We demonstrate the benefits of our proposed algorithm in Section V through simulation study, and finally conclude this work in Section VI.

II. SYSTEM MODEL

In this paper, we consider a heterogeneous MEC system as shown in Fig. 1. In the system, there are \( N \) RRHs deployed as the access points serving for a total number of \( U \) mobile users. When the users have computing tasks to be offloaded, the requests will be transmitted to the RRH. Typically, the RRH is only with access functions, and needs to forward the received requests to the ENs via wireless fronthaul. We consider there are in total \( M \) ENs. In addition to the functions for wireless access, the edge nodes (ENs), which have relatively rich computational resources, are integrated into the BSs and can process the computation requests from the users. If the requests cannot be processed at the EN, they will be delivered to the cloud for execution via the wireless backhaul.

We define the set of RRHs as \( \mathcal{N} = \{1, \ldots, n, \ldots, N\} \), the set of users as \( \mathcal{U} = \{1, \ldots, i, \ldots, U\} \), the set of ENs as \( \mathcal{M} = \{1, \ldots, m, \ldots, M\} \). We assume that each user has computing tasks that can be described as \( T_i = \{d_i, w_i, t_{i}^{\text{max}}\} \), \( i \in \mathcal{U} \). \( d_i \) represents the data size of each computing task, \( w_i \) represents the total computational resources required to complete the computing task, and \( t_{i}^{\text{max}} \) is the maximum delay that the user can tolerate. For ease of reference, we also list the key notations of our system model in Table I.

A. Local Execution Model

To model the execution model, we first use \( \theta_i d_i \) to represent the data size that has been offloaded to the EN to be processed, where \( 0 \leq \theta_i \leq 1 \). Then \( (1 - \theta_i)d_i \) is the data size that can be executed locally. For user \( i \), we assume local computing capacity is \( C_i \) (e.g. CPU cycles per second), and then we have the local execution time is

\[
 t_i = \frac{V_i}{C_i}. \tag{1}
\]
We define $\varphi$, as the energy unit of user, and the energy consumption for local computing is expressed as:
\[ E^l_i = \frac{\varphi_i V_i^l}{C_i^l}. \]  
(2)

### B. Communication Model

We consider the wireless access between the users and RRHs, fronthaul and backhaul links are all OFDM-based. We first present the model of wireless link between the user and RRH, and then introduce the models of fronthaul and backhaul links.

1) **W ireless Access Link**: When an user has computing tasks to offload, it will choose one of RRHs to connect. The data rate of wireless access link between the user $i$ and RRH can be expressed as:
\[ r_i = \sum_{n=1}^{N} \alpha_{i,n} B_i \log_2 \left(1 + \frac{p_i g_{i,n}}{\sigma^2} \right), \]  
(3)
where $\alpha_{i,n} \in \{0, 1\}$ is defined an indicator for user-RRH association. $\alpha_{i,n} = 1$ indicates that user $i$ has chosen RRH $n$ to offload tasks, otherwise $\alpha_{i,n} = 0$. $B_i$ is the channel bandwidth, $p_i$ is the transmit power of user $i$, $g_{i,n}$ is the channel gain between $i$ and RRH $n$, and $\sigma^2$ is noise variance. The transmission time can be expressed as:
\[ t_i = \frac{\theta_i d_i}{r_i}. \]  
(4)

The transmit energy consumption of user $i$ for wireless access is $p_i \theta_i d_i / r_i$.

2) **F ronthaul Link**: After receiving the data from the users, RRH can forward the data to EN. The data rate from RRH $n$ to EN $m$ for delivering task of user $i$ is expressed as:
\[ r_{i,n} = B_r \log_2 \left(1 + \frac{p_{i,n} g_{n,m}}{\sigma^2} \right), \]  
(5)
where $p_{i,n}$ is the transmit power of RRH $n$ for delivering task of user $i$, $g_{n,m}$ represents the channel gain between RRH $n$ and EN $m$. Then the transmission time on fronthaul is
\[ t_{i,n} = \frac{\theta_i d_i}{r_{i,n}}. \]  
(6)

The transmit energy consumption of RRH $n$ for delivering the task of user $i$ is $p_{i,n} \theta_i d_i / r_{i,n}$.

3) **B ackhaul Link**: In this work, we assume that computing tasks can be executed at ENs or cloud computing center. If the tasks are not executed in the EN, they will be transmitted via a backhaul link to the cloud center. We can express the data rate of backhaul link between ENs and cloud center as follows:
\[ r_{i,m,c} = B_f \log_2 \left(1 + \frac{p_{i,m,c} g_{m,c}}{\sigma^2} \right), \]  
(7)
where $p_{i,m}$ is the transmit power of EN $m$ to cloud, for transmitting task of user $i$ and $g_{m,c}$ represents the channel gain between EN $m$ and cloud. It should be noticed that the data rate on the fronthaul link should be limited by its capacity. We define $\chi_{i,m} \in \{0, 1\}$ as an offloading decision indicator for choosing EN or cloud computing for execution. $\chi_{i,m} = 1$ indicates that computing task of user $i$ will be offloaded to EN $m$ for computing. $\chi_{i,m} = 0$ indicates that the computing tasks of user $i$ will be offloaded to the cloud for computing via EN $m$. Then, the transmission time of the backhaul link can be expressed as:
\[ t_{i,m,c} = \frac{1 - \chi_{i,m}}{r_{i,m,c}}. \]  
(8)
Correspondingly, the transmit energy consumption of EN $m$ for delivering the task of user $i$ is $p_{i,m} t_{i,m,c}$.

### C. **EN Execution Model**

After computation tasks are offloaded, the EN allocates computational resources for task execution. We define $F^M_m$ as the maximum computing capacity of the EN $m$, $f_{i,m} \geq 0$ represents the portion of computing capacity that EN $m$ assigns to user $i$, and $\sum_{i=1}^{U} f_{i,m} \leq 1$. When (part of) task is executed at the EN, $V^f_i = \theta_i w_i$ represents the number of CPU cycles required for completing the task of user $i$, and the execution time is given as follow:
\[ t^e_{i,m} = \frac{\chi_{i,m} V^f_i}{f_{i,m} F^M_m}. \]  
(9)
Correspondingly, the energy consumption of task execution can be expressed as:
\[ E^e_i = \frac{\omega_m V^f_i}{f_{i,m} F^M_m}. \]  
(10)
We define $\omega_m$ as the energy unit of EN servers. At cloud side, due to the rich computing resources of the cloud center, the execution time is quite short. We do not consider the execution time and the energy consumption on cloud if the task is offloaded to cloud [22], [23].

### III. Problem Formulation

With the above analysis on the system model, the main objective of this work is to minimize the total energy consumption under the constraints of time delay, link capacities of fronthaul and backhaul and transmit power. The optimization variables include transmitting power of users $p_i = \{p_i\}$, transmit power of RRH $P_{RRH} = \{p_{i,n}\}$ and EN $P_{EN} = \{p_{i,m}\}$, user association factor $\alpha = \{\alpha_{i,n}\}$, task offloading decisions $\theta = \{\theta_i\}$ and $\chi = \{\chi_{i,m}\}$, and computational resource allocation $f = \{f_{i,m}\}$. Accordingly, $\forall n \in N, \forall i \in U$, and $\forall m \in M$, the problem can be formulated in P1 as follows,

\[ \text{P1 :} \min_{(p_i, P_{RRH}, P_{EN})} \sum_{i=1}^{U} \left( \frac{\varphi_i V_i^l}{C_i^l} + \frac{p_i \theta_i d_i}{r_i} \right) + \sum_{i=1}^{U} \sum_{n=1}^{N} p_{i,n} \theta_i d_i + \sum_{i=1}^{U} \sum_{m=1}^{M} \left[ \frac{1 - \chi_{i,m}}{f_{i,m} F^M_m} + \chi_{i,m} p_{i,m} \theta_i d_i \right], \]
\[ \text{s.t.} \quad C1 : 0 \leq p_i \leq p_i^{\text{max}}, \]
\[ C2 : 0 \leq \sum_{i=1}^{N} a_{i,n} \leq 1, a_{i,n} \in \{0, 1\}, \]
\[ C3 : 0 \leq \sum_{m=1}^{M} \chi_{i,m} \leq 1, \chi_{i,m} \in \{0, 1\}. \]
C4: \( 0 \leq \sum_{i=1}^{U} f_{im} \leq 1, 0 \leq f_{im} \leq 1, \)

C5: \( \sum_{i=1}^{U} a_{i,n} B_i \log_2 \left( 1 + \frac{p_{i,n} g_{i,m,n}}{\sigma^2} \right) < C_n^F, \)

C6: \( \sum_{i=1}^{U} \chi_{im} B_f \log_2 \left( 1 + \frac{p_{im} g_{im,c}}{\sigma^2} \right) < C_m^B, \)

C7: \( \max \{ t^d_i, t^e_i + t^t_m \} \leq t_i^{\text{max}}, \)

C8: \( \sum_{i=1}^{U} p_{i,n} \leq P_n^{\text{max}}, p_{i,n} < P_n^{\text{max}}, \)

C9: \( \sum_{i=1}^{U} p_{im} \leq P_m^{\text{max}}, p_{im} < P_m^{\text{max}}, \)

C10: \( 0 \leq \theta_i \leq 1. \)  \hspace{1cm} (11)

C1 can ensure that the transmit power of user cannot exceed the maximum transmit power \( P_n^{\text{max}}. \) C2 is the constraint on the user-RRH association indicator meaning that one user can only connect with one RRH when the user has task to be offloaded. C3 ensures that the task of user can be executed by one EN or by the cloud center. C4 indicates the constraints of computational resource allocation of EN. \( C_n^F \) in C5 and \( C_m^B \) in C6 are the maximum fronthaul and backhaul link capacity, respectively. C7 guarantees the maximum transmission and computation delay for the offloading part. C8 and C9 ensure that the power allocation of RRH \( n \) and EN \( m \) can not exceed the maximum transmit power \( P_n^{\text{max}} \) and \( P_m^{\text{max}}, \) respectively. C10 is the portion of offloaded task of user \( i. \)

C11: \( \sum_{i=1}^{U} \chi_{im} P_{im} \theta_i d_i \leq \sum_{i=1}^{U} \chi_{im} P_{im} \theta_i d_i. \)

C12: \( \sum_{i=1}^{U} \frac{(1 - \chi_{im}) \omega_i d_i}{f_{im} P_m} + \sum_{i=1}^{U} \frac{\chi_{im} P_{im} \theta_i d_i}{f_{im} P_m} \)

\( \theta_i \geq 1 - \frac{C(t^{\text{max}})}{V_i}, \)  \hspace{1cm} (14)

\( \theta_i \leq t_i^{\text{max}} \left( \frac{d_i}{r_i} + \frac{d_i}{r_{im}} + \frac{\chi_{im} d_i}{r_{im,c}} + \frac{(1 - \chi_{im}) V_i}{r_i} \right). \)  \hspace{1cm} (15)

Thus, the domain of \( \theta_i \) is given as following

\( \theta_i(\text{min}) = \max \left( 0, 1 - \frac{C(t^{\text{max}})}{V_i} \right), \)  \hspace{1cm} (16)

\( \theta_i(\text{max}) = \min \left( \frac{d_i}{r_i} + \frac{d_i}{r_{im}} + \frac{\chi_{im} d_i}{r_{im,c}} + \frac{(1 - \chi_{im}) V_i}{r_i} \right), 1 \).  \hspace{1cm} (17)

Problem P2 can be rewritten as following form:

\[ \text{P2':} \min_{\theta} \sum_{i=1}^{U} \left( \varphi_i V_i \right) + \sum_{i=1}^{U} \theta_i d_i \]

\[ + \sum_{i=1}^{U} \chi_{im} P_{im} \theta_i d_i + \sum_{i=1}^{U} \frac{(1 - \chi_{im}) \omega_i d_i}{f_{im} P_m} + \sum_{i=1}^{U} \frac{\chi_{im} P_{im} \theta_i d_i}{f_{im} P_m} \]

\( s.t. \ C11: \theta_i(\text{min}) \leq \theta_i \leq \theta_i(\text{max}). \) \hspace{1cm} (18)

P2' is a linear function about \( \theta_i, \) so we can use some classical schemes, such as bisection method, to find the optimal value of \( \theta_i. \)

B. User-RRH Association

In this subsection, we investigate the problem of User-RRH association and the optimal power allocation of the user. Accordingly, we need to address the following subproblem of P1 given offloading decisions and the resource allocation at ENs and RRHs, i.e.,

\[ \text{P3':} \min_{\{a, p, \theta, p_R, p_E\}} \sum_{i=1}^{U} \frac{p_{i,n} a_{i,n} B_i \log_2 \left( 1 + \frac{p_{i,n} g_{i,m,n}}{\sigma^2} \right)}{\sigma} \]

\( s.t. \ C1, C2, C7'. \)

When (part of) the tasks are offloaded for execution, the user can select a certain RRH for wireless connection. Since the objective function is an integer nonlinear programming problem with non-convex architecture, P3 is a non-convex optimization problem.
Algorithm 1: Propose Algorithm for Achieving $q_i^*$.

1: Set maximum tolerance $\delta$;
2: while (!Convergence) do
3:    Solve $P_4$ for a given $q_i$ and obtain user association and power allocation $(\alpha^*, p_i^*)$;
4:    if $U(p_i^*) - q_i R(\alpha^*, p_i^*) \leq \delta$ then
5:        Convergence = true;
6:    else
7:        return $(\alpha^*, p_i^*) = (\alpha', p_i')$ and obtain $q_i$ by (20);
8:    end if
9:    Obtain $q_i = U(p_i')/R(\alpha', p_i')$;
10: end while

problem. First, the binary variable is relaxed and let $\alpha_{in} = [0, 1]$, which can be interpreted at resource sharing factor among multiple RRHs. Therefore, according to the fractional linear programming [30], we can transform it into a linear form to solve this problem.

First, we assume $q_i$ is one solution of $P_3$, and $q_i^*$ is the optimal solution, as shown in the following:

$$q_i^* = \min_{(\alpha, p_i)} \frac{p_i^* \theta_i d_i}{\alpha_{in}^* B_u \log_2(1 + \frac{p_i^* g_{in}}{\sigma^2})},$$

(20)

where $p_i^*$ is the optimal power allocation, $\alpha_{in}^*$ is optimal association between the user and RRH. Then, we can obtain the following theorem.

Theorem 1: $q_i$ can reach its optimal value if and only if the following conditions are satisfied.

$$\min_{(\alpha, p_i)} U(p_i) - q_i R(\alpha, p_i) = 0,$$

(21)

where $U(p_i) = p_i \theta_i d_i$ and $R(\alpha, p_i) = \alpha_{in}^* B_u \log_2(1 + \frac{p_i^* g_{in}}{\sigma^2})$.

Proof: Similar proof process can refer to Theorem 2 in [32].

Theorem 1 gives a necessary and sufficient condition with respect to (w.r.t.) optimal power allocation and user association. Particularly, for the considered problem with an objective function in fractional form, there exists an equivalent optimization problem with an objective function in subtractive form, and both formulations result in the same solution. To achieve the optimal $q_i^*$, the iterative algorithm with guaranteed convergence can be applied [32] which is shown in Algorithm 1.

When we get the optimal solutions $p_i^*$, $\alpha_{in}^*$ and the optimal value $q_i^*$, it means that

$$p_i^* \theta_i d_i - q_i^* a_{in}^* B_u \log_2 \left(1 + \frac{p_i^* g_{in}}{\sigma^2}\right) = 0.$$  

(22)

From the constraints of $P_3$, we can get

$$B_u \log_2 \left(1 + \frac{p_i^* g_{in}}{\sigma^2}\right) \geq \frac{\varphi_i \theta_i d_i}{t^m_{\max} - \Delta T_i},$$

(23)

where for simplicity, we have defined

$$\Delta T_i = \frac{\theta_i d_i}{r_{in}} + \frac{\theta_i d_i}{r_{im}(p_{im})} + (1 - \chi_{im}) \frac{V^f}{f_{im} F^m}.$$  

(24)

Therefore, $P_3$ can be transformed to the following problem:

$$P_4: \min_{(\alpha, p_i)} \sum_{i=1}^{U} \left(p_i \theta_i d_i - q_i a_{in} B_u \log_2 \left(1 + \frac{p_i g_{in}}{\sigma^2}\right)\right),$$

s.t. $C1, C2,$

(25)

$$C7^\mu: B_u \log_2 \left(1 + \frac{p_i g_{in}}{\sigma^2}\right) \geq \frac{\varphi_i \theta_i d_i}{t^m_{\max} - \Delta T_i}.$$  

The objective function is a concave function w.r.t. $p_i$, as its Heisenberg matrix is semi-positive definite, and it is a linear function w.r.t. $\alpha_{in}$. Therefore, the transformed problem $P_4$ is a convex optimization problem and satisfies the Slater’s condition. Thus, it can be solved by using the Lagrange dual decomposition and subgradient method. Denoting $\Phi = \{\rho_i, \gamma_i, \tau_i\}$, the Lagrange function can be expressed as:

$$L(p_i, \alpha, \Phi) = \sum_{i=1}^{U} (p_i \theta_i d_i - q_i a_{in} B_u \log_2 (1 + p_i h_i)) + \sum_{i=1}^{U} \rho_i (p_i - p_i^{\text{max}})$$

$$+ \sum_{i=1}^{U} \gamma_i [k_i - B_u \log_2 (1 + p_i h_i)] + \sum_{i=1}^{U} \tau_i (a_{in} - 1),$$

(26)

where $h_i = \frac{g_{in}}{\sigma^2}$ and $k_i = \frac{\varphi_i \theta_i d_i}{t^m_{\max} - \Delta T_i}$.

The optimal power allocation and the user association factor depend on dual variables $\Phi$, which can be updated by solving the dual function of $P_4$. Then we have

$$P_4' : \max_{(\Phi)} \min_{(\alpha, p_i)} L(p_i, \alpha, \Phi),$$

(27)

s.t. $\rho_i \geq 0, \gamma_i \geq 0, \tau_i \geq 0$.

From (26), we can minimize $L(p_i, \alpha)$ for a given set of dual variables $\{\rho_i\}, \{\gamma_i\}, \{\tau_i\}$. Then, we can take the first derivation of $p_i$ and $a_{in}$, respectively.

$$\frac{\partial L}{\partial p_i} = \theta_i d_i - \frac{q_i a_{in} B_u h_i}{(1 + p_i h_i) \ln 2} + \rho_i - \gamma_i B_u h_i$$

(28)

$$\frac{\partial L}{\partial a_{in}} = \tau_i - q_i B_u \log_2 (1 + p_i h_i).$$

(29)

Let $\frac{\partial L}{\partial p_i} = 0$ and $\frac{\partial L}{\partial a_{in}} = 0$, the optimal power allocation is obtained as follows:

$$p_i^{\ast} = \frac{2 \gamma_i}{h_i} - 1.$$  

(30)

Substituting $p_i^{\ast}$ into (29), and we can get the optimal $a_{in}^{\ast}$:

$$a_{in}^{\ast} = \frac{[\theta_i d_i + \rho_i \ln 2] 2 \gamma_i d_i}{q B_u} - B_u \gamma_i.$$  

(31)

We can use subgradient method to find the optimal dual variables, i.e.

$$\nabla \rho_i = p_i^{\ast} - p_i^{\text{max}},$$

(32)

$$\nabla \gamma_i = \frac{\varphi_i \theta_i d_i}{t^m_{\max} - \Delta T_i} - B_u \log_2 \left(1 + \frac{p_i g_{in}}{\sigma^2}\right),$$

(33)

$$\nabla \tau_i = a_{in} - 1.$$  

(34)
The Lagrangian multiplication is updated with the subgradient method in the following way,

\[
\rho_i(l + 1) = [\rho_i(l) - \varepsilon_{\rho_i}(l) \nabla \rho_i(l)]^+, \quad (35)
\]

\[
\gamma_i(l + 1) = [\gamma_i(l) - \varepsilon_{\gamma_i}(l) \nabla \gamma_i(l)]^+, \quad (36)
\]

\[
\tau_i(l + 1) = [\tau_i(l) - \varepsilon_{\tau_i}(l) \nabla \tau_i(l)]^+, \quad (37)
\]

where \( l \) is the number of iterations, \( \varepsilon_{\rho_i}(l), \varepsilon_{\gamma_i}(l), \varepsilon_{\tau_i}(l) \) are the corresponding step sizes. The Lagrange multiplier is iteratively updated until the condition is satisfied. The proposed user association and power allocation algorithm is summarized in Algorithm 1. In this algorithm, we first define a sufficiently small positive real number. If convergence is not achieved, the loop continues until the optimal solution is reached. At each iteration, the dual variables are updated according to (35), (36), and (37). The power allocation is derived from (30). If \( p_i' / \theta_i d_i - q_B p_i \log_2 (1 + p_i / \frac{\chi_i m}{\sigma^2}) \leq \delta \), then the convergence has been reached and the optimal value can be obtained [33]. The overall process is summarized in Algorithm 2.

The obtained \( a_i^* \) is a relaxed value, and we can now recover the binary variable \( a_i \). Substituting \( p_i \) and \( a_i \) into (29), when the partial derivative of \( a_i \) tends to zero, then \( a_i = 1 \). When \( \frac{dL}{da_i} \rightarrow \infty \), that is, the partial derivative of \( a_i \) tends to infinity, and then \( a_i = 0 \).

### C. RRH Power Allocation

In this subsection, we will present the subproblem about power allocation of the RRH for delivering the task to the EN. Then, the problem can be stated as follows:

\[
P5: \min_{\{P_{RRH}\}} \sum_{u=1}^{U} \sum_{n=1}^{N} \frac{\theta_i d_i}{r_i(p_{in})} \]

s.t. \( C1, C2, C3, C4, C6, C7^*, C9 \).

As defined, \( \chi_i \) is a binary variable. To address this problem, we relax \( \chi_i \) to be \([0, 1]\) instead of a Boolean, which can be interpreted as the computing sharing factor for task execution. First, we solve the problem of computational resource allocation \( f_{im} \), which means to address the following problem:

\[
P7: \min_{\{f\}} \sum_{i=1}^{U} \left( 1 - \chi_i \right) w_m V_i^f \]

s.t. \( C4, C7^* \).
It can be found that $P_7$ is a convex optimization problem, the optimal allocation $f^{*}_{im}$ can be obtained by using the Lagrange dual decomposition. The Lagrange function of $P_7$ is shown as follows:

$$
L(f, \Psi) = \sum_{i=1}^{U} \left( 1 - \chi_{im} \right) \frac{\omega_m V_{if}}{f_{im} F_m^M} + \beta \left( \sum_{i=1}^{U} f_{im} - 1 \right) + \sum_{i=1}^{U} \mu_i \left( t_{i,delay} + \left( 1 - \chi_{im} \right) V_{if} \right) - \frac{\mu_i}{t_{i,max}} t_{i,max} - \frac{\mu_i}{t_{i,max}} t_{i,max}^{-1} t_{i,max},
$$

(42)

where $\Psi = \{ \beta, \mu_i \}$, $\beta \geq 0$ and $\mu_i \geq 0$ are Lagrange multipliers associated with different constraints, and $t_{i,delay} = t_i^d + t_i + t_i + t_i + t_i + t_i + t_i + t_i + t_i + t_i$. Accordingly, the dual problem is

$$
\max_{\Psi} \min_{f} L(f, \Psi).
$$

(43)

Similar to the procedure of addressing $P_4$, the dual problem (43) is decomposed into two layers, where minimization of (42) is the inner problem and maximization of (43) is the outer problem. The dual problem can be addressed by solving these two problems iteratively. In each iteration, the inner problem about optimal computational allocation is solved by using the Karush-Kuhn-Tucker (KKT) conditions for a set of Lagrange multipliers with the fixed value, and the outer problem is solved using the subgradient method [31].

Using convex optimization schemes and applying the KKT conditions, the closed-form optimal computational allocation of EN can be obtained as

$$
f^{*}_{im} = \left[ \left( \beta F_m^M \omega_m V_{if} + \mu_i V_{if} \right)^{1/n} \right].
$$

(44)

Since the optimal resource allocation depends on dual variables $\beta$ and $\mu$, the subgradient method with guaranteed convergence can be used to address the Lagrange multiplier, which leads to

$$
\beta (l + 1) = \left[ \beta (l) - \varepsilon_\beta (l) \nabla \beta \right]^+,
$$

(45)

$$
\mu_i (l + 1) = \left[ \mu_i (l) + \varepsilon_{\mu_i} (l) \nabla \mu_i \right]^+,
$$

where

$$
\nabla \beta = \sum_{i=1}^{U} f_{im} - 1,
$$

(46)

$$
\nabla \mu_i = t_{i,delay} + \frac{\left( 1 - \chi_{im} \right) V_{if}}{f_{im} F_m^M} - t_{i,max}^{-1} t_{i,max}.
$$

In (45), $l$ represents the number of iteration. $\varepsilon_\beta (l)$ and $\varepsilon_{\mu_i} (l)$ represent the corresponding step sizes. Since (41) is a convex optimization problem, it is guaranteed that the iteration between the outer and inner problems converges to the primal optimal solution.

After solving the optimal resource allocation $f^{*}_{im}$, $P_6$ is transformed into the following form:

$$
P_8 : \min_{\{ \chi_{im}, \bar{p}_{im} \}} \sum_{i=1}^{U} \sum_{m=1}^{M} \left[ \left( 1 - \chi_{im} \right) \frac{\omega_m V_{if}}{f_{im} F_m^M} + \chi_{im} \bar{p}_{im} \theta_i d_i \right],
$$

s.t. $C3, C6, C7, C9$.

(47)

In the following, we use $\bar{p}_{im}$ instead of $p_{im}$ in $C10$, i.e $\bar{p}_{im} = X_{im} p_{im}$. $P_8$ can be transformed to the following problem $P_9$.

$$
P_9 : \min_{\{ \chi_{im}, \bar{p}_{im} \}} \sum_{i=1}^{U} \sum_{m=1}^{M} \left[ \left( 1 - \chi_{im} \right) \frac{\omega_m V_{if}}{f_{im} F_m^M} + \bar{p}_{im} \theta_i d_i \right],
$$

s.t. $C1', C2', C3', C4'$.

(48)

where $t^d = t_i^d + t_i + t_i + t_i + t_i + t_i + t_i + t_i + t_i + t_i$. In order to solve the above $P_9$, we introduce Lagrange function to solve it.

$$
L(p_{im}, \chi_{im}, \lambda) = \sum_{i=1}^{U} \sum_{m=1}^{M} \left[ \frac{\bar{p}_{im} \theta_i d_i}{B_i \log_2 \frac{1 + \bar{p}_{im} \gamma_{m,c}}{\sigma^2}} \right] + \sum_{i=1}^{U} \sum_{m=1}^{M} \left( 1 - \chi_{im} \right) \frac{\omega_m V_{if}}{f_{im} F_m^M} + \lambda \sum_{i=1}^{U} \sum_{m=1}^{M} \chi_{im} (1 - \chi_{im}),
$$

(49)

where the $\lambda$ is a penalty factor, if $\lambda$ is large enough, problem $P_9$ and $L(p_{im}, \chi_{im}, \lambda)$ have same optimal values. The minimum values are obtained iteratively by using the interior penalty function method. The optimization of problem $P_9$ can be transformed into the following $P_{10}$.

$$
P_{10} : \min_{\{ \chi_{im}, \bar{p}_{im} \}} \left[ f_1(\chi_{im}, \bar{p}_{im}) - f_2(\chi_{im}) \right],
$$

s.t. $C1', C2', C3', C4'$.

(50)

$$
f_1(\chi_{im}, \bar{p}_{im}) = \sum_{i=1}^{U} \sum_{m=1}^{M} \left[ \frac{\bar{p}_{im} \theta_i d_i}{B_i \log_2 \frac{1 + \bar{p}_{im} \gamma_{m,c}}{\sigma^2}} \right] + \sum_{i=1}^{U} \sum_{m=1}^{M} \left( 1 - \chi_{im} \right) \frac{\omega_m V_{if}}{f_{im} F_m^M} + \lambda \chi_{im},
$$

(51)

$$
f_2(\chi_{im}) = \lambda \sum_{i=1}^{U} \sum_{m=1}^{M} \chi_{im}^2.
$$

(52)

However, $f_1(\chi_{im}, \bar{p}_{im})$ is still non-convex. In order to solve this problem, we will use the Frank-Wolfe algorithm for non-convex objective functions to find the optimal solution of $P_{10}$ [28]. $P_{10}$ can be written in the following form,

$$
P_{11} : \min \left[ f_1(\chi_{im}, \bar{p}_{im}) - f_2(\chi_{im}) \right] - \left( \nabla f_2(\chi_{im}), \chi_{im} - \chi_{im} \right),
$$

s.t. $C1', C2', C3', C4'$.

(53)
Algorithm 3: Joint Resource Allocation and Offloading Decision at EN.

Input: $p_{i,m}, p_{i,m}^{\text{max}}, f_{i,m}^{\text{max}}, V_{i,m}, d_{i,m}, \forall i \in \mathbb{U}, n \in \mathbb{N}, m \in \mathbb{M}$

1: Initialization: $p_{i,m}^{(0)}, \chi_{i,m}^{(0)}, \lambda^{(0)}$
2: for all $\forall i \in \mathbb{U}$ do
3: for all $\forall m \in \mathbb{M}$ do
4: calculate $f_{i,m}^{(0)}$ by (44)
5: end for
6: end for
7: calculate $L(p_{i,m}^{(0)}, \chi_{i,m}^{(0)})$ by (49)
8: while $|L(p_{i,m}^{(l)}, \chi_{i,m}^{(l)})), \lambda^{(l)}} - L(p_{i,m}^{(l-1)}, \chi_{i,m}^{(l-1)}), \lambda^{(l-1)}})| > \zeta$ do
9: calculate $\hat{p}_{i,m}^{(l)}$ and $\chi_{i,m}^{(l)}$ by (58)
10: update $p_{i,m}, \chi_{i,m}$, and $\lambda$
11: $l = l + 1$
12: end while
13: return all optimal offloading decisions $\chi_{i,m}$, computing resource allocation $f_{i,m}$, power allocation of BS $p_{i,m}$

where $\chi_{i,m}^{(l)}$ is the result of $\chi_{i,m}$ at $l$ iteration. Since the constraint in P11 is non-concave, we use the Difference of Convex functions (DC) programming scheme to solve the non-concave constraint [29]. $C^2$ can be rewritten as:

$$C^2 = \max \sum_{i=1}^{U} [g_1(\tilde{p}_{i,m}) - \tilde{g}(\tilde{p}_{i,m})] < C^B_m$$ (54)

where

$$g_1(\tilde{p}_{i,m}) = \log_2(\tilde{p}_{i,m}b_m + s^2)$$ (55)

$\tilde{g}(\tilde{p}_{i,m})$ is the first order Taylor approximation of $g_2(\tilde{p}_{i,m})$.

$$g_2(\tilde{p}_{i,m}) = \log_2(\sigma^2)$$ (56)

$$\tilde{g}(\tilde{p}_{i,m}) = g_2(\tilde{p}_{i,m}) + \langle \nabla g_2(\tilde{p}_{i,m}), \tilde{p}_{i,m} - \hat{p}_{i,m} \rangle$$ (57)

$\hat{p}_{i,m}$ is the result of $\hat{p}_{i,m}$ iterations, substituting (54) into P10, we can arrive at:

P11: $\min \left[ f_1(\chi_{i,m}), \tilde{p}_{i,m} - f_2(\chi_{i,m}), -\langle \nabla f_2(\chi_{i,m}), \chi_{i,m} - \chi_{i,m}^{(l)} \rangle \right]$

s.t. $C^1, C^2, C^3, C^4$.

(58)

To this end, P8 can be solved by iterative algorithm, and procedure is shown in Algorithm 3.

E. Summary of the Proposed Scheme

In the proposed solution, we first address the task offloading decision by adopting the method of fractional linear programming, and corresponding computational complexity is $O(N)$. Then the transmit power allocation $p_i$ of users and the association factor $a_{i,m}$ between users and RRH are addressed according to Algorithm 2. The computational complexity of Algorithm 2 is $O(N) = O(N^2)$, where $\zeta$ is the number of basic steps required for calculation in (35-37). Algorithm 3 uses Frank-Wolfe algorithm to solve the problem computational resource allocation $f_{i,m}$, power allocation $p_{i,m}$ and offloading decision $\chi_{i,m}$. The total computational complexity of Algorithm 3 is $O(N^2) = O(\zeta N^2 + N)$, where $\xi$ is the number of basic steps required for Lagrangian multiplier calculation in (45).

Algorithm 4: Iteration Algorithm Design.

1: Initialization: Initialize values of $\theta_1, p_i, a_{i,m}, p_{i,m}, f_{i,m}, \chi_{i,m}$
2: Input: $p_{i,m}^{\text{max}}, V_{i,m}, d_{i,m}, \omega_{i,m}, F_{m}, \varphi_i$
3: Iteration: Set $t = 0$
4: while $G(\theta_1(t^{(t+1)}), p_{i,m}^{(t^{(t+1)}}, f_{i,m}^{(t^{(t+1)}}, p_{i,m}^{(t^{(t+1)}}, \chi_{i,m}^{(t^{(t+1)}}) \neq \hat{G}(\theta_1(t^{(t+1)}), p_{i,m}^{(t^{(t+1)}}, f_{i,m}^{(t^{(t+1)}}, p_{i,m}^{(t^{(t+1)}}, \chi_{i,m}^{(t^{(t+1)}})$
5: do
6: given $p_{i,m}^{(t)}, \chi_{i,m}^{(t)}$
7: solve $P_1^{(t)}$
8: obtain $\chi_{i,m}^{(t+1)}$
9: solve $P_2^{(t)}$
10: obtain the optimal $a_{i,m}^{(t)}, s_{i,m}^{(t)}$
11: substitute $\theta_1^{(t)} = \theta_1^{(t)}(t), a_{i,m}^{(t)}, s_{i,m}^{(t)}, f_{i,m}^{(t)}, p_{i,m}^{(t)}, \chi_{i,m}^{(t)}$
12: to solve $P_5^{(t)}$
13: obtain the optimal $p_{i,m}^{(t)}, s_{i,m}^{(t)}$
14: substitute $\theta_1^{(t)} = \theta_1^{(t)}, p_{i,m}^{(t)}, s_{i,m}^{(t)}$
15: to solve $P_6^{(t)}$
16: $t = t + 1$
17: end while
18: end
19: Output $p_{i,m}^{(t)}, a_{i,m}^{(t)}, f_{i,m}^{(t)}, p_{i,m}^{(t)}, \chi_{i,m}^{(t)}$

$G(p_{i,m}^{(t)}, a_{i,m}^{(t)}, f_{i,m}^{(t)}, p_{i,m}^{(t)}, \chi_{i,m}^{(t)}) = \sum_{i=1}^{U} \left( \frac{\varphi_i V_{i,m} f_{i,m}^{(t)} + \chi_{i,m}^{(t)} p_{i,m}^{(t)} d_{i,m}}{r_{i,m}} \right)$

$$\sum_{i=1}^{U} \sum_{n=1}^{N} \frac{p_{i,m}^{(t)} \theta_1 d_{i,m}}{r_{i,m}} + \sum_{i=1}^{U} \sum_{m=1}^{M} \frac{1}{F_{m}} \left[ \frac{1}{\chi_{i,m}^{(t)} \omega_{i,m}} V_{i,m}^{(t)} + \chi_{i,m}^{(t)} f_{i,m}^{(t)} d_{i,m}^{(t)} \right]$$

(59)
V. NUMERICAL RESULTS

In this section, we verify the feasibility and superiority of the proposed method through simulation experiments. In the simulations, we set the number of users as 10, the number of RRHs as 5, and the number of ENs as 2. We set the input data for any task varies between 10 KB and 210 KB, the maximum transmit power of users to be 30dbm, the maximum transmit power of RRHs to be 40dbm and the maximum power of ENs to be 46dbm. The bandwidth between users and RRHs is 10 MHz, the bandwidth of fronthaul link between RRHs and ENs is 20 MHz, the bandwidth of backhaul link between ENs and the cloud set to be 40 MHz. The average distance between users and RRHs is 50 m, and the average distance between RRHs and ENs is 500 m. The maximum tolerance delays for completing the task are set to be between 0.5 s and 2 s.

In Figs. 3 and 4, we present the energy consumption of the user’s task data size under different offloading strategies. Fig. 3 shows the EN processes the computing task, i.e., $\chi_{im} = 1$. In Fig. 4, we consider all the tasks are offloaded to the cloud for execution, i.e., $\chi_{im} = 0$. In these figures, it is assumed that the computing processing capacity of users is $3 \times 10^8$ cycle/s and $4 \times 10^8$ cycle/s, respectively. As the computing capacity of users increases, the corresponding energy consumption decreases. It can be seen from Figs. 3 and 4 that local computing has a higher energy consumption than partial offloading, because the computing of server and cloud has a stronger computing capacity. Partial offloading scheme can reduce energy consumption by offloading tasks to the EN or cloud computing. It can be seen from Figs. 3 and 4 that the proposed algorithm can further reduce the energy consumption of task processing by selecting the appropriate offloading ratio according to the task size. Meanwhile, due to the limited local computing capacity of users, local computing can lead to more energy consumption. At the same time, if the task is total offloaded for computing, the energy consumption of the transmission process will be too high due to the long distance of task transmission and the energy consumption of task execution.

Figs. 5 and 6 investigate the energy consumption on the fronthaul link and backhaul link, respectively. Here, we assume that the offloading ratio of users is 0.4, 0.6 and 0.8, respectively.
both figures, it can be seen that when $\theta_i = 0.2$, $0.5$, $1$ and the optimal offloading ratio $\theta^*_i$, from Fig. 7, we can see that when the user’s offloading ratio is larger, the EN allocates more computational resource to task processing, so as to ensure that the user’s task can be completed within the maximum tolerance delay. In Fig. 7, the amount of used computational resource of the proposed optimal offloading scheme is lower than when the users choose total offloading. This is because when the amount of data offloading is small, we will use the local computing method to process tasks. In addition, when the amount of data is small, the energy consumption of local computing is lower than that of offloading. Meanwhile, in Fig. 8, we can see that although the computational resource amount allocated by our proposed optimal task offloading ratio method is lower than the others, which shows our proposed scheme can reduce the energy consumption. With the same amount of task sizes, the more users offload, the more energy EN consumes. The energy consumption also influenced by the maximum tolerance delay of users $t_i = t$. In order to meet the task processing delay and improve the processing efficiency, the EN will allocate more computing resource to the users who have a smaller maximum tolerance delay, and the corresponding energy consumption will increase.

In Fig. 9, we present the energy consumption performance of different computation offloading schemes. In this figure, we compare our proposed algorithm with the local computing where all the tasks are executing locally, the EN computing where all the tasks are performed on EN, and the EN offloading scheme presented in [35]. It can be found that as the task data size gradually increases, the total energy consumption also increases. In the local computing scheme, because the user’s computing power is limited by the CPU processor, battery capacity, and other factors, it shows the worst energy consumption performance. In the EN computing, since all the tasks are performed on EN, and the EN offloading scheme presented in [35]. In the proposed computation offloading algorithm strategy, we jointly optimize the computation offloading and radio resource including the fronthaul/backhaul...
link resources. Therefore, our proposed scheme outperforms the others in terms of energy consumption performance.

VI. CONCLUSION

In this work, we consider a vertical and heterogeneous multi-access edge computing system, where the users have computation service demand. In the considered system, the RRHs are deployed for providing wireless access for the users and EN with edge node can process the computation request from the user. Wireless backhaul and fronthaul are assumed where the capacity may be the bottleneck for service provisioning. With the objective to minimize the total energy consumption for processing the computation task, a joint radio resource allocation and offloading decision optimization problem is presented under the explicit consideration of capacity constraints of fronthaul and backhaul links. Due to the non-convexity of the formulated problem, we divide the original problem into several sub-problems and address them accordingly to find the optimal solution. Extensive simulation studies are conducted and performance evaluations demonstrate the advantages of the proposed scheme. In the future, we will further study the problem of how to solve computation offloading and resources allocation problem in the dynamic environment, where the user mobility can be explicitly considered.
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