Signatures of Bardasis-Schrieffer mode excitation in Third-Harmonic generated currents

Marvin A. Müller and Ilya M. Eremin
Institut für Theoretische Physik III, Ruhr-Universität Bochum, D-44801 Bochum, Germany

We theoretically analyze the collective modes in unconventional superconductors focusing on Bardasis-Schrieffer (BS) mode and its contribution to the third harmonic generation currents. Starting from a model with competing superconducting pairing instabilities we add fluctuations of the fields beyond saddle point approximation and calculate their response to an applied pulsed electric field. To model phase fluctuations appropriately we take into account the effect of the long-range Coulomb interaction. While the phase mode is pushed into a plasmon frequency, as known from the literature, we show that the BS mode remains unaffected. Furthermore, it has a characteristic polarization dependence and, unlike the Higgs mode, generates a current in perpendicular direction to the applied field. We find that the Bardasis-Schrieffer excitations contribute a sizable signal to the third harmonic generated current, which is clearly distinguishable from the charge density fluctuations due to Cooper pair breaking effects and can be straightforwardly detected in experiment.

I. INTRODUCTION

The recent technological development of THz spectroscopy makes it possible to probe properties of quantum matter, which cannot be observed in equilibrium. This is of considerable interest in the field of unconventional superconductivity, where controlled probing of the relaxation dynamics yields access to understanding ground state properties of the underlying system. The THz waves can excite the superconducting state at energies below the quasiparticle continuum. It was found early that in this regime light couples non-linearly to the Cooper pairs and that it excites the collective Higgs mode at \( \omega_H = 2\Delta \). This mode corresponds to amplitude oscillation of the superconducting order parameter in the Mexican hat shaped free energy and is therefore also called the amplitude mode. It does not couple to the electromagnetic wave within linear response but becomes visible in the third harmonic generation (THG) in particular, below \( T_c \) the incident light at some fixed frequency \( \Omega \) excites the Higgs mode in a non-linear process and effectively drives it with \( 2\Omega \) during the pulse irradiation. The transmitted light then generates a component which oscillates with the third harmonic of the incident pulse frequency \( 3\Omega \) due to coupling to this excitation energy. Tuning the effective excitation energy \( 2\Omega \) to the energy \( 2\Delta \) then leads to a resonant enhancement of the third harmonic generation. One has to mention, however, that even though it was initially assumed that the enhancement stems from resonant driving of the Higgs mode frequency \( \omega_H = 2\Delta \) it was later shown that the resonance in the clean case is dominated by excitation of charge density fluctuations, which is also around \( 2\Delta \), and the contribution to the resonance due to the Higgs mode activation appears to be orders of magnitude smaller. More recently, it was shown that the situation may change in the dirty limit where the Higgs mode can indeed dominate the THG response.

We note by passing that the transition into the superconducting state in conventional superconductors leads to the formation of other modes, including plasmons, and the Carlson-Goldman mode. The phase (Anderson-Bogoliubov-Goldstone) mode is the order-parameter phase mode, which couples to the electromagnetic field and in the presence of long-range Coulomb interaction converts into the plasmon mode. In the presence of residual normal state quasiparticles close to \( T_c \), the Coulomb potential of the superfluid density fluctuation can be screened, and one finds an ungapped Carlson-Goldman (CG) mode, in which the normal and superfluid densities oscillate out of phase.

While those types of modes, discussed above, are present in both, conventional and unconventional superconductors, there is another type of collective mode possible in unconventional superconductors. In these systems multiple different pairing symmetries can compete for the superconducting ground state symmetry and if a second pairing symmetry is very close to the ground state symmetry the so-called Bardasis-Schrieffer mode \( \omega_{BS} \) emerges, signaling the nearby subdominant state. Its possible experimental observation in the iron-based superconductors due to the close competition between the \( s_\pm \) ground state and the nearly \( d_{x^2-y^2} \) instability has triggered further theoretical interest in the properties of this mode. Furthermore, it was shown that the nearby nematic instability, if present, couples to the Bardasis-Schrieffer mode and pushes the resulting hybridized Bardasis-Schrieffer-nematic mode further below the quasiparticle continuum and extends the potential observability of this mode beyond the near-degeneracy region of the \( d \)-wave and \( s \)-wave superconducting states.

In this manuscript we investigate theoretically the signatures of the Bardasis-Schrieffer mode in the third-harmonic generated current once the driving frequency matches the resonance condition \( 2\Omega = \omega_{BS} \). We show that the strength of the Bardasis-Schrieffer mode signal is of similar strength as the charge density fluctuations even in the clean limit making its observation a straightforward experimental task. The BS mode should yield a strong second resonance alongside the Higgs mode (or charge density fluctuation) frequency. We further study its polarization dependence and show that, unlike the Higgs mode, BS mode generates a current in perpendicular direction to the applied field.

II. EFFECTIVE ACTION

Since the current response of a system is given by the variation of the action \( S \) with respect to the applied vector po-
tential $j = -\partial S/\delta A$ one can obtain the third-harmonic generated current from an action, which is quartic in the vector potential\[21\]. Contributions from fluctuating fields couple to the vector potential and thus renormalize the current kernel. Our starting point is therefore an action $S = S_0 + S_{sc} + S_c$, containing the fermions on a two-dimensional (2D) square lattice $S_0$ interacting via an attractive superconducting interaction $S_{sc}$ and the Coulomb interaction $S_c$. The superconducting interaction consists of attractive $s$-wave and $d$-wave channels, respectively, and reads

$$S_c = - \int d\tau \sum_{k,k',q} \left( V_s + V_d c_{k,d}(\tau) c_{k',d}^\dagger(\tau) B_{k,q}^d(\tau) B_{k',q}(\tau) \right),$$

where $V_s$ and $V_d$ are the superconducting interaction strength in the corresponding channels. We choose the $d$-wave form factor as $\gamma_{d,k} = \sqrt{2} \cos(2\phi)$, while the $s$-wave interaction is chosen isotropic. Here, we introduce the singlet pair operator $B_{k,q}(\tau) = c_{-k+q/2,\tau}(\tau) c_{k+q/2,\tau}(\tau)$ to keep notation simple. Performing a Hubbard-Stratonovic transformation in $B_{k,q}(\tau)$ introduces the superconducting field, which has the form $\Delta_k(q) = \Delta_s(q) + \Delta_d(q)\gamma_{d,k}$, where $\Delta_s$ is the $s$-wave component transforming like $A_{1g}$ and $\Delta_d$ is the $d$-wave component transforming as $B_{1g}$ with the corresponding form factor. Note that both $\Delta_s(q)$ and $\Delta_d(q)$ are complex with an arbitrary overall phase. We focus on the $s$-wave ground state by focusing on $V_s/V_d < 1$. By performing a gauge transformation $c_{\tau \sigma} \rightarrow c_{\tau \sigma} e^{i\theta(\tau)/2}$ one can choose the ground state field $\Delta_s(q)$ to be real.

As mentioned in the Introduction, the superfluid phase is known to show a sound-like phase (Goldstone) mode $\omega_G \sim |q|$, which couples to the Coulomb field of the lattice and becomes a plasmon\[3\]. This implies that the effect of the Coulomb field needs to be taken into account

$$S_c = - \int d\tau \sum_{k,k',q} \left( \frac{V_s}{2} c_{k-q/2,\tau}(\tau) c_{k'+q/2,\tau}(\tau) c_{k',\tau}(\tau) c_{k,\tau}(\tau) \right).$$

(2)

Here $V_s = 2\pi e^2/|q|$ is the Coulomb potential for charged fermions confined to our 2D lattice. This interaction can be decoupled in the density channel via a Hubbard-Stratonovic transformation introducing the density fluctuation field $\rho(q)$. Finally, the effect of a vector potential can be added to the action via a Peierls substitution $c_{\sigma}^\dagger(\tau)c_{\sigma}(\tau) \rightarrow e^{iA_{\tau}}c_{\tau\sigma}^\dagger(\tau)c_{\tau\sigma}(\tau)$. After a straightforward derivation the total action acquires the form

$$S = \sum_{k,k'} \Psi_k^\dagger \left( -G_0^{-1}(k)\delta_{k,k'} + \Sigma(k,k') \right) \Psi_k,$$  

(3)

where $G_0(k) = (i\omega_n \sigma_0 - \xi_k \sigma_3 - \Delta_k \sigma_1)^{-1}$ is the saddle point Green’s function and the self-energy correction

$$\Sigma(k,k') = \Sigma_{\Delta_s}(k,k') + \Sigma_{\rho}(k,k') + \Sigma_{\Delta_d^s}(k,k') + \Sigma_{\Delta_d^d}(k,k') + \Sigma_{\rho}(k,k') + \Sigma_{\Delta_d^d}(k,k'),$$

which contains the fluctuations of the corresponding fields $\Delta_s(q)$, $\theta(q)$, $\Delta_d^s(q)$, $\Delta_d^d(q)$, $\rho(q)$ and the vector potential $A_d^d(q)$ around their saddle point value. Here, the $d$-wave superconducting field is separated into real and imaginary parts, $\Delta_d(q) = \Delta_d^r(q) - i\Delta_d^i(q)$. The explicit calculation is shown in Appendix\[A\]. We integrate out the fermions to obtain the effective action and keep fluctuations up to quadratic level (Gaussian fluctuations)

$$S_{\text{eff}} = - \text{Tr} \left( G_0^{-1} \right) + \frac{1}{2} \sum_q \eta^T(-q)\chi(q)\eta(q)$$

$$+ \sum_{\alpha} \eta_{\alpha}(-i\nu_m)\chi_{\alpha\beta}(i\nu_m)A^\alpha_t(i\nu_m)A^\beta_s(i\nu_m)$$

$$+ \frac{1}{2} \sum_{i,j} A^i_s(-i\nu_m)K_{0,ij}(i\nu_m)A^j_s(i\nu_m).$$

(4)

Here, we use the short hand notation for the vector $\eta(q) = (\Delta_s(q), \theta(q), \Delta_d^s(q), \Delta_d^d(q), \rho(q))^T$, which includes all fluctuating fields. The corresponding matrix response function, $\chi(q)$, is given by $\chi_{\alpha\beta} = \text{Tr}(G_0\Sigma_{\alpha\beta}G_0\Sigma_{\beta\alpha})$. In addition, the coupling of the fluctuating fields to the vector potential is mediated via the response functions $\chi_{\alpha\beta}A^\alpha_t(i\nu_m)$. The fluctuations of the vector potential itself is mediated via the $2 \times 2$ kernel $K_{0,ij} = \text{Tr}(G_0\Sigma_{s}A^i_tG_0\Sigma_{d}A^i_j)$ with $i,j \in \{x,y\}$. Here, we take the limit $q \rightarrow 0$.

The collective modes of this system are given by the condition $\text{det}(\chi(q)) = 0$. In the simplest approximation we neglect the off-diagonal coupling terms and focus on the diagonal terms of $\chi$. After analytic continuation, one finds for the propagator of the $s$-wave order parameter amplitude

$$\chi_{\Delta_s,\Delta_s}(\omega) = \sum_k (4\Delta - \omega^2) F_k(\omega)$$

and the function $F_k(\omega) = \text{tanh}(\beta E_k/2)/(E_k(4E_k - (\omega + i0^+)^2))$ carries the information of the Higgs (amplitude) mode $\omega_H = 2\Delta$. The propagator of the global phase fluctuations is given by

$$\chi_{\theta\theta}(q) = \frac{1}{4} n_s q^2 - \omega^2 \sum_k \Delta^2(k)F_k(\omega),$$

(6)

where $n_s$ is the superfluid stiffness. This propagator contains the Goldstone (phase) mode, which is gapless and can be excited with an arbitrary small amount of energy. Finally, there is a contribution of the the Bardas-Schrieffer mode. As was shown previously in Ref.\[27\] this mode corresponds to the fluctuations in $\Delta_d^i(q)$, which, in linear approximation, is the relative phase between the $s$-wave field and the $d$-wave field. The corresponding propagator has the form

$$\chi_{\Delta_d^i,\Delta_d^i}(\omega) = \frac{2}{V_d} - \sum_k (4E_k^2 q^2) F_k(\omega).$$

(7)

This function has a single root for $0 < \omega < 2\Delta$ depending on the exact strength of the $d$-wave interaction $V_d$ relative to $V_s$. Note that the propagator of the amplitude $\Delta_d^i$ carries no collective mode at all. In principle the frequency positions
of these three modes is slightly affected by the coupling between the fluctuations. However, our analysis shows that the cross-coupling between s-wave amplitude fluctuations and the global phase \( \chi_{\Delta,\theta}(\omega) = 2\omega \sum_k \xi_k \Delta F_k(\omega) \) is present but is very weak. This is similar for the cross-coupling between \( \Delta'_s \) and \( \Delta''_s \). The coupling between the d-wave fields \( \Delta'_d \) and \( \Delta''_d \) and the s-wave fields \( \Delta_s \) and \( \theta \) vanishes because these two channels are orthogonal by symmetry, which implies that these three modes are indeed given by the solution \( \chi_{n_0,n_0} = 0 \). Correspondingly, in Fig. 1 the Bardasis-Schrieffer mode and the Higgs mode frequency are shown for different ratios \( V_d/V_s \) as a function of temperature \( T/T_c \).

As shown above the Bardasis-Schrieffer mode can be interpreted as a relative phase mode between an s-wave field and the d-wave field. Therefore a correct treatment of the phase due to incorporating the Coulomb field is important to describe the Bardasis-Schrieffer mode. Integrating out the charged fields \( \rho \) yields the renormalization of the response functions according to \( \chi_{AB} = \chi_{AB} - \chi_{AB}(\omega) \sum_k \xi_k F_k(\omega) \). While the effect of this renormalization is weak for the amplitude mode propagator \( \chi_{\Delta,b} \), it pushes the Goldstone phase mode into a plasmon

\[
\chi_{\theta}^\lambda(q,\omega) \simeq \frac{|q|^2}{8\pi e^2} \left( 2\pi e^2 n_s |q| - \omega^2 \right),
\]

where one can identify the plasmon mode position, \( \omega_p = \sqrt{2\pi e^2 n_s q} \). The charged field is a density type fluctuations and therefore its fluctuations have the same \( A_{1g} \) symmetry as the s-wave ground state. Thus, these fluctuations are orthogonal to the subdominant field fluctuations \( \Delta_d \) and leave its propagators and with them the Bardasis-Schrieffer mode, unaffected \( \chi_{\Delta'/s'\Delta''/s''} = \chi_{\Delta'/s'\Delta''/s''} \). Note that while the subdominant field fluctuations fully decouple from the ground state it can be expected that they still give a finite contribution to the third harmonic generated current, as the applied vector potential temporarily breaks \( C_4 \) rotational symmetry and therefore it allows for a finite mixing in these channels.

As mentioned in previous works (17,21), the coupling between Higgs mode and the vector potential \( \chi_{\Delta,b}^\lambda \) is very small as the sum is linear \( \xi_k \).

However, this is not the case for the coupling between Bardasis-Schrieffer mode and the vector potential \( \chi_{\Delta,b}^\lambda \) and the cross-coupling between \( \bar{K}_{ij} = -\sum_k 4\Delta^2 \frac{\partial^2 \xi_k}{\partial q^2} F_k(\omega) \) and therefore one can expect that unlike the Higgs mode, this mode is easily observable even in the clean limit, where the charge density fluctuations, which are given by \( K_{ij} = -\sum_k 4\Delta^2 \frac{\partial^2 \xi_k}{\partial q^2} F_k(\omega) \) dominates the intensity of the third harmonic generation current.

III. THIRD-HARMONIC RESPONSE

The current kernel \( \bar{K} = \bar{K}_0 + \bar{K}_p + \bar{K}_d + \bar{K}_0 + \bar{K}_\Delta + \bar{K}_\Delta' + \bar{K}_\Delta'' \) now contains contributions due to each field and in the following we compute the current \( j_3(t) = -\frac{\delta S}{\delta A(t)} \). We assume that the vector potential can be modelled by harmonic driving \( A(t) = A_0 \cos(\Omega t) \) with the driving frequency \( \Omega \). Using \( \phi \) as the polar angle in the momentum space with respect to the \( k_x \) axis we write \( A_0 = A_0(\cos(\phi), \sin(\phi))^T \). Here, \( A_0 \) is the strength of the driving field and the angle \( \theta \) denotes the polarization direction. The third-harmonic generation current can be expressed as

\[
j_{3,\parallel}(3\Omega) = \int dt j_{3,\parallel}(t) e^{-3\Omega t} = \frac{1}{8} \left( \frac{e^2}{2} \right)^2 A_0 \sum j K_{ij}(2\Omega) A_{j,0}^2 \quad (9)
\]

with components in multiple directions depending on the components of the kernel \( K_{ij} \). Therefore, it is useful to introduce the vectors \( \mathbf{n}_\parallel = (\cos(\theta), \sin(\theta))^T \) and \( \mathbf{n}_\perp = (-\sin(\phi), \cos(\phi))^T \) to filter out the parallel and perpendicular component of the induced current. Although the kernel has in total four components, only two of them are independent by symmetry, i.e., we write \( K_{xy} = K_{xx} \) and \( K_{yx} = K_{yy} \). Thus, one finds for the parallel and the perpendicular components of the induced current

\[
j_{3,||}(\phi) = j_{3,\parallel} \cdot \mathbf{n} = \frac{1}{8} \left( \frac{e^2}{2} \right)^2 \left[ \cos^4(\phi) + \sin^4(\phi) \right] K_{xx}(2\Omega)
\]

\[
+ \frac{1}{2} K_{x^y}(2\Omega) \sin^2(2\phi)
\]

\[
j_{3,\perp}(\phi) = j_{3,\perp} \cdot \mathbf{n}_\perp = \frac{1}{8} \left( \frac{e^2}{2} \right)^2 \left[ \frac{1}{4} \sin(4\phi) \left( K_{xy}(2\Omega) - K_{xx}(2\Omega) \right) \right].
\]

Before explicitly evaluating these expressions numerically, we summarize the polarization dependence of each excitation, i.e. the charge density fluctuations (CDF), the Higgs and BS modes as well as phase fluctuations in Table 1.
the expressions for $K_{ij}$ are explicitly derived in Appendix B. As was shown in Refs. 17–23, the contribution due to the Higgs or the phase fluctuations show different polarization dependence than the CDF contribution. In fact the polarization dependence can be easily read off if one knows the ratio $K_{xy}/K_{xx}$. Since the $s$-wave amplitude fluctuations, the global phase fluctuations and the density fluctuations have to be $A_{1g}$ symmetric, one finds that $K_{xy} = K_{xx}$. From Eqs. 10 and 11, this implies that those three modes yield no contribution to the perpendicular current and a constant in $\phi$ contribution to the parallel current. This is different for the contribution of the $d$-wave fields $\Delta_d^{''}$ and $\Delta_d^{'''}$. One finds in this case $K_{xx} = -K_{yy}$, leading to a very different polarization dependence of their contribution to the current. In particular, we obtain that the parallel current has $\cos^2(2\phi)$ polarization dependence, while the perpendicular current has $\sin(4\phi)$ dependence. Thus, the Bardasis-Schrieffer mode, mediated via fluctuations of the field $\Delta_d^{''}$ yields no signal for a periodic driving field direction along the Brillouin zone diagonal $\phi = \pi/4$. This agrees with a previous theoretical analysis of the pump-probe photoemission.[6] Note, the amplitude fluctuations in the subdominant $d$-wave channel, i.e. in $\Delta_d^{''}$, are generally small. For the CDF contribution there is no strict relation between $K_{xy}$ and $K_{xx}$ and their exact ratio depends on the precise band structure. Therefore CDF yield a mixed polarization profile to the current along the parallel direction. Similar to the Bardasis-Schrieffer mode the CDF shows a mixed $\sin(4\phi)$ dependence for the perpendicular current $j_{3, \perp}$.[1]

It is important to notice that the polarization profile of each contribution is not affected by the renormalization of the propagators by the Coulomb field, as they follow the intrinsic symmetry properties of the fields. Instead, the effect of the renormalization is visible in the explicit dependence on the driving frequency $\Omega$. Observe also that although we assumed the isotropic order parameter in the $s$-wave ground state, our results hold for the general $A_{1g}$-symmetric ground state (like anisotropic $s$-wave) as they follow from the properties of the $A_{1g}$ and $B_{1g}$ irreducible representations under rotation by $\pi/2$ angle. Thus, the presence of a Bardasis-Schrieffer mode signal can be easily detected by the analysis of the polarization dependence of the current. A signal, which is present at $\phi = 0$ but absent at $\phi = \pi/4$ should be a strong indication of the Bardasis-Schrieffer mode (or Bardasis-Schrieffer nematic mode) and clearly distinguishable from other types of modes.

In particular, in Fig. 2, we show the third harmonic generated current $j_{3, \parallel}$ parallel to the applied vector potential $A(t)$ for a system with ($V_d/V_s = 0.8$) and without ($V_d/V_s = 0$) a subdominant $d$-wave instability. Indeed, one finds that the contribution due to the Bardasis-Schrieffer mode is sizable such that apart from the pair breaking signal at $\omega = 2\Delta$ a second resonance condition can be found, which agrees well with the calculated frequencies for the Bardasis-Schrieffer mode. For a constant driving frequency $\Omega$ the resonance due to the Bardasis-Schrieffer mode frequency $\omega_{BS}$ is activated at lower temperatures than the resonance at $2\Delta$ and since the current is generally larger for a larger order parameter $\Delta(T)$, this makes the resonance peak at $\omega = \omega_{BS}$ stronger than the resonance peak at $\omega = 2\Delta$. Note that in agreement with Ref. 21, we find that the contribution due to the Higgs mode is small compared to the CDF and the phase contribution. Therefore, the Higgs mode contribution to the total current remains negligible compared to the total current.

Similar to the amplitude of the third harmonic generated current, we find strong signatures of the Bardasis-Schrieffer mode in the phase of the current. Due to the two resonance frequencies the phase of the current varies strongly with

| Contribution                  | $j_{3, \parallel}(\phi)$ | $j_{3, \perp}(\phi)$ |
|-------------------------------|--------------------------|-----------------------|
| Higgs mode                    | const.                   | 0                     |
| Phase fluctuations            | const.                   | 0                     |
| Bardasis-Schrieffer mode      | $\cos^2(2\phi)$         | $\sin(4\phi)$         |
| Charge density fluctuations   | mixed const. + $\cos^2(2\phi)$ | $\sin(4\phi)$         |

TABLE I. Summary of the polarization dependence of each contribution to the induced third-harmonic generation current for the parallel and the perpendicular orientation to the applied vector potential.

FIG. 2. The total third-harmonic generated current $j_{3, \parallel}$ parallel to the applied field versus temperature $T$ for $V_d/V_s = 0.8$. The signal is shown without (a) and with (c) taking into account the subdominant $d$-wave interaction for the four frequency cuts shown in (e). Additionally the corresponding phase dependence of the current in (b) and (d) are shown.
FIG. 3. The total third-harmonic generated current $j_{3\perp}$ perpendicular to the applied field versus temperature for $V_d/V_s = 0$ (a)-(b) and $V_d/V_s = 0.8$ (c)-(d) for the four frequency cuts shown in (e).

temperatures in a region between the resonance at $\omega_{BS}$ and $2\Delta$. Therefore it appears that the presence of two resonant modes is even more pronounced in the phase of the third harmonic generated current than in the intensity of the signal itself.

The third harmonic generated current induced in perpendicular direction to the vector potential $A$ is shown in Fig. 2. In the perpendicular current the signal is dominated by the Bardasis-Schrieffer mode peak once the subdominant channel is present ($V_d/V_s = 0.8$) and is dominated by the pair breaking peak (CDF) at $2\Delta$ if no subdominant channel is present ($V_d/V_s = 0.0$). Similar to the third-harmonic generated current in the parallel direction the presence of a second resonance peak can be clearly visible in the phase of the current. As only the charge density fluctuations and the fluctuations of the $d$-wave field contribute to the perpendicular current the renormalization effects due to the long-range Coulomb interaction do not influence this component of the current. Although the different contributions to the third harmonic generated current induced parallel to the field can be distinguished by their polarization dependence, this is not the case for the current induced in the perpendicular direction, where all contributions show the same $\sin(4\phi)$ dependence.

IV. CONCLUSION

To conclude we analyzed theoretically the signatures of the Bardasis-Schrieffer mode excitation in the third harmonic generated currents. Including the long-range Coulomb interaction to ensure a correct treatment of the phase fluctuations, we showed that the Bardasis-Schrieffer mode excitation are clearly visible as a resonance in the third harmonic generated current. Unlike the Higgs mode signal, which is orders of magnitude smaller in the clean limit than the charge density fluctuations contribution due to the Cooper pair breaking, we demonstrated that the Bardasis-Schrieffer mode signal is of similar strength and can be clearly visible in the magnitude as well as the phase of the current. We further showed that the contribution of the BS mode to the polarization dependence of the third harmonic generated current $j_3$ has very characteristic features, different from the Higgs, charge-density fluctuations and phase fluctuations modes. This polarization dependence can serve as a smoking gun for the experimental observation of this mode. Furthermore, the Bardasis-Schrieffer mode contributes also to the perpendicular component of the third harmonic generated current and its intensity is also of similar magnitude as the charge density fluctuations. These results clearly open the perspective to observe this mode in unconventional superconductors.
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Appendix A: Derivation of effective action

In this section we introduce the model for our superconducting system with competing instabilities and derive an effective action in terms of the gaussian fluctuations following Refs. [11][12]. The full action is given by the kinetic part, the superconducting interaction and the long-range Coulomb interaction

\[ S = S_0 + S_{sc} + S_c. \]  

(A1)

The kinetic part takes nearest neighbor hopping on a square lattice into account and reads

\[ S_0 = \int d\tau \sum_{r,r'} c_{r\sigma}^\dagger(\tau) (\partial_\tau - \mu) c_{r\sigma}(\tau) - t \sum_{(r,r')} c_{r\sigma}(\tau) c_{r'\sigma}(\tau), \]  

(A2)

where \( \mu \) is the chemical potential and \( t \) is the hopping parameter. We choose the chemical potential such that the band filling is far from half-filling and the Fermi surface is near circular. The superconducting interaction is assumed to have the form

\[ S_{sc} = -\int d\tau \sum_{k,q} (V_s + V_d \gamma_{k,d} \gamma_{k',d}) B_{k,q}^s(\tau) B_{k',q}(\tau), \]  

(A3)

with the short-hand notation \( B_{k,q}(\tau) = c_{-k+q/2,1}(\tau) c_{k+q/2,1}(\tau) \) for the spin singlet Cooper pairing. We choose the signs of the \( s \)- and \( d \)-wave interactions \( V_s \) and \( V_d \) such that \( V_{s/d} > 0 \) implies attractive interaction. This four-fermion interaction is now decoupled using a standard Hubbard-Stratonovic transformation in the \( s \)-wave pairing channel \( \sum_{k} B_{k,q}(\tau) \) and the \( d \)-wave pairing channel \( \sum_{k} \gamma_{d,k} B_{k,q}(\tau) \) and one obtains

\[ S_{sc} = \int d\tau \left[ \sum_{k,q} \left( \frac{1}{V_s} \Delta_0^s(q,\tau) \Delta_s(q,\tau) + \frac{1}{V_d} \Delta_0^d(q,\tau) \Delta_d(q,\tau) \right) + \sum_{k,q} \left( \Delta_k(q,\tau) B_{k,q}^s + \Delta_k^*(q,\tau) B_{k,q} \right) \right], \]  

(A4)

where \( \Delta_k(q,\tau) = \Delta_s(q,\tau) + \Delta_d(q,\tau) / \gamma_{d,k} \) contains the two introduced Hubbard-Stratonovic fields \( \Delta_s(q,\tau) \) and \( \Delta_d(q,\tau) \), which transform according to the \( A_{1g} \) (\( s \)-wave) and \( B_{1g} \) (\( d_{x^2-y^2} \)-wave) irreducible representation of the tetragonal lattice. We choose the phase of \( \Delta_s(q,\tau) \) to be real and positive by performing a gauge transformation for the global phase \( c_{r\sigma}(\tau) \to e^{i\theta(q,\tau)} c_{r\sigma}(\tau) / 2 \). Here we assume that the phase does not change too fast as a function of lattice site. We can transform the action \( S_{sc} \) from imaginary time to Matsubara frequency description and split the fields into saddle point value at \( q \equiv (q, \imath \nu_n) = 0 \) plus fluctuations \( \Delta^0_{s,d} + \Delta_{s,d}(q) \) to obtain

\[ S_{sc} = \sum_{k,k'} \Psi_k \left[ (\Delta_{s,0} + \Delta_{d,0} \gamma_{d,k}(k)) \delta_{k,k'} \sigma_1 + \Delta''_{d,0} \gamma_{d,k}(k) \delta_{k,k'} \sigma_2 \right. \]

\[ + \left. \Sigma_{\Delta_s}(k,k') + \Sigma_{\Delta''_d}(k,k') + \Sigma_{\Delta''_d}(k,k') \right] \Psi_{k'}, \]  

(A5)

where we introduced the Nambu-Spinor \( \Psi_k = \begin{pmatrix} c_{k,n}^\dagger \end{pmatrix} \) with \( k = (k, i \omega_n) \). Additionally we split the complex \( d \)-wave field \( \Delta_d = \Delta'_d - i \Delta''_d \) into two real fields. While the first line of Eq. (A5) corresponds to the saddle point action, the second one describes the self-energy corrections due to fluctuations around the saddle point.

\[ \Sigma_{\Delta_s}(k,k') = \Delta_s(k-k') \sigma_1 \]  

(A6)

\[ \Sigma_{\Delta''_d}(k,k') = \Delta''_d(k-k') \gamma_d((k + k')/2) \sigma_1 \]  

(A7)

\[ \Sigma_{\Delta''_d}(k,k') = \Delta''_d(k-k') \gamma_d((k + k')/2) \sigma_2. \]  

(A8)

Here, we introduced the short-hand notation \( k = (k, i \omega_n) \). By performing the gauge transformation, the fluctuations of the global phase \( \theta \) contribute to the kinetic action \( S_0 \) in Eq. (A2). After performing a Fourier transformation they read

\[ S_0 = \sum_k \Psi_k \left[ (-i \omega_n \sigma_0 + \xi_k \sigma_3 - \mu \sigma_3) \delta_{k,k'} \right. \]

\[ + \left. \Sigma_{\theta_1}(k,k') + \Sigma_{\theta_2}(k,k') + \Sigma_{\theta_3}(k,k') \right] \Psi_{k'} \]  

(A9)
The total action now reads order. Therefore we only focus on the contribution given by Eq. A18.

\[ \xi \] a typical coherence length in unconventional superconductors. Expanding the dispersion up to a second order in the vector potential \( A \)

\[ \theta (q_1) \theta (q_2) \sin \left( \frac{q_1 \cdot i}{2} \right) \sin \left( \frac{q_2 \cdot i}{2} \right) \frac{\partial^2 \xi_k}{\partial k^2} \bigg|_{k = k + k'} \] (A13)

To ensure correct renormalization of the phase fluctuations we include the effect of the long-range Coulomb interaction to our system and add the action \( S_C \) to the system

\[ S_c = \int d\tau \sum_{k,k',i} \frac{1}{2} V_q c_{k+i}^\dagger (\tau) c_{k+i} - c_{k,\sigma} (\tau) c_{k',\sigma'} (\tau) c_{k,\sigma} (\tau), \] (A14)

where \( V_q = 2\pi e^2 / |q| \) is the Coulomb interaction between quasiparticles projected onto the 2D lattice. Performing a Hubbard-Stratonovic transformation introduces the field \( \rho (q) \), and one obtains the self-energy due to the charged field

\[ \Sigma_{\rho} (k, k') = \rho (k - k') \sigma_3, \] (A16)

Finally, we include the effect of an applied pulsed electric field by introducing a time-dependent vector potential \( \mathbf{A}(t) \). This couples to the electric field via the Peierls substitution \( c_{\mathbf{k} + \mathbf{q}, \sigma} (\tau) c_{\mathbf{k}, \sigma} (\tau) \rightarrow e^{i e \mathbf{q} / |e|} \mathbf{A}_f (t) c_{\mathbf{k} + \mathbf{q}, \sigma}, \) which translates into a shift for the dispersion \( \xi_k \rightarrow \xi_k - \frac{e}{|e|} \mathbf{A} \). Note that we neglect spacial variation of the vector potential, which implies that it carries zero kinetic momentum transfer \( \mathbf{q} = 0 \). This is justified, because the wavelength of the light used in THz experiments is much larger than a typical coherence length in unconventional superconductors. Expanding the dispersion up to a second order in the vector potential \( \xi_k - \frac{e}{|e|} \mathbf{A}_f (t) \frac{\partial \xi_k}{\partial k} + \frac{e^2}{2} \mathbf{A}_f (t) \frac{\partial^2 \xi_k}{\partial k^2} \), one obtains the corrections

\[ \Sigma_{\mathbf{A}_f} (k, k') = -e \sum_i \mathbf{A}_i (i \omega_n - i \omega_n') \frac{\partial \xi_k}{\partial k} \delta_{k, k'} \sigma_0 \] (A17)

\[ \Sigma_{\mathbf{A}_f^2} (k, k') = \frac{e^2}{2} \sum_i \mathbf{A}_i^2 (i \omega_n - i \omega_n') \frac{\partial^2 \xi_k}{\partial k^2} \delta_{k, k'} \sigma_3 \] (A18)

Since the third-harmonic generated current stems from contributions to the effective action, which are quartic in the vector potential \( \mathbf{A} \) the self-energy correction in Eq. (A17) does not contribute to the third-harmonic generated current up to quadratic order. Therefore we only focus on the contribution given by Eq. (A18).

The total action now reads

\[ S = \sum_{k,k'} \Psi_k^\dagger \left[ -G_0^{-1} (k) \delta_{k,k'} + \Sigma (k, k') \right] \Psi_k, \] (A19)

with the saddle point Greens function \( G_0 (k) = (i \omega_n \sigma_0 - \xi \sigma_3 - \Delta \sigma_1)^{-1} \) and the combined self-energy contributions

\[ \Sigma (k, k') = \Sigma_{\mathbf{A}_f} (k, k') + \Sigma_{\mathbf{A}_f^2} (k, k') + \Sigma_{\mathbf{A}_f} (k', k') + \Sigma_{\mathbf{A}_f} (k, k') + \Sigma_{\mathbf{A}_f} (k, k') + \Sigma_{\mathbf{A}_f^2} (k, k'). \] (A20)

Integrating out the fermions and expanding the action for small fluctuations around the saddle point yields

\[ S_{fl} = \frac{1}{2} \sum_{i,j} A_i^2 (-i \nu_m) K_{0,i} (i \nu_m) A_j^2 (i \nu_m) + \sum_{i} \eta_{\nu m}^T (-i \nu_m) \chi_{\nu m} A_i (i \nu_m) A_j (i \nu_m) + \frac{1}{2} \eta^T (-q) \chi (q) \eta (q), \] (A21)
where the bare current-current kernel $K_{0,ij}$ is defined via

$$K_{0,ij} = \sum_k \sum_{\nu_n} \frac{\partial^2 \xi_k}{\partial k_i^2} \frac{\partial^2 \xi_k}{\partial k_j^2} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_3 G_0(k, \omega_n)\sigma_3)$$

$$= -\sum_k 4\Delta^2 \frac{\partial^2 \xi_k}{\partial k_i^2} \frac{\partial^2 \xi_k}{\partial k_j^2} F_k(i\nu_m)$$  \hspace{1cm} (A22)

with the function

$$F_k(i\nu_m) = \frac{\tanh(\beta E_k/2)}{4E_k(E_k^2 - (\nu_m)^2)}$$  \hspace{1cm} (A23)

vector $\eta(q) = (\Delta_s(q), \theta(q), \Delta_d'(q), \Delta_d''(q), \rho(q))^T$ contains the fields and their fluctuations on a Gaussian level is given by a matrix $\chi$ whose diagonal elements $\chi_{\eta_{\alpha}\eta_{\beta}}$ read

$$\chi_{\Delta_s\Delta_s}(i\nu_m) = \frac{2}{V_s} + \sum_{k, \omega_n} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_1 G_0(k, \omega_n)\sigma_1) = \sum_k (4\Delta_s^2 - (\nu_m)^2) F_k(i\nu_m)$$  \hspace{1cm} (A24)

$$\chi_{\Delta_d\Delta_d'}(i\nu_m) = \frac{2}{V_d} + \sum_{k, \omega_n} \gamma_{d,k}^2 \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_1 G_0(k, \omega_n)\sigma_1) = \frac{2}{V_d} - \sum_k (4\xi_k \gamma_{d,k}^2) F_k(i\nu_m).$$  \hspace{1cm} (A25)

$$\chi_{\Delta_d\Delta_d''}(i\nu_m) = \frac{2}{V_d} + \sum_{k, \omega_n} \gamma_{d,k}^2 \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_2 G_0(k, \omega_n)\sigma_2) = \frac{2}{V_d} - \sum_k (-4E_k^2 \gamma_{d,k}^2) F_k(i\nu_m)$$  \hspace{1cm} (A26)

$$\chi_{\theta\theta}(i\nu_m) = \frac{(i\nu_m)^2}{4} \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_3 G_0(k, \omega_n)\sigma_3) + \frac{1}{4} n_s q^2$$

$$= -(i\nu_m)^2 \sum_k \Delta^2 F_k(i\nu_m) + \frac{1}{4} n_s q^2.$$  \hspace{1cm} (A27)

$$\chi_{\rho\rho}(i\nu_m) = -\frac{1}{V_q} + \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_3 G_0(k, \omega_n)\sigma_3) = -\frac{1}{V_q} - \sum_k 4\Delta^2 F_k(i\nu_m)$$  \hspace{1cm} (A28)

For Eq. A27 we introduced the superfluid stiffness $n_s = \sum_k \frac{\partial^2 \xi_k}{\partial k_i^2} \left( \frac{E_k - \xi_k \tanh(\beta E_k/2)}{E_k} \right)$. The off-diagonal non-zero terms are

$$\chi_{\theta\Delta_s}(i\nu_m) = \frac{i(i\nu_m)}{2} \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_1 G_0(k, \omega_n)\sigma_3)$$  \hspace{1cm} (A29)

$$= 2i(i\nu_m) \sum_k \xi_k \Delta F_k(i\nu_m)$$  \hspace{1cm} (A30)

$$\chi_{\Delta_d\Delta_d'}(i\nu_m) = \sum_k \sum_{\omega_n} \gamma_{d,k}^2 \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_1 G_0(k, \omega_n)\sigma_2)$$  \hspace{1cm} (A31)

$$= \sum_k (-2i) \gamma_{d,k}^2 (i\nu_m) \xi_k F_k(i\nu_m)$$  \hspace{1cm} (A32)

$$\chi_{\rho\Delta_s}(i\nu_m) = \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + i\nu_m)\sigma_1 G_0(k, \omega_n)\sigma_3)$$  \hspace{1cm} (A33)

$$= \sum_k 4\xi_k \Delta F_k(i\nu_m)$$  \hspace{1cm} (A34)
\[ \chi_{\rho} (iv_m) = -i (iv_m) \sum_{k} \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \]  
(A35) 
\[ = 2i(iv_m) \sum_k \Delta^2 F_k (iv_m). \]  
(A36)

Note, the couplings between \( \Delta_\rho' \) and \( \Delta_\theta' \) as well as \( \Delta_\rho, \theta \) and \( \rho \) are absent by symmetry. The bare couplings to the vector potential then read

\[ \chi_{\rho A_i^2} = \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \]  
(A37) 
\[ = \sum_k 4\Delta \xi_k \partial^2 \xi_k F_k (iv_m) \]  
(A38)

\[ \chi_{\Delta_{d}A_i^2} = \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \gamma_{d,k} \]  
(A39) 
\[ = \sum_k 4\Delta \gamma_{d,k} \partial^2 \xi_k F_k (iv_m). \]  
(A40)

\[ \chi_{\Delta_{d}A_i^2} = \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \gamma_{d,k} \]  
(A41) 
\[ = \sum_k 2i(iv_m) \Delta \xi_k \gamma_{d,k} \partial^2 \xi_k F_k (iv_m). \]  
(A42)

\[ \chi_{\theta A_i^2} = i \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \]  
(A43) 
\[ = -\sum_k 2i(iv_m) \Delta \xi_k \partial^2 \xi_k F_k (iv_m) \]  
(A44)

\[ \chi_{\rho A_i^2} = \sum_k \sum_{\omega_n} \text{tr}(G_0(k, \omega_n + iv_m) \sigma_3 G_0(k, \omega_n) \sigma_3) \]  
(A45) 
\[ = -\sum_k 4\Delta \frac{\partial^2 \xi_k}{\partial k_i^2} F_k (iv_m) \]  
(A46)

Appendix B: Derivation of current kernels

The response functions \( \chi \) are generally integrals of the form \( \sum_k \sigma_3/\Delta F_k (iv_m) \) and can be estimated to be small for \( \chi_{\Delta_{\rho}, A_i^2}, \chi_{\rho \Delta_{\rho}}, \chi_{\theta \Delta_{\theta}}, \) and \( \chi_{\Delta_{\rho} \Delta_{\theta}'} \) as can we seen from Eqs. \[ A29 \] 9-A31, A33, and A37. In particular, observe that the function \( F_k \) contributes only near the Fermi level \( \xi_k = 0 \) yet the dispersion \( \xi_k \) is nearly linear in this region such that the total sum is nearly zero. Thus, we obtain the well known result that the coupling of the amplitude mode to the vector potential is small. This leads to a weak contribution of the Higgs mode to the third-harmonic generated current compared to the charge density fluctuations, which follow from Eq. \[ A22 \] 9 Unlike the Higgs mode, the coupling of the Bardasis-Schrieffer mode via \( \Delta_{\rho}'' \) to the vector potential contains no linear term in \( \xi_k \), signaling that this coupling is much stronger. This is also true for the coupling to the global phase mode \( \theta \) in Eq. \[ A43 \] However, the phase mode is strongly affected by the long-range Coulomb interaction. Thus, we need to integrate out these charged field \( \rho \) to take this effect into account. This process renormalizes all functions \( \chi_{AB} \)

\[ \chi_{AB} (q) = \chi_{AB} (q) - \frac{\chi_{AB} (-q) \chi_{AB} (q)}{\chi_{\rho \rho} (q)} \]  
(B1)
Since the coupling of \( \rho \) to the \( d \)-wave field is zero, all functions which describe the fluctuations of \( \Delta'_q \) and \( \Delta''_q \) remain unaffected. This means the contribution of the Bardasis-Schrieffer to the third-harmonic generation current remains unaffected by these fluctuations. As known from Ref. [50] they do effect the Higgs mode depending on the precise form of the band structure. This means the contribution of the Bardasis-Schrieffer to the third-harmonic generation current remains unaffected by these fluctuations. As argued above, due to the near linear band dispersion \( \xi_k \) near the Fermi level this effect in negligible and one can therefore approximate \( \chi_{\Delta, \Delta,} \approx \chi_{\Delta, \Delta,} \). As a result, the position of the Higgs mode remains roughly at \( \omega_H \approx 2\Delta \). Unlike the Higgs-mode and the Bardasis-Schrieffer mode, the global phase mode is strongly affected

\[
\chi_\phi(q, i\nu_m) = \frac{\chi_{\phi}(q, i\nu_m)}{\chi_{\phi}(q, i\nu_m)}
\]

and

\[
\chi_\phi(q, i\nu_m) = \frac{1}{2\pi} e^2 (x_{\phi}(q, i\nu_m) - (i\nu_m)^2).
\]

Identifying \( \Omega_p(q) = \sqrt{2\pi e^2 x_{\phi}(q, i\nu_m)} \) as the plasmon frequency for a quasi-2d metal, we find that indeed this phase fluctuation mode becomes a plasmon. Similar to the bare propagator of the phase mode, also its couplings to the \( s \)-wave field \( \Delta_s \) and to the vector potential are strongly renormalized

\[
\chi_{\phi \Delta_s}(q, i\nu_m) = \frac{\chi_{\phi}(q, i\nu_m)}{2\pi e^2} \sum_k \left( \frac{\xi_k}{\Delta} F_k(i\nu_m) \right) \left( \frac{\xi_k}{\Delta} F_k(i\nu_m) \right) \left( \sum_k F_k(i\nu_m) \right) \left( \sum_k F_k(i\nu_m) \right).
\]

The coupling between the Higgs mode and the vector potential is renormalized to

\[
\chi_{\Delta_s A^z}(q, i\nu_m) = 4\Delta^2 \left( \sum_k \left( \frac{\xi_k}{\Delta} \frac{\partial^2 \xi_k}{\partial k^2} F_k(i\nu_m) \right) \right) \left( 1 - \left( \sum_k \left( \frac{\xi_k}{\Delta} F_k(i\nu_m) \right) \left( \sum_k \frac{\partial^2 \xi_k}{\partial k^2} F_k(i\nu_m) \right) \right) \left( \sum_k F_k(i\nu_m) \right) \right).
\]

The current kernel \( K_{0, ij} \) gains an additional contribution \( K_{\rho, ij} \) due to integrating out the charged field \( \rho \) with

\[
K_{\rho, ij} = -\frac{\chi_{\rho A^z}(-i\nu_m) \chi_{\rho A^z}(i\nu_m)}{\chi_{\rho}(i\nu_m)}
\]

and

\[
K_{\rho, ij} = 4\Delta^2 \left( \sum_k \left( \frac{\xi_k}{\Delta} \frac{\partial^2 \xi_k}{\partial k^2} F_k(i\nu_m) \right) \right) \left( \sum_k \frac{\partial^2 \xi_k}{\partial k^2} F_k(i\nu_m) \right) \left( \sum_k F_k(i\nu_m) \right).
\]

Now we are in the position to integrate out other fields one after another. In principle this process leads to multiple additional renormalizations of all remaining propagators \( \chi \). However, as mentioned above the strength of the coupling between the remaining fluctuating fields is marginal compared to their bare propagators. Therefore integrating out the remaining fluctuations yields the renormalization of their coupling to the vector potential. Each field then yields additional contribution to the current-current kernel, such that in total it reads

\[
K_{ij} = K_{0, ij} + K_{\rho, ij} + K_{\Delta, ij} + K_{\theta, ij} + K_{\Delta'_Q, ij} + K_{\Delta'', ij},
\]

where the additional contributions are

\[
K_{ij}'(i\nu_m) = \frac{(4\Delta^2)^2 \left( \sum_k \left( \frac{\xi_k}{\Delta} F_k(i\nu_m) \right) \left( \sum_k \left( \frac{\xi_k}{\Delta} F_k(i\nu_m) \right) \right) \right)}{\left( \sum_k (4\Delta^2 - (i\nu_m)^2) F_k(i\nu_m) \right) \left( \sum_k (4\Delta^2 - (i\nu_m)^2) F_k(i\nu_m) \right) \left( \sum_k F_k(i\nu_m) \right) \left( \sum_k F_k(i\nu_m) \right)}
\]

(B10)
\[ K^\theta_{ij}(i\nu_m) = \lim_{q \to 0} - \frac{(i\nu_m)^2 \left( \sum_k \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right) \left( \sum_k \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right)}{\Omega^2 - (i\nu_m)^2} |q| \pi e^2 = 0. \] (B11)

\[ K^\Delta'_{ij}(i\nu_m) = -\frac{(4\Delta^2)^2 \left( \sum_k (\xi_k/\Delta) \gamma_{d,k} \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right) \left( \sum_k (\xi_k/\Delta) \gamma_{d,k} \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right)}{2 \gamma_d - \sum_k \xi_k^2 \gamma_{d,k} F_k(i\nu_m)} \] (B12)

and

\[ K^\Delta''_{ij}(i\nu_m) = -\frac{(4\Delta^2)^2 \left( \sum_k \gamma_{d,k} \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right) \left( \sum_k \gamma_{d,k} \frac{\partial^2 \xi_k}{\partial k_1^2} F_k(i\nu_m) \right)}{2 \gamma_d - \sum_k E^2_{F_k} \gamma_{d,k} F_k(i\nu_m)} \] (B13)

Before evaluating these kernels we note that \( F_k = \frac{\tanh(\beta E_k/2)}{E_k(4E_k^2 - (i\nu_m)^2)} \) transforms trivially under rotation by \( \pi/2 \) according to the \( A_{1g} \) representation. Using this we immediately find that for all contributions to the kernel the relations

\[ K_{\eta_{\alpha,xx}}(i\nu_m) = K_{\eta_{\alpha,yy}}(i\nu_m) \]

and

\[ K_{\eta_{\alpha,xy}}(i\nu_m) = K_{\eta_{\alpha,yx}}(i\nu_m) \]

hold. From Eq. A22 it is clear that this is also true for the bare kernel. For the kernels \( K_{\rho,ij}, K_{\Delta',ij}, \) and \( K_{\theta,ij} \) one additionally finds

\[ K_{\eta_{\alpha,xx}}(i\nu_m) = K_{\eta_{\alpha,xy}}(i\nu_m), \]

such that for these contributions all components of the kernel are equal. This is different for the contributions due to the \( d \)-wave field \( K_{\Delta''',ij} \). Since the \( d \)-wave form factor changes its sign upon rotation by \( \pi/2 \) one finds

\[ K_{\Delta''',xx}(i\nu_m) = -K_{\Delta''',xy}(i\nu_m). \]

For the bare kernel \( K_{0,ij} \) such a relation between the \( xx \) and the \( xy \) component depends on the specific band structure. These relations lead to the specific polarization dependencies discussed in the main text.