Numerical methods to prevent pressure oscillations in transcritical flows
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1. Motivation and objectives

The accurate and robust simulation of transcritical real-fluid effects is crucial for many engineering applications, such as fuel injection in internal combustion engines, rocket engines and gas turbines. For example, in diesel engines, the liquid fuel is injected into the ambient gas at a pressure that exceeds its critical value, and the fuel jet will be heated to a supercritical temperature before combustion takes place. This process is often referred to as transcritical injection. The largest thermodynamic gradient in the transcritical regime occurs as the fluid undergoes a liquid-like to a gas-like transition when crossing the pseudo-boiling line (Yang 2000; Oschwald et al. 2006; Banuti 2015). The complex processes during transcritical injection are still not well understood. Therefore, to provide insights into high-pressure combustion systems, accurate and robust numerical simulation tools are required for the characterization of supercritical and transcritical flows.

One obstacle in studying transcritical flows with variable thermodynamic properties is spurious pressure oscillations that are generated when a fully conservative scheme is adopted. This is similar to that of multi-component compressible ideal gas flow calculations (Abgrall & Karni 2001). However, due to the strong nonlinearities of the thermodynamic system, this issue is more severe in transcritical real-fluid flow predictions. This problem cannot be mitigated by introducing numerical dissipation using lower-order schemes or artificial viscosity, as pointed out in previous works (Kawai et al. 2015; Schmitt et al. 2010; Terashima & Koshi 2012; Ruiz 2012; Hickey et al. 2013). To overcome this issue, Terashima & Koshi (2012) solved a transport equation for pressure instead of the total energy equation in their finite difference solver. This approach was inspired by the work of Karni (1994) on multi-species calorically perfect gas, by which the pressure equilibrium can be maintained since pressure is explicitly solved for instead of derived from flow variables. Schmitt et al. (2010) derived a quasi-conservative scheme by connecting the artificial dissipation terms in the mass, momentum, and energy conservation equations and setting the pressure differential to zero. This procedure was later adopted by Ruiz (2012). For calorically perfect gas flows, Johnsen & Ham (2012) adopted a scheme in which an auxiliary advection equation for the specific heat ratio was solved. Although this method is suitable for well-defined interfacial flows with inert species, it is not applicable for complex transcritical and reacting flows in which the thermodynamic properties are dependent on temperature and species compositions. Saurel & Abgrall (1999) and Saurel et al. (2009) developed methods for interfacial flows. However, these methods are typically limited to binary systems.

Another approach originally developed for a calorically perfect gas is the double-flux model. This method was proposed by Abgrall & Karni (2001), extended by Billet & Abgrall (2003) for reacting flows, and later formulated for high-order schemes (Billet & Ryan 2011; Houim & Kuo 2011). This quasi-conservative method has been reported...
to correctly predict shock speeds even for very strong shock waves (Abgrall & Karni 2001). In the present work, the double-flux method will be modified and extended to transcritical flows for general real-fluid state equations.

The remainder of this report has the following structure. Section 2 introduces the governing equations and the description of thermodynamic relations. Section 3 discusses spurious pressure oscillations related to the solution of fully conservative formulations, and the development of the double-flux method for real-fluid transcritical flows. In Section 4, test cases are conducted to examine the performance and conservation properties of the double-flux model. The report finishes with conclusions in Section 5.

2. Governing equations

The governing equations are the conservation of mass, momentum, total energy, and species, which take the following form

\[
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0, \quad (2.1a)
\]
\[
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u} + p \mathbf{I}) = \nabla \cdot \mathbf{\tau}, \quad (2.1b)
\]
\[
\partial_t (\rho e_t) + \nabla \cdot ((\rho e_t + p) \mathbf{u}) = \nabla \cdot (\mathbf{\tau} \cdot \mathbf{u}) - \nabla \cdot \mathbf{q}, \quad (2.1c)
\]
\[
\partial_t (\rho Y_k) + \nabla \cdot (\rho \mathbf{u} Y_k) = \nabla \cdot (p D_k \nabla Y_k), \quad (2.1d)
\]

where \(\rho\) is the density, \(\mathbf{u}\) is the velocity vector, \(p\) is the pressure, \(e_t\) is the specific total energy, \(Y_k\) is the mass fraction of species \(k\), \(D_k\) is the diffusion coefficient for species \(k\), and \(N_S\) is the number of species. Totally \(N_S - 1\) species transport equations are solved, and the system is closed by enforcing the total species conservation. The viscous stress tensor and heat flux are written as

\[
\mathbf{\tau} = \mu [\nabla \mathbf{u} + (\nabla \mathbf{u})^T] - \frac{2}{3} \mu (\nabla \cdot \mathbf{u}) \mathbf{I}, \quad (2.2a)
\]
\[
\mathbf{q} = -\lambda \nabla T - \rho \sum_{k=1}^{N_S} h_k D_k \nabla Y_k, \quad (2.2b)
\]

where \(T\) is the temperature, \(\mu\) is the dynamic viscosity, \(\lambda\) is the thermal conductivity, and \(h_k\) is the partial enthalpy of species \(k\). The specific total energy is related to the internal energy and the kinetic energy

\[
\rho e_t = \rho e + \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u}. \quad (2.3)
\]

The system of equations, Eq. (2.1), is closed with a state equation. The Peng-Robinson (PR) cubic equation of state (EoS) (Peng & Robinson 1976) is used in this study. It can be written as

\[
p = \frac{RT}{v - b} - \frac{a}{v^2 + 2bv - b^2}, \quad (2.4)
\]

where \(R\) is the gas constant, \(v\) is the specific volume, and the coefficients \(a\) and \(b\) are dependent on temperature and composition to account for effects of intermolecular forces. Extended corresponding states principle and pure fluid assumption for mixtures are adopted (Ely & Hanley 1981, 1983). The mixing rules, the procedures for evaluating thermodynamic quantities using PR-EoS, and the evaluation of transport properties in the transcritical regime can be found in Hickey et al. (2013) and Ma et al. (2017).

A finite volume approach is utilized for the discretization of the system of equations. A Strang-splitting scheme (Strang 1968) is applied to separate the convection and diffusion
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operators of the system. The numerical methods developed in this study focuses mainly on the hyperbolic operator. A strong stability-preserving third-order Runge-Kutta (SSP-RK3) scheme (Gottlieb et al. 2001) is used for the time integration of each operator.

3. Double-flux method

For a calorically perfect gas, the relation between internal energy and pressure can be written as

\[ e = \frac{p}{\gamma - 1} + e_0, \]

where \( \gamma \) is the specific heat ratio, and \( e_0 \) is the internal energy at a reference temperature. Without loss of generality, we can write the specific internal energy for a general fluid in the following form through an effective specific heat ratio,

\[ e = \frac{p}{\gamma^* - 1} + e^*_0, \]

where \( \gamma^* \) and \( e^*_0 \) can be nonlinear functions of the thermodynamic states and may not be constant as for calorically perfect gases. To ensure that the characteristic speed of sound of the system is identical to the thermodynamic speed of sound, \( \gamma^* \) is defined as

\[ \gamma^* = \frac{c^2}{\rho}, \]

where \( c \) is the speed of sound. Note that the definition of the effective specific heat ratio in this study is different from that in Ma et al. (2014).

The source of spurious pressure oscillations will be examined first before the introduction of an extension of the double-flux model for transcritical flows. Consider using Eq. (3.2) as the EoS, the Euler system of Eq. (2.1) can be solved for a contact interface problem where pressure and velocity are constant at time step \( t^n \). Using a first-order Godunov scheme with upwinding flux for one time step, following the analysis of Billet & Abgrall (2003), we have the following expression for the change in pressure

\[ \rho_j^{n+1} \delta e^*_{0,j} + p_j^n \delta \left( \frac{1}{\gamma_j^* - 1} \right) + \frac{1}{\gamma_{j+1}^* - 1} \delta p_j = -\sigma u_j^n \left[ \rho_j^{n-1} \Delta e^*_{0,n} + p_j^n \Delta \left( \frac{1}{\gamma_{j+1}^* - 1} \right) \right], \]

where \( \delta(\cdot) = (\cdot)^{n+1} - (\cdot)^n \) represents the temporal variation, \( \Delta(\cdot) = (\cdot)_j - (\cdot)_{j-1} \) is the spatial variation, and \( \sigma = \frac{\Delta t}{\Delta x} \). It can be seen that as long as \( \gamma^* \) and \( e^*_0 \) are not constant, or that the internal energy \( \rho e \) is not linear in both pressure and density, a pressure equilibrium cannot be maintained across the interface. This is true when a fully conservative scheme is used for the Euler system of Eq. (2.1). From Eq. (3.4) it can be seen that oscillations in pressure are related to the spatiotemporal discontinuity in \( 1/(\gamma^* - 1) \) and \( e^*_0 \).

The nonlinearity of the coupling of internal energy, density and pressure could result from different situations, e.g., multi-fluid cases in which \( \gamma^* \) is a nonlinear function of mass fractions, reacting flow cases in which \( \gamma^* \) is a nonlinear function of temperature, and cases in which general EoS and compressibility are taken into account. For transcritical simulations, which often involve multi-species and chemically reacting flows with a general EoS, it can be seen that all the above situations are present. Figure 1 shows the
compressibility factor and the effective specific heat ratio of nitrogen at various pressures in the temperature range between 50 K and 600 K. The nonlinearity from the cubic EoS can be clearly seen. With increasing pressure, this nonlinearity is reduced since the difference between liquid and gas when crossing the pseudo-boiling region becomes smaller (Oschwald et al. 2006; Banuti 2015; Banuti et al. 2016). The results for $\gamma^*$ also explain why pressure oscillations are substantially more severe for transcritical simulations than for conditions involving ideal gases. For example, at all pressures considered, $\gamma^*$ is $\mathcal{O}(100)$ when the temperature is below the critical value; however, for gaseous conditions, the specific heat ratio is always $\mathcal{O}(1)$. Moreover, across the narrow temperature range of the pseudo-boiling region, $\gamma^*$ changes dramatically, compared with the slowly increasing behavior in the higher-temperature region. The significant jump between liquid-like and gas-like fluid results in a large jump in $\gamma^*$, which causes significant spurious pressure oscillations in the transcritical regime.

The principle of the double-flux model is based on the results from Eq. (3.4). Since spurious pressure oscillations arise whenever $\gamma^*$ or $e_o^*$ is not constant, the main idea of the double-flux model is to locally freeze $\gamma^*$ and $e_o^*$ for each cell in a stencil. During the reconstruction process for the face at $x_{j+\frac{1}{2}}$, whenever the total energy in the stencil is needed, the value is computed from the frozen values of $\gamma^*$ and $e_o^*$ through

$$ (\rho e_i)^n = \frac{\rho_i^n}{\gamma_j^n - 1} + \rho_i^n e_{0,j}^* + \frac{1}{2} \rho_i^n u_i^n \cdot u_i^n, $$

(3.6)
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in which $l$ is the index for the cells in the stencil. Note that when primitive variables are used for reconstruction, this step is applied only when the flux at the face is computed from primitive variables. If a central flux or a Riemann flux is used, the total energy of the left and right states is computed from Eq. (3.6). From this relation, it can be seen that the numerical flux for the energy at face $x_{j+\frac{1}{2}}$ is different for cell $x_j$ and $x_{j+1}$ since different frozen values are used for $\gamma^*$ and $e^*_0$.

After the conservative variables are updated, the primitive variables for each cell are updated using the frozen values of $\gamma^*$ and $e^*_0$. Specifically, the pressure is updated using the following expression,

$$p_{j}^{n+1} = (\gamma_j^* - 1) \left[ (\rho e_t)_{j}^{n+1} - \rho_j^{n+1} e^*_0 - \frac{1}{2} \rho_j^{n+1} u_{j}^{n+1} \cdot u_{j}^{n+1} \right].$$

(3.7)

This step ensures that $\gamma^*$ and $e^*_0$ are frozen in time.

The double-flux model has been implemented in an unstructured finite volume code, CharLESX. Numerical tests will be conducted in Section 4 to evaluate the performance and conservation error associated with the currently developed numerical scheme.

4. Test cases

4.1. Advection of the nitrogen interface

A one-dimensional advection configuration is selected to evaluate the performance of the proposed numerical schemes. Note that the Euler system is solved for all test cases in this subsection, which enables a direct comparison with the analytical solution.

The test case involves nitrogen as a working fluid. The pressure is set to 5 MPa, which is above the critical pressure of nitrogen. The computational domain is $x \in [0, 1]$ m and a uniform mesh is utilized. Periodic boundary conditions are applied. Two types of initial conditions are considered. One case involves a sharp jump of density, and the other case considers a smooth density profile. For the case with the sharp density jump, the initial conditions are

$$\rho = \begin{cases} \rho_{\text{max}}, & 0.25 < x < 0.75 \\ \rho_{\text{min}}, & \text{otherwise} \end{cases}.$$  

For the case with the smooth density profile, a harmonic wave is given for the density with the same maximum and minimum as for the case with a sharp jump initial condition,

$$\rho = \frac{\rho_{\text{min}} + \rho_{\text{max}}}{2} + \frac{\rho_{\text{max}} - \rho_{\text{min}}}{2} \sin(2\pi x).$$

(4.2)

The two states of nitrogen correspond to temperature and density at $T_{\text{min}} = 100$ K, $\rho_{\text{max}} = 793.1$ kg/m$^3$ and $T_{\text{max}} = 300$ K, $\rho_{\text{min}} = 56.9$ kg/m$^3$, respectively. For all computations, the CFL number is set to a value of 0.8. The advection velocity is 100 m/s for all cases and the simulation is run for one period, corresponding to a physical time of 0.01 s.

A hybrid scheme (Johnsen et al. 2010; Hickey et al. 2013) is utilized to deal with the large density gradients present in the test cases. A relative solution (RS) sensor (Khalighi et al. 2011; Ma et al. 2015) is used in the present study. For each control volume (CV), the RS sensor determines whether the face density value from high-order non-dissipative reconstruction, $\rho_f$, and the density value at the CV center, $\rho_{cv}$, differ by more than some
fraction of the density at the CV center, which can be expressed as
\[ \left| \frac{\rho_f - \rho_{cv}}{\rho_{cv}} \right| > \zeta, \]  
where \( \zeta \) is a user-input parameter.

Figure 2 shows results for density, pressure, velocity, and temperature for the case with a sharp jump as the initial condition. The exact solution for this case is the advection of the initial condition with constant pressure and velocity. To examine the behavior of the hybrid scheme, simulations with different threshold values of the RS sensor are performed. As can be seen in the pressure profiles in Figure 2, the present numerical scheme with the double-flux model preserves the pressure and velocity equilibrium without generating spurious oscillations. In contrast, the fully conservative scheme will fail the simulation at the first sub-iteration of the SPP-RK3 time advancement due to the negative pressure that is generated from the strong oscillations as a result of the large discontinuity in \( \gamma^* \) and \( c_0^* \). Refining the grid will not solve the problem unless the initial condition is smooth and can be fully resolved. The effect of using different sensor values in the hybrid scheme is clearly seen in the density and temperature profiles in Figure 2. Primitive variables are used for the reconstruction in the ENO scheme for all test cases in this study, and...
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Figure 3. Energy conservation error for the one-dimensional N_2 advection case for (a) sharp jump initial condition and (b) smooth initial profile; ζ = 0.2.

no significant difference was observed using reconstruction from conservative variables. For the case with ζ = 0, the ENO scheme is applied everywhere in the computational domain, and the results do not show any visible oscillations. As the sensor value is relaxed, the solution for density and temperature becomes less diffusive and the interface becomes sharper, but small oscillations in density become apparent. Due to the nonlinear thermodynamics, oscillations that are introduced by numerical instabilities are subsequently magnified in the temperature profiles.

To study the conservation error introduced by the double-flux model, the evolution of the energy conservation error is studied for both cases with discontinuous and smooth initial conditions. The energy conservation error is defined as

$$
\varepsilon = \left| \frac{\int_{\Omega} (\rho e_i)(t) dx - \int_{\Omega} (\rho e_i)(0) dx}{\int_{\Omega} (\rho e_i)(0) dx} \right|,
$$

(4.4)

which is the relative error of the total energy with respect to initial conditions and Ω represents the computation domain. Results with ζ = 0.2 are shown in Figure 3. Simulations with other RS values produce similar behaviors and are therefore omitted. For all cases, the conservation error initially increases rapidly before approaching a plateau. This is similar to the findings from previous studies by Abgrall & Karni (2001). For the case with a discontinuous initial condition, the conservation error at the end of one period shows a first-order mesh convergence. Whereas for the case with a smooth density profile, a much faster convergence can be observed. This is due to the fact that for smooth solutions, the profiles for γ^* and e_0^* are also smooth and as the mesh is refined, the jump in thermodynamic relations is reduced in addition to the decrease in mesh size Δx. Mass and momentum are conserved by the current numerical scheme to the level of machine error. Overall, the conservation error in total energy of the current numerical scheme with the double-flux model is acceptable and converges to zero with mesh refinement.

4.2. Diffusion of n-dodecane into nitrogen

To study the performance of the double-flux model on diffusion-dominated problems, a one-dimensional problem of liquid n-dodecane diffusing into a gaseous nitrogen environment is considered.
Figure 4. Results of velocity, pressure, temperature, and n-dodecane mass fraction for the one-dimensional diffusion case at $t = 2 \times 10^{-6}$ s. Results from fully conservative (FC) and double-flux (DF) method are shown. Dash-dotted line denotes initial conditions.

The operating conditions for this test case correspond to the Spray A conditions (Pickett & Bruneaux 2011). The pressure is 6 MPa. The n-dodecane drop has a temperature of 363 K and the hot nitrogen environment has a temperature of 900 K. The computational domain is $x \in [-10, 10]$ µm and a uniform mesh is utilized. Initially, the pressure is set to be constant and the velocity is set to be zero. Initial conditions for temperature and mass fraction are set based on the adiabatic mixing profiles. Periodic boundary conditions are applied corresponding to an isochoric problem. For all computations, the CFL number is set to a value of 1.0. An ENO scheme is applied for all the faces ($\zeta = 0$). The enthalpy diffusion term in the heat flux (Eq. (2.2b)) is neglected. The simulation is run for $2 \times 10^{-6}$ s. Note that this case is designed to test the conservation performance of the double-flux model in comparison with the fully conservative scheme on diffusion-dominated problems.

Figure 4 shows results for velocity, pressure, temperature, and mass fraction of n-dodecane at the end of the simulations. For each grid resolution, the simulation is conducted with both a fully conservative scheme and the double-flux model to examine the performance. A small velocity is induced by the diffusion processes, and the pressure decreases rapidly due to the nonlinearity of the real-fluid state relations. Since the initial conditions are smooth and the problem is diffusion dominated, the spurious oscillations
Figure 5. Instantaneous flow field in the cryogenic N\textsubscript{2} injection case. The density iso-surface with values equal to 243 kg/m\textsuperscript{3} is plotted on top of the temperature contours (in Kelvin) at the center-plane. Result from medium mesh is shown.

in pressure and velocity are not expected when the fully conservative scheme is utilized. It can be seen in Figure 2 that with grid refinement, for both the fully conservative scheme and the double-flux scheme, temperature and mass fraction profiles start to converge with 256 grid points. However, the convergence in velocity and pressure profiles is slower; even with 1024 grid points, the velocity profile is still not fully converged and a small difference from 512 grid points can be observed. For the conservation properties, it can be seen that results from the double-flux model become almost identical to those from the fully conservative scheme except for the case with the coarsest grid, demonstrating the convergence of the conservation error. This can be expected from the results in the previous section, as the small conservation error coming from the convection part using the double-flux model is converging to zero with grid refinement.

4.3. Cryogenic nitrogen injection

The test cases in this subsection examine the performance of the present numerical scheme in three dimensions in the context of LES. To this end, the cryogenic nitrogen injection case of Mayer \textit{et al.} (2003) is considered. In the experiment, a cryogenic supercritical nitrogen jet is injected into an ambient nitrogen reservoir at 298 K and 3.97 MPa. Case 3 in the experiment is simulated in this study, corresponding to injection conditions of 126.9 K, 440 kg/m\textsuperscript{3}, and an injection speed of 4.9 m/s. The injector diameter, \(d\), is 2.2 mm and the dimensions of the domain are the same as those in the experiment. Cryogenic nitrogen is injected with a plug-flow profile and no smoothing or turbulence profile is used. Isothermal no-slip conditions are applied at the cylinder face, and adiabatic no-slip conditions are applied at the cylinder wall. The pressure is specified at the outlet boundary condition. For the simulations in this subsection, the governing equations, Eq. (2.1), are Favre-filtered and the Vreman subgrid-scale model (Vreman 2004) is used as the closure for turbulence. A grid convergence study is conducted using three different meshes with mesh sizes of 4, 8, and 17 million cells, respectively. The unstructured mesh is generated from a base hexahedral mesh and then adapted and refined in the region of interest. The minimum resolution of the mesh is in the region near the injector to resolve the large density gradients across the shear layer.

Figure 5 shows instantaneous results of the simulation. The density iso-surface of values
equal to 243 kg/m$^3$ is shown and the temperature contours at the center-plane are also plotted. The density values are chosen to be the average of the injection and ambient densities. No spurious pressure or velocity oscillations were seen during the simulation, even on the coarse mesh. The simulation results are averaged over four flow-through times to obtain statistics, and one flow-through time corresponds to the time for the jet to convect 30$d$ at the injection velocity. Figure 6 shows mean centerline density profiles using different meshes. As can be seen in Figure 6, the results from medium and fine meshes have almost identical mean density profiles, demonstrating mesh convergence of the simulations. In comparison with the experimental measurements from [Mayer et al. (2003)], the simulation results in the current study capture the behavior of the cryogenic nitrogen jet in the experiment. The capability of the present numerical scheme for LES on unstructured meshes for transcritical real-fluid simulations is demonstrated.

5. Conclusions

A double-flux model is extended in the context of finite volume schemes to prevent spurious pressure oscillations in transcritical flows. Due to the large jumps in thermodynamic properties that arise from nonlinearities in the real-fluid EoS, the pressure oscillations are more severe for transcritical flows than for ideal gas conditions and could cause the divergence of the simulation. A double-flux model is formulated for transcritical simulations by introducing an effective specific heat ratio based on the speed of sound to eliminate spurious pressure oscillations. One-dimensional test cases are conducted at different operating conditions relevant to practical applications. No spurious oscillations in pressure and velocity are generated for convection-dominated test cases with sharp initial conditions which cannot be handled by fully conservative schemes. The conservation errors generated by the double-flux formulation are acceptable and converge to zero rapidly for smooth solutions. The multi-dimensional cryogenic injection case demonstrates the capability of the currently developed numerical scheme for the simulations of real applications.
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