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Abstract

Systems biology models aim to describe and understand the behaviour of a cell. This living organism is represented by a complex biomolecular network. In the literature, most researches focus only on modeling isolated parts of this network, such as the metabolic network or the gene regulatory network. However, to fully understand the behaviour of a cell we should model and analyze the biomolecular network as a whole.

Towards this goal, we firstly present a formalization for describing the logical structure, function and behaviour of complex biomolecular networks. In addition, we propose a semantic approach based on four ontologies to provide a rich description for modeling a biomolecular network and its state changes. This approach contributes to propose to the biologist a platform where to simulate the state changes of biomolecular networks with the hope of steering their behaviours.
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1. Introduction

Cells do not live in stable conditions, but in environments that vary over the time\textsuperscript{1}. In fact, they are always subjected to intra and extra-cellular stimuli, such as changes in their physical and chemical properties or in their environment. In order to survive, the cell reacts more or less rapidly by adapting its behaviour in accordance to the new features of their environment.

The suffix “omics” is used to indicate several technologies that describe the cell networks and processes through the study of cellular entities. These technologies operate at various levels such as in genomics (the qualitative study of genes), in proteomics (the quantitative study of proteins) and in metabolomics (the quantitative study of metabolites)\textsuperscript{2,3}. The advances of these mechanisms open the way to a new discipline, the systems biology that aims to describe, model and understand the dynamic behaviour of the cell, and how its functions arise from the interplay of their components\textsuperscript{4,5}. To achieve these goals, it is crucial to define the biological interactions of a cell in the form of a large and complex network called complex biomolecular network. It consists of nodes, denoting cellular entities, and edges, representing interactions among cellular components. This complex network facilitates the understanding of
biological mechanisms of a cell and its transittability. In general, the transittability expresses the idea of steering the complex biomolecular network from an unexpected state to a desired state.

Figure 1 shows an example from about the p53-mediated DNA damage response network. It consists of 17 cellular entities and 40 interactions and presents a series of p53-transitions to protect the organism from the effects of stress. In fact, the tumor suppressor gene p53 encodes a protein whose major function is to protect organisms from proliferation of potentially tumorogenic cells. In normal conditions (unstressed cells), the p53 protein is inert and maintained at low level through its association with the Mdm2 oncogene (first network in the Figure 1). In response to damaged DNA or to a variety of stresses, p53 accumulates in the nucleus and is activated as a transcriptional transactivator (second and third networks in the Figure 1).

To study the transittability of a complex biomolecular networks, modeling and simulation tools are required. Several studies have been conducted to model, analyse and understand the molecular interactions. Thus, diverse computational methods have been developed: ordinary differential equations, boolean networks, Petri nets, multi-agent systems, etc. Raza and Parveen, Maayan and Bellouquid and Delitala, have examined these modeling techniques and have compared their characteristics. However, most of these approaches do not examine the interactions among all the intervening molecules types. As a result, these modeling approaches are impractical to understand the transittability of complex biomolecular networks. To do so, it is necessary to take into account the analysis of the structure and dynamics of the whole cell rather than just focusing on isolated parts.

With the idea of making the biomolecular network evolve, our research works aim to design and develop a platform that provides an optimal set of external stimuli to be applied during a predetermined time interval to steer the biomolecular network from its current state to a desired state. Our original approach is based on the cooperation of semantic technologies, combinatorial optimization and simulation.

In this paper, we are only focused on one of the modules of the platform to be developed: the ontological module. Our approach consists of two ideas, the first is to propose a detailed logical formalization that describes the complex biomolecular network: its structure, its function and its behaviour. This formalization aims at describing and analysing all the properties and mechanisms of this type of networks. Secondly, we present a semantic approach for analysing the transittability of complex biomolecular networks. This method based on four ontologies is essential to achieve a full understanding of the transition states of complex biomolecular networks.

The paper is organized as follows. Section 2 introduces the complex biomolecular networks and their various types: the Gene Regulatory networks, the Protein-Protein Interaction networks and the Metabolic networks. In Section 3, we propose a logical formalization of biomolecular networks and outline their structures, functions and behaviours. Section 4 presents the semantic approach for analysing the transittability of complex biomolecular networks and describes the characteristics of each ontology. Conclusion and future works are discussed in Section 5.
2. Complex Biomolecular Networks

The cell is a complex system consisting of thousands of diverse molecular entities (genes, proteins and metabolites) which interact with each other physically, functionally and logically creating a biomolecular network.

The complexity of the biomolecular network appears by its decomposition into three levels: the genome level models the genetic material of an organism, it is composed of two types of nucleic acid, the complete set of deoxyribonucleic acid (DNA) molecules which includes the instructions an organism needs to reproduce itself and the entire set of Ribonucleic Acid (RNA) molecules which translates genetic information from DNA into proteins; the proteome level describes the entire set of proteins expressed by the genome; and the metabolism level contains the complete set of small-molecule chemicals. Figure 2 depicts these levels.

![Multi-level modeling of a biomolecular network from a real cell.](image)

Depending on the type of its cellular elements and their interactions, we can distinguish the three basic types of networks, the Gene Regulatory networks (GRNs); the Protein-Protein Interaction networks (PPINs); and the Metabolic networks (MNs).

- The Gene Regulatory networks (GRNs) describe the interactions among approximately 21,000 genes (DNAs and RNAs). They are represented as directed graphs where the nodes represent genes and arcs model the type of regulation (activation or inhibition), if one gene regulates the transcription of the other gene.
- The Protein-Protein-Interaction networks (PPINs) model the interactions between about 80,000 proteins. These networks are represented as undirected graphs where the nodes are the proteins and the undirected edges models the connection between them. These types of interactions depend on the physical or biochemical interaction that exists between the pair of proteins. This network mainly contains details on how proteins perform together to ensure the biological processes.
- The metabolic process consists of a series of chemical reactions that begins with a particular metabolite called "substrate" and converts it into some other metabolites named "products". Thus, the Metabolic networks (MNs) describe the biochemical reactions among approximately 42,000 metabolites. They are represented as directed graphs whose nodes are the metabolites and the arcs represent the type of the biochemical reaction which transforms the substrates into products by the help of enzymes, they are labelled by the stoichiometric coefficient of the metabolites in the reaction.

3. Logical modeling of a biomolecular network

In this paper, we focus on the logical and semantic modeling of complex biomolecular networks to obtain a high level of formalisation needed for our future developments.

---

1. [http://www.livescience.com/37247-dna.html](http://www.livescience.com/37247-dna.html)
One of the rules for complexity management during the modeling task consists in separating knowledge of different nature. According to a systemic approach, three types of knowledge to describe a system are distinguished: knowledge about the components of the system, knowledge relative to its functions, and knowledge relative to its behaviour. These three types of knowledge are necessary in any understandable description of a system, even when a particular type has to play a privileged role in a specific task. The systemic approach thus provides a means of mastering the modeling of a system.

With this aim in mind, the biomolecular network $BN$ is described by its structure $SR$, its function $FR$ and its behaviour $CR$ that evolves over the time $t$. Thus, the biomolecular network $BN$ can be described in mathematical terms as follows:

$$BN = (SR, FR, CR)$$

3.1. The structure

The structure of the biomolecular network $SR$ is a graph defined by:

$$SR = (M, I)$$

- $M$ denotes all the molecules composing the network and represents the nodes of the graph defined by a finite set of vertices $M = \{m_1, m_2, \ldots, m_n\}$. We distinguish a tripartite partition of $M$:
  - $MG$ the set of genes,
  - $MP$ the set of proteins,
  - $MM$ the set of metabolites.

$$M = MG \cup MP \cup MM$$

$$M_x \cap M_y = \emptyset$$

where: $x, y \in \{G, P, M\}$ and $x \neq y$.

- $I$ denotes the set of interactions between the network’s molecules. It describes the edges of the graph $SR$: defined by a finite set of edges $I = \{i_1, i_2, \ldots, i_m\}$. An arc $i = (m_i, m_j)$, (where $m_i, m_j \in M$) which start from $m_i$ (origin or tail) and comes to $m_j$ (destination or head) is also noted $m_i \rightarrow m_j$. The partition of the graph nodes induces a partition into a range of different types of interactions:
  - three interactions between molecular components of the same type (intraomic interactions): the interactions between genes denoted by $IGG$ which models the type of regulation between genes (activation or inhibition), $IPP$ which represents the stable or transitional associations between proteins and $IMM$ modeling the interactions between metabolites (type of chemical reaction between reactants and products).
  - four interactions (among the 6 possibilities) between the nodes belonging to different networks (interomic interactions): $IGP$ which represents the genes and proteins regulation and the interaction between them, $IPG$ which models the proteins impacts on genes through the transcription factor, $IPM$ represents the enzymes occurring in the chemical reactions of metabolites (catalysis or hydrolysis), $IMP$ models the metabolites impacts on proteins.
  - two interactions $IGM$ et $IMG$ are not taken into account because there is no direct interaction between the genes and metabolites and vice versa.

$$I = I_{GG} \cup I_{PP} \cup I_{MM} \cup I_{GP} \cup I_{PM} \cup I_{MP} \cup I_{PG}$$

$$I_x \cap I_y = \emptyset$$

where: $x, y \in \{GG, PP, MM, GP, PM, MP, PG\}$ and $x \neq y$.

3.2. The function

The function of the biomolecular network, denoted by $FR$, associates a type to each one of the graph’s edges. It is described as:

$$FR : I \rightarrow TypeInteraction$$

where:
• *TypeInteraction* belongs to the set of concepts of the Interaction Ontology proposed by Van Landeghem et al.\(^{20}\) (Figure 3). As shown in Table 1, the possible types depend on the type of the edge.

![Fig. 3. A subset of the taxonomy of the Interaction Ontology\(^{20}\).](image)

### 3.3. The behaviour

The behaviour of the biomolecular network \(CR_i\) is given by the set of its different states in time. The state of the network at a given time if defined by a function \(en(n, t)\) which associates to each node its state at the moment \(t\). This state can be formalized as:

- For all \(n \in M_P \cup M_M\): \(en(n, t) = [c_n(t), S_{\text{min}}, S_{\text{max}}] \in \mathbb{R}^3\) where: \(c_n(t)\): the value of the concentration of the node \(n\) at a given time \(t\), and \(S_{\text{min}}\) and \(S_{\text{max}}\): the minimum and maximum thresholds of concentration that allow the triggering of the interaction related to the outgoing arcs. Indeed, this interaction is due to the intra and extra cellular events that disturb the current concentration of the node and may consequently change its value. We can distinguish two types of events, the internal events come from inside the node for example a mutation in a copy of the gene, a lack or an overload of a substance (vitamins, metabolites, etc.) and the external events that originate outside the node such as taking a medication or the exposure to ultraviolet rays, etc.

- For all \(n \in M_G\): \(en(n, t) = \text{activation}\) where: \(\text{activation} \in \{\text{True, False}\}\).

Associating a gene with a concentration is not meaningful. Instead, a gene may have two specific states, activated or not activated. Genes control the ability of DNA to express itself and protein synthesis. They also control the central metabolism of the organism. They get activated (or not) thanks to the regulatory proteins.

| TypeInteraction                        | Intraomic Interactions | Interomic Interactions |
|----------------------------------------|------------------------|------------------------|
|                                        | \(I_{GG}\) | \(I_{PP}\) | \(I_{MM}\) | \(I_{GP}\) | \(I_{PG}\) | \(I_{PM}\) | \(I_{MP}\) |
| Positive Regulation (Catalysis/Hydrolysis) | -       | ✓        | ✓          | -       | ✓        | ✓          | ✓          |
| Negative Regulation (Inhibition)       | -       | ✓        | ✓          | -       | ✓        | ✓          | ✓          |
| Positive genetic interaction           | ✓       | -        | -          | -       | -        | -          | -          |
| Negative genetic interaction           | ✓       | -        | -          | -       | -        | -          | -          |
| Colocalization                         | -       | ✓        | ✓          | -       | ✓        | ✓          | ✓          |
| Coexpression                           | -       | ✓        | ✓          | ✓       | ✓        | ✓          | ✓          |
| Transcription                          | -       | -        | -          | -       | ✓        | -          | -          |
| Phosphorylation                        | -       | ✓        | -          | -       | -        | -          | ✓          |
| Dephosphorylation                      | -       | ✓        | -          | -       | -        | -          | ✓          |
4. A semantic approach for analysing the transittability of complex biomolecular networks

The transittability of a complex biomolecular network concerns the ability to steer this network from one specific state to another specific state and is associated with its behaviour.

Modeling the behaviour of complex molecular networks requires, first and foremost, to formalize the domain knowledge. The use of a formalized language such as ontologies provides a rich description but also allows to perform reasoning. Thus, in this section, we propose a semantic architecture composed of four ontologies: there are three of them already exist in the literature and we are develop the last one. These ontologies are linked together in order to have the necessary concepts for modeling the dynamic behaviour and the transition states of a complex biomolecular network.

We will briefly present the general architecture of the ontological process and describe the set of ontologies which compose our approach.

4.1. The global architecture

To study the behaviour of complex biomolecular networks, it is not sufficient to simply describe it. Certainly, the behaviour of complex biomolecular networks is investigated through appropriate semantic structures for the description of their components that must not be overlooked.

To do this, we propose a semantic approach that aims to enrich the structural description of biomolecular networks by contextual knowledge concerning their state transitions, the events that can steer these transitions but also their entire temporal context linked to this information. Thus, we present an approach for understanding the transittability of biomolecular networks which is basically composed of four ontologies: the Gene Ontology (GO), the Simple Event Model Ontology (SEMO), the Time Ontology (TO) and our development, the Biomolecular Network Ontology (BNO).

Figure 4 describes the global architecture of our semantic approach for analysing the transittability of complex biomolecular networks. These ontologies are described in more detail in the sections below.

4.2. The Gene Ontology

In this study, the Gene Ontology is considered as a core ontology. In fact, as its name suggests, it is related to the biology field and consists of concepts recognized by a wide community. The Gene Ontology ensures the description and the classification of cellular components. It provides a structured terminology for the description of gene functions and processes, and the relationships between these components.

---

2 http://www.geneontology.org
The Gene Ontology consists of three sub-ontologies, (1) the molecular functions ontology that covers molecular activities of gene products; (2) the cellular components ontology that describes parts of cells; and (3) the biological processes ontology that depicts pathways and larger processes made up of the activities of multiple gene products. Within these three sub-ontologies, we are more interested in the molecular functions ontology and the cellular components ontology.

We chose to use the Gene Ontology for the following reasons, (1) it is an initiative of several genomic databases such as the Saccharomyces Genome database (SGD), the Drosophila genome database (FlyBase), etc. to build a generic ontology for describing the role of genes and proteins, (2) it is the most developed and most used in biology (since 2000), and (3) it provides annotation files about a large number of cellular entities.

4.3. The Simple Event Model Ontology

The Simple Event Model ontology proposed by Van Hage et al. provides the necessary knowledge for the description of events. The ontological architecture of the Simple Event Model ontology consists of four basic classes, Event that specifies what is happening. This is related to the following three classes by the properties hasActor to indicate the participants involved, hasPlace to locate the place and hasTime to specify the time; Actor that indicates the participants of an event; Place that describes the location where the event happened; and Time that describes the moment.

These classes are linked by diverse properties, we can cite eventProperties that is used to connect the class Event with the other main classes, type that provides the necessary concepts to specify the type of each class (Event, Actor, Place and Time), and other sub-properties such as accordingTo, etc.

Indeed, this ontology has been frequently used by many research works to describe the events. This is due to the fact that this ontology can integrate domain-specific vocabularies.

4.4. The Time Ontology

The time dimension plays a major role in the study of the transittability of complex biomolecular networks. In fact, the temporal links are crucial to provide the succession and the sequence of transitions states that had occurred in each network component. That is why we integrate the Time ontology developed by Hobbs and Pan. In fact, the classes defined in this temporal ontology enable a more intuitive use of the time dimension while making the most of semantic knowledge. It gives a rich vocabulary to describe the topological relationships that may exist between time points and intervals, and also provides information about time.

The main classes of this temporal ontology can be summarized as TemporalEntity which consists of two sub-classes Instant and ProperInterval, DurationDescription, DateTimeDescription, TemporalUnit, etc. Also, it contains several properties such as hasDurationDescription, intervalStarts, hasDateTimeDescription, etc.

We chose to use the Time Ontology because of its basic structure that is not specific to a particular application and because it is simple to adapt it in our context.

4.5. The Biomolecular Network Ontology

To study the dynamic behaviour and the transition states of a biomolecular network, it is required to model its domain knowledge. Therefore, we developed the Biomolecular Network ontology. This ontology is the major contribution of this paper, it is intended to describe exhaustively the field of complex biomolecular networks by describing the static aspect of its structure. It was defined in collaboration with domain experts.

Figure 5 presents the Biomolecular Network ontology. Inspired by the works of Brockmans et al. and Bárzdinš et al., we use a “à la” visual UML notation where boxes are OWL classes; full lines are object properties and dotted lines are data properties. Full lines can be labelled to indicate restrictions meaning that the range of the relationship is specialized. Only a few of the object properties restrictions are displayed for the sake of clarity.

3 http://semanticweb.cs.vu.nl/2009/11/sem/
4 https://www.w3.org/TR/owl-time/
This domain ontology consists of four main classes:

- **The class Biomolecular Network**: This class includes the different types of complex biomolecular networks. As mentioned earlier in Section 3, the complex biomolecular network can be composed by Gene Regulatory networks (GRNs), Protein-Protein Interaction networks (PPINs) and Metabolic networks (MNs) which correspond to the following concepts: Genomic Network, Proteomic Network and Metabolomic Network. These types of networks can be connected to the other ontology concepts through three properties, has_node that depicts its cellular components, has_interaction that describes the interactions linked to its components and the property has_node only that specifies exactly the nature and type of its components.

- **The class Node**: This class contains the different types of cellular entities $M$ that constitute the biomolecular network. In fact, we can identify three sub-classes: the Gene which describes the set $M_G$, the Protein which models the set $M_P$ and the Metabolite which describes the $M_M$. This class is connected with the Node_State through the property has_state.

- **The class Interaction**: This class covers all the diverse types of interactions that can be operated among the nodes of the biomolecular network. This class consists of two sub-classes, Intraomic_Interactions that covers the interactions between molecular components of the same type and the class Interomic_Interaction that describes the interactions between molecular components of the different type. This class is connected to the Node class via two properties, has_source and has_end.

- **The class Node.State** contains the possible states of the nodes. This class is composed of two sub-classes, the Concentration and the Activation.

- **The class Interaction_Type** allows to specify the types and the nature of the interaction among cellular components. This class is linked to the BNO:Interaction class through the properties Has_type.

To successfully integrate the main Interaction ontology concepts (IO:Activity_flow and IO:Process) with the Biomolecular Network ontology, we create an abstract BNO UML BNO:Interaction_Type to generalise those two Interaction ontology concepts (Figure 5).

![Fig. 5. The Biomolecular Network Ontology (BNO).](image)

### 4.6. The relations among ontologies

Concepts in the Biomolecular Network ontology are linked to the Gene ontology classes. In fact, the concepts of the Gene Ontology are used to enrich the definitions of the concepts of the Biomolecular Network ontology by an equivalence relation owl:equivalenceClass. A subset of the Gene ontology concepts that can be associated with classes of Biomolecular Network Ontology is listed in Table 2. For example, as described in Figure 6b, after infer-
ence the concept $BNO:Protein$ will be specialized by the concept $GO:beta$-galactosidase (GO: 0009341) because the $BNO:Node$ concept is equivalent to the concept $GO:cellular\_component$ (GO: 0005575).

![Fig. 6. Example of merging: 6a The Gene ontology concepts to the Biomolecular Network ontology concepts. 6b The Time ontology within the Simple Event Model ontology.](image)

The Biomolecular Network ontology is also linked with the Simple Event Model ontology through the $BNO:Node$ concept, in fact an $SEM:event$ can stimulate a molecular entity (represented by the concept $BNO:Node$). The Simple Event Model ontology will be used to describe the states of $BNO:Node$ and its behaviour.

Moreover, the Time ontology (TO) has been integrated in the Simple Event Model ontology. The concept $sem:Time$ was made equivalent to the concept $TO:TemporalEntity$ which represents the root of the Time ontology. Hence, the property $sem:hasTime$ will connect the Simple Event Model ontology to the Time ontology and, as a consequence, the diverse types of temporal concepts will be defined as specializations of the class $sem:Time$. Figure 6b shows a use of this principle. Thus, we can exploit the wealth of temporal concepts provided by this temporal ontology to describe the $SEM:event$ class.

By using these relationships it is possible to merge the four ontologies in order to formalize all the necessary knowledge to study the state changes of the complex biomolecular networks and their behaviour.

5. Conclusions and Future Work

The general aim of our work is to develop a platform to simulate the state changes of the complex biomolecular networks with the hope of understanding and steering their behaviour. This platform consists of three basic modules: (i) the ontological module to provide a rich description of cellular entities and their interactions with each other, (ii) the simulation module to reproduce the dynamic behaviour of each network component over the time and (iii) the optimization module to provide a set of transition sequences with the best steering of the biomolecular network from a given state to another.

In this paper, two concepts constituting the first module of our platform are presented. These concepts form the basic elements for understanding and modeling the complex biomolecular networks.

First, we propose a detailed logical model that describes the structure of a complex biomolecular network, its function and its behaviour.

Second and based on this logical formalization, we propose a semantic approach that consists of four ontologies joined together. This approach provides the necessary concepts for modeling the dynamic behaviour and the transition

| Type of relationship | Biomolecular Network Ontology concept name | Gene Ontology concept name |
|----------------------|------------------------------------------|-----------------------------|
| Equivalence: $BNO:\"owl\:equivalenceClass\" GO$ | $BNO:Node$ | $GO:cellular\_component$ |
|                      | $BNO:Interaction$ | $GO:biological\_process$ |
|                      | $BNO:Protein$ | $GO:protein\_complex$ |
states of complex biomolecular networks. Also, we define ontologies composing this approach and we detail how to link them together.

In the short term, we focus on develop mechanisms for reasoning to gain new inferential knowledge.
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