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Abstract. We prove a geometric version of the graph separator theorem for the unit disk intersection graph: for any set of \( n \) unit disks in the plane there exists a line \( \ell \) such that \( \ell \) intersects at most \( O(\sqrt{m+n}\log n) \) disks and each of the halfplanes determined by \( \ell \) contains at most \( 2n/3 \) unit disks from the set, where \( m \) is the number of intersecting pairs of disks. We also show that an axis-parallel line intersecting \( O(\sqrt{m+n}) \) disks exists, but each halfplane may contain up to \( 4n/5 \) disks. We give an almost tight lower bound (up to sublogarithmic factors) for our approach, and also show that no line-separator of sublinear size in \( n \) exists when we look at disks of arbitrary radii, even when \( m = 0 \). Proofs are constructive and suggest simple algorithms that run in linear time. Experimental evaluation has also been conducted, which shows that for random instances our method outperforms the method by Fox and Pach (whose separator has size \( O(\sqrt{m}) \)).

1 Introduction

Balanced separators in graphs are a fundamental tool and used in many divide-and-conquer-type algorithms as well as for proving theorems by induction. Given an undirected graph \( G = (V,E) \) with \( V \) as its vertex set and \( E \) as its edge set, and a non-negative real number \( \alpha \in [1/2, 1] \), we say that a subset \( S \subseteq V \) is an \( \alpha \)-separator if the vertex set of \( G \setminus S \) can be partitioned into two sets \( A \) and \( B \), each of size at most \( \alpha |V| \) such that there is no edge between \( A \) and \( B \). The parameter \( \alpha \) determines how balanced the two sets \( A \) and \( B \) are in terms of size. For a balanced separator to be useful we want both the size \( |S| \) of the separator and \( \alpha > 1/2 \) to be small.

Much work has been done to prove the existence of separators with certain properties in general sparse graphs. For example, the well-known Lipton–Tarjan planar separator theorem \[17\] states that for any \( n \)-vertex planar graph, there exists a 2/3-separator of size \( O(\sqrt{n}) \). Similar theorems have been proven for bounded-genus graphs \[12\], minor-free graphs \[3\], low-density graphs, and graphs with polynomial expansion \[23\,13\].

These separator results apply to graph classes that do not contain complete graphs of arbitrary size, and each graph in the classes contains only \( O(n) \) edges, where \( n \) is the number of vertices. Since any \( \alpha \)-separator of a complete graph has \( \Omega(n) \) vertices, the study of separators for graph classes that contain complete graphs seems useless. However, it is not clear how small a separator can be with respect to the number of edges for possibly dense graphs.

Our focus of interest is possibly dense geometric graphs, which often encode additional geometric information other than adjacency. Even though one can use the separator tools in geometric graphs, often the
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does not hold up well when geometric graphs of the same family (intersection graphs of balls in planar graphs (specially for high values of d) intersecting the sphere).

Hence, the separator has size O(1/\sqrt{n}) = O(1/n^{3/4}).

Fox and Pach [7] gave another separator result that follows the same spirit: the intersection graph of a set of Jordan curves in the plane has a 2/3-separator of size O(\sqrt{m}) if every pair of curves intersects at a constant number of points.\footnote{Without restriction on the number of intersection points for every pair of curves, the bound of O(\sqrt{m} \log m) can be achieved [19].} A set of disks in \( \mathbb{R}^2 \) satisfies this condition, and thus the theorem applies to disk graphs. Their proof can be turned into a polynomial-time algorithm. However, we need to construct the arrangement of disks, which takes O(n^2 \alpha(n)) time, where \( \alpha(n) \) is the inverse Ackermann function [3], and in practice an efficient implementation is non-trivial.

From a geometric perspective these two results show that, given a set of unit disks in the plane, we can always find a closed curve in the plane (a circle \([21,24]\) and a Jordan curve \([7]\), respectively) to partition the set. The disks intersected by the curve are those in the separator, and the two disjoint sets are the disks inside and outside the curve, respectively.

Results and Paper Organization. In this paper we continue the idea of geometric separators and show that a balanced separator always exists, even if we constrain the separator to be a line (see Fig. 1). Given a set of \( n \) unit disks with \( m \) pairs of intersecting disks, we show that a line 2/3-separator of size \( O(\sqrt{m} + n) \log n) \) can be found in expected \( O(n) \) time, and that an axis-parallel line 4/5-separator of size \( O(\sqrt{m} + n) \) can be found in deterministic \( O(n) \) time.

Comparing our results with the previous work, our algorithm matches or improves in four ways, see also Table 1: (i) simplicity of the shape: circle \([21,24]\) vs. Jordan curve \([7]\) vs. our line, (ii) balance of the sets \( A \) and \( B \): 3/4 \([21,24]\) vs. 2/3 for both \([7]\) and us, (iii) size of the separator: \( O(m^{3/4}) \) \([21,24]\) vs. \( O(\sqrt{m}) \) \([7]\) vs. \( O(\sqrt{m} \log m) \) can be achieved \([19]\).

---

**Fig. 1.** An example of a line separator of a unit disk graph. (a) A family of unit disks (blue) and a line (red). (b) Removing the disks intersected by the red line leaves a disconnected graph.

---
Table 1. Comparison of our results with other geometric separator results.

| result | separator shape | balance | separator size | run-time | object type   |
|--------|-----------------|---------|----------------|----------|---------------|
| [21][24]| circle          | 3/4     | $O(m^{3/4})$   | $O(n)$   | arbitrary disks |
| [7]    | Jordan curve    | 2/3     | $O(\sqrt{m})$ | $O(n^2)$ | pseudodisks   |
| Thm. 1 | line            | 2/3     | $O(\sqrt{m})$ | $O(n)$   | unit disks    |
| Thm. 2 | axis-parallel line | 4/5 | $O(\sqrt{m})$ | $O(n)$   | unit disks    |

| [21][24][14][18] | line           | 1/2     | $O(\sqrt{n}\log n)$ | $O(n)$   | disjoint unit disks |
| [14]             | line           | $1 - \alpha$ | $O(\sqrt{n(1 - 2\alpha)})$ | $O(n)$   | disjoint unit disks |
| [18]             | axis-parallel line | 9/10 | $O(\sqrt{n})$     | $O(n)$   | disjoint unit disks |

Finally, (iv) our algorithms are easy to implement and asymptotically faster: $O(n)$ [21][24] vs. $O(n^2)$ [7] vs. our $O(n)$.

We emphasize that our results focus on unit disk graphs, while the other results hold for disk graphs of arbitrary radii, too. Indeed, if we want to separate disks of arbitrary radii with a line, we show that the separator’s size may be as large as $\Omega(n)$. We also prove that for unit disks our algorithm may fail to find a line $2/3$-separator of size better than $O(\sqrt{m \log(n/\sqrt{m})})$ in the worst case; the exact statement can be found in Section 3. In this sense, the size of our separators is asymptotically almost tight. In Section 4, experimental results are presented. We evaluate the performance of our algorithm, compare it with the method by Fox and Pach [7] in terms of the size of the produced separators for random instances, and conclude that our algorithm outperforms theirs for the intersection graphs of unit disks.

Working with a line separator for intersecting disks has some difficulty. If we chose to separate pairwise disjoint geometric objects by a Jordan curve, then we could employ a volume argument for the interior of the curve. However, we cannot use a volume argument for line separators since the line does not determine a bounded region.

Other Related Work. In a different context, line separators of pairwise disjoint unit disks have also been studied. Since the disks are pairwise disjoint, the intersection graph is trivially empty and can be easily separated. Instead, the focus is now to find a closed curve that intersects few disks, such that the two connected components it defines contain roughly the same number of disks.

Alon et al. [2] proved that for a given set $D$ of $n$ pairwise disjoint unit disks there exists a slope $a$ such that every line with slope $a$ intersects $O(\sqrt{n \log n})$ unit disks of $D$. In particular, the halving line of that slope will be a nice separator (each halfplane will have at most $n/2 - O(\sqrt{n \log n})$ disks fully contained in).

Their proof is probabilistic, which can be turned into an expected $O(n)$-time randomized algorithm [18]. A deterministic $O(n)$-time algorithm was afterwards given by Hoffmann et al. [14], who also showed how to find a line $\ell$ that intersects at most $O(\sqrt{n/(1 - 2\alpha)})$ unit disks and each halfplane contains at most $(1 - \alpha)n$ disks (for any $0 < \alpha < 1/2$). Löffler and Mulzer [18] proved that there exists an axis-parallel line $\ell$ such that $\ell$ intersects $O(\sqrt{n})$ disks, and each halfplane contains at most $n/10$ unit disks. For comparison purposes, these three results are also shown in Table 1.

A significant amount of research has focused on the search for balanced line separators of unit disk graphs in the plane, but unlike the ones mentioned before no guarantee is given on the shape of the separator. Yan et al. [25] studied a separator of unit disk graphs for designing a low-delay compact routing labeling scheme for ad-hoc networks modeled by unit disk graphs. Their separator is a $2/3$-separator, but has no size guarantee.

Fu and Wang [11] studied the case where a unit disk graph is a $\sqrt{n} \times \sqrt{n}$ grid generated from a regular grid, and proved that there exists a line $2/3$-separator of size at most $1.129\sqrt{n}$. They used the obtained separator to give the first subexponential-time algorithm for the protein folding problem in the HP model. The bound of $1.129\sqrt{n}$ was afterwards improved by Fu et al. [9] to $1.02074\sqrt{n}$. We note that it is not known whether a

\[\tilde{O}(\cdot)\] notation suppresses sublogarithmic factors. In particular, we note that our separator is slightly larger than the Fox-Pach separator.

The result extends to pairwise disjoint fat objects that are convex and of similar area (see Theorem 4.1 of [2]). For the sake of conciseness we only talk about unit disks.
minimum-size 2/3-separator of a unit disk graph can be computed in polynomial time, although the problem is known to be NP-hard for graphs of maximum degree three \[11\], 3-regular graphs \[22\], and planar graphs \[11\]. Finally, Alber and Fiala \[1\] studied the existence of separators for disk intersection graphs, but ask for additional constraints to the set of disks (such as requiring the disks to be at least \(\sqrt{2}\) units apart, or bounding the ratio between the radii of the smallest and the largest disks).

Preliminaries. In this paper, all disks are assumed to be closed (i.e., the boundaries are part of the disks), and a unit disk has radius one (thus diameter two). For a set \(S\) of \(n\) points in \(\mathbb{R}^2\), there always exists a point \(p \in \mathbb{R}^2\) such that every halfplane containing \(p\) contains at least \(n/3\) points from \(S\). Such a point \(p\) is called a centerpoint of \(S\), and can be found in \(O(n)\) time \[16\]. Let \(\ell\) be a line through a centerpoint of \(S\). Then, each of the two closed halfplanes bounded by \(\ell\) contains at least \(n/3\) points of \(S\), which in turn means that each of the two open halfplanes bounded by \(\ell\) contains at most \(2n/3\) points of \(S\) each. Here, a halfplane \(H\) (closed or open) contains a point \(p\) if \(p \in H\). We also say a halfplane \(H\) contains a disk \(D\) if \(D \subseteq H\).

2 Upper Bounds

2.1 Pairwise Disjoint Unit Disks

Let \(D\) be a set of \(n\) unit disks in the plane. We first consider the case where the disks in \(D\) are pairwise disjoint. The results from this case will also be used for the more general case where the disks in \(D\) are not necessarily disjoint. We note that the next lemma has a flavor similar to a theorem by Alon et al. \[2\].

**Lemma 1.** Let \(D\) be a set of \(n\) pairwise disjoint unit disks in the plane and let \(p\) be any point in the plane. Then the expected number of disks intersected by a random line through \(p\) is \(O(\sqrt{n})\).

**Proof.** Let \(C_i\) be the circle of radius \(2i\) centered at \(p\), for \(i = 0, 1, \ldots\). Then each disk in \(D\) is intersected by at most two of these circles—if a disk is intersected by two circles the intersection takes place on the boundary of the disk. Let \(D_i \subseteq D\) be the set of disks that have non-empty intersection with \(C_i\), for \(i = 0, 1, \ldots\). See Fig. 2. Note that \(\sum |D_i| \leq 2n\).

Given a random line \(\ell\) through \(p\), the number \(k_i\) of disks of \(D_i\) that are intersected by \(\ell\) is at most four, due to disjointness, and its expectation is \(O(|D_i|/i)\). Therefore, by the linearity of expectation, the expected number of disks of \(D\) intersected by \(\ell\) is bounded by

\[
E \left[ \sum_{i \geq 0} k_i \right] = E \left[ \sum_{i : i \leq \sqrt{n}} k_i \right] + E \left[ \sum_{i : i > \sqrt{n}} k_i \right] \\
\leq 4\sqrt{n} + \sum_{i : i > \sqrt{n}} O(|D_i|/\sqrt{n}) = O(\sqrt{n}) + O(n/\sqrt{n}) = O(\sqrt{n}).
\]

\[\square\]
Corollary 1. Let $\mathcal{D}$ be a set of $n$ pairwise disjoint unit disks in the plane. Then, there exists a line $\ell$ that intersects $O(\sqrt{n})$ disks of $\mathcal{D}$ such that each of the two open halfplanes bounded by $\ell$ contains at most $2n/3$ disks of $\mathcal{D}$. Moreover, such a line can be found in $O(n)$ time with probability at least $3/4$.

Proof. Let $p$ be a centerpoint of the set of centers of disks in $\mathcal{D}$. By Lemma 1, some line through $p$ must intersect at most $O(\sqrt{n})$ disks from $\mathcal{D}$. Since $p$ is a centerpoint, each of the two open halfplanes bounded by $\ell$ contains at most $2n/3$ centers of disks in $\mathcal{D}$, which means that the halfplane contains at most $2n/3$ disks from $\mathcal{D}$.

The argument above suggests the following algorithm: first we compute a centerpoint $p$ of the centers of a given set of disks, and then choose a line through $p$ uniformly at random. By Lemma 1 and Markov’s inequality, the probability that the random line intersects more than $c\sqrt{n}$ disks is at most $1/4$ for some constant $c$. Thus, a desired line can be found with probability at least $3/4$. The running time is linear in the number of disks since a centerpoint can be found in linear time [16].

In the statement, the exact value of $3/4$ for the lower bound to the success probability is not important and any positive probability will suffice.

2.2 General Case

We now consider the general case where the disks are not necessarily disjoint.

Lemma 2. Let $\mathcal{D}$ be a set of $n$ unit disks in the plane with $m$ intersecting pairs, and let $p$ be any point in the plane. Then the expected number of disks intersected by a random line through $p$ is $O(\sqrt{(m + n)\log n})$.

Proof. Consider a grid of $\sqrt{2} \times \sqrt{2}$ squares. Each grid cell is treated as right-open and top-open so that it is of the form of $[x, x + \sqrt{2}) \times [y, y + \sqrt{2})$. Associate each disk in $\mathcal{D}$ with the grid cell containing its center, see Fig. 3(a).

Observe that one can color the grid cells with nine colors for every $3 \times 3$ block of grid cells, so that no two disks that are associated with different grid cells of the same color intersect, see Fig. 3(b). Consider one of the colors $j$, with $1 \leq j \leq 9$, and let $\mathcal{C}_j$ be the collection of subsets of $\mathcal{D}$ associated with the grid cells of this color:

$$\mathcal{C}_j = \{C \subseteq \mathcal{D} \mid \text{the center of disks in } C \text{ lie in the same grid cell of color } j\}.$$ 

Then, $\mathcal{C}_j$ has the following two properties: (i) each subset $C \in \mathcal{C}_j$ in the same grid cell is a clique, i.e., any two disks in the subset intersect each other; (ii) any two disks from two different subsets in $\mathcal{C}_j$ are pairwise disjoint. Let $n_j = \sum_{C \in \mathcal{C}_j} |C|$ denote the number of disks in $\mathcal{D}$ associated to grid cells of color $j$.

We divide the cliques in $\mathcal{C}_j$ into $O(\log n_j)$ buckets $\mathcal{B}_{j0}, \mathcal{B}_{j1}, \ldots$, where $\mathcal{B}_{ji}$ consists of all cliques of $\mathcal{C}_j$ whose size is in the range $[2^i, 2^{i+1})$. Set $l_{ji} = |\mathcal{B}_{ji}|$, for $i = 0, 1, \ldots$. Then, the sum $x_{ji}$ of the sizes of the cliques in $\mathcal{B}_{ji}$ is in the range $l_{ji}, 2^i \leq x_{ji} \leq l_{ji}2^{i+1}$. We also know that $\sum_i x_{ji} = n_j$. Let $m_{ji} = \sum_{C \in \mathcal{B}_{ji}} |C|(|C| - 1)/2$ denote the number of pairs of intersecting disks within $B_{ji}$. Then, $l_{ji}(2^{2i-1} - 2^{i-1}) \leq m_{ji} < l_{ji}(2^{2i+1} - 2^i)$ and $\sum_i m_{ji} \leq \sum_j \sum_i m_{ji} \leq m$.

We first compute the expected number of disks in cliques of $\mathcal{B}_{ji}$ intersected by a random line through $p$.

Since the union of the disks in each clique is contained in a disk of radius 2 such that they are disjoint, a random line through $p$ intersects only $O(\sqrt{l_{ji}})$ cliques of $\mathcal{B}_{ji}$ by Lemma 1 and therefore only $O(\sqrt{n_j}2^{i+1})$ disks of $\mathcal{D}$. By the definition of $\mathcal{B}_{ji}$, we have $l_{ji}2^{2i-1} \leq m_{ji} + l_{ji}2^{i-1} \leq m_{ji} + x_{ji}/2$. Thus, a random line through $p$ intersects $O(\sqrt{m_{ji} + x_{ji}})$ disks in expectation.

Then, by the linearity of expectation, we sum the numbers for all $j = 1, \ldots, 9$ and $i = 0, \ldots, \log n_j$:

$$\sum_j \sum_i O(\sqrt{m_{ji} + x_{ji}}) \leq O\left(\sqrt{\sum_j \sum_i (m_{ji} + x_{ji})} \sqrt{\sum_j \sum_i i}\right) \leq O(\sqrt{(m + n)\log n}),$$

where the first inequality follows from the Cauchy-Schwarz inequality.

\[\square\]
In the same way as Corollary 1 follows from Lemma 1, the following theorem follows from Lemma 2.

**Theorem 1.** Let $D$ be a set of $n$ unit disks in the plane with $m$ intersecting pairs. Then, there exists a line $\ell$ that intersects $O(\sqrt{m+n})$ disks of $D$ such that each of the two open halfplanes bounded by $\ell$ contains at most $2n/3$ disks of $D$. Moreover, such a line can be found in $O(n)$ time with probability at least $3/4$.

As before, the exact value of $3/4$ for the success probability is not important.

### 2.3 Axis-Parallel Separators

In this section we show an alternative, more restricted separator. Specifically, we show that a line separator that intersects fewer disks ($O(\sqrt{m+n})$) exists, even if we restrict ourselves to axis-parallel lines. However, this comes at the cost that the balancing parameter is worsened: on each side of the line we can certify only that there are at most $4n/5$ disks. The theorem below and its proof have a flavor similar to those by Löffler and Mulzer [18].

**Theorem 2.** Let $D$ be a set of $n$ unit disks in the plane with $m$ intersecting pairs. Then, there exists an axis-parallel line $\ell$ that intersects $O(\sqrt{m+n})$ disks of $D$ such that each of the two open halfplanes bounded by $\ell$ contains at most $4n/5$ disks of $D$. Moreover, such a line can be found in $O(n)$ time.

Before giving the proof, we first need to state a simple fact (whose proof follows from elementary analysis).

**Lemma 3.** Let $n, k$ be positive integers, and $f(x_1, \ldots, x_k) = \sum_{i=1}^k x_i(x_i - 1)/2$. Then, $\min\{f(x_1, \ldots, x_k) \mid (x_1, \ldots, x_k) \in \mathbb{Z}^k, \sum_{i=1}^k x_i = n\} \geq n^2/(2k) - n/2$.

**Proof (of Theorem 3).** Let $P$ be the set of disk centers and assume that there are no two points (centers) in $P$ with the same $x$-coordinate or the same $y$-coordinate. Let $\ell_d$ (resp., $\ell_u$) be a horizontal line such that there are exactly $n/5$ points of $P$ below it (resp., above it). Let $H$ be the distance between $\ell_d$ and $\ell_u$. Similarly, let $\ell_l$ (resp., $\ell_r$) be a vertical line such that there are exactly $n/5$ points of $P$ to its left (resp., to its right). Let $V$ be the distance between $\ell_l$ and $\ell_r$. From the above definitions, it follows that any horizontal line $\ell$ between $\ell_d$ and $\ell_u$, and any vertical line $\ell$ between $\ell_l$ and $\ell_r$, have at most $4n/5$ disks of $D$ on each of the two open halfplanes bounded by $\ell$. We will show that one of these lines intersects $O(\sqrt{m+n})$ disks of $D$.

Consider the rectangle $R$ defined by $\ell_d, \ell_u, \ell_l$ and $\ell_r$. Now let $h_i$ be the horizontal line above $\ell_d$ whose distance from $\ell_d$ is exactly $i$, for $i = 1, \ldots, [H - 1]$, and similarly, let $v_i$ be the vertical line to the right of $\ell_l$ whose distance from $\ell_l$ is exactly $i$, for $i = 1, \ldots, [V - 1]$.

We have a case analysis. Assume first that $H < 2$ and $V < 2$. Then, there exist a horizontal line $\ell$ between $\ell_d$ and $\ell_u$, and a vertical line $\ell$ between $\ell_l$ and $\ell_r$ that intersect at least $n/5$ disks whose centers are in $R$. What we need to show is that $m = \Omega(n^2)$ as any line intersects at most $O(n)$ disks. We partition $R$ into at most 4 rectangles by $h_i$ and $v_i$, and each center of rectangles is at most $\sqrt{2}$. By Lemma 3 with $k \leq 4$, we have $m \geq n^2/200 - n/10 = \Omega(n^2)$.

Next we assume that $H \geq 2$ and $V \geq 2$. Then, no disk with center below $\ell_d$ or above $\ell_u$ (resp., left to $\ell_l$ or right to $\ell_r$) intersects $h_i$ for $i = 1, \ldots, [H - 1]$ (resp., $v_i$ for $i = 1, \ldots, [V - 1]$). The number of centers in $R$ is at least $n/5$ and any disk whose center is in $R$ is intersected by at least one and at most three of the horizontal lines $h_i$ and by at least one and at most three of the vertical lines $v_i$.

Now, if one (or more) of the lines $h_i$ or one (or more) of the lines $v_j$ intersects at most $\lambda \sqrt{m+n}/10$ disks, for some constant $\lambda$ that we specify below, then we are done. Assume therefore that each of the lines $h_i$ and each of the lines $v_j$ intersects more than $\lambda \sqrt{m+n}/10$ disks. Since no disk with center below $\ell_d$ or above $\ell_u$ (resp., left to $\ell_l$ or right to $\ell_r$) intersects $h_i$ for $i = 1, \ldots, [H - 1]$ (resp., $v_j$ for $j = 1, \ldots, [V - 1]$), we have

$$\lambda \sqrt{m+n}/10 [H - 1] \leq 3 \left( \frac{3n}{5} \right), \quad \text{and} \quad \lambda \sqrt{m+n}/10 [V - 1] \leq 3 \left( \frac{3n}{5} \right);$$

otherwise we get that the number of disks is greater than $n$. 

We partition \( R \) into \( N \) rectangles using \( h_i \) and \( v_j \) for \( 1 \leq i \leq |H - 1| \) and \( 1 \leq j \leq |V - 1| \) so that each side of rectangles is at most \( \sqrt{2} \). Then, the centers in \( R \) are distributed into \( N \) rectangles, and the disks with centers in the same rectangles form a clique. Let \( x_i \) be the number of centers in one of the \( N \) rectangles, for \( i = 1, \ldots, N \), where \( \sum_{i=1}^{N} x_i \geq n/5 \). By Lemma 3 with \( k = N \), the number of intersecting pairs of disks whose centers lie in \( R \) is at least \( n^2/(50N) - n/10 \). Then, we have

\[
m + \frac{n}{10} \geq \frac{n^2}{50N}
\]

On the other hand, we have

\[
N = [H][V] \leq ([H - 1] + 2)([V - 1] + 2) \leq 9([H - 1])([V - 1]) \leq 9 \left( \frac{3n}{5} \right)^2 \cdot \frac{1}{\lambda^2(m + n/10)}.
\]

Therefore, we conclude that

\[
m + \frac{n}{10} \geq \frac{n^2}{50} \cdot \frac{25}{81n^2} \cdot \lambda^2 \left( m + \frac{n}{10} \right) = \frac{1}{162} \lambda^2 \left( m + \frac{n}{10} \right) > m + \frac{n}{10},
\]

assuming \( \lambda > \sqrt{162} \). This is a contradiction.

Finally we assume that \( H \geq 2 \) and \( V < 2 \) (the case where \( V \geq 2 \) and \( H < 2 \) is symmetric). We argue as in the previous case, and if one (or more) of the lines \( h_i \) intersects at most \( \lambda \sqrt{m + n/10} \) disks, for some constant \( \lambda \) that we specify below, then we are done. Assume therefore that each of the lines \( h_i \) intersects more than \( \lambda \sqrt{m + n/10} \) disks. Then, we have

\[
\lambda \sqrt{m + n/10}[H - 1] \leq 3 \left( \frac{3n}{5} \right),
\]

and if we partition \( R \) into \( N \) rectangles using \( h_i \) and \( v_j \) for \( 1 \leq i \leq |H - 1| \) and \( 1 \leq j \leq |V - 1| \) so that each side of rectangles is at most \( \sqrt{2} \), then we have

\[
N \leq 2[H] \leq 2([H - 1] + 2) \leq 6([H - 1]) \leq \frac{54n}{5\lambda \sqrt{m + n/10}}.
\]

Again, as in the previous case, we have

\[
m + \frac{n}{10} \geq \frac{n^2}{50N} \geq \frac{n^2}{50} \cdot \frac{5\lambda}{54n} \cdot \sqrt{\frac{m + \frac{n}{10}}{54n}} > \frac{\sqrt{2}}{540} \left( m + \frac{n}{10} \right) > m + \frac{n}{10},
\]

assuming \( \lambda > 540/\sqrt{2} \). The second to last inequality follows from the upper bound on \( m \) in the complete graph, i.e. \( m \leq n(n - 1)/2 \Rightarrow \sqrt{m + n/10} < n/\sqrt{2} \). Thus, we have reached a contradiction. \( \square \)

### 3 Almost Tightness of Our Approach

We now show that the approach used in Theorem 1 with a centerpoint cannot be drastically improved. Specifically, we present a family \( D \) of \( n \) unit disks with a centerpoint \( p \) of the centers of those unit disks such that any line that passes through \( p \) will intersect many disks. Although this example can be constructed for any number of disks \( n > 0 \) and any desired number of intersecting pairs \( m > n \), the details are a bit tedious. Instead, given the desired values \( n \) and \( m \), we find \( n' \approx n \) and \( m' \approx m \) that satisfy the properties. This greatly simplifies the proof and, asymptotically speaking, the bounds are unaffected.

**Theorem 3.** For any \( n, m \in \mathbb{N} \) such that \( 9n \leq m \leq \lfloor n^2/6 \rfloor \), there exist \( n', m' \in \mathbb{N} \), where \( n \leq n' \leq 2n \) and \( \lfloor m/9 \rfloor \leq m' \leq 6m \), and a set \( D \) of \( n' \) unit disks in the plane with \( m' \) intersecting pairs that have the following property. There exists a centerpoint \( p \) of the centers of unit disks in \( D \) such that any line \( \ell \) that passes through \( p \) intersects \( \Omega(\sqrt{m \log(n/\sqrt{m})}) \) disks of \( D \).
Proof. Given \( n \) and \( m \) we choose \( k \in \mathbb{N} \) as the smallest natural number \( k' \) such that \( k' \geq \sqrt{\frac{6m}{1 + \ln(n/k')}} \). First observe that such \( k \) exists and satisfies \( k \leq n \). Indeed, let \( f(x) = \sqrt{\frac{6m}{1 + \ln(n/x)}} \). Since \( f(x) \) is monotonically increasing for \( x \geq 1 \), it suffices to show that \( n - f(n) \geq 0 \). This holds as

\[
n - f(n) \geq 0 \iff n - \sqrt{6m} \geq 0 \iff n^2 / 6 \geq m,
\]

and the last inequality is true by our assumed bounds on \( m \).

Let \( \ell = \lceil n/k \rceil \), and consider a sufficiently small positive real number \( \varepsilon \leq \frac{1}{2\pi} \). Consider now the \( \ell \) concentric circles \( C_i \) centered at the origin with radius \( 2i(1 + \varepsilon) \) for \( i = 1, \ldots, \ell \). On each such circle, we place \( k \) unit disks uniformly (i.e., the arc spacing between the centers of two consecutive disks is \( 4 \pi i / k \)). Let \( D \) be the collection of these disks, see Fig. 4, left.

Let \( n' = k\ell \). By construction, \( D \) has \( n' \) disks, and \( n \leq n' \leq n + k \leq 2n \) as claimed. We now show that the number \( m' \) of intersecting pairs in \( D \) satisfies \( \lceil m/9 \rceil \leq m' \leq 6m \).

Let \( x_i \) denote the number of intersecting pairs of disks on the \( i \)-th layer, and let \( \gamma_i \) be the maximum arc length of \( C_i \) such that two unit disks centered at two endpoints of the arc touch each other (see Fig. 4, middle). Note that two disks on the same layer overlap if and only if the arc distance between the centers is \( \gamma_i \) or less, and disks in different layers cannot intersect.

Since the disks are evenly spaced on \( C_i \), each disk of \( D_i \) crosses \( 2 \left\lfloor \frac{\gamma_i}{4\pi (1 + \varepsilon)} \right\rfloor \) other disks. Taking into account that there are \( k \) disks in \( D_i \) (and each crossing is counted twice), we obtain that \( x_i = \left\lfloor \frac{\gamma_i}{4\pi (1 + \varepsilon)} \right\rfloor k \) and thus the total number of intersecting pairs is \( m' = \sum_{i=1}^{\ell} x_i = \sum_{i=1}^{\ell} \left\lfloor \frac{\gamma_i}{4\pi (1 + \varepsilon)} \right\rfloor k \).

By using some trigonometry properties and picking a sufficiently small \( \varepsilon \), we can show that, regardless of the value of \( i \), we have

\[
2 < \gamma_i = 4i(1 + \varepsilon) \sin^{-1}(1/(2i(1 + \varepsilon))) < 2\pi/3.
\]

We now bound \( m' \) from above. Since \( \gamma_i < 2\pi/3 \), we have

\[
m' < \sum_{i=1}^{\ell} \frac{k^2}{6i(1 + \varepsilon)} < \frac{k^2}{6} \sum_{i=1}^{\ell} \frac{1}{i} < k^2(1 + \ln \ell)/6 < k^2(1 + \ln(2n/k))/6.
\]

Recall that we choose \( k \) to be the smallest natural number \( k' \) such that \( k' \geq \sqrt{\frac{6m}{1 + \ln(n/k')}} \). We combine this bound with the fact that \( 6n < m \) to obtain the desired bound:

\[
m' < k^2(1 + \ln(2n/k))/6 < \left( 1 + \sqrt{\frac{6m}{1 + \ln(n/k')}} \right)^2 \left( \frac{1 + 2\ln(n/k')}{6} \right)^2 < \left( \sqrt{\frac{m}{6}} + \sqrt{2m} \right)^2 < \left( \sqrt{m} + \sqrt{2m} \right)^2 = (3 + 2\sqrt{2})m.
\]

For the lower bound we now use that \( \gamma_i > 2 \) (and \( \varepsilon \leq \frac{1}{2\pi} \)). Recall that

\[
m' = \sum_{i=1}^{\ell} \left\lfloor \frac{\gamma_i}{4\pi i (1 + \varepsilon)} \right\rfloor k > \sum_{i=1}^{\ell} \left( \frac{k}{2\pi i (1 + \varepsilon)} - 1 \right) k > \frac{k^2}{2\pi + 1} \left( \sum_{i=1}^{\ell} \frac{1}{i} \right) - \left( \sum_{i=1}^{\ell} k \right) > \frac{k^2 \ln(i + 1)}{2\pi + 1} - n'.
\]

Recall that, by choice of \( k \), we have \( k \geq \sqrt{\frac{6m}{1 + \ln(n/k')}} \) and in particular \( k \geq \sqrt{\frac{6m}{1 + \ln \ell}} \). Combining this fact with \( \ln(i + 1) \geq (1 + \ln \ell)/2 \) and \( 2m/9 \geq n' \) gives us the lower bound as follows:

\[
m' \geq \left( \frac{6m}{1 + \ln \ell} \right) \left( \frac{\ln(1 + 1)}{2\pi + 1} \right) - n' \geq \frac{3m}{2\pi + 1} - \frac{2m}{9} \geq \frac{3m}{8 - \frac{2m}{9}} = \frac{m}{9}.
\]
That is, for any values of $n$ and $m \in \{9n, \ldots, \lfloor n^2/6 \rfloor \}$, we can construct a set of $n'$ unit disks with $m'$ intersecting pairs.

By symmetry, we can see that the origin is a centerpoint of the centers of disks in $D$. Thus, it remains to show that any line that passes through the origin must intersect many disks of $D$. In the following we show something stronger: any ray emanating from a point $p$ inside $C_1$ will cross $\Omega(\sqrt{m \log(n/\sqrt{m})})$ disks.

Partition the disks of $D$ into $\ell$ layers $D_1, \ldots, D_\ell$ depending on which concentric circle their center lies on. Since we placed unit disks on circles that are $2(1 + \varepsilon)$ units apart, only disks that belong to the same layer may have nonempty intersection.

Let $\gamma_i$ be the maximum arc length of $C_i$ such that two unit disks centered at two endpoints of the arc touch each other, see Fig. 4 (middle). Note that two disks on the same layer overlap if and only if the arc distance between the centers is $\gamma_i$ or less.

We count the number of intersections on each layer independently. Each unit disk in $D_i$ covers $\gamma_i/2(1 + \varepsilon)$ radians of $C_i$. Since there are $k$ evenly spread disks in $D_i$ and $\varepsilon \leq 1/4\pi$, each point of the circle $C_i$ is contained in at least $\gamma_i k / 2(1 + \varepsilon)$ of $D_i$.

By substituting $k \geq \sqrt{6m/1 + \ln \ell}$, $\gamma_i > 2$, $\ln(\ell + 1) \geq (1 + \ln \ell)/2$, $\ell = n'/k$ and $2m/9 \geq n'$, we obtain that the number of disks in $D$ intersected by the ray is at least

$$\sum_{i=1}^{\ell} \left( \frac{\gamma_i k}{i(4\pi + 1)} - 1 \right) \geq \frac{2}{4\pi + 1} \left( \sqrt{\frac{6m}{1 + \ln \ell}} \sum_{i=1}^{\ell} \frac{1}{i} \right) - \ell$$

$$\geq \frac{2}{4\pi + 1} \left( \sqrt{\frac{6m}{1 + \ln \ell}} \ln(\ell + 1) - \frac{n'\sqrt{1 + \ln \ell}}{\sqrt{6m}} \right)$$

$$\geq \frac{\sqrt{6}(1 + \ln \ell)}{4\pi + 1} - \frac{2m}{9} \sqrt{\frac{1 + \ln \ell}{6m}}$$

$$\geq \left( \frac{\sqrt{6}}{4\pi + 1} - \frac{2}{9\sqrt{6}} \right) \sqrt{m(1 + \ln \ell)} = \Omega(\sqrt{m \log(n/\sqrt{m})}).$$

We have shown in Theorems 1 and 2 that a good line separator can be found for unit disks. However, we show next that this is not possible when considering disks of arbitrary sizes.

**Theorem 4.** For any $n \in \mathbb{N}$ there exists a set $D$ of $O(n)$ pairwise disjoint disks such that any line $\ell$ for which both halfplanes contain $\Omega(n)$ disks of $D$ also intersects $\Omega(n)$ disks of $D$.  

---

**Fig. 4.** Left: Almost tightness construction for $\ell = 3$ (and $k = 16$). Middle: upper and lower bounds for $\gamma_i$. Right: construction for disks of arbitrary radii.
Proof. Our construction is similar to the one of Theorem \ref{thm:fox-pach}. Let $C_i$ be the set containing the unit disk centered at the origin. For $i > 1$, let $D_i$ be the smallest enclosing disk containing all disks of $C_{i-1}$. The set $C_i$ (for $i > 1$) is defined as the set containing the six disks of the same radius as $D_i$ surrounding $D_i$, such that each two consecutive disks touch and none overlap. Note that $D_i \notin C_i$ and $C = \bigcup_{i=1}^{n} C_i$.

Observe that in this construction disks of one level touch only neighbors on the same level (and on the next and previous level). We fix this by rotating the construction so that disks in $C_i$ are tangent to $d_i$ but do not intersect with the disks of $C_{i-1}$ (see Figure \ref{fig:construction} right). Tangencies can afterwards be removed by shirking the disks by a factor of $1 - \varepsilon$ for a sufficiently small value of $\varepsilon$. We also shrink the disk in $C_1$ by this factor of $1 - \varepsilon$. After these two changes disks will be pairwise disjoint.

The argument is now similar to the one in Theorem \ref{thm:fox-pach} and the centers of the disks in $C$ are placed in concentric circles around the origin. The main difference now is that each layer has a constant number of disks. Thus, any line $\ell$ that makes a balanced separator must cross $\Omega(n)$ concentric circles. For every two intersections we can find at least one disk that intersects with $\ell$, and thus the $\Omega(n)$ lower bound follows. \qed

Note that in this construction the radii of the disks grow at an exponential rate. By using a bucketing technique we can show that our upper bounds work for disks of arbitrary radii at an expense of an additional $O(\log \Delta)$ multiplicative factor, where $\Delta$ is the ratio between the smallest and largest radius of the disks in $D$. This shows that our upper bounds are optimal also in this sense.

4 Experiments

In our experiments, we evaluate the quality of separator algorithms by the separator size. Theorem \ref{thm:fox-pach} suggests a simple algorithm: find a centerpoint (which can be done in linear time \cite{Bose}) and try random lines passing through that point until a good separator is found. Since implementing the centerpoint algorithm is not trivial, we give an alternative method that is asymptotically slower but much easier to implement: for a vertex in $C$ that forms a cycle in the graph) of size $O(\sqrt{m})$, which always exists \cite{Chan}. We output all curves containing a vertex in $C$.

First, we build the arrangement of curves, and obtain a plane graph whose vertex set are the vertices of the arrangements and consecutive vertices on a curve are joined by an edge. We triangulate the obtained plane graph to make it maximal planar. Then, we find a simple cycle $2/3$-separator $C$ (i.e., a $2/3$-separator that forms a cycle in the graph) of size $O(\sqrt{m+n})$, which always exists \cite{Kaplan}. We output all curves containing a vertex in $C$.

In our implementation, we construct the circle arrangement in a brute-force manner, and we use a simple cycle separator algorithm by Holzer et al. \cite{Holzer}, called the fundamental cycle separator (FCS) algorithm. Although the FCS algorithm has no theoretical guarantee for the size of the obtained separator, the recent experimental study by Fox-Epstein et al. \cite{Fox-Epstein} showed that it has a comparable performance to the state-of-the-art cycle separator algorithm with theoretical guarantee for most of the cases.

\footnote{The method of Fox and Pach needs to add a constant number of additional vertices, but the main feature is that the overall complexity of the graph is $O(m+n)$.}
Fig. 5. The average separator size of our algorithm for random instances. The horizontal axis shows the number of edges in logscale, and the vertical axis shows the average separator size in logscale when the algorithm is run \( k \) times, \( k \in \{1, 2, 10, 15, 20\} \). The solid line shows the square root of the number of edges.

4.2 Instance Generation and Experiment Setup

As usually done for the experimental work on sensor networks, all instances for our experiments are randomly generated. We fix a \( d \times d \) square \( S \) and generate \( n \) unit disks in \( S \) independently and uniformly at random. If the graph is disconnected, we discard it and generate again. All experiments have been performed on Intel \( \text{® Core\textsuperscript{TM} i7-5600U CPU @2.60GHz} \times 4 \), with 7.7GB memory and 976.0GB hard disk, running Ubuntu 14.04.3 LTS 64bit.

4.3 Experiment 1: Quality of the Proposed Method

In the first experiment we empirically examine the size of a separator obtained by our proposed algorithm with the modification proposed at the beginning of this section. For instance generation, we fix \( d = 100 \), and vary \( n \) from 10,000 to 30,000 with an increment of 50. Since our algorithm is randomized, we run the algorithm \( k \) times, where \( k \in \{1, 2, 10, 15, 20\} \), and compute the average separator size.

Fig. 5 shows the result. We can observe that as the number of edges increases, the size of the obtained line separators also increases, but the tendency is close to \( \Theta(\sqrt{m}) \) as the solid black line shows. We thus empirically conclude that the algorithm from Theorem 1 tends to output line separators of size \( O(\sqrt{m}) \) for random instances.

4.4 Experiment 2: Comparison with the Method by Fox and Pach

In the second experiment we compare our algorithm with the method by Fox and Pach in its separator size. For instance generation, we fix \( d = 16 \), and generated 14 random instances with various numbers of edges (the number of disks is not fixed). For each instance, we run our implementation of the Fox-Pach method as outlined above and our simplified algorithm described in Section 4. Our algorithm is iterated \( k \) times, where \( k \in \{1, 5, 50, 100\} \), and we take the minimum separator size among \( k \) runs. In this way, we can observe how the minimum separator size converges to the real minimum. This process is repeated 20 times, and we compute the average of the minimum separator sizes over those 20 repetitions.
We also examine the size of an optimal line separator to investigate the limitation of the line-separator approach. Here, an *optimal line separator* means a line $2/3$-separator of minimum size, which can be found in $O(n^2)$ time by looking at all possible bitangents to pairs of unit disks (but we implemented a simpler $O(n^3)$-time algorithm), where the $\tilde{O}(\cdot)$ notation suppresses logarithmic factors.

Fig. 6 shows the result. On average, our method is strictly better than the Fox-Pach method even when $k = 1$. As $k$ increases, the average separator size approaches to the size of optimal line separators. Empirically, fifty iterations are enough to obtain a reasonably good line separator.

Fig. 7 shows the appearance of the obtained separators. As the picture shows, a line separator is more geometrically appealing, and the separator by the Fox-Pach method is geometrically more complex. We observe that the Fox-Pach method chooses a disk on the “outer boundary” as an artifact of the additional artificial edges added to triangulate the graph.
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