Abstract—Noisy labels are commonly found in real-world data, which cause performance degradation of deep neural networks. Cleaning data manually is labor-intensive and time-consuming. Previous research mostly focuses on enhancing classification models against noisy labels, while the robustness of deep metric learning (DML) against noisy labels remains less well-explored. In this paper, we bridge this important gap by proposing Probabilistic Ranking-based Instance Selection with Memory (PRISM) approach for DML. PRISM calculates the probability of a label being clean, and filters out potentially noisy samples. Specifically, we propose a novel method, namely the von Mises-Fisher Distribution Similarity (vMF-Sim), to calculate this probability by estimating a von Mises-Fisher (vMF) distribution for each data class. Compared with the existing average similarity method (AvgSim), vMF-Sim considers the variance of each class in addition to the average similarity. With such a design, the proposed approach can deal with challenging DML situations in which the majority of the samples are noisy. Extensive experiments on both synthetic and real-world noisy dataset show that the proposed approach achieves up to 8.37% higher Precision@1 compared with the best performing state-of-the-art baseline approaches, within reasonable training time.
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I. INTRODUCTION

A s a result of human annotation errors or imperfect automated data collection procedures, noisy labels are commonly found in real-world data. Noisy training data degrades the predictive power of neural networks [1]–[3]. Manual inspection and correction of labels are labor-intensive, and hence scale poorly to large datasets. Consequently, real-world applications of deep neural network call for robust training techniques that can maintain model performance in the presence of label noise. Existing research effort on noise-resistant learning has mostly been focusing on classification tasks [1]–[9]. Noise-resistant deep metric learning (DML) remains an open research area, despite its vulnerability to label noise [10]. In this paper, we set out to bridge this important gap in existing literature.

The aim of DML is to learn a distance metric between data samples, which can be in the form of images, videos or text snippets. After training, the learned metric shall return small distances among data from the same class and large distances among data from different classes. DML plays important roles in a diverse set of applications including image/video retrieval [11]–[15], person re-identification [16]–[20], vehicle re-identification [21], [22], and self-supervised learning [23]–[26]. It differs from traditional supervised classification in three main aspects. Firstly, the definition of classes in DML can be even more fine-grained than typical fine-grained classification tasks. For example, in the Stanford Online Products dataset [27], every furniture item on Ebay forms its own class. Secondly, DML does not assume a fixed set of classes. This reflects realistic scenarios in which new classes, such as new furniture items and new food recipes [28], routinely emerge. Thirdly, for the above reasons, the learned metric is often tested on classes that do not exist in the training set. This contrasts with supervised classification, where the same classes are used for both training and testing. As a result, DML is a distinct problem from classification with a diverse set of techniques being proposed so far [29]–[34].

Following [33], [35], DML can be categorized into pair-based methods [30], [35], [40] and proxy-based methods [32], [41]–[44]. Neither category is immune to label noise. Pair-based methods compute the loss with pair-wise similarities between individual data points, for which label noise may cause incorrect data pairing. Proxy-based methods compare the data points against proxies to calculate the loss function. A proxy is a trainable vector that represents a group of data points. With label noise, the learned proxy may deviate from the true center.

Currently, the only DML method capable of handling label noise is the Probabilistic Ranking-based Instance Selection with Memory (PRISM) approach proposed in our previous work [35]. PRISM calculates the probability that a data point $i$ has a correct label ($P_{\text{clean}}(i)$), and considers it noisy if $P_{\text{clean}}(i) \leq 0.5$. It leverages Average Similarity (AvgSim), which computes $P_{\text{clean}}(i)$ based on the similarity between potentially noisy data and clean data. The major drawback in this approach is the threshold $m$ is set in an arbitrary manner without regard to the context of the underlying class.

In this paper, we extend PRISM by introducing a new technique for computing $P_{\text{clean}}(i)$, namely the von Mises-Fisher distribution Similarity (vMF-Sim). It estimates a von Mises-Fisher distribution [46] for each cluster and computes $P_{\text{clean}}(i)$ in a Bayesian manner. Compared with AvgSim, vMF-Sim considers the variance within each class in addition to the average similarity instead of relying on an arbitrary threshold, making it more aware of the context of each class. In addition, a memory bank is incorporated to store previously computed data representations to increase the number of samples available for noise filtering. This technique reduces the variance of...
To evaluate the proposed techniques, we conduct extensive experiments on both synthetic and real-world noisy datasets. We synthesize noisy labels on commonly used DML datasets (e.g., CARS-47, CUB-48 and SOP-27) under label noise rate settings ranging from 10% to 75%. We also conduct experiments on real-world noisy datasets, FOOD-101N [28] and CARS-98N. We use a separate validation set to perform model selection. The results show that PRISM significantly outperforms the baseline methods by up to 8.37% in terms of Precision@1 score. The Precision@1 score is boosted by 5.16% under PRISM+vMF-Sim compared to the original approach using AvgSim. The proposed approaches offer a useful tool to enable DML to operate in the presence of label noise, making DML technique more robust for practical applications.

II. RELATED WORKS

A. Noise-resistant Training in Classification

Training under noisy labels has been studied extensively for classification tasks [2], [3], [9], [49]–[51]. A common approach is to detect noisy labels and exclude them from the training set. Recent works have also started exploiting correcting the noisy labels [50], [51] or treating noisy data as unlabeled data for semi-supervised learning [7].

F-correction [4] models label noise with a class transition matrix. MentorNet [5] trains a teacher network that provides a weight for each sample to the student network. Co-teaching [1] trains two networks concurrently. Samples identified as having small loss by one network is used to train the other network. This is further improved in [5] by training on samples that have small losses and different predictions from the two networks. Many recent works [5], [7], [52], [53] filter noisy data based on the predicted class output by the current classification model. Nevertheless, few existing work focuses on addressing the label noise problem in DML.

B. Deep Metric Learning

We broadly categorize deep metric learning into: 1) pair-based methods, and 2) proxy-based methods. Pair-based methods [30], [35], [39], [40] calculate the loss based on the contrast between positive pairs and negative pairs. Commonly used loss functions include contrastive loss [30], triplet loss [29] and softmax loss [54]. In this process, identifying informative positive and negative pairs becomes an important consideration [32], [35], [40], [55]–[58]. The problem of overfitting in DML has also been considered [59]. Proxy-based methods [32], [41]–[44], [60]–[63] represent each class with one or more proxy vectors, and use the similarities between the input data and the proxies to calculate the loss. Proxies are learned from data during model training, which could deviate from the class center under heavy noise and cause performance degradation.

C. Noisy Labels in Metric Learning

To our knowledge, the only method which explicitly handles noise in neural metric learning is [10]. The technique estimates the posterior label distribution using a shallow Bayesian neural network with only one layer. Due to its computational complexity, the approach may not scale well to deeper network architectures.

A few works attempt to handle outliers in DML training data, but do not explicitly deal with substantial label noise. In [64], the pair-based loss is used to train a proxy for each class simultaneously to adjust the weights of the outliers, but substantial label noise may cause the learned proxies to be inaccurate. In [65], noisy data in DML in handled by performing label cleaning using a model trained on a clean dataset. However, such a dataset may not be available in real-world applications. In this paper, we do not rely on the existence of a clean dataset.

III. THE PRISM APPROACH

The detection of noisy data labels usually attempts to identify data points that stand out from others in the same class. On the one hand, distinguishing noisy data samples from the rest requires an effective similarity metric. On the other hand, learning a good similarity metric depends on the availability of clean training data.

To resolve this dilemma, PRISM adopts an online approach that performs metric learning and noisy data filtering simultaneously. The general idea is, for every data point, PRISM estimates the probability that it is clean using the currently learned similarity metric. If the probability exceeds a threshold, the data point is used to update the network and the similarity metric. Otherwise, it is discarded.

A. Algorithm Outline

We start with introducing the notations. The training set of $N$ data points is denoted as $\mathcal{X} = \{(x_0, y_0), (x_1, y_1), \ldots, (x_N, y_N)\}$, where $x_i$ is an input data and $y_i$ is the given class label. In deep metric learning, we learn a function, $f(\cdot)$, that outputs a feature vector $f(x_i)$ for $x_i$. An ideal $f(\cdot)$ should produce high similarity between the two feature vectors $f(x_i)$ and $f(x_j)$ if they have the same label (i.e. $y_i = y_j$); otherwise, the similarity should be low. In this paper, we adopt the cosine similarity, defined as

$$S(f(x_i), f(x_j)) = \frac{f(x_i)^T f(x_j)}{\|f(x_i)\| \|f(x_j)\|}$$

We denote the current mini-batch of $B$ data points as $\mathcal{B} = \{(x_0, y_0), \ldots, (x_B, y_B)\}$. A pair of data points $(x_i, x_j)$ is a positive pair if they have the same label and a negative pair otherwise.

PRISM adopts an online data filtering approach, shown as Algorithm 1. At every training iteration, we sample $B$ data as a minibatch, where $B$ is the batch size (Line 5). Specifically, we sample $P$ unique classes and $K$ images for each selected class, so that $B = PK$. We then calculate the probability of $y_i$ being correct $P_{\text{clean}}(i)$ for each $(x_i, y_i)$ tuple using any of the techniques discussed in Sections III-B1–III-D.

If a class $y_i$ is encountered for the first time, all data samples in class $y_i$ are considered clean (i.e. set $P_{\text{clean}}(i) = 1$, Line 9), since we have no knowledge on the data distribution of class
Algorithm 1: The PRISM algorithm

Input: Training set $\mathcal{X}$; Batch size $B$; 
Loss function $L(\cdot)$; 
Total number of training iteration $I_{\text{total}}$; 
Initial network $f(\cdot)$;
1 if using AvgSim or vMF-Sim then 
2 \hspace{1em} Memory $\mathcal{M} \leftarrow$ an empty queue;
3 end
4 while $I_{\text{total}}$ not reached do 
5 Sample a minibatch $\mathcal{B} = \{(x_0, y_0), \ldots, (x_B, y_B)\}$
6 Calculate $l_2$ normalized $f(B)$
7 for each $(x_i, y_i) \in \mathcal{B}$ do
8 \hspace{1em} if we observe class $y_i$ for the first time then
9 \hspace{2em} $P_{\text{clean}}(i) \leftarrow 1$;
10 \hspace{1em} else
11 \hspace{2em} Calculate $P_{\text{clean}}(i)$ using AvgSim, 
12 \hspace{2em} ProxySim, or vMF-Sim (Sec III-B1 III-D);
13 end
14 Calculate the threshold $m$ (Sec III-E);
15 $\mathcal{B}_{\text{clean}} \leftarrow \emptyset$
16 for each $(x_i, y_i) \in \mathcal{B}$ do
17 \hspace{1em} if $P_{\text{clean}}(i) > m$ then
18 \hspace{2em} Add $(f(x_i), y_i)$ to $\mathcal{B}_{\text{clean}}$;
19 end
20 if using AvgSim or vMF-Sim then
21 \hspace{1em} Enqueue $\mathcal{B}_{\text{clean}}$ into $\mathcal{M}$;
22 end
23 Calculate loss $L(B_{\text{clean}})$ and update the parameters of $f(\cdot)$;
24 end

If the class has been observed before, we will estimate $P_{\text{clean}}(i)$ (Line 11 of Algorithm 1).

After that, we compute the threshold $m$ using techniques described in Section III-E. If $P_{\text{clean}}(i)$ falls under $m$, we consider the corresponding data point to be clean and calculate loss on the clean data only. In AvgSim and vMF-Sim, we store all clean ($l_2$ normalized) features in a memory bank (Line 18), which is later used in the calculation of $P_{\text{clean}}$. Finally, the loss (Section III-F) is calculated to update parameters of the model $f(\cdot)$ (Line 24 of Algorithm 1). We compute the loss using only clean data and perform stochastic gradient descent.

The PRISM algorithm relies on the estimate of $P_{\text{clean}}(i)$, or the probability that a data point $(x_i, y_i)$ is clean. In the following sections, we describe three methods to estimate $P_{\text{clean}}(i)$, namely Average Similarity (AvgSim), Proxy Similarity (ProxySim) and von Mises-Fisher Distribution Similarity (vMF-Sim).

### B. Average Similarity

Average Similarity (AvgSim) compares the features of $x_i$ with the content of the memory bank to determine if the label $y_i$ is noisy. The memory bank is a first-in-first-out queue $\mathcal{M} = \{(v_0, y_0), (v_1, y_1), \ldots, (v_M, y_M)\}$, that stores features of historical data samples. $M$ is the size of the memory bank. In the beginning, the memory bank is initialized as an empty queue. After a clean minibatch data $\mathcal{B}_{\text{clean}}$ are identified, we append the current feature $v_i = f(x_i)$ of the clean data $x_i$ to the memory bank for calculating $P_{\text{clean}}(i)$ in future iterations. If the maximum bank capacity is reached, the oldest features are dequeued from the memory bank, so that the more recent features are kept.

If $y_i$ is a clean label, then the similarity between $x_i$ and same-class data representations in the memory should be larger compared to its similarity with representations from other classes. Based on this intuition, we define

$$P_{\text{clean}}(i) = \frac{\exp(T(x_i, y_i))}{\sum_{k \in C} \exp(T(x_i, k))}$$

(2)

$$T(x_i, k) = \frac{1}{M_k} \sum_{(v_j, y_j) \in \mathcal{M}, y_j = k} S(f(x_i), v_j)$$

(3)

Here, $M_k$ is the number of class $k$ samples in the memory bank. $T(x_i, k)$ is the average similarity between $x_i$ and all the stored features $v_j$ of class $k$. From Bayesian statistics, we know that

$$P(y = k | X = x_i) = \frac{P(X = x_i | Y = k) P(Y = k)}{P(X = x_i | Y = k') P(Y = k')}$$

(4)

Comparing Eq. (2) and (4), we see that $P_{\text{clean}}(i)$ can be treated as the probability $P(X = x_i | Y = k)$ up to a constant $z_k$, assuming a uniform prior $P(Y = k)$ and identical $z_k$ for every class. Although similar forms can be found in applications such as metric learning [44], [54], data visualization [66] and uncertainty estimation [67], [68], we note that its use in noise-resistant DML is novel.

1) Accelerating Average Similarity Calculation: The average similarity is computed from the similarities between all pairs of data samples, which can incur high computational overhead. Here, we propose a simple technique for improving its efficiency. For the $k$th cluster, we replace the $\sum_{(v_j, y_j) \in \mathcal{M}, y_j = k}$ with the mean feature vector $w_k$ of the class,

$$\sum_{(v_j, y_j) \in \mathcal{M}, y_j = k} \frac{S(f(x_i), v_j)}{M_k} = \left( \frac{1}{M_k} \sum_{(v_j, y_j) \in \mathcal{M}, y_j = k} v_j \right) \frac{f(x_i)}{\|f(x_i)\|}$$

$$= w_k \frac{f(x_i)}{\|f(x_i)\|}$$

(5)

$$w_k = \frac{1}{M_k} \sum_{(v_j, y_j) \in \mathcal{M}, y_j = k} v_j \|v_j\|$$

(6)

Substituting Eq. (5) into Eq. (2), $P_{\text{clean}}(i)$ can be expressed as:

$$P_{\text{clean}}(i) = \exp \left( w_{y_i} \frac{f(x_i)}{\|f(x_i)\|} \right) / \sum_{k \in C} \exp \left( w_k \frac{f(x_i)}{\|f(x_i)\|} \right).$$

(7)

Eq. (7) requires a mean feature vector $w_k$ to be maintained for each class $k$. In the implementation, after we enqueue a batch of clean data $\mathcal{B}_{\text{clean}}$ into the memory bank, $w_k$ is updated for the class that appeared in $\mathcal{B}_{\text{clean}}$ using Eq. (6).
The time complexity of Eq. (2) is \(O(BM)\) for a minibatch of size \(B\) and a memory bank with \(M\) samples. By following Eq. (7), the time complexity is reduced to \(O(B|C|)\), where \(|C|\) is the total number of classes, which is much smaller than \(M\). This technique accelerates the calculation of the average similarity by a factor of \(\frac{M}{|C|}\).

C. Proxy Similarity

By extending Eq. (7), we can replace \(w_k\) with a proxy trained by a proxy-based method. This leads to another method to calculate \(P_{\text{clean}}(i)\), referred to as the Proxy Similarity method (ProxySim).

\[
P_{\text{clean}}(i) = \frac{\exp(S(p_y(x_i), f(x_i)))}{\sum_{k \in C} \exp(S(p_k(x_i), f(x_i)))},
\]

where \(p_k(x_i)\) is the proxy of the class \(k\) trained by a proxy-based method. We assume the proxy-based method maintains \(H\) proxy vectors for each class, and selects the proxy having the maximum similarity with \(f(x_i)\):

\[
p_k(x_i) = \arg\max_{p_h^k} S(p_h^k, f(x_i)),
\]

where \(h \in [1, H]\).

With ProxySim, the memory bank is no longer required for calculating \(P_{\text{clean}}(i)\), thereby significantly reducing GPU memory usage. It is useful in application which require local memory consumption. Nevertheless, due to the need for training the proxy, ProxySim is only suitable for proxy-based methods.

D. von Mises-Fisher Distribution Similarity

In AvgSim and ProxySim, different classes are assumed to have equal variance. Here, we introduce von Mises-Fisher Distribution Similarity (vMF-Sim), which relaxes this assumption and considers both the similarity and the variance within each class.

The von Mises-Fisher distribution is a probability distribution defined on the \((D - 1)\)-hypersphere \(S^D\) [46]. The probability density function (PDF) of the von Mises-Fisher distribution is defined as:

\[
p_{\text{vMF}}(i) = C_D(\kappa) \exp(\kappa \mu^T x_i),
\]

where \(\kappa \in \mathbb{R}_+\) is a non-negative parameter that describes the "tightness" of the distribution. Larger \(\kappa\) means the distribution is more concentrated around the center \(\mu \in S^D\). When \(\kappa = 0\), the data are distributed uniformly on the sphere. The normalization term \(C_D(\kappa)\) is computed as

\[
C_D(\kappa) = \frac{\kappa^{D/2 - 1}}{(2\pi)^{D/2} I_{D/2 - 1}(\kappa)},
\]

where \(I_{D/2 - 1}(\cdot)\) is the modified Bessel function of the first kind at order \((D/2) - 1\).

The rationale behind adopting vMF is as follows. Gaussian distribution is commonly used in machine learning to model the feature distributions [7], [69], [70]. A feature (as a vector) can be divided into its direction (i.e., the vector on a unit sphere \(S^D\)) and \(l_2\) norm. The commonly-used cosine similarity (Eq. (1)) requires an \(l_2\) normalization on the feature, such that only the directions are considered during similarity calculation. The Gaussian distribution on \(\mathbb{R}^D\) uses both the direction and norm, which does not align well with the cosine similarity. Thus, we use the Gaussian distribution on a sphere, which is known as the von Mises-Fisher (vMF) distribution [46], to model the \(l_2\) normalized features. Another reason is that the features are always \(l_2\) normalized before being added into the memory bank, such that the cosine similarity can be calculated by a dot product operation. Applying vMF on the features in the memory bank is more intuitive and easier than using the Gaussian distribution on \(\mathbb{R}^D\).

We can estimate \(\mu\) and \(\kappa\) using maximum-likelihood estimation [71], [72] as

\[
\mu_k = \frac{\sum_{(x_i, y_i) \in M, y_i = k} x_i}{R},
\]

\[
\kappa_k = \frac{\tilde{R} - \bar{R}}{1 - \bar{R}^2},
\]

where \(\tilde{R} = \| \sum_{(v_i, y_i) \in M, y_i = k} v_i \|\).

The estimated distribution \(p_{\text{vMF}}^k(i)\) is the class-conditional probability \(P(X = x_i | Y = k) P(Y = k)\). Assuming a uniform prior \(P(Y = k)\), we have

\[
P_{\text{clean}}(i) = \frac{p(Y = y_i, X = x_i)}{\sum_{k \in C} p(Y = k, X = x_i)} = \frac{p_{\text{vMF}}^k(i)}{\sum_{k \in C} p_{\text{vMF}}^k(i)}.
\]

Similar to AvgSim, vMF-Sim updates the parameters \(\mu_k\) and \(\kappa_k\) using the clean data in the memory bank after every mini-batch. This requires an adequate number of clean samples in the memory bank. Therefore, in the first \(I_v\) iterations, PRISM uses AvgSim to identify the clean samples. Afterwards, vMF-Sim replaces AvgSim. The hyperparameter \(I_v\) can be determined through the model selection process.

E. Setting the Threshold \(m\)

When \(P_{\text{clean}}(i)\) falls below a threshold \(m\), we treat \((x_i, y_i)\) as a noisy data sample. We propose three methods to determine the value of the threshold \(m\): 1) the fixed value method, 2) the top-\(R\) method (TRM) and 3) the smooth top-\(R\) method (sTRM).

Setting \(m\) as a fixed value for all iterations is easy to implement. However, it requires a clear gap between the \(P_{\text{clean}}(i)\) value of noisy data and clean data. In the experiments, we show that only vMF-Sim is capable of providing such a clear and stable gap for this method to be useful.

Under TRM, we define a filtering rate (i.e. estimated noise rate) \(R\). In each minibatch, we treat \((x_i, y_i)\) as noisy if \(P_{\text{clean}}(i)\) falls within the lowest \(R\)% of all samples in the current minibatch \(B\).

In contrast, sTRM keeps track of the average of the \(R\)th percentile of \(P_{\text{clean}}(i)\) values over the last \(\tau\) batches. Formally, let \(Q_j\) be the \(R\)th percentile \(P_{\text{clean}}(i)\) value in \(j\)-th mini-batch, the threshold \(m\) is defined as:

\[
m = \frac{1}{\tau} \sum_{j=1}^{\tau} Q_j
\]
Compared to TRM, the sliding window approach of sTRM reduces the influence of a single mini-batch and creates a smoother and more accurate estimate of the $R^{th}$ percentile.

**F. Loss Functions**

The traditional pair-based contrastive loss function \[ L_{\text{pair}}(\mathcal{B}) = \sum_{(x_i, y_i), (x_j, y_j) \in \mathcal{B}} \left[ S(f(x_i), f(x_j)) - \lambda \right]_+ \] computes similarities between all pairs of data samples within the mini-batch $\mathcal{B}$. The loss function encourages $f(\cdot)$ to assign small distances between samples from the same class and large distances between samples from different classes. More formally, the loss for mini-batch $\mathcal{B}$ is

\[
L_{\text{batch}}(\mathcal{B}) = \sum_{(x_i, y_i), (x_j, y_j) \in B} [S(f(x_i), f(x_j)) - \lambda]_+ - \sum_{(x_i, y_i), (x_j, y_j) \in B} S(f(x_i), f(x_j))
\]

(16)

where $\lambda \in [0, 1]$ is a hyperparameter for the margin and $[x]_+ = \max(x, 0)$.

With a memory bank $\mathcal{M}$ that stores the features of data samples in previous minibatches in a first-in-first-out manner \[[36]\], we can employ many more positive and negative pairs in the loss, which may reduce the variance in the gradient estimates. The memory bank loss can be written as:

\[
L_{\text{bank}}(\mathcal{M}, \mathcal{B}) = \sum_{(x_i, y_i) \in \mathcal{M}, (v_j) \in \mathcal{M}, y_i \neq y_j} [S(f(x_i), v_j) - \lambda]_+ - \sum_{(x_i, y_i) \in \mathcal{B}, (v_j) \in \mathcal{M}, y_i = y_j} S(f(x_i), v_j).
\]

(17)

The total loss is the sum of the batch loss $L_{\text{batch}}(\mathcal{B})$ and the memory bank loss $L_{\text{bank}}(\mathcal{M}, \mathcal{B})$, referred to as the memory-based contrastive loss \[[33]\]. As we adopt the memory bank setup to identify data with noisy labels, PRISM works well under the memory-based contrastive loss.

Another loss we employ with PRISM is the SoftTriple loss \[[44]\], a type of proxy-based loss function. This loss maintains $H$ learnable proxies per class. A proxy is a vector that has the same size as the feature of an image. The similarity between an image to a given class of images is represented as a weighted similarity to each proxy in the class. The loss is computed as the similarities between the minibatch data and all classes:

\[
L_{\text{SoftTriple}} = -\log \frac{\exp(\lambda(S_{i, y_i}^* - \delta))}{\exp(\lambda(S_{i, y_i}^* - \delta)) + \exp(\lambda(S_{i,j} - \delta))},
\]

(18)

\[
S_{i,j} = \sum_{h=1}^{H} \exp(\gamma f(x_i)\top p^h_j) f(x_i)\top p^h_j / \sum_{h=1}^{H} \exp(\gamma f(x_i)\top p^h_j).
\]

(19)

$\lambda$ and $\gamma$ are predefined scaling factors, $\delta$ is a predefined margin, $p^h_j$ is the $h$-th proxy for class $j$, which is a learnable vector updated during model training.

**IV. EXPERIMENTAL EVALUATION**

To evaluate the effectiveness of the proposed PRISM approach on enabling DML to deal with noisy data, we compare it against 12 baseline approaches on both synthetic and real-world data. Further, we empirically analyze the reasons behind the performance of different variants of PRISM, and examine the contributions of different components of PRISM by ablation.

We compare the algorithms on five datasets, including:

- **CARS** \[[47]\], which contains 16,185 images of 196 different car models. We use the first 98 models for training, the next 48 models for evaluation and the last 48 models for testing, and incorporate synthetic label noise into the training set.

- **CUB** \[[48]\], which contains 11,788 images of 200 different bird species. We use the first 100 species for training, next 50 species for evaluation and the rest for testing, and incorporate synthetic label noise into the training set.

- **Stanford Online Products (SOP)** \[[27]\], which contains 59,551 images of 11,318 furniture items on eBay. We use the first 50% classes for training, next 25% classes for validation and the rest for testing, and incorporate synthetic label noise into the training set.

- **Food-101N** \[[28]\], a real-world noise dataset that contains 310,009 images of food recipes in 101 classes. It has the same 101 classes as Food-101 \[[73]\] (which is considered a clean dataset). We use 144,086 images belonging to the first 50 classes (in alphabetical order) as the training set, the next 25 classes with 25,000 images as the validation set, and the last 26 classes with 26,000 images as the test set.

- **CARS-98N** \[[45]\], a real-world noise dataset that contains 9,558 images for 98 car models. The CARS-98N is only used for training. Figure 1 shows example images in this dataset. The noisy images often contain the interior of the car, car parts, or images of other car models. The validation and test set of CARS is used for model selection and performance evaluation.

Compared to the setting described in previous papers \[[33], [35], [45], [48]\], we use a validation set for model selection to avoid overfitting to the test set.

We adopt two models for noisy label synthesis: 1) symmetric noise and 2) Small Cluster noise. Symmetric noise \[[74]\] has been widely used to evaluate the robustness of classification models \[[1], [4], [6]\]. Given a clean dataset, the symmetric noise model assigns a predefined portion of data from every ground-truth class to all other classes with equal probability, without regard to the similarity between data samples. After the noise synthesis, the number of classes remains unchanged.
Small Cluster noise mimics naturally occurring label noise. We observe that in real datasets, noisy data points tend to form small clusters. This is evident in Figure 1. The Small Cluster model flips the labels iteratively. In each iteration, we first cluster images from a randomly selected ground-truth class into a large number of small clusters. Each cluster is then merged into a randomly selected ground-truth class. In this manner, the Small Cluster model creates an open-set label noise scenario where some images that do not belong to any other existing class in the training set.

B. Baseline Techniques

We compare PRISM against 12 baseline approaches, including four designed for noise-resistant classification and eight designed for deep metric learning. The four noise-resistant classification baselines include Co-teaching [1], Co-teaching+ [5], Co-teaching with Temperature [41], and F-correction [44]. Among these, the F-correction method assumes closed-world noise and can only be used under symmetric noise.

Among the deep learning metric baselines, we adopt four with proxy-based losses (SoftTriple [44], FastAP [32], nSoftmax [41] and proxyNCA [43]), and four using pair-based losses (MS loss [35], circle loss [40], contrastive loss [36] and memory contrastive loss (MCL) [33]). All the DML baselines assume that data samples are clean. We train the classification baselines using cross-entropy, use the $l_2$-normalized features from the layer before the final linear classifier when retrieving images during inference.

We use the official implementation for Co-teaching, Co-teaching+ and Memory Contrastive Loss [33], and the PyTorch Metric Learning library [75] for the other DML algorithms. For Co-teaching and Co-teaching+, we use the learning rate (LR) scheduler given in their code, while for others (including PRISM), the cosine LR decay [76] is used. We set the batch size to 64 for experiments on all datasets and all models. During training, the input images are first resized to 256x256, then randomly cropped to 224x224. A horizontal flip is performed on the training data with a probability of 0.5. The validation and testing images are resized to 224x224 without data augmentation.

Following [33], when comparing performance on CARS, CUB and CARS-98N, we use BN-inception [77] as the backbone CNN model for all algorithms. The dimension of the output feature is set as 512, the same as in [33]. No other tricks (e.g., freezing BN layers) are used during the experiments. For SOP and Food-101N, we use ResNet-50 [78] with a 128-dimensional output.

Evaluation and testing is based on the ranked list of the nearest neighbors for the evaluation/test images. Specifically, we use Precision@1 (P@1) and Mean Average Precision@R (MAP@R) [79] as the evaluation metrics. The test and validation sets are noise-free, as the purpose of the experiments is to evaluate the algorithms in the presence of noisy labels in the training data.

C. Results

Table I shows the performance of the algorithms on CARS. As we expect, higher level noise always leads to reduced performance. PRISM achieves the best performance and suffers the least performance degradation when the noise level increases. Algorithms for image classification under label noise performs generally worse than the deep metric learning methods, which highlights the need for developing noise filtering algorithm for DML.

In proxy-based methods, PRISM improves the performance of SoftTriple under all noise models and levels. No matter which $P_{clean}(i)$ is chosen, SoftTriple+PRISM performs better than all the compared proxy-based methods. vMF-Sim stands out as the best performing method when $R < 70\%$, indicating that it is beneficial to explicitly model class tightness. AvgSim is better than ProxySim for most cases. Under high levels of noise ($R \geq 70\%$), with symmetric noise, vMF-Sim still produces the best results. However, with 75% Small Cluster noise, ProxySim performs better than vMF-Sim. This is
Table II

| Noisy Label Rate | Symmetric Noise | Small Cluster Noise |
|------------------|-----------------|---------------------|
|                  | 10%             | 20%                 | 70%                 |
|                  | 70%             | 50%                 | 75%                 |

| Algorithms for image classification under label noise | Co-teaching [1] | Co-teaching [2] | Co-teaching [2] with Temperature [41] | F-correction [4] | ProxySim [41] | vMF-Sim (Ours) |
|----------------------------------------------------|-----------------|-----------------|---------------------------------------|-----------------|---------------|----------------|
| Training time. vMF-Sim incurs about 39% additional training time than that of Memory Contrastive Loss on SOP. | 60.94 / 19.60 | 59.57 / 18.72 | 52.00 / 14.84 | 48.88 / 12.85 | 57.24 / 19.45 | 54.25 / 17.92 |
| ProxySim only incurs 6% more training time because it needs to calculate average similarities and VI. PRISM without centers (Eq. (2)) requires the longest training time due to the slow calculation of $\log \mathbf{v} = \log 1500$.) | 60.46 / 19.71 | 58.84 / 17.72 | 52.00 / 13.88 | 49.59 / 13.92 | 58.93 / 19.56 | 55.10 / 17.80 |
| Co-teaching [2] with Temperature [41] | 60.63 / 20.59 | 59.82 / 19.97 | 56.59 / 18.41 | 50.85 / 14.24 | 60.67 / 20.11 | 59.92 / 19.77 |
| F-correction [4] | 56.88 / 19.02 | 57.62 / 18.67 | 51.01 / 14.98 | 46.12 / 11.72 | N/A | N/A |


due to the slow calculation of $\log \mathbf{v} = \log 1500$.) | 60.67 / 20.11 | 59.92 / 19.77 | 56.59 / 18.41 | 50.85 / 14.24 | 60.67 / 20.11 | 59.92 / 19.77 |

| F-correction [4] | 56.88 / 19.02 | 57.62 / 18.67 | 51.01 / 14.98 | 46.12 / 11.72 | N/A | N/A |

DML with Proxy-based Losses

| FastAP [35] | 59.81 / 22.89 | 59.20 / 21.90 | 56.07 / 19.73 | 48.28 / 15.56 | 59.51 / 20.22 | 57.18 / 20.45 |
| nSoftmax [41] | 55.29 / 17.46 | 53.15 / 15.85 | 52.16 / 14.11 | 51.28 / 12.52 | 59.84 / 19.69 | 56.17 / 17.47 |
| ProxyNCA [41] | 58.50 / 20.89 | 58.02 / 20.81 | 55.89 / 17.14 | 49.43 / 15.10 | 59.44 / 21.11 | 58.29 / 20.10 |
| SoftTriple [41] | 63.72 / 21.70 | 60.08 / 18.93 | 51.18 / 13.93 | 47.91 / 12.42 | 64.64 / 23.81 | 59.51 / 20.47 |
| SoftTriple + PRISM (AvgSim) (Ours) | 63.05 / 22.47 | 64.03 / 22.07 | 59.10 / 19.34 | 51.15 / 14.02 | 65.51 / 21.43 | 63.01 / 22.35 |
| SoftTriple + PRISM (ProxySim) (Ours) | 63.76 / 21.73 | 62.37 / 21.32 | 56.54 / 17.11 | 57.19 / 13.89 | 65.27 / 23.82 | 62.44 / 21.52 |
| SoftTriple + PRISM (vMF-Sim) (Ours) | 66.52 / 24.01 | 64.13 / 23.71 | 61.09 / 20.43 | 54.92 / 16.48 | 65.98 / 24.53 | 64.94 / 23.16 |

DML with Pair-based Losses

| MS [35] | 61.26 / 21.41 | 58.63 / 19.52 | 43.26 / 9.69 | 36.24 / 6.80 | 62.61 / 23.09 | 56.98 / 18.57 |
| Circle [41] | 51.82 / 16.14 | 49.56 / 12.66 | 35.10 / 6.40 | 34.39 / 6.05 | 57.59 / 18.14 | 47.98 / 12.96 |
| Contrastive Loss [36] | 56.81 / 18.45 | 54.09 / 21.22 | 44.67 / 9.89 | 42.58 / 9.94 | 56.34 / 16.28 | 53.51 / 16.13 |
| Memory Contrastive Loss (MCL) [37] | 61.70 / 20.34 | 61.94 / 15.58 | 41.98 / 8.68 | 41.98 / 8.79 | 64.50 / 22.83 | 58.87 / 18.30 |
| MCL + PRISM (AvgSim) (Ours) | 65.21 / 23.65 | 63.86 / 22.38 | 60.72 / 21.10 | 51.89 / 14.74 | 65.71 / 23.85 | 63.65 / 22.37 |
| MCL + PRISM (vMF-Sim) (Ours) | 66.62 / 26.33 | 66.01 / 25.04 | 63.59 / 23.24 | 57.05 / 19.14 | 65.04 / 25.02 | 64.13 / 23.00 |

Fig. 2. The accuracy of noise filtering vs number of iterations. A exponential moving average with weight $= 0.7$ is performed to smooth the curve. Models are trained on CUB with 50% Symmetric Noise with SoftTriple loss. In the first 1,500 iterations of vMF-Sim training, AvgSim is used (i.e. $I_v = 1500$). The vMF-Sim training is early stopped at the 8,600 iteration.

D. Analysis

Dynamics of the cleanness probability. As discussed earlier, a crucial consideration of DML under noise is to bootstrap the identification of noise data. That is, we need to learn good representations that identify noise even when noise is present in the training data. To investigate whether the algorithms achieve this purpose, we compute the accuracy of noise identification as training progresses and show the results in Figure 2. Since we have ground-truth labels for synthetic noise datasets, we measure the portion of ground-truth clean data from all data considered clean.

We observe that vMF-Sim achieves the best noise filtering accuracy. After 2,500 iterations, vMF-Sim achieves close to
than AvgSim on most datasets, on the SOP dataset, vMF-Sim performs better than AvgSim and ProxySim. We show the distributions of $P_{\text{clean}}(i)$ for the three techniques in Figure. For AvgSim and ProxySim, the distributions between clean and noisy data have significant overlap, whereas for vMF-Sim, most noisy data have the probability $P_{\text{clean}}(i)$ close to 0 and most clean data have $P_{\text{clean}}(i)$ close to 1.

**vMF-Sim under SOP.** Although vMF-Sim performs better than AvgSim on most datasets, on the SOP dataset, vMF-Sim separates the clean and noisy data better than AvgSim and ProxySim. We show the distributions of $P_{\text{clean}}(i)$ for the three techniques in Figure. For AvgSim and ProxySim, the distributions between clean and noisy data have significant overlap, whereas for vMF-Sim, most noisy data have the probability $P_{\text{clean}}(i)$ close to 0 and most clean data have $P_{\text{clean}}(i)$ close to 1.

### Table III

**Precision@1 (%) on SOP dataset with synthetic label noise.**

| Algorithms for image classification under label noise | Symmetric Noise | Small Cluster Noise |
|------------------------------------------------------|-----------------|---------------------|
| Co-teaching [1]                                      | 10% 20% 50% 70% | 10% 25% 50% 75%     |
| Co-teaching [5]                                      | 55.93 55.16 56.07 53.70 | 54.54 55.20 54.79 54.71 |
| Co-teaching [41] w/ Temperature                      | 67.36 74.30 51.09 49.25 | 73.14 71.00 66.26 62.06 |
| F-correction [1]                                     | 54.41 55.02 54.93 53.10 | N/A N/A N/A N/A     |

**DML with Proxy-based Losses**

| Algorithms for image classification under label noise | CARS-98N | Food-101N |
|------------------------------------------------------|----------|-----------|
| FastAP [32]                                          | 73.71    | 72.66     |
| nSoftmax [41]                                        | 77.38    | 74.21     |
| ProxyNCA [41]                                        | 75.08    | 73.86     |
| SoftTriple [41]                                       | 74.18    | 76.50     |
| SoftTriple + PRISM (AvgSim) (Ours)                   | 78.90    | 78.01     |
| SoftTriple + PRISM (ProxySim) (Ours)                 | 74.72    | 74.43     |
| SoftTriple + PRISM (vMF-Sim) (Ours)                  | 76.10    | 73.22     |

**DML with Pair-based Losses**

| Algorithms for image classification under label noise | CARS-98N | Food-101N |
|------------------------------------------------------|----------|-----------|
| MS [55]                                              | 76.00    | 74.28     |
| Circle [40]                                          | 76.91    | 75.10     |
| Contrastive Loss [56]                                | 73.81    | 73.68     |
| Memory Contrastive Loss (MCL) [33]                   | 82.21    | 80.34     |
| MCL + PRISM (AvgSim) (Ours)                          | 83.08    | 82.91     |
| MCL + PRISM (vMF-Sim) (Ours)                         | 81.52    | 73.48     |

100% accuracy. The ProxySim method is worse than AvgSim in most iterations. This is consistent with superior performance of vMF-Sim as reported in Table III.
Sim underperforms AvgSim. We hypothesize that the small number of images in each SOP class (5.26 images on average) causes inaccurate parameter estimation for von Mises-Fisher (vMF) distributions. To verify this hypothesis, we examine the estimation error in the vMF-Sim parameters from different amount of data. We sample data from a vMF distribution with a random \( \mu \) and \( \kappa = 537 \) on \( \mathbb{R}^2 \), and use Eq. (13) to estimate \( \kappa \). Every result is the average over 200 independent trials.

Dynamics of \( \kappa \) in vMF-Sim. To understand the dynamic behaviors of vMF-Sim over the course of training, we show the distributions of \( \kappa \) estimates for all classes at 1k, 3k, 5k and 7k training iterations in Figure 5. \( \kappa \) is relatively small at the 1,000th iteration and gradually increases in subsequent training iterations. This suggests that the data representations within a class become increasingly concentrated on their centers as training progresses, as the network learns to pull data points within the same class together. This result also demonstrates that \( \kappa \) values are not equal across classes and training iterations, which was the assumption adopted by existing works [21], [22].

E. Ablation Studies

Design of \( P_{\text{clean}}(i) \). We compare two alternative designs of the clean-data identification function \( P_{\text{clean}}(i) \) for average similarity method (AvgSim). The first design, namely Batch-positive AvgSim, uses only the average similarity of the positive pairs in the current minibatch. The negative pairs are not utilized.

\[
P_{\text{clean}}(i) \propto \frac{1}{K-1} \sum_{(x_j, y_j) \in \mathcal{B}, y_j = y_i} S(f(x_i), f(x_j)), 
\]

(20)

The second baseline, Memory-positive, uses the average similarity between \( x_i \) and other same-class samples retrieved from the memory bank, but still does not consider the negative samples.

\[
P_{\text{clean}}(i) \propto \frac{1}{M_{y_i}} \sum_{(v_j, y_j) \in \mathcal{M}, y_j = y_i} S(f(x_i), v_j),
\]

(21)

Figure 6 shows that Precision@1 changes as the training iteration increases. We use Memory Contrastive Loss (MCL) [33] as the loss function. Due to high levels of noise, training with no noise filtering identifies only 25% correct pairs, which makes performance deteriorate right from the beginning phase of training (Figure 6). All filtering strategies improve performance relative to the scenario of no noise filtering. The Memory-positive strategy works better than Batch-positive, showing the importance of using the entire memory bank to identify noise. AvgSim achieves the best P@1 scores.

Clean data threshold in AvgSim. We compare the two different methods, sTRM and TRM, for setting the threshold for
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**TABLE V**

| Algorithm           | Training Time (Seconds) |
|---------------------|-------------------------|
| Memory Contrastive Loss (MCL) | 1,679.22 |
| MCL + PRISM (AvgSim) without centers | 12,294.76 |
| MCL + PRISM (AvgSim) with centers | 1,777.38 (+5.8%) |
| SoftTriple          | 1,685.47                |
| SoftTriple + PRISM (AvgSim) with centers | 1,767.97 (+4.9%) |

![Table VI](https://example.com/table_vi.png)

**TABLE VI**

| Algorithm           | CARS       | CUB        |
|---------------------|------------|------------|
| MCL                 | 1,153.18   | 1,149.74   |
| MCL + PRISM (AvgSim) | 1,253.99 (+8.7%) | 1,266.04 (+10.1%) |
| MCL + PRISM (vMF-Sim) | 1,604.06 (+39.1%) | 1,602.64 (+39.4%) |
| SoftTriple          | 1,146.38   | 1,134.76   |
| SoftTriple + PRISM (AvgSim) | 1,250.15 (+9.1%) | 1,266.04 (+12.0%) |
| SoftTriple + PRISM (ProxySim) | 1,200.84 (+4.8%) | 1,161.77 (+2.4%) |
| SoftTriple + PRISM (vMF-Sim) | 1,636.11 (+42.7%) | 1,641.63 (+44.7%) |

Fig. 4. Number of samples vs. Mean Squared Error (MSE) of the estimated \( \kappa \). We sample data from a vMF distribution with a random \( \mu \) and \( \kappa = 537 \) on \( \mathbb{R}^2 \), and use Eq. (13) to estimate \( \kappa \). Every result is the average over 200 independent trials.

![Box Plot](https://example.com/box_plot.png)

Fig. 5. Box plot of \( \kappa \) as training progresses, calculated on CUB with 50% Symmetric Noise and SoftTriple loss. Increasing \( \kappa \) indicates same-class representations become more concentrated as training progresses.
PRISM holds the promise to enable practitioners to make informed decisions when selecting the most suitable technique. PRISM significantly outperforms existing approaches. Our analysis of the proposed similarity evaluation methods reveals their characteristics in terms of prediction accuracy and computational time, so that practitioners can make informed decisions when selecting the most suitable technique. PRISM holds the promise to enable DML approach to be applied in diverse machine learning applications with significant levels of data noise. The PRISM family of approaches is only the first step into enabling DML approach to be robust in the presence of label noise. Currently, they can only identify noisy data and exclude them from the training process. An interesting future work is to enable label correction after identifying the noisy labels in DML, such that the noisy data can also be leveraged for model training.
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