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At present, there is a serious disconnect between online teaching and offline teaching in English MOOC large-scale hybrid teaching recommendation platform, which is mainly due to the problems of cold start and matrix sparsity in the recommendation algorithm, and it is difficult to fully tap the user’s interest characteristics because it only considers the user’s rating but neglects the user’s personalized evaluation. In order to solve the above problems, this paper proposes to use reinforcement learning thought and user evaluation factors to realize the online and offline hybrid English teaching recommendation platform. First, the idea of value function estimation in reinforcement learning is introduced, and the difference between user state value functions is used to replace the previous similarity calculation method, thus alleviating the matrix sparsity problem. MX_he learning rate is used to control the convergence speed of the weight vector in the user state value function to alleviate the cold start problem. Second, by adding the learning of the user evaluation vector to the value function estimation of the state value function, the state value function of the user can be estimated approximately and the discrimination degree of the target user can be reflected. Experimental results show that the proposed recommendation algorithm can effectively alleviate the cold start and matrix sparsity problems existing in the current collaborative filtering recommendation algorithm and can dig deep into the characteristics of users’ interests and further improve the accuracy of scoring prediction.

1. Introduction

MOOC is the abbreviation of large-scale online courses, which has attracted widespread attention from academic circles for its advantages of large-scale and openness. Large-scale means that there is no limit to the number of people in the course, and a course can be offered to countless people and can be watched repeatedly. Open means that the course has no access conditions and entry threshold, and anyone can use the learning resources free of charge anywhere [1–4]. As an innovation of traditional classroom, MOOC curriculum breaks the monopoly of high-quality learning resources and provides conditions and possibilities for realizing educational equity.

The mixed teaching of online teaching and offline teaching under MOOC mode not only plays an important role in stimulating students’ learning interest, improving their learning enthusiasm, cultivating students’ learning consciousness, and ability of unity and cooperation but also can effectively solve the problem of time allocation between theoretical explanation and practical practice and at the same time strengthen the connection between teachers and students and improve the teaching efficiency. Online teaching includes online video courses, online homework, and online communication and discussion [4–6]. Classroom teaching is composed of three parts: group report, classroom answering, practice, and classroom assessment. At present, this teaching mode has been applied in ideological and political courses and English courses, and the teaching effect has been well received. MOOC mode unifies students’ online and offline and brings them into the credit range, which is more stimulating for students’ learning.
However, there is a serious disconnect between online teaching and offline teaching in English MOOC large-scale mixed teaching recommendation platform, which is because most of the mainstream English MOOC teaching recommendation platforms use collaborative filtering recommendation algorithm to realize personalized recommendation [7–9]. At present, collaborative filtering recommendation algorithm is the best and most widely used algorithm. The algorithm calculates the similarity between target users or objects and predicts the object preference of target users according to the evaluation of objects by users with similar interests. Collaborative filtering recommendation algorithm can be divided into neighborhood-based collaborative filtering recommendation and model-based collaborative filtering recommendation [10–12]. Neighborhood-based collaborative filtering calculates the similarity between target users and user groups to get users with similar interests and hobbies and then predicts the preference of target users for candidate items according to the evaluation status of these users. However, on the one hand, the collaborative filtering algorithm has problems such as cold start and matrix sparsity. On the other hand, the current recommendation algorithms often only consider the user’s rating of items but ignore the user’s personalized evaluation of items, so it is difficult to fully tap the user’s interest characteristics.

Based on the research of recommendation algorithms at home and abroad, aiming at the problems existing in current recommendation algorithms, this study improves the traditional collaborative filtering recommendation algorithm in two aspects. The main contributions of this paper are as follows:

1. To introduce the idea of reinforcement learning, this paper proposes to measure the similarity between users by comparing the state value functions between users instead of the previous similarity calculation method to alleviate the matrix sparsity problem and solve the cold start problem by controlling the convergence speed of the weights in the state value functions.

2. User evaluation factors are added on the basis of reinforcement learning recommendation algorithm. By adding the learning of user evaluation vector to the value function estimation of state value function, the state value function of users can be estimated approximately, and the discrimination of target users can be reflected. Adding the learning of the user’s internal evaluation vector to the weight update can improve the convergence effect of the user’s state value function.

3. Finally, according to the previously mentioned research content, we design and implement the reinforcement learning recommendation algorithm based on user evaluation and compare it with several popular collaborative filtering recommendation algorithms in the prediction error of the recommended content to prove its personalized recommendation effect.

The rest of the paper is organized as follows. In Section 2, a literature review is studied in detail, while Section 3 provides the detailed methodology. Section 4 provides detailed results and discussion. Finally, the paper is concluded in Section 5.

2. Literature Review

At present, many studies have tried to improve collaborative filtering algorithm. For example, Najafabadi et al. [13] proposed an algorithm model of mixed recommendation by adjusting the weights of collaborative filtering algorithm and content-based algorithm, so that the recommendation system can run different recommendation algorithms by adjusting the weights under different conditions. Wu et al. [14] obtained the user's comments on articles by learning the text data and proposed a hybrid recommendation system based on knowledge. Yang et al. [15] put forward an algorithm of connecting two recommendation modes in series. First, collaborative filtering method is used to get the recommended items of target users, and then, the content-based recommendation algorithm is used to model the target users, and the items in the recommended items set that are inconsistent with the user model are eliminated, thus improving the recommendation effect.

Reinforcement learning, together with supervised learning and unsupervised learning, is an important branch of machine learning method. Supervised learning expects to predict unlabeled data outside the training set by learning labeled data in the training set, while unsupervised learning expects to discover hidden information in the data and make predictions through the hidden information. Reinforcement learning is also learning data that is not marked in the training set, but it will get a delayed reward signal. The agent of reinforcement learning can adjust itself according to the reward signal in order to expect more rewards.

Polvara et al. [16] research results show that the idea of reinforcement learning is to maximize the sum of long-term rewards as the goal, through the independent exploration of the unknown environment, in a certain state and action under the influence of the environment and get the corresponding reward and then get more reward adjustment strategy, ultimately in the process of continuous interaction with the environment learning to the optimal strategy.

3. Methodology

3.1. Calculated Value Function Model Based on Reinforcement Learning

The running process of the reinforcement learning algorithm is a state-action-reward-new-state transfer sequence process, that is, the agent according to the action taken from a state to obtain environmental feedback reward and transfer to a new state, and the process is repeated until the end of the state. Since the state of the agent at the next moment only depends on the state of the agent at the current moment and the action to be taken, the process has Markov property. The reinforcement learning median function estimation method is an extremely important
method; that is, the optimal strategy is obtained through the state value function or the action value function of the agent.

In the application environment of recommendation scenarios, what we need to compare in this paper is the similarity of value functions between users, and we pay more attention to the user’s own state. Therefore, we use the user’s state value function at each moment to approximately estimate the user’s current state. A value function estimation method evaluates a value function of a state by using a sum of linear product of a set of features and corresponding weights [17]:

\[ V_w(s) = \sum_{i=1}^{M} w_i \phi_i(s), \tag{1} \]

where \( \phi_i(s) \) represents the feature function of state \( s \), \( M \) represents the number of feature functions, and \( w \) represents the weight vector corresponding to each feature.

The gradient descent method is used to find the optimal solution \( w^* \), so that the state value function converges to the local optimum. The gradient descent method is one of the most popular methods for solving practical problems.

The state value function of the agent at each time \( t \) is approximately estimated using the value function estimation idea in the reinforcement learning method, and the weight of each state is adjusted in real time by using the gradient descent method so that the estimation of the value function is more accurate. The reward function \( R \) obtained for each step of the agent is taken as a characteristic function of the state. In the actual application scenario of the recommendation algorithm, the user’s rating of a certain item at a certain moment can be regarded as a state of the user, and the user’s rating vector of the item can be taken as a reward function \( R \), that is, a characteristic function of the user in the state [18]. Thus, the user’s value function is estimated as follows:

\[ V_t(s) = \sum_{i=1}^{n} w_i (i) R_i (s), \tag{2} \]

where \( V_t(s) \) represents the state value function vector of the user in the state \( s \) at time \( t \), \( R_i \) represents a scoring vector of the user on an article, and \( w_i \) represents a weight corresponding to each feature vector at time \( t \).

According to the gradient descent method, the updated formula of \( w_i \) can be converted into

\[ w_i = w_i + \alpha (r_{i+1} + \gamma V(s_{i+1}) - V(s_i)) \nabla_w V(s_i), \tag{3} \]

In this formula, \( \alpha \) represents the learning rate (generally between 0 and 1), \( r_{i+1} \) represents the immediate reward value obtained by the user at time \( i+1 \) (in the recommended scenario, it represents the user’s scoring value of the article at time \( i+1 \)), \( \gamma \) represents the time discount factor, \( V(s_i) \) represents the state value function of the user’s state \( s \) at time \( i \), and \( \nabla_w V(s_i) \) represents the gradient of the user’s state value function to the weight \( w \).

In reinforcement learning recommendation algorithm, it is through the adjusted value that the cold start problem of collaborative filtering algorithm is alleviated. The key steps of approximate estimation and updating state value function are shown in Figure 1.

In order to alleviate the cold start and matrix sparsity problems of collaborative filtering algorithm, the idea of reinforcement learning median function estimation is adopted to replace the similarity calculation method of collaborative filtering algorithm by calculating the user’s state value function, and the similarity between users is compared according to the user’s state value function to make neighbor recommendation. The similarity of state value function vector can be calculated with all users by calculating the similarity of state value function, thus effectively alleviating the problem that it is difficult to calculate the similarity between the target user and other users when the matrix sparsity is high.

Because the state value function is a vector value, which is difficult to compare directly, the user with the highest similarity with the target user’s state value function is found by cosine similarity calculation. The calculation formula is as follows:

\[ \text{sim}_{ij} = \frac{\nabla V(s_i) \cdot \nabla V(s_j)}{|\nabla V(s_i)| |\nabla V(s_j)|}, \tag{4} \]

where \( \nabla V(s_i) \) and \( \nabla V(s_j) \) represent the final state value functions of user \( i \) and user \( j \), respectively.

### 3.2. Evaluation Criteria

Root mean square error (RMSE) and mean absolute percentage error (MAPE) are used to measure the error between the predicted score and the true score of recommended courses [19]:

\[ \text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} \left[ \text{prediction}(i) - \text{real}(i) \right]^2}, \tag{5} \]

\[ \text{MAPE} = \frac{100\%}{M} \sum_{i=1}^{M} \left| \frac{\text{real}(i) - \text{prediction}(i)}{\text{real}(i)} \right|, \]

where \( m \) represents the total number of recommended courses for users, \( \text{prediction}(i) \) represents the prediction score of recommended courses \( i \), and \( \text{real}(i) \) represents the actual score of courses \( i \) by users.

### 3.3. Application of User Evaluation in Reinforcement Learning Method

The current recommendation algorithm’s strategy on user evaluation application is to build user-user evaluation matrix and user evaluation and item matrix. The user-item matrix is obtained by multiplying the two, and the target user is selected to recommend the item with the highest item score. The principle of traditional user evaluation recommendation algorithm is shown in Figure 2.

Firstly, the user-user evaluation matrix is constructed:
where $u$ represents user (1, 2, ..., $m$) and $e$ represents user evaluation (1, 2, ..., $s$). The value of $L_{ue}$ in the matrix indicate whether the user $m$ has used the user evaluation $s$ (if yes, the value is 1; if no, it is 0). Second, a user evaluation-item matrix is constructed:

$$L_{mx} = \begin{pmatrix}
L_{u_{(1)}, e_{(1)}} & \cdots & L_{u_{(1)}, e_{(s)}} \\
\vdots & \ddots & \vdots \\
L_{u_{(m)}, e_{(1)}} & \cdots & L_{u_{(m)}, e_{(s)}}
\end{pmatrix},$$

(6)

where $i$ represents item (1, 2, ..., $n$). The value of $L_{ie}$ in the matrix indicate whether the item $n$ has been used for user evaluation $s$ (if yes, the value is 1; if no, it is 0). The user-item matrix can be obtained by multiplying two matrices:

$$L_{mxn} = \begin{pmatrix}
L_{u_{(1)}, i_{(1)}} & \cdots & L_{u_{(1)}, i_{(n)}} \\
\vdots & \ddots & \vdots \\
L_{u_{(m)}, i_{(1)}} & \cdots & L_{u_{(m)}, i_{(n)}}
\end{pmatrix}.$$

(8)

According to the user-item matrix, the item with the highest score corresponding to the target user in the matrix can be selected and recommended to the corresponding target user.

However, the algorithm also failed to fully mine the information of user evaluation itself and simply marked 0 and 1 according to the user evaluation. It failed to make full use of the user’s likes and dislikes of articles from the user evaluation and failed to divide the user’s interests well, which made it difficult to reflect the distinction between the target user and the rest of the users.

Therefore, this study proposes to take the user evaluation vector as a part of the user state value function in reinforcement learning to reflect the user interest, which is
Each dimension in the user evaluation vector represents the user's use of the user evaluation, which is not simply represented by 0 and 1 as the matrix multiplication previously mentioned, but represented by the weight of the evaluation used by the user among all users:

\[ \varphi_u(e_i) = \frac{1 + e_{ui}}{\sum_{u=1}^{m} 1 + e_{ui}} \]  

(9)

where \( e_{ui} \) represents the number of times that user \( u \) uses the \( i \)-th dimension of user evaluation vector, and \( m \) represents the total number of users. According to formula (8), the frequency of each user evaluation \( e \) used by user \( u \) in the whole user group can be obtained, which can reflect the discrimination degree of a single user's user evaluation in the whole user group.

\( \varphi_u \) is regarded as a part of the user state value function to reflect the discrimination degree of user \( u \) in the user group. On the other hand, in Section 3.1, the weight vector \( w \) is updated by gradient descent method, and the learning of user evaluation is also needed in the method of making the user state value function reach the optimum. Different from the use of user evaluation in (9), in order to learn the weight of \( w \) better, it is necessary to learn the weight of each user evaluation within the user.

\[ w_{(t_i,j)} = w_{t_{i,j}} + \alpha \frac{N_i}{\sum_{j=1}^{N_j} (r_{t_i} + \gamma V_{t_i}(s) - V_{t_i}(s))} \]  

(10)

where \( w_{(t_i,j)} \) represents the \( i \)-th dimension user evaluation weight in the user evaluation vector at \( t_i \), \( r_{t_i} \) represents the user’s scoring value for items at \( t_i \), \( N_i \) represents the \( i \)-th dimension user evaluation times in the user evaluation vector, \( \sum_{j=1}^{n} N_j \) represents the sum of user evaluation times of all dimensions in the user evaluation vector, and \( n \) represents the dimension degree of the user evaluation vector.

It can be seen that the weight of each user evaluation within the user is added on the basis of formula (3) of gradient descent method in Section 3.1, which can reflect the discrimination between each user evaluation within the user. This way of updating weight \( w \) can make the solution process of user state value function pay more attention to the study of user’s internal state. Specifically, by using the weight of a single user’s evaluation times within the user, it can be distinguished from other users’ evaluations within the user.

In order to further improve the performance of recommendation algorithm and personalized recommendation ability, the user evaluation vector is added to the user’s state value function to approximate the user’s current state more accurately:

\[ V_{t_i}(s) = \sum_{i=1}^{n} w_{t_{i}}(i)R_{i}(i)\varphi_{i}(e_i), \]  

(11)

where \( V_{t_i}(s) \) represents the state value function vector of the user at \( t_i \) time \( s \), \( R_{i}(i) \) represents the \( i \)-th dimension of the scoring vector, \( \varphi_{i}(e_i) \) represents the \( i \)-th dimension of the user evaluation vector as shown in formula (9), and \( w_{t_{i}} \) represents the weight vector corresponding to the feature vector composed of the scoring vector and the user evaluation vector.

By adding user evaluation vector to describe the frequency of user evaluation in the whole user group, so as to reflect the discrimination between users and other users, the user’s state value function can be estimated approximately more accurately. Adding the learning of users’ internal weights can adjust the gradient and make the state value function converge to the optimal value more easily. Finally, the user closest to the target user’s state value function is calculated by cosine similarity formula (4), and the favorite items are selected for neighbor recommendation. The specific recommendation process is shown in Figure 3.

### 3.4. Implementation of Hybrid Teaching Recommendation Platform

In MOOC mode, the evaluation of students’ learning effect includes the following parts: 20% video learning progress and online quiz, 30% classroom performance (classroom language skills training performance and group report performance), 10% homework submission and quality, and 40% final exam. In addition, in the specific teaching practice, teachers can adjust the proportion of tests according to different class types, such as oral English class, writing class, reading class, and listening class, guide the emphasis of teaching while combining with teaching practice, change the single test method in traditional teaching, give students more opportunities to show their comprehensive ability, explore their potential, and realize new evaluation in online education environment. The operation mode of the hybrid teaching recommendation platform is shown in Figure 4.

### 4. Experimental Results and Analysis

#### 4.1. Experimental Data and Pretreatment

The experiment is carried out on the MOOC learning platform of Chinese universities, and the simulation tool is MATLAB7.8. The English curriculum data files of 10 schools are randomly selected on the learning platform and preprocessed. After data preprocessing, it includes five fields: user id, course id, user rating (0 to 5 points, increasing according to half points), user evaluation (filtered from tags), and time when users submit rating evaluation. The characteristics of 10 datasets after pretreatment in this experiment are shown in Table 1.

| Dataset | Number of Users | Number of Courses | Average Rating |
|---------|-----------------|------------------|---------------|
| Dataset A | 1000 | 500 | 3.5 |
| Dataset B | 1500 | 750 | 4.0 |
| Dataset C | 2000 | 1000 | 4.5 |

It can be seen from Table 1 that the number of user evaluations is slightly more than the number of user ratings, because users often only score courses once, but the user evaluations made may contain many words that reflect the likes and dislikes of users, and these words can be used as one dimension of the user evaluation vector.

#### 4.2. Comparison and Analysis of Experimental Results

Root mean square error (RMSE) and mean absolute percentage error (MAPE) are used to jointly evaluate the deviation between the predicted score and the true score of
recommended courses. First, according to RMSE, the specific values of time discount factor $c$ and learning rate $\alpha$ in each dataset are determined. After determining the optimal values, the performance of the proposed algorithm is compared with several popular collaborative filtering recommendation algorithms to fully verify its effectiveness in improving the accuracy of personalized recommendation of users.

Because time discount factor $c$ and learning rate $\alpha$ directly affect the convergence effect of weight $w$, these two parameters need to be slightly adjusted on different scale datasets to make $w$ achieve better convergence effect. In order to make the estimated value of the next state value function better approximate to the true value of the current state value function, the value of $c$ is between 0.5 and 1.0, and the value of $\alpha$ is between 0.1 and 1.0. The best combination value of the two is determined by the recommended performance.

For dataset A, the influence of combination value of $\alpha$ and $c$ on the recommended algorithm is shown in Table 2. For dataset B, the influence of combination value of $\alpha$ and $c$ on the recommended algorithm is shown in Table 3.
Taking datasets A and B as examples, the influence surfaces of $\alpha$ and $c$ combination values on the recommendation algorithm are shown in Figure 5.

It can be seen from Figure 5 that, for dataset A, when $\alpha = 0.8$ and $c = 0.8$, the accuracy of the reinforcement learning recommendation algorithm based on user evaluation reaches the best. For dataset B, the accuracy is optimal when $\alpha = 0.7$ and $c = 0.7$. According to the results, when the dataset is small, $\alpha$ should be increased to converge to the optimum faster. When the dataset is large, $\alpha$ should be appropriately reduced to better control the law of convergence effect.

After determining the optimal combination of $\alpha$ and $c$ on datasets A and B, the proposed algorithm is compared with user-based collaborative filtering algorithm [20], item-based collaborative filtering algorithm [21], user-based K-nearest neighbor recommendation algorithm [22], and trust-based matrix decomposition recommendation algorithm [23, 24], respectively. The comparison results of RMSE are shown in Figure 6.

It can be seen from Figure 6 that the RMSE of the proposed recommendation algorithm between the predicted score and the true score of the recommended course on datasets A and B is the smallest, indicating that the absolute

| Dataset name | Number of users | Number of courses | Average number of user ratings | Average number of user evaluations | Number of data | Sparsity (%) |
|--------------|----------------|------------------|-------------------------------|-----------------------------------|----------------|--------------|
| A            | 316            | 6                | 23.71                         | 24.68                             | 52510          | 97.74        |
| B            | 467            | 4                | 20.21                         | 22.38                             | 85260          | 98.70        |
| C            | 354            | 3                | 21.06                         | 25.32                             | 45060          | 96.36        |
| D            | 398            | 6                | 22.84                         | 24.36                             | 55710          | 97.06        |
| E            | 539            | 4                | 26.14                         | 24.02                             | 61280          | 96.02        |
| F            | 610            | 6                | 24.02                         | 25.28                             | 115060         | 97.82        |
| G            | 496            | 7                | 23.68                         | 23.35                             | 45370          | 97.11        |
| H            | 503            | 8                | 22.10                         | 22.06                             | 50310          | 97.92        |
| I            | 469            | 5                | 25.71                         | 25.34                             | 49580          | 96.35        |
| J            | 385            | 4                | 23.16                         | 24.61                             | 91130          | 97.24        |

| $\alpha$ | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|----------|-----|-----|-----|-----|-----|-----|
| 0.1      | 0.9173 | 0.9103 | 0.9072 | 0.9049 | 0.9051 | 0.9089 |
| 0.2      | 0.9148 | 0.9087 | 0.9027 | 0.9003 | 0.9013 | 0.9043 |
| 0.3      | 0.9116 | 0.9044 | 0.8983 | 0.8971 | 0.8977 | 0.9018 |
| 0.4      | 0.9108 | 0.9019 | 0.8961 | 0.8942 | 0.895 | 0.9004 |
| 0.5      | 0.9084 | 0.8983 | 0.8934 | 0.8915 | 0.8929 | 0.8971 |
| 0.6      | 0.9045 | 0.8952 | 0.8903 | 0.8873 | 0.8897 | 0.8933 |
| 0.7      | 0.9027 | 0.8914 | 0.8871 | 0.8857 | 0.8863 | 0.8916 |
| 0.8      | 0.9012 | 0.8896 | 0.8847 | 0.8838 | 0.8851 | 0.8873 |
| 0.9      | 0.9041 | 0.8903 | 0.8864 | 0.8847 | 0.887 | 0.891 |

| $\gamma$ | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|----------|-----|-----|-----|-----|-----|-----|
| 0.1      | 0.8934 | 0.892 | 0.8912 | 0.8913 | 0.8923 | 0.8973 |
| 0.2      | 0.8917 | 0.8903 | 0.8884 | 0.8906 | 0.891 | 0.8924 |
| 0.3      | 0.8894 | 0.8874 | 0.8858 | 0.888 | 0.8893 | 0.8901 |
| 0.4      | 0.8872 | 0.8859 | 0.8821 | 0.8847 | 0.8864 | 0.8879 |
| 0.5      | 0.8869 | 0.8815 | 0.8803 | 0.8826 | 0.8842 | 0.8854 |
| 0.6      | 0.885 | 0.8793 | 0.8777 | 0.8799 | 0.8831 | 0.8834 |
| 0.7      | 0.8831 | 0.8772 | 0.8754 | 0.8782 | 0.8793 | 0.8827 |
| 0.8      | 0.8842 | 0.8786 | 0.876 | 0.8793 | 0.8814 | 0.8839 |
| 0.9      | 0.8878 | 0.8823 | 0.8809 | 0.8816 | 0.884 | 0.885 |
error between the predicted score and the true value of the recommended course is the smallest in the reinforcement learning recommendation algorithm based on user evaluation.

Then, we compare MAPE [25–28] with the previously mentioned four popular collaborative filtering algorithms on two datasets A and B, so as to investigate the accuracy of each algorithm in prediction score more comprehensively. The experimental results are shown in Figure 7.

It can be seen from Figure 7 that the MAPE of the reinforcement learning recommendation algorithm model based on user evaluation is the smallest between the predicted score and the true score of the recommended course through the divided data of different scales on the two datasets A and B. Compared with other algorithms, the proposed algorithm not only performs well in each sparse matrix but also has great advantages (no matter absolute error or relative error) in datasets with small data scale.
5. Conclusion

In this paper, the idea of value function estimation in reinforcement learning is introduced, and the similarity between users is evaluated through the state value function between users (which is different from the traditional similarity calculation method), thus effectively alleviating the matrix sparsity problem and alleviating the cold start problem by controlling the convergence speed of the control value. At the same time, the user evaluation vector is introduced, and the user’s interests and hobbies are mined by the proportion of user evaluation in the user group and within the user, so as to improve the personalized recommendation effect. Experiments on the English MOOC hybrid teaching recommendation platform show that the error of the reinforcement learning recommendation algorithm based on user evaluation in predicting the score of courses is smaller than other existing collaborative filtering recommendation algorithms in all datasets, thus achieving better recommendation performance.
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