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Abstract

Optimizing the performance of classifiers on samples from unseen domains remains a challenging problem. While most existing studies on domain generalization focus on learning domain-invariant feature representations, multi-expert frameworks have been proposed as a possible solution and have demonstrated promising performance. However, current multi-expert learning frameworks fail to fully exploit source domain knowledge during inference, resulting in sub-optimal performance. In this work, we propose to adapt Transformers for the purpose of dynamically decoding source domain knowledge for domain generalization. Specifically, we build one domain-specific local expert per source domain and one domain-agnostic feature branch as query. A Transformer encoder encodes all domain-specific features as source domain knowledge in memory. In the Transformer decoder, the domain-agnostic query interacts with the memory in the cross-attention module, and domains that are similar to the input will contribute more to the attention output. Thus, source domain knowledge gets dynamically decoded for inference of the current input from unseen domain. This mechanism enables the proposed method to generalize well to unseen domains. The proposed method has been evaluated on three benchmarks in the domain generalization field and shown to have the best performance compared to state-of-the-art methods.

1 Introduction

Domain shift is a common phenomenon in most real-world applications (Wang et al., 2021; Zhou et al., 2021a). Hence, it is critical to develop computer vision systems that generalize well across domains not observed during training. While many strategies such as transfer learning and domain adaptation have been proposed to address domain shift, domain generalization has received significant attention in the recent past (Li et al., 2017). The goal in domain generalization (DG) is to learn models based on one or more source domains, which can perform accurately on unseen target domains.

Algorithms for DG can be broadly grouped into three categories (Wang et al., 2021). While the first set of methods attempt to learn robust feature representations that work well across domains (Muandet et al., 2013; Ghifary et al., 2015; Ganin et al., 2016), the second approach relies on data augmentation to enhance the diversity of the training data based on images available in the given source domains (Shankar et al., 2018; Volpi et al., 2018; Zhou et al., 2021c). The third category focuses on the learning strategy, which includes meta-learning (Finn et al., 2017; Li et al., 2018a; Balaji et al., 2018) and learning a mixture of experts (D’Innocente & Caputo, 2018; Mancini et al., 2018; Dai et al., 2021; Zhou et al., 2021b). A combination of data augmentation and other innovations in training have been proposed in (Carlucci et al., 2019; Li et al., 2019; Huang et al., 2020). This work follows the mixture of experts learning strategy, which is based on the intuition that a test sample from an unseen domain may still share some similarity with the available source domains. Therefore, if the domain relationships can be learned, closely related domain expert features should be able to infer the test image well.
Existing mixture of experts (MoE) methods (Mancini et al., 2018; D’Innocente & Caputo, 2018; Zhou et al., 2021b; Dai et al., 2021) for DG perform inference mostly based on a weighted linear combination of the domain experts, where the weights may be dynamically assigned (see Figure 1a). The key differences between these methods lie in how the domain-specific local experts are learned and how they are aggregated to represent the target unseen domain image. In the existing MoE algorithms, the linear nature of the combination function is a serious limitation. Consider the case of an unseen domain that is a merger of two source domains (e.g., part photo and part art-painting). In this case, the weighting approach will determine that both the source domains are equally relevant and average out the domain-specific features from both domains. However, a more appropriate strategy is to identify a subset of relevant features from each of the two domains and combine them. Furthermore, existing MoE methods lack knowledge transfer or interactions between the different domains during inference. Consequently, the correlations and complementarities between the feature representations of individual domains (conditional on the given input sample from target domain) are largely ignored.

To address the above limitations, we propose a hybrid deep architecture of domain-specific local experts and Transformer-based query-memory decoding for domain generalization, as shown in Figure 1b. Together with domain-specific local experts and a domain-agnostic query feature branch, a cross-domain Transformer is designed to dynamically decode source domain knowledge for inference of a new image from the unseen domain. In the proposed architecture, a shared Convolutional Neural Network (CNN) backbone is utilized for efficiently learning generic low-level features. A domain-specific expert for each source domain as well as a domain-agnostic query feature branch are learned based on the shared features. The cross-domain Transformer facilitates deep feature learning and exploration of domain relationships. The source domain features are encoded as memory, where self-attention enables interaction among different domains. The domain-agnostic feature branch is used as query, and a Transformer decoder is applied with both memory (keys and values) and query as inputs to identify the relevant knowledge available in the source domains and dynamically decode the source domain knowledge for inference of the input image from unseen domain. The final feature representation output by the cross-domain Transformer is used for classification.

The contributions of this work can be summarized as:

- Design of an architecture that encodes source domain knowledge by applying Transformer encoder to outputs of domain-specific local experts.
- A Transformer decoding scheme that allows interaction between the domain-agnostic query and the encoded memory in the cross-attention module, where domains that are similar to the input will contribute more to the attention output. Thus, the source domain knowledge gets dynamically decoded for inference of new images from unseen domains, which makes the proposed method generalize well to target domains.
- Evaluation of the proposed method in the context of DG for object classification, which demonstrates the effectiveness of the proposed approach.
2 Related Work

Domain Generalization: Comprehensive surveys on domain generalization have been published recently in [Wang et al., 2021] [Zhou et al., 2021a]. The traditional approach to DG involves learning domain-invariant representations. For instance, [Muanet et al., 2013] tried to learn an invariant transformation for DG by minimizing the differences in the marginal distributions across source domains and a kernel-based method was proposed. Multi-Task Auto-Encoder (MTAE) was used to learn unbiased object features by [Ghifary et al., 2015]. In order to minimize the distance between images from the same category but different domains, maximum mean discrepancy was used in [Motiian et al., 2017] to align feature distributions. Recently, adversarial training has become a popular strategy for learning domain-invariant features [Ganin et al., 2016] [Li et al., 2018b] [Zhao et al., 2020] [Matsuura & Harada, 2020]. Another variant of this approach is the learning of domain-invariant model parameters [Khosla et al., 2012] [Li et al., 2017].

Data augmentation is another well-known approach to improve the domain generalization ability. A BayesianNet was used by [Shankar et al., 2018] to perturb the input data and generate more diverse data samples for training. “Hard” training samples were synthesized in [Volpi et al., 2018] and samples with new styles were created in [Zhou et al., 2021c] by mixing up the styles of training instances. Multiple source domains and categories were mixed up in [Mancini et al., 2020] to produce unseen categories in unseen domain to solve both DG and zero-shot learning. Optimal transport was for data synthesis in [Zhou et al., 2020]. The data augmentation approach can also be combined with other innovative learning strategies such as self-supervised learning [Carlucci et al., 2019], episodic training [Li et al., 2019], and self-challenging [Huang et al., 2020] to achieve domain generalization.

Inspired by the success of the Learning to Learn or meta learning paradigm, the MLDG technique was proposed in [Li et al., 2018a] for DG. The main idea underlying these methods is to divide the given source domains into meta-train and meta-test subsets and simulate the domain shift problem during training, which can be solved using the various optimization strategies [Santoro et al., 2016] [Finn et al., 2017]. A regularization function based on meta learning called MetaReg was proposed in [Balaji et al., 2018] to improve DG and model-agnostic learning of semantic features (MASF) was introduced in [Dou et al., 2019]. Recently, it has been argued that standard empirical risk minimization (ERM) approach based on baseline CNNs can provide comparable performance to state-of-the-art DG algorithms, provided the model selection is done fairly [Gulrajani & Lopez-Paz, 2021]. Moreover, ERM with dense stochastic weight averaging (SWAD) to identify flat minima has also been shown to be quite effective [Cha et al., 2021].

Mixture of Experts for Domain Generalization: Suppose that there are $K$ source domains. Let $f$ represent a shared (domain-agnostic) feature extraction module and $g_k$ denote the domain-specific expert for source domain $k$, $k = 1, 2, \cdots, K$. MoE algorithms typically obtain the output for a given test sample $x$ as a function of $\sum_{k=1}^{K} w_k(f(x))g_k(f(x))$. In the BSF algorithm [Mancini et al., 2018], there is no shared feature extraction, i.e., $f(x) = x$, and the output is a function of $\sum_{k=1}^{K} w_k(x)g_k(x)$, where $g_k$ is the domain-specific classifier and $w_k$ measures the relevance of the source domain to the unseen test domain. In contrast, the D-SAM [D’Innocente & Caputo, 2018], DSON [Seo et al., 2020], and DAEL [Zhou et al., 2021b] algorithms ignore the weights and output a function of $\sum_{k=1}^{K} g_k(f(x))$. While the D-SAM method learns domain-specific aggregation modules $g_k$ based on a pre-trained feature extractor $f$, the DSON technique performs domain-specific optimized normalization $g_k$, and the DAEL model learns the domain-specific classification heads $g_k$ in a collaborative fashion, with each local expert providing a soft supervision signal to the ensemble of non-experts learned from the other source domains. Finally, in relevance-aware mixture of experts (RaMoE) [Dai et al., 2021], a separate voting network is used to learn “query” features from the test image and the weights $w_k(f(x))$ are determined based on the domain relevance score (computed as the inner product of the query features and domain-specific features). All the above methods are limited in their ability to robustly characterize complex domain relationships, especially during inference.

Transformers: Transformer is a global attention method that was first proposed in [Vaswani et al., 2017] for machine translation. The core module in the Transformer architecture is Multi-Head Attention (MHA), which models the relationships between a sequence of symbol representations based on scaled dot-product attention. The Transformer architecture consists of two main components - an encoder and a decoder, each composed of a stack of $L$ identical layers. Each encoder layer has two
Figure 2: The architecture of the proposed method D\textsuperscript{2}SDK.

blocks - a Multi-Head Self Attention (MHSA) block and a Multi Layer Perceptron (MLP) block. In the MHSA block of an encoder, the queries, keys, and values are identical. For each block, both layer normalization and residual connections are added to stabilize the learning of the deep architecture. In contrast, each decoder layer has three blocks - two MHA blocks and a MLP block. While the first MHA block in the decoder performs self-attention over the output embeddings, it is followed by a Multi-Head Cross Attention (MHCA) block, where the keys and values come from the output of the encoder (considered as memory) and are different from the query. Similar to the encoder, each decoder block also employs residual connections, followed by layer normalization. Since the Transformer architecture is permutation-invariant, positional encodings are concatenated to each symbol representation in the sequence.

Inspired by the success of Transformers in natural language processing, Vision Transformers (ViT) (Dosovitskiy et al., 2021) were introduced for image classification by applying Transformer encoder to raw image patches. Bottleneck Transformers that replace some of the spatial convolutions in a deep CNN with MHSA blocks were proposed in (Srinivas et al., 2021). Both these methods utilize only the self-attention mechanism. The Detection Transformer (DETR) (Carion et al., 2020) uses both Transformer encoder and decoder for object detection, but the decoder uses learned position embeddings as object queries. The proposed method employs both self attention and cross attention mechanisms. The decoder takes an initial representation of the test sample as the query to find the relevant discriminative features based on knowledge extracted by the encoder from the available source domains.

3 PROPOSED METHOD

3.1 PROBLEM DEFINITION

In multi-source domain generalization, the goal is to learn a model using data from K source domains \( \mathcal{D}_S = \{ \mathcal{D}_k \}_{k=1}^K \) that generalizes well to data from an unseen target domain \( \mathcal{D}_T \). It is assumed that all the domains share the same input space \( \mathcal{X} \) and label space \( \mathcal{Y} \), but have different data distributions. Since this work deals with object recognition, \( \mathcal{Y} = \{1, 2, \ldots, N_C\} \), where \( N_C \) is the number of object categories. The training data can be represented as \( \mathcal{D}_S = \{ x_i, y_i, z_i \}_{i=1}^{N_S} \), where \( x_i \in \mathcal{X}, y_i \in \mathcal{Y}, z_i \) is the domain to which sample \( i \) belongs, and \( N_S \) is the cardinality of the training set.

3.2 THE PROPOSED D\textsuperscript{2}SDK

The overall architecture of the proposed method is shown in Figure 2. Each sample is passed through a shared backbone that acts as the common low-level feature extractor. The extracted low-level features are processed by \( K \) local experts for domain-specific feature learning, each of which includes a feature extractor and a domain classifier. During training, each domain-specific loss is
computed only based on samples belonging to that domain. Apart from the domain experts, a domain-agnostic feature extractor is also included to obtain the initial representation of the input sample. The domain-specific features are concatenated and fed into the Transformer encoder so that the Transformer is able to learn further dependency relationships and build the knowledge of existing source domains. The domain-agnostic features are directly presented to the Transformer decoder, which passes through a self-attention block before being fed into the cross-attention block as query features. At the same time, the outputs of Transformer encoder layers are presented as memory (i.e., keys and values) to the cross-attention block in the Transformer decoder layers. The relationships among different domains will be explored in the Transformer decoder layers, and the final learned representation is an ensemble of features across the source domains according to the dynamically learned domain relationships. A fully connected (FC) layer performs objection classification based on the decoded representation output by the cross-domain Transformer.

**Backbone:** The backbone is typically a CNN network (parameterized by \( \theta^{B} \)). The backbone is shared across all domain experts and the query feature branch. This enables common low-level CNN feature learning across different domains and avoids excessive computational and memory burden involved in building complete domain-specific networks. In our implementation, the ResNet architecture [He et al. (2016)] is utilized as the backbone due to its efficiency.

**Local Experts:** In order to learn discriminative features for each domain, we further append a convolutional neck layer at the beginning of each domain expert. The extracted low-level features are processed by these CNN necks to produce a \( d \)-dimensional domain-specific representation. A domain-specific classifier, which is a fully connected layer, is attached to each domain-specific CNN neck, which computes the domain-specific loss during training. The domain-specific feature extractor and classifier are together parameterized as \( \theta_{k}^{D} \), \( k = 1, 2, \ldots, K \). A similar convolutional neck is also used as a domain-agnostic feature extractor, which outputs the query features for the cross-domain Transformer based on the input sample.

**Cross-Domain Transformer:** The \( K \) domain-specific features from the local experts are fed to the Transformer encoder for source domain knowledge learning. Through the self-attention mechanism, the encoder is able to learn the dependency relationships and build knowledge about the available source domains. The output of the domain-agnostic feature branch is fed to the Transformer decoder as the query input to the cross-attention block. The output of the encoder is presented as memorized knowledge to the cross-attention block. The relationships among different domains will be explored in the Transformer decoder, and the resulting representation can be expected to encapsulate the discriminative features across all the source domains that are relevant for classification for the given input. This entire process can be considered as dynamic decoding of source domain knowledge (D^{2}SDK). The decoded representation is passed through a FC layer for classification. The domain-agnostic feature branch, cross-domain Transformer, and the final FC layer can be together considered as the global expert, whose parameters are denoted as \( \theta^{G} \).

### 3.3 Training and Inference

The entire architecture is trained in an end-to-end fashion based on \( D_{G} \). The final loss function is a weighted combination of the domain expert loss and final classification (global expert) loss. The overall loss function for a training sample \((x_{i}, y_{i}, z_{i})\) can be expressed as:

\[
\mathcal{L}(x_{i}, y_{i}, z_{i}; \theta) = \lambda \sum_{k=1}^{K} I(z_{i} = k) \mathcal{L}_{k}^{D}(g_{k}(x_{i}), y_{i}; \theta_{k}^{BD})
+ (1 − \lambda) \mathcal{L}^{G}(h(x_{i}), y_{i}; \theta^{BG}),
\]

where \( \theta = (\theta^{B} \cup \{\theta_{k}^{D}\}_{k=1}^{K} \cup \theta^{G}) \) is the set of all parameters in the proposed D^{2}SDK architecture, \( \theta^{BG} \) represents all the parameters except those associated with the FC layers attached to the local experts, \( \theta_{k}^{BD} = (\theta^{B} \cup \theta_{k}^{D}) \), \( g_{k}(x_{i}) \) is the output of the domain-specific FC layer, \( h(x_{i}) \) is the output of the final FC layer, and \( I(\cdot) \) is the indicator function, which takes value 1 if \( z_{i} = k \) and 0 otherwise. Here, both the final classification loss \( \mathcal{L}^{G} \) and the local domain expert loss \( \mathcal{L}_{k}^{D} \) for domain \( k \) are standard cross-entropy loss functions used for general classification and \( \lambda \) \( (0 \leq \lambda \leq 1) \) is the relative weight assigned to the domain-specific loss.
| Method                  | Photo  | Artpainting | Cartoon | Sketch  | Ave.  |
|------------------------|--------|-------------|---------|---------|-------|
| DSAM                   | 95.30  | 77.33       | 75.89   | 69.27   | 80.72 |
| Li et al. (2018a)      | 94.00  | 78.70       | 73.30   | 65.10   | 80.70 |
| MetaReg (Balaji et al. 2018) | 95.50  | 83.70       | 77.20   | 70.30   | 81.70 |
| JiGen (Carlucci et al. 2019) | 96.03  | 79.42       | 75.25   | 71.35   | 80.51 |
| MASF (Dou et al. 2019) | 94.99  | 80.29       | 71.17   | 71.69   | 81.03 |
| AGG (Li et al. 2019)   | 94.40  | 77.60       | 73.90   | 70.30   | 79.10 |
| Epifcr (Li et al. 2019) | 93.90  | 82.10       | 77.00   | 73.00   | 81.50 |
| CuMix (Mancini et al. 2020) | 95.10  | 82.30       | 76.50   | 72.60   | 81.60 |
| MMLD (Matsuura & Harada 2020) | 96.09  | 81.28       | 77.16   | 72.29   | 81.83 |
| ER (Zhao et al. 2020)  | 96.65  | 80.70       | 76.40   | 71.77   | 81.38 |
| DADG (Chen et al. 2022) | 94.86  | 79.89       | 76.25   | 70.51   | 80.38 |
| Mixstyle (Zhou et al. 2021c) | 96.10  | 84.10       | 78.80   | 75.90   | 83.70 |
| L2A-OT (Zhou et al. 2021c) | 96.20  | 83.30       | 78.20   | 73.60   | 82.80 |
| DAEL (Zhou et al. 2021c) | 95.60  | 84.60       | 74.40   | 78.90   | 83.40 |
| D2SDK                  | 95.94  | 84.39       | 81.43   | 76.61   | 84.59 |

Table 1: DG performance on PACS with ResNet-18 as backbone.

During inference, the domain-specific classification heads are discarded. The given test image is passed through the rest of the D$^2$SDK framework and only the output of the final FC layer is used for classification. The interaction between the domain-specific features and the domain-agnostic feature within the cross-domain Transformer facilitates dynamic extraction of useful features, which provide good generalization performance on target domain images as demonstrated by the empirical results.

4 EXPERIMENTS

The domain generalization performance of the proposed D$^2$SDK framework is evaluated on three standard datasets and benchmarked against several state-of-the-art methods.

4.1 IMPLEMENTATION DETAILS

In the experiments, ResNet (He et al., 2016) until layer3 is used as the shared backbone. Instance normalization is used in the CNN backbone. Layer4 of ResNet is utilized as the convolutional neck layer in the domain-specific and domain-agnostic branches. In the Transformer, two layers of encoders and two layers of decoders are stacked ($L = 2$). The number of attention heads in the MHA block is set to two, and the features forwarded by the MLP block have a dimensionality of 1024. Sensitivity of the proposed method to Transformer parameters has been studied in section 4.4. For the combined loss function in equation [1] $\lambda$ is set to 0.1 on all the evaluated datasets. For optimization, a stochastic gradient descent solver with a learning rate of 0.001 and a batch size of 32 is used. The training takes 80 epochs. Following Carlucci et al. (2019), the learning rate is decayed by a factor of 0.1 after reaching 80% of the training epochs. The data augmentation strategy proposed in (Carlucci et al., 2019) is also utilized on all evaluated datasets. The source code of this research will be publicly released. Finally, all reported performances have been averaged over ten rounds to avoid any random bias.

4.2 DATASETS

The proposed framework has been evaluated on PACS, Office-Home and VLCS datasets, which are the standard datasets used in domain generalization. The PACS dataset (Li et al., 2017) contains 9,991 images coming from seven categories. It is composed of four domains, namely Photo (P), Art Painting (A), Cartoon (C) and Sketches (S). The experimental protocol proposed in (Li et al., 2017) for this benchmark is followed to ensure fair comparison.

[1] https://domainingeneralization.github.io/#data
Table 2: DG performance on Office-Home with ResNet-18 as backbone.

| Method                  | Caltech | Labelme | Pascal | Sun   | Ave. |
|-------------------------|---------|---------|--------|-------|------|
| MMDAAELi et al. (2018b)| 94.40   | 62.60   | 67.70  | 64.40 | 72.30|
| D-SAM D’Innocente & Caputo (2018) | 91.75   | 56.95   | 58.59  | 60.84 | 67.03|
| MLDG Li et al. (2018a) | 94.40   | 61.30   | 67.70  | 65.90 | 72.30|
| JiGen Carlucci et al. (2019) | 96.93   | 60.90   | 70.62  | 64.30 | 73.19|
| AGG Li et al. (2019)    | 93.10   | 60.60   | 65.40  | 65.80 | 71.20|
| Epifcr Li et al. (2019) | 94.10   | 64.30   | 67.10  | 65.90 | 72.90|
| MASF Dou et al. (2019)  | 94.78   | 64.90   | 69.14  | 67.64 | 74.11|
| DADG Chen et al. (2022) | 96.80   | 66.81   | 70.77  | 69.04 | 74.46|
| D^2SDK                  | 97.41   | 62.63   | 75.48  | 69.04 | 76.14|

Table 3: DG performance on VLCS.

| Method                  | Caltech | Labelme | Pascal | SUN   | Ave. |
|-------------------------|---------|---------|--------|-------|------|
| MMDAAELi et al. (2018b)| 94.40   | 62.60   | 67.70  | 64.40 | 72.30|
| D-SAM D’Innocente & Caputo (2018) | 91.75   | 56.95   | 58.59  | 60.84 | 67.03|
| MLDG Li et al. (2018a) | 94.40   | 61.30   | 67.70  | 65.90 | 72.30|
| JiGen Carlucci et al. (2019) | 96.93   | 60.90   | 70.62  | 64.30 | 73.19|
| AGG Li et al. (2019)    | 93.10   | 60.60   | 65.40  | 65.80 | 71.20|
| Epifcr Li et al. (2019) | 94.10   | 64.30   | 67.10  | 65.90 | 72.90|
| MASF Dou et al. (2019)  | 94.78   | 64.90   | 69.14  | 67.64 | 74.11|
| DADG Chen et al. (2022) | 96.80   | 66.81   | 70.77  | 69.04 | 74.46|
| D^2SDK                  | 97.41   | 62.63   | 75.48  | 69.04 | 76.14|

The Office-Home dataset[1] (Venkateswara et al., 2017) contains around 15,500 images from \(N_C = 65\) categories comprising of daily use objects. It also has four domains, which are Art (A), Clipart (C), Product (P), and Real-World (R). The same protocol introduced for PACS is also followed for this dataset.

The VLCS dataset (Torralba & Efros, 2011) contains 10,729 images from five object categories that are shared by PASCAL VOC 2007 (V), Labelme (L), CALTECH (C) and SUN (S) databases which act as different domains. The experimental protocol proposed by Ghifary et al. (2015) is followed for a fair comparison.

Since all the three datasets have four domains and evaluation is based on the leave-one-domain-out DG experimental protocol, the number of source domains \(K = 3\) in all the experiments.

4.3 Empirical Results

**PACS**: DG performance of the proposed method on the PACS dataset with ResNet-18 as the backbone is shown in Table 1. The proposed D^2SDK method achieves best average performance compared to other benchmarked methods as well as the best performance on the Cartoon target domain. It achieves a clear improvement compared to the second best performance by DAEL (Zhou et al., 2021b).

**Office-Home**: Results on the Office-Home dataset with ResNet-18 as the backbone are shown in Table 2. It can be observed that the D^2SDK method outperforms the state-of-the-art methods (L2A-OT (Zhou et al., 2020) and DAEL (Zhou et al., 2021b)) on average and also achieves the best performance on two of the four target domains.

**VLCS**: The results on the VLCS dataset are shown in Table 3. While D^2SDK achieves the best performance, the comparison may not be very fair because the proposed method uses a ResNet-18 backbone and the other benchmarked methods in Table 3 use an AlexNet backbone.

The experimental results on the three datasets demonstrate that the proposed method has a good domain generalization ability for unseen domains, thanks to the cross-domain Transformer mecha-
Table 4: Experimental results with comparison to baselines. D$^{2}$SDK$_{18}$ is with ResNet-18 while D$^{2}$SDK$_{50}$ is with ResNet-50.

4.4 Ablation Studies

Impact of Cross-Domain Transformer module: In Table 4, the proposed D$^{2}$SDK method is compared against baseline ResNet-18 and ResNet-50 architectures. Since the baseline architectures are directly trained on the available source domains in a domain-agnostic manner, the baseline results closely approximate the performance of a classifier that works only on the domain-agnostic (query) features. It can be observed that D$^{2}$SDK performs better than the baselines by more than 4% on average, especially on PACS and Office-Home datasets. This improvement is solely due to the inclusion of the cross-domain Transformer, which once again demonstrates the ability of this module to extract more robust features that generalize well across domains. Moreover, since the proposed approach is not tied to the baseline architecture, it can be used in conjunction with better baselines.
Table 5: Performance of sub-models of the D^2SDK architecture.

| Model    | Photo | Artpainting | Cartoon | Sketch | Ave.  |
|----------|-------|-------------|---------|--------|-------|
| ConvExp  | 95.35 | 81.23       | 76.13   | 73.26  | 81.49 |
| TEExp    | 94.69 | 81.99       | 76.42   | 73.96  | 81.77 |
| TD-D^2SDK| 95.61 | 83.18       | 81.27   | 77.31  | 84.34 |

Table 6: Sensitivity of proposed method to parameter λ.

| λ    | Photo | Artpainting | Cartoon | Sketch | Ave.  |
|------|-------|-------------|---------|--------|-------|
| 0.7  | 93.35 | 81.30       | 81.40   | 79.98  | 84.00 |
| 0.5  | 94.48 | 82.80       | 81.65   | 78.51  | 84.36 |
| 0.3  | 95.32 | 83.71       | 81.43   | 77.34  | 84.45 |
| 0.2  | 95.65 | 84.12       | 80.86   | 78.36  | 84.74 |
| 0.1  | 95.94 | 84.39       | 81.43   | 76.61  | 84.59 |
| 0.05 | 95.70 | 83.64       | 80.87   | 76.91  | 84.28 |
| 0.02 | 95.64 | 83.75       | 81.43   | 77.35  | 84.54 |
| 0.01 | 95.71 | 84.05       | 81.21   | 76.40  | 84.34 |

For example, changing the backbone from ResNet-18 to ResNet-50 or training the baseline using more sophisticated methods (e.g., [Cha et al. (2021)]) can lead to further performance improvement.

Impact of Transformer Encoder and Decoder: In order to evaluate the contributions of individual components within the proposed architecture, we study the performance of three sub-models on the PACS dataset. The first sub-model performs inference based on the sum of domain-specific outputs. Since it is a naive ensemble architecture with no Transformer, we denote it as ConvExp. In the second sub-model, the Transformer decoder is dropped (while retaining the shared backbone, domain experts, and Transformer encoder) and the outputs of the Transformer encoder are fed to separate domain-specific classifiers, whose outputs are summed for inference. This second sub-model is referred to as Transformer Encoder Expert (TEExp). Finally, in the third sub-model called TD-D^2SDK, the Transformer encoder is ignored (while retaining the shared backbone, domain experts, and Transformer decoder) and the domain-specific representations are directly fed as memory (keys and values) to the Transformer decoder. For experiments with all the three sub-models, the saved D^2SDK model with ResNet-18 backbone is used for initialization and the results are reported in Table 5.

From Table 5 it can be observed that the Transformer encoder with domain experts (TEExp) sub-model has a marginally better performance compared to the ConvExp model. In contrast, the TD-D^2SDK sub-model (which skips the Transformer encoder) has comparable performance to the full D^2SDK method. This shows that the dynamic decoding procedure based on cross-attention mechanism plays the most critical role in the proposed architecture. Thus, it may be possible to simplify the proposed architecture (by removing the Transformer encoder) to reduce computations and achieve comparable performance in practice.

Sensitivity to parameter λ: The influence of parameter λ (the weight assigned to the domain expert loss) is studied on the PACS dataset with ResNet-18 as the backbone. The results in Table 6 indicate that except when λ is too large (> 0.5), the overall average accuracy is quite stable, indicating that the D^2SDK method is relatively insensitive to this parameter. Therefore, λ is simply set to 0.1 for all the experiments.

Sensitivity to Transformers parameters: The impact of Transformer parameters in the proposed architecture is also studied on PACS dataset with ResNet-18 as backbone. We consider three parameters: the Transformer depth (L, the number of layers in the encoder and decoder stacks), the number of attention heads in the MHA block, and the feed forward feature dimension in the MLP block. For convenience, the pre-trained backbone is used in the study. Experimental results shown in Table 7 indicate that all the three Transformer parameters have negligible impact on DG performance on PACS dataset. This could be because Transformers typically require very large number of samples to show their learning ability, while PACS is a small dataset. Moreover, since the proposed
| Params | Photo | Artpainting | Cartoon | Sketch | Ave. |
|--------|-------|-------------|---------|--------|------|
| L = 2  | 94.94 | 80.94       | 78.54   | 72.48  | 81.73|
| L = 3  | 94.81 | 81.67       | 78.88   | 72.87  | 82.06|
| L = 4  | 94.74 | 81.23       | 79.18   | 72.81  | 81.99|
| L = 5  | 94.49 | 80.43       | 78.17   | 72.78  | 81.47|
| Head2  | 94.94 | 80.94       | 78.54   | 72.48  | 81.73|
| Head4  | 94.62 | 81.33       | 79.29   | 72.84  | 82.02|
| Head8  | 94.81 | 82.21       | 78.60   | 71.04  | 81.66|
| Head16 | 94.86 | 81.78       | 78.41   | 73.10  | 82.04|
| 512-D  | 94.77 | 80.79       | 78.19   | 73.51  | 81.82|
| 1024D  | 94.94 | 80.94       | 78.54   | 72.48  | 81.73|
| 2048D  | 94.68 | 81.30       | 78.29   | 72.52  | 81.70|
| 4096D  | 94.73 | 81.66       | 78.45   | 73.22  | 82.02|

Table 7: DG performance with different Transformer parameter settings.

architecture uses a shared CNN network as backbone, a large Transformer may not be required for this DG task.

**Limitations:** One of the main disadvantages of the proposed method is the higher computational complexity of the inference process in comparison to the baseline architecture. However, this is a common problem for most MoE methods, because multiple branches are required and a subnetwork is required for predicting aggregation weights. Furthermore, ablation study of the proposed method shows a possible way to reduce the computational cost by discarding the Transformer encoder. It may also be possible to eliminate the self-attention block at the beginning of the Transformer decoder. However, further studies may be required to verify these observations more carefully.

4.5 **Model Selection Results**

Most DG experimental protocols are based on leave-one-domain-out model selection (Gulrajani & Lopez-Paz, 2021), where no information from the target domain is provided during training. The source domain images are divided into training and validation sets, and the learned model is tested on the unseen target domain as test set. In practice, we found that the best model selected on the validation set and the finally learned model at the last epoch of training have a similar performance on the target domain. However, these results are not usually as good as the best performance among all epochs monitored on the test set. We refer to this procedure as test-set best-epoch performance. To the best of our knowledge, some existing methods (Huang et al., 2020) report this kind of best-epoch results monitored on the test set, which is not quite fair. In the main text of this work, the results reported for the proposed method are based on the learned model at the last epoch. In this subsection, we would like to additionally provide the test-set best-epoch performance as well (see Table 8), in case there is a need for such kind of comparison. However, we strongly discourage doing so because such oracle model selection (Gulrajani & Lopez-Paz, 2021) criteria may lead to overly optimistic performance results. Comparing Table 8 and Table 4, it can be observed that the test-set best-epoch results on PACS and VLCS are clearly better than our last-epoch results, with about 2%-3% performance gap. For the Office-Home dataset, the performance of the finally learned model is close to the best-epoch results in Table 8. As explained earlier, PACS contains only seven categories and VLCS contains only five categories, so there are more chances to gain better performance due to local minima.

5 **Conclusions**

This paper shows that given domain-specific local experts and domain-agnostic query features of the test sample, Transformers are effective in discovering domain relationships and in turn help with accurate inference on images from unseen domains. This is possible thanks to the attention mechanism in the Transformers. In the proposed method, while the encoder learns the source domain knowledge and builds the memory, the decoder dynamically decodes the learned source domain
knowledge to extract better features for the given test sample from the unseen target domain. Thus, the proposed approach represents a promising research direction towards solving the domain generalization challenge. Future work will focus on making suitable modifications to the Transformer architecture to reduce its complexity, while simultaneously enhancing its ability to model more diverse and fine-grained domain shifts.
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