A Context-Aware Gated Recurrent Units with Self-Attention for Emotion Recognition
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Abstract. Text-oriented emotion recognition research has made significant research progress, however, very few works pay attention to learn the high-quality long-distance contextual information for the utterance emotion recognition. In this paper, we proposed a context-aware gated recurrent units with self-attention for emotion recognition. The two bidirectional gated recurrent units can obtain the sequence relationship between words and utterances. Compared with the self-attention mechanism that cannot capture long-distance contextual information, three contexts are used in the self-attention mechanism, namely global, deep and deep-global context, which can capture the high-quality long-distance contextual information. And the connection mechanism can enhance the embedding information of words and utterances. Experimental results on public Friends and EmotionPush datasets demonstrate that the three contexts in the self-attention mechanism outperforms several baselines on some emotion types recognition and indicate the effectiveness of the designed model, especially the deep-global context increased by 1% and 0.2% on UWA compared with all models.

1. Introduction

Emotion detection in the dialogues has attracted more and more researchers’ attention due to its wide range of applications, such as counseling [1], public opinion mining [2], financial forecasting [3], and intelligence like smart homes and chatbots [4]. Emotion recognition based on deep learning is mainly to classify the emotion of text.

According to the basic emotion theory proposed by Ekman and Friesen in 1971, emotion mainly includes joy, sadness, anger, fear, surprise, disgust and neutral [5], [6]. We communicate with others not only the semantic information of the utterance, but also the emotions conveyed by the utterance. In a dialogue emotion detection, its goal is to tag each utterance in a dialogue with the indicated emotion [7], which need to consider the long-distance contextual information. For example, as can be seen from Figure 1, such as a series of utterances collected from a Friends TV script between Rachel and Ross, the first utterance conveys sadness emotion from the words "terrible", "can’t", and "see". Similarly, the fifth utterance expresses the anger emotion through "don’t", "see" and "!"] symbol. The above needs to consider capturing the contextual information of words. The long-distance contextual information of utterances can be seen from the eighth utterance, which deliver joy emotion because of the sixth utterance.

In recent years, many ways have been proposed and achieved excellent performances for emotion recognition. Such as Golder et al. [8] used a sentiment dictionary-based method for sentiment analysis of Twitter message, but this method is ideal when the coverage of emotional words and the accuracy of labeling are high. Furthermore, like Rozgic et al. [9] proposed a binary SVM classifier, and it is a traditional machine learning method without contextual
information, but it cannot automatically extract features and obtain meaning between words. So, the above two emotion recognition methods are not suitable for emotion recognition of utterances in the dialogues because of the sparse semantics of utterances. With the widespread use of deep learning, to take advantage of context, a bidirectional contextual long short-term memory (LSTM) network, termed as bcLSTM [10], and the long short-term memory network with self-attention (SA-BiLSTM) model [11], which can capture the sequential relationship of utterances. However, these approaches cannot capture the long-distance contextual information of utterances. For capturing the long-distance contextual information of utterances, Jiao et al. [12] put forward a two-level gated recurrent unit structure with self-attention, but the self-attention mechanism are comparatively common and plainly. In addition, pre-trained context-dependent encoder for utterance-level emotion recognition is put forward by Jiao [13]. However, these methods could not capture the high-quality long-distance contextual information of words and utterances. Due to the context-aware self-attention mechanism [14] is performed well on the machine translation tasks, which makes our model more effective than other baseline models.

In this paper, we proposed a context-aware gated recurrent units with self-attention for emotion recognition, that can catch the high-quality long-distance contextual information in the dialogues. The bidirectional gated recurrent units gain knowledge the contextual word embedding and the contextual utterance embedding. Three contexts are used in the self-attention mechanism, namely global, deep and deep-global context, which can enhance the high-quality long-distance contextual information of words and utterances by capturing the overall meaning of the words and utterances, and the connection mechanism can enhance the embedding information of the words and utterances.

The rest of this article is organized as follows. In Section 2, we discuss the research methodology used, including contextual word embedding, contextual utterance embedding, self-attention mechanism and connection mechanism. Then, we describe experiment in Section 3, including datasets, evaluation, baselines and analysis of results. End in Section 4, make conclusion and plan future work.

2. Methodology

2.1. Contextual Word Embedding

In a dialogue task, the first task is to get the contextual information of words. Given a series of dialogues, it is composed of the three parts \( \{(u_i, s_i, a_i)\} \), where \( u_i \) is the utterance spoken by the speakers, and \( a_i \) is the emotion label of the utterance spoken by the speakers, and the Figure 2 shows the framework of our model.

![Figure 1. An illustration of emotion recognition of a series of utterances](image-url)
Figure 2. The framework of the propose model

We choose a bidirectional gated recurrent unit network, termed as BiGRU, to model the word sequence of an utterance. For the word embedding $e(w_j)$ of an utterance, we use the BiGRU to obtain the contextual word embedding $e_c(w_j)$, then an individual utterance embedding $e(u_i)$ is received through the max-pooling operation:

$$H_j = \begin{bmatrix} \overrightarrow{H_j} & \overleftarrow{H_j} \end{bmatrix}$$

$$e_c(w_j) = \tanh (W_v \cdot H_j + l_u)$$

$$e(u_i) = \text{maxpool}\left\{\{e_c(w_j)\}\right\}$$

where $\overrightarrow{H_j}$ is the forward GRU and $\overleftarrow{H_j}$ is the backward GRU, which is of great significance of contextual information of an utterance. Respectively, $w_v$ is the shape of $d_1 \times 2d_1$ and $l_u$ is the size of $d_1$, and $d_1$ is the scale of the BiGRU.

2.2. Contextual Utterance Embedding
If given a different context for an utterance, it can deliver different meanings just like a word and its context. So we employ additional BiGRU to capture the utterances sequence of the dialogues, which can gain the contextual utterance embedding:

$$H_i = \begin{bmatrix} \overrightarrow{H_i} & \overleftarrow{H_i} \end{bmatrix}$$

$$e_c(u_i) = \tanh (W_q \cdot H_i + l_w)$$

where $\overrightarrow{H_i}$ is the forward GRU and $\overleftarrow{H_i}$ is the backward GRU. Besides, $W_q$ is the shape of $d_2 \times 2d_2$ and $l_w$ is the size of $d_2$, and $d_2$ is the scale of the dialogue BiGRU. Then, the contextual utterance
\[ e_c(u_i) \text{ is sent directly to the fully connected layer and a softmax function is used to predict the emotion of each group of dialogues:} \]

\[ \hat{y}_j = \text{softmax} \left( W_o \cdot e_c(u_i) + b_o \right) \]  

where \( \hat{y}_j \) is the predicted vector of emotion category.

### 2.3. Self-attention Mechanism

Compared with the self-attention mechanism that cannot capture the highquality long-distance contextual information, we used three contexts in the self-attention mechanism, namely global, deep and deep-global context, to enhance the contextual information of words and utterances by capturing the overall meaning of the utterances. For the hidden layers of the two BiGRUs \( H = \{H_1, H_2, \ldots, H_n\} \), we can obtain three context vectors by operating on the hidden layers.

The first is to average the hidden layers to obtain the global context \( C \), which can enhance the contextual relationship between words and utterances by calculating the weight and capturing the meaning and syntax information of the words and utterances from horizontal:

\[ C = \bar{H} \]  

the deep context \( C \) is described as hidden layers of the BiGRU, which can capture the highquality long-distance information of words and utterances by integrating different types of semantic information of different layers from the vertical integration:

\[ C = H \]  

the deep-global context \( C \) is a context concept that integrates global context and deep context, which is mainly the connection of context. Therefore, it can capture the highquality long-distance contextual information between words and utterances better than global context and deep context:

\[ C = [C^1, \ldots, C^m] \]  

where \( C^m = [\bar{H}_1, \bar{H}_2, \ldots, \bar{H}_n] \). Then, using the context vector \( C \) to receive the \( \hat{Q} \) and \( \hat{K} \), and then obtain the output of the self-attention mechanism:

\[ \begin{bmatrix} \hat{Q} \\ \hat{K} \end{bmatrix} = \begin{pmatrix} 1 - \frac{\mu_Q}{\mu_K} \end{pmatrix} \begin{bmatrix} Q \\ K \end{bmatrix} + \frac{\mu_Q}{\mu_K} \begin{bmatrix} C \\ Z_Q \end{bmatrix} \]  

\[ \sqrt{\frac{\mu_Q}{\mu_K}} = \sigma \left( \begin{bmatrix} Q \\ K \end{bmatrix} \begin{bmatrix} F_Q^H \\ F_Q^K \end{bmatrix} + C \begin{bmatrix} Z_Q \\ Z_K \end{bmatrix} \begin{bmatrix} F_Q^C \\ F_K^C \end{bmatrix} \right) \]  

where \( \sigma(\cdot) \) is the logistic sigmoid function, \( F_Q^H, F_K^H, F_Q^K, F_K^K \) and \( F_Q^C, F_K^C \) are the trainable parameters with the size of \( d \times 1 \), the context vector \( C \) is \( n \times d_c \), \( Z_Q, Z_K \) are the associated trainable parameter with \( d_c \times d \). Where the Q, K, V can be obtained through the trainable parameter \( \{T_Q, T_K, T_V\} \):

\[ \begin{bmatrix} Q \\ K \\ V \end{bmatrix} = H \begin{bmatrix} T_Q \\ T_K \\ T_V \end{bmatrix} \]  

where the hidden layers are a shape of \( m \times d \), queries \( Q \), keys \( K \), and values \( V \) is a size of \( m \times d \), where \( T_Q, T_K, T_V \) are trainable parameter with a shape of \( d \times d \) and \( d \) is the scale of hidden layers. The O represents the output of self-attention mechanism:

\[ O = \text{ATT} \left( \hat{Q}, \hat{K} \right) V \]  

where \( \text{ATT}(\cdot) \) is a dot product attention model, which can save more space.
2.4. Connection Mechanism

The connection mechanism can connect the hidden layers of BiGRU with the word embedding and the utterance embedding, which can enhance the contextual embedding information of each word and utterance. Thus the contextual word embedding is modified to:

\[ H^c_j = \left[ H^j; e(w_j), H^j \right] \]  
\[ e_c(w_j) = \tanh(W_v \cdot H^c_j + l_u) \]

and the contextual utterance embedding is adjusted to:

\[ H^c_i = \left[ H^i; e(u_i), H^i \right] \]  
\[ e_c(u_i) = \tanh(W_q \cdot H^c_i + l_w) \]

3. Experiment

3.1. Datasets

There are two public datasets for evaluating proposed model, including Friends dataset [15], EmotionPush dataset [15]. The first dataset comes from the dialogues between people in the Friends TV script, and there are a total of 1000 dialogues, in which 720 dialogues are used for training, 80 dialogues are used to verify the model, and 200 dialogues are assigned to test. The second dataset is derived from the dialogues between friends on the Facebook Messenger. Among them, 720 dialogues are divided for training, 80 dialogues are used to verify the model, and 200 dialogues are assigned to test. Each utterance in these datasets has an emotional label, including joy, sadness, anger, surprise, disgust, neutral, non-neutral, and fear. we only evaluate the proposed model using anger, joy, sadness and neutral. The distribution of the four emotions in the Friends dataset and EmotionPush dataset is shown in Table 1.

3.2. Evaluation

For emotion recognition, we mainly apply the accuracy of four emotions and two evaluation metrics to evaluate the performance of the proposed model, namely weighted accuracy and unweighted accuracy:

\[ WA = \sum_{k=1}^{|k|} p_k \cdot a_k \]  
\[ UWA = \frac{1}{|k|} \sum_{k=1}^{|k|} a_k \]

where \( p_k \) is the proportion of the emotion class k in the testing dataset and \( a_k \) is the homologous accuracy of emotion class k.
Table 2. Performance of four emotion categories on the test dataset of Friends, the four emotion are anger, joy, sadness and neutral. The bold displays the best results

| Methods             | Anger(AC) | Joy(AC) | Sadness(AC) | Neutral(AC) | WA   | UWA   |
|---------------------|-----------|---------|-------------|-------------|------|-------|
| BcLSTM(10)          | 64.7      | 69.6    | 48.0        | 75.6        | 72.4(4.2) | 64.4(1.6) |
| SA-BiLSTM(11)       | 49.1      | 68.8    | 30.6        | **90.1**    | **79.8** | 59.6  |
| HiGRU(12)           | 62.8      | 69.6    | 52.1        | 70.1        | 68.6(9.7) | 63.7(3.9) |
| HiGRU-f(12)         | 63.5      | 70.5    | 53.6        | 73.3        | 71.1(2.0) | 65.2(2.5) |
| HiGRU-sf(12)        | 64.1      | 69.0    | 54.1        | 73.5        | 71.1(3.6) | 65.2(2.1) |
| PT-CoDE(13)         | 57.5      | 70.0    | 42.2        | 87.2        | 79.6(1.0) | 64.2(1.9) |
| BiGRU+global context| **64.9**  | **70.6**| **54.2**    | 72.0        | 70.5(3.4) | **65.4**(1.3) |
| BiGRU+deep context  | 62.4      | **71.6**| **54.7**    | 75.1        | 72.5(2.3) | **65.9**(1.8) |
| BiGRU+deep-global context | **65.6** | **72.3**| **58.2**    | 71.3        | 70.4(2.4) | **66.9**(1.5) |

Table 3. Performance of four emotion categories on the test dataset of EmotionPush, the four emotion are anger, joy, sadness and neutral. The bold displays the best results

| Methods             | Anger(AC) | Joy(AC) | Sadness(AC) | Neutral(AC) | WA   | UWA   |
|---------------------|-----------|---------|-------------|-------------|------|-------|
| BcLSTM(10)          | 32.9      | 69.9    | 47.1        | 78.0        | 74.7(4.4) | 57.0(2.1) |
| SA-BiLSTM(11)       | 24.3      | 70.5    | 31.0        | **94.2**    | **87.7** | 55.0  |
| HiGRU(12)           | 39.7      | 68.0    | 48.2        | 75.9        | 72.6(1.6) | 57.8(1.4) |
| HiGRU-f(12)         | 40.0      | 67.2    | 48.0        | 76.3        | 73.1(2.7) | 57.9(1.3) |
| HiGRU-sf(12)        | 40.3      | 66.7    | 48.6        | 77.7        | 74.0(2.6) | 58.3(1.2) |
| PT-CoDE(13)         | 16.8      | 64.0    | 31.6        | 91.4        | 83.0(0.8) | 50.9(1.0) |
| BiGRU+global context| **40.5**  | **70.6**| **48.8**    | 74.6        | 72.4(2.8) | **58.6**(1.7) |
| BiGRU+deep context  | 38.9      | 70.5    | **51.7**    | 73.9        | 72.0(2.4) | **58.8**(1.1) |
| BiGRU+deep-global context | **40.5** | **70.9**| **53.2**    | 71.4        | 70.2(3.2) | **59.0**(2.0) |

3.3. Baselines
For this task, we use six baselines, including BcLSTM [10], SA-BiLSTM [11], HiGRU [12], HiGRU-f [12], HiGRU-sf [12], and PT-CoDE [13]. The first method can extract textual features by using an ordinary convolutional layer and max-pooling. Then, the use of a bidirectional long short-term memory can generate the utterance sequence representations. The second model could learn utterance embedding, but the self-attention cannot catch the long-distance contextual information of words and utterances. The third model consisted of a lower GRU that produces word embeddings and an upper GRU that captures the contextual utterance embeddings in the dialogues. The fourth model fused the individual features, which can improve the overall performance of the model. The fifth model fused individual features fusion and self-attention, which is more efficient to learn contextual information than HiGRU, but the self-attention is unable to catch the high-quality long-distance contextual information of words and utterances. The last model pre-trained a context-dependent encoder for utterance-level emotion recognition by learning from unlabeled dialogue data.

3.4. Analysis
Compared with the state-of-the-art methods on the task, the results of the test dataset of Friends and EmotionPush are listed in Table 2 and Table 3, which use the round brackets to record the standard deviations of WA and UWA, the results of BcLSTM and SA-BiLSTM are from Poria et al [10] and Linkai et al [11]. From these tables, we can find that it’s obvious that the proposed model performs best compared with all baselines in utterance emotion recognition. As can be seen from Figure 3, the deep-global context effect is better than all methods. The BiGRU and the global context model have significant effects on the types of anger, joy
and sadness emotion. Although the performance on neutral emotion is lower than SA-BiLSTM, the UWA obtains 65.4 and 58.6 on the test dataset of Friends and EmotionPush, which is better than the baselines as well. The BiGRU and the deep context model performs better in joy and sadness emotion types than the baselines, and the result of UWA can reach 65.9 and 58.8 on the two datasets. Furthermore, the deep context model is better than the global context model in sadness emotion and UWA, which is improved by 0.5% and 2.9% of the sadness emotion and 0.5% and 0.2% of UWA. Even though the global context model and deep context model obtain the significant performance on anger, joy, and sadness emotion types and UWA, the BiGRU and the deep-global context model obtain better performance than above context model. The experimental results also reveal that the deep-global context model has the best performance on anger, joy and sadness, which has reached 65.6, 72.3, and 58.2 on accuracy for the test dataset of Friends and has reached 40.5, 70.9, 53.2 on accuracy for the test dataset of EmotionPush. Moreover, the UWA reached 66.9 and 59.0 on the test dataset of public Friends and EmotionPush. The results prove that the effectiveness of our proposed model, especially in the use of deep-global context model is more effective than other advanced baselines.

![Figure 3. Comparison of UWA on two datasets](image)

4. Conclusion
Emotion recognition is used extensively on dialogues, however, little is known about capturing the high-quality long-distance contextual information in dialogues. The bidirectional gated recurrent units generate contextual word embedding and contextual utterance embedding. The gated recurrent unit network has also made good achievements in pattern recognition, for example, the use of convolutional neural networks and gated recurrent unit networks can study the travel characteristics and laws of residents. We used three contexts in the self-attention mechanism, namely global, deep and deep-global context, which can enhance the high-quality long-distance contextual information of words and utterances by capturing the overall meaning of the words and utterances. We conducted emotion recognition task for evaluating the proposed approach and the experimental results show that the deep-global context model is more effective compared with the state-of-the-art baselines. As future work, we plan to use the BERT model to train for the utterances and add video and audio features for multimodal features emotion recognition tasks.
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