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Superstring theory is one current, promising attempt at unifying gravity with the other three known forces: the electromagnetic force, and the weak and strong nuclear forces. Though this is still a work in progress, much effort has been put toward this goal. A set of specific tools which are used in this effort are gauge/gravity dualities. This thesis consists of a specific implementation of gauge/gravity dualities to describe $k$-strings of strongly coupled gauge theories as objects dual to D$p$-branes embedded in confining supergravity backgrounds from low energy superstring field theory.

Along with superstring theory, $k$-strings are also commonly investigated with lattice gauge theory and Hamiltonian methods. A $k$-string is a colorless combination of quark-antiquark source pairs, between which a color flux tube develops. The two most notable terms of the $k$-string energy are, for large quark anti-quark separation $L$, the tension term, proportional to $L$, and the Coulombic $1/L$ correction, known as the Lüscher term.
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INTRODUCTION

The current, most trusted theory used to describe the strong nuclear force is QCD. In the high-energy regime, the strong force coupling is very small. As a result, perturbative expansions of the Feynman path integral work well here, as cross-section calculations for scattering processes depend appreciably only on the first few, low order Feynman diagrams. Because of this behavior of the strong force coupling, quarks are said to be *asymptotically free* at high energies.

The story dramatically changes in the low energy regime. Here, the strong force coupling is very strong, and perturbative methods fail as calculations depend more and more on higher order Feynman diagrams, to the point where calculations diverge. To solve this dilemma, a different method from perturbative QCD is implemented in this low energy regime: lattice QCD. In a nutshell, lattice QCD solves the strong coupling problem at low energies by going back to the original definition of the path integral, fields which exist on a discretized space-time lattice, and evaluating the full path integral, before taking the continuum limit. Because of the discrete nature of this lattice, the divergences found in perturbative QCD calculations go away, and promising results are found. Yet another method used to study QCD at low energies is to abandon the Feynman path integral approach altogether and work directly with the QCD Hamiltonian.

Finally, one can use string theory to study strongly coupled gauge fields. What is advantageous about string theory, is that it is a candidate for unifying gravity with the gauge forces of the standard model, the strong and electroweak. It is not known exactly how to use string theory to describe QCD and the rest of the standard model, but a lot of progress has been made toward this, most notably with the emergence of the AdS/CFT correspondence and other gauge/gravity dualities. These gauge/gravity
dualities relate supergravity theories to gauge theories through low energy effective descriptions of superstring theory, and gauge/gravity dualities exist which can be used to describe strongly coupled gauge theories. What is particularly useful about these dualities is that they are weak/strong dualities: where the gravitational theory is weakly coupled, the gauge theory is strongly coupled and vice-versa so one always has access to a perturbative regime to describe either.

As we don’t have experimental access to the energies required to test superstring theory directly, we can instead test its theoretical predictions through gauge/gravity dualities against other theoretical methods. One such theoretical avenue, which is the main topic for this thesis, is $k$-strings: colorless representations of QCD. Their properties are commonly investigated with lattice gauge theories, Hamiltonian methods, and string theory. With the AdS/CFT correspondence, one can do calculations in $\text{AdS} \times S^5$ which are known to be dual to $\mathcal{N} = 4$ Super-Yang-Mills theory in $3 + 1$ [1]. This thesis will expand upon this and show detailed calculations in supergravity backgrounds, which emerge from string theory, that are known to be dual to calculations in gauge theories with less supersymmetry than $\mathcal{N} = 4$, and with running coupling constants [2, 3]. Specifically, the calculations will be dual to $k$-string calculations which we can compare with Hamiltonian and lattice gauge theory methods. It has already been shown in the literature [4, 5, 6, 7, 8, 9] how to do this at the classical level on the string theory side. The main results of this thesis are the quantum corrections [7, 8, 9].
CHAPTER 1
K-STRINGS, A BRIEF OVERVIEW

We now give a quick overview of $k$-strings, for a more complete review, see Shifman’s work in [10]. We start with Lüscher’s fundamental string, a simple model of quark-antiquark pairs, which we also refer to as a Lüscher string. Next, we describe the $k$-string, an assemblage of multiple Lüscher strings. We describe the energy associated with $k$-strings, which consists most notably of the tension term and the Lüscher term. Finally, we briefly explain how $k$-string descriptions can be found through gauge/gravity dualities in superstring theory, which is the main topic of this thesis.

1.1 Lüscher’s Fundamental String and the $k$-string

Figure 1.1: Luscher’s fundamental string is a simple model of a quark anti-quark pair separated a large distance $L$, between which a color flux tube develops

In [11, 12], Lüscher created a simple model of a quark-antiquark pair tied together by a gauge flux tube as in Fig. 1.1. The energy of this object, known as Lüscher’s
Lüscher's fundamental string or simply a Lüscher string, is given by \[ E_f = T_f L + \frac{\alpha}{L} + \beta + \mathcal{O}(1/L^2) \] (1.1)

where \( \alpha = -\frac{\pi(d-2)}{24} \) with \( d \) the dimension of space-time. We see in Eq. (1.1) that for large \( L \), the leading term in the energy is the tension term, \( T_f L \), with a Coulombic \( \alpha/L \) correction. The term \( \beta \) is constant of \( L \).

Now consider many Lüscher strings parallel to each other, and spaced a distance \( d << L \) apart, as depicted in Fig. 1.2(b). This configuration is known as a \( k \)-string. When one side of a representation such as this has \( l \) quarks and \( m \) antiquarks, as in Figure 1.2(b), \( k \) is defined as:

\[ k = |l - m| \] (1.2)
The $k$-string energy follows a law similar to Lüscher’s fundamental string

$$E_k = T_k L + \frac{\alpha_k}{L} + \beta_k + \mathcal{O}(1/L^2)$$

(1.3)

where two commonly found laws for the $k$-string tension are the sine law and the Casimir law:

$$T_k \propto \begin{cases} 
N \sin \frac{k\pi}{N} & \text{sine law} \\
\frac{kN-k}{N} & \text{Casimir law}
\end{cases}$$

(1.4)

The most important feature shared by these two laws is that the $k$-string tension vanishes when $k = 0, N$, the sine law having an even more powerful feature, that $k$-string tension vanishes when the $N$-ality, defined as $k \text{ Mod } N$, vanishes. The $k$-string tension is found to vanish when $k = 0, N$ in models of lattice gauge theory [13, 14, 15], direct Hamiltonian analysis [16, 17, 18, 19, 20], and string theory dual models [4, 5, 21, 6, 7, 8, 9].

From our simple picture in Fig. 1.2(b), we would expect that any theory of the strong nuclear force should predict that the $k$-string tension vanishes when $k = N = 3$ or $k = 0$. This is a statement of meson, anti-meson, baryon, and anti-baryon formation; because $d \ll L$, the two sides of the $k$-string decouple as quarks near anti-quarks on the same side will form mesons, and $N = 3$ quarks (anti-quarks) near each other on each side will form baryons (anti-baryons).

### 1.2 $k$-strings from String Theory

Although $k$-strings can be studied from either Hamiltonian methods studying Yang-Mills theory or lattice gauge theory techniques, there is good reason to study them using string theory. On a grander scale, any reason to study string theory is that it appears to be a promising theory to one day unify gravity with the other three forces. On a lighter side, it is merely another theoretical technique to study the same thing ($k$-strings), giving more support for results from the Hamiltonian or lattice gauge theory perspective. After all, Richard Feynman once said: “every theoretical physicist who is
any good knows six or seven different theoretical representations for exactly the same physics.” [22, 23]

These two reasons, at either end of the emotional spectrum, can be summarized with one phrase: **gauge/gravity dualities**. Put simply, gauge/gravity dualities are tools from string theory which relate gravitational theories to gauge theories. Inspired by the relationship predicted by the AdS/CFT correspondence [1, 24]

\[ Z_{CFT} = Z_{string} \sim e^{iW_{gravity}} \]  

(1.5)

where \( W_{gravity} \) is a low energy effective action for a string theory which is known to be dual to 4-\( d \) \( \mathcal{N} = 4 \) super Yang-Mills, we will investigate the simple proposed relationship

\[ E_{gauge} \sim E_{gravity}. \]  

(1.6)

In the main result of this thesis, we will test Eq. (1.6) by calculating the energy of a gravitational theory dual to \( k \)-strings, and compare it to \( k \)-string energy calculations from lattice gauge theory and Hamiltonian methods. In this light, we will specifically find that D-branes embedded in supergravity backgrounds dual to confining gauge theories are dual descriptions of \( k \)-strings.

As a final note before beginning, a gravitational theory dual to the standard model has yet to be found. The fact that one possibly exists is the driving force for much research in string theory today. It is certainly the driving force behind the research presented in this thesis. We will develop gauge/gravity dualities slowly, starting from scratch by first showing how to construct a supersymmetric string theory by generalizing point particle mechanics to string mechanics.
CHAPTER 2
CLASSICAL STRING THEORY

We will first discuss the classical point particle and then quickly move on to the classical bosonic string. From there we will introduce the supersymmetric classical string known as the Ramond-Neveu-Schwarz (RNS) superstring. We see in the analysis of the equations of motion a new feature of the string not present in the point particle: boundary conditions. These boundary conditions give rise to a new object, known as a D-brane (D for "Dirichlet", brane for "membrane"), to which open strings can be attached. An application of Noether’s Theorem will lead us to a Mass formula for the classical string. At the end of the chapter, we introduce Green-Schwarz (GS) superstrings, an alternative but equivalent formulation of the superstring. We also discuss Poisson brackets as a bridge to the next chapter where we discuss quantum aspects of string theory.

2.1 Ramond-Neveu-Schwarz Superstrings

As a primer to string theory, let us first discuss the point particle. In $D$ dimensional Minkowski space-time with signature $(-, +, +, \cdots, +)$, the action for a point particle of mass $m$ is:

$$S_{pp} = -m \int d\tau \sqrt{\left| \partial_{\tau} X \cdot \partial_{\tau} X \right|} ,$$

(2.1)

where

$$\partial_{\tau} X \cdot \partial_{\tau} X \equiv \eta_{\mu\nu} \frac{\partial X^\mu}{\partial \tau} \frac{\partial X^\nu}{\partial \tau} , \quad \mu, \nu = 0 \cdots D - 1$$

(2.2)

The action is proportional to the length of the world line, which is mapped out by $X^\mu(\tau)$ as shown in Figure 2.1(a). The action for the point particle is reparameterization invariant; no matter how slowly or quickly we choose $\tau$ to flow along the world line, the physics is the same.

Because a string is one-dimensional, it will map out a two dimensional *world sheet* as it moves through space and time. As figure 2.1(b) illustrates, $X^\mu(\tau, \sigma)$ maps out the
Figure 2.1: The point particle’s world line is reparameterization invariant with respect to its one parameter $\tau$, and the string’s world sheet is reparameterization invariant with respect to its two parameters $\tau$ and $\sigma$. Here and throughout, we choose $\sigma$ to run along the string, and $\tau$ to run perpendicular to it for all times.

A natural generalization from the point particle action is the Nambu-Goto (NG) string action [25, 26]:

$$S_{NG} = -T_0 \int d^2 \zeta \sqrt{\left| \det(\partial_a X \cdot \partial_b X) \right|}$$  \hspace{1cm} (2.3)

which is proportional to the area of the world sheet. Here the parameters are labeled $\zeta^0 = \tau$, $\zeta^1 = \sigma$, and $\partial_a = \frac{\partial}{\partial \zeta^a}$. The constant $T_0$ has units of tension, and it is a natural generalization from the constant mass, $m$, which appeared in the point particle action. Since the $X^\mu$ are commuting variables, they describe bosons; more specifically, they are
world sheet scalars. To have fermions in our theory, as any theory which accurately depicts our world must have, we must augment the NG string action with a fermionic piece which includes anticommuting variables. Before we do this, however, it is useful to cast the NG string action into a different form. The form we desire is the Polyakov string action [25, 26, 27, 28]:

\[
S_P = -\frac{T_0}{2} \int d^2 \zeta \sqrt{h} \, h^{ab} \partial_a X \cdot \partial_b X
\]  

(2.4)

where

\[
h \equiv |\det(h_{ab})|.
\]  

(2.5)

Here, \( h_{ab} \) is an auxiliary metric, used to connect the Polyakov string action to the NG string action. Varying the Polyakov string action with respect to \( h_{ab} \) gives its equations of motion [25, 26, 28]:

\[
\partial_a X \cdot \partial_b X = \frac{1}{2} h_{ab} h^{cd} \partial_c X \cdot \partial_d X
\]  

(2.6)

Using this equation to eliminate \( h_{ab} \) from the Polyakov string action, yields the NG string action, Eq. 2.3.

Now that we have shown the equivalence of the Polyakov and NG actions, we concentrate on simplifying the Polyakov string action. Reparameterization invariance of \( h_{ab} \) means that we are free to specify any two of its components. Making the following choice

\[
h_{01} = h_{10} = 0, \quad h_{11} = -h_{00} = e^{\phi}
\]  

(2.7)

allows us to write \( h_{ab} \) as:

\[
h_{ab} = e^{\phi} \eta_{ab}
\]

\[
= e^{\phi} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}
\]  

(2.8)

Plugging this into Eq. 2.4 leaves us with a simplified version of the Polyakov string
action [25, 26]:

\[ S_P = -\frac{T_0}{2} \int d^2 \zeta \sqrt{|\det(e^{\phi} \eta_{ab})|} e^{-\phi} \eta^{cd} \partial_c X \cdot \partial_d X \]
\[ = -\frac{T_0}{2} \int d^2 \zeta \sqrt{|\det(\eta_{ab})|} \eta^{cd} \partial_c X \cdot \partial_d X \]
\[ = -\frac{T_0}{2} \int d^2 \zeta \eta^{ab} \partial_a X \cdot \partial_b X \]  \hspace{1cm} (2.9)

As previously stated, we must supersymmetrize the Polyakov action so that our theory incorporates fermions. We include, along with the commuting bosonic fields \( X^\mu \), anticommuting fermionic fields \( \psi^\mu \), whose two components are Grassmann variables:

\[
\psi^\mu = \begin{pmatrix} \psi_-^\mu \\ \psi_+^\mu \end{pmatrix}
\]  \hspace{1cm} (2.10)

\[
\{ \psi_-^\mu, \psi_+^\nu \} = 0, \quad \mu, \nu = 0 \ldots d
\]  \hspace{1cm} (2.11)

This method of supersymmetry is called the Ramond-Neveu-Schwarz (RNS) formalism. The RNS supersymmetric action is formed by merely tacking on a Dirac-type action to the Polyakov string action:

\[
S_{RNS} = -\frac{T_0}{2} \int d^2 \zeta (\partial_a X \cdot \partial^a X + i \bar{\psi} \cdot \rho^a \partial_a \psi)
\]  \hspace{1cm} (2.12)

where \( \rho^a \) are two by two matrices satisfying a Clifford algebra, [25, 26]:

\[
\{ \rho^a, \rho^b \} = 2 \eta^{ab}
\]  \hspace{1cm} (2.13)

and \( \overline{\psi}^\mu \) is defined as:

\[
\overline{\psi}^\mu \equiv (\psi_+^\mu, -\psi_-^\mu) = (\psi_+^\mu, -\psi_-^\mu)
\]  \hspace{1cm} (2.14)

The last equality in Eq. (2.14) is because the \( \psi^\mu \) are all two component Majorana spinors.

One final note on the RNS action, it is invariant under the infinitesimal supersymmetric transformation:

\[
\delta X^\mu = \varepsilon \psi^\mu, \quad \delta \psi^\mu = \rho^\mu \partial_\mu X^\mu \varepsilon
\]  \hspace{1cm} (2.15)

where \( \varepsilon \) is a two component infinitesimal Grassmann variable [25, 26].
2.1.1 Superstring Equations of Motion

The RNS action is easiest to work with if we pick a representation for the two by two Dirac matrices $\rho^a$ [25]:

\[
\rho^0 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \rho^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]  

(2.16)

With this choice, it is easy to show that the RNS action becomes:

\[
S_{\text{RNS}} = -\frac{T_0}{2} \int d^2 \zeta (\partial_a X \cdot \partial^a X - 2i \psi_- \cdot \partial_+ \psi_-- 2i \psi_+ \cdot \partial_- \psi_+) \delta \partial \equiv \frac{1}{2} (\partial \tau \pm \partial \sigma)
\]  

(2.17)

This action is that of type I and II superstrings [29]. For completeness, we write the heterotic superstring action\(^1\):

\[
S_{\text{het}} = -\frac{T_0}{2} \int d^2 \zeta (\partial_a X \cdot \partial^a X - 2i \psi_- \cdot \partial_+ \psi_-- 2i \sum_{A=1}^{32} \psi_A^+ \partial_- \psi_A^+) \]

(2.18)

where the main difference from the RNS action is that there are now 32 left moving fermions, $\psi_A^+$, instead of 10. Furthermore, the world sheet supersymmetry of the heterotic string is of the right moving modes only [25]:

\[
\delta X^\mu = i \varepsilon \psi^\mu, \quad \delta \psi_-^\mu = -2 \varepsilon \partial_- X^\mu
\]

(2.19)

We will concentrate mostly on the type II superstring, so we will concern ourselves now with the RNS action, whose variation leads to the field equations for $X^\mu$ and $\psi^\mu$,

\[
\partial_a \partial^a X^\mu = 0
\]

(2.20)

\[
\partial_+ \psi_-^\mu = 0
\]

(2.21)

\[
\partial_- \psi_+^\mu = 0
\]

(2.22)

and the boundary conditions [25, 26]:

\[
\delta X \cdot \partial_\sigma X|_{\sigma=0}^\pi = 0
\]

(2.23)

\[
\psi_+ \cdot \delta \psi_+ - \psi_- \cdot \delta \psi_-|_{\sigma=0}^\pi = 0
\]

(2.24)

We now discuss satisfying these boundary conditions separably for open and closed

---

\(^1\) This is known as the fermionic construction of the heterotic string. There is another, equivalent construction known as the bosonic construction of the heterotic string [25]
2.1.1.1 Open Strings

We can satisfy the open bosonic boundary conditions in two ways:

\[ \delta X^\mu|_{\sigma=0,\pi} = 0 \quad \text{Dirichlet} \]  
\[ \partial_{\sigma} X^\mu|_{\sigma=0,\pi} = 0 \quad \text{Neumann} \]  

To illustrate clearly the implications of these boundary conditions, consider Fig. 2.2, which shows a specific choice of a string’s boundary conditions in \( D = 2 + 1 \) dimensions. Here the string’s end points are drawn as rings; a dramatization which illustrates that they are free to slide along the \( x \)-direction, but are fixed in the \( y \)-direction at \( y = a, b \).

This string’s bosonic field \( X^1 = x \) satisfies Neumann boundary conditions, \( \partial_{\sigma} x|_{\sigma=0,\pi} = 0 \), and its bosonic field \( X^2 = y \) satisfies Dirichlet boundary conditions, \( \delta y|_{\sigma=0,\pi} = 0 \).

Figure 2.2: String with end-points lying on parallel D1-branes. The D1-branes map out 1+1 dimensional world volume planes. The strings world sheet is not shown to avoid clutter.
In Fig. 2.2, the two objects that the string’s endpoints slide along are called D-branes (D for Dirichlet). The most general definition of a D-brane is an object that extends along all the coordinates of any number of spatial dimensions. If a D-brane spans all of \( p \) spatial dimensions, then it is called a \( Dp \)-brane. Both D-branes in Fig. 2.2 are D1-branes; they both span the entire \( x \)-direction.

Drawing an analogy from the world line of the point particle, a \( Dp \)-brane augmented with the time coordinate makes up the \emph{world volume} of a \( Dp \)-brane. For a D1-brane, the world volume will be a \( 1 + 1 \) dimensional plane. The world volume for each D1-brane in Fig. 2.2 is an \( x - t \) plane; one located at \( y = a \) and the other at \( y = b \).

We see in Fig. 2.2 that there are two different types of spatial coordinates that describe D-branes: normal and tangential. Normal coordinates specify the D-branes location, and satisfy Dirichlet boundary conditions for the string, whereas tangential coordinates make up the contents of the D-branes world volume, and satisfy Neumann boundary conditions for the string. The time coordinate \( t \), is \emph{always} a tangential coordinate, and so in \( D \) dimensional space-time, a \( Dp \)-brane will have \( p + 1 \) tangential coordinates, and \( D - (p + 1) \) normal coordinates. For example, D1-branes in \( D = 3 \) dimensional space-time, as in Fig. 2.2, each have \( 1 + 1 = 2 \) tangential coordinates, \( x \) and \( t \), and \( 3 - (1 + 1) = 1 \) normal coordinate, \( y \).

For an open bosonic string in \( D \) space-time dimensions attached between two parallel \( Dp \) branes, one located at \( x^i = d^i_1 \), the other at \( x^i = d^i_2 \), the boundary conditions for the string would be

\[
X^i|_{\sigma=0} = d^i_1, \quad X^i|_{\sigma=\pi} = d^i_2, \quad \text{normal coordinates}, \quad (2.27)
\]

\[
\partial_{\sigma}X^j|_{\sigma=0,\pi} = 0, \quad \text{tangential coordinates}. \quad (2.28)
\]

with solutions to the bosonic string equations of motion, Eq. (2.20):

\[
X^i = d^i_1 + (d^i_2 - d^i_1) \frac{\sigma}{\pi} + l_s \sum_{n \neq 0} \frac{1}{n} \alpha^i_n \sin n\sigma \ e^{-in\tau} \quad i = p + 1, \ldots, D - 1 \quad (2.29)
\]

\[
X^j = x^j_0 + l_s p^j_0 \tau + il_s \sum_{n \neq 0} \frac{1}{n} \alpha^j_n \cos n\sigma \ e^{-in\tau}, \quad j = 0, \ldots, p. \quad (2.30)
\]
where $l_s = (\pi T_0)^{-1/2} = \sqrt{2\alpha'}$. The string’s bosonic center of mass momentum, $p_0^\mu$, is related to the zero modes, $\alpha_0^\mu$,

$$p_0^\mu \equiv \int_0^\pi d\sigma P^\mu(0, \sigma) \equiv \frac{1}{\sqrt{2\alpha'}} \alpha_0^\mu,$$

with the string’s bosonic momentum defined as (see section 2.1.2)

$$P^\mu(\tau, \sigma) \equiv T_0 \dot{X}^\mu(\tau, \sigma), \quad \dot{X}^\mu \equiv \partial_\tau X^\mu.$$  

(2.32)

2.1.1.2 Closed Strings

We will now discuss closed string solutions. Naively, one would expect the solutions to the string equations of motion for closed strings to be periodic. We see the boundary conditions for closed string bosonic fields, Eq. (2.23), are automatically satisfied if periodicity is demanded:

$$X^\mu(\tau, \sigma) = X^\mu(\tau, \sigma + \pi)$$

(2.33)

With this periodicity condition, the general solution to Eq. (2.20) for closed string bosonic fields is a linear combination of independent right moving and left moving oscillators $\alpha_m^\mu$ and $\tilde{\alpha}_m^\mu$, respectively [25, 26]:

$$X^\mu(\tau, \sigma) = x_0^\mu + l_s^2 p_0^\mu \tau + \frac{i}{2} l_s \sum_{n \neq 0} \frac{1}{n} \left[ \alpha_n^\mu e^{-2in(\tau - \sigma)} + \tilde{\alpha}_n^\mu e^{-2in(\tau + \sigma)} \right]$$

(2.34)

now with the string’s bosonic center of mass momentum $p_0^\mu$, shared equally between the right and left moving zero modes, $\alpha_0^\mu$ and $\tilde{\alpha}_0^\mu$:

$$p_0^\mu \equiv \int_0^\pi d\sigma P^\mu(0, \sigma) \equiv \frac{2}{\alpha'} \alpha_0^\mu \equiv \frac{2}{\alpha'} \tilde{\alpha}_0^\mu.$$  

(2.35)

The situation is slightly more complicated for the fermionic fields. The boundary conditions for closed string fermionic fields, Eq. (2.24), are automatically satisfied if either periodic (Ramond) or anti-periodic (Neveu-Schwarz) boundary conditions are used [25, 26]:

$$\psi^\mu_+ (\tau, \sigma) = \psi^\mu_+ (\tau, \sigma + \pi) \quad \text{Ramond}$$

(2.36)

$$\psi^\mu_- (\tau, \sigma) = -\psi^\mu_- (\tau, \sigma + \pi) \quad \text{Neveu-Schwarz}$$

(2.37)

Solutions to Eqs. (2.21) and (2.22) are left and right moving solutions, respectively, and
can have either Ramond (R) or Neveu-Schwarz (NS) boundary conditions:

\[
\psi^{-\mu}(\tau, \sigma) = \sum_{m \in \mathbb{Z}} d_m^\mu e^{-2im(\tau-\sigma)}, \quad \psi^{\mu+}(\tau, \sigma) = \sum_{m \in \mathbb{Z}} d_m^\mu e^{-2im(\tau+\sigma)} \quad \text{R} \tag{2.38}
\]

\[
\psi^{-\mu}(\tau, \sigma) = \sum_{r \in \mathbb{Z}+1/2} b_r^\mu e^{-2ir(\tau-\sigma)}, \quad \psi^{\mu+}(\tau, \sigma) = \sum_{r \in \mathbb{Z}+1/2} \tilde{b}_r^\mu e^{-2ir(\tau+\sigma)} \quad \text{NS} \tag{2.39}
\]

2.1.2 Noether’s Theorem and Conserved Quantities of the RNS action

Noether’s theorem says for every local symmetry there is a conserved quantity. Two conserved quantities of the RNS action are the stress tensor, \( T_{ab} \), and the supercurrent, \( J_a^A \). The stress tensor is derived from local parameterization invariance of the action

\[
\delta S_{RNS} = 0 = \int d^2 \zeta \varepsilon^a \partial^b T_{ab}, \quad \text{for} \quad \zeta \rightarrow \zeta^a + \varepsilon^a(\zeta) \tag{2.40}
\]

and the supercurrent is derived from local supersymmetric invariance of the action

\[
\delta S_{RNS} = 0 = \int d^2 \zeta \varepsilon \partial_a J^a \tag{2.41}
\]

where \( \varepsilon = \varepsilon(\zeta) \) \[25, 26\].

The solutions of these conserved currents are \[25, 26\]

\[
T_{ab} = \partial_a X \cdot \partial_b X + \frac{1}{4} \psi \cdot \rho_{(a} \partial_{b)} - \frac{1}{2} \eta_{ab} \left( \partial_c X \cdot \partial^c X + \frac{1}{2} \psi \cdot \rho^c \partial_c \psi \right) \tag{2.42}
\]

\[
J_a^A = -\frac{1}{2} (\rho^b \rho^a \psi)_{A} \cdot \partial_b X, \quad A = -, +. \tag{2.43}
\]

Using Eqs. (2.20), (2.21), and (2.22) for the closed string, and light cone coordinates

\[
\zeta^+ = \tau + \sigma, \quad \zeta^- = \tau - \sigma, \tag{2.44}
\]

the non-vanishing components of these currents can be written

\[
T_{-+}(\zeta^-) = \sum_{m=-\infty}^{\infty} L_m e^{-2im\zeta^-}, \quad T_{++}(\zeta^+) = \sum_{m=-\infty}^{\infty} \tilde{L}_m e^{-2im\zeta^+} \tag{2.45}
\]

\[
J_{-+}^- (\zeta^-) = \sum_{r} G_r e^{-2ir\zeta^-}, \quad J_{-+}^+ (\zeta^+) = \sum_{r} \tilde{G}_r e^{-2ir\zeta^+} \tag{2.46}
\]
where
\[ L_n = \frac{1}{2} \sum_{m=-\infty}^{\infty} \alpha_{n-m} \cdot \alpha_m + \frac{1}{4} \sum_r (2r - n) c_{n-r} \cdot c_r, \] (2.47)
\[ \tilde{L}_n = \frac{1}{2} \sum_{m=-\infty}^{\infty} \tilde{\alpha}_{n-m} \cdot \tilde{\alpha}_m + \frac{1}{4} \sum_r (2r - n) c_{n-r} \cdot c_r \] (2.48)
\[ G_r = \sum_{m=-\infty}^{\infty} \alpha_m \cdot c_{r-m}, \quad \tilde{G}_r = \sum_{m=-\infty}^{\infty} \tilde{\alpha}_m \cdot \tilde{c}_{r-m} \] (2.49)
and \( c_r \) are either the fermionic oscillators \( b_r \) or \( d_r \) for NS or R boundary conditions, respectively [26].

Notice the bosonic part of the stress tensor vanishes by the equations of motion for \( h_{ab} \), Eq. (2.6). Similarly, it can be shown that the remaining components of the full supersymmetric stress tensor and the supercurrent vanish: [26, 25]
\[ T_{++} = T_{--} = J^+ = J^- = 0 \] (2.50)

From equation (2.45), we see this means that \( G_r = 0 \) and \( L_m = 0 \). Calculating
\[ 0 = L_0 + \tilde{L}_0 \]
\[ = \alpha_0^2 + \left( \frac{1}{2} \sum_{n \neq 0} \alpha_{-n} \cdot \alpha_n + \frac{1}{2} \sum_r r c_{-r} \cdot c_r \right) + \left( \frac{1}{2} \sum_{n \neq 0} \tilde{\alpha}_{-n} \cdot \tilde{\alpha}_n + \frac{1}{2} \sum_r \tilde{c}_{-r} \cdot \tilde{c}_r \right) \]
\[ = \alpha_0^2 + N + \tilde{N} \] (2.51)
and using \( 2\alpha_0^2 = \alpha' p_0^2 \), Eq. (2.35), we solve for the closed superstring mass
\[ \alpha' M^2 = -\alpha' p_0^2 = -2\alpha_0^2 = 2(N + \tilde{N}) \] (2.52)
where
\[ N = \sum_{n=1}^{\infty} \alpha_{-n} \cdot \alpha_n + \sum_{r>0} r c_{-r} \cdot c_r, \]
\[ \tilde{N} = \sum_{n=1}^{\infty} \tilde{\alpha}_{-n} \cdot \tilde{\alpha}_n + \sum_{r>0} r \tilde{c}_{-r} \cdot \tilde{c}_r. \] (2.53)

2.1.3 Poisson Brackets

As we will soon quantize the superstring, it is now prudent to discuss Poisson brackets for the bosonic, classical theory, described by the Polyakov action, Eq. (2.9).
The momentum conjugate to $X^\mu$ is

$$P^\mu(\sigma, \tau) = \frac{\delta S_P}{\delta X_\mu(\sigma, \tau)} = T_0 \dot{X}^\mu(\sigma, \tau)$$  \hspace{1cm} (2.54)

where

$$\frac{\delta X^\mu(\tau, \sigma)}{\delta X^\nu(\tau', \sigma')} \equiv \delta^\mu_\nu \delta(\tau - \tau') \delta(\sigma - \sigma').$$  \hspace{1cm} (2.55)

Defining the equal $\tau$ Poisson brackets as

$$[A^\mu(\sigma, \tau), B^\nu(\sigma', \tau')]_{\text{P.B.}} = \int d^2 \tilde{\sigma} \left( \frac{\partial A^\mu(\sigma, \tau)}{\partial P^\alpha(\tilde{\sigma}, \tilde{\tau})} \frac{\partial B^\nu(\sigma', \tau)}{\partial X^\alpha(\tilde{\sigma}, \tilde{\tau})} + \frac{\partial A^\mu(\sigma, \tau)}{\partial X^\alpha(\tilde{\sigma}, \tilde{\tau})} \frac{\partial B^\nu(\sigma', \tau)}{\partial P^\alpha(\tilde{\sigma}, \tilde{\tau})} \right),$$  \hspace{1cm} (2.56)

a straightforward calculation shows

$$[P^\mu(\sigma, \tau), P^\nu(\sigma', \tau')]_{\text{P.B.}} = [X^\mu(\sigma, \tau), X^\nu(\sigma', \tau')]_{\text{P.B.}} = 0,$$

$$[P^\mu(\sigma, \tau), X^\nu(\sigma')]_{\text{P.B.}} = \eta^{\mu\nu}\delta(\sigma - \sigma').$$  \hspace{1cm} (2.57, 2.58)

Inserting the bosonic solutions into these equations gives the Poisson brackets for the bosonic modes:

$$\{\alpha^\mu_m, \alpha^\nu_n\}_{\text{P.B.}} = i\eta^{\mu\nu} \delta_{m+n,0}$$  \hspace{1cm} (2.59)

$$\{\alpha^\mu_m, \tilde{\alpha}^\nu_n\}_{\text{P.B.}} = 0$$  \hspace{1cm} (2.60)

where in the open string case, there are only one set of modes. In deriving these relationships, it is useful to first derive the Poisson Brackets for the center of mass variables

$$x_0^\mu = \frac{1}{\pi} \int_0^\pi d\sigma X^\mu(0, \sigma), \quad p_0^\mu = \int_0^\pi d\sigma P^\mu(0, \sigma)$$  \hspace{1cm} (2.61)

$$[p_0^\mu, x_0^n]_{\text{P.B.}} = \eta^{\mu\nu}$$  \hspace{1cm} (2.62)

where $2\alpha_0^\mu = 2\tilde{\alpha}_0^\mu = l_s p_0^\mu$ for the closed string and $\alpha_0^\mu = l_s p_0^\mu$ for the open string.

### 2.2 Green Schwarz Superstrings

In the previous section, we showed the supersymmetric version of the Polyakov string: the RNS superstring. The supersymmetric version of the Nambu-Goto string is
the Green-Schwarz (GS) superstring, with supersymmetric action:

\[ S_{GS} = -\frac{1}{\pi} \int d^2\sigma \sqrt{-\det M_{ab}} + \int \Omega_2, \]

\[ M_{ab} = (\partial_a X^\mu - \bar{\Theta}^A \Gamma^\mu \partial_b \Theta^A)(\partial_b X_\mu - \bar{\Theta}^A \Gamma_\mu \partial_a \Theta^A), \]

\[ \Omega_2 = c(\bar{\Theta}^1 \Gamma_\mu d\Theta^1 - \bar{\Theta}^2 \Gamma_\mu d\Theta^2)dX^\mu - c\bar{\Theta}^1 \Gamma_\mu d\Theta^1 \bar{\Theta}^2 \Gamma_\mu d\Theta^2, \quad (2.63) \]

where \( c \) is a constant, and \( A = 1, 2 \). The action is supersymmetric with respect to the transformations

\[ \delta \Theta^A = \epsilon^A, \quad \delta X^\mu = \bar{\epsilon}^A \Gamma^\mu \Theta^A. \quad (2.64) \]

This action has \( \mathcal{N} = 2 \) supersymmetries for closed strings, as in types IIA, and IIB. For open strings, \( \epsilon^1 = \epsilon^2 \), and so type I superstring theory has \( \mathcal{N} = 1 \) supersymmetries as it contains open strings \([25]\).
CHAPTER 3

QUANTUM STRING THEORY

To move to the quantum theory of strings, we will start by finding oscillator commutation relations from the quantum limit of the Poisson brackets. Taking these oscillators to be creation and annihilation operators acting on a Fock vacuum, the string mass will now take the form of an operator. As the operators no longer all commute with each other, normal ordering of the mass operator now slightly modifies it from the classical theory, with a constant proportional to $D - 10$. Acting with this mass operator on the ground states of the string, we will investigate the field theory for type II superstrings, which is an infinite tower of massive fields. We find the type II ground states to have zero mass for $D = 10$, the critical dimension of superstring theory.

The ground states of the type II theory are shown to be the field theory of a supergravity, evidence that the low energy effective action for superstrings is precisely supergravity for type II superstrings and supergravity coupled to Yang-Mills theory for type I and Heterotic string theory. As the Ramond-Ramond charges of type II superstring theory are carried by D-branes, we find that augmenting the type II theory with D-branes comes naturally, and that they can contain dynamics. Furthermore, D-brane interactions with open strings show that they carry $U(1)$ gauge fields on their world volume, which can be extended to $U(N)$ gauge fields in the case of $N$ coincident D-branes (parallel, identical D-branes, stacked infinitesimally close together). At this point we will have all the ingredients for the AdS/CFT correspondence: $\mathcal{N} = 4 U(N)$ super Yang-Mills theory in $3 + 1$ dimensions is dual to type IIB superstring theory on $AdS_5 \times S^5$. 
3.1 The Quantized Type II Superstring

Here we will quantize the closed superstring, leading us to the type II superstring theory. In moving from a classical theory to a quantum theory, we take the Poisson brackets from section 2.1.3, and let

\[ \{ , \} \rightarrow i \{ , \} \]  \hspace{1cm} (3.1)

where the right hand side is the quantum theory. The commutator is of the Fourier coefficients \( \alpha \) and \( \tilde{\alpha} \) in Eq. (2.34), which are now interpreted as creation and annihilation operators acting on a Fock space [25]. For the fermionic coefficients, we propose the equal \( \tau \) anticommutator relation for the solutions to Eqs. (2.38)-(2.39)

\[ \{ \psi_A^\mu(\tau, \sigma), \psi_B^\mu(\tau, \sigma') \} = \pi \eta^{\mu\nu} \delta_{AB} \delta(\sigma - \sigma'), \hspace{0.5cm} A, B = +, - \]  \hspace{1cm} (3.2)

and solve for the anticommuting relations of the modes: [25, 26]:

\[ [\alpha_m^\mu, \alpha_n^\nu] = [\tilde{\alpha}_m^\mu, \tilde{\alpha}_n^\nu] = m \delta_{m+n,0} \eta^{\mu\nu} \]  \hspace{1cm} (3.3)

\[ \{ b_r^\mu, b_s^\nu \} = \{ \tilde{b}_r^\mu, \tilde{b}_s^\nu \} = \eta^{\mu\nu} \delta_{r+s,0} \]  \hspace{1cm} (3.4)

\[ \{ d_m^\mu, d_n^\nu \} = \{ \tilde{d}_m^\mu, \tilde{d}_n^\nu \} = \eta^{\mu\nu} \delta_{m+n,0}. \]  \hspace{1cm} (3.5)

We now interpret these as oscillators acting on Fock states. We define the ground state for a string of center of mass momentum \( p \) as \( |p, 0\rangle_R \) for Ramond boundary conditions and \( |p, 0\rangle_{NS} \) for Neveu-Schwarz boundary conditions. The positively moded oscillators annihilate their ground state

\[ \alpha_m^\mu |p, 0\rangle_R = d_m^\mu |p, 0\rangle_R = 0, \hspace{0.5cm} m > 0 \]  \hspace{1cm} (3.6)

\[ b_r^\mu |p, 0\rangle_{NS} = 0, \hspace{0.5cm} \alpha_m^\mu |p, 0\rangle_{NS} = 0, \hspace{0.5cm} r, m > 0 \]  \hspace{1cm} (3.7)

and the negatively moded oscillators build mass states out of the ground state:

\[ \alpha_m^\mu |p, 0\rangle_R = d_m^\mu |p, 0\rangle_R = |p, |m|\rangle_R^\mu, \hspace{0.5cm} m < 0 \]  \hspace{1cm} (3.8)

\[ \alpha_m^\mu |p, 0\rangle_{NS} = |p, |m|\rangle_{NS}^\mu, \hspace{0.5cm} b_r^\mu |p, 0\rangle_{NS} = |p, |r|\rangle_{NS}^\mu, \hspace{0.5cm} m, r < 0 \]  \hspace{1cm} (3.9)

where these are states of mass \( |m| \) or \( |r| \) units above the ground state. The same relations hold for the left moving, tilded oscillators.

This leads us to the quantum mass operator. Borrowing from the classical theory...
the constraint \( L_0 + \tilde{L}_0 = 0 \), we postulate that this manifests itself quantum mechanically as the operator condition

\[
(L_0 + \tilde{L}_0)|\text{phys}\rangle = 0 
\]  

(3.10)

where \(|\text{phys}\rangle\) is a physical state that is a tensor product of a left moving state, \(|p, |\tilde{m}|\rangle_R^\mu \) or \(|p, |\tilde{r}|\rangle_{NS}^\mu\), and a right moving state, \(|p, |\tilde{m}|\rangle_R^\nu \) or \(|p, |\tilde{r}|\rangle_{NS}^\nu\), of which there are four possible sectors \([26, 25]\):

\[
|\text{phys}\rangle = \begin{cases} 
|p, |\tilde{m}|\rangle_R^\mu \otimes |p, |n|\rangle_R^\nu & \text{R-R sector} \\
|p, |\tilde{r}|\rangle_{NS}^\mu \otimes |p, |s|\rangle_{NS}^\nu & \text{NS-NS sector} \\
|p, |\tilde{r}|\rangle_{NS}^\mu \otimes |p, |m|\rangle_R^\nu & \text{NS-R sector} \\
|p, |\tilde{m}|\rangle_R^\mu \otimes |p, |r|\rangle_{NS}^\nu & \text{R-NS sector} 
\end{cases} 
\]  

(3.11)

where the left moving operators act on the left states and the right moving operators act on the right states.

Demanding that the stress energy tensor still vanishes quantum mechanically, we follow Eq. (2.51) and calculate

\[
0 = (L_0 + \tilde{L}_0)|\text{phys}\rangle \\
= \left( \alpha_0^2 + \frac{1}{2} \sum_{n \neq 0} \alpha_{-n} \cdot \alpha_n + \frac{1}{2} \sum_r r c_{-r} \cdot c_r + \frac{1}{2} \sum_{n \neq 0} \tilde{\alpha}_{-n} \cdot \tilde{\alpha}_n + \frac{1}{2} \sum_r \tilde{c}_{-r} \cdot \tilde{c}_r \right) |\text{phys}\rangle \\
= (\alpha_0^2 + N + \tilde{N} + a_b + \tilde{a}_b + a_f + \tilde{a}_f) |\text{phys}\rangle 
\]  

(3.12)

and solving for the mass operator, we find:

\[
\alpha' M^2 = -\alpha' p_0^2 = -2\alpha_0^2 \\
= 2(N + \tilde{N} + a_b + \tilde{a}_b + a_f + \tilde{a}_f) 
\]  

(3.13)

where the number operators, \( N \) and \( \tilde{N} \), are as in Eq. (2.53).

Here we notice that the quantum mass operator is different from the classical mass, Eq. (2.52). This is because taking into account the commutation relations in Eqs. 3.3, 3.4, and 3.5 when we normal order the quantum oscillators leads to the formally infinite...
Constants:
\[ a_b = \tilde{a}_b = \frac{D - 2}{2} \sum_{n=1}^{\infty} n \]
\[ a_f, \tilde{a}_f = \begin{cases} -\frac{D - 2}{2} \sum_{n=1}^{\infty} n, & \text{R} \\ -\frac{D - 2}{2} \sum_{r=\frac{1}{2}, \frac{3}{2}, \cdots}^{\infty} r, & \text{NS} \end{cases} \]

Using the finite, analytic continuations of the infinite sums:
\[ \sum_{n=1}^{\infty} n \rightarrow \zeta(-1) = -\frac{1}{12} \]
\[ \sum_{r=\frac{1}{2}, \frac{3}{2}, \cdots}^{\infty} r \rightarrow \frac{1}{24} \]
the infinite constants are redefined as
\[ a_b \rightarrow -\frac{D - 2}{24} \]
\[ a_f, \tilde{a}_f \rightarrow \begin{cases} \frac{D - 2}{24}, & \text{R} \\ -\frac{D - 2}{48}, & \text{NS} \end{cases} \]

See Appendix A for a discussion on finite analytic continuation of infinite sums. A final note here is that the factor \( D - 2 \) in these constants traces back to reparameterization invariance of the world sheet, which results in only \( D - 2 \) independent oscillators in each set \( \alpha^\mu_m, d^\mu_m, b^\mu_r, \) etc.

3.1.1 The Physical Ground States

The Gliozzi-Scherk-Olive (GSO) projection keeps only the states with positive G-parity in the NS sector as physical states. The G-parity operator is defined for NS states by [25, 28, 26]
\[ G = (-1)^{\sum_{r=1/2}^{b_{-r} b_r + 1}} \ (\text{NS}) \]
This means that \( |p, 0\rangle_{NS} \) is not physical, and that the first excited state, \( b_{-1/2}^{\mu}|p, 0\rangle_{NS} \), is the physical ground state, with \( D - 2 \) real propagating degrees of freedom, making it a space-time vector.
The classical constraint $G_0 = 0$ becomes a quantum mechanical constraint. For the Ramond ground state, this constraint is

$$G_0 |p, 0\rangle = \left( \alpha_0 \cdot d_0 + \sum_{n \neq 0} \alpha_n \cdot d_{-n} \right) |p, 0\rangle = 0$$

$$= 0 = \alpha \cdot d_0 |p, 0\rangle$$

$$= 0 = p^\mu \Gamma_\mu |p, 0\rangle$$

as $\alpha_0^\mu \propto p^\mu$ and $d_0^\mu \propto \Gamma^\mu$ since the $d'_0$'s must have a representation as Dirac matrices as they furnish a $D$ dimensional Clifford algebra, Eq. (3.5). The Ramond ground state, therefore, satisfies a massless Dirac equation, meaning it is a spinor in $D$ space-time dimensions, with $2^{\tilde{D}/2+1}$ real degrees of freedom, with

$$\tilde{D} = \begin{cases} 
D, & D \text{ is even} \\
D - 1, & D \text{ is odd}
\end{cases} \quad (3.22)$$

Enforcing the Dirac equation as a constraint, while at the same time forcing it to be a Majorana-Weyl spinor (real with definite chirality), reduces this number of degrees of freedom by a real factor of eight.

The G-parity operator for the R sector is defined as [25]

$$G = \Gamma_{\tilde{D}+1} (-1)^{\sum_{n=1}^{\infty} d_{-n} \cdot d_n} \quad (R),$$

$$\Gamma_{\tilde{D}+1} = \Gamma_0 \Gamma_1 \cdots \Gamma_{\tilde{D}-1} \quad (3.23)$$

Here we keep either positive or negative G-parity states as physical states. Looking at Eq. (3.24), we see this boils down to keeping either states with positive or negative parity with respect to $\Gamma_{\tilde{D}+1}$ as physical states. We then define the physical Ramond ground states as either

$$|p, +\rangle_R \equiv \Gamma_{\tilde{D}+1} |p, 0\rangle_R = +|p, 0\rangle_R \quad (3.25)$$

or

$$|p, -\rangle_R \equiv \Gamma_{\tilde{D}+1} |p, 0\rangle_R = -|p, 0\rangle_R \quad (3.26)$$

The type II superstring is a theory of closed superstrings, and so its ground states
are the four sectors shown in Eq. (3.11). The type II physical ground states are therefore tensor products of left and right moving ground states. Choosing the left moving Ramond ground states to have the same chirality, with respect to \( \Gamma_{D+1} \), yields type IIA superstring theory, choosing opposite chirality yields type IIB superstring theory. For IIA, the ground states are [25, 26]

\[
|p, \tilde{-}\rangle_R \otimes |p, +\rangle_R \quad \text{R-R sector (3.27)}
\]

\[
\tilde{b}_{-1/2}^\mu |p, \tilde{0}\rangle_{NS} \otimes b'_{-1/2}^\mu |p, 0\rangle_{NS} \quad \text{NS-NS sector (3.28)}
\]

\[
\tilde{b}_{-1/2}^\mu |p, \tilde{0}\rangle_{NS} \otimes |p, +\rangle_R \quad \text{NS-R sector (3.29)}
\]

\[
|p, \tilde{+}\rangle_R \otimes b'_{-1/2}^\mu |p, 0\rangle_{NS} \quad \text{R-NS sector (3.30)}
\]

where as for IIB the ground states are \(^1\):

\[
|p, \tilde{+}\rangle_R \otimes |p, +\rangle_R \quad \text{R-R sector (3.31)}
\]

\[
\tilde{b}_{-1/2}^\mu |p, \tilde{0}\rangle_{NS} \otimes b'_{-1/2}^\mu |p, 0\rangle_{NS} \quad \text{NS-NS sector (3.32)}
\]

\[
\tilde{b}_{-1/2}^\mu |p, \tilde{0}\rangle_{NS} \otimes |p, +\rangle_R \quad \text{NS-R sector (3.33)}
\]

\[
|p, \tilde{+}\rangle_R \otimes b'_{-1/2}^\mu |p, 0\rangle_{NS} \quad \text{R-NS sector (3.34)}
\]

Acting on these states with the mass operator, where \( N \) only acts on the right moving part of the ground state and \( \tilde{N} \) acts on the left moving part of the ground state, we find that the masses of the ground states are

\[
\alpha' M^2 = 0, \quad \text{R-R sector (3.35)}
\]

\[
\alpha' M^2 = -\frac{1}{4}(D - 10), \quad \text{NS-NS sector (3.36)}
\]

\[
\alpha' M^2 = -\frac{1}{8}(D - 10), \quad \text{NS-R sector (3.37)}
\]

\[
\alpha' M^2 = -\frac{1}{8}(D - 10), \quad \text{R-NS sector (3.38)}
\]

which all vanish for \( D = 10 \), the critical space-time dimension for superstring theory: for dimensions smaller than this, some of the ground states are massive, for dimensions

\(^1\)The choice of positive or negative chirality is arbitrary, only the relative sign between the left and right moving modes matters. This is, again, opposite chirality for IIA, and the same chirality for IIB [25]
larger than this, some of the the ground states are tachyonic (NS-NS, NS-R, and R-NS sectors). While this is not a proof of the critical dimension of string theory, it shows evidence for it. A more complete discussion of the critical dimension of superstring theory is given by Polyakov [30] involving conformal and diffeomorphism invariance of the path integral measure, a condition sometimes referred to as the vanishing of the trace anomaly of the stress energy tensor.

In ten space-dimensions, the four massless sectors each contain 64 degrees of freedom, which can be reorganized into the fields shown in Table 3.1 [25, 26]

| Sector  | Massless Fields                                                                 | Respective Name of Fields                                                                 |
|---------|--------------------------------------------------------------------------------|------------------------------------------------------------------------------------------|
| R-R     | $F_2 = dC_1, F_4 = dC_3$, type IIA                                               | Ramond-Ramond Fields                                                                     |
|         | $F_1 = dC_0, F_3 = dC_2, F_5 = dC_4$, type IIB                                   |                                                                                          |
| NS-NS   | $G_{\mu\nu}, H_3 = dB_2, \Phi$                                                   | graviton, Kalb-Ramond Field, dilaton                                                      |
| NS-R    | $\Psi_{\mu}, \lambda$                                                           | gravitino, dilatino                                                                      |
| R-NS    | $\Psi'_{\mu}, \lambda'$                                                          | gravitino, dilatino                                                                      |

Notice that the massless fields of type IIA correspond to the field content of a particular supergravity, and the massless fields of type IIB correspond to the field content of a slightly different particular supergravity. This is evidence that a low energy, effective action for string theory exists which contains supergravity [25, 29].

### 3.2 Low Energy Effective Actions of String Theory

The field content of type II superstring theory was a finite number of massless fields and an infinite tower of massive fields which we now denote by $\phi_0$ and $\phi_H$, respectively.
The massive fields have masses at the Planck scale, and so don’t need to be considered if we are to investigate string theory at currently available energy scales. If we knew the entire string field theory, $S[\phi_0, \phi_H]$, we could, in principle, integrate out the massive fields, and study the effective action of just the massless fields [31]:

$$e^{i S_{\text{eff}}[\phi_0]} \sim \int D\phi_H e^{i S[\phi_0, \phi_H]}$$  \hspace{1cm} (3.39)

As the full string field theory $S[\phi_0, \phi_H]$ is not currently known, we can instead construct effective actions for low energy superstrings by considering the known massless field content, as described in the previous section for type II superstring theory, and using guiding principles such as supersymmetry, gauge invariance, and comparing scattering matrix elements between theories [31].

The low energy effective actions for the five different superstring theories can be split up into their bosonic and fermionic components as

$$S_{\text{eff}} = S_b + S_f.$$  \hspace{1cm} (3.40)

As the fermionic actions are considered to vanish classically [32, 25], we discuss only the bosonic part of the actions here. The full actions, including the fermionic contributions, can be found in [32, 31]. The bosonic action takes the form

$$S_b = \frac{1}{2\kappa^2} \int d^{10}x \sqrt{G} R - \frac{1}{4\kappa^2} \int \mathcal{L}_m, \quad 2\kappa^2 = (2\pi)^7\alpha'^4$$  \hspace{1cm} (3.41)

and the bosonic matter actions for the different superstring theories are [29]²

$$\mathcal{L}_m^{(IIA)} = d\Phi \wedge *d\Phi + e^{-\Phi} H_3 \wedge *H_3 + e^{3\Phi/2}F_2 \wedge *F_2 + \tilde{F}_4 \wedge *\tilde{F}_4 + B_2 \wedge F_4 \wedge F_4$$  \hspace{1cm} (3.42)

$$\mathcal{L}_m^{(IIB)} = d\Phi \wedge *d\Phi + e^{2\Phi} F_1 \wedge *F_1 + e^{-\Phi} H_3 \wedge *H_3 + e^{\Phi} \tilde{F}_3 \wedge *\tilde{F}_3 + \frac{1}{2} \tilde{F}_5 \wedge *\tilde{F}_5 + C_4 \wedge H_3 \wedge F_3$$  \hspace{1cm} (3.43)

$$\mathcal{L}_m^{(I)} = d\Phi \wedge *d\Phi + e^{\Phi} \tilde{F}_3 \wedge *\tilde{F}_3 + \frac{2\kappa^2}{g_{10}^2} e^{\Phi/2} Tr_v (F_2 \wedge *F_2), \quad g_{10}^2 = 2(2\pi)^7/\alpha'^4$$  \hspace{1cm} (3.44)

$$\mathcal{L}_m^{(het)} = d\Phi \wedge *d\Phi + e^{-\Phi} \tilde{H}_3 \wedge *\tilde{H}_3 + \frac{2\kappa^2}{g_{10}^2} e^{-\Phi/2} Tr_v (F_2 \wedge *F_2), \quad g_{10} = \frac{2\kappa}{\sqrt{\alpha'}}$$  \hspace{1cm} (3.45)

²A nice discussion of the equations of motion and various solutions can be found in [33], where the type II actions can be derived from those listed here with $G_{\mu \nu} \rightarrow g_s^{-1/2} G_{\mu \nu}$ and $\kappa \rightarrow \kappa/g_s$. 
For type II, we have pure supergravity, with only $U(1)$ gauge fields
\[ H_3 = dB_2, \quad F_p = dC_{p-1}, \quad \tilde{F}_3 = F_3 - C_0 H_3, \quad \tilde{F}_4 = F_4 - C_1 \wedge H_3, \]
\[ \tilde{F}_5 = \ast \tilde{F}_5 = F_5 + B_2 \wedge F_3. \] (3.46)

For type I and heterotic superstring theory, we have supergravity coupled to Yang-Mills theory, with
\[ \tilde{F}_3 = dC_2 - \frac{\kappa^2}{g_{10}} \omega_3, \quad \tilde{H}_3 = dB_2 - \frac{\kappa^2}{g_{10}} \omega_3, \]
\[ \omega_3 = Tr_v \left( C_1 \wedge F_2 - \frac{2i}{3} C_1 \wedge C_1 \right), \] (3.47)

where the Yang-Mills field $F_2 = dC_1$ is matrix valued with gauge group $SO(32)$ in type I, and either $SO(32)$ or $E_8 \times E_8$ in the heterotic theory [31, 26, 29]. A nice summary of the bosonic equations of motion derived from the IIA and IIB actions can be found in [33].

We have written everything in the Einstein frame, which is related to the string frame via:
\[ (G_{\mu \nu})_{\text{Einstein}} = e^{-\Phi/2} (G_{\mu \nu})_{\text{string}} \] (3.48)

To switch these actions between the Einstein and string frames, the following conformal identities for D dimensional space-time are helpful [25]:
\[ R_{\mu \nu} \rightarrow R_{\mu \nu} - \frac{as}{2} \left[ (D - 2) \delta_{\mu}^{\alpha} \delta_{\nu}^{\beta} + G_{\alpha \beta} G_{\mu \nu} \right] \Phi_{\alpha \beta} + \frac{a(D - 2)}{2} (G_{\mu \nu} G_{\alpha \beta} - \delta_{\mu}^{\alpha} \delta_{\nu}^{\beta}) \Phi_{\alpha \beta} \Phi_{\alpha \beta} \]
\[ \int d^D x \sqrt{e} e^{b \Phi} R \rightarrow \int d^D x \sqrt{e} e^{(D-2)a/2+b) \Phi} \left[ R_+ + \frac{a^2(D - 1)(D - 2)}{4} \left( 1 + \frac{4b}{a(D - 2)} \right) (\partial \Phi)^2 \right] \]
\[ F_p \wedge \ast F_p \rightarrow e^{(D/2-p)a \Phi} F_p \wedge \ast F_p \] (3.49)

for $G_{\mu \nu} \rightarrow e^{a \Phi} G_{\mu \nu}$ with arbitrary constants $a$ and $b$ and where
\[ R_{\mu \nu} = s(\Gamma_{\mu \nu}^{\alpha} - \Gamma_{\mu \nu, \alpha} + \Gamma_{\mu \nu}^{\alpha} \Gamma_{\alpha \beta} - \Gamma_{\mu \alpha}^{\alpha} \Gamma_{\nu \beta}^{\beta}), \quad s = \pm 1. \] (3.50)

\[ ^{3}\text{Alternate conventions for the self dual five form are } \tilde{F}_5 = F_5 - C_2 \wedge H_3 \text{ and } \tilde{F}_5 = F_5 - \frac{1}{2} C_2 \wedge H_3 + \frac{1}{2} B_2 \wedge F_3. \]
3.2.1 Black $p$-branes

We now discuss a famous solution to the supergravity equations of motion, known as the black $p$-brane \[34, 24\]. The action for a type II supergravity with only one non-vanishing R-R source, in string frame\(^4\), is

$$
S = \frac{1}{2\kappa^2} \sqrt{G} d^{10} x \mathcal{L}, \quad \mathcal{L} = g_s^2 e^{-2\Phi} (R + 4(\partial \Phi)^2) - \frac{c_p}{2} |F_{p+2}|^2
$$

(3.51)

whose equations of motion are

$$
R = -4(\nabla \Phi)^2 - 4\nabla^2 \Phi,
$$

(3.52)

$$
d \ast F_{p+2} = 0,
$$

(3.53)

$$
R_{\mu\nu} = -8\nabla_{\mu} \Phi \nabla_{\nu} \Phi + \frac{1}{2} G_{\mu\nu} g_s^{-2} e^{2\Phi} \mathcal{L} + g_s^{-2} e^{2\Phi} \frac{c_p}{2(p+1)!} F_{\mu_1 \cdots \mu_{p+1}} F^{\mu_1 \cdots \mu_{p+1}}
$$

(3.54)

where $c_p = 1$ for all R-R forms except for the five form from IIB, where $c_p = 1/2$.

We investigate a specific solution to a R-R source at the center of an $S^{8-p}$

$$
\ast F_{p+2} = \begin{cases} 
Q \omega_{8-p}, & p \neq 3 \\
F_5 = Q(\omega_5 + \ast \omega_5), & p = 3
\end{cases}
$$

(3.55)

where $Q = q g_s (\alpha')^{(7-p)/2} N$, the charge per unit volume of the $S^{8-p}$,

$$
\int_{S^{8-p}} \ast F_{p+2} = Q \int_{S^{8-p}} \omega_{8-p},
$$

(3.56)

$N$ is an integer, $q$ and $g_s$ are unitless, and $\omega_n$ is the volume form for an $S^n$, with volume

$$
\int \omega_n = 2\pi^{(n+1)/2} / \Gamma((n + 1)/2).
$$

The solution to this source is

$$
ds^2 = \sqrt{f_-(\rho)} \left( -\frac{f_+ (\rho)}{f_-(\rho)} dt^2 + dx_p^2 \right) + \frac{f_-(\rho)^{-1/2-(5-p)/(7-p)}}{f_+(\rho)} d\rho^2 + \rho^2 f_-(\rho)^{1/2-(5-p)/(7-p)} d\Omega^2_{8-p},
$$

(3.57)

$$
e^{-2\Phi} = g_s^{-2} f_-(\rho)^{-(p-3)/2},
$$

(3.58)

$$
f_\pm (\rho) = 1 - \left( \frac{r_\pm}{\rho} \right)^{7-p}
$$

where $dx_p^2$ is the $p$ dimensional Euclidean line element, whose volume is known as a black the $p$-brane: a black $p$-brane is the $p$ dimensional analogy of a black hole.

---

\(^4\)We have, in addition, made the redefinition $e^{-2\Phi} \rightarrow g_s^2 e^{-2\Phi}$ to be consistent with some of the literature, where $g_s$ is the string coupling constant.
The constants $r_\pm$ are related to the Mass $M$, and charge $Q$ by

$$M \propto (8 - p)r_+^{7-p} - r_-^{7-p}, \quad Q = (r_+r_-)^{(7-p)/2} \quad (3.59)$$

The singularity at $\rho = r_+$ is an event horizon and the singularity at $\rho = r_-$ is a curvature singularity. For $p = 0$, this solution describes a black hole, without a naked singularity for $r_+ > r_-$. For general $p \leq 6$, a $p$ dimensional brane exists at the curvature singularity, and the solution is said to describe a black $p$-brane [34].

### 3.2.2 Extremal black $p$-branes

Extremal black $p$-brane solutions are those for which $r_+ = r_-$, where the charge $Q$ becomes related to the horizon $r_+$ as

$$r_+^{7-p} = Q = q_g s N(\alpha')^{(7-p)/2}. \quad (3.60)$$

Applying the coordinate transformation

$$r^{7-p} = \rho^{7-p} - r_+^{7-p} \quad (3.61)$$

the extremal black $p$-brane solution becomes

$$ds^2 = H(r)^{-1/2}(-dt^2 + dx_p^2) + H(r)^{1/2}(dr^2 + r^2d\Omega_8^{2-p}), \quad (3.62)$$

$$e^\Phi = g_s H(r)^{(3-p)/4}, \quad H(r) = \frac{1}{f_+(\rho)} = 1 + \left(\frac{r_+}{r}\right)^{7-p} \quad (3.63)$$

$$F_{p+2} = \begin{cases} 
\frac{Q}{H(r)^2s^{3-p}}dx^0 \wedge \cdots \wedge dx^p \wedge dr, & p \neq 3 \\
Q \left(\omega_5 + \frac{1}{H(r)^2r^3}dx^0 \wedge \cdots \wedge dr\right), & p = 3, 
\end{cases} \quad (3.64)$$

where now the horizon is located at $r = 0$ [24].

### 3.3 The Open Superstring and Non-Abelian

**Gauge Theories**

We have seen that superstring theory can be thought of as an effective theory of gravity, thus bearing the possibility that it can describe the quantum gravity of our world. Superstring theory can also possibly describe the standard model, as it contains...
chiral fermions and non-abelian gauge theories [27]. The latter feature is clearly evident in three of the superstring theories presented in the previous section: the type I theory and one of the heterotic theories contain an $SO(32)$ gauge theory, and the other heterotic theory contains an $E_8 \times E_8$ gauge theory. Though the type II theories presented thus far only contain $U(1)$ gauge theories as part of their supergravity, we will see that they can be modified to contain non-abelian gauge theories. For instance, if we add open strings to the type IIB theory ending on multiple, parallel D-branes, non-abelian gauge theories will appear on the world volumes of the D-branes [35, 36].

3.3.1 D-branes and Gauge Theories

Much work has been done relating D-branes to gauge theories, the inception being t’ Hooft’s work [37], where he showed the duality between open strings and gauge theories for a large $N$ number of colors. As D-branes are the end points of open strings, it is not surprising that they too are found to be related to gauge theories.

Analysis of vertex operators in the closed type II superstring reveals that superstring carries NS-NS charge [35]. We can therefore write an interaction between the superstring and the NS-NS two-form $B_2$ as [36]

$$S_B = -\frac{1}{2} \int dX^\mu \wedge dX^\nu B_{\mu\nu}(X(\tau, \sigma))$$

$$= -\frac{1}{2} \int d^{10} x B_{\mu\nu}(x) j^{\mu\nu}(x)$$

(3.65)

where the NS-NS charge is carried by the string current

$$j^{\mu\nu}(x) \equiv \int dX^\mu \wedge dX^\nu \delta^{10}(x - X(\tau, \sigma)).$$

(3.66)

The action, Eq. (3.65), is gauge invariant with respect to the transformation

$$B_{\mu\nu} \rightarrow B_{\mu\nu} + \partial_\mu \Lambda_\nu - \partial_\nu \Lambda_\mu$$

(3.67)

for closed superstrings and open superstrings with Neumann boundary conditions. If we add some open superstrings ending on a D$p$-brane to the type IIB theory, we must add
a $U(1)$ gauge field, $A_a(X)$, at the string endpoints to maintain this gauge invariance

$$S_{B,p} = S_B + 2\pi\alpha' \int A_a(X)(dX^a|_{\sigma=\pi} - dX^a|_{\sigma=0}), \quad a = 0, \cdots, p$$  \hspace{1cm} (3.68)

where $A_a(X)$ transforms as

$$A_a \rightarrow A_a - \frac{1}{2\pi\alpha'} A_a$$  \hspace{1cm} (3.69)

This can be viewed as the NS-NS open superstring current, Eq. (3.66), turning into a vector $U(1)$ gauge current at its endpoints sourcing the gauge invariant field

$$\mathcal{F}_{ab} \equiv B_{ab} + 2\pi\alpha' F_{ab}$$  \hspace{1cm} (3.70)

$$F_{ab}(\zeta) = \partial_a A_b(\zeta) - \partial_b A_a(\zeta)$$  \hspace{1cm} (3.71)

which propagates along the D$p$-branes world volume, parametrized by $\zeta$ [36]. This process can be depicted pictorially as in Figure 3.1(a).

---

(a) $U(1)$ gauge flux flowing through $N = 1$ D$p$-brane.

(b) From the perspective of $N$ coincident D$p$-branes, the $U(N)$ gauge theory looks like a $U(N)$ 1-string flux tube in the dual gauge theory picture.

---

Figure 3.1: String current, $j^{\mu\nu}$, flowing into $N$ coincident D$p$-branes as $U(N)$ gauge flux, (essentially $N$ copies of $\mathcal{F}_{ab}$), then flowing back out at the other string endpoint, turning once again into string current.
Consider now three identical, parallel Dp-branes, spaced an infinitesimal distance apart, as in Figure 3.2. Collections of D-branes such as this are known as \textit{coincident} D-branes. As there are $3^2 = 9$ distinct types of strings attached to the D-branes in this configuration, there are 9 distinct gauge fields, which compose as $U(3)$ gauge field. For $N$ coincident D-branes, we have a $U(N)$ gauge field propagating on their coincident world volume.

3.3.2 D-branes as Dynamical Objects

We will now explain how D-branes are dynamical objects as well as objects which carry $U(N)$ gauge flux. Perhaps the quickest and most succinct argument as to why D-branes possess dynamics is due to Polchinski [35]:

1. Analysis of vertex operators in the closed type II superstring shows that while strings carry NS-NS charge and interact with the NS-NS two form field $B_2$ via Eq. (3.65), they \textit{do not} carry NS-NS charge and thus \textit{can not} interact with the
R-R forms [35, 38].

2. Since S-duality in type IIB superstring theory switches the NS-NS and R-R two forms \((B_2 \leftrightarrow C_2)\), there must be something with R-R charge for the R-R form to interact with. Since this can’t be the string, it makes sense to assume that it is the D-brane [35].

Furthermore, just as there is a natural coupling between a string and \(B_2\), there is a natural coupling between a D\(_p\)-brane and \(C_{p+1}\):

\[
S_{C_p} \sim \int d^{p+1}\zeta C_{\mu_1 \cdots \mu_{p+1}} dX^{\mu_1} \wedge \cdots \wedge dX^{\mu_{p+1}}. \tag{3.72}
\]

and we now can interpret the black \(p\)-brane sources of R-R charge in section 3.2.1, as D-branes on which open strings can end. The D-brane’s dynamics are manifest in Eq. (3.72) in it’s bosonic coordinates \(X = X(\zeta)\) becoming scalar fields on its world volume, parameterized by \(\zeta\).

A supersymmetric effective action encompassing all these features of a D\(_p\)-brane in a curved type II background is given by [39]

\[
S_p = -\mu_p \int d^{p+1}\zeta e^{-\Phi} \sqrt{\mathcal{M}} + \mu_p \int \sum_n C_n \wedge \epsilon^F + \frac{\mu_p}{2} \int d^{p+1}\zeta e^{-\Phi} \sqrt{\mathcal{M}} \mathcal{L}_p^I(\Theta) \tag{3.73}
\]

where

\[
\mathcal{M} = |\det \mathcal{M}_{ab}|, \quad \mathcal{M}_{ab} = g_{ab} + \mathcal{F}_{ab},
\]

\[
\mu_p = (2\pi)^{-p}(\alpha')^{-(p+1)/2}, \tag{3.74}
\]

and \(g_{ab}\) and the more general version of \(B_{ab}\) in Eq. (3.70), are both pullbacks to the Dp-brane world volume:

\[
g_{ab} = \partial_a X^\mu \partial_b X^\nu G_{\mu \nu}, \quad B_{ab} = \partial_a X^\mu \partial_b X^\nu B_{\mu \nu}. \tag{3.75}
\]

The first term in this action can be seen as the generalization from the Nambu-Goto string action to higher dimensional objects endowed with a \(U(1)\) gauge field \(\mathcal{F}_{ab}\).

As \(\zeta\) is the parametrization of the D\(_p\)-brane’s world-volume, the D\(_p\)-brane action is a field theory of the bosonic scalar fields, \(X^\mu(\zeta)\), the bosonic \(U(1)\) vector fields \(A_a(\zeta)\),
and fermionic fields of the 32-component Green-Schwarz spinor, \( \Theta(\zeta) \). The fermionic fields give dynamics to the Dp-brane through the fermionic Lagrangian, \( \mathcal{L}_p^f \), which is different for the type IIA and IIB supergravity theories [39]:

\[
\mathcal{L}_p^f(\Theta) = \bar{\Theta} (1 - \Gamma_{D_p}) \left[ (M^{-1})^{ab} \left( \Gamma_a D_b^{(0)} + \Gamma_b W_a \right) - \Delta^{(1)} - \Delta^{(2)} \right] \Theta, \quad \text{type IIA} \tag{3.76}
\]

\[
\mathcal{L}_p^f(\Theta) = \bar{\Theta} \left[ (M^{-1})^{ab} \left( \Gamma_a D_b^{(0)} - \Gamma_{-1} D_{p} \Gamma_b W_a \right) - \Delta^{(1)} + \Gamma_{-1} D_{p} \Delta^{(2)} \right] \Theta, \quad \text{type IIB} \tag{3.77}
\]

The rest of the definitions in these Lagrangians are found in appendix E.1.

The action, Eq. (3.73), shows how a \( U(1) \) gauge theory manifests itself on a Dp-brane embedded in a supergravity background. This is the low energy effective action from open strings ending on one Dp-brane added to a type IIB theory. As explained previously, \( U(N) \) gauge theories manifest themselves as the low energy effective action from open strings ending on \( N \) coincident Dp-branes [38, 24, 36]. Previewing the connection to \( k \)-strings, consider \( N \) such coincident D-branes. Removing the attached string from the picture, as in Figure 3.1(b), the strings end points look like quarks in the \( k \)-string dual picture, and the \( U(N) \) flux through the D-brane look like the \( U(N) \) flux tube of the \( k \)-string for \( k=1 \). For arbitrary \( k \), the analogous picture would be the same, but with multiple strings attached to the D-brane.

### 3.3.3 The AdS/CFT correspondence

In section 3.2, we saw that the low energy field theory of type II closed superstrings is effectively supergravity. So far in section 3.3, we have seen evidence that the field theory of open strings and D-brane excitations contains Yang-Mills theories. This should not at all be a surprise, as the bosonic, low energy effective action of type I open and closed superstrings, Eqs. (3.44) and (3.41), is that of supergravity coupled to Yang-Mills theory. Consider now the theory of type IIB closed strings and add some open superstrings ending on \( N \) coincident D3-branes. Integrating out all the massive modes,
as in Eq. (3.39), results in a low energy effective action [24]

\[ S_{\text{eff}} = S_{\text{SUGRA}} + S_{\text{branes}} + S_{\text{int}} + \text{higher order derivative terms}, \] (3.78)

where \( S_{\text{SUGRA}} \) contains supergravity, due to the closed strings, \( S_{\text{branes}} \) contains four dimensional \( \mathcal{N} = 4 \) \( U(N) \) super Yang-Mills theory, due to the open strings and D-brane excitations, and \( S_{\text{int}} \) contains the perturbative couplings, in powers of \( \kappa \sim g_s \alpha'^2 \) [1, 24].

Taking the weak coupling limit \( \alpha' \to 0 \) results in decoupled theories of free supergravity (\( S_{\text{gravity}} \)) and free super Yang-Mills theory (\( S_{\text{SUYM}} \)):

\[ S_{\text{eff}} = S_{\text{gravity}} + S_{\text{SUYM}}[\phi_{\text{YM}}] + \mathcal{O}(\kappa) \] (3.79)

where we have denoted the super Yang-Mills fields, collectively as \( \phi_{\text{SUYM}} \). At this point, we can construct a partition function for this string theory by evaluating \( S_{\text{eff}} \) on a particular supergravity background, and path integrating over the super Yang-Mills fields, we denote collectively by \( \phi_{\text{YM}} \):

\[ Z_{\text{string}} = Z_{\text{CFT}} = \int D\phi_{\text{YM}} e^{iS_{\text{eff}}} \sim e^{iW_{\text{gravity}}}. \] (3.80)

Now consider the effective action \( W_{\text{gravity}} \) from the rightmost term in Eq. (3.80). This should be related to a classical supergravity theory with D-branes as the black 3-brane sources, as in section 3.2.1. Considering decoupled low energy excitation in this new perspective, let us match which corresponds to the free gravity and which corresponds to the free SUYM theory in the path integral in Eq. (3.80). Specifically, we consider \( N \) parallel D3-branes as black 3-branes, with R-R charge \( Q \propto N \), sourcing the supergravity fields as described in section 3.2.1. Considering extremal solutions, \( r_+ = r_- \), the background is

\[ ds^2 = H(r)^{-1/2}(-dt^2 + dx_3^2) + H(r)^{1/2}(dr^2 + r^2d\Omega_5^2), \] (3.81)

\[ \phi = \phi_0 = \text{constant}, \quad H(r) = 1 + \frac{qg_sN\alpha'^2}{r^4}. \] (3.82)

Considering low energy probes embedded into this geometry, we can separate them into two types: those that decouple from the near horizon region and those that don’t. Massless particles propagating through the space-time will decouple from the near horizon geometry and we interpret these as the free gravity. We are left to conclude that low
energy excitations that live near the horizon of the black brane must be dual descriptions of the gauge theory [1, 24, 36].

Investigating the near horizon geometry, we pull out the perturbative $\alpha'$ dependence by switching coordinates to

$$ U = \frac{r}{\alpha'} $$ (3.83)

and carefully take the near horizon limit

$$ r \to 0 \quad \text{as} \quad \alpha' \to 0 $$ (3.84)

$$ U = \text{fixed} $$ (3.85)

where the metric becomes

$$ ds^2 \to \alpha' \left[ \frac{U^2}{\sqrt{qg_sN}} (-dt^2 + dx_3^2) + \sqrt{qg_sN} dU^2 + \sqrt{qg_sN} d\Omega_5^2 \right] $$ (3.86)

$$ \to \alpha' \frac{\sqrt{qg_sN}}{z^2} (-dt^2 + dx_3^2 + dz^2) + \sqrt{qg_sN} d\Omega_5^2, \quad z = \frac{\sqrt{qg_sN}}{U}, $$ (3.87)

which is $AdS_5 \times S^5$ (see appendix B). As the $\mathcal{N} = 4 \ U(N)$ super Yang-Mills theory is dual to the excitations in this region, the AdS/CFT correspondence is stated: $\mathcal{N} = 4 \ U(N)$ super Yang-Mills theory in $3 + 1$ dimensions is dual to type IIB superstring theory on $AdS_5 \times S^5$ [1, 24].

The real power of this correspondence is that it is a strong-weak correspondence between the two theories. The correspondence relates the coupling constants between the two theories akin to the famous t’Hooft coupling relationship

$$ g_{YM}^2 N \sim g_s N. $$ (3.88)

The product $g_s N$ is proportional to the radius of the $AdS_5$ space and when this is large the gravitational coupling is small, and one can do perturbative gravity calculations. These calculation will be dual to strongly coupled gauge theory calculations. On the other hand, if the the $AdS_5$ radius is small, the gravitational coupling is large, and the gauge theory coupling is small, so one can here do calculations on the gauge theory side and relate them to the gravitational theory side. In this way, the AdS/CFT correspondence is a way to do perturbative calculations in one theory and relate them to the perturbatively intractable calculation in the other theory.
Taking a probe to be the dilaton field evaluated at the boundary of the AdS$_5$ space, \( \Phi_0(x) \equiv \Phi(x, z)|_{z=0} \), we can be more precise with Eq. (3.80) and write the AdS/CFT correspondence as: [40, 41, 24]

\[
Z_{CFT}[\Phi_0(x)] \equiv \langle e^{\int d^4x \Phi_0(x) O(x)} \rangle = Z_{\text{String}}[\Phi_0(x)] \sim e^{-S_{IIB}[\Phi]|_{\Phi=\Phi_0(x)}} \tag{3.89}
\]

where \( x = (t, x_3) \) is the parametrization of the black D-branes. Here, CFT is an abbreviation for Conformal Field Theory, and refers to the four dimensional \( \mathcal{N} = 4 \) SYM theory. We have approximated the full string partition function with its low energy effective action partition function of type IIB supergravity. On the gauge theory side, the dilaton manifests itself as a source of correlation functions for the conformal operator, \( O \):

\[
\langle O(x_1) \cdots O(x_n) \rangle = \frac{1}{Z_{CFT}[0]} \frac{\delta}{\delta \Phi_0(x_1)} \cdots \frac{\delta}{\delta \Phi_0(x_n)} Z_{CFT}[\Phi_0(x)]|_{\Phi_0(x)=0} \tag{3.90}
\]

A formula such as Eq. (3.89) can be generalized to generating fields from the supergravity side that are spinors, vectors, and \( p \)-forms of mass \( m \). For an operator of dimension \( \Delta \), the corresponding generating field has dimensions \( 4 - \Delta \), where [40, 24]

\[
\Delta \pm = 2 \pm \sqrt{(p - 2)^2 + m^2}, \quad p \geq 0 \tag{3.91}
\]

\[
\Delta = 2 + |m|, \quad \text{spinors} \tag{3.92}
\]

and for the the \( p \)-forms, either \( \Delta = \Delta_+ \) or \( \Delta = \Delta_- \).
CHAPTER 4
K-STRING TENSION VIA GAUGE/GRAVITY DUALITIES

The AdS/CFT correspondence, laid out in section 3.3.3, shows that calculations in a supergravity background can be dual to calculations in Yang-Mills theories. This is well thrashed out for $AdS_5$ and four dimensional $U(N) \mathcal{N} = 4$ SUYM theory, including ways of building gauge invariant operators on the CFT side using gravity calculations dual to the functional variations of the CFT partition function. Though this is a step toward describing the standard model with string theory, it’s still very far away from this goal. For one thing, the dual gauge theory is conformal and so the coupling constant doesn’t run.

Table 4.1: Gauge Theory States and Their String Theory Configurations.

| Gauge Theory State        | String Theory Configuration                               |
|--------------------------|----------------------------------------------------------|
| Glueballs                | Spinning Folded Closed String                            |
| Mesons of heavy quarks   | Spinning open strings ending on boundary                 |
| Baryons of heavy quarks  | Strings attached to baryonic vertex                      |
| Dibaryons                | Strings attached to wrapped branes                       |
| Mesons of light quarks   | Spinning open strings ending on D7 branes                |
| $k$-strings              | Wrapped branes with flux                                 |

An interesting research topic which has been pursued is constructing supergravity solutions which have dualities with gauge theories with less supersymmetry and coupling constants that run, which are much closer to the standard model than CFT’s. Investigating brane solutions similar to the black $p$-brane solution in section 3.2.1, we find that D-brane solutions which carry the smallest possible Ramond-Ramond charge break half the supersymmetry on the gauge theory side of the correspondence [35]. These
branes are known as Bogomolny-Prasad-Sommerfield (BPS) branes, the algebra of the corresponding gauge theory being the corresponding BPS state [42, 25].

We can also find supergravity solutions with \( H_3 \) sources, sourced by magnetically charged Neveu-Schwarz 5-branes (NS5-branes) which break supersymmetry [42, 43, 2, 44]. Furthermore, conifold theories are clever ways of wrapping these brane configurations around certain geometries \( (S^n, S^n \times S^m, Y^{pq} \text{ with even } J) \) to break supersymmetry and maintain the regulating features of the gauge/gravity duality [42, 2, 44, 45]. Sometimes, infrared divergence problems exist on conifolds and they must be deformed to regulate this behavior [42, 2]. We will now investigate calculations in two such backgrounds: the Klebanov-Strassler (KS) [2] and Cvetic, Gibbons, Lü, and Pope (CGLP) [3] backgrounds. The gauge theory duals of these backgrounds have running coupling constants, the energy scale of the dual gauge theory being dual to a coordinate on the supergravity side: small (large) distances from a singularity in the supergravity correspond to the IR (UV) in the gauge theory [46, 2, 3].

String theory objects embedded in such backgrounds have correspondences with gauge theory states, as shown in table 4.1 [47, 7, 8, 9]. The correspondence between \( k \)-strings and \( D \)-branes composes the main result of this thesis: \( k \)-strings are dual configurations of charged \( Dp \)-branes embedded in supergravity backgrounds, as evidenced in [4, 5, 7, 8, 9]. We briefly saw a glimpse of this correspondence in Figure 3.1(b), and devote the final two chapters to more concrete evidence. Specifically, we will calculate the theoretical D-brane energy, at small distances (IR), and directly compare it to various \( k \)-string energy calculations in the literature [11, 12, 48, 49, 50, 14, 15, 17, 18, 19, 20].

4.1 General Formula for D-brane Energy

As our theory of D-branes is one of scalar fields, spinor fields, and vector fields, let us begin simply by calculating the free energy of a scalar field, with the hopes that it may shed light on a formula for D-brane energy. From statistical mechanics, we expect
the free energy for a scalar field \( \varphi \) to be given by:

\[
Z = e^{-\beta E} = \langle \varphi | e^{-\beta H} | \varphi \rangle
\]

(4.1)

The partition function, \( Z \), should be dominated by the classical, minimum Hamiltonian, \( H^{(0)}_{\text{min}} \) and so we have the approximate relationship [51]

\[
Z = e^{-\beta E} \sim \langle \varphi | e^{-\beta H^{(0)}_{\text{min}}} | \varphi \rangle
\]

\[
\sim e^{-\beta H^{(0)}_{\text{min}}} \langle \varphi | \varphi \rangle
\]

\[
\sim e^{-\beta H^{(0)}_{\text{min}}}. \quad (4.2)
\]

We approximate that the free energy of this theory will be equal to \( H^{(0)}_{\text{min}} \) plus quantum corrections:

\[
E \sim H^{(0)}_{\text{min}} + \text{quantum corrections.} \quad (4.3)
\]

For the quantum corrections, we write the partition function in terms of the path integral

\[
Z = \langle \varphi | e^{-\beta H} | \varphi \rangle
\]

\[
= \int D\varphi \; e^{iS}
\]

\[
= \int D\varphi \; e^{-SE} \quad (4.4)
\]

where we have Wick rotated to a Euclidean action, \( S_E \). We now expand around the classical solution \( \varphi = \varphi_{(0)} + \delta \varphi \)

\[
Z = e^{-\beta E} \sim \int D\delta \varphi \; e^{-S_{E(0)} - \delta S_E}
\]

\[
\sim e^{-\beta H^{(0)}_{\text{min}}} \int D\delta \varphi \; e^{-\delta S_E} \quad (4.5)
\]

Solving for the free energy, we find

\[
E \sim H^{(0)}_{\text{min}} + \delta E \quad (4.6)
\]

where

\[
\delta E = -\frac{1}{\beta} \log \int D\delta \varphi \; e^{-\delta S_E} \quad (4.7)
\]

Guided by Eq. (4.6) and also [4, 5, 21, 6], we now define the energy of a probe
The probe Dp-branes we will investigate will be parameterized by some coordinates 
\( t, x, \theta, \phi \in \zeta^a \), and will be either electrically\((Q)\) or magnetically\((M)\) charged

\[
F = dA = Q dt \wedge dx + M d\theta \wedge d\phi, \tag{4.9}
\]

and also embedded in a classical SUGRA background, as in Figure 4.1, typically of the form

\[
ds_{10}^2 = H^a dx^a dx^b \eta_{ab} + H^p ds_{10-d}^2, \quad a, b = 0 \ldots d - 1 \tag{4.10}
\]
sourced by

\[
F_{n+1}(X^\mu) = dC_n(X^\mu), \quad \Phi(X^\mu),
H_3(X^\mu) = dB_2(X^\mu), \tag{4.11}
\]

The two different embeddings we will investigate will each have the probe brane sitting right on the supergravity source, which will be the location of a singularity, and therefore, will correspond to IR calculations in the dual gauge theory.

It is important to note here that \( d \) is the space-time dimension of the Minkowski space-time portion of the metric in Eq. (4.10), which will be the space-time dimension in which the \( k \)-string will be embedded in the dual gauge theory. Also, \( X^\mu = X^\mu(\zeta^a) \) maps the world volume of the Dp-brane, as in Fig. 4.1. The bosonic supergravity coordinates of the Dp-brane, \( X^\mu(\zeta^a) \), are therefore scalar fields on the Dp-brane, the field theory
dynamics governed by the D$p$-brane action

\[ S_p = -\mu_p \int d^{p+1}\zeta e^{-\Phi}\sqrt{M} + \mu_p \int \sum_n C_n \wedge e^\mathcal{F} + \]

\[ + \frac{\mu_p}{2} \int d^{p+1}\zeta e^{-\Phi}\sqrt{M} \mathcal{L}_p'(\Theta) \]  

(3.73)

To find \( \mathcal{H}_0 \) for a probe D$p$-brane, we consider the action classically, defined by \( \Theta(0) = 0 \) [32, 25]:

\[ S_{p}^{(0)} = -\mu_p \int d^{p+1}\zeta e^{-\Phi}\sqrt{M} + \mu_p \int \sum_n C_n \wedge e^\mathcal{F} \]  

(4.12)

and investigate the specific classical solutions\(^1\) \( A^m = A^m_{(0)} \) and \( X^\mu = X^\mu_{(0)} \), where only the gauge fields, \( A^m_{(0)} \), have dynamics

\[ S_{p}^{(0)} = \int d^{p+1}\zeta \mathcal{L}^{(0)}(A^m_{(0)}, \dot{A}^m_{(0)}, X^\mu_{(0)}). \]  

(4.13)

We next apply a Legendre transformation to this classical D$p$-brane action, Eq. (4.12), yielding the Hamiltonian density:

\[ \mathcal{H}^{(0)} = D_m \dot{A}^m_{(0)} - \mathcal{L}^{(0)}, \quad D_m = \frac{\partial \mathcal{L}^{(0)}}{\partial \dot{A}^m_{(0)}} \]  

(4.14)

Minimization of this Hamiltonian density leads to [4, 5]

\[ H^{(0)}_{\text{min}} = \int d^p\zeta \mathcal{H}^{(0)}_{\text{min}} = T_k L \]  

(4.15)

where \( L \) is a large distance in one of the \( p \) spatial coordinates. In the dual gauge theory, this corresponds to the large distance, \( L \), between quark-antiquark pairs, as in figure 1.2(b), and we interpret \( T_k \) as the \( k \)-string tension.

The first quantum corrections are found by fluctuating around the classical solution

\[ X^\mu = X^\mu_{(0)} + \delta X^\mu, \quad A^m = A^m_{(0)} + \delta A^m, \quad \Theta = 0 + \delta \Theta, \]  

(4.16)

expanding out the action to second order in these fluctuations

\[ S_p = S_p^{(0)} + \delta S_p[\delta X, \partial \delta X, \partial \delta A, \Theta, \partial \Theta] + \mathcal{O}(\delta^3), \]  

(4.17)

and constructing a formula analogous to Eq. (4.7)

\[ \delta E = -\frac{1}{\beta} \int D\delta X \int D\delta A \int D\delta \Theta D\Theta e^{i\delta S_p}. \]  

(4.18)

\(^1\) We will demonstrate that these truly are classical solutions in the next chapter, when we fluctuate around the proposed classical solution, and find that the resulting part of the action linear in the fluctuations vanishes, up to total derivatives. This is clearly seen for the fermionic solution, Eq. (4.16): the action, Eq. (3.73), being trivially quadratic to lowest order in the fermionic fluctuations, \( \delta \Theta \).
Through this procedure, we find the one loop corrections to the energy to be [7, 8, 9]

\[ \delta E^{(d,p)} = -\frac{\pi(d + p - 3)}{24L} + \beta_d, \]  
(4.19)

where \( \beta_d \) is constant of \( L \), and the first term is dual to the Lüscher term for \( k \)-strings in the \( d \) dimensional dual gauge theory.

In the next few sections we will show explicit calculations of the \( k \)-string tension in SUGRA backgrounds dual to \( 3 + 1 \) and \( 2 + 1 \) \( k \)-strings. In the next chapter, we will show explicit calculations of the one loop quantum corrections. Let us first make a note on our method of demonstrating classical solutions of the \( Dp \)-brane action, Eq. (3.73). In the rest of this chapter, we will simply use known, classical solutions from the literature [4, 5, 21, 6, 7, 8, 9].

As the rest of this chapter is with respect to classical field theories, we will suppress all classical subscripts and superscripts, \((0)\), for the remainder of this chapter. This is not to be confused with the subscript or superscript \( 0 \) without parenthesis, whose meaning should be obvious when it occurs (usually as a tensor index, or indicating the value of a function at a specific space-time point).

4.2 Duality with the Klebanov-Strassler Background: \( k \)-strings in \( 3+1 \)

In this section we will show the explicit calculation for \( 3+1 \) \( k \)-string tensions using the supergravity dual theory of a D3-brane embedded in the type IIB supergravity background of Klebanov and Strassler(KS) [2]. We will first briefly review the KS background, then quickly move on to the tension calculation. This section is a summary of work previously published in [7].
4.2.1 The Klebanov-Strassler Background

In the Einstein frame, a type IIB supergravity source of $M$ D5-branes and $N$ D3-branes, characterized by the fields

$$H_3 = dB_2 = \frac{g_s M \alpha'}{2} d[f(\tau)g^1 \wedge g^2 + k(\tau)g^3 \wedge g^4]$$

$$F_1 = 0, \quad \Phi = 0$$

$$F_3 = dC_2 = \frac{M \alpha'}{2} \{g^5 \wedge g^3 \wedge g^4 + d[F(\tau)(g^1 \wedge g^3 + g^2 \wedge g^4)]\}$$

$$F_5 = dC_4 = \frac{4g_s M^2 \alpha'^2}{\epsilon^{8/3}} \frac{l(\tau)}{K(\tau)^2 h(\tau)^2 \sinh^2 \tau} d\tau dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 \wedge d\tau$$  \hspace{1cm} (4.20)

with

$$C_0 = 0$$

$$B_2 = \frac{g_s M \alpha'}{2} [f(\tau)g^1 \wedge g^2 + k(\tau)g^3 \wedge g^4]$$

$$C_2 = \frac{M \alpha'}{4} [2F(\tau)(g^1 \wedge g^3 + g^2 \wedge g^4) + (\cos \psi \sin \theta_1 \sin \theta_2 - \cos \theta_1 \cos \theta_2) d\phi_1 \wedge d\phi_2$$

$$- \cos \psi d\theta_1 \wedge d\theta_2 + \psi (\sin \theta_1 d\theta_1 \wedge d\phi_1 - \sin \theta_2 d\theta_2 \wedge d\phi_2)$$

$$- \sin \psi \sin \theta_1 d\phi_1 \wedge d\theta_2 + \sin \psi \sin \theta_2 d\phi_2 \wedge d\theta_1]$$

$$C_4 = \left(\frac{\epsilon^{8/3}}{2g_s^3 M^2 \alpha'^2 \epsilon^{2/3}}\right) \tau^2 d\tau dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 + O(\tau^3).$$  \hspace{1cm} (4.21)

results in a background known as the Klebanov-Strassler (KS) background [2]:

$$ds^2_{\text{KS}} = h^{-1/2}(\tau)dx^a dx^b \eta_{ab} + h^{1/2}(\tau)ds^2_6, \quad a, b = 0, 1, 2, 3$$

$$ds^2_6 = \frac{1}{2} \epsilon^{4/3} K(\tau) \left[\frac{1}{3K^3(\tau)}[d\tau^2 + (g^5)^2] + [(g^3)^2 + (g^4)^2] \cosh^2 \left(\frac{\tau}{2}\right) + \right.$$

$$+ \left.[(g^1)^2 + (g^2)^2] \sinh^2 \left(\frac{\tau}{2}\right)\right]$$  \hspace{1cm} (4.22)

where the six dimensional metric $ds^2_6$ is known as the deformed conifold. The coordinate $\tau$ is the energy scale in the dual gauge theory, and the deformed conifold is equivalent to the conifold in the UV as shown in appendix C.
The one-forms, \( g^i \), are
\[
\begin{align*}
g^1 &= \frac{1}{\sqrt{2}} \left[ -\sin \theta_1 d\phi_1 - \cos \psi \sin \theta_2 d\phi_2 + \sin \psi d\theta_2 \right], \\
g^2 &= \frac{1}{\sqrt{2}} \left[ d\theta_1 - \sin \psi \sin \theta_2 d\phi_2 - \cos \psi d\theta_2 \right], \\
g^3 &= \frac{1}{\sqrt{2}} \left[ -\sin \theta_1 d\phi_1 + \cos \psi \sin \theta_2 d\phi_2 - \sin \psi d\theta_2 \right], \\
g^4 &= \frac{1}{\sqrt{2}} \left[ d\theta_1 + \sin \psi \sin \theta_2 d\phi_2 + \cos \psi d\theta_2 \right], \\
g^5 &= d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2.
\end{align*}
\] (4.23)

As we will be interested in the dual IR gauge theory, we expand the various functions in the KS background around \( \tau = 0 \):
\[
\begin{align*}
h(\tau) &= 2^{2/3} \epsilon^{-8/3} (g_s M \alpha')^2 \int_{\tau}^{\infty} dy \frac{y \coth y - 1}{\sinh^2 y} (\sinh(2y) - 2y)^{1/3} \\
 &= h_0 - h_0 \frac{1}{2^{1/3} 3^{1/3} I_0} \tau^2 + \ldots \\
K(\tau) &= \frac{\sinh(2\tau) - 2\tau)^{1/3}}{2^{1/3} \sinh \tau} = K_0 - \frac{1}{5 \cdot 2^{2/3} 3^{1/3}} \tau^2 + \ldots \\
f(\tau) &= \frac{\tau \coth \tau - 1}{2 \sinh \tau} (\cosh \tau - 1) = \frac{\tau^3}{12} + \ldots \\
k(\tau) &= \frac{\tau \coth \tau - 1}{2 \sinh \tau} (\cosh \tau - 1) = \frac{\tau^3}{3} + \frac{\tau^3}{180} + \ldots \\
F(\tau) &= \frac{\sinh \tau - \tau}{2 \sinh \tau} = \frac{\tau^2}{12} + \ldots, \\
l(\tau) &= f(\tau) (1 - F(\tau)) + k(\tau) F(\tau) = \frac{\tau^3}{9} + \ldots 
\end{align*}
\] (4.24)

with
\[
\begin{align*}
h_0 &= \left( \frac{2^{1/3} g_s M \alpha'}{\epsilon^{4/3}} \right)^2 I_0 \\
I_0 &= \int_0^\infty dy \frac{y \coth y - 1}{\sinh^2 y} (\sinh(2y) - 2y)^{1/3} \sim 0.71805 \\
K_0 &= \left( \frac{2}{3} \right)^{1/3}
\end{align*}
\] (4.25)
4.2.2 The D3-brane Hamiltonian and $k$-string Tensions in 3+1

To calculate the $d = 3 + 1$ $k$-string tension, we consider a solution of the classical action, Eq. (4.12) with $p = 3$

$$S_3 = -\mu_3 \int d^4 \zeta e^{-\Phi} \sqrt{M} + \mu_3 \int \left( \frac{1}{2} C_0 \wedge F \wedge F + C_2 \wedge F + C_4 \right),$$

(4.26)

for an electrically charged probe D3-brane sitting at $\tau = 0$, with world volume parameters $\zeta = (t, x, \theta, \phi)$, and in temporal gauge, $A_t = 0$:

$$X = (x^0, x^1, x^2, x^3, \theta_1, \theta_2, \phi_1, \phi_2, \psi, \tau)$$

$$= (t, x, 0, 0, \theta, \theta, \phi, -\phi, \psi = \text{constant}, 0)$$

scalar fields (4.27)

$$F = F_{tx} dt \wedge dx = \dot{A}_x dt \wedge dx$$

$U(1)$ gauge fields (4.28)

$$\Theta = 0$$

fermion fields (4.29)

We expect this configuration to be dual to an $SU(M)$ $k$-string in $d = 3 + 1$ in the IR.

The constant $\psi$ will be determined via minimization of the Hamiltonian.

Plugging this solution into Eq. 4.23, we calculate

$$g^3 = -\frac{1}{\sqrt{2}} [2 \cos^2 \frac{\psi}{2} \sin \theta \ d\phi + \sin \psi \ d\theta],$$

$$g^4 = \frac{1}{\sqrt{2}} [2 \cos^2 \frac{\psi}{2} \ d\theta - \sin \psi \ \sin \theta \ d\phi],$$

$$g^5 = 0,$$

(4.30)

which along with the limiting behavior of the function in Eqs. 4.24, are all that is necessary to calculate the pullbacks of the metric and the only non-vanishing field, $C_2$

$$ds^2_{D_3} = g_{ab} d\zeta^a d\zeta^b = h_0^{-1/2} (-dt^2 + dx^2) + \frac{2}{R} (d\theta^2 + \sin^2 \theta d\phi^2)$$

(4.31)

$$C_2 = \frac{M_0}{\alpha'} (\psi + \sin \psi) \sin \theta d\theta \wedge d\phi$$

(4.32)

where the scalar curvature for $g_{ab}$ is

$$R = g^{bd} R_{bd} = g^{bd} R_{bad} = \frac{2 \sec^2 \frac{\psi}{2}}{bg_3 M_0}, \quad b = 2^{2/3} 3^{-1/3} I_0^{1/2} \approx 0.933$$

(4.33)

$$R_{bcd} = \Gamma^a_{b(c,d} - \Gamma^a_{bd,c} + \Gamma^a_{ce} \Gamma^e_{bd} - \Gamma^a_{de} \Gamma^e_{bc}.$$
As $B_{ab} = 0$ on the D3-brane for our solution, we have

$$F_2 = B_2 + 2\pi\alpha' F$$

$$= 2\pi\alpha' F_{tx} dt \wedge dx. \quad (4.35)$$

On our way to calculating the dynamics for our classical probe D3-Brane with the D3-brane action, Eq. (3.73) with $p = 3$, it is first helpful to construct

$$\mathcal{M}_{ab} = g_{ab} + \mathcal{F}_{ab} = \begin{pmatrix}
-h_0^{-1/2} & 2\pi\alpha' F_{tx} & 0 & 0 \\
-2\pi\alpha' F_{tx} & h_0^{-1/2} & 0 & 0 \\
0 & 0 & \frac{2}{R} & 0 \\
0 & 0 & 0 & \frac{2}{R} \sin^2 \theta
\end{pmatrix}.$$

With this, the D3-brane action becomes

$$S_3 = -\frac{\mu_3}{g_s} \int d^4 \zeta \sqrt{\mathcal{M}} + \mu_3 \int e^F \wedge \sum_q C_q$$

$$= \int d^4 \zeta \left[ -\frac{\mu_3}{g_s} \sqrt{(h_0^{-1} - (2\pi\alpha' F_{tx})^2) \left( \frac{4\sin^2 \theta}{R^2} \right)} + \mu_3 (2\pi\alpha' F_{tx}) \frac{M\alpha'}{2} \sin \theta (\psi + \sin \psi) \right]$$

$$= \int dt dx L, \quad (4.36)$$

where in the last step, we have integrated out the trivial angular dependence:

$$L = -2\pi\alpha' M \mu_3 h_0^{-1/2} \left( 2b \sqrt{1 - E_x^2 \cos^2 \frac{\psi}{2} - E_x (\psi + \sin \psi)} \right) \quad (4.37)$$

$$E_x = 2\pi\alpha' \sqrt{h_0 F_{tx}}. \quad (4.38)$$

We set the only component of the conjugate momentum of the gauge field $A^m$ to a constant value, $D$:

$$D = \frac{\partial L}{\partial F_{tx}} = \frac{\partial L}{\partial A_x} = \text{constant}, \quad (4.39)$$

solve for $F_{tx} = \dot{A}_x$

$$F_{tx} = \dot{A}_x = \frac{D \pi}{M} - \frac{1}{2} (\psi + \sin \psi) \frac{4\pi h_0^{1/2} \sqrt{b^2 \cos^4 \frac{\psi}{2}} + \left( \frac{D \pi}{M} - \frac{1}{2} (\psi + \sin \psi) \right)^2}{2\pi\alpha' h_0^{1/2} \sqrt{b^2 \cos^4 \frac{\psi}{2} + \left( \frac{D \pi}{M} - \frac{1}{2} (\psi + \sin \psi) \right)^2}}, \quad (4.40)$$
and apply the Legendre transformation, Eq. (4.14), leaving us with the Hamiltonian density:

\[ \mathcal{H} = \frac{M}{2\pi^2 \alpha' h_0^{1/2}} \sqrt{b^2 \cos^4 \left( \frac{\psi}{2} \right) + \left( \frac{D\pi}{M} - \frac{1}{2} (\psi + \sin \psi) \right)^2}. \]  
(4.41)

Minimizing with respect to \( \psi \) gives the condition for the classical value for \( \psi = \psi_0 \):

\[ \psi_0 - \frac{2D\pi}{M} = (b^2 - 1) \sin \psi_0 \]  
(4.42)

whereupon inserting this into Eq. (4.41) gives the minimized, classical Hamiltonian density:

\[ \mathcal{H}_{\text{min}} = \frac{bM}{2\pi^2 \alpha' h_0^{1/2}} \sqrt{\cos^2 \frac{\psi_0}{2} \left( 1 + (b^2 - 1) \sin^2 \frac{\psi_0}{2} \right)}. \]  
(4.43)

Integrating this over the remaining spatial coordinate \( x \) results in the minimized classical energy

\[ E = \int dx \mathcal{H}_{\text{min}} = L \mathcal{H}_{\text{min}} \]  
(4.44)

where \( L \) is a large distance in the \( x \)-direction.

Making the identification

\[ D = k - \frac{M}{2} \]  
(4.45)

and comparing the classical, minimized D3-brane energy, Eq. (4.44), with the \( k \)-string energy, Eq. (1.3), we identity \( \mathcal{H} \) with the \( k \)-string tension, \( T_k \)

\[ \mathcal{H}_{\text{min}} = T_k \]  
(4.46)

If we are to make the approximation \( b \approx 1 \), as in [4], the constraint, Eq. (4.42), becomes

\[ \psi_0 \approx 2 \frac{k\pi}{M} - \pi \]  
(4.47)

and we acquire an approximate sine law for the \( k \)-string tension, Eq. (4.46)

\[ T_k \sim bM \sin \frac{k\pi}{M}. \]  
(4.48)

If we are to solve for the tension exactly, we must solve the transcendental Eqs. (4.42) and (4.46). Fig. 4.2 compares this exact \( k \)-string tension to both the sine law and Casimir law for various values of \( M \), including the large \( M \) limit. Notice the expected phenomenon of \( k \)-ality exhibited in all models: the \( k \)-string tension vanishes for \( k = 0 \)
and \( k = M \). Also, notice how the Klebanov Strassler \( k \)-string tension always lies in between the Casimir and Sine Laws, and that it approaches both simultaneously for small values of \( M \).

Summarizing this analysis, we found the gauge/gravity correspondence to manifest itself as a dual description between SU\((M)\) \( k \)-strings and D3-branes endowed with electric flux in the Klebanov-Strassler background. Our calculation found approximate agreement with the sine law and casimir laws for the \( k \)-string tension.

Figure 4.2: Exact solutions for the Klebanov Strassler (KS) \( k \)-string in units of the \( k = 1 \) tension, compared to the sine and Casimir laws. The large \( M \) plot was made for \( M = 300 \). Plots with \( M \gg 300 \) look very nearly identical to this plot. The peaks for the \( k \)-string tension in the large \( M \) limit are denoted on the \( y \)-axis.
4.3 Duality with the Cvetic, Gibbons, Lü, and Pope Background: $k$-string Tension in $2+1$

The calculation in this section will parallel the calculation in the previous section. After briefly reviewing the background of Cvetic, Gibbons, Lü, and Pope (CGLP) \[3\], we will calculate the dual 2+1 $k$-string tension. In $2+1$, there is more to compare with in the lattice and Hamiltonian communities. We will see that the $k$-string tension calculated as a supergravity dual of a D4-brane in the CGLP background aligns with the tension of antisymmetric quark representations of $2+1$ $k$-strings in both the lattice and Hamiltonian communities. This section is a summary of work previously published in \[8\].

4.3.1 Review of the CGLP Background

In type IIA supergravity, a source of D2-branes and $N$ coincident fractional D2-branes with fluxes \[3, 5, 52\]

\[
H_3 = dB_2 = \frac{m}{l} a^2 u_1 h dr \wedge X_2 + \frac{m}{l} b^2 u_2 h dr \wedge J_2 + \frac{m}{l} ab^2 u_3 X_3, \quad C_1 = 0
\]

\[
F_4 = dC_3 = m g_s^{-1} \left[ ab^2 u_3 \epsilon_{ijk} \mu^i h dr \wedge D\mu^j \wedge J^k + a^2 b^2 u_2 X_2 \wedge J_2 + \frac{1}{2} b^4 u_1 J_2 \wedge J_2 \right] +
+ g_s^{-1} dx^0 \wedge dx^1 \wedge dx^2 \wedge dH^{-1}.
\]

results in the CGLP Einstein frame solution

\[
ds_{10}^2 = H^{-5/8} dx^\alpha dx^\beta \eta_{\alpha\beta} + H^{3/8} ds_7^2,
\]

\[
e^\Phi = g_s H^{1/4}
\]

where $\eta_{\alpha\beta}$ is $\mathbb{R}^{1,2}$, and

\[
ds_7^2 = l^2 [h^2 dr^2 + a^2 (D\mu^i)^2 + b^2 d\Omega_4^2],
\]

\[
X_2 \equiv \frac{1}{2} \epsilon_{ijk} \mu^i D\mu^j \wedge D\mu^k, \quad J_2 \equiv \mu^i J^i, \quad X_3 \equiv dX_2 = dJ_2
\]

where the radial coordinate, $r = 1$ to $\infty$.

In the above, $l$, $m$, and $g_s$ are constants, and $a, b, h, u_i$ and $H$ are functions of
\( r [3, 5] \).

\[
\begin{align*}
  h^2 &= (1 - r^{-4})^{-1}, \quad a^2 = \frac{1}{4} r^2 (1 - r^{-4}), \quad b^2 = \frac{1}{2} r^2 \\
  u_1 &= r^{-4} + P(r) r^{-5} (r^4 - 1)^{-1/2}, \quad u_2 = -\frac{1}{2} (r^4 - 1)^{-1} + P(r) r^{-1} (r^4 - 1)^{-3/2}, \\
  u_3 &= \frac{1}{4} r^{-4} (r^4 - 1)^{-1} - \frac{3r^4 - 1}{4r^5 (r^4 - 1)^{3/2}} P(r) \\
  P(r) &= \int_1^r \frac{d\rho}{\sqrt{\rho^4 - 1}} \\
  H(r) &= \frac{m^2}{2r^6} \int_r^\infty \rho (2u_2(\rho) u_3(\rho) - 3u_3(\rho)) d\rho.
\end{align*}
\]

The parameter \( l \) is similar to \( \epsilon \) in the deformed conifold [5, 53, 2].

The differential element \( D\mu^i \) is

\[
D\mu^i = d\mu^i + \epsilon_{ijk} A^j \mu^k
\]

where the \( \mu^i \) are coordinates on a unitless \( \mathbb{R}^3 \) constrained to a unit \( S^2 \) surface, \( \mu^i \mu^i = 1 \).

The \( A^i \) are \( SU(2) \) Yang-Mills instanton one forms living on the \( S^4 \)

\[
\begin{align*}
  A^1 &= \cos \psi d\chi + \cos \theta d\phi \\
  A^2 &= \cos \psi \sin \chi d\theta - \cos \chi \sin \theta d\phi \\
  A^3 &= \cos \psi \sin \chi \sin \theta d\phi + \cos \chi d\theta
\end{align*}
\]

and compose an anti-symmetric \( SU(2) \) Yang-Mills two form, \( J^i \),

\[
\begin{align*}
  J^i &= J^i_{\alpha\beta} \hat{e}^\alpha \hat{e}^\beta = dA^i + \frac{1}{2} \epsilon^{ijk} A^j \wedge A^k, \\
  \hat{e}^\alpha &= (d\psi, \sin \psi d\chi, \sin \psi \sin \chi d\theta, \sin \psi \sin \chi \sin \theta d\phi)
\end{align*}
\]

which satisfies the algebra of the unit quaternions,

\[
J^i \gamma_j J^j_{\gamma\beta} = -\delta^i_\beta \delta^\gamma_\alpha + \epsilon^{ij}_{\kappa \mu} J^\kappa_{\alpha\beta},
\]

whose solution in terms of Eqs. (4.60) and (4.61) is

\[
J^1_{12} = J^1_{34} = J^2_{13} = J^2_{42} = J^3_{14} = J^3_{23} = -1
\]

We now solve Eqs. (4.49) and (4.50) for \( B_2 \) and \( C_3 \). In calculating \( B_2 \), the identities in Eq. (4.54) are very helpful. Using these, we solve for \( B_2 \), up to a total derivative, to
be
\[ lB_2 = m \left( \int_1^r f_1(u) du \right) X_2 + m \left( \int_1^r f_2(r) du \right) J_2 \]
\[ f_1(u) = a^2(u) u_1(u) h(u), \quad f_2(u) = b^2(u) u_2(r) h(u). \]  
(4.65)

Notice that this vanishes when \( r = 1 \). This will be important for our ensuing calculations as it is where we will position our probe D4-brane. We choose the following solution for \( C_3 \):
\[ C_3 = -\frac{x^2 dr \wedge dx^0 \wedge dx^1}{gs H(r)^2} + \frac{3m}{8gs} \xi(\psi) d\Omega_3 + \frac{m}{2gs} u_2(r)b(r)^2 a(r)^2 \epsilon_{ijk} \mu^i D \mu^j \wedge J^k \]  
(4.66)
\[ \xi(\psi) = \int_0^\psi \sin^3 u du, \quad d\Omega_3 \equiv \sin^2 \chi \sin \theta d\chi \wedge d\theta \wedge d\phi, \]  
(4.67)
which is the same as that chosen in [5], up to a total derivative.

The constant \( m \) is proportional to the number \( N \) of stacked fractional D2-branes that the background describes, which is also the number \( N \) of colors for the dual supersymmetric \( SU(N) \) gauge theory [5]. Using the Dirac quantization condition [5]
\[ \int_{S^4} F_4 = 8\pi^3 \alpha'^3/2 N, \]  
(4.68)
and the \( r \to 1 \) limiting behavior of \( F_4 \)
\[ F_4 \to \frac{3}{8} d\Omega_4 + \frac{71^4}{16gs F_0^2} dx^0 \wedge dx^1 \wedge dx^2 \wedge dr. \]  
(4.69)
we can calculate the proportionality constant: \( m = 8\pi \alpha'^3/2 gs N \).

Also, we must mention that there is another CGLP solution. To acquire the other solution, \( d\Omega_4^2 \) can be substituted for a metric over \( \mathbb{C} \mathbb{P}^2 \). We will work only with the 4-sphere, \( d\Omega_4^2 \).

4.3.2 A Coordinate Transformation

The CGLP metric, Eq.(4.51), has a horizon at \( r = 1 \). When we apply the coordinate transformation
\[ \tau = \sqrt{r - 1}. \]  
(4.70)
the horizon is now located at \( \tau = 0 \) and the metric becomes
\[
 ds^2 = l^2 \left( f(\tau)^2 d\tau^2 + a^2 (D\mu^i)^2 + b^2 d\Omega_4^2 \right) 
\]
\[
 f(\tau) = \frac{2\tau}{\sqrt{1 - (1 + \tau^2)^{-1}}}. 
\]
Notice that \( f(\tau) \) is finite as \( \tau \to 0 \). Here are the expansions of all the aforementioned relevant functions in the \( \tau \to 0 \) limit:
\[
 a(r(\tau)) = \tau + O(\tau^3), \quad b(r(\tau)) = \frac{1}{\sqrt{2}}(1 + \tau^2), 
\]
\[
 u_1(r(\tau)) = \frac{3}{2} - 7\tau^2 + O(\tau^4), \quad u_2(r(\tau)) = -\frac{1}{4} + \frac{7}{10} \tau^2 + O(\tau^4), 
\]
\[
 u_3(r(\tau)) = -\frac{1}{4} + \frac{7}{5} \tau^2 + O(\tau^4), \quad f(\tau) = 1 + \frac{5}{4} \tau^2 + O(\tau^4), 
\]
\[
 H(r(\tau)) = H_0 - H_2 \tau^2 + O(\tau^4)), \quad H_0 = \frac{m^2}{l_6} I_0, \quad H_2 = \frac{m^2}{l_6} \frac{7}{16}, 
\]
\[
 I_0 \equiv \int_1^{\infty} \rho (2u_2(\rho)u_3(\rho) - 3u_3(\rho))d\rho \approx 0.10693 \ldots \quad (4.72) 
\]
One can use these expansions to show that \( B_2 \) and \( C_3 \) become, under the coordinate transformations Eq. (4.70),
\[
 B_2 = -\frac{m}{8l} \tau J_2 + O(\tau^3) \quad (4.73) 
\]
\[
 C_3 = -\frac{2\tau^2 \tau^2 dx^0 \wedge dx^1}{g_s H(r(\tau))^2} + \frac{3m}{8g_s} \left( \xi(\psi) d\Omega_3 - \frac{1}{6} \tau^2 \epsilon_{ijk} \mu^i J^k \right) + O(\tau^4). \quad (4.74) 
\]

### 4.3.3 The D4-brane Hamiltonian and the 2+1 k-string

**Tension**

We now outline the calculation of the CGLP k-string tension originally presented in [5]. We use the version of the CGLP metric that was used there, which is conformally related to the Einstein Frame CGLP metric, Eq. (4.51), by \( G_{\mu\nu} \to H_0^{1/8} G_{\mu\nu} \):
\[
 ds^2 = H_0^{1/8} (H^{-3/8} dx_3^2 + H^{5/8} ds_7^2) 
\]
which coincides with the string frame metric at \( r = 1 \ (\tau = 0)^2 \).

Considering the classical D4-brane action, Eq. (4.12) with \( p = 4 \):
\[
 S_4 = -\mu_4 \int d^5 \zeta e^{-\Phi} \sqrt{\mathcal{M}} + \mu_4 \int \left( \frac{1}{2} C_1 \wedge \mathcal{F} \wedge \mathcal{F} + C_3 \wedge \mathcal{F} \right), \quad (4.76) 
\]
\(^2\text{The full string frame metric, } ds^2 = H^{-1/2} dx_3^2 + H^{1/2} ds_7^2, \text{ was used in [8]}\)
we label the world volume coordinates of the probe D4-brane as
\[ \zeta^a = (t, x, \chi, \theta, \phi), \]  
(4.77)
and investigate the classical solution for an electrically charged D4-brane sitting at the source \( \tau = 0 \), in temporal gauge \( A_t = 0 \):
\[ X^\mu = (x^0, x^1, x^2, \psi, \chi, \theta, \phi, \mu^1, \mu^2, \mu^3, \tau) \]
\[ = (t, x, 0, \psi = \psi_0, \chi, \theta, \phi, 0, 0, 1, 0) \quad \text{scalar fields} \]
(4.78)
\[ F = F_{tx} dt \wedge dx = \dot{A}_x dt \wedge dx \quad \text{U(1) gauge fields} \]
(4.79)
\[ \Theta = 0 \quad \text{fermion fields.} \]
(4.80)
We again expect this to be dual to an IR \( k \)-string. The 11 scalar fields, \( X^\mu \), are really 10 independent scalar fields, as the \( \mu^i \) fields are constrained to \( (\mu^i)^2 = 1 \). Direct substitution of this solution into Eqs. (4.73), (4.74), and (4.75) leads to the pullbacks to the D4-brane:
\[ B_2 = 0, \quad C_3 = C_3^{(0)} \equiv \frac{3m}{8g_s} \xi(\psi) d\Omega_3, \]
\[ ds^2_{D_4} = g_{ab} d\zeta^a d\zeta^b = H_0^{-1/2} (-dt^2 + dx^2) + \frac{6}{R} d\Omega_3^2 \]
(4.81)
where the scalar curvature is
\[ R = \frac{12}{H_0^{1/2} l^2} \csc^2 \psi_0. \]
(4.82)
Since \( B_2 = 0 \), \( F \) becomes simply
\[ H_0^{1/2} F = H_0^{1/2} (2\pi \alpha' F) \equiv E_x dt \wedge dx \]
(4.83)
Now we have all the pieces necessary to calculate the D4-brane action. Proceeding as in the previous section, we simplify the D4-brane action, Eq. (4.76), by integrating over the angular coordinates \( \chi, \theta, \) and \( \phi \):
\[ S_4 = \int dt \mathcal{L}, \]
(4.84)
\[ \mathcal{L} = -\alpha N \sqrt{1 - E_x^2 \sin^2 \psi} + qN E_x \xi(\psi) \]
\[ \alpha = \frac{\ell^3}{2\sqrt{2\pi m\alpha'}}, \quad q = \frac{3}{2^{3/2} I_0^{1/2} \alpha} \]
(4.85)
where \( L \) is the periodic length of the probe D4-brane’s \( x \)-direction, which has been integrated out. Because of the periodicity in the gauge field \( F \), the conjugate momentum
A similar calculation in the Maldacena-Nastase (MNa) background [54], leads one to a sine law [55]:

\[ T \sim N \sin \frac{\pi k}{N}. \]  

(4.91)

Table 4.2 compares the tension calculated from the CGLP background Eq. (4.90) to the sine-law, Eq. (4.91), Casimir law, and various results from the lattice calculations and Hamiltonian formulation.

Table 4.2 shows that CGLP k-strings seem to be closely related to the anti-symmetric representation, as predicted, while at the same time, are closer to a Casimir law than a sine law. We also see that MNa k-strings, which follow a sine law, seem to align better with the anti-symmetric representation than the symmetric representation. Following the work of Gomis and Passerini [56, 57], one can expect certain backgrounds to be dual to k-strings in particular representations. Further tension calculations, in
various backgrounds, are necessary to test this.

Table 4.2: Comparison of $T_k/T_f$ from various methods.

| Group | $k$ | CGLP   | MNa(Sine) | Casimir | lattice   | Karabali-Nair |
|-------|-----|--------|-----------|---------|-----------|---------------|
| $SU(4)$ | 2   | 1.310  | 1.414     | 1.333   | 1.353(A)  | 1.332(A)      |
|        |     |        |           |         | 2.139(S)  | 2.400(S)      |
| $SU(5)$ | 2   | 1.466  | 1.618     | 1.5     | 1.528*    | 1.529*        |
| $SU(6)$ | 2   | 1.562  | 1.732     | 1.6     | 1.617(A)  | 1.601(A)      |
|        |     |        |           |         | 2.190(S)  | 2.286(S)      |
|        | 3   | 1.744  | 2.0       | 1.8     | 1.808(A)  | 1.800(A)      |
|        |     |        |           |         | 3.721(S)  | 3.859(S)      |
|        |     |        |           |         | 2.710(M)  | 2.830(M)      |
| $SU(8)$ | 2   | 1.674  | 1.848     | 1.714   | 1.752*    | 1.741*        |
|        | 3   | 2.060  | 2.414     | 2.143   | 2.174*    | 2.177*        |
|        | 4   | 2.194  | 2.613     | 2.286   | 2.366*    | 2.322*        |

Note: $T_k$ is $k$-string tension and $T_f$ is the fundamental string tension, i.e., $k = 1$. CGLP data is calculated from the transcendental Eqs. (4.90) and (4.89). Sine and Casimir data is calculated from Eq. (1.4). Table from [8].

S = symmetric, calculated directly from [19].

A = antisymmetric, calculated directly from [19].

M = mixed, calculated directly from [19].

* = antisymmetric, quoted directly from [15].
CHAPTER 5
ONE LOOP CORRECTIONS TO THE K-STRING ENERGY
VIA GAUGE/GRAVITY DUALITIES

We now investigate the one loop quantum corrections to the D$p$-brane energies found in Chapter 4. We find these corrections to be dual to the Lüscher term for $k$-strings in the IR of the corresponding gauge theory. In $2 + 1$ space-time dimensions, we have lattice gauge theory data to compare with, where we find good agreement.

5.1 Approximation Technique for the One Loop Energy

Employing the same techniques as in [8, 7, 47, 58], we will now fluctuate around the classical solutions of the previous chapter and calculate the one loop corrections to the classical energy, defined in Eq. (4.18). As this is a field theory of scalar fields, vector fields, and fermions, let us first continue our analysis started in section 4.1 of the free energy of scalar field fluctuations, $\delta \varphi$, now in $p + 1$ dimensions:

$$\delta S = \frac{1}{2} \int d^{p+1} \zeta ((\nabla \delta \varphi)^2 + m^2 \delta \varphi^2)$$  \hspace{1cm} (5.1)

whose equations of motion give

$$0 = (-\nabla^2 + m^2)\delta \varphi$$

$$= (\partial_t^2 - \partial_i^2 + m^2)\delta \varphi$$

$$= (-\omega^2 + p_i^2 + m^2)\delta \varphi$$

$$\Rightarrow \omega^2 = p_i^2 + m^2.$$  \hspace{1cm} (5.2)

Now, moving to imaginary time, $\tau = i\tau$, and Wick rotating to a Euclidean action

$$\delta S_E = \frac{1}{2} \int d\tau d^p \zeta ((\partial_\tau \delta \varphi)^2 + (\partial_i \delta \varphi)^2 + m^2 \delta \varphi^2$$

$$= \frac{1}{2} \int d\tau d^p \zeta \delta \varphi(-\partial_\tau^2 - \partial_i^2 + m^2)\delta \varphi + \text{surface term}$$  \hspace{1cm} (5.3)
we can calculate the free energy of the fluctuations:

\[
\delta E = -\frac{1}{\beta} \log \int D\delta \varphi e^{-\delta S_E} = -\frac{1}{\beta} \log \left( \det(-\partial_i^2 - \partial_l^2 + m^2) \right)^{-1/2}.
\] (5.4)

Guided by our eventually goal of a gauge dual description of k-strings, with fixed quark sources, we impose vanishing boundary conditions [47, 7, 8]:

\[
\delta \varphi = \sin(n\pi \tau/\beta) \sin(n_1 \pi x^1/L_1) \cdots \sin(n_p \pi x^p/L_p),
\] (5.5)

where \( p_i = n_i \pi / L_i \) with no \( i \) sum, which allows us to perform the functional determinate:

\[
\delta E = \frac{1}{2\beta} \log \prod_{n,p_i} \left( \frac{\pi^2 n^2}{\beta^2} + p_{i}^2 + m^2 \right)
= \frac{1}{2\beta} \sum_{n,\omega} \log \left( \frac{\pi^2 n^2}{\beta^2} + \omega^2 \right)
\] (5.6)

where we have identified \( \omega^2 = p_{i}^2 + m^2 \) from the equations of motion of the action, Eq. (5.2). Investigating large times \( \beta \), we take the continuum limit, \( \sum_n \to \int \, dn \):

\[
\delta E = \frac{1}{2\beta} \sum_{\omega} \int \, dn \log \left( \frac{\pi^2 n^2}{\beta^2} + \omega \right)
= \frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \int \, du \ u^{-1/2} \log(u\omega + \omega)
= \frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \int \, du \ u^{-1/2} \left[ -\frac{\partial}{\partial v} (u\omega + \omega)^{-v} \right]_{v=0}
\] (5.7)

where we have used

\[
\log x = -\frac{\partial}{\partial v} x^{-v}|_{v=0}.
\] (5.8)

Moving \( \partial/\partial v \) out of the integral, we calculate:

\[
\delta E = -\frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \left[ \frac{\partial}{\partial v} \int_0^\infty \, du \ u^{-1/2} (u\omega + \omega)^{-v} \right]_{v=0}
= -\frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \left[ \frac{\partial}{\partial v} \left( \omega^{-v} \int_0^\infty \, du \ \frac{u^{\frac{1}{2} - 1}}{(u + 1)^{\frac{1}{2} + v - \frac{1}{2}}} \right) \right]_{v=0}
\]

\[
\to -\frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \left[ \frac{\partial}{\partial v} \left( \omega^{-v} B \left( \frac{1}{2}, v - \frac{1}{2} \right) \right) \right]_{v=0}
\]

\[
= -\frac{1}{4\pi} \sum_{\omega} \sqrt{\omega} \left( -2\pi \right)
\]

\[
= \frac{1}{2} \sum_{\omega}
\] (5.9)
where we have used the regularization procedure (see App. A)

\[ B(x, y) = \int_0^\infty du \frac{u^{x-1}}{(u+1)^{x+y}}, \quad \text{Re}(x) > 0, \ \text{Re}(y) > 0, \]

\[ \rightarrow B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}, \quad (5.10) \]

We see that the free energy of the scalar field fluctuations is given by the canonical formula for the free energy of a harmonic oscillator.

Motivated by this calculation, and inspired by [47, 59, 58], we define the energy of one loop corrections to the D-brane energy, Eq. (4.18), as:

\[ \delta E \equiv \delta E_b + \delta E_f \]

\[ = \frac{1}{2} \sum \omega_b - \frac{1}{2} \sum \omega_f, \quad (5.11) \]

where the \( \omega_b \)'s (\( \omega_f \)'s) are the eigenmodes of the equations of motion of the fluctuations \( \delta X \) and \( \delta A \) (\( \delta \Theta \)):

\[ X^\mu = X^\mu_{(0)} + \delta X^\mu, \quad A^m = A^m_{(0)} + \delta A^m, \quad \Theta = 0 + \delta \Theta, \quad (4.16) \]

derived from \( \delta S_p \); the fluctuation of the Dp-brane action, Eq. (3.73), from its classical value, Eq. (4.12):

\[ S_p = S_p^{(0)} + \delta S_p + O(\delta^3), \quad (4.17) \]

where \( \delta S_p \) splits up into its bosonic and fermionic parts:

\[ \delta S_p = \delta S^b_p[\delta X, \partial \delta X, \partial \delta A] + \delta S^f_p[\delta \Theta, \partial \delta \Theta]. \quad (5.12) \]

The topology of the Dp-branes we will investigate is \( R^{1,1} \times S^{p-2} \), and in both cases we will find bosonic eigenmodes, derived from \( \delta S^b_p \), of the form:

\[ \omega = \sqrt{p_x^2 + m^2 + f(p_x, \Omega_{p-2})} \quad (5.13) \]

where \( m \) is the mass of the oscillation and \( f(p_x, \Omega_{p-2}) \) is a function of \( p_x = n\pi/L \), the momentum along the spatial \( R^{1,1} \) direction, and \( \Omega_{p-2} \), the degrees of freedom associated with the \( S^{p-2} \). As we expect the propagator for massive modes to be exponentially suppressed by a factor \( e^{-mL} \), we do not expect massive modes to contribute to the L"uscher term for large quark separation \( L \) [7, 8]. Our calculation for the one loop bosonic energy will support this claim. Based on this, we will assume that the fermionic one loop energy will not contribute to the L"uscher term, as all fermionic eigenmodes,
derived from $\delta S_p^f$, are all found to be massive.

We proceed to find the form of the bosonic and fermionic actions for the fluctuations, Eq. (5.12), their resulting equations of motion, their eigenmodes, and finally, the energy of the fluctuations. Section 5.2 summarizes this calculation for a probe D3-brane ($p = 3$) in the KS background, which is dual to a $d = 3 + 1$ k-string. Section 5.3 summarizes the calculation of a probe D4-brane ($p = 4$) in the CGLP background, which is dual to a $d = 2 + 1$ k-string. The calculations are given explicitly in appendices D and E, both of which can be written succinctly in the formula:

$$\delta E(d, p) = -\frac{\pi(d + p - 3)}{24L} + \beta^d. \tag{4.19}$$

where $\beta^d$ is constant with respect to large quark separation $L$. Putting this together with Eq. (4.8), we find the total energy for a Dp-brane embedded in a supergravity background takes the form

$$E(k, d, p) = T_k L - \frac{\pi(d + p - 3)}{24L} + \beta^d \tag{5.14}$$

for large $L$. This is the same form the energy for k-strings takes, Eq. (1.3), supporting our proposed correspondence, Eq. (1.6). The next two sections summarize the one loop energy calculations from the explicit calculations given in App. D.

5.2 One Loop Energy of a D3-brane in the KS Background

We now discuss fluctuations of the classical D3-brane solution in the KS background. We first discuss fluctuations of the bosons about the classical solution, Eqs. (4.27) and (4.28), and then we discuss fluctuations of the fermions about the classical solution, Eq. (4.29). This section is a summary of work previously published in [7].

5.2.1 Bosonic Fluctuations

Keeping the D3-brane parametrization in Eq. (4.27) held fixed to:

$$X^0 = t, \quad X^1 = x, \quad \theta_p = \frac{1}{2}(\theta_1 + \theta_2) = \theta, \quad \phi_m = \frac{1}{2}(\phi_1 - \phi_2) = \phi, \tag{5.15}$$
we fluctuate the remaining bosonic fields in the following way
\[
\begin{align*}
\theta_m &\equiv \frac{1}{2}(\theta_1 - \theta_2) = \delta \theta_m, \quad \phi_p \equiv \frac{1}{2}(\phi_1 + \phi_2) = \delta \phi_p \\
X^2 &\equiv \delta X^2, \quad X^3 = \delta X^3 \\
\psi &\equiv \psi_0 + \delta \psi, \quad \tau = \tau_0 + \delta \tau,
\end{align*}
\]

leading to the bosonic part of the fluctuation of the D3-brane action

\[
\delta S_3^{\text{b}} = -\int d^4\zeta \sqrt{g^{(\text{eff})}} \left\{ c_X \sum_{i=2,3} \nabla^a \delta X^i \nabla_a \delta X^i + c_A \left[ \frac{1}{16\pi} \delta F^{ab}_\theta \delta F_{ab} + \delta A_a j^a \right] + c_r [\nabla^a \delta \tau \nabla_a \delta \tau + m_r^2 \delta \tau^2 + \nabla^a \Psi \nabla_a \Psi - R \Psi^2] \right\} + \text{Total Derivatives}.
\]

Here we notice that the linear fluctuations vanish, up to total derivatives, signifying that we are truly fluctuating around a classical solution. The covariant derivative, \( \nabla_a \), is with respect to an effective metric, \( g^{(\text{eff})}_{ab} \), on the D3-brane

\[
ds^2 = g_{ab}^{(\text{eff})} d\zeta^a d\zeta^b = g_{xx} (-dt^2 + dx^2) + \frac{2}{R} (d\theta^2 + \sin^2 \theta d\phi^2).
\]

The Euler-Lagrange equations for the bosonic fields derived from the action, Eq. (5.17), take the form:

\[
\begin{align*}
\nabla^2 \delta X^i &= 0, \quad i = 2, 3 \\
\nabla^2 \delta \tau - m_r^2 \delta \tau + \frac{c_A}{2c_r} Q \tau \csc \theta \delta F_{\theta \phi} &= 0 \\
\nabla^2 \Psi + R \Psi + \frac{c_A}{2c_r} Q \Psi \delta F_{tx} &= 0 \\
\nabla^a \delta F_{ab} - 4\pi j_b &= 0.
\end{align*}
\]

In Eq. (5.21), we see the field \( \Psi \equiv \delta \psi + 2 \cos \theta \delta \phi \) is tachyonic. This is remedied by the gauge fixing procedure for \( \delta A_a \) described in App. D.1.2. After this and then solving the rest of the equations with Eqs. (D.25), (D.26), (D.27), and (D.36), the problem reduces to the eigenvalue problem
\[
\begin{pmatrix}
\tilde{\Psi} \\
\tilde{X}^2 \\
\tilde{X}^3 \\
\tilde{\tau} \\
\tilde{\Lambda}_{\theta} \\
\tilde{\Lambda}_{\phi}
\end{pmatrix}
= \begin{pmatrix}
\omega_1^2 & 0 & 0 & 0 & 0 \\
0 & \omega_2^2 & 0 & 0 & 0 \\
0 & 0 & \omega_3^2 & 0 & 0 \\
0 & 0 & 0 & \omega_4^2 & -g_{xx} Q \frac{m}{R} \sqrt{l(l+1)} \\
0 & 0 & 0 & 0 & \omega_5^2
\end{pmatrix}
\begin{pmatrix}
\tilde{\Psi} \\
\tilde{X}^2 \\
\tilde{X}^3 \\
\tilde{\tau} \\
\tilde{\Lambda}_{\theta} \\
\tilde{\Lambda}_{\phi}
\end{pmatrix}
\]
(5.23)

where

\[
\omega_1^2 = p_x^2 + g_{xx} m_{\Phi}^2 \quad \text{and} \quad \omega_2^2 = p_x^2 + g_{xx} \frac{R}{2} l(l+1).
\]

The six eigenvalues of Eq. (5.23) are

\[
\omega^2 = \begin{cases}
p_x^2 + g_{xx} m_{\Phi}^2 & \\
p_x^2 + g_{xx} \frac{R}{2} l(l+1) & \text{3-fold degenerate} & \\
p_x^2 + \mu_{\pm}^2(l, \psi_0) & \\
\end{cases}
\]
(5.24)

where

\[
\mu_{\pm}^2(l, \psi_0) = g_{xx} \frac{R}{2} l(l+1)(1 + f_{\pm}(l, \psi_0)) \geq 0,
\]
(5.25)

\[
f_{\pm}(l, \psi_0) = \frac{f_1(\psi_0)}{l(l+1)} \left(1 \pm \sqrt{1 + \frac{f_2(\psi_0)}{f_1^2(\psi_0)}} l(l+1)\right).
\]
(5.26)

The effective mass \(\mu_{\pm}^2(l, \psi_0)\) is greater than zero except in the case \(\mu_{\pm}^2(l = 0, \psi_0) = 0\).

The energy of these bosonic fluctuations is calculated in App. D.1.3 to be

\[
\delta E_b = -\frac{(d+p-3)\pi}{24L} + \beta_b^3
\]
(5.27)

where for the present case of a D3-brane in the KS background, \(p = 3\) and \(d = 4\). The term \(-\frac{(d+p-3)\pi}{24L}\) is due to the massless modes, and we identify it with the Lüscher term for a \(k\)-string in \(d = 3 + 1\). The function \(\beta_b^3 = \beta_b^3(k, M)\), given by Eq. (D.47), is due to the massive modes and is constant of large quark separation \(L\).
5.2.2 Fermionic Fluctuations

Fluctuating around the classical solution $\Theta = 0 + \delta \Theta$ of the probe D3-brane, the action for fermionic fluctuations in Eq. (5.12) becomes:

$$\delta S^f_3 = \frac{H}{2 g_s} \int d^4 \zeta \sqrt{\mathcal{M}} \delta \bar{\Theta} [ \mathcal{M}^{-1} ]^{ab} \Gamma_b \delta \Theta + M_1 + M_2 + M_3 ] \delta \Theta$$

(5.28)

which easily gives the Euler-Lagrange equations:

$$[ \mathcal{M}^{-1} ]^{ab} \Gamma_a \partial_b + M_1 + M_2 + M_3 ] \delta \Theta = 0.$$  

(5.29)

The mass matrices, $M_1$, $M_2$, and $M_3$, are found in Eqs. (E.23), (E.24), and (E.25), and we see that all the fermionic fields are massive. In App. E.2 we show how Eq. (5.29) can be simplified to the eigenvalue problem

$$\omega \tilde{\Theta}_1 = \mathcal{H}^{(f)}_1 \tilde{\Theta}_1$$

(5.30)

$$\omega \tilde{\Theta}_2 = \mathcal{H}^{(f)}_2 \tilde{\Theta}_2$$

(5.31)

where $\tilde{\Theta}_i$ are eight component spinors acted on by the $8 \times 8$ matrices $\mathcal{H}^{(f)}_i$, Eqs. (E.51) and (E.52), which have the same, eight massive eigenmodes

$$\omega = \begin{cases} 
\pm \sqrt{c_{10}(p,l)} + \sqrt{c_8(p,l)} \pm \sqrt{c_{9+}(p,l)} \\
\pm \sqrt{c_{10}(p,l)} - \sqrt{c_8(p,l)} \pm \sqrt{c_{9-}(p,l)} 
\end{cases}$$

(5.32)

Regularization of these eigenmodes proves to be quite a monumental task. As they are massive, we do not expect them to contribute to the Lüscher term as the propagators for modes of mass $m$ go as $e^{-mL}$ [7, 8]. In fact, we found in the detailed analysis of section 5.2.1 that the massive bosons in the KS background contributed only a constant energy at large $L$. From this evidence, we estimate that these fermions, upon regularization, will contribute such a constant to the KS one loop energy. We find then the total one loop energy of D3-brane in the KS background to be

$$\delta E(d, p) = -\frac{\pi(d + p - 3)}{24L} + \beta^d$$

(5.33)

with $d = 4$ and $p = 3$, and where $\beta^d$ is the sum of the bosonic constant energy, given by Eq. (D.47), and the contribution of the fermions.
5.3 One Loop Energy of a D4-brane in the CGLP Background

In a parallel calculation to the one in the previous section, we now discuss fluctuations of the classical D4-brane solution in the CGLP background. We first discuss fluctuations of the bosons about the classical solution, Eqs. (4.78) and (4.79), and then we discuss fluctuations of the fermions about the classical solution, Eq. (4.80). This section is a summary of work previously published in [8].

5.3.1 Bosonic Fluctuations

As shown explicitly in App. D.2, the fluctuations

$$ x^2(ζ) = 0 + δx^2(ζ), \quad ψ(ζ) = ψ_0 + δψ(ζ), $$

$$ τ(ζ) = τ_0 + δτ(ζ), \quad μ^i(ζ) = μ^i_0 + δμ^i(ζ), $$

$$ F = \frac{E}{2πα′H_0^{1/2}}dt ∧ dx + ∂_a δ A_b dζ^a ∧ dζ^b $$ (5.34)

lead to the action for bosonic fluctuations of a D4-brane in the CGLP background:

$$ δS_4^b = -\int -\det(g^{(eff)}) d^5ζ \left\{ c_x δx^2 δx^2 + c_ψ \left[ δψ δψ - \frac{R}{2} δψ^2 \right] + 
+ c_τ \left[ δτ δτ + m^2(χ, θ) δτ^2 \right] + c_A \left[ \frac{1}{16π} δF^{ab} δF_{ab} + j^a δA_a \right] + 
+ \text{total derivatives} \right\}, $$ (5.35)

noticing that as in the KS calculation, the linear fluctuations vanish, up to total derivatives, signifying that we are truly fluctuating around a classical solution. The covariant derivative, \( \nabla_a \), is with respect to an effective metric, \( g^{(eff)}_{ab} \), on the D4-brane

$$ ds^2 = g^{(eff)}_{ab} dζ^a dζ^b = \frac{1}{g_{xx}}(-dt^2 + dx^2) + \frac{6}{R} dΩ_3^2, $$ (5.36)

where \( R \) is the same scalar curvature, Eq. (4.82), as the induced metric.

The equations of motion of the action, Eq. (5.35), are quite difficult to solve. To simplify the problem, we recall the important physical features that were found for a D3-brane in the KS background in section D.1.3 [7]. There we found the massless modes,
from which the Lüscher term was derived, to be independent of the angular degrees of freedom. Inspired by these results, we propose that in the current case of a D4-brane in the CGLP background, we can integrate out the spherical degrees of freedom, $\chi, \theta, \phi$, and still have the same number of massless modes as before and as a result, the same Lüscher term as would be calculated from the full five dimensional theory.

To proceed with this integration, we consider the fluctuations to be independent of the $S^3$ variables,

$$\delta X^\mu = \delta X^\mu(t, x), \quad \delta A_a = \delta A_a(t, x) \quad (5.37)$$

and we integrate out the $S^3$ from the action, Eq. (5.35). This results in an effective action

$$\delta S^b_{\text{eff}} = -V_3 \int dt dx \left\{ c_x \nabla_m \delta x^2 \nabla^m \delta x^2 + c_\psi \left[ \nabla_m \delta \psi \nabla^m \delta \psi - \frac{R}{2} g_{xx} \delta \psi^2 \right] + c_\tau \left[ \nabla_m \delta \tau \nabla^m \delta \tau + m^2 e \delta \tau^2 \right] + c_A \left[ \frac{1}{g_{xx} 16 \pi} \delta F^{mn} \delta F_{mn} + g_{xx} j^m \delta A_m \right] + \frac{c_A}{16 \pi} \left( \nabla_m \delta A_\chi \nabla^m \delta A_\chi + 2 \nabla_m \delta A_\theta \nabla^m \delta A_\theta + I_1 \nabla_m \delta A_\phi \nabla^m \delta A_\phi \right) + \text{total derivatives} \right\}, \quad (5.38)$$

whose equations of motion are

$$(-\partial_t^2 + \partial_x^2) \delta x^2 = 0 \quad (5.39)$$
$$(-\partial_t^2 + \partial_x^2) \delta \psi + \frac{R}{2} g_{xx} \delta \psi + \frac{c_A g_{xx} Q_\psi}{2 c_\psi} \delta F_{tx} = 0 \quad (5.40)$$
$$(-\partial_t^2 + \partial_x^2) \delta \tau - m^2 e \delta \tau = 0 \quad (5.41)$$
$$(-\partial_t^2 + \partial_x^2) \delta A_i = 0, \quad i = \chi, \theta, \phi \quad (5.42)$$
$$\partial_m \delta F^{mn} = 4\pi g_{xx}^2 j^n \quad (5.43)$$

which have the following eigenmodes

$$\omega^2 = \begin{cases} 
  p^2 & \text{4 fold degenerate} \\
  p^2 + m^2 e & \\
  p^2 + m^2_\psi 
\end{cases} \quad (5.44)$$
The calculation for the one loop correction to the bosonic $k$-string energy, $\delta E_b$, follows similarly to the KS calculation in App. (D.1.3); the result for large quark separation $L$ being

$$\delta E_b = -\frac{(d + p - 3)\pi}{24L} - \frac{1}{4}(m_e + m_\psi)$$

where $p = 4$, $d = 3$, and the Lüsher term is $\frac{(d+p-3)\pi}{24L} = -\frac{\pi}{6L}$, which is the same as the expected value, as $N$ increases, for lattice calculations done in [15]. We see that the Lüsher term is composed of $d - 2 = 1$ massless mode, $\delta x^2$, and $p - 1 = 3$ massless modes, $\delta A_i$. This results in the same formula for $d$ and $p$ that we found in the KS case, Eq. (5.27).

5.3.2 Fermionic Fluctuations

As in the previous section, we investigate $S^3$ independent solutions for the fluctuations about the classical solution

$$\Theta = 0 + \delta \Theta(t, x)$$

which after integrating out the spherical degrees of freedom results is the effective action for fermionic fluctuations:

$$\delta S^f_{\text{eff}} \propto \int dtdx \delta \Theta \Gamma' D_4((\mathcal{M}^{-1})^{mn}\Gamma_m \partial_n + M_f)\delta \Theta, \quad m, n = t, x.$$  

where the mass matrix, $M_f$, is given by Eq. (E.69). The Euler equations of this effective action can be solved by Fourier transform;

$$\Gamma'_{D_4}(i(\mathcal{M}^{-1})^{mn}\Gamma_m p_n + M_f)\delta \Theta = 0, \quad m, n = t, x \quad p_t = -\omega, \quad p_x = p,$$

and, after using the constraint, Eq. (E.16), can be reorganized into sixteen equations

$$\omega \delta \Theta = H_f \delta \Theta$$
where $H_f$ is the $16 \times 16$ matrix in Eq. (E.74), with massive eigenmodes:

$$\omega = \pm \sqrt{p^2 + \alpha_1 \pm \alpha_2}$$  \hspace{1cm} (5.50)

$$\omega = \pm \sqrt{p^2 + \alpha_3 \pm \alpha_4}$$  \hspace{1cm} (5.51)

$$\omega = \begin{cases} 
\pm \sqrt{\alpha_7(p) + \alpha_5(p) \pm \alpha_6^+(p)}, \\
\pm \sqrt{\alpha_7(p) - \alpha_5(p) \pm \alpha_6^-(p)}
\end{cases}$$  \hspace{1cm} (5.52)

From the regularization procedure used in App. A.2.1, we see that the first two sets of fermionic eigenmodes, eq. (5.50) and eq. (5.51), will contribute a constant to the fermionic energy. The remaining eigenmodes, Eq. (5.52), prove to be very difficult to regulate from their very complicated $p$-dependence. We assume that they will not contribute to the Lüscher term, as they are massive, and the propagators will go as $e^{-mL}$, $m$ being the mass of the eigenmode and $L$ the large quark separation. This leaves us with the same, succinct formula for the one loop corrections to the D4-brane energy in the CGLP background, as was found in the KS case, Eq. (5.33), where now $d = 3$, $p = 4$, and $\beta^d = \beta^4$ includes both bosonic and fermionic contributions, independent of large quark separation, $L$. 
CONCLUSION

Superstring theory allows for an attempt at unifying gravity with the gauge forces, strong and electroweak. Gauge/gravity dualities from superstring theory have been found to be useful tools to make gauge theory calculations, most notably applicable in the low energy regime. It is interesting to see how close gauge theory calculations from these gauge/gravity dualities can come to more direct methods of gauge theory calculations. In this thesis, specific gauge theory objects, known as \( k \)-strings were investigated. These are colorless combinations of strongly coupled quark-antiquark pairs which give rise to flux tubes of gauge flux. The most common calculation of this configuration found in the literature is the energy, which consists of a tension term, \( T_k L \), and a Coulombic \( \alpha/L \) correction, where \( L \) is the length between quark-antiquark pairs. Lattice gauge theory, direct Hamiltonian analysis, and string theory using gauge/gravity dualities are methods used to calculate the energy of \( k \)-strings.

This thesis reviewed string theory, how gauge/gravity dualities emerge from string theory, and how they can be used to calculate the \( k \)-string tension and make a direct comparison with lattice gauge theory and Hamiltonian results. Specifically, the objects dual to \( k \)-strings are \( Dp \)-branes embedded in confining supergravity backgrounds from low energy superstring theories. Branes embedded into two different backgrounds were investigated in detail: a D3-brane embedded in the Klebanov Strassler (KS) background, which a dual to a 3 + 1 \( k \)-string, and a D4-brane embedded in the Cvetic, Gibbons, Lü, and Pope (CGLP) background, which is dual to a 2 + 1 \( k \)-string.

In the KS case, the tension term was found to interpolate nicely between the competing models in lattice gauge theory and Hamiltonian methods: the sine law and Casimir law. We were able to briefly touch on the problem of quark representations in the CGLP case. We found, by direct comparison to tension calculations in lattice gauge theory and Hamiltonian methods, that a D4-brane in the CGLP background was more
likely dual to an anti-symmetric $k$-string representation. Both the tensions found in the KS and CGLP cases were of classical calculations on the supergravity side.

The main result of this thesis was to go beyond these classical energy calculations on the string theory side, and calculate the one loop quantum corrections, which were found to be dual to the L"uscher term on the gauge theory side. A succinct formula for the L"uscher term was found in both cases, KS and CGLP, which in the $2 + 1$ case reproduced the expected value, as $N$ increases, from a lattice gauge theory calculation.
APPENDIX A
REGULARIZATION OF INFINITE SUMS

A.1 The Riemann Zeta Function

The Riemann zeta Function is defined as [60]
\[
\zeta(s) = \sum_{n=1}^{\infty} n^{-s} \quad \text{Re}(s) > 1, \quad (A.1)
\]
where Re(s) stand for the real part of s. Through analytic continuation, one can define the \( \zeta \)-function to have finite values for all Re(s) \( \neq 1 \). An example, particularly useful for Eq. (3.14), is
\[
\zeta(-1) = -\frac{1}{12} \quad (A.2)
\]
which we can use to regulate the associated infinite sum by replacing it with the zeta function:
\[
\sum_{n=1}^{\infty} n \to \zeta(-1) = -\frac{1}{12}, \quad (A.3)
\]

Let us proceed to explicitly calculate the analytic continuation of the Riemann zeta function to values for Re(s) < 1. Consider [36]
\[
\Gamma(s)\zeta(s) = \int_{0}^{\infty} dt \; t^{s-1} e^{-t} \sum_{n=1}^{\infty} n^{-s} = \int_{0}^{\infty} \sum_{n=1}^{\infty} dt \; t^{s-1} e^{-t} n^{-s} \quad \text{Re}(s) > 1, \quad (A.4)
\]
apply the coordinate shift \( t \to nt \), and reorganize the result:
\[
\Gamma(s)\zeta(s) = \int_{0}^{\infty} dt \; t^{s-1} \sum_{n=1}^{\infty} e^{-nt} = \int_{0}^{\infty} dt \; t^{s-1} \left( \sum_{n=0}^{\infty} e^{-nt} - 1 \right) = \int_{0}^{\infty} dt \; t^{s-1} \left( \frac{1}{1 - e^{-t}} - 1 \right) = \int_{0}^{\infty} dt \; \frac{t^{s-1}}{e^t - 1} \quad (A.5)
\]
This leads us to the integral representation of the Riemann zeta function [60]:
\[
\zeta(s) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} dt \; \frac{t^{s-1}}{e^t - 1} \quad (A.6)
\]
We wish to pull out the pole structure of Eq. (A.5). As it will soon be shown, the poles in this integral come from the interval \(0 < t < 1\) and so we first break up the integral

\[
\Gamma(s)\zeta(s) = \int_0^1 dt \frac{t^{s-1}}{e^t - 1} + \int_1^\infty dt \frac{t^{s-1}}{e^t - 1} \tag{A.7}
\]

Looking at the power expansion

\[
\frac{1}{e^t - 1} = \frac{1}{t} - \frac{1}{2} + \frac{t}{12} - \frac{t^3}{120} + \ldots, \tag{A.8}
\]

we add and subtract these first few terms from the left integrand in Eq. (A.7).

\[
\Gamma(s)\zeta(s) = \int_0^1 dt \frac{t^{s-1}}{e^t - 1} \left(\frac{1}{e^t - 1} - \frac{1}{t} + \frac{1}{2} - \frac{t}{12} + \frac{t^3}{120}\right) + \int_0^1 dt \frac{t^{s-1}}{e^t - 1} \left(\frac{1}{t} - \frac{1}{2} + \frac{t}{12} - \frac{t^3}{120}\right) + \\
+ \int_1^\infty dt \frac{t^{s-1}}{e^t - 1}, \tag{A.9}
\]

Rearranging, we acquire

\[
\Gamma(s)\zeta(s) = I_1(s) + I_2(s) + \int_0^1 dt \frac{t^{s-1}}{e^t - 1} \left(\frac{1}{t} - \frac{1}{2} + \frac{t}{12} - \frac{t^3}{120}\right), \tag{A.10}
\]

where

\[
I_1(s) \equiv \int_0^1 dt \frac{t^{s-1}}{e^t - 1} \left(\frac{1}{e^t - 1} - \frac{1}{t} + \frac{1}{2} - \frac{t}{12} + \frac{t^3}{120}\right) \tag{A.11}
\]

\[
I_2(s) \equiv \int_1^\infty dt \frac{t^{s-1}}{e^t - 1}, \tag{A.12}
\]

and for \(\text{Re}(s) > 1\), we can perform the integrals leading to yet another representation of \(\zeta(s)\), still \textit{precisely} equivalent to the other two: Eqs. (A.1) and (A.6):

\[
\zeta(s) \equiv \frac{1}{\Gamma(s)} \left(\frac{1}{s - 1} + \frac{1}{2s} + \frac{1}{12(s + 1)} - \frac{1}{120(s + 3)} + I_2(s)\right)
\]

\(\text{Re}(s) > 1\). \tag{A.13}

Now as \(\zeta(s)\) is not yet defined for \(\text{Re}(s) \leq 1\), we are free to \textit{analytically continue} its definition to Eq. (A.13) for \(\text{Re}(s) > -4\):

\[
\zeta(s) \equiv \frac{1}{\Gamma(s)} \left(\frac{1}{s - 1} + \frac{1}{2s} + \frac{1}{12(s + 1)} - \frac{1}{120(s + 3)} + I_2(s)\right)
\]

\(\text{Re}(s) > -4\). \tag{A.14}

The key point here is that for \(\text{Re}(s) > 1\), \(\zeta(s)\) can be given by either Eq. (A.1) \textit{or} Eq. (A.13), but for \(-4 < \text{Re}(s) \leq 1\), \(\zeta(s)\) is only regular when defined by Eq. (A.14).
We must be sure to understand that
\[
\zeta(s) \neq \sum_{n=1}^{\infty} n^{-s} \quad \text{Re}(s) \leq 1. \tag{A.15}
\]
but instead we can replace the infinite sum with its associated zeta function, calling the procedure regularization:
\[
\sum_{n=1}^{\infty} n^{-s} \to \zeta(s) \tag{A.16}
\]
where for \(\text{Re}(s) > -4\), the definition of \(\zeta(s)\) is given by Eq. (A.14). To analytically continue to more negative values of \(\text{Re}(s)\), we must merely include more terms from the expansion, Eq. (A.8), in Eq. (A.9).

Looking at Eq. (A.14), we see that we still must define what we mean by \(\Gamma(s)\) when \(\text{Re}(s) \leq 0\). By the same techniques that gave us Eq. (A.10) from Eq. (A.9), we find
\[
\Gamma(s) \equiv \int_{0}^{\infty} dt \, t^{s-1} e^{-t}
= I_3(s) + I_4(s) + \sum_{n=0}^{3} \frac{(-1)^n}{n!} \frac{1}{s+n} \quad \text{Re}(s) > 0 \tag{A.17}
\]
where
\[
I_3(s) = \int_{0}^{1} dt \, t^{s-1} \left( e^{-t} - \sum_{n=0}^{3} \frac{(-t)^n}{n!} \right) \tag{A.18}
\]
\[
I_4(s) = \int_{1}^{\infty} dt \, t^{s-1} e^{-t} \tag{A.19}
\]
We notice, similar to before, that \(I_3(s)\) is finite for \(\text{Re}(s) > -4\) and \(I_4(s)\) is finite for all \(s\), allowing us to analytically continue \(\Gamma(s)\) to the region \(\text{Re}(s) > -4\):
\[
\Gamma(s) = I_3(s) + I_4(s) + \sum_{n=0}^{3} \frac{(-1)^n}{n!} \frac{1}{s+n} \quad \text{Re}(s) > -4 \tag{A.20}
\]
Now that we have all the tools necessary, let’s calculate an example: the previously stated value
\[
\zeta(-1) = -\frac{1}{12}. \tag{A.21}
\]
From Eqs. (A.14) and (A.20) we can calculate the limit
\[
\zeta(-1) = \lim_{s \to -1} \frac{s + 1}{s + 1} \zeta(s)
\]
\[
= \lim_{s \to -1} \frac{(s + 1)(I_1(s) + I_2(s)) + \frac{s+1}{s-1} - \frac{s+1}{2s} + \frac{s+1}{12(s+1)} - \frac{s+1}{120(s+3)}}{(s + 1)\Gamma(s)}
\]
\[
= \lim_{s \to -1} \frac{(s + 1)(I_3(s) + I_4(s)) + \frac{s+1}{s} - \frac{s+1}{2s} + \frac{s+1}{12(s+1)} - \frac{s+1}{120(s+3)}}{(s + 1)(I_1(s) + I_2(s)) + \frac{s+1}{s-1} - \frac{s+1}{2s} + \frac{s+1}{12(s+1)} - \frac{s+1}{120(s+3)}}
\]
\[
= 0 + \frac{1}{12}
\]
\[
\zeta(-1) = -\frac{1}{12}
\] (A.22)
which allows us to regularize the sum as in Eq. (A.3). We can apply this same regularization procedure to the following sums:
\[
\sum_{n=1}^{\infty} 1 \to \zeta(0) = -\frac{1}{2}
\] (A.23)
\[
\sum_{n=1}^{\infty} n^{-s} \to \zeta(s) = 0, \quad s = -2, -4, -6, \ldots
\] (A.24)
\[
\sum_{n=1}^{\infty} n^3 \to \zeta(-3) = \frac{1}{120}
\] (A.25)
\[
\sum_{r=\frac{1}{2}}^{\infty} r \to \frac{1}{24}.
\] (A.26)
As a final note, the Riemann zeta function, analytically continued to the entire complex plane, $s \in \mathbb{C}$, has a single pole at $s = 1$, around which it has the expansion [60]
\[
\zeta(s) = \frac{1}{s-1} + \gamma + \gamma_1(s - 1) + \gamma_2(s - 1)^2 + \ldots
\] (A.27)
\[
\gamma_k = \lim_{n \to \infty} \left[ \sum_{\nu=1}^{\infty} \frac{(\log \nu)^k}{\nu} - \frac{1}{k+1}(\log n)^{k+1} \right],
\] (A.28)
where $\gamma \approx 0.577216$, Euler’s constant.
A.2 Regularization of Infinite Sums Using the
Riemann zeta Function

We now show a few examples of regularization of infinite sums, pertinent to this thesis.

A.2.1 Massive Modes

Here we apply the regularization methods of [7, 8] for infinite sums resulting from massive modes, generally of the form:

\[
\sum_{n=1}^{\infty} \left(\frac{n^2 \pi^2}{L^2} + \mu^2\right)^{-s} = \mu^{-2s} \sum_{n=1}^{\infty} \left(1 + \left(\frac{n \pi}{\mu L}\right)^2\right)^{-s}.
\] (A.29)

We do this in two distinct ways, showing that, in the large \(L\) limit and at least in the case of interest, \(s = -1/2\), both schemes give

\[
\sum_{n=1}^{\infty} \left(\frac{n^2 \pi^2}{L^2} + \mu^2\right)^{-s} \to -\frac{\mu^{-2s}}{2}.
\] (A.30)

Our first method is as in [7, 8] where we use a cutoff \(\{\mu L/\pi\}\) which is the largest integer less than \(\mu L/\pi\):

\[
\mu^{-2s} \sum_{n=1}^{\infty} \left(1 + \left(\frac{n \pi}{\mu L}\right)^2\right)^{-s} \to \mu^{-2s} \sum_{n=1}^{\{\mu L/\pi\}} \left(1 + \left(\frac{n \pi}{\mu L}\right)^2\right)^{-s},
\] (A.31)

where the right hand side may now be expanded in a binomial series for all \(s \in \mathbb{C}\):

\[
\mu^{-2s} \sum_{n=1}^{\{\mu L/\pi\}} \left(1 + \left(\frac{n \pi}{\mu L}\right)^2\right)^{-s} = \mu^{-2s} \sum_{n=1}^{\{\mu L/\pi\}} \sum_{q=0}^{\infty} \binom{-s}{q} \left(\frac{n \pi}{\mu L}\right)^{2q}.
\]

\[
= \mu^{-2s} \sum_{q=0}^{\infty} \binom{-s}{q} \left(\frac{\pi}{\mu L}\right)^{-2q} \sum_{n=1}^{\{\mu L/\pi\}} n^{2q}
\]

\[
\approx \mu^{-2s} \sum_{q=0}^{\infty} \binom{-s}{q} \left(\frac{\pi}{\mu L}\right)^{-2q} \sum_{n=1}^{\infty} n^{2q}
\]

\[
\to -\mu^{-2s} \sum_{q=0}^{\infty} \binom{-s}{q} \left(\frac{\pi}{\mu L}\right)^{-2q} \delta_q \zeta(0)
\]

\[
= -\frac{\mu^{-2s}}{2}.
\] (A.32)

In this calculation, we have used \(\zeta\)-function regularization, and the approximation \(\{\mu L/\pi\} \to \infty\), corresponding to large \(L\) quark separation.
Next, we show the equivalence, in the large $L$ limit, between this result and that found using the regularization scheme from [59, 8]. First, we split the sum up
\[
\sum_{n=1}^{\infty} \left( \frac{n^2 \pi^2}{L^2} + \mu^2 \right)^{-s} = -\frac{1}{2} \mu^{-2s} + \frac{1}{2} \left( \frac{\pi}{L} \right)^{-2s} \sum_{n \in \mathbb{Z}} \left( n^2 + \left( \frac{\mu L}{\pi} \right)^2 \right)^{-s}
\]
\[
= -\frac{1}{2} \mu^{-2s} + 2 \frac{L^{s+\frac{1}{2}} \mu^{-s+\frac{1}{2}}}{\sqrt{\pi} \Gamma(s)} \sum_{n=1}^{\infty} n^{s-\frac{1}{2}} K_{s-\frac{1}{2}}(2nL) + \frac{1}{2} \frac{L^{2s+1}}{\sqrt{\pi} \Gamma(s)} \Gamma \left( s - \frac{1}{2} \right),
\]
(A.33)
and regulate by dropping the last term\(^1\). Taking the large $L$ limit then gives us
\[
\sum_{n=1}^{\infty} \left( \frac{n^2 \pi^2}{L^2} + \mu^2 \right)^{-s} \rightarrow -\frac{\mu^{-2s}}{2} \left[ 1 - 2 \frac{(\mu L)^{s+\frac{1}{2}}}{\Gamma(s)} \sum_{n=1}^{\infty} n^{s-\frac{1}{2}} e^{-2n\mu L} \left( (n\mu L)^{-\frac{1}{2}} + \mathcal{O}(nL)^{-\frac{1}{2}} \right) \right]
\]
\[
= -\frac{\mu^{-2s}}{2} \left[ 1 - 2 \frac{\mu L}{\Gamma(s)} \sum_{n=1}^{\infty} e^{-2n\mu L} \left( (n\mu L)^{s-1} + \mathcal{O}(nL)^{s-2} \right) \right]
\]
(A.34)
The sum in Eq. (A.34) is exponentially suppressed even without further regularization in the large $L$ limit and for the case of interest $s = -1/2$, where we recover the same result as with the cut off method, Eq. (A.32).

A.2.2 Regularization of Two Sphere Eigenmodes

As our next example, we regularize the following infinite sum
\[
\tilde{f}_\zeta(s) \equiv \sum_{l=1}^{\infty} (2l + 1)[l(l + 1)]^{-s} = 2f_\zeta(s; 1, 1, 0) + f_\zeta(s; 1, 0, 0)
\]
(A.35)
where [60]
\[
f_\zeta(s; a, b, c) \equiv \sum_{l=1}^{\infty} l^{-s+b}(l+a)^{-s+c}
\]
(A.36)
The function $f_\zeta(s; a, b, c)$ can be regularized using a binomial expansion and the Riemann zeta function to
\[
f_\zeta(s; a, b, c) \rightarrow \sum_{\nu=0}^{\infty} \frac{\Gamma(1-s+c)a^\nu}{\nu!\Gamma(1-s-\nu+c)} \left[ \zeta(2s+\nu-b-c) - \sum_{l=1}^{[a]} l^{-2s-\nu+b+c} \right] + \sum_{l=1}^{[a]} l^{-2s+b+c}(1+al^{-1})^{-s+c}.
\]
(A.37)
where the cutoff $[a]$ is the integer part of $a$. We use this to regularize the sum, Eq. (A.35),
\(^1\)This term diverges in the case of interest, the $s \to -1/2$ limit. However, it was argued in [59] that this term could be subtracted off as a Casimir energy.
for \( s \in \mathbb{Z}_2 \):
\[
\tilde{f}_\zeta(s) \rightarrow \sum_{\nu=0}^\infty \frac{\Gamma(1-s)}{\nu\Gamma(1-s-\nu)} \left(2\zeta(2s+\nu-1) + \zeta(2s+\nu) - 3\right) + 3 \cdot 2^{-s}
\]
\[
= 2 \sum_{\nu=2s-1}^\infty \frac{\Gamma(1-s)\zeta(\nu)}{(\nu+1-2s)!\Gamma(s-\nu)} + \sum_{\nu=2s}^\infty \frac{\Gamma(1-s)\zeta(\nu)}{(\nu-2s)!\Gamma(1+s-\nu)} +
\]
\[
3 \left[ 2^{-s} - \sum_{\nu=0}^\infty \frac{\Gamma(1-s)}{\nu!\Gamma(1-s-\nu)} \right]
\]
\[
= \sum_{\nu=2s}^\infty \zeta(\nu) \left[ \frac{2\Gamma(1-s)}{(\nu+1-2s)!\Gamma(s-\nu)} + \frac{\Gamma(1-s)}{(\nu-2s)!\Gamma(1+s-\nu)} \right] +
\]
\[
2\zeta(2s-1) + 3 \left[ 2^{-s} - \sum_{\nu=0}^\infty \frac{\Gamma(1-s)}{\nu!\Gamma(1-s-\nu)} \right]
\]
\[
= -\sum_{\nu=2s,\nu\neq1}^\infty \frac{\Gamma(1-s)\zeta(\nu)}{(\nu+1-2s)!\Gamma(1+s-\nu)} - \left( \frac{\Gamma(1-s)\zeta(\nu)}{(\nu+1-2s)!\Gamma(1+s-\nu)} \right)_{\nu=1} +
\]
\[
2\zeta(2s-1) + 3 \left[ 2^{-s} - \sum_{\nu=0}^\infty \frac{\Gamma(1-s)}{\nu!\Gamma(1-s-\nu)} \right]
\]
(A.38)

The second term, with \( \nu = 1 \), is only there for \( s \leq \frac{1}{2} \). In this term, the factor \( \nu - 1 \) cancels with the pole in the expansion of \( \zeta(\nu) \), Eq. (A.27), leaving us with:
\[
\tilde{f}_\zeta(s) \rightarrow -\sum_{\nu=2s,\nu\neq1}^\infty \frac{\Gamma(1-s)\zeta(\nu)}{(\nu+1-2s)!\Gamma(1+s-\nu)} - \frac{\Gamma(1-s)}{(2-2s)!\Gamma(s)}
\]
\[
+ 2\zeta(2s-1) + 3 \left[ 2^{-s} - \sum_{\nu=0}^\infty \frac{\Gamma(1-s)}{\nu!\Gamma(1-s-\nu)} \right]
\]
(A.39)

This formula is particularly useful for \( s = -\frac{1}{2} \), the sum over spherical eigenmodes,
where we have [7]:
\[
\tilde{f}_\zeta \left( -\frac{1}{2} \right) \to - \sum_{\nu=-1, \nu \neq 1}^{\infty} \frac{\Gamma \left( \frac{3}{2} \right) (\nu - 1) \zeta(\nu)}{(\nu + 2)! \Gamma \left( \frac{1}{2} - \nu \right)} - \frac{\Gamma \left( \frac{3}{2} \right)}{3! \Gamma \left( -\frac{1}{2} \right)}
\]
\[+ 2\zeta(-2) + 3 \left[ \sqrt{2} - \sum_{\nu=1}^{\infty} \frac{\Gamma \left( \frac{3}{2} \right)}{\nu! \Gamma \left( \frac{3}{2} - \nu \right)} \right]
\]
\[= 2\zeta(-1) + \frac{1}{4} \zeta(0) - \sum_{\nu=2}^{\infty} \frac{\Gamma \left( \frac{3}{2} \right) (\nu - 1) \zeta(\nu)}{(\nu + 2)! \Gamma \left( \frac{1}{2} - \nu \right)} + \frac{1}{24} +
\]
\[+ 0 + 3[\sqrt{2} - \sqrt{2}]
\]
\[= -\frac{1}{6} - \frac{1}{8} - \Gamma \left( \frac{3}{2} \right) (0.0170335) + \frac{1}{24}
\]
\[\approx -0.265096 \quad (A.40)
\]

We can extend this regularization method to more complicated infinite sums as in Eq. (D.45) where we have a sum of the form
\[
\tilde{g}_\pm(s) \equiv \sum_{l=1}^{\infty} (2l + 1)l(l + 1)^{-s}[1 + f_\pm(l)]^{-s}, \quad (A.41)
\]
\[
f_\pm(l) = \frac{f_1}{l(l + 1)} \left( 1 \pm \sqrt{1 + \frac{f_2}{f_1}}l(l + 1) \right) \quad (A.42)
\]
for \(s = -\frac{1}{2}\), and where \(f_2\) and \(f_1\) are constant with respect to \(l\). We consider only cases as in the KS calculation, Figs. D.3 and D.2, where \(f_-(l) < 1\) for all \(l \geq 1\), but \(f_+(1) > 1\) definitely only for \(l > 1\). After a series of careful binomial expansions, and a zeta function regularization, as in Eq. (A.38), we find for \(s = -\frac{1}{2}\):
\[
\tilde{g}_\pm \left( -\frac{1}{2} \right) \to \sum_{w=0}^{\infty} \sum_{q=0}^{\lfloor \frac{w}{2} \rfloor} \sum_{n=0}^{\lfloor q/2 \rfloor} \frac{\Gamma \left( \frac{3}{2} \right) f_2^w f_1^{w-2n} \tilde{f}_\zeta(w - n - \frac{1}{2})}{\Gamma \left( \frac{3}{2} - w \right) (2q)! \Gamma(w + 1 - 2q)} +
\]
\[\pm \sum_{w=1}^{\infty} \sum_{q=0}^{\lfloor \frac{w}{2} \rfloor} \frac{\Gamma \left( \frac{3}{2} \right) f_1^w}{\Gamma \left( \frac{3}{2} - w \right) (2q + 1)! \Gamma(w - 2q)} + h_\pm \quad (A.43)
\]
with

\[
g_\zeta(q, w) = \begin{cases} 
\sum_{n=0}^{\infty} \left( q^{\frac{1}{n^2}} \right) \left( \frac{f_2}{f_1} \right)^{q-n+\frac{1}{2}} \left[ \tilde{f}_\zeta(w + n - q - 1) + 
- \sum_{l=1}^{\{l_f\}} \frac{(2l+1)}{|l(l+1)|^{w-n-q-1}} \right] + 0 < \frac{k}{M} < 1 \\
+ \sum_{l=1}^{\{l_f\}} \frac{(2l+1)(1 + \frac{f_2}{f_1}l(l+1))^{q+\frac{1}{2}}}{|l(l+1)|^{w-\frac{1}{2}}} + \sum_{n=0}^{\infty} \left( q^{\frac{1}{n^2}} \right) \left( \frac{f_2}{f_1} \right)^{n} \tilde{f}_\zeta(w - n - \frac{1}{2}) & k = 0, M
\end{cases}
\]

and

\[
h_+ = \begin{cases} 
2\sqrt{2} \left( \sqrt{1 + f_+(1)} - \sum_{w=0}^{\infty} \left( \frac{1}{w} \right) f_+^w(1) \right) & f_+(1) > 0 \\
0 & f_+(1) < 0, 
\end{cases}
\]

\[
h_- = 0,
\]

where \( \{l_f\} \) is the largest integer less than \( l_f = \frac{1}{2} \left( -1 + \sqrt{1 + \frac{4f_2}{f_1}} \right) \).
APPENDIX B

ANTI-DE SITTER SPACE

This appendix is based on a summary found in [1]. Anti-de Sitter space of dimension $d$ ($AdS_d$) is defined by the hyperboloid:

$$-(X^{-1})^2 - (X^0)^2 + (X^1)^2 + \cdots + (X^{d-2})^2 + (X^{d-1})^2 = -L^2$$  \hfill (B.1)

embedded in $\mathbb{R}^{2,d-1}$:

$$ds^2 = -(dX^{-1})^2 - (dX^0)^2 + (dX^1)^2 + \cdots + (dX^{d-2})^2 + (dX^{d-1})^2$$  \hfill (B.2)

where the constant $L$ is known as the $AdS$ radius [1].

We shall henceforth use the following simplifier notation:

$$X^2 = X_i X^i = -(X^0)^2 + (X^1)^2 + \cdots + (X^{d-2})^2$$

$$dX^2 = dX_i dX^i = -(dX^0)^2 + (dX^1)^2 + \cdots + (dX^{d-2})^2$$

which casts the defining Eqs. (B.1) and (B.2) for $AdS_d$ space into:

$$-L^2 = -(X^{-1})^2 + X^2 + (X^{d-1})^2$$  \hfill (B.3)

$$ds^2 = -(dX^{-1})^2 + dX^2 + (dX^{d-1})^2$$  \hfill (B.4)

We now set out to find the form of the $AdS_d$ metric, which is given by the intersection of the embedding metric, Eq. (B.4), with the hyperboloid, Eq. (B.3). This computation is made easier if we change coordinates to:

$$r = X^{-1} + X^{d-1}$$

$$x^i = \frac{X^i L}{r}$$

$$q = X^{-1} - X^{d-1}$$  \hfill (B.5)

This coordinate change casts the hyperboloid, Eq. (B.3), into the form:

$$q = \frac{L^2}{r} + \frac{r}{L^2} x^2$$  \hfill (B.6)

giving for the differential element $dq$:

$$dq = -\frac{L^2}{r^2} dr + 2 \frac{r}{L^2} x_i dx^i + \frac{x^2}{L^2} dr.$$  \hfill (B.7)

Applying the coordinate change, Eq. (B.5), to the embedding metric, Eq. (B.4),
we have:

\[ ds^2 = -(dX^{-1})^2 + (dX^{d-1})^2 + dX^2 \]

\[ = dr \ dq \left( \frac{x^i}{L} dr + \frac{r}{L} dx^i \right)^2 \]

\[ = dr \ dq + \left( \frac{x^i}{L^2} dr^2 + \frac{r^2}{L^2} dx^2 + \frac{r}{L^2} x_i dx^i dr \right) \]

\[ = dr \ dq + \frac{x^2}{L^2} dr^2 + \frac{r^2}{L^2} dx^2 + 2 \frac{r}{L^2} x_i dx^i dr \]

\[ \text{(B.8)} \]

whereupon plugging Eq. (B.7) in for the differential element \( dq \) leaves us with the common form for the \( AdS_d \) metric:

\[ ds^2 = \frac{L^2}{r^2} dr^2 + \frac{r^2}{L^2} dx^2 \]

\[ \text{(B.9)} \]

Switching variables again to \( z = \frac{L^2}{r} \) gives another very common form of the \( AdS_d \) metric:

\[ ds^2 = \frac{L^2}{z^2} (dx^2 + dz^2) \]

\[ \text{(B.10)} \]
APPENDIX C

THE CONIFOLD AND THE DEFORMED CONIFOLD

C.1 The Conifold

The conifold is described in four dimensional complex space $\mathbb{C}^4$ by:

$$\sum_{i=1}^{4} z_i^2 = 0 \quad (C.1)$$

and is said to have a singularity where all $z_i = 0$. The conifold’s base is given by its intersection with a real eight-sphere [53]:

$$\sum_{i=1}^{4} |z_i|^2 = \text{constant} \quad (C.2)$$

One such base that result from this intersection is the Einstein manifold $T^{1,1}$, which is topologically equivalent to $S^2 \times S^3$ [53]. The Einstein metric for the $T^{1,1}$ is:

$$ds^2_5 = \frac{1}{9} (g^5)^2 + \frac{1}{6} \sum_{i=1}^{4} (g^i)^2 \quad (C.3)$$

where the 1-forms, $g^i$ are [7, 2]

$$g^1 = \frac{1}{\sqrt{2}}[- \sin \theta_1 d\phi_1 - \cos \psi \sin \theta_2 d\phi_2 + \sin \psi d\theta_2]$$

$$g^2 = \frac{1}{\sqrt{2}}[d\theta_1 - \sin \psi \sin \theta_2 d\phi_2 - \cos \psi d\theta_2]$$

$$g^3 = \frac{1}{\sqrt{2}}[- \sin \theta_1 d\phi_1 + \cos \psi \sin \theta_2 d\phi_2 - \sin \psi d\theta_2]$$

$$g^4 = \frac{1}{\sqrt{2}}[d\theta_1 + \sin \psi \sin \theta_2 d\phi_2 + \cos \psi d\theta_2]$$

$$g^5 = d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2 \quad (4.23)$$

and the coordinates have the ranges: $0 \leq \theta_i < \pi$, $0 \leq \phi_i < 2\pi$, and $0 \leq \psi < 4\pi$ [53].

Augmenting the base with the “height” direction, $r$, the full metric for our conifold is [53]:

$$ds^2_6 = dr^2 + r^2 ds^2_5 \quad (C.4)$$

Figure C.1(a) shows how one can think about a conifold as a generalization of a three dimensional pyramid, homeomorphic to a cone. One edge of the base is thought of as an $S^3$ and the other edge as an $S^2$. The base of the conifold, then, is topologically $S^3$.
The conifold has a singular tip in both the $S^3$ and the $S^2$ vanish there. The tip of the deformed conifold is singular only in the $S^2$ direction: the $S^3$ is “blown up” to size $\epsilon$ here.

Figure C.1: The conifold and deformed conifold both have a base which is an $S^3 \times S^2$. The main difference is at the tip: the conifold is singular in both the $S^3$ and $S^2$ directions, where as the deformed conifold is only singular in the $S^2$ direction.

The tip of the pyramid corresponds to $r = 0$ in the conifold, where a singularity exists as both the $S^3$ and the $S^2$ shrink to zero size [61].

**C.2 The Deformed Conifold**

The Klebanov-Strassler background actually arises from the *deformed conifold*. The conifold is deformed by ”blowing up” the tip to size $\epsilon$:

$$\sum_{i=1}^{4} z_i^2 = \epsilon^2,$$

smoothing out the singularity as depicted in Fig. C.1(b) [2]. The tip of the deformed conifold is located where the new deformed conifold coordinate $\tau = 0$ [61]. In the end, the deformed conifold is described by the metric [2, 7]:

$$ds^2_6 = \frac{1}{2} \epsilon^{4/3} K(\tau) \left[ \frac{1}{3K^3(\tau)} [d\tau^2 + (g^5)^2] + [(g^3)^2 + (g^4)^2] \cosh^2 \left( \frac{\tau}{2} \right) + \right. \left. + [(g^1)^2 + (g^2)^2] \sinh^2 \left( \frac{\tau}{2} \right) \right]$$

where the new function $K(\tau)$ is given by:

$$K(\tau) = \frac{(\sinh(2\tau) - 2\tau)^{1/3}}{2^{1/3} \sinh \tau}$$
Comparing Eqs. (C.1) and (C.5), we would expect the deformed conifold to become the conifold as the infinitesimal parameter $\epsilon \rightarrow 0$. The conifold metric, Eq. (C.4), does in fact arise from the deformed conifold metric, Eq. (C.6), if we take the limit [62]:

$$
\frac{1}{\epsilon}, \tau \rightarrow \infty \quad \text{as} \quad \epsilon^3 \left(\frac{2}{3}\right)^{2/3} = \epsilon^2 \cosh \tau \quad \text{remains fixed} \quad \text{(C.8)}
$$

In summary, the deformed conifold is mapped to the regular conifold through the coordinate $\tau$ at infinity. This corresponds to the UV in the dual gauge theory. Here we shrink the $S^3$, which had been “blown up” to size $\epsilon$ here, back to zero size. We do all of this all while keeping the conifold coordinate $r(\epsilon, \tau)$ fixed.

Stacking $M$ D5-branes and $N$ D3-branes at the tip of the deformed conifold, $\tau = 0$, gives rise to an $SU(N + M) \times SU(N)$ dual gauge theory [2, 63, 46, 64]. We wrap two of the dimensions of the D5-branes around the $S^2$, which shrinks to zero size at the tip as in Fig. C.1(b), creating $M$ fractional D3-branes at $\tau = 0$. It has been shown in the literature [2, 46], that for objects located at $\tau = 0$, the dual, IR $SU(N + M) \times SU(N)$ gauge theory becomes an $SU(M)$ gauge theory in the IR.
This appendix is based on the calculations published previously in [7, 8, 9]. Expanding the Dp-brane action
\[ S_p = -\mu_p \int d^{p+1}\zeta e^{-\Phi} \sqrt{M} + \mu_p \int \sum_n C_n \wedge e^F + \]
\[ + \frac{\mu_p}{2} \int d^{p+1}\zeta e^{-\Phi} \sqrt{M} L_p^f(\Theta) \] (3.73)
to second order in the fluctuations, \( \delta X^\mu \), \( \delta A^m \), and \( \delta \Theta \)
\[ X^\mu = X^\mu_{(0)} + \delta X^\mu, \quad A^m = A^m_{(0)} + \delta A^m, \quad \Theta = 0 + \delta \Theta, \] (4.16)
results in
\[ S_p = S_p^{(0)} + \delta S_p + O(\delta^3) \] (4.17)
\[ \delta S_p = \delta S^b_p[\delta X, \partial \delta X, \partial \delta A] + \delta S^f_p[\delta \Theta, \partial \delta \Theta], \] (5.12)
where \( \delta S^b_p[\delta X, \partial \delta X, \partial \delta A] \) is the action for the bosonic fluctuations. The matrix \( M_{ab} \) expands as
\[ M_{ab} = M_{ab}^{(0)} + \delta M_{ab} \]
\[ = (g_{ab}^{(0)} + J_{ab}^{(0)}) + (\delta g_{ab} + \delta J_{ab}) \] (D.1)
and following formula to expand the square root is useful
\[ \sqrt{M} \equiv \sqrt{-\det(M_{ab})} \]
\[ = \sqrt{-\det(M_{ab}^{(0)} + \delta M_{ab})} \]
\[ = \sqrt{M^{(0)}(1 + \Delta)} \] (D.2)
where
\[ \Delta \equiv \frac{1}{2} (M_{(0)}^{-1})^{ab} \delta M_{ab} + \frac{1}{8} [(M_{(0)}^{-1})^{ab} \delta M_{ab}]^2 + \]
\[ - \frac{1}{4} [(M_{(0)}^{-1})^{ab} \delta M_{bc}(M_{(0)}^{-1})^{cd} \delta M_{da}] + O(\delta M_{ab}^3). \] (D.3)

For branes probing each background, KS and CGLP, we will first show in each case that \( \delta S_p^b \) is, to lowest order, quadratic in the fluctuations, up to total derivatives, confirming our previous result that we are fluctuating around a classical solution. Then
we will find the bosonic eigenvalues, $\omega_b$, for the equations of motion of the fluctuations, and use them to calculate the bosonic contribution

$$\delta E_b = \frac{1}{2} \sum \omega_b$$

(D.4)

to the one loop energy:

$$\delta E \equiv \frac{1}{2} \sum \omega_b - \frac{1}{2} \sum \omega_f.$$ 

(5.11)

### D.1 D3-brane Bosonic Fluctuations in the KS Background

Utilizing Eq. (D.2), the action for bosonic fluctuations of a D3-brane in the KS background becomes

$$\delta S_3 = -\mu_3 \int d^4 \zeta \sqrt{M_0} \Delta + \mu_3 \int (\delta C_2 \wedge F^{(0)} + C_2^{(0)} \wedge \delta F + \delta C_2 \wedge \delta F^{(0)})$$

(D.5)

where $\Delta, \delta C_2,$ and $\delta F$ depend on the bosonic fluctuations

$$\theta_m \equiv \frac{1}{2}(\theta_1 - \theta_2) = \delta \theta_m, \quad \phi_p \equiv \frac{1}{2}(\phi_1 + \phi_2) = \delta \phi_p$$

$$X^2 = \delta X^2, \quad X^3 = \delta X^3$$

$$\psi = \psi_0 + \delta \psi, \quad \tau = \tau_0 + \delta \tau,$$

$$F = F_{tx} dt \wedge dx + \partial_a \delta A_b d\zeta^a \wedge d\zeta^b$$

(D.6)

where we will be careful to take the $\tau_0 \to 0$ limit at the appropriate time to avoid singularities. In the above, we have maintained the following parameterization of the D3-brane

$$X^0 = t, \quad X^1 = x, \quad \theta_p \equiv \frac{1}{2}(\theta_1 + \theta_2) = \theta, \quad \phi_m \equiv \frac{1}{2}(\phi_1 - \phi_2) = \phi.$$ 

(D.7)

We will gauge fix $\delta A_a$ to be in temporal gauge, $\delta A_t = 0$, when we analyze the equations of motion.

With these explicit fluctuations, we have to second order in the fluctuations

$$\delta F = \delta B_2 + 2\pi \alpha' \partial_0 \delta A_b d\zeta^a \wedge d\zeta^b$$

$$= \frac{g_5 M}{6} \delta \tau (g^3_{(0)} \wedge g^4_{(0)} + \delta g^3 \wedge g^4_{(0)} + g^3_{(0)} \wedge \delta g^4)$$

(D.8)

where $g^i_{(0)}$ are the values of $g^i$, Eq. (4.23), evaluated at the classical solution, Eq. (4.27).

We see that in this case, $\delta g^i$ need only to be expanded to first order in the fluctuations,
Eq. (D.6), for $\delta \mathcal{F}$ to be expanded to second order in the fluctuations. We can similarly expand $\delta C_2$ and $\Delta$ to second order in the fluctuations.

D.1.1 Explicit Action for Bosonic Fluctuations

The action for bosonic fluctuations of a probe D3-brane in the KS background, after some simplification, takes the form

$$\delta S_3^b = - \int d^4 \zeta \sqrt{g^{(\text{eff})}} \left\{ c_X \sum_{i=2,3} \nabla^a \delta X^i \nabla_a \delta X^i + c_A \left[ \frac{1}{16\pi} \delta F^{ab} \delta F_{ab} + \delta A_a j^a \right] + c_\tau \left[ \nabla^a \delta \tau \nabla_a \delta \tau + m_\tau^2 \delta \tau^2 + \nabla^a \Psi \nabla_a \Psi - R \Psi^2 \right] \right\} \text{(D.9)}$$

Here we notice that the linear fluctuations vanish, up to total derivatives, signifying that we are truly fluctuating around a classical solution. The covariant derivative, $\nabla_a$, is with respect to an effective metric, $g_a^{(\text{eff})}$, on the D3-brane

$$ds^2 = g_a^{(\text{eff})} d\zeta^a d\zeta^b = g_{xx} (-dt^2 + dx^2) + \frac{2}{R} (d\theta^2 + \sin^2 \theta d\phi^2). \text{(D.10)}$$

This effective metric has the same topology, $R^{11} \times S^2$, and scalar curvature as the induced metric:

$$R = \frac{8}{9b^2 M' \alpha' g_s f_2(\psi_0)}, \quad b \approx 0.933 \quad \text{(4.33)}$$

now written in terms of the newly defined

$$f_2(\psi_0) = \frac{4 \cos^2 \frac{\psi_0}{2}}{9b^2}. \text{(D.11)}$$

The field $\Psi$ is a combination of the fields $\delta \psi$, and $\delta \phi_p$

$$\Psi \equiv \delta \psi + 2 \cos \theta \delta \phi_p, \text{(D.12)}$$

and contains all the contributions of $\delta \psi$ and $\delta \phi$ to the quadratic action suggesting a redundancy in the fields. We discuss this below. The covariantly conserved $U(1)$ gauge current is given by

$$j^a = (-Q_\psi \nabla_x \Psi, \ Q_\psi \nabla_t \Psi, \ -Q_\tau \csc \theta \nabla_\phi \delta \tau, \ Q_\tau \csc \theta \nabla_\theta \delta \tau), \text{(D.13)}$$
The various constants in the previous few equations are

\[ g_{xx} = \frac{1}{f_3(\psi_0)\sqrt{h_0}}, \quad c_A = 32\sqrt{h_0} \pi^3 \alpha'^2 c_X = \frac{128\pi^3 \alpha'^3}{b g_s M} c_r = 2g_s^{-1} \sqrt{f_3(\psi_0)}, \]

\[ m^2_{\tau} = \frac{8}{9b^3 g_s M \alpha' f_2(\psi_0)} f_1(\psi_0), \quad Q_{\tau} = \frac{1}{54b^4 g_s M \pi^2 \alpha'^2 f_2(\psi_0)}, \quad Q_{\Psi} = \frac{\sqrt{h_0 f_3^{3/2}(\psi_0)}}{8b\pi^2 \alpha'} \]

\[ f_1(\psi_0) = \frac{7}{9} + \frac{10 - 8b^2}{20} f_2(\psi_0), \quad f_3(\psi_0) = 1 + b^2 \tan^2 \frac{\psi_0}{2}. \]  

(D.14)

The Euler-Lagrange equations for the bosonic fields derived from the action, Eq. (D.9), take the form:

\[ \nabla^2 \delta X^i = 0, \quad i = 2, 3 \]  

(D.15)

\[ \nabla^2 \delta \tau - m^2_{\tau} \delta \tau + \frac{c_A}{2c_r} Q_{\tau} \csc \theta \delta F_{\theta \phi} = 0 \]  

(D.16)

\[ \nabla^2 \Psi + R \Psi + \frac{c_A}{2c_r} Q_{\Psi} \delta F_{tx} = 0 \]  

(D.17)

\[ \nabla^a \delta F_{ab} - 4\pi j_b = 0. \]  

(D.18)

Observe that we found no field equation for \( \delta \theta_m \) and that a field redefinition absorbs \( \delta \phi_p \) in \( \Psi \). This is consistent with the way we arrived at the D3 brane through the D5 brane of the KS background via a deformed conifold where the base is an \( S^3 \times S^2 \) and the diffeomorphism gauge is fixed. The \( \tau \to 0 \) limit shrinks the \( S^2 \) and yields \( M \) fractional D3 branes. From this point of view, \( \theta_m \) and \( \phi_p \) were already fixed and the absence of any fluctuations of these fields is equivalent to there being no residual gauge freedom in fixing the coordinates. One might wonder whether the absence of field equations for \( \theta_m \) and \( \phi_p \) could be related to a degenerate coordinate choice. Indeed by following [58], and recalculating the Lagrangian after applying the following coordinate transformation

\[ W \equiv \theta_m \cos \phi_p \]

\[ Z \equiv \theta_m \sin \phi_p \]  

(D.19)

we again find no field equations for \( \delta W \) or \( \delta Z \), up to total derivatives.
D.1.2 Bosonic Eigenvalues

We now set out to solve the bosonic Eqs. (D.15) - (D.18). Notice that the composite field $\Psi$ looks like a tachyon with an electric source $\delta F_{tx}$. With the definition of the Riemann curvature tensor

$$R^a_{bcd} \delta A^b = [\nabla_c, \nabla_d] \delta A^a,$$  \hspace{1cm} (D.20)

we can cast the $U(1)$ gauge field Eqs. (D.18) into the following form:

$$4 \pi j_b = \nabla^a (\nabla_a \delta A_b - \nabla_b \delta A_a)$$

$$= \nabla_a \nabla_b \delta A - \nabla_b \nabla_a \delta A^a - R^a_{cb} \delta A^c$$

$$= \nabla_a \nabla^a \delta A_b - \nabla_b \nabla_a \delta A_a - R_{cb} \delta A^c,$$  \hspace{1cm} (D.21)

where we have used

$$R_{cb} \equiv R^a_{cab}.$$  \hspace{1cm} (D.22)

We can further simplify these three equations by noticing that the Ricci tensor has only two non-vanishing components:

$$R_{\theta \theta} = 1, \hspace{1cm} R_{\phi \phi} = \sin^2(\theta), \hspace{1cm} \text{all others zero.} \hspace{1cm} (D.23)$$

Working in the temporal gauge, $\delta A^t = 0$, the Gauss’s law constraint is identified in Eq. (D.21) as

$$\nabla_t \nabla_a \delta A^a = -4 \pi g_{xx} Q_\Psi \nabla_x \Psi.$$  \hspace{1cm} (D.24)

We try the following ansatz for $\delta A_j, \Psi$, and $\delta \tau$:

$$\delta A_j = \int dp \ d\omega \sum_{l=0}^{\infty} \sum_{m=-l}^{m} \tilde{A}^{(lm)}_j(p, \omega) \ e^{i(px - \omega t)} Y_j^{(lm)}(\theta, \phi), \hspace{1cm} j = x, \theta, \phi \hspace{1cm} (D.25)$$

$$\Psi = \int dp \ d\omega \sum_{l=0}^{\infty} \sum_{m=-l}^{m} \tilde{\Psi}^{(lm)}(p, \omega) \ e^{i(px - \omega t)} Y_{(lm)}(\theta, \phi) \hspace{1cm} (D.26)$$

$$\delta \tau = \int dp \ d\omega \sum_{l=0}^{\infty} \sum_{m=-l}^{m} \tilde{\tau}^{(lm)}(p, \omega) \ e^{i(px - \omega t)} Y_{(lm)}(\theta, \phi), \hspace{1cm} (D.27)$$
where the $Y_{j}^{(lm)}(\theta, \phi)$ are

$$
Y_{x}^{(lm)} \equiv Y_{(lm)}(\theta, \phi)
$$

$$
Y_{\theta}^{(lm)} \equiv \frac{\csc \theta}{\sqrt{l(l+1)}} \partial_{\theta} Y_{(lm)}(\theta, \phi)
$$

$$
Y_{\phi}^{(lm)} \equiv \frac{-\sin \theta}{\sqrt{l(l+1)}} \partial_{\phi} Y_{(lm)}(\theta, \phi),
$$

(D.28)

and $Y_{\theta}^{(lm)}$ and $Y_{\phi}^{(lm)}$ are vector spherical harmonics which satisfy the eigenvalue equation

$$
\hat{L}^2 Y_{j}^{(lm)} = [-l(l + 1) + 1] Y_{j}^{(lm)}, j = \theta, \phi
$$

(D.29)

where

$$
\hat{L}^2 = \frac{1}{\sin \theta} \partial_{\theta} \sin \theta \partial_{\theta} + \frac{1}{\sin^2 \theta} \partial^2_{\phi}.
$$

(D.30)

Using an ansatz with $\tilde{A}_{\theta} = \tilde{A}_{\phi}$, the Gauss law constraint Eq. (D.24) becomes simply

$$
\nabla_{\times} \nabla_{t} \delta A_{\times} = -4\pi g_{xx}^2 Q_{\psi} \nabla_{\times} \Psi.
$$

(D.31)

This can be used to simplify the $b = x$ component of Eq. (D.21) to the non-dynamical form

$$
\hat{L}^2 \tilde{A}_{x} = 0
$$

(D.32)

which means $l = 0$ for the coupled fields $\delta A_{x}$ and $\Psi$. The equation of motion for $\Psi$, Eq. (D.17), then becomes the eigenvalue equation

$$
[\omega^2 - p^2 - m_{\Psi}^2] \tilde{\Psi} = 0
$$

(D.33)

where

$$
m_{\Psi}^2 = 4\pi g_{xx}^2 Q_{\psi}^2 \frac{c_A}{2c_{\tau}} - R = \frac{4}{b^3 M\alpha' g_s} \left( 1 - b^2 + \frac{2}{9f_2(\psi_0)} \right)
$$

(D.34)

is always positive:

$$
\frac{2.78}{g_s M\alpha'} \leq m_{\Psi}^2 < \infty.
$$

Next, the solution Eqs. (D.25) and (D.27) for the coupled fields $\delta A_{\theta}$, $\delta A_{\phi}$, and $\delta \tau$, reduce the $b = \theta, \phi$ components of Eq. (D.21) and Eq. (D.16) to the eigenvalue problem

$$
[\omega^2 - p^2 - g_{xx} \frac{R}{2} l(l + 1)] \tilde{A}_i + g_{xx} Q_{\tau} \frac{8\pi}{R} \sqrt{l(l + 1)} \tilde{\tau} = 0, \quad i = \theta, \phi
$$

$$
[\omega^2 - p^2 - g_{xx} \frac{R}{2} l(l + 1) - g_{xx} m_{\tau}^2] \tilde{\tau} + g_{xx} Q_{\tau} \frac{c_A}{2c_{\tau}} \sqrt{l(l + 1)} \tilde{A}_\theta = 0.
$$

(D.35)
Finally, the two massless equations (D.15) can be solved with
\[ \delta X^j = \int dp \, d\omega \, \tilde{X}^j_{(lm)}(p, \omega) e^{i(px - \omega t)} Y_{(lm)}(\theta, \phi) \quad j = 2, 3 \] (D.36)
yielding two identical eigenvalue problems
\[ [\omega^2 - p_x^2 - g_{xx} R \frac{1}{2} l(l + 1)] \tilde{X}^j = 0, \quad j = 2, 3. \] (D.37)

We now organize Eqs. (D.33), (D.35), and (D.37) into a succinct system of six scalar bosons:
\[
\begin{pmatrix}
\omega^2 \\
\tilde{\Psi} \\
\tilde{X}^2 \\
\tilde{X}^3 \\
\tau
\end{pmatrix} =
\begin{pmatrix}
\omega_1^2 & 0 & 0 & 0 & 0 & 0 \\
0 & \omega_2^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \omega_2^2 & 0 & 0 & 0 \\
0 & 0 & 0 & \omega_2^2 & -g_{xx} Q_{\frac{R}{2}} \sqrt{l(l + 1)} & 0 \\
0 & 0 & 0 & -g_{xx} Q_{\frac{R}{2}} \sqrt{l(l + 1)} & \omega_2^2 & 0 \\
0 & 0 & 0 & -g_{xx} Q_{\frac{R}{2}} \sqrt{l(l + 1)} & 0 & \omega_2^2
\end{pmatrix}
\begin{pmatrix}
\tilde{\Psi} \\
\tilde{X}^2 \\
\tilde{X}^3 \\
\tau
\end{pmatrix}
\] (D.38)

where
\[ \omega_1^2 = p_x^2 + g_{xx} m_{\Psi}^2 \quad \text{and} \quad \omega_2^2 = p_x^2 + g_{xx} \frac{R}{2} l(l + 1). \]

The six eigenvalues of Eq. (D.38) are
\[ \omega^2 = \begin{cases} 
p_x^2 + g_{xx} m_{\Psi}^2 \\
p_x^2 + g_{xx} \frac{R}{2} l(l + 1) \text{ 3-fold degenerate} \\
p_x^2 + \mu_\pm^2(l, \psi_0) \end{cases} \] (D.39)

where
\[ \mu_\pm^2(l, \psi_0) = g_{xx} \frac{R}{2} l(l + 1)(1 + f_\pm(l, \psi_0)) \geq 0, \] (D.40)

\[ f_\pm(l, \psi_0) = \frac{f_1(\psi_0)}{l(l + 1)} \left( 1 \pm \frac{f_2(\psi_0)}{f_1^2(\psi_0)} l(l + 1) \right). \] (D.41)

The effective mass \( \mu_+^2(l, \psi_0) > 0 \) for all \( l \geq 0 \), while as \( \mu_-^2(l, \psi_0) > 0 \) for all \( l > 0 \), as \( \mu_-^2(0, \psi_0) = 0 \).
D.1.3 Bosonic One Loop Energy of a D3-brane in the KS-background

Using fixed quark boundary conditions, as in Eq. (5.5),

\[ p_x = \frac{n\pi}{L} \]  

we calculate the bosonic contribution to the one loop energy, Eq. (D.4), to be

\[ \delta E_b = \frac{1}{2} \sum \omega \]

\[ = \frac{1}{2} \sum_{n=1}^{\infty} \sum_{l=0}^{l} \sum_{m=-l}^{l} \left[ \delta l^0 \sqrt{\left(\frac{n\pi}{L}\right)^2 + g_{xx}^2 m_{\psi}^2} + 3 \sqrt{\left(\frac{n\pi}{L}\right)^2 + g_{xx}^2 \frac{R}{2} l(l+1)} + \right. \]

\[ + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0) + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0) + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0) + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0)}}} \]. \quad (D.43)

Performing the trivial sum over \( m \) and splitting the \( l \) sum into \( l = 0 \) and \( l > 0 \) modes leaves us with \( d + p - 3 = 4 \) massless eigenmodes\(^1\) and an infinite tower of massive eigenmodes:

\[ \delta E_b = \frac{1}{2} \sum_{n=1}^{\infty} \left( (d+p-3) \frac{n\pi}{L} + \sqrt{\left(\frac{n\pi}{L}\right)^2 + g_{xx}^2 m_{\psi}^2} + \sqrt{\left(\frac{n\pi}{L}\right)^2 + g_{xx}^2 \frac{R}{2} l(l+1)} + \right. \]

\[ + \frac{1}{2} \sum_{l=1}^{\infty} (2l+1) \sum_{n=1}^{\infty} \left[ 3 \sqrt{\left(\frac{n\pi}{L}\right)^2 + g_{xx}^2 \frac{R}{2} l(l+1)} + \right. \]

\[ + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0) + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0) + \sqrt{\left(\frac{n\pi}{L}\right)^2 + \mu_+^2 (l, \psi_0)}}} \]. \quad (D.44)

We pause here to reflect on how the massless eigenmodes came about. There are \( d-2 = 2 \) massless modes from the Minkowski fields \( \delta X^i \) that were not statically fixed to the D-brane parameters. There were in addition \( p-1 = 2 \) massless modes from the \( U(1) \) gauge fields, \( \delta A_a \), after gauge fixing. This leaves us with the \( d-2+p-1 = d+p-3 = 4 \) massless modes we see here.

Continuing with our calculation of \( \delta E_b \), we perform the \( n \) sum, in the large \( L \) limit, by regulating the massless modes using Eq. (A.3) and the massive modes using \(^1\)

\(^1\)Three massless modes clearly come from the second term in Eq. (D.43): two from the Minkowski fields, \( \delta X^i \), and one from the \( U(1) \) gauge fields, \( \delta A_a \). The other massless mode from the gauge fields comes from the third term as we see from Eq. (D.40) that \( \mu_+^2 (0, \psi_0) = 0 \).
Eq. (A.30), leaving us with
\[
\delta E_b = -\frac{(d+p-3)\pi}{24L} - \frac{g_{xx}m_\Phi}{4} - \frac{g_{xx}m_r}{4} + \frac{1}{4} \sum_{l=1}^{\infty} (2l+1) \left[ 3\sqrt{g_{xx}} \frac{R}{2} l(l+1) + \mu_- (l, \psi_0) + \mu_+ (l, \psi_0) \right].
\] (D.45)

Notice, that in the large \( L \) limit, only the massless modes contribute to the \( 1/L \) Lüscher term, the remnants of the massive mode sums all now shown to be constant with respect to \( L \). These remaining sums can be regulated using Eqs. (A.40) and (A.43), resulting in:
\[
\delta E_b = -\frac{(d+p-3)\pi}{24L} + \beta^3_b(k, M) \quad \text{(D.46)}
\]
\[
\beta^3_b(k, M) = -\frac{1}{4} \sqrt{g_{xx}} (m_\Phi + m_r) - \frac{1}{4} \left[ 3\tilde{f}_\zeta \left( -\frac{1}{2} \right) + \tilde{g}_- \left( -\frac{1}{2} \right) + \tilde{g}_+ \left( -\frac{1}{2} \right) \right], \quad \text{(D.47)}
\]
where the regularizations of the functions \( f_\zeta(s) \) and \( \tilde{g}_\pm(s) \), calculated in App. A.2.2, are:
\[
\tilde{f}_\zeta(s) \to -0.265096 \quad \text{(D.48)}
\]
\[
\tilde{g}_\pm \left( -\frac{1}{2} \right) \to \sum_{w=0}^{\infty} \sum_{q=0}^{\infty} \sum_{n=0}^{\infty} \binom{\frac{2n}{2}}{n} q^n \cdot \frac{\Gamma \left( \frac{3}{2} \right) f_2^n f_1 w^{2n-2q}}{\Gamma \left( \frac{3}{2} - w \right)} \frac{\tilde{f}_\zeta(w - n - \frac{1}{2})}{(2q)!\Gamma(w + 1 - 2q)} + \quad \text{(A.43)}
\]
with
\[
g_\zeta(q, w) = \left\{ \begin{array}{ll}
\sum_{n=0}^{\infty} \binom{\frac{q+\frac{1}{2}}{n}}{n} f_2^n f_1 w^{2n-2q} \tilde{f}_\zeta(w + n - q - 1) + \\
\quad - \sum_{l=1}^{\infty} \frac{\binom{(2l+1)}{l}}{\Gamma(l+1)w^{2n+q+1}} & 0 < \frac{k}{M} < 1 \\
\quad + \sum_{l=1}^{\infty} \frac{\binom{(2l+1)}{l+1}}{\Gamma(l+1)w^{2n+2q}} & \\
\sum_{n=0}^{\infty} \binom{\frac{q+\frac{1}{2}}{n}}{n} f_2^n f_1 w^{2n-2q} \tilde{f}_\zeta(w - n - \frac{1}{2}) & k = 0, M,
\end{array} \right.
\] (D.49)

and
\[
h_+ = \left\{ \begin{array}{ll}
2\sqrt{2} \left( \sqrt{1 + f_+(1)} - \sum_{w=0}^{\infty} \binom{\frac{l_f}{w}}{w} f_+^w (1) \right) & f_+(1) > 0 \\
0 & f_+(1) < 0,
\end{array} \right. \quad \text{(D.50)}
\]
where \( \{l_f\} \) is the largest integer less than \( l_f = \frac{1}{2} \left( -1 + \sqrt{1 + \frac{4f_+^2}{f_2}} \right) \), as graphed versus
$k/M$ in Fig. D.1.

The constant $\beta_3^b$ is constant with respect to $L$, but depends on $k$ and $M$ through $f_2, f_1, f_+, g_{xx}R/2$, and $g_{xx}m_\psi^2$ and the transcendental Eq. (4.42). As seen in Figs. (D.4), (D.3), and (D.5), these are all symmetric under $k \to k - M$ and thus so is the constant $\beta_3^b$, a symmetry which we indeed expect to be manifest in the $k$-string energy [7].

Figure D.1: Solution for $l_f = \frac{1}{2} \left( -1 + \sqrt{a + \frac{4f^2}{f_2}} \right)$. We see for $0.288 \lesssim k/M \lesssim 0.712$, $l_f < 1$ and Eq. (D.49) simplifies in this case, as the latter two sums vanish. Also, $l_f$ clearly respects the $k \to M - k$ symmetry.
Figure D.2: $|f_-| < 0$ for all $l \geq 1$, and shrink to zero as $l$ increases. The $k \rightarrow k - M$ symmetry is respected by $f_-$. 

Figure D.3: $f_+ > 1$ only for $0.285 \lesssim k/M \lesssim 0.715$, where as a result, $h_+ \neq 0$ as seen in Eq. (D.50). Also, $f_+$ respects the $k \rightarrow k - M$ symmetry.
Figure D.4: The functions $f_1$, $f_2$, and the ratio $\frac{f_2}{f_1}$ all respect the $k \to k - M$ symmetry.

Figure D.5: These are all finite and respect the $k \to k - M$ symmetry.
D.2 D4-brane Bosonic Fluctuations in the CGLP Background

The fluctuations

\[ x^2(\zeta) = 0 + \delta x^2(\zeta), \quad \psi(\zeta) = \psi_0 + \delta \psi(\zeta), \]
\[ \tau(\zeta) = \tau_0 + \delta \tau(\zeta), \quad \mu^i(\zeta) = \mu^i_0 + \delta \mu^i(\zeta), \]

lead to the action for bosonic fluctuations of a D4-brane in the CGLP background

\[ \delta S_4 = -\mu_4 \int d^5 \xi e^{-\Phi_0} \sqrt{\mathcal{M}(0)} (\Delta - \delta \Phi) + \mu_4 n \int \left( \delta C_3 \wedge \mathcal{F}^{(0)} + C_3^{(0)} \wedge \delta \mathcal{F} + \right. \]
\[ \left. + \delta C_3 \wedge \delta \mathcal{F}^{(0)} \right) \]  

where \( \Delta \) is defined through Eq. (D.3). The \( \mu^i_0 \) refer to the classical value for the field, specified in Eq. (4.78), and the three \( \mu^i \) are still constrained by \( (\mu^i)^2 = 1 \). In the action, Eq. (D.52), the classical fields with subscript or superscript \( (0) \) are as in section 4.3, and for the fluctuations we have

\[ \delta g_{ab} d\zeta^a d\zeta^b = H_0^{1/2} l^2 \sin(2\psi_0) d\Omega_3^2 \delta \psi + \delta \psi^2 H_0^{1/2} l^2 \cos(2\psi_0) d\Omega_3^2 + \]
\[ + \left( H_0^{-1/2} \frac{\partial \delta x^2}{\partial \zeta^a} \frac{\partial \delta x^2}{\partial \zeta^b} + H_0^{1/2} l^2 \left( \frac{\partial \delta \tau}{\partial \zeta^a} \frac{\partial \delta \tau}{\partial \zeta^b} + \frac{1}{2} \frac{\partial \delta \psi}{\partial \zeta^a} \frac{\partial \delta \psi}{\partial \zeta^b} \right) \right) d\zeta^a d\zeta^b + \]
\[ + \delta \tau^2 \left[ H_0^{1/2} l^2 \left( A_\alpha^i A_{\beta i} d\Omega_3^\alpha d\Omega_3^\beta + \sin^2 \psi_0 (1 - \frac{H_2}{4H_0}) d\Omega_3^2 \right) + \right. \]
\[ \left. + \frac{H_2}{2H_0^{3/2}} (-dt^2 + dx^2) \right] i = 1,2, \]  

and

\[ \delta B_2 = \frac{m}{8l} \sin^2 \psi_0 \sin \chi \delta \tau \; d\chi \wedge d\theta + \]
\[ + \frac{m}{8l} \delta \tau \left( \delta \mu_1 \sin^2 \psi_0 \sin^2 \chi \sin \theta \; d\theta \wedge d\phi + \delta \mu^2 \sin^2 \psi_0 \sin \chi \sin \theta \; d\phi \wedge d\chi + \right. \]
\[ \left. + \sin \psi_0 \sin \chi \sin \theta \; \frac{\partial \delta \psi}{\partial \zeta^a} d\zeta^a \wedge d\phi + \delta \psi \; \sin(2\psi_0) \sin \chi \; d\chi \wedge d\theta \right), \]
\[ \delta C_3 = \frac{3m}{8g_s} \delta \psi \sin^3 \psi_0 \, d\Omega_3 + \]
\[ + \frac{m}{16g_s} \left( 9 \sin^2 \psi_0 \cos \psi_0 \delta \psi^2 - \frac{A_1^1 J_{1\theta}^1 + A_2^2 J_{2\phi}^2}{\sin^2 \chi \sin \theta} \delta \tau^2 \right) d\Omega_3 \]  
(D.55)

As the dilaton depends on \( \tau \) through Eq. (4.52), the fluctuation of the dilaton, to second order in the tau fluctuation, is
\[ \delta \Phi = - \frac{H_2}{H_0} \delta \tau^2 \]  
(D.56)

Using Eq. (D.53) through Eq. (D.56), we calculate the bosonic action, Eq. (D.52), to second order in the fluctuations:
\[ \delta S_4^b = - \int \sqrt{- \det(g_{\text{eff}})} d^5 \zeta \left\{ c_x \nabla_a \delta x^2 \nabla^a \delta x^2 + c_\psi \left[ \nabla_a \delta \psi \nabla^a \delta \psi - \frac{R}{2} \delta \psi^2 \right] + c_\tau \left[ \nabla_a \delta \tau \nabla^a \delta \tau + m_{\tau}^2(\chi, \theta) \delta \tau^2 \right] + c_A \left[ \frac{1}{16\pi} \delta F_{ab} \delta F_{ab} + j^a \delta A_a \right] + \right\} \] 
+ \text{total derivatives}, \]  
(D.57)

Here we notice that the linear fluctuations vanish, up to total derivatives, signifying that we are truly fluctuating around a classical solution. The covariant derivatives are with respect to \( g_{\text{eff}} \), an effective metric on the D4-brane
\[ ds^2 = g_{ab}^{(\text{eff})} d\zeta^a d\zeta^b = g_{xx}(-dt^2 + dx^2) + \frac{6}{R} d\Omega_3^2, \]  
(D.58)

where \( R \) is the same scalar curvature, Eq. 4.82, as the induced metric. The \( U(1) \) gauge current \( j^a \), and \( m_{\tau}(\chi, \theta) \) are
\[ j^a = \left( -Q_\psi \nabla_x \delta \psi, Q_\psi \nabla_t \delta \psi, Q_\tau \frac{\nabla_\theta (\sin \theta \delta \tau)}{\sin \chi \sin \theta}, -Q_\tau \frac{\nabla_\chi (\sin \chi \delta \tau)}{\sin^2 \chi}, 0 \right), \]  
(D.59)
\[ m_{\tau}^2(\chi, \theta) = m_{\tau 0}^2 + \frac{R}{6} \csc^2 \chi \csc^2 \theta, \]  
(D.60)

and the various constants are
\[ c_x = \frac{\mu_4 R^{3/2} H_{\text{min}}}{48\sqrt{3} g_s A} = \frac{2 l^4}{I_0 m^2 c_\psi} = \frac{l^4}{I_0 m^2 c_\tau} = \frac{l^3}{32 I_0^1/2 m\alpha'^2 c_A}, \]
\[ Q_\tau = \frac{3R}{4I_0 l^{1/2} \pi^2 12^2 \alpha'}, \quad Q_\psi = \frac{9H_{\text{min}}^{9/4} R^{9/2} m^{11/2}}{8\sqrt{6} A^3 \pi^2 l^{15/2} 12^6 \alpha'} \]
\[ m_{\tau 0}^2 = \frac{l}{128 m I_0^{3/2}} (43 - 48 I_0) + \frac{35}{96} R. \]  
(D.61)
Applying the variational principle to the action, Eq. (D.57), results in the field equations:

\[ \nabla^2 \delta x^2 = 0 \quad (D.62) \]

\[ \nabla^2 \delta \psi + \frac{R}{2} \delta \psi + \frac{c_A Q_\psi}{2c_\psi} \delta F_{tx} = 0 \quad (D.63) \]

\[ \nabla^2 \delta \tau - m_\tau^2 (\chi, \theta) \delta \tau + \frac{c_A Q_\tau}{2c_\tau} \csc \chi \delta F_{\theta \chi} = 0 \quad (D.64) \]

\[ \nabla_a \delta F^{ab} - 4\pi j^b = 0, \quad (D.65) \]

where \( \nabla_a \) is the covariant derivative compatible with Eq. (D.58).

The solution to Eq. (D.62) is

\[ \delta x^2 = \int d\omega dp \sum_{n \geq |m|} x^{(n,l,m)}(p, \omega) e^{i(px - \omega t)} Y^{nlm}(\chi, \theta, \phi), \quad (D.66) \]

where the \( Y^{nlm}(\chi, \theta, \phi) \) are the spherical harmonics on an \( S^3 \) [65]

\[ Y^{nlm}(\chi, \theta, \phi) = c_{nl} \frac{1}{\sin \chi} P_{n+1/2}^{l+1/2}(\cos \chi) Y^{lm}(\theta, \phi), \]

\[ c_{nl} = \sqrt{(n+1)(n+l+1)! \over (n-l)!}, \quad (D.67) \]

and \( P_{n}^{l}(x) \) are the associated Legendre polynomials. The \( S^3 \) spherical harmonics \( Y^{nlm}(\chi, \theta, \phi) \) satisfy the eigenvalue problem

\[ \tilde{\nabla}^2 Y^{nlm}(\chi, \theta, \phi) = -n(n+2)Y^{nlm}(\chi, \theta, \phi), \quad (D.68) \]

where \( \tilde{\nabla}^2 \) is the Laplacian for an \( S^3 \) whose action on scalar functions such as \( Y^{nlm}(\chi, \theta, \phi) \) is explicitly given by

\[ \tilde{\nabla}^2 = \frac{1}{\sin^2 \chi} \left( \partial_\chi (\sin^2 \chi \partial_\chi) + \frac{1}{\sin \theta} \partial_\theta (\sin \theta \partial_\theta) + \frac{1}{\sin^2 \theta} \partial_\phi^2 \right). \quad (D.69) \]

With that said, solving Eq. (D.62) with the solution Eq. (D.66) results in the eigenvalue problem

\[ \left[ \frac{1}{g_{xx}}(\omega^2 - p^2) - \frac{R}{6} n(n+2) \right] \tilde{x} = 0 \quad (D.70) \]

The rest of the equations prove quite difficult and require perturbation theory to solve; their solution is not given here. To simplify the problem, we recall the important physical features that were found for a D3-brane in the KS background in section D.1.3 [7]. There we found the massless modes, from which the Lüscher term was derived, to be independent of the angular degrees of freedom. Inspired by these
results, we propose that in the current case of a D4-brane in the CGLP background, we can integrate out the spherical degrees of freedom, \( \chi, \theta, \) and \( \phi \), and still have the same number of massless modes as before and as a result, the same Lüscher term as would be calculated from the full five dimensional theory.

To proceed with this integration, we consider the fluctuations to be independent of the \( S^3 \) variables,

\[
\delta X^\mu = \delta X^\mu(t, x), \quad \delta A_a = \delta A_a(t, x)
\]

and we integrate out the \( S^3 \) from the action Eq. (D.57). This results in an effective action

\[
\delta S^b_{4\text{eff}} = -V_3 \int dt \, dx \left\{ \right. \\
\left. c_x \partial_m \delta x^m \partial^m \delta x^2 + c_\psi \left[ \partial_m \delta \psi \partial^m \delta \psi - \frac{R}{2} g_{xx} \delta \psi^2 \right] + \\
+ c_\tau \left[ \partial_m \delta \tau \partial^m \delta \tau + m_{re}^2 \delta \tau^2 \right] + c_A \left[ \frac{1}{g_{xx} 16\pi} \delta F^{mn} \delta F_{mn} + g_{xx} j^m \delta A_m \right] + \\
+ \frac{c_A}{16\pi} \left[ \partial_m \delta A_i \partial^m \delta A_i + 2 \partial_m \delta A_\psi \partial^m \delta A_\psi + I_1 \partial_m \delta A_\chi \partial^m \delta A_\chi \right] + \\
+ \text{total derivatives} \right\},
\]

where the indices \( m \) and \( n \) now sum only over the coordinates \( t \) and \( x \), and are raised and lowered by the two dimensional Minkowski metric

\[
\eta_{mn} d\zeta^m d\zeta^n = -dt^2 + dx^2,
\]

and the effective \( \delta \tau \) mass, \( m_{re} \), the constant \( V_3 \), and the integral, \( I_1 \) are

\[
m_{re}^2 = g_{xx} \left( m_{r0}^2 + \frac{R}{6} I_1 \right), \quad V_3 = 2\pi^2 \left( \frac{6}{R} \right)^{3/2}, \quad I_1 = \int_0^\pi \csc \theta \, d\theta.
\]

The equations of motion of the action, Eq. (D.72), are

\[
(-\partial_t^2 + \partial_x^2) \delta x^2 = 0
\]

\[
(-\partial_t^2 + \partial_x^2) \delta \psi + \frac{R}{2} g_{xx} \delta \psi + \frac{c_A g_{xx} Q_\psi}{2c_\psi} \delta F_{tx} = 0
\]

\[
(-\partial_t^2 + \partial_x^2) \delta \tau - m_{re}^2 \delta \tau = 0
\]

\[
(-\partial_t^2 + \partial_x^2) \delta A_i = 0, \quad i = \chi, \theta, \phi
\]

\[
\partial_m \delta F^{mn} = 4\pi g_{xx}^2 \delta j^m
\]
To solve these equations, we move to Fourier space

\begin{equation}
(\omega^2 - p^2) \delta x^2 = 0 \tag{D.80}
\end{equation}

\begin{equation}
(\omega^2 - p^2 + R g_{xx}) \delta \psi - i \frac{c_A g_{xx} Q \psi}{2 c_\psi} (\omega \delta A_x + p \delta A_t) = 0 \tag{D.81}
\end{equation}

\begin{equation}
(\omega^2 - p^2 - m_{\tau e}^2) \delta \tau = 0 \tag{D.82}
\end{equation}

\begin{equation}
(\omega^2 - p^2) \delta A_i = 0, \quad i = \chi, \theta, \phi \tag{D.83}
\end{equation}

\begin{equation}
p^2 \delta A_t + p \omega \delta A_x = -i 4 \pi g_{xx}^2 Q \psi p \delta \psi \tag{D.84}
\end{equation}

\begin{equation}
\omega^2 \delta A_x + p \omega \delta A_t = -i 4 \pi g_{xx}^2 Q \psi \omega \delta \psi, \tag{D.85}
\end{equation}

and work in temporal gauge, \( \delta A_t = 0 \), where the \( \psi \) field becomes massive instead of tachyonic:

\begin{equation}
(\omega^2 - p^2 - m_{\psi}^2) \delta \psi = 0 \tag{D.86}
\end{equation}

with

\begin{equation}
m_{\psi}^2 = \frac{c_A}{c_\psi} 2 \pi Q^2 \psi g_{xx}^3 - \frac{R}{2} g_{xx} = \frac{3 l^4}{4 l_0^2 m^2} \left( 3 - \frac{8 I_0}{8 I_0 \cos^2 \psi_0 + \sin^2 \psi_0} \right) \tag{D.87}
\end{equation}

\begin{equation}
131 \lesssim \frac{m_{\psi}^2}{l^4} m_{\psi} \lesssim 141. \tag{D.88}
\end{equation}

The rest of the bosonic equations solve easily and we have the six bosonic eigen-modes:

\begin{equation}
\omega^2 = \begin{cases} 
p^2 & \text{4 fold degenerate} \\
p^2 + m_{\tau e}^2 \\
p^2 + m_{\psi}^2
\end{cases} \tag{D.89}
\end{equation}

The calculation for the one loop correction to the bosonic \( k \)-string energy, \( \delta E_b \), follows similarly to the KS calculation in App. (D.1.3); the result for large quark separation \( L \) being

\begin{equation}
\delta E_b = -\frac{(d + p - 3) \pi}{24L} - \frac{1}{4} (m_{\tau e} + m_{\psi}) \tag{D.90}
\end{equation}

where \( p = 4, \ d = 3 \), and the Lüscher term is \( \frac{(d+p-3)\pi}{24L} = -\frac{\pi}{6L} \), which is the same as the
expected value, as $N$ increases, for lattice calculations done in [15].
APPENDIX E

FERMIONIC FLUCTUATIONS

In this appendix we first lay out the explicit fermionic portion of the Dp-brane action. We then show the explicit calculations for the fermionic eigenmodes for the D-branes embedded in the KS and CGLP backgrounds. First, a quick note on the index convention. Throughout this thesis, and unless otherwise noted, Latin indices $a, b, c, \ldots$ are Dp-brane indices running from 0 to $p$, Greek indices, $\alpha, \beta, \mu, \nu, \ldots$ are 10 dimensional curved indices, and overlined Greek indices, $\overline{\mu}, \overline{\nu}, \overline{\alpha}, \ldots$ are 10 dimensional flat indices. The calculations in this appendix are based on those previously published in [7, 8, 9].

E.1 Fermionic Action Definitions

The fermionic portion of the Dp-brane action [66, 67, 68, 39]

\[
S_p = -\mu_p \int d^{p+1} \zeta e^{-\Phi} \sqrt{\mathcal{M}} + \mu_p \int \sum_n C_n \wedge F +
\]

\[
+ \frac{\mu_p}{2} \int d^{p+1} \zeta e^{-\Phi} \sqrt{\mathcal{M}} \mathcal{L}_p^f(\Theta, \partial_a \Theta)
\]

is the action for a 32 component, Grassmann valued spinor field, $\Theta$:

\[
S_p^f = \frac{\mu_p}{2} \int d^{p+1} \zeta e^{-\Phi} \sqrt{\mathcal{M}} \mathcal{L}_p^f(\overline{\Theta}, \partial_a \Theta)
\]

(E.1)

\[
\mathcal{L}_p^f = \overline{\Theta} \left(1 - \Gamma_D\right) \left[(\mathcal{M}^{-1})^{ab} \left(\Gamma_a D_b^{(0)} + \Gamma_b W_a\right) - \Delta^{(1)} - \Delta^{(2)}\right] \Theta, \quad \text{type IIA}
\]

(E.2)

\[
\mathcal{L}_p^f = \overline{\Theta} \left[(\mathcal{M}^{-1})^{ab} \left(\Gamma_a D_b^{(0)} - \Gamma_b^{(1)} \Gamma_b W_a\right) - \Delta^{(1)} + \Gamma_b \Delta^{(2)}\right] \Theta, \quad \text{type IIB}
\]

(E.3)

where for both type IIA and IIB we have

\[
\mathcal{M}_{ab} = g_{ab} + \mathcal{F}_{ab}, \quad \mathcal{M} \equiv -\det \mathcal{M}
\]

\[
D_{a}^{(0)} = \partial_a + \frac{1}{4} \Omega_{a \mu \nu} \Gamma_{\mu \nu} + \frac{1}{4 \cdot 2!} H_{a \mu \rho} \Gamma_{\mu \nu}
\]

\[
\Delta^{(1)} = \frac{1}{2} (\Gamma^\mu \partial_\mu \Phi + \frac{1}{2 \cdot 3!} H_{\mu \nu \rho} \Gamma^{\mu \nu \rho}),
\]

(E.2)
for type IIA we have
\[
W_a = -\frac{1}{8} e^\Phi \left( \frac{1}{2} F_{\mu\nu} \Gamma^{\mu\nu} + \frac{1}{4!} \tilde{F}_{\mu\nu\alpha\beta} \Gamma^{\mu\nu\alpha\beta} \right) \Gamma_a
\]
\[
\Delta^{(2)} = \frac{1}{8} e^\Phi \left( \frac{3}{2!} F_{\mu\nu} \Gamma^{\mu\nu} - \frac{1}{4!} \tilde{F}_{\mu\nu\alpha\beta} \Gamma^{\mu\nu\alpha\beta} \right)
\]
\[
\Gamma_{D_p} = \epsilon^{a_1 \ldots a_p+1} \Gamma_{a_1 \ldots a_p+1} \left( (p+1)! \sqrt{M} (\Gamma^{11})^{p/2+1} \sum_{q \geq 0} \frac{(-1)^q (\Gamma^{11})^q}{q! 2^q} \Gamma^{b_1 \ldots b_{2q}} \mathcal{F}_{b_1 b_2} \ldots \mathcal{F}_{b_{2q-1} b_{2q}} \right)
\]
(E.3)
and for type IIB we have
\[
W_a = \frac{1}{8} \left[ F_{\mu} \Gamma^\mu + \frac{1}{3!} \tilde{F}_{\mu\nu\alpha} \Gamma^{\mu\nu\alpha} + \frac{1}{2 \cdot 3!} \tilde{F}_{\mu\nu\alpha\beta} \Gamma^{\mu\nu\alpha\beta} \right] \Gamma_a
\]
\[
\Delta^{(2)} = -\frac{1}{2} e^\Phi [F_{\mu} \Gamma^\mu + \frac{1}{2 \cdot 3!} \tilde{F}_{\mu\nu\alpha\beta} \Gamma^{\mu\nu\alpha\beta}] \]
\[
\Gamma_{D_p} = (-1)^{\frac{(p-2)(p-3)}{2}} \epsilon^{a_1 \ldots a_p+1} \Gamma_{a_1 \ldots a_p+1} \left( (p+1)! \sqrt{\det M_0} \sum_{q \geq 0} \frac{\Gamma^{b_1 \ldots b_{2q}}}{q! 2^q} \mathcal{F}_{b_1 b_2} \ldots \mathcal{F}_{b_{2q-1} b_{2q}} \right)
\]
(E.4)
We are using the conventions
\[
H_3 = dB_2, \quad F_p = dC_{p-1}, \quad \tilde{F}_3 = F_3 - C_0 H_3, \quad \tilde{F}_4 = F_4 - C_1 \wedge H_3,
\]
\[
\tilde{F}_5 = *\tilde{F}_5 = F_5 + B_2 \wedge F_3.
\]
(E.5)
The spin connection, \( \Omega^\mu_{\alpha} \), is the pull back
\[
\Omega^\mu_{\alpha} = \partial X^\mu / \partial \zeta^\alpha \Omega^\mu_{\alpha}
\]
(E.6)
where the 10-D spin connection is built out of the frame fields [69]
\[
\Omega^\mu_{\alpha} = -\Omega^\mu_{\alpha} = \frac{1}{2} e^\alpha (C^\mu_{\alpha} - C^\mu_{\alpha} - C^\alpha_{\mu}) = \eta^\mu\eta^\alpha (\partial_{\mu} e^\alpha + e^\mu \Gamma^\alpha_{\mu})
\]
(E.7)
where the Christoffel symbol and holonomy elements are
\[
\Gamma^\alpha_{\mu\nu} = \frac{1}{2} G^{\alpha\beta} (\partial_{\mu} G_{\beta\nu} + \partial_{\nu} G_{\beta\mu} - \partial_{\beta} G_{\mu\nu})
\]
(E.8)
\[
C^\alpha_{\mu\nu} = (e^\alpha e^\beta - e^\beta e^\alpha) \partial_{\beta} e^\alpha
\]
(E.9)
with flat indices raised (lowered) by \( \eta^{\mu\nu} (\eta_{\mu\nu}) \) and the curved indices raised (lowered) by \( G^{\mu\nu} (G_{\mu\nu}) \):
\[
e^\mu_{\alpha} = e^\mu_{\alpha} \eta^{\mu\nu} = e^\alpha_{\nu} G^{\mu\nu}, \quad e_{\mu\alpha} = e^\nu_{\mu} \eta_{\mu\nu} = e^\nu_{\mu} G_{\mu\nu}
\]
(E.10)
The frame fields thus frame the 10-D metric from 10-D Minkowski space:
\[
G_{\mu\nu} = e^\mu_{\mu} e^\nu_{\nu} \eta_{\mu\nu}
\]
(E.11)
which is consistent with the definition of the inverse frame fields:
\[ e^\mu_\pi e^\nu_\rho = \delta^\mu_\nu, \quad e^\mu_\pi e^\rho_\mu = \delta^\pi^\rho. \] (E.12)

The 10-D curved \( \Gamma^\mu \) matrices are framed from the 10-D flat \( \bar{\Gamma}^\pi \) matrices
\[ \Gamma^\mu = e^\mu_\pi \bar{\Gamma}^\pi, \quad \bar{\Gamma}^\pi = e^\pi_\mu \Gamma^\mu \] (E.13)
which satisfy a Clifford algebra:
\[ \{ \bar{\Gamma}^\pi, \bar{\Gamma}^\rho \} = 2 \eta^{\pi\rho}. \] (E.14)

The \( \Gamma^a \) matrices are the pull backs of the curved \( \Gamma^\mu \) matrices onto the \( Dp \)-brane:
\[ \Gamma^a = \frac{\partial X^\mu}{\partial \zeta^a} \Gamma^\mu \]
\[ \Gamma^a = g^{ab} \Gamma_b \] (E.15)
with \( g_{ab} \) the induced metric.

In type IIA, \( \Theta \) is constrained by [67, 66, 68, 39]:
\[ \Gamma^{11} \Theta = \Theta, \quad \text{type IIA constraint} \] (E.16)
with \( \Gamma^{11} = \Gamma^{0123456789} \), where
\[ \Gamma^{\mu_1 \mu_2 \ldots \mu_n} = \frac{1}{n!} \Gamma^{[\mu_1 \mu_2 \ldots \mu_n]} \]
\[ = \frac{1}{n!} (\Gamma^{\mu_1} \Gamma^{\mu_2} \ldots \Gamma^{\mu_n} + \text{all positive permutations} - \text{all negative permutations}) \]
\[ = \begin{cases} 
\Gamma^{\mu_1} \Gamma^{\mu_2} \ldots \Gamma^{\mu_n}, & \text{all } \mu_i \text{ different} \\
0, & \text{any two } \mu_i \text{ the same} 
\end{cases} \] (E.17)

Our representations for \( \bar{\Gamma}^\pi \) will be tensor products, such as
\[ \bar{\Gamma}^\pi = \sigma^a \otimes \sigma^b \otimes \sigma^c \otimes \sigma^d \otimes \sigma^e, \] (E.18)
of the Pauli spin matrices, augmented with the identity:
\[ \sigma^0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \] (E.19)
E.2 D3-brane Fermionic Fluctuations in KS

**Background**

For the KS background at $\tau = 0$, we have

$$D^{(0)}_a = \partial_a + \frac{1}{4} \Omega_{a}^{\mu \nu} \Gamma_{\mu \nu}$$

$$W_a = \frac{1}{8 \cdot 3!} F_{\mu \nu a} \Gamma^{\mu \nu a} \Gamma_a$$

$$\Delta^{(1)} = 0, \quad \Delta^{(2)} = -\frac{1}{4 \cdot 3!} F_{\mu \nu a} \Gamma^{\mu \nu a}$$

$$\Gamma_{D3} = \frac{\epsilon_{abcd} \Gamma_{abcd} 2! 4!}{2! 4! \sqrt{M}} \Gamma_{mn} F_{mn}$$ \hspace{1cm} (E.20)

with the non-zero components of the spin connection given by

$$\Omega_{\theta}^{46} = \Omega_{\theta}^{87} = \frac{\sin \psi_0}{2}, \quad \Omega_{\theta}^{56} = \Omega_{\theta}^{68} = \sin^2 \frac{\psi_0}{2}$$

$$\Omega_{\phi}^{54} = \Omega_{\phi}^{76} = \cos \theta, \quad \Omega_{\phi}^{94} = \Omega_{\phi}^{78} = \sin \theta \sin^2 \frac{\psi_0}{2}$$

$$\Omega_{\phi}^{56} = \Omega_{\phi}^{68} = \frac{1}{2} \sin \theta \sin \psi_0.$$ \hspace{1cm} (E.21)

Fluctuating around the classical solution $\Theta = 0 + \delta \Theta$ of the probe D3-brane, the action for fermionic fluctuations, Eq. (E.1), becomes:

$$\delta S^f_3 = \frac{\mu_p}{2 g_s} \int d^4 \zeta \sqrt{M} \delta \Theta [ (M^{-1})^{ab} \Gamma_a \partial_b + M_1 + M_2 + M_3 ] \delta \Theta$$ \hspace{1cm} (E.22)

$$M_1 = \frac{1}{4} (M^{-1})^{ab} \Gamma_a \Omega_b^{\mu \nu} \Gamma_{\mu \nu}$$ \hspace{1cm} (E.23)

$$M_2 = -\frac{1}{8 \cdot 3!} \Gamma_{D3} (M^{-1})^{ab} \Gamma_b F_{\mu \nu a} \Gamma^{\mu \nu a} \Gamma_a$$ \hspace{1cm} (E.24)

$$M_3 = -\frac{1}{4 \cdot 3!} \Gamma_{D3} F_{\mu \nu a} \Gamma^{\mu \nu a}$$ \hspace{1cm} (E.25)

which easily gives the Euler-Lagrange equations of a massive fermionic field:

$$[(M^{-1})^{ab} \Gamma_a \partial_b + M_1 + M_2 + M_3] \delta \Theta = 0.$$ \hspace{1cm} (E.26)

For the probe D3-brane in the KS background, we use the following representation
for the 10-D flat $\Gamma^{\Pi}$ matrices:

\[
\Gamma^0 = -i\sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^3, \quad \Gamma^r = \sigma^1 \otimes \sigma^1 \otimes \sigma^2 \otimes \sigma^0 \\
\Gamma^T = \sigma^1 \otimes \sigma^3 \otimes \sigma^0 \otimes \sigma^0, \quad \Gamma^3 = \sigma^2 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0 \\
\Gamma^4 = \sigma^1 \otimes \sigma^1 \otimes \sigma^3 \otimes \sigma^0, \quad \Gamma^5 = \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^2 \\
\Gamma^6 = -\sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^1, \quad \Gamma^7 = \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^3 \otimes \sigma^0 \quad (E.27)
\]

For our solution of the KS background, we find the object $\Gamma_{D_3}^{\gamma^{-1}}$ can be expressed as:

\[
\Gamma_{D_3}^{\gamma^{-1}} = b^{-1} \cot \frac{\psi_0}{2} \Gamma^6 \Gamma^7. \quad (E.28)
\]

and we calculate the pulled back $\Gamma^a$ matrices to be:

\[
\Gamma^a = \begin{pmatrix}
\frac{h_0^{1/4} \Gamma^0}{2} \\
\frac{h_0^{1/4} \Gamma^1}{2} \\
\sqrt{\frac{R}{2}} (\cos \frac{\psi_0}{2} \Gamma^7 - \sin \frac{\psi_0}{2} \Gamma^6) \\
-\sqrt{\frac{R}{2}} \csc \theta (\sin \frac{\psi_0}{2} \Gamma^7 + \cos \frac{\psi_0}{2} \Gamma^6)
\end{pmatrix}. \quad (E.29)
\]

We proceed to solve Eq. (E.26) with a harmonic ansatz for $\delta \Theta[70]$:

\[
\delta \Theta = \int dp \, d\omega \sum_{l,m} e^{i(px-\omega t)} \tilde{\Theta}_{lm}(p, \omega) \circ \Phi_{lm}(\theta, \phi) \quad (E.30)
\]

where $\Phi_{lm}(\theta, \phi)$ is a 32 component complex spinor, whose components are arbitrary functions of $\theta$ and $\phi$, and $\tilde{\Theta}_{lm}(p, \omega)$ is a 32 component spinor of Grassman valued expansion coefficients. The component product $\circ$ is a commutative operator, defined for
N component vectors or spinors as:

$$A \circ B = \begin{pmatrix} A^1 \\ A^2 \\ \vdots \\ A^N \end{pmatrix} \circ \begin{pmatrix} B^1 \\ B^2 \\ \vdots \\ B^N \end{pmatrix} \equiv \begin{pmatrix} A^1 B^1 \\ A^2 B^2 \\ \vdots \\ A^N B^N \end{pmatrix}. \quad (E.31)$$

With the solution Eq. (E.30) for $\delta \Theta$, the Dirac Eq. (E.26) can be reorganized and expressed as two distinct eigenvalue problems

$$\omega \tilde{\Theta}_1 \circ \Phi_1 = \mathcal{H}_1^{(f)} \tilde{\Theta}_1 \circ \Phi_1 \quad (E.32)$$

$$\omega \tilde{\Theta}_2 \circ \Phi_2 = \mathcal{H}_2^{(f)} \tilde{\Theta}_2 \circ \Phi_2 \quad (E.33)$$

where $\tilde{\Theta}_1 \circ \Phi_1$ and $\tilde{\Theta}_2 \circ \Phi_2$ are each eight components of the original 32 component spinor, Eq. (E.30). The matrices $\mathcal{H}_i^{(f)}$ are

$$\mathcal{H}_1^{(f)} = \begin{pmatrix} -$p$ & $-c_3+c_4^{(2)}$ & $c_2+$ & 0 & 0 & $ic_+$ & 0 & 0 \\
$-c_4-c_1^{(1)}$ & $p$ & 0 & $c_1-$ & 0 & 0 & 0 & 0 \\
$-c_1-$ & 0 & $p$ & $c_3-c_4^{(2)}$ & 0 & 0 & 0 & $ic_-$ \\
0 & $-c_2+$ & $c_4-c_1^{(1)}$ & $-p$ & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & $-p$ & $-c_3-c_4^{(1)}$ & $-c_2+$ & 0 \\
$ic_-$ & 0 & 0 & 0 & $-c_4-c_1^{(2)}$ & $p$ & 0 & $-c_1-$ \\
0 & 0 & 0 & 0 & $c_1-$ & 0 & $p$ & $c_3-c_4^{(1)}$ \\
0 & 0 & $ic_+$ & 0 & 0 & $c_2+$ & $c_4+c_1^{(2)}$ & $-p$ \end{pmatrix} \quad (E.34)$$

and

$$\mathcal{H}_2^{(f)} = \begin{pmatrix} -$p$ & $-c_3+c_4^{(1)}$ & $c_2+$ & 0 & 0 & 0 & 0 & 0 \\
$-c_4-c_1^{(2)}$ & $p$ & 0 & $c_1-$ & $-ic_-$ & 0 & 0 & 0 \\
$-c_1-$ & 0 & $p$ & $c_3-c_4^{(1)}$ & 0 & 0 & 0 & 0 \\
0 & $-c_2+$ & $c_4-c_1^{(2)}$ & $-p$ & 0 & 0 & $-ic_+$ & 0 \\
0 & $-ic_+$ & 0 & 0 & $-p$ & $-c_3-c_4^{(2)}$ & $-c_2+$ & 0 \\
0 & 0 & 0 & 0 & $-c_4-c_1^{(2)}$ & $p$ & 0 & $-c_1-$ \\
0 & 0 & 0 & $-ic_-$ & $c_1-$ & 0 & $p$ & $c_3-c_4^{(2)}$ \\
0 & 0 & 0 & 0 & $c_2+$ & $c_4+c_1^{(1)}$ & $-p$ \end{pmatrix} \quad (E.35)$$
where the constants $c_{\pm}$ and $c_{1\pm} \ldots c_{4\pm}$ are

$$c_{1\pm} = i \frac{c_{\pm}}{2T^2} (3T^2 - d^{1/2}T - b_3), \quad c_{2\pm} = i \frac{c_{\pm}}{2T^2} (3T^2 + d^{1/2}T - b_3)$$

$$c_{3\pm} = c_{\pm} (1 - i \frac{b}{T}), \quad c_{4\pm} = c_{\pm} (1 + i \frac{b}{T})$$

$$c_{\pm} = - \frac{2b_2 T}{h_0^{1/4}d^{1/2}} (T \pm d^{1/2})$$

$$T = b \tan \frac{\psi_0}{2}, \quad d = 1 + b^2 \tan^2 \frac{\psi_0}{2}$$

$$b_2 = \sqrt{\frac{\pi T_0}{2b^2 M}}, \quad b_3 = b^{-1/2} + 3b^{3/2} - 3b^2$$

(E.36)

and the operators $O^{(i)}_{\pm}$ are

$$O^{(1)}_{\pm} = \partial_\theta \pm i \csc \theta \partial_\phi$$

(E.37)

$$O^{(2)}_{\pm} = \cot \theta + O^{(1)}_{\pm}$$

(E.38)

From inspection of the matrices, Eqs. (E.34) and (E.35), and their actions on the spinors $\Phi_{ilm}$ in Eqs. (E.32), we identify the components, $\Phi^A_{ilm}(\theta, \phi)$, $A = 1 \ldots 8, i = 1, 2$, of the spinors $\Phi_{ilm}(\theta, \phi)$ with three distinct functions $Y^+_{lm}(\theta, \phi)$, $Y^-_{lm}(\theta, \phi)$, and $Y^-_{lm}(\theta, \phi)$

$$\Phi^1_1 = \Phi^3_1 = \Phi^6_1 = \Phi^8_1 = \Phi^2_1 = \Phi^4_1 = \Phi^5_1 = \Phi^7_1 = \Phi^1_2 = \Phi^3_2 = \Phi^6_2 = \Phi^8_2 = Y^-_{lm}(\theta, \phi)$$

(E.39)

which must satisfy four coupled differential equations

$$O^{(1)}_{-} \Phi^A_{lm}(\theta, \phi) = \lambda_1 \Phi^A_{-\lambda}(\theta, \phi)$$

(E.40)

$$O^{(2)}_{+} Y^-_{lm}(\theta, \phi) = \lambda_2 Y^-_{lm}(\theta, \phi)$$

(E.41)

$$O^{(1)}_{+} Y^-_{lm}(\theta, \phi) = \lambda_3 Y^+_{lm}(\theta, \phi)$$

(E.42)

$$O^{(2)}_{-} Y^+_{lm}(\theta, \phi) = \lambda_4 Y^-_{lm}(\theta, \phi)$$

(E.43)

Eliminating $Y^-_{lm}(\theta, \phi)$ from Eqs. (E.40) and (E.41) results in the spherical harmonic eigenvalue problem:

$$\hat{L}^2 Y_{lm} = \lambda_1 \lambda_2 Y_{lm}$$

(E.44)

So we see that the $Y_{lm}(\theta, \phi)$ are indeed the spherical harmonics, as their name suggests. Furthermore, Eq. (E.44) now demands that

$$\lambda_1 \lambda_2 = -l(l + 1)$$

(E.45)
Eliminating $Y^{\pm}_{lm}(\theta, \phi)$ from Eqs. (E.42) and (E.43) results in a similar identity
\[ \lambda_3 \lambda_4 = -l(l + 1) \]  (E.46)
Consistent with these two constraints, we make the following choices for the $\lambda_i$:
\[ \lambda_1 = \lambda_3 = 1, \quad \lambda_2 = \lambda_4 = -l(l + 1) \]  (E.47)
and so we find $Y^{+}_{lm}(\theta, \phi)$ and $Y^{-}_{lm}(\theta, \phi)$ to be dependent on the spherical harmonics, $Y_{lm}(\theta, \phi)$, in the following way:
\[ Y^{+}_{lm}(\theta, \phi) = \mathcal{O}^{(1)} Y_{lm}(\theta, \phi) \]
\[ Y^{-}_{lm}(\theta, \phi) = \mathcal{O}^{(1)} Y_{lm}(\theta, \phi) \]  (E.48)
This newfound knowledge allows us to remove all $\theta$ and $\phi$ dependence from the eigenvalue Eqs. (E.32), leaving us with
\[ \omega \tilde{\Theta}_1 = \mathcal{H}^{(f)}_{1} \tilde{\Theta}_1 \]  (E.49)
\[ \omega \tilde{\Theta}_2 = \mathcal{H}^{(f)}_{2} \tilde{\Theta}_2 \]  (E.50)
where the matrices $\mathcal{H}^{(f)}_{i}$ now take the form
\[
\mathcal{H}^{(f)}_{1} = \begin{pmatrix}
-p & c_{3+}l(l + 1) & c_{2+} & 0 & 0 & ic_+ & 0 & 0 \\
-c_{4-} & p & 0 & c_{1-} & 0 & 0 & 0 & 0 \\
-c_{1-} & 0 & p & -c_{3-}l(l + 1) & 0 & 0 & 0 & ic_- \\
0 & -c_{2+} & c_{4+} & -p & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -p & -c_{3+} & -c_{2+} & 0 \\
0 & 0 & 0 & 0 & c_{4-}l(l + 1) & p & 0 & -c_{1-} \\
0 & 0 & 0 & 0 & c_{1-} & 0 & p & c_{3-} \\
0 & 0 & ic_+ & 0 & 0 & c_{2+} & -c_{4+}l(l + 1) & -p \\
\end{pmatrix}
\]  (E.51)
and

\[ \mathcal{H}_2^{(f)} = \begin{pmatrix}
-p & -c_3+ & c_2+ & 0 & 0 & 0 & 0 & 0 \\
-c_1+ l(l+1) & p & 0 & c_1- & -ic_- & 0 & 0 & 0 \\
-c_1- & 0 & p & c_3- & 0 & 0 & 0 & 0 \\
0 & -c_2+ & -c_4+ l(l+1) & -p & 0 & 0 & -ic_+ & 0 \\
0 & -ic_+ & 0 & 0 & -p & c_4+ l(l+1) & -c_2+ & 0 \\
0 & 0 & 0 & 0 & -c_4- & p & 0 & -c_1- \\
0 & 0 & 0 & -ic_- & c_1- & 0 & p & -c_3- l(l+1) \\
0 & 0 & 0 & 0 & 0 & c_4+ & c_2+ & -p
\end{pmatrix} \quad (E.52) \]

These two matrices have the same eight, massive eigenvalues

\[ \omega = \begin{cases} 
\pm \sqrt{c_{10}(p,l)} + \sqrt{c_8(p,l)} \pm \sqrt{c_{9+}(p,l)} \\
\pm \sqrt{c_{10}(p,l)} - \sqrt{c_8(p,l)} \pm \sqrt{c_{9-}(p,l)}
\end{cases} \quad (E.53) \]

where

\[ c_5 = c_{12}^2 - 3c_{11}c_{13} + 12c_{14} \]

\[ c_6 = 2c_{12}^3 - 9c_{12}(c_{11}c_{13} + 8c_{14}) + 27(c_{13}^2 + c_{11}^2c_{14}) \]

\[ c_7 = c_6 + \sqrt{-4c_5^3 + c_6^2} \]

\[ c_8 = c_{11}^2 + \frac{2}{3} \left( -4c_{12} + \frac{2^{4/3}c_5^{1/3}}{c_7^{1/3}} + 2^{2/3}c_7^{1/3} \right) \]

\[ c_{9\pm} = \frac{2}{3} \left( 3c_{11}^2 - 8c_{12} - \frac{2^{4/3}c_5}{c_7^{1/3}} - 2^{2/3}c_7^{1/3} \pm \frac{3(4c_{11}c_{12} - c_{11}^3 - 8c_{13})}{\sqrt{c_8}} \right) \]

\[ c_{10} = 2(p^2 - (c_{3+}c_{4-} + c_{3-}c_{4+})l(l+1) - c_{-}c_{+} - 2c_{1-}c_{2+}) \quad (E.54) \]

with

\[ c_{11} = 4c_{1-}c_{2+} + 2c_{-}c_{+} + (2c_{3+}c_{4-} + 2c_{3-}c_{4+})l(l+1) - 4p^2 \quad (E.55) \]
\[c_{12} = 6c_{1-}^2 c_{2+}^2 + c_{2+}^2 c_{c+}^2 + 4c_{1-} c_{2+} c_{-} c_{+} + c_{1-}^2 c_{+}^2 + c_{-}^2 c_{+}^2 +
\]
\[+ (2c_{2+}^2 c_{3-} c_{1-} + 4c_{1-} c_{2+} c_{3+} c_{1-} + 4c_{1-} c_{2+} c_{3-} c_{4+} + 2c_{1-}^2 c_{3+} c_{4+} + 2c_{3+} c_{1-} c_{-} c_{+} +
\]
\[+ 2c_{3-} c_{4+} c_{-} c_{+}) l(l + 1) + (e_{3+}^2 c_{1-}^2 + 4c_{3-} c_{3+} c_{4-} c_{4+} + e_{3-}^2 c_{1+}^2) l^2 (l + 1)^2 +
\]
\[(-12c_{1-} c_{2+} - 6c_{-} c_{+} + (-6c_{3+} c_{4-} - 6c_{3-} c_{4+}) l(l + 1)) p^2 + 6p^4 \quad (E.56)
\]
\[c_{13} = 4c_{1-}^3 c_{2+}^2 + 2c_{1-} c_{2+}^3 c_{c+}^2 + 2c_{1-}^2 c_{3+}^2 c_{-} c_{+} + 2c_{1-}^2 - c_{2+} c_{c+}^2 +
\]
\[+ 2c_{1-} c_{2+} c_{3-} c_{c+}^2 + (4c_{1-} c_{2+} c_{3-} c_{-} + 2c_{1-} c_{2+} c_{3+} c_{4-} +
\]
\[+ 2c_{1-} c_{2+} c_{3-} c_{4+} + 4c_{1-} c_{2+} c_{3+} c_{4+} + 2c_{1-} c_{2+} c_{3+} c_{4-} c_{c+} + 2c_{1-} c_{2+} c_{3+} c_{4-} c_{c+} +
\]
\[+ 2c_{1-} c_{2+} c_{3-} c_{4+} c_{c+} + 2c_{1-} c_{2+} c_{3-} c_{4-} c_{c+}^2) l^2 (1 + l)^2 +
\]
\[+ (2c_{2+}^2 c_{3-} c_{3+} c_{1-} + 2c_{2+} c_{3+}^2 c_{3-} c_{c+} + 4c_{1-} c_{2+} c_{3-} c_{3+} c_{4-} c_{c+} + 2c_{1-} c_{2+} c_{3+} c_{4-} c_{c+} +
\]
\[+ 2c_{1-} c_{3-} c_{3+} c_{c+}^2 + c_{3+} c_{1-} c_{c+} c_{c+} + c_{3+} c_{1-} c_{c+} c_{c+} + c_{3+} c_{1-} c_{c+} c_{c+} + c_{3+} c_{1-} c_{c+} c_{c+} +
\]
\[+ 2c_{3+} c_{1-} c_{3+} c_{c+} c_{c+} ^2) l^6 (1 + l)^6 + (-12c_{1-} c_{2+} - 2c_{2+}^2 c_{c+}^2 - 8c_{1-} c_{2+} c_{c+} - 2c_{1-} c_{c+}^2 +
\]
\[- 2c_{2+}^2 c_{c+}^2 + (4c_{2+} c_{3+} c_{3-} - 4c_{1-} c_{2+} c_{3+} c_{4-} - 8c_{1-} c_{2+} c_{3-} c_{4+} +
\]
\[- 4c_{2+} c_{3+} c_{4+} - 4c_{3+} c_{1-} c_{c+} - 4c_{3-} c_{4+} c_{4+} c_{c+}) l^2 (1 + l)^2 + (-2c_{3+} c_{4+}^2 +
\]
\[- 8c_{3-} c_{3+} c_{4-} c_{4+} - 2c_{3+} c_{4+}^2) l^4 (1 + l)^4) p^2 + (12c_{1-} c_{2+} +
\]
\[+ 6c_{-} c_{+} + (6c_{3+} c_{4-} + 6c_{3-} c_{4+}) l^2 (1 + l)^2) p^4 - 4p^6 \quad (E.57)\]
\[ c_{14} = c_{1-}^4 c_{2+}^4 + c_{1-}^2 c_{2+}^4 + c_{1-}^4 c_{2+}^2 + c_{1-}^2 c_{2+}^2 c_{-2}^2 + c_{1-}^2 c_{2+}^2 c_{-2}^2 + (2 c_{1-}^2 c_{2+}^2 c_{3+} c_{4+} + \]
\[ + 2 c_{1-}^4 c_{2+}^2 c_{3+} c_{4+} + 2 c_{1-}^2 c_{2+}^2 c_{3+} c_{4-} + 2 c_{1-}^2 c_{2+}^2 c_{3-} c_{4-}) (1 + l)^2 + (c_{1-}^2 c_{2+}^2 + c_{-2}^2 + c_{-2}^4 + c_{-2}^2 c_{-2}^2 + c_{-2}^2 c_{-2}^2 c_{-2}^2) l^4 (1 + l)^4 + \]
\[ + (2 c_{1-}^2 c_{2+}^2 c_{3-} c_{4-} + 2 c_{1-}^2 c_{2+}^2 c_{3-} c_{4-}) l^6 (1 + l)^6 + c_{2+}^2 c_{4-}^2 c_{2+}^2 c_{4-}^2 l^8 (1 + l)^8 + \]
\[ + (-4 c_{1-} c_{2+}^3 c_{-2}^3 c_{-2}^3 c_{-2}^3) l^4 (1 + l)^4 + (-2 c_{1-} c_{2+} c_{-2}^3 c_{-2}^3 c_{-2}^3) l^2 (1 + l)^2 + \]
\[ + (-2 c_{1-} c_{2+} c_{3+} c_{4-} c_{-2}^3 c_{-2}^3 c_{-2}^3) l^2 (1 + l)^2 + (c_{1-} c_{2+} c_{3+} c_{4-} c_{-2}^3 c_{-2}^3 c_{-2}^3) l^2 (1 + l)^2 + \]
\[ + (-2 c_{1-} c_{2+} c_{3+} c_{4-} c_{-2}^3 c_{-2}^3 c_{-2}^3) l^2 (1 + l)^2 + \]
\[ + (-2 c_{1-} c_{2+} c_{3+} c_{4-} c_{-2}^3 c_{-2}^3 c_{-2}^3) l^2 (1 + l)^2 + \]
\[ = \frac{\pi}{2} \theta \psi \cos \phi \sin \phi \cos \theta (E.58) \]

E.3 D4-brane Fermionic Fluctuations in CGLP

Background

The frame-fields for the CGLP background can be written in a 10 dimensional representation as

\[ e_0^\ell = e_1^\ell = e_2^\ell = H^{-1/4}, \quad e_9^\ell = l f H^{1/4}, \]
\[ e_3^\ell = \csc \theta e_4^\ell = \csc \chi \csc \theta e_5^\ell = \csc \psi \csc \chi \csc \theta e_6^\ell = l b H^{1/4}, \]
\[ e_\mu^\ell = l H^{1/4} a \frac{\partial \mu_i}{\partial \theta} A_\alpha^i e^{i j k} \mu^k, \quad e_\mu^e = l H^{1/4} a \csc \theta \frac{\partial \mu_i}{\partial \phi} A_\alpha^i e^{i j k} \mu^k, \quad \alpha = 4, 5, 6 \quad (E.59) \]

with parametrization of the unit \( S^2 \), \( (\mu^i)^2 = 1 \), given by

\[ \mu^1 = \sin \tilde{\theta} \cos \phi, \quad \mu^2 = \sin \tilde{\theta} \sin \phi, \quad \mu^3 = \cos \tilde{\theta} \quad (E.60) \]
In the above, the 10 independent bosonic coordinates are numbered 0...9 as
\[ X^\mu = (t, x, x^2, \psi, \chi, \theta, \phi, \tilde{\theta}, \tilde{\phi}, \tau) \quad (E.61) \]

We calculate the only non-vanishing components of \( \Omega_{\mu \nu} \) to be
\[ \Omega_{98} = \Omega_{43} = \cos \psi_0, \quad \Omega_{53} = \Omega_{79} = \cos \psi_0 \sin \chi, \]
\[ \Omega_{54} = \Omega_{87} = \cos \chi, \quad \Omega_{63} = \Omega_{87} = \cos \psi_0 \sin \chi \sin \theta, \]
\[ \Omega_{64} = \Omega_{97} = \cos \chi \sin \theta, \quad \Omega_{65} = \Omega_{98} = \cos \theta, \quad (E.62) \]

With this we calculate the term in the action, Eq. (E.1), which contains the spin connection to be
\[ \frac{1}{4} (\mathcal{M}^{-1})^{ab} \Gamma_a \Omega_{\mu \nu} \Gamma_{\mu \nu} = M_c + \cot \chi M_1 + \csc \chi \cot \theta M_2 \]
\[ M_c = \frac{1}{2} \sqrt{\frac{R}{6}} \cos \psi_0 (3 \Gamma_3 + \Gamma_{489} + \Gamma_{579} + \Gamma_{687}) \]
\[ M_1 = \frac{1}{2} \sqrt{\frac{R}{6}} (2 \Gamma_4 + \Gamma_{587} + \Gamma_{697}) \]
\[ M_2 = \frac{1}{2} \sqrt{\frac{R}{6}} (\Gamma_5 + \Gamma_{698}) \quad (E.63) \]

This is the only term in the action that has \( \theta, \chi \) dependence, modulo the measure. Many of the formulas in the fermionic action, Eq. (E.1), simplify to
\[ W_a = -\frac{1}{8} e^{\Phi_0} \frac{1}{4!} F_{\mu \nu \alpha \beta} \Gamma_{\mu \nu \alpha \beta} \Gamma_a \quad (E.64) \]
\[ \Delta^{(1)} = \frac{1}{4!} H_{\alpha \mu \nu} \Gamma_{\alpha \mu \nu}, \quad \Delta^{(2)} = -\frac{1}{8 \cdot 4!} e^{\Phi_0} F_{\alpha \beta \mu \nu} \Gamma_{\alpha \beta \mu \nu} \quad (E.65) \]
\[ \Gamma'_{D_4} = 1 - \frac{\epsilon_{abcd} \Gamma_{abcd}}{5! \sqrt{\mathcal{M}} \Gamma^{11}} (1 - \frac{1}{2} \Gamma^{11} F_{ab}) \quad (E.66) \]

all of which are, again, \( \chi, \theta \) independent.

As in the CGLP bosonic case, App. D.2, we investigate \( S^3 \) independent solutions for the fluctuations about the classical solution
\[ \Theta = 0 + \delta \Theta(t, x) \quad (E.67) \]

leaving us with an action for fermionic fluctuations, Eq. (E.1), of the form
\[ \delta S^f_{4 \text{eff}} \propto \int dt dx \int d\chi d\theta d\phi \sin^2 \chi \sin \theta \delta \Theta \Gamma'_{D_4} ((\mathcal{M}^{-1})^{mn} \Gamma_m \partial_n + M_f + \cot \chi M_1 + \csc \chi \cot \theta M_2) \delta \Theta, \quad m, n = t, x \quad (E.68) \]
where
\[ M_f = M_c + (M^{-1})^{ab} \left( \frac{1}{8} \Gamma_a H_{b\mu
u} \Gamma^{\mu\nu} + \Gamma_b W_a \right) - \Delta^{(1)} - \Delta^{(2)}. \] (E.69)

Integrating out the \( S^3 \) as in the CGLP bosonic case, it is easy to see that the terms proportional to \( M_1 \) and \( M_2 \) integrate to zero, leaving us with
\[ \delta S^f_{\text{eff}} \propto \int dt dx \delta \Theta \Gamma' D_4 ((M^{-1})^{mn} \Gamma_m \partial_n + M_f) \delta \Theta, \quad m, n = t, x. \] (E.70)

We solve the Euler equation from this action by Fourier transform
\[ \Gamma'_D (i(M^{-1})^{mn} \Gamma_m p_n + M_f) \delta \Theta = 0, \quad m, n = t, x, \quad p_t = -\omega, \quad p_x = p. \] (E.71)

and now pick a representation for the \( 32 \times 32 \) gamma matrices
\[ \Gamma^5 = i \sigma^1 \otimes \sigma^1 \otimes \sigma^3 \otimes \sigma^0, \quad \Gamma^\top = \sigma^1 \otimes \sigma^1 \otimes \sigma^2 \otimes \sigma^0 \otimes \sigma^0 \]
\[ \Gamma^3 = \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^3, \quad \Gamma^3 = \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^2 \]
\[ \Gamma^T = \sigma^1 \otimes \sigma^1 \otimes \sigma^3 \otimes \sigma^0 \otimes \sigma^0, \quad \Gamma^5 = \sigma^1 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0 \]
\[ \Gamma^6 = -\sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^1, \quad \Gamma^7 = \sigma^1 \otimes \sigma^3 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0 \]
\[ \Gamma^8 = \sigma^2 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0 \otimes \sigma^0, \quad \Gamma^9 = \sigma^1 \otimes \sigma^1 \otimes \sigma^1 \otimes \sigma^2 \otimes \sigma^0. \] (E.72)

which leaves us with a diagonal \( \Gamma^{11} \), and so through the constraint, Eq. (E.16), we are able to set the lower 16 components of \( \delta \Theta \) to zero. At the same time, this reduces the 32 Eqs. (E.71) to 16 independent equations. These equations can be reorganized into the following form
\[ \omega \delta \Theta = H_f \delta \Theta \] (E.73)

where the Matrix, \( H_f \), has the block diagonal form
\[ H_f = \begin{pmatrix} H_1 & 0 & 0 \\ 0 & H_2 & 0 \\ 0 & 0 & H_3 \end{pmatrix}. \] (E.74)
and $H_1$ and $H_2$ are $4 \times 4$ matrices

$$H_1 = \begin{pmatrix}
p & 0 & -c_i & c_a \\
0 & p & c_b & -c_i \\
-c_j & c_c & -p & 0 \\
c_d & -c_j & 0 & -p \\
\end{pmatrix}, \quad H_2 = \begin{pmatrix}
p & 0 & c_i & c_e \\
0 & p & c_f & c_i \\
c_j & c_g & -p & 0 \\
c_h & c_j & 0 & -p \\
\end{pmatrix}, \quad (E.75)$$

and $H_3$ is an $8 \times 8$ matrix

$$H_3 = \begin{pmatrix}
-p & 0 & c_j & -c_c & 0 & 0 & -c_k & 0 \\
0 & -p & -c_d & c_j & 0 & 0 & 0 & -c_k \\
c_i & -c_a & p & 0 & -c_n & 0 & 0 & 0 \\
-c_b & c_i & 0 & p & 0 & -c_n & 0 & 0 \\
0 & 0 & -c_k & 0 & -p & 0 & -c_j & -c_g \\
0 & 0 & 0 & -c_k & 0 & -p & -c_h & -c_j \\
-c_n & 0 & 0 & 0 & -c_i & -c_e & p & 0 \\
0 & -c_n & 0 & 0 & -c_f & -c_i & 0 & p \\
\end{pmatrix} \quad (E.76)$$

where the $c'$s are constants.
The eigenvalues of $H_f$ are

$$\omega = \pm \sqrt{p^2 + \alpha_1 \pm \alpha_2}$$  \hspace{1cm} (E.77)

$$\omega = \pm \sqrt{p^2 + \alpha_3 \pm \alpha_4}$$  \hspace{1cm} (E.78)

$$\omega = \begin{cases} 
\pm \sqrt{\alpha_7(p) + \alpha_5(p) \pm \alpha_6^+(p)} \\
\pm \sqrt{\alpha_7(p) - \alpha_5(p) \pm \alpha_6^-(p)}
\end{cases}$$  \hspace{1cm} (E.79)

where $\alpha_1, \alpha_2, \alpha_3$, and $\alpha_4$ are constants combinations of the $c'$s in Eq. (E.75), and $\alpha_5, \alpha_6^\pm$, and $\alpha_7$ are functions of $p$:

$$\alpha_7(p) = \alpha_7^{(0)} + \alpha_7^{(2)} p^2,$$

$$\alpha_5^2 = \sum_{n=0,2,4} \alpha_5^{(n)} p^n + 4 \beta_1(p),$$

$$(\alpha_6^\pm)^2 = 2 \alpha_5^2(p) - 3 \beta_1(p) \pm \beta_5(p),$$

$$\beta_1(p) = \frac{1}{12} \left( \frac{\beta_3(p)}{\beta_2(p)} + \beta_2(p) \right),$$

$$2 \beta_3^2(p) = \beta_4(p) + \sqrt{\beta_2^2(p) - 4 \beta_3(p)},$$

$$\beta_3(p) = \sum_{n=0,2,8} \beta_3^{(n)} p^n,$$

$$\beta_4(p) = \sum_{n=0,2,12} \beta_4^{(n)} p^n,$$

$$\beta_5(p) = \alpha_5^{-1} \sum_{n=0,2,6} \beta_5^{(n)} p^n.$$  \hspace{1cm} (E.80)

Here, the $\alpha_i^{(n)}$ and $\beta_i^{(n)}$ are constant combinations of the $c'$s from Eq. (E.75).

From the regularization procedure used in section A.2.1, we see that the first two sets of fermionic eigenmodes, Eqs. (E.77) and (E.78), will contribute a constant to the fermionic energy. The remaining eigenmodes, Eq. (E.79), prove to be very difficult to regulate from their very complicated $p$-dependence. We assume that they will not contribute to the Lüscher term, as they are massive, and the propagators will go as $e^{-mL}$, $m$ being the mass of the eigenmode and $L$ the large quark separation.
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