Adoption of management decisions on the basis of the risk management model
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Abstract. The construction of a dynamic model of risk management for a construction company is considered, which can significantly increase the efficiency of management decisions. To build a dynamic model, the most common approaches to management are considered: process, system and situational. To effectively assess the risks of a construction company, a two-stage model for assessing static and dynamic indicators was used. At the initial stage, the probability of risk values for groups of factors (financial, engineering, technological, economic, marketing) was determined. At the second stage, the degree of influence of groups of factors on the overall probability of risk occurrence is determined. As a result, for each of the analyzed indicators that determine the risk, a sequence of its most probable values is formed at the moment $t_k$.

1 Introduction

The management of complex organizational systems to which construction companies can be attributed is based on the application of principles and methods for achieving goals that presuppose the co-operation of executive activity based on the realization of managerial functions. To achieve the goals of management, it is also necessary to develop general patterns of implementation of management activities that contribute to the formation of sustainable decision-making schemes.

The development of a management system in accordance with the requirements of the international standard ISO 9001: 2015 series focused on the production of quality products that meets the requirements of consumers is the key to the competitiveness of the enterprise.

There are three most common management approaches: process, system and situational.

In the process approach, management functions are considered not as autonomous, but as organically interrelated and forming in their totality a single management process. At the same time, the management process is considered as a chronologically ordered and cyclically organized system of management functions. Management functions can be grouped into four main categories: planning, organization, motivation and control.
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Consequently, the main condition for successful management is not only the efficiency of managerial functions, but also their correct co-organization in a single process.

The system approach assumes the perception of an organization as a single integral structure consisting of interconnected parts that include qualitatively heterogeneous components (equipment, technology and people). At the same time, it is necessary to take into account that any, even private, managerial influence on any component of the system directly or indirectly affects the achievement of management objectives. Any organization as a system has its own internal laws that must be considered when making management decisions. The system approach forms a new understanding of the organization as a socio-technical system, the management of which should be based on making management decisions based on a comprehensive assessment of the dependency of the system components.

The situational approach also develops one of the main theses of the system approach, supplementing it with the statement that any organization is an open system that is in constant interaction with the external environment (informational, energy, material). Consequently, the main reasons for internal laws should be sought in the external situation in which it actually functions. Under the situation understand the specific system of circumstances and conditions that most strongly affect the organization at a given time.

For the most successful achievement of the objectives of the organization in a variety of life situations, the manager needs a synthesis of heterogeneous knowledge, as well as the ability to choose the best methods and methods of management.

In accordance with the situational approach, the management process can be divided into four stages:

1. the formation of the managerial competence of the head, i.e. the degree of his ownership of controls;
2. anticipation of possible consequences (both positive and negative);
3. adequate interpretation of the situation (identification of its main factors, the so-called situational variables, both external and internal, as well as an assessment of the effectiveness of the impact on one or several variables);
4. coordination of management techniques selected by a manager with specific conditions based on the requirement of maximizing positive and minimizing negative effects.

The most significant stage can be called the stage of choosing the most significant factors for the situation, both external and internal variables that can affect the system. With the wrong choice of situational variables or the wrong impact on them, there is a risk of an adverse event that can affect the system's ability to achieve its intended goals.

2 Experimental

Risk management is a risk-based activity aimed at reducing the likelihood of a risk event occurring to a minimum level, taking into account the constraints imposed on resources and time. For an effective risk assessment of a building enterprise, we use a two-stage assessment model with regard to static and dynamic indicators.

At the initial stage, we will determine the probabilities of risk values for groups of factors (financial, engineering, technological, economic, marketing) [1];

at the second stage, we will determine the degree of influence of groups of factors on the overall probability of risk occurrence.

Calculation of the probability of risk values for groups of factors. The risk level of a construction enterprise is determined by $\bigcup_{m \in M} X_m = \{X^m_k : k \in 1, K_m\} \neq 0$, determine each and collectively the overall integral assessment of the quality of work performed. Let there be a
set of data on specific estimates of risk parameters for a time period \( t_0; t^*; t_k \), where \( t_0 \)- forecast period; \( t^* \)- starting point; \( t_k \)- forecast period.

It is necessary to take into account that the parameters themselves that determine the level of risk are not random values and are determined on the basis of financial and regulatory documents of the construction enterprise both in groups and in results. In this connection, in this task we can only determine the probability of the risk value [2] at the moment of time \( t_k \).

As the initial data we take the values of the parameters that cause the risk of the construction company \(-X_1^t\).

Then we determine the number of different outcomes. \( a_{ji} \), groups of values can be divided according to the degree of achievement of the desired result. Then, \( a_{hi} \) – number of high risk outcomes \( X_i^t \); \( a_{zi} \) – number of risky outcomes \( X_i^t \); \( a_{mi} \) - number of medium risk situations \( X_i^t \); \( a_{mi} \) – number of outcomes with no risk \( X_i^t \). Then the frequency of obtaining the results of the samples according to the degree of achievement will be distributed as follows:

\[
p_1^* = \frac{a_{ji}}{m}; p_2^* = \frac{a_{zi}}{m}; p_3^* = \frac{a_{mi}}{m}; p_4^* = \frac{a_{mi}}{m}
\]

where \( p_1^*; p_2^*;...; p_m^* \) - frequencies of high risk, risky, medium risk, low risk and no risk outcomes for financial indicators \( X_i^t \) during the period \([t_0; t^*]\).

Suppose the random variable \( X_i^t \) distributed according to the normal law [3] with \( m-I \) degree of freedom. Then, as a point estimate for the unknown probability of events \( p_1 \); \( p_2 \);...; \( p_m \) use frequency wisely \( p_1^*; p_2^*;...; p_m^* \). However, then it is necessary to set the accuracy and reliability of such an assessment.

For large values \( m \) event frequency \( a_{ji} \) seeks to normal law. In this case, the condition: \( np>4 \) and \( nq>4 \), where \( q = 1-p \) - the likelihood that an event will not occur. Since these conditions are met in our case, and the frequency \( p^* \) distributed according to the normal law, then the following parameters apply:

- expected value for a group of indicators \( X_i^t \):

\[
m_{x_i} = \frac{1}{m} \sum_{i=1}^{m} x_{ij} p_i^*
\]

where \( x_{ij} \) – parameter value of a random variable \( X_i^t \);

- standard deviation for \( X_i^t \):

\[
\sigma_{p^*} = \frac{1}{m-1} \sqrt{\left(x_{ij} - m_x^*\right)^2}
\]

In this case, the condition:

\[
m_{p^*} = p
\]

\[
\sigma_{p^*} = \sqrt{pq/n}
\]
To determine the probability of outcomes, the confidence probability is $\beta$, which shows the degree of possibility of hitting the confidence interval $|p^* - p| < \xi_\beta$ to the desired probability [4]. For the task of forecasting the level of risk of the construction company for the period $[t^*; t_k]$ the confidence probability is set equal to 0.8.

Thus, the task of predicting the level of risk is reduced to finding the probability of a given event occurring at a known random value $x_0 (0.2; 0.3; 0.5; 0.7; 1)$.

Since the value $p^*$ distributed normally then:

$$P(|p^* - p| < \xi_\beta) = \beta,$$

(a $\beta = 0.8$) a $\xi_\beta = \sigma_p * arq\Phi\left(\frac{1 + \beta}{2}\right)$, then denoting $t_\beta = arq\Phi + \left(\frac{1 + \beta}{2}\right)$ (the number of standard deviations that need to be delayed to the right and to the left of the center of dispersion in order that the probability of getting into the resulting region is equal to the given).

We determine the value of the confidence probability through the following relation:

$$\xi_\beta = t_\beta \sigma_p$$ (4)

Knowing the expression for determining the standard deviation, and the value of the tabulation function is taken from the table [4], it is possible to equate both sides for a confidence level. Then:

$$1. |p^* - p| \approx t_\beta \sigma_p = t_\beta \left(\frac{1}{m-1} \sqrt{(x_i - m_x)^2}\right).$$

As a result of the transformations we get:

$$p = p^* - t_\beta \left(\frac{1}{m-1} \sqrt{(x_i - m_x)^2}\right)$$ (5)

Analyzing the dependence obtained, one can come to the following conclusions:
- the probability of occurrence of the desired event in the forecast period cannot exceed the value of the confidence probability;
- with a significant increase in the number of observations $m \to \infty$ the probability values of the event and the confidence probabilities coincide;
- an increase in the value of the confidence probability above 0.8 is undesirable, since the confidence interval increases and thus the accuracy of the forecast is reduced.

Now we calculate the values of the probability of occurrence of risk at the moment $t_k$ for options (high risk, high risk, medium risk, low risk and no risk outcomes) [6]:
- high risk forecast:

$$p_1 = p_1^* - t_\beta \left(\frac{1}{m-1} \sqrt{(0,2a_{ij} + 0,3a_{ij} + 0,5a_{ij} + 0,7a_{ij} + 1a_{ij})^2}\right)$$ (6)

- risk forecast:
\[ p_2 = P_2^\ast - \beta \]

\[
\left( \frac{1}{m-1} \right) \left( 0.3 - \frac{(0.2a_{ij} + 0.3a_{2j} + 0.5a_{3j} + 0.7a_{7j} + 1a_{mj})}{m} \right)^2
\]

- medium risk forecast:

\[ p_3 = P_3^\ast - \beta \]

\[
\left( \frac{1}{m-1} \right) \left( 0.5 - \frac{(0.2a_{ij} + 0.3a_{2j} + 0.5a_{3j} + 0.7a_{7j} + 1a_{mj})}{m} \right)^2
\]

- low risk forecast:

\[ p_4 = P_4^\ast - \beta \]

\[
\left( \frac{1}{m-1} \right) \left( 0.7 - \frac{(0.2a_{ij} + 0.3a_{2j} + 0.5a_{3j} + 0.7a_{7j} + 1a_{mj})}{m} \right)^2
\]

- reference forecast:

\[ p_5 = P_5^\ast - \beta \]

\[
\left( \frac{1}{m-1} \right) \left( 1 - \frac{(0.2a_{ij} + 0.3a_{2j} + 0.5a_{3j} + 0.7a_{7j} + 1a_{mj})}{m} \right)^2
\]

Then, according to the presented algorithm, the forecast is calculated for other indicators [7]. For each of the calculated parameters, the forecast value that has the highest probability is selected. As a result, for each of the analyzed indicators that determine the risk, a sequence of its most probable values is formed at the moment of \( t_k \).

Calculation of the degree of influence of individual factors and their groups on the overall probability of occurrence of risk [7].

Now it is necessary to establish the strength of the influence of individual factors, the degree of influence of individual factors and their groups on the overall probability of occurrence of risk.

The object of study will be the risk function.

The risk of a building enterprise determines many factors:

\[ \forall m \in M \bigcup_{m \in M} X_m = \left\{ X_k^m \mid k \in K_m \right\} \neq \emptyset \]

Let the set of all factors implemented in the system be defined: \( X^m = \{ X_m : m \in \{1, M\} \} \), where \( M \geq 1 \) means the number of risk factors, and for each risk, many of its elements are defined [8]: \( M^h = \{ m : P^m \in P^h \} \cup_{k=1}^{H-1} M^h = M \) Then we get a family of sets: \( M^H = \left\{ M^h : h \in \{1, M\} \right\} \).

The dynamic structure is set: \( \left( P^H, R_H \right) R_H \subset P^H \cdot P^H \), where is the number \( H \) determines the degree of its complexity. If \( N = M \), the dynamic structure is minimal if \( N = M \), it is maximal. Moreover, if the elements of the set \( M^f, f \in F \), implement \( f \)-th the function of the system, they implement the elementary factors of the same kind.
Wherein $F$ — the number of different factors implemented in the risk management system [9]. Then structure $S_F = \{M^F, R_F\}, R_F \subset M^F \cdot M^F$ will be functional. If $F = 1$, this functional structure is minimal or, in other words, the maximum concentration of the function in the risk management system. If $F = M$, then the maximum deconcentration (specialization) of the function in the risk management system [10].

To ensure a favorable forecast of goals, the following condition must be met:

$$\wedge_{t_0 \in T} \vee_{t_k \in T} S_M(t_0) \neq S_M(t_k) \vee S_F(t_0) \neq S_F(t_k)$$

Functionally, the ability to achieve the goals of a risk management system will highlight extreme combinations of options when changes over time cause functional integration in the risk management system (goals achieved) or functional disintegration (goals are not achieved) [11]. The process of achieving goals is real if for $t_0 \rightarrow t_k, t_0 < t_k, S_{F_k}(t_0) \rightarrow S_{F_k}(t_k) \subset F_0 \rightarrow 1$ for $1 < F_0 \leq M$; and the process of achieving goals is unreal if for $t_0 \rightarrow t_k, t_0 < t_k, S_{F_k}(t_0) \rightarrow S_{F_k}(t_k) \subset F_0 \rightarrow M$ for $1 < F_0 \leq M$.

### 3 Evaluation

Adaptive structure of the risk management system is the dependence of the type [12]:

$$S_R = \left( X^*; (S(t_0), S(t_k), \Delta(t_0, t_k)) \right)$$

(where: $X$ — multiple inputs (goals achievement factors; $T$ — forecast period.

$$\begin{align*}
& t_0 < t_k, t_0, t_k \in T; \\
& S(t_0) = (S_M(t_0), S_F(t_0), S(t_k) = (S_M(t_k), S_F(t_k)); \\
& \Delta(t_0, t_k) = \nu(t_k) - \nu(t_0), \nu(t_k) \in V \forall \nu(t_0), \nu(t_k) \text{ — effects of reaching goals at times } t_0, t_k \end{align*}$$

[13-14]. Also, an adaptive risk management system can be described by the following qualitative characteristics: if $X^* \subset Y$, then adaptation takes place under the influence of the environment; if a $X^* \subset Y$, it is an independent adaptation; if a $X^* \subset Y \times \bar{Y}$, then adaptation occurs under the influence of the environment and self-development [15].

Analyzing the effects obtained by the risk management system as a result of adaptation, we distinguish the following cases: if $\Delta \nu(t_0, t_k) = 0$, then there is no adaptation (the effect of the achieved goals is extremely low); at $\Delta \nu(t_0, t_k) > 0$ adaptation has positive effects - a high level of goals achieved; when $\Delta \nu(t_0, t_k) < 0$, adaptation gives a general decrease in efficiency - goals are not achieved [16].

In an adaptive risk management system there are no explosive hazards, i.e. such a moment is possible $t^*$, at which $\Delta \nu(t_0, t^*) < \Delta \nu(t^*, t_k), t_0 < t^* < t_k$, so catastrophic when $\Delta \nu(t_0, t^*) \gg \Delta \nu(t^*, t_k), t_0 < t^* < t_k$ [17-18].

The forecast of the achievement of the risk management system of the stated objectives in the field of risk management is called the probability of an event in which at $t_k$ risk management system will produce effects of magnitude [19-20].
\[ \nu(t_k) = \nu_k \in V_k \subset V \text{, i.e. } p_r(t_k) \]

4 Conclusions

The management process of a construction organization cannot be considered in a simplified manner, it determines the constancy of all management actions, the development and control of management decisions, the work of all managers, as well as the continuity of the implementation of the most important management functions: planning, organization and control. Thus, the construction of a two-stage dynamic model of risk management for a construction enterprise allows using a situational approach to management, as well as implementing a formal or instrumental principle inherent in any organizational system, taking into account the influence on its external and internal factors.
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