Energy-Efficient Beamforming and Resource Optimization for AmBSC-Assisted Cooperative NOMA IoT Networks

Muhammad Asif, Asim Ihsan, Wali Ullah Khan, Member, IEEE, Ali Ranjha, Shengli Zhang, Senior Member, IEEE, and Sissi Xiaoxiao Wu, Member, IEEE

Abstract—In this manuscript, we present an energy-efficient alternating optimization framework based on the multi-antenna ambient backscatter communication (AmBSC) assisted cooperative non-orthogonal multiple access (NOMA) for next-generation (NG) internet-of-things (IoT) enabled communication networks. Specifically, the energy-efficiency maximization is achieved for the considered AmBSC-enabled multi-cluster cooperative IoT NOMA system by optimizing the active-beamforming vector and power-allocation coefficients (PAC) of IoT NOMA users at the transmitter, as well as passive-beamforming vector at the multi-antenna assisted backscatter node. Usually, increasing the number of IoT NOMA users in each cluster results in inter-cluster interference (ICI) (among different clusters) and intra-cluster interference (among IoT NOMA users). To combat the impact of ICI, we exploit a zero-forcing (ZF) based active-beamforming, as well as an efficient clustering technique at the source node. Further, the effect of inter-cluster interference is mitigated by exploiting an efficient power-allocation policy that determines the PAC of IoT NOMA users under the quality-of-service (QoS), cooperation, SIC decoding, and power-budget constraints. Moreover, the considered non-convex passive-beamforming problem is transformed into a standard semi-definite programming problem by exploiting the successive-convex approximation (SCA) approximation, as well as the difference of convex (DC) programming, where Rank-1 solution of passive-beamforming is obtained based on the penalty-based method. Furthermore, the numerical analysis of simulation results demonstrates that the proposed energy-efficiency maximization algorithm exhibits an efficient performance by achieving convergence within only a few iterations.

Index Terms—Internet-of-things (IoT), Ambient-backscatter communication (AmBSC), Non-orthogonal multiple access (NOMA), Energy-efficiency, Power-allocation, NOMA-beamforming.

I. INTRODUCTION

FUTURE next-generation (NG) internet-of-things (IoT) networks are expected to face different challenges due to limited energy and spectrum resources to support the connectivity of billions of IoT devices. Thence, the maintenance of these IoT nodes could be very challenging, time-consuming, and expensive. Hence, it is highly desired to realize the future communication networks by deploying energy-efficient IoT nodes, because, it would be uneconomical to replace their batteries over a regular duration of time [1]. Specifically, to fulfill the spectrum and energy requirements, some spectrum and energy-efficient technologies could be coupled with next-generation (NG) IoT networks to support the connectivity of the billions of IoT devices. In this regard, non-orthogonal multiple access (NOMA) and backscatter communication (BSC) seems to be a promising solution to realize the sustainable future wireless networks by deploying a large number of low-cost energy-efficient IoT devices [2], [3].

The backscatter communication has been included in the list of potential competitors for future energy-efficient communication networks by providing a flexible scale of attributes including low-cost, ultra-low power consumption (less than 1 µW), and almost zero maintenance [4]. Therefore, backscatter communication has grabbed a tremendous attention of the research community, working for beyond fifth-generation (5G) communication protocols, across the academic and industrial zones. Typically, in conventional backscatter communication, such as radio-frequency identification (RFID), the RFID transceiver provides a continuous-wave carrier signal to power up the backscatter tag which reflects the modulated signal towards RFID receiver [5]. Recently, a new protocol in the domain of backscatter communication, known as ambient backscatter communication (AmBSC), has been considered as a new technological revolution for beyond 5G communication systems [6], [7]. Unlike conventional backscatter communication, the ambient backscatter tag harvests the energy from radio signals available in the surrounding environment to fulfill its energy requirements. Then, the ambient backscatter tag uses the harvested power to reflect the modulated signal towards the desired nodes in the network. Moreover, the ambient backscattering could be an anomalous solution to extend the coverage of the network when the direct link between access point (AP) and IoT receiver is blocked by the obstacles. Based on the aforementioned merits of backscatter communication, several research efforts have been devoted to investigate the different aspects of the backscatter-enabled wireless communication networks [8]–[20].

Similarly, non-orthogonal multiple access (NOMA) has been recognized as a potential competitor among different multiple access techniques in enabling sustainable spectrum-efficient beyond 5G IoT-enabled communication networks [21]–[23]. Unlike conventional orthogonal multiple access (OMA) schemes where the orthogonality is achieved in time/frequency domain, NOMA accommodates the multiple IoT users over the same frequency/code resource. Furthermore,
NOMA outperforms its OMA counterparts in terms of spectral efficiency, energy efficiency, and massive connectivity, where multiplexing is achieved by assigning different power levels to IoT users. Different from OMA, the NOMA protocol provides fairness among different IoT users where more power is allocated to the distant IoT user (far user) with bad channel conditions, and less power is assigned to the IoT user close to the AP (near user) with good channel condition. The practical realization of NOMA is achieved by two prominent technologies, known as superposition coding (SC) and successive interference cancellation (SIC), at the transmitter and receiver, respectively [24], [25].

A. Technical Literature Review

The efficient utilization of available resources, in terms of spectrum and energy, has become the primary interest of research for the NG-IoT networks to support a huge number of network IoT devices. Based on the aforementioned discussion, the integration of NOMA and AmBSC could play a crucial role in the development of future IoT networks to fulfill the requirements in terms of capacity, spectral efficiency, energy-efficiency, coverage, and massive connectivity [26]–[28].

1) Backscatter Communication for Conventional NOMA Networks: Authors in [29], have computed the closed-form expressions for ergodic channel capacity and outage-probability (OP) for ambient backscatter-enabled cellular networks. Nazar et al. [30] have investigated the bit-error-rate (BER) performance of the backscatter-enabled NOMA system by calculating the closed-form expressions. Besides, in [31], the analytical expressions for OP intercept-probability (IP) have been investigated along with the security problems for ambient backscatter-enabled NOMA communication system. Also, In [32], physical layer security of backscatter-enabled NOMA in terms of reliability and security is investigated. Further, Khan et al. [33] proposed an optimization framework by exploiting a backscatter-enabled NOMA system for vehicle-to-everything (V2X) communication protocol for optimizing the power allocation of the transmitter. An efficient optimization framework to optimize the power allocation at the transmitter node and reflection-coefficient at the backscatter tag has been presented in [34]. Authors in [35] have proposed an optimization framework to maximize the energy efficiency (EE) of the backscatter-enabled NOMA protocol. Furthermore, an optimization framework for optimizing the power budget, power allocation coefficients, and reflection coefficient of ambient backscatter tag has been investigated for backscatter NOMA-enabled internet-of-vehicle (IoV) network [36]. Authors of [37], an optimization framework is investigated that simultaneously optimizes the power allocation to maximize the ergodic sum capacity for a NOMA-enabled backscatter communication network. Further, in [38], an optimization framework that optimizes the power allocation at the source and reflection-coefficient at the backscatter tag is proposed to minimize the total transmit power for backscatter-enabled V2X communication under NOMA protocol.

2) Backscatter Communication for IoT-enabled NOMA Networks: Of late, several research studies have been conducted to exploit the backscatter-enabled NOMA for NG-IoT networks. For example, in [39], Yang et al. proposed an optimization framework by optimizing the time and reflection coefficient of backscatter for a backscatter NOMA-enabled IoT network. The secrecy rate of the backscatter-NOMA IoT system has been maximized by optimizing the reflection coefficient of the backscatter tag under the multi-cell scenario in [40]. Authors in [41], investigated the security and reliability, in terms of OP and IP, of AmBSC-enabled green IoT network. In [42], the closed-form expressions, in terms of OP and ergodic sum rate, have been computed for the AmBSC-enabled IoT NOMA system. Besides, in [43], the ergodic sum capacity of a backscatter-enabled IoT NOMA system has been maximized by jointly optimizing the transmit power at the AP node and reflection-coefficient at the backscatter tag. Moreover, Sacarelo et al. [44] proposed an optimization framework to achieve maximum fairness by optimizing the transmit beamforming, received beamforming, and reflection-coefficients of backscatter nodes for NOMA-enabled IoT network. The physical layer security of an AmBSC-enabled IoT NOMA network has been improved by maximizing the secrecy rate of the system [45]. Finally, Ahmed et al. [46] an alternating optimization framework has been proposed to maximize the EE of backscatter-assisted multi-cell IoT network by optimizing the transmit power of AP, PAC, and reflection-coefficients of backscatter nodes.

B. Motivation and Contributions

In the aforementioned literature [29] – [38], the performance of the system has been demonstrated by integrating NOMA with the backscatter communication. However, cooperation among the NOMA users is not considered. Besides, all of these works have considered only a single cluster which is not practical for the actual realization of BSC-enabled NOMA communication. Moreover, only a single antenna is considered at the backscatter tag, where the performance of the system is improved by optimizing the single-antenna reflection coefficient at the backscatter tag (BST). Further, the transmit-beamforming has not been considered in the existing studies on backscatter-assisted NOMA networks. Accordingly, in literature [39] – [46], the backscatter communication is integrated with NOMA protocol to realize the different IoT networks. However, the optimization of active passive beamforming vectors has not been considered at the source and backscatter nodes, respectively. Moreover, please note that these works also do not consider the cooperation among IoT NOMA users to improve the performance of the system.

The proliferation of a large number of IoT devices for NG-IoT networks would require an efficient utilization of available resources to support the connectivity of a huge number of network IoT devices. Based on the above discussion and technical literature review, it would be very interesting to investigate the AmBSC-assisted cooperative IoT NOMA system under a multi-cluster scenario, where the transmitter and backscatter nodes are equipped with multiple antennas. Specifically, the active and passive NOMA-beamforming can be achieved at the AP and backscatter tag, equipped with multiple antennas, respectively. Also, NOMA-beamforming design could
be very helpful to enhance the performance of multi-cluster backscatter-enabled cooperative NOMA IoT system, where the IoT NOMA users in each cluster can be served by a common beamformer through NOMA protocol. To the best of our knowledge, an optimization framework that simultaneously optimizes the power-allocation coefficients (PAC) and zero-forcing (ZF) based transmit-beamforming vector at the source node, as well as the passive-beamforming vector at the multi-antenna assisted backscatter tag for a backscatter-assisted multi-cluster cooperative NOMA-enabled IoT network has not been investigated yet. The major contributions of this work are summarized as follows:

1) An energy-efficient AmBSC-enabled cooperative-NOMA system has been considered to realize a multi-cluster IoT network, where both transmitter and backscatter nodes are equipped with multiple antennas. The performance of the considered IoT system has been improved, in terms of energy-efficiency, by active and passive beam-forming vectors at AP and backscatter node, respectively. Moreover, cooperation among IoT NOMA users has been exploited to improve the fairness and performance of the far IoT NOMA user.

2) Further, we propose an energy-efficient optimization framework that maximizes the energy-efficiency for the considered backscatter-enabled cooperative IoT NOMA system by simultaneously optimizing the power-allocation coefficient (PAC) and active-beamforming vector at the AP, as well as passive-beamforming vector at the multi-antenna backscatter tag under the quality-of-service (QoS), SIC decoding, cooperation, reflection-coefficients, and power budget constraints.

3) The proposed alternating optimization algorithm has been decoupled into two stages. In the first stage, ZF-based active-beamforming and PAC are computed. Therein, ZF-based active-beamforming along with efficient clustering has been exploited to mitigate the effect of inter-cluster interference (ICI). Subsequently, the intra-cluster interference has been mitigated by efficiently computing the power-allocation coefficients for IoT NOMA users in each cluster based on the successive-convex approximation (SCA), Dinkelbach method, and dual theory followed by the sub-gradient method. In the second stage, the considered non-convex passive-beamforming problem is transformed into a standard semi-definite programming (SDP) problem by exploiting the SCA approximation, as well as the difference of convex (DC) programming, where Rank-1 solution of passive-beamforming has been computed based on the penalty-based method.

4) Finally, the numerical simulation results demonstrate that the proposed alternating optimization framework provides an efficient performance, in terms of energy-efficiency, to realize the considered AmBSC-assisted cooperative-NOMA IoT network. Moreover, the proposed energy-efficient optimization algorithm exhibits low complexity and convergence within a few iterations.

The remainder of this work is arranged as follows: In Section II, the system model for considered BST-enabled cooperative NOMA for multi-clustered IoT system along with the problem formulation for the energy-efficiency maximization is provided. The optimal solution to considered energy-efficiency maximization problem is provided in Section III. Further, in Section IV, the demonstration of numerical simulation results is provided. Finally, Section V provides the conclusion of the proposed work.

II. PROPOSED SYSTEM MODEL AND PROBLEM FORMULATION

In this work, a multi-antenna AmBSC-assisted cooperative IoT NOMA-beamforming system has been depicted in Fig. 1 where an access point (AP) is equipped with $M$ antennas having uniform linear array (ULA) response, and an ambient backscatter tag realized by $N$ antennas with ULA response. Hence, the backscatter node assists to improve the performance of the NOMA-enabled single-antenna IoT users in $K$ clusters. For the convenience of analysis, it is assumed that each cluster consists of two IoT NOMA users. According to the NOMA principle, the IoT user close to the AP, in the $k^{th}$ cluster, with good channel condition is labeled as near IoT user $U_k^n$, whereas, the IoT user with bad channel condition, known as far IoT user, is denoted as $U_k^f$. Further, it is assumed that the perfect channel-state information (CSI) is known at the AP node. Hence, AP can transmit with $K$ beamforming vectors to accommodate $K$ clusters in a considered downlink backscatter-enabled cooperative NOMA IoT system, where the IoT users in each cluster are served by a common beamformer based on the NOMA protocol.

It is important to note that more IoT users can be served by the proposed NOMA-beamforming system, but, it results in intra-cluster interference among IoT NOMA users along with the ICI between different clusters. Therefore, to enhance the performance of the IoT NOMA users in each cluster, efficient interference management must be incorporated to mitigate the effect of intra-cluster interference as well as ICI. In this scenario, ZF-based beamforming, as well as an efficient clustering technique based on the maximum correlation and channel gain difference among the IoT NOMA users has been exploited to mitigate the effect of ICI. Subsequently, an efficient power-allocation policy has been proposed, to mitigate the effect of intra-cluster interference, which computes the PAC of IoT NOMA users in each cluster of the considered system. Moreover, a more practical geometric channel model has been adopted to demonstrate the performance of the considered system. Therein, for a direct link between AP and IoT NOMA users, the Rayleigh-fading transmission is considered because the line-of-sight (LOS) path could be blocked by the obstacles. However, for the indirect link between AP and IoT NOMA users through backscatter tag, Rician-fading transmission has been assumed, where the line-of-sight components depend upon the uniform linear array (ULA) response at the AP and multi-antenna backscatter tag while the non-line-of-sight (NLOS) components are modeled as complex Gaussian random variables having zero mean and unit variance.
A. Direct Transmission Phase

In the first time frame for considered AmBSC-assisted multi-cluster cooperative IoT NOMA system, the signals received at $U^k_n$ and $U^k_f$ in the $k^{th}$ cluster are given as follows

$$y^k_{n,1} = (f^k_n + h^k_n G^k_n)w^k sk m_k + (f^k_n + h^k_n G^k_n) \sum_{l \neq k}^K w_l s_l m_l + n^k_{n,1}, \quad (1)$$

and

$$y^k_{f,1} = (f^k_f + h^k_f G^k_f)w^k sk m_k + (f^k_f + h^k_f G^k_f) \sum_{l \neq k}^K w_l s_l m_l + n^k_{f,1}, \quad (2)$$

where $w^k$ denotes the NOMA beamforming vector serving the IoT users in $k^{th}$ cluster. Also, $s_k = P_k \alpha_{k,n} A_k + \sqrt{P_k \alpha_{k,f} x_{k,f}}$ represents the superimposed signal for NOMA receivers in the $k^{th}$ cluster, where $x_{k,n}$ and $x_{k,f}$ are the information signals intended for $U^k_n$ and $U^k_f$ with $E[|x_{k,n}|^2] = 1$, $E[|x_{k,f}|^2] = 1$, respectively, and $P_k$ represents the transmit power assigned to $k^{th}$ cluster. Further, $\alpha_{k,n}$ and $\alpha_{k,f}$ are the power-allocation coefficients for $U^k_n$ and $U^k_f$, respectively. In addition, $m_k$ is the signal added by the backscatter tag with $E[|m_k|^2] = 1$. Let, $G = diag(g_1, g_2, \ldots, g_N)$ denotes reflection coefficient matrix (passive-beamforming matrix) of multi-antenna backscatter tag, where $g_n$ represents the reflection coefficient at the $n^{th}$ antenna of BST, whereas, $n_{k,n}$ and $n_{k,f}$ denote the additive-white Gaussian noise (AWGN) at $U^k_n$ and $U^k_f$, respectively, with zero-mean and variance $\sigma^2$.

The channel gains for direct the communication from AP to $U^k_n$ and $U^k_f$, denoted as $f^k_n$ and $f^k_f$, are independent and identically distributed (i.i.d) complex Gaussian random variables with zero-mean and unit-variance, whereas $h^k_n$ and $h^k_f$ are modeled as Rayleigh-fading. Moreover, the channel gains from AP to BST for $U^k_n$ and $U^k_f$ in $k^{th}$ cluster, denoted as $H^k_n$ and $H^k_f$, are given as

$$H^k_n = \sqrt{\eta_0 \frac{d_{s,b}}{d_0}} \mathbf{h}^k_n, \quad (3)$$

and

$$H^k_f = \sqrt{\eta_0 \frac{d_{s,b}}{d_0}} \mathbf{h}^k_f, \quad (4)$$

where $\eta_0$ represents the path loss at the reference distance $d_0 = 1\text{ (m)}$. $d_{s,b}$ and $\mu_{s,b}$ denote the distance and path-loss exponent from AP to BST, respectively. Further, $H^k_n$ and $H^k_f$ are assumed under the Rician fading given as follows

$$H^k_n = \sqrt{\frac{\beta_1}{1 + \beta_1}} H^{(\text{LoS})}_n + \sqrt{\frac{1}{1 + \beta_1}} H^{(\text{NLoS})}_n, \quad (5)$$

and

$$H^k_f = \sqrt{\frac{\beta_2}{1 + \beta_2}} H^{(\text{LoS})}_f + \sqrt{\frac{1}{1 + \beta_2}} H^{(\text{NLoS})}_f, \quad (6)$$

where $H^{(\text{LoS})}_n \in \mathbb{C}^{N \times M}$ and $H^{(\text{LoS})}_f \in \mathbb{C}^{N \times M}$ denote the LOS components from AP to BST, whereas, $\beta_1$ and $\beta_2$ are the Rician factors. $H^{(\text{NLoS})}_n \in \mathbb{C}^{N \times M}$, $H^{(\text{NLoS})}_f \in \mathbb{C}^{N \times M}$ represent the NLOS components which are i.i.d complex Gaussian random variables with mean and variance values equal to zero and one, respectively.

Similarly, the channel gains from BST to the $U^k_n$ and $U^k_f$, denoted as $h^k_n$ and $h^k_f$, respectively, being served in $k^{th}$ cluster are given as

$$h^k_n = \sqrt{\eta_0 \frac{d_{s,b}}{d_0}} \mathbf{h}^k_n, \quad (8)$$

and

$$h^k_f = \sqrt{\eta_0 \frac{d_{s,b}}{d_0}} \mathbf{h}^k_f, \quad (9)$$
Similarly, \( \Lambda(\tilde{\Phi}^{\text{arr}}) = \Lambda(\tilde{\Phi}^{\text{dep}}) \), \( \Phi^{\text{arr}} = \Phi^{\text{dep}} \)

\[
\Lambda(\phi) = [1, e^{-j2\pi \frac{d}{\lambda} \sin \phi}, \ldots, e^{-j2\pi (\mathcal{V}-1) \frac{d}{\lambda} \sin \phi}],
\]

(7)

where \( d_{b,n} \) and \( d_{b,f} \) denote the distance from BST to \( U^n \) and \( U^f \), respectively. \( \mu_{b,n} \) and \( \mu_{b,f} \) are the path-loss exponents from BST to \( U^n \) and \( U^f \), respectively. Moreover, \( \tilde{h}^k_n \) and \( \tilde{h}^k_f \) are considered under Rician fading transmission given as follows

\[
\tilde{h}^k_n = \sqrt{\frac{\delta_1}{1 + \delta_1}} h_n^{(\text{LoS})} + \sqrt{\frac{1}{1 + \delta_1}} h_n^{(\text{NLoS})},
\]

(10)

and

\[
\tilde{h}^k_f = \sqrt{\frac{\delta_2}{1 + \delta_2}} h_f^{(\text{LoS})} + \sqrt{\frac{1}{1 + \delta_2}} h_f^{(\text{NLoS})},
\]

(11)

where \( h_n^{(\text{LoS})} \in \mathbb{C}^{N \times 1} \) and \( h_f^{(\text{LoS})} \in \mathbb{C}^{N \times 1} \) denote the line-of-sight (LOS) components, whereas \( \delta_1 \) and \( \delta_2 \) are the Rician factors for \( U^n \) and \( U^f \), respectively. Also, \( h_n^{(\text{NLoS})} \in \mathbb{C}^{N \times 1} \), \( h_f^{(\text{NLoS})} \in \mathbb{C}^{N \times 1} \) denote the non line-of-sight (NLOS) components which are i.i.d complex Gaussian random variables in nature with zero-mean and unit-variance. Moreover, the LOS components \( H_n^{(\text{LoS})} \), \( H_f^{(\text{LoS})} \), \( h_n^{(\text{LoS})} \), and \( h_f^{(\text{LoS})} \) from AP to BST and BST to IoT user in \( k \)th cluster, respectively, depend upon the ULA response at the AP and multi-antenna assisted BST given as follows

\[
H_n^{(\text{LoS})} = \Lambda(H^{\text{err}}) \Lambda(\tilde{\Phi}^{\text{dep}}),
\]

(12)

\[
H_f^{(\text{LoS})} = \Lambda(H^{\text{err}}) \Lambda(\tilde{\Phi}^{\text{dep}}),
\]

(13)

and

\[
h_n^{(\text{LoS})} = \Lambda(\tilde{\Phi}^{\text{dep}}),
\]

(14)

\[
h_f^{(\text{LoS})} = \Lambda(\tilde{\Phi}^{\text{dep}}),
\]

(15)

where \( \Lambda(H^{\text{err}}) \) represents the ULA response vector for angle of arrival at the multi-antenna assisted backscatter tag \([47]\). Similarly, \( \Lambda(\tilde{\Phi}^{\text{dep}}) \) is the ULA response vector for angle of departure at the AP node. \( \Lambda(\tilde{\Phi}^{\text{tag}}) \) denotes the ULA response for angle of departure at BST. Furthermore, the ULA response of \( \mathcal{V} \) antennas ULA is given by equation (7), where \( \phi \) denotes the angle of arrival or angle of departure. Also, \( \lambda \) and \( d \) denote the wavelength of the carrier wave and spacing between radiating elements, respectively \([47]\).

Next, let \( \mathbf{g} = [g_1, g_2, \ldots, g_N]^T \in \mathbb{C}^{N \times 1} \) is vector of diagonal entries of passive beamforming matrix \( \mathbf{G} \). Then Eq. (1) and Eq. (3) are expressed as follows

\[
y_n,1 = \mathbf{h}_n^H \mathbf{w}_k \mathbf{s}_k m_k + \mathbf{r}_n^k,
\]

(16)

and

\[
y_f,1 = \mathbf{h}_f^H \mathbf{w}_k \mathbf{s}_k m_k + \mathbf{r}_f^k,
\]

(17)

where \( \mathbf{B}_n = \text{diag}(\mathbf{h}_n H) \) and \( \mathbf{B}_f = \text{diag}(\mathbf{h}_f H) \) are the cascaded channel gains from AP to \( U^n \) and \( U^f \), respectively, through multi-antenna assisted BST.

Let \( \mathbf{v}_n = \mathbf{t}_n H + \mathbf{g} \mathbf{B}_n \) and \( \mathbf{v}_f = \mathbf{t}_f H + \mathbf{g} \mathbf{B}_f \), then substituting the value of \( s_k \) in Eq. (16) and Eq. (17), we get Eq. (18) and Eq. (19), respectively.

Next, following the NOMA protocol, similar to the work in \([48]\), it is assumed that \( ||\mathbf{v}_n||^2 \geq ||\mathbf{v}_f||^2 \). Hence, the desired signal-to-interference plus-noise ratio (SINR) at the \( U^n \) node to determine the \( U^n \) information in the \( k \)th cluster of the considered system can be expressed as follows

\[
\gamma_{n,f}^k = \frac{P_k \alpha_{n,f} |\mathbf{v}_n^k|^2}{P_k \alpha_{n,n} |\mathbf{v}_n^k|^2 + \Phi_{n,1} + \sigma^2},
\]

(20)

where \( \alpha_{n,f} \) denotes the PAC of \( U^n \), \( \Phi_{n,1} \) represents the inter-cluster interference for \( k \)th cluster can be expressed as

\[
\Phi_{n,1} = \sum_{l=1}^{K} |\mathbf{v}_n^k|^2 P_l (\alpha_{l,n} + \alpha_{l,f}),
\]

(21)

Hence, the corresponding data rate at \( U^n \) to decode \( U^n \) information can be written as

\[
R_{n,f}^k = \frac{1}{2} \log_2 (1 + \gamma_{n,f}^k),
\]

(22)

Similarly, the desired SINR and its corresponding data rate, after applying SIC, at the \( U^n \) to decode its own data are expressed as follows

\[
\gamma_{1,f}^k = \frac{P_k \alpha_{n,n} |\mathbf{v}_n^k|^2}{\Phi_{n,1} + \sigma^2},
\]

(23)

and

\[
R_{1,f}^k = \frac{1}{2} \log_2 (1 + \gamma_{1,f}^k),
\]

(24)

Further, the desired SINR at the \( U^n \) to decode its information during the first time slot of considered BST-assisted IoT
cooperative NOMA system can be written as follows

\[ y_{n,1}^k = v_n^k w_k m_k \left( \sqrt{P_k \alpha_{k,n} x_{k,n}} \right) + v_n^k w_k m_k \left( \sqrt{P_k \alpha_{k,f} x_{k,f}} \right) + \sum_{l=1, l \neq k}^{K} v_n^l w_l m_l \left( \sqrt{P_l \alpha_{l,n} x_{l,n}} + \sqrt{P_l \alpha_{l,f} x_{l,f}} \right) + n_{n,1}^k, \]

where \( \Phi_{f,1}^k \) represents the ICI at the \( U_f^k \) during first time frame and can be expressed as follows

\[ \Phi_{f,1}^k = \sum_{l=1, l \neq k}^{K} |v_l^k w_l|^2 P_l (\alpha_{l,f} + \alpha_{l,n}), \]

Hence, the corresponding rate for \( \gamma_2^k \) is given as

\[ R_2^k = \frac{1}{2} \log_2 \left( 1 + \gamma_2^k \right), \]

**B. Cooperative Transmission Phase**

In the 2\textsuperscript{nd} time frame of the considered BST-enabled cooperative IoT NOMA system, the signal received at \( U_f^k \) in the \( k^{th} \) cluster can be expressed as follows

\[ y_{f,2}^k = \sqrt{P_f^k} h_{n,f}^{(k)} x_{n,f}^k + \sum_{l=1, l \neq k}^{K} \sqrt{P_l^k} h_{l,n,f}^{(k)} x_{l,n,f}^l + n_{f,2}^k, \]

where \( P_f^k \) denotes the power of relay node in \( k^{th} \) cluster, \( h_{n,f}^{(k)} \) and \( h_{l,n,f}^{(k)} \) are complex Gaussian random variables, modeled as Rayleigh-fading, with zero-mean and unit-variance. \( n_{f,2}^k \) represents the AWGN noise at \( U_f^k \) with zero mean and variance \( \sigma^2 \). Hence, the desired SINR at the \( U_f^k \) to decode its information during the 2\textsuperscript{nd} time slot of the considered system can be written as

\[ \gamma_3^k = \frac{P_f^k |h_{n,f}^{(k)}|^2}{\Phi_{f,2}^k + \sigma^2}, \]
desired QoS, SIC decoding, cooperation, power budget, and reflection-coefficient constraints, the proposed EE maximization problem (P) is formulated as

\[
(P) \max_{\alpha, w_k, g} EE = \max_{\alpha, w_k, g} \sum_{k=1}^{K} \frac{R_k}{P_T^k}
\]

s.t. \( \gamma_k^k \geq \gamma_{k,m}^m, \forall k \),

\( \gamma_k^k \geq \gamma_{k,f}^f \), \( \forall k \),

\( \gamma_{k,f}^f \geq \frac{\alpha_k}{\gamma_{k,m}^m} \), \( \forall k \),

\[ \|w_k\|^2 P_k \alpha_{k,f} |\gamma_{k,n}^n|^2 - \|w_k\|^2 P_k \alpha_{k,n} |\gamma_{k,n}^n|^2 \geq P_{gap} \]

(35b)

(35c)

(35d)

(35e)

(35f)

(35g)

(35h)

where \( \alpha = \{\alpha_{k,n}, \alpha_{k,f}\} \), \( \gamma_{k,m} \), \( \gamma_{k,f} \) denotes the minimum required SINR to meet the QoS requirements at \( U_k \) and \( U_f \), respectively. Constraint (35d) guarantees the cooperation among the IoT NOMA users in the second time slot for the considered system, whereas, constraint (35e) ensures the successful SIC decoding, where \( P_{gap} \) represents the minimum power difference desired to distinguish between the different IoT NOMA users for successful decoding [52]. Moreover, the Constraint defined in (35f) restricts the transmit power required to send the data for IoT NOMA users in each cluster based on the total available power budget \( P_{max} \). Finally, Constraints (35g) and (35h) limit power-allocation coefficients of the IoT NOMA users and reflection coefficients of multi-antenna BST within the practical range.

Since, the objective function of the considered EE maximization problem defined in Eq. (35) is non-convex for the coupled variables. Thus, it is very hard to tackle due to its non-linear fractional nature. Therefore, to reduce the complexity, successive convex approximation (SCA) [53] can be exploited to transform the objective function into a tractable concave-convex fractional programming (CCFP) form. Thus, based on an SCA logarithmic approach, the sum-rate in (35) can be expressed as follows:

\[
\bar{R}_k = \frac{2}{\bar{g}} \left( \zeta_i \log_2 (\gamma_i^k) + \Gamma_i \right)
\]

(36)

where \( \zeta_i = \frac{\gamma_i^k}{1+\gamma_i^k} \) and \( \Gamma_i = \log_2 (1+\gamma_i^k) - \frac{\gamma_i^k}{\gamma_i^k} \log_2 (\gamma_i^k) \) represent the approximation constants and the bound becomes tight at \( \gamma_i^k = \gamma_i^k \).

Further, by exploiting the SCA approximation technique, the considered problem (P) is expressed as follows:

\[
(P) \max_{\alpha, w_k, g} EE = \max_{\alpha, w_k, g} \sum_{k=1}^{K} \frac{R_k}{P_T^k}
\]

s.t. (34b) - (34h).

III. Solution for the Considered EE Maximization Problem for BST-enabled IoT Network

The energy-efficiency maximization problem defined in Eq. (37) is a non-convex function and it is very hard to solve for a global optimal solution due to coupled variables i.e., power allocation coefficients for IoT NOMA users \( \alpha_{k,n}, \alpha_{k,f} \), active-beamforming vector \( w_k \), and the passive-beamforming vector \( g \) at the multi-antenna assisted backscatter tag. Thus, a sub-optimal solution is obtained for the considered EE maximization problem based on a proposed two-stage alternating optimization algorithm. i) In the \( 1^{st} \) stage, ZF-based active-beamforming and PAC \( \alpha_{k,n}, \alpha_{k,f} \) are computed for the fixed value of the passive-beamforming vector \( g \) at the BST; ii) Subsequently, the passive-beamforming vector \( g \) is computed in the \( 2^{nd} \) stage for the PAC \( \alpha_{k,n}, \alpha_{k,f} \) and active-beamforming vector \( w_k \) obtained from stage one.

A. ZF-Based Active-Beamforming and PAC: Stage 1

The considered energy-efficiency maximization problem (P1) defined by Eq. (37) can be simplified to an active-beamforming and power-allocation optimization problem for the given value of passive-beamforming vector \( g \) as follows

\[
\max_{\alpha, w_k} EE = \max_{\alpha, w_k} \sum_{k=1}^{K} \frac{R_k}{P_T^k}
\]

s.t. (34b) - (34h).

(38a)

(38b)

The above EE maximization problem has a non-convex objective function coupled on two variables as \( \alpha, w_k \) and a set of non-convex constraints. Thus, to find an efficient solution for this non-convex problem, ZF-beamforming has been exploited to nullify the effect of ICI at the near \( U_k^k \) in the \( k^{th} \) cluster. Moreover, the NOMA-beamforming vectors are generated through the channel gains of strong IoT NOMA users in each cluster given as follows

\[
V_k = \left[ v^1_n, \ldots, v^{k-1}_n, v^{k+1}_n, \ldots, v^K_n \right],
\]

(39)

Hence, the ZF-beamforming constraint can be expressed as

\[
V_k^H w_k = 0, \forall k.
\]

(40)

where \( w_k \) is the NOMA-beamforming vector for \( k^{th} \) cluster as \( ||w_k||^2 = 1 \). Hence, the considered EE problem with ZF-formulation can be written as follows

\[
\max_{\alpha, w_k} EE = \max_{\alpha, w_k} \sum_{k=1}^{K} \frac{R_k}{P_T^k}
\]

s.t. (34b) - (34h).

(41a)

(41b)

(41c)

(41d)

Next, based on an efficient solution provided in [54], optimal beamforming vector \( w_k \) for the \( k^{th} \) cluster can be computed as

\[
w_k = \frac{Q_k}{||Q_k||^2} \frac{V_k^H v^k_n}{||V_k^H v^k_n||^2},
\]

(42)

where \( Q_k \) represents the orthogonal-basis of the null-space of \( V_k^H \) [54]. Note that an optimal active-beamforming vector \( w_k \), computed from Eq. (42), not only increases the term \( ||V_k^H v^k_n||^2 \) in the objective function, but also mitigates the effect of ICI \( \Phi^k_{n,1} \) at the \( U_k^k \) in each cluster of the considered BST-enabled
cooperative IoT NOMA system. However, the weak IoT users $U^k_f$ in each cluster still receive the ICI. Thus, to minimize the effect of ICI at the $U^k_f$, an efficient clustering technique has been adopted based on the channel-gain difference and channel-correlation [53]. Specifically, only those IoT NOMA users are recruited for a cluster with strong channel-gain IoT NOMA users having maximum channel-correlation, as well as maximum channel gain difference with the strong IoT NOMA user. The expressions for channel-correlation and channel-gain difference for a pair of IoT NOMA users $(i,j)$ can be written as follows
\[ \rho(i,j) = \frac{|v^H_i v_j|}{|v^H_i||v_j|}, \forall i,j \] (43)
\[ \delta(i,j) = ||v_i||^2 - ||v_j||^2, \forall i,j \] (44)
Hence, maximum correlation among clustered IoT users increases the term $|v^H_i w_k|^2$ which minimizes the effect of ICI $\Phi_{f,k}$ at the weak IoT user $U^k_f$ in $k^{th}$ cluster. Consequently, ZF-based active-beamforming, along with efficient clustering maximizes the EE of the considered BST-assisted cooperative IoT NOMA system.

Moreover, after the active-beamforming vector $w_k$ and efficient clustering in hand, the optimization problem defined by Eq. (41) can be written as
\[ \max_{\alpha} EE = \max_{\alpha} \sum_{k=1}^{K} \frac{R_k}{P^k_T} \] (45a)
\[ \text{s.t. } \gamma^k_{\min} \geq \gamma^k_{\min}, \forall k, \] (45b)
\[ \gamma^k_{f} \geq \gamma^k_{f} \geq \gamma^k_{f}, \forall k, \] (45c)
\[ \|w_k\|^2 P_k \alpha_k = \|w_k\|^2 P_k \alpha_k \geq + P_{gap}, \] (45d)
\[ \|w_k\|^2 P_k (\alpha_k + \alpha_k) \leq \max, \forall k, \] (45e)
\[ \alpha_k \geq 1, \forall k, \] (45f)
Based on Dinkelbach algorithm [56], the above non-linear CCFP optimization problem in Eq. (45) can be transformed to an equivalent parametric subtractive form given as [48]:
\[ \max_{\alpha} EE = \max_{\alpha} \sum_{k=1}^{K} \frac{R_k}{P^k_T} \] (46a)
\[ \text{s.t. } (44b) \text{ - } (44g), \] (46b)
where $g_k$ represents the scaling parameter for $P^k_T$. Further, consider a function $\Upsilon(\varphi_k)$ given as follows
\[ \Upsilon(\varphi_k) = \max_{\alpha} \{R_k - g_k P^k_T\}, \] (47)
where $\Upsilon(\varphi_k)$ returns a negative quantity when $g_k$ approaches to $\infty$ and positive quantity for $g_k$ approaching to $-\infty$. Hence, $\Upsilon(\varphi_k)$ is affine with respect to $g_k$. Specifically, solving the EE maximization problem in [45] is analogous for computing the maximum-energy efficiency $\varphi^*_k$ [48]. Moreover, $\varphi^*_k$ can be obtained as long as the following condition is satisfied:
\[ \Upsilon(\varphi^*_k) = \max_{\alpha} \{R_k - g_k P^k_T\} = 0, \] (48)
Next, Lagrange dual method and sub-gradient method have been exploited to find a sub-optimal solution for EE maximization problem defined in Eq. (45). Hence, the Lagrangian function of the optimization problem in (48) can be formulated as follows
\[ L(\alpha, \varphi) = R_k - g_k P^k_T + \varphi_1 (\alpha_k n + \alpha_k) \] (49)
\[ + \varphi_2 \left( (\gamma^k_{\min} - \omega_1) \times (\alpha_k n + \gamma^k_{f}) \right) \] (50)
\[ + \varphi_3 \left( (\gamma^k_{f} - \alpha_k n + \gamma^k_{f}) \right) \] (51)
\[ + \varphi_4 \left( \|w_k\|^2 P_k \alpha_k \right) \] (52)
\[ + \varphi_5 \left( P_{max} - \|w_k\|^2 P_k \alpha_k + \alpha_k \right) \] (53)
\[ + \varphi_6 \left( 1 - (\alpha_k + \alpha_k) \right) \] (54)
where $\varphi = \{\varphi_1, \varphi_2, \varphi_3, \varphi_4, \varphi_5, \varphi_6\}$ are the Lagrange multipliers, $\psi_1 = \psi_2 = \psi_3 = \psi_4 = \psi_5 = \psi_6 = \psi_k$, and $\gamma^k_{\min}$ are affine with respect to $g_k$. Specifically, solving the EE maximization problem in [45] is analogous for computing the maximum-energy efficiency $\varphi^*_k$ [48]. Moreover, $\varphi^*_k$ can be obtained as long as the following condition is satisfied:
\[ \Upsilon(\varphi^*_k) = \max_{\alpha} \{R_k - g_k P^k_T\} = 0, \] (48)
Finally, after simplifying the Eq. (51), we obtain a quartic polynomial equation which can be easily solved by employing the built-in functions provided in MATLAB and Mathematica solvers to compute optimal power-allocation coefficients $\alpha^*_k$, $\alpha^*_k f$ as follows
\[ \alpha^*_k = \left( \alpha^*_k \Psi_4 + \alpha^*_k \Psi_3 + \alpha^*_k \Psi_2 + \alpha^*_k \Psi_1 + \Psi = 0 \right), \] (52)
and, 
\[ \alpha^*_k f = 1 - \alpha^*_k n, \] (53)
where $\Psi_4 = -N\Omega_1 \delta_1$, $\Psi_3 = (N\Omega_1 \delta_1 - N \Omega_1 \delta_1 - N \Omega_1 \delta_2)$, $\Psi_2 = N\Omega_1 \delta_1$, $\Psi_1$ and $\Psi_2$ are given in Eq. (54) and Eq. (55), and Eq. (56) respectively.

Subsequently, for a given power-allocation policy for the IoT NOMA users in Eq. (52) and Eq. (53), the Lagrange multipliers $\varphi_1, \varphi_2, \varphi_3, \varphi_4, \varphi_5$, and $\varphi_6$ are iteratively updated based on sub-gradient method as [21]:
\[ \varphi_1 (i + 1) = \left[ \varphi_1 (i) + \Upsilon_1 (i) \right]^{+}, \] (57)
\[ \Psi_1 = \zeta_1 \delta_2 - N \psi_f^2 \alpha_{k,f} \zeta_2 - N N_1 \Omega_2 + N N_1 \mu, \]  
(54)

\[ \Psi_2 = \zeta_1 \delta_1 - N N_1 \Omega_1 - N \Omega_2 \delta_2 + N \delta_2 \mu, \]  
(55)

\[ \mu = \varphi_1 \psi_n - g P_k \| w_k \|^2 - \varphi_2 \psi_f (\gamma_{k,f}^\text{min} - \omega_1) - \varphi_4 \psi_n - \varphi_5 P_k \| w_k \|^2 - \varphi_6, \]  
(56)

Further, the main steps to compute the optimal passive-beamforming vector \( g \) are summarized as follows:

**Step 1:** Let, \( E_n^k = B_n^k w_k, E_f^k = B_f^k w_k, f_n^k, w_k = \tau_n^k, \)

\[ f_n^H w_k = \tau_f^k, \]

and \( g \approx [g_1]^H. \) Further, the sum-rate for the optimization problem in (63) can be written as

\[ \tilde{R}_k = \tilde{R}_1 + \tilde{R}_2, \]  
(64)

Let us define a matrix \( F = gg^H, \) where \( F \succeq 0, \text{rank}(F) = 1. \) Then,

\[ \tilde{R}_1 = \left[ \zeta_1 \right\{ \log_2 \left( P_k^k \text{Tr}(M^k_n) \right) + | \tau_n^{k_h} |^2 \} \right. - \log_2 (\hat{\sigma}_n^2) + \Gamma_1, \]  
(65)

and

\[ \tilde{R}_2 = \left[ \zeta_2 \left\{ \log_2 \left( P_k^k \text{Tr}(M^k_f) \right) + | \tau_f^{k_h} |^2 \right\} + \omega_1 \left( P_k^k \text{Tr}(M^k_f) \right) + | \tau_f^{k_h} |^2 + \hat{\sigma}_f^2 \right] - \log_2 \left( P_k^k \text{Tr}(M^k_f) \right) + | \tau_f^{k_h} |^2 + \hat{\sigma}_f^2 \right\} + \Gamma_2, \]  
(66)

where \( \text{Tr}(.) \) denotes the trace function, and

\[ M_n^k = \begin{bmatrix} E_n^k & E_k^H_n \\ E_n^k & 0 \end{bmatrix}, \]  
(67)

\[ M_f^k = \begin{bmatrix} E_f^k & E_k^H_f \\ E_f^k & 0 \end{bmatrix}, \]  
(68)

**Step 2:** Since \( \tilde{R}_2^k \) in the Eq. (66) consists of the difference of two functions concave in nature. Hence, the EE maximization problem given in (63) is non-convex. We can write \( \tilde{R}_2^k \) as a function of \( F \) given as

\[ \tilde{R}_2^k = \left[ \zeta_2 \left( \Psi_1 (F) - \Psi_2 (F) \right) + \Gamma_2 \right], \]  
(69)

Further, we exploit a low-complexity sub-optimal technique, known as difference of convex (DC) programming, to transform the above non-convex optimization problem into a convex EE maximization problem [57]. Based on the DC programming technique, instead of having \( \Psi_2 (F) \), we use its
first-order Taylor expansion as
\[
\Psi_2(F) \leq \Psi_2(F^{(m)}) + Tr\left((\Psi_2(F^{(m)}))^H (F - F^{(m)})\right),
\]
\[
\triangleq \frac{\Psi_2(F)}{2}
\]
(70)
where \(F^{(m)}\) is the value of \(F\) in the \(m^{th}\) iteration and \(\Psi_2'(F^{(m)})\) represents the first-order derivative of \(\Psi_2(F)\) in \(m^{th}\) iteration.

Based on the first-order Taylor expansion of \(\Psi_2(F)\), we can write as
\[
\tilde{R}_{2}^{k*} = \left[\zeta_2\left(\Psi_1(F) - \Psi_2(F)\right) + \Gamma_2\right],
\]
(71)
Next, based on Eq. (71), the sum-rate can be updated as
\[
\tilde{R}_k = \tilde{R}_k^1 + \tilde{R}_{2}^{k*},
\]
(72)
Hence, the optimization problem in Eq. (63) can be reformulated as follows:
\[
\max EE = \max \sum_{k=1}^{K} \tilde{R}_k - \varrho_k P_T^k
\]
\[
s.t. P_k \alpha_{k,n} \left(Tr(M_n^k F) + |\tau^k_n|^2\right) \geq \alpha^2_n \sigma^2_{in}, \forall k,
\]
\[
(73a)
\]
\[
P_k \alpha_{k,f} \left(Tr(M_f^k F) + |\tau^k_f|^2\right) \geq \gamma_{in}^2 \left(\frac{\varrho_k}{\alpha_k} + \omega_1\right)
\]
\[
\times \left(Tr(M_f^k F) + |\tau^k_f|^2\right) + \sigma^2_{in}, \forall k,
\]
(73b)
\[
\left(Tr(M_f^k F) + |\tau^k_f|^2\right) \geq \gamma_{in}^2 \left(\frac{\varrho_k}{\alpha_k} + \omega_1\right)
\]
\[
\times \left(Tr(M_f^k F) + |\tau^k_f|^2\right) + \sigma^2_{in}, \forall k,
\]
(73c)
\[
\left(Tr(M_f^k F) + |\tau^k_f|^2\right) \geq \gamma_{in}^2 \left(\frac{\varrho_k}{\alpha_k} + \omega_1\right)
\]
\[
\times \left(Tr(M_f^k F) + |\tau^k_f|^2\right) + \sigma^2_{in}, \forall k,
\]
(73d)
Step 3: The above EE maximization optimization problem is still non-convex in nature because of the Rank-1 constraint defined in Eq. (73h). Since \(F \in \mathbb{C}^{N \times N}\), \(Tr(F) > 0\), is positive semi definite (PSD) matrix, we exploit DC programming to transform this Rank-1 constraint as follows:
\[
\text{rank}(F) = 1 \Leftrightarrow Tr(F) - ||F||_2 = 0,
\]
(74)
where \(Tr(F) = \sum_{n=1}^{N} \rho_n(F)\) and \(||F||_2 = \rho_1(F)\) denote the trace and spectral-norm of PSD matrix \(F\), respectively. \(\rho_n\) represents the \(n^{th}\) largest singular value of matrix \(F\). Since, Rank-1 constraint in Eq. (74) is still non-convex. Therefore, Rank-1 constraint has been transformed based on the Taylor expansion of spectral norm \(||F||_2\) as follows
\[
||F||_2 \geq ||F^{(m)}||_2 Tr\left(\mathcal{E}^{(m)}(F^{(m)})\mathcal{E}^{(m)}(F^{(m)})^H (F - F^{(m)})\right),
\]
\[
\triangleq ||F||_2,
\]
(75)

Algorithm 1: Proposed Energy-Efficient Optimization Algorithm for BST-Assisted Cooperative IoT NOMA System

Initialization: Initialize all of the system parameters
while not converge do
Stage 1: Compute \(w_k\) and PAC \(\alpha_{k,n}, \alpha_{k,f}\), for the fixed value of passive-beamforming vector \(g\).
while not converge do
for \(k = 1 : K\) do
Compute active-beamforming vector \(w_k\) using Eq. (42)
Compute PAC for the IoT NOMA user \(U_n^k\) in the \(k^{th}\) cluster, \(\alpha_{k,n}\) using Eq. (52)
Compute PAC for the IoT NOMA user \(U_f^k\) in the \(k^{th}\) cluster, \(\alpha_{k,f}\) using Eq. (53)
Update the Lagrange multipliers using Eqs. (57)–(62)
end
end
Stage 2: With optimal \(w_k^*, \alpha_{k,n}^*, \alpha_{k,f}^*\), and \(g^*\) in hand, compute \(g\)
while not converge do
for \(k = 1 : K\) do
for \(n = 1 : N\) do
Compute the optimal passive-beamforming vector \(g\) by solving the standard SDP optimization problem in Eq. (76) using MOSEK-enabled CVX convex optimization toolbox for MATLAB.
end
end
Return \(w_k^*, \alpha_{k,n}^*, \alpha_{k,f}^*, g^*\)

where \(\mathcal{E}^{(m)}(F^{(m)})\) denotes the eigenvector corresponding to the largest singular value of PSD matrix \(F\) in the \(m^{th}\) iteration. It is worth noting that herein we choose (74) as one of the ways to solve the Rank-1 constraint, while we can also adopt some other practical methods that deal with the Rank-1 issue such as the unified manner by the semi-definite relaxation (SDR) technique [58] or the unified manner by the quadratically constrained quadratic problems (QCQP) forms with the Feasible Point Pursuit (FPP) algorithm [59]. It has been shown in [60] that the equivalence in (74) can already solve the Rank-1 problem fairly well.

Step 4: Finally, we add the above transformed Rank-1 constraint into the objective function of the considered optimization problem defined in (73) as a penalty term as follows:
\[
\max EE = \max \sum_{k=1}^{K} \tilde{R}_k - \varrho_k P_T^k - \xi \left(Tr(F) - ||F||_2\right)
\]
\[
s.t. (73b) - (73g).
\]
(76a)
TABLE I: Simulation Parameters and Values

| Parameters                                      | Value       |
|------------------------------------------------|-------------|
| path-loss exponent ($\mu_{k,b}, \mu_{b,n}, \mu_{b,f}$) | 2.2         |
| Bandwidth                                      | 1 MHz       |
| Distance between AP and BST                     | 30m         |
| Total number of clusters                        | 5           |
| Number of IoT NOMA users/cluster                | 2           |
| Number of active-beamforming vectors            | 5           |
| Noise-power ($\sigma^2$)                        | -114 dBm    |
| Transmit power/cluster ($P_k$)                  | 30 dBm      |
| Minimum SINR for QoS ($\gamma_{k,n}^{\text{min}}, \gamma_{b,f}^{\text{min}}$) | 3 dB        |
| Relay power/cluster                             | 10 dBm      |
| Circuit power ($P_c$)                           | 0.1 W       |
| BST radius                                      | 10m         |
| Fast-fading                                     | Rayleigh-fading, Rician-fading |
| Rician factor ($\beta_1, \beta_2, \delta_1, \delta_2$) | 3           |
| correlation threshold                           | 0–1         |
| IoT NOMA users distribution model               | Binomial-point process (BPP) |

where $\xi >> 0$ denotes the penalty factor for the Rank-1 constraint. Consequently, the above EE maximization problem for the considered system, defined in Eq. (76), is a standard Semi-definite programming (SDP) optimization problem, where the solution of this SDP problem can be obtained by efficiently exploiting the CVX-enabled optimization toolkit integrated with MATLAB [61].

C. Proposed Algorithm and Computational Complexity

An energy-efficient alternating optimization algorithm for multi-antenna BST-assisted cooperative NOMA has been proposed. The proposed algorithm tackles the considered EE maximization problem in two stages. In the 1st stage, active-beamforming vector $w_k$ and PAC $\alpha_{k,n}, \alpha_{k,f}$ are computed for the fixed value of passive-beamforming vector $g$. Once the $w_k$ and PAC $\alpha_{k,n}, \alpha_{k,f}$ are in hand, passive-beamforming vector $g$ is computed in the 2nd stage of proposed Algorithm 1.

The complexity of stage 1 for the considered alternating optimization algorithm is $O(K)$. In the 2nd stage, the relaxed SDP problem is solved by exploiting the interior-point method with computational complexity $O(KN^{3.5})$ [62]. If $m$ represents the number of iterations required for the convergence of the proposed two-stage alternation optimization framework, then the total computational complexity of Algorithm 1 can be expressed as $O\left(m(K + KN^{3.5})\right)$.

IV. NUMERICAL SIMULATION RESULTS AND DISCUSSION

This section presents the performance analysis, in terms of the energy-efficiency, for the considered multi-antenna BST-enabled cooperative IoT NOMA network. A comparative analysis, in terms of energy-efficiency, has been conducted to demonstrate the performance proposed BST-enabled cooperative IoT NOMA system and its non-cooperative NOMA counterpart, labeled as BST-coop. and BST non-coop., respectively, under various performance parameters. Further, Monte Carlo simulations, under $10^4$ channel realizations, have been exploited to obtain the simulation results, where 5 clusters are designed based on the considered clustering technique. A total of 30 IoT users are randomly deployed in a circle around the BST with a radius of 10m. The distance between AP and BST is considered as 30m, however, the positions of the randomly deployed IoT NOMA users around the BST are modeled as a binomial-point process. Also, $\eta_0 = -30$ dB with $d_0 = 1$(m). Unless mentioned, the simulation parameters utilized in this work are given in TABLE I.

The convergence behavior of the proposed multi-antenna BST-assisted cooperative IoT NOMA system is depicted in Fig. 2 where the performance of the proposed BST coop. system is compared with its BST non-coop counterpart in terms of energy-efficiency for a different number of antennas realized at the BST. Fig. 2 evinces that only a few iterations are required for the convergence of the proposed algorithm. Also,
it can be seen that the proposed BST coop. system provides an efficient energy-efficiency performance and outperforms its BST non-coop. competitor by for the different number of BST antennas. Furthermore, it is important to note that the energy-efficiency increases by increasing the BST antennas, however, it does not affect the convergence of the system. Moreover, it is important to mention that in most of the scenarios for the considered system, Rank-1 solution is obtained for passive-beamforming vector based on the penalty-based method which means that the equivalence in (74) can efficiently solve the Rank-1 problem in our scenario setting.

Next, the impact of a different number of antennas equipped at the backscatter node on the energy-efficiency of the system has been depicted in Fig. 3. It can be observed that the energy-efficiency of the system increases by increasing the number of BST antennas. The performance of the proposed BST coop. system is compared with its BST non-coop. counterpart under a different number of antennas at the AP. Simulation results in Fig. 3 evince that the performance of the proposed BST coop. system is superior over its BST non-coop. competitor in terms of energy-efficiency of the considered system.

Fig. 4 reveals the impact of AP antennas \( M \) and BST antennas \( N \) on the energy-efficiency of the considered system. It can be observed that the energy-efficiency is more sensitive to BST antennas \( N \) as compared to AP antennas. For instance if we change AP antennas \( M \) from 8 to 32 while keeping BST antennas constant with \( N = 8 \) and \( P_c = 0.1 \text{W} \), the energy-efficiency values are obtained as \( 17.82 \text{ Mbits/Joule/Hz}, 18.89 \text{ Mbits/Joule/Hz}, \) and \( 19.23 \text{ Mbits/Joule/Hz}, \) respectively. However, if BST antennas \( N \) are varied from 8 to 32 with AP antennas \( M = 8 \), the energy-efficiency is obtained as \( 18.46 \text{ Mbits/Joule/Hz}, 20.09 \text{ Mbits/Joule/Hz}, \) and, \( 22.46 \text{ Mbits/Joule/Hz}, \) respectively. This is because on increasing \( M \) while keeping \( N \) unchanged, the energy-efficiency of the system increases as the active-beamforming vector \( \mathbf{w}_k \) will have an approximately constant impact on energy-efficiency due to maximum power-budget constraint in (36f). However, increasing \( N \) will have a prominent effect to increase the energy-efficiency through passive-beamforming by optimizing the reflection coefficients of the multi-antenna backscatter tag. Moreover, simulation results evince that higher values of energy-efficiency are achieved for lower value of circuit-power.

Further, the impact of increasing values of circuit power \( P_c \) on the energy-efficiency of the system under a different number of antennas equipped at the BST has been depicted in Fig. 5. It can be seen that the energy-efficiency decreases by increasing the value of circuit power. This is because an increment in the value of \( P_c \) increases the total power consumption which ultimately decreases the energy-efficiency of the considered system. Further, simulation results evince the proposed BST-coop NOMA system outperforms its BST non-coop competitor in terms of energy-efficiency for different number antennas at the backscatter tag.

Fig. 3: Th Energy-efficiency vs. different number of antennas at backscatter tag

Fig. 4: Energy-efficiency against different number of AP antennas \( M \) and BST antennas \( N \)

Fig. 5: The effect of increasing \( P_c \) on energy efficiency under different number of antennas at the backscatter tag
Finally, the effect of increasing power of relay nodes in each cluster of considered BST-assisted multi-clustered cooperative NOMA system has been investigated in Fig. 6. Simulation results reveal that the energy-efficiency decreases by increasing the value of relay-power in each cluster. This is because by increasing the value of $P_r$ after a certain point, the total power consumption becomes more sensitive as compared to sum-rate which ultimately decreases the energy-efficiency of the considered system.

**V. CONCLUSION AND REMARKS**

An energy-efficient alternating optimization framework has been proposed to maximize the EE for the considered BST-assisted cooperative IoT NOMA network, where the energy-efficiency of the system has been maximized by optimizing the active-beamforming vector $w_k$ and PAC $\alpha_{k,n}$, $\alpha_{k,f}$ at the transmitter, as well as the passive-beamforming $g$ at the backscatter tag. The proposed alternating optimization algorithm tackles the considered optimization problem in two stages. In the 1st stage, ZF-based active-beamforming along with an efficient clustering technique has been exploited to combat the effect of ICI. Further, the intra-cluster interference is tackled by exploiting an efficient power-allocation policy that computes the PAC of IoT NOMA users under the desired constraints. In the 2nd stage, by exploiting DC programming and SCA approximation, the considered non-convex passive-beamforming optimization problem has been transformed into a standard SDP problem, where Rank-1 solution of passive-beamforming vector is obtained based on the penalty-based method. Finally, the simulation results evince that the proposed alternating optimization algorithm exhibits an efficient energy-efficiency performance by achieving convergence within only a few iterations.
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