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Transient photoluminescence (TPL) and transient photovoltage (TPV) measurements are important and frequently applied methods to study recombination dynamics and charge-carrier lifetimes in the field of halide-perovskite photovoltaics. However, large-signal TPL and small-signal TPV decay times often correlate poorly and differ by orders of magnitude. In order to generate a quantitative understanding of the differences and similarities between the two methods, the impact of sample type (film vs device), large- versus small-signal analysis, and differences in detection mode (voltage vs. luminescence) are explained using analytical and numerical models compared with experimental data. The main solution to achieving a consistent framework that describes both methods is the calculation of a voltage or carrier density dependent decay time that can be interpreted in terms of a capacitive region, a region dominated by defect-assisted recombination and a region that is dominated by higher order recombination (radiative and Auger). It is experimentally shown that in the efficient methylammonium lead-iodide solar cells, effective monomolecular lifetimes \( \approx 2 \mu s \) can be consistently measured with TPL and TPV. Furthermore, the shape of the decay time versus voltage or carrier density follows predictions derived from implicit and explicit solutions to differential equations.

1. Introduction

Nonradiative recombination is one of the most important loss mechanisms in any solar cell technology including the emerging technology based on halide perovskites. Hence, characterization of recombination is a near obligatory ingredient of a huge number of scientific studies aimed at reducing nonradiative recombination in halide perovskites. Recombination affects the concentrations \( n \) and \( p \) of free electrons and holes. In most cases, charge-carrier concentrations are not directly measured. Instead, various observable quantities are measured as a function of time after photoexcitation, which are more or less closely related to the charge-carrier concentration. These measurable quantities include voltage,\(^1\–3\) luminescence,\(^4,5\) conductivity,\(^6–8\) and the amount of free carrier absorption.\(^9,10\) Sometimes, extracted currents in response to a laser pulse are measured as a (relatively) direct assay of charge carriers being extracted as a function of time.\(^11–15\) Furthermore, time constants related to recombination are also extracted from frequency domain methods.\(^16–18\) Among these different options, two rather common modes of detection in the field of halide perovskite research are the measurement of the transient photoluminescence (TPL) applicable to layers, layer stacks and devices and the transient photovoltage (TPV), which—using electrical detection—requires complete solar cell devices. The PL signal during a TPL experiment is proportional to the product \( np \) of electrons and holes,\(^9,19\) while the TPV as a small-signal measurement measures an excess voltage \( \Delta V \) that is assumed to be proportional to the laser-induced excess-carrier concentration \( \Delta n_{\text{carrier}}^{\text{laser}} \).\(^14\)

In both cases, it is common in the literature to report decay times that result from exponential fits to the TPL or TPV data. Figure 1 presents data collected from literature,\(^11,20–38\) which compares decay times extracted from these two techniques plotted against each other. Figure 1 shows that the two decay times typically differ by up to four orders of magnitude with the correlation between the decay times being extremely poor. This level of discrepancy cannot easily be explained by the mode of detection alone. While there is an abundance of studies that uses both techniques to characterize perovskite films or devices,\(^11,20–38\) a theory that connects the two decay times with each other is so far missing. The lack of understanding what these decay times mean, how they are related to each other and their variation by several orders of magnitude undermines the ability of the research community to understand and compare recombination and the concept of charge-carrier lifetimes.

In this paper, we will study and explain the discrepancies between the two methods and show that quantitatively...
consistent results are obtained if suitable measurement conditions and data analysis methods are used. We also explain the reasons, why the decay times can vary by orders of magnitude depending on the sample type and measurement condition and under which circumstances the decay times are actually related to recombination and the charge-carrier lifetime.

When looking at the literature data presented in Figure 1, one of the most obvious differences is that TPV is an electrical technique measured on devices, whereas TPL is typically measured on perovskite layers or layer stacks but rarely on full devices. While a perovskite layer has two surfaces that may potentially cause substantial recombination losses, the glass/perovskite interface is usually of high electronic quality and the perovskite surface can easily be passivated using insulating molecules such as TOPO (trioctylphosphine oxide) or APTMS (3-aminopropyl)trimethoxysilane). In contrast, completed devices have additional layers and interfaces that have to support charge extraction and therefore cannot easily be passivated with electrically insulating molecules. Thus, one might expect that recombination in devices is always enhanced relative to a well-passivated perovskite film on glass and that therefore time constants in TPV on devices should generally be shorter than in TPL on films. However, Figure 1 shows that the opposite is true with decay times from TPV often drastically exceeding those measured from TPL. This may in part be due to the lack of good surface passivation for the films measured in TPL. However, the major contribution will be the influence of slow capacitive effects that originate from the electrodes being discharged via the perovskite diode. While the resulting long decay times are still related to recombination, they are much longer than the actual charge-carrier lifetimes of the bulk material.

In order to better understand the differences between the decay times, in the following, we briefly describe the two measurement methods. Subsequently, we present explicit and implicit solutions to the differential equations describing recombination as well as capacitive charging and discharging of the electrodes. We distinguish between large- and small-signal solutions to the equations and explain the differences in extracting effective Shockley–Read–Hall (SRH) lifetimes or radiative recombination coefficients from small- or large-signal decays. Finally, we show that an unambiguous interpretation of experimental data from completed perovskite solar cells is possible only when scanning a range of charge carrier densities (in TPL) or bias voltages (in TPV) that covers the capacitive charging/discharging regime at low and the radiative recombination regime at high injection conditions. Between these extremes, a window of intermediate carrier densities or voltages allows to identify the effective SRH lifetime of the absorber and its interfaces to the contact materials.

2. Fundamentals

2.1. Introduction to the Methods

TPL and TPV measurements are used to monitor charge-carrier dynamics and to analyze recombination losses in the field of halide perovskite photovoltaics. Figure 2 provides an example of the setups for TPL (red) and TPV (blue). Both methods measure a transient response to a short laser pulse excitation. TPL detects the emitted photoluminescence $\phi_{TPL} \sim np$ created by radiative recombination between a population of electrons and holes (with the concentrations $n$ of electrons and $p$ of holes) in the absorber material as a function of the delay time after this laser pulse. For detection, we typically use either a gated charge-coupled device (CCD) camera (as visualized in Figure 2) or a time-correlated single-photon counting (TCSPC) detection unit. Given that radiative recombination originates from the perovskite layer itself, the measurement provides a measure of the recombination kinetics in the perovskite. The excess-charge carriers generated by the absorption of the laser pulse cannot leave the sample and have to recombine at some point. Since TPL is a purely optical technique, no electrical connection is necessary and it can be applied to any type of sample, from pure films on glass up to complete solar cell devices. Nevertheless, TPL on perovskites samples is mainly measured on pure films, because the interpretation of data obtained on multilayer samples is challenging due to the superposition of various effects that modulate the charge-carrier concentration in the perovskite layer and thereby the measured PL. TPL measured on thin perovskite films on glass is a frequently used method to derive the recombination rate constants of trap-assisted SRH, radiative, and Auger recombination in the bulk material. Given that TPL is generally performed as a large-signal (LS) method (i.e., without bias light), the decay is usually too complex to be analyzed directly.
be described by a single exponential. Instead, the decay time changes during the course of the transient and as a function of carrier concentration thereby reflecting the importance of different recombination mechanisms at different injection levels.\[49\] TPL data measured with a high dynamic range may span a large range of injection levels thereby providing carrier-concentration dependent information on recombination in a similar way as, e.g., quasi-steady state photoconductivity measurements of passivated crystalline Si wafers.\[53,54\]

In contrast, TPV is an external, electrical technique that requires contacts and that can only be applied to complete solar cell devices. Furthermore, TPV is a small-signal (SS) method during which the solar cell is kept in an excited state at open circuit by a permanent bias illumination. An additional weak laser pulse generates a small amount of additional excess-charge carriers, inducing a transient change in open-circuit voltage.\[14,55\] To record the photovoltage decay, the sample is electrically connected to an oscilloscope whose input impedance must be high (≈MΩ) to ensure that the device is held under open-circuit condition. In order to obtain information at different injection levels, the TPV method requires using different bias light intensities.

Figure 3 presents data from (a) transient PL and (b-c) transient photovoltage measurements on methylammonium lead iodide (CH₃NH₃PbI₃) (MAPI) samples. The used layer stack is glass/ITO/PTAA/MAPI/PCBM/BCP/Ag for the solar cells and glass/MAPI/TOPO for the film on glass. Here, ITO is indium tin oxide, PTAA is poly(triarylamine), PCBM is [6,6]-phenyl-C₆₁-butyric acid methyl ester and BCP is bathocuproine. In Figure 3a, the background corrected and normalized transient PL decay is shown for a MAPI layer on glass (grey) and a solar cell (red). The photoluminescence signal $\Phi_{TPL}$ is strongest directly after the laser pulse and decreases in intensity over time with the decay deviating substantially from a single exponential decay. The state-of-the-art of interpretation of TPL decays of layer stacks or even full devices is currently still at an early stage. In experimental practice, the information contained in the decay curve is often reduced to one or two values—the characteristic decay time constants of a mono- or biexponential decay.\[20–22,24–26,29,30,32–38,56\] This reduction of the transient to two decay constants or even a single value will however cause a loss of information and impedes fully understanding and using the information contained in PL transients, as we will discuss later in Section 2.2.

TPV measurements are typically carried out at different bias light intensities. This light intensity often varies over orders of magnitude so that a large number of different operating points with different levels of open-circuit voltage can be investigated. Figure 3b shows a series of photovoltage decays at different illumination intensities, which gives an overview of how the shape of the decay changes depending on the bias level. Here, it becomes apparent that the decay time increases with reduced bias light intensity. The photovoltage transient due to the small laser perturbation is fitted to the slowest decay component using a monoexponential decay to obtain the small perturbation decay time constant $\tau_{TPV}^{SS}$, i.e.

$$\Delta V_{oc} (t) = \Delta V_{oc,max} \exp \left( -\frac{t}{\tau_{TPV}^{SS}} \right)$$  \hspace{1cm} (1)$$

where $\Delta V_{oc,max}$ is the maximum excess open-circuit voltage.\[14\] Instead of fitting the decay with Equation (1), one can also calculate $\tau_{TPV}^{SS}$ from the derivative

$$\tau_{TPV}^{SS} = -\frac{dt}{d \ln \left( \Delta V_{oc} (t) \right)}$$  \hspace{1cm} (2)$$
The different TPV lifetimes obtained at varying bias illumina-
tions are then typically plotted as a function of the open-circuit
current as displayed in Figure 3c. To help understanding the different measurement
principles and measurement conditions, we will briefly explain
the different observables in transient photoluminescence and
photovoltage measurements using the simulated band dia-
grams shown in Figure 4. These transient simulations were
conducted with TCAD Sentaurus by Synopsys, which uses the
finite element method to solve three partial differential equa-
tions, namely the continuity equations for electron and holes
and the Poisson equation (for more details see Supporting
Information). We simulated an inverted, planar perovskite
(CH$_3$NH$_3$PbI$_3$, MAPI) solar cell with poly(triarylamine) (PTAA)
as hole transport layer (HTL) and [6,6]-phenyl-C$_{61}$-butyric acid
methyl ester (PCBM) as electron transport layer (ETL). BCP
was not explicitly simulated but we assumed that it reduces
the workfunction of the Ag contact [57,58] to improve the built-
in voltage and reduce the injection barrier for electrons at the
Ag/PCBM contact. The device structure corresponds to the one
used for the experimental data in Figure 3. The band diagrams
on the left-hand-side of Figure 4 belong to the TPL situation
(no bias light), the ones on the right to the TPV measurement
condition at different delay times (with bias light). The band
diagrams from the TPL simulation belong to the same simula-
tion series that was previously published in ref. [49]. Figure 4a,b
depicts the respective band diagram for the initial situation
before the laser pulse impinges on the sample. The comparison
of these two band diagrams already shows a decisive difference
between the two methods. In TPL, the sample is in equilibrium
in the dark, which can be recognized by the equilibrium Fermi
level $E_F$ before it is excited by the laser beam. The solar cell in
the TPV situation, however, is already in an excited, stationary
state due to the illumination with bias light (0.1 suns), causing
an internal quasi-Fermi level splitting and externally measur-
able voltage of 1.21 V. Here, $E_F$ denotes the quasi-Fermi level
for electrons and $E_F$ for holes, furthermore $E_C$ and $E_V$
mark the edges of the conduction and valence band as a func-
tion of the position $x$. Figure 4c,d shows the band diagrams
directly after the laser pulse excitation. For TPV, only a small
fluence is used to meet the small perturbation condition
therefore the increase in Fermi-level splitting $\Delta E_{F_{\text{int}}}$ = $qV_{\text{int}}$ in
the perovskite is hard to recognize, whereas in the TPL experi-
ment the huge change from zero to 1.55 eV is directly visible.

**Figure 3.** Comparison of an exemplary measurement of a) transient photoluminescence (TPL) and b,c) transient photovoltage and its common data
analysis. a) TPL monitors the large-signal decay of photoluminescence intensity $\phi_{\text{PL}}$ over time after the sample is photoexcited by a short laser pulse.
The slope at long delay times of the TPL signal is usually associated with SRH recombination and exponentially fitted to extract decay time constants.
Respective fits are indicated as dotted, black lines for two different sample types, namely a complete solar cell (red) and its passivated perovskite absorber
film (grey). TPV (b) is a small-signal method which is performed at open circuit for different steady-state bias illumination intensities. An additional weak
laser pulse creates a small perturbation and generates a small amount of extra excess-charge carriers, inducing an additional open-circuit voltage. Then
the corresponding photovoltage decay is measured and fitted with a monoeponential decay (dotted lines) to obtain the small perturbation lifetime
associated with the steady-state $V_{\text{oc}}$. The time constants from the monoeponential fits are summarized in (c) for the different open-circuit voltages.
In both cases, it takes some time for the charge carriers created in the absorber to spread over the entire solar cell and reach the external contacts.

Therefore, the external voltage $V_{\text{ext}}$ has not changed significantly yet compared to the change in internal voltage. There is a gradient $dE_{\text{Fn}}/dx$ and $dE_{\text{Fp}}/dx$ in the quasi-Fermi levels inside the electron and hole transport materials, which drives the electron- $J_n = n \mu dE_{\text{Fn}}/dx$ and hole-current density $J_p = p \mu dE_{\text{Fp}}/dx$ from the absorber to the contacts to change the amount of charge stored on the electrodes. How fast this equilibration takes place depends on the transfer velocity and mobility of the contact layer materials, as well as on the capacitance of the electrodes.

**Figure 4.** Band diagrams of a perovskite solar cell simulated with Sentaurus TCAD before and at different time delays after the laser pulse excitation for a large-signal experiment (right) compared to a small-signal experiment with bias light (left). a,b) Situation before the sample is photoexcited by the laser pulse (10 $\mu$J cm$^{-2}$ for TPL, 100 nJ cm$^{-2}$ for TPV). In the large-signal (TPL) experiment the sample is initially in the dark as can be seen from the equilibrium band diagram. In contrast to this, in the small-signal (TPV) experiment, the sample is kept at open circuit at a certain bias light intensity before the laser excitation. (c) and (d) show the situations directly after the end of the laser pulse, when the quasi-Fermi-level splitting in the perovskite is the highest but a negligible density of electrons has been transferred to the charge-transfer layers (PTAA, PCBM). In (e) and (f), substantial transfer of electrons to the PCBM has happened resulting in electron accumulation and band bending in the PCBM close to the perovskite/PCBM interface. g,h) Several hundreds of ns after the laser pulse the Fermi-levels are flat and the internal and external Fermi-level splittings are now similar. i,j) After 10 $\mu$s, this band bending has vanished again, and the Fermi-level splitting has visibly decreased. The sample in the TPV experiment is back to its initial steady state, which is set by the bias light. The Fermi-level splitting in the TPL experiment will decrease further, since the charge carriers generated by the laser pulse continue to recombine and no new charge carriers are generated.
Table 1. To simplify the complexity of solving a system of partial differential equations in position and time, we present analytically solvable differential equations in this chapter that use various simplifications that help break down the problem into the most important elements. The main simplifications used are presented in the following. ODE: ordinary differential equation.

| Complication/Effect       | Significance                                                | How to deal with it                                                                 |
|---------------------------|-------------------------------------------------------------|--------------------------------------------------------------------------------------|
| Auger recombination       | Important for perovskite solar cells at high fluences       | Can be quite easily implemented in the solutions to the ODEs. See Table S3 (Supporting Information). |
| Doping                    | Of low relevance for our samples (see Supporting Information, Section 4). However, it can be quite relevant for other perovskite samples, as seen, e.g., in ref. [61]. | The equations can be written down easily for low level injection (Δn << c doping concentration). However, for a case that extends from high to low level injection, there is probably no simple analytical solution. |
| Ions                      | Ions have been shown to affect some TPV measurements.       | It is likely impossible to include them into a simple analytical description of these decays. In situations, where ions are important, numerical methods would have to be used. |
| Photon recycling          | Generally important to understand the meaning of the radiative recombination coefficient. | Can be accounted for by using an “effective” radiative recombination coefficient that is corrected for the effect of photon recycling as discussed, e.g., in ref. [36].67 |
| Shallow traps, band tails | Shallow traps or band tails could cause SRH recombination with a low ideality factor close to 1.68 In our model they would behave similar to radiative recombination. | In the logic of our model, a (nearly) quadratic recombination term could be accounted for by increasing the bimolecular recombination coefficient. |
| Noninteger ideality factors | Ideality factors that are neither close to 1 nor close to 2 over a range of voltages would affect the shape of the decay time vs ΔE f plots. | This can be implemented in the model. See Table S4 (Supporting Information). |
| Transport effects          | Finite mobilities could matter especially in low mobility (often organic) transport layers but also in the perovskite itself. | This would affect, e.g., the photovoltage rise and could also affect the TPL and TPV decays if the effect gets sufficiently dominant. It cannot be implemented in a model based on a single ODE. Numerical models are needed. |

Electrodes. In this example it takes several hundred ns with the corresponding band diagrams being depicted in Figure 4g,h. At this point in time, the gradients \( dE_{\text{Fm}}/dx \) and \( dE_{\text{Fp}}/dx \) are nearly zero indicating that there is very little current flow to or from the electrodes and the internal and external voltage are equal. However, the charge-carrier concentration in the perovskite was not only reduced by charge transfer to the other layers, charging up the electrodes and changing the surface-charge density on cathode and anode, but also by recombination.

This delayed alignment between the internal and external state of the solar cell can affect the result of the measurement and can make data interpretation even more difficult. However, in this study we focus on the behavior of the decays at longer times where the assumption of equilibrated Fermi levels over the contact layers is more likely to be accurate than at shorter times. Furthermore, as we will show later, these long-term decays behave experimentally in a way that is fairly consistent with equilibrated Fermi levels as seen in Figure 4g–j). However, we note that this is not necessarily the case and Fermi-level gradients could in principle also happen at longer times during these small- and large-signal decays if the conductivity of the contact layers is relatively low and the layers are relatively thick.

In addition, strong band bending can be observed in the band diagrams, which is caused by charge accumulation near the interfaces. All these different effects superimpose and will influence the TPL signal. With regard to the TPV, it should be noted that the maximum external voltage (1.3 V) is only reached after 300 ns, but some excess-carrier charges have already recombined before the actual decay of the photo-voltage has even begun. The last two band diagrams show the situations for TPL (Figure 4i) and TPV (Figure 4j) after 10 μs. The solar cell in the TPV experiment is back in its initial state, which is determined by the steady state illumination. The Fermi-level splitting in the TPL situation continues to decrease. The electrons and holes flow back from the electrodes through the ETL and HTL to the perovskite. This process depends on the RC time constant with the capacitance \( C \) being formed by the electrode capacitance and the resistance \( R = dV_{\text{ext}}/dJ \) being determined by the recombination resistance of the solar cell that increases exponentially toward smaller voltages as predicted by the diode equation.

2.2. Description of Charge-Carrier Recombination in Films

In order to compare the meaning of the decay times extracted from the two experimental methods, we first need to establish the key differences between the methods and understand their impact on the decay. TPV and TPL are different in potentially three major aspects: i) The sample type (single layer, layer stack, full device), ii) the type of perturbation (large-signal vs small-signal analysis), and iii) the mode of detection (either optical or electrical). TPV is a method that requires full devices, uses a small-signal analysis and measures a voltage transient. TPL is a method that can in principle deal with any type of sample (with or without contacts) but is so far mostly used on films. Furthermore, TPL is nearly always performed as a large-signal measurement and it detects photons rather than an electrical voltage signal. In order to understand the impact of these differences on the decay times, we will establish and solve ordinary differential equations in time. We will start with films, continue to devices while in both cases discussing the differences between large- and small-signal analyses. Finally, we discuss the impact of the different observables (voltage and luminescence) on the decay times.

The numerical simulations used for Figure 4 are based on the solution to the time- and position-dependent drift-diffusion
equations for electrons and holes, a method that is intricate and time-consuming. Therefore, we aim at this point at a simple zero-dimensional recombination model without any influence of transport. Note that our simplification also assumes that charge transport within the absorber is fast relative to recombination. With these assumptions we arrive at a set of equations that can be solved analytically (see Table S2, Supporting Information). Note that Table 1 presents an overview of the different effects that we neglect in this model. Table 1 also comments on the significance of the different effects for halide perovskite-based samples and discusses in how far the effect can be included in analytical or numerical models.

2.2.1. Large-Signal Case

Since lead-halide perovskite films are often but not always intrinsic enough[59,60] that during a TPV or TPL experiment both carrier types are present in approximately the same concentrations, we assume that the high-level injection (HLI) condition (\(n = p\)) is appropriate. We therefore use the HLI condition in the following but want to point out that this condition may not be met in certain samples[61] and would completely alter the shape of the decay. In the other limiting case of low-level injection, all recombination rates would be linear in minority-carrier concentration and in consequence decays would be monoexponential at least in films and would behave as described in ref. [62] in the case of complete cells.

We start with the case of a large-signal experiment performed on a perovskite film on glass, where recombination, expressed by its rate \(R(n)\), is the only process that changes the charge-carrier density after a laser pulse excitation. In this case, the time-dependent charge-carrier concentration \(n(t)\) is determined by

\[
\frac{dn(t)}{dt} = -R(n) = -k_{\text{rad}} (n(t)^2 - n_i^2) - \frac{\Delta n(t)}{\tau_{\text{eff}}} \tag{3}
\]

where \(k_{\text{rad}}\) is the external radiative recombination coefficient and \(\tau_{\text{eff}}\) is the nonradiative SRIH[44,45] effective lifetime with \(\tau_{\text{eff,i}} = (1/\tau_{\text{bulk},i} + 1/\tau_{\text{surf},i})^{-1}\) accounting for the bulk lifetime \(\tau_{\text{bulk},i} = \tau_n + \tau_p\), i.e., the sum of the electron and hole lifetimes, and the surface recombination related lifetime \(\tau_{\text{surf},i}\). Furthermore, we use the equilibrium concentration \(n_i\) (assumed equal for electrons and holes) and the excess carrier density \(\Delta n = n - n_i\). In the remainder of the article, we will assume that we deal with situations, where \(\Delta n \gg n_i\) and hence \(\Delta n \approx n\) is a good approximation. This will simplify further equations slightly. In addition, we have omitted Auger recombination from Equation 3—again for the sake of keeping the equations simpler and more comprehensible—but it could be included in our concept (see Table S3, Supporting Information). Equation 3 is an ordinary differential equation in time as opposed to the set of partial differential equations (in space and time) that we have previously used to generate the band diagrams in Figure 4. Equation 3 has an explicit analytical solution for \(n(t)\) stated in Table S2 (Supporting Information). However, instead of using the detour via the explicit solution of Equation 3, it is advantageous to use implicit solutions that directly provide the decay time. In this case (large signal, film), the dependence of the large-signal carrier concentration decay time \(\tau_{\text{LS}}\) on the actual carrier concentration \(n\) is given by

\[
\tau_{\text{LS},\text{HLI}}(n) = \frac{1}{dn(t)/dt} = \frac{1}{k_{\text{rad}} n(t) + 1/\tau_{\text{HLI}}} \tag{4}
\]

where \(t\) is the time that passed after the end of the laser pulse. Thus, even without calculating \(n(t)\), we can directly write down the relation between the decay time, the carrier density and the parameters \(k_{\text{rad}}\) and \(\tau_{\text{HLI}}\). Note that Equation (4) gives the decay time \(\tau_{\text{LS},\text{HLI}}\) as a function of carrier density \(n(t)\) which varies as a function of time and hence \(\tau_{\text{LS,i}}\) could be presented both as a function of time or as a function of carrier density.

2.2.2. Small-Signal Case

If a bias illumination is present, we must take the steady-state generation rate \(G\) of excess-charge carriers into account. Therefore, the differential equation in Equation (3) must be adjusted for the small-signal situation and it follows that

\[
\frac{dn(t)}{dt} = -R(n) + G = -k_{\text{rad}} n(t)^2 - \frac{\Delta n(t)}{\tau_{\text{eff}}} + G \tag{5}
\]

Due to the bias illumination, the carrier density \(n(t) = n_{\text{bias}} + \Delta n_{\text{bias}}(t)\) could be split up into two contributions, namely the steady state carrier density \(n_{\text{bias}}\) at a given bias photogeneration rate \(G\) and the additional time dependent part given by \(\Delta n_{\text{bias}}(t)\). The small signal decay time \(\tau_{\text{LS,i}}\) at a given carrier concentration \(n_{\text{bias}}\) is then given by

\[
\tau_{\text{LS},\text{HLI}}(n_{\text{bias}}) = \frac{1}{dn/dn} = \frac{1}{2k_{\text{rad}} n_{\text{bias}} + 1/\tau_{\text{eff}}^\text{HLI}} \tag{6}
\]

In order to compare large-signal and small-signal decay times, we need only one decay for the large-signal case but many small-signal decays measured at different bias levels represented by the parameter \(n_{\text{bias}}\) in Equation (6). Comparing the implicit expressions for the large- and the small-signal decay times \(\tau_{\text{LS},\text{HLI}}\) and \(\tau_{\text{LS,i}}\), Equations (4) and (6), we see that the decay times are only equal in the linear regime of \(R(n) = n/\tau_{\text{HLI}}\) and differ by a factor of 2 once radiative recombination dominates the decay. This factor would go up to 3 in the case that Auger recombination would dominate (see Table S3, Supporting Information). This behavior is also reproduced by the explicit solutions of Equations (3) and (4) (Table S2, Supporting Information). Note that in the current literature on perovskites[1] it is sometimes stated that the small-signal and large-signal approaches lead to similar solutions, which is not correct in general and also especially not for perovskites where nonlinear radiative terms will dominate at higher voltages and carrier densities. In contrast, the fact that small signal- and large-signal decay times are different by a factor (often called reaction order) as long as recombination rates are nonlinear in carrier concentration is a well-known fact in the literature dealing with TPV transients in organic or dye-sensitized solar cells.[73–76]
Figure 5. a) Transients \( n(t) \) calculated from the explicit solution (Table S2, Supporting Information) for Equation (3) representing recombination without surface or interface charging, typically measured on a bare film. Parameters are given in Table 2. Note that the time-axis is in \( \mu \)s-direction and the transients start out of the lower right side of the graph from an initial value of \( n(0) = 10^{20} \) cm\(^{-3}\). The lower axis is the Fermi-level splitting \( \Delta E_F \) and the upper axis represents the charge-carrier concentration \( n \), both quantities are related by Equation (7). The gray dashed line represents the asymptotic behavior of all three curves toward low values of \( n \). The data are described by the implicit Equations (4) and (6). Furthermore, two regions can be identified in each decay-time curve, whereby the decay time is constant at higher values by decreasing exponentially with higher charge-carrier concentration or higher \( \Delta E_F \). This plateau value at low carrier concentrations or low \( \Delta E_F \) and transitions to shorter values by decreasing exponentially with higher charge-carrier concentration or higher \( \Delta E_F \). This plateau value at low carrier concentrations or low \( \Delta E_F \) and transitions to shorter values by decreasing exponentially with higher charge-carrier concentration or higher \( \Delta E_F \).

\[
\Delta E_F = k_B T \ln \left( \frac{n_i^2}{n^2} \right)
\]

where \( n_i \) is the intrinsic charge-carrier concentration and \( k_B T \) the thermal energy. Note that we use the Boltzmann approximation (Equation 7) for relating carrier density and quasi-Fermi level splitting (QFLS) throughout the whole carrier density range for simplicity. When the QFLS approaches the band gap, Boltzmann will stop working and lead to deviations from Equation (7). The solid lines in Figure 5b result from large-signal decays, whereas the symbols are the small-signal solutions for better comparison with Figure 5b showing the decay times \( \tau_{\text{film,HLI}}^{\text{LS}} \) and \( \tau_{\text{film,HLI}}^{\text{SS}} \) computed via Equations (4) and (6) as a function of carrier density. Furthermore, we use two \( x \)-axes for both panels. The top \( x \)-axis represents the carrier density \( n(t) \) in the large-signal case and \( n_{\text{film,HLI}} \) in the small-signal case. The bottom \( x \)-axis is the associated Fermi level splitting \( \Delta E_F \), which is linked to the carrier densities via

\[
\Delta E_F = k_B T \ln \left( \frac{n_i^2}{n^2} \right)
\]

the scenario of a perovskite film with SRH and radiative recombination being present. Figure 5a shows the result of solving the explicit solution of Equation (3) as shown in the Supporting Information. The solid lines represent the large-signal solutions for \( n(t) \) for three different SRH lifetimes (100 ns, 500 ns, 2 \( \mu \)s) and the dashed line represents the radiative limit given by infinite SRH lifetimes. Instead of using the common approach of showing \( n \) as a function of time \( t \), we switched the \( x \)- and \( y \)-axes for both large-signal decay times shifts from unity to two, as shown in panel (c).

Table 2. Parameters used for Figures 5 and 6.

| Parameter            | Unit | Value(s) |
|----------------------|------|----------|
| SRH lifetime \( \tau_{\text{film,HLI}}^{\text{SRH}} \) | \( \mu \)s | 0.1, 0.5, 2 |
| Radiative recombination coefficient \( k_{\text{rad}} \) | cm\(^{-3}\) s\(^{-1}\) | \( 10^{10} \) |
| Capacitance per area \( C_{\text{area}} \) | \( \text{nF cm}^{-2} \) | 50 |
| Thickness            | mm   | 280      |
| Intrinsic carrier concentration \( n_i \) | cm\(^{-3}\) | \( 8.05 \times 10^4 \) |
| Initial carrier concentration \( n(0) \) | cm\(^{-3}\) | \( 10^{20} \) |
charge-carrier concentration \( n \), the ratio is one, but with higher \( \Delta E_F \), the ratio \( \tau_{col,HIL}^{LS} / \tau_{col,HIL}^{SS} \) increases toward two as expected from comparison between Equations 4 and 6. In case of Auger recombination being present, the ratio could increase further toward three.

### 2.3. Influence of the Contacts on the Charge-Carrier Decay

At this point we have understood that the decay times resulting from the small- or large-signal approach differ if nonlinear recombination mechanisms are present but should give identical results for lower carrier densities where recombination is dominated by rates \( R(n) \) that are linear in \( n \). The next step is to consider the complication arising from the presence of contacts to the solar cell which charge up by the extraction of charge carriers. When performing transient measurements of complete solar cells, the charging and discharging of these device electrodes adds an additional effect modifying the shape of the transient decays. Using the simplifications introduced above for the carrier-recombination dynamics, the mathematical problem is still described by an ordinary differential equation in time without any spatial dependences of electron and hole concentrations within the absorber layer. This differential equation (again neglecting Auger recombination) is given by

\[
\frac{dn(t)}{dt} = -R(n) + G - \frac{C_{area}}{qd_{per}} \frac{dV_{ext}(t)}{dt} = -k_{rad}(n(t))^2 - \frac{n(t)}{\tau_{SRH}^{eff}} + G - \frac{C_{area}}{qd_{per}} \frac{dV_{ext}(t)}{dt}
\]

(8)

where \( C_{area} \) is the area-related capacitance in units of \( F/cm^2 \) and \( V_{ext} \) is the voltage between the electrodes. The differential equation for the small-signal case with bias illumination must again additionally consider the continuous generation rate \( G \) whereas for a large-signal experiment we have \( G = 0 \) (see Table S2, Supporting Information). The effect of the term containing the capacitance \( C_{area} \) in Equation 8 is to consider that charge carriers are transferred from the absorber to the electrodes and vice versa. The loss of carriers from the absorber changes the surface-charge density on cathode and anode until the external voltage \( V_{ext} \) and the internal quasi-Fermi splitting \( \Delta E_{F,int} = qV_{ext} \) have equilibrated and no further current is flowing. The amount of charge that needs to be added to or subtracted from the electrodes to accommodate a change in \( V_{ext} \) is controlled by \( C_{area} \). In principle, the internal quasi-Fermi level splitting and the external voltage can have substantially different values during a transient as we can see in Figure 4. But if we focus only on the part of the decay that occurs at longer times and ignore situations with very thick, low conductivity contact layers, the condition \( V_{ext} = V_{int} \) is a reasonable approximation. Let us further assume that we are in high-level injection (\( n = p \)) and the electron and hole densities in the absorber scale with voltage as

\[
n(t) = \frac{p(t)}{n} = n_i \exp \left( \frac{qV_{int}(t)}{2k_B T} \right)
\]

(9)

In the following, we derive analytical equations for the large- and small-signal transients, including the three effects of radiative recombination, SRH recombination and discharging of the contact capacitance. The respective results and solutions for additional situations (e.g., including Auger recombination) are listed in Table S3 (Supporting Information). Because of \( dV_{int}/dn = 2k_B T/q(n) \) we rewrite Equation (8) and obtain

\[
\frac{dn(t)}{dt} = f(n) = \frac{G - k_{rad}(n(t)) - n(t)/\tau_{SRH}^{eff}}{1 + 2k_B T/q C_{area} n(t) qd_{per}}
= G - k_{rad}(n(t))^2 - n(t)/\tau_{SRH}^{eff}
\]

(10)

where \( f(n) \) denotes the functional dependence of the total kinetics on \( n \) and \( n_0 = 2C_{area}k_B T/(qd_{per}) \) is the charge per volume that is induced on the capacitor by two times the thermal voltage. Thus, in the situation \( n < n_0 \) we would have less charge carriers in the absorber than we have in the contact. In this situation, carrier recombination is considerably delayed through the need to discharge the capacitance before carriers can recombine. For the large-signal decay time we have consequently

\[
\tau_{col,HIL}^{LS} = -\frac{n(t)}{dn(t)/dt} = \frac{n_0/n(t) + 1}{k_{rad}(n(t)) + 1/\tau_{SRH}^{eff}}
\]

(11)

where the suffix “cell” in \( \tau_{col,HIL}^{LS} \) symbolizes the inclusion of the capacitance present in complete cells with two electrodes. At high carrier concentrations, the decay time approaches \( \tau_{col,HIL}(n >> 1/(k_{rad} \tau_{SRH}^{eff})) = 1/(k_{rad} n) \), i.e., the same value as in the case without considering the capacitance. In contrast for low carrier concentrations, the capacitive effect becomes dominant and we have \( \tau_{col,HIL}^{LS}(n << n_0) = n_0 \tau_{SRH}^{eff} / n_0 \) leading to long decay times for lower carrier densities \( n(t) \). Thus, in both limiting cases the decay time is inversely proportional to the carrier density \( n(t) \).

For the small-signal decay time, we now have to take the derivative \( df/dn \) rather than \( dR/dn \) as we did previously to obtain the result of Equation (6). We obtain

\[
\tau_{col,HIL}^{SS} = -\frac{1}{df/dn} \frac{dR/dn}{2k_B T/q n_0/n + 1/\tau_{SRH}^{eff}}
\]

(12)

Like in Equation 11, the decay time \( \tau_{col,HIL}^{SS} \) is delayed by a factor of \( (n_0/n + 1) \) compared to the decay time \( \tau_{col,HIL}^{LS} \) without the capacitive effect. The limiting case for high carrier concentration is given by \( \tau_{col,HIL}^{SS}(n >> 1/(k_{rad} \tau_{SRH}^{eff}) = 1/(2k_B n) = \tau_{col,HIL}^{LS}(n >> 1/(k_{rad} \tau_{SRH}^{eff}))/2 \) and is half the value of the corresponding large-signal decay time. In the case of low carrier concentrations, we have \( \tau_{col,HIL}^{SS}(n << n_0) = n_0 \tau_{SRH}^{eff} / n = \tau_{col,HIL}^{LS}(n << n_0) \), i.e., there is no difference between large- and small signal decay times.

It is important to note that in both limiting cases, large- and small-signal decay time are inversely proportional to the carrier density and do not carry direct information on the effective carrier lifetime \( \tau_{SRH}^{eff} \). However, an intermediate concentration range where \( n_0 < n < 1/k_{rad} \tau_{SRH}^{eff} \) if existing, provides a parameter window for the access to this quantity. Since the inflection points (ip) of the double logarithmic curves \( \tau_{col,HIL}^{LS}(n) \) and \( \tau_{col,HIL}^{SS}(n) \) are given by \( \tau_{col,HIL}^{LS}(n_{ip}) = \sqrt[n_0]{2k_B \tau_{SRH}^{eff}} = \tau_{SRH}^{eff} \) and \( \tau_{col,HIL}^{SS}(n_{ip}) = \sqrt[n_0]{2k_B \tau_{SRH}^{eff}} = \tau_{SRH}^{eff} \), a fit of Equations (11)
times, at lower carrier concentrations, the slowing down of the transients by capacitive discharge is clearly visible. This effect is also seen in the large- and small-signal decay times $\tau_{\text{LS},\text{HLI}}$ and $\tau_{\text{SS},\text{HLI}}$ given by Equations (11) and (12) and shown in Figure 6b. Notably, toward low carrier densities all curves exhibit an asymptotic behavior $\tau_{\text{LS},\text{HLI}} \approx \frac{1}{(k_{\text{rad}} n)}$ and $\tau_{\text{SS},\text{HLI}} \approx \frac{1}{(2k_{\text{rad}} n)}$ resulting from the capacitive discharge of charge carriers from the junction with subsequent recombination. In this regime, there is no difference between the large- and the small-signal decay time, whereas at high carrier densities we have the asymptotes $\tau_{\text{SS},\text{HLI}} \approx 1/((k_{\text{rad}} n) Q)$ and $\tau_{\text{LS},\text{HLI}} \approx 1/(2(k_{\text{rad}} n) Q)$ determined by radiative recombination. Between these two limiting regimes there exists a window of voltages or carrier densities (around the inflection point of the curves) that allows the determination of the effective SRH lifetime $\tau_{\text{SRH}}$. Figure 6b demonstrates also that the width of this window depends on the actual value of $\tau_{\text{SRH}}$, becoming narrower the more $\tau_{\text{SRH}}$ approaches $1/(k_{\text{rad}} n Q)$.

2.4. Influence of the Mode of Detection on the Decay Times

So far, we have discussed the general differences between small-signal and large-signal methods as well as between samples that contain a single semiconductor layer as opposed to complete devices that contain a nonzero capacitance due to their electrodes. The remaining difference between TPL and TPV measurements is the mode of detection and the way how we derive the decay times from the respective observables $\Phi_{\text{TPL}}(t)$ and $\Delta V_{\text{oc}}(t)$. In case of TPL, the detected photon flux $\Phi_{\text{TPL}}(t)$ under HLI conditions will be proportional to $n^4$ and hence we define the TPL decay time $\tau_{\text{TPL,HLI}}^{\text{eff}}$ via

$$\tau_{\text{SSL,HLI}}^{\text{eff}} = \left( -\frac{1}{2} \frac{d \ln \Phi_{\text{TPL}}}{dt} \right)^{-1} = \left( -\frac{d \ln (n)}{dt} \right)^{-1}$$

(13)

Note that the factor 1/2 in the second term of Equation 13 adjusts $\tau_{\text{SSL,HLI}}^{\text{eff}}$ to the large-signal decay time $\tau_{\text{SSL,HLI}}$ or $\tau_{\text{SSL,HLI}}^{\text{eff}}$ of the carrier concentration under high-level injection (HLI) conditions.

In case of TPV, the excess-open circuit voltage $\Delta V_{\text{oc}}$ is used to detect the excess-carrier density. Again, under high-level injection, we have

$$\Delta V_{\text{oc}} = \frac{k_B T}{q} \ln \left( \frac{n^4}{n_1^4} \right) - \frac{k_B T}{q} \ln \left( \frac{n_{\text{bias}}^2}{n_1^2} \right) = 2 \frac{k_B T}{q} \ln \left( \frac{n}{n_{\text{bias}}} \right)$$

(14)

$$= 2 \frac{k_B T}{q} \ln \left( 1 + \frac{\Delta n_{\text{bias}}}{n_{\text{bias}}} \right)$$

where $n_1$ is the intrinsic charge-carrier concentration, $k_B T/q$ the thermal voltage and $n = n_{\text{bias}} + \Delta n_{\text{bias}}$ is the carrier density during the transient experiment that can be split up into the steady state bias charge-carrier density $n_{\text{bias}}$ and the excess-charge density $\Delta n_{\text{bias}}$, that is induced by the laser pulse. The typically used approach in literature is now to assume that $\Delta V_{\text{oc}}/dt \propto \Delta n_{\text{bias}}/dt$ holds if the excess voltage is sufficiently small. This approach has previously been shown by Wood...
et al.\cite{78} to cause errors in determining the correct decay time of the carrier density. Let us briefly discuss the assumption $d\Delta V_{oc}/dt \propto d\Delta n_{\text{sat}}/dt$ critically. If we assume that $\Delta n_{\text{sat}}$ decays exponentially, we might expect that also $\Delta V_{oc}$ decays exponentially with the same time constant $\tau$. However, if we insert $\Delta n_{\text{sat}}(t) = \Delta n_{\text{sat}}\exp(-t/\tau)$ into Equation (14), we obtain a decay that is not monoexponential and a decay time that is given by

$$\tau_{TPV,HLI}^{SS} = - \frac{d}{d\ln(\Delta V_{oc})} \tau \left\{ 1 + \frac{1}{\gamma} \exp \left( \frac{t}{\tau} \right) \right\} \ln \left\{ 1 + \gamma \exp \left( - \frac{t}{\tau} \right) \right\}$$

where we use the definition $\gamma = \Delta n_{\text{max}}/n_{\text{sat}}$. Note that $\tau_{TPV,HLI}^{SS}$ is still a function of time and not a constant. Only for long times $t \gg \tau$ and/or small values of $\gamma$, Equation 15 approaches $\tau_{TPV}^{SS} = \tau$. As shown in the Figure S3 (Supporting Information), for realistic values of $\gamma$ there can be differences between the decay times $\tau_{TPV}^{SS}$ and $\tau$ of $\Delta V_{oc}$ and $\Delta n$. These differences can be on the order of factor 2 or less. Thus, they could not explain the large discrepancies shown in Figure 1 but they could affect comparisons between samples that may have similar TPV decay times at a given voltage but where the condition of equal voltage perturbation $\Delta V_{oc}$ is not fulfilled.

3. Experimental Results

Finally, we want to apply and transfer our findings to experimental data and unify the information contained in transient photoluminescence and transient photovoltage data. Therefore, we performed TPL and TPV measurements on the same solar cell (glass/ITO/PTAA/MAPI/PCBM/BCP/Ag) using the setup illustrated in Figure 2. The investigated solution-processed MAPI solar cell has already been introduced previously\cite{49} and has a very high open-circuit voltage of 1.25 V. The TPL data is compared to previously published TPL data of the same solar cell and of a perovskite film on glass,\cite{39} which was passivated with the molecule n-trioctylphosphine oxide (TOPO) that strongly reduces surface recombination velocities (layer stack is therefore glass/MAPI/TOPO).\cite{39}

Figure 7 shows the small-signal decay times $\tau_{TPV,HLI}^{SS}$ (blue stars) as a function of the open-circuit voltage, which are extracted by fitting the TPV transients recorded at different bias light intensities using Equation 1, and the large-signal decay time $\tau_{TPV,HLI}^{LS}$ (red and grey spheres) versus the quasi-Fermi-level splitting ($\Delta E_F$) derived from TPL by taking the derivative of the PL at each time using Equation (13). The respective transient decays were already shown in Figure 3a,b. The TPL data is recorded with a gated CCD camera that works by using and amplifying only that part of the signal that corresponds to a certain delay time after the laser pulse. This amplification (gain) can be changed but the overall signal strength (number of counts) must not exceed a certain value to avoid any damage to the detector. In order to improve the dynamic range, we therefore adjusted the gain settings and integration times for different parts of the decay. Low gains and integration times were used for short delay times, where the luminescence is still high, while higher gains and integration times were used for longer delay times, where the signal would otherwise be already close to the noise level. Thereby, we could improve the dynamic range of the TPL data to around 7 to 8 orders of magnitude which is crucial to cover all three regions of the decay (radiative, SRH and capacitive). The different TPL datasets were then combined to one dataset, which was smoothed before we applied Equation (13) to obtain the decay times over a voltage range from around 1.1 eV to around 1.55 eV. About $60 mV = kT/\gamma \ln(10)$ on the x-axis of Figure 7 correspond to one order of magnitude of PL intensity. Note that the part of the data that originates from PL decay times below around 1.1eV is the part of the data that corresponds to the PL decay approaching the noise level at long delay times. Here, the decay times look particularly noisy. This is due to the fact that the procedure of taking the derivative of (in this part of the curve) noisy raw data amplifies the noise even further. Therefore, this part of decay time data should not be considered to be overly trustworthy.

For the solar cell, the experimentally determined decay times $\tau_{TPV,HLI}^{LS}$ from TPL and $\tau_{TPV,HLI}^{SS}$ from TPV show the typical shape (three regions) already known from the analytical solutions and derived in the last section (see Figure 6b). The large-signal decay time $\tau_{TPV,HLI}^{LS}$ for the passivated film on glass (grey) is dominated by radiative recombination over the complete range of quasi-Fermi-level splitting, which was experimentally accessible, and increases continuously for smaller $\Delta E_F$. This behavior implies that SRH lifetimes have to be extremely long (at least 40 $\mu$s) as previously observed in refs. [79] for samples of this type.\cite{39} This leads to the situation that if only one decay time constant is reported, the result would strongly depend on the laser fluence.
and excitation density at which the data is evaluated with decay times $t_{\text{PL,HLU}}$ varying from tens of ns to tens of $\mu$s within our experimentally accessible range (see grey data points in Figure 7). Note that for the highest values of $\Delta E_F$, also Auger recombination might contribute to the decay time. This result highlights the importance of comparing data at equal charge-carrier density or quasi-Fermi level splitting\cite{49} and to identify—e.g., from differential decay time versus quasi-Fermi level splitting plots—whether the decay in a certain range is consistent with radiative or with some type of SRH recombination. In this context, the radiatively dominated region (light blue) can be identified by the exponential slope being proportional to $\propto \exp \left( -\Delta E_F/(2k_B T) \right)$. The part of the data showing the smallest slope of decay time with $\Delta E_F$ (light green) is indicative of recombination that is approximately linear in electron and hole density, which should be SRH recombination in the bulk and at interfaces.

In addition to the experimental data, we also added solutions to the analytical Equations 11 and 12 for $t_{\text{SS}}$ and $t_{\text{PL,HLU}}$ (blue dashed line) and $t_{\text{PL,HLU}}$ (red solid line) using the parameters given in Table 3. We used the same value for $k_{\text{rad}}$ as done previously in ref.\cite{49} to numerically fit the TPL data using TCAD Sentaurus. The other parameters are chosen such that the red solid line well reproduces the red symbols, i.e., the TPL data of the cell. We note that this approach leads to some discrepancies in explaining the TPV data (blue stars) with the solution of Equation (12) (blue dashed line). A range of reasons is likely to contribute to this discrepancy. First of all, we assume that we can neglect any gradients of quasi-Fermi level over the transport layers during the later parts of the TPV and TPL transients such that Equation (9) is a good approximation to reality. Furthermore, the differential equations assume that $n = p$ in the absorber, which can easily be violated even in the absence of doping if injection and extraction of holes is slightly different from that of electrons. Also, asymmetric capture coefficients of defects could lead to unequal electron and hole densities. In addition, while we perform a differential analysis of the large-signal decay, the small signal TPV decay is typically analyzed by a monoexponential fit even though the data will not be entirely monoexponential. Therefore, also the exact mode of fitting can lead to variations in the extracted decay times. Finally, the deviations may be at least in part a consequence of the fact that the TPV data is never determined in true small-signal conditions as discussed in Section 2.4. Thus, the experimental TPV data may indeed be always slightly higher than where the TPV data would be expected to be based on Equation (12), which assumes an infinitely small voltage perturbation by the laser pulse on top of the bias light. In our data, this leads to the consequence that the blue stars are nearly overlapping with the red spheres at the onset of the radiative region (1.25 to 1.3 V) rather than being offset by a factor of 2 (as is the case for the blue dashed line relative to the red solid line).

The experimental data in Figure 7 also explains the large discrepancies between TPV and TPL lifetimes stated in the literature on halide perovskites, where the decay time from TPV is often much longer than the one extracted from TPL. These long TPV decay times result from the slow capacitive charging and discharging effects occurring in samples with a significant electrode capacitance as previously observed by Kiermasch et al.\cite{11} or Wang et al.\cite{48} This discharging process superimposes recombination and dominates the small-signal decay time signal $t_{\text{TPV,HLU}}$ at small Fermi-level splitting (light yellow region). Since typically low bias-light intensities are used for TPV, not exceeding several suns, open-circuit voltages at which TPV is recorded are low, thus the data points lie in this capacitively dominated region of the decay time versus $\Delta E_F$ or $V_{\text{oc}}$ graph. It requires very high bias-light intensities or, as in our example, solar cells with a very high open-circuit voltage at one sun illumination (1.25 V), to see more than just capacitive discharging effects in the TPV signal. Note that the exponential slope in the decay time versus or $V_{\text{oc}}$ curve caused by the capacitive discharge of the electrodes and the radiative recombination are equal ($\propto \exp \left( -\Delta E_F/(2k_B T) \right)$).

4. Numerical Simulations

With the exception of Figure 4, we used so far ordinary differential equations in time to understand how decay times in pulsed experiments depend on carrier density, sample type and small- versus large-signal excitation. However, the downside of this approach is that we have to make a whole range of assumptions as pointed out in Table 1. For instance, we had to neglect all spatial dependences of carrier densities. While we could distinguish between charge carriers in the absorber and charge on the electrodes, we did not include a realistic model of charge transport inside the perovskite and through the electron- and hole transport layers. Therefore, we performed numerical simulations using Sentaurus TCAD that solve coupled partial differential equations in time and space for electrons, holes and space charge (Poisson equation). Transient device simulations were conducted for the TPL situation using a laser fluences of 10 $\mu$J cm$^{-2}$ and at different bias illumination intensities ranging from 0.01-1000 suns and an adjusted laser fluence to simulate the small-signal TPV transients. In Figure 8a, a comparison of the resulting small- and the large-signal decay times as a function of the internal (TPL) or external (TPV) Fermi-level splitting is illustrated for varying SRH bulk lifetimes ranging from 100 ns to 20 $\mu$s. In this example, the interfaces between the perovskite absorber and the charge-extracting layers are nearly ideal (low $S$, no or small band offsets) and similar to the simulation parameters used in Figure 4 (see Table S5, Supporting Information). The fundamental difference between the small- and large-signal decay times at high Fermi-level splitting is also visible here, which leads to the small-signal decay times being always smaller by a factor of two. Contrary to the analytical results presented in Figure 6, the small- and the large-signal decay times are also not the same at lower Fermi-level splitting, where SRH bulk recombination or capacitive discharging

| Parameter                  | Unit     | Value(s) |
|----------------------------|----------|----------|
| SRH lifetime $t_{\text{SS}}$ | $\mu$s   | 1.7      |
| Radiative recombination coefficient $k_{\text{rad}}$ | cm$^{-3}$ s$^{-1}$ | $1.5 \times 10^{-10}$ |
| Capacitance per area $C_{\text{area}}$ | nF cm$^{-2}$ | 10       |
| thickness                  | nm       | 280      |
| Intrinsic carrier concentration $n_i$ | cm$^{-3}$ | $8.05 \times 10^4$ |
The reason for this is that the concentration of electrons and holes is neither identical nor constant as a function of position in the Sentaurus TCAD simulations (see band diagrams in Figure 4). Therefore, the solar cell is no longer exactly in high-level injection ($n = p$), which is a necessary simplification to get the analytical solutions illustrated in Figure 6 and listed in Table S2 (Supporting Information).

Figure 8b illustrates the different ways of comparing decay times. Here we compare two options, namely using the large-signal decay time at one sun or using the large-signal decay time at the inflection point of the decay time versus $\Delta E_F$ plot. We find that in line with our expectations (see Section 2, Supporting Information), the decay time at the inflection point (spheres) reproduces the actual SRH lifetime (black line) reasonably well while the decay time at one sun differs from the SRH lifetime except at one point that is—in this example—at around 1 $\mu$s. Here, the inflection point is approximately at one sun and both values are approximately identical to $\tau_{SRH}$. Note that above an SRH lifetime of 4 $\mu$s, there is no inflection point anymore that could be evaluated and the radiative and capacitive branches of the decay time become indistinguishable.

5. Discussion and Outlook

For most state-of-the-art publications on halide-perovskite solar cells, quantifying recombination is a near-mandatory exercise. Often, transient methods are used to show how the voltage, charge-carrier density or luminescence decay after a laser pulse. However, the measured reported decay times may vary by orders of magnitude from sample to sample but more importantly also from method to method. In particular, methods based on electrical detection (such as TPV or open-circuit voltage decay) often result in much longer time constants as compared to purely optical methods measured on thin films from the same material (as shown in Figure 1), calling in question the physical meaning of the measured decay times. The large method-specific variation in time constants is partly caused by a substantial dependence of the decay time on the actual charge-carrier density in the absorber (or the voltage at the terminals of the device) as shown in the present analysis. Thus, measured decay times without reference to the actual carrier concentration or bias voltage under which these values are obtained are essentially worthless. In a complete solar cell, essentially arbitrarily large “lifetimes” can be measured with an electrical technique like TPV if the bias condition is sufficiently low and the cell is not shunted. This is true even if the actual SRH lifetime was fairly low.

In perovskite-solar cells several recombination mechanisms as well as carrier extraction and injection affect the charge-carrier density in the absorber layer. These mechanisms have a different dependence of their rate on charge-carrier density with the following consequences: i) deviations from monoexponential decays in large-signal measurements and ii) a bias dependence of the decay time in small-signal TPV experiments. In the present approach, we distinguish three regimes of working conditions: 1) At high charge-carrier densities, higher-order recombination processes such as Auger and radiative recombination dominate leading to fast decay times. 2) At intermediate charge densities, defect-assisted recombination at the bulk or interface determines the decay. 3) At low charge-carrier densities...
re-injection of charge carriers from the electrodes into the absorber leads to a slow decay whose decay time varies exponentially with Fermi-level splitting ($\tau \propto \exp \left(-\frac{\Delta E_{F}}{2k_{B}T}\right)$). The first two mechanisms are present both in films and devices while the last mechanism requires the presence of electrodes and is therefore only observed in finished devices.

In order to better compare optical and electrical measurements of decay times, these different regimes have to be distinguished and therefore the decay times have to be investigated over a wide range of carrier densities and/or voltages. Displaying decay times as a function of voltage or carrier density is common practice, e.g., for TPV data in organic photovoltaics or for photoconductance decay data of Si wafers. However, for halide-perovskite films or devices charge-carrier-density dependent data is only infrequently shown leaving ample room for misinterpretations. The present results demonstrate that displaying large- and small-signal decay times over the voltage or the Fermi-level splitting as a common representation of injection level is mandatory. Note that for changing the injection level, we require many measurements at different bias level for TPV (small signal) but only one measurement for TPL that is however analyzed differentially by applying Equation 13.

We have shown that even the most generic model of a solar cell, including only radiative and nonradiative SRH recombination combined with a capacitor that builds up the electrostatic potential of the solar cell, predicts decay times measured by large- and small-signal transients to vary over many orders of magnitudes. Only if the experimental data cover the relevant regimes of carrier concentrations, analysis of these data by the implicit solutions to the differential equations (see Equations 11 and 12), allows us to derive valuable information like the capacitance $C_{\text{area}}$, the effective radiative coefficient $k_{\text{rad}}$, and the effective SRH lifetime $\tau_{\text{SRH}}$. Especially information on the latter quantity is important when studying the influence of contact recombination on the nonradiative limitations of perovskite solar cells, by comparing lifetimes measured during different stages of device fabrication.

It is important to note that the analysis of experimental data with the present simple, generic model is not necessarily possible for all types of perovskite solar cells. While we found agreement for our high open-circuit voltage cells, previously published TPL data on coevaporated cells shows deviations from the predicted behavior that are consistent with numerical models but not with our simple analytical models. Here we have to remember the approximations made in using ordinary differential equations in time and not in space (see Table 1). These equations therefore neglect a possible difference between the internal split of quasi-Fermi-levels and the externally measured voltage. They assume a simple high-level injection recombination mechanism with ideality factor $n_{\text{id}} = 2$ for the part of the recombination that is limited by SRH recombination superimposed with radiative recombination with $n_{\text{id}} = 1$ toward higher injection conditions while it disregards shallow defects that cannot be described by a simple SRH lifetime. All these effects may lead to deviations from the observation of three distinct and discernible regimes which will necessitate the use of numerical models for data interpretation as we have shown in Figures 4 and 8.
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