Theory, Design, and Experimental Verification of a Reflectionless Biaxialotropic Huygens’ Metasurface for Wide-Angle Refraction

Michael Chen,1 Elena Abdo-Sánchez,2 Ariel Epstein,3 and George V. Eleftheriades1
1 The Edward S. Rogers Sr. Department of Electrical and Computer Engineering, University of Toronto, Toronto, ON, Canada M5S 2E4
2 Dpto. Ingeniería de Comunicaciones, E.T.S.I. Telecomunicación, Universidad de Málaga, Andalucía Tech, E-29071 Málaga, Spain
3 Andrew and Erna Viterbi Faculty of Electrical Engineering, Technion - Israel Institute of Technology, Haifa 3200003, Israel

Huygens’ metasurfaces are electrically thin devices which allow arbitrary field transformations. Beam refraction is among the first demonstrations of realized metasurfaces. As previously shown for extreme-angle refraction, control over only the electric impedance and magnetic admittance of the Huygens’ metasurface proved insufficient to produce the desired reflectionless field transformation. To maintain zero reflections for wide refraction angles, magnetoelectric coupling between the electric and magnetic response of the metasurface, leading to biaxialotropy, can be introduced. In this paper, we report the theory, design, and experimental characterization of a reflectionless biaxialotropic metasurface for extreme-angle refraction of a normally incident plane wave towards 71.8 degrees at 20 GHz. The theory and design of three-layer asymmetric biaxialotropic unit cells are discussed. The realized printed circuit board (PCB) structure was tested via fullwave simulations as well as experimental characterization. To experimentally verify the prototype, two setups were used. A quasi-optical experiment was conducted to assess the specular reflections of the metasurface, while a far-field antenna measurement characterized its refraction nature. The measurements verify that the fabricated metasurface has negligible reflections and the majority of the scattered power is refracted to the desired Floquet mode. This provides an experimental demonstration of a reflectionless wide-angle refracting metasurface using a biaxialotropic Huygens’ metasurface at microwave frequencies.

I. INTRODUCTION

Huygens’ metasurfaces are 2D equivalents of metamaterials which allow the arbitrary transformation of electromagnetic waves. The inspiration of Huygens’ metasurfaces originates from the equivalence principle, which demonstrates field transformations via infinitesimal thin surface current densities. By equating the field discontinuities to a set of electric and magnetic currents, the equivalence principle provides the means of engineering boundary conditions for arbitrary wavefront manipulation. Huygens’ metasurfaces can be designed in terms of electric and magnetic impedances or polarizabilities, to generate the required currents from the incident fields to produce the desired wave transformation. These thin and planar artificial surfaces are composed of subwavelength unit cells, which allow microscopic interactions with incident fields. By utilizing these unit cells, metasurfaces can achieve fine spatial sampling of the impedances or polarizabilities to accurately model the theoretical boundary conditions.

Due to their versatility, metasurface applications have included wave refraction, beam focusing, and polarization control, to name a few. One particularly challenging application of metasurfaces has been wide-angle refraction. While shallow angles of refraction have been demonstrated in the past with good efficiency, wide angle refraction with respect to the incident angle, was found to be more challenging. The issue with these surfaces originates from the mismatch of the incident and refracted waves. Due to the different wave impedances seen by the waves on the incident and transmission sides of the refraction metasurface, reflections became more significant as the refraction angle becomes more oblique. This issue results from the boundary conditions themselves. As the first Huygens’ refracting metasurfaces only allowed control of the electric impedance and magnetic admittance alone, the resulting realizations were all symmetric. Due to this physical symmetry, it was impossible for these structures to match different input and output wave impedances. Thus, when wide angle refraction was desired, the surfaces either suffered from large reflections, or required loss and gain regions. The solution to the wide-angle refraction problem was resolved when examining the stipulation in the boundary conditions. As the previous method only allowed control over the electric and magnetic impedances, the boundary conditions did not allow for a lossless and passive solution. Therefore, an extra degree of freedom was required to resolve this issue. Biaxialotropy in the form of a magnetoelectric coupling coefficient was found to be a solution to realizing a lossless and passive surface. The new metasurface formulation accounted for the mismatch problem by modeling the biaxialotropy in an asymmetric structure. The solution was actually first discovered in [17], however at the time it was described using a microwave network approach. It was shown that indeed such an asymmetric structure introduces biaxialotropy, providing a coupling mechanism between the electric and magnetic responses of a Huygens’ metasurfaces. This additional degree of
freedom can be used to perfectly match the incident and refracted waves even at extreme refraction angles. Such bianisotropic Huygens’ metasurfaces are ideally lossless, passive and completely reflectionless [17, 22, 23].

While the theoretical solution of the perfect (reflectionless) refraction was formulated in terms of abstract surface boundary conditions [17, 22], realization of such devices is far from trivial [23]. Implementations of bianisotropic surfaces such as with omega wires [24] and helices [22] have been shown in the past. However, such realizations may not be appealing from an application perspective due to their complexity and fabrication challenges. To alleviate this issue, we proposed to use a 3-layer PCB structure in [22, 23] which has shown capabilities of synthesizing Huygens’ metasurfaces in the past [2, 6, 26–29], and is practically simple to realize. However, the viability of these designs still requires experimental validation in the form of a complete design, fabrication, and characterization cycle. Such validation is crucial for the development and realization of more advanced bianisotropic metasurfaces [30, 31]. Moreover, in the specific case of wide-angle refraction, the question of whether the bianisotropy that is required to produce reflectionless matching of the incident and refracted waves, can be physically realized still needs to be validated experimentally. While in [32], experimental characterization of such a perfect refraction surface was conducted, the experimental results which were obtained using near-field techniques could not characterize the reflections of the prototype. Although the results presented therein [32] do demonstrate bianisotropic refraction, a complete experimental verification of perfect (reflectionless) wide-angle refraction, which characterizes both the transmission and the reflections, is yet to be presented.

In this paper, we address these issues by presenting a complete design cycle from theory, to design, and to the final experimental verification of a wide-angle reflectionless bianisotropic Huygens’ metasurface. The metasurface refracts a normally incident plane wave towards 71.8° at 20 GHz. The derivation of the boundary conditions will be shown for both non-bianisotropic and bianisotropic cases. While the theoretical boundary conditions have been presented previously in [22], they are repeated here for completeness and to demonstrate the benefit of utilizing bianisotropy of such refracting surfaces. A design strategy which translates the derived boundary conditions to a realizable structure will be detailed. The design of the unit cells will be presented in depth, and fullwave simulation results via Ansys High Frequency Structure Simulator (HFSS) will be shown. The proposed unit cell design is performed without any full-wave optimization of the metasurface period, and the homogenization approach was utilized to reduce the computational effort to individually design the unit cells. Periodic simulations of one period of the realized metasurface will be conducted and discussed. Finally, a fabricated PCB metasurface will be experimentally verified using a combination of two experimental setups. A quasi-optical setup will be described to characterize the reflectionless nature of the proposed metasurface. In addition, a far-field radiation pattern experiment will examine the refractive properties of the surface. The combination of these two measurement techniques allows the characterization of both refracted and reflected fields. With minimal measured reflections for all scattered modes and more than 80% of the scattered power refracted in the desired direction, this hybrid experimental testing validates the metasurface design. This provides a complete experimental demonstration of a reflectionless wide-angle refracting Huygens’ metasurface. Moreover, this work verifies the theory and demonstrates the viability of PCB metasurfaces for realizing bianisotropic devices [17, 22, 24, 33].

II. THEORY AND DERIVATION

A. Non-bianisotropic Boundary Conditions

Huygens’ metasurfaces utilize the equivalence principle to perform arbitrary wave transformations [4, 34]. Thus, the first step in designing the Huygens’ metasurface is to derive the boundary conditions required to produce the desired effect. As previously stated, Huygens’ metasurfaces utilize both electric and magnetic currents to model the field discontinuity [1, 2]. This result can readily be seen from the equivalence principle as shown in Eq. (1) and Fig. 1. By stipulating the fields ($\vec{E}_1$, $\vec{H}_1$ and $\vec{E}_2$, $\vec{H}_2$) in two half spaces, the necessary tangential electric ($\vec{J}_t$) and magnetic ($\vec{M}_t$) currents required for the field transformation can be obtained. Therefore, if the necessary current could be excited, the field transformation would occur as desired.

However, the equivalence principle does not state how the currents can be physically realized. One method is to use impressed sources in space to generate these currents [33, 36]. In this approach, active current sources, both electric and magnetic, must be used. However, introducing active sources which must generate spatially varying current densities is not a trivial task. Another approach is to utilize the fields themselves to excite the currents. Utilizing this approach, a secondary relation between the fields and currents can be introduced. In this method, instead of generating the currents directly, properties of the metasurface can be designed in order to induce the desired currents from the incident fields [37]. Similar to how an electric current density can be related to an applied electric field by the electric conductivity, we can introduce an electric impedance which can relate the average tangential electric field on the metasurface to the surface electric current. Similarly, a magnetic admittance can relate the average magnetic fields to the magnetic current density [1, 2, 37].

In general the electric impedance and magnetic admittance are tensors accounting for arbitrary polarization of...
the desired fields \( \vec{E}_i \) \( \vec{H}_i \). For our demonstration, the 1D refraction of transverse electric (TE) waves, meaning that the electrical field component will always be tangential to the boundary of the field discontinuity (or perpendicular to the plane of incidence), will be presented. Due to the choice of polarization, the electric impedance and magnetic admittance can then be represented as scalar quantities \( Z_{se} \), \( Y_{sm} \). The generalized TE field quantities can be seen in Eq. (2), where \( \vec{E}_1, \vec{H}_1 \) and \( \vec{E}_2, \vec{H}_2 \) denote the total fields in the two regions (see axes in Fig. 1). Applying the field profiles to the equivalence principle in Eq. (1) at a desired boundary, the required electric impedance and magnetic admittance can be found. In this case, the boundary will be the z=0 plane with \( \vec{E}_1, \vec{H}_1 \) and \( \vec{E}_2, \vec{H}_2 \) representing the fields at the surface of the boundary as shown in Eq. (3). The electric impedance \( Z_{se} \) and magnetic admittance \( Y_{sm} \) can then be related to the fields as seen in Eq. (4), where \( \vec{E}_{t,avg}, \vec{H}_{t,avg} \) are the average tangential fields at the boundary as shown in Eq. (5) \( \vec{E}_{1,avg} = \frac{1}{2}(\vec{E}_{1,x}^+ + \vec{E}_{1,x}^-) \) \( \vec{H}_{t,avg} = \frac{1}{2}(\vec{H}_{1,t}^- + \vec{H}_{2,t}^+) \). Applying the above derivations, the surface boundary conditions required for any arbitrary TE field transformation can be obtained. Therefore, by stipulating the desired fields and applying the boundary conditions properly, the corresponding metasurface can be designed. In the case of reflectionless refraction, the desired waves are illustrated in Fig. 2. In traditional materials, the refraction angle will follow Snell’s law and the reflections are determined by the material properties and the angle of incidence \( \theta_i \). However, in the case of the desired metasurface, the refraction angle can be arbitrarily set and the reflections can be stipulated to vanish. Therefore, by setting the reflected fields to be identically zero, the surface boundaries should produce the necessary impedances/admittances to produce a reflectionless structure. On the incident domain then, the total fields can be described by \( \vec{E}_1 \) and \( \vec{H}_1 \), which corresponds to the incident wave. While on the transmission side, the refracted fields are described as \( \vec{E}_2 \) and \( \vec{H}_2 \). Referring to Fig. 2, the refracted wave will then impinge on the surface with angle \( \theta_{in} \), and the transmitted fields will depart from the surface with angle \( \theta_{out} \). Using these field stipulations, we can then apply them to a specific refraction scenario.

\[
\vec{E}_{t,avg} = \frac{1}{2}(\vec{E}_{1,x}^- + \vec{E}_{2,x}^+) \quad \vec{H}_{t,avg} = \frac{1}{2}(\vec{H}_{1,t}^- + \vec{H}_{2,t}^+) \quad (5)
\]

\[
\frac{1}{2}(\vec{E}_{1,t}^- + \vec{E}_{2,t}^+) = Z_{se}[\hat{n} \times (\vec{H}_{2}^+ - \vec{H}_{1}^-)] \quad (6)
\]

\[
\frac{1}{2}(\vec{H}_{1,t}^- + \vec{H}_{2,t}^+) = Y_{sm}[-\hat{n} \times (\vec{E}_{2}^+ - \vec{E}_{1}^-)] \quad (7)
\]

\[
Z_{se} = \frac{E_{1,x}^- + E_{2,x}^+}{2(H_{1,y}^- - H_{2,y}^+)} \quad , \quad Y_{sm} = \frac{H_{1,y}^- + H_{2,y}^+}{2(E_{1,x}^- - E_{2,x}^+)} \quad (8)
\]
field component will always be tangential to the boundary of the field discontinuity (or perpendicular to the plane of incidence). In the case of this TE refraction, the field profiles can be written in the general form as shown in Eq. (3) and Eq. (10), representing the components of the incident and refracted waves that are tangential to the interface. Here $k_0$ and $\eta$ denote the wave number and wave impedance of free space, and $Z_{0,1}$ and $Z_{0,2}$ denote the wave impedance of the incident and transmitted fields respectively. By choosing the incident angles $\theta_{in}$ and $\theta_{out}$, arbitrary refraction can be achieved. In this case, $\theta_{in}$ will be $0^\circ$ corresponding to the normally incident plane wave and $\theta_{out}$ will be $71.8^\circ$ corresponding to the refracted output wave. Additionally, to derive the necessary transmission wave magnitude, local power conservation conditions must be applied as shown in Eq. (11) \[\frac{E_{x,1}(y, z)}{H_{y,1}(y, z)} = \frac{1}{Z_{0,1}} e^{-j k_0 \cos \theta_{in} z} e^{-j k_0 \sin \theta_{in} y} \]

\[
Z_{0,1} = \frac{\eta}{\cos \theta_{in}}
\]

By imposing this condition, we stipulate that we desire to transfer all the power from the incident wave to the refracted beam. Through applying this condition, the refracted wave magnitude can be determined as seen in Eq. (12). Using these field distributions and Eq. (8) the refraction boundary conditions are calculated and shown in Fig. 3

\[
\begin{align*}
E_{x,1}(y, z) &= E_{0,1} e^{-j k_0 \cos \theta_{out} z} e^{-j k_0 \sin \theta_{out} y} \\
H_{y,1}(y, z) &= \frac{1}{Z_{0,1}} E_{0,1} e^{-j k_0 \cos \theta_{out} z} e^{-j k_0 \sin \theta_{out} y} \\
Z_{0,1} &= \frac{\eta}{\cos \theta_{out}}
\end{align*}
\]

\[
\begin{align*}
E_{x,2}(y, z) &= E_{0,2} e^{-j k_0 \cos \theta_{out} z} e^{-j k_0 \sin \theta_{out} y} \\
H_{y,2}(y, z) &= \frac{1}{Z_{0,2}} E_{0,2} e^{-j k_0 \cos \theta_{out} z} e^{-j k_0 \sin \theta_{out} y} \\
Z_{0,2} &= \frac{\eta}{\cos \theta_{out}}
\end{align*}
\]

\[
P_{z,1} = \frac{1}{2} \Re\{E_{x,1} H_{y,1}^*\} = \frac{1}{2} \Re\{E_{x,2} H_{y,2}^*\} = P_{z,2} \]

\[
|E_{0,2}| = \sqrt{\frac{Z_{0,2}}{Z_{0,1}} |E_{0,1}|}
\]

As shown, the calculated electric impedance and magnetic admittance are both complex and contain non-zero real and imaginary components \[17\]. However, this proves to be problematic as the non-zero real components of these impedances and admittances lead to boundary conditions which require controlled loss and gain mechanisms. As previously mentioned, this is actually a well known outcome \[17\] \[19\] \[20\]. However, investigating the boundary conditions, the fundamental issue can be uncovered and correspondingly alleviated. Examining Eq. (6) and Eq. (7), it is evident that the complex system of equations has two sets of complex unknowns, $Y_{sm}$ and $Z_{se}$ and two sets of complex equations. Mathematically, this will lead to a unique solution for any given field transformation. Thus, once the desired input and output fields are stipulated, the solution is uniquely determined without any constraint on the passivity and/or losslessness of the field transformation. Therefore, to circumvent this problem, additional degrees of freedom must be introduced. A solution is then to introduce another unknown into the boundary conditions.

Investigating Eq. (11) and Eq. (11), it is clear that Eq. (11) cannot be altered as it represents the equivalence principle. However, Eq. (11) can certainly be modified, which would restructure how the surface currents can be related to the fields. In the current method, the electric field will excite an electric current and the magnetic field will excite a magnetic current. However, no cross excitation exists. Therefore, to introduce more unknowns to the problem, a simple solution is to add bianisotropy which amounts to the coupling of the electric and magnetic currents in the boundary conditions. In this fashion, bianisotropy allows both the tangential electric and magnetic fields to independently excite both electric and magnetic currents. By introducing a bianisotropic magnetoelectric coupling coefficient, an additional degree of freedom is introduced, thus allowing the synthesis of a lossless, passive, and reflectionless meta-surface \[14\] \[22\] \[23\].

\[E_{1,2} = Z_{se} J_s - K_{em} [\vec{n} \times \vec{M}_s] \]

\[H_{1,2} = Y_{sm} \vec{M}_s - K_{em} [\vec{n} \times \vec{J}_s] \]

\[
\frac{1}{2} (\vec{E}_{1,2}^+ + \vec{E}_{2,1}^+) = Z_{se} [\vec{n} \times (\vec{H}_{2,1}^+ - \vec{H}_{1,2}^-)] - K_{em} [\vec{n} \times (\vec{n} \times (\vec{E}_{2,1}^+ - \vec{E}_{1,2}^-))]
\]

\[
\frac{1}{2} (\vec{H}_{1,2}^+ + \vec{H}_{2,1}^+) = Y_{sm} [\vec{n} \times (\vec{E}_{2,1}^+ - \vec{E}_{1,2}^-)] - K_{em} [\vec{n} \times (\vec{n} \times (\vec{H}_{2,1}^+ - \vec{H}_{1,2}^-))]
\]

B. Bianisotropic Boundary Conditions

To involve bianisotropy into the formulation, Eq. (4) can be modified by introducing a magnetoelectric coupling coefficient $K_{em}$ as seen in Eq. (13) and Eq. (14) \[22\]. This coupling coefficient physically represents a coupling of the electric and magnetic fields \[39\]. The outcome is that both electric and magnetic fields may excite both electric and magnetic currents \[22\]. By combining Eq. (13), Eq. (14), and the unaltered equivalence principle in Eq. (11), the new TE bianisotropic boundary conditions can be formulated as seen in Eq. (15) and Eq. (16).
Examining the new set of bianisotropic boundary conditions, it is clear that by involving the coupling coefficient $K_{em}$, a new degree of freedom has indeed been introduced. While the boundary conditions are still en- cased in a system of two complex equations, there now exist three complex unknowns being the electric impedance $Z_{se}$, the magnetic admittance $Y_{sm}$, and the magnetoelectric coupling coefficient $K_{em}$. Due to the increased number of unknowns, the problem is essentially over specified. However, this redundancy now allows the specification of a lossless and passive solution.

As seen previously in Fig. 3, the real component of the electric impedance and magnetic admittance are non-zero for the non-bianisotropic boundary conditions. The obvious choice for the bianisotropic solution would then be to set the impedance conditions to have vanishing real components. Once these two values are specified, the resulting analytical solutions to the lossless and passive bianisotropic boundary conditions specific to our local power conservation condition can be seen in Eq. (17), Eq. (18), and Eq. (19) [22]. The refraction problem can then be applied and the correspondingly $Z_{se}$, $Y_{sm}$, and $K_{em}$ values can be seen in Fig. 4.

\[
Z_{se} = -j \left[ \frac{1}{2} \left\{ \frac{E_{1,x} + E_{2,x}^+}{H_{2,y} - H_{1,y}} \right\} \right]
\]
(17)

\[
Y_{sm} = -j \left[ \frac{1}{2} \left\{ \frac{H_{1,y} + H_{2,y}^+}{E_{2,x} - E_{1,x}} \right\} \right]
\]
(18)

\[
K_{em} = \frac{1}{2} \frac{\mathbb{R}\{E_{2,x}^+H_{1,y} - E_{1,x}^{-}H_{2,y}^+\}}{\mathbb{R}\{(E_{2,x} - E_{1,x})(H_{2,y}^+ - H_{1,y})^*\}}
\]
(19)

As seen in Fig. 4 due to the stipulation for vanished real components, the electric impedance and mag-
FIG. 4. Bianisotropic boundary conditions for 0° to 71.8° refraction at 20 GHz. a) Imaginary component of $Z_{se}$. b) Real component of $Z_{se}$. c) Imaginary component of $Y_{sm}$. d) Real component of $Y_{sm}$. e) Imaginary component of $K_{em}$. f) Real component of $K_{em}$.

netic admittance values are now purely imaginary. Additionally, as previously mentioned, accounting for the desired local power conservation condition, the magneto-elastic coupling coefficient is purely real. Combining these effects, the new bianisotropic boundary conditions no longer require gain and loss mechanisms, and thus a true lossless and passive solution has been achieved. With the bianisotropic boundary conditions now obtained, realization of the metasurface can be carried out.

III. DESIGN AND PHYSICAL REALIZATION

A. Impedance Matrix Translation

Using the previously determined boundary conditions for the desired refraction scenario, the metasurface can now be physically realized. However, while the boundary conditions relate the surface currents to the desired fields, it is not intuitive how the physical metasurface can be designed. To assist with the physical realization, the field boundary conditions can be translated into an impedance equivalent system.

Taking inspiration from microwave network theory, it is well known that any 2-port microwave device can be characterized in terms of an impedance matrix [41]. Specifically, the impedance or $Z$ matrix relates the currents and voltages applied to the ports of the device. In the case of translating field boundary conditions to an equivalent $Z$ matrix, the ports of the metasurface can be thought of as the two half spaces containing the desired fields. One port of the equivalent network will represent the domain of the normally incident plane wave while the second port will resemble the domain of the refracted plane wave [16]. In this fashion, the excitation of the ports will be the corresponding electric and magnetic fields as opposed to voltages and currents as in standard microwave circuits. As the electric field is analogous to a voltage and the magnetic field is analogous to a current, the boundary conditions can be rearranged into a matrix format to resemble that of a microwave 2-port network as illustrated in Fig. 5 [16, 22]. By shuffling the boundary conditions as seen in Eq. (20) and Eq. (21), a matrix format of the boundary conditions can be cast in Eq. (22) [10, 22].

$$\left( \frac{1}{2} - K_{em} \right) E_{1,x}^- + \left( \frac{1}{2} + K_{em} \right) E_{2,x}^+ = Z_{se} H_{1,y}^- - Z_{se} H_{2,y}^+$$  \hspace{1cm} (20)$$

$$-Y_{sm} E_{1,x}^- + Y_{sm} E_{2,x}^+ = (-K_{em} - \frac{1}{2}) H_{1,y}^- + (K_{em} - \frac{1}{2}) H_{2,y}^+$$  \hspace{1cm} (21)$$
\[
\begin{bmatrix}
E_{1,x}^- \\
E_{2,x}^+
\end{bmatrix} = \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix} \begin{bmatrix}
H_{1,y}^- \\
-H_{2,y}^+
\end{bmatrix}
\] (22)

\[Z_{11} = Z_{se} + \frac{(1 + 2K_{em})^2}{4Y_{sm}}, \quad Z_{22} = Z_{se} + \frac{(1 - 2K_{em})^2}{4Y_{sm}}\] (23)

\[Z_{12} = Z_{21} = Z_{se} - \frac{(1 + 2K_{em})(1 - 2K_{em})}{4Y_{sm}}\] (24)

Once in this matrix format, the boundary conditions can then be related to the Z parameters in an equivalent Z matrix as seen in Eq. (23) and Eq. (24) [22]. By applying this Z matrix translation, the field boundary conditions can now be examined as a microwave 2-port network. Using this technique, the translated Z matrix allows us to view the boundary conditions in many perspectives. One useful perspective is to translate the equivalent matrix into its corresponding generalized scattering or G matrix [16, 42]. As the metasurface is designed for refraction, the different angles of incidence of the stipulated fields translate to different port impedances in the microwave equivalence. Thus, the generalized scattering parameters are used. Comparatively, the standard S parameters are more difficult to utilize as the S matrix loads both the incident and refraction ports with the same port impedance, which do not represent well the physical phenomenon. In this case, as the desired refraction is for a normally incident TE plane wave refracting to 71.8°, the Z matrix can be transformed into the desired G parameters by applying the transformation detailed in [42], and setting the normally incident port impedance to \(Z = \frac{377}{\cos(71.8)} \approx 1207\Omega\), which is the wave impedance of a TE-polarized plane wave propagating towards 71.8° [16, 22]. Using these port impedance values, the desired G matrix values for our refraction can be obtained and are presented in Fig. 6.

Examine the G matrix parameters, it is clear that \(G_{11}\) and \(G_{22}\), which correspond to the port reflections, are zero. This proves that indeed our boundary conditions are able to produce reflectionless wave transformations. Additionally, the magnitudes of \(G_{21}\) and \(G_{12}\), which implement the field transformation, are both unity. This shows that the refraction is performed with no losses. Furthermore, the \(G_{21}\) phase is linear and corresponds to the phase required for the refraction. By examining this microwave equivalence system, a more intuitive understanding of the boundary conditions is obtained. Moreover, this translation technique is also useful in the metasurface physical realization.

To demonstrate the effectiveness of using the equivalent Z matrix in realizing the metasurface, the boundary conditions are first discretized to be spatially sampled. Each discretization point will represent a unit cell that needs to model the boundary condition at that spatial location. Through idealized HFSS simulations using impedance/admittance sheets, we have determined that 10 unit cells per period yield good transmission with low reflection results. Thus, 10 cells per period represent a sufficient fine discretization for the chosen angles of incidence and refraction, which results in unit cells with lateral dimensions of \(\lambda/9.5 \times \lambda/9.5\). As seen previously in the calculated G parameters, realizing the metasurface essentially becomes equivalent to designing unit cells which have unity \(G_{21}\) magnitude and the appropriate \(G_{21}\) phase [16]. In order to properly match the desired G matrix, three degrees of freedom are needed. Essentially these three degrees of freedom refer to the matching of the incident wave (\(|G_{11}| = 0\)), matching of the refracted wave (\(|G_{22}| = 0\)), and the desired transmission phase (\(\angle G_{21}\)). Therefore, to produce a set of unit cells which can match the desired G parameters, the proposed unit cell will utilize a three-layered structure to match the three degrees of freedom required [16, 22]. The unit cells consist of three etched metal layers patterned on two substrates. Each substrate is chosen to be approximately \(\lambda/22\) (0.635 mm) thick resulting in a total thickness of approximately \(\lambda/11\) (1.27 mm). The overall theoretical structure can be seen in Fig. 7. As shown, the theoretical structure can be modeled in an equivalent circuit model composed of three shunt admittances separated by transmission lines [16, 22, 24]. The shunt impedances will model the metal layers while the transmission lines represent the substrates. By modeling the unit cell in this equivalent circuit, the response of the circuit can be uniquely determined. Essentially, the G matrix of this unit cell, which is a function of the layer shunt admittances \(Y_1, Y_2, \text{ and } Y_3\), can be calculated. The steps in designing the metasurface unit cells now become straightforward. From the translated G matrix from the bound-
ary conditions, we have obtained the required $G_{21}$ parameters. From our unit cell circuit model, we have determined the relation of its $G$ parameters as a function of the three layer admittances, and calculate the required admittance of the metal layers. Applying our refraction scenario, the discretized shunt admittances for the 10 theoretical unit cells are numerically obtained and can be seen in Fig. 8.

FIG. 6. $G$ parameters for bianisotropic refraction of $0^\circ$ to $71.8^\circ$ at 20 GHz. a) Magnitude of $G_{11}$ and $G_{22}$. b) Magnitude of $G_{12}$ and $G_{21}$. c) Phase of $G_{11}$ and $G_{22}$. d) Phase of $G_{12}$ and $G_{21}$.

FIG. 7. Proposed unit cell comprising 3 shunt admittances separated by dielectric layers.

Now that the shunt admittances of the unit cell layers have been obtained, the next step is to find physical metal geometries which can produce the desired response. However, before proceeding to the physical unit-cell design, a few features of the theoretically calculated structure should be discussed. Examining Fig. 8 it is clear that the theoretical unit cell structure is asymmetric. As previously discussed, since these unit cells are used for refraction, the port impedances of these cells are different due to the different angles of the incident and refracted plane waves. In terms of microwave networks, the unit-cell equivalent circuits must be matched to different port impedances while maintaining full transmission of the input power. Obviously the only solution to this would be to have an asymmetric structure [16, 17, 22]. This can actually also be seen in Eq. (23), where $Z_{11}$ and $Z_{22}$ are different values. However, since this asymmetry arises from the boundary conditions, this translates to the bianisotropy of the metasurface [16, 22].

B. Unit Cell Design

To implement the metasurface unit cells, the 3-layer admittance sheet structure of [16, 22, 27] was used. The physical unit cells consists of three copper layers (1/2 oz. or 18 µm thick), etched on two 25 mil (0.635 mm) Rogers RT/duroid 6010 substrates. The two substrates are then bonded together using a 2 mil (0.0508 mm) Rogers 2929 bondply, yielding an overall unit cell thickness of 52 mil (1.3208 mm) which is approximately $\lambda/11$. 

FIG. 8. Proposed unit cell comprising 3 shunt admittances separated by dielectric layers.
at the design frequency of 20 GHz. Each unit cell has lateral dimensions of 1.58 mm × 1.58 mm or approximately $\lambda/9.5 \times \lambda/9.5$, corresponding to 10 unit cells per period as previously mentioned. Each unit cell is formed using a dogbone, a loaded dipole, and another dogbone, on the top, middle, and bottom layers, as shown in Fig. 9 and Fig. 10. The response of each layer and thus the overall unit cell is controlled by the $L_{\text{bot}}$, $L_{\text{top}}$, and $W_{\text{mid}}$ of the corresponding layer. To find the appropriate combination of layer geometries for the desired unit cells, the layers are first studied individually. The behavior of each layer as a function of their respective geometric variation is obtained by simulating them individually.

To extract the behavior of the top layer for example, the middle and bottom metallic layers are removed. The Floquet ports from HFSS are then referenced to be directly contacting the unit cell. While the ports themselves are placed sufficiently far away to avoid capturing evanescent modes, the phase of the Floquet-port parameters is referenced directly to the physical unit cell. The Floquet-port S parameters are then obtained from HFSS and translated into the equivalent ABCD matrix. This ABCD matrix contains the characteristics of the top metallic layer and the two substrates. To obtain just the effect of the top metallic layer, the substrates can be treated as transmission lines and numerically removed. For the middle layer, a similar approach is taken. In this case, both dielectric substrates remain, and the only metal feature included is the middle layer, with the top and bottom metallic features removed. The Floquet ports again are referenced directly to the unit cell. The ABCD matrix can be once again obtained and the substrates are then similarly numerically removed. The remaining shunt component of the metallic pattern is then characterized. The performance of the bottom layer can be obtained in the same fashion. As the metallic patterns are simulated and characterized in the presence of the substrates, the effect of the effective dielectric constant seen by the metallic features is characterized. A similar approach can be found in [20], where the unit cells are simulated in two half spaces containing air and the dielectric substrates.

Applying this extraction method, the responses of the middle and outer layers as a function of $W_{\text{mid}}$, $L_{\text{top}}$, and $L_{\text{bot}}$ can be seen in Fig. 11. It is clear that as the layer geometries are varied, their shunt admittances demonstrate both capacitive and inductive responses due to the presence of a geometric resonance point. This is a crucial feature as the theoretically calculated admittances also requires both inductive and capacitive values as previously seen in Fig. 8. Therefore, by utilizing resonant structures, the entire required range of needed shunt admittance values can be obtained. It should be noted that, in general, any scatterer which can implement the desired boundary conditions can be used. In this case, dogbones and a loaded dipole were chosen as they are able to produce both the capacitive and inductive responses as shown in Fig. 11. These structures have been demonstrated as capable of producing metasurface designs in the past [22, 27].

Using the above mentioned layer extraction method, the unit cell layer dimensions can be varied to match the desired admittance values shown in Fig. 8. Once the desired admittance of each layer is matched to physical geometries, the full unit cell with all 3 layers can be assembled. The G parameters of the complete unit cells can then be compared to the theoretical G parameters to validate their response. It should be noted that due to coupling of the layers, the finalized unit cell will need tuning to achieve the desired response [20]. However, the layer by layer matching technique provides an initial design for further optimization. The final element geometrical parameters are presented in Table 4. Comparison of the physical and theoretical unit-cell responses can be seen in Fig. 12. Although metallic and dielectric losses prevented the $G_{21}$ magnitude to be unity, the overall phase was in good agreement with the theoretical values. It should be noted that due to increased losses exhibited by unit cells with $G_{21}$ phase around 0°, we used identical structures for unit-cell pairs #1 #2 and #3 #4 which implemented the average phase response of the two elements. Applying this averaging technique,
TABLE I. Finalized unit cell dimensions for bianisotropic refraction

| Unit Cell Number | $L_{top}$ [mm] | $W_{mid}$ [mm] | $L_{bot}$ [mm] |
|------------------|----------------|----------------|----------------|
| 1                | 0.8382         | 0.5334         | 0.9144         |
| 2                | 0.8382         | 0.5334         | 0.9144         |
| 3                | 0.5334         | 0.8153         | 0.1067         |
| 4                | 0.5334         | 0.8153         | 0.1067         |
| 5                | 0.6858         | 0.7391         | 0.5553         |
| 6                | 0.7027         | 0.7772         | 0.7772         |
| 7                | 0.7143         | 0.9449         | 0.8077         |
| 8                | 0.8382         | 0.4191         | 0.6096         |
| 9                | 0.8105         | 0.5029         | 0.7544         |
| 10               | 0.8001         | 0.5334         | 0.8382         |

FIG. 9. Proposed physical 3-layer unit cell composed of dog-bones and a loaded dipole.

the losses were reduced and the transmission in simulation was improved. It should also be noted that unlike [32], no full-wave optimization of the metasurface period was used to optimize the unit cells.

C. Simulation Results

With the 10 unit cells designed, one period of the metasurface was simulated under periodic boundary conditions in HFSS. The metasurface was then excited by using Floquet ports on the top and bottom of the structure. The Floquet ports are able to extract the transmission and reflections of the associated plane-wave modes which arise from the periodicity of the surface. By investigating the transmission and reflection of each of the Floquet modes, the refraction and reflection nature of the design could be quantified. Additionally, the full field distribution could also be obtained and is shown in Fig. 13.

Examining the electric field distribution, it is clear that refraction is indeed achieved. On the bottom region of the simulation domain, the metasurface period is excited with a normally incident plane wave. Although some reflection can be noticed from the surface, it does not qualitatively seem significant. On the top region, the transmitted fields can be seen. It is evident that a clear wave-front refracted at 71.8° is observed. However, to quantify the characteristics of the design, the simulated G parameters from HFSS are obtained and can be seen in Fig. 14.

Due to the macro-periodicity of the boundary conditions, three propagating Floquet modes are allowed to exist. These modes are the 0th mode, the +1 mode, and the -1 mode, corresponding to plane waves at 0°, +71.8° and -71.8° relative to the normal of the metasurface. However, in this case, due to the metasurface

FIG. 11. Admittance response of unit cell layers. a) Outer layer dogbone response as a function of $L_{top}$, $L_{bot}$. b) Middle layer loaded dipole response as a function of $W_{mid}$.

FIG. 10. Dimensions of layer geometries used for the proposed 3-layer unit cell. a) Loaded dipole dimensions used for the middle layer. b) Dogbone dimensions used for the top and bottom layers.
possibly generating both reflected and transmitted fields, these three modes could exist in both transmission and reflection regimes. The desired effect of the metasurface would be to have low reflections in all three reflection modes, and having high transmission only in the +1 or +71.8° mode while suppressing the 0th and -1 transmission modes. Examining Fig. 14a, the transmitted modes can be seen. It is clear that around the frequency region of interest, near 20 GHz, the transmission to the +1 or +71.8° mode is maximized while the 0th and -1 modes, corresponding to transmission to 0° and -71.8° beams, are strongly suppressed. Additionally, investigating Fig. 14b, the reflected modes can be seen. Examining the reflections, it is evident that all the reflected modes are suppressed at 20 GHz, with reflections all being lower than -15dB.

The metasurface can also be further examined in terms of its total efficiency and refraction efficiency, as shown in Fig. 15. The total efficiency is defined as the ratio of the total scattered power to the incident power, while the refraction efficiency as the ratio of the scattered power in the refracted beam to the total scattered power. Investigating the refraction efficiency, 93% of the scattered power is coupled to the desirable Floquet mode (transmitted towards 71.8°). Combining the high refraction efficiency and low reflections discussed previously, it is clear that the metasurface indeed is able to produce the desired refraction with very high effectiveness.

It should be mentioned that although the refractive and low reflection nature of the metasurface are clearly demonstrated, as seen from the total efficiency, simulations show that approximately 28% of the incident power is absorbed in the metasurface. The relatively high losses probably originate due to the resonant nature of the unit cells. However, ideas on reducing the loss via increasing the number of physical layers have been suggested [26]. While the design complexity would be increased, designs with additional layers may be considered in the future, providing additional degrees of freedom for improved loss performance. Nonetheless, with the main functionality features of the metasurface, namely the low reflections and high refraction efficiency of the metasurface demonstrated in simulations, a metasurface prototype was fabricated to be experimentally verified.

IV. EXPERIMENTAL RESULTS

Following the validation of the metasurface design via fullwave simulations, a metasurface PCB of size 12" x 18" (30.48 cm x 45.72 cm), approximately 20λ x 30λ, was fabricated. The fabricated surface contains 29 x 190 replicas of the simulated metasurface period. A photograph of one section of the metasurface from both sides is shown in Fig. 16. To characterize the prototype, two experiments were designed. The first uses a quasi-optical setup which characterizes the specular reflection properties of the metasurface. The second test utilizes a standard anechoic antenna chamber to test the refraction characteristics of the metasurface. The experiments and results are discussed individually.
图 14. G 参数从周期性模拟计算得到一个周期的金属表面。a) 传输模式的幅度，对应 0° (0°), +1 (+71.8°) 和 -1 (-71.8°) 传输模式。b) 反射模式的幅度，对应 0° (0°), +1 (+71.8°) 和 -1 (-71.8°) 反射模式。

图 15. 全波模拟折射效率和总功率效率。

A. 半导光学对称反射实验

为了定量地了解金属表面的对称反射性，设计了一个半导光学实验。该实验是利用一个电介质透镜和一个号角天线来建立直线信号链路。在这种设置中，我们使用了一个具有高精度的号角天线和一个双凸透镜来聚焦一个高斯光束到参考平面。这样做，号角天线的辐射被透镜聚焦形成一个平面波前。号角天线输入接收到的参考平面。当没有设备被测试（DUT）时，反射回号角天线的反射几乎为零。但是，当 DUT 插入时，正常入射反射可以被表征。因此，利用制作的金属表面作为 DUT，可以获得 0° 入射面的对称反射。图 17 中所示的设置有号角天线、透镜和金属表面。测量的对称反射然后被获得，并与相应的模拟结果进行比较，如图 18 所示。在这些情况下，模拟结果指的是如图 14b 所示的第 0 顺序反射。由于这一实验使用了一个高精度的号角天线和双凸透镜来聚焦一个高斯光束，且光束腰比金属表面小得多，因此，测量到的对称反射可以与无限大金属表面的模拟结果进行比较。

图 16. 金属表面的局部放大照片。

在这一设置中，我们使用了一个 A-Info LB-OMT-150220 号角天线和一个双凸型 Rexolite 透镜来聚焦一个高斯光束到参考平面。这样做，号角天线的入射光被透镜聚焦形成一个平面波前。号角天线输入接收到的参考平面。当没有设备被测试（DUT）时，反射回号角天线的反射几乎为零。但是，当 DUT 插入时，正常入射反射可以被表征。因此，利用制作的金属表面作为 DUT，可以获得 0° 入射面的对称反射。图 17 中所示的设置有号角天线、透镜和金属表面。测量的对称反射然后被获得，并与相应的模拟结果进行比较，如图 18 所示。在这些情况下，模拟结果指的是如图 14b 所示的第 0 顺序反射。由于这一实验使用了一个高精度的号角天线和双凸透镜来聚焦一个高斯光束，且光束腰比金属表面小得多，因此，测量到的对称反射可以与无限大金属表面的模拟结果进行比较。

在这一实验设置中，使用了一个 A-Info LB-OMT-150220 号角天线和一个双凸型 Rexolite 透镜来聚焦一个高斯光束到参考平面。因此，入射光被透镜聚焦形成一个平面波前。号角天线输入接收到的参考平面。当没有设备被测试（DUT）时，反射回号角天线的反射几乎为零。但是，当 DUT 插入时，正常入射反射可以被表征。因此，利用制作的金属表面作为 DUT，可以获得 0° 入射面的对称反射。图 17 中所示的设置有号角天线、透镜和金属表面。测量的对称反射然后被获得，并与相应的模拟结果进行比较，如图 18 所示。在这些情况下，模拟结果指的是如图 14b 所示的第 0 顺序反射。由于这一实验使用了一个高精度的号角天线和双凸透镜来聚焦一个高斯光束，且光束腰比金属表面小得多，因此，测量到的对称反射可以与无限大金属表面的模拟结果进行比较。
shift, at the experimental resonant frequency, the measurements indeed demonstrates the metasurface’s near reflectionless specular performance.

![Quasi-optical experimental setup](image)

**FIG. 17.** Quasi-optical experimental setup. The focal distances from the lens to the horn and from the lens to the metasurface are 12.5 cm and 29 cm, respectively.

![Measured vs Simulated Gain](image)

**FIG. 18.** Measured and simulated (HFSS periodic simulation) normally incident specular reflection (0th reflected mode).

### B. Far-field Anechoic Chamber Refraction Experiment

While the quasi-optical experiment was able to demonstrate the specular reflectionless nature of the metasurface, its refraction properties must also be characterized. To demonstrate if the metasurface is able to refract an incoming wave to the desired angle, an anechoic chamber antenna test was performed. The metasurface was placed in front of a Quinstar QWH-KPRS-00 standard gain horn antenna and the radiation pattern of the overall system, horn with metasurface, was measured. A transmitting horn was placed sufficiently far from the metasurface to produce a planar wavefront, while a receiving horn was aligned behind the metasurface. In this setup, the normally incident side was faced towards the receiving horn and the 71.8° refraction side was facing the transmitting horn, as shown in Fig. [11]. The receiving horn with the metasurface can then be seen as an overall antenna under test (AUT). The AUT was then rotated around its axis, and the gain pattern was measured. To validate the correct refraction effect, the gain pattern of the overall AUT should have maximum gain around the designed angle of 71.8° from broadside.

While this far-field method was able to characterize the metasurface’s refraction characteristics, there are trade-offs in the experimental setup which should be discussed. One such parameter is the distance of the receiving horn from the metasurface. As the metasurface was designed for plane-wave excitation, the receiving horn antenna should be placed sufficiently far away from the metasurface to match a planar wavefront. However due to the finite size of the metasurface, this was not possible. If the distance between the metasurface and horn was too large, the metasurface would not sufficiently shadow the receiving horn antenna. This would undoubtedly create edge diffraction and other measurement errors. On the other hand, if the metasurface to horn distance is too close, the experiment would no longer mimic interactions with plane waves. Therefore, an experimental distance of 24 cm which is roughly 16λ was used, which was found to be a good compromise to account for both issues.

The measured radiation patterns at 20 GHz and 20.6 GHz can be seen in Fig. [20]. While both frequencies are shown, it should be reminded that due to the frequency shift, 20.6 GHz is the experimental resonance frequency, while the 20 GHz response is used as a comparison for off-resonance performance. From the radiation pattern at 20 GHz (off resonance), all possible propagation modes are present. Additionally, all the modes are measured with relatively equivalent magnitudes. As expected, since the metasurface is tested under off-resonance conditions, the modes which arise due to its macro-periodicity will all be excited. Contrarily, examining the radiation pattern at 20.6 GHz (at resonance), the only Floquet mode that is excited is the desired +1 mode at 71.8°. While the +1 mode is unchanged, the other modes in both transmission and reflection regimes are strongly suppressed.

It should be noted that the only mode that cannot be reliably measured using this far-field measurement is the 0th or specular reflection mode, due to the blockage of the receiving horn. However, the specular reflection was previously quantified in the quasi-optical setup, which showed near zero reflections at 20.6 GHz. Thus, combining the quasi-optical measurements and the far-field measurements, it is evident that the metasurface is indeed able to produce the desired refraction while suppressing all other undesired modes.

The gain pattern at 20.6 GHz also reveals that the peak gain actually occurs at 62°. This is due to the effective aperture size of the metasurface. As the metasurface is rotated, the effective aperture size will decrease. This translates into a taper of the measured gain by a \( \cos(\theta) \) factor, where \( \theta \) is the rotation angle relative to broadside [23, 13]. Therefore, to accurately determine the angle of refraction, this taper must be accounted for. Compensating for this effect, the resulting gain actually peaks at 69°, which is close to the desired angle of 71.8°. While it is still not a perfect match to the desired angle, the...
Metasurfaces have become an indispensable tool for tailoring electromagnetic waves. Applications of metasurfaces such as focusing, refraction and polarization control have been demonstrated in recent years.

V. CONCLUSION

To characterize the refraction of the metasurface more quantitatively, the measured scattered refraction efficiency is calculated. As previously discussed, as the metasurface prototype has a finite size and illumination, there is an associated beamwidth for the refracted wave. As an effect of the beamwidth, the refracted power is spread out over an angular range. However, as seen from the off-resonance far-field pattern, all the propagating modes experience this effect. Thus, to quantify the scattered refraction efficiency, while accounting for this beam spreading, the integration of the gain of the refracted beam, from null (roughly 30°) to null (roughly 90°), is compared to the total integration of the 360° gain pattern. The resulting calculation is the ratio of the refracted power at the desired beam angle over the total scattered power, which demonstrates how efficiently the metasurface is refracting at the designed beam angle.

In this case, the scattered refraction efficiency at 20.6 GHz is calculated to be approximately 80%. While it is lower than the simulated result of 93%, accounting for experimental errors, finite size of the metasurface, and the resonant frequency shift, the measured 80% is still a strong indication of efficient refraction. Additionally, as ideal non-bianisotropic Huygens’ metasurface implementing the same wide-angle refraction can only achieve a theoretical efficiency of 73% [18], our measured efficiency of 80% is a good indication of the importance of bianisotropy in metasurface designs.

Fig. 20 also indicates that the suppressed scattering of undesired modes at 20.6 GHz is associated with increased absorption. Unfortunately, the current measurement setup does not allow reliable quantification of the losses. One possible source of this loss could be associated with unforeseen material properties, such as anisotropy, and fabrication tolerances. As seen with the resonant frequency shift, the material properties and fabrication uncertainties which produced this shift could have also contributed to higher than expected losses. Another possible source of this increase absorption could be due to the use of resonant structures. As was discussed in Sec. III B we used resonant structure for the unit cell design, however due to this resonant nature and the frequency shift, the unit cells may be operating closer to resonance than simulations predicted. Due to this frequency shift, higher losses from the resonant unit cells could also be expected. Nonetheless, the losses do not detract the validation of the metasurface as the majority of the scattered power is indeed refracted to the desired mode.

Apart from the refraction angle, the spreading of the refracted beam should also be discussed. In theory, the metasurface is designed as an infinitely periodic structure, however in reality it has a finite size. Additionally as the receiving horn is rather close to the metasurface, the illumination area is even smaller. This is clearly seen in the far-field measurements as the refracted beam has a finite beamwidth due to the finite illumination of the metasurface, whereas in a infinitely periodic setting, the radiation pattern should be a delta function in the direction of refraction. Using the 3dB beamwidth of the refracted beam at 20.6 GHz, it was calculated that the effective aperture length, in the refraction plane, is roughly 20 cm [44]. Given the angular opening and aperture size of the receiving horn, this is a reasonable result. Additionally, as the metasurface prototype has an overall length of 42.7 cm in the refraction plane, the illumination of the horn should produce minimal edge effects in the measurements.

To characterize the refraction of the metasurface more quantitatively, the measured scattered refraction efficiency is calculated. As previously discussed, as the metasurface prototype has a finite size and illumination, there is an associated beamwidth for the refracted wave. As an effect of the beamwidth, the refracted power is spread out over an angular range. However, as seen from the off-resonance far-field pattern, all the propagating modes experience this effect. Thus, to quantify the scattered refraction efficiency, while accounting for this beam spreading, the integration of the gain of the refracted beam, from null (roughly 30°) to null (roughly 90°), is compared to the total integration of the 360° gain pattern. The resulting calculation is the ratio of the refracted power at the desired beam angle over the total scattered power, which demonstrates how efficiently the metasurface is refracting at the designed beam angle.

In this case, the scattered refraction efficiency at 20.6 GHz is calculated to be approximately 80%. While it is lower than the simulated result of 93%, accounting for experimental errors, finite size of the metasurface, and the resonant frequency shift, the measured 80% is still a strong indication of efficient refraction. Additionally, as ideal non-bianisotropic Huygens’ metasurface implementing the same wide-angle refraction can only achieve a theoretical efficiency of 73% [18], our measured efficiency of 80% is a good indication of the importance of bianisotropy in metasurface designs.

Fig. 20 also indicates that the suppressed scattering of undesired modes at 20.6 GHz is associated with increased absorption. Unfortunately, the current measurement setup does not allow reliable quantification of the losses. One possible source of this loss could be associated with unforeseen material properties, such as anisotropy, and fabrication tolerances. As seen with the resonant frequency shift, the material properties and fabrication uncertainties which produced this shift could have also contributed to higher than expected losses. Another possible source of this increase absorption could be due to the use of resonant structures. As was discussed in Sec. III B we used resonant structure for the unit cell design, however due to this resonant nature and the frequency shift, the unit cells may be operating closer to resonance than simulations predicted. Due to this frequency shift, higher losses from the resonant unit cells could also be expected. Nonetheless, the losses do not detract the validation of the metasurface as the majority of the scattered power is indeed refracted to the desired mode.

V. CONCLUSION

Metasurfaces have become an indispensable tool for tailoring electromagnetic waves. Applications of metasurfaces such as focusing, refraction and polarization control have been demonstrated in recent years. Refrac-
tion, which was originally thought possible by controlling only the electric impedance and magnetic impedance of a metasurface, has proved problematic when the refraction angle was scanned far from normal incidence. The discovery of this issue, brought about the use of bianisotropy via a magnetoelectric coupling coefficient in the boundary condition formulations. In doing so, wide-angle refraction could be achieved with matched, lossless, and passive metasurfaces.

In this work, we have demonstrated a PCB bianisotropic metasurface implementing reflectionless wide-angle refraction. The theory and design of the proposed metasurface was presented. The proposed unit cells for demonstrating a 71.8° refraction metasurface for normally incident planes waves at 20 GHz were discussed. Simulations of both the unit cells and a period of the metasurface under periodic conditions were conducted via HFSS fullwave simulations. The results showed promising performance and a PCB prototype was fabricated. Finally, experimental validation of the prototype was carried out by combining the results of a quasi-optical setup and radiation pattern measurements.

Through the quasi-optical experiment, the specular reflections of the metasurface were demonstrated to be minimal. By utilizing the far-field radiation pattern measurement, the refraction of the metasurface was validated. This hybrid approach verifies that, indeed, the specular reflections of the metasurface are negligible, and approximately 80% of the scattered power is coupled to the desired beam. Although a resonant frequency shift may have resulted in increased losses, the overall refraction properties of the metasurface were validated.
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