Donor-driven spin relaxation in multi-valley semiconductors
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We present a theory for spin relaxation of electrons due to scattering off the central-cell potential of impurities in silicon. Taking into account the multivalley nature of the conduction band and the violation of translation symmetry, the spin-flip amplitude is dominated by this short-range impurity scattering after which the electron is transferred to a valley on a different axis in k-space (the so called f-process). These f-processes dominate the spin relaxation at all temperatures, where scattering off the impurity central-cell dominate at low temperatures, and scattering with Σ-axis phonons at elevated temperatures. To the best of our knowledge, the theory is the first to explain and accurately quantify the empirically-found dependence of spin relaxation on the impurity identity. Accordingly, the new formalism fills a longstanding gap in the spin relaxation theory of n-type silicon, and it is valuable for characterization of silicon-based spintronic devices.

A major quest in semiconductor spintronics is genuine electrical spin injection from ferromagnetic metals.1,4 In spite of the fabrication challenge, electrical spin injection has no intrinsic limitation that prevents the development of deep-submicron devices. In order to electrically inject spin-polarized currents, however, one cannot use ohmic contacts between semiconductors and metals due the so-called conductivity mismatch problem.9–11 Accordingly, electrical techniques are largely limited to spin injection by ballistic hot electrons,4,12,13 or tunneling across thin barriers. The latter approach can be integrated with the mainstream Si technology but requires narrowing down the Schottky depletion region to a few nm in order to enable measurable tunneling of spin-polarized electrons.14,15 Such tunnel barriers can be fabricated by introducing degenerate n-type interfaces which have the detrimental effect of enhanced spin relaxation due to electron-impurity scattering. To date, existing theories neither can quantify nor explain the spin relaxation in heavily doped n-type diamond crystal semiconductors. The lack of understanding hinders development of spintronics devices with tailored spin relaxation, thereby hampering the progress of this research field.

A salient feature of spin relaxation in n-type silicon is a strong dependence on the donor atom.14–18 For example, it has been long recognized from electron paramagnetic resonance (EPR) experiments that the spin lifetime is about 100 times shorter in heavily antimony-doped silicon (Si:Sb) than in phosphorus-doped silicon (Si:P) with comparable impurity concentration.16,18 This finding contradicts the traditional Elliott picture for spin relaxation, in which the probability for an electron to flip its spin is governed by the spin-orbit coupling of the host material (Si in this example), whereas the identity of the scattering center is of little importance.19,20 In addition, the predicted proportionality between mobility and spin relaxation time in the Elliott-Yafet mechanism seems at odds with empirical values in n-type Si. That is, the spin relaxation is markedly different in Si:P, Si:As or Si:Sb with comparable impurity concentration,14,15,18 while the mobility is essentially the same.21–28

We develop a new approach for the problem showing how short-range impurity scattering dominates the spin relaxation. Since the spin-orbit coupling (SOC) is localized within the immediate vicinity of the atomic core, the spin-flip scattering is governed by the difference between the potentials of the impurity and host atoms in the central cell region. Figure (a) shows an example for substitutional impurity atom surrounded by four host atoms in a tetrahedral molecular geometry. These impurities have Td point-group symmetry and constitute the vast majority of donors and acceptors in silicon. To unveil the underlying spin relaxation induced by these impurities, we take into account the multivalley nature of the conduction band and the violation of translation symmetry. When considered together, we will show that the spin-flip amplitude is dominated by a short-range impurity scattering after which the electron is transferred to a valley on a different axis in k-space (the so called f-process). This spin-flip mechanism is schematically shown in Fig. (b). The impurity-induced spin relaxation is evidently weaker for intravalley scattering in which the electron remains in the same valley, or for inter-valley g-process in which the electron is transferred to the other valley on the same crystallographic axis. The vanishing amplitude of the g-process scattering can be shown by invoking time reversal symmetry and of the intravalley scattering by any symmetry operation from the Td point-group that includes reflection (Appendix A).

Another aspect of the theory relies on the fundamental relation between the scattered and bound states of an impurity potential.22 This relation allows us to quantify the spin-flip amplitude from the empirically known SOC-induced splitting of the donor-state spectral lines. The left part of Fig. (c) shows the familiar energy levels of donor states in silicon. Due to the valley-orbit coupling within the central cell, this 1s state is split into spin-independent singlet, doublet and triplet states where the overall 6-fold multiplicity comes from the number of conduction edge states (valley centers).23 Taking into account the SOC of the impurity, two important energy scales are relevant. The first one corresponds to splitting of the triplet state to four-fold (Γ8) and two-fold (Γ7) spin dependent states, as shown in the right part of Fig. (c). The SOC-induced splitting is known empirically: ΔΓ8 ≈ 0.03 meV for Si:P, 0.1 meV for Si:As, and 0.3 meV for Si:Sb.21,28 The second energy scale is more subtle and comes from spin-dependent interaction between the four-fold degenerate states [two Γ8 levels in Fig. (c)]. This interaction is manifested by a small added
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FIG. 1: (a) Substitutional impurity atom in a silicon crystal host. We consider typically employed group V donors such as \( X = \{ \text{P, As, Sb} \} \).

(b) Scheme of the dominant impurity-driven spin relaxation mechanism. The spin flip is governed by scattering off the central cell potential after which the conduction electron is transferred to a valley on a different crystal axis in \( k \)-space. (c) Fine structure of the 1s state due to the central cell potential. The scattering amplitude in (b) is governed by the impurity spin-orbit coupling parameters \( \Delta_{\text{SO}} \) and \( \Delta'_{\text{SO}} \).

contribution, \( \Delta'_{\text{SO}} \), to the splitting of these states (Appendix B),

\[
\varepsilon_{T_2} \approx \frac{1}{2} \left[ (\varepsilon_{T_2} + \varepsilon_E) \pm \sqrt{\Delta_1^2 + (\Delta'_{\text{SO}})^2} \right].
\]

\( \varepsilon_{T_2}/(E) \) is the spin-independent energy of the triplet (doublet) state where \( \Delta_1 = \varepsilon_{T_2} - \varepsilon_E \) is their valley-orbit induced splitting (typically much larger than \( \Delta_{\text{SO}} \)). We note that the presence of \( \Delta'_{\text{SO}} \) is mandated by symmetry and that its magnitude should be commensurate with that of \( \Delta_{\text{SO}} \) since both originate from similar impurity orbitals (Appendix B). Indeed, we will show that the theory agrees with empirical values of the spin relaxation for \( |\eta| \equiv |\Delta'_{\text{SO}}/\Delta_{\text{SO}}| \approx 2 \).

Using \( \Delta_{\text{SO}} \) and \( \eta \), we quantify the dominant spin relaxation effect in heavily doped \( n \)-type Si. It refers to the \( f \)-process spin flip in which a conduction electron is scattered off the central cell potential [Fig. 1b]. The corresponding scattering matrix element is (Appendix A),

\[
U_{f s f} = \frac{\pi a_B^3}{V} \left[ \frac{ie^\phi}{6} \sin \theta \right. \\
- \eta (1 + i) \left. \sqrt{12} \left( i \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} e^{2i\phi} \right) \right] \Delta_{\text{SO}},
\]

where \( V \) is the crystal volume and \( a_B \approx 2 \) nm is the electron Bohr radius in Si. The normalization factor \( \pi a_B^3/V \) is due to the fact that \( \Delta_{\text{SO}} \) and \( \eta \) are bound-state parameters whereas the transition amplitude is that of scattered states that extend across the crystal. The polar and azimuthal angles \( (\theta \& \phi) \) define the spin orientation, where the polar angle is measured from the normal direction to the plane defined by two valley axes of the \( f \)-process. To better understand this angular dependence, we consider an example where electrons have a net spin polarization along the \( z \)-axis. The spin-flip amplitude is calculated by assigning \( \theta = 0 \) for scattering between \( \pm x \) and \( \pm y \) valleys since the net spin polarization along the \( z \)-axis is
FIG. 2: (a) Spin relaxation in heavily doped n-type silicon for three common donor types: phosphorous (Si:P), arsenic (Si:As), and antimony (Si:Sb). Solid lines denote the theory results for the average spin lifetime (right axis), and solid symbols denote empirical values of the measured linewidth in EPR and spin injection experiments (left axis, ○ [5], ○ [13], ● [14], ■ [15], ● [16], ● [17], ● [18]). The scales on the left and right axes are related by \( \delta H = 1/\gamma \tau_s \) where \( \gamma = 1.7 \times 10^7 \text{ s}^{-1} \). \( \text{Oe}^{-1} \) is the electron gyromagnetic ratio. (b) Room-temperature mobility versus donor concentration showing a marginal dependence on donor identity (○ [21], ● [22], ■ [23], ● [24], ● [25], ● [26]). (c) Temperature dependence of \( \tau_s \) in \( 10^{19} \text{ cm}^{-3} \) Si:P (solid line). Intervalley \( f \)-processes dominate the relaxation at all temperatures. (d) Doping concentration dependence of \( \tau_s \) in Si:Ar at three temperatures. The decay of \( \tau_s \) when entering the metallic regime (\( N_d > 10^{18} \)) is due to transition from electron-phonon to electron-impurity dominated relaxation.

parallel to the normal of the \( xy \) plane. Similarly, we assign \( \theta = \pi/2 \) & \( \phi = 0/\pi/2 \) for scattering between \( \pm z \) and \( \pm x(y) \) valleys since the net spin-polarization along the \( z \)-axis is perpendicular to the normal of the \( zx(zy) \) plane. After averaging over all valley configurations and summing over final states, we get that the spin relaxation of a conduction electron with energy \( \varepsilon \) above the band edge is

\[
\frac{1}{\tau_s(\varepsilon)} = \frac{2\pi N_d m_e e^2}{9\hbar^2} \sqrt{2m_e\varepsilon (4|\eta|^2 + 1)} \Delta_{\text{imp}}^2.
\]

\( N_d \) is the donor concentration and \( m_e = 0.32m_0 \) is the electron effective mass in Si. In the high-temperature regime, we can assign \( \varepsilon \approx K_BT \) and get that the effective spin relaxation rate scales with \( \sqrt{T} \). In the opposite limit \( \varepsilon \gg K_BT \), the average spin lifetime is temperature-independent and found by assigning \( \varepsilon \approx \varepsilon_F \) where \( \sqrt{2m_e\varepsilon_F / \hbar} \approx \sqrt{3/2}N_d \). The solid lines in Fig. 2(a) show the calculated spin lifetime in this limit for \( |\eta| = 2 \). The symbols are compiled results from seven different experiments [5, 14-18, 33]. The theory shows excellent agreement with experiment apart from a small discrepancy for Si:P when approaching the critical metal-to-insulator transition (\( \sim 2.4 \times 10^{18} \text{ cm}^{-3} \)). The relatively long spin lifetime of Si:P in this regime may have another contribution due to renormal effects of the impurity band [34]. For the case of \( n \)-type Si:Sb, we could not find experimental results for \( N_d > 10^{19} \text{ cm}^{-3} \) possibly due to strong antimony segregation when growing samples at these doping levels.

Unlike the spin relaxation of conduction electrons, their mobility is not affected by the identity of the donor atom. Figure 2(b) shows a compilation of empirical mobility values along with the theoretical curve [24]. The mobility is governed mostly by the potential tail of ionized impurities away from the central-cell, \( U(r) \propto \exp(-kr)/r \) where \( k^{-1} \) is the screening length. This ionized impurity potential is identical for donors from the same column of the periodic table, explaining why the proportionality factor between mobility and spin relaxation changes dramatically when replacing the substitutional donor. Whereas central cell effects induce marginal corrections for mobility [26, 28] they are indispensable for spin relaxation in multivalley materials.

Figure 2(c) shows the temperature dependence of the spin lifetime in \( 10^{19} \text{ cm}^{-3} \) Si:P (solid line). The calculation considers both electron-impurity and electron-phonon interactions. The latter has already been quantified [35, 36] and was shown to be dominated by an intervalley \( f \)-process due to scattering with shortwave \( \Sigma \)-axis phonons [37]. Also shown are contributions from electron-phonon intravalley and \( g \)-process scattering due to interactions with the crystal deformation po-
tential and Δ-axis phonons, respectively. We find that intravalley scattering off the potential tail of ionized impurities, which largely sets the mobility in doped semiconductors, is responsible for orders of magnitudes weaker spin relaxation than all shown mechanisms in Fig. 2(c) [Appendix C and D]. The dash-dotted lines in Fig. 2(c) show that the spin relaxation is dominated by f-processes where at low temperatures it comes from scattering off the impurity central-cell and at elevated temperatures from scattering with Σ-axis phonons. These processes dominate the spin relaxation in both electron-phonon and electron-impurity scattering since they do not vanish at the lowest order. Specifically, space inversion and time reversal symmetries affect only the intravalley and g-process scattering rendering them weak effects. Figure 2(d) shows the dependence of spin relaxation on doping concentration in Si:As. The spin relaxation enhancement is evident when entering the metallic regime (N_d > 2 × 10^{18}) due to a change in the f-process dominant mechanism from electron scattering with Σ-axis phonons to electron scattering off the central-cell potential of impurities.

Ramifications of the studied central-cell-driven spin relaxation extend beyond diamond structure crystals. The prerequisite condition for a strong signature of the effect is that conduction electrons populate distinct k-space regions that cannot be connected by time reversal symmetry. This condition is satisfied by most known metals, rock salt crystals, or even oxide heterostructures. It does not apply in materials where thermal electrons populate a single zone-center valley such as in GaAs or if all the distinct valleys are related by time reversal symmetry. In graphene, the SOC lifts the three-fold band degeneracy at the top of the valence band, rendering a strong spin mixing of light and split-off holes.

Appendix A: General selection rules from symmetry considerations

The scattering matrix element between two band states \( \psi_1 \) and \( \psi_2 \) due to a substitutional impurity is generally expressed as

\[
U_{12} = \langle \psi_2 | U | \psi_1 \rangle. \tag{A1}
\]

\( U \) is the difference between the potentials of the impurity and host atoms. Regardless of its details, \( U \) is invariant under all operations of \( T_d \) point group. Table 1 shows the character table of \( T_d \) group following the notation of Bradley and Cracknell.47

The matrix elements do not vanish when \( \psi_2 (r) \psi_1 (r) \) or part of it belong to the identity irreducible representation (IR) \( A_1 \). So naturally, we first express \( \psi_1 \) in terms of the IRs of \( T_d \) (i.e., symmetrization). For the leading order effect, we now consider \( \psi \) only from the conduction band valley minima.
1. Without spin degree of freedom

\( \psi \) consists of six degenerate basis states and they can be symmetrized into the following 6 states according to Table II:

\[
\begin{align*}
\psi_{A_1} &= \frac{1}{\sqrt{6}}(1, 1, 1, 1, 1, 1); \\
\psi_{E'} &= \frac{1}{2}(1, 1, -1, -1, 0, 0), \\
\psi_{E''} &= \frac{1}{2\sqrt{3}}(1, 1, 1, -2, -2); \\
\psi_{T_2^+} &= \frac{1}{\sqrt{2}}(1, -1, 0, 0, 0, 0), \\
\psi_{T_2^-} &= \frac{1}{\sqrt{2}}(0, 0, 1, -1, 0, 0), \\
\psi_{T_2^0} &= \frac{1}{\sqrt{2}}(0, 0, 0, 1, -1); \\
\end{align*}
\]

belonging respectively to three IRs of \( A_1, E \) and \( T_2 \). Note that the \( T_1 \) IR in Ref. [30] is the \( T_2 \) IR in our notation. The ordering of the 6 components of a state vector is the valley minima of \( +x, -x, +y, -y, +z \) and \( -z \) axis, respectively. Therefore we have three independent scattering constants, one from each of the IR above. It follows

\[
\begin{align*}
U_{A_1A_1} &= \langle \psi_{A_1} | U | \psi_{A_1} \rangle = C_1, \\
U_{E'E'} &= U_{E''E''} = C_2, \\
U_{T_2^+T_2^+} &= U_{T_2^-T_2^-} = C_3, \\
\end{align*}
\]

where all \( C_i \)’s are real numbers. Other combinations vanish.

One can easily re-categorize the scattering conventionally into[26]

\[
\begin{align*}
U_{\text{intra}} &= \frac{1}{6}(\sqrt{6}\psi_{A_1} + 3\psi_{E'} + \sqrt{3}\psi_{E''} + 3\sqrt{2}\psi_{T_2^+}) |U| \frac{1}{6}(\sqrt{6}\psi_{A_1} + 3\psi_{E'} + \sqrt{3}\psi_{E''} + 3\sqrt{2}\psi_{T_2^+}) \\
&= \frac{1}{6}(C_1 + 2C_2 + 3C_3), \\
U_g &= \frac{1}{6}(\sqrt{6}\psi_{A_1} + 3\psi_{E'} + \sqrt{3}\psi_{E''} + 3\sqrt{2}\psi_{T_2^+}) |U| \frac{1}{6}(\sqrt{6}\psi_{A_1} + 3\psi_{E'} + \sqrt{3}\psi_{E''} - 3\sqrt{2}\psi_{T_2^+}) \\
&= \frac{1}{6}(C_1 + 2C_2 - 3C_3), \\
U_f &= \frac{1}{6}(\sqrt{6}\psi_{A_1} + 3\psi_{E'} + \sqrt{3}\psi_{E''} + 3\sqrt{2}\psi_{T_2^+}) |U| \frac{1}{6}(\sqrt{6}\psi_{A_1} - 3\psi_{E'} + \sqrt{3}\psi_{E''} - 3\sqrt{2}\psi_{T_2^+}) \\
&= \frac{1}{6}(C_1 - C_2). \\
\end{align*}
\]
2. With spin degree of freedom

Now ψ consists of a basis with twelve degenerate states. We can symmetrize them on the basis of spin-independent results in Eq. (A2). A pure spin transform as $\bar{E}_1$ in Table I. Firstly, from

$$A_1 \times \bar{E}_1 = \bar{E}_1, \quad E \times \bar{E}_1 = \bar{F}, \quad T_2 \times \bar{E}_1 = \bar{E}_2 + \bar{F}, \quad \text{(A5)}$$

one can immediately know that there is no spin flip between $\psi_{A_1}$ or between $\psi_{E}$, one independent spin-flip constant between $\psi_{T_2}$, as well as one spin-flip constant coupling $\psi_{E}$ to $\psi_{T_2}$.

The SOC does not lift the spin degeneracy in $A_1$, and the new scattering constant is approximately the one without the spin degree of freedom. One can set the new IR $\bar{E}_1$ of doubled dimension to consist of two basis $\{A_1 \uparrow, A_1 \downarrow\}$, leading to the following non-vanishing scattering combinations

$$U_{A_1 \uparrow A_1 \uparrow} = U_{A_1 \uparrow A_1 \downarrow} = C_1 \approx C_1. \quad \text{(A6a)}$$

Similarly, for the doublet state of the single group (E) we get

$$U_{E \uparrow E \uparrow} = U_{E \uparrow E \downarrow} = U_{E \downarrow E \downarrow} = C_2 \approx C_2. \quad \text{(A6b)}$$

It is more complicated for the spin-independent triplet state ($T_2$). The SOC splits it into spin-dependent doublet and a quartet. The respective two scattering constants are formally,

$$U_{E \uparrow E \downarrow} = U_{E \downarrow E \uparrow} = C_4, \quad \text{(A6c)}$$

$$U_{E \uparrow E \uparrow} = U_{E \downarrow E \downarrow} = U_{E \uparrow E \downarrow} = U_{E \downarrow E \uparrow} = C_5. \quad \text{(A6d)}$$

The main task is to find the correct symmetrized wavefunctions for the two resulting $E_2$ and $F$ IRs. We find the following basis states, satisfying Table I.

$$\psi_{E \uparrow} = \frac{1}{\sqrt{6}}(1 \uparrow, -1 \uparrow, -i \uparrow, i \uparrow, -1 \downarrow, 1 \downarrow), \quad \text{(A7a)}$$

$$\psi_{E \downarrow} = \frac{1}{\sqrt{6}}(1 \downarrow, -1 \downarrow, i \downarrow, -i \downarrow, 1 \uparrow, -1 \uparrow); \quad \text{(A7b)}$$

$$\psi_{E \uparrow} = \frac{1}{2}(1 \uparrow, -1 \uparrow, i \uparrow, -i \uparrow, 0, 0), \quad \text{(A7c)}$$

$$\psi_{E \downarrow} = \frac{1}{2}(1 \downarrow, -1 \downarrow, -i \downarrow, i \downarrow, 0, 0), \quad \text{(A7d)}$$

$$\psi_{F \uparrow} = -\frac{1}{2\sqrt{3}}(1 \uparrow, -1 \uparrow, -i \uparrow, i \uparrow, 2 \downarrow, -2 \downarrow), \quad \text{(A7e)}$$

$$\psi_{F \downarrow} = -\frac{1}{2\sqrt{3}}(1 \downarrow, -1 \downarrow, i \downarrow, -i \downarrow, -2 \uparrow, 2 \uparrow). \quad \text{(A7f)}$$

To be definite, we set the spin orientation in the above basis along the $z$ direction (it can also be along other directions by linear combinations of spin-up along $+z$ and spin-down along $-z$). We can estimate $C_4 \approx C_3 \approx C_3$ if the spin-flip scattering strength is much smaller than the spin-conserving one.\textsuperscript{52} Lastly, we relate the two sets of 4-dimensional $F$ IRs originated from $E$ and $T_2$ [Eq. (A5)]. They can be made to transform exactly the same (a similar representation matrix for every operation). By the basis states defined above, we find

$$\psi_{E \uparrow} \leftrightarrow \psi_{F \downarrow}, \quad \psi_{E \downarrow} \leftrightarrow \psi_{F \uparrow}, \quad \psi_{E \uparrow} \leftrightarrow \psi_{F \downarrow}, \quad \psi_{E \downarrow} \leftrightarrow \psi_{F \uparrow}. \quad \text{(A8a)}$$

As a result, the last spin-flip scattering constant is

$$U_{E \uparrow F \downarrow} = U_{E \downarrow F \uparrow} = U_{E \uparrow F \uparrow} = U_{E \downarrow F \downarrow} = C_6. \quad \text{(A8b)}$$

Since these are not diagonal matrix elements, additional verification for $C_6$’s is needed from time reversal (TR) operation ($\mathcal{T}$),

$$C_6 = \langle \psi_{F \downarrow} | U | \psi_{E \uparrow} \rangle = \langle \mathcal{T} \psi_{E \uparrow} | U | \mathcal{T} \psi_{F \downarrow} \rangle = \langle \psi_{E \uparrow} | U | \mathcal{T} \psi_{F \downarrow} \rangle = C_6. \quad \text{(A8c)}$$
So \( C_6 \) is a real number.

Next we derive the precise spin-dependent scattering, as a function of valley positions and spin orientation, in terms of the above constants \( C_1', C_2', C_4, C_5 \) and \( C_6 \). First we fix the spin orientation along \( z \) direction, and then we show the results for arbitrary spin orientation directions. To do so, we express the states at a single valley edge in terms of the symmetrized ones above,

\[
\psi_{\pm z} = \frac{1}{6} \left( \sqrt{6} \psi_{A_{\pm}^+} - 2\sqrt{3} \psi_{E_{z}^+} \pm (\sqrt{6} \psi_{E_{x}^+} + 2\sqrt{3} \psi_{F}^+) \right),
\]

\[
\psi_{\pm z} = \frac{1}{6} \left( \sqrt{6} \psi_{A_{\pm}^+} - 2\sqrt{3} \psi_{E_{z}^+} \pm (-\sqrt{6} \psi_{E_{z}^+} - 2\sqrt{3} \psi_{F}^+) \right),
\]

\[
\psi_{\pm x} = \frac{1}{6} \left( \sqrt{6} \psi_{A_{\pm}^+} + 3 \psi_{E_{t}^+} + \sqrt{3} \psi_{E_{z}^+} \pm (\sqrt{6} \psi_{E_{t}^+} + 3 \psi_{F}^+ - \sqrt{3} \psi_{F}^+) \right),
\]

\[
\psi_{\pm y} = \frac{1}{6} \left( \sqrt{6} \psi_{A_{\pm}^+} + 3 \psi_{E_{t}^+} + \sqrt{3} \psi_{E_{z}^+} \pm (-\sqrt{6} \psi_{E_{t}^+} + 3 \psi_{F}^+ - \sqrt{3} \psi_{F}^+) \right),
\]

\[
\psi_{+y} = \frac{1}{6} \left( \sqrt{6} \psi_{A_{+}^+} - 3 \psi_{E_{t}^+} + \sqrt{3} \psi_{E_{z}^+} - i(\sqrt{6} \psi_{E_{t}^+} - 3 \psi_{F}^+ - \sqrt{3} \psi_{F}^+) \right),
\]

Together with Eqs. **(A9)** and **(A6)**, we readily get for intravalley scattering that

\[
U_{+z} = \sigma_0 + U_{+z} = \frac{1}{6} \left( C_1' + 2C_2' + C_4 + 2C_5 \right) \approx \frac{1}{6} \left( C_1 + 2C_2 + 3C_5 \right),
\]

\[
U_{+z} = 0; \text{(can be verified by, e.g., reflection around (110) plane).}
\]

And for \( g \)-process scattering we get that

\[
U_{+z} = \sigma_0 + U_{+z} = \frac{1}{6} \left( C_1' + 2C_2' - C_4 - 2C_5 \right) \approx \frac{1}{6} \left( C_1 + 2C_2 - 3C_5 \right),
\]

\[
U_{+z} = -iU_{+z} = 0; \text{(can be verified by time reversal symmetry operation).}
\]

And for \( f \)-process scattering we get that

\[
U_{+z} = \sigma_0 + U_{+z} = \frac{1}{6} \left( C_1 - C_2 - iC_4 + iC_5 \right) \approx \frac{1}{6} \left( C_1 - C_2 \right),
\]

\[
U_{+z} = -iU_{+z} = \sqrt{3} \left( 1 - i \right) C_6.
\]

The spin flip for arbitrary spin orientation \( s (\theta, \phi) \) as the usual indexes) is

\[
U_{+z} = \langle -\sin \frac{\theta}{2} e^{-i\theta} \psi_{+z} \rangle + \cos \frac{\theta}{2} e^{i\theta} \psi_{+z} \rangle = \frac{1}{2} \sin \theta e^{i\theta} \left( -U_{+z} + U_{+z} + U_{+z} + U_{+z} \right) + \cos \frac{\theta}{2} \left( U_{+z} + U_{+z} \right) - \sin^2 \frac{\theta}{2} \left( e^{i\theta} \psi_{+z} \right) = \frac{1}{6} \sin \theta e^{i\theta} \left( C_4 - C_5 \right) - \frac{1}{\sqrt{6}} e^{i\pi/4} (\cos \frac{\theta}{2} + \sin^2 \frac{\theta}{2} e^{i\theta} C_6). \]

As mentioned in the main text, the magnitude of the spin-flip matrix elements between other valley pairs can be reached by simple rotations of \( |U_{+z} + U_{+z}| \).

**Appendix B: Scattering off the central-cell potential**

To calculate or estimate the above spin-flip scattering constants, we could start from the viewpoint of the Elliott-Yafet mechanism. That is, separating the contribution from the spin mixing of the host conduction states (Elliott part), and from the difference between the SOC of the host and that of the impurity (Yafet part). Different emphasis have been given on the Elliott part,\(^{38}\) or on the Yafet part.\(^{31,49}\) One can roughly think of the Elliott part as being dependable on the volume difference of the impurity ion and host ion, while the Yafet part depends on the difference of their SOC.

We briefly show how to write down \( C_3 - C_5 \) and \( C_6 \) explicitly in terms of spinless wavefunctions \( \psi_A \)'s, perturbations \( U_0 \) and SOC operators. We can use, e.g., Eqs. **(A11)** to achieve them. The conduction wavefunctions \( \phi_{A} \) at the valley minimum \( k_0 \)}
belong to $\Delta_6$. 2D IR of the $\Delta$ group in diamond structure. In this group, operators $R \equiv (\hbar/4 m^*_c)^2 \nabla V \times p$ belong to $R_c \sim \Delta_1'$ and $\{R_r, R_s\} \sim \Delta_5$ for the $z$ valley. Wavefunctions (spinless) at the nearby valence band of the same $k_0$ point also belong to $\Delta_6$. Therefore, in the leading order

$$\psi_{\Delta_6}(\theta) = \psi_{\Delta_6}(\theta) \approx \psi_{\Delta_1}(\theta) = \frac{i \Gamma_{so}}{E_g} \left( \psi_{\Delta_1}^{(i)}(x) \pm i \psi_{\Delta_1}^{(i)}(y) \right),$$

where $\Gamma_{so} = \langle \psi_{\Delta_5}^{(i)} | R_s | \psi_{\Delta_1} \rangle = \langle \psi_{\Delta_5}^{(i)} | R_x | \psi_{\Delta_1} \rangle$ and $\psi_{\Delta_5}^{(i)}$ are the basis functions of the valence band. Similarly, we have

$$\psi_{\Delta_6}(\theta) \approx \psi_{\Delta_1}(\theta) = \frac{i \Gamma_{so}}{E_g} \left[ \pm i (\cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} e^{\pm 2i\phi}) \psi_{\Delta_1}(x) \mp \sin \theta e^{\pm i\phi} \psi_{\Delta_1}(y) \right],$$

$$\psi_{\Delta_6}(\theta) \approx \psi_{\Delta_1}(\theta) = \frac{i \Gamma_{so}}{E_g} \left[ -\sin \theta e^{\pm i\phi} \psi_{\Delta_1}(x) \mp \cos \theta e^{\pm 2i\phi} \psi_{\Delta_1}(y) \right].$$

When $\theta = 0$, we have

$$C_6 = \sqrt{3} (1 + i) U_{x+y} \psi_{\Delta_1} \approx \sqrt{3} (1 + i) \left[ \frac{i \Gamma_{so}}{E_g} (\psi_{\Delta_5}^{(i)} | U_0 | \psi_{\Delta_1}) + (\psi_{\Delta_5}^{(i)} | U_0 | \psi_{\Delta_1}) \right],$$

and when $\theta = \pi/2$, $\phi = -\pi/4$, we have

$$C_4 - C_5 = 3 \sqrt{2} (1 + i) U_{x+y} \psi_{\Delta_1} \approx 3 \sqrt{2} \left[ \frac{i \Gamma_{so}}{E_g} (\psi_{\Delta_5}^{(i)} | U_0 | \psi_{\Delta_1}) + (\psi_{\Delta_5}^{(i)} | U_0 | \psi_{\Delta_1}) \right].$$

In general, $C_4 - C_5$ and $C_6$ should be of the same order of magnitude.

More completely and empirically, we can relate and estimate the scattering constants from the experimental measured energy levels of impurities. In order to do so, we first relate the spin-independent constants $C_1, C_2, C_3$ and the valley-orbit splitting due to the tetrahedral impurity potential. From Kohn’s work, it is well known that the 6-fold degenerate solution of the effective mass approximation (EMA) is split into 3 states

$$\psi_{\Delta_5}^{(i)} \approx \begin{cases} \psi_{\Delta_1}^{(i)} & \text{for } k_0 \text{ close to } \Delta_1' \\ \psi_{\Delta_1}^{(i)} & \text{for } k_0 \text{ close to } \Delta_7 \\ \psi_{\Delta_1}^{(i)} & \text{for } k_0 \text{ close to } \Delta_3. \end{cases}$$

In order to do so, we first relate the spin-independent constants $C_1, C_2, C_3$ and the valley-orbit splitting due to the tetrahedral impurity potential. From Kohn’s work, it is well known that the 6-fold degenerate solution of the effective mass approximation (EMA) is split into 3 states according to the $T_2$ group, just as we did for the scattering problem above. We denote the localized states as $\psi_{\Delta_5}^{loc}$, the tetrahedral impurity potential part is

$$H^{loc} \approx \begin{pmatrix} E_{A_1} & E_{T_2} & 0 \\ E_{T_2} & E_{T_2} & 0 \\ 0 & 0 & E_E \end{pmatrix},$$

where the basis states are $\psi_{A_1}^{loc}, \psi_{T_2}^{loc}, \psi_{T_2}^{loc}, \psi_{T_2}^{loc}, \psi_{T_2}^{loc}, \psi_{T_2}^{loc}$, respectively. The energy differences $E_{A_1} - E_E$ and $E_{A_1} - E_{T_2}$ are due to the tetrahedral part of the potential difference between the impurity and host ions. This part apparently most comes from the core of the impurity ion. So it has the same origin as that of the $C_1 - C_2$ and $C_1 - C_3$ obtained above. For the small region of ion core, the smooth EMA (1s) wavefunctions are basically the same as the valley edge conduction wavefunctions, differ only by the volume normalization. So we have

$$E_{A_1} - E_E \approx \langle \psi_{A_1}^{loc} | H^{loc} | \psi_{A_1}^{loc} \rangle - \langle \psi_{E}^{loc} | H^{loc} | \psi_{E}^{loc} \rangle$$

$$= \langle \psi_{A_1}^{loc} | U | \psi_{A_1}^{loc} \rangle - \langle \psi_{E}^{loc} | H^{loc} | \psi_{E}^{loc} \rangle$$

$$\approx \left( \langle \psi_{A_1}^{loc} | U | \psi_{A_1}^{loc} \rangle - \langle \psi_{E}^{loc} | H^{loc} | \psi_{E}^{loc} \rangle \right) \frac{V}{\pi a_B^3},$$

and

$$E_{A_1} - E_{T_2} \approx \langle \psi_{A_1}^{loc} | H^{loc} | \psi_{A_1}^{loc} \rangle - \langle \psi_{T_2}^{loc} | H^{loc} | \psi_{T_2}^{loc} \rangle$$

$$= \langle \psi_{A_1}^{loc} | U | \psi_{A_1}^{loc} \rangle - \langle \psi_{T_2}^{loc} | H^{loc} | \psi_{T_2}^{loc} \rangle$$

$$\approx \left( \langle \psi_{A_1}^{loc} | U | \psi_{A_1}^{loc} \rangle - \langle \psi_{T_2}^{loc} | H^{loc} | \psi_{T_2}^{loc} \rangle \right) \frac{V}{\pi a_B^3},$$

$$= (C_1 - C_2) \frac{V}{\pi a_B^3}.$$
where \( V \) is the material volume and \( a_B = \hbar^2 \varepsilon / m_e e^2 \) is the effective Bohr radius (\( \sim 20 \) Å in Si). The volume \( V \) will be canceled out when we will derive the spin relaxation rate by integrating over final states and considering the density of impurities. Similarly, 

\[
C_1 - C_3 \approx (\beta_{\text{A}} - \beta_{\text{T}}) \frac{\pi a_B^3}{V}.
\]

Going to the case with SOC, the localized states have 4 energy levels according to the same symmetry arguments we used for the scattering problem. The \( H_{\text{loc}} \) is 12 \( \times \) 12 and breaks into 4 blocks. The block with basis states \( \psi_{\text{loc}}^{E_1}, \psi_{\text{loc}}^{E_2} \), and the block with basis states \( \psi_{\text{loc}}^{E_3}, \psi_{\text{loc}}^{E_4} \) are diagonal with eigenvalues \( \epsilon'_{\text{E}} \) and \( \epsilon'_{\text{F}} \), respectively. Other two blocks with basis states \( \psi_{E_1, E_2}^{I}, \psi_{E_3, E_4}^{I}, \psi_{E_1, E_2}^{II}, \psi_{E_3, E_4}^{II} \) are diagonal with eigenvalues \( \epsilon'_{\text{E}} \) and \( \epsilon'_{\text{F}} \), but their cross blocks are also diagonal with elements \( \Delta'_{\text{so}} \). We focus on this mixed two blocks and diagonalize them. To see it more clearly, we order the basis such that

\[
H_{\text{partial}}^{\text{loc}} = \begin{pmatrix}
\epsilon'_{\text{E}} & \Delta'_{\text{so}} & 0 \\
\Delta'_{\text{so}} & \epsilon'_{\text{F}} & 0 \\
0 & 0 & \epsilon'_{\text{F}} \\
\end{pmatrix}
\]

(B9)

where the basis states are \( \psi_{E_1}^{I, II}, \psi_{E_2}^{I, II}, \psi_{E_3}^{I, II}, \psi_{E_4}^{I, II} \) with the same symmetry relations as in Eqs. (A8). This part of the Hamiltonian can be diagonalized with eigenvalues

\[
\frac{1}{2} \left[ \epsilon'_{\text{E}} + \epsilon'_{\text{F}} \pm \sqrt{(\epsilon'_{\text{E}} - \epsilon'_{\text{F}})^2 + 4(\Delta'_{\text{so}})^2} \right] \approx \{ \epsilon'_{\text{E}}, \epsilon'_{\text{F}} \},
\]

(B10)

with their order undetermined (may be decided by simple argument analogous for \( \beta_{\text{A}}, \beta_{\text{T}} \) order) We argue that \( |\epsilon'_{\text{E}} - \epsilon'_{\text{F}}| \gg |\Delta'_{\text{so}}| \) used for the above approximation. Firstly from experiments one often sees the further splitting of \( T_2 \) levels is much smaller than the \( T_2 \) and \( E \) level distance. In these situations it has to be \( |\epsilon'_{\text{E}} - \epsilon'_{\text{F}}| \gg |\Delta'_{\text{so}}| \). Secondly, we see it from the physical origin of \( \Delta'_{\text{so}} \) and \( \epsilon'_{\text{E}} - \epsilon'_{\text{F}} \); \( \Delta'_{\text{so}} \) is the coupling of \( \psi_{E} \) and \( \psi_{T} \) by the SOC part of the tetrahedral difference (and it is further reduced due to the different orbital parts of \( \psi_{E} \) and \( \psi_{T} \), unlike \( \epsilon'_{\text{E}} - \epsilon'_{\text{F}} \) from the same orbital part of \( \psi_{T_2} \); \( \epsilon'_{\text{E}} - \epsilon'_{\text{F}} \) is roughly the valley-orbit splitting due to the spinless tetrahedral potential difference on the \( \psi_{E} \) and \( \psi_{T_2} \) states.

Thus the localized energy levels correspond to \( \epsilon'_{\text{A}_1}, \epsilon'_{\text{E}}, \epsilon'_{\text{E}_2}, \epsilon'_{\text{F}} \). Using the same arguments we invoked in the spinless case, we get

\[
|C_4 - C_3| \approx |\epsilon'_{\text{E}_2} - \epsilon'_{\text{F}}| \frac{\pi a_B^3}{V} = \Delta'_{\text{so}} \frac{\pi a_B^3}{V},
\]

(B11)

\[
|C_6| \approx |\delta| \frac{\pi a_B^3}{V} = \Delta'_{\text{so}} \frac{\pi a_B^3}{V}.
\]

(B12)

As shown by Eqs. (B4) and (B5), \( \Delta_{\text{so}} \) and \( \Delta'_{\text{so}} \) are of the same order of magnitude.

Appendix C: Scattering off ionized impurities (potential tail outside the central cell region)

In this region, the ‘Elliott’ contribution dominates the ‘Yafet’ contribution in general, since the SOC of the Yafet part mostly stems from the rapid change in the potential of central cell correction. The SOC of Elliott part stems from the host and not from the central cell region. We only need to focus on the Elliott part.

In this region, we need to consider intravalley scattering in addition to intervalley scattering, despite the general zero-order selection rule in Eqs. (A10). The reason lies in the suppressed intervalley scattering matrix element due to the Coulomb force. The impurity (+\( e \) donor) perturbation outside the central cell can be expressed as (neglecting the tetrahedral wrapping)

\[
U(r) = -\frac{e^2}{4\pi\varepsilon r} e^{-r/\lambda} , \quad U(q) = -\frac{e^2}{V\varepsilon(1/\lambda^2 + q^2)}.
\]

(C1)

where \( \lambda \) is the screening length.
We first consider the intravalley scattering. The brief analysis below follows the more systematic effective mass approximation. The spin conserving scattering in +z valley is simply

\[ U_{k_1; k_2; \uparrow} = U_{k_1; k_2; \downarrow} \approx \int d\mathbf{r} \psi_{\Delta_k}^{\downarrow} U(\mathbf{r}) \psi_{\Delta_k} e^{i \mathbf{q} \cdot \mathbf{r}} = \sum_{n=0}^{\infty} B_n U(\mathbf{q} + \mathbf{K}_n) \approx U(\mathbf{q}), \quad (C2) \]

where \( \psi_{\Delta_k} \) is the one in Eq. (B1). The spin flip scattering is

\[ U_{k_1; k_2; \uparrow} = -U_{k_1; k_2; \downarrow} = \int d\mathbf{r} \psi_{\Delta_k}^{\uparrow} U(\mathbf{r}) \psi_{k_1; \downarrow}. \quad (C3) \]

Since from Eq. (A10b) it is clear the spin-flip amplitude at the valley edge vanishes, we need to expand the state at \( \mathbf{k} = \mathbf{k}_0 + \mathbf{k}' \) around \( \mathbf{k}_0 \). We extend the analysis of the \( \Delta \) group used in Eq. (B1). It is similar to the analysis in Ref. [38] but more compact. As \( z \sim \Delta_1, R_z \sim \Delta_4, \{ R_x, R_y \} \sim \Delta_5 \) as well as \( \{x, y\} \sim \Delta_5 \), the spin-dependent \( \mathbf{k} \cdot \mathbf{p} \) method gives

\[ \psi_{k; \downarrow} \approx e^{i \mathbf{k} \cdot \mathbf{r}} \left\{ \left[ \psi_{\Delta_k} + \frac{P}{E_g} (k_x \psi_{\Delta_k}^{(i)} + k_y \psi_{\Delta_k}^{(j)}) \right] \uparrow + \left\{ -i \frac{\hbar}{2m_e} (k_x \psi_{\Delta_k}^{(i)} + k_y \psi_{\Delta_k}^{(j)}) \psi_{\Delta_k} + \frac{\hbar}{2m_e} (\psi_{\Delta_k}^{(i)} + i \psi_{\Delta_k}^{(j)}) \right\} \downarrow \right\} \quad (C4) \]

where we used the freedom to fix phases \( \hat{\mathbf{T}} \psi_{\Delta_k} = \psi_{\Delta_k}, i = 1, 5 \), so that \( P = \langle \psi_{\Delta_k}^{(i)} | \hat{\mathbf{p}}_{x,y} | \psi_{\Delta_k} \rangle \approx 10 \text{ eV} \cdot \mathbf{\hat{A}} \) and \( \Gamma_{so} = -i \langle \psi_{\Delta_k}^{(i)} | (\hbar \mathbf{\nabla} \times \mathbf{p})_{x,y} | \psi_{\Delta_k} \rangle \approx 4.1 \text{ meV} \) are real. \( E_g \approx 4 \text{ eV} \) is the gap between the conduction and valence bands at \( \mathbf{k}_0 \). Note that \( \psi_{k; \downarrow} = \hat{\mathbf{T}} \psi_{k; \downarrow} \). From Eqs. (C3) and (C4) we have the biggest contribution to the Elliott process taken from the coefficient product of the same \( \Delta \) IR and first component \( \mathbf{q} + \mathbf{K}_n = \mathbf{q} \),

\[ U_{k_1; k_2; \uparrow} \approx \frac{2i \hbar P \Gamma_{so} (q_x + iq_y)}{E_g} \left( \psi_{\Delta_k}^{(i)} \psi_{\Delta_k} \right) \quad (C5) \]

The next order contribution is from the bigger coefficient product between \( \psi_{\Delta_1} \) and \( \psi_{\Delta_5} \), by taking the next component \( \mathbf{q} + \mathbf{K}_1 \)'s,

\[ -\frac{\gamma_{so}}{E_g} \sum_{|\mathbf{K}_1| = |\mathbf{K}_1|} [B_{n}^{1x} - B_{n}^{1y} + B_{n}^{1y}] U(\mathbf{q} + \mathbf{K}_n), \quad (C6) \]

where

\[ B_{n}^{1x} = \int d\mathbf{r} \left[ \psi_{\Delta_1}^{(i)} \psi_{\Delta_5} \right] \approx \left( \frac{1}{E_g} \right) \int d\mathbf{r} \left[ \psi_{\Delta_1}^{(i)} \psi_{\Delta_1} \right] \quad (C7) \]

and other \( B \)'s may be the order of 1. Since \( U(\mathbf{q}) \approx 1/q^2 \) for \( q \gg 1/\lambda \) [Eq. (A2)], Eq. (C5) dominates Eq. (C6). Next we briefly show that although an \( f \)-process spin flip can happen between valley minima, its magnitude is much smaller than Eq. (C5) for \( q \approx \sqrt{2} m_e k_B T / \hbar \) and is similar to Eq. (C6).

\[ U_{x; \uparrow} \approx \int d\mathbf{r} \left( \psi_{\Delta_1}^{(i)} \downarrow -i \frac{\gamma_{so}}{E_g} \psi_{\Delta_5}^{(i)} \downarrow \right) U(\mathbf{r}) \left( \psi_{\Delta_1}^{(i)} \uparrow -i \frac{\gamma_{so}}{E_g} \psi_{\Delta_1}^{(i)} \downarrow \right) \approx \frac{\gamma_{so}}{E_g} \int d\mathbf{r} \left[ \psi_{\Delta_1}^{(i)} \psi_{\Delta_1} \right] \quad (C8) \]

where

\[ B_{1y}^{1x} = \int d\mathbf{r} \left[ \psi_{\Delta_1}^{(i)} \psi_{\Delta_1} \right] \quad (C9) \]

and other \( B \)'s could be the order of 1. \( u \) is the Bloch part of the wavefunction \( \psi \). Now simply extend Eq. (C5) to arbitrary spin orientation case using Eq. (A11).

\[ U_{k_1; k_2; \uparrow} = -\sin \theta e^{-i \phi} k_{x; \downarrow} + \cos \theta k_{y; \downarrow} \left| U \left( k_{x; \uparrow} + \sin \theta e^{i \phi} k_{y; \downarrow} \right) \right| \]

\[ = \cos^2 \frac{\theta}{2} U_{k_1; k_2; \downarrow} - \sin^2 \frac{\theta}{2} e^{2i \phi} U_{k_1; k_2; \downarrow} \]

\[ = \frac{2i \hbar P \Gamma_{so}}{E_g} U(\mathbf{q}) \left[ \cos \frac{\theta}{2} (q_x + iq_y) - \sin \frac{\theta}{2} e^{2i \phi} (q_x - iq_y) \right] \quad (C10) \]
Appendix D: Spin relaxation and its manipulation

Taking the leading order effect, the spin relaxation of a conduction electron with energy $\varepsilon$ above the band edge is

$$\frac{1}{\tau_s(\varepsilon)} = \frac{4\pi N_d V^2}{\hbar (2\pi)^3} \int d^3k_2 |U_{k_{1}\rightarrow k_{2}σ}(s)|^2 \delta(E_{k_2} - \varepsilon), \quad (D1)$$

where $N_d$ is the density of impurities. For scattering off the central-cell impurity potential we assign

$$|U_{k_{1}\rightarrow k_{2}σ}(s)| \rightarrow \frac{\hbar^2}{m_e a_B} \frac{2PY_{so}}{VE_{s}^2} \frac{1}{1/\lambda^2 + q^2} \sqrt{(1 - \frac{1}{2}\sin^2 \theta)(q_x^2 + q_y^2)} + \sin^2 \theta \left[ \frac{1}{2} \cos 2\phi (q_y^2 - q_x^2) - \sin 2\phi q_x q_y \right], \quad (D2)$$

and after integration we get the concise expression for the relaxation rate as shown in the main text (and plotted in Fig. 2). For Coulomb scattering off the potential tail of ionized impurities we assign

$$|U_{k_{1}\rightarrow k_{2}σ}(s)| \rightarrow \frac{\hbar^2}{m_e a_B} \frac{2PY_{so}}{VE_{s}^2} \frac{1}{1/\lambda^2 + q^2} \sqrt{(1 - \frac{1}{2}\sin^2 \theta)(q_x^2 + q_y^2)} + \sin^2 \theta \left[ \frac{1}{2} \cos 2\phi (q_y^2 - q_x^2) - \sin 2\phi q_x q_y \right], \quad (D3)$$

where $\theta$ is measured from the normal direction to the plane formed by two axes of $k_1$ and $k_2$ valleys. The contribution of this scattering to spin relaxation is negligible and can be seen analytically by substituting the square-root expression in Eq. (D3) by $q$ (since both are of the same order of magnitude). The resulting spin relaxation of a conduction electron with energy $\varepsilon$ above the band edge is

$$\frac{1}{\tau_s(k)} = \frac{2N_d}{\pi m_e a_B} \left( \frac{PY_{so}}{E_{s}^2} \right)^2 \frac{1}{\sqrt{2m_e \varepsilon}} \left[ \ln \frac{\xi_\lambda}{\xi_\lambda + 1} + \frac{2}{\xi_\lambda - 1} \right], \quad \xi_\lambda = 1 + \frac{\hbar^2}{4m_e \varepsilon \lambda^2}, \quad \lambda = \sqrt{\frac{k_B T}{4\pi e^2 N_d}}. \quad (D4)$$

Assigning $\varepsilon = k_B T$, we get that the resulting spin lifetime is of the order of 1 ms at room temperature for $N_d \sim 10^{19} \text{cm}^{-3}$. Its effect is many orders of magnitude weaker than that by the central cell part, and therefore was ignored in Fig. 2(c).

---
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