Enhancement in pneumatic positioning system using nonlinear gain constrained model predictive controller: experimental validation
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ABSTRACT
The issues of inaccurate positioning control have made an industrial use of pneumatic actuator remains restricted to certain applications only. Non-compliance with system limits and properly control the operating system may also degrade the performance of pneumatic positioning systems. This study proposed a new approach to enhance pneumatic positioning system while considering the constraints of system. Firstly, a mathematical model that represented the pneumatic system was determined by system identification approach. Secondly, model predictive controller (MPC) was developed as a primary controller to control the pneumatic positioning system, which took into account the constraints of the system. Next, to enhance the performance of the overall system, nonlinear gain function was incorporated within the MPC algorithm. Finally, the performances were compared with other control methods such as constrained MPC (CMPC), proportional-integral (PI), and predictive functional control with observer (PFC-O). The validation based on real-time experimental results for 100 mm positioning control revealed that the incorporation of nonlinear gain within the MPC algorithm improved 21.03% and 2.69% of the speed response given by CMPC and PFC-O, and reduced 100% of the overshoot given by CMPC and PI controller; thus, providing fast and accurate pneumatic positioning control system.
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1. INTRODUCTION
The pneumatic system is often associated with the issues of nonlinearities and uncertainties such as compressibility of air and friction effect surrounding the system [1], [2]. Therefore, it is a challenging task to control the system for a certain desired performance. Controlling the system’s position also becomes more complicated with the need to simultaneously consider the accuracy of system and response time. Various controllers were reportedly proposed to control the position of pneumatic system; such as proportional-integral-derivative (PID) [3], pole-placement [4], H∞ loop shaping controller [5], adaptive controller [6].
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fuzzy logic [7], and predictive control [8], [9]. However, most of these reported controllers were incapable to simultaneously deliver high-speed response with accuracy. It is also crucial to address the constraints of the system in the design of controller for the actual applications of the system. The non-compliance with the prescribed constraints may cause damage to the pneumatic system and its components and affects the overall performance of the control system itself. Hence, this study regarded the significance of considering the constraints of the pneumatic system during the development of the controller.

This study proposed the model predictive controller (MPC) as the control strategy for the positioning of the system. MPC can considers the constraints, deals with multivariable control issue, and also suitable for single-input and single-output (SISO) system and multi-input and multi-output (MIMO) system [10]-[12], which explain why it is highly favourable in the process industries. MPC is also reported used to control robots [13], [14]. Figure 1 shows the basic structure of MPC.

![Figure 1. Basic structure of MPC](image)

MPC in Figure 1 uses a process model to predict the future output based on the previous and current values by solving the optimal future control actions at each sampling time instant [11]. The optimizer considers the cost function and the constraints of the system to calculate the control actions. In particular, the added constraints in MPC prevent the wind-up phenomenon. With the use of MPC as a strategy to control the position of the pneumatic system used in this study, the constraints in the pneumatic system can be considered [15].

The employment of MPC as a control strategy to control the position of pneumatic system used in this study has been evaluated in previous studies [16], [17]. In order to verify the effectiveness of the strategy in handling systems with constraints, constraints were applied to the input of the system (control signal to the valves). From the study, they found that constrained MPC successfully produced accurate tracking compared to unconstrained MPC [16], [17]. However, they found that the inclusion of constraints in the MPC algorithm reduced the system response and aggressiveness of the pneumatic system since it requires more computational effort to optimise the cost function (compared to the unconstrained case) [16], [17]. These findings were consistent with several previous studies [11], which demonstrated that the inclusion of constraints in the MPC algorithm did reduce the response time in the system output. Thus, the initial use of constrained MPC was incapable to provide accurate and timely positioning response of pneumatic system used in this study [16], [17]. The use of linear controller to control a system, especially the nonlinear system, is typically also incapable to simultaneously deliver high-speed response with accuracy [18]. Despite that, this study considered that the system can be improved through certain modifications.

This study focused on the approach adopted by Seraji [19], considering that its implementation is effective and straightforward. Seraji [19] improved the conventional PID controller by combining a nonlinear gain in cascade and a linear fixed-gain PID controller in order to control the robotic arm. Consequently, the controller is able to adapt its response based on the performance of the closed-loop control system. When the error of the controlled variable is large, the gain amplifies the error to generate a large corrective action to rapidly drive the system output, resulting in high-speed response. When the error diminishes, the gain is automatically reduced to prevent excessive oscillations and large overshoots in the response, resulting in accurate response with zero steady-state error. In other words, the controller possesses the advantage of high initial gain (which delivers high-speed response) and low gain (that prevents an oscillatory behaviour in the system response given its automatic nonlinear gain adjustment). In another study, Rahmat et al. [20] found
that the combination of a nonlinear gain and the PID controller reduces the overshoot and produces accurate tracking in the pneumatic positioning system response, which was corroborated by Salim et al. [21]. The study also demonstrated the enhancement of pneumatic positioning system in the transient response of the system where the nonlinear gain function and PID controller were combined to control the cylinder stroke of pneumatic system with a payload of maximum weight up to 28 kg at the end of the pneumatic cylinder stroke. The effectiveness of the proposed approach by Seraji [19] in reducing the overshoot and producing better tracking in the system performance was proven using various applications, such as in robotics, milling systems, and wastewater treatment process [22]-[24].

Given such considerations, this study incorporated a nonlinear gain in the conventional constrained MPC (CMPC) as a new control strategy to improve speed response and accuracy of the pneumatic positioning system. Since this study involves with real-time implementation, therefore, this study also considered the use of observer in the design of control strategy. Essentially, observer is used to estimate the internal state variable of the real system [25]. This study is divided into 6 sections. The background of the study is discussed in section 1. Section 2 provides the information about the pneumatic system employed in this study by describing the system’s components and explaining its operation. Section 3 explains the experimental setup and the process of modelling the system using a system identification technique. The procedures in designing the proposed control strategy to perform the control task are presented in section 4. Section 5 presents and discusses the experimental results of the proposed controller. The effectiveness of the proposed control strategy in comparison to the other controllers is also demonstrated in section 5 and lastly, section 6 concludes the overall findings of the study.

2. PNEUMATIC SYSTEM DESCRIPTION

The pneumatic system used in this study is shown in Figure 2. It was equipped with optical sensor (AEDR-8300), laser stripe rod, pressure sensor (KOGANEI: PSU-EM-S), valves (KOGANEI: EB10ES1-PS-6W), and programmable system on chip (PSoC) control board. The pneumatic system used in this study is a double-acting type cylinder (KOGANEI-HA: twinport cylinders) with 16 mm rod diameter and 200 mm rod stroke length. The schematic diagram of the system is illustrated in Figure 3.

![Diagram of pneumatic system](image)

Figure 2. The pneumatic system and its main components

Two valves which were attached at the end of the cylinder, were employed to control the inlet and outlet air of the cylinder. In this study, the extension and retraction of the cylinder stroke are manipulated by the duty cycle of a pulse-width modulator (PWM) signal to drive the valves. The PWM model in this study has a precision of 8-bit. When the PWM model receives a positive signal from the plant or controller, it will convert the signal into equivalent PWM signal and send that signal to the valve 1 to perform extension. If the PWM model receives negative signal, the model will send the signal to valve 2 to perform retraction.
3. MODEL IDENTIFICATION

Figure 4 shows the experimental set-up, as a part of the process to obtain the mathematical model of the system. In this study, a mathematical model of the pneumatic system was identified by means of system identification. The platform for this study was MATLAB/Simulink, which was equipped in the computer. The nominal pressure used was 0.6 MPa and a national instrument (NI) (PCI/PXI-6221) was used for data acquisition (DAQ) system.

A total of 2000 measurements of input and output data were collected at sampling time ($T_s$) of 10 ms during experiment. The input data contains 2000 data points of continuous step signal applied to the valves, while the output data consist of 2000 measurements of cylinder stroke position signal. The AutoRegressive with eXogenous input (ARX) parametric model was chosen for this study since it satisfies the criteria for system identification. The identified discrete state-space model based ARX model structure utilized throughout this study is represented by (1).

$$A_p = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0.1284 & -0.9976 & 1.8690 \end{bmatrix}, B_p = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, C_p = [0.0016 \ 0 \ 0], D_p = [0]$$

(1)
The identified model fits the actual plant model at a value of approximately 91.09%. The loss of 8.91% may be due to dead-zone, friction and air leakage, in the pneumatic system itself. All the nonlinearities in this study are neglected and the system utilized is assumed to be a linear system. As the model in (1) provides all the poles inside the unit circle (0.1887, 0.6811 and 0.9992), it is considered stable.

4. CONTROLLER DESIGN

This section discusses the relevant design of the conventional constrained MPC (CMPC) to control the position of pneumatic system with certain modifications for enhanced performance.

4.1. MPC formulation

MPC is a type of controller that is designed based on a mathematical model of the plant. In this study, the pneumatic model used was taken to be a state-space model, and the pneumatic system used in this study was assumed as a SISO system. The deterministic model of pneumatic system employed in the study with \( p \) inputs and \( q \) outputs is described as (2) and (3).

\[
x_p(k + 1) = A_p x_p(k) + B_p u(k) \\
y(k) = C_p x_p(k) + D_p u(k)
\]  

(2)  

(3)

Where \( A_p, B_p, C_p, \) and \( D_p \) are system matrices with appropriate dimensions, \( x_p \) is the state variable vector with dimension \( n \), \( u \) is the input variable vector, and \( y \) is the process output vector. In this study, \( p \) and \( q = 1 \) since the system is a SISO system. Matrix \( D_p \) is assumed to be zero in order to demonstrate that there is no direct feed through the input, \( u(k) \) and the output, \( y(k) \). This is due to the principle of receding horizon control itself, in which only a current information of the plant is required for prediction and control. The model in (2) was improved in order to include an integrator in the design. The different on both sides of (2) yielded the incremental state-space in (4),

\[
\Delta x_p(k + 1) = A_p \Delta x_p(k) + B_p \Delta u(k)
\]  

(4)

Where,

\[
\Delta x_p(k + 1) = x_p(k + 1) - x_p(k), \Delta x_p(k) = x_p(k) - x_p(k - 1), \Delta u(k) = u(k) - u(k - 1)
\]

\(\Delta x_p(k + 1)\) and \(\Delta x_p(k)\) denote the difference of the state variable, and \(\Delta u(k)\) denotes the difference of the control variable. A new state variable vector in (5) was selected in order to connect the state variable \(\Delta x_p(k)\) to the output \(y(k)\).

\[
x(k) = [\Delta x_p(k)^T \quad y(k)]^T
\]  

(5)

Considering (4) in output, (3) can be written in the form of (6).

\[
y(k + 1) - y(k) = C_p \left( x_p(k + 1) - x_p(k) \right)
\]  

(6)

Rearrange (6) based on (4) gives,

\[
y(k + 1) = C_p A_p \Delta x_p(k) + C_p B_p \Delta u(k) + y(k)
\]  

(7)

The augmented state-space model as indicated in (8) can be obtained by putting together (4) and (7).

\[
x(k + 1) = A x(k) + B \Delta u(k), y(k) = C x(k)
\]  

(8)

Where,

\[
A = \begin{bmatrix} A_p & 0_p^T \\ C_p A_p & I \end{bmatrix}, B = \begin{bmatrix} B_p \\ C_p B_p \end{bmatrix}, C = [0_p \quad 1]
\]  

\(A, B\) and \(C\) is the augmented model, \(0_p\) is the zero matrix with dimension \( q \times n \) and \( I \) is a unit matrix with dimension \( q \times q \). Considering (1) as a plant model, the augmented model of the pneumatic system utilized in this study is represented as,
\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0.1284 & -0.9976 & 1.869 & 0 \\
0 & 0.0016 & 0 & 1
\end{bmatrix},
B = \begin{bmatrix}
0 \\
1 \\
0 \\
0
\end{bmatrix},
C = \begin{bmatrix}
0 & 0 & 1
\end{bmatrix}
\] (9)

The augmented model in (9) has eigenvalues \( \lambda \) at 1, 0.9992, 06811, and 0.1887. The first \( \lambda \) is from the augmentation of the plant model, while the last three \( \lambda \) are from the original pneumatic plant. Consequently, the augmented state-space model has one integrator embedded into the augmented state-space model to suit the controller design purpose. The design of MPC is based on optimizing the difference of the control signal \( \Delta u(k) \) within an optimization window, \( \Delta u(k) \), or so called the future control trajectory is denoted by (10),

\[
\Delta u(k), \Delta u(k + 1), \cdots, \Delta u(k + N_c - 1)
\] (10)

Where \( N_c \) is the control horizon, which is used to dictate the number of parameters in order to capture the future control trajectory. When the state variable vector \( x(k) \) at sampling time instant \( k \) is assumed available through measurement, the current plant information is provided by the state \( x(k) \). With given information \( x(k) \), the future state variables are denoted as (11),

\[
x(k + 1|k), x(k + 2|k), \cdots, x(k + m|k), \cdots, x(k + N_p|k)
\] (11)

Where \( x(k + m|k) \) is the predicted state variable at \( k + m \) with the given current plant information \( x(k) \) and \( N_p \) is the prediction horizon or the length of optimization window. Generally, \( N_c \leq N_p \). In this study, \( N_c \) and \( N_p \) were chosen to be 3 and 20, respectively. The sequentially calculated future state variable using the set of future control parameters is expressed,

\[
x(k + 1|k) = Ax(k) + B\Delta u(k)
\]
\[
x(k + 2|k) = A^2x(k) + AB\Delta u(k) + B\Delta u(k + 1)
\]
\[
x(k + N_p|k) = A^N_p x(k) + A^{N_p-1}B\Delta u(k) + A^{N_p-2}B\Delta u(k + 1) + \cdots + A^{N_p-N_c}B\Delta u(k + N_c - 1)
\] (12)

The substitution of (12) into output in (8) provides the predicted output variables, as shown in (13),

\[
y(k + 1|k) = CAx(k) + C\Delta u(k)
\]
\[
y(k + 2|k) = CA^2x(k) + CAB\Delta u(k) + CB\Delta u(k + 1)
\]
\[
y(k + N_p|k) = CA^{N_p}x(k) + CA^{N_p-1}B\Delta u(k) + CA^{N_p-2}B\Delta u(k + 1) + \cdots + CA^{N_p-N_c}B\Delta u(k + N_c - 1)
\] (13)

Besides, (13) can also be written in a compact matrix form as,

\[
Y = FX(k) + \Phi \Delta U
\] (14)

Where,

\[
F = \begin{bmatrix}
CA \\
CA^2 \\
\vdots \\
CA^{N_p}
\end{bmatrix},
\Phi = \begin{bmatrix}
CB & 0 & \cdots & 0 \\
CAB & CB & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{N_p-1}B & CA^{N_p-2}B & \cdots & CA^{N_p-N_c}B
\end{bmatrix}
\]

In this study, a state estimator or an observer system was employed in the design of control strategy. Assuming at time \( k \), the information of state variable \( x(k) \) was not measurable (or available), an observer system will be used to estimate the state variable \( x(k) \) from the process measurement. Hence, the future state variable in (12) was calculated using the estimated state variables as in (15),

\[
\hat{x}(k + 1) = A\hat{x}(k) + B\Delta u(k) + K_{obs}(y(k) - C\hat{x}(k))
\] (15)
Where \( K_{obs} \) is the gain matrix. The pole-placement was employed as a technique to calculate the suitable \( K_{obs} \) value. The poles, which were used to find the suitable \( K_{obs} \) are to be were maintained in the unit circle in order to ensure the stability of the system. The value of poles assigned in this study is demonstrated in Table 1. In this study, the sequence of \( \Delta u(k), \Delta u(k + 1), \ldots, \Delta u(k + N_e - 1) \) in (10) was approximated using a set of discrete-time Laguerre functions. The set of discrete-time Laguerre functions expressed a vector form described in (16), while (17) expressed its difference equation,

\[
L(k) = [l_1(k) \ l_2(k) \ \ldots \ l_N(k)]^T
\]  
(16)

\[
L(k + 1) = A_k L(k)
\]  
(17)

Where \( A_k \) is the matrix with dimension \( N \times N \) and is a function of parameters \( \alpha \) and \( \beta \). The initial condition of (16) is given in,

\[
L(0) = \sqrt{\beta} \times [1 \ -\alpha \ \alpha^2 \ \ldots \ (-1)^{N-1} \alpha^{N-1}]^T
\]  
(18)

\( \alpha \) is the scaling factor of the Laguerre network and \( \beta = 1 - \alpha^2 \). To ensure the stability of the network, \( \alpha \) must be within \( 0 \leq \alpha < 1 \). In this study, the value of \( \alpha \) used is 0.1. This study is set out to respect the actuator constraints while bringing and maintaining the position of the cylinder stroke as close as possible to the desired position. In doing so, the manipulated and controlled variables being considered were the signal to the valves and the position of the cylinder stroke. MPC was used in this study to determine the future adjustments of the signal to the valve. MPC predicted the future plant outputs and performed the control actions accordingly by solving the optimal future control actions (cost function and constraints). The cost function \( J \) that reflect the control objective of this study is defined as,

\[
J = \sum_{m=1}^{N_p} x(k + m|k)^T Q x(k + m|k) + \eta^T R \eta
\]  
(19)

Where \( Q \) and \( R \) are the weighting matrices with \( Q = C^T C \) (or \( \geq 0 \)) and \( R \) was chosen to be 0.1 (or \( > 0 \)).

\[
Q = C^T C = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  
(20)

Where,

\[
C = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}
\]

Since this study aims to bring and maintain the predicted output as close as possible to the set-point signal, the state variable \( x(k + m|k) \) in (19) must be re-defined in order to include the set-point signal in the cost function equation. Hence, (21) is the new equation of the state variable with the inclusion of set-point signal \( r(k) \) within the optimization window,

\[
x(k + m|k) = [\Delta x_p(k + m|k) \ y(k + m|k) - r(k)]^T
\]  
(21)

The optimal solution of the parameter vector \( \eta \) in (19) based on minimization of the cost function is represented as (22),

\[
\eta = -\Omega^{-1} \psi x(k)
\]  
(22)

Where,

\[
\Omega = \sum_{m=1}^{N_p} \phi(m) Q \phi(m)^T + R, \psi = \sum_{m=1}^{N_p} \phi(m) Q A^m
\]

Upon obtaining the optimal solution of the parameter vector \( \eta \), the control law can be realised as,

\[
\Delta u(k) = L(0)^T \eta
\]  
(23)

The control law in (23) can also be represented in the form of linear state feedback control as expressed in (24).
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\[ \Delta u(k) = -K_{mpc}x(k) \]  
(24)

Where,

\[ K_{mpc} = L(0)^T \Omega^{-1} \psi, x(k) = [\Delta x_p(k)^T \ e(k)]^T \]

Hence, the control law to be applied can be written as,

\[ u(k) = \Delta u(k) + u(k - 1) \]  
(25)

\( e(k) \) is the error signal between the predicted output \( y(k) \) and set-point signal \( r(k) \). When an observer is used in the design, all the actual state variable \( x(k) \) will be replaced with the observed state variable \( \hat{x}(k) \).

4.2. MPC with constraints on input valves

Restrictions were given to the control signal to the system’s manipulated variable or input valves in the case of the pneumatic system used in this study. In this study, a control signal was defined as a signal exported from the controller, which will influence the system response (i.e. the position of the cylinder stroke). Thus, this signal should be controlled to ensure that would always be in a range that is allowed by the system. If the maximum allowable value is exceeded, an overshoot might be generated in the system response. This phenomenon may occur frequently as the system is implemented in real-time environment. The maximum amplitude value allowed for the extension and retraction of the cylinder stroke during operation were set to +255 (for valve 1) and -255 (for valve 2), respectively. Hence, the signal from the MPC to the system’s valves was constrained within ±255. Suppose that the limits on the valves control signals are \( u_{\text{min}} = -255 \) and \( u_{\text{max}} = +255 \), and \( u(k) = \sum_{i=0}^{k-1} \Delta u(i) \). Consequently, the inequality constraints for future time \( k, k = 1, 2, \ldots \) can be expressed as:

\[ -255 \leq M \eta + u(k - 1) \leq +255 \]  
(26)

Where,

\[
M = \begin{bmatrix}
\sum_{i=0}^{k-1} l_1(i)^T & 0_z^T & \cdots & 0_m^T \\
0_1^T & \sum_{i=0}^{k-1} l_2(i)^T & \cdots & 0_m^T \\
\vdots & \vdots & \ddots & \vdots \\
0_1^T & 0_z^T & \cdots & \sum_{i=0}^{k-1} l_m(i)^T
\end{bmatrix}
\]

Where \( u(k - 1) \) is the previous control signal and \( 0_k^T \) is a row vector with dimension as in \( L_k(0)^T \).

4.3. The design of nonlinear gain constrained model predictive controller

This study incorporated the nonlinear gain in a controller algorithm known as the constrained model predictive controller (CMPC) as a new approach to enhance the performance of pneumatic positioning system, especially in its transient response. The justifications of incorporating the nonlinear gain within the controller algorithm as a new approach for this study included the following: 1) it is challenging to provide good transient response with the use of linear controller (which in this case, the conventional constrained MPC) for the system (in other words, it is impossible to achieve high speed response without overshoot with the use of linear controller, particularly in real-time environment) due to the existence of nonlinearities and uncertainties in the system and 2) the inclusion of constraints in the controller algorithm degraded the response time of the system; thus, making the system slower.

This study also considered that the use of linear controller remains relevant in controlling the position of the pneumatic system in this study and certain modifications can improve the performance of system. Thus, the underlying principle to this proposed control strategy for this study was to employ nonlinear elements in the linear controller scheme, which compensate for error variations in the pneumatic positioning system, while simultaneously improving the performance of system. Figure 5 illustrates the block diagram of the pneumatic positioning system with the proposed control strategy.

As shown in Figure 5, a function called nonlinear gain was employed in this study to compensate the nonlinearities and uncertainties in the system parameters. It was utilized to control the error signal \( e(k) \) between the predicted output \( y(k) \) and set-point signal \( r(k) \) in (24). It is of utmost importance to control \( e(k) \) due to its influence on the formation of the control signal to the pneumatic system. This technique was employed in this study to adjust the controller gain according to the output produced from this function, which is known as the scaled error \( f(e) \) as described in (27).
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\[ f(e) = k_{nl}(e) \times e(k) \]  

Where,  

\[ k_{nl}(e) = \frac{\exp(ke) + \exp(-ke)}{2} \]  

\[ e = \begin{cases} e & \text{if } |e| \leq e_{\text{max}} \\ e_{\text{max}} \times \text{sign}(e) & \text{if } |e| > e_{\text{max}} \end{cases} \]  

Figure 5. Block diagram of the proposed control strategy

The value of nonlinear gain function \( k_{nl}(e) \) in (28) was adjusted according to the error \( e \) from the system, while the parameter values of both rate variation of nonlinear gain \((k)\) and variation of error \((e_{\text{max}})\) were selected by the user. \( k_{nl}(e) \) acts as a nonlinear function of error \( e \) and is bounded in the sector as described in (29). Figure 6 illustrates the relationship between \( k_{nl} \) and \( e \).

\[ 0 \leq k_{nl}(e) \leq k_{nl}(e_{\text{max}}) \]  

Figure 6. Relationship between \( k_{nl} \) and \( e \)

The incorporation of a nonlinear gain function into the controller algorithm in (25) generates the proposed control strategy (30). This study performed the following procedures in Figure 7 to determine the parameter values of \( k_{nl} \).

\[ u(k) = -[K_{mpc1}\Delta x_1(k) + K_{mpc2}\Delta x_2(k) + K_{mpc3}\Delta x_3(k) + K_{mpc4}(k_{nl}(e) \times e(k))] \]
\[ + u(k-1) \]  

As shown in Figure 7, prior to the selection of the value of parameters \( k \) and \( e_{\text{max}} \) (28), the maximum value of \( k_{nl} \) for stability must be obtained. It was revealed in the closed-loop stability using Jury stability test that the performance of the proposed control system tend to unstable when \( k_{nl} \geq 2.96 \). Thus, it is recommended that \( k_{nl} \) is within the range of \( 0 < k_{nl} < 2.693 \) for system stability. Based on the prior procedures and tests, the recommended value of \( k \) and \( e_{\text{max}} \) were set at 12 and 0.1, respectively. Table 1 describes the parameters of the proposed control strategy used in this study.

Table 1: Parameters of the proposed control strategy

| Nonlinear gain, \( k_{nl}(e) \) |
|-------------------|
| 0                |
| 1                |
| 1.81             |

Based on (28), when \( k = 12 \) and \( e_{\text{max}} = 0.1 \), \( k_{nl}(e_{\text{max}}) = 1.811 \), which implies that it is within the stable region. Generally, higher value of \( e_{\text{max}} \) contributes the highest overshoot, which leads to
Find the closed-loop characteristic equation of IPA positioning control system

Determine maximum value of nonlinear gain, \( k_{nl}(e_{max}) \) using Jury stability criterion

Select \( k \) and \( e_{max} \) based on \( k_{nl}(e_{max}) \)

Figure 7. Procedures to determine the parameter values of nonlinear gain \( (k_{nl}) \)

| Control strategies | Name of parameter | Control parameters | Abbreviation | Value |
|--------------------|-------------------|--------------------|--------------|-------|
| MPC                | Prediction horizon| \( N_p \)           | 20           |       |
|                    | Control horizon   | \( N_c \)          | 3            |       |
|                    | Scaling factor of Laguerre network | \( a \) | 0.1 |       |
|                    | Weighting matrix  | \( R \)            | 0.1          |       |
| Observer           | Observer poles    | -                  | 0.0100, 0.0105, 0.0110, 0.0115 |       |
| Nonlinear gain function | Variation of nonlinear gain | \( k \) | 12 |       |
|                    | Variation of error| \( e_{max} \)      | 0.1          |       |

5. RESULTS AND DISCUSSION

The capabilities of the proposed control strategy (NG-CMPC) to control and to improve the transient response performance of the pneumatic positioning system, in a real-time environment are evaluated and discussed in this section. The positioning control performance for different distances using the proposed control strategy (NG-CMPC) was presented and evaluated. The performances of the proposed control strategy were also analysed and compared to the existing methods of similar pneumatic plant systems (refer to pneumatic system used in this study) in order to determine the improvements. A sampling time of 10 ms was used in experimenting, and the proposed control strategy was developed using MATLAB/Simulink. The controller parameters stated in Table 1 was used in this section in order to perform validation. In this subsection, experiments were conducted to test the implementation of the proposed control strategy (NG-CMPC) in order to control the pneumatic positioning system at different distances. Several values of position distance (50 mm, 100 mm, and 150 mm) were provided for comparison, and the step signal was applied as the input signal. Each test was conducted for 20 s. The performances of the NG-CMPC system’s transient (i.e. rise time \( (\tau_r) \), settling time \( (\tau_s) \), overshoot \((OS)\), and steady-state error \((e_{ss})\)) in controlling the pneumatic positioning systems for all distances were then compared with CMPC, PFC-O, and PI. Figure 8 shows a comparative view of these step tests where the position distance was varied from fully retracted (0 mm) to near fully retracted (50 mm), fully retracted (0 mm) to the actuator mid-stroke (100 mm), and fully retracted (0 mm) to near fully extended (150 mm). Table 2 summarizes the data obtained in Figure 8.

The experimental results in Figure 8 and Table 2 demonstrate an increase in the response time of \( \tau_r \) and \( \tau_s \) for all strategies as the position distance is increased. In other words, the longer the positioning distance to be reached by the cylinder stroke, the longer the time taken by all strategies to achieve its steady-state value. The comparison between the controller strategies shows that NG-CMPC successfully controlled the pneumatic cylinder stroke the fastest in order to achieve a positioning distance of 50 mm, 100 mm, and
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150 mm. The speed response generated by PFC-O for all the distances was almost similar to the performance provided by NG-CMPC, with some additional time. Among all, the PI controller took a longer time to be within 2% of the steady-state value. The PI controller took about 3.500 s, 3.345 s, and 3.826 s to be within ±2% of the position of 50 mm, 100 mm, and 150 mm respectively. The observation through the data in Table 2 found that NG-CMPC successfully improved the overall performance of \( t_r \) and \( t_s \) produced by CMPC.

![Graphs showing experimental response](image)

**Figure 8.** Experimental response when position distance is at: (a) 50 mm, (b) 100 mm, and (c) 150 mm

Given the response of \( OS \), NG-CMPC and PFC-O produced a response without \( OS \) for all position distances. CMPC gave a system response with \( OS \) of between 0.5 % and 1 %, whereas PI produced significantly large \( OS \ (> 20 %) \), for all position distances. The comparison of \( OS \) performance between CMPC and NG-CMPC clearly showed that NG-CMPC consistently succeeded in improving the \( OS \) of the CMPC. Concerning accuracy, PFC-O was less accurate compared to the CMPC, NG-CMPC, and PI strategies. Although the increase in position distance reduced the \( e_{ss} \) produced by PFC-O, however, the positioning control of pneumatic using PFC-O as a strategy was still not accurate. Furthermore, the \( e_{ss} \) produced by PFC-O was still high, which were 5.140 mm, 3.220 mm, and 2.120 mm for the position
distances of 50 mm, 100 mm, and 150 mm, respectively. These are contrary to other strategies that gave almost 0 mm of $e_{ss}$ during the control operations.

Therefore, to summarise, the incorporation of $k_{nl}$ into the CMPC algorithm was considered as a novel control technique to improve the overall transient response performance, particularly in CMPC strategy. Using CMPC, accurate positioning control with a minimal overshoot of pneumatic positioning system can be provided, however fast speed response is very difficult to achieve. NG-CMPC improved the speed of the response and overshoot given by CMPC, with a small value of steady-state error. PFC-O produced an almost similar response of speed and overshoot as NG-CMPC, however, its steady-state error was substantial. The PI produced very large overshoot in the system response, with the penalty of increased settling time. The results obtained using NG-CMPC are satisfactory and show an improved transient response performance given by CMPC by providing fast speed response without overshoot, for all position distances.

Table 2. Summary of the experimental response using different control strategies for position distance of 50 mm, 100 mm, and 150 mm

| Distance (mm) | Transient performance | Control strategy |
|--------------|-----------------------|------------------|
|              | $t_r$ (s) | $t_s$ (s) | $\Delta S$ (%) | $e_{ss}$ (mm) | $t_r$ (s) | $t_s$ (s) | $\Delta S$ (%) | $e_{ss}$ (mm) | $t_r$ (s) | $t_s$ (s) | $\Delta S$ (%) | $e_{ss}$ (mm) | $t_r$ (s) | $t_s$ (s) | $\Delta S$ (%) | $e_{ss}$ (mm) |
| 50           | 0.775     | 1.528     | 1.000          | 0             | 0.870     | 1.550     | 0.540          | 0             | 1.103     | 1.765     | 0.547          | 0             | 0        | 0        | 0             | 0            |
| 100          | 0.390     | 0.670     | 0.988          | 0.020         | 0.687     | 1.026     | 0.040          | 0             | 1.023     | 1.406     | 0.050          | 0.080         | 0        | 0        | 0             | 0            |
| 150          | 0.464     | 0.670     | 1.026          | 5.140         | 0.706     | 3.435     | 38.467         | 3.826         | 1.049     | 1.482     | 2.120          | 0.310         | 0        | 0        | 0             | 0            |

6. CONCLUSION

This study proposed a nonlinear gain constrained model predictive controller (NG-CMPC) as new control strategy to enhance pneumatic positioning system transient response while considering the constraints of system. In this study, the nonlinear gain function was incorporated within the conventional constrained MPC (CMPC) algorithm for the purpose of improving the speed response and accuracy of the pneumatic positioning system. At the end of this study, the performances of the proposed NG-CMPC to control the pneumatic positioning system were compared with CMPC, proportional-integral (PI), and predictive functional control with observer (PFC-O). From the experimental results, it was found that NG-CMPC improved the performance of transient response given by CMPC by providing fast speed response with minimal/without overshoot. Meanwhile, comparison with PI and PFC-O revealed that the proposed NG-CMPC gave a good improvement of speed and overshoot in the system response. NG-CMPC are capable to provide fast speed response without overshoot for all position distances and also succeeded in maintaining the steady-state accuracy in the pneumatic positioning system response regardless of whether the load varied. Therefore, showing that incorporating nonlinear gain function in the controller algorithm can improve the system transient response. Thus, all these findings proved that the linear controller remains relevant in controlling the position of the pneumatic system and certain modifications can improve the performance of system.
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