CNN-Based Speaker Verification and Speech Recognition in Tibetan
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Abstract. In recent years, there have been a little studies on speaker and speech recognition in Tibetan, which are mainly based on traditional methods of probability statistics. With the development of deep learning, neural networks have been widely used in speaker and automatic speech recognition, which have achieved remarkable results. In this paper, we utilize end-to-end model to study speaker verification and speech recognition in Tibetan. This article uses the ResCNN network for Tibetan speaker verification. In speech recognition, we adopt the DFCNN-CTC structure, where connectionist temporal classification (CTC) directly outputs the probability of sequence prediction without external post-processing. We have made some improvements to the two models. Experiments show that the improved model reduces EER by 3% and WER by 18% in speaker verification and speech recognition, respectively.

1. Introduction
Speaker recognition can be divided into two types according to different recognition methods: speaker identification and speaker verification [1]. Between them, speaker verification (SV) is to confirm whether a certain speech is spoken by a designated person. According to the recognition object, the SV system can be divided into two categories, text-dependent and text-independent. Text-dependent [2] SV systems require fixed or prompted text phrases to generate speech, while the text-independent SV systems operate on unconstrained speech. In this paper, we mainly study tasks about speaker verification with text-independent.

[3] [4] and [5] introduced end-to-end neural speaker verification systems. [3] used the vector output from the last layer of the hidden layer of the DNN model as speaker embedding, [4] used the last frame output of a LSTM model as an utterance-level speaker embedding, and [5] used a NIN, then used the utterance layer pooling layer to aggregate the frame-level representation.

Automatic Speech Recognition (ASR) [6] aims to automatically transcribe speech into text. In the past few years, deep learning has been successfully used in ASR to improve the accuracy of recognition. Recently, end-to-end models have become mainstream methods, and Convolutional Neural Networks (CNN) are more attractive than other deep learning networks.

Tibetan is a small language, and it is difficult to obtain a corpus, leading to a late start in the study of Tibetan speaker recognition. Liu Bin used probability and statistics algorithms to study speaker recognition and speech recognition in the Tibetan Amdo dialect.

The rest of the paper is organized as follows. In section 2, we first describe the research method.
And in section 3, we describe the deep architecture. The experimental results and analysis are presented in Section 4. Finally, the conclusion is given in section 5.

2. Research Method

2.1. Neural Network Structure

Figure 1 shows the deep architecture. The structure can realize speaker verification and speech recognition. The data processing of the two tasks is the same in the early period, the core architecture uses different frameworks and different loss functions.

In speaker verification, this paper uses the deep speaker embedding system [7], which is based on the ResCNN [8]-based framework for training. The core architecture of the system is the combination of convolution residual block [9] and CNN, so that the neural network reaches a deeper level to better represent the characteristics of speech. To begin with, the average sentence layer converts the frame-level input into the utterance-level speaker representation. Secondly, an affine layer and a length normalization layer map the temporally-pooled features to a speaker embedding. Finally, the cosine similarity is measured by triple loss.

In speech recognition, the core architecture of the system uses the DFCNN structure as the acoustic model. The CTC function can relax this one-to-one correspondence requirement without aligning data and labeling. Training requires only one input sequence and one output sequence.

2.2. Triplet Loss

As shown in Figure 2,[10] introduced the triplet loss function in detail, the triple loss is taken as three samples of input, an anchor (from a specific speaker's utterance), a positive example (from another utterance of the same speaker), and a negative example (from a different speaker). The purpose is to make the cosine similarity between the anchor and the positive example is greater than the cosine similarity between the anchor and the negative example. Formally,

\[
s_{ap} - a > s_{an}
\]  

(1)

2.3. CTC Loss

CTC [11] does not demand any prior alignment between input and output. To align the network outputs with the label sequences, an intermediate representation of CTC path is introduced in. We denote the set of CTC paths for \( z \) as \( \phi(z) \). The likelihood of \( z \) can thus be evaluated as a sum of the probabilities of its CTC paths as follows:

\[
P(z|X) = \sum_{p \in \phi(z)} P(p|X)
\]  

(2)

where \( X \) is the utterance consisting of speech frames and \( P \) is a CTC path. Therefore, CTC loss to be:
\[ L_{\text{c}}(T) = -\ln(P(z|X)) \]  \hspace{1cm} (3)

3. Deep Architecture

3.1. Speaker Verification

In this paper, the bottleneck residual block is used to replace the conventional residual block (ResBlock). Among them, the 1×1 convolution kernel can increase the nonlinearity of the network. Three bottleneck ResBlocks are stacked in our architecture. In the context of this work, the bottleneck residual block can effectively reduce the parameters and improve the operation efficiency.

| Module | Layer name | Structure | Dim |
|--------|------------|-----------|-----|
| Simple ResCNN | Conv64-s | 1×1.64, 3×3.64, 1×1.64 | 2048 |
| | Res64 | 5×5, 64 | |
| | Conv128-s | 1×1.128, 3×3.128, 1×1.128 | 2048 |
| | Res128 | 5×5, 128 | |
| | Conv256-s | 1×1.256, 3×3.256, 1×1.256 | 2048 |
| | Res256 | 5×5, 256 | |

Table 1 shows that the detailed information of Simple-ResCNN architecture. On the basis of the original model, the convolutional layer and the residual layer are reduced and other parameters remain unchanged. We use a single convolutional layer with a filter size of 5×5. The frequency dimension is kept constant in all convolution layers. ReLU and batch-norm layers are not shown.

This architecture has only 5 million parameters compared to the original model (24 million).

3.2. Tibetan Speech Recognition

As shown in Figure 3, this article uses a network structure based on DFCNN for Tibetan speech recognition. In the chart, CTC directly outputs the probability of sequence prediction to the model, and it does not require external post-processing. In order to improve the experimental effect and reduce WER, this article ameliorates the original model. Compared with the original network, the number of convolutional layers with 128 channels has doubled on the basis of the original network, and the other convolutional layers remain unchanged. The purpose is to increase the number of convolution layers to further increases the depth of the network and enhances the expressive power of the neural network.
4. Experimental Evaluation

4.1. Data Sets and Configuration
The corpus used in this experiment. Meanwhile, Tibetan speakers recorded by professional microphones. The sampled rate is 16 KHz, 16bit single-channel WAV format. As is shown in Table 2, the corpus consists of 47 speakers, each with a total of 500 sentences per person and a total of 23500 utterances. Average length of each speaker is 2.5 seconds and more than 16 hours of recorded.

The server configuration is as follows: Operating system is CentOS Linux release 7.7.1908 (Core), Intel Xeon E5-2620 CPU, Tesla K40C GPU with 11G memory.

|          | #speaker | #utterance | #utterance/speaker |
|----------|----------|------------|--------------------|
| train    | 30       | 15000      | 500                |
| dev      | 5        | 2500       | 500                |
| test     | 12       | 6000       | 500                |
| total    | 47       | 23500      |                    |

4.2. Training Details
First, we need to perform voice activity detection on the data, the purpose of which is to delete the silent segment. Secondly, the audio is converted to 64-dimensional Fbank coefficients, normalized to have zero mean and unit variance. Last of all, selecting the best from the randomly selected batches for trained. This feature uses a Hamming window with a width of 25ms and a step size of 10ms generated as a sliding window. The learn rate is set to 0.0001.

4.3. Training Loss for Speaker Verification
Figure 4 shows that the train loss during speaker verification. As can be seen from the left figure, the train loss of the original model is difficult to decrease in the early stage. When the number of iterations reaches 13000, the model loss drops to about 0.55. The figure on the right is the train loss after the model is improved. When the number of iterations reaches 7600 times, the training loss drops to about 0.55. Comparing with the two loss graphs, it can be seen that the time which takes for Simple-ResCNN to reduce the number of iterations of the original model is reduced by at least 40%.

4.4. Evaluation Result and Analysis
For the evaluation of speaker verification, the triple loss function is used to calculate the similarity among anchor and positive and negative, which are then evaluated by EER. Table 3 shows that the verification-results of Tibetan speakers based on the original model. It can be seen that as the number of iterations increases, loss value and EER are gradually reduced. The finally EER reached 13.84%. It can be seen from Table 4 that when the loss values of both models are around 0.55, the EER of the
Simple-ResCNN model is 13.42%. Compared with the ResCNN model, the EER decreases 3% roughly. Table 5 shows the results of Tibetan speech recognition. As can be seen from the table, increased the convolutional layer can reduce WER to 47.59%.

Table 3 Tibetan speaker verification based on original model

| iteration | loss  | EER[%] |
|-----------|-------|--------|
| 200       | 5.19  | 50.75  |
| 5200      | 1.97  | 20.42  |
| 13000     | 0.56  | 13.84  |

Table 4 Results of original and improved models in Tibetan speaker verification

| Model      | Iterate | Loss  | EER[%] |
|------------|---------|-------|--------|
| ResCNN     | 13000   | 0.55  | 13.84  |
| Simple-ResCNN | 7600  | 0.55  | 13.42  |

Table 5 Tibetan speech recognition results

| Model | Epoch | Time[s] | WER[%] |
|-------|-------|---------|--------|
| Basic | 3     | 5190    | 58.46  |
| Our   | 3     | 8564    | 47.59  |

5. Conclusion

This paper used an end-to-end model for speaker verification and speech recognition in Tibetan. Meanwhile, we have improved the network structure on the basis of the original model. In speaker verification, this article proposed a simplified model, which greatly reduced the parameters and the amount of calculation. The results show that it can greatly reduce the training time, reduce the loss value fastly, and EER also has a certain improvement. In speech recognition, this experiment increased the depth of the network, thereby reduced WER, but it need more time.
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