The effect of delay in viral production in within-host models during early infection
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ABSTRACT
Delay in viral production may have a significant impact on the early stages of infection. During the eclipse phase, the time from viral entry until active production of viral particles, no viruses are produced. This delay affects the probability that a viral infection becomes established and timing of the peak viral load. Deterministic and stochastic models are formulated with either multiple latent stages or a fixed delay for the eclipse phase. The deterministic model with multiple latent stages approaches in the limit the model with a fixed delay as the number of stages approaches infinity. The deterministic model framework is used to formulate continuous-time Markov chain and stochastic differential equation models. The probability of a minor infection with rapid viral clearance as opposed to a major full-blown infection with a high viral load is estimated from a branching process approximation of the Markov chain model and the results are confirmed through numerical simulations. In addition, parameter values for influenza A are used to numerically estimate the time to peak viral infection and peak viral load for the deterministic and stochastic models. Although the average length of the eclipse phase is the same in each of the models, as the number of latent stages increases, the numerical results show that the time to viral peak and the peak viral load increase.

1. Introduction
The time lag between viral entry into a host cell and active viral production is referred to as the eclipse phase. The duration of this phase is specific to each type of virus. For example, the average length of the eclipse phase for human immunodeficiency virus-1 (HIV-1) infection is around 24 hours and for different strains of influenza virus, the duration of the eclipse phase varies from 4 to 12 hours [14,19,26]. Inclusion of the eclipse phase is important in the study of the early infection of target cells, since the infected host cell may die or be cleared by the immune system prior to active viral production [39].

In this investigation, deterministic and stochastic models are used to study the effect of the eclipse phase on the dynamics of viral establishment and on the peak viral load. Many investigations have focused on the dynamics of HIV and influenza A virus (IAV), applying models with an eclipse phase, e.g. [10,13,14,23,26,32,33,35,39]. A few models have applied
stochastic within-host models to study viral infections [18,26,34,42,43,47]. Beauchemin and Handel review the pros and cons of within-host models for influenza infection [13]. In addition, a recent review of within-host models summarizes the many applications to infectious diseases [17].

One of the early deterministic within-host models by Perelson et al. considered the interaction of HIV with CD4+ T cells in [35]. This model contained an explicit compartment for the eclipse phase. Baccam et al. [10] fitted models with and without an eclipse phase to human influenza patient data and showed that models with an eclipse phase provided a better fit. Similarly, Beauchemin et al. [14] examined treatment effects on IAV applying in vitro data to fit within-host models with and without an eclipse phase and found inclusion of an eclipse phase was also a better fit. Holder and Beauchemin [23] fit influenza A data to a cell culture experiment with high MOI to study average dynamics of a single cell. They found normal and lognormal delays were a better fit to data than either a fixed delay or exponential delay. Anderson and Watson [8] considered the epidemic model with independent gamma-distributed latent and infectious periods and analysed the probability of the major/minor outbreak. Subsequently, many publications analysed models with gamma-distributed periods, e.g. [29–31]. Kakizoe et al. [26] applied several models with different numbers of stages in the eclipse phase to determine the model that best fit data for in vitro experiments with highly pathogenic simian/human immunodeficiency virus (SHIV). The Erlang distribution with three stages in the eclipse phase was the best fit for SHIV. Connections between viral replication and the length of the eclipse phase were discussed in [21], [36].

The delay due to the eclipse phase is the focus of this investigation. We account for different distributions for the delay via a gamma distribution with different shape parameters in a system of ordinary differential equations (ODEs). Inclusion of multiple stages in the eclipse phase allows for different shapes for the distribution of the delay. As the number of stages in the eclipse phase approaches infinity and the mean time to active viral production is held constant, the dynamics of the models with multiple stages approach that of a fixed delay model, a system of delay differential equations (DDEs). We extend this ODE model to include variability in cell/virus numbers to a continuous-time Markov chain (CTMC) and a system of stochastic differential equations (SDEs) and a system of stochastic delay differential equations (SDDEs).

The CTMC model, where the random variables are discrete-valued, accounts for variability in viral establishment due to small cell/virus numbers at the initiation of an infection. The SDE model accounts for variability in timing and in peak viral load after the infection is established. The SDDE is the limiting case of the SDE, where the delay in the eclipse phase has a fixed duration. Although the duration for the eclipse phase in each model has the same mean, it is shown that the time to the peak and the peak viral load increase with the number of stages in the eclipse phase. The mean is insufficient to determine the time to peak viral load or viral peak. Hereafter, we refer to the multiple stages in the eclipse phase as latent stages.

Branching process (BP) approximations of CTMC models have yielded estimates for probability of viral infection in stochastic model formulations [18,33,34,47]. Conway and Coombs [18] were the first to apply BP approximations to an HIV model with an eclipse phase. Noecker et al. [33] applied a within-host model with an eclipse phase to data on SIV. They compared bursting and budding on viral emergence using BPs and other methods to
compute the probability of a viral infection. Yan et al. [46] applied BP approximations to a model with multiple latent and infected stages with no cell death except during last stage of the infected cell. Others have used BP with no eclipse stage [34,47]. Stochastic differential equation models of within-host infection have also been constructed to include variability in the infection process during the early stages [42,43,47].

A BP approximation of a CTMC SIR epidemic model was first used by Whittle [45] to compute the probability of a minor or a major epidemic. Here, we use the term ‘minor infection’ to mean that the infection is cleared quickly and the viral load is relatively low so that it may be undetectable, whereas a major infection means the peak viral load is high and the infection has become established. These two types of infection can be distinguished mathematically when \( R_0 > 1 \) with a BP approximation, as the BP either hits zero (minor infection) or approaches infinity (major infection). The probability of either a minor or a major infection can be computed as a function of the initial number of virions and the initial number of infected cells in each stage. As expected the BP estimates show that a minor infection (rapid viral clearance) has a greater probability of occurrence when the initial viral load is small with no or few latent and infected cells and the greater the number of infected cells the more likely that there will be a major infection.

Numerical examples illustrating the infection dynamics by the various deterministic and stochastic modelling approaches are investigated in the context of IAV infection. Influenza A virus targets the epithelial cells of the upper respiratory tract with an incubation period of about 48 hours and a range of 24–96 hours [13]. Beauchemin and Handel [13] report the lifespan of an infected cell from 12 to 48 hours, the average lifespan of a virion from 0.5 to 3 hours and the length of eclipse phase from 3 to 12 hours. We apply the \textit{in vitro} experimental data for IAV estimated by Beauchemin et al. [14] for the model with one stage during the eclipse phase (the eclipse model) and the model with a fixed delay (the delay model). We rescale the parameter values to satisfy our model assumptions (see details in Section 5), and numerical experiments are performed to compare model outcomes.

In the following Section 2, the deterministic within-host model is introduced with a single latent stage. This deterministic model is extended to one with multiple latent stages and with a fixed delay. The basic reproduction number \( R_0 \) is calculated for each model. In Section 3, a continuous-time Markov chain model for multiple latent stages is formulated. Applying theory from BP, expressions for the probabilities of a minor infection are derived near the infection-free equilibrium, with constant number of uninfected cells, during the early stages of infection. In Section 4, a stochastic differential equation model for multiple latent stages and a stochastic delay differential equation model are formulated. In Section 5, several numerical simulations show the parameter sensitivity of the BP estimate for probability of a minor infection for IAV. In addition, the variability in the dynamics at specific time points and at the time to peak viral infection are compared in the ordinary and stochastic differential equation models. We conclude by summarizing the results of this modelling study and discuss some implications for early therapeutic intervention and some ways to extend to this study.

2. Deterministic models

We first introduce the basic deterministic model with one latent stage. Then we extend this model, allowing time for the virus to replicate inside the cell. The second model assumes
n latent stages for the eclipse phase, $L_1, \ldots, L_n$, each with transition rate $\delta_k, k = 1, \ldots, n$ and the third model assumes a fixed delay of length $1/\delta$. One important assumption is that the infection rate of the target cells by one virion is accompanied by a loss of one virion. In particular, one virion results in infection of a target cell. We focus on the case $\delta_k = n\delta$. In the particular case when there is no death during any of the latent stages, the average time of the eclipse phase is equal to $1/\delta$ for all three models, for either one or $n$ latent stages or for a fixed delay.

### 2.1. Basic model with one latent stage

A simple model for viral infection of target cells includes variables for the density of uninfected target cells, $H$, eclipse-phase cells, $L$, infected cells, $I$, and the concentration of virions $V$ or free viruses, outside the cells. The model has the form:

\[
\begin{align*}
\frac{dH}{dt} & = \Lambda - \beta VH - \mu_H H \\
\frac{dL}{dt} & = \beta VH - \delta L - \mu_L L \\
\frac{dI}{dt} & = \delta L - \mu_I I,
\end{align*}
\]

\[V(t) = b(I(t) - \beta VH - cV), \quad (1)\]

where $\beta$ is the transmission rate of the virus, $\delta$ is the rate an eclipse-phase cell becomes an infected cell, $b$ is the viral production rate, $c$ is the clearance rate of the virus, and $\mu_H, \mu_L$, and $\mu_I$ are the death rates of $H, L$, and $I$, respectively. An eclipse-phase cell and an infected cell may have a shorter lifespan (larger death rates) than a healthy cell:

\[\mu_H \leq \mu \leq \mu_I.\]

The transmission term $\beta VH$ also appears in the equation for virions because of the assumption that it takes only one virion to infect a target cell. The possibility of multiply-infected cells is excluded. The total number of cells that have not died is $N(t) = H(t) + L(t) + I(t)$, where

\[\frac{dN}{dt} = \Lambda - \mu_H H - \mu_L L - \mu_I I.\]

The infection-free equilibrium is $L = I = V = 0$ and $\bar{H} = \Lambda/\mu_H$. For in vitro experiments, it is often the case that $\Lambda = 0$ and $\mu_H = 0$. For this case, $\bar{H} = H(0)$. For simplicity, we refer to model (1)–(2) as the HLIV model.

The basic reproduction number for the HLIV models (1)–(2) can be computed from the next generation matrix approach at the infection-free equilibrium as in [38,44]:

\[R_0^{(1)} = \frac{b\bar{H}\delta}{\mu_I(\beta H + c)(\delta + \mu)}, \quad (3)\]

where the superscript (1) refers to one latent stage. The basic reproduction number can also be computed by counting the number of secondary cases arising from one infected
cell. Each infected cell produces $b/\mu_I$ virions during its lifetime. Each virion produces $\beta \bar{H}/(\beta \bar{H} + c)$ eclipse-phase cells during its lifetime and the fraction $\delta/(\delta + \mu)$ that survives become infected cells. A similar interpretation applies to production of virions. The infection-free equilibrium $\bar{H}$ is locally asymptotically stable if $R_0^{(1)} < 1$ [44]. If $\delta \to \infty$, then the model with no latent stage has a basic reproduction number given by

$$R_0^{(0)} = \frac{b \beta \bar{H}}{\mu_1 (\beta \bar{H} + c)}. \quad (4)$$

### 2.2. Multiple latent stage model

The model with a single latent stage $L$ is extended to one with $n$ stages (Figure 1). The length of each stage is shortened and has a distinct transition rate $\delta_k$ ($k = 1, \ldots, n$). In the case that there are no deaths during each latent stage, the total mean duration of the eclipse phase is $1/\delta = \sum_{k=1}^n 1/\delta_k$. The advantage of increasing the number of the latent stages is to ensure viral reproduction does not occur immediately after a virus enters a cell. Lloyd showed that including $n$ infectious stages corresponds to an underlying gamma-distributed infectious period [29,30]. The sum of $n$ independent exponential distributions with parameter $1/(n\delta)$ is an Erlang distribution, a special case of the gamma distribution, with shape parameter $n$ and rate parameter $n\delta$. Figure 2 displays the Erlang probability density function (pdf) for $n = 1,2,3,4,5$ latent stages as well as for the limiting case when $n \to \infty$, a fixed delay, with a dirac delta function with probability mass concentrated at $1/\delta$.

The differential equations for target cells $H$ and virions $V$ are the same as in the original HLIV models (1)–(2). However, there are $n$ latent stages that make up the eclipse phase. See Figure 1. The differential equations for $n$ latent stages and one infected stage are given below:

$$\frac{dL_1}{dt} = \beta VH - \delta_1 L_1 - \mu_1 L_1$$

![Figure 1](image_url)  
**Figure 1.** Compartmental diagram of the model with multiple latent stages. The circles represent compartments $H$, $L_1, \ldots, L_n$, $I$, (right to left), virions $V$. The terms $\mu_H$, $\mu_k$ ($k = 1, \ldots, n$), and $\mu_I$ are death rates associated with the particular state $H,L_k$ ($k = 1, \ldots, n$), and $I$, respectively. Parameter $\Lambda$ is the birth rate of cells, $b$ is the viral production rate of virions from an actively producing cell and $c$ is the clearance rate of virus. Parameter $\delta_k$ ($k = 1, \ldots, n$) is the transition rate between latent stages and the transition rate into stage $I$. Parameter $\beta$ is the rate that virions $V$ infect a cell $H$.  


Figure 2. The probability density function (pdf) corresponding to an Erlang distribution is graphed with shape parameter $\ell = n$ and rate parameter $\lambda = n\delta$ for $\delta = 0.31$ (see Table 2 for IAV infection) [14]. The pdf has the form $f(t) = \lambda^\ell t^{\ell-1} \exp(-\lambda t)/(\ell - 1)!$. The mean of the pdf is $1/\delta$. The fixed delay model has a generalized pdf, with a fixed duration of $1/\delta$, i.e. a dirac delta function with probability mass concentrated at $1/\delta$.

\[
\frac{dL_k}{dt} = \delta_{k-1}L_{k-1} - \delta_k L_k - \mu_k L_k, \quad \text{for } k = 2, 3, \ldots, n,
\]
\[
\frac{dI}{dt} = \delta_n L_n - \mu I.
\]

The generalization from one stage to $n$ stages yields the following basic reproduction number:

\[
\hat{R}_0^{(n)} = \frac{b\beta \bar{H}}{\mu_1(\beta \bar{H} + c)} \prod_{k=1}^{n} \left( \frac{\delta_k}{\delta_k + \mu_k} \right) = R_0^{(0)} \prod_{k=1}^{n} \left( \frac{\delta_k}{\delta_k + \mu_k} \right),
\]

where $R_0^{(0)}$ is defined in (4). If there is no cell death during the eclipse phase, $\mu_k = 0$, then $R_0^{n} = R_0^{(0)}$. Local stability of $\bar{H}$ follows if $\hat{R}_0^{(n)} < 1$ [44]. The following analysis is restricted to the case with $\delta_k = n\delta$ and death rates $\mu_k = \mu \geq 0$. The basic reproduction number in this case has the form:

\[
\bar{R}_0^{(n)} = \frac{b\beta \bar{H}}{\mu_1(\beta \bar{H} + c)} \left( \frac{n\delta}{n\delta + \mu} \right)^n = R_0^{(0)} \left( \frac{n\delta}{n\delta + \mu} \right)^n.
\]

2.3. Fixed delay model

Next, we extend the original HLIV model (1)–(2) to one with a fixed delay $\tau$. The differential equations for the latent and infected cell densities are given below:

\[
\frac{dL(t)}{dt} = \beta V(t)H(t) - \beta V(t - \tau)H(t - \tau) e^{-\mu \tau} - \mu L(t)
\]
\[
\frac{dI(t)}{dt} = \beta V(t - \tau)H(t - \tau) e^{-\mu \tau} - \mu I(t),
\]

\[
\text{(7)}
\]
where the proportion of eclipse-phase cells that survives to become infected is \( e^{-\mu \tau} = e^{-\mu/\delta} \). Since the delay until viral reproduction is fixed at \( \tau \), the duration of the latent stage is exactly \( \tau \), e.g. the associated generalized pdf for the duration of the latent stage is a dirac delta function with probability mass concentrated at \( 1/\delta \) (Figure 2).

The basic reproduction number for the delay model is

\[
\mathcal{R}_0^{(d)} = \frac{b \beta H e^{-\mu/\delta}}{\mu (\beta H + c)} = \mathcal{R}_0^{(0)} e^{-\mu/\delta}.
\]

As \( n \to \infty \), the basic reproduction number, given in (6), for \( n \) latent stages \( \mathcal{R}_0^{(n)} \), approaches \( \mathcal{R}_0^{(d)} \), since

\[
\lim_{n \to \infty} \left( \frac{n \delta}{n \delta + \mu} \right)^n = e^{-\mu/\delta}.
\]

Local stability of \( \bar{H} \) follows if \( \mathcal{R}_0^{(d)} < 1 \) (verified in Appendix A.1).

3. Continuous-time Markov chain

A stochastic model with discrete events but continuous in time is formulated based on the assumed rates in the within-host model with multiple latent stages. This model is particularly useful in computing the probability of establishment of a viral infection given that target cells are exposed to virions, eclipse-phase cells or infected target cells. It is important to note that we are assuming a homogeneously mixed population of virions and cells.

3.1. Multiple latent stages

The infinitesimal transition rates of a continuous-time Markov chain (CTMC) are described in Table 1. Each random variable is discrete-valued, taking values in \( \{0, 1, 2, \ldots \} \), where \( H, L_i, \) and \( I \) are bounded above by \( \bar{H} \). For example, let \((\Delta H(t), \Delta L_1(t), I(t), \Delta V(t)) = (H(t + \Delta t) - H(t), L_1(t + \Delta t) - L_1(t), I(t + \Delta t) - I(t), V(t + \Delta t) - V(t))\). The single event, infection of a target cell has probability

\[
\mathbb{P}((\Delta H(t), \Delta L_1(t), \Delta I(t), \Delta V(t)) = (-1, 1, 0, -1) \mid (H(t), L_i(t), I(t), V(t))) = \beta V(t) H(t) \Delta t + o(\Delta t).
\]

| Event | Description | Change | Probability |
|-------|-------------|--------|-------------|
| 1     | Birth of \( H \) | \( H \to H + 1 \) | \( \lambda \Delta t + o(\Delta t) \) |
| 2     | Infection of \( H \) | \((H, L_1, V) \to (H - 1, L_1 + 1, V - 1)\) | \( \beta V H \Delta t + o(\Delta t) \) |
| 3     | Death of \( H \) | \( H \to H - 1 \) | \( \mu H \Delta t + o(\Delta t) \) |
| 4     | Death of \( I \) | \( I \to I - 1 \) | \( \mu I \Delta t + o(\Delta t) \) |
| 5     | Viral Production of \( V \) | \( V \to V + 1 \) | \( b I \Delta t + o(\Delta t) \) |
| 6     | Death of \( V \) | \( V \to V - 1 \) | \( c V \Delta t + o(\Delta t) \) |
| 6 + \( k \) | Transition of \( L_k \) to \( L_{k+1} \) | \((L_k, L_{k+1}) \to (L_k - 1, L_{k+1} + 1)\) | \( \sigma L_k \Delta t + o(\Delta t) \) |
| 6 + \( n \) | Transition of \( L_n \) to \( I \) | \((L_n, I) \to (L_0 - 1, I + 1)\) | \( \sigma L_n \Delta t + o(\Delta t) \) |
| 6 + \( (n + k) \) | Death of \( L_k \) | \( L_k \to L_k - 1 \) | \( \mu L_k \Delta t + o(\Delta t) \) |

\( ^a k = 1, \ldots, n - 1, ^b k = 1, \ldots, n. \)
(See e.g. [2,27].) Note the dependence on the current state at time \( t \). The other transition rates are defined in Table 1, where, for simplicity, the time dependence is omitted, i.e. \( H \equiv H(t), L_1 \equiv L_1(t) \), etc. The underlying assumption in a CTMC is that the interevent time is exponentially distributed with parameter \( \lambda \), where \( \lambda \) is the sum of the rates in Table 1:

\[
\lambda = \Lambda + \mu_H H + \beta VH + (n_\delta + \mu) \sum_{k=1}^{n} L_k + \mu I + cV + bI.
\]

### 3.2. Branching process approximation

The CTMC model is approximated near the infection-free equilibrium, when \( H = \bar{H} \) is constant. The infinitesimal transition rates in Table 1 become linear in the variables \( L_k, I \) and \( V \) for small intervals of time \( \Delta t \) when \( H = \bar{H} \) is constant. Therefore, we can apply a BP approximation and utilize probability generating functions (pgfs) to define the dynamics of exponential growth of the BP approximation is reasonable during the early stages of infection, provided there is exponential growth of \( L_k, I \), or \( V \) of sufficient magnitude. Only the eclipse-phase cells \( L_k, k = 1, \ldots, n \), infected cells \( I \), and virions \( V \) are considered as \( H = \bar{H} \) is constant.

A pgf corresponding to each \( n+2 \) variables, the eclipse-phase cells, \( L_k \), infected cells, \( I \), and virions \( V \), represents the number of ‘offspring’ of type \( L_k, I \) or \( V \) generated from one cell or one virion. The domain of each pgf is the set \( u \in [0,1]^{n+2} \), where \( u = (u_1, \ldots, u_{n+2}) \).

The pgf \( f_1(u) \) is the pgf for latent cell population \( L_1 \) given \( L_1(0) = 1 \) and \( L_k(0) = I(0) = V(0) = 0, k = 2, \ldots, n \) and \( f_{n+2}(u) \) is the pgf for the virions, given \( L_k(0) = I(0) = 0, k = 1, \ldots, n \) and \( V(0) = 1 \). The pgfs for the \( n+2 \) states are defined below:

\[
f_k(u) = \frac{n_\delta u_{k+1} + \mu}{n_\delta + \mu}, \quad \text{for } k = 1, 2, \ldots, n,
\]

\[
f_{n+1}(u) = \frac{bu_{n+1}u_{n+2} + \mu I}{b + \mu I},
\]

\[
f_{n+2}(u) = \frac{\beta \bar{H} u_1 + c}{\beta \bar{H} + c}.
\]

For example, in \( f_k(u) \), the term \( n_\delta/(n_\delta + \mu) \) is the probability one latent cell in stage \( k \) transitions to the next latent stage \( k+1 \) for \( k = 1, 2, \ldots, n - 1 \) (or transition to the infected stage if \( k = n \)), and \( \mu/(n_\delta + \mu) \) is the probability that a latent cell dies before transition to the next stage. In \( f_{n+1}(u) \), the term \( b/(b + \mu_I) \) is the probability one infected cell produces one virion. The probabilities follow from the fact that time is continuous, changes occur during a small period of time \( \Delta t \), and the assumptions in Table 1 [5,6].
From BP theory, it follows that the fixed point of the system

\[ q_i = f_i(q_1, q_2, \ldots, q_{n+2}) \]

for \( i = 1, 2 \ldots, n + 2 \) is the probability of ultimate extinction \([3, 4, 9, 22]\). A detailed derivation for the BP approximation can be found in \([24]\). Given \( I(0) = 1 \) and \( L_k(0) = V(0) = 0 \), the probability of extinction is \( q_{n+1} \). The latter two probabilities, \( q_{n+1} \) and \( q_{n+2} \), are associated with infected cells and virions, respectively. For our model, there exists a unique fixed point that lies in the interior of the set \((0, 1)^{n+2}\), provided \( R_{0}^{(n)} > 1 \) \([6]\). An analytical expression for this fixed point can be computed as follows:

\[
q_k = \left( \frac{n\delta}{n\delta + \mu} \right)^{n-k+1} \frac{1}{R_{0}^{(n)}} + \frac{\mu}{n\delta + \mu} \sum_{l=0}^{n-k} \left( \frac{n\delta}{n\delta + \mu} \right)^l, \quad \text{for } k = 1, 2, \ldots, n, \\
q_{n+1} = \frac{1}{R_{0}^{(n)}}, \\
q_{n+2} = q_1 \frac{\beta \bar{H}}{\beta \bar{H} + c} + \frac{c}{\beta \bar{H} + c}.
\]  

If \( R_{0}^{(n)} < 1 \), the unique fixed point is \( q_i = 1 \) for \( i = 1, \ldots, n + 2 \). The formulas in the case of \( n = 1 \), one latent stage, agree with the expressions computed in \([33]\). The probabilities of ultimate extinction correspond to the probabilities of a minor infection in the CTMC model. If there is no cell death during the eclipse phase, \( \mu = 0 \), then \( q_k = 1/R_{0}^{(0)} \) for \( k = 1, \ldots, n + 1 \) \([46]\). With cell death in the eclipse phase, \( \mu > 0 \), the probability of a minor infection or rapid clearance of the infection is increased.

Each term in the expressions for \( q_k, q_{n+1}, \) and \( q_{n+2} \) has a biological interpretation. For example, the term \( [n\delta/(n\delta + \mu)]^l \) is the probability of a transition between \( l \) latent stages, \( \mu/(n\delta + \mu) \) is the probability of a death in a latent stage, and \( 1/R_{0}^{(n)} \) is the probability of an unsuccessful infection at the infected stage. Probability of a minor infection for one virion is defined by the two terms in \( q_{n+2} \). Either the virus enters a cell (first latent stage \( L_1 \)) and there is a minor infection with probability \( q_1 \beta \bar{H}/(\beta \bar{H} + c) \) or the virion is cleared with probability \( c/(\beta \bar{H} + c) \). Similar interpretations can be applied to the terms in \( q_k \), for a cell in the \( k \)th latent stage, where there are either transitions between stages but an unsuccessful infection or a death in one of the latent stages prior to reaching the infected stage.

Near the infection-free state, an underlying assumption in the BP approximation is that the cells and virions are independent of other states. Therefore, for small initial values, \( L_k(0) = l_{k0}, I(0) = i_0 \) and \( V(0) = v_0 \) for \( l_{k0}, i_0, v_0 \in \{0, 1, \ldots\} \), the BP approximation yields the probability of a minor infection as

\[
\left( \prod_{k=1}^{n} q_k \right)^{l_{k0}} q_{n+1}^{i_0} q_{n+2}^{v_0}.
\]  

Alternately, the probability of a major infection is

\[
1 - \left( \prod_{k=1}^{n} q_k \right)^{l_{k0}} q_{n+1}^{i_0} q_{n+2}^{v_0}.
\]
As the fixed delay model is the limiting case of the model with \( n \) latent stages, we compute the average probability of a minor infection for the \( n \) latent classes given in (9) and then let \( n \to \infty \), i.e.

\[
q_L = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} q_k}{n}.
\]

For the infected cells \( I \) and virions \( V \), we compute the limiting value of \( q_{n+1} \) and \( q_{n+2} \) given in (9):

\[
q_I = \lim_{n \to \infty} q_{n+1} \quad \text{and} \quad q_V = \lim_{n \to \infty} q_{n+2}.
\]

The limiting values (derived in the Appendix A.2) are

\[
q_L = 1 - \frac{\delta}{\mu} \left( 1 - e^{-\mu/\delta} \right) \left( 1 - \frac{1}{R_0^{(d)}} \right), \\
q_I = \frac{1}{R_0^{(d)}}, \\
q_V = \frac{\mu_I}{b} + \frac{\beta \tilde{H} (1 - e^{-\mu/\delta}) + c}{\beta \tilde{H} + c}.
\] (12)

These probabilities provide an estimate for a minor infection in a stochastic fixed delay model.

For \( R_0^{(n)} > 1 \) and \( R_0^{(d)} > 1 \), it is straightforward to verify that the expressions in (9) satisfy

\[ q_{n+2} > q_1 \geq q_2 \geq \cdots \geq q_n \geq q_{n+1} \]

and those in (12) satisfy

\[ q_V > q_L \geq q_I. \]

With no cell deaths in the eclipse phase, then \( q_k = 1/R^{(0)} \), \( k = 1, \ldots, n + 1 \), and \( q_L = 1/R^{(0)} = q_I \). An obvious conclusion, shown by the expressions in (11), is that there is a greater probability of a major infection the further the infection has progressed, when there are greater numbers of eclipse phase and infected cells. If the virus is cleared rapidly so that \( v_0 = 0 \) and only a few cells are in the eclipse phase, the infection may still have a high probability of being cleared (minor infection) if there is cell death during these stages, \( \mu > 0 \), such as through drug treatment that eliminates virions (increases \( c \)) or eclipse-phase and infected cells (increases \( \mu \) and \( \mu_I \)) or prevents viral production (decreases \( b \)).

### 4. Stochastic differential equations

To account for variability in number of cells and virions after the virus becomes established, we consider another stochastic formulation. In this case, when numbers of cells and virions are large, the state variables and time are represented by continuous random variables, e.g. \( H(t) \in [0, \tilde{H}] \). We formulate a system of stochastic differential equations (SDEs) for the multiple latent stage model and stochastic delay differential equations (SDDEs) for the fixed delay model.
4.1. Multiple latent stages

A system of Itô SDEs is derived of the form

$$d\tilde{X}(t) = f(\tilde{X}(t)) \, dt + \Sigma(\tilde{X}(t)) \, d\tilde{W}(t),$$

where \(f(\tilde{X}(t))\) is the drift vector, \(\Sigma(\tilde{X}(t))\) is the diffusion matrix, and \(d\tilde{W}(t)\) is a vector of independent Wiener processes. To formulate the SDEs, the transition rates from Table 1 are used to compute the expectation and covariance in the processes to order \(\Delta t\) [1,7]. The drift vector \(f(\tilde{X}(t)) \approx \mathbb{E}(\Delta \tilde{X}(t))\) to order \(\Delta t\) is

$$f(\tilde{X}(t)) \approx \begin{bmatrix} \Lambda - \beta VH - \mu HH \\
\beta VH - n\delta L_1 - \mu L_1 \\
\vdots \\
n\delta(L_{k-1} - L_k) - \mu L_k \\
\vdots \\
bI - \beta VH - cV \end{bmatrix}.$$

Also with the aid of Table 1, the covariance matrix \(G(X(t)) \approx \mathbb{E}(\Delta \tilde{X}(t)(\Delta \tilde{X}(t))^T)\) to order \(\Delta t\) can be used to compute the diffusion matrix \(\Sigma(\tilde{X}(t))\), where \(\Sigma\Sigma^T = G\) [1,7]. The multiple latent stage model takes the form of the following Itô SDE:

\[
\begin{align*}
dH &= (\Lambda - \beta VH - \mu HH) \, dt + \sqrt{\Lambda} dW_1 - \sqrt{\beta VH} dW_2 - \sqrt{\mu HH} dW_3, \\
dL_1 &= (\beta VH - n\delta L_1 - \mu L_1) \, dt + \sqrt{\beta VH} dW_2 - \sqrt{n\delta L_1} dW_7 - \sqrt{\mu L_1} dW_{6+(n+1)}, \\
dL_k &= (n\delta(L_{k-1} - L_k) - \mu L_k) \, dt \\
&\quad - \sqrt{n\delta L_k} dW_{6+k} + \sqrt{n\delta L_{k-1}} dW_{6+(k-1)} - \sqrt{\mu L_k} dW_{6+(n+k)}, \quad \text{for } k = 2, 3 \ldots, n \\
dI &= (n\delta L_n - \mu I) \, dt + \sqrt{n\mu I} dW_4 + \sqrt{n\delta L_n} dW_{6+n}, \\
dV &= (bI - \beta VH - cV) \, dt - \sqrt{\beta VH} dW_2 + \sqrt{bI} dW_5 - \sqrt{cV} dW_6,
\end{align*}
\]

where \(W_k \equiv W_k(t)\) for \(k = 1, 2, \ldots, 6 + 2n\) are \(6+2n\) independent Wiener processes. The time-dependence is omitted for simplicity, \(H \equiv H(t), L_1 \equiv L_1(t), \text{etc.}\)

4.2. Stochastic delay differential equation

We formulate the stochastic delay differential equation (SDDE) model. The same notation is used as for the SDE, where \(\tilde{X}(t)\) is the vector of states and \(\Delta \tilde{X}(t)\) is the change of the states in time \(\Delta t\). A table of transition rates is similar to that of Table 1 with the exception of transitions between latent states. The transition from the latent state \(L\) to the infected state \(I\) has a delay of \(\tau\),

$$\begin{align*}
(L(t - \tau), I(t - \tau)) &\rightarrow (L(t - 1), I(t) + 1),
\end{align*}$$

with probability

$$\beta V(t - \tau)H(t - \tau) \exp(-\mu \tau) \Delta t + o(\Delta t)$$
and the death of cells in the latent state \( L, L(t) \to L(t) - 1 \), has probability \( \mu L(t) \Delta t + o(\Delta t) \). The underlying discrete-event model has a total of 8 events but unlike the CTMC model, the process for the SDDE is not a Markov process. The replication delay between states \( L \) and \( I \) depends on a time delay of \( \tau \). The methods for derivation of system of SDEs described in [1,7] and for a SDDE described in [41] are applied. The SDDE has the general form:

\[
dX(t) = \alpha(\bar{X}(t), \bar{X}(t - \tau)) \, dt + \beta(\bar{X}(t), \bar{X}(t - \tau)) \, d\bar{W}(t).
\] (13)

Denote each of the eight changes by a vector \( v_j, j = 1, 2, \ldots, 8 \) and the state of each of the processes at the time of the change by \( A_j(\bar{X}(t)) \). Applying a normal approximation \( N \) of the Poisson process \( P \) for small \( \Delta t \), we have

\[
P(A_j(\bar{X}) \Delta t) = N(A_j(X(t)) \Delta t, A_j(X(t)) \Delta t)
\]

\[
= A_j(\bar{X}(t)) \Delta t + \sqrt{A_j(\bar{X}(t)) \Delta t} N(0, 1).
\] (14)

In addition,

\[
X(t_n + h) = X(t_n) + hv_1A_1(X(t_n - \tau)) + h \sum_{j=2}^{8} v_jA_j(X(t_n))
\]

\[
+ v_1\sqrt{A_1(X(t_n - \tau))}hN(0, 1)
\]

\[
+ \sum_{j=2}^{8} v_j\sqrt{A_j(X(t_n))}hN(0, 1).
\] (15)

Taking the limit as \( \Delta t \to 0 \) leads to

\[
dX(t) = v_1A_1(X(t - \tau)) \, dt + \sum_{j=2}^{8} v_jA_j(X(t)) \, dt
\]

\[
+ v_1\sqrt{A_1(X(t - \tau))}dW_1 + \sum_{j=2}^{8} v_j\sqrt{A_j(X(t))}dW_j,
\] (16)

with \( dW_j = dW_j(t), j = 1, \ldots, 8 \), where \( \{W_j(t)\}_{j=1}^{8} \) are eight independent Wiener processes.

The Itô SDDE with a fixed delay is

\[
dH = (\Lambda - \beta VH - \mu_HH) \, dt + \sqrt{\Lambda}dW_2 - \sqrt{\beta VH}dW_3 - \sqrt{\mu_HH}dW_4 ,
\]

\[
dL = (-\beta V(t - \tau)H(t - \tau) \exp(-\mu\tau) + \beta VH - \mu L) \, dt
\]

\[
- \sqrt{\beta V(t - \tau)H(t - \tau)} \exp(-\mu\tau)dW_1 + \sqrt{\beta VH}dW_3 - \sqrt{\mu L}dW_5 ,
\]

\[
dI = (\beta V(t - \tau)H(t - \tau) \exp(-\mu\tau) - \mu I) \, dt
\]

\[
+ \sqrt{\beta V(t - \tau)H(t - \tau)} \exp(-\mu\tau)dW_1 - \sqrt{\mu I}dW_6 ,
\]

\[
dV = (-\beta VH + bI - cV) \, dt - \sqrt{\beta VH}dW_3 + \sqrt{bI}dW_7 - \sqrt{cV}dW_8 .
\]

For simplicity, the time-dependence is omitted for the terms with no time delay.
5. Numerical examples

Several sets of numerical examples illustrate the dynamics of the ODE, CTMC, SDE, and SDDE models. Parameters values are from infection with IAV and are based on *in vitro* experimental fit of data to the HLIV model in Equations (1)–(2), as recorded in Beauchemin *et al.* [14] (Table 2, p. 444, referred to as the Eclipse model in this reference). We rescaled values of the transmission rate $\beta$ and the viral production rate $b$ of the virus in order to guarantee that the infection rate of the target cells by virions equals the clearance rate of virions due to entry into uninfected cells, a model assumption. That is, our value of $\beta = \hat{\beta}/\alpha \approx \gamma$ and $b = \hat{b}/\alpha$, where the parameters in [14] were $\hat{\beta} = 1.8 \times 10^{-8}$ for the transmission rate and $\gamma = 6.1 \times 10^{-8}$ for the loss rate due to virion entry into a target cell. We used $\alpha = 0.29$. Since the data are based on *in vitro* experiments, the death rates $\mu_I = \mu = 0$ and the birth rate $\Lambda = 0$. Therefore, $\bar{H} = H(0)$. The remaining parameter values are presented in Table 2. We assume that the cells and the virions are well-mixed or spatially homogeneous.

5.1. ODE and DDE simulations

Parameter estimates from Beauchemin *et al.* [14] for IAV *in vitro* experiments are applied to the HLIV models (1)–(2). Initial conditions are taken to be

$$H(0) = 6.7 \times 10^6 \text{ cells}, \quad I(0) = 6.7 \text{ cells},$$

where the volume is 1 mL, e.g. 100 cells/15 mL $\approx 6.7$ cells/mL [14]. The basic reproduction number for the ODE model with multiple stages in the eclipse phase and DDE model is the same since $\mu = 0$. In particular, $R_0^{(n)} = R_0^{(d)} = 36.56$. Numerical solution of the one latent stage model is graphed in Figure 3. Solutions of the three latent stage model and the fixed delay model exhibit similar qualitative behaviour.

The number of virions reaches its maximum value of $8.72 \times 10^7$ virions at about 43 hours for one latent stage model, while the peak time occurs at about 46 hours for three latent stages model, with the peak value around $8.97 \times 10^7$ virions. For the fixed delay model, the peak time of number of virions occurs at around 49 hours, with the maximum number $9.06 \times 10^7$ virions. The peak times for the ODE model shifts to the right and the peak viral loads increase as the number of latent stages increases, ultimately converging to those for the DDE model as $n \to \infty$ (Figure 4). We observe that with larger values of $I(0)$, peak times are observed earlier. However, the peak viral loads are not changed significantly.

| Parameter | Value |
|-----------|-------|
| $\beta$   | $6.21 \times 10^{-8} \text{ h}^{-1}$ |
| $\delta(\tau)$ | $0.31 \text{ h}^{-1}$ ($3.2$ h) |
| $\mu_I$ | $0.076 \text{ h}^{-1}$ |
| $b$ | $3.48 \text{ h}^{-1}$ |
| $c$ | $0.105 \text{ h}^{-1}$ |
| $\bar{H}$ | $6.7 \times 10^6 \text{ cells}$ |
Figure 3. Numerical solution of the HLIV models (1)–(2) with one latent stage with parameter values in Table 2 and initial conditions given in (17).

Figure 4. Peak times and peak viral loads associated with different numbers of latent stages in the eclipse phase for the ODE model. The peak times and the peak viral loads increase as the number of latent stages increase. The limits of the peak times and the peak viral loads approach those of the DDE model, when \( n \to \infty \). Circles are for the initial conditions given in (17) and those marked with asterisk have initial data \( V(0) = 0 = L(0) \) and \( I(0) = 20 \).

5.2. CTMC simulations

Next we consider numerical simulations of the CTMC models for one latent stage model and for three latent stage model. We use the Gillespie algorithm to compute the sample paths and define the probability of a minor infection [20]. In the simulations, a minor
infection is computed as the proportion of sample paths that hit zero before reaching a predefined viral load of $V = 500$. For one latent stage model, in a test case for $L(0) = 1$ and $V(0) = 0 = I(0)$, the estimated probability from BP of a minor infection is 0.03. For example, in Figure 5, five sample paths for virions and infected cells are graphed over time. For initial conditions $H(0) \approx 6.7 \times 10^6$ and $L(0) = 1$, the one sample path for $V$ and $I$ that hits zero represents a minor infection (dotted sample path in Figure 5). In this one sample path, the cell during the eclipse stage becomes infected, produces virions, and dies; the number of virions peak at about 5 hours then are cleared (dotted sample path in Figure 5(b)). However, the other four sample paths represent a major infection. On the other hand, beginning with a single virion, $V(0) = 1$ and $L(0) = 0 = I(0)$, the BP approximate probability of a minor infection is 0.22 which agrees with the probability obtained from $10^4$ sample paths.

**Figure 5.** Five sample paths of the CTMC model and the ODE solution (solid black curve) are graphed for virions and infected cells over time, given $L(0) = 1$ and $H(0) \approx 6.7 \times 10^6$. One of the five sample paths represents a minor infection (dotted curve); virions peak at 5 hours, then are subsequently cleared. Also, the infected cell dies shortly after 5 hours (sample path hits zero). The remaining four sample paths represent a major infection. In (a) the virion dynamics are graphed over 20 hours, and in (b) a close-up of the virion dynamics are shown over 10 hours. In (c) the infected cell dynamics are graphed for 20 hours, and in (d) a close-up of the dynamics are graphed over 10 hours. The estimate from BP yields the probability of a minor infection as 0.03.
As the number of host cells is sufficiently large, the BP approximation and the CTMC show good agreement [3]. Other test cases are provided in Appendix A.3.

5.3. Branching process approximation

We now consider the probabilities of a minor infection computed from the BP approximation, $q_V$ and $q_I$, as functions of the transition rate $\beta$ and the viral production rate $b$ (see Figure 6). The probabilities of minor infection, $q_V$ assumes $V(0) = 1$ and $I(0) = 0$, whereas $q_I$ assumes $V(0) = 0$ and $I(0) = 1$ and $\mu = 0$. All other parameters are given in Table 2. It can be seen that the probability of a minor infection decreases as the viral reproduction rate $b$ or the transmission rate $\beta$ increases. There is a much greater probability of a minor infection (clearance) with a small number of virions than with a small number of

Figure 6. Probabilities of a minor infection $q_V$, $q_I$ and contours are graphed as functions of $\beta$ and $b$ with $\mu = 0$ and other parameter values given in Table 2.
infected cells. Since $\mu = 0$, the probability of a minor infection is the same for the latent stages, $q_k = q_{n+1} = q_I$ for $k = 1, \ldots, n$. Contour values marked with * in Figure 6 are in good agreement with the CTMC model (Appendix A.3).

In another example, we set $\mu = 0.5 \times \mu_I = 0.038$ and keep other parameters as in Table 2. The probabilities of minor infection, $q_V = q_{n+2}$ and $q_I = q_{n+1}$, are graphed as a function of the number of latent stages $n$ and the transition rate $\delta$ in Figure 7. Contour values marked with * in Figure 7 are in good agreement with the CTMC model (Appendix A.3). For $\mu = \mu_I = 0.076$, the graphs are similar in shape, although the probabilities of a minor infection are greater. It can be observed that with a longer period of the eclipse phase (large $1/\delta$) as the number of latent stages increases, the probability of a minor infection increases. Also, the probability of a minor infection for $q_V$ is much greater (for a small number of virions) than for $q_I$ (for a small number of infected cells).

**Figure 7.** Probabilities of a minor infection $q_V, q_I$ and contours as functions of the number of latent stages $n$ and transition rate $\delta$, where the death rate $\mu = 0.5 \times \mu_I = 0.038$ and other parameter values are given in Table 2.
The expressions for $q_V$ and $q_I$ in Equation (9) can be expressed in terms of the basic reproduction number $R_0^{(0)}$, given in Equation (4). When $\mu > 0$, the probabilities of a minor infection, $q_I = q_{n+1}$ and $q_V = q_{n+2}$ are

$$q_I = \frac{1}{R_0^{(0)}} \left( \frac{n\delta}{n\delta + \mu} \right)^n = \frac{1}{R_0^{(0)}} F_1(\mu, n, \delta),$$

$$q_V = \left[ \frac{1}{R_0^{(0)}} + \frac{\mu}{n\delta + \mu} \sum_{l=0}^{n-1} \left( \frac{n\delta}{n\delta + \mu} \right)^l \right] \frac{\beta H}{\beta H + c} + \frac{c}{\beta H + c}.$$

where

$$F_1(\mu, n, \delta) = \left( \frac{n\delta}{n\delta + \mu} \right)^n, \quad F_2(\mu, n, \delta) = \frac{\mu}{n\delta + \mu} \sum_{l=0}^{n-1} \left( \frac{n\delta}{n\delta + \mu} \right)^l.$$

For a latent stage $q_k$, we know that $q_V > q_k > q_I$, $k = 1, \ldots, n$. As can be seen from the expressions for $F_i(\mu, n, \delta)$, $i = 1, 2$, the probabilities of a minor infection $q_I$ and $q_V$ are increasing functions of $\mu$ and $n$ and decreasing functions of $\delta$ (or increasing functions of $1/\delta$). Therefore, with cell death during the eclipse phase, the probability of a minor infection (no major infection) increases as the number of latent stages increases (the length of the eclipse phase increases). Evident in both Figures 6 and 7 is a marked increase in no major infection (large $q_V$ and $q_I$) with a longer eclipse phase. One implication of these results is that if drugs could target the eclipse phase and increase the value of $\mu$ the chances are greater that the infection could be cleared.

### 5.4. SDE and SDDE simulations

Numerical experiments of the SDE and SDDE models are performed using the Euler–Maruyama method (verified with various step sizes for accuracy) [28]. The numerical examples provide information about the variability in the number of virions at specific time points (explicit distributions are provided in the Appendix A.4). We concentrate on the time to peak viral load and compare the results to the deterministic models. Although the average length of the eclipse phase is fixed at $1/\delta = \tau = 3.2$ hours, there is much variability in the time to peak, dependent on number of stages and the initial viral dose. For the initial condition as in (17) and for parameter values in Table 2 for $10^4$ sample paths, the one latent stage SDE and SDDE models have mean peak times around 43 and 48 hours, respectively. The calculated standard deviations are 0.502 and 0.592 hours, respectively. With the relatively short length of the latent stage of 3.2 hours, the variabilities in peak times cannot be neglected (Figure 8 shows the mean values and the standard deviations of peak times in the SDE/SDDE models with 1 latent stage, 2 latent stages and up to 5 latent stages and fixed delay). If the initial conditions for $I(0) = 0$ and the viral dose is increased to either $V(0) = 100$ or 1000, earlier peak times are obtained and the standard deviation decreases. For the one latent stage SDE model, the mean peak times for the two different
Figure 8. The left graph shows mean values of peak times and the corresponding standard deviations with different numbers of latent stages, \( n = 1,2,3,4,5 \), and a fixed delay. The standard deviations are all approximately 0.5 hours. The right graph shows mean values and the corresponding standard deviations of peak viral load. The standard deviations are small (\( \approx 10^4 \)) as compared with the means (\( \approx 10^7 \)).

Viral doses are 40.8 and 36.1 hours, whereas the standard deviations are 0.326 and 0.108 hours, respectively. For the SDDE model, the mean peak times are 46.8 and 40.8 hours, and the corresponding standard deviations are 0.414 and 0.133 hours, respectively. As the length of the eclipse phase increases so does the time to viral peak.

6. Summary and discussion

The impact of delay in viral reproduction during the eclipse phase in deterministic and in stochastic within-host models is investigated. In particular, the models are used to study the impact of delay on the probability of a minor infection, the time to peak viral load, and the peak viral load. Inclusion of multiple stages during the eclipse phase allows for a more general distribution for this delay. The stochastic models account for the variability in viral establishment and in the peak viral load. The models are restricted to the target-cell limited model, without an immune response.

For comparison purposes, it is assumed that the average length of the eclipse phase is \( 1/\delta \), which is the same for all models when the eclipse-phase cells do not die over the time period of the infection (e.g. \textit{in vitro} experiment). Our models show that the mean length of the eclipse phase is insufficient to determine the mean time to peak infection or mean peak viral load. For a fixed mean length of the eclipse phase, the time to peak viral load and peak viral load increases as the number of latent stages increases (Figures 4 and 8). The particular distribution associated with the eclipse phase is important, as demonstrated by others as well (e.g. [10,13,14,23,26,33]).
We apply a BP approximation of the CTMC model to estimate the probability of a minor infection, whether an infection is cleared rapidly. The greatest variability in a within-host infection occurs at the initiation of the infection process (Figure 5). Whether the infection becomes established depends on initial numbers of infected cells, eclipse-phase cells, or virions, as given in Equation (10). If the basic reproduction number $R_0^{(n)} < 1$, the infection will not become established, i.e. the patient recovers with relatively minor symptoms. But if the basic reproduction number $R_0^{(n)} > 1$, there is a positive probability of a major infection, where the patient suffers with severe symptoms and a high viral load. Each term in the expressions for $q_k$ can be interpreted biologically. Given an equivalent number of infected or eclipse-phase cells (with death of eclipse-phase cells), our model predicts that probability of a minor infection during any stage of the eclipse phase is greater than during the infected stage, $q_{L_k} > q_I$ ($k = 1, \ldots, n$) (Figures 6 and 7). That is, the probability a major full-blown infection is less likely if the cells have not progressed to the actively reproducing cells. Therefore, our results emphasize the importance of early drug treatment for eradication of infection. Other important consequences of the length of the eclipse phase have been demonstrated in drug treatment for HIV-1. Rong et al. [39] showed that the length of the eclipse phase impacts the development of viral resistance. Optimal resistance favours a longer eclipse phase [39].

Several simplifying assumptions have been made in our target-cell limited model: one virion is responsible for infection of a host cell, homogeneous-mixing among virions and cells, all cells and virions respond in a similar fashion (constant parameters), and the innate immune response is negligible. Some more complex models have included innate immunity (antiviral effect of interferon) [40] and spatial heterogeneity (agent-based model) [12] in influenza infection. In vivo experiments for SIV indicate that much higher viral doses than expected may be required to establish an infection and in vitro experiments indicate that much of the cell death may occur during the eclipse phase [33].

To further advance theoretical modelling investigations, some generalizations may include relaxing the Markov assumption or inclusion of a variable time delay or stochastic age-of-infection. Some investigations along these lines have been initiated but they have not been applied to within-host infection. In [15], a delay-induced stochastic model is used to describe gene regulation. In addition, Banks et al. [11] considered nonlocal delays. An SDDE with a variable delay for genetic regulatory networks was formulated in [41]. An SDE model with age-structure was studied in [16]. Another possible application of our results is to apply the lower/upper bounds for peak time, in the model with one latent stage and the model with fixed delay, to determine the possible distribution of the eclipse phase in the design of in vitro experiments.

Theoretical models are important to understand the dynamics during the early stages of the infection process when therapeutic interventions may be more effective. The length and the stages in the eclipse phase may have significant impact on the effectiveness of drug treatment and the development of drug resistance [11,25,32,37,39].
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Appendix

A.1 Stability of infection-free equilibrium for DDE

We linearize the DDE system at the infection-free equilibrium \((\bar{H}, 0, 0, V_0)\) to determine the local stability of the model at the infection-free equilibrium. Local stability is determined by the characteristic equation:

\[
(\lambda + \mu_I)(\lambda + (\beta \bar{H} + c)) - b\beta \bar{H} e^{-\mu \tau} e^{-r \lambda} = 0.
\]

We want to verify that the roots of Equation (A1) are all negative or have negative real part when the basic reproduction number \(R_0 < 1\).

Define

\[
F(\lambda, \tau) = (\lambda + \mu_I)(\lambda + (\beta \bar{H} + c)) - b\beta \bar{H} e^{-\mu \tau} e^{-r \lambda}.
\]

The function \(F\) is a real function of two variables \(\lambda\) and \(\tau\). It is obvious that \(F(\lambda, \tau)\) is an analytic function, differentiable in both \(\lambda\) and \(\tau\). We investigate this equation under the assumption that \(R_0 < 1\).

First,

\[
F(0, \tau) = \mu_I(\beta \bar{H} + c)[1 - R_0] > 0,
\]

and

\[
F_{(\lambda, \tau)}(\lambda, 0) \neq 0.
\]

By the implicit function theorem and the continuity of the function \(F(\lambda, \tau)\), we know that all roots of Equation (A1) have negative real part for any \(\tau > 0\). Then \(\omega\) must be a positive root of the following equation:

\[
\omega^4 + (\mu_I^2 + (\beta \bar{H} + c)^2)\omega^2 + \mu_I^2(\beta \bar{H} + c)^2 - (b\beta \bar{H} e^{-\mu \tau})^2 = 0.
\]

But this equation does not have positive roots when \(R_0 < 1\). So Equation (A1) does not have any purely imaginary roots.

Thirdly, \(F(\lambda, 0) = 0\) has two roots with negative real part, \(\lambda_{1,2}\), when \(R_0 < 1\) which follows from the Routh-Hurwitz criteria [2]:

\[
\lambda_{1,2} = -[\mu_I + \beta \bar{H} + c] \pm \sqrt{(\mu_I + \beta \bar{H} + c)^2 - 4[\mu_I(\beta \bar{H} + c) - b\beta \bar{H}]}.
\]

In addition, \(F_{(\lambda, \tau)}(\lambda_{1,2}, 0) \neq 0\). By the implicit function theorem and the continuity of the function \(F(\lambda, \tau)\), we know that all roots of Equation (A1) have negative real part for any \(\tau > 0\).

The conclusion is that the infection-free equilibrium of model (7) is locally asymptotically stable when \(R_0 < 1\).
A.2 Limiting fixed point for BP approximation

The expressions given in (9) are used to compute the average probabilities.

\[ \sum_{k=1}^{n} q_k = \sum_{k=1}^{n} \left[ \left( \frac{n \delta}{n \delta + \mu} \right)^{n-k+1} \frac{1}{R_0^{(n)}} + \frac{\mu}{n \delta + \mu} \sum_{l=0}^{n-k} \left( \frac{n \delta}{n \delta + \mu} \right)^l \right] \]

\[ = \sum_{k=1}^{n} \left[ \left( \frac{n \delta}{n \delta + \mu} \right)^{-k+1} \frac{\mu_1 (\beta H + c)}{\beta H b} + 1 - \left( \frac{n \delta}{n \delta + \mu} \right)^{n-k+1} \right] \]

\[ = \sum_{k=1}^{n} \left[ \left( \frac{n \delta}{n \delta + \mu} \right)^{-k+1} \frac{\mu_1 (\beta H + c)}{\beta H b} - \left( \frac{n \delta}{n \delta + \mu} \right)^{n} + 1 \right] \]

\[ = \sum_{k=1}^{n} \left[ \frac{\mu_1 (\beta H + c)}{\beta H b} - \left( \frac{n \delta}{n \delta + \mu} \right)^{n} \right] + \sum_{k=1}^{n} 1 \]

\[ = \sum_{k=1}^{n} \left[ \frac{\mu_1 (\beta H + c)}{\beta H b} - \left( \frac{n \delta}{n \delta + \mu} \right)^{n} \right] + n \]

Let \( q_L = \lim_{n \to \infty} \left( \frac{\sum_{k=1}^{n} q_k}{n} \right) \), \( q_I = \lim_{n \to \infty} q_{n+1} \) and \( q_V = \lim_{n \to \infty} q_{n+2} \). Then

\[ q_L = \lim_{n \to \infty} \left[ \left( \frac{\mu_1 (\beta H + c)}{\beta H b} - \left( \frac{n \delta}{n \delta + \mu} \right) \right)^n \left( \frac{n \delta}{n \delta + \mu} \right)^2 \left( \left( \frac{n \delta + \mu}{n \delta} \right)^n - 1 \right) \frac{\delta}{\mu} + 1 \right] \]

\[ = \left( \frac{\mu_1 (\beta H + c)}{\beta H b} - e^{-\mu/\delta} \right) \left( e^{\mu/\delta} - 1 \right) \frac{\delta}{\mu} + 1. \]

From the definition \( R_0^{(d)} = b \beta H e^{-\mu/\delta} / \mu_1 (\beta H + c) \) in (8),

\[ q_L = 1 - \frac{\delta}{\mu} \left( 1 - e^{-\mu/\delta} \right) \left( 1 - \frac{1}{R_0^{(d)}} \right) \]  

(A2)

and

\[ q_I = \lim_{n \to \infty} \frac{1}{R_0^{(n)}} = \frac{1}{R_0^{(d)}}. \]  

(A3)
Applying the identity for $q_1$ from (9),

$$q_V = \lim_{n \to \infty} q_{n+2} = \lim_{n \to \infty} q_1 \frac{\beta H}{\beta H + c} + \frac{c}{\beta H + c}$$

$$= \lim_{n \to \infty} \left( \frac{n \delta}{n \delta + \mu} \right)^n + \frac{\mu}{n \delta + \mu} \sum_{l=0}^{n-1} \left( \frac{n \delta}{n \delta + \mu} \right)^l \frac{\beta H}{\beta H + c} + \frac{c}{\beta H + c}$$

$$= \lim_{n \to \infty} \left( \frac{\mu_1(\beta H + c)}{\beta H b} + 1 - \left( \frac{n \delta}{n \delta + \mu} \right)^n \right) \frac{\beta H}{\beta H + c} + \frac{c}{\beta H + c}$$

$$= \frac{\mu_1}{b} + \frac{\beta H}{\beta H + c} - \frac{\beta H e^{-\mu/\delta}}{\beta H + c} + \frac{c}{\beta H + c}.$$

Finally,

$$q_V = \frac{\mu_1}{b} + \frac{\beta H (1 - e^{-\mu/\delta}) + c}{\beta H + c}. \quad \text{(A4)}$$

### A.3 Branching process approximation of the CTMC model

To verify the BP analytical estimates on probability of a minor infection near the infection-free equilibrium, the proportion of $10^4$ sample paths of the CTMC model that hit zero (before reaching $V = 500$) is compared to the BP estimate in Tables A1 and A2. Parameter values come from Table 2 and Figures 6 or 7.

### A.4 Statistical summary for SDE and SDDE models

For the SDE model with one stage in the eclipse stage, approximations for the pdfs for the number of virions at 20 and 40 hours are graphed in Figure A1. Statistical summaries for the mean, standard deviation, skewness, and kurtosis are given in Table A3. Similar histograms at 20 and 40 hours for the SDDE model are graphed in Figure A2 and the relevant statistical data are summarized in Table A4. All results are computed from $10^4$ sample paths. In the SDE and SDDE models, the pdfs at hours

| Initial values | Parameter values | BP or CTMC |
|---------------|------------------|------------|
| $I(0)$ | $V(0)$ | $\beta$ | $b$ | $q_V$ or $q_I$ | Proportion | Error$^a$ |
| 0 | 1 | $4.4 \times 10^{-8}$ | 2.0 | 0.300 | 0.309 | 0.005 |
| 0 | 1 | $3.0 \times 10^{-8}$ | 1.3 | 0.400 | 0.393 | 0.005 |
| 0 | 1 | $1.8 \times 10^{-8}$ | 2.5 | 0.500 | 0.503 | 0.005 |
| 0 | 1 | $1.2 \times 10^{-8}$ | 3.0 | 0.600 | 0.597 | 0.005 |
| 1 | 0 | $3.5 \times 10^{-8}$ | 1.32 | 0.050 | 0.055 | 0.002 |
| 1 | 0 | $5.0 \times 10^{-8}$ | 1.31 | 0.070 | 0.069 | 0.003 |
| 1 | 0 | $5.0 \times 10^{-8}$ | 1.96 | 0.100 | 0.103 | 0.003 |
| 1 | 0 | $3.5 \times 10^{-8}$ | 1.99 | 0.150 | 0.148 | 0.004 |

$^a$ Standard error for the proportion.
Table A2. Probabilities of a minor infection from the BP analytical estimate, either $q_V$ or $q_I$ ($n = 3$ in Figure 7), are compared with the proportion of $10^4$ sample paths that hit zero in the CTMC model.

| Initial values | Parameter values | BP or CTMC |
|----------------|------------------|------------|
| $I(0)$ | $V(0)$ | $\delta$ | $q_V$ or $q_I$ | Proportion | Error$^a$ |
| 0 | 1 | 0.37 | 0.300 | 0.303 | 0.005 |
| 0 | 1 | 0.15 | 0.400 | 0.393 | 0.005 |
| 0 | 1 | 0.08 | 0.400 | 0.496 | 0.005 |
| 0 | 1 | 0.06 | 0.600 | 0.591 | 0.005 |
| 1 | 0 | 0.41 | 0.030 | 0.031 | 0.002 |
| 1 | 0 | 0.10 | 0.040 | 0.039 | 0.002 |
| 1 | 0 | 0.07 | 0.045 | 0.045 | 0.002 |
| 1 | 0 | 0.03 | 0.070 | 0.073 | 0.003 |

$^a$ Standard error for the proportion.

Figure A1. Approximate pdfs for number of virions at (a) time 20 hours, (b) 40 hours, and (c) peak of the viral load for the SDE model with one stage in the eclipse phase. The approximate pdfs are computed from $10^4$ sample paths. Initial conditions are given in (17).

Table A3. SDE Statistical summary for the viral load (virions) of the model with one stage in the eclipse phase at times 10, 20, 30, 40, 50, and 60 hours with initial conditions given in (17), computed from $10^4$ sample paths.

| Time (hours) | ODE | SDE Mean | SDE STD | SDE Skewness | SDE Kurtosis |
|--------------|-----|----------|---------|--------------|--------------|
| 10 hours     | $1.28 \times 10^3$ | $1.32 \times 10^3$ | $3.12 \times 10^2$ | 0.372 | 3.24 |
| 20 hours     | $1.61 \times 10^5$ | $1.65 \times 10^5$ | $3.91 \times 10^4$ | 0.373 | 3.24 |
| 30 hours     | $1.91 \times 10^7$ | $1.93 \times 10^7$ | $3.68 \times 10^6$ | 0.010 | 2.86 |
| 40 hours     | $8.47 \times 10^7$ | $8.46 \times 10^7$ | $1.06 \times 10^6$ | $-1.062$ | 4.96 |
| 50 hours     | $7.55 \times 10^7$ | $7.55 \times 10^7$ | $1.28 \times 10^6$ | 0.263 | 3.11 |
| 60 hours     | $4.83 \times 10^7$ | $4.84 \times 10^7$ | $1.28 \times 10^6$ | 0.397 | 3.30 |

prior to the peak time exhibit positive skewness, whereas after the peak time, they exhibit negative skewness. If the initial number of infected cells or number of virions is not a fixed value but has given probability distribution, as expected, the variability is also increased (see Appendix A.4 for an example).

Suppose the initial host cell population is $H(0) = 6.7 \times 10^6$ cells and viral load (virions) is given by a discrete probability distribution

$$I(0) = \begin{cases} 
5, & p = 0.18 \\
6, & p = 0.2 \\
7, & p = 0.4 \\
8, & p = 0.22 
\end{cases}$$ (A5)
Figure A2. Approximate pdfs for virions at (a) 20 hours, (b) 40 hours, and (c) peak times for the SDDE model. The approximate pdfs are computed from $10^4$ sample paths. Initial values are given in (17).

Table A4. SDDE statistical summary for the viral load (virions) at times 10, 20, 30, 40, 50, and 60 hours with initial conditions given in (17), computed from $10^4$ sample paths.

|          | 10 hours | 20 hours | 30 hours | 40 hours | 50 hours | 60 hours |
|----------|----------|----------|----------|----------|----------|----------|
| DDE      | $4.02 \times 10^2$ | $1.96 \times 10^4$ | $9.70 \times 10^5$ | $4.74 \times 10^7$ | $9.00 \times 10^7$ | $6.61 \times 10^7$ |
| SDDE Mean| $4.05 \times 10^2$ | $1.98 \times 10^4$ | $9.83 \times 10^5$ | $4.68 \times 10^7$ | $8.99 \times 10^7$ | $6.62 \times 10^7$ |
| SDDE STD | $90.9$    | $4.36 \times 10^3$ | $2.30 \times 10^5$ | $6.54 \times 10^6$ | $5.10 \times 10^6$ | $1.76 \times 10^6$ |
| SDDE Skewness | $0.291$  | $0.260$   | $0.339$   | $-0.431$  | $-0.686$  | $0.390$   |
| SDDE Kurtosis | $3.11$   | $3.06$    | $3.20$    | $3.15$    | $3.33$    | $3.29$    |

Table A5. SDE statistical summary for viral load (virions) for the model with one latent stage at 10, 20, 30, 40, 50, and 60 hours with initial conditions $H(0) = 6.7 \times 10^6$ and $I(0)$ given by (A5), computed from $10^4$ sample paths.

|          | 10 hours | 20 hours | 30 hours | 40 hours | 50 hours | 60 hours |
|----------|----------|----------|----------|----------|----------|----------|
| ODE      | $1.28 \times 10^3$ | $1.61 \times 10^5$ | $1.91 \times 10^7$ | $8.47 \times 10^7$ | $7.55 \times 10^7$ | $4.83 \times 10^7$ |
| SDE Mean | $1.31 \times 10^3$ | $1.64 \times 10^5$ | $1.91 \times 10^7$ | $8.44 \times 10^7$ | $7.56 \times 10^7$ | $4.84 \times 10^7$ |
| SDE STD  | $3.64 \times 10^2$ | $4.56 \times 10^4$ | $4.33 \times 10^6$ | $1.36 \times 10^6$ | $1.53 \times 10^6$ | $1.55 \times 10^6$ |
| SDE Skewness | $0.344$  | $0.340$   | $-0.061$  | $-1.470$  | $0.417$   | $0.596$   |
| SDE Kurtosis | $3.10$   | $3.10$    | $2.80$    | $6.94$    | $3.30$    | $3.70$    |

Table A6. SDDE statistical summary for viral load (virions) at 10, 20, 30, 40, 50, and 60 hours with initial conditions $H(0) = 6.7 \times 10^6$ and $I(0)$ given by (A5), computed from $10^4$ sample paths.

|          | 10 hours | 20 hours | 30 hours | 40 hours | 50 hours | 60 hours |
|----------|----------|----------|----------|----------|----------|----------|
| DDE      | $4.02 \times 10^2$ | $1.96 \times 10^4$ | $9.70 \times 10^5$ | $4.74 \times 10^7$ | $9.00 \times 10^7$ | $6.61 \times 10^7$ |
| SDDE Mean| $4.02 \times 10^2$ | $1.97 \times 10^4$ | $9.76 \times 10^5$ | $4.63 \times 10^7$ | $8.99 \times 10^7$ | $6.64 \times 10^7$ |
| SDDE STD | $1.08 \times 10^2$ | $5.34 \times 10^3$ | $2.74 \times 10^5$ | $7.94 \times 10^6$ | $5.92 \times 10^6$ | $2.16 \times 10^6$ |
| SDDE Skewness | $0.276$  | $0.273$   | $0.306$   | $-0.487$  | $-0.749$  | $0.543$   |
| SDDE Kurtosis | $2.95$   | $2.99$    | $2.98$    | $3.09$    | $3.12$    | $3.59$    |

with other initial cell populations equal to zero. The mean of $I(0)$ is 6.7 cells. The standard deviations for the distributions at later times, $t = 10, \ldots, 60$, are greater than the initial data for $I(0) = 6.7$ and the distributions are in Tables A5 and A6.