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Abstract

Open set domain adaptation refers to the scenario that the target domain contains categories that do not exist in the source domain. It is a more common situation in the reality compared with the typical closed set domain adaptation where the source domain and the target domain contain the same categories. The main difficulty of open set domain adaptation is that we need to distinguish which target data belongs to the unknown classes when machine learning models only have concepts about what they know. In this paper, we propose an “against adversarial learning” method that can distinguish unknown unknown data and known data naturally without setting any additional hyper parameters and the target data predicted to the known classes can be classified at the same time. Experimental results show that the proposed method can make significant improvement in performance compared with several state-of-the-art methods.

Introduction

Domain adaptation refers to the learning scenario that adapts a model to the unlabeled or a few labeled target data by exploiting the information of the labeled source data which is from different but related domain (Farseev et al. 2017) (Liu et al. 2008) (McClosky, Charniak, and Johnson 2006) (Daume III 2009) (Saenko et al. 2010) (Long et al. 2015) (Long, Wang, and Jordan 2017) (Gong et al. 2012) (Weston et al. 2012) (Pan et al. 2011) (Tzeng et al. 2014). Due to domain shift, the model trained on source data cannot work well if directly applied on the target data. Therefore, it is important to develop domain adaptation methods to enhance the performance. Deep neural network has been proved having good transferability, especially the first few layers (Yosinski et al. 2014). This inspires developing methods that combine domain adaptation with deep neural networks by reducing the distribution discrepancy between the deep features of the source data and the target data. One way to do so is to minimize a statistical metric that can reflect the distribution discrepancy (Long et al. 2015) (Long et al. 2017) (Mao, Shen, and Chung 2018).

Recently, adversarial learning (Goodfellow et al. 2014) has been used for domain adaptation and achieved outstanding performance. The architecture of adversarial domain adaptation mainly consists of two parts: feature extractor and discriminator. The discriminator aims at distinguishing the target data from the source data, while the feature extractor tries to extract deep features that can confuse the discriminator. Theoretically, its global optimum achieves when deep features of the source data and deep features of the target data have the same distribution, so that the deep model trained on the source data can adapt to the target data. Some adversarial domain adaptation methods map source deep features and target deep features close without considering their label information (Gann et al. 2016) (Tzeng et al. 2017). To further improve the performance, tensor products of the features and the probabilities distributed over each category are used as the inputs of the discriminator (Long et al. 2018) to reduce the conditional distribution discrepancy (Zhang et al. 2019a) (Zhang et al. 2019b).

In the previous standard settings of the closed set domain adaptation, source data and target data consist of the same set of categories. However, this is not always true in the reality. In this paper, we focus on a more common situation proposed recently, i.e., open set domain adaptation (Panareda Busto and Gall 2017) (Saito et al. 2018) (Liu et al. 2019) (Lian et al. 2019) (Luo et al. 2017). Open set domain adaptation (OSDA) does not require source domain and target domain containing the same set of categories. Instead, the source domain and the target domain have a set of shared categories and a set of domain-specific categories. In this paper, we focus on the situation that the target domain includes all the categories of the source domain (Saito et al. 2018) and contains target-specific categories at the same time.

The difference of the OSDA compared with the standard closed set domain adaptation is that two tasks should be realized at the same time: 1) Reducing the distribution discrepancy of the shared classes between source domain and target domain; 2) Distinguishing the unknown target data from data belonging to the known categories. The main challenge is that when there exist target categories which are not included in the source domain, we cannot get any information of the boundary between the known and the unknown data from the source domain. Thus, previous standard domain adaptation methods which reduce the distribution discrep-
ancy between all the source data and all the target data will cause negative transfer because of mapping features of unknown target data to known categories. To address this problem, several methods have been developed for the OSDA recently (Panareda Busto and Gall 2017) (Saito et al. 2018) (Liu et al. 2019). However, in these methods, the boundary between the known data and the unknown data needs to be defined manually by using a threshold or relying on splitting the known source data to find the boundary.

This paper proposes to naturally classify known and unknown target data in OSDA by training against the adversarial learning (AAL). In the proposed method, we do not need to define the boundary between “known” and “unknown” by a preset threshold or manually define known source data and unknown source data. Instead, the proposed method treats all target data as unknown at first following the fact that all target labels are unavailable during the training process. A classifier is used to classify all target data to the unknown class, which is against the adversarial training process. The adversarial learning maps target data close to source data from different degrees according to the probability of the target sample belonging to the shared classes. Along with the training process, unknown target data can be distinguished and known target data can be classified simultaneously. The details of the proposed method will be given in Section 3.

The main contributions of this paper are: 1) We propose a method that trains against adversarial learning which can naturally distinguish target data belonging to known classes and unknown classes without any manually defined thresholds or hyper parameters; 2) A dynamic classifier and a weighted adversarial training process are built to map the deep features properly; 3) The proposed AAL achieves a new state-of-the-art level with remarkable performance on all 18 tasks of two datasets.

**Related Work**

Different from closed set domain adaptation methods, it is undesirable to map all target data and all source data close in OSDA since there exists target data that does not belong to any category in the source domain. Thus, it is important to distinguish the unknown target data in OSDA. Some approaches label those target instances that potentially belong to the categories of interest presented in the source dataset through optimizing a statistical function. For example, Assign-and-Transform-Iteratively (ATI) (Panareda Busto and Gall 2017) maps the feature space of the source domain close to the target domain according to the distance between each target data and the mean values of all samples in each class of the source domain. Consequently, whether a target sample belongs to one of the known classes or the unknown class is predicted. In other methods that utilize adversarial training, a threshold is used. By exploiting adversarial learning, OSDA through Back Propagation (OSBP) (Saito et al. 2018) pre-defines a threshold for the generator to reject a target data as unknown or map it close to the known source data. Then in “Separate to adapt” (STA) (Liu et al. 2019), binary classifiers are trained on each category of the source data trying to make the network have a concept of boundary between known and unknown and then training another binary classifier on target data according to their similarity to source data. All these previous OSDA works need to manually define a threshold or relabeling the source data and building a set of additional classifiers to help find the boundary between known and unknown.

In this paper, the proposed AAL directly trains a classifier with all the target data labeled as unknown at the beginning, which follows the fact that the labels of all target data are not available during the training time. By training against the adversarial learning architecture, the proposed method can assign the target data to known or unknown class naturally without any additional hyper parameters to artificially define the boundary between known data and unknown target data.

**Methodology**

In this section, we first explain the fundamental settings of OSDA. Then, the details of the proposed method are given.

**Open Set Domain Adaptation**

In the standard settings of unsupervised OSDA (Saito et al. 2018), labeled source data $S = \{X^S, Y^S\}$ and unlabeled target data $T = \{X^T\}$ are given in the training phase. Here $X^S = \{x^i_s | i = 1, 2, \ldots, n_s\}$, where $x^i_s$ denotes the i-th source data and $n_s$ is the amount of the source data. The labels of the source data are $Y^S = \{y^i_s | y^i_s \in C^S\}$, where $C^S = \{1, 2, \ldots, c\}$ and $c$ is the number of the source category. Similarly, $X^T = \{x^j_t | j = 1, 2, \ldots, n_t\}$, where $n_t$ is the amount of the target data. The labels of the target data $Y^T = \{y^j_t | y^j_t \in C^T\}$ are unavailable during the training process. Different from the standard settings of the traditional domain adaptation problem where the source data and the target data contain the same set of categories, the OSDA this paper refers to is that the target domain contains more categories than the source domain, i.e., $C^S \subset C^T$. Target data belonging to the unknown classes $C^{T\setminus S}$ is denoted as $X^T_u$ and target data belonging to the known categories is denoted as $X^T_k$. We need to distinguish $X^T_k$ from $X^T_u$ and $X^S$ while classifying $X^T_k$ simultaneously.

**Against Adversarial Learning**

The network architecture of the proposed AAL method is shown in Figure 1. The weighted adversarial domain adaptation method and a $c+1$-way classifier are used. The weighted adversarial learning maps target data and source data close in varying degrees according to the probability of the target sample belonging to the shared classes. By training against the adversarial learning, the $c+1$-way classifier aims to assign unknown target data to the $(c+1)$th class which is different from the source data. Following this “against adversarial learning” manner, distinguishing unknown target data and classifying the known target data can be achieved at the same time. In the following part of this section, the details of the proposed method are presented.

**Dynamic $c+1$-way Classifier**

Following the fact that we do not have any label information of the target data during the training process, all target data is labeled as “unknown” at first in the proposed method, i.e., $Y^T = \{y^j_t | y^j_t = \}$
Figure 1: Illustration of the proposed ODSA method. $x^s$ denotes the source data and $x^t$ denotes the target data. $f^s$ and $f^t$ are the deep features of source data and target data extracted by the deep neural network $G$ respectively. $D$ is the discriminator used to distinguish which domain are the deep features belong to. $L_d$ is the loss of $D$. Gradient reversal layer (grl) is used to back-propagate the gradients of $D$ to $G$ (Ganin et al. 2016). $y^s = \{1, \ldots, c\}$ is the label of the source data. $F^*$ denotes the $c$-way classifier which aims to classify the source data. Function $F$ is a $c + 1$-way classifier which classifies the source data to their corresponding classes and all target data to class $c + 1$ as labeled by $y = \{1, \ldots, c + 1\}$. The probabilities predicted by $F$ provides weights $w$ to $V(G, D)$.

c + 1, j = 1, 2, \ldots, n_t\}$. Then the whole dataset we have can be denoted as $\{X, Y\}$, where $X = X^S \cup X^T = \{x_i, i = 1, 2, \ldots, n_s + n_t\}$ and $Y = Y^S \cup Y^T = \{y_i, i = 1, 2, \ldots, n_s + n_t\}$. A $c + 1$-way one-layer(i.e., without any hidden layer) classifier $F$ is added directly after the feature extractor $G$ of the adversarial learning architecture as shown in Figure 1. At the beginning of the training process, $F$ aims to classify source data to the first $c$ classes according to their ground truth labels and classify all target data to the unknown class which is labeled as $c + 1$. With the training of the network in Figure 1 if the ground truth label $y^t_j$ of target data $x^t_j$ belongs to one of the target-specific classes (i.e., $x^t_j \in X^T_j$), then though the adversarial training process maps target and source close, $F$ can still classify $x^t_j$ to the unknown class $c + 1$. Otherwise, if $x^t_j$ belongs to one of the known classes from 1 to $c$ (i.e., $x^t_j \in X^T_j$), it will be predicted to one of the known classes by $F$ under the influence of the adversarial learning though $F$ tries to classify it to category $c + 1$ at the beginning. According to the labels of the target data predicted by $F$, the loss function of the dynamic classifier $F$ will keep changing along with the training process. The loss function of $F$ is given in eq. (1)

$$-\mathcal{L}_F = \frac{\sum_{t}^{c} \alpha_t}{\sum_{i}^{n_x+n_t}} \left( \sum_{i}^{n_x+n_t} \log(p_{t, y_{i}}) \right) \tag{1}$$

Here $p_{t, y_{i}}$ is the probability of data $x_i$ predicted by $F$ belonging to its ground truth label $y_{i} \in Y$. $y_{i}$ is the predicted label of $x_i \in X$ output by $F$. $\alpha_t$ is the weight of the $t$th data of $X$. As shown in eq. (1) when the label of $x^t_j$ predicted by $F$ belongs to one of the known $c$ classes, the weight of $x^t_j$ in the loss function of $F$ will be set to 0, i.e., $F$ will no longer aim to classify $x^t_j$ to the unknown class. The weight for source data will always be 1. The outputs of $F$ are regarded as the final predicted results of the target data.

Classifier $F^*$ is trained on the labeled source data only. The loss function is

$$-\mathcal{L}_{F^*} = \frac{1}{n_s} \sum_{i}^{n_s} \log(p_{t, y_{i}}) \tag{2}$$

$\alpha_{t}$ where $p_{t, y_{i}}$ is the probability of $x^s_i$ belonging to its ground truth label $y^s_i$ predicted by $F^*$.

**Weighted Adversarial Domain Adaptation** Let us use $G^s(\cdot)$ and $G^t(\cdot)$ to denote the deep features of source data and target data extracted by $G$ respectively. $F^s \cdot p_x(G^s(\cdot))$ and $F^s \cdot p_x(G^t(\cdot))$ are the softmax probabilities distributed over each known class of the source features and target features predicted by $F^*$ respectively. For source data, deep features $f_x$ extracted by $G^s$ and the probability vectors $p_x^s$ extracted by $F^s$ follow the distribution $G_s$, i.e., $(f, p^s) \sim G_s(f, p^s)$. $f$ and $p^s$ of target data follow the distribution $G_t$, i.e., $(f, p^t) \sim G_t(f, p^t)$. $D(\cdot)$ denotes the probability of a data belonging to the source domain. $\otimes$ denotes the tensor product operation. Then, the objective function of the traditional conditional adversarial learning (Long et al. 2018) is

$$\min_{G} \max_{D} V(G, D)$$

$$= \mathbb{E}_{x^s \sim p_s(\cdot)} \left[ \log D(G^s(\cdot) \otimes F^s \cdot p_x(G^s(\cdot))) \right]$$

$$+ \mathbb{E}_{x^t \sim p_t(\cdot)} \left[ \log (1 - D(G^t(\cdot) \otimes F^s \cdot p_x(G^t(\cdot))) \right]$$

$$= \mathbb{E}_{(f, p^s) \sim G_s(f, p^s)} \left[ \log D(f \otimes p^s) \right]$$

$$+ \mathbb{E}_{(f, p^t) \sim G_t(f, p^t)} \left[ \log (1 - D(f \otimes p^t)) \right]. \tag{3}$$
Under the settings of OSDA, we need to distinguish the unknown target data from the known classes. Hence, the unknown target data should be mapped far away from the source classes compared with the target data belonging to the known classes. Thus, in the proposed method, the adversarial learning process is weighted by $W$ according to the probability of each target data belonging to the known classes, as shown in eq. [4]

$$
\min_{G, D} \max_{D} V(G, D)
= \mathbb{E}_{(f, p^*) \sim G_{i}(f, p^*)} [\log D(f \otimes p^*)]
+ \mathbb{E}_{(f, p^*) \sim G_{i}(f, p^*)} [W \log(1 - D(f \otimes p^*))]
$$

Using $p_{s}^{d}$ and $p_{t}^{d}$ to denote the probabilities of $x_{s}^{d}$ and $x_{t}^{d}$ belonging to the source domain output by $D$ respectively, $W_{j}$ denotes the probability of the $j$th target belonging to known classes. Then $V(G, D)$ eq. [4] can be expressed as

$$
\frac{1}{n_{a}} \sum_{i} \log(p_{s}^{d}_{i}) + \sum_{j} \frac{W_{j}}{n_{a}} \log(1 - p_{t}^{d}_{j})
$$

Denote the probability of target data $x_{t}^{d}$ belonging to the unknown categories predicted by $F$ as $w_{t}^{d}$, then $W_{j} = 1 - w_{t}^{d}$. In this way, target data which has smaller probability belonging to the unknown class will have larger $W_{j}$, i.e., the adversarial learning process prefers to map target data more likely belonging to the known categories close to the source data. In order to avoid gradient vanishing problem in eq. [5] we set all $W_{j}$ to 1 in the case where all $(1 - w_{t}^{d})$ are zeros in a batch of size $bs$ as shown in eq. [6]

$$
\left\{
\begin{array}{ll}
W_{j} = 1 - w_{t}^{d}, & \text{if } \sum_{j} (1 - w_{t}^{d}) \neq 0 \\
W_{j} = 1, & \text{if } \sum_{j} (1 - w_{t}^{d}) = 0.
\end{array}
\right.
$$

The integrated objective function of the proposed method is

$$
\min_{G, F, p^{*}} \mathcal{L}_{F} + \mathcal{L}_{p^{*}} + V(G, D)
$$

$$
\max_{D} V(G, D).
$$

The overall training process is given in Algorithm 1. Here $max_{-}iter$ is the total number of iterations.

**Algorithm 1: Against Adversarial Learning**

**Input:** Source dataset $S$; Target data $T$; Initial target labels $Y^{T} = \{y_{j}^{T} \mid y_{j}^{T} = c + 1\}$

1. for $i = 1 : max_{-}iter$
2. Extract $G^{f}(x_{s}^{t})$ and $G^{f}(x_{t}^{T})$;
3. Extract $F^{p}(G^{f}(x_{s}^{t}))$ and $F^{p}(G^{f}(x_{t}^{T}))$;
4. Input $G^{f}(x_{s}^{t}) \otimes F^{p}(G^{f}(x_{s}^{t}))$ and $G^{f}(x_{t}^{T}) \otimes F^{p}(G^{f}(x_{t}^{T}))$ to $D$;
5. Get target labels $\hat{y}_{j}^{T}$ predicted by $F$;
6. Compute $W$ for the adversarial learning process in eq. [4] according to $F^{p}(G^{f}(x_{s}^{t}))$;
7. Compute $\alpha$ for classifier $F$ in eq. [4] according to $\hat{y}_{j}^{T}$;
8. Update parameters $\theta_{g}$ of $G$ by eq. [1], eq. [2] and eq. [4];
9. Update parameters $\theta_{d}$ of $D$ by eq. [4];
10. Test $F$ on the target data;

**Output:** Average accuracy “OS-” of known classes and average accuracy “OS” of all classes including the unknown class predicted by $F$.

$i$th element of $\hat{p}$. Then the gradients back propagated to $G$ from $V(G, D)$ will be

$$
\frac{\partial V(G, D)}{\partial f} = \sum \hat{p}(i) \cdot \nabla \theta_{d},
$$

where $\nabla \theta_{d}$ is the gradients of the discriminator propagated to $f \otimes \hat{p}$. Eq. [8] implies that the target data will be mapped closer to the source data which belongs to category $\arg \max \hat{p}$. As the target data is labeled as $c + 1$ at first, we have $\arg \max \hat{p} = c + 1$. Thus, the adversarial learning cannot map target data and source data close since the labels of the source data are from 1 to $c$. As a result, if $c + 1$-way classifier is used in the adversarial directly, all target data will be classified to the unknown category. Thus, it is significant to build a $c + 1$-way classifier to distinguish unknown data and known data and a $c$-way classifier for the adversarial architecture separately.

In addition, optimum of the weighted adversarial learning will be achieved when $G_{s}(f, p^{*}) = W G_{s}(f, p^{*})$. The proof is given in Theorem 2 of Appendix A.

**Experiments**

In this section, the experimental settings are firstly given. Then the proposed method is evaluated by comparing with several state-of-the-art methods. Some qualitative analysis is also given. The codes will be available in Github.

**Experimental Setup**

1. **Datasets** The Office-31 dataset[2] (Saenko et al. 2010) contains images originated from three domains: Amazon

2. https://people.eecs.berkeley.edu/~jhoffman/domainadapt/ datasets_code
∼21 shared classes of the source and the target domain and class settings of the OSDA, the first 10 categories are set as the (A), Webcam (W), and DSLR (D). These three domains cant domain shifts. For this dataset, 12 transfer tasks can be compared with Office-31, this is a more challenging dataset for ing classes are the target-specific unknown categories. Com- each domain and more than 15,000 images in total. The first consists of 4 domains: Artistic (Ar), Clip Art (Cl), Prod-

| Method | OS OS* UN OS OS* UN OS OS* UN OS OS* UN OS OS* UN OS OS* UN OS OS* UN |
|--------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| ResNet50 | 85.2 85.5 82.2 82.5 80.5 71.6 71.5 72.6 94.1 94.3 92.1 75.5 75.2 78.5 96.6 97.0 92.6 84.2 84.4 83.1 |
| RTN     | 89.5 90.1 83.5 85.6 88.1 60.6 72.3 72.8 67.3 94.8 96.2 80.8 73.5 73.9 69.5 97.1 98.7 81.1 85.4 86.8 73.8 |
| DANN    | 86.5 87.7 74.5 85.3 87.7 61.3 75.7 76.2 70.7 97.5 98.3 89.5 74.9 75.6 67.9 99.5 100 94.5 85.6 87.6 76.4 |
| OpenMax | 87.1 88.4 74.1 87.4 87.5 86.4 83.4 82.1 96.4 96.1 96.2 95.1 82.8 82.8 82.8 98.4 98.5 97.4 89.0 89.3 88.7 |
| ATI-λ   | 84.3 86.6 61.3 87.4 88.9 72.4 78.0 79.6 62.0 93.6 95.3 76.6 80.4 81.4 70.4 96.5 98.7 74.5 86.7 88.4 69.5 |
| OSBP    | 88.6 89.2 82.6 86.5 87.6 75.5 88.9 90.6 71.9 97.0 96.5 95.8 85.8 84.9 94.8 97.9 98.7 89.9 90.8 91.3 85.2 |
| STA     | 93.7 96.1 69.7 89.5 92.1 63.5 89.1 93.5 45.1 97.5 96.5 99.5 87.9 87.4 92.9 99.5 99.6 98.5 92.9 94.1 78.2 |

Table 1: Accuracy on Office-31 for unsupervised open set domain adaptation. (Liu et al. 2019)

| Method | Ar → Cl | Ar → Pr | Ar → Rw | Cl → Ar | Cl → Pr | Cl → Rw |
|--------|---------|---------|---------|---------|---------|---------|
| ResNet50 | 53.4 – – 69.3 – – 78.7 – – 61.4 – – 61.8 – – 71.0 – – – – – – |
| DANN    | 54.6 – – 69.1 – – 80.2 – – 61.9 – – 63.5 – – 71.7 – – – – – – |
| OpenMax | 56.5 – – 69.1 – – 80.3 – – 64.1 – – 64.8 – – 73.0 – – – – – – |
| ATI-λ   | 55.2 – – 69.1 – – 79.2 – – 61.7 – – 63.5 – – 72.9 – – – – – – |
| OSBP    | 56.7 – – 67.5 – – 80.6 – – 62.5 – – 65.5 – – 74.7 – – – – – – |
| STA     | 58.1 – – 71.6 – – 85.0 – – 63.4 – – 69.3 – – 75.8 – – – – – – |

Table 2: Accuracy on Office-Home for unsupervised open set domain adaptation. (Liu et al. 2019)

(A), Webcam (W), and DSLR (D). These three domains consist of the same 31 categories. Following the standard settings of the OSDA, the first 10 categories are set as the shared classes of the source and the target domain and class 21 ∼ 31 are the target-specific unknown categories. By using Office-31, we can evaluate the proposed method on 6 transfer tasks: W → D, W → A, D → W, D → A, A → W, and A → D.

The Office-Home dataset consists of 4 domains: Artistic (Ar), Clip Art (Cl), Product (Pr) and Real-World (Rw). There are 65 categories in each domain and more than 15,000 images in total. The first 25 categories are set as the shared classes while the remaining classes are the target-specific unknown categories. Compared with Office-31, this is a more challenging dataset for domain adaptation evaluation because each domain contains more categories and images in each category have significant domain shifts. For this dataset, 12 transfer tasks can be generated for evaluation using all its 4 domains: Cl → Pr, Cl → Rw, Cl → Ar, Pr → Cl, Pr → RW, Pr → Ar, Rw → Cl, Rw → Pr, Rw → Ar, Ar → Cl, Ar → Pr, and Ar → Rw.

2) Network Architecture The feature extractor $G$ in our experiments was built based on the architecture of ResNet50 (He et al. 2016). To fairly compare with other adversarial methods, a bottleneck layer with size 256 is added before the last full-connected layer. The tensor products of the softmax probabilities $p^*$ and the outputs of the bottleneck layer are utilized as the inputs of $D$. The discriminator $D$ used in our experiments consists of three fully connected layers. The size of the first two layers are 1024 followed by ReLU activation layer and dropout layer while the dimension of final outputs is 1. The $c$-way classifier $F^+$ and the $c+1$-way classifier $F$ are one-layer classifiers, which means there are no hidden layers. The size of the weights of $F$ and $F^+$ are $256 \times (c + 1)$ and $256 \times c$ respectively.

3) Training Process Models in our experiments were trained using the framework Pytorch using GPU Tesla V100 32G on Linux system. Following the standard fine-tuning procedure, the learning rates of the first few layers were set to a small number to slightly tune the parameters initialized from the pre-trained model. The learning rate for the other layers like bottleneck and the last fully connected layer can be set larger, typically 10 times that of the lower layers. We used the stochastic gradient descent (SGD) update strategy with a momentum of 0.9. The base learning rates of classifier $F$, $F^+$ and the adversarial learning archi-
tecture were both initialized to 0.0001 for all the tasks of Office-31. The base learning rate of $F$ for all tasks of Office-Home dataset were set to 0.001 while that of $F^*$ and the adversarial architecture was 0.0001. During the training process, the learning rate was changed by the following strategy: $\text{base}_{\text{lr}} \times (1 + \gamma \times \text{iter})^{-\text{power}}$, where $\text{power}$ was set to 0.75 throughout all experiments and $\text{iter}$ is the current number of iterations. $\gamma = 0.0001$ was used for $F$ on Office-Home while $\gamma = 0.001$ is used for all the other cases. All components are trained at the same time since the proposed architecture is end-to-end. The max training iterations are set to 20000. Following previous works (Panareda Busto and Gall 2017, Saito et al. 2018, Liu et al. 2019), each task was run for 3 times and the average accuracy is the final result.

Results

To fairly compare with previous works, two metrics are used to evaluate the proposed method: OS and OS*. OS is the average accuracy for all $c + 1$ known classes. OS* is the average accuracy only on the $c$ known classes. Following the strategy of previous works (Liu et al. 2019), in the case where there are no target data predicted to class $k$, then class $k$ will not be taken account when computing OS and OS*. Several previous domain adaptation methods are compared in our experiments. Baseline methods ResNet50 (He et al. 2016), RTN (Long et al. 2016) and DANN (Ganin et al. 2016) are developed for closed set domain adaptation. By combining them with open SVM (Jain, Scheirer, and Boult 2014), they can be used for OSDA. OpenMax (Bendale and Boult 2016), ATI-λ (Panareda Busto and Gall 2017), OSBP (Saito et al. 2018), and STA (Liu et al. 2019) are currently state-of-the-art methods designed for OSDA.

We denote the proposed method as “AAL”. The results obtained for the Office-31 are summarized in Table 1. The best results are highlighted in bold. From Table 1, we can observe that the proposed method can achieve significant improvement compared with the previous state-of-the-art methods in all the six tasks evaluated by both metrics OS and OS*. In some tasks like $A \rightarrow D$ and $D \rightarrow W$, the proposed “AAL” achieves an accuracy of 100% for OS*, which indicates that it classified all target data predicted to the known classes correctly and no unknown target data were classified to the known classes. For task $W \rightarrow D$, the proposed “AAL” classified all target data to their corresponding classes including the unknown target data.

The experimental results of the Office-Home dataset are recorded in Table 2. As the results evaluated using OS* have not been reported in previous works, we only list results of OS for the previous state-of-the-art methods. For this more challenging domain adaptation dataset, the proposed method is still very distinctive in the domain adaptation performance, which shows the effectiveness of the proposed method. In some tasks, the proposed method can achieve an improvement of about 10%, e.g., $Ar \rightarrow Cl$, $Cl \rightarrow Ar$, $Pr \rightarrow Cl$, $Rw \rightarrow Cl$. In addition, as shown in our experiments, methods specifically designed for OSDA (e.g., OpenMax, OSBP, STA) can achieve better performance than methods for closed set domain adaptation (e.g., RTN, DANN). This indicates that traditional methods are not suitable for solving OSDA problem since they tend to map all source features and target features close.

Besides standard measurements OS and OS* used in previous works, we also report the accuracy of the unknown class which is denoted as “UN” in Table 1 and Table 2. When only a few target data which are most close to the source data are treated as known, OS and OS* will be high but UN will be low. On the contrary, if too many unknown target data are predicted to known classes, then UN will be high but OS and OS* will be low. To fairly compare with previous state-of-the-art methods, here we only use “UN” to reflect whether a model tries to classify all target data as unknown and thus achieves good performance in OS and OS*. We can observe that although OpenMax and OSBP achieve higher “UN” accuracies than “AAL”, their OS and OS* accuracies are obviously lower than “AAL”, which means too many unknown target data are predicted as known. As far as we know, we are the first to report accuracy “UN”. From Table 1 and Table 2, we can observe that our proposed method can make significant improvements to “OS” and “OS*” accuracies while maintaining relatively high accuracy for the unknown class at the same time, which further indicates the effectiveness of the proposed “AAL” method. In some tasks (e.g., $Ar \rightarrow Cl$ etc.) of Table 2, UN accuracies are even higher than that of the known classes when their OS* accuracies has already been much higher than that of previous state-of-the-art methods.

Further Analysis

Convergence  OS and OS* accuracies of each iteration for task $A \rightarrow D$, $Ar \rightarrow Cl$, and $Rw \rightarrow Pr$ are plotted in Figure 2. In the first few iterations, since target features and source features are far away, a lot of known target data are classified as unknown at this time. Thus the accuracy of the unknown class is small, which results in low OS accuracies. At the same time, only target data that are most close to the source data can be classified to known classes in the first few iterations, thus these target data are most likely to be correctly classified. Therefore, the accuracies given by OS* are extremely high at first (100% sometimes). Along with the increase of the training iterations, the deep network tend to be stable. More target data are classified correctly as a consequence. Thus, both OS and OS* output higher accuracies (more detailed analysis could be found in Appendix B). In Figure 2 (a), it is normal that the accuracy of task $A \rightarrow D$ fluctuates more widely. This is because that domain D contains a small amount of data, even a change of one predicted label can have a big impact.

t-SNE  To visually show the distributions of deep features extracted by the proposed method, we plot the t-SNE mappings of the extracted deep features in Figure 3 for task $A \rightarrow W$ and $A \rightarrow D$. We select to plot features of 8 known classes and the unknown class, the labels of which are annotated in Figure 3. The unknown class are displayed in red (class 10 in Figure 3 (a) and Figure 3 (b)). From Figure 3, we can observe that the proposed AAL can map features of the target data belonging to unknown class differently from the known data. Two more examples selected from Office-
accuracy curves of task A→D, Ar→Cl, and Rw→Pr respectively. The orange curve denotes the accuracies evaluated by metric OS of each iteration. The blue curve denotes the accuracies evaluated by OS*.

---

**Table 3: Ablation study of the proposed “AAL” without W or α.**

| W   | α  | A→W | D→A |
|-----|----|-----|-----|
|     |    | OS  | OS* | UN  | OS  | OS* | UN  |
| ×   | ✓  | 94.8| 81.7| 78.3| 72.6| 85.3|
| ×   | ✓  | 83.0| 90.4| 79.2| 75.4| 83.0|
| ✓   | ×  | 89.4| 92.1| 93.4| 94.9| 87.8|
| ✓   | ✓  | 92.1| 94.3| 94.9| 97.8| 90.7|

---

**Figure 3:** (a) and (b) are t-SNE embeddings of the deep features of task A→W and A→D respectively. Known target data is in green, source data is denoted in blue, and the unknown data is in red.

---

**Ablation Study** The influence of different parts in the proposed method is evaluated in this section. The ablation study results are displayed in Table 3. W is the weight for adversarial learning and α denotes the weight for classifier F. A "✓" means the corresponding weight is included while a “×” means that it is not applied. Here 4 transfer tasks are selected as examples. 2 from Office dataset (i.e., A→W and D→A) and 2 from Office-Home dataset (i.e., Ar→Rw and Cl→Ar). **Case 1:** No W and no α. From Table 3 we can observe that task A→W seems to achieve better accuracy without W and α. However, a huge gap between OS accuracy and OS* accuracy indicates an extremely low accuracy for the unknown class “UN” (42.8%), which means that a lot of known target data are classified as unknown, i.e., the network failed to recognize known target data. The situation for task Cl→Ar is similar, which slightly improves the accuracies by sacrificing the ability of recognizing known target data. The other tasks have low accuracies for all OS, OS*, and UN. **Case 2:** No W but have α. Without W, the adversarial learning process will map all source and target close. At the same time, using α can help to map known target data and source data close, which can further classify more target data to known classes. Consequently, two many target data are classified to known classes which results in performance decline of OS and OS*. **Case 3:** Have W but no α. Classifier F will always tries to classified all target data to the unknown class c + 1. Thus, target features are far from those of the source, a lot of target features are misclassified to unknown class. From all these 3 cases, we can imply that a combination of W and α can make the model perform well and stable for OS, OS*, and UN. Both W and α are significant for the proposed method. The convergence curve when there are no W and α is given in Appendix D.

---

**Conclusion**

In this paper, we present an open set domain adaptation approach called “against adversarial learning” (AAL) which can naturally distinguish unknown target data and known data without any additional hyper parameters. Following the fact that labels of all target data are unavailable during the training process, we consider all target data as unknown at the beginning. Then, by using a dynamic classifier training against a weighted adversarial learning architecture, the proposed method can effectively distinguish the unknown target data from the known classes and classify the known target data at the same time. Analyses from a variety of aspects are given. Experimental results show that the proposed method can achieve significant improvements compared with the previous state-of-the-art methods.
References

Bendale, A.; and Boult, T. E. 2016. Towards open set deep networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, 1563–1572.

Daumé III, H. 2009. Frustratingly easy domain adaptation. arXiv preprint arXiv:0907.1815.

Farseev, A.; Samborskii, I.; Filchenkov, A.; and Chua, T.-S. 2017. Cross-domain recommendation via clustering on multi-layer graphs. In SIGIR, 195–204. ACM.

Ganin, Y.; Ustinova, E.; Ajakan, H.; Germain, P.; Larochelle, H.; Laviolette, F.; Marchand, M.; and Lempitsky, V. 2016. Domain-adversarial training of neural networks. The Journal of Machine Learning Research 17(1): 2096–2030.

Gong, B.; Shi, Y.; Sha, F.; and Grauman, K. 2012. Geodesic flow kernel for unsupervised domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2066–2073. IEEE.

Goodfellow, I.; Pouget-Abadie, J.; Mirza, M.; Xu, B.; Warde-Farley, D.; Ozair, S.; Courville, A.; and Bengio, Y. 2014. Generative adversarial nets. In Advances in neural information processing systems, 2672–2680.

He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, 770–778.

Jain, L. P.; Scheirer, W. J.; and Boult, T. E. 2014. Multi-class Open Set Recognition Using Probability of Inclusion. In European Conference on Computer Vision, 393–409.

Lian, Q.; Li, W.; Chen, L.; and Duan, L. 2019. Known-class Aware Self-ensemble for Open Set Domain Adaptation. arXiv preprint arXiv:1905.01068.

Liu, H.; Cao, Z.; Long, M.; Wang, J.; and Yang, Q. 2019. Separate to adapt: Open set domain adaptation via progressive separation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2927–2936.

Liu, Q.; Mackey, A. J.; Roos, D. S.; and Pereira, F. C. 2008. Evigan: a hidden variable model for integrating gene evidence for eukaryotic gene prediction. Bioinformatics 24(5): 597–605.

Long, M.; Cao, Y.; Wang, J.; and Jordan, M. I. 2015. Learning transferable features with deep adaptation networks. arXiv preprint arXiv:1502.02791.

Long, M.; Cao, Z.; Wang, J.; and Jordan, M. I. 2018. Conditional adversarial domain adaptation. In Advances in Neural Information Processing Systems, 1640–1650.

Long, M.; Wang, J.; and Jordan, M. I. 2017. Deep transfer learning with joint adaptation networks. ICML.

Long, M.; Zhu, H.; Wang, J.; and Jordan, M. I. 2016. Unsupervised domain adaptation with residual transfer networks. In Advances in Neural Information Processing Systems, 136–144.

Long, M.; Zhu, H.; Wang, J.; and Jordan, M. I. 2017. Deep transfer learning with joint adaptation networks. In Proceedings of the 34th International Conference on Machine Learning-Volume 70, 2208–2217. JMLR. org.

Luo, Z.; Zou, Y.; Hoffman, J.; and Fei-Fei, L. F. 2017. Label efficient learning of transferable representations acrosss domains and tasks. In Advances in Neural Information Processing Systems, 165–177.

Mao, S.; Shen, X.; and Chung, F.-l. 2018. Deep Domain Adaptation Based on Multi-layer Joint Kernelized Distance. In The 41st International ACM SIGIR Conference on Research & Development in Information Retrieval, 1049–1052. ACM.

McClosky, D.; Charniak, E.; and Johnson, M. 2006. Reranking and self-training for parser adaptation. In Proceedings of International Conference on Computational Linguistics, 337–344. Association for Computational Linguistics.

Pan, S. J.; Tsang, I. W.; Kwok, J. T.; and Yang, Q. 2011. Domain adaptation via transfer component analysis. IEEE Transactions on Neural Networks 22(2): 199–210.

Panareda Busto, P.; and Gall, J. 2017. Open set domain adaptation. In Proceedings of the IEEE International Conference on Computer Vision, 754–763.

Saenko, K.; Kulis, B.; Fritz, M.; and Darrell, T. 2010. Adapting visual category models to new domains. In European conference on computer vision, 213–226. Springer.

Saito, K.; Yamamoto, S.; Ushiku, Y.; and Harada, T. 2018. Open set domain adaptation by backpropagation. In Proceedings of the European Conference on Computer Vision (ECCV), 153–168.

Tzeng, E.; Hoffman, J.; Saenko, K.; and Darrell, T. 2017. Adversarial discriminative domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 7167–7176.

Tzeng, E.; Hoffman, J.; Zhang, N.; Saenko, K.; and Darrell, T. 2014. Deep domain confusion: Maximizing for domain invariance. arXiv preprint arXiv:1412.3474.

Venkateswara, H.; Eusebio, J.; Chakraborty, S.; and Panchanathan, S. 2017. Deep hashing network for unsupervised domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 5018–5027.

Weston, J.; Ratle, F.; Mobahi, H.; and Collobert, R. 2012. Deep learning via semi-supervised embedding. In Neural Networks: Tricks of the Trade, 639–655. Springer.

Yosinski, J.; Clune, J.; Bengio, Y.; and Lipson, H. 2014. How transferable are features in deep neural networks? In Advances in neural information processing systems, 3320–3328.

Zhang, Y.; Liu, T.; Long, M.; and Jordan, M. I. 2019a. Bridging theory and algorithm for domain adaptation. arXiv preprint arXiv:1904.05801.

Zhang, Y.; Tang, H.; Jia, K.; and Tan, M. 2019b. Domain-symmetric networks for adversarial domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 5031–5040.
Appendix A. Proof of optimum

In this section, we give first prove that the optimum of the traditional conditional adversarial domain adaptation will be reached when conditional distribution of source data and target data are the same. Then, we will further give the proof for the optimum of the weighted adversarial learning.

**Theorem 1.** Given the objective function $V(G, D)$ in eq. 3 and following the proof of “Proposition 1” in [Goodfellow et al. 2014], for any fixed $G$, the optimal discriminator $D$ in eq. 3 is

$$D^*_G(f \otimes p^*) = \frac{G_s(f, p^*)}{G_s(f, p^*) + G_t(f, p^*)} \tag{9}$$

**Proof.** For eq. 3, given any fixed generator $G$, the discriminator $D$ is trained to maximize the value function $V(G, D)$:

$$\min \max_V V(G, D) = \int p_t(x') \log D(G^t(x') \otimes F^s p(x')) \, dx' = \int p_t(x') \log(1 - D(G^t(x') \otimes F^s p(x')) \, dx' = \int f \int G_s(f, p^*) \log D(f \otimes p^*) + G_t(f, p^*) \log(1 - D(f \otimes p^*)) \, df \, dp^* \tag{10}$$

where $G_s(f, p^*) = (G^t(x'), F^s p(x'))_{x' \sim p_t(x')}$ and $G_t(f, p^*) = (G^t(x'), F^s p(x'))_{x' \sim p_t(x')}$. Eq. 10 has the same form as function $y \to a \log(y) + b \log(1 - y)$, $(a, b) \in \mathbb{R}^2 \setminus \{0, 0\}$, which achieves its maximum at $\frac{y}{1+y}$ $\in [0, 1]$. So similarly, given $G$ fixed, the optimal $D$ that makes $V(G, D)$ achieve its maximum can be obtained as in eq. 9.

Then, by substituting eq. 9 into eq. 3, the training criterion for $G$ is to minimize

$$V(G, D_G^*) = \mathbb{E}_{x' \sim p_t(x')} [\log D_G^*(G^t(x') \otimes F^s p(x'))] + \mathbb{E}_{x' \sim p_t(x')} [\log(1 - D_G^*(G^t(x') \otimes F^s p(x')))] = \mathbb{E}_{(f, p^*) \sim G_s(f, p^*)} [\log G_s(f, p^*)] + \mathbb{E}_{(f, p^*) \sim G_t(f, p^*)} [\log(1 - D_G^*(f \otimes p^*))] = \mathbb{E}_{(f, p^*) \sim G_s(f, p^*)} [\log \frac{G_s(f, p^*)}{G_s(f, p^*) + G_t(f, p^*)}] + \mathbb{E}_{(f, p^*) \sim G_t(f, p^*)} [\log \frac{G_t(f, p^*)}{G_s(f, p^*) + G_t(f, p^*)}] = - \log(2) + \mathbb{E}_{(f, p^*) \sim G_s} [\log \frac{G_s(f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)}] + \mathbb{E}_{(f, p^*) \sim G_t} [\log \frac{W_G t (f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)}] = - \log(2) + \mathbb{E}_{(f, p^*) \sim G_s} \left[ \frac{G_s(f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)} \right] \tag{11}$$

According to [Goodfellow et al. 2014], it is straightforward to induce that eq. 11 can be reformulated to

$$V(G, D_G^*) = - \log(4) + 2 \cdot JSD(G_s(f, p^*) || G_t(f, p^*)) \tag{12}$$

We can see that when $G_s(f, p^*) = G_t(f, p^*)$, the global minimum can be achieved as the Jensen-Shannon divergence (JSD) between two distributions is always nonnegative and equals to zero iff they are exactly the same. To sum up, in this adversarial architecture, the deep neural network $G$ tends to generate equally distributed probability-feature joint outputs for the target and source data:

$$p(G^f(x^s)p(F^s p(x^s)|G^f(x^s)) = p(G^f(x^t)p(F^s p(x^t)|G^f(x^t)). \tag{13}$$

Then, the proof of the optimum for weighted adversarial domain adaptation eq. 4 is given.

**Theorem 2.** Given the objective function $V(G, D)$ in eq. 4 and following the proof of “Proposition 1” in [Goodfellow et al. 2014], for any fixed $G$, the optimal discriminator $D$ in eq. 4 is

$$D^*_G(f \otimes p^*) = \frac{G_s(f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)} \tag{14}$$

**Proof.** For eq. 4, given any fixed generator $G$, the discriminator $D$ is trained to maximize the value function $V(G, D)$:

$$\min \max_V V(G, D) = \int p_t(x') \log D(G^t(x') \otimes F^s p(x')) \, dx' + \int p_t(x') \log(1 - D(T^t(x') \otimes F^s p(x'))) \, dx' = \int f \int G_s(f, p^*) \log D(f \otimes p^*) + G_t(f, p^*) \log(1 - D(f \otimes p^*)) \, df \, dp^* + W_G t (f, p^*) \log(1 - D(f \otimes p^*)) \, df \, dp^* \tag{15}$$

where $G_s(f, p^*) = (G^t(x'), F^s p(x'))_{x' \sim p_t(x')}$ and $G_t(f, p^*) = (G^t(x'), F^s p(x'))_{x' \sim p_t(x')}$. Eq. 15 has the same form as function $y \to a \log(y) + b \log(1 - y)$, $(a, b) \in \mathbb{R}^2 \setminus \{0, 0\}$, which achieves its maximum at $\frac{y}{1+y} \in [0, 1]$. So similarly, given $G$ fixed, the optimal $D$ that makes $V(G, D)$ in eq. 4 achieve its maximum can be obtained as in eq. 14.

Then, by substituting the optimal discriminator in eq. 14 into eq. 4, the training criterion for $G$ is to minimize

$$V(G, D_G^*) = \mathbb{E}_{x' \sim p_t(x')} [\log D_G^*(G^t(x') \otimes F^s p(x'))] + \mathbb{E}_{x' \sim p_t(x')} [\log(1 - D_G^*(G^t(x') \otimes F^s p(x')))] = \mathbb{E}_{(f, p^*) \sim G_s(f, p^*)} [\log G_s(f, p^*)] + \mathbb{E}_{(f, p^*) \sim G_t(f, p^*)} [\log(1 - D_G^*(f \otimes p^*))] = \mathbb{E}_{(f, p^*) \sim G_s} [\log \frac{G_s(f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)}] + \mathbb{E}_{(f, p^*) \sim G_t} [\log \frac{W_G t (f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)}] = - \log(2) + \mathbb{E}_{(f, p^*) \sim G_s} \left[ \frac{G_s(f, p^*)}{G_s(f, p^*) + W_G t (f, p^*)} \right] \tag{16}$$

We can see that when $G_s(f, p^*) = G_t(f, p^*)$, the global minimum can be achieved as the Jensen-Shannon divergence (JSD) between two distributions is always nonnegative and equals to zero iff they are exactly the same.
Since it is easy to induce that item $1$ in eq. $16$ equals to $D_{KL}(G_s(f,p^s)\| \frac{G_s(f,p^s)+WG_t(f,p^s)}{2})$, here we mainly focus on proving that $D_{KL}(WG_t(f,p^s)) = D_{KL}(\frac{G_s(f,p^s)+WG_t(f,p^s)}{2})$.

\textbf{Proof.}

\[
D_{KL}(WG_t(f,p^s)) = \int_{f^s} \int_{p^s} WG_t(f,p^s)\log \frac{2WG_t(f,p^s)}{G_s(f,p^s)+WG_t(f,p^s)} df dp^s
\]

\[= \int_{f^s} \int_{p^s} G_t(f,p^s)(\log G_s(f,p^s)+WG_t(f,p^s)) df dp^s
\]

\[= \mathbb{E}_{(f,p^s) \sim G_t}[W \log \frac{WG_t(f,p^s)}{G_s(f,p^s)+WG_t(f,p^s)}] / 2
\]

Then it is straightforward that eq. $16$ equals to

\[
V(G, D_{KL}) = -\log(4) + 2 \cdot JSD(G_s(f,p^s) \parallel WG_t(f,p^s))
\]

When $G_s(f,p^s) = WG_t(f,p^s)$, the global minimum can be achieved as the Jensen-Shannon divergence (JSD) between two distributions is always non-negative and equals to zero iff they are exactly the same. Then in the weighted adversarial architecture, the deep neural network $G$ tends to generate equally distributed probability-feature joint outputs for the weighted target data and source data

\[
p(G(f(x^s)))p(F^*P(x^s)|G(f(x^s))) = W p(G(f(x^s)))p(F^*P(x^s)|G(f(x^s)))
\]

**Appendix B. Detailed analysis of convergence curve**

From Figure 4, we can observe that the curves of OS(orange) rise, then go down and finally rise steadily. The curves of OS*(blue) go down and then rise. The reason is explained as follows. 1) **Stage I: Low OS accuracy and high OS* accuracy.** In the first few iterations, target features and source features are far away, thus only a very small amount of target data are classified to only a few known classes (i.e., only a few known classes are taken into account when computing OS and OS*). Thus, the accuracy of the unknown class can reasonably significantly influence the accuracy of OS. Since a lot of known target data are classified as unknown at this time, the accuracy of the unknown class is small, which results in low OS accuracies. At the same time, only target data that are most close to the source data can be classified to known classes in the first few iterations, thus these target data are most likely to be correctly classified because they distribute similar to the source data. Therefore, the accuracies given by OS* are extremely high at first (100% sometimes). 2) **Stage II: OS accuracies rise.** With the increase of the training iteration, target features and source features are mapped closer and more target data are correctly predicted to more known classes. Thus the influence of unknown class reduces, which results in the growth of OS. 3) **Stage III: OS and OS* accuracies decline.** As the target features and source features are closer to each other along with the training process but the network is not well trained for classification task at this time, accuracies of known classes decrease, which results in decline of OS and OS*. 4) **Stage IV: OS and OS* accuracies rise steadily.** Along with the increase of the training iterations, the deep network tends to be stable. More target data are classified correctly as a result. Thus, both OS and OS* output higher accuracies.

**Appendix C. t-SNE embedding examples of Office-Home**

Here we plot the t-SNE mappings of the extracted deep features in Figure 5 for task $Cl \rightarrow Pr$ and $Rw \rightarrow Pr$ respectively. Known target data is denoted in green, source data is denoted in blue, and the unknown data is in red.
Figure 5: Accuracies of each iteration for task $A\rightarrow W$ and $D\rightarrow A$ under the case that $W$ and $\alpha$ are not used.