Divergent risky decision-making and impulsivity behaviors in Lewis rat substrains with low genetic difference
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Abstract

Substance use disorder (SUD) is associated with a cluster of cognitive disturbances that engender vulnerability to ongoing drug seeking and relapse. Two of these endophenotypes—risky decision-making and impulsivity—are amplified in individuals with substance use disorder and are augmented by repeated exposure to illicit drugs. Identifying genetic factors underlying variability in these traits is critical for early identification, prevention, and treatment of SUD-vulnerable individuals. Here, we compared risky decision-making and different facets of impulsivity between two fully inbred substrains of Lewis rats—LEW/NCrl and LEW/NHsd. We performed whole genome sequencing of both substrain to identify almost all relevant variants. We observed substantial differences in risky decision-making and impulsive behaviors. Relative to LEW/HHsd, the LEW/NCrl substrain accepts higher risk options in a decision-making task and higher rates of premature responses in the differential reinforcement of low rates of responding (DRL) task. These phenotypic differences were more pronounced in females than males. We defined a total of ~9,000 polymorphisms between these substrains at 40X whole genome short-read coverage. Roughly half of variants are located within a single 1.5 Mb region of chromosome 8, but none impact protein-coding regions. In contrast, other variants are widely distributed, and of these 38 are predicted to cause protein-coding variants. In conclusion, Lewis rat substrains differ significantly in risk-taking and impulsivity and only a small number of easily mapped variants are likely to be causal. Sequencing combined with a reduced complexity cross (RCC) should enable identification of one or more variants underlying multiple complex addiction-relevant traits.
Introduction

Substance use disorder (SUD) is associated with a cluster of cognitive disturbances that engender vulnerability to ongoing drug seeking and relapse \(^{1-5}\). Two of these endophenotypes—risk-taking and impulsivity—are predictive of substance use vulnerability and are augmented by repeated drug exposure \(^{6-14}\). Identifying the genetic factors underlying variability in these behavioral tendencies is important for understanding the molecular mechanisms driving these behaviors and is critical for early identification and ongoing treatment of SUD-vulnerable individuals.

To enable forward genetic strategies capable of identifying genetic loci and gene variants involved in risk-taking and impulsivity, it is first necessary to establish the heritability of traits in an appropriate rodent mapping population. Traditional mapping populations involve F2 intercrosses between genetically divergent inbred strains or outbred populations, both of which are segregating millions of variants. In both cases, identification of causal genes and variants responsible for trait variance is difficult. In F2 families, a low level of recombination combined with a large number of sequence variants makes it nearly impossible to identify causal QTG within each large (20 to 40 Mb) quantitative trait locus (QTL). In outbred populations, association or linkage mapping may identify a handful of candidates and associated variants or much smaller (1 to 2 Mb). However, the number of markers and individuals required for well powered mapping in outbred populations is at least 10 times higher than that needed to map using a standard F2 cross.

To address this, we quantified trait variation and heritability in substrains of rats from the inbred Lewis strain, which were developed from Wistar stock and became commercially available in the 1950s. Critically, the Lewis strain has been used in many studies of drug addiction-relevant traits \(^{15-17}\). Rather than compare Lewis rats with another highly genetically divergent inbred strain, we obtained cohorts of Lewis rats from different breeders: Charles River Laboratories and Envigo. As both strains were initially derived from a recent common ancestor, the low genetic diversity among strains is ideal for genetic mapping using a Reduced Complexity Cross (RCC) design \(^{18}\). RCCs are generated by intercrossing strains with highly similar genetic backgrounds to generate an F2 mapping population that segregates orders of magnitude fewer variants compared with crosses generated from more divergent strains. Large QTL intervals remain in the RCC but are no longer a barrier to QTG identification because the total number of variants is now vastly reduced—in some instances down to a single candidate gene \(^{19}\). In addition, the low number of background variants can increase the effect of a single gene variant on trait variation, decreasing the number of individuals needed to detect a QTL \(^{18}\). For these reasons, the RCC is an efficient strategy to identify QTGs in intercrosses derived from strains exhibiting low genetic diversity.

In the current study, we compared risky decision-making, distinct facets of impulsivity, and genetic background between Lewis rats obtained from Charles River (LEW/NCrl) and Envigo (LEW/NHsd). All subjects were obtained from their respective vendors and then bred in house for one generation to eliminate the influence of environment and shipping. Risky decision-making was measured using the RDT \(^{20,21}\), impulsive choice using the delay discounting task (DD) \(^{22,23}\), and impulsive action using the Differential Reinforcement of Low Rate (DRL) task \(^{24,25}\). Finally, we performed whole-genome sequencing of Lewis rats from both vendors to identify gene variants between substrains, as well as the distribution of these variants across chromosomes. The goal of these experiments was to determine if near isogenic inbred strains differ in SUD-relevant behaviors, if risk-taking and impulsivity are correlated within strain, and if these phenotypes have strong heritability for genetic mapping.
studies. This investigation will enable future RCC mapping studies identifying the genetic variants underlying risk-taking and impulsivity in Lewis substrains.

Methods

Subjects

To ensure identical breeding protocols and developmental environment, all subjects were bred in house using breeding pairs of Lewis rats obtained from either Charles River (Raleigh, NC) or Envigo (Indianapolis, IN). Charles River breeders (4 pairs) produced 27 pups (male, n = 13; female, n = 14) and Envigo breeders (4 pairs) produced 19 pups (male, n = 10; female, n = 9). At postnatal day 21, subjects were separated from dams and either pair or triple housed with subjects from their litter. Rats were housed in a 12-hour light/dark cycle (lights off at 8 a.m.), with all behavioral testing occurring during the dark cycle. When subjects reached postnatal day (PND) 115, rats were food restricted to maintain 85% of free feeding weight with ad libitum access to water. All procedures were conducted in accordance with the University of Memphis Institutional Animal Care and Use Committee. While all subjects were trained in RDT, a subset of subjects did not complete delay discounting (n = 8) and DRL (n = 6) due to laboratory shutdown during the 2020 COVID-19 pandemic.

Behavioral Apparatus

Operant chambers (Med Associates) were housed in sound attenuating cubicles. Each was equipped with a food pellet delivery trough illuminated by a 1.12 W lamp and fitted with a photobeam to detect head entries located in the center of the right wall 2 cm above the floor. On either side of the food trough there were two retractable levers located 11 cm above the floor. A 1.12 W house light was mounted on the left side wall, with a circular nose poke port equipped with a light and photo beam to detect entry directly underneath. Floors of the testing chambers consisted of steel rods connected to a shock generator that delivered scrambled foot shocks. Locomotor activity was measured during each session with infrared activity monitors located on either side of the chamber above the floor. All chambers were interfaced with a computer running custom-written codes through MedPC software (Med Associates) to control external cues and behavioral events.

Behavioral Experiments

All subjects were trained in the 1) risky decision-making task (RDT) used to measure risk-taking, 2) delay discounting task (DD) used to measure impulsive choice, and 3) Differential Reinforcement of Low Rates of Responding (DRL) task used to measure impulsive action. To prevent task order or carryover effects, the order sequence of these three tasks was counterbalanced across subjects.

Instrumental Shaping

One day prior to training, all subjects were habituated in operant chambers for 5 minutes and sucrose pellet reinforcers used in behavioral experiments were placed into home cages to reduce neophobia. The following day, subjects began magazine training wherein 38 sucrose pellets were delivered to the food trough over 64 minutes. Following pellet delivery, the food trough remained illuminated until collection. Once subjects consumed the majority of pellets, they began instrumental response training.
Prior to DD or RDT, subjects learned to press a lever to receive a pellet. Upon completing 50 lever presses, subjects trained on the opposite lever. The order of levers trained was counterbalanced across subjects. After training on each lever, in a separate session subjects learned to enter the food trough when it was illuminated to cause one of the two levers to extend, which they could then press to receive a pellet reinforcer. Failure to initiate the trial or press a lever upon extension within 10s of stimulus presentation resulted in an omission. Levers were extended in a pseudorandom order until subjects completed 35 successful trials on each lever.

The final phase of shaping for either RDT or DD, reward magnitude discrimination, began with a similar design (nosepoke into lit trough to trigger lever extension), except one lever delivered a large, three pellet reward and other delivered a single pellet. After four trials of “forced choice trials” with each lever in isolation, rats were given 10 “free choice” trials in which both the small and large reward levers were extended. A press on either lever resulted in both levers retracting and delivery of the chosen reward, followed by a 10 ± 4 s second intertrial interval (ITI). Once rats displayed consistent preference for the large reward lever, they began training in either RDT or DD. Importantly, the identity of the large reward lever remained consistent across tasks.

Prior to DRL, subjects trained in a Fixed Ratio (FR)-1 protocol in which a single nosepoke into an illuminated port elicited pellet delivery. After each successful nose poke, the food trough was illuminated upon pellet delivery and remained on until subjects collected the reinforcer. The nosepoke port remained illuminated throughout the task until subjects completed 50 responses or 30 minutes had elapsed, after which the session concluded and all lights were extinguished. After receiving 50 pellets in a 30 minute session, the nose poke responses switched from an FR-1 schedule to DRL-5, and then to DRL-10 (See Methods: Impulsive Action for detailed DRL protocols).

Risky Decision-Making

Risky decision-making was measured using the risky decision-making task (RDT)\textsuperscript{26,27}. Subjects chose between a small reinforcer (one sucrose pellet) and a large reinforcer (three pellets) accompanied by a risk of foot shock (one second). Risk of foot shock increased throughout the session (0, 25, 50, 75, and 100% risk of shock) across five consecutive 18 trial blocks. Each block began with eight forced-choice trials in which a head entry to an illuminated food trough caused the lever associated with either the small or large, risky option to extend and the trough light to extinguish. Pressing this lever resulted in immediate delivery of the corresponding reinforcer, retraction of the lever, and reillumination of the food trough for 10 s or until pellet collection. The four forced-choice trials at the beginning of each block (with levers presented in pseudo-random order) enabled subjects to acquire the new risk/reward contingency. Forced choice trials were followed by ten free choice trials in which the levers associated with each outcome were presented in tandem, allowing subjects to choose between the small, safe or large, risky options. Each trial was separated by a 10 ± 4 s ITI in which the house and trough lights were extinguished and all levers were retracted. Failure to respond within 10 s of trough illumination or lever extension resulted in the trial being marked an omission, and immediate progression to the ITI. Shock intensity started at 0.05 mA, then increased in 0.05mA increments to a terminal shock level of 0.15 mA in each subsequent session. Subjects only advanced to the next shock intensity if they completed >50% of trials in the previous session. Once reaching .15mA, subjects trained in the RDT for 20 sessions, with average performance across the final five sessions used for statistical analyses.
Impulsive Choice

Impulsive choice was assessed through the DD task, which measures preference for small, immediate over large, delayed rewards (modified from 22). Each session consisted of 5 blocks with 12 trials each. Rats were presented with a choice between two levers: one lever resulted in an immediate one pellet reward, and the other was associated with a delayed 3 pellet reward, with delays of 0, 4, 8, 16, and 32s preceding pellet delivery. Each block began with two forced choice trials where either the small or large reward lever was available to establish the new delay, followed by ten free choice trials with both levers were available 23,28,29.

Individual trials began with illumination of the food trough and house lights. Subsequent nose poking into the food trough during this period resulted in extinguishment of the food trough light and extension of either one lever (forced choice-trials) for two trials or both levers concurrently (free choice trials) for ten trials. Failure to complete the trial initiation nose poke or lever press in the allotted time was scored as an omission. A press on either lever caused immediate retraction of both levers and immediate or delayed pellet delivery. After delivery, subjects had ten seconds to collect the pellets, then the trial proceeded to the ITI. To prevent choice of the immediate reward from reducing the time elapsed prior to the next trial, the ITI was adapted such that each trial lasted 60s regardless of delay length or choice. Subjects trained in the delay discounting for 20 sessions, and an average of behavior in the final five sessions was used for analyses.

Impulsive Action

To measure impulsive action, rats were trained in the DRL-10s task, in which they are required to withhold a response for a set time interval before earning a reinforcer 30,31. Upon completing FR-1 training, as outlined in Methods: Instrumental Shaping, subjects began DRL-5s, in which they were required to withhold a nose poke into the lit port for 5 s to receive reinforcement. Responses before this 5 s had elapsed resulted in no reinforcer delivery and the timer being reset, effectively punishing impulsive actions with a “time-out” period. After 10 sessions of DRL-5s, subjects proceeded to ten sessions of DRL-10s, in which the withholding period was increased to 10 s. Each DRL session lasted 45 minutes, with no limit on total reinforcers rats could obtain. Responses made after the withholding period had elapsed were tabulated as correct responses. Any responses prior to completion of the withholding period were scored as incorrect responses, with responses within 3 s of the previous response defined as burst responses.

Whole genome sequencing of Lewis Substrains

High molecular weight DNA extraction, Chromium linked reads library construction and sequencing were conducted at the HudsonAlpha Genomic Center. Spleens of one male Lewis rat from each vendor (Envigo and Charles River) were shipped to HudsonAlpha genomic center. The Qiagen MagAttract HMW DNA kit was used for DNA isolation. Sequencing library was then constructed from 1 ng of high molecular weight (~ 50kb) genomic DNA using the Chromium Genome Library kit and sequenced on Illumina Hi-Seq (150 bp PE) using manufacturer suggested protocols.

Mapping of whole genome sequencing data.

We obtained 878 and 863 million reads for the LEW/NCrl and LEW/NHsd substrains, respectively. Among these, 93.3% of the LEW/NCrl and 92.8% of the LEW/NHsd reads were mapped.
to the mRatBN7.2 reference genome. After mapping, the mean depth of coverage (i.e. the number of reads per base position for the entire genome) was 41.3X for LEW/NCrl and 40.3X for LEW/NHsd. For both strains, 2.5% of the reference genome was not present in our sequencing data (i.e., zero coverage).

Data Analysis

The primary variables of interest for all tasks were substrain (LEW/NCrl vs LEW/NHsd) and sex (female vs male). Average performance across the final five sessions was used as an index of performance for all three tasks, and Bivariate Pearson’s correlations were used to assess linear relationships between tasks.

For risky decision-making, percent choice of the large, risky reward in each block was used as an index of risk taking. For delay discounting, percent choice of the large, delayed reward was used as an index of impulsive choice, with less choice of the large reward defined as increased impulsive choice. In both tasks, a 3-way mixed ANOVA was conducted to identify differences based on substrain, sex, and risk level/delay. Greenhouse-Geisser corrections were used for cases in which Mauchly’s Test of Sphericity was violated; these analyses will be identifiable through presentation of non-integer degrees of freedom. Interactions were investigated using the EMMEANS and Compare subcommands within the IBM®SPSS® Statistics 26 syntax.

To provide a unitary measure of impulsive choice or risk-taking (as opposed to a multipoint curve), we utilized geometric area under the curve (AUC). AUC was calculated as the summed area of the trapezoids created by drawing vertical lines from the x-axis to percent choice of the large reinforcer in the blocks 2-5. The first block was excluded from AUC calculations to maintain focus on conditions involving either a delay or risk, as the first block of each task contained no discounting factors and an objectively superior choice (3 pellets vs 1 pellet). These AUC calculations were used for correlative comparisons between tasks.

Impulsive action in DRL was calculated as correct ratio (correct choices/total choices), with increased correct ratio indicative of lower impulsive choice. In addition, for comparison between tasks (Figure 7), this measure was transformed to 1 – (correct responses/total responses), with a higher score equating to greater impulsive action. A two-way ANOVA was conducted to explore differences between the fixed factors substrain and sex as well as potential substrain x sex interactions. Additionally, impulsive action score was compared to AUC measurements of delay discounting and risky decision-making via Pearson’s correlations. To perform a more in depth analysis of response patterns, each response in DRL was classified according to its associated inter-response-time (IRT; seconds elapsed since previous response) and plotted into a distribution consisting of total responses for 21 one second bins. All responses over 20 s were combined into a single bin and responses with an IRT < 1s were not included in analyses. A repeated-measures ANOVA with substrain and sex as between-subjects factors was used to assess effects of IRT bin on responses.

We calculated narrow-sense heritability, or the contribution of additive genetic variance to observed phenotypic variance, as a ratio of Va/(Va+Ve), where Va is the variance of additive genetic effects and Ve is the environmental contribution to phenotypic variance. In addition to testing heritability of individual phenotypes, we created a composite risk-taking/impulsive action measure.
Incorrect response ratio for DLR and % choice of risky reward were Log\(^{10}\) transformed, then we calculated the mean of these scores for each subject.

Whole genome sequencing data were mapped to the mRatBN7.2 reference genome (ref: https://wellcomeopenresearch.org/articles/6-118) using LongRanger (ver 2.2.2). DeepVariant (ver 1.0.0) was used to call SNPs and small indels from the bam files and GLnexus was used for joint calling of variants\(^38\). We filtered homozygotic variant calls with PHRED quality scores greater than 30 and are unique to each substrain. SnpEff (v4_3t_core)\(^39\)was used for nearest gene identification and to estimate the impact of these substrain-specific variants (e.g. missense mutations, loss or gain of stop codon are classified as high impact; deletion in 5' UTR or nonsynonymous SNP are classified as moderate impact; while synonymous variant in the coding region or start site are classified as low impact). GWAS catalog\(^40\) was used to find the association of subsets of genes with psychiatric diseases or addiction related traits in human studies. GeneCup\(^41\) was used to explore a subset of genes for their roles in addiction or psychiatric conditions documented in the literature.

**Results**

**Risky Decision-Making**

We used the RDT to measure and compare risky decision-making in male and female LEW/NCrl (n=27) and LEW/NHsd (n=19) rats. Overall, subjects initially preferred the 3 pellet option, then displayed a robust shift toward the safe 1 pellet option as risk of foot shock increased\((F_{(2.929, 122.999)} = 40.882, p < 0.001;\) Figure 1a). Male rats showed greater risk-taking than females\((F_{(1, 42)} = 68.819, p < 0.001;\) Figure 1b,c), replicating previous experiments in outbred rats\(^42,43\). This sex difference was observed in both substrains\( (p\text{-values} < 0.001)\). We also observed a block x sex interaction\((F_{(2.929, 122.999)} = 15.223, p < 0.001)\), such that female subjects exhibited a sharper decrease in risky choice than males in block 2, in which punishment risk was introduced (Figure 1b).

LEW/NCrl displayed increased preference for risky options compared to LEW/NHsd\((F_{(1, 42)} = 17.451, p < 0.001;\) Figure 2a), and the block x substrain interaction approached significance\((F_{(2.929, 122.99)} = 2.437, p = 0.069)\). Interestingly, there was a significant substrain x sex interaction\((F_{(1, 42)} = 10.1, p = 0.003)\), suggesting that the substrain differences were divergent between sexes. Pairwise comparisons revealed that female LEW/NCrl were more risk preferring than females LEW/NHsd\( (p < .001;\) Figure 2b), while males did not differ in risk preference between substrains\( (p = 0.477;\) Figure 2c). In summary, Lewis rats obtained from Charles River showed greater risk-taking than Lewis rats from Envigo, but this difference was localized to female subjects.

**Impulsive Choice**

Next, we measured impulsive choice across both sexes and substrains using a delay discounting task. Subjects\((n = 38)\) initially preferred the large reward choice, then shifting preference toward the small, immediate reward as the delay preceding the large reward increased\((F_{(2.086, 70.927)} = 160.289, p < 0.001;\) Figure 3a). Males displayed greater choice of the large reward than females\((F_{(1, 34)} = 10.102, p = 0.003;\) Figure 3b,c).
There were no differences in impulsive choice between LEW/CRL and LEW/NHsd rats (effect of substrain ($F_{(1, 34)} = 1.978, p = .169$; sex x substrain interaction: $F_{(1, 34)} = 1.886, p = .179$; block x substrain interaction: $F_{(2.086, 70.927)} = .633, p = .541$; block x sex x substrain interaction: $F_{(2.086, 70.927)} = 1.005, p = .374$; Figure 4). While there was no block x substrain interaction, further investigations found sex-specific substrain differences such that male LEW/NCrl discounted delayed rewards more than male LEW/NHsd ($p = 0.032$), but females did not differ between substrains ($p = 0.983$). Therefore, although on average LEW/CRL and LEW/NHsd subjects showed comparable delay discounting, there was a significant strain difference evident in males.

**Impulsive Action**

Impulsive action was assessed in all subjects ($n = 40$; LEW/NHsd female = 12, LEW/NHsd male = 11, LEW/NCrl female = 9, LEW/NCrl male = 8) using the DRL-10s. On average, subjects were able to correctly withhold reward-seeking responses for the required 10 second period on approximately half of all responses ($M = 50.69\%$, $SEM = 1.693\%$). Male rats displayed a greater impulsivity score than females ($F_{(1, 36)} = 6.626, p = 0.014$; Figure 5a). LEW/NCrl had a greater impulsivity score than LEW/NHsd ($F_{(1, 36)} = 4.730, p = 0.036$), indicative of increased impulsive action (Figure 5b). There was no substrain x sex interaction ($F_{(1, 36)} = 2.493, p = 0.123$), indicating that males were more impulsive than females across both substrains (Figure 5c).

To further analyze DRL performance, total responses were divided into inter-response time (IRT) bins. As expected, this revealed a main effect of time ($F_{(2.716, 97.759)} = 184.094, p < 0.001$), with the greatest proportion of responses clustered around the 9-10 and 10-11 second bins (Figure 6a). As with impulsive action score, IRT curves differed between substrains ($F_{(1, 36)} = 4.419, p = 0.043$) and sex ($F_{(1, 36)} = 26.326, p < 0.001$). When collapsed across sexes, LEW/NCrl subjects displayed an IRT curve shifted leftward from LEW/NHsd (Figure 6b) ($F_{(2.716, 97.759)} = 2.810, p = 0.049$) suggesting that these subjects were more likely to respond prior to the 10 second point than LEW/NHsd ($F_{(1, 36)} = 4.419, p = 0.043$). Therefore, the LEW/NCrl reduction in accuracy on DRL compared to LEW/NHsd was due to increased premature responses, indicative of elevated impulsive action. This effect was still observed when restricting analysis to only females ($p = 0.008$; Figure 6c), but IRT curves did not differ between substrains in males ($p = 0.820$; Figure 6d), suggesting that strain differences in impulsivity are most evident in females.

**Cross Task Relationships**

We compared indices of risky decision-making, impulsive choice, and impulsive action within all subjects using Pearson’s correlations. A positive correlation existed between impulsive action (1/correct ratio in DRL10) and risk-taking (AUC; $r = -0.533, p < 0.001$; Figure 7a). Impulsive choice, measured as delay discounting AUC, was uncorrelated with both risky decision-making ($r = 0.177, p = 0.287$; Figure 7b) and impulsive action ($r = 0.058, p = 0.754$; Figure 7c).

**RDT and Impulsivity Trait Heritability**
Comparing LEW/NCrl with Lew/NHsd revealed high narrow-sense heritability values for each task. Heritability for risky decision-making, calculated based on AUC of risky choice, was 0.163. Heritability of impulsive action, calculated using the ratio of premature responses to total responses, was 0.148. Impulsive choice based on AUC of delayed reward choice was 0.235. Interestingly, when risky decision-making and impulsive action were merged into a composite score, the heritability was 0.282, suggesting that a common genetic source of variation underlies both of these phenotypes.

**Genome Sequencing**

Joint variant analysis found 6,659 SNPs (2,580 in LEW/NCrl and 4,097 in LEW/NHsd) and 2,311 indels (1,017 in LEW/NCrl and 1,294 in LEW/NHsd) that differed between the two substrains. The mean genotype quality (PHRED) was 46.5 and the median was 49 for these variants. The distribution of these variants on each chromosome is shown in Figure 8 (A and B). When annotated using SnpEff, 5,268 of the total variants were located in 2,107 intergenic regions. In addition, 3,522 variants were located in the intronic regions of 1,528 genes. The classification of the remaining variants is shown in Table 1.

Unexpectedly, chromosome (Chr) 8 contained 3,943 variants segregating between the two Lewis substrains, which accounted for 44.0% of all variants segregating them. Excluding this region, the two substrains differ by only 5,027 variants. To confirm this finding, we obtained another whole genome sequencing dataset from the Lew/NCrl substrain using Illumina WGS (Lew/NCrl_s2), and retrieved two other Lew/NCrl samples from NIH sequence read archive (Lew/NCrl_s0 and Lew/CrlBr). As shown in Figure 8c, all four Lew/NCrl samples were consistent in the number of segregating variants on Chr 8 when compared to the Lew/NHsd sample. Further, these variants were concentrated between 78.0-79.5 Mb (Figure 8c and inset). To ensure that the substrain differences on Chr 8 were not technical in nature, we examined the genotype quality (Figure S1a), read depth (Figure S1b), and the number of missing calls (Figure S1c) on Chr 8. These results indicated that the substrain-specific variants were unlikely to be caused by technical reasons. We also examined structural variants (SV) reported from the linked-reads dataset. Although the final call set did not contain any high-quality SV in this region, the raw barcode overlap from linked-read data, which were used for SV detection, did suggest complex SVs existed on Chr 8 in the 79.0-79.5 Mb region in both Lewis substrains (Figure S2).

**Phylogenetic Analysis**

We also investigated the phylogenetic relationship between the Lewis samples and other inbred rat data found in the NIH Short Read Archive (list provided in Table S3). The phylogenetic analyses conducted on the entire Chr 8 (Figure S3a) showed that the two Lewis substrains were closely related, ruling out the possibility that our Lew/NHsd was a different strain of rat due to mistakes in sample collection. The phylogenetic analysis conducted using the genomic segment between 78.0-79.5 Mb (Figure S3b) showed that the Lew/NCrl samples were highly related to each other. Because of the lack of genetic variants in the Lew/NCrl in this region (Figure 8c, inset), they are more closely related to the reference strain (i.e., BN). In comparison, the Lew/NHsd was more closely related to the branch that contained the BN and Lew/NCrl samples than other inbred rats. Lastly, we examined the number...
of variants within this region on Chr 8 that were shared between the Lewis substrains and other inbred rat strains. We retained any pairs of strains that shared more than 30 variants in this region (Figure S4). We found Lew/NHsd only shared 35 variants with SBN/Ygl and SBH/Ygl strains, while Lew/NCrl shared no variants with other strains. In summary, these analyses suggested that variants in the 78-79.5 Mb regions were likely unique to the Lewis rats and were not due to technical or experimental errors. A potential explanation for the enrichment of substrain-specific variants on Chr 8 was the presence of repetitive structural variations, such as those indicated in Figure S2.

High Impact Variants

For the variants with predicted high to moderate impact (e.g., missense or frameshift), we obtained their Gene Ontology annotation. These genes were annotated with 245 ontology categories (Table S1). We further searched genes with predicted high, moderate, or modifier impact variants in the human GWAS catalog. We found 22 genes containing variants that were mapped to psychiatric or addiction related traits (Table S2).

Discussion

These experiments revealed substantial, sex-mediated differences in addiction-relevant behavior between LEW/NHsd and LEW/NCrl substrains of rats despite high genomic similarity. Risky decision-making and impulsive action were increased in the LEW/NCrl strain, and these differences were most pronounced in female subjects. Whole genome sequencing revealed that these two substrains were only distinguished by about 9,000 genetic variants. These variants are predicted to have high to moderate impact on 38 genes/loci. Collectively, these data indicate that the LEW/NCrl strain may function as a rat model of elevated risk-taking and impulsivity. Moreover, the discovery of rat strains with divergent phenotypes despite high genetic similarity will enable future identification of the genetic basis of multiple complex addiction-relevant traits.

LEW/NHsd and LEW/NCrl strains were both derived from a common ancestor, but housed at different vendors for the past several decades (Envigo and Charles River, respectively). Therefore, strain differences may be a result of differences in handling procedures, housing, and transport to the research site. To control for experiential factors, all subjects were bred in house for one generation. This supports the conclusion that strain differences in risk-taking and impulsivity are heritable and primarily caused by genetic variability. Importantly, these data highlight the importance of maintaining a consistent vendor within experiments or including vendor as a variable. Vendor differences in a variety of behaviors had previously been observed in outbred and Wistar rats, and some differences were even evident between different colonies within the same vendor. The current study extends this to inbred Lewis rats, and also demonstrates that phenotypic differences persist even when subjects are bred in house.

Risky Decision-making and Impulsivity between strains

Male rats showed increased propensity for risk-taking compared to females, demonstrating that the sex differences previously observed in outbred rats (Long Evans) also translate to inbred strains. LEW/NCrl subjects demonstrated increased risky decision-making compared to LEW/NHsd;
however, this difference was only statistically significant in females. It is possible that this sex-specificity was caused by a ceiling effect in males, as both strains approached near complete preference for the risky reward (Figure 2c). This may be a result of the relatively low shock intensity used for this experiment (0.15 mA), which is lower than the amplitude used in other experiments 7,56–58. As this was the first experiment (to our knowledge) to use the RDT in inbred strains, this measure was selected based on a pilot experiment which observed that higher shock amplitude evoked excessive trial omissions in female subjects. Future replications with a greater shock intensity for males may produce comparable strain differences across both sexes and increase calculated heritability. It is also possible that this strain difference is sex-dependent, suggesting that some genetic variants that mediate risk-taking may be located on sex chromosomes.

This experiment also replicated the comorbidity between risky decision-making and impulsive action observed in outbred rats30. This is critical because both phenotypes are commonly observed in addiction and other disorders, and both predict self-administration in rat models6,7,59. Risky decision-making is also predictive of cue salience and behavioral flexibility60,61. Therefore, future genetic mapping experiments using these rat strains may be able to detect and manipulate gene variants that drive coexpression of multiple phenotypes.

We also observed a strain difference in impulsive action. While both strains accurately achieved peak response levels at 10-11 seconds into each trial (indicative of task acquisition), LEW/NCrI rats performed a lower ratio of correct to incorrect trials than LEW/NHsd rats, and performed more premature responses prior to completion of the ten second waiting period. Males were more impulsive than females, reflected as reduced ratio of correct vs incorrect trials. As in risky decision-making, we found that the strain difference in the task was observed primarily in female subjects. We did not observe a significant difference between strains in impulsive choice (delay discounting), but did observe >0.2 narrow-sense heritability of this trait, suggesting the potential for future genetic investigation with these substrains. Surprisingly, impulsive choice had greater heritability than both risk-taking and impulsive action, despite the lack of a significant group difference. This is likely because differences in risk and impulsive action were restricted to female subjects. Finally, despite the relatively low heritability for risk-taking and impulsive action, we observed that a composite score representing both phenotypes had greater heritability than any individual behavior. This represents compelling evidence of a common source of genetic variability underlying risk-taking and impulsivity, both of which are endophenotypes of SUD, and demonstrates the feasibility of future genetic mapping experiments.

**Genetic differences between Lewis substrains**

Using linked-read WGS data, we identified nearly 9,000 genetic variants that differentiated the two Lewis substrains. Surprisingly, about 44% of these strain-specific variants were located in a 1.5 Mb region (78.0 - 79.5 Mb) on Chr 8, with the remaining variants distributed across all other chromosomes. To validate this finding, we analyzed an additional previously unpublished Lew/NCrI WGS data set, and downloaded two other Lew/NCrI WGS data sets from NCBI. These three additional data sets were all in agreement with our Lew/NCrI sample (Figure 8, S1, S3, S4). To ensure that our Lew/NHsd sample was indeed from a Lewis rat, we conducted a phylogenetic analysis of Chr 8 using WGS data of 40 inbred rats. The results showed that all four Lew/NCrI samples were closely related to
each other, while our Lew/NHsd sample was most similar to this collection of Lew/NCrl samples (Figure S3). Although having WGS data from a second Lew/NHsd rat is needed to confirm that our finding is applicable to all other Lew/NHsd individuals (i.e., not limited to the particular individual we selected for sequencing), the presence of similar structural features (Figure S2) between Lew/NCrl and Lew/NHsd suggested that the 1.5 Mb region on Chr 8 was initially a unique segregated feature between Lewis and other strains (e.g. Figure S4) that continued to diverge at two different breeding locations (Charles river vs Harlan/Envigo).

The genotype quality on the 1.5 Mb region with high density of variants were not different from those in adjacent regions, suggesting that it was unlikely that the quality of sequence data contributed to the substrain differences. Read depth, however, was higher in this region, from the two linked-read samples, but not in other short-read samples. Linked-read data uses molecular barcodes to restrain sequence data from the same high molecular weight DNA to be mapped next to each other, which would provide a more accurate representation of the underlying genomes. The high read depth was also validated in the barcode overlap view in this region. These data suggested the existence of relatively large (e.g. 500 Kb to 1 Mb) SVs in this region of Chr 8 in the Lewis rats. Although the SV detection pipeline did not report any high quality SV from this region, several break-ends were suggested within this region (data not shown). Future efforts using single molecule long-read sequencing techniques on additional Lew/NCrl and Lew/NHsd rats will more definitively resolve the structural differences in this Chr8 region between the Lewis substrains.

Given the collection of evidence, we believe the substrain variant hotspot on Chr 8 is likely the result of uncharacterized SVs and not due to technical artifacts or sample issues. Despite the large number of variants localized to the Chr 8 hotspot, the overall impact on risk-taking and impulsive behavior is likely to be low, This is due to the relatively low number (20) of genes/loci predicted to be impacted by variants within the hotspot, most of which have no known involvement with neuropsychiatric traits. Therefore, the phenotypic differences in risk taking and impulsivity observed between Lewis substrains is most likely caused by one or more of the ~5,000 variants located elsewhere in the genome beyond the Chr 8 variant hotspot.

We annotated the potential impact of strain-specific genetic variants on the expression and function of genes. Using the literature mining application GeneCup41, we identified several of these impacted genes with known involvement in impulsivity and risk-taking behaviors and/or substance abuse. For example, Rgs6, which encodes the Regulator of G Protein Signaling 6 gene, contains a 3’UTR variant in the LEW/NHsd. RGS6 variation has been associated with many psychiatric disorders associated with risk-taking and impulsivity, including obsessive-compulsive disorder, attention deficit hyperactivity disorder, schizophrenia, and bipolar disorder62–67. Many other variants were involved in neuronal function. For example, Homer2, which has a missense variant in LEW/NHsd, and Rnf216, which has a missense variant in LEW/NCrl, were both involved in glutamatergic synapses 68,69. Most relevant to this study, adolescent SHR/NCrl and Wistar rats showed decreased preference for the large but delayed reward compared with WKY/NCrl rats. This strain difference was correlated with level of Homer2 in the prefrontal cortex of these three strains. Further, treatment with methylphenidate increased choice of the large, delayed reward, which was also accompanied by changes in mRNA levels of Homer270. Finally, variation at the GRIN2B locus, which encodes the ionotropic glutamate receptor subunit 2B, has been associated with risk-tolerance and risky behavior in a GWAS with over 1 million individuals71. GRIN2B variation has also been implicated in bipolar disorder, which has
elevated impulsivity and risk taking\textsuperscript{72} in the Chinese Han\textsuperscript{73} and Ashkenazi Jewish\textsuperscript{74} populations. Other potential genes include \textit{MAP2K5}, which was associated with bipolar disorder\textsuperscript{75}, and many genes, such as \textit{LIN28B}, \textit{MSI2}, \textit{HIP1R} implicated in schizophrenia (Table S2).

\textbf{Summary}

Our study revealed significant behavioral and genomic differences between two Lewis substrains bred in the same environment. In addition, merging risk-taking and impulsive action as a composite score yield greater heritability than either independent measure. Given the small number of genetic variants that segregate these two substrains, it is very likely that a reduced complexity cross\textsuperscript{38} could be used as a genetic mapping strategy to identify the causal genetic variants underlying the substrain differences in co-expressed risk taking and impulsivity.

\textbf{References}

1 Bose J, Hedden SL, Lipari RN, Park-Lee E, Tice P. Key Substance Use and Mental Health Indicators in the United States: Results from the 2017 National Survey on Drug Use and Health Recommended Citation Substance Abuse and Mental Health Services Administration 2018.

2 El-Guebaly N, Mudry T, Zohar J, Tavares H, Potenza MN. Compulsive features in behavioural addictions: The case of pathological gambling. \textit{Addiction} 2012;107:1726–34. https://doi.org/10.1111/j.1360-0443.2011.03546.x.

3 D’Souza MS. Brain and Cognition for Addiction Medicine: From Prevention to Recovery Neural Substrates for Treatment of Psychostimulant-Induced Cognitive Deficits. \textit{Front Psychiatry} 2019;10:1–27. https://doi.org/10.3389/fpsyt.2019.00509.

4 Everitt BJ, Robbins TW. Drug Addiction: Updating Actions to Habits to Compulsions Ten Years On. \textit{Annu Rev Psychol} 2016;67:23–50. https://doi.org/10.1146/annurev-psych-122414-033457.

5 Lüscher C, Robbins TW, Everitt BJ. The transition to compulsion in addiction. \textit{Nat Rev Neurosci} 2020;21:247–63. https://doi.org/10.1038/S41583-020-0289-Z.

6 Orsini CA, Blaes SL, Dragone RJ, Betzhold SM, Finner AM, Bizon JL, \textit{et al.} Distinct relationships between risky decision making and cocaine self-administration under short- and long-access conditions. \textit{Prog Neuro-Psychopharmacology Biol Psychiatry} 2020. https://doi.org/10.1016/j.pnpbp.2019.109791.

7 Mitchell MR, Weiss VG, Beas BS, Morgan D, Bizon JL, Setlow B. Adolescent risk taking, cocaine self-administration, and striatal dopamine signaling. \textit{Neuropsychopharmacology} 2014;39:955–62. https://doi.org/10.1038/npp.2013.295.

8 Anker JJ, Perry JL, Gliddon LA, Carroll ME. Impulsivity predicts the escalation of cocaine self-administration in rats. \textit{Pharmacol Biochem Behav} 2009;93:343–8. https://doi.org/10.1016/j.pbb.2009.05.013.

9 Perry JL, Nelson SE, Carroll ME. Impulsive choice as a predictor of acquisition of IV cocaine self-administration and reinstatement of cocaine-seeking behavior in male and female rats. \textit{Exp Clin Psychopharmacol} 2008;16:165–77. https://doi.org/10.1037/1064-1297.16.2.165.

10 Belin D, Mar AC, Dalley JW, Robbins TW, Everitt BJ. High impulsivity predicts the switch to compulsive cocaine-taking. \textit{Science} (80- ) 2008;320:1352–5.
11 Robbins TW, Ersche KD, Everitt BJ. Drug addiction and the memory systems of the brain. *Ann N Y Acad Sci* 2008;1141:1–21. https://doi.org/10.1196/annals.1441.020.

12 Setlow B, Mendez IA, Mitchell MR, Simon NW. Effects of chronic administration of drugs of abuse on impulsive choice (delay discounting) in animal models. *Behav Pharmacol* 2009;380–9. https://doi.org/10.1097/FBP.0b013e3283305eb4.

13 Warren K, Bickel, Matthew W. Johnson, Mikhail N. Koffarnus, James MacKillop and JGM. The Behavioral Economics of Substance Use Disorders: reinforcement pathologies and their repair. *Annu Rev Clin Psychol* 2014;10:641–77. https://doi.org/10.1146/annurev-clinpsy-032813-153724.

14 Bechara A. Decision making, impulse control and loss of willpower to resist drugs: A neurocognitive perspective. *Nat Neurosci* 2005;8:1458–63. https://doi.org/10.1038/nn1584.

15 Valenza M, Picetti R, Yuferov V, Butelman ER, Kreek MJ. Strain and cocaine-induced differential opioid gene expression may predispose Lewis but not Fischer rats to escalate cocaine self-administration. *Neuropsychopharmacology* 2016;105:639–50. https://doi.org/10.1016/J.NEUROPHARM.2016.01.004.

16 Sharp BM, Chen H, Gong S, Wu X, Liu Z, Hiler K, et al. Gene Expression in Accumbens GABA Neurons from Inbred Rats with Different Drug-Taking Behavior. *Genes Brain Behav* 2011;10:778–88. https://doi.org/10.1111/j.1601-183X.2011.00716.x.Gene.

17 Fole A, Miguéns M, Morales L, González-Martín C, Ambrosio E, Del Olmo N. Lewis and Fischer 344 rats as a model for genetic differences in spatial learning and memory: Cocaine effects. *Prog Neuro-Psychopharmacology Biol Psychiatry* 2017;76:49–57. https://doi.org/10.1016/j.pnpbp.2017.02.024.

18 Bryant CD, Smith DJ, Kantak KM, Nowak TS, Williams RW, Damaj MI, et al. Facilitating Complex Trait Analysis via Reduced Complexity Crosses. *Trends Genet* 2020;36:549. https://doi.org/10.1016/J.TIG.2020.05.003.

19 Kumar V, Kim K, Joseph C, Kourrich S, Yoo SH, Huang HC, et al. C57BL/6N mutation in cytoplasmic FMRP interacting protein 2 regulates cocaine response. *Science* 2013;342:1508–12. https://doi.org/10.1126/SCIENCE.1245503.

20 Simon NW, Setlow B. Modeling risky decision making in rodents. *Methods Mol Biol* 2012:165–75. https://doi.org/10.1007/978-1-61779-458-2_10.

21 Simon NW, Gilbert RJ, Mayse JD, Bizon JL, Setlow B. Balancing Risk and Reward: A Rat Model of Risky Decision Making. *Neuropsychopharmacology* 2009;34:2208–17. https://doi.org/10.1038/npp.2009.48.

22 Evenden JL, Ryan CN. The pharmacology of impulsive behavior in rats of drugs on response choice with varying delays of reinforcement. *Psychopharmacology (Berl)* 1996;128:161–70.

23 Simon NW, Mendez IA, Setlow B. Cocaine Exposure Causes Long-Term Increases in Impulsive Choice. *Behav Neurosci* 2007;121:543–9. https://doi.org/10.1037/0735-7044.121.3.543.

24 Simon NW, Beas BS, Montgomery KS, Haberman RP, Bizon JL, Setlow B. Prefrontal cortical-striatal dopamine receptor mRNA expression predicts distinct forms of impulsivity. *Eur J Neurosci* 2013;37:1779–88. https://doi.org/10.1111/ejn.12191.

25 Schmaltz, Leonard W., Isaacson RL. Effects of caudate and frontal lesions on retention and relearning of a DRL schedule. *J Comp Physiol Psychol* 1968;65:343–8.
https://doi.org/10.1037/H0025534.

26 Simon NW, Montgomery KS, Beas BS, Mitchell MR, LaSarge CL, Mendez IA, et al. Dopaminergic modulation of risky decision-making. *J Neurosci* 2011;31:17460–70. https://doi.org/10.1523/JNEUROSCI.3772-11.2011.

27 Freels TG, Gabriel DBK, Lester DB, Simon NW. Risky Decision-Making Predicts Dopamine Release Dynamics in Nucleus Accumbens Shell. *BioRxiv* 2019:572263. https://doi.org/10.1101/572263.

28 Winstanley CA, Theobald DEH, Dalley JW, Cardinal RN, Robbins TW. Double dissociation between serotonergic and dopaminergic modulation of medial prefrontal and orbitofrontal cortex during a test of impulsive choice. *Cereb Cortex* 2006;16:106–14. https://doi.org/10.1093/CERCOR/BHI088.

29 Winstanley CA, Eagle DM, Robbins TW. Behavioral models of impulsivity in relation to ADHD: Translation between clinical and preclinical studies. *Clin Psychol Rev* 2006;26:379–95. https://doi.org/10.1016/j.cpr.2006.01.001.

30 Gabriel DBK, Freels TG, Setlow B, Simon NW. Risky decision-making is associated with impulsive action and sensitivity to first-time nicotine exposure. *Behav Brain Res* 2019. https://doi.org/10.1016/j.bbr.2018.10.008.

31 Hankosky ER, Gulley JM. Performance on an impulse control task is altered in adult rats exposed to amphetamine during adolescence. *Dev Psychobiol* 2013;55:733–44. https://doi.org/10.1002/dev.21067.

32 Myerson J, Green L, Warusawitharana M. Area Under the Curve As a Measure of Discounting. *J Exp Anal Behav* 2001;76:235–43. https://doi.org/10.1901/jeab.2001.76-235.

33 Amlung M, Yurasek A, McCarty KN, MacKillop J, Murphy JG. Area Under the Curve as a Novel Metric of Behavioral Economic Demand for Alcohol. *Exp Clin Psychopharmacol* 2015;23:168–75. https://doi.org/10.1037/pha0000014.Area.

34 Gabriel DBK, Liley AE, Freels TG, Simon NW. Dopaminergic influences on decision-making during economic conflict between probabilistic and effortful rewards. *Psychopharmacology (Berl)* 2021;991–1004.

35 Cheng RK, Liao RM. Examination of the effects of SCH23390 and raclopride infused in the dorsal striatum on amphetamine-induced timing impulsivity measured on a differential reinforcement of low-rate responding (DRL) task in rats. *Behav Brain Res* 2020;379:112364. https://doi.org/10.1016/j.bbr.2019.112364.

36 Visscher PM, Hill WG, Wray NR. Heritability in the genomics era - Concepts and misconceptions. *Nat Rev Genet* 2008;9:255–66. https://doi.org/10.1038/nrg2322.

37 Belknap JK. Effect of within-strain sample size on GTL detection and mapping using recombinant inbred mouse strains. *Behav Genet* 1998;28:29–38. https://doi.org/10.1023/A:102140714631.

38 Yun T, Li H, Chang PC, Lin MF, Carroll A, McLean CY. Accurate, scalable cohort variant calls using DeepVariant and GLnexus. *Bioinformatics* 2020;36:5582. https://doi.org/10.1093/BIOINFORMATICS/BTA1081.

39 Cingolani P, Platts A, Wang LL, Coon M, Nguyen T, Wang L, et al. A program for annotating and predicting the effects of single nucleotide polymorphisms, SnpEff: SNPs in the genome of Drosophila melanogaster strain w1118; iso-2; iso-3. *Fly (Austin)* 2012;6:80. https://doi.org/10.4161/FLY.19695.
40 Buniello A, Macarthur JAL, Cerezo M, Harris LW, Hayhurst J, Malangone C, et al. The NHGRI-EBI GWAS Catalog of published genome-wide association studies, targeted arrays and summary statistics 2019. *Nucleic Acids Res* 2019;47:D1005. https://doi.org/10.1093/NAR/GKY1120.

41 Gunturkun MH, Flashner E, Wang T, Mulligan MK, Williams RW, Prins P, et al. GeneCup: mining PubMed and GWAS catalog for gene–keyword relationships. *G3 Genes/Genomes/Genetics* 2022;12:. https://doi.org/10.1093/g3journal/jkac059.

42 Orsini CA, Willis ML, Gilbert RJ, Bizon JL, Setlow B. Sex differences in a rat model of risky decision making. *Behav Neurosci* 2016;130:50–61. https://doi.org/10.1037/bne0000111.

43 Orsini CA, Blaes SL, Hernandez CM, Betzhold SM, Perera H, Wheeler AR, et al. Regulation of risky decision making by gonadal hormones in males and females. *Neuropsychopharmacology* 2021. https://doi.org/10.1038/s41386-020-00827-0.

44 Leinonen R, Sugawara H, Shumway M. The Sequence Read Archive. *Nucleic Acids Res* 2011;39:D19. https://doi.org/10.1093/NAR/GKQ1019.

45 Welter D, MacArthur J, Morales J, Burdett T, Hall P, Junkins H, et al. The NHGRI GWAS Catalog, a curated resource of SNP-trait associations. *Nucleic Acids Res* 2014;42:D1001–6. https://doi.org/10.1093/NAR/GKT1229.

46 Paré WP, Kluczynski J. Differences in the Stress Response of Wistar-Kyoto (WKY) Rats from Different Vendors. *Physiol Behav* 1997;62:643–8. https://doi.org/10.1016/S0031-9384(97)00191-1.

47 Tsuda MC, Mahdi S, Namchuk A, Wu TJ, Lucki I. Vendor differences in anxiety-like behaviors in female and male Sprague Dawley rats. *Physiol Behav* 2020;227:113131. https://doi.org/10.1016/J.PHYSBEH.2020.113131.

48 Rex A, Sondern U, Voigt JP, Franck S, Fink H. Strain differences in fear-motivated behavior of rats. *Pharmacol Biochem Behav* 1996;54:107–11. https://doi.org/10.1016/0091-3057(95)02128-0.

49 Theilmann W, Kleimann A, Rhein M, Bleich S, Frieling H, Löscher W, et al. Behavioral differences of male Wistar rats from different vendors in vulnerability and resilience to chronic mild stress are reflected in epigenetic regulation and expression of p11. *Brain Res* 2016;1642:505–15. https://doi.org/10.1016/J.BRAINRES.2016.04.041.

50 Honndorf S, Lindemann C, Töllner K, Gernert M. Female Wistar rats obtained from different breeders vary in anxiety-like behavior and epileptogenesis. *Epilepsy Res* 2011;94:26–38. https://doi.org/10.1016/J.EPLEPSYRES.2010.12.012.

51 Glick SD, Shapiro RM, Drew KL, Hinds PA, Carlson JN. Differences in spontaneous and amphetamine-induced rotational behavior, and in sensitization to amphetamine, among Sprague-Dawley derived rats from different sources. *Physiol Behav* 1986;38:67–70. https://doi.org/10.1016/0031-9384(86)90133-2.

52 Pollock DM, Rekito A. Hypertensive response to chronic NO synthase inhibition is different in Sprague-Dawley rats from two suppliers. *Am J Physiol - Regul Integr Comp Physiol* 1998;275:. https://doi.org/10.1152/AJPREGU.1998.275.5.R1719/ASSET/IMAGES/LARGE/AREG71112004X.JPEG.

53 Buhimschi IA, Shi SQ, Saade GR, Garfield RE. Marked variation in responses to long-term nitric oxide inhibition during pregnancy in outbred rats from two different colonies. *Am J Obstet Gynecol* 2001;184:686–93. https://doi.org/10.1067/MOB.2001.110448.
54 Pecoraro N, Ginsberg AB, Warne JP, Gomez F, la Fleur SE, Dallman MF. Diverse basal and stress-related phenotypes of Sprague Dawley rats from three vendors. Physiol Behav 2006;89:598–610. https://doi.org/10.1016/J.PHYSBEH.2006.07.019.

55 Fitzpatrick CJ, Gopalakrishnan S, Cogan ES, Yager LM, Meyer PJ, Lovic V, et al. Variation in the Form of Pavlovian Conditioned Approach Behavior among Outbred Male Sprague-Dawley Rats from Different Vendors and Colonies: Sign-Tracking vs. Goal-Tracking. PLoS One 2013;8:e75042. https://doi.org/10.1371/journal.pone.0075042.

56 Orsini CA, Heshmati SC, Garman TS, Wall SC, Bizon JL, Setlow B. Contributions of medial prefrontal cortex to decision making involving risk of punishment. Neuropharmacology 2018. https://doi.org/10.1016/j.neuropharm.2018.07.018.

57 Yates JR, Horchar MJ, Ellis AL, Kappesser JL, Mbambu P, Sutphin TG, et al. Differential effects of glutamate N-methyl-d-aspartate receptor antagonists on risky choice as assessed in the risky decision task. Psychopharmacology (Berl) 2021;238:133–48. https://doi.org/10.1007/s00213-020-05664-z.

58 Glover LR, Postle AF, Holmes A. Touchscreen-based assessment of risky-choice in mice. Behav Brain Res 2020;393:112748. https://doi.org/10.1016/j.bbr.2020.112748.

59 Diergaarde L, Pattij T, Poortvliet I, Hogenboom F, de Vries W, Schoffelmeer ANM, et al. Impulsive Choice and Impulsive Action Predict Vulnerability to Distinct Stages of Nicotine Seeking in Rats. Biol Psychiatry 2008;63:301–8. https://doi.org/10.1016/j.biopsych.2007.07.011.

60 Olshavsky ME, Shumake J, Rosenthal AA, Kaddour-Djebbar A, Gonzalez-Lima F, Setlow B, et al. Impulsivity, risk-taking, and distractibility in rats exhibiting robust conditioned orienting behaviors. J Exp Anal Behav n.d.;102:162–78. https://doi.org/10.1002/jeab.104.

61 Shimp KG, Mitchell MR, Beas BS, Bizon JL, Setlow B. Affective and cognitive mechanisms of risky decision making. Neurobiol Learn Mem 2015;117:60–70. https://doi.org/10.1016/j.nlm.2014.03.002.

62 Lee PH, Anttila V, Hyejung Won, Yen-Chen A. Feng, Jacob Rosenthal, Zhaozhong Zhu, et al. Genomic relationships, novel loci, and pleiotropic mechanisms across eight psychiatric disorders. Cell 2019;179:1469–1482.e11. https://doi.org/10.1016/j.cell.2019.11.020.Genomic.

63 Wu Y, Cao H, Baranova A, Huang H, Li S, Cai L, et al. Multi-trait analysis for genome-wide association study of five psychiatric disorders. Transl Psychiatry 2020;10:. https://doi.org/10.1038/s41388-020-00902-6.

64 Barbour AJ, Nass SR, Hahn YK, Hauser KF, Knapp PE. Genome-wide association analyses of risk tolerance and risky behaviors in over 1 million individuals identify hundreds of loci and shared genetic influences. Nat Genet 2019;51:245–57. https://doi.org/10.1038/s41588-018-0309-3.

65 Lam M, Chen CY, Li Z, Martin AR, Bryois J, Ma X, et al. Comparative genetic architectures of schizophrenia in East Asian and European populations. Nat Genet 2019;51:1670–8. https://doi.org/10.1038/S41588-019-0512-X.

66 Consortium TASDWG of TPG. Meta-analysis of GWAS of over 16,000 individuals with autism spectrum disorder highlights a novel locus at 10q24.32 and a significant overlap with schizophrenia. Mol Autism 2017;8:21. https://doi.org/10.1186/S13229-017-0137-9.

67 Koga AT, Strauss J, Zai C, Remington G, De Luca V. Genome-wide association analysis to predict optimal antipsychotic dosage in schizophrenia: a pilot study. J Neural Transm 2016;123:329–38. https://doi.org/10.1007/S00702-015-1472-7.
Szumlinski KK, Ary AW, Lominac KD, Klugmann M, E. T, Kippin. Accumbens Homer2 over-expression facilitates alcohol-induced neuroplasticity in C57BL/6J mice. *Neuropsychopharmacology* 2008;33:1365–1378.
https://doi.org/10.1038/sj.npp.1301473.Accumbens.

Mabb AM, Je HS, Wall MJ, Robinson CG, Larsen RS, Qiang Y, et al. Triad3A regulates synaptic strength by ubiquitination of arc. *Neuron* 2014;82:1299–316.
https://doi.org/10.1016/J.NEURON.2014.05.016.

dela Peña I, dela Peña JI, de la Peña JB, Kim HJ, Shin CY, Han DH, et al. Methylphenidate and Atomoxetine-Responsive Prefrontal Cortical Genetic Overlaps in ‘Impulsive’ SHR/NCrl and Wistar Rats. *Behav Genet* 2017;47:564–80.

Karlsson Linnér R, Biroli P, Kong E, Meddens SFW, Wedow R, Fontana MA, et al. Genome-wide association analyses of risk tolerance and risky behaviors in over 1 million individuals identify hundreds of loci and shared genetic influences. *Nat Genet* 2019;51:245–57.
https://doi.org/10.1038/s41588-018-0309-3.

Holmes MK, Bearden CE, Barguil M, Fonseca M, Monkul ES, Nery FG, et al. Conceptualizing impulsivity and risk taking in bipolar disorder: importance of history of alcohol abuse. *Bipolar Disord* 2009;11:33–40. https://doi.org/10.1016/j.earlhumdev.2006.05.022.

Zhao Q, Che R, Zhang Z, Wang P, Li J, Li Y, et al. Positive association between GRIN2B gene and bipolar disorder in the Chinese Han Population. *Psychiatry Res* 2011;185:290–2.
https://doi.org/10.1016/j.psychres.2009.11.026.

Fallin MD, Lasseter VK, Avramopoulos D, Nicodemus KK, Wolyniec PS, McGrath JA, et al. Bipolar I disorder and schizophrenia: A 440-single-nucleotide polymorphism screen of 64 candidate genes among Ashkenazi Jewish case-parent trios. *Am J Hum Genet* 2005;77:918–36.
https://doi.org/10.1086/497703.

Pisanu C, Williams MJ, Ciuculete DM, Olivo G, Del Zompo M, Squassina A, et al. Evidence that genes involved in hedgehog signaling are associated with both bipolar disorder and high BMI. *Transl Psychiatry* 2019;9:. https://doi.org/10.1038/s41398-019-0652-x.
Figure Captions

Figure 1: Sex differences in risky decision-making
A. Risky decision-making performance across both sexes and strains. B. Males showed greater preference for risky rewards than females. C. Individual differences in risky decision-making. Data in A-B depicted as mean±SEM.

Figure 2: Substrain differences in risky decision-making
a. The LEW/NCrl strain showed greater risk preference than LEW/NHsd. This effect was more pronounced in females (b) than males (c). Data depicted as mean±SEM.

Figure 3: Sex differences in delay discounting
a. Delay discounting performance across all sexes/strains. b. Females showed greater delay discounting (indicative of impulsive choice) than females. c. Individual differences in delay discounting. Data in a-b depicted as mean±SEM.

Figure 4: Substrain differences in delay discounting
a. No significant differences in delay discounting were observed between LEW/NCrl and LEW/NHsd strains. While there was not strain difference between females, male LEW/NCrl rats showed greater discounting than LEW/NHsd rats. All data are mean±SEM.

Figure 5: Sex and substrain differences in DRL performance.
a. Females had a higher Correct Ratio in DRL-10 than males, indicating that males are more impulsive than females. b. LEW/NHsd rats had a higher Correct Ratio in DRL, indicating that LEW/NCrl are more impulsive than LEW/NHsd.

Figure 6: Substrain differences in inter-response time (IRT) during DRL-10.
a. IRT curve displaying mean response distribution of all rats. b. IRT curve comparison between strains, with LEW/NCrl showing increased early response frequency compared to LEW/NHsd, indicative of increased impulsive action. This strain difference was more pronounced in females (c.) than males (d.). Data depicted as mean ±SEM.

Figure 7: Relationships between risk-taking, impulsive choice, and impulsive action
a. There was a positive correlation between risky choice AUC and impulsivity, such that high risk preference in RDT predicted premature responding in DRL-10. There were no relationships between risk-taking and impulsive choice (b.) or impulsive action and choice (c.).

Figure 8. The number of SNPs and indels unique to each Lewis substrain.
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Figure 7: Relationships between risk-taking, impulsive choice, and impulsive action
Figure 8. The number of SNPs and indels unique to each Lewis substrain
Table 1. Genes with variants segregating between Lewis substrains

| Variant Type                        | Impact        | Genes                                                                 |
|-------------------------------------|---------------|----------------------------------------------------------------------|
| 3 prime UTR variant                 | Modifier      | Adamts12, Bend4, Btbd9, Ccne2, Ccnyl1, Ceacam3, Cgas, Cxadr, Dppa5,  |
|                                     |               | Edaradd, Exog, Fam83b, Grin2b, Gsta4, Inpp5f, Ir2bp2, Klhl31, Klhl33,  |
|                                     |               | Lin28b, Lrrq3, Masp1, Msi2, Mto1, Nkain1, Nrg3, Pgd1b, Poc1b, Ppp4r4,  |
|                                     |               | Preli3da, Prr29, Prrt4, Ptms, Rgs6, Rn1f80, Scamp5, Slc12a5, Slc17a5,  |
|                                     |               | Slc38a8, Susd3, Syt14, Tmx4, Tpd52, Trim37, Ttl, Urb2, Vash1, VKorc1l1,  |
|                                     |               | Zfp467                                                               |
| 5 prime UTR premature start codon    | Low           | Ankrd27, Ddx43, Lrrc1, Rabb                                           |
| codon gain                          |               |                                                                      |
| 5 prime UTR variant                 | Modifier      | Aatk, Acss3, Arhgap24, Ccdc85a, Cilk1, Desi2, Dppa5, Elovl5, Fbxo9,   |
|                                     |               | Fndc3a, Foxo1, Gsta2, Gsta5, Hace1, Hip1r, Ins15, Ipqc, Lhb, LOCC0096943,  |
|                                     |               | LOC303140, Lrrc1, Map2k5, Mlij, Mtcl1, Nrpn1a, Ocln, Sbk1, Sema4d, Sh3bp2,  |
|                                     |               | Smad1, Spats2, St8sia5, Trio, Zfp710                                  |
| disruptive inframe deletion         | Moderate      | Clspn                                                                |
| disruptive inframe insertion        | Moderate      | LOC102555634                                                         |
| downstream gene variant             | Modifier      | Abcc12, Adams5s, Add2, Akr1b10, Antxrl, Apoa4, Apoc2, Aste1, Atp2a1,   |
|                                     |               | At5pm1c, Bcas2, Birc3, Bola3, Btn110, C1qbp, C2cd6, Cacna1a, Cacnb2,   |
|                                     |               | Cavin2, Cc2d2a, Ccnyl1, Cd300ld, Cdc27, Cdkn2c, Cebpz, Cgas, Chac2, Cilk1,  |
|                                     |               | Clcn7, Clec3a, Cnhi4, Cntn1, Cyp2e1, Cyslr2, Dada1, Ddx43, Dfrb2, Dgki,   |
|                                     |               | Dip2a, Dppa5, Eef1a1, Efna4, Egl, Elf2b1, Ell3, Elovl5, Elp6, Enpp7, Erich1,  |
|                                     |               | Erich1, Exoc3l1, F8, Fam161a, Fam47e, Fam83b, Fbxo22, Fbxo9, Fgf12, Fktn,  |
|                                     |               | Fntb, Foxa1, Ftt1, Gclc, Gcm1, Glis3, Goraspl, Gsdmc, Gsta2, Gsta4, Gsta5,  |
|                                     |               | Gtf2i, Gtf3c3, Hacd1, Hdhd5, Hmcn1, Hrh3, Hlx3g, Imp4, Igtax, Kcm1, Kcnj4,  |
|                                     |               | Kctd17, Klf13a, Klhdc8a, Klhli31, Lep, Lijn, Lnpep, Lrrc1, Lrrc31, Map3k8,  |
|                                     |               | Mcm3ap, Mir341, Mphosph9, Mrgprf, Mto1, Mtrr, Nat2, Ndub5b, Nln, Nubpl, Nuggc,  |
|                                     |               | Olr1257, Olr1439, Olr1482, Olr1608, Olr1680, Olr1692, Olr606, Olr712, Olr810,  |
|                                     |               | Olr823, Ooep, Otp, Otulinl, P4ha1, Pard6b, Pbp2, Pdgfb, Pigs, Plp1p, Pmp22,  |
|                                     |               | Prknd, Pr7a3, Prp2, Ptgs, Ptpa, Ptnp13, Rabac1, Rad51b, Retlnb, RGD1559724,  |
|                                     |               | RGD1561143, RGD1562641, RGD1565088, RGD1565566, RGD1565611, Rgs3, Rnf150,  |
|                                     |               | Rnfl87, Rnpc3, Rpgrip1l, Sacs, Sap130, Scn10a, Scrt2, Se11, Selenop, Septin14,  |
|                                     |               | Septin8, Shank2, Slc17a5, Slc46a2, Slc5a3, Slc6a18, Smi15, Smoc2, Snora58,  |
|                                     |               | Sos1, Supt20h, Supt3h, Swi5, Syt10, Tcp1111, Tex21, Tmem106c, Trim9, Usp30,  |
|                                     |               | Uts2r, Wars2, Zdhhc12, Zfp516, Zmat3 and 124 LOC genes                |
| frameshift variant                  | High          | RGD1562029, Sfnt4, Trpc6                                             |
| missense variant                    | Moderate      | Aldh5a1, Cbs, Cd207, Cgas, Cilk1, Dck3, Exoc1, F8, Fam83b, Fbxo25,    |
|                                     |               | Fhod3, Fndc1, Gcm1, Gira4, Hipk3, Homer2, Klhl14, Klhl31, Lix1l, LOC102556098,  |
|                                     |               | LOC103691272, LOC120102902,                                          |
| Modifier | LOC genes |
|----------|-----------|
| non coding transcript exon variant | 14 |
| start lost | High |
| synonymous variant | Low |
| upstream gene variant | Modifier | 126 |

**Map3k20, Mto1, Muc16, Nav1, Olr1695, Ooep, RGD1562029, Rnf216, Tvp23a, Trpc6, Zfp27**

**non coding transcript exon variant**

| Modifier | LOC genes |
|----------|-----------|
| start lost | High |

| Modifier | LOC genes |
|----------|-----------|
| synonymous variant | Low |

| Modifier | LOC genes |
|----------|-----------|
| upstream gene variant | Modifier | 126 |

**Adcy7, Arhgef28, Brl2, Cds1, Celsr2, Cgas, Cil, Cryga, Ctu2, Dcc, Fam83b, Fbxo9, Fgf16, Gclc, Gcm1, Gsta2, Ip6k3, Kihl26, LOC102556098, LOC679960, Lrrc1, Malt2a, Mlip, Mto1, Rapgef2, Rc3h2, Sloc17a5, Stfn4, Tmem245, Zfpm2**

**Adcy7, Arhgef28, Brl2, Cds1, Celsr2, Cgas, Cil, Cryga, Ctu2, Dcc, Fam83b, Fbxo9, Fgf16, Gclc, Gcm1, Gsta2, Ip6k3, Kihl26, LOC102556098, LOC679960, Lrrc1, Malt2a, Mlip, Mto1, Rapgef2, Rc3h2, Sloc17a5, Stfn4, Tmem245, Zfpm2**

| Modifier | LOC genes |
|----------|-----------|
| Acot5, Acss3, Actb, Adamts13, Adgr12, Adk, Agpat2, Aifm2, Ajm1, Akap10, Aldh1b1, Anapc5, Arhgdia, Arhgef28, Arid4a, Asb1, Aspn, Asxl1, Atp1a4, Atp5mc1, Atp5me, Atp6v0a1, B4galt4, Bnip3l, Brl3, Btbd16, Btrc, Ca14, Cadps2, Ccddc30, Ccl28, Ccnl2, Ccr6, Cdk14, Cenpn, Cep170b, Cgas, Cil, Cldn24, Cmm3, Cnln, Col16a1, Cpa4, Cpe5, Ctxn3, Cyp2c22, Cyp3a62, Ddcd2b, Ddb1, Ddx31, Ddx43, Deceptor, Dip2a, Dis3l2, Dna1, Dolk, Dppa5, Dst, Dusp2, Ecsrr, Eef1a1, Elov5, Eral1, Ercc4, Eso, Fam168a, Fam217a, Fancq, Fat3, Fbno9, G3bp2, Gclc, Gcm1, Gdpd5, Gfral, Gnaz, Gpc5, Gpr161, Gsta2, Gsta4, Gsta5, Hcrtr2, Hdgif3, Hist1h2ak, Hnf1a, Hoxc4, Hpd1, Htr5b, Il15a, Iln1, Itpr3, Kat7, Kcne1, Kcnmb4, Kihl3i, Krt26, L3mbt3, Ldrad4, Lgmn, Lims1, Lpar3, Lratd2, Lrnf1, Lrnf2, Lrrc1, Ly49i3, Madd, Mboat4, Mdm4, Me3, Me1, Mep1b, Mettl4, Mir124-2, Mir301b, Mir331, Mlip, Mrpl39, Ms4a6bi, Ms12, Myo1b, Nat8f4, Nbeal1, Obp2b, Olr1195, Olr1228, Olr1260, Olr1271, Olr1334, Olr1392, Olr1398, Olr1399, Olr1450, Olr1451, Olr1626, Olr1692, Olr1702, Olr4, Olr415, Olr720, Olr789, Olr850, Ooep, P22k15, P2ry13, Pag1, Parp2, Pax3, Pcca, Pccb, Pde4b, Pdk1, Pex11g, Phip, Pkia, Plekhb2, Plekhf1, Pparc1a, Prf5a1, Prok2, Ptgsd, Rab15, Rab38, Rab39a, Rabgap1l, Rac1, Rad50, Ralgps2, Rabox1, Rbm20, Rbm42, RGD1305110, RGD1560146, RGD1560826, RGD1563060, RGD1564171, Rgs7, Rhbddd, Rnf185, Rnf215, Rpl38, Rt1-A3, Runx11, Scaper, Sel113, Sema3a, Sfd5, Sf3b5, Sfqa, Sftpa1, Sh3bp1, Shkbp1, Shld2, Sli1, Sloc17a5, Sloc2a12, Sloc2a8, Sloc4a1, Sloc4a5, Sloc4a11, Sloc6a13, Sloc7a7, Snhg11, Sorcs3, Spint5p, Srsf5, Ssh1, St14, St3gal3, Stx4, Sypl1, Sypl2, Syt16, Tafl2, Tagln2, Tap1, Tbkbp1, Tcer11, Tcta, Trl9, Trma16, Tmem210, Tmem40, Tnfaip3, Tnpo1, Tncl6, Ttc16, Ttc24, Tll, Tyns, Ubac2, Ubrad1, Ufl1, Usp32, Vcan, Vezt, Vnn1, Vom1r38, Vom1r81, Vom2r37, Vom2r60, Vps16, Vps25, Wdr82, Zc3h6, Zdhhc17, Zfp142, Zfp414, Zfyve19, Zmat4, Zmiz2, Znf48 and 126 LOC genes**