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Abstract
Heat losses to cap and base rocks undermine the performance of a thermal flood. As a contribution to this subject, this paper investigates the applicability of the principles of heat exchanger to characterise heat losses between a petroleum reservoir and the adjacent geologic systems. The reservoir-boundary interface is conceptualised as a conductive wall through which the reservoir and adjacent formations exchange heat, but not mass. For a conduction-dominated process, the heat-transport equations are formulated and solved for both adiabatic and non-adiabatic conditions. Simulations performed on a field-scale example show that the rate of heating a petroleum reservoir is sensitive to the type of fluids saturating the adjoining geologic systems, as well as the characteristics of the cap and base rocks of the subject reservoir. Adiabatic and semi-infinite reservoir assumptions are found to be poor approximations for the examples presented. Validation of the proposed model against an existing model was satisfactory; however, remaining differences in performances are rationalised. Besides demonstrating the applicability of heat-exchanger theory to describe thermal losses in petroleum reservoirs, a novelty of this work is that it explicitly accounts for the effects of the reservoir-overburden and reservoir-underburden interfaces, as well as the characteristics of the fluid in the adjacent strata on reservoir heating. These and other findings should aid the design and management of thermal floods.

Keywords Thermal flood · Cap rock heat losses · Base rock heat losses · Heat exchangers · Conductive heating

Introduction
Thermal recovery is a common method for exploiting heavy oil and bitumen resources. Although it is energy intensive, it remains the most successful method for the in situ development of these vast petroleum resources. However, heat losses to adjoining geologic formations are well-documented challenges in such applications (Zargar and Farouq Ali 2017, 2018; Yee and Stroich 2004; Doan et al. 1999; Vinsome and Westerveld 1980). The heating of the surroundings and unwanted volumes of a reservoir is non-productive, undermining the techno-economic and environmental performances of thermal floods (Doan et al. 2019; Farouq Ali 2018; Valbuena et al. 2009; Law et al. 2003a, b; Jones 1992).

Although thermal losses to the adjoining geologic systems are virtually inevitable, a proper evaluation of their magnitude and potential impacts is important for the design, analysis and management of thermal floods. Such understanding is required for effective mitigation of related project risks and value erosion. Consequently, the development of a robust, yet simple, approach to modelling thermal losses to the adjacent formations has always attracted considerable interests among generations of researchers (Zargar and Farouq Ali 2017, 2018; LaForce et al. 2014; Muradov and Davies 2012; Pruess and Zhang 2005; Pruess and Narasimhan 1988; Vinsome and Westerveld 1980; Weinstein 1972, 1974; Chase and O’Dell 1973).

From the viewpoint of thermal losses to the surroundings, the heat sinks of a petroleum reservoir can be internal or external. The internal sinks are gas and water zones enclosed within the same cap and base rocks as the oil zone of interest. Conversely, the external sinks can be gas-,
oil- or water-bearing formations immediately overlying or underlaying, as well as on the sides of the subject reservoir (Austin-Adigio et al. 2017; Roche 2008; Law et al. 2003a, b). Unlike the internal sinks that are hydraulically connected to the subject oil zone, there is negligible mass exchange between the oil zone and the external sinks. Depending on their geometry, nature of saturating fluids and bulk thermal properties, one would expect any adjoining heat sink (internal or external) to have some impacts on the thermal efficiency, hence the overall performance of a thermal flood. Accordingly, it is imperative that the formulation and assessment of boundary thermal losses reflect and explicitly account for the relevant properties of both internal and external sinks.

Typically, the detailed treatment of this problem requires a numerical method (Cho et al. 2015; Hansamuit et al. 1992; Lewis et al. 1985). The overburden and underburden are described explicitly by grid blocks, extending far above and below the reservoir in question. In most thermal simulators, a large fraction of the grid blocks is defined as inactive for fluid flow, while these same blocks remain active to describe heat flow within the formation. Accordingly, the focus is an “accurate” characterisation of the semi-infinite boundaries adjacent to the subject petroleum reservoir. At “infinite” ends of the boundaries, the reservoir is assumed to be in thermodynamic equilibrium with the “ultimate” sinks. Although this treatment yields high accuracy, the incremental computational costs are not always worthwhile (Satman 2011; Satman et al. 1984; Vinsome and Westerveld 1980).

The analytical treatment of boundary thermal losses has generally taken either a conductive or a convective heat-transport form. Notwithstanding its popularity, one of the limitations of the conductive approach is that it makes the problem more complex as a result of the increased dimensions of the associated heat-balance equation (LaForce et al. 2013, 2014; Satman 2011; Pruess and Zhang 2005; Satman et al. 1984). For example, coupling a conductive thermal loss model to the one-dimensional (1D) flow equation yields a 2D heat-balance equation. Conversely, the convective treatment of boundary thermal losses does not complicate the original dimensions of the heat-balance equation (Satman 2011; Satman et al. 1984).

On the assumption that the overburden and underburden are impermeable, hence governed by conductive heat transport, Marx and Langenheim (1959) derived an expression for quantifying the rate of boundary thermal losses in reservoirs. Although their final expression relates heat loss rate to the growth rate of the heated area, its drawbacks include the relative complexity of the expression and the underlying assumption of an ideal step temperature profile for the heated and unheated zones. Furthermore, the assumption that the rates of heat loss to the overburden and underburden are equal is limiting.

To simplify the dimensions of the conductive thermal loss equation and thereby improve computational efficiency, semi-analytic techniques have been developed. Using the 1D conductive equation, these approximate methods describe the reservoir boundary as a semi-infinite heat conductor. In 1D applications, some arbitrary “fitting” functions are employed to model the temperature profile into the cap or base rock. The parameters of the fitting function are updated every timestep. As would be expected, different fitting functions have been used in practice. These applications highlighted the sensitivity of the predicted thermal losses to the fitting function utilised (Pruess and Zhang 2005; Pruess and Narasimhan 1988; Vinsome and Westerveld 1980; Weinstein 1972, 1974; Chase and O’Dell 1973).

In the process of solving a steam-flood problem, Hansamuit et al. (1992) appraised four different methods typically used in thermal simulators to estimate the rate of thermal losses to surroundings. They reported that, though it offers the highest computational efficiency, the semi-analytical method is the least accurate among the four methods investigated. On the other hand, the accuracy and performance of the full numerical gridding method were found to be sensitive to the grid size utilised in discretising the contiguous overburden and underburden systems. More importantly, it was concluded that the analytical–numerical method, which is a numerical approximation of the exact analytical solution, was the most robust in terms of accuracy and computational efficiency. The sensitivity of numerical thermal simulations to grid size has been reported by other workers (Cho et al. 2015).

The modelling of laboratory-scale experiments is inherently challenging to both the full-discretisation and semi-analytic approximation methods. Because laboratory physical models have relatively thin boundary walls (typically, in centimetres), the concept of “infinitely” long boundary with a temperature profile that decays smoothly towards its end is not quite applicable. The limited wall thickness makes the wall-ambient interface a point of sharp temperature discontinuity. In applying the full-discretisation method, one needs to think critically about how to discretise the surroundings, which consist of convecting air layers in an infinite medium, as against the idea of stationary and conducting continuous solid body underpinning the full-discretisation and semi-analytic methods. Joshi and Castanier (1993), based on results obtained from their experimental and numerical simulation studies on a steam flood, highlighted the robustness of a convective heat-loss model over a conductive semi-analytic approximation.

Notwithstanding their popularity, the semi-analytic methods have some major shortcomings. These include (1) not accounting for the thickness and thermal properties of the “wall” separating the reservoir and the external sink in the direction of heat flow; (2) dependency of results on the
focusing function (and number of parameters) used; (3) lack of a clear procedure to assess, in advance, the appropriateness or otherwise of adiabatic assumption or other boundary conditions; and (4) lack of clear insights into how the fluids contained in the adjacent formations affect thermal flooding in the reservoir of interest.

Similar to its conductive heat-loss counterpart, the convective treatment of boundary thermal losses has received some attention. Most convective treatments for thermal floods applied overall heat-transfer coefficient ($U$), in which both constant and time-variant forms have been proposed (Satman et al. 1979, 1984; Zolotukhin 1979). In principle, $U$ is a function of the thermal properties of the heating (reservoir) medium, heated medium (adjacent strata), as well as the interface between the two media (Bird et al. 2001). However, the existing convective treatments of boundary thermal losses do not reflect the thermal properties of the reservoir-boundary interfaces (walls) in their estimation of $U$ required for the execution of the convective treatment (Satman et al. 1979, 1984; Zolotukhin 1979). Similarly, the previous convective techniques do not provide explicitly for the saturating fluids and local heat-transfer coefficients of the adjoining sinks in their estimation of $U$ (Satman 2011; Satman et al. 1979, 1984; Zolotukhin 1979).

Considering the drawbacks of the existing methods, this paper explores a different approach. The principle of heat exchanger is invoked to model the boundary-sink system. This treats the boundary as a conductive “wall” through which the reservoir and adjoining formations, which are at different temperatures, exchange heat but not mass. Considering that our primary interest is in the thermal resistance of the wall, as against an accurate characterisation of the temperature distribution across the wall, the proposed approach eliminates the need for a predetermined temperature fitting function. Because it is premised on a convective treatment, our proposal does not increase the dimensions and complexity of the original heat equation.

As noted earlier, the proposed use of a convective model to describe boundary thermal losses is not new. However, as an improvement over existing treatments, the current approach explicitly accounts for key interface (reservoir overburden and reservoir underburden) properties such as thermal conductivity, thickness and heat capacity. Furthermore, our approach explicitly considers the relevant thermal properties of the adjacent formations and, through the corresponding local convective heat-transfer coefficients, provides insights into how the fluids contained in the adjoining porous media can potentially influence the efficiency of a thermal flood in the reservoir of interest. In essence, as against a lumped approach, we explicitly consider the layered thermal resistances of the reservoir-overburden interface wall, the reservoir-underburden wall as well as the overburden and underburden systems.

**Model formulation and solution**

Figure 1 shows a schematic of the problem. It represents steam-assisted gravity drainage (SAGD) and electrical heating processes (Zargar and Farouq Ali 2017; Lawal 2011; McGee and Vermeulen 2007). On a production timescale, the cap and base rocks are rock layers (walls) that prevent mass flow, while dampening heat flow from the reservoir to the overlying (top external sink) and underlying (bottom external sink) formations. Although they thwart convective heat flow, they still allow conductive heat exchange between the reservoir and its adjoining formations. Depending on the depositional environment, such walls are usually shale, siltstone or evaporite.

Taking the injector as the heat source and assuming no production, heat transport in this 1D reservoir is described by Closmann and Smith (1983):

$$\alpha \frac{\partial^2 T}{\partial z^2} = \frac{\partial T}{\partial t},$$

where the quantities $\alpha$, $T$, $z$ and $t$ are the bulk thermal diffusivity, temperature, vertical distance from injector and elapsed time, respectively.

**Heat transport through the boundaries**

The system of reservoir and adjacent formations is conceptualised as a heat exchanger. Typical heat exchangers consist of two fluid bodies, isolated by a conducting wall. When a temperature difference exists, the fluids exchange heat through the non-permeable wall, but no mass transfer occurs between the fluids. The present model has the reservoir, boundary and adjacent formations being analogous to the hotter fluid, wall and colder fluid, respectively. The following are the key assumptions underpinning subsequent derivations:

![Fig. 1 Model reservoir and its adjoining heat sinks in 1D (Lawal 2011)](image-url)
• The cap and base rocks are in contact with sinks of infinite volumes. The temperatures of these sinks remain constant at their initial conditions.
• In the direction of heat flow (normal to reservoir dip), thermal resistances act in series; hence, they are additive.
• Thermophysical properties of cap/base rocks and sinks are temperature independent.

The first assumption suggests that the timescale for heating the reservoir is negligible in comparison with the adjoining sinks. Considering that the overburden and underburden are of infinite volumes relative to the reservoir, it is not unreasonable to anticipate that any heat received from the reservoir would be absorbed instantly by the external sinks, without causing significant changes to the average bulk temperatures of these sinks over a production lifetime. Satman (2011) also assumed constant temperatures in the overburden and underburden formations. Although this assumption would exaggerate thermal losses in the vertical direction, any overestimation partly compensates for lateral losses neglected in this 1D model.

At the cap and base rocks, the heat-transport model (Eq. 1) becomes (to avoid confusion, we use the notation \( \Delta z \) instead of \( dz \)):

\[
\frac{d^2 T}{d z^2} - \frac{Q_{\text{loss}}}{\rho c_p A \Delta z} = \frac{\partial T}{\partial t},
\]

where \( Q_{\text{loss}} \) is the net heat exchanged with the adjacent formations, i.e. \( Q_{\text{cap}} \) and \( Q_{\text{base}} \) for the cap and base rock, respectively, \( \rho \), \( c_p \) and \( A \) are bulk density, specific heat capacity and cross-sectional area of the reservoir-boundary interface, respectively. For all other layers except the cap and base layers, \( Q_{\text{loss}} = 0 \). Specifically, the quantities \( Q_{\text{cap}} / A \Delta z \) and \( Q_{\text{base}} / A \Delta z \) are the rates of boundary heat losses per unit volume of the differential element of thickness \( \Delta z \).

For a reservoir of thickness \( H \) (above injector), and gross volume \( A H \), Eq. 2 becomes:

\[
\frac{d^2 T}{d z^2} - \frac{Q_{\text{loss}}}{\rho c_p AH} = \frac{\partial T}{\partial t},
\]

With the description of the reservoir–cap rock–top sink and reservoir–base rock–bottom sink as heat exchangers, \( Q_{\text{cap}} \) and \( Q_{\text{base}} \) are given by:

\[
Q_{\text{cap}} = U_c A (T_c - T_a), \tag{4}
\]

\[
Q_{\text{base}} = U_b A (T_b - T_a), \tag{5}
\]

where \( U_c \) and \( U_b \) are overall heat-transfer coefficients of reservoir–cap rock–sink and reservoir–base rock–sink systems, respectively, \( T_a \) is the temperature of the infinite surrounding and \( T_c \) and \( T_b \) are instantaneous temperatures of cap and base rocks (boundaries), respectively.

From Eqs. 3–5, the following are the partial differential equations (PDE) at other layers in the reservoir, cap and base layers, respectively:

\[
a \frac{d^2 T}{d z^2} = \frac{\partial T}{\partial t},
\]

\[
a \frac{d^2 T}{d z^2} - \frac{U_c (T_c - T_a)}{\rho c_p H} = \frac{\partial T}{\partial t},
\]

\[
a \frac{d^2 T}{d z^2} - \frac{U_b (T_b - T_a)}{\rho c_p H} = \frac{\partial T}{\partial t}.
\]

In the case where the cap, base or both layers are considered to have sufficient thermal insulation capacity, the engineer simply sets \( U_b = 0 \), \( U_c = 0 \) or \( U_b = U_c = 0 \) as appropriate. From the standpoint of thermal losses to the surroundings, these scenarios describe an adiabatic behaviour, which approximates well-insulated laboratory experiments.

**Overall heat-transfer coefficients**

The following expressions yield the overall heat-transfer coefficients for the top and bottom boundaries. Through the thermal conductivities and convective coefficients, temperature-induced changes to \( U_c \) and \( U_b \) can readily be captured. However, for simplicity, the current study ignores these changes throughout the operating lifetime.

\[
U_c = \left( \frac{1}{h_{ic}} + \frac{Z_c}{\kappa_c} + \frac{1}{h_{ic}} \right)^{-1},
\]

\[
U_b = \left( \frac{1}{h_{ib}} + \frac{Z_b}{\kappa_b} + \frac{1}{h_{ib}} \right)^{-1},
\]

where \( h_{ic} \) and \( h_{ic} \) are the heat-transfer coefficients of the layers immediately below and above the cap rock, respectively and \( \kappa_c \) and \( Z_c \) are thermal conductivity and thickness of the cap rock, respectively. Similar notations apply to the base rock, i.e. \( h_{ib} \) and \( h_{ib} \) refer to the layer just before (within reservoir) and below (sink) the base rock, respectively.

**Numerical solution**

A finite-difference scheme is employed to solve the resulting system of equations. For simplicity, a standard implicit scheme is utilised; hence, the procedure for discretisation is typical (Smith 1985). Considering a uniform grid spacing \( h \) and timestep \( k \), while assuming central and forward difference formulae for \( \partial T / \partial z \) and \( \partial T / \partial t \), the heating of the
reservoir is described by the following numerical scheme. This is a discretisation of the PDE for an intermediate grid (e.g. Eq. 7), which provides for heat exchange with a boundary:

\[- \left( \frac{a}{2h^2} \right) T_{i-1,j+1} + \left( \frac{a}{h^2} + \frac{1}{k} \right) T_{i,j+1} - \left( \frac{a}{2h^2} \right) T_{i+1,j+1} \approx \left( \frac{a}{2h^2} \right) T_{i-1,j} - \left( \frac{a}{h^2} - \frac{1}{k} \right) T_{i,j} + \left( \frac{a}{2h^2} \right) T_{i+1,j} \]

\[- \frac{U}{\rho c_p H} \left( T_{i}^{\text{boundary}} - T_{a} \right). \tag{11} \]

At the intermediate grids, \( U = 0 \), but the cap rock has \( U = U_c \) and \( T_{i}^{\text{boundary}} = T_{z}^i \). Corresponding expressions at the base are \( U = U_b \) and \( T_{i}^{\text{boundary}} = T_{b}^i \). The terms \( T_{z}^i \) and \( T_{b}^i \) are evaluated at the preceding timestep, \( j \).

**Boundary conditions**

Ignoring heat storage in the cap and base rocks (interface layers), the following are the boundary conditions. For simplicity, we assume no production, hence no convective losses through the production well:

\[ T(z, 0) = T_i \quad t < 0, \]

\[ T(0, t) = T_a \quad t \geq 0, \]

\[ z = H; \quad -\kappa_r \frac{dT}{dz} = q(t) \quad t \geq 0, \tag{14} \]

where \( \kappa_r \) is the reservoir thermal conductivity, while \( T_i \) and \( T_a \) are the initial and heating temperatures, respectively.

Based on the heat-exchanger concept and the definition of the flux \( q(t) \), while ensuring energy conservation at the boundary, Eq. 14 becomes:

\[- \kappa_r \frac{dT}{dz} = -U_c (T - T_a). \tag{15} \]

Through the overall heat-transfer coefficients, this form of boundary conditions accounts for the effects of both the geometry and thermophysical properties of the physical boundaries, whether at field or laboratory scale. Additionally, it captures the characteristics of the adjacent formations, providing insights into how these can potentially influence the performance of a thermal flood. To complete our mathematical description of the current problem, the boundary conditions are integrated into the numerical scheme of Eq. 11.

Integration of the cap rock boundary condition warrants a “fictitious” grid \( (N_{z+2}) \) from the cap rock into the sink. Following an application of the central-difference formula to Eq. 15 at the cap rock \( (i = N_{z+1}) \) and subsequent elimination of the “fictitious” grid, the cap rock is described by:

\[- \kappa_R \left( \frac{a}{h^2} \right) T_{N_{z+1},j+1} + \left\{ \kappa_R \left( \frac{a}{h^2} + \frac{1}{k} \right) + U_c \left( \frac{a}{h} \right) \right\} T_{N_{z+1},j+1} \approx \kappa_R \left( \frac{a}{h^2} \right) T_{N_{z},j} - \left\{ \kappa_R \left( \frac{a}{h^2} - \frac{1}{k} \right) + U_c \left( \frac{a}{h} \right) \right\} T_{N_{z+1},j} \]

\[ + 2U_c T_a \left( \frac{a}{h} \right) - \kappa_R \left( \frac{a}{h^2} \right) \left\{ U_c (T_{N_{z+1},j} - T_a) \right\}. \tag{16} \]

Applying Eq. 11 at the injection plane, while noting that this must always be at temperature \( T_i \), we have the following equation with two unknowns \( T_2 \) and \( T_3 \) at next timestep \((j + 1)\):

\[- \left( \frac{a}{h^2} + \frac{1}{k} \right) T_{2,j+1} - \left( \frac{a}{2h^2} \right) T_{3,j+1} \approx \left( \frac{a}{h^2} \right) T_s \]

\[- \left( \frac{a}{h^2} - \frac{1}{k} \right) T_{2,j} + \left( \frac{a}{2h^2} \right) T_{3,j} - \frac{U_b}{\rho c_p H} \left( T_{b}^j - T_{a} \right). \tag{17} \]

**Solution of PDE under conducting boundaries**

To generate the temperature profiles in a reservoir exposed to conduction-dominated heating, Eqs. 11, 16 and 17 have to be solved simultaneously at every timestep. For illustration, we derive the relevant system of algebraic equations for a reservoir discretised into \( N_z \) grids on the \( z \)-axis. The injection plane and cap rock are represented by grids \( i = 1 \) and \( i = N_{z+1} \), respectively. For conductive heating, the following equations are applicable at the injection plane \((i = 1)\), intermediate grids \((i = 2, 3, \ldots, N_z)\) and cap rock \((i = N_{z+1})\), respectively:

\[- \left( \frac{a}{h^2} + \frac{1}{k} \right) T_{2,j+1} - \left( \frac{a}{2h^2} \right) T_{3,j+1} \approx \left( \frac{a}{h^2} \right) T_s \]

\[- \left( \frac{a}{h^2} - \frac{1}{k} \right) T_{2,j} + \left( \frac{a}{2h^2} \right) T_{3,j} - \frac{U_b}{\rho c_p H} \left( T_{b}^j - T_{a} \right). \tag{18} \]

\[- \left( \frac{a}{2h^2} \right) T_{i-1,j+1} + \left( \frac{a}{h^2} + \frac{1}{k} \right) T_{i,j+1} - \left( \frac{a}{2h^2} \right) T_{i+1,j+1} \approx \left( \frac{a}{2h^2} \right) T_{i-1,j} - \left( \frac{a}{h^2} - \frac{1}{k} \right) T_{i,j} + \left( \frac{a}{2h^2} \right) T_{i+1,j}. \tag{19} \]

\[- \kappa_R \left( \frac{a}{h^2} \right) T_{N_{z},j+1} + \left\{ \kappa_R \left( \frac{a}{h^2} + \frac{1}{k} \right) + U_c \left( \frac{a}{h} \right) \right\} T_{N_{z+1},j+1} \approx \kappa_R \left( \frac{a}{h^2} \right) T_{N_{z},j} \]

\[- \left\{ \kappa_R \left( \frac{a}{h^2} - \frac{1}{k} \right) + U_c \left( \frac{a}{h} \right) \right\} T_{N_{z+1},j} + 2U_c T_a \left( \frac{a}{h} \right) \]

\[- \frac{\kappa_R}{\rho c_p H} \left\{ U_c \left( T_{N_{z+1},j} - T_{a} \right) \right\}. \tag{20} \]
These expressions suggest that every timestep is characterised by \( N_a \) algebraic equations in \( N_z \) unknown temperature points. This well-posed system of simultaneous equations submits to ready solution with a simple computer program.

### An example

The applicability of the proposed formulations is tested with a case of conductive heating of an example heavy-oil reservoir. Table 1 presents simulation input data for a typical oil sand (Lawal 2011; Lawal and Vesovic 2010; Li and Chalaturnyk 2009; Law et al. 2003b). To evaluate non-adiabatic \((U_b \neq 0, U_c \neq 0)\) behaviour of the reservoir system, independent cases of gas- and liquid-saturated contiguous formations are considered (Table 2). For benchmarking, the limiting cases of adiabatic, isothermal (cap rock kept at initial temperature) and semi-infinite boundaries are included. This example investigates the nature of sink saturants (fluids saturating the sinks) as the primary driver of thermal losses.

We recognise that it is rare to encounter a natural gas column underlying an oil sand within the same continuous reservoir. Notwithstanding, the following scenarios are fair approximations of such occurrence: (1) leakage of gas from an underlying gas-bearing formation into the reservoir in question; (2) accumulation of live steam, flashed condensate and/or vapourised oil in the vicinity of the producer. In contrast to the rarity of encountering a natural gas column underlying an oil sand within the same reservoir, cases of a water zone overlaying an oil sand in the same formation are fairly common, especially in Canada (Austin-Adigio et al. 2017). Therefore, the cases in Table 2 cover the full range of possible combinations of saturating fluids at the boundaries and adjacent formations.

In this example, the convective heat-transfer coefficients of gas- and liquid-filled porous media are assumed constant at 12 and 500 W m\(^{-2}\) K\(^{-1}\), respectively. Although such data are not readily available for petroleum reservoirs, these estimates are comparable to the 3–24 and 100–1200 W m\(^{-2}\) K\(^{-1}\), which generally characterise free convection of gas and liquid in industrial systems, respectively (Jiji 2006; Bird et al. 2001). For simplicity, the assumed convective heat-transfer coefficients are aggregates of both free and forced convections. Furthermore, the present example does not account for potential temporal variations of \( U_b \) and \( U_c \) as the flood matures. Nevertheless, if required, such variations can readily be captured through temperature-induced changes to thermal conductivities and convective coefficients as the thermal flood progresses.

In principle, the adjoining sinks may be viewed as some natural controllers that aim to maintain the reservoir temperature at its pre-heating value (steady state). For the present analysis, we use steady-state temperature \( (T_{ss}) \) and steady-state deviation \((\delta)\) to quantify the impacts of boundary conditions and combination of sink saturants on the conductive heating of the example petroleum reservoir. By definition, \( T_{ss} \) is the average temperature ultimately reached in the heated reservoir, while \( \delta \) is the percentage deviation of \( T_{ss} \) from the source temperature \( T_s \).

### Results and discussion

The predicted ultimate average temperature and deviation are presented in Table 2 for the five runs. Regardless of the combination of sink saturants, all the non-isothermal boundary conditions show sharp variations from the reference adiabatic case (run 5). However, at ca. 48% deviation, the case of isothermal boundaries (run 3) yields the most pessimistic heating in this example. As would be expected, the scenario of a semi-infinite reservoir (run 4 in Table 2) provides the next most optimistic heating performance. Considering the magnitude of steady-state temperature deviations in Table 2, it is deduced that the adiabatic assumption is not a good approximation for both isothermal and non-adiabatic operations for the specific case examined in the present study.

### Table 1 Input data for simulations

| \( T_c \) °C | \( \kappa_c \) W m\(^{-1}\) K\(^{-1}\) | \( Z_{bi} \), m | \( \alpha \), m\(^2\)/s |
|-------------|-------------------------------|--------------|----------------|
| 10          | 1.4                           | 5            | 9.7 × 10\(^{-7}\) |

### Table 2 Effects of sink saturants and boundary conditions

\((G = \text{gas saturated}, L = \text{liquid saturated})\)

| Run | Base sink | Bottom | Cap | Cap sink | \( T_{ss} \) °C | \( \delta \) (%) |
|-----|-----------|--------|-----|----------|----------------|-----------------|
| 1   | L         | L      | L   | L        | 154.8          | 37.8            |
| 2   | G         | G      | G   | G        | 180.0          | 27.7            |
| 3   | Isothermal boundaries | 128.8    | 48.3 |
| 4   | Semi-infinite reservoir | 204.1    | 18.0 |
| 5   | Adiabatic boundaries \((U_b = U_c = 0)\) | 248.9    | 0    |
To facilitate the analysis of heating performances, the quantity “thermal-flood maturity” is introduced to describe the fraction of the formation penetrated by heat conduction after an elapsed time. Reckoning that this is a conduction-dominated process, the present application defines thermal-flood maturity as \( t_m = \sqrt{\frac{a}{H}} t \). Beyond the penetration depth \( \sqrt{at} \), it is considered that the temperature has not changed significantly from its initial state.

For the same set of fluid fill in the contiguous geologic systems and boundary conditions, the instantaneous temperature profiles of the subject reservoir are displayed in Fig. 2 after 1000 days of continuous heating. At this instant, the temperature distributions within the first 50% of the reservoir column are largely insensitive to the boundary conditions, and the nature of the adjoining strata. This observation is in contrast to the remaining part of the reservoir, where sensitivity of the temperature profile to the boundary conditions is evident.

Owing to the relative immaturity \( (t_m = 0.37) \) of the thermal flood at 1000 days, the temperature profiles in the vicinity of the boundaries do not exhibit significant differences at this time. It is interesting to see the case of liquid-saturated sinks behaving as if the reservoir were a semi-infinite system. Therefore, except for the isothermal case, the temperature profile in a relatively thick formation may not be very sensitive to the characteristics of the adjacent media and boundary conditions at early times when the flood is still immature.

The flood is characterised by \( t_m = 0.73 \) after some 4000 days of heating. For the various boundary conditions of interest, Fig. 3 displays the instantaneous temperature profiles. At this instant, the effects of the boundaries are more pronounced, not just in the vicinity of the boundaries but most parts of the reservoir. Because of the full retention of injected heat, the adiabatic case shows a sharp departure from the other cases at this time. More importantly, due to the higher maturity attained by the flood at this time, the sensitivity of temperature distribution to boundary condition is pronounced in more than 80% of the reservoir interval. Therefore, as a thermal flood becomes more mature, the impacts of the adjacent strata and the bounding interface layers increase, and the justification to reflect appropriate boundary conditions and fluid fills becomes stronger.

After 10,000 days of heating, the flood reaches \( t_m = 1.16 \), suggesting that the thermal diffusion length is beyond the reservoir, thus a very mature flood. From the results illustrated in Fig. 4, it is evident that the effects of adjacent porous media and boundary conditions are significant in most parts of the reservoir. The divergence of profiles becomes increasingly significant away from the heat source. These results reinforce the prior observations that the effects of boundary conditions become more pronounced as the flood matures.
of the adjacent strata and bounding beds on heating performance become more pronounced as the flood matures.

It is instructive to note the relative closeness of the semi-infinite and adiabatic results over time. This observation suggests that as a thermal flood matures, the semi-infinite assumption approaches an adiabatic scenario, with the tendency to overestimate the performance of a thermal flood in a number of practical applications. By the same argument, we recommend that some caution be exercised with the common practice of using the semi-infinite model to estimate the thermal losses while heating a petroleum reservoir (Pruess and Zhang 2005; Vinsome and Westerveld 1980).

Comparing Figs. 3 and 4, it is evident that all the non-adiabatic responses have reached their respective stabilised states after about 4000 days of continuous conductive heating. This notwithstanding, it is clear that the case of gas-saturated boundaries offer superior heating performance compared to its liquid-saturated counterpart. The better thermal efficiency of the former is attributed to the lower heat-transport capacity, hence higher insulating capacity, of gas compared to liquid.

The simulation results provide additional insights. As evident in the progressive widening of the difference between the adiabatic and non-adiabatic solutions, the non-productive heating of the adjoining geologic systems increases over time. This observation is a consequence of the continuous expansion of the heated zone, which consistently increases the temperature differences between the reservoir boundaries and the neighbouring sinks. This is one of the reasons that thermal floods generally become less efficient as they mature. The drive to optimise the energy and environmental performances of mature floods has necessitated a number of variants to the conventional thermal recovery techniques. These variants include the wind-down processes that entail either a partial or full substitution of steam with cheaper agents such as CO₂, nitrogen, flue or natural gas at late life (Yee and Stroich 2004; Jiang et al. 2000). Besides the possibility of forming some thermally insulating blankets in the vicinity of the boundaries, when compared to steam, the lower heat-carrying capacities of these agents inhibit heat losses to the adjacent formations.

**Model validation**

We compare the performance of the proposed model against using the following expression of overall heat-transfer coefficient introduced by Zolotukhin (1979). Equation 21 assumes that the overburden and underburden have the same characteristics, hence the factor 2:

\[
U = 2 \sqrt{\frac{(\kappa \rho c_p)_{\text{adj}}}{p t}}, \tag{21}
\]

where the quantity \((\kappa \rho c_p)_{\text{adj}}\) refers to the adjacent formation, while \(p\) and \(t\) are injection pressure and elapsed time, respectively.

For the validation, we consider run 1 in Table 2, while assuming that the overburden and underburden have the same thermal properties as suggested by the original authors of Eq. 21. To implement Eq. 21 in the numerical scheme (Eqs. 18–20), the heating fluid is taken as saturated steam. Hence, at the steam temperature of 250 °C, the corresponding injection pressure is approximately 3.973 × 10⁶ Pa.

For the case of 1000 days of continuous heating, Fig. 5 shows that the results of the proposed model and that using the overall heat-transfer coefficient from Zolotukhin (1979) are comparable. The difference between the two profiles towards the boundary is attributed to the non-inclusion of thermal resistance across the reservoir-boundary walls in the evaluation of the quantity \(U\) with the Zolotukhin (1979) model. This point is reinforced with the same run, but reducing the thickness of both interface walls to 0.3 m, thus reducing the thermal resistances of the walls by an order of magnitude. As shown in Fig. 6, the proposed model yields a lower reservoir temperature profile in response to reduced thermal resistances of the walls. But, contrary to expectation, the results of Zolotukhin (1979) remain unchanged between Figs. 5 and 6. The insensitivity of Zolotukhin (1979) to this perturbation is not surprising, considering that Eq. 21 is inherently devoid of the resistance (thickness and conductivity) of the walls.

The implication of this comparative evaluation is that in immature floods, in which the thermal front is still very much distant from the reservoir boundaries, the proposed and Zolotukhin (1979) models would yield similar temperature profiles. However, as the flood matures in terms of the thermal front reaching the boundaries, the results of
the two models would exhibit increasing divergence. Therefore, in the formulation and simulation of realistic thermal floods, it is imperative to ensure appropriate description of the thermal resistances associated with the boundary layers and adjoining formations. As evident in this work, the overall heat-transfer coefficient offers a reasonable approach to capture and integrate the relevant boundary, overburden and underburden thermal resistances in the formulation and solution of thermal-flood problems.

Conclusion

To improve the description of thermal losses through the cap and base rocks, convective heat-loss equation has been applied to the 1D modelling of heat transport in petroleum reservoirs. This application covers the non-isothermal conditions of adiabatic and non-adiabatic behaviours, as well as isothermal boundaries. Numerical solutions of the resulting system of PDEs are provided for all these possible conditions.

This modelling approach takes advantage of the well-established theory of heat exchangers. The proposed method explicitly accounts for the effects of the fluids saturating the adjoining geologic systems, as well as the characteristics of the boundary layers (walls separating the reservoir from the cap and base rocks) on the rate of reservoir heating. It offers insights into the relative impacts of these variables on the performance of a thermal flood. Comparison of the proposed method with another analytical model shows satisfactory performance and highlights the relative advantage of the former.

From detailed sensitivity tests performed on different combinations of saturating fluids in the adjacent geologic systems, it is concluded that thermal floods are sensitive to heat losses through the boundaries and the prevailing boundary conditions, which are largely influenced by the adjacent formations. More importantly, apart from the early times when the heated volume is relatively limited, the simulation results indicate that neither an adiabatic nor a semi-infinite reservoir assumption is a good approximation for most realistic thermal floods. Otherwise, there is a high chance that reservoir performance and project value would be grossly overestimated, hence putting large investments at risk. In addition, there is the associated risk that the potential environmental impacts of a thermal flood will be under-estimated, which may further jeopardize the project.

Acknowledgements

The author is grateful to the management of FIRST E&P, Nigeria, for permitting this publication. He also thanks the anonymous reviewers, who provided helpful comments on the initial version of this manuscript.

Open Access

This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

Austin-Adigio ME, Wang J, Alvarez JM, Gates ID (2017) Novel insights on the impact of top water on steam-assisted gravity drainage in a point bar reservoir. Int J Energy Res 42(2):616–632

Bird RB, Stewart WE, Lightfoot EN (2001) Transport phenomena, 2nd edn. Wiley, New York

Chase CA, O’Dell PM (1973) Application of variational principles to cap and base rock heat losses. SPE J 13(14):200–210

Cho J, Augustine C, Zerpa LE (2015) Validation of a numerical reservoir model of sedimentary geothermal systems using analytical models. Paper SGP-TR-204 presented at 40th workshop on geothermal reservoir engineering, Stanford University, Stanford, Jan 26–28

Closmann PJ, Smith RA (1983) Temperature observations and steam-zone rise in the vicinity of a steam-heated fracture. SPE J 23(4):575–586

Doan LT, Baird H, Doan QT, Farouq Ali SM (1999) An investigation of the steam-assisted gravity-drainage process in the presence of a water leg. Paper 56545 presented at SPE annual technical conference and exhibition, Houston, Oct 3–6

Doan QT, Farouq Ali SM, Tan TB (2019) SAGD performance variability—analysis of actual production data for 28 Athabasca oil sands well pairs. Paper 195348 presented at SPE Western Regional Meeting, San Jose, Apr 23–26

Farouq Ali SM (2018) How to plan a SAGD project, if you must. Paper 190040 presented at SPE Western Regional Meeting, Garden Grove, Apr 22–26

Hansamuit V, Abou-Kassem JH, Farouq Ali SM (1992) Heat loss calculation in thermal simulation. Transp Porous Med 8(2):149–166

Jiang Q, Butler R, Yee CT (2000) The steam and gas push (SAGP)—2: mechanism analysis and physical model testing. J Can Pet Technol 39(4):52–61
Jiji LM (2006) Heat convection. Springer, Berlin
Jones J (1992) Why cyclic steam predictive models get no respect. SPE Res Eng 7(1):67–74
Joshi S, Castanier LM (1993) Computer modelling of a three-dimensional steam injection experiment. Stanford University Petroleum Research Institute, Stanford
LaForce T, Ennis-King J, Paterson L (2013) Magnitude and duration of temperature changes in geological storage of carbon dioxide. Energy Procedia 37:4465–4472
LaForce T, Ennis-King J, Paterson L (2014) Semi-analytical solutions for nonisothermal fluid injection including heat loss from the reservoir: Part I. Saturation and temperature. Adv Water Resourc 73:227–241
Law DHS, Nasr TN, Good WK (2003a) Lab-scale numerical simulation of SAGD process in the presence of top thief zones: a mechanistic study. J Can Pet Technol 42(3):29–35
Law DHS, Nasr TN, Good WK (2003b) Field-scale numerical simulation of SAGD process with top-water thief zone. J Can Pet Technol 42(8):32–38
Lawal AK (2011) Alternating injection of steam and CO2 for thermal recovery of heavy oil. PhD dissertation, Imperial College London
Lawal AK, Vesovic V (2010) Modelling multiple-contact condensation of heat-transporting fluids in thermal floods. Paper 130568 presented at SPE EUROPEC/EAGE annual conference and exhibition, Barcelona, June 14–17
Lewis RW, Morgan K, Roberts PM (1985) Infinite element modelling of heat losses during thermal recovery processes. Paper 13515 presented at SPE reservoir simulation symposium, Texas, Feb 10–13
Li P, Chalaturnyk RJ (2009) History match of the UTF phase A project with coupled reservoir geomechanical simulation. J Can Pet Technol 48(1):29–35
Marx JW, Langenheim RH (1959) Reservoir heating by hot fluid injection. Trans AIME 216:312–315
McGee BCW, Vermeulen FE (2007) The mechanisms of electrical heating for the recovery of bitumen from oil sands. J Can Pet Technol 46(1):28–34
Muradov K, Davies D (2012) Linear non-adiabatic flow of an incompressible fluid in a porous layer—review, adaptation and analysis of the available temperature models and solutions. J Pet Sci Eng 86–87:1–14
Pruess K, Zhang Y (2005) A hybrid semi-analytical and numerical method for modelling wellbore heat transmission. Proceedings of 13th workshop on geothermal reservoir engineering. Stanford University, Stanford, 31 Jan–2 Feb
Roche P (2008) SAGD report card. New Technology Magazine 1–12, October 2008
Satman A (2011) Sustainability of geothermal doublets. Paper SGP-TR-191 presented at the 36th workshop on geothermal reservoir engineering, Stanford University, Stanford, 31 Jan–2 Feb
Satman A, Brigham WE, Ramey Jr HJ (1979) An investigation of steam plateau phenomena. Paper 7965 presented at SPE California Regional Meeting, Ventura, Apr 18–20
Satman A, Zolotukhin B, Soliman MY (1984) Application of the time-dependent overall heat-transfer coefficient concept to heat-transfer problems in porous media. SPE J 24(1):107–112
Smith GD (1985) Numerical solution of partial differential equations: finite difference methods, 3rd edn. Oxford University Press, Oxford
Valbuena E, Bashbush JL, Rincon A (2009) Energy balance in steam injection projects: integrating surface-reservoir systems. Paper 121489 presented at SPE Latin American and Caribbean Petroleum Engineering Conference, Cartagena, 31 May–3 June
Vinsome PKW, Westerveld J (1980) A simple method for predicting cap and base rock heat losses in thermal reservoir simulators. J Can Pet Technol 19(3):87–90
Weinstein HG (1972) A semi-analytic method for thermal coupling of reservoir and overburden. SPE J 12(5):439–447
Weinstein HG (1974) Extended semianalytic method for increasing and decreasing boundary temperatures. SPE J 14(2):152–164
Yee CT, Stroich A (2004) Flue gas injection into a mature SAGD steam chamber at the Dover project (formerly UTF). J Can Pet Technol 43(1):54–61
Zargar Z, Farouq Ali SM (2017) Analytical treatment of steam-assisted gravity drainage: old and new. SPE J 23(1):117–127
Zargar Z, Farouq Ali SM (2018) Analytical modelling of steam chamber rise stage of steam-assisted gravity drainage (SAGD) process. Fuel 233(1):732–742
Zolotukhin AB (1979) Analytical definition of the overall heat-transfer coefficient. Paper 7964 presented at SPE California Regional Meeting, Ventura, Apr 18–20

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.