DATA DRIVEN TIME SCALE IN GAUSSIAN QUASI-LIKELIHOOD INFERENCE
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Abstract. We study parametric estimation of ergodic diffusions observed at high frequency. Different from the previous studies, we suppose that sampling stepsize is unknown, thereby making the conventional Gaussian quasi-likelihood not directly applicable. In this situation, we construct estimators of both model parameters and sampling stepsize in a fully explicit way, and prove that they are jointly asymptotically normally distributed. High order uniform integrability of the obtained estimator is also derived. Further, we propose the Schwarz (BIC) type statistics for model selection and show its model-selection consistency. We conducted some numerical experiments and found that the observed finite-sample performance well supports our theoretical findings. Also provided is a real data example.

1. Introduction

Consider the $d$-dimensional parametric ergodic diffusion model given by

$$dX_t = \sqrt{\tau} a(X_t, \alpha) dw_t + \tau b(X_t, \theta) dt,$$

where $\theta := (\alpha, \beta)$ is the statistical parameter of interest, whose true value is assumed to exist and denoted by $\theta_0 = (\alpha_0, \beta_0)$, $\tau > 0$ is a nuisance parameter, and $w$ is a $d$-dimensional standard Wiener process. Suppose that we observe an equally spaced high-frequency data $(X_{t_j})_{t_j=0}^n$ for $t_j = jh = jh_{0,n}$ where $h_0 = h_{0,n}$ is an unknown sampling stepsize fulfilling that

$$T_n := nh_0 \to \infty \quad \text{and} \quad nh_0^2 \to 0.$$  (1.1)

We are interested in developing a methodology to estimate $\theta_0$ from $(X_{t_j})_{t_j=0}^n$ with leaving $h_0$ and $\tau$ unspecified. The nuisance parameter $\tau$ measures model-time scale: the time-rescaled process $X^\tau$ with $X^\tau_t := X_{t/\tau}$ satisfies the stochastic differential equation

$$dX^\tau_t = a(X^\tau_t, \alpha) dw^\tau_t + b(X^\tau_t, \theta) dt,$$

where $w^\tau := \sqrt{\tau} w_{/\tau}$ is a standard Wiener process. As explained later on (in particular, see Remark 2.10), in the proposed estimation procedure it is quite natural and even necessary to incorporate the nuisance parameter $\tau$.

There exists a large literature studying parametric estimation of $\theta_0$ based on $(X_{t_j})_{t_j=0}^n$ through the small-time approximation of the conditional mean and variance (location and scale) taken under the law of $X$ associated with $\theta$:

$$\mathbb{E}_\theta(X_t|X_{t-1}) \approx X_{t-1} + hb(X_{t-1}, \theta),$$

$$\text{var}_\theta(X_t|X_{t-1}) \approx h a^{\otimes 2}(X_{t-1}, \alpha),$$

where $A^{\otimes} := AA^\top$ for a matrix $A$ with $^\top$ denoting the transpose, and where

$$h = h_n := \tau h_0 \quad (nh \to \infty, \ nh_0^2 \to 0).$$

Due to the Gaussianity of the driving noise process, this naturally leads to the logarithmic Gaussian quasi-likelihood function (GQLF) based on the small-time Gaussian approximation

$$\mathcal{L}(X_{t_j}|X_{t_{j-1}} = x) \approx N_d \left( x + hb(x, \theta), h a^{\otimes 2}(x, \alpha) \right)$$  (1.2)

for the unknown transition probability distribution. Let us note that the high-frequency setting enables us to develop a unified strategy of parameter estimation for a quite general class of non-linear diffusions. Under appropriate regularity conditions, this quasi-likelihood is known to be theoretically asymptotically efficient. See [7], [11], [22], and the references therein.

The existing theoretical literature basically supposes that the unknown quantities $h_0$ and $\tau$ are given a priori, that is, the existing theories have been developed under known $h (= \tau h_0)$. In practice, the value
of $\tau$ is unknown, and there is no absolute correspondence between sampling stepsize and a given time series data associated with a time stamp (the time at which the data is observed, a typical format being YYYYMMDD hh:mm:ss). One would then get confused with the practical problem “what value is to be assigned to $h_0$”, which in the present case (1.1) should not be too large and too small; for example, which value is to be selected to represent $h_0$ to be one minute? A common consensus may be to subjectively assign $h$ with a sufficiently small value $\ll 1$ in an arbitrary manner satisfying (1.1). Obviously, different values of $h$ lead to different finite-sample performances of estimates; this is an arbitrariness problem which has not received much attention in the literature of high-frequency statistics under $T_n \to \infty$, though it might not be of big concern if one has a practical reasoning for assigning a specific value for $h_0$ (e.g. when one has several daily-data sets over ten years, then we set $T_n = 10$ with $h_0 = 1/365$ ($\tau = 1$), etc.). In this respect, $h = \tau h_0$ could be regarded as an unknown quantity to be selected in a certain appropriate manner, giving rise to a statistical inference problem of the GQLF-model time scale $\tau$ against actual-time scale; of course, cases of random-sampling models and time-changed type processes have the same problem. Despite its practical importance, theoretical study on unknown $h$ seems to have been lacking and/or ignored in the literature of statistics for high-frequency data. Single subjective choice of $h$ would be a rather subtle problem as we are considering vanishing $h$ (see Remark 2.5), hence so would be single selection of $h$ as a fine-tuning parameter indexing the statistical model.

The objective of this paper is to clarify “when and how” we can sidestep the subjective choice of $h$ through the GQLF based on (1.2). In current case, since the Gaussian quasi-likelihood only looks at the mean and variance structure, we should note that the GQLF can only provides us with an estimate of the product $\tau h_0$. Nevertheless, we will show that under suitable identifiability condition it is possible to develop an asymptotic distributional theory not only for the parameter $\theta$ of interest but also $h$ as well. This will be done through the modified logarithmic Gaussian quasi-likelihood function (mGQLF), which is defined through profiling out the variable $h$. The proposed mGQLF is fully explicit, while producing an estimator having the following good properties under a seemingly non-standard identifiability condition on the diffusion coefficient (see Assumption 2.3(i)):

- The associated estimator is rate-efficient and asymptotically normally distributed;
- The value $h$ can be quantitatively estimated without any specific form of $n \mapsto h = h_n$.

The results are made precise in Theorem 2.6 in Section 2.2, from which, in particular, it is trivial that we can estimate $\tau$ at rate $\sqrt{n}$ as soon as $h_0$ is subjectively given a priori (see Remark 2.7). Even if $h$ is estimated without separating $\tau$ and $h_0$, we can obtain the formal approximate predictive distribution from (1.2). There we will also provide a two-step estimation procedure which has been well-developed and is nowadays standard in cases where $h_0$ and $\tau = 1$ are known (see [10] and [23]). Moreover, we also provide handy sufficient conditions for the polynomial type large deviation inequality (PLDI) associated with the mGQLF, which in particular guarantees convergence of moments of the proposed estimator; see [29, Section 6] for sufficient conditions in the case where $h_0$ and $\tau = 1$ are known.

The proposed estimation procedure is simple enough, and it should be potentially applicable to models other than the ergodic diffusion, whenever an explicit GQLF is used so that we can remove its dependence on $h$ (see Section 2.2), possibly including non-ergodic continuous semimartingale models ([6] and [24]) and Lévy driven stochastic differential equation ([14] and [15]). This is also the case for the stepwise estimation procedure considered in Section 2.3 as long as high-frequency sampling is concerned.

Another objective of this paper is Schwarz type model comparison for the ergodic diffusion models with unknown sampling stepsize. The classical Bayesian information criterion (BIC), which is derived based on the Bayesian principle for model selection, is used to look for better model description. We will introduce the BIC type statistics through the stochastic expansion of the proposed mGQLF. In cases where the candidate models are given by the ergodic diffusion models with known $h$, [4] has introduced BIC type statistics, and studied their model-selection consistency. We note that many authors have investigated the information criteria concerning sampled data from stochastic process models; see, for example [18], [20], [21], [22], and [25]. Still, there has been no previous work concerned with unknown sampling stepsize $h_0$.

This paper is organized as follows. In Section 2 we describe the basic model setup, propose the modified logarithmic Gaussian quasi-likelihood and parameter estimation method, and then present asymptotic properties of the estimators of the model parameter and $h$. Furthermore, we give the sufficient conditions of the PLDI under the modified logarithmic Gaussian quasi-likelihood. In Section 3 we derive the BIC
We write \( A \) in Section 2.1. the proofs are given in Section 6.

Here are some basic notations used throughout this paper. Let \( \Delta \), \( Y := Y_{t_1} - Y_{t_{j-1}} \) for a process \( Y \), and \( f_j(\theta) := f(X_{t_{j-1}}, \theta) \) for any measurable function on \( f : \mathbb{R}^d \times \Theta \). We denote by \(|A|\) the Frobenius norm of a matrix \( A \); if in particular \( A \) is a square matrix, then \(|A|\) also denotes the determinant of \( A \). We write \( A[B] = \text{tr}(AB^T) \) for the matrices \( A \) and \( B \) of the same sizes. The symbol \( \partial^k_{\alpha} \) stands for \( k \)-times partial differentiation with respect to variable \( a \). We denote by \( C \) a universal positive constant, which may change at each appearance, and write \( A_n \lesssim B_n \) if \( A_n \leq C B_n \) for every \( n \) large enough.

2. Gaussian quasi-likelihood inference with unknown time scale

2.1. Setup. Consider a \( d \)-dimensional diffusion process given by

\[
\begin{align*}
\text{d}X_t &= \sqrt{\alpha}(X_t, \alpha) \text{d}w_t + \tau b(X_t, \theta) \text{d}t, \\
X_0 &= x_0,
\end{align*}
\]  

(2.1)

where \( \theta := (\alpha, \beta) \in \Theta_a \times \Theta_b \subset \mathbb{R}^d \times \mathbb{R}^d = \mathbb{R}^d \) is an unknown parameter, \( \alpha \) is a symmetric \( \mathbb{R}^d \oplus \mathbb{R}^d \)-valued function on \( \mathbb{R}^d \times \Theta_a \), \( b \) is an \( \mathbb{R}^d \)-valued function on \( \mathbb{R}^d \times \Theta_a \times \Theta_b \), \( \tau > 0 \) is an unknown constant, \( w \) is an \( \mathbb{R}^d \)-dimensional standard Wiener process, and \( x_0 \) is a random variable independent of \( w \). We assume that (11) holds and that there exists a value \( \theta_0 = (\alpha_0, \beta_0) \in \Theta_a \times \Theta_b \) which induces the distribution of \( X \), which we denote by \( \mathbb{P} \), and also that \( \Theta_a \) and \( \Theta_b \) are bounded convex sets.

Let \( S(x, \alpha) := \alpha^{\otimes 2}(x, \alpha) \) and denote by \( \lambda_{\min}(S(x, \alpha)) \) the minimum eigenvalue of \( S(x, \alpha) \).

**Assumption 2.1** (Smoothness and non-degeneracy). (i) For \( x, x_2 \in \mathbb{R}^d \),

\[
\sup_{\alpha \in \mathbb{R}^d} |a(x_1, \alpha) - a(x_2, \alpha)| + \sup_{\theta \in \mathbb{R}^d \times \mathbb{R}^d} |b(x_1, \theta) - b(x_2, \theta)| \lesssim |x_1 - x_2|.
\]

(ii) \( a, b \in C^2(\mathbb{R}^d \times \Theta) \) and there exists a constant \( C_0 \geq 0 \) such that for \( x \in \mathbb{R}^d \) and \( i \in \{0, 1, 2, 3\} \) and \( j \in \{0, 1, 2\} \),

\[
\begin{align*}
\sup_{\alpha \in \mathbb{R}^d} |\partial^2_{\alpha}^i \alpha(x, \alpha)| + \sup_{\theta \in \mathbb{R}^d \times \mathbb{R}^d} |\partial^2_{\alpha}^i \partial^i_{\alpha} \alpha(x, \alpha)| \lesssim (1 + |x|)^{C_0}, \\
\inf_{\alpha \in \mathbb{R}^d} \lambda_{\min}(S(x, \alpha)) \gtrsim (1 + |x|)^{-C_0}.
\end{align*}
\]

The Gershgorin circle theorem says that

\[
\inf_{\alpha} \lambda_{\min}(S(x, \alpha)) \geq \inf_{\alpha} \min_{1 \leq i \leq d} \left( S_{ii}(x, \alpha) - \sum_{j \neq i} |S_{ij}(x, \alpha)| \right),
\]

so that an easy sufficient condition for the last inequality in (ii) is that this lower bound is bounded below by \( C(1 + |x|)^{-C_0} \).

**Assumption 2.2** (Stability). There exists a probability measure \( \pi = \pi_{\theta_0} \) such that

\[
\frac{1}{T} \int_0^T g(X_t) dt \xrightarrow{\mathbb{P}} \int_{\mathbb{R}^d} g(x) \pi(dx), \quad T \to \infty,
\]

for any measurable function \( g \in L^1(\pi) \). In addition, \( \sup_{t \in \mathbb{R}_+} \mathbb{E}[|X_t|^q] < \infty \) for all \( q > 0 \) in case where the constant \( C_0 \) in Assumption 2.1(ii) is positive.

It follows from Assumptions 2.1 and 2.2 that

\[
\frac{1}{n} \sum_{j=1}^n g(X_{t_{j-1}}) \xrightarrow{\mathbb{P}} \int g(x) \pi(dx), \quad n \to \infty,
\]

(2.2)

for any measurable function \( g \) of at most polynomial growth (see [14, p.1598]). There are several polynomially ergodic diffusions with bounded smooth coefficients and uniformly elliptic diffusion coefficient, in which case we may set \( C_0 = 0 \) in Assumption 2.1 while the boundedness of moments in Assumption 2.2 may fail to hold (see [28]). In general, one can consult [7] and [27] for easy conditions for the boundedness of (more strongly, exponential) moments; see also Lemma 6.1.
2.2. Joint estimation. The logarithmic GQLF \([11, 23]\) of the true model \([2.1]\) based on the approximation \([1, 2]\) is given by

\[
H_n(\theta; h) = -\frac{1}{2} \sum_{j=1}^{n} \left\{ \log [2\pi h S_{j-1}(\alpha)] + \frac{1}{h} S^{-1}_{j-1}(\alpha) \left[ (\Delta_j X - hb_{j-1}(\theta))^\otimes 2 \right] \right\}.
\]

(2.3)

Our objective is to estimate \(\theta\) and \(h\) simultaneously under \([1, 1]\).

The function \(h \mapsto H_n(\theta; h)\) is a.s. smooth in \(h > 0\). In order to profile out \(h\) from \(H_n(\theta; h)\), we consider optimizing \(h \mapsto H_n(\theta; h)\) with \(\theta\) fixed: the equation \(\partial_h H_n(\theta; h) = 0\) with respect to \(h > 0\) is equivalent to a certain quadratic equation which admits the a.s. positive explicit solution

\[
h^\ast(\theta) := \frac{1}{2} \left( \frac{1}{n} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [b_{j-1}(\theta)^\otimes 2] \right)^{-1} \cdot \left[ -d + \left\{ d^2 + 4 \left( \frac{1}{n} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [\Delta_j X]^\otimes 2 \right) \right\} \left( \frac{1}{n} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [b_{j-1}(\theta)^\otimes 2] \right) \right]^{1/2}.
\]

This is somewhat complicated, hence under the high-frequency setting we suggest approximating \(h^\ast(\theta)\) by the leading term

\[
h(\alpha) := \frac{1}{nd} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [(\Delta_j X)^\otimes 2].
\]

Indeed, in Section 6 we will observe that \(h^\ast(\theta) = h(\alpha) + O_p(h_0^2)\) with \(h(\alpha) = O_p(h_0)\) uniformly in \(\alpha\).

Then we define the fully explicit modified GQLF (mGQLF) \(\tilde{H}_n(\theta)\) by replacing \(h\) in \(H_n(\theta; h)\) with \(h(\alpha)\):

\[
\tilde{H}_n(\theta) := H_n(\theta; h(\alpha))
\]

\[
= -\frac{nd}{2} \left\{ 1 + \log(2\pi) \right\} - \frac{1}{2} \left\{ \sum_{j=1}^{n} \log |S_{j-1}(\alpha)| + nd \log h(\alpha) \right\}
\]

\[
+ \left\{ \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [\Delta_j X, b_{j-1}(\theta)] - \frac{h(\alpha)}{2} \left( \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [b_{j-1}(\theta)^\otimes 2] \right) \right\}
\]

\[
= -\frac{nd}{2} \left\{ 1 + \log(2\pi) \right\} - \frac{1}{2} \left\{ \sum_{j=1}^{n} \log |S_{j-1}(\alpha)| + nd \log \left( \frac{1}{nd} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [(\Delta_j X)^\otimes 2] \right) \right\}
\]

\[
+ \left\{ \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [\Delta_j X, b_{j-1}(\theta)] - \frac{1}{2} \left( \frac{1}{nd} \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [(\Delta_j X)^\otimes 2] \right) \left( \sum_{j=1}^{n} S^{-1}_{j-1}(\alpha) [b_{j-1}(\theta)^\otimes 2] \right) \right\}.
\]

(2.4)

Correspondingly, we define the modified Gaussian quasi-maximum likelihood estimator \(\hat{\theta}_n\) (mGQMLE) by any maximizer of \(\tilde{H}_n\):

\[
\hat{\theta}_n = (\hat{\alpha}_n, \hat{\beta}_n) \in \arg\max_{\theta} \tilde{H}_n(\theta).
\]

computations of which does not require the value \(h\). The definition of \(\hat{\theta}_n\) approximately corresponds to a solution to the system of estimating equations (\(\partial_\theta \tilde{H}_n(\theta; h), \partial_h \tilde{H}_n(\theta; h)\)) = (0, 0) with respect to \(\theta\). We emphasize that the approximation of \(h^\ast(\theta)\) by \(h(\alpha)\) provides us with the very simple as an estimator of \(h\), thereby a reduction of computational cost in optimization.

We need the following identifiability condition with additional non-degeneracy.

**Assumption 2.3** (Identifiability and non-degeneracy). The following conditions hold for the invariant distribution \(\pi(dx)\) in Assumption 2.2:

(i) The functions \(x \mapsto \text{tr}\{S^{-1}(x, \alpha)S(x, \alpha_0)\}\) for \(\alpha \neq \alpha_0\) and \(x \mapsto \text{tr}\{S^{-1}(x, \alpha_0)\partial_\alpha S(x, \alpha_0)\}\) are not constant over the support of \(\pi\).

(ii) If \(b(\cdot, \alpha_0, \beta) = b(\cdot, \alpha_0, \beta_0)\) \(\pi\text{-a.e.},\) then \(\beta = \beta_0\).
The identifiability condition of \( \beta \) is standard. By contrast, as for \( \alpha \) it is insufficient to only suppose as usual that “\( a(\cdot, \alpha) = a(\cdot, \alpha_0) \) \( \pi \)-a.e. implies \( \alpha = \alpha_0 \)”. Concerning Assumption 2.3(i), the former non-constancy ensures the unique maxima of the quasi-relative entropy \( \tilde{\Gamma}_0^1(\alpha) \), and the latter one does the positive definiteness of the quasi-Fisher information matrix \( \tilde{\Gamma}_{1,0} \) of \( \alpha \); see Section 6.2 for details. Note that Assumption 2.3(i) appropriately excludes presence of a multiplicative parameter in diffusion coefficient as well as constant diffusion coefficient, both of which are, when they are scalar, to be absorbed into the nuisance parameter \( \tau \); for example, \( \alpha \) is non-identifiable in the cases \( S(x, \alpha) = \sum_{j=1}^{p_0} \alpha_j S_j(x) \) and \( \exp\{\alpha + S_1(x)\} \) for known non-trivial \( S_1, \ldots, S_{p_0} \).

**Remark 2.4.** Let us consider the sufficient condition of the former non-constancy of Assumption 2.3(i) in the case where the function \( S(x, \alpha) \) is given by

\[
S(x, \alpha) = \exp \left( \sum_{j=1}^{p_0} \alpha_j S_j(x) \right),
\]

where \( \exp(A) := \sum_{k=0}^{\infty} (k!)^{-1} A^k \) for a square matrix \( A \), and \( S_1(x), \ldots, S_{p_0}(x) \) are \( d \times d \) non-zero matrices. If \( S_i(x) S_j(x) = S_j(x) S_i(x) \) for any \( x \) and \( i, j \in \{1, \ldots, p_0\} \), we have

\[
S^{-1}(x, \alpha) S(x, \alpha_0) = \exp \left( \sum_{j=1}^{p_0} (\alpha_{j,0} - \alpha_j) S_j(x) \right),
\]

\[
\text{tr}\{S^{-1}(x, \alpha) S(x, \alpha_0)\} = \sum_{k=1}^{d} \exp(\lambda_k^j(x, \alpha)),
\]

where \( \lambda_k^j(x, \alpha), \ldots, \lambda_k^j(x, \alpha) \) denote the eigenvalues of \( \sum_{j=1}^{p_0} (\alpha_{j,0} - \alpha_j) S_j(x) \). Hence, the former non-constancy of Assumption 2.3(i) holds if the following conditions are satisfied:

(i) For any \( x \) and \( i, j \in \{1, \ldots, p_0\} \), \( S_i(x) S_j(x) = S_j(x) S_i(x) \);

(ii) For any \( \alpha \neq \alpha_0 \), there exists a \( k \leq d \) such that the function \( x \mapsto \lambda_k^j(x, \alpha) \) is not constant.

\[\Box\]

**Remark 2.5.** For now, we note that subjective choice of \( h \) is sensitive to identify \( \alpha_0 \). Suppose that a positive sequence \( h' = h_\alpha' \) also satisfies (1.1), while \( h'/h_0 \to c \) for some constant \( c \neq 1 \). Then, we can show that \( n^{-1} \left\{ \mathbb{E}_n(\theta; h') - \mathbb{E}_n(\alpha_0, \beta; h') \right\} \to \mathbb{E}_n^1(\alpha; c) \) for some \( \mathbb{E}_n^1(\alpha; c) \) uniformly in \( \alpha \). It can be seen that \( \{\alpha_0\} \subset \arg\max_\alpha \mathbb{E}_n^1(\alpha; c) \), hence the inconsistency of any element in \( \arg\max_\alpha \mathbb{E}_n^1(\theta; h') \). Needless to say, the situation is even worse for the cases \( h'/h_0 \to \infty \) and \( h'/h_0 \to 0 \), where \( n^{-1} \left\{ \mathbb{E}_n(\theta; h') - \mathbb{E}_n(\alpha_0, \beta; h') \right\} \) no longer has a proper limit.

\[\Box\]

If \( h = \tau h_0 \) is known, the estimator of \( \beta \) has the convergence rate \( \sqrt{n} h \). In the current setting where \( h \) is unknown, we propose to estimate \( h \) by

\[
\tilde{h} := h(\tilde{\alpha}_n) = \frac{1}{nd} \sum_{j=1}^{n} S^{-1}_{j-1}(\tilde{\alpha}_n)[(\Delta_j X)^{\otimes 2}].
\]

In practice where \( n \) is large enough, we may check whether or not the sampling condition (1.1) by looking at the values \( n\tilde{h} \) and \( n\tilde{h}^2 \) which are to be large and small enough, respectively. If not, in order to make (1.1) more likely we may formally “shrink” or “spread” \( h \) through multiplying \( X_{t_j} \) by some constant \( c > 0 \): with replacing \( X_{t_j} \) by \( cX_{t_j} \), we have

\[
\tilde{h} = \frac{c^2}{nd} \sum_{j=1}^{n} S(cX_{t_{j-1}}, \tilde{\alpha}_n)^{-1}[(\Delta_j X)^{\otimes 2}], \quad (2.5)
\]

hence, under the uniform non-degeneracy of \( S \), choosing \( c > 1 \) (resp. \( c < 1 \)) will shrink (resp. spread) value of \( \tilde{h} \); see Section 5 for a real-data example.

Let

\[
K[u_1] = \frac{1}{d} \int_{\mathbb{R}^d} \text{tr} \left( S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0)) \right)[u_1][\pi(dx)],
\]

\[
\tilde{\Gamma}_{1,0}[u_1^{\otimes 2}] = \frac{1}{2} \int_{\mathbb{R}^d} \text{tr} \left( S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0))S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0)) \right)[u_1^{\otimes 2}][\pi(dx)]
\]
Further we have

\[
\frac{1}{2d} \int_{\mathbb{R}^d} S^{-1}(x, \alpha_0) \left( \partial_\alpha S(x, \alpha_0) \right) \pi(dx) \right)^2, \\
\end{equation}

\[
\tilde{\Gamma}_{2,0}[u_2] = \int_{\mathbb{R}^d} S^{-1}(x, \alpha_0) \left[ \partial b(x, \theta_0)[u_2], \partial b(x, \theta_0)[u_2] \right] \pi(dx)
\]

for \( u_1 \in \mathbb{R}^p \) and \( u_2 \in \mathbb{R}^p \). Now we are in position to state the joint asymptotic normality of the mQMLE \( \hat{\theta}_n \) and \( \tilde{h} \).

**Theorem 2.6.** Under Assumptions 2.1, 2.2, and 2.3, the matrices \( \Gamma_{1,0} \) and \( \tilde{\Gamma}_{2,0} \) are positive definite and

\[
\left( \sqrt{n} \left( \frac{\tilde{h}}{\tau h_0} - 1 \right), \sqrt{n}(\bar{\theta} - \alpha_0), \sqrt{n}(\tilde{\beta} - \beta_0) \right) \xrightarrow{\mathcal{D}} N_{1+p}(0, \Sigma(\theta_0)),
\]

where

\[
\Sigma(\theta_0) := \begin{pmatrix}
2/d + K^\top \Gamma^{-1}_{1,0} K & \tilde{\Gamma}^{-1}_{1,0} \\
\tilde{\Gamma}^{-1}_{1,0} & \tilde{\Gamma}^{-1}_{2,0}
\end{pmatrix}.
\]

Further we have

\[
\tilde{K}_n := \frac{1}{d} \text{tr} \left( \frac{1}{n} \sum_{j=1}^n S^{-1}_{j-1}(\bar{\alpha}_n) \left( \partial_\alpha S_j(\alpha_n) \right) \right) \xrightarrow{p} K,
\]

\[
\tilde{\Gamma}_{1,n} := \text{tr} \left( \frac{1}{2n} \sum_{j=1}^n S^{-1}_{j-1}(\bar{\alpha}_n) \left( \partial_\alpha S_j(\alpha_n) \right)^2 \partial_\beta S_{j-1}(\bar{\alpha}_n) \right)
\]

\[
- \frac{1}{2d} \left\{ \text{tr} \left( \frac{1}{n} \sum_{j=1}^n S^{-1}_{j-1}(\bar{\alpha}_n) \left( \partial_\alpha S_j(\alpha_n) \right) \right)^2 \right\} \xrightarrow{p} \tilde{\Gamma}_{1,0},
\]

\[
\tilde{\Gamma}_{2,n} := \frac{1}{n} \sum_{j=1}^n S^{-1}_{j-1}(\bar{\alpha}_n) \left[ \partial b_{j-1}(\bar{\alpha}_n, \tilde{\beta}_n), \partial b_{j-1}(\bar{\alpha}_n, \tilde{\beta}_n) \right] \xrightarrow{p} \tilde{\Gamma}_{2,0},
\]

from which we can obtain a consistent estimator of \( \Sigma(\theta_0) \).

In particular, Theorem 2.6 implies that \( \tilde{h}/(\tau h_0) = 1 + O_p(n^{-1/2}) \), hence

\[
\frac{\sqrt{n}}{\tilde{h}}(\tilde{h} - \tau h_0) \xrightarrow{\mathcal{D}} N \left( 0, \frac{2}{d} + K^\top \Gamma^{-1}_{1,0} K \right)
\]

as well. Therefore, for any \( \gamma \in (0, 1) \), the \( 100 \times (1 - \gamma) \)-percent confidence interval of \( h \) is given by

\[
\tilde{h} \pm z_{\gamma/2} \sqrt{\frac{2}{d} + K^\top \Gamma^{-1}_{1,0} K}
\]

where \( z_{\gamma/2} \) denotes the upper-\( \gamma/2 \) percentile of \( N(0,1) \).

Several further remarks on Theorem 2.6 are in order.

**Remark 2.7.** We here do not assume any specific form on \( h_0 \) as a function of \( n \). A more direct estimation is possible upon assuming that, for example, the true sampling stepsize \( h_0 \) takes the form

\[
\tau h_0 = n^{-\kappa_0}
\]

for some unknown constant \( \kappa_0 \in (1/2, 1) \). Let

\[
\tilde{\kappa} := \frac{\log \tilde{h}}{\log n} = - \frac{1}{\log n} \log \left( \frac{1}{nd} \sum_{j=1}^n S^{-1}_{j-1}(\bar{\alpha}) \left[ (\Delta_n X)^{\otimes 2} \right] \right),
\]

so that the equation \( \tilde{h} = n^{-\tilde{\kappa}} \) holds. Then, under the assumptions of Theorem 2.6, the delta method yields that

\[
\sqrt{n}(\log n)(\tilde{\kappa} - \kappa_0) = - \sqrt{n} \left( \log \frac{\tilde{h}}{\tau h_0} - \log 1 \right) \xrightarrow{\mathcal{D}} N \left( 0, \frac{2}{d} + K^\top \Gamma^{-1}_{1,0} K \right),
\]

based on which it is straightforward to construct an approximate confidence interval of the index \( \kappa_0 \). Further, if we are *a priori* given \( h_0 \) satisfying (1.1), then it is straightforward from Theorem 2.6 to
estimate \( \tau \) as an element of \( \alpha \). In particular, writing \( \hat{\tau}_n = \hat{h}_n / \tau_0 \) and denoting by \( \tau_0 \) the true value of \( \tau \) for clarity, we can obtain
\[
\sqrt{n}(\hat{\tau}_n - \tau_0) \overset{\mathcal{D}}{\to} N_1\left(0, \tau_0^2 \left(2/d + K\hat{\Gamma}^{-1}_{1,0}K\right)\right)
\]
directly from (2.6). \( \square \)

**Remark 2.8.** When \( h_0 \) and \( \tau \) are known, the GQMLE defined to be a maximizer \( \hat{\theta}_n^\ast = (\hat{\alpha}_n^\ast, \hat{\beta}_n^\ast) \) of \( \mathbb{H}_n(\cdot; h_0) \) given by (2.3) satisfies that
\[
(\sqrt{n}(\hat{\alpha}_n^\ast - \alpha_0), \sqrt{n\tau h_0}(\hat{\beta}_n^\ast - \beta_0)) \overset{\mathcal{D}}{\to} N_p\left(0, \text{diag}\{\Gamma_{1,0}^\ast - 1, \tilde{\Gamma}_{2,0}^\ast\}\right),
\]
where for \( u_1 \in \mathbb{R}^p \)
\[
\Gamma_{1,0}^\ast[u_1] = \frac{1}{2} \int_{\mathbb{R}^d} \text{tr}\left(S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0)) S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0))\right)[u_1^2] \pi(dx).
\]
See [11] for details. Further, [7] proved that the estimator \( \hat{\theta}_n \) is asymptotically efficient under suitable regularity conditions. Here are two remarks on comparing (2.6) and (2.7).

1. The second term of the right-hand side in the relation
\[
\hat{\Gamma}_{1,0} = \Gamma_{1,0}^\ast \frac{1}{2d} \int_{\mathbb{R}^d} \text{tr}\left(S^{-1}(x, \alpha_0)(\partial_\alpha S(x, \alpha_0))\right) \pi(dx)\]
quantitatively shows “price” for estimating \( \alpha \) without knowing \( h \). See also Remark 2.9.

2. The rate of convergence and the asymptotic covariance matrix of \( \hat{\beta}_n \) are the same as the best one in the case where \( h \) is known, entailing that \( \hat{\beta}_n \) is asymptotically efficient. This is natural because of the asymptotic orthogonality between \( \hat{\alpha}_n \) and \( \hat{\beta}_n \).
\( \square \)

**Remark 2.9.** Let \( D_n = D_n(h_0) := \text{diag}(\sqrt{n}I_{p_\alpha}, \sqrt{n\tau h_0}I_{p_\beta}) \). Then the observed information and formation matrices for estimating \( (\theta, h) \) are given by
\[
I_n = \begin{pmatrix}
I_{\theta, \theta} & I_{\theta, h} \\
\text{sym.} & I_{h, h}
\end{pmatrix},
I_n^{-1} = \begin{pmatrix}
I^\theta, \theta & I^\theta, h \\
I^{\theta, h} & I^h, h
\end{pmatrix},
\]
respectively, where \( I^\theta, \theta \) is \( p \times p \) matrix, \( I^\theta, h \) is \( p \)-dimensional vector, and \( I^h, h \) is \( \mathbb{R} \)-valued. Matrix manipulations give the expressions for the formation matrix:
\[
I^\theta, \theta = (I_{\theta, \theta} - I_{\theta, h} I_{h, h}^{-1} I_{\theta, h})^{-1},
I^\theta, h = -I_{h, h}^{-1} I_{\theta, h} I^\theta, \theta,
I^h, h = I_{h, h}^{-1} + (I^\theta, \theta)^{-1} [(I^\theta, h)^\otimes 2].
\]
Then, we can show that
\[
I^\theta, \theta \overset{p}{\to} \text{diag}(\tilde{\Gamma}_{1,0}, \tilde{\Gamma}_{2,0}),
(I^\theta, h)_i \overset{p}{\to} \begin{cases}
-\tilde{\Gamma}_{1,0}^{-1}K_j, & (1 \leq j \leq p_\alpha) \\
0, & (p_\alpha < j \leq p)
\end{cases},
I^h, h \overset{p}{\to} \frac{2}{d} + K\tilde{\Gamma}_{1,0}^{-1}K,
\]
Hence, \( I_n^{-1} \) converges to \( \Sigma_\tau(\theta_0) \) in probability, where
\[
\Sigma_\tau(\theta_0) := \begin{pmatrix}
2/d + K\tilde{\Gamma}_{1,0}^{-1}K & -\tilde{\Gamma}_{1,0}^{-1}K \\
-\tilde{\Gamma}_{1,0}^{-1}K & \tilde{\Gamma}_{1,0}^{-1}K
\end{pmatrix}
\]
\( \text{sym.} \).

Building on these observations, it is expected that \( \hat{\theta}_n \) would be asymptotically efficient when \( h_0 \) is unknown, although we do not have a conventional Hajek-Le Cam lower bound. We refer to [17] Chapter 4 and [8] Section 7.3] for a systematic account for (quasi-)likelihood inference in the presence of nuisance parameters.
\( \square \)
Remark 2.10. Let us explain why we have set the nuisance parameter \( \tau \) in (2.1) from the very beginning. Suppose that instead of (2.1) we consider first the usual \( \tau \)-free (\( \tau = 1 \)) form
\[
dX_t = a(X_t, \theta) dt, \quad (2.8)
\]
and then the profiling out \( h_0 \) from the GQLF as described before. Then, carefully observing the proof of the consistency of \( \hat{\alpha}_n \) (Section 6.2.1), it is easily seen that the consistency \( \hat{\alpha}_n \rightarrow \alpha_0 \) holds even if the diffusion coefficient \( a(x, \alpha) \) is replaced by \( \sqrt{\alpha}(x, \alpha) \) for arbitrary \( \tau > 0 \). However, if we change the diffusion coefficient \( a(x, \alpha) \) by \( \sqrt{\alpha}(x, \alpha) \) in (2.8) with a nuisance parameter \( \tau \), then the drift-parameter estimator \( \hat{\beta}_n \) may lose its consistency unless the drift coefficient has the form of \( \tau b(x, \theta) \): indeed, if the model is \( dX_t = \sqrt{\alpha}(X_t, \alpha) dt + \tau \beta b(X_t, \theta) dt \) for some constant \( \tau' > 0 \), then exactly as in (6.8) we can deduce that
\[
\tilde{H}_n^2(\beta; \tilde{\alpha}_n) \rightarrow \tau' \int S^{-1}(x, \alpha_0) [(b(x, \alpha_0, \beta) - b(x, \theta)) \pi(dx)] - \frac{\tau}{2} \int S^{-1}(x, \alpha_0) [(b(x, \alpha_0, \beta) - b(x, \theta))^{\otimes 2}] \pi(dx) \quad (2.9)
\]
uniformly in \( \beta \), where \( \tilde{H}_n^2(\beta; \tilde{\alpha}_n) \) is defined in Section 6.2.1. The limit (2.9) clearly shows that maxima of the limit function may, when it is unique, differ from \( \beta_0 \) unless \( \tau = \tau' \), arriving at the form (2.1). The same remarks as above are valid for the stepwise-estimation version described in Section 2.3. \( \square \)

2.3. Stepwise estimation. The modified GQLF is the mixed-rates type, that is, it consists of the sum of two terms converging to non-trivial limits at different rates. In cases where \( h \) is specified beforehand, it is well-known that stepwise estimation is possible; see [10] and [23], which can handle rather general sampling scheme than (1.1), as well as the references therein. We will show that under (1.1) it is still possible to formulate a two-step estimation procedure.

Let
\[
\tilde{H}_1,n(\alpha) := -\frac{1}{2} \left\{ \sum_{j=1}^{n} \log |S_{j-1}(\alpha)| + nd \log \left( \frac{1}{n^d} \sum_{j=1}^{n} S_{j-1}(\alpha)^{[(\Delta_j X)^{\otimes 2}]} \right) \right\}, \quad (2.10)
\]
\[
\tilde{H}_2,n(\alpha, \beta) := \sum_{j=1}^{n} S_{j-1}(\alpha) \left[ \Delta_j X, b_{j-1}(\theta) \right] - \frac{1}{2} \left( \frac{1}{nd} \sum_{j=1}^{n} S_{j-1}(\alpha)^{[(\Delta_j X)^{\otimes 2}]} \right) \left( \sum_{j=1}^{n} S_{j-1}(\alpha)^{[(b_{j-1}(\theta)^{\otimes 2}]} \right), \quad (2.11)
\]
so that \( \tilde{H}_n(\theta) = -(nd/2) \log(2\pi) + \tilde{H}_1,n(\alpha) + \tilde{H}_2,n(\alpha, \beta) \); recall (2.4). Then, we estimate \( \alpha \) and \( \beta \) by \( \tilde{\beta}_n = (\tilde{\alpha}_n', \tilde{\beta}_n') \) defined through the following step-by-step manner:
\[
\tilde{\alpha}_n' \in \arg\max_{\alpha} \tilde{H}_1,n(\alpha), \quad (2.12)
\]
\[
\tilde{\beta}_n' \in \arg\max_{\beta} \tilde{H}_2,n(\tilde{\alpha}_n', \beta). \quad (2.13)
\]
We remark that the contrast function \( \beta \rightarrow \tilde{H}_2,n(\tilde{\alpha}_n', \beta) \) may be regarded as a time-discretized version of the log-likelihood function of \( \beta \) based on a continuous-time observation (see [12]), and also that \( \tilde{\beta}_n' \) is explicit if \( \beta \rightarrow b(x, \tilde{\alpha}_n', \beta) \) is linear.

The following theorem shows that \( \tilde{\theta}_n \) and \( \tilde{\beta}_n' \) have the same asymptotic distribution.

Theorem 2.11. Under Assumptions 2.1, 2.2 and 2.3 we have
\[
\left( \sqrt{n} \left( \frac{h'}{\tau h_0} - 1 \right), \sqrt{n}(\tilde{\alpha}_n' - \alpha_0), \sqrt{n}(\tilde{\beta}_n' - \beta_0) \right) \overset{\mathcal{L}}{\rightarrow} N_{1+p}(0, \Sigma(\theta_0)), \quad (2.14)
\]
where \( h' = h(\tilde{\alpha}_n') \).

Remark 2.12. In cases where the coefficients have a common parameter, we may follow the three-step estimation as in [13], by making use of a finite-sample bias correction. In first step and second steps, we obtain \( \tilde{\beta}_n = (\tilde{\alpha}_n', \tilde{\beta}_n') \) defined by (2.12) and (2.13) as before. Then, using \( \tilde{\beta}_n' \) and \( \tilde{H}_n \), we update the estimator \( \tilde{\alpha}_n \) by
\[
\tilde{\alpha}_n'' \in \arg\max_{\alpha} \tilde{H}_n(\alpha, \tilde{\beta}_n').
\]
While the third-step estimator $\hat{\alpha}'_n$ has the same asymptotic properties as $\hat{\alpha}'_n$, it may provide us with a significant bias reduction in finite samples. In the unreported numerical experiments, we observed cases where $\hat{\alpha}''$ certainly reduce the bias of $\hat{\alpha}'_n$. 

2.4. Polynomial type large deviation inequality. In this section, we will give sufficient conditions for the PLDI (2.15) and (2.16) below, which ensure $L^q(P)$-boundedness of M- and Bayesian (parameter-integral) type estimators [29], hence in particular convergence of their moments. In case where $h$ is known and the coefficients do not have a common parameter, sufficient conditions for the PLDI can be found in [29, Section 6].

To state the result we introduce stronger regularity conditions, essentially borrowed from [7]. Recall that $\lambda_{\min}\{S(x, \alpha)\}$ denotes the minimum eigenvalue of $S(x, \alpha)$, and also write $\lambda_{\max}\{S(x, \alpha)\}$ for the maximum one.

**Assumption 2.13.**

1. Assumption 2.2 holds and there exists a constant $C_1 \geq 1$ for which
   \[ |\partial_x b(x, \theta)| + |\partial_x S(x, \alpha)| \leq C_1, \]
   \[ C_1^{-1} \leq \lambda_{\min}\{S(x, \alpha)\} \leq \lambda_{\max}\{S(x, \alpha)\} \leq C_1, \]
   for each $(x, \theta)$.

2. There exist positive constants $K_1$, $K_2$, and $\epsilon_1$, for which either one of the following holds:
   (a) $E\{\exp(\epsilon_1|X_0|^p)\} < \infty$ and
      \[ x^T b(x, \theta) \leq -K_1|x|^2 + K_2 \]
      for each $(x, \theta)$, or
   (b) $E\{\exp(\epsilon_1|X_0|)\} < \infty$ and
      \[ x^T b(x, \theta) \leq -K_1|x| + K_2 \]
      for each $(x, \theta)$.

We remark that Assumption 2.13 implies Assumption 2.2; see Section 6.4 for details. Further, it is the $g_q$-exponential ergodicity [6, 32], that is essential in the proof of Theorem 2.14 below. We could replace the uniform boundedness and ellipticity of $S$ and the drift condition in Assumption 2.13 by any other ones which imply the $g_q$-exponential ergodicity.

For $u_1 \in \mathbb{R}^{p_1}$ and $u_2 \in \mathbb{R}^{p_2}$, we introduce the random fields $\tilde{Z}_1^n$ and $\tilde{Z}_2^n$ defined by
\[
\tilde{Z}_1^n(u_1; \alpha_0, \beta) = \exp \left\{ \tilde{H}_n \left( \alpha_0 + \frac{u_1}{\sqrt{n}}, \beta \right) - \tilde{H}_n(\alpha_0, \beta) \right\},
\]
\[
\tilde{Z}_2^n(u_2; \theta_0) = \exp \left\{ \tilde{H}_n \left( \alpha_0, \beta_0 + \frac{u_2}{\sqrt{n\tau h_0}}, \beta \right) - \tilde{H}_n(\alpha_0, \beta_0, \beta) \right\},
\]
respectively. In order to verify the high-order uniform integrability of the scaled estimators, tail behaviors of these random fields are crucial. Let $U_1^n = \{u_1 \in \mathbb{R}^{p_1}; \alpha_0 + u_1/\sqrt{n} \in \Theta_\alpha\}$ and $U_2^n = \{u_2 \in \mathbb{R}^{p_2}; \beta_0 + u_2/\sqrt{n\tau h_0} \in \Theta_\beta\}$. Next theorem gives the PLDI for joint estimation case.

**Theorem 2.14.** Assume that for some positive constant $\epsilon_0$, $nh_0 \geq n^{\epsilon_0}$ for every $n$ large enough. Let Assumptions 2.3 and 2.13 hold. Then, for any positive number $L$ there exists a constant $C_L$ such that
\[
P\left( \sup_{(u_1, \beta) \in \{u_1 \in U_1^n, \tau \leq |u_1| \} \times \Theta_\beta} \tilde{Z}_1^n(u_1; \alpha_0, \beta) \geq e^{-r} \right) \leq \frac{C_L}{r^T},
\]
\[
P\left( \sup_{u_2 \in \{u_2 \in U_2^n, \tau \leq |u_2| \}} \tilde{Z}_2^n(u_2; \theta_0) \geq e^{-r} \right) \leq \frac{C_L}{r^T}
\]
for all $n > 0$ and $r > 0$. In particular, we have
\[
\lim_{n \to \infty} E\left\{ f\left( \sqrt{n} \left( \frac{\hat{\alpha}_n - \alpha_0}{\tau h_0} - 1 \right), \sqrt{n} (\hat{\beta}_n - \beta_0) \right) \right\} = \int f(y)\phi_{p+1}(y; 0, \Sigma(\theta)) \, dy
\]
for any continuous function $f : \mathbb{R}^p \to \mathbb{R}$ at most of polynomial growth, that is, $\limsup_{|u| \to \infty} (1 + |u|^r)^{-1}|f(u)| < \infty$ for some $r > 0$.

The proof of Theorem 2.14 is given in Section 6.4.
Remark 2.15. Let us mention the PLDI for stepwise estimation case. We define the random fields $\tilde{Z}^1_n$ and $\tilde{Z}^2_n$ by

$$
\tilde{Z}^1_n(u_1; \alpha_0) = \exp \left\{ \hat{H}_{1,n} \left( \alpha_0 + \frac{u_1}{\sqrt{n}} \right) - \hat{H}_{1,n}(\alpha_0) \right\},
$$

$$
\tilde{Z}^2_n(u_2; \theta_0) = \exp \left\{ \hat{H}_{2,n} \left( \alpha_0, \beta_0 + \frac{u_2}{\sqrt{n\tau h_0}} \right) - \hat{H}_{2,n}(\alpha_0, \beta_0) \right\},
$$

respectively. Then, we can show similar statements as (2.15) and (2.16) under the assumptions of Theorem 2.14. Moreover, (2.17) holds with $\tilde{\alpha}_n$, $\tilde{\beta}_n$, and $\tilde{h}$ replaced by $\tilde{\alpha}_n'$, $\tilde{\beta}_n'$, and $\tilde{h}'$. \qed

3. Consistent model selection

We here consider consistent model selection by the (quasi-)Bayesian information criterion ((Q)BIC for short) studied in [4]; previously, the correct form of the classical Schwarz’s BIC for ergodic diffusion observed at high frequency was given in [4] Theorems 3.7, 4.5, and 4.6 when $h$ is given a priori.

Let $\Pi(d\theta)$ denote the prior distribution over $\Theta$.

**Assumption 3.1.** The distribution $\Pi$ admits a bounded Lebesgue density $p(\theta)$ which is continuous and positive.

We are regarding $\hat{H}_n(\theta)$ as our quasi-likelihood, hence it would be natural to define the modified marginal quasi-log likelihood function as

$$
\mathfrak{L}_n := \log \left( \int_\Theta \exp\{\hat{H}_n(\theta)\} p(\theta) d\theta \right).
$$

The next theorem shows the precise asymptotic expansion of this quantity up to the order $O_p(1)$.

**Theorem 3.2.** Suppose that Assumptions 2.1, 2.2, 2.3 and 3.1 hold. Then, we have

$$
\mathfrak{L}_n = \hat{H}_n(\theta_0) - \frac{1}{2} \rho_n \log n - \frac{1}{2} \rho_3 \log (nh_0) + \log p(\theta_0) + \frac{p}{2} \log(2\pi)
$$

$$
- \frac{1}{2} \log |\hat{\Gamma}_1,0| - \frac{1}{2} \log |\hat{\Gamma}_2,0| + \frac{1}{2} \text{diag}(\hat{\Gamma}_1,0,\hat{\Gamma}_2,0)^{-1} \mathbb{1} \otimes 2 + o_p(1).
$$

Further, we have

$$
\mathfrak{L}_n = \hat{H}_n(\tilde{\theta}_n) - \frac{1}{2} \rho_n \log n - \frac{1}{2} \rho_3 \log (nh(\tilde{\alpha}_n)) + \log p(\tilde{\theta}_n) + \frac{p}{2} \log(2\pi)
$$

$$
- \frac{1}{2} \log \left| -\frac{1}{n} \hat{\alpha}_n^2 \hat{H}_n(\tilde{\theta}_n) \right| - \frac{1}{2} \log \left| -\frac{1}{nh(\tilde{\alpha}_n)} \partial^2_{\tilde{\theta}} \hat{H}_n(\tilde{\theta}_n) \right| + o_p(1).
$$

The proof given in Section 6.5 goes through as in [4] under essentially weaker conditions due to Theorem A.1.

In view of (3.3), with the conventional multiplication by $-2$ we obtain

$$
-2\mathfrak{L}_n = -2\hat{H}_n(\tilde{\theta}_n) + \rho_n \log n + \rho_3 \log (nh(\tilde{\alpha}_n)) + O_p(1)
$$

$$
= -2\hat{H}_n(\tilde{\theta}_n) + \log \left| -\partial^2_{\tilde{\theta}} \hat{H}_n(\tilde{\theta}_n) \right| + \log \left| -\partial^2_{\tilde{\theta}} \hat{H}_n(\tilde{\theta}_n) \right| + O_p(1).
$$

Ignoring the $O_p(1)$ parts, we define the modified Bayesian information criterion (mBIC) and modified quasi-Bayesian information criterion (mQBIC) by

$$
mBIC_n = -2\hat{H}_n(\tilde{\theta}_n) + \rho_n \log n + \rho_3 \log (nh(\tilde{\alpha}_n))
$$

and

$$
mQBIC_n = -2\hat{H}_n(\tilde{\theta}_n) + \log \left| -\partial^2_{\tilde{\theta}} \hat{H}_n(\tilde{\theta}_n) \right| + \log \left| -\partial^2_{\tilde{\theta}} \hat{H}_n(\tilde{\theta}_n) \right|,
$$

respectively, both being completely free from $h$. As directly seen by the definition, the m(Q)BIC may have higher computational load than the (Q)BIC given by [4] Theorems 3.7, 4.5, and 4.6.

Suppose that candidates for the diffusion and drift coefficients are given as

$$
a_1(x, \alpha_1), \ldots, a_{M_1}(x, \alpha_{M_1}),
$$

$$
b_1(x, \alpha_{m_1}, \beta_1), \ldots, b_{M_2}(x, \alpha_{m_1}, \beta_{M_2}), \quad m_1 = 1, \ldots, M_1,
$$

(3.4) (3.5)
where \( \theta_{m_1, m_2} = \left( \alpha_{m_1}, \beta_{m_2} \right) \in \Theta_{\alpha_{m_1}} \times \Theta_{\beta_{m_2}} \subseteq \mathbb{R}^{p_{\alpha_{m_1}}} \times \mathbb{R}^{p_{\beta_{m_2}}} \). Then, each candidate model \( \mathcal{M}_{m_1, m_2} \) is given by

\[
dX_t = a_{m_1}(X_t, \alpha_{m_1})dw_t + b_{m_2}(X_t, \theta_{m_1, m_2})dt, \quad t \in [0, T_n], \quad X_0 = x_0.
\]

Here \( a_{m_1} \) is an \( \mathbb{R}^d \times \mathbb{R}^{d_1} \)-valued function defined on \( \mathbb{R}^{d_1} \times \Theta_{\alpha_{m_1}} \), \( b_{m_2} \) is an \( \mathbb{R}^d \)-valued function defined on \( \mathbb{R}^{d_1} \times \Theta_{\alpha_{m_1}} \times \Theta_{\beta_{m_2}} \). Write \( (\mathcal{M}_{m_1, m_2})_{m_1 \leq M_1, m_2 \leq M_2} \) for the set of all candidate models. For each candidate model \( \mathcal{M}_{m_1, m_2} \), we assume that there exists a value \( \theta_{m_1, m_2, 0} = (\alpha_{m_1, 0}, \beta_{m_2, 0}) \in \Theta_{\alpha_{m_1}} \times \Theta_{\beta_{m_2}} \) for which \( a_{m_1}(\cdot, \alpha_{m_1, 0}) \) and \( b_{m_2}(\cdot, \theta_{m_1, m_2, 0}) \) coincide with the true (data generating) diffusion and drift coefficients, respectively. We compute \( \text{mBIC} \) for each candidate model, say \( \text{mBIC}_n^{(1)}, \ldots, \text{mBIC}_n^{(M_1 \times M_2)} \), and then select the model having the minimum-mBIC value as the best one, say \( \mathcal{M}_{m^*_1, n, m^*_2, n} \):

\[
\{ (m^*_1, n, m^*_2, n) \} = \text{argmin}_{(m_1, m_2)} \text{mBIC}_{n}^{(m_1, m_2)},
\]

where

\[
\text{mBIC}_{n}^{(m_1, m_2)} = -2\widehat{\log} \left( \hat{\theta}_{m_1, m_2, n} \right) + p_{\alpha_{m_1}} \log n + p_{\beta_{m_2}} \log (nh(\tilde{\alpha}_{m_1, n}))
\]

with \( \hat{\theta}_{m_1, m_2, n} \) denoting the mGQMLE associated with the mQLF \( \widehat{H}^{(m_1, m_2)}_n \) of (2.4) associated with the model \( \mathcal{M}_{m_1, m_2} \). The selection rule when using the mQBIC is given in a similar manner.

It is worth mentioning that a two-step model selection is possible as in [4] Section5.2. We proceed as follows.

- First, we select the best diffusion coefficient \( a^*_{m_1, n} \) among (3.4), where \( a^*_{m_1, n} \) satisfies \( \{ a^*_{m_1, n} \} = \text{argmin}_{m_1} \text{mBIC}_{n}^{(m_1)} \) with

\[
\text{mBIC}_{n}^{(m_1)} = -2\widehat{\log} \left( \hat{\alpha}_{m_1, n} \right) + p_{\alpha_{m_1}} \log n,
\]

\( \hat{\alpha}_{m_1, n} \in \text{argmax}_{\alpha_{m_1}} \widehat{H}^{(m_1)}_n(\alpha_{m_1}) \), and \( \widehat{H}^{(m_1)}_n \) corresponds to (2.10) with ignoring the drift.

- Next, among (3.5) for \( m_1 = m^*_1, n \), we select the best drift coefficient with index \( m^*_2, n \) such that \( \{ m^*_2, n \} = \text{argmin}_{m_2} \text{mBIC}_{n}^{(m_2|m^*_1, n)} \), where

\[
\text{mBIC}_{n}^{(m_2|m^*_1, n)} = -2\widehat{\log} \left( \hat{\beta}_{m_2, n} \right) + p_{\beta_{m_2}} \log \left( nh(\tilde{\alpha}^*_{m^*_1, n, m_2}) \right),
\]

\( \hat{\beta}_{m_2, n} \in \text{argmax}_{\beta_{m_2}} \widehat{H}^{(m_2|m^*_1, n)}_n(\alpha_{m^*_1, n}, \beta_{m_2}) \), and \( \widehat{H}^{(m_2|m^*_1)}_n \) corresponds to (2.11) with the previously selected diffusion coefficient plugged-in.

- Finally, we select the model \( \mathcal{M}_{m^*_1, n, m^*_2, n} \) as the final best model among the candidates described by (3.4) and (3.5).

We can apply this procedure to the mQBIC as well. The total number of candidate models in the joint and two-step model selections are \( M_1 \times M_2 \) and \( M_1 + M_2 \), respectively. This indicates that difference between computational costs for the joint and two-step selection procedures becomes more significant when \( M_1(\geq 2) \) or \( M_2(\geq 2) \) (or both) is large.

Below, in a similar manner to [4] we consider the model selection consistency of the m(Q)BIC. Let \( \Theta_{\alpha_{m_1}} \times \Theta_{\beta_{m_2}} \subseteq \mathbb{R}^{p_{\alpha_{m_1}}} \times \mathbb{R}^{p_{\beta_{m_2}}} \) be the parameter space associated with \( \mathcal{M}_{m_1, m_2} \). We say that \( \Theta_{\alpha_{m_1}} \) is nested in \( \Theta_{\alpha_{m'_1}} \) if \( p_{\alpha_{m_1}} < p_{\alpha_{m'_1}} \) and there exists a matrix \( F \in \mathbb{R}^{p_{\alpha_{m'_1}} \times p_{\alpha_{m_1}}} \) with \( F'F = I_{p_{\alpha_{m_1}}} \times I_{p_{\alpha_{m_1}}} \) as well as a \( c \in \mathbb{R}^{p_{\alpha_{m'_1}}} \) such that

\[
\widehat{h}^{(m_1, m_2, n)}_{m_1, m_2, n}(\alpha_{m_1}, \beta_{m_2}) = \widehat{h}^{(m'_1, m_2, n)}_{m_1, m_2, n}(\alpha_{m_1} + c, \beta_{m_2})
\]

for all \( \alpha_{m_1} \in \Theta_{\alpha_{m_1}} \) and \( m_2 \in \{1, \ldots, M_2\} \). It is defined in a similar manner that \( \Theta_{\beta_{m_2}} \) is nested in \( \Theta_{\beta_{m'_2}} \). We assume that there exists a model index \( (m_{1, 0}, m_{2, 0}) \in \{1, \ldots, M_1\} \times \{1, \ldots, M_2\} \) for which \( \mathcal{M}_{m_{1, 0}, m_{2, 0}} \) is the true data generating model. Under our model settings, \( \Theta_{\alpha_{m_{1, 0}}} \) is nested in \( \Theta_{\alpha_{m_1}} \) for \( m_1 \in \{1, \ldots, M_1\} \setminus \{m_{1, 0}\} \). Moreover, \( \Theta_{\beta_{m_{2, 0}}} \) is nested in \( \Theta_{\beta_{m_2}} \) for \( m_2 \in \{1, \ldots, M_2\} \setminus \{m_{2, 0}\} \).

**Theorem 3.3.** Suppose that Assumptions 2.4, 2.5, 2.3 and 3.1 hold for all candidate models \( \mathcal{M}_{m_1, m_2} \). Then, the joint and two-step model-selection consistencies hold in the following senses.
(1) Suppose that at least one of \( m_1 \) and \( m_2 \) differs from \( m_{1,0} \) and \( m_{2,0} \), respectively. Then, we have
\[
\lim_{n \to \infty} \mathbb{P} \left( \text{mBIC}^{(m_{1,0},m_{2,0})}_n - \text{mBIC}^{(m_{1},m_{2})}_n < 0 \right) = 1,
\]
and the same statement holds with “mBIC” replaced by “mQBIC”.

(2) For each \((m_1, m_2) \in \{(1, \ldots, M_1) \setminus \{m_{1,0}\} \times (1, \ldots, M_2) \setminus \{m_{2,0}\})\), we have
\[
\lim_{n \to \infty} \mathbb{P} \left( \text{mBIC}^{(m_{1},\alpha)}_n - \text{mBIC}^{(m_{1})}_n < 0 \right) = 1,
\]
and the same statements hold with “mBIC” replaced by “mQBIC”.

Theorem 3.3 ensures that the probability that the true model \( M_{m_{1,0},m_{2,0}} \) is selected by using \( m(Q) \text{BIC} \) tends to 1 as \( n \to \infty \). The proofs can go through as in [4, Theorems 5.1, 5.3, and 5.5], hence omitted.

4. Simulation experiments

In this section, we present simulation results to evaluate finite sample performance of our estimation procedure. We use the R package YUIMA [2] for generating data. We set \( d = 1 \) in the examples below, and all the Monte Carlo trials are based on 1000 independent sample paths. Suppose that we have a sample \( X_n = (X_{t_j})_{j=0}^m \) with \( t_j = jn^{-2/3} \) (hence \( T_n = n^{1/3} \)) from the true model \( (\tau = 1) \):
\[
dX_t = \exp \left\{ \frac{1}{2} (2 \sin X_t - \cos X_t \sin X_t) \right\} dw_t - X_t dt, \quad t \in [0, T_n], \quad X_0 = 1. \tag{4.1}
\]
The simulations are done for \( n = 1000, 3000, \) and 5000.

4.1. Parameter estimation. We consider the diffusion process as the target of estimation:
\[
dX_t = \exp \left\{ \frac{1}{2} (\alpha_1 \cos X_t + \alpha_2 \sin X_t + \alpha_3 \cos X_t \sin X_t) \right\} dw_t + (\beta_1 X_t + \beta_2) dt.
\]
We set the true parameter values as \( \theta_0 = (\alpha_0, \beta_0) = (\alpha_{1,0}, \alpha_{2,0}, \alpha_{3,0}, \beta_{1,0}, \beta_{2,0}) = (0, 2, -1, -1, 0) \). It is easy to check that Assumptions 2.3 and 2.13 hold, in particular,
\[
S^{-1}(x, \alpha) S(x, \alpha_0) = \exp \left\{ (\alpha_{1,0} - \alpha_1) \cos x + (\alpha_{2,0} - \alpha_2) \sin x + (\alpha_{3,0} - \alpha_3) \cos x \sin x \right\},
\]
\[
S^{-1}(x, \alpha_0) \partial_{\alpha} S(x, \alpha_0) = (\cos x, \sin x)^T. \tag{4.2}
\]
We computed the estimator \( \hat{\theta}_n = (\hat{\alpha}_n, \hat{\beta}_n) \) through both the proposed method (two-step and joint), and also the quasi-maximum likelihood estimators (QMLEs) \( \hat{\theta}_n = (\tilde{\alpha}_n, \tilde{\beta}_n) \) associated with \( (\alpha_0, \beta_0) \) with using the true sampling rate \( h_0 = n^{-2/3} \). For numerical optimization, we set the initial values of \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) to be random numbers generated from uniform distribution \( U(-1, 1) \). Moreover, the initial values of \( \beta_1 \) and \( \beta_2 \) are generated from uniform distribution \( U(-2, 0) \).

Table 1 summarizes the mean and standard deviation of the estimators. As is expected from our theoretical results, we can observe in terms of the standard deviations that performance of \( \hat{\theta}_n \) is overall inferior to the known-\( h \) case and that their performances tend to get close each other as \( n \) increases. Further, it is worth noting that the performances of estimating \( h = h_0 \) are equally good for the joint and two-step cases.

Here we have (recall (6.26))
\[
\bar{u}^\alpha_n = (\bar{u}^\alpha_{1,n}, \bar{u}^\alpha_{2,n}, \bar{u}^\alpha_{3,n}) = \left( \frac{-1}{n} \partial^2_{\alpha} \mathbb{H}^n_n(\hat{\theta}_n) \right)^{1/2} \sqrt{n}(\tilde{\alpha}_n - \alpha_0),
\]
\[
\bar{u}^\beta_n = (\bar{u}^\beta_{1,n}, \bar{u}^\beta_{2,n}) = \left( \frac{-1}{nh} \partial^2_{\beta} \mathbb{H}^n_n(\hat{\theta}_n) \right)^{1/2} \sqrt{nh}(\tilde{\beta}_n - \beta_0),
\]
respectively. Figures 2 and 3 show the histograms of \( \bar{u}^\alpha_n \) and \( \bar{u}^\beta_n \) in the case of \( n = 5000 \), each corresponding to the results of the two-step and the joint estimations.

The residuals are given by
\[
\tilde{\epsilon}_j = \frac{\Delta j X - \hat{h}(\tilde{\beta}_{1,n} X_{t_{j-1}} + \tilde{\beta}_{2,n})}{\sqrt{\hat{h}} \exp \left\{ \frac{1}{2} (\tilde{\alpha}_{1,n} \cos X_{t_{j-1}} + \tilde{\alpha}_{2,n} \sin X_{t_{j-1}} + \tilde{\alpha}_{3,n} \cos X_{t_{j-1}} \sin X_{t_{j-1}}) \right\}}, \quad j = 1, 2, \ldots, n,
\]
TABLE 1. The mean and the standard deviation (s.d.) of the estimators (the true parameter $\theta_0 = (0.2, -1, -1, 0)$).

|     | n = 1000 |     | n = 3000 |     | n = 5000 |
|-----|----------|-----|----------|-----|----------|
|     | $\alpha_1$, $\alpha_2$, $\alpha_3$, $\beta_1$, $\beta_2$, $h/h_0$ |     | $\alpha_1$, $\alpha_2$, $\alpha_3$, $\beta_1$, $\beta_2$, $h/h_0$ |     | $\alpha_1$, $\alpha_2$, $\alpha_3$, $\beta_1$, $\beta_2$, $h/h_0$ |
| mean | 0.3079 | 0.3044 | 0.4766 | 0.6992 | 0.5661 | 0.3266 | 0.1510 | 0.1626 | 0.2447 | 0.5429 | 0.3517 | 0.1469 | 0.1037 | 0.1148 | 0.1615 | 0.4488 | 0.3084 | 0.0564 |
| s.d. | 0.0644 | 0.2806 | 0.4394 | 0.6061 | 0.3918 | 0.2384 | 0.1047 | 0.0843 | 0.2248 | 0.4805 | 0.2418 | 0.0329 | 0.1469 | 0.1615 | 0.4488 | 0.3084 | 0.0564 |

Figure 1. Results of estimating $\alpha_1$ (top left), $\alpha_2$ (top right), $\alpha_3$ (center left), $\beta_1$ (center right), and $\beta_2$ (bottom) ((i): two-step, (ii): joint, (iii) QMLE). The red line in each figure indicates the true value.

which are expected to form an i.i.d. standard normal random variables. Figure 4 shows the histogram of $\hat{\epsilon} = (\hat{\epsilon}_1, \ldots, \hat{\epsilon}_n)$ for $n = 5000$, based on the 1000th sample data and results of estimation, from which we can observe good performance of the standard-normal approximation.

4.2. Model selection. We consider the following diffusion (Diff) and drift (Drif) coefficients:

Diff 1: $\exp\left\{\frac{1}{2}(\alpha_1 \cos X_t + \alpha_2 \sin X_t + \alpha_3 \cos X_t \sin X_t)\right\}$;

Diff 2: $\exp\left\{\frac{1}{2}(\alpha_1 \cos X_t + \alpha_2 \sin X_t)\right\}$;  Diff 3: $\exp\left\{\frac{1}{2}(\alpha_1 \cos X_t + \alpha_3 \cos X_t \sin X_t)\right\}$;

Diff 4: $\exp\left\{\frac{1}{2}(\alpha_2 \sin X_t + \alpha_3 \cos X_t \sin X_t)\right\}$;  Diff 5: $\exp\left\{\frac{1}{2}\alpha_1 \cos X_t\right\}$;

Diff 6: $\exp\left\{\frac{1}{2}\alpha_2 \sin X_t\right\}$;  Diff 7: $\exp\left\{\frac{1}{2}\alpha_3 \cos X_t \sin X_t\right\}$.
Figure 2. Histograms of \( \bar{u}_n^\alpha \) and \( \bar{u}_n^\beta \) based on the two-step estimation (top left: \( \bar{u}_{1,n}^\alpha \), top right: \( \bar{u}_{2,n}^\alpha \), center left: \( \bar{u}_{3,n}^\alpha \), center right: \( \bar{u}_{1,n}^\beta \), bottom: \( \bar{u}_{2,n}^\beta \)).

and

**Drif 1**: \( \beta_1 X_t + \beta_2 \);  **Drif 2**: \( \beta_1 X_t \);  **Drif 3**: \( \beta_2 \).

Each candidate model consists of a combination of diffusion and drift coefficients; for example, in the case of Diff 1 and Drif 1, we consider the statistical model

\[
dx_t = \exp \left\{ \frac{1}{2} (\alpha_1 \cos X_t + \alpha_2 \sin X_t + \alpha_3 \cos X_t \sin X_t) \right\} dw_t + (\beta_1 X_t + \beta_2) dt.
\]

Then, the true model is given by Diff 4 and Drif 2.

In order to empirically quantify relative frequency (percentage) of the model selection, using the joint m(Q)BIC and two-step m(QBIC) we computed \( w_{1,m_2} \) and \( w'_{m_1,m_2} \) defined as follows:

\[
w_{m_1,m_2} = \frac{\exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(m_1,m_2)} - m(Q)\text{BIC}_{n}^{(m_1^*,m_2^*)}) \right\}}{\sum_{k=1}^{3} \sum_{\ell=1}^{3} \exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(k,\ell)} - m(Q)\text{BIC}_{n}^{(m_1^*,m_2^*)}) \right\}} \times 100,
\]

\[
w'_{m_1,m_2} = \frac{\exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(m_1)} - m(Q)\text{BIC}_{n}^{(m_1^*,m_2^*)}) \right\}}{\sum_{k=1}^{7} \exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(k)} - m(Q)\text{BIC}_{n}^{(m_1^*,m_2^*)}) \right\}}.
\]
Figure 3. Histograms of $\bar{u}_n^\alpha$ and $\bar{u}_n^\beta$ based on the joint estimation (top left: $\bar{u}_{1,n}^\alpha$, top right: $\bar{u}_{2,n}^\alpha$, center left: $\bar{u}_{3,n}^\alpha$, center right: $\bar{u}_{1,n}^\beta$, bottom: $\bar{u}_{2,n}^\beta$).

Figure 4. Histograms of $\bar{T}$ (left: two-step, right: joint).

These “model weights” ([3, Section 6.4.5]) are not only numerically stable but also practically convenient, for one can quantify frequency of relative model evidences among the candidate models from single data set (one sample path). The model which has the highest $w_{m_1,m_2}(w'_{m_1,m_2})$ value is the most probable model. Because of the definition, $w_{m_1,m_2}$ and $w'_{m_1,m_2}$ satisfy the equation $\sum_{k=1}^7 \sum_{\ell=1}^3 w_{k,\ell} = \sum_{k=1}^7 \sum_{\ell=1}^3 w'_{k,\ell} = 100$. 

$$\times \frac{\exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(m_2|m_1,n)} - m(Q)\text{BIC}_{n}^{(m_2,n|m_1,n)} ) \right\}}{\sum_{\ell=1}^3 \exp \left\{ -\frac{1}{2} (m(Q)\text{BIC}_{n}^{(\ell|m_1,n)} - m(Q)\text{BIC}_{n}^{(m_2,n|m_1,n)} ) \right\}} \times 100.$$
Tables 2 and 3 summarize the empirical means of $w_{m_1 m_2}$ and $w'_{m_1 m_2}$ and also model-selection frequencies, all computed from 1000 independent data sets. The indicators of the true model defined by Diff 4 and Drif 2 are given by $w_{4,2}$ and $w'_{4,2}$. The values of $w_{4,2}$ and $w'_{4,2}$ are the highest for all $n$ and become larger as $n$ increases. Also observed is that $w_{4,2}$ takes higher values than $w'_{4,2}$. Moreover, $w'_{m_1 m_2}$ gets close to $w_{m_1 m_2}$ as $n$ increases.

Remark 4.1. Instead of (4.1), we also run the same code for the models

\[ dX_t = \sqrt{\tau} \exp\left\{ \frac{1}{2} (2 \sin X_t - \cos X_t \sin X_t) \right\} dw_t - \tau X_t dt \]  \hspace{1cm} (4.3)

and

\[ dX_t = \sqrt{\tau} \exp\left\{ \frac{1}{2} (2 \sin X_t - \cos X_t \sin X_t) \right\} dw_t - \tau X_t dt \]  \hspace{1cm} (4.4)

with $\tau = 2, 3$. In the unreported simulation results, we could observe the following: in the model (4.3), similar tendencies were observed for $\theta_n, \Delta_n/\tau h_0$, and model selection; in the model (4.4), estimation performance of $\hat{\beta}_n$ was inferior. Both are in accordance with our theoretical findings (see Remark 2.10 for details).

5. Real data example

We will apply the two methods for analysing the foreign exchange data (USD/JPY), which can be found at Investing.com (https://jp.investing.com/currencies/usd-jpy-historical-data). The data was obtained during a period of 6 years from January 2011 to December 2016. The data includes the daily opening price, daily highest price, daily lowest price, and daily closing price. In this section, we focus on the daily closing prices ($CP$)$_t$, where $t = 1, \ldots, 1567$. We suppose the diffusion models

\[ dX_t = \sqrt{\tau} \exp\left\{ \frac{1}{2} (\alpha_1 \cos X_t + \alpha_2 \cos X_t \sin X_t) \right\} dw_t + \tau (\beta_1 X_t + \beta_2) dt, \]

\[ (5.1) \]

\[ dX_t = \sqrt{\tau} \exp\left\{ \frac{1}{2} \frac{\alpha_1 (X_t - 1)}{1 + X_t^2} \right\} dw_t + \tau (\beta_1 X_t + \beta_2) dt, \]

\[ (5.2) \]

where $X_{t_j}, j = 0, \ldots, 1566$ (hence $n = 1566$), are given by

\[ X_{t_j} := \log(CP)_{t_j-1}. \]

Note that for model (5.2),

\[ \partial_x (S^{-1}(x, \alpha) S(x, \alpha_0)) = \exp \left( \frac{x - 1}{1 + x^2} (\alpha_{1,0} - \alpha_1) \right) \frac{1 + 4x - x^2}{(1 + x^2)^2} (\alpha_{1,0} - \alpha_1), \]

\[ S^{-1}(x, \alpha_0) \partial_x S(x, \alpha_0) = \frac{x - 1}{1 + x^2}, \]

hence Assumption 2.3(1) holds.

We have considered two methods. In the first method, we assign $h$ subjectively. We estimate the parameters $\alpha = (\alpha_1, \alpha_2)$ and $\beta = (\beta_1, \beta_2)$ with $h = kn^{-2/3}, k = 1, \ldots, 5$. Table 4 summarizes the results of parameter estimation. We can observe that the different values of $h$ lead to different performances.
Table 2. The mean of the model weights $w_{m_1,m_2}$ and model selection frequencies. The true model consists of Diff 4 and Drif 2.

| Criteria | Diff 1 | Diff 2 | Diff 3 | Diff 4 | Diff 5 | Diff 6 | Diff 7 |
|----------|--------|--------|--------|--------|--------|--------|--------|
| Drif 1 mBIC weight | 1.34 | 3.12 | 0.35 | 20.06 | 0.08 | 11.24 | 0.21 |
| frequency | 0 | 15 | 1 | 88 | 1 | 89 | 0 |
| mQBIC weight | 8.36 | 3.00 | 0.73 | 23.85 | 0.04 | 3.60 | 0.11 |
| frequency | 20 | 16 | 10 | 169 | 0 | 22 | 0 |
| Drif 2 mBIC weight | 2.45 | 5.25 | 0.09 | 35.19 | 0.00 | 15.32 | 0.19 |
| frequency | 4 | 43 | 0 | 525 | 0 | 230 | 1 |
| mQBIC weight | 11.96 | 4.05 | 0.12 | 36.32 | 0.00 | 4.21 | 0.08 |
| frequency | 51 | 28 | 0 | 631 | 0 | 52 | 0 |
| Drif 3 mBIC weight | 0.21 | 0.69 | 0.01 | 3.07 | 0.00 | 1.13 | 0.00 |
| frequency | 0 | 0 | 0 | 3 | 0 | 0 | 0 |
| mQBIC weight | 0.83 | 0.32 | 0.00 | 2.22 | 0.00 | 0.20 | 0.00 |
| frequency | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| n = 1000 |
| Drif 1 mBIC weight | 0.91 | 0.61 | 0.00 | 26.79 | 0.00 | 3.32 | 0.00 |
| frequency | 1 | 1 | 0 | 101 | 0 | 26 | 0 |
| mQBIC weight | 4.66 | 0.67 | 0.00 | 26.84 | 0.00 | 0.82 | 0.00 |
| frequency | 10 | 3 | 0 | 136 | 0 | 4 | 0 |
| Drif 2 mBIC weight | 2.40 | 1.15 | 0.00 | 58.17 | 0.00 | 3.91 | 0.00 |
| frequency | 3 | 9 | 0 | 812 | 0 | 47 | 0 |
| mQBIC weight | 10.76 | 0.89 | 0.00 | 52.42 | 0.00 | 0.90 | 0.00 |
| frequency | 31 | 9 | 0 | 801 | 0 | 6 | 0 |
| Drif 3 mBIC weight | 0.11 | 0.04 | 0.00 | 2.59 | 0.00 | 0.08 | 0.00 |
| frequency | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| mQBIC weight | 0.36 | 0.01 | 0.00 | 1.64 | 0.00 | 0.01 | 0.00 |
| frequency | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| n = 3000 |
| Drif 1 mBIC weight | 0.66 | 0.29 | 0.00 | 27.46 | 0.00 | 1.50 | 0.00 |
| frequency | 0 | 2 | 0 | 102 | 0 | 11 | 0 |
| mQBIC weight | 3.73 | 0.30 | 0.00 | 26.97 | 0.00 | 0.32 | 0.00 |
| frequency | 4 | 3 | 0 | 125 | 0 | 1 | 0 |
| Drif 2 mBIC weight | 2.04 | 0.31 | 0.00 | 64.27 | 0.00 | 1.72 | 0.00 |
| frequency | 0 | 1 | 0 | 862 | 0 | 21 | 0 |
| mQBIC weight | 9.31 | 0.22 | 0.00 | 57.53 | 0.00 | 0.36 | 0.00 |
| frequency | 24 | 0 | 0 | 839 | 0 | 4 | 0 |
| Drif 3 mBIC weight | 0.05 | 0.00 | 0.00 | 1.68 | 0.00 | 0.01 | 0.00 |
| frequency | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| mQBIC weight | 0.17 | 0.00 | 0.00 | 1.08 | 0.00 | 0.00 | 0.00 |
| frequency | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| n = 5000 |

of estimates, which clearly indicates that estimation based on a single subjective choice of the sampling stepsize would be misleading.

In the second method, we have computed $\tilde{\theta}_n = (\tilde{\alpha}_n, \tilde{\beta}_n)$ and $\tilde{h}$, and then the corresponding joint m(Q)BIC. Table 5 shows the estimators of the parameters and values of joint mBIC and joint mQBIC. The two-step and joint estimators take similar values in both models. In model (5.1), we have $\tilde{h} = n^{-1.3800}$ (two-step) and $\tilde{h} = n^{-1.3799}$ (joint), hence the condition (1.1) does not seem to hold. In model (5.2), however, we obtain $\tilde{h} = n^{-0.8890}$ (two-step) and $\tilde{h} = n^{-0.8847}$ (joint).
Table 3. The mean of the model weights \(w'_{m_1,m_2}\) and model selection frequencies. The true model consists of Diff 4 and Drif 2.

| Criteria | Diff 1     | Diff 2     | Diff 3     | Diff 4*    | Diff 5     | Diff 6     | Diff 7     |
|----------|------------|------------|------------|------------|------------|------------|------------|
|          | \(n = 1000\) |            |            |            |            |            |            |
| Drif 1   | mBIC weight | 1.27       | 4.14       | 0.21       | 18.57      | 0.00       | 11.29      | 0.21       |
|          | frequency   | 0          | 14         | 0          | 81         | 0          | 94         | 0          |
|          | mQBIC weight | 9.01       | 3.83       | 0.26       | 21.37      | 0.00       | 3.47       | 0.09       |
|          | frequency   | 18         | 16         | 1          | 149        | 0          | 27         | 0          |
| Drif 2*  | mBIC weight | 2.43       | 8.58       | 0.19       | **32.68**  | 0.00       | 14.79      | 0.18       |
|          | frequency   | 4          | 95         | 0          | **489**    | 0          | 220        | 0          |
|          | mQBIC weight | 13.91      | 7.17       | 0.28       | **32.86**  | 0.00       | 3.83       | 0.07       |
|          | frequency   | 66         | 74         | 0          | **595**    | 0          | 53         | 0          |
| Drif 3   | mBIC weight | 0.22       | 1.09       | 0.03       | 2.98       | 0.00       | 1.15       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 3          | 0          | 0          | 0          |
|          | mQBIC weight | 0.94       | 0.52       | 0.01       | 2.15       | 0.00       | 0.21       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 1          | 0          | 0          | 0          |
|          | \(n = 3000\) |            |            |            |            |            |            |
| Drif 1   | mBIC weight | 1.27       | 0.78       | 0.00       | 26.01      | 0.00       | 3.62       | 0.00       |
|          | frequency   | 2          | 1          | 0          | 95         | 0          | 31         | 0          |
|          | mQBIC weight | 6.52       | 0.74       | 0.00       | 25.39      | 0.00       | 0.90       | 0.00       |
|          | frequency   | 9          | 2          | 0          | 131        | 0          | 6          | 0          |
| Drif 2*  | mBIC weight | 2.70       | 1.81       | 0.00       | **57.05**  | 0.00       | 3.90       | 0.00       |
|          | frequency   | 6          | 15         | 0          | **803**    | 0          | 47         | 0          |
|          | mQBIC weight | 11.97      | 1.39       | 0.00       | **50.18**  | 0.00       | 0.87       | 0.00       |
|          | frequency   | 44         | 15         | 0          | **787**    | 0          | 6          | 0          |
| Drif 3   | mBIC weight | 0.12       | 0.07       | 0.00       | 2.57       | 0.00       | 0.09       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
|          | mQBIC weight | 0.40       | 0.02       | 0.00       | 1.60       | 0.00       | 0.01       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 0          | 0          | 0          | 0          |
|          | \(n = 5000\) |            |            |            |            |            |            |
| Drif 1   | mBIC weight | 1.02       | 0.24       | 0.00       | 27.34      | 0.00       | 1.71       | 0.00       |
|          | frequency   | 1          | 0          | 0          | 97         | 0          | 16         | 0          |
|          | mQBIC weight | 5.08       | 0.25       | 0.00       | 26.09      | 0.00       | 0.36       | 0.00       |
|          | frequency   | 5          | 1          | 0          | 124        | 0          | 2          | 0          |
| Drif 2*  | mBIC weight | 2.47       | 0.43       | 0.00       | **63.58**  | 0.00       | 1.77       | 0.00       |
|          | frequency   | 6          | 2          | 0          | **854**    | 0          | 23         | 0          |
|          | mQBIC weight | 10.39      | 0.30       | 0.00       | **55.91**  | 0.00       | 0.35       | 0.00       |
|          | frequency   | 34         | 0          | 0          | **830**    | 0          | 4          | 0          |
| Drif 3   | mBIC weight | 0.05       | 0.01       | 0.00       | 1.68       | 0.00       | 0.02       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 1          | 0          | 0          | 0          |
|          | mQBIC weight | 0.18       | 0.00       | 0.00       | 1.07       | 0.00       | 0.00       | 0.00       |
|          | frequency   | 0          | 0          | 0          | 0          | 0          | 0          | 0          |

so that the condition (1.1) holds in this case.

It was observed that, although the results of estimation show that model (5.2) may be better than model (5.1), the m(Q)BIC chooses model (5.1) as the better model. Instead of \((X_tj)_{j=0}^{1566}\), we also used \((5X_tj)_{j=0}^{1566}\) and calculate the estimators \(\alpha = (\alpha_1, \alpha_2)\), \(\beta = (\beta_1, \beta_2)\) and \(\tilde{h}\) for the model (5.1) (recall (2.5)). From Table 6, we have

\[
\tilde{h} = n^{-0.9393} \text{ (two-step)} \quad \text{and} \quad \tilde{h} = n^{-0.9001} \text{ (joint)}.
\]

These results show that replacing \(X_tj\) by \(5X_tj\) spreads value of \(\tilde{h}\).
6.1. Preliminaries. We begin with some preliminaries, most of which will be repeatedly used in the sequel, often without mention. We will denote by $O_p^\sigma$ and $o_p^\sigma$ the stochastic order symbols which are valid uniformly in $\theta$, and by $\mathbb{E}_{j-1}()$ the conditional expectation with respect to the $\sigma$-field $\mathcal{F}_{j-1} := \sigma(X_0) \vee \sigma(w_s; s \leq t_{j-1})$. Then $X$ is $(\mathcal{F}_t)$-adapted since we are considering a strong solution to (2.1).

Assumption 2.1 ensures that

$$\max_{i=0,1,2,3} \sup_{\alpha \in \Theta_{\alpha}} |\partial^{i}_{\alpha} S^{-1} (x, \alpha)| \lesssim (1 + |x|)^C_0$$

for some $C_0 \geq 0$. For any measurable function $f$ on $\mathbb{R}^d \times \Theta$ such that

$$\sup_{\theta} \max_{k=0,1} |\partial^{k}_{\theta} f(x, \theta)| \lesssim 1 + |x|^C,$$

we have

$$\frac{1}{n} \sum_{j=1}^{n} f_{j-1}(\theta) - \int f(x, \theta) \pi(dx) = O_p^\sigma(\sqrt{h_0})$$

(6.1)

by using the basic fact

$$\mathbb{E}(|X_t - X_s|^q) \lesssim |t - s|^{q/2}$$

for $q \geq 2$. Given an $f$ taking values in $d \times d$ positive definite matrices, we can make use of the fact

$$\frac{1}{h_0^2} \left( |\mathbb{E}_{j-1}(\Delta_j X) - \tau h_0 b_{j-1}(\theta_0)| + |\mathbb{E}_{j-1}(\Delta_j X \otimes \Delta_j X) - \tau h_0 S_{j-1}(\alpha_0)| \right) \lesssim 1 + |X_{t_{j-1}}|^C,$$

with the aid of the Sobolev inequality to deduce that

$$\sup_{\theta} \left| \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ \Delta_j X, b_{j-1}(\theta) \right] \right|$$

$$\leq \sup_{\theta} \frac{1}{\sqrt{h_0}} \left| \frac{1}{\sqrt{n}h_0} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ \Delta_j X - \mathbb{E}_{j-1}(\Delta_j X), b_{j-1}(\theta) \right] \right|$$

$$+ \sup_{\theta} \left| \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ \mathbb{E}_{j-1}(\Delta_j X) - \tau h_0 b_{j-1}(\theta_0), b_{j-1}(\theta) \right] \right|$$
\[
\left(1 + \sup_{\theta} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ \tau h_{0} b_{j-1}(\theta_{0}), b_{j-1}(\theta) \right] \right) = O_{p}(\sqrt{h_{0}}) + O_{p}(\sqrt{h_{0}^{2}}) + O_{p}(\sqrt{h_{0}}),
\]
and that
\[
\sup_{\theta} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ (\Delta_{j}X)^{\otimes 2} - \frac{\tau}{n} \sum_{j=1}^{n} f_{j-1}(\theta) [S_{j-1}(\alpha)] \right] 
\leq \sup_{\theta} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ (\Delta_{j}X)^{\otimes 2} - \mathbb{E}_{j-1} \{ (\Delta_{j}X)^{\otimes 2} \} \right] 
+ \sup_{\theta} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) \left[ \mathbb{E}_{j-1} \{ (\Delta_{j}X)^{\otimes 2} \} - \tau h_{0} S_{j-1}(\alpha) \right]
= O_{p}(n^{-1/2}) + O_{p}(h_{0}). \tag{6.3}
\]
Because of (6.1) to (6.3), we have under (1.1),
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} f_{j-1}(\theta) [\Delta_{j}X, b_{j-1}(\theta)] = O_{p}(\sqrt{h_{0}}), \tag{6.4}
\]
\[
\frac{1}{n h_{0}} \sum_{j=1}^{n} f_{j-1}(\theta) [\Delta_{j}X]^{\otimes 2} = \frac{\tau}{n} \sum_{j=1}^{n} f_{j-1}(\theta) [S_{j-1}(\alpha)] + O_{p}(n^{-1/2})
= \tau \int_{\mathbb{R}^{d}} \text{tr} \left\{ f(x, \theta) S(x, \alpha) \right\} \pi(dx) + O_{p}(\sqrt{h_{0}}). \tag{6.5}
\]
We refer to [14] or [29] for details of the above facts.

6.2. **Proof of Theorem 2.6** In this proof we will only consider the case where the constant $C_{0}$ in Assumption 2.1(ii) is positive; then, we see from Fatou’s lemma that $\int |x|^{q} \pi(dx) < \infty$ for any $q > 0$, so that the law of large numbers (2.2) is in force for any $g$ of at most polynomial growth. The proof for $C_{0} = 0$ is entirely analogous and is easier: in this case, it will be enough to consider bounded $g$.

6.2.1. Consistency. Let
\[
\tilde{\mathcal{Y}}_{0}^{1}(\alpha) := -\frac{1}{2} \left\{ d \log \left( \frac{1}{d} \int_{\mathbb{R}^{d}} \text{tr} \left( S^{-1}(x, \alpha) S(x, \alpha_{0}) \right) \pi(dx) \right) - \int_{\mathbb{R}^{d}} \log |S^{-1}(x, \alpha) S(x, \alpha_{0})| \pi(dx) \right\},
\]
\[
\tilde{\mathcal{Y}}_{0}^{2}(\beta) := -\frac{\tau}{2} \int_{\mathbb{R}^{d}} S^{-1}(x, \alpha_{0}) \left[ (b(x, \alpha_{0}, \beta) - b(x, \theta_{0}))^{\otimes 2} \right] \pi(dx).
\]
These quantities serve as quasi-entropies for estimating $\alpha$ and $\beta$, hence should appropriately separate the models.

**Proof of $\tilde{\alpha}_{n} \xrightarrow{P} \alpha_{0}$.** Let
\[
\tilde{\mathcal{Y}}_{n}^{1}(\alpha, \beta) := -\frac{1}{n} \left( \mathcal{W}_{n}(\alpha, \beta) - \mathcal{H}_{n}(\alpha, \beta) \right)
\]
It suffices to deduce that
\[
\arg\max_{\alpha \in \mathcal{F}_{n}} \tilde{\mathcal{Y}}_{n}^{1}(\alpha) = \{ \alpha_{0} \}, \tag{6.6}
\]
\[
|\tilde{\mathcal{Y}}_{n}^{1}(\alpha, \beta) - \tilde{\mathcal{Y}}_{0}^{1}(\alpha) | = o_{p}(1). \tag{6.7}
\]
Indeed, the argmax theorem (see for example [26]) then concludes the consistency of $\tilde{\alpha}_{n}$ since $\tilde{\alpha}_{n} \in \arg\max_{\alpha \in \mathcal{F}_{n}} \tilde{\mathcal{Y}}_{n}^{1}(\alpha, \tilde{\beta}_{n})$ and (6.7) implies that $|\tilde{\mathcal{Y}}_{n}^{1}(\alpha, \tilde{\beta}_{n}) - \tilde{\mathcal{Y}}_{0}^{1}(\alpha) | = o_{p}(1)$.

Let $\lambda_{1}(x, \alpha), \ldots, \lambda_{d}(x, \alpha)$ denote the eigenvalues of $S^{-1}(x, \alpha) S(x, \alpha_{0})$. By means of the arithmetic-geometric mean inequality and Jensen’s inequalities, we see that for every $\alpha$,
\[
\tilde{\mathcal{Y}}_{0}^{1}(\alpha) = \frac{1}{2} \left\{ \int_{\mathbb{R}^{d}} \log |S^{-1}(x, \alpha) S(x, \alpha_{0})| \pi(dx) - d \log \left( \frac{1}{d} \int_{\mathbb{R}^{d}} \text{tr} \left( S^{-1}(x, \alpha) S(x, \alpha_{0}) \right) \pi(dx) \right) \right\}
\leq \frac{1}{2} \left\{ \int_{\mathbb{R}^{d}} \log \left( \prod_{i=1}^{d} \lambda_{i}(x, \alpha) \right) \pi(dx) - d \log \left\{ \int_{\mathbb{R}^{d}} \left( \prod_{i=1}^{d} \lambda_{i}(x, \alpha) \right)^{1/d} \pi(dx) \right\} \right\}
\]
It follows that the following conditions are equivalent:

- \( \hat{Y}_1^1(\alpha) = 0 \);
- The eigenvalues \( \lambda_1(x, \alpha), \ldots, \lambda_d(x, \alpha) \) are constant as a function of \( x \), and moreover they are all equal.

Under Assumption 2.3(i) the equality \( \hat{Y}_0^1(\alpha) = 0 \) holds only when \( \alpha = \alpha_0 \), hence we obtain (6.6).

Under Assumption 2.1 we have
\[
(1 + |x|)^{-C} \lesssim \inf_\alpha \lambda_{\min}\{S(x, \alpha)\} \lesssim \sup_\alpha \lambda_{\max}\{S(x, \alpha)\} \lesssim (1 + |x|)^{C}.
\]

Hence, the arithmetic-geometric mean inequality gives
\[
\inf_\alpha \int \text{tr} \{S^{-1}(x, \alpha)S(x, \alpha_0)\} \pi(dx) \geq \inf_\alpha d \int \left[\frac{\log|\text{det}\{S^{-1}(x, \alpha)S(x, \alpha_0)\}|}{d} \right]^{1/d} \pi(dx)
\]
\[
\geq d \int \lambda_{\min}\{S(x, \alpha_0)\} \left(\inf_\alpha \lambda_{\min}\{S^{-1}(x, \alpha)\}\right) \pi(dx)
\]
\[
\geq \int \lambda_{\min}\{S(x, \alpha_0)\} \left(\sup_\alpha \lambda_{\max}\{S(x, \alpha)\}\right)^{-1} \pi(dx)
\]
\[
\geq \int (1 + |x|)^{-C} \pi(dx) > 0.
\]

Then, it follows from the definition (2.4) that
\[
\hat{Y}_n^1(\alpha, \beta) = O_p(\sqrt{h_0}) + \frac{1}{2} \left[ - \frac{1}{n} \sum_{j=1}^{n} \log|S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha_0)| 
\right.
\]
\[
+ d \left\{ \log \left(\frac{1}{nh_0d} \sum_{j=1}^{n} S_{j-1}^{-1}(\alpha) [(\Delta_j X)^{\otimes 2}] \right) \right\}
\]
\[
\left. - d \log \left(\frac{\tau}{d} \int \text{tr} \{S^{-1}(x, \alpha)S(x, \alpha_0)\} \pi(dx) + o_p^*(1) \right) \right\}
\]
\[
= o_p^*(1) + \frac{1}{2} \int_{\mathbb{R}^d} \log|S^{-1}(x, \alpha)S(x, \alpha_0)| \pi(dx)
\]
\[
- d \log \left(\frac{\tau}{d} \int \text{tr} \{S^{-1}(x, \alpha)S(x, \alpha_0)\} \pi(dx) + o_p^*(1) \right)
\]
\[
= o_p^*(1) + \frac{1}{2} \int_{\mathbb{R}^d} \log|S^{-1}(x, \alpha)S(x, \alpha_0)| \pi(dx)
\]
\[
- d \log \left(\frac{1}{d} \int_{\mathbb{R}^d} \text{tr} \{S^{-1}(x, \alpha)S(x, \alpha_0)\} \pi(dx) + o_p^*(1) \right)
\]
\[
= \hat{Y}_n^1(\alpha) + o_p^*(1).
\]

Thus (6.7) is verified, concluding the consistency of \( \hat{\alpha}_n \).

**Proof of** \( \hat{\alpha}_n \overset{P}{\to} \alpha_0 \). Let
\[
\tilde{Y}_n^2(\beta; \hat{\alpha}_n) := \frac{1}{n h_0} \left( \tilde{Y}_n(\hat{\alpha}_n, \beta) - \tilde{Y}_n(\tilde{\alpha}_n, \beta_0) \right)
\]
\[
= \frac{1}{n h_0} \sum_{j=1}^{n} S_{j-1}^{-1}(\hat{\alpha}_n) [(\Delta_j X, b_{j-1}(\hat{\alpha}_n, \beta) - b_{j-1}(\tilde{\alpha}_n, \beta_0)]
\]
\[
- \frac{1}{2} \left( \frac{1}{h_0} \frac{1}{n d} \sum_{j=1}^{n} S_{j-1}^{-1}(\hat{\alpha}_n) [(\Delta_j X)^{\otimes 2}] \right) \left( \frac{1}{h_0} \sum_{j=1}^{n} S_{j-1}^{-1}(\hat{\alpha}_n) [b_{j-1}(\hat{\alpha}_n, \beta)^{\otimes 2} - b_{j-1}(\tilde{\alpha}_n, \beta_0)^{\otimes 2}] \right).
\]

Since \( \{\beta_0\} = \text{argmax}_\beta \tilde{Y}_n^2(\beta; \hat{\alpha}_n) \) by Assumption 2.3(ii) and \( \hat{\beta}_n \in \text{argmax}_\beta \tilde{Y}_n^2(\beta; \hat{\alpha}_n) \) it remains to show that
\[ |\tilde{Y}_n^2(\beta; \hat{\alpha}_n) - \tilde{Y}_n^2(\beta; \hat{\beta}_n)| = o_p^*(1) \]. By the consistency of \( \hat{\alpha}_n \), we have \( b_{j-1}(\hat{\alpha}_n, \beta) = b_{j-1}(\alpha_0, \beta) + o_p^*(1) \) and
\[
\frac{1}{h_0} \frac{1}{n d} \sum_{j=1}^{n} S_{j-1}^{-1}(\hat{\alpha}_n) [(\Delta_j X)^{\otimes 2}] = \frac{\tau}{d} \int_{\mathbb{R}^d} \text{tr} \{S^{-1}(x, \alpha_0)S(x, \alpha_0)\} \pi(dx) + o_p^*(1) = \tau + o_p^*(1).
\]
A Sobolev-inequality argument for the martingale term then yields the desired convergence:

\[
\tilde{\Psi}_n^2(\beta; \tilde{\alpha}_n) = \frac{1}{\sqrt{nh_0}} \left( \frac{1}{\sqrt{nh_0}} \sum_{j=1}^{n} S_{j-1}^{-1}(\tilde{\alpha}_n) \left[ \Delta_j X - \mathcal{E}_{j-1}(\Delta_j X), b_{j-1}(\alpha_0, \beta) - b_{j-1}(\theta_0) \right] \right) + \frac{T}{n} \sum_{j=1}^{n} S_{j-1}^{-1}(\alpha_0) \left[ b_{j-1}(\theta_0), b_{j-1}(\alpha_0, \beta) - b_{j-1}(\theta_0) \right] \\
- \frac{T}{2n} \sum_{j=1}^{n} S_{j-1}^{-1}(\alpha_0) \left[ b_{j-1}(\alpha_0, \beta)^{\otimes 2} - b_{j-1}(\theta_0)^{\otimes 2} \right] + o_p(1) \\
= -\frac{T}{2n} \sum_{j=1}^{n} S_{j-1}^{-1}(\alpha_0) \left\{ \left[ b_{j-1}(\alpha_0, \beta) - b_{j-1}(\theta_0) \right] \right\}^{\otimes 2} + o_p(1) \\
= -\frac{T}{2n} \sum_{j=1}^{n} S_{j-1}^{-1}(\alpha_0) \left\{ \{b_{j-1}(\alpha_0, \beta) - b_{j-1}(\theta_0)\} \right\}^{\otimes 2} + o_p(1). 
\]

(6.8)

6.2. Asymptotic normality. Prior to the proof of (2.6), we will show

\[
(\sqrt{n}(\tilde{\alpha}_n - \alpha_0), \sqrt{n\tau h_0}(\tilde{\beta}_n - \beta_0)) \xrightarrow{p} N_p \left( \mathbf{0}, \text{diag}(\tilde{\Gamma}_1^{-1}, \tilde{\Gamma}_2^{-1}) \right). 
\]

(6.9)

Let

\[
D_n = D_n(h_0) := \text{diag} \left( \sqrt{nh_0}, \sqrt{n\tau h_0} \right), \quad \tilde{\Gamma}_0 := \text{diag}(\tilde{\Gamma}_1^{-1}, \tilde{\Gamma}_2^{-1}).
\]

The consistency of \( \tilde{\theta}_n \) ensures that \( \mathbb{P}\{\tilde{\theta}_n = \theta_0\} \to 1 \), so that we can focus on the event \( \{\tilde{\theta}_n = \theta_0\} \). Then, by the Taylor expansion of \( \theta \mapsto \tilde{\theta}_n \tilde{\theta}_n(\theta_0) = 0 \) around \( \theta_0 \) it suffices for (6.9) to show

\[
\tilde{\Delta}_n := D_n^{-1} \tilde{\theta}_n \tilde{\theta}_n(\theta_0) \xrightarrow{p} N_p(0, \tilde{\Gamma}_0), 
\]

(6.10)

\[
\tilde{\Gamma}_n(\rho_n) := -D_n^{-1} \tilde{\theta}_n \tilde{\theta}_n(\rho_n) D_n^{-1} \xrightarrow{p} \tilde{\Gamma}_0,
\]

(6.11)

for any random sequence \( (\rho_n) \) such that \( \rho_n \xrightarrow{p} \theta_0 \).

For brevity, from now on we will often remove the dependence on \( \theta_0 \) from the notation: \( \tilde{\theta}_n \equiv \tilde{\theta}_n(\theta_0), \quad S_{j-1} := S_{j-1}(\alpha_0), \quad h := h(\alpha_0), \) and so on.

**Proof of (6.10).** First, we will specify the leading term of \( \tilde{\Delta}_n \). Introduce the following martingale-difference arrays:

\[
\eta_j := S_{j-1}^{-1} \left[ a_{j-1} - \frac{\Delta_j w_{j-1}}{\sqrt{h_0}}, \partial_b b_{j-1} \right] \in \mathbb{R}^{pd}, \\
\zeta_{1,j} := (\partial_\alpha S_{j-1})^{-1} \left[ a_{j-1} - \frac{\Delta_j w_{j-1}}{\sqrt{h_0}} \right]^{\otimes 2} + \text{tr} \left( S_{j-1}^{-1} \partial_\alpha \left[ S_{j-1}^{-1} \right] \right) \in \mathbb{R}^{pd}, \\
\zeta_{2,j} := \left\{ \int_{\mathbb{R}^d} \text{tr} \left( S^{-1}(x, \alpha_0) \partial_\alpha S(x, \alpha_0) \right) \pi(dx) \right\} \left( \frac{1}{d} \frac{\| \Delta_j w_{j-1} \|^2}{\sqrt{h_0}} - 1 \right) \in \mathbb{R}^{pd}.
\]

Obviously,

\[
\sup_{n} \sup_{j \leq n} \left\{ \mathbb{E}(|\eta_j|^q) \right\} \vee \mathbb{E}(|\zeta_{1,j}|^q) \vee \mathbb{E}(|\zeta_{2,j}|^q) < \infty
\]

(6.12)

for every \( q > 0 \). It follows from the arguments in Section 6.1 that

\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( \partial_\alpha (\log |S_{j-1}|) + \frac{1}{h_0} \partial_\alpha S_{j-1}^{-1} \left[ (\Delta_j X)^{\otimes 2} \right] \right) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \zeta_{1,j} + o_p(1). 
\]

(6.13)

We can observe that

\[
\frac{1}{\sqrt{n}} \partial_\alpha \tilde{\theta}_n = -\frac{1}{2\sqrt{n}} \sum_{j=1}^{n} \partial_\alpha (\log |S_{j-1}|) - \frac{nd}{2\sqrt{n}} \sum_{j=1}^{n} S_{j-1}^{-1} \left[ (\Delta_j X)^{\otimes 2} \right] \\
+ \frac{1}{\sqrt{n}} \left( \sum_{j=1}^{n} \partial_\alpha S_{j-1}^{-1} \left[ \Delta_j X, b_{j-1} \right] + \sum_{j=1}^{n} S_{j-1}^{-1} \left[ \Delta_j X, \partial_\alpha b_{j-1} \right] \right)
\]
As in (6.13), we can deduce that

\[
\sqrt{n} \left( \frac{h}{\tau h_0} - 1 \right) = \frac{1}{\tau d \sqrt{n}} \sum_{j=1}^{n} S_{j-1}^{-1} \left( \left( \frac{\Delta_j X}{\sqrt{h_0}} \right)^{\otimes 2} - \mathbb{E}_{j-1} \left\{ \left( \frac{\Delta_j X}{\sqrt{h_0}} \right)^{\otimes 2} \right\} \right)
+ \sqrt{n} \frac{1}{d \tau n} \sum_{j=1}^{n} S_{j-1}^{-1} \left[ \mathbb{E}_{j-1} \left\{ \left( \frac{\Delta_j X}{\sqrt{h_0}} \right)^{\otimes 2} \right\} - S_{j-1} \right]
= \frac{1}{\tau \sqrt{n}} \sum_{j=1}^{n} \left( \frac{1}{d} S_{j-1}^{-1} \left[ (\sqrt{\tau} a_j \Delta_j w)^{\otimes 2} \right] - 1 \right) + O_p(\sqrt{n} h_0)
= \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( \frac{1}{d} \left( \frac{\Delta_j w}{\sqrt{h_0}} \right)^2 - 1 \right) + O_p(\sqrt{n} h_0) = O_p(1)
\]

by the Lindeberg-Feller theorem. Substituting the last expression of (6.15) into (6.14), we conclude that

\[
\frac{1}{\sqrt{n}} \partial_\alpha \hat{\eta}_n = -\frac{1}{2 \sqrt{n}} \sum_{j=1}^{n} (\zeta_{1,j} + \zeta_{2,j}) + o_p(1).
\]

As for the \(\beta\)-part, we have

\[
\frac{1}{\sqrt{\tau h_0}} \partial_\beta \hat{\eta}_n = \frac{1}{\sqrt{\tau h_0}} \sum_{j=1}^{n} S_{j-1}^{-1} [\Delta_j X, \partial_\beta b_{j-1}] - \frac{h}{\sqrt{n} \tau h_0} \sum_{j=1}^{n} S_{j-1}^{-1} [b_{j-1}, \partial_\beta b_{j-1}]
\]

\[
= \frac{1}{\sqrt{\tau h_0}} \sum_{j=1}^{n} S_{j-1}^{-1} [\Delta_j X - \mathbb{E}_{j-1} (\Delta_j X), \partial_\beta b_{j-1}]
- \frac{1}{\sqrt{n} \tau h_0} \left( \sqrt{n} \left( \frac{h}{\tau h_0} - 1 \right) \cdot \frac{1}{n} \sum_{j=1}^{n} S_{j-1}^{-1} [b_{j-1}, \partial_\beta b_{j-1}] \right) + O_p(\sqrt{n} h_0)
= \frac{1}{\sqrt{n} h_0} \sum_{j=1}^{n} S_{j-1}^{-1} [\Delta_j X - \mathbb{E}_{j-1} (\Delta_j X), \partial_\beta b_{j-1}] + O_p(\sqrt{n} h_0) + O_p(\sqrt{n} h_0)
= \frac{1}{\sqrt{n} h_0} \sum_{j=1}^{n} S_{j-1}^{-1} [a_{j-1} \Delta_j w, \partial_\beta b_{j-1}]
+ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} S_{j-1}^{-1} \left[ \frac{1}{\sqrt{h_0}} \int_{t_{j-1}}^{t_j} (a(X_s, \alpha_0) - a_{j-1}) \, dw_s, \partial_\beta b_{j-1} \right] + O_p(\sqrt{n} h_0)
= \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \theta_j + o_p(1).
\]
Thanks to (6.12), the convergence (the Lyapunov condition)
\[ \sum_{j=1}^{n} \mathbb{E}\left(\frac{1}{\sqrt{n}} (\zeta_{1,j} + \zeta_{2,j}) \bigg| \mathcal{F}_{j-1} \right) \vee \sum_{j=1}^{n} \mathbb{E}\left(\frac{1}{\sqrt{n}} \eta_j \bigg| \mathcal{F}_{j-1} \right) \to 0 \]
is trivial. In view of the stochastic expansions (6.16) and (6.18) and the central limit theorem for martingale difference arrays, the convergence (6.10) follows from the convergences of the quadratic characteristics:
\[
\begin{align*}
\frac{1}{4n} \sum_{j=1}^{n} \mathbb{E}\{(\zeta_{1,j} + \zeta_{2,j}) \otimes^2 \bigg| \mathcal{F}_{j-1} \} &\overset{p}{\to} \hat{\Gamma}_{1,0}, \\
\frac{1}{n} \sum_{j=1}^{n} \mathbb{E}(\eta_j^2 \bigg| \mathcal{F}_{j-1}) &\overset{p}{\to} \hat{\Gamma}_{2,0}, \\
\frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}\{(\zeta_{1,j} + \zeta_{2,j}) \eta_j^\top \bigg| \mathcal{F}_{j-1} \} &\overset{p}{\to} 0.
\end{align*}
\]
(6.19)

The third one is trivial since \( \sum_{j=1}^{n} \mathbb{E}\{(\zeta_{1,j} + \zeta_{2,j}) \eta_j^\top \bigg| \mathcal{F}_{j-1} \} = 0 \) a.s. We will only show the first one, for the second one is exactly the same as in the case where \( h_0 \) is known (obviously \( \hat{\Gamma}_{2,0} > 0 \)).

Fix any \( u_1 \in \mathbb{R}^{p_n} \). Since \( S_{j-1}^{-1/2}(\partial_0 S_{j-1}(u_1)) S_{j-1}^{-1/2} \sim \chi^2(d) \) conditional on \( \mathcal{F}_{j-1} \), it follows that
\[
\frac{1}{4n} \sum_{j=1}^{n} \mathbb{E}(\zeta_{1,j}^2 \bigg| \mathcal{F}_{j-1})[u_1^2] = \frac{1}{4} \int_{\mathbb{R}^d} \text{tr}(S^{-1}(x, \alpha_0)(\partial_0 S(x, \alpha_0))) |u_1| \pi(dx) \left(\frac{2}{d} + a_\nu(1)\right) \overset{p}{\to} \frac{1}{2d} \int_{\mathbb{R}^d} \left(\text{tr}(S^{-1}(x, \alpha_0)(\partial_0 S(x, \alpha_0))) |u_1| \pi(dx) \right)^2.
\]
(6.20)

Write \( \epsilon_j = h_0^{-1/2} \Delta_j w \) and \( A_{1,j-1} = S_{j-1}^{-1/2}(\partial_0 S_{j-1}(u_1)) S_{j-1}^{-1/2} \); then, \( v_j := S_{j-1}^{-1/2} a_{j-1} \epsilon_j \sim \mathcal{N}_d(0, I_d) \) conditional on \( \mathcal{F}_{j-1} \). We will make use of the following moment expression (see [13] Theorem 4.2): for the Wishart distributed random variable \( W_j := v_j v_j^\top \) and for any \( \mathcal{F}_{j-1} \)-measurable \( d \times d \)-symmetric matrices \( M_{j-1} \) and \( M_{j-1}'' \),
\[
\mathbb{E}_{j-1}\left\{\text{tr}(M_{j-1}' W_j) \text{tr}(M_{j-1}' M_{j-1})\right\} = 2 \text{tr}(M_{j-1}' M_{j-1}) + \text{tr}(M_{j-1}' \text{tr}(M_{j-1}'' \text{tr}(M_{j-1}'')),
\]
(6.21)

Write \( m_0 = \int_{\mathbb{R}} \text{tr}(S^{-1}(x, \alpha_0)(\partial_0 S(x, \alpha_0))) |u_1| \pi(dx) \). By (6.21) we have
\[
\frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}(\zeta_{1,j}^2 \bigg| \mathcal{F}_{j-1})[v_1^2] = \frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}\left\{\left(\frac{1}{h_0} \partial_0 S_{j-1}^{-1}[u_1]\right) \left[(a_{j-1} \Delta_j w) \otimes^2 \right] \zeta_{2,j} [u_1] \bigg| \mathcal{F}_{j-1}\right\}
= -\frac{m_0}{2} \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}_{j-1}\left\{\frac{1}{d} v_j^\top A_{1,j-1} v_j - v_j^\top A_{1,j-1} v_j\right\}
= -\frac{m_0}{2} \frac{1}{n} \sum_{j=1}^{n} \left\{\frac{1}{d} \mathbb{E}_{j-1}\left\{\text{tr}(A_{1,j-1} W_j) \text{tr}(I_d W_j)\right\} - \text{tr}(A_{1,j-1} I_d)\right\}
= -\frac{m_0}{2} \frac{1}{n} \sum_{j=1}^{n} \frac{1}{d} \left(2 \text{tr}(A_{1,j-1}) + d \text{tr}(A_{1,j-1})\right) - \text{tr}(A_{1,j-1})
= -\frac{m_0}{2} \frac{1}{n} \sum_{j=1}^{n} \text{tr}(A_{1,j-1}) \overset{p}{\to} -\frac{m_0^2}{d}.
\]
(6.22)

Further, again by (6.21),
\[
\frac{1}{4n} \sum_{j=1}^{n} \mathbb{E}(\zeta_{1,j}^2 \bigg| \mathcal{F}_{j-1})[u_1^2] = \frac{1}{4n} \sum_{j=1}^{n} \mathbb{E}_{j-1}\{(- \text{tr}(A_{1,j-1} W_j) + \text{tr}(A_{1,j-1}))^2\}
= \frac{1}{4n} \sum_{j=1}^{n} \mathbb{E}_{j-1}\{\text{tr}(A_{1,j-1} W_j)^2\} - 2 \text{tr}(A_{1,j-1}) \mathbb{E}_{j-1}\{\text{tr}(A_{1,j-1} W_j)\} + \text{tr}(A_{1,j-1})^2.
\]
\[ = \frac{1}{2n} \sum_{j=1}^{n} \text{tr}(A_{1,j-1}^2) \]
\[
\mathcal{P} \left\{ \frac{1}{2} \int_{\mathbb{R}^d} \left( S^{-1}(x, \alpha_0) \{ \partial_{\alpha} S(x, \alpha_0) \} \right) \left( S^{-1}(x, \alpha_0) \{ \partial_{\alpha} S(x, \alpha_0) \} \right) [u_1^\otimes 2] \pi(dx) \right\}.
\]

The first one in (6.19) follows from (6.20), (6.22) and (6.23).

It remains to show the positive definiteness of \( \tilde{\Gamma}_{1,0} \). Let \( M(x; u_1) := (S^{-1}(\partial_{\alpha} S[u_1]))(x, \alpha_0) \). The Cauchy-Schwarz inequality gives
\[
\tilde{\Gamma}_{1,0}[u_1^\otimes 2] = \frac{1}{2d} \left\{ \int \text{tr} (M(x; u_1)^2) \pi(dx) - \left( \int \text{tr} (M(x; u_1)) \pi(dx) \right)^2 \right\} \geq \frac{1}{2d} \int \left( \text{tr} (M(x; u_1)^2) - \{ \text{tr} (M(x; u_1)) \}^2 \right) \pi(dx).
\]
Under Assumption 2.3(i), the positivity of the last lower bound for \( u_1 \neq 0 \) is ensured by the Cauchy-Schwarz type inequality \( \int \text{tr} C(x)^2 \pi(dx) \leq d \int \text{tr} C(x)^2 \pi(dx) \) for any \( d \times d \)-matrix valued function \( C(x) \) with the equality holding only when \( x \mapsto \text{tr} C(x) \) is \( \pi \)-a.e. constant. This together with Assumption 2.3(i) verifies the positive definiteness of \( \tilde{\Gamma}_{1,0} \).

Proof of (6.11). Fix any \( u_1 \in \mathbb{R}^{p_n} \) and \( u_2 \in \mathbb{R}^{p_n} \), and write \( \rho = (\rho_{\alpha,n}, \rho_{\beta,n}) \in \mathbb{R}^{p_n} \times \mathbb{R}^{p_n} \).

We can handle \( \partial_{\alpha} \partial_{\beta} \tilde{H}_n \) and \( \partial_{\beta}^2 \tilde{H}_n \) in similar ways to the case of known \( h_0 \) (see 11 for details): by (6.4) and (6.17) with \( \theta_0 \) replaced by \( \theta \) we have
\[
-\frac{1}{n \tau h_0} \partial_{\alpha} \partial_{\beta} \tilde{H}_n(\theta)[u_1, u_2] = O_p(\sqrt{h_0}) \xrightarrow{p} 0.
\]
Since \( \partial_{\alpha}^2 h(\rho_{\alpha,n})/(\tau h_0) = 1 + o_p(1) \) for any \( \rho_{\alpha,n} \xrightarrow{p} \alpha_0 \), we obtain
\[
-\frac{1}{n \tau h_0} \partial_{\alpha}^2 \tilde{H}_n(\rho)[u_1^\otimes 2] = -\frac{1}{n \tau h_0} \sum_{j=1}^{n} S_{j-1}^{-1}(\rho_{\alpha,n}) \left[ \Delta_j X, \partial_{\beta}^2 S_j^{-1}(\rho_{\alpha,n}) \right][u_1^\otimes 2] \]
\[
+ \frac{h(\rho_{\alpha,n})}{n \tau h_0} \left( \sum_{j=1}^{n} S_{j-1}^{-1}(\rho_{\alpha,n}) \left[ b_j - 1(\rho_{\alpha,n}), \partial_{\beta}^2 S_j^{-1}(\rho_{\alpha,n}) \right][u_1^\otimes 2] \right)
\]
\[
+ \frac{h(\rho_{\alpha,n})}{n \tau h_0} \left( \sum_{j=1}^{n} S_{j-1}^{-1}(\rho_{\alpha,n}) \left[ \partial_{\beta} S_j^{-1}(\rho_{\alpha,n}), \partial_{\beta} S_j^{-1}(\rho_{\alpha,n}) \right][u_1^\otimes 2] \right)
\]
\[
\mathcal{P} \tilde{\Gamma}_{2,0}[u_1^\otimes 2].
\]

For a square matrix \( S = S(\alpha) \) with \( \dot{S} \) and \( \ddot{S} \) respectively denoting the first and second derivatives with respect to \( \alpha \), the following two identities hold:
\[
\partial_{\alpha}^2 S(\alpha) = 2 S^{-1} \dot{S} S^{-1} \dot{S} S^{-1} - S^{-1} \ddot{S} S^{-1},
\]
\[
\partial_{\alpha}^2 (\log |S|) = \text{tr}(S^{-1} \dot{S} S^{-1} \dot{S} + S^{-1} \ddot{S}).
\]

We have
\[
\frac{\partial_{\alpha}^k h(\alpha)}{h_0} = \frac{\tau}{n \sigma} \sum_{j=1}^{n} \text{tr} \left\{ \partial_{\alpha}^k S_{j-1}^{-1}(\alpha) \cdot S_{j-1}(\alpha_0) \right\} + O_p(n^{-1/2})
\]
for each \( k \in \{0, 1, 2\} \); moreover, it holds that \( \sqrt{n} (\partial_{\alpha}^k h(\alpha_0)/h_0 - \tau) \xrightarrow{p} 0 \) for any \( \sqrt{n} \)-consistent estimator \( \hat{\alpha}_n \) of \( \alpha \). Letting \( \dot{S}_{1,-1}(\alpha) := \partial_{\alpha} S_{j-1}(\alpha)[u_1] \) and \( \ddot{S}_{1,-1}(\alpha) := \partial_{\alpha}^2 S_{j-1}(\alpha)[u_1^\otimes 2] \) and substituting the expression (6.25), we see that
\[
-\frac{1}{n} \partial_{\alpha}^2 \tilde{H}_n(\rho_{\alpha,n})[u_1^\otimes 2] = \frac{1}{2} \left\{ \frac{1}{n} \sum_{j=1}^{n} \text{tr}(-S_{j-1}^{-1} \dot{S}_{1,j-1} S_{j-1}^{-1} \dot{S}_{1,j-1} + S_{j-1}^{-1} \ddot{S}_{1,j-1})(\rho_{\alpha,n}) \right\}
\]
\[
+ \frac{1}{n} \sum_{j=1}^{n} \text{tr}(-S_{j-1}^{-1} \dot{S}_{1,j-1} S_{j-1}^{-1} \dot{S}_{1,j-1} + S_{j-1}^{-1} \ddot{S}_{1,j-1})(\rho_{\alpha,n})
\]
\[
= \frac{1}{2} \left\{ \frac{1}{n} \sum_{j=1}^{n} \text{tr}(-S_{j-1}^{-1} \dot{S}_{1,j-1} S_{j-1}^{-1} \dot{S}_{1,j-1} + S_{j-1}^{-1} \ddot{S}_{1,j-1})(\rho_{\alpha,n}) \right\}.
\]
It is easy to see that for $\delta$

**Proof of Theorem 2.11.** The uniform law of large numbers.

Combining (6.27) and (6.28) leads to (6.26).

The proof of (6.11) is complete.

**Proof of Theorem 2.6** The convergence (2.6) follows on showing that

$$(\tilde{u}_n^h, \tilde{u}_n^a, \tilde{u}_n^b) := \left(\sqrt{n}\left(\tilde{h}/\tau h_0 - 1\right), \sqrt{n}(\tilde{a}_n - a_0), \sqrt{n}\tau h_0(\tilde{b}_n - b_0)\right) \Rightarrow N_{1+p}(0, \Sigma(\theta_0)),$$  

since we then have $\sqrt{n}h = \sqrt{n}h_0 + O_p(\sqrt{n}h_0) = \sqrt{n}\tau h_0 + o_p(1)$, ensuring that we may replace "$\tau h_0$" in $\sqrt{n}\tau h_0(\tilde{b}_n - b_0)$ by $\tilde{h}$.

Let

$$\tilde{\Delta}_n^h := -\frac{1}{2\sqrt{n}} \sum_{j=1}^{n}(\zeta_{1,j} + \zeta_{2,j}), \quad \tilde{\Delta}_n^a := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \eta_j, \quad \tilde{\Delta}_n^b := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \epsilon_j,$$

where $\epsilon_j := d^{-1}h_0^{-1/2}\Delta_j w|^2 - 1$. Proceeding as in (6.15) with expanding $S_{j-1}^{-1}(\tilde{a}_n)$ around $a_0$, we can deduce that

$$\tilde{u}_n^h = \tilde{\Delta}_n^h - K[\tilde{u}_n^a] + o_p(1).$$

We have seen in the proof of (6.9) that $(\tilde{u}_n^a, \tilde{u}_n^b) = \text{diag}(\tilde{\Gamma}_{1,0}, \tilde{\Gamma}_{2,0})^{-1}[\tilde{\Delta}_n^a, \tilde{\Delta}_n^b] + o_p(1)$. Hence

$$\begin{pmatrix} \tilde{u}_n^a \\ \tilde{u}_n^b \end{pmatrix} = \begin{pmatrix} 1 - K^T\tilde{\Gamma}_{1,0}^{-1} \\ 0 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} \tilde{\Delta}_n^a \\ \tilde{\Delta}_n^b \\ \tilde{\Delta}_n^b \end{pmatrix} + o_p(1).$$

(6.27)

It is easy to see that for $\delta := h_0^{-1/2}\Delta w \sim N_d(0, I_d)$,

$$\begin{align*}
E_{j-1}(e_j x_j) &= 0, \\
E_{j-1}(e_j \zeta_{1,j}) &= \text{tr} \left\{ \left\{ a_{j-1}^{-1}(\partial_\alpha S_{j-1}^{-1})a_{j-1}^{-1} \right\} \left( \frac{1}{d} \mathbb{E} (\delta^{(2)}|\delta|^2) - I_d \right) \right\} \\
&= \frac{2}{d} \text{tr} \left\{ a_{j-1}^{-1}(\partial_\alpha S_{j-1}^{-1})a_{j-1}^{-1} \right\} = -\frac{2}{d} \text{tr} \left\{ S_{j-1}^{-1}(\partial_\alpha S_{j-1}) \right\}, \\
E_{j-1}(e_j \zeta_{2,j}) &= dK^T E_{j-1}(|\delta|^2) = 2K.
\end{align*}$$

Then, applying the martingale central limit theorem we conclude that

$$\begin{pmatrix} \tilde{\Delta}_n^h \\ \tilde{\Delta}_n^a \\ \tilde{\Delta}_n^b \end{pmatrix} \Rightarrow N_{1+p} \left( \begin{pmatrix} 0 \\ 2/d \\ 0 \end{pmatrix}, \begin{pmatrix} \tilde{\Gamma}_{1,0}^{-1} & \tilde{\Gamma}_{1,0}^{-1} & \tilde{\Gamma}_{1,0}^{-1} \\ \tilde{\Gamma}_{2,0}^{-1} & \tilde{\Gamma}_{2,0}^{-1} & \tilde{\Gamma}_{2,0}^{-1} \end{pmatrix} \right) \right)$$

(6.28)

Combining (6.27) and (6.28) leads to (6.26).

Finally, the convergences $K_n \xrightarrow{p} K$, $\tilde{\Gamma}_{1,n} \xrightarrow{p} \tilde{\Gamma}_{1,0}$, and $\tilde{\Gamma}_{2,n} \xrightarrow{p} \tilde{\Gamma}_{2,0}$ are direct consequences of the uniform law of large numbers.

## 6.3. Proof of Theorem 2.11

Building on the proof of the consistency of $\tilde{\alpha}_n$, we see that

$$\tilde{\gamma}_n^1(\alpha, \beta) = \frac{1}{n} \left( \tilde{\beta}_n^1(\alpha, \beta) - \tilde{\beta}_n^1(\alpha_0) \right) + o_p(1).$$

In Section 6.2.1 we saw that $|\tilde{\gamma}_n^1(\alpha, \beta) - \tilde{\gamma}_n^1(\alpha)| = o_p(1)$, hence $|n^{-1}\{\tilde{\beta}_n^1(\alpha) - \tilde{\beta}_n^1(\alpha_0)\} - \tilde{\gamma}_n^1(\alpha)| = o_p(1)$ as well. This combined with the fact that the function $\tilde{\gamma}_n^1(\alpha)$ is free from $\beta$ leads to the consistency $\tilde{\alpha}_n \xrightarrow{p} a_0$. The consistency of $\tilde{\beta}_n$ is completely the same as in the proof of $\theta_n \xrightarrow{p} \beta$. It follows that $\theta_n^\prime \xrightarrow{p} \theta_0$.

Combining (6.14), the convergence in probability of $-n^{-1}\partial_\alpha^2\tilde{\beta}_n(\rho_n)$ for any $\rho_n \xrightarrow{p} \theta_0$ which we have seen at the end of the proof of (6.11), and (6.16), we deduce that

$$\sqrt{n}(\tilde{\alpha}_n^1 - a_0) = -\tilde{\gamma}_n^1 + \frac{1}{2\sqrt{n}} \sum_{j=1}^{n}(\zeta_{1,j} + \zeta_{2,j}) + o_p(1).$$

(6.29)
In particular, the asymptotic normality $\sqrt{n}(\hat{\alpha}_n' - \alpha_0) \xrightarrow{d} N_{\rho_n}(0, \Gamma_{1,0}^{-1})$ follows without reference to structure of the drift. Since (6.29) ensures the tightness of $\{\sqrt{n}(\hat{\alpha}_n' - \alpha_0)\}_n$, we can show the equations $\hat{h}' = \tau h_0 + o_p(h_0/\sqrt{n})$ and

$$\sqrt{n}\left(\frac{\hat{h}'}{\tau h_0} - 1\right) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \eta_j - K\left[\sqrt{n}(\hat{\alpha}_n' - \alpha_0)\right] + o_p(1). \quad (6.30)$$

Turning to $\beta$, we may suppose that $\partial_{\beta}^2 \tilde{H}_{2,n}(\hat{\beta}_n', \beta_0) = 0$, the probability of which tends to 1 by the consistency of $\hat{\beta}_n'$. Then we have the expansion

$$\frac{1}{\sqrt{n\tau h_0}} \partial_{\beta}^2 \tilde{H}_{2,n}(\hat{\alpha}_n', \beta_0) = -\frac{1}{n\tau h_0} \partial_{\beta}^2 \tilde{H}_{2,n}(\hat{\alpha}_n', \beta_0)
- \frac{1}{\sqrt{n\tau h_0}} \partial_{\beta} \tilde{H}_{2,n}(\hat{\alpha}_n', \beta_0) \left[\sqrt{n}(\hat{\alpha}_n' - \alpha_0)\right] + o_p(1),$$

where $\rho'_{\beta,n}$ is a random point on the segment joining $\hat{\beta}_n'$ and $\beta_0$. As in (6.24) we have

$$-\frac{1}{n h_0} \partial_{\beta} \tilde{H}_{2,n}(\hat{\alpha}_n', \rho'_{\beta,n}) = \tilde{G}_{2,0} + o_p(1).$$

Further, the tightness of $\{\sqrt{n}(\hat{\alpha}_n' - \alpha_0)\}_n$ and (6.18) imply the equation

$$\frac{1}{\sqrt{n\tau h_0}} \partial_{\beta} \tilde{H}_{2,n}(\hat{\alpha}_n', \beta_0) = \frac{1}{\sqrt{n\tau h_0}} \partial_{\beta} \tilde{H}_{2,n}(\hat{\alpha}_n', \beta_0) + \frac{1}{\sqrt{n\tau h_0}} \partial_{\beta} \tilde{H}_{2,n}(\rho'_{\alpha,n}, \beta_0)[\hat{\alpha}_n' - \alpha_0]$$

$$= \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \eta_j + O_p(\sqrt{h_0}) + o_p(1).$$

Piecing together these observations we deduce that

$$\sqrt{n}(\hat{\beta}_n' - \beta_0) = \tilde{G}_{2,0} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \eta_j + o_p(1). \quad (6.31)$$

Having (6.29), (6.30), and (6.31) in hand, we can derive the convergence (2.14) in the same way as in the proof of Theorem 2.6.

6.4. Proof of Theorem 2.14. The PLDI for ergodic diffusion model with $h = h_0$ ($\tau = 1$) being known has been derived [20] Section 6]. However, the same scenario would not go through in our proof without additional considerations because the random function $\tilde{H}_n(\theta)$ is different from the original GQLF $\tilde{H}_n(\theta; h)$.

6.4.1. $g_q$-exponential ergodicity. Let $\{P_t(x, dy)\}_{t \in \mathbb{R}_+}$ denote the family of the transition functions of $X$. Given a function $p : \mathbb{R}^d \rightarrow \mathbb{R}_+$ and a signed measure $m$ on the $d$-dimensional Borel space, we define

$$\|m\|_p = \sup \left\{ \int f(y)m(dy) : f \text{ is } \mathbb{R}_+ \text{-valued and measurable, such that } |f| \leq p \right\}.$$ 

**Lemma 6.1.** Under Assumption 2.13 the following statements hold.

1. There exist a probability measure $\pi_0$ and a nonnegative $C^2$ function $g$ such that

$$\limsup_{|x| \to \infty} \frac{1 + |x|^q}{g(x)} = 0$$

for every $q > 0$, and that

$$\|P_t(x, \cdot) - \pi_0(\cdot)\|_{g_q} \lesssim e^{-at}g_q(x), \quad x \in \mathbb{R}^d \quad (6.32)$$

for some constant $a > 0$.

2. $\sup_{t} E(|X_t|^q) < \infty$ for every $q > 0$.

**Proof.** (1) In view of the general results developed in [16] Section 6], under Assumption 2.13 it suffices for (6.32) to show the following: (i) every compact sets in $\mathbb{R}^d$ are petite for the Markov chain $(X_t)_{t=0}^h$ for any $h > 0$ small enough; (ii) the drift condition

$$A_0g(x) \leq -c_1g(x) + c_2, \quad x \in \mathbb{R}^d,$$
holds for some $c'_1, c'_2 > 0$ and a nonnegative $C^2$ function $g$ such that $g(x) \to \infty$ as $|x| \to \infty$ faster than any polynomial, where $\mathcal{A}_b$ denotes the infinitesimal generator of $X$: with writing $b = (b_k)$ and $S = (S_k)$,

$$\mathcal{A}_b g(x) := \sum_k b_k(x, \theta) \partial_x g(x) + \frac{1}{2} \sum_k S_k(x, \alpha) \partial_x \partial_x g(x). \quad (6.33)$$

Indeed, both conditions follow from [4, Propositions 1.1, 1.2 and 5.1]: under Assumption 2.13 $X$ admits a transition density which is positive for every $(x, y, t) \in \mathbb{R}^d \times \mathbb{R}^d \times (0, 1]$, ensuring the topological condition (i); the drift condition (ii) can be derived for $g$ equaling $\exp(c''|x|^2)$ or $\exp(c''|x|)$ for some $c'' > 0$ outside a neighborhood of the origin in case of Assumption 2.13(2)(a) or (b), respectively.

(2) follows from a standard application of the drift condition. See [4] Propositions 1.1(1) and 5.1(1). □

6.4.2. Bounding inverse moment. The next lemma will be used to deduce some moment bounds required later.

**Lemma 6.2.** **Under Assumption 2.13** for every $q > 0$ we have

$$\sup_{n > 2d/q} \mathbb{E} \left( \sup_{\alpha \in \mathbb{R}_+} \left| \frac{1}{nh_0} \sum_{j=1}^n S_{j-1}^{-1}(\alpha) \left| (\Delta_j X)^{\otimes 2} \right| \right|^{-q} \right) < \infty.$$  

**Proof.** Write $\zeta_j = |h_0^{-1/2} \Delta_j X|^2$. First, observe that the expectation can be bounded from above by

$$\left( \sup_{x, \alpha} \lambda_{\alpha}^0 (S(x, \alpha)) \right) \mathbb{E} \left\{ \left( \frac{1}{n} \sum_{j=1}^n |h_0^{-1/2} \Delta_j X|^2 \right)^{-q} \right\} \lesssim \mathbb{E} \left\{ \left( \frac{1}{n} \sum_{j=1}^n \zeta_j \right)^{-q} \right\}. \quad (6.34)$$

Under Assumption 2.13 we have the following modified Aronson type bound with possibly unbounded drift coefficient for the transition density of $X$, say $p_{h_0}(x, y)$ (for details). This together with (6.34) implies that the conditional distribution of $h_0^{-1/2} \Delta_j X$ given $X_{t_{j-1}} = x$, which we denote by $y \mapsto \tilde{p}_{h_0}(y|x)$, satisfies that $A^{-1} e^{-B_0 h_0 |x|^2} \exp(-B|y|^2) \leq \tilde{p}_{h_0}(y|x) \leq A e^{B_0 h_0 |x|^2} \exp(-|y|^2 / B)$. It follows that

$$\sup_{y} \tilde{p}_{h_0}(y|x) \lesssim \exp \left( h_0 B_0 |x|^2 \right). \quad (6.36)$$

In what follows, the constant $B_0 \geq 0$ may change at each appearance, with keeping the rule that $B_0 = 0$ if $b$ is bounded (that is, if the Assumption 2.13(2)(b) holds).

Let $k \in \mathbb{N}$. We will prove that

$$\sup_{\zeta_{i+j} \leq \epsilon} \mathbb{P} \left( \sum_{j=1}^k \zeta_{i+j} \leq \epsilon \right) \lesssim \epsilon^{kd/2}, \quad \epsilon > 0. \quad (6.37)$$

To this end, we make use the argument of the proof of [4] Eq.(2.2), while our conditions are apparently weaker. Write $\mathbb{P}_t(\cdot)$ for the conditional expectation given $\mathcal{F}_t$. Observe that from (6.36) we have a.s.

$$\mathbb{P}_{t+k}(\zeta_{i+k} \leq \epsilon) = \int_{|y| \leq \sqrt{\epsilon}} \tilde{p}_{h_0}(y|X_{t+k-1}) \, dy \lesssim \epsilon^{d/2} \exp \left( h_0 B_0 |X_{t+k-1}|^2 \right).$$

This in turn implies that

$$I(\zeta_{i+k} \leq \epsilon) \mathbb{P}_{t+k-1}(\zeta_{i+k} \leq \epsilon) \lesssim \epsilon^{d/2} I(\zeta_{i+k-1} \leq \epsilon / 2) \mathbb{P}_{t+k-1}(X_{t+k-1} \leq \sqrt{\epsilon} h_0 + |X_{t+k-2}|) \exp \left( h_0 B_0 |X_{t+k-1}|^2 \right) \lesssim \epsilon^{d/2} I(\zeta_{i+k-1} \leq \epsilon) \exp \left( h_0 B_0 |X_{t+k-2}|^2 \right).$$
Iterating the same manner along with taking the conditional expectations successively, we can deduce
\[
P\left(\sum_{j=1}^{k} \zeta_{i+j} \leq \epsilon\right) \leq E\left(\prod_{j=1}^{k} I(\zeta_{i+j} \leq \epsilon)\right)
\]
\[
= E\left(\prod_{j=1}^{k-1} I(\zeta_{i+j} \leq \epsilon)\right) P_{i+k-1}(\zeta_{i+k} \leq \epsilon)
\]
\[
\leq \epsilon^{d/2} E\left(\prod_{j=1}^{k-2} I(\zeta_{i+j} \leq \epsilon) I(\zeta_{i+k-1} \leq \epsilon) \exp \left(h_0B_0|X_{t_{i+k-1}}|^2\right)\right)
\]
\[
\leq \epsilon^{d/2} E\left(\prod_{j=1}^{k-2} I(\zeta_{i+j} \leq \epsilon) \exp \left(h_0B_0|X_{t_{i+k-2}}|^2\right) P_{i+k-2}(\zeta_{i+k-1} \leq \epsilon)\right)
\]
\[
\leq \epsilon^{d/2} E\left(\prod_{j=1}^{k-2} I(\zeta_{i+j} \leq \epsilon) \exp \left(h_0B_0|X_{t_i}|^2\right)\right)
\]
\[
\leq \epsilon^{d/2} \sup E\left\{\exp \left(h_0B_0|X|^2\right)\right\} \leq \epsilon^{kd/2},
\]
the last estimate holding for every $h_0$ small enough; again note that we can take $B_0 = 0$ when $b$ is bounded. Thus we have verified the estimate (6.37), so that
\[
\sup_{i \geq 0} P\left(\sum_{j=1}^{n} \zeta_{ij} \geq q \right) \leq r^{-kd/(2q)}, \quad r > 0.
\]
Now, letting $k > 2q/d$ we obtain
\[
\sup_{i \geq 0} E\left\{\left(\sum_{j=1}^{n} \zeta_{ij}\right)^{-q}\right\} \leq 1 + \int_{1}^{\infty} r^{-kd/(2q)} dr \leq 1.
\]
Having (6.38) in hand, we can complete the proof in a similar manner to [3, Lemma A.1]. Let $m := [n/k]$. Obviously it suffices to consider $n = km \ (m \in \mathbb{N})$. Write $\lambda_l = \sum_{j=1}^{kl} \zeta_j$; then $\sum_{j=1}^{n} \zeta_j = \sum_{l=1}^{m} \lambda_l$, and (6.38) ensures that $\sup_{l} E(\lambda_l^{-q}) \lesssim 1$. By the convexity of the mapping $s \mapsto s^{-q} \ (s > 0)$, Jensen’s inequality gives
\[
E\left\{\left(\frac{1}{n} \sum_{j=1}^{n} \zeta_j\right)^{-q}\right\} = k^q E\left\{\left(\frac{1}{m} \sum_{l=1}^{m} \lambda_l\right)^{-q}\right\} \lesssim k^q,
\]
which combined with (6.34) completes the proof. $\square$

Now, in order to show (2.15) and (2.16), it is enough to check [A1′], [A4′], and [A6] of [29]; the conditions [B1] and [B2] therein are given in Sections 6.2.2 and 6.5 respectively. The claim (2.17) is trivial from the (2.15), (2.16), and the definition of $h_i'$. We put $\epsilon_1 = \epsilon_0/2$ in the sequel.

6.4.3. Proof of (2.15). We will verify the following conditions: for every $M > 0$,
\[
E\left(\sup_{\beta} \left|\frac{1}{\sqrt{n}} \partial_{\alpha} \tilde{H}_n(\alpha_0, \beta)\right|^M\right) < \infty;
\]
\[
E\left(\sup_{\theta} n^{\epsilon_1} \left|\tilde{Y}_n(\alpha, \beta) - \tilde{Y}_0(\alpha)\right|^M\right) < \infty;
\]
\[
E\left(\frac{1}{n} \sup_{\theta} \left|\partial_{\alpha} \tilde{H}_n(\theta)\right|^M\right) < \infty;
\]
\[
E\left(\sup_{\beta} \left(n^{\epsilon_1} \left|\frac{1}{n} \partial_{\alpha}^2 \tilde{H}_n(\alpha_0, \beta) - \tilde{G}_{1,0}\right|^M\right) < \infty.
\]

\[
(6.39)
\]
\[
(6.40)
\]
\[
(6.41)
\]
\[
(6.42)
\]
The conditions (6.39) to (6.42) imply [A1”] and [A6]. The left-hand side of (6.40) satisfies
\[
\mathbb{E}\left\{ \left( \sup_{\theta} \left| \tilde{h}_{h, \alpha}^{n}(\alpha, \beta) - \tilde{h}_{h, \alpha}^{0}(\alpha) \right| \right)^{M} \right\}
\]
\[
\lesssim \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2} \log \frac{h(\alpha)}{h(0)} \right| \right)^{M} \right\}
\]
\[
\mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ 1
\]
\[
\lesssim \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ 1
\]
\[
\lesssim \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ \mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\}
\]
\[
+ 1
\]
where in the second step we used (6.2), Lemma 6.12, and Hölder’s inequality for the third term and fourth term. As in [14, Lemma 4.3], Lemma 6.1 ensures
\[
\mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\} \lesssim \infty,
\]
\[
\mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\} \lesssim \infty.
\]
Further, Lemma 6.2 implies
\[
\mathbb{E}\left\{ \left( \sup_{\theta} \left| \frac{1}{2n} \sum_{j=1}^{n} \log |S_{j-1}^{-1}(\alpha)S_{j-1}(\alpha)| - \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha)S(x, \alpha)| \pi(dx) \right| \right)^{M} \right\} \lesssim \infty.
\]
Hence, (6.40) is established. In a similar way, we have
\[
\mathbb{E}\left\{ \sup_{\beta} \left| \frac{1}{\sqrt{n}} \partial_{\beta} \tilde{h}_{h, \alpha}^{n}(\alpha, \beta) \right|^{M} \right\}
\]
\[
\lesssim 1 + \mathbb{E}\left\{ \left( \frac{1}{2n} \sum_{j=1}^{n} \text{tr} \left( S_{j-1}^{-1}(\alpha) \partial_{\alpha} S_{j-1}(\alpha) \right) \right) \frac{1}{h(\alpha)} \right. \frac{1}{2\sqrt{n}} \sum_{j=1}^{n} \partial_{\alpha} S_{j-1}^{-1}(\alpha) \left( (\Delta_j X)^2 \right) \left( \frac{M}{M} \right)
\]
\[
\lesssim 1 + \mathbb{E}\left\{ \left( \frac{h(\alpha)}{h(0)} \right) \frac{1}{2\sqrt{n}} \sum_{j=1}^{n} \text{tr} \left( S_{j-1}^{-1}(\alpha) \partial_{\alpha} S_{j-1}(\alpha) \right) \right. \left( \frac{h(\alpha)}{h(0)} - \frac{\tau}{d} \right) \left( \frac{M}{M} \right)
\]
\[
\lesssim 1 + \mathbb{E}\left\{ \left( \frac{h(\alpha)}{h(0)} \right) \frac{M}{M} \right. \left( \frac{1}{2n} \sum_{j=1}^{n} \text{tr} \left( S_{j-1}^{-1}(\alpha) \partial_{\alpha} S_{j-1}(\alpha) \right) \right)^{3M} \left( \frac{1}{3} \right)
\]
\[
\lesssim 1 + \mathbb{E}\left\{ \left( \frac{h(\alpha)}{h(0)} \right) \frac{M}{M} \right. \left( \frac{1}{2n} \sum_{j=1}^{n} \text{tr} \left( S_{j-1}^{-1}(\alpha) \partial_{\alpha} S_{j-1}(\alpha) \right) \right)^{3M} \left( \frac{1}{3} \right)
\]
The proofs of the conditions (6.39), (6.41), and (6.42) are complete. The tuning-parameter condition
\[ E_n^2 \sim (\lambda_n, \beta) - \tilde{\Gamma}_1 \] can be verified exactly in the same way as in [29, Section 6]. We thus obtain (2.15).

\[
\frac{1}{E_n^2} \sup_{(\lambda_n, \beta)} \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\lambda_n, \beta) - \tilde{\Gamma}_1 \right) \] 

\[
\sup_{(\lambda_n, \beta)} \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\lambda_n, \beta) - \tilde{\Gamma}_1 \right) < \infty;
\]

\[
\sup_{(\lambda_n, \beta)} \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\lambda_n, \beta) - \tilde{\Gamma}_1 \right) < \infty;
\]

\[
\sup_{(\lambda_n, \beta)} \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\lambda_n, \beta) - \tilde{\Gamma}_1 \right) < \infty.
\]

The proofs of the conditions (6.39), (6.41), and (6.42) are complete. The tuning-parameter condition
\[ A^4 \] can be verified exactly in the same way as in [29, Section 6]. We thus obtain (2.15).

6.4.4. Proof of (2.16). We will prove the following conditions: for every \( M > 0 \),

\[
\sup_n \mathbb{E} \left( \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\theta) \right)^M \right) < \infty;
\]

\[
\sup_n \mathbb{E} \left( \left( \frac{1}{\sqrt{n}} \tilde{E}_n(\beta; \alpha_0) - \tilde{\Gamma}_1(\beta) \right)^M \right) < \infty;
\]
Proof of Theorem 3.2.

verified as before, completing the proof of (2.16).

Hence, we have established (6.44) to (6.46) as well. Finally, the tuning-parameter condition \([A4']\) can be verified as before, completing the proof of (2.16).

6.5. Proof of Theorem 3.2

Let

\[ \tilde{Z}_n(u) = \exp\left\{ \tilde{H}_n(\theta_0 + D_{-1}^{-1}u) - \tilde{H}_n(\theta_0) \right\} , \]

\[ \tilde{\Phi}_n(u) = \exp\left( \tilde{\Delta}_n[u] - \frac{1}{2} \text{diag}(\tilde{\Gamma}_{1,0}, \tilde{\Gamma}_{2,0})[u, u] \right) \]

and \(U_n(\theta_0) = \{u \in \mathbb{R}^p; \theta_0 + D_{-1}^{-1}u \in \Theta\} \). In what follows, we deal with the zero-extended version of \(\tilde{Z}_n\) and use the same notation: \(\tilde{Z}_n\) vanishes outside \(U_n(\theta_0)\), so that

\[ \int_{\mathbb{R}^p \setminus U_n(\theta_0)} \tilde{Z}_n(u) du = 0. \]
Proof of (3.2). By the change of variable \( \theta = \theta_0 + D_n^{-1}u \), the modified marginal quasi-log likelihood function (recall the definition (3.1)) satisfies the equation

\[
\mathcal{L}_n = \mathbb{H}_n(\theta_0) - \frac{1}{2} p_n \log n - \frac{1}{2} p_\beta \log (n h_0) + \log \left( \int_{U_n(\theta_0)} \tilde{Z}_n(u) p(\theta_0 + D_n^{-1}u) du \right).
\]

If \( \int_{U_n(\theta_0)} \left| \tilde{Z}_n(u) p(\theta_0 + D_n^{-1}u) - \tilde{Z}_n^0(u) p(\theta_0) \right| du \) converges to 0 in probability, we obtain

\[
\mathcal{L}_n = \mathbb{H}_n(\theta_0) - \frac{1}{2} p_n \log n - \frac{1}{2} p_\beta \log (n h_0) + \log \left( \int_{U_n(\theta_0)} \tilde{Z}_n^0(u) p(\theta_0) du \right) + o_p(1)
\]

\[= \mathbb{H}_n(\theta_0) - \frac{1}{2} p_n \log n - \frac{1}{2} p_\beta \log (n h_0) + \log p(\theta_0) + \frac{p}{2} \log (2\pi) - \frac{1}{2} \log \left| \tilde{\Gamma}_{1,0} \right| - \frac{1}{2} \log \left| \tau \tilde{\Gamma}_{2,0} \right| + \frac{1}{2} \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0})^{-1} [\tilde{\Delta}_n^{(2)}] + o_p(1).
\]

We will show that

\[
\int_{U_n(\theta_0)} \left| \tilde{Z}_n(u) p(\theta_0 + D_n^{-1}u) - \tilde{Z}_n^0(u) p(\theta_0) \right| du \to 0.
\]

To this end, it suffices to verify the conditions (A.1) to (A.6) in Theorem A.1. We have seen in the proof of Theorem 2.6 that (A.1) holds. The conditions (A.2) to (A.4) can be deduced in a similar manner as in Section 6.2.2. Since (6.1), (6.4), and (6.5) ensure

\[
\bar{\mathcal{V}}^1_n(\alpha; \beta) = O_p^*(\sqrt{n h_0}) + \frac{1}{2} \int_{\mathbb{R}^d} \log |S^{-1}(x, \alpha) S(x, \alpha_0)| \pi(dx)
\]

\[= \frac{1}{2} \int_{\mathbb{R}^d} \log \left| \tau \int_{\mathbb{R}^d} \text{tr} \left\{ \nabla^2 S^{-1}(x, \alpha) S(x, \alpha_0) \right\} \pi(dx) \right| - \log (\tau d) \right) \right],
\]

\[
\bar{\mathcal{V}}^2_n(\beta; \alpha_0) = O_p^*((n h_0)^{-1/2}) + \frac{1}{2} \int_{\mathbb{R}^d} \nabla^2 S^{-1}(x, \alpha_0) \left[ (b(x, \alpha_0, \beta) - b(x, \theta_0))^\otimes 2 \right] \pi(dx)
\]

\[= O_p^*(\sqrt{n h_0}) + \frac{1}{2} \int_{\mathbb{R}^d} S^{-1}(x, \alpha_0) \left[ (b(x, \alpha_0, \beta) - b(x, \theta_0))^\otimes 2 \right] \pi(dx),
\]

we obtain

\[
(n h_0)^q \sup_{\theta} |\bar{\mathcal{V}}^1_n(\alpha; \beta) - \bar{\mathcal{V}}^1_0(\alpha)| = O_p((n h_0)^{1/2}),
\]

\[
(n h_0)^q \sup_{\beta} |\bar{\mathcal{V}}^2_n(\beta; \alpha_0) - \bar{\mathcal{V}}^2_0(\beta)| = O_p((n h_0)^{1+1/2}).
\]

Therefore (A.5) holds for \( q \in (0, 1/2) \). As for (A.6), recall that in Section 6.2.1 we have seen that the function \( \tilde{\mathcal{V}}^1_0(\alpha) \) admits a unique maximum 0 only at \( \alpha_0 \). Since \( \Theta_\alpha \) has a bounded closure and the function \( \tilde{\mathcal{V}}^1_0(\alpha) \) is twice continuously differentiable with respect to \( \alpha \) under the integration sign, with the associated Hessian matrix \( -\partial^2 \tilde{\mathcal{V}}^1_0(\alpha_0) = \tilde{\Gamma}_{1,0} \) being positive definite at \( \alpha_0 \), we see that there exists a constant \( \chi_1 > 0 \) such that

\[
\tilde{\mathcal{V}}^1_0(\alpha) \leq -\chi_1 |\alpha - \alpha_0|^2
\]

for all \( \alpha \in \Theta_\alpha \). Exactly in the same way, there exists a constant \( \chi_2 > 0 \) such that

\[
\tilde{\mathcal{V}}^2_0(\beta) \leq -\chi_2 |\beta - \beta_0|^2
\]

for all \( \beta \in \Theta_\beta \). Then (A.6) follows from (6.47) and (6.48), completing the proof of (3.2).

Proof of (3.3). By the Taylor expansion, we obtain

\[
\Delta_n = \partial_0 \mathbb{H}_n(\theta_0) + \left( \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0}) + o_p(1) \right) [D_n(\theta_n - \theta_0)]
\]

\[= \left( \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0}) + o_p(1) \right) [D_n(\tilde{\theta}_n - \theta_0)].
\]

Therefore, \( D_n(\tilde{\theta}_n - \theta_0) = \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0})^{-1} \Delta_n + o_p(1) \) and

\[
\mathbb{H}_n(\theta_0) = \mathbb{H}_n(\tilde{\theta}_n) - \frac{1}{2} \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0}) \left[ (D_n(\tilde{\theta}_n - \theta_0))^\otimes 2 \right] + o_p(1)
\]

\[= \mathbb{H}_n(\tilde{\theta}_n) - \frac{1}{2} \text{diag}(\tilde{\Gamma}_{1,0}, \tau \tilde{\Gamma}_{2,0})^{-1} [\tilde{\Delta}_n^{(2)}] + o_p(1).
\]
Then (3.3) follows from the equations \( \dot{h} = \tau h_0 + o_p(1), \ p(\dot{\theta}_n) = p(\theta_0) + o_p(1), \ -n^{-1} \partial^2_\alpha \ln \tilde{H}_n(\dot{\theta}_n) = \tilde{\Gamma}_{1,0} + o_p(1), \) and \(-n\dot{h})^{-1} \partial^2_\beta \ln \tilde{H}_n(\dot{\theta}_n) = \tilde{\Gamma}_{2,0} + o_p(1)\):

\[
\mathcal{L}_n = \tilde{H}_n(\dot{\theta}_n) - \frac{1}{2} p_\alpha \log n - \frac{1}{2} p_\beta \log n \dot{h} + \log p(\theta_0) + \frac{1}{2} \log(2\pi) \\
- \frac{1}{2} \log \left| -\frac{1}{n} \partial^2_\alpha \ln \tilde{H}_n(\dot{\theta}_n) \right| - \frac{1}{2} \log \left| -\frac{1}{n} \partial^2_\beta \ln \tilde{H}_n(\dot{\theta}_n) \right| + o_p(1).
\]

**APPENDIX A. STOCHASTIC EXPANSION OF THE QUASI-MARGINAL LOG LIKELIHOOD**

We here step away from the main context and present a set of conditions under which a quasi-marginal log likelihood admits a Schwarz type stochastic expansion, by making use of [12, Proof of Theorem 2.1].

Let \( H_n : \Theta \times \Omega \to \mathbb{R} \) be a \( C^3(\Theta) \)-random function where \( \Theta \subset \mathbb{R}^p \) is a bounded convex domain. Set \( \theta = (\alpha, \beta) \in \mathbb{R}^p \times \mathbb{R}^p \), and let \( \theta_0 = (\alpha_0, \beta_0) \in \Theta \) be a constant, and \( D_n = D_n(\theta_0) = \text{diag} \left( \sqrt{r_{1,n}}, \sqrt{r_{2,n}} \right) \), where \( (r_{1,n}) \) and \( (r_{2,n}) \) are positive sequences possibly depending on \( \theta_0 \) and satisfying that \( r_{1,n} \wedge r_{2,n} \to \infty \) and that \( r_{2,n}/r_{1,n} \to 0 \) as \( n \to \infty \). We then introduce the random field on \( \mathbb{R}^p \) associated with \( H_n \):

\[
\mathcal{L}_n(u) := \exp \left\{ \mathcal{H}_n(\dot{\theta}_0) + D_n^{-1} u - H_n(\theta_0) \right\}.
\]

Here we set \( Z_n \equiv 0 \) outside the set \( U_n = U_n(\theta_0) := D_n(\Theta - \theta_0) \subset \mathbb{R}^p \). Let \( p(\theta) \) be a prior probability density on \( \Theta \), which is assumed to be continuous and positive at \( \theta_0 \). Let \( \Delta_n(\theta_0) := D_n^{-1} \partial_\theta H_n(\theta_0), \) \( \Gamma_{1,0} \in \mathbb{R}^{p \times p} \otimes \mathbb{R}^{p \times p} \) and \( \Gamma_{2,0} \in \mathbb{R}^{p \times p} \otimes \mathbb{R}^{p \times p} \) a.s. positive definite random matrices, and then

\[
\Gamma_0 := \text{diag}(\Gamma_{1,0}, \Gamma_{2,0}).
\]

Further, let

\[
\mathcal{Y}_{1,n}(\theta) := \frac{1}{r_{1,n}} \{ H_n(\alpha, \beta) - H_n(\alpha_0, \beta) \},
\]

\[
\mathcal{Y}_{2,n}(\beta) := \frac{1}{r_{2,n}} \{ H_n(\alpha_0, \beta) - H_n(\alpha_0, \beta_0) \},
\]

and \( \mathcal{Y}_1(\alpha) \) and \( \mathcal{Y}_2(\beta) \) be random functions. Finally, we introduce the quadratic random field

\[
Z_n^0(u) = \exp \left( \Delta_n(\theta_0)[u] - \frac{1}{2} \Gamma_0[u, u] \right).
\]

**Theorem A.1.** In addition to the aforementioned setting, suppose the following conditions.

- **There exists an a.s. positive definite random matrix** \( \Sigma_0 \in \mathbb{R}^p \otimes \mathbb{R}^p \) such that
  \[
  (\Delta_n(\theta_0), -D_n^{-1} \partial^2_\beta H_n(\theta_0) D_n^{-1}) \overset{\text{L}}{\rightarrow} \left( \Sigma_0^{-1/2} \eta, \Gamma_0 \right),
  \]
  where \( \eta \sim N_p(0, I_p) \) is a random variable defined on an extension of the original probability space.

- **We have**
  \[
  \sup_\beta \left| \frac{1}{\sqrt{r_{1,n}}} \partial_\beta H_n(\alpha_0, \beta) \right| = o_p(1),
  \]
  \[
  \sup_\beta \left| -\frac{1}{r_{1,n}} \partial^2_\beta H_n(\alpha_0, \beta) - \Gamma_{1,0} \right| = o_p(1),
  \]
  \[
  \sup_\theta \left| D_n^{-1} \partial^2_\theta H_n(\theta) D_n^{-1} \right| = O_p(1).
  \]

- **There exists a constant** \( q \in (0, 1) \) for which
  \[
  r_{1,n}^{q/2} \sup_\theta \left\| \mathcal{Y}_{1,n}(\theta) - \mathcal{Y}_1(\alpha) \right\| + r_{2,n}^{q/2} \sup_\beta \left\| \mathcal{Y}_{2,n}(\beta) - \mathcal{Y}_2(\beta) \right\| \overset{P}{\to} 0.
  \]

- **There exists an a.s. positive random variable** \( \chi_0 \) such that for each \( \kappa > 0 \),
  \[
  \sup_{\alpha : |\alpha - \alpha_0| \geq \kappa} \mathcal{Y}_1(\alpha) \lor \sup_{\beta : |\beta - \beta_0| \geq \kappa} \mathcal{Y}_2(\beta) \leq -\chi_0 \kappa^2 \quad \text{a.s.}
  \]
Then, any $\hat{\theta}_n \in \text{argmax } \mathbb{H}_n$ satisfies that $\hat{\theta}_n \xrightarrow{p} \theta_0$, and we have
\[
\int \left| \tilde{Z}_n(u)\pi(\theta_0 + D_n^{-1}u) - \tilde{Z}_n^0(u)\pi(\theta_0) \right| du \xrightarrow{p} 0
\]
and
\[
\mathbf{L}_n := \log \left( \int \exp \left( \mathbb{H}_n(\theta) \right) p(\theta) d\theta \right) = \mathbb{H}_n(\theta_0) + \log |D_n^{-1}| + \log p(\theta_0) + \frac{p}{2} \log(2\pi) - \frac{1}{2} \log |\Gamma_0| + \frac{1}{2} \Gamma_0^{-1} [\Delta_n(\theta_0)^{\otimes 2}] + o_p(1).
\]
Further, if $\log |D_n^{-1}| = \log |D_n^{-1}(\hat{\theta}_n) + o_p(1)$ and $\log p(\theta_0) = \log p(\hat{\theta}_n) + o_p(1)$, then
\[
\mathbf{L}_n = \mathbb{H}_n(\hat{\theta}_n) + \log |D_n^{-1}(\hat{\theta}_n)| + \log p(\hat{\theta}_n) + \frac{p}{2} \log(2\pi) - \frac{1}{2} \log | - D_n^{-1}\partial^2\mathbb{H}_n(\hat{\theta}_n)D_n^{-1}| + o_p(1).
\]

Theorem A.1 can apply to general locally asymptotically quadratic models under weaker conditions compared with [19] Theorem 3.7. A formal extension of Theorem A.1 to cases of more than two rates is straightforward.
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