Shared control of a 16 semiconductor quantum dot crossbar array
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The efficient control of a large number of qubits is one of the most challenging aspects for practical quantum computing. Current approaches in solid-state quantum technology are based on brute-force methods, where each and every qubit requires at least one unique control line—an approach that will become unsustainable when scaling to the required millions of qubits. Here, inspired by random-access architectures in classical electronics, we introduce the shared control of semiconductor quantum dots to efficiently operate a two-dimensional crossbar array in planar germanium. We tune the entire array, comprising 16 quantum dots, to the few-hole regime. We then confine an odd number of holes in each site to isolate an unpaired spin per dot. Moving forward, we demonstrate on a vertical and a horizontal double quantum dot a method for the selective control of the interdot coupling and achieve a tunnel coupling tunability over more than 10 GHz. The operation of a quantum electronic device with fewer control terminals than tunable experimental parameters represents a compelling step forward in the construction of scalable quantum technology.

Fault-tolerant quantum computers will require millions of interacting qubits. Scaling to such extreme numbers imposes stringent conditions on all the hardware and software components, including their integration. In semiconductor technology, decades of advancements have led to the integration of billions of transistor components on a single chip. A key enabler has been the ability to control such a large number of components with only a few hundred to a few thousand control lines. In quantum technology, such a game-changing strategy has yet to be embraced owing to the fact that qubits are not sufficiently similar to each other. Nowadays, leading efforts in the solid state, such as superconducting and semiconducting qubits, require that each and every qubit component is connected to at least one unique control line. Clearly, this brute-force approach is not sustainable for attaining practical quantum computation.

The development of spin qubits in semiconductor quantum dots has been strongly inspired by classical semiconductor technology. Advanced semiconductor qubit systems are based on complementary-metal–oxide–semiconductor-compatible materials and even foundry manufactured qubits have been realized. In addition, it is anticipated that the small qubit footprint and compatibility with (cryo-)complementary metal–oxide–semiconductor electronics will open up avenues to build integrated quantum circuits. To enable the efficient control of large qubit architectures with a sustainable number of control lines, proposals of architectures inspired by classical random-access systems have been put forward. However, their practical realization has been, so far, prevented by device quality and material uniformity.

Here we take the first step towards the sustainable control of large quantum processors by operating semiconductor quantum dots in a crossbar architecture. This strategy enables the manipulation of the most extensive semiconductor quantum device with only a few shared control terminals. This is accomplished by exploiting the high
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quality and uniformity of strained germanium quantum wells, by introducing an elegant gate layout based on diagonal plunger lines and double-barrier gates, as well as by establishing a method that directly maps the transitions lines of charge stability diagrams to the associated quantum dots in the grid. We operate a two-dimensional 16-quantum-dot system and demonstrate the tune up of the full device to the few-hole regime. In this configuration, we also prove the ability to prepare all the quantum dots in the odd-charge occupation, as a key step for the confinement of an unpaired spin in each site. We then introduce a random-access method for addressing the interdot tunnel coupling and find a remarkable agreement in the response of two vertically and horizontally coupled quantum dot pairs. We also discuss some critical challenges to efficiently operate future large quantum circuits.

**A two-dimensional quantum dot crossbar array**

Our shared-terminal control approach for a two-dimensional quantum dot array with dots Q1, Q2t...Q7 is based on a multilayer gate architecture (Fig. 1a–d). We use two barrier layers (with gates UB and LB, where is the interdot tunnel couplings, and exploit a layer of plunger lines (P, where ) to vary the on-site energies (Fig. 1d). In contrast to brute-force-implementation interactions, here a single plunger gate is employed to control up to four quantum dots, and an individual barrier up to six nearest-neighbour interactions. In analogy with classical integrated circuits, this strategy enables to manage a number of experimental parameters (that is, quantum dot energies and interdot couplings) with a sublinear number of control terminals, an approach that may overcome, among other aspects, the wiring interconnect bottleneck of large-scale spin qubit arrays (Supplementary Fig. 1).

To monitor the quantum dot array, we make use of charge-sensing techniques. Four single-hole transistors at the corners of the array (named after their cardinal positions: NW as northwest, NE as northeast, SW as southwest and SE as southeast) act as charge sensors as well as hole reservoirs for the array (Supplementary Fig. 2). The simultaneous readout of their electrical response in combination with fast rastering pulse schemes enables us to continuously measure the two-dimensional charge stability diagrams in real time (that is, in the video-mode technique), and updating the direct-current (d.c.) gate voltages controlling the array.

To bring the device in the 16-quantum-dot configuration, we identify an alternative strategy to the tune-up methods established for individually controlled quantum dot devices. We begin by lowering all the gate voltages to their starting values based on previous experiments and by defining a set of virtual gates as linear combinations of real gates. Such virtual gates are defined to eliminate crosstalk with the charge sensors and to independently control the site ener-s. (Supplementary Fig. 3). Here we will refer to VP as the virtual gate associated to the actual gate Pi.

We continue the tuning of the device by adjusting the gates controlling the quantum dots at the corner (that is, those closest to the charge sensors) until we accumulate the first few holes as signalled by the first addition lines in the charge stability diagrams. We then proceed with the tune up of the adjacent dots and finish with the quantum dots furthest to the sensor. Owing to the homogeneity of our heterostructure and the symmetry of our gate layout, the accumulation of the first few holes in the quantum dots controlled by the same plungers occurs at similar gate voltages.

Rather, challenges in tuning up the array are mainly due to elements outside the array. In fact, we observe that small variations in gate voltages impact the electrostatics of the dense gate fanout area, which, in turn, affects the charge sensors and readout quality. Furthermore, specific gate settings cause unintentional quantum dots under the gate fanout, which restrict the operational window. Altogether, these issues are a challenge for the implementation of automated tuning methods, but we envision that the integration of a lower layer of ‘screening’ gates or the implementation of the gate fanout in the third dimension can mitigate this issue (Supplementary Note 4).
From multidot charge stability diagrams to quantum dot identification

Moving forward, a direct result of our control approach is the fact that upon sweeping the voltage of a plunger gate controlling a quantum dots, up to n sets of charge transitions can be observed, each associated with (un)loading an additional hole in one of the n quantum dots. For the case of vP2 and vP3, this results in a charge stability diagram (Fig. 2a) where a number of vertical and horizontal charge addition lines marking well-separated charge states are visible. However, because of our control approach, a priori it is unknown to which of the Q3 (Q2) quantum dots these vertical (horizontal) lines are associated.

Here we solve this problem by establishing a statistical method that maps such transition lines to the respective quantum dot. In our protocol, we first evaluate the shift in the charge transition lines induced by a voltage variation in each barrier gate to estimate the (normalized) capacitive coupling \( \lambda \) between each barrier gate and the associated quantum dot (Fig. 2b,c). Because the two barrier layers form a grid of lines and columns, we can use their capacitive couplings to infer the spatial location of the quantum dot in the array. For this purpose, we consider the normalized capacitive couplings of the two orthogonal barrier sets, namely \( \lambda_{UB} \) and \( \lambda_{LB} \) as two independent probability distributions. We then use \( \lambda_{UB} \) and \( \lambda_{LB} \) to calculate the combined probability \( W \) on each of the 16 sites (Fig. 2d and Methods). Finally, our protocol ends assigning the site with the maximum probability to the quantum dot loaded via the specific charge addition line. In practice, \( W \) quantifies how much an electric field generated on each site is perceived by a hole in a specific quantum dot site. Hence, a low (high) \( W \) value identifies a location that is weakly (strongly) coupled to the analysed quantum dot.

In Fig. 2b–d, we show how this routine is effective in distinguishing and characterizing the three Q3 quantum dots, whereas similar results are obtained for the remaining dots in the grid (Supplementary Figs. 4–6). The demonstrated ability of labelling multiple quantum dot charge stability diagrams makes this method an important tool in the tune up of large quantum dot devices.

Quantum dot occupancies

Although useful in drastically reducing the number of control terminals, a crossbar approach is effective for spin-based quantum computing if it enables to isolate a single or unpaired spin in the individual quantum dots\(^ {29–32} \). Here we demonstrate the tune up of the array to an odd-charge-occupancy configuration with 11 quantum dots filled with three holes. To track specific transition lines in complex multidot charge stability diagrams, we have defined an algorithm based on an image correlation analysis, which may be refined by machine learning methods\(^ {34–36} \). First, we select a small window from a specific charge stability diagram in the sequence containing a Qx charge addition line. We refer to this as the Qx reference feature (Fig. 3a) for Q4b. Second, we compute digital
Fig. 3  | Counting holes in a 16 quantum dot array.  

**a–c.** Illustration of the detection algorithm on the Q4b charge transition lines. From the charge stability diagrams (a) labelled with index \( n \), we compute the image correlation (C) maps (b), with the reference feature in the red box in (a) containing a portion of a Q4b charge transition. After splitting the correlation maps in four vertical sections (dashed lines in b), we determine the local maxima in each of them (blue markers in b). We track the thresholded local maxima across all the scans of the sequence (c). We quantify the occurrence of high-correlation features along potential lines with a fixed expected slope and varying intercepts (black lines in d). In e, we show only one-fifth of the actual sampling lines for clarity. In e, we colour code all the potential lines according to their associated \( p \) value. Emerging peaks in \( p \) that is, red traces) identify the actual first two Q4b charge transitions. f–u. Same data as c, but for all the 16 quantum dots. The numbers in each plot indicate the quantum dot fillings, according to the algorithm. In three cases (Q3t, Q6b and Q6t) out of the 16, we step a barrier, rather than a plunger, to better isolate the shift of only one of the dots under the same plunger line. High-correlation features (blue points) are found up to the bounds of the area of the datasets analysed by the protocol, highlighted by the dotted grey polygon. The horizontal dashed line indicates the actual limit of the dataset. The star in n indicates a false-positive transition line.

image correlation (C) maps of all the charge stability diagrams in the sequence with respect to the previously defined reference feature (Supplementary Note 8). Then, we divide the correlation maps into four sections (delimited by vertical dashed lines, Fig. 3b), with a size that is smaller than the typical addition voltage. This choice results in a high probability of having, at most, a single occurrence of a Qx charge transition per section. We then select the coordinates of the points with the maximum correlation in each section, and threshold them to ensure that only points with high correlation are passed.

Because of the d.c. voltage step between each map, the same high-correlation feature, if reproducible, is then expected to be found at \( \Delta Px \) value that is 10 mV higher than in the previous charge stability diagram (Fig. 3c). Therefore, in a plot of coordinates with high correlation versus scan index \( n \), we expect these points to follow a line with a well-defined slope of 10 mV per scan. To assess the presence of possible charge transition lines within the clouds of high-correlation coordinates, we consider a series of potential lines with a slope of 10 mV per scan and varying intercepts (Fig. 3d). We then define quantity \( p \) that accounts for the density of high-correlation points falling along each line. In practice, \( p \) represents a quantum dot transition-line likelihood (Fig. 3e); Supplementary Note 8 provides details on its mathematical description.
Methods showing the (Q6b, Q7) (b) different virtual barrier-voltage configurations near the (3,1)–(2,2) transition. The circle, square, diamond and triangle markers correlate each map to the voltages of (t6b7, j6b7) = (t6t7, j6t7) = (−330, 380), (270, 380), (330, 510) and a barriers (red and blue) controlling the Q6b–Q7 (couplings.
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Interdot coupling control

The ability to selectively tune the interdot coupling in a quantum dot architecture is crucial for generating exchange-based entanglement between the semiconductor qubits. Here, inspired by the wordlines and bitlines approach as in dynamic random-access memories, we exploit the double-barrier design to spatially define memories, we exploit the double-barrier design to spatially define memories, we exploit the double-barrier design to spatially define memories, we exploit the double-barrier design to spatially define memories, we exploit the double-barrier design to spatially define memories. Here, inspired by the wordlines and bitlines approach as in dynamic random-access memories, we exploit the double-barrier design to spatially define memories. Here, inspired by the wordlines and bitlines approach as in dynamic random-access memories, we exploit the double-barrier design to spatially define memories. Here, inspired by the wordlines and bitlines approach as in dynamic random-access memories, we exploit the double-barrier design to spatially define memories. Here, inspired by the wordlines and bitlines approach as in dynamic random-access memories, we exploit the double-barrier design to spatially define memories.
virtual barriers \( t_{\alpha \beta} \) and \( j_{\alpha \beta} \) (Methods), which separate the quantum dots Q6b and Q7, and keeping their detuning \( (e_{67}, U_{67}) \) and on-site \( (U_{67}, e_{67}) \) voltages constant at the (3.1)–(2.2) Q6b–Q7 interdot transition (Fig. 4a). After obtaining the detuning lever arm \( a_{\alpha \beta} \) to convert the detuning voltage into an energy scale \( (\Delta a_{\alpha \beta} = a_{\alpha \beta} \times \Delta e_{67}) \), we evaluate the strength of the interdot couplings by analysing the charge polarization lines along the detuning axis at \( U_{67} = 0 \) (Fig. 4b,c)\(^2\). By systematically performing this measurement, we demonstrate that the tunnel coupling can be effectively controlled by both barriers (Fig. 4d,e). At values of \( (t_{6b7}, j_{6b7}) = (-270, -380) \) mV, the coupling is virtually OFF, but our method is inherently not accurate for \( t_e \leq 3 \) GHz, because thermal energy dominates the broadening of the polarization line \( \beta(t_e, U_0) \). In contrast, on activating both barriers at \( (t_{6b7}, j_{6b7}) = (-330, -510) \) mV, the tunnel coupling is turned on, approximately following an exponential trend (Methods). Within the displayed voltage range, we can tune it well above 10 GHz, much higher than in the configuration in which only one barrier is activated. We perform the same experiment on the dot pair Q6–Q7 by defining virtual barriers \( t_{\alpha \beta} \) and \( j_{\alpha \beta} \), based on gates UBS and LB7, respectively (Fig. 4f and Methods). Using the same barrier-voltage window as for Q6b–Q7, we find that the coupling tunability of the pair Q6–Q7 is comparable with the previous pair, with a virtually OFF state \((\leq 3 \) GHz\) at \( (t_{\alpha \beta}, j_{\alpha \beta}) = (-270, -380) \) mV, and with an ON state reaching 20 GHz at \( (t_{\alpha \beta}, j_{\alpha \beta}) = (-330, -510) \) mV (Fig. 4g–j). These results are corroborated by the two-barrier tunability of the interdot capacitive coupling for both double-dot systems (Supplementary Fig. 10) and by the tunability of another dot pair (Supplementary Fig. II). We envision that for rapid qubit exchange operations at the charge symmetry point, the required barrier-voltage window might be different from our measurable window via polarization lines. Specifically, for state-of-the-art values of ON (OFF) exchange interaction of 50 MHz (10 kHz) and a typical charging energy of 1 mV, the required tunnel coupling is \( 2.0 \) GHz, which can be better calibrated via qubit spectroscopy techniques\(^3\).\(^4\).\(^5\).

Conclusions

By implementing a strategy that allows to address a large number of quantum dots with a small number of control lines, we have operated the most extensive two-dimensional quantum dot array so far, to the best of our knowledge. With this approach, the number of gate layers is independent of the grid size, which greatly simplifies the nanofabrication of quantum dot arrays. With the introduction of a double-barrier paradigm and a statistical method for labelling multidot charge stability diagrams, we have demonstrated two critical requirements for quantum logic in shared control architectures: the tunability of 16 interacting quantum dots into an odd-charge state with an unpaired spin and the trend (Methods). Within the displayed voltage range, we can tune it well above 10 GHz, much higher than in the configuration in which only one barrier is activated. We perform the same experiment on the dot pair Q6–Q7 by defining virtual barriers \( t_{\alpha \beta} \) and \( j_{\alpha \beta} \), based on gates UBS and LB7, respectively (Fig. 4f and Methods). Using the same barrier-voltage window as for Q6b–Q7, we find that the coupling tunability of the pair Q6–Q7 is comparable with the previous pair, with a virtually OFF state \((\leq 3 \) GHz\) at \( (t_{\alpha \beta}, j_{\alpha \beta}) = (-270, -380) \) mV, and with an ON state reaching 20 GHz at \( (t_{\alpha \beta}, j_{\alpha \beta}) = (-330, -510) \) mV (Fig. 4g–j). These results are corroborated by the two-barrier tunability of the interdot capacitive coupling for both double-dot systems (Supplementary Fig. 10) and by the tunability of another dot pair (Supplementary Fig. II). We envision that for rapid qubit exchange operations at the charge symmetry point, the required barrier-voltage window might be different from our measurable window via polarization lines. Specifically, for state-of-the-art values of ON (OFF) exchange interaction of 50 MHz (10 kHz) and a typical charging energy of 1 mV, the required tunnel coupling is \( 2.0 \) GHz, which can be better calibrated via qubit spectroscopy techniques\(^3\).\(^4\).\(^5\).
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Methods

Fabrication

The device is fabricated on a Ge/SiGe heterostructure where a 16-nm-thick germanium quantum well with a maximum hole mobility of \(2.5 \times 10^5\) cm\(^2\) V\(^{-1}\) s\(^{-1}\) is buried 55 nm below the semiconductor/oxide interface\(^{3,4}\). We design the quantum dot plunger gates with a diameter of 100 nm, and the barrier gates separating the quantum dots with a width of 30 nm. The fabrication of the device follows these main steps. First, 30-nm-thick Pt ohmic contacts are patterned via electron-beam lithography, evaporated and diffused in the heterostructure following an etching step to remove the oxidized Si cap layer\(^{4,5}\). A three-layer gate stack is then fabricated by alternating the atomic layer deposition of an Al\(_2\)O\(_3\) dielectric film (with thicknesses of 7, 5 and 5 nm) and the evaporation of Ti/Pd metallic gates (with thicknesses of 3/17, 3/27 and 3/27 for each deposition, respectively). After dicing, a chip hosting a single crossbar array is then mounted and wire bonded on a printed circuit board. Before cool down in a dilution refrigerator, we tested two nominally identical crossbar devices in a 4 K helium bath as per the screening procedure\(^{38}\). Both devices exhibited the functionality of all full gates and ohmic contacts, and one of them was mounted in a dilution refrigerator.

Experimental setup

The experiment is performed in a Bluefors dilution refrigerator with a base temperature of 10 mK. From a Coulomb peak analysis, we extract an electron temperature of 138 ± 9 mK, which we use to estimate the detuning lever arm (Supplementary Figs. 12 and 13). We utilize an in-house built battery-powered SPI rack (https://wiki.tudelft.nl/-mitigelman/spi-rack/chassis.html) to set the d.c. voltages, whereas we use a Keysight M3202A arbitrary waveform generator (AWG) to apply alternating current rastersing pulses via coaxial lines. The d.c. and alternating current voltage signals are combined on the printed circuit board with bias-tees and applied to the gates. Each charge sensor is galvanically connected to a NbTiN indctor with an inductance of a few microhenries, forming a resonant tank circuit with resonance frequencies of ~100 MHz. In our experiment, we have observed only three out of four resonances, probably due to a defective inductor. Moreover, because the two resonances overlap substantially, we mostly avoid using reflectometry (unless explicitly stated in the text) and use fast d.c. measurements with a bandwidth of up to 50 kHz. The four d.c. sensor currents are converted into voltages, amplified and simultaneously read by a four-channel Keysight M3102A digitizer module with 500 megasamples s\(^{-1}\). The digitizer module and several AWG modules are integrated into a Keysight M9019A peripheral component interconnect express extensions for the instrumentation chassis. Charge stability diagrams here typically consist of a 150 × 150 pixel scan with a measurement time per pixel of 50 µs. Throughout this Article, we refer to \(\Delta g_i\) to identify a ramp supplied by an AWG to the gate \(g_i\) with respect to a fixed d.c. reference voltage. To enhance the signal-to-noise ratio, we average the same map 5–50 times, obtaining a high-quality map within a minute.

Tune-up details

Throughout the experiment, we have tuned all the 16 quantum dots of the device two times. In the first run, the gate voltages were optimized to minimize the number of unintentional quantum dots to better visualize and characterize the crossbar quantum dots (Fig. 2 and Supplementary Fig. 14). In the second run, the stray dots were neglected to tune the quantum dot array into a global odd-occupation regime (Fig. 3). Between the two tune-up cycles, the gate voltages were reset to zero without thermally cycling the device. The protocol followed in the two tuning procedures was the same, but the need for emptying accidental quantum dots in the first session led to some restrictions in the voltage window of certain gates. The starting gate-voltage values for the tune up are –300 mV for barriers and –600 mV for plunger.

Quantum dot identification

To obtain the capacitive coupling of all the barrier gates to a set of transition lines (Fig. 2b), we acquire and analyse sets of 112 charge stability diagrams. The same charge stability diagram is taken after stepping each barrier gate around its current voltage in steps of 1 mV in the range of –3 to 3 mV (that is, 7 scans × 16 barriers). The number of charge stability diagrams required to identify all the quantum dots scales linearly with their total number. The number of maps results from the product of the number of plungers and barrier gates, both of which scale as its square root. We emphasize that an array with individual control would also require a linear number of charge stability diagrams to infer each dot. In the analysis, we first subtract a slowly varying background to the data (with the ndimage.gaussian.filter function of the open-source SciPy

Virtual matrix

The matrix \(M\) defined by \(G = MV\), with virtual gates \(V\) and actual gates \(G\) is shown as a colour map in Supplementary Fig. 3. For the tunnel coupling experiments presented in Fig. 3, we employ additional virtual-gate systems for achieving independent control of detuning voltages \(e_{67}\) and \(U_{67}\), as well as the interdot interactions via virtual barriers \(t_{67t7}, j_{6t7}, t_{j6b7}\) and \(t_{j6t7}\). With \(SE_P\) defined as the SE plunger gate, we write

\[
\begin{bmatrix}
P5 \\
P6 \\
P7 \\
SE_P
\end{bmatrix} =
\begin{bmatrix}
0.04 & -12 \\
-0.5 & 0.9 \\
0.492 & 0.9 \\
-0.08 & -0.26
\end{bmatrix}
\begin{bmatrix}
e_{67} \\
U_{67}
\end{bmatrix}
\]

\[
\begin{bmatrix}
P6 \\
P7 \\
UB5 \\
LB7 \\
SE_P
\end{bmatrix} =
\begin{bmatrix}
-1.28 & -0.33 \\
-1.18 & -0.72 \\
1 & 0 \\
0 & 1 \\
0.15 & -0.01
\end{bmatrix}
\begin{bmatrix}
t_{67t7} \\
t_{j6t7} \\
t_{j6b7} \\
J_{j6t7}
\end{bmatrix}
\]

\[
\begin{bmatrix}
P6 \\
P7 \\
UB4 \\
LB7 \\
SE_P
\end{bmatrix} =
\begin{bmatrix}
-2.05 & -0.97 \\
-1.18 & -0.41 \\
1 & 0 \\
0 & 1 \\
-0.19 & -0.01
\end{bmatrix}
\begin{bmatrix}
t_{67t7} \\
t_{j6b7} \\
J_{j6t7}
\end{bmatrix}
\]
package version 1.7.1) and then calculate the gradient of the map (with the ndimage.gaussian_gradient_magnitude function). For a given line-cut of such two-dimensional maps, we extract the peak position using a Gaussian fit function. Due to cross-capacitance, the transition-line positions manifest a linear dependence on each of the 16 barriers, which we quantify by extracting the linear slope (Supplementary Fig. 4). After normalization to the maximum value, these parameters are named capacitive couplings ($\lambda$) and because of the grid structure of the two barriers layers, the first information of where the hole is added/removed to/from is obtained. To extract the quantum dot positions, we consider barrier layers, the first information of where the hole is added/removed (Supplementary Fig. 13). We observe that the sum of the 16 probabilities results 1. As already observed in another work, the gates cross-coupling to a specific quantum dot defined in a germanium quantum well manifest a slow falloff in space (that is, gates with a distance to the dot of >100 nm still have a considerable cross-coupling to the dot). This can be attributed to the rather large vertical distance between the gates and quantum dots (>60 nm), and is in contrast with experiments in Silicon–metal–oxide–semiconductor devices where the falloff is rather immediate due to tight charge confinement. This aspect explains why our probability $W$ at the identified quantum dot reaches a maximum of 0.25–0.50.

### Tunnel coupling evaluation

For the estimation of the tunnel coupling results presented in Fig. 4, we established an automated measurement procedure that follows this sequence: (1) we step the virtual barriers across the two-dimensional map ($t$, $j$); (2) at each barrier configuration, we take a two-dimensional ($e67$, $U67$) charge stability map (Fig. 4b–g); (3) we identify the accurate position of charge interdot via a fitting procedure of the map (Supplementary Fig. 10)$^{44}$; (4) we perform small adjustments at the $e67$ and $U67$ virtual gates to centre the interdot at the (0, 0) d.c. offset; (5) we measure the polarization line by using -0.1 kHz AWG ramps (Fig. 4c,h). For an accurate analysis, each polarization line is the result of an average of 150 traces, using a measurement integration time of 50 µs per pixel. With this method, the full $30 \times 30$ maps are taken in a few hours. We fit the traces considering an electron temperature of 138 mK and a detuning lever arm of $\alpha_\text{e} = 0.012(4) \text{ eV}$, extracted from a thermally broadened polarization line (Supplementary Fig. 13). We observe that the extracted tunnel coupling approximately follows an exponential trend as a function of barrier gates. We fit the data presented in Fig. 4e,j with the $A \times e^{-Bt}$ function, where $A$ is a prefactor, $B$ is the effective barrier lever arm and $V_\text{c}$ is the gate axis. We find that the effective barrier lever arms of $f_{\text{e}67}$ and $t_{\text{e}67}$ are $0.007 \pm 0.002$ and $0.021 \pm 0.003 \text{ mV}^{-1}$, respectively. Similarly, $f_{\text{e}67}$ and $t_{\text{e}67}$ are $0.008 \pm 0.001$ and $0.026 \pm 0.003 \text{ mV}^{-1}$, respectively. This indicates that the real barrier LB7 controls the vertical and horizontal couplings in a similar manner. Altogether, these results indicate that the lower barrier layer of UB gates is ~3 times more effective than the upper barrier layer of LB gates. This is consistent with what is found in Fig. 2b and Supplementary Fig. 5. We note that for qubit operations in such a crossbar array, it is actually necessary to fully characterize and calibrate the two-barrier tunability of all the 24 nearest neighbors. Performing this task requires improving our hardware implementation further and is beyond the scope of this work.

### Data availability

All data and analysis underlying this study are available via Zenodo at https://doi.org/10.5281/zenodo.8083119 (ref. 45).
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