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Abstract

Given a function $u \in L^2 = L^2(D, \mu)$, where $\mu$ is a measure on a set $D$, and a linear subspace $V_n \subset L^2$ of dimension $n$, we show that near-best approximation of $u$ in $V_n$ can be computed from a near-optimal budget of $Cn$ pointwise evaluations of $u$, with $C > 1$ a universal constant. The sampling points are drawn according to some random distribution, the approximation is computed by a weighted least-squares method, and the error is assessed in expected $L^2$ norm. This result improves on the results in [6, 8] which require a sampling budget that is sub-optimal by a logarithmic factor, thanks to a sparsification strategy introduced in [17, 18]. As a consequence, we obtain for any compact class $\mathcal{K} \subset L^2$ that the sampling number $\rho_{\text{rand}}(\mathcal{K})_{L^2}$ in the randomized setting is dominated by the Kolmogorov $n$-width $d_n(\mathcal{K})_{L^2}$. While our result shows the existence of a randomized sampling with such near-optimal properties, we discuss remaining issues concerning its generation by a computationally efficient algorithm.
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1 Introduction

We study the approximation of a function $u \in L^2(D, \mu)$, where $\mu$ is a measure on a set $D$, by an element $\tilde{u}$ of $V_n$, a subspace of $L^2(D, \mu)$ of finite dimension
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n, based on pointwise data of u. Therefore, to construct \( \tilde{u} \), we are allowed to evaluate u on a sample of m points \( X = \{x^1, \ldots, x^m\} \subset D^m \). In addition, we consider randomized sampling and reconstruction, in the sense that X will be drawn according to a distribution \( \sigma \) over \( D^m \), so the error \( u - \tilde{u} \) should be evaluated in some probabilistic sense. For the sake of notational simplicity, having fixed \( D \) and \( \mu \), we write throughout the paper

\[
L^2 := L^2(D, \mu) \quad \text{and} \quad \|v\| := \|v\|_{L^2} = \left( \int_D |v|^2 d\mu \right)^{1/2},
\]

as well as

\[
e_n(u) := \min_{v \in V_n} \|u - v\|.
\]

One typical applicative setting is the reconstruction of multivariate functions, which corresponds to \( D \) being a domain in \( \mathbb{R}^d \).

Our main result is the following:

**Theorem 1.** For some universal constants \( C, K \geq 1 \), and for any n-dimensional space \( V_n \subset L^2 \), there exists a random sampling \( X = \{x^1, \ldots, x^m\} \) with \( m \leq Cn \) and a reconstruction map \( R : D^m \times \mathbb{C}^m \mapsto V_n \), such that for any \( u \in L^2 \),

\[
\mathbb{E}_X \left( \|u - \tilde{u}\|^2 \right) \leq Ke_n(u)^2
\]

where \( \tilde{u} := R(x^1, \ldots, x^m, u(x^1), \ldots, u(x^m)) \).

The reconstruction map \( R \) is obtained through a weighted least-squares method introduced in [6], which has already been discussed in several papers, see [1, 5, 8, 9, 7, 15, 16]. The weights involved are given by the expression

\[
w : x \in D \mapsto n \min_{v \in V_n} \frac{\|v\|^2}{\|v(x)\|^2} = \frac{n}{\sum_{j=1}^n |L_j(x)|^2},
\]

where the last formula holds for any \( L^2 \)-orthonormal basis \( (L_1, \ldots, L_n) \) of \( V_n \), which, up to the factor \( n \), is the Christoffel function associated to the space \( V_n \) and the space \( L^2(D, \mu) \). The weighted least-squares solution is then simply defined as

\[
\tilde{u} := \arg\min_{v \in V_n} \sum_{i=1}^m w(x^i)|u(x^i) - v(x^i)|^2.
\]
Introducing the discrete $\ell^2$ norm

$$\|v\|_X^2 := \frac{1}{m} \sum_{i=1}^{m} w(x^i) |v(x^i)|^2$$ (6)

and its associated scalar product $\langle \cdot, \cdot \rangle_X$, we get a computable formula for $\tilde{u}$:

$$\tilde{u} = \arg\min_{v \in V_n} \|u - v\|_X^2 = P_{V_n}^X u,$$ (7)

where $P_{V_n}^X$ denotes the orthogonal projection on $V_n$ with respect to $\langle \cdot, \cdot \rangle_X$. Note that strictly speaking $\| \cdot \|_X$ is not a norm over $L^2$, however the existence and uniqueness of $P_{V_n}^X$ will be ensured by the second condition in Lemma 1 below, see Remark 2.

Therefore our main achievements lie in the particular choice of the random sample $X$ for ensuring the near-optimal approximation and sampling budget in Theorem 1.

Now, the proof of Theorem 1 relies on two conditions: first, the expectation of $\| \cdot \|_X^2$ has to be bounded by $\| \cdot \|_X^2$ up to a constant. Second, an inverse bound should hold almost surely, instead of just in expectation, for functions $v$ in $V_n$. More precisely, one has:

**Lemma 1.** Assume that $m$ and the law $\sigma$ of $X = \{x^1, \ldots, x^m\}$ are such that

$$\mathbb{E}(\|v\|_X^2) \leq \alpha \|v\|^2, \quad v \in L^2,$$ (8)

and

$$\|v\|^2 \leq \beta \|v\|_X^2 \quad a.s., \quad v \in V_n.$$ (9)

Then

$$\mathbb{E}(\|u - \tilde{u}\|^2) \leq (1 + \alpha \beta) e_n(u)^2.$$ (10)

**Proof.** Denote $u_n$ the orthogonal projection of $u$ on $V_n$ with respect to the $L^2(D, \mu)$ norm. Applying Pythagoras theorem both for $\| \cdot \|$ and $\| \cdot \|_X$, one obtains

$$\mathbb{E}(\|u - \tilde{u}\|^2) = \|u - u_n\|^2 + \mathbb{E}(\|u_n - \tilde{u}\|^2)$$

$$\leq \|u - u_n\|^2 + \beta \mathbb{E}(\|u_n - \tilde{u}\|_X^2)$$

$$= \|u - u_n\|^2 + \beta \mathbb{E}(\|u_n - u\|_X^2 - \|u - \tilde{u}\|_X^2)$$

$$\leq \|u - u_n\|^2 + \beta \mathbb{E}(\|u_n - u\|_X^2)$$

$$\leq (1 + \alpha \beta) \|u - u_n\|^2,$$

which proves (10) since $\|u - u_n\| = e_n(u)$. 

3
In section 2, we recall how both conditions (8) and (9) can be obtained with \( m \) quasi-linear in \( n \), that is, of order \( n \log n \). We reduce this budget to \( m \) of order \( n \) in section 3, by randomly subsampling the set of evaluation points, based on results from [17, 18]. The proof of Theorem 1 follows. We compare it to the recent results [13, 14, 19] in section 4, in particular regarding the domination of sampling numbers by \( n \)-widths. We conclude in section 5 by a discussion on the offline computational cost for practically generating the sample \( X \).

## 2 Weighted least-squares

A first approach consists in drawing the \( x^i \) independently according to the same distribution \( \rho \), that is, taking \( \sigma = \rho^\otimes m \). The natural choice for \( \rho \) is \( d\rho = \frac{1}{w} d\mu \), which is a probability measure since

\[
\int_{D} \frac{1}{w} d\mu = \frac{1}{n} \sum_{j=1}^{n} \int_{D} |L_j(x)|^2 d\mu(x) = \frac{1}{n} \sum_{j=1}^{n} \|L_j\|^2 = 1.
\]  

(11)

We denote by \( Z = \{x^1, \ldots, x^m\} \) this first random sample and by \( \| \cdot \|_Z \) the corresponding discrete \( \ell^2 \) norm. With this sampling measure,

\[
\mathbb{E}(\|v\|_Z^2) = \frac{1}{m} \sum_{i=1}^{m} \int_{D} w(x)|v(x)|^2 d\rho = \int_{D} |v|^2 d\mu = \|v\|^2,
\]  

(12)

so condition (8) is ensured for \( X = Z \) with \( \alpha = 1 \). To study the second condition, we introduce the Hermitian positive semi-definite Gram matrix

\[
G_Z := (\langle L_j, L_k \rangle_Z)_{j,k=1,\ldots,n}
\]  

(13)

and notice that (9) is equivalent to

\[
|\nu|^2 = \left\| \sum_{j=1}^{n} \nu_j L_j \right\|^2 \leq \beta \left\| \sum_{j=1}^{n} \nu_j L_j \right\|_Z^2 = \beta \nu^* G_Z \nu, \quad \nu \in \mathbb{C}^n,
\]  

(14)

which in turn rewrites as \( \lambda_{\min}(G_Z) \geq \beta^{-1} \).

By the central limit theorem, as \( m \) tends to infinity, the scalar products \( \langle L_j, L_k \rangle_Z \) converge almost surely to \( \langle L_j, L_k \rangle = \delta_{j,k} \), so \( G_Z \) converges to the identity matrix, and we expect that \( \lambda_{\min}(G_Z) \geq \beta^{-1} \) holds for \( \beta > 1 \) with high probability as \( m \)
gets large. A quantitative formulation can be obtained by studying the concentration of $G_Z$ around $I$ in the matrix spectral norm

$$\|M\|_2 := \max\{|Mx| : |x| = 1\}.$$ 

This is based on the matrix Chernoff bound, see [2, 22] for the original inequality and [5], Lemma 2.1, for its application to our problem:

**Lemma 2.** For $m \geq 10n \ln(\frac{2n}{\varepsilon})$, if $X \sim \rho^\otimes m$, then

$$\mathbb{P}\left(\|G_Z - I\|_2 \leq \frac{1}{2}\right) \geq 1 - \varepsilon. \quad (15)$$

In particular, $\mathbb{P}\left(\lambda_{\min}(G_Z) \geq \frac{1}{2}\right) \geq 1 - \varepsilon.$

Thus assumption (9) is satisfied with $\beta = 2$, but only with probability $1 - \varepsilon$. As we would like it to hold almost surely, we condition the sampling to the event

$$E := \left\{\|G_Z - I\|_2 \leq \frac{1}{2}\right\} \quad (16)$$

which defines a new sample

$$Y = Z|E. \quad (17)$$

In practice, $Y$ can be obtained through a rejection method, which consists in drawing successively sets of points $Z^1, Z^2, \ldots$ according to $\rho^\otimes m$, and defining $Y = Z^k$ for the first value $k$ such that $E$ holds. We then define $\tilde{u}$ as the weighted least-square estimator based on this conditioned sample, that is

$$\tilde{u} := P^Y_{V_n} u. \quad (18)$$

This approach was introduced and analyzed in [8], see in particular Theorem 3.6 therein. A simpler version of this result, sufficient for our purposes, is the following:

**Lemma 3.** For $m \geq 10n \ln(4n)$, if $Z \sim \rho^\otimes m$ and $Y = Z|E$, then

$$\|G_Y - I\|_2 \leq \frac{1}{2}. \quad (19)$$

and

$$\mathbb{E}_Y(\|u - \tilde{u}\|^2) \leq 5e_n(u)^2. \quad (20)$$
Proof. The first part immediately results from the definition of $Y$ and $E$, and implies condition (9) with $\beta = 2$. Moreover, $\mathbb{P}(E) \geq \frac{1}{2}$ by Lemma 2 with $\varepsilon = \frac{1}{2}$, so for any $v \in L^2(D, \mu)$,

$$
\mathbb{E}_Y(\|v\|_Y^2) = \mathbb{E}_Z(\|v\|_Z^2|E) = \mathbb{E}_Z(\|v\|_Z^2) \leq \frac{\mathbb{E}_Z(\|v\|_Z^2)}{\mathbb{P}(E)} \leq 2\|v\|^2,
$$

so condition (8) holds with $\alpha = 2$. The conclusion follows from Lemma 1. \qed

Remark 1. The number of redraws $k$ for reaching $Y$ follows a geometric law of expectation $\mathbb{E}(k) = \mathbb{P}(E)^{-1} = (1 - \varepsilon)^{-1}$, that is $\mathbb{E}(k) \leq 2$ for the particular choice of $m$ in the above lemma. It should be well noted that $u$ is not evaluated at the intermediately generated samples $Z^1, \ldots, Z^{k-1}$, which thus enter the offline cost of the sampling algorithm.

Remark 2. The fact that the Gramian $G_Y$ is non-singular implies that for any $u$ with given values $y^i$ at the points $x^i$, we can uniquely define

$$
\tilde{u} = P_{V_n}^Y u = \sum_{j=1}^n a_j L_j,
$$

since $a = (a_1, \ldots, a_n)^*$ solves the system of normal equations

$$
G_Y a = b,
$$

where the right-side vector has coordinates

$$
b_j = \langle L_j, u \rangle_Y = \frac{1}{m} \sum_{i=1}^m w(x^i) L_j(x^i) y^i.
$$

If $u$ is in $L^2$, the $y^i$ are only defined up to a representer, however since two representers $u^1$ and $u^2$ coincide $\mu$-almost surely, we find that $P_{V_n}^Y u$ is well defined almost surely over the draw of $Y$.

3 Random subsampling

With Lemma 3, we already have an error bound similar to that of Theorem 1. However, the sampling budget is larger than $n$ by a logarithmic factor, which we seek to remove in this section. To do so, we partition the sample $Y$ into subsets
of size comparable to $n$, and randomly pick one of these subsets to define the new sample. An appropriate choice of the partitioning is needed to circumvent the main obstacle, namely the preservation of condition (9). It relies on the following lemma, taken from Corollary B of [18], itself a consequence of Corollary 1.5 in [17]. The relevance of these two results to sampling problems were exploited in [19] and noticed in [10], respectively.

**Lemma 4.** Let $a_1, \ldots, a_m \in \mathbb{C}^n$ be vectors of norm $|a_i|^2 \leq \delta$ for $i = 1, \ldots, m$, satisfying

$$\alpha I \leq \sum_{i=1}^{m} a_i a_i^* \leq \beta I$$

for some constants $\delta < \alpha \leq \beta$. Then there exists a partition of $\{1, \ldots, m\}$ into two sets $S_1$ and $S_2$ such that

$$\frac{1 - 5\sqrt{\delta/\alpha}}{2} \alpha I \leq \sum_{i \in S_j} a_i a_i^* \leq \frac{1 + 5\sqrt{\delta/\alpha}}{2} \beta I, \quad j = 1, 2. \quad (26)$$

In Lemma 2 of [18] this result is applied inductively in order to find a smaller set $J \subset \{1, \ldots, m\}$ of cardinality $|J| \leq cn$ such that

$$C^{-1} I \leq \frac{m}{n} \sum_{i \in J} a_i a_i^* \leq CI, \quad (27)$$

for some universal constants $c, C > 1$. We adapt this approach in order to obtain a complete partition of $\{1, \ldots, m\}$ by sets having such properties.

**Lemma 5.** Let $a_1, \ldots, a_m \in \mathbb{C}^n$ be vectors of norm $|a_i|^2 = \frac{m}{m}$ for $i = 1, \ldots, m$, satisfying

$$\frac{1}{2} I \leq \sum_{i=1}^{m} a_i a_i^* \leq \frac{3}{2} I. \quad (28)$$

Then there exists an integer $L$ and a partition of $\{1, \ldots, m\}$ into $2^L$ sets $J_1, \ldots, J_{2^L}$ such that

$$c_0 I \leq \frac{m}{n} \sum_{i \in J_k} a_i a_i^* \leq C_0 I, \quad 1 \leq k \leq 2^L, \quad (29)$$

with universal constants $c_0$ and $C_0$. In addition, each set $J_k$ satisfies

$$|J_k| \leq C_0 n. \quad (30)$$
Proof. The cardinality estimate (30) follows from the upper inequality in (29) by taking the trace
\[ nC_0 = \text{tr}(C_0 I) \geq \frac{m}{n} \sum_{i \in J_k} \text{tr}(a_i a_i^*) = \frac{m}{n} |J_k| \frac{n}{m} = |J_k|. \quad (31) \]

For the proof of (29), if \( n/m \geq 1/200 \), then the result holds with \( L = 0 \), \( J_1 = \{1, \ldots, m\} \), \( c_0 = 1/2 \) and \( C_0 = 300 \). Now assuming \( \delta := n/m < 1/200 \), define by induction \( \alpha_0 = \frac{1}{2}, \beta_0 = \frac{3}{2} \), and
\[ \alpha_{\ell+1} := \alpha_\ell - \frac{5\sqrt{\delta/\alpha_\ell}}{2}, \quad \beta_{\ell+1} := \beta_\ell + \frac{5\sqrt{\delta/\alpha_\ell}}{2}, \quad \ell \geq 0. \quad (32) \]

As \( \alpha_{\ell+1} \leq \frac{\alpha_\ell}{2} \), the minimal integer \( L \) such that \( \alpha_L \leq 100\delta \) is well defined, and satisfies
\[ \alpha_L = \alpha_{L-1} - \frac{5\sqrt{\delta/\alpha_{L-1}}}{2} > 100\delta - \frac{5\sqrt{1/100}}{2} = 25\delta. \quad (33) \]

Moreover \( \alpha_\ell \geq 2^{L-\ell-1}\alpha_{L-1} \geq 2^{L-\ell-1}100\delta \) for \( \ell = 0, \ldots, L - 1 \), so
\[ \beta_L = 3\alpha_L \prod_{\ell=0}^{L-1} \frac{1 + 5\sqrt{\delta/\alpha_\ell}}{1 - 5\sqrt{\delta/\alpha_\ell}} \leq C\delta, \quad (34) \]

with \( C := 300 \prod_{\ell \geq 2} \frac{1 + \sqrt{2} - \ell}{1 - \sqrt{2} - \ell} \).

Finally, we inductively define partitions \( \{S^\ell_1, \ldots, S^\ell_2\} \) for \( 0 \leq \ell \leq L \): start with \( S^0_1 = \{1, \ldots, m\} \) and for any \( \ell, j \), noticing that
\[ \alpha_\ell I \leq \sum_{i \in S^\ell_j} a_i a_i^* \leq \beta_\ell I, \quad (35) \]

apply Lemma 4 to split \( S^\ell_j \) into subsets \( S^{\ell+1}_{2j-1} \) and \( S^{\ell+1}_{2j} \) satisfying the same property. At the last step, we define
\[ J_k = S^L_k. \quad (36) \]

The framing (29) thus holds with \( c_0 = \alpha_L/\delta \geq 25 \) and \( C_0 = \beta_L/\delta \leq 11000. \]
Proof of Theorem 1: Define
\[ a_i = \left( \sqrt{\frac{w(x^i)}{m}} L_j(x^i) \right)_{j=1,\ldots,n} \] (37)
the normalised random vectors corresponding to the sample \( Y = \{x^1, \ldots, x^m\} \) introduced in the previous section. As
\[ \frac{1}{2} I \leq G_Y = \sum_{i=1}^{m} a_i a_i^* \leq \frac{3}{2} I \] (38)
and
\[ |a_i|^2 = \frac{1}{m} w(x^i) \sum_{j=1}^{n} |L_j(x^i)|^2 = \frac{n}{m} \] (39)
thanks to the choice of weights (4), the assumptions of Lemma 5 are satisfied. Applying this lemma, we obtain sets \( J_1, \ldots, J_{2L} \) partitioning \( \{1, \ldots, m\} \). Let \( \kappa \) be a random variable taking value \( k \in \{1, \ldots, 2^L\} \) with probability \( p_k = |J_k|/m \), and create a random subsampling \( X \) of \( Y \) through
\[ X = \{x^i \in Y : i \in J_\kappa\}. \] (40)
Then the budget condition \( |X| = |J_\kappa| \leq C_0 n \) is satisfied according to (30). Here, we define the discrete norm as
\[ \|v\|_X^2 := \frac{1}{|X|} \sum_{i \in J_\kappa} w(x^i) |v(x^i)|^2, \] (41)
and the associated Gram matrix
\[ G_X := \langle L_j, L_k \rangle_X = \frac{m}{|J_\kappa|} \sum_{i \in J_\kappa} a_i a_i^*. \] (42)
The weighted least-squares estimate is now defined as
\[ \tilde{u} := \arg\min_{v \in V_\kappa} \frac{1}{|X|} \sum_{i \in J_\kappa} w(x^i) |u(x^i) - v(x^i)|^2, \] (43)
and it thus depends on the random draws of both \( Y \) and \( \kappa \). Condition (9) follows from the lower inequality in (29) with \( \beta = \frac{c_0}{c_0} \) since
\[ G_X \geq \frac{m}{|J_\kappa|} \frac{n}{m} c_0 I \geq \frac{c_0}{C_0} I. \] (44)
Finally, we have for any $v \in L^2(D, \mu)$

$$E_X(\|v\|_X^2) = E_Y \left( \sum_{k=1}^{2^L} \frac{p_k}{|J_k|} \sum_{i \in J_k} w(x^i)|v(x^i)|^2 \right) = E_Y(\|v\|_Y^2) \leq 2e_n(u)^2,$$  \hspace{1cm} (45)

so condition (8) holds with $\alpha = 2$. Applying Lemma 1, we conclude that (8) holds with $C = C_0$ and $K = 1 + 2 \frac{C_0}{e_0}$.

\[\square\]

4 Comparison with related results

In order to compare Theorem 1 with several recent results [10, 12, 19, 23], we consider its implication when the target function $u$ belongs to a certain class of functions $\mathcal{K}$ that describes some prior information on $u$, such as smoothness.

Recall that if $V$ is a Banach space of functions defined on $D$ and $\mathcal{K} \subset V$ is a compact set, its Kolmogorov $n$-width is defined by

$$d_n(\mathcal{K})_V := \inf_{\dim V_n = n} \sup_{u \in \mathcal{K}} \inf_{v \in V_n} \|u - v\|_V,$$  \hspace{1cm} (46)

where the first infimum is taken over all linear spaces $V_n \subset V$ of dimension $n$. This quantity thus describes the best approximation error that can be achieved uniformly over the class $\mathcal{K}$ by an $n$-dimensional linear space.

On the other hand, building a best approximation of $u$ requires in principle full knowledge on $u$, and we want to consider the situation where we only have access to a limited number of point evaluations. This leads one to consider the sampling numbers, also called optimal recovery numbers, both in the deterministic and randomized settings.

For deterministic samplings, we define the (linear) sampling numbers

$$\rho_{m}^{\text{det}}(\mathcal{K})_V := \inf_{X, R_X} \max_{u \in \mathcal{K}} \|u - R_X(u(x^1), \ldots, u(x^m))\|_V,$$  \hspace{1cm} (47)

where the infimum is taken over all samples $X = \{x^1, \ldots, x^m\} \in D^m$ and linear reconstruction maps $R_X : C^m \to V$. For random samplings, we may define similar quantities by

$$\rho_{m}^{\text{rand}}(\mathcal{K})_V^2 := \inf_{X, R_X} \max_{u \in \mathcal{K}} \mathbb{E}(\|u - R_X(u(x^1), \ldots, u(x^m))\|_V^2),$$  \hspace{1cm} (48)

where the infimum is taken over all random variables $X = \{x^1, \ldots, x^m\} \in D^m$ and linear reconstruction maps $R_X : C^m \to V$. Note that a deterministic sample
can be viewed as a particular choice of random sample following a Dirac distribution in $D^m$, and therefore
\[ \rho_m^{\text{rand}}(\mathcal{K})_V \leq \rho_m^{\text{det}}(\mathcal{K})_V. \] (49)

Sampling numbers may also be defined without imposing the linearity of $R_X$, leading to smaller quantities. In what follows, we shall establish upper bounds on the linear sampling numbers, which in turn are upper bounds for the nonlinear ones. We refer to [20] for an introduction and study of sampling numbers in the context of general linear measurements, and to [21] that focuses on point evaluation, also termed as standard information.

By optimizing the choice of the space $V_n$ used in Theorem 1, we obtain as a consequence that, for $V = L^2 = L^2(D, \mu)$, the sampling numbers in the randomized setting are dominated by the Kolmogorov $n$-widths.

**Corollary 1.** For any compact set $\mathcal{K} \subset L^2$, one has
\[ \rho_{C^n}(\mathcal{K})_{L^2} \leq Kd_n(\mathcal{K})_{L^2}, \] (50)
where $C$ and $K$ are the same constants as in Theorem 1.

**Remark 3.** The bound (50) cannot be attained with independent and identically distributed sampling points $x^1, \ldots, x^m$. Indeed, consider the simple example, already evoked in [22], where $D = [0, 1]$, $\mu$ is the Lebesgue measure, $V_n = \left\{ \sum_{i=1}^n a_i X \left[ \frac{i-1}{n}, \frac{i}{n} \right], (a_1, \ldots, a_n) \in C^n \right\}$ (51)
is a space of piecewise constant functions, and $\mathcal{K} = \{ u \in V_n, \| u \|_{L^\infty} \leq 1 \}$. Then $\mathcal{K} \subset V_n$ so $d_n(\mathcal{K})_{L^2} = 0$, and an exact reconstruction $R_X u = u$ is possible if and only if $X$ contains at least one point in each interval $\left[ \frac{i-1}{n}, \frac{i}{n} \right]$. Thus $\rho_n^{\text{det}}(\mathcal{K})_{L^2} = 0$, but in the case of i.i.d measurements, $m$ has to grow like $n \log n$ to ensure this constraint, due to the coupon collector’s problem.

**Remark 4.** In [11], a result similar to Theorem 1 is obtained under the extra assumption of a uniform bound on $e_n(u)/e_{2n}(u)$, yielding the validity of (50) assuming a uniform bound on $d_n(\mathcal{K})_{L^2}/d_{2n}(\mathcal{K})_{L^2}$. The recovery method used in [11] is not of least-square type, but rather an elaboration of the pseudo-spectral approach that would simply approximate the inner products $\langle u, L_j \rangle = \int_D u L_j d\mu$ by a quadrature, using a hierarchical approach introduced in [24].
Ideally, one would like a “worst case” or “uniform” version of Theorem 1 in the form
\[
\rho_{C_n}^\text{det}(K)_{L^2} \leq K d_n(K)_{L^2},
\]
but it is easily seen that such an estimate cannot be expected for general compact sets of $L^2$, due to the fact that pointwise evaluations are not continuous in $L^2$ norm.

It is however possible to recover such uniform estimates by mitigating the non-achievable estimate (52) in various ways. One first approach, developed in [14, 23], gives an inequality similar to (52), with $d_n(K)_{L^2}$ replaced by $d_n(K)_{L^\infty}$.

It is based on the following lemma, see Theorem 2.1 in [23], which we recall for comparison with our Lemma 1:

**Lemma 6.** Assume that $\mu$ is a finite measure of mass $\mu(D) = M < \infty$, that the constant functions belong to $V_n$, and that there exists a sample $X = \{x^1, \ldots, x^m\}$ and weights $w^i$ such that the discrete norm
\[
\|v\|_X^2 = \frac{1}{|X|} \sum_{i=1}^m w_i |v(x^i)|^2
\]
(53)
satisfies a framing
\[
\beta^{-1} \|v\|^2 \leq \|v\|_X^2 \leq \alpha \|v\|^2, \quad v \in V_n.
\]
(54)

Then
\[
\|u - P_{V_n}^X u\| \leq \sqrt{M} \left(1 + \sqrt{\alpha \beta} \right) e_n(u)_{L^\infty},
\]
(55)
where $e_n(u)_{L^\infty} = \min_{v \in V_n} \|u - v\|_{L^\infty}$.

**Proof.** For any $v \in L^2$, we have $\|v\|^2 \leq M \|v\|_{L^\infty}^2$, and as $1 \in V_n$,
\[
\|v\|_X^2 \leq \|1\|_X^2 \|v\|_{L^\infty}^2 \leq \alpha \|1\|_{L^\infty}^2 \|v\|_{L^\infty}^2 = \alpha M \|v\|_{L^\infty}^2.
\]
(56)

Hence
\[
\|u - P_{V_n}^X u\| \leq \|u - v\| + \|v - P_{V_n}^X u\|
\leq \|u - v\| + \sqrt{\beta} \|v - P_{V_n}^X u\|_X
\leq \|u - v\| + \sqrt{\beta} \|v - u\|_X
\leq (\sqrt{M} + \sqrt{\alpha \beta M}) \|u - v\|_{L^\infty},
\]
and we conclude by optimizing over $v \in V_n$. 
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Here, in contrast to the derivation of (10) in Lemma 1, one only uses the framing property (54), and does not need the condition $E(\|v\|_{X}^{2}) \leq \alpha \|v\|^{2}$. For this reason, one may achieve the above objective with a simpler sparsification approach proposed in [4] and adapted in [14], which performs a greedy selection of the points $x^{i}$ within the sample $Y$, together with the definition of weights $w_{i}$ associated with these points. If the initial sample $Y$ satisfies

$$\frac{1}{2} I \leq G_{Y} \leq \frac{3}{2} I,$$  \hspace{1cm} (57)

then, for any $c > 1$ the selection algorithm produces a sample $X$ of at most $cn$ points such that (54) holds with $\alpha = \frac{3}{2} \left(1 + \frac{1}{\sqrt{c}}\right)^{2}$ and $\beta^{-1} = \frac{1}{2} \left(1 - \frac{1}{\sqrt{c}}\right)^{2}$.

Optimizing the choice of $V_{n}$ (but imposing that constant functions are contained in this space), this leads to the following comparison result between deterministic optimal recovery numbers in $L^{2}$ and $n$-widths in $L^{\infty}$: for any compact set $K \in C(D)$, one has

$$\rho_{\text{det}}^{n}(K)_{L^{2}} \leq C \sqrt{M} d_{n-1}(K)_{L^{\infty}},$$ \hspace{1cm} (58)

where $C$ depends on $c > 1$. For $c = 2$, one can take $C = 11$. We refer to [14, 23] where this type of result is established.

Another approach consists in making pointwise evaluations continuous by restriction to the case where $K = B_{H}$ is the unit ball of a reproducing kernel Hilbert space $H \subset L^{2}$, and assuming that the sequence $(d_{n}(B_{H})_{L^{2}})_{n \geq 1}$ is $\ell^{2}$-summable. The following result from [19], also based on the sparsification techniques from [17], improves on a bound found in [12]

$$\rho_{\text{det}}^{n}(B_{H})_{L^{2}}^{2} \leq K \frac{\log n}{n} \sum_{k \geq n} d_{k}(B_{H})_{L^{2}}^{2},$$ \hspace{1cm} (59)

More general compact classes $K$ of $L^{2}$, such that point evaluations are well defined on functions of $K$, are considered in [13], where the following general result is established: if

$$d_{n}(K)_{L^{2}}^{2} \leq C n^{-\alpha} \ln(n + 1)^{\beta}, \hspace{1cm} n \geq 0,$$ \hspace{1cm} (60)

for some $\alpha > 1$ and $\beta \in \mathbb{R}$, then

$$\rho_{\text{det}}^{n}(K)_{L^{2}}^{2} \leq \tilde{C} n^{-\alpha} \ln(n + 1)^{\beta+1}, \hspace{1cm} n \geq 0.$$ \hspace{1cm} (61)

In the above results, the additional logarithmic factor appears as a residual of the result obtained before sparsification, contrarily to the bounds (50) and (58), which
do not explicitly depend on the size of the initial sample Y. This results in a gap of a factor \( \log n \) between (59), (61) and known lower bounds for \( \rho_n^{\det}(K)^2_{L^2} \), see [19].

5 Computational aspects

The various results (50), (58), (59), (61) ensure the existence of good sampling and reconstructions algorithms in various settings. We end by a discussion on the computational cost of these strategies.

For the weighted least-squares methods corresponding to samples \( Z \) and \( Y \), the most expensive step consists in assembling the matrix \( G_Z \) as a sum of \( m \) matrices of size \( n \), so the algorithmic complexity is of order \( O(mn^2) = O(n^3 \log n) \). Besides, to obtain \( G_Y \), this step may need to be repeated a few times, as explained in Remark [1] but this only affects the offline complexity by a small random factor.

Note that we assumed that an orthogonal basis \( (L_1, \ldots, L_n) \) of \( V_n \) is explicitly known, which might not be the case for irregular domains \( D \). However, under reasonable assumptions on \( D \) or \( V_n \), one can compute an approximately orthogonal basis \( (\tilde{L}_1, \ldots, \tilde{L}_n) \), either by performing a first discretization of \( D \) with a large number of points, or by using a hierarchical method on a sequence of nested spaces \( V_1 \subset \cdots \subset V_n \), see [1, 3, 5, 8, 15, 16]. These additional steps have complexities \( O(K_n n^2) \) and \( O(n^4) \) respectively, where \( K_n \) is the maximal value of the inverse Christoffel function \( \sum_{j=1}^{n} |L_j|^2 \) which might grow more than linearly with \( n \) for certain choices of spaces \( V_n \). Results similar to Lemma 3 have been obtained in the above references, with \( (L_j)_{j=1,...,n} \) replaced by \( (\tilde{L}_j)_{j=1,...,n} \).

One could stop at this point and compute the approximation \( \tilde{u} = P_{V_n}^Y u \), which satisfies error bounds both in expectation when comparing to \( e_n(u) \), see Lemma 3, or uniformly when comparing to \( e_n(u)_{L^\infty} \), see Theorem 1 (iii) in [6]. Once the measurements of \( u \) are performed, the computation of \( \tilde{u} \) requires to solve a \( n \times n \) linear system as in Remark 2 so the online stage takes a time \( O(\tau n \log n + n^3) \), where \( \tau \) is the cost of each measurement of \( u \).

However, in applications where the evaluation cost \( \tau \) becomes very high (for example when each evaluation \( x \mapsto u(x) \) requires solving a PDE by some numerical code, or running a physical experiment), further reduction of the size of the sample may prove interesting, and justifies the interest for sparsification methods.

The greedy selection method from [4], which is used in [23] and leads to (58), has a complexity in \( O(mn^3) = O(n^4 \log n) \), but it can only be applied to the worst-case setting, with the uniform error bound \( e_n(u)_{L^\infty} \).
On the other hand, the iterative splitting method that we have used in this paper following the ideas from [17, 19] is not easily implemented, and one obvious method consists in testing all partitions of \( \{1, \ldots, m\} \) into sets \( S_1 \) and \( S_2 \) when applying Lemma 4. Note that this lemma is in practice used \( L \) times, with \( L = \mathcal{O}(\log \log n) \) since \( 2^L = \mathcal{O}(\frac{m}{n}) = \mathcal{O}(\log n) \). The algorithm consisting in subdividing the sample \( L \) times, each time checking that the Gram matrices corresponding to \( S_1 \) and \( S_2 \) are well conditioned, and keeping one such subset at random, thus has an exponential complexity \( \mathcal{O}(2^m n^3) = \mathcal{O}(n^c n) \). Having a different strategy that would produce the random sample in polynomial time is currently an open problem to us. Note that the hierarchical Monte-Carlo approaches from [24, 11] have similar optimal error bounds with an optimal sampling budget, and without exponential complexity in the generation of samples, however under the additional assumption that is described in Remark 4.

We summarise these computational observations in the following table, which illustrates the conflicts between reducing the sampling budget, ensuring optimal approximation results, and maintaining a reasonable cost for sample generation.

| Sampling complexity | Sample cardinality \( m \) | Offline complexity | \( \mathbb{E}(\|u - \tilde{u}\|^2) \leq C e_n(u)^2 \) | \( \|u - \tilde{u}\|^2 \leq C e_n(u)^2_{L,\infty} \) |
|---------------------|-----------------------------|------------------|------------------------|------------------------|
| Conditioned         | \( 10n \log(4n) \)          | \( \mathcal{O}(n^3 \log n) \) | ✓                      | ✓                      |
| + Deterministic sparsification [4] | \( (1 + \varepsilon)n \) | \( \mathcal{O}(n^4 \log n) \) | ✗                      | ✓                      |
| + Random sparsification [17] | \( Cn \) | \( \mathcal{O}(n^{cn} \rightarrow \mathcal{O}(n^r) \) | ✓                      | ✓                      |

As a final remark, let us to emphasize that although the results presented in our paper are mainly theoretical and not practically satisfactory, due both to the computational complexity of the sparsification, and to the high values of the numerical constants \( C \) and \( K \) in Theorem 1, they provide some intuitive justification to the boosted least-squares methods presented in [8], which consist in removing points from the initial sample as long as the corresponding Gram matrix \( G_X \) remains well conditioned. For instance, Lemma 4 allows to keep splitting the sample even after \( L \) steps, if one still has a framing \( \frac{1}{2} I \leq G_X \leq \frac{3}{2} I \) and a sufficiently large ratio \( \frac{|X|}{n} \). Nevertheless, it would be of much interest to find a randomized version of [4] giving a bound of the form (50), since this would give algorithmic tractability, smaller values for \( C \) and \( K \), and the possibility to balance these constants in
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