The Presence of Another Individual Influences Listening Effort, But Not Performance
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INTRODUCTION

Humans have a fundamental need to create and maintain social connections (Liebman 2013). Because of this need, human behavior and underlying cognitive processes have often been found to be affected by the social context of a situation (Guerrin & Innes 1984; Baumeister et al. 2002; Gere & MacDonald 2010). Listening often occurs when communicating with others; therefore, it is reasonable to assume that many listening scenarios have a social context. It is very well possible that the listening process is influenced by that context. However, social context is often overlooked in cognitive hearing research that looks at speech perception in noise and listening effort. Advancing our knowledge in this area could help us identify social context properties that might have a negative or positive influence on listening and listening effort. This could be useful when further examining the cognitive burden of HI. Social context could be important to consider when developing new interventions and technologies for those affected with hearing impairment.

In their consensus paper on listening effort, Pichora-Fuller et al. (2016) touched upon the subject of social context and noted that “some listeners find that the intellectual and social benefits of listening and conversing increase motivation and add value to expending effort” (page 6). This is true for people with hearing impairment, who report that social connectedness is an important reason for them to spend effort on listening (Matthen 2016; Hughes et al. 2018). Furthermore, it is in agreement with findings by Beechey et al. (2020a, 2020b). The authors observed that the benefits of conversation added value to expending effort when they elicited natural conversations between test participants. They also argued that a distinction can be made between effort spent to maintain a conversation and effort spent to just listen. According to the World Health Organization’s International Classification of Functioning, Disability and Health, and the adaptation of this framework to hearing, these operate on a different level of human functioning (Kiessling et al. 2003). Listening is the process of hearing with intent and attention. It is an activity. Communication requires the bidirectional transfer of information, meaning, or intent between two or more people (Kiessling et al. 2003). Following this line of reasoning, listening effort can be regarded as an individual cognitive process, which is not necessarily tied to effort that is allocated to maintain a conversation. The current study aimed to explore if listening as an individual process can be affected by social context. Specifically, one aspect of social context was considered, namely the presence of another participant (copresence) during a speech perception task.

Research considering the combination of social and cognitive psychology has found that many cognitive processes can be influenced by the social context of a task. For example, Pickett et al. (2004) observed a positive relationship between a high...
need for social connectedness and the accuracy with which participants decoded socially relevant cues, such as vocal tone and facial expression. Based on these findings, the authors theorized that persons with high belongingness needs would spend additional effort on the perception of social cues. Similarly, DeWall et al. (2008) falsely told participants that their personality test scores indicated they would likely end up alone later in life and found this increased the participants’ performance on tasks that were framed as an indicator of social success. The authors suggested this indicates that the participants tried to compensate for news of future social unfulfillment by spending additional effort on a task that, they believed, measured their social capabilities. These studies show that when social wellbeing is threatened, it can result in an increase of effort and the resultant performance. Such effects are useful as they help to maintain or improve social wellbeing. Similar effects are found for social evaluative threat. Theories on social evaluative threat suggest that humans are fundamentally motivated to preserve the social self. When one’s social status or value is threatened through the potential of negative evaluations by others (regardless of whether evaluation actually occurs or not), this is responded to by a state of heightened arousal (Rohleder et al. 2007). This state is thought to reflect a reallocation of cognitive resources and helps to overcome future challenges (Dickerson et al. 2004).

Copresence has been found to influence effort and task performance as well. For example, it has been shown that many animal species (including humans) tend to perform and spend effort differently in the presence of a conspecific (Belletier et al. 2019). Copresence may decrease performance on difficult tasks and increase performance on easy tasks compared with tasks performed in isolation. This is known as social facilitation-and-impairment (SFI). While the cognitive origins of these phenomena are still debated, they might relate to increased motivation (McFall et al. 2009) or to attentional mechanisms (Monfardini et al. 2016; Steinmetz & Pfattheicher 2017).

Copresence should thus be considered a relevant factor that may influence someone’s listening activity in real life. Currently, little is known how copresence influences someone’s performance on a standard speech perception in noise task administered in the laboratory. It is also unknown how copresence influences effort invested during such a task. While speech perception in noise tasks seem to better reflect daily life listening than clinical tests like pure-tone and speech audiometry (Kramer et al. 1996; Spyridakou & Bamiou 2015), they still lack ecological validity (Keidser et al. 2020) in that characteristics of the social context are not taken into account. Even though the real-life social context of listening is much more complex than the mere presence of another person, a relatively simple manipulation was preferred in this study because of the novelty of this aspect. We aimed to investigate the effect of copresence on speech perception in noise performance and effort invested during the test. There is some early work describing SFI in a listening context (Beatty 1980; Beatty & Payne 1984), but it did not consider changes in effort as measured by physiological outcome measures.

In an attempt to gain insight into cognitive processes involved in listening, hearing research started considering the concept of listening effort. The Framework for Understanding Effortful Listening defines listening effort as “the deliberate allocation of mental resources to overcome obstacles in goal pursuit when carrying out a [listening] task” (Pichora-Fuller et al. 2016, p. 5). Several physiological measures have been used to assess listening effort, of which pupillometry is the most widely used (Zekveld et al. 2018). The autonomic pupil dilation response reflects the balance between sympathetic and parasympathetic nervous system activity (Kahneman 1973). Although the relative contribution of both nervous systems is complex, part of the dilation response is thought to be indicative of mental effort (Eckstein et al. 2017).

The aim of this study was to manipulate copresence during a standard listening task to examine if this affected performance and the investment of effort, as measured by pupillometry. This was done by having participants perform the task both alone and in the presence of another individual (in a dyad). The difficulty of the task was manipulated by changing the target proportion of correctly repeated sentences, resulting in three difficulty conditions. Additionally, participants were presented with sentences they had to repeat (dubbed active listening) and with sentences they did not have to repeat (dubbed passive listening). For an overview of the experimental design see Figure 1 (right side). We hypothesized that pupil dilations and performance would be impacted when a listening task was completed in the presence of another individual relative to when completed alone.

---

**Fig. 1.** A. Schematic display of the test setup when two participants were present. Participants were oriented at a 140° angle from each other and were placed so that the center of their head was 2-m away from the speaker. B. Schematic representation of a test session. Participant A always repeated odd-numbered sentences, while participant B always repeated even-numbered sentences. They did this both alone and together at three different intelligibility levels, the order of which was randomized.
MATERIALS AND METHODS

Participants

Thirty-four participants were recruited at the Vrije Universiteit and Amsterdam University Medical Center to participate in this study. Data from five participants had to be discarded (see Results section), leaving 29 participants (8 males) with ages ranging from 18 to 46 years (mean = 24.1, SD = 6.1). All participants had normal hearing, defined as pure-tone thresholds of ≤20 dB HL at all octave frequencies between 0.5 and 4 kHz, in both ears. They had no history of neurological or psychological disorders, diabetes, or eye-related diseases. After their participation, participants received 15 euros for their time. All participants provided written consent. Approval for this study was granted by the medical ethical research committee of the Amsterdam University Medical Center, location VUmc under reference number 2018.308.

The sample size was based on a power analysis accounting for a 2 x 3 repeated measures ANOVA design and an effect size of partial $\eta^2$ = 0.30, which was found for pupil reactivity in response to social inclusion (Sleegers et al. 2017). It revealed that 7 participants were needed to achieve sufficient experimental power. Additional participants were added for redundancy and to account for uncertainty of the effect size of the social presence manipulation. Because of multiple missing data points and the added fixed factor (whether or not participants had to repeat a sentence), it was later opted to use linear mixed effect modeling. Power was reassessed post hoc using the Simr package (Green & MacLeod 2016) in R for data simulation. Parameters for simulating the data were derived from fitting the planned model to data from the first eight participants. Slopes of the fixed effects were reduced to estimate the required power to detect smaller effects. Running simulations revealed that at least 28 participants were required to reach sufficient power, justifying the number of recruited participants.

Measurements

Speech Task • Speech performance was measured with an adaptive speech reception threshold (SRT) task (Plomp & Mimpen 1979). Participants were required to listen to and repeat Dutch sentences spoken by a female voice. The sentences were taken from earlier work by Versfeld et al. (2000) and varied in duration, from 1.4 to 2.0 seconds. One example of these sentences is “Ze moeten morgen weer vroeg op,” which translates to “They have to get up early again tomorrow.” To assess listening in noise performance, sentences were masked by a stationary noise masker, which started 3 seconds before sentence onset. The masker, also taken from Versfeld et al. (2000), was designed such that its spectral shape was similar to the long-term average of the sentence material (Festen & Plomp 1990). Participants completed six blocks of 36 sentences, of which they had to repeat half of the sentences. Sentence lists were compiled before the start of the study and randomly assigned to experimental conditions. Participants heard no sentence more than once.

The difficulty within a block was manipulated using Kaernbach’s (1991) adaptive procedure to estimate 20% (step-size of 0.8 dB up and 3.2 dB down), 50% (step-size of 2 dB up and down), or 80% (step-size of 3.2 dB up and 0.8 dB down) sentence intelligibility. The signal-to-noise ratios (SNRs) of the first trial in each block were based on a rough estimation of the SRTs expected for this population, as derived from Ohlenforst et al. (2017). For 20% intelligibility, the first trial started at –8 dB SNR, for 50% this was at –6 dB SNR, and for 80% this was at –4 dB SNR. Trials were marked correct if the full sentence was repeated correctly. Compared with word scoring, full sentence scoring generally results in relatively high SNRs, which are more representative of realistic conditions (Smids et al. 2015). Target sentence and masker intensity were changed depending on the SNR, while the overall sound pressure level remained fixed at 65 dB SPL. All participants completed one block of each intelligibility level once while doing the test alone, and once while doing it in the presence of another participant.

The task required participants to alternate between repeating and not repeating a target sentence to create both “active” (when participants were tasked to repeat a sentence) and “passive” (when they were not) listening situations. When two participants were present, they took turns repeating the sentences (each repeating 18 sentences per block). When a participant was alone, every other sentence was unrepeated. To avoid artifacts in the pupil data, no visual or auditory indicators were used to inform participants when they had to repeat a sentence and when not to. This means participants had to monitor for themselves which sentences to repeat. On the few occasions that participants lost track, the experimenter intervened. When participants were tested alone, the SNRs of the passive listening trials varied around the average SRT expected at that level of intelligibility for this population using step sizes like the ones described above. The exact pattern of SNRs for these sentences was identical for all participants and was derived from pilot data. Performance was assessed using SRTs, which were calculated by averaging the SNRs at which sentences 5 to 18 were presented. The first four SNRs were not included because the adaptive procedures had not stabilized yet in these trials.

Pupil Dilation • During each trial, pupil dilations were recorded from the onset of the masker until the offset of the three seconds of noise after the sentence. From the average of these recordings, baseline pupil size (BPS) and peak pupil dilation (PPD) were extracted. PPD in this context is considered to reflect a change in effort caused by listening to the target sentence in noise (Zekveld et al. 2018) and was therefore used as an objective measure of listening effort. The data acquired during the 3 seconds of noise after target sentence offset were included in the analysis to account for the slow pupil response (Winn et al. 2018). This interval did not include the window in which the participants responded.

Subjective Rating • To gain insight into the subjective experience of participants, four rating scales from Zekveld et al. (2010) were presented to participants after each block of sentences. Participants were asked to rate their perceived effort and performance, how often they gave-up listening, and how difficult the task was for them. Answers were given on a scale from 1 to 10, with one decimal precision. All scales were supplemented with labels corresponding to the numbers on the scale. For the full scales with accompanying labels, see Appendix A in Supplemental Digital Content 1, http://links.lww.com/EANDH/A797.

Connectedness Questionnaires • It was expected that some dyads might connect with one another more than others (e.g., through short conversations between blocks of sentences), adding additional variability to the copresence manipulation. To assess if such variability affected the data, a connectedness questionnaire was added, as well as a scale measuring overlap.
between the self and the other. The used questionnaire was derived from the Connectedness for Groups questionnaire by Leach et al. (2008), which was initially intended to study feelings of connectedness within groups. Five of the original 14 items in the questionnaire were used. Items were chosen based on their applicability to dyads. Participants rated their experience of connectedness to the other participant by rating their agreement with each statement on a 7-point scale ranging from one (strongly disagree) to seven (strongly agree). The scales were labeled at the extremes and participants could choose any integer from 1 to 7. A lower score indicated less connectedness. An example statement is “Ik voel mij verbonden met de andere participant,” which translates to “I feel connected to the other participant.” A full list of the “connectedness for groups” questionnaire statements can be found in Appendix A in Supplemental Digital Content 1 (http://links.lww.com/EANDH/A797). Item scores on the questionnaire were averaged to produce a single score per participant. The Other-in-Self scale (Aron et al. 1992) was also used and had participants select which of five images best displayed their feeling of connectedness to the other participant, using images of two circles that overlapped in different amounts. The scale was coded by assigning ascending values (1 to 5) to each image where lower values corresponded to less overlap between the other and self.

Procedure

Participants were tested in dyads in partly overlapping test sessions. Participants were paired based solely on availability and assurance that they were unacquainted with each other. After signing informed consent, participant A completed a pure-tone audiogram at 500, 1000, 2000, and 4000 Hz to check his/her hearing status and then completed the SRT task. For this task, the participant was seated behind the left of two desks in a large room. The room was treated to minimize reverberation and noise from outside and was lit by eight fluorescent bars at approximately 300 lx. The two desks were oriented at a 140° from each other and placed at an equal distance of 2 m from a loudspeaker (see Figure 1, left). The participant was instructed to repeat each odd numbered sentence (see Figure 1, right) after the masker noise ended while keeping their gaze fixed on the loudspeaker. The experimenter controlled the SRT task and monitored the pupil recordings from an adjacent room. A microphone allowed the experimenter to listen to the sentence repetitions. Participants were aware that the experimenter could hear but not see them. Participant A completed three blocks of sentences (20% and 80% intelligibility). After each block, the participant was asked to complete the subjective rating scales.

Next, participant A had a 15-minute break while participant B gave written informed consent and completed the audiogram, after which, he/she was instructed on the SRT task but was told to repeat only even numbered sentences. Participants A and B then completed three blocks of sentences and the subjective rating scales while seated in the testing room together. Following completion of the three blocks, participant B had a break while participant A completed the connectedness for groups and other-in-self questionnaires, after which his/her participation was complete. Participant B then completed three blocks of sentences and subjective rating questions while alone, still only repeating even numbered sentences. Finally, Participant B completed the connectedness for groups and other-in-self questionnaires, which concluded the experiment.

Statistical Analysis

Pupil data, SRT scores, and the subjective rating scores were modeled as dependent variables using linear mixed effect modeling, as performed by the lme4 package (using default optimizers) (Bates et al. 2015) in R language (R Core Team 2019). The independent variables “intelligibility” (20%, 50%, or 80%) and “copresence” (alone or together with another participant) were always modeled as fixed effects. The fixed factor “task” was added to the pupil data, which discriminates between active and passive listening data. When interpreting the effects of task

Apparatus

The target sentences and masker (wave files: 44.1 Hz, 16 bit) were presented through an Optiplex 780 Analog Devices ADI 198× Integrated HD audio soundcard and amplified by a Samson Servo 4120 amplifier. Sound was played from a Tannoy Reveale speaker. The setup was calibrated such that the overall sound level was kept at a constant sound pressure of 65 dB SPL near the participants. Calibration was done by measuring sound pressure levels at both participants’ positions. As shown by Aguirre et al. (2019), having two participants present is not expected to impact sound levels at the ears of each. For pupillometry, one SMI Red eye-tracker and one SMI Red Mobile eye-tracker were used (both produced by SensoMotoric Instruments, Germany). Pilot data revealed no systematic differences between the two trackers. Both trackers recorded pupil data at 60 Hz.

Pupil Data Preprocessing

Pupil data were preprocessed in accordance with the pupillometry practices described by Zekveld et al. (2010) and Winn et al. (2018). Preprocessing was applied in a trial-by-trial fashion. Pupil data that corresponded to the period between the onset and offset of the masker will further be referred to as a pupil trace. The data were split into active and passive trials, resulting in blocks of 18 active listening and 18 passive listening traces per condition. The first four pupil traces of each block were removed for both active and passive listening. BPS in early trials is thought to be relatively unstable and their respective traces are therefore commonly excluded from further analysis (Wendt et al. 2018). We removed 4 traces so that it would coincide with the amount of excluded SNR values. From the remaining 14 traces, all zero values were coded as blinks and replaced through linear interpolation. Interpolation was performed between the fifth sample before a blink and the eighth successive nonzero sample after that blink. If more than 25 percent of a trace consisted of zeros, it was removed from further analysis. Less than one percent of all trials, both active and passive, were removed this way.

Next, the traces were smoothed using a five-point moving average filter. BPS was calculated by averaging all pupil data corresponding to the last second of noise before target sentence onset. The traces were cut from the onset of the target sentence to the offset of the masker, and a baseline correction was applied by subtracting BPS from all values in the remaining trace. Finally, traces within a block were averaged, and from that averaged trace, the maximum value was extracted as the PPD. By default, pupil traces were taken from the right eye, since some research suggests that dilation of the right pupil is more sensitive to cognitive effort (Liu et al. 2017; Wahn et al. 2017). One participant had an ocular abnormality in the right eye, so data from the left eye were used instead.

Statistical Analysis

Pupil data, SRT scores, and the subjective rating scores were modeled as dependent variables using linear mixed effect modeling, as performed by the lme4 package (using default optimizers) (Bates et al. 2015) in R language (R Core Team 2019). The independent variables “intelligibility” (20%, 50%, or 80%) and “copresence” (alone or together with another participant) were always modeled as fixed effects. The fixed factor “task” was added to the pupil data, which discriminates between active and passive listening data. When interpreting the effects of task
one should keep in mind that SRTs of active and passive listening might differ slightly, as separate adaptive procedures were used to determine SNRs for each. Finally, the random effect structures used in the models were determined by using the “step” function from the lmerTest package (Kuznetsova et al. 2017). This function selects the most appropriate random effects structure based on the Akaike Information Criterion. Since no trial level data were available to the models, only slopes at the participant level could be included in the model. The exclusion of random slopes suggested that variance across participants for that variable was insufficient to justify the additional model complexity as a result of adding the slope to the random effects structure. To confirm the adequacy of the methods used, all outcome variables were checked for linearity and homogeneity. In case of nonlinearity, log-transformation was applied.

From the fitted models, fixed effect parameter estimates (β) and their confidence intervals (CIs) were extracted and compiled into a table. Because the used intelligibility levels have a natural order, backward difference contrast coding was used to extract parameter estimates that compared each intelligibility level with their prior adjacent level (i.e., 50% compared with 20% and 80% compared with 50%). Copresence was coded so that the fixed effect estimate represented the change from the alone conditions to the together condition. The task estimate represented the change from active listening to passive listening.

While the fixed effect estimations and CIs were used to interpret the direction and size of the effects, a more formal test was used to assess statistical significance. More specifically, significance of the effects and interactions between them was assessed using a type III analysis of variance (ANOVA) together with Satterthwaite’s approximation for degrees of freedom. This test was performed using the lmerTest package’s functionality (Kuznetsova et al. 2017). Satterthwaite’s approximation is thought to yield comparatively conservative Type-I error rates for mixed-effect modeling (Luke 2017).

A correlation analysis was used to check if connectedness was significantly related to PPD. The difference in PPD between the alone and together conditions was calculated for all active listening conditions and averaged over intelligibility conditions. Then, Pearson’s correlation coefficient was used to evaluate if there was a significant relationship between the difference score and the connectedness for groups or other-in-self questionnaires.

RESULTS

The data from 5 out of 34 participants were excluded from all analyses due to equipment failing to save data or because the participant’s eyes were difficult to track, resulting in noisy pupil data. One additional participant was excluded because of prior experience with the sentence material, which was only discovered after the experiment had concluded. Furthermore, 7 conditions across 4 of the remaining participants were excluded due to poor pupil data quality. Among these conditions, 2 were performed alone at 20% intelligibility, 1 alone at 50%, 2 together at 20%, and 2 together at 50%.

To visualize the pupil traces, a grand trace mean was calculated and plotted for each condition. These traces can be found in Figure 2. A peak in pupil dilation is clearly present in the active listening traces approximately 2.5 second after sentence onset. While the passive listening traces followed a similar trend, they did not have a notable peak in the pupil dilation response. Furthermore, it seems that during active listening the together conditions generally produced larger responses than the alone conditions did for the same intelligibility.

Baseline Pupil Size

BPS was analyzed to check if baseline measures were affected by the task conditions. A model was fitted to BPS including intelligibility, copresence, and task as fixed effects (including interactions). Besides the random intercept term,
only subject-level random slopes for intelligibility and copresence were found to be appropriate and thus included in the random effects structure. Schematically the final model could be written as (lme4 notation):

\[
\text{BPS} \sim \text{Intelligibility} \times \text{Copresence} \times \text{Task} + (1 + \text{Intelligibility} + \text{Copresence} \mid \text{Participants})
\]

Visual inspection of the plotted residuals revealed no obvious deviations from the assumptions of linearity and homoscedasticity. Compared with the null model, the fitted model significantly improved predictions \[\chi^2 (11) = 45.67, p < 0.01\]. Fixed effect estimates and their CIs can be found in Table 1.

An exploratory analysis was done to check if the order in which the copresence conditions were performed influenced the data. A similar model was used to the one described above, but here the fixed factor “order” that coded for the copresence condition order was added. Therefore, order had two levels: “Alone First” and “Together First.” Task was removed from the model as a fixed factor since BPS seemed to be highly stable between active and passive listening. The model revealed a significant interaction between copresence and order conditions \[F (1, 27) = 13.28, p < 0.01\], but no main effect of order. When visualizing this interaction (Figure 3, left) it seems that participants who started alone first had lower BPS in the together condition (compared with alone), and that participants who started together had lower BPS in the alone condition (compared with together). Even though no main effect of order was found, the plotted data indicated that BPS was generally higher

### Table 1. Fixed effect estimates (β) for BPS, together with corresponding CIs

|                      | B      | CI (95%)          |
|----------------------|--------|-------------------|
| Intercept            | +4.624 | +4.360 to +4.889  |
| Intelligibility (A)  | −0.048 | −0.156 to +0.060  |
| Intelligibility (B)  | −0.086 | −0.179 to +0.006  |
| Copresence           | +0.025 | −0.070 to +0.119  |
| Task                 | +0.000 | −0.039 to +0.039  |
| Intelligibility (A) × Copresence | −0.062 | −0.160 to +0.037 |
| Intelligibility (B) × Copresence | −0.014 | −0.110 to +0.082 |
| Intelligibility (A) × Task | −0.011 | −0.107 to +0.086 |
| Intelligibility (B) × Task | −0.016 | −0.111 to +0.079 |
| Copresence × Task    | −0.004 | −0.060 to +0.051  |
| Intelligibility (A) × Copresence × Task | −0.007 | −0.144 to +0.131 |
| Intelligibility (B) × Copresence × Task | +0.011 | −0.124 to +0.146 |

The backward difference contrast coding resulted in two beta estimates for intelligibility, labeled contrast A (50% compared with 20%) and contrast B (80% compared with 50%). Copresence represents the difference in BPS when doing the task in the presence of another participant, compared with alone. The task estimate represents the change in BPS when actively listening, compared with passive listening.

BPS, baseline pupil size; CIs, confidence intervals.

**Order effects**

Fig. 3. Visualization of the effect caused by the order in which the copresence conditions were performed. BPS data have been averaged over intelligibility and task (passive and active listening). PPD data are averaged over intelligibility and only contains active data. Both graphs visualize the 95% confidence intervals around each average. BPS, baseline pupil size; CIs, confidence intervals; PPD, peak pupil dilation.
for participants who began the experiment with the alone condition. Order did not interact with intelligibility.

**Peak Pupil Dilation**

Average PPD values are plotted in Figure 4, together with their 95% CIs. The model fitted to PPD included intelligibility, copresence, and task as fixed effects (including interactions) together with the random intercept term and subject-level random slopes for copresence and task. Schematically the model could be written as (lme4 notation):

\[
\text{PPD} \sim \text{Intelligibility} \times \text{Copresence} \times \text{Task} + (1 + \text{Copresence} + \text{Task} | \text{Participants})
\]

Again, no obvious deviations from homoscedasticity and normality were found when inspecting residual plots. The fixed effect estimations of this model can be found in Table 2. The fitted model significantly improved data predictions compared with the null model \(\chi^2 (11) = 87.16, p < 0.01\). Main effects were found for intelligibility \(F (2, 239) = 11.88, p < 0.01\), copresence \(F (1, 27) = 4.42, p = 0.05\), and task \(F (1, 28) = 98.33, p < 0.01\). Higher intelligibility was associated with lower PPD, which can be confirmed by visually inspecting the data (Figures 2 and 4) and the parameter estimates (Table 2). The fixed effect estimation for copresence suggests that doing the task together with another participant, relative to alone, was associated with increased PPDs. The task estimate suggests that passive listening was associated with a reduction in PPD as compared with active listening. Besides its main effect, task was also found to interact with intelligibility \(F (2, 239) = 10.19, p < 0.01\), suggesting that the effects of intelligibility on PPD were greater during active listening than during passive listening, which was further tested in the analysis below. Note that passive listening did not produce a notable peak in pupil dilations (Figure 2). While this differs from active listening, PPD was extracted using the same method and was still regarded to represent maximum task-evoked processing load during a trial (Zekveld et al. 2011).

The interaction effect between active and passive listening and intelligibility indicated smaller intelligibility effects on PPD during the passive listening conditions. To explore this further, separate models were fitted to the active and passive pupil data. These models included fixed factors for intelligibility and copresence, together with their interaction. Random slopes for intelligibility and copresence were included in the active data model, but no random slopes were found to be appropriate for the passive data model. For the active data, the model was found to significantly improve data predictions \(\chi^2 (5) = 21.56, p < 0.01\) beyond the null model. Similar to using the full data set, significant effects were found for intelligibility \(F (2, 34) = 13.17, p < 0.01\) and copresence \(F (1, 28) = 4.36, p = 0.05\). Fixed effect estimations for the active data (Table 3)
TABLE 2. Fixed effect estimates (β) for PPD, together with corresponding CIs

|                          | β       | CI (95%)         |
|--------------------------|---------|------------------|
| (Intercept)              | +0.220  | +0.181 to +0.259 |
| Intelligibility (A)      | −0.038  | −0.068 to −0.007 |
| Intelligibility (B)      | −0.044  | −0.074 to −0.015 |
| Copresence               | +0.028  | +0.008 to +0.049 |
| Task                     | −0.152  | −0.187 to −0.118 |
| Intelligibility (A) × Copresence | +0.003 | −0.040 to +0.046 |
| Intelligibility (B) × Copresence | +0.018 | −0.024 to +0.060 |
| Intelligibility (A) × Task | +0.044 | +0.001 to +0.087 |
| Intelligibility (B) × Task | +0.043 | +0.001 to +0.085 |
| Copresence × Task        | −0.023  | −0.047 to +0.002 |
| Intelligibility (A) × Copresence × Task | −0.002 | −0.063 to +0.059 |
| Intelligibility (B) × Copresence × Task | −0.034 | −0.094 to +0.026 |

The backward difference contrast coding resulted in two beta estimates for intelligibility, labeled contrast A (50% compared with 20%) and contrast B (80% compared with 50%). Copresence represents the difference in PPD when doing the task in the presence of another participant, compared with alone. The task estimate represents the change in PPD when actively listening, compared with passive listening. CIs, confidence intervals; PPD, peak pupil dilation.

TABLE 3. Fixed effect estimates (β) for PPDs corresponding to active listening, together with CIs

|                          | B       | CI (95%)         |
|--------------------------|---------|------------------|
| (Intercept)              | +0.220  | +0.182 to +0.259 |
| Intelligibility (A)      | −0.038  | −0.072 to −0.003 |
| Intelligibility (B)      | −0.045  | −0.074 to −0.015 |
| Copresence               | +0.029  | +0.002 to +0.055 |
| Intelligibility (A) × Copresence | −0.001 | −0.041 to +0.040 |
| Intelligibility (B) × Copresence | +0.020 | −0.020 to +0.059 |

The backward difference contrast coding resulted in two beta estimates for intelligibility, labeled contrast A (50% compared with 20%) and contrast B (80% compared with 50%). Copresence represents the difference in PPD when doing the task in the presence of another participant, compared with alone. CIs, confidence intervals; PPD, peak pupil dilation.

TABLE 4. Connectedness questionnaire scores median and IQR

| Questions                                                                 | Median | IQR |
|---------------------------------------------------------------------------|--------|-----|
| I feel connected to the other participant Ik voel mij verbonden met de andere participant | 4      | 3   |
| I feel a solidarity with the other participant Ik voel mij solidair met de andere participant | 4      | 3   |
| I feel involved with the other participant Ik voel mij betrokken met de andere participant | 4      | 3   |
| I share a lot of similarities with the other participant Ik heb veel overeenkomsten met de andere participant | 4      | 2.25|
| Me and the other participant look alike Ik lijk veel op de andere participant | 3      | 2   |
| Other-in-self score                                                      | 2.5    | 1   |

Top: connectedness for groups questions. Bottom: other-in-self scores. IQR, interquartile range.

were comparable to those of the model fitted to the full dataset. Conversely, for the passive data, the model did not significantly improve upon the null model \( \chi^2 (5) = 2.55, p = 0.77 \), suggesting that there is no evidence that intelligibility and copresence affected the pupil during passive listening. To assess if the passive pupil data reflected any dilations beyond baseline, a t-test was used to compare absolute PPDs to BPS during passive listening. The test revealed that passive PPDs differed significantly from the BPS values \( t (642) = -2.61, p < 0.01 \), indicating that on average, the PPD of passive trials was larger than the BPS. However, this finding should be interpreted with care since the amplitudes of the pupil responses during passive listening were relatively small.

Similar to the analysis of BPS, another model was used to assess if the order in which the copresence conditions were performed affected the data. Only data from the active listening conditions were used since copresence did not affect the pupil during passive listening. Again, a significant interaction was found between copresence and the order of the copresence conditions \( F (2, 34) = 13.47, p < 0.01 \). Visualization of this interaction (Figure 3, right), suggested that the change in PPD between the alone and together conditions was more apparent for participants who started the experiment together with another participant, compared with participants who started the experiment in the alone condition. Indeed, a post hoc two-sample t-test revealed a significant difference in PPD during the first half of the experiment between participants who started the experiment alone and participants who started together \( t (73) = -2.28, p = 0.03 \). No difference was found between these two groups during the second half of the experiment \( t (80) = 0.13, p = 0.89 \), adding to the idea that copresence only had an effect if the second participant joined at the start of the experiment. Following the advice of Armstrong (2014), no multiple testing correction was applied to these t-tests. No other effects of order were found as it did not have a significant main effect and did not interact with intelligibility.

Connectedness Questionnaire

Descriptive statistics for the modified Connectedness for Groups questionnaire and the Other-in-Self scale are shown in Table 4. The median scores indicate that participants felt somewhat connected to the other participant. The interquartile ranges suggest there was some variation in mean connectedness scores for the modified Connectedness for Groups questionnaire, but very little for the Other-in-Self Scale. Pearson’s correlation coefficient was used to assess the relationship between the two scores and the difference in PPD between the together and alone conditions, as averaged over the intelligibility conditions. Neither the Connectedness for Groups questionnaire \( r (21) = 0.39, p = 0.06 \), nor the Other-in-Self scale \( r (21) = 0.23, p = 0.29 \) correlated significantly with the differences in PPD between the copresence conditions.

Speech Reception Thresholds

Mean SRTs across conditions are plotted in Figure 5. A model including intelligibility and copresence as fixed effects (including interaction), together with the random intercept, was fitted to the SRTs. Subject-level random slopes for intelligibility and copresence were not found to be appropriate for this model. Schematically the model is described as \( (\text{lm4 notation}) \):

\[ \text{SRT} = \alpha + \beta_{\text{Intelligibility}} + \beta_{\text{Copresence}} + \beta_{\text{Intelligibility} \times \text{Copresence}} + \beta_{\text{Order}}. \]
The subjective effort, performance, giving-up, and difficulty ratings were not available for the passive listening condition. Fixed effect estimations of this model can be found in Table 5. The model significantly improved data predictions compared with the null model \( \chi^2 (5) = 224.48, p < 0.01 \). However, only intelligibility was found to hold statistical significance \( F (2, 136) = 247.90, p < 0.01 \). Copresence did not affect the SRTs. There was also no significant interaction between copresence and intelligibility. The finding that PPD increased when the task was conducted with another participant was present, compared with listening alone, suggesting that more effort was exerted. However, SRTs did not differ significantly between these two conditions, suggesting that the additional effort did not lead to a change in performance. No interaction was found between copresence and sentence intelligibility for either measure. Furthermore, no correlation was observed between the Connectedness for Groups questionnaire or Other-in-Self scale scores (which were intended to measure connectedness within a dyad) and the change in PPD between the copresence conditions.

**Subjective Ratings**

The subjective effort, performance, giving-up, and difficulty ratings were each modelled as dependent variables. The models fitted to these ratings hosted intelligibility and copresence as fixed factors together with their interaction term. Task was not included as a fixed factor since SRTs were not available for the passive listening condition. Fixed effect estimations of this model can be found in Table 5. The model significantly improved data predictions compared with the null model \( \chi^2 (5) = 224.48, p < 0.01 \). However, only intelligibility was found to hold statistical significance \( F (2, 136) = 247.90, p < 0.01 \). Copresence did not affect the SRTs. There was also no significant interaction between copresence and intelligibility.

**Table 5. Fixed effect estimates (β) for SRTs, together with confidence intervals (CIs)**

| SRT                      | β          | CI (95%)            |
|--------------------------|------------|---------------------|
| Intercept                | -3.658     | -3.931 to -3.385    |
| Intelligibility (A)      | +2.606     | +1.953 to +3.258    |
| Intelligibility (B)      | +2.926     | +2.285 to +3.566    |
| Copresence               | -0.062     | -0.436 to +0.313    |
| Intelligibility (A) × Copresence | -0.637 | -1.564 to +0.290 |
| Intelligibility (B) × Copresence | -0.073 | -0.983 to +0.838 |

The backward difference contrast coding resulted in two beta estimates for intelligibility, labeled contrast A (50% compared with 20%) and contrast B (80% compared with 50%). Copresence represents the difference in SRT when doing the task in the presence of another participant, compared with alone. CIs, confidence intervals; SRTs, speech reception thresholds.

**DISCUSSION**

This study assessed whether performing an adaptive listening task together with another participant, compared with doing it alone (copresence), influenced effort (as measured using PPDs), and listening performance (as measured using SRTs). For both PPDs and SRTs, it was also assessed if there was an interaction between copresence and sentence intelligibility (20%, 50%, and 80%). Both active listening (in which participants were required to repeat sentences aloud) and passive listening (in which no response had to be given) were examined. The results showed a significantly larger PPD during listening when another participant was present, compared with listening alone, suggesting that more effort was exerted. However, SRTs did not differ significantly between these two conditions, suggesting that the additional effort did not lead to a change in performance. No interaction was found between copresence and sentence intelligibility for either measure. Furthermore, no correlation was observed between the Connectedness for Groups questionnaire or Other-in-Self scale scores (which were intended to measure connectedness within a dyad) and the change in PPD between the copresence conditions.

The finding that PPD increased when the task was conducted in the presence of another participant suggested that more effort was exerted while another participant was present compared with when participants did the task alone. Interestingly, this...
effect was not clearly reflected in the self-rating scores, suggesting that participants did not experience a change in cognitive demands caused by the other participant’s presence. This might indicate that the increase in PPD did not necessarily reflect a change in effort. However, it could also be that the subjective ratings did not accurately measure subjective effort. The latter notion is supported by the finding that, when prompted to rate their exerted effort, participants tend to rate their performance instead (Moore & Picou 2018). Indeed, just like the subjective ratings, SRTs (performance) were stable over the copresence conditions. Models of listening effort (Pichora-Fuller et al. 2009) suggest that a change in motivation caused by the presence of a social other (McFall et al. 2009). This account of SFI suggests that a change in motivation caused by the presence of strangers (compared with listening in isolation) to reduced speech comprehension (Beatty 1980; Beatty & Payne 1984). Interestingly, it seemed that the effect of copresence on PPD only occurred when participants started together with another participant, not when they first completed the alone condition and were then accompanied by the other participant. Attentional focusing could account for this finding when considering task experience. Participants who started alone first would already have had experience with the task when doing the together blocks. They would then require less attention to complete them successfully, leading to reduced PPDs.

Alternatively, SFI effects are explained through an increase in motivation caused by the presence of a social other (McFall et al. 2009). This account of SFI suggests that a change in motivation could have occurred when participants were threatened by the potential of social evaluation (caused by the presence of the other participant). This then induced a state of heightened arousal, signaling the preemptive allocation of effort. The order of copresence conditions could be explained through participants who started together first having less confidence in their abilities to successfully complete the task, leading to an increased experience of social evaluative threat. This could have been further amplified by the knowledge that the other participant did have experience with the task. However, the current study did not find evidence of an increase in baseline arousal during the together conditions, since BPS was constant between copresence conditions. Such an increase would be expected if the allocation of resources was preemptive, as proposed by the motivational account. Future studies could use a more sophisticated design to examine the origin of the copresence effect.

Theories about SFI primarily try to explain the contrasting findings of increased and decreased task performance when accompanied by a social other. In this study, the presence of another participant was not found to affect performance on the speech-in-noise task, suggesting that there was no actual facilitation or impairment of performance. This finding differs from some earlier work that linked listening in the presence of strangers (compared with listening in isolation) to reduced speech comprehension (Beatty 1980; Beatty & Payne 1984). The opposite was found in a more recent study by Zekveld et al. (2019), who showed an increase of performance for participants that received explicit social evaluative feedback, compared with controls who did not receive feedback. This effect was more prominent in easy listening conditions (71% sentence intelligibility), compared with harder ones. For the current study, the stationary noise mask might not have allowed for much improvement of performance, even when participants tried harder (Kidd & Colburn 2017).

PPDs during passive listening were found to be considerably lower than PPDs during active listening. While still significantly higher than BPS, passive PPDs only reflected a small change in cognitive demand and could be explained by the pupil merely reacting to the onset of the target sentence. Regardless, the difference between active and passive PPDs suggests that considerably less effort was exerted during passive listening. This finding is in line with a study by Zekveld et al. (2014), who found a reduced pupil response during passive listening tasks.
as well. One explanation for these results is that participants stopped listening since they were not asked to repeat the target sentences. However, this seems unlikely because monitoring which sentences to repeat required some level of engagement in the present study. Furthermore, participants might have been driven by competitiveness to listen to the other participant’s responses.

If it were the case that participants were listening during the passive conditions, the decreased PPDs would indicate that less effort was used. Recent research on listening effort suggests that it is influenced by a variety of cognitive processes, for example memory and attention (Francis & Love 2020; Seifi Ala et al. 2020). During passive listening, the reliance on these processes was likely reduced, which would explain the reduced pupil response. The involvement of memory might have been especially salient as participants had to retain the target sentence in memory during the 3 seconds of noise after target sentence offset. Participants could have employed different strategies depending on whether they had to listen actively or passively. For example, participants might have employed active rehearsal to correctly repeat a sentence during active listening, or they might have tried to fill in any gaps in the sentence in this period using the context of the sentence. During passive listening they might not have attempted to hear the sentence and therefore might not have had any information to rehearse, or they may not have tried to actively remember or complete the target sentence, leading to a reduction of effort. These interpretations should be examined in future research using methods that allow testing of speech perception during passive listening.

No relationship was found between the outcomes of the connectedness questionnaires and the pupil measurements. This might be because the questionnaires were insensitive to variations in the perceived connectedness between participants in a dyad, in part because the dyads did not have an opportunity to socially connect and form meaningful opinions about one another. Alternatively, it might be that connectedness does not impact PPD. Future studies could study in more detail if and how the social dynamics of dyads (or larger groups) influence listening effort.

A main effect of intelligibility was found on BPS, where lower intelligibility levels corresponded with higher BPS. This might be because pupil dilations had not fully returned to baseline between trials or that baseline arousal was increased in response to the difficulty of the block. This difference in BPS might have confounded PPD as pupil traces were baseline corrected using BPS. There is some research that suggests that PPD scales linearly regardless of BPS, as long as it approximates the middle of the dynamic range (Reilly et al. 2019). However, any influence of BPS on PPD cannot be ruled out completely. Furthermore, as BPS might have varied over trials this also raises the concern that PPD could have been confounded by trial-to-trial changes in BPS. As pupil traces were averaged within conditions, this information was lost. While analyses to account for such effects are beyond the scope of the current paper, in future studies they should be considered. BPS was also influenced by the combination of copresence and order of copresence conditions such that BPS was generally lower in the second half of the experiment. We suggest this is a result of reduced arousal or fatigue (Winn et al. 2018).

Most of the random slopes that were excluded corresponded to a fixed factor that did not affect the data significantly. Since there is no systematic change caused by this factor, the model is unlikely to improve by trying to account for between-subject variance of that factor. For example, since active and passive trials were interleaved within a block, it is likely that there was little change of BPS between the two. As this was the case for all participants, the between-subject variance was relatively small, thus the addition of a slope for task is not justifiable. However, for both the PPD and SRT data the random slope for intelligibility was excluded, even though intelligibility significantly affected the data. This could reflect that the changes caused by intelligibility were relatively similar across participants (at least not variant enough to justify the random slope). Possibly, by setting certain criteria for hearing thresholds, a normally hearing sample was included with very similar hearing abilities. Therefore, performance and effort changes did not vary enough between participants to consider a random slope for intelligibility.

By pairing participants to form a dyad, differences in characteristics of the participants (e.g., sex, ethnicity) or their performance on the task might have introduced additional variance in the copresence manipulation, posing as a limitation. For example, an opposite sex dyad could have resulted in a stronger (or weaker) effect, compared with same sex dyads. However, because effects caused by observers are generally fairly robust (Guerin & Innes 1984), we do not consider it to be problematic for this study’s purposes. Another limitation is that the trials in which participants lost track whether they had to repeat a sentence or not were not logged and were thus not accounted for during analysis. Finally, pupil size has been found to convey social information like emotion and listening engagement (Kang & Wheatley 2017; Kret 2018). It is unclear whether such changes in pupil dilation are caused by a change in effort expenditure, or by a more direct process (unrelated to effort). In case of the latter, the presence of another participant might have confounded pupil dilation as a measure of effort. However, since participants could only see each other in the periphery of their vision and since the speech material did not contain particularly emotional material, such influences should have been minimal.

In summary, copresence during testing was found to increase the pupil dilation response when performing a speech-in-noise task in the absence of an effect on performance, suggesting that copresence did indeed lead to a change in effort. This change could be explained by motivation originating from social evaluative stress or attentional conflicts caused by the other participant’s presence. The effect of copresence was especially apparent for participants that first completed the together blocks. The finding that pupil size was reduced during passive listening either suggests disengagement, or that some cognitive processes were present during active listening but not during passive listening.

CONCLUSION

This study is the first to show that a minimal social context manipulation—here the mere presence of another individual— influences the pupil dilation response indexing listening effort. Even though ecologically valid social dynamics in realistic listening situations are much more complex, this at least shows that one element of it (copresence) can be manipulated and should be considered when studying ecologically valid settings. Research on speech-in-noise perception and listening effort
often aims to improve quality of life for those with hearing disabil-
ities. While much progress has been made, experimental research ofen neglects to consider social factors that play a role in real-life listening situations.
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