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ABSTRACT Buildings are highly energy-consuming and therefore are largely accountable for environmental degradation. Detecting anomalous energy consumption is one of the effective ways to reduce energy consumption. Besides, it can contribute to the safety and robustness of building systems since anomalies in the energy data are usually the reflection of malfunctions in building systems. As the most flexible and applicable type of anomaly detection approach, unsupervised anomaly detection has been implemented in several studies for building energy data. However, no studies have investigated the joint influence of data structures and algorithms’ mechanisms on the performance of unsupervised anomaly detection for building energy data. Thus, we put forward a novel workflow based on two levels, data structure level and algorithm mechanism level, to effectively detect the imperceptible anomalies in the energy consumption profiles of buildings. The proposed workflow was implemented in a case study for identifying the anomalies in three real-world energy consumption datasets from two types of commercial buildings. Two aims were achieved through the case study. First, it precisely detected the contextual anomalies concealed beneath the time variation of the energy consumption profiles of the three buildings. The performance in terms of areas under the precision-recall curves (AUC_PR) for the three given datasets were 0.989, 0.941, and 0.957, respectively. Second, more broadly, the joint effect of the two levels was examined. On the data level, all four detectors on the contextualized data were superior to their counterparts on the original data. On the algorithm level, there was a consistent ranking of detectors regarding their detecting performances on the contextualized data. The consistent ranking suggests that local approaches outperform global approaches in the scenarios where the goal is to detect the instances deviating from their contextual neighbors rather than the rest of the entire data.

INDEX TERMS Buildings, energy consumption, anomaly detection, contextualization, unsupervised learning.

I. INTRODUCTION

Energy consumed in buildings accounts for one-third of the final energy and half of the electricity in the global economy, making buildings the most energy-consuming segment. The vast energy consumption also results in enormous environmental impact – depletion of non-renewable fossil fuels and release of CO₂ and other pollutants. It has been reported that more than one-third of the global carbon emissions are from buildings [1]–[3]. Encouragingly, buildings are assessed to possess a highly untapped potential for energy efficiency [4]. The optimization of buildings’ energy consumption should be focused on the daily operational energy since operational energy usually makes up the vast majority of the building’s life cycle energy consumption [5]. Typically, optimizations are based on analyzing the patterns in energy consumption profiles, for example, benchmark identification, peak load forecast, and anomaly detection [6]–[13]. Anomaly detection of energy load profile not only benefits energy and operational cost saving but also can contribute to the safety and robustness of building systems. The reason is that anomalies in the energy data usually reflect faults of building systems,
for example, poor maintenance, negligent operation, errors in sensing and transmission system, abrupt malfunction of equipment, or operational strategies with minimal consideration of energy efficiency [9], [14], [15]. Therefore, there is a great significance for conducting anomaly detection of energy load for buildings to save operational cost, reduce carbon emissions, and keep building systems robust and safe.

Anomalies can be generally categorized into three types based on their nature – point anomalies, contextual anomalies, and collective anomalies [16]–[18]. If an instance in the data deviates from the rest, it is regarded as a point anomaly (global sense). If an instance is anomalous in a particular context with respect to the rest instances in the same context, it is called a contextual anomaly. This instance might be normal in another context or in the global sense. In the sense of contextual anomaly detection, there are two types of attributes for an instance – contextual attribute and behavioral attribute. A behavioral attribute is the record of the object’s behaviors, such as energy or water consumption. A contextual attribute is (part of) the environment where the behavior happens, such as temporal or spatial information. Collective anomalies are the subset of data as a collection deviates from the rest, but the individual instances in the subset are not anomalous either in a global or contextual sense. Of these three types of anomalies, contextual anomalies are of the most interest to this study for the following two reasons. First, temporal contexts significantly influence energy consumption in buildings, especially for the objects of this study – commercial buildings. The demand for heating or cooling changes as the season changes, and the intensity of user activities varies from day to night and from weekdays to weekends. Second, compared to the other two types, contextual anomalies are usually much harder to be intuitively identified. They are typically hidden among many other instances that have similar behavioral attribute values but are normal in their own contexts.

There are generally three different types of approaches for detecting anomalies. The first one is supervised anomaly detection [19], [20], which requires the training and test data to be fully labeled. However, in practice, it is usually very expensive and demanding to correctly label an adequate amount of instances as anomalies. Also, supervised learning on extremely imbalanced data has been proved to be very difficult and tends to yield highly biased results [21], [22]. The second type is semi-supervised anomaly detection, also known as one-class classification [23], [24]. Semi-supervised anomaly detection also needs training and test sets, but the training set only comprises normal instances. The normal pattern is learned by the model in the training stage, and the anomalies are identified if they deviate from the normal pattern. For semi-supervised anomaly detection, the labeling of anomalies is not required for training data, but the prior knowledge of identifying normal instances is crucial. The third one is unsupervised anomaly detection [25]–[31]. It is the most flexible and applicable approach among the three since it does not require the training of models, meaning the labeling of normal instances and anomalies is not required.

Besides, unsupervised anomaly detection makes it easy to keep the detection dynamic and updated without the restriction from the old training data. Unsupervised anomaly detection algorithms estimate instances’ anomalousness according to the intrinsic properties of the data, such as the structure of data and the relationships between instances. The more distinct an instance is from others, the higher score it will be assigned. For the tasks of unsupervised anomaly detection, there are numerous options in terms of algorithms based on various mechanisms.

In spite of the various practice of unsupervised anomaly detection for building energy data (see Section II), to the best of the authors’ knowledge, there have been no studies investigating the combined influence of data structures and algorithms’ mechanisms on the detection performance. Data and algorithms are the two key factors, so their individual and joint influences on the detection performance should be researched to better understand what data form should be prepared and what algorithm should be adopted for a more accurate and robust anomaly detection result in practice.

In this paper, we bridge this gap by proposing a workflow to evaluate the difference in effect between the original data (with only the behavioral attribute) and contextualized data (with both behavioral and contextual attributes), and between the unsupervised algorithms with global, local, and global-local-hybrid perspectives. The details and applicability of the workflow are demonstrated through a case study on the three commercial buildings’ data provided by an energy management company, Mestro AB, in Sweden. There are two significant contributions of this paper: 1) Locally, for the case study subjects, it aims for precise identification of the contextual anomalies concealed beneath the time variation of the energy consumption profiles; 2) More broadly, it investigates the joint influence pattern of data structures and algorithm mechanisms on the performance of unsupervised anomaly detection for buildings’ energy data.

The paper outline is as follows: Section II presents the related work and the gap in the literature; Section III describes the source and properties of the data; Section IV demonstrates the details of the fundamental methods; Section V illustrates the workflow of this paper; The results are shown and discussed in Section VI; In Section VII, the conclusions are drawn, and the future perspectives are discussed.

II. RELATED WORK
There have been various studies featuring different types of techniques on anomaly detection for energy consumption or energy-consumption-related issues in buildings.

Many anomaly detection studies adopt a two-stage framework. First, use the model trained on the historical energy consumption data to predict the current energy consumption. Second, compare the observed energy consumption with the predicted one, and a significant difference indicates that the observed one is anomalous [32]–[37]. The prediction can be based on Autoregressive Integrated Moving
Average (ARIMA), Periodic Auto-regression with Exogenous Variables (PARX), Artificial Neural Networks (ANN), or Long Short-Term Memory (LSTM). And the anomaly determination approaches can vary from a simple two-sigma rule to an active adaptive threshold to some complex identification systems, for example, Negative Selection algorithm, and an independent module incorporating Support Vector Machine (SVM), k-Nearest Neighbors (kNN), and cross-entropy. All of the studies claimed good detecting performances on the test data. However, this type of anomaly detection depends heavily on the data used to train the prediction models. If the training data contain many imprecise energy consumption values or even anomalies, the accuracy of the prediction models will be low. This will significantly hinder the afterward identification of anomalies from being effective and accurate.

In order to avoid the critical drawback associated with the quality of training data, many unsupervised approaches have been explored. Weng et al. proposed an unsupervised method based on LSTM and autoencoder to detect anomalous energy consumption at a campus [38]. LSTM structure was leveraged to incorporate the contextual information in the modeling. However, the contextual information in their paper only referred to the intrinsic sequential connections between instances due to time variation. There was no consideration of explicit contextual attributes. Besides, there was no comparison between the scenarios with and without the sequential information considered. Additionally, even though the performance of their method was compared to other common methods on the well-known anomaly detection datasets, the reason behind the performance difference was not investigated. Yeckle et al. explored seven unsupervised anomaly detection algorithms to detect electricity theft for improving the security of the Advanced Metering Infrastructure, and most of them showed good effectiveness [39]. However, there was no discussion on whether/how algorithm mechanisms caused the difference in the results. The algorithms were applied to datasets with different dimensionalities, but there was no information about the attributes’ meanings and no appropriate discussion on the possible reasons associated with dimensionality. Liu et al. used Density-based Spatial Clustering Application with Noise (DBSCAN) to identify anomalies in the process of extracting typical electricity load patterns (TELPs) [40]. Multiple contextual attributes were included in the data, and their association with TELPs was studied. However, their influence on anomaly detection was neglected. Furthermore, there was no comparison with other anomaly detection techniques. Fan et al. applied an ensemble of autoencoders with various architectures and training schemes to identify building energy data anomalies [41]. There were multiple contextual attributes in the data, but only one contextual attribute was considered when comparing the detection performances between the original and contextualized data. Nevertheless, different levels of masking noise in the data were examined to reveal the influence of noise. In terms of algorithms, only autoencoder was involved.

Pereira et al. proposed an approach incorporating variational recurrent autoencoder with self-attention and probabilistic reconstruction scoring for anomaly detection of time series energy consumption data [42]. The bidirectional LSTM module with a self-attention mechanism was employed to capture the temporal context around every instance, but other contextual information was not examined. Also, only one detecting approach was studied. Wang et al. applied and compared four algorithms, Deep Neural Network Regression (DNNR), Autoencoder with reconstruction (AER), encoder of the Autoencoder (EAE), and Support Vector Regression (SVR), in a task of detecting electricity meter failure (point anomalies) and unusual electricity consumption (contextual anomalies) [43]. The unsupervised AER was the optimal model for detecting point anomalies, and the unsupervised EAE performed almost equally well as the optimal model DNNR in detecting contextual anomalies. Nevertheless, the correlation between the mechanisms of the algorithms and the results was not examined. Also, the effects of the multiple data attributes on the detection performances were not investigated.

III. DATA SOURCE AND CHARACTERISTICS

The three datasets used in the case study are the electricity consumption profiles of Mestro AB’s clients monitored by electricity meters, with the monitoring frequency of one record per hour. They are from two typical types of commercial buildings in three different Swedish cities – Karlskoga, Göteborg, and Jönköping. All the three datasets are the records for the whole year of 2018, so all of them possess 8760 instances. The original datasets only contain one attribute, which is the behavioral attribute ‘energy consumption.’ Dataset A was retrieved from the main electricity meter installed in a property in Karlskoga of 1622 m² heated area. The property was used for retail business. Dataset B was fetched from the main electricity meter serving a property in Göteborg of 47,166 m² heated area. The property was a university building, in which most of the rooms were offices. Dataset C was retrieved from the main electricity meter serving a property in Jönköping of 28,046 m² heated area. The function of this property was retail. General seasonality can be observed in all the three datasets – colder months correspond to higher energy consumption, and warmer months correspond to lower energy consumption.

Initially, the instances in the raw datasets were without labels of being normal or abnormal. However, they were labeled for evaluating anomaly detection performances. The labeling was carried out by employing both empirical domain knowledge and statistical methods as follows. First, the raw datasets were divided into various temporal groups at multiple levels. The instances in the same group are supposed to possess similar energy consumption values because, theoretically, the energy consumption activities shall be relatively consistent within each temporal range. Subsequently, the 3-sigma criterion was used to identify the outliers in each temporal group. The 3-sigma rule was adopted because it
had been proved to be effective in the literature of a similar study [44]. The collection of all the outliers from these groups is the set of labeled anomalies used in this study for detection performance evaluation. Through this approach, 30 instances were labeled as anomalies in dataset A, 35 in dataset B, and 25 in dataset C. The corresponding anomaly rates are 0.34%, 0.40%, and 0.29% for datasets A, B, and C, respectively.

IV. METHODS

A. LOCAL OUTLIER FACTOR (LOF)

Local Outlier Factor (LOF) [45] is a density-based outlier/anomaly detection algorithm identifying anomalies by estimating the deviation of the instance compared to its neighbors within a local range. The deviation is quantified by LOF values associated with density differences between the neighborhoods of the instance and its neighbors. LOF values reflect the instances’ degree of anomalousness – a larger value means a more anomalous instance.

Given a dataset $D$ and an instance $p$ in $D$, the major steps of calculating the LOF value of $p$ are as follows:

1. Calculate the $k$-distance of $p$ ($k$-distance($p$)), which is the distance between $p$ and the $k$th nearest neighbor of $p$.
2. Identify the $k$-distance neighborhood (k nearest neighbors) of instance $p$:
   $k$-distance neighborhood of $p$ is composed of every instance (denoted by $q$) whose distance from $p$ is not larger than the $k$-distance of $p$:
   \[
   N_{k\text{-distance}(p)}(p) = \{q \in D \setminus \{p\} | d(p, q) \leq k\text{-distance}(p)\} \tag{1}
   \]
3. Calculate the reachability distance of $p$ from another instance $o$ (denoted by reach-dist$_k(p, o)$). reach-dist$_k(p, o)$ is the true distance between $p$ and $o$, but at least the $k$-distance of $o$, which can be expressed by the following equation:
   \[
   \text{reach-dist}_k(p, o) = \max\{k\text{-distance}(o), d(p, o)\} \tag{2}
   \]
4. Calculate the local reachability density of $p$ (denoted by lrd$_k(p)$). lrd$_k(p)$ is the inverse of the average reachability distance of $p$ from its $k$ nearest neighbors:
   \[
   \text{lrd}_k(p) = \frac{1}{\sum_{o \in N_k(p)} \text{reach-dist}_k(p, o)} \tag{3}
   \]
   where $N_k(p)$ is the set of the $k$ nearest neighbors of $p$.
5. Calculate the local outlier factor of $p$ (denoted by LOF$_k(p)$). LOF$_k(p)$ is the average local reachability density of $p$’s $k$ nearest neighbors divided by $p$’s own local reachability density:
   \[
   \text{LOF}_k(p) = \left(\frac{\sum_{o \in N_k(p)} \text{lrd}_k(o)}{|N_k(p)|}\right) / \text{lrd}_k(p) \tag{4}
   \]

B. CONNECTIVITY-BASED OUTLIER FACTOR (COF)

Connectivity-based outlier factor (COF) [46] can be regarded as a variant of LOF, which also estimates the instance’s anomalousness by comparing it with its $k$ nearest neighbors. However, it is superior to LOF in identifying the anomalies deviating from a low-density neighborhood. The motivation for developing COF is that an anomaly is not always in a lower-density neighborhood – it can be isolated from a pattern where the instances are well connected. The goal of COF is to estimate a COF value reflecting the instance’s degree of being isolated. A larger COF value of an instance indicates that the instance is more anomalous.

The major steps of calculating the COF value of an instance $p$ are as follows:

1. Find the $k$ nearest neighborhood for $p$ (denoted by $N_k(p)$).
2. Find set based nearest path (SBN_path) and the corresponding set based nearest trail (SBN_trail) for $p$. The SBN_path from instance $p_1$ to $N_k(p_1)$ is a sequence of instances $s = \{p_1, p_2, ... , p_{k+1}\}$ such that for all $1 \leq i \leq k$, $p_{i+1}$ is the nearest neighbor of set $\{p_1, ... , p_i\}$ in $\{p_{i+1}, ... , p_{k+1}\}$. SBN_trail is a sequence of edges $e = \{e_1, ... , e_k\}$, and each edge is a pair of two consecutive neighbors from SBN_path. The distance between the two neighbors in one edge is denoted by $\text{dist}(e_i)$.
   \[
   \text{ac-dist}_{N_k}(p) = \frac{\sum_{i=1}^{k} \left(2(k+1-i)\text{dist}(e_i)\right)}{k(k+1)} \tag{5}
   \]
   Given $o \in N_k(p)$ as one of the $k$ nearest neighbors of $p$, calculate $\text{ac-dist}_{N_k}(o)$ for every $o$.
2. Calculate COF value of $p$ with respect to its $k$ nearest neighbors $N_k(p)$, which is defined as:
   \[
   \text{COF}_k(p) = \frac{\text{ac-dist}_{N_k}(p)}{|N_k(p)|} \sum_{o \in N_k(p)} \text{ac-dist}_{N_k}(o) \tag{6}
   \]

C. CLUSTER-BASED LOCAL OUTLIER FACTOR (CBLOF)

Cluster-Based Local Outlier Factor (CBLOF) [47] is developed based on the concept that the instances not lying in the large clusters should be regarded as outliers. After clustering the instances and defining large and small clusters, CBLOF calculates a final score (CBLOF value) for each instance to indicate how much this instance deviates from its ‘local’ large cluster, i.e., the anomalousness of it. The clustering algorithm used for partitioning the dataset into multiple clusters is not restricted. However, the critical issue is to define which clusters are large and which ones are small. Suppose $C = \{C_1, C_2, ... , C_b\}$ is the set of clusters after the partitioning of dataset $D$, and the sizes of the clusters are in the order $|C_1| \geq |C_2| \geq ... \geq |C_b|$. With two numeric parameters $\alpha$ and $\beta$, $C_b$ is regarded as the boundary of large clusters if
one of the following formulas holds.

$$|C_1| + |C_2| + \ldots + |C_b| \geq |D| \cdot \alpha$$  \hspace{1cm} (7)

$$\frac{|C_b|}{|C_{b+1}|} \geq \beta$$  \hspace{1cm} (8)

Thus, the set of large clusters is \(LC = \{C_i| i \leq b\}\), and the set of small clusters is \(SC = \{C_i| i > b\}\).

With the large clusters and small clusters defined, the CBLOF value of instance \(p\) in dataset \(D\) can be defined as follows:

$$CBLOF \ (p) = \begin{cases} |C_i| \cdot \{\text{dist} \ (p, C_j)\}, & \text{where} \ p \in C_i, \\
|C_i| \cdot \text{dist} \ (p, C_i), & \text{where} \ p \in C_i, \\
\text{where} \ p \in C_i, & C_i \in SC, C_j \in LC \end{cases}$$  \hspace{1cm} (9)

This means CBLOF value of an instance is subject to the size of its cluster, and the distance between the instance and its closest large cluster (if this instance is in a small cluster), or the distance between the instance and its cluster (if this instance belongs to a large cluster).

**D. ISOLATION FOREST (IF)**

Isolation forest (IF) [48] is established based on the idea that anomalous instances tend to get isolated more easily under random partitioning than the normal ones in the dataset. IF is an ensemble of multiple isolation trees (iTrees). In each iTree, the dataset \(D = \{p_1, p_2, \ldots, p_n\}\) is recursively divided by randomly choosing an attribute and a value between the attribute’s minimum and maximum values for the split. An iTree stops growing until: (1) the tree reaches a depth limit, (2) \(|D| = 1\), or (3) all instances in \(D\) have the same values. After building the iTrees, to help quantify the degree of anomalousness, the path length \(h(p)\) is calculated for each instance \(p\) in every iTree. \(h(p)\) is measured as the number of partitions needed to isolate the instance \(p\), from the root to the terminating node of the iTree. Ultimately, the anomaly score needs to be estimated for each instance after obtaining its path length. The average path length of unsuccessful search in Binary Search Tree (BST) is borrowed to normalize \(h(p)\) because of the equivalence between the iTree and BST structures: a termination to an external node of the iTree corresponds to an unsuccessful search in the BST. For \(D\) with \(n\) instances, the average path length of unsuccessful search in BST is:

$$C \ (n) = 2H \ (n - 1) - \left(\frac{2(n-1)}{n}\right)$$  \hspace{1cm} (10)

where \(H(i)\) is the harmonic number, and it can be estimated by \(\ln(i) + 0.5772156649\) (Euler’s constant).

Thus, the anomaly score \(s\) of an instance \(p\) in \(D\) is defined as:

$$s \ (p, n) = 2 \cdot \frac{E(h(p))}{C (n)}$$  \hspace{1cm} (11)

where \(E(h(p))\) is the average of \(h(p)\) from the ensemble of iTrees in IF.

**E. STACKED AUTOENCODER (SAE)**

An autoencoder is an unsupervised method leveraging an artificial neural network to learn efficient data representation in a latent space. The representation is validated and refined by iteratively reconstructing the original input from the representation and increasing the similarity between the reconstruction and the original input. The module mapping original data to the latent space in an autoencoder structure is named encoder. In contrast, the one of reconstructing original data from the latent space is named decoder. For encoder and decoder, they are always symmetric to one another. Autoencoders possessing multiple hidden layers (the layers between the input and representation or the ones between representation and reconstruction) are called stacked autoencoders (SAE). Like a typical multilayer perceptor, in SAE, data are fed forward from input to reconstruction layer, but training is performed using the backward propagation method [49]. Based on the gradient descent of the loss function, the neurons’ weights and biases are updated backward from the reconstruction layer. The activation function applied for the SAE in this study is ReLU [50]. The training is performed by minimizing the least-square loss between the input layer and the reconstruction layer. The low-dimensional representation layer with significant amounts of information retained is the desired result in this study.

**F. PRECISION-RECALL (PR) CURVE AND ITS AREA UNDER CURVE (AUC-PR)**

Precision-recall (PR) curve is a graph to evaluate classification models’ performance at various classification thresholds. It is a variant of the well-known receiver operating characteristic (ROC) curve. However, it is more accurate than ROC curve with imbalanced data, where ROC curve tends to yield an overly optimistic result [51].

$$Recall = \frac{TP}{TP + FN}$$  \hspace{1cm} (12)

$$Precision = \frac{TP}{TP + FP}$$  \hspace{1cm} (13)

In a binary classification problem (for example, anomaly detection), a model classifies instances into either positive or negative. Thus, as the confusion matrix in Table 1 shows, there are four categories regarding the classification result: true positives (TP), false positives (FP), true negatives (TN), false negatives (FN). Based on the confusion matrix, recall is defined in Equation (12), and precision is defined in Equation (13). In a PR curve plot, the values on the x-axis are recall ranging between 0 and 1, and the ones on the y-axis are precision ranging between 0 and 1. PR curve is the result of connecting all the (recall, precision) scatters

| Predicted positive | Actual positive | Actual negative |
|--------------------|----------------|----------------|
| Predicted positive | TP             | FP             |
| Predicted negative | FN             | TN             |

**TABLE 1. Confusion matrix for binary classification.**
corresponding to the set of selected thresholds, which shows the tradeoff between precision and recall for different classification thresholds. The area under the PR curve (AUC_PR) is calculated to represent the model’s prediction performance. AUC_PR is an overall indicator of the models’ performance across all possible classification thresholds. AUC_PR can be understood as the probability that the model ranks a random positive instance above a random negative instance. The AUC_PR value is always bounded between 0 and 1, and a larger AUC_PR indicates a better performance. AUC_PR is adopted for performance evaluation and comparison for its two advantages: 1) Scale-invariant. It evaluates the ranking of predictions rather than the absolute predicted values. 2) Classification-threshold-invariant. It assesses the model’s prediction performance irrespective of what classification threshold is applied.

V. WORKFLOW

As stated in Introduction, the ultimate goal of this study is to investigate how different data structures and algorithms with different perspectives influence anomaly detection performance. Therefore, the workflow of this study revolves around the employment and comparison of different data structure schemes and different perspectives of algorithm mechanisms.

A. CONTEXTUALIZATION

As shown in Figure 1, the whole workflow starts from the original data and goes through two parallel paths. The green arrow shows the first path, while the red arrows show the second path. The black arrows represent the flow shared by both paths. The first path is straightforward, directly applying the four algorithms to the original data to acquire the anomaly detection results, followed by the result ensemble (details presented below in this section) and comparison. The second path is distinguished from the first by its contextualization followed by the dimension reduction. Contextualization refers to adding temporal attributes to the original data’s behavioral attribute ‘energy consumption.’ The temporal information is extracted from the time series index of the original data. The motivation of contextualization is that commercial buildings’ activities are highly subject to time variation. Thus, the temporal attributes hour, day class, and month can define the environment the energy consumption yielded from, providing more information for estimating correlations between the instances. For the three categorical contextual attributes, one-hot encoding [52] is used to convert them to binary attributes. The number of binary attributes varies from dataset to dataset, depending on how many day classes for this dataset. Weekdays are always within one class; Saturdays and Sundays can belong to the same class or two different classes. Public holidays are always within the class of Sundays. Thus, there are thirty-nine or forty binary attributes. Those attributes are sparse attributes with scattered information, and the high dimensionality hinders the efficient and effective application of anomaly detection algorithms. Thus, compression of the binary attributes is required. SAE is used in this study to compress the data because it helps retain much more complex information compared to the traditional linear reduction method, such as Principal Component Analysis (PCA). Based on the test, 4 turns out to be the optimal number of dimensions for the latent space in SAE. Thus, the final dimensionality of the data after contextualization and compression is 5. Subsequently, the final data are fed to the four algorithms – LOF, COF, CBLOF, and IF.

B. VALUE SETS OF KEY PARAMETERS

From the procedure where the four algorithms are applied to the final data, the two paths start to share the same procedures until the end of the workflow. For both original and contextualized data, seven distinct values of the key parameter (LOF: number of neighbors, COF: number of neighbors, CBLOF: number of clusters, IF: random state) are passed to each algorithm. LOF and COF share the same set of number of neighbors: \{8, 16, 24, 32, 48, 64, 80\}. The set of number of clusters for CBLOF is \{160, 200, 240, 280, 320, 360, 400\}. The set of random state for IF is \{0, 2, 4, 5, 7, 9, 11\}. The values of the parameters are chosen to cover a wide range of scenarios in consideration of the characteristics of the algorithms and datasets. For example, when number of clusters is 8, LOF and COF will assign a high anomaly score to the instance deviating from its eight nearest neighbors. This is the scenario of tight context. When number of neighbors is 80, the instance of interest will be compared with eighty nearest neighbors to estimate its anomalousness. This is the scenario of loose context. Similarly, number of clusters = 400 will set off a sensitive detecting strategy for CBLOF since more small clusters will get separated from others. In contrast, the CBLOF detector with number of clusters = 160 will have a much higher tolerance for grouping instances far from each other in the same cluster. This leads to the situation where many slightly deviating instances are not assigned high scores because they are not in small clusters. The seven distinct values of random state do not possess any numerical meaning. Instead, they can be regarded as seven different signs denoting seven distinct random seeds, corresponding to seven different random partition schemes.

FIGURE 1. Workflow of study.
C. MEDIAN ENSEMBLE

There are seven detectors for each algorithm corresponding to seven values of each key parameter. Thus, there are seven sets of anomaly scores for each algorithm for both the original and contextualized data. In this study, the median value of the seven anomaly scores for each instance is chosen to form a new set of anomaly scores. One advantage of doing so is that instances’ degree of being anomalous will be much less subject to the specific values assigned to the key parameters. This benefit is of great significance in real-world application scenarios. In real-world applications, without feedback (labels), it is almost impossible to know the optimal value of a key parameter. Thus, trying with multiple values and taking the median score can be a very effective way to obtain robust results. Additionally, the median anomaly scores are a much more unbiased reflection of the algorithms’ performances. This is crucial for this study since the goal is to examine the independent and joint effects of algorithms and data on anomaly detecting performance.

The new set of anomaly scores (median) is regarded as the result of the virtual ensemble detector. The PR curves of each ensemble detector are plotted based on their anomaly scores. With the PR curves and the AUC_PR values, the results of the ensemble detectors are evaluated and compared. Within the same dataset, the comparison is between the original and the contextualized data, and also between four algorithms. The optimal detector is selected based on the comparison, and the patterns presented in the results are discussed.

VI. RESULTS AND DISCUSSION

The PR curves of each ensemble detector on both original and contextualized data were plotted based on their anomaly scores. The corresponding AUC_PR values of these PR curves were calculated. For each dataset, the comparison was carried out between original and contextualized data and also between the ensemble detectors.

As shown in Table S1 to Table S12 in Supplementary Material, the virtual ensemble detectors’ performances successfully represent the algorithms’ overall performances on the data without being biased by the extreme anomaly scores. This property is advantageous in the typical real-world application scenarios, where we cannot know what value of the parameter contributes to a better detector since it is impossible to assess the detectors’ performances without labels. However, this study clearly shows that taking the median of the anomaly scores under a set of parameter values can reflect the overall performance unbiasedly, regardless of specific parameter values adopted.

A. PERFORMANCES OF ANOMALY DETECTORS

1) RESULTS FOR DATASET A

As shown in Figure 2, it is evident that most of the detectors on the contextualized data cover more area (higher AUC_PR value) than the ones on original data do. It is not clear for CBLOF from the plots, but from Table 2, a slight improvement on contextualized data (0.784 vs. 0.764) can be observed. The difference shown by all detectors indicates that contextualization enhances the anomaly detection for dataset A, regardless of the specific algorithms. One thing worth noting in Figure 2 is that the curve trend of OG_CBLOF is opposite to the typical PR curve trend shown by other curves. This also happens with OG_COF, OG_IF, and CT_CBLOF in certain ranges. Since this unusual pattern also appears in Figure 3 and Figure 4, the likely reason behind it will be discussed in the summary of the three datasets’ results in Section VI-B. Besides, in terms of performance, all the ensemble detectors are in the same sequence for both original data and contextualized data, which is LOF > COF > CBLOF > IF. Additionally, LOF, COF, and CBLOF present decent performances with the respective AUC_PR values of 0.989, 0.876, and 0.784 for the contextualized data, and 0.838, 0.817, and 0.764 for the original data. The overview of the results on dataset A is as follows: 1) All the detectors on the contextualized data are slightly superior to their counterparts on the original data; 2) LOF > COF > CBLOF > IF in terms of performance, and the AUC_PR value of LOF is 0.989 on the contextualized data.

2) RESULTS FOR DATASET B

The unique and most obvious feature of Figure 3 is that the curve OG_COF is absent because there was a numerical error while calculating the COF values on the original data. The possible reason is as follows. When a neighborhood is composed of instances with the same or very similar energy consumption values, the average chaining distances of those instances could be zero or very small. This means the denominator in Equation (6) will be zero or close to zero, which leads to the final COF value to be null or extremely large (meaningless). This problem is likely to happen when the following two conditions are met: 1) There are many instances with the

![PR curve of all detectors for dataset A](image_url)
same or very similar values in the original data; 2) The COF algorithm parameter ‘number of neighbors’ is assigned with a small value.

For the other three algorithms other than COF, it is apparent that the detectors on the contextualized data cover more area than those on the original data do. This difference indicates that contextualization enhances anomaly detection for dataset B, regardless of the specific algorithms. It is worth noting in Figure 3 that the curve trend of OG_CBLOF is opposite to the typical PR curve trend shown by other curves, which also happens to OG_IF in certain ranges. Besides, the detectors follow the sequence LOF > COF > CBLOF > IF in terms of their performances on the contextualized data. Additionally, as shown in Table 3, all the detectors present decent performances on the contextualized data with the respective AUC_PR values of 0.941, 0.934, 0.905, and 0.868. In contrast, except for IF, all the detectors’ performances on the original data are significantly inferior. IF detectors possess the minimum gap of performances, implying that the severely worse performances of other detectors may result from the distance estimation in the algorithms’ mechanisms since IF is the only algorithm not incorporating the estimation of distances between instances. The overview of the results on dataset B is as follows: 1) Almost all the detectors on the contextualized data are significantly superior to their counterparts on the original data – the exception is IF with a moderate gap of 0.109; 2) LOF > COF > CBLOF > IF in terms of performance on the contextualized data, and the AUC_PR value of LOF is 0.941.

3) RESULTS FOR DATASET C
As shown in Figure 4, it is apparent that the detectors on the contextualized data cover considerably more area than the ones on the original data do. This difference indicates that contextualization enhances anomaly detection for dataset C, regardless of the specific algorithms. It is worth noting in Figure 4 that the PR curves’ trends of OG_CBLOF and CT_CBLOF are opposite to the typical PR curve trend shown by other curves, which also happens to OG_IF in a certain range. Besides, in terms of performance on the contextualized data, the sequence of detectors is LOF > CBLOF > COF > IF. Additionally, as shown in Table 4, all the detectors present decent performances on the contextualized data with the respective AUC_PR values of 0.957, 0.854, 0.818, and 0.742. For the original data, except for COF with mediocre performance, all the detectors’ performances are poor and significantly inferior to their counterparts on the contextualized data. The overview of the results on dataset C is as follows: 1) All the detectors on the contextualized data are significantly superior to their counterparts on the original data; 2) LOF > CBLOF > COF > IF in terms of performance on the contextualized data, and the AUC_PR value of LOF is 0.957.

B. DISCUSSION ON OVERALL RESULTS
1) CURVE PATTERN DEVIATION
As mentioned above, in Figure 2, Figure 3, and Figure 4, some curves show the opposite trend of the majority. Specifically, for these curves, precision increases as recall increases across a partial range or the whole range of the threshold set. According to Equation (12) and (13), if the labeled anomalous instances get distinctive anomalous scores from the detectors, the increase of recall will typically come with the cost of decreasing precision. However, if multiple labeled anomalous instances are assigned very similar (or even the same) anomalous scores, the change of threshold from a higher value to a lower one will most probably increase TP along with minimal (or even zero) increases in FN and FP. This will eventually cause an increase in both recall and precision. As observed from Figure 2, Figure 3, and Figure 4, this pattern mainly happens to CBLOF and IF, especially on the original data. For CBLOF, the instances located very close to (or overlapping) each other will have very similar (or the same) distances to their nearest large cluster, leading to very similar (or the same) anomalous scores. For IF, the instances in the original data with the same energy consumption value will be isolated collectively, resulting in the same anomalous score for them.
2) COMMON RESULTS AND THE EXPLANATION FOR THEM

The first common result shared by all the three datasets is that all the detectors on the contextualized data are superior to their counterparts on the original data. The reason is that the contextual attributes (month, day class, and hour) added in the contextualization process help define the environment of the behavioral attribute (energy consumption) for each instance. This kind of environment information redefines the correlations between the instances. In contrast, the behavioral attribute is the only information for estimating the correlations between the instances in the original data. Without the crucial temporal information being considered and added to the original data, bias may be introduced to the estimation of the k nearest neighborhoods and the neighborhoods’ densities for LOF, k nearest neighborhoods and the chaining distances for COF, the path length calculation for IF, and the cluster identification for CBLOF.

The second common result shared by all the three datasets is the ranking of algorithms in terms of their performance on the contextualized data. For datasets A and B, it is LOF > COF > CBLOF > IF. For dataset C, it is just slightly different with the positions of COF and CBLOF switched: LOF > CBLOF > COF > IF. This is likely related to the perspectives from which these algorithms estimate anomalousness. LOF quantifies the anomalousness of instances from a local perspective since the anomaly score is based on the difference in densities between the instance’s neighborhood and its neighbors’ neighborhoods. COF follows the same approach except for using chaining distance rather than density. Unlike the sheer local perspective of LOF and COF, CBLOF estimates the anomaly score in a hybrid fashion of global and local perspectives. Initial k-means clustering and the following determination of large and small clusters are on the global track – all instances in the dataset are scanned for generating the cluster centroids, and all the clusters’ sizes are examined to define ‘large’ and ‘small.’ On the other hand, the final calculation of CBLOF values is directly subject to the size of the instance’s cluster and the distance to its nearest large cluster. For IF, the isolation mechanism of it is established from a merely global perspective. First, the random sub-sampling for each iTree is conducted throughout the whole input data. Second, every random split in an iTree based on a particular attribute can be at any value between the attribute’s minimum and maximum values. Based on the performance sequence and the mechanisms mentioned above, it implies that the local approaches are superior to the global ones, at least for the datasets in this paper, in which the labeled anomalies are the anomalies within their neighborhoods, rather than extreme instances with regard to the rest of the whole data space.

To summarize, the superior performance of LOF, COF, and CBLOF on the contextualized data can be attributed to the factors at two levels – data structure level and algorithm mechanism level. At the data structure level, contextualization reconstructs the original mono-dimensional data space to a multi-dimensional one and redefines the location of each instance, leading to a much less biased estimation of distances and similarities between the instances. At the algorithm mechanism level, the algorithms with local perspectives tend to amplify the role of contextual attributes since defining ‘local’ and ‘nonlocal’ is an essential procedure for them. Thus, those algorithms can make the most of the information brought by contextualization to identify the imperceptible contextual anomalies. Furthermore, LOF is the best performing algorithm for all the contextualized data, meaning the density comparison mechanism well fits the datasets in this study. Since these three datasets are representative of the commercial buildings’ energy consumption profiles, we believe that LOF will perform well on other energy data of commercial buildings. However, it is always worth examining COF because the deviation of instances can sometimes be reflected by pattern distinctness rather than density difference.

VII. CONCLUSION AND FUTURE WORK

To keep building systems efficient, robust, and safe, we proposed a novel workflow to effectively detect the imperceptible anomalies in the energy consumption profiles of buildings. The workflow was developed on two levels – data structure level and algorithm mechanism level. The focus of the data structure level was the difference in detecting effectiveness between the original and contextualized data. At the algorithm mechanism level, detecting algorithms with different perspectives of estimating anomalousness were traversed to compare their performances. The workflow was employed in a case study to detect the anomalies in three energy consumption datasets from two types of commercial buildings in three different cities. The case study demonstrated full details of the workflow, and it fulfilled two objectives. First, it accurately identified the contextual anomalies concealed beneath the time variation of the energy consumption profiles of the three buildings. The best performances were all from LOF on the contextualized datasets, and its AUC_PR values for datasets A, B, and C were 0.989, 0.941, and 0.957, respectively. Second, more broadly, it examined the joint effect of data structures and algorithm mechanisms on the performance of unsupervised anomaly detection for buildings’ energy data. On the data level, all detectors on the contextualized data showed superior detecting capacity to their counterparts on the original data. On the algorithm level, there was a constant ranking of detectors concerning their detecting performances on the contextualized data. For datasets A and B, it was LOF > COF > CBLOF > IF. For dataset C, it was unchanged except that the positions of COF and CBLOF were switched – LOF > CBLOF > COF > IF. This pattern implies that local approaches will outperform global approaches in the cases where the aim is to detect the instances deviating from their contextual neighbors rather than the rest of the whole data. In the future, we might explore more in the data monitoring and retrieving procedure to ensure a higher resolution of the data. Therefore more granular information could be yielded from the anomaly detection. We might also identify the connections between anomalous
energy consumption patterns and specific malfunctions. This would enable us to develop prediction workflows to directly predict particular malfunctions according to the energy consumption data.
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