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Abstract

The well-known Sauer lemma states that a family $\mathcal{F} \subseteq 2^{[n]}$ of VC-dimension at most $d$ has size at most $\sum_{i=0}^{d} \binom{n}{i}$. We obtain both random and explicit constructions to prove that the corresponding saturation number, i.e., the size of the smallest maximal family with VC-dimension $d \geq 2$, is at most $4^d + 1$, and thus is independent of $n$.

1 Introduction

In this paper, we consider a set theoretic problem concerning the Vapnik-Chervonenkis dimension of set families. This notion plays a central role in statistical learning theory [4, 21], discrete and computational geometry [16] and several other areas of mathematics [11, 15].

For a family $\mathcal{F}$ and a set $X$, let $\mathcal{F}|_X := \{ F \cap X : F \in \mathcal{F} \}$ be the projection of $\mathcal{F}$ onto $X$ (also called the trace of $\mathcal{F}$ on $X$). We say that $\mathcal{F}$ shatters $X$ if $\mathcal{F}|_X = 2^X$. The VC-dimension of $\mathcal{F}$, denoted $VC(\mathcal{F})$ is the size of the largest $X$ shattered by $\mathcal{F}$. The following seminal result, often called the Sauer lemma, relates the size of a set family with its VC-dimension.

**Theorem 1** (Sauer [19], Shelah [20], Vapnik, Chervonenkis [21]). If $\mathcal{F} \subseteq 2^{[n]}$ has VC-dimension at most $d$, then $|\mathcal{F}| \leq \sum_{i=0}^{d} \binom{n}{i}$.

The bound of Theorem 1 is sharp as shown by all subsets of $[n]$ of size at most $d$, but there are many other extremal families achieving this size (see e.g. [12]). Pajor [18] strengthened Theorem 1 to the inequality $|\mathcal{F}| \leq |Sh(\mathcal{F})|$ where $Sh(\mathcal{F})$ stands for the family of all sets shattered by $\mathcal{F}$ (a dual inequality was obtained by Bollobás, Leader, and Radcliffe [5] and then by Bollobás and Radcliffe [6]). Examining families satisfying these inequalities with equality has been studied lately (see e.g. [17]). For more extremal set theoretic problems on traces of set families, see Chapter 8 of [13].

We study the saturation problem for families with fixed VC-dimension. We say that $\mathcal{F} \subset 2^{[n]}$ is saturated if $VC(\mathcal{F}) < VC(\mathcal{F'})$ for every $\mathcal{F'} \subset 2^{[n]}$ such that $\mathcal{F'} \supseteq \mathcal{F}$, and $\mathcal{F}$ is $d$-saturated
if it is saturated and $VC(F) = d$. Answering a question of Frankl [10], after work by Alon, Moran, and Yehudayoff [1], Balogh, Mészáros, and Wagner determined [3] the asymptotics of the logarithm of the number of $d$-saturated families $F \subseteq 2^{[n]}$. We will be interested in the saturation number $sat_{VC}(n, d)$, the minimum size of a $d$-saturated family $F \subseteq 2^{[n]}$. Clearly, $sat_{VC}(n, 0) = 1$ for any $n$, as any set forms a 0-saturated family. Dudley showed [7] (see also [8]) that $sat_{VC}(n, 1) = n + 1$ for all values of $n$. Together with Theorem 1, this implies that any 1-saturated family $F \subseteq 2^{[n]}$ has size $n + 1$. Our main result shows that for larger values of $d$, the situation is completely different.

**Theorem 2.** For any $d \geq 3$, $sat_{VC}(n, d - 1) \leq 4^d$ holds for any $n \geq 2d$. Moreover, if $d$ is odd or if $d \geq 14$, then we can replace $4^d$ with $\frac{1}{2}(\frac{2d}{d})$.

One interesting question that remains is to find better lower bounds on $sat_{VC}(n, d - 1)$. As we show above, it is at most roughly $4^d$ for most $d$. On the other hand, a trivial lower bound is $sat_{VC}(n, d - 1) \geq 2^d - 1$ because at least 1 $d$-set should contain $2^d - 1$ projections. It is not difficult to get a slightly better bound $sat_{VC}(n, d - 1) \geq 2^d$, but a more significant improvement remains elusive.

**Problem 3.** Show that $sat_{VC}(n, d - 1) \geq c^d$ for some $c > 2$.

## 2 Searching for the upper bound constructions

We turn to the proof of our main result. Observe that in order to obtain an upper bound on the saturation number, one needs constructions. The following proposition gives us an idea on how constant-sized saturated families should look like. In order to formulate it, we need some definitions. For a family $F \subseteq 2^{[n]}$ and $x, y \in [n]$, we say that $x$ and $y$ are duplicates, if, for any $F \in F$, $x \in F$ if and only if $y \in F$. Let $D(x) \subseteq [n]$ be the class of all duplicates of $x$ with $x$ included. Define the reduced family $R(F)$ to be the projection of $F$ on $W$, where $W \subseteq [n]$ is obtained by keeping exactly one element out of each class of duplicates. Note that $R(F)$ is defined up to relabeling of the ground set, $|R(F)| = |F|$ and, informally, $R(F)$ captures the structure of $F$. In the next proposition $\Delta$ denotes the symmetric difference of sets.

**Proposition 4.** Let $d \geq 2$ and consider a $d$-saturated family $F \subseteq 2^{[n]}$.

(i) Assume that $F = R(F)$. If $x_1, \ldots, x_m \in [n]$ are such that, for any $F \in F$ and $x_i$, the set $F \Delta \{ x_i \}$ is not contained in $F$, then a family $F'$ (on a larger ground set) that is obtained from $F$ by duplicating some of $x_1, \ldots, x_m$ is $d$-saturated.

(ii) If there exists $x \in [n]$ such that $|D(x)| \geq 2$, then for any such $x$ the family $R(F)$ must satisfy the property from (i) w.r.t. (a duplicate of) $x$. That is, for any $F \in F$, the set $F \Delta D(x)$ is not contained in $F$.

We note that the condition of (ii) definitely holds for some $x$ if $n > 2^{|F|}$. This proposition implies that a constant-sized $d$-saturated family for any sufficiently large $n$ is reducible to a saturated family as in (i).

**Proof.** (i) For simplicity, assume that $F'$ is obtained from $F$ by duplicating $x_1$ several times, and let $D(x_1)$ be the class of duplicates of $x_1$. Assume that $F'$ is not saturated, that is, there is a set $X \notin F'$ such that $F' \cup \{ X \}$ has $VC$-dimension $d$. Recall that $F'|_{[n]} = F$, and $F$ is
saturated. Thus, \( X|_n = F|_n \) for some \( F \in \mathcal{F} \). In other words, \( \emptyset \neq F \Delta X \subseteq D(x_1) \setminus \{x_1\} \).

Take any \( y \in F \Delta X \), define \( Y := [n] \setminus \{x_1\} \cup \{y\} \) and consider \( \mathcal{F}_0 := \mathcal{F}|_Y \). Then \( \mathcal{F}_0 \) is isomorphic to \( \mathcal{F} \). By the choice of \( y \), \( F|_Y \Delta X|_Y = \{y\} \), and thus, by the definition of \( x_1 \) (and \( y \) being the duplicate of \( x_1 \) for \( \mathcal{F} \)), only at most one of \( F|_Y \) and \( X|_Y \) can be contained in \( \mathcal{F}_0 \). Therefore, \( X|_Y \notin \mathcal{F}_0 \), and thus \( VC(\mathcal{F}_0 \cup \{X|_Y\}) > VC(\mathcal{F}_0) \), a contradiction.

(ii) The proof of this part is largely the proof of (i) in reverse. Assume that this is not the case. Take \( F, F \Delta D(x) \in \mathcal{F} \), put \( Y := (F \setminus D(x)) \cup \{x\} \) and consider the family \( \mathcal{F}_1 := \mathcal{F} \cup \{Y\} \). Clearly, \( |\mathcal{F}_1| = |\mathcal{F}|+1 \). Next, we show that \( VC(\mathcal{F}_1) = VC(\mathcal{F}) = d \), contradicting the saturation property of \( \mathcal{F} \). Indeed, assume that some \((d+1)\)-element set \( S \) is shattered by \( \mathcal{F}_1 \). Then, clearly, \( S \cap D(x) \neq \emptyset \). Moreover, if \( |S \cap D(x)| = 1 \) then \( Y|_S \in \{F|_S, F \Delta D(x)|_S\} \), and thus such \( S \) should have been shattered by \( \mathcal{F} \). Therefore, \( |S \cap D(x)| \geq 2 \). However, by definition, there is at most 1 set in \( \mathcal{F}_1 \) that does not either contain or is disjoint with \( S \cap D(x) \), while, in order to shatter \( S \), one needs at least \( 2^d \) such sets. This contradiction shows that \( VC(\mathcal{F}_1) = d \), and thus \( \mathcal{F} \) was not saturated in the first place.

One of the challenges in proving Theorem 2 was to find the right class of families to search for constructions in. Proposition 4 suggests to search for (reduced) saturated families such that the Hamming distance between any two sets in the family is at least 2. One natural way to achieve this is to consider uniform families, i.e., families in which all sets have the same size. Let us denote the set of all \( k \)-element subsets of \([n]\) by \( \binom{[n]}{k} \).

It turned out that we can find \((d-1)\)-saturated families among intersecting families in \( \binom{[2d]}{d} \). The following proposition gives us a sufficient condition for such a family to be \((d-1)\)-saturated. We say that \( \mathcal{F} \) almost shatters \( X \) if \( \mathcal{F}|_X = 2^X \setminus \emptyset \) or \( \mathcal{F}|_X = 2^X \setminus \{X\} \).

**Proposition 5.** If a family \( \mathcal{F} \subset \binom{[2d]}{d} \) almost shatters any \( A \in \binom{[2d]}{d} \), then \( \mathcal{F} \) is \((d-1)\)-saturated.

**Proof.** Since \( \mathcal{F} \) is almost shattered, adding a \( d \)-set to \( \mathcal{F} \) will result in shattering that set. We thus need to show that adding a set \( B \) of size other than \( d \) also results in some \( d \)-set being shattered. The argument is symmetric for sets of size smaller/larger than \( d \), and we present the case \( |B| < d \) only. Consider a family \( \mathcal{F}' := \mathcal{F} \cup \{B\} \), \( |B| < d \). Take a set \( X \subset \overline{B} \), \( |X| = d - |B| \). Then \( X \in \mathcal{F}|_{B \cup X} \), and so by the assumption on \( \mathcal{F} \) there is a \( d \)-set \( A \in \mathcal{F} \) such that \( A \cap (B \cup X) = X \). Therefore, \( B \cap A = \emptyset \) and thus \( A \) is shattered by \( \mathcal{F}' \). □

Proposition 4 implies that any uniform \( d \)-saturated family on a ground set of size \( n \) can be transformed into a \( d \)-saturated family of the same size on any larger ground set. Proposition 5 tells us that it is sufficient to find a family \( \mathcal{F} \subset \binom{[2d]}{d} \) that almost shatters any \( d \)-subset of \([2d]\). The latter property implies that, for any \( d \)-set \( S \), exactly one of \( S, \overline{S} \) must be contained in \( \mathcal{F} \). In other words, \( \mathcal{F} \subset \binom{[2d]}{d} \) must be an intersecting family of size \( \frac{1}{2} \binom{[2d]}{d} \).

In Section 3, we show that for \( d \geq 14 \), if we pick one set from each such complementary pair independently and uniformly at random, then with positive probability, we obtain a family that almost shatters every \( d \)-set.

In Section 4, we give explicit constructions of saturated families for any \( d \geq 4 \) that are based on intersecting families as above and have an additive combinatorics flavour. For odd \( d \), we also obtain a certain classification result.
Before going on to constructions for general $d$, let us give a concrete example of a saturated family for $d = 3$, which proves Theorem 2 for that case, as well as gives an idea of what type of intersecting families we are going to use for explicit constructions.

Let $\mathcal{F} \subset \binom{\{6\}}{3}$ be the family of all 3-tuples in which the sum of the elements belongs to $H = \{1, 3, 4\}$ mod 6. Note that $\sum_{i=0}^{5} i = 3$ (mod 6) and that $H \cap (3 - H) = \emptyset$, where here and in what follows the operations are mod 6. This implies that $\mathcal{F}$ contains exactly 1 set out of each complementary pair of 3-sets and that, in particular, $\mathcal{F}$ is intersecting.

Claim 6. Every $A \in \binom{\{6\}}{3}$ is almost shattered by $\mathcal{F}$.

Proof. To prove the claim, it is sufficient to show that, for any $S' \subset S \in \binom{\{6\}}{3}$, $|S'| \in \{1, 2\}$, there exists a set $F \in \mathcal{F}$ such that $F \cap S = S'$. Assume that the sum of the elements from $S$ is $x$ (mod 6) and the sum of elements from $S'$ is $y$ (mod 6).

If $|S'| = 2$ then we need to find $z \in \bar{S}$ such that $y + z \in H$. If there is no such $z$ then $\{y + z : z \in \bar{S}\} = \{0, 2, 5\}$ and so $\{y + z : z \in S'\} \subset \{1, 3, 4\}$. But then, assuming $S' = \{z_1, z_2\}$, we have that the sum of the two elements $(y + z_1) + (y + z_2) = 3(z_1 + z_2) = 0$ (mod 3), but on the other hand, it must be one of the numbers in $\{1 + 3, 1 + 4, 3 + 4\}$ (mod 6), and none of those numbers is divisible by 3. This contradiction implies that there must be $z$ with the desired property.

The case $|S'| = 1$ is similar. Put $\bar{S} = \{z_1, z_2, z_3\}$. Assuming that there is no pair $z_i, z_j \in \bar{S}$, $i \neq j$, such that $y + z_i + z_j \in \{1, 3, 4\}$, we get that $y + \{z_1 + z_2, z_1 + z_3, z_2 + z_3\} = \{0, 2, 5\}$, which, passing to the complements and using that $\sum_{i=0}^{5} i = 3$ (mod 6), means that $y' + y'' + \{z_1, z_2, z_3\} = \{1, 3, 4\}$, where $\{y', y'', y''\} = S$. But then $y' + y'' + \{y, y', y''\} = \{0, 2, 5\}$, and, in particular, $3(y' + y'') \in \{0 + 2, 2 + 5, 0 + 5\}$, which is a contradiction. This concluded the proof of the claim. 

Equipped with this claim, we apply Proposition 5, concluding that $\mathcal{F}$ is saturated. We then apply Proposition 4 (i) and duplicate arbitrary elements sufficiently many times to get a saturated family of VC-dimension 2 for $n \geq 6$.

3 Random construction

Consider a random family $\mathcal{F} \subset \binom{\{2d\}}{d}$, obtained in the following way: for each pair $A, \bar{A}$ of complementary $d$-element sets, we include one of them in $\mathcal{F}$ independently and uniformly at random. Let $H_A$ be an event that $A \in \mathcal{F}$.

For any $d$-set $A$ and set $X \subseteq A$ let $Q_{A,X}$ stand for the event that $X \notin \mathcal{F}|_A$. This event happens if and only if for each pair of complementary $d$-sets $B, \bar{B}$ such that $A \cap B = X$, we added $\bar{B}$ to $\mathcal{F}$. In particular, 

$$P[Q_{A,X}] = 2^{-\binom{d}{X}}$$.

Theorem 7. If $d \geq 14$, we have 

$$P[\bigcap_{A \in \binom{\{2d\}}{d}, \emptyset \neq X \subseteq A} Q_{A,X}] > 0$$, i.e., with positive probability $\mathcal{F}$ almost shatters every $A \in \binom{\{2d\}}{d}$.

Equipped with this theorem, we can conclude the proof of Theorem 2 as in the case of $d = 3$, given in the previous section.

We shall use Lovász Local Lemma to show the validity of Theorem 7.
Lemma 8 (Lovász Local Lemma). Let $B_1, \ldots, B_m$ be events in an arbitrary probability space. For each $i$, let $S_i \subset [m]$ be such that $B_i$ is independent of the sigma-algebra generated by the events $\{B_j : j \notin S_i \cup \{i\}\}$. Assume that there are real numbers $x_1, \ldots, x_m$ such that $0 \leq x_i < 1$ and

$$P[B_i] \leq x_i \prod_{j \in S_i} (1 - x_j).$$

Then with positive probability no event $B_i$ holds.

Whether or not $H_B$ holds only depends on those events $Q_{A,X}$ for which $A \cap B = X$. Thus, an event $H_B$ depends on $(d/k)^2$ events $Q_{A,X}$ with $|X| = k$. Therefore, an event $Q_{A,X}$ depends on events $Q_{B,Y}$ with $|Y| = l$.

To apply LLL, we need to choose the coefficients $x_i$. We put

$$x_{A,X} := p_{|X|} := 2^{-\max\{(d-1)/(|X|), (d-1)/|X|\}}.$$

The cases $|X| \leq d/2$ and $|X| \geq d/2$ are symmetric, and thus, in what follows, we assume that $|X| \leq d/2$. Then the maximum in the expression above is attained on the first binomial coefficient and $P[Q_{A,X}]/p_{|X|} = 2^{-\binom{d}{k}/(\binom{d}{|X|})} = 2^{-\binom{d-1}{k-1}}$. We need to show that for each $1 \leq k \leq d/2$ and $|X| = k$ we have

$$P[Q_{A,X}] \leq p_{|X|} \prod_{l=1}^{d-1} (1 - p_l)^{d_{k,l}} \iff \prod_{l=1}^{d-1} (1 - p_l)^{d_{k,l}} \geq 2^{-\binom{d-1}{k-1}}.$$

Recall that $d_{k,l} = \binom{d}{k} \binom{q}{l}^2$ and that $\binom{d-1}{k-1}/\binom{d}{k} = \frac{k}{q}$ and is minimized for $k = 1$. Thus, to verify the last displayed inequality, it is sufficient to show that

$$\prod_{l=1}^{d-1} (1 - p_l)^{\binom{q}{l}^2} \geq 2^{-\frac{4}{9}}. \quad (1)$$

For $d/2 > l \geq 2$ and $d \geq 10$

$$\frac{(d/l)^2 2^{-\binom{d-1}{l-1}}}{\binom{d}{l-1}^2 2^{-\binom{d-1}{l-1}}} = \frac{(d-l)^2}{l^2} 2^{-\frac{d-2l}{d-1} \binom{d-1}{l-1}} \leq (d-1)^2 2^{-\frac{(d-1)(d-4)}{2}} < \frac{1}{10},$$

and so we have

$$\prod_{l=1}^{d-1} (1 - p_l)^{\binom{q}{l}^2} \geq \prod_{l=1}^{d/2} (1 - p_l)^{2^\binom{d}{l}^2} \geq 1 - 2^{d/2} \sum_{l=1}^{d/2} \binom{d}{l} 2^{-\binom{d-1}{l}} \geq 1 - 3d^2 2^{1-d}.$$

The last expression is at least $1 - \frac{2}{d}$ for any $d$ such that $2^d \geq 12d^3$. The latter holds for $d \geq 16$. On the other hand, for $d \geq 10$ we have $2^{-1/d} < 1 - \frac{1}{2d}$, and thus (1) holds for $d \geq 16$. By doing a more careful calculation, one can verify that (1) holds for any $d \geq 14$. 

5
4 Explicit constructions

For odd $d \geq 7$ we find explicit constructions of intersecting families $\mathcal{F} \in \binom{[2d]}{d}$ which almost shatters any $A \in \binom{[2d]}{d}$. We then conclude the proof as in the case $d = 3$. The details of this are in Subsection 4.1.

For even $d \geq 6$ the explicit constructions we found are slightly different. They consist of a maximal intersecting family in $\binom{[2d]}{d}$ and a few other sets, which form a saturated (and not necessarily almost-shattering) family. Thus these constructions are not necessarily uniform, moreover they may contain two sets whose Hamming distance is one. Therefore, in order to use Proposition 4 (i) and extend the construction to larger $n$, we cannot simply duplicate an arbitrary element. However, we will make sure to have a distinguished element, for which the condition of Proposition 4 (i) holds. The details are given in Subsection 4.2.

Finally, in Subsection 4.3, we give two examples of saturated families for $d = 4, 5$. Those together with the example for $d = 3$ in the introduction cover all values of $d \geq 3$, as stated in Theorem 2.

4.1 Odd $d$

Fix an integer $d$ and consider a set $X \subset [2d]$ of size $d$. Define

$$\mathcal{F}(X) := \left\{ F \in \binom{[2d]}{d} : \sum_{i \in F} i \in X \pmod{2d} \right\}.$$

Theorem 9. Let $d = 2k + 1$. Then $\mathcal{F}(X)$ almost shatters every $S \in \binom{[2d]}{d}$ if and only if the following three conditions hold:

1. $|X| = d$ and $X \cap (d - X) = \emptyset \pmod{2d}$;
2. $X$ contains both odd and even elements;
3. for every $u \in X$, $\sum_{w \in X \setminus \{u\}} w \neq 0 \pmod{d}$.

It is not difficult to find residue classes that satisfy the three conditions from the theorem. We use the notation $[a, b] := \{a, a + 1, \ldots, b\}$. Then one example is

$$X := [1, k] \cup [2k + 1, 3k + 1]$$

for odd $k$. Indeed, both 1. and 2. are straightforward to check. To see 3., we note that all elements of $X$ are $0, 1, \ldots, k$ (mod $2k + 1$), while

$$\sum_{x \in X} x = 2 \cdot \binom{k + 1}{2} = k(k + 1) = k + 1 + \frac{k - 1}{2}(2k + 2) = \frac{3k + 1}{2} \pmod{2k + 1}.$$

Thus, condition 3. is satisfied.

Another example for odd $k$ is

$$X := \{1, 3 \ldots, 2k - 1, 2k + 1, 2k + 2, 2k + 4 \ldots, 4k\}.$$
The previous examples give construction in the case \( d = 4r + 3 \) for some positive integer \( r \). In case \( d = 4r + 1 \geq 9 \), we can take
\[
X := \{0\} \cup A \cup (d + A) \pmod{2d}, \text{ where } A = \{1, \ldots, 2r - t - 1, 2r - t, 2r + 1, 2r + 2, \ldots, 2r + t\}
\]
for some appropriately chosen \( t \geq 1 \). E.g., for \( k = 4 \) we can take \( t = 1 \), getting the set \( \{1, 2, 3, 5\} \pmod{9} \). It is not difficult to check the first two conditions. As for the third condition, note that
\[
2(\sum_{i=1}^{2r-t} i + \sum_{i=2r-t+1}^{2r+t} i) = r + t^2 \pmod{4r + 1}.
\]
By taking \( t \) such that \( 2r + t < r + t^2 < 4r + 1 \), which is always possible for \( r \geq 2 \), we make sure that the third condition is satisfied.

Let us prove Theorem 9.

Take any such \( X \). In what follows, we treat \( X \) as a set of residues modulo \( 2d \), and the inclusions/equality between \( X \) and other sets should be interpreted as those for sets of residues modulo \( 2d \). Most sums are also taken modulo \( 2d \), which should be clear from the context. The proof of the theorem consists of the following lemmas.

**Lemma 10.** For any \( A \in \binom{[2d]}{d} \), \( \mathcal{F}(X)|_A \) contains exactly 1 out of \( \emptyset, A \) if and only if the first condition from Theorem 9 holds.

**Proof.** Note that \( \sum_{i=1}^{2d} i \equiv d \pmod{2d} \). Thus, the first condition in the theorem is equivalent to saying that for any \( B \in \binom{[2d]}{d} \), \( B \in \mathcal{F}(X) \) if and only if \( B \notin \mathcal{F}(X) \).

We will need some lower bounds on a special instance of the generalized Erdős–Heilbronn problem (originally [9], for a recent survey see Chapter IV A.3 in [2]). In a group \( G \), the restricted \( s \)-sumset \( \sum \binom{A}{s} \) for some \( A \subseteq G \) and integer \( s \geq 2 \) is the set of all different sums of \( s \) distinct elements from \( A \) (in the number theory literature, the notation \( s \wedge A \) is used). Hamidoune, Lladó, and Serra [14] proved that in the cyclic group \( \mathbb{Z}_n \) we have \( |\sum \binom{A}{s}| \geq \min\{n, 3|A|/2\} \) unless \( A \) contains only numbers of the same parity, but only if \( |A| \geq 33 \). We will be interested in the case \( G = \mathbb{Z}_{2d} \) and \( |A| = d \). For us a weaker bound will suffice, but we will need it for small values of \( |A| \) and also the same lower bound will be required for \( |\sum \binom{A}{s}| \).

**Lemma 11.** Consider \( A \subset \mathbb{Z}_{2d}, |A| = d \geq 5 \), such that \( A \) contains both odd and even elements. Then for each \( 2 \leq s \leq d - 2 \), we have \( |\sum \binom{A}{s}| > d \).

We defer the proof of this lemma until the end of the section.

**Lemma 12.** The family \( \mathcal{F}(X)|_A \) contains all the sets of size \( s \), \( 2 \leq s \leq d - 2 \) for any \( A \in \binom{[2d]}{d} \) if and only if condition 2 from Theorem 9 holds.

**Proof.** If \( X \) contains only even elements then it is not difficult to see that the \( \mathcal{F}(X)|_A \), where \( A \) is the set of all odd elements, misses all projections of odd size. Similarly, if \( X \) contains only odd elements then \( \mathcal{F}(X)|_A \), where \( A \) is the set of all even elements, misses all projections of even size. Thus, condition 2 from the theorem is necessary.

Conversely, take any such \( A \) and a particular subset \( A' \subset A \) of size \( s \). We need to show that it is possible to complement it with \( d - s \) elements in \( \bar{A} \) so that the sum of all elements in the resulting set belongs to \( X \) modulo \( 2d \). Applying Lemma 11, we have \( \left( \sum_{a \in A} a + \sum \binom{A}{d-s} \right) \cap X \neq \emptyset \pmod{2d} \) by the pigeon-hole principle for any \( \bar{A} \) containing both odd and even elements. In
case when \( \bar{A} \) is the set of all even or all odd elements, \( \sum \binom{A}{d-s} \) contains either all even or all odd elements. In any case, condition 2 from the theorem implies that the aforementioned intersection is non-empty as well.

\[ \square \]

**Lemma 13.** The family \( \mathcal{F}(X)|_A \) contains all the sets of size 1 and \( d-1 \) for any \( A \in \binom{[2d]}{d} \) if and only if condition 3 from Theorem 9 holds.

**Proof.** If \( u \in X \) is such that \( \sum_{w \in X \setminus \{u\}} w = 0 \pmod{2d} \) then \( \mathcal{F}(X)|_X \) does not contain \( X \setminus \{u\} \).

Indeed, we need an element \( y \) from \( X \) to complement \( X \setminus \{u\} \) to obtain a set with sum in \( X \). But then \( y \in X \cap \bar{X} \). If \( u \in X \) is such that \( \sum_{w \in X \setminus \{u\}} w = d \pmod{2d} \), then consider the sets \( A = d + X \) and \( A' = A \setminus \{u + d\} \). We have \( \sum_{a \in A'} a = (d-1)d + \sum_{x \in X \setminus \{u\}} x = d \pmod{2d} \), because \( (d-1)d = 0 \pmod{2d} \) (here we use the fact that \( d \) is odd). We claim that there is no \( F \in \mathcal{F}(X) \) such that \( F \cap A = A' \). Indeed, if there is \( b \in \bar{A} \) such that \( \sum_{y \in A' \cup \{b\}} y \in X \) then \( b \in X - \sum_{y \in A'} y = X - d = A \), a contradiction. Thus, condition 3 from the theorem is necessary.

Conversely, fix some \( A \). Let us first show that, for any \( A' \subset A \) of size \( d-1 \), there is \( b \in B := A \) such that \( A' \cup \{b\} \in \mathcal{F}(X) \).

Assume that this is not the case. Then the set \( B + \sum_{a \in A'} a \subset Y := \bar{X} \pmod{2d} \), and, given that \( |B| = |Y| = d \), we have

\[ B + \sum_{a \in A'} a = Y. \]

Let us put \( z := \sum_{a \in A'} a \pmod{2d} \). Then, since \( B \cup A = X \cup Y \), we have \( A + z = X \). Put \( X' := \{a' + z : a' \in A'\} \). We get that \( z = \sum_{a \in A'} a = \sum_{x \in X'} x - z|X'| \). Rewriting this, we have \( \sum_{x \in X'} x = dz \), and thus \( \sum_{x \in X'} x = 0 \pmod{d} \). This contradicts condition 3 from the theorem.

The case when \( A' = \{a\} \) is very similar. We show that for any \( a \) there is \( b \in B \) such that \( \{a\} \cup B \setminus \{b\} \in \mathcal{F}(X) \).

Assume that this is not the case. Then

\[ (a + \sum_{b \in B} b) - B = Y. \]

Let us put \( z := a + \sum_{b \in B} b \). Then, since \( B \cup A = X \cup Y \), we have \( z - A = X \). Put \( x' := z - a \) and note that \( x' \in X \). We get that \( z = a + \sum_{b \in B} b = z - x' + dz - \sum_{y \in Y} y \).

Recall that (cf. Lemma 4.1) \( \sum_{y \in Y} y + \sum_{x \in X} x = d \). Using the last two equations, we again get \( \sum_{x \in X \setminus \{x'\}} x = 0 \pmod{d} \). This contradicts condition 3 from the theorem.

\[ \square \]

This concludes the proof of Theorem 9.

**Proof of Lemma 11.** It is clear that it is enough to consider the cases \( s \leq d/2 \), since \( |\sum \binom{A}{s}| = |\sum \binom{A}{d-s}| \). Observe that for a segment \( I \) of \( m \leq d \) elements we have \( |\sum \binom{I}{2}| = 2m - 3 \).

**Case I:** \( s = 2 \). Since \( A \) is not the set of all elements of the same parity, we can find \( x, y \in A \) such that \( y = x + 1 \) and consider the sets of sums \( F_x = \{x + a, a \in A \setminus \{x\}\} \) and \( F_y = \{y + b, b \in A \setminus \{y\}\} \). Either \( |F_x \cup F_y| \geq d + 1 \) or \( F_x \) and \( F_y \) must have at least \( d - 2 \) common elements. In particular, that means that for all but 1 element \( a \in A \) we have \( a - 1 \in A \). Then \( A \setminus \{x, y\} \) is a segment (mod 2d). But as \( d \geq 5 \), we can repeat this argument.
with any neighboring pair \( u, v \) from \( A \setminus \{x, y\} \) and we conclude that \( A \) is a segment. Then 
\[
|\sum (\binom{A}{3})| = 2d - 3 > d.
\]

**Case II:** \( s = 3 \). Again, we can find \( x, y \) with \( y = x + 1 \) and fix an arbitrary \( z \neq x, y \).

Then consider sets of sums \( F_x = \{x + z + a, a \in A \setminus \{x, z\}\} \) and \( F_y = \{y + z + b, b \in A \setminus \{y, z\}\} \). Similar to Case I, either \( |F_x \cup F_y| \geq d + 1 \) or these sets have at least \( d - 4 \) common elements and therefore \( A \setminus \{x, y, z\} \) is a union of two segments. But this is true for arbitrary \( z \) and if \( A \setminus \{x, y, z'\} \) is a union of two segments for all \( z' \neq x, y \), then \( A \setminus \{x, y\} \) is a segment. But just as in Case I, we can repeat the argument to any pair \( u, v \in A \setminus \{x, y\} \) to obtain that \( A \) is a segment implying 
\[
|\sum (\binom{A}{3})| = 2d > d.
\]

**Case III:** \( s > 3 \). For \( x \in \mathbb{Z}_{2d} \) consider a matching \( M_x := \{\{a, b\}: a + b = x, \{a, b\} \in \binom{\mathbb{Z}_3}{2}\} \). Note that it is really a matching: pairs in \( M_x \) do not intersect. Since \( M_1 \cup \ldots \cup M_{2d} = \binom{\mathbb{Z}_3}{2} \), we can take two subsets \( M'_x \subset M_x \) and \( M'_y \subset M_y \) for some \( x, y \in \mathbb{Z}_{2d} \) such that \( |M'_x| > \frac{s-9}{4} \) and \( |M'_y| > \frac{s-9}{4} \).

Now we can show that \( |\sum (\binom{A}{3})| > d \).

Consider the case of even \( s \). Then for any \( \{a, b\} \in \binom{\mathbb{Z}_3}{2} \) we can choose \( \left\lfloor \frac{s-2}{4} \right\rfloor \) pairs from \( M'_x \) and \( \left\lfloor \frac{s-2}{4} \right\rfloor \) pairs from \( M'_y \) such that they do not contain \( a \) or \( b \). Then we have \( a + b + x \left\lfloor \frac{s-2}{4} \right\rfloor + y \left\lfloor \frac{s-2}{4} \right\rfloor \in \binom{\mathbb{Z}_3}{2} \) and \( |\sum (\binom{A}{3})| \geq |\sum (\binom{A}{3})| \).

In the case of odd \( s \), we do the same for triples \( \{a, b, c\} \in \binom{\mathbb{Z}_3}{3} \). \( \square \)

### 4.2 Even \( d \)

The first part of the argument in this case follows essentially the same steps as the argument in the case of odd \( d \). Fix an even integer \( d \) and consider a set \( X \subset [2d] \) of size \( d - 1 \). Define 
\[
F_1(X) = \left\{ F \in \binom{[2d]}{d} : 2d \in F \text{ and } \sum_{i \in F} i \in X \cup \left\{ \frac{d}{2} \right\} \pmod{2d}\right\};
\]
\[
F_2(X) = \left\{ F \in \binom{[2d]}{d} : 2d \notin F \text{ and } \sum_{i \in F} i \in X \cup \left\{ \frac{3d}{2} \right\} \pmod{2d}\right\}.
\]

**Proposition 14.** Let \( d = 2k \). For \( X \subset [2d] \setminus \left\{ \frac{d}{2}, \frac{3d}{2} \right\} \) the family \( \mathcal{F} := F_1(X) \cup F_2(X) \) almost shatters every \( S \in \binom{[2d]}{d} \) with \( 2d \in S \) if the following three conditions hold.

1. \( |X| = d - 1 \) and \( X \cap (d - X) = \emptyset \pmod{2d} \);
2. \( X \) contains both odd and even elements.
3. For \( X_1 = X \cup \left\{ \frac{d}{2} \right\} \) and for every \( u \in X_1 \) we have \( \sum_{w \in X_1 \setminus \{u\}} w \neq 0 \pmod{d} \). Equivalently, for \( X_1 = X \cup \left\{ \frac{3d}{2} \right\} \) and for every \( u \in X_1 \) we have \( \sum_{w \in X_1 \setminus \{u\}} w \neq 0 \pmod{d} \).

The following three claims imply the proposition.

**Claim 15.** For every \( S \in \binom{[2d]}{d} \) exactly one of \( S, \overline{S} \) belongs to \( \mathcal{F} \).

**Proof.** If \( \sum_{i \in S} i \in X \) it follows from the first condition as in Lemma 15. If \( \sum_{i \in S} i = \frac{d}{2} \pmod{2d} \) or \( \sum_{i \in S} i = \frac{3d}{2} \pmod{2d} \), then \( \sum_{i \in S} i = \sum_{i \in \overline{S}} i \pmod{2d} \), thus \( S \in \mathcal{F} \) and \( \overline{S} \notin \mathcal{F} \). \( \square \)
Claim 16. For any $S \in \binom{[2d]}{d}$ with $2d \in S$, every subset of size $2 \leq s \leq d - 2$ of $S$ appears in $\mathcal{F}_S$.

Proof. Let $S' \subset S$ be a subset of size $s$. We consider two cases.

Case 1: $2d \in S'$. In this case we have to show that it is possible to complement it with $d - s$ elements in $\overline{S}$ such that the sum of all elements in the resulting set belongs to $X \cup \{\frac{d}{2}\}$. If $\overline{S}$ is the set of all even or all odd elements, $\sum\binom{\overline{S}}{d-s}$ contains all even or all odd elements. Otherwise, Lemma 11 implies $|\sum\binom{\overline{S}}{d-s}| > d$, and we are done since $|X \cup \{\frac{d}{2}\}| = d$.

Case 2: $2d \notin S'$. In this case we have to show that it is possible to complement it with $d - s$ elements in $\overline{S}$ such that the sum of all elements in the resulting set belongs to $X \cup \{\frac{3d}{2}\}$. This can be done in the same way as we handled Case 1. \hfill \Box

Claim 17. For any $S \in \binom{[2d]}{d}$ with $2d \in S$ we have $(\binom{S}{1} \cup \binom{S}{d-1}) \subseteq \mathcal{F}_S$.

Proof. There are 4 types of sets to consider.

Type 1: $S' \in \binom{\overline{S}}{d-1}$ with $2d \in S'$. To prove that $S'$ belongs to $\mathcal{F}_S$, we have to show that there is a $b \in \overline{S}$ such that $S' \cup \{b\} \in \mathcal{F}_1(X)$. Assume that this is not the case. Let $X_1 = X \cup \{\frac{d}{2}\}$ and $\overline{S} + \sum s \in S, s \in Y := \bar{X}_1 (\text{mod } 2d)$. Given that $|\overline{S}| = |Y| = d$, we have $\overline{S} + \sum s \in S' = Y$.

Let us put $z := \sum s \in S', s \in S$ (mod $2d$). Then, since $\overline{S} \cup S = X_1 \cup Y$, we have $S + z = X_1$. Put $X' := \{s' + z : s' \in S\}$. We get that $z = \sum s \in S, s + x - z|X'|$. Rewriting this, we have $\sum x \in X', x = dz$, and thus $\sum x \in X', x = 0$ (mod $d$). This contradicts condition 3 from the proposition.

Type 2: $S' \in \binom{\overline{S}}{d-1}$ with $2d \notin S'$. To prove that $S'$ belongs to $\mathcal{F}_S$, we have to show that there is a $b \in \overline{S}$ such that $S' \cup \{b\} \in \mathcal{F}_2(X)$. We can proceed in the same way as in the case of Type 1, with letting $X_1 = X \cup \{\frac{3d}{2}\}$.

Type 3: $S' = \{a\}$ with $a \neq 2d$. To prove that $S'$ belongs to $\mathcal{F}_S$, we have to show that there is a $b \in \overline{S}$ such that $\overline{S} \cup \{b\} \cup \{a\} \in \mathcal{F}_2(X)$. Assume that this is not the case and let $X_1 = X \cup \{\frac{3d}{2}\}$. Then

$$(a + \sum b \in \overline{S}) - \overline{S} = \bar{X}_1.$$

Let us put $z := a + \sum b \in \overline{S}$, $x' := z - a$ and note that $x' \in X_1$. We get that $z = a + \sum b \in \overline{S} = z' + dz - \sum x \in X_1, x$. Recall that $\sum x \in X_1, x + \sum x \in \overline{X}_1, x = d$ (mod $2d$). Using the last two equations, we again get $\sum x \in X_1 \setminus \{x'\}, x = 0$ (mod $d$). This contradicts condition 3 from the proposition.

Type 4: $S' = \{a\}$ with $a = 2d$. To prove that $S'$ belongs to $\mathcal{F}_S$, we have to show that there is a $b \in \overline{S}$ such that $\overline{S} \cup \{b\} \cup \{a\} \in \mathcal{F}_1(X)$. We can proceed in the same way as in the case of Type 3, with letting $X_1 = X \cup \{\frac{d}{2}\}$. \hfill \Box

Proposition 18. If $X$ is as in Proposition 14 and $A \cup \mathcal{F}_1(X) \cup \mathcal{F}_2(X)$ has VC-dimension $(d - 1)$ for some $A \subset [2d]$ then $2d \in S$ if $|A| < d$ and $2d \notin A$ if $|A| > d$. 
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Proof. We only prove the first half of the statement, the second can be done similarly. Assume \(|A| < d\) and \(2d \notin A\). Since any \(A'\) of size \(d\) that contains \(A \cup \{2d\}\) is almost shattered by Proposition 14, there is an \(S \in \mathcal{F}_1(X)\) such that \(S \cap A' = \{2d\}\). This \(S\) is disjoint with \(A\). By Proposition 14, \(S\) is almost shattered, and since \(S \in \mathcal{F}_1(X)\), \(A\) cannot be added without increasing the dimension, as it gives the missing empty projection of \(S\).

Now we are ready to find the constructions even \(d = 2k\) with \(d \geq 6\). It is not hard to check that

\[
X = \left\{2d, \frac{d}{2} + 1\right\} \cup \left[2, \frac{d}{2} - 1\right] \cup \left[d + 1, \frac{3d}{2} - 1\right]
\]

satisfies the conditions in Proposition 14.

Take \(\mathcal{F}_1(X) \cup \mathcal{F}_2(X)\), which is a maximal intersecting family in \(\binom{[2d]}{d}\), and add some other sets to it, until we obtain a saturated family \(\mathcal{F}\). Then it follows from Proposition 18 that for any \(F \in \mathcal{F}\) the set \(F \Delta \{2d\}\) is not contained in \(\mathcal{F}\). Thus we can duplicate \(\{2d\}\), and obtain a construction on any ground set \([n]\) for \(n \geq 2d\).

4.3 \(d = 4, 5\)

To complete the proof of Theorem 2, we need to handle the cases \(d = 4, 5\). We provide two constructions which we have found using computer search.

Let \(\sigma\) be the cyclic permutation \((1 \ 2 \ldots 2d - 1)\) and let \(\mathcal{F} \subset \binom{[2d]}{d}\) be a family. Then we put \(\mathcal{P}(\mathcal{F}) := \{\sigma^i F, \ F \in \mathcal{F}, i = 1, \ldots, 2d - 1\}\). For \(d = 4\) we take

\[
\mathcal{F}_4 = \left\{\{1, 2, 3, 4\}, \{1, 2, 3, 5\}, \{1, 2, 4, 5\}, \{1, 2, 4, 8\}, \{1, 3, 5, 8\}\right\},
\]

and for \(d = 5\) we take

\[
\mathcal{F}_5 = \left\{\{1, 2, 3, 4, 5\}, \{1, 2, 3, 4, 6\}, \{1, 2, 3, 4, 8\}, \{1, 2, 3, 5, 6\}, \{1, 2, 3, 5, 7\},\right.
\]
\[
\left.\{1, 2, 3, 5, 8\}, \{1, 2, 3, 6, 8\}, \{1, 2, 3, 6, 10\}, \{1, 2, 4, 5, 8\}, \{1, 2, 4, 5, 10\},\right.
\]
\[
\{1, 2, 5, 6, 10\}, \{1, 2, 5, 7, 10\}, \{1, 2, 5, 8, 10\}, \{1, 3, 5, 7, 10\}\right\}.
\]

We then check using computer that \(\mathcal{P}(\mathcal{F}_4), \mathcal{P}(\mathcal{F}_5)\) are saturated.

Note that \(\mathcal{P}(\mathcal{F}_4), \mathcal{P}(\mathcal{F}_5)\) are intersecting, and if adding a set \(A \in 2^{[2d]}\) to the family increases the VC-dimension, then adding \(\sigma^i A\) increases it as well. We also note that \(\mathcal{P}(\mathcal{F}_4), \mathcal{P}(\mathcal{F}_5)\) do not have the almost-shattering property.
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