Hierarchical equations of motion approach to transport through an Anderson impurity coupled to interacting Luttinger liquid leads

Jun-ichi Okamoto,1,2 Ludwig Mathey,1,2 and Rainer Härtle3

1 Zentrum für Optische Quantentechnologien and Institut für Laserphysik, Universität Hamburg, 22761 Hamburg, Germany
2 The Hamburg Centre for Ultrafast Imaging, Luruper Chaussee 149, 22761 Hamburg, Germany
3 Institut für Theoretische Physik, Georg-August-Universität Göttingen, Friedrich-Hund-Platz 1, D-37077 Göttingen, Germany

(Dated: May 9, 2017)

We generalize the hierarchical equations of motion method to study electron transport through a quantum dot or molecule coupled to one-dimensional interacting leads that can be described as Luttinger liquids. Such leads can be realized, for example, by quantum wires or fractional quantum Hall edge states. In comparison to noninteracting metallic leads, Luttinger liquid leads involve many-body correlations and the single-particle tunneling density of states shows a power-law singularity at the chemical potential. Using the generalized hierarchical equations of motion method, we assess the importance of the singularity and the next-to-leading order many-body correlations. To this end, we compare numerically converged results with second and first-order results of the hybridization expansion that is inherent to our method. As a test case, we study transport through a single-level quantum dot or molecule that can be described by an Anderson impurity model. Cotunneling effects turn out to be most pronounced for attractive interactions in the leads or repulsive ones if an excitonic coupling between the dot and the leads is realized. We also find that an interaction-induced negative differential conductance near the Coulomb blockade thresholds is slightly suppressed as compared to a first-order and/or rate equation result. Moreover, we find that the two-particle (n-particle) correlations enter as a second-order (n-order) effect and are, thus, not very pronounced at the high temperatures and parameters that we consider.

PACS numbers: 85.35.-p, 73.63.-b, 73.40.Gk, 71.10.Pm

I. INTRODUCTION

Quantum dots and molecules offer unique opportunities to design nanoelectronic devices and to understand fundamental properties of open quantum many-body systems such as quantization, interference, exchange and nonequilibrium effects.6–10 Conventional studies focus on the coupling to noninteracting leads, which is appropriate when the electrons in the leads are Fermi liquids.11 In contrast, interacting electrons in a quasi-one-dimensional lead can organize themselves into a Luttinger liquid giving rise to a unique set of correlations and properties.12–14 The importance of such correlations on the corresponding transport properties can be demonstrated by Kane-Fischer theory,15,16 which shows that the conductance through a tunneling barrier vanishes if it is attached to repulsive Luttinger liquid leads, yet becomes perfect for attractive ones. Experimentally, it is challenging to realize Luttinger liquid leads, while the interest in such systems is growing due to possible realizations in quantum wires,17–19 or by the edge states of a fractional quantum Hall system.20–22 Thus, it is very interesting to study the (non-equilibrium) properties of such transport setups.

Transport with Luttinger liquid leads has been investigated before.23–26 Two Luttinger liquids separated by a tunneling barrier were first studied by Kane and Fisher,21,23 and later by others.24–26 Fabrizio et al.27 and Maurey and Giamarchi28 extended these studies by long-range Coulomb interactions in the leads, noninteracting structures or quantum dots with a single-level that replaces the tunneling barrier of the latter studies were also considered,29–34 including the dual, side-coupled case.35–37 Here, the position of the energy level is crucial; a level aligned with the chemical potential yields perfect conductance while the conductance is zero otherwise. Transport with a single level quantum dot, which can be described by an Anderson impurity model has been investigated by Andergassen et al.,38 where the authors find that screening of the dot spin (Kondo physics) occurs even in the presence of the power-law singularity inherent to a Luttinger liquid.39–41 These considerations were extended to Coulombic dot-lead interactions by Elste et al.,42 revealing a mechanism for negative differential resistance (NDR) at the Coulomb blockade edge (similar to the NDR mechanisms reported by Matveev and Larkin43 and Dubé44). In this work, we study the same model; we consider transport through an Anderson impurity coupled to two Luttinger liquid leads where all interactions are local and short-ranged. Note that transport through more complex, multi-orbital systems has also been considered,45–48 including the effect of electron-phonon interactions.49–51

The early studies on the low-energy transport properties of a tunneling barrier connected to Luttinger liquid leads are based on analytic results. They have been derived either by employing Bethe ansatz solution24 or by bosonic46 or fermionic renormalization group.39–41,43,52,53 Approximate solutions on the more complex setups with double barrier or quantum dot structures have been derived using rate equations.54–57
of Elste et al.\textsuperscript{57,63} We present our results in Sec. \textsuperscript{IV} where we discuss current-voltage characteristics in the steady state for various interaction types and strengths in the leads. The effects of two-particle correlations functions, which become important when interactions in the leads are non-negligible, are also discussed. We present our conclusions in Sec. \textsuperscript{V} Technical details are outlined in the Appendices.

II. MODEL

The model that we consider (see Fig. 1) is described by the Hamiltonian

$$H = H_{\text{dot}} + \sum_{\alpha=L,R} (H_{\text{lead}}^\alpha + H_{\text{tun}}^\alpha).$$

(1)

It includes a quantum dot (located at position $x = 0$) that can be described by an Anderson impurity model with a spin-degenerate level $\epsilon$ and an on-dot Coulomb repulsion $U$,

$$H_{\text{dot}} = \epsilon \sum_{s=\uparrow,\downarrow} n_s + Un_{\downarrow}n_{\uparrow},$$

(2)

where $n_s = d_{s\uparrow}^\dagger d_{s\downarrow}$ is the electron density with spin $s$, and $d_{s\downarrow}^\dagger$ is the dot annihilation (creation) operator with spin $s$.

The dot is coupled to two, semi-infinite Luttinger liquid leads that terminate at $x_{\alpha} = L,R$. We model the coupling between the dot and the leads by a single-particle tunneling Hamiltonian

$$H_{\text{tun}}^\alpha = \sum_s \int dx \left[ T_{\alpha}(x) \psi_{\alpha s}^\dagger(x) d_s + \text{H.c.} \right],$$

(3)

where $T_{\alpha}(x)$ is the tunneling amplitude and $\psi_{\alpha s}^\dagger(x)$ is the electron annihilation (creation) operator in the lead $\alpha$. The integral $\int_{x_{\alpha}}$ covers the range from $-\infty$ to $x_{L} < 0$ for the left lead, and from $x_{R} > 0$ to $\infty$ for the right lead. This field-theoretical form of the tunneling Hamiltonian is often used in the description of Luttinger liquid leads. It reduces to a simpler form

$$H_{\text{tun}}^\alpha(t) = \sum_s f_{\alpha s}^\dagger(t) d_s + \text{H.c.},$$

(4)
ψ to bosons is equal to
\[ v \]
where \( v \) is the bare Fermi velocity, \( K^\alpha_c \) is the renormalized velocity of sound, and \( K^\alpha_v \) are Luttinger parameters. For a Hubbard chain, for example, the Luttinger parameter \( K^\alpha_v \) is given by the on-site interaction \( U_\alpha \) and the bare Fermi velocity \( v_{F,\alpha} \) as
\[ (K^\alpha_v)^2 = \frac{1}{1 + U_\alpha / \pi v_{F,\alpha}}. \]
We assume a SU(2) invariant system about spins, i.e., we set the effective Luttinger constant \( K^\alpha = 1 \) and \( u^\alpha_s \) is equal to \( v_{F,\alpha} \). The transformation formula from fermions to bosons is
\[ \psi_{\alpha}(x,t) = \sum_{r=\pm} \eta_{\alpha r} \langle \psi_{\alpha rs}(x,t) \rangle = \sum_{r=\pm} \eta_{\alpha rs} e^{i\mu_\alpha t} e^{i\nu_{F,\alpha} x} e^{-\frac{1}{2} (\nu_{c} - \nu_{c}^* \nu_{c} - \nu_{c}^*)}, \]
where \( r \) is the chirality of the fermion, and \( \eta_{\alpha rs} \) is a Klein factor taking care of the anticommutation relations among fermions. \( \mu_\alpha \) denotes the chemical potential of lead \( \alpha \).

An essential ingredient for the HQME is the correlation function of the lead electrons at the dot-lead boundary, which is calculated over the equilibrium density matrix of the leads \( \rho_{L+R} \) as \( \langle \rho_{L+R} \rangle \equiv \text{Tr}_{L+R} \rho_{L+R} \cdots \). Including the boundary condition for the wave functions \( \psi_{\alpha}(x > x_L) = \psi^{(t)}_{\alpha}(x < x_R) = 0 \), the correlation functions at the dot-lead boundary can be calculated as
\[ C^\alpha_{\alpha}(t) \equiv \langle f_{\alpha s}(t) f_{\alpha s}^{\dagger}(0) \rangle_{L+R} \]
where \( \Gamma_\alpha = a|\overline{T}_\alpha|^2 / \pi \) is the system-lead coupling and \( \overline{T}_\alpha \equiv -\delta \) is a short-time cut-off, which we choose \( \delta = 1/W_\alpha \) with the band width \( W_\alpha \) that determines the scale where the fermionic dispersion can be considered linear. \( W_\alpha \) in lead \( \alpha \). The parameter \( Y_\alpha = 1/(2K^\alpha_v) + 1/2 \) determines the character and strength of the interactions in the Luttinger liquid in the charge sector. \( Y_\alpha \) greater (smaller) than 1 represents repulsive (attractive) interactions in the Luttinger liquid. Elste et al.\cite{17} showed that a short-range excitonic (density-density) coupling between the dot and the leads effectively renormalizes \( Y_\alpha \) to
\[ Y_\alpha = \frac{\left(1 - K^\alpha_c V_\alpha \right)^2}{2 K^\alpha_c V_\alpha^2} + \frac{K^\alpha_c V_\alpha^2}{2 \nu_{c}^2} + \frac{1}{2}, \]
where \( V_\alpha \) is the excitonic coupling strength. This means that an originally repulsive lead, which is usually the case for quantum wires and carbon nanotubes, can be effectively attractive. Thus in the following we consider both repulsive and attractive cases. The excitonic coupling also renormalizes the energy \( \epsilon \) and the interaction strength \( U_\alpha \), but we assume that such effects are already included in these parameters.

We note that the correlation function, Eq. \( 9 \), gives a power-law singularity in the single-particle tunneling density of states at low frequencies and low temperatures,
\[ J_\alpha(\omega) \equiv \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega t} C^\alpha_{\alpha}(t) + \text{h.c.} \]
\[ \propto |\omega - \mu_\alpha|^{Y-1} \text{ as } |\omega - \mu_\alpha| \ll W_\alpha, T_\alpha. \]
Numerical examples for the single-particle tunneling density of states are depicted in Fig. 2. While attractive interactions \( Y = 0.8 \) induces a sharp peak at the chemical potential, \( \omega = 0 \), repulsive interactions \( Y = 1.2 \) lead to a sharp dip. This dependence of the low energy single-particle tunneling density of states on the interaction parameter \( Y_\alpha \) crucially affects the transport properties, even at the single-particle level.

III. METHOD

A. Hierarchical equations of motion

In this section, we briefly outline the derivation of the hierarchical equations of motion for transport with Luttinger liquid leads. The derivation is quite general, and
not necessarily restricted to Luttinger liquids, while, to implement the formalism in practice, we make use of the specific properties of Luttinger liquids. Note that our derivation follows closely Refs. 84 and 86.

We first trace out the lead variables from the total density matrix $\rho_T(t)$ of the system (the dot and leads) to obtain an equation of motion for the reduced density matrix.

Formally the time propagation of the reduced density matrix by the following set of equations of motion

$$\rho(t) \equiv \text{Tr}_{L+R} [\rho_T(t)].$$

Formally the time propagation of the reduced density matrix can be written as $\rho(t) = U(t, t_0) \rho(t_0)$, where $U(t, t_0)$ can be written in terms of a path integral representation as

$$U(t, t_0) = \int_{\xi_0}^{\xi_t} D\xi_t \int_{\xi_0}^{\xi_t'} D\xi_t' e^{iS[\xi]} F[\xi, \xi'] e^{-iS[\xi']},$$

where $|\xi\rangle \equiv \exp(\sum \xi_0 d_0^\dagger) |0\rangle$ is a fermionic coherent state, and $S$ is the action of the dot Hamiltonian. $F$ is the Feynman-Vernon influence functional

$$F = \left\langle T \exp \left[ -i \int_{t_0}^{t} d\tau \sum_{\alpha,s} f^+_\alpha s(\tau) \xi_\alpha(\tau) + \text{H.c.} \right] \right. \times \left. T \exp \left[ i \int_{t_0}^{t} d\tau \sum_{\alpha,s} f^+_{\alpha s}(\tau) \xi_\alpha(\tau) + \text{H.c.} \right] \right\rangle_{L+R},$$

with time-ordering $T$ and anti-time-ordering $\bar{T}$. Expanding the exponentials in Eq. (14) and integrating the lead variables, $F$ contains a series of correlation functions of $f^{(l)}_{\alpha s}$. Let us schematically write this as

$$F \sim 1 + \int C^{(1)}(\xi)^2 + \int C^{(2)}(\xi)^4 + \ldots,$$

where $C^{(k)}$ denotes a $k$-particle correlation function (including disconnected diagrams). The formally exact series expansion of $F$ is given in Appendix A. We can reorganize the expansion by using the influence exponent

$$\Phi \equiv -\log F.$$  

The corresponding expansion of $\Phi$, i.e., the cumulant expansion of $F$ is found to be a series of connected correlation functions,

$$\Phi \sim - \int C^{(1)}(\xi)^2 - \int C^{(2)}(\xi)^4 + \int [C^{(1)}(\xi)^2] F + \ldots$$

$$\sim - \int C^{(1)}(\xi)^2 - \int C^{(2)}(\xi)^4 + \ldots,$$

where $\tilde{C}^{(2)}$ is the connected two particle correlation functions in the leads. For noninteracting leads, only the first term remains since all the higher order correlation functions can be written as products of $C^{(1)}$ by Wick’s theorem, and are summed up to be zero. In the Appendix B, we show an explicit formula for $\Phi$ up to $C^{(2)}$ for interacting leads. Now using Eq. (16), we can express $F$ as the exponential of connected correlation functions.

Neglecting $(k > 2)$-particle correlations, the equation of motion of $F$ can thus be written as

$$\dot{F} \sim -i \sum_{\sigma_1,\sigma_2} A_{\sigma_1,\sigma_2} \left( B_{\sigma_1,\sigma_2}^\sigma + B_{\sigma_1,\sigma_2}^{\sigma 2} + B_{\sigma_1,\sigma_2}^{2\sigma} \right) F$$

$$\equiv -i \sum_{\sigma_1,\sigma_2} A_{\sigma_1,\sigma_2} \left( F_{\sigma_1,\sigma_2} + F_{\sigma_1,\sigma_2}^\sigma + F_{\sigma_1,\sigma_2}^{2\sigma} \right),$$

with

$$A_{\sigma_1,\sigma_2} \equiv \xi_{\sigma_1} + \xi_{\sigma_2},$$

$$B_{\sigma_1,\sigma_2}^\sigma = -i \int_{t_0}^{t} d\tau \left[ C_{\sigma_1,\sigma_2}(t, \tau) \xi_{\sigma_1}(\tau) - C_{\sigma_1,\sigma_2}^\sigma(t, \tau) \xi_{\sigma_2}(\tau) \right],$$

$$C_{\sigma_1,\sigma_2}(t - t') = \left\langle f_{\sigma_1,\sigma_2}^\dagger(t) f_{\sigma_1,\sigma_2}(t') \right\rangle_{L+R}.$$  

The first term is related to the $C^{(1)}$ correlator in Eq. (15). The second and third terms are associated with the $C^{(2)}$ correlator. Explicit expressions of the $B_{\sigma_1,\sigma_2}^\sigma$ and $B_{\sigma_1,\sigma_2}^{2\sigma}$ operators are given in Appendix B. They include the correlation function $C^{(2)}$ and three Grassmann numbers convoluted in three time integrals. In the second line, we define the 1st tier auxiliary influence functionals (AIF’s) $F_{\sigma_1,\sigma_2}^\sigma$, $F_{\sigma_1,\sigma_2}^{\sigma 2}$, and $F_{\sigma_1,\sigma_2}^{2\sigma}$. They enter the equation of motion of the reduced density matrix by the following set of auxiliary density operators (ADO’s)

$$\rho_{\alpha s}(t, t_0) = U_{\alpha s}^\sigma(t, t_0) \rho(t_0),$$

$$U_{\alpha s}^\sigma(t, t_0) = \int_{\xi_0}^{\xi_t} D\xi_t \int_{\xi_0}^{\xi_t'} D\xi_t' e^{iS[\xi]} F_{\alpha s}(\xi, \xi') e^{-iS[\xi']},$$

with similar relations for $\rho_{\alpha s}^{2\sigma}$ and $F_{\alpha s}^{2\sigma}$. The equation of motion of the reduced density matrix in terms of
ADO’s can thus be written as
\[
\dot{\rho}(t) = -i \mathcal{L} \rho(t) - i \sum_{\alpha \sigma} \left[ d^\sigma_{\alpha, \sigma} \rho_{\alpha, \sigma} + \dot{\rho}_{1, \alpha, \sigma} + \dot{\rho}_{2, \alpha, \sigma} \right].
\]
(21)
The Louvillian term \( \mathcal{L} \rho = [H_{\text{tot}}, \rho] \) arises from the time derivative of the action \( S \) in Eq. (14).
Taking the time derivative of ADO’s opens an infinite hierarchy of equations of motion, including higher order ADO’s. In particular, a new type of ADO’s emerges from the time derivative of the correlation functions, for example, \( C_{\alpha}^\sigma \) as
\[
\vec{B}_{\alpha, \sigma}^\sigma = -i \int_{t_0}^t d\tau \left[ \dot{C}_{\alpha}^\sigma(t, \tau) \dot{\xi}_{\alpha, \sigma}(\tau) - \hat{C}_{\alpha}^\sigma(t, \tau) \dot{\xi}_{\alpha, \sigma}(\tau) \right] \neq B_{\alpha, \sigma}^\sigma
\]
(22)
In order to obtain a closed set of ADO’s, the correlation functions \( C_{\alpha}^\sigma(t) \) are translated to a sum of exponentials (Meier-Tamor parametrization method),
\[
C_{\alpha}^\sigma(t) \equiv \sum_{l=0}^{\infty} h_{\alpha l} e^{-\omega_{\alpha l} t},
\]
\[
h_{\alpha l} = \left| \Gamma_{\alpha} \right|^2 \frac{Y_{\alpha l} (Y_{\alpha l})}{l!} \frac{(W_{\alpha} \beta_{\alpha})}{\pi} e^{-i Y_{\alpha l}(Y_{\alpha l} + 2l) \pi \omega_{\alpha} \omega_{\alpha}},
\]
\[
\omega_{\alpha l} = (Y_{\alpha l} + 2l) \frac{\pi}{\beta} - i \sigma_{\mu_{\alpha}},
\]
(23)
where \( (x)_n = \prod_{k=0}^{n-1} (x + k) \) is the Pochhammer symbol. Correspondingly, \( \vec{B}_{\alpha, \sigma}^\sigma \) is also decomposed into a sum as \( B_{\alpha, \sigma}^\sigma = \sum_{l=0}^{\infty} B_{\alpha, \sigma}^\sigma \), and
\[
B_{\alpha, \sigma}^\sigma = -i h_{\alpha l} \int_{t_0}^t d\tau e^{-\omega_{\alpha l}(t-\tau)} \left[ \xi_{\alpha, \sigma}^\tau(\tau) - \dot{\xi}_{\alpha, \sigma}^\tau(\tau) \right].
\]
(24)
Now the zeroth tier equation becomes
\[
\dot{\rho} = -i \mathcal{L} \rho - i \sum_{j} \left[ d^\sigma_{j, \sigma} \rho_{j, \sigma} + \dot{\rho}_{1, j, \sigma} + \dot{\rho}_{2, j, \sigma} \right],
\]
(25)
where we introduced abbreviated notations \( j = \{\alpha l, \sigma\} \), and \( \dot{j} = \{\alpha l, \sigma \} \). Note that it is in general impossible to decompose \( \dot{C}^{(2)} \) as in Eq. (23). Therefore, we use a local time approximation to reduce its complexity to an exponential series. This approximation is motivated by the fact that the \( \dot{C}^{(2)}(t_1, t_2, t_3, t_4) \) are exponentially small when any two of the four time variables differ by \( |t_1 - t_2| / W \) (see Ref. [30] and Appendix C for details); the approximation is thus better in the wide band limit. We now discuss the equations of motion of the two classes of ADO’s, \( \rho_j \) and \( \dot{\rho}_{1, 2, \sigma} \), separately.
We start with the equation of motion of the \( \rho_j \) operators, ignoring the contributions from \( (k > 1) \)-particle correlations (which is an exact procedure for noninteracting leads). It leads to a hierarchy of general \( n \)th tier ADO’s, \( \rho_j \), associated with an AIF \( B_j, B_{j-1} \cdots B_j, F \), and obey the following equations of motion
\[
\rho_j^{(n)} = -i \mathcal{L} \rho_j^{(n)} - \left( \sum_{k=1}^{n} \omega_{jk} \right) \rho_j^{(n)} - i \sum_{k=1}^{n} (1 - n)^{k-1} \dot{C}_{jk}^{(n-1)} - i \sum_{j \notin \dot{j}} A_{jk} \rho_j^{(n-1)}
\]
(26)
with superoperators \( \dot{C} \) and \( A \) as
\[
\dot{C}_{j} \rho_j^{(n)} = \sum_{\nu} \left[ h_{\alpha l} d^\sigma_{\nu} \rho_j^{(n)} - (1 - n) h_{\alpha l} \rho_j^{(n)} d^\sigma_{\nu} \right],
\]
(27)
\[
A_{j} \rho_j^{(n)} = d^\sigma_{\nu} \rho_j^{(n)} + (1 - n) \rho_j^{(n)} d^\sigma_{\nu}.
\]
(28)
The second and third terms originate from the time derivative of exponential time dependence and of the integral limit in \( B_j \) respectively. In the third term, \( \rho_j^{(n-1)} \) is an ADO where \( B_j \) is removed from \( \rho_j^{(n)} \). The last term is associated with the time derivative of \( F \), which adds \( B_j \) on the left of \( B_{j-1} \cdot B_{j-2} \cdot \cdots B_{j-1} \cdot F \). The constraint on the summation, \( j \notin \dot{j} \), is due to the anticommutation property of Grassmann numbers. We note that the current is related to the first tier ADO a
\[
I_{\alpha} = i \sum_{l, s} \text{Tr} \left[ \left( \rho_{\alpha l}^{(n)} + \rho_{\alpha l}^1 \right) \rho_{\alpha l}^{(n)} \right] d_s - h.c. \].
\]
(29)
The contributions from the operators \( \rho \) always conserves the current, i.e., \( I_{\alpha} = -I_{\bar{\alpha}} \), which can be easily seen from the equation of motions of \( \dot{\rho} \) considered next.
The corresponding equation of motion is given by
\[
\partial_t \dot{\rho}_{1, \sigma}^{(n)} \simeq -i \mathcal{L} \dot{\rho}_{1, \sigma}^{(n)} - \omega_{\alpha l} \dot{\rho}_{1, \sigma}^{(n)}
\]
\[
- i \Gamma \sum_{j \notin \dot{j}} \dot{c}_{j, j, j, j}^{(n)} \left[ d^\sigma_{\nu} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} - \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \right],
\]
(29)
\[
\partial_t \dot{\rho}_{2, \sigma}^{(n)} \simeq -i \mathcal{L} \dot{\rho}_{2, \sigma}^{(n)} - \omega_{\alpha l} \dot{\rho}_{2, \sigma}^{(n)}
\]
\[
- i \Gamma \sum_{j \notin \dot{j}} \dot{c}_{j, j, j, j}^{(n)} \left[ d^\sigma_{\nu} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} - \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \rho_j^{(n)} \right] \dot{h}_s;
\]
(30)
including the time-local approximation on \( \dot{C}^{(2)} \) that we mentioned earlier and neglecting higher order terms. The summation is restricted to the combinations that conserve charges and spins; \( \sigma + \sum_{i=1}^{3} \sigma_i = 0 \), and \( \sigma + \sum_{i=1}^{3} \sigma_i s_i = 0 \). This is because \( \dot{C}^{(2)} \) is only nonzero when these conditions are satisfied, as is known from Luttinger liquid theory. The coefficient \( \dot{c}_{j, j, j, j}^{(n), \alpha} \) takes one of the values
\[
0, 2^{1-Y_{\alpha} - 1}, 2^{Y_{\alpha} - 2}, 2^{Y_{\alpha} - 1 - 1}, 2^{Y_{\alpha} - 1} \left[ 1 - (1 - 1)^{Y_{\alpha}} \right],
\]
(31)
depending on the indices (see the explicit form in Appendix C). As expected, they vanish in the noninteracting limit \( Y_{\alpha} = 1 \). Please note that, in the following, we
A. Rate equations

In the next section, we compare the HQME results with rate equation results. The latter contains only the lowest order of the hybridization expansion outlined above, ignoring, in addition, non-Markovian memory effects. We will see how these two assumptions affect the transport properties. The rate equations are derived for the weak dot-lead tunneling with Born-Markov-secular approximations:

\[ \dot{\rho} = -\int_0^\infty d\tau \sum_{\alpha} \left\{ \begin{array}{c}
[\dot{d}_s(t) d_s(t - \tau) \rho(t) - d_s(t - \tau) \rho(t) d_s(t)] C_{\alpha}^+(\tau) \\
+ [\dot{d}_s(t) d_s(t - \tau) \rho(t) - d_s(t - \tau) \rho(t) d_s(t)] C_{\alpha}^-(\tau) \\
+ \text{h.c.} \end{array} \right\} . \]  

(33)

Using the diagonal form of the density matrix,

\[ \rho = P_0 |0\rangle \langle 0| + \frac{P_1}{2} (|\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow|) + P_2 |\uparrow\downarrow\rangle \langle \uparrow\downarrow|, \]  

(34)

we obtain the rate equations

\[ \dot{P}_0 = \sum_{\alpha} [-2P_0 R_{01}^\alpha + P_1 R_{10}^\alpha], \] 
\[ \dot{P}_1 = \sum_{\alpha} [-P_1 (R_{10}^\alpha + R_{12}^\alpha) + 2P_0 R_{01}^\alpha + 2P_2 R_{21}^\alpha], \] 
\[ \dot{P}_2 = \sum_{\alpha} [-2P_2 R_{21}^\alpha + P_1 R_{12}^\alpha]. \]  

(35)

The coefficients \( R_{pq}^\alpha \) are given by Laplace transforms of the correlation function \( C_0^\alpha (\tau) \equiv C_0^\alpha (\tau) e^{-i\omega_\tau} \) as

\[ R_{pq}^\alpha = 2 \text{Re} \int_0^\infty d\tau e^{-i\omega_\tau} C_0^\alpha (\tau), \]  

(36)

with \( \omega_{01} = -\omega_{10} = \epsilon - \mu_\alpha \) and \( \omega_{12} = -\omega_{21} = \epsilon + U - \mu_\alpha \). The current from lead \( \alpha \) is

\[ \langle I_\alpha (t) \rangle = 2P_0 R_{01}^\alpha + P_1 R_{12}^\alpha - P_1 R_{10}^\alpha - 2P_2 R_{21}^\alpha. \]  

(37)

For the steady state, we find

\[ \langle I_\alpha (t) \rangle = \frac{2e}{\hbar} \left[ R_{21} (R_{01}^\alpha R_{10}^\alpha - R_{01}^\alpha R_{10}^\alpha) \right. \]
\[ + \left. R_{01} (R_{12}^\alpha R_{21}^\alpha - R_{12}^\alpha R_{21}^\alpha) \right] \]  

(38)

where \( R_{ij} = \sum_\alpha R_{ij}^\alpha \), and

\[ R = R_{10} R_{21} + 2R_{01} R_{21} + R_{01} R_{12}. \]  

(39)

IV. RESULTS

A. Weak coupling regimes

In this section, we show the current-voltage \((I - V)\) characteristics of the model outlined in Sec. III. For simplicity, we consider symmetric leads; \( W, \beta, \) and \( Y \) are independent of \( \alpha \). The chemical potentials are taken in the standard form \( \mu_L = -\mu_R = V/2 \), corresponding to the choice of symmetric leads. We consider two scenarios where the quantum dot is at the charge symmetric point, \( \epsilon = -U/2 \), and where it is unpopulated at zero
TABLE I: Parameters used in our simulations. Note that these parameters are borrowed from molecular systems, but can be easily scaled to describe, for example, semiconductor heterostructures, etc.

| W  | Γ     | U    | \( l_{\text{max}} \) | \( A_{\text{in}} \) |
|----|-------|------|---------------------|------------------|
| 4.0 eV | 0.001 eV | 0.25 eV | 2500 | \( 5.0 \times 10^{-10} \) |

FIG. 3: Current-voltage characteristics for the quantum dot at the charge-symmetric point (\( \epsilon = -U/2 \)), for various interaction parameters of the Luttinger liquid leads (\( Y = 0.8/1/1.2 \) in the upper/middle/lower panels) and temperatures (\( T = 100/200 \) K in the left/right panels). Solid (dashed) lines are obtained by HQME (rate equations).

In Fig. 3, we plot the current-voltage characteristics for a charge-symmetric quantum dot for three cases that are relevant, for example, for carbon nanotubes (attractive leads (\( Y = 0.8 \), upper panels), noninteracting leads (\( Y = 1 \), middle panels), and repulsive leads (\( Y = 1.2 \), lower panels) for \( T = 100 \) K (left panels) and \( T = 200 \) K (right panels). In the attractive cases (\( Y = 0.8 \)), we observe a pronounced NDR above the Coulomb-blockade threshold at \( V/2 = |\epsilon| = |\epsilon + U| \). This NDR is closely related to the peak in the single-particle tunneling density of states (see Fig. 2) and can also appear for noninteracting electrodes but attractive electron-electron interactions at the terminal site or slightly more general cases. It appears quenched in the HQME results as compared to the rate equation results due to the effect of broadening or the hybridization with the leads. We also find that higher order or cotunneling processes which are not included in the rate equation results enhance the low bias conductance. The enhancement is strongest for the attractive case. This behavior can also be understood in terms of the peaked tunneling density of states (cf. Fig. 2), which is larger around the chemical potential in the attractive case as compared to the noninteracting or repulsive one. When \( Y = 1 \), the lead is noninteracting, and thus our formalism is numerically exact within the model. We find that due to the finite band width, \( W = 4.0 \) eV, the current has a small negative slope or NDR at high voltages \( V \geq 1 \). For repulsive leads (\( Y = 1.2 \)), the curves monotonically increase in the range of voltages that we consider, and the deviation from the rate equations is negligible. This is because the density of states near the Fermi energy depends on the interaction parameter \( Y \) with an explicit factor \( W^{-Y} \) as seen in Eq. (9). Thus, effectively, the tunneling density of states is suppressed for repulsive interactions. This means that the perturbation parameter \( \Gamma/T \) is also smaller and, thus, the differences between HQME and rate equations are also smaller.

FIG. 3 shows the current-voltage characteristics for a quantum dot that is unpopulated at zero bias, \( \epsilon = U/2 \), i.e., far away from the charge symmetric point. A similar situation has been considered, for example, in Ref. [94]. Here, in contrast to the charge-symmetric case, we observe two steps at \( V/2 = |\epsilon| \) and \( V/2 = |\epsilon + U| \). In the charge-symmetric case, they appear at the same voltages. Both steps are followed by a decrease of the current level in the attractive case \( Y = 0.8 \), similar as in the charge-symmetric case. The effect is again more pronounced in the rate equation solutions due to broadening that is missing in the rate equation results. Similar to the charge-symmetric case, the effect of cotunneling processes at low bias voltages is more pronounced at lower temperatures (see the upper left and upper right panels). It is generally less pronounced in the charge-non-symmetric case, because the single-particle levels at \( \epsilon + U \) are farther away from the chemical potentials, that is the associated probability for virtual excitations is lower as compared to the charge-symmetric case.

Differences between the rate equation and HQME results reveal the effect of higher order processes, including second and beyond-second order processes. Some more insights can be obtained by comparing other, approximate solutions. The role of the Markov approximation, for example, can be assessed by comparing rate equation results with a first-tier truncation of the HQME. Such a comparison is depicted by the blue and green lines in Fig. 5. The negligible differences between the two curves shows that the Markov approximation is well justified in the parameter regime that we consider. Moreover, comparing a second-tier truncation of the HQME with the full converged result (yet, including the approximations with respect to multi-particle correlations; see Sec. III) allows us to reveal the effect of beyond-second order processes (cf. orange and purple lines in Fig. 5). They also turn out to be negligible. Please note that a different be-
quantum dot at the charge-symmetric point (\(\epsilon = 0\)). However, in this regime, the effect of the two-particle correlation functions \(C^{(2)}\) is quite small since the order of the corresponding ADO’s \(\tilde{\rho}\) is

\[
\mathcal{O}(\tilde{\rho}) \sim \left( \frac{\Gamma}{T} \right)^2 \left( \frac{\omega}{\tilde{h}} \right)^Y c_{j1j2j3j4}. \tag{40}
\]

This estimate is motivated by Eq. (30); in the steady state, the amplitude of the \(\tilde{\rho}_{1,\alpha s}\) and \(\tilde{\rho}_{2,\alpha s}\) operators scale with \(\Gamma_\hbar\) and \(\Gamma_\hbar\) respectively and with \(1/\omega_\hbar\), including an additional factor that vanishes as the interaction strength decreases. Thus, in the above weak coupling regimes, we find the effect of \(\tilde{\rho}\) ignorable. The complete treatment of both \(\tilde{\rho}\) and regular ADO’s at higher tiers is desirable but not possible within our current scheme. That being said, we would like to illustrate the effects of two-particle correlation functions for relatively strong couplings realized by very high temperatures \((Y = 0.5, \Gamma = 0.02 \text{ eV})\), and \(T = 4000 \text{ K}\), other parameters are the same as in the previous subsection), and stop the hierarchy of the regular ADO’s at the first tier. This allows us to disentangle the higher order tunneling effect from regular ADO’s and from two-particle correlations that enter via the \(\tilde{\rho}\) operators.

Fig. 5 shows the current-voltage characteristics and dot populations with and without the \(\tilde{\rho}\) contributions. For this extreme case, we find that the effect of two-particle correlation functions is still negligible for the current level (~2%), while the dot populations are slightly more affected (~5%). The current is slightly enhanced by two-particle correlations. The probability of having a single particle on the dot is also increased, while the ones of having no particle or two particles are reduced.

\section{V. Conclusions}

We presented a generalized hierarchical quantum master equation technique to describe transport through an interacting quantum dot or molecule that is coupled to interacting, semi-infinite, Luttinger liquid leads. Our method paves the way towards a numerically exact description of this transport problem. This, however, is not fully achieved yet. While the results can be converged with respect to single-particle correlations in the leads [where we included contributions up to fifth order, \(\mathcal{O}(T^5)\), in order to obtain fully converged results], multiparticle correlations can be included only in leading order, i.e., \(\mathcal{O}(T^2)\). A systematic improvement of the latter approximation represents the next step. Nevertheless, we were able to present well based arguments and numerical results, which show that these contributions are negligible for the parameters that we considered, in particular the high temperature regime. Thus, assuming that a hybridization expansion converges, our method can give results that should be very close to the exact result.

As a test case, we considered transport through a quantum dot or molecule that can be described by a
single-level Anderson impurity model. We corroborated previous results on a mechanism for negative differential resistance that can be associated with the power-law singularity of an attractive Luttinger liquid. In the repulsive case, the power-law singularity has the opposite effect and even overrules the NDR effect originating from a finite band width in the leads. Higher order effects smear the NDR effects slightly due to broadening. In the low bias regime, cotunneling effects enhance the conductivity significantly. While this is well known, we were able to show that beyond-second order processes do not change these effects significantly. This justifies, inter alia, a treatment by second-order perturbation theory. Our statements and findings are restricted to the high temperature regime and the reduced complexity of our model. More complex quantum dot structures, including, for example, also spin-orbit interactions or the coupling to vibrational degrees of freedom, may show a richer behavior.

VI. ACKNOWLEDGEMENTS

We thank K. Schönhammer for helpful discussions and comments. RH is supported by Deutsche Forschungsgemeinschaft (DFG) under grant No. HA 7380/1-1. JO and LM are supported by the Deutsche Forschungsgemeinschaft through the SFB 925 and the Hamburg Centre for Ultrafast Imaging, and from the Landesexzellenzinitiative Hamburg, supported by JoachimHerzStiftung.

Appendix A: General formula of the influence functional \( \mathcal{F} \)

For the simple coupling Hamiltonian \( H_n^\alpha(t) \), the influence functional is a simple sum \( \mathcal{F} = \sum_{\alpha=L,R} \mathcal{F}_\alpha \). Thus, in the following, we focus on one of the terms \( \mathcal{F}_\alpha \) and omit the index \( \alpha \). The situations may be different for excitonic coupling, where the lead operator is transformed into an operator that has bosonic fields from both leads,

\[
\tilde{f}_{\alpha s} = f_{\alpha s} e^{-\frac{1}{\hbar} \sum_{\alpha'} \sqrt{\frac{e}{2}} V_{\alpha'i} \phi_{\alpha'i' R}}.
\]  

(A1)

However, due to charge-neutrality, the decoupling of \( \mathcal{F}_L \) and \( \mathcal{F}_R \) still holds.

To calculate the influence exponent \( \Phi = -\log \mathcal{F} \) (see Appendix B), we expand the exponentials in Eq. (14) and take the average over the leads degrees of freedom. The resulting terms include both disconnected and connected graphs in the replica sense, and we will subtract the disconnected graphs later. A 2\( N \)th order contribution is (odd orders always vanish)

\[
\mathcal{F}^{(2N)} = (-1)^N \sum_{k=0}^{2N} (-1)^k \sum_{\{s_1, \ldots, s_k\} \quad \{\sigma_1, \ldots, \sigma_k\} \quad \{\tau_1, \ldots, \tau_{2N-k}\}} \int_{t_0}^t d\tau_1 \cdots \int_{t_0}^{\tau_{k-1}} d\tau_k \int_{t_0}^t d\tau'_1 \cdots \int_{t_0}^{\tau_{2N-k-1}} d\tau'_{2N-k} \times \xi_{s_1}^{\sigma_1} (\tau_1) \cdots \xi_{s_k}^{\sigma_k} (\tau_k) \xi_{s_{2N-k}}^{\sigma_{2N-k}} (\tau_{2N-k}) \xi_{s_{2N-k}}^{\sigma_{2N-k}} (\tau_{2N-k}) \cdots \xi_{s_1}^{\sigma_1} (\tau_1) \xi_{s_1}^{\sigma_1} (\tau_1) \cdots \xi_{s_k}^{\sigma_k} (\tau_k),
\]  

(A2)

where we have already used the fact that the average over the leads variables requires the charge and spin conservations.

FIG. 6: The top panel shows the current-voltage characteristics with and without contributions of two-particle correlations \( C^{(2)} \), i.e., \( \rho \) ADO’s. The bottom panel shows the dot populations, Eq. (34), with and without contributions of two-particle correlations \( C^{(2)} \).
as follows. The lead correlation functions can be calculated via bosonization, noting \( f^\sigma_a = a \overline{T} \psi^\sigma_a \).

\[
(f^\sigma_{a_1}(\tau_1) \cdots f^\sigma_{a_{2N}}(\tau_{2N}))_{L+R} = \Gamma^N \delta \left( \sum_i \sigma_i \right) \delta \left( \sum_i \sigma_i s_i \right) \left( \prod_i \eta_{s_i} \right) \times e^{i \mu \sum_i \sigma_i \tau_i} e^{-\sum_i \sigma_i \sigma_j D_s(\tau_i - \tau_j)} e^{-\sum_i \sigma_i s_i \sigma_j s_j D_s(\tau_i - \tau_j)}, \tag{A3}
\]

where \( \eta \) is the Klein factor, and \( D_{c/s} \) are asymptotically

\[
D_{c/s}(t) \sim -\frac{1}{2K_{c/s}} \ln \left\{ \frac{i \beta v_F}{a \pi} \sinh \left[ \frac{\pi(t - i \delta)}{\beta} \right] \right\} \tag{A4}
\]

with the Luttinger parameters \( K_{c/s} \). We assume \( K_s = 1 \), and \( K_c \) can be either an originally repulsive value \( (K_c < 1) \) or an effective attractive value through excitonic coupling as in Eq. (10).

Equations, (A2), (A3), and (A4) give a formally exact expression of the influence functional for interacting Luttinger liquid leads.

### Appendix B: Influence exponent \( \Phi \)

To derive the HQME, we need to calculate the influence exponent \( \Phi \equiv -\log \mathcal{F} \). The cumulant expansion of \( \Phi \) can be calculated by using the replica trick

\[
\log \mathcal{F} = \lim_{n \to 0} \frac{d \mathcal{F}^n}{dn}. \tag{B1}
\]

From the series expansion of \( \mathcal{F} \) in Eq. (15), we find that \( \mathcal{F}^n \) scales as

\[
\mathcal{F}^n \sim 1 + n \int C^{(1)} \xi^2 + n \int C^{(2)} \xi^4 + \frac{n(n-1)}{2} \left[ \int C^{(1)} \xi^2 \right]^2 \cdots, \tag{B2}
\]

In the limit \( n \to 0 \), only the terms proportional to \( n \) survive in \( \log \mathcal{F} \). We will show an explicit formula up to \( C^{(2)} \sim \mathcal{O}(\Gamma^2) \). Higher-order contributions can be derived in the same manner.

1. **2nd order**

There are six terms from \( \mathcal{F}^{(2)} \),

\[
\Phi^0 = \sum_{a,a'} \int_{t_0}^t d\tau \int_{t_0}^\tau d\tau' \left[ \xi_a(\tau) \xi_a^*(\tau' ) C^+(\tau - \tau') + \xi_a^*(\tau) \xi_a(\tau' ) C^-(\tau - \tau') \right] + \sum_{a,a'} \int_{t_0}^t d\tau \int_{t_0}^\tau d\tau' \left[ \tilde{\xi}_a(\tau) \tilde{\xi}_a^*(\tau' ) C^{**}(\tau - \tau') + \tilde{\xi}_a^*(\tau) \tilde{\xi}_a(\tau' ) C^{-**}(\tau - \tau') \right] - \sum_{a,a'} \int_{t_0}^t d\tau \int_{t_0}^\tau d\tau' \left[ \hat{\xi}_a(\tau) \hat{\xi}_a^*(\tau' ) C^{-**}(\tau - \tau') + \hat{\xi}_a^*(\tau) \hat{\xi}_a(\tau' ) C^{**}(\tau - \tau') \right]. \tag{B3}
\]

Without interactions in the leads, this is the exact expression of the influence exponent \( \Phi^0 \), and all higher order contributions vanish.

2. **4th order**

The total fourth order contributions are

\[
\Phi' \equiv -\sum_{k=0}^4 (-1)^k \sum_{j_1,\ldots,j_k} \int_{t_0}^t d\tau_1 \cdots \int_{t_0}^{\tau_{k-1}} d\tau_k \int_{t_0}^t d\tau'_1 \cdots \int_{t_0}^{\tau'_{k-1}} d\tau'_{k-1} \times \tilde{\xi}_{j_1}^{(1)} (\tau_1) \cdots \tilde{\xi}_{j_k}^{(1)} (\tau_k) \tilde{\xi}_{j_{4-k}}^{(2)} (\tau_{4-k}) \cdots \tilde{\xi}_{j_1}^{(2)} (\tau'_1) \cdots \tilde{\xi}_{j_{4-k}}^{(2)} (\tau'_{4-k}) \cdots \tau_k. \tag{B4}
\]
where \( j = (\sigma, s), \bar{j} = (\bar{\sigma}, s) \), and \( \sum' \) indicates the summation with the charge and spin conservations. The connected correlation functions are defined as

\[
\hat{C}^{(2)}_{j_1 \cdots j_4}(\tau_1, \cdots, \tau_4) = \langle f_{s_1}^{\sigma_1}(\tau_1)f_{s_2}^{\sigma_2}(\tau_2)f_{s_3}^{\sigma_3}(\tau_3)f_{s_4}^{\sigma_4}(\tau_4) \rangle_{L+R} - \langle f_{s_1}^{\sigma_1}(\tau_1)f_{s_2}^{\sigma_2}(\tau_2) \rangle_{L+R} \langle f_{s_3}^{\sigma_3}(\tau_3)f_{s_4}^{\sigma_4}(\tau_4) \rangle_{L+R} \\
+ \langle f_{s_1}^{\sigma_1}(\tau_1)f_{s_3}^{\sigma_3}(\tau_3) \rangle_{L+R} \langle f_{s_2}^{\sigma_2}(\tau_2)f_{s_4}^{\sigma_4}(\tau_4) \rangle_{L+R} - \langle f_{s_1}^{\sigma_1}(\tau_1)f_{s_4}^{\sigma_4}(\tau_4) \rangle_{L+R} \langle f_{s_2}^{\sigma_2}(\tau_2)f_{s_3}^{\sigma_3}(\tau_3) \rangle_{L+R}
\]

(B5)

They obey the symmetry relations

\[
[C^{(2)}_{j_1j_2j_3j_4}(\tau_1, \tau_2, \tau_3, \tau_4)]^* = \hat{C}^{(2)}_{\bar{j}_4\bar{j}_3\bar{j}_2\bar{j}_1}(\tau_4, \tau_3, \tau_2, \tau_1).
\]

(B6)

Using the following identity for \( s_{ij} \equiv \sinh(t_i - t_j) \),

\[
s_{12}s_{34} + s_{23}s_{14} = s_{13}s_{24},
\]

(B7)

one can prove that \( \hat{C}^{(2)} \) indeed vanishes in the noninteracting limit, \( Y = 1 \), for \( \delta \to 0 \).

The influence exponent \( \Phi' \) follows

\[
\partial_t \Phi' = -iA_j \left( \hat{B}_{1,j} + \hat{B}_{2,j} \right),
\]

(B8)

where

\[
\hat{B}_{1,j} = -i \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \sum_{j_1j_2j_3} \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(\tau_3, \tau_2, \tau_1, t) \\
+ i \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \sum_{j_1j_2j_3} \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(t, \tau_1, \tau_2, \tau_3),
\]

(B9)

\[
\hat{B}_{2,j} = -i \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \sum_{j_1j_2j_3} \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(\tau_1, \tau_1, \tau_1, t) \\
+ i \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \sum_{j_1j_2j_3} \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(\tau_1, \tau_1, \tau_1, t).
\]

\( A_j \) is a superoperator defined in Eq. (19). Using the symmetry of the correlation functions, Eq. (B6), we can prove that \( \hat{B}_{1(2),s} = [\hat{B}_{1(2),s}]^\dagger \), thus the corresponding ADO is Hermitian.

**Appendix C: Approximation of \( \hat{C}^{(2)} \)**

To derive a closed set of HQME, we approximate the correlation functions \( \hat{C}^{(2)} \) noting that this function is locally peaked in time when \( \tau_1 = \tau_2 = \tau_3 = \tau_4 \). To illustrate this, we plot the absolute value of a two-particle correlation function \( C^{(2)}(0, 0, t_1, t_2) \) for \( W = 4 \text{ eV} \) and \( 20 \text{ eV} \) in Fig. 7. We see that this function rapidly decreases away from the origin. The decrease is even more pronounced as the bandwidth \( W \) becomes larger. This motivates to approximate the function by just two time variables, e.g., \( \hat{C}^{(2)}(\tau_1, \tau_2, \tau_3, \tau_4) \approx \hat{C}^{(2)}(\tau_1, \tau_1, \tau_1, \tau_4) \). More precisely, we approximate the connected two-particle correlation functions in \( \hat{B} \) as

\[
\hat{B}_{1,j} \simeq -i \int_{t_0}^{t} dt \sum_{j_1j_2j_3} \left[ \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(\tau, \tau, \tau, t) - \xi_{j_3}^{(2)}(\tau)\xi_{j_2}^{(2)}(\tau)\xi_{j_1}^{(2)}(\tau)C^{(2)}_{j_3j_2j_1}(t, \tau, \tau, \tau) \right],
\]

(C1)

\[
\hat{B}_{2,j} \simeq -i \int_{t_0}^{t} dt \sum_{j_1j_2j_3} \left[ \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(\tau, \tau, \tau, t) - \xi_{j_3}^{(2)}(\tau_3)\xi_{j_2}^{(2)}(\tau_2)\xi_{j_1}^{(2)}(\tau_1)C^{(2)}_{j_3j_2j_1}(t, \tau, \tau, \tau) \right].
\]

In the next step, we need to find a series expansion of the approximated two-particle correlation function by exponentials, whose specific form depends on the superindices \( j \). Using spin and charge conservation, we can reduce \( C^{(2)}(\tau, \tau, \tau) \) into \( C^{(2)}(t) \) in Eq. (19) as

\[
\hat{C}^{(2)}_{j_1j_2j_3j_4}(\tau, \tau, \tau) = c_{j_1j_2j_3j_4} \Gamma C^{(2)}(t - \tau).
\]

(C2)
TABLE II: Coefficients for Eqs. (C2) and (C5). \( j = 1, 2, 3, 4 \) corresponds to \( \{\sigma s\} = \{+\uparrow, +\downarrow, -\uparrow, -\downarrow\} \). \( c_1 = 2^{1-Y} - 1 \), \( c_2 = 2^Y - 2 \), \( c_3 = 2^{Y-1} - 1 \), and \( c_4 = 2^{-Y}[1 - (-1)^{1-Y}] \).

| \( j_1 \) | \( j_2 \) | \( j_3 \) | \( j_4 \) | \( c_{j_1j_2j_3j_4} \) | \( c_{j_1j_2j_3j_4}' \) |
|---|---|---|---|---|---|
| 1 | 1 | 3 | 3 | \( c_1 \) | \( c_4 \) |
| 1 | 2 | 3 | 4 | 0 | \( c_4 \) |
| 1 | 2 | 4 | 3 | \( c_1 \) | 0 |
| 1 | 3 | 1 | 3 | \( c_2 \) | 0 |
| 1 | 3 | 2 | 4 | \( c_3 \) | 0 |
| 1 | 3 | 3 | 1 | \( c_1 \) | \( c_4^* \) |
| 1 | 3 | 4 | 2 | \( c_1 \) | 0 |
| 1 | 4 | 2 | 3 | \( c_3 \) | 0 |
| 1 | 4 | 3 | 2 | 0 | \( c_4^* \) |
| 2 | 1 | 3 | 4 | \( c_1 \) | 0 |
| 2 | 1 | 4 | 3 | 0 | \( c_4 \) |
| 2 | 2 | 4 | 4 | \( c_1 \) | \( c_4 \) |
| 2 | 3 | 1 | 4 | \( c_3 \) | 0 |
| 2 | 3 | 4 | 1 | 0 | \( c_4^* \) |
| 2 | 4 | 1 | 3 | \( c_3 \) | 0 |
| 2 | 4 | 2 | 4 | \( c_2 \) | 0 |
| 2 | 4 | 3 | 1 | \( c_1 \) | 0 |
| 2 | 4 | 4 | 2 | \( c_1 \) | \( c_4^* \) |
| 3 | 1 | 1 | 3 | \( c_1 \) | \( c_4^* \) |
| 3 | 1 | 2 | 4 | \( c_1 \) | 0 |
| 3 | 1 | 3 | 1 | \( c_2 \) | 0 |
| 3 | 1 | 4 | 2 | \( c_3 \) | 0 |
| 3 | 2 | 1 | 4 | 0 | \( c_4^* \) |
| 3 | 2 | 4 | 1 | \( c_3 \) | 0 |
| 3 | 3 | 1 | 1 | \( c_1 \) | \( c_4 \) |
| 3 | 4 | 1 | 2 | 0 | \( c_4 \) |
| 3 | 4 | 2 | 1 | \( c_1 \) | 0 |
| 4 | 1 | 2 | 3 | 0 | \( c_4^* \) |
| 4 | 1 | 3 | 2 | \( c_3 \) | 0 |
| 4 | 2 | 1 | 3 | \( c_1 \) | 0 |
| 4 | 2 | 2 | 4 | \( c_1 \) | \( c_4^* \) |
| 4 | 2 | 3 | 1 | \( c_3 \) | 0 |
| 4 | 2 | 4 | 2 | \( c_2 \) | 0 |
| 4 | 3 | 1 | 2 | \( c_1 \) | 0 |
| 4 | 3 | 2 | 1 | 0 | \( c_4 \) |
| 4 | 4 | 2 | 2 | \( c_1 \) | \( c_4 \) |

The factors \( c_{j_1j_2j_3j_4} \) are listed in Table II. \( \hat{C}^{(2)}(\tau, \tau, \tau, t) \) is obtained from the symmetry, Eq. (B6), and \( c_{j_1j_2j_3j_4} = c_{j_4j_3j_2j_1} = c_{j_4j_3j_2j_1} \). This leads to

\[
\hat{B}_{1,j} = -i\Gamma \int_{t_0}^{t} \, d\tau \sum_{j_1j_2j_3} c_{j_1j_2j_3} \sum_{l} \left[ \hat{\xi}_{j_1j_2j_3}(\tau) \hat{\xi}_{j_2j_3}(\tau) \hat{\xi}_{j_3j_2j_1}(\tau) h_{j_1j_2j_3}^{*} - \hat{\xi}_{j_1j_2j_3}(\tau) \hat{\xi}_{j_2j_3}(\tau) \hat{\xi}_{j_3j_2j_1}(\tau) h_{j_1j_2j_3} \right] e^{-\omega_{l}^{*}(t-\tau)} = \sum_{l} \hat{B}_{1,j,l}. \tag{C3}
\]

The equation of motion for each frequency component is found to be

\[
\partial_t \hat{B}_{1,j,l} = -\omega_{l}^{*} \hat{B}_{1,j,l} - i\Gamma \sum_{j_1j_2j_3} c_{j_1j_2j_3} \left[ \hat{\xi}_{j_3j_2j_1}(\tau) \hat{\xi}_{j_2j_3}(\tau) h_{j_1j_2j_3}^{*} - \hat{\xi}_{j_3j_2j_1}(\tau) \hat{\xi}_{j_2j_3}(\tau) h_{j_1j_2j_3} \right]. \tag{C4}
\]
which can be decomposed into an exponential series as

\[ C(\tau) = \sum_{t=0}^{\infty} \hat{c}(t) e^{-t/\tau}, \]

\[ \hat{c}(t) = |\Gamma_{2}|^{-\gamma} W \sum_{t} \beta W \sin \left( \frac{\pi}{\beta W} \right) \]  

\( C^a(\tau) = \sum_{t=0}^{\infty} \hat{c}(t) e^{-t/\tau}, \]

\[ \hat{c}(t) = |\Gamma_{2}|^{-\gamma} W \sum_{t} \beta W \sin \left( \frac{\pi}{\beta W} \right) \]

\( \omega_{\tau}^a \) is the same as in Eq. (23). Thus, we find

\[ \bar{B}_{2,j} = -i \int_{t_0}^{t} dt' \sum_{j_1,j_2,j_1'} c'_{j_1,j_2} \left( \xi_{j_1} \xi_{j_2} - \xi_{j_1'} \xi_{j_2'} \right) \hat{c}_{j_1,j_2,j_1'} e^{-\omega_{\tau}^a(t-t')} \]

\[ \bar{B}_{2,j} = -i \int_{t_0}^{t} dt' \sum_{j_1,j_2,j_1'} c'_{j_1,j_2} \left( \xi_{j_1} \xi_{j_2} - \xi_{j_1'} \xi_{j_2'} \right) \hat{c}_{j_1,j_2,j_1'} e^{-\omega_{\tau}^a(t-t')} \]

The resulting equations of motion for the ADO’s are given by Eqs. (30).
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