ABSTRACT

In this paper, we address a new problem of reversing the effect of an image filter, which can be linear or nonlinear. The assumption is that the algorithm of the filter is unknown and the filter is available as a black box. We formulate this inverse problem as minimizing a local patch-based cost function and use total derivative to approximate the gradient which is used in gradient descent to solve the problem. We analyze factors affecting the convergence and quality of the output in the Fourier domain. We also study the application of accelerated gradient descent algorithms in three gradient-free reverse filters, including the one proposed in this paper. We present results from extensive experiments to evaluate the complexity and effectiveness of the proposed algorithm. Results demonstrate that the proposed algorithm outperforms the state-of-the-art in that (1) it is at the same level of complexity as that of the fastest reverse filter, but it can reverse a larger number of filters, and (2) it can reverse the same list of filters as that of the very complex reverse filter, but its complexity is much smaller.
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1 Introduction

Solving inverse problems is of critical importance in many science and engineering disciplines. In image processing, a typical problem is called image restoration [1] in which the distortion is modelled by a linear shift invariant (LSI) system and additive noise. Other well-known problems include: dehazing [2, 3] and denoising [4–6]. In these applications, an edge-aware filter such as [7–12] plays an important role. In general, solutions to such problems are model based. For example, in image restoration an observation model with a known or unknown blurring filter kernel is assumed, while in dehazing, a physical image formation model is also assumed. An essential part of such algorithms is to estimate the model parameter such as the filter kernel in image restoration or the transmission map in dehazing. Recently, deep neural networks are used in solving inverse problem in imaging applications such as inverse tone mapping [13] and de-blurring [14], where a neural network is trained to solve a specific inverse problem. Other notable examples of solving inverse problems are computational imaging techniques, such as computed tomography [15] and compressive sensing [16]. But they are not related to our current research.

The increasing use of many image processing filters in many areas has led to a new formulation of the inverse problem. Let \( g(\cdot) \) represent an image filter which is usually available as a software tool. The user of the filter has no knowledge of the exact algorithm which it implements. As such, the filter can be regarded as an available black box which takes an input image \( x \) and produces an output image \( b = g(x) \). The new inverse problem is thus to estimate the original image given the observation \( b \) and the black box filter \( g(\cdot) \). Two factors make the study of such a problem theoretically and practically important.
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Traditional methods, which rely on using gradient information to solve optimization problems, will face a challenge of lack of such information because the filter is unknown. New algorithms, which do not directly rely on gradient information, must be developed.

While classical image restoration techniques are mostly dealing with known or estimated linear filter kernels for the inversion, solutions of the new inverse problem, which do not rely on the model of the filter to be inverted, can potentially deal with a wide range of unknown linear and nonlinear filters.

A brief review of current work on this new problem is presented in section 2 which includes three spatial domain methods: the T-method [17], R-method [18] and P-method [19] and a frequency domain method called F-method [20]. Except the T-method, which can be motivated as a fixed-point algorithm, the other three share a similar idea of formulating a cost function and use gradient approximation to derive the solution to the optimization problem. These algorithms have been used to reverse a wide range filters including some traditional filters [1] such as: Gaussian filter, disk averaging filter, Laplace-of-Gaussian (LoG), and some edge-aware filters such as: rolling guidance filter (RGF) [21], adaptive manifolds filter (AMF) [22], structure extraction from texture via relative total variation (RTV) [23], image smoothing via iterative least squares (ILS) [24], image smoothing via $L_0$ minimization (L0) [25], bilateral filter (BF) [7], self guided filter (GF) [8] and GF with the guidance image generated from filtering an image by a Gaussian filter.

This work is motivated by the P-method and R-method. Our goal is to develop a principle-based new algorithm which is of low complexity and is highly effective (able to reverse the effect of a wide range of filters). This is in contrast to a deep neural network approach in which a network is trained to deal with a specific problem. The basic idea for our development is similar to that of the P- and R-method. The main differences are in the cost function formulation and gradient approximation. While authors of the P- and R-method use a global cost function, we use a patch-based local cost function. We have also used total derivative approximation (TDA) of the gradient. This differs from the approximation approach of the P- and R-method. The new algorithm is thus called the TDA-method. In addition, we have studied the application of well-known accelerated gradient descent (AGD) methods [26] which are listed in Table 2. AGD methods are commonly used in machine learning [27], but their application have not been explored in this context. We have conducted extensive experiments to show that while the proposed TDA-method is of the same level of complexity as that of the T-method, it is as effective as the P-method but at a much lower complexity.

Key contributions of this work are as follows.

In section 3, we present the development of the TDA-method (section 3.1) and provide a theoretical analysis of the convergent condition and factors related to the quality of the recovered image (section 3.2). We then discuss applying AGD methods to 3 spatial domain reverse filtering algorithms, including the TDA-method (section 3.3).

In section 4 we show results of extensive experimental study of the proposed method, including: the effect of parameter settings such as learning rate and number of iterations (section 4.1), qualitative and quantitative evaluations and comparisons to demonstrate the performance of current works and the TDA-method in reversing a wide range of filters (section 4.2) and a study of using AGD methods (section 4.3). We also present an intriguing case study where all methods failed to reverse the effect of a simple median filter to illustrate the limitation of this class of gradient-free algorithms (section 4.4).

We adopt the following notations. An image is represented as a matrix $x$ and the filter denoted $g(\cdot)$ operates on the image and produces the observed image $b = g(x)$. The subscript is used to represent iteration index and arithmetic operations are conducted pixel-wise. $\|x_k\|$ is the 2-norm of the image at $k$th iteration. The Fourier transform of $x_k$ is represented as $\mathcal{F}(x_k)$.

## 2 Previous work

We follow the terminology used in [19] which called a particular reverse filter a method and briefly comment on each of them in this section. We present a summary of related previous work in Table 1 where we define the following variables which will be used in rest of this paper.

- $q_k = b - g(x_k)$.
- $p_k = g(x_k + q_k) - g(x_k - q_k)$.
- $t_k = g(x_k + q_k) - g(x_k)$.
The T-method, which is originally called zero-order reverse filter [17], can be formulated as solving a fixed point iteration problem \( x = x + b - g(x) \). It is the fastest method among all reverse filtering methods considered in this paper. When the contraction mapping condition \( |1 - g'(x)| < 1 \) in 1D case is satisfied for a particular filter, the T-method produces good results. Otherwise the iteration is unstable, leading to unbounded results. An unstable example is the reverse of an average filter using the T-method. It was shown in [29] that the T-method can be motivated from Bregman’s iteration point view. If a blurring filter is the result of solving a variational problem, then the T-method can completely recover the original image.

The R-method, which is originally called the rendition algorithm [18], is developed by minimizing the cost function: 
\[ x^T (g(x) - b) - \frac{1}{2} x^T x \]
by using approximations/assumptions and gradient descent. The convergence condition is that \( g(.) \) must be Lipschitz continuous [30]. The T-method can be considered as a special case of the R-method when \( \alpha = 1 \) and \( \beta = 1 \). This connection provides a gradient descent interpretation of the T-method, which permits applying the accelerated gradient descent algorithms. The R-method can reverse the effect of a wider range of operators than the T-method. However, because of the assumptions and approximations, the R-method only performs well for filters which mildly alter the original image. In a recent paper [31], similar ideas as that of the R- and T-method are used to develop an algorithm to remove mild defocus and motion blur from natural images.

The P-method and the S-method [19] are inspired by gradient descent methods studied by Polak [32] and Steffensen [33]. They deliver successful results and converge for a larger number of linear and non-linear filters than other methods. However, they have a high computational cost due to the calculation of the 2-norm of a matrix in each iteration. The 2-norm is the largest singular value of the matrix and has a computational complexity of \( O(n^2) \). Because the P-method is more stable than the S-method [19], we only consider the P-method in this work.

The F-method, which is formulated in the frequency domain [20], uses the Newton-Raphson technique to invert unknown linear filters. Approximation of the gradient is also used. Although the F-method produces good results for some filters and is reported to have better performance than the T-method and the R-method, it only deals with LSI filters. If the frequency response of the LSI filter has zeros in the frequency range of \([0, \pi] \) then the iteration is unstable. This is a classical problem in inverse filtering, which can be dealt with by using a Wiener filter in the Fourier domain [1].

Table 1: A comparison of the 4 space domain methods, including the proposed TDA-method and a frequency domain method. The complexity is measured in one iteration. The constant \( C \) represents the complexity of the filter \( g(.) \).

| Method | Update | Para. | Complexity |
|--------|--------|-------|------------|
| T [17] | \( x_{k+1} = x_k + q_k \) | N/A | \( \text{max} (O(n), C) \) |
| R [18] | \( x_{k+1} = \alpha x_k + \lambda q_k \) | \( \alpha, \lambda \) | \( \text{max} (O(n), C) \) |
| P [19] | \( x_{k+1} = x_k + \frac{||q_k||}{\|p_k\|} P_k \) | N/A | \( \text{max} (O(n^2), C) \) |
| TDA | \( x_{k+1} = x_k + \lambda t_k \) | \( \lambda \leq 1 \) | \( \text{max} (O(n), C) \) |
| F [20] | \( F(x_{k+1}) = \frac{F(b)}{F(g(x_k))F(y_k)} \) | N/A | \( \text{max} (O(n \log n), C) \) |

3 The TDA-method, analysis and accelerations

3.1 The proposed TDA-method

To develop the proposed algorithm, we assume the filter only acts on a patch of the pixels. For notation simplicity, we represent a patch of pixels as a vector \( y \) such that the output pixel is \( b = g(y) \). We illustrate this in Fig. 1. The vector is \( y = [y(1), y(2), y(3), y(4), y(5), y(6), y(7), y(8), y(9)]^T \) where the pixel to be estimated is \( y(5) \) and \( b \) is the observed pixel corresponding to \( y(5) \).

We would like to minimize the following cost function to determine \( y(5) \):

\[ f(y) = \frac{1}{2} (b - g(y))^2 \]  

(1)

Using gradient descent, we can write

\[ y_{k+1} = y_k - \lambda \nabla f(y_k) \]  

(2)
where $\nabla f(y) = -u_k(5)d$, $u_k(5) = b - g(y_k)$ and $d$ is a vector with its $n$th element defined as $d(n) = \frac{\partial g}{\partial y(n)}$. Because in each patch we are only interested in recovering the center pixel of the patch $y(5)$, from equation (2) we have

$$y_{k+1}(5) = y_k(5) + \lambda u_k(5) \frac{\partial g}{\partial y(5)}.$$  \hfill (3)

Since the filter function $g$ is unknown, we cannot calculate its derivative and have to resort to approximation. We use the concept of total derivative for the approximation. More specifically, the total derivative of a function $c(y) : \mathbb{R}^N \rightarrow \mathbb{R}$ at a point $a$ can be approximated as

$$c(a + \delta) - c(a) \approx \sum_{n=1}^{N} \delta(n) \frac{\partial c}{\partial y(n)}$$  \hfill (4)

where $y(n)$ and $\delta(n)$ are the $n$th element of the vector $y$ and $\delta$, respectively. With this approximation, we can write the following for the patch:

$$g(y_k + u_k) - g(y_k) \approx \sum_{n=1}^{9} u_k(n) \frac{\partial g}{\partial y(n)}$$  \hfill (5)

where values of elements of $u_k = [u_k(1), u_k(2), ..., u_k(9)]$ are assumed to be small. Except $u_k(5) = b - g(y_k)$, other elements are not used in the following approximation.

A comparison equations (3) with (5) suggests a solution of avoiding the calculation of the derivative of an unknown function $\frac{\partial g}{\partial y(5)}$. The solution is through the two-step approximation:

$$u_k(5) \frac{\partial g}{\partial y(5)} \rightarrow \sum_{n=1}^{9} u_k(n) \frac{\partial g}{\partial y(n)} \approx g(y_k + u_k) - g(y_k)$$  \hfill (6)

where the symbol “$\rightarrow$” represents the operation of “replacing by”. Replacing $u_k(5) \frac{\partial g}{\partial y(5)}$ by the local average $\sum_{n=1}^{9} u_k(n) \frac{\partial g}{\partial y(n)}$ can be regarded as using a smoothed estimate which is further approximated by the total difference. Using this approximation in equation (3), we can write

$$y_{k+1}(5) = y_k(5) + \lambda (g(y_k + u_k) - g(y_k))$$  \hfill (7)

We now generalize the above result to the whole image. The key idea is to replace the image patch $y_k + u_k$ by the image $x_k + q_k$ where $q_k = b - g(x_k)$. Using this generalization, we can omit the reference to pixel location in (7) and use our general notation of $x_k$ to represent an image in the $k$th iteration. We can write

$$x_{k+1} = x_k + \lambda (g(x_k + q_k) - g(x_k))$$  \hfill (8)

Equation (8) is the proposed algorithm, which is thus called total derivative approximation (TDA).
3.2 Convergence condition and image quality

It is in general a very difficult task to analyse gradient free algorithms studied in this work, because the large number of nonlinear filters make the analysis non-tractable. In this work, we focus on studying the properties of the T-method and the TDA-method for the mathematically simplest class of filters—LSI low-pass filters. We use frequency domain representation such that \( X = \mathcal{F}(x) \) and \( B = \mathcal{F}(b) = \mathcal{F}(g(x)) = GX \) where \( G \) is the frequency response of the linear filter.

3.2.1 Frequency domain representations

We can write the T-method in the frequency domain as follows

\[
X_{k+1} = X_k + B - GX_k = B - (1 - G)X_k
\]

(9)

After \( k \) iterations, we can write the above equation in term of the unknown image \( X \) as

\[
X_k = X - H_0^k I
\]

(10)

where \( H_0 = 1 - G, I = (1 - G)X \), and \( H_0^k \) represent an element-wise raising to the power of \( k \). The result has two terms: the original image \( X \) and the result of iteratively filtering the image \((I)\) \( k \) times by the same filter \( H_0 \).

For the TDA-method, we perform similar calculations and have the following result:

\[
X_k = X - J_0^k I \tag{11}
\]

where \( J_0 = 1 - G^2 \), and \( I = (1 - G)X \). The result also has two terms: \( X \) and the result of iteratively filtering the image \((I)\) \( k \) times by using the filter \( J_0 \). In the calculation, we set \( \lambda = 1 \) such that the TDA-method is consistent with the T-method which is parameter-free.

3.2.2 Analysis

From the above results, we can write the two iterative reverse filters in a unified form

\[
X_k = X - H_k I \tag{12}
\]

where \( H_k = H_0^k \) and \( H_0 = 1 - G \) (T-method), \( H_0^2 = 1 - G^2 \) (TDA-method). In order to recover the original image, a sufficient condition is \( |H_k| \to 0 \) such that \( X_k \to X \).

Since \( H_k \) is a function of the unknown linear filter \( G \), to perform a concrete analysis we consider the filter \( G \) to be a class of non-causal symmetric linear low pass filters commonly used in image processing such as average filters and Gaussian filters whose coefficients sum to 1. The frequency response of such filters, denoted \( G(\omega_1, \omega_2) \), is real and symmetric and has the property \( G(\omega_1, \omega_2) \leq 1 \).

Using these notations, the amplitude response of the filter is represented as

\[
|H_k(\omega_1, \omega_2)| = |H_0(\omega_1, \omega_2)|^k \tag{13}
\]

where \( H_0(\omega_1, \omega_2) = 1 - G(\omega_1, \omega_2) \) for the T-method and \( H_0(\omega_1, \omega_2) = 1 - G^2(\omega_1, \omega_2) \) for the TDA-method. Let the maximum value of the amplitude response be

\[
T_0(\omega^*_1, \omega^*_2) = \max_{(\omega_1, \omega_2)} |H_0(\omega_1, \omega_2)| \tag{14}
\]

where \((\omega^*_1, \omega^*_2)\) represent frequencies where the amplitude response is at maximum. The maximum amplitude response after \( k \) iterations, denoted \( T_k(\omega^*_1, \omega^*_2) \), is \( T_k(\omega^*_1, \omega^*_2) = T_0^k(\omega^*_1, \omega^*_2) \). The super-script \( k \) represents raising to the power of \( k \). We consider the following three cases.

- If \( T_0(\omega^*_1, \omega^*_2) > 1 \), then \( T_k(\omega^*_1, \omega^*_2) \) increases exponentially with \( k \), which is unbounded. As a result, the frequency component of the image \( I(\omega^*_1, \omega^*_2) \) will be amplified by an unbounded factor. The reverse filter is unstable.
- If \( T_0(\omega^*_1, \omega^*_2) < 1 \), then \( T_k(\omega^*_1, \omega^*_2) \) decreases exponentially with \( k \), which approaches the limit of zero. As a result, the amplitude response for all frequencies will approach 0, i.e., \( |H_k(\omega_1, \omega_2)| \to 0 \), and the original image is recovered.
- If \( T_0(\omega^*_1, \omega^*_2) = 1 \), then \( |H_0(\omega_1, \omega_2)| < 1 \) (\( \omega_1 \neq \omega^*_1, \omega_2 \neq \omega^*_2 \)) and \( H_0(\omega^*_1, \omega^*_2) = 1 \). The amplitude response decreases exponentially \( |H_k(\omega_1, \omega_2)| \to 0 \) (\( \omega_1 \neq \omega^*_1, \omega_2 \neq \omega^*_2 \)). As a result, the original image can be approximately recovered except at that particular frequency \((\omega^*_1, \omega^*_2)\).
Figure 2: The amplitude response $|H_0|$ due to 3 linear low pass filters. Left column shows the case for the T-method where $H_0 = 1 - G$. Right column shows the case for the TDA-method where $H_0 = 1 - G^2$. The maximum value of $|H_0|$ is also shown as $T_0$.

To illustrate the role of $H_0(\omega_1, \omega_2)$ in determining the behavior of the two reverse filters, we consider three low pass filters: (1) a $(3 \times 3)$ average filter, (2) a Gaussian low pass filter of standard deviation $\sigma = 1$, and (3) a Gaussian low pass filter of standard deviation $\sigma = 1.5$. In Fig. 2, we plot $|H_0(\omega_1, \omega_2)|$ for $0 \leq \omega_1, \omega_2 \leq \pi$ (in the figure, the two frequency axes are normalized for easy visualization) for the three filters. The left column shows the results for the T-method, while the right column shows the results of the TDA-method. We have the following observations and explanations.

- The T-method is unstable for a simple average filter. This is because the frequency response $G$ can be negative at certain frequency band(s) leading to the amplitude response $|H_0| = |1 - G| > 1$ at those frequency band(s). For a symmetric Gaussian filters, theoretically its frequency response is also a Gaussian, which is always positive under the assumption that the length of the filter is infinite. However, in actual implementation the length of the filter is usually set as $2\sigma$. Experimentally we found that when $\sigma \leq 1$, $T_0(\omega_1^*, \omega_2^*) \leq 1$ which results in a stable filter and a perfect recovery of the original image. When $\sigma > 1$, $T_0(\omega_1^*, \omega_2^*) > 1$ which leads to an unstable filter.

- The proposed TDA-method is stable for all three filters. This is because $0 \leq G^2 \leq 1$ and the maximum value of the amplitude response $|H_0| = |1 - G^2| \leq 1$ is attained at frequency where $G^2$ is minimum which is denoted $U_0(\omega_1^*, \omega_2^*) = \min(\omega_1, \omega_2) G^2(\omega_1, \omega_2)$. The maximum value of the amplitude response is thus given by $T_0(\omega_1^*, \omega_2^*) = 1 - U_0(\omega_1^*, \omega_2^*)$. For the three filters, we have $U_0(\omega_1^*, \omega_2^*) = 0$ leading to $T_0(\omega_1^*, \omega_2^*) = 1$.

- For stable filters, the quality of the recovered image depends on the range of the frequency $(\omega_1, \omega_2) \in \Omega$ such that $|H_k(\omega_1, \omega_2)| < 1$. More specifically, for the case $T_0(\omega_1^*, \omega_2^*) < 1$, if $\Omega$ covers the whole frequency plane $[0, \pi] \times [0, \pi]$, then the original image can be perfectly recovered. For the case $T_0(\omega_1^*, \omega_2^*) = 1$, if $\Omega$ covers more areas of the frequency plane, then the recovered image is of better quality because more frequency components of the image $I$ are nulled. In addition, the number of iterations required to force $|H_k(\omega_1, \omega_2)|$ to approach zero for frequency $(\omega_1, \omega_2) \in \Omega$ depends on the shape of $|H_0(\omega_1, \omega_2)|$. For example, compared to Fig. 2(d) and (e), Fig. 2(f) has a larger flat area of the frequency plane satisfying $|H_0(\omega_1, \omega_2)| \approx 1$. As such it will take more iterations to recover an image of better quality for the case of Fig. 2(f).
The above analysis is supported by experimental results of an image (the image “pepper.png” in MATLAB) shown in Fig. 3. We used the above 3 linear filters to blur the original image and used the T-method and the proposed TDA-method to recover the original image. We use mean square error (MSE) to measure the quality of the recovered image as a function of the number of iterations. From Fig. 3(a-c), we can see that the T-method is not stable for the average filter and Gaussian filter with $\sigma = 1.5$. In fact, this is the case for any average filter and for a Gaussian filter with $\sigma > 1$. The T-method can recover the original image perfectly for a Gaussian with $\sigma \leq 1$, which can be attributed to $T_0(\omega_1, \omega_2) < 1$ for this family of filters.

From Fig. 3(d-f), we can see that the TDA-method is stable for all three filters. This is true for any average filter of any size and a Gaussian filter of any setting of $\sigma$. The required number of iterations to achieve a certain MSE depends on the filter kernel, which determines to what degree the image is smoothed. For example, we can see that for the lightly smoothed image (Fig. 3(d-e) the TDA-method requires about 2000 iterations to achieve a MSE of $10^{-5}$, while for the heavily smoothed image (Fig. 3(f)) the TDA-method only achieves a MSE of $10^{-4}$ at 2000 iterations. Such observation can be further explained in terms of the area of the frequency plane where the amplitude response $|H_0(\omega_1, \omega_2)| \approx 1$. The larger the area such as Fig. 2(f), the more iterations are required to recover a good quality approximation of the original image.

3.3 Using accelerated gradient descent

Accelerated gradient descent (AGD) methods [26], which are summarised in Table 2, were developed to tackle problems related to gradient descent. They are widely used training deep neural networks and have the potential to reduce the number of iterations needed to achieve convergence and to increase the robustness against noisy gradients [27]. Since the T-, P- and the proposed TDA-method can be regarded as gradient descent algorithms, we test these AGD methods to see if they can improve the performance of the three algorithms. The tests are conducted by replacing the gradient of each AGD method with the following approximations and results are presented in section 4.3.

- TDA-method: $\nabla f(x_k) = -t_k$
- T-method: $\nabla f(x_k) = -q_k$
- P-method: $\nabla f(x_k) = -\frac{||q_k||}{2||p_k||}p_k$

3.4 Summary and comparison

We can see in Table 1 that the T-method is a special case of the R-method and is the simplest of all methods. When the filter $g(.)$ is linear, we have $g(x_k + q_k) - g(x_k) = g(q_k)$. Thus, compared to the T-method, the TDA-method has a further step of filtering of $q_k$ and has a scale factor $\lambda$. The P-method and the TDA-method are related through the
Table 2: AGD methods.

| Method          | Update Equation                                      |
|-----------------|------------------------------------------------------|
| Gradient descent| $x_{k+1} = x_k - \lambda \nabla f(x_k)$               |
| MGD [34]        | $x_{k+1} = x_k + v_k$ $v_k = \beta v_{k-1} - \lambda \nabla f(x_k)$ |
| NAG [35]        | $x_{k+1} = x_k + v_k$ $v_k = \beta v_{k-1} - \lambda \nabla f(x_k + \beta v_{k-1})$ |
| RMSProp [36]    | $x_{k+1} = x_k - \frac{\lambda}{\sqrt{v_k + \epsilon}} \nabla f(x_k)$ $v_k = \beta v_{k-1} + (1 - \beta) \nabla f(x_k)^2$ |
| Adadelta [37]   | $x_{k+1} = x_k - \Delta x_k$ $\Delta x_k = \frac{u_k - \epsilon}{\sqrt{v_k + \epsilon}} \nabla f(x_k)$ $v_k = \beta v_{k-1} + (1 - \beta) \nabla f(x_k)^2$ $u_k = \beta u_{k-1} + (1 - \beta) \Delta x_k^2$ |
| ADAM [38]       | $x_{k+1} = x_k - \lambda \frac{m_k}{\sqrt{v_k + \epsilon}} \nabla f(x_k)$ $m_k = \beta_1 m_{k-1} + (1 - \beta_1) \nabla f(x_k)$ $v_k = \beta_2 v_{k-1} + (1 - \beta_2) \nabla f(x_k)^2$ $\hat{m}_k = \frac{m_k}{1 - \beta_1}$, $\hat{v}_k = \frac{v_k}{1 - \beta_2}$ |

To illustrate their difference in computational complexity, a MATLAB implementation of the 3 methods is used to reverse a Gaussian filter with a kernel size of $7 \times 7$ pixels and $\sigma = 1$. Running time for one iteration vs image size is presented in Fig. 4. The P-method is significantly slower than the T- and TDA-method. The running time difference between the T-method and TDA-method is because the latter requires two Gaussian filters per iteration, while the former only requires one.

![Figure 4: Comparison of running time vs image size when reversing a Gaussian filter with a kernel size of $7 \times 7$ pixels and a standard deviation $\sigma = 1$ applying one iteration of T-, P- and TDA-method.](image)

4 Experiments and results

In this section, we present an experimental study of the proposed TDA-method, including effects setting the learning rate $\lambda$ and number of iterations (section 4.1), validation of its effectiveness in reversing a wide range of filters (section 4.2), and a comparison (section 4.2.2) with of the four existing methods reviewed in section 2. We also present an
4.1 Number of iterations, learning rate and image quality

We present two case studies in which the TDA-method is convergent and non-convergent, respectively.

4.1.1 Convergent case

We use a successful example of reversing the effect of a bilateral filter (BF) \[7\] to demonstrate the relationship. Results are shown in Fig. 5 where the smoothed image is produced by using range and spatial parameters \(\sigma_r = 0.3\) and \(\sigma_s = 4\). We can see that proposed TDA-method is convergent and details from the original image are gradually restored as the number of iterations increases. In this figure, we also show the importance of setting the learning rate \(\lambda \leq 1\). We observed that, for this convergent case, a larger value leads to a faster improvement in image quality.

4.1.2 Non-convergent case

Although we have shown in last section, the condition for proposed TDA-method to be stable in the linear filter case, the same analysis for a nonlinear filter is in general very difficult. There is no guarantee that the proposed TDA-method, like previous works, will be convergent to a satisfactory result for any filters. Therefore, a practical problem is to determine the criteria for stopping the iteration at a point where the quality of the output image is the highest.
How do we quantify the output image quality without knowing the original image? Since we have the input image \( b = g(x) \) and the filter \( g(.) \) as a black box, we can calculate the following relative error:

\[
e_k = \frac{||b - g(x_k)||^2}{||b||^2}
\]  

(15)

If \( ||b - g(x_k)||^2 \) is small, then under the bi-Lipschitz condition\(^2\) we can expect that \( ||x - x_k||^2 \) will also be small. Thus, the relative error is a non-referenced metric which can be used to determine when the iteration can be stopped to achieve the best outcome. Indeed, we can use a two-pass process to determine the optimum iterations. In the first pass, we run the algorithm for a fixed number of iterations, record the sequence \( \{e_k\} \), and find \( n \) such that \( n = \min_k \{e_k\} \). In the second pass, we run the algorithm again for \( n \) iterations to determine the best outcome. We remark that image quality assessment in general and non-reference quality assessment in particular is an active research area \(^3\). Incorporation results from this research area to deal with the stopping of the iteration is beyond the scope of this work.

In addition, it is a common practice in evaluating image processing algorithms that the original image is assumed to be known so that metrics such as peak-signal-to-noise ratio (PSNR) and structural similarity index (SSIM) can be used. Compared with the relative error, both PSNR and SSIM are referenced metrics which are used to evaluate the performance of the algorithm, especially in comparison of performance of different algorithms.

In Fig[6] we present a non-convergent example. We use the above 3 metrics in evaluating the performance of reversing a RGF \(^2\) by the TDA-method with \( \lambda = 1 \). The smoothed image shown in Fig[6(e)] is produced by 4 iterations of a bilateral filter with \( \sigma_x = 3 \) and \( \sigma_y = 0.05 \). We can see that the TDA-method keeps improving output image quality as measured by the three metrics up to a point. After that, the output image quality is getting worse. This is revealed in the top row of the figure, where there is an optimal number of iteration for each metric. We want to point out that the optimal number of iterations determined by the relative error (\( k = 57 \)) is fairly close as those determined by using PSNR and SSIM (\( k = 53 \) and \( k = 72 \), respectively). Thus, this experiment support the use of the relative error in determining the number of iterations. In the bottom row of Fig[6] we can visually compare the results of 500 iterations and 57 iterations. The former (Fig[6(f)]) has strong ringing artifacts, while the latter (Fig[6(g)]) is free of such artifacts and restores an acceptable level of details which can be found in the original image.

### 4.1.3 Summary

When the proposed TDA-method converges, setting a larger value of \( \lambda \) helps speed up the convergence rate. When it does not converge to a useful result, we can use the relative error to stop the iteration. Adaptively changing the learning rate will be discussed in section 4.3.

### 4.2 Evaluation and comparisons

We first evaluate the effectiveness of the TDA-method by comparing its performance in reversing 12 commonly used filters with that of T- and P-method. We then study three particular cases to highlight and visualize the performance of the TDA-method.

#### 4.2.1 Evaluation based on 12 filters

We performed experiments using 300 natural images from the BSD300 data set\(^4\). We filtered each of them using one of the 12 commonly used image filters listed in Table[3]. We then applied the TDA-method of 200 iterations to restore the original image. The average PSNR for each filter in each iteration is calculated over the 300 images. Since different filters produce different levels of degradation, we use the percentage of improvement given by the following equation to compare the performance for different filters

\[
\bar{p}_k = \frac{p_k - p_0}{p_0} \times 100
\]

(16)

where \( p_k \) and \( p_0 \) represent respectively the average PSNR value for a filter over 300 images at the \( k \)th iteration and 0th iteration (the input image).

The results for the TDA-method are shown in Fig.7a (\( \lambda = 0.5 \)) and Fig.7b (\( \lambda = 1 \)). We can see that the performance of TDA-method depends on the filter being reversed. While it can achieve a substantial improvement for some filters

\(^2\)We regard the filter \( g(.) \) as a function. When it is bi-Lipschitz \(^3\), it satisfies the condition \( \frac{1}{K} d_X(x_1, x_2) \leq d_Y(y_1, y_2) \leq K d_X(x_1, x_2) \) where we define \( y = g(x) \). \( X \) and \( Y \) are set for \( x \) and \( y \), \( K > 1 \), and \( d_X \) and \( d_Y \) are metric on sets \( X \) and \( Y \), respectively. An equivalent definition is that both \( g \) and its inverse \( g^{-1} \) are Lipschitz.
Figure 6: Example of finding the optimum number of iterations when reversing a RGF [21] as non-convergent example with the TDA-method. (a) SSIM per iteration. (b) PSNR per iteration. (c) Relative error per iteration, (d) original image. (e) Smoothed image (30.22dB). (f) Result after 500 iterations (22.93dB). (g) Result after 57 iterations (31.70dB).

Table 3: Parameter settings for the 12 filters

| Filter       | Parameters          |
|--------------|---------------------|
| RGF [21]     | $\sigma_s = 3$, $\sigma_r = 0.05$, $N_{iter} = 4$ |
| Gauss.       | $\sigma = 5$       |
| LoG          | $k = 7 \times 7$, $\sigma = 0.4$ |
| AMF [22]     | $\sigma_s = 7$, $\sigma_r = 0.4$ |
| RTV [23]     | $\lambda = 0.05$, $\sigma = 3$, $\epsilon = 0.05$, $N_{iter} = 2$ |
| ILS [24]     | $\lambda = 1$, $p = 0.8$, $\epsilon = 1 \times 10^{-4}$, $N_{iter} = 4$ |
| L0 [25]      | $\lambda = 0.01$, $\kappa = 2$ |
| BF [7]       | $\epsilon = 0.05$, $\sigma_s = 3$ |
| Disk averaging filter | $r = 3$ |
| Motion blur filter | $l = 20$, $\theta = 45^\circ$ |
| GF [8]       | $w_{size} = 5 \times 5$, $\epsilon = 0.1$ |
| GF+Gauss.    | $w_{size} = 5 \times 5$, $\epsilon = 0.1$, $\sigma = 5$ |

such as GF and BF after a few iterations, it requires a lot of iterations for filters such as Gaussian filter and rolling guided filter. We can also observe that, while setting $\lambda = 1$ helps faster improvement in image quality for most filters, such setting does not work in reversing the L0 filter. Overall, after 200 iterations, for 6 out of the 12 filters tested for both settings of $\lambda$, the TDA-method achieved quality improvement greater than 10%. For $\lambda = 0.5$, improvements have been achieved for all 12 filters after 200 iterations, although some improvements are quite small.

How is the performance of TDA-method when compared to those of the T- and P-method? We conducted the same experiment and presented the results in Fig.7(c) (T-method) and (d) (P-method). The T-method produces very good results for 5 filters (>20% improvement), but it also fails to reverse 5 filters. The P-method, like the TDA-method, is able to reverse all the filters to some extent but at a very high computational cost. Therefore, the proposed TDA method is better than the T-method in terms of its ability to reverse numerous filters, and is also better than the P-method in terms of its much smaller computational cost.
4.2.2 Subjective and objective comparison examples

We present details of three examples for comparing different methods subjectively through visualization and objectively through PSNR. The purpose of the 1st example is to visualize the performance of the TDA-method in reversing two highly nonlinear filters. The 2nd example provides further results of comparing the TDA-method with 4 current methods. The last example demonstrates the effectiveness of the TDA-method in image restoration by comparing it with some classical blind and non-blind algorithms.

**Example 1.** An image filter can sometimes irreversibly remove details from an image, but in some cases, those details are not completely removed but just diminished at a point of being visually imperceptible. In this example, we demonstrate the effectiveness of the TDA-method in recovering the texture information which is imperceptible after the image is smoothed by the RTV algorithm [41] or the SSIF algorithm [42]. These two algorithms are highly nonlinear and are well known for their ability to smooth out texture. Results are shown in Fig. 8 which show that the texture information has been recovered to some extent in both images. To produce the results shown in Figures 8(c) and (f) we used 3000 and 500 iterations of the TDA-method respectively.

**Example 2.** We study the performance of the TDA-method in de-convolution applications [1]. When the filter kernel is known, the problem is non-blind. Otherwise, the problem is blind. Classical non-blind image restoration algorithms,
which require the knowledge of the kernel, include: Lucy Richardson algorithm (LRA) \cite{43}, fast image de-convolution using hyper-Laplacian priors (HLP) \cite{44} and Wiener filter (WF) \cite{45}. A well-known blind restoration algorithm is the maximum likelihood algorithm (MLA) \cite{46}, which does not require the knowledge of the kernel. The proposed TDA-method is applicable for a situation where the kernel is unknown but is available as black-box. As such, it can be regarded as semi-blind. We should point out that there is a vast literature on the subject of image restoration, we only pick some classical methods in our experiments.

In Fig. 9 we show an example of smoothing using a Gaussian kernel of size $7 \times 7$ pixels and a standard deviation $\sigma = 1$. In Fig. 10 we repeat the same experiment using a kernel which models the blurring due to the linear motion of a camera by $20$ pixels with an angle of $10$ degrees in a counter-clockwise direction. In both cases, the TDA-method can reverse the effect of the linear filter, small details are recovered and edges are well defined (refer to the green box on Figures 9 and 10). The TDA-method clearly produces a more appealing result than MLA, LRA, and HLP since it does not produce artifacts and the output image is sharper. The Wiener filter is the winner of among all methods. However, it requires the blurring kernel as the input. The impact of not knowing the exact kernel can be seen in the relatively inferior results of the MLA algorithm in both cases. Since the exact knowledge of the kernel may not be available in practice, the proposed method can be useful because it attempts to reverse the effect of any available filter as a black box without the need to know its internal operations.
Example 3. We compare the performance of TDA-method with that of the 4 methods described in section 2 in reversing a self-guided filter [8]. This filter is chosen because it can be reversed by all methods. The filter was configured to produce a texture smoothing effect by setting the window size to $15 \times 15$ pixels and $\epsilon = 0.01$. The ground truth and filtered image are shown in Figures 11(a) and (b), where we can see that textures have been smoothed while the main structure of the image is preserved. Figures 11(c) to (f) show the result for each method. Although the difference between results of all methods is quite small in terms of visual inspection, the TDA-method had achieved the best improvement in PSNR.

![Image of original and filtered images](image_url)

Figure 11: Reversing the guided filter [8]. (a) Original image. (b) Filtered (30.27dB). (c) T-method ($N_{iter} = 10$). (d) F-method ($N_{iter} = 20$). (e) P-method ($N_{iter} = 500$). (f) Proposed TDA-method ($N_{iter} = 500$).

4.3 Results of using accelerated gradient descent methods

In this section, we present a study of applying AGD methods to the three reverse filtering algorithms: the proposed TDA-method, the T-method and the P-method. We summarize the parameter setting of each AGD method in Table 4. We aim to study the following questions.

| Method   | Parameter                  |
|----------|----------------------------|
| GD       | $\lambda = 1$              |
| MGD      | $\lambda = 1$, $\beta = 0.9$, $v_0 = 0$ |
| NAG      | $\lambda = 1$, $\beta = 0.9$, $v_0 = 0$ |
| RMSprop  | $\lambda = 1$, $\beta = 0.9$, $v_0 = 0$ |
| ADAM     | $\lambda = 1$, $m_0 = 0$, $v_0 = 0$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ |
| Adadelta | $\lambda = 1$, $\beta = 0.9$, $v_0 = 0$, $u_0 = 0$ |

Question 1. When the filter can be reversed, how is the performance of the reverse filter changed by each of AGD method? We conduct an experiment in which all 3 reverse filter methods can successfully recover the original image. We smooth the “cameraman” image using a Gaussian filter with a kernel size of $7 \times 7$ and a standard deviation $\sigma = 1$. The three reverse filtering methods and its corresponding AGD variants are then applied to process the image and the PSNR values calculated at each iteration are recorded. Results are presented in Fig. 12. Original methods (without AGD and referred to as GD) are represented by thick dashed black lines to simplify the comparison. We can clearly see that for the T-method, the AGD methods of MGD, NAG and ADAM result in significant improvement, while the other two AGD methods, RMSprop and Adadelta do not produce improvement. For the P-method, there is no improvement.
when using any of the AGD method. Some AGD methods even have a negative impact on its performance. For the TDA-method, both MGD and NAG results in notable improvement, while the other AGD methods lead to roughly the same performance as that of without using AGD.

![Figure 12: PSNR per iteration when reversing Gaussian filter with T-, P- and TDA-method applying accelerated gradient descent.](image)

**Question 2.** When the filter cannot be reversed by a particular method because the iteration is an unstable process, does the AGD help to stabilize the iteration? We conduct an experiment which is aimed at reversing a motion blur filter. An image shown in Fig. [14](a) was smoothed by a filter which approximates a linear motion of 20 pixels in an 45 degrees angle. Results are shown in Fig. [13]. The T-method fails to recover the image and none of the AGD methods helps to make the T-method produce useful results.

![Figure 13: PSNR per iteration when reversing motion blur filter using T-, P- and TDA-method with accelerated gradient descent.](image)

**Question 3.** When the T-method failed, how does the AGD help improve the performance of P- and TDA-method? We can see in Fig. [13] that performance of the P-method and T-method are improved by using MGD, NAG and ADAM. To provide further evidence of the improvement and to further compare these two methods, we present in Fig. [14] results after 1000 iterations of algorithms with and without AGD. It can be seen that the PSNR improved by about 5dB when the TDA-method is combined with an AGD method, while that of the P-method is improved by about 1dB. However, in 1000 iterations the P-method produces 36.54dB, while the TDA-method produces 34.76dB. We should point out that due to the huge difference in complexity, to complete 1000 iterations, the TDA-method and the P-method take about 3.27 seconds and 43.57 second, respectively. For the TDA-method with NAG to produce the result of 36.5dB, it takes only 14.60 seconds to complete 3048 iterations. This is about 1/3 of the time which the P-method needs to
produce the same result. As a further comparison, in 14.60 seconds the P-method could only perform 335 iterations achieving a PSNR of 30.72dB. Therefore, comparing with the P-method, the TDA-method not only benefited more from the AGD, but is also faster due to its much lower complexity.

![Image](image1.png)

Figure 14: Example of reversing a motion blur filter with P-method and TDA-method by applying accelerated gradient descent. (a) Original image. (b) Blurred image. (c) P-method. (d) TDA-method. (e) P-method with MGD. (f) TDA-method with NAG.

**Question 4.** For the three methods, what are the benefits when using AGD over a wide range of filters to be reversed? This is a further study of that presented in [4.2.1] by comparing the performance of the 3 methods with AGD. We conducted experiments using the “cameraman” image which is smoothed by 11 filters mentioned in section [4.2.1]. We have excluded LoG filter because all methods with AGD failed to reverse this filter. We recorded the input PSNR value produced by each filter and the PSNR obtained after applying each reverse filter method after 50 iterations. The results for the TDA-, P- and T-method are shown in Tables 5, 6 and 7 respectively, where a negative number indicates a non-convergent iteration. We can see that among the AGD methods MGD, NAG and Adadelta generally produce the best results. Table 5 shows that, for all smoothing filters, applying AGD to TDA-method results in improved image quality. In addition, Tables 6 and 7 show that, in some cases, reversing nonlinear filters such as AMF and RTV, the T- and P-method do not benefit from using the AGD.

### 4.4 Limitation

We provide a case study in which all algorithms failed to reverse the effect of a simple median filter. We filter an image using a median filter with two patch sizes of $3 \times 3$ and $5 \times 5$. We then apply 10 iterations of the T-, F-, P- and TDA-method to try to reverse the filter effect. Results are shown in Figures [15] and [16] which show that the PSNR decreases after each iteration and the visual quality of the image is also decreasing.
Table 5: PSNR improvement of the TDA-method with AGD techniques.

| Filter   | Input | GD   | MGD  | NAG  | RMSprop | ADAM | Adadelta |
|----------|-------|------|------|------|---------|------|-----------|
| RGF [21] | 25    | 23   | -7   | 2    | 25      | 9    | 25        |
| Gauss.   | 25    | 31   | 33   | 33   | 31      | 29   | 32        |
| AMF [22] | 20    | 29   | 34   | 35   | 31      | 33   | 34        |
| RTV [23] | 22    | 25   | 24   | 25   | 25      | 23   | 26        |
| ILS [24] | 33    | 39   | 38   | 39   | 39      | 33   | 40        |
| L0 [25]  | 27    | 27   | 22   | 23   | 28      | 24   | 27        |
| BF [7]   | 28    | 34   | 39   | 32   | 34      | 35   | 38        |
| Disk     | 22    | 26   | 30   | 30   | 27      | 28   | 27        |
| Motion   | 19    | 23   | 27   | 27   | 24      | 26   | 23        |
| GF [8]   | 32    | 45   | 47   | 48   | 40      | 40   | 47        |
| GF+Gauss.| 23    | 25   | 26   | 26   | 25      | 24   | 26        |

Table 6: PSNR improvement of the P-method with AGD techniques.

| Filter   | Input | GD   | MGD  | NAG  | RMSprop | ADAM | Adadelta |
|----------|-------|------|------|------|---------|------|-----------|
| RGF [21] | 25    | 25   | 0    | 11   | 25      | 13   | 25        |
| Gauss.   | 25    | 31   | 34   | 34   | 31      | 29   | 34        |
| AMF [22] | 20    | 34   | 33   | 28   | 31      | 34   | 33        |
| RTV [23] | 22    | 25   | 24   | 25   | 25      | 23   | 26        |
| ILS [24] | 33    | 40   | 36   | 39   | 39      | 33   | 40        |
| L0 [25]  | 27    | 27   | 24   | 27   | 28      | 25   | 27        |
| BF [7]   | 28    | 34   | 38   | 37   | 34      | 35   | 40        |
| Disk     | 22    | 27   | 31   | 31   | 27      | 28   | 28        |
| Motion   | 19    | 24   | 28   | 27   | 25      | 26   | 24        |
| GF [8]   | 32    | 48   | 47   | 48   | 41      | 40   | 47        |
| GF+Gauss.| 23    | 26   | 27   | 27   | 25      | 24   | 26        |

Table 7: PSNR improvement of the T-method with AGD techniques.

| Filter   | Input | GD   | MGD  | NAG  | RMSprop | ADAM | Adadelta |
|----------|-------|------|------|------|---------|------|-----------|
| RGF [21] | 25    | 14   | -4   | 0    | 14      | 6    | 15        |
| Gauss.   | 25    | 38   | 46   | 47   | 37      | 39   | 38        |
| AMF [22] | 20    | 44   | 40   | 42   | 41      | 39   | 44        |
| RTV [23] | 22    | 29   | 29   | 30   | 29      | 28   | 29        |
| ILS [24] | 33    | 43   | 41   | 41   | 41      | 37   | 43        |
| L0 [25]  | 27    | 28   | 25   | 25   | 29      | 24   | 29        |
| BF [7]   | 28    | 46   | 35   | 35   | 40      | 39   | 46        |
| Disk     | 22    | -14  | -90  | -106 | 5       | -18  | -10       |
| Motion   | 19    | -52  | -146 | -176 | 4       | -19  | -40       |
| GF [8]   | 32    | 53   | 58   | 73   | 45      | 43   | 53        |
| GF+Gauss.| 23    | 29   | 34   | 34   | 29      | 30   | 29        |
Figure 15: Values of PSNR per iteration obtained when reversing a Median filter using the T-, F-, P- and TDA-methods. (a) 3x3 Median filter. (b) 5x5 Median filter.

Figure 16: Limitation example. Results of reversing a 5 × 5 median filter using 10 iterations. (a) Original image. (b) Filtered image. (c) T-method. (d) F-method. (e) P-method. (f) TDA-method.

5 Conclusions

In this paper, we presented a new solution to a relatively new image inverse problem in which image filter to be reversed is assumed as an available black box. The development of our solution is based on formulating a local patch-based minimization problem and solving it using gradient descent. The problem of unknown gradient due to the unknown filter is solved by using a total derivative based gradient approximation. We study issues related to convergence and output image quality for the case of a linear low pass filter. Results provide new insights into proposed method and
the T-method. Because the proposed method and two other existing methods can be regarded as gradient descent algorithms, we study the application of some widely used accelerated gradient descent (AGD) algorithms. We have demonstrated that applying AGD can usually lead to better image quality in smaller number of iterations. However, the success of each AGD method depends on the filter being reversed, so the optimum AGD method needs to be found empirically.

Through extensive experiments and comparisons with state-of-the-art we have demonstrated that the proposed method has achieved the best trade-off in terms of computational complexity and effectiveness. The proposed method is of the same complexity as the T-method which is the fastest method, and it is more effective than the T-method in that it can reverse a larger number of filters. The proposed is as effective as that of the P-method in that they can reverse the same set of filters, and it is of much lower complexity than the P-method.

The failure of all gradient-free algorithms to reverse the effect of a median filter calls for further investigation into the assumptions being made in the algorithmic development and possible ways to develop new algorithms which are capable of reversing this family of filters, including order statistics filters. Another possible direction of future work is to combine gradient-free algorithm with a deep neural network which can reverse the effect of not only one filter, but a wide range of filters. The idea of algorithm unrolling [47] can be used.
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