Abstract—Wave propagation in ray-chaotic scenarios, characterized by exponential sensitivity to ray-launching conditions, is a topic of significant interest, with deep phenomenological implications and important applications, ranging from optical components and devices to time-reversal focusing/sensing schemes. Against a background of available results that are largely focused on the time-harmonic regime, we deal here with short-pulsed wavepacket propagation in a ray-chaotic enclosure. For this regime, we propose a rigorous analytical framework based on a short-pulsed random-plane-wave statistical representation, and check its predictions against the results from finite-difference-time-domain numerical simulations.
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I. INTRODUCTION AND BACKGROUND

DURING the last decades, there has been a growing interest in the study of electromagnetic (EM) wave propagation in environments featuring ray-chaotic behavior, i.e., exponential separation of nearby-originating ray trajectories [1, 2]. Remarkably, the onset of such odd behavior is not necessarily a mere consequence of geometrical/structural complexity, but may occur even in deceptively simple coordinate-separable geometries with linear constitutive relationships as an effect of the inherent nonlinearity of the ray equation [3]. By exploiting the formal analogy with “billiards” and “pinballs” from classical mechanics (see, e.g., [4]–[7] for a sparse sampling, and [8] for a comprehensive review of the key concepts and ideas), simple examples of ray-chaotic closed (cavity-type) or open (scattering) propagation scenarios may be readily conceived (see, e.g., [9]–[17]).

Besides the critical implications in the actual applicability of ray-based theory and related computational schemes (see, e.g., [10]), ray-chaotic manifestations have been shown to play a key role in several fields of application, including optical microcavities and lasers [18]–[21], characterization of scattering signatures [22], [23], time-reversal-based focusing [24], [25] and sensing [26], and reverberation chambers [27]–[29].

From the phenomenological viewpoint, a large body of theoretical, numerical and experimental studies have evidenced the presence of distinctive features (often with universal character) in the time-harmonic high-frequency wave dynamics observed in ray-chaotic scenarios, in terms, e.g., of the ensemble properties of eigenvalues, eigenfunctions, and impedance/scattering matrices, in close analogy with quantum chaos (see, e.g., [30]–[33] and references therein). These features are not observable in ray-regular (e.g., coordinate-separable) configurations, and are connected to the spectral properties exhibited by certain classes of random matrices [34]. Hence, although the (linear) wave dynamics must be non-chaotic in strict technical sense, it does exhibit “ray-chaotic footprints” in the high-frequency regime. These, with a few notable exceptions (see, e.g., [35], [36]), generally result into an irregular random-like behavior. In such scenario, ray-based techniques are deterministically inaccurate and full-wave predictions may not be necessary for certain applications, while statistical models based on random-plane-wave (RPW) superpositions [37], [38] may be more insightful and useful to capture and parameterize the essential physics. Interestingly, similar RPW models were independently developed within the framework of narrowband EM reverberation chambers [39].

Against the above background results, mostly focused on time-harmonic excitation (for which the quantum/EM analogy may be exploited to its fullest), this paper deals with short-pulsed (SP) wavepacket propagation in ray-chaotic enclosures. For this regime, comparatively fewer results are available in the quantum-physics literature (mostly dealing with “Loschmidt echoes” and “fidelity decay” [40]), and their translation to EM scenarios is less straightforward in view of the limited (to the paraxial regime) equivalence between the wave equation and the time-dependent Schrödinger equation. Among the EM results available, it is worth mentioning those pertaining to “one-channel” time-reversal focusing [25] and related fidelity-based sensing schemes [26], where the ergodicity properties associated with ray chaos are exploited in order to trade off the conventional spatial sampling with temporal sampling. Also worth of note is the study in [41], which illustrates the transitioning from power-law to exponential time-decay of the power reflected by a SP-excited one-port cavity with ray-chaotic geometry.

Our interest in this subject was initially motivated by the speculation that pulse-reverberating (multi-echoing) ray-chaotic enclosures might provide spatio-temporal randomized field distributions of potential interest for wideband EM interference and/or EM compatibility testbeds. Some preliminary studies, first via an oversimplified ray analysis [42] and subsequently via rigorous numerical simulations [12] based on the finite-difference-time-domain (FDTD) method [43], confirmed the viability of this intuition. In this paper, we develop and validate a rigorous analytical framework based on the extension to the SP time-domain (TD) of the RPW model.
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is basically a combination of the well-known Sinai (rectangle with central circle) and Bunimovich (stadium) billiard geometries. Similar to these canonical geometries, it exhibits ray-chaotic behavior but, unlike them, it is devoid of non-isolated periodic trajectories (“bouncing-ball” modes).

While a comprehensive study of the ray-chaotic dynamics is not in order here (see, e.g., for more details), Fig. 2(a) provides a basic illustration of the phenomenon. More specifically, Fig. 2(a) displays the space-filling properties of a typical ray trajectory (after 250 reflections), while Fig. 2(b) shows a pseudo phase-space diagram, namely, for each reflection, the curvilinear abscissa of the impact point vs. the direction cosine of the reflected ray (details in the caption). The practically uniform covering of the phase space confirms the visual impression from Fig. 2(a) that (apart from zero-measure sets of launching conditions corresponding to isolated periodic trajectories) rays eventually approach almost every point arbitrarily closely and arbitrarily many times, with uniformly distributed arrival directions, when the number of reflections tends to infinity. This is markedly different from what observed in coordinate-separable geometries (e.g., rectangle, circle, ellipse), where ray trajectories tend to fill the enclosure in a regular fashion, with correspondingly sparsely populated phase spaces (see for more details).

Clearly, given their purely kinematical nature, the above considerations do not depend on the type (time-harmonic or SP) of excitation.

C. Full-Wave Modeling

For a preliminary qualitative understanding of the SP wavepacket propagation in the Sinai-stadium-shaped enclosure, as well as for numerical validation purposes (see Sec. V), we use the FDTD method. In our simulations, the aperture field distribution in (1) is implemented as a “hard source”, with a Gaussian spatial-window function

\[ \Lambda(x) = \exp \left( -\frac{16x^2}{L_A^2} \right) \]  

of effective width \( L_A = a/6 \), and the SP waveform shown in Fig. 3 (see Sec. III-E below for details) of effective duration \( T_s = a/(20c_0) \), chosen so as to guarantee a significant spatio-temporal localization on the enclosure scale (\( c_0T_s \ll a \)).

The computational domain is discretized with spatial steps \( \Delta_x = \Delta_y = a/1200 \) [corresponding to \( \sim \) 38 points per center wavelength, and \( \sim \) 15 points per minimum wavelength, cf. the inset in Fig. 3], and time step \( \Delta_t = T_s/424 = \Delta_x/(5\sqrt{2}c_0) \) (i.e., five-time below the Courant limit for numerical stability). The above spatio-temporal discretization parameters were chosen so as to guarantee a suitable tradeoff between computational affordability and accuracy (assessed via self-consistency tests based on energy conservation), as well as the need to provide a suitable number of spatio-temporal field samples for the statistical analysis in Sec. IV.

Figure 4 shows a typical temporal evolution of the wavefield, via four instantaneous snapshots at representative times. While propagating inside the cavity and undergoing multiple reflections at the boundaries, the initial “bullet-type” wavepacket [Fig. 4(a)] progressively loses its \textit{shape} and spatio-temporal \textit{localization}, and its energy is eventually spread across the enclosure in a uniform random-like fashion [Fig. 4(d)]. In this regime, as already noted, \textit{statistical modeling} may provide a better problem-matched description and parameterization, as it may effectively reproduce some coarse features (e.g., mean value and energy, correlation). It should be noted, however, that such a description may fail satisfying the boundary conditions, and its use should be accordingly limited to regions sufficiently far from the boundaries (e.g., in terms of the largest wavelength in the field spectrum).

It is insightful to qualitatively compare the above behavior with what occurs in “ray-regular” (i.e., non-chaotic) coordinate-separable geometries. To this aim, Fig. 5 shows the late-time snapshots pertaining to a rectangular and a semi-circular enclosure of same area as the quarter-Sinai-stadium geometry. For the rectangular case [Fig. 5(a)], a rather uniform and yet \textit{regular} covering characterized by a checkerboard-type pattern is observed, which reflects the typical fixed-angle character of the associated ray trajectories. On the other hand, the field snapshot pertaining to the semi-circular geometry [Fig. 5(b)] appears quite \textit{disuniform}, reflecting the structure of typical annular-sector-filling ray trajectories bounded by circular caustics.

III. Statistical Model

A. SP-RPW Superposition

In , Berry conjectured that the higher-order eigenstates in ray-chaotic quantum billiards should be statistically indistinguishable from a superposition of time-harmonic plane waves with random and uncorrelated directions of propagation, amplitudes, and phases. The RPW model, has been demonstrated (see, e.g., ) to effectively capture the statistical properties of high-order wavefunctions of strongly chaotic billiards in the high-frequency regime (see, e.g., , for possible deviations due to bouncing-ball modes). In what follows, we extend the RPW model, perhaps for the first time, to the SP-TD scenario of interest here.
Fig. 4. FDTD-computed electric-field snapshots for the quarter-Sinai-stadium enclosure in Fig. 1 at (a) \(t_0 = 3T_s\), (b) \(t_0 = 50T_s\), (c) \(t_0 = 100T_s\), (d) \(t_0 = 1000T_s\). Hard-source spatio-temporal aperture field distribution as in (1), with \(x_A = 0.7a\), \(y_A = 0.25\), \(\theta_A = 30^\circ\); spatial window in (8) with \(L_A = a/6\); SP waveform in Fig. 3 [cf. (27) and (29), with \(q = 2\) and \(\varsigma = 0.25\)] with duration \(T_s = a/(20c_0)\).

Let us consider a spatio-temporal domain of observation
\[ r \equiv |r| \leq R, \quad t_0 \leq t \leq t_0 + T, \]  
with \(t_0\) sufficiently large so that the wavepacket energy has spread uniformly across the enclosure [as, e.g., in Fig. 4(d)], and with \(R \gg c_0T_s\) and \(T \gg T_s\). Moreover, we make the assumption that the observation points \(r\) in the domain are sufficiently far (i.e., several effective wavelengths or, equivalently, pulse widths \(c_0T_s\) away) from the enclosure boundary (see the discussion in Sec. II-C). We make the ansatz that the EM field distribution can be modeled in terms of a superposition of independent SP-RPWs of the form
\[ e_z(r, t) \sim \sum_{n=1}^{N} a_n s(t - \kappa_n \cdot r - t_n), \]  
\[ h(r, t) \sim \frac{1}{\mu_0} \sum_{n=1}^{N} a_n s(t - \kappa_n \cdot r - t_n) \kappa_n \times \hat{z}, \]  
where \(N, a_n, \kappa_n,\) and \(t_n\) are independent random variables. More specifically, the SP-RPWs are assumed to follow a Poisson arrival process described by the probability function
\[ P_{T,R}(N) = \frac{\bar{N}_{T,R}^N}{N!} \exp\left(-\bar{N}_{T,R}\right), \]  
with \(\bar{N}_{T,R}\) representing the average number of arrivals in the spatio-temporal domain of observation (2). The amplitude coefficients \(a_n\) are uncorrelated, zero-mean, unit-variance random variables,
\[ \langle a_n \rangle = 0, \quad \langle a_n a_m \rangle = \delta_{nm}, \]  
with \(\langle \cdot \rangle\) denoting the statistical (ensemble) expectation value, \(\delta_{nm}\) the Kronecker delta, and no specific assumption made on

Fig. 5. As in Fig. 4(d) (i.e., \(t_0 = 1000T_s\)) but for geometry-separable ray-regular enclosures with (a) square and (b) half-circular shape, and same total area (not in scale).
higher-order correlations. The “normalized” wavevectors are expressed by
\[ \kappa_n = c_0^{-1} (\cos \phi_n, \sin \phi_n, y), \] (11c)
where \( \{\phi_n\} \) is a set of uniformly, independently distributed random variables within the interval \([-\pi, \pi]\). The time-delays \( t_n \) are uniformly, independently distributed within the interval \([t_0 - R/c_0, t_0 + T + R/c_0]\), which guarantees causal connection with the spatio-temporal observation domain in \( [0, T] \).

**B. Background Results on Poisson Impulse Noise Processes**

In order to understand the statistical properties of the SP-RPW superpositions in (10), we capitalize on a body of well-established technical results on Poisson impulse noise processes. In particular, following \[48\], a critical nondimensional parameter for establishing the statistical structure is
\[ \gamma = \frac{\tilde{N}_{T,R} T_s}{T + c_0} \] (12)
which basically represents the average number of SP-RPWs per unit time at a fixed observation point. Intuitively, small values of \( \gamma \) (up to \( \sim 10 \)) imply weakly overlapping SP-RPWs and, consequently, a strong dependence of the statistics on the SP waveform \( s(t) \) as well as on the specific distributions of the random parameters \( a_n, \kappa_n \) and \( t_n \), with a high probability associated with zero or small amplitude values \[48\]. This regime may somehow resemble the intermediate-high probability associated with zero or small amplitude values appearing as a scale factor in the probability density function (PDF). In this regime, as a consequence of the central limit theorem \[48\], the statistics approach Gaussian behavior. More specifically, \[48\], nearly-Gaussian behaviors (with correction terms of order \( \gamma^{-1/2} \) or \( \gamma^{-1} \)) should be expected for \( \gamma \) values ranging from \( \sim 10 \) to \( \sim 10^4 \), whereas \( \gamma \geq 10^4 \) should ensure Gaussian behavior irrespective of the SP waveform shape and specific parameter distributions, with the parameter \( \gamma \) appearing as a scale factor in the probability density function (PDF). In this regime, the (insofar unknown) parameter \( \tilde{N}_{T,R} \) may be related to the actual physical scenario via simple energy considerations (see Sec. [11-1D] below).

**C. Spatio-Temporal Gaussian Random Field**

It follows from the considerations above that the late-time SP response of our ray-chaotic enclosure may be effectively modeled by a spatio-temporal Gaussian random field \[49\]. Accordingly, given a \( K \)-dimensional array of spatio-temporal field samples
\[ e_z = [e_z(r_1, T_1), e_z(r_2, T_2), \ldots, e_z(r_K, T_K)]^T, \] (13)
with \( ^T \) denoting the transpose, the associated joint PDF is given by
\[ p(e_z) = \frac{1}{(2\pi)^K \det(\Sigma)} \exp \left[ -\frac{1}{2} (e_z - \mu)^T \Sigma^{-1} (e_z - \mu) \right] \] (14a)
with
\[ \mu = \langle e_z \rangle, \quad \Sigma = \left( (e_z - \mu) \cdot (e_z - \mu)^T \right) \] (14b)
representing the expectation-value vector and covariance matrix, respectively. It can readily be shown (see Appendix A for details) that
\[ \langle e_z(r, t) \rangle = 0, \] (15)
and therefore the Gaussian joint PDF in (14a) is completely determined by the knowledge of the spatio-temporal correlation
\[ c(\rho, \tau) = \langle e_z(r, t) e_z(r + \rho, t + \tau) \rangle, \] (16)
where stationarity in space and time (i.e., independence on \( r \) and \( t \)) is anticipated. Alternatively, the correlation in (16) may also be calculated via a spectral (Wiener-Khinchin-type) representation \[49\],
\[ c(\rho, \tau) = \frac{1}{8\pi^3} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} dk \tilde{C}_e(k, \omega) \exp \left[ i (k \cdot \rho - \omega \tau) \right], \] (17)
where \( \tilde{C}_e(k, \omega) \) is the power spectral density (PSD). Simple heuristic arguments would suggest a generalization of the known FD results \[37\] in terms of a separable PSD,
\[ \tilde{C}(k, \omega) = \Xi |S(\omega)|^2 \delta \left( k \cdot k - \frac{\omega^2}{c_0^2} \right), \] (18)
where \( \Xi \) is a multiplicative constant, the Dirac-delta spectral kernel enforces the plane-wave dispersion relation in vacuum, and \( |S(\omega)|^2 \) accounts for the energy spectral density of the SP waveform \( s(t) \). In view of the assumed structure, the wavevector integral in (17) can be performed analytically via a simple change of variables to cylindrical coordinates, \( k = \omega c_0^{-1} (\cos \varphi \hat{x} + \sin \varphi \hat{y}) \), \( \rho = \rho (\cos \varphi_0 \hat{x} + \sin \varphi_0 \hat{y}) \), yielding
\[ c(\rho, \tau) = \frac{\Xi}{8\pi^3} \int_{-\infty}^{\infty} d\omega |S(\omega)|^2 \exp(-i\omega \tau) \times \int_{-\pi}^{\pi} \exp \left[ \frac{i \omega \rho}{c_0} \cos (\varphi - \varphi_0) \right] d\varphi \]
\[ = \frac{\Xi}{4\pi^2} \int_{-\infty}^{\infty} |S(\omega)|^2 J_0 \left( \frac{\omega \rho}{c_0} \right) \exp(-i\omega \tau) d\omega, \] (19)
where \( J_0 \) denotes a zeroth-order Bessel function \[50\]. We note that the result in (19) does not depend on the direction of the spatial displacement vector \( \rho \), thereby implying isotropy of the spatio-temporal Gaussian random field. Moreover, Eq. (19) reproduces the well-known \( J_0 \)-type FD form \[37\] in the time-harmonic limit.

As shown in Appendix B, the above heuristic-based result is consistent with first-principle calculations [i.e., with (16) and (10)]. In particular, as also shown in Appendix B, we can relate the multiplicative constant \( \Xi \) in (19) to the critical parameters in the SP-RWP model, viz.,
\[ \Xi = \frac{\pi \gamma}{T_s}, \] (20)
whereby the anticipated appearance of the critical parameter $\gamma$ in (12) as a scaling factor in the Gaussian PDF.

D. Link with Underlying Physics

A link between the SP-RPW model and the underlying physics can be established via simple energy considerations. First, via straightforward vector algebra, we note that, in spite of the random character of the normalized wavevector $\mathbf{\kappa}_n$ in (10), the quantity

$$\langle \mathbf{\kappa}_n \times \mathbf{\hat{z}} \rangle \cdot \langle \mathbf{\kappa}_n \times \mathbf{\hat{z}} \rangle = c_0^{-2}$$

is always deterministic. This implies that the spatio-temporal correlation for the magnetic field is simply related to that of the electric field in (16) via

$$\langle \mathbf{h}(\mathbf{r}, t) \cdot \mathbf{h}(\mathbf{r} + \mathbf{\rho}, t + \tau) \rangle = \frac{c(\rho, \tau)}{\eta_0^2},$$

where $\eta_0 = \sqrt{\mu_0/\varepsilon_0}$ is the vacuum characteristic impedance. Moreover, Eq. (22) also establishes a simple connection with the expectation value of the EM energy density in (5),

$$\langle w_{EM}(\mathbf{r}, t) \rangle = \varepsilon_0 c_0 \langle 0, 0 \rangle,$$

which, in view of spatio-temporal stationarity, is in turn simply related to the total EM energy (per unit length) in (5) via

$$\langle w_{EM}(\mathbf{r}, t) \rangle = \frac{\mathcal{E}_{EM}}{\mathcal{A}_E},$$

where $\mathcal{A}_E$ is the area of the enclosure. Accordingly, we can rewrite the spatio-temporal correlation in (19) as

$$c(\rho, \tau) = \left( \frac{\mathcal{E}_{EM}}{\varepsilon_0 \mathcal{A}_E} \right) \int_{-\infty}^{\infty} |S(\omega)|^2 J_0 \left( \frac{\omega \rho}{c_0} \right) \exp \left( -i\omega \tau \right) d\omega,$$

where

$$|S(\omega)|^2 = \frac{\langle S(\omega) \rangle^2}{\int_{-\infty}^{\infty} |S(\omega)|^2 d\omega}$$

represents the normalized energy spectral density of the SP waveform. The expression in (25) relates the statistical properties of the SP-RPW model to simple geometrical and energy invariants of the physical model.

E. Analytically Workable Examples

It is instructive to work out a class of examples for which the integral in (25) can be calculated analytically in closed form. To this aim, we consider a class of SP waveforms

$$s(t) = \text{Re} \left[ \frac{1}{\pi} \int_{-\infty}^{\infty} \exp \left( i\omega t \right) d\omega \right],$$

where $\varsigma$ is a scaling parameter (chosen so as to ensure that the effective waveform duration is $T_s$ within a suitably small error), the superfix $(q)$ indicates the $q-$th derivative, and

$$\text{Re} \left[ \frac{1}{\pi} \int_{-\infty}^{\infty} \exp \left( i\omega t \right) d\omega \right] = \left\{ \begin{array}{ll}
\delta(t) + \frac{1}{i\tau t}, & \text{Im}(t) = 0 \\
\frac{1}{i\tau t}, & \text{Im}(t) < 0
\end{array} \right.,$$

is the analytic delta function (with $P$ denoting the principal value). It can readily be shown that

$$S(\omega) = (-i\omega)^q \exp \left( -i\omega T_s/2 \right),$$

which, substituted in (25), yields (cf. Eq. (2.12.8.4) in [52])

$$c(\rho, \tau) = \left( \varsigma T_s \right)^{2q+1} \frac{\mathcal{E}_{EM}}{\varepsilon_0 \mathcal{A}_E} \text{Re} \left[ \left\{ \frac{P}{c_0} \left( 1 + \xi^2 \right)^{\frac{1}{2}} \right\}^{-(2q+1)} \times P_{2q} \left[ 1 + \xi^2 \right]^{-\frac{1}{2}} \right],$$

where $P_{2q}$ denotes the $m$th-degree Legendre polynomial (cf. Sec. 8 in [53]), and

$$\xi = \frac{\rho}{c_0 (\varsigma T_s + i\tau)}$$

is a complex, nondimensional spatio-temporal variable. Particularly simple and insightful is the special case $q = 0$ (analytic delta), for which

$$c(\rho, \tau) = \left( \varsigma T_s \frac{T_s}{\varepsilon_0 \mathcal{A}_E} \right) \text{Re} \left[ \left\{ \frac{P}{c_0} + \left( \varsigma T_s + i\tau \right)^2 \right\}^{-1/2} \right],$$

whose 1-D cuts at $\tau = 0$ and $\rho = 0$ can be written as

$$c(\rho, 0) = \left( \varsigma T_s \frac{T_s}{\varepsilon_0 \mathcal{A}_E \sqrt{3\rho^2 + \rho_c^2}} \right),$$

$$c(0, \tau) = \frac{T_s^2 \mathcal{E}_{EM}}{\varepsilon_0 \mathcal{A}_E (\tau^2 + T_s^2)}$$

with $\rho_c = \sqrt{3c_0, T_s}$ and $T_c = \varsigma T_s$ representing the correlation length and time (3dB below), respectively. This simple example completes the illustration of how the statistical properties of the late-time field distribution, modeled as a spatio-temporal Gaussian random field, are related to (and may be potentially controlled via) a minimal number of generic geometrical and physical parameters.

IV. NUMERICAL VALIDATION

A. Generalities and Observables

We now move on to validating the SP-RPW model developed in Sec. III against the statistical observables that can be directly estimated from the FDTD-computed late-time waveform distributions [cf. Fig. 2(d)]. In order to facilitate direct comparison with the theoretical predictions, we introduce a suitably normalized field,

$$\tilde{e}_z(r, t) = \sqrt{\frac{\varepsilon_0 \mathcal{A}_E}{\mathcal{E}_{EM}}} e_z(r, t),$$

for which the predicted statistics are standard (i.e., zero-mean, unit-variance) Gaussians. In (53), $\mathcal{A}_E = (3 + 8\pi) a^2/16$ (cf. Fig. 1), the waveform $e_z$ is computed as detailed in Sec. III-C and the EM energy (per unit length) $\mathcal{E}_{EM}$ is computed numerically via spatial integration of the EM energy density [cf. Eqs. 17-18]. Note that, in order to avoid possible direct-current field offset issues in the FDTD simulations [43], we prefer to work with the zero-mean SP waveform in Fig. 3 rather than the simplest analytic-delta ($q = 0$) case in (25).
Assuming ergodicity, the estimation of the statistical (ensemble) observables of interest is based on single spatial or temporal wavefield realizations. Moreover, in order to reveal possible variations (in time, and across the enclosure), we are interested in local statistics, and accordingly consider observation domains with sufficiently small size (compared with the overall spatio-temporal observation domain), and yet sufficiently large (on the SP wavepacket scale) so as to guarantee meaningful statistics. More specifically, unless otherwise stated, local temporal statistics are computed over time-series of size $20T_s$ (i.e., 8478 samples) at a fixed observation point, while local spatial statistics are computed over square domains of size $4c_0T_s \times 4c_0T_s$ (i.e., 57121 samples) around a given point.

### B. Representative Results

For a first qualitative analysis, we show in Fig. 6 the Gaussian probability plots pertaining to point $(x_c = 0.602a, y_c = 0.121a)$ (magenta down-triangle marker in the inset of Fig. 8) at a late time $t_0 = 1000T_s$, when the SP wavepacket energy has spread uniformly across the enclosure [cf. Fig. 4(d)]. More specifically, with reference to the local temporal [Fig. 6(a)] and spatial [Fig. 6(b)] distributions, the plots display the cumulative counts pertaining to the normalized field in (33) using a Gaussian probability scale, so that standard-Gaussian-distributed data sets would yield a reference straight line (shown as red-dashed). This facilitates direct visual assessment of the Gaussianity of the data, or otherwise the presence of short/long tails and/or left/right skewness. As evident from Fig. 6 at the chosen late time, both the temporal and spatial wavefield distributions follow quite closely the reference standard-Gaussian behavior predicted by the SP-RPW model.

![Cumulative counts (%)](image)

Fig. 6. Gaussian probability plots (blue-solid curves) for local (a) temporal and (b) spatial statistics of the normalized field in (33) estimated from a single FDTD-computed realization. Local temporal statistics are estimated observing the wavefield at a fixed point $(x_c = 0.602a, y_c = 0.121a)$ over an interval of duration $20T_s$ (i.e., $M = 8478$ samples) starting at $t_0 = 1000T_s$ (estimated mean and variance are $-0.0035$ and $1.07$, respectively). Local spatial statistics are estimated over a $4c_0T_s \times 4c_0T_s$ square domain (i.e., $M = 57121$ samples) centered at point $(x_c, y_c)$ at time $t_0 = 1000T_s$ (estimated mean and variance are $-0.0236$ and $1.057$, respectively). As a reference, also shown (red-dashed straight line) is the behavior of a standard (zero-mean, unit-variance) Gaussian distribution.

![Normalized KS distance](image)

Fig. 7. As in Fig. 6 but for earlier-time $(t_0 = 100T_s)$ observations. (a) Local temporal statistics (estimated mean and variance are $0.0018$ and $3.389$, respectively). (b) Local spatial statistics (estimated mean and variance are $-0.00649$ and $0.448$, respectively).

![Normalized KS distance](image)

Fig. 8. Normalized KS distance in (34) pertaining to temporal field observations at five randomly-chosen points (shown as different markers in the insets) over an interval of duration $20T_s$ (i.e., $M = 8478$ samples) for different starting times $t_0$.

Figure 7 shows the Gaussian probability plots pertaining to an earlier-time [at $t_0 = 100T_s$, cf. Fig. 4(c)] response at the same observation point, which turn out to be markedly non-Gaussian (see also the estimated mean and variance values given in the caption). Diverse types of distributions, not shown here for brevity, were observed for different observation points, confirming the general trend of markedly non-Gaussian behavior with significant parameter dependence on the observation point.

For a more quantitative assessment and compact visualization of the temporal and spatial fluctuations of the local statistics, it is expedient to introduce a measure of distribution distance, namely, the Kolmogorov-Smirnov (KS) [54].

$$D_M = \sup_X |\Phi_M(X) - \Phi(X)|,$$

where $\Phi_M$ is the cumulative density function (CDF) numeri-
predictions from the SP-RPW model [cf. (30) with 1-D cuts compared in Figs. 10(d)–10(f) with the theoretical different values of the time lag and θ; cally estimated over points. Isolated temporal statistics at five randomly-chosen observation points.

domains (i.e., local temporal statistics at five randomly-chosen observation points of the (normalized) KS distance in (34) pertaining to the is the standard Gaussian CDF. Figure 8 shows the evolution of the (normalized) KS distance in (34) pertaining to the local temporal statistics at five randomly-chosen observation points (shown as different markers in the inset) with distances ≳ 2c0Ts from the enclosure boundary, as a function of the observation time. It is evident that, starting from rather large and strongly position-dependent values at early times, the KS distance progressively decreases with increasing observation times, converging to much smaller (about an order of magnitude) and uniform values for sufficiently late times. For quantitative reference, we recall that, in typical KS-based goodness-of-fit tests, the null hypothesis (i.e., Gaussian distribution) is rejected with a 0.01 significance level (i.e., 99% confidence level) if

\[ \sqrt{M} D_M \gtrsim 1.63. \]  

is the standard Gaussian CDF. Figure 8 shows the evolution of the (normalized) KS distance in (34) pertaining to the local temporal statistics at five randomly-chosen observation points (shown as different markers in the inset) with distances ≳ 2c0Ts from the enclosure boundary, as a function of the observation time. It is evident that, starting from rather large and strongly position-dependent values at early times, the KS distance progressively decreases with increasing observation times, converging to much smaller (about an order of magnitude) and uniform values for sufficiently late times. For quantitative reference, we recall that, in typical KS-based goodness-of-fit tests, the null hypothesis (i.e., Gaussian distribution) is rejected with a 0.01 significance level (i.e., 99% confidence level) if

\[ \sqrt{M} D_M \gtrsim 1.63. \]  

Therefore, although a strict goodness-of-fit assessment is not in order here, we can safely conclude that the SP-RPW-based Gaussian prediction seems to model reasonably well, and fairly uniformly across the enclosure, the late-time local temporal statistics. Similar observations and conclusions hold for the local spatial statistics over neighborhoods of the same observation points, as shown in Fig. 9.

Figures 10(a)–10(c) show three representative snapshots of the late-time spatio-temporal correlation [estimated within a neighborhood of point \((x_c = 0.602a, y_c = 0.121a)\) for different values of the time lag \(\tau\), with the corresponding 1-D cuts compared in Figs. 10(d)–10(f) with the theoretical predictions from the SP-RPW model [cf. 30] with \(q = 2\) and \(\zeta = 0.25\)]. Apart from weak fluctuations attributable to edge effects induced by the limited extent \((4c_0T_s \times 4c_0T_s)\) of the observation domain, the dominant features appear rather isotropic, and well captured by the SP-RPW prediction.

Finally, Fig. 11 shows the late-time temporal (i.e., zero spatial displacement) correlation estimated at a fixed observation point over an interval of duration 200Ts, compared with the SP-RPW prediction. Once again, a quite good agreement is observed. Qualitatively similar results were consistently observed for different observation points across the enclosure.

The above results clearly demonstrate that the SP-RPW model developed in Sec. III effectively captures and parameterizes the essential statistical features of the irregular random-like regime that characterizes the late-time response of our ray-chaotic enclosure in the SP regime.

It is interesting to compare our SP-TD results with the well-known time-harmonic case. In that case, the local spatial statistics (estimated over regions of size much larger than the wavelength, but much smaller than the enclosure size) of high-order eigenfields approach Gaussian behavior, with spatial correlation approaching a Bessel function \((J_0)\) form, which is well captured by time-harmonic RPW superpositions [37]. In our SP-TD case, the late-time local spatio-temporal statistics (estimated over regions of size much larger than the SP scale, but much smaller than the observation domain) approach Gaussian behavior, with spatio-temporal correlation depending on the SP waveform and coarse (geometrical and energy) parameters via [25].

V. CONCLUSIONS AND PERSPECTIVES

In this paper, we have developed and validated a SP-RPW theoretical framework for the statistical modeling of the SP wavepacket propagation in a ray-chaotic enclosure. With specific reference to the quarter-Sinai-stadium geometry, our results confirm that the late-time response of the enclosure can be effectively modeled as a spatio-temporal random Gaussian field, whose parameters are simply related to coarse geometrical quantities, energy invariants, and the SP waveform.

The peculiar (and, to a certain extent, controllable) features of such wavefield distribution may find important applications to wideband EM interference and/or EM compatibility testbeds (whereby an equipment under test may be subjected to a “pulsed shower” illumination with characteristics largely independent of its location, orientation, shape and constitutive properties), as well as the synthetic emulation of multi-path wireless channels. Within this framework, our results, based on the idealized assumption of the absence of losses, may be extended to a more realistic low-loss scenario by assuming adiabatic variations of the statistics as a consequence of the slow (on the SP time-scale) energy decay. Also of great interest is the exploration of electronic-stirring mechanisms based on narrowband-excited reverberating chambers with ray-chaotic geometries.
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Fig. 10. Top panels: (a), (b), (c) Spatio-temporal correlation snapshots (as a function of $\rho = \rho_x x + \rho_y y$) at time $t_0 = 1000T_s$, estimated over a $4c_0T_s \times 4c_0T_s$ square domain (i.e., $M = 57121$ samples) centered at point $(x_c = 0.602a, y_c = 0.121a)$, for $\tau = 0, 0.25T_s, 0.5T_s$, respectively. Bottom panels: (d), (e), (f) Corresponding 1-D cuts (blue-solid) at $\rho_y = 0$ compared with SP-RPW prediction (red-dashed) from [20] (with $q = 2$ and $\zeta = 0.25$).

Fig. 11. Temporal ($\rho = 0$) correlation (blue-solid) estimated from a wavefield observation at a fixed point $(x_c = 0.602a, y_c = 0.121a)$ over an interval of duration $200T_s$ (i.e., $M = 84780$ samples) starting at $t_0 = 1000T_s$, compared with SP-RPW prediction (red-dashed) from Fig. 10 (with $q = 2$ and $\zeta = 0.25$).
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Appendix A: Pertaining to Eq. (15)

In order to calculate the electric-field expectation value

\[ \langle e_z(r,t) \rangle = \sum_{n=1}^{N} a_n (s(t - \kappa_n \cdot r - t_n)) \]  

(37)

we recall Wald's identity [55] on the expectation value of the sum of a random number \( N \) of finite-mean, identically distributed random variables \( X_n \) (independent of \( N \), viz.,

\[ \sum_{n=1}^{N} X_n = \langle N \rangle \langle X_n \rangle \]  

(38)

Straightforward application of (38) to (37), and simple factorization (in view of the assumed statistical independence), yields

\[ \langle e_z(r,t) \rangle = N \int_T \langle a_n \rangle \exp[\omega(s(t - \kappa_n \cdot r - t_n))] \, d\omega \]

(39)

from which Eq. (15) follows immediately recalling (16b).

Appendix B: Pertaining to Eq. (20)

The first-principle calculation of the spatio-temporal correlation via (16) with (10) is most easily carried out in the FD, using the spectral representation [via (3)] of the SP-RPW model

\[ e_z(r,t) \sim \frac{1}{2\pi} \sum_{n=1}^{N} a_n \int_{-\infty}^{\infty} S(\omega) \exp[\omega(s(t - \kappa_n \cdot r + t_n - t))] \, d\omega \]

(40)

It is also expedient to rewrite (16) as

\[ c(\rho, \tau) = \langle e_z(r, t) e_z(r + \rho, t + \tau) \rangle \]

(41)
where the “dummy” (in view of the real-valued wavefield) complex conjugation simplifies the following technical developments. By substituting (40) in (41), and rearranging terms, we obtain

$$c(\rho, \tau) \sim \frac{1}{4\pi^2} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 S(\omega_1) S^*(\omega_2) \times \exp[i\omega_1 (\kappa_n \cdot r + t_n)] \times \exp[-i\omega_2 (\kappa_n \cdot r + \kappa_n \cdot \rho + t_m)] \times \exp[-i(\omega_1 - \omega_2)(t + i\omega_2\tau)].$$  (42)

Factorizing out (in view of the assumed statistical independence) the correlation term $<a_n a_m>$ and recalling (11b), Eq. (42) yields

$$c(\rho, \tau) \sim \frac{1}{4\pi^2} \int_{-\infty}^{\infty} d\omega_1 d\omega_2 S(\omega_1) S^*(\omega_2) \times \exp[i(\omega_1 - \omega_2)t_n] \times \exp[-i(\omega_2 - \omega_1)(t - \kappa_n \cdot r)] \times \exp[i\omega_2(\tau - \kappa_n \cdot \rho)].$$  (43)

Applying once again Wald’s identity (38), and recalling that

$$\langle \exp[i(\omega_1 - \omega_2)t_n]\rangle = \frac{1}{(T + 2R/c_0)} \int_{t_0}^{t_0 + T + \frac{2R}{c_0}} \exp[i(\omega_1 - \omega_2)t_n] dt_n \sim \frac{\pi \exp[i(\omega_1 - \omega_2)t_0]}{(T + 2R/c_0)} \delta(\omega_1 - \omega_2),$$  (44)

with the last asymptotic equality valid for $R \gg c_0 T_s$ and $T \gg T_s$ (so as to approximately extend the integration limits to $\mp \infty$), we obtain

$$c(\rho, \tau) \sim \frac{\tilde{N}_{T,R}}{4\pi (T + 2R/c_0)} \times \int_{-\infty}^{\infty} |S(\omega)|^2 \langle \exp(i\omega\kappa_n \cdot \rho) \rangle \exp(-i\omega\tau) d\omega.$$  (45)

Finally, recalling (12), we obtain

$$c(\rho, \tau) \sim \left(\frac{\gamma}{4\pi T_s}\right) \int_{-\infty}^{\infty} |S(\omega)|^2 J_0\left(\frac{\omega\rho}{c_0}\right) \exp(-i\omega\tau) d\omega, \quad (46)$$

which is structurally identical, apart from the multiplicative constant, to the result in (19) obtained via a heuristic argument. From (19) and (47), Eq. (20) readily follows.