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Abstract

This paper concerns the intersection of natural language and the physical space around us in which we live, that we observe and/or imagine things within. Many important features of language have spatial connotations, for example, many prepositions (like in, next to, after, on, etc.) are fundamentally spatial. Space is also a key factor of the meanings of many words/phrases/sentences/text, and space is a, if not the key, context for referencing (e.g. pointing) and embodiment.

We propose a mechanism for how space and linguistic structure can be made to interact in a matching compositional fashion. Examples include Cartesian space, subway stations, chesspieces on a chess-board, and Penrose’s staircase. The starting point for our construction is the DisCoCat model of compositional natural language meaning, which we relax to accommodate physical space. We address the issue of having multiple agents/objects in a space, including the case that each agent has different capabilities with respect to that space, e.g., the specific moves each chesspiece can make, or the different velocities one may be able to reach.

Once our model is in place, we show how inferences drawing from the structure of physical space can be made. We also how how linguistic model of space can interact with other such models related to our senses and/or embodiment, such as the conceptual spaces of colour, taste and smell, resulting in a rich compositional model of meaning that is close to human experience and embodiment in the world.

1 Introduction

The physical space around us – that is, the space which we observe around us, in which we interact with others and move within – is arguably the most important context for human experience. It should come as no surprise that it plays a central role in the use and development of language [30]. Moreover, as Gärdenfors [21, 22] points out, physical space is a natural mediator between sensory data and linguistic content: for many of us, interpreting linguistic content is spatial visualisation.
A naive perception of space could be a base plane with an upward direction:

![Diagram](image)

(1)

referring to where we move around, as well as an upward direction when looking at the birds, and a downward direction whenever we start digging holes.

Mathematically speaking, this naïve perceptive space – a more detailed treatment of which can be found in [16] – can easily be embedded within three-dimensional Cartesian space \( \mathbb{R}^3 \). There are some alternative options of what to mean by space. If you happen to be a chesspiece on a chess board, then of course the space that you experience is an 8 by 8 grid, and if you are taking a subway the relevant notion of space is the different stations along that line. But all the essential notions here can be embedded in \( \mathbb{R}^3 \), the chess board being a restriction and discretisation of \( \mathbb{R}^2 \), and the subway line being the same for \( \mathbb{R}^1 \), after yanking the track straight.

In making space explicit in a compositional theory of language meaning, one expects to make inferences that require ‘awareness’ of the structure of space. What we mean by this is best explained by examples. If we say that:

- The painting is above the chest
- The light is above the painting

then one wants to be able to infer that:

- The light is above the chest

Similarly, if:

- Alice chases Bob
- Alice is in Paris

then one want to be able to infer that:

- Bob is in Paris

In order to combine physical space and linguistic structure we will take the DisCoCat model of compositional natural language meaning [14] as our starting point. In its most general interpretation, it assumes a compositional model of linguistic structure, and meaning spaces organised in a matching structure.

For the purposes of this paper, we can do with a representation of grammar in terms of pregroups [32] [33], a simple syntactic formalism with an appealing diagrammatic presentation. As shown in [45], also a more expressive formalism such as Combinatory Categorial Grammar [10] can be equipped with a mapping to a semantic category of the
type that we assume here. Other linguistic structure identified specifically within the DisCoCat approach, most notably ‘internal wirings’ for relative pronouns [37, 38], verbs [25, 29, 8, 12] and other grammatical types [16, 15], will also have counterparts in our compositional model of space.

The central notion of our model will be spatial relations, which express how objects/agents are related within that space. In order to compose these spatial relations across different sentences, it will be necessary to pass from DisCoCat to DisCoCirc [8, 15], which deals with the composition of sentences, and how that composition updates the meanings of multiple objects/agents. We also address the modelling of spatial features that are specific to objects/agents, such as the moves available to specific chesspieces or the spatial extent of an object, and how they can be encoded within that agent.

We then move on to explain how a language diagram like:

```
the pawn
next to
that
a king

that
a knight
can capture
```

can specify a specific piece on a chessboard, exposing explicit ‘spatial reasoning capability’ of our model.

**Related work.** In appendix 7.1 we outline the relationship to Montague semantics, not just of this paper, but the DisCoCat program more broadly.

We are not proposing a rule-based account of spatial relations, which has been done many times before [43, 5], e.g. systematically enforcing that above must be transitive. These relations are built-into our model, as we will demonstrate. Such an approach is better aligned with modern AI practices than rule-based systems are.

We are not proposing mechanisms that bridge linguistic and spatial-cognitive faculties, which is a deeply-studied field in its own right [26]. So, we don’t address questions of cognitive compliance.

We do propose, to the best of our knowledge, the first linguistic mathematical formalism of space: which is to say that the compositional structure of our spatial content matches the compositional structure of spatially descriptive natural language. This level of compositional concern lets us remain “implementation agnostic” at the level of individual spatial relations, which can be learnt by statistical methods [18, 17], or specified by-hand, as we do for illustrative examples to follow.

## 2 Spatial relations

We provide some examples of space that we will consider throughout this paper, how one can understand relations ‘within’ these different spaces, and essential operations upon relations that we will require later.
2.1 Examples of spaces

**Cartesian space.** Cartesian space is the familiar 3-dimensional space we live in. We typically write Cartesian space as $\mathbb{R}^3$, to refer to points as represented by coordinates $(x, y, z)$ for $x, y, z \in \mathbb{R}$, corresponding to directions in Cartesian space, typically backward-forward, left-right, and down-up, respectively. Doing so requires one to pick an origin $(0, 0, 0)$. So, the coordinate $(-4, 2, 0.69)$ can be interpreted as movement instructions from the origin to get to the point that the coordinate names: “starting from the origin, move 4 units backward, 2 units right, and 0.69 units upward.”

**Cartesian space-time.** This is very much similar to the previous example, but now with one additional dimension, namely time. We can write this as $\mathbb{R}^4$ or as $\mathbb{R}^3 \times \mathbb{R}$ to stress that time plays a different role. Now the coordinates are 4-tuples $(x, y, x, t)$.

**Subway line.** For the Hong Kong subway system MTR, just as for any other subway system, a colour represents a subway line and the dots on the line refer to stations:

![subway_diagram]

The ‘brown’ Tuen Ma line, has the following set of stations:

$$\text{Tuen Ma} := \{\text{Kai Tak}, \ D. \ H., \ \text{Hin Keng}, \ldots, \ \text{Ma On Shan}, \ \text{Wu Kai Sha}\}$$

This space is one-dimensional and finite, hence discrete. The distances between different stations differ, which defines the structure of the space, and this structure can still be captured by embedding it in Cartesian space. However, it may make more sense to conceive of it as a space in its own right, and specify its structure as an ordering of these stations (i.e. “Ma On Shan is $n$ stations away from here”), possibly also giving the travel times between stations (i.e. “Ma On Shan is $t$ minutes away from here”).
**Chessboard.** A chessboard is a square subdivided on each side into 8 equal lengths:

\[
\begin{array}{cccccccc}
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
a & b & c & d & e & f & g & h
\end{array}
\]

to give \(8 \times 8 = 64\) squares. We can denote the set of all these squares as follows:

\[
\text{chessboard} := \{a_1, a_2, \ldots, a_8, b_1, b_2, \ldots, b_8, \ldots, h_1, h_2, \ldots, h_8\}
\]

We can think of this as the Cartesian product:

\[
X \times Y := \{(x, y) \mid x \in X, y \in Y\}
\]

of two sets \(a-h := \{a, b, \ldots, h\}\) and \(1-8 := \{1, 2, \ldots, 8\}\) so that:

\[
\text{chessboard} := a-h \times 1-8
\]

This space can be embedded in Cartesian space, and one can think of it as a two-dimensional analog to the subway line, if all we care about in the latter case is the ordering of the stations. What makes this space special are its inhabitants. Each of the chesspieces can only make a particular set of moves, for example, for a **knight** the nearest neighbours of its locations are not the squares it can most easily get to:

\[
\begin{array}{cccccccc}
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
a & b & c & d & e & f & g & h
\end{array}
\]
Penrose’s staircase. This is an example of something that can no longer be embedded in Cartesian space, but our general model can still handle it.

We represent the staircase as a set as four staircases \( I-IV := \{I, II, III, IV\} \), each with steps \( 1-n := \{1,2,\ldots,n\} \), not accounting the lowest step for each of these:

\[
\text{Penrose} := I-IV \times 1-n
\]

2.2 Examples of spatial relations

Relation(-ship) is a very intuitive notion, that allows one to express many important concepts, for example, here in the case of The Simpsons:

\[
\text{siblings} := \{(\text{Bart}, \text{Lisa}), (\text{Lisa}, \text{Bart}), (\text{Lisa}, \text{Maggie}), \ldots\}
\]

Relations are the obvious concept for discussing spatial features related to the ‘inhabitants’ of that space. Formally, a relation between a set \( X \) and itself takes the form of a subset of the Cartesian product:

\[
R \subseteq X \times X
\]

that is, it is a set of pairs \( (x,y) \) of elements \( x, y \in X \). We can specify that a pair is in the relation by writing \( R(x, y) \). We can generalise this to triples:

\[
R \subseteq X \times X \times X
\]

or arbitrary \( n \)-tuples, and also to single spaces:

\[
R \subseteq X
\]

which gives us plain subsets of \( X \). Rather than describing ‘inter’-relationships between two or more parties, these ‘unary’ relations let us say something about a particular inhabitant itself, e.g. where that inhabitant is. We now show how we can assign meaning to these relations ‘within’ our example spaces.
Relations for a subway line. Here an obvious example is:

\[ \text{next stop} := \{(\text{Kai Tak, D. H.}), (\text{D. H., Hin Keng}), \ldots, (\text{Ma on Shan, Wu Kai Sha})\} \]

Here is one that relates 3 stations:

\[ \text{in-between} := \{(\text{Kai Tak, D. H., Hin Keng}), (\text{Kai Tak, Ma On Shan, Wu Kai Sha}), \ldots\} \]

and here is one about 1 station:

\[ \text{my station} := \{\text{Wu Kai Sha}\} \]

Relations for a chessboard. Here’s a graphical representation of a relation that is an analogue to one that we saw above:

\[ \text{move right} := \]

There also are the chesspiece specific moves, for example for a king:

\[ \text{king’s moves} := \]

which concretely would be the relation made up of all pairs of adjacent squares. Note that \text{next to} corresponds to the same relation. We can also symbolically formalise this:

\[ \text{next to} := \left\{ (\alpha x, \beta y) \left| \alpha, \beta \in \text{a-h} \right., x, y \in 1-8, \left| \alpha - \beta \right| \times \left| x - y \right| \leq 1 \right. \left. \text{not } \left| \alpha - \beta \right| = \left| x - y \right| = 0 \right\} \]
Relations for Penrose’s staircase. These are pretty much all there is:

move 1 step up := \{(I_1, I_2), \ldots, (I(n-1), I_n), (I_n, II_1), \ldots, (IV_n, I_1)\}

move 1 step down := \{(I_n, I(n-1)), \ldots, (I_2, I_1), (I_1, IV_n), \ldots, (II_1, I_n)\}

Relations for Cartesian space. These are intuitive because we live here, alongside many other shapes and forms. However, to keep things simple in terms of mathematical description, in many cases it is convenient to think of all of the inhabitants of our space as points, just like physicists always do. We can specify directions and distances between two points. Here are some examples of prepositions:

higher than := \{((x, y, z), (x', y', z')) \mid z > z'\}

above := \{((x, y, z), (x', y', z')) \mid x = x', y = y', z > z'\} \hspace{1cm} (4)

Given that we essentially move on the Earth’s surface:

close to := \{((x, y, z), (x', y', z')) \mid |(x, y), (x', y')| \leq \epsilon , z = z'\}

Again we have this one involving three parties:

in-between := \{((x, y, z), (x', y', z'), (x'', y'', z'')) \mid \exists p \in (0, 1) \text{ such that } (\ast)\}

where (\ast) means (x', y', z') = p \cdot (x, y, z) + (1 - p) \cdot (x'', y'', z'').

If \mathcal{R} \subseteq X is a region in space then we get an adjective:

in \mathcal{R} := \{(x, y, z) \mid (x, y, z) \in \mathcal{R}\} = \mathcal{R}

and here is an example of a family of spatio-temporal verbs. We omit the subscript where it is clear from context, or where it doesn’t matter:

chases_{\delta t > 0} := \{((x, y, z, t), (x, y, z, t')) \mid t = t' + \delta t\} \hspace{1cm} (5)

2.3 Graphical presentation of relations

We now provide a standard graphical presentation of relations. This will become particularly handy in the next section, when we will start composing relations. The graphical representation also elucidates a fundamental structure that governs relations.

We represent a relation of type \mathcal{R} \subseteq \mathbb{X} \times \mathbb{X} as a box:

\[
\begin{array}{c}
\text{box} \\
\end{array}
\]

We think of the wires as representing the set \mathbb{X}. As we shall see below, there can also be more general boxes with multiple inputs and outputs:
and there are two special cases when there either are no inputs or no outputs:

\[
\begin{array}{c}
\text{state} \\
\vdots \\
\text{test}
\end{array}
\]

called state and test respectively. When we plug such boxes together:

\[
\begin{array}{c}
\text{state} \\
\text{box 1}
\end{array}
\begin{array}{c}
\text{box 2}
\end{array}
\]

we get a diagram and will again explain later what that plugging means in terms of relations. Importantly, we read these diagrams in this paper from top to bottom.

We will label the box with the relation it represents e.g.:

\[
R
\]

for \( R \subseteq X \times X \), where we think of the first \( X \) in \( X \times X \) as the input and the second \( X \) as the output. For a subset \( Q \subseteq X \) there only is one \( X \) so we can represent it as a state:

\[
Q
\]

But of course, we can also think of \( R \subseteq X \times X \) as a subset of \( X \times X \), and the same goes for \( S \subseteq X \times X \times X \), so we could also represent these as:

\[
R
\]

\[
S
\]

At the same time, we could think of \( S \subseteq X \times X \times X \) as a proper box in more than one manner, e.g. \( S \subseteq (X \times X) \times X \) and \( S \subseteq X \times (X \times X) \):

\[
S
\]

\[
S
\]

This fact, that we can think of relations in different, equivalent ways is a key feature of relations. It is of course also a burden as it causes ambiguity of what we are actually talking about when we denote relations as \( R \subseteq X \times \ldots \times X \).

This ambiguity goes away when we draw the diagrams, and we can eliminate it symbolically, as we already did above, by using brackets. To distinguish between states and tests, we introduce the singleton set \( \{\ast\} \) so that we have:

\[
\text{state} \subseteq \{\ast\} \times (X \times X) \\
\text{test} \subseteq (X \times X) \times \{\ast\}
\]

which is justified by these isomorphisms:

\[
\{\ast\} \times (X \times X) \cong X \times X \cong (X \times X) \times \{\ast\}
\]
Once disambiguated, we can turn the different representations of a relation into each other using two very special relations, a *cap-state* and an *cup-test* respectively:

\[
\cap := \{ ((\ast, (x, x)) \mid x \in X \} \quad \cup := \{ ((x, x), \ast) \mid x \in X \}
\]

We will show below how exactly that conversion works. More importantly, these two special relations will be key to expressing grammatical structure as relations. The reason for their notations is that they obey a certain equality that shows that they effectively ‘behave’ like bent wires, as we will show later.

These special relations are instances of a larger family of special relations called *spiders* [11]. They are defined as follows:

\[
\cdots := \{ ((x, \ldots, x), (x, \ldots, x)) \mid x \in X \}
\]

and their key property is:

\[
\implies \quad \hfill (6)
\]

One also easily checks the following:

\[
\implies \quad \hfill (7)
\]

and these special cases *copy* and *delete*:

\[
\implies \quad \hfill (8)
\]

also give an intuitive understanding. Furthermore:

\[
\implies \quad \hfill (9)
\]

so we can call these *AND* and *unknown* respectively.

### 2.4 Composing (spatial) relations

We can build new spatial relations from old ones, using the standard operations of relations, sequential composition and parallel composition. An intuitive mathematical presentation of these operations can be found in [13 11].
Basic sequential composition (a.k.a. ‘after’). For relations of type \( R, S \subseteq X \times X \) sequential composition is defined as follows:

\[
S \circ R := \left\{ (x, x'') \mid \exists x' \text{ such that } R(x, x') \text{ and } S(x', x'') \right\}
\]  
\[ (10) \]

In terms of Venn-diagrams this looks as follows:

\[
\begin{array}{c}
R \\
\quad \\
S \\
\end{array}
\]

\[
\begin{array}{c}
S \circ R \\
\quad \\
\end{array}
\]

that is, we have a path from \( x \) to \( x'' \) (i.e. \( (S \circ R)(x, x'') \)) whenever there exists a path from \( x \) to \( x'' \), passing through some \( x' \) (i.e. \( R(x, x') \) and \( S(x', x'') \)). In diagrams, we denote it by connecting the corresponding boxes:

As a first example, doing \textit{next stop} twice gets us two stops further:

\[
\text{next stop} \circ \text{next stop} = \{(\text{Kai Tak}, \text{Hin Keng}), \ldots, (\text{Heng On}, \text{Wu Kai Sha})\}
\]

we can do this many times, that is \textit{next stop}^n, but as there only are 12 stops in total, there in no way to get 12 steps further:

\[
(\text{next stop})^{12} = \{\}
\]

On the other hand in the case of Penrose’s staircase we can keep going upstairs forever, and in particular do we have:

\[
(\text{move 1 step up})^4 = \{(I_1, I_1), (I_2, I_2), \ldots, (IV_n, IV_n)\}
\]

Similar examples exist in Cartesian space.

More general sequential composition. The above defined composition is only one instance of sequential composition for relations. One important example is application of a relation \( S \subseteq X \times X \) to a subset \( R \subseteq X \), defined as follows:

\[
\begin{array}{c}
\boxed{R} \\
\quad \\
\boxed{S} \\
\end{array}
\]

\[
\begin{array}{c}
\Rightarrow \quad \left\{ (*, x') \mid \exists x \text{ such that } R(*, x) \text{ and } S(x, x') \right\}
\end{array}
\]

\[ (11) \]

\[
\begin{array}{c}
\Leftrightarrow \quad \left\{ x' \mid x' \in R \text{ and } S(x, x') \right\}
\end{array}
\]

\[ (12) \]
where the first line gives the analogue to (13) using the singleton-set in the state representation, while the second line has states as plain subsets.

In the case of the chessboard example, for $R = \{c3\}$ we have:

\[
\text{king's moves } \circ R =
\]

that is, all the places the king can end up from c3 after one move.

In Cartesian space we have for $R := \{(0,0,0)\}$:

\[
\text{higher than } \circ R = \{(x',y',z') \mid z' > 0\}
\]

which gives those points higher than the 'origin' $R$.

**Multiple inhabitants.** Parallel composition operations require multiple spaces in parallel, which here means a Cartesian product $X \times \ldots \times X$ of those spaces. As we are focusing on inhabitants of a particular space, for each of these inhabitants, we need one copy of that space to represent that inhabitant. This bears repeating:

**We assign each inhabitant their own copy of the space.**

In fact, we already implicitly have been using this in the examples of Section 2.2. Moreover, as we shall see later, grammatical structure also requires multiple copies of the spaces.

One way to specify which inhabitant we are talking about is to tag everything related to ‘their’ space with that inhabitant’s name. For example, if Alice and Bob both take the subway, then the space we need to consider is:

\[
\text{Tuen Ma}_{\text{Alice}} \times \text{Tuen Ma}_{\text{Bob}}
\]

For Alice and Bob just hanging around in Cartesian space, then we consider:

\[
\mathbb{R}^3_{\text{Alice}} \times \mathbb{R}^3_{\text{Bob}}
\]

This larger space increases expressiveness as we can now have relations involving multiple inhabitants. For example if Alice and Bob travel together on Tuen Ma:

\[
\text{Alice with Bob } := \left\{(\ast, (\text{Kai Tak}, \text{Kai Tak})), \ldots, (\ast, (\text{Wu Kai Sha}, \text{Wu Kai Sha}))\right\}
\]

\[
:=(\ast) \times \left\{(\text{Kai Tak}, \text{Kai Tak}), \ldots, (\text{Wu Kai Sha}, \text{Wu Kai Sha})\right\}
\]

\[
\subseteq \{\ast\} \times (\text{Tuen Ma}_{\text{Alice}} \times \text{Tuen Ma}_{\text{Bob}})
\]
where we used \{\ast\} to indicate that we are describing a state:

![Alice with Bob]

and not a regular box. Our chessboard can now also have more than one piece:

![Chessboard with multiple pieces]

For many purposes this labelling will be sufficient. However, in the case of a chessboard, the label of chesspieces doesn’t tell us all the relevant spatial information of that inhabitant. This is important since different pieces can make different moves. Similarly, in Cartesian space, some can run faster than others, and when we go beyond representing things as points, sizes are different. We address this in Section \(\text{(5)}\).

**Parallel composition or (a.k.a. ‘while’).** In terms of diagrams this is:

![Parallel composition diagram]

In concrete terms, for relations \(R, S \subseteq X \times X\) the result will be a relation \(R \times S : (X \times X) \times (X \times X)\), where the bracketing here is about the parallel aspect, and not the different ways of representing a relation discussed above. Diagrams perfectly disambiguate the confusion that may arise here. Concretely, we have:

\[
S \times R := \left\{ ((x, x'), (y, y')) \mid R(x, x') \text{ and } S(y, y') \right\}
\]

that is, treating the two relations independently, and pairing them.

An example when considering Alice and Bob again is the situation where we know nothing yet about Alice and Bob. Concretely, where Alice and Bob are both in a space \(X\), this is the relation:

\[
\left\{ ((\ast, x), (\ast, x')) \mid x \in X \text{ and } x' \in X \right\}
\]

This expresses that Alice and Bob could independently be anywhere in \(X\). This situation is depicted as follows:

![Parallel composition example diagram]
Composition as a diagram. Putting sequential and parallel composition together, augmented with caps and cups, we get what are called string diagrams. While these can always be decomposed in terms of the sequential and parallel compositions we have already seen, there is a direct way to compute them without having to do so, for which we refer the reader to Section 3.3.3 of [11].

An example involving more complex compositions is the equation that justifies representing cap-states and cup-tests as wires:

\[
\begin{array}{c}
\text{R} \\
\end{array} = \begin{array}{c}
\text{R}
\end{array}
\]

Another one is the conversion of the different possible representations of relations mentioned earlier, for example:

\[
\begin{array}{c}
\text{R} \\
\end{array} = \begin{array}{c}
\text{R}
\end{array}
\]

So all the ambiguity is now indeed gone, without having to rely on \(*\).

3 A linguistic model of space

3.1 Grammar as relations

In the grammars we consider, there are some basic grammatical types, like the noun-type \(n\), and the type of whole sentences \(s\). On the other hand, the transitive-verb-type is not a basic type, but a composite one made up of two noun-types and a sentence-type. The precise manner in which these basic types interact depends on which grammar calculus one uses e.g. [1, 3, 31]. As indicated above, we present our examples in terms of Lambek’s pregroups [32, 33], because of their perfect match with relational diagrams. As shown in [45] there is no loss of generality by choosing pregroup grammars, as they also accommodate CCGs, and do so while maintaining diagrammatic elegance.

For each basic type \(x\) there is a left- and a right-inverse \(-1x\) and \(x^{-1}\). Then, in English, a transitive verb has type:

\[-1n \cdot s \cdot n^{-1}\]

To understand this type, consider a transitive verb like chases. Simply saying chases doesn’t convey any useful information, until we also specify who chases who. That’s the role of the inverses: they specify that in order to form a meaningful sentence the transitive verb needs a noun on the left and a noun on the right, which then cancel out:

\[
\text{Alice chases Bob} \quad n \quad -1n \cdot s \cdot n^{-1} \quad n
\]

So both \(n \cdot -1n\) and \(n^{-1} \cdot n\) vanish, and what remains is \(s\), confirming that Alice hates Bob is a grammatically well-typed sentence. We can depict the cancelations:
which yields a diagram. For a more complex sentence like:

Alice does not chase Bob

the wiring will be more complex \[14\]:

\[
\begin{array}{c}
n \\ n^{-1} \\ n \\
\end{array}
\begin{array}{c}
s \\ s^{-1} \\ n^{-1} \\
\end{array}
\begin{array}{c}
s \\ s^{-1} \\ n \\
\end{array}
\begin{array}{c}
s \\ s^{-1} \\ n^{-1} \\
\end{array}
\begin{array}{c}
n \\
\end{array}
\]

but the idea remains the same. In general, one can extract these wirings from the book \[33\], which assigns types to all grammatical roles.

The main idea of DisCoCat is to think of these wires not just as a representation of an algebraic computation, but as a representation of how the meanings of the words of the sentence interact. Since in this paper we are dealing with relations, wires will be made up of cup-relations, e.g.:

\[
\left\{ ((x, x), \ast) \mid x \in X \right\} \times \left\{ (y, y) \mid y \in Y \right\} \times \left\{ ((x, x), \ast) \mid x \in X \right\}
\]

for the 1st example above. Here \(X\) is then the set representing \(n\), while \(Y\) represents \(s\), and we discuss below how \(Y\) is expressed in terms of \(X\).

### 3.2 Combining grammar with spatial meaning

We now move on to describing our grammatically-structured model of space. Let space be some set \(X\), for example Cartesian space \(\mathbb{R}^3\) or space-time, a chessboard \(a-h \times 1-8\), the metro stations of the Tuen Ma line, or Penrose’s staircase \(I-IV \times 1-n\). The space \(X\) is enough to determine the caps/cups, compositions, and shape of spatial relations we have considered above.

A DisCoCat model of ‘whatever’ requires:

- how meanings are represented, also accounting for types, and how we compose meaning spaces in order to allow for multiple words. As we saw above, these word meanings are depicted as states:

\[
\begin{array}{c}
\text{Alice} \\
\end{array}
\begin{array}{c}
\text{chases} \\
\end{array}
\begin{array}{c}
\text{Bob} \\
\end{array}
\]

- a corresponding representation of grammatical structure, as we also saw above:
• application of grammar to meaning, and we also know how to do that:

One should think of the wires now ‘feeding’ the object and the subject into the verb in order to produce the meaning of the whole sentence.

Remark 3.1. One concise manner to establish all the above is by providing a so-called ‘compact closed category’ (CCC) of meanings [14]. We are fortunate here that for our purposes such a CCC already exists, namely the one of relations with the compositions and caps/cups as described above. We then restrict that category to those objects that we care about.

3.3 Internal wirings

We now move on to explain how \( Y \) relates to \( X \) in (17), and hence how sentences \( s \) relate to the nouns \( n \) within them. This is not a standard part of grammar calculi, but a feature specifically enabled by DisCoCat/DisCoCirc, used previously in [25, 29, 8, 12, 16, 15].

We assume transitive verbs to have the following internal wiring [25, 29, 8]:

Using this form, we can compute the spatial meaning of the sentence \( \text{Alice chases Bob} \) from its words. If initially we know nothing yet about \( \text{Alice} \) and \( \text{Bob} \), their states will be as in (15). So we obtain using (6, 7):

The general representation of \text{chases} has been imposed on \( \text{Alice} \) and \( \text{Bob} \), about whom we now know something: namely that wherever in space(-time) \( \text{Alice} \) is, that spot is in a \text{chases} relationship with wherever \( \text{Bob} \) is.

On the other hand, if we already know something about \( \text{Alice} \) and \( \text{Bob} \), for example their initial separation, then (18) will rather look as follows:
Filling in (19) we then get:

\[
\text{Alice} \quad \text{Bob} \quad \begin{array}{c}
\text{chases} \\
\end{array} = \begin{array}{c}
\text{chases} \\
\end{array}
\] (20)

Taking \text{chases} as in (5) and the initial relation to be:

\[
\begin{aligned}
\text{Alice} & \quad \text{Bob} \\
:= & \quad \left\{ x_A = x_B = y_A = y_B = z_A = z_B = 0 \implies t_A = 3\text{mins}, t_B = 0 \right\}
\end{aligned}
\]

then for (20) we get:

\[
\left\{ ((x, y, z, t), (x, y, z, t')) \mid t = t' + 3\text{mins} \right\}
\]

Adjectives can be given a similar presentation as (19):

\[
\text{in Paris}
\]

and then the analogue to (20) would be:

\[
\text{Alice} \quad \text{chases} \quad \text{Bob} \\
\text{in Paris}
\] (21)

Now we get, not fixing the initial separation:

\[
\left\{ ((x, y, z, t), (x, y, z, t')) \mid (x, y, z) \in \text{Paris}, \exists \delta t > 0 \text{ such that } t = t' + \delta t \right\} \quad (22)
\]

Internal structures have also been proposed for relative pronouns [37, 38]:

\[
\begin{array}{c}
\text{that} \\
\end{array}
\]

and more recently for a large part of English [16, 15], for example:
Here’s an example that involves both adjectives and adpositions. We want to specify the indicated pawn in the following board position using only language referring to other pieces:

\[
\begin{align*}
\text{pawn} &= \{a6, b4, c3, e6, f5, g6\} \\
\text{king} &= \{d4, f7\}
\end{align*}
\]

We will also make use of next to which we saw earlier in (3). The pawn happens to be next to a king, but there are two kings:

\[
\text{next to} \text{ a king} = \left\{(\alpha x, \beta y) \mid |\alpha - \beta| = 1 \text{ or } |x - y| = 1\right\} \circ \{d4, f7\}
= \{c3, c4, c5, d3, d5, e3, e4, e5, e6, e7, e8, f6, f8, g6, g7, g8\}
\]

There are several pawns on the board, so we have:

\[
\text{pawn} = \{a6, b4, c3, e6, f5, g6\}
\]

The noun-phrase \text{pawn next to a king} has the following diagram:

After deforming we get:

where \text{next to a king} is just an application like in (11):
Using (8) we get the intersection of the pawn and next to a king:

This is not good enough yet, as there are two other pawns that also fit the description, apart from the one we want. Further specification could be to account the our pawn can be captured by a knight, but this requires accounting for distinct capabilities of different inhabitants, which we address in Section 5, where we also continue this example.

4 Inferences from spatial language

As a first example, we want to see if for diagrams (21) from relation (22) we can infer that also Bob is in Paris, and this is evidently the case. We can delete Alice:

\[
\begin{array}{c}
\text{Alice chases Bob} \\
\text{in Paris}
\end{array}
\]

and find the following ‘reduced’ state:

\[
\text{Bob} = \{(x, y, z, t') \mid (x, y, z) \in \text{Paris}\}
\]

Hence, from:

- Alice chases Bob
- Alice is in Paris

we inferred that:

- Bob is in Paris

Now consider the sentences:

- The painting is above the chest
- The light is above the painting
which analogous as \[20\] we can represent as a diagrams as follows:

\[
\text{light} \quad \text{painting} \quad \text{chest}
\]

\[
\text{above} \quad \text{above}
\]

recalling \[4\] where we represented \textit{above} as a relation we obtain:
\[
\left\{ ((x, y, z), (x', y', z'), (x'', y'', z'')) \mid z > z', z' > z'' \right\}
\]

Erasing the painting:

\[
\text{light} \quad \text{painting} \quad \text{chest}
\]

\[
\text{above} \quad \text{above}
\]

we conclude:
\[
\left\{ ((x, y, z), (x'', y'', z'')) \mid z > z'' \right\}
\]

that is:

\begin{itemize}
  \item The light is above the chest
\end{itemize}

\textbf{Remark 4.1.} Given that by Equation \[\Box\] spiders correspond to \textit{AND}, we can represent ‘infer’ purely graphically. For states \(Q\) and \(R\), let ‘from \(Q\) we infer \(R\)’ be the equation:

\[
\begin{array}{c}
Q \\
\downarrow \\
R \\
\end{array} = \begin{array}{c}
Q
\end{array}
\]

It is possible to derive the above conclusion graphically.

We can also consider a space like the Penrose staircase in linguistic terms, and treat the states as spatial models. For example, consider the sentences:

\begin{itemize}
  \item II is above I
  \item III is above II
  \item IV is above III
  \item I is above IV
\end{itemize}
Working in a space $X$, if we start from knowing nothing about the positions of $I$, $II$, $III$, $IV$, after imposing the relations above, we will have a state $X_I \times X_{II} \times X_{III} \times X_{IV}$ encoding all configurations of the four staircases in $X$ consistent with the linguistic description. We represent this as:

$$\text{above} \quad \text{above} \quad \text{above} \quad \text{above}$$

When we take $X$ to be $\mathbb{R}^3$, treating $\text{above}$ as in previous examples, we can calculate that the diagram above expresses the empty subset of $\mathbb{R}_I^3 \times \mathbb{R}_{II}^3 \times \mathbb{R}_{III}^3 \times \mathbb{R}_{IV}^3$. This is because there are no height coordinates such that $z^{IV} > z^{III} > z^{II} > z^I > z^{IV}$. In other words, given this interpretation of the spatial relation $\text{above}$ in $\mathbb{R}^3$ there is no model of the Penrose staircase in physical space: it is an impossible object.

5 Inhabitants with varying spatial features

In an example like chess, when we say can capture, this will mean something very different depending on the chesspiece doing the capturing. Generally, different inhabitants have different capabilities and properties in the space they inhabit. This is also the case in Cartesian space, e.g. how fast different inhabitants can move, e.g. a cheetah vs. a slug, and when moving away from representing the inhabitants of Cartesian space as points, then different sizes and shapes will start to play a role as well.

In order to make this a part of our relations model, we will first augment the representation of the space, besides the locations of the chess board, also accounting for the spatially-related features an inhabitant may have:

$$\text{chessboard} := (a-h \times 1-8) \times \{\triangle, \mathbb{N}, \mathfrak{Q}, \mathfrak{W}, \mathfrak{B}\}$$ (23)

and e.g.:

$$\text{pawn} = \{a6, b4, c3, e6, f5, g6\} \times \{\triangle\} \quad \text{king} := \{d4, f7\} \times \{\mathfrak{B}\}$$

Similarly, in Cartesian space, we may be consider objects of variable size (a.k.a. extent) or animals with variable speed, respectively:

$$\mathbb{R}^3 \times \{\mathbb{N}, \mathfrak{W}\} \quad \mathbb{R}^3 \times \mathbb{R} \times \{\mathbb{N}, \mathfrak{W}\}$$ (24)
5.1 Chesspieces

Turning our attention back to the example Section [3.3]. Now consider the following diagram involving can capture which requires knowledge about the chesspiece involved:

Now we fine-grain each wire of the can capture box as two wires, following equation [23]: left wire for spatial locations, and right wire for chesspiece labels. The result is a box with four wires as follows:

We can interpret this relation explicitly as:

\[
\text{can capture} := \left\{ \left( \begin{array}{c} \alpha x \\ X \\ \beta y \\ Y \end{array} \right) \left| \left( \begin{array}{c} \alpha x \\ \beta y \end{array} \right) \in X's \text{ moves} \right. \text{ and } X, Y \in \{\text{p}', \text{R}', \text{B}', \text{N}', \text{Q}', \text{K}'\} \right\}
\]

where X’s moves generalises King’s moves in [2]. Note that Y is unconstrained since the kind of the piece being captured plays no role, so the internal structure of the can capture box looks as follows:

Above the data of different piece movement rules is encoded within can capture. One may argue that it is more natural that, rather than the meaning of can capture having to carry the data concerning which pieces can do what, that the chesspieces themselves should carry that data. This is also possible. In that case, rather than the space [23] we have as the space:

\[
\text{chessboard} := (a-h \times 1-8) \times \{\text{\triangle'}s \text{ moves, } \text{\textendash}'s \text{ moves, } \ldots, \text{\textendash}'s \text{ moves}\}
\]
and:

\[
\text{can capture} := \begin{array}{c}
\text{X's moves} \\
= \text{X's moves}
\end{array}
\]

since then we have, by (16):

All together, with our encoding in terms of spatial relations, the noun-phrase:

\[
\text{the pawn next to a king that a knight can capture}
\]

now yields the pawn we aimed to characterise, as now we obtain:

Of course, we haven’t yet considered that movement is also constrained by whether the destination squares are occupied, and in the case of the Queen, Bishop, and Rook, whether their paths to the destination squares are blocked. Since allowed moves depend on the other pieces on the board, it is arguably more natural to consider collections of pieces, rather than individuals, as inhabitants of the chessboard. Even for the ‘toy’ domain of Chess, there are complicated spatial relations to consider.

### 5.2 Capturing in Cartesian space

Among animals in Cartesian space, keeping things simple, can capture is a question of three factors: the distance between hunter and prey, the speeds of each animal, and the endurance of each animal. Recalling equation (24), we might designate this hunting space as:

\[
\text{huntspace} := \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}
\]
Labelling the wires of the `can capture` box with the animals’ roles, we can depict the internal structure of the `huntspace` wires as follows:

![Diagram showing the internal structure of the huntspace wires](image)

Explicitly, we might say the `can capture` relation expresses each animal’s running ability as the product of its speed and endurance. The distance between the two animals is considered a head-start for the prey. The hunter can capture the prey when the hunter’s running ability exceeds the prey’s, accounting for the head-start, and that the duration of the hunt is for as long as the hunter has the endurance to keep hunting.

\[
\text{can capture} := \left\{ \left( \frac{p_h}{p_p}, \frac{e_h}{e_p}, \frac{s_h}{s_p} \right) \mid |p_h - p_p| + \min \{e_p, e_h\} s_p < e_h s_h \right\}
\]

Let’s say we have the following situation in space, somewhere on the savannah.

![Image of a savannah with ostriches and cheetahs](image)

Which ostrich are we referring to, when we say:

The ostrich next to a tree that a cheetah next to grass can capture?

The language diagram is as follows:
We can interpret two entities to be next to each other if they are at most, say, 10 metres apart. So we know how to deal with cheetahs next to grass, and ostriches next to trees.

To keep things simple we will ignore acceleration to top speed. Here are the data:

- **the cheetah** has a top speed of about 120 kilometres per hour, but an endurance of only 60 seconds.

- **the ostrich** has a top speed of about 100 kilometres per hour, and they are excellent endurance runners, able to sustain speeds of 50 kilometres per hour for up to 30 minutes.

Given our interpretation of can capture, this means cheetahs can catch ostriches unless the ostrich has more than a third of a kilometre head-start. So we know how to concretely evaluate can capture in the space.

And putting our knowledge together in the same way as in the chesspiece example, we can point out the right ostrich by intersection.

**Warning.** If you are a cheetah, don’t try this at home, as it takes at least three of you to take the ostrich down, and not get killed. One of us hadn’t watched enough nature documentaries before working out this example. As an exercise one can expand this example to account for multiple cheetahs.
5.3 Extended bodies

Let's now move away from points to object with a size. To keep things simple we can assume objects to be spherical, so we only need a radius to specify them. As an example, let's consider inside, for example, fitting a cheese inside a suitcase. Then we have:

\[ \text{inside} := \{ ((x, y, z), (x', y', z')) \mid r, r' > 0 \text{ and } |(x', y', z') - (x, y, z)| < r' - r \} \]

which we can now use in a sentence like:

Well, almost, as stinks isn't particularly spatial. We now explain how we can combine spatial notions with other concepts that are part of our embodiment.

6 Concept interaction

In [4] a compositional linguistic theory of Gardenfors' conceptual spaces [22, 21] was put forward very much along the same lines of our compositional linguistic theory of space. These conceptual spaces can include spaces of smells, tastes, colours etc. We can compose our theory with that one, so that we can combine spatial notions with other ones.

6.1 Conceptual space meets physical space

In conceptual spaces, rather than a plain set, we consider convex sets:

\[ x_1, x_2 \in X \text{ implies } \forall p \in [0, 1] \text{ that } p \cdot x_1 + (1 - p) \cdot x_2 \in X \]

Correspondingly, convex relations satisfy:

\[ (x_1, y_1), (x_2, y_2) \in R \text{ implies } \forall p \in [0, 1] \text{ that } (p \cdot x_1 + (1 - p) \cdot x_2, p \cdot y_1 + (1 - p) \cdot y_2) \in R \]

For the combined theory, we can consider tuples of a physical space and one or more conceptual spaces:
The convexity condition for relations on these tuples would then only apply to the convex spaces modelling concepts. On the other hand, while it does not capture all spatial notions, we could also adopt convexity-compliant models of spatial prepositions – as Gärdenfors does in [23] – in order to obtain a compressed theory that could feasibly support empirical experiments.

6.2 The cheese inside the suitcase stinks

We need two spaces to deal with this sentence. The first is some formal space of fragrances. The other kind of space we deal with in this example is the physical space of size and extent, $\mathbb{R}^3 \times \mathbb{R}$. So the compound space we are considering is:

$$\mathbb{R}^3 \times \mathbb{R} \times \text{fragrance}$$

We assert that, in addition to physical location and extent, the cheese has a fragrance, which we depict with a dashed wire:

The cheese

position and size $\mathbb{R}^3 \times \mathbb{R}$

fragrance

As a relation in physical space, inside relates physical positions and extents, but otherwise leaves smell data alone. We depict this as ‘passing on’ the fragrance wire without modifying it, which clearly generalises to other ‘ignored’ spaces. The reverse order of the wires on the left are to distinguish inputs from outputs when we eventually revisit the language diagram:

inside

position, size, fragrance of contained

position of container

the suitcase has a physical position and extent, but unlike cheese, we do not expect suitcases to smell:

the suitcase

position and size $\mathbb{R}^3 \times \mathbb{R}$

stinks as an adjective affects the fragrance wire alone, analogous to how inside only wants to deal with the wires of physical space:
Now we can revisit the old language diagram. Replacing the boxes we had before:

![Diagram](image)

Straightening the wires, we can see clearly two facts about cheese, one about its relations in physical space, and one regarding its fragrance space:

![Diagram](image)

So we have – independently of how we model fragrance-space and physical space – from the cheese inside the suitcase stinks, that:

- The cheese is inside the suitcase
- The cheese stinks

7 Discussion and Prospects

7.1 Relationship to Montague semantics

Much of what we say here is not specific to this paper, but also applies to other DisCo-related papers, such as [10, 9, 4, 41]. Since the very first DisCoCat papers [6, 14] it has been informally claimed that when DisCoCat-meanings are taken in the category of states and relations this generates a fragment of Montague semantics, something that has been further substantiated in [19]. So what is the precise relationship between DisCoCat models and Montague semantics?

Firstly, the term Montague semantics has been used for a wide range of different things. We outline three (successively more general) conceptions, that broadly cover what might be considered Montague semantics. There is Montague’s own work [35, 36], which is the mapping of categorial grammars, either by direct homomorphism or indirectly via lambda calculus, to formulas in a particular system of higher-order intensional logic (M1). It has been used to refer to – e.g. in [28] – any structure-preserving map from a grammar into any semantics representable by sets and relations (M2), or even any map
of grammar into meaning, where the grammatical structure determines the structure of meaning representations (M3).

Concerning (M1) and (M2), Montague semantics have clear truth-theoretic underpinnings, while most DisCoCat models do not. Ultimately, the point of Montague semantics on these accounts is that, interpreted in a certain world, a logical statement holds. On the other hand, DisCoCat meanings aim to ‘paint a picture’ of a certain statement, e.g. a cheetah chasing an ostrich should be understood as the picture that shows this event happening, rather than an evaluation that this is the case. Part of these pictures are the specific properties agents in the space have, as discussed in section 5. This difference in aim is what caused distributional semantics to start living a separate existence from semantics à la Montague [24, 7], and it was DisCoCat that brought them back together [6, 14].

Concerning (M3), modern NLP has clearly demonstrated that grammar cannot live an independent existence from meaning, so taking meaning as the target of a mapping is problematic. More recent DisCoCat approaches are gradually becoming a hybrid that combines grammar and meaning on equal footing, so they can mutually inform each other. One feature of this blurring of the distinction between grammar and meaning are the internal wirings of Section 3.3.

7.2 Prospects

Imagine a computer learning and computing with concepts: how far off are we?

Concepts, whether spatio-temporal or more general, are productive and systematic [20] in a similar way that language is. There are no dictionaries for sentences, but sentences are – to a certain extent, excluding contextual content – systematically produced by composites of individual words that can be formally captured in a dictionary. Similarly, there are no complete gallery collections of concepts, but complex concepts can be painted by formal palettes of simpler concepts [22]. Without making any claims regarding the nature of concepts, nor about how human cognitive architectures work, we suggest it is worthwhile to design a program that leverages the systematic and productive capacity of language to structure concept acquisition and formation. We suggest it is worthwhile to bring the machinery of DisCoCirc to bear on this difficult and well-studied problem.

Naturally, there are directions in which the theory must extend to fit practical purposes. The concepts we have presented here, as relations, are binary things: every element is either completely in or out. A probabilistic and fuzzy picture of linguistically-compliant concepts [44, 42] will be more useful in practice, and even necessary if the practical aim is to compute with human-friendly concepts. The differentiable structure of fuzzy concepts is also crucially necessary in order to allow concepts to be learned from data, rather than axiomatised and handcrafted ‘bottom-up’. Efforts in that direction are currently underway.

There are endless further aspects of the structure of concepts, such as hyponymy [2, 34], embedding in spacetime and causal structure [39], the role of metaphor in shaping concepts [30, 27], to name a few. There is no claim these formal theories capture empirically how humans think, but we can still evaluate these frameworks by whether
they can be incorporated into practical computational tools.
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