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I. INTRODUCTION

Auxiliary algorithms and selected theorem proofs in [1] are presented in detail in this report. We first introduce the auxiliary algorithms in Algorithm DAIL, Determination of All Identifiable Links [1], for identifying special links in triconnected components of Category 2 and 3 in Section II. We then list the theorems in Section III and give the corresponding proofs in Section IV. In the end, we show some additional simulation results to verify the superior efficiency of GMMP compared with the benchmark solutions. See the original paper [1] for terms and definitions. Table I summarizes all graph-theoretical notions used in this report (following the convention in [2]).

II. AUXILIARY ALGORITHMS

To facilitate the presentation of the auxiliary algorithms for DAIL, we first introduce a notion to distinguish between two types of vantages as follows:

Definition 1.
1) A vantage \( v \) is conjugate with another vantage \( v' \) (called a conjugate pair) if (i) \( \{v, v'\} \) forms a Type-1-VC, and (ii) neither of them is an agent.
2) A vantage \( v \) is independent if (i) it is an agent, or (ii) it belongs to a Type-1-VC \( \{v, v'\} \) where \( v' \) is a monitor, or (iii) it belongs to a Type-\( k \)-VC with \( k \geq 2 \).

The significance of this classification of vantages is that for a given triconnected component, there exists a set of (external) paths (see Lemma III.5) connecting each vantage to an agent such that the path for each independent vantage is vertex disjoint with all the other paths, whereas the paths for vantages in a conjugate pair may lead to the same agent but are disjoint elsewhere (e.g., \( \{\mu_1, \mu_2\} \) and \( \{\mu_1, \mu_3\} \) in Fig. I.c) are conjugate pairs). Note that the definition of conjugate pairs only implies that vantages in a conjugate pair must connect to the same agent if their paths are constrained to the neighboring subgraph of the parent biconnected component behind the cut (from the perspective of the triconnected component under consideration). Without this constraint, it is still possible to find disjoint paths for vantages in conjugate pairs, e.g., conjugate vantages \( \mu_1 \) and \( \mu_2 \) in Fig. I.c can connect to agents via disjoint paths \( \mathcal{P}_4 \) and \( \mathcal{P}_2 \), respectively.

Based on the type of vantages, we further classify triconnected component of Category 2 into 4 sub-categories:
(i) Category 2.1: containing only 3 vantages, at least two of which are independent, e.g., \( T \) in Fig. I.a);
(ii) Category 2.2: containing only 3 vantages, in which only one is independent and the other two form a conjugate pair, e.g., \( T \) in Fig. I.b);
(iii) Category 2.3: containing only 3 vantages \( \{\mu_1, \mu_2, \mu_3\} \), in which none of them is independent, and only \( \{\mu_1, \mu_2\} \) and \( \{\mu_1, \mu_3\} \) are conjugate pairs, e.g., \( T \) in Fig. I.c);
(iv) Category 2.4: containing only 3 vantages, in which none of them is independent and each vantage pair forms a conjugate pair, e.g., \( T \) in Fig. I.d);

The strategy of DAIL is to apply Theorem III.2 or III.3 to each triconnected component together with its associated vantage-to-agent connections. Moreover, the prerequisite of applying Theorem III.2 and III.3 to the (sub-)graph of interest is that all involved links can be employed for constructing measurement paths. However, for an individual triconnected

---

**TABLE I. NOTATIONS IN GRAPH THEORY**

| Symbol | Meaning |
|--------|---------|
| \( V(G) \), \( L(G) \) | set of nodes/links in graph \( G \) |
| \( |G| \) | degree of \( G \): \( |G| = |V(G)| \) (number of nodes) |
| \( |L(G)| \) | order of \( G \): \( |L(G)| = |L(G)| \) (number of links) |
| \( G \cup G' \) | union of graphs: \( G \cup G' = (V \cup V', L \cup L') \) |
| \( H \) | interior graph |
| \( \mathcal{P} \) | simple path |
| \( m_i \) | \( m_i \in V(G) \) is the \( i \)-th monitor in \( G \) |
| \( m_i \) | \( m_i \) is the \( i \)-th agent in a biconnected component \( B \) |
| \( \mu_i \) | the \( i \)-th vantage in a triconnected component \( T \) |
| \( N_B, N_T \) | the total number of biconnected/triconnected components in \( G \) |
Lemma [III.3] states that the identification of direct link $m_1'm_2'$ cannot be immediately determined in a biconnected component with only 2 agents $m_1'$ and $m_2'$. Similarly, the direct link $\mu_1\mu_2$ in a triconnected component with only 2 vantages ($\mu_1$ and $\mu_2$) cannot be identified by purely network internal structure of $T$, i.e., external connections between $T$ and other neighboring components have to be employed for identifying $\mu_1\mu_2$ in $T$. To this end, we develop Algorithm B, the correctness of which is guaranteed by Lemma [III.9] in Section [III].

### III. Theorems

**Theorem III.1.** [3] If only two monitors $m_1$ and $m_2$ are used, then none of the exterior links, except for link $m_1m_2$, is identifiable.

**Theorem III.2.** [3] If only two monitors $m_1$ and $m_2$ are used, the interior graph $\mathcal{H}$ with $|L(\mathcal{H})| > 1$ of $\mathcal{G}$ is connected and link $m_1m_2$ does not exist, then the necessary and sufficient conditions for identifying all link metrics in $\mathcal{H}$ are:

1. The remaining graph after deleting any interior link in $\mathcal{G}$ is 2-edge-connected;
2. The augmented graph after adding link $m_1m_2$ to $\mathcal{G}$ is 3-vertex-connected.

**Theorem III.3.** [3] Using $\kappa$ ($\kappa \geq 3$) monitors, $\mathcal{G}$ is completely identifiable if and only if the associated extended graph $\mathcal{G}_{ex}$ is 3-vertex-connected.

**Lemma III.4.** Let $B$ be a biconnected component with agents

---

**Algorithm 1:** Determination of All Identifiable Links in Triangles of Category 2.1

```plaintext
input: Triangle component $T$ of Category 2.1, and the neighboring triconnected components of $T$
output: Identifiable links in $T$

1. foreach real link $l_i$ in $T$
   2. if $v_i$ is not incident to $v_1$ and $v_2$ and the third node in $T$ is $v_3$, Let $S_1$ ($S_2$) be the set of immediate neighboring triconnected components connected to $T$ via $(v_1, v_2, v_3)$;
   3. Let $T_1'$ ($T_2'$) be a neighboring triconnected component of $T$ with the following properties: (i) $v_1 \in T_1'$ ($v_2 \in T_2'$); (ii) $v_2 \notin T_1'$ ($v_1 \notin T_2'$); (iii) $T_2'$ ($T_1'$) contains at least two real links which are incident to $v_1$ ($v_2$);
   4. foreach $j$ ($j = 1, 2$) do
      5. if $v_j$ is virtual AND $v_j$ is not an agent in the parent biconnected component of $T$ AND
         a conjugate pair $\{v_1, v_2\}$ is a Type-0-VC w.r.t. $T$ if $\{v_1, v_2\}$ is a 2-vertex cut AND $|S_1| = 1$ AND $T_2'$ satisfying the properties in line 5 does not exist then
         6. if $l_i$ is unidentifiable: break;
         7. end
      8. end
   9. if $l_i$ is not marked as unidentifiable by line 9 then
      9. $l_i$ is identifiable;
   10. end
end
```

**Algorithm 2:** Determination of All Identifiable Links in Triangles of Category 2.3

```plaintext
input: Triangle component $T$ of Category 2.3 with two conjugate pairs $\{\mu_1, \mu_2\}$ and $\{\mu_1, \mu_3\}$, and a set $S_1$ ($S_2$) of its immediately neighboring triconnected components connected to $T$ via $(\mu_1, \mu_2)$, $(\mu_1, \mu_3)$
output: Identifiable links in $T$

1. $\mu_1\mu_2$ is identifiable if it is a real link;
2. if (link $\mu_1\mu_2$ is real OR $|S_1| \geq 2$ OR one component in $S_1$ is 3-vertex-connected) AND (link $\mu_1\mu_3$ is real OR $|S_2| \geq 2$ OR one component in $S_2$ is 3-vertex-connected) then
   3. $\mu_2\mu_3$ is identifiable if it is a real link;
end
```

**Algorithm A:** Determination of All Identifiable Links in Triangles of Category 2

```plaintext
input: Triangle component $T$ of Category 2 and its neighboring triconnected components
output: Identifiable links in $T$

1. if $T$ is of Category 2.1 then
   2. the identifiability of $T$ is determined by Algorithm 1
   3. else if $T$ is of Category 2.2 then
      4. all links except for the ones incident to the independent vantage in $T$ are identifiable;
   5. else if $T$ is of Category 2.3 then
      6. the identifiability of $T$ is determined by Algorithm 2
   7. else // $T$ must be of Category 2.4
      8. all links in $T$ are identifiable;
end
```
Algorithm B: Determination of Direct Links in Components of Category 3

input : Triconnected component $T$ of Category 3 with direct link $\mu_1\mu_2$, and the neighboring biconnected components connected to $T$ through $\mu_1$ or $\mu_2$
output: Identifiability of link $\mu_1\mu_2$

if there exist neighboring triconnected components connecting to $T$ by 2-vertex cut $\{\mu_1, \mu_2\}$ AND $\mu_1$ and $\mu_2$ are not the (only two) vantages in one of these neighboring components then
1. $\mu_1\mu_2$ is determined in neighboring triconnected components;
else
2. Let $S^B_1$ ($S^B_2$) be the set of biconnected components containing $\mu_1$ ($\mu_2$) as the only common node with $T$, and $n^B_1$ ($n^B_2$) be the total number of agents (excluding $\mu_1$ and $\mu_2$) w.r.t. each biconnected component in $S^B_1$ ($S^B_2$);
if ($\mu_1$ is a real monitor OR $n^B_1 \geq 2$) AND ($\mu_2$ is a real monitor OR $n^B_2 \geq 2$) then
3. $\mu_1\mu_2$ is identifiable;
else
4. $\mu_1\mu_2$ is unidentifiable;
end
end

$m'_{1}, \ldots, m'_{\kappa}$. The identifiability of links in $B$ does not depend on whether $m'_{1}, \ldots, m'_{\kappa}$ are monitors or not, except for link $m'_{1}m'_{2}$ (if it exists) when $\kappa = 2$.

Claim 1. A triconnected component $T$ may contain multiple virtual links. For each involved virtual link whose end-points $\{v_1, v_2\}$ (the end-points of a virtual link must form a vertex cut) form a Type-0-VC wrt $T$, there exists a simple path $P_v$ with the same end-points in a neighboring biconnected component $B_T$ which connects to $T$ via $\{v_1, v_2\}$. $P_v$ can be used to replace the associated virtual link in $T$ if this virtual link is chosen to construct measurement paths for identifying real links in $T$. This replacement operation does not affect all existing path construction policies or the identifiability of real links in $T$. Such $P_v$ also exists if $\{v_1, v_2\}$ forms a Type-k-VC ($k \geq 1$), but no agents (excluding $v_1$ and $v_2$) in $B_T$ are used for identifying $T$.

Lemma III.5. For all vantages $\{\mu_i\}$ in a triconnected component $T$ of $G$, there exists an external $\mu_i$-to-agent path $P$ ($P$ is a degenerated single node if $\mu_i$ is an agent) which is internally vertex disjoint with all other $\mu_j$-to-agent paths ($j \neq i$).

Lemma III.6. Any triconnected component within a biconnected component with two or more agents belongs to one of Categories 1–3.

Lemma III.7. Algorithm Determination of All Identifiable Links in Triangles of Category 2.1, can determine all identifiable links in a triangle of Category 2.1.

Lemma III.8. Algorithm Determination of All Identifiable Links in Triangles of Category 2.3, can determine all identifiable links in a triangle of Category 2.3.

Lemma III.9. Algorithm B, Determination of Direct Links in Components of Category 3, can determine the identifiability of the direct link in a triconnected component of Category 3.

Theorem III.10. For the triconnected component decomposition of graph $G$, (i) the 3-vertex-connected and single-link components are unique, while triangle components may not be unique; and (ii) the total number of triconnected components $\mathcal{N}_T$ in $G$, however, is a constant.

Theorem III.11. Algorithm DAIL [1], Determination of All Identifiable Links, can determine all identifiable and unidentifiable links in $G$ with given monitor placement.

Theorem III.12. The candidate set $S$ selected by Algorithm Candidate Monitor Selection always contains an optimal monitor placement as a subset.

Let $\mathcal{M}$ denote a given minimum set of monitors for complete network identification as selected by MM [1]. Let $\mathcal{O}^\kappa$ denote an optimal $\kappa$-monitor placement in $G$ ($\mathcal{O}^\kappa$ may not be unique). We have the following theorems.

Theorem III.13. If $G$ is 2-vertex-connected and $3 \leq \kappa < |\mathcal{M}|$, then (i) $\exists \mathcal{O}^\kappa$ such that $\mathcal{O}^\kappa \subseteq \mathcal{M}$, and (ii) for any given $\mathcal{O}^\kappa$ with $\mathcal{O}^\kappa \subseteq \mathcal{M}$, $\exists \mathcal{O}^{\kappa+1}$ such that $\mathcal{O}^{\kappa+1} = \mathcal{O}^\kappa \cup \{v_m\}$, where $v_m = \arg\max_v, N(\mathcal{O}^\kappa \cup \{v\})$ over $v \in \mathcal{M} \setminus \mathcal{O}^\kappa$.

IV. PROOFS

A. Proof of Lemma III.2

1) Consider the case with $\kappa \geq 3$: Suppose biconnected component $B$ in Fig. 2 contains 3 or more agents. For any simple path $P_{ij}$ connecting two agents $m'_{i}$ and $m'_{j}$ within $B$, i.e., $V(P_{ij}) \subseteq V(B)$, it suffices to show that path metric $W_{P_{ij}}$ can be calculated by path measurements between real monitors. Employing nodes within $B$, there exist two internally vertex disjoint paths $P_{iu}$ and $P_{iu}$ connecting $m'_{i}$ and $m'_{j}$ to another agent $m'_{u}$ (the total agent number $\geq 3$) with $V(P_{ij} \cap P_{iu}) = \{m'_{i}\}$ and $V(P_{ij} \cap P_{ju}) = \{m'_{j}\}$. This is because if any two of these three paths must have a common node (except for the common end-point), then this common node is a cut-vertex, contradicting the property of $B$ being 2-vertex-connected. In addition, there exist three vertex disjoint paths $P_i$, $P_j$ and $P_u$, each connecting an agent and a real monitor (see Fig. 2). Abstracting $P_i$, $P_j$, $P_u$, $P_{ij}$, $P_{iu}$ and $P_{ju}$ as single links, the augmented graph $B'$ containing these six links and six nodes $(m'_{i}, m'_{j}, m'_{u}, m_i, m_j, and m_u)$ satisfies the condition in Theorem III.3, and thus $B'$ is fully identifiable. Therefore, path metric of $W_{P_{ij}}$ can be calculated by path measurements between real monitors when $\kappa \geq 3$. 

Fig. 2. Biconnected component $B$ with 3 or more agents.
2) Consider the case with \( k = 2 \): Let \( m'_1 \) and \( m'_2 \) be the two agents of biconnected component \( B \) in Fig. 3 and \( m'_1 \) (\( m'_2 \)) connects to the real monitor \( m_1 \) (\( m_2 \)) by path \( P_1 \) (\( P_2 \)), i.e., none of \( m'_1 \) and \( m'_2 \) are real monitors. In Fig. 3 it is impossible that \( P_1 \) and \( P_2 \) must have a common node; since otherwise \( m'_1 \) and \( m'_2 \) are not cut-vertices, contradicting the processing of localizing agents for a biconnected component (see Algorithm DAIL in [1]). To identify link metrics in \( B \), all measurement paths involving links in \( B \) are of the following form

\[
W_{P_1} + W_{m_1 a_i} + W_{P_{ij}} + W_{b_j m'_2} + W_{P_2} = c_{ij}',
\]

(1) assuming \( P_1 \) (\( P_2 \)) is always selected to connect \( m_1 \) and \( m'_1 \) (\( m_2 \) and \( m'_2 \)). We know that if \( m'_1 \) and \( m'_2 \) are real monitors, then each measurement (except direct link \( m'_1 m'_2 \)) path is of form

\[
W_{m'_1 a_i} + W_{P_{ij}} + W_{b_j m_2} = c_{ij}.
\]

(2)

Therefore, compared with (2), (1) is equivalent to abstracting each of \( P_1 + m'_1 a_i \) and \( b_j m'_2 + P_2 \) as a single link. By Theorem III.1, we know that none of the exterior links are identifiable. Thus, the link metrics of exterior links do not affect the identification of interior links. Therefore, \( B \) can be visualized as a network with two monitors \( m'_1 \) and \( m'_2 \) but each exterior link in \( \{m'_1 a_i \}, \{m'_2 b_j \} \) has an added weight from \( W_{P_1} \) or \( W_{P_2} \). The above argument also holds when \( m'_1 \) (\( m'_2 \)) chooses another path, say \( P'_1 \) (\( P'_2 \)), to connect to \( m'_1 \) (\( m'_2 \)), then it simply implies that different exterior links in \( \{m'_1 a_i \}, \{m'_2 b_j \} \) in \( B \) may have different added path weights when regarding \( m'_1 \) and \( m'_2 \) as two monitors. Moreover, the above conclusion also applies to the case that one of \( m'_1 \) and \( m'_2 \) is a real monitor. Therefore, the identifiability of all links except for the direct link \( i d = m'_1 m'_2 \) (if any) remains the same regardless of whether \( m'_1 \), \( m'_2 \) are monitors or not.\[1\]

B. Proof of Claim 1

Fig. 4 illustrates a triconnected component \( T \) with \( \sigma \) vantages \((\sigma \geq 2)\), where some of these \( \sigma \) vantages may form conjugate pairs. For vertex cut \( \{v_1, v_2\} \) (which is a Type-0-VC), there exists a simple path \( P_r \) connecting \( v_1 \) and \( v_2 \) in the neighboring biconnected component \( B_T \) within the parent biconnected component of \( T \) as \( B_T \) contains at least 3 nodes. We know that \( B_T \) connects to \( T \) via only \( \{v_1, v_2\} \); therefore, \( P_1, \ldots, P_\sigma \) do not have common nodes with \( B_T \) except that \( \mu_i \) \((i = 1, \ldots, \sigma)\) may equal \( v_1 \) (\( v_2 \)). Hence, for virtual link \( v_1 v_2 \), if it is used for identifying real links in \( T \) according to Theorem III.2 or III.3, then it can be replaced by \( P_r \) which is a simple path and can be abstracted as a real link in \( T \).

For the case that \( \{v_1, v_2\} \) forms a Type-\( k \)-VC \((k \geq 1)\) and no agents (excluding \( v_1 \) and \( v_2 \)) in \( B_T \) are used for identifying \( T \), we can ignore these agents in \( B_T \). Accordingly, this Type-\( k \)-VC is converted to a Type-0-VC. Therefore, the above argument applies to this special case, suggesting the existence of replacement path \( P_r \).\[2\]

C. Proof of Lemma III.5

1) If vantage \( \mu_i \) is an agent, then \( \mu_i \)-to-agent path is itself \( \mu_i \)\((i.e., a path containing only one node)\). This is a trivial case that \( \mu_i \)-to-agent path is internally vertex disjoint with all other vantage-to-agent paths.

2) For triconnected component \( T \) in biconnected component \( B \), if vantage \( \mu_i \) is not an agent and \( \mu_i \) is in a Type-1-VC, then let \( \mu'_i \) be the other node in this Type-1-VC, \( P \) the \( \mu_i \)-to-agent path, and \( P' \) the \( \mu'_i \)-to-agent path. If \( \mu_i \) and \( \mu'_i \) form a conjugate pair, then \( P \) and \( P' \) may have a common terminating-point (i.e., the agent). In this case, in addition to the common terminating-point \( m' \), if \( P \) and \( P' \) must have another common node \( w \) (an internal vertex in \( P \) and \( P' \)), then it implies that \( \mu_i \) and \( \mu'_i \) cannot connect to \( m' \) if \( w \) is deleted. \( w \) therefore is a cut-vertex in \( B \), contradicting the assumption that \( B \) is a biconnected component. If \( \mu_i \) and \( \mu'_i \) do not form a conjugate pair, then \( \mu'_i \) is an agent. In this case, \( \mu'_i \)-to-agent path is \( \mu'_i \), which is internally vertex disjoint with \( P \).

3) For triconnected component \( T \) in biconnected component \( B \), if vantage \( \mu_i \) is not an agent and \( \mu_i \) is in a Type-\( k \)-VC \((k \geq 2)\), then we can always construct \( \mu_i \)-to-\( m' \) path \( P \) and \( \mu'_i \)-to-\( m' \) path \( P' \) (\( \mu'_i \) is another node in this Type-\( k \)-VC, suppose \( \mu'_i \) is not an agent) to make sure that \( P \) and \( P' \) have the same terminating-point \( m' \). Then the same argument in 2) applies to this case.

4) In 2) and 3), we only consider constructing \( P \) and \( P' \) in the same neighboring biconnected component \( B_N \) of \( T \). For the vantage-to-agent paths in other neighboring biconnected component of \( T \), these paths do not use any nodes in \( B_N \) (except for the possible case that the starting-point, i.e., the vantage, is in \( B_N \)). Thus, these vantage-to-agent paths are still internally vertex disjoint with \( P \).

Therefore, for vantages in the same Type-\( k \)-VC, their vantage-to-agent paths at most have one common terminating-point (i.e., the agent). While for vantages in different Type-\( k \)-VCs, their vantage-to-agent paths at most have a common

----

\[1\] This set may not be unique, but the number of nodes in \( M \), i.e., \(|M|\), is a constant and our argument in Theorem III.13 holds for any such \( M \).

\[2\] \( P_1 \) and \( P_2 \) may not be unique.
D. Proof of Lemma III.6

It is easy to see that Categories 1–3 are mutually exclusive and cover all possibilities except for the case containing 0 or 1 vantage. If \( T \) only has 0 or 1 vantage, then \( B \) can only have 0 or 1 agent located in \( T \), as any other agent outside \( T \) will imply at least two vantages in \( T \) (nodes in the 2-vertex cut separating \( T \) from the agent must be vantages). Therefore, any triconnected component with the parent biconnected component containing 2 or more agents falls into one of Categories 1–3.

E. Proof of Lemma III.7

For real link \( l_i \) in triconnected component \( T \), let \( v_1 \) and \( v_2 \) be the end-points of \( l_i \), \( v_3 \) the third node in \( T \), \( S_1 \) (\( S_2 \)) the set of immediately neighboring triconnected components connected to \( T \) via \( \{v_1, v_3\} \) (\( \{v_2, v_3\} \)), and \( S_1^* \) (\( S_2^* \)) the set of immediately neighboring biconnected components connected to \( T \) via \( \{v_1, v_3\} \) (\( \{v_2, v_3\} \)) within the same parent biconnected component. Note all links in \( S_1^* \) (\( S_2^* \)) except for \( v_1v_3 \) (\( v_2v_3 \)) are real links. It suffices to show how the identifiability of \( l_i \) is determined by Algorithm \( \Pi \). Let \( T_1^* \) (\( T_2^* \)) be a neighboring triconnected component of \( T \) with the following properties: (i) \( v_1 \in T_1^*(v_2 \in T_2^*) \); (ii) \( v_2 \notin T_1^*(v_1 \notin T_2^*) \); (iii) \( T_1^*(T_2^*) \) contains at least two real links which are incident to \( v_1(v_2) \); (iv) \( T_1^*(T_2^*) \) contains 3 or more vantages.

We first consider the condition (called Condition A in the sequel) that: (a) \( v_1v_3 \) is virtual AND (b) \( v_1 \) is not an agent in the parent biconnected component of \( T \) AND (c) \( \{v_1, v_2\} \) is a Type-0-VC w.r.t. \( T \) if \( \{v_1, v_2\} \) is a 2-vertex cut AND (d) \( |S_1| = 1 \) AND (e) \( T_1^* \) satisfying the properties (i)–(iv) does not exist. We show that if \( T \) does not satisfy any of the five conditions (a)–(e) in Condition A, then there exists a path replacement for \( v_1v_3 \) (denoted by \( P(v_1, v_3) \)), one \( v_1 \)-to-agent path, and one \( v_3 \)-to-agent path, with all these three paths being internally vertex disjoint.

1) If \( v_1v_3 \) is a real link, then it is obvious that there is no need to find a path replacement for \( v_1v_3 \). Moreover, according to the definition of Condition 2.1, there exist two vantage-to-agent (i.e., \( v_1 \)-to-agent and \( v_3 \)-to-agent) disjoint paths;

2) If \( v_1 \) is an agent in the parent biconnected component of \( T \), then \( v_2 \) itself is a degenerated \( v_1 \)-to-agent path (containing a single node). In this case, if \( S_1^* \) contains one agent (excluding \( v_1 \)), say \( m_1^* \) (as illustrated in Fig. 5), then there exist internally vertex disjoint paths \( m_1^*e_1v_1 \) and \( m_1^*e_2v_3 \) since each component in \( S_1^* \) is 2-vertex-connected. Hence, \( m_1^*e_1v_1 \) can be used as the path replacement for \( v_1v_3 \). Note that \( m_1^*e_2v_3 \) might be merged with another path for identifying \( v_1v_2 \), which will be clear in later discussions.

If \( S_1^* \) does not contain any agents except for \( v_1 \), then there exists path replacement connecting \( v_1 \) and \( v_3 \) within \( S_1^* \). Furthermore, for this replacement path, the end-point \( v_3 \) has a vantage-to-agent path in \( S_2^* \) or \( v_3 \) itself is an agent according to the definition of Category 2.1.

3) If \( \{v_1, v_2\} \) is a Type-\( k \)-VC (\( k \geq 1 \)) w.r.t. \( T \) when \( \{v_1, v_2\} \) is a 2-vertex cut, then, as illustrated in Fig. 6, \( v_1v_2 \) is a Cross-link \( \bar{B} \), which is identifiable using paths \( P_1, \ldots, P_4 \) (see (3)).

4) If \( |S_1| > 1 \), then it implies \( |S_1^*| > 1 \). Thus, the path replacement for \( v_1v_3 \) can be chosen from one component in \( S_1^* \) and there exist \( v_1 \)-to-agent (\( v_3 \)-to-agent) path in another component of \( S_1^* \).

5) Suppose there exists \( T_1^* \) satisfying the properties in (i)–(iv). This is the most complicated condition in Condition A. Let \( B \) denote the parent biconnected component of \( T \). If we remove the neighboring biconnected component (except for nodes \( v_1 \) and \( v_2 \)) connecting to \( T \) via \( v_1v_2 \), then, as illustrated in Fig. 7, \( v_3 \) is a cut-vertex in the remaining graph \( B^* \). In \( B^* \), for the connected component containing \( v_1 \) and
As shown in Fig. 5, if the replacement path for $v_1v_4$ and $v_1v_5$ in $B_1$, then $T^*_1$ must be a subgraph in $B_1$. Since $v_2$ and $v_3$ are vantages of $\mathcal{T}$, $v_1$ and $v_2$ must be the two vantages of $T^*_1$. If $T^*_1$ contains a third vantage, then it implies that there exists an agent $m'_1$ (with $m'_1 \neq v_1$, $m'_1 \neq v_4$) in $B_1$. Hence, as $B_1$ is 2-vertex-connected, there exist internally vertex disjoint paths $v_1v_2m'_1$ and $v_4v_2v_3$. Therefore, $v_4v_2v_3$ is chosen as the path replacement for $v_1v_4$. Moreover, there exist $v_2$-to-agent path (guaranteed by Condition B discussed as follows) in $S_2^v$ or $v_3$ itself is an agent in $B$.

Let Condition B be (a) $v_2v_3$ is virtual AND (b) $v_2$ is not an agent in the parent biconnected component of $\mathcal{T}$ AND (c) $\{v_1,v_2\}$ is a Type-0-VC w.r.t. $\mathcal{T}$ if $\{v_1,v_2\}$ is a 2-vertex cut AND (d) $|S_2|=1$ AND (e) $T^*_2$ satisfying the properties in (i)-(iv) does not exist. The above argument in 1)-(5) also applies to the path replacement for $v_2v_3$. If neither Condition A nor Condition B is satisfied, then the two path replacements for $v_1v_3$ and $v_2v_3$ can be abstracted as two single links, thus forming a triangle containing link $v_1v_2$. Moreover, there exist vertex disjoint vertex-to-agent paths for the three vertices in this constructed triangle. Therefore, $v_1v_2$ is identifiable since the residued triangle with three vertex-to-agent paths (abstracting paths as single links) satisfies the condition in Theorem III.3.

Remark: When neither Condition A nor Condition B is satisfied, there are two other possible scenarios. (i) As shown in Fig. 5 if the replacement path for $v_2v_3$ is $v_2v_3v_4$, then $m'_1e_2v_3+v_3v_2$ can be abstracted as a single link in a triangle; (ii) In the case that $v_1$ and $v_2$ are both agents, if the replacement path for $v_2v_3$ is $m'_1e_2v_3$ or $v_3$ itself is an agent, then a quadrangle (i.e., $\{m'_1,v_1,v_2,v_3,\}$, $\{m'_1v_1,v_2v_3,m'_1v_3m'_2\}$) or $\{m'_1,v_1,v_2,v_3,\}$, $\{m'_1v_1,v_2v_3,m'_1v_3m'_2,\}$, where paths are abstracted as single links) is formed. Nevertheless, this quadrangle with its vertex-to-agent paths (abstracting paths as single links) also satisfies the condition in Theorem III.3.

If (a)–(e) in Condition A are satisfied, then it implies that $|S_2^\mathcal{T}| = 1$ and there is no agent (except for $v_4$) in $B_1$ (see Fig. 7). Therefore, we can at most identify the sum metric of $v_1v_2$ and a path within $B_1$, but not the individual link metric on $v_1v_2$. Same argument applies when (a)–(e) in Condition B are satisfied. Therefore, the identifiability of $l_i$ (with end-points $v_1$ and $v_2$) of Category 2.1 can be determined by Algorithm 1.

F. Proof of Lemma III.8

Let the two conjugate pairs be $\{\mu_1,\mu_2\}$ and $\{\mu_1,\mu_3\}$ and $S_1$ ($S_2$) the set of immediately neighboring triconnected components connecting to $\mathcal{T}$ via $\{\mu_1,\mu_2\}$ ($\{\mu_1,\mu_3\}$), as illustrated in Fig. 8. Since $\{\mu_1,\mu_2\}$ and $\{\mu_1,\mu_3\}$ are 2-vertex-cuts, we know that there exist internally vertex disjoint paths $P_1, P_2, P_3$ and $P_4$. If $\mu_1\mu_2$ (or $\mu_1\mu_3$) is a real link, then $\mu_1\mu_2$ (or $\mu_1\mu_3$) is known as a Cross-link [3] since $\mu_2\mu_3$ can be replaced by a path in neighboring biconnected components if $\mu_2\mu_3$ is virtual. Therefore, $\mu_1\mu_2$ (or $\mu_1\mu_3$) is identifiable. Now we focus on the identification of $\mu_2\mu_3$ in $\mathcal{T}$ (when $\mu_2\mu_3$ is a real link). The conditions to guarantee the identifiability of $\mu_2\mu_3$ is:

1) If agent $m'_2$ is in the location shown in Fig. 8(a), then all paths from $m'_1$ to $m'_2$ traversing $\mu_2\mu_3$ must use one simple path in $D_1$. Therefore, the best case is that we can compute the sum metric of $\mu_2\mu_3$ and another link which is incident to $\mu_3$ in $D_1$, but cannot compute them separately.

2) If agent $m'_2$ is in the location shown in Fig. 8(b), then $P_3$ and $\mu_2\mu_3$ become a “double bridge” connecting $D_2$ and $D_1$. Abstracting $P_3$ as a single link, [3] proves that none of the links in a double bridge is identifiable when constraining the measurement paths to simple paths. If we choose other paths as $P_3$ in $D_3$, then the same argument applies. Therefore, based on 1) and 2), $\mu_2\mu_3$ is unidentifiable.

Analogously, we can prove that $\mu_2\mu_3$ is unidentifiable when condition (link $\mu_1\mu_2$ is real OR $|S_1| \geq 2$ OR one component in $S_1$ is 3-vertex-connected) is not satisfied.

When the required conditions are satisfied, we can prove that $\mu_2\mu_3$ is identifiable as follows:

If $\mu_1\mu_2$ (or $\mu_1\mu_3$) is a virtual link, then it can be replaced by a path in a neighboring component. For instance, if $|S_1| \geq 2$, then one replacement path can be found in one component of $S_1$. If one component in $S_1$ is 3-vertex-connected, then
there exist 2 internally vertex disjoint paths (each with the order greater than 1) connecting $\mu_1$ and $\mu_2$. Thus, we can choose one of them as a replacement path. Note that the virtual links possibly involved in the replacement paths can be further replaced by the paths in their neighboring components within the same parent biconnected component. After these replacement operations, $\mu_2|\mu_3$ in Fig. 8 is a Shortcut (defined in [3]), which is proved to be identifiable in [3].

Therefore, Algorithm 2 can determine all identifiable/unidentifiable links in a triangle triconnected component of Category 2.3.

G. Proof of Lemma III.9

For direct link $\mu_1|\mu_2$ in $\mathcal{T}$, if there exist neighboring triconnected components connecting to $\mathcal{T}$ by 2-vertex cut $\{\mu_1, \mu_2\}$ AND $\mu_1$ and $\mu_2$ are not the (only two) vantages in one of these neighboring components $\mathcal{T}_N$, then $\mu_1|\mu_2$ is not a direct link connecting two vantages in $\mathcal{T}_N$. Therefore, if $\mathcal{T}_N$ is of Category 1 or 2, then Algorithm DAIL can determine the identifiability of $\mu_1|\mu_2$; if $\mathcal{T}_N$ is of Category 3, then $\mu_1|\mu_2$ is identifiable since it is not a direct link in $\mathcal{T}_N$. The above argument is complete, since the number of vantages in $\mathcal{T}_N$ cannot be less than 2 as the parent biconnected component of $\mathcal{T}$ (and $\mathcal{T}_N$) contains at least 2 agent\(^4\).

If the condition in line 1 of Algorithm B is not satisfied, then there is no neighboring triconnected component connecting to $\mathcal{T}$ by 2-vertex cut $\{\mu_1, \mu_2\}$, or all these neighboring components contain only $\mu_1$ and $\mu_2$ as vantages, shown in Fig. 10. In this case, the identifiability of $\mu_1|\mu_2$ can be determined with the assistance of neighboring biconnected components. Let $B_1$ be the only biconnected component connecting to $\mathcal{T}$ via $\mu_2$, as shown in Fig. 10. Suppose $\mu_2$ is not a real monitor and $v_1$ is the only agent (except for $\mu_2$) in $B_1$. Then we can at most identify the sum metric of $\mu_1|\mu_2$ and a path connecting $\mu_2$ and $v_1$ in $B_1$, but not the individual link metric on $\mu_1|\mu_2$. Therefore, if $B_1$ is the only biconnected component connecting to $\mathcal{T}$ by $\mu_2$ and $\mu_2$ is not a real monitor, then $B_1$ must contain at least 2 agents (except for $\mu_2$) for identifying $\mu_1|\mu_2$. The same argument applies to the biconnected components connecting to $\mathcal{T}$ via $\mu_1$. Suppose none of $\mu_1$ or $\mu_2$ is a real monitor. If there are more than one biconnected component connecting to $\mathcal{T}$ via $\mu_1$ (or $\mu_2$), e.g., $B_2$ and $B_3$ in Fig. 10, then the total number of agents (except for $\mu_1$ (or $\mu_2$)) must be no less than 2 for identifying $\mu_1|\mu_2$.

If these required conditions regarding neighboring biconnected components of $\mu_1$ and $\mu_2$ are satisfied, then this scenario can be abstracted as Fig. 11 which satisfies the condition (suppose $\mu_1$ and $\mu_2$ are not monitors) in Theorem III.3, and thus $\mu_1|\mu_2$ is identifiable. Note that for node $\mu_1$, if $\mu_1$ is a real monitor, then there is no requirement for the neighboring biconnected components of $\mu_1$, since the subgraph containing $\mu_1|\mu_2$, $P_3$, $P_4$ and their associated end-points also satisfies the condition in Theorem III.3. The same argument applies to the case when $\mu_2$ is a real monitor. Consequently, Algorithm B can determine the identifiability of $\mu_1|\mu_2$ when the condition in line 1 is not satisfied, whereas the case satisfying the condition in line 1 can be determined in neighboring triconnected components (see line 2 of Algorithm B).

H. Proof of Theorem III.10

Definition 2. merge: In graph $\mathcal{G}$, two triconnected components $\mathcal{T}_1$ and $\mathcal{T}_2$ with a common virtual link $ab$, i.e., $ab \in L(\mathcal{T}_1) \cap L(\mathcal{T}_2)$, can be merged. The resulting graph after the merging operation is $\mathcal{G} = (V', L')$, where $V' = V(\mathcal{T}_1) \cup V(\mathcal{T}_2)$, $L' = L(\mathcal{T}_1) \cup L(\mathcal{T}_2) \setminus \{ab\}$.

1) In [4], it has proved (see Lemma 2 in [4]) that 3-vertex-connected and single-link components in a graph decomposition are unique. Moreover, Lemma 2 in [4] also proved that if we merge (see Definition 2) all triangle components as much as possible, then a set of polygons are obtained and these polygons are unique. Since there are multiple ways to decompose a polygon, the generated triangle components may not be unique.

2) To prove the total number of triconnected components $\mathcal{N}_\mathcal{T}$ in $\mathcal{G}$ is fixed, it suffices to show that the total number of triangle components is fixed regardless of the mechanisms being used for graph decomposition, since all other types of triconnected components are unique as proved in 1). To this end, we have one claim: for a unique polygon $\mathcal{D}$ obtained in 1) with $\tau$ nodes ($\tau \geq 3$), the number of triangles after graph decomposition on $\mathcal{D}$ is always $\tau - 2$, which is irrespective of decomposition strategies. We prove this claim by induction.

(1) If $\tau = 3$, then there is no need to further decompose $\mathcal{D}$,
since $D$ is already a triangle. Hence, in this case, the number of triangles is only one, i.e., $\tau - 2$. (2) Suppose the claim is true for $\tau = k$ ($k$ is an integer, $k \geq 3$). (3) Consider the case that $\tau = k + 1$. Fig. 12(a)–(b) display a polygon with $k + 1$ nodes. For real link $w_1w_2$ on this polygon, after decomposition, it must belong to one triangle $T$. Let the third node on $T$ be $v$ (see Fig. 12(a)–(b)). Then there are two cases for $T$: (i) $vw_2$ (or $vw_1$) is a real link in the original graph (Fig. 12(a)). In this case, excluding triangle $T$, the remaining graph is polygon $D_1$ with virtual link $vw_1$ (or $vw_2$). Then to get all triangles, $D_1$ needs to be further decomposed. We know $|V(D_1)| = k$, and thus it corresponds to $k - 2$ triangles according to the hypothesis in (2). Therefore, the total number of triangles is $(k + 1) - 2$; (ii) neither $vw_1$ nor $vw_2$ is a real link in the original graph $D$. Then excluding triangle $T$, the remaining graphs are $D_1$ and $D_2$ (Fig. 12(b)). To further decompose $D_1$ and $D_2$, we can first combine $D_1$ and $D_2$ as follows: Let $w_1 = w_2$. The graph combination $D'$ is the union of $D_1$ and $D_2$, excluding virtual link $vw_1$ ($vw_2$) (see Fig. 12(c)). Then the decomposition of $D_1$ and $D_2$ is equivalent to the decomposition of $D'$, conditioned on that the vertex-cut $\{v, w_1\}$ (the same as $\{v, w_2\}$) must be used. We know the generated $D'$ is a polygon, which contains $k$ nodes, and thus it always corresponds to $k - 2$ triangles (including the case that vertex-cut $\{v, w_1\}$ ($\{v, w_2\}$) must be used). Therefore, original graph $D$ corresponds to $(k + 1) - 2$ triangles, completing the proof.

I. Proof of Theorem III.11

In Theorem III.2 and III.3, the prerequisite for network identifiability is that all involved links can be used for constructing measurement paths. In DAIL, we sequentially consider each triconnected component which possibly contains virtual links. These virtual links, however, do not exist in real networks. To tackle with this issue, Claim 1 states that a replacement path can be found for a virtual link whose endpoints $\{v_1, v_2\}$ form a Type-0-VC wrt $T$. We will discuss the virtual links, not covered by Claim 1, in the following link identifications for the three (where there are four subcategories for Category 2) triconnected component categories.

1) Category 1.

It suffices to only consider the case of a triconnected component $T$ with 4 vantages. This is because, for a triconnected component $T$ with more than 4 vantages, only four of them are useful for identifying $T$. Since $|V(T)| \geq 4$, $T$ must be 3-vertex-connected, i.e., not a triangle nor a bond. There are 3 possible scenarios after replacing all possible virtual links (according to Claim 1) in $T$ by the corresponding real paths in neighboring components. (i) For the four vantages, each vantage-to-agent path is within a different biconnected component: As illustrated in Fig. 13(a), there exist 4 vertex disjoint vantage-to-agent paths $P_1, \ldots, P_4$. Therefore, abstracting $P_1, \ldots, P_4$ as single links, the graph in Fig. 13(a) satisfies the condition in Theorem III.3, and thus $T$ is fully identifiable. (ii) For two vantages in $\{\mu_1, \ldots, \mu_4\}$, say $\mu_1$ and $\mu_2$, their vantage-to-agent paths are within the same biconnected component, as shown in Fig. 13(b). In this case, there exists at least one agent $m_1'$ in the neighboring biconnected component $B_T$, and two internally vertex disjoint paths $P_1$ and $P_2$ in Fig. 13(b). Hence, abstracting $P_1, \ldots, P_4$ in Fig. 13(b) as single links, the graph in Fig. 13(b) also satisfies the condition in Theorem III.3 even if $\mu_1$ and $\mu_2$ is a virtual link, and thus $T$ is fully identifiable. (iii) For two pairs of vantages in $\{\mu_1, \ldots, \mu_4\}$, the vantage-to-agent paths for each pair are within the same biconnected component, as shown in Fig. 13(c). Following the similar argument in (ii), the graph in Fig. 13(c) satisfies the condition in Theorem III.3 even if $\mu_1\mu_2$ and $\mu_3\mu_4$ are virtual links as $T$ is 3-vertex-connected, and thus $T$ is fully identifiable. On top of Fig. 13(c), there may exist other pairs of vantages, whose vantage-to-agent paths are within the same biconnected component. In this case, these vantage-to-agent paths can be ignored, since $P_1, \ldots, P_4$ in Fig. 13(c) are already sufficient to identify $T$.

2) Category 2.1.

Suppose $T$ of Category 2.1 (Fig. 13) is 3-vertex-connected, and all possible virtual links in $T$ are replaced by the corresponding real paths in neighboring components of $T$. There are two possible scenarios. (i) For the three vantages, each vantage-to-agent path is within a different biconnected component: As illustrated in Fig. 13(a), there exist 3 vertex disjoint vantage-to-agent paths $P_1, \ldots, P_3$. Therefore, abstracting $P_1, \ldots, P_3$ as single links, the graph in Fig. 14(a) satisfies the condition in Theorem III.3, and thus $T$ is fully identifiable. (ii) For two vantages in $\{\mu_1, \ldots, \mu_3\}$, say $\mu_2$ and $\mu_3$, their vantage-to-agent paths are within the same biconnected component $B_T$, as shown in Fig. 14(b). In this case, there exist path $P_4$ connecting $v_1$ and $v_2$, and $v_1$ ($v_2$) has at least 3 neighbors in $B_T$. Moreover, $\mu_2$ and $\mu_3$ must have at least two neighbors in $T$ (we have assumed all other virtual links in $T$ have been replaced by neighboring components), since $T$ is 3-vertex-connected. Therefore, $\mu_2$ and $\mu_3$ are not nodes with only two neighbors, and thus they do not
have to be monitors for complete network identification of Fig. 14(b) (see the explanation of MMP in [1]). Abstracting \( P_1, P_21, P_22, P_31, P_32, P_33 \) in Fig. 14(b) as single links, the graph in Fig. 14(b) satisfies the condition in Theorem III.3 even if \( \mu_2 \mu_3 \) is a virtual link, and thus 3-vertex-connected component \( \mathcal{T} \) is fully identifiable. Meanwhile, same argument applies if \( \{\mu_1, \mu_2\} \) and/or \( \{\mu_1, \mu_3\} \) are type-\( k \)-VCs (\( k \geq 2 \)).

If \( \mathcal{T} \) is a triangle, then the identifiability of \( \mathcal{T} \) is determined by Lemma III.7.

3) Category 2.2.

Fig. 15 illustrates the case of Category 2.2, where \( \mu_1, \mu_2 \) and \( \mu_3 \) are the vantages in \( \mathcal{T} \) and \( \{\mu_1, \mu_2\} \) is a conjugate pair. Since the parent biconnected component of \( \mathcal{T} \) is 2-vertex-connected, there exist two paths \( P_1 \) and \( P_2 \) connecting to an agent \( m' \). \( P_1 \) and \( P_2 \) are internally vertex disjoint, since if \( P_1 \) and \( P_2 \) must have a common node (except \( m' \)), then this common node is a cut-vertex, contradicting the property of biconnectivity (see Lemma III.5). Moreover, there exists path \( P_3 \) connecting \( \mu_3 \) and \( m_3' \) with \( P_1 \cap P_3 = \emptyset \) and \( P_2 \cap P_3 = \emptyset \). By Claim 1, all virtual links in \( \mathcal{T} \) (except \( \mu_1 \mu_2 \)) can be replaced by the corresponding real paths in neighboring components; therefore, we only need to consider one virtual link \( \mu_1 \mu_2 \) (if any) in Fig. 15. In the proof of Lemma III.4 Fig. 5 illustrates that, using two monitors, if one monitor has only one neighbor \( v \), then all neighboring links of \( v \) are unidentifiable. Therefore, in the case of employing two monitors, this neighboring node of each monitor \( v \) is an effective monitor. We can therefore abstract \( m'_1 \) and \( m'_3 \) as two monitors (by Lemma III.4 and \( P_1 \) and \( P_2 \) as single links in Fig. 15(a) to obtain Fig. 15(b). Fig. 15(b) satisfies the interior graph identifiability conditions (Theorem III.2) and exterior link unidentifiability conditions (Theorem III.1) naturally if there exists real link \( \mu_1 \mu_2 \). Now we consider that there is no link \( \mu_1 \mu_2 \) in the original graph, i.e., \( \mu_1 \mu_2 \) is a virtual link. If \( \mathcal{T} \) is a triangle, then the two exterior links \( (\mu_1 \mu_3 \) and \( \mu_2 \mu_3 \) if any) in Fig. 15(b) are unidentifiable according to Theorem III.1. Now consider the case that \( \mathcal{T} \) is 3-vertex-connected. Deleting any two links in \( \mathcal{T} \), the resulting graph is connected as 3-vertex-connectivity of \( \mathcal{T} \) implies 3-edge-connectivity. Deleting \( P_1 \) (or \( P_2 \)) and one link in \( \mathcal{T} \), we also get a connected remaining graph. Thus, Fig. 15(b) satisfies Condition 1 in Theorem III.2. Now consider deleting some vertices in \( \mathcal{T} \). Deleting any two vertices in \( \mathcal{T} \), the remaining graph of \( \mathcal{T} \) is still connected as \( \mathcal{T} \) is 3-vertex-connected. In this case, if \( m'_1 \) is isolated (\( \mu_1 \) and \( \mu_2 \) are deleted), \( m'_1 \) can reconnect to the remaining part of \( \mathcal{T} \) by added link \( \mu'_1 \mu'_3 \) (see Condition 2 in Theorem III.2). When deleting \( m'_1 \) and a node in \( \mathcal{T} \), the remaining graph of Fig. 15(b) is obviously connected, thus satisfying Condition 2 in Theorem III.2. Therefore, for \( \mathcal{T} \) of Category 2.2, all real links incident to \( \mu_3 \) are unidentifiable and the remaining links are identifiable.

4) Category 2.3.

Category 2.3 is illustrated in Fig. 8. Due to the 2-vertex-connectivity of the parent biconnected component of \( \mathcal{T} \), there exist pairwise internally vertex disjoint vantage-to-agent paths \( P_1, P_2, P_3, \) and \( P_4 \). Consider the case that \( \mathcal{T} \) is 3-vertex-connected and all virtual links in \( \mathcal{T} \) (except \( \mu_1 \mu_2 \) and \( \mu_1 \mu_3 \) if they exist) are replaced by the corresponding real paths in neighboring components by Claim 1. Then abstracting \( P_1, \ldots, P_4 \) as single links, the graph in Fig. 8 satisfies the condition in Theorem III.2 even if \( \mu_1 \mu_2 \) or \( \mu_1 \mu_3 \) does not exist (i.e., virtual links). Therefore, all interior links in Fig. 8 (i.e., all links in \( \mathcal{T} \)) are identifiable. In the case that \( \mathcal{T} \) is a triangle, the identifiability of \( \mathcal{T} \) is determined by Lemma III.8.

5) Category 2.4.

Fig. 16 illustrates triconnected component of Category 2.4. There exist pairwise internally vertex disjoint vantage-to-agent link replacement in \( \mathcal{T} \).

3The link can be a path from neighboring biconnected component for virtual link replacement in \( \mathcal{T} \).
paths $P_1, \ldots, P_6$. Replacing all virtual links in $T$ (except $\mu_1\mu_2$, $\mu_2\mu_3$ and $\mu_1\mu_3$ if they exist) by the corresponding real paths in neighboring components by Claim 1 and abstracting $P_1, \ldots, P_6$ as single links, the resulting graph in Fig. 16 satisfies the condition in Theorem III.3 even if $\mu_1\mu_2$, $\mu_2\mu_3$ or $\mu_1\mu_3$ does not exist (i.e., virtual links). Therefore, all links in $T$ of Category 2.4 are identifiable.

6) Category 3.

Suppose $T$ contains vantages $\mu_1$ and $\mu_2$, as illustrated Fig. 17. There exist vertex disjoint paths $P_1$ and $P_2$ in the parent biconnected components. Thus, it is equivalent to the case of Fig. 9. By Claim 2, all virtual links in $T$ (except $\mu_1\mu_2$) can be replaced by the corresponding real paths in neighboring components; therefore, for $T$, all real links incident to $\mu_1$ and $\mu_2$ are unidentifiable and the remaining links are identifiable. Moreover, the identifiability of $\mu_1\mu_2$ (if it exists) is determined by Lemma III.9.

In DAIL, when triconnected component $T$ is of Category 2, satisfying the conditions in lines 5 and 6 (of DAIL), then this is actually the case of Category 2.2, which is processed by line 7 (in DAIL). For the case that 3-vertex-connected $T$ is of Category 2.1, 2.3 and 2.4, the above proof shows that all links in $T$ are identifiable (processed by line 9 in DAIL). When a Category 2 component is a triangle, the identifiability of this component is determined by Algorithm A (in line 12 of DAIL).

Given the fact that the triconnected component decomposition is not unique, finally, we prove that link identifiability determined by DAIL does not depend on the mechanism for triconnected component decomposition. According to Theorem III.10, all triconnected components are unique except for the triangle components. Therefore, for a link $l$ in $G$, under a given graph decomposition, if $l$ falls into a 3-vertex-connected or single-link component $T$, then $l$ is always in this component $T$ under all other decomposition mechanisms, since $T$ is unique. Hence, it suffices to show that the identifiability of links within triangle components remains the same for all possible graph decompositions. Consider link $l$ within a triangle component $T$ under one graph decomposition. If $T$ contains 3 real links, then $T$ is also unique under all possible graph decompositions (see Lemma 2 in [3]). Now Suppose $T$ contains virtual links. Then there are 5 cases.

(i) $T$ is of Category 2.1. In this case, $T$ is identified by Algorithm 1 (the correctness is shown in Lemma III.7). Throughout the proof of Lemma III.7 we consider the identification of $l$ ($l \in L(T)$) only in its parent biconnected component, instead of triconnected component $T$, e.g., $v_1v_2$ in Fig. 7(a) can be classified into multiple triangle components; however, its parent biconnected component is unique. Therefore, the generated triconnected component $T$ involving $l$ under different decomposition mechanisms does not affect the identifiability of $l$.

(ii) $T$ is of Category 2.2. This case is shown in Fig. 18. Note all links in Fig. 18 are real links. If $l = \mu_1\mu_2$ as shown in Fig. 18(a), then within the parent biconnected component, there exist real paths $P_1$ and $P_2$, connecting $\mu_3$ to $\mu_2$ and $\mu_1$, respectively. Abstracting $P_1$ and $P_2$ as single links, $l$ is always identifiable since $l$ is a cross-link [3]. When $D$ in Fig. 18(a) is a polygon, there are multiple triangle decompositions for $D$; nevertheless, the detailed triangle decomposition does not prevent $l$ in Fig. 18(a) from being a cross-link. If $l = \mu_2\mu_3$ (or $l = \mu_2\mu_3$) as shown in Fig. 18(b), then similar to Fig. 18(a), within the parent biconnected component, there exists path $P_3$, connecting $\mu_2$ to $\mu_3$ (Fig. 18(b)). Abstracting $P_3$ as a single link, both $l$ and $P_3$ are exterior links, thus unidentifiable. It is possible that $D$ in Fig. 18(b) is a polygon, then there are multiple triangle decompositions for $D$; nevertheless, the detailed triangle decomposition does not affect the identifiability of $l$ in Fig. 18(b).

(iii) $T$ is of Category 2.3. In this case, $T$ is identified by Algorithm 2 (the correctness is shown in Lemma III.8). Throughout the proof of Lemma III.8 we consider the
identification of \( l \) (\( l \in L(T) \)) only in its parent biconnected component, instead of triconnected component \( T \), e.g., \( \mu_2 \mu_3 \) in Fig. 9(b) can be classified into multiple triangle components; however, its parent biconnected component is unique. Therefore, the generated triconnected component \( T \) involving \( l \) under different decomposition mechanisms does not affect the identifiability of \( l 

(iv) \( T \) is of Category 2.4. This case is shown in Fig. 16 where each identifiable link, \( \mu_1 \mu_2, \mu_1 \mu_3, \) or \( \mu_2 \mu_3 \) is a cross-link. The property of being a cross-link does not depend on how triconnected component \( T \) is generated; therefore, the identifiability of \( l \) within \( T \) remains the same for all possible graph decompositions.

(v) \( T \) is of Category 3. This case is shown in Fig. 19 where \( D \) is 2-vertex-connected and all links are real except that \( \mu_1 \mu_2 \) possibly is a virtual link. In Fig. 19(a), if \( l = v_1 \mu_1 \), then \( l \) is always unidentifiable irrespective of the graph decomposition of \( D \) (\( D \) is a polygon). If \( l = \mu_1 \mu_2 \) as shown in Fig. 19(b), then the identifiability of \( l \) is determined by neighboring components according to Algorithm B. Within the same parent biconnected component, let \( B_T \) be the neighboring biconnected component connecting to \( D \) by \( \{ \mu_1, \mu_2 \} \) (see Fig. 19(b)). In \( B_T \), for a triconnected component involving \( l \), if this triconnected component is of Category 1, 2.1, 2.2, 2.3, or 2.4, then the arguments in (i)–(iv) and Theorem III.10 have proved the identifiability of \( l \) independent of the graph decomposition of \( B_T \); however, if this triconnected component is of Category 3, then the identifiability of \( l \) in Fig. 19(b) relies on the external agent connections to neighboring biconnected components according to Algorithm B, and thus the identifiability of \( l \) only depends on the biconnected component decomposition, which is unique.

Consequently, with the complete coverage of three categories, the identification efficacy of each category, and independence to graph decompositions, DAIL can determine all identifiable/unordered links.

\[ J. \text{ Proof of Theorem III.12} \]

Let \( d^T(v) := |A^T(v)|, U_{v_1v_2} := A^T(v_1) \cup A^T(v_2), \) and \( d^T := \max d^T(v), v \in \{v_1, v_2, v_3\}. \) According to lines 3 and 5 in Algorithm 3 of [1], we have \( d^T(v_1) + d^T(v_2) - 1 \leq d^T(v_3) \), and thus \( d^T(v_2) \leq d^T(v_3) + 1. \) There are two possible cases for the relationship between \( d^T(v_2) \) and \( d^T(v_3) \): (i) \( d^T(v_2) \geq d^T(v_3) \); Then \( d^T(v_3) \leq d^T(v_2) \leq d^T(v_3) + 1. \) Accordingly, we have \( d^T(v_2) \leq d^T(v_3) \) as \( d^T(\cdot) \) is an integer. Hence, there is no integer \( d^T(w) \) with \( d^T(v_3) < d^T(w) < d^T(v_2) \). Moreover, based on the rule to select \( v_3 \) by line 9, there is no node \( w \) with \( d^T(v_1) < d^T(w) < d^T(v_2) \). (ii) \( d^T(v_2) \leq d^T(v_3) \): Then \( d^T(v_3) \leq d^T(v_2) \leq d^T(v_3) + 1. \) If there exists \( d^T(w) \) with \( d^T(v_2) < d^T(w) < d^T(v_3) \), then \( v_3 \) is not chosen according to line 9. If there exists \( d^T(w) \) with \( d^T(v_1) < d^T(w) < d^T(v_2) \), then we should select this \( w \) as \( v_3 \), thus contradicting the assumption that \( d^T(v_2) \leq d^T(v_3) \). Therefore, \( d^T(w) \geq d^T \) for \( w \in V(T) \setminus \{v_1, v_2, v_3\} \).

\[ K. \text{ Proof of Theorem III.13} \]

We prove it by contradiction.

1) We prove \( \mathcal{O}_n^* \subseteq \mathcal{M} \).

(i) When \( |\mathcal{M}| = 3 \), then it is trivial that \( \mathcal{O}_3^* = \mathcal{M} \).

(ii) When \( |\mathcal{M}| > 3 \), as \( \kappa \geq 3 \) and \( \mathcal{G} \) is 2-vertex-connected,
each triconnected component involves at least 2 independent vantages. Therefore, all links in triconnected components (except for some links in triangles of Category 2) with 3 or more vantages are identifiable, and only links incident to the two vantages in the triconnected components of Category 3 are unidentifiable. Suppose \( O_{\kappa}^* \) with \( O_{\kappa}^* \subset M \) does not exist, then it implies that some nodes in \( O_{\kappa}^* \) cannot be selected from \( M \). In this case, at least one node in \( O_{\kappa}^* \) is within a triconnected component with 3 or more separation nodes (see Fig. 20(a)), say \( v_1 \) in Fig. 20 since this location cannot be selected by MMP when \( |M| > 3 \). If \( v_1 \) is in the location illustrated as Fig. 20(a), i.e., all neighboring triconnected components of \( T_1 \) within \( G \) contain monitors, then placing a monitor at \( v_1 \) does not contribute link identification in \( G \); therefore, placing a monitor at \( v_1 \) is not the optimal solution. Now suppose \( v_1 \) is in the location illustrated as Fig. 20(b), i.e., at least one neighboring triconnected component (\( T_2 \)) of \( T_1 \) contains no monitors. In this case, placing a monitor at \( v_1 \) does not contribute link identification in \( G \) either, except for identifying the links in triangles (if \( T_1 \) is a triangle). Nevertheless, moving the monitor from \( v_1 \) to a node \( v_r \) (a node other than \( \mu_1 \) and \( \mu_2 \)) in \( T_2 \) can maintain the links which are identifiable when \( v_1 \) is a monitor. Moreover, links incident to \( \mu_1 \) and \( \mu_2 \) in \( T_2 \) become identifiable under this new neighbor monitor location, which can be selected by MMP (see the algorithm details in [3]), i.e., the new location forms a better placement (which can be selected within \( M \)) than \( O_{\kappa}^* \), contradicting the assumption that \( O_{\kappa}^* \) is the optimal \( \kappa \)-monitor placement.

Hence, based on (i) and (ii), there exists optimal solution \( O_{\kappa}^* \) with \( O_{\kappa}^* \subset M \).

2) Now we prove \( O_{\kappa+1}^* \) can be constructed by \( O_{\kappa+1}^* = O_{\kappa}^* \cup \{v_m\} \), where \( v_m \in M \), \( O_{\kappa}^* \subset M \).

We obtain node set \( \kappa+1 \) by adding node \( v_{\kappa+1} \) to set \( O_{\kappa}^* \) such that \( N(\kappa+1) \) is maximized. Then on top of \( O_{\kappa}^* \), suppose \( |\alpha_1| + |\alpha_2| \) extra identifiable links are achieved by adding node \( v_{\kappa+1} \), i.e., \( \alpha_1 + \alpha_2 = N(\kappa+1) - N(O_{\kappa}^*) \), where \( \alpha_1 \) is the set of effective exterior links in the triconnected component (e.g., \( T_1 \) in Fig. 21(a)) involving \( v_{\kappa+1} \) when nodes in \( O_{\kappa}^* \) are employed as monitors, and \( \alpha_2 \) is the set of all other identifiable links (e.g., effective exterior links in \( T_2 \) and \( T_3 \) in Fig. 21(a) determined by adding \( v_{\kappa+1} \)). Now suppose \( N(\kappa+1) < N(O_{\kappa+1}^*) \), then moving nodes in \( \kappa+1 \) to specific locations, i.e., \( \kappa' \), can get \( N(\kappa') > N(\kappa+1) \). For \( \kappa+1 \), there are two possible cases.

(i) \( v_{\kappa+1} \in \kappa' \): In \( \kappa' \), \( \kappa := \kappa' \setminus v_{\kappa+1} \). Since \( \kappa > 3 \), we have 3 cases for \( \kappa \), denoted by \( \kappa^1 \), \( \kappa^2 \), and \( \kappa^3 \). If \( \kappa^1 \) can determine the identification of all links in \( \alpha_2 \), then

\[
N(\kappa^1_{\kappa+1}) = N(\kappa^1_{\kappa}) + |\alpha_1|; \tag{3}
\]

if \( \kappa^2 \) can only determine the identification of some links in \( \alpha_2 \), then

\[
N(\kappa^2_{\kappa+1}) = N(\kappa^2_{\kappa}) + |\alpha_1|, \tag{4}
\]

where \( |\alpha_1| \) is an integer with \( |\alpha_1| \leq |\alpha_1| + |\alpha_2| \); finally, if \( \kappa^3 \) cannot determine the identification of any links in \( \alpha_1 \), then

\[
N(\kappa^3_{\kappa+1}) = N(\kappa^3_{\kappa}) + |\beta_1| + |\beta_2|. \tag{5}
\]

We know that \( N(\kappa^1_{\kappa+1}) \leq N(O_{\kappa}^*), N(\kappa^2_{\kappa+1}) \leq N(O_{\kappa}^*), \) and \( N(\kappa^3_{\kappa+1}) \leq N(O_{\kappa}^*) \). Moreover, according to the way of getting \( \kappa^1 \), it is achievable for \( N(\kappa^3_{\kappa+1}) \) to be \( N(O_{\kappa}^*) \). Therefore, the best case for \( \kappa^1_{\kappa+1} \) is \( N(\kappa^3_{\kappa+1}) = N(O_{\kappa}^*) \) in (5), which implies \( N(\kappa^3_{\kappa+1}) = N(\kappa^1_{\kappa+1}) \), contradicting the assumption that \( N(\kappa^3_{\kappa+1}) > N(\kappa^1_{\kappa+1}) \).

(ii) \( v_{\kappa+1} \notin \kappa' \): In this case, there exists node \( v_t \) with \( v_t \notin O_{\kappa}^* \) in \( \kappa' \). Accordingly, \( \kappa' \) can be written in the form of \( \kappa' \). Then on top of \( \kappa \), suppose \( |\beta_1| + |\beta_2| \) extra identifiable links are achieved by adding node \( v_t \), where \( \beta_1 \) is the set of effective exterior links in the triconnected component (e.g., \( T_1 \) in Fig. 21(b)) involving \( v_t \), when nodes in \( \kappa \) are employed as monitors, and \( \beta_2 \) is the set of all other identifiable links (e.g., effective exterior links in \( T_2 \) determined by adding \( v_t \)). Then moving nodes in \( \kappa \) to other locations, i.e., \( \kappa' \), there are three possible cases, denoted by \( \kappa' \). If \( \kappa' \) can determine the identification of all links in \( \beta_2 \), then

\[
N(\kappa'_{\kappa+1}) = N(\kappa'_{\kappa}) + |\beta_1|; \tag{6}
\]

if \( \kappa' \) can only determine the identification of some links in \( \beta_2 \), then

\[
N(\kappa'_{\kappa+1}) = N(\kappa'_{\kappa}) + |\beta_1|, \tag{7}
\]

where \( |\beta_1| \) is an integer with \( |\beta_1| \leq |\beta_1| + |\beta_2| \); finally, if \( \kappa' \) cannot determine the identification of any links in \( \beta_1 \) and \( \beta_2 \), then we have

\[
N(\kappa'_{\kappa+1}) = N(\kappa'_{\kappa}) + |\beta_1| + |\beta_2|. \tag{8}
\]

Note that the correctness of (6)–(8) are ensured by the fact that \( \kappa > 3 \). Following the similar argument in (i), since \( v_t \notin O_{\kappa}^* \), it
is achievable for $N(V_κ(3))$ to be $N(O_κ^*)$ in (8), which implies $V_κ' = O_κ^* \cup v_r$. We know $v_r \neq v_{κ+1}$, $v_{κ+1} \notin O_κ^*$, and $N(O_κ^* \cup v_r) \leq N(O_κ^* \cup v_{κ+1})$; therefore, even for the best case of $V_κ'$ with $v_{κ+1} \notin V_κ'$, it cannot achieve a larger number of identifiable links than that determined by $O_κ^* \cup v_{κ+1}$. Thus, no matter how we move the nodes in $V_κ$ to other locations, it is impossible to find a monitor placement achieving a larger number of identifiable links. Therefore, $V_κ+1 = O_κ^{κ+1}$.

Consequently, the optimal $(κ+1)$-monitor $(κ+1 \leq |M|)$ placement $O_κ^{κ+1}$ can be constructed by $O_κ^{κ+1} = O_κ^* \cup \{v_m\}$, where $v_m = \arg \max_v N(O_κ^* \cup \{v\})$ over $v \in M \setminus O_κ^*$.

V. PERFORMANCE EVALUATION OF GMMP

Besides the main simulation results in [1], we also evaluate algorithm performance in terms of algorithm running time. Using the same set of configurations at that in the main simulation results of [1], the running times in Fig. 22 shows that GMMP is also faster than RMP-V and RMP-S.
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Fig. 22. Algorithm running time in ISP network.

The running time for an exhaustive search is significantly larger (over 48 hours for each $κ$), and is thus omitted in Fig. 22.