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Abstract

A deep clustering model conceptually consists of a feature extractor that maps data points to a latent space, and a clustering head that groups data points into clusters in the latent space. Although the two components used to be trained jointly in an end-to-end fashion, recent works have proved it beneficial to train them separately in two stages. In the first stage, the feature extractor is trained via self-supervised learning, which enables the preservation of the cluster structures among the data points. To preserve the cluster structures even better, we propose to replace the first stage with another model that is pretrained on a much larger dataset via self-supervised learning. The method is simple and might suffer from domain shift. Nonetheless, we have empirically shown that it can achieve superior clustering performance. When a vision transformer (ViT) architecture is used for feature extraction, our method has achieved clustering accuracy 94.0%, 55.6% and 97.9% on CIFAR-10, CIFAR-100 and STL-10 respectively. The corresponding previous state-of-the-art results are 84.3%, 47.7% and 80.8%. Our code will be available online with the publication of the paper.

1 Introduction

Deep learning has achieved human-level performance on image classification [1]. It would be academically interesting to develop deep learning algorithms that can match human’s ability to cluster images. Such work also has practical significance because it can benefit data organization, data labeling, information retrieval, and other deep learning algorithms.

Deep clustering conceptually consists of two phases: (1) Map data points to a latent space, and (2) group data points into clusters in the latent space. The success of deep clustering depends critically on whether the cluster structures among the data points are preserved in the first phase. By cluster structure preservation we mean that semantically similar images are placed close to each other in the latent space, and semantically dissimilar images are placed apart from each other. Cluster structure preservation is extremely difficult due to the flexibility of neural networks.

Early deep clustering methods train the two phases jointly in an end-to-end (E2E) fashion and place emphasis on clustering-friendly features. They use a variety of losses to encourage data points to form tightly packed and well-separated clusters in the latent space [2–6]. However, no explicit efforts are made to ensure the clusters in the latent space correspond well to semantic clusters in the input space. There are methods that use locality-preserving to explicitly encourage cluster structure preservation [7,8]. However, their success is limited due to the difficulty in defining semantically meaningful distance metrics in the image space.

We conceptualize a general strategy for cluster structure preservation in feature mapping. We metaphorically term it the black-sheep-among-white-sheep (BaW) strategy. Imagine several (relatively small) herds of black sheep on an open grass field. The different herds would easily mix up if the
black sheep are by themselves. However, this is less likely to happen if a large number of white sheep are also present. In deep clustering, the data points to be clustered (the target data) are the black sheep and other auxiliary data points are the white sheep. In the BaW strategy, one builds a feature mapping from the white sheep data using self-supervised learning, use it to map the black sheep data points to a latent space, and cluster the data points there.

The BaW strategy is used in several recent deep clustering algorithms SCAN [9], NNM [10], and TSUC [11]. Those methods consist of two stages. In the first stage, they obtain a feature mapping by applying self-supervised learning on the target (black sheep) data. Augmented data are produced in the process and they are the white sheep. We call those Two-stage deep clustering with Self-supervised Learning or TSL methods.

In this paper, we propose to use another dataset from a separate source as the white sheep and train a feature map on them using self-supervised learning. The advantage of this method is the flexibility of using a potentially very large dataset for pretraining, a recipe that has been proven effective for supervised learning in both natural language processing [12] and computer vision [13]. We call this the Two-stage deep clustering with Self-supervised Pretraining or TSP method.

The pretraining data and the target data typically have different distributions. In other words, domain shift is an issue. A key question is whether the cluster structures can be preserved despite the domain shift. The answer turns out to depend on the choice of architecture for the feature extractor. In our studies, we considered the use of architectures ResNet50 [14], ViT-s 16 and ViT-b 16 [15] for feature extraction, and pretrained them on ImageNet-1k [16] using a recent self-supervised learning algorithm DINO [17]. We then applied the feature extractors on CIFAR-10, CIFAR100 and STL-10, and we checked whether the 20 nearest neighbors of each data point in the latent space share the same class label (and hence semantically similar in the image space) as a way to gauge if the cluster structures among data points are preserved. The results are shown in Figure 1 and 2. It is clear that the use of ViT architectures preserves the cluster structures well, which is consistent with previous observation on the relative robustness of ViTs against domain shift [18]. However, the same is not true for ResNet50.

Based on the above findings, we developed a TSP method for deep clustering. We use a ViT-architecture for feature extraction and a loss function similar to SCAN [9] for the clustering head. Unlike previous TSL methods, our TSP method keeps the feature extractor frozen in the second stage. The reason is that fine-tuning the feature extractor might negatively impact cluster structure preservation because it involves only the black sheep. We tested TSP-ViT on CIFAR-10, CIFAR-100 and STL-10, and achieved clustering accuracy 94.0%, 55.6% and 97.9% respectively. Those are
drastically better than the corresponding previous state-of-the-art results 84.3%, 47.7%, and 80.8%.

In summary, the contributions of this papers are as follows:

- We highlight the importance for the feature mapping in deep clustering to be cluster structure preserving, and propose BaW as a general strategy to achieve cluster structure preservation.
- We propose a novel two-stage deep clustering method TSP where a pretrained model is used for feature extraction. While the use of self-supervised pretraining in supervised learning is now commonplace, we are unaware of any previous work that uses self-supervised pretraining for clustering. In fact, we believe that such a method would be premature if proposed earlier because only recently we have models that are relatively robust to domain shift.
- We empirically show that our TSP method, when coupled with ViT, drastically improves the state-of-the-art in deep clustering.

2 Related works

Deep Image clustering

We will use several previous clustering methods as baselines in our experiments. Among them, DAC [19] and DCCM [20] are adaptive methods that pick positive and negative pairs based on the current model parameters to improve the model parameters further. IIC [21] is conceptually similar to contrastive learning and aims to assign two augmented versions of an image to the same cluster. PICA [22] aims to maximize the margins between different clusters.

It is argued in [9] and [11] that end-to-end clustering methods such those mentioned above depend heavily on model initialization and are likely to latch onto low-level features such as color, texture and pixel intensity. DEC [5] is a two-stage method where the first stage initializes a feature mapping using denoising autoencoders. It suffers from similar shortcomings. To overcoming those shortcomings, SCAN [9] and TSUC [11] are independently proposed. They use self-supervised learning to learn the initial feature mapping. NNM [10] is an improvement of SCAN. In this paper, we view the difference between those three recent methods and earlier methods from another perspective, i.e., whether “white sheep” are used to separate “black sheep”, and propose to learning a feature mapping via self-supervised pretraining on “white sheep” from a separate source.

Self-supervised learning

Self-supervised learning methods learn data representations using pretext tasks such as rotation [23], jigsaw puzzle [24], clustering [25], contrastive learning [26, 27], and so on. In particular, BYOL [28] learns data representation by matching features from a momentum encoder with those for different augmentations of one image. DINO [17] applies the idea of BYOL to vision transformer (ViT), and adds the multi-crop technique from [27]. It is one of the state-of-the-art self-supervised learning methods.

3 Methodology

This paper is concerned with the task of clustering a set \( \mathcal{D}_{\text{target}} \) of images. We assume there is another unlabelled set \( \mathcal{D}_{\text{source}} \) of images that is potentially much larger. We propose to: (1) Train a feature extractor \( f \) on \( \mathcal{D}_{\text{source}} \) using self-supervised learning, (2) map \( \mathcal{D}_{\text{target}} \) to a latent space using \( f \), and (3) perform clustering in the latent space. This pipeline is called TSP and is illustrated in Figure 3 where it is assumed that a ViT architecture is used for \( f \).

Metaphorically, we think of the data points in \( \mathcal{D}_{\text{target}} \) as black sheep, and semantic clusters among the data points as herds of black sheep. We would like to place the black sheep onto an open grass field (the latent space) using a location assignment function \( f \) such that the herd structures are maintained. We determine \( f \) by considering how to place a much larger collection of white sheep \( \mathcal{D}_{\text{source}} \) onto the same grass field. During the optimization process, \( f \) changes from iteration to iteration and consequently the sheep would move around. The key intuition is that, with the white sheep as cushions, the herd structures among the black sheep would likely be preserved.

In theory the feature mapping \( f \) can be obtained using any self-supervised learning algorithm. We use DINO [17] in this paper. To perform clustering in the latent space, we use a loss function that is similar to SCAN [9]. Technical details of the two phases are given in the following two subsections.
3.1 Feature Extractor Learning

The feature extractor $f$ maps an input image $x$ into a latent vector $f(x)$. We train it using DINO. In DINO, $f(x)$ is fed to another network (a shallow MLP) called a projection head $h$ to get a second latent vector $g(x) = h(f(x))$. A probability distribution $P(y|x)$ is then defined by applying softmax to $g(x)$ with a temperature parameter $\tau$. Here $y$ stands for a random variable whose possible values are the dimensions of the vector $g(x)$. Let $\theta$ be the all the weights in $f$ and $g$. Two copies of $\theta$ are maintained, $\theta_s$ for a student network and $\theta_t$ for a teacher network.

Data are augmented using the multi-crop strategy \cite{27}. From each input image $x$, a set $V$ of different views are generated. Two views $x^v_1$ and $x^v_2$ are global while the others are local. At each iteration, the student weights $\theta_s$ are improved by taking a gradient step to minimize the sum of the following cross entropy loss over a minibatch of input images:

$$\sum_{v \in \{x^v_1, x^v_2\}} \sum_{v' \in V, v' \neq v} - P_{\theta_t}(y|v) \log P_{\theta_s}(y|v').$$  \hspace{1cm} (1)

The teacher is not trained. Its weights $\theta_t$ are determined as an exponential moving average (EMA) of the student parameters:

$$\theta_t \leftarrow \lambda \theta_t + (1 - \lambda) \theta_s,$$  \hspace{1cm} (2)

where $\lambda$ is picked according to a cosine schedule. Consequently, the teacher is known as a momentum teacher. Note that the student is encouraged to match the teacher even when it has a local view of the input only. This discourages the model to pay attention to low-level details and helps with the extraction of semantically meaningful high-level features \cite{27}.

To avoid model collapse where both $P_{\theta_t}$ and $P_{\theta_s}$ become trivial distributions, a bias term $c$ is added $g_{\theta_s}(x)$. This operation is called centering and the center $c$ is updated for each minibatch $B$ as follows:

$$c \leftarrow mc + (1 - m) \frac{1}{|B|} \sum_{i:x_i \in B} g_{\theta_s}(x_i).$$  \hspace{1cm} (3)

where $m > 0$ is a rate parameter. Centering prevents the distribution $P_{\theta_t}$ from concentrating all the probability mass on one dimension. To prevent $P_{\theta_t}$ from becoming the uniform distribution, sharpening is applied by lowering the temperature parameter $\tau_t$ for the teacher.

After DINO training, the final $f_{\theta_t}$ is used as the feature extractor. In our experiments, we use the feature extractors pretrained on ImageNet-1k (with the labels ignored) by the authors of DINO.
3.2 Clustering in the Latent Space

Assume the number of clusters is known and it is $N_c$. Following [9,10], we partition the data points in the latent space into $N_c$ clusters using a linear classifier $P_\phi(y|x)$ with parameters $\phi$. Here $f(x)$ is the latent representation of input image $x$, and $P_\phi(y|f(x))$ is a probability distribution over $N_c$ clusters.

It is not advisable to use a network with multiple layers for the clustering head because it implies further feature transformation, and gives rise to another problem of cluster structure preservation, which is difficult to solve. We also do not fine-tune the feature extractor on the target dataset (the black sheep) because it might negatively impact cluster structure preservation with the absence of the white sheep. Furthermore, simply applying K-means on the latent space is not ideal. Empirical evidence in support of those arguments will be presented later.

In the following we introduce the loss function for the classifier. For simplicity, we denote the latent representation $f(x)$ of an input image $x$ as $\tilde{x}$. Let $N_K(\tilde{x})$ be the $K$ nearest neighbors of $\tilde{x}$ in the latent space. For each data point $\tilde{x}_i$, we define a probability distribution $P(\tilde{x}_j|\tilde{x}_i)$ over the data points in the neighborhood of $\tilde{x}_i$:

$$P(\tilde{x}_j|\tilde{x}_i) = \begin{cases} \frac{1}{C_i} \exp\left(-\frac{\|\tilde{x}_i-\tilde{x}_j\|^2}{2\sigma_i^2}\right) & \text{if } \tilde{x}_j \in N_K(\tilde{x}_i) \\ 0, & \text{otherwise} \end{cases}$$

(4)

where $C_i$ is the normalization constant to ensure $\sum_j P(\tilde{x}_j|\tilde{x}_i) = 1$. The hyperparameter $\sigma_i$ controls the shape of the distribution. Following [29], we set it to be half of the distance between $\tilde{x}_i$ and the third nearest neighbor. We optimize the classifier by minimizing the following loss:

$$L_{\text{cluster}} = -E_{\tilde{x}_i}E_{\tilde{x}_j \sim P(\tilde{x}_j|\tilde{x}_i)}[\log(P_\phi(y|\tilde{x}_i), P_\phi(y|\tilde{x}_j))] - \lambda H(E_{\tilde{x}_i}[P_\phi(y|\tilde{x}_i)])$$

(5)

where $\langle , \rangle$ stands for inner product. The first term encourages neighboring points be assigned to the same cluster. The second part is an entropy regularization term. It helps to avoid trivial clustering where all data points are assigned to a single cluster. Our loss function is similar to the one used in SCAN [9], except that the distances between a data point $\tilde{x}_i$ and its neighbors are also taken into consideration.

The parameters $\phi$ of the clustering head can initialized either randomly or using K-means. In the latter case, the initial values of $\phi$ are calculated from the K-means cluster centers. The details are given in Appendix A. Our empirical results indicate that K-means initialization is far superior.

4 Experiments

Our experiments are designed to show: 1) TSP can indeed lead to cluster-structure-preserving feature mappings and consequently superior clustering performances because of the adoption of the BaW strategy; 2) The effectiveness of the BaW strategy depends on how robust the underlying architecture is to domain shift; 3) Clustering in the latent space of TSP requires a method more sophisticated than K-means; 4) Fine-tuning the feature mapping of TSP might harm cluster structure preservation.

4.1 Experimental Setups

We compare three types of deep clustering methods: 1) E2E methods DEC [5], DAC [19], DCMM [21], IIC [21], and PICA [22]; 2) TSL methods SCAN [9] and NNM [10]; and 3) our TSP method. Three instantiations of TSP are considered and they differ only in the feature extractors used. The feature extractor are based on the ResNet50 [14], ViT-s 16 and ViT-b 16 [15] architectures, and were trained on ImageNet-1k (with the labels ignored) using DINO by the authors of DINO. The three versions of TSP will be referred to as TSP-ResNet, TSP-ViT1 and TSP-ViT2 respectively. The hyperparameters for the clustering head are chosen similarly to SCAN [9]: The $K$ in equation (4) is set at 20, and the $\lambda$ in equation (5) is set at 3. It is trained using the Adam optimizer with learning rate 0.0001, batch size 256, and total number of epochs 100. All the experiments were run on a GeForce RTX 2080 Ti machine. The training of a clustering head typically took less than an hour.
Table 1: Clustering performances of E2E, TSL, and TSP methods on three benchmarks. The standard deviations are computed from 10 independent runs.

| Datasets | CIFAR-10 | CIFAR-100 | STL-10 |
|----------|----------|-----------|--------|
| Metrics  | NMI(%)   | ACC(%)    | ARI(%) | NMI(%) | ACC(%) | ARI(%) | NMI(%) | ACC(%) | ARI(%) |
| K-Means  | 8.7      | 22.9      | 4.9    | 8.4    | 13      | 2.8    | 12.5   | 19.2   | 6.1    |
| DEC [5]  | 25.7     | 30.1      | 16.1   | 13.6   | 18.5    | 5      | 27.6   | 35.9   | 18.6   |
| DAC [19] | 39.6     | 52.2      | 30.6   | 18.5   | 23.8    | 8.8    | 36.6   | 47.2   | 25.7   |
| DCCM [20]| 49.6     | 62.3      | 40.8   | 28.5   | 32.7    | 17.3   | 37.6   | 48.2   | 26.2   |
| IIC [21] | -        | 61.7      | -      | -      | 25.7    | -      | -      | 61     | -      |
| PICA [22]| 59.1     | 69.6      | 51.2   | 31.3   | 33.7    | 17.1   | 61.1   | 71.3   | 53.1   |
| SCAN [9] | 71.5     | 81.6      | 66.5   | 44.9   | 44      | 28.3   | 67.3   | 79.2   | 61.8   |
| NNM [10] | 74.8     | 84.3      | 70.9   | 48.4   | 47.7    | 31.6   | 69.4   | 80.8   | 65     |
| TSP-ResNet | 50.8±1.1 | 58.5±2.0 | 40.2±1.1 | 40.3±1.3 | 39.0±1.8 | 22.8±1.5 | 74.5±2.4 | 78.9±4.8 | 66.8±4.2 |
| TSP-ViT1 | 84.7±1.0 | 92.1±0.8 | 83.8±1.5 | 58.2±1.4 | 54.9±2.5 | 40.8±2.1 | 94.1±1.4 | 97.0±1.2 | 93.8±2.3 |
| TSP-ViT2 | 88.0±1.2 | 94.0±1.3 | 87.5±2.3 | 61.4±1.4 | 55.6±2.5 | 43.3±1.8 | 95.8±2.0 | 97.9±1.7 | 95.6±3.1 |
| Supervised | 91.5     | 96.6      | 92.2   | 81.9   | 89.2    | 78.9   | 97.0   | 98.9   | 97.6   |
| TSP K-means | 77.5±2.2 | 74.9±6.2 | 67.7±4.6 | 56.2±1.2 | 50.9±2.8 | 35.7±1.9 | 89.2±3.0 | 81.7±9.2 | 80.2±8.1 |

4.2 Clustering Performances

Following the common practice in the deep clustering literature, we carry out the evaluations on three (target) datasets CIFAR-10 [30], CIFAR-100 [30] and STL-10 [31]. The evaluation metrics include accuracy of cluster assignment (ACC), normalized mutual information (NMI) and adjusted Rand index (ARI). The results are shown in Table 1. The row labeled “supervised” shows results of supervised learning, which serve as upper bounds for clustering. The last row will be discussed later.

The TSL methods SCAN and NNM represent the previous state-of-the-art in deep clustering. We see that TSP-ViT1 and TSP-ViT2 outperform SCAN and NNM by large margins on all three datasets and under all evaluation metrics. On the other hand, the performances of TSP-ResNet are mixed. It is inferior to SCAN and NNM on CIFAR 10 and CIFAR 100, although it is slightly better on STL-10. We will examine the reasons for the performance differences in the next few subsections. To start with, the differences between TSP-ViT1 beats TSP-ViT2 is evidently because ViT-b 16 is larger than ViT-s 16 although they have the same type of architecture.

4.3 Cluster Structure Preservation

Why do TSP-ViT1 and TSP-ViT2 perform so well? We believe a key reason is that their feature mappings preserve cluster structures well. We have seen some evidence for the belief already in Figures 1 and 2. With high probabilities, image pairs placed close to each other in the latent space by the feature mappings are from the same semantic cluster in the image space. This is true for all the three datasets.

How do the data points distribute in the latent space? Figure 4 (a) shows a UMAP visualization [32] of the CIFAR-10 data points in the latent space of TSP-ViT1. We see that the 10 semantic clusters are mostly well separated. There are imperfections. For example, the cat and dog clusters are not clearly separated. Some bird images (flying) are placed into the plane cluster, while other bird images (austrich) are placed close to the deer cluster. All those seem reasonable visually.

The extent to which a feature mapping preserves cluster structures depends heavily on the pretraining data used. Figure 4(a) is for a ViT feature mapping pretrained on ImageNet-1k. If it was pretrained on CIFAR-10 instead, data distribution in the latent space would change significantly, as shown in Figure 4(b). It is clear that in this case the semantic clusters are not as well separated as in (a). Six semantic clusters form a nebula on the right. We trained a clustering head on this latent space. The ACC is 80.2%, which is a drastic drop from 92.1% of the previous case.

In a TSP deep clustering method, the feature mapping is pretrained on one dataset (the white sheep) and is applied to another dataset (the black ship). Domain shift is clearly an issue, and it is hence important to use an architecture that is relatively robust to domain shift. Our experiments indicate that the ViT architecture seems to be a good choice. In fact, TSP-ViT1 was pretrained on ImageNet-1k...
and it works well CIFAR-10. This is consistent with previous observations in supervised learning that ViT is relatively robust to domain shift [33].

The situation with TSP-ResNet is different. The feature mapping of TSP-ResNet was also pretrained on ImageNet-1k. It preserves the cluster structures of STL-10 relatively well as shown in Figure 5 (a), probably because STL-10 is a subset of ImageNet-1k. However, it does a much worse job in preserving the cluster structures of CIFAR-10 as shown in Figure 5 (b). This explains its inferior clustering performance on CIFAR-10. It has been observed in supervised learning that ResNet is not robust to domain shift [34].
4.4 Clustering Head and Fine-tuning

The simplest way to cluster data points in the latent space is to run K-means. As shown in the last row of Table 1, this can lead to competitive clustering results when a strong feature mapping is used. However, we can usually achieve better results using a clustering method more sophisticated than K-means as it clear from Table 1. The reason is that the natural clusters in the latent space are not globular as shown in Figures 4 (a) and 5 (a).

In supervised learning, a pretrained model usually needs to be fine-tuned to achieve good performance on downstream tasks [12]. Contrary to this common wisdom, we found that fine-tuning the feature mapping of TSP is counter-productive. In fact, the ACC of TSP-ViT1 on CIFAR-10 drops drastically to 65.7% from 92.1% when its feature extractor is fine-tuned during the clustering phase.

To explain the phenomenon, we refer to the BaW metaphor again. Suppose the herds of black sheep are originally well separated in the latent space. During fine-tuning, the feature mapping changes from iteration to iteration, and hence the black sheep move around. With no white sheep as cushions, different herds of black sheep can easily merge, destroying the initial cluster structures. Figure 6 shows the distribution of CIFAR-10 data points in the latent space after the feature mapping is fine-tuned. We see that the cluster structures in 4 (a) are severely damaged.

4.5 Other Results

Although K-means is too simplistic for clustering in the latent space, it provides a good way to initialize the clustering head of TSP. In fact, the ACC of TSP-ViT1 on CIFAR-10 drops to 85.6% from 92.1% when the clustering head is initialized randomly instead of using K-means.

In all the experiments reported above, the number $K$ of nearest neighbors is set at 20. It turns out that TSP-ViT1 and TSP-ViT2 are not sensitive to $K$. Table 2 show the results of TSP-ViT1 on CIFAR-10 for various choices of $K$.

| # of neighbors | ACC(%)  | NMI(%)  | ARI(%)  |
|---------------|---------|---------|---------|
| 5             | 92.41±1.01 | 85.10±1.25 | 84.33±1.85 |
| 10            | 92.59±0.87 | 85.31±1.08 | 84.64±1.57 |
| 15            | 92.25±0.98 | 84.84±1.16 | 84.01±1.73 |
| 20            | 92.11±0.88 | 84.59±1.04 | 83.72±1.55 |
| 25            | 92.03±0.91 | 84.50±1.10 | 83.58±1.62 |
| 30            | 91.88±0.90 | 84.23±1.12 | 83.27±1.59 |
5 Conclusion

In deep clustering, we first map data points to a latent space using a neural network and then group the data points into cluster there. It is of critical importance that cluster structures are preserved in the first step. However, cluster structure preservation is difficult to achieve due to the flexibility of neural networks. In this paper, we propose black-sheep-among-white-sheep (BaW) as a general strategy to learning cluster-structure-preserving feature mappings. The idea is to pretrain a feature extractor on a potentially very large dataset (the white sheep) via self-supervised learning, use it to map a target dataset (the black sheep) to a latent space, and perform clustering there. When instantiated with the ViT architecture and the self-supervised learning algorithm DINO, our TSP method has achieved results drastically better than the previous state-of-the art. We have also gained some interesting insights. One insight is that TSP requires an architecture that is relatively robust to domain shift. For example, TSP does not work well with ResNet. Another insight is that, contrary to the case of supervised learning, fine-tuning the feature mapping is counter-productive in deep clustering.

Similar to previous work on deep clustering, the benchmark datasets used in our work are balanced in the sense that the sizes of different ground-truth clusters are the same. An interesting direction for future research is to develop methods that work well on imbalanced datasets. We believe the BaW strategy can contribute to the solution of the problem. The presence of white sheep should help us to identify black sheep clusters of different sizes.
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A Initialization of Clustering Head

Initialization of clustering head decides the clustering performance, since bad initialization of clustering head introduces incorrect signal on the beginning stage and leads to sub-optimal results. To get a better and stable clustering performance we adopt K-means to initialize the weights of clustering head.

The centers of K-means on the latent space are used for the weights of clustering head with a scaling fact. 1) We apply K-means on latent space of data \( \{ f(x) \} \) to get the centers \( \{ C_i | i = 1, 2, ..., N_c \} \), and \( C_i \) is a vector with the same dimension as the \( f(x) \), denoting this dimension as \( D \). 2) Initialize the weights of clustering head \( \phi \in \mathbb{R}^{N_c \times D} \) by \( \phi_i = \frac{C_i}{||C_i||\sqrt{D}}, i = 1, 2, ..., N_c \), where \( \phi_i \) is \( i-th \) row of \( \phi \).

B Case study on Clustering Results

The distributions and confusion matrices of the clustering results on CIFAR 10 with TSP-ViT1 on different setting are shown in Figure 7. The clustering result of TSP-ViT1 with source dataset ImageNet-1k performs better than that with source dataset ImageNet-1k, which is consistent to the representation performance of pretraining shown in Figure 4. The good performance of TSP-ViT1 pretrained by ImageNet-1k is due to that the large quantities of data empowers the clustering structure preservation on the ViT architectures. That is, in BaW strategy, large group of white sheet can lead to a superior separation between black sheep.

Figure 7: Distribution and confusion matrix of the CIFAR-10 data points after the clustering head of TSP-ViT1 with different source datasets.