Comparative study of deep learning methods for the automatic segmentation of lung, lesion and lesion type in CT scans of COVID-19 patients
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\section*{Abstract}

Recent research on COVID-19 suggests that CT imaging provides useful information to assess disease progression and assist diagnosis, in addition to help understanding the disease. There is an increasing number of studies that propose to use deep learning to provide fast and accurate quantification of COVID-19 using chest CT scans. The main tasks of interest are the automatic segmentation of lung and lung lesions in chest CT scans of confirmed or suspected COVID-19 patients. In this study, we compare twelve deep learning algorithms using a multi-center dataset, including both open-source and in-house developed algorithms. Results show that ensembling different methods can boost the overall test set performance for lung segmentation, binary lesion segmentation and multiclass lesion segmentation, resulting in mean Dice scores of 0.982, 0.724 and 0.469, respectively. The resulting binary lesions were segmented with a mean absolute volume error of 91.3 ml. In general, the task of distinguishing different lesion types was more difficult, with a mean absolute volume difference of 152 ml and mean Dice scores of 0.369 and 0.523 for consolidation and ground glass opacity, respectively. All methods perform binary lesion segmentation with an average volume error that is better than visual assessment by human raters, suggesting these methods are mature enough for a large-scale evaluation for use in clinical practice. Code for all the methods developed in this paper will be made publicly available.

\section*{List of abbreviations}

CT = computed tomography; COVID-19 = coronavirus disease 2019; RT-PCR = reverse-transcription polymerase chain reaction; GGO = ground glass opacity; CON = mix of consolidation and linear opacity; CPP = crazy paving pattern; COM = combined pattern (mix of GGO, CON and CPP); OAT = other abnormal tissue; SEN = sensitivity; DSC = Dice score coefficient; HD95 = Hausdorff distance at 95\% percentile; ASD = average surface difference; AVD = average volume difference; CNN = convolutional neural network; HU = Hounsfield units.

\textsuperscript{*}These authors contributed equally. Order was chosen randomly.

\section{Introduction}

Early-stage research studies on coronavirus disease 2019 (COVID-19) have consistently reported the presence of ground glass opacity, crazy paving pattern and consolidation in chest CT scans of COVID-19 patients \cite{Pan2020,Revel2020}. Despite not being specific to COVID-19, the presence, location and extent of those lesion types correlate with different stages of the disease and possibly outcome. The European Society of Radiology (ESR) and the European Society of Thoracic Imaging (ESTI) have reported that ground glass opacity with predominant peripheral, basal and subpleural location is associated with early stage of the disease, while crazy paving pattern is associated with a more advanced disease, and consolidation is as-
sociated with poorer prognosis in older patients (Revel et al., 2020; Salehi et al., 2020; Ye et al., 2020).

The role of chest CT for the diagnosis and management of COVID-19 patients is still controversial and debated (Wang et al., 2020). In a statement in March 2020, the British Society of Thoracic Imaging warned against the use of CT for COVID-19 as a stand-alone diagnostic tool, as CT performed in an early stage of the disease might present no abnormality (Li et al., 2020; Rodrigues et al., 2020).

In April 2020, an international panel of 15 radiologists and 10 pulmonologists from the Fleischner Society recommended to reserve the use of chest CT for COVID-19 based on symptoms (mild or severe), pre-test probability and resource constraints in the clinical environment (Rubin et al., 2020). Rubin et al. (2020) indicate the use of chest CT for confirmed COVID-19 patients with moderate-to-severe features or worsening respiratory status, for suspected COVID-19 patients with co-morbidities and risk factors for disease progression, and for patients with functional impairment after recovery from COVID-19. Chest CT findings and quantification are considered useful for the assessment of COVID-19 progression and for future long-term follow-up studies of survivors (Revel et al., 2020; Rubin et al., 2020; Simpson et al., 2020).

Regarding the diagnosis of COVID-19, reverse-transcription polymerase chain reaction (RT-PCR) remains the gold standard (Revel et al., 2020). However, the time required to obtain the results of RT-PCR tests may be problematic in a resources-constrained clinical environment in which rapid triage of patients is needed. In this situation, chest CT can be useful for diagnosis and rapid triage (Revel et al., 2020; Rubin et al., 2020).

Unfortunately, large-scale and accurate quantification of lung lesions that can be visible in the chest CT scans of COVID-19 patients is practically impossible to obtain manually. Indeed, it can take hours for experienced radiologists to accurately delineate the lesions in a single chest CT volume. As a result, the analysis of chest CT findings has been mainly limited so far to qualitative or semi-quantitative evaluation (Colombi et al., 2020; Li et al., 2020; Pan et al., 2020; Prokop et al., 2020). The development of automated methods for the segmentation of the lungs and lesions visible in CT of COVID-19 patients appears of great importance to unlock the full potential of CT in helping the management of COVID-19 patients and enable more clinical research.

1.1. Related work

The application of deep learning methods to chest CT scans in the context of COVID-19 is an emerging field of research that is evolving rapidly. Most previous research on machine learning-based methods exploiting CT scans of COVID-19 patients have focused on automated diagnosis, i.e., classifying a subject as COVID-19 or not COVID-19 (Shi et al., 2020; Dong et al., 2020). This is due to the difficulty to gather large datasets with manually segmented CT scans that are required for the application of deep learning methods for segmentation. Recently, a few works have directed attention towards using Convolutional Neural Networks (CNNs) for automated segmentation of lungs, lung lobes, and the segmentation of lung lesions that can be caused by COVID-19.

COVID-19 lungs and lung lobes segmentation. The first segmentation problem to which deep learning was applied using CT of COVID-19 patients was the automatic segmentation of lungs and lung lobes. This is an essential task, as it is required to localize the lesions and compute the infection ratio of the lungs and lung lobes.

Hofmanninger et al. (2020) proposed to train a 2D U-Net (Ronneberger et al., 2015) on a slice by slice basis for lung segmentation using a combination of several datasets covering various diseases. Despite not being designed for COVID-19 cases originally, they recently reported that their method can be applied on COVID-19 chest CT data in their git repository¹. However, they have not evaluated quantitatively the lung segmentations predicted by their method for COVID-19. Chaganti et al. (2020) proposed a two-step approach for the segmentation of lungs and lung lobes of COVID-19 chest CT scans. First, a deep reinforcement learning method (Ghesu et al., 2017) is used to detect the lung region. Second, a deep image-to-image network (Yang et al., 2017) segments lungs and lung lobes in the detected lung region. Xie et al. (2020) proposed a CNN for lung lobe segmentation in COVID-19 patients. They introduced a non-local neural network module in their CNN to capture structured relationships. The CNN was initially trained on a large dataset of non-COVID patients and subsequently tuned to COVID-19 pathology by using transfer learning.

Binary COVID-19 lesion segmentation. Binary COVID-19 lesion segmentation using CT consists in automatically predicting a mask for all the types of lesion indiscriminately. This allows to quantify the extent of lesion in general in the lung of a confirmed or suspected COVID-19 patient. Chaganti et al. (2020) proposed to automatically segment ground glass opacities and areas of consolidation together, using a DenseUNet (Ronneberger et al., 2015). Wu et al. (2020) proposed an encoder-decoder CNN architecture with an attentive feature fusion strategy and deep supervision. Chassagnon et al. (2020) proposed CovidEEnet: an ensemble of 2D and 3D CNNs based on AtlasNet (Vakalopoulou et al., 2018) for total lesion segmentation and achieved human-level segmentation performance in terms of Dice Score and Hausdorff distance. Combining the predicted total lesion segmentation with other clinical features, they achieved promising results in predicting short-term outcome for confirmed COVID-19 patients. However, methods for binary lesion segmentation cannot differentiate between different types of lesion. This is in contrast with the radiology literature that has reported that the type of lesion is related to the progression and the severity of COVID-19 (Revel et al., 2020).

¹https://github.com/JoHof/lungmask
Multiclass COVID-19 lesion segmentation. Methods for the automatic multiclass COVID-19 lesion segmentation in CT aims at predicting a mask for different types of lesion simultaneously. The methods differ in the set of lesion types that they can distinguish. At the time of writing, ground glass opacity, consolidation and crazy paving pattern appear as the clinically most important types of lesion to identify and quantify (Revel et al., 2020; Simpson et al., 2020). Fan et al. (2020) and Zhang et al. (2020) proposed two-step approaches for the segmentation of different lesion classes. A first CNN segments the total lesion in Fan et al. (2020), and the total lesion and healthy lung tissue in Zhang et al. (2020), while a second CNN exploits the predicted segmentation of the first network to segment ground glass opacity (GGO) and consolidation (CON) in Fan et al. (2020) and GGO, CON, pulmonary fibrosis, interstitial thickening, pleural effusion and healthy lung tissue in Zhang et al. (2020). However, in the work of Zhang et al. (2020) the segmentation task is just an intermediate step for predicting diagnosis, and they performed only limited quantitative segmentation evaluation.

1.2. Goal of this study and contributions

The scientific contributions in this work have evolved during the outbreak of COVID-19 in Europe. In order to support radiologists with quantitative information on lesion tissue inside the lungs, the authors started developing novel algorithms and comparing existing algorithms for lung segmentation, binary lesion segmentation and multiclass lesion segmentation, thereby working in parallel to allow a natural selection and development of algorithms for the three tasks. Currently, there is no quantitative comparison of the different deep learning methods that have been proposed for the three aforementioned segmentation tasks in chest CT scans of confirmed or suspected COVID-19 cases. In this study, we aim to compare twelve deep learning methods, both open-source and in-house developed methods, on those segmentation problems using a common multi-center dataset for evaluation. In particular, we pay special attention to multiclass lesion segmentation, which so far has received limited attention but has shown clinical potential to stage the progress of the disease (Revel et al., 2020).

2. Material

The icovid consortium collected non-contrast enhanced chest CT scans that were acquired for triage and staging of potential COVID-19 patients at different centers in Europe and Latin-America. The dataset includes both COVID-19 positive and COVID-19 negative patients, confirmed via RT-PCR testing, and patients with unknown status.

We randomly selected cases for the training and validation set from 7 centers and we used data from two other centers for the test set. Exclusion criteria are insufficient image quality and comorbidities that have a large impact on the image (in particular lung tumors and pneumothorax).

The dataset used for training and validation contains 74 subjects (33 female, 24 male and 17 unknown). Among them, 42 have a positive RT-PCR test, 24 have a negative PCR test and the remaining have an unknown status. The test set contains 7 subjects (5 female and 2 male) with suspected but unconfirmed COVID-19 status and is enlarged with 10 extra COVID-19 confirmed cases from a public dataset (Jun et al., 2020).

2.1. Annotation workflow

Based on the literature review, we decided to create ground truth segmentations for the lungs, lung lobes and following lesion types: ground glass opacity, consolidation, crazy paving pattern (CPP), linear opacity (LO), reverse halo sign (RHS), combined pattern (COM, used if distinguishing between the mentioned types is impossible), and other abnormal tissue (OAT). A consensus document was created with guidelines on how to delineate different lesions to ensure consistency and examples of the various labels were provided. Two different annotation workflows are used. The first is used for the training and validation set. The second workflow was established later in time and is used for the independent test set. Using for the test set a different annotation workflow and CT scans of different centers, minimises the bias towards methods trained on our own training/validation set.

2.1.1. Training and validation set

The MD.ai platform (MD.ai, Inc., US) is used to create manual segmentations for different lesion types on 2D slices of 3mm slice thickness and a varying in-plane resolution. Several radiologists were assigned different cases. Each case was thereafter carefully reviewed by a highly experienced radiologist (BI). In addition, for 51 of these cases lung segmentations were provided by an experienced researcher using 3D Slicer and starting from the manual lesion segmentations.

2.1.2. Test set

The Mimics software (Materialise, BE) is used to create semi-automatic 3D segmentations of lungs, lobes and lesion types on the original CT scans by experienced support engineers. The segmentations are reviewed by a highly experienced radiologist (either BI or AD) using the Mimics Webviewer. Based on the comments, corrections are performed by the support engineers and if needed another round of review and corrections is performed.

The ten cases of the online available dataset only contain ground truth segmentations for the lungs and the binary lesions. For our study, the lesions were assigned to the combined pattern class.

3. Benchmarking methodology

In this section, we describe the evaluation method used for each of the three tasks on the aggregated left-out sets (Section 2.1.1) and the independent test set (Section 2.1.2).

[https://zenodo.org/record/3757476#.Xtz1aC2B1QJ]
[https://matrix.md.ai]
For the development of in-house methods, all authors had access to the same data (Section 2) and they agreed on the same 5-fold split for cross-validation. Test set predictions for all three tasks were calculated by averaging the probabilistic predictions obtained by the five models trained during cross-validation.

3.1. Lung segmentation assessment

The manual lung masks are compared with their automated counterparts in terms of Dice score (DSC), Hausdorff distance at percentile 95% (HD95), average surface distance (ASD) and absolute volume difference (AVD). The first three metrics are often used in segmentation challenges (Menze et al., 2014, Winzeck et al., 2018) and the AVD is of specific clinical interest, since guidelines are typically based on the lesion volumes (Colombi et al., 2020, Li et al., 2020).

The segmentation of the lung tissue at the border of the lungs in regions containing consolidation is challenging and ambiguous due to their location and their intensity that is similar to the one of the surrounding extra-pulmonary tissues. To evaluate the ability of deep learning methods for lung segmentation to tackle this problem, we compared their sensitivity (SEN\text{class}), i.e. the percentage of lesion in the manual lung segmentation that is correctly covered by the predicted lung segmentation for all the lesion classes defined in Section 3.3.

3.2. Binary lesion segmentation assessment

The manual segmentations contain both pneumonia-specific and general lesion patterns. Therefore, the task of binary lesion segmentation was defined as to automate the segmentation of all abnormalities inside the lungs (BIN), i.e. the union of all lesion types as defined in Section 2. Similarly to the lung segmentation task, we compare the manual binary lesion masks to their automated counterparts by calculating the DSC, HD95, ASD and AVD. The DSC for cases for which there is no binary lesion present in the manual delineation is not included in the comparison. Furthermore, when there is no manual or automated binary lesion segmentation present, we respectively fill the entire manual or predicted image volume for calculating the HD95 and ASD measures.

3.3. Multiclass lesion segmentation assessment

Due to the variety of lesion types that have been observed in the lungs of COVID-19 patients (Revel et al., 2020), several definitions of the multiclass lesion segmentation problem are possible. Ground glass opacity, consolidation and crazy paving pattern appear as the most important tissue types for the management of COVID-19 patients (Simpson et al., 2020). As a result, linear opacity has been grouped with consolidation to form the CON class, and reversed halo sign, which is a specific combination of ground glass opacity and consolidation (Chiarenza et al., 2019), has been grouped with the combined tissue to form the COM class. In addition, both linear opacities and reversed halo signs were rare in our dataset, making the evaluation of their segmentation impossible.

We can summarize how the different lesion types were grouped and abbreviated in the following diagram:

\[
\begin{array}{cccc}
\text{BIN} & \text{CON} & \text{COM} \\
\text{consolidation} + \text{linear opacity} + \text{CPP} + \text{GGO} + \text{combined tissue} & \text{reversed halo sign} & \text{other abnormal tissue}
\end{array}
\]

When a specific lesion type is not present in the manual delineation for a given case, the DSC for this case and this lesion type is not included in the comparison. When there is no delineation present for a certain lesion type, either for the manual or the automatic segmentation, we fill the entire image volume for calculating the HD95 and ASD measures for that specific lesion type. Furthermore, all algorithms are trained to differentiate between the different lesion types present in the COM class. As a result, the COM class is not included in the comparison.

3.4. Statistical testing methodology

Final comparisons for superiority were done in a pairwise setting between methods and tests for statistical significance were performed using non-parametric bootstrapping, putting only minimal assumptions on the distribution of the test statistic. A difference was considered significant if \( p < 0.05 \).

This approach has been used in many other biomedical benchmarks, including in BRATS (Menze et al., 2014) and ISLES challenges (Winzeck et al., 2018). The implementation details can be found in (Bakas et al., 2018), with the ranks substituted for metric scores.

4. Automated segmentation methods

In this section, we describe the deep learning methods for segmentation that are compared in this study.

Table 1 gives an overview of all benchmarked methods and the tasks they solve, i.e. lung segmentation, binary lesion segmentation, multiclass lesion segmentation or a combination of these tasks.

4.1. JoHof: Lung segmentation for severe pathologies (Hofmanninger et al., 2020)

Hofmanninger et al. (2020) claim that data diversity, i.e. covering multiple diseases in the training dataset, has more impact than the choice of the CNN architecture on lung segmentation performance. As a result, they used a large training dataset of 231 CTs coming from three different public datasets and their own clinical data that covers a large range of diseases and includes cases with severe pathologies. The CNN architecture was the 2D U-Net architecture as originally proposed by Ronneberger et al. (2015). We used the pre-trained model (R231) made publicly available by the authors out of the box for evaluation.

\( \text{https://github.com/JoHof/lungmask} \)
Table 1. Summary of the benchmarked methods and the segmentation tasks they solve.

| Method         | Lung segmentation | Binary lesion segmentation | Multiclass lesion segmentation |
|----------------|-------------------|-----------------------------|-------------------------------|
| JoHof (Hofmanninger et al., 2020) | ✓                 |                             |                               |
| DMLu            | ✓                 |                             |                               |
| DMLo            | ✓                 |                             |                               |
| CTA (Chen et al., 2020)           | ✓                 | ✓                           |                               |
| CovidENet (Chassagnon et al., 2020) | ✓         |                             |                               |
| 2DS             | ✓                 |                             |                               |
| InfNet (Fan et al., 2020)          | ✓                 | ✓                           |                               |
| DMmc            | ✓                 |                             |                               |
| 2DRnx           | ✓                 |                             |                               |
| WASS            | ✓                 | ✓                           |                               |
| UNWM            | ✓                 | ✓                           | ✓                             |
| MAJ             | ✓                 | ✓                           | ✓                             |

4.2. DMLu: 3D Lung segmentation using DeepMedic

A 3D neural network based on DeepMedic architecture (Kamnitsas et al. [2017b]) is re-implemented from scratch to perform automatic lung segmentations for COVID-19 suspected patients.

Data preprocessing. The chest CTs were resampled with an integer factor and linear interpolation to be as close as possible to 3 mm slice thickness but with varying in-plane resolution. The Hounsfield Units (HU) intensities were clipped with -1100 HU and 100 HU before rescaling to [0, 1].

Neural network architecture. The DeepMedic architecture, first published by [Kamnitsas et al. 2017b] is used and consists of four parallel pathways, which operate on different resolutions: (1, 1, 1), (3, 3, 1), (5, 5, 3) and (9, 9, 3). Each pathway contains ten convolutional (CONV) layers: five with kernel size (3, 3, 1) and five with kernel size (3, 3, 3). This principle allows the network to process fine details while taking a broader context into account with the last layer processing almost the whole region of interest, i.e. the lung region, and therefore preserving spatial context. Each convolutional layer is followed by batch normalization (BN) [Ioffe and Szegedy, 2015] and ReLU as non-linear activation function. The four pathways are subsequently concatenated followed by a common pathway of two extra CONV-BN-ReLU layers, one layer with kernel sizes (3, 3, 3) and one layer with kernel size (1 × 1 × 1). The final prediction layer consists of a 1 × 1 × 1 convolution followed by a sigmoid activation function.

Training. The network is trained using a patch-based approach in which segments of (43, 43, 13) voxels are predicted simultaneously. Data augmentation is performed by adding Gaussian noise and performing random affine transformations on the chest CT images and corresponding ground truth. The 3D neural network is trained using the Adam optimizer (Kingma and Ba [2014]) and a batch-size of 8. The objective function to train the network is the binary cross-entropy. A learning rate schedule is used to automatically reduce the learning rate by monitoring the validation loss during training. Early stopping is subsequently used to stop training and avoid overfitting.

Postprocessing. Connected component analysis is used as a final post processing step to keep the two largest components, i.e. the two lungs. The final outputs of the network were upsampled using the inverse pooling scheme for the out of plane direction using nearest neighbour interpolation.

4.3. DMLo: Lobe segmentation using DeepMedic ensemble

An ensemble of three 3D CNNs, all trained from scratch, is used to perform lung lobe segmentation for COVID-19 suspected patients.

Data. Since no ground truth lung lobe segmentation was available for the training set specified in Section 2, the training set was ignored and an alternative training set was created using the publicly available LUNA16 dataset (Setio et al., 2017) and the recent lung lobe segmentation algorithm of Xie et al. (2020). 40 subjects for which a ground truth lung lobe segmentation is available (Tang et al., 2019) were randomly selected from the LUNA16 dataset. The online lobe segmentation tool of Xie et al. (2020) was additionally used to augment the dataset with scans of COVID-19 patients. A total of 40 scans, collected by the icovid consortium but not in the training or test set, with variable level of pathology from two centers was processed and the results were visually checked to not contain large, clear errors. 27 scans for which the lobe segmentation was considered visually acceptable were included as a semi ground truth for training. No manual correction was performed.

Data preprocessing. The chest CTs were resampled into three different resolutions: 1 × 1 × 3 mm³, 1 × 3 × 1 mm³, and 3 × 1 × 1 mm³, maintaining high resolution in two dimensions and subsampling to a lower resolution in the third dimension. The resampled CTs are each used in a different CNN. This way, the details of the fissures are maintained in...
two out of three volumes for all dimensions. The HU intensities were clipped between $-1250$ HU and $250$ HU before rescaling to $[-1, 1]$.

**Neural network architecture.** Each CNN has a 3D DeepMedic architecture (Kamnitsas et al. [2017b]), identical to DMLu (Section 4.2) with two minor changes: (1) the final prediction layer has changed to a $1 	imes 1 	imes 1 	imes 6$ convolutional layer followed by a softmax activation function, predicting five lobes and background. (2) The resolutions of the four DeepMedic pathways as well as the convolutional kernel sizes are adapted according to the input resolution, i.e. the dimension with lowest resolution ($3 \text{ mm}$) has the properties of the third dimension in DMLu.

**Training.** The networks are trained using a patch-based approach in which segments of $(43, 43, 13), (43, 13, 43)$ or $(13, 43, 43)$ voxels are predicted simultaneously. We use a class-weighted sampling approach in which the center voxels of the training patches are equally sampled from each class. Data augmentation is performed by addition of Gaussian noise and by applying random affine transformations. The CNNs are trained for 400 epochs using the Adam optimizer (Kingma and Ba [2014]) with a learning rate of 0.001 and a batch size of 8, minimizing the sum of the categorical cross-entropy loss on the lobe segmentation and the binary cross-entropy of the total lungs.

**Postprocessing.** The predicted probability maps are resampled to the original resolution and the predictions of the three CNNs are subsequently averaged. Each voxel is assigned to the class with maximal probability.

4.4. CTA: CT Angel software for lung segmentation and binary lesion segmentation (Chen et al. [2020])

The CT Angel method by Chen et al. [2020] was one of the earlier methods for detecting viral pneumonia, driven specifically by the importance of CT in the diagnosis of COVID-19. The training set consisted of axial slices from 106 patients, selected and annotated by three expert radiologists in consensus. At the core, the models share the U-Net++ architecture (Zhou et al. [2018]), which was trained for 2D lung segmentation and binary lesion segmentation. Their code is open source and includes pre-trained models for lung segmentation and binary lesion segmentation available.

Using their preprocessing, we used this system out of the box for generating predictions.

4.5. CovidENet: AtlasNet ensembling for binary lesion segmentation (Chassagnon et al. [2020])

CovidENet is an ensemble of 2D and 3D CNNs based on the AtlasNet framework (Vakalopoulou et al. [2018]). AtlasNet combines CNN ensembling and spatial normalization by registration to a template. Each CNN is associated with a template CT scan, such that all CT scans are registered to this template before being given as input to the network. In addition, different networks use different CT scan templates and different 2D and 3D CNN architectures were used.

The authors of the CovidENet (Chassagnon et al. [2020]) kindly accepted to run and share with us the segmentation predictions for our CT scans using the model that they trained on their data.

4.6. 2DS: 2D U-Net for binary lesion segmentation

A 2D U-Net is trained from scratch on patches extracted from the axial plane to perform binary lesion segmentation.

**Data.** Besides the data described in Section 2.1.1 additional CT scans, taken from the publicly available MosMedData (Morozov et al. [2020]) set, were included for training. This dataset contains 1110 anonymised CT scans, both with and without COVID-19 related findings. It includes 50 CTs that are completed with the ground truth lesion segmentations, mainly indicating ground glass opacities and consolidations. These are used to supplement the training data for this method. As we are working with 2D patches extracted from the axial plane, the spacing of 8 mm in the z-direction does not pose a problem here.

**Data preprocessing.** The chest CTs were resampled to $1 \times 1 \times 3 \text{ mm}^3$ and the HU intensities were clipped between $1000$ HU and $400$ HU before rescaling the intensities to $[-1, 1]$. The segmentation output was upsampled using nearest neighbour interpolation. The CT images were masked using the automated lung segmentation model DMLu, described in Section 4.2. Patches of $(128, 128)$ were extracted from this masked CT within the bounding box around the lungs.

**Neural network architecture.** We used a 2D U-Net (Ronneberger et al. [2015]) with 5 levels and 16 features after the first convolution layer. Each convolutional block consisted of 2 convolutions followed by a ReLU activation. During training, a 5% dropout was implemented after each maxpooling to improve generalisability of the model. The upsampling in the expansion path was performed through transposed convolutions. This architecture has a total of 2.2 M parameters.

**Training.** We used a patch based training strategy by sampling patches of $(128, 128)$ from the bounding box around the lungs. This corresponds to approximately 16 patches per axial slice. Only patches comprising a lesion were used for training as the number of negative voxels in these patches was sufficient to represent this class. We trained with a batch size of 32, the Adam optimizer (Kingma and Ba [2014]) and a dice loss function. During training, the learning rate was reduced by a factor of 10 with a patience of 3 and a minimum value of $10^{-5}$. Early stopping was implemented with a patience of 10 and a maximum number of epochs of 500 to reduce the chance of overfitting.
4.7. DMmc: 3D multiclass lesion segmentation using DeepMedic

The DeepMedic network for lung segmentation in Section 4.2 is slightly adapted to perform multiclass lesion segmentation on chest CT images and assuming already available binary lesion segmentations. The output of the network is then multiplied with this binary lesion mask both at training and inference time, effectively making this a two-step approach. For the first step, the result of majority voting for binary lesion segmentation in Section 4.12 is used.

Data preprocessing. Data is preprocessed in the same way as for DMLu (Section 4.2).

Neural network architecture. The network architecture is identical to the DMLu model except for the output layer. The output layer is a softmax layer with three output nodes for each of the classes: CON, CPP and GGO.

Training. The network is trained using a patch-based approach in which segments of (43, 43, 13) voxels are predicted simultaneously. Data augmentation is performed by adding Gaussian noise and performing random affine transformations on the chest CT images and corresponding ground truth. The 3D neural network is trained using the Adam optimizer (Kingma and Ba, 2014) and a batch-size of 8. The objective function used is the weighted categorical cross-entropy, for which the weights are defined depending on the volumes of each lesion present in the training set. The gradients for pixels not belonging to GGO, CPP or CON are masked to 0. A learning rate schedule is used to automatically reduce the learning rate by monitoring the validation loss during training. Early stopping is subsequently used to stop training and avoid overfitting on the validation set.

4.8. 2DRnx: 2D lesion classification using U-Net

A 2D U-Net is applied for multiclass segmentation of the lesion types on each axial slice separately. The output of the network is then multiplied with a binary lesion mask both at training and inference time, effectively making this a two-step approach. For the first step, the result of majority voting for binary lesion segmentation described in Section 4.12 is used.

Data preprocessing. The chest CTs were resampled axially using an average pooling scheme to be as close as possible to 3 mm³ voxel size. The HU intensities were clipped between -1300 HU and -100 HU before rescaling to [0, 1]. The outputs of the network were upsampled axially using the inverse pooling scheme, but using nearest interpolation instead and padding with zeros at the bottom.

Neural network architecture. We use a 2D U-Net (Ronneberger et al., 2015) with 4 levels, 16 features after the first convolution layer, ReLU activations, batch normalization, max pooling, linear upsampling and dropout at the deepest level. The input size is (512, 512, 1) which corresponds to the full resolution, grayscale image and same padding is used for all convolutional layers. The output layer is a softmax layer with three output nodes for each of the classes: CON, CPP and GGO.

Training. The network is trained with full images in a batch size of 32. Data augmentation consists of rotation, shift, shear, zoom and horizontal flipping. The network is trained with the Ranger optimizer, a synergistic optimizer combining Rectified Adam (Liu et al., 2020) and LookAhead (Zhang et al., 2019). The objective function that is optimized is the mean soft-dice loss where the gradients for non-lesion pixels and COM are masked to 0. A fixed learning rate of $10^{-4}$ is used for 200 epochs.

4.9. Inf-Net: binary and multiclass lesion segmentation for COVID-19 (Fan et al., 2020)

Fan et al. (2020) uses a two-step approach for multiclass COVID-19 lesion segmentation: a first CNN performs binary lesion segmentation and a second CNN uses this result for classifying lesion voxels into GGO or CON. A 2D CNN encoder-decoder architecture using reverse attention modules is used for the first step that aims at binary lesion segmentation. The second step consists of an ensemble of two CNNs, a U-Net (Ronneberger et al., 2015) and a FCN8s (Long et al., 2015), that take the CT and the binary segmentation predicted in the first step as input. They trained their CNNs on 100 manually segmented CT slices from 19 patients and 1600 unlabeled CT slices using a semi-supervised learning method to exploit unlabeled data.

We used the pre-trained model made publicly available by the authors for evaluation. We converted the CT volumes of our dataset to 2D slices using a lung window of [-1250, 250] HU. All slices of one volume were cropped using the largest lung bounding box of that volume. Additionally, we masked the predictions with the lung masks of UNWM (Section 4.11). Since InfNet does not separately predict CPP, which is a special type of GGO (Rossi et al., 2003), we evaluated the InfNet GGO class as being a combination of GGO and CPP.

4.10. WASS: multiclass lesion segmentation using the Generalized Wasserstein Dice loss and Distributionally Robust Optimization

This method is part of the method developed for this study and trained using the training dataset described in Section 2.1.1. It is designed to address jointly the multiclass lesion segmentation problem and the lung segmentation problems. The main difference with respect to the other methods is the use of the Generalized Wasserstein Dice loss (Fidon et al., 2017).

Data preprocessing. The chest CT were resampled to 1 × 1 × 3 mm³ and the HU intensities were clipped between -1000 HU and 1000 HU before rescaling the intensities to [-1, 1]. In addition, lungs masks were used to crop the CT around the lungs with a margin of 5 voxels. The lung masks

https://github.com/DengPingFan/Inf-Net
used were obtained using the automatic lung segmentation method DMLu. After cropping around the lungs, we split the lungs into right and left parts with respect to the center and with an overlap of 5 mm along the right-left axis.

**Neural network architecture.** We used a 3D U-Net (Çiçek et al., 2016) with 4 levels, 32 features after the first convolution layer, leaky ReLU, instance normalization (Ulyanov et al., 2016), max pooling, and linear up-sampling. To take into account the lower resolution along the z-axis, we used 3×3×1 convolution in the first and last blocks and only the x-axis and y-axis were downsampled in the the first level. This architecture has a total of 13.3 M parameters. A patch-based approach with a patch size of (144, 208, 80) was used.

**Training.** The anisotropic 3D U-Net was trained to segment: GGO, CON, CPP, and an additional healthy lung class that contains all voxels in the lung mask that are not labelled as any lesion or abnormal tissue type. To tackle the presence of super-class in the manual ground truth, we used the Generalized Wasserstein Dice Loss (Fidon et al., 2017) which is a loss function that is able to exploit classes with a hierarchical structure. As a result, the network will be penalized if it labels a combined pattern voxel as either healthy lung or background, but not if it labels it as GGO, CON or CPP. We refer the reader to the appendix for more details about the hyperparameters used for the Generalized Wasserstein Dice loss.

To deal with the high variability of pathologies, we used the hardness weighted sampling described in (Fidon et al., 2020) for training deep neural networks with distributionally robust optimization.

We used gradient checkpointing (Chen et al., 2016) during training to reduce the memory consumption of the 3D U-Net, allowing for a batch size equal to 3. We used right-left flipping for data augmentation. The 3D U-Net was trained for 400 epochs using the Adam optimizer (Kingma and Ba, 2014) with default parameters, and a fixed learning rate of 0.0003. For the segmentation results reported on the 5-fold cross-validation we used the model corresponding to the last epoch, while for the evaluation on the test set we used early-stopping on the validation fold and the ensemble of five models trained on the different training folds.

4.11. UNWM: a U-Net with Waterfall Masking for lung, binary lesion and multiclass lesion segmentation

The idea of the UNWWM method is to learn to segment all lung and lesion tissue, and detect CON, CPP and GGO lesion types. Waterfall masking, as described below, is applied to the network outputs to take into account inter-class relationships to provide consistency and favor semantically meaningful predictions, and to let each output focus on a learned subset of voxels during training.

**Data preprocessing.** The chest CTs were resampled axially using an average pooling scheme to be as close as possible to 3 mm³ voxel size. The HU intensities were clipped between −1100 HU and 100 HU before rescaling to [-1, 1]. The outputs of the network were upsampled axially using the inverse pooling scheme, but using nearest interpolation instead and padding with zeros at the bottom.

**Neural network architecture.** The first part of the network uses a 3D version of U-Net (Ronneberger et al., 2015) with the following modifications: the first convolution had eight kernels, every second convolution in the left arm had twice the number of kernels of the first convolution, linear upsampling, batch normalization (Ioffe and Szegedy, 2015) and leaky ReLU activations (Maas et al., 2013). To take into account the lower resolution, we used 3×3×1 instead of 3×3×3 convolutions in every first and second convolution in the left and right arm, respectively. As the unique characteristic of the UNWM method and following the U-Net structure, the second part of the network has six parallel pathways, each having one 1×1×1 convolution with 16 kernels followed by a final sigmoid layer, and with the number of kernels defined by the task. The first two pathways are devoted to lung segmentation. The second two pathways are devoted to binary lesion segmentation and are masked with the corresponding pathways from the lung segmentation. The third two pathways are devoted to multiclass lesion segmentation (CON, CPP and GGO) and are masked with the corresponding pathways from the binary lesion segmentation. This masking scheme is what we call: waterfall masking. Due to the sigmoid activation, this network is flexible enough to allow multiple lesion types to co-exist and potentially group them into the COM tissue class at test time. This architecture has a total of 4.7 M parameters. The output patch size was 84×84×34, which allows to fit approximately three patches at inference in a GPU with 10 GB of memory.

**Training.** We used a patch based training strategy by sampling 36 patches from inside the manual lung mask every epoch to optimize the randomly initialized weights. We added some Gaussian noise, small translations and in-plane rotations, and right-left flipping for data augmentation. For each task we have one pathway optimizing the cross-entropy objective and one pathway optimizing the soft Dice objective, each shown to have its own advantages (Bertels et al., 2019a,b). For computing the multiclass losses, only voxels manually labeled as CON, CPP or GGO were taken into account. We train for 1200 epochs, used a batch size of three and the Adam optimizer (Kingma and Ba, 2014) with default parameters at an initial learning rate of 10⁻³. After 800 and 1000 epochs we reduced the learning rate by a factor of 10. At test time, for now only the soft Dice optimized prediction maps were used, notwithstanding more exotic combinations were possible.

4.12. MAJ: Majority voting

In this paragraph, we present the ensembling method that was used. The maximum-a-posteriori segmentation of the ensembling model is computed directly by applying a majority voting to every voxel of the segmentations predicted by the individual models after argmax. In case different classes obtained the same score after majority voting, the class predicted by the ensemble is chosen randomly among them.
This majority voting ensembling strategy is applied to all three tasks: lung segmentation, lesion segmentation and multiclass lesion segmentation. All the methods described were included in the majority voting.

5. Results

We evaluate the performance of all methods for each of the icovid benchmark tasks on two different datasets: the 5-fold cross-validation set and an additional independent test set. This section is therefore divided in six parts, one for each of the icovid benchmark tasks (i.e. lung segmentation, binary lesion segmentation and multiclass lesion segmentation) both for the validation set and test set. For each task, the mean DSC, HD95, ASD and A VD are reported in a table. The highest scoring method for each metric is highlighted in bold and a significantly superior performance compared to all other methods is followed by an asterisk. For more details on the icovid benchmark setup, metrics and statistical testing, we refer the reader to Section 3.

These tables are complemented by a series of boxplots in the appendix to provide more information about the distribution of the data and to allow an easier visual comparison between the methods’ performances. For each of the benchmark tasks, we also provide example predictions from all the methods for a qualitative appreciation in Figures 1, 2, and 3. These figures show for each task a good, a median and a bad prediction. These CT scans are selected with respectively the third quartile, median and first quartile value of the A VD prediction. These CT scans are selected with respectively the third quartile, median and first quartile value of the A VD of the predictions by the majority voting method. The slice shown is that with the third quartile, median and first quartile DSC across slices (with foreground) in the chosen CT scan.

5.1. Lung segmentation - cross-validation

Table 2 gives the performance metrics for all lung segmentation methods: DMLo, JoHof, UNWM, DMLu, CTA, WASS and MAJ. No individual method outperforms the others on all metrics, but majority voting does outperform all individual methods with the highest value for all metrics and significantly higher DSC, HD95 and ASD.

Table 2. Mean of metrics for lung segmentation task for cross-validation set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | DMLo | UNWM | CTA | MAJ |
|--------|------|------|-----|-----|
| DSC    | 0.976| 0.984| 0.974| 0.977| 0.979| 0.987* |
| HD95   | 1.98 | 1.39*| 5.76 | 2.05 | 168  | 1.93  | 1.71  |
| ASD    | 0.643| 0.395| 0.629| 0.684| 83.5 | 0.574 | 0.403 |
| AVD    | 97.0 | 37.8 | 150  | 164  | 95.5 | 94.2  | 30.3  |
| SEN^CON| 0.921| 0.938| 0.947| 0.904| 0.896| 0.931| 0.939 |
| SEN^CPP| -    | -    | -    | -    | -    | -    | -    |
| SEN^GGO| 0.988| 0.999| 0.990| 0.988| 0.987| 0.989| 0.998 |

An additional experiment is performed in order to show to what extent the lung mask covers the different types of lesions. The sensitivity for a lesion type quantifies the percentage of lesion in the ground truth that is actually covered by the lung segmentation. The sensitivity of the different methods for CON, CPP and GGO is reported in Table 3 and accompanying boxplots can be found in appendix.

For all methods, the sensitivity for CON is clearly lower compared to their sensitivities for CPP and GGO. WASS, which has the highest sensitivity for CON, uses a hardness weighted sampling strategy which effectively enforces the difficult consolidated lungs to be sampled more often.

5.2. Lung segmentation - test set

Table 3 gives the performance metrics for the independent test set for all lung segmentation methods: DMLo, JoHof, UNWM, DMLu, CTA, WASS and MAJ. The ensembling method performs best for DSC and AVD, and is significantly better for DSC. JoHof performs best for HD95 and ASD, and is significantly better for HD95. UNWM and JoHof have the highest sensitivities for CON and GGO, respectively. Sensitivity for CPP is not applicable since there are no CPP lesions in the testset. Figure 4 shows representative predictions for the considered methods.

Table 3. Mean of metrics for lung segmentation task for the test set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods. Sensitivity for CPP is not applicable.

| method | DMLo | UNWM | CTA | MAJ |
|--------|------|------|-----|-----|
| DSC    | 0.976| 0.984| 0.974| 0.977| 0.979| 0.987* |
| HD95   | 1.98 | 1.39*| 5.76 | 2.05 | 168  | 1.93  | 1.71  |
| ASD    | 0.643| 0.395| 0.629| 0.684| 83.5 | 0.574 | 0.403 |
| AVD    | 97.0 | 37.8 | 150  | 164  | 95.5 | 94.2  | 30.3  |
| SEN^CON| 0.921| 0.938| 0.947| 0.904| 0.896| 0.931| 0.939 |
| SEN^CPP| -    | -    | -    | -    | -    | -    | -    |
| SEN^GGO| 0.988| 0.999| 0.990| 0.988| 0.987| 0.989| 0.998 |

5.3. Lesion segmentation - cross-validation

Table 4 gives the performance metrics for lesion segmentation tasks, the best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

Table 4. Mean of metrics for lesion segmentation task for cross-validation set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods.

| method | DMLo | JoHof | DMLu | WASS |
|--------|------|-------|------|------|
| DSC    | 0.976| 0.984| 0.974| 0.977| 0.979| 0.987* |
| HD95   | 1.98 | 1.39*| 5.76 | 2.05 | 168  | 1.93  | 1.71  |
| ASD    | 0.643| 0.395| 0.629| 0.684| 83.5 | 0.574 | 0.403 |
| AVD    | 97.0 | 37.8 | 150  | 164  | 95.5 | 94.2  | 30.3  |
| SEN^CON| 0.921| 0.938| 0.947| 0.904| 0.896| 0.931| 0.939 |
| SEN^CPP| -    | -    | -    | -    | -    | -    | -    |
| SEN^GGO| 0.988| 0.999| 0.990| 0.988| 0.987| 0.989| 0.998 |

5.4. Lesion segmentation - test set

Table 5 gives the performance metrics for lesion segmentation methods: WASS, 2DS, UNWM, CTA, CENet, InfNt and MAJ. No individual method outperforms the others on all metrics, but majority voting does have a significantly higher DSC than all other methods and the highest score for HD95. CENet and InfNt have the best score for ASD and AVD respectively. The reader is referred to the appendix for the boxplots visualising the data distributions of the metrics over the cases.

Table 5. Mean of metrics for lesion segmentation task for the test set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods.

| method | DMLo | JoHof | DMLu | WASS |
|--------|------|-------|------|------|
| DSC    | 0.976| 0.984| 0.974| 0.977| 0.979| 0.987* |
| HD95   | 1.98 | 1.39*| 5.76 | 2.05 | 168  | 1.93  | 1.71  |
| ASD    | 0.643| 0.395| 0.629| 0.684| 83.5 | 0.574 | 0.403 |
| AVD    | 97.0 | 37.8 | 150  | 164  | 95.5 | 94.2  | 30.3  |
| SEN^CON| 0.921| 0.938| 0.947| 0.904| 0.896| 0.931| 0.939 |
| SEN^CPP| -    | -    | -    | -    | -    | -    | -    |
| SEN^GGO| 0.988| 0.999| 0.990| 0.988| 0.987| 0.989| 0.998 |

Table 6 gives the performance metrics for lesion segmentation methods: WASS, 2DS, UNWM, CTA, CENet, InfNt and MAJ. No individual method outperforms the others on all metrics, but majority voting does have a significantly higher DSC than all other methods and the highest score for HD95. CENet and InfNt have the best score for ASD and AVD respectively. The reader is referred to the appendix for the boxplots visualising the data distributions of the metrics over the cases.
Fig. 1. A qualitative evaluation of the resulting predictions for lung segmentation on the test set from each method (columns, from left to right: original CT, and predictions from DMLo, JoHof, UNWM, DMLu, CTA, WASS and MAJ). The predicted delineations are obtained after thresholding at 0.5 and each image is overlayed with the manual ground truth in red. The three rows are slices from different CT scans for which the AVD is respectively the median, first and third quartile value.

Table 4. Mean of metrics for lesion segmentation task for validation set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | WASS | UNWM | CENet | InfNt | MAJ |
|--------|------|------|-------|-------|-----|
| metric | DSC  | HD95 | ASD   | AVD   |     |
|        | 0.536| 48.0 | 5.62  | 129   |     |
|        | 0.497| 67.3 | 3.74  | 141   |     |
|        | 0.520| 46.7 | 5.56  | 157   |     |
|        | 0.467| 93.9 | 7.00  | 138   |     |
|        | 0.481| 56.0 | 3.54  | 249   |     |
|        | 0.497| 54.5 | 4.50  | 112   |     |
|        | 0.554| 42.6 | 4.71  | 126   |     |

5.4. Lesion segmentation - test set

Table 5 gives the performance metrics for the independent test set for all lesion segmentation methods: WASS, 2DS, UNWM, CTA, CENet, InfNt and MAJ. No individual method outperforms the others on all metrics. Fig. 2 shows representative predictions for the considered methods. We observe that lesions often have very irregular shapes and diffuse boundaries, which partly causes the much higher HD95 and ASD values compared to the lung segmentation. Another factor that causes these metrics to be much higher for this task is that not every image contains lesions and so the distance to the edges of the CT scan is calculated even for very small predicted segmentation masks.

Table 5. Mean of metrics for lesion segmentation task for test set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods.

| method | WASS | UNWM | CENet | InfNt | MAJ |
|--------|------|------|-------|-------|-----|
| metric | DSC  | HD95 | ASD   | AVD   |     |
|        | 0.663| 77.6 | 25.3  | 176   |     |
|        | 0.639| 100  | 46.4  | 132   |     |
|        | 0.649| 102  | 46.4  | 94.2  |     |
|        | 0.653| 122  | 26.3  | 199   |     |
|        | 0.646| 99.9 | 28.1  | 120   |     |
|        | 0.625| 99.2 | 28.3  | 105   |     |
|        | 0.724| 83.6 | 37.0  | 91.3  |     |

5.5. Multiclass lesion segmentation - cross-validation

Table 6 gives the performance metrics for the five tested methods on multiclass lesion segmentation and the majority voting. No results for InfNt are shown for the classes CPP, GGO and MEAN since this method is not capable of predicting these. No individual method outperforms the others on all metrics, though majority voting achieves the highest DSC for CPP, GGO (significantly better), mean (significantly better) and GGO + CPP. For the other metrics, it depends on the lesion type which model performs best. The data distributions of the metrics over the cases is shown in the boxplots in appendix. Fig. 3 shows representative results for the considered methods.
Table 6. Mean of metrics for multiclass lesion segmentation task for validation set. The best value for each metric is highlighted in bold and indicated with an * if significantly superior than all the other methods. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| class | method | WASS | DMmc | InfNt# |
|-------|--------|------|------|--------|
| CON   | DSC    | 0.277| 0.215| 0.228 |
|       | HD95   | 102  | 0.248| 0.259 |
|       | ASD    | 26.5 | 0.305| 0.291 |
|       | AVD    | 51.5 | 0.200| 50.2  |
| CPP   | DSC    | 0.270| 0.281| 0.236 |
|       | HD95   | 179  | 0.163| 180   |
|       | ASD    | 104  | 0.810| 97.1  |
|       | AVD    | 68.0 | 0.320| 91.3  |
| GGO   | DSC    | 0.298| 0.306| 0.282 |
|       | HD95   | 86.5 | 0.906| 83.6  |
|       | ASD    | 23.6 | 0.278| 27.8  |
|       | AVD    | 92.4 | 0.288| 130   |
| MEAN  | DSC    | 0.294| 0.275| 0.274 |
|       | HD95   | 122  | 0.121| 121   |
|       | ASD    | 51.4 | 0.470| 51.3  |
|       | AVD    | 70.5 | 0.269| 95.6  |

5.6. Multiclass lesion segmentation - test set

Table 7 gives the performance metrics for the independent test set for all multiclass lesion segmentation methods: WASS, UNWM, DMmc, 2DRnx, InfNt and MAJ. No individual method outperforms the others on all metrics and majority voting only obtains the highest DSC for segmenting GGO and for the MEAN of all classes.

| class | method | WASS | DMmc | InfNt# |
|-------|--------|------|------|--------|
| CON   | DSC    | 0.162| 0.368| 0.420 |
|       | HD95   | 231  | 267  | 190   |
|       | ASD    | 158  | 188  | 133   |
|       | AVD    | 9.79 | 93.4 | 4.87  |
| CPP   | DSC    | 125  | 239  | 243   |
|       | HD95   | 133  | 118  | 120   |
|       | ASD    | 93.3 | 168  | 177   |
|       | AVD    | 176  | 451  | 212   |
| GGO   | DSC    | 0.330| 0.514| 0.504 |
|       | HD95   | 133  | 118  | 120   |
|       | ASD    | 58.6 | 69.1 | 58.5  |
|       | AVD    | 528  | 122  | 334   |
| MEAN  | DSC    | 0.253| 0.465| 0.460 |
|       | HD95   | 163  | 208  | 184   |
|       | ASD    | 103  | 142  | 123   |
|       | AVD    | 238  | 222  | 93.6  |
| GGO   | DSC    | 0.440| 0.517| 0.461 |
|       | HD95   | 132  | 118  | 119   |
| CPP   | DSC    | 57.9 | 69.0 | 58.2  |
|       | AVD    | 352  | 121  | 202   |

6. Discussion

The deep learning methods compared in this study depend on many hyperparameters. These include the choice of the architecture with different depths, number of layers and strategy to handle multi-scale information, the choice of the loss function, the choice of the optimizer and the optimization parameter such as the learning rate, the choice of addressing
one task or several, and also the choice of the data preprocessing steps and the type of data augmentation operations used during training. Different deep learning methods can give similarly good segmentations, but they are likely to have different biases and to make different mistakes. In this case, the ensembling of diverse models can lead to averaging out the inconsistencies due to the hyperparameter and improve the segmentation performance and robustness (Bishop 2006; Kamnitsas et al. 2017a). In several cases, this is confirmed by our results. Both on the validation and test set, and for each of the three main tasks, ranking the methods for each metric and averaging these ranks puts the majority voting method five times as number one and once as number three. There is no other method having a consistent top-three ranking. In the lung segmentation cross-validation (Table 2) the best DSC, HD95, ASD and AVD were reached by the ensemble method where the DSC of 0.978, HD95 of 2.43 mm and ASD of 0.559 mm were significantly superior. Majority voting also reaches the highest sensitivity for segmenting CPP. In the test set (Table 3) the ensemble method still achieves the best DSC (0.987) and AVD (30.3 ml) where the former is significantly better. However, JoHof achieves the best ASD (0.395 mm) and the significantly best HD95 (1.39 mm). In the lesion segmentation the differences are less clear due to the more challenging nature of the problem. For the binary lesion segmentation in the validation set (Table 4), majority voting obtains a significantly superior DSC of 0.554 and a lower HD95 of 42.6 mm than any of the individual models. On the test set (Table 5) the DSC of 0.724 and AVD of 91.3 ml are the best results where the former is significantly better. However, now the WASS method achieves the best HD95 (77.6 mm) and ASD (24.6 mm). For the multiclass lesion segmentation, the best DSC in cross-validation (Table 6) is achieved by the ensembling method for segmenting CPP, GGO, mean and GGO + CPP with values of 0.303, 0.339 (significantly better), 0.323 (significantly better) and 0.424 respectively. Significantly lower volume differences were achieved by WASS for segmenting CPP with 68.0 ml and mean with 70.5 ml. The ASD is significantly better for CON using 2DRnx (18.3 mm) and for GGO + CPP using InfNet (13.3 mm). There is no method that performs best for all metrics. In the test set, the superiority of majority voting is no longer observed. Ensembling only reaches the highest DSC for the segmentation of GGO (0.523) and mean (0.469). For CPP and mean WASS performs best regarding HD95 (125 mm and 163 mm respectively) and ASD (93.3 and 103 respectively). Though, the advantage is less obvious, ensembling is still the preferred method as it achieves the most consistent results for all metrics.

A qualitative assessment for the lung segmentation, binary lesion segmentation and multiclass lesion segmentation is given in Figures 1, 2 and 3 respectively. These examples illustrate that, for certain regions, the methods indeed make different mistakes which are averaged out in the majority voting. However some areas are wrongly predicted to be a lesion or healthy tissue by most of the models or even all of them. Addition of more training data could reduce these errors.

Concerning clinical practice, the absolute volume difference is the most important metric as the percentage of lung involvement reflects the severity of the disease. However, from our results we notice that this AVD does not always correlate with other metrics commonly used to assess segmentations (DSC, HD, ASD). This is in line with the findings from Bertels et al. (2019a,b) respectively showing that soft Dice optimization successfully optimizes the Dice score at test time, but that it may lead to biased volume estima-
tions due to the presence of inherent uncertainty in medical segmentation tasks. Furthermore, the fact that different methods were using different objective functions could explain the absence of a correlation between the AVD and other segmentation metrics across methods. For example, in the 5-fold cross-validation, the lowest AVD when segmenting CON (Table 6), is 50.2 ml reached by the DMMc model (using cross-entropy optimization) but the DSC is lower than that of WASS, 2DRnx (both using dice optimization) and majority voting.

Areas of consolidation in a peripheral subpleural location, which is a common finding in COVID-19, are difficult to delineate by automated lung segmentation methods because of the same high density as some chest wall structures. Indeed, it was observed that all methods have some difficulty at the edge of the lungs where there is consolidation and especially at the back of the lungs. Since these lung masks are often used to constrain the lesion segmentation, this is potentially problematic as it can cause clinically important, missed consolidations in further steps of the pipeline. The sensitivity to include CON lies between 0.685 and 0.845 for the validation set, meaning that on approximately 20-30% of consolidation volume is missed in further steps of the pipeline solely due to an incorrect lung mask. For CPP and GGO, all methods miss less then 0.5% and 2.4% of lesion, respectively. Even though majority voting has the highest scores for all metrics for lung segmentation, it misses almost 5% additional CON as compared to WASS and the difference in AVD is not statistically significant between the two methods. Since these two metrics are arguably more important from a clinical perspective, WASS could be the preferred choice for lung segmentation in COVID-19 patients. On the test set, the values for the sensitivity for CON lie closer together, varying from 0.896 for CTA to 0.947 for UNWM and sensitivity for GGO is on average 99%. Majority voting misses about 6% of consolidation lesions and only about 0.2% of ground glass opacities are omitted from the lung masks.

Concerning lung segmentation by CTA, a large difference in HD95 and ASD between the validation set and the test set is observed. HD95 increases from 16.0 mm to 168 mm and the ASD increases from 0.636 mm to 83.5 mm. For selected patients, air in the intestines was improperly segmented by CTA as part of the lungs, which led to outliers in the mean HD95 and ASD calculations. As the lung segmentation is the first step in the pipeline, a similar discrepancy can be observed between the validation and test set for the binary lesion segmentation.

For all validated methods, we noticed rather low dice scores for lesion segmentation and multiclass lesion segmentation. The delineation of the different tissue types is difficult and is subject to several sources of variability during the manual segmentation process: the subjectivity of the radiologist, the annotation tool and protocol used for the delineation, the indistinct boundaries between different tissue types, the variation in resolution of the CT scans across different centers, and the presence of artefacts. This underscores the need for automated methods for lesion segmentation, that can robustly produce more objective segmentation for CT scans from different centers. For training, using CT scans that have been segmented by several raters can mitigate the overfitting of the network to a given rater. Indeed, if the manual segmentations used for training differ depending on the raters, the neural network should retain and learn what is consistent across the different raters. To assure a certain amount of consensus, the manual ground truth in our dataset was reviewed by a different rater from the one who created the segmentation.

On top of the challenging nature of the ground truth delineation process, the lesion segmentation problem is highly imbalanced. Figure 4 shows the distribution of lesion sizes per type, both for the validation set and the test set. In each boxplot, the cases which did not contain the considered lesion type were discarded. In this way, the boxplots represent the distributions of the actual lesion sizes without being influenced by the absence of a certain type. Per lesion type, the number of cases included are indicated. Within both sets, there is great variation in lesion size, moreover not all types are represented equally. Though this provides an additional difficulty for the deep learning methods, it provides a realistic representation of data collected in clinical practice. In addition, there remain numerous small lesions for which it is hard to obtain a high dice score due to the low number of potential true positives. This figure also shows that the test set in our study is fairly limited for the multiclass lesion segmentation. The large volume of COM can be explained by the public cases where only a binary label was present.

![Fig. 4. Boxplot of the lesion volumes per type for the validation set (left) and test set (right). Cases with a lesion size of 0 ml are discarded. Under each lesion type, the number of cases with such a lesion with respect to the total number of cases is indicated. The mean volumes are shown with a green triangle.](image)

The ground truth segmentations contain lesions with the label ‘combined pattern’. For these lesions it was deemed either too difficult or time consuming to distinguish the substructures. Indeed, the different tissue types do not always have distinct boundaries since during the course of the disease, the lesions can evolve from one type to another and can therefore be in an intermediate state. The presented multiclass methods do not have this class and will predict for each voxel one of the lesion classes (CON, CPP or GGO). However, as mentioned in Section 4.11, the probabilistic nature
of CNNs also allows to form a combined tissue class if the probabilities of two or more classes are similar. Predictions of the voxels manually labeled as COM cannot be validated quantitatively since the ground truths for the separate lesion types in the combined pattern were not available. Although an initial qualitative evaluation by a radiologist was positive, further clinical investigation is needed to confirm this.

Any affected lung tissue that did not correspond to any of the lesion types (GGO, CON, CPP, LIN, RHS or COM), was labeled as 'other abnormal tissue’. This class was included in the binary lesion segmentation, but not in the multiclass segmentation. Hence, the binary methods segment all affected lung tissue while the multiclass models segment the lesions specific to COVID-19. The more challenging nature of the latter is reflected in the average DSC values: 0.724 for the binary segmentation and 0.523, 0.303 and 0.420 for GGO, CPP and CON respectively. Moreover, the 2-step approaches, DMMc and 2DRnx, use these binary segmentations and label the other abnormal tissue as CON, CPP or GGO. Although this affects the performance of the models, the effect is limited thanks to the relatively small size of this class (Figure 3). There is no clear distinction between the performance of the 1-step and 2-step methods.

We note a bias in our comparison on the validation set. For the internal methods (DMLu, WASS, 2DS, UNWM, 2DRnx and DMMc) the evaluation is performed through a 5-fold cross-validation, meaning that the training and validation set have the same distribution. However, the external methods (CTA, JoHoF, InfNet, CovidENet) and DMLo were trained on different data. Thus, for the latter models, the validation set already acted as a test set, leading to a bias in the results.

Independence of the test set towards internal methods was assured by using CT scans of different centers compared to the training set and by using a different annotation tool. Additionally, 10 public cases were included.

As previously stated, for clinical use, the volume of the affected lung tissue is the most important parameter. However, the absolute differences between the segmented volumes and ground truths varies greatly between the various methods and between the binary and multiclass segmentation. With respect to the binary segmentation, the smallest AVD on the test is 91.3 ml, achieved by majority voting. With respect to multiclass segmentation, CON and CPP structures are segmented by the DMMc method with AVDs of 4.87 ml and 37.0 ml respectively. The lowest obtained AVD for GGO is 122 ml (UNWM method). In the work of Colombi et al. (2020), the estimation of the percentage of well aerated lung volume, i.e. the volume of lung without lesion divided by the total lung volume, is rounded to the nearest 5%. This level of accuracy allow them to predict ICU admission or death with an UAC of 0.83. For an average total lung volume of approximately 6 L, our highest volume error of 122 ml corresponds to approximately 2% of estimated percentage of volume error. This suggests that our methods give a good estimation of the percentage of affected lung tissue, distinguish between the different types of lesions and aid in the assessment of the severity of the disease. The methods support radiologists in the labour-intensive lesion segmentation task and improve robustness. However, clinical supervision is still required. A version of the software that is permitted for clinical use in Europe and US, is available as icolung.

Future work should focus on expanding the test set in order to ameliorate errors associated with its limited size, particularly class imbalance.

7. Conclusion

An increasing number of studies propose to use deep learning to provide fast and accurate quantification of COVID-19 using chest CT. We have proposed the first systematic comparison of a large variety of deep learning methods for CT segmentation using a multi-center dataset. Seven in-house methods and four public deep learning methods have been compared (Table 1).

We found that all methods achieved a total lesion volume prediction with an average volume difference that is below the accuracy of human raters (Colombi et al., 2020) (see AVD in Table 4 and 5).

The differences between models on all different tasks remain small overall, and no method outperforms all the others for all metrics. Ensembling different methods improves the performance for binary lung and binary lesion segmentation. Multiclass lesion segmentation is more difficult by nature but ensembling the different methods provides the most consistent results. The code for all the methods developed in this paper will be publicly available.

Acknowledgments

We would like to thank MD.AI and Materialise for providing access to their platforms. We also thank the Materialise team for their effort in delineating images, in particular Sophie Deckx, Antoon Dierckx and the support engineers. Finally, we thank the many radiologists who volunteered to delineate datasets.

The computational resources and services used in this work were provided in part by the VSC (Flemish Supercomputer Center), funded by the Research Foundation Flanders (FWO) and the Flemish Government – department EWI. This research also received funding from the Flemish Government under the “Onderzoeksprogramma Artificiële Intelligentie (AI) Vlaanderen” programme.

Lucas Fidon has received funding from the European Union’s Horizon 2020 Research and Innovation Programme for this project under the Marie Skłodowska-Curie grant agreement TRABIT No 765148. Jeroen Bertels is part of NEXIS, a project that also has received funding from the European Union’s Horizon 2020 Research and Innovations Programme under the grant agreement No 780026. Tom Eelbode, Siri Willems and Sofie Tilborghs are supported by PhD fellowships of the Research Foundation - Flanders (FWO).

David Robben is supported by an innovation mandate of Flanders Innovation & Entrepreneurship (VLAIO).

https://icometrix.com/services/icolung
References

Bakas, S., Reyes, M., Jakab, A., Bauer, S., Rempfler, M., Crimi, A., Shinohara, R.T., Berger, C., Ha, S.M., Rozycki, M., et al., 2018. Identifying the best machine learning algorithms for brain tumor segmentation, progression assessment, and overall survival prediction in the BRATS challenge. arXiv preprint arXiv:1811.02629.

Bertels, J., Ebelde, T., Berman, M., Vandermeulen, D., Maes, F., Bisschops, R., Blascik, M.B., 2019a. Optimizing the dice score and jaccard index for medical image segmentation: Theory and practice, in: International Conference on Medical Image Computing and Computer-Assisted Intervention. Springer. pp. 92–100.

Bertels, J., Robben, D., Vandermeulen, D., Suetsens, P., 2019b. Optimizing with soft dice can lead to a volumetric bias, in: Crimi A, Bakas S (eds) Brainlesions: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries. BrainLes 2019. Lecture Notes in Computer Science. Springer. Cham. pp. 89–97.

Bishop, C.M., 2006. Pattern recognition and machine learning. springer.

Chaganti, S., Balachandran, A., Chabin, G., Cohen, S., Flohr, T., Georgescu, B., Grenier, P., Grbic, S., Liu, S., Mellot, F., et al., 2020. Quantification of tomographic patterns associated with COVID-19 from chest CT. arXiv preprint arXiv:2004.01279.

Chassagnon, G., Vakalopoulou, M., Battistella, E., Christodoulidis, S., Hoang-Thi, T.N., Dangeard, S., Deutsch, E., Andre, F., Guillo, E., Halm, N., et al., 2020. AI-driven CT-based quantification, staging and short-term outcome prediction of COVID-19 pneumonia. arXiv preprint arXiv:2004.12852.

Chen, J., Wu, L., Zhang, J., Zhang, L., Gong, D., Zhao, Y., Hu, S., Wang, Y., Hu, X., Zheng, B., et al., 2020. Deep learning-based model for detecting 2019 novel coronavirus pneumonia on high-resolution computed tomography: a prospective study. medRxiv.

Chen, T., Xu, B., Zhang, C., Guestrin, C., 2016. Training deep nets with soft dice with a volumetric bias in 3D medical image segmentation. IEEE transactions on medical imaging. 34, 1993–2024.

Chen, F., Yang, F., et al., 2020. The role of imaging in the detection and management of COVID-19: a review. IEEE Reviews in Biomedical Engineering.

Pan, D.P., Zhou, T., Ji, G.P., Zhou, Y., Chen, G., Fu, H., Shen, J., Shao, L., 2020. Inf-Net: Automatic COVID-19 infection segmentation from CT scans. IEEE Transactions on Medical Imaging.

Fidon, L., Li, W., Garcia-Peraza-Herrera, L.C., Ekanayake, J., Kitchen, N., Ourselin, S., Vercauteren, T., 2017. Generalised Wasserstein dice score for imbalanced multi-class segmentation using holistic convolutional networks, in: International MICCAI Brainlesions Workshop. Springer. pp. 64–76.

Fidon, L., Ourselin, S., Vercauteren, T., 2020. Distributionally robust deep learning using hardness weighted sampling. arXiv preprint arXiv:2001.02658.

Ghesu, F.C., Georgescu, B., Zheng, Y., Grbic, S., Maier, A., Hornegger, J., Comaniciu, D., 2017. Multi-scale deep reinforcement learning for real-time 3D-landmark detection in CT scans. IEEE transactions on pattern analysis and machine intelligence 41, 176–189.

Hofmanninger, J., Prayer, F., Pan, J., Rohrich, S., Prosch, H., Langs, G., 2020. Automatic lung segmentation in routine imaging is a data diversity problem, not a methodology problem. arXiv preprint arXiv:2001.11767.

Ioffe, S., Szegedy, C., 2015. Batch normalization: Accelerating deep network training by reducing internal covariate shift, in: Proceedings of the 32nd International Conference on International Conference on Machine Learning. p. 448–456.

Jun, M., Cheng, G., Yixin, W., Xingle, A., Jiantao, G., Ziqi, Y., Mingqin, Z., Xin, L., Xueyuan, D., Shucheng, C., Hao, W., Sen, M., Xiaoyu, Y., Ziwai, N., Chen, L., Lu, T., Yuntao, Z., Qiongjie, Z., Guoqiang, D., Jian, H., 2020. COVID-19 CT Lung and Infection Segmentation Dataset. Zenodo doi:10.5281/zenodo.3757476 (accessed 1 June 2020).

Kamnitsas, K., Bai, W., Ferrante, E., McDonagh, S., Sinclair, M., Pawlowski, N., Rajchel, M., Lee, M., Kainz, B., Rueckert, D., et al., 2017a. Ensembles of multiple models and architectures for robust brain tumour segmentation, in: International MICCAI Brainlesions Workshop. Springer. pp. 450–462.

Kamnitsas, K., Ledig, C., Newcombe, Y.F., Simpson, J.P., Kane, A.D., Menon, D.K., Rueckert, D., GLoeker, B., 2017b. Efficient multi-scale 3D CNN with fully connected CRF for accurate brain lesion segmentation. Medical image analysis 36, 61–78.

Kingma, D.P., Ba, J., 2014. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980.

Li, K., Fang, Y., Li, W., Pan, C., Qin, P., Zhong, Y., Liu, X., Huang, M., Liao, Y., Li, S., 2020. CT image visual quantitative evaluation and clinical classification of coronavirus disease (COVID-19). European Radiology., 1–10.

Liu, L., Jiang, H., He, P., Chen, W., Liu, X., Gao, J., Han, J., 2020. On the variance of the adaptive learning rate and beyond, in: 8th International Conference on Learning Representations, ICLR 2020.

Long, J., Shethelar, E., Darrell, T., 2015. Fully convolutional networks for semantic segmentation, in: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 3431–3440.

Maas, A.L., Hannun, A.Y., Ng, A.Y., 2013. Rectifier nonlinearities improve neural network acoustic models, in: Proc. icml, p. 3.

Menze, B.H., Jakab, A., Bauer, S., Kalpathy-Cramer, J., Farahani, K., Kirby, J., Burren, Y., Forz, N., Slaboom, J., Wiest, R., et al., 2014. The multiparamodal brain tumor imaging segmentation benchmark (brats). IEEE transactions on medical imaging. 34, 993–2024.

Morozov, S., Andreychenko, A., Blokhin, I., Vladzymyrsky, A., Gellezh, P., Gomboleiskiy, V., Gonchar, A., Ledikhova, N., Pavlov, N., Chernina, V., 2020. MosMedData: Chest CT Scans with COVID-19 Related Findings, v. 1.0. URL: https://mosmed.ai/datasets/covid19_1110 (accessed 1 June 2020).

Pan, F., Ye, T., Sun, P., Gui, S., Liang, B., Li, L., Zheng, D., Wang, J., Hesketh, R.L., Yang, L., et al., 2020. Time course of lung changes on chest CT during recovery from 2019 novel coronavirus (COVID-19) pneumonia. Radiology. 200370.

Prokop, M., van Everdingen, W., van Rees Vellinga, T., Quarles van Ufford, C., 2020. CO-RADS–a categorical CT assessment scheme for patients with suspected COVID-19: definition and evaluation. Radiology. 240:473.

Revel, M.P., Parker, A.P., Prosch, H., Silva, M., Sverzellati, N., Gleeson, F., Brady, A., of Radiology (ESR), E.S., et al., 2020. COVID-19 patients and the radiology department–advice from the european society of radiology (ESR) and the european society for thoracic imaging (ESTI). European Radiology. 1.

Rodrigues, J., Hare, S., Edey, A., Devaraj, A., Jacob, J., Johnstone, A., McStay, R., Nair, A., Robinson, G., 2020. An update on COVID-19 for the radiologist-a british society of thoracic imaging statement. Clinical radiology. 75, 323–325.

Ronneberger, O., Fischer, P., Brox, T., 2015. U-net: Convolutional networks for biomedical image segmentation, in: International Conference on Medical image computing and computer-assisted intervention. Springer. pp. 234–241.

Rossi, S.E., Erasmus, J.J., Volpacchio, M., Franquet, T., Castiglioni, T., Page McAdams, H., 2003. “Crazy-Paving” Pattern at Thin-Section CT of the Lungs: Radiologic-Pathologic Overview. Radiographics 23, 1509–1519.

Rubin, G.D., Ryerson, C.J., Haramati, L.B., Sverzellati, N., Kanne, J.P., Rauoof, S., Schluger, N.W., Volpi, A., Yim, J.I., Martin, I.B., et al., 2020. The role of chest imaging in patient management during the COVID-19 pandemic: a multinational consensus statement from the fleischner.
society. Chest.

Salehi, S., Abedi, A., Balakrishnan, S., Gholamrezanezhad, A., 2020. Coronavirus disease 2019 (covid-19): a systematic review of imaging findings in 919 patients. American Journal of Roentgenology , 1–7.

Setio, A.A.A., Traverso, A., de Bel, T., Berens, M.S., van den Bogard, C., Cerello, P., Chen, H., Dou, Q., Fantacci, M.E., Geurts, B., van der Guuten, R., Heng, P.A., Jansen, B., de Kaste, M.M., Kotov, V., Lin, J.Y.H., Manders, J.T., Sófima-Mengana, A., Garcia-Naranjo, J.C., Papavasileiou, E., Prokop, M., Saletta, M., Schaefer-Prokop, C.M., Scholten, E.T., Scholten, L., Snoeren, M.M., Torres, E.L., Vandemeulebroucke, J., Walsek, N., Zuiddhof, G.C., van Ginneken, B., Jacobs, C., 2017. Validation, comparison, and combination of algorithms for automatic detection of pulmonary nodules in computed tomography images: The LUNA16 challenge. Medical Image Analysis 42, 1–13.

Shi, F., Wang, J., Shi, J., Wu, Z., Wang, Q., Tang, Z., He, K., Shi, Y., Shen, D., 2020. Review of artificial intelligence techniques in imaging data acquisition, segmentation and diagnosis for covid-19. IEEE Reviews in Biomedical Engineering.

Simpson, S., Kay, F.U., Abbbara, S., Bhallal, S., Chung, J.H., Chung, M., Henry, T.S., Kanne, J.P., Kligerman, S., Ko, J.P., et al., 2020. Radiological society of north america expert consensus statement on reporting chest CT findings related to COVID-19. Endorsed by the society of thoracic radiology, the american college of radiology, and RSNA. Radiology: Cardiothoracic Imaging 2, e200152.

Sudre, C.H., Li, W., Vercauteren, T., Ourselin, S., Cardoso, M.J., 2017. Generalised dice overlap as a deep learning loss function for highly unbalanced segmentations, in: Deep learning in medical image analysis and multimodal learning for clinical decision support. Springer, pp. 240–248.

Tang, H., Zhang, C., Xie, X., 2019. Automatic pulmonary lobe segmentation using deep learning. Proceedings - International Symposium on Biomedical Imaging 2019-April, 1225–1228.

Ulyanov, D., Vedaldi, A., Lempitsky, V., 2016. Instance normalization: The missing ingredient for fast stylization. arXiv preprint arXiv:1607.08022.

Vakalopoulou, M., Chassagnon, G., Bus, N., Marini, R., Zacharaki, E.I., Revel, M.P., Paragios, N., 2018. AtlasNet: multi-atlas non-linear deep networks for medical image segmentation, in: International Conference on Medical Image Computing and Computer-Assisted Intervention, Springer. pp. 658–666.

Wang, Y.X.J., Liu, W.H., Yang, M., Chen, W., 2020. The role of CT for Covid-19 patient’s management remains poorly defined. Annals of Translational Medicine 8.

Winzeck, S., Hakim, A., McKinley, R., Pinto, J.A., Alves, V., Silva, C., Pissov, M., Krivov, E., Belyaev, M., Monteiro, M., Oliveira, A., Choi, Y., Paik, M.C., Kwon, Y., Lee, H., Kim, B.J., Won, J.H., Islam, M., Ren, H., Reisner, D., Suetens, P., Gong, E., Niu, Y., Xu, J., Pauly, J.M., Lucas, C., Heinrich, M.P., Rivera, L.C., Castillo, L.S., Daza, L.A., Beers, A.L., Arbelaez, P., Maier, O., Chang, K., Brown, J.M., Kalpathy-Cramer, J., Zaharchuk, G., Wiest, R., Reyes, M., 2018. ISLES 2016 and 2017-benchmarking ischemic stroke lesion outcome prediction based on multispectral MRI. Frontiers in Neurology 9.

Wu, Y.H., Guo, S.H., Mei, J., Xu, J., Fan, D.P., Zhao, C.W., Cheng, M.M., 2020. JCS: An explainable COVID-19 diagnosis system by joint classification and segmentation. arXiv preprint arXiv:2004.07054.

Xie, W., Jacobs, C., Charbonnier, J.P., van Ginneken, B., 2020. Relational modeling for robust and efficient pulmonary lobe segmentation in ct scans. IEEE Transactions on Medical Imaging.

Ye, Z., Zhang, Y., Wang, Y., Huang, Z., Song, B., 2020. Chest CT manifestations of new coronavirus disease 2019 (COVID-19): a pictorial review. European Radiology, 1–9.

Zhang, K., Liu, X., Shen, J., Li, Z., Song, Y., Wu, X., Zha, Y., Liang, W., Wang, C., Wang, K., et al., 2020. Clinically applicable ai system for accurate diagnosis, quantitative measurements, and prognosis of covid-19 pneumonia using computed tomography. Cell.

Zhang, M., Lucas, J., Ba, J., Hinton, G.E., 2019. Lookahead optimizer: k steps forward, 1 step back, in: Advances in Neural Information Processing Systems, pp. 9593–9604.

Zhou, Z., Siddiquée, M.M.R., Tajbakhsh, N., Liang, J., 2018. U-net++: A nested u-net architecture for medical image segmentation, in: Deep Learning in Medical Image Analysis and Multimodal Learning for Clinical Decision Support. Springer, pp. 3–11.
Appendix

Generalized Wasserstein Dice Loss

We provide here more details about the Generalized Wasserstein Dice loss and the choice of the hyperparameter for the loss that were used in the method WASS.

The Generalized Wasserstein Dice Loss used in the WASS method is a generalization of the Dice Loss for multi-class segmentation that can take advantage of prior knowledge about the set of classes (Fidon et al., 2017).

In the WASS method, we used the Generalized Wasserstein Dice Loss to account for the presence of super class in the manual segmentation: COM that corresponds to a mix of ground glass opacity, consolidation and crazy paving pattern, and OAT that corresponds to abnormal tissue that are not considered for prediction in this work. When a voxel cannot be well classified, the Generalized Wasserstein Dice Loss favors mistakes that are semantically more plausible.

We used the following formulation for the generalization of the Dice Loss for multi-class probability segmentation map \( \hat{y} = (\hat{y}_i)_j \) and the ground truth probability segmentation map \( y = (y_i)_j \) with \( i \in \{1, \ldots, N\} \) the index for voxel, and \( l \in \{1, \ldots, L\} \) the index for classes

\[
L_{WASS}(\hat{y}, y) = \frac{2 \sum_{i=1}^{L} \alpha_l \sum_{j=1}^{N} y_{ij} (1 - W^M(\hat{y}_i, y_i))}{\sum_{i=1}^{L} \alpha_l \sum_{j=1}^{N} y_{ij} (2 - W^M(\hat{y}_i, y_i))}
\]

(1)

where \( W^M(\hat{y}_i, y_i) \) is the Wasserstein distance between the predicted \( \hat{y}_i \) and the ground truth \( y_i \) one-hot probability distribution at voxel \( i \), and where we used a weighting schema similar to the one used by (Sudre et al., 2017) for the Generalized Dice Loss, with

\[
\forall l \in \{1, \ldots, L\}, \quad \alpha_l = \frac{1}{1 + \sum_{i=1}^{N} y_{il}}
\]

(2)

The Wasserstein distance \( W^M \) depends on a distance matrix defined on the set of classes [background, GGO, CON, CPP, COM, OAT, healthy lung] as

\[
M = (m_{l,r})_{1 \leq l, r \leq L} = \begin{pmatrix}
0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 0.8 & 0.8 & 0 & 0 & 1 \\
1 & 0.8 & 0 & 0.8 & 0 & 0 & 1 \\
1 & 0.8 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 0
\end{pmatrix}
\]

(3)

The matrix \( M \) is symmetrical and has only positive values with zeros on the diagonal because it is a distance matrix. In addition, to normalize \( M \), we choose the maximum distance between classes to be equal to 1. We choose the distances between the lesion types GGO, CON, and CPP to be lesser than 1, so that if the network cannot predict correctly a voxel with a given lesion type, at least it favors labelling this voxel with one of the lesion types.

For COM (column 5), the distances to the other lesions was put to zeros to reflect the fact that voxels labeled as COM can be either GGO, CON, or CPP. By construction, the CNN of WASS cannot labelled the voxels as COM (it must make a choice). However, thanks to the Generalized Wasserstein Dice loss and the definition of \( M \) [3], the CNN is not penalized for labelling the COM voxels as GGO, CON, or CPP.

Similarly, for OAT (column 6), that corresponds to other types of abnormal tissue that are not predicted by the CNN in WASS, we set the distance to all the other classes except healthy lung to 0 to penalize less the CNN on those voxels.

It is worth noting, that since the ground truth segmentation map \( y \) is a one-hot segmentation map, for any voxel \( i \), the Wasserstein distance has a simple form

\[
W^M(\hat{y}_i, y_i) = \sum_{l=1}^{L} \sum_{r=1}^{L} m_{l,r} y_{i,l} \hat{y}_{i,r}
\]

(4)

Boxplots

In this section, boxplots are provided by Figures 1, 2, 3 and 4 for each table in the main text. Complementary information such as data distribution, spread and rankings can be assessed more visually from these graphs.

Fig. 3. Boxplots of the sensitivity of the automated lung masks for each of the lesion classes (CON, CPP and GGO).

Confidence intervals

In this section, two complementary tables are provided for each table in the main text. These two tables contain respectively the lower and upper 95% confidence interval boundaries for each mean metric value provided. For lung segmentation Tables 8, 9, 10 and 11 [1] for binary lesion segmentation Tables 12, 13, 14 and 15 [2] for multiclass lesion segmentation Tables 16, 17, 18 and 19.
Fig. 1. Boxplots for each of the reported metrics (columns, from left to right: DSC, HD95, ASD and AVD) and challenge tasks (rows, from top to bottom: LUNGS, BIN, CON, CPP, GGO, MEAN of classes and GGO+CPP). The mean of the metric for each method is additionally shown on each boxplot by a green triangle and outliers are not shown.
Fig. 2. Boxplots for each of the reported metrics (columns, from left to right: DSC, HD95, ASD and AVD) and challenge tasks (rows, from top to bottom: LUNGS, BIN, CON, CPP, GGO, MEAN of classes and GGO+CPP) on the test set. The mean of the metric for each method is additionally shown on each boxplot by a green triangle and outliers are not shown.
Table 8. Lower 95% confidence interval boundary of metrics for lung segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | DMLo # | UNWM | CTA # | MAJ |
|--------|--------|------|-------|-----|
| metric | DMLu # | JoHof # | DMLu | WASS |
| DSC    | 0.959  | 0.966 | 0.961 | 0.958 | 0.960 | 0.972 |
| HD95   | 3.01   | 2.07  | 3.26  | 2.79  | 8.35  | 3.39  | 2.01 |
| ASD    | 0.688  | 0.545 | 0.571 | 0.600 | 0.504 | 0.526 | 0.456 |
| AVD    | 42.2   | 33.129 | 45.2 | 46.4  | 33.8  | 17.5  | 25.1 |

Table 9. Upper 95% confidence interval boundary of metrics for lung segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | DMLo # | UNWM | CTA # | MAJ |
|--------|--------|------|-------|-----|
| metric | DMLu # | JoHof # | DMLu | WASS |
| DSC    | 0.976  | 0.977 | 0.975 | 0.977 | 0.974 | 0.978 | 0.982 |
| HD95   | 4.98   | 4.796 | 11.3  | 4.79  | 23.7  | 14.0  | 3.53 |
| ASD    | 1.032  | 0.743 | 0.783 | 0.916 | 0.768 | 0.727 | 0.706 |
| AVD    | 104    | 97.6  | 65.5  | 102   | 79.5  | 95.7  | 55.7 |

Table 10. Lower 95% confidence interval boundary of metrics for lung segmentation task for test set. Sensitivity for CPP is not applicable.

| method | DMLo | UNWM | CTA | MAJ |
|--------|------|------|-----|-----|
| metric | DMLu | JoHof | DMLu | WASS |
| DSC    | 0.972 | 0.982 | 0.966 | 0.969 | 0.972 | 0.973 | 0.977 |
| HD95   | 1.75  | 1.987 | 0.635 | 1.81  | 157   | 1.66  | 1.33 |
| ASD    | 0.501 | 0.297 | 0.435 | 0.504 | 76.380 | 403   | 0.305 |
| AVD    | 30.2  | 16.382 | 276.3 | 95.8  | 23.2  | 23.0  | 21.9 |

Table 11. Upper 95% confidence interval boundary of metrics for lung segmentation task for test set. Sensitivity for CPP is not applicable.

| method | DMLo | UNWM | CTA | MAJ |
|--------|------|------|-----|-----|
| metric | DMLu | JoHof | DMLu | WASS |
| DSC    | 0.981 | 0.986 | 0.978 | 0.980 | 0.983 | 0.984 | 0.987 |
| HD95   | 2.20  | 1.78  | 10.9 | 2.29  | 180   | 2.20  | 1.83 |
| ASD    | 0.786 | 0.492 | 0.824 | 0.863 | 90.5270 | 745   | 0.651 |
| AVD    | 164   | 183   | 59.2  | 232   | 168   | 165   | 156 |

Table 12. Lower 95% confidence interval boundary of metrics for lesion segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | WASS | UNWM | CENet # | MAJ |
|--------|------|------|---------|-----|
| metric | 2DS  | CTA | InfNt |      |
| DSC    | 0.486 | 0.444 | 0.466 | 0.411 | 0.426 | 0.442 | 0.502 |
| HD95   | 38.2  | 56.2  | 35.6  | 83.1  | 46.0  | 43.3  | 32.4  |
| ASD    | 3.82  | 3.04  | 4.36  | 6.41  | 2.84  | 3.37  | 3.37  |
| AVD    | 99.7  | 94.3  | 122   | 98.7  | 196   | 82.7  | 95.3  |

Table 13. Upper 95% confidence interval boundary of metrics for lesion segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method | WASS | UNWM | CENet | MAJ |
|--------|------|------|-------|-----|
| metric | 2DS  | CTA | InfNt |
| DSC    | 0.586 | 0.551 | 0.574 | 0.522 | 0.537 | 0.553 | 0.607 |
| HD95   | 57.9  | 78.4  | 57.8  | 105   | 66.0  | 65.8  | 52.9  |
| ASD    | 7.42  | 4.45  | 6.75  | 7.59  | 4.24  | 5.63  | 6.04  |
| AVD    | 158   | 188   | 192   | 177   | 303   | 141   | 157   |

Table 14. Lower 95% confidence interval boundary of metrics for lesion segmentation task for test set.

| method | WASS | UNWM | CENet | MAJ |
|--------|------|------|-------|-----|
| metric | 2DS  | CTA | InfNt |
| DSC    | 0.549 | 0.514 | 0.520 | 0.541 | 0.519 | 0.488 | 0.605 |
| HD95   | 35.0566 | 643444 | 0.79745 | 54365 | 64063 | 12237159 |
| ASD    | 0    | 0.843 | 3.211 | 7.170 | 1.045 | 1.235 | 1.714 |
| AVD    | 0    | 0    | 0    | 15.002 | 0    | 0    | 0    |

Table 15. Upper 95% confidence interval boundary of metrics for lesion segmentation task for test set.

| method | WASS | UNWM | CENet | MAJ |
|--------|------|------|-------|-----|
| metric | 2DS  | CTA | InfNt |
| DSC    | 0.778 | 0.764 | 0.778 | 0.764 | 0.774 | 0.763 | 0.843 |
| HD95   | 120.1 | 134  | 159   | 149   | 134   | 135   | 130   |
| ASD    | 54.3  | 48.3  | 89.5  | 45.4  | 55.1  | 55.4  | 72.2  |
| AVD    | 451   | 305   | 189   | 503   | 224   | 235   | 225   |
Table 16. Lower 95% confidence interval boundary of metrics for multiclass lesion segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method → class | WASS | DMmc | InfNt# |
|----------------|------|------|--------|
|                | UNWM | 2DRnx| MAJ    |
| CON DSC        | 0.219| 0.165| 0.188  |
| HD95           | 0.205| 0.174| 0.217  |
| ASD            | 0.188| 0.205| 0.174  |
| AVD            | 0.188| 0.147| 0.151  |
| CPP DSC        | 0.176| 0.165| 0.188  |
| HD95           | 0.165| 0.147| 0.151  |
| ASD            | 0.151| 0.147| 0.151  |
| AVD            | 0.151| 0.147| 0.151  |
| GGO DSC        | 0.176| 0.165| 0.188  |
| HD95           | 0.165| 0.147| 0.151  |
| ASD            | 0.151| 0.147| 0.151  |
| AVD            | 0.151| 0.147| 0.151  |
| MEAN DSC       | 0.176| 0.165| 0.188  |
| HD95           | 0.165| 0.147| 0.151  |
| ASD            | 0.151| 0.147| 0.151  |
| AVD            | 0.151| 0.147| 0.151  |

Table 17. Upper 95% confidence interval boundary of metrics for multiclass lesion segmentation task for cross-validation set. Methods indicated with # did not use the dataset in Section 2.1.1 for training.

| method → class | WASS | DMmc | InfNt# |
|----------------|------|------|--------|
|                | UNWM | 2DRnx| MAJ    |
| CON DSC        | 0.335| 0.264| 0.314  |
| HD95           | 0.283| 0.237| 0.283  |
| ASD            | 0.314| 0.283| 0.314  |
| AVD            | 0.314| 0.283| 0.314  |
| CPP DSC        | 0.364| 0.387| 0.327  |
| HD95           | 0.242| 0.327| 0.283  |
| ASD            | 0.327| 0.283| 0.283  |
| AVD            | 0.327| 0.283| 0.283  |
| GGO DSC        | 0.352| 0.368| 0.309  |
| HD95           | 0.368| 0.309| 0.309  |
| ASD            | 0.309| 0.309| 0.309  |
| AVD            | 0.309| 0.309| 0.309  |
| MEAN DSC       | 0.256| 0.237| 0.219  |
| HD95           | 0.219| 0.242| 0.327  |
| ASD            | 0.242| 0.327| 0.327  |
| AVD            | 0.327| 0.327| 0.327  |

Table 18. Lower 95% confidence interval boundary of metrics for multiclass lesion segmentation task for test set.

| method → class | WASS | DMmc | InfNt# |
|----------------|------|------|--------|
|                | UNWM | 2DRnx| MAJ    |
| CON DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| CPP DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| GGO DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| MEAN DSC       | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |

Table 19. Upper 95% confidence interval boundary of metrics for multiclass lesion segmentation task for test set.

| method → class | WASS | DMmc | InfNt# |
|----------------|------|------|--------|
|                | UNWM | 2DRnx| MAJ    |
| CON DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| CPP DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| GGO DSC        | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |
| MEAN DSC       | -    | -    | -      |
| HD95           | -    | -    | -      |
| ASD            | -    | -    | -      |
| AVD            | -    | -    | -      |