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Hypergraphs are a generalization of graphs where edges (aka nets) are allowed to connect more than two vertices. They have a similarly wide range of applications as graphs. This paper considers the fundamental and intensively studied problem of balanced hypergraph partitioning, which asks for partitioning the vertices into $k$ disjoint blocks of bounded size while minimizing an objective function over the hyperedges. Here, we consider the two most commonly used objectives: the cut-net metric and the connectivity metric.

We describe our open source hypergraph partitioner KaHyPar which is based on the successful multi-level approach – driving it to the extreme of using one level for (almost) every vertex. Using carefully designed data structures and dynamic update techniques, this approach turns out to have a very good time–quality tradeoff. We present two preprocessing techniques – pin sparsification using locality sensitive hashing and community detection based on the Louvain algorithm. The community structure is used to guide the coarsening process that incrementally contracts vertices. Portfolio-based partitioning of the contracted hypergraph then already achieves a good initial solution. While reversing the contraction process, a combination of several refinement techniques achieves a good final partitioning. In particular, we support a highly-localized local search that can directly produce a $k$-way partitioning and complement this with flow-based techniques that take a more global view. Optionally, a memetic algorithm evolves a pool of solution candidates to an overall good solution.

We evaluate KaHyPar for a large set of instances from a wide range of application domains. With respect to quality, KaHyPar outperforms all previously considered systems that can handle large hypergraphs such as hMETIS, PaToH, Mondriaan, or Zoltan. Somewhat surprisingly, to some extend, this even extends to graph partitioners such as KaHIP when considering the special case of graphs. KaHyPar is also faster than most of these systems except for PaToH which represents a different speed–quality tradeoff.
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1 INTRODUCTION

Graphs are a well-known and universal abstraction that models objects (vertices) and their relations (edges). Hypergraphs are a slightly less well-known but similarly useful generalization where a hyperedge or net may connect more than two vertices. A fundamental problem in processing graphs and hypergraphs is to partition the vertices into a specified number $k$ of disjoint blocks such that each block has bounded size and such that few nets connect vertices from more than one block. We consider the two most widely used objective functions: The cut-net metric counts the number of nets that connect vertices from more than one block. The connectivity metric weights each net $e$ with a factor $\lambda(e)^{-1}$, where $\lambda(e)$ is the number of different blocks connected through $e$. Moreover, we also consider generalizations with weighted vertices and nets.

This balanced hypergraph partitioning (BHP) problem has numerous applications. Perhaps the most well-known applications are in VLSI design [6] (see also Figure 1) and in minimizing communication costs when processing graphs or sparse matrices in parallel [33, 132]. Further applications include storage sharding in distributed databases [42, 84, 92], social network analysis [68, 69, 83], warehouse management, and route planning [45].

Since the BHP problem is NP-hard and hard to approximate [27, 95], solving it for large hypergraphs requires heuristics. In partitioners that achieve high quality, the multi-level approach, which is illustrated in Figure 2, takes a central role: The input is first coarsened by successively identifying sets of vertices that are to be contracted, i.e., these sets are replaced by a single vertex in the new hypergraph. Nets that contain several of the contracted vertices get correspondingly smaller, or can be removed entirely if they shrink to size one. Parallel nets can be replaced by a single net with correspondingly larger weight. Note that any feasible partition of the contracted hypergraph induces a feasible partition of the original input with the same objective function value. Hence, if we carefully contract only vertex sets that should be in the same block of a good partition, we already get good solutions by partitioning the hypergraph in any of its coarser representations. In particular, initial partitioning can apply expensive algorithms if the hypergraph has been shrunk to sufficiently small size. Mistakes made due to vertex sets that should not have been contracted can be straightened out in an uncoarsening and refinement phase where the contractions are undone and optimization approaches like local search are applied to further improve the solution.

1.1 Our Contributions

The multi-level framework can be instantiated in many ways. We contribute to all three main components (coarsening, initial partitioning, refinement), to pre- and postprocessing, and to techniques for experimental evaluation. Describing all this in minute detail requires more space than appropriate for a single journal paper. Hence, we restrict ourselves on conveying the main ideas on a high level and how they work together. More details can be found primarily in the doctoral thesis of Sebastian Schlag [119], and, to a lesser extend, in the doctoral thesis of Yaroslav Akhremtsev (pin sparsifier) [1], in the Bachelor theses of Tobias Heuer (initial partitioning) and Robin Andre (the memetic algorithm) [8], and in the Master thesis of Tobias Heuer (flows) [73]. Lars Gottesbüren contributed the HyperFlowCutter approach [60, 61, 66]. Preliminary descriptions of

---

1 Text from this thesis was also used as the starting for the descriptions made here so that some short verbatim passages may stem from there.
some of these results have also been published in several conference papers [2, 9, 75, 77, 120]. For one variant of the flow-based techniques, there is also a journal paper explaining it in detail [76]. We see the added value of our paper in giving a succinct presentation of the overall system and how it leads to the currently best code for high-quality hypergraph partitioning. Among others, the partitioning system described in this paper is used for circuit partitioning [105], in a graph-based algebraic modeling framework [82], as well as for finding high-quality contraction paths for tensor networks [65] for quantum circuit simulation, which is also used in a different framework [79].

After introducing notation and basic techniques in Section 2, Section 3 explains our algorithmic approaches. KaHyPar represents hypergraphs as a bipartite graph where vertices correspond to one side of the graph and nets to the other side. The dynamic data structure described in Section 3.1 is carefully designed to support efficient (un)contractions. KaHyPar supports both direct \( k \)-way partitioning and recursive bipartitioning. Section 3.2 explains this tradeoff.

Before starting the multi-level optimization proper, KaHyPar offers two kinds of preprocessing. A pin sparsifier described in Section 3.3.1 contracts vertices with similar neighborhood. This accelerates subsequent computations by reducing the average net size. Vertices with similar neighborhood are identified using locality-sensitive min-hashing schemes. Quality is further improved by identifying communities of densely connected vertices. The approach described in Section 3.3.2 applies the Louvain algorithm for modularity clustering [19] on the bipartite graph representation. In order to derive useful communities of the hypergraph from these clusters, appropriate weights are defined for the graph edges.

The community structure later guides the coarsening phase described in Section 3.4 by only allowing contractions inside clusters. However, rather than directly contracting clusters, KaHyPar adapts the \( n \)-level approach previously used by the KaSPar graph partitioner [108]. The idea is to contract only two vertices at a time in order to obtain very fine-grained hierarchy information that leads to improved solutions and smaller search spaces in the refinement phase.

The initial partitioning algorithm described in Section 3.5 is based on recursive bipartitioning and was originally developed in the Bachelor thesis of Tobias Heuer [72]. The algorithm recursively and repeatedly applies a portfolio of several simple bipartitioning algorithms. These include random initialization, BFS, local search improvement, greedy hypergraph growing [33], and an adaption of label propagation [71, 104] to hypergraphs. Direct \( k \)-way algorithms that we also tried did not work sufficiently well to include them into the portfolio. This is somewhat surprising because in the refinement phase described in Section 3.6, direct \( k \)-way algorithms are superior. These local search algorithms are highly localized because they explore the search space around a single pair of uncontracted vertices. This makes it more likely to find nontrivial overall improvements as already observed for graph partitioning [108, 114, 122]. The added difficulty in hypergraph partitioning is that moving a single vertex between two blocks may on the one hand have no effect on the

![Fig. 2. Illustration of several preprocessing techniques and the multi-level partitioning process.](image-url)
objective function value but may potentially affect the desirability of moving many other vertices. We address these issues by developing an improved stopping rule for these local searches and by reducing update overhead after vertex moves by using a gain-cache data structure. This local \(k\)-way view is complemented by a global 2-way view using maximum-flow computations between pairs of blocks in Section 3.7. This generalizes an approach from graph partitioning [114] to hypergraphs. The new formulation even helps for the graph case since it allows more vertex moves and uses a more general tradeoff between balance and cut size [76].

All components of KaHyPar use randomized tie breaking whenever possible. This has the effect to increase variance of the solution quality thus allows improved solutions by simply taking the best from several solution attempts. Even higher quality can be achieved by evolving a population of solutions using a memetic algorithm. A memetic algorithm is a genetic algorithm that also uses local search. Our variant described in Section 3.8 includes recombination operators with more than two parents and ones that guarantee that the offspring is no worse than the parents. "Local search" in this context has a very coarse-grained meaning. It means applying \(V\)-cycles, i.e., applying \(n\)-level coarsening and refinement. KaHyPar’s \(V\)-cycles restrict contractions to blocks of the previous solution and use either the old or a newly computed solution as the initial partition.

Section 4 then reports the main results of an extensive experimental evaluation using close to 4000 problem instances. Considering the algorithmic components of KaHyPar, the pin sparsifier yields speedups on some difficult instances while leading to a negligible deterioration on quality. Conversely, community-aware coarsening leads to a significant improvement of quality for a negligible time overhead. Flows lead to an even larger quality improvement at the cost of increasing running time by about a factor of two. Evolutionary techniques yield an additional (somewhat smaller) improvement at very large expense (but are still more efficient than brute force repetitions).

We also compare KaHyPar with a representative set of seven state-of-the-art hypergraph partitioners (two variants of hMetis [86], two variants of PaToH [32], one variant of Zoltan [125], Mondriaan [16], and HYPE [101]). KaHyPar achieves the highest quality among all these systems while being faster than the partitioner that previously achieved the highest quality (hMetis). The variants of PaToH are considerably faster than KaHyPar at the expense of worse solutions (typically around 7% larger objective function value). The only non-multi-level system, HYPE, is sometimes yet a bit faster but at the price of an order of magnitude larger objective function values. We also compare KaHyPar with the state-of-the-art high-quality graph partitioner KaFFPa. Somewhat surprisingly, KaHyPar is both faster and achieves higher quality. We summarize our results in Section 5 and outline possible directions for future work.

1.2 Related Work

There is extensive previous work on graph and hypergraph partitioning. For a detailed account, we therefore refer to existing survey articles [6, 15, 28, 110, 123] and the thesis of Sebastian Schlag [119] which contains a 60 page literature survey and 45 pages of bibliography. We cite directly relevant literature within the respective sections. Historically, many variants of local search have been investigated since the 1960s. Combining local search with two-level algorithms allowed significant quality improvements since the mid 1970s. Since the late 1990s, multi-level algorithms have established themselves as the method of choice for achieving high quality.

Well-known sequential multi-level systems with certain distinguishing characteristics include tools originating from scientific computing like PaToH [33], originating from VLSI design like hMetis [87, 90] and MLPart [29], and systems targeted at partitioning sparse rectangular matrices like Mondriaan [133]. UMPa [35] supports directed hypergraphs and multiple objective functions. kPaToH [10] can handle multiple constraints as well as fixed vertices.

Distributed HGP systems include Zoltan [47] and Parkway [131], and SHP [84]. However, these currently cannot achieve the quality of sequential multi-level partitioners. Recently, shared-memory partitioners have made progress – see Section 5.

2 PRELIMINARIES

2.1 Notation and Definitions

Hypergraphs & Graphs. A weighted undirected hypergraph \(H = (V, E, c, \omega)\) is defined as a set of \(n\) vertices \(V\) and a set of \(m\) hyperedges/nets \(E\) with vertex weights \(c : V \rightarrow \mathbb{R}_{>0}\) and net weights \(\omega : E \rightarrow \mathbb{R}_{>0}\), where each net \(e\) is a subset of the vertex set \(V\) (i.e., \(e \subseteq V\)). The vertices of a net are called pins. We extend \(c\) and
ω to sets in the natural way, i.e., $c(U) := \sum_{v \in U} c(v)$ and $\omega(F) := \sum_{e \in F} \omega(e)$. A vertex $v$ is incident to a net $e$ if $v \in e$. $I(v)$ denotes the set of all incident nets of $v$. The set $\Gamma(v) := \{ u \mid \exists e \in E : \{v, u\} \subseteq e \}$ denotes the neighbors of $v$. The degree of a vertex $v$ is $d(v) := |I(v)|$. We assume hyperedges to be sets rather than multiset, i.e., a vertex can only be contained in a hyperedge once. Nets of size one are called single-vertex nets. We call two nets $e_i$ and $e_j$ parallel if $e_i = e_j$. Given a subset $V' \subset V$, the subhypergraph $H_{V'}$ is defined as $H_{V'} := (V', \{ e \in E : e \cap V' \neq \emptyset \})$.

Let $G = (V, E, c, \omega)$ be a weighted (directed) graph. We use vertices and hyperedges/nets when referring to hypergraphs and nodes and edges when referring to graphs. However, we use the same notation to refer to node weights $c$, edge weights $\omega$, node degrees $d(v)$, and the set of neighbors $\Gamma$. In an undirected graph, an edge $(u, v) \in E$ implies an edge $(v, u) \in E$ and $\omega(u, v) = \omega(v, u)$.

A common way to represent an undirected hypergraph $H = (V, E, c, \omega)$ as an undirected graph is the bipartite representation [78]. In the bipartite graph $G_s(V \cup E, F)$, the vertices and nets of $H$ form the node set and for each net $e$ incident to a vertex $v$, we add an edge $(e, v)$ to $G_s$ [124]. The edge set $F$ is thus defined as $F := \{(e, v) \mid e \in E, v \in e\}$. An example of a hypergraph, along with its corresponding bipartite graph is shown in Figure 3.

**Partitions and Clusterings.** A $k$-way partition of a hypergraph $H$ is a partition of its vertex set into $k$ blocks $\Pi = \{V_1, \ldots, V_k\}$ such that $\bigcup_{i=1}^k V_i = V$, $V_i \neq \emptyset$ for $1 \leq i \leq k$, and $V_i \cap V_j = \emptyset$ for $i \neq j$. We call a $k$-way partition $\Pi$ $\epsilon$-balanced if each block $V_i \in \Pi$ satisfies the balance constraint: $c(V_i) \leq L_{\max} := (1 + \epsilon) \left\lceil \frac{|V_i|}{k} \right\rceil$ for some parameter $\epsilon$.

We call a block $V_i$ overloaded if $c(V_i) > L_{\max}$ and underloaded if $c(V_i) < L_{\max}$.

For each net $e$, $\Lambda(e) := \{ V_i \mid V_i \cap e \neq \emptyset \}$ denotes the connectivity set of $e$. The connectivity $\lambda(e)$ of a net $e$ is the cardinality of its connectivity set, i.e., $\lambda(e) := |\Lambda(e)|$. A net is called a cut net if $\lambda(e) > 1$, otherwise (i.e., if $|\Lambda(e)| = 1$) it is called an internal net. A vertex $u$ that is incident to at least one cut net is called a border vertex. The number of pins of a net $e$ in block $V_i$ is defined as $\Phi(e, V_i) := |\{ V_i \cap e \}|$. A block $V_i$ is adjacent to a vertex $v \notin V_i$ if $\exists e \in I(v) : V_i \in \Lambda(e)$. We use $B(v)$ to denote the set of all blocks adjacent to $v$. Given a $k$-way partition $\Pi$ of $H$, the quotient graph $Q := (\Pi, \{ (V_i, V_j) \mid \exists e \in E : \{V_i, V_j\} \subseteq \Lambda(e) \})$ contains an edge between each pair of adjacent blocks.

A clustering $C = \{C_1, \ldots, C_l\}$ of a hypergraph is a partition of its vertex set. In contrast to a $k$-way partition, the number of clusters is not given in advance, and there is no balance constraint on the actual sizes of the clusters $C_i$.

**Contractions and Uncontractions.** Contracting a pair of vertices $(u, v)$ means merging $v$ into $u$. We refer to $u$ as the representative and to $v$ as the contraction partner. After contraction, the weight of $u$ becomes $c(u) := c(u) + c(v)$. We connect $u$ to the former neighbors $\Gamma(v)$ of $v$, by replacing $v$ with $u$ in all nets $e \in I(v) \cap I(u)$. Furthermore, we remove $v$ from all nets $e \in I(u) \cap I(v)$. If a contraction leads to parallel nets, we remove all but one from $H$. The weight of the remaining net $e$ is set to the sum of the weights of the nets parallel to $e$. Single-vertex nets created by a contraction are removed from the hypergraph, since such nets can never become part of the cut. Uncontracting a vertex $u$ reverses the contraction. The uncontracted vertex $v$ is put in the same block as $u$ and the weight of $u$ is set back to $c(u) := c(u) - c(v)$.

---

2The $\lceil \cdot \rceil$ in this definition ensures that there is always a feasible solution for inputs with unit vertex weights. For general weighted inputs there is no commonly accepted way to how to deal with feasibility; see also [64, 74].
2.2 The k-way Hypergraph Partitioning Problem

**Problem Definition.** The k-way hypergraph partitioning problem is to find an ε-balanced k-way partition \( \Pi \) of a hypergraph \( H = (V, E, \epsilon, \omega) \) that minimizes an objective function over the cut nets for some value of \( \epsilon \). We consider the two most commonly used cost functions, namely the cut-net metric \( f_c(\Pi) := \sum_{e \in E'} \omega(e) \) and the connectivity metric \( f_\lambda(\Pi) := \sum_{e \in E} (\lambda(e) - 1) \alpha(e) \), where \( E' \) is the cut-set (i.e., the set of all cut nets) [36, 50]. While the cut-net metric sums the weights of all nets that connect more than one block of the partition \( \Pi \), the connectivity metric additionally takes into account the actual number \( \lambda \) of blocks connected by the cut nets. Optimizing each of the objective functions is known to be NP-hard [95]. Note that for planar graphs both cost functions revert to edge-cut (i.e., the sum of the weights of those edges that have endpoints in different blocks) [28]. Furthermore, for \( k = 2 \) (the bipartitioning problem), \( f_c(\Pi) = f_\lambda(\Pi) \).

**Recursive Bipartitioning and Direct k-way Partitioning.** In general, there are two approaches to computing a k-way partition of a hypergraph. If \( k \) is a power of two, recursive bipartitioning (RB) algorithms obtain the final k-way partition by first computing a bipartition of the initial hypergraph, and then recursing on each of the two blocks. Thus, it takes \( \log k \) such phases\(^3\) until the hypergraph is partitioned into \( k \) blocks. If \( k \) is not a power of two, the approach has to be adapted to produce appropriately-sized blocks. In direct k-way partitioning, the hypergraph is directly partitioned into \( k \) blocks, without the detour over the recursive 2-way approach.

3 HIGH-QUALITY HYPERGRAPH PARTITIONING

This section presents the core data structures and algorithms of KaHyPar. We start by describing our "semi-dynamic" hypergraph data structure in Section 3.1. It is semi-dynamic in that we are only concerned with efficient vertex and hyperedge deletions and the reversal of these operations, and do not consider insertions of additional vertices or nets. In Section 3.2, we briefly discuss our approach to computing k-way partitions via recursive bipartitioning and the peculiarities that need to be addressed for cut-net and connectivity optimization. Section 3.3 then presents the employed preprocessing techniques, namely the LSH-based sparsification algorithm and an approach to infer information about the community structure of the hypergraph. While the former is used to speed up the overall partitioning process, the information gathered by the latter is used to guide the coarsening process. Afterwards, we address each of the three phases of the multi-level paradigm: Section 3.4 presents our coarsening algorithm, Section 3.5 discusses our portfolio-based initial partitioning algorithm, and Section 3.6 and Section 3.7 give an overview on our localized local search and flow-based refinement algorithms. Lastly, in Section 3.8, we integrate the entire framework with a genetic algorithm that is able to explore the global solution space extensively.

3.1 The Hypergraph Data Structure

**Conceptual Overview.** Conceptually, we represent the hypergraph \( H \) as an undirected bipartite graph \( G_\ast = (V \cup E, F) \). The vertices and nets of \( H \) form the vertex set. For each net \( e \) incident to a vertex \( v \), we add an edge \( (e, v) \) to the graph. The edge set \( F \) is thus defined as \( F := \{ (e, v) \mid e \in E \wedge v \in e \} \). When contracting a vertex pair \( (u, v) \), we mark the corresponding node \( v \) as deleted. The edges \( (v, e) \) incident to \( v \) are treated as follows: If \( G_\ast \) already contains an edge \( (u, e) \), then net \( e \) contained both \( u \) and \( v \) before the contraction. In this case, we simply delete the edge \( (v, e) \) from \( G_\ast \). Otherwise, net \( e \) only contained \( v \). We therefore have to relink the edge \( (v, e) \) to \( u \).

**Data Structure.** We use a combination of an adjacency list and a modified adjacency array to represent \( G_\ast \). An example is shown in Figure 4. The adjacency list is used to store the incident nets of each vertex (i.e., the edges leaving nodes \( v \in V \) in the bipartite graph representation), while the adjacency array stores the pins of each net (i.e., edges leaving nodes \( v \in E \) in \( G_\ast \)). This representation is motivated by the observations that vertex degrees can grow after a contraction, while nets can only shrink. To index into the adjacency array \( \mathcal{A} \), we use an offset array \( \mathcal{E} \) that stores the starting positions of the entries in \( \mathcal{A}(\mathcal{E}[-], f) \) and the size of each net \( |e| (\mathcal{E}[-], s) \). Thus, pins of a net \( e \) are accessible as \( \mathcal{A}(\mathcal{E}[e], f), ..., \mathcal{A}(\mathcal{E}[e], f + \mathcal{E}[e], s - 1) \), while nets

\(^3\)In this paper \( \log x \) stands for \( \log_2 x \).
Fig. 4. Example of a contraction operation. The hypergraph \( H \) is depicted on the left, the corresponding bipartite graph representation is shown in the middle, and the adjacency data structure is shown on the right. The contraction leads to an edge deletion operation for net 0 and a relink operation for net 1. Element \( E[2] \) is a sentinel element used during uncontractions.

incident to a vertex \( v \) are accessed using array \( V \) that stores a pointer for each vertex to a vector containing the corresponding incident nets.

**Contraction.** Contracting a vertex pair \((u, v) \in H\) works as follows: The weight of \( v \) is added to the weight of \( u \). For each net \( e \in I(v) \) we then have to determine if the corresponding edge \((v, e) \in G_o\) can simply be deleted or if a relink operation is necessary. This can be done with one scan over the pins of \( e \). During this scan, we swap \( v \) with the last pin of \( e \) located at position \( A[E[e].f + E[e].s - 1] \), and additionally search for vertex \( u \). If we find \( u \), we can remove \( v \) from \( e \) by decrementing \( E[e].s \). If \( u \) was not found, \((u, e)\) is relinked to \( u \) by replacing \( v \) with \( u \) in the pin sequence of \( e \) and by appending \( e \) to the adjacency list of vertex \( u \). In order to be able to reverse contractions, we record each contracted vertex pair in a memento sequence \( M \).

**Uncontraction.** After resetting the weight of the representative vertex \( u \), we first mark all incident nets \( I(v) \) as relevant for the current uncontraction using a bit vector \( b \). We then iterate over all nets \( e \in I(u) \) of the representative \( u \). If net \( e \) is also incident to the re-enabled vertex \( v \) (i.e., \( b[e] = \text{true} \)), it is necessary to revert either a delete or a relink operation. It is possible to distinguish between both cases by peeking one element past the slot of the last pin of \( e \) (\( E[e + 1].f \) always exists, because we use a sentinel element at position \( E[m] \)). If the pin located at this position is \( v \) and we are still in the pin range of net \( e \) (i.e., the current size of \( e \) is smaller than its original size), we have to revert a delete operation. Otherwise a relink operation needs to be reverted. Deletions can be reversed by simply increasing \( E[e].s \) for the corresponding nets. To reverse a relink operation, we remove \( e \) from the adjacency list of vertex \( u \), and reset the pin slot of \( e \) containing \( u \) back to \( v \).

### 3.2 Computing k-way Partitions via Recursive Bipartitioning

**Motivation.** The question whether or not to prefer direct \( k \)-way partitioning over recursive bipartitioning is still unresolved. Depending on the final application and algorithm, either one can be the method of choice. For example, recursive bipartitioning can be the method of choice if \( k \) is not given in advance, but instead a bound on the block size is specified. In this case, recursive bipartitioning can stop as soon as the blocks reach the upper bound for the block size. Historically, recursive bipartitioning algorithms have been superior to \( k \)-way schemes for the hypergraph partitioning problem. Hence, our first partitioning algorithm [120] used recursive bipartitioning to optimize the cut-net metric. Afterwards, we contributed a direct \( k \)-way partitioning approach optimizing both the cut-net [75, 76] and the connectivity metric [2, 75–77]. This is the first \( k \)-way approach that significantly outperforms recursive bipartitioning. However, recursive bipartitioning is still
highly important as we use it within our initial partitioning algorithm. In the following, we describe our approach for recursive bipartitioning.

Recursive Bipartitioning. If \(k\) is a power of two, the final \(k\)-way partition is obtained by first computing a bipartition of the initial hypergraph and then recursing on each block. Hence, it takes \(\log k\) such phases until the hypergraph is partitioned into \(k\) blocks. If \(k\) is not a power of two, the approach has to be adapted to produce appropriately-sized partitions. Our algorithm uses the following technique to compute a \(k\)-way partition via recursive bipartitioning for arbitrary values of \(k\): We compute a 2-way partition of the hypergraph into blocks \(A\) and \(B\) such that \(A\) has a maximum weight of \(\left(1 + \varepsilon'\right)\left(\frac{|k|}{2}\right)\cdot c(V)\) and \(B\) has a maximum weight of \(\left(1 + \varepsilon'\right)\left(\frac{|k|}{2}\right)\cdot c(V)\), where \(\varepsilon'\) is a suitably adjusted imbalance parameter that ensures that the final \(k\)-way partition is \(\varepsilon\)-balanced. Block \(A\) is then partitioned recursively into \(k' := \lfloor k/2 \rfloor\) blocks, while \(B\) is partitioned into \(k' := \lceil k/2 \rceil\) blocks.

Adaptive Imbalance. If the initial imbalance parameter \(\varepsilon\) was to be used in each bipartitioning step, the weight of the largest block \(V_{\max}\) could be larger than the maximum allowed block weight \(L_{\max}\). Therefore it is necessary to restrict the allowed imbalance at each bipartition. Our approach that balances flexibility over all levels is summarized in the following lemma:

**Lemma 3.1 (Adaptive Imbalance for Recursive Bipartitioning [120]).** Let \(H_0\) and \(H_1\) be the hypergraphs induced by a bipartition \(\Pi = \{V_0, V_1\}\) of an unweighted hypergraph \(H = (V, E, c, \omega)\) for which we want to compute an \(\varepsilon\)-balanced \(k\)-way partition. Using an adaptive imbalance parameter

\[
\varepsilon' := \left(\frac{1 + \varepsilon}{k} \cdot c(V)\right)^{\frac{1}{\log k}} - 1
\]

to compute a \(k'\)-way partition (with \(k' \geq 2\)) of hypergraph \(H_i\) with \(i \in \{0, 1\}\) via recursive bipartitioning ensures that the final \(k\)-way partition of \(H\) is \(\varepsilon\)-balanced. When computing the very first bipartition for a \(k\)-way partition, we set \(H_0 := H\), \(k' := k\) and therefore \(\varepsilon' := (1 + \varepsilon)^{\frac{1}{\log k}} - 1\).

**Proof.** We refer the reader to the thesis [119] and the paper [120] for the proof of the lemma.

Cut-Net Splitting and Cut-Net Removal. Depending on the objective function that we optimize, cut-nets need to be treated differently when recursing on the two hypergraphs induced by a bipartition \(\Pi = \{V_0, V_1\}\). For cut-net optimization, we recurse on the section hypergraphs \(H_{xV_0}\) and \(H_{xV_1}\) that omit the cut-nets completely, where \(H_{xV_i} := (V_i, \{e \in E \mid e \subseteq V_i\})\) [13, 14]. Note that the section hypergraphs do not contain the cut-nets, because these nets will always be cut nets in the final \(k\)-way partition, and already contribute \(\omega(e)\) to the total cut size [34]. This simultaneously reduces the number of nets as well as their average size in each subhypergraph, without affecting the partitioning objective. For connectivity optimization, however, all following bipartitions can further increase the connectivity \(\lambda\) of the cut nets. Therefore, it is necessary to recurse on the subhypergraphs \(H^e_{V_0}\) and \(H^e_{V_1}\), in which each cut-net \(e\) is split into two nets \(e_0 = e \cap V_0\) and \(e_1 = e \cap V_1\). Single-pin nets can be discarded in this process, as they cannot be cut in further bipartitioning steps.

### 3.3 The Preprocessing Phase

Before starting the \(n\)-level partitioning process, we apply a hypergraph sparsifier [2] and infer information about the hypergraph’s community structure [77]. Section 3.3.1 describes the sparsification algorithm. Community detection is discussed in Section 3.3.2. Whereas the former modifies the input hypergraph to speed up the overall partitioning process, the latter gathers information that will be used to guide the coarsening process.

#### 3.3.1 Pin Sparsification via Locality-Sensitive Hashing

**Motivation.** Algorithms employed in each phase of the multi-level framework often perform computations on the vertices and their set of neighbors (e.g., to find the “best” contraction partner \(u \in \Gamma(v)\) for vertex \(v\) during coarsening). For a given vertex \(v\), this requires iterating over the set of all pins \(p \in e\) of all incident nets \(e \in \Gamma(v)\). Especially for hypergraphs with many large nets, these calculations can therefore have a significant
impact on the overall running time of the respective algorithm. To alleviate this impact, we employ a pin sparsifier as a preprocessing technique that identifies (and contracts) vertices with similar neighborhoods and thus reduces the average hyperedge size [2].

Central Idea. We consider two vertices $u$ and $v$ to be similar, if they share many nets, i.e., if their sets of incident nets $I(u)$ and $I(v)$ have a relatively large intersection. Similarity is measured using the Jaccard coefficient $J(A, B) = |A \cap B|/|A \cup B|$, for finite sets $A$ and $B$. Let $J(u, v)$ denote the Jaccard coefficient of the incident nets of two vertices $u$ and $v$, i.e., $J(u, v) = |I(u) \cap I(v)|/|I(u) \cup I(v)|$. Then, the corresponding distance metric is $D(u, v) = 1 - J(u, v)$ [39]. Since calculating these distances/similarities for every pair of vertices would lead to a quadratic-time algorithm, we instead use the locality-sensitive hashing (LSH) technique [57, 81] to identify sets of similar vertices that are “close” to each other with respect to $D(\cdot, \cdot)$. Similar vertices are then contracted to reduce the number of pins in the hypergraph.

Locality-Sensitive Hashing (LSH). The key idea of the LSH approach is to hash elements in such a way that the probability for “close” elements to have equal hash values is high, while the probability for “distant” elements to have equal hash values is low. For the Jaccard distance $D(\cdot, \cdot)$, the following family of hash functions (called min-hash) is known to be locality-sensitive: $\mathcal{H} = \{h_\sigma(X) = \min \{\sigma(x) \mid x \in X \land \sigma \in \Sigma\}\}$, where $X \subseteq U$ is a finite set of elements from a finite universe $U$, and $\sigma$ is a random permutation from the set $\Sigma$ of all random permutations of $U$ [24, 26]. It can be proven that $Pr[h_\sigma(A) = h_\sigma(B)] = J(A, B)$ [7, 98], i.e., the larger the distance, the smaller the collision probability [57]; see also [96]. For increased efficiency, we replace random permutations $\sigma$ by hash functions of the form $h(x) = ax + b \mod p$ [25].

High-Level Algorithm Outline. The algorithm works in multiple passes. In the beginning, all vertices are marked as unclustered. Each pass then starts by identifying buckets of similar vertices using min-hash fingerprints. The fingerprint of a vertex $v$ is defined as $g_i(v) = (h_1(v), h_2(v), \cdots, h_i(v))$, where each hash function $h_i$ is chosen uniformly at random from $\mathcal{H}$. We consider two fingerprints to be equal if and only if all $i$ hash values are equal. Hence, only vertices with the same fingerprint will be put in the same bucket. The size of the fingerprint (i.e., the number $i$ of min-hashes) affects the probability that vertices are put into the same cluster [96]. By increasing the number of hashes, we decrease the probability that “distant” vertices have the same fingerprint. However, at the same time, increasing the size of the fingerprint also decreases the probability of “close” vertices ending up in the same cluster. To avoid this problem, we calculate multiple fingerprints for each vertex. Since the distance between vertices varies in different parts of a hypergraph, we choose both the size of the fingerprint and the number of fingerprints adaptively.

After computing the buckets, each yet unclustered vertex is then clustered with similar vertices from it’s corresponding bucket as long as the size of the resulting cluster is less than $c_{\text{max}}$. If the size is at least $c_{\text{min}}$, all vertices of the newly formed cluster become inactive and do not participate in the next pass. By bounding cluster sizes from below by $c_{\text{min}}$ and from above by $c_{\text{max}}$, we enforce the formation of reasonably balanced clusters in order to allow the partitioning algorithm to compute feasible solutions of high quality. The clustering algorithms stops as soon as the number of resulting clusters is less than $n/2$ or the maximum number of passes is reached. Each cluster is then contracted to a single vertex. We implement the sparsifier in such a way that the total running time is linear in the total number of pins.

3.3.2 Detecting Community Structure To Improve Coarsening.

Motivation. The goal of the coarsening phase is to create successively smaller but structurally similar approximations of the input hypergraph in which both the exposed hyperedge weight as well as the sizes of the hyperedges are successively reduced. This is commonly done by using rating functions to identify and contract highly connected vertices, and by allowing the formation of vertex clusters instead of enforcing maximal matchings, since this can destroy some naturally existing clustering structures in the hypergraph [85]. However, even when allowing the formation of vertex clusters, several situations can arise in which the naturally existing structure is obscured. Examples include tie-breaking decisions if multiple neighbors of a vertex have the same rating score, or preventing certain contractions by enforcing an upper-bound on the vertex weights to ensure that the distribution of vertex weights does not become too imbalanced at the coarsest level (which would limit the number of feasible initial partitions satisfying the balance constraint).
Situation like these arise because all coarsening algorithms are guided by local, greedy decisions based on rating functions that solely consider the weights and sizes of nets connecting candidate vertices and therefore lack a global view of the clustering problem. We therefore use an approach which incorporates global information about the community structure into the coarsening process [77].

**Community Detection via Modularity Maximization.** We perform community detection on hypergraphs by translating this problem into the problem of modularity maximization in graphs. Community detection tries to extract an underlying structure from a graph by dividing its nodes into disjoint subgraphs (communities) such that connections are dense within subgraphs but sparse between them [53, 117]. Different quality functions are used to judge the goodness of a division into communities. Among those, the most popular quality function is the modularity measure [107]. It compares the observed fraction of edges within a community with the expected fraction of edges if edges were placed using a random edge distribution that preserves the degree distribution of the graph [54]. More formally, given a graph \( G \) and disjoint communities \( C = \{C_1, \ldots, C_x\} \), modularity is defined as:

\[
Q := \frac{1}{2m} \sum_{ij} \left[ A_{ij} - \frac{k_i k_j}{2m} \right] \delta(C_i, C_j),
\]

where \( A_{ij} \) is the entry of the adjacency matrix \( A \) representing edge \((i, j)\), \( m = \frac{1}{2} \sum_{ij} A_{ij} \) is the number of edges in the graph, \( k_i \) is the degree of node \( i \), \( C_i \) is the community of vertex \( i \), and \( \delta \) is the Kronecker delta. Note that this can be generalized to weighted graphs: \( A_{ij} \) represents the weight of edge \((i, j)\), \( k_i = \sum_j A_{ij} \) is the weighted degree of node \( i \) and \( m = \frac{1}{2} \sum_{ij} A_{ij} \) is the sum of all edge weights [106]. Modularity optimization is known to be NP-hard [22], but several efficient heuristics exist. In KaHyPar, we use the Louvain algorithm of Blondel et al. [19], which has low computational complexity and is thus suitable for large graphs [53, 93].

**Community-aware Coarsening Framework.** Our framework consists of two phases. First, we use the Louvain algorithm to partition the vertices of the hypergraph into a set \( C = \{C_1, \ldots, C_x\} \) of internally densely and externally sparsely connected communities. The actual number of communities \( |C| \) is determined by the community detection algorithm. Then, the hypergraph coarsening algorithm described in Section 3.4 is applied on each community \( C_j \) independently. This can be accomplished by modifying the algorithm to only contract vertices within the same community by restricting potential contraction partners of a given vertex \( u \in C_j \) to \( \Gamma(u) \cap C_j \). By preventing inter-community contractions, the coarsening algorithm maintains the structural similarity discovered by the community detection algorithm, while still allowing local, intra-community decisions to be based on HGP-specific rating functions.

**Hypergraph Clustering by Modularity Optimization of the Bipartite Representation.** We apply graph modularity optimization to the representation of the hypergraph by the bipartite graph \( G_s \) already described in the introduction. We can then infer a clustering of the hypergraph from the clustering of the vertex side of \( G_s \). In order to make this work, we encode information about the hypergraph structure into the edge weights of \( G_s \) (see Figure 5). When the edge density \( \delta = m/n \) is sufficiently large (\( \delta \geq 0.75 \) in our implementation), we use constant edge weights. For less dense inputs, we use an edge weight \( \omega(u, e) := d(u)/|e| \). By weighting the graph edge inversely proportional to the size of the net, smaller nets get a higher influence on the community structure than larger nets. If many small nets are contained within a community, the coarsening algorithm can successively reduce their size and eventually remove them from the hypergraph. Furthermore, this ensures that large nets do not dominate the community structure by attracting too many vertices. By also incorporating the vertex degree, we strengthen the connection between nets and high-degree vertices to facilitate the formation of communities around high-degree vertices in the hypergraph.

### 3.4 The Coarsening Phase

**Motivation.** Multi-level coarsening algorithms either compute matchings [5, 47, 87, 133] or clusterings [33, 67, 90, 104, 130] on each level of the coarsening hierarchy using different rating functions to determine the vertices to be matched or clustered together. The contracted vertices then form the vertex set of the coarser hypergraph on the next level. In contrast, \( n \)-level partitioning algorithms like the graph partitioner KaSPar [108] create a hierarchy of (nearly) \( n \) levels by removing only a single vertex between two levels, which obviates the need for matching or clustering algorithms in the coarsening phase. KaSPar uses a priority
queue to determine which vertex pair to contract next. After each contraction, the priority of each neighbor of the contracted vertex needs to be updated in order to keep the priorities consistent. For hypergraphs, this constitutes a severe performance bottleneck as even a single large hyperedge can significantly increase the size of the neighborhood. In this section, we present a simple coarsening algorithm that avoids this bottleneck but retains the solution quality of the KaSPar approach [2].

**Rating Function.** Our algorithm adopts the heavy-edge rating function [34, 87, 131], which prefers vertex pairs \((u, v)\) that have a large number of heavy nets with small size in common:

\[
r(u, v) := \sum_{e \in \{I(u) \cap I(u')\}} \frac{\omega(e)}{|e| - 1}.
\]

**Detecting Single-Vertex Nets and Parallel Nets.** The contraction of a vertex pair \((u, v)\) can lead to parallel nets (i.e., nets that contain exactly the same vertices) and single-vertex nets in \(I(u)\). We continuously detect and remove these nets from the hypergraph. Parallel nets are replaced by a single net whose weight is the sum of the weights of the parallel nets. Single-vertex nets are easily identified, because \(|V| \gg |E|\) is the maximum allowed vertex weight. Here, parameter \(t\) is used to control the size of the coarsest hypergraph. If multiple neighbors have the same rating score, we favor a vertex that has not yet taken part in any contractions during the pass to break ties. To speed up the coarsening process in the presence of large nets, we do not evaluate the rating function for nets larger than \(t \cdot \kappa\) vertices. A pass ends as soon as every vertex in the random permutation was considered either as representative or as contraction partner. Then, a new pass is started by creating a new random permutation of the remaining vertices. The coarsening process is stopped as soon as the number of vertices drops below \(t \cdot \kappa\) or no eligible vertex is left. This algorithm has been shown to be significantly faster than an engineered, hypergraph-specific version of the KaSPar approach [120] while yielding comparable solution quality [2].

**A Different View on Coarsening.** The key difference to FC and related coarsening algorithms lies in the way contractions are handled. While traditional algorithms first compute a matching/clustering on each level

---

\(\text{Using a slightly more expensive hash function, this approach has concrete performance guarantees [80].}\)
and then use it to create a coarse hypergraph for the next level, we rate and contract one vertex at the same time, i.e., after finding the contraction partner \( v \in \Gamma(u) \) for a vertex \( u \), we immediately contract \((u, v)\). Thus, while in FC clustering decisions are made for all vertices of the current level at once, and more importantly independently of one another, our \( n \)-level coarsening algorithm adaptively adjusts every contraction decision to the current structure of the hypergraph induced by all previous contractions.

### 3.5 The Initial Partitioning Phase

In the direct \( k \)-way setting, KaHyPar computes an initial partition of the coarsest hypergraph via \( n \)-level recursive bipartitioning as described in Section 3.2. To obtain an initial bipartition, we use a portfolio approach composed of nine different initial bipartitioning algorithms. The portfolio approach increases diversification and produces better results than single initial partitioning algorithms alone [72]. Each algorithm runs 20 times using different random seeds and the quality of each computed partition is improved using our 2-way FM local search algorithm (see Section 3.6.1). The partition with the best solution quality or, in case of ties, with the lowest imbalance, is used as initial solution and projected back to the original hypergraph. In case all partitions are imbalanced, we choose the partition with smallest imbalance.

In the following, we give a brief overview of the bipartitioning algorithms employed in our portfolio approach and refer to the corresponding bachelor thesis [72] for a more detailed description and evaluation.

**Random & BFS-based Partitioning.** Random partitioning [34, 87] randomly assigns vertices to one of the two blocks, provided that the assignment does not violate the balance constraint. In case of a violation, the vertex in question is assigned to the opposite block. If both assignments would lead to overloaded blocks, the vertex is randomly assigned to one of the blocks. Breadth-First-Search (BFS) partitioning [34, 87, 88] starts with a randomly chosen vertex and performs a BFS traversal of the hypergraph until the weight of all discovered vertices would exceed the balance constraint. The vertices visited during the traversal constitute the first block \( V_0 \), all remaining vertices constitute the second block \( V_1 \).

**Greedy Hypergraph Growing (GHG).** Furthermore, we use different variations of the GHG algorithm proposed by Çatalyürek and Aykanat [33]. Unlike the original algorithm, which grows a cluster around a randomly selected seed vertex, our versions first compute two pseudo-peripheral seed vertices [56] as follows: Starting from a random vertex, we perform a BFS. The last vertex visited serves as the starting vertex for the next BFS. This vertex and the last vertex visited by the second BFS are supposed to be “far” away from each other. Therefore, one is used as the seed vertex for block \( V_0 \), the other for block \( V_1 \). For each block, we maintain a priority queue (PQ) that stores the neighboring vertices of the growing cluster according to a score function. The algorithm then iteratively selects the vertex with the highest score from one of the PQs, moves the vertex to the corresponding block, and then updates the scores of neighboring vertices. We use the FM gain (see Eq. 3) and the max-net gain definition (which is also used in PaToH [34]) as score functions. The max-net gain counts the weights of all nets connected to the target block (i.e., the gain of assigning vertex \( v \) to block \( V_i \) is defined as \( g_{\text{max-net}}(v) := \sum_{e \in E'} \omega(e), \) where \( E' := \{ e \in I(v) \mid \Phi(e, V_i) > 0 \} \)). Our GHG variants also differ in the way the clusters are grown. The global strategy always moves the vertex with the highest score of both PQs to the corresponding block, whereas the sequential approach only grows block \( V_0 \) and assigns the remaining vertices to block \( V_1 \) (also implemented in PaToH [33] and Metis [88]). The round-robin technique grows both blocks simultaneously. In total, the initial partitioning portfolio therefore contains six different initial partitioning algorithms based on GHG.

**Size-Constrained Label Propagation.** The last algorithm is based on the adaptation of size-constrained label propagation (SCLaP) [104] to HGP local search. The SCLaP-based refinement algorithm was initially proposed in the master thesis of Vitali Henne [71]. Each vertex has a label representing its block. Initially all labels are empty, i.e., all vertices are unassigned. The algorithm starts by searching two pseudo-peripheral vertices via BFS as described above. One vertex and \( \tau \) of its neighbors then get label \( V_0 \), while the other vertex and \( \tau \) of its neighbors get label \( V_1 \). The algorithm then works in rounds until it has converged, i.e., no empty labels remain. In each round, the vertices are visited in random order and each vertex \( u \) is assigned the label of the neighbor \( v \in \Gamma(u) \) that results in the highest FM gain, provided that the resulting cluster does not become overloaded. Ties are broken randomly. Once the algorithm has converged, vertices with the same label then
become a block of the bipartition. The tuning parameter $r$ is used to prevent labels from disappearing over the course of the algorithm, and, based on experimental results [72], is set to $r = 5$ in our implementation.

3.6 Localized 2-way and $k$-way FM Local Search

Overview. We now turn to our local improvement algorithms. Both 2-way and $k$-way local search follow the FM paradigm [51] and are further inspired by the algorithm used in KaSPAr [108]. A key difference to the traditional FM algorithm is the way a local search pass is started: Instead of initializing the algorithm with all vertices or all border vertices, we perform a highly localized search starting only with the representative and the just uncontracted vertex. The search then gradually expands around this vertex pair by successively considering neighboring vertices. Our 2-way local search algorithm optimizing the cut-net metric $f_c(P)$ is described in Section 3.6.1. It is also used to implicitly optimize the connectivity metric $f_2(P)$ when KaHyPar is configured to use recursive bipartitioning. In Section 3.6.2, we then describe our $k$-way local search algorithm. Unlike in the case of 2-way partitioning, objective-specific gain computations and delta-gain updates are necessary to permit the algorithm to optimize both objectives. Traditional multi-level FM implementations as well as KaSPAr always compute the gain of each vertex from scratch at each level of the hierarchy. During an FM pass, these values are then either kept up-to-date by delta-gain updates [33, 110] or recomputed whenever necessary [122]. Since our algorithms start around only two vertices, many gain values would never be used during a local search pass. In Section 3.6.3, we therefore propose a gain caching technique that ensures that the gain of a vertex move is calculated at most once during all local searches along the n-level hierarchy. Since local search is done after each uncontraction, it is necessary to limit the number of vertex moves in each pass, because otherwise the n-level approach could lead to a quadratic number of local search steps in total. In Section 3.6.4, we therefore present the adaptive stopping rule that terminates the iterative improvement process before all vertices have been moved.

3.6.1 2-way Localized FM Refinement

Algorithm Outline. We use two PQs to maintain the possible moves for all vertices – one for each block. At the beginning of a local search pass, both queues are empty and disabled. A disabled PQ will not be considered when searching for the next move with the highest gain. Initially, all vertices are labeled inactive. Only inactive vertices are allowed to become active. To start the local search phase after each uncontraction, we activate the representative and the just uncontracted vertex if they are border vertices. Otherwise, no local search phase is started. Activating a vertex $v$ currently assigned to block $V_i$ means that we calculate the FM gain $g_j(v)$ for moving $v$ to another block $V_j = B(v) \setminus \{V_i\}$ and insert $v$ into the corresponding queue $P_j$ using $g_j(v)$ as key. The FM gain of a vertex $v \in V_i$ is defined as

$$g_j(v) := \omega(\{e \in I(v) : \Phi(e, V_j) = |e| - 1\}) - \omega(\{e \in I(v) : \Phi(e, V_i) = |e|\}). \quad (3)$$

After insertion, PQs corresponding to underloaded blocks become enabled. Since a move to an overloaded block will never be feasible, any queue corresponding to an overloaded block is left disabled. The algorithm then repeatedly queries only the non-empty, enabled queues to find the move with the highest gain $g_j(v)$, breaking ties arbitrarily. Vertex $v$ is then moved to block $V_j$ and labeled as marked. We then update all neighbors $\Gamma(v)$ of $v$ as follows: All previously inactive neighbors are activated as described above. All active neighbors that have become internal are labeled inactive and the corresponding moves are deleted from the PQs. Finally, we perform delta-gain updates for all moves of the remaining active border vertices in $\Gamma(v)$: If the move changed the gain contribution of a net $e \in I(v)$, we account for that change by incrementing/decrementing the gains of the corresponding moves by $\omega(e)$ using the delta-gain-update algorithm of Papa and Markov [110]. Once all neighbors are updated, local search continues until either no non-empty, enabled PQ remains or the stopping rule mandates the termination of the current pass. After local search is stopped, we reverse all moves until we arrive at the lowest cut state reached during the search that fulfills the balance constraint. All vertices become inactive again and the algorithm is then repeated until no further improvement is achieved.

Locked Nets. To further decrease the running time, we exclude nets from gain updates that cannot be removed from the cut in the current local search pass. A net is locked in the bipartition once it has at least one marked pin in each of the two blocks [91]. In this case, it is not possible to remove such a net from the cut by moving any of the remaining movable pins to another block. Thus, it is not necessary to perform any further
delta-gain updates for locked nets, since their contribution to the gain values of their pins does not change any more.

3.6.2 k-way Localized FM Refinement. There is a large design space for k-way refinement algorithms. On one extreme, there is the single-level k-LAℓ-FM algorithm of Sanchis [112, 113] which maintains k(k − 1) priority queues (one for each possible move direction). On the other extreme, we have the k-way local search technique of KaFFPa [114] that uses a single priority queue which only stores the highest-gain move for every vertex. In between, there is the rotary KLFM algorithm of Chan et al. [37, 38] and the K-PM approach of Cong and Lim [40]. Rotary KLFM uses 2(k − 1) PQs and in each round only allows moves between a target block Vi and all other blocks \( \Pi \setminus \{V_i\} \), while K-PM only uses two PQs and iteratively improves the k-way partition by moving vertices between all \( k(k − 1)/2 \) pairs of blocks. Our algorithm is based on the refinement scheme used in KaSPar (i.e., we use k priority queues and each PQ stores the vertex moves to that particular block), because k-LAℓ-FM is too expensive for large \( k \) [112, 113], both rotary KLFM and K-PM only have a restricted view on the k-way partition, and the KaFFPa approach makes it necessary to recompute gains after each move in order to identify those with highest gain.

**Differences to the 2-way Algorithm.** In general, the k-way refinement algorithm follows the same outline as the 2-way algorithm described in the previous section. We therefore focus on the differences to the 2-way algorithm before describing the gain computation and delta-gain update techniques for k-way connectivity and cut-net optimization. We only consider moving a vertex \( v \in V_i \) to adjacent blocks \( B(v) \setminus \{V_i\} \) rather than calculating and maintaining gains for moves to all \( k \) blocks. This simultaneously reduces the memory requirements (space bounded by the number of border vertices) and restricts the search space of the algorithm to moves that are more likely to improve the solution. A PQ \( P_1 \) for block \( V_i \) is enabled if \( P_1 \) is not empty and \( V_i \) is not overloaded. The 2-way FM algorithm implicitly forces unbalanced solutions to become balanced whereas the k-way algorithm only maintains feasibility. This is due to the fact that we disable PQs of overloaded blocks.

**Connectivity Metric: Gain Computation & Delta-Gain Updates.** When activate a vertex \( v \in V_i \), we calculate the gain \( g_j(v) \) for moving \( v \) to all adjacent blocks \( V_j \in B(v) \setminus \{V_i\} \), and insert \( v \) into the corresponding queues \( P_j \) using \( g_j(v) \) as key. For connectivity optimization, the gain \( g_j(v) \) is defined as

\[
g_j(v) := \omega(\{ e \mid e \in I(v) : \Phi(e, V_j) = 1 \}) - \omega(\{ e \mid e \in I(v) : \Phi(e, V_j) = 0 \}).
\]

After moving a vertex \( v \), we perform delta-gain updates for all moves of the remaining active border vertices in \( \Gamma(v) \). If the move changed the gain contribution of a net \( e \in I(v) \), we account for that change by increasing/decreasing the gains of the corresponding moves by \( \omega(e) \). Moving a vertex \( v \) can furthermore change the connectivity \( \Lambda(e) \) of a net \( e \in I(v) \), which in turn can affect the set of adjacent blocks \( B(\cdot) \) for each neighbor in \( \Gamma(v) \). The delta-gain-update algorithm takes these changes into account by inserting moves to newly adjacent blocks into the PQs and removing moves to blocks that are not adjacent anymore. For more details about the different delta-gain update cases and how handle it in case we optimize the cut metric, we refer the reader to the corresponding papers [2, 119].

**Excluding Nets from Delta-Gain Updates.** To further reduce the running time of the delta-gain algorithms, we exclude nets from the update procedure if their contribution to the gain values of their pins cannot change. For connectivity optimization, the key observation is that after moving a vertex \( v \) to a block \( V_{to} \), this block remains connected to all nets \( e \in I(v) \) during this local search pass, because \( v \) is not allowed to be moved again. In this case we say that block \( V_{to} \) has become unremovable for net \( e \). We exclude nets \( e \in I(v) \) from delta-gain updates after moving a vertex \( v \) from \( V_{from} \) to \( V_{to} \) if both blocks \( \{V_{from}, V_{to}\} \in \Lambda(e) \) are marked as unremovable.

3.6.3 Caching Gain Values.

**Gain Cache for 2-way Refinement.** We use a cache array \( \rho \) where \( \rho[v] \) denotes the cache entry for vertex \( v \). After initial partitioning, the gain cache is empty. If a vertex becomes activated during a local search pass, we check whether or not its gain is already cached. If it is cached, the cached value is used for activation. Otherwise, we calculate the gain according to Eq. 3, insert it into the cache and activate the vertex. After moving a vertex \( v \) with gain \( g_j(v) \) to block \( V_j \), its cache value is set to \( \rho[v] := -g_j(v) \). The delta-gain updates
of its neighbors \( \Gamma(v) \) are then also applied to the corresponding cache entries. Thus, the gain cache always reflects the current state of the hypergraph. Since our algorithm performs a rollback operation at the end of a local search pass that undoes vertex moves, we also have to undo delta-gain updates applied on the cache. This can be done by additionally maintaining a rollback delta-gain cache that stores the negated delta-gain updates for each vertex. During rollback, this delta cache is then used to restore the gain cache to a valid state.

Each time a local search is started with an uncontracted vertex pair \((u, v)\), we have to account for the fact that the uncontraction potentially affected \( \rho[u] \). A simple variant of the caching algorithm just recalculates \( \rho[u] \). Since \( v \) did not exist on previous levels of the hierarchy, its gain must also be computed from scratch. For 2-way refinement, we instead use a more sophisticated variant that is able to update \( \rho[u] \) based on information gathered during the uncontraction and that further infers \( \rho[v] \) from \( \rho[u] \). For more details on how to update cache entries \( \rho[u] \) and \( \rho[v] \) after uncontraction, we refer the reader to [120].

**Gain Data Structure for k-way Refinement.** In order to generalize the 2-way gain cache to k-way partitioning, a redesign of the data structure is necessary. Since in the 2-way setting there is only one possible move for each vertex (i.e., moving it to the other block of the bipartition), a simple array is enough to store the gain values. When performing k-way local search, each vertex can potentially be moved to k − 1 different blocks. We therefore use a modified version of a folklore data structure to store sparse sets (see, e.g., Ref. [23]). The k-way gain cache uses for each vertex such a sparse set that stores for each adjacent block the corresponding gain values. Adding, removing or updating a cache entry can be done in constant time and the data structure uses \( O(k) \) space for each vertex.

**Gain Cache for k-way Refinement.** Let \( \rho_{i,j}[v] \) denote the cache entry for vertex \( v \) and adjacent block \( V_j \in B(v) \). After initial partitioning, we initialize the gain cache with all possible moves of all vertices of the coarsest hypergraph. Each time a local search is started with an uncontracted vertex pair \((u, v)\), we invalidate and recompute their corresponding cache entries. This is necessary since \( v \) did not exist on previous levels of the hierarchy and since the uncontraction potentially affected both \( B(u) \) and the corresponding gain values.\(^5\) If a vertex becomes activated during a local search pass, the cached gain values are used for activation. After moving a vertex \( v \) with gain \( g_j(v) \) from block \( V_{\text{from}} \) to block \( V_{\text{to}} \), its cache value is updated as follows: First, we remove the entry of \( \rho_{i,j}[v] \) since \( v \in V_{\text{to}} \) after the move and we only cache gain values for moves to adjacent blocks \( B(v) \setminus \{V_{\text{from}}\} \). If \( v \) remains connected to \( V_{\text{from}} \), we set \( \rho_{i,j}[\text{from}] := -\rho_{i,j}[\text{to}] \). For more details on how to update the remaining cache entries \( \rho_{i,j}[v] \) with \( V_i \in B(v) \setminus \{V_{\text{from}}, V_{\text{to}}\} \) see [2].

After updating the cache entries of the moved vertex, delta-gain updates of the neighbors \( \Gamma(v) \) are then also applied to the corresponding cache entries. Thus the gain cache always reflects the current state of the hypergraph. Similarly to the 2-way case, we additionally maintain a rollback delta cache that stores the negated delta-gain updates for each vertex as well as the corresponding add/remove operation for \( B(\cdot) \) in order to be able to restore the gain cache to a valid state during rollback.

### 3.6.4 Restricting the Search Space via Adaptive Stopping.

Unlike traditional multi-level partitioning algorithms with only few levels, which can afford to spend linear time in refinement heuristics at each hierarchy level, the number of local search steps needs to be limited in the n-level setting. Otherwise the n-level approach could lead to \( O(n^2) \) local search steps in total, if refinement is executed after every uncontraction. We therefore use a stopping rule that terminates a local search pass well before every vertex is moved once.

The adaptive stopping criterion is a slightly modified version of the stopping rule proposed by Osipov et al. [108] for n-level graph partitioning. This approach approximates the local search as a random walk, i.e., gain values in each step are assumed to be identically distributed and independent random variables. Based on the average gain \( \mu \) since the last improvement and the variance \( \sigma^2 \) observed during the current local search it is shown that it is unlikely to still obtain an improvement after \( p > \sigma^2/4\mu^2 \) steps of the local search. We integrate a slightly refined version of this adaptive stopping criterion into our algorithm: On each level, local search performs at least \( \log n \) steps after an improvement is found and continues as long as \( \mu > 0 \). If \( \mu \) is still 0 after \( \log n \) steps, local search is stopped. This prevents the algorithm from getting stuck with zero-gain

\(^5\)We also tried a version that is similar to 2-way gain caching – updates the cache entries of \( u \) based on the information gathered during uncontraction and then infers the cache entries of \( v \) from those of \( u \). However, recomputation turned out to be faster, since updating and inferring the cache values is significantly more complicated.
moves, which is likely for hypergraphs that contain many large nets. Otherwise (i.e., if \( \mu \neq 0 \)) we evaluate the equation and act accordingly.

### 3.7 Flow-Based Refinement

**Motivation.** Move-based local search algorithms are prone to get stuck in local optima when used directly on the input hypergraph \([90]\). The multi-level paradigm helps to some extent, since it allows a more global view of the problem at the coarse levels. However, the solution quality still degrades for hypergraphs with large hyperedges. Since large hyperedges are likely to have many vertices in multiple blocks, it is difficult to find impactful moves \([132]\). Thus, the gain of moving a single vertex to another block is likely to be zero \([100]\).

While finding balanced minimum cuts is NP-hard, a minimum cut separating two vertices can be found in polynomial time using the max-flow min-cut theorem \([58]\) and maximum flow algorithms. Flow algorithms find an optimal min-cut and do not suffer the drawbacks of move-based approaches. However, they were long overlooked as heuristics for balanced partitioning due to their high complexity \([99, 138]\).

**Overview.** Sanders and Schulz \([114]\) present a max-flow-based refinement algorithm for graph partitioning which is integrated into the multi-level partitioner KaFFPa and computes high-quality solutions. Yang and Wong \([138]\) as well as Hamann and Strasser \([66]\) propose a flow-based bipartitioning algorithm (FlowCutter) which solves incremental max-flow instances to converge towards a balanced bipartition. Gottesbüren et al. \([61]\) employ FlowCutter as a refinement algorithm for hypergraph bipartitions.

We integrate FlowCutter refinement into our \(n\)-level framework. Since it is not feasible to run this refinement on every level of the \(n\)-level hierarchy, we run it after uncontracting \(i = 2^j\) vertices for increasing \(j \in \mathbb{N}_4\). For \(k\)-way partitions we apply the refinement to block pairs using the active block scheduling approach of Sanders and Schulz \([114]\).

We briefly outline how to refine a bipartition with FlowCutter, before filling in the details on the different steps. Given a bipartition \((V_0, V_1)\) to refine, we decide which vertices can be moved – denote these by \(M\). We contract the vertices \(V_0 \setminus M\) to a vertex \(s\), and \(V_1 \setminus M\) to \(t\). Subsequently, we run FlowCutter on this hypergraph with \(s\) as source and \(t\) as sink to obtain an improved bipartition. Since FlowCutter will separate \(s\) and \(t\), only the vertices in \(M\) can change their block.

We describe the method used to find \(M\) in Section 3.7.1, then the FlowCutter algorithm in Section 3.7.2, and finally how to compute maximum flows on hypergraphs in Section 3.7.2.

#### 3.7.1 Identifying Vertices to Move

We use the same method as Sanders and Schulz \([114]\), adjusted for hypergraphs. Vertices close to the cut between \(V_0\) and \(V_1\) are good candidates for \(M\), since they are the most likely to improve the solution when moved. Therefore, two BFSs are performed. One that only visits \(V_0\) and one that only visits \(V_1\). They are initialized with the border vertices of \(V_0\) and \(V_1\), respectively. Every visited vertex is added to \(M\), and the BFSs run until some weight constraint on \(M \cap V_i\) would be violated. Sanders and Schulz \([114]\) use \(\alpha = 16\) as a parameter to bound the weight of the cut. For \(\alpha = 1\) this guarantees that the minimum cut is balanced. While KaFFPa tries different values for \(\alpha\), we only need one, since FlowCutter guarantees balanced partitions. We use \(\alpha = 16\) since this is the maximum value used in our previous work \([76]\) that implemented the KaFFPa framework on hypergraphs.

The contracted hypergraph contains all hyperedges with pins in \(M\), but we remove hyperedges with only one remaining pin. Our framework is able to optimize the connectivity as well as the cut-net metric. For the cut-net metric, we additionally omit hyperedges with pins in blocks other than \(V_0, V_1\) since they cannot be removed from the cut.

#### 3.7.2 FlowCutter

We take as input a (hyper)graph as well as an initial source \(s\) and target vertex \(t\). First, we compute a maximum flow, which yields a source-side and a target-side minimum cut. If either of these is balanced, we are done. Otherwise, we transform all vertices on the smaller side to a source – if the source-side is smaller – or a target otherwise. Further, we add one more vertex to the same side – the piercing vertex – so that the next steps find different cuts. Subsequently, we augment the previous flow to a maximum flow of the new network. These steps are repeated until balance is achieved or the cut of the input bipartition is exceeded. Piercing vertices are chosen incident to the cut of the smaller side. If possible, we choose vertices that do not create an augmenting path as this improves balance without increasing the cut size. Ties are broken randomly.
Once we find the first balanced bipartition, we try to improve its balance by keeping the algorithm running as long as the piercing vertices do not create augmenting paths. More balanced solutions tend to give the FM local search more leeway for improvement. Since this is very fast, we perform several repetitions, each starting at the first balanced bipartition. This approach is similar to the most-balanced-minimum-cut heuristic of KaFFPa [114].

Maximum Flows on Hypergraphs. To compute min cuts we use maximum flows on hypergraphs, which are a straightforward generalization from graphs. In the maximum flow problem on hypergraphs, we are given a hypergraph $H = (V, E)$, a capacity function $c : E \rightarrow \mathbb{N}_0$ on the hyperedges and two distinguished vertices $s$ and $t$. An $s$-$t$-flow $f$ is a function, which assigns each pin the amount of flow $f(u, e)$ it sends into the corresponding hyperedge. A negative value means that the pin receives flow. The flow on a hyperedge is $f(e) := \sum_{u \in e} \max(0, f(u, e))$.

A flow $f$ is feasible if it satisfies the following constraints. The flow conservation constraints $\forall u \in V \setminus \{s, t\}: \sum_{e \in I(u)} f(u, e) = 0$ and $\forall e \in E : f(e) = \sum_{u \in e} \max(0, -f(u, e))$ ensure that flow is created only at $s$ and drained only at $t$. The capacity constraint $\forall e \in E : f(e) \leq c(e)$ restricts the amount of flow on a hyperedge.

A flow is maximum if its value $|f| := \sum_{e \in I(s)} f(u, e)$ is maximum among all feasible flows. The max-flow min-cut theorem states that the value $|f|$ of a maximum flow $f$ is equal to the capacity of a min-cut separating $s$ and $t$ [52].

For each hypergraph, we can define an equivalent graph-based flow network, called the Lawler network $L$ [94]. $L$ contains two vertices $e_{\text{in}}, e_{\text{out}}$ for each hyperedge $e \in E$, and one vertex $v$ for each hypervertex $v \in V$. For each hyperedge $e \in E$, it contains the edge $(e_{\text{in}}, e_{\text{out}})$ with capacity $\omega(e)$, as well as the edges $(v, e_{\text{in}})$ and $(e_{\text{out}}, v)$ with infinite capacity, for each $v \in e$. See Figure 6 for an illustration of $L$. While we can run any flow algorithm on $L$, this is slow in practice. Therefore, we never explicitly construct $L$ but adapt our flow algorithm so that it runs directly on the hypergraph – now viewed as an implicit representation of $L$. We use an adaptation of Dinic’ algorithm [48].

The algorithm consists of two alternating phases that are repeated until the flow cannot be augmented: assigning hop-distance labels to vertices by performing a BFS on residual edges (capacity not exceeded), and using DFS to find shortest edge-disjoint augmenting paths with distance labels increasing by one along the path. By using two distance labels for the hyperedges (representing $e_{\text{in}}, e_{\text{out}}$) in addition to those for the vertices, we can implement the BFS and DFS on the hypergraph. The major performance benefit compared to the Lawler network comes from an optimization where we eliminate iterations over pins. Consider a saturated hyperedge $e$, i.e., $f(e) = c(e)$ and a pin $u \in e$ from which we try to push flow via $e$. There are two cases: either $u$ receives flow from $e$, in which case we can push that amount back and send it to any other pin, or we can only push flow to pins of $e$ that send flow into $e$. In the latter case, we only need to scan those pins. We achieve this by maintaining a partitioning of the pins of each net into three different sets: sends flow, receives flow, and has no flow.

We refer the reader to the conference paper [60] for more information, e.g., on how to perform augmentations, data structures and optimization techniques.
3.8 Memetic Strategies

Motivation. The story of high-quality hypergraph partitioning as told so far is very much about improving on simple local search. Preprocessing, the multi-level paradigm, and flows on pairs of blocks all mitigate this problem but all lack a really global view. Repeated executions can help, but still only scratch the surface of the huge space of possible partitionings. Hence, more sophisticated metaheuristics are needed.

We therefore integrate the \( n \)-level hypergraph partitioning framework presented in the previous sections with a genetic algorithm and thus develop the first multi-level memetic algorithm for the hypergraph partitioning problem [9].

Overview. We start by explaining the components of our memetic \( n \)-level hypergraph partitioning algorithm. Given a hypergraph \( H \) and a time limit \( t \), the algorithm starts by creating an initial population \( \mathcal{P} \) of individuals, which correspond to \( \varepsilon \)-balanced \( k \)-way partitions of \( H \). The population size \( |\mathcal{P}| \) is determined dynamically by first measuring the time \( t_1 \) spent to create one individual. Then, \( \mathcal{P} \) is chosen such that the time to create \( |\mathcal{P}| \) individuals is a certain percentage \( \eta \) of the total running time \( t: |\mathcal{P}| := \max(3, \min(50, \eta \cdot (t/t_1))) \), where \( \eta \) is a tuning parameter. We set the fitness of an individual to the connectivity \( f_1(\Pi) \) or the cut-net metric \( f_2(\Pi) \) of its partition \( \Pi \). The initial population is evolved over several generational cycles using the steady-state paradigm [44], i.e., only one offspring is created per generation using a recombination or mutation operation. In order to sufficiently explore the global search space and to prevent premature convergence, we use mutation operators based on V-cycles [135] that exploit knowledge of the problem domain. Furthermore, we propose a replacement strategy which considers fitness and similarity to determine the individual to be evicted from the population.

3.8.1 Recombination Operators. We now describe the recombination operators. We generalize the recombine operator framework of KaFFPaE [115] from graphs to hypergraphs. Hence, the two-point recombine operator described in this section ensures that the fitness of the offspring is at least as good as the best of both parents.

The edge frequency-based multi-point recombine operator described afterwards gives up this property, but still generates good offspring.

Two-Point Recombination. The operator starts with selecting parents for recombination using binary tournament selection (without replacement) [18]. Two individuals \( I_1 \) and \( I_2 \) are chosen uniformly at random from \( \mathcal{P} \) and the individual with better fitness becomes the first parent \( P_1 \). We repeat this process to get the second parent \( P_2 \). Both parents are then used as input of a modified \( n \)-level partitioning scheme as follows: During coarsening, two vertices \( u \) and \( v \) are only allowed to be contracted if both parents agree on the block assignment of both vertices, i.e., if \( b_1[u] = b_1[v] \land b_2[u] = b_2[v] \). This restriction ensures that cut nets \( e \) remain in the coarsened hypergraph and maintain their connectivity \( \lambda(e) \) regarding both parent partitions. This allows us to use the partition of the better parent as initial partition of the offspring. We alter the stopping criterion of the coarsening phase such that it stops when no more contractions are possible. For more details, see the conference version of this algorithm [9].

Edge-Frequency Multi-Recombination. The operator described previously is restricted to recombine \( p = 2 \) partitions to improved offspring of non-decreasing quality. Sanders and Schulz [115] specifically restrict their operators to this case, arguing that in the course of the algorithm a series of two-point recombine operations to some extend emulates a multi-point recombine operation. Here, we present a multi-point recombine operation.

We perform a detailed experimental evaluation to test this hypothesis in [9] and show that adding type of recombine operations can yield better solutions in practice than just using simple two-way recombination operations. The recombine operator uses the concept of (hyper)edge frequency [136] to pass information about the cut nets of the \( t \) best individuals in the population on to new offspring. The frequency \( f(e) \) of a net \( e \) hereby refers to the number of times it appears in the cut in the \( t \) best solutions: \( f(e) := |\{I \in \mathcal{I} | \lambda(e) > 1\}| \). We use \( t = \lfloor \sqrt{|\mathcal{P}|} \rfloor \), which is a common value in evolutionary algorithms [46]. The multi-recombine operator then uses this information to create a new individual in the following way. The coarsening algorithm is modified to prefer to contract vertex pairs \((u, v)\) which share a large number of small, low-frequency nets. This is achieved by replacing the standard heavy-edge rating function of KaHyPar with the rating function [136] shown in Eq. 5:
\[ r(u, v) := \frac{1}{c(v) \cdot c(u)} \sum_{e \in \{l(v) \cap l(u)\}} \exp(-\zeta f(e)) / |e| . \]  

This rating function disfavors the contraction of vertex pairs incident to cut nets with high frequency, because these nets are likely to appear in the cut of high-quality solutions. The tuning parameter \( \zeta \) is used as a damping factor. After coarsening stops, KaHyPar’s initial partitioning algorithms are used to compute an initial partition of the coarsest hypergraph, which is then refined during the uncoarsening and local search phase.

3.8.2 Mutation Operators. We define two mutation operators based on V-cycles [135]. Both operators are applied to a random individual \( I \) of the population. This approach has been applied successfully as mutation operator in evolutionary graph partitioning [115], therefore we also adopt it for HGP. We reuse an already computed partition as input for the \( n \)-level approach, by restricting contractions to vertex pairs belonging to the same block. This way, the existing partition can be carried over to the coarsest hypergraph with equivalent solution quality. By distinguishing two possibilities for initial partitioning, we define two different mutation operators: The first one uses the current partition of the individual as initial partition of the coarsest hypergraph and guarantees non-decreasing solution quality. The second one employs KaHyPar’s portfolio of initial partitioning algorithms to compute a new solution for the coarsest hypergraph. During uncoarsening, local search algorithms improve the solution quality and thereby further mutate the individual. Since the second operator computes a new initial partition which might be different from the original partition of \( I \), the fitness of offspring generated by this operator can be worse than the fitness of \( I \).

3.8.3 Replacement Strategy. All recombination and mutation operators create one new offspring \( o \). In order to keep the population diverse, we evict the individual least different from \( o \) among all individuals whose fitness is equal to or worse than \( o \). More precisely, for each individual we compute the multi-set \( D := \{(e, \lambda(e) - 1) : e \in E\} \), where \( \lambda(e) \) is the number of blocks connected by \( e \). The difference between two individuals with multisets \( D_1 \) and \( D_2 \), respectively is then the size of the symmetric difference of \( D_1 \) and \( D_2 \). Recall that the multiplicity of an element \( e \) in the symmetric difference of \( D_1 \) and \( D_2 \) is defined as \( \max(m_1, m_2) - \min(m_1, m_2) \) when \( m_1 \) is the multiplicity of \( e \) in \( D_1 \) and \( m_2 \) is the multiplicity of \( e \) in \( D_2 \).

4 EXPERIMENTAL EVALUATION

Our implementations of the proposed algorithms form the core of the \( n \)-level hypergraph partitioning framework KaHyPar (Karlsruhe Hypergraph Partitioning)\(^6\). KaHyPar supports direct \( k \)-way partitioning and recursive bipartitioning, and can optimize the cut-net and connectivity metric. In this evaluation, we focus on optimizing the connectivity metric using the direct \( k \)-way approach, since it performs better than recursive bipartitioning and the overall results for cut-net and connectivity optimization are similar [119].

Our experimental evaluation is organized as follows: After discussing the framework configuration in Section 4.1, we first evaluate the effects of KaHyPar’s different algorithmic components on the running time and solution quality in Section 4.2. Then, we compare KaHyPar with current state-of-the-art hypergraph partitioners using a large real-world benchmark set composed of 488 hypergraphs and discuss their time-quality tradeoffs in Section 4.3. We conclude the evaluation with two case studies on edge partitioning and traditional graph partitioning in Sections 4.4 and 4.5, which demonstrate the robustness of the techniques presented in this paper.

Instances. Our main benchmark set (referred to as set A) contains 488 hypergraphs that are derived from four different sources: the ISPD98 VLSI Circuit Benchmark Suite [4], the DAC 2012 Routability-Driven Placement Contest [134], the SuiteSparse Matrix Collection [43], and the 2014 SAT Competition [12]. We translate sparse matrices to hypergraphs using the row-net model [33] and SAT instances to three different hypergraph representations: literal, primal, and dual [100, 110] (for more details see also [77]). All hypergraphs have unit vertex and net weights. Additionally, we use two different subsets of set A. The first contains 164 hypergraphs (referred to as set B) and was assembled such that it reflects the qualitative results of the partitioners on the

---

\(^6\)KaHyPar is available from https://github.com/kahypar/kahypar
entire benchmark set [120]. The second contains 100 hypergraphs (referred to as set C) for which each tested partitioner can compute a partition in under eight hours [2]. The benchmark sets are publicly available [118] and their detailed statistics can be found in Figure 16 in Appendix A.

System and Methodology. The code is written in C++ and compiled using g++9.2 with flags -O3 -mtune=native -march=native. All experiments are performed on a cluster consisting of machines with Intel Xeon Gold 6230 processors running at 2.1 GHz with 96GB RAM. Unless mentioned otherwise, all hypergraphs are partitioned with an allowed imbalance of $\epsilon = 0.03$ into $k \in \{2, 4, 8, 16, 32, 64, 128\}$ blocks. For each value of $k$, a $k$-way partition is considered to be one test instance, resulting in a total of 3 416, 1 148, and 700 instances for benchmark sets A, B, and C, respectively. We partition each instance ten times using different random seeds and aggregate running times and solution quality using the arithmetic mean over all seeds. To further aggregate over multiple instances, we use the geometric mean for absolute running times. Runs with imbalanced partitions are not excluded from aggregated running times. For runs that exceeded a predefined time limit, we use the time limit itself in the aggregates. Only if all runs of an algorithm exceeded the time limit for a specific instance, we mark it with $\emptyset$ in the plots. Similarly, if all runs of an algorithm produced imbalanced partitions on an instance, we mark it with $\times$.

Performance Profiles. To compare the solution quality of different algorithms, we use performance profiles [49]. Let $\mathcal{A}$ be the set of all algorithms we want to compare, $I$ the set of instances, and $q_{\mathcal{A}}(I)$ the average quality of algorithm $A \in \mathcal{A}$ on instance $I \in I$. For each algorithm $A$, we plot the fraction of instances ($y$-axis) for which $q_{\mathcal{A}}(I) \leq \tau \cdot \min_{A' \in \mathcal{A}} q_{A'}(I)$, where $\tau$ is on the $x$-axis. Achieving higher fractions at lower $\tau$-values is considered better. For $\tau = 1$, the $y$-value indicates the percentage of instances for which an algorithm performs best. Note that these plots relate the quality of an algorithm to the best solution and thus do not permit a full ranking of three or more algorithms.

Wilcoxon Signed Rank Test. When performance profiles yield inconclusive results, we additionally perform Wilcoxon signed ranked tests [137] to decide whether or not the differences in solution quality are statistically significant. At a 1% significance level ($p \leq 0.01$), a Z-score with $|Z| \geq 2.576$ is considered significant [30, p. 180].

4.1 Framework Configuration

Preprocessing. Pin sparsification is enabled for hypergraphs with median net size $|\bar{c}| \geq 28$. The minimum cluster size for sparsification $c_{\min}$ is set to two and the maximum cluster size $c_{\max}$ is set to ten. For community detection, the edge weighting scheme is chosen dynamically at runtime depending on the edge density $\delta$ of the hypergraph. If $\delta \geq 0.75$, constant edge weights are used, otherwise we use and edge weight of $\omega(u, e) = d(u)/|e|$. Furthermore, we restrict the Louvain algorithm to perform at most 100 iterations on each level and stop the first phase of the algorithm if the improvement in modularity is below 0.0001.

Coarsening. The threshold parameter $t$ for evaluating the rating function is set to $t = 1000$. The coarsening process is stopped once the number of vertices drops below $160 \cdot k$ (i.e., $t = 160$) or no eligible vertex is left.

Initial Partitioning. Initial partitions are computed by executing our $n$-level recursive bipartitioning algorithm on the coarsest hypergraph. The algorithm uses cut-net splitting when configured to optimize the connectivity metric $f_{\mathcal{L}}(\Pi)$ and cut-net removal for $f_{\mathcal{L}}(\Pi)$-optimization (see Section 3.2). The coarsening process continues until the number of vertices drops below 300 (i.e., $k = 2$ and $t = 150$). Initial partitions are computed using the portfolio approach. Bipartitions are refined by the 2-way localized local search algorithm using the simple stopping rule. At each level, refinement stops after $i = 50$ moves neither improved the solution quality nor the current imbalance.

Refinement. After computing the initial $k$-way partition via recursive bipartitioning, it is further refined using the localized $k$-way local search algorithm described in Section 3.6.2 and the flow-based refinement algorithm described in Section 3.7. For the former, the search space is restricted using the adaptive stopping rule. For the FlowCutter refinement described in Section 3.7, we set the maximum weight for vertices to include from block $V_i$ in the flow model to $(1 + a \cdot e)\frac{c(V)}{k} - c(V_{i-1})$, with $a = 16$, as in Ref. [60, 76]. The most-balanced-minimum-cut heuristic is repeated 7 times.
4.2 Evaluating Algorithmic Components

Motivation. KaHyPar contains three optional algorithmic components that are not part of the core \( n \)-level algorithm: pin-sparsification, community-aware coarsening, and flow-based refinement. In order to evaluate the importance of these algorithmic components, we start with the KaHyPar configuration described in Section 4.1 and successively remove pin sparsification (indicated by suffix −S), community-aware coarsening (−CAC), and flow-based refinement (−F), yielding successively weaker variants. All experiments are performed on benchmark set \( B \).

Results. Figure 7 shows that community-aware coarsening and flow-based refinement substantially improve solution quality at the cost of an increased running time, while pin-sparsification improves running time on some instances at the cost of small quality losses. In addition to the direct single-shot comparison, we perform effectiveness tests using virtual instances.

Virtual Instances. Since weaker configurations run faster, we create a setting in which each configuration has approximately the same amount of time to compute a \( k \)-way partition. More precisely, we use the concept of virtual instances [3] to allow the faster configuration to perform additional repetitions. Given the results of \( r \) repetitions of two algorithm configurations \( A \) and \( B \) for one instance \( I \), i.e., a \( k \)-way partition of a hypergraph \( H \), a virtual instance is computed as follows: First, we choose one repetition of both algorithms uniformly at random. Let \( t^A_1 \) and \( t^B_1 \) be the running times of configuration \( A \) and configuration \( B \) for that particular repetition, and assume without loss of generality that \( t^A_1 \geq t^B_1 \). We now sample additional repetitions for algorithm \( B \) (without replacement) until the total running time of all sampled repetitions exceeds \( t^A_1 \), i.e., if the last sample \( t^B_\ell \) of algorithm \( B \) would exceed \( t^A_1 \), it is accepted with probability \( p = (t^A_1 - \sum_{i \leq \ell} t^B_i)/t^B_\ell \). It has been shown that using this approach, the expected running time of the sampled repetitions of configuration \( B \) is the same as the running time of a single repetition of configuration \( A \) [1, Thm. 4.1]. The solution quality of configuration \( A \) then corresponds to the quality of the single repetition, while the quality of configuration \( B \) is the best result of all sampled repetitions. For each of the 1148 actual instances, we perform 10 repetitions per configuration. Similar to Ref. [1], this data is then used to create 20 virtual instances for each of the 1148 actual instances – resulting in a total of 22 960 virtual instances per configuration.\(^7\)

\(^7\)Only for very few instances, slightly more than 10 repetitions would have been needed for the faster configuration. In these cases, we restrict the results of the faster configuration to the best of the 10 available repetitions, since the impact of those instances on the overall result is considered negligible.
The results of the effectiveness tests on virtual instances for KaHyPar are shown in Figure 8. The advanced configurations are always more effective than weaker configurations. Neither KaHyPar−F nor KaHyPar−F−CAC is able to outperform the respective stronger configuration if given the same amount of time. These results substantiate the significant performance differences shown in the performance profiles on the actual instances in Figure 7.

4.3 Comparison with Other Systems

After discussing our reasoning for choosing a set of seven state-of-the-art HGP algorithms as competitors, we compare the performance of KaHyPar with those systems – both in terms of solution quality and running time. As we will see, the differences in running time between the algorithms can be up to several orders of magnitude. In Section 4.3.5, we therefore evaluate a subset of the best performing algorithms in a setting where each algorithm is given the same – large – amount of time to compute a solution for each instance. Furthermore, we use this section to demonstrate the effectiveness of our memetic algorithm presented in Section 3.8.

Partitioning Systems. We compare KaHyPar with the \( k \)-way (hMETIS-K) and recursive bipartitioning variants (hMETIS-R) of hMETIS 2.0 (p1) [86], PaToH 3.2 [32] using both the default (PaToH-D) and the quality preset (PaToH-Q), Zoltan-AlgD [125], Mondriaan version 4.2.1 [16], and HYPE [101]. We choose these tools for the following reasons: PaToH produces better quality than Zoltan’s native parallel hypergraph partitioner (PHG) in sequential mode [20, 47]. The publicly available version of Parkway [131] on GitHub crashes on most of our instances, but was found to be comparable to Zoltan’s PHG [47]. The algebraic distance-based coarsening algorithm of Zoltan-AlgD has been shown to improve the performance of Zoltan’s native parallel hypergraph partitioner (PHG) in sequential mode [121, 126–128]. MLPart is restricted to bipartitioning [29, 41] and was outperformed by both hMETIS [109] and PaToH [31]. The performance of SHP [84] is deemed comparable to the performance of Zoltan and Mondriaan [84]. UMPa [35] does not improve on PaToH when optimizing single objective functions that do not benefit from the directed hypergraph model [36]. Furthermore, kPaToH [10] did not perform better than PaToH in preliminary experiments [2]. We exclude our recent parallel algorithms [62, 63] since their components are parallel versions of the components in KaHyPar (though flow-based refinement is still missing). Here, we focus on evaluating these components in a sequential setting and comparing them with other sequential codes.

Repetitions and Time Limit. We perform ten repetitions with different seeds for all algorithms except for HYPE which is not randomized and hence always computes the same results and thus uses a single repetition. Each partitioner had a time limit of eight hours per instance and seed.

4.3.1 Solution Quality. Figure 9 summarizes the results. The performance profile plot on the left shows that KaHyPar outperforms the competing algorithms by a large margin, as it computes the best partitions for 68.4%
of all benchmark instances, and its solution quality is within a factor of 1.1 of the best algorithm in 94% of all cases.

Comparing the performance profiles of PaToH-Q with the performance profile of Mondriaan, we can see that PaToH-Q performs better than Mondriaan. The performance difference of PaToH-D and Mondriaan is also statistically significant (result of the Wilcoxon signed ranked test is $|Z| = 7.1911$ and $p \leq 6.428e^{-13}$), which confirms the results of previous studies that suggested that Mondriaan’s hypergraph partitioner can be seen as inferior to PaToH [17, 111]. Moreover, we note that HYPE (the only non-multi-level algorithm) performs considerably worse than the multi-level systems. This echoes the intuition that by providing a more global view of the partitioning problem on coarser levels, multi-level approaches enable local search algorithms to explore local solution spaces very effectively. While the performance profile of hMETIS-R is within a factor of 1.1 of the best algorithm for more than 76.7% of all instances, there are some instances for which it performs significantly worse than the best. Although less solutions of PaToH-Q and PaToH-D are within a factor 1.1 from the best, the performance profiles indicate that the worst quality ratios of PaToH-Q and PaToH-D are smaller than those of hMETIS-R. Note that the same effect is also visible when comparing Zoltan-AlgD with PaToH-D or Mondriaan.

4.3.2 Running Time. The running times are shown in Figure 9 (right). We see that although being based on the $n$-level paradigm and employing more complex techniques such as community-aware coarsening and flow-based refinements, the running times of KaHyPar are comparable to the running times of both hMETIS configurations. Furthermore, KaHyPar is faster than Zoltan-AlgD on average. Note that for both PaToH-Q and PaToH-D, as well as for Mondriaan and HYPE, the median running time is more than an order of magnitude smaller than the median running times of the other multi-level systems.

4.3.3 Infeasible Results. Looking at infeasible solutions, we see that Zoltan-AlgD computes imbalanced solutions for around 2.9% of all instances and that more than 14% of all partitions computed by hMETIS-K are imbalanced. The fact that hMETIS-K often produces imbalanced partitions was also observed in the graph partitioning experiments of Schulz [122, p. 128]. A possible explanation for this behavior could be the fact that, according to the related publications [89, 90], hMETIS-K does not limit the maximal vertex weight during the coarsening phase (neither indirectly via a penalty factor in the rating function nor directly via hard weight constraints). This, in turn, could lead to many heavy vertices at the coarser levels of the hierarchy, which makes it harder for the initial partitioning algorithms to compute balanced partitions.

For KaHyPar (4), hMetis-R (26), hMetis-K (60), Mondriaan (19) and Zoltan-AlgD (294), there are some instances that could not be partitioned within the given time limit of eight hours. Additionally, Mondriaan aborted partitioning for 4 instances in total.
4.3.4 The Time/Quality Trade-Off. The previous section showed that KaHyPar computes superior solutions for most instances, however at the cost of higher running times than, for example, PaToH. Figure 10 concisely summarizes the trade-off between solution quality and running time for connectivity optimization on a per-instance basis. The plot shows one point for each instance. The $x$-axis gives the running time ratio $x = K/T$ where $K$ is the running time of KaHyPar and $T$ is the running time of the compared algorithm. Similarly, the $y$-axis shows $y = k/c - 1$ where $k$ is the connectivity value obtained by KaHyPar and $c$ is the value obtained by the compared algorithm. Points above zero correspond to instances where the solution of the respective partitioner was better than the solution of KaHyPar, while for points below zero KaHyPar produced solutions of higher quality. Imbalanced and thus infeasible solutions are plotted at the $y$ position labeled with $\times$.

KaHyPar seems to be the method of choice for high-quality partitioning as it performs better than hMETIS-R, hMETIS-K, and Zoltan-AlgD – computing solutions of higher quality in a comparable amount of time for most instances. If running time is more important than solution quality, PaToH offers the best trade-off out of the algorithms in this evaluation, however it is outperformed in both quality and running time by one of our recent parallel algorithms [62].

4.3.5 Memetic Algorithm and Repeated Executions.

Motivation. In the experiments presented in the previous section, each partitioning algorithm was executed the same number of times for each instance (i.e., ten times with different random seeds). However, we have seen that the difference in running time between algorithms can be up to three orders of magnitude. In this section, we therefore investigate the partitioning performance in a setting where each algorithm is given the same fairly large amount of time to partition each instance – thus trying to answer the question whether multiple repetitions of a very fast algorithm can yield similar or even better results than few repetitions of a slower, more advanced algorithm. Furthermore, this evaluation is relevant for tasks such as application-specific integrated circuit (ASIC) design, where one can afford to run the partitioner for hours or days, since it will take weeks to create the final implementation [67]. The memetic algorithm from Section 3.8 is particularly relevant in this context.

Methodology. The experiments in this section were done on benchmark set C. For each instance, every partitioning algorithm was given eight hours time to compute a solution. We performed five repetitions with different seeds for each test instance and algorithm. Due to the large amount of computing time necessary to perform these experiments, we always partitioned 16 instances in parallel on a single node of the compute
Experimental Evaluation. The performance profiles in Figure 11 summarize the experimental results. The plot on the left is based on the best solutions computed by all algorithms after repeatedly partitioning each instance for eight hours. We see that KaHyPar-E is able to effectively explore the global solution space – computing the best partitions for 94.6% of all instances while never being more than a factor of 1.062 worse than the best algorithm. However, even in this setting (and even competing with KaHyPar-E), KaHyPar computes the best solutions for 20.6% of the instances.

Furthermore, we observe that PaToH-Q seems to compare much more favorably with hMETIS than in the previous single-shot comparison. However, the Wilcoxon signed ranked test reveals that hMetis-R produces statistically significant better partitions than PaToH-Q (\(|Z| = 6.9935, p \leq 2.68e-12\)), but PaToH-Q outperforms hMetis-K (\(|Z| = 4.7788, p \leq 1.763e-06\)). The results clearly indicate that it does not suffice to use the best solutions of repeated executions of a faster partitioner to achieve the same solution quality as KaHyPar or KaHyPar-E.

In Figure 11 (right), we strengthen this argument for KaHyPar by comparing the best solutions found by the competing algorithms with repeated partitioning to the solutions of single partitioning calls to KaHyPar (i.e., the first results reported for each instance and seed during the eight hour time period). In this setting, KaHyPar still performs better than the other partitioning systems – computing the best solutions for around 80% of all benchmark instances.

4.4 Case Study: Graph Edge Partitioning

Motivation. Traditional node-based graph partitioning has been essential for making distributed graph algorithms efficient in the Think-Like-A-Vertex model of computation [102]. In this model, node-centric operations are performed in parallel by mapping nodes to processing elements (PEs) and executing node computations in parallel. Nearly all algorithms in this model require information to be communicated between neighbors – which results in network communication if stored on different PEs – and therefore high-quality graph partitioning directly translates into less communication and faster overall running time. However, node-centric computations have serious shortcomings on power-law graphs, which have a skewed degree

\footnote{Compared to partitioning a single instance on a single node, we did not observe considerably different results.}
distribution. In such networks, the overall running time is negatively affected by nodes with very high degrees, which can result in more communication steps. To combat these effects, Gonzalez et al. [59] introduced edge-centric computations, which duplicate node-centric computations across edges to reduce communication overhead. In this model, edge partitioning – partitioning the edge set of a graph into roughly equally-sized blocks while minimizing node replications – must be used to reduce the overall running time. However, like node-based partitioning, edge partitioning is NP-hard [21]. Since the problem can be solved directly via hypergraph partitioning, we use it as a case study to demonstrate the performance of KaHyPar on instances that were never used during the development or the tuning of the framework’s algorithmic components.

The Edge Partitioning Problem. Let $G = (V, E, c, \omega)$ be an undirected, weighted graph. Similar to the node partitioning problem, the edge partitioning problem asks for blocks of edges $E_1, \ldots, E_k$ that partition $E$, i.e., $E_1 \cup \cdots \cup E_k = E$, $E_i \neq \emptyset$ for $1 \leq i \leq k$, and $E_i \cap E_j = \emptyset$ for $i \neq j$. The balance constraint demands that $\forall i \in \{1..k\} : \omega(E_i) \leq (1 + \varepsilon)\frac{|\omega(E)|}{k}$. The objective is to minimize the vertex cut $\sum_{v \in V} |VC(v)| - 1$ where $VC(v) := \{i : 1(v) \cap E_i \neq \emptyset\}$. Intuitively, the objective expresses the number of required replicas of nodes: If a node $v$ has to be copied to each block that has edges incident to $v$, the number of replicas of that node is $|VC(v)| - 1$. Li et al. [97] noted that an edge partition of a graph $G$ can be computed by transforming $G$ into a hypergraph $H$, partitioning $H$ into $k$ blocks while optimizing the connectivity metric $f_3(\Pi)$, and then using the hypergraph partition to infer an edge partition of $G$. The hypergraph contains a vertex for each graph edge $e \in E$, and a hyperedge for each graph node $v \in V$, which contains the graph edges to which the corresponding node is incident. An example of this approach is shown in Figure 12.

In our conference paper [121], we present a fast parallel auxiliary graph construction algorithm in the distributed setting, that – combined with advanced parallel node partitioning algorithms – yields high-quality edge partitions in a scalable way. Here, we restrict our focus to the usage of sequential hypergraph partitioning algorithms to solve the edge partitioning problem directly.

Instances and Methodology. In the evaluation, we use a benchmark set of 46 hypergraphs (set D) which are derived from a set of benchmark graphs as described above. More precisely, we use all instances of the Walshaw standard graph partitioning benchmark [129], SPMV graphs [97], and random hyperbolic rhgX graphs. SPMV graphs are bipartite locality graphs for sparse matrix vector multiplication (SPMV), which were used in the evaluation of Li et al. [97]. Given an $n \times n$ matrix $M$ (in our case the adjacency matrix of the corresponding graph), an SPMV graph corresponding to an SPMV computation $Mx = y$ consists of $2n$ vertices representing the $x_i$ and $y_i$ vector entries and contains an edge $(x_i, y_j)$ if $x_i$ contributes to the computation of $y_j$, i.e., if $M_{ij} \neq 0$. The rhgX graphs were chosen since their degree distributions follow a power law (and they are thus targeted by edge partitioning techniques). They are generated using KaGen [55] with a power law exponent of 2.2 and an average degree of 8.

For each instance and each algorithm (except HYPE), we perform five repetitions with different seeds. As before, for HYPE, we report the results of one iteration using the default configuration, since employing randomization did not improve solution quality [76].
Fig. 13. Comparing the results of all algorithms for the edge partitioning experiments on benchmark set D: solution quality (left) and running time (right).

Results. The results of our experiments are summarized in Figure 13. Considering the performance profile plot in Figure 13 (left), we see that out of all partitioning algorithms KaHyPar again performs best – computing the best edge partitions on 82.3% of all benchmark instances. KaHyPar is never more than a factor of 1.13 worse than the best algorithm. Interestingly, and in contrast to the results presented in Section 4.3, the performance difference between hMETIS-R and its direct $k$-way counterpart hMETIS-K is small in this case study. This could be seen as an indication that, whenever hMETIS-K is able to compute feasible solutions, its solution quality could be comparable to that of hMETIS-R.

The Wilcoxon signed ranked test indicates that the difference between both hMETIS configurations and PaToH-Q is not statistically significant ($|Z| = 0.4833, p = 0.6289$ for hMetis-R and $|Z| = 1.2917, p = 0.1965$ for hMetis-K). Figure 13 (right) shows that the running times of both KaHyPar configurations are again comparable to that of hMETIS-K, hMETIS-R, and Zoltan-AlgD. As before, both PaToH configurations, as well as HYPE and Mondriaan are considerably faster than the other partitioning tools.

Concluding Remarks. The experimental results yield similar conclusions as the experiments on benchmark set A. Since benchmark set D was not used during the development of KaHyPar, this provides further evidence of our claim that KaHyPar can be seen as the state of the art for high-quality hypergraph partitioning.

4.5 Case Study: Traditional Graph Partitioning

Motivation. Since hypergraph partitioning is a generalization of graph partitioning, we now compare KaHyPar with the graph partitioner KaFFPa [114] from the KaHIP framework [116] in order to evaluate how good our algorithm performs for traditional graph partitioning tasks. We use both the strong (KaFFPa-Strong) and the strong social (KaFFPa-StrongS) configurations, and use the improved flow network described in Ref. [76]. The former configuration is designed for high-quality partitions of mesh graphs, while the latter is targeted at partitioning complex networks such as web graphs and social networks. Note that KaFFPa achieved the highest quality partitions in the DIMACS challenge on graph partitioning [11]. Hence, we compare KaHyPar to a state-of-the-art system that uses similar techniques (except the preprocessing and the $n$-level approach).

Instances and Methodology. We use the 21 large web graphs and social networks used in the work of Meyerhenke et al. [103] (benchmark set E), and the graphs used in the final evaluation of the 10th DIMACS Implementation Challenge on Graph Partitioning and Graph Clustering [11] (benchmark set F). We excluded graph uk-2007-05 from benchmark set F, because no algorithm involved in our experimental evaluation was able to partition that graph on our system. In order to be consistent with the experiments presented in the previous sections, we impose a time limit of eight hours per instance for each algorithm.
Fig. 14. Solution quality (left) and running times (right) of KaHyPar, KaFFPa-Strong, and KaFFPa-StrongS for benchmark set E (social, web).

Comparison with KaHyPar – Complex Networks. The experimental results for the web graphs and social networks of benchmark set E are summarized in Figure 14. Considering the performance profiles in Figure 14 (left), we see that KaHyPar computes the best solutions for 58.5% of all instances. It is followed by KaFFPa-StrongS (29.3%), and KaFFPa-Strong (12.2%). Figure 14 (right) shows that KaHyPar is slightly faster on average than KaFFPa-StrongS, which could not partition one instance within the time limit.

Comparison with KaHyPar – DIMACS Graphs. The results for benchmark set F are summarized in Figure 15. The performance profiles depicted in Figure 15 (left) show that none of the algorithms were able to partition all instances, because the partitioners could not finish within the time limit of eight hours. We see that KaFFPa-Strong resp. KaFFPa-StrongS compute the best solutions for 29.4% resp. 35.3% of all instances, while KaHyPar computes the best solutions in 37% of all cases. Looking at Figure 15 (right), we see that KaFFPa-Strong is faster than KaHyPar and KaHyPar is faster than KaFFPa-StrongS.

Concluding Remarks. Given these results, we conclude that KaHyPar is also effective in the context of graph partitioning. In a comparison with the strongest KaFFPa configurations, it computes solutions of slightly higher quality for complex networks, and solutions of similar quality for the DIMACS graphs in a comparable amount of time.
5 CONCLUSIONS AND FUTURE WORK

We have shown how a careful combination of different heuristics, e.g. locality sensitive hashing, Louvain clustering, portfolio-based initial partitioning, localized $k$-way local search, flow techniques, V-cycles, and memetic algorithms can be integrated within the framework of an $n$-level algorithm to make KaHyPar the currently highest quality hypergraph partitioner. Implementation techniques like a dynamic hypergraph data structures and lazy update techniques make this sufficiently fast to process tens of thousands of pin per second. This is fast enough for many combinatorial optimization applications like VLSI design or quantum circuit simulation [65]. For applications like sparse matrix multiplication, where improved cuts translate into relatively small savings in running time, systems like PaToH currently offer a better cost–quality trade-off. Here, using KaHyPar is only warranted if its cost can be amortized over many iterations. Thus, an interesting direction for future research is improving performance while preserving as much as possible of the achieved quality. Parallelization seems like a promising approach to achieve this. However, in the past, parallel (hyper)graph partitioners paid a quality penalty for improved performance. We are intensively working on changing this. Our first step was done for shared-memory graph partitioning [3] where we achieve quality comparable to a state-of-the-art graph partitioner using corresponding components. Our recently published parallel hypergraph partitioner Mt-KaHyPar [62] outperforms PaToH-Q and is also faster than PaToH-D when using a moderate number of threads. We are also working on parallelizing the $n$-level approach. In a first study [63] it achieves similar quality as KaHyPar without flows and is also an order of magnitude faster with ten threads. A key remaining step to achieve the quality of KaHyPar is the integration of parallel flow computations. For very large instances, also a distributed-memory parallelization seems interesting.

A different cost–quality trade-off might be achievable by using a KaHyPar-like system not on the input hypergraph but on a considerably contracted hypergraph. Of course, also achieving even higher quality than KaHyPar will remain interesting. Many improvements are conceivable, such as integrating machine learning or integer linear programming. For small imbalance parameters, generalizing negative cycle detection techniques previously used for graph partitioning [116] could be interesting.
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A BENCHMARK STATISTICS

Fig. 16. Summary of different properties for benchmark set A, B and C and the different sources. It shows for each hypergraph (points), the number of vertices $|V|$, nets $|E|$ and pins $|P|$, as well as the median and maximum net size ($|\tilde{e}|$ and $\Delta e$) and vertex degree ($\tilde{d}(v)$ and $\Delta v$).