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1 INTRODUCTION

There has been a massive spurt of information on the World Wide Web in the past decade, with one of the primary drivers of this growth being the arrival of e-commerce websites. These websites are a source of large-scale product data, often to the tune of hundreds of thousands to millions. The information about a product is typically presented on a webpage in a combination of structured and unstructured formats. We are specifically interested in the product specifications available as attribute-value pairs in structured tabular blocks. Figure 1 illustrates the specifications for a washing machine product taken from an online e-commerce website. We refer to this as a specification block. Customers often use the information in these specification blocks to compare products and make their purchase decisions. The product specification data has also been shown to benefit applications like faceted search [24], question answering [8, 14], product ontology curation [16], canonicalization of product attributes, product comparison [10], offer-product matching [12] and creating structured product catalogs [19]. Thus, automatic extraction of product specifications at scale is an important research problem with practical interest.

Figure 1: Specification block for a washing machine product

Although specification blocks typically appear in a tabular structure, different e-commerce websites use a wide range of HTML tags to render them, with tags such as, <table>, <li>, <div>, <dl>, etc. being a common occurrence. In fact, such heterogeneity in specification blocks is seen across product pages within a product website as well. Refer to Figure 2 that illustrates this heterogeneity in specification blocks for two product pages taken from two popular e-commerce websites. This poses a challenge in the automatic extraction of specifications from these blocks. Previous works have focused on extracting information from specification blocks composed of only table tags [4, 6, 9], with the recent ones [21, 22]...
adding capability for lists as well. Compared to the other HTML tags used for structuring specification blocks, tables and lists are relatively easier to interpret and have a clear notion of rows and columns. The aforementioned approaches leverage these signals in several hand-coded features to train classifiers for automatic detection of specification tables on a product webpage. Unfortunately, several popular e-commerce websites (like Reliance Digital, Scandid, Paytm Mall and others) make use of non-table and non-list tags for rendering specification blocks and therefore, the above approaches fail to generalize to them.

In this paper, we are concerned with the problem of extracting product specifications (attribute-value pairs) from specification blocks independent of the specific HTML tags used for their rendering. Irrespective of the specific HTML tags used for their rendering, specification blocks are typically composed of repeating sub-blocks that are usually consistent in their usage of tag patterns. We leverage this spatial invariance and consistency of tag patterns to propose a scalable specification extraction solution. Our solution comprises two components—(a) specification block classification; and (b) attribute-value extraction. Using a combination of hand-coded features and deep learned spatial and token features, we propose a two-stage cascade block classification model that identifies specification blocks among all the HTML blocks present on a product webpage. Our extraction model is based on typical wrapping induction techniques \[7, 15\] that use a set of attributes to learn wrappers and the induced wrappers to extract more attributes, in an iterative fashion, using a seed attributes list to bootstrap the process. Starting from the raw HTML text of a product webpage as input, we first use our block classification model to identify the product specification blocks on the page and then use our extraction model to extract the attribute-value pairs from these blocks.

We make these key contributions in this paper—(a) we propose a scalable product specification extraction approach that generalizes to the wide variety of specification blocks across product websites. To the best of our knowledge, none of the previous works have focused on extracting specification information from blocks beyond tables and lists. (b) we create a large scale labeled data of product specifications extracted from 14,111 diverse blocks taken from a range of different product websites. We make this data publicly available \(^1\). (c) we conduct thorough evaluation of our model, the components therein and show that the results corroborate with our claim.

2 RELATED WORK

A body of work on Web tables \([2, 3, 17]\) leverages HTML tables to extract relational data from the Web and linking the entity and relation mentions to a structured catalog. In their system, WebTables \([2, 3]\), Cafarella et al. present techniques for high-quality relation recovery from HTML tables on the Web. Using techniques involving hand-crafted parsers and machine learning models, they create a large scale relations corpus of 154 million tables. They then present relation ranking approaches for searching within this corpus of tables. Deep learning-based approaches \([20]\) have also been applied to the table classification task. In their system, TabNet, they propose a DNN architecture based on RNN and CNN to capture the semantic structures of Web tables.

Specifically, for tables containing product specifications, Qiu et al. \([22]\) present DEXTER, a system to discover product sites and detect and extract product specifications from them. Unlike the work on web tables, their supervised learning-based approach extends to HTML fragments (tables and lists) present on web pages and classifies them as product specifications or not. For extraction of attribute-value pairs from the product specifications, they propose two approaches - (1) an unsupervised approach, inspired from other works like RoadRunner \([5]\), that leverages the homogeneity in the structure of product specifications across web pages; (2) their other approach is inspired from that by Dalvi et al. \([7]\) and involves inference of extraction patterns based on annotations generated by automatic but noisy annotators. Petrovski et al.’s specification extraction work \([21]\) builds upon DEXTER. In addition to introducing additional features for specification detection, they also propose a classification approach to identify attribute and value columns.

\(^1\)https://drive.google.com/drive/u/4/folders/1vNkLbkpsdzkXzuonzw0N7z7xI067V7V
thereby allowing for specifications extraction from tables with more than two columns.

We also draw motivation from work on wrappers and wrapper induction [7, 15] that deal with the problem of inducing wrappers from labeled examples. Here, wrappers are rules, typically based on xpath or DOM paths, used for information extraction from web pages.

A more recent work in this area uses visual input of tables instead of textual HTML data [1]. Their method relies on taking rendered images of web tables and using CNN based VGG16 and ResNet50 with transfer learning to distinguish between genuine tables and layout tables. Again, the task here is focused on only classification of tables and also does not involve table information extraction. Computer vision is again applied by Gundimeda et al. who have developed a vision based approach that first evaluates the quality of food product images and then detects and extracts product attributes such as brand name, title, net weight, nutritional facts using Optical Character Recognition [11]. This system therefore relies on the availability of product images and works only on products belonging to food category.

Further work on attribute-value extraction is formulated by Wang et al. where they rely on a question-answering model as a tool to extract values for corresponding attributes [25]. Here each attribute is considered as a question and a context such as title or description of the corresponding product is provided from which the value is determined as answer. This is helpful in scenarios with missing values and can use the context to extract them if present.

3 OUR APPROACH

We propose a two-stage approach comprising a specification classification stage followed by a specification extraction stage. Figure 4 illustrates our overall solution. Starting with the raw HTML of a product webpage as input, in the specification classification stage, we are concerned with the problem of identifying blocks on the page that contain product specifications. We leverage the hierarchical DOM tree structure of the page and subject every DOM block through a binary classification decision of either containing product specifications or not. The output is a set of candidate specification blocks that are then passed on to the specification extraction stage. Our extraction model takes inspiration from wrapper induction techniques and leverages repeating wrapper patterns in the specification blocks to extract <attribute, value> tuples from the specification block candidates. We also interchangeably refer to a block immediately surrounding an <attribute, value> tuple as the “granular” block and the immediate block containing multiple such granular blocks as the “coarse” specifications block (Refer to Figure 3). Thus, the responsibility of the specification classification stage is to identify coarse specification blocks and that of the extraction stage is to extract the specification tuples from the granular blocks contained within the coarse blocks.

In the following sections, we describe our specification classification and extraction models in more detail.

Figure 3: Coarse vs Granular blocks

3.1 Specification Classification

Algorithm 1: Specification Classification

Given a HTML DOM block \( x \), we would like to classify it as \( y = f(x) \), where, \( y \in \{1, 0\} \) depending on whether or not the node contains product specifications and \( f(\cdot) \) is a binary classifier. As classifier, we use a cascade model comprising a Support Vector Machine (SVM) followed by a deep Convolutional Neural Network (CNN) with word embeddings. A product web page typically consists of a large number of blocks and using a deep CNN model for
prediction on each of these incurs high inference cost. The computationally efficient SVM model serves as a "filter" model leaving a relatively smaller number of blocks to be further classified by the coarse CNN model. Starting with the HTML <body>, we recursively traverse the DOM blocks on the page, subjecting each through our cascade classification model, leading to a set of candidate specification blocks as the output from this stage. We describe our specification block classification approach in Algorithm 1.

3.1.1 Filter Model. The existing specification classification approaches, based on tables and lists, derive their features from the structure of the blocks (e.g. number of columns, number of list elements etc). As features for our SVM-based filter model we have engineered the following features that are generic to all types of HTML structures beyond tables and lists: total number of text fields, total text length, alpha-numeric ratio, number of images, number of links, and uppercase-total text length ratio.

![Figure 5: Tokenized HTML](image)

![Figure 6: Word CNN Architecture](image)

3.1.2 Coarse Model. The specification blocks identified by the filter model are first tokenized (Refer to Figure 5 for a sample) using a tokenizer that removes any references to HTML class or id attribute details. The tokenized block text is then encoded using a pre-trained word embedding model into a fixed dimension vector [18, 23] and passed as input to the CNN model as shown in Figure 6. The output of the model is again a binary label indicating whether the input block is a specification block or not.

3.2 Specification Extraction

Our specification extraction approach takes inspiration from wrapper induction-based techniques. For every candidate coarse specification block identified in the previous stage, we use known attribute names/values in its granular blocks to induce HTML wrappers and use the wrappers to extract further <attribute, value> pairs. We use a small set (Denoted by \( S \) in Algorithm 2) of attribute names/values to bootstrap the process. Below we briefly describe the different functions that are part of the extraction algorithm:

**MatchTag**: From every candidate block \( T \), we look for its granular blocks containing mentions of attributes from the seed attribute set \( S \). We then extract HTML wrappers from all such mentions and pick the wrapper \( M \) with the maximum support. Here, support of a wrapper is defined as the number of attributes present in both the block \( T \) and the seed pool, for that wrapper. This simple heuristic works well in filtering out any spurious noisy wrappers. The wrapper with the maximum support along with its support attributes is sent as input to TraverseBlock. This keeping a record of the support attributes in addition to their corresponding wrapper comes handy in localizing the actual specification block, especially in cases where both the specification and non-specification blocks are constructed using the same wrapper.

**TraverseBlock**: A top-down tree traversal is performed here and the granular HTML block (text cell containing attribute) that is associated with the wrapper and the matched attribute name identified by MatchTag is selected. Simply identifying the text cell’s wrapper neither fetches all the attributes and values present in that candidate block nor helps in locating this granular block amongst the entire candidate block. For this we introduce TraverseGranular and BottomUp.

**TraverseGranular**: This performs the task of first finding the actual row containing an attribute-value pair with the granular block provided by TraverseBlock. This requires a bottom-up traversal performed by BottomUp. Once this row is identified, the next
Our dataset represents the diverse HTML structures typically used to present product specifications across product categories on different product websites. Table 1 illustrates how the entire dataset has been divided into three types—Train, Validation, and Holdout. Each pair of Train and Validation datasets are sourced from categories belonging to one website each, while the Holdout set comprises of HTMLs from three new websites. The website names along with their respective categories to which the HTMLs belong to are indicated in Table 2.

### 4.1 Classification Dataset

| Dataset | Source       | Category                               |
|---------|--------------|----------------------------------------|
| TD-1    | Reliance     | Laptop, Refrigerator, AC, Washing Machine, TV |
| TD-2    | Scandid      | Laptop, TV                            |
| TD-3    | CDHFineChemical | Chemical                 |
| TD-4    | Paytmall     | Laptop, TV, Smartphone                |
| TD-5    | Somanyceramics | Tiles                       |
| TD-6    | Alibaba      | Animal Feed, Dairy, Beddings, Skin Care |

For classification, we have utilized the inherent tree-based structure to generate the coarse blocks. In order to extract non-specification blocks, we traverse the tree visiting each HTML node and identifying whether the given node has more than one child and whether that node contains text at any depth. The specification blocks have been removed in advance to prevent mistakenly tagging them as non-specification. We have ignored the first few blocks that we extracted as part of non-specification to avoid the blocks that are on the top most level of the tree. Since there can be more than one specification block in some of the product pages, we have considered them as separate specification blocks. Even after considering multiple specification blocks per product page, there is a large imbalance between the number of specification and non-specification blocks which is inherent to product web pages. This imbalance is visible in Table 3. Table 3 also shows the different

---

**Table 1: Raw HTML Dataset**

| Dataset | Type  | #HTML |
|---------|-------|-------|
| TD-1    | Train | 767   |
| TD-2    | Train | 537   |
| TD-3    | Train | 1,649 |
| TD-4    |Validation | 193 |
| TD-5    | Validation | 115 |
| TD-6    | Validation | 413 |
| HD-1    | Holdout | 2,237 |
| HD-2    | Holdout | 157   |
| HD-3    | Holdout | 131   |

---

**Table 2: Dataset Description**

| Dataset | Source       | Category                               |
|---------|--------------|----------------------------------------|
| TD-1    | Reliance     | Laptop, Refrigerator, AC, Washing Machine, TV |
| TD-2    | Scandid      | Laptop, TV                            |
| TD-3    | CDHFineChemical | Chemical                 |
| TD-4    | Paytmall     | Laptop, TV, Smartphone                |
| TD-5    | Somanyceramics | Tiles                       |
| HD-1    | Alibaba      | Animal Feed, Dairy, Beddings, Skin Care |

---

### 4 CURATION OF THE PRODUCT SPEC BLOCK DATASET

Existing product specification datasets are limited to blocks composed of HTML tables and lists. Since our approach extends to blocks beyond HTML tables and lists, we curate a custom dataset comprising of blocks composed of a range of different HTML tags.
HTML tags present in the specification block of each dataset’s web page.

Table 3: Classification Dataset

| Dataset | #Spec | #Non-spec | Spec Tags       |
|---------|-------|-----------|-----------------|
| TD-1    | 4,804 | 20,469    | ul, div, li, a, br |
| VD-1    | 1,546 | 6,070     | div, span, h2, strong |
| TD-2    | 425   | 12,982    | div, span, h2, strong |
| VD-2    | 115   | 3,197     | div, p, a        |
| TD-3    | 1,649 | 10,713    | div, span, dl, dt, dd |
| VD-3    | 413   | 2,799     | div, span, i, h2, br, a, h, font, img |
| HD-1    | 4,871 | 35,704    | div, span, i, h2, br, a, h, font, img |
| HD-2    | 157   | 6,710     | div, strong, span |
| HD-3    | 131   | 11,918    | div, span, dl, dt, dd |

4.2 Extraction Dataset

Since we aren’t training any model for our extraction procedure, we’ll be using only the validation and holdout datasets containing HTML with their corresponding page-wise attribute-value pairs. For an attribute-value pair to be considered valid, we include only those attributes whose values are not empty. We have also come across repetition of the attribute-value pair in the same spec block and we consider only a single occurrence of them. The extraction dataset details are shown in Table 4.

Table 4: Extraction Dataset

| Dataset | #Attr-Val Pairs | # Unique Attributes |
|---------|----------------|-------------------|
| VD-1    | 8,989          | 188               |
| VD-2    | 5,869          | 382               |
| VD-3    | 3,016          | 8                 |
| HD-1    | 51,200         | 533               |
| HD-2    | 1,546          | 10                |
| HD-3    | 1,801          | 205               |

5 EVALUATION

5.1 Experiment Setup

5.1.1 Model Configuration. An SVM with linear kernel is used as the filter model. The TD-* datasets are used for training the filter model. For the coarse model, we use a word embedding of 100 dimensions that was pre-trained on the training and holdout sets presented in Table 3. This input is passed through a dropout layer to a 4-layer CNN with ReLU activation after each convolutional layer. Max pooling is only performed after the fourth and final ReLU followed by another dropout layer in to a linear fully connected layer. Batch size used is 2, number of filters is 24 for each convolutional layer with a size of 4 and dropout is set to 0.4. An Adam optimizer [13] is employed with a learning rate of $1 \times 10^{-5}$ and L2 regularization $1 \times 10^{-6}$.

The training set for the coarse model comprises of 19,940 unique samples across the three sources with an input length of 40 word tokens with digits and punctuation removed except for $<$, $>$ and '/'.

5.1.2 Extraction Configuration. We started with an initial seed pool of 45 attributes and added a feedback loop from the extraction algorithm to the seed pool for real-time enrichment of the extracted attributes. We consider an extracted attribute value pair to be true positive only if both the attribute and the value match one-on-one with the ground truth attribute-value pair belonging to its corresponding product web page.

5.2 Results

5.2.1 Classification. For baseline performance comparison, we compared our method with Petrovski et al. [21] which supports only tables and lists. Due to this limitation, we created a new dataset containing specifications and non-specifications constructed with tables and performed a 5-fold cross validation, with the performance results from an additional test set as the final comparison. Due to the low quantum of table data samples, we could only validate it on our filter model. Also since our approach hasn’t been made suitable to use any delimiters unlike [21], we didn’t go ahead with conducting a comparison on list data. We have also conducted the classification experiments on our validation and holdout datasets as seen in Table 6.

Table 5: Specification and non-specification detection for table blocks

| Approach              | Precision | Recall | F1-Score |
|-----------------------|-----------|--------|----------|
| Petrovski et al. [21] | 0.936     | 0.935  | 0.936    |
| Filter SVM (Our)      | 0.951     | 0.949  | 0.950    |

Table 6: Filter and Coarse model classification performance w.r.t. specification blocks

| Dataset | Filter SVM P | Filter SVM R | Filter SVM F1 | Coarse CNN P | Coarse CNN R | Coarse CNN F1 |
|---------|--------------|--------------|---------------|--------------|--------------|---------------|
| VD-1    | 0.412        | 0.994        | 0.583         | 0.921        | 0.993        | 0.955         |
| VD-2    | 0.184        | 1.0          | 0.311         | 0.905        | 0.991        | 0.946         |
| VD-3    | 0.998        | 1.0          | 0.999         | 1.0          | 1.0          | 1.0           |
| HD-1    | 0.179        | 0.978        | 0.303         | 0.548        | 0.995        | 0.707         |
| HD-2    | 0.073        | 1.0          | 0.136         | 0.149        | 1.0          | 0.260         |
| HD-3    | 0.026        | 1.0          | 0.051         | 0.056        | 1.0          | 0.107         |

5.2.2 Extraction. We have again compared our extraction performance with that of [21]. We sampled columns of specification tables from the previous dataset and annotated them as attributes and values. A 5-fold cross validation is performed. Since our extraction approach does not require training, we have used a common test set split for both the approaches’ evaluations.
Table 7: Attribute-value extraction for table specification blocks

| Approach            | Precision | Recall | F1-Score |
|---------------------|-----------|--------|----------|
| Petrovski et al. [21] | 0.976     | 0.976  | 0.976    |
| Extraction (Our)    | 0.962     | 0.861  | 0.909    |

Table 8: End-to-end performance Filter+Extraction

| Dataset | Precision | Recall | F1-Score |
|---------|-----------|--------|----------|
| VD-1    | 0.790     | 0.977  | 0.874    |
| VD-2    | 0.894     | 1.0    | 0.944    |
| VD-3    | 1.0       | 0.995  | 0.997    |
| HD-1    | 0.639     | 0.932  | 0.758    |
| HD-2    | 0.782     | 1.0    | 0.878    |
| HD-3    | 0.327     | 0.993  | 0.492    |

Table 9: End-to-end performance Coarse+Extraction

| Dataset | Precision | Recall | F1-Score |
|---------|-----------|--------|----------|
| VD-1    | 0.822     | 0.965  | 0.888    |
| VD-2    | 0.688     | 1.0    | 0.815    |
| VD-3    | 1.0       | 1.0    | 1.0      |
| HD-1    | 0.685     | 0.994  | 0.811    |
| HD-2    | 0.907     | 1.0    | 0.951    |
| HD-3    | 0.285     | 1.0    | 0.444    |

5.2.3 End-to-End. For the end-to-end performance of classification and extraction, we have considered three arrangements of classification: Filter SVM, Coarse CNN and Filter SVM + Coarse CNN. The candidate blocks classified as specification from each of these cases are given as input to the extraction module. The results are presented in Tables 8, 9 and 10.

5.3 Observations

The comparison results of table specification classification given in Table 5 shows that our model outperforms the baseline performance from [21] by 1.4% in F1-Score, with the added flexibility of utilizing the same features across the non-table and non-list based specification blocks as well and thereby bringing in more coverage. For extraction, as visible from Table 7 for specification tables, our model falls behind the baseline performance from [21] by 6.7%. This can be explained by the structuring of the columns in select rows where there are more than four text fields, including hyperlinks, even though the number of attribute-value pairs is only two. This led to incorrect combinations of attribute-value pairs getting captured, causing a comparatively high amount of false positives and false negatives. We can also see from Table 6 that both the filter and coarse model can maintain high recall, with the coarse model also having relatively high precision. The models have been seen to perform well w.r.t. recall, although precision has dropped on sources that haven’t been trained on previously (HD-*) except for pre-trained embedding for the coarse model.

The three different classification arrangements part of the end-to-end approach presented on Table 8, 9 and 10 and Figure 7 show that the two-step classification is crucial in achieving a high precision and coverage, and clearly outperforms the individual model configuration. We can also see that a higher precision of the coarse model did not always translate into a higher precision on its end-to-end arrangement. This varies between sources as to what amount of similar attribute names occur in the non-specification blocks. At the same time, a low classification precision of the filter SVM did not lead to a low precision during the end-to-end extraction. Still, in certain instances, it can happen at the expense of the extraction recall. A very high precision helps in narrowing down and localizing the specification block as close as to the true specification block leading to the extraction algorithm not coming across potential false positive attribute matches. This makes it less likely to extract from the wrong specification block amongst the candidate blocks in an ideal scenario such as VD-3.

Table 11 captures the number of candidate blocks generated and the individual run time of the classification and extraction on an average of the three end-to-end arrangements. Even though the expectation would be that the average classification duration would be much higher for the coarse model when compared to the filter model, it is also true for the extraction process on 4 out of 6 cases even when the number of candidate blocks for the coarse model is lower relative to the filter model. This is because the coarse model classifies a much higher level block (that contains the specification block as well) which leads to the extraction method trying to extract attribute-value pairs from a bigger block. Again, this varies from source to source based on the occurrence of attribute(s) outside the specification block, such as in the product description, and is also affected by the presence of text fields in a pair-wise format. Also, it can be noticed that the filter model does its job of reducing the time
consumption during the classification stage as well as indirectly for extraction.

As can be observed from Table 10, our end-to-end approach is able to perform well on a diverse range of HTML structures covering different categories/segments and thus can generalize without explicitly tuning any of the component parameters. Our end-to-end two-step classification and extraction approach can maintain a low run time in achieving this outcome.

5.3.1 Does having a low precision affect the recall of the final extraction? Yes, it’s entirely possible in scenarios where the models classify a bigger block (multiple levels higher than the specification block(s)) as specification which then contains a large amount of non-specification data in addition to specification data. The issue would surface during the incorrect (belonging to non-specification block) identification of the maximum wrapper support and the corresponding text due to a relatively higher quantum of matching seed attribute names belonging to non-specification which subsequently leads to an incorrect cell to be selected as the starting point of extraction. This results in actual specification wrappers getting excluded and thereafter the specification block(s).

5.3.2 Does the filter model only assist in speeding up the classification process? Although, it would be expected that the run-time of a filter model based end-to-end extraction would be lower than filter+coarse model-based, that isn’t the case as is evident from tables 8, 9 and 10. This can be explained by the relatively lower precision of the filter model resulting in a higher number of candidate blocks and larger blocks which subsequently makes the extractor run on each one of them. Even with a lower precision, the filter model is successful in rejecting a lot of non-specification blocks due to a considerable data imbalance between specification and non-specification, with the remaining false positives being handled by the coarse model. This two-step classification, in fact, helped the filter+coarse models to generate fewer candidate blocks but with high recall.

5.3.3 How is low recall related to an increase in classification and extraction time? A low recall can result in the classification models misclassifying the actual specification block as non-specification, which in turn makes the tree traversal method now visit each child of this specification block leading to an increase in the classification time considering that some specification blocks in our dataset contain as many as 100 rows. This could also shoot up the number of candidate blocks generated and thus causing the extraction time to go up as well.

5.3.4 Can low classification recall be offset by low classification precision for the end-to-end classification and extraction? Yes, it is possible. A lower recall means the actual specification block(s) is/are skipped. This is true for cases where an HTML contains either one or more than one specification block. However, in both the above cases, the low precision can cause a higher level block which ultimately contains either one, or in the latter case, multiple specification blocks to be wrongly classified as specification blocks, ultimately leading to all the specification blocks being present in the candidate block set as one. This will result in the final extraction to churn out most if not all of the attribute-value pairs that belong to these specification blocks.

6 CONCLUSION AND FUTURE WORK

With an ever-increasing volume of product data being made available online, the use-cases requiring them, such as product search, fast and effective product comparison as well as recommendation engines, are growing manifold. But these applications require a concise form of product description that can only be obtained from the product specifications, which is a challenge as there is no strict adherence to limiting the usage to a standard set of HTML elements. In this paper, we have devised an approach that can identify and extract specification information in the form of attribute-value pairs over a wide range of frequently used HTML elements not limited to tables and lists. For the classification of specification block(s), we have used an SVM and a word-embedding-based CNN to handle the vast range of HTML elements defining the product web pages. To execute the extraction, we have developed an algorithm that can leverage the ordered tree structure of HTML to extract the attributes and their corresponding values. We have tested our approach on eleven categories across six websites. We also compared our approach on table specifications with that of [21] and have surpassed their table detection method by 1.6% on F1-Score but registered a lower F1-score on the extraction task by a magnitude of 6.7%. However, we have been able to demonstrate our method’s ability to classify and extract attribute-value pairs from specification blocks composed of a multitude of HTML elements not restricted to only tables and lists.

The next step in this line of work is to add the capability to extract attribute-value pairs that use delimiters such as ‘;’, ‘,’ etc. Subsequently, an ontology of category-wise attributes can be created, which will open up more doors; for instance, ascertaining the most frequently occurring attributes in a particular category can assist in determining the attributes of a new product belonging to that category without performing any attribute extraction.
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