Estimating Personal Model Parameters from Utterances in Model-based Reminiscence
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Abstract—Reminiscence therapy is mental health care based on the recollection of memories. However, the effectiveness of this method varies amongst individuals. To solve this problem, it is necessary to provide more personalized support; therefore, this study utilized a computational model of personal memory recollection based on a cognitive architecture adaptive control of thought-rational (ACT-R). An ACT-R memory model reflecting the state of users is expected to facilitate personal recollection. In this study, we proposed a method for estimating the internal states of users through repeated interactions with the memory model. The model, which contains the life log of the user, presents a memory item (stimulus) to the user, and receives the response of the user to the stimulus, based on which it adjusts the internal parameters of the model. Through the repetition of these processes, the parameters of the model will reflect the internal states of the user. To confirm the feasibility of the proposed method, we analyzed utterances of users when using a system that incorporates this model. The results confirmed the ability of the method to estimate the memory retrieval parameters of the model from the utterances of the user. In addition, the ability of the method to estimate changes in the mood of the user caused by using the system was confirmed. These results support the feasibility of the interactive method for estimating human internal states, which will eventually contribute to the ability to induce memory recall and emotions for our well-being.

Index Terms—model-based reminiscence, cognitive modeling, cognitive architecture, ACT-R, interactive system, parameter estimation

I. INTRODUCTION

Happiness or health is one of our universal and constant desires. According to the WHO Charter, “health is a state of complete physical, mental, and social well-being and not merely the absence of disease or infirmity [1].” This definition suggests the importance of being mentally and socially, as well as physically fit. One of the ways to improve one’s mental well-being is by recollecting pleasant memories from the past. The emotion that arises from recalling pleasant memories of the past is known as nostalgia across various cultures [2], and has been reported to principally be a positive emotion, although it also includes bittersweet feelings [3].

The effect of nostalgia has been applied to mental health care. For example, Butler proposed the use of psychotherapies, in which people discuss their old experiences and memories from past photographs, music, and other media related to them, for mental health care [4]. Such memory-based therapies include life review and reminiscence. The former aims to reevaluate one’s life by reflecting on the past, whereas the latter aims to achieve psychological stability by evoking nostalgic memories. Reminiscence therapy has been demonstrated to promote positive emotions and suppress negative emotions for all age groups [5], [6] not only to improve cognitive function in the elderly and patients with dementia [7], [8].

Among several types of reminiscence therapies, this study mainly focused on the use of personal recollections, rather than group recollection [9], to resolve large individual differences in emotional factors involved in memory contents. In addition, we assumed two axes of core affect (arousal and valence) [10] as the internal factors affecting the memory recollection of an individual [11]. This assumption suggests that encouraging memory recollection based on the state of these internal variables should provide appropriate support for the reminiscence of an individual.

To achieve this personalized support, this study utilized a computational model that represents the recollection process of personal memory. There is considerable research on the simulation of human cognitive processes using cognitive architectures [12], [13], which is a modeling approach that employs a standardized structure to represent an individual process occurring during a specific task. In addition, these structures can interact with humans by providing a stimulus to the user and receiving a response to it. Accordingly, the model reflects the internal state of the user by adjusting the parameters of the cognitive model through repeated interactions.

We believe that building a cognitive model that simulates the memory recollection of the user can provide support for personalized reminiscence. To date, the authors have explored the method of tracing the user’s internal state during memory recall. Based on these previous studies, this study proposed an interaction design for a cognitive model that can trace the human internal state. To confirm the feasibility of the proposed design, we analyzed the utterance data obtained when a reminiscence support system equipped with the cognitive model was used.

II. RELATED WORKS

This section reviews previous research relating to the memory recollection support method investigated in this study.
Section II-A describes the framework of the cognitive architecture. Section II-B introduces research on systems that support individual memory recollections as the precedents of this study. Following this review, Section II-C clarifies the limitations of the previous studies, which necessitated the goal of this study.

A. Cognitive Architecture and Memory Models

As mentioned previously, cognitive architecture is a structure that represents general human cognitive processes. This structure can simulate diverse cognitive functions for various tasks and individuals by constructing cognitive models on a common foundation. Among the various cognitive architectures (see [14] as a review), adaptive control of thought-rational (ACT-R) has been employed in various studies [15]. The essential components of ACT-R have been implemented as a production system, and are composed of various modules for vision, motor movements, memory storage, and goal management. The system can capture various aspects of human cognition by communicating information between the modules that correspond to each part of the human brain, indicating the ability of ACT-R to reproduce the human internal process.

Some studies have modeled individual humans using the ACT-R. For example, Somer et al proposed the concept of the “Cognitive Twin” [16] and demonstrated the efficacy of ACT-R for personalized decision support by constructing and using a decision-making model of an individual. Such individualization of cognitive functions in the ACT-R was realized by the knowledge (memory) and the parameters involved in the use of knowledge. By manipulating these factors, the ACT-R model generates a variety of behaviors related to the same task. The knowledge incorporated in the ACT-R consists of declarative and procedural knowledge. Declarative knowledge comprises units known as “chunk”, and individual chunks are linked to form a semantic network through attributes. Production rules, which involve procedural knowledge, are necessary for serially exploring such semantic networks. Accordingly, the ACT-R model selects one of the attributes linked to the currently recalled knowledge, and induces its to the next unit of knowledge.

This memory retrieval process can be diversified by manipulating the numerical parameters attached to the knowledge. Chunks and production rules have parameters called the activation and the utility, respectively. The activations are affected by the frequency of memory recall and memory decay, whereas the utilities are affected by rewards and the learning rate. When invoking declarative knowledge using a semantic network, the utility of the production rule is used in selecting attributes, and the activation determines the chunk to be retrieved when there are multiple available candidates among the selected attributes.

B. Memory Support Systems Using Cognitive Models

This study follows a series of ACT-R based memory support systems developed by the authors’ group. First, Morita et al [17] developed a photo slideshow system that supports reminiscence therapy and utilized the memory mechanism of the ACT-R described in Section II-A. This slideshow system includes a collection of private photos of users as a lifelog, and these photos are connected to each other via semantic links classified into four attributes: Who (person appearing in the photos), What (results of image recognition), When (timestamp), and Where (GPS information). The ACT-R model sequentially recollects photos by following these semantic links based on the utilities of each attribute and the activation of each memory item. The authors asserted that such memory transitions simulate mental time travel, which is vivid recalling of experiences in a time that is not the current time, as if experiencing time travel [18]. Based on this assumption, they proposed a model-based reminiscence using visualizations generated by this mental time travel model.

The model-based reminiscence involves the recollection of past memory based on dynamically changing photos in the form of a slideshow. This method is considered to learn the cognitive and emotional states of the user, and present photos based on the learning (personalized) results. To utilize a user’s reaction for such learning, Itabashi et al developed an interactive method based on an emotional model for monitoring the state of the user [19]. In this system, the authors assembled time-series data based on heart rate variability (HRV) and online subjective mood rating1 as interactive parameters. The feedback from the HRV (arousal) was directly mapped to a noise assigned to the activation of the photo, whereas the online subjective mood rating (valence) was mapped to the reward related to the rule for retrieving the photo.

ACT-R theoretically assumes that activation-based memory retrieval causes a concentration of retrieval on the most recent memory [20], [21]. Therefore, the activation is considered to reflect the physiological arousal [22]. By applying this assumption and utilizing HRV, the photo retrieval of the system proposed by Itabashi et al concentrates on a specific photo when the user is in a stress state (i.e., small HRV). Contrary, retrieval is not limited to recent photos but also older photos when arousal is low and a relaxed state is induced (i.e., high HRV).

In addition, the interactive memory retrieval proposed by Itabashi et al has been applied in other contexts beyond a photo slideshow. For example, Morita et al [23] developed a web extension that mitigates negative emotions when using the Internet by building a model of memory and emotion using the ACT-R. They focused on web advertising, including behavioral targeting, to naturally apply memory models in a web environment. Their system displays regularly changing images on web pages, and these images affect the implicit memory process of the user. They confirmed inhibition of negative memory recall during web use using a memory and emotion model, as well as physiological sensing to modulate memory retrieval.

1The users rate their mood state for the currently displayed photo using the interface attached to the display of slideshow
C. Limitations of the Past Studies

As discussed above, cognitive model-based personalized memory supports have been developed. However, the reliance of previous systems on physiological data (i.e., HRV) that can only be measured using dedicated equipment has limited its application in various fields. In addition, the mood state rating used by Itabashi et al [19] requires the user to intentionally operate the interface every time a picture is changed, which may inhibit natural reminiscence. To solve these limitations, this study proposed and tested an interaction design that indirectly estimates the internal states of the user by applying the machine-learning method to naturally produced user responses measured using a conventional device.

III. INTERACTIVE ESTIMATION OF USER MODEL PARAMETERS

The general framework of the human-model interaction adopted in this study is described in Fig. 1. In this framework, the model consists of several parameters for simulating memory recall as the internal states ($I'$). Based on the current $I'$, the model provides stimuli ($S$) to humans and receives their responses ($R$). Subsequently, based on the human response, the model updates its internal state $I'$ and determines the next stimulus $S$ based on the updated $I'$. By repeating this interaction, we expect that the internal state of the model ($I'$) will eventually reflect the human internal state ($I$).

This framework is applied to the model-based reminiscence described in the previous section: the stimulus ($S$) corresponds to the display photo, and the human response ($R$) corresponds to verbal/nonverbal reactions to the photo. Although a human internal state ($I$) cannot be directly observed, the self-rating of the mood state by the user can be obtained. In contrast, the internal state of the model ($I'$) is considered a parameter that can be observed by the modeler. The parameters consisted in the model-based reminiscence include the activation $A_i$ and the utility $U_i$, which are defined as follows:

- **Utility**: As mentioned in Section II-B, each of the photos in the declarative knowledge of the model consists of four types of attributes, Who (p: person), What (o: object), When (t: time), and Where (l: location). Fig. 2 shows an example of a network created from the attributes attached to photos. As shown in the image, the photos form a network connected by common attributes, and attributes to be used to move to the next photos are determined by the utility of the rule $i$ corresponding to the attribute. The utility for the rule $i$ can be expressed as:

$$U_i^n = U_i^{n-1} + \alpha [R_i^n - U_i^{n-1}] \quad (i \in \{p, o, l, t\}) \quad (1)$$

where $U_i^n$ is calculated from the previous utility $U_i^{n-1}$, the learning rate $\alpha$, and the reward $R_i^n$ provided by the self-rating of mood by the user.

- **Activation**: Based on the original ACT-R setting [15], the activation $A_i$ in this study is calculated as:

$$A_i = \ln(\sum_{j=1}^{n} t_j^d) + S a_i + \epsilon_i \quad (2)$$

where $n$, $t_j$, and $d$ are the frequency of the recollection of chunk $i$, the time passed since the $j$th recall, and the decay rate, respectively. These parameters induce the concentration on a specific photo [21], whereas $S a_i$ indicates a term representing the effects of contexts (see [17] for details). $\epsilon_i$ is a transient noise parameter that mitigates the concentration on a specific photo, which was mapped to the HRV of the user in the previous studies [19], [23].

In this study, we assumed that the stimulus ($S$) provided by the model is determined according to the internal state of the model ($I'$), which indirectly affects the human internal state ($I$). Based on this relationship, this study assumed that the estimation of the internal state of the model ($I'$) using the human response ($R$) is a means of estimating the human internal state ($I$). Thus, this study proposed a method that interactively estimates the human internal states based on the model’s internal states and human responses to stimuli. To verify the practicability of this proposed method, we investigated the possibility of estimating the two internal states (i.e., the human and model internal states) from the human response ($R$). To achieve this, we set two research questions (RQs):
RQ 1 \((R \rightarrow R)\) Is it possible to estimate the internal state of the model from human responses to stimuli?

RQ 2 \((R \rightarrow I)\) Is it possible to estimate the human internal state (obtained by self-reports) from human responses?

These questions were examined based on the verbal utterances as \(R\) obtained during the experiment where the ACT-R memory model presented lifelog photos \((S)\) to participants.

IV. METHOD

This section presents the investigation method for the feasibility of the proposed estimation method. First, the experiment using the model-based reminiscence system is described. Next, the dataset constructed from the experiment is presented. Lastly, the analytical methods are explained.

A. Experiment

To examine the effect of the different internal states of the model on the human internal states, we compared the behavior of participants under four conditions (within participants): 1) no activation and no reward, 2) no activation with reward, 3) activation with no reward, 4) activation with reward.

As described in Section II-A, the activation of ACT-R is affected by the frequency of memory recall and by memory decay. Therefore, under the condition in which the activation was calculated, intensive retrieval of recent and frequently retrieved photos is expected to occur owing to the characteristics of the memories simulated by ACT-R. In contrast, when the activation was not calculated, not only recent but also older photos are retrieved. In addition, as described in Section II-A and II-B, the utility value determines which attributes are used to retrieve the photos. Therefore, the condition with the reward induces the retrieval of photos that reflect the mood towards the currently displayed photo. From the combination of the effects of these parameters, the model can be assumed to exhibit the behavior listed in Table I, where each factor corresponds to the two axes of core affect [10].

For the experiment, twenty-four participants aged 21–61 consisting of 13 males and 11 females were recruited through the crowdsourcing service Lancers\(^2\), and the experiment was conducted using the video chat tool Zoom\(^3\). Before participating in the experiment, they provided their personal photos, whose minimum number of photos required to participate in the experiment was 200.

Participants watched all four conditions of the slideshow in the experiment. As there were four experimental conditions, 24 possible patterns of viewing orders existed. The 24 participants were assigned to each pattern in order to counterbalance the viewing order of the experimental conditions. The viewing duration for each condition was 5 min.

To evaluate the changes in the mood state caused by viewing the photo slideshow, a mood state survey was conducted using the Japanese version of the Profile of Mood States 2nd Edition (POMS-2) \([24]\) before and after viewing each photo slideshow condition. The participants were also asked to verbalize their thoughts while viewing the photos \([25]\) and rate their current mood on a 6-point scale in response to the photos displayed on the user interface, as indicated by the red boxed position in Fig. 3.

B. Data Set

Both the text and voice data of the participants’ utterances were used for the analysis. The text data was constructed using the software tool Vrew\(^4\), which enables the automatic transcription of recorded audio through voice recognition. After the automatic transcription, typographical errors were corrected manually, and tags indicating the start and end of the experiment and the time the photos were switched were inserted.

Referring to the photo switching time tag, the recorded audio data was segmented. Following this first segmentation, segments longer than 11 s were further divided into collections of 11 s segments \((11 \text{ s is the approximate unit time to switch the display photos})\). The ACT-R model used in this experiment is programmed to retrieve a photo every 11 s. If the model failed in retrieving an image or retrieved the same photo as the previous trial, the displayed photos were not switched.

To estimate the internal states of the model and participants, we extracted prosodic features from the divided audio files using openSMILE, which is an open-source toolkit that can automatically extract features from audio signals and is primarily used for automatic emotion recognition \([26]\). Particularly, we utilized a feature vector known as the eGeMAPS feature set, which consists of a total of 88 features: 62 minimalistic parameter sets and 26 extended parameter sets \([27]\). Subsequently, a score obtained from the sentiments analysis using Google’s Cloud Natural Language API\(^5\) applied to the transcribed texts was added to the features and an 89-dimensional feature vector was constructed for the analysis.

The total number of utterance feature vectors created by the aforementioned procedure was 2403 (an average of 100.125 for the 24 participants). These feature vectors were standardized before analysis.

\(^2\)https://www.lancers.jp
\(^3\)https://zoom.us/
\(^4\)https://vrew.voyagerx.com/ja/
\(^5\)https://cloud.google.com/natural-language
TABLE I
EXPERIMENTAL CONDITIONS

| Reward (Valence)              | Not calculated | Calculated |
|-------------------------------|----------------|------------|
| Activation (Arousal)          | Worked         | Not calculated |
| Biased search reaching to a variety of photos. | Biased search reaching to some photos. | Biased search toward some photos. |
| Not react to participants’ moods. | React to participants’ moods. | React to participants’ moods. |
| Not calculated | Wide search reaching to a variety of photos. | Wide search reaching to a variety of photos. |
| Not react to participants’ moods. | React to participants’ moods. | React to participants’ moods. |

TABLE II
KERNELS AND PARAMETERS USED DURING THE GRID SEARCH.

| Kernel | C          | Gamma |
|--------|------------|-------|
| Linear | 0.001, 0.01, 0.1, 1, 10, 100 | ~ |
| RBF    | 0.001, 0.01, 0.1, 1, 10, 100, 0.0001, 0.001, 0.01, 0.1, 1, 10 |

TABLE III
AVAILABLE CLASSIFICATION RESULT

| Classification Result | True Value | False Value |
|-----------------------|------------|-------------|
|                       | True       | False       |
|                       | True Positive | False Positive |
|                       | True Negative | False Negative |

C. Analysis Method

Using the as-obtained feature vectors, the internal states of both the model and the participants were classified, and RQs described in Section III were addressed using the results as follows:

- **Analysis for RQ 1:** The experimental conditions were classified according to the utterances of the participants. As the parameters of the internal state of the model were manipulated as the experimental condition, which involves the activation and the reward, we assumed that RQ 1 answered “yes” if this classification is successful.
- **Analysis for RQ 2:** Compared to that of the model, the human internal state cannot be directly observed. Therefore, we classified the data obtained by indirect means (i.e., the self-reports and the self-rating of their moods using the user interface). This analysis was composed of two types of analyses: the first analysis is on the change in the mood ratings measured after the end of each condition, and the other is on the change in the mood ratings for each photo assigned as a task during the photo viewing. The latter analysis is expected to better reflect the real-time changes in the mood of participants.

For this analysis, a support vector machine (SVM) was used with the parameters optimized by the grid search. The kernel and parameter ranges are shown in Table II. The evaluation was based on the accuracy and F-measure of the 5-fold cross-validation. According to the classification results shown in Table III, the accuracy was calculated using: \( \frac{TP}{TP+FP+FN+TN} \).

The F-measure was calculated using Precision \( \frac{TP}{TP+FP} \) and Recall \( \frac{TP}{TP+FN} \).

V. RESULT

This section presents the results of our analysis regarding the two RQs. Sections V-B and V-C present the results of the analyses of RQ 1 (i.e., estimating the model’s internal state from human responses) and RQ 2 (i.e., estimating the human internal state from his / her reactions), respectively. Before presenting these analyses, Section V-A presents the basic data on the model and human behavior obtained in the experiment.

A. Basic Results of the Experiment

1) Model behavior: Fig. 4 shows the results of the number of photos (types) for each of the experimental conditions. In this graph, the photos that were displayed more than once were counted as one to eliminate duplicates, implying that a smaller value indicates that the model focused on smaller photo sets. A two-way (the activation vs. the reward) analysis of variance (ANOVA) was conducted using the number of photos presented as the dependent variable. The analysis revealed that there was a significant difference in the activation \( F(1, 23) = 95.48, p < .01 \). This result confirmed the effect of activation explained in Section III. The analysis in Section V-B presents the examination of the detectability of such model difference from the utterance during the task.

2) Mood changes of the participants: Fig. 5 shows the total mood disturbance (TMD) scores, which is a measure of the overall mood state in POMS-2. The dashed line in the figure corresponds to the TMD score when measured prior to the start of the experiment. A two-way (the activation vs. the reward) ANOVA with the TMD scores as the dependent variable indicated a significant main effect in the reward \( F(1, 23) = 4.59, p < .05 \). As the TMD score indicates that the negativity of a mood increases with an increase in the score, these results suggest that the participants were induced to feel more positive under the reward calculation condition than under the no reward condition by reflecting the mood of
the participants to the model. The possibility of detecting such mood changes from the utterance during the task is explored in Section V-C.

B. Classification of the Internal States of the Model

1) Combination of the two parameters: To address RQ 1, the four conditions, which involve the presence or absence of activation and rewards, were classified. The result revealed that the classification performance exceeded chance level ($\text{Accuracy}_{\text{conditions}} = 0.456$, $F_{\text{conditions}} = 0.457$). These results and the heat map shown in Fig. 6 suggest the possibility of estimating differences in the internal state of the model using utterances from the user.

2) Independent parameters: Next, we further examined how well each of the internal states of the model (activation and reward) can be classified from the response of the participants. Thus, the analysis consisted of two classifications: classification of the “calculated” or “not calculated” activation, and classification of the “calculated” or “not calculated” the reward. The confusion matrices of these classifications are shown in Figs. 7 and 8. Both matrices exhibited moderate classification results ($\text{Accuracy}_{A} = 0.640$, $F_{A} = 0.640$, $\text{Accuracy}_{R} = 0.680$, $F_{R} = 0.679$). From these results and the relationships discussed in Section III, the differences in the stimuli provided by the model were considered to affect the human internal state, and those differences in the internal state were reflected in the responses (utterance).

C. Classification of Human Internal States

1) Classification based on post-hoc self-report: This analysis investigated the feasibility of estimating the human internal state from their utterances (RQ2). In this analysis, we classified whether the TMD scores of the POMS-2, which were answered after viewing the photos, were higher or lower than those before viewing or after viewing one of the previous conditions. However, two participants whose scores kept decreasing during the experiment were excluded from this analysis. The results are shown in Fig. 9, and they indicate that the classification performance for the human internal state was better than that for the internal state of the model ($\text{Accuracy}_{\text{TMD}} = 0.738$, $F_{\text{TMD}} = 0.738$). This result suggests the possibility of estimating changes in the mood of users from their utterances.

2) Classification based on real-time self-report: Next, we examined the possibility of the real-time estimation of the human internal state. This analysis classified the changes in the mood rating during the photo presentation. Each utterance segment was labeled with “up” and “down” direction tags to indicate whether the participants reported that their feeling moved positively or negatively, respectively. Data segments in which there was no change were excluded. The resulting confusion matrix is shown in Fig. 10. The classification performance was not better than that of chance ($\text{Accuracy}_{\text{MoodRating}} = 0.511$, $F_{\text{MoodRating}} = 0.505$). This result may be partly attributed to the fact that some participants made few moves on the user interface during the experiment.

D. Classification for Individual Participants

The previous classification included all utterance segments without distinguishing participants. Considering the characteristics of prosody and emotion change, it is reasonable to assume that individual differences distorted the classification results. Therefore, in this section, we presented the classification results for each participant. Table IV summarizes the results of the model and human internal states for all participants. As indicated in the mean scores, although there was no difference in the general patterns of the performance, there were improvements in the classification results in this analysis. The classification results for POMS-2 (post-hoc self-reports) were higher than those for the two model parameters (activation and reward). The classification for the real-time human internal states exhibited the worst classification performance.

VI. CONCLUSION

In the first section, we discussed the importance of providing support matched to the human internal state to obtain the
appropriate effect of reminiscence therapy. In this study, we employed a model-based reminiscence with a cognitive architecture to support personalized reminiscence. To personalize the model, the parameters of the model should be mapped to the human internal state during memory recollection. Although previous studies have directly mapped physiological indices to corresponding model parameters, the application of these methods under various settings is limited. Therefore, to estimate the human internal state when using model-based reminiscence, we proposed a machine-learning based method, in which the model interactively estimates the human internal state using naturally produced user responses (utterance).

To verify the feasibility of the proposed method, we classified internal states using the utterances of participants during photo observation. In this analysis, we attempted to classify the internal state of the model (experimental conditions) and the human internal state (POMS-2, mood rating). The first classification revealed that although the performance was not high, the internal states of the model can be estimated from human reactions ($R \rightarrow I'$ in Fig. 1). The second analysis revealed that the POMS-2 classification results exhibited better classification than the classification of the internal states of the model. This result suggests that it is possible to estimate changes in the human mood state from prosodic features, and indicates the possibility of estimating human internal states from the human responses ($R \rightarrow I$ in Fig. 1).

These results indicate that the two RQs described in this study can be answered. In addition, these classification results also support the effectiveness of the model-based reminiscence. Particularly, the fact that we were able to classify differences in the internal state of the model from the human responses indicates that different internal states of the model caused differences in the human responses. This implies that differences in the internal parameters of the model affected the human internal state. Thus, this study successfully advanced the interactive memory support approach based on cognitive models. We believe that this approach will contribute to the control of memory recall accompanied with emotions.

However, some limitations should be noted. This study did not consider how the estimation of the internal state of humans and models can be utilized to improve the human-model interaction. Particularly, although the fact that the success of this classification reflects the effectiveness of the model parameter in stimulating the human internal state was considered, the use of the estimation of the internal state of the model was not described. In the future study, a design for implementing the indices in the framework of interactive memory support should be developed.

Finally, it should also be noted that the classification of the human internal state is based on indirect indicators. Regarding the means of observing human internal states, post-hoc measurements cannot address changes in the internal state depending on the situation, and real-time rating is problematic in terms of user load. Although these limitations are some of our motivations to utilize natural user response (verbalization), as an experimental study, it is better to collect more accurate user responses in real-time. Future studies should collect physiological data to support the result obtained in this study.

**Ethical Impact Statement**

The experiment was reviewed and approved by Shizuoka University Research Ethics Committee. In the experiments of this study, we informed the participants fully about the handling of their personal data in advance, and collected the data after obtaining their free-will consent. If participants request that all photos uploaded to the server be deleted, they are informed that they can be completely deleted from the server.

---

**TABLE IV**

| ID  | Activation Accuracy | Activation F-measure | Reward Accuracy | Reward F-measure | POMS-2 Accuracy | POMS-2 F-measure | Mood Rating Accuracy | Mood Rating F-measure |
|-----|---------------------|----------------------|----------------|----------------|----------------|----------------|---------------------|---------------------|
| 1   | 0.64                | 0.71                 | 0.59           | 0.68           | 0.64           | 0.74           | 0.78                | 0.75                |
| 2   | 0.87                | 0.84                 | 0.89           | 0.76           | 0.77           | 0.81           | 0.87                | 0.81                |
| 3   | 0.89                | 0.87                 | 0.76           | 0.74           | 0.67           | 0.73           | 0.49                | 0.52                |
| 4   | 0.75                | 0.74                 | 0.58           | 0.52           | –              | –              | 0.40                | 0.45                |
| 5   | 0.74                | 0.75                 | 0.80           | 0.87           | 1.00           | 1.00           | 0.51                | 0.56                |
| 6   | 0.68                | 0.61                 | 0.66           | 0.61           | 0.63           | 0.57           | 0.44                | 0.33                |
| 7   | 0.71                | 0.56                 | 0.94           | 0.96           | 0.70           | 0.66           | 0.39                | 0.40                |
| 8   | 0.94                | 0.97                 | 0.77           | 0.78           | 0.80           | 0.74           | 0.56                | 0.41                |
| 9   | 0.88                | 0.86                 | 0.72           | 0.70           | 0.75           | 0.76           | 0.57                | 0.46                |
| 10  | 0.73                | 0.71                 | 0.78           | 0.76           | 0.70           | 0.71           | 0.51                | 0.42                |
| 11  | 0.84                | 0.74                 | 0.76           | 0.78           | 0.79           | 0.67           | 0.66                | 0.56                |
| 12  | 0.67                | 0.59                 | 0.70           | 0.69           | 0.74           | 0.63           | 0.86                | 0.73                |
| 13  | 0.60                | 0.67                 | 0.89           | 0.86           | 0.87           | 0.89           | 0.40                | 0.30                |
| 14  | 0.64                | 0.59                 | 0.66           | 0.71           | 0.72           | 0.80           | 0.43                | 0.42                |
| 15  | 0.80                | 0.80                 | 0.74           | 0.74           | 0.59           | 0.59           | 0.43                | 0.43                |
| 16  | 0.64                | 0.64                 | 0.67           | 0.67           | 0.77           | 0.77           | 0.44                | 0.44                |
| 17  | 0.60                | 0.60                 | 0.76           | 0.76           | 0.71           | 0.71           | 0.39                | 0.39                |
| 18  | 0.63                | 0.63                 | 0.74           | 0.74           | 0.79           | 0.79           | 0.46                | 0.46                |
| 19  | 0.71                | 0.71                 | 0.56           | 0.56           | 0.69           | 0.69           | 0.41                | 0.41                |
| 20  | 0.78                | 0.78                 | 0.70           | 0.70           | 0.85           | 0.85           | 0.48                | 0.48                |
| 21  | 0.72                | 0.72                 | 0.75           | 0.75           | 0.96           | 0.96           | 0.56                | 0.56                |
| 22  | 0.71                | 0.71                 | 0.69           | 0.69           | 0.77           | 0.77           | 0.53                | 0.53                |
| 23  | 0.53                | 0.53                 | 0.73           | 0.73           | –              | –              | 0.44                | 0.44                |
| 24  | 0.75                | 0.75                 | 0.60           | 0.60           | 0.77           | 0.77           | 0.65                | 0.65                |

Mean 0.72 0.71 0.72 0.72 0.76 0.75 0.52 0.49
