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Abstract

Archaeological settlement systems are usually analysed in terms of the relation between the rank of a settlement and its size (Zipf's law). We argue that this approach is unreliable, and can be misleading, in application to archaeological data where the recovery rate of settlements can be low and their size estimates are often approximate at best. An alternative framework for the settlement data interpretation, better connected with the theoretical concepts of the stochastic evolution of settlement systems, is applied to the evolving system of settlements of the Late Neolithic–Bronze Age Trypillia cultural complex (5,400–2,800 BC) in modern Ukraine. The stochastic evolution model provides a consistent and accurate explanation of the frequency of occurrence of Trypillian settlement areas in the range from 0.05 to 500 ha. Thus validated, the model leads to reliable estimates of the typical size of a newly formed settlement as well as the growth rates of the total number of settlements and their areas. The parameters of the settlement system thus revealed are consistent with palaeoeconomy reconstructions for the Trypillia area.
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1. Introduction

Analysis of archaeological settlement systems can provide unique insight into the population dynamics, exchange networks, palaeoeconomy and social structure of prehistoric societies (Johnson, 1977; Duffy, 2015; see also Pumain and Guerois, 2004). Studies of this kind require systematic data collection from archaeological surface surveys, excavations, geophysical prospecting, aerial imaging, etc. Among such systems explored earlier are the Uruk settlement system in the Susiana Plain of South-Western Iran (Johnson, 1977) and Basin of Mexico in pre-Hispanic America (Ortman et al., 2015, and references therein). The often adopted framework of these studies is Zipf’s law that relates the size of a settlement to its rank in the system, and analysis of plausible exchange and administration networks (e.g., Knappett et al., 2008).

More than 4,500 settlements, burial sites and burials are known for the cultural complex of Cucuteni–Trypillia, with about half of them located in the modern Ukraine. This is one of the best-explored prehistoric phenomenon in Europe, and its studies have been developing fast in the last decade (Diachenko, 2008; Brigand and Weller, 2013). Here we analyse the settlements of the Trypillian culture in the Ukraine.

We use the term ‘settlement system’ simply to describe a collection of settlements rather than as a reference to any system of rules that generates the site distribution in size or their spatial pattern (cf. Flannery, 1976; Duffy, 2015). This meaning is close to the notions of site size hierarchy or settlement pattern.
The plan of the paper is as follows. After a brief review of the Trypillian cultural complex in Section 2 and its settlements in Section 3, we motivate our approach to settlement systems and compare it with those used earlier in Section 4. Models of the evolution of settlement systems are briefly reviewed in Section 4, where we attempt at explaining mathematical models in an intuitively clear manner to introduce basic concepts, assumptions and implications without relying on the reader’s mathematical background. In Section 4.4, we discuss how these models can be applied in archaeology and argue that the earlier analyses of prehistoric settlement patterns are questionable. The application to Trypillian settlements is discussed in Sections 5 and 6, first to the cumulative pattern of the settlements of all stages and then to the individual typo-chronological stages. The interpretation of the results in terms of the evolution of the settlement system (the rate of its expansion or contraction and the typical size of newly formed settlements) can be found in Section 7. Our results are summarized and discussed in Section 8.

For the toponyms in the Ukraine, we use, wherever possible, the spellings of the Internet Encyclopedia of Ukraine of the Canadian Institute of Ukrainian Studies (http://www.encyclopediaofukraine.com/) and annotated Google satellite maps (http://www.maplandia.com/ukraine/). The transcription used are based on the place names in the local languages, Ukrainian and Romanian.

2. The Cucuteni–Trypillia culture

The time span of the Trypillian culture extends from the Eneolithic to the Early Bronze Age, about 5400/5300–2900/2750 BC. It represents the eastern component of the cultural complex of Cucuteni–Trypillia that extends across modern Moldova, Romania and Ukraine. It is variously known as Cucuteni–Tripolie/Trypillia, Trypillia–Cucuteni, the Trypillia/Tripolie Culture and the Painted Pottery Culture. It was first identified in the nineteenth century by the Ukrainian archaeologists Khvoika (1904). The Trypillian culture emerged from such Neolithic archaeological cultures as Boian, the Linearbandkeramik, with contributions from Dudești, Criș and Hamangia. The influence of these cultures can be traced in the finds from Trypillian settlement of Bernashivka on the Dniester, the earliest in the Ukraine (Zbenovich, 1989).

In modern Ukraine, Trypillian sites have been discovered in 15 administrative provinces (“oblast”, out of the total of 24), with occasional finds in four more provinces. They are located within the steppe-forest belt stretching from Transcarpathia in the west to the Dnieper valley in the east. Sites belonging to the later stages also occur in the steppes of the north-western Black Sea littoral. Among the known sites are settlements, flint extraction and processing sites, isolated, in-ground and barrow burials, as well as hoards and isolated finds. Altogether, there are about 2300 such sites in the Ukraine.

Remains of buildings now representing a mass of fired clay are typical of the Trypillian settlements. The pottery can be identified as used for cooking and tableware. The latter often has impressed decorations, encrusted with white or red paste, painted with mineral paints (including monochrome, bichrome and polychrome varieties). Both anthropomorphic (often quite realistic) and zoomorphic sculpture is typical of the culture. A peculiar feature of the Trypillian pottery are models of buildings, sledges, chairs/thrones, battle axes, etc. Implements were made of flint, stone, bone and antler. The Trypillians knew metal industry as evidenced by numerous finds of copper ornaments, implements and weapons. Fabrics were woven on vertical looms. The economy of Trypillia was based on cereal and livestock farming (for a recent review and analysis, see Shukurov et al., 2015). During the later stages, some population groups of the steppe zone turned to nomadic herding (the Usatove culture) (Burdo and Videiko, 2005).

---

2 ‘Trypillia’ is a transliteration of the Ukrainian form, whereas Tripolie, Tripolye, Tripolje and Tripol’ë are various transliterations of the Russian pronunciation. Painted Pottery Culture (cultura ceramiki malowanej) is the term used to describe the Trypillia Culture in Poland in the first half of the twentieth century.
The Trypillian culture had more than 60 identifiable local and chronological groups and varieties. Their names were changing as the chronology was being refined and extended. The earliest Stage A appears to be homogeneous but the later Stage B and C can be finely subdivided. There is also some diversity in the understanding of the interrelationships between various groups and the attribution of sites to a specific group or the Trypillian culture in general. For example, Tsvek (2005) suggested that the settlements in the Southern Bug and Dnieper interfluve represent a separate South-Trypillian culture. Some scholars isolate burials of the Usatovo type into the Usatovo culture considered to be distinct from the Trypillia (Dergachev, 1980).

Table 1. Chronology and areas of Trypillian settlements. All entries refer exclusively to permanent settlements, except for the total number of known Trypillian sites of any size and nature in the third line.

| Typo-chronological stage | A     | B1    | B1-BII | BII   | BII-CI | CI     | CII    |
|--------------------------|-------|-------|--------|-------|--------|--------|--------|
| Median date, years BC    | 5100  | 4550  | 4200   | 3950  | 3650   | 3400   | 3050   |
| Duration, years          | 600   | 500   | 200    | 300   | 300    | 200    | 500    |
| Total number of sites    | 53    | 42    | 78     | 208   | 121    | 309    | 253    |
| Number of settlements    | 50    | 42    | 74     | 186   | 107    | 250    | 118    |
| Number of settlements with known area | 20    | 15    | 25     | 108   | 46     | 128    | 32     |
| Maximum settlement area, ha | 14   | 60    | 150    | 261   | 150    | 341    | 160    |
| Mean settlement area, ha | 3     | 10    | 32     | 165   | 14     | 23     | 15     |
| Median settlement area, ha | 2     | 5     | 7      | 3     | 10     | 9      | 3      |
| Minimum settlement area, ha | 0.03 | 0.03  | 0.30   | 0.01  | 0.50   | 0.25   | 0.02   |
| Total area of the settlements, ha | 61   | 148   | 800    | 1721  | 642    | 2974   | 464    |

2.1. Periodisation and absolute chronology

The periodisation of the Trypillian culture is based on the ceramics typology, stratigraphy and absolute chronology. According to Passek (1935) and later authors, the main identifiable stages are the earliest, middle and late Trypillia, referred to as Trypillia A, B and C, respectively, each subdivided into several phases as shown in Table 1: Stage B includes BI, BI-II and BII and Stage C is represented by CI and CII. Some authors (e.g., Dergachev 1980 and others) consider only CI to belong to the late stage and attribute CI to the middle stage, also known as the ‘developed Trypillia’. In this text, we refer to Trypillia A, B and C as stages, whereas the finer divisions are called phases.

According to the absolute chronology based on $^{14}$C age determinations, the individual stages and phases vary from 200 to 600 years in duration. Several distinct types of archaeological artefacts that existed consecutively can occur within a single phase. A reason for this is that the lifetime of most Trypillian settlements is rather short, probably from 80–100 to 150 years, after which the settlement was burned out and the population relocated (for details, see Burdo, 2003; Burdo et al., 2013). Only after a few hundred years, the old site could be repopulated. Multi-layered archaeological sites usually have occupations layers belonging to different phases and even stages. Only seasonal settlements and stations have occupational layers constrained to a single phase.
2.2. The origin and evolution

The cultural complex of Cucuteni–Trypillia represents an eastern part of the archaeological farming world of Old Europe. The emergence of this complex in the Transcarpathia and in the Dniester basin is dated to the late sixth and early fifth millennia BC and related to such cultures as the Linearbandkeramik (LBK), Boian, Criş and Hamangia and Vinča (Videiko, 2015). These connections are attested by similarities in ceramics, buildings and sculptures. The earliest known settlement in the Ukraine is Bernashivka, located in the middle course of the Dniester. Latest explorations have revealed a few tens of buildings (rather than just seven as suggested by earlier studies) and has several occupation periods, all belonging to Trypillia A. The ceramics assemblage and the style of its decoration suggest that it corresponds to the second phase of Pre-Cucuteni in Romania (Zbenovich, 1980).

Settlements coeval with the third phase of Pre-Cucuteni are spread further up to the right bank of the Southern Bug River where they mostly cluster into groups. Mogil’na III is the largest settlement in the Southern Bug region with the area exceeding 10 ha established with magnetic prospecting. This pattern suggests the dominant west–east direction of the spread.

In the late middle period, Phase BI at about middle of the fifth millennium BC, the Trypillian population spread further east and reached the middle course of the Dnieper River in Phase BI-II. The first to emerge was a group of 15 settlements; the eponymous Trypillia is the largest among them at about 100 ha in area. At the same time, the Bug–Dniester interfluve was the location of not only numerous relatively small settlements but also major centres such as Veslyi Kut (about 150 ha) and Miropolye (about 200 ha). At the turn of the fifth–fourth millennium BC, the Trypillians emerge on the left bank of the Dnieper where they occupied a belt along the river of not more than 10–20 km on each side of the watercourse, with only isolated settlements located outside it. The southern limits of the Trypillian culture are at the Kodyma and Syniukha basins, the latter a tributary of the Southern Bug. It is worth a special note that isolated artefacts produced by the Trypillians (ceramics and figurines) were found far beyond the limits of this area, from the steppes of the Black Sea littoral and Northern Caucasus to regions beyond the Western Bug. However, these finds attest to external links rather that to the occupation area of the Trypillians.
3. Trypillian settlements

The fifteen decades of the studies of the Trypillian culture have produced vast amount of information on the character and classification of its settlements. Its understanding evolved continuously (Videiko, 2013). In this section, we briefly review those aspects of this information which relevant to this work.

3.1. Permanent and temporary settlements

The cultural complex of Cucuteni–Trypillia is represented by both permanent and temporary settlements. The former were the foci of economic activity, with buildings in use through a whole year, inhabited without interruption for many years. Temporary settlements and stations were used for the traditional activities of hunting and fishing as well as for the novel occupations of seasonal pasture herding, mining, travel along stable routes, etc.

The classification of a settlement as permanent or temporary is based on archaeological evidence, primarily the types and diversity of the buildings as well as the features of the cultural layer in general. The buildings of permanent Trypillian settlements are represented by:

1. Remains of burnt-out buildings made of wood and clay. The latter has been preserved as clumps of various sizes that bear impressions of wooden structures. Among such remains, some parts of the interior are occasionally found, such as open hearths and ovens, various types of paving, and wall-plaster from walls and ceilings. Such sites usually yield large quantities of sherds, from ten to hundred and more (Muller and Videiko, 2016a,b; Burdo et al., 2013).

2. Pits with remains of open hearths filled with ceramic fragments and animal bones.

The remains of the first type are interpreted as aboveground wattle-and-daub buildings plastered with cob. Among such building, those used for habitation, household, cult and production purposes can be identified. They were one and two-storey high, and their construction required significant amounts of materials (primarily clay and wood) and labour. When such a building was being abandoned, a special ritual was apparently performed during which the building was provided with ceramics, food supplies (cereal grain and meat), tools and cult implements, and then burnt. Settlements with buildings of this type are accepted as permanent.

Objects of the second type are understood as pit-houses of various depth. When they were abandoned, the pits were gradually filled up with a cultural layer. In some cases, they are believed to be connected with sacrifice rituals (Burdo, 2006; Muller and Videiko, 2016a). New structures of the same type could be constructed next to the abandoned ones. Settlements with this type of buildings are usually treated as temporary.

On the other hand, although settlements usually consist of either substantial buildings or of pit-houses (Khvoika, 1904), some sites contain both. An early understanding was that the pits that occur in settlements with remains of adobe buildings were the pit-houses that were used at an initial period of the settlement existence. An example of such an object is the ‘pit-house’ discovered in 1939 at the Trypillian settlement Volodymyrivka. A later careful analysis of the field notes revealed, however, that the character of the pit does not fit the description of a pit-house as it has a funnel-shaped profile (Fig. 46b in Passek, 1949), which makes it not suitable for a dwelling.

Recent explorations involving magnetic prospecting have shown that virtually every aboveground building at a Trypillian settlement has an associated trench, a source of clay used for the construction and repairs of the building. Such trenches have been discovered at many settlements, for example, Nebelivka, Maidanetske, Talianki, Dobrovody and many others (Chapman et al., 2014; Videiko et al., 2014).

There are also settlements consisting exclusively of subterranean and, perhaps, aboveground buildings constructed without the use of clay. The settlement Chapaevka in the middle Dnieper region is an example: not less than five dug-out structures have been excavated, surrounded by a few tens of various pits. The dwellings of this settlement were suggested to represent a dug-out with a lobby, covered by a pyramidal roof.
A combination of permanent and temporary settlements is typical of only that part of the Cu-
cuteni–Trypillia that is located close to and along major rivers, the Dniester, Southern Bug and Dnie-
per. The temporary settlements apparently served to exploit the resources of a river valley suitable for
not only hunting and fishing but also providing pasture. Analysis of the faunal remains from the tem-
porary settlements on the Dnieper demonstrates that 80% or more of the diet was the hunted meat,
whereas the synchronous permanent settlements have the opposite relation of the meats of domestici-
cated and wild animals. This fact might also suggest that the temporary settlements were seasonal
being occupied at least from spring to autumn when domesticated animal could graze on the meadows
(Videiko, 2015).

Another case of seasonal occupation is associated with the sources of flint in the Dniester re-

gion and Volyn, most importantly in the valley of the Horyn river. No traces of permanent buildings

were discovered at the Bodaky site despite many years of excavation although the remains of burnt-
out, structures plastered with clay were found in pits (Skakun, 20005:64–66). Sites with evidence of
production and processing of flint in Transcarpathia are represented exclusively by mines and pro-
cessing workshops where the cultural layers containing mostly flint flakes also bear Trypillian ceram-
ics (Vasilenko, 1989).

It is also notable that aboveground structures built with large amounts of clay disappear in the
last quarter of the fourth millennium BC. The tradition of burning out buildings before abandoning
them also ceases. The cultural layer at such sites contains various dugouts sometimes interpreted as
pit-houses. However, a more detailed analysis of the excavation results indicates that these were
sources of clay, later filled with fragments of pottery and animal bones, rather than dwellings. It re-

mains unclear whether such settlements are permanent or temporary.

3.2. *The areas of an archaeological site and a settlement*

Until the early 1970’s, the areas of the Trypillian settlements had been determined using archaeological
methods alone, i.e., excavations and exploration of surface finds. In the case of Trypillia, the most
important artefacts used for this purpose were fired adobe remaining from buildings and fragments of
pottery. The area of the Volodymyrivka settlement was thus determined by exploring the area of surface finds
complemented with identification of burnt-out buildings using metal probes.

Aerial photography was first applied for this purpose in the early 1970’s by Shishkin (1973,
1985) (see also Shmaglij et al., 1973). Despite some uncertainties in the interpretation of the photo-
graphs, it became possible for the first time to delineate major settlements of tens and even hundreds
of hectares in area. The results were later confirmed with traditional archaeological methods and mag-
netic prospecting. A combination of those three methods has become standard and is at use at present
(Chapman et al., 2014).

The most precise and reliable is magnetic prospecting. By the mid-1990’s, a few dozen
Trypillian settlements in the Ukraine and Moldova were mapped, in the area from the Prut river to the
middle course of the Dnieper river (Dudkin and Videiko, 2009). These included the whole range of
settlements, from small (2–5 ha) to large (from 10 to 340 ha). However, the limitations of the prospect-
ing technology of the time and sparse coverage (measurements taken at the vertices of squares of 4×4
or 3×3 m² in size), targeted at the remains of burnt-out buildings, prevented the discovery of all objects
of a settlement. The settlement area suggested by surface finds could be either smaller or larger than
the true area.

Another notable aspect is that a settlement area obtained from magnetic prospecting was cal-
culated by just multiplying the length of the area with the detected signal by its width without any
attention to the shape of the area; this practice was critically assessed by Diachenko (2010) and Harper
(2012).. Diachenko used the area of an ellipse to suggest an area of 341.5 ha for Talianki. Despite its
higher accuracy, the widespread deviations from a perfectly elliptical boundary of a settlement still
lead to inaccuracies. For example, the area of Talianki estimated as the area of a perfect ellipse differs
from the actual area by tens of hectares. However, there are no obstacles in measuring the areas of
mapped settlements using bespoke software (Harper, 2012) or standard GIS facilities. For example, Harper (2012) used the maps of the settlement obtained with a variety of techniques, from magnetic prospecting to satellite images to estimate the area of Talianki as 335 ha with the 3–6 ha accuracy. Interestingly, the largest value of the area was obtained from a satellite image and the smallest, from the published geomagnetic map. It remains, however, unclear, how Harper identified the boundary of the settlement that is now overlapped by a modern settlement in the valley of the Talianka river tributary.

Another aspect of the size of a settlement is the number density of buildings (i.e., the number of buildings per unit area) in the built-up area. There were repeated attempts to estimate the average building number density from the maps of such settlements as Maidanetske and Talianki (Kruts, 1989; Videiko, 1992). However, geomagnetic maps obtained more recently demonstrated that the number of buildings in major settlements does not always correspond in a universal manner to the size of a settlement and their arrangement within the built-up area.

In both Nebelivka (Phase BII) and Maidanetske (CI), buildings are arranged along distorted, nested ellipses with a large (a few tens of hectares) area in the centre free of buildings, well-defined streets and quarters within the built-up area and large communal buildings at special locations. However, the similarity does not extend beyond this. About 1300 buildings have been discovered in the area of 238 ha in Nebelivka (Burdo and Videiko, 2016), whereas their number in Maidanetske can be as large as 2900 in the area of 200 ha (Rassmann et al., 2016). The number of buildings in Talianki, the largest known Trypillian settlement, can be as large. Thus, the number density of buildings in Maidanetske, and in the still larger Talianki, is twice as large as in Nebelivka while the areas of these settlements are comparable. Correspondingly, these settlements could play different roles in the social and economic systems of their periods despite their similarly large areas with populations of thousands.

A question unavoidable in the case of large settlements is whether all the buildings were contemporaneous. Excavations of Trypillian settlements and the types of ceramics recovered, demonstrate that, in both small and large settlements, the buildings existed (and were burnt) practically simultaneously (Muller et al., 2016). On the other hand, some buildings could be constructed and then burnt before the majority of structures. This lent support to earlier suggestions of a discernible, structured evolution of such settlements (Smaglij and Videiko, 1993). These suggestions were recently confirmed by large-scale radiocarbon dating of Maidanetske objects (Muller et al., 2016). It should be noted, however, that extensive series of radiocarbon dates for large Trypillian settlements remains in contradiction with the relative chronology based on the typology of painted pottery (Videiko, 2016: 64–67). It appears that the dating accuracy provided by radiocarbon dates available is still insufficient to address such problems.

### 3.3. The accuracy of the settlement area measurements

The accuracy of the area measurements for Trypillian settlements remains only modest. Field observations suggest that modern agricultural activities can displace pottery fragments and building remains by 100 and more metres. Moreover, in the case of large settlements of tens and hundreds hectares in area, it is difficult to decide whether the evidence suggests a single settlement or a group of smaller villages. It appears that magnetic prospecting and/or high-quality satellite images can help to resolve the problem. Earlier experience shows that even excavations do not provide confidence that a settlement has been fully recovered, except for those cases where the area is limited by natural borders such as a river or a gully. Trypillian settlements in the middle Dnieper provide a glowing example. Several excavations seasons at Kolomija in the village Khalep’ya revealed about 40 building which were believed to be the complete settlement (Passek and Krychevskij, 1946: Figs. 1–2). This settlement has become a reference example, and the ideas of the character of Trypillian settlements relied on it for decades. However, magnetic prospecting at nearby settlements in 1992 and, later, on the site of old excavations demonstrated convincingly that settlements of this type are about twice as large and do not have a circular plan as thought earlier (Videiko, 2016).
At present, computerised area determinations, that provide a satisfactory accuracy, are only possible for those settlements that have been mapped using magnetic prospecting and are georeferenced. Such settlements represent just 2% of the total number. The area estimates used in this paper have been obtained by a variety of methods. We note that more advanced methods usually lead to smaller areas than those obtained archaeologically.

We have compiled data for 1064 Trypillia sites, with areas known for 374 permanent settlements shown in Figure 1. Archaeological dating of well-stratified sites, pottery typology, together with $^{14}$C and archaeomagnetic dating indicate that the lifetime of a permanent Trypillian settlement was 50–100 years (Krutz, 1989; Markevich, 1981; Telegin, 1985). Thus, not all settlements attributed to a certain phase of 200–600 years in duration existed simultaneously. These estimates are consistent with the suggestion that depletion of soil fertility within the exploitation area of a settlement was a factor in limiting its lifetime (Shukurov et al., 2015). Early pre-Hispanic villages in the South-Western USA (Pueblo I, 770–890 AD), notable for the high quality of the archaeological data (high precision of the dating in particular), apparently had a similar occupation time of 10 to 70 years (Wilshusen and Potter, 2010).

4. Settlement size patterns and their interpretation

Similarly to other cultural entities based on a farming economy, most of the archaeological sites of the Cucuteni–Trypillia cultural complex are the remains of permanent settlements (e.g., Pashkevich and Videiko, 2006; Videiko et al., 2004). They represent almost 80 percent of the total number of Trypillian sites discovered in modern Ukraine, and the areas of about 45 percent of the permanent settlements are known to at least some degree of certainty.

The sizes of modern and historic urban centres and smaller settlements are known to be strikingly regular as they follow Zipf's law (for a review, see Gabaiix and Ioannides, 2004) that relates the rank of a settlement to its size,

$$ R = kN^{-\alpha}, \quad \text{with } \alpha = 1, $$

where $R$ is the settlement’s rank (with the settlements ordered by size, the largest settlement has the rank of one, the next largest one having $R = 2$, etc.), $N$ is its size (usually taken to be the population size), and $k$ is a constant. This remarkable regularity has been observed in a wide range of settlement systems, from modern urban agglomerations (e.g., Rozenfeld et al., 2011; Berry and Okulicz-Kozaryn, 2012 and references therein) to historic and prehistoric settlements (e.g., Johnson, 1977, 1980; Kohler and Varien, 2010: 51–56). Convincing explanations of Zipf’s law emerged only rather recently; we review them in Section 4.2. A simple power-law relation between the rank and size is expected to occur only for settlements whose size exceeds a certain threshold and under certain, albeit quite general conditions, most importantly, Gibrat’s law discussed in Section 4.1 (e.g., Pumain and Guerois, 2004). Along with some other power-law relationships (Gabaix, 2009; Ortman et al., 2014, 2015), Zipf’s law (or its variations) is a manifestation of generic social and economic features of human societies (independent of the specific socio-economic conditions and of the level of technical, social and cultural development), as well as of basic laws of probability. As a result, Zipf’s law emerges in a broad range of contexts (Reed, 2001; Reed and Hughes, 2002b) as long as sufficiently large areas and time spans are considered (Batty, 2006).

Deviations from Zipf’s law in modern data are relatively weak and often difficult to detect with confidence. When such deviations are identifiable, the rank–size distribution still follows closely a power law in a broad range of sizes, but with the exponent $\alpha$ only slightly different from unity (Gabaix and Ioannides, 2004). Since the mechanisms behind Zipf’s law are independent of the specific socio-economic conditions and the level of technical, social and cultural development, there are all reasons to expect a similar regularity to occur in prehistoric settlement systems. The rank–size analysis has
been applied to a number of archaeological cultures but, surprisingly, the results most often deviate very significantly from Zipf’s law, and the rank–size dependence often appears to be far from a simple power law (e.g., Johnson, 1977, 1980; Savage, 1997; Drennan and Peterson, 2004; Kohler and Varien, 2010; Griffin, 2011). Weak integration within the settlement system has been claimed if the settlements of intermediate ranks are larger than what is predicted from Zipf’s law (such a distribution is often called convex). Otherwise, a strongly centralized system is suggested if the settlements of intermediate ranks are significantly smaller than what follows from Zipf’s law (a primare or concave rank–size distribution). However, several complications arise in the analysis of archaeological settlements. Most importantly, incomplete recovery of archaeological sites and inaccurate estimates of the settlement areas (often distinct from the archaeological site areas) can invalidate the rank–size analysis that relies on a reliable knowledge of a relatively small number of settlements at the large-size end of the settlement system. We discuss these problems in Section 4.4.

In this paper, we use an alternative approach to the interpretation of a system of prehistoric settlements based on the theory of the stochastic evolution of settlement systems. In particular, we demonstrate that apparent deviations from a power-law dependence in prehistoric contexts can arise from ill-suited representations of the data. Deviations from Zipf’s law are more likely to arise not from any over- or under-centralization but rather from the dynamics of the settlement system, especially the variations of the rate of its expansion and growth in space and time. As a result, we suggest a different framework for the interpretation of archaeological settlement systems solidly based on the theory of settlement evolution briefly reviewed in Sections 4.1 and 4.2. We apply these ideas to the Trypillian settlements in modern Ukraine.

The theory of settlement evolution has been developed in application to modern urban systems where the city population is a natural and readily available measure of the city size. In archaeological data, population is unknown and the only applicable measure of a settlement size is the area of the archaeological site. We use the site area $S$ for the settlement size and discuss in Section 4.3 its relation to the population size.

### 4.1. Gibrat’s law

Consider a settlement of a size (area) $S$ that varies (grows or decreases) in time $t$ in proportion to its size. In other words, the increment in the size over a (short) time interval $dt$, denoted $dS$, is proportional to $S$. A similar growth of the population size occurs if the difference between the birth and death rates (with the immigration and emigration rates included) is constant. Then the area increment $dS$ is proportional to both $S$ and $dt$, that is $dS = \mu S \, dt$, or, more conveniently,

$$\frac{dS}{S} = \mu \, dt \, ,$$

where $\mu$ is known as the growth rate of a settlement. Positive values of $\mu$ mean growth ($dS > 0$) and negative increments ($dS < 0$ and $\mu < 0$) correspond to a reduction in size. In the simplest case, the size of each settlement grows (or decreases) at the same rate as the population of the region as a whole and then the value of $\mu$ is the same for all the settlements.

The growth rate can often be assumed not to change in time either, if a sufficiently short time span is considered. Then Equation (2) can be solved to show that the size of each settlement evolves exponentially, as $S(t) = S_0 \exp(\mu t)$, where $S_0$ is the size at a time $t = t_0$, the start of the evolution. If $\mu$ varies with $t$, which is a plausible situation, this solution is readily generalized to $S(t) = S_0 \int_{t_0}^{t} \exp[\mu(t')] \, dt'$. Such a growth or decrease is similar to the variation of consumer prices under inflation ($\mu > 0$) or deflation ($\mu < 0$) with $\mu$ the inflation (deflation) rate. With $\mu$ independent of $S$, Equation (2) represents Gibrat’s law of proportionate growth since the increment in the settlement size $dS = \mu S \, dt$ is proportional to $S$. 
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It is more realistic to allow for the fact that different settlements of the same size can evolve differently because of migrations, different environments, variations in the population birth and death rates in space and time, etc. Such relatively short-term variations are difficult or impossible, and often unnecessary, to describe in full detail. It is more useful to assume that the growth rate \( \mu \) is not a constant but varies at random from one settlement to another and from one period to another. It is natural to expect that the growth rate has some definite mean value \( \mu \) and a random part. The latter is modelled as a Gaussian random variable with variance \( \sigma^2 \) and, in the simplest case, both \( \mu \) and \( \sigma \) can be assumed to be the same for all the settlements of a given epoch. Then Equation (2) changes into

\[
\frac{dS}{S} = \mu \, dt + \sigma \, dw(t),
\]

where the first term on the right-hand side describes, as above, a systematic growth at the rate \( \mu \) while the second term is responsible for the random fluctuations in the growth rate of a magnitude quantified by \( \sigma \). The factor \( dw(t) \) varies randomly with \( t \) having the mean value equal to zero and unit variance. In applications to economy and finance, \( \sigma \) is called the volatility (e.g., of share prices). The theory remains applicable if both \( \mu \) and \( \sigma \) vary with time, but at a rate slower than the random variations represented by \( dw(t) \). For example, \( dw(t) \) could represent time variations within an archaeological stage whereas the variations between the stages could be accounted for by changes in \( \mu \) and \( \sigma \). The value of the random increment \( dw(t) \) at a time \( t \) is assumed to be statistically independent of its earlier (or later) values, can be positive or negative, and the mean value of the random increments vanishes.

Because of the random fluctuations in the instantaneous growth rate, the sizes of the settlements are random quantities, and it is convenient to characterize the settlement system in terms of \( p(S) \), the probability density of the settlement size \( S \), defined such that the number of settlements of sizes between \( S \) and \( S + dS \) is equal to \( Mp(S) \), where \( M \) is the total number of settlements. The quantity \( Mp(S) \) is known as the frequency of occurrence of the settlements of areas between \( S \) and \( S + dS \). Equation (3) can be solved to derive the probability density of \( S \) if the other parameters appearing in the equation are known. Over a sufficiently long time span, the random increments \( \sigma \, dw(t) \) add up to a Gaussian random variable with zero mean value and the variance \( \sigma^2 \, t \) (the central limit theorem). Since \( dS/S = d \ln(S) \), this means that \( \ln(S/S_0) \), with a certain initial area \( S_0 \), is a Gaussian (or normal) random variable with the evolving mean value \( \mu t \) and standard deviation \( \sigma \sqrt{t} \). In other words, the settlement areas have the lognormal probability distribution. If the growth rate varies with time, the mean settlement area is given by (e.g., Gardiner, 2009: 109)

\[
\bar{S}(t) = \bar{S}_0 \exp \left( \int_{t_0}^{t} \mu(t') \, dt' \right),
\]

where \( \bar{S}_0 \) is the mean size at an initial time \( t_0 \). The mean-squared deviation of the values of \( S \) from the mean area \( \bar{S} \), denoted \( \sigma_{\bar{S}}^2 \), increases with time as

\[
\sigma_{\bar{S}}^2 = \overline{(S^2 - \bar{S}^2)} = \bar{S}_0^2 \exp \left( \int_{t_0}^{t} \sigma^2(t') \, dt' \right);
\]

here and elsewhere, overbar denotes quantities averaged over the fluctuations in the settlements sizes at a time \( t \).

Figure 2 illustrates the resulting stochastic evolution of settlement sizes obtained as the solution of Equation (3) for \( \mu \) and \( \sigma \) independent of \( t \), which has the form (e.g., Gardiner, 2009)

\[
S(t) = S_0 \exp[(\mu - \sigma^2/2)\Delta t + \sigma N(0,1)\sqrt{\Delta t}],
\]
where $\Delta t = t - t_0$ and $N(0,1)$ is the Gaussian random variable of zero mean and unit variance. Each curve in Figure 2 represents a possible evolution of the area of a separate settlement. The initial area is the same in all cases shown in the figure but it presents three groups of settlements found at different times, 0, 300 and 600 years. As a result of the random fluctuations, the sizes of individual settlements, identical initially, diverge with time from the mean and from each other at a rate depending on $\sigma$. The individual settlement ‘trajectories’ are bundled into three groups by their founding times only for the purpose of illustration: in reality, the foundation times of the settlements do not need to be so restricted and can also be random. For the sake of illustration, we also do not show terminated trajectories of settlements that die during the evolution. In reality, the lengths of individual trajectories are also random as some settlements cease to exist at random times. As argued above, before equation (4), the probability distribution of the settlement sizes is lognormal at any given time within each group of curves, as follows from Equation (6), but the probability distribution of the whole system of settlements is a mixture of lognormal distributions. As we discuss below, such a mixture is a power law in $S$ if the settlements are found at random times.

4.2. Zipf’s law

The regularity in the ranks and sizes of the settlements is only an approximate expression of Zipf’s law (or a more general power-law dependence), better suitable for presentation purposes than for quantitative analysis (Gabaix, 1999: Section III.4; Gabaix and Ioannides, 2004: Section 2.1). It is more useful to formulate Zipf’s law in terms of the probability for a settlement to have a certain size. The fact that the size $S$ of a settlement is related to its rank $R$ as in Equation (1) (written for $S$ rather than $N$, as in Section 5.1) means that the probability for a settlement to have a size larger than $S$ is given by

$$P(S) = aS^{-\alpha}, \quad \alpha = 1,$$

(7)
where \(a\) is a constant. More precisely, \(R(S) = M[1 - P(S)] + 1\), where \(M\) is the total number of settlements (e.g., Nam and Reilly, 2013). Equation (7) reformulates Zipf’s law in terms of the probability \(P(S)\), the cumulative probability distribution of the settlement sizes. The cumulative probability distribution is equal to the integral of the corresponding probability density: \(P(S) = \int_0^S p(S') \, dS'\). The cumulative probability is equal to the fraction of settlements whose size is less than \(S\); correspondingly, \(MP(S)\) is the number of sites smaller than \(S\) in area.

In more convenient to use the probability density, the derivative of the cumulative distribution, \(p(S) = dP/dS\). (The probability density can be obtained from a histogram of the site sizes by dividing the frequency in each bin by the total number of sites.) This leads to Zipf’s law formulated in terms of the probability density of the settlement size:

\[
p(S) = aS^{-(\alpha+1)}, \quad \alpha = 1, \quad a = \alpha k.
\]  

(8)

It is important to keep in mind that Zipf’s law is an accurate representation for the sizes of large settlements, that is, Equation (8) approximates the data only for large values of \(S\) (or low ranks \(R\)). Systematic deviations from Zipf’s law are often observed at small values of \(S\). The largest city in modern urban systems (the ‘capital’) is also special and often deviates from the overall systematic behaviour (Gabaix, 1999: Sect. V.1).

Under Gibrat’s law, the probability density of the settlement sizes has a lognormal distribution rather than a power law (8). It has been argued that the sizes of large modern cities can be approximated by the lognormal distribution better than by a power-law (Eeckhout, 2004). The difference between the two distributions at large sizes is not very strong, so that it is difficult to draw this distinction confidently (Malevergne et al., 2011). It has also been pointed out that the rank–size analysis is often sensitive to the size of the smallest settlements, i.e., to the range of sizes considered.

Several explanations have been proposed for the origin of the power-law probability distribution in a settlement system that obeys Gibrat’s law. Gabaix (1999) shows that a system with a fixed total number of settlements reaches an equilibrium state (and hence the probability distribution of suitably normalized settlement sizes no longer evolves) if the size of a settlement cannot be smaller than a certain (arbitrarily small) value. Then the equilibrium state has a power-law distribution with \(\alpha = 1\), i.e., precisely Zipf’s law. The size of each settlement varies in time systematically at a rate \(\mu\) together with the total population. To make the probability distributions at different times comparable to each other, the equilibrium state is described in terms of the settlement sizes normalized to the total area \(\tilde{S}(t)\) of all the settlements at a given time \(t\). Within this model, deviations from Zipf’s law arise because of deviations from Gibrat’s law. Specifically, if the growth rate \(\mu\) and its variance \(\sigma^2\) depend on \(S\), the exponent \(\alpha\) in Equation (8) varies with \(S\) as (Gabaix and Ioannides, 2004: 18)

\[
\alpha(S) = 1 - 2 \frac{\mu(S) - \bar{\mu}}{\sigma^2(S)} + \frac{S}{\sigma^2(S)} \frac{\partial \sigma^2(S)}{\partial S},
\]  

(9)

where \(\bar{\mu}\) is the growth rate averaged over all settlement sizes.

Reed (2001) relaxes the assumption that the number of settlements is fixed and his model allows for emergence of new settlement, e.g., by fission or otherwise. Then a power-law probability distribution follows from Gibrat’s law because different settlements are founded at different times (see also Reed and Hughes, 2002b). This model is illustrated in Figure 2 where, for the sake of clarity, new settlements emerge at regular time intervals of 300 years rather than at random.

Suppose that the probability of a new settlement (perhaps via fission of villages into daughter communities – Duffy, 2015) to emerge in the time interval from \(t\) to \(t + dt\) is equal to \(\lambda \, dt\), where \(\lambda\) is the growth rate of the number of settlements. Then the expected (mean) number of settlements at a time \(t\) is proportional to \(\exp(\lambda t)\). All new settlements are assumed to be formed having the same size.
In fact, both birth and death of settlements is possible: then $\lambda$ is the difference between those rates (Gabaix, 2009: Sect. 3.4.2) The probability distribution of the settlement sizes at large times (later than about 800 years in the example of Figure 2) is a mixture of lognormal distributions. Reed (2001) shows that the resulting probability density has a power-law form at both small and large values of $S$ (a double Pareto probability distribution),

$$p(S) = \frac{1}{S_0} \frac{\alpha \beta}{\alpha + \beta} \left( \frac{S}{S_0} \right)^{-\alpha - 1} \text{ for } S > S_0, \quad \text{and} \quad p(S) = \frac{1}{S_0} \frac{\alpha \beta}{\alpha + \beta} \left( \frac{S}{S_0} \right)^{-\beta - 1} \text{ for } S \leq S_0,$$

where $\alpha > 0$ and $\beta > 0$ are related to the model parameters $\mu, \sigma$ and $\lambda$:

$$\frac{\mu}{\sigma^2} = \frac{1}{2} (1 - \alpha + \beta) \quad \text{and} \quad \frac{\lambda}{\sigma^2} = \frac{1}{2} \alpha \beta.$$  

(11)

In particular, when the growth rate of the number of settlements is equal to the population growth rate, $\lambda = \mu$, we have $\alpha = 1$ (Zipf’s law) and $\beta = 2 \mu / \sigma^2$. It is useful to derive the mean area of the settlements $\bar{S}$ in a system with the largest and smallest areas $S_{\text{max}}$ and $S_{\text{min}}$, respectively. For $\alpha \neq 1$, we obtain

$$\bar{S} = \int_{S_{\text{min}}}^{S_{\text{max}}} \bar{S} p(S) \, dS = S_0 \frac{\alpha \beta}{\alpha + \beta} \left[ \frac{\alpha + \beta}{(\alpha - 1)(\beta + 1)} - \frac{(-1)^{1 - \alpha}}{\alpha - 1} - \frac{(-1)^{\beta + 1}}{\beta + 1} \right],$$

(12)

but a different result follows for $\alpha = 1$:

$$\bar{S} = S_0 \frac{\beta}{1 + \beta} \left[ \frac{1}{\beta + 1} \left( 1 - \left( \frac{S_{\text{min}}}{S_0} \right)^{\beta + 1} \right)^{\beta + 1} \right] + \ln \left( \frac{S_{\text{max}}}{S_0} \right).$$

Furthermore, $\bar{S}$ is undefined for $S_{\text{max}} \to \infty$ if $\alpha < 1$ since the integral in this equation diverges, but this fact should not prevent the calculation of the mean area within a finite range of $S$ using Equation (12) (or the one for $\alpha = 1$ as appropriate). Since $\alpha$ differs from unity sufficiently strongly in all the fits to the areas of the permanent Trypillian settlements discussed in Section 6, we used Equation (12) in the calculations reported below.

An additional feature added to the model by Reed (2002, 2003) is a random scatter in the initial settlement size $S_0$ (and a certain kind of its variation with time). If the probability distribution of the initial settlement sizes is lognormal, the resulting probability distribution of the settlement sizes at a later time is a mixture of lognormal distributions that the author calls the ‘double Pareto-lognormal distribution’ (dPIN). This probability distribution has power-law tails approximated by Equation (10) with a smooth transition between them (Reed and Jorgensen, 2004). Giesen et al. (2010) demonstrate that this distribution provides a better fit to modern city sizes than the lognormal distribution (see also Reed, 2001, 2002).

The explanation of Zipf’s law as a consequence of Gibrat’s law of proportionate growth and its modifications (Gabaix, 1999: Section V) relies on the description of the growth of settlements as a stochastic (random) process and does not appeal to any specific socio-economic processes. This may be considered a disadvantage and other approaches were developed assuming that the city sizes are determined by the requirement of maximum efficiency with respect to an interaction of various economic and social factors (e.g., Brakman et al., 1999; see Gabaix and Ioannides, 2004, for a review, and Duffy, 2015, for an archaeological context). However, the success of various stochastic models in explaining power-law behaviours in a broad variety of phenomena suggests that its nature is more
general than any specific socio-economic mechanism. It is reasonable to consider social and economic factors as the determinants of the parameters of the stochastic models such as the mean growth rate \( \mu \), the magnitude of its fluctuations \( \sigma \), the rate of emergence of new settlements \( \lambda \), etc. However, the overall features of settlement systems appear to be controlled by generic stochastic effects (Reed, 2001; Reed and Hughes, 2002b; Gabaix, 2009).

4.3. Settlement area and population

A convenient and easily accessible measure of a modern settlement size is its population \( N \). Reliable population data are usually available for modern systems but only rarely in prehistory. However, detailed analyses of modern population data demonstrate a close relation between the settlement area \( S \) and its population. Rozenfeld et al. (2011) use the UK and USA census data (1981 and 1991 for the UK and 2001 for the USA) to show that the population density \( n = N/S \) is nearly independent of the settlement area for settlements with population exceeding 5000 in the UK (83 percent of the total population) and 12000 in the USA (63 percent of the country’s population). (These authors note a weak positive correlation between the population density and the city’s population.) As a result, these authors find that Zipf’s law holds equally well for the populations and the areas of the American and British settlements and cities. Sumner (1989) suggests that the population density in modern farming villages in the Fars Province of Iran has a typical value of 160 persons/ha, and argues that his value can be applied to archaeological settlements in a similar environment and under similar pre-industrial agricultural production and housing technologies. Duffy (2015) quotes ethnographic and archaeological evidence for diverse middle-range village systems where population density within the villages ranges from 30 to 500 persons/ha. The geometric mean for this range is about 120 persons/ha. Duffy (2014: 123–129) suggests a population density of 220 persons/ha at tell sites in the Bronze Age Great Hungarian Plain and 80 persons/ha outside the tell fortifications.

Population density independent of the settlement size implies that the socio-economic efficiency of human interactions is independent of the settlement size (constant returns to scale). If this is the case, the settlement population is simply related to its area, \( N = nS \) with a constant population density \( n \). However, Ortman et al. (2014, 2015) propose that the socioeconomic outputs increase with the scale of settlements more rapidly than their population (increasing returns to scale) and develop models for such an increase. These authors apply the model to modern and archaeological settlement data (the pre-Hispanic Basin of Mexico) and find a good agreement. In accordance with their model, the area of smaller settlements increases with its population not linearly but rather as \( S = bN^{2/3} \), with \( b \approx 0.2–0.3 \) ha. The areas of larger settlements, which have structured and differentiated urban space with streets and other transportation networks, depend on the population size differently, as \( S = b'N^{5/6} \) with \( b' \approx 0.1–0.3 \) ha. The borderline between the non-differentiated (amorphous) and urban (networked) settlements is at \( N = 5000 \) inhabitants in their data. Settlements less than 1 ha in area were excluded from the analysis due to poorer precision of the recorded archaeological data.

In the absence of any better estimates, we use the archaeological site area for the settlement area.

4.4. Settlement patterns in archaeology

It is a truism to say that there is no certainty that even the largest archaeological settlements have all been discovered in any given case, and this can distort the rank–size dependence profoundly. In applications to modern urban systems, the sizes of the largest cities (of low ranks) are firmly known. Earlier archaeological rank–size analyses assign Rank 1 to the largest known settlement, discuss whether the observed rank–size dependence is convex or concave, and then interpret the result in terms of the centralization (or otherwise) of the settlement system (Johnson, 1977, 1980; Savage, 1997; Drennan and Peterson, 2004). Zipf’s law as a special case of a power-law dependence of the form \( R = kS^{-\alpha} \), with a certain exponent \( \alpha \) (\( \alpha = 1 \) in Zipf’s law). A power-law dependence is said to be scale-free meaning that it does not involve any special values of either \( S \) or \( R \). In the present context, this implies
that processes that cause the emergence of a power-law dependence of the settlement size on its rank must be independent of the settlement size (see Section 5). As a result, the regularity expressed in terms of a power-law, Zipf’s law in particular, would not be affected if all the settlements of an area larger or smaller than any threshold had been removed from the data. However, the rank–size dependence can be distorted if some sites of large size remain undiscovered. Thus, the rank–size analysis relies heavily on the recovery rate of the less numerous settlements. The incompleteness of the data at intermediate sizes is even more damaging as this can cause spurious deviations from Zipf’s law. The rank–size dependence refers to individual settlements, so, for instance, failing to include a few large (even if the largest one is included) settlements would produce a spurious primate (concave) rank–size distribution. If there are reasons to assume that Zipf’s law applies at least within a limited range of settlement sizes, a conservative approach (as opposed to presuming that the data include all the higher-rank settlements) is to fit Zipf’s law to that part of the rank–size dependence where it provides a reasonable approximation to the data and then to analyse any deviations from Zipf’s law for the remaining settlements. This would not affect the fact that the observed distribution is convex or concave, but details of the interpretation may change. Savage (1997) addresses this problem assuming that the observed sample of settlements is drawn at random from a larger ‘universe’ of settlement that follow Zipf’s law perfectly. This approach helps to decide whether the data are consistent with Zipf’s law but does not help if any deviation has been detected.

The duration of the culture-typological stages, 300–700 years in the case of Trypillia, is a factor of ten larger than the expected lifetime of a settlement. Thus, unlike the case of modern cities where the data are known to be coeval, archaeological data provide a mixture of settlements that are unlikely to have all existed simultaneously (Dewar, 1991, 1994; Kintigh, 1994) forming an archaeological palimpsest (Duffy, 2015). Gabaix (1999: Section III.2) shows that combining regional (but simultaneous) data, where settlements in each region obey Zipf’s law, leads to Zipf’s law for the whole settlement system. His arguments apply to any other common power-law dependence. In other words, spatial variations in the settlement dynamics do not affect a power-law regularity if they do not affect locally the assumptions behind it (most importantly, Gibrat’s law). It is not immediately obvious that Zipf’s law is robust with respect to combining data from different time intervals when individual settlements emerge and disappear during the evolution (so that the total number of settlements can vary in time) but the temporal resolution of the data is insufficient to provide a picture of a system of contemporaneous settlements. Kohler and Varien (2010) carefully use data from narrow time intervals of 20–50 years in their rank–size analysis. However, dating precision at this level is an exception rather than a rule. When settlements can both form at a rate $\lambda_1$ and die at a rate $\lambda_2$, and the two processes have similar statistical properties, the above arguments appear to be applicable with $\lambda = \lambda_1 - \lambda_2$. Reed and Hughes (2002a, b) discuss such birth and death processes. Reed (2002: Section 4) shows that the dPIN model applies also when the new settlements are formed only for a limited period of time rather than during the whole evolution of the settlement system. This model is robust with respect to variations in the model of settlement foundation process, for example, when the rate of growth varies and the evolution even includes periods of decay: what is important is that Gibrat’s law of proportional effects remains applicable (Reed, 2002: 13). The system of Trypillian settlements is of this type: the rate of its growth is variable and the system decays towards the end of the evolution.

It can be argued that the relatively long duration of the culture-typological phases may not affect the approach suggested here too strongly. Suppose that the probability density of the settlement sizes, for instance that given in Equation (10), varies with time, e.g., because the parameters $S_0, \alpha$ and $\beta$ are variable. Consider the case when the temporal resolution of the settlement data (the duration of a culture-typological phase in our case, starting at time $t_1$ and ending at $t_2$) is larger than the lifetime of a settlement, as happens in our case. Then the quantity obtained from the archaeological data is the cumulative probability over the duration of the resolved time interval $t_1 \leq t \leq t_2$, and then an appropriate quantity can be the probability density per unit time interval,
\[ \hat{p}(S) = \frac{1}{\Delta t} \int_{t_1}^{t_2} p(S, t) \, dt, \]

where \( \Delta t = t_2 - t_1 \) is the duration of the time interval. The dependence of \( \hat{p}(S) \) then remains the same as that of \( p(S, t) \) if the latter represents the product of two functions, one depending on \( S \) alone and the other of \( t \) alone. This condition may be too restrictive, but then the values of \( S_0, \alpha \) and \( \beta \) obtained below should be understood as effective values that characterise the phase as a whole.

The settlement area is not necessarily equal to the archaeological site area. Geophysical prospecting, aerial surveys, surface inspection and archaeological test pits are bound to produce different estimates when applied to similar settlements. Even with geophysical prospecting, the measured area is likely to be a lower estimate of the actual settlement area because not all parts of the settlement might have left a detectable signal.

Modern cities follow Zipf’s law with a striking universality and precision (Gabaix and Ioannides, 2004 and references therein). This can be explained by the fact that city sizes are expected to converge to a power-law equilibrium at a time scale of order hundred years (Gabaix, 1999: 741) or that the birth of new settlements produces a power law distribution over a similar time scale (Reed, 2001, 2002). The resulting probability distributions of the settlement size are rather independent of the specific nature of the processes that control the settlement system if only they satisfy general requirements of probabilistic nature. Many socio-economic, physical, astronomical, biological, linguistic, etc., phenomena exhibit similar power-law regularities (e.g., Reed and Hughes, 2002b; Gabaix, 2009), consistent with the fact that a power-law distribution is an outcome of many random growth processes. Duffy (2015) suggests six processes that can affect site size hierarchies in stateless farming societies. When a sufficiently large number of such independent processes are in action together, the outcome is likely to be as good as random.

In the model of Gabaix (1999: Section V.1), some deviations from Gibrat’s law remain consistent with Zipf’s law, but some cause deviations from it, e.g., the dependence of the settlement growth rate on its size (see also Gabaix and Ioannides, 2004: Section 3.2). For example, the largest settlement may be a peculiar phenomenon, with an outlier (the ‘capital’) being larger than what Zipf’s law would predict for its rank; then fitting Zipf’s law to smaller settlements seems to be a better option. Secondly, smaller settlements can deviate from Gibrat’s law as their growth can fluctuate stronger (both in time and among such settlements) than that of larger units because they lack the economic and social diversity and, hence, the robustness of the larger sites. As a result, the variation of the settlement size on its rank becomes flatter than Zipf’s dependence as shown in Equation (9).

It is surprising that archaeological data usually deviate from Zipf’s law rather strongly, provoking discussions of the social and cultural implications of the deviations: “Almost no data set corresponds exactly to the rank–size rule, so interpretations are based on how the data set diverges from the expected results” (Savage, 1997). Such deviations are often claimed to persist over centuries or even millennia. However, any discussion of such deviations should first identify reasons as to why the system explored would remain far from the equilibrium or deviate systematically from Gibrat’s law at the time scale involved. This is done rarely if ever. We feel that the incompleteness of both the archaeological data and their interpretation may often be a more plausible explanation of the claimed deviations from Zipf’s law.

With these caveats in mind, we proceed to the analysis of the Trypillian settlements.
5. Regularities in the Trypillian settlement system

Since the populations of Trypillian settlements are not known, we apply relations of Section 5 to the areas of archaeological sites selecting permanent settlements alone. Basic parameters of their areas are given in Table 1.

5.1. The number and total area of the settlements

As a first step, it is desirable to check if the data are consistent with the assumptions behind Gibrat’s law. Given the paucity of the data, particularly their incomplete recovery (less than a half of permanent settlements have an area estimate of any accuracy, see Table 1), we cannot do much in this respect. However, we can test the assumption that the evolution of the system of settlements exhibits a systematic exponential growth. Figure 3a shows the total area of the permanent settlements versus time, as given in the last line of Table 1. With a linear scale on the time axis and logarithmic scale on the area axis, an exponential growth of the total area $\tilde{S}$, of the form

$$\tilde{S} = \tilde{S}_0 \exp(\mu \Delta t) ,$$

(13)

would produce a straight line of the slope $\mu$, where $\tilde{S}_0$ is the initial total area, $\mu$ is the growth rate and $\Delta t$ is the time elapsed since the conventional start of the evolution. Overall, the data fit this dependence fairly well, at least better than might be expected from the fact that less than half of the settlements have a known area. However, the total area of Trypillia CII settlements does not fit this dependence being significantly smaller than that of the few preceding stages. This is also true of the BII-CI but to a lesser extent, so that the deviation of this stage from the general trend is comparable to the general scatter of the other data points. Therefore, we fitted an exponential function of the form (13) to the Trypillia A, BI, BI-II, BII, BII-CI and CI areas. More precisely, we fitted with linear least squares the dependence of $\ln S$ on the time lag $\Delta t$ between the median date of each stage and 5100 BC, the median date of Trypillia A. The result, shown with solid line in Figure 3a, has $\tilde{S}_0 \approx 67 \pm 9$ ha and the area growth rate $\mu = 1/(460 \pm 100$ years), where the ranges indicate the standard error. In other words, the total area of the settlements was increasing by a factor of two every $\mu^{-1} \ln 2 = 320 \pm 70$ years, starting at 60–70 ha in Trypillia A. This value of the initial area is comfortably close to the measured total initial area of 61 ha for Trypillia A in Table 1. We stress again that these are the areas of only those settlements that have known area; the total area of permanent settlements in the system is likely to be twice as large if the areas of the settlements with unknown areas are similar to those available.

Figure 3b shows, in a similar manner, the evolution of the number of permanent settlements where we show the data for both all permanent settlements (circles, red) and for those with known areas (triangles, blue). These data are taken from the fourth and fifth lines of Table 1. As with the areas, the number of settlements increases systematically (albeit with significant scatter around the fit line) and Trypillia CII is again different from the other stages having a disproportionately small number of settlements, either all or those with known areas. As with the areas, the fitted exponential dependences of the number of settlements $M$ on the time lag, $M = M_0 \exp(\lambda \Delta t)$, are shown solid and dashed. The total number of permanent settlements grows with time at a rate $\lambda = 1/(1020 \pm 320$ years) (which corresponds to the doubling time $\lambda^{-1} \ln 2 = 710 \pm 220$ years), with $M_0 = 38 \pm 4$ the number at the middle of Trypillia A. Similar estimates for the sites of known area are somewhat different at $\lambda' = 1/(540 \pm 330$ years) and $M_0' = 14 \pm 3$ (the doubling time $\ln(2)/\lambda' = 370 \pm 230$ years). The difference between $\lambda$ and $\lambda'$ reflects an increasing fraction of the settlements with known area among the permanent settlements discovered; the growth rate of the total number of settlements, $\lambda$, is a more useful quantity. It is important to remember the existence of this difference when interpreting results obtained below from the settlement areas: they may be affected by the incompleteness of the data.
Figure 3. The evolution of (a) the total area and (b) the number of permanent Trypillian settlements. Each data point (circle or triangle) is assigned to the median date of the corresponding typo-chronological stage, and horizontal dotted lines show the duration of each stage as given in Table 1. Solid line in Panel (a) shows the exponential fit to the total areas of Trypillia A, BI, BI-BII, BII, BII-CI and CI. The area of Trypillia CII settlements, shown with open circle, has been excluded from the fitting. In Panel (b), circles show the total number of permanent settlements whereas triangles are for those with known areas. The exponential fits to them are shown with the solid (red) and dashed (blue) line, respectively. Stage CII is excluded from the fitting and shown with open symbols.

Thus, the number of settlements appears to grow somewhat faster than their total area (although the fitted values of the growth rates $\mu$ and $\lambda$ are in a marginal agreement within two standard deviations) implying that new settlements were usually small and grew in size significantly before being abandoned.

The deviation of Trypillia CII from a systematic, approximately exponential growth of the total area and number of the settlements is understandable as this is the terminal stage of the Cucuteni–Trypillia complex characterized by the decay of the settlement system.

Figure 4. The rank–size distribution of the normalized (a) and non-normalized (b) areas of permanent settlements from Trypillia A–CII (circles) and Zipf’s law $s = aR^{-\alpha}$ with different values of the normalization factor $a$ (solid and dashed). With the logarithmic scales on both axes, a power law of the form $s = aR^{-\alpha}$ is represented by a straight line of the slope $-\alpha$. In Panel (a), the settlement areas in each stage are normalized to the total known settlement area in that stage shown in the bottom line of Table 1. Zipf’s law, $\alpha = 1$, shown with solid line is normalized to fit the part of the data that is closest to a power law, $a \approx 1.845$. The dashed line only differs from the solid line in its normalization to fit the area of the settlement of Rank 1, $a \approx 0.405$. 


5.2. Cumulative settlement patterns

Before considering individual Trypillia stages, it is useful to explore the data for all the stages combined: with a larger number of settlements, it may be easier to detect any systematic and interesting features which can be sought for in the data for individual stages. The rank–area distribution of the known areas of permanent settlements from all Trypillia stages is shown in Figure 4a. To compensate for the systematic increase in the total area of the settlements, we have normalized the area of each settlement by the total area of the permanent settlements of its stage, so that the normalized area \( s \) is given by \( s = S/\bar{S} \), where \( S \) is the site area and \( \bar{S} \) is the total area given for each stage in the last line of Table 1. Excluding the Trypillia CII sites does not affect the plot much; it only makes the tail at small values of \( s \) shorter: a relatively small number of permanent settlements of this stage have the area known, and most of them are small. The straight lines in Figure 4a represent Zipf’s law fitted either to those settlements (\( 13 < R < 107, 0.125 > s > 0.014 \)) where it appears to be a fair approximation to the data (solid line) or to the single point of Rank 1 which is the usual practice in the archaeological literature (dashed line).

The effect of the normalization of the site areas can be appreciated by comparing Figure 4a with Figure 4b showing the rank–size plot for the absolute rather than normalized areas. The difference in the shape of the dependence is noticeable although not dramatic. In particular, the two plots appear to deviate from Zipf’s law to different extents. A deviation from the power-law trend at \( 13 < R < 27 \) in Figure 4b, where \( S \) is exactly equal to 100 ha for a significant number of sites, is clearly due to the tentative nature of many area measurements.

Strong deviations from Zipf’s law at high ranks occur in many modern and archaeological data sets (e.g., Johnson, 1980; Savage, 1997; Drennan and Peterson, 2004; Griffin, 2011); we discuss these deviations later. The rank–size distributions of Figure 4 deviate from Zipf’s law at smaller ranks, exactly where it should be most accurate. However, the character of the deviation depends on whether Zipf’s law is normalized to fit the data at medium ranks or at \( R = 1 \). In the former case, shown in Figure 4 with solid line, one would conclude that the deviation occurs at smaller ranks \( R < 10 \) (larger sites), with the biggest settlements being smaller than expected from Zipf’s law. If, however, we were confident that the largest Trypillia settlement (at present, Talianki of Trypillia CI, 341 ha in area) has been found, the correct normalization of Zipf’s law would be that shown in Figure 4 with dashed line. Then we would have concluded that the convex shape of the rank–size distribution suggests a decentralized system of settlements with medium-size settlements larger than expected. However, we believe that neither of these conclusions is viable for the following reasons.

5.2.1. The probability distribution of the settlement areas

A disadvantage of the rank–size representation of the settlement system is that it attaches disproportionate importance to a few largest sites. This is acceptable in the case of modern data, where the sizes of the largest cities are known confidently, but becomes problematic in the case of archaeological data. For instance, if just a few larger settlements were not found, a perfect Zipf’s distribution would be transformed into a primate one where the settlement areas apparently decrease with their rank faster than in Zipf’s law. Among Trypillian settlements, the ten biggest settlements have the areas ranging from 341 to 120 ha. Their estimated areas (mostly multiples of 100 or 10 ha) rightly suggest that the area estimates are rather crude and, hence, the rank–size distribution is uncertain, especially at low ranks where the number of settlements is small. Moreover, when settlements of some sizes (especially very large or very small) do not occur in the data or are found only once, binning is required to obtain reliable results. Malevergne et al. (2013: Appendix A.3) show how a limited size of the sample of settlements can damage the rank–size dependence at its large-size end.

Working with the probability density \( p(s) \) helps to avoid this difficulty, at least in part. Furthermore, the use of the probability density instead of the rank–size distribution is better consistent with theoretical approaches to the settlement patterns (Section 5). The simplest way to estimate the probability density is by binning the data into discrete area ranges. The number of settlements in a bin (the
‘frequency’) with the area \( S \) is approximately equal to \( Mp(S) \), where \( M \) is the total number of settlements. Binning leads to a loss of information, so that narrower bins are preferable. However, their number is limited by the amount of data available. To obtain stable results and to avoid misleading graphical representations, the value of \( Mp(S) \) should be large enough in all the bins (as a rule of thumb, the expected frequency should be at least five in each bin in 80 percent of the bins – Siegel and Castellan, 1988: 49).

Figure 5 shows the number of settlements per bin width of 0.02 in terms of the normalised areas, together with the fitted Zipf’s law. When presented in this form, the data do not exhibit any apparent deviations from Zipf’s law apart from a random scatter.
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**Figure 5.** The number of settlements per bin of 0.02 in width versus the normalized settlement area. As in all similar figures shown below, the area \( s \) used to identify a bin is the largest value within the bin. Data for all the Trypillia Stages A–CII are shown with red circles \( (M = 374) \), and Zipf’s law is shown with solid line.

In fact, binning all the small settlements into a single bin, with 291 sites with \( s \leq 0.2 \), hides their interesting and informative behaviour. A remedy, well known in physics, is to use area intervals (bins) whose width increases with \( s \). This presentation also helps to avoid low frequencies at larger values of \( s \) as the decrease in the probability with area is then compensated by the increase in the bin width. For a power-law form of \( p(s) \), the expected number of data points per bin remains constant for all values of \( s \) when the bin width \( \Delta s_i \) increases logarithmically as \( \ln(s) \) or, equivalently, as \( \Delta s_i \propto n^i \), where \( i = 0, 1, 2, \ldots \) is the bin number and \( n \) is any integer number chosen as convenient. With the variable bin width, the form of the probability density obtained from the binned data is slightly modified. If \( p(s) \, ds \) is the probability of a measurement to be in a bin of a width \( ds \) centred at \( s \), with logarithmic bin widths we have a modified form \( \tilde{p}(s) \), such that \( p(s) \, ds = \tilde{p}(s) \, d\ln(s) \), so the probability density corresponding to Zipf’s law is now given by, instead of Equation (8),

\[
\tilde{p}(s) = as^{-\alpha}.
\]

The normalized area distribution of permanent Trypillia A–CII settlements with bins of variable width \( \Delta s_i = 2^i \times 10^{-5} \) is shown in Figure 6. Solid line in Figure 6 shows this dependence with \( \alpha \approx 1 \), Zipf’s law for large settlements. It is remarkable that the small settlements have now been resolved into a dependence different from Zipf’s law and consistent with the predictions of Reed (2001, 2002) and Reed and Jorgensen (2004). The power-law fit as small values of \( s \) shown with dashed line in Figure 6 has the form

\[
\tilde{p}(s) \propto s^\beta, \quad \beta \approx 1.78.
\]
We restrain ourselves from fitting the continuous dPIN probability distribution of Reed (2002), valid at any value of $s$, and applying any advanced statistical fitting procedures and tests for the quality of the fit. The data available are too scarce and approximate to warrant such a detailed analysis. Furthermore, although the cumulative data for all the stages, shown in Figure 6 and Figure 7, suggest the dPIN distribution (with the data points that are shown with open circles providing a smooth transition between the two asymptotic power laws), the probability distributions for individual stages discussed in Section 6 appear to be consistent with the simpler double Pareto distribution. This may imply that the random scatter in the size of the newly formed settlements was insignificant within the time span of each stage and only becomes important over longer time spans.

Thus, we fit the power-law tails to the probability distributions of the site areas,

$$\ln p(S) = y_\alpha - \alpha \ln S \quad \text{at large } S \quad \text{and} \quad \ln p(S) = y_\beta + \beta \ln S \quad \text{at small } S,$$

(14)

where $y_\alpha$, $\alpha$, $y_\beta$, and $\beta$ are the fitted parameters and $S$ is measured in hectares (for the normalized areas, $S$ is replaced by the dimensionless area $s$). These fits can be interpreted in terms of the probability distribution (10) and (11). The results are illustrated in figures below and summarized in Table 2. It is not quite satisfactory that some fits are obtained for just a handful of data points. However, the bin widths used are already rather narrow and making them even narrower would lead to an unacceptably large number of bins with a small number of measurements. However, the variation of the fitted parameters between various Trypillia stages does not appear to be inexplicable or random (see below) and thus deserves attention. In addition, the quality of the fits is rather high: the values of $R^2$ (see the caption of Table 2) are close to unity, and the $\chi^2$ test applied following Siegel and Castellan (1988: 45) is safely satisfied for all the fits reported. We also note that our aim is to fit a specific model to the data rather than to select the best model among many. This provides additional justification for our fits based on a small number of data points.

We first consider the cumulative normalized areas of Trypillia A–CII shown in Figure 6. Fits of the form (14) in the ranges $0.02048 < s \leq 0.65536$ and $10^{-5} < s \leq 6.4 \times 10^{-4}$ (five and four bins in each range, respectively) are shown solid and dashed; they have the slopes $\alpha \approx 1.12$ at larger values of $s$ and $\beta \approx 1.78$ at smaller areas; the two fits intersect at $s_0 \approx 0.0035$.
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Figure 6. As in Figure 5 but with logarithmic bin widths $\Delta s_i = 2^i \times 10^{-5}$ ($i = 0, 1, 2, 3, \ldots$). The straight lines represent the least-squares fits to the data points shown with filled circles, $s^{-1.11}$ at large $s$ and $s^{1.78}$ at small $s$. The data points shown with open circles have been excluded from the fits.
Figure 7. As in Figure 6, but for absolute settlement areas with bin widths \( \Delta S_i \ [\text{ha}] = 2^i/100 \ (i = 0, 1, \ldots) \).

For comparison, we show in Figure 7 the estimated probability density of the absolute settlement areas per logarithmic area bin. The general features of the distribution are similar to those of the normalized areas although the scatter is stronger. Solid line fits the data in the bins at \( 5.12 < S \leq 655.36 \) ha excluding one bin at \( 81.92 < S \leq 163.84 \) ha; the fitted slope is \( \alpha \approx 0.98 \). The dashed line is fitted at \( 0.04 < S \leq 2.56 \) ha, its slope is \( \beta \approx 1.18 \), significantly smaller than that in the fit to the normalized areas. The two fits intersect at \( S \approx 5.7 \) ha.

6. Evolution of Trypillian settlements

The evolution of the system of settlements can only be considered between the archaeological stages as more precise dating is not available. Within each stage, the fitting results are the same for either normalized or absolute settlement areas. Therefore, we use the absolute areas measured in hectares. The frequency distribution of the permanent settlement areas are shown in Figure 8 for the individual stages together with the power-law fits. In all cases, a power-law is a reasonable form to fit the data at both small and large values of \( S \). The data points involved in the fits are shown with filled circles, whereas those that do not conform to them are represented by open circles: these data were not used in the fitting. The fits are shown with solid lines at large \( S \) and dashed at small \( S \). Detailed parameters of the fits are presented in Table 2 using the notation of Equations (14) and (10). Equation (11) was used to estimate \( \mu/\sigma^2 \) and \( \lambda/\sigma^2 \). We attempted at improving the statistical quality of the fits by combining data from several stages. The results are shown in Figure 9 and Table 3. We present rounded values of the parameters and their standard deviations in the tables, but all calculations have been done with exact values.

The tables also contain quantities that characterise the quality of the fits. The parameter denoted \( F \) with the corresponding subscript \( (F_\alpha \text{ or } F_\beta \text{ at large and small areas, respectively}) \) characterizes the significance of the model parameters \( (\alpha \text{ and } \gamma_\alpha \text{ or } \beta \text{ and } \gamma_\beta, \text{ respectively}) \): if \( F \) exceeds 0.05, the admissible range of at least one of the fitted parameters includes zero with the 95% confidence, so that that parameter is said to be insignificant in that sense that its inclusion into the fitted model is not justified by the data. A measure of the quality of the fit is provided by the value of \( R^2 \) (the coefficient of determination) that quantifies the fraction of the variation in the data accounted for by the fit; \( R^2 = 1 \) corresponds to a perfect fit. The values of \( R^2 \) are rather high for all the fits reported below \( R^2 > 0.7 \) except for Stage CII. We also note that the fit residuals do not show any evidence of any systematic trends additional to the power-law variations fitted.

Figure 8 shows little evidence of a smooth transition between the power-law asymptotics at small and large values of \( S \), except perhaps in Stages BII and CI where the data are more abundant. For this reason, we fitted the simpler asymptotic forms of Equation (10) or (14) rather than the more general dPIN distribution.
There are only 20 permanent settlements with known areas in Trypillia A and many bins are empty. In particular, there are only three non-empty bins at \( S \leq 2.56 \text{ ha} \), so that the fit at small \( S \) relies on a single site of 0.03 ha in area (Chernyatka-Shumylyiv in the Vinnitsa Province). The fit at large \( S \) appears to be more reliable. The data for Stage BI have similar deficiencies. Correspondingly, the fits have low significance, \( F_\beta = 0.14 \) and 0.06 for Stages A and BI, respectively. For Stage BI, the fit at large \( S \) is also unsatisfactory with \( F_\alpha = 0.1 \). Thus, we also considered the combined data set of Stages A and BI: we sacrifice the temporal resolution of the results for their statistical quality.

The combined Stage A and BI data and the fits are shown in Figure 9 and Table 3. Even with the combined data, the number of non-empty bins and the number of measurements in a half of them are small, and the fit at small \( S \) remains unsatisfactory with \( F_\beta = 0.14 \). Therefore, these fits should also be considered with caution.

Data paucity remains a problem for Trypillia BI-BII as well. In particular, the fit at large \( S \) has low significance, \( F_\alpha = 0.08 \). A notable feature of this stage are the six largest settlements (out of 25 permanent settlements with known area) that clearly stand out and do not conform to the power-law pattern: Trypillia-Lypove (120 ha) in Kyiv and Vesely Kut (150 ha), Bagachivka II, Kharkivka, Myroppillya and Vilkhovets II (100 ha each), all in Cherkassy Province. The next largest site has a significantly smaller area of 30 ha. We also considered combined data for Stages A, BI and BII-BII shown in Figure 9 and Table 3. The statistical quality of the fit to the combined data set is satisfactory but the time span of the combined stages is as large as 1300 years, and it is likely that the settlement system was changing significantly during this period. A worrying feature of the fits to the combined data sets is that the values of \( \beta \) and \( y_\beta \) differ significantly from those obtained for the individual phases. Combining the data does not lead to more reliable results.

There are only three non-empty bins at \( S < 2 \text{ ha} \) in Stage BII and, as a result, the significance of the fit is low at \( F_\beta = 0.1 \). However, there are abundant data at large areas. On the contrary, the BII-CI data suffer from a small number of settlements at large areas but provide confident results at small values of \( S \). Since the probability distributions of Stages BII-CI and CI are somewhat similar, we also considered their combined data shown in Figure 9. Results from the combined data appear to be satisfactory as they are consistent with those from the individual phases.

The data for Stages CI and BII are the best among the stages, with a large number of settlements. In particular, all areas are well represented in Stage CI. Both BII and CI data show signs of a smooth transition between large and small areas consistent with the dPIN model of Reed (2002, 2003) where the newly formed settlements have a range of areas rather than the unique area \( S_0 \).

Trypillia CII has clearly different properties from the other stages. The flat distribution of the site areas (relatively small values of \( \alpha \) and \( \beta \)) suggest lower growth rates of both the area and the number of settlements. This provides a formal justification for excluding this stage from the exponential fits of Section 5.1. The data from this final stage of the Trypillia have a large scatter, especially at small areas; as a result, the coefficient of determination is as low as \( R^2 = 0.56 \).

A notable feature of the data is that all the data points at large areas fit well a power law, except for one point at BI-BII. This suggests that the mega-sites are ordinary members of the settlement system rather than an exceptional phenomenon at all stages except for BI-BII. In particular, the giant settlements of Stage CI, Maidanetske (about 200 ha) and Talianki (341 ha) fit the overall pattern. This does not mean that the role of the latter two settlements in the socio-economic system was insignificant but strongly suggests that they are a result of a normal settlement growth and conglomeration rather than of any exceptional processes. On the other hand, the large settlements of Trypillia BI-BII, if attributed correctly to this phase, appear to be truly exceptional and their origin deserves further analysis.
Figure 8. The number of permanent settlements per bin of $\Delta S_i [\text{ha}] = 2^i/100$ ($i = 0, 1, \ldots$) in width versus the settlement area for each typo-chronological stage as specified in the upper right corner of each panel. The data are shown with circles. The fits of the form (14) are shown with straight lines, solid at large areas and dashed at small areas. The data points not included in the fitting are shown with open circles.
The statistical quality of some fits (whole Stages BI and BI-BII and at small areas in Stages A and BII) is not satisfactory as the values of $F_a$ and/or $F_B$ are too large. However, our attempts to improve the statistics by combining the stages, reflected in Table 3, are not quite successful. For example, the mean values of $S_0$ obtained for Stages A and BI separately differ by a factor of 2–3, whereas $S_0$ from the combined data set is very similar to that for Trypillia A but not BI. The values of $\mu/\sigma^2$ and $\lambda/\sigma^2$ obtained from the combined data set are entirely different from those obtained for the individual Stages A and BI. The result of combining A, BI and BI-BII is similarly deficient. The values of these parameters inferred for Stages BII-CI and CI individually are close to each other, so their combined data yield the values of $S_0$, $\mu/\sigma^2$ and $\lambda/\sigma^2$ that are close to the average of the single-stage values. When the stages that are combined have different probability distributions of the settlement areas, a fit to their combination remains of poor quality. The loss of the temporal resolution is not a sufficient justification for combining the stages even in this case. We conclude that the settlement system evolved significantly from Stage A to Stage BII, and the resulting heterogeneous data cannot be meaningfully combined and analysed together.


7. Interpretation of the temporal patterns

Our interpretation of the evolution of the Trypillia settlements is based on Equations (10) and (11). The estimates of the growth rates of the settlement area, \( \mu \), and their number, \( \lambda \), both relative to the variance (volatility) of the area growth \( \sigma^2 \), are given for individual stages in Table 2 and plotted in figures below. This table also presents the estimated initial area of the newly founded settlements in each stage, \( S_0 \), obtained from Equations (10) as the area where the two asymptotic forms of \( p(S) \) intersect:

\[
S_0 = \exp\left(\frac{\gamma_\alpha - \gamma_\beta}{\alpha + \beta}\right).
\] (15)

In this section, we compare these model results to the observations to verify the model and to interpret the results.
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Figure 10. The fitted slopes \( \alpha \) and \( \beta \) of the asymptotic dependencies given in Equation (10) and shown in Table 2. The vertical error bars represent the standard deviation whereas the horizontal dotted lines indicate the duration of each stage.

Table 2. Parameters of the Trypillian settlement system obtained from least-squares fits of the form (14). The quantities shown, together with their standard deviations, are the power-law exponent \( \alpha \) at large areas (\( \alpha = 1 \) for Zipf’s law) and the intercept \( \gamma_\alpha \) at large areas, together with the corresponding significance value \( F_\alpha \) and a measure of the overall quality of the fit \( R^2 \). The similar quantities at small areas, \( \beta, \gamma_\beta, F_\beta, \) and \( R^2 \), are shown in the next three rows. The next four rows present the quantities derived from the fits: the area of the newly formed settlements \( S_0 \) from Equation (15), the values of \( \mu / \sigma^2 \) and \( \lambda / \sigma^2 \) of the stochastic growth model of Reed (2001) from Equation (11), and the mean area from Equation (12). The median and mean areas from the original data in Table 2 are given in the last two rows for comparison with \( S_0 \) and \( \bar{S} \), respectively. For the reader’s convenience, the values of \( F \) exceeding 0.05 are shown underlined: these fits are not statistically satisfactory.

| Stage | A | BI | BI-BII | BII | BII-CI | CI | CH |
|-------|---|----|--------|-----|--------|----|----|
| \( \alpha \) | 1.0 ± 0.1 | 0.5 ± 0.2 | 1.3 ± 0.2 | 0.5 ± 0.1 | 1.2 ± 0.4 | 0.7 ± 0.1 | 0.2 ± 0.1 |
| \( \gamma_\alpha \) | 3.0 ± 0.3 | 2.4 ± 0.5 | 4.7 ± 0.5 | 3.7 ± 0.6 | 5.6 ± 1.4 | 5.2 ± 0.6 | 1.9 ± 0.2 |
| \( F_\alpha / R^2 \) | 0.02/0.96 | 0.1/0.82 | 0.08/0.98 | 0.01/0.73 | 0.05/0.78 | 0.002/0.88 | 0.03/0.73 |
| \( \beta \) | 0.5 ± 0.1 | 0.6 ± 0.2 | 0.8 ± 0.3 | 1.4 ± 0.5 | 1.1 ± 0.2 | 1.2 ± 0.1 | 0.3 ± 0.1 |
| \( \gamma_\beta \) | 1.5 ± 0.2 | 0.0 ± 0.3 | 0.5 ± 0.2 | 2.2 ± 0.4 | 0.2 ± 0.2 | 1.4 ± 0.1 | 1.0 ± 0.2 |
| \( F_\beta / R^2 \) | 0.14/0.95 | 0.06/0.75 | 0.12/0.78 | 0.10/0.80 | 0.007/0.94 | 0.0004/0.99 | 0.03/0.56 |
| \( S_0 \), ha | 2.7 ± 0.7 | 8.2 ± 5.6 | 9.2 ± 4.5 | 2.2 ± 0.9 | 10.2 ± 7.5 | 7.0 ± 2.4 | 4.9 ± 3.4 |
| \( \mu / \sigma^2 \) | 0.24 ± 0.09 | 0.5 ± 0.1 | 0.24 ± 0.17 | 1.0 ± 0.3 | 0.5 ± 0.2 | 0.7 ± 0.1 | 0.5 ± 0.1 |
| \( \lambda / \sigma^2 \) | 0.25 ± 0.06 | 0.16 ± 0.08 | 0.5 ± 0.2 | 0.4 ± 0.2 | 0.7 ± 0.2 | 0.4 ± 0.1 | 0.03 ± 0.02 |
| \( \bar{S} \), ha | 2.0 | 9.0 | 6.9 | 19.9 | 15.0 | 22.9 | 11.5 |

Median area, ha | 2.0 | 5.9 | 5.5 | 2.9 | 10.0 | 8.7 | 2.8 |

Mean area, ha | 3.0 | 10.6 | 7.2 | 16.3 | 13.6 | 23.2 | 14.5 |
Table 3. As Table 2 but for various combinations of the adjacent Trypillia stages as indicated in the heading and, in the last two columns, for the whole data set, first for the absolute areas and then, for their normalized values. The median and mean areas from the data are also shown in the last three rows for comparison with the corresponding quantities obtained from the fits.

| Stage | A + BI | A + BI + BII | BI-II + CI | A – CI (1) | A – CI (2) |
|-------|-------|-------------|-----------|------------|-----------|
| \(\alpha\) | 0.7 ± 0.1 | 0.7 ± 0.1 | 0.9 ± 0.1 | 1.0 ± 0.1 | 1.1 ± 0.1 |
| \(\gamma\alpha\) | 3.1 ± 0.2 | 3.7 ± 0.4 | 5.9 ± 0.6 | 6.8 ± 0.3 | 0.3 ± 0.2 |
| \(F_{\alpha}/R^2\) | 0.003/0.97 | 0.04/0.92 | 0.001/0.90 | 0.0002/0.98 | 0.0007/0.99 |
| \(\beta\) | 1.7 ± 0.4 | 1.4 ± 0.3 | 1.1 ± 0.1 | 1.2 ± 0.2 | 1.8 ± 0.2 |
| \(\gamma\beta\) | 0.9 ± 0.2 | 1.2 ± 0.3 | 1.6 ± 0.1 | 3.1 ± 0.3 | 16.7 ± 19 |
| \(F_{\beta}/R^2\) | 0.14/0.95 | 0.05/0.89 | 0.0005/0.96 | 0.004/0.90 | 0.02/0.97 |
| \(S_0, \) ha | 2.6 ± 0.5 | 3.3 ± 1.1 | 9.1 ± 3.2 | 5.5 ± 1.4 | 0.004 ± 0.03 (3) |
| \(\mu/\sigma^2\) | 1.0 ± 0.2 | 0.9 ± 0.2 | 0.6 ± 0.1 | 0.6 ± 0.1 | 0.8 ± 0.1 |
| \(\lambda/\sigma^2\) | 0.6 ± 0.1 | 0.5 ± 0.2 | 0.5 ± 0.1 | 0.6 ± 0.1 | 1.0 ± 0.1 |

Notes: (1) areas in hectares; (2) areas normalized to the total area of permanent settlements in each stage; (3) dimensionless area normalized to the total area in each individual stage.

Figure 11. Filled circles with vertical error bars show the initial area of newly formed settlements in each stage, as given in Table 2, and open squares represent the median areas of permanent settlements (computed excluding the sites that have not been included into the power-law fits and this shown with open circles in Figure 8). Horizontal dotted lines indicate the duration of each stage.

Figure 12. The mean area of permanent settlements in each stage, estimated from the fitted model of stochastic growth as given in Equation (12) and shown in Table 2 (filled circles), and observed (open squares), computed excluding the sites that have not been included into the power-law fits and this shown with open circles in Figure 8.
7.1. The area of newly formed settlements

The average starting area of a settlement is shown as a function of time in Figure 11. Relatively small values of $S_0 = 2$ and 5 ha are notable in the earliest and latest stages A and CII (and also BII), but $S_0$ are larger at 7–10 ha in the other stages. The measured median area of permanent settlements from Table 1, is also shown in Figure 11 with open squares. The agreement is striking in all stages. Since the values of $S_0$ obtained from the fits and the median areas in the observed area distributions rely on entirely different arguments and calculations, this provides a weighty confirmation of the adequacy and accuracy of the model of stochastic settlement growth supplemented with the emergence of new settlements.

The similarity between the median and initial settlement areas suggests that the newly formed settlements grew or decayed at nearly equal probabilities. In Stages BI, BI-BII and CII, more than half of the new settlements decayed, whereas the opposite trend is noticeable in Trypillia CI. Shukurov et al. (2015) discuss pre-modern farming economy in the Cucuteni–Trypillia area, suggesting that a farming village of 2 ha in area with about 50 inhabitants had its arable fields within 0.5 km of the settlement boundary and the livestock grazing area within 2 km. These distances depend on the human diet structure, fraction of fallow land and other parameters, but the dependence is not very strong for reasonable parameter values. According to the palaeoeconomy model, 2 ha appears to be an optimal size of a village.

The exploitation area of a farming village is limited by the time required to travel to the fields and grazing areas, with cultivated fields within 5 km of a settlement (preferably within 1–2 km) and the livestock kept within 5 km (Chisholm, 1979: 72; Higgs and Vita-Finzi, 1972; Jarman et al., 1982). A village of about 10 ha in area (with assumed number of inhabitants of 270) is expected to have cultivated fields within 1.2 km and grazing areas, within 5 km (Shukurov et al., 2015). This appears to be the maximum plausible size of a newly formed village, in agreement with the estimated values of $S_0$, which do not exceed 10 ha. We also note that a plausible find of an antler ard at the Maidanetske II–Grebenukiv Yar site is dated to Trypillia BI (Pashkevich and Videiko, 2006). The use of ard relieves the seasonal time stresses of agricultural production, especially in the land preparation for sowing. The introduction of the ard may have contributed to the increase of the size of newly formed villages apparent in Figure 11 after Trypillia BI (with the exception of BII).

Figure 12 shows the mean area of the permanent settlements in each stage, both derived from the fitted model and observed. The agreement between the mean areas obtained from the fits and directly from the data confirm that the fits are of sufficiently high quality and represent correctly the overall pattern despite the omission of some data points shown with open circles in Figures 6–9.
7.2. Expansion of the settlement system

The values of $\mu / \sigma^2$ and $\lambda / \sigma^2$ given in the last two rows of Table 2 and shown in Figure 13 attest to a systematic growth in both the areas of individual settlements and their number. There are, however, notable differences in the two processes, visible especially clearly in Figure 13. The relative growth rate of the number of settlements, $\lambda / \sigma^2$, is generally comparable to $\mu / \sigma^2$, especially at the later stages; both are in the range 0.5–0.8. This is not surprising as both growth rates are likely to be related to the rate of the population growth. There are signs of a systematic increase in both parameters during Stages A–CI, but the errors are too large to be certain if this trend is real. With the exception of Trypillia BI-BII and BII-CI where $\mu < \lambda$, the total settlement area grows faster than the number of settlements or at the same rate in Stage A. $\mu \geq \lambda$ (see Figure 14). Thus, a predominant trend was the growth of existing settlements, whereas the formation of new settlements played a less important role as the population grew.

The maximum values of both $\mu / \sigma^2$ and $\lambda / \sigma^2$ occur during Stages BI–CI: this was the optimal period where the settlement system was structurally stable with the growth in the number of settlements roughly matching their area growth. The area of the settlements is directly connected to the size of the population but the formation of new settlements is a subtler process. Indeed, another trend, pronounced stronger, is the abrupt decrease, almost to zero, in the rate of growth of the number of settlements during Stage CII. The growth of the settlement area is also slower in CII than in the earlier stages, but the reduction is not that dramatic: the ratio of the two growth rates is as large as $\mu / \lambda = 15 \pm 7$. During that stage, the formation of new settlements was strongly suppressed and the total settlement area grew at a lower rate than earlier, and mainly in pre-existing settlements.

![Figure 14. The ratio of the growth rates of the total area of the permanent settlements $\mu$ to their number $\lambda$. The Stage CII data point, $\mu / \lambda = 15 \pm 7$, is much higher than the other ones and is not shown.](image)

The estimated values of $\mu / \sigma^2$ can be used to derive $\mu$ and $\sigma^2$ separately using the growth rate averaged over the stages from A to CI that is estimated in Section 5.1 from the total areas of the settlements, $\bar{\mu} \approx 1/(460 \pm 100$ years). Averaging the values of $\mu / \sigma^2$ from Table 2 over the same period, we have $\mu / \sigma^2 = 0.52 \pm 0.26$ where the range represents the standard deviation around the mean value. Then $\sigma^2 = \frac{\mu}{\bar{\mu} / \sigma^2} = 1/(240 \pm 180$ years). Similar calculation using the growth rate of the number of settlements yields a slightly different value, $\sigma^2 = \frac{\lambda}{\bar{\lambda} / \sigma^2} = 1/(410 \pm 320$ years), which is, however, consistent with the result obtained from $\mu$ within errors. The average value of the time scale of the variations in the expansion rate of the settlement system is of order $1 / \sigma^2 \approx 300$ years, comparable to the duration of a stage. For comparison, Gabaix (1999: 745) quotes the values of $1 / \sigma^2$ ranging from about 800 years for the cities in France and Japan in the twentieth century to 200 years for the UK in 1800–1850 and to 50 years for the US cities in the twentieth century.

The rate of growth in the total area of the settlements, $\bar{\mu} \approx 1/460$ years, differs significantly from the likely rate of the population growth, about $\lambda \approx 1/30$ years. If most of the permanent settlements were discov-
erested, and their areas were estimated accurately, the difference would suggest an implausibly rapid and strong increase in the population density within the settlements as \( \exp[(\gamma - \bar{\mu})t] \approx \exp(\gamma t) \). This suggests that a significant fraction of permanent settlements remains unknown and this fraction is larger in the later stages. Therefore, any estimates of the Trypillian population obtained from the area of known settlements are highly questionable.

8. Discussion and conclusions

The agreement between the model of stochastic settlement growth of Reed (2002) and the system of Trypillian settlements, demonstrated in this paper, is striking. Particularly impressive is the agreement between the size of newly formed settlements with the measured mean settlement area in each phase of the evolution of the Trypillian Culture. The success of the model strongly suggests that a probabilistic description of the evolution of prehistoric settlement systems provides a viable general framework for the interpretation of settlement hierarchies in terms of social, political, economic processes. The conceptual basis of this approach is the description of numerous, independent and unidentifiable social and demographic processes in terms of the probabilities of the growth, decay and fission of settlements. Then mathematical modelling provides reliable tools to isolate generic features of a settlement system that are independent of the details of the background social and political processes, and then to identify the culturally informative aspects of the data.

Our results strongly suggest that deviations from Zipf’s law in prehistoric settlement systems should not be straightforwardly interpreted as evidence of political and administrative centralisation or decentralisation. More plausibly, they are due to the evolution of the settlement system. We have also demonstrated that adequate representation of the data, before any analysis is attempted, can dramatically affect the course and conclusions of such analysis.

The model of stochastic growth provides a quantitative explanation of the Trypillian settlement hierarchy for all stages, and leads to consistent results for the size of newly formed settlements as well as the growth rates of the number and total area of the settlements in each typo-chronological phase. The difference between the growth rates of all permanent settlements and those with known area suggests that the recovery rate of the settlements is not the same for all stages. This may have affected the estimates of the mean growth rates of both areas and numbers of the settlements together with other results. Thus, our results should be treated with caution and carefully compared to the archaeological and other evidence. On the other hand, the systematic and transparent nature of our results provide some confidence that our results are generally reasonable.

Trypillia B-BII saw the fastest increase in the total settlement area, whereas the number of settlements increased most rapidly in Stage CI. The terminal Stage CII of the Trypillian Culture is notable for the smallest size of the newly formed settlements (as well as of their mean and median areas) among all stages except for the initial Stage A. The rate of emergence of new settlements is anomalously low in Trypillia CII, ten times lower than in the preceding stages. These are clear signatures of stress. The size distribution of the CII settlements is unusually flat because of the relatively large number of small and moderate-size sites, unlike the other stages where the frequency of site areas has a pronounced maximum at 2–10 ha. The largest known site of Trypillia CII is 160 ha in area, as opposed to 341 ha in the previous stage CI. It appears that the population was dispersed into smaller settlements in CII.

The evolution in the quantitative parameters of the Trypillian settlement system undoubtedly can be interpreted in terms of increased internal stress and conflict in larger settlements which might promote their fission and creation of smaller sites. On the other hand, external stress and hostilities are likely to facilitate nucleation in larger, defended settlements and their location away from main rivers (see Duffy, 2015, and references therein). However, any assessment of the social and political implication of the formal data analysis should to be performed with full allowance for the archaeological, palaeoenvironmental and other evidence. Such an assessment is beyond the scope of this paper. Inter-
interpretations of the settlement sizes in terms of quantitative models, similar to that performed here, provides a solid basis for such analyses. In this sense, mathematical modelling provides a unique opportunity for reliable representation of the data and identification of its informative features.
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