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Abstract. It is well-known that the lower bound of iteration complexity for solving nonconvex unconstrained optimization problems is $\Omega(1/\epsilon^2)$, which can be achieved by standard gradient descent algorithm when the objective function is smooth. This lower bound still holds for nonconvex constrained problems, while it is still unknown whether a first-order method can achieve this lower bound. In this paper, we show that a simple single-loop first-order algorithm called smoothed proximal augmented Lagrangian method (ALM) can achieve such iteration complexity lower bound. The key technical contribution is a strong local error bound for a general convex constrained problem, which is of independent interest.
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1. Introduction. Consider the following optimization problem with nonlinear constraints:

\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad Ax = b, \ x \in \mathcal{X},
\end{align*}

where matrix $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, $\mathcal{X} = \{x \mid h_i(x) \leq 0, i = m + 1, \ldots, m + \ell\}$ is a convex set, $h_i(\cdot): \mathbb{R}^n \to \mathbb{R}$ is a smooth convex function. The objective function $f(\cdot): \mathbb{R}^n \to \mathbb{R}$ is assumed to be smooth but possibly nonconvex, whose gradient is Lipschitz-continuous. Problem (1.1) appears in many practical applications, such as principal component analysis [37], resource allocation [41], matrix separation [34], phase retrieval [40], community detection [38], distributionally robust learning [20], image background/foreground extraction [42], just to mention a few.

For large problem size $n$, it is popular to consider first-order algorithms to solve problem (1.1). When $A, b$ are zeros and $\mathcal{X} = \mathbb{R}^n$, problem (1.1) becomes an unconstrained optimization problem. It was shown in [3] that $\Omega(1/\epsilon^2)$ iterations are needed for any first-order algorithms to attain an $\epsilon$-solution ($\|\nabla f(x)\| \leq \epsilon$) of this unconstrained problem. The gradient descent algorithm can find an $\epsilon$-solution in $O(1/\epsilon^2)$ iterations [1]. Therefore, gradient descent algorithm is order-optimal for unconstrained problems. The iteration complexity lower bound $\Omega(1/\epsilon^2)$ still holds [46] for constrained problem (1.1). However, whether there is an order-optimal first-order algorithm ($O(1/\epsilon^2)$ iteration complexity) for it has remained as an open question in the literature.

1.1. Existing Algorithms for Problem (1.1).
1.1.1. ALM and ADMM. To deal with constrained optimization problems, the augmented Lagrangian method (ALM) is often a preferred method. ALM solves problem (1.1) by dualizing and penalizing the equality constraint and searches the saddle points of the resulting augmented Lagrangian function. Moreover, in many practical applications, the optimization variable can be divided into variable blocks. In this case, the alternating direction method of multipliers (ADMM) is widely used. The ADMM alternately performs exact or inexact minimization steps to the primal variable blocks and then updates the dual variable by a dual ascent step. Convergence analysis for ALM and ADMM has been studied in the past decades and hereafter we briefly review existing convergence results.

- **Convex Case:** ALM is known to converge for convex problems under mild conditions [13] and the convergence of ADMM with two blocks is shown in [6]. The authors of [5] prove the linear convergence of ADMM for two-block case ($k = 2$) under the assumption that one block is strongly convex and smooth. For multi-block case ($k \geq 3$), the authors of [2] study the convergence of ADMM for the consensus problem. In [10], a variant of ADMM for convex smooth objective functions is studied. The linear convergence of multi-block ADMM for a family of convex non-smooth problems is established in [13] by using error bound analysis. In short, convergence of ALM and ADMM is well understood under convex setting.

- **Nonconvex Case:** The local convergence analysis of the ALM for problems with a smooth objective function and smooth equality constraint is given in [1]. However, the global convergence of both ALM and ADMM under nonconvex setting are studied only recently. The authors in [12] prove that proximal ALM converges for a class of nonconvex problems where part of the optimization variable needs to be unconstrained. In [14], the convergence of ADMM is established for consensus-based sharing problems by using the augmented Lagrangian function as the potential function. This approach is further extended in [39] to a large family of nonconvex-nonsmooth problems. The papers [16, 19] prove the convergence of inexact ADMM for certain nonconvex and nonsmooth problems. These references all require at least one block of the variable to be unconstrained. Namely, for the linear equality constraint $Ax_1 + Bx_2 = b$, the image of $A$ is a subset of the image of $B$ and $x_2$ does not have any other constraint. Another work in [8] establishes the convergence of multi-block ADMM algorithm for the so-called multi-affine constraints which are linear in each variable block but otherwise nonconvex. This work also requires some technical assumptions, including the similar feasibility assumption and the objective function for some block must be strongly convex. In the papers mentioned above, they can achieve $O(1/\epsilon^2)$ iteration complexity. But these results do not apply to problem (1.1).

1.1.2. Penalty Method. Besides, the penalty method is another popular choice for dealing equality constraint. The penalty methods proposed in [17, 21] can be used to solve problem (1.1). These algorithms solve (1.1) by penalizing the linear equality constraints and solving the penalized objective function using inexact proximal method, where the strongly convex sub-problems are approximately solved by accelerated gradient method. The best iteration complexity for solving problem (1.1) is $O(1/\epsilon^{2.5})$ [21], which does not match the lower iteration complexity bound $\Omega(1/\epsilon^2)$ for nonconvex problems. It is interesting to investigate whether there is an algorithm can achieve such iteration complexity lower bound.

1.1.3. Smoothed Proximal ALM Method. Recently, authors in [45] propose a smoothed proximal primal-dual method for solving (1.1) with $X$ being a bounded box and prove the $O(1/\epsilon^2)$ iteration complexity under some regularity conditions.
The results in [45] are extended to general linear constrained cases [46]. However, both [45] and [46] only focus on linearly constrained problems. The work [44] proves an $O(1/\epsilon^2)$ iteration complexity for more general problems based on a new potential function. Its proof is based on a strong assumption, that the constant of a certain error bound (similar to the dual error bound of [45, 46]) is smaller than a certain threshold. The smoothing technique in [45] has recently been extended for difference-of-convex programs [36] with special linear constraints. Recently, authors in [18] establish an $O(1/\epsilon^3)$ complexity bound of the proximal ALM method for nonconvex composite optimization with nonlinear convex constraints.

1.2. Error Bound Analysis. To answer whether there is an order-optimal first-order algorithm for problem (1.1), it is necessary to derive upper bounds for some primal and dual errors. This leads to the so-called error bound analysis, which is the key for the convergence analysis.

The error bound analysis, which uses the optimality residual to bound the distance from the current iterate to the solution set of a given optimization problem, is studied for a long time in the optimization literature [27, 31] for first-order algorithms. Papers such as [43] also use this error bound to analyze second-order optimization methods. A fundamental error bound is given by Hoffman [11], which uses the violation of constraints to bound the distance from a point to a polyhedral set. Hoffman bound has been extended to more general nonlinear systems in [23, 22].

For optimization problems, two types of error bounds—the primal error bound and dual error bound, are considered in the literature. The primal error bound uses some primal optimization residuals such as the gradient norm and proximal gradient norm to bound the distance to the solution set while the dual error bound uses the dual residuals such as the constraint residual to bound the distance. For instance, the author of [30] proves a global primal error bound for strongly convex optimization problems and authors of [24] prove global error bounds for some special types of monotone linear complementarity problems and convex quadratic problems. Papers [26, 25] establish some local primal error bound when the strong convexity is absent. Recently, a new framework which establishes primal error bounds for a class of structured convex optimization problems is proposed in [47]. For dual error bound, authors of [28] prove a ‘local’ dual error bound and use it to prove the linear convergence of the dual ascent algorithm for a family of convex problems (without strong convexity) with polyhedral constraints. Authors of [13] show the linear convergence of ADMM algorithm combining the primal and dual error bounds, again without strong convexity. In [45, 46], the authors derive local and global dual error bounds for problems with linear constraints and use them to show the convergence of smoothed ALM for solving linearly constrained problems. These dual error bounds only hold for linearly constrained problems and cannot be extended to nonlinearly constrained problems. In the literature, papers [4, 29] consider nonlinearly constrained problems and prove some error bounds using KKT residual rather than the constraint residual, to bound the distance to the solution set. This type of error bounds [4, 29] are nonhomogeneous, i.e., the exponent of the two sides of the inequality are not the same. This implies that the error bounds are weak near the solution set.

1.3. Our Contribution. In this paper, we prove a homogeneous error bound for strongly convex, nonlinearly constrained problems and use it to analyze the convergence rate of the smoothed proximal ALM for problem (1.1). In particular, we prove a general dual error bound for a regularized version of nonconvex problem with nonlinear constraints. Equipped with this error bound, we prove that the smoothed
proximal ALM algorithm can find an $\epsilon$-solution with an $O(1/\epsilon^2)$ iteration complexity under some regularity assumptions. To the best of our knowledge, this is the first result that guarantees the $O(1/\epsilon^2)$ iteration complexity of first-order algorithms for problem (1.1) and meets the lower iteration complexity bound.

2. Main Result.

2.1. Notations. Notations frequently used are listed below, others will be explained when they firstly appear.

- Index set \(\{1, 2, \cdots, m\}\) is denoted as \([m]\) and \(\{m, m+1, \cdots, n\}\) is denoted as \([m:n]\).
- The smallest (largest) singular value of a matrix \(A\) is denoted as \(\sigma_{\min}(A)\) (\(\sigma_{\max}(A)\)).
- Denote \(J(x) \in \mathbb{R}^{n \times \ell}\) as the Jaccobian matrix associating with \((h_1(x), \cdots, h_\ell(x))\).
- For a vector \(v \in \mathbb{R}^{(m+\ell)}\) and an index set \(S \subset [m+\ell]\), \(v_S \in \mathbb{R}^{|S|}\) means the vector that consists of all coordinates of \(v\) belonging to \(S\).
- For a matrix \(Q \in \mathbb{R}^{(m+\ell) \times n}\) and an index set \(S \subseteq [m+\ell]\), \(Q_S \in \mathbb{R}^{|S| \times n}\) means the row submatrix of \(Q\) corresponding to the indices in \(S\).

2.2. Stationary Solution Set of Problem (1.1). Let \(\iota(x)\) denote the indicator function of the constraint set \(\mathcal{X}\), i.e., \(\iota(x) = 0\) if \(x \in \mathcal{X}\) and \(\iota(x) = \infty\) otherwise. We define the notion of \(\epsilon\)-stationary solution of problem (1.1) as follows:

**Definition 1 (\(\epsilon\)-Stationary Solution).** A vector \(x \in \mathcal{X} \subseteq \mathbb{R}^n\) is said to be an \(\epsilon\)-stationary solution \((\epsilon \geq 0)\) of problem (1.1) if there exist \(y \in \mathbb{R}^m\) and \(v \in \nabla f(x) + ATy + \partial \iota(x)\) such that \(\|v\| \leq \epsilon\) and \(\|Ax - b\| \leq \epsilon\), where \(\partial \iota(x)\) is the sub-differential set of \(\iota(\cdot)\) at \(x\). Further, the stationary solution set \(\mathcal{X}^*\) is defined as the set of all \(0\)-stationary solutions.

Though a stationary solution is not necessarily a global minimizer, in practice with a good initialization, the stationary solutions obtained by the first-order algorithms are usually of good quality. Therefore, we focus on finding an \(\epsilon\)-stationary solution of problem (1.1).

2.3. The Smoothed Proximal ALM. We first define the augmented Lagrangian function of problem (1.1) as:

\[
L(x; y) = f(x) + y^T(Ax - b) + \frac{\gamma}{2} \|Ax - b\|^2,
\]

where \(\gamma \geq 0\) is a parameter which penalizes the equality violation. At iteration \(t\), the well-known augmented Lagrangian multiplier method (ALM) update is as follows:

**ALM:** \[
\begin{align*}
y^{t+1} &= y^t + \alpha(Ax^t - b) \\
x^{t+1} &= \arg \min_{x \in \mathcal{X}} L(x; y^{t+1}),
\end{align*}
\]

where \(\alpha > 0\) is the dual step size. By linearizing \(L(x; y^{t+1})\), the proximal ALM (Prox-ALM) has the following updating rule:

**Prox-ALM:** \[
\begin{align*}
y^{t+1} &= y^t + \alpha(Ax^t - b) \\
x^{t+1} &= \arg \min_{x \in \mathcal{X}} \{ \langle \nabla_x L(x^t; y^{t+1}), x - x^t \rangle + \frac{p}{2} \|x - x^t\|^2 \},
\end{align*}
\]

where \(p > 0\) is the proximal parameter. The difference between ALM and Prox-ALM is the subproblem for \(x\). The ALM directly minimizes \(L(x; y)\) over \(\mathcal{X}\) which may be hard to solve since \(L(x; y)\) may not be convex in \(x\). While Prox-ALM minimizes
a special (strongly convex) quadratic function, which is equivalent to a projection problem associated with convex set $X$, i.e.,
\[ x^{t+1} = \mathcal{P}_X(x^t - \frac{1}{p} \nabla_x L(x^t; y^{t+1})) \]
where \( \mathcal{P}_X \) is the projection operator defined as \( \mathcal{P}_X(x) = \arg \min_{x \in X} \|x - x\|^2 \). For many convex sets, the projection operator \( \mathcal{P}_X(\cdot) \) can be computed efficiently or even with analytic forms [32].

Both ALM and Prox-ALM are convergent under some mild assumptions [13] if \( f \) is convex. However, the counter-example in [39] shows ALM may oscillate when \( f \) is nonconvex. A numerical example in [45] shows that Prox-ALM can oscillate for a box constrained nonconvex quadratic problem. The convergence of Prox-ALM for problem (1.1) can not be guaranteed in general.

Recently, a smoothed Prox-ALM (see Algorithm 2.1) with \( O(1/\epsilon^2) \) iteration complexity is proposed in [45, 46], where \( X \) is considered to be box constraint [45] or polyhedron [46]. The smoothed Prox-ALM is a primal-dual algorithm, whose primal update is based on the following function:

\[
K(x, z; y) = f(x) + y^T(Ax - b) + \frac{\gamma}{2} \|Ax - b\|^2 + \frac{p}{2} \|x - z\|^2,
\]

where \( p > 0 \) is a constant. The convergence analysis in [45, 46] relies on Hoffman bound over polyhedron, which can not be used for general convex constraint \( X \). In the next, we first give basic assumptions and then present our main convergence result of smoothed Prox-ALM for problem (1.1).

**Algorithm 2.1 Smoothed Proximal ALM**

Let \( \alpha > 0, 0 < \beta \leq 1 \), and \( c > 0 \);
Initialize \( x^0 \in X, z^0 \in X, y^0 \in \mathbb{R}^m \);
for \( t = 0, 1, 2, \ldots, \) do
\[
y^{t+1} = y^t + \alpha (Ax^t - b);
\]
\[
x^{t+1} = \mathcal{P}_X(x^t - c \nabla_x K(x^t, z^t; y^{t+1}));
\]
\[
z^{t+1} = z^t + \beta (x^{t+1} - z^t).
\]
end for

### 2.4. Assumptions
We state our main assumptions, which are valid in many practical problems.

**Assumption 1 (Basic Assumptions).**
1. \( X \) is a compact convex set.
2. \( f(x) \) is bounded from below in \( X \), i.e., \( f(x) > \underline{f} > -\infty \), \( \forall x \in X \).
3. \( f(x) \) is a smooth function with \( L_f \)-Lipschitz-continuous gradient in \( X \), i.e.,
\[
\|\nabla f(x) - \nabla f(x')\| \leq L_f \|x - x'\|, \quad \forall x, x' \in X.
\]
4. Functions \( h_i(x), \forall i \), are smooth convex with \( L_{h_i} \)-Lipschitz-continuous gradient.
5. The Slater condition holds for problem (1.1).

Assumption 1.2 ensures problem (1.1) is well-defined and Assumption 1.3 is a common assumption for convergence analysis. By Assumption 1.3, we know that \( K(x, z; y) \) defined in (2.1) is \((p - L_f)\)-strongly convex of \( x \) and its gradient \( \nabla_x K(x, z; y) \) is \((L_f + \gamma \sigma_{\max}(A) + p)\)-Lipschitz continuous. The Slater condition in Assumption 1.5 is a basic assumption for problems with convex constraints. According to the Karush–Kuhn–Tucker (KKT) Theorem [1], the Slater condition implies any vector \( x^* \in \mathbb{R}^n \) is
a stationary solution (see Definition 1) if and only if it satisfies the KKT conditions of problem (1.1), given as below:

\[ \nabla f(x^*) + A^T y^* + J^T(x^*)\mu^* = 0, \]
\[ Ax^* - b = 0, \]
\[ h_i(x^*) \leq 0, \quad i \in [m+1,m+\ell], \]
\[ \mu_i^* h_i(x^*) = 0, \quad \mu_i^* \geq 0, \quad i \in [m+1,m+\ell], \]

where \( y^* \in \mathbb{R}^m \) and \( \mu^* \in \mathbb{R}^\ell \) are Lagrangian multipliers (dual variables) associated with the equality and inequality constraints respectively, \( \mu_i^* \) denotes the \( i \)th component of \( \mu^* \), and \( J(x^*) \) is the Jacobian matrix evaluated at \( x^* \). Moreover, by Assumption 1.5, the Slater condition also holds if the equality constraints are slightly perturbed. Specifically, we have the following proposition:

**Proposition 1.** There exists a constant \( \Delta > 0 \) such that the Slater condition holds for the set \( \{ x \mid Ax = b + r, x \in X \} \) with any \( r \in \text{Range}(A) \) satisfying \( \| r \| \leq \Delta \).

**Proof.** By Assumption 1.5, we have \( x \in X \) satisfying \( h_i(x) < 0, \quad i \in [m+1,m+\ell] \) and \( Ax = b \). According to Assumption 1.4, there exists a sufficiently small \( \varepsilon \in \mathbb{R}^n \) with \( \| \varepsilon \| > 0 \) such that \( h_i(x + \varepsilon) < 0, \quad i \in [m+1,m+\ell] \). Setting \( r = -A\varepsilon \) completes the proof.

To analyze the convergence behavior over convex set \( X \), we also make a regularity assumption for problem (1.1), which is commonly used in variational inequalities analysis [7]. Two useful definitions are given below and the regularity assumption is given in Assumption 2.

**Definition 2.** The constraint matrix \( Q(x) \) is defined as \( Q(x) = [A^T J^T(x)]^T \).

**Definition 3.** For \( x \in X \), the index set for the active inequality constraints at \( x \) is defined as \( I_x = \{ i \in [m+1:m+\ell] \mid h_i(x) = 0 \} \). Further, the index set of all active constraints at \( x \) is defined as \( S_x = [m] \cup I_x \).

Recall that for a nonempty index set \( S \subseteq [m+\ell] \), matrix \( Q_S(x) \) is defined to be the row submatrix of \( Q(x) \) corresponding to the index set \( S \). The regularity assumption is given below.

**Assumption 2.** There exists a neighborhood of \( x \in X^* \) such that \( Q_{S_x}(x) \) has the same rank.

Assumption 2 is known as the constant rank constraint qualification (CRCQ) condition [15], which regularizes the solution set \( X^* \). Assumption 2 implies that, for any \( x^* \in X^* \), there is a neighborhood of \( x^* \), such that for any \( x \) in this neighborhood, every \( Q_{S_x}(x) \) has a constant rank. Also note that this CRCQ assumption is weaker than the linear independent constraint qualification (LICQ) [35].

**2.5. Convergence Result.** In the following theorem, we establish the convergence guarantee of Algorithm 2.1.

**Theorem 1.** Consider solving problem (1.1) by Algorithm 2.1 and suppose Assumption 1 and Assumption 2 hold. Let us choose \( p, \gamma, c, \alpha \) satisfying

\[ p \geq 3L_f, \quad \gamma \geq 0, \quad c < 1/(L_f + \gamma \sigma_{\text{max}}^2(A) + p), \quad \alpha < \frac{c(p - L_f)^2}{4\sigma_{\text{max}}^2(A)}. \]

Then, there exists \( \beta' > 0 \) such that for \( \beta < \beta' \), the following results hold:
1. Every limit point of \( \{ x^t, y^t \} \) generated by Algorithm 2.1 is a KKT point of problem (1.1);
2. An \( \epsilon \)-stationary solution can be attained by Algorithm 2.1 within \( O(1/\epsilon^2) \) iterations.

The proof of Theorem 1 is presented in section 3. The constant \( \beta' \) in Theorem 1 depends on the constants in the two established dual error bounds (Lemma 7 and Lemma 8). These two dual error bounds hold locally and hence \( \beta' \) depends on the local structure of problem (1.1). Also, the achieved \( O(1/\epsilon^2) \) iteration complexity is the best known iteration complexity for problem (1.1).

3. Convergence Analysis.

3.1. The Potential Function. Convergence analysis involves two auxiliary problems associated with problem (1.1), defined as

\[
\begin{align*}
(3.1a) \quad d(y, z) &= \min_{x \in X} K(x, z; y), \quad x(y, z) = \arg\min_{x \in X} K(x, z; y), \\
(3.1b) \quad P(z) &= \min_{x \in X, Ax = b} f(x) + \frac{p}{2} \|x - z\|^2, \quad x(z) = \arg\min_{x \in X, Ax = b} f(x) + \frac{p}{2} \|x - z\|^2.
\end{align*}
\]

Denote \( \mu_i \) as the Lagrangian multiplier for the inequality constraint \( h_i(x) \leq 0, \ i \in [m + 1, m + \ell] \), then the KKT conditions for \( x(y, z) \) and \( x(z) \) are given below:

\[
\begin{align*}
\nabla_x f(x(y, z)) + A^T y + \gamma A^T (Ax(y, z) - b) + p(x(y, z) - z) + J^T (x(y, z)) \mu &= 0, \\
\mu_i &\geq 0, \ \forall i \in [m + 1 : m + \ell], \\
h_i(x(y, z)) &\leq 0, \ \forall i \in [m + 1 : m + \ell], \\
\mu_i h_i(x(y, z)) &= 0, \ \forall i \in [m + 1 : m + \ell],
\end{align*}
\]

and

\[
\begin{align*}
\nabla_x f(x(z)) + A^T y + \gamma A^T (Ax(z) - b) + p(x(z) - z) + J^T (x(z)) \mu &= 0, \\
Ax(z) - b &= 0, \\
\mu_i &\geq 0, \ \forall i \in [m + 1 : m + \ell], \\
h_i(x(z)) &\leq 0, \ \forall i \in [m + 1 : m + \ell], \\
\mu_i h_i(x(z)) &= 0 \ \forall i \in [m + 1 : m + \ell].
\end{align*}
\]

Since problem (3.1b) depends on \( z \), we use \( Y^*(z) \) to denote the set for \( y \) satisfying KKT conditions (3.3). The following lemma shows the intrinsic relations between \( x(y, z), x(z), \) and \( X^* \).

**Lemma 1.** Let \( x(y, z) \) and \( x(z) \) be defined in (3.1). Then,

1. if \( z \in X^* \), then \( x(z) = z \in X^* \);
2. if \( z \in X^* \) and \( y \in Y^*(z) \), then \( Ax(y, z) - b = 0 \);
3. if \( Ax(y, z) - b = 0 \), then \( x(y, z) = x(z) \);
4. if \( x(z) = z \), then \( z \in X^* \).

Simply checking the KKT conditions in (3.2) and (3.3) can establish Lemma 1. Since the proof is straightforward, we omit it here.

Note that \( P(z) \) is known as Moreau envelope in the literature. One important property of \( P(z) \) is that the original problem (1.1) can be equivalently reformulated as an unconstrained minimization problem for \( P(z) \):

\[
\min_{z} P(z) \quad \text{s.t. } z \in \mathbb{R}^n.
\]
If $z^*$ minimizes the above unconstrained problem, then $x(z^*)$ defined in (3.1) is one stationary point of problem (1.1). The above unconstrained problem can be solved by performing gradient descent. By Danskin’s Theorem [33], the gradient of $P(z)$ is given by

$$\nabla P(z) = p(z - x(z)).$$

Evaluating $\nabla P(z)$ requires solving problem (3.1b) for $x(z)$, which may be computationally costly. Approximation for $x(z)$ with cheap computational cost is considered. In this way, the update for $(x^t, y^t)$ in Algorithm 2.1 (lines 4 and 5) can be viewed as one primal-dual step to solve (3.1b). The obtained $x^{t+1}$ can be viewed as an estimate of $x(z^t)$ with a primal error $x^{t+1} - x(y^{t+1}, z^t)$ and a dual error $x(y^{t+1}, z^t) - x(z^t)$. Note that each primal-dual step tries to reduce the value of the primal-dual potential function $K(x^t, z^t; y^t) - d(y^t, z^t)$. Also, the update of $z^t$ can be regarded as an approximate gradient descent step of minimizing $P(z)$, and hence the Moreau envelope $P(z)$ can be regarded as a potential function for the $z$-update.

With such intuition, we make use of the following potential function:

$$\phi^t = K(x^t, z^t; y^t) - 2d(y^t, z^t) + 2P(z^t),$$

where the constant 2 is for technical convenience and can be replaced by a constant greater than 1. We hope that this potential function is always decreasing and bounded below. In fact, we have $\phi^t \geq f[45]$. Therefore, the key is to prove that $\phi^t$ is decreasing.

### 3.2. Three Descent Lemmas.

In this subsection, we give three basic descent lemmas that are needed to establish the convergence of Algorithm 2.1. Particularly, the three descent lemmas estimate the changes of the primal function $K(x, z; y)$, the dual function $d(y, z)$, and the proximal function $P(z)$ after one iteration of Algorithm 2.1. We remark that these three lemmas were proved for $X$ being box constraint [45] and polyhedron [46]. Here we will show that they also hold for convex set $X$. Since the proof is similar to that in [45, 46], details are presented in Appendix D. Let $(x^t, y^t, z^t)$ be generated by Algorithm 2.1, the three descent lemmas are:

**Lemma 2 (Primal Descent).** For any $t \geq 0$, if $c < 1/(L_f + \gamma \sigma_{\max}(A) + p)$, then

$$K(x^t, z^t; y^t) - K(x^{t+1}, z^{t+1}; y^{t+1}) \geq \frac{1}{2c} \|x^t - x^{t+1}\|^2 + \frac{p}{2\beta} \|z^t - z^{t+1}\|^2 - \alpha\|Ax^t - b\|^2.$$

**Lemma 3 (Dual Ascent).** For any $t \geq 0$, we have

$$d(y^{t+1}, z^{t+1}) - d(y^t, z^t) \geq \alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b) + \frac{p}{2} (z^{t+1} - z^t)^T (z^{t+1} - 2x(y^{t+1}, z^{t+1})).$$

**Lemma 4 (Proximal Descent).** For any $t \geq 0$, we have

$$P(z^{t+1}) - P(z^t) \leq p(z^{t+1} - z^t)^T (z^t - x(z^t)) + \frac{p}{2} (z^t - z^{t+1})^2.$$

The above three descent lemmas are still not sufficient to show the decrease of the potential function $\phi$. The missing step is to bound the primal error $x^{t+1} - x(y^{t+1}, z^t)$ and the dual error $x(y^{t+1}, z^t) - x(z^t)$ which needs the primal and dual error bounds studied next.

### 3.3. The Primal and Dual Error Bounds.
### 3.3.1. The Primal Error Bounds.

The primal error bounds are given in the following lemma.

**Lemma 5 (Primal Error Bounds).** Suppose \( p > L_f \), \( \gamma > 0 \) are fixed. Then there exist positive constants \( \sigma_1, \sigma_2, \sigma_3, \sigma_4 > 0 \) (independent of \( y \) and \( z \)) such that the following error bounds hold:

\[
\begin{align*}
\|x^{t+1} - x^t\| &\geq \sigma_1 \|x^t - x(y^{t+1}, z^t)\|, \\
\|x^{t+1} - x^t\| &\geq \sigma_2 \|x^{t+1} - x(y^{t+1}, z^t)\|, \\
\|y - y^t\| &\geq \sigma_3 \|x(y, z) - x(y^t, z^t)\|, \\
\|z^t - z^{t+1}\| &\geq \sigma_4 \|x(y^{t+1}, z^t) - x(y^{t+1}, z^{t+1})\|, \\
\end{align*}
\]

where \( \sigma_1 = c(p-L_f) \), \( \sigma_2 = \sigma_1/(1 + \sigma_1) \), \( \sigma_3 = (p-L_f)/\sigma_{\text{max}}(A) \), and \( \sigma_4 = (p-L_f)/p \).

The proof can be seen in [45]. Using Lemma 2-Lemma 5, we have the following basic estimate for the difference between \( \phi^t \) and \( \phi^{t+1} \):

**Lemma 6.** Let us choose \( p, c, \alpha, \beta \) satisfying

\[
p \geq 3L_f, \quad \gamma \geq 0, \quad c < 1/(L_f + \gamma \sigma_{\text{max}}^2(A) + p), \quad \alpha < \frac{c(p-L_f)^2}{4\sigma_{\text{max}}^2(A)}, \quad \beta < 1/24.
\]

Then for any \( t > 0 \), we have

\[
\phi^t - \phi^{t+1} \geq \frac{1}{4c} \|x^t - x^{t+1}\|^2 + \alpha \|Ax(y^{t+1}, z^t) - b\|^2 + \frac{p}{3\beta} \|z^t - z^{t+1}\|^2 - 12p\beta \|x(y^{t+1}, z^t) - x(z^t)\|^2.
\]

The proof is similar to that in [45] and is presented in Appendix A. According to this lemma, we know that to ensure a sufficient decrease of \( \phi^t \), we only need to bound the negative term \(-\|x(y^{t+1}, z^t) - x(z^t)\|\). To do this, two novel dual error bounds are established.

### 3.3.2. The Dual Error Bounds.

The first dual error bound is used to bound the dual error \( \|x(y^{t+1}, z^t) - x(z^t)\| \) when the residual \( \|Ax(y^{t+1}, z^t) - b\| \) is sufficiently small. It is in a non-homogeneous form and we call it weak dual error bound.

**Lemma 7 (Weak Dual Error Bound).** Let \( \Delta \) be the constant in Proposition 1, then there exists a constant \( \sigma_w > 0 \) such that if \( \|Ax(y^{t+1}, z^t) - b\| \leq \frac{\Delta}{2} \), we have

\[
\|x(y^{t+1}, z^t) - x(z^t)\| \leq \sigma_w \|Ax(y^{t+1}, z^t) - b\|.
\]

Similar to [4, 29], this weak dual error bound is not homogeneous, i.e., the left-hand-side of the inequality has a quadratic error term \( \|x(y, z) - x(z)\| \) but the right-hand-side has a first-order error term \( \|Ax(y, z) - b\| \). Only using this weak dual error bound is not enough to establish \( O(1/e^2) \) iteration complexity of Algorithm 2.1. By conducting a nontrivial perturbation analysis, we will further show that when the the optimization residuals of \( x, y, z \) are all sufficiently small, the following strong dual error bound holds.

**Lemma 8 (Strong Dual Error Bound).** There exists constants \( \delta > 0 \) and \( \sigma_s > 0 \), such that if \( \max \{\|x^t - x^{t-1}\|, \|Ax(y^{t+1}, z^t) - b\|, \|z^t - x^{t+1}\|\} \leq \delta \), we have

\[
\|x(y^{t+1}, z^t) - x(z^t)\| \leq \sigma_s \|Ax(y^{t+1}, z^t) - b\|.
\]
Then, there exists the following sufficient decrease of potential function $\phi$

\[ \phi(x, y, z) = \max_{\bar{x}, \bar{y}, \bar{z}} \min_{x, y, z} \left\{ \frac{1}{2} \|x - \bar{x}\|^2 + \frac{\alpha}{2} \|A(x, y, z) - b\|^2 + \frac{p}{6\beta} \|z - \bar{z}\|^2 \right\}. \]

The proof is presented in Appendix B. Now we can prove the main theorem.

**Proof of Theorem 1**: We first prove the convergence of Algorithm 2.1. For $x, y, z$, we define $F$ as a map such that $F(x, y, z) = (x^+, y^+, z^+)$, where $(x^+, y^+, z^+)$ is the next iteration point of Algorithm 2.1. It is straightforward to check that the map $F$ is continuous. Also, if $(x, y, z)$ is a fixed point of $F$, $F(x, y, z) = (x, y, z)$, then $(x, y)$ is a pair of primal-dual stationary solution of problem (1.1). Suppose that

\[ (x^t, y^t, z^t) \to (\bar{x}, \bar{y}, \bar{z}) \] along a subsequence $t \in T$.

Notice that by Lemma 9 and $\phi^t \geq \underline{f}$, we have

\[ \|x^t - x^{t+1}\| \to 0, \quad \|Ax(y^{t+1}, z^t) - b\| \to 0, \quad \|z^t - z^{t+1}\| \to 0. \]

This further implies

\[ \|(x^{t+1}, y^{t+1}, z^{t+1}) - (x^t, y^t, z^t)\| \to 0. \]

Therefore, we obtain

\[ \|F(\bar{x}, \bar{y}, \bar{z}) - (\bar{x}, \bar{y}, \bar{z})\| = \lim_{t \to \infty, t \in T} \|F(x^t, y^t, z^t) - F(x^t, y^t, z^t)\| \]

\[ = \lim_{t \to \infty, t \in T} \|(x^{t+1}, y^{t+1}, z^{t+1}) - F(x^t, y^t, z^t)\| \]

\[ = 0, \]

where the first step is due to the continuity of $F$ and the second step follows from (3.12). Hence, every limit point $(\bar{x}, \bar{y})$ is a pair primal-dual stationary solution of problem (1.1).

Next we prove $O(1/\epsilon^2)$ iteration complexity. It follows that for $t > 0$, we have $\phi^t \geq \underline{f}$. Then, $\sum_{s=0}^{t-1}(\phi^s - \phi^{s+1}) = \phi^0 - \phi^t \leq \phi^0 - \underline{f}$. Hence, there exists an $s \in \{0, \cdots, t - 1\}$ such that

\[ \phi^s - \phi^{s+1} \leq (\phi^0 - \underline{f})/t. \]
Let \( C = (\phi^0 - f) \cdot \max \{8c, 2/\alpha, 6/\beta/p \} \), then it follows from Lemma 9 and (3.13) that

\[
\|x^* - x^{s+1}\|^2 < C/t, \quad \|Ax(y^{s+1}, z^*) - b\|^2 < C/t, \quad \|x^{s+1} - z^*\|^2 < C/t.
\]

According to Algorithm 2.1, we have

\[
x^{s+1} = \arg\min_x \left\{ \langle \nabla_x K(x^*, z^*; y^{s+1}), x - x^* \rangle + \frac{1}{C} \|x - x^*\|^2 + \iota(x) \right\}.
\]

The corresponding optimality condition is given by \( 0 \in \nabla_x K(x^*, z^*; y^{s+1}) + \frac{2}{C} (x^{s+1} - x^*) + \partial \iota(x^{s+1}) \). Defining \( v = \nabla_x K(x^{s+1}, z^*; y^{s+1}) - \nabla_x K(x^*, z^*; y^{s+1}) - \frac{2}{C} (x^{s+1} - x^*) - \gamma A^T (Ax^{s+1} - b) - p(x^{s+1} - z^*) \), we can rewrite the optimality condition as

\[
v \in \nabla_x K(x^{s+1}, z^*; y^{s+1}) - \gamma A^T (Ax^{s+1} - b) - p(x^{s+1} - z^*) + \partial \iota(x^{s+1}).
\]

Recalling the definition of \( K(x, z; y) \) in (2.1), we have

\[
\nabla_x K(x^{s+1}, z^*; y^{s+1}) = \nabla f(x^{s+1}) + A^T y^{s+1} + \gamma A^T (Ax^{s+1} - b) + p(x^{s+1} - z^*).
\]

Therefore, the optimality condition can be further simplified as

\[
v \in \nabla f(x^{s+1}) + A^T y^{s+1} + \partial \iota(x^{s+1}).
\]

We now proceed to estimate the size of \( v \). By using the triangle inequality and then using the inequalities (3.8) and (3.14), we have

\[
\|Ax^{s+1} - b\| \leq \|Ax(y^{s+1}, z^*) - b\| + \|A(x^{s+1} - x(y^{s+1}, z^*))\|
\]

\[
\leq \frac{\sqrt{C}}{\sqrt{t}} + \sigma_{\text{max}}(A) \frac{1}{\sigma_2} \sqrt{C}
\]

\[
= \frac{\sqrt{B_1 C}}{\sqrt{t}}
\]

where \( B_1 = \left(1 + \sigma_{\text{max}}(A) \frac{1}{\sigma_2} \right)^2 > 0 \). For \((x^*, z^*; y^{s+1})\), we have

\[
\nabla_x K(x^*, z^*; y^{s+1}) = \nabla f(x^*) + A^T y^{s+1} + \gamma A^T (Ax^* - b) + p(x^* - z^*).
\]

Combining it with (3.15) leads

\[
\nabla_x K(x^{s+1}, z^*; y^{s+1}) - \nabla_x K(x^*, z^*; y^{s+1}) = \nabla f(x^{s+1}) - \nabla f(x^*)
\]

\[
+ (\gamma A^T A + pI)(x^{s+1} - x^*).
\]

This further implies

\[
\|\nabla_x K(x^{s+1}, z^*; y^{s+1}) - \nabla_x K(x^*, z^*; y^{s+1}) - \frac{2}{C} (x^{s+1} - x^*)\|
\]

\[
\leq (L_f + p + \gamma \sigma_{\text{max}}(A) + 2/c) \|x^{s+1} - x^*\|
\]

where the Lipschitz continuity of \( \nabla f(x) \) is used. Then we have

\[
\|v\| \leq (L_f + p + \gamma \sigma_{\text{max}}(A) + 2/c) \|x^* - x^{s+1}\| + \gamma \|Ax^{s+1} - b\| + p\|x^{s+1} - z^*\|
\]

\[
\leq (L_f + p + \gamma \sigma_{\text{max}}(A) + 2/c) \frac{\sqrt{C}}{\sqrt{t}} + \gamma \sigma_{\text{max}}(A) \frac{\sqrt{B_1 C}}{\sqrt{t}} + p \frac{\sqrt{C}}{\sqrt{t}}
\]

\[
\leq \sqrt{B_2 C}/\sqrt{t},
\]

(3.18)
where the second inequality follows from inequalities (3.14) and (3.17), and
\[
B_2 = ((L_f + p + \gamma \sigma_{\max}(A)^2 + 2/c) + \gamma \sigma_{\max}(A)\sqrt{B_1} + p)^2 > 0.
\]
Denote \( B = C \max\{B_1, B_2\} \), then (3.17) and (3.18) implies \((x^{s+1}, y^{s+1})\) is a \( \sqrt{B}/\sqrt{I} \)-stationary solution which completes the proof.

4. Proof of Weak Dual Error Bound (Lemma 7). In this section, we first show that if \( \|Ax(z) - b\| \) is small then the dual variable \( y \in y^0 + \text{Range}(A) \) is always bounded. This together with strong convexity of \( K(\cdot, y, z) \) and Lipschitz continuity of \( \nabla K(\cdot, y, z) \) leads the weak dual error bound in Lemma 7.

**Lemma 10.** Let \( \Delta \) be the constant in Proposition 1, then for any \( z \in \mathcal{X} \) and \( y \in y^0 + \text{Range}(A) \), there exists a constant \( U > 0 \) such that if \( \|Ax(z) - b\| \leq \frac{\Delta}{2} \), we have \( \|y\| < U \), where \( U = \|y^0\| + 4U_0/\Delta \) with \( U_0 = \max_{x,z \in \mathcal{X}} |K(x, z; y^0)| \).

**Proof.** Let \( \tilde{y} \in \text{Range}(A) \), we have
\[
\tilde{y}^T(Ax(z) - b) \geq -\|\tilde{y}\| \cdot \|Ax(z) - b\| \geq -\|\tilde{y}\|\Delta/2,
\]
where (i) is due to the Cauchy-Schwarz inequality and (ii) is because \( \|Ax(z) - b\| < \Delta/2 \). By the definition of \( \Delta \) in Proposition 1, we have that for any \( r \in \text{Range}(A) \) with \( \|r\| \leq \Delta \), there exists some \( x \in \mathcal{X} \) satisfying \( Ax - b = r \). Since \( \tilde{y} \in \text{Range}(A) \), then we have some \( \hat{x} \in \mathcal{X} \) satisfying \( A\hat{x} - b = -\Delta \tilde{y}/\|\tilde{y}\| \). Denote \( U_0 = \max_{x,z \in \mathcal{X}} |K(x, z; y^0)| \), by the definition of \( x(y, z) \), we have
\[
0 \leq K(\hat{x}, z; y) - K(x(y, z), z; y) \\
\overset{(i)}{=} (K(\hat{x}, z; y^0) + \tilde{y}^T(A\hat{x} - b)) - (K(x(y, z), z; y^0) + \tilde{y}^T(Ax(y, z) - b)) \\
\overset{(ii)}{\leq} 2U_0 + \tilde{y}^T(A\hat{x} - b) - \tilde{y}^T(Ax(y, z) - b) \\
\overset{(iii)}{\leq} 2U_0 - \|\tilde{y}\|\Delta/2,
\]
where (i) is due to the definition of \( K(\cdot) \), (ii) is by the definition of \( U_0 \), and (iii) is because \( A\hat{x} - b = -\Delta \tilde{y}/\|\tilde{y}\| \) and (4.1). Hence, we have \( \|\tilde{y}\| \leq 4U_0/\Delta \). Finally, by the triangular inequality, we further have \( \|y\| \leq \|y^0\| + 4U_0/\Delta \). Setting \( U = \|y^0\| + 4U_0/\Delta \) completes the proof.

Next, recall the set \( \mathcal{Y}^*(z) \subseteq \mathbb{R}^m \) which represents the solution set of dual variable \( y \) of the KKT conditions (3.3). Then we have the following lemma.

**Lemma 11.** For any \( z \in \mathcal{X} \), there exists at least one \( y(z) \in \mathcal{Y}^*(z) \) such that \( y(z) \in y^0 + \text{Range}(A) \).

**Proof.** For any \( y(z) \in \mathcal{Y}^*(z) \) with \( z \in \mathcal{X} \), we can decompose it as \( y(z) = y_N(z) + y_R(z) \), where \( y_N(z) \in \text{Null}(A) \) and \( y_R(z) \in \text{Range}(A) \). Similarly, the vector \( y^0 \) can be decomposed as \( y^0 = y^0_N + y^0_R \) with \( y^0_N \in \text{Null}(A) \) and \( y^0_R \in \text{Range}(A) \). Define \( y'(z) = y^0 + y_R(z) \), then by the definition of \( \mathcal{Y}^*(z) \) (c.f. (3.3)), we have \( y'(z) \in \mathcal{Y}^*(z) \). Since \( y'(z) - y^0 = y_R(z) \in \text{Range}(A) \), we have \( y'(z) \in y^0 + \text{Range}(A) \).

Therefore, combining this lemma with Lemma 10, we have \( \|y(z)\| \leq U \) (by Lemma 10) which can be used to prove Lemma 7.

**Proof of Lemma 7:** Let \( y \in y^0 + \text{Range}(A) \) and \( y(z) \in \mathcal{Y}^*(z) \) satisfying \( y(z) \in \mathcal{X} \). Then we have
that if \( \max \delta \) prove it by contradiction. Suppose the contrary, then there exists an \( x \) residuals are small, by Lemma 1.2, we have
\[
\text{Lemma 10 and compactness of } X
\]
\( \forall i \in X \) have limit points \( \bar{x} \). Setting \( \sigma_w = 2U\zeta \) completes the proof.

5. Proof of Strong Dual Error Bound (Lemma 8). In this section, we first give some technical lemmas, which state basic properties of \( x(y, z) \) and \( x(z) \) near the solution set \( X^* \). Then, based on these properties we introduce a perturbation bound which can be used to prove Lemma 8.

5.1. Technical Lemmas.

**Lemma 12.** \( x(y, z) \) is continuous in \((y, z)\) and \( x(z) \) is continuous in \( z \).

**Proof.** This lemma is a direct corollary of (3.9), (3.10), and (3.11) in Lemma 5. □

**Lemma 13.** The solution set \( X^* \) is closed and hence is compact.

**Proof.** Suppose \( \{x^i\} \subseteq X^* \) is a sequence converging to \( \bar{x} \in X \). We prove that \( \bar{x} \in X^* \) and \( A\bar{x} = b \). Let \( \bar{z}^i = x^i \in X^* \), then by Lemma 1.1 we have \( x(z^i) = z^i \in X^* \). Without loss of generality, suppose \( z^i \rightarrow \bar{z} \), Lemma 12 implies \( x(\bar{z}) = \bar{z}. \) Therefore, according to Lemma 1.4, we have \( \bar{x} \in X^* \). Let \( \bar{y}^i \) \( \bar{z}^i \) be convergent to \( \bar{y} \) and \( \bar{z} \), respectively. Therefore, \( \bar{y}^i \in Y(\bar{z}^i) \cap (y^0 + \text{Range}(A)) \), then by Lemma 1.2, we have \( Ax(\bar{y}^i, \bar{z}^i) - b = 0 \). This together with Lemma 1.3 implies \( x(\bar{y}^i, \bar{z}^i) = x(z^i) \). By Lemma 10, \( \{\bar{y}^i\} \) is bounded and therefore both \( \{\bar{y}^i\} \) and \( \{\bar{z}^i\} \) have limit points \( \bar{y} \) and \( \bar{z} \) respectively. Further, since \( \bar{z}^i = x^i \), we have \( \bar{z}^i = x(z^i) = x^i = x(\bar{y}^i, \bar{z}^i) \). This completes the proof. □

Based on Lemma 12 and Lemma 13, we can show that when the optimization residuals are small, \( x(y, z) \) and \( x(z) \) are close to the solution set \( X^* \).

**Lemma 14.** For any \( \epsilon > 0 \), there exists a constant \( \delta(\epsilon) > 0 \) (depending on \( \epsilon \)) such that if \( \max \|Ax(y, z) - b\|, \|z - x(z)\| \leq \delta(\epsilon) \) for \( y \in y^0 + \text{Range}(A) \) and \( z \in X \), we have
\[
\max \{\text{dist}(x(y, z), X^*), \text{dist}(x(z), X^*)\} \leq \epsilon.
\]

**Proof.** We only prove the claim for \( x(y, z) \) and the proof for \( x(z) \) is similar. We prove it by contradiction. Suppose the contrary, then there exists an \( \epsilon > 0 \), a sequence \( \delta^i \rightarrow 0 \), \( \{\bar{y}^i\} \subseteq y^0 + \text{Range}(A) \) and \( \bar{z}^i \in X \) such that
\[
\max \|Ax(\bar{y}^i, \bar{z}^i) - b\|, \|\bar{z}^i - x(\bar{z}^i)\| \leq \delta^i,
\]
but \( \text{dist}(x(\bar{y}^i, \bar{z}^i), X^*) > \epsilon \). Without loss of generality, we can assume \( \delta^i < \Delta/2 \). By Lemma 10 and compactness of \( X \), both sequences \( \bar{y}^i \) and \( \bar{z}^i \) are bounded. Hence,
there exist limit points of \{\hat{g}^i\} and \{\hat{z}^i\} respectively. Passing to a sub-sequence if necessary, we can assume that \(\hat{g}^i \to \hat{g}, \hat{z}^i \to \hat{z}\). By the continuity of \(x(y,z)\) proved in Lemma 12, we have
\[
x(\hat{g}^i, \hat{z}^i) \to x(\hat{g}, \hat{z}), \quad x(\hat{z}^i) \to x(\hat{z}).
\]
Hence, we have \(Ax(\hat{g}, \hat{z}) - b = 0\) and \(\hat{z} = x(\hat{z})\). According to Lemma 1 and Lemma 13, we immediately have \(x(\hat{g}, \hat{z}) = x(\hat{z}) \in X^*\), which is a contradiction for
\[
dist(x(\hat{g}^i, \hat{z}^i), X^*) > \epsilon.
\]
The bound \(\text{dist}(x(z), X^*) \leq \epsilon\) can be proved similarly.
\[\square\]

5.2. A Perturbation Error Bound. To prove Lemma 8, we reduce the dual error bound to an equivalent perturbation bound. We perturb \(Ax = b\) in auxiliary problem (3.1b) as \(Ax - b = r\) with \(||r|| \leq \Delta\) and \(r \in \text{Range}(A)\). The solution of such perturbed problem is denoted as \(\hat{x}(r, z)\) \((p > L_f)\):
\[
(5.1) \quad \hat{x}(r, z) = \arg \min_{x \in X, Ax - b = r} f(x) + \frac{\gamma}{2}||Ax - b||^2 + \frac{p}{2}||x - z||^2.
\]
By Proposition 1, the Slater condition holds for problem (5.1) with \(||r|| \leq \Delta\) and \(r \in \text{Range}(A)\). Hence, the KKT conditions hold for \(\hat{x}(r, z)\):
\[
\nabla_x f(\hat{x}(r, z)) + ATy + \gamma AT(A\hat{x}(r, z) - b) + p(\hat{x}(r, z) - z) + J^T(\hat{x}(r, z)) = 0,
\]
\[
A\hat{x}(r, z) - b = r,
\]
\[
\mu_i \geq 0, \ i \in [m + 1 : m + \ell],
\]
\[
h_i(\hat{x}(r, z)) \leq 0, \ i \in [m + 1 : m + \ell],
\]
\[
\mu_i h_i(\hat{x}(r, z)) = 0, \ i \in [m + 1 : m + \ell].
\]
It is easy to see \(\hat{x}(r, z)\) enjoys the following relation with \(x(y, z)\) and \(x(z)\).
\[\text{Lemma 15. For any } y, z, \text{ and } r = Ax(y, z) - b \text{ with } ||r|| \leq \Delta, \text{ we have } \hat{x}(r, z) = x(y, z) \text{ and } \hat{x}(0, z) = x(z).\]
\[\text{Proof. Equality } r = Ax(y, z) - b \text{ together with KKT conditions for } x(y, z) \text{ in (3.2) have the same form as KKT conditions for } \hat{x}(r, z) \text{ in (5.2), except } x(y, z) \text{ is replaced by } \hat{x}(r, z). \text{ This implies } \hat{x}(r, z) = x(y, z). \text{ Similarly, KKT conditions for } \hat{x}(0, z) \text{ in (5.2) have the same form as KKT conditions for } x(z) \text{ in (3.3), except } \hat{x}(0, z) \text{ is replaced by } x(z). \text{ This implies } \hat{x}(0, z) = x(z).\]

Lemma 15 implies the difference between \(x(y, z)\) and \(x(z)\) can be reduced to \(\hat{x}(r, z) - \hat{x}(0, z)\). It motivates us to bound the perturbation error term \(||\hat{x}(r, z) - \hat{x}(0, z)||\) instead of the dual error \(||x(y, z) - x(z)||||\). In fact, based on Lemma 14, we can bound this perturbation error by the residual \(r\) as given in the following lemma.
\[\text{Lemma 16. Let } \epsilon_0 > 0 \text{ and } \Omega \text{ be a collection of } (r, z) \text{ defined as}
\]
\[
\Omega = \{(r, z) | r \in \text{Range}(A), \ z \in X, \ \max\{||r||, ||z - x(z)||\} \leq \delta(\epsilon_0), ||r|| \leq \Delta\}.
\]
\[\text{Then there exists a constant } \sigma > 0, \text{ such that for any } y \in y^0 + \text{range}(A), \ z \in X, \text{ and } r = Ax(y, z) - b \text{ with } (r, z) \in \Omega, \text{ we have}
\]
\[
\|\hat{x}(r, z) - \hat{x}(0, z)\| \leq \sigma_\Delta ||r||.
\]
The detailed proof of Lemma 16 is presented in Appendix C. Note that this dual error bound (5.3) is similar to Assumption 5 in [44], i.e., \(\|\tilde{x}(r, z) - \hat{x}(r', z')\| \leq \tilde{M}\|r-r'\|\), where \(\tilde{M} > 0\) is assumed to be smaller than the smallest nonzero eigenvalue of \(A^TA\). This assumption is stronger than the claim in Lemma 16. Based on CRCQ assumption (Assumption 2), we will prove the existence of \(\sigma_s\) and our convergence analysis does not need \(\sigma_s\) being smaller than a certain threshold. This is the benefit of our potential function. Lemma 16 implies that for \(z\) in some neighbourhood of the solution set, the dual error bound (5.3) holds uniformly, i.e., it holds for any \(z\) satisfying \(\|x(z) - \tilde{x}\| \leq \delta(\epsilon_0)\). In the literature, this kind of dual error bound is established under CRCQ assumption for a fixed objective function [35]. Specializing to our setting, existing result [35] implies the dual error bound (5.3) holds for any \(r\) satisfying \(\|r\| \leq \delta_z\), where \(\delta_z\) is a constant depending on \(z\). However, this \(\delta_z\) may not have a uniform positive lower bound for \(z\) in a neighbourhood of the solution set. Therefore, the existing result [35] can not be directly applied to our setting since the objective function is also perturbed. Instead, by introducing the notion of basic set (Definition C.1), we develop a decomposition technique (Proposition 2) to prove Lemma 16 and details are presented in Appendix C.

**Proof of Lemma 8**: Let \(\epsilon_0 > 0\) and \(\delta > 0\) be a constant satisfying

\[
(1 + \sigma_{\text{max}}(A)/\sigma_1)\delta < \min\{\delta(\epsilon_0), \Delta/2\}, \quad (1 + 1/\sigma_1)\delta + \sqrt{\sigma_u(1 + \sigma_{\text{max}}(A)/\sigma_1)\delta} < \delta(\epsilon_0).
\]

Suppose \(\max\{\|x^t - x^{t+1}\|, \|Ax(y^{t+1}, z^t) - b\|, \|z^t - x^{t+1}\|\} < \delta\) and denote \(\tilde{r}^t = Ax(y^{t+1}, z^t) - b\), we show below that \((\tilde{r}^t, z^t) \in \Omega\).

First, we have

\[
\|Ax(y^{t+1}, z^t) - b\| \leq \|Ax^{t+1} - b\| + \|Ax(y^{t+1} - x(y^{t+1}, z^t))\| \\
\leq \delta + \sigma_{\text{max}}(A)\|x^{t+1} - x(y^{t+1}, z^t)\| \\
\leq \delta + \sigma_{\text{max}}(A)/\sigma_1 \\
\leq \min\{\delta(\epsilon_0), \Delta/2\},
\]

where (i) is due to (3.7). Next, we have

\[
\|z^t - x(z^t)\| \leq \|z^t - x^{t+1}\| + \|x^{t+1} - x(y^{t+1}, z^t)\| + \|x(y^{t+1}, z^t) - x(z^t)\| \\
\leq \delta + \delta/\sigma_1 + \sqrt{\sigma_u\|Ax(y^{t+1}, z^t) - b\|} \\
\leq \delta + \delta/\sigma_1 + \sqrt{\sigma_u(\delta + \delta\sigma_{\text{max}}(A)/\sigma_1)} \\
\leq \delta(\epsilon_0),
\]

where (i) is because of the primal error bound (3.7) and the weak dual error bound in Lemma 7 and (ii) is due to (5.4). Therefore, by (5.4) and (5.5), we have \((\tilde{r}^t, z^t) \in \Omega\). Then by Lemma 15, we have \(x(y^{t+1}, z^t) - x(z^t) = \tilde{x}(\tilde{r}^t, z^t) - \hat{x}(0, z^t)\). Therefore, by Lemma 16, we have

\[
\|x(y^{t+1}, z^t) - x(z^t)\| = \|\tilde{x}(\tilde{r}^t, z^t) - \hat{x}(0, z^t)\| \\
\leq \sigma_s\|\tilde{r}^t\| \\
= \sigma_s\|Ax(y^{t+1}, z^t) - b\|.
\]

This completes the proof.
6. Convergence of Smoothed Proximal ADMM. This section extends Algorithm 2.1 to the multi-block case. Let \( f(x_1, x_2, \cdots, x_N) \) be a smooth (possibly nonconvex) function with \( L_f \)-Lipschitz-continuous gradient. Then, the multi-block optimization problem considered is:

\[
\begin{align*}
\text{minimize} & \quad f(x_1, x_2, \cdots, x_N) \\
\text{subject to} & \quad \sum_{i=1}^{N} A_i x_i = b, \ x_i \in X_i,
\end{align*}
\]

where \( X_i \) is a compact convex set, \( A_i \in \mathbb{R}^{m \times n_i} \), \( x_i \in X_i \subseteq \mathbb{R}^{n_i} \), \( i \in [N] \), and \( x = (x_1, x_2, \cdots, x_N) \in \mathbb{R}^n \).

Convergence of ADMM for problem (6.1) in general can not be guaranteed. Similar to smoothed Prox-ALM, we use the same smoothing technique and propose a smoothed proximal ADMM which updates the primal variables in an inexact block coordinate descent way. Denote \( x^t(i) = (x_1^{t+1}, x_2^{t+1}, \cdots, x_{i-1}^{t+1}, x_i^t, x_{i+1}^{t+1}, \cdots, x_N^t) \) and \( \mathcal{P}_{X_i}() \) as the projection to the set \( X_i \), then the proposed algorithm is given below.

**Algorithm 6.1** Smoothed Proximal ADMM

Let \( \alpha > 0, 0 < \beta \leq 1, \) and \( c > 0; \)

Initialize \( x^0 \in \mathcal{X}, \ z^0 \in \mathcal{X}, \ y^0 \in \mathbb{R}^m; \)

for \( t = 0, 1, 2, \cdots \), do

\[
y^{t+1} = y^t + \alpha (Ax^t - b);
\]

for \( i = 1, 2, \cdots, N \) do

\[
x_i^{t+1} = \mathcal{P}_{X_i}(x_i^t - c\nabla x_i K(x^t(i), z^t; y^{t+1}));
\]

end for

\[
z^{t+1} = z^t + \beta (x^{t+1} - z^t).
\]

end for

Similar to the one-block case, we have the following convergence result for Algorithm 6.1.

**THEOREM 2.** Consider solving problem (6.1) by Algorithm 6.1 and suppose Assumption 1 and Assumption 2 hold. Let us choose \( p, \gamma, c, \alpha \) satisfying

\[
p \geq 3L_f, \quad \gamma \geq 0, \quad c < 1/(L_f + \gamma \sigma_{\max}(A) + p), \quad \alpha < \frac{c(p - L_f)^2}{4\sigma_{\max}(A)}.
\]

Then, there exists \( \beta' > 0 \) such that for \( \beta < \beta' \), the following results hold:

1. Every limit point of \( \{x^t, y^t\} \) generated by Algorithm 6.1 is a KKT point of problem (6.1);
2. An \( \epsilon \)-stationary solution can be obtained by Algorithm 6.1 within \( O(1/\epsilon^2) \) iterations.

The proof of Theorem 2 mostly follows the same line as that in the one-block case. The only differences are the primal descent inequality (3.4) in Lemma 2 and the two primal error bounds ((3.7) and (3.8)) in Lemma 5. Therefore, we only need to prove them for the multi-block case. For the primal error bounds (3.7) and (3.8), we only give the proof of the first one and the other one can be proved using the same techniques.
LEMMA 17. For any $t \geq 0$, there exists a constant $\bar{\sigma}_1$, such that
$$\|x^t - x^{t+1}\| \geq \bar{\sigma}_1 \|x^t - x(y^{t+1}, z^t)\|.$$

Proof. Since this lemma is not related to the update of $y, z$, for notation simplicity, we denote $K(x) = K(x, z^t; y^{t+1})$. The proof consists of two parts. First we regard the block coordinate gradient descent scheme in the primal step as a type of approximate gradient projection algorithm, $x^{t+1} = P_X(x^t - c\nabla K(x^t) + \mathcal{E}(t))$, where $\mathcal{E}(t)$ satisfies
$$\|\mathcal{E}(t)\| < \eta \|x^t - x^{t+1}\|$$
for some positive constant $\eta > 0$. Then, we prove this approximate gradient projection algorithm also has the primal error bound.

For the first part we have
$$x_{j+1}^t = P_{X_j}(x_j^t - c\nabla x_j K(x^t(j)))$$
$$= P_{X_j}(x_j^t - c\nabla x_j K(x^t) + c(\nabla x_j K(x^t(j)) - \nabla x_j K(x^t)))$$
$$= P_{X_j}(x^t - c\nabla x_j K(x^t) + \mathcal{E}_j(t)),$$
where $\mathcal{E}_j(t) = c(\nabla x_j K(x^t(j)) - \nabla x_j K(x^t))$. Due to the Lipschitz continuity of the partial gradient of $K$, we have
$$\|\mathcal{E}_j(t)\| \leq c(L + \rho \sigma_{\text{max}}^2(A))\|x^t(j) - x^t\|$$
$$\leq c(L + \rho \sigma_{\text{max}}^2(A)) \sum_{i=1}^{j-1} \|x_i^{t+1} - x_i^t\|^2$$
(6.3)
$$\leq c(L + \rho \sigma_{\text{max}}^2(A)) \sum_{i=1}^{j-1} \|x_i^t - x_i^{t+1}\|,$$
where the last inequality is by squaring both sides of the inequality. Since
$$\sum_{i=1}^{j-1} \|x_i^t - x_i^{t+1}\| \leq \sum_{i=1}^N \|x_i^t - x_i^{t+1}\|,$$
we have
$$\|\mathcal{E}(t)\| = \|\mathcal{E}_1(t), \mathcal{E}_2(t), \ldots, \mathcal{E}_N(t)\|$$
$$\leq c(L + \rho \sigma_{\text{max}}^2(A))N \sum_{i=1}^N \|x_i^t - x_i^{t+1}\|$$
$$\leq c(L + \rho \sigma_{\text{max}}^2(A))N^2 \|x^t - x^{t+1}\|,$$
where the last inequality is due to Cauchy-Schwartz inequality. This finishes the proof of (6.2) with $\eta = c(L_f + \rho \sigma_{\text{max}}^2(A))N^{3/2}$. For the second part, we have
$$\|x^t - x^{t+1}\| = \|x^t - P_X(x^t - c\nabla K(x^t) + \mathcal{E}(t))\|$$
$$(i) \geq \|x^t - P_X(x^t - c\nabla K(x^t))\| - \|P_X(x^t - c\nabla K(x^t)) - P_X(x^t - c\nabla K(x^t) + \mathcal{E}(t))\|$$
$$(ii) \geq \sigma_1 \|x^t - x(y^{t+1}, z^t)\| - \|P_X(x^t - c\nabla K(x^t)) - P_X(x^t - c\nabla K(x^t) + \mathcal{E}(t))\|$$
$$(iii) \geq \sigma_1 \|x^t - x(y^{t+1}, z^t)\| - \|\mathcal{E}(t)\|$$
$$(iv) \geq \sigma_1 \|x^t - x(y^{t+1}, z^t)\| - \eta \|x^t - x^{t+1}\|,$$
where (i) is because of the triangular inequality, (ii) is due to the error bound (3.7) in Lemma 5, (iii) is due to the nonexpansiveness of the projection operator and (iv) is because of (6.2). Setting $\bar{\sigma}_1 = \sigma_1/(1 + \eta)$ completes the proof.

Next we establish a simple lemma to ensure that the primal descent inequality (3.4) in Lemma 2 holds for the multi-block case. Since only the primal update is different, we just need to prove the following primal descent also holds in the multi-block case.

**Lemma 18.** For any $t \geq 0$, we have

$$K(x^t, z^t; y^{t+1}) - K(x^{t+1}, z^{t+1}) \geq \frac{1}{2c} \|x^t - x^{t+1}\|^2.$$  

**Proof.** By Assumption 1.3, the partial gradient of $K$ with respect to any block is at least $c^{-1}$-Lipschitz continuous, so we have

$$K(x^t(j), z^t; y^{t+1}) - K(x^t(j + 1), z^t; y^{t+1}) \geq \frac{1}{2c} \|x^t_j - x^{t+1}_j\|^2,$$

for all $1 \leq j \leq k$.

Here $x^t(0) = x^t$. Summing this from 0 to $k - 1$ and using the fact that $\sum_{j=1}^k \|x^t_j - x^{t+1}_j\|^2 = \|x^t - x^{t+1}\|^2$ yields the desired result. $\square$

### 7. Numerical Results

Convergence behavior of the proposed smoothed proximal ALM (SProx-ALM for short) for a class of nonconvex quadratic programming (QP) problems, i.e., nonconvex quadratic loss function with linear constraints and a convex $\ell_2$-norm constraint, is presented in this section. In particular, the considered QP problems take the following form:

$$\min_x \frac{1}{2} x^T Q x + r^T x \quad \text{s.t.} \ Ax = b, \|x\| \leq c,$$

where $Q \in \mathbb{R}^{n \times n}$ is a symmetric matrix (possibly not positive semi-definite), $r \in \mathbb{R}^n$, $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^n$, and $c > 0$ is a positive constant. Different choices of problem size $n$ are considered, i.e., $n = 50, 100, 200$, and $m$ is fixed to be $m = 20$. Matrix $Q$ is generated as $Q = (Q + Q^T)/2$, where each entry of $Q$ is sampled from standard Gaussian distribution. Each entry of $r$ and $A$ is also sampled from standard Gaussian distribution and $c$ is sampled from uniform distribution over region $[1, 10]$. To ensure feasibility of the generated problem instance, $b$ is generated as $b = A\bar{x}$, where $\bar{x}$ is sampled from standard Gaussian distribution with $\|\bar{x}\| \leq c$.

The stationary gap of a primal-dual pair $(x, y)$ is defined as

$$\text{Stationary Gap} = \|v\| + \|Ax - b\|,$$

where $v \in \nabla f(x) + A^T y + \mathcal{N}(x)$ and $\mathcal{N}(x)$ is the normal cone of the set $\|x\| \leq c$, defined as

$$\mathcal{N}(x) = \{u \in \mathbb{R}^n \mid \langle u, x' - x \rangle \leq 0, \|x'\| \leq c\} = \begin{cases} 0, & \|x\| < c, \\ \tau x, & \|x\| = c \ (\tau \geq 0). \end{cases}$$

The stationary gap is evaluated by specifying $\tau$ such that $\|v\|$ takes the minimal value. According to Theorem 1, parameters in SProx-ALM are set as:

$$p = 3\sigma_{\max}(Q), \ \gamma = \frac{10\sigma_{\max}(Q)}{\sigma_{\max}(A)^2}, \ c = \frac{1}{2(4\sigma_{\max}(Q) + \gamma\sigma_{\max}(A)^2)}, \ \alpha = \frac{c\sigma_{\max}(Q)^2}{\sigma_{\max}(A)^2}.$$
and different $\beta$ are considered, i.e., $\beta = 0.05, 0.2, 0.5$. The convergence curves of SProx-ALM for different problem size $n$ are compared in Fig. Figure 1, where curves correspond to the median value over 20 independent trials. Fig. Figure 1 shows that increasing $\beta$ improves convergence speed empirically.

![Fig. 1. Convergence curves of SProx-ALM with different $\beta$.](image)

Next, SProx-ALM ($\beta = 0.2$) is compared with two representative algorithms for solving nonconvex QP problem (7.1) with $m = 20$. One is the perturbed proximal primal-dual algorithm (PProx-PDA) in [9] and the other one is the quadratic penalty accelerated inexact proximal point method (QP-AIPP) in [17]. For PProx-PDA, algorithm parameters (c.f. [9, Eq. (33) in Page 219]) are set as:

$$\tau = 0.5, \ c = \frac{1}{\tau} - 1 = 1, \ \beta = 1.01(3 + 4c)\sigma_{\text{max}}(Q), \ \rho = \beta, \ \gamma = \tau/(10^3 \rho).$$

The coefficient matrix $B^T B$ in PProx-PDA is specified as $B^T B = \sigma I - A^T A$, where $\sigma = 1.01\sigma_{\text{max}}(A^T A)$. This makes the primal subproblem in PProx-PDA become a projection problem which admits a closed-form solution. As for QP-AIPP, its algorithm parameters (c.f. [17, QP-AIPP method in Page 2585]) are set as:

$$\sigma = 0.3, \ m_f = \sigma_{\text{min}}(Q), \ L_f = \sigma_{\text{max}}(Q), \ \hat{\rho} = \hat{\eta} = 10^{-4}, \ \hat{c} = 1.$$

The convergence curves for different problem size $n = 50, 100, 200$ are compared in Fig. Figure 2. One iteration of both SProx-ALM and PProx-PDA corresponds to one step of primal dual update and one iteration of QP-AIPP refers to one step of AIPP update. Fig. Figure 2 shows that SProx-ALM enjoys faster convergence than the other two baseline algorithms.

![Fig. 2. Convergence curves of SProx-ALM, PProx-PDA, and QP-AIPP.](image)
Appendix A. Proof of Lemma 6.

Proof. Combining Lemma 2, Lemma 3, and Lemma 4, we have

\[
\phi^t - \phi^{t+1} \\
\geq \left( \frac{1}{2c} ||x^{t+1} - x^t||^2 - \alpha ||Ax^t - b||^2 + \frac{p}{2\beta} ||z^t - z^{t+1}||^2 \right) \\
+ 2 \left( \alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b) + p(z^{t+1} - z^t)^T (z^{t+1} + z^t - 2x(y^{t+1}, z^{t+1})) \right) \\
+ 2 \left( p(z^{t+1} - z^t)^T (x(z^t) - z^t) - \frac{p}{\sigma_4} ||z^{t+1} - z^t||^2 \right) \\
= \left( \frac{1}{2c} ||x^{t+1} - x^t||^2 - \alpha ||Ax^t - b||^2 + \frac{p}{2\beta} ||z^t - z^{t+1}||^2 \right) \\
+ 2\alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b) - \frac{p}{\sigma_4} ||z^t - z^{t+1}||^2 \\
+ p(z^{t+1} - z^t)^T ((z^{t+1} - z^t) - 2(x(y^{t+1}, z^{t+1}) - x(z^t))) \\
= \left( \frac{1}{2c} ||x^{t+1} - x^t||^2 - \alpha ||Ax^t - b||^2 + \frac{p}{2\beta} ||z^t - z^{t+1}||^2 \right) \\
+ 2\alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b) - \frac{p}{\sigma_4} ||z^t - z^{t+1}||^2 \\
+ p(z^{t+1} - z^t)^T (2(x(y^{t+1}, z^t) - x(z^t)))
\]

Let $\zeta$ be an arbitrary positive scalar, and by the fact that 

\[
\| (z^{t+1} - z^t) / \sqrt{\zeta} + \sqrt{\zeta} (x(y^{t+1}, z^t) - x(z^t)) \|^2 \geq 0,
\]

we have 

\[
2(z^{t+1} - z^t)^T (x(y^{t+1}, z^t) - x(z^t)) \geq -\|z^t - z^{t+1}\|^2 / \zeta - \zeta \|x(y^{t+1}, z^t) - x(z^t)\|^2.
\]

Using Cauchy-Schwarz inequality and the primal error bound (3.11), we have 

\[
-2(z^{t+1} - z^t)^T (x(y^{t+1}, z^{t+1}) - x(y^{t+1}, z^t)) \geq -\|z^t - z^{t+1}\| \|x(y^{t+1}, z^{t+1}) - x(y^{t+1}, z^t)\| \\
\geq -\frac{1}{\sigma_4} \|z^t - z^{t+1}\|^2.
\]

Substituting these two inequalities into (A.1), we have 

\[
\phi^t - \phi^{t+1} \\
\geq \frac{1}{2c} ||x^{t+1} - x^t||^2 - \alpha ||Ax^t - b||^2 - 2\alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b) + \alpha ||Ax(y^{t+1}, z^t) - b||^2 \\
+ \alpha ||Ax(y^{t+1}, z^t) - b||^2 + \left( \frac{p}{2\beta} + \frac{p}{\sigma_4} - \frac{p}{\zeta} \right) \|z^t - z^{t+1}\|^2 - p\zeta \|x(y^{t+1}, z^t) - x(z^t)\|^2.
\]
By completing the square, we further obtain

\[\phi^t - \phi^{t+1} \geq \frac{1}{2c} \|x^t - x^t\|^2 - \alpha \|A(x(y^{t+1}, z^t) - x^t)|^2 + \alpha \|Ax(y^{t+1}, z^t) - b\|^2 \]

\[+ \left(\frac{p}{2\beta} + p - \frac{2p}{\sigma_4} - \frac{p}{c}\right) \|z^t - z^{t+1}\|^2 - p\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[\geq \left(\frac{1}{2c} - \frac{\alpha \sigma_2^2(A)}{\epsilon^2(p - L_f)^2}\right) \|x^t - x^{t+1}\|^2 + \alpha \|Ax(y^{t+1}, z^t) - b\|^2 \]

\[+ \left(\frac{p}{2\beta} + p - \frac{2p}{\sigma_4} - \frac{p}{c}\right) \|z^t - z^{t+1}\|^2 - p\|x(y^{t+1}, z^t) - x(z^t)\|^2, \]

(A.2)

where the second inequality is due to the primal error bound (3.7) in Lemma 5. Next, we use conditions defined in Lemma 6 to bound the constant terms in (A.2). Setting \(\alpha < \frac{c(p - L_f)^2}{\epsilon^2 \max(A)}\), we have \(\frac{1}{2c} - \frac{\alpha \sigma_2^2(A)}{\epsilon^2(p - L_f)^2} > \frac{1}{4c}\). Further, setting \(p \geq 3L_f\), we have \(\alpha_4 = (p - L_f)/p \geq \frac{2}{3}\). This together with \(\zeta = 12\beta\) and \(\beta < \frac{1}{21}\) implies

\[\left(\frac{p}{2\beta} + p - \frac{2p}{\sigma_4} - \frac{p}{c}\right)\left(\frac{5p}{12\beta} - 2p\right) \geq \frac{p}{3\beta}.\]

Finally, combining with (A.2), we have

\[\phi^t - \phi^{t+1} \geq \frac{1}{4c} \|x^t - x^{t+1}\|^2 + \alpha \|Ax(y^{t+1}, z^t) - b\|^2 \]

\[+ \frac{p}{3\beta} \|z^t - z^{t+1}\|^2 - 12p\beta \|x(y^{t+1}, z^t) - x(z^t)\|^2.\]

This completes the proof.

\[\square\]

**Appendix B. Proof of Lemma 9.**

**Proof.** Let \(\delta\) be the constant in Lemma 8 and \(\Delta\) be the constant in Proposition 1. Denote \(M = \max_{x, x' \in \mathcal{X}} \|x - x'\|\) and define the following three conditions:

(B.1) \(\|x^t - x^{t+1}\|^2 \leq 96cM^2\beta,\)

(B.2) \(\|Ax(y^{t+1}, z^t) - b\|^2 \leq \frac{24pM^2}{\alpha} \beta,\)

(B.3) \(\|z^t - x^{t+1}\|^2 \leq 72\|x(y^{t+1}, z^t) - x(z^t)\|^2,\)

where \(\beta < \beta' = \frac{1}{21} \min\{1, \frac{\eta^2}{8cM^2}, \frac{\alpha \sigma_2^2(A)}{\epsilon^2(p - L_f)^2}\} \) with \(\eta = \min\{\delta, \Delta/2, \frac{\delta^2}{72\sigma_w}\}\).

1. **Case 1:** Suppose (B.1), (B.2), and (B.3) hold. Then, for \(\beta < \beta'\), we have

(B.4) \(\|x^t - x^{t+1}\| \leq \sqrt{96cM^2\beta} \leq \eta \leq \delta,\)

(B.5) \(\|Ax(y^{t+1}, z^t) - b\| \leq \sqrt{\frac{24pM^2}{\alpha} \beta} \leq \eta \leq \delta.\)

Since \(\eta = \min\{\delta, \Delta/2, \frac{\delta^2}{72\sigma_w}\} \leq \Delta/2\), by Lemma 7, (B.5) implies

\[\|x(y^{t+1}, z^t) - x(z^t)\|^2 \leq \sigma_w \|Ax(y^{t+1}, z^t) - b\|\]

Combine this with condition (B.3), we have

\[\|z^t - x^{t+1}\|^2 \leq 72\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[\leq 72\sigma_w \|Ax(y^{t+1}, z^t) - b\| \]

\[\leq 72\sigma_w \eta \leq \delta^2.\]
Notice that (B.4), (B.5), and (B.6) are conditions in Lemma 8, hence we have

\[ a\|Ax(y^{t+1}, z^t) - b\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ = \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 + \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ \geq \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 + \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 - 12p\beta \alpha^2\|Ax(y^{t+1}, z^t) - b\|^2 \]

where the first inequality is by Lemma 8 and the second one is due \( \beta < \frac{a}{24p\alpha^2} \).

2. **Case 2:** Suppose one of the conditions (B.1)-(B.3) is violated, then we consider the following 3 subcases.

(a) Case 2.1: Suppose \( \|x^t - x^{t+1}\|^2 > 96cpM^2\beta \), then

\[ \frac{1}{4a}\|x^t - x^{t+1}\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ = \frac{1}{8a}\|x^t - x^{t+1}\|^2 + \frac{1}{8a}\|x^t - x^{t+1}\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ \geq \frac{1}{8a}\|x^t - x^{t+1}\|^2 + \frac{1}{8a}96cpM^2\beta - 12p\beta M^2 = \frac{1}{8a}\|x^t - x^{t+1}\|^2 \]

where the inequality is due \( \|x^t - x^{t+1}\|^2 > 96cpM^2\beta \).

(b) Case 2.2: Suppose \( \|Ax(y^{t+1}, z^t) - b\|^2 > \frac{24pM^2}{\alpha} \beta \), then

\[ a\|Ax(y^{t+1}, z^t) - b\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ = \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 + \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ \geq \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 + \frac{\alpha}{2}24pM^2 - 12p\beta M^2 \]

\[ = \frac{a}{2}\|Ax(y^{t+1}, z^t) - b\|^2 \]

where the inequality is due \( \|Ax(y^{t+1}, z^t) - b\|^2 > \frac{24pM^2}{\alpha} \beta \).

(c) Case 2.3: Suppose \( \|z^t - x^{t+1}\|^2 > 72\|x(y^{t+1}, z^t) - x(z^t)\|^2 \), then

\[ \frac{p}{3\beta}\|z^t - z^{t+1}\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ = \frac{p}{6\beta}\|z^t - z^{t+1}\|^2 + \frac{p}{6\beta}\|z^t - z^{t+1}\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ = \frac{p}{6\beta}\|z^t - z^{t+1}\|^2 + \frac{p}{6\beta}\beta^2\|z^t - z^{t+1}\|^2 - 12p\beta\|x(y^{t+1}, z^t) - x(z^t)\|^2 \]

\[ \geq \frac{p}{6\beta}\|z^t - z^{t+1}\|^2 \]

where second equality is due fact \( \beta\|z^t - x^{t+1}\| = \|z^t - x^{t+1}\| \) and the inequality is because \( \|z^t - x^{t+1}\| > 72\|x(y^{t+1}, z^t) - x(z^t)\|^2 \).

**Appendix C. Proof of Lemma 16.**

Useful technical lemmas are firstly given. Define \( \mathcal{Y}^*(r) \) to be the dual solution set of the KKT conditions in (5.2). Then similar to the weak error bound given in Lemma 7, we have the following lemma.

**Lemma 19.** For any \( r, r' \in \mathbb{R}^m \) with \( \|r\|, \|r'\| \leq \Delta \), we have

\[ \|\hat{x}(r, z) - \hat{x}(r', z)\|^2 < \zeta \langle r - r', y - y' \rangle, \]

where \( y \in \mathcal{Y}^*(r), y' \in \mathcal{Y}^*(r') \), \( z \in \mathcal{X} \), and \( \zeta = \frac{1}{24pM^2L_f} \).
The proof of Lemma 19 is presented in Appendix E.1.

To prove Lemma 16, we need to bound the term \( \| \hat{x}(r, z) - \hat{x}(r', z) \| \) by \( \| r - r' \| \). Intuitively, we hope \( y - y' \) can not dominate the right-hand-side of (C.1). Therefore, we need to bound the term \( y - y' \) by \( \hat{x}(r, z) - \hat{x}(r', z) \). We will prove that this kind of ‘inverse bound’ holds locally, where the meaning of ‘locally’ is described by using the following definition.

**Definition C.1 (Basic Set).** An index set \( S \subseteq [m + \ell] \) is said to be a basic set of \((r, z)\) if \( Q_S(\hat{x}(r, z)) \) is of full row rank and there exist \( y \in y^0 + \text{range}(A) \) and \( \mu \) satisfying the KKT conditions (5.2) with \( y_i = 0 \) and \( \mu_j = 0 \), where \( i \in [m], j \in [m + 1, m + \ell] \), and \( i, j \notin S \). Moreover, we say that \((r, z)\) and \((r', z)\) share a common basic set if there exists a \( S \subseteq [m + \ell] \) such that \( S \) is a basic set of both \((r, z)\) and \((r', z)\).

The basic set defined in Definition C.1 has the following existence property.

**Lemma 20.** For any \((r, z) \in \Omega, r \) has at least one basic set.

The proof of Lemma 20 is presented in Appendix E.2. Based on Definition C.1, we have the following ‘inverse bound’.

**Lemma 21.** If \((r, z) \in \Omega \) and \((r', z) \in \Omega \) share a common basic set \( S \), then there exists a constant \( \kappa > 0 \) such that \( \text{dist}(\hat{x}(r), \hat{x}(r')) \leq \kappa \| \hat{x}(r, z) - \hat{x}(r', z) \| \).

The proof of Lemma 21 is presented in Appendix E.3. Combining Lemma 19 and Lemma 21 and using Cauchy-Schwartz inequality, we immediately have the following corollary.

**Corollary 1.** If \((r, z) \in \Omega \) and \((r', z) \in \Omega \) share a common basic set \( S \), then there exists a constant \( \sigma_s = \kappa \zeta > 0 \) such that \( \| \hat{x}(r, z) - \hat{x}(r', z) \| < \sigma_s \| r - r' \| \).

Corollary 1 states that for any \((r, z)\) and \((r', z)\) which share a common basic set, we have the dual error bound. If \((r, z)\) shares a common basic set with \((r', z) = (0, z)\), then Lemma 16 can be implied by this proposition. However, it is not straightforward to prove the existence of a common basic set between \((r, z)\) and \((0, z)\). To tackle this difficulty, we establish the following decomposition proposition.

**Proposition 2.** For any \((r, z) \in \Omega, \) there exists a finite sequence \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_R = 1 \) such that \( \lambda_i r \) shares a common basic set with \( \lambda_i + 1 \).

The proof of Proposition 2 is presented in Appendix E.4. Next, we use Corollary 1 and Proposition 2 to prove Lemma 16.

**Proof of Lemma 16:** By Corollary 1 and Proposition 2, we have

\[
(C.2) \quad \| \hat{x}(\lambda_i r, z) - \hat{x}(\lambda_{i+1} r, z) \| \leq \sigma_s \| \lambda_i r - \lambda_{i+1} r \|.
\]

Summing up (C.2) from 0 to \( R - 1 \) and using the triangular inequality, we have

\[
\sum_{i=0}^{R-1} \| \hat{x}(\lambda_i r, z) - \hat{x}(\lambda_{i+1} r, z) \| \leq \sum_{i=0}^{R-1} \sigma_s \| \lambda_i r - \lambda_{i+1} r \| = \sigma_s \| \tilde{r} \|,
\]

where the last equality is because \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_R = 1 \). This completes the proof.
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Appendix D. Proof of the Three Descent Lemmas.

D.1. Proof of Lemma 2.

Proof. First, by $y^{t+1} = y^t + \alpha (Ax^t - b)$ we have the trivial equality:

\[
K(x^t, z^t; y^t) - K(x^t, z^t; y^{t+1}) = -\alpha \|Ax^t - b\|^2. 
\]

Notice that updating $x$ is a standard gradient projection step and $K(\cdot, y, z)$ is a strongly convex function. Hence, choosing $c \leq 1/(L_f + \gamma \sigma_{\max}^2(A) + p)$, we have

\[
K(x^t, z^t; y^{t+1}) - K(x^{t+1}, z^t; y^{t+1}) \geq \frac{1}{2c} \|x^t - x^{t+1}\|^2. 
\]

Moreover, recall $z^{t+1} = z^t + \beta (x^{t+1} - z^t)$, we have

\[
K(x^{t+1}, z^t; y^{t+1}) - K(x^{t+1}, z^{t+1}; y^{t+1}) = \frac{p}{2} \left( \|x^{t+1} - z^t\|^2 - \|x^{t+1} - z^{t+1}\|^2 \right) 
\]

\[
= \frac{p}{2} (z^{t+1} - z^t)^T ((x^{t+1} - z^t) + (x^{t+1} - z^{t+1})) 
\]

\[
= \frac{p}{2} (2/\beta - 1) \|z^t - z^{t+1}\|^2 
\]

\[
\geq \frac{p}{2\beta} \|z^t - z^{t+1}\|^2, 
\]

where the last inequality is due $\beta \leq 1$. Combining inequalities (D.1), (D.2), and (D.3) completes the proof. \qed

D.2. Proof of Lemma 3.

Proof. First, recall the definition of $d(y, z)$ and $x(y, z)$, we have

\[
d(y^{t+1}, z^t) - d(y^t, z^t) = K(x(y^{t+1}, z^t), z^{t+1}; y^{t+1}) - K(x(y^t, z^t), z^t; y^t) 
\]

\[
\geq K(x(y^{t+1}, z^t), z^{t+1}; y^{t+1}) - K(x(y^t, z^t), z^t; y^t) 
\]

\[
= \langle y^{t+1} - y^t, Ax(y^{t+1}, z^t) - b \rangle, 
\]

\[
= \alpha (Ax^t - b)^T (Ax(y^{t+1}, z^t) - b), 
\]

where the inequality is because $x(y^t, z^t)$ minimizes $K(x, z^t; y^t)$. Next, using the same technique, we have

\[
d(y^{t+1}, z^{t+1}) - d(y^{t+1}, z^t) = K(x(y^{t+1}, z^{t+1}), z^{t+1}; y^{t+1}) - K(x(y^{t+1}, z^t), z^{t+1}; y^{t+1}) 
\]

\[
\geq K(x(y^{t+1}, z^{t+1}), z^{t+1}; y^{t+1}) - K(x(y^{t+1}, z^t), z^{t+1}; y^{t+1}) 
\]

\[
= \frac{p}{2} \left( \|x(y^{t+1}, z^{t+1}) - z^{t+1}\|^2 - \|x(y^{t+1}, z^t) - z^{t+1}\|^2 \right) 
\]

\[
= \frac{p}{2} (z^{t+1} - z^t)^T (z^{t+1} - z^t - 2x(y^{t+1}, z^{t+1})). 
\]

Combining inequalities (D.4) and (D.5) completes the proof. \qed

D.3. Proof of Lemma 4.

Proof. First, using Danskin’s theorem in convex analysis, we have $\nabla P(z^t) = p(z^t - x(z^t))$, where $P(z)$ is defined in (3.1b). So it suffices to prove $\nabla P(z^t)$ has a Lipschitz constant that

\[
\|\nabla P(z^t) - \nabla P(z^{t+1})\| \leq p(\sigma_{\max}^2 + 1) \|z^t - z^{t+1}\|.
\]

But this is a direct corollary of the error bound (3.10) in Lemma 5. This completes the proof. \qed

Appendix E. Proof of Technical Lemmas in Appendix C.
E.1. Proof of Lemma 19.

Proof. Since $Ax(y, z) - b = r$ and $Ax(y', z) - b = r'$, by Lemma 15, we have $\hat{x}(r, z) = x(y, z)$, $\hat{x}(r', z) = x(y', z)$. By the strong convexity of $K(\cdot, z; y)$, we have

\begin{align}
(E.1) \quad (p - L_f)\|x(y, z) - x(y', z)\|^2 &\leq K(x(y', z), z; y) - K(x(y, z), z; y), \\
(p - L_f)\|x(y, z) - x(y', z)\|^2 &\leq K(x(y, z), z; y') - K(x(y', z), z; y').
\end{align}

On the other hand, by the definition of $K(\cdot)$, we have

\begin{align}
(E.2) \quad K(x(y, z), z; y) - K(x(y, z), z; y') &= \langle y - y', Ax(y, z) - b \rangle, \\
K(x(y', z), z; y') - K(x(y', z), z; y) &= \langle y' - y, Ax(y', z) - b \rangle.
\end{align}

Combining (E.1) and (E.2), we have

\[ 2(p - L_f)\|x(y, z) - x(y', z)\|^2 \leq \langle y - y', (Ax(y, z) - b) - (Ax(y', z) - b) \rangle = \langle y - y', r - r' \rangle. \]

Setting $\zeta = \frac{1}{2(p - L_f)}$ completes the proof.

E.2. Proof of Lemma 20. We need the following lemma.

**Lemma E.1.** Let matrix $M \in \mathbb{R}^{n \times (m + \ell)}$ and vector $v = (v_1, v_2, \ldots, v_{m + \ell}) \in \mathbb{R}^{m + \ell}$. Suppose $Mv \geq 0$ and $v_{m + 1}, \ldots, v_{m + \ell} \geq 0$. Then there exists some $v^* \in \mathbb{R}^{m + \ell}$ such that $Mv = Mv^*$ and the columns of $M$ corresponding to index set $S_{v^*} = \{ i \in \{ m + \ell \} \mid v_i^* \neq 0 \}$ are linearly independent.

Proof. We prove it by contradiction. Suppose there is no such a $v^*$. Let $v' \in \mathbb{R}^{m + \ell}$ be a vector satisfying $v' \in \{ u \mid Mu = Mv, u_i \geq 0, i = m + 1, \ldots, m + \ell \}$. Denote $S = S_{v'}$, then by contradiction, the columns of $M$ corresponding to the set $S$ are linear dependent. Let $w \in \mathbb{R}^{m + \ell}$ be a vector satisfying $Mw = 0$ and $w_i = 0, i \notin S$. Denote $q = \min_{i \in S, w_i \neq 0} \frac{|v_i|}{|w_i|}, i(q) = \arg \min_{i \in S} \frac{|v_i|}{|w_i|}$, and $\bar{v} = v' - q(w_{i(q)})w$, then $\bar{v}_{i(q)} = 0$ and $M\bar{v} = Mv$. Moreover, by the definition of $q$, we have $\bar{v}_i \geq 0, i \in \{ m + 1, \ldots, m + \ell \} \cap S$, which is a contradiction to the definition of $v'$. This completes the proof.

Then, we can prove Lemma 20 by letting $M = Q^T(\hat{x}(r, z))$ and $v = (y, \mu)$.

**Proof of Lemma 20:** First, for any $(r, z) \in \Omega$, there exists some $y, \mu$ such that

\[ \nabla_x(g(\hat{x}(r, z))) + \frac{p}{2}\|\hat{x}(r, z) - z\|^2 + Q^T(\hat{x}(r, z))v = 0, \]

where $v = (y, \mu)$. Then, there exists some $(y^*, \mu^*)$ such that

\[ \nabla_x(g(\hat{x}(r, z))) + \frac{p}{2}\|\hat{x}(r, z) - z\|^2 + Q^T(\hat{x}(r, z))v^* = 0, \]

where $v^* = (y^*, \mu^*)$ and the columns of $Q^T(\hat{x}(r, z))$ in $S_{v^*}$ are linearly independent. Hence, $S_{v^*}$ is a basic set. This completes the proof.

E.3. Proof of Lemma 21. Technical lemmas are given as below. We first show that the constraint matrix $Q(x)$ (see Assumption 2) has a regularity property near the solution set $\mathcal{X}^*$. Recall the index set for all active constraints $\mathcal{S}_x$ (see Definition 3), then $Q(x)$ has the following property.

**Lemma E.2.** Denote $\mathcal{S} \subseteq \mathcal{S}_x$, there exists constants $\epsilon_0, \eta_0 > 0$ such that for any $x \in \mathcal{X}$ with $\text{dist}(x, \mathcal{X}^*) < \epsilon_0$, if $Q_\mathcal{S}(x)$ is nonsingular then $\sigma_{\min}(Q_\mathcal{S}(x)) \geq \eta_0$. 
Proof. We prove it by contradiction. Suppose the contrary, then there exists a sequence \( x^i \) such that \( \lim_{i \to \infty} \text{dist}(x^i, \mathcal{X}^*) = 0 \) and \( \sigma_{\min}(Q_{S_i}(x^i)) \to 0 \) with \( Q_{S_i}(x^i) \) being nonsingular (\( S_i = S_{i^*} \), for short). Since the choice for \( S_i \) is finite, there exists a sub-sequence \( x^i \) of \( \{x^i\} \) such that \( S_{i^*} = S \) for some \( S \). For notational simplicity, we still denote the sub-sequence as \( \{x^i\} \) in the rest part of the proof. Since \( \text{dist}(x^i, \mathcal{X}^*) \to 0 \) and \( \mathcal{X}^* \) is compact (by Lemma 13), there exists an \( x \in \mathcal{X}^* \) such that \( x^i \to x \). Since \( \sigma_{\min}(Q) \) is a continuous function with respect to \( Q \), we have \( \sigma_{\min}(Q_S(x)) = 0 \). Then the rank of \( Q_S(x) \) is smaller than that of \( Q_{S_{i^*}}(x^i) \). On the other hand, by the continuity of \( h_{i^*} \), we have \( S \subseteq S_{i^*} \). Hence, \( Q_S(x) \) is a row submatrix of \( Q_{S_{i^*}}(x^i) \). This contradicts the CRCQ condition in Assumption 2.

The following lemma shows that the multipliers are bounded.

**Lemma E.3.** For any \((r, z) \in \Omega \) and any basic set \( S \) of \((r, z) \), there exists a constant \( U_2 > 0 \) such that the pair \((y, \mu)\) satisfies \( \| (y, \mu)_S \| \leq U_2 \). Moreover, since \( y_i = \mu_j = 0 \) for \( i, j \notin S \), we further have \( \| (y, \mu) \| \leq U_2 \).

**Proof.** Let \((y, \mu)\) be the multipliers corresponding to the basic set \( S \) and let \( v = (y, \mu)_S \). By KKT conditions in (5.2), we have

\[
\nabla_x f(x(y, z)) + \gamma (Ax(y, z) - b) + p(x(y, z) - z) = Q_S^T(x(y, z)) v.
\]

Let

\[
M_2 = \max_{x, z \in \mathcal{X}} \| \nabla_x f(x(y, z)) + \gamma (Ax(y, z) - b) + p(x(y, z) - z) \|.
\]

By Lemma E.2, we have \( \sigma_{\min}(Q_S(x(y, z))) \geq \eta_0 \). Therefore, \( \| v \| \leq M_2 / \eta_0 \). Setting \( U_2 = M_2 / \eta_0 \) completes the proof. □

Using Lemma E.3 and Lemma E.2, we can prove Lemma 21.

**Proof of Lemma 21:** According to the KKT conditions in (5.2) and Definition C.1,

\[
Q_S^T(\hat{x}(r, z)) v = \nabla_x \left( f(\hat{x}(r, z)) + \frac{\gamma}{2} \| A \hat{x}(r, z) - b \|^2 + \frac{\rho}{2} \| \hat{x}(r, z) - z \|^2 \right)
\]

and

\[
Q_S^T(\hat{x}(r', z)) v' = \nabla_x \left( f(\hat{x}(r', z)) + \frac{\gamma}{2} \| A \hat{x}(r', z) - b \|^2 + \frac{\rho}{2} \| \hat{x}(r', z) - z \|^2 \right),
\]

where \( v = (y, \mu)_S \) and \( v' = (y', \mu')_S \). For notational simplicity, denote

\[
Q = Q_S(\hat{x}(r, z)), \quad w = \nabla_x \left( f(\hat{x}(r, z)) + \frac{\gamma}{2} \| A \hat{x}(r, z) - b \|^2 + \frac{\rho}{2} \| \hat{x}(r, z) - z \|^2 \right),
\]

\[
Q' = Q_S(\hat{x}(r', z)), \quad w' = \nabla_x \left( f(\hat{x}(r', z)) + \frac{\gamma}{2} \| A \hat{x}(r', z) - b \|^2 + \frac{\rho}{2} \| \hat{x}(r', z) - z \|^2 \right).
\]

Then we have

\[
(Q' - Q)^T v' + (w - w') \leq \sqrt{L_h} \| v' \| \| \hat{x}(r, z) - \hat{x}(r', z) \| + (L_f + \gamma \sigma_{\max}^2(A) + \rho) \| \hat{x}(r, z) - \hat{x}(r', z) \|,
\]

where the last inequality is because \( \nabla_x h_i(\cdot) \) is \( L_h \)-Lipschitz-continuous and \( \nabla_x f(x) + \frac{\gamma}{2} \| A x - b \|^2 + \frac{\rho}{2} \| x - z \|^2 \) is \( (L_f + \gamma \sigma_{\max}^2(A) + \rho) \)-Lipschitz continuous. On the other hand, by Lemma E.3, we have \( \| v' \| < U_2 \). Since \( S \) is a basic set, \( Q \) is of full row rank.
Hence, $Q^T$ is of full column rank and $\sigma_{\min}(Q^T) > \eta_0$. Then according to Lemma E.2, we have $\|Q^T(v - v')\| \geq \eta_0\|v - v'\|$. Therefore, by (E.3), we have

$$\begin{aligned}
\text{dist}(Y^*(r), Y^*(r')) &\leq \|v - v'\| \\
&\leq (\sqrt{L}L_2/\eta_0 + (L_f + \gamma\sigma_{\max}^2(A) + p)/\eta_0)\|\hat{x}(r, z) - \hat{x}(r', z)\|.
\end{aligned}$$

Setting $\kappa = (\sqrt{L}L_2/\eta_0 + (L_f + \gamma\sigma_{\max}^2(A) + p)/\eta_0)$ completes the proof.

**E.4. Proof of the Proposition 2.** Two technical lemmas are introduced. The first lemma shows the continuity of $\hat{x}(r, z)$ in $r$.

**Lemma E.4.** $\hat{x}(r, z)$ is continuous of $r$ for $(r, z) \in \Omega$.

**Proof.** We prove it by contradiction. Let $(r^i, z), (\bar{r}, z) \in \Omega$ and the sequence $\{r^i\}$ converges to $\bar{r}$. Suppose the contrary. Then $\hat{x}(r^i, z)$ does not converge to $\hat{x}(\bar{r}, z)$. Since the choices of basic sets are finite, there must exist a subindex set $\{i_j\}$ such that all vectors in the subsequence $r^{i_j}$ share a common basic set $S$ with $\bar{r}$. Therefore by the definition of the basic set (Definition C.1) we have $(\hat{x}^{i_j} = \hat{x}(r^{i_j}, z))$

$$\nabla_x f(\hat{x}^{i_j}) + A^T \hat{y}^{i_j} + \gamma A^T (A\hat{x}^{i_j} - b) + p(\hat{x}^{i_j} - z) + J^T(\hat{x}^{i_j})\mu^{i_j} = 0,$$

$$A\hat{x}^{i_j} - b = r^{i_j},$$

(E.4)

$$h_i(\hat{x}^{i_j}) = 0, \quad \mu^{i_j} \geq 0, i \in S,$$

$$h_i(\hat{x}^{i_j}) \leq 0, \quad \mu^{i_j} = 0, i \notin S,$$

$$\hat{y}^{i_j} = 0, i \notin S.$$

By Lemma E.3, we have $\|(\hat{y}^{i_j}, \mu^{i_j})\| \leq U_2$ and $\{(\hat{x}(r^{i_j}, z), \hat{y}^{i_j}, \mu^{i_j})\}$ is bounded. Then, there exists a limit point $(x, \bar{y}, \bar{\mu})$ of $\{(\hat{x}(r^{i_j}, z), \hat{y}^{i_j}, \mu^{i_j})\}$ such that

$$(\hat{x}(r^{i_j}, z), \hat{y}^{i_j}, \mu^{i_j}) \to (x, \bar{y}, \bar{\mu}).$$

Taking limit with respect to $j$ of (E.4), we have

$$\nabla_x f(x) + A^T \bar{y} + \gamma A^T (Ax - b) + p(x - z) + Q_S^T(x)\bar{\mu} = 0,$$

$$Ax - b = \bar{r},$$

(E.5)

$$h_i(x) = 0, \mu_i \geq 0, i \in S,$$

$$h_i(x) \leq 0, \mu_i = 0, i \notin S,$$

$$\bar{y}_i = 0, i \notin S.$$

Hence, $x = \hat{x}(\bar{r}, z)$ which is a contradiction. This completes the proof.

For notational simplicity, in the remaining, we fix some $z$ satisfying $\|z - x(z)\| \leq \delta$ and say that $S$ is a basic set of $r$ if $S$ is a basic set of $(r, z)$. The following lemma shows that the basic sets are preserved when taking limits.

**Lemma E.5.** Let $\{r^i\}$ be a sequence with $\|r^i\| \leq \Delta$ and $S \subseteq [m + \ell]$. Suppose $r^i \to r$ with $\|r\| \leq \Delta$, then

1. For any $r'$ with $\|r'\| \leq \Delta$, if all $r^i$ share $S$ with $r'$, then $r$ shares $S$ with $r'$.
2. If all $r^i$ share a common basic set $S$, then $S$ is also a basic set of $r$.
3. The set $R(S) = \{ r \mid \|r\| \leq \Delta, S \text{ is a basic set of } r \}$ is closed and compact.
Proof. For any $r^i$ with $||r^i|| \leq \Delta$, we have the following KKT conditions corresponding to $S (\hat{x} = \hat{x}(r^i, z))$:

$$\nabla_x f(\hat{x}^i) + A^T \hat{y}^i + \gamma A^T (A \hat{x}^i - b) + p(\hat{x}^i - z) + Q^T_S(\hat{x}^i)\hat{\mu}^i = 0,$$

$$A \hat{x}^i - b = r^i,$$

$$h_j(\hat{x}^i) = 0, \quad \hat{\mu}_j^i \geq 0, j \in S,$$

$$h_j(\hat{x}^i) \leq 0, \quad \hat{\mu}_j^i = 0, \quad \hat{y}_j^i = 0, j \notin S.$$  \hspace{1cm} (E.6)

By the continuity property of $\hat{x}(r, z)$ in Lemma E.4, we have $\lim_{i \to \infty} \hat{x}(r^i, z) = \hat{x}(r, z)$. Also, by Lemma E.3, the sequences $\{\hat{y}^i\}$ and $\{\hat{\mu}^i\}$ are bounded. Hence each of these two sequences has at least one limit point. Passing to a sub-sequence if necessary, we assume that $\hat{y}^i \to \bar{y}, \hat{\mu}^i \to \bar{\mu}$. Taking limit to the above KKT conditions when $i \to \infty$, we have

$$\nabla_x f(\hat{x}(r, z)) + A^T \bar{y} + \gamma A^T (A \hat{x}(r, z) - b) + p(\hat{x}(r, z) - z) + Q^T_S(\hat{x}(r, z))\bar{\mu} = 0,$$

$$A \hat{x}(r, z) - b = r,$$

$$h_j(\hat{x}(r, z)) = 0, \quad \bar{\mu}_j \geq 0, j \in S,$$

$$h_j(\hat{x}(r, z)) \leq 0, \quad \bar{\mu}_j = 0, \quad \bar{y}_j = 0, j \notin S.$$  \hspace{1cm} (E.7)

Moreover, by Lemma E.2, $\sigma_{\min}(Q_S(\hat{x}(r^i, z)) \geq \eta_0$ and hence $\sigma_{\min}(Q_S(\hat{x}(r, z))) \geq \eta_0$. This implies that $Q_S(\hat{x}(r, z))$ is of full row rank. Hence, $S$ is a basic set of $r$. This completes the proof of the first part. The second part and the third part are direct corollaries of the first part. \hfill \Box

Proof of Proposition 2: We prove it by constructing $\lambda_i$ recursively. Suppose we already have $0 = \lambda_0 < \lambda_1 < \cdots < \lambda_i < 1$, we try to find a suitable $\lambda_{i+1}$ such that $\lambda_i < \lambda_{i+1} \leq 1$. Notice that the choice of basic sets for a given $\tilde{r}$ is finite, i.e., a basic set must be a subset of $[m + \ell]$. Denote $B_1, B_2, \cdots, B_{m+\ell}$ as all the subsets of the index set $[m + \ell]$ and define index set $J_i$ as

$$J_i = \{ j \in [2^{m+\ell}] \mid B_j \text{ is a basic set of } \lambda_i \tilde{r} \} \subseteq [2^{m+\ell}].$$

According to Lemma E.5, $R(B_j)$ is compact for any $j \in [2^{m+\ell}]$. Then $\bigcup_{j \in J_i} R(B_j)$ is a compact set since $J_i$ is a finite set. Denote set $C_i$ as below

$$C_i = \bigcup_{j \in J_i} R(B_j) \cap \{ \lambda \tilde{r} \mid \lambda \in [\lambda_i, 1] \},$$

which represents the set of all vectors in the segment connecting $\lambda_i \tilde{r}$ and $\tilde{r}$ that have at least one common basic set with $\lambda_i \tilde{r}$. Consider a continuous function $\psi(r) = ||r||/||\tilde{r}||$, which can take an exact maximum in the compact set $C_i$. Then we define $\lambda_{i+1}$ to be

$$\lambda_{i+1} = \max_{r \in C_i} \psi(r).$$

Then $\lambda_{i+1}$ is the largest $\lambda \in [\lambda_i, 1]$ such that $\lambda \tilde{r}$ shares a common basic set with $\lambda_i \tilde{r}$.

Next, we prove that this construction will not be stuck, i.e., $\lambda_{i+1} > \lambda_i$ if $\lambda_i < 1$. Let $\{\xi_k\} \subseteq (\lambda_i, 1]$ be a sequence converging to $\lambda_i$. Since the choice for basic sets is finite, there exists a subsequence $\{\xi_{k_j}\}$ of $\{\xi_k\}$ such that all $\xi_{k_j} \tilde{r}$ share a common basic set $S$. Since $\lim_{j \to \infty} \xi_{k_j} \tilde{r} = \lambda_i \tilde{r}$, by part 2 in Lemma E.5, we know that $S$ is also a basic set of $\lambda_i \tilde{r}$. This implies that there exists at least one $\lambda \in (\lambda_i, 1]$ such that $\lambda \tilde{r}$ shares a common basic set with $\lambda_i \tilde{r}$. Hence, $\lambda_{i+1} > \lambda_i$ if $\lambda_i < 1$. 


Finally, we prove that the sequence \( \{ \lambda_i \} \) constructed above is finite, i.e., there exists some \( R > 0 \) such that \( \lambda_R = 1 \). We prove it by contradiction. Suppose that \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_k < \cdots \) is infinite. Since the choice for basic sets is finite, there must exist \( i_1 < i_2 < i_3 \) such that \( \lambda_{i_1} \tilde{r}, \lambda_{i_2} \tilde{r} \) and \( \lambda_{i_3} \tilde{r} \) share a common basic set \( S \).

Then \( i_3 > i_1 + 1 \). It contradicts the definition that \( \lambda_{i_1+1} \) is the largest \( \lambda \in [\lambda_{i_1}, 1] \) such that \( \lambda \tilde{r} \) shares a common basic set with \( \lambda_{i_1} \tilde{r} \). Therefore, the sequence \( \{ \lambda_i \} \) is finite. This completes the proof.