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Preface

These are my personal lecture notes that I prepared to teach the course quantum theory III at the University of Waterloo. I believe that there is some value on posting these notes on arXiv since they may perhaps be helpful to people first approaching the formulation of quantum mechanics in phase space and Gaussian quantum mechanics.

However these are just my personal notes and are not meant to be a review of any kind nor substitute any good textbook by any means. Rather, they are written as an informal starter on these topics for those interested. There is a substantial amount of home-brewed content in these notes at points where I could not find textbooks that cover the content with the desired optics so please be always observant, and use these notes under your own discretion. In case of doubt please go to well-established reviews and textbook materials.

The lecture notes/informal character of these notes resulted in a lack of explicit references at the pertinent places in the text. However, here are a series of fantastic materials that you can go to for further exploration. I have used some of them as reference material to write these notes:

- J. V. José, E. J. Saletan, “Classical dynamics: A contemporary approach”. Cambridge University Press, 1998.
- Luis J. Garay [Notes on classical mechanics](in Spanish)
- W. P. Schleich, “Quantum Optics in Phase Space”. Wiley-VCH Verlag Berlin, 2001.
- M. O. Scully, M. S. Zubairy, “Quantum optics”. Cambridge University Press, 2012.
- K. E. Cahill and R. J. Glauber, Phys. Rev. 177, 1882 (1969).
- G. Adesso, “Entanglement of Gaussian States”. Ph.D. Thesis, U. of Salerno [arXiv:quant-ph/0702069](http://arxiv.org/abs/quant-ph/0702069)
- C. Weedbrook, S. Pirandola, R. García-Patrón, N. J. Cerf, T. C. Ralph, J. H. Shapiro, and S. Lloyd, Rev. Mod. Phys. 84, 621 (2012).
- G. Adesso, S. Ragy, and A. R. Lee, Open Syst. Inf. Dyn. 21, 1440001 (2014).
- A. Serafini, “Quantum Continuous Variables”. CRC Press, 2017
- L. Lami, A. Serafini, G. Adesso, New J. Phys. 20, 023030 (2018)
- T. F. Demaire, “Pedagogical introduction to the entropy of entanglement for Gaussian states” [arXiv:1209.2748](http://arxiv.org/abs/1209.2748)

Additionally the course assumes some basic knowledge of basic diferential geometry at some points. there are many good texts that deal with these nootins at different depths. I can recommend the following two:

- B. F. Schutz, “Geometrical Methods of Mathematical Psysics”. Cambridge University Press, 1980.
- J. M. Lee, “Manifolds and Differential Geometry” American Mathematical Society, 2009

I also have some recorded lectures on differential geometry that are tailored to the differential geometry basis required here. These are videos 1, 2, 14, 15, 16, 17 and 18 of [this YouTube playlist](https://www.youtube.com/playlist?list=PLgMTm91wRFEF7q9yHfApowjASCZk5Hk4S). The playlist is a course on General Relativity but the seven lectures indicated are an introduction to the Differential Geometry topics assumed to be familiar to the reader of these notes.
Phase Space Quantum Mechanics

1 Crash-Course on classical phase-space mechanics

1.1 Configuration space and its tangent fibre bundle

Consider a physical system with \( n \) degrees of freedom, described by a configuration space \( Q \) of \( n \) dimensions. Let \( q^a \in \mathbb{R}, \ a = 1, \ldots, n \) be some generalized coordinates of such space. A point \( q \in Q \) can be represented by the value of its generalized coordinates \( q^a \). The map that takes \( Q \) to the multiplet \( q^1, \ldots, q^n \) (the coordinates of \( q \)) is therefore a map between \( Q \) and \( \mathbb{R}^n \). If there is a compatible collection of such invertible and bicontinuous \(^1\) maps \(^2\) mapping an open set \(^1\) around all points, \( q \in Q \) to open sets of \( \mathbb{R}^n \), the configuration space has a structure of differentiable manifold.

For example, a system of two penduli restricted to move on a plane is described with two angular coordinates \( q_1, q_2 \in [0, 2\pi) \), therefore the system’s configuration space is a torus, \( Q = T^2 = S^1 \times S^1 \).

The trajectory of the system (how it moves as a function of some evolution parameter, e.g., time) is determined by a parametric curve \( q(s) \) in \( Q \), where \( s \in \mathbb{R} \). One can think, for example as the trajectory as a function of time if we identify the parameter \( s \) with time. In each point \( q \) we can build the tangent vector space \( T_qQ \) generated by all the possible vectors \( \dot{q} \) which are tangent to every curve that pass through \( q \). These vectors, whose components we denote as \( \dot{q}^a \), represent all the possible ‘generalized velocities’ that one can have at the point \( q \). The dot symbolizes a derivative with respect to the parameter \( s \), i.e., \( \dot{q} = dq/ds \).

We call the velocity phase space \( TQ \) (also called, the tangent fibre bundle to the configuration space \( Q \)) the set of all the points \( q \in Q \) together with all their corresponding tangent spaces \( T_qQ \). \( TQ \) is also a differentiable manifold in its own right.

As examples, the configuration space of a pendulum restricted to move on a plane is the circle \( Q = S^1 \). At each point, the possible values of its velocity are not limited, therefore the tangent space at each point of its trajectory is the real line \( T_qQ = \mathbb{R} \). The tangent fibre bundle (velocity phase space) is the cylinder \( \mathbb{T}Q = S^1 \times \mathbb{R} \).

---

\(^1\)The maps are continuous and their inverses are continuous too. This is what we call homeomorphism, or topological isomorphism.

\(^2\)We are assuming that there is a natural topology on \( Q \), and therefore a notion of ‘neighbourhood’, and furthermore we are entering the realms of differential geometry and the theory of differentiable manifolds, which is indeed extremely important for understanding classical mechanics. However, I am only grazing the surface here. For more details check a text on Differential Geometry (e.g., John Lee’s ”Introduction to Smooth Manifolds”).
1.2 The Legendre transform

Let $V$ be a vector space, and let $l : V \to \mathbb{R}$ a convex function. We define the Legendre Transform of $l$ as a new function $h : V^* \to \mathbb{R}$ defined over the dual vector space $V^*$ as follows. Let $p \in V^*$, then

$$h(p) := \max_{v \in V} f(p, v), \quad \text{where} \quad f(p, v) := p_a v^a - l(v). \quad (1.1)$$

The values of $v$ for which $f(p, v)$ is stationary of course satisfy that

$$0 = \frac{\partial f}{\partial v^a} = p_a - \frac{\partial l}{\partial v^a}, \quad (1.2)$$

that is to say, for the values of $v$ such that $\frac{\partial l}{\partial v^a} = p_a$. \quad (1.3)

The reason to demand that the function is convex is to guarantee that the critical point is a maximum and that the relationship between $p$ and $v$ is invertible. We can then obtain the value $v(p)$ for which $f$ is maximum, and therefore we get that the Legendre transformed function $h$ is

$$h(p) = f[p, v(p)]. \quad (1.4)$$

The Legendre transform is involutive, which means that the transform of the transform is the original function. Also note that the Legendre transform’s domain does not necessarily have to be the whole $V^*$ but instead an open subset of the dual space. For example, consider the function $l(v) = e^{v^a}$. For that one $h(p) = p \log p - p$ which is only defined for values of the coordinate $p > 0$.

1.3 Hamilton equations

Let us consider a system whose Lagrangian $L(q, \dot{q}, t)$ is non-singular (i.e., that $D_{ab} = \frac{\partial L}{\partial \dot{q}^a \partial \dot{q}^b}$ is positive definite). We define the Hamiltonian of the system as the Legendre transform of the Lagrangian with respect to the (generalized) velocities $\dot{q}$:

$$H(q, p, t) = \max_{\dot{q}} \left[ p_a \dot{q}^a - L(q, \dot{q}, t) \right] = \left[ p_a \dot{q}^a - L(q, \dot{q}, t) \right]_{\dot{q} \rightarrow \dot{q}(q, p)}, \quad (1.5)$$

where the canonical momentum $p$ to the configuration variable $q$ is

$$p_a = \frac{\partial L}{\partial \dot{q}^a}. \quad (1.6)$$

It is easy to compute (making use of the definition of the Hamiltonian as the Legendre transform of the Lagrangian, and the Euler-Lagrange equations) that on the one hand

$$\frac{\partial H}{\partial t} = - \frac{\partial L}{\partial t}, \quad (1.7)$$
and that
\[
\frac{\partial H}{\partial q^a} = -\dot{p}_a, \quad \frac{\partial H}{\partial p^a} = \dot{q}_a. \tag{1.8}
\]
These are called the Hamilton equations and are completely equivalent to the Euler-Lagrange equations.

The Hamiltonian has a very interesting property: its time dependence is completely determined by its explicit dependence on \( t \), that is
\[
\dot{H} := \frac{dH}{dt} = \frac{\partial H}{\partial q^a} \dot{q}^a + \frac{\partial H}{\partial p^a} \dot{p}^a + \frac{\partial H}{\partial t} = \frac{\partial H}{\partial t}, \tag{1.9}
\]
since the two first summands are zero for the trajectories satisfying Hamilton’s equations (1.8). The fact that \( \dot{H} = \partial_t H \) tells us that if the Hamiltonian is not explicitly time dependent, it is conserved along trajectories satisfying Hamilton’s equations (that is, classical solutions to the equations of motion).

**Exercise**: Consider a system whose Lagrangian is quadratic on the velocities, and without a linear term, that is
\[
L = \frac{1}{2} g_{ab} \dot{q}^a \dot{q}^b - V, \tag{1.10}
\]
where \( g_{ab} = g_{ab}(q, t) \), \( V = V(q, t) \) are arbitrary functions of the positions and time. Then show that its Hamiltonian is
\[
H = \frac{1}{2} g^{ab} p_a p_b + V, \tag{1.11}
\]
where \( g^{ab} = g^{ab}(q, t) \) is the inverse matrix to \( g_{ab} \). That is, that if the quadratic form is the kinetic energy, \( V \) can be considered a potential energy and the Hamiltonian is the mechanical-energy. Notice that if the potential energy \( V \) is not explicitly time dependent then the mechanical energy is conserved. This is not true, for example, for a charged particle in an electromagnetic field (remember there is a term \( p \cdot A \)).

### 1.4 Phase space

In the Lagrangian description of a dynamical system the dynamical variables are functions in what we called velocity phase space, that is, in the tangent fibre bundle \( TQ \), and the physical trajectories can be interpreted as curves \( (q(t), \dot{q}(t)) \) in that space.

In the Hamiltonian formulation of mechanics the dynamical variables are instead functions of the (generalized) positions \( q \) and the momenta \( p \). Notice then that at each point of configuration space \( q \in Q \) we have introduced two different vector spaces. On the one hand we have the tangent vector space \( T_q Q \) to \( Q \) at the point \( q \), and on the other hand we have arrived (through a Legendre transform) to the vector space whose elements are momenta. We have seen that the momentum \( p \) are forms, elements of the dual space to the vector space of velocities\footnote{The generalized momentum \( p \) is a linear map that takes an element of the tangent space \( \mathfrak{q} \) and returns a scalar through its contraction \( p_a \mathfrak{q}^a \). That is the definition of a linear functional, or one-form.}. The dual vector space where the momenta \( p \) live is known as the cotangent vector space \( T^*_q Q \) to the configuration space \( Q \) at the point \( q \). The set of all the points \( q \in Q \) and all the respective cotangent vector spaces \( T^*_q Q \) form a differentiable manifold called the cotangent fibre bundle \( T^*Q \), or phase space. We call dynamical variable to any function defined over phase space.

As examples, the configuration space of a pendulum restricted to move on a plane is the circle \( Q = S^1 \). At each point \( \theta \) in configuration space, the possible values of its momentum are not limited, therefore the cotangent space at each point of its trajectory is the real line \( T^*_q Q = \mathbb{R} \). The cotangent fibre bundle (phase space) is the cylinder \( T^*Q = S^1 \times \mathbb{R} \).
The physical trajectories on the cotangent fibre bundle $T^* Q$ (i.e., the physical classical trajectories on phase space) are curves on $T^* Q$ whose tangent vector is determined by the Hamiltonian according to Hamilton’s equations.

In the Hamiltonian formalism, configuration variables $q^a$ and momenta $p_a$ are treated on equal footing, so we are going to introduce a notation that addresses them as such in a convenient way. Let us introduce the $2n$ variables $\xi^\alpha$ such that $(\xi^1, \ldots, \xi^{2n}) = (q^1, \ldots, q^n, p_1, \ldots, p_n) \in T^* Q$, which we call canonical variables. Note that they mix variables of the configuration space $q^a$ with the momenta $p_a$.

In terms of these canonical variables, Hamilton equations can therefore be written compactly as

$$\tilde{\Omega}_{\alpha\beta} \dot{\xi}^\beta = \partial_\alpha H \quad \text{or} \quad \dot{\xi}^\alpha = \tilde{\Omega}^{\alpha\beta} \partial_\beta H,$$

(1.12)

where $\partial_\beta := \partial/\partial \xi^\beta$, $\tilde{\Omega}_{\alpha\beta}$ are the components of the symplectic matrix of dimension $2n \times 2n$:

$$\tilde{\Omega}_{\alpha\beta} = \begin{pmatrix} 0_n & -1_n \\ 1_n & 0_n \end{pmatrix},$$

(1.13)

and $\tilde{\Omega}^{\alpha\beta}$ are the components of the inverse matrix to $\tilde{\Omega}$, that is $\tilde{\Omega}^{\alpha\beta} \tilde{\Omega}_{\beta\gamma} = \delta^\alpha_\gamma$, or in matrix form

$$\tilde{\Omega}^{\alpha\beta} = \begin{pmatrix} 0_n & 1_n \\ -1_n & 0_n \end{pmatrix},$$

(1.14)

The symplectic matrix satisfies therefore that it is antisymmetric $\tilde{\Omega}_{\alpha\beta} = -\tilde{\Omega}_{\beta\alpha}$, and also that $\tilde{\Omega}^2 = -1$, that is $\tilde{\Omega}^{-1} = -\tilde{\Omega} = \tilde{\Omega}^T$, or in components $\tilde{\Omega}^{\alpha\beta} = -\tilde{\Omega}_{\alpha\beta}$.

### 1.5 Poisson Brackets

We define the Poisson bracket of two dynamical variables $f(\xi^\alpha), g(\xi^\alpha)$ (that is, two functions of generalized positions and momenta) as

$$\{f, g\} := \partial_\alpha f \tilde{\Omega}^{\alpha\beta} \partial_\beta g.$$

(1.15)

In terms of the $q$ and $p$ variables, the Poisson bracket takes the form

$$\{f, g\} = \frac{\partial f}{\partial q^a} \frac{\partial g}{\partial p_a} - \frac{\partial g}{\partial q^a} \frac{\partial f}{\partial p_a}.$$

(1.16)

In particular, the Poisson bracket between phase space variables is

$$\{\xi^\alpha, \xi^\beta\} = \tilde{\Omega}^{\alpha\beta},$$

(1.17)

which in terms of $q$ and $p$ variables is

$$\{q^a, q^b\} = 0, \quad \{q^a, p_b\} = \delta^a_b, \quad \{p_a, p_b\} = 0.$$

(1.18)

The Poisson bracket has the following properties (exercise: prove it!). Let $f, g, h$ be elements of $\mathcal{F}(T^* Q)$ (functions on the cotangent fibre bundle to $Q$, i.e., dynamical variables):

1. Anti-symmetry: $\{f, g\} = -\{g, f\}$,

2. Jacobi Identity: $\{f, \{g, h\}\} + \{g, \{h, f\}\} + \{h, \{f, g\}\} = 0$, 


3. Linearity: \( \{ af + bg, h \} = a \{ f, h \} + b \{ g, h \}, \quad a, b \in \mathbb{R} \),

4. Leibniz Rule: \( \{ fg, h \} = f \{ g, h \} + g \{ f, h \} \).

There are two extremely important things to learn from this. First, properties 1 to 3 indicate the the space \( F(T^*Q) \) of dynamical variables is a Lie Algebra under the Poisson bracket. Second, properties 3 and 4 tell us that given a dynamical variable \( g \), we can consider the operation 'take the Poisson bracket with \( g \)', \( \{ g, \circ \} \), as a derivative of the argument \( \circ \), that is, the Poisson bracket with \( g \) is a differential operator. In particular, we can consider the differential operator \( \{ \xi^\alpha, \circ \} \), that to each dynamical variable \( f \) assigns the vector

\[
X^\alpha_f := \{ \xi^\alpha, f \} = \tilde{\Omega}^{\alpha\beta} \partial_\beta f.
\]  

(1.19)

Now, from Hamilton equations \( (1.12) \), we know that for the particular case where \( f \) is the Hamiltonian, \( X^\alpha_H = \dot{\xi}^\alpha \). Using \( (1.19) \) we see that Hamilton equations can be written in terms of the Poisson bracket as

\[
\dot{\xi}^\alpha = \{ \xi^\alpha, H \},
\]

(1.20)

or in other words

\[
q^a = \{ q^a, H \}, \quad \dot{p}_a = \{ p_a, H \}.
\]

(1.21)

In more general terms, considering the Poisson brackets of general dynamical variables, that can possibly depend explicitly on time, we get that (exercise, prove the last two steps using Hamilton equations!)

\[
\dot{f} = \dot{\xi}^\alpha \partial_\alpha f + \partial_t f = X^\alpha_H \partial_\alpha f + \partial_t f = \{ f, H \} + \partial_t f.
\]

(1.22)

For any two arbitrary, possibly time dependent dynamical variables \( f(\xi^\alpha, t) \), \( g(\xi^\alpha, t) \) it is satisfied that

\[
\frac{d}{dt} \{ f, g \} = \{ \dot{f}, g \} + \{ f, \dot{g} \}.
\]

(1.23)

This is easy to prove using \( (1.22) \), Jacobi’s identity and the fact (also easy to prove) that

\[
\partial_t \{ f, g \} = \{ \partial_t f, g \} + \{ f, \partial_t g \}.
\]

(1.24)

Summarizing this last result: if a curve in phase space is generated by a Hamiltonian evolution (by the vector \( X^\alpha_H \)), then the Poisson bracket of two arbitrary dynamical variables evolves along this curve according to equation \( (1.23) \). The opposite is also true: if the evolution of the Poisson bracket of two dynamical variables along a curve in phase space satisfies \( (1.23) \), then there exists (locally) a Hamiltonian that generates this evolution.

The proof is not very involved: if we assume that equation \( (1.23) \) is satisfied for any pair of dynamical variables \( f \) and \( g \) along a curve of tangent vector \( \dot{\xi}^\alpha = X^\alpha(\xi) \), then it is satisfied as well for the particular choice \( f = \xi^\alpha \) and \( g = \xi^\beta \). Since the Poisson bracket between canonical variables is constant, the equation \( (1.23) \) tells us that

\[
0 = \{ \dot{\xi}^\alpha, \xi^\beta \} + \{ \xi^\alpha, \dot{\xi}^\beta \} = \{ X^\alpha, \xi^\beta \} + \{ \xi^\alpha, X^\beta \} = -\partial_\gamma (\tilde{\Omega}^{\beta\gamma} X^\alpha - \tilde{\Omega}^{\alpha\gamma} X^\beta),
\]

(1.25)

where in the last identity we have used \( (1.19) \) and that \( \partial_\alpha \xi^\beta = \delta_\alpha^\beta \). Now contracting this with \( \tilde{\Omega}_{\alpha\sigma} \tilde{\Omega}_{\beta\nu} \) we get

\[
\partial_\nu (\tilde{\Omega}_{\alpha\sigma} X^\alpha) - \partial_\sigma (\tilde{\Omega}_{\beta\nu} X^\beta) = 0,
\]

(1.26)

\[5\]This makes the space of dynamical variables a Poisson Algebra.
and this is indeed the (local) integrability condition (coincidence of cross-derivatives) for the differential equation \( \partial_\alpha H = \tilde{\Omega}^\alpha_{\beta} X^\beta \), that is, Hamilton equations in their form (1.12). In other words, the necessary and sufficient condition for this equation to have a local solution. That means that assuming (1.23) for any two dynamical variables is sufficient for a function \( H \) to exist such that \( \dot{\xi}^\alpha = \tilde{\Omega}^\alpha_{\beta} \partial_\beta H \) and therefore for the evolution to be generated by a Hamiltonian.

A corollary of these results is that the Poisson bracket of two conserved quantities is also a conserved quantity, and the set of all conserved quantities, which is a finite dimensional vector space, is also a Lie algebra (in fact, a subalgebra of the Lie algebra of dynamical variables \( \mathcal{F}(T^*Q) \) with the Poisson bracket).

### 1.6 The Symplectic form

In the previous sections we have considered only a particular choice of coordinates for the phase space \( T^*Q \): the canonical coordinates \( \xi^\alpha = (q^a, p^a) \), which come directly from the Legendre transform of the velocities. In these coordinates we have identified the symplectic matrix \( \tilde{\Omega}^\alpha_{\beta} \) given by (1.13). We can, of course, write the abstract object \( \Omega \), whose coordinates in the canonical coordinate basis are \( \tilde{\Omega}^\alpha_{\beta} \). This object is a 2-form which has the following expression

\[
\Omega = \frac{1}{2} \tilde{\Omega}^\alpha_{\beta} d\xi^\alpha \wedge d\xi^\beta = \frac{1}{2} d\mu_a \wedge dq^a - \frac{1}{2} dq^a \wedge dp_a = dp_a \wedge dq^a.
\]  

(1.27)

We call \( \Omega \) the *symplectic form*. The symplectic form is coordinate independent, but its components are certainly coordinate dependent.

Consider a coordinate change \( \xi^\alpha \to \zeta^\alpha \), the symplectic form can be written in either coordinate basis as

\[
\Omega = \frac{1}{2} \Omega^\alpha_{\beta} d\zeta^\alpha \wedge d\zeta^\beta = \frac{1}{2} \Lambda^\gamma_{\alpha} \Lambda^\delta_{\beta} \tilde{\Omega}^\gamma_{\delta} d\zeta^\alpha \wedge d\zeta^\beta,
\]  

(1.28)

where \( \Lambda^\gamma_{\alpha} = \frac{\partial \zeta^\gamma}{\partial \xi^\alpha} \) is the change of basis matrix, and \( \Omega^\alpha_{\beta} \) are the coefficients of the symplectic form in the new basis (which are different from (1.13)). We will use \( \Omega^\alpha_{\beta} \) for the components of the symplectic form in the canonical basis, and we will use \( \Omega^\alpha_{\beta} \) for any other basis or for an arbitrary basis. We know that the symplectic matrix is non-degenerate because \( \tilde{\Omega}^\alpha_{\beta} \) is invertible. This means that the symplectic form can be used much in the same way that we used the metric tensor in relativity: we can use it to build an isomorphism between vectors and one-forms through contraction. In particular, we can build a map \( \iota_X : T(T^*Q) \to T^*(T^*Q) \) that assigns to each vector \( X \) the one-form

\[
i_X \Omega = \Omega^\alpha_{\beta} X^\alpha d\zeta^\beta.
\]  

(1.29)

and recall that \( \{d\zeta^\beta\} \) is an arbitrary coordinate basis of \( T^*(T^*Q) \), dual to \( \{\partial_\zeta^\alpha\} \), which is a coordinate basis of \( T(T^*Q) \), such that the contraction \( (\partial_\zeta^\alpha, d\zeta^\beta) = \delta^\alpha_{\beta} \).

(Exercise: check that \( i_{\partial_\mu_a} \Omega = -dp_a, \ i_{\partial_\mu_a} \Omega = dq^a \))

---

6Note the subtleties of the symplectic manifold notation: \( \Omega \) is a two-form in the symplectic manifold, but since the cotangent fibre bundle takes objects of configuration space and of each cotangent space the lower and upper indices in positions and momenta still refer to that structure to notate covariance/contravariance. In any case \( \Omega \) is a two-form, hence twice covariant tensor, in the symplectic space.

7Just to recap, this is a map from the tangent vector space to the cotangent fibre bundle to configuration space to the cotangent vector space to the cotangent fibre bundle to configuration space (phase space).
It is easy to check that the two-form $\Omega$ is a closed form, which means $d\Omega = 0$. Since it is non-singular, this implies that it is also exact and therefore there exists (locally) a one-form $\theta$ such that $\Omega = d\theta$. The one-form $\theta$ is called the canonical form. It is a good exercise to prove that in canonical coordinates, the canonical form is $\theta = p_a dq^a$.

1.7 Coordinate independent Hamilton equations

Hamilton equations, as written in (1.12), are:

$$\tilde{\Omega}_{\alpha\beta} X^\beta = \partial_\alpha H, \quad (1.30)$$

where $X^\beta = \xi^\beta$. If the system is Hamiltonian, Hamilton equations are satisfied and solving Hamilton equations consists of finding the vectors $X$ that satisfy (1.30), and then find their integral to find the trajectory in phase space.

Comparing with (1.29), we see that the left-hand side of (1.30) has the components of the contraction $i_X \Omega$ of the symplectic form with the dynamical vector $X$ (with opposite sign, remembering the symplectic form is anti-symmetric). We also see that the right-hand side has the components of the one-form $dH$ in the basis $\{d\xi^\alpha\}$. This means that we can write Hamilton equations in a coordinate independent way as

$$i_X \Omega = -dH. \quad (1.31)$$

This gives the most general formulation of the equation on $X$ whose integral curves are the classical trajectories. In an analogy with general relativity, where physicists use the metric to lower and raise indices, you can think of the differential of the Hamiltonian as the co-vector obtained ‘lowering the index’ of the dynamical vector with the symplectic form.

This is an elegant and revealing form for time evolution, and showcases how each Hamiltonian determines univocally the dynamical vector, and reciprocally, how a given dynamical vector (provided the 1-form on the l.h.s. is exact, and therefore the evolution is Hamiltonian) determines the Hamiltonian except for an additive constant. This is the ambiguity of the ‘origin of potential’.

1.8 Flow of a vector field

Let us define the flow of a vector field. Let $X$ be a vector field on phase space, and let us consider the map $\varphi^X_s$ over phase space that assigns to each point $\zeta \in T^*Q$ the point $\zeta_s \in T^*Q$ that is at a parametric distance $s$ over the integral curve of $X$ (in simpler words, the solution to the equation $d\zeta_s / ds = X$ that goes through $\zeta$). This sounds a lot like ‘translations’ along a trajectory, and indeed the set $\varphi^X = \{\varphi^X_s, s \in \mathbb{R}\}$ of all such transformations has group structure under the composition law $\varphi^X_{s_1} \circ \varphi^X_{s_2} = \varphi^X_{s_1 + s_2}$. The set $\varphi^X$ is called the flow of the vector field $X$.

Example: Consider the vector field $X^\alpha = (v^a, 0)$ in canonical coordinates, i.e., $X = v^a \partial_{q^a}$. This vector generates a flow in phase space that consists of translations in configuration space. Indeed, the integral curves of $\xi^\alpha = \int ds X^\alpha$ are

$$q^a(s) = q^a_0 + v^a s, \quad p_a(s) = p_a, \quad (1.32)$$

Notice that we are being slightly more careful with the partial derivative notation. In the past we notated $\partial_\alpha := \partial / \partial \xi^\alpha$, but now we are considering also other arbitrary basis and not only the canonical coordinate ones, so when we refer to the canonical coordinates we will specify it in the notation as written here.
where $q_0^i$ and $p_{a0}$ are constants.

Let us consider now a small displacement along the flow of $X$ by an infinitesimal amount $\delta s$. The evolution of any tensor (function, scalar, vector, form, etc.) $W$ defined over phase space along the flow of $X$ will be determined by its Lie derivative (and its possible explicit dependence on the parameter of the transformation $s$),

$$\varphi^X_{\delta s}W = W + \delta s L_X W + \delta s \partial_s W. \quad (1.33)$$

In other words, the infinitesimal transformation can be written as

$$\varphi^X_{\delta s} = 1 + \delta s (L_X + \partial_s). \quad (1.34)$$

We can now obtain the action of a finite transformation as follows: Any continuous finite transformation can be decomposed into an infinite composition of infinitesimal transformations. One way of seeing what this is is writing $s = k(s/k)$ and then taking the limit $k \to \infty$. Doing so,

$$\varphi_s^X = \lim_{k \to \infty} \varphi^X_{k(s/k)} = \lim_{k \to \infty} \left( \varphi^X_{s/k} \right)^k = \lim_{k \to \infty} \left( 1 + \frac{s}{k} (L_X + \partial_s) \right)^k = e^{s(L_X + \partial_s)} = 1 + \sum_{k=1}^{\infty} \frac{s^k}{k!} (L_X + \partial_s)^k, \quad (1.35)$$

therefore showing that the flow acts as an operator on tensors in phase space (and in particular functions, dynamical variables) as the exponential of the Lie derivative with respect to the vector defining the flow.

### 1.9 Hamiltonian vector fields and Hamiltonian flows

Given a dynamical variable $f$ (a phase space scalar, a function on $T^*Q$), we define the Hamiltonian vector field $X_f$ associated to $f$ to be the only vector that satisfies

$$i_X \Omega = -df, \quad (1.36)$$

and therefore can also be written as $X_f^\alpha = \Omega^{\alpha\beta} \partial_\beta f$, or $X_f = \Omega^{\alpha\beta} \partial_\beta f \partial_\alpha$.

Not all vector fields are Hamiltonian: It is obvious from (1.34) that a vector field $X$ is a Hamiltonian vector field iff the one-form $i_X \Omega$ is exact (which in this case is implied by it being closed, i.e., $di_X \Omega = 0$).

**Example:** Consider the vector field that generates phase space translations ($X^\alpha = (v^a, 0)$) in canonical coordinates, i.e., $X = v^a \partial_{p^a}$ from the previous example. This vector field is Hamiltonian since $i_X \Omega = -v^a dp_a$ and therefore $di_X \Omega = 0$. In fact, its associated dynamical variable is $f = v^a p_a$.

Each dynamical variable $f$ determines uniquely a Hamiltonian vector field $X_f$ and hence a Hamiltonian flow

$$\varphi^f := \varphi^X_f = e^{s(L_X_f + \partial_s)}. \quad (1.37)$$

The variable $f$ is called the *generating function* of the flow $\varphi^f$.

Now, importantly, let us note that on dynamical variables (scalar fields over $T^*Q$) the Lie derivative is particularly easy. In particular, for a scalar function $g$, $L_{X_f} g = X_f g = \{g, f\}$, and therefore

$$\varphi^f g = e^{s(L_X_f + \partial_s)} g = e^{s(\{g, f\} + \partial_s)} g. \quad (1.38)$$

---

8Notice that the flow is an operator on $T^*Q$, so technically what we are applying to arbitrary tensor is the push-forward induced by the flow, that is how tensors vary along the flow generated by $X$. We use the same notation to not complicate it, but we need to keep this in mind.

19Remembering from (1.29) that $i_X \Omega = \Omega^{\alpha\beta} X^\alpha \partial_\beta$, then multiplying on both sides by the $\Omega^{\alpha\beta}$ and writing $df$ in the coordinate basis $\partial_\alpha$. 

---
**Example:** Consider the vector field that generates phase space translations \((X^\alpha = (v^a, 0))\) in canonical coordinates, i.e., \(X = v^a \partial_{q^a}\) from the previous examples. On dynamical variables \(g(q, p)\), the Hamiltonian flow of translations would be

\[ \varphi^t g = e^{sv^a \partial_q} g. \] (1.39)

Notice how cute: The projection of the canonical momentum on some direction of configuration space \(v^a\) generates a (Hamiltonian flow of) translations in that direction by a magnitude \(s\), and the map that implements it is an exponential map.

Time evolution is generated by the Hamiltonian flow, and in this (coordinate independent) language Hamilton equations reduce to finding the Hamiltonian vector field \(X_H\) associated to the Hamiltonian, and its flow. This is solving the problem of time evolution. As we saw in (1.22), the classical time evolution of any dynamical variable \(f\) is given by

\[ \dot{f} = X_H f + \partial t f = \{ f, H \} + \partial t f. \] (1.40)

With our current knowledge we can generalize for the classical time evolution of any tensor \(W\) defined over phase space will be given by its derivative with respect to the Hamiltonian vector field (plus perhaps some explicit time dependence):

\[ \dot{W} = \mathcal{L}_{X_H} W + \partial_t W. \] (1.41)

**Exercise:** Prove that the symplectic form is conserved under time evolution.

### 1.10 Symplectic manifolds

It is worth noting that these notions of phase space can be generalized to the so called symplectic manifolds. The construction is somewhat analogous to the construction of a spacetime in general relativity, where the role of the metric (a symmetric twice covariant tensor) is played by the symplectic form (an anti-symmetric twice covariant tensor, or two-form).

Let \(M\) be a differentiable manifold of dimension \(2n\). We define a symplectic form to be any two-form \(\Omega\) that is closed and non-degenerate. We call the pair the pair \((M, \Omega)\) a symplectic manifold.

In this symplectic manifold, each scalar \(H\) defines a Hamiltonian evolution where the parameter of evolution \(t\) is a parameter of the integral curves of the Hamiltonian vector field \(X_H\) defined by the function \(H\) and the symplectic form \(\Omega\) as in (1.36).

The Poisson bracket between two scalars in the symplectic manifold is defined from the symplectic form as follows:

\[ \{ f, g \} := \{f, g\} = -\Omega(X_f, X_g) = \Omega^{\alpha\beta} \partial_\alpha f \partial_\beta g. \] (1.42)

This Poisson bracket is trivially antisymmetric (because \(\Omega\) is a two-form), and (Exercise: prove that) the fact that the symplectic form is closed implies the Jacobi identity for the Poisson bracket.

There are infinite possible choices of closed and non-degenerate two-forms to pair with a given manifold to make the symplectic manifold. Different choices of the symplectic form give the same manifold \(M\) different symplectic structures.

### 1.11 Symplectic transformations

A symplectic transformation (sometimes called canonical transformation) is any transformation in phase space that preserves the symplectic form \(\Omega\). Think for example of a transformation that maps a vector \(\zeta\) on
phase space to another one, $\zeta'$. In this case, the condition that the symplectic form is invariant under the transformation means that the symplectic form evaluated at the point $\zeta$ is the same that the symplectic form evaluated at the point $\zeta'$, i.e., that this equality is satisfied

$$\Omega[\zeta'(\zeta)] - \Omega(\zeta) = 0. \quad (1.43)$$

The expressions of $\Omega$ at the points $\zeta$ and $\zeta'$ are

$$\Omega(\zeta) = \frac{1}{2} \Omega_{\alpha\beta}(\zeta) d\zeta^\alpha \wedge d\zeta^\beta, \quad \Omega(\zeta') = \frac{1}{2} \Omega_{\alpha\beta}(\zeta') d\zeta'^\alpha \wedge d\zeta'^\beta, \quad (1.44)$$

therefore,

$$\Omega[\zeta'(\zeta)] = \frac{1}{2} \Omega_{\alpha\beta}[\zeta'(\zeta)] \partial_\alpha \zeta'^\gamma \partial_\beta \zeta'^\delta d\zeta^\alpha \wedge d\zeta^\beta. \quad (1.45)$$

Hence the transformation $\zeta \to \zeta'$ is symplectic iff

$$\Omega_{\gamma\delta}(\zeta') \partial_\alpha \zeta'^\gamma \partial_\beta \zeta'^\delta - \Omega_{\alpha\beta}(\zeta) = 0. \quad (1.46)$$

The following important propositions are left to be proven as exercises:

1. A transformation generated by the vector $X$ is symplectic iff the Lie derivative of the symplectic form along $X$ is zero, that is,

$$\mathcal{L}_X \Omega = \frac{1}{2} (X^\gamma \partial_\gamma \Omega_{\alpha\beta} + \Omega_{\alpha\gamma} \partial_\beta X^\gamma + \Omega_{\gamma\beta} \partial_\alpha X^\gamma) \, d\zeta^\alpha \wedge d\zeta^\beta = 0. \quad (1.47)$$

2. A transformation is symplectic iff its generating vector $X$ is Hamiltonian, that is, iff there exists a function $f$ such that $i_X \Omega = -df$.

3. A transformation is symplectic iff it preserves Poisson brackets, that is, iff

$$\{ \zeta^\alpha, \zeta^\beta \}_{\zeta} = \{ \zeta'^\alpha, \zeta'^\beta \}_{\zeta'}. \quad (1.48)$$

4. Hamiltonian evolution is a symplectic transformation (easy to prove assuming (1.47)).

### 1.12 Liouville theorem

The theorem says that the element of volume of phase space, which is given by the $2n$-form

$$\mathbf{v} = \bigwedge_{a=1}^n dp_a \wedge dq^a, \quad (1.49)$$

is invariant under symplectic transformations.

To prove it, it is enough to note that the volume of phase space is just a simple function of the symplectic form:

$$\mathbf{v} = \frac{1}{n!} \Omega \wedge \cdots \wedge \Omega = \frac{1}{n!} \Omega^{\wedge n}. \quad (1.50)$$

Therefore, the invariance of $\Omega$ under symplectic transformations guarantees the invariance of $\mathbf{v}$.

Additionally, the theorem has another claim: The volume of a certain region $\mathcal{U}$ of a symplectic manifold does not change under a Hamiltonian flow, even if the shape of the region does change.
Proof: Let $\varphi^f_s$ be an active Hamiltonian transformation generated by the dynamical variable $f$. Under this transformation, a certain $(2n)$-dimensional region $\mathcal{U}$ is mapped to $\varphi^f_s\mathcal{U}$. The volume of this new region is $\int_{\varphi^f_s\mathcal{U}} v$. This integral can be understood as a change of coordinates in $\mathcal{U}$ that adapts the region, and therefore

$$\int_{\varphi^f_s\mathcal{U}} v = \int_{\mathcal{U}} \varphi^f_s v = \int_{\mathcal{U}} v.$$

### 1.13 Statistical distributions in phase space

Let us consider a system of $N$ particles with $n$ degrees of freedom where we are not interested in (or can’t access) the information about every single particle, but its statistical behaviour. We can describe the system using a density distribution $\rho(\xi,t)$ on phase space, where $\rho$ can be interpreted as the probability that the system’s state is contained in an infinitesimal volume of phase space and satisfies that

$$\int \rho v = \int \rho(\xi,t) d^{2n}\xi = 1.$$  \hspace{1cm} (1.51)

One can prove\[^{11}\] that the probability integrated in any arbitrary region $\mathcal{U}$ does not change under Hamiltonian evolution, and therefore

$$0 = \frac{d}{dt} \int_{\mathcal{U}} \rho v = \int_{\mathcal{U}} \frac{d\rho}{dt} v,$$  \hspace{1cm} (1.52)

where the last step is taken using that the volume element of phase space is invariant under Hamiltonian evolution. Since this is true for an arbitrary integration region then we conclude that $\dot{\rho} = 0$. But we also know that, in the same fashion as any other dynamical variable,

$$\dot{\rho} = \{ \rho, H \} + \partial_t \rho \Rightarrow \partial_t \rho = -\{ \rho, H \},$$  \hspace{1cm} (1.53)

which is known as Liouville equation.

The expectation value of a dynamical variable in the state $\rho(q,p)$ is given by the statistical average over phase space of the function with the density $\rho(q,p)$, that is

$$\langle f(q,p) \rangle_\rho = \int dq dp \rho(q,p)f(q,p).$$  \hspace{1cm} (1.54)

### 2 Quantum Mechanics in Phase Space

#### 2.1 Let’s get quantum: Canonical Quantization and its issues

We are going to discuss the process of canonical quantization\[^{12}\] This process takes a classical system and a set of its dynamical variables, and returns a quantum system and quantum observables. More specifically, a quantization of a classical system is a linear map—denoted by a hat (\(\hat{\cdot}\))—from (a subspace of) the space of dynamical observables (functions on phase space) to (a subspace of) the space of self-adjoint operators on a Hilbert space. This map is not arbitrary but must satisfy some properties.

[^11]: See for instance [https://www.oulu.fi/tf/statfys/lecture_2006/notes2.pdf](https://www.oulu.fi/tf/statfys/lecture_2006/notes2.pdf)
[^12]: Canonical quantization is not the only process of quantization. However, other methods, such as path integral quantization, share the same drawbacks, albeit they manifest in different ways.
In the first place it must represent the Poisson bracket structure. To represent that structure when the
dynamical variables are linear operators on a Hilbert space, there is a Lie bracket kind of operation that
naturally comes to mind: the commutator. Therefore, the quantization map must satisfy $[\hat{\phi}, \hat{\psi}] = i\hbar \{\phi, \psi\}$. The reason for the imaginary unit to be there is because the Poisson bracket of two dynamical variables is
a dynamical variables, and, in contrast, the commutator of two self-adjoint operators is not self-adjoint (but anti-selfadjoint). Ideally, one would like to represent all functions $f$ on phase space (i.e. all physical classical
observables) and their Poisson brackets as quantum operators.

Second, the representation must be irreducible, so that there exists no proper subspace of the Hilbert space
invariant under the action of all the represented observables. If a representation were reducible, it would be
the direct sum of irreducible representations that we could study separately. We would then need additional
information to select one of them which would introduce additional ambiguities.

However, in general, these two conditions are not compatible and it is impossible to map all possible
dynamical functions to quantum observables (Groenewold’s theorem). There are very few cases where the
two requisites are compatible so that a quantization of all the classical dynamical variables can be carried out.
One such case is the torus, but not in $\mathbb{R}^2$. Because of this incompatibility, what we do when we do quantum
theory is select a complete subset of such classical observables and deal with the problem of representing
other ones the best way possible. Notice that this may include (and often does) the Hamiltonian of the system
itself.

After quantization, we want to be sure that the representation is such that it is complete, i.e., that the
only operator that commutes with the whole set is (a multiple of) the identity. Schur’s lemma guarantees that
this is indeed the case if the representation is irreducible.

An example of this is the canonical quantization of $\mathbb{R}^2$ (the phase space of a single particle). Let us
consider canonical coordinates $(q, p)$. If we choose as a complete set the Heisenberg algebra $\{1, q, p\}$, then a
quantization is given by the Schrödinger map: $\hat{1} := 1, \hat{q} := q, \hat{p} := -i\hbar \partial_q$.

However, knowing a dynamical function does not imply knowing its quantization. Not only we would have
powers with any polynomials of order higher than two. Additionally, we can always add factors that would
not exist classically that generate non-trivial physics upon quantization.

### 2.2 Mapping from classical to quantum

Since the $\hat{q}$ and $\hat{p}$ variables do not commute, given a classical dynamical variable $f(q, p)$ there is a priori no
unambiguously defined corresponding quantum dynamical variable, as there are factor ordering problems that
make the map of classical to quantum $f(q, p) \rightarrow \hat{A}_f := f(\hat{q}, \hat{p})$ ambiguous. We may think of several rules
or prescriptions to resolve this ambiguity, but none is intrinsic to the transition from Classical to Quantum
Mechanics. The earliest rule was proposed by Weyl in 1927. Taking $n = 1$ for simplicity, i.e., one $\hat{q}$ and one $\hat{p}$, this rule is to place $\hat{q}$ and $\hat{p}$ in all possible relative positions in any expression and then take the average. For
monomials, exponentials and general functions, the rule is:

$$q^m p^n = \frac{\partial^m}{\partial \lambda^m} \frac{\partial^n}{\partial \mu^n} \frac{(\lambda q + \mu p)^{m+n}}{(m+n)!} \bigg|_{\lambda=\mu=0} \rightarrow \frac{\partial^m}{\partial \lambda^m} \frac{\partial^n}{\partial \mu^n} \frac{(\lambda \hat{q} + \mu \hat{p})^{m+n}}{(m+n)!} \bigg|_{\lambda=\mu=0}. \quad (2.1)$$

13See Luis Garay lecture notes on QFT on curved spacetimes (https://sites.google.com/site/luisjgaray/lecture-notes) and for
further details M.J. Gotay, Obstructions to Quantization, arXiv:math-ph/9809011v1; M.J. Gotay, J. Math. Phys. 40 (1999) 2107,
arXiv:math-ph/9809015, On the Groenewold-VanHove problem for $\mathbb{R}^n$.

14A set of classical observables is complete if the operators in the set close under the Poisson bracket, and if any other classical
observable for which the poisson bracket is zero with all of them is just a constant.
That guarantees that the exponentials are quantized as \( \exp[i(\lambda q + \mu p)] \rightarrow \exp[i(\hat{\lambda}q + \hat{\mu}p)] \). The Weyl rule possess the property that if \( f(q,p) \in \mathbb{R} \) then \( \hat{A}_f = f(\hat{q}, \hat{p}) \) is Hermitian. Of course, for products the rule is non trivial, namely
\[
f \rightarrow \hat{A}_f, g \rightarrow \hat{A}_g \Rightarrow fg \rightarrow \hat{A}_f \hat{A}_g.
\]

Since now the dynamical functions are operators in a Hilbert space, so is the density function \( \rho(q,p) \) that characterized the state of the system. It goes to the density operator \( \hat{\rho} \). By construction, \( \hat{\rho} \) is a probability distribution over possible states of the system, represented as eigenvectors on the Hilbert space on which the dynamical variables act. In the case of a single particle, this space is spanned by the generalized eigenvectors of the position operator \( \hat{q} \) or the momentum operator \( \hat{p} \), and the association is done following the standard rules from basic quantum mechanics (see, e.g., QT2 lecture notes). For classical states one would expect that \( \rho(q,p) \) can contain the same information as \( \hat{\rho} \) (so we didn’t really need the whole quantization business). But we know that after canonical quantization \( \hat{\rho} \) can contain in principle more information (superposition of classical states, for example), since it is now an operator on a Hilbert space rather than a function in Phase space. It is important to notice that quantum mechanics has inherited the whole symplectic structure of classical mechanics, only upgraded now by being represented by self-adjoint operators in a Hilbert space. However, it may be difficult to characterize the similarities unless we attempt to describe a quantum state in the same way as a classical state exactly, which is with a probability distribution on phase space. Can we do it? Can we capture the probabilistic nature of quantum theory with a probability distribution on phase space? If we can, then the theory, fancy as it is, will be nothing but a classical theory and we didn’t really need to go the lengths of canonical quantization.

We will follow the steps that Wigner took to see if this is possible.

### 2.3 The Wigner Function and the Weyl-Wigner correspondence

The symmetric ordering rule by Weyl, which is the simplest but by far not the unique way of associating Hermitian operators to dynamical variables, can be used to describe the quantum dynamics of phase-space. It was Wigner in 1932 who found a way to represent quantum states by real phase-space distributions in the same way we did with density distributions in classical mechanics. Wigner actually provides the following expression (without justification!) in the context of quantum mechanical corrections to thermodynamic equilibrium:

\[
W(q,p) := \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dx \, e^{-\frac{i}{\hbar}px} \langle q + \frac{1}{2}x | \hat{\rho} | q - \frac{1}{2}x \rangle,
\]

(2.2)

where the matrix elements of the density operator are taken in the ‘eigenbasis’ of the position operator \( \hat{q} \). That is,

\[
\hat{\rho} = \int dq'' \int dq\rho(q'', q') |q''\rangle \langle q'|, \quad \rho(q'', q') := \langle q''| \hat{\rho} | q' \rangle.
\]

(2.3)

Thinking about it, this is pretty intuitive: we have a distribution on configuration space (position representation) \( \rho(q'', q') \). If we change the matrix elements on the right to the momentum representation we would get a phase space distribution from (2.3).

\[
\hat{\rho} = \int dq'' \int dq \int dp \rho(q'', q') |p\rangle \langle p|\rho(q'', q') |q'\rangle \langle q'| = \frac{1}{\sqrt{2\pi\hbar}} \int dq \int dp \frac{1}{\sqrt{2\pi\hbar}} e^{-\frac{i}{\hbar}pq''} \hat{\rho}(p,q') |p\rangle \langle q'| = \frac{1}{\sqrt{2\pi\hbar}} \int dq \int dp \hat{\rho}(p,q') |p\rangle \langle q'|,
\]

(2.4)
where we now found a phase space distribution that represents the density matrix in the hybrid $q, p$ representation, namely:

$$\hat{\rho}(p, q') := \frac{1}{\sqrt{2\pi\hbar}} \int dq'' e^{-\frac{i}{\hbar} pq''} \rho(q'', q'). \quad (2.5)$$

Et voilà! A phase space distribution. However, that’s not the only one that can be thought of. Why are we transforming the second variable of the distribution only? Would it be the same as transforming the first? Or are there any other ways of associating such distribution? Indeed, in the spirit of Weyl, Wigner wanted to have a symmetric distribution in terms of what argument of the position distribution is moved to the momentum representation, so he referred the two different positions to a ‘centre’ between the two and introduce a new variable $x$ as follows

$$q' = q - \frac{1}{2} x \quad \text{and} \quad q'' = q + \frac{1}{2} x, \quad (2.6)$$

so that now we can rewrite the density matrix in the position representation in $(2.3)$ as

$$\hat{\rho} = \int dq \int dx \rho_s(q, x) |q + \frac{1}{2} x\rangle \langle q - \frac{1}{2} x|, \quad \rho_s(q, x) := \langle q + \frac{1}{2} x| \hat{\rho} |q - \frac{1}{2} x\rangle \quad (2.7)$$

And now we can switch to the momentum representation for the variable $x$ of the symmetric position representation distribution $\rho_s(q, x)$ through a Fourier transform, hence defining the Wigner function as a symmetric version of $(2.5)$:

$$W(q, p) := \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar} px} \langle q + \frac{1}{2} x| \hat{\rho} |q - \frac{1}{2} x\rangle = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d(q'' - q') e^{-\frac{i}{\hbar} p(q'' - q')} \langle q''| \hat{\rho}|q'\rangle, \quad (2.8)$$

since $x = q'' - q'$. The constant $(2\pi\hbar)^{-1}$ corresponds to a normalization of the distribution so that (as we will see in more detail later)

$$\int dq \int dp W(q, p) = 1. \quad (2.9)$$

Summarizing, the Wigner function defined here consists of getting the density matrix in the position representation $\rho(q'', q') = \langle q''| \hat{\rho} |q'\rangle$, symmetrize the two variables through a symmetric translation in the two position variables, and transform one of the two position variables into the momentum representation, that is:

$$W(q, p) = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar} px} \rho_s(q, x) \quad (2.10)$$

In classical mechanics we had that the expectation value of a dynamical function $f(q, p)$ in a state $\rho(q, p)$ could be found as

$$\langle f(q, p) \rangle_\rho = \int dq \int dp \rho(q, p) f(q, p). \quad (2.11)$$

Can we build a quantum analogue for this? To answer this question, let us represent a Weyl-quantized dynamical observable $\hat{A}_f$, which is the Weyl representation of the classical dynamical observable $f(q, p)$, in a way analogous to the way in which one represents the density matrix as a Wigner function. Namely, let us introduce the Wigner-Weyl representation of $\hat{A}_f$ as

$$A(q, p) := \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar} px} \langle q + \frac{1}{2} x| \hat{A}_f |q - \frac{1}{2} x\rangle. \quad (2.12)$$

Let’s see whether this Wigner-Weyl representation behaves like the classical analogue of the dynamical function $f(q, p)$. For that, we know that the expectation value of $\hat{A}_f$ is

$$\langle \hat{f}(q, p) \rangle_\hat{\rho} = \langle \hat{A}_f \rangle_\hat{\rho} = \text{Tr}(\hat{\rho} \hat{A}_f) = \int dq'' \langle q''| \hat{\rho} \hat{A}_f |q''\rangle = \int dq'' \int dq' \langle q''| \hat{\rho} |q'\rangle \langle q'| \hat{A}_f |q''\rangle. \quad (2.13)$$
We now carry out the change of variable \( q'' = q + x/2, \ q' = q - x/2 \), so that

\[
\langle \hat{A}_f \rangle_{\hat{\rho}} = \int dq \int dx \langle q + \frac{1}{2} x | \hat{\rho} | q - \frac{1}{2} x \rangle \langle q - \frac{1}{2} x | \hat{A}_f | q + \frac{1}{2} x \rangle
\]

\[
= \int dq \int dx \int dy \delta(y + x) \langle q + \frac{1}{2} x | \hat{\rho} | q - \frac{1}{2} x \rangle \langle q + \frac{1}{2} y | \hat{A}_f | q - \frac{1}{2} y \rangle,
\]

(2.14)

where we have added a delta integrated over \( y \) so that the expressions are identical. Noting now that the delta can be written as

\[
\delta(x + y) = \frac{1}{2\pi\hbar} \int dp \ e^{\frac{i}{\hbar} px(x+y)}
\]

(2.15)

we arrive to

\[
\langle \hat{A}_f \rangle_{\hat{\rho}} = \int dq \int dp \ \frac{1}{2\pi\hbar} \int dx \ e^{\frac{-i}{\hbar} px} \langle q + \frac{1}{2} x | \hat{\rho} | q - \frac{1}{2} x \rangle \int dy \ e^{\frac{-i}{\hbar} py} \langle q + \frac{1}{2} y | \hat{A}_f | q - \frac{1}{2} y \rangle.
\]

(2.16)

Hence, we obtain an equation analogue to the classical version (2.11):

\[
\langle \hat{A}_f \rangle_{\hat{\rho}} = \Tr(\hat{\rho} \hat{A}_f) = \iint dq dp W(q,p) A(q,p),
\]

(2.17)

where the Wigner function plays the role of the probability distribution on phase space, and \( A(q,p) \) plays the role of the dynamical variable.

**Exercise:** Prove the duality between the Weyl ordering and the Weyl-Wigner representation of observables, in that the Weyl-Wigner representation of the Weyl-ordered quantization \( \hat{A}_f \) associated to \( f \), that is, \( A(p,q) \), is equal to the dynamical function \( f \) itself, i.e., \( A(p,q) = f(p,q) \).

This also tells us the normalization of the Wigner function: If we choose \( f(q,p) = 1 \), then its Weyl ordering quantization is \( \hat{A}_f = \mathbb{1} \), and its Wigner-Weyl representation is \( A(q,p) = 1 \), therefore we obtain that

\[
\Tr(\hat{\rho}) = 1 = \iint dq dp W(q,p).
\]

(2.18)

So the integral of the Wigner function over phase space is 1.

### 2.4 Properties of the Wigner Function

**Marginals of the Wigner function**

As the previous section suggests, the Wigner function (which is actually a distribution over phase space) has indeed many of the nice properties of a probability distribution (like the classical \( \rho(q,p) \) is). For example, the fact that it’s normalized to 1 as we saw above. Furthermore, same as a probability distribution over phase space, integrating over one of the variables one recovers the marginal probability distributions for \( p \) and \( q \). Indeed, let’s recall the position and momentum distributions

The position distribution is the probability density distribution of finding the particle at position \( q \). This is of course defined only as a distribution that has to be integrated over a finite length to yield a probability. This distribution is easy to obtain from Born’s rule and the position representaiton for \( \hat{\rho} \) shown in (2.3). Indeed,

\[
\rho(q) = \Tr(|q\rangle\langle q| \hat{\rho}) = \langle q|\hat{\rho}|q\rangle = \hat{\rho} = \int dq'' \int dq' \rho(q'',q') \langle q'|q''\rangle \langle q'|q\rangle = \rho(q,q)
\]

(2.19)
where we used (2.3) and the fact that \( \langle q | q' \rangle = \delta(q - q') \). Probabilities of finding a particle in a region \( q \in [q_0, q_1] \) are given by integrals of this distribution:

\[
P(q_0 \leq q \leq q_1) = \int_{q_0}^{q_1} dq \rho(q).
\] (2.20)

Now let us compare the probability distribution \( \rho(q) = \rho(q, q) \) we just obtained with the marginal of the Wigner function after integrating momentum out: When we integrate both sides of (2.24) over \( p \) and interchange the integrations over \( x \) and \( p \) we find

\[
\int_{-\infty}^{\infty} dp \, W(q, p) = \int_{-\infty}^{\infty} dx \, x \langle \hat{q} + \frac{1}{2} x | \hat{\rho} | q - \frac{1}{2} x \rangle \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dp \exp \left( -\frac{i}{\hbar}px \right) = \langle q | \hat{\rho} | q \rangle = \rho(q), \quad (2.21)
\]

So indeed summing over all possible momenta (the position marginal) of the Wigner function gives the position probability distribution.

Analogously, we can prove that the momentum probability distribution (the probibility of finding the particle with momentum \( p \)) is also a marginal (after integrating positions) of the Wigner function. Let’s prove it. Born’s rule tells us that the probability (density) of finding the particle with momentum \( p \) is

\[
\rho(p) := \text{Tr}(\hat{\rho} | p \rangle \langle p |) = \langle p | \hat{\rho} | p \rangle = \int dq'' \int dq' \langle p | q'' \rangle \langle q'' | \hat{\rho} | q' \rangle \langle q' | p \rangle. \quad (2.22)
\]

Now, recalling \( \langle p | q'' \rangle = \frac{e^{-\frac{i}{\hbar}p q''}}{\sqrt{2\pi\hbar}} \):

\[
\rho(p) = \langle p | \hat{\rho} | p \rangle = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dq'' \int_{-\infty}^{\infty} dq' e^{-\frac{i}{\hbar}p(q'' - q')} \langle q'' | \hat{\rho} | q' \rangle. \quad (2.23)
\]

And from (2.8),

\[
\int_{\mathbb{R}} dq W(q, p) = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dq \int_{-\infty}^{\infty} dx \text{e}^{-\frac{i}{\hbar}px} \langle q + \frac{1}{2} x | \hat{\rho} | q - \frac{1}{2} x \rangle = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} dq'' \int_{-\infty}^{\infty} dq' e^{-\frac{i}{\hbar}p(q'' - q')} \langle q'' | \hat{\rho} | q' \rangle, \quad (2.24)
\]

where in the last step we have undone the change of variables (2.6). Comparing with (2.23), we finally get what we expected:

\[
\int_{\mathbb{R}} dq W(q, p) = \langle p | \hat{\rho} | p \rangle = \rho(p), \quad (2.25)
\]

i.e., the momentum distribution is the marginal of the Wigner function after integrating out \( q \).

**Inner product of two states and Wigner function bound**

The inner product between two general states \( \hat{\rho}_1 \) and \( \hat{\rho}_2 \), given by \( \text{Tr}(\hat{\rho}_1 \hat{\rho}_2) \), can be quickly computed in terms of the Wigner functions. It is enough to evaluate a calculation completely analogous to (2.16) taking \( \hat{\rho} \rightarrow \hat{\rho}_1 \), \( \hat{A} \rightarrow \hat{\rho}_2 \), which yields

\[
\text{Tr}(\hat{\rho}_1 \hat{\rho}_2) = \int dq \int dp \frac{1}{2\pi\hbar} \int_{\mathbb{R}} dx \text{e}^{-\frac{i}{\hbar}px} \langle q + \frac{1}{2} x | \hat{\rho}_1 | q - \frac{1}{2} x \rangle \int_{\mathbb{R}} dy \text{e}^{-\frac{i}{\hbar}py} \langle q + \frac{1}{2} y | \hat{\rho}_2 | q - \frac{1}{2} y \rangle, \quad (2.26)
\]
and therefore
\[ \text{Tr}(\hat{\rho}_1 \hat{\rho}_2) = 2\pi \hbar \int dq \int dp W_1(q,p)W_2(q,p), \] (2.27)
where \(W_1(q,p)\) and \(W_2(q,p)\) are the Wigner functions representing \(\hat{\rho}_1\) and \(\hat{\rho}_2\) respectively.

Now if we take \(\hat{\rho}_1 = \hat{\rho}_2 = \hat{\rho}\), we know that \(\text{Tr} \hat{\rho}^2 \leq 1\), which introduces a bound for the integral of the square of the Wigner function. From (2.27) we get
\[ \text{Tr} \hat{\rho}^2 = 2\pi \hbar \int dq \int dp [W(q,p)]^2 \leq 1 \Rightarrow \int dq \int dp [W(q,p)]^2 \leq \frac{1}{2\pi \hbar} \] (2.28)
with the inequality saturating to an equality for pure states.

Additionally, we can find a bound for the Wigner function. Let us consider the Wigner function of a pure state \(\hat{\rho} = |\psi\rangle \langle \psi|\). From (2.8) we get the simple expression
\[ W(q,p) = \frac{1}{2\pi \hbar} \int dxe^{-\frac{i}{\hbar}px} \langle q + \frac{1}{2}x|\psi\rangle \langle \psi|q - \frac{1}{2}x \rangle = \frac{1}{2\pi \hbar} \int dxe^{-\frac{i}{\hbar}px} \psi(q + \frac{1}{2}x)\psi^*(q - \frac{1}{2}x) \] (2.29)
but this can be interpreted as the \(L^2\) product of two \(L^2\) norm 1 wavefunctions:
\[ \phi_1(x) = \frac{1}{\sqrt{2}} \psi(q + \frac{1}{2}x), \quad \phi_2(x) = \frac{1}{\sqrt{2}} \psi^*(q - \frac{1}{2}x), \] (2.30)
so that
\[ W(q,p) = \frac{1}{\pi \hbar} \int dxe^{\frac{i}{\hbar}px} \phi_1^*(x)\phi_2(x) = \frac{1}{\pi \hbar} \langle \phi_1 | \phi_2 \rangle. \] (2.31)
The inner product of two states is bounded in modulus by the Cauchy-Schwarz inequality:
\[ |\langle \phi_1 | \phi_2 \rangle|^2 \leq \langle \phi_1 | \phi_1 \rangle \cdot \langle \phi_2 | \phi_2 \rangle = 1 \cdot 1 \Rightarrow |\langle \phi_1 | \phi_2 \rangle| \leq 1, \] (2.32)
which in turn gives the following bound for the Wigner function of two pure states:
\[ |W(q,p)| \leq \frac{1}{\pi \hbar} \] (2.33)
Now, since non-pure states are convex combinations of pure states (with positive, adding to one coefficients), we could easily prove that this bound holds for any state, pure or not. Exercise: prove it!

The Wigner function can be negative!

So far it looked like the Wigner function was a very good candidate for a probability distribution on phase space, however it fails in the most basic of the interpretations of probability densities: it is not always positive semidefinite.

This is easy to prove again with expression (2.27). Just take two orthogonal states \(\hat{\rho}_1, \hat{\rho}_2\) with Wigner functions whose support is the whole phase space\(^{15}\). The orthogonality condition \(\text{Tr}(\hat{\rho}_1 \hat{\rho}_2) = 0\) means that
\[ 2\pi \hbar \int dq \int dp W_1(q,p)W_2(q,p) = 0, \] (2.34)
\(^{15}\)For example, as we will see later, the ground state and all the Fock excitations of a harmonic oscillator.
and since their supports are the whole phase space, this is only possible if at least one of them takes on negative values as well as positive. In fact, this equation establishes that the Wigner function cannot have any semidefinite signature. We will see, when we analyze the Wigner functions for systems of harmonic oscillators, that the energy eigenstates (the Fock states) have Wigner functions with negative values.

This condition means that it is impossible to interpret the Wigner function as a true probability distribution. In fact, there is no way, regardless of the operator ordering picked, to have a positive semidefinite phase space probability distribution in quantum theory. We will see that for classical states (those that can be explained without quantum theory) the Wigner function is indeed positive semidefinite, but there are states for which it is not. The negativity of the Wigner function is one of the many manifestations of genuinely quantum features of states and the theory.

Other properties of the Wigner function

Here is a list of other remarkable properties for you to prove as exercise or to do some further reading:

1. $\hat{\rho}^\dagger = \hat{\rho} \Rightarrow W(q, p) \in \mathbb{R}$ (easy to prove from the definition).

2. Hudson theorem: For pure states, $W(q, p) \geq 0, \forall q, p \in \mathbb{R} \Rightarrow W(q, p)$ is a Gaussian. Hence, classical pure states have Gaussian Wigner functions.

3. Folland and Sitaram theorem: $W(q, p)$ has compact support $\Rightarrow W(q, p) = 0, \forall p, q \in \mathbb{R}$.

2.5 Von Neumann Equation in Phase Space

We know that the time evolution of the density matrix is given by the von Neumann equation

$$\frac{\partial \hat{\rho}}{\partial t} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] .$$

(2.35)

This allows us to take the time derivative of the Wigner function. From [2.8]

$$\frac{\partial W}{\partial t} = -\frac{i}{2\pi \hbar^2} \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar}p_x} \langle q + \frac{1}{2} x \mid [\hat{H}, \hat{\rho}] \mid q - \frac{1}{2} x \rangle .$$

(2.36)

Let us now consider a Hamiltonian of the ‘Mechanical Energy’ family:

$$\hat{H} = \frac{p^2}{2m} + U(\hat{q}) .$$

(2.37)

We can then split the equation of motion for the Wigner function in two terms:

$$\frac{\partial W}{\partial t} = T + U ,$$

(2.38)

where the ‘kinetic’ and ‘potential’ terms are

$$T = -\frac{i}{4m\pi \hbar^2} \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar}p_x} \langle q + \frac{1}{2} x \mid [\hat{p}^2, \hat{\rho}] \mid q - \frac{1}{2} x \rangle , \quad U = -\frac{i}{2\pi \hbar^2} \int_{-\infty}^{\infty} dx e^{-\frac{i}{\hbar}p_x} \langle q + \frac{1}{2} x \mid [U(\hat{x}), \hat{\rho}] \mid q - \frac{1}{2} x \rangle .$$

(2.39)

Both terms can be written in terms of the Wigner function itself. As an exercise, show that

$$T = -\frac{p}{m} \frac{\partial}{\partial q} W(q, p) , \quad U = \sum_{l=0}^{\infty} \frac{(i\hbar/2)^{2l}}{(2l + 1)!} \frac{d^{2l+1} U(q)}{dq^{2l+1}} \frac{\partial^{2l+1}}{\partial p^{2l+1}} W(q, p) .$$

(2.40)
3 The Harmonic oscillator

To get a better intuition on Wigner functions, let us consider the simple case of the harmonic oscillator. The Hamiltonian of the harmonic oscillator is given by

$$\hat{H} = \frac{\hat{p}^2}{2m} + \frac{m}{2} \omega^2 \hat{q}^2 = \hbar \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right), \quad (3.1)$$

where for the last step we have defined the annihilation and creation operators as

$$\hat{a} = \sqrt{\frac{m \omega}{2 \hbar}} \left( \hat{q} + \frac{i}{m \omega} \hat{p} \right), \quad \hat{a}^\dagger = \sqrt{\frac{m \omega}{2 \hbar}} \left( \hat{q} - \frac{i}{m \omega} \hat{p} \right), \quad (3.2)$$

or equivalently

$$\hat{q} = \sqrt{\frac{\hbar}{2m \omega}} \left( \hat{a}^\dagger + \hat{a} \right), \quad \hat{p} = i \sqrt{\frac{\hbar}{2m \omega}} \left( \hat{a}^\dagger - \hat{a} \right). \quad (3.3)$$

Notice that these annihilation and creation operator are not born within quantum theory. Rather, they are the Weyl quantization of the classical variables

$$\alpha = \sqrt{\frac{m \omega}{2 \hbar}} \left( q + \frac{i}{m \omega} p \right), \quad \alpha^* = \sqrt{\frac{m \omega}{2 \hbar}} \left( q - \frac{i}{m \omega} p \right). \quad (3.4)$$

We could choose to describe the system in terms of canonical variables $q$ and $p$ or in terms of the annihilation and creation variables $\alpha$ and $\alpha^*$. Finally, note that $[a, a^\dagger] = \mathbf{1}$.

3.1 Wigner function of the ground state

From basic quantum mechanics we know the position representation wavefunction for the ground state of the harmonic oscillator:

$$\psi_0(q) = \langle q | 0 \rangle = \frac{1}{(2 \pi a_0^2)^{1/4}} e^{-q^2/(4a_0^2)}, \quad a_0 = \sqrt{\frac{\hbar}{2m \omega}}, \quad (3.5)$$

which directly substituting into (2.29) yields

$$W(q, p) = \frac{1}{2\pi \hbar} \int \frac{dx}{\sqrt{2\pi a_0^2}} \exp \left[ -\frac{(q + x/2)^2}{4a_0^2} - \frac{(q - x/2)^2}{4a_0^2} \right] e^{ipx/\hbar} = \frac{1}{\pi \hbar} \exp \left[ -\frac{q^2}{2a_0^2} - \frac{p^2}{2p_0^2} \right], \quad (3.6)$$

where $p_0 = \hbar/(2a_0)$. The Wigner function of the ground state is a (spherical) Gaussian distribution. If we look at the product of the two uncertainties we get that

$$p_0 a_0 = \frac{\hbar}{2a_0} a_0 = \frac{\hbar}{2} = \Delta q \Delta p, \quad (3.7)$$

which is precisely the saturation of Heisenberg’s uncertainty principle.
3.2 Coherent states

A **coherent state** $|\alpha\rangle$ is defined to be the eigenstate of the annihilation operator (acting from the left) with eigenvalue $\alpha$:

$$\hat{a}|\alpha\rangle = \alpha|\alpha\rangle.$$  \hspace{1cm} (3.8)

Now, consider the **displacement operator**

$$\hat{D}(\alpha) := e^{\alpha\hat{a}^\dagger - \alpha^*\hat{a}} = e^{-|\alpha|^2/2}e^{\alpha\hat{a}^\dagger}e^{-\alpha^*\hat{a}} = e^{\alpha\hat{a}^\dagger}e^{-\alpha^*\hat{a}}e^{\alpha^*\hat{a}^\dagger}, \quad \alpha \in \mathbb{C}. \hspace{1cm} (3.9)$$

For the last equality we have used the BCH formulas for two operators $\hat{A}$ and $\hat{B}$ satisfying

$$[[\hat{A},\hat{B}],\hat{A}] = [[\hat{A},\hat{B}],\hat{B}] = 0$$

which implies

$$e^{\hat{A}+\hat{B}} = e^{-[\hat{A},\hat{B}]/2}e^{\hat{A}}e^{\hat{B}}.$$  \hspace{1cm} (3.10)

We can also show that $\hat{D}(\alpha)|0\rangle$ is a normalized coherent state with eigenvalue $\alpha$, i.e., we can identify $|\alpha\rangle = \hat{D}(\alpha)|0\rangle$. Let us compute the action of the displacement operator on the ground state of the harmonic oscillator:

$$\hat{D}(\alpha)|0\rangle = e^{\alpha\hat{a}^\dagger}e^{-\alpha^*\hat{a}}e^{-|\alpha|^2/2}|0\rangle = e^{-|\alpha|^2/2}e^{\alpha\hat{a}^\dagger}(1 - \alpha^*\hat{a} + \ldots)|0\rangle = e^{-|\alpha|^2/2}e^\alpha\hat{a}^\dagger|0\rangle = e^{-|\alpha|^2/2}\sum_{n=0}^{\infty} \frac{(\alpha\hat{a}^\dagger)^n}{n!}|0\rangle = e^{-|\alpha|^2/2}\sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}}|n\rangle. \hspace{1cm} (3.10)$$

A displaced ground state is a coherent state. To see that this is a coherent state, we apply $\hat{a}$:

$$\hat{a}\hat{D}(\alpha)|0\rangle = e^{-|\alpha|^2/2}\sum_{n=1}^{\infty} \frac{\alpha^n}{\sqrt{n!}}\sqrt{n}|n-1\rangle = e^{-|\alpha|^2/2}\sum_{n=1}^{\infty} \frac{\alpha^n}{\sqrt{(n-1)!}}|n-1\rangle = \alpha e^{-|\alpha|^2/2}\sum_{n=1}^{\infty} \frac{\alpha^{n-1}}{\sqrt{(n-1)!}}|n-1\rangle = \alpha e^{-|\alpha|^2/2}\sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}}|n\rangle = \alpha\hat{D}(\alpha)|0\rangle. \hspace{1cm} (3.11)$$

The normalization follows because $\hat{D}(\alpha)$ is clearly unitary, so the norm is preserved:

$$\langle \alpha|\alpha\rangle = \langle 0|\hat{D}(\alpha)^\dagger\hat{D}(\alpha)|0\rangle = \langle 0|0\rangle = 1.$$  \hspace{1cm} (3.12)
We can prove that there is no such from-the-left eigenstate for the creation operator by contradiction. Suppose such an eigenstate exists. Then
\[
\hat{a}^\dagger |\alpha'\rangle = \sum_{n=0}^{\infty} c_n \sqrt{n+1} |n+1\rangle = \alpha \sum_{n=0}^{\infty} c_n |n\rangle .
\] (3.13)

Comparing coefficients, we see that
\[
c_0 = 0, c_1 = c_0 \sqrt{n+1}, \ldots , c_n = c_{n-1} \sqrt{n}.
\] (3.14)

However, since \(c_0 = 0\), we see that \(c_1 = 0\), hence \(c_n = 0\) for all \(n\). This implies that \(|\alpha'\rangle = 0\), contradicting the fact that it is an eigenvector of \(\hat{a}^\dagger\). This is the reason why despite the “symmetry” of the ladder operators, only annihilation operator has sensible eigenstates acting from the left.

Interestingly, unlike in finite-dimensional vector spaces, where over complex field \(\mathbb{C}\) every linear operator has an eigenvalue and hence an eigenvector, this result shows that this expectation does not hold in infinite-dimensional Hilbert spaces.

The coherent states form a basis of the Hilbert space of a harmonic oscillator, but it is not an orthonormal basis. Consider two normalized coherent states \(|\alpha\rangle, |\beta\rangle\), where \(\alpha, \beta \in \mathbb{C}\). We will show that for any \(\alpha, \beta \in \mathbb{C}\), these two coherent states cannot be orthogonal. To see that we need to use BCH formulas again. In particular, it would be useful that if
\[
e^{\hat{X}e^{\hat{Y}}} = e^{\hat{Z}},
\] (3.15)

then
\[
\hat{Z} = \hat{X} + \hat{Y} + \frac{1}{2} [\hat{X}, \hat{Y}] + \frac{1}{12} [\hat{X}, [\hat{X}, \hat{Y}]] - \frac{1}{12} [\hat{Y}, [\hat{X}, \hat{Y}]] + \cdots .
\] (3.16)

In our case this implies that
\[
e^{\alpha \hat{a}^\dagger - \alpha^* \hat{a}} e^{\beta \hat{a}^\dagger - \beta^* \hat{a}} = e^{(\alpha + \beta) \hat{a}^\dagger - (\alpha^* + \beta^*) \hat{a}} e^{(\alpha^* - \beta \alpha^*)/2}.
\] (3.17)

Playing a bit with the signs we get
\[
\langle \alpha | \beta \rangle = \langle 0 | \hat{D}^\dagger(\alpha) \hat{D}(\beta) | 0 \rangle
= \langle 0 | \hat{D}(\beta) \hat{D}^\dagger(\alpha) | 0 \rangle
= \langle 0 | e^{(-\alpha \beta^* + \beta \alpha^*)/2} \hat{D}(\beta - \alpha) | 0 \rangle
= e^{(-\alpha \beta^* + \beta \alpha^*)/2} e^{-|\beta - \alpha|^2/2}
= e^{(-|\beta|^2 - |\alpha|^2 + 2\beta \alpha^*)/2} \neq \delta(\alpha - \beta),
\] (3.18)

where for the last steps (displacement expectation on vacuum) we used (3.10). As an overcomplete basis, the resolution of the identity can be written in terms of coherent states as
\[
\mathbb{I} = \sum_{n=0}^{\infty} |n\rangle \langle n| = \frac{1}{\pi} \int d^2 \alpha \ |\alpha\rangle \langle \alpha| = \frac{1}{\pi} \int d(\text{Re} \alpha) d(\text{Im} \alpha) \ |\alpha\rangle \langle \alpha|
\] (3.19)

We can prove this relationship, for example, by substituting (3.10):
\[
\int d^2 \alpha \ |\alpha\rangle \langle \alpha| = \int d^2 \alpha e^{-|\alpha|^2} \sum_{m,n} (\alpha^*)^n \alpha^m \frac{1}{\sqrt{n!m!}} |m\rangle \langle n|,
\] (3.20)
where the measure $d^2\alpha$ means “summing” over all complex values of $\alpha$, i.e., integrating over the whole complex plane. Now, writing $\alpha$ in polar form:

$$\alpha = re^{i\phi} \Rightarrow d^2\alpha = rdrd\phi,$$

we get

$$\int d^2\alpha e^{-|\alpha|^2} (\alpha^*)^m \alpha^m = \int_0^\infty dr r e^{-r^2} \left( \int_0^{2\pi} d\phi e^{i(m-n)\phi} \right) = 2\pi\delta_{mn} \frac{1}{2} \int_0^\infty d(r^2) (r^2)^m e^{-r^2} = \pi m! \delta_{mn}. \quad (3.22)$$

Using this in (3.20) we finally get

$$\int d^2\alpha |\alpha\rangle \langle \alpha| = \pi \sum_n |n\rangle \langle n| = \pi \mathbb{1} \quad \iff \quad \frac{1}{\pi} \int d^2\alpha |\alpha\rangle \langle \alpha| = \mathbb{1}. \quad (3.23)$$

There is a very useful identity for coherent states that can be readily proven using the BCH formulas: the displacement property, which can be proved by noticing from (3.9) that

$$\hat{D}(\alpha) = e^{\alpha^2/2} e^{-\alpha^* \hat{a}} e^{\alpha \hat{a}^\dagger}, \quad \hat{D}(\alpha) = e^{-|\alpha|^2/2} e^{\alpha \hat{a}^\dagger} e^{-\alpha^* \hat{a}}. \quad (3.24)$$

Therefore, using the first expression for $\hat{D}^\dagger(\alpha)$ and the second expression for $\hat{D}(\alpha)$, we get

$$\hat{D}^\dagger(\alpha) \hat{D}(\alpha) = e^{\alpha^* \hat{a}} e^{-\alpha \hat{a}^\dagger} e^{-\alpha^* \hat{a}} e^{-\alpha^* \hat{a}}. \quad (3.25)$$

Now, using the BCH formula,

$$e^{-\alpha \hat{A}} \hat{B} e^{\alpha \hat{A}} = \hat{B} - \alpha [\hat{A}, \hat{B}] + \frac{\alpha^2}{2!} [\hat{A}, [\hat{A}, \hat{B}]] + \ldots \quad (3.26)$$

For $A = a^\dagger, B = a$, this becomes

$$e^{-\alpha \hat{a}^\dagger} e^{\alpha \hat{a}} = \hat{a} + \alpha \Rightarrow \hat{D}^\dagger(\alpha) \hat{D}(\alpha) = \hat{a} + \alpha. \quad (3.27)$$

### 3.3 The coherent state representation of the Wigner function

Although we will revisit this in a much more powerful way in Section 4.3, we can already see that we can write the Wigner function in the representation given by the coherent states. To do so, we first need to express the probability density $\rho_s(q, x)$ given by (2.7) in this basis, which we can do introducing identities,

$$\langle q + \frac{\lambda}{2} | \hat{p} | q - \frac{\lambda}{2} \rangle = \frac{1}{\pi} \int \frac{d^2\lambda}{\pi} d^2\mu \langle q + \frac{\lambda}{2} | \lambda \rangle \langle \lambda | \mu \rangle \langle \mu | q - \frac{\lambda}{2} \rangle. \quad (3.28)$$

Now, we can use the position representation of the Fock states for the Harmonic oscillator

$$\langle y | n \rangle = \frac{1}{\sqrt{2^n n!}} \left( \frac{m\omega}{\pi \hbar} \right)^{1/4} \frac{1}{e^{m\omega/2h} y^2} H_n \left( \sqrt{\frac{m\omega}{h}} y \right) \quad (3.29)$$

where $H_n$ stands for the $n$-th Hermite polynomial. Recalling (3.10) and defining $z = \sqrt{\frac{m\omega}{h}} y$, we get

$$\langle y | \lambda \rangle = e^{-\frac{|\lambda|^2}{2}} \left( \frac{m\omega}{\pi \hbar} \right)^{1/4} e^{-z^2/2} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\lambda}{\sqrt{2}} \right)^n H_n(z). \quad (3.30)$$
Using a property of Hermite polynomials that tells us that
\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(y) = e^{2yt-t^2}, \]
we conclude that we can write
\[ \langle y|\lambda \rangle = \left( \frac{m\omega}{\pi\hbar} \right)^{1/4} e^{(y^2-|\lambda|^2)/2} e^{-(y-\lambda/\sqrt{2})^2}. \] (3.32)

If we apply the change of variables
\[ \beta = \frac{\lambda + \mu}{2}, \quad \eta = \frac{\mu - \lambda}{2}, \] (3.33)
we have to deal with the following brackets
\[ \langle q + \frac{x}{2}| \beta - \frac{\eta}{2} \rangle = \left( \frac{m\omega}{\pi\hbar} \right)^{1/4} e^{\frac{1}{2} \left( \frac{m\omega}{\hbar}(q + \frac{x}{2})^2 - (\beta - \frac{\eta}{2})^2 \right)} e^{-(\sqrt{\frac{m\omega}{\hbar}}(q + \frac{x}{2}) - \frac{1}{\sqrt{2}}(\beta - \frac{\eta}{2}))^2}, \] (3.34)
\[ \langle \beta + \frac{\eta}{2}| q - \frac{x}{2} \rangle = \left( \frac{m\omega}{\pi\hbar} \right)^{1/4} e^{\frac{1}{2} \left( \frac{m\omega}{\hbar}(q - \frac{x}{2})^2 - (\beta + \frac{\eta}{2})^2 \right)} e^{-(\sqrt{\frac{m\omega}{\hbar}}(q - \frac{x}{2}) - \frac{1}{\sqrt{2}}(\beta + \frac{\eta}{2}))^2}. \] (3.35)

Hence, starting with the Wigner function in terms of position and momentum (2.2), we need to integrate the terms involving \(x\),
\[
\int_{-\infty}^{\infty} dx \, e^{-\frac{1}{2} px + \frac{ma}{2\hbar}(x^2 + (q + \frac{x}{2})^2)} - \left( \frac{m\omega}{\hbar}(q + \frac{x}{2}) - \frac{1}{\sqrt{2}}(\beta - \frac{\eta}{2}) \right)^2 - \left( \frac{m\omega}{\hbar}(q - \frac{x}{2}) - \frac{1}{\sqrt{2}}(\beta + \frac{\eta}{2}) \right)^2
= \sqrt{\frac{4\pi\hbar}{m\omega}} e^{-(\beta - \frac{\eta}{2})(\beta + \frac{\eta}{2}) - (\beta - \frac{\eta}{2})\sqrt{\frac{ma}{\hbar}\left(p - \left(\beta - \frac{\eta}{2}\right)\sqrt{\frac{2m\omega}{\hbar}q + \frac{1}{\sqrt{2}}(\beta + \frac{\eta}{2})\sqrt{\frac{2m\omega}{\hbar}q - \left(\beta - \frac{\eta}{2}\right)\sqrt{\frac{2m\omega}{\hbar}q}}\right)}\right)^2}. \] (3.36)

With the change variables (3.4), and taking into account those terms in (3.34) and (3.35) that don’t involve \(x\), upon some (rather tedious) arithmetics, we get
\[ W(\alpha, \alpha^*) = \frac{1}{\pi^{3/2}} \int d^2\eta d^2\beta e^{-2|\alpha - \beta|^2} e^{(\alpha^* - \alpha^*)^2} e^{(\eta^* - \eta)^2/2} \langle \beta - \frac{\eta}{2}| \beta + \frac{\eta}{2} \rangle. \] (3.37)

Notice the fact that the element of volume \(dq \wedge dp = h \, d\alpha \wedge d\alpha^*\) gives the correct normalization,
\[ h \int d\alpha d\alpha^* W(\alpha, \alpha^*) = 1. \] (3.38)

Analogously, we can build the coherent state representation of the operator \(\hat{A}_f\) as follows:
\[ A(\alpha, \alpha^*) = \frac{2}{\pi^2} \int d^2\eta d^2\beta e^{-2|\alpha - \beta|^2} e^{(\alpha^* - \alpha^*)^2} e^{(\eta^* - \eta)^2/2} \langle \beta - \frac{\eta}{2}| \hat{A}_f| \beta + \frac{\eta}{2} \rangle, \] (3.39)
so that
\[ \langle \hat{A}_f \rangle_{\beta} = h \int d\alpha d\alpha^* W(\alpha, \alpha^*) A(\alpha, \alpha^*). \] (3.40)
Revisiting the Wigner function of the ground state of the harmonic oscillator

Using the coherent state representation of the Wigner function it becomes easier to evaluate many Wigner functions. For example let’s revisit the ground state \( |0\rangle \langle 0| \). From equation (3.10) we know that

\[
\langle 0 | \alpha \rangle = e^{-|\alpha|^2/2} \tag{3.41}
\]

Therefore,

\[
W_{|0\rangle} (\alpha, \alpha^*) = \frac{1}{\pi^3 \hbar} \int d^2 \beta \int d^2 \eta \ e^{-2|\alpha - \beta|^2} e^{i(\alpha^* \eta^* - \alpha^* \eta)} e^{i(\eta^* - \eta)\beta/2} \langle \beta - \frac{\eta}{2} | 0 \rangle \langle \beta + \frac{\eta}{2} | 0 \rangle
\]

\[
= \frac{1}{\pi^3 \hbar} \int d^2 \beta \int d^2 \eta \ e^{-2|\alpha|^2 - 2|\beta|^2 + 2(\alpha^* \eta + \eta^* \alpha)} e^{-|\beta|^2/4} e^{i(\alpha^* - \alpha \eta^*)} e^{-i(\eta^* - \eta)\beta/2} \tag{3.42}
\]

\[
= \frac{4}{\pi^2 \hbar} e^{-6|\alpha|^2} \int d^2 \beta \ e^{-4|\beta|^2 + 4(\alpha^* \eta + \eta^* \alpha)} = \frac{1}{\pi \hbar} e^{-2|\alpha|^2},
\]

performing the integrals upon writing the complex variables in terms of its real and imaginary parts. It is easy to check that

\[
\hbar \int d\alpha^* d\alpha W_{|0\rangle} (\alpha, \alpha^*) = \frac{2}{\pi} \int d(\text{Re} \alpha) \ e^{-2(\text{Re} \alpha)^2} \int d(\text{Im} \alpha) \ e^{-2(\text{Im} \alpha)^2} = 1. \tag{3.43}
\]

We can also check that (3.42) is equal to (3.6) upon substitution (3.4). This Wigner function is indeed a circular Gaussian function centred at zero and with minimal uncertainty.

Wigner function of a coherent state

To compute the Wigner function of a coherent state \( |\lambda\rangle \) we just need to use the result we derived in (3.18):

\[
\langle \alpha | \lambda \rangle = e^{(-|\alpha| - |\alpha|^2 + 2\lambda \alpha^*)/2}, \tag{3.44}
\]

therefore

\[
W_{|\lambda\rangle} (\alpha, \alpha^*) = \frac{1}{\pi^3 \hbar} \int d^2 \beta \int d^2 \eta \ e^{-2|\alpha - \beta|^2} e^{i(\alpha^* \eta^* - \alpha^* \eta)} e^{i(\eta^* - \eta)\beta/2} \langle \beta - \frac{\eta}{2} | \lambda \rangle \langle \lambda | \beta + \frac{\eta}{2} \rangle
\]

\[
= \frac{1}{\pi^3 \hbar} \int d^2 \beta \int d^2 \eta \ e^{-2|\alpha|^2 - 2|\beta|^2 + 2(\alpha^* \eta + \eta^* \alpha)} e^{-|\beta|^2/4} e^{i(\alpha^* - \alpha \eta^*)} e^{-i(\eta^* - \eta)\beta/2} \tag{3.45}
\]

\[
= \frac{4}{\pi^2 \hbar} e^{-6|\alpha|^2} \int d^2 \beta \ e^{-|\beta|^2 + 2\lambda^* \alpha} = \frac{1}{\pi \hbar} e^{-2|\alpha - \lambda|^2}
\]

which is another Gaussian but now displaced and centred on \( \alpha = \lambda \). The shape of the vacuum or a coherent state is exactly the same.

Energy eigenstates of a harmonic oscillator

Another important example is the Wigner function of the Fock state

\[
|n\rangle = \frac{(a^*)^n}{\sqrt{n!}} |0\rangle. \tag{3.46}
\]
We will show in Section 4.3, when a more suitable expression for the Wigner function is given, that the result for the \( n \)-th Fock state in the coherent basis representation is

\[
W_{|n\rangle}(\alpha, \alpha^*) = \left( -\frac{1}{\pi \hbar} \right)^n e^{-2|\alpha|^2} L_n(4|\alpha|^2),
\]

(3.47)

where \( L_n(x) \) is the Laguerre polynomial,

\[
L_n(x) = \sum_{m=0}^{n} \frac{(-1)^m n!}{(m!)^2 (n-m)!} x^m.
\]

(3.48)

The Wigner function for the Fock state highly oscillates at \(|\alpha|^2 < N\) and then rapidly decays at \(|\alpha|^2 > N\). It also takes on negative values, indicating that the first Fock excitation cannot be understood in terms of a classical theory.

### 3.4 Single-mode squeezed states - The Squeezed vacuum

Squeezed states are, same as coherent states, states with positive Wigner functions and minimal uncertainty. The difference is that the uncertainty is distributed unequally between independent quadratures.

Let us introduce the squeezing operator

\[
\hat{S}(\xi) = \exp \left[ \frac{1}{2} \left( \xi^* \hat{a}^2 - \xi \hat{a}^\dagger 2 \right) \right],
\]

(3.49)

where \( \xi = r \exp(i\theta) \) is an arbitrary complex number. \( r \) is called the squeezing parameter and the phase \( \theta \) is the squeezing direction. It is easy to see that

\[
\hat{S}^\dagger(\xi) = \hat{S}^{-1}(\xi) = \hat{S}(-\xi).
\]

The squeezing operator is unitary (therefore symplectic and preserves the area of phase space) but squeezes the Wigner function in the direction of a quadrature.

A straightforward application of the BCH formula

\[
e^{-\alpha \hat{A}} \hat{B} e^{\alpha \hat{A}} = \hat{B} - \alpha [\hat{A}, \hat{B}] + \frac{\alpha^2}{2!} [\hat{A}, [\hat{A}, \hat{B}]] + \ldots,
\]

(3.50)

leads to the following useful unitary transformation properties of the squeezing operator:

\[
\hat{S}^\dagger(\xi) \hat{a} \hat{S}(\xi) = \hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r,
\]

(3.51)

\[
\hat{S}^\dagger(\xi) \hat{a}^\dagger \hat{S}(\xi) = \hat{a}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r.
\]

(3.52)

Let’s compute the action of the squeezing operator on the ground state \( \hat{S}(\xi)|0\rangle \). For that let us use a little trick, and the following analytic sum:

\[
\sum_{n=0}^{\infty} \frac{(2n)!}{2^{2n} (n!)^2} \tanh^{2n} r = \cosh r.
\]

(3.53)

Now let’s consider the following simple equation:

\[
\hat{a}|0\rangle = 0 = \hat{a} \hat{S}(-\xi) \hat{S}(\xi)|0\rangle = 0 = \hat{S}^\dagger(-\xi) \hat{a} \hat{S}(-\xi) \hat{S}(\xi)|0\rangle = 0
\]

\[
\Rightarrow (\hat{a} \cosh r + \hat{a}^\dagger e^{i\theta} \sinh r) \hat{S}|0\rangle = 0.
\]

(3.54)
We can simplify the coefficients noting that
\[
(\hat{a} \cosh r + \hat{a}^\dagger e^{i\theta} \sinh r) \sum_n^\infty C_n |n\rangle = 0 \Rightarrow \cosh r \sum_{n=0}^\infty C_n \sqrt{n!} |n - 1\rangle + e^{i\theta} \sinh r \sum_{n=0}^\infty C_n \sqrt{n+1!} |n + 1\rangle = 0,
\]
(3.56)
since the Fock states are linearly independent, the cancellations need to happen term by term. Let’s see them all one by one. First, the odd coefficients by imposing the cancellation of the even Fock terms:

- \( |0\rangle \rightarrow \cosh r C_1 = 0 \Rightarrow C_1 = 0. \)
- \( |2k\rangle \rightarrow \cosh r C_{2k+1} \sqrt{2k+1} + e^{i\theta} \sinh r C_{2k-1} \sqrt{2k} = 0 \Rightarrow C_{2k+1} = -e^{i\theta} \tanh r \sqrt{2k+1} C_{2k-1}. \)

This already allows us to determine all the odd coefficients of the Fock expansion of the squeezed states:
\[
C_{2k+1} \propto \cdots \propto C_5 \propto C_3 \propto C_1 = 0.
\]
(3.57)

We can now deal with the even coefficients by demanding the cancellation of the odd Fock state coefficients:

- \( |1\rangle \rightarrow \cosh r C_2 \sqrt{2} + e^{i\theta} \sinh r C_0 = 0 \Rightarrow C_2 = -\frac{1}{\sqrt{2}} e^{i\theta} \tanh r C_0. \)
- \( |3\rangle \rightarrow \cosh r C_4 \sqrt{3} + e^{i\theta} \sinh r C_2 \sqrt{3} = 0 \Rightarrow C_4 = -\frac{\sqrt{3}}{\sqrt{4}} e^{i\theta} \tanh r C_2 = \frac{\sqrt{3}}{\sqrt{4}} e^{i\theta} \tanh^2 r C_0. \)
- \( |5\rangle \rightarrow \cosh r C_6 \sqrt{5} + e^{i\theta} \sinh r C_4 \sqrt{5} = 0 \Rightarrow C_6 = -\frac{\sqrt{5}}{\sqrt{6}} e^{i\theta} \tanh r C_4 = -\frac{\sqrt{5}}{\sqrt{6}} e^{i\theta} \tanh^3 r C_0. \)
- \( |2n-1\rangle \rightarrow C_{2n} = (-1)^n \frac{\sqrt{2n-1}}{\sqrt{2n-2}} e^{i\theta} \tanh^n r C_0 = (-1)^n \frac{\sqrt{2n-1}}{\sqrt{2n}} e^{i\theta} \tanh^n r C_0. \)

We can simplify the coefficients noting that
\[
\sqrt{\frac{(2n-1)!!}{(2n)!!}} = \sqrt{\frac{(2n-1)(2n-3)\cdots(2)}{(2n)!!}} = \sqrt{\frac{(2n-1)!}{(2n)!!}} = \frac{\sqrt{(2n)!}}{2n(2n-2)(2n-4)\cdots} = \frac{\sqrt{(2n)!}}{2^n n!},
\]
(3.58)
which means that
\[
C_{2n} = (-1)^n \frac{\sqrt{(2n)!}}{2^n n!} e^{i\theta} \tanh^n r C_0.
\]
(3.59)

So we know that the squeezed state in the Fock basis takes the expression
\[
\hat{S}(\xi)|0\rangle = C_0 \sum_{n=0}^\infty \frac{\sqrt{(2n)!}}{2^n n!} (-e^{i\theta} \tanh r)^n |2n\rangle.
\]
(3.60)

We can determine \( C_0 \) through the state normalization. Since the squeezing is a unitary operation:
\[
||\hat{S}(\xi)|0\rangle||^2 = 1 \Rightarrow |C_0|^2 \sum_{n=0}^\infty \frac{(2n)!}{2^n n!^2} \tanh^{2n} r = 1 \Rightarrow |C_0|^2 \cosh r = 1 \Rightarrow C_0 = \frac{1}{\sqrt{\cosh r}},
\]
(3.61)
finally yielding
\[
\hat{S}(\xi)|0\rangle = \frac{1}{\sqrt{\cosh r}} \sum_{n=0}^\infty \frac{\sqrt{(2n)!}}{2^n n!} (-e^{i\theta} \tanh r)^n |2n\rangle.
\]
(3.62)
It is also easy to check that the squeezing the vacuum has an average energy cost:

\[
\langle 0|\hat{S}^\dagger \hat{a}^\dagger \hat{a} \hat{S}|0\rangle = \langle 0|\hat{S}^\dagger \hat{a}^\dagger \hat{S} \hat{a} \hat{S}|0\rangle = \langle 0| (\hat{a}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r)(\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r)|0\rangle = \sinh^2 r.
\]

And as we saw in the visualization, and as you will demonstrate in a tutorial, the effect of the squeezing operator is to conserve the area under the Wigner function squeezing one direction while expanding the perpendicular.

### 3.5 Two-Mode Squeezed state

Consider now a system of two harmonic oscillators with creation and annihilation operators \(\hat{a}, \hat{b}\) such that \(\hat{q}_1 \propto (\hat{a} + \hat{a}^\dagger)\), \(\hat{q}_2 \propto (\hat{b} + \hat{b}^\dagger)\). Now let us consider the operator

\[
\hat{S}(\xi) = \exp \left[ \frac{1}{2} \xi^* \hat{b} \hat{a} - \frac{1}{2} \xi \hat{b}^\dagger \hat{a}^\dagger \right].
\]

The action on the annihilation and creation operators can easily be obtained from BCH formulas. Defining \(\xi = re^{i\theta}\) we get

\[
\begin{align*}
\hat{S}^\dagger \hat{a} \hat{S} &= \hat{a} \cosh r - \hat{b}^\dagger e^{i\theta} \sinh r, \\
\hat{S}^\dagger \hat{a}^\dagger \hat{S} &= \hat{a}^\dagger \cosh r - \hat{b} e^{-i\theta} \sinh r, \\
\hat{S}^\dagger \hat{b} \hat{S} &= \hat{b} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r, \\
\hat{S}^\dagger \hat{b}^\dagger \hat{S} &= \hat{b}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r.
\end{align*}
\]

Let’s compute the action of the two-mode squeezing operator on the ground state of the two oscillators \(\hat{S}(\xi)|0\rangle|0\rangle\). For that, let’s consider the following simple equation:

\[
\hat{a} |0\rangle|0\rangle = 0 \Rightarrow \hat{a} \hat{S} (-\xi) \hat{S}(\xi)|0\rangle|0\rangle = 0 \Rightarrow \hat{S}^\dagger (-\xi) a \hat{S} (-\xi) \hat{S}(\xi)|0\rangle|0\rangle = 0
\]

\[
\Rightarrow (\hat{a} \cosh r + \hat{b}^\dagger e^{i\theta} \sinh r) \hat{S}|0\rangle|0\rangle = 0.
\]

Now we write the squeezed ground state in terms of the Fock basis. To do that we first realize that \(\hat{S}|0\rangle|0\rangle = \sum_n C_n |n\rangle|n\rangle\). Knowing this we can write \(\hat{S}|0\rangle|0\rangle\) as

\[
\cosh r \sum_{n=1}^{\infty} C_n \sqrt{n}|n-1\rangle|n\rangle + e^{i\theta} \sinh r \sum_{n=0}^{\infty} C_n \sqrt{n+1}|n+1\rangle|n\rangle = 0.
\]

First, for the odd coefficients, by imposing the cancelation of the even Fock terms:

- \(|0\rangle|1\rangle \rightarrow \cosh r C_1 + e^{i\theta} \sinh r C_0 = 0 \Rightarrow C_1 = -e^{i\theta} \tanh r C_0.
- \(|1\rangle|2\rangle \rightarrow \cosh r C_2 \sqrt{2} + e^{i\theta} \sinh r C_1 \sqrt{2} = 0 \Rightarrow C_2 = -e^{i\theta} \tanh r C_1 = (-e^{i\theta} \tanh r)^2 C_0.
- \(|n-1\rangle|n\rangle \rightarrow C_n = (-e^{i\theta} \tanh r)^n C_0.

So we know that the squeezed state in the Fock basis takes the expression
\[
|\hat{S}(\xi)|0\rangle = C_0 \sum_{n=0}^{\infty} (-e^{i\phi} \tanh r)^n |n\rangle |n\rangle. \tag{3.72}
\]
We can determine $C_0$ through the state normalization. Since the squeezing is a unitary operation:
\[
|||\hat{S}(\xi)|0\rangle||^2 = 1 \Rightarrow |C_0|^2 \sum_{n=0}^{\infty} \tanh^{2n} r = 1 \Rightarrow C_0 = \sqrt{1 - \tanh^2 r} = \frac{1}{\cosh r}, \tag{3.73}
\]
finally yielding
\[
|\hat{S}(\xi)|0\rangle = \frac{1}{\cosh r} \sum_{n=0}^{\infty} (-e^{i\phi} \tanh r)^n |n\rangle |n\rangle. \tag{3.74}
\]

**Entanglement in the two-mode squeezed state**

A two-mode squeezed state is a pure bipartite state; let us see what the partial states are like. The density matrix of a two-mode squeezed state is
\[
\hat{S}(\xi)|0\rangle\langle 0|\hat{S}^\dagger(\xi) = \frac{1}{\cosh^2 r} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} e^{i\phi(n-m)} (-\tanh r)^{n+m} |n\rangle |n\rangle \langle m| \langle m|. \tag{3.75}
\]
Therefore the partial state $\hat{\rho}_a$ of one of the oscillators is given by tracing out the second oscillator from the two-mode squeezed state
\[
\hat{\rho}_a = \text{Tr}_B \left( \hat{S}(\xi)|0\rangle\langle 0|\hat{S}^\dagger(\xi) \right) = \frac{1}{\cosh^2 r} \sum_{n=0}^{\infty} \tanh^{2n} r |n\rangle \langle n|. \tag{3.76}
\]
This is an infinite rank diagonal state in the Fock basis, and thus a mixed state. But not just only a mixed state, in fact we can identify it by remembering that the Hamiltonian of the harmonic oscillator is (modulo a multiple of identity) $\hat{H}_a = \hbar \omega \hat{N} = \hbar \omega \hat{a}^\dagger \hat{a}$. Then, looking at the spectral decomposition of the number operator,
\[
\hat{N} = \hat{a}^\dagger \hat{a} = \sum_{n=0}^{\infty} n |n\rangle \langle n| \Rightarrow \hat{H}_a = \sum_{n=0}^{\infty} \hbar \omega n |n\rangle \langle n| \tag{3.77}
\]
Now a little bit of algebra tells us that
\[
f(\hat{H}) = \sum_{n=0}^{\infty} f(\hbar \omega n) |n\rangle \langle n|. \tag{3.78}
\]
Then, for the function $f(\hat{H}) = \exp \left( \frac{2}{\hbar \omega} \hat{H} \log |\tanh r| \right)$ we get that
\[
f(\hat{H}) = \sum_{n=0}^{\infty} \exp \left( \frac{2}{\hbar \omega} \hbar \omega n \log |\tanh r| \right) |n\rangle \langle n| = \sum_{n=0}^{\infty} \exp \left( \frac{2}{\hbar \omega} \hbar \omega n \log |\tanh r| \right) |n\rangle \langle n| = \sum_{n=0}^{\infty} \tanh^{2n} r |n\rangle \langle n|. \tag{3.79}
\]
Therefore, the partial state $\hat{\rho}_a$ in (3.76) can be written as
\[
\hat{\rho}_a = \frac{1}{\cosh^2 r} e^{\frac{2}{\hbar \omega} \log(|\tanh r|) \hat{H}}, \tag{3.80}
\]
which is a thermal state (recall that a thermal state is \( \rho_T = Z(T)^{-1} e^{-\hat{H} / (k_B T)} \) of temperature and partition function given by

\[
T = -\frac{\hbar \omega}{2 k_B \log(\tanh r)}, \quad Z = \cosh^2 r,
\]

where the temperature is zero for \( r \to 0 \) and grows very fast for large \( r \).

We recall that for a pure bipartite state, the more mixed the partial state of a subsystem is, the more entangled the state is. Thermal states of the harmonic oscillator can be thought of as one part of a bipartite two-mode squeezed vacuum. The hotter the state, the more entanglement present in the squeezed ground state.

Additionally, notice that the two-mode squeezed vacuum is a Gaussian state. Its Wigner function is just a 4D Gaussian squeezed in the direction of cross-quadratures. So, a state can be Gaussian, and therefore ‘classical’ and have entanglement? This is a mystery you will have to live with for a little longer until we get deeper into Gaussian quantum mechanics.

### 4 Covariant formulation of the Wigner function for \( n \) degrees of freedom:

#### 4.1 Weyl quantization of \( n \) degrees of freedom

It is time to go beyond one or two degrees of freedom (let’s call them modes), and consider an arbitrary number of modes. Before we start, it is important to set the notation. There are different ways to build the canonical symplectic matrix (the components of the symplectic form in the canonical basis) corresponding to different orderings of the canonical basis in the matrix representation of the symplectic form. In particular for the canonical bases such that an arbitrary vector in phase space is represented respectively as \( \xi = (q_1, p_1, \ldots, q_n, p_n) \) and \( \xi = (q^1, p_1, \ldots, q^n, p_n) \), we have, respectively,

\[
(\tilde{\Omega}_{\alpha\beta}) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad (\tilde{\Omega}_{\alpha\beta}) = \bigoplus_{a=1}^{n} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

We will call the second one the pairwise canonical basis and we will adopt this one from now on since it will be more practical to handle most of the calculations. Keep in mind that this is only a choice of basis by reordering the coordinates. The arbitrary basis expressions as well as the coordinate independent ones do not change.

Consider the \( 2n \) dimensional symplectic vector space with canonical coordinates \( \xi = (q^1, p_1, \ldots, q^n, p_n) \). It is endowed with the following symplectic form:

\[
\Omega(\xi_1, \xi_2) = \tilde{\Omega}_{\alpha\beta} \xi_1^\alpha \xi_2^\beta,
\]

where we recall the symplectic matrix and its inverse

\[
(\tilde{\Omega}_{\alpha\beta}) = \bigoplus_{a=1}^{n} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad (\tilde{\Omega}^{\alpha\beta}) = \bigoplus_{a=1}^{n} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Let us study the canonical quantization of this system. Consider a set of \( 2n \) self-adjoint operators \( \tilde{\xi}_a \) defined over a Hilbert space, each associated with a classical coordinate \( \xi^a \) in such a way that for every vector...
in the symplectic space $\xi = \xi^\alpha e_\alpha$ there is an associated operator $\hat{\Xi}(\xi) = \xi^\beta \hat{\Omega}_{\alpha\beta} \hat{\Xi}^\alpha$. According to the canonical quantization prescription, these operators fulfill the following commutation relations

$$[\hat{\Xi}(\xi_1), \hat{\Xi}(\xi_2)] = -i\hbar\Omega(\xi_1, \xi_2)\mathbb{I}. \tag{4.4}$$

Explicitly in terms of canonical coordinates, the l.h.s. and the r.h.s. of (4.4) are

$$[\hat{\Xi}(\xi_1), \hat{\Xi}(\xi_2)] = \xi_1^\alpha \hat{\Omega}_{\alpha\beta} \xi_2^\beta \Omega_{\gamma\delta}[\hat{\Xi}^\gamma, \hat{\Xi}^\delta], \quad i\hbar\Omega(\xi_1, \xi_2)\mathbb{I} = -i\hbar\hat{\Omega}_{\alpha\gamma} \xi_1^\alpha \xi_2^\gamma \mathbb{I}. \tag{4.5}$$

For these two expressions to be equal we need that

$$[\hat{\Xi}^\beta, \hat{\Xi}^\delta] = i\hbar\hat{\Omega}^{\beta\delta} \mathbb{I}. \tag{4.6}$$

This means that $[\hat{\Xi}^1, \hat{\Xi}^2] = [\hat{\Xi}^3, \hat{\Xi}^4] = \ldots = [\hat{\Xi}^{n-1}, \hat{\Xi}^n] = i\hbar\mathbb{I}$, with all other commutators identically zero (except the antisymmetrized versions of the previously listed ones of course). Given these commutation relations, it is common convention that the odd indices correspond to generalized position operators $\hat{\Xi}^{2k-1} \equiv \hat{q}^k$, and that the even indices correspond to generalized momenta $\hat{\Xi}^{2k} \equiv \hat{p}^k$. We can define generalized creation and annihilation operators as well and apply the same ordering convention for mixed powers of generalized positions and momenta as for the Weyl quantization of a single degree of freedom.

### 4.2 The generalization of the Wigner function

Given a density matrix $\hat{\rho}$, we define its Wigner function over the symplectic space as

$$W_\hat{\rho}(\xi) := \frac{1}{(2\hbar\pi)^2n} \int d^{2n}\xi' e^{\frac{i}{\hbar} \Omega(\xi, \xi') \langle e^{-\frac{i}{\hbar} \hat{\Xi}(\xi')} \rangle_\hat{\rho}} = \frac{1}{(2\hbar\pi)^2n} \int d^{2n}\xi' e^{\frac{i}{\hbar} \hat{\Omega}_{\alpha\beta} \xi'^\alpha \xi'^\beta \langle e^{\frac{i}{\hbar} \hat{\Xi}(\xi')} \rangle_\hat{\rho}. \tag{4.7}$$

In this subsection we are going to prove that the covariant form of the Wigner function (4.7) generalizes the Wigner function we have introduced in the previous sections to an arbitrary number of degrees of freedom. For a single particle/mode we have that $\xi = (q, p) \Rightarrow \xi^1 = q, \xi^2 = p$, and therefore

$$\Omega(\xi, \xi') = \hat{\Omega}_{\alpha\beta} \xi^\alpha \xi'^\beta = \hat{\Omega}_{12} \xi^1 \xi'^2 + \hat{\Omega}_{21} \xi^2 \xi'^1 = -qp' + p'q. \tag{4.8}$$

In the same fashion,

$$e^{\frac{i}{\hbar} \xi'^\alpha \hat{\Omega}_{\alpha\beta} \xi^\beta} = e^{\frac{i}{\hbar} \xi'^1 \hat{\Omega}_{12} \xi^2 + \frac{i}{\hbar} \xi'^2 \hat{\Omega}_{21} \xi^1} = e^{-\frac{i}{\hbar} q'p + \frac{i}{\hbar} p'q} = e^{\frac{i}{\hbar} q'p} e^{\frac{i}{\hbar} p'q} e^{\frac{i}{\hbar} q'p} \mathbb{I}, \tag{4.9}$$

where in the last step we have used the Zassenhaus formula (another BCH identity)

$$e^{t(\hat{X} + \hat{Y})} = e^{t\hat{X}} e^{t\hat{Y}} e^{-\frac{t^2}{2}[\hat{X}, \hat{Y}]} e^{\frac{t^3}{6}(2\hat{Y}[\hat{X}, \hat{Y}]) + [\hat{X}, \hat{Y}])] \ldots \tag{4.10}$$
Now, substituting (4.8) and (4.9) in the definition of the Wigner function (4.7), we get

\[
W_\rho(\xi) = W_\rho(p, q) = \frac{1}{(2\pi)^2} \int dq' \int dp' e^{\frac{i}{\hbar}(pq'-pq)} \langle e^{-\frac{i}{\hbar}p_\xi q_\xi} e^{\frac{i}{\hbar}p'_{\xi'} q'_{\xi'}} \rangle \rho
\]

\[
= \frac{1}{(2\pi)^2} \int dq' \int dp' e^{\frac{i}{\hbar}(pq'-pq')} \text{Tr} \left( \rho e^{-\frac{i}{\hbar}q'_{\xi'} \hat{p}_{\xi'} e^{\frac{i}{\hbar}p'_{\xi'} q'_{\xi'}}} \right)
\]

\[
= \frac{1}{(2\pi)^2} \int dq' \int dp' e^{\frac{i}{\hbar}(pq'-pq')} \text{Tr} \left( e^{-\frac{i}{\hbar}p_{\xi}\hat{q}_{\xi} e^{\frac{i}{\hbar}p q} } \right) e^{\frac{i}{\hbar}p' \hat{q}' \xi'}
\]

\[
= \frac{1}{(2\pi)^2} \int dx \int dy \int dq' \int dp' e^{\frac{i}{\hbar}(pq'-pq')} \langle x | e^{-\frac{i}{\hbar}q'_{\xi'} \hat{p}_{\xi'} e^{\frac{i}{\hbar}p'_{\xi'} q'_{\xi'}}} \rangle \delta_{[y-(x-q'_{\xi}/2)]} |y \rangle |\rho \rangle + |q'_{\xi}/2 \rangle e^{\frac{i}{\hbar}p'_{\xi'}}
\]

which is the Wigner function introduced in (2.8). This equation can also be trivially vectorized to obtain the Wigner function in the case of \(n\) degrees of freedom.

### 4.3 Revisiting the coherent state representation of the Wigner function

We can now obtain a much more powerful version the coherent state representation for the Wigner function than the one we saw in Section 3.3 For a single degree of freedom/mode we recall that \(\xi = (p, q) \Rightarrow \xi^1 = q, \xi^2 = p\), and therefore

\[
\Omega(\xi, \xi') = \hat{\Omega}_{\alpha \beta} \xi^\alpha \xi'^\beta = \hat{\Omega}_{12} \xi^1 \xi'^2 + \hat{\Omega}_{21} \xi^2 \xi'^1 = -qp' + pq' = i\hbar(\eta \alpha^* - \alpha \eta^*),
\]

where in the last step we used that

\[
q = \sqrt{\frac{\hbar}{2m\omega}} (\alpha^* + \alpha), \quad p = i\sqrt{\frac{\hbar}{2m\omega}} (\alpha^* - \alpha), \quad q' = \sqrt{\frac{\hbar}{2m\omega}} (\eta^* + \eta), \quad p' = i\sqrt{\frac{\hbar}{2m\omega}} (\eta^* - \eta).
\]

In the same fashion

\[
e^{\frac{i}{\hbar}t \xi^\alpha \hat{a}^\dagger \xi'^\beta} = e^{\frac{i}{\hbar}t \xi^1 \hat{a}_{12} \xi'^2} = e^{-\frac{i}{\hbar}t \eta^1 \hat{a}^\dagger - \eta^* \hat{a}},
\]

where in the last step we have used the fact that

\[
\hat{q} = \sqrt{\frac{\hbar}{2m\omega}} (\hat{a}^\dagger + \hat{a}), \quad \hat{p} = i\sqrt{\frac{\hbar}{2m\omega}} (\hat{a}^\dagger - \hat{a}),
\]

which upon comparison with (4.13) and realization that (4.12) and the exponent of (4.14) have the same algebraic structure, it allows us to perform the substitution \(\eta \rightarrow \hat{a}, \eta^* \rightarrow \hat{a}^\dagger, \alpha \rightarrow \eta\) in (4.12) to obtain the last
step, that is
\[ -qp' + pq' = i\hbar(\alpha^* - \alpha\eta^*) \Rightarrow i(-q'\hat{\eta} + p'\hat{\alpha}) = i\left[ i\hbar(\eta^*\hat{\eta} - \eta\hat{\alpha}^\dagger) \right] = \hbar(\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}). \]  
(4.16)

Substituting (4.12) and (4.14) in (4.7) we get
\[ W_{\hat{\rho}}(\xi) = W_{\hat{\rho}}(\alpha, \alpha^*) = \frac{1}{4\pi^2\hbar} \int d\eta^* d\eta \, e^{\left(\eta^*\alpha - \eta\alpha^*\right)} \langle e^{\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}} \rangle \rho, \]  
(4.17)

where we have also used that \( d^2\xi = dqdp = \hbar d\eta^* d\eta. \) Finally, we need to evaluate the expectation of \( e^{\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}}. \)

First we notice from (3.9) that the exponential is exactly a displacement operator \( \hat{D}(\eta) = e^{\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}}, \) then
\[ \langle e^{\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}} \rangle_{\hat{\rho}} = \text{Tr} \left( \hat{D}(\eta) \hat{\rho} \hat{D}(\eta)^\dagger \right) = \frac{1}{\pi} \int d^2\beta \, \text{Tr} \left( \hat{D}(\eta) \hat{\rho} \hat{D}(\eta)^\dagger |\beta\rangle \langle \beta| \right) \]  
(4.18)

\[ = \frac{1}{\pi} \int d^2\beta |\beta\rangle \langle \beta| \hat{D}(\eta) \hat{\rho} \hat{D}(\eta)^\dagger |\beta\rangle = \frac{1}{\pi} \int d^2\beta e^{\left(\eta^*\beta - \eta\beta^*\right)/2} |\beta\rangle \langle \beta|, \]  
(4.19)

where we used (3.17). Finally, substituting this into (4.17) we get
\[ W_{\hat{\rho}}(\xi) = W_{\hat{\rho}}(\alpha, \alpha^*) = \frac{1}{4\pi^2\hbar} \int d\eta^* d\eta \int d^2\beta e^{\left(\eta^*\alpha - \eta\alpha^*\right)} \langle e^{\eta\hat{\alpha}^\dagger - \eta^*\hat{\alpha}} \rangle_{\hat{\rho}} |\alpha, \alpha^\dagger \rangle \langle \alpha^\dagger, \alpha| \]  
(4.20)

This expression certainly resembles (3.37), but it is not exactly the same. First of all, notice that these expressions are actually comparable. We deduced (3.37) in the context of the harmonic oscillator, but the result is not restricted to it. In particular, the change (3.4) and the definition (3.2) can be done in general for any one-dimensional system and for arbitrary \( \omega. \) Finally, it is easy (albeit wearisome) to check that for the general matrix element in the coherent basis, \( |\lambda\rangle \langle \mu|, \) both expressions coincide, i.e.
\[ \frac{1}{2\pi^3\hbar} \int d^3\eta d^2\beta e^{\eta^*\left(\alpha - \frac{\beta}{2}\right) - \eta\left(\alpha^* - \frac{\beta^*}{2}\right)} |\beta\rangle \langle \beta| \frac{1}{\lambda} = \frac{1}{2\pi^3\hbar} \int d^3\eta d^2\beta e^{-2|\alpha - \beta|^2} e^{\left(\eta^*\alpha - \eta\alpha^*\right)} e^{\left(\eta\beta^* - \eta^*\beta\right)/2} |\beta\rangle \langle \beta| \frac{1}{\lambda} \]  
(4.21)

for every \( \lambda, \mu \in \mathbb{C}. \) As the coherent states form a basis of the Hilbert space of a one-dimensional system, we conclude that (3.37) and (4.20) give the same result for any \( \hat{\rho}. \) We can now revisit an example with this powerful expression for the coherent state representation of the Wigner function:
\[ W_{\hat{\rho}}(\xi) = W_{\hat{\rho}}(\alpha, \alpha^*) = \frac{1}{4\pi^2\hbar} \int d\eta^* d\eta \, e^{\left(\eta^*\alpha - \eta\alpha^*\right)} \langle \hat{D}(\eta) \rangle_{\hat{\rho}}. \]  
(4.22)

Finally, we can generalize the displacement and the squeezing operators to the case of multiple degrees of freedom. Let us define
\[ \hat{D}(\xi) = e^{-i\hat{\Xi}(\xi)}. \]  
(4.23)

One can check that this definition generalizes the single mode one, and it satisfies
\[ \hat{D}^\dagger(\xi) \hat{\Xi}(\xi') \hat{D}(\xi) = \hat{\Xi}(\xi') + \Omega(\xi, \xi') \mathbb{1}. \]  
(4.24)

Similarly, consider the unitary operator
\[ \hat{S}_F = e^{\frac{i}{2} F_{ab} \hat{\Xi}^a \hat{\Xi}^b}, \]  
(4.25)

where \( F_{ab} \) is a symmetric matrix. Using BCH formulas one can show that
\[ \hat{S}_F^\dagger \hat{\Xi}(\xi) \hat{S}_F = \hat{\Xi}(C\xi) = \hat{\Xi}(C^\alpha_\beta \xi^\beta), \]  
(4.26)

where \( C \) is the matrix given by
\[ C^\alpha_\beta = (e^{i\Omega F})^\alpha_\beta. \]  
(4.27)
4.4 Wigner function of all the eigenstates of a harmonic oscillator

Now that we found an expression for the coherent state representation of the Wigner function, it is possible to easily calculate it for both the ground state and all the Fock excitations in a much more straightforward manner than using the formulations we saw in Section 3.3.

First, let us quickly recompute the Wigner function of the ground state of the harmonic oscillator. We know that

\[ \langle \hat{D}(\eta) \rangle_{|0\rangle} = \langle 0 | \hat{D}(\eta) | 0 \rangle = \langle 0 | \eta \rangle = e^{-|\eta|^2/2}. \]

Inserting this into (4.22) we get

\[ W_{|0\rangle}(\alpha, \alpha^*) = \frac{1}{4\pi^2 \hbar} \int d\eta^* d\eta e^{(\eta^* \alpha - \eta \alpha^*)} e^{-|\eta|^2/2} = \frac{1}{2\pi^2 \hbar} \int dx dy e^{(x-i\eta)\alpha - (x+y\alpha^*)} e^{-\frac{1}{2} x^2 e^{-\frac{1}{2} y^2}} \]

\[ = \frac{1}{2\pi^2 \hbar} \int dx dy e^{2ix \text{Im} \eta \alpha - 2iy \text{Re} \eta \alpha^*} e^{-\frac{1}{2} x^2 e^{-\frac{1}{2} y^2}} = \frac{1}{\pi \hbar} e^{-2|\alpha|^2}, \]

which coincides with the previously obtained result in (3.42).

More importantly: expression (4.22) finally allows us to calculate with a reasonable amount of work the Wigner function of the Fock state (3.47) which we postponed before. To do so, we will rewrite (4.22) in a more convenient form. Note, first, that we can introduce the integral in the expectation value,

\[ W_{|\alpha\rangle}(\alpha, \alpha^*) = \frac{1}{4\pi^2 \hbar} \int d\eta^* d\eta e^{(\eta^* \alpha - \eta \alpha^*)} \hat{D}(\eta) \]

Now, the integrand

\[ e^{(\eta^* \alpha - \eta \alpha^*)} \hat{D}(\eta) = e^{\eta (\hat{a}^\dagger - \alpha^*) - \eta^* (\hat{a} - \alpha)} = \hat{D}(\alpha) \hat{D}(\eta) \hat{D}(\alpha)^\dagger, \]

where we used (3.27). Thus,

\[ W_{\hat{\rho}}(\alpha, \alpha^*) = \frac{1}{4\pi^2 \hbar} \int d\eta^* d\eta \hat{D}(\alpha) \left( \int d\eta^* d\eta \hat{D}(\eta) \right) \hat{D}(\alpha)^\dagger = \frac{1}{2\pi^2 \hbar} \int d\eta \hat{D}(\alpha) \hat{T} \hat{D}(\alpha)^\dagger \]

where we have noted

\[ \hat{T} = \int d^2 \eta \hat{D}(\eta). \]

Now, it turns out that

\[ \hat{T} = 2\pi e^{i\eta \hat{a}^\dagger \hat{a}}. \]

To check this result, we first note that, assuming \( n \geq m \) with \( l := n - m \),

\[ \langle n | \hat{D}(\eta) | m \rangle = e^{-|\eta|^2/2} \langle n | e^{\eta \hat{a}^\dagger} e^{-\eta \hat{a}} | m \rangle = e^{-|\eta|^2/2} \sum_{k=0}^{m} \frac{\eta^{k+l} (-\eta^*)^k}{(k+l)! k!} \langle n | (\hat{a}^\dagger)^{k+l} \hat{a}^k | m \rangle \]

\[ = e^{-|\eta|^2/2} \sum_{k=0}^{m} \frac{(-1)^k \sqrt{n!} m!}{(k+l)! k! (m-k)!} \eta^{k+l} (\eta^*)^k. \]

Now,

\[ \langle n | \hat{T} | m \rangle = \int d^2 \eta \langle n | \hat{D}(\eta) | m \rangle = \sum_{k=0}^{m} \frac{(-1)^k \sqrt{n!} m!}{(k+l)! k! (m-k)!} \int d^2 \eta e^{-|\eta|^2/2} \eta^{k+l} (\eta^*)^k \]

\[ = \sum_{k=0}^{m} \frac{(-1)^k \sqrt{n!} m!}{(k+l)! k! (m-k)!} 2^{k+l} (\sqrt{2}) \int d^2 \eta e^{-|\xi|^2/2} \xi^{k+l} (\xi^*)^k, \]

\[ \pi k! \delta_{0\xi} \]
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where we used (3.22). Recalling \( l = n - m \), we can rewrite
\[
\langle n|\hat{T}|m \rangle = \sum_{k=0}^{n} \frac{n!}{(k)!^2(n-k)!} (-1)^{k} 2^{k+2} \pi^k k! \delta_{nm} = 2\pi \sum_{k=0}^{n} \binom{n}{k} (-2)^k \delta_{nm} = 2\pi (-1)^n \delta_{nm} .
\] (4.38)
As the Fock states form a basis of the Hilbert space, the relation
\[
\langle n|\hat{T}|m \rangle = 2\pi \langle n|e^{i\pi \hat{a}^\dagger \hat{a}}|m \rangle
\] (4.39)
completes the proof (4.35). Now, returning to (4.33),
\[
W_\hat{\rho}(\alpha, \alpha^*) = \frac{1}{\pi \hbar} \left\langle \hat{D}(\alpha)e^{i\pi \hat{a}^\dagger \hat{a}} \hat{D}(\alpha)\right\rangle_\hat{\rho} .
\] (4.40)
Finally, \( e^{i\pi \hat{a}^\dagger \hat{a}} \) is clearly a unitary operator, which satisfies
\[
e^{i\pi \hat{a}^\dagger \hat{a}} e^{-i\pi \hat{a}^\dagger \hat{a}} = -\hat{a}^\dagger \quad \text{and} \quad e^{i\pi \hat{a}^\dagger \hat{a}} e^{-i\pi \hat{a}^\dagger \hat{a}} = -\hat{a}^\dagger
\] (4.41)
as can be straightforwardly checked looking at the matrix elements in the Fock basis. In particular, this implies that
\[
e^{i\pi \hat{a}^\dagger \hat{a}} \hat{D}(\alpha)^\dagger e^{-i\pi \hat{a}^\dagger \hat{a}} = e^{i\pi \hat{a}^\dagger \hat{a}} \hat{D}(\alpha) e^{-i\pi \hat{a}^\dagger \hat{a}} = \hat{D}(\alpha) .
\] (4.42)
Applying this to (4.40), we get
\[
W_\hat{\rho}(\alpha, \alpha^*) = \frac{1}{\pi \hbar} \left\langle \hat{D}(2\alpha)e^{i\pi \hat{a}^\dagger \hat{a}} \right\rangle_\hat{\rho} .
\] (4.43)
This is the “suitable” form we wanted in order to calculate the Wigner function of a Fock state, which is now straightforward:
\[
W_{\langle n \rangle}(\alpha, \alpha^*) = \frac{1}{\pi \hbar} \langle n|\hat{D}(2\alpha)e^{i\pi \hat{a}^\dagger \hat{a}}|n \rangle = (-1)^n \frac{\pi \hbar}{2} e^{-2|\alpha|^2} \sum_{k=0}^{n} (-1)^k \frac{n!}{(k)!^2(n-k)!} |2\alpha|^{2k}
\] (4.44)
where we have used (4.36) and the definition of Laguerre polynomials given in (3.48). We have thus obtained the result anticipated in (3.47).

5 Gaussian Quantum Mechanics

5.1 The covariance matrix and the vector of means

We are now going to focus on those states that have a Gaussian Wigner function\(^{16}\). Those states are families of squeezed, coherent thermal states. A Gaussian state’s Wigner function can be written as
\[
W(\xi) = \frac{1}{(\hbar \pi)^n \sqrt{\text{det}(\sigma)}} \exp \left( -((\xi - \xi_0)^\mu (\xi - \xi_0)^\nu (\sigma^{-1})_{\mu\nu} \right),
\] (5.1)

\(^{16}\)Note that some references may use “Gaussian states” to refer to a larger set, including also all the possible convex combinations of the Gaussian states we define here. Notice that those states’ Wigner functions will not be Gaussian in general, although they are positive and therefore they also correspond to classical states (that can be thought of as classical probability distributions over the Gaussian states we define in (5.1)). However, the most common definition for Gaussian state is the one we give in these notes.
where the vector $\xi_0$ captures the state’s first statistical moments (i.e., the mean, the peak of the Gaussian distribution),

$$\xi^\mu := \langle \hat{X}^\mu \rangle_\hat{\rho}. \quad (5.2)$$

The matrix $\sigma$ captures the canonical variable’s statistical second moments, i.e., the covariance between each pair of canonical observables,

$$\sigma^{\mu\nu} := \langle \hat{X}^\mu \hat{X}^\nu + \hat{X}^\nu \hat{X}^\mu \rangle_\hat{\rho} - 2 \langle \hat{X}^\mu \rangle_\hat{\rho} \langle \hat{X}^\nu \rangle_\hat{\rho}. \quad (5.3)$$

Note that there are other conventions for the covariance matrix (e.g., dividing by 2, etc.). This one is one of the most convenient notations.

To characterize any Gaussian state it is enough to know its first moments and the covariance matrix, for a total of $n(2n + 3)$ real numbers. There is no need to deal with infinite dimensional Hilbert spaces for these states.

The condition of positive definiteness together with the canonical commutation relations implies that $\sigma \geq i\Omega^{-1}$ where $\Omega^{-1}$ is the matrix inverse of the symplectic matrix (Exercise!).

Note that the condition $\sigma \geq i\Omega^{-1} \Rightarrow \sigma > 0$. To prove that the condition $\sigma \geq i\Omega^{-1}$ implies that the covariance matrix is positive semidefinite, we use that conjugating a positive semidefinite form keeps it positive semidefinite, and we have

$$\sigma \geq i\Omega^{-1} \Rightarrow \sigma = \sigma^* = (i\Omega^{-1})^* = -i\Omega^{-1}$$

where we have used the fact that $\sigma$ and $\Omega^{-1}$ are both real valued. Since $\sigma$ is greater than both $i\Omega^{-1}$ and $-i\Omega^{-1}$, it is greater than their average as well, thus $\sigma \geq 0$. This implication cannot be reversed.

Note that in addition to keeping the covariance matrix positive semidefinite, the condition $\sigma \geq i\Omega^{-1}$ also enforces the uncertainty principle by preventing the covariances from being arbitrarily small.

**Example 1: Thermal state of a single Harmonic oscillator**

For a system with one degree of freedom, the covariance matrix is a $2 \times 2$ matrix and the first moment vector is a 2-dimensional vector:

$$\langle \sigma^{\mu\nu} \rangle = \begin{pmatrix} 2\langle \hat{q}^2 \rangle_\hat{\rho} - 2\langle \hat{q} \rangle_\hat{\rho}^2 & \langle \hat{q}\hat{p} + \hat{p}\hat{q} \rangle_\hat{\rho} - 2\langle \hat{q} \rangle_\hat{\rho} \langle \hat{p} \rangle_\hat{\rho} \\ \langle \hat{p}\hat{q} + \hat{q}\hat{p} \rangle_\hat{\rho} - 2\langle \hat{p} \rangle_\hat{\rho} \langle \hat{q} \rangle_\hat{\rho} & 2\langle \hat{p}^2 \rangle_\hat{\rho} - 2\langle \hat{p} \rangle_\hat{\rho}^2 \end{pmatrix}, \quad \langle \xi^\mu_0 \rangle = \begin{pmatrix} \langle \hat{q} \rangle_\hat{\rho} \\ \langle \hat{p} \rangle_\hat{\rho} \end{pmatrix}. \quad (5.4)$$

For a single harmonic oscillator, the thermal state covariance matrix is easy to compute. Let us consider the thermal state of temperature $T$:

$$\hat{\rho} = \frac{1}{Z} e^{-\beta \hat{H}} = \frac{1}{Z} e^{-\frac{\hbar \omega}{k_B T} \hat{a}^\dagger \hat{a}}, \quad (5.5)$$

where

$$Z = \text{Tr} \left( e^{-\frac{\hbar \omega}{k_B T} \hat{a}^\dagger \hat{a}} \right) = \sum_{n=0}^{\infty} \langle n | e^{-\frac{\hbar \omega}{k_B T} \hat{a}^\dagger \hat{a}} | n \rangle = \sum_{n=0}^{\infty} e^{-\frac{\hbar \omega}{k_B T} n} = \frac{\hbar \omega}{e^{\frac{\hbar \omega}{k_B T}} - 1} = 1 - e^{-\frac{\hbar \omega}{k_B T}}. \quad (5.6)$$

The expectation of $\hat{q}$ and $\hat{p}$ in a thermal state are zero, which we can quickly see by considering that

$$\text{Tr} \left[ e^{-C \hat{a}^\dagger \hat{a}} \left( \hat{a} \pm \hat{a}^\dagger \right) \right] = \sum_n \langle n | e^{-C \hat{a}^\dagger \hat{a}} (\hat{a} \pm \hat{a}^\dagger) | n \rangle = \sum_n e^{-Cn} \langle n | (\hat{a} \pm \hat{a}^\dagger) | n \rangle = 0. \quad (5.7)$$
There are four covariances to compute. First, the diagonal ones:

\[
\langle q^2 \rangle_\hat{p} = \frac{\hbar}{2Zm\omega} \text{Tr} \left( e^{-\frac{\hbar m\omega}{\hbar} \hat{a}^\dagger \hat{a}^\dagger (\hat{a}^\dagger + \hat{a})^2} \right) = \frac{\hbar}{2Zm\omega} \sum_{n=0}^{\infty} \langle n | e^{-\frac{\hbar m\omega}{\hbar} \hat{a}^\dagger \hat{a}^\dagger (\hat{a}^\dagger + \hat{a})^2} | n \rangle 
\]

\[
= \frac{\hbar}{2Zm\omega} \sum_{n=0}^{\infty} e^{-\frac{\hbar m\omega}{\hbar} n} \langle n | (\hat{a}^\dagger \hat{a}^\dagger + \hat{a} \hat{a}^\dagger + \hat{a} \hat{a}^\dagger + \hat{a}^\dagger \hat{a}) | n \rangle 
\]

\[
= \frac{\hbar}{2Zm\omega} \sum_{n=0}^{\infty} e^{-\frac{\hbar m\omega}{\hbar} n} (2n + 1) = \frac{\hbar}{2Zm\omega} \frac{e^{\frac{\hbar m\omega}{\hbar}} (1 + e^{\frac{\hbar m\omega}{\hbar}})}{(e^{\frac{\hbar m\omega}{\hbar}} - 1)^2} 
\]

\[
= \frac{\hbar m\omega}{2} \text{cotanh} \left( \frac{\hbar \omega}{2k_B T} \right), \quad (5.8)
\]

where in the last step we substituted \( Z \) by \((5.6)\) and simplified. The variance of \( \hat{p} \) can be analogously computed to yield a very similar value:

\[
\langle p^2 \rangle_\hat{p} = -\frac{\hbar m\omega}{2Z} \text{Tr} \left( e^{-\frac{\hbar m\omega}{\hbar} \hat{a}^\dagger \hat{a}^\dagger (\hat{a}^\dagger - \hat{a})^2} \right) = -\frac{\hbar m\omega}{2Z} \sum_{n=0}^{\infty} \langle n | e^{-\frac{\hbar m\omega}{\hbar} \hat{a}^\dagger \hat{a}^\dagger (\hat{a}^\dagger - \hat{a})^2} | n \rangle 
\]

\[
= -\frac{\hbar m\omega}{2Z} \sum_{n=0}^{\infty} e^{-\frac{\hbar m\omega}{\hbar} n} \langle n | (\hat{a}^\dagger \hat{a}^\dagger - \hat{a}^\dagger \hat{a} + \hat{a} \hat{a}^\dagger - \hat{a}^\dagger \hat{a}) | n \rangle 
\]

\[
= \frac{\hbar m\omega}{2Z} \sum_{n=0}^{\infty} e^{-\frac{\hbar m\omega}{\hbar} n} (2n + 1) = \frac{\hbar m\omega e^{\frac{\hbar m\omega}{\hbar}} (1 + e^{\frac{\hbar m\omega}{\hbar}})}{2Z (e^{\frac{\hbar m\omega}{\hbar}} - 1)^2} 
\]

\[
= \frac{\hbar m\omega}{2} \text{cotanh} \left( \frac{\hbar \omega}{2k_B T} \right), \quad (5.9)
\]

where in the last step we substituted \( Z \) by \((5.6)\) and simplified. The non diagonal components can be easily proven to be zero since \((\hat{a}^\dagger \pm \hat{a})(\hat{a} \mp \hat{a}^\dagger) = \hat{a} \hat{a}^\dagger \mp \hat{a}^\dagger \hat{a} \mp \hat{a} \hat{a}^\dagger \mp \hat{a}^\dagger \hat{a}\), which have zero trace. Therefore, from \((5.4)\), the covariance matrix for the thermal state is

\[
(\sigma^{\mu\nu}) = \begin{pmatrix} \frac{\hbar m\nu}{\hbar m\omega} & 0 \\ 0 & \hbar m\omega \nu \end{pmatrix}, \quad \nu = \text{cotanh} \left( \frac{\hbar \omega}{2k_B T} \right) > 1, \quad (5.10)
\]

where \( \nu \to 1 \) in the limit \( T \to 0 \).

Oftentimes (more often than not, actually) the covariance matrix is represented in a dimensionless form by defining alternate dimensionless position and momentum operators

\[
\hat{q} := \sqrt{\frac{m\omega}{\hbar}} \hat{q} = \frac{1}{\sqrt{2}} (\hat{a}^\dagger + \hat{a}), \quad \hat{p} := \sqrt{\frac{1}{\hbar m\omega}} \hat{q} = \frac{i}{\sqrt{2}} (\hat{a}^\dagger - \hat{a}). \quad (5.11)
\]

In terms of these dimensionless operators, that we will call quadratures, the covariance matrix takes a very simple form since we restore a symmetry between all the directions in phase space:

\[
\sigma := (\sigma^{\mu\nu}) = \begin{pmatrix} \nu & 0 \\ 0 & \nu \end{pmatrix} = \nu \mathbb{1}, \quad \nu = \text{cotanh} \left( \frac{\hbar \omega}{2k_B T} \right) > 1. \quad (5.12)
\]

This also means that the covariance matrix of the ground state is the identity (in the dimensionless quadrature basis).
From now on we will use the much more convenient dimensionless quadrature operators to calculate the covariance matrices and vectors of first moments, that is

\[ \xi_0^\mu := \langle \hat{\Theta}^\mu \rangle_{\hat{\rho}}, \quad \sigma^{\mu \nu} := \langle \hat{\Theta}^\mu \hat{\Theta}^\nu + \hat{\Theta}^\nu \hat{\Theta}^\mu \rangle_{\hat{\rho}} - 2 \langle \hat{\Theta}^\mu \rangle_{\hat{\rho}} \langle \hat{\Theta}^\nu \rangle_{\hat{\rho}}, \] (5.13)

where the dimensionless quadrature operators here \( \hat{\Theta}^\alpha \propto \hat{\xi}^\alpha \) are for simplicity taken to be the operators in the way defined in (5.11) (that is, generalizing the \( \hat{q} \) and \( \hat{p} \) defined before) so that they satisfy the canonical commutation relations

\[ [\hat{\Theta}^\alpha, \hat{\Theta}^\beta] = i\Omega^{\alpha \beta} \mathbb{1}. \] (5.14)

**Example 2: Single mode squeezed vacuum**

It is easy to see that the expectation of \( \hat{q} \) and \( \hat{p} \) are zero in a squeezed vacuum. Knowing that the squeezing operator just squeezes the Wigner function in some direction preserving the centre and the area, we know that a state whose Wigner function is centred at zero will still be centred at zero after squeezing. In fact, it is easy to prove algebraically that any state that is diagonal in the Fock basis (Fock states, thermal states, etc.) will have zero expectation value of the quadratures after squeezing.

Consider an arbitrary single mode state \( \hat{\rho} \). Consider now its squeezed version \( \hat{\rho}_S = \hat{S} \hat{\rho} \hat{S}^\dagger \). The expectation of the \( \hat{q} \) quadrature is

\[ \langle \hat{q} \rangle_{\hat{\rho}_S} = \frac{1}{\sqrt{2}} \left[ \text{Tr}(\hat{S} \hat{\rho} \hat{S}^\dagger \hat{a}^\dagger) + \text{Tr}(\hat{S} \hat{\rho} \hat{S}^\dagger \hat{a}) \right] = \frac{1}{\sqrt{2}} \left[ \text{Tr}(\hat{\rho} \hat{S}^\dagger \hat{S}) \right] \]
\[ = \frac{1}{\sqrt{2}} \left[ \text{Tr} \left( \hat{\rho} (\hat{a}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r) \right) + \text{Tr} \left( \hat{\rho} (\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r) \right) \right] \]
\[ = \frac{1}{\sqrt{2}} \left[ (\cosh r - e^{i\theta} \sinh r) \text{Tr}(\hat{\rho} \hat{a}^\dagger) + (\cosh r - e^{-i\theta} \sinh r) \text{Tr}(\hat{\rho} \hat{a}) \right]. \] (5.15)

A completely analogous calculation for \( \hat{p} \) yields

\[ \langle \hat{p} \rangle_{\hat{\rho}_S} = \frac{i}{\sqrt{2}} \left[ \text{Tr}(\hat{S} \hat{\rho} \hat{S}^\dagger \hat{a}^\dagger) - \text{Tr}(\hat{S} \hat{\rho} \hat{S}^\dagger \hat{a}) \right] = \]
\[ = \frac{i}{\sqrt{2}} \left[ (\cosh r - e^{i\theta} \sinh r) \text{Tr}(\hat{\rho} \hat{a}^\dagger) - (\cosh r - e^{-i\theta} \sinh r) \text{Tr}(\hat{\rho} \hat{a}) \right]. \] (5.17)

If the state before squeezing is diagonal in the Fock basis, that is, \( \hat{\rho} = \sum_n C_n |n\rangle \langle n| \), then \( \text{Tr}(\hat{\rho} \hat{a}^\dagger) = \text{Tr}(\hat{\rho} \hat{a}) = 0 \), and therefore for any such state the expectation of the quadratures for its squeezed version is zero. This includes the case of the squeezed vacuum.

To evaluate the covariances we need to consider

\[ \langle \hat{q}^2 \rangle = \frac{1}{2} (\hat{a}^\dagger \hat{a}^\dagger + \hat{a} \hat{a} + 2 \hat{a} \hat{a} + \mathbb{1}), \]
\[ \langle \hat{p}^2 \rangle = \frac{1}{2} (\hat{a}^\dagger \hat{a}^\dagger + \hat{a} \hat{a} - 2 \hat{a} \hat{a} - \mathbb{1}), \]
\[ \langle \hat{q} \hat{p} + \hat{p} \hat{q} \rangle = i(\hat{a}^\dagger \hat{a}^\dagger - \hat{a} \hat{a}), \] (5.18)
and that the squeezed monomials of ladder operators are
\[
\hat{S}^+ \hat{a}^\dagger \hat{a} \hat{S} = \hat{S}^+ \hat{a}^\dagger \hat{S} \hat{a} \hat{S} = (\hat{a}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r)(\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r)
\]
\[
= -\frac{1}{2} \left( e^{i\theta} \sinh 2r \right) \hat{a}^\dagger \hat{a} - \frac{1}{2} \left( e^{-i\theta} \sinh 2r \right) \hat{a} \hat{a} + \cosh 2r \hat{a}^\dagger \hat{a} + \sinh^2 r \mathbb{1},
\]
\[
\hat{S}^+ \hat{a}^\dagger \hat{a} \hat{S} = \hat{S}^+ \hat{a} \hat{S}^+ \hat{a} \hat{S} = (\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r)(\hat{a}^\dagger \cosh r - \hat{a} e^{-i\theta} \sinh r)
\]
\[
= -\frac{1}{2} \left( e^{i\theta} \sinh 2r \right) \hat{a}^\dagger \hat{a} + \frac{1}{2} \left( e^{-i\theta} \sinh 2r \right) \hat{a} \hat{a} + \cosh 2r \hat{a} \hat{a}^\dagger + \cos^2 r \mathbb{1},
\]
\[
\hat{S}^+ \hat{a} \hat{a}^\dagger \hat{S} = \hat{S}^+ \hat{a} \hat{S} \hat{a}^\dagger \hat{S} = (\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r)(\hat{a} \cosh r - \hat{a}^\dagger e^{i\theta} \sinh r)
\]
\[
= \left( e^{2i\theta} \sinh^2 r \right) \hat{a}^\dagger \hat{a} + \left( \cosh^2 r \right) \hat{a} \hat{a} - \left( e^{i\theta} \sinh 2r \right) \hat{a} \hat{a}^\dagger - \frac{1}{2} \left( e^{-i\theta} \sinh 2r \right) \mathbb{1},
\]
where we have used that \( \hat{a} \hat{a}^\dagger = \mathbb{1} + \hat{a}^\dagger \hat{a} \), and the identities \( \sinh(2r) = 2 \sinh r \cosh r \), \( \cosh(2r) = \cosh^2 r + \sinh^2 r \).

The respective vacuum expectations (which give the expectation of the quadratures for the squeezed vacuum) are therefore
\[
\langle 0 | \hat{S}^+ \hat{a} \hat{a}^\dagger \hat{S} | 0 \rangle = \sinh^2 r,
\]
\[
\langle 0 | \hat{S}^+ \hat{a}^\dagger \hat{a} \hat{S} | 0 \rangle = \cosh^2 r,
\]
\[
\langle 0 | \hat{S}^+ \hat{a} \hat{a}^\dagger \hat{S} | 0 \rangle = -\frac{1}{2} e^{-i\theta} \sinh 2r,
\]
\[
\langle 0 | \hat{S}^+ \hat{a}^\dagger \hat{a} \hat{S} | 0 \rangle = -\frac{1}{2} e^{i\theta} \sinh 2r.
\]

With this and (5.18) we can quickly obtain that
\[
\langle 0 | \hat{S}^+ \hat{q}^2 \hat{S} | 0 \rangle = \frac{1}{2} \left( -\frac{e^{-i\theta}}{2} + \frac{e^{i\theta}}{2} \sinh 2r + 2 \sinh^2 r + 1 \right) = \frac{1}{2} \left( \cosh 2r - \cos \theta \sinh 2r \right),
\]
\[
\langle 0 | \hat{S}^+ \hat{p} \hat{S} | 0 \rangle = -\frac{1}{2} \left( -\frac{e^{-i\theta}}{2} + \frac{e^{i\theta}}{2} \sinh 2r - 2 \sinh^2 r - 1 \right) = \frac{1}{2} \left( \cosh 2r + \cos \theta \sinh 2r \right),
\]
\[
\langle 0 | \hat{S}^+ \left( \hat{q} \hat{p} + \hat{p} \hat{q} \right) \hat{S} | 0 \rangle = i \left( -\frac{e^{-i\theta}}{2} - \frac{e^{i\theta}}{2} \sinh 2r \right) = -\sin \theta \sinh 2r,
\]
where for the first two rightmost equalities we used that \( \cosh 2r = 1 + 2 \sinh^2 r \). Therefore the covariance matrix is
\[
(\sigma^{\mu\nu}) = \begin{pmatrix}
\cosh 2r - \cos \theta \sinh 2r & -\sin \theta \sinh 2r \\
-\sin \theta \sinh 2r & \cosh 2r + \cos \theta \sinh 2r
\end{pmatrix}
\]

Exercise! Compute the first moments and the covariance matrix of a squeezed thermal state.

Note that this is the long and tedious way to compute the covariance matrix, and for Gaussian states certainly not the way we will use most in practice, as we will see in the following sections. Since Gaussian states are classical, we will see how to fully characterize them and their evolution under quadratic Hamiltonians without having to work with operators on Hilbert spaces.
5.2 Multipartite covariance matrix

One of the nicest features of the covariance matrix description of Gaussian quantum mechanics is that the covariance matrix is directly the correlators between the canonical observables of the system. That means that the covariance matrix of a composite system made of two completely uncorrelated subsystems with covariance matrices $\sigma_A$ and $\sigma_B$ is just

$$\sigma_{AB} = \sigma_A \oplus \sigma_B,$$

(5.31)

to be compared with the tensor product of density matrices that we have in the Hilbert space description of the system.

In fact, in a composite system it is very easy to identify where the correlations are in the covariance matrices and very easy to take partial traces, since in general, for a bipartite system we have

$$\sigma_{AB} = \begin{pmatrix} \sigma_A & \gamma_{AB} \\ \gamma_{AB}^\dagger & \sigma_B \end{pmatrix},$$

(5.32)

where $\gamma_{AB}$ is a matrix of correlators between the observables of the two systems. Tracing out one of the systems is simply extracting the diagonal covariance matrices $\sigma_A$ and $\sigma_B$ in the joint covariance matrix: no need to perform traces of any kind.

5.3 Time evolution in the symplectic formulation of quantum mechanics

With our algebraic structure and Gaussian states rewritten in terms of phase space objects, we now turn our attention toward the unitary transformations which preserve the Gaussianity of the states they act on. Such transformations are called Gaussian unitary transformations.

Within all Gaussian transformations we will focus on unitary Gaussian transformations. A unitary transformation preserves the commutation relations (4.4), and therefore they preserve the symplectic form, which in turn means they preserve the volume of phase space as we discussed in previous sections. This means that unitary transformations correspond to symplectic transformations in phase space (that preserve the ‘volume/area’ under the Wigner function).

Gaussian unitary transformations map Gaussian Wigner functions to Gaussian Wigner functions preserving the area under the function, which means that they can be phase space rotations, squeezing and displacement operators. Both squeezing and rotations are generated by quadratic Hamiltonians, and displacements by linear ones. We can write the most general Hamiltonian that generates a Gaussian unitary transformation as

$$\hat{H} = \frac{1}{2} \hat{\Theta}^\alpha \hat{\Theta}^\beta F_{\alpha\beta} + \alpha_\nu \hat{\Theta}^\nu,$$

(5.33)

where $F$ is a Hermitian matrix, that is $F_{\alpha\beta} = F^{*}_{\beta\alpha}$, and the quadrature operators here $\hat{\Theta}^\alpha \propto \hat{\Xi}^\alpha$ such that $[\hat{\Theta}^\alpha, \hat{\Theta}^\beta] = i\tilde{\Omega}^{\alpha\beta} \mathbb{1}$ are the ones defined in (5.13).

Notice that for the most general Hamiltonian that is a quadratic form of the operators we can write
Heisenberg equations for the quadrature operators:

\[
\frac{d}{dt} \hat{\Theta}^\mu = i[H, \hat{\Theta}^\mu] = \frac{i}{2} F_{\alpha\beta}[\hat{\Theta}^\alpha \hat{\Theta}^\beta, \hat{\Theta}^\mu] + i\alpha_\nu[\hat{\Theta}^\nu, \hat{\Theta}^\mu]
\]
\[
= \frac{i}{2} F_{\alpha\beta} \left( \hat{\Theta}^\alpha [\hat{\Theta}^\beta, \hat{\Theta}^\nu] + [\hat{\Theta}^\alpha, \hat{\Theta}^\mu] \hat{\Theta}^\beta \right) + i\alpha_\nu[\hat{\Theta}^\nu, \hat{\Theta}^\mu]
\]
\[
= -\frac{1}{2} F_{\alpha\beta} \left( \hat{\Theta}^{\beta\mu} \hat{\Theta}^\alpha + \hat{\Theta}^{\alpha \mu} \hat{\Theta}^\beta \right) - \hat{\Theta}^{\nu\mu} \alpha_\nu \mathbb{I}
\]
\[
= \frac{1}{2} \left( \hat{\Theta}^{\mu\beta} F_{\alpha\beta} \hat{\Theta}^\alpha + \hat{\Theta}^{\mu\alpha} F_{\alpha\beta} \hat{\Theta}^\beta \right) + \hat{\Theta}^{\mu\nu} \alpha_\nu \mathbb{I}
\]
\[
= \hat{\Theta}^{\mu\nu} \left( \tilde{\Omega}_{\nu\alpha} \hat{\Theta}^\alpha + \alpha_\nu \mathbb{I} \right),
\]
(5.34)

where \(2 \tilde{F}_{\alpha\beta} := F_{\alpha\beta} + (F^t)_{\alpha\beta} = F_{\alpha\beta} + F^*_{\alpha\beta}\) (in matrix form, \(\tilde{F} = (F + F^t)/2\)) is a symmetric matrix. We could write (5.34) in matrix form as

\[
\frac{d}{dt} \hat{\Theta} = \Omega^{-1} \left( \tilde{F} \hat{\Theta} + \alpha \mathbb{I} \right).
\]
(5.35)

Note that in the Gaussian quantum mechanics literature, the symplectic form is often defined with opposite signature, and therefore they would get the matrix \(\Omega\) in the equation above instead of the inverse. Technically, that is not correct, as vectors in phase space are contravariant objects and therefore the commutator of two vectors is a twice contravariant tensor, like the inverse of the symplectic form is. But it is important to have this in mind when reading the literature on the topic since this is the most common choice out there. We will keep the more rigorous notation in this course.

Let us recap. We have of course the usual quantum mechanical evolution, which starts from the Heisenberg equation

\[
\frac{d}{dt} \hat{\Theta} = i[H, \hat{\Theta}]
\]
(5.36)

whose solution is the unitary evolution given by

\[
\hat{\Theta}(t) = \hat{U}(t) \hat{\Theta}(0) \hat{U}^\dagger(t),
\]
(5.37)

where \(\hat{U}(t) = \exp\left(-\frac{i}{\hbar} H t\right)\) provided the Hamiltonian is time-independent with itself at all times (if not we would have to substitute the exponential by the time-ordered exponential of the integral of the Hamiltonian over time). However, equivalently, we have found completely different equations [Eq. (5.35)] for \(\hat{\Theta}(t)\) that tell us that

\[
\frac{d}{dt} \hat{\Theta} = \Omega^{-1} \left( \tilde{F} \hat{\Theta} + \alpha \mathbb{I} \right),
\]
(5.38)

and therefore

\[
\hat{\Theta}(t) = \hat{U}(t) \hat{\Theta}(0) \hat{U}^\dagger(t) = S(t) \hat{\Theta}(0) + d(t) \mathbb{I},
\]
(5.39)

where

\[
S(t) = \exp(\Omega^{-1} \tilde{F} t), \quad d(t) = \frac{\exp(\Omega^{-1} \tilde{F} t) - \mathbb{I}_{2N}}{\Omega^{-1} \tilde{F}} \Omega^{-1} \alpha,
\]
(5.40)

again taking into account that if the matrix of Hamiltonian coefficients \(F\) is time-dependent we need to write the time-ordered exponential \(S(t) = T \exp(\int dt \Omega^{-1} \tilde{F}(t))\).

\[\text{This is a result that we will not dwell much on as we will quickly move to covariance matrix and vector of means, so I am not including the full steps of solving (5.38), but solving this differential equation is elementary and a proof that this is the solution to (5.38) can be seen in Appendix A of Phys. Rev. A 97, 052120 (2018).}\]
Importantly, note that $\hat{U}(t)$ is a linear map on the system’s Hilbert space and acts on $\hat{\Theta}$ componentwise. On the other hand, $S(t)$ is a linear map on the system’s phase space and acts on $\hat{\Theta}$ as it would on a phase space vector, yielding linear combinations of its (operator-valued) components.

Finally note that $\Omega^{-1}F$ does not need to be invertible to make sense of (5.40) if one understands it in terms of the definition

$$\exp(Mt) - I := \sum_{m=0}^{\infty} \frac{t^{m+1}}{(m+1)!} M^m,$$

for a general square matrix $M$.

For now we have seen that the time evolution of the quadrature operators is just a linear affine transformation in phase space, but it is not just any symplectic transformation: Unitary evolution preserves the commutation relations, so the linear affine transformation has to preserve them as well, which implies that $S$ has to preserve the symplectic form, i.e.,

$$S\Omega^{-1}S^T = \Omega^{-1} \Rightarrow S^{\alpha}_\beta \Omega^{\beta\gamma} S_\gamma^\delta = \Omega^{\alpha\delta}.$$

(5.41)

Therefore, $S$ is a symplectic transformation.

5.4 Evolution of Gaussian states

Now that we have seen how a simple linear affine symplectic transformation on phase space of dimension $2N$ can do the job of an infinite dimensional unitary transformation on a Hilbert space (and this is true for all quantum states), we can focus on the ‘classical’ Gaussian states, and for them, there is no need of invoking Hilbert spaces or operators whatsoever.

Notice that we can use (5.35) to compute the evolution of the covariance matrix $\sigma$ and the vector of first moments $\xi_0$. From (5.13):

$$\dot{\xi}_0 = \left\langle \frac{d}{dt} \hat{\Theta}^\mu \right\rangle_\hat{\rho} = \tilde{\Omega}^{\mu\nu} \left( \bar{F}^{\alpha}_\sigma \hat{\Theta}^\alpha_{\sigma} + \alpha_\nu \right),$$

(5.42)

or in matrix form,

$$\dot{\xi}_0 = \Omega^{-1}(F\xi_0 + \alpha).$$

(5.43)

Analogously, the time derivative of the covariance matrix takes the form

$$\dot{\sigma}^{\mu\nu} := \left\langle \frac{d}{dt} \hat{\Theta}^\mu + \hat{\Theta}^\mu \frac{d}{dt} \hat{\Theta}^\nu + \hat{\Theta}^\nu \frac{d}{dt} \hat{\Theta}^\mu \right\rangle_\hat{\rho} - 2 \left\langle \frac{d}{dt} \hat{\Theta}^\mu \right\rangle_\hat{\rho} \left\langle \hat{\Theta}^\nu \right\rangle_\hat{\rho} - 2 \left\langle \hat{\Theta}^\nu \right\rangle_\hat{\rho} \left\langle \frac{d}{dt} \hat{\Theta}^\mu \right\rangle_\hat{\rho},$$

(5.44)

where the partial terms $\dot{A}^{\mu\nu}$ and $\dot{B}^{\mu\nu}$ are

$$\dot{A}^{\mu\nu} := \frac{d}{dt} \hat{\Theta}^\mu + \hat{\Theta}^\mu \frac{d}{dt} \hat{\Theta}^\nu$$

$$= \tilde{\Omega}^{\mu\sigma} \left( \bar{F}^{\alpha}_\sigma \hat{\Theta}^\alpha_{\sigma} + \alpha_\sigma \right) \hat{\Theta}^\nu + \hat{\Theta}^\nu \tilde{\Omega}^{\mu\sigma} \left( \bar{F}^{\alpha}_\sigma \hat{\Theta}^\alpha_{\sigma} + \alpha_\sigma \right)$$

$$= \tilde{\Omega}^{\mu\sigma} \bar{F}^{\alpha}_\sigma \left( \hat{\Theta}^\nu \hat{\Theta}^\alpha_{\sigma} + \hat{\Theta}^\nu \hat{\Theta}^\alpha_{\sigma} \right) + 2\tilde{\Omega}^{\mu\sigma} \alpha_\sigma \hat{\Theta}^\nu,$$

(5.45)
\[ \dot{B}^{\mu\nu} := \frac{d}{dt} \dot{\Theta}^{\nu} \hat{\Theta}^{\mu} + \dot{\Theta}^{\mu} \frac{d}{dt} \dot{\Theta}^{\nu} \]
\[ = \Omega^{\nu\sigma} \left( \tilde{F}_{\sigma\alpha} \dot{\Theta}^{\alpha} + \alpha_{\sigma} \mathbb{I} \right) \dot{\Theta}^{\mu} + \dot{\Theta}^{\mu} \Omega^{\nu\sigma} \left( \tilde{F}_{\sigma\alpha} \dot{\Theta}^{\alpha} + \alpha_{\sigma} \mathbb{I} \right) \]
\[ = \Omega^{\nu\sigma} \tilde{F}_{\sigma\alpha} \left( \dot{\Theta}^{\alpha} \dot{\Theta}^{\mu} + \dot{\Theta}^{\mu} \dot{\Theta}^{\alpha} \right) + 2 \Omega^{\nu\sigma} \alpha_{\sigma} \dot{\Theta}^{\mu}. \] 

Therefore,
\[ \left\langle \dot{A}^{\mu\nu} + \dot{B}^{\mu\nu} \right\rangle = \Omega^{\mu\nu} \tilde{F}_{\sigma\alpha} \left\langle \dot{\Theta}^{\alpha} \dot{\Theta}^{\nu} + \dot{\Theta}^{\nu} \dot{\Theta}^{\alpha} \right\rangle + \Omega^{\mu\nu} \tilde{F}_{\sigma\alpha} \left\langle \dot{\Theta}^{\alpha} \dot{\Theta}^{\mu} + \dot{\Theta}^{\mu} \dot{\Theta}^{\alpha} \right\rangle + 2 \alpha_{\sigma} \left( \Omega^{\nu\alpha} a_{\xi_{0}^{\mu}} + 2 \Omega^{\nu\sigma} \xi_{0}^{\mu} \right). \] 

Evaluating now the second term of \[ \Box.4], we get
\[ 2 \left( \dot{\xi}_{0}^{\mu} + \tilde{\xi}_{0}^{\mu} \right) = 2 \Omega^{\mu\sigma} \left( \tilde{F}_{\sigma\alpha} \xi_{0}^{\alpha} + \alpha_{\sigma} \right) \xi_{0}^{\nu} + 2 \tilde{\Omega}^{\nu\sigma} \left( \tilde{F}_{\sigma\alpha} \xi_{0}^{\alpha} + \alpha_{\sigma} \right) \xi_{0}^{\mu} \]
and therefore
\[ \dot{\sigma}^{\mu\nu} = \left\langle \dot{A}^{\mu\nu} + \dot{B}^{\mu\nu} \right\rangle - 2 \left( \dot{\xi}_{0}^{\mu} + \tilde{\xi}_{0}^{\mu} \right) \]
\[ = \Omega^{\mu\sigma} \tilde{F}_{\sigma\alpha} \left( \dot{\Theta}^{\alpha} \dot{\Theta}^{\nu} + \dot{\Theta}^{\nu} \dot{\Theta}^{\alpha} - 2 \xi_{0}^{\alpha} \xi_{0}^{\nu} \right) + \tilde{\Omega}^{\nu\sigma} \tilde{F}_{\sigma\alpha} \left( \dot{\Theta}^{\alpha} \dot{\Theta}^{\mu} + \dot{\Theta}^{\mu} \dot{\Theta}^{\alpha} - 2 \xi_{0}^{\alpha} \xi_{0}^{\mu} \right) \]
\[ = \Omega^{\mu\sigma} \tilde{F}_{\sigma\alpha} \sigma^{\alpha\nu} + \tilde{\Omega}^{\nu\sigma} \tilde{F}_{\sigma\alpha} \sigma^{\alpha\mu} = \Omega^{\mu\sigma} \tilde{F}_{\sigma\alpha} \sigma^{\alpha\nu} + \sigma^{\mu\sigma} \tilde{F}_{\sigma\alpha} \tilde{\Omega}^{\nu\sigma} \]
\[ = (\Omega^{-1} \tilde{F})^{\mu}_{\alpha} \sigma^{\alpha\nu} + \sigma^{\mu\alpha} \left[ (\Omega^{-1} \tilde{F})^{\top} \right]^{\nu}_{\alpha}. \] 

or, in full matrix form,
\[ \dot{\sigma} = (\Omega^{-1} \tilde{F}) \sigma + \sigma (\Omega^{-1} \tilde{F})^{\top}. \] 

Let us write together the equations of motion for the covariance matrix and for the vector of first moments:
\[ \dot{\xi}_{0} = \Omega^{-1} \left( \tilde{F} \xi_{0} + \alpha \right), \]
\[ \dot{\sigma} = (\Omega^{-1} \tilde{F}) \sigma + \sigma (\Omega^{-1} \tilde{F})^{\top}. \] 

These two equations can readily be integrated to yield
\[ \xi_{0}(t) = S(t) \xi_{0}(0) + d, \quad \sigma(t) = S(t) \sigma(0) S^{\top}(t), \] 
where we recall that
\[ S(t) = \mathcal{T} \exp \left( \int_{0}^{t} dt \Omega^{-1} \tilde{F} \right). \] 

As a convenient tool, it is useful to notice that a Hamiltonian of the form \[ \Box.33 \] can always be written as a quadratic form of the creation and annihilation operators, and it is actually very common to do so (think of the squeezing operators, for instance). Consider the \( n \)-dimensional vectors of creation and annihilation operators respectively:
\[ \hat{a} := (\hat{a}_{1}, \ldots, \hat{a}_{N})^{\top}, \quad \hat{a}^{\dagger} := (\hat{a}_{1}^{\dagger}, \ldots, \hat{a}_{N}^{\dagger})^{\top}. \] 

Then the quadratic part of the Hamiltonian \[ \Box.33 \] can be rewritten\(^\text{\footnote{\footnotesize{Note that I didn’t include the linear term here. In fact a linear term can be also put in this form except for multiples of the identity. However let us consider for now opeartions that do not translate the Gaussian states.}}} \] as
\[ \hat{H} = (\hat{a}^{\dagger})^{\top} W \hat{a} + (\hat{a}^{\dagger})^{\top} G \hat{a} + \hat{a}^{\dagger} G^{*} \hat{a}, \] 
\[ (5.56) \]
where $G^*$ denotes here the Hermitian conjugate matrix (Conjugate transpose) of $G$. Knowing the matrices $G$ and $W$ one can readily obtain the matrix $F$. By equating (5.33) and (5.56) we get that

$$F = \begin{pmatrix} A & X \\ X^* & B \end{pmatrix},$$

where

$$A = W + G + G^*, \quad B = W - G - G^*, \quad X = i(W - G + G^*).$$

Notice that our choice to lump all creators and annihilators together in Eq. (5.55) means that for this calculation we are using the ordering $\hat{\Xi} = (\hat{q}_1, \ldots, \hat{q}_n, \hat{p}_1, \ldots, \hat{p}_n)$ rather than $\hat{\Xi} = (\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_n, \hat{p}_n)$ employed in the rest of the notes. This is so because it is the easiest choice to obtain simple expressions for the matrix $F$ for the problem at hand. For a single mode, the two conventions are obviously equivalent, but the moment we have multipartite system it is good to remember which convention we use. If we compute in this convention we will need to (trivially) transform to the other one to recover the graphical multipartite block-matrix structure of Eq. (5.32). We will see that with an example later on with the two-mode squeezing.

After developing all this machinery, we see that for Gaussian states we can completely forget about the infinite-dimensional Hilbert space representation of the observables and instead work with the classical phase-space distributions based objects $\xi_0$ and $\sigma$. There is nothing quantum about this and Lagrange would happily declare this a classical theory of mechanics (of states distributed Gaussianly on phase space).

Revisiting squeezing and the covariance matrix of the squeezed vacuum

With what we have learned, calculating the covariance matrix for the single mode vacuum becomes pretty easy. First, let’s consider the single mode squeezing operator that is given by equation (3.49):

$$\hat{S}(re^{i\theta}) = \exp \left[ \frac{r}{2} \left( e^{-i\theta} \hat{a}^2 - e^{i\theta} \hat{a}^{\dagger 2} \right) \right] = e^{-i\hat{H}},$$

where $\hat{H}$ is the generator of the squeezing. Therefore the squeezing can be seen as an unitary generated by a quadratic Hamiltonian of the form (5.56) with

$$W = 0, \quad G = -\frac{r}{2} e^{i\theta},$$

which means that the matrix $F$ is given by

$$F = r \begin{pmatrix} \sin \theta & -\cos \theta \\ -\cos \theta & -\sin \theta \end{pmatrix} \Rightarrow F = \frac{F + F^\dagger}{2} = r \begin{pmatrix} \sin \theta & -\cos \theta \\ -\cos \theta & -\sin \theta \end{pmatrix}.$$ 

Therefore,

$$\Omega^{-1} \bar{F} = r \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} \sin \theta & -\cos \theta \\ -\cos \theta & -\sin \theta \end{pmatrix} = r \begin{pmatrix} -\cos \theta & -\sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix},$$

and the symplectic matrix implementing this squeezing in phase space is

$$S = \exp(\Omega^{-1} \bar{F}) = \exp \left[ r \begin{pmatrix} -\cos \theta & -\sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \right] = \begin{pmatrix} \cosh r - \cos \theta \sinh r & 0 \\ -\sin \theta \sinh r & \cosh \theta \sinh r + \cosh r \end{pmatrix}. (5.63)$$
And this is the symplectic operation that applies squeezing to any state. Applied to the ground state, recalling from previous sections that the covariance matrix for the ground state of a single harmonic oscillator is the identity, we get

$$\sigma_{sq} = S\sigma_0 S^T = S \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} S^T = \begin{pmatrix} \cosh 2r - \cos \theta \sinh 2r & -\sin \theta \sinh 2r \\ -\sin \theta \sinh 2r & \cosh 2r + \cos \theta \sinh 2r \end{pmatrix}, \quad (5.64)$$

which is the covariance matrix of the squeezed vacuum. This is much easier to compute than using the quadrature operators. Notice that no quantum mechanics was used to obtain this.

**Symplectic representation of the two mode squeezing operator and two-mode squeezed vacuum**

Let us now consider a system of two harmonic oscillators and a two-mode squeezing operator that we can write as

$$\hat{S}(re^{i\theta}) = \exp \left[ \frac{r}{2} \left( e^{-i\theta} \hat{a}_1 \hat{a}_2 - e^{i\theta} \hat{a}_1^\dagger \hat{a}_2^\dagger \right) \right] = e^{-i\hat{H}}. \quad (5.65)$$

The squeezing can be seen as an unitary generated by a quadratic Hamiltonian of the form (5.56) with

$$W = 0, \quad G = -\frac{r}{4} e^{i\theta} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad (5.66)$$

which yields

$$A = \frac{r}{2} \sin \theta \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = -B, \quad X = -\frac{r}{2} \cos \theta \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (5.67)$$

This in turn means that

$$\Omega^{-1}\bar{F} = \frac{r}{2} \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & \sin \theta & 0 & -\cos \theta \\ \sin \theta & 0 & -\cos \theta & 0 \\ 0 & -\cos \theta & 0 & -\sin \theta \\ -\cos \theta & 0 & -\sin \theta & 0 \end{pmatrix} = \frac{r}{2} \begin{pmatrix} 0 & -\cos \theta & 0 & -\sin \theta \\ -\cos \theta & 0 & -\sin \theta & 0 \\ 0 & -\sin \theta & 0 & \cos \theta \\ -\sin \theta & 0 & \cos \theta & 0 \end{pmatrix}. \quad (5.68)$$

and the symplectic matrix implementing this squeezing in phase space is

$$S = \exp(\Omega^{-1}\bar{F}) = \begin{pmatrix} \cosh \frac{r}{2} & -\cos \theta \sinh \frac{r}{2} & 0 & -\sin \theta \sinh \frac{r}{2} \\ -\cos \theta \sinh \frac{r}{2} & \cosh \frac{r}{2} & -\sin \theta \sinh \frac{r}{2} & 0 \\ 0 & -\sin \theta \sinh \frac{r}{2} & \cosh \frac{r}{2} & -\cos \theta \sinh \frac{r}{2} \\ -\sin \theta \sinh \frac{r}{2} & 0 & \cos \theta \sinh \frac{r}{2} & \cosh \frac{r}{2} \end{pmatrix}. \quad (5.70)$$

This is the symplectic operation that applies squeezing to any two-mode state. Let us now apply it to the ground state of the two oscillators. The covariance matrix in that case is

$$\sigma_{AB} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (5.71)$$
and thus the two mode squeezed vacuum covariance matrix is

$$\boldsymbol{\sigma}_{sq} = S \sigma_0 S^T = S \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} S^T = \begin{pmatrix} \cosh r & -\cos \theta \sinh r & 0 & -\sin \theta \sinh r \\ -\cos \theta \sinh r & \cosh r & -\sin \theta \sinh r & 0 \\ 0 & -\sin \theta \sinh r & \cosh r & \cos \theta \sinh r \\ -\sin \theta \sinh r & 0 & \cos \theta \sinh r & \cosh r \end{pmatrix}.$$  \hspace{1cm} (5.72)

Notice how the covariance matrix becomes the identity when $r = 0$ (the vacuum is not squeezed). Additionally, it is trivial to trace out one of the systems and check indeed that the partial states are thermal. To do so is also convenient to switch from the ordering of quadratures $\hat{\Xi} = (\hat{q}_1, \ldots, \hat{q}_n, \hat{p}_1, \ldots, \hat{p}_n)$ to the ordering $\hat{\Xi} = (\hat{\xi}_1, \ldots, \hat{\xi}_n, \hat{\xi}_n, \hat{\xi}_n)$ which is much more convenient to work with multipartite systems,

$$\boldsymbol{\sigma} = \begin{pmatrix} 2\langle \hat{q}_1^2 \rangle - 2\langle \hat{q}_1 \rangle^2 & 2\langle \hat{q}_1 \hat{q}_2 \rangle - 2\langle \hat{q}_1 \rangle \langle \hat{q}_2 \rangle & 2\langle \hat{q}_1 \hat{p}_1 + \hat{p}_1 \hat{q}_1 \rangle - 2\langle \hat{q}_1 \rangle \langle \hat{p}_1 \rangle & 2\langle \hat{q}_1 \hat{p}_2 - 2\langle \hat{q}_1 \rangle \langle \hat{p}_2 \rangle \\ 2\langle \hat{q}_2 \hat{q}_1 \rangle - 2\langle \hat{q}_2 \rangle \langle \hat{q}_1 \rangle & 2\langle \hat{q}_2 \hat{q}_2 \rangle - 2\langle \hat{q}_2 \rangle^2 & 2\langle \hat{q}_2 \hat{p}_1 + \hat{p}_1 \hat{q}_2 \rangle - 2\langle \hat{q}_2 \rangle \langle \hat{p}_1 \rangle & 2\langle \hat{q}_2 \hat{p}_2 - 2\langle \hat{q}_2 \rangle \langle \hat{p}_2 \rangle \\ 2\langle \hat{p}_1 \hat{q}_1 + \hat{q}_1 \hat{p}_1 \rangle - 2\langle \hat{p}_1 \rangle \langle \hat{q}_1 \rangle & 2\langle \hat{p}_1 \hat{p}_1 \rangle - 2\langle \hat{p}_1 \rangle^2 & 2\langle \hat{p}_1 \hat{p}_2 + \hat{p}_2 \hat{p}_1 \rangle - 2\langle \hat{p}_1 \rangle \langle \hat{p}_2 \rangle & 2\langle \hat{p}_1 \hat{p}_2 - 2\langle \hat{p}_1 \rangle \langle \hat{p}_2 \rangle \\ 2\langle \hat{p}_2 \hat{q}_1 \rangle - 2\langle \hat{p}_2 \rangle \langle \hat{q}_1 \rangle & 2\langle \hat{p}_2 \hat{q}_2 \rangle - 2\langle \hat{p}_2 \rangle \langle \hat{q}_2 \rangle & 2\langle \hat{p}_2 \hat{p}_1 + \hat{p}_1 \hat{p}_2 \rangle - 2\langle \hat{p}_2 \rangle \langle \hat{p}_1 \rangle & 2\langle \hat{p}_2 \hat{p}_2 - 2\langle \hat{p}_2 \rangle \langle \hat{p}_2 \rangle \end{pmatrix}$$

so that now we have, as in Eq. (5.32), that

$$\boldsymbol{\sigma}_{12} = \begin{pmatrix} \sigma_1 & \gamma_{12} \\ \gamma_{12}^T & \sigma_2 \end{pmatrix}$$ \hspace{1cm} (5.75)

where $\gamma_{12}$ is a matrix of correlators between the observables of the two systems. Again, tracing out one of the systems reduces to extracting the covariance matrices $\sigma_1$ and $\sigma_2$ from the diagonal blocks of the joint covariance matrix: no need to perform traces of any kind.

For our particular case, the entries of the two mode squeezed vacuum covariance matrix are reshuffled from (5.76) [with the quadrature ordering $\hat{\Xi} = (\hat{q}_1, \ldots, \hat{q}_n, \hat{p}_1, \ldots, \hat{p}_n)$] into

$$\boldsymbol{\sigma}_{sq} = \begin{pmatrix} \cosh r & 0 & -\cos \theta \sinh r & -\sin \theta \sinh r \\ 0 & \cosh r & -\sin \theta \sinh r & \cos \theta \sinh r \\ -\cos \theta \sinh r & -\sin \theta \sinh r & \cosh r & 0 \\ -\sin \theta \sinh r & \cos \theta \sinh r & 0 & \cosh r \end{pmatrix}.$$ \hspace{1cm} (5.76)

with the quadrature ordering $\hat{\Xi} = (\hat{q}_1, \ldots, \hat{q}_n, \hat{p}_n)$. It is now obvious that the two partial covariance matrices are

$$\sigma_1 = \sigma_2 = \begin{pmatrix} \cosh r & 0 \\ 0 & \cosh r \end{pmatrix} = \cosh r \mathbb{I},$$ \hspace{1cm} (5.77)

which is indeed the covariance matrix of a thermal state that we saw in Eq. (5.12) with $\nu = \cosh r$. 
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6 Entropy and Entanglement of Gaussian states

6.1 Symplectic diagonalization of the covariance matrix

Williamson’s theorem says that any symmetric positive definite real matrix of even dimensions can be diagonalized by a symplectic transformation:

\[ \sigma_d = S_d \sigma S_d^\top, \]  

(6.1)

where the matrix \( \sigma_d \) is diagonal and of the form

\[ \sigma_d = \bigoplus_{i=1}^n \begin{pmatrix} \nu_i & 0 \\ 0 & \nu_i \end{pmatrix} = \begin{pmatrix} \nu_1 & 0 \\ 0 & \nu_2 \\ & \ddots \\ && \ddots \\ &&& \nu_n \end{pmatrix}. \]  

(6.2)

Notice that a symplectic transformation defines a change of canonical coordinates, and therefore Williamson’s theorem is saying that there always exist a set of canonical coordinates \( \tilde{\xi}^\mu \) such that the symplectic matrix is the direct sum of harmonic oscillators in thermal states, one per mode in the system! This is equivalent to finding a normal mode decomposition. We call the set \( \{\nu_1, \ldots, \nu_n\} \) the symplectic spectrum of the covariance matrix \( \sigma \), and we call symplectic eigenvalues to every element of the symplectic spectrum.

It is important to note that the symplectic eigenvalues are not the eigenvalues of the covariance matrix. We can find a relationship between the eigenvalues of \( \sigma \) and its symplectic eigenvalues. To do this let us first define a matrix \( M := \sigma \Omega^{-1} \). Let us evaluate how \( M \) transforms under a symplectic transformation of the covariance matrix:

\[ M' = S \sigma S^\top \Omega^{-1} = S \sigma S^\top (S^\top)^{-1} \Omega^{-1} S^{-1} = S \sigma \Omega^{-1} S^{-1} = S M S^{-1}. \]  

(6.3)

Here we have used that \( S \Omega S^\top = \Omega \Rightarrow (S^\top)^{-1} \Omega^{-1} S^{-1} = \Omega^{-1} \). So we see that the symplectic transformation of the covariance matrix induces a similarity transformation on \( M \) that leaves the eigenvalues of \( M \) invariant.

If we particularize now to the symplectic transformation that symplectically diagonalizes \( \sigma \) to the form \( \sigma_d \), then the explicit form of \( M' = \sigma_d \Omega^{-1} \) is

\[ M' = \bigoplus_{i=1}^n \begin{pmatrix} 0 & \nu_i \\ -\nu_i & 0 \end{pmatrix}, \]  

(6.4)

and therefore the eigenvalues of \( M \) are \( \{\pm i \nu_i\} \). We conclude that the symplectic eigenvalues of \( S \) are the modulus of the eigenvalues of \( \sigma \Omega^{-1} \). This shows as well that the symplectic eigenvalues are invariant under any symplectic transformation.

The symplectic eigenvalues, as we will see, contain all the information about any entanglement present in a Gaussian state. Finding the symplectic eigenvalues of a covariance matrix is a much easier endeavour than finding the eigenvalues of the corresponding density matrix.
6.2 How to perform a symplectic diagonalization

Before seeing how we evaluate the entanglement of Gaussian states, let us stop for a moment to see how to perform a general symplectic diagonalization.[19]

Given a real symmetric positive definite matrix \( F \) of even dimension \( 2n \), we want to find the symplectic transformation \( S \) that satisfies

\[
SFS^\top = \bigoplus_{i=1}^{n} \begin{pmatrix} \nu_i & 0 \\ 0 & \nu_i \end{pmatrix} = \mathcal{F},
\]  

(6.5)

where \( \{\nu_1, \ldots, \nu_n\} \) are the symplectic eigenvalues of \( F \), which can be calculated easily since they coincide with the (doubly degenerate) eigenvalues of \( |iF\Omega^{-1}| \). In other words, \( \{\pm i\nu_1, \ldots, \pm i\nu_n\} \) is the eigenspectrum of \( F\Omega^{-1} \), which we know how to calculate with basic linear algebra techniques.

The algorithm to perform the symplectic diagonalization goes as follows: we look for a symplectic transformation with the form

\[
S = \mathcal{F}^{1/2}OF^{-1/2},
\]

(6.6)

where \( O \) is an orthogonal matrix. Notice that \( \mathcal{F}^{1/2} \) can be calculated straightforwardly, since \( \mathcal{F} \) is diagonal. To calculate \( F^{-1/2} \), we need to first diagonalize it (by similarity, in the usual sense), then perform the inverse and the square root, and then reverse the diagonalization. With an \( S \) of the form (6.6), we get that

\[
SFS^\top = \mathcal{F}^{1/2}OF^{-1/2}\mathcal{F}^{1/2} = \mathcal{F}^{1/2}OO^\top\mathcal{F}^{1/2} = \mathcal{F},
\]

(6.7)

where we used that \( F \) and \( G \) are symmetric, and the orthogonality of \( O \). We have thus checked that \( S \) diagonalizes \( F \). We need to fulfill the condition that it is a symplectic transformation:

\[
S\Omega S^\top = \mathcal{F}^{1/2}O\Omega F^{-1/2}O^\top\mathcal{F}^{1/2} = \Omega \iff OO^\top = Z,
\]

(6.8)

where we have defined

\[
Y = F^{-1/2}\Omega F^{-1/2} \quad \text{and} \quad Z = \mathcal{F}^{-1/2}\Omega\mathcal{F}^{-1/2}.
\]

(6.9)

Thus, we need our orthogonal matrix \( O \) to transform \( Y \) into \( Z \) via congruence. This will determine which \( O \) we need to use. In order to find it, first notice that \( Z \)’s form is very simple:

\[
Z = \bigoplus_{i=1}^{n} \begin{pmatrix} 0 & \nu_i^{-1} \\ -\nu_i^{-1} & 0 \end{pmatrix}
\]

(6.10)

It is straightforward to check that with the unitary

\[
K = \frac{1}{\sqrt{2}} \bigoplus_{i=1}^{n} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}
\]

(6.11)

we get

\[
K^\dagger ZK = \bigoplus_{i=1}^{n} \begin{pmatrix} i\nu_i^{-1} & 0 \\ 0 & -i\nu_i^{-1} \end{pmatrix}.
\]

(6.12)

Now, \( Z \) and \( Y \) have the same eigenspectrum[20] Since \( Y \) is antisymmetric (and therefore normal), we can diagonalize it with a unitary matrix \( U \), such that

\[
U^\dagger YU = \bigoplus_{i=1}^{n} \begin{pmatrix} i\nu_i^{-1} & 0 \\ 0 & -i\nu_i^{-1} \end{pmatrix}.
\]

(6.13)

[19] We follow the method described in Appendix B of S. Pirandola, A. Serafini, and S. Lloyd, Phys. Rev. A 79, 052327 (2009).

[20] It can be seen from Eqs. (6.5) and (6.9) that \( Y \) and \( Z \) are related by a similarity transformation.
Thus,

$$KU^\dagger YUK^\dagger = Z.$$  \hspace{1cm} (6.14)

Finally, it can be checked that taking $O = KU^\dagger$, $O$ is always a real matrix, so that $O^\dagger = O^\top$. And that completes the diagonalization, since

$$S = F^{1/2}KU^\dagger F^{-1/2}$$  \hspace{1cm} (6.15)

does the job.

### 6.3 Computing the von Neumann entropy of a Gaussian state

For this subsection we are going to follow closely the pedagogical derivation developed by Tommaso F. Demarie in [arXiv:1209.2748](https://arxiv.org/abs/1209.2748). Let us consider a system of $N$ continuous variable degrees of freedom. The state of the system is the arbitrary Gaussian state with density operator $\hat{\rho}$ and associated covariance matrix $\sigma$. One can always find a (symplectic) transformation $S$ that symplectically diagonalizes $\sigma$ so that $\sigma' = S\sigma S^\top$ is its Williamson form. Such a symplectic transformation maps the quadrature operators to their primed versions $\hat{q}_i' = S\hat{q}_iS^\top$ and $\hat{p}_i' = S\hat{p}_iS^\top$. This symplectic transformation is associated to an unitary transformation in the Hilbert space $\hat{U}$ such that $\hat{\rho}' = \hat{U}\hat{\rho}\hat{U}^\dagger$ corresponds to the state of covariance matrix $\sigma'$. Thus, we can write $\hat{\rho}'$ as

$$\hat{\rho}' = \hat{\rho}_1' \otimes \hat{\rho}_2' \ldots \otimes \hat{\rho}_N',$$  \hspace{1cm} (6.16)

where $\hat{\rho}_i'$ is the density operator of a single quantum harmonic oscillator in a thermal state. We know this because, as we saw in Sec. 5, a diagonal covariance matrix can always be read as a thermal state of a set of uncoupled harmonic oscillators. Note that the primed oscillators are now uncoupled, although each oscillator is non-local, as each mode is a linear combination of possibly many of the original modes. Recall that the thermal equilibrium state of a harmonic oscillator at temperature $T$ is represented by the Gibbs state we saw in previous sections. Concretely, in the Fock basis $\{|n\rangle\}$, the state is given by

$$\hat{\rho} = Z^{-1}\sum_{n=1}^{\infty} e^{-E_n/k_BT} |n\rangle\langle n|,$$  \hspace{1cm} (6.17)

where $E_n$ is the energy of each Fock state: $\hat{H} |n\rangle = E_n |n\rangle$, and the partition function $Z = \text{Tr} \left( e^{-\hat{H}/k_BT} \right)$.

We can now define primed creation and annihilation operators for the modes on which the covariance matrix of the system of oscillators takes the normal form:

$$\hat{a}_i' = \sqrt{\frac{\hbar\omega_i'}{m_i'}} \left( \hat{q}_i' + \frac{i}{\hbar} \hat{p}_i' \right), \quad \hat{a}_i'^\dagger = \sqrt{\frac{\hbar\omega_i'}{m_i'}} \left( \hat{q}_i' - \frac{i}{\hbar} \hat{p}_i' \right),$$  \hspace{1cm} (6.18)

which can be expressed as a symplectic transformation of the unprimed operators: if $\hat{\alpha} := (\hat{a}_1, \hat{a}_1^\dagger, \ldots, \hat{a}_N, \hat{a}_N^\dagger)$, $\hat{\alpha}' := (\hat{a}_1', \hat{a}_1'^\dagger, \ldots, \hat{a}_N', \hat{a}_N'^\dagger)$ then

$$\hat{\alpha}' = S\hat{\alpha},$$  \hspace{1cm} (6.19)

and again the state $\hat{\rho}_i'$ for each transformed oscillator corresponds to the thermal state associated with the Hamiltonian

$$\hat{H}_i' = \hbar\omega_i' \left( \hat{a}_i'^\dagger \hat{a}_i' + \frac{1}{2} \right).$$  \hspace{1cm} (6.20)

Therefore, the density operator of each uncoupled (non-local) mode is given by

$$\hat{\rho}'_i = \sum_n Z_i^{-1} e^{-E_{n,i}'/k_BT_i} |\phi_{n_i}'\rangle\langle \phi_{n_i}'| = Z_i^{-1} e^{-\hat{H}_i'/k_BT_i},$$  \hspace{1cm} (6.21)
where $\hat{H}' |\varphi_{n'}\rangle = E_{n'} |\varphi_{n'}\rangle$, and each partition function is

$$Z_i = \text{Tr} \left( e^{-\hat{H}'/k_B T_i} \right) = \sum_{n'_i=0}^{\infty} \langle \varphi_{n'} | e^{-\left( \hat{a}'_i \hat{a}'_i + \frac{1}{2} \right) \hbar \omega'_i / k_B T_i } | \varphi_{n'} \rangle = \sum_{n'_i=0}^{\infty} e^{-\left( n'_i + \frac{1}{2} \right) \tilde{\beta}_i},$$

where the $\{n'_i\}$ are the eigenvalues of the primed number operator $\hat{a}'_i \hat{a}'_i |\varphi_{n'}\rangle = n'_i |\varphi_{n'}\rangle$. We also define $\tilde{\beta}_i := \hbar \omega'_i / k_B T_i$. We can simplify the partition function summing the geometric series

$$Z_i = e^{-\tilde{\beta}_i/2} \sum_{n'_i=0}^{\infty} e^{-n'_i \tilde{\beta}_i} = e^{-\tilde{\beta}_i/2} \left[ 1 + e^{-\tilde{\beta}_i} + e^{-2\tilde{\beta}_i} + \ldots \right] \Rightarrow Z_i = \frac{e^{-\tilde{\beta}_i/2}}{1 - e^{-\tilde{\beta}_i}},$$

thus we get that

$$\hat{\rho}'_i = \left( 1 - e^{-\tilde{\beta}_i} \right) e^{-\hat{a}'_i \hat{a}'_i \tilde{\beta}_i}.$$ (6.22)

In order to simplify we can express the density operator as a function of the expectation value of the number operator of the primed modes $\bar{n}'_i := \langle \hat{a}'_i \hat{a}'_i \rangle_{\hat{\rho}'_i}$ so that

$$\bar{n}'_i = \text{Tr} \left( \hat{\rho}'_i \hat{a}'_i \hat{a}'_i \right) = \sum_{n'_i=0}^{\infty} \langle \varphi_{n'} | \left( 1 - e^{-\tilde{\beta}_i} \right) e^{-\hat{a}'_i \hat{a}'_i \tilde{\beta}_i} \hat{a}'_i \hat{a}'_i | \varphi_{n'} \rangle = \left( 1 - e^{-\tilde{\beta}_i} \right) \sum_{n'_i=0}^{\infty} n'_i e^{-n'_i \tilde{\beta}_i} = \frac{1}{e^{\tilde{\beta}_i} - 1}$$ (6.23)

which means that

$$e^{\tilde{\beta}_i} = \frac{1 + \bar{n}'_i}{\bar{n}'_i}.$$ (6.24)

Using (6.24) we can rewrite the primed states’ density operators as:

$$\hat{\rho}'_i = \frac{1}{1 + \bar{n}'_i} \left( \bar{n}'_i \bar{n}'_i \right) \hat{a}'_i \hat{a}'_i.$$ (6.25)

The von Neumann entropy for a single harmonic oscillator $S' := -\text{Tr} (\hat{\rho}'_i \log \hat{\rho}'_i)$ is moderately long to compute but relatively straightforward. Let us first evaluate

$$\text{Tr} (\hat{\rho}'_i \log \hat{\rho}'_i) = \sum_{n'_i=0}^{\infty} \langle \varphi_{n'} | \left( \frac{1}{1 + \bar{n}'_i} \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) \hat{a}'_i \hat{a}'_i \right) \log \left[ \frac{1}{1 + \bar{n}'_i} \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) \hat{a}'_i \hat{a}'_i \right] | \varphi_{n'} \rangle$$

$$= \frac{1}{1 + \bar{n}'_i} \sum_{n'_i=0}^{\infty} \langle \varphi_{n'} | \left( \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) n'_i \left[ - \log \left( 1 + \bar{n}'_i \right) + n'_i \log \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) \right] \right) | \varphi_{n'} \rangle$$

$$= \frac{1}{1 + \bar{n}'_i} \left[ - \log \left( 1 + \bar{n}'_i \right) \sum_{n'_i=0}^{\infty} \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) n'_i + \log \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right) \sum_{n'_i=0}^{\infty} n'_i \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right)^{n'_i} \right]$$

$$= \bar{n}'_i \log \bar{n}'_i - (1 + \bar{n}'_i) \log \left( 1 + \bar{n}'_i \right).$$

where we have used that

$$\sum_{n_i=0}^{\infty} \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right)^{n_i} = 1 + \bar{n}'_i,$$

$$\sum_{n_i=0}^{\infty} n_i \left( \frac{\bar{n}'_i}{1 + \bar{n}'_i} \right)^{n_i} = \bar{n}'_i (1 + \bar{n}'_i).$$
This means that the von Neumann entropy for a single harmonic oscillator in a thermal state in terms of its expected occupation number is

\[
S(\hat{\rho}') = (1 + \bar{n}_i') \log (1 + \bar{n}_i') - \bar{n}_i' \log \bar{n}_i'.
\]  
(6.26)

As we will see next, it is easy to write the mean occupation number in terms of the symplectic eigenvalues of the covariance matrix. We know from (5.12) that in its normal form, for the \(i\)-th oscillator,

\[
\sigma_i' = \begin{pmatrix} \nu_i & 0 \\ 0 & \nu_i \end{pmatrix} = \nu \mathbb{I}, \quad \nu = \cosh \left(\frac{\hat{\beta}_i}{2}\right),
\]  
(6.27)

and therefore the symplectic eigenvalues of \(\sigma'\) can be written as

\[
\nu_i = \cosh \left(\frac{\hat{\beta}_i}{2}\right) = \frac{e^{\hat{\beta}_i} + e^{-\hat{\beta}_i}}{e^{\hat{\beta}_i} - e^{-\hat{\beta}_i}} = \frac{1 + \bar{n}_i'}{\bar{n}_i'} - 1 = 2\bar{n}_i + 1,
\]  
(6.28)

where in the last step we used (6.24). This in turn means that

\[
\bar{n}_i' = \nu_i - \frac{1}{2}.
\]  
(6.29)

Substituting this into (6.53), we get finally that the von Neumann entropy of the \(i\)-th non-local mode is

\[
S(\hat{\rho}_i') = \frac{\nu_i + 1}{2} \log \left(\frac{\nu_i + 1}{2}\right) - \frac{\nu_i - 1}{2} \log \left(\frac{\nu_i - 1}{2}\right).
\]  
(6.30)

Finally, since the total state \(\hat{\rho}'\) is a tensor product of all the individual thermal non-local modes (found by the symplectic diagonalization of the covariance matrix of the state \(\hat{\rho}\)), and the entropy is additive under tensor product, we find that the total entropy is

\[
S(\hat{\rho}) = \sum_{i=1}^{N} \left[ \frac{\nu_i + 1}{2} \log \left(\frac{\nu_i + 1}{2}\right) - \frac{\nu_i - 1}{2} \log \left(\frac{\nu_i - 1}{2}\right) \right],
\]  
(6.31)

where \(\nu_i\) are the symplectic eigenvalues of the covariance matrix \(\sigma\).

Now, if the total state is pure, computing the partial state entropies will give us a measure of entanglement, the entanglement entropy. Computing the partial state of a Gaussian state for which we know its covariance matrix is very easy, as it is just a cropping of the total covariance matrix. Let us see it with an example.

### 6.4 Entanglement entropy of the ground state of a system of two coupled quantum harmonic oscillators

Consider a system of two coupled harmonic oscillators with mass \(m\) and frequency \(\omega\) with Hamiltonian\(^{21}\)

\[
\hat{H} = \frac{\hat{p}_1^2 + \hat{p}_2^2}{2m} + \frac{m\omega^2}{2} (\hat{q}_1^2 + \hat{q}_2^2) + \lambda (\hat{q}_1 - \hat{q}_2)^2.
\]  
(6.32)

This Hamiltonian can be written as

\[
\hat{H} = \frac{1}{2} \Sigma_{\alpha \beta} \hat{Z}^\alpha \hat{Z}^\beta F_{\alpha \beta},
\]  
(6.33)

\(^{21}\)This example is also analyzed in a slightly different way in [arXiv:1209.2748](https://arxiv.org/abs/1209.2748).
where \( \hat{\Xi} = (\hat{q}_1, \hat{p}_1, \hat{q}_2, \hat{p}_2) \) and

\[
F = \tilde{F} = \begin{pmatrix}
  m\omega^2 + 2\lambda & 0 & -2\lambda & 0 \\
  0 & m^{-1} & 0 & 0 \\
  -2\lambda & 0 & m\omega^2 + 2\lambda & 0 \\
  0 & 0 & 0 & m^{-1}
\end{pmatrix}.
\]

Notice that for this example we have recovered full dimensional units. Since this is a quadratic Hamiltonian, the ground state of the coupled harmonic oscillators is Gaussian.

We would like to evaluate the entanglement between the two oscillators when the full system is in the ground state. To find the ground state we first symplectically diagonalize the Hamiltonian to find its normal modes. We carry out the following symplectic transformation inserting the identity twice

\[
\hat{H} = \frac{1}{2} (S^{-1})^{\alpha} P S^{\alpha} (S^{-1})^{\beta} S^{\beta} \hat{\Xi} \hat{\Xi}^\dagger F_{\alpha\beta} = \frac{1}{2} (S^{\alpha} \hat{\Xi} \hat{\Xi}^\dagger) (S^{\beta} \hat{\Xi} \hat{\Xi}^\dagger) [(S^{-1})^{\alpha} P F_{\alpha\beta} (S^{-1})^{\beta}],
\]

where the new modes \( \hat{\Xi}' = (\hat{q}_1', \hat{p}_1', \hat{q}_2', \hat{p}_2') \) and the new Hamiltonian matrix \( F' \) are defined in matrix form as

\[
\hat{\Xi}' = S \hat{\Xi}, \quad F' = (S^{-1})^\dagger F S^{-1}.
\]

Notice the new modes are linear combinations of the old modes. In order to find \( S \), let us first calculate the symplectic eigenvalues: define

\[
M = F \Omega^{-1} = \begin{pmatrix}
  0 & m\omega^2 + 2\lambda & 0 & -2\lambda \\
  -m^{-1} & 0 & 0 & 0 \\
  0 & -2\lambda & 0 & 2\lambda + m\omega^2 \\
  0 & 0 & -m^{-1} & 0
\end{pmatrix},
\]

which has eigenvalues \( \{\pm \omega, \pm i\omega \sqrt{1 + 4\lambda / m\omega^2}\} \). These are the frequencies of the two decoupled oscillators that we will obtain upon diagonalization of the Hamiltonian:

\[
\omega_1' = \omega, \quad \omega_2' = \omega \sqrt{1 + 4\lambda / m\omega^2} =: \omega\alpha.
\]

Thus, \( \omega \) and \( \omega\alpha \) are the symplectic eigenvalues of \( F \). Since we are working with units, upon diagonalization the value associated to the position variable of the \( i \)-th mode has to be \( m\omega_i \) times the one associated to the momentum variable, with the product of both giving \( \omega_i^2 \) and \( \omega_i^2 \alpha^2 \), respectively. We conclude that the diagonal form we are looking for is

\[
F = \begin{pmatrix}
  m\omega^2 & 0 & 0 & 0 \\
  0 & m^{-1} & 0 & 0 \\
  0 & 0 & m\omega^2 \alpha^2 & 0 \\
  0 & 0 & 0 & m^{-1}
\end{pmatrix} = \begin{pmatrix}
  m\omega^2 & 0 & 0 & 0 \\
  0 & m^{-1} & 0 & 0 \\
  0 & 0 & 4\lambda + m\omega^2 & 0 \\
  0 & 0 & 0 & m^{-1}
\end{pmatrix}.
\]

We now calculate

\[
F^{-1/2} = PD^{-1/2}P^{-1} = \begin{pmatrix}
  \frac{1}{\sqrt{4\lambda + m\omega^2}} & 0 & 0 & 0 \\
  0 & \sqrt{m} & 0 & 0 \\
  0 & 0 & \frac{\sqrt{m}}{2} (1 + \frac{1}{m\omega}) & \frac{\sqrt{m}}{2} (1 - \frac{1}{m\omega}) \\
  0 & 0 & \frac{\sqrt{m}}{2} (1 + \frac{1}{m\omega}) & \frac{\sqrt{m}}{2} (1 + \frac{1}{m\omega})
\end{pmatrix}.
\]
where \( P \) is the transformation that diagonalizes \( F \) to \( D \),

\[
P = \begin{pmatrix}
0 & 0 & 1 & -1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0
\end{pmatrix}
\quad \text{and} \quad
D = \begin{pmatrix}
m^{-1} & 0 & 0 & 0 \\
0 & m^{-1} & 0 & 0 \\
0 & 0 & m\omega^2 & 0 \\
0 & 0 & 0 & 4\lambda + m\omega^2
\end{pmatrix}.
\tag{6.41}
\]

If we build \( Y \) and \( Z \) as in Section 6.2, we get that they are diagonalized by the unitaries

\[
K = \frac{1}{\sqrt{2}} \begin{pmatrix}
i & i & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & i & -i \\
0 & 0 & 1 & 1
\end{pmatrix}
\quad \text{and} \quad
U = \frac{1}{2} \begin{pmatrix}
i & i & -i & i \\
i & -i & i & -i \\
1 & 1 & 1 & 1
\end{pmatrix}.
\tag{6.42}
\]

Thus, we can define

\[
O = KU^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix},
\tag{6.43}
\]

and the symplectic transformation that diagonalizes \( F \) is then

\[
(S^{-1})^\dagger = F^{1/2} \quad \text{OF}^{-1/2} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix}.
\tag{6.44}
\]

Equivalently

\[
S^{-1} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix},
\tag{6.45}
\]

such that the normal mode Hamiltonian matrix is

\[
F' = \frac{1}{2} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix} \begin{pmatrix}
m\omega^2 + 2\lambda & 0 & -2\lambda & 0 \\
0 & m^{-1} & 0 & 0 \\
-2\lambda & 0 & m\omega^2 + 2\lambda & 0 \\
0 & 0 & 0 & m^{-1}
\end{pmatrix} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix}
\tag{6.46}
\]

\[
= \begin{pmatrix}
m\omega^2 & 0 & 0 & 0 \\
0 & m^{-1} & 0 & 0 \\
0 & 0 & 4\lambda + m\omega^2 & 0 \\
0 & 0 & 0 & m^{-1}
\end{pmatrix}.
\tag{6.47}
\]

Notice that the oscillators defined by \( \hat{\Xi}' = S\hat{\Xi} \) are non-local: \( \hat{q}_i' \) and \( \hat{p}_i' \) are combinations of the positions and momenta of the two oscillators, therefore they don’t belong to a single one of them.

Since we have the Hamiltonian in terms of normal modes, finding the ground state of the coupled oscillators is trivial: we can write the covariance matrix of the ground state for the system of decoupled oscillators directly from (5.10) and then transform back with the inverse of the symplectic transformation to recover the covariance matrix of the ground state in terms of the local modes.
The ground state covariance matrix in terms of the normal modes is the direct sum of the covariance matrices of the individual ground states as given by (5.10):

$$\sigma' = \hbar \begin{pmatrix} \frac{1}{m\omega} & 0 & 0 & 0 \\ 0 & m\omega & 0 & 0 \\ 0 & 0 & \frac{1}{m\omega} & 0 \\ 0 & 0 & 0 & m\omega \alpha \end{pmatrix}. \quad (6.48)$$

we can now obtain the covariance matrix for the local oscillator modes through the symplectic transformation

$$\sigma = S^{-1} \sigma' (S^{-1})^\top = \frac{\hbar}{2} \begin{pmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix} \begin{pmatrix} \frac{1}{m\omega} & 0 & 0 & 0 \\ 0 & m\omega & 0 & 0 \\ 0 & 0 & \frac{1}{m\omega} & 0 \\ 0 & 0 & 0 & m\omega \alpha \end{pmatrix} \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \end{pmatrix}, \quad (6.49)$$

$$= \hbar \begin{pmatrix} \frac{\alpha + 1}{2m\omega} & 0 & \frac{\alpha - 1}{2m\omega} & 0 \\ 0 & 0 & \frac{\alpha + 1}{2m\omega} & -\frac{1}{2}(\alpha - 1)m\omega \\ 0 & \frac{1}{2}(\alpha - 1)m\omega & 0 & \frac{1}{2}(\alpha + 1)m\omega \\ \frac{\alpha - 1}{2m\omega} & 0 & \frac{\alpha + 1}{2m\omega} & 0 \end{pmatrix}. \quad (6.50)$$

where it is obvious that this ground state contains correlations between observables of the two coupled oscillators. Notice that the ground state of the system of two coupled oscillators is a pure state, therefore the entanglement entropy is well defined. Computing the entanglement entropy of the two oscillators is very easy since the partial state for each oscillator is just given by the following covariance matrices

$$\sigma_1 = \sigma_2 = \hbar \begin{pmatrix} \frac{\alpha + 1}{2m\omega} & 0 \\ 0 & \frac{1}{2}(\alpha + 1)m\omega \end{pmatrix}. \quad (6.51)$$

We just need to compute the symplectic eigenvalues of this covariance matrix and plug them in (6.31) (which has only one summand in this case). We recall that the symplectic eigenvalues are given by the modulus of the (purely imaginary) eigenvalues of $\sigma \Omega^{-1}$. Those symplectic eigenvalues are the same for the two oscillators and are (taking $\hbar = 1$ for simplicity applying the derived formulas)

$$\nu = \frac{1 + \alpha}{2\sqrt{\alpha}}. \quad (6.52)$$

We can compute the entanglement entropy, which is non-zero and increasing with the value of the coupling strength:

$$S_E = \frac{\nu + 1}{2} \log \left( \frac{\nu + 1}{2} \right) - \frac{\nu - 1}{2} \log \left( \frac{\nu - 1}{2} \right). \quad (6.53)$$
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