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Abstract
Lecture videos are rich with textual information and to be able to understand the text is quite useful for larger video understanding/analysis applications. Though text recognition from images have been an active research area in computer vision, text in lecture videos has mostly been overlooked. In this paper, text extraction from lecture videos are focused. For text extraction from different types of lecture videos such as slides, whiteboard lecture videos, paper lecture videos, etc. The text extraction, the text regions are segmented in video frames and extracted using recurrent neural network based OCR. And finally, the extracted text is converted into audio for ease of convenience. The designed algorithm is tested on different videos from different lectures. The experimental results show that the proposed methodology is quite efficient over existing work.
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I. INTRODUCTION
Visual text is one in all the foremost necessary strategies of communication utilized by human beings and is wide utilized in our everyday life. Hence, interpreting this textual data is of great significance. Human beings inherently get the ability to find and acknowledge the textual content in their surroundings whereas it’s a challenging problem for computer systems. The field of text detection focuses on detecting text embedded in images and videos with the help of computer systems[1].

Researchers have made significant progress in detecting the text from images of machine printed documents; on the other hand detecting the text in natural scenes is still a new topic for research.

Text detection and recognition in unconstrained environments is a challenging computer vision problem. Such functionality can play valuable role in numerous real-world applications, ranging from video indexing, assistive technology for the visually impaired, automatic localization for businesses, and robotic navigation. In recent years, the problem of scene text detection and recognition in natural images has received increasing attentions from the computer vision community. As a result, the domain has enjoyed significant advances on an increasing number of datasets of public scene text benchmark.

In the last decade tele-teaching and lecture video portals have become more and more popular. The amount of lecture video data available on the World Wide Web (WWW) is constantly growing. Thus, the challenge of finding lecture video data on the WWW or within lecture video libraries has become a very important and challenging task. We focus our research on such lecture recordings having been produced by state-of-the-art lecture recording systems. With this kind of a system, we are able to record the lecture video such that we combine two video streams: the main scene of lecturers which is recorded by using a video camera, and the second which captures the images projected onto the screen during the lecture through a frame grabber. We synchronize the frame grabber output with the video camera so that each slide can be linked to a video recording segment. In this way, indexing two-part lecture videos can be performed by indexing the slide videos only.

Content-based retrieval within video data can be performed by automated extraction of textual metadata. Techniques from OCR, which focus on high resolution scans of printed (text) documents, have to be improved and adapted to be also applicable for video OCR. In video OCR, the text within video frame has to be automated localized and separated from its background and the image quality enhancement have to be applied before deepOCR procedures can process the text successfully.
II. RELATED WORK

Yin et al. [2] proposed a Maximally Stable Extremal Regions (MSERs) based method to extract text from images. Extremal region can be viewed as a connected component in an image whose pixels can have either lower or higher intensity than its outer boundary pixels. In this method, first character candidates, i.e., pixels containing text are extracted based on their difference in variance. Extremal regions are extracted in the form of a rooted tree for the whole image. Second, character candidates are merged into text candidates by the single-link clustering algorithm. Distance metric learning algorithm can automatically learn about distance weights, i.e., distance between two text pixels and clustering threshold and these are used in clustering character candidates. Third, non-text candidates are eliminated by using character classifier. The width, height, smoothness, and aspect ratio of Text region are used by character classifiers.

Le et al. [3], present a learning-based approach which involves three steps. First, in preprocessing the image is binarized using Otsu binarization and the connected component are extracted based on various features like elongation, solidity, height, and width of the connected component, Hue moment which describes the shape of the connected component, stroke width of connected components for discriminating text from non-text. These features provide shape and location information of connected components. Then Adaboosting Decision Trees is used to label these connected components into non-text or text component. Then post processing to correct some connected components which are labeled incorrectly by the classifier.

Vidyarthi et al. [4] purposed a method in which first colored image is converted into gray-level image and histogram is drawn. Otsu method uses this histogram to find global threshold value. This value is further used to find out connected components. The components which are close to each other are merged to form one component. The height histogram is constructed by using the heights of the bounding boxes. Variance is selected for verification of the text and non-text. Finally, filtered components are verified a text on text.

Zhong et al. [10] purposed system to localize text in the color images, using DCT. Image patches of high horizontal spatial intensity variation are detected as text components, morphological operations are applied to those patches and thresholding spectrum energy is used to verify the regions.

Khodadadi et al. [17] introduced a method for extraction of text from images based on stroke filters and color histogram. First, stroke filter is applied to the input image and then local and global threshold values are calculated on stroke filter output. The image is then divided into text blocks by making use of horizontal and vertical projections of binary pixels. The text blocks with overlap or close blocks are merged to form a new text block. It is assumed that the text in every block has the same color, so histogram of color channels are used for extraction of the text characters in the candidate blocks for the text and background areas.

Kumar et al. [18] suggested an algorithm that consists of three stages: first, images are converted into an edge map by using line edge detector which uses vertical and horizontal masks. Second, for identification of the text regions in images, the vertical and the horizontal projection profiles are analyzed and the edged image is then converted into the localized image. After localization, in order to obtain text area segmentation process is done on the localized image by using median filters.

III. PROPOSED METHODOLOGY

A novel Connecting Character based text recognition and extraction algorithm is designed which uses convolution neural network based for test candidate segmentation and its recognition. To allow for detecting small letters in video lectures of limited resolution or blurred Image, the complimentary properties of Lucy-Richardson Algorithm and canny edge Algorithm is used. Further CNN filter is used and applied to efficiently obtain more reliable results. Finally, texts are clustered into word and neural network trained OCR is used to extract text and further convert into audio. The proposed algorithm, illustrated in Figure 1, is divided into basic steps i.e. text area detection and text recognition.
The overall flow of the proposed algorithm is divided into following stages:

- **Conversion of Video into Frames**: In this stage the input video are converted into frames. Different types of videos are taken such as presentation slide videos, white board videos, white paper videos, etc.

- **Segmentation and Detection of Text Candidates**:
  
  **Step 1: Noise Removal and De-blurring Image**
  
  Due to imperfections in the image capturing procedure, on the other hand, the recorded image invariably represents a corrupted version of the original image. The degradation results in blurring of image, which affects identification and retrieval of the essential information in the image frames. It can be the result of relative motion between the camera and the original image frame, by an out of focus of optical system, atmospheric disturbances and deviation in the optical system. Noise introduced by the medium through which the image is created can also cause degradation. The degradation phenomenon of the acquired images results severe cost-effective loss. Consequently, restoring the corrupted images is an urgent task in order to expand uses of the images. In this step the proposed algorithm uses Lucy-Richardson Algorithm is used for noise removal and de-blurring the blurred image.

  **Step 2: Contrast Adjustment and Conversion RGB image to Grayscale Image**
  
  Image enhancement techniques are used to improve an image. Intensity adjustment is an image enhancement technique that maps an image's intensity values to a new range. In this step, contrast or brightness level of the input image is enhanced. Further in this step RGB Image is converted into gray scale Image. The rgb2gray method function transforms RGB images to grayscale by removing the information of hue and saturation at the same time as retaining the luminance.

  **Step 3: CNN Filter based Text Candidates Recognition**
  
  In this step, CNN filter is used to segment text region. Word region is spotted to localize specific words that are given in a lexicon. End-to-end recognition concerns both detection and recognition. o not match any of the given words.

This paper had adopted the CNN model as our text candidate recognizer. CRNN uses softmax as its output layer, which estimates sequence probability conditioned on input image, i.e. \( p(t I) \), where \( I \) is an input image and \( t \) represents a text region.

Softmax layer generates the probability as a matching score, which measures the compatibility
of an image to a particular word. The detection score is then the maximum score among all.

And thus, filtered candidates are further connected using bounding box technique. The layers are connected and converted into convolutional layers by parameters and pooled together and output layer is connected to softmax layer.

- **Extraction of Text and Conversion to Audio**

  **Step 1: Text Extraction and recognition**

  Text Extraction and recognition by trained neural network OCR. The recurrent neural network is used to design the trained OCR. RNN is trained with different style alphabets and numbers. This trained network is used to read the characters in the image and convert into text.

  **Step 2: Text line formation and Word separation**

  Subsequent in this stage of the algorithm locates lines of text among the detected candidate regions. This allows the total number of CCs to be reduced, removing non-character CCs and therefore raising the probabilities for higher accuracy. As a final step, text lines are split into individual words by classifying, by Neural network OCR, the inter

  **Step 3: Conversion to Text to Audio**

  Further the word separated by above steps are further converted into audio for easy understanding.

  **IV. RESULT ANALYSIS**

  Different styles/modalities of text present in the dataset are the following:

  Slides: This set includes the frames where a presentation slide is shown. The text in this case is mostly born digital text, which is relatively more legible and free from distortions.

  Whiteboard: This category generally encompasses frames where either the instructor is using a physical white board along with markers to explain a concept or is using a digital pad to write on a personal computer.

  These videos are created from youtube [20], nptel [21] and khan academy [22]. Some of the video frames are shown in figure 2.

  ![Figure 3: Sample frames from the Lecture video dataset](image)

  **Table I: Sample Text Segmented Cases**

  | Transmission Medium | Security Layer          |
  |--------------------|-------------------------|
  | General Properties | Transport Layer Security |
  | Communication Channel | Secure Socket Layer |
  | Parameters         | Uses Public and Private Keys (SSL) for secure communication |
  | Usage              | Uses Asymmetric Cryptography for key exchange and symmetric cryptography for data encryption |

  "SSL" (Secure Sockets Layer)
Input Video Frames | Segmented and Bounded Text Candidates

After saving the frames, CNN filter model is used to detect the text regions and create the word bounding boxes for all the saved frames. Figure 3 shows a few cropped word images that are part of this research work. As one can notice, the word images possess different styles and also contain blurriness artifacts.

Table I shows the performance of the proposed methodology on different modalities of the Lecture Videos. In most of the cases, the detector split a single word into multiple bounding boxes and hence increasing the number of false positives. This occurs more in case of handwritten text where breaks in the cursive writing are confused with spaces between words. Table II-IV shows the performance analysis of CNN segmented images in terms of recall, precision and f_measure with existing work.

| Data Types | Dutta [19] | Proposed |
|------------|------------|----------|
| Slides     | 69         | 99.98    |
| Whiteboard | 37         | 66.2     |
| Paper      | 51         | 66.58    |
| Blackboard | 62         | 86.61    |

| Data Types | Dutta [19] | Proposed |
|------------|------------|----------|
| Slides     | 96         | 100      |
| Whiteboard | 47         | 95.48    |
| Paper      | 67         | 94.78    |
| Blackboard | 69         | 57.79    |
In this paper, the work is focused on text detection and recognition on the new lecture video dataset, by using training set of scene text and handwritten text. The dataset is prepared from different resources and CNN filter based text candidate regions are segmented and extracted using recurrent neural network. In future, we plan to work towards developing methods which can work well on settings where text of multiple modalities appear together in complex and low resolution images.
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