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Abstract—As an important data mining technology, high utility itemset mining (HUIM) is used to find out interesting but hidden information (e.g., profit and risk). HUIM has been widely applied in many application scenarios, such as market analysis, medical detection, and web click stream analysis. However, most previous HUIM approaches often ignore the relationship between items in an itemset. Therefore, many irrelevant combinations (e.g., {gold, apple} and {notebook, book}) are discovered in HUIM. To address this limitation, many algorithms have been proposed to mine correlated high utility itemsets (CoHUIS). In this paper, we propose a novel algorithm called the Itemset Utility Maximization with Correlation Measure (CoIUM), which considers both a strong correlation and the profitable values of the items. Besides, the novel algorithm adopts a database projection mechanism to reduce the cost of database scanning. Moreover, two upper bounds and four pruning strategies are utilized to effectively prune the search space. And a concise array-based structure named utility-bin is used to calculate and store the adopted upper bounds in linear time and space. Finally, extensive experimental results on dense and sparse datasets demonstrate that CoIUM significantly outperforms the state-of-the-art algorithms in terms of runtime and memory consumption.
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I. INTRODUCTION

Data mining techniques (e.g., pattern mining [1], [2]) play a vital role in many real-life applications, such as market analysis [3] and website click stream analysis [4]. In previous studies on data mining, a fundamental task called frequent itemset mining (FIM) [5], [6], [7] is used to discover itemsets that frequently occur in a transaction database. FP-Growth [6] is one of the most famous FIM algorithms. It maintains the original database in an FP-tree structure [6]. However, the limitation of traditional FIM algorithms is that different items have identical importance (e.g., unit profit or weight). For instance, the profit of a piece of bread is equal to that of a diamond in the FIM domain. This assumption is unrealistic in real business life.

To address the above limitations, a new framework known as high utility itemset mining (HUIM) [8], [9], [10] was proposed. Compared to FIM, HUIM considers both the quantity and profit of an item. An itemset is referred to as a high utility itemset (HUI) if its utility value is higher than or equal to the user-specified minUtil. HUIM has attracted considerable attention in recent decades because discovering profitable patterns is more valuable than discovering frequent patterns for enterprises. In FIM, the support of an item has an anti-monotonic property, which means that the support of an itemset is not less than that of its supersets. This property can efficiently reduce the search space because supersets of infrequent itemsets are not considered. However, the utility of an item in HUIM does not hold this property. For example, in a supermarket, assume that the amount of the daily sales of {bread} is $100, but the amount of daily sales of its supersets (i.e., {bread,milk}) may be less than, equal to, or higher than $100. This indicates that the utility is neither monotonic nor anti-monotonic. To address this issue, transaction-weighted utilization (abbreviated as TWU), which has the anti-monotonic property, was proposed by Liu et al. [11]. Based on the TWU measure, HUIM can prune the search space effectively. After that, a lot of HUIM algorithms [10], [12], [13] adopted TWU to improve their performance. In general, HUIM approaches can be summarized into two types: two-phase and single-phase algorithms. The two-phase algorithms are characterized by discovering HUIS in two steps. In the first step, numerous candidates are generated by overestimating the utility of itemsets. Then, they calculate the real utility of candidates to filter out HUIS. These two-phase algorithms can...
discover a complete set of HUIs, there are two shortcomings that cannot be ignored: 1) generating many candidates in the first phase; and 2) repeatedly scanning the database. As a result, two-phase algorithms suffer from long execution times and memory consumption. To solve these issues, the first single-phase HUIM algorithm called HUI-Miner [10] was proposed. Compared to the two-phase algorithms, the single-phase algorithms do not need to repeatedly scan the database. The existing single-phase algorithms include: FHM [14], EFIM [15], MEFIM [16], etc.

However, a key disadvantage of HUIM algorithms is that they usually ignore the relationships between items. This case will usually reveal numerous irrelevant items in high-utility itemsets. For example, in market analysis, assume that {notebook, book} and {phone, TV} are high utility patterns. Obviously, these products (i.e., notebook, book, phone) are weakly correlated. Instead, in real life, retailers often hope to earn more revenue by making related products into product combinations, such as {milk, bread}, {gold, diamond}, and {computer, mouse}. In essence, these products have a strong connection because they often meet the needs of most customers. To discover more correlated high utility itemsets (CoHUIs), some interesting measures such as Kulc [17], bond [18] and coherence [19] were proposed as standards. Based on the definition of Kulc, many algorithms like CoHUIM [20], CoUPM [12] and ECoHUPM [21] were adopted to discover CoHUIs. These algorithms improved the mining performance by using novel data structures and pruning strategies. Recently, Vo et al. [22] presented the CoHUI-Miner algorithm. They used projection techniques to reduce the expense of database scanning and utilized several pruning strategies to mine CoHUIs effectively. However, CoHUI-Miner only used loose upper bound (TWU and remaining utility) to prune the search space, which led to numerous unpromising candidates being generated. Therefore, it suffered in terms of runtime and memory consumption.

To this end, we propose an efficient projection-based algorithm, namely Itemset Utility Maximization with Correlation Measure (CoIUM). Compared to other state-of-the-art algorithms, CoIUM can discover a complete set of CoHUIs more effectively with less execution time and memory consumption. The main contributions of our work are as follows:

- We put forward a single-phase algorithm which utilizes two tighter upper-bounds to discover all CoHUIs without candidate generation. Also, the utility-bin structure [15] is adopted to calculate and store the upper bounds of itemsets.
- The CoIUM algorithm uses a projection technique that can effectively prune the search space.
- The CoIUM algorithm adopts a measure called Kulc as the correlation factor. It is used as a metric to distinguish whether items are highly correlated.
- Massive experiments are conducted on several datasets to evaluate the performance of CoIUM. We also compare the performance of CoIUM with the state-of-the-art algorithms. The results show that the CoIUM is the most efficient in terms of runtime and memory consumption.

The rest of this paper is organized as follows. Some related works about HUIM and CoHUIM are introduced in Section II, respectively. In Section III, we introduce the preliminaries and problem statement of correlated high-utility itemset mining. In addition, a novel CoIUM algorithm is proposed in Section IV. Several experimental results are presented in Section V. Finally, the conclusion and future work are presented in Section VI.

II. RELATED WORK

A. High Utility Itemset Mining

A key difference between high utility itemset mining (HUIM) [9], [10], [23], [24] and frequent itemset mining (FIM) [6], [7] is that frequency has the anti-monotonic property, but utility does not. Hence, if itemset is unpromising, the HUIM cannot easily filter out all its supersets in advance. To address this limitation, transaction-weight utilization (TWU), which is anti-monotonic, was first proposed in Two-Phase [11]. Based on the TWU measure, if TWU of a subset is lower than a given minUtil threshold, all its supersets are not HUIs [11]. Therefore, almost HUIM algorithms reduce the search space by using the TWU measure. However, TWU is a loose upper bound for eliminating candidates. Thus, this measure always overestimates the utilities of itemsets, which may result in massive candidates. At the same time, IHUP [8] constructed a tree structure to discover HUIs. Compared with Two-Phase, this new structure can save more runtime and memory. Thus, the experimental results showed that IHUP was about three times faster than Two-Phase in runtime. However, the upper bound of IHUP was not tight, which may have retained numerous unpromising candidates. To reduce the generation of unpromising candidates and identify HUIs effectively, Tseng et al. [13] proposed UP-Growth. It also constructed a pattern tree to extract HUIs and utilized several novel strategies to discover HUIs effectively. UP-Growth can reduce the numerous unpromising candidates and enhance mining performance, so it outperformed IHUP in terms of runtime and memory.

The above-mentioned algorithms are two-phase algorithms, and they face the problems of generating numerous unpromising candidates and scanning the database at least twice. To address these shortcomings, a single-phase approach was proposed to discover HUIs. As a single-phase approach, HUI-Miner [10] algorithm utilized a new data structure called utility-list, which can retain key information about HUIs without scanning the database multiple times. HUI-Miner used a depth-first search to discover all HUIs without omission, and constructed the utility-list of each itemset by joining the utility-lists of its subsets. HUI-Miner can reduce numerous candidates because it uses the remaining utility, which is more compact than TWU. As for performance, HUI-Miner is superior to all two-phase algorithms. Meanwhile, another algorithm called \( d^3\text{HUP} \) was presented by Liu et al. [25]. HUI-Miner and \( d^3\text{HUP} \) were proposed at the same time, but their key pruning strategies are conceptually equivalent. However, using join operations to create utility-lists is time- and memory-consuming. To reduce the expense of join operations, the FHM algorithm
[14] used the EUCP strategy to effectively reduce the generation of join operations. The experiments showed that the performance of FHM is up to 6 times faster than that of HUIPM. Then, an algorithm called IMHUP was proposed [26], and utilized an indexed list-based structure to discover HUIs without requiring numerous comparison operations. Based on this structure, two techniques were developed to improve mining performance. In addition, ULB-Miner [27] utilized a utility-list buffer structure to store information and introduced a new index segment to access the stored data. Thus, the performance of ULB-Miner is better than that of HUIPM and FHM. EFIM [15] utilized two tighter upper bounds to discover the HUIs effectively. Furthermore, it utilized two new techniques (projection technique and transaction merging) to deal with long transactions. The experiments showed that the performance of EFIM is faster than that of HUIPM and FHM on sparse and dense databases. The above algorithms are devised under the condition that each item in the database has a different positive utility. Then, the FHN algorithm [28] can discover the HUIs with negative unit profit, and Gan et al. [29] proposed a top-k HUI algorithm to solve the threshold setting issue. To summarize, many utility mining algorithms have been developed to solve practical problems, including on-shelf utility mining [30], and high-average-utility itemset mining [31], [32]. Up until now, a lot of HUIIM algorithms with various data have been developed, such as high utility association rules [33], HUIIM with fuzzy itemsets [34], targeted utility querying [35], HUIIM on massive data [36], HUIIM on noisy data [37], and HUIIM on stream data [38].

B. Correlated High Utility Itemset Mining

Most HUIIM algorithms aim to discover a complete set of HUIs, but do not consider the relationships between items in an itemset. To find potential and strong affinity patterns, WIP [39] was proposed, which used a weighted confidence measure to generate strong affinity patterns. Besides, there are three other interesting measures for correlation: any-confidence, all-confidence, and bond [40]. These measures are useful in discovering the degree of connection between items. However, these measures cannot be properly applied to databases that contain numerous empty transactions. To solve this problem, a null-transaction invariant [17] measure was proposed. It was a credible measure because it did not consider how many null-transactions appeared in the database. There are five null-(transaction) invariant measures: all-confidence [18], coherence [18], cosine [17], kulczynsky [17], and max-confidence [18]. Compared with previous studies on traditional data mining approaches, the proposed affinity/correlation patterns can mine more useful information efficiently.

To discover more interesting information, Ahmed et al. [40] first proposed a high-utility itemset mining algorithm to discover HUIs with frequency affinity. The HUIPM algorithm utilized a tree structure UFTA to store HUIs and used a pruning strategy to reduce the generation of unpromising candidates. However, the limitation of HUIPM is that it is time-consuming because it has to establish tree nodes and generate lots of candidates. Thus, Lin et al. [41] presented a single-phase algorithm known as FDHUP which uses two data structures called El-table and FU-tree, to discover correlated itemsets efficiently. The FDHUP utilized three pruning strategies, which were based on RAU (remaining affinitive utility) to prune the candidates. As a result, FDHUP performed better than HUIPM in terms of runtime and memory. FCHM [42] also discovered the correlated high utility itemsets. It has two versions, FCHM\textsubscript{bond} depended on bond measure and FCHM\textsubscript{all-confidence} relied on all-confidence measure. The algorithm used two structures, utility-list and EUCS, to calculate the TWU values. Then, Gan et al. [20] proposed CoHUIM. This algorithm used a projection mechanism to improve the performance of the scanning database and utilized the property of $Kalc$ to prune the unpromising candidates. They also developed the CoUPM algorithm [12], which utilized utility-list structure to store promising itemsets and used $Kalc$ to calculate the support of itemsets. The algorithm also utilized some properties of utility and correlation to effectively explore the search space. Then, Rashad et al. [21] proposed the ECoHUIM algorithm to evaluate the correlation of HUIs. This algorithm used a new data structure named CoUTlist to store utility and support for each itemset. It also introduced three new pruning properties to prune unpromising candidates. Recently, Vo et al. [22] introduced CoHUI-Miner to extract correlated items that provide numerous benefits. This algorithm applied projection technique to reduce the expense of scanning the database and applied the prefix utility of projection technique to compute the utility value. The experiments showed that it was efficient, especially on dense databases.

III. Preliminaries and Problem Formulation

In this section, we present the basic definitions and problem formulation. More definition details can be referred to previous work [12], [15], [22]. Let $I = \{i_1, i_2, \ldots, i_n\}$ be a set of $m$ distinct items in a transaction database $D = \{T_1, T_2, \ldots, T_n\}$, where $n$ is the number of transactions in $D$. An $k$-itemset is a subset of $I$ which contains $k$ different items. Each transaction consists of some distinct items and has a unique identifier of $T_c$ called $Tid$. Each item $i \in I$ owns an external utility (e.g., unit profit) that is represented by $pr(i)$. And each item $i$ in transaction $T_c$ has an internal utility (e.g., purchase quantity) which denoted as $q(i, T_c)$. In addition, Table I is a simple transaction database (the third column is transaction utility) which consists of six distinct items (i.e., $A, B, C, D, E,$ and $F$), and Table II shows the external utilities of all items.

Definition 1 (Utility of an itemset): In a transaction $T_c$, the utility of an item $i$ is defined as $u(i, T_c) = pr(i) \times q(i, T_c)$, where $i \in T_c$. Similarly, the utility of an itemset $X$ is denoted as $u(X, T_c) = \sum_{i \in X, i \subseteq T_c} u(i, T_c)$. Furthermore, in database $D$, the utility of an itemset $X$ is denoted as $u(X) = \sum_{X \subseteq T, \forall T \in D} u(X, T_c)$.

For example, the utility of item $A$ in transaction $T_2$ is $u(A, T_2) = 4 \times 2 = 8$. The utility of itemset $\{A, B\}$ in transaction $T_2$ is $u(A, B, T_2) = u(A, T_2) + u(B, T_2) = 8 + 2 = 10$. At the same time, $u(\{A, B\}, T_1) + u(A, B, T_2) + u(A, B, T_3) = 8 + 10 + 8 = 26$. 
TABLE I: A transaction database

| Tid | Transaction          | Utility |
|-----|----------------------|---------|
| T1  | (A,1) (B,2) (C,2) (D,3) | $19     |
| T2  | (A,2) (B,1) (E,3) (F,2) | $18     |
| T3  | (A,4) (C,3) (E,2)     | $23     |
| T4  | (A,3) (C,2) (F,3)     | $17     |
| T5  | (B,3) (C,4) (D,5)     | $25     |
| T6  | (B,2) (C,3) (D,3) (F,5) | $21   |
| T7  | (A,1) (B,2) (C,2) (D,3) (E,5) (F,2) | $31   |
| T8  | (C,2) (D,3) (E,1)     | $13     |

TABLE II: External utility of each item

| Item | A | B | C | D | E | F |
|------|---|---|---|---|---|---|
| Utility($) | 4 | 2 | 1 | 5 | 3 | 2 |

Definition 2 (Utility of database): The utility of a transaction $T_i$ is defined as $tu(T_i) = \sum_{u \in T_i} u(i, T_i)$, where $i_j$ is the $j$-th item in $T_i$. Obviously, the total utility of a database $D$ is the summation of all transactions it contains, where $TU = \sum_{T_i \in D} tu(T_i)$.

For example, the utility of $T_1$ is $tu(T_1) = u(A, T_1) + u(B, T_1) + u(C, T_1) + u(D, T_1) = $4 + $4 + $2 + $9 = $19. Then, we can calculate the utility of other seven transactions with the same manner. And the total utility of database $D$ is $167$. Based on the transaction-weighted utilization [11], we have $TWU([A, B]) = tu(T_1) + tu(T_2) + tu(T_3) = $19 + $18 + $31 = $68$. Table III lists TWU of all 1-itemsets.

TABLE III: Support and TWU of all 1-itemsets

| Item | A | B | C | D | E | F |
|------|---|---|---|---|---|---|
| TWU  | $108$ | $114$ | $149$ | $109$ | $85$ | $87$ |
| Support | 5 | 5 | 7 | 5 | 4 | 4 |

There are many measures [40] used to evaluate the correlation between different items, but some of them will be affected by empty transactions. In this paper, we introduce the Kulczynsky measure [17] (abbreviated as Kulc), which is not affected by null transactions.

Definition 3 (Kulc): The frequency of an itemset $X$ in database $D$ is the amount of $X$ occurs. We use $sup(X)$ to represent the frequency of $X$. For an $k$-itemset $X = \{i_1, i_2, \ldots, i_k\}$, its $Kulc$ is defined as follows: $Kulc(X) = \frac{1}{2} \times \frac{sup(X)}{sup(i_1) \times sup(i_2) \times \cdots \times sup(i_k)}$.

For example, $Kulc([A, B]) = \frac{1}{2} \times \frac{sup([A, B])}{sup(A) \times sup(B)} = \frac{1}{2} \times \frac{0.6}{0.5 \times 0.5} = 0.6$. Obviously, the range of Kulc is $[0, 1]$ [20]. In fact, Kulc represents the average of frequency, so if Kulc becomes high, related items in $X$ appear frequently. Compared to other correlation measures, Kulc holds the null (transaction)-invariant property. It is more suitable for applications in different fields because it is independent on database size [20].

Definition 4 (Correlated high-utility itemset): An itemset $X$ can be assumed as a correlated high utility itemset (CoHUI) when it meets two conditions: (1) $u(X) \geq minUtil \times TU$; (2) $Kulc(X) \geq minCor$, where minCor is a user-defined minimum correlation threshold.

For example, in a database, $minUtil$ and $minCor$ are set to 0.1 and 0.7, respectively. The itemset $\{A, B\}$ is an HUI because the utility of $\{A, B\}$ is not less than $minUtil \times TU$ ($u(\{A, B\}) = 26 > minUtil \times TU = 0.1 \times 168 = 16.8$), but it is not a CoHUI since its Kulc is less than $minCor$ ($Kulc(\{A, B\}) = 0.6 < 0.7$).

Problem formulation: In a transaction database, given two user-specified minimum thresholds ($minUtil$ and $minCor$), the purpose of CoIUM is to find all CoHUIs that their utilities are greater than $minUtil \times TU$ and their Kulc is higher than $minCor$.

IV. PROPOSED COIUM ALGORITHM

In this section, we present a single-phase algorithm to extract all CoHUIs. Subsection IV-A discusses several upper bounds and pruning strategies. Subsection IV-B introduces an effective projection technology to reduce the cost of database scanning. Subsection IV-C introduces the pseudocode of the CoIUM algorithm. In Subsection IV-D, we use a detailed example to discuss how CoIUM works.

A. Several Strategies for Pruning Search Space

The proposed CoIUM employs a depth-first method to explore the search space. Given a set of distinct items $I$, then the search space ($2^{|I|}$) can be represented as a set-enumeration tree [43]. The algorithm starts with an empty set. To discover all CoHUIs of itemsets $\alpha$, CoIUM recursively appends its extension to $\alpha$ through the $>$ order, and this makes $\alpha$ becomes larger. We assume the items $I = \{A, B, C, D, E, F\}$ and the total order $>$ is $TU$'s ascendant order for the running example. Thus, the order is $\{E < F < A < D < B < C\}$.

Property 1: Given an itemset $X$, $TU$ of $X$ is always higher than or equal to its utility ($TU(X) \geq u(X)$).

Strategy 1: Based on Property 1, for any itemset $X$, if $TU(X) < minUtil \times TU$, then all supersets of $X$ are low-utility itemsets. Thus, we can remove the low utility itemsets from the search space. Proof details are provided in study [11].

Definition 5 (Extension of an itemset [15]): Consider an itemset $\alpha$, and $E(\alpha)$ is represented as its extension according to the $>$ order. $E(\alpha) = \{z \mid z \in I \land z > i, \forall i \in \alpha\}$. Given an $k$-itemset $X$, we denote its extensions $Z$ containing $(k + i)$ items as $i$-extension of $X$.

For instance, consider the database of our running example and an itemset $X = \{A\}$. The 1-extension of $X$ are $\{A, B\}, \{A, C\}, \{A, D\}$, and the itemset $\{A, B, C\}$ is called a 2-extension of $\{A\}$. To prune more unpromising candidates, it is important to use a more compact upper bound to limit the production of unpromising candidates. We present two upper bounds ($TU$ and $re$) that have been used in previous work, and introduce two more compact upper bounds ($su$ and $lu$) used in this work. Using different strategies based on these upper bounds can prune different numbers of candidates. In addition, we introduce the property of Kulc.

Definition 6 (Remaining utility [10]): Given an itemset $X$ in transaction $T_c$. We define $>_{I}$ as a total order on items from $I$. The remaining utility of $X$ in $T_c$ is denoted as $re(X, T_c) = \sum_{i \in T_c, i >_{I} x \forall x \in X} u(i, T_c)$.
For example, we select an itemset $\{A, D\}$ from transaction $T_1$. Based on TWU ascendant order, items $\{B\}$ and $\{C\}$ appear after itemset $\{A, D\}$. The remaining utility of $\{A, D\}$ is $re(a(T_1), T_1) = u(B, T_1) + u(C, T_1) = $ $4 + $ $2 = $ $6$

**Definition 7 (Local utility [15] and subtree utility [15]):**

Given an item $z$ and an itemset $\alpha$, where $z \in E(\alpha)$. The local utility of $\alpha$ w.r.t. $z$ is defined as $lu(a(z)) = \sum_{\alpha \cup \{z\} \subseteq \alpha \cup D} u(\alpha, T_c) + re(\alpha, T_c)$. The subtree utility of $\alpha$ and $\alpha$ and $z$ is defined as $su(\alpha, z) = \sum_{\alpha \cup \{z\} \subseteq \alpha \cup D} u(\alpha, T_c) + u(z, T)$

For example, we select $\alpha = \{A\}$. The local utility of $\alpha$ and extension item set $\alpha$ is $lu(a(\alpha, D)) = (u(A, T_1) + re(A, T_1) + u(A, T_2) + re(A, T_2)) = $ $19 + $ $19 = $ $38$. The subtree utility of $\alpha$ and extension item set $\alpha$ is $su(\alpha, C) = (u(A, T_1) + u(C, T_1) + 0) + (u(A, T_3) + u(C, T_3) + 0) + (u(A, T_4) + u(C, T_4) + 0) + (u(A, T_7) + u(C, T_7) + 0) = $ $[4 + $ $2] + [$ $16 + $ $3] + [$ $12 + $ $2] + [$ $4 + $ $2] = $ $45$

**Property 2:** Given an item $z$ and itemset $\alpha$, where $z \in E(\alpha)$. We get relationship $lu(a, z) \geq u(Z)$, where $Z = \alpha \cup z$.

**Strategy 2:** Based on Property 2, given an item $z$ and itemset $\alpha$, where $z \in E(\alpha)$. If $lu(a, z) < minUtil \times TU$, all extensions of $\alpha$ containing $z$ are low-utility in a subtree. This means that the item $z$ should be removed in the search space of $\alpha$. Proof details are provided in study [15].

For example, if the algorithm discovers itemset $\{A, B\}$ having local utility value is less than $minUtil \times TU$, all extensions of $\{A, B\}$, e.g., $\{A, B, C\}$ and $\{A, B, D\}$, can be ignored.

**Property 3:** Given an item $z$ and itemset $\alpha$, where $z \in E(\alpha)$. The relationship $su(\alpha, z) \geq u(\alpha \cup z)$ always holds on. It also applies to $Z$ which is an extension of $\alpha \cup \{z\}$, that is $su(\alpha, z) \geq u(Z)$.

**Strategy 3:** Based on Property 3, given an item $z$ and itemset $\alpha$, where $z \in E(\alpha)$. If $su(\alpha, z) < minUtil \times TU$, all extensions of $\alpha$ containing $z$ are low-utility. In the set enumeration tree, this means that it is unnecessary to explore $\alpha \cup z$ and all of its supersets. Proof details are provided in study [15].

Based on Strategy 2, the unpromising itemsets will be filtered out from the subtrees of an item $\alpha$. To reduce the cost of exploring search space, Strategy 3 is proposed to identify whole subtrees of $\alpha$ which can be extended.

**Definition 8 (Primary and secondary items [15]):** Given an item $z$ and itemset $\alpha$, where $z \in E(\alpha)$. The primary items of $\alpha$ are given as $Primary(\alpha) = \{z \mid z \in Secondary(\alpha) \land su(\alpha, z) \geq minUtil \times TU\}$. The secondary items of $\alpha$ are given as $Secondary(\alpha) = \{z \mid z \in E(\alpha) \land lu(\alpha, z) \geq minUtil \times TU\}$. Note that $Primary(\alpha) \subseteq Secondary(\alpha)$.

Consider the running example and $\alpha = \{A\}$. $Primary(\alpha) = \{B, C\}$. $Secondary(\alpha) = \{B, C, E\}$. In other words, the prefixes $\alpha \cup B$ and $\alpha \cup C$ should be explored. Furthermore, only the items $\{B, C, E\}$ should be considered as its extensions. To quickly compute the utility of the upper bounds at any time, we use a utility-bin array structure called $UA$. This structure is initialized with 0 before calculation and can be reused, which greatly reduces memory consumption.

**Definition 9 (Utility-bin array [15]):** From database $\mathcal{D}$, there is a set of items $I$. The utility value of the item $i$ is stored in the array $UA[i]$, and the length of $UA$ is $|I|$.

**Using $UA$ to calculate $lu(\alpha)$:** First, we initialize the $UA$ by filling all elements with 0. Second, the utility-bin array $UA[i]$ is updated as $UA[i] = UA[i] + u(\alpha, T_c) + re(\alpha, T_c)$, where $i \in T_c \cap E(\alpha)$. After database scanning, $Vi \in E(\alpha)$, $UA[i] = lu(\alpha, i)$.

**Using $UA$ to calculate $su(\alpha)$:** First, we initialize the $UA$ by filling all elements with 0. Second, the utility-bin array $UA[i]$ is updated as $UA[i] = UA[i] + \sum_{\alpha \cup \{i\} \subseteq \alpha \cup D} u(\alpha, T_c) + u(\alpha, T_c) + u(i, T_c)$, where $i \in T_c \cup E(\alpha)$. After database scanning, $Vi \in E(\alpha)$, $UA[i] = su(\alpha, i)$.

The above pruning strategies are based on the upper bounds to prune the space. Next, we will introduce the relevant strategies on the correlation.

**Property 4:** For any itemset $X \in I$, assume $Y$ is a $k$-extension itemset of $X$, where $k \geq 1$. If $X$ is a related pattern, its extension $Y$ is also a related pattern. The Kulc measure is anti-monotonic: $Kulc(Y) \leq Kulc(X)$.

**Strategy 4:** Based on Property 4, assume that the symbol $>$ is sorted in TWU ascending order. When utilizing the depth-first search strategy in the search space, if the $Kulc$ value of any itemset $X$ is less than the $minCor$ value, any of its extension will be regarded as unpromising and irrelevant itemset. They are not CoHUIs which will be ignored. Proof details are provided in the study [12].

For example, set $minCor = 0.7$, but the Kulc of an itemset $\{A, B\}$ is 0.6. Thus, all its supersets cannot be CoHUIs, and we can remove them from the search space. This anti-monotonic property of Kulc is also known as the sorted downward closure property. In other words, if an itemset $X$ is not a strongly related itemset, all its supersets will also not be strongly correlated itemsets.

**B. Projection Technology**

The CoIUM algorithm employs a projection technique to reduce the memory overhead. When an itemset $\alpha$ is considered extensible, the algorithm only needs to calculate the utility of $E(\alpha)$. And other items which are not belonged to $E(\alpha)$ will be pruned. The database without these items ($i \notin E(\alpha)$) can be called projected database. Note that all items are sorted based on the TWU ascendant order before creating the projected database. The details of the projection mechanism are described below.

**Definition 10 (Projected database [15]):** $\rightarrow$ order is defined as the lexicographical order when reading all transactions from back to front. Given an itemset $\alpha$ and a database $D$. The projection of $\alpha$ is denoted as $\alpha$-$D$, where $\alpha$-$D = \{\alpha \cap T_c \mid T_c \in D \land \alpha \cap T_c \neq \emptyset\}$. For any itemset $\alpha$, the projected transaction $T_c$ is denoted as $\alpha$-$T_c$, where $\alpha$-$T_c = \{i \mid i \in T_c \land i \in E(\alpha)\}$. The prefix utility of the projected transaction is defined as $pre(\alpha$-$T_c) = u(\alpha, T_c)$.

Let us consider two transactions: $T_a = \{i_1, i_2, \ldots, i_m\}$ and $T_b = \{j_1, j_2, \ldots, j_n\}$, and there are four situations of $\rightarrow$ $\rightarrow$ $\rightarrow$ $\rightarrow$. Note that all items are sorted based on TWU ascendant order. First, if two transaction have same items, $T_a \rightarrow T_b$ when the TID of $T_a$ is greater than that of $T_b$. Second, we compare the last item between $T_a$ and $T_b$. If $T_a \rightarrow T_b$, when $m > n$. Third, if the current items are equal after comparing, identify the
previous items, when \( i_{m-1} > j_{n-1} \) \((0 \leq x \leq \min(m, n))\), \( T_a > T_b \). Finally, \( T_b > T \). For the projected database to contain \( \alpha \), an offset pointer will be set to \( \alpha \) to determine the position of \( \alpha \). Then, all transactions containing \( \alpha \) will be found, and they are cut into a new projected transaction staring from \( \alpha \). Other items which do not belong to the extension of \( \alpha \) will not be considered in the new projected transaction.

For example, assume \( \alpha = \{ E, F \} \). The projected database \[ \alpha \] is: \( \alpha - T_2 = \{ A, B \} \), \( \alpha - T_7 = \{ A, D, B, C \} \). The prefix utility of the projected database in corresponding transactions is \( \text{pre}(E, F) - T_2 = u(E, F), T_2 = 5 \), \( \text{pre}(E, F) - T_7 = u(E, F), T_7 = 12 \). Thus, if the algorithm discovers itemset \( \{ F, E \} \) is a CoHUI, the utility of \( \{ E, F \} \) will be kept in the prefix utility. The prefix utility value of each transaction may be different. When the algorithm expands the itemset \( \{ E, F \} \), it only needs to select items from the projected database \( \{ E, F \} \)-\( D \) for calculation. Compared to the original database, the size of the projected database is smaller, so it improves the speed of mining CoHUIs. When the algorithm expands the itemset \( \{ E, F \} \), it only needs to update the value in prefix utility without recalculating the utility of \( \{ E, F \} \). Thus, using prefix utilities to obtain information can improve the efficiency of algorithm mining CoHUIs.

C. Procedures of CoIUM

Algorithm 1: The CoIUM algorithm

\[
\text{Input: } D: \text{transaction database}; \text{minUtil: a minimum threshold set by user, minCor: a positive correlation threshold.}
\]

\[
\text{Output: } \text{a set of CoHUIs.}
\]

1. initialize \( \alpha = \emptyset \);
2. for each item \( i \in D \) do
3. \( \quad \) scan all transactions, using utility-bin array to compute \( \text{lu}(a, i) \); calculate \( \text{sup}(i) \);
4. end
5. construct \( \text{Secondary}(\alpha) = \{ i \mid \alpha - I \land \text{lu}(\alpha, i) \geq \text{minUtil} \times \text{TU} \} \);
6. update \( \text{sup}(i) \) and \( \text{sup}(i) = \{ \text{sup}(i) | i \in \text{Secondary}(\alpha) \} \);
7. for each item \( i \in D \) do
8. \( \quad \) sort \( \text{Secondary}(\alpha) \) in \( > \) of TWU ascending order;
9. \( \quad \) eliminate items \( i \not\in \text{Secondary}(\alpha) \) from transactions;
10. \( \quad \) remove all empty transactions; sort all remaining transactions according to \( > \);
11. construct \( \text{Primary}(\alpha) = \{ i \mid i \in \text{Secondary}(\alpha) \land \text{su}(\alpha, i) \geq \text{minUtil} \times \text{TU} \} \);
12. call \( \text{Search}(\alpha, D, \text{Primary}(\alpha), \text{Secondary}(\alpha), \text{minUtil}, \text{minCor}); \)
13. return CoHUIs

Algorithm 2: The Search procedure

\[
\text{Input: } \alpha: \text{the current itemset, } \alpha - D: \text{projected database w.r.t. } \alpha, \text{Primary}(\alpha): \text{the primary items of } \alpha, \text{Secondary}(\alpha): \text{the secondary items of } \alpha, \text{minUtil}, \text{minCor}. \]

\[
\text{Output: } \text{CoHUIs: a set of CoHUIs.}
\]

1. for each \( \{1\} \)-length \( i \in \text{Secondary}(\alpha) \) do
2. \( \quad \) if \( \text{su}(\alpha) \geq \text{minUtil} \times \text{TU} \) then
3. \( \quad \quad \) CoHUIs \( = i \); // the \( \text{Kulc} \) of \( i \) is 1 when \( | I | = 1 \);
4. \( \quad \) end
5. \( \) end
6. for each item \( i \in \text{Primary}(\alpha) \) do
7. \( \quad \) \( \beta = \alpha \cup \{ i \} \);
8. \( \quad \) scan \( \alpha - D \) and compute \( \text{su}(\beta) \); if \( \text{su}(\beta) > 0 \) then
9. \( \quad \quad \) compute \( \text{Kulc}(\beta) \);
10. \( \quad \) end
11. \( \quad \) if \( \text{su}(\beta) \geq \text{minUtil} \times \text{TU} \) and \( \text{Kulc}(\beta) \geq \text{minCor} \) then
12. \( \quad \quad \) CoHUIs \( = \beta \);
13. \( \) end
14. \( \quad \) create \( \beta - D \) and scan \( \beta - D \) to compute \( \text{lu}(\beta, z) \) and \( \text{su}(\beta, z) \), where \( z \in \text{Secondary}(\alpha) \);
15. \( \quad \quad \) construct \( \text{Primary}(\beta) = \{ z \in \text{Secondary}(\alpha) | \text{su}(\beta, z) \geq \text{minUtil} \times \text{TU} \} \);
16. \( \quad \quad \) construct \( \text{Secondary}(\beta) = \{ z \in \text{Secondary}(\alpha) | \text{lu}(\beta, z) \geq \text{minUtil} \times \text{TU} \} \);
17. \( \quad \quad \) call \( \text{Search}(\beta, \beta - D, \text{Primary}(\beta), \text{Secondary}(\beta), \text{minUtil}, \text{minCor}); \)
18. end

In this subsection, we introduce the details of CoIUM. The main procedure of CoIUM is described in Algorithm 1. Here, three parameters are used as input: two minimum thresholds, \( \text{minUtil} \) and \( \text{minCor} \), one transaction database \( D \). Firstly, CoIUM defines \( \alpha \) as an empty set in line 1. In lines 2-4, it scans the database to compute the support of all items and uses an array-based structure to compute the local utility. Note that if \( \alpha = \emptyset \) is taken as the precondition, the value of local utility is equal to the \( \text{TU} \) value. In line 5, the items whose local utility is greater than or equal to \( \text{minUtil} \times \text{TU} \) are selected to form the secondary set. In other words, only secondary items will be considered in extensions of \( \alpha \). In line 6, the support of items should be updated. In lines 7-10, the algorithm sorts \( \text{Secondary}(\alpha) \) based on \( \text{TU} \) ascending order and removes unpromising items that do not belong to \( \text{Secondary}(\alpha) \). To reduce the cost of memory, it removes the empty transactions and sorts the remaining transactions based on \( > \). In line 11, CoIUM reuses the array-based structure to compute the subtree utility from the secondary items. If the subtree utility of items is no less than the \( \text{minUtil} \times \text{TU} \), they are obtained as primary items. In line 12, the algorithm carries out depth-first exploration from the start of \( \alpha \) in a recursive procedure Search.

The Search procedure (Algorithm 2) takes six parameters as input: the itemset \( \alpha \), the projected database w.r.t. \( \alpha \), the
primary and secondary items w.r.t. $\alpha$, the $\text{minUtil}$ and $\text{minCor}$ threshold. In lines 1-5, the algorithm first identifies whether [1]-length items are CoHUIs. According to $\text{Kulc}$, we can know that the $\text{Kulc}$ values of [1]-length items are always equal to 1. Therefore, the algorithm only needs to compare its own utility value. In lines 6-13, the algorithm starts with item $i \in \text{Primary}(\alpha)$, and these items are considered as extensible items. To obtain the extension of $\alpha$, the algorithm recursively adds items $I$ to form a new itemset $\beta$. Based on the projected database $\alpha-D$, the utility of $\beta$ is computed. If the support of itemset $\beta$ is no less than zero, the algorithm should compute its correlation value. Then, if the utility of $\beta$ is greater than $\text{minUtil} \times T U$ and the $\text{Kulc}$ value of $\beta$ is greater than the $\text{minCor}$, $\beta$ can be output as CoHUIs. In lines 14-16, the algorithm creates a projected database $\beta-D$ and scans this database to compute the local utility and subtree utility w.r.t. $\beta$. The purpose is to find all the extensions of $\beta$ from the secondary items with respect to $\alpha$. Then, it puts the promising items into $\text{Primary}(\beta)$ and $\text{Secondary}(\beta)$. In line 17, the Search procedure finds the extension of $\beta$ recursively by depth-first method. A complete set of CoHUIs has been output when the CoIUM algorithm terminates.

D. An Example of CoIUM

In this subsection, we provide a detailed example to discuss how the algorithm works. Assume the database that are displayed in Table I and Table II with $\text{minUtil} = 0.2$ and $\text{minCor} = 0.3$. In Algorithm 1, it defines $\alpha$ as an empty set (Line 1), then computes the local utility of each item (Line 3). The result of $\text{lu}(\alpha, i)$ is that $\text{lu}(\alpha, [A]) = 108$, $\text{lu}(\alpha, [B]) = 114$, $\text{lu}(\alpha, [C]) = 149$, $\text{lu}(\alpha, [D]) = 109$, $\text{lu}(\alpha, [E]) = 85$, $\text{lu}(\alpha, [F]) = 87$. The values of $\text{lu}(\alpha, i)$ is equal to $\text{TU}$ values when $\alpha$ is empty set. The $\text{minUtil} \times T U$ is $0.2 \times 167 = 33.4$, so all the items can be obtained to $\text{Secondary}(\alpha)$ and $\text{Secondary}(\alpha) = \{A, B, C, D, E, F\}$ (Line 5). As shown in Table III, the support of these items are $\text{sup}(\{A\}) = 5$, $\text{sup}(\{B\}) = 5$, $\text{sup}(\{C\}) = 7$, $\text{sup}(\{D\}) = 5$, $\text{sup}(\{E\}) = 4$, and $\text{sup}(\{F\}) = 4$ (Line 3). The support of items can be seen as the occurrences of items. Based on $\text{TU}$ ascending order $\succ$, $\text{Secondary}(\alpha) = \{E, F, A, D, B, C\}$ (Line 8). Because no items are removed in $\text{Secondary}(\alpha)$, the database is invariant (Line 9). The transactions are sorted in $>_{T}$ and the results are shown in Table IV (Line 9). The result of subtree utility is: $\text{su}(\alpha, [A]) = (S4 + S4) + (S4 + S9 + S4 + S2) + (S16 + S3) + (S12 + S2) + (S4 + S9 + S4 + S2) + (S79$, $\text{su}(\alpha, [B]) = (S4 + S4 + S2) + (S4 + S3) + (S4 + S2) + (S6 + S4) = 33$, $\text{su}(\alpha, [C]) = (S2 + S3 + S2 + S3 + S2 + S4 = 18$, $\text{su}(\alpha, [D]) = (S9 + S4 + S2) + (S9 + S2) + (S9 + S4 + S3) + (S9 + S4 + S2) + (S25 = 82$, $\text{su}(\alpha, [E]) = (S18 + S31 + S23 + S13 = S85$, $\text{su}(\alpha, [F]) = (S12 + S21 + S17 + S21 = S71$. Then, the $\text{Primary}(\alpha) = \{E, F, A, D\}$, which means that only $\{E, F, A, D\}$ will be explored through the depth-first search.

In Algorithm 2, it uses the elements of $\text{Primary}(\alpha)$ to execute a depth-first search. Because $u(A) = S4$, $u(B) = S20$, $u(C) = S18$, $u(D) = S51$, $u(E) = S22$, $u(F) = S12$, only $A$ and $D$ can be output as CoHUIs. The reason is that $u([A]) = S44$ ($\text{minUtil} \times T U$) and $\text{Kulc}([A]) = 1 (> 0.3)$. We assume $\beta = \{A\}$ (Line 7), and construct the database projection $[A]-D$ in Table V. Then, using two utility-bin arrays to compute $lu$ and $su$. The results are: $\text{lu}(\beta, [B]) = \text{lu}(T_2) + \text{lu}(T_7) + \text{lu}(T_1) = 18 + 31 + 19 = 68$, $\text{su}(\beta, [B]) = S8 + S10 + S10 = 28$, $\text{lu}(\beta, [C]) = \text{lu}(T_7) + \text{lu}(T_3) + \text{lu}(T_1) + \text{lu}(T_1) = 90$, $\text{su}(\beta, [C]) = S6 + S14 + S6 = 45$, $\text{lu}(\beta, [D]) = \text{lu}(T_7) + \text{lu}(T_1) = 50$, and $\text{su}(\beta, [D]) = 38$. The primary items and secondary items are updated as: $\text{Primary}([\alpha]) = \{D, C\}$ and $\text{Secondary}([\alpha]) = \{D, B, C\}$ (Lines 15–16). This means that only the $\beta \cup [D, C]$ should be extended, so only items $\{D, B, C\}$ can be considered for the depth-first search. Therefore, the algorithm only needs to identify whether itemsets $\{A, D\}$, $\{A, C\}$ and their supersets ($\{A, D, B\}$, $\{A, D, C\}$) are CoHUIs.

V. Experimental Study

In this section, massive experiments were presented to assess the efficiency of CoIUM. Because CoUMP and CoHUI-Miner are the state-of-the-art algorithms for correlated high-utility itemset mining, we selected CoUPM and CoHUI-Miner as the benchmark algorithms. The experiments were performed on a computer with a 3.0 GHz i7-9700 Intel Core Processor with 16 GB of main memory running on Windows 10 (64-bit operating system). All three algorithms involved were implemented by the Java language.

A. Data Description and Experimental Algorithm

We evaluated the efficiency of CoIUM algorithm on six sparse and dense datasets. All datasets (BMSPOS, Chess, Mushroom, Retail, T1010D100K and T4010D100K) are downloaded from the SPMF website1. Table VI reveals the detailed features of the experimental datasets. Note that #Trans represents the quantity of transactions, #Items represents the summation of different items, #AvgLen represents the average quantity of items, and #Type represents two different types: dense and sparse datasets.

1SPMF: https://www.philippe-fournier-viger.com/spmf/
Fig. 1: Runtime on dense datasets under changed minUtil.

TABLE VI: Experimental dataset characteristics

| Dataset   | #Trans | #Items | #AvgLen | #Type  |
|-----------|--------|--------|---------|--------|
| Chess     | 3,196  | 75     | 37.0    | Dense  |
| Mushroom  | 8,142  | 119    | 23.0    | Dense  |
| T40I10D100K | 100,000 | 942   | 39.6    | Dense  |
| T10I4D100K | 100,000 | 870   | 10.1    | Sparse |
| Retail    | 88,162 | 16,470 | 10.3    | Sparse |
| BMSPOS    | 515,366| 1,656  | 6.51    | Sparse |

To assess the efficiency of CoIUM, minCor is adjusted twice on each sparse and dense dataset. Consequently, the minCor threshold setting is as follows: (1) in Chess dataset: 0.2, 0.3; (2) in Mushroom dataset: 0.4, 0.5; (3) in T40I10D100K dataset: 0.3, 0.4; (4) in T10I4D100K dataset: 0.5, 0.6; (5) in Retail dataset: 0.6, 0.7; and (6) in BMSPOS dataset: 0.1, 0.2.

B. Experiments on Runtime

We compare the runtime of CoIUM with two other algorithms: CoUPM and CoHUI-Miner. The runtime of all three algorithms on dense datasets with various minCor values was shown in Fig. 1. The results indicate that CoIUM is faster than CoUPM and CoHUI-Miner on all dense datasets. For example, on the Chess dataset with minCor = 0.2, the runtime of CoIUM is less than 5 seconds, while that of CoUPM is more than 10 seconds and that of CoHUI-Miner is about 8 seconds. On the T40I10D100K dataset with minCor = 0.3, the performance of CoIUM is 2X and 3X faster than that of CoUPM and CoHUI-Miner, respectively. On the Mushroom dataset with minCor = 0.4, the performance of CoIUM is 4X and 2X faster than that of CoHUI-Miner and CoUPM, respectively. We can see that the execution time of CoUPM and CoHUI-Miner increases dramatically as the utility of each dense dataset decreases to a certain point. On the contrary, when the utility of each dense dataset decreases to a certain extent, the execution time of CoIUM remains stable within a certain range.

The runtime of all three algorithms on sparse datasets with different minUtil and various minCor values was shown in Fig. 2. The results demonstrate that CoIUM is faster than CoUPM and CoHUI-Miner on BMSPOS (up to 1.2X and 2.3X, respectively) and Retail (up to 1.5X and 2X, respectively). On the T10I4D100K dataset, it is interesting that CoIUM has similar performance as CoHUI-Miner and the performance of CoIUM is 3X faster than that of CoUPM. The minCor threshold can also affect the efficiency of three algorithms, especially on dense datasets. For example, on the Mushroom dataset with minCor = 0.4, CoIUM takes about 5 seconds to complete the progress, while CoUPM requires 10 seconds and CoHUI-Miner requires 20 seconds. When minCor = 0.5, CoIUM takes about 2 seconds to complete the progress, whereas CoUPM requires 4 seconds and CoHUI-Miner requires 6 seconds. As can be seen, with the increase of minCor, the performance of the three algorithms also increases.

The most important reason why CoIUM is often faster than CoUPM and CoHUI-Miner is that CoIUM utilizes two effective upper bounds (lu and su). Compared with the other two algorithms, lu and su can prune more space. Therefore, CoIUM only utilizes a few itemsets to discover HUIs. However, CoHUI-Miner has a large size of a projected dataset, which will produce more candidates, especially on dense datasets. CoUPM also takes a lot of time to construct the utility-list structure.
C. Experiments on Memory Usage

Memory consumption is an important indicator for evaluating the merits of data mining algorithms, so in this subsection, we will compare the memory usage between CoIUM, CoUPM, and CoHUI-Miner. Based on the same variable setting as shown in Fig. 1, the detailed results on the dense datasets are shown in Fig. 3. It can be clearly obtained that the memory consumption of CoIUM is much less than that of CoHUI-Miner on all dense datasets. For example, on the T40I10D100K dataset with minCor = 0.3, the memory loss of CoHUI-Miner is always maintained at about 1400 MB, while the memory usage of CoIUM is less than 1000 MB and remains below 500 MB. This result proves that the performance of CoIUM is much better than that of CoHUI-Miner, because CoHUI-Miner produces too many candidates and requires a lot of memory to store information. Then, on the Chess dataset, the memory usage of CoIUM is nearly the same but lower than CoUPM. However, the memory usage of CoIUM is often lower than that of CoUPM on T40I10D100K and Mushroom datasets. For instance, on the Mushroom dataset with minCor = 0.4, the memory usage of CoIUM tends to remain at 220 MB, while CoUPM remains between 200 MB and 600 MB. In most cases, the memory consumption of CoUPM exceeds 220 MB.

Based on the same variable setting as displayed in Fig. 2, the detailed results on the sparse datasets are shown in Fig. 4. As we can observe from the Retail dataset, the memory usage of CoIUM is much lower than that of both CoUPM and CoHUI-Miner (less than 2X and 3X, respectively). On the BMSPOS and T10I4D100K datasets, the memory usage of CoIUM is lower than that of CoHUI-Miner, and close to that of CoUPM when minUtil increases. Because of sparse datasets, the size of the transaction dataset is small, so both CoUPM and CoHUI-Miner require only a small amount of memory to conserve candidates.

The main reason why the memory consumption of CoIUM is lower than that of CoUPM in all datasets is that the projected technique can reduce dataset size more effectively than the utility-list used in the CoUPM algorithm. Although both CoIUM and CoHUI-Miner use the same projected technique, the consumption of CoIUM is lower than CoHUI-Miner on all datasets. The reason is that both of them use different strategies to explore CoHUIs. CoIUM uses two upper bounds (lu and su) to reduce the number of candidates generated. These two upper bounds are more compact than TWU utilized in CoHUI-Miner, so they can remove more unpromising candidates than TWU. The number of candidates produced by CoIUM is lower than that of CoUPM and CoHUI-Miner. As a result, the memory consumption of CoIUM is lower than that of CoUPM and CoHUI-Miner.

D. Experiments on Candidates Generation

Table VII shows the candidate generation results of CoIUM, CoUPM, and CoHUI-Miner, under different minUtil and minCor. Note that δ represents a different minUtil threshold, and its specific scope is from Fig. 1(a) to (c) and Fig. 2(a) to (c). The results indicate that the candidate generation by CoIUM is lower than CoUPM and CoHUI-Miner on dense datasets. For example, on T40I10D100K dataset with minCor = 0.3, the quantity of candidates increased by CoUPM is more than 2X higher than that of CoIUM, and the quantity of candidates generated by CoHUI-Miner is up to 10 orders of magnitude higher than that of CoIUM. With the increase of minUtil, the decrease of CoIUM is significantly greater than that of
Fig. 3: Memory on dense datasets under changed minUtil.

TABLE VII: # Candidate generation under varying minUtil with fixed minCor

| Dataset       | minCor | # Algorithm | # candidate generation under different thresholds |
|---------------|--------|-------------|---------------------------------------------------|
|               |        |             | $\delta_1$  $\delta_2$  $\delta_3$  $\delta_4$  $\delta_5$  $\delta_6$ |
| Chess         | 0.2    | #CoIUM 59,039 28,384 13,808 6,614 3,187 1,501 |                |
|               | 0.3    | #CoIUM 59,039 28,384 13,808 6,614 3,187 1,501 |                |
| T40I10D100K   | 0.4    | #CoIUM 112,930 15,935 3,738 1,475 957 796   |                |
| Mushroom      | 0.5    | #CoIUM 98,887 96,816 88,517 33,401 30,094 17,187 |                |
| Retail        | 0.7    | #CoIUM 3,615,594 3,297,971 2,570,798 231,801 47,899 6,773 |                |

CoUPM and CoHUI-Miner. On the Mushroom dataset with minCor = 0.4, the quantity of candidates increased by CoIUM is always close to but lower than that of CoUPM, and the quantity of candidates produced by CoHUI-Miner is up to four orders of magnitude higher than that of CoIUM. These results prove that both CoUPM and CoHUI-Miner discover numerous meaningless Itemsets, which is why the runtime of CoIUM is better than CoUPM and CoHUI-Miner on all dense datasets. The reason why CoIUM generated fewer candidates than CoUPM and CoHUI-Miner on dense datasets is that the CoIUM algorithm adopts two tighter upper bounds ($lu$ and $su$). These upper bounds can be used to remove more unpromising Itemsets that do not satisfy the properties of CoHUIs.

On a spare dataset, it is found that the sum of candidates...
produced by CoIUM is also lower than that of CoUPM and CoHUI-Miner, especially on Retail dataset. For example, on Retail dataset with minCor = 0.6, the sum of candidates generated by CoUPM and CoHUI-Miner is up to 4 and 10 orders of magnitude higher than CoIUM respectively. And with the increase of minUtil, the gap between the number of candidates they produce becomes larger. With the increase of minCor on different datasets except Chess, the number of candidates generated by the three algorithms decreases correspondingly. It can be seen that minCor also has an impact on the discovery of HUIs. Because the data of Chess dataset is too dense, the small promotion of minCor cannot effectively filter out unpromising candidates.

E. Experiments on Scalability Test

Moreover, we test the scalability of CoIUM, CoUPM, and CoHUI-Miner. We adopt the size of the Retail dataset from 20% (= 17,632 transactions) to 100% (= 88,162 transactions) with minCor = 0.7. Fig. 5 shows the details of execution time and memory usage. From Fig. 5(a), We can know that the runtime of CoIUM, CoUPM, and CoHUI-Miner respectively increases linearly with the increasing dataset size. Compared with the other two algorithms, CoIUM has a smaller runtime increment because lu and su can reduce more unpromising candidates than that of TWU. At the same time, the gap in runtime between CoIUM and the other two algorithms is becoming larger. This conclusion proves that the pruning strategies of CoIUM are obviously better than those of the other two algorithms. In addition, we can see from Fig. 5(b) that with the growth of dataset size, the memory usage of CoIUM increases slowly and remains at about 1000 MB after a significant increase, while the memory use of CoUPM remains a decrease-increase-decrease phenomenon. We can see that with the increase in dataset size, the memory trend of CoIUM is more gentle than that of the other two algorithms. The results demonstrate that CoIUM has preferable scalability in runtime and memory consumption compared with CoUPM and CoHUI-Miner. In addition, the execution time and memory usage of CoIUM increase slowly when the data size increases. These results indicate that CoIUM is more suitable for large-scale datasets.

VI. Conclusions

In this study, we present an efficient algorithm named CoIUM to extract the set of CoHUIs. The proposed CoIUM algorithm adopts two new upper bounds called local utility and subtree utility, which can prune more unpromising candidates effectively. Then, a novel array-based structure known as UA is applied to store useful information when pruning the search space. A novel technique called database projection is designed to reduce the cost of datasets in memory. In addition, we utilize TWU ascending order to sort all items. Extensive experiments on different datasets show that the performance of the CoIUM algorithm is obviously better than the CoUPM and CoHUI-Miner algorithms.

In the future, we would like to explore other novel data structures to reduce memory consumption effectively. We will extend the designed algorithm to different fields such as on-shelf utility mining, HUIM without setting minUtil and fuzzy utility mining. We also plan to apply the proposed algorithm to resolve other types of complex data (e.g., episodes, streaming data), not just static data.
Fig. 5: Runtime and memory scalability on Retail.
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