Assessing the effective factors affecting the conformational preferences and the early and late transition states of the unimolecular retro-ene decomposition reactions of ethyl cyanate, ethyl thiocyanate and ethyl selenocyanate†
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The structural and conformational properties of ethyl cyanate (1), ethyl thiocyanate (2), and ethyl selenocyanate (3) and also their corresponding unimolecular retro-ene decomposition and isomerization reactions were investigated by means of G3(MP2) and MP2/6-311++G* methods and natural bond orbital interpretations. We assessed the role and contributions of the hyperconjugative interactions on the conformational preferences of compounds 1–3 by the deletion of the orbitals overlapping from the Fock matrices of the gauche- and anti-conformations, where the results obtained showed that the deletion of these hyperconjugative interactions from the Fock matrices leads to an increase in the anti-conformations preferences, revealing the significant impacts of the hyperconjugative interactions on the gauche-conformations preferences going from compound 1 to compound 3. The hyperconjugative interactions, Pauli exchange-type repulsions (PETR), and electrostatic model associated with the dipole-dipole interactions were in favor of the gauche-conformation of compound 1. Contrary to the conclusions published in the literature, there is no fact that justifies the anti-conformation preference in compound 1. Accordingly, we concluded that there are two rotamers (i.e., gauche- and anti-conformations) with literally the same populations for compound 1. The unimolecular retro-ene decomposition reactions of compounds 1–3 were more feasible than their corresponding cyanate → isocyanate isomerization reactions. The Pauli exchange-type repulsions have determining impacts on the retro-ene decomposition reactions of these compounds. The correlations between the activation Gibbs free energies and the advancements of the transition states (ΔG°) of the retro-ene decomposition reactions of compounds 1–3 according to the Hammond–Leffler postulate were also analyzed. Interestingly, the variations of the bond lengths in the transition state structures of the retro-ene decomposition reactions of compounds 1–3 were in accordance with the Hammond–Leffler postulate.

Introduction

Organyl cyanates and their thio- and seleno-analogs (as ambient functional groups) are widely used in the pharmaceutical industry, medicine, organic synthesis, etc. It is worth noting that the thiocyanate anion could be converted to the hypothiocyanite ion (OSCN⁻) in the human body, which is an antibiotic. The lactoperoxidase system is effective against staphylococci, Escherichia coli, and pseudomonads. It uses hydrogen peroxide to catalyze oxidation of the thiocyanate anion to the antibiotic to function in the airway lumen. The antileishmanial potential of selenocyanates has also been assayed and established.

Since cyanates and their thio- and seleno-analogs play important roles in human safety and organic syntheses, the exploration of effective factors on the structural and conformational behaviors of their organyl derivatives could be of interest to synthetic and theoretical chemists. Due to the instability of covalent (organyl) cyanates, there is little published information about their structures.

Sakaizumi and co-workers performed microwave spectroscopy to investigate the conformational behavior of ethyl cyanate (1) and, based on their results, the anti-conformation of compound 1 was found to be more stable than its gauche-conformation. They claimed that they could not calculate the energy difference between the anti- and gauche-conformations of ethyl cyanate due to the weakness of the lines from the
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gauche-conformation. In addition, due to the insufficient number of isotope substituents, no geometrical data could be derived.18

In 1998, Leszczynski and co-workers performed ab initio calculations at the MP2 level of theory with a triple-ζ basis set augmented with polarization and diffusion functions to investigate the structure and conformational stability of ethyl cyanate (1).19 In addition, they investigated the relative stabilities of the rotational conformers of compound 1 at the MP4 level using MP2 optimized reference geometries. Based on the results obtained, they pointed out that the anti-conformation of compound 1 was predicted to be slightly more stable (0.14 kcal mol\(^{-1}\)) than its gauche-conformation.19

In 2003, Pasinski and co-workers performed mid-infrared spectroscopy and quantum mechanical calculations to study the structure, conformation, and isomerization of gaseous ethyl cyanate (1)20 and their results indicated the presence of two conformations of ethyl cyanate in gas phase, the gauche- and the anti-conformations. Also, they mentioned that the anti-conformation of ethyl cyanate is more stable than its gauche-conformation by about 0.16 kcal mol\(^{-1}\) (as calculated at the CCSD(T)/6-311+G(2d,2p)//B3LYP/6-311+G(2d,2p) level of theory), which is similar to the result obtained by Leszczynski and co-workers.19 It is worth noting that Pasinski and co-workers20 mentioned that the conversion of ethyl thiocyanate to its isothiocyanate isomer in the gas phase could not be taken place via a unimolecular process at ambient temperature [B3LYP/6-311+G(2d,2p): \(\Delta G_{\text{eth}}\text{yl cyanate} \rightarrow \text{ethyl isothiocyanate} = 52.31\text{ kcal mol}^{-1}\), which is in the line with the results obtained by Faustov and co-workers23 for methyl cyanate [G2(MP2, SVP): \(\Delta G_{\text{methyl cyanate} \rightarrow \text{methyl isothiocyanate}} = 62.6\text{ kcal mol}^{-1}\)].

In addition to ethyl cyanate (1), the conformational behavior of ethyl thiocyanate (2) has been the subject of several infrared, Raman, and microwave investigations.22–27 In 1964, Hirschmann and co-workers performed infrared spectroscopy to study the conformational properties of the liquid and solid states of ethyl thiocyanate (2) and they concluded that the molecule exists in the gauche- and anti-conformations.23 They calculated an enthalpy difference of 0.49 ± 0.03 kcal mol\(^{-1}\) between the more stable anti- and higher energy gauche-conformations.

Contrary to the conclusion obtained by Hirschmann and co-workers concerning the anti-conformation preference in ethyl thiocyanate (2), the microwave spectrum analysis of this compound (by Bjørseth and Marstokk) revealed only one rotational isomer (the gauche-conformation).24 The discrepancy between the results of the vibrational spectroscopy25 and the microwave investigations of ethyl thiocyanate (2)22 prompted Ellestad and Yorginski to reevaluate the vibrational spectrum of this compound and their results showed only the gauche-conformation.24

In 1984, Durig and co-workers reanalyzed the vibrational spectrum of gaseous and solid ethyl thiocyanate (2) and also the Raman spectra of its liquid and solid sates.23 From the variable-temperature Raman study of the liquid state of ethyl thiocyanate (2), they concluded that the gauche-conformation of ethyl thiocyanate (2) is more stable than its anti-conformation (an enthalpy difference of 1.68 ± 0.07 kcal mol\(^{-1}\)).23 In 1986, Braathen and Gatial analyzed the infrared spectrum of ethyl thiocyanate (2) isolated in argon and nitrogen matrices at 12 K and they found that the gauche-conformation was about 1.0 ± 0.07 kcal mol\(^{-1}\) more stable than its anti-conformation.26

To the best of our knowledge, there is only one report published outlining the rotational spectral data from the structural parameters of ethyl selenocyanate (3).37 Evaluations of the experimental data published about the conformational properties of ethyl cyanate (1), ethyl thiocyanate (2), and ethyl selenocyanate (3) imply an anti-conformation preference in compound 1 and the gauche-conformation preference in compounds 2 and 3, but there is no published information about the origin of the conformational behaviors of compounds 1–3.

The purpose of the present study was to explore the roles and contributions of the effective factors on the conformational behaviors of compounds 1–3 and also their retro-ene decomposition reactions, which take place earlier than their corresponding cyanate → isocyanate isomerization reactions.39,40 In this work, we examined the role and contributions of the generalized manifestation of the anomeric effect,28–44 the steric exchanges [total steric exchange energies, TSEE, which is considered to represent the Pauli exchange-type repulsions between filled orbitals (or the quasi-classical “Lennard-Jones repulsion”) between hard-shell sphere atoms],49–53 the electrostatic model associated with the dipole–dipole interactions, and also the attractive electrostatic interactions between two adjacent atoms on the conformational preferences and unimolecular retro-ene decomposition reactions of compounds 1–3. Importantly, the potential energy surfaces of the retro-ene decomposition reactions of compounds 1–3 in accordance with the Hammond–Leffler postulate were analyzed and the correlations between the early and late transition state structures, the advancements of the transition states (the average bond orders values, \(\bar{B}_{\text{av}}\)), and the steric effects associated with the Pauli exchange-type repulsions were explored.

In order to explore the contributions of the hyperconjugative interactions on the anomeric relationships in compounds 1–3, we deleted the LPP; \(X_1 \rightarrow \sigma_{\text{C}_1 \text{H}_1}^{*}\), LPP; \(X_2 \rightarrow \sigma_{\text{C}_2 \text{H}_2}^{*}\), LPP; \(X_3 \rightarrow \sigma_{\text{C}_3 \text{H}_3}^{*}\), LPP; \(X_4 \rightarrow \sigma_{\text{C}_4 \text{H}_4}^{*}\), LPP; \(X_1 \rightarrow \sigma_{\text{C}_1 \text{N}_1}^{*}\), \(\sigma_{\text{C}_1 \text{H}_1}^{*}\), \(\sigma_{\text{C}_1 \text{H}_2}^{*}\), \(\sigma_{\text{C}_1 \text{H}_3}^{*}\), \(\sigma_{\text{C}_1 \text{H}_4}^{*}\), \(\sigma_{\text{C}_1 \text{N}_1}^{*}\), \(\text{C}_2 \text{H}_2\), \(\text{C}_2 \text{H}_3\), \(\text{C}_2 \text{H}_4\), \(\text{C}_3 \text{H}_3\), \(\text{C}_3 \text{H}_4\), \(\text{C}_3 \text{N}_1\), \(\text{C}_4 \text{H}_4\), \(\text{C}_4 \text{N}_1\), \(\text{C}_4 \text{H}_4\), \(\text{C}_4 \text{N}_1\), \(\text{C}_4 \text{H}_4\), \(\text{C}_4 \text{N}_1\), and \(\sigma_{\text{C}_3 \text{H}_3}^{*}\) hyperconjugative interactions [which are changed by the rotations around the X–CH2 bonds, where \(X = \text{O} (1), \text{S} (2), \text{Se} (3)\)] from the Fock matrices of the gauche- and anti-conformations. Then, by rediagonalization and comparison of the current Fock matrices with their original forms (Scheme 1), we evaluated the contributions of the hyperconjugation interactions mentioned above on the anomeric relationships in compounds 1–3. It is worth noting that the procedure mentioned above is an efficient approach and can be performed to evaluate the role and contributions of some specific hyperconjugative interactions on the conformational properties of chemical compounds.28,29,47

**Computational details**

The modified version of Gaussian-2 (G2), which uses second-order Moller–Plesset perturbation theory (MP2)
calculations\textsuperscript{54-56} instead of MP4 for the basis set extension corrections, and also the MP2 method with the 6-311++G** basis set\textsuperscript{57-65} on all atoms (MP2/6-311++G**) were performed to optimize the structural parameters of the gauche- and anti-conformations and the transition state structures of the unimolecular retro-ene decomposition and cyanate → isocyanate isomerization reactions of compounds 1–3 and also to calculate their corresponding electronic energies and thermodynamic functions together with the GAMESS US package of programs.\textsuperscript{66,67}

The natural bond orbital (NBO) interpretation was performed to examine quantitatively the impacts of the plausible hyperconjugative interactions and the Pauli exchange-type repulsions on the conformational and structural properties and also the potential energy surfaces of the retro-ene decomposition of compounds 1–3. In addition, the bonding and antibonding orbital occupancies and energies, the total natural resonance theory (NRT) bond orders (natural bond orders, nbo) of the gauche- and anti-conformations, and also the transition state structures of the retro-ene decomposition reactions of compounds 1–3 were analyzed by means of natural bond orbital interpretation with the NBO 5.6 program.\textsuperscript{68}

The stabilization energies (second-order perturbative estimations of donor–acceptor electronic interactions) in the NBO basis are inversely proportional to the energy differences between the donor (\textit{i}) and acceptor (\textit{j}) orbitals, $\Delta\epsilon_{\text{ij}}$, and directly proportional to the magnitudes of the orbital overlap integrals ($S_{\text{ij}}$):\textsuperscript{69-71}

\textbf{Stabilization or resonance energy} $\propto (S_{\text{ij}}^2/\Delta\epsilon_{\text{ij}})$

Accordingly, the stabilization or resonance energy (second-order perturbational energies, $E_z$) associated with $i \rightarrow j$ electron delocalization can be explicitly estimated by the following equation:

$$E_z = q_j \cdot \frac{F_{0\text{ij}}^2}{\epsilon_j - \epsilon_i} \quad (1)$$

where $q_j$ is the \textit{j}th donor orbital occupancy, $\epsilon_i$ and $\epsilon_j$ are the orbital energies (diagonal elements), and $F_{0\text{ij}}$ is the off-diagonal natural bond orbital Fock matrix element. Note that the substantial desirable orbital overlapping can be reached by adjusting the corresponding off-diagonal terms when going from one compound to the next.\textsuperscript{72,73}

The impacts of the hyperconjugative interactions (which change with the rotation around the $C_4$-$X_3$ bonds: $LP_{C_4}X_3 \rightarrow \sigma^*_{C_4-C_1}$, $LP_{C_4}X_3 \rightarrow \sigma^*_{C_4-C_5}$, $LP_{C_4}X_3 \rightarrow \sigma^*_{C_4-H_4}$, $LP_{C_4}X_3 \rightarrow \sigma^*_{C_4-H_5}$, $\sigma_{C_4-C_1}$, $\sigma_{C_4-C_5}$, $\sigma_{C_4-H_4}$, $\sigma_{C_4-H_5}$, $\sigma_{C_4-X_3}$, $\sigma_{C_4-X_3}$) on the conformational behaviors of compounds 1–3 were assessed by deletions of these electron delocalizations from the Fock matrices of their gauche- and anti-conformations (Fig. 1 and 2). It is worth noting that the natural bond orbital interpretation is a capable and sufficient theoretical approach to assess quantitatively the impacts of the hyperconjugative interactions associated with the electron delocalizations, the electrostatic interactions, and the steric effects on the dynamic behaviors and reactivity of chemical compounds.\textsuperscript{74}

\textbf{Results and discussion}

1. Conformational preference and retro-ene decomposition reactions in compounds 1–3

The MP2/6-311++G** and G3MP2 calculated zero-point energies (ZPE), corrected zero-point energies ($E_0 = E_{el} + ZPE$), enthalpy, entropy, Gibbs free energy, and their differences (\textit{i.e.}, $\Delta$ZPE, $\Delta E_{el}$, $\Delta H$, $\Delta S$ and $\Delta G$) for the gauche- and anti-conformations of compounds 1–3 and also their corresponding retro-ene decomposition reactions are summarized in Table 1 and ESI-1.\textsuperscript{†} According to the results of this work and the previously published data, there is no significant difference between the energies of the gauche- and anti-conformations of compound 1. Since the energy difference between the gauche- and anti-conformations of compound 1 is negligible; we may expect the presence of two rotamers (\textit{i.e.}, gauche- and anti-conformations) at ambient temperature with literally the same populations for compound 1. In order to justify this claim, we examined the contributions of the stabilization energies associated with the hyperconjugative interactions, the electrostatic model associated with the dipole–dipole interactions, and the steric effects on the conformational behaviors of compound 1. Surprisingly, the factors mentioned above were in favor of the gauche-conformation of compound 1, contradicting the preference of the anti-conformation of compound 1 compared to its gauche-conformation. Therefore, the conclusion published in the literature concerning the anti-conformation preference in compound 1 could be questioned.\textsuperscript{18}

The MP2/6-311++G** results showed that the gauche-conformation preference increases significantly from compound 1 to...
compound 2, while it increases only slightly from compound 2 to
compound 3. Seemingly, compared with the experimental data
published about the conformational preferences in compounds 2
and 3,22–27 the MP2/6-311++G** method gives more reliable
results concerning their conformational preferences than the
results obtained at the G3(MP2) level (Table 1).

The results of this work (Fig. 1) and the previously published
data indicate that the alkyl cyanate → alkyl isocyanate unimol-
ecular isomerization reactions could not take place at
ambient temperature.20,21 In this work, we examined the
potential energy surfaces of the cyanate → isocyanate unimol-
ecular isomerization reactions of compounds 1–3 (Fig. 1) and

Fig. 1 MP2/6-311++G** calculated comparative potential energy profiles of the unimolecular isomerization and retro-ene decomposition reactions of compounds 1–3. ΔG and ΔG‡ values are in kcal mol⁻¹.

Fig. 2 MP2/6-311++G** calculated comparative potential energy profiles of the retro-ene decomposition reactions of compounds 1–3 in accordance with the Hammond–Leffler postulate. ΔG, ΔG‡, and ΔTSEE‡ values are in kcal mol⁻¹. Δμ‡ values are in Debye.
also their corresponding retro-ene decomposition reactions (Fig. 2) at the MP2/6-311++G** level of theory. Based on our findings and also the published theoretical data in the literature,20,21 we found that the retro-ene decomposition reactions of compounds 1–3 proceed through pathways with lower activation barriers (with more stable transition states) and produce less stable products compared to their corresponding cyanate → isocyanate unimolecular isomerization reactions. Accordingly, the retro-ene decomposition reactions of compounds 1–3 could be kinetically controlled at lower temperatures. At higher temperatures, the cyanate → isocyanate unimolecular isomerization reactions of compounds 1–3 may proceed through pathways with greater activation barriers (with less stable transition states) and the major products are the thermodynamically more stable systems.

Fig. 1 shows that the barrier heights of the unimolecular cyanate → isocyanate unimolecular isomerization reactions increase significantly from compound 1 to compound 2, but decrease from compound 2 to compound 3. It is worth noting that the unimolecular cyanate → isocyanate unimolecular isomerization reaction of compound 1 is evidently endothermic, but the corresponding endothermicity decreases drastically from compound 1 to compound 2, while it does not change significantly from compound 2 to compound 3.

The MP2/6-311++G** results showed that the retro-ene decomposition reaction barrier height increases drastically from compound 1 to compound 2, but it does not change significantly going from compound 2 to compound 3 (Fig. 2). It is worth noting that the retro-ene decomposition reactions of compound 1 is exothermic. On the contrary, the retro-ene decomposition reactions of compounds 2 and 3 are endothermic and the endothermicity increases from compound 2 to compound 3 (Table 1 and ESI-1†).

Table 1. MP2/6-311++G**(a) and G3MP2(b) calculated zero-point energies (ZPE, in Hartree), relative ZPE (∆ZPE in kcalmol−1), corrected electronic energies (Ee, in Hartree), ∆S0, thermodynamic parameters [ΔH0, ∆G0 (in kcal mol−1)] and ∆S (in cal mol−1 K−1) at 25°C and 1 atm pressure for the gauche- and anti-conformations of compounds 1–3.

| Geometry   | MP2/6-311++G** | G3MP2 |
|------------|---------------|-------|
|            | ∆ZPE | ∆Ee  | ∆H  | ∆S  | ∆G  | ∆ZPE | ∆Ee  | ∆H  | ∆S  | ∆G  |
| 1-gauche   | 0.00  | 0.00  | 0.00 | 0.00 | 0.00 | 0.00  | 0.00  | 0.00 | 0.00 | 0.00 |
| 1-anti     | −0.14 | 0.09  | 0.20 | 1.92 | −0.15| 0.07  | 0.05  | 0.12 | 0.37 | 0.01 |
| 1-TS       | −4.017 | 31.21 | 30.79 | −3.373 | 31.80 | −4.733 | 31.27 | 31.10 | −1.951 | 31.68 |
| 2-gauche   | 0.08  | 1.12  | 1.25 | 1.871 | 0.69  | 0.02  | 0.00  | 0.00 | 0.00 | 0.00 |
| 2-anti     | 0.00  | 1.12  | (1.86) | 1.25 | (1.02) | 0.00  | 0.86  | 0.93  | 0.672 | 0.73 |
| 2-TS       | −4.145 | 39.86 | 39.39 | −3.829 | 40.53 | −4.580 | 40.38 | 40.40 | −1.307 | 40.79 |
| 3-gauche   | 0.07  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00 | 0.00 | 0.00 |
| 3-anti     | 0.00  | 1.19  | (1.07) | 1.30 | (1.36) | 0.00  | 0.90  | 0.96  | 0.787 | 0.72 |
| 3-TS       | −4.046 | 39.58 | 39.09 | −4.064 | 40.29 | −4.474 | 40.99 | 40.82 | −1.310 | 41.21 |

(a) From MP2, ref. 19. (b) From MP4, ref. 19. (c) From CCSD(T)/6-311+G(2d,2p)//QCISD/6-311+G(d,p), ref. 20. (d) From infrared spectroscopy, ref. 26.

2. Assessing the impacts of the hyperconjugative interactions on the conformational preferences and retro-ene decomposition reactions of compounds 1–3

The contributions of the generalized anomic effects associated with the hyperconjugative interactions (HCGAE) on the conformational preferences in compounds 1–3 were analyzed and the corresponding results are given in Table 2. The NBO-MP2/6-311++G** analysis showed that the LPX3 → ωC1–C0[X = O (1), S (2), Se (3)] and σC1–H1 → σC1–C0 electron delocalizations have the greatest impact on the magnitudes of the total hyperconjugative anomic effects (HCAEtotal) of compounds 1–3. Seemingly, the HCAEtotal values in compounds 1–3 are controlled by the LPX3 → σC1–C0 and σC1–H1 → σC1–C0 electron delocalizations. Based on the results obtained, the HCGAEtotal (HCGAEanti − HCGAEGauche) values associated with the LPX3 → σC1–C0, LPX3 → σC1–C0, LPX3 → σC1–H1, LPX3 → σC1–H1, σC1–C0 → σX1–C0, σC1–H1 → σX1–C0, σX1–C0, σX1–C0 → σC1–H1, σX1–C0 → σC1–H1, σX1–C0 → σC1–H1, and σC1–H1 → σX1–C0 hyperconjugative interactions are in favor of the gauche-conformations of compounds 1–3 compared with their corresponding anti-conformations. It is worth noting that the HCGAEtotal values decrease slightly from compound 1 to compound 3, revealing that the generalized anomic effects associated with the hyperconjugative interactions are in favor of the gauche-conformations in compounds 1–3 but are not solely responsible for the variations of the gauche-conformations stabilities compared with their corresponding anti-conformations going from compound 1 to compound 3.
Therefore, the roles and contributions of other factors (e.g., the electrostatic model and steric effects) should be accounted for (Table 2).

| Hyperconjugative interactions                      | 1 | 2 | 3 |
|---------------------------------------------------|---|---|---|
| HCGAE(C4-X1 strengthening)                        |   |   |   |
| LP1X3 → σc4-c1                                    | 0.79 | - | 0.91 | - | 0.68 | - |
| LP2X3 → σc4-c1                                    | 4.50 | 1.00 | 4.01 | - | 3.13 | - |
| LP3X3 → σc4-h1                                    | 5.08 | 5.45 | 5.31 | 5.24 | 4.05 | 3.92 |
| LP2X3 → σc4-h1                                    | 2.94 | 5.45 | 0.86 | 5.24 | 0.00 | 3.92 |
| σc4-h1 → σn4-c1                                   | 0.00 | 2.48 | 0.00 | 0.75 | 0.00 | 0.52 |
| σn4-c1 → σn4-c1                                   | 3.64 | - | 1.86 | - | 1.54 | - |
| ∑HCGAE(C4-X1 strengthening)                       | 16.95 | 14.38 | 12.95 | 11.23 | 9.4 | 8.36 |

| HCGAE(C4-X1 weakening)                            |   |   |   |
| σn4-c1 → σn4-c1                                   | 2.84 | 2.49 | 3.06 | 3.12 | 2.43 | 2.45 |
| σn4-c1 → σn4-c1                                   | 12.34 | 12.75 | 7.59 | 7.55 | 6.76 | 6.63 |
| σc4-h1 → σn4-c1                                   | 6.50 | 5.66 | 6.71 | 5.39 | 7.24 | 5.95 |
| ∑HCGAE(C4-X1 weakening)                           | 21.68 | 20.9 | 17.36 | 16.06 | 16.43 | 15.03 |
| HCGAEtotal                                        | 38.63 | 35.28 | 30.31 | 27.29 | 25.83 | 23.39 |
| Fff                                               | -3.35 | -3.02 | -2.44 |   |   |   |
| LP2X3 → σc4-c1                                    | 0.066 | 0.035 | 0.058 | - | 0.051 | - |
| σn4-c1 → πn4-c1                                   | 0.121 | 0.122 | 0.079 | 0.079 | 0.073 | 0.072 |

3. Orbital amplitudes (electron densities) associated with the hyperconjugative interactions

The impacts of the hyperconjugative generalized anemic effect (HCGAE) on the retro-ene decomposition reactions barrier heights of compounds 1–3 were investigated. Seemingly, the LP2X3 → σc4-c1 and σc4-c1 → πn4-c1 electron delocalizations have the greatest impact on the easiness of the breaking of the X3-C4 bonds, thus we analyzed their corresponding donor-acceptor orbital amplitude profiles (or electron densities) (Fig. 3 and 4). Fig. 3 shows that the mixing of the lobes of the donor LP2X3 nonbonding and acceptor σc4-c1 antibonding orbitals decrease from the gauche-conformations of compound 1 to compound 3, revealing that the variations of the off-diagonal elements control the variations of the mixing of the doubly occupied orbitals of LP2M3 [X = O (1), S (2), Se (3)] with the adjacent unoccupied orbitals of the CH2=CH2 bonds (LP2M3 + σc4-h1 → σn4-c1). A same trend was observed for mixing of the lobes of the donor σc4-c1 bonding and acceptor πn4-c1 antibonding orbitals, which is in accordance with the Mulliken (or Wolfberg–Helmholtz) approximation. Based on the Mulliken (or Wolfberg–Helmholtz) approximation, the desirable orbital overlapping between the donor and acceptor orbitals are reachable by substantial adjustments of their off-diagonal terms.

4. HCGAEtotal decomposition into the X3-C4 bonds

strengthening and weakening components

It is worth noting that HCGAEtotal could be decomposed into two components: the first component has an impact on the
Table 3 HF/6-311++G**/MP2/6-311++G** calculated total SCF energies, energies of deletions associated with the deletion of LP\textsubscript{p}X\textsubscript{3} → σ\textsuperscript{*}\textsubscript{C\textsubscript{1}−C\textsubscript{2}}, LP\textsubscript{p}X\textsubscript{3} → σ\textsuperscript{*}\textsubscript{C\textsubscript{1}−C\textsubscript{3}}, LP\textsubscript{p}X\textsubscript{3} → σ\textsuperscript{*}\textsubscript{C\textsubscript{1}−H\textsubscript{1}}, LP\textsubscript{p}X\textsubscript{3} → σ\textsuperscript{*}\textsubscript{X\textsubscript{3}−C\textsubscript{3}}, σ\textsubscript{C\textsubscript{4}−H\textsubscript{3}−σ\textsubscript{C\textsubscript{4}−H\textsubscript{4}} and σ\textsubscript{C\textsubscript{1}−H\textsubscript{1}} → σ\textsuperscript{*}\textsubscript{X\textsubscript{3}−C\textsubscript{4}} electron delocalizations and their corresponding energy changes (in a.u.) in the gauche- and anti- conformations of compounds 1–3.

| Geometries | Gauche | Anti |
|------------|--------|------|
| Total SCF energies | −245.8535160 | −245.854611210 |
| Energies of deletions | −245.801561 | −245.807529571 |
| Energy changes (EC) | 0.051953(32.60)\textsuperscript{a} | 0.047082(29.54)\textsuperscript{a} |
| Δ(E\textsubscript{Gauche}−E\textsubscript{Anti}) | 3.06\textsuperscript{a} | 2.88\textsuperscript{a} |

\textsuperscript{a} Values are in kcal mol\textsuperscript{−1}.

Fig. 3 Calculated profiles of the orbital amplitudes (electron densities) for the LP\textsubscript{p}X\textsubscript{3} → σ\textsuperscript{*}\textsubscript{C\textsubscript{1}−C\textsubscript{2}} \{X = O (1), S (2), Se (3)\} negative hyperconjugative interactions that shorten the X\textsubscript{3}−C\textsubscript{4} bonds in the gauche-conformations of compounds 1–3. \(E_2\) values are in kcal mol\textsuperscript{−1}.

Fig. 4 Calculated profiles of the orbital amplitudes (electron densities) for the σ\textsubscript{X\textsubscript{3}−C\textsubscript{1}} → π\textsuperscript{*}\textsubscript{C\textsubscript{2}−N\textsubscript{1}} \{X = O (1), S (2), Se (3)\} hyperconjugative interactions that lengthen the X\textsubscript{3}−C\textsubscript{4} bonds in the gauche-conformations of compounds 1–3. \(E_2\) values are in kcal mol\textsuperscript{−1}.

decrease of the X\textsubscript{3}−C\textsubscript{4} bond orders [HCGAE(X\textsubscript{3}−C\textsubscript{4} strengthening)], while the second one has an opposite impact [HCGAE(X\textsubscript{3}−C\textsubscript{4} weakening)] (see Table 2). The calculated HCGAE(X\textsubscript{3}−C\textsubscript{4} strengthening) values associated with the LP\textsubscript{1}X\textsubscript{1} → σ\textsubscript{C\textsubscript{1}−C\textsubscript{1}}, LP\textsubscript{1}X\textsubscript{1} → σ\textsubscript{C\textsubscript{1}−C\textsubscript{2}}, LP\textsubscript{1}X\textsubscript{1} → σ\textsubscript{C\textsubscript{1}−H\textsubscript{1}}, LP\textsubscript{1}X\textsubscript{1} → σ\textsubscript{C\textsubscript{1}−H\textsubscript{2}}, σ\textsubscript{C\textsubscript{1}−H\textsubscript{3}−σ\textsubscript{C\textsubscript{1}−H\textsubscript{4}} and σ\textsubscript{C\textsubscript{1}−H\textsubscript{1}} → σ\textsuperscript{*}\textsubscript{X\textsubscript{3}−C\textsubscript{4}} electron delocalizations and the HCGAE(X\textsubscript{3}−C\textsubscript{4} weakening) values associated with the σ\textsubscript{X\textsubscript{3}−C\textsubscript{1}} → σ\textsubscript{C\textsubscript{1}−N\textsubscript{1}}, σ\textsubscript{X\textsubscript{3}−C\textsubscript{2}} → π\textsuperscript{*}\textsubscript{C\textsubscript{2}−N\textsubscript{1}} and σ\textsubscript{C\textsubscript{1}−H\textsubscript{1}} → σ\textsuperscript{*}\textsubscript{X\textsubscript{3}−C\textsubscript{4}} hyperconjugative interactions decrease from compound 1 to compound 3, while their differences (Δ[HCGAE(X\textsubscript{3}−C\textsubscript{4} weakening) − HCGAE(X\textsubscript{3}−C\textsubscript{4} strengthening)]) increase significantly from compound 1 to compound 2, but decrease slightly from compound 2 to compound 3. Surprisingly, the variations of the Δ[HCGAE(X\textsubscript{3}−C\textsubscript{4} weakening) − HCGAE(X\textsubscript{3}−C\textsubscript{4} strengthening)] parameters justifies the variations of the retro-ene decomposition reactions barrier heights going from compound 1 to compound 3 (Table 2 and Fig. 2).
5. Retro-ene decomposition reactions of compounds 1–3 in connection with the Hammond–Leffler postulate

The MP2/6-311++G** results showed that the retro-ene decomposition reaction of compound 1 is exothermic and its transition state structure more closely resembles the gauche-conformation (with an early transition state). On the contrary, the retro-ene decomposition reactions of compounds 2 and 3 are endothermic and their transition state structures more closely resemble their corresponding products (with late transition states). In order to assess the validity of the Hammond–Leffler postulate for the retro-ene reactions of compounds 1–3, we examined the total natural resonance theory (NRT) bond orders of the transition state structures, and the products of the retro-ene reactions of compounds 1–3 (Table 4). The examinations of the bond orders of the transition state structures revealed that the bond orders of the retro-ene decomposition reaction of compound 1 more resemble the gauche-conformation (Fig. 5), which is in agreement with the Hammond–Leffler postulate. Interestingly, the bond orders of the six-membered cyclic transition state structures of the retro-ene decomposition reactions of compounds 2 and 3 are closer to their corresponding products.

Although the C–X (X = O, S, Se) bond dissociation energy decreases when going from C–O to C–Se bonds, the barrier heights of the decomposition and isomerization reactions of ethyl selenocyanate (3) are significantly greater than those in ethyl cyanate (1) and also are close to the corresponding values for ethyl thiocyanate (2). It is worth noting that six bonds (N1=C2, C2=C3, X3⋯C4, C4=C5, C5⋯H9, H9⋯N1) are involved in the transition state structures of the retro-ene decomposition reactions of compounds 1–3. The C5⋯H9 bond in the transition state structure of the retro-ene decomposition reaction of compound 1 has a significant covalent character, while there is no considerable bond order for the H9⋯N1 bonds. Importantly, the bond orders of the C5⋯H9 bonds decrease going from the transition state structures of compound 1 to compound 3, while the bond orders of the H9⋯N1 bonds increase inversely. Also, the bond orders of the C–C bonds in the transitions state structures increase significantly from the transition state structures of compound 1 to compound 3. It can thus be concluded that the variations of the barrier heights of the retro-ene decomposition reactions of compounds 1–3 could not be controlled only by the X3⋯C4 (X = O, S, Se) bonds and therefore the contributions of the other bonds involved in the retro-ene decomposition reactions and their corresponding angle strains should be considered.

It is worth noting that the variations of the bond orders of the transition state structures of the retro-ene reactions of compounds 1–3 are reflected in their structural parameters. Based on the results obtained at the MP2/6-311++G** level of theory, the C–C bond lengths and the H⋯N distances decrease going from the transition state structures of the retro-ene reactions of compound 1 to compound 3 (Fig. 6). As the C–C bond lengths and the H⋯N distances decrease, the C–H bond lengths increase inversely, leading to the formation of the late transition structures that resemble their corresponding products (Fig. 1 and 2). Accordingly, the variations of the bond lengths in the transition state structures of the retro-ene decomposition reactions of compounds 1–3 are in accordance with the Hammond–Leffler postulate (Table ESI-3†).

6. Exploring the impacts of the attractive electrostatic interactions between two adjacent atoms on the retro-ene decomposition reactions of compounds 1–3

In order to assess the impacts of the attractive electrostatic interactions on the retro-ene decomposition reactions of

| Table 4 | NBO-MP2/6-311++G** calculated total natural resonance theory (NRT) bond orders (natural bond orders, nbo), relative variation of the bond orders for every bond (∆B), average values of ∆B, (∆B)w for the ground states, transition states, and products of the decomposition reactions of compounds 1–3 [X = O (1), S (2), Se (3)] and also their corresponding asynchronicity (Asy) and synchronicity values |
|---|---|---|---|---|---|---|---|---|
| 1 | Gauche | TS | P | 2 | Gauche | TS | P | 3 | Gauche | TS | P |
| WBI | | | | | | | | | | | |
| N1⋯C2 | 2.9248 | 2.4089 | 2.0061 | 2.9301 | 2.3596 | 2.0929 | 2.9447 | 2.4249 | 2.1856 |
| C2⋯X3 | 1.0710 | 1.5524 | 1.9861 | 1.0652 | 1.5257 | 1.8968 | 1.0501 | 1.4746 | 1.7951 |
| X3⋯C4 | 0.9897 | 0.5908 | 0.0000 | 0.9966 | 0.3736 | 0.0000 | 0.9852 | 0.3230 | 0.0000 |
| C4⋯C5 | 1.0200 | 1.1547 | 2.0154 | 1.0234 | 1.4747 | 2.0154 | 1.0255 | 1.5254 | 2.0154 |
| C5⋯H9 | 0.9910 | 0.8173 | 0.0000 | 0.9908 | 0.4308 | 0.0000 | 0.9905 | 0.3839 | 0.0000 |
| N1⋯H9 | 0.0000 | 0.0335 | 0.9731 | 0.0000 | 0.3876 | 0.9662 | 0.0000 | 0.4481 | 0.9606 |
| ∆Bw | | | | | | | | | | | |
| ∆Bw,C2⋯C3 | 0.5614 | | | | 0.6814 | | | 0.6848 |
| ∆Bw,C3⋯X3 | 0.5261 | | | | 0.5538 | | | 0.5698 |
| ∆Bw,X3⋯C4 | 0.4031 | | | | 0.6229 | | | 0.6721 |
| ∆Bw,C4⋯C5 | 0.1353 | | | | 0.4549 | | | 0.5050 |
| ∆Bw,C5⋯H9 | 0.1753 | | | | 0.5652 | | | 0.6124 |
| ∆Bw,N1⋯H9 | 0.0365 | | | | 0.4012 | | | 0.4665 |
| ∆Bw,N1⋯C2 | 0.3063 | | | | 0.5466 | | | 0.5851 |
| Asy | 0.3733 | 0.0018 | 0.0736 |
| Sy | 0.6267 | 0.9816 | 0.9264 |
...compounds 1–3, we examined the natural atomic charges (NAC) of the X3 and C4 atoms (Scheme 1). The results obtained showed that the natural atomic charge of the O atom is negative, while the S and Se atoms possess positive charges.

Effectively, the calculated natural atomic charge differences between the X3 and C4 atoms in the gauche-conformations (ΔNAC(X3) – NAC(C4)) increase from compound 1 to compound 3 (Table 5). The smaller ΔNAC(X3) – NAC(C4) parameter in compound 1 compared to those in compounds 2 and 3 leads to an early transition state (smaller δBav value). The greater attractive electrostatic interactions between the two adjacent S3–C4 and Se3–C4 atoms in compounds 2 and 3, respectively, (greater ΔNAC(X3) – NAC(C4) parameters) lead to the relatively late transition states (greater δBav values) together with the increased overall synchronicity in the retro-ene decomposition reactions of compounds 2 and 3. This fact could also be rationalized by the smaller σS3–C4 → π*C≡N and σSe3–C4 → π*C≡N electron delocalizations in the gauche-conformations of compounds 2 and 3 compared with that in compound 1. Note that the greater σO3–C4 → π*C≡N electron delocalization in the gauche-conformation of compound 1 facilitates more O3–C4 bond breaking in the retro-ene decomposition reaction of compound 1 compared with the smaller σX3–C4 → π*C≡N electron delocalizations in compounds 2 and 3 (Table 2).

7. Assessing the synchronicities and advancements of the transition states (δBav) of the retro-ene decomposition reactions of compounds 1–3

To gain further insights into the nature and mechanisms of the retro-ene decomposition reactions of compounds 1–3 and the applicability of the Hammond–Leffler postulate in these reactions, we examined their synchronicity indices by calculating the bond orders [total natural resonance theory (NRT) bond orders (natural bond orders, nbo)] of the gauche, transition state, and product structures.75–78

The synchronous or asynchronous nature of the mechanisms of the retro-ene decomposition reactions of compounds...
1–3 were also considered by the synchronicity, $S_y$, as calculated from eqn (2):

$$S_y = 1 - AS_y$$

where $AS_y$ is the asynchronicity (eqn (3)):

$$AS_y = \left(1 - \frac{1}{2n-1}\right) \sum_{i=1}^{n} \left| \frac{\delta B_i - \delta B_{av}}{\delta B_{av}} \right|$$

where $n$ is the number of bonds involved in the reaction and $\delta B_i$ is the relative variation of the bond index for every bond (eqn (4)) involved in the transition state (TS) structure in a chemical reaction:

$$\delta B_i = \frac{B_{TS} - B_{R}}{B_{R} - B_i}$$

From the calculated $\delta B_i$ values, we can measure the degree of advancement of the transition state structures along the reaction paths. $\delta B_{av}$ is the average value (eqn (5)) and is defined as:

$$\delta B_{av} = \frac{1}{n} \sum_{i=1}^{n} \delta B_i$$

The calculated total natural resonance theory (NRT) bond orders (natural bond orders, nbo), $\delta B_i$, $\delta B_{av}$, $AS_y$, and $S_y$ values are given in Table 4. A low synchronicity was found for the retro-ene decomposition reaction of compound 1 compared with those in compound 2 and compound 3. This fact could be justified by the bond orders of the $C_5\cdots H_9\cdots N_1$ moiety in the transition state structure of compound 1 (Fig. 6). The examination of the bond orders of the $C_5\cdots H_9\cdots N_1$ moiety in the transition state structure of compound 1 revealed that the $C_5\cdots H_4$ bond had a significantly covalent character, while there was no considerable bond order for the $H_9\cdots N_1$ bond. This fact may lead to an early transition state structure. Contrary to compound 1, we found high synchronicity indices for the retro-ene decomposition reactions of compounds 2 and 3. Importantly, the decrease of the $C_5\cdots H_4$ bond orders and also the increase of the $H_9\cdots N_1$ bond orders in the $C_5\cdots H_9\cdots N_1$ moieties of the transition state structures of compounds 2 and 3 compared with that in compound 1 led to their greater synchronicity indices. Despite the low synchronicity found for the retro-ene decomposition reaction of compound 1, the intrinsic reaction coordinate (IRC) analysis asserted the one-step nature of this reaction.

8. Pauli exchange-type repulsions

Natural steric analysis, which states that steric exchange repulsion is the energy difference due to orbital orthogonalization, can be used to express the well-established physical picture of steric repulsions. All occupied orbitals effects are included in the Pauli exchange-type repulsion (or steric exchange energy) and therefore it typically contains contributions from covalent (intra-bond) groups.

NBO-MP2/6-311++G** analysis was used to calculate the steric repulsion contributions in the anti- and gauche-conformations and also in the transition state structures of the retro-ene reactions of 1–3. Based on the results obtained, Pauli exchange-type repulsion of the anti-conformation of compound 1 was found to be greater than that in its gauche-conformation, thus favoring the gauche-conformation. Contrary to the trend observed for compound 1, the exchange components of the gauche-conformations of compounds 2 and 3 were greater than those in their anti-conformations, thus favoring their corresponding anti-conformations. Accordingly, the exchange component tends to increase the anti-conformation preference compared to its gauche-conformation when going from compound 1 to compound 3. Based on the results obtained, the

| Compound | Geometry | 1 | 2 | 3 |
|----------|----------|---|---|---|
|           | Gauche   | Anti | TS | Gauche | Anti | TS | Gauche | Anti | TS |
| $\mu$    |          |      |    |        |      |    |        |      |    |
| 5.05     | 5.24     | 4.63 | 4.52 | 4.84 | 3.51 | 4.71 | 5.06 | 3.56 |
| ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) | ($\delta B$) |
| 0.07274  | 0.07204  | 0.07204 | 0.07204 | 0.07204 | 0.07204 | 0.07204 | 0.07204 | 0.07204 |
| 0.36510  | 0.36510  | 0.36510 | 0.36510 | 0.36510 | 0.36510 | 0.36510 | 0.36510 | 0.36510 |
| $\Delta(\mu_{\text{Anti}} - \mu_{\text{Gauche}})$ | $\Delta(\mu_{\text{TS}} - \mu_{\text{Gauche}})$ | $\Delta(\mu_{\text{TS}} - \mu_{\text{Gauche}})$ | $\Delta(\mu_{\text{TS}} - \mu_{\text{Gauche}})$ | $\Delta(\mu_{\text{TS}} - \mu_{\text{Gauche}})$ |
| 0.19     | 0.32     | -0.42 | 1.01 | -1.01 | -1.15 | -1.15 | -1.15 | -1.15 |
| TSEE     | 132.76   | 135.71 | 157.01 | 123.91 | 121.86 | 133.21 | 126.79 | 188.85 |
| $\Delta$(TSEE$_{\text{Anti}}$ - TSEE$_{\text{Gauche}}$) | $\Delta$(TSEE$_{\text{TS}}$ - TSEE$_{\text{Gauche}}$) | $\Delta$(TSEE$_{\text{TS}}$ - TSEE$_{\text{Gauche}}$) | $\Delta$(TSEE$_{\text{TS}}$ - TSEE$_{\text{Gauche}}$) | $\Delta$(TSEE$_{\text{TS}}$ - TSEE$_{\text{Gauche}}$) |
| 2.95     | 24.25    | -2.05 | 59.91 | -6.42 | 55.64 | 55.64 | 55.64 | 55.64 |

NAC

$X_1$ | $X_1$ | $X_1$ | $X_1$ | $X_1$ | $X_1$ |
|------|------|------|------|------|------|
| $-0.60116$ | $-0.60663$ | $0.28657$ | $0.28134$ | $0.40735$ | $0.40180$ |
| $C_1$ | $C_1$ | $C_1$ | $C_1$ | $C_1$ | $C_1$ |
| $0.07274$ | $0.07204$ | $-0.43066$ | $-0.42671$ | $-0.48241$ | $-0.47864$ |
| $N_1$ | $N_1$ | $N_1$ | $N_1$ | $N_1$ | $N_1$ |
| $-0.49298$ | $-0.48980$ | $-0.36828$ | $-0.36510$ | $-0.37473$ | $-0.37081$ |
| $\Delta NAC(\text{X}) - NAC(\text{C})$ | $\Delta NAC(\text{X}) - NAC(\text{C})$ | $\Delta NAC(\text{X}) - NAC(\text{C})$ | $\Delta NAC(\text{X}) - NAC(\text{C})$ | $\Delta NAC(\text{X}) - NAC(\text{C})$ |
| $0.67390$ | $0.67867$ | $0.71723$ | $0.70805$ | $0.88976$ | $0.88044$ |

$^a$ From rotational spectrum, ref. 18. $^b$ From microwave spectrum, ref. 23. $^c$ From microwave spectrum, ref. 27. $^d$ From B3LYP/6-311+G(2d,2p), ref. 20. $^e$ From QCISD(full)/6-311+G(d,p), ref. 20.
calculated total steric exchange energy differences between the anti- and gauche-conformations $[\Delta[TSEE\text{-anti} - TSEE\text{-gauche}]]$ decrease going from compound 1 to compound 3. Accordingly, the conformational preferences for the exchange component does not justify solely the conformational preferences in compounds 1–3 (Table 5).

It is worth noting that the Pauli exchange component values of the transition state structures of the retro-ene decomposition reactions of compounds 1–3 are greater than those in their corresponding anti- and gauche-conformations. Most importantly, the calculated total exchange energy differences between the transition state structures of the retro-ene decomposition reactions of compounds 1–3 correlate well with their corresponding Gibbs free energy differences, revealing that the variations of the exchange component have a significant impact on the barrier heights of these reactions (Fig. 2).

9. Impact of the electrostatic model associated with the dipole–dipole interactions on the conformational preferences and the retro-ene decomposition reactions of compounds 1–3

In the conformations or configurations of a molecule with larger dipole moments ($\mu$), a larger polarizability may result from the local dipole moments repulsive interactions, therefore, it is acceptable that a conformation or configuration of a molecule with the largest resultant dipole moment (in the gas phase or in the nonpolar media)\textsuperscript{35} may possess the largest electrostatic energy compared to its structural isomers with smaller dipole moments.

The calculated dipole moments for the gauche- and anti-conformations of compounds 1–3 and the transition state structures of their corresponding retro-ene decomposition reactions are given in Table 5. Based on the results obtained, the dipole moments of the gauche-conformations of compounds 1–3 are smaller than those in their corresponding anti-conformations, revealing that the electrostatic model associated with the dipole–dipole interaction is in favor of the gauche-conformations of compounds 1–3. It is worth noting that the electrostatic model associated with the dipole–dipole interactions, the Pauli exchange-type repulsions, and the hyperconjugative interactions are in favor of the gauche-conformation of compound 1. Since the results of this work and previously published data\textsuperscript{19,20} indicate that there is a small energy difference between the gauche- and anti-conformations of compound 1, we suggest a re-evaluation of the conformational properties of compound 1 by spectroscopic techniques (e.g., gas electron diffraction or microwave spectroscopy).

Importantly, the transition state structures of the retro-ene decomposition reactions of compounds 1–3 possess smaller dipole moments compared to their corresponding gauche-conformations. Based on the calculated dipole moments for the transition state and the gauche-conformations, the $\Delta[\mu(TS) - \mu(gauche)]$ parameters for compounds 1–3 possess negative values and slightly increase from compound 1 to compound 3, revealing that the rationalization of the retro-ene decomposition reactions solely in terms of the electrostatic model associated with the dipole–dipole interaction fails to fully account for compounds 1–3. This fact contradicts the conclusions proposed by some researchers who claimed that “the isomer with larger molecular dipole moment is the less stable one”.\textsuperscript{35}

10. Kinetic parameters of the retro-ene decomposition reactions of compounds 1–3

The kinetic parameters of the retro-ene decomposition reactions of compounds 1–3 were estimated using the classical transition state theory (TST).\textsuperscript{79,80} The Eyring–Polanyi equation was used to estimate the temperature-dependent rate constant $[k(T)]$ of the retro-ene decomposition reactions of compounds 1–3 (eqn (6)):

$$k(T) = \frac{k_B T}{h} e^{-\frac{\Delta G^\ddagger (T)}{RT}}$$

where $k_B$, $R$, and $h$ are the Boltzmann constant, the universal gas constant, and the Planck constant, respectively, and the transmission coefficient was assumed to be equal to unity. The temperature-dependent rate constants $[k(T)]$ of the retro-ene decomposition reactions of compounds 1–3 were estimated at different temperatures (300, 400, 500, and 600 K). The MP2/6-311++G** results showed that the temperature-dependent rate constant $[k(T)]$ of the retro-ene decomposition reaction of compound 1 was greater ($10^6$ times) than that of compounds 2 and 3 (Table ESI-4†). The results obtained showed that the rate constants of the retro-ene decomposition reactions of compounds 1–3 increase drastically with the increase in the temperature. The constants of the retro-ene decomposition reactions of compounds 1–3 at 600 K are much greater than those at ambient temperature. In accordance with the TST, the activation energy ($E_a$) and the Arrhenius $A$ factor were calculated by the following equations, respectively (eqn (7) and (8)):

$$E_a = \Delta H^\ddagger (T) + RT$$

$$A = \frac{e^{k_B T}}{h} e^{-\frac{\Delta G^\ddagger (T)}{RT}}$$

The activation energy ($E_a$) for the retro-ene decomposition reactions increases drastically from compound 1 to compound 2, but does not change significantly going from compound 2 to compound 3 (Table 6). Interestingly, the results obtained showed that the calculated Arrhenius $A$ factors for the retro-ene decomposition reactions of compounds 1–3 are relatively the same and fall within the range $10^{11.5}$ to $10^{14.5}$ s$^{-1}$, which is acceptable for such unimolecular reactions.\textsuperscript{31}

The calculated entropies of activation ($\Delta S^\ddagger$) for the retro-ene decomposition reactions of compounds 1–3 were used in support of the reaction mechanisms occurring via a concerted six-membered cyclic transition state (Table 6). The calculated activation entropies ($\Delta S^\ddagger$) of the retro-ene decomposition of compounds 1–3 lie between $-7.00$ and $7.00$ cal mol$^{-1}$ K$^{-1}$, demonstrating that their calculated Arrhenius factors are normal. The $\Delta S^\ddagger$ value of the retro-ene decomposition reactions decrease when going from compound 1 to compound 3. By considering the calculated $\Delta S^\ddagger$ values of the retro-ene decomposition reactions of compounds 1–3, we can expect
their transition state structures to have significantly greater rigidity than their corresponding initial states. Accordingly, the transition state structures of the retro-ene decomposition reactions of compounds 1-3 had much less freedom of vibrations than their corresponding initial states.

Conclusion

The results obtained at the MP2/6-311+G** and G3(MP2) levels of theory and the natural bond orbital (NBO) interpretations provided a reasonable picture from an energetic, structural, bonding, and stereoelectronic point of view for the conformational preferences in compounds 1-3 and their corresponding retro-ene decomposition reactions. The role and contributions of the hyperconjugative interactions on the conformational preferences of compounds 1-3 were assessed by the deletion of the overlapping orbitals [which are changed by the rotations around the M-CH2 bond [M = O (1), M = S (2), M = Se (3)] from the Fock matrices of the gauche- and anti-conformations. Based on the results obtained, the deletion of the hyperconjugative interactions mentioned above from the Fock matrices leads to an increase in the preference for the anti-conformation, demonstrating the significant impacts of the hyperconjugative interactions on the gauche-conformation preferences in compounds 1-3. The electrostatic model associated with the dipole−dipole interactions is in favor of the gauche-conformations of compounds 1-3, but does not justify the potential energy surfaces of the retro-ene decomposition reactions of compounds 1-3.

Since the hyperconjugative interactions, the electrostatic model associated with the dipole−dipole interactions, and steric effects are in favor of the gauche-conformation of compound 1, no fact justifies the anti-conformation preference in compound 1. Accordingly, we claim that there is some doubt concerning the interpretations of the rotational spectra of compound 1. As experimental data (infrared spectroscopy) indicated the presence of two forms (gauche- and anti-conformations), we suggest a re-evaluation of the conformational and structural properties of compound 1 by gas electron diffraction or microwave spectroscopy to be carried out with more consciousness.

In accordance with the results of this work and the previously published theoretical data,20,21 compounds 1-3 were found to be stable in the gas phase and their corresponding cyanate → isocyanate unimolecular isomerization reactions could not take place at ambient temperature. Based on the results of this work, the retro-ene decomposition reactions of compounds 1-3 will occur earlier than their corresponding unimolecular cyanate → isocyanate unimolecular isomerization reactions. Importantly, the exchange component has a determining role on the retro-ene decomposition reactions of these compounds. The calculated potential energy surfaces and the advancements of the transition states (ΔEtrans) of the retro-ene decomposition reactions of compounds 1-3 are in agreement with the Hammond–Leffler postulate. The greater overall synchronicities of the retro-ene decomposition reactions of compounds 2 and 3 compared to that of compound 1 results from the greater attractive electrostatic interactions between the two adjacent S3-C4 and Se3-C4 atoms in compounds 2 and 3, respectively, in comparison to the smaller one (i.e., O3-C4) in compound 1.

Since the X3-C4 bonds break in the transition state structures of the retro-ene decomposition reactions of compounds 1-3, we decomposed the hyperconjugative generalized anomeric effects (HCGAEgauche) (which have impacts on the strengthening or weakening of the X3-C4 bonds) into two components. Most interestingly, the variations of Δ[HCGAE(X3-C4 weakening) − HCGAE(X3-C4 strengthening)] parameters correlated well with the variations of the retro-ene decomposition reactions barrier heights when going from compound 1 to compound 3. Based on this finding, this procedure could be an applicable and suitable approach to investigate the feasibility of various chemical reactions (especially unimolecular reactions).
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