Abstract: The aim of this study was to analyze the dynamics of a multidimensional object based on the Pareto curve for the Linear Matrix Inequalities (LMI) controller. The study was carried out based on an available "BLUE LADY" training vessel model controller with the use of a MATLAB and Simulink simulation package. Research was focused on optimising both the energy to be used when manoeuvring and the ship’s dynamics. Analysis was combined with the application of $H_2/H_\infty$ norms finding the Pareto optimal solution for mixed norms used at the $\gamma_\infty$ parameter. Observations for a multidimensional ship model proved that it is possible to optimize the system, using principles of the Pareto curve, to reduce energy consumption in steering-propulsion systems while performing precise manoeuvres in ports correctly. Parameter values, received from observations of operation of individual steering-propulsion systems, proved to be reasonable.
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1. Introduction

In the last decade, numerous publications describing the use of Pareto curves in the field of economics have been published. This article, however, will present several papers where the Pareto curve is used in the fields of electronics and automation. For example, the authors of [1] describe the use of popular Linear Matrix Inequality (LMI) controllers, along with the use of $H_\infty$, $H_2$ norms, as a not very accurate approximation of Pareto optimal solutions. In order to obtain a correct Pareto curve, they study the BMI (Bilinear Matrix Inequalities) controller, which is designed for nonlinear objects. This controller obtains better results than the LMI controller only for a certain range. The use of a Multi-Objective Genetic Algorithm (MGA) based on the above-mentioned controllers results in better solutions for the Pareto curve (below, the Pareto curve for the LMI controller). In addition, the use of MGA for an LMI controller can significantly improve the accuracy of obtaining a (close to true) Pareto front.

In contrast, the authors of [2] continue their research on obtaining a correct Pareto curve. They put forward the thesis that the use of multi-criteria genetic algorithm (MGA) is the best existing method (in 2004) for obtaining a close-to-true Pareto curve. In addition, they noted that MGA can be applied not only to mixed-norm $H_2/H_\infty$ optimization, but to any multi-criteria control problem.

However, in the publication [3], instead of using the well-known method of Multi-Objective Evolutionary Algorithms (MOEA), the authors propose to use Multi-Objective Pole Placement with Evolutionary Algorithms (MOPPEA) along with optimization of $H_2/H_\infty$ norms. The authors point out that the main advantage of the method used is the absence of system stability issues during optimization. However, a definite disadvantage of the method is the high order of the obtained controller. The authors point out the problem of pole placement, where for higher order models, some pole localizations result in very high system gain.

In [4], the authors compare the performance of passive suspension (vehicle dampers) with two types of active suspension based on a Linear Matrix Inequalities (LMI) controller...
and a quasi-Linear Parameter Varying (qLPV) controller together with the application of $H_2/H_\infty$ norms, finding the Pareto optimal solution for mixed norms used. Simulations were performed on a non-linear half-vehicle model (single vehicle axis). In their study, they prove the advantage of using the optimal solution of mixed $H_2/H_\infty$ norms over the $H_\infty$ norm alone (e.g., vehicle roll angle reduction). They then compare the performance of the LMI controller for the two Pareto optimal points together with passive suspension. They show that for passive suspension, there are large overshoots and oscillations, where for the LMI controller for the two values $[\gamma_2, \gamma_\infty]$, the waveforms slightly differ between each other and show high robustness to disturbances. They then compare the performance of the qLPV controller, qLPV controller, and passive suspension. The authors show that the qLPV controller exhibits more robust control over the LMI controller, although the qLPV controller is more complex than the LMI controller.

The authors of [5], instead of using Dynamic Multi-objective Optimization (DMO), used the Dynamic Multi-objective Immune Optimization Algorithm (DMIOA). The results of the work were compared with three other algorithms (CSADMO, DNSGAI-A, and DNSGAI-B), which are used to solve DMO problems. The authors showed that the use of DMIOA is characterised by robustness of control and the achievement of the best optimal solution with respect to the compared algorithms (where the quality of their solutions was worse).

In [6–8], during the synthesis of the LMI controller, the fulfillment of the $H_\infty$ norm was taken into account to achieve vibration damping in a dynamic damper, which could level the vibration of a building during an earthquake. The multi-criteria optimization problem is solved by computing Pareto-optimal solutions. The authors prove that it is possible to synthesize an LMI controller to solve a multi-criteria optimization problem together with the $H_\infty$ norm. In addition, they show that the controller can be successfully applied to a dynamic building damper.

Interesting research is presented in [9] where a multi-criteria optimization problem is formulated for a low-noise amplifier (LNA) of an NE3511S02 ($HJFET$) transistor. For this purpose, the authors use the multi-criteria evolutionary algorithm NSGA-III (Non-dominated Sorting Genetic Algorithm III) to obtain Pareto characteristics of the optimal solutions for transistor performance. Multiple transistor control solutions are presented for different values of frequency $f$ (from 10 GHz to 16 GHz) and current values (from 5 mA to 15 mA) to obtain possible LNA solutions. The authors conclude their work by stating that any challenging LNA design can be achieved by following this work along with the application of novel algorithms and technological innovations.

In [10], the authors first formulate a multi-objective optimization problem (MOP) with two objective functions capturing the contradicting targets, then find the Pareto optimal solutions for the pilot signals by using a weighted sum scalarization technique. Finally, they introduce an alternating optimization approach to cast each of the resulting distributed optimization problems into a convex linear matrix inequality (LMI) form.

Of course, there are many articles related to LMI and Pareto, but the authors of this paper have selected what they believe to be the most interesting ones, where the results were applied to specific real objects or their simulations and not only to formulas and definitions. The main objective of this work was to optimize $H_\infty$ and $H_2$ norms according to LMI conditions and, in this particular case, the motivation was to verify how much the choice of $\gamma_\infty$ would affect the operation of a ship’s propulsion and steering equipment.

Section 2 of this paper presents essential parameters and state-space equations of the “BLUE LADY” training ship model. Section 3 briefly shows the method of creating conditions for the $H_\infty$ norm for LMI followed by steps for creating conditions for the $H_2$ norm. It is vital to find a compromise between both norms, which is described in Section 5. Section 6 shows values of LMI controller signals for given longitudinal, lateral, and rotational velocities followed by key simulation results showing the operation of ship model thrusters for selected values of $\gamma_\infty$ and a set value of $\gamma_2$. The final Section 7...
focuses on highlighting the advantages and disadvantages of the proposed method for the Pareto curve.

2. Object Control—Multivariable Object

The model of the training ship “BLUE LADY” being tested is owned by the Shipping Safety and Environmental Protection Foundation located in Ilawa-Kamionka (Poland). The ship is a model of a Very Large Crude Carrier (VLCC) class tanker in a 1:24 scale with all characteristics of the real vessel preserved. Verification of the test results was performed on a simulation mathematical 3D object (Figure 1) and not the actual ship model.

*Figure 1.* (a) Blue Lady 3D ship model. (b) Actual Blue Lady ship model on Silm lake. Ship parameters: Lenght 13.75 [m], width 2.38 [m].

The ship model is equipped with five propellers: a main fixed blade propeller, two rotary thrusters, two tunnel thrusters, and one fin rudder. This work will analyze the operation of propulsion and steering devices (Table 1).

| Symbol | Name of Signal                              | Range          | Unit |
|--------|---------------------------------------------|----------------|------|
| ng     | Main propeller rotational speed             | (−200; +480)   | [rpm]|
| delta  | Rudder deflection angle                     | (−35; +35)     | [deg]|
| sstd   | Relative thrust of the bow tunnel thruster   | (−1, +1)       | [-]  |
| sstr   | Relative thrust of the stern tunnel thruster | (−1, +1)       | [-]  |
| ssod   | Relative thrust of the bow rotary thruster   | (0, +1)        | [-]  |
| alfa d | Bow rotary thruster deflection angle         | (−120, +120)   | [deg]|
| ssor   | Relative thrust of the stern rotary thruster | (0, +1)        | [-]  |
| alfa r | Stern rotary thruster deflection angle       | (−120, +120)   | [deg]|

Table 1. Input signals of propulsion and control devices of the “BLUE LADY” ship model.
This paper mainly focuses on the description of $H_\infty$ and $H_2$ norms, and the multidimensional object used in simulations, the “BLUE LADY” ship model, is described in detail in the papers below [11–16]. State-space equations of the closed system are as follows:

\[
\begin{align*}
\dot{x}_c &= (A_c + B_u K)x_c + B_w w, \\
z &= (C_2 + D_{2w} K)x_c + D_{zw} w, \\
z_{\infty} &= (C_\infty + D_{\infty w} K)x_c + D_{\infty w} w, \\
z_2 &= (C_2 + D_{2w} K)x_c + D_{2w} w,
\end{align*}
\]

(1)

where:
- $A_c$—state matrix of the object, represents the dynamics of the system,
- $B_u$—control matrix of control ‘u’ signal, $B_w w$—control matrix of input ‘w’,
- $C_2$—output matrix of output signal outputs ‘z’,
- $C_\infty$—output matrix of ‘$z_\infty$’ signal,
- $D_{2w}$—transition matrix of signals ‘z’ and ‘w’,
- $D_{\infty w}$—transition matrix of signals ‘$z_\infty$’ and ‘w’.

The author aimed to lead the closed control system to minimize deviation, which is indirectly related to the minimization of $H_\infty$ norm, that is, to estimate it from above by means of a scalar quantity, denoted $\gamma_\infty$. The determination of the $H_\infty$ norm by means of linear matrix inequalities for the multidimensional object “BLUE LADY” is first related to the description (in state-space equations) of the signal denoted as “$z_\infty$” (based on the Equation (1)), as shown below:

\[
z_{\infty} = w - z.
\]

(3)

Referring to [17,18] LMI condition for $H_\infty$ norm consists of the notation:

1. If a positively symmetric matrix exists $X_\infty$ ($X_\infty = X_\infty^T$, $X_\infty > 0$), the form of LMI condition for the norm $H_\infty$ has the following form:

\[
\begin{bmatrix}
A_c X_\infty + B_u Y_\infty + X_\infty A_c^T + Y_\infty^T B_u^T & B_w & X_\infty C_\infty^T + Y_\infty D_{\infty w}^T \\
B_w^T & -\gamma_\infty I & D_{\infty w}^T \\
C_\infty X_\infty + D_{\infty w} Y_\infty & D_{\infty w} & -\gamma_\infty I
\end{bmatrix} < 0
\]

(5)

Specific matrices fulfill the below conditions:
• matrix size $C_{\infty}$ based on the relation (3) is the same as object matrix size $C_{ship}$. Matrix $C_{\infty}$ includes:

$$C_{\infty} = -[\begin{matrix} C_{ship} \end{matrix}];$$ (6)

• matrix size $D_{\infty u}$ is the same as matrix $D_{ship}$ size. Matrix $D_{\infty}$ includes:

$$D_{\infty} = -[\begin{matrix} D_{ship} \end{matrix}];$$ (7)

• matrix $D_{\infty w}$ is derived from relation (3) and has the form:

$$D_{\infty w} = diag[1]_{3x3} - [\begin{matrix} D_{ship} \end{matrix}].$$ (8)

2. For the transmittance matrix $G(s)_{\infty}$ is an estimate that is the upper boundary, described by a scalar value $\gamma_{\infty}$ as stated:

$$\|G(s)\|_{\infty}^{2} < \gamma_{\infty}.$$ (9)

For the calculation of norm $H_{\infty}$, transmittance matrix $G(s)_{\infty}$ for the closed system can be determined:

$$G(s)_{\infty} = (C_{\infty} + D_{\infty u}K_{\infty})(sI - (A_{cl} + B_{u}K_{\infty})^{-1})B_{cl}w + D_{\infty w} + D_{\infty w}.$$ (10)

In the design process, value $\gamma_{\infty}$ is an estimate that is the upper boundary of norm $H_{\infty}$. According to the authors, this value can be minimized or taken as a constant.

Finally, the fulfillment of the second LMI condition, which consists of the relations (5) and (9), implies that there is a symmetric and positively specified matrix $X_{\infty}$ and an unknown matrix $Y_{\infty}$, which allows the computation of the controller gain matrix from state $K_{\infty}$, which follows from:

$$K_{\infty} = Y_{\infty}X_{\infty}^{-1}.$$ (11)

Matrix gain $K_{\infty}$ is the result of synthesis of a state controller and can be used to control set velocities for the multidimensional object “BLUE LADY”.

4. The Norm $H_2$ in Linear Matrix Inequalities

The controller, determined by minimizing the $H_2$ norm, is implicitly related to minimizing the energy of the control signal, which may relate to reducing the control cost. Unfortunately, it does not provide a constraint that takes into account operation of the system at all frequencies.

One possible control strategy is to bring about the minimization of energy of the control signal, which implicitly means minimizing the $H_2$ norm. This is related to the estimation of its upper boundary, described by a scalar quantity denoted $\gamma_2$. The determination of the $H_2$ norm by means of linear matrix inequalities for the multidimensional object “BLUE LADY” firstly involves the determination, in state-space equations, of signals denoted as “$z_2$” (based on Equation (1))

$$z_2 = (C_2 + D_{2u}K_2)x_{cl} + D_{2w}w.$$ (12)

For the calculation of norm $H_2$, the transmittance matrix $G_2(s)$ of the closed system can be determined:

$$G_2(s) = (C_2 + D_{2u}K_2)(sI - (A_{cl} + B_{u}K_2)^{-1})B_{cl}w + D_{2w}.$$ (13)

The norm $H_2$ in linear matrix inequalities, based on relation (12) for derived transmittance matrix (13), is described by the following condition split into two forms:
1. First form of the condition:
\[(A_{cl} + B_uK_2)X_2 + X_2(A_{cl} + B_uK_2)^T + B_uB_u^T < 0.\] (14)

2. Second form of the condition:
\[\text{Tr}((C_2 + D_{2u}K_2)X_2(C_2 + D_{2u}K_2)^T) < 0.\] (15)

Using the Schur complement, the second form of the LMI condition, describing the \(H_2\) norm, has the following form: if there exists a symmetric \(Q = Q^T\) and positively defined matrix \(Q\):
\[
\begin{bmatrix}
Q & (C_2 + D_{2u}K_2)X_2 \\
X_2(C_2 + D_{2u}K_2) & X_2
\end{bmatrix} > 0,
\] (16)

where the matrix \(Q\) has the dimension of matrix \(C_2\) and depends on the signals included in norm \(H_2\).

Both forms (14) and (15) contain the product of two unknowns \(K_2\) and \(X_2\) that form the BMI condition, it has been replaced by a single unknown \(Y_2\):
\[Y_2 = K_2X_2.\] (17)

Referring to [17,18] the LMI condition for \(H_2\) norm consists of the notation:

1. If a positively symmetric matrix exists, \(X_2 (X_2 = X_2^T, X_2 > 0)\) is the form of LMI condition for norm \(H_2\) in the following form:
\[
\begin{bmatrix}
(A_{cl} + B_uY_2) + (Y_2A_{cl} + B_u)^T & B_u \\
B_u^T & -I
\end{bmatrix} < 0.
\] (18)

2. Assuming that matrix \(Y_2\) has the dimension of matrix \(D_{2u}\), and if there exists a symmetric and positively defined matrix \(X_2 (X_2 = X_2^T > 0)\), and if there is a symmetric matrix \(Q (Q = Q^T > 0)\), the second form of the LMI condition for norm \(H_2\) is shown below:
\[
\begin{bmatrix}
Q & C_2X_2 + D_{2u}Y_2 \\
C_2X_2 + D_{2u}Y_2 & X_2
\end{bmatrix} > 0.
\] (19)

3. Trace matrix \(Q\) must not exceed the estimate from the top of \(H_2\) norm, denoted as the scalar \(\gamma_2\), as noted below:
\[\text{Tr}(Q) < \gamma_2^2.\] (20)

Finally, the fulfillment of the third LMI condition, which consists of the relations (18)–(20), implies that there is a symmetric and positively determined matrix \(X_2\) and an unknown matrix \(Y_2\), which allows the calculation of the controller gain matrix from state \(K_2\), and which follows from Equation:
\[K_2 = X_2^{-1}Y_2.\] (21)

Gain matrix \(K_2\) is the result of state controller synthesis and can be used to control the set velocity for a multidimensional object “BLUE LADY”.

5. Compromise Solution of \(H_2\) and \(H_\infty\) Norms in LMI

In recent years, linear matrix inequalities (LMIs) have gained importance as a tool for solving control problems that seemed impossible to solve analytically. This tool has become popular due to its ability to accommodate convex constraints. When implementing a mixed norm \(H_2/H_\infty\), an optimal solution of the norm is sought. Yet, when optimising these norms, there is a contradiction in the requirements of the individual norms.
In order to solve this problem, among other things, additional scalar values are used. For the norm $H_\infty$, a scalar value $\gamma_\infty$ is used, which can be regarded as an upper boundary on this norm. Minimization of the parameter $\gamma_\infty$ is one of the objectives of multi-criteria optimization. For a system described by equations in the state-space (22) with transmittance $G(s)$, the dependence of the norm $H_\infty$ on the parameter $\gamma_\infty$ is as follows:

$$\|G(s)\|_\infty^2 < \gamma_\infty^2$$  \hspace{1cm} (22)

The second condition for multi-criteria optimization is to minimize the scalar variable $\gamma_2$ for the norm $H_2$. Dependence of this variable for transmittance $G(s)$ is described by the inequality (23):

$$\|G(s)\|_2^2 < \gamma_2^2$$  \hspace{1cm} (23)

Identical to the implementation of mixed norm $H_2/H_\infty$, it is not possible to minimize both scalar values $H_2$ and $H_\infty$. In the literature, the mixed problem is usually solved by minimizing the convex combination of $H_2$ and $H_\infty$, which represents a compromise between the two norms. Such minimization can take the following form:

$$\min(\alpha_1 H_\infty + \alpha_2 H_2)$$  \hspace{1cm} (24)

The resulting objective function: $J = \|H\|_2^2 + \|H\|_\infty^2$ is optimized using a Pareto curve in many sources, called the Pareto front [19–23]. An optimal solution, in the sense of Pareto, is a non-dominated set of solutions (a non-dominated solution (Pareto-optimal) occurs when it is not possible to find a solution that is better with respect to at least one criterion without worsening the others), located in the entire admissible space of sought answers.

Plotting the Pareto curve for the two criteria, defined as the $H_\infty$ norm and the $H_2$ norm, requires several steps. 

1. The first step is to compute the constraint from above the scalar variable $\gamma_\infty$. First, the area of the pole placement in the left half-plane of the complex variable $s$ [24] is determined. If there is a symmetric, positively definite matrix $X_\infty = X_\infty^T$, based on this, using the LMI condition for the norm $H_\infty$, the scalar variable $\gamma_\infty$ is determined. The designer assumes that the calculated value $\gamma_\infty = \gamma_\infty^T$ is the upper limit of the mentioned norm.

2. The second step is to estimate the scalar variable $\gamma_\infty$ from above, more precisely to minimize the norm $H_2$. Determining the relationship (Pareto curve) between the minimum value of the $H_2$ norm and the upper bound on the value of the $H_\infty$ norm determined in the first step involves determining the range of scalar variables $\gamma_2$ that are the upper bound for the norm under study. In this example, the scalar variable $\gamma_2$ was tested in the range from $[1.05:2.5]$ with a step of 0.05.

Below, a flow Figure 2 is presented that shows steps necessary for controller synthesis. Points determined this way form the Pareto curve, where anything above the curve is a solution for which Criterion One $H_\infty$ does not deteriorate Criterion Two $H_2$. It is up to the user to decide which point in the region of acceptable solutions satisfies the intermediate assumptions regarding the control signal or static lag. If the set values of norms $H_2$ and $H_\infty$, obtained during synthesis of the state controller, are placed on or above the Pareto curve, this means that the desired controller for the current configuration, with the object, can be calculated using linear matrix inequalities. A solution to this problem was obtained with the help of multi-criteria optimization. One way is to use linear matrix inequalities. The synthesis of these norms is shown in the figure below Figure 3.
The controller matrix $i$ is:

$$K_D = X_D^{-1} \cdot Y_D$$

The controller matrix is:

$$K_\infty = X_\infty^{-1} \cdot Y_\infty$$

Defining second LMI condition for $H_\infty$ norm

Does a symmetrical positively defined matrix $X_\infty = X_\infty^T > 0$ and $Y_\infty > 0$ exist for the defined condition for $H_\infty$ norm

The controller matrix is:

$$K_\infty = X_\infty^{-1} \cdot Y_\infty$$

Defining third LMI condition for $H_2$ norm

Does a symmetrical positively defined matrix $X_2 = X_2^T > 0$ and $Y_2 > 0$ exist for the defined condition for $H_2$ norm

The controller matrix is: $K_2 = X_2^{-1} \cdot Y_2$

Defining closed system equations in state space

The First stage is to define the pole placement region located in the left half-plane of complex variable plane $s$

Which is fulfilled if and only if there exists a symmetrical positively defined matrix $X_D = X_D^T > 0$ and $Y_D > 0$

The controller matrix is $K_D = X_D^{-1} \cdot Y_D$

Assuming that:

$$X_\text{obszar}^{-1} = X_\infty^{-1} = X_2^{-1} = X^{-1} \quad \text{and} \quad Y_\text{obszar} = Y_\infty = Y_2 = Y$$

The final controller matrix is: $Y_2 > 0$

Figure 2. State controller synthesis method.
6. Results

A number of simulation studies have been performed. This article presents the research for two values of parameter $\gamma_\infty$ and how it affects the dynamics of the system, operation of steering and propulsion equipment, and the trajectory of the training ship model “BLUE LADY”. The study includes an analysis of the impact of choosing two different Pareto optimal solutions based on a pre-drawn plot of Pareto curves for two computational methods. The first method used a built-in MATLAB function called norm, and the second method was based on the relationships described in the subsections above. The study adopted the following research evaluation criteria:

1. Zero offset $e(t)$, shortest possible control time $t_r$ for a given control deviation value $\Delta u, v, r = 5$ [%], no or small maximum overshoot $M_p (<5$ [%]).
2. Optimal control of steering and propulsion equipment, that is, minimizing energy consumption for the accomplishment of an assigned control task.
3. Obtaining a precise ship trajectory with no course fluctuations.

For each study, the analysis included:

1. Comparison of the reference signal with a controlled quantity together with quality criteria (such as control time alpha) for three vessel speed components, $u$ (longitudinal), $v$ (lateral) and $r$ (rotational).
2. Impact of steering on propulsion and steering equipment, that is, minimizing fuel consumption and minimizing the impact of pollution on the marine environment.
3. Effect on plotted ship trajectory. Illustration of control precision accuracy.

Figure 4 shows results of the performed complex manoeuvre, which consisted of three stages. Each stage took 400 [s], which makes up a total test time of 1200 [s]. In the first stage, forward motion was performed by controlling only longitudinal velocity $u = 0.1$ [m/s]. In the second stage, lateral movement was performed by setting longitudinal velocity $u$ back to 0, while lateral velocity was set to $v = -0.05$ [m/s]. In the third and last stage, a stationary rotation was performed by setting lateral velocity $v$ back to 0 and setting rotational speed $r = -0.3$ [rad/s].

Table 2 shows a comparison of control quality results obtained for the complex manoeuvre. Analyzing graphs of Figures 4–7 for both $\gamma$ coefficients for the complex manoeuvre, the following was noted in two subparagraphs:
Figure 4. The three components of vessel speed, $u$, $v$, and $r$. Reference value (dashed line), regulated quantity (solid line). For two Pareto optimal solutions: (a) $\gamma_\infty = 1.1$, (b) $\gamma_\infty = 2.1$.

Figure 5. Command diagrams for individual steering and propulsion devices. For two Pareto optimal solutions: (a) $\gamma_\infty = 1.1$, (b) $\gamma_\infty = 2.1$.

Table 2. Comparison of control quality results obtained for the complex manoeuvre.

| Parameter | Longitudinal $u$ | Lateral $v$ | Rotational $r$ |
|-----------|-----------------|-------------|----------------|
|           | 1.1             | 2.1         | 1.1            | 2.1            | 1.1            | 2.1            |
| $t_r$ [s] | 163             | 118         | $\infty$      | 104            | $\infty$      | 180            |
| $M_p$ [%] | 15.04           | 0.91        | 9.90           | 1.92           | 78.57          | 4.74           |
| $e(t)$ [m/s] | 0           | 0           | 0              | 0              | 0              | 0              |
| $t_0$ [s] | 40              | 65          | 55             | 60             | 54             | 95             |
Figure 6. Trajectory of the ship while performing the complex manoeuvre. Initial course of vessel = 0 [deg]. For two Pareto optimal solutions: (a) $\gamma_\infty = 1.1$, (b) $\gamma_\infty = 2.1$. 
Figure 7. Controlled object has three input signals: $\tau_x$, $\tau_y$, $\tau_r$, where: $[\tau_x]$ - required force (thrust) on the ships longitudinal axis, $[\tau_y]$ - required force (thrust) on the ships lateral axis, $[\tau_r]$ - required rotational force. (a) $\gamma_{\infty} = 1.1$, (b) $\gamma_{\infty} = 2.1$.

6.1. Conclusions for $\gamma_{\infty} = 1.1$

For coefficient $\gamma_{\infty} = 1.1$, during the complex manoeuvre, control time was obtained only for longitudinal speed $u$. This is due to the presence of oscillations for lateral velocity $v$ and rotational velocity $r$.

- Control system for rotational velocity $r$ falls into increasing oscillations until time $t = 800$ [s], after which they begin to start decreasing, and at time $t = 1000$ [s] these oscillations are fully suppressed (oscillation amplitude $= 0.05 u, v, r$).
- This proves that the maximum overshoot obtained for rotational velocity is $M_p = 78.57\%$.
- Thrusters operate in a chaotic way. For example, the rotation angle of thrusters (alfa d, alfa r) in a short time are changed from one swing limit to the opposite swing limit (from 120 to $-120$). Additionally, during the manoeuvre, the ship’s main propulsion system was switched on three times, which influenced the course of the speeds $u, v, r$. In view of the above and in relation to the assumed test evaluation criteria, the dynamics of the tested system for $\gamma_{\infty} = 1.1$ does not meet the assumed criteria.
- Controller force allocation is significant, especially the value of $\tau_r$ in the range between $[-250, 200]$, which significantly surpasses the amount of energy required by propulsion-control systems.
6.2. Conclusions for $\gamma_{\infty} = 2.1$

For coefficient $\gamma_{\infty} = 2.1$, during the complex manoeuvre, control time was obtained for all three speed components, where for rotational speed $r$, control time of $t = 180$ [s] was achieved.

- Oscillations are within the limits of the set value of control deviation only up to time $t = 1047$ [s], where after a time of 5 [s], the controlled quantity returns to the limits of control deviation and stabilizes. Nevertheless, the obtained value of maximum overshoot for rotational speed $r$ was only 4.74 [%]. In addition, adjustment times of other speeds were short 118 [s] for longitudinal speed $u$ and 104 [s] for lateral speed $v$, respectively.

- For control waveforms of controlled devices, one can notice jumps in the controlled values at the moments of tasks of respective velocity components ($t = 0; 400; 800$ [s]). For lateral velocity task $v$, there are disturbances, which are the source of oscillations of thruster waveforms ($ssod$, $ssor$) and rotation angles of these thrusters ($alpha d$, $alpha r$). In spite of this, thrusters gently change their state without consuming much energy. Oscillations of these quantities cease when speed-controlled quantity $r$ returns into the limits of the set value of control deviation $\Delta r$ ($t = 1047$ [s]). This is the beginning of stabilization of the control system. During the whole manoeuvre, the main propulsion system was not switched on, which is in line with the optimum use of the ship’s propulsion and steering equipment.

- The ship’s trajectory is correct. To sum up, for the complex manoeuvre, the overshoot value was 4.74 [%]. Additionally, the values of determined deviations were equal or close to zero. In connection with the above and with reference to the assumed test evaluation criteria, the dynamics of the tested system for $\gamma_{\infty} = 2.1$ meets the assumed criteria.

- Controller force allocation is acceptable in terms of the amount of energy required by propulsion-control systems, and is in the range of $[-60:60]$.

7. Conclusions

Optimization is a very broad topic, described in recent years in many fields, including the marine industry. It is proving to be an important criterion for the environment, as seen in a study on offshore [27] where a criterion of the electric propulsion system showed reduced fuel consumption (approx. 60 [%]). Sometimes it is difficult to get a compromise during research, where researchers from a completely different field pre-determine the minimization criteria and rather prove that optimization is not advisable in their work [28]. However, currently focusing on optimization in this work, the following has been demonstrated:

- The $\gamma$ coefficient has a significant influence on dynamics of the system, operation of steering and propulsion equipment and trajectory of the training ship model “BLUE LADY”.

- For the investigated multidimensional object, the best of the two selected values of $\gamma$ coefficient turned out to be $\gamma_{\infty} = 2.1$ for complex manoeuvres.

- After analysis of the results, it can be assumed that the closer the solution is to the OX abscissa axis, the worse the dynamics of the system.

- For other multidimensional objects, the $\gamma$ factor may differ significantly.

- Obtained force values ($\tau_x$, $\tau_y$, $\tau_r$) prove that a properly selected value of $\gamma$ optimizes energy required for propulsion and steering systems which, as per the authors, influences fuel savings of the ship.

In the research carried out, no rule for selection of the $\gamma$ coefficient has emerged. The authors think that the best method of selection is the trial-and-error method, together with checking the dynamics of the system for each selected coefficient, as shown in the flowchart. In this case, the main aim of the research was to optimize the operation of propulsion and steering devices to reduce required energy and, as per the authors, also fuel consumption,
while maintaining precise control the ship. It is also important to note that according to Pareto, everything that is above the curve is an acceptable solution; however, selection of proper values of $\gamma_\infty$ and $\gamma_2$ has a major impact on the dynamics of propulsion and control systems of a ship model. Such a complex multicriterial function is difficult to achieve, and as such, the authors believe it is essential to observe the operation of propulsion and control systems during the controller synthesis process. The mathematical theory allows for some pre-selections; however, in automation applications, feedback is important, and this paper clearly shows that according to the Pareto theory, both values of $\gamma$ are correct, but after observing the operation of propulsion and control systems, it is clearly seen that one is a significantly better choice for this specific control system. Due to the occurrence of uncertainties in the choice of the $\gamma_\infty$ coefficient, the direction of further research could be to carry out tests on the same object with the synthesis of a controller based on neural networks with MOEA multi-criteria evolutionary algorithms, and to check what effect the choice of controller has on the choice of the $\gamma$ coefficient.
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