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Abstract—Cross-modal remote sensing text-image retrieval (RSCTIR) has recently become an urgent research hotspot due to its ability of enabling fast and flexible information extraction on remote sensing (RS) images. However, current RSCTIR methods mainly focus on global features of RS images, which leads to the neglect of local features that reflect target relationships and saliency. In this article, we first propose a novel RSCTIR framework based on global and local information (GaLR), and design a multi-level information dynamic fusion (MIDF) module to efficaciously integrate features of different levels. MIDF leverages local information to correct global information, utilizes global information to supplement local information, and uses the dynamic addition of the two to generate prominent visual representation. To alleviate the pressure of the redundant targets on the graph convolution network (GCN) and to improve the model's attention on salient instances during modeling local features, the denoised representation matrix and the enhanced adjacency matrix (DREA) are devised to assist GCN in producing superior local representations. DREA not only filters out redundant features with high similarity, but also obtains more powerful local features by enhancing the features of prominent objects. Finally, to make full use of the information in the similarity matrix during inference, we come up with a plug-and-play multivariate rerank (MR) algorithm. The algorithm utilizes the k nearest neighbors of the retrieval results to perform a reverse search, and improves the performance by combining multiple components of bidirectional retrieval. Extensive experiments on public datasets strongly demonstrate the state-of-the-art performance of GaLR methods on the RSCTIR task. The code of GaLR method, MR algorithm, and corresponding files have been made available at: https://github.com/xiaoyuan1996/GaLR.

Index Terms—Cross-modal remote sensing text-image retrieval (RSCTIR), local feature optimization, multi-level information dynamic fusion (MIDF), multivariate rerank (MR).

I. INTRODUCTION

IN RECENT years, researchers pay more and more attention to remote sensing (RS) technology, which has been widely used in the fields of resource acquisition, military reconnaissance, and disaster monitoring [1], [2]. Meanwhile, the rapid developments of RS applications have led to an explosive growth of RS images [3], [4]. To extract relevant images from the exponential RS data using different modal information, effective automatic RS cross-modal retrieval (RSCTIR) methods are increasingly needed [5]–[7]. Due to the utility of text in human-computer interaction, RS cross-modal text-image retrieval (RSCTIR) has received unprecedented attention automatically [8], [9].

Current RSCTIR methods are mainly divided into caption-based methods and embedded-based methods [10]. Caption-based RSCTIR tends to use a caption generator to generate RS labels, and obtains the retrieval results by calculating the bilingual evaluation understudy (BLEU) [11] score between the query text and the generated labels. To make the generated caption interpretable, Wang et al. [12] designed an explainable word–sentence framework, decomposing the task into the word classification and sorting task. To get the caption generator with a more comprehensive semantic understanding of complex RS images, Li et al. [13] proposed recurrent attention and semantic gate framework to generate better context vector. Different from the two-stage caption-based method, embedded-based RSCTIR directly projects the RS image and the query text into the same high-dimensional space to calculate the feature distance. Due to the heterogeneity gap, the construction of a well-represented unimodal embedding matrix in this method has become an urgent problem for researchers. Yuan et al. [14] devised a multi-scale visual self-attention module to filter the salient features in redundant RS images and utilized a cross-modal guidance mechanism to get a superior multi-modal representation. To fully excavate the latent correspondence between RS images and text, Cheng et al. [9] proposed a semantic alignment module to filter and optimize data features to achieve higher retrieval accuracy. The embedded-based RSCTIR calculates the cross-modal similarity in a single stage, which greatly
reduces the loss of information transformation. Also due to the widespread use of the embedded-based approaches in semantic localization tasks [15], this method has recently become the preferred retrieval mode in RSCR tasks.

Although embedded-based RSCTIR methods have achieved acceptable accuracy, there are still some problems that need to be overcome. Firstly, current RS retrieval frameworks are mainly based on global features of images [16], [17], while local features reflecting the relationships between objects are often ignored. The use of global features gives the model a better understanding of the overall image, but leaves it lacking in fine-grained awareness of the objects. In contrast, the utilization of local information constructed by targets will enable the model to have a good perception of fine-grained objects and corresponding relationships [18]. These two types of features represent RS images from high and low levels, respectively, and using the feature at a single level will inevitably lead to a lack of information. To solve this problem, we propose a RSCTIR framework based on global and local features, and design a multi-level information dynamic fusion (MIDF) module to marry information from different levels. MIDF utilizes local information to supplement global information, uses global information to correct local information, and generates prominent visual representation through dynamic addition.

Secondly, unlike natural scenes, RS images with high redundancy will inevitably result in information redundancy if all object information is leveraged directly for relationship modeling [19], [20]. On the one hand, too many objects reduce the efficiency of the model, while on the other hand, the model cannot focus on the salient instance information in the RS image. To reduce the modeling pressure caused by redundant targets to graph convolution networks (GCNs) and increase the model’s attention to salient instances, a denoised representation matrix and a enhanced adjacency matrix (DREA) are devised to assist GCN in producing good local representations. DREA filters out redundant features with high similarity and enhances the features of salient targets, which can obtain more powerful local features and thus improving the retrieval efficiency.

Thirdly, the previous retrieval frameworks ignore the bidirectional ranking information in the cross-modal similarity matrix during inference [21], which could be utilized for secondary optimization of the retrieval results. The retrieval process is reversible, if sample $A$ in modal $A$ is a retrieval candidate for sample $B$ in modal $B$, the reverse is also true. Based on this, we propose a multivariate rerank (MR) algorithm, which uses $k$ candidates of another modality for reverse retrieval, and combines multiple factors of bidirectional retrieval to optimize results. The suggested post-processing algorithm comprehensively integrates the ranking information of $i2t$ and $t2i$ in the original similarity matrix, while adding a significant component to further enhance the reranking accuracy.

The main contributions of our work are as follows.

- To equip the model with the capability of a multi-level and comprehensive understanding of RS images, a RSCTIR model based on global and local information (GaLR) is established. At the same time, a novel MIDF module for dynamic fusion of multi-level information is designed, which leverages local information to correct global information, utilizes global information to supplement local information, and uses the dynamic addition of the two to generate prominent visual representation.

- To alleviate the pressure on the model from redundant target relations and increase the model’s focus on salient instances, we come up with DREA to assist the GCN in producing better local representations. DREA filters the redundant features with high similarity and enhances the features of salient targets, which enables GaLR to obtain more transcendent visual representation.

- To make full use of the information in the similarity matrix, a plug-and-play MR algorithm is devised to make the retrieval results have a secondary optimization. The post-processing algorithm comprehensively considers the various information in the similarity matrix through a bidirectional retrieval method, and can make the model obtain higher retrieval accuracy without extra training.

We have performed plenty of comparative experiments on several RS text-image datasets to demonstrate the state-of-the-art performance of the proposed GaLR as shown in Fig. 1. In addition, multiple ablation experiments are conducted to analyze the sakes for the superior performance of DREA and MR. Subsequently, we first present related work on RS text-image retrieval and graph neural network (GNN) in Section II. Then, Section III introduces a detailed description of the suggested models and algorithms. Further, we conduct a large number of experiments to verify the effectiveness of the proposed method in Section IV. Finally, the conclusions are given in Section V.

II. RELATED WORK

This section first introduces the development of RSCTIR, and then reviews some methods of GNN in relation modeling.

A. RS Cross-Modal Text-Image Retrieval (RSCTIR)

RSCTIR refers to recalling required RS images with text. The semantic gap caused by the heterogeneity of multimodal
data makes the RSCTIR tasks extremely challenging. In terms of implementation methods, RSCTIR tasks can be generally divided into caption-based methods and embedded-based methods.

Caption-based methods can be regarded as two-stage retrieval methods. These methods usually first generate annotations for each RS image in the database by the caption generator, and then calculates the similarity between the query text and the generated annotations using BLEU [11] in the retrieval phase. Qu et al. [4] firstly utilized multi-modal deep networks for semantic understanding of the high resolution RS images. To better characterize RS images, Shi and Zou [22] proposed an RS image captioning (RSIC) framework based on deep learning and fully convolution network to semantically decompose ground elements at different scales. Lu et al. [23] contributed a large RSIC dataset and conducted a comprehensive review to fully advance the task of RSIC. Sumbul et al. [24] proposed a summary driven RSIC method to overcome information deficiencies and validated the effect on multiple RS text-image datasets. Li et al. [25] suggested a new truncated cross-entropy loss to alleviate the overfitting problem in RSIC. To solve the problem that the current caption generator requires high computing power, Genc et al. [26] proposed a decoder based on support vector machine, which is effective when just a limited amount of training samples is available. Despite the relative maturity of caption-based RSCTIR [12], [27]–[29], the model inevitably introduces noise due to the limitations of dual-stage process, thus affecting the accuracy of retrieval.

The embedded-based RSCTIR methods refer to mapping RS image and text into the same high-dimensional space and measuring the cross-modal similarity by appropriate distance. To obtain a more robust embedding, Abdullah et al. [8] proposed a deep bidirectional triplet network to learn the joint encoding between multiple modalities and utilized an averaging fusion strategy to fuse the features of multiple text-image pairs. To solve the problem of multi-scale scarcity and target redundancy in RSCITR, Yuan et al. [14] proposed an asymmetric multimodal feature matching network (AMFMFN) and contributed a fine-grained RS image-text dataset for this task. By exploring the potential correspondence between RS images and text, Cheng et al. [9] proposed a semantic alignment module to get a more discriminative feature representation. Lv et al. [30] suggested a fusion-based correlation learning model for RS image-text retrieval, and solve the heterogeneity gap problem by knowledge distillation. From another perspective, Yuan et al. [15] proposed a lightweight text-image retrieval model to achieve faster RS cross-modal retrieval, and use the method of knowledge distillation and contrast learning to enhance the retrieval performance. Although some achievements have been made in this field [16], [31], the previous approaches tend to ignore the relationship among objects when performing visual representations, which leads to the models unable to fully exploit the semantics in RS image.

B. Graph Neural Network (GNN)

More recently, there has been a surge of interest in GNN which can better represent relationships at the object level. To process the data in graph domain, Scarselli et al. [32] first proposed GNN model and the supervised learning algorithm were derived to estimate the parameters of the model. Gao et al. [33] put forward the learnable graph convolutional layer which improved the performance of regular convolutional operations on generic graphs. Pei et al. [34] introduced a geometric aggregation scheme for GNN which could retain the structural information of nodes in neighborhoods better and enhance the ability to capture long-range dependencies in disassortative graphs. Meanwhile, many of the current scholars on RS pay particular attention to GNN model. Based on the GCN, Wan et al. [35] utilized multi-scale dynamic GCN model for hyperspectral image classification. Similarly, Min et al. [36] established a nonlocal GCN which could offer competitive results and high-quality classification maps. Hong et al. [37] fully investigated the different performance of convolution neural network (CNN) and GCN in hyper-spectral image classification from both qualitative and quantitative perspectives. Liu et al. [38] designed the context graph attention network for ground-based RS cloud classification. For multi-label RS scene categorization, Kang et al. [39] proposed a new graph relation network (GRN), which improved the effectiveness in terms of classification and retrieval. GNN plays an increasingly important role in object-level relationship modeling [40].

III. Method

This section introduces the proposed RSCTIR model based on GaLR. Fig. 2 shows the overall architecture of the GaLR. We present our method from four aspects: formulation, optimize local representation by DREA mechanism, MIDF, and MR. Then we have introduced the objective function and algorithm process.

A. Formulation

When cross-modal retrieval is performed, the model needs to calculate the similarity between the RS images in the database and the query text. In the traditional approach, the image $I$ and text $T$ are usually encoded as two independent vectors which are mapped into the same space. This process can be represented as

$$v = W_v I, \quad t = W_t T$$

(1)

$$S = \cos(v, t)$$

(2)

where $W_v$ and $W_t$ are the weight matrix for the representation of visual and text. $v$ and $t$ denote the representation features of the visual and text separately. $\cos(x, y)$ denotes the cosine similarity of vector $x$ and vector $y$. $S$ is the cross-modal similarity. Next, we will present our method from visual representation and text representation.

1) Visual Representation: In the traditional method, CNNs are often used to construct the $W_v$ so as to embed the images [41]. Although these methods directly map the global information into the high-dimensional space, they ignore the distinction between significant objects and redundant information due to the complexity of RS image [14]. In addition, the relationship between objects in RS images cannot be well
Fig. 2. Proposed RSCTIR framework based on GaLR. Compared with the retrieval models constructed with only global features, GaLR incorporates optimized local features in the visual encoding considering the target redundancy of RS. The multi-level information dynamic fusion module is designed to fuse the two types of information, using the global information to supplement the local information and utilizing the latter to correct the former. The suggested MR algorithm as a post-processing method further improves the retrieval accuracy without extra training. (a) Visual representation. (b) Text representation. (c) Post-processing.

represented by global features, which may lead to degradation of retrieval performance. In response to these problems, we add local feature branch to the traditional method to reflect the relationship between important objects in the RS image. Super RS image global features need to pay attention to the salient object information and suppress useless feature expression. To obtain such global features, the multi-level visual self-attention (MVSA) proposed by Yuan et al. [14] came into being. For this purpose, we utilize convolution transformation and MVSA mask to extract global features

\[ v_g = \mathcal{C}_{\text{mask}}(I) \]  

(3)

where \( v_g \) is the global feature of the RS image, and \( \mathcal{C}_{\text{mask}} \) is the CNN with MVSA. Then, to construct the relationship among the local features, we use the object detector pre-trained on the DOTA [42] dataset to extract the objects in the RS image

\[ \{\text{obj}\}_1 \] = \text{Detect}(I) \]  

(4)

where \text{Detect}(x)\) represents extract the targets of the RS image by the object detection network, and \( \{\text{obj}\}_1 \) represents the targets extracted by the detector. Further, the GCN \( \mathcal{G} \) is used to model the relationship among the targets, which can be represented as

\[ v_{l} = \mathcal{G}\left(\{\text{obj}\}_1\right) \]  

(5)

where \( v_{l} \) is the local feature of the RS image.

Global features tend to reflect the overall information of the image, while local features reflect the content in a more fine-grained manner at the target level. However, when there are few objects in the RS image, the local features obtained by the detector are weaker relative to the global features. While for RS images with no targets, local features often contain very little information, so global features are extremely important at this time. To achieve the dynamic fusion of global and local features, we propose a MIDF module

\[ v = \text{MIDF}(v_g, v_l) \]  

(6)

MIDF leverages local information to correct global information, utilizes global information to supplement local information, and uses the dynamic addition of the two to generate prominent visual representation. The suggested fusion module comprehensively considers the difference between global and local features, and generates dynamic weights to weight these two features.

2) Text Representation: When modeling text, recurrent neural networks are utilized to extract temporal information. The query text \( T \) included \( n \) words is expressed as \( \{w_i\}_1^n \). The words in the text \( T \) are embedded into the word vector and fed into the RNN [43], and then the representation of the text \( t \) is obtained through the multilayer perceptron MLP. The above process can be modeled as follows:

\[ e_i = W_e(w_i)(i \in [1, n]) \]  

(7)

\[ h_{l}^{f} = \text{GRU}^f\left(e_i, h_{l}^{f-1}\right) \]  

(8)

\[ h_{l}^{b} = \text{GRU}^b\left(e_{n-i}, h_{l}^{b-1}\right) \]  

(9)
where $W_e$ denotes the word embedding matrix, $e_j$ denotes the $i$th embedded word. GRU$^f(x)$ and GRU$^b(x)$ denotes the forward and the backward GRU [44]. $h_i^f$ and $h_i^b$ indicate the hidden state of the GRU$^f$ and GRU$^b$ at step $i$, separately.

**B. Optimize Local Representation by DREA Mechanism**

Local features characterize RS images in a more fine-grained way. In this subsection, we use GCN to construct local representations after obtaining the objects in RS image, and propose a DREA mechanism to optimize extracted local features.

After using the object detector to extract instances of the RS image, to reflect the relationship between the extracted objects, a GCN [45] is leveraged to generate local features. Compare to traditional neural network, GCN uses the information of the node as the input of the network, and utilizes adjacency matrix to characterize the relationship between nodes. For the output $X^{(l+1)}$ of the $l$th GCN layers, we define

$$X^{(l+1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(l)} W^{(l)} \right)$$

where $W^{(l)}$ is the learnable weight matrix of the $(l)$th layers, and $\sigma$ is the activation function. The position, category, probability and area size of the target in the RS image are utilized as input features $X^{(0)}$ of GCN after embedding. $\tilde{A} = A + I$, $A$ is the adjacency matrix constructed from the distances among targets in the RS image, and $I$ is the identity matrix. $\tilde{D}$ is the degree matrix [46] of $A$, which is used to normalize $A$. The distance $d_A$ between each two targets is defined to obtain an effective adjacency matrix

$$d_A(x, y) = e^{-||x-y||_{2}^2} \left( 1 - ||x-y||_{2}^2 \right)$$

where $x$ and $y$ are the coordinates of the two targets in the RS image. $||x||_{2}$ represents to calculate the length of the vector $x$. $d_A$ aims to weaken the relationship between distant targets as much as possible, while strengthening the relationship between close targets. By modeling local objects, GCN obtains scene semantics according to the object relationship.

For several instances in the natural scene, the location relationship between these instances can be automatically obtained using GCN. However, due to the redundant characteristic of the RS targets, directly using GCN to characterize each instance in the RS image will inevitably lead to the network being unable to focus on a useful feature representation. And the network has to deal with a large number of targets, resulting in excessive time consumption during training and inference [47]. Moreover, large targets in RS images are more likely to be described than small target. Inspired by this, the representation matrix and adjacency matrix are optimized to allow the network to focus more on salient instance features.

Firstly, if there are a large number of repeated targets in an RS image, such as a parking lot with hundreds of cars, we only need to let the model know that there are many cars instead of more specific details. Two objects that are close in distance and have the same type, need to be filtered and integrated into a representation that can reflect the information of the area. Define the critical similarity threshold $\delta$ and filtration factor $f(x, y)$ between the objects $x$ and $y$, that is

$$f(x, y) = \Upsilon_{d_{A} > \delta} \Upsilon_{c_{a} = c_{a}}$$

where $\Upsilon_{d_{A} > \delta}$ is an indicator function assigned to 1 if status is established, and $c_{a}$ represents the category of the object $x$. When $f(x, y)$ is 1, the target $x$ and $y$ need to be integrated to reduce the pressure of the data processing and increase the model’s attention on valuable features. The following strategies are utilized when integrating the objects:

$$px_z = \text{Ave}(px_x, px_y), \PY_z = \text{Ave}(py_x, py_y)$$

$$\text{area}_z = \text{area}_x \oplus \text{area}_y$$

$$\text{prob}_z = \text{Max}(\text{prob}_x, \text{prob}_y)$$

where $z$ is the target after integration. $(px_x, py_y)$ is the center coordinate of the target $x$. Ave$(x, y)$ and Max$(x, y)$ respectively represents the average and the maximum of $x$ and $y$. area$_k$ indicates the proportion of the total pixels occupied by the target $x$. prob$_k$ represents the probability that the target $x$ is the ground truth. $\oplus$ denotes vector sum. This strategy is used to filter every pair of targets in the RS image, which relieves the redundancy of local targets and greatly reducing the computational complexity.

Furthermore, we optimize the adjacency matrix to enhance the model’s attention to salient targets. Objects with large areas tend to have a higher probability of being described, while small objects have a lower probability to be described. To enable the model to have a higher focus on the former, we boost the adjacency relationship of objects with large areas. Since the adjacency matrix $A$ contains the relation between the object pairs, we start directly with the adjacency matrix to optimize the representation. Specifically, the area that reflects the attention degree is leveraged to rank targets

$$\{\text{obj}_{i}^{\text{area}}, \ldots, \text{obj}_{m}^{\text{area}}, \ldots, \text{obj}_{n}^{\text{area}}\} = R_{\text{area}}(\{\text{obj}_{i}^{\text{area}}\})$$

among them, $R_{\text{area}}$ indicates ranking objects based on area size. obj$_{m}^{\text{area}}$ represents the $m$th largest target in terms of area size. The area ranking is used to generate the relationship gain between the $m$th and $n$th target, we define the improved adjacency distance $d_A$

$$d_A(\text{obj}_{m}^{\text{area}}, \text{obj}_{n}^{\text{area}}) = \delta e^{1 - \sqrt{mn}}$$

where $\delta$ represents the relationship boost factor. Formula (18) aims to enhance the relationship of targets with a larger area and weaken the relationship of targets with a smaller area. The improved adjacency relationship further modifies the focus position of the model, and enables to obtain more effective local representations for visual encoding.

**C. Multi-Level Information Dynamic Fusion (MIDF)**

In this subsection, we propose a multi-level information fusion method based on the global and local characteristics of the RS field.

Although global and local features can be acquired, generating the effective representation of RS images through
attended features on the input features information by performing an internal similarity calculation. The SA module discovers the correlation between the attention (GA) to optimize the generated multi-level information through the devised dynamic fusion module. (a) Feature retransformation. (b) Dynamic fusion.

Fig. 3. Proposed multi-level information dynamic fusion module. The method falls into two stages of feature retransformation and dynamic fusion. MIDF first uses SA and GA modules to retransform features, then uses global information to supplement local information and leverages the latter to correct the former. Further dynamic fusion of multi-level features is accomplished through the devised dynamic fusion module. (a) Feature retransformation. (b) Dynamic fusion.

these two features is still an urgent problem. On the one hand, the information at two levels needs to complement each other. Local features containing target adjacency information are often needed to be used to correct global information that contain redundant representations. At the same time, as local features contain less information, they need to be supplemented by global features with a wealth of information. On the other hand, appropriate weights are required to realize the summation of these two features. Although manually adjusting the weights of the two features can achieve well-retrieval accuracy, the parameter selection makes this method time-consuming and labor-intensive. If the model can dynamically generate corresponding weights according to the information at different levels, the model does not need to use suboptimal weights as it is crucial to further improve retrieval accuracy [50]. More precisely, once the text and image match, they must be mutually retrievable. Based on this, Wang et al. [50] proposed a cross-modal rerank algorithm, which uses k candidates to perform a reverse search, and obtains the final retrieval result according to the ranking position in the reverse retrieval result. Even if the cross-modal rerank algorithm can improve the retrieval performance to a certain extent, the method does not further fully consider the information of the similarity matrix.

D. Multivariate Rerank (MR)

In this subsection, a post-processing method for retrieval tasks has been proposed, which optimizes retrieval results by combining multiple variable information in secondary sorting.

In the traditional retrieval task, the similarity calculation between M query texts and N queried images will produce a similarity matrix $S_{src}$ with size $M \times N$. The top k results of $S_{src}$ after sorting are the top k candidate images retrieved by text $t$ in the dataset. The retrieval principle is still followed when using RS image for text retrieval. Although the correctness of this retrieval method is undoubted, it ignores the internal relationship between bidirectional retrieval, which is crucial to further improve retrieval accuracy [50]. More precisely, once the text and image match, they must be mutually retrievable. Based on this, Wang et al. [50] proposed a cross-modal rerank algorithm, which uses k candidates to perform a reverse search, and obtains the final retrieval result according to the ranking position in the reverse retrieval result. Even if the cross-modal rerank algorithm can improve the retrieval performance to a certain extent, the method does not further fully consider the information of the similarity matrix.

To fully integrate a variety of useful information in bidirectional retrieval, as shown in Fig. 4, a MR algorithm is proposed. To make full use of the similarity matrix $S_{src}$, the basic idea is to use candidates for reverse search and to optimize the retrieval results by considering multiple ranking factors. The devised algorithm integrates the ranking information of $i/2t$ and
images, the higher the degree of certainty. For this purpose, we calculate the ratio and regard it as a confidence component. In particular
\[
c_i = \frac{\cos(t_m, i_t)}{\sum_{n=0}^{N} \cos(t_m, i_n)}
\]

$c_i$ calculates the confidence of the model on the source similarity, which is utilized as a weighting term for the final similarity.

Finally, we weight the three reranking components to obtain the similarity after MR $S_{mr}$
\[
S_{mr} = c_{2i} + w_{1} c_{2i} + w_{2} c_{3}
\]
$S_{mr}$ comprehensively considers the results of forward and reverse search, and combines the model’s confirmation of the initial similarity to do the secondary ranking. $S_{mr}$ takes more factors into account than the original similarity, which definitely leads to a more fine-grained ranking result. The experiment section shows the powerful performance of MR algorithm.

E. Objective Function

With the development of multimodal feature alignment, triplet loss has been called one of the mainstream loss functions in the field of multimodal feature matching. For the samples in one batch during training, triplet loss makes the distance between paired samples smaller than the distance between unpaired samples by a fixed value
\[
L(I, T) = \sum_{\hat{T}} \left[ e - \cos(I, T) + \cos(\hat{I}, \hat{T}) \right] + \sum_{\hat{T}} \left[ e - \cos(I, T) + \cos(\hat{I}, \hat{T}) \right]
\]
where $e$ represents the minimum margin, $[x]_+ = \max(x, 0)$. $(I, T)$ is a paired sample pair. $\hat{T}$ is the text that not paired with the image $I$, and $\hat{I}$ is the RS image not paired with the text $T$. The triplet loss aims to make the distance between the anchor and the negative sample as far as possible, and make it as close as possible to the positive sample. Follow [14], [51], we use the triplet loss as our objective function in our work.

F. Training and Inference Procedure

The training and inference procedures of the proposed GaLR are shown in Algorithm 1 and Algorithm 2, respectively.

During the training stage, RS image-text $D_t$ is needed. We use ppyolo [52] with a backbone of ResNet-50 as the object detector, and utilize it for object extraction of RS images after pre-training the model on the DOTA dataset. Simultaneously, the multiple sub-modules of GaLR are initialized. For each batch $I, T \in D_t$ of the training set, we first use CNN with MVSA to extract global features $v_g$. Then the detector is used to obtain the targets in the RS image, which are processed into adjacency matrix $M_A$ and representation matrix $M_R$ through the relation construction module with DREA mechanism. GCN extracts the features of the $M_A$ and $M_R$, and we denote it as the local feature $v_l$. Further, MIDF module
Algorithm 1 Training Procedure of the Proposed GaLR

Require:
RS image-text train dataset \(D_{tr} = \{\{I_1, T_1\}, \{I_2, T_2\}, \ldots\}\) (I is labeled image, T is corresponding sentence), ppyolo model \(\text{obj}_i^1 = \text{Detect}(I; \theta)\) pre-trained on the DOTA dataset, CNN with MVSA module \(v_g = C_{\text{mask}}(I; \theta_1)\), Relation construction \(M_A, M_R = RC_{\text{DREA}}(\{\text{obj}_i^1\})\), GCN module \(v_t = \tilde{G}(M_A, M_R; \theta_2)\), MIDF module \(v = \text{MIDF}(v_g, v_t; \theta_3)\), GRU module \(t = \text{GRU}(T; \theta_4)\)

Repeat until convergence:
1: for each batch \(I, T \in D_{tr}\) do
2: Visual feature extraction
3: \(v_g = C_{\text{mask}}(I; \theta_1)\)
4: \(\{\text{obj}_i^1\} = \text{Detect}(I; \theta)\)
5: \(M_A, M_R = RC_{\text{DREA}}(\{\text{obj}_i^1\})\)
6: \(v_t = \tilde{G}(M_A, M_R; \theta_2)\)
7: \(v = \text{MIDF}(v_g, v_t; \theta_3)\)
8: \(t = \text{GRU}(T; \theta_4)\)
9: Calculate the triplet loss
10: \(l_{tp} = L(v, t)\)
11: Update \(\theta_1, \theta_2, \theta_3, \theta_4\) by \(l_{tp}\)
12: end for
13: return \(C_{\text{mask}}, G, \text{MIDF}, \text{GRU}\)

Algorithm 2 Inference Procedure of the Proposed GaLR

Require:
RS image-text test dataset \(D_{te} = \{\{I_1, T_1\}, \{I_2, T_2\}, \ldots\}\) (I is labeled image, T is corresponding sentence), GaLR model \(v, t = \text{GaLR}(I, T; \theta)\), Initialize the similarity matrix \(S\), Multivariate rerank \(S_{mr} = \text{MR}(S)\)

Calculate image-text similarity matrix:
1: for each batch \(I, T \in D_{te}\) do
2: Visual feature extraction
3: \(v, t = \text{GaLR}(I, T; \theta)\)
4: \(S_b = \cos(v, t)\)
5: Append \(S_b\) to \(S\)
6: end for
7: return \(S\)

Post-processing using multivariate rerank:
8: \(S_{mr} = \text{MR}(S)\)
9: return \(S_{mr}\)

fuses global features \(v_g\) and local features \(v_t\) to obtain visual representation \(v\). For text representation, the bidirectional GRU directly extracts the features \(t\). The triplet loss function calculates the loss produced by the distances of single-modal features \(v\) and \(t\), and utilizes it to optimize the submodules of GaLR.

In the inference stage, for each batch \(I, T \in D_{te}\) of the test set, we first use the GaLR model to obtain the single-modal representation \(v\) and \(t\). The cosine similarity is leveraged to calculate the similarity \(S_b\) of the single-modal representation in one batch, and then \(S_b\) is appended to the similarity matrix \(S\) of the entire image-text test set. The proposed post-processing of MR is utilized to make \(S\) have a secondary optimization, and then the final similarity matrix \(S_{mr}\) is obtained.

IV. EXPERIMENTS RESULTS AND ANALYSIS

In this section, we first introduce the dataset, evaluation indicators, and experiment details. Hereafter, we conduct comparisons and analyses on several RS text-image datasets to verify the effectiveness of the devised GaLR model. Further, plenty of ablation experiments have been carried out to systematically explore the reasons for the excellent performance of the GaLR model and MR algorithm. Finally, the visualization experiment and the comparison of retrieval time are presented.

A. Dataset and Evaluation Metrics

Two commonly used RS text-image datasets are used in this experiment: RSICD and RSITMD. As shown in Fig. 5, each sample in the above dataset contains an RS image and five corresponding sentences. RSICD [23] has 10921 samples with the image size of 224×224, which is the largest RS text-image dataset in sample numbers. RSITMD [14] has 4743 samples and the image size is 256×256, which has more fine-grained representation in text than RSICD. In experiments, we follow the data partitioning approach of Yuan et al. [14] and use 80%, 10%, and 10% of the dataset as the training set, validation set and test set, respectively.

We use \(R@k\) and \(mR\) [53] as evaluation criteria to assess the model performance. \(R@k\) aims to calculate the proportion of ground truth in the top \(k\) samples recalled. In the experiment, \(k\) is taken as 1, 5, and 10 to more reasonably evaluate the results. \(mR\) is then leveraged to represent the average of multiple \(R@k\), which reflects the overall performance of the model more intuitively.

B. Implementation Details

All experiments in this article are conducted on a single NVIDIA RTX 3090 GPU. For different image sizes in different
datasets, we scale them uniformly to $256 \times 256$ pixels and feed them into the network. We have performed a series of data enhancements such as rotation and flip to improve the robustness of the model. The representation dimension of the word vector is set to 300. The embedding space for both images and text is 512. The margin is restricted to 0.2 for the triplet loss calculation. When optimizing the adjacency matrix, the critical similarity threshold and the relationship boost factor are set to 0.8 and 1.15, respectively. We use the Adam optimizer with the triplet loss to train the network 70 epochs, and the batchsize is 100. The initial learning rate is $1e^{-4}$ and decays by 0.7 every 20 epochs. To make the experiment more convincing, for each set of experiments, we conduct the same training and verification five times to obtain an average result.

### C. Comparisons With the SoTA Methods

We compare the proposed model with the following multiple progressive cross-modal retrieval models on two RS text-image datasets.

- **VSE++ [41]**: VSE++ extracts image and text features by CNN and GRU, respectively, and directly uses triplet loss to optimize them.
- **SCAN [51]**: SCAN enhances the VSE++ method by aligning local features, which are extracted by object detector.
- **CAMP [54]**: CAMP uses a message passing mechanism to dynamically control the flow of cross-modal information, and then obtain the final results by cosine similarity.
- **MTFN [50]**: MTFN leverages a fusion of multiple features to calculate cross-modal similarity end-to-end.
- **AMFMN [14]**: AMFMN utilizes filtered visual features to guide the representation of text features through an asymmetrical architecture.
- **LW-MCR [15]**: Lightweight multi-scale crossmodal retrieval method (LW-MCR) takes advantage of methods such as knowledge distillation and contrast learning for lightweight retrieval models.

In the above experiments, ResNet-18 [55] is used as the image feature extractor for all models except LW-MCR to compare the experiment results fairly. For the first four methods, we migrated the author’s published code to the RS image-text dataset, fine-tuned the specific parameters, and performed cross-validation to ensure model performance with a consistent model backbone. For the latter two methods, we use the results in literature [15].

We list two GaLR methods to compare with the above methods.

- **GaLR w/o MR**: GaLR model without MR.
- **GaLR with MR**: GaLR model with MR.

Table I shows the experiment results on different datasets, we can get the following conclusions.

- On the RSICD, the performance of the GaLR is particularly impressive. For the GaLR model without the MR algorithm, the $mR$ score reaches 18.62, which surpasses the most outstanding models by 2.2 points. After adding the MR mechanism, the score of the optimized GaLR has been improved to 18.96. The MR mechanism further increases the retrieval results through secondary sorting. RSICD is a large RS image-text dataset, and the performance of GaLR on this dataset strongly illustrates the effectiveness of the proposed method.

- The GaLR also still performs well on the RSITMD dataset. The accuracy of GaLR without MR mechanism has reached 31.00, which is 1.28 points ahead of AMFMN. After MR, GaLR achieves the first position among multiple indicators and wins SoTA performance with the $mR$ metric of 31.41. The excellent performance on the RSITMD once again validates the superiority of the proposed method in the RSCTIR task.

### D. Performance Analysis of DREA Mechanism

A large number of ablation experiments have been done to study the effect of DREA mechanism on retrieval performance. We first obtain local features through the unimproved representation (LF w/o DREA), and then add the DREA mechanism (LF with DREA) to compare the effect with the former. To fully illustrate the problem, we remove the proposed MIDF module and observe the change of retrieval performance by
adjusting the weights of global and local features. The final experiment results are shown in Table II.

When the global weight $w_g$ proportion is 1.0, the network degenerates into the visual coding branch of AMFMN and we regard it as the baseline model. For the LF w/o DREA, when the local feature proportion is gradually increased to 0.6, the retrieval accuracy has also improved from 27.46 at baseline to 29.87. The change in accuracy before and after the addition of local features verifies the importance of local features in optimizing retrieval performance. However, when the proportion of local features continues to be increased, the retrieval accuracy shows a gradual decreasing trend. The augmentation of local features causes the model to rely excessively on local information and gradually ignore global features, which enables the model to have a better understanding of the overall RS image.

When the DREA is added for local feature representation, the experiment results again validate the above analysis. Further, we analyze the impact of DREA on retrieval performance under specific weights. When the local feature is between 0.2 and 0.6, the improvement in retrieval performance of LF with DREA is significant. In this case, the model can perceive more salient targets in the RS image, and combine with global features to obtain a more accurate retrieval accuracy. While when the local feature component continues to rise, the performance of retrieval using LF with DREA decreases compared to LF w/o DREA. The reason is that DREA filters out a large number of targets, which leads to a lack of information which cannot be compensated by small-component global features. Despite this, LF with DREA still achieves the highest retrieval accuracy at $w_g$ of 0.4, which means that the lack of performance is acceptable in the case of a high degree of local features.

### E. Rerank Versus MR

In this subsection, we conduct ablation experiments of MR to verify the effectiveness of the proposed secondary optimization algorithm. We optimize the different similarity matrices on the RSITMD dataset, which are generated by GaLR with different parameters, to demonstrate the generality and stability of the method. We also regard the rerank method mentioned in [50] as a control group to explore the advantages of the proposed MR.

The source retrieval results, rerank results, and MR results averaged by multiple similarity matrices are shown in Table III. In this experiment, $k$ is 25, and the values of $w_{c_1}$ and $w_{c_2}$ in the MR algorithm are set to 0.5 and 1.25. Before optimization, the metric $mR$ when using the source similarity matrix for testing is 31.00, which is obtained by averaging the results of multiple similarity matrices. Then, we utilize the rerank method to reorder the similarity, and the retrieval accuracy has been improved by 0.21 points. Although the $mR$ after rerank raise a little, because thererank mechanism only uses the reverse ranking as a candidate, a large part information of the similarity matrix is ignored. Further, we use MR to optimize the original similarity matrix. Compared with the optimization algorithm using the rerank mechanism, the proposed MR mechanism mines the information in the similarity matrix more diversely. MR method improves the retrieval accuracy to a greater extent and raises the retrieval accuracy on RSITMD to 31.41.

### Table II

**Performance Comparison When Using DREA Mechanism on RSITMD Testset**

| Ablation Model | $w_g$ | $w_l$ | Sentence Retrieval | Image Retrieval | $mR$ | Growth |
|---------------|------|------|--------------------|----------------|------|--------|
|               |      |      | $R@1$ | $R@5$ | $R@10$ | $R@1$ | $R@5$ | $R@10$ |      |        |
| LF with DREA  | m1   | 1.0  | 0.0   | 12.17 | 27.43 | 38.35 | 9.10  | 31.11 | 46.61 | 27.46 | -      |
|               | m2   | 0.8  | 0.2   | 11.06 | 28.83 | 40.71 | 10.72 | 34.99 | 52.05 | 29.73 | -      |
|               | m3   | 0.6  | 0.4   | 13.27 | 28.76 | 40.94 | 10.86 | 35.10 | 49.99 | 29.67 | -      |
|               | m4   | 0.5  | 0.5   | 11.06 | 28.54 | 42.48 | 9.82  | 34.60 | 52.92 | 29.90 | -      |
|               | m5   | 0.4  | 0.6   | 10.03 | 27.29 | 40.27 | 10.12 | 36.33 | 55.18 | 29.87 | -      |
|               | m6   | 0.2  | 0.8   | 6.64  | 20.87 | 32.01 | 6.00  | 25.75 | 45.40 | 22.78 | -      |
|               | m7   | 0.0  | 1.0   | 2.36  | 6.56  | 11.06 | 1.92  | 8.72  | 15.01 | 7.61  | -      |

| LF w/o DREA | m1   | 1.0  | 0.0   | 12.17 | 27.43 | 38.35 | 9.10  | 31.11 | 46.61 | 27.46 | -0.00 |
|             | m2   | 0.8  | 0.2   | 11.87 | 31.05 | 41.88 | 10.82 | 35.83 | 52.80 | 30.71 | ↑0.98 |
|             | m3   | 0.6  | 0.4   | 12.32 | 29.57 | 42.77 | 10.97 | 35.93 | 53.54 | 30.85 | ↑1.18 |
|             | m4   | 0.5  | 0.5   | 11.96 | 28.54 | 42.48 | 8.94  | 35.66 | 55.76 | 30.52 | ↑0.62 |
|             | m5   | 0.4  | 0.6   | 11.72 | 28.76 | 40.27 | 9.90  | 36.21 | 56.14 | 30.57 | ↑0.70 |
|             | m6   | 0.2  | 0.8   | 5.24  | 18.36 | 29.06 | 5.07  | 24.29 | 43.36 | 20.90 | ↓1.88 |
|             | m7   | 0.0  | 1.0   | 1.17  | 3.39  | 5.68  | 1.15  | 4.85  | 8.89  | 4.19  | ↓3.42 |

### Table III

**Contrast Experiment of Rerank**

| Optim Method | Sentence Retrieval | Image Retrieval | $mR$ |
|--------------|--------------------|----------------|------|
|              | $R@1$ | $R@5$ | $R@10$ | $R@1$ | $R@5$ | $R@10$ |      |
| Source       | 13.05 | 30.09 | 42.70  | 10.47 | 36.34 | 53.35  | 31.00 |
| Rerank       | 14.82 | 30.75 | 42.26  | 11.19 | 36.77 | 51.46  | 31.21 |
| Multivariate Rerank | 14.82 | 31.64 | 42.48  | 11.15 | 36.68 | 51.68  | 31.41 |
Fig. 6. Variable analysis experiments of multivariate ranking algorithms for $k$, $w_{c_1}$, and $w_{c_2}$ on RSITMD testset. From left to right are: (a) Comparison of the original results, the results of rerank, and the results after MR algorithm when $k$ varies. (b) Effect of $W_{c_1}$ on retrieval results when fixing $W_{c_2}$. (c) Effect of $W_{c_2}$ on retrieval results when fixing $W_{c_1}$.

TABLE IV

| Ablation Model | Global Rep | Local Rep | Fusion Rep | Multivariate | Sentence Retrieval | Image Retrieval |
|----------------|------------|-----------|------------|---------------|-------------------|-----------------|
|                | CNN        | MVSA      | GCN        | DREA          | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| g1             | ✓          | ✓         | ✓          |               | 10.38 | 27.65 | 39.60 | 7.79 | 24.87 | 38.67 | 24.83 |
| g2             | ✓          | ✓         | ✓          |               | 12.17 | 27.43 | 38.35 | 9.10 | 31.11 | 46.61 | 27.46 |
| f1             | ✓          | ✓         | ✓          | ✓             | 2.36  | 5.66  | 11.06 | 1.92 | 8.72  | 15.01 | 7.61  |
| f2             | ✓          | ✓         | ✓          | ✓             | 1.17  | 3.39  | 5.68  | 1.15 | 4.85  | 8.89  | 4.19  |
| f3             | ✓          | ✓         | ✓          | ✓             | 11.06 | 28.54 | 42.48 | 9.82 | 34.60 | 52.92 | 29.90 |
| f4             | ✓          | ✓         | ✓          | ✓             | 12.32 | 29.57 | 42.77 | 10.97 | 35.93 | 53.54 | 30.85 |
| m1             | ✓          | ✓         | ✓          | ✓             | ✓     | 13.05 | 30.09 | 42.70 | 10.47 | 36.34 | 53.35 | 31.00 |

To analyze the influence of the parameters $k$, $w_{c_1}$, and $w_{c_2}$ on the experiment results, we conduct a variable analysis for the three parameters on RSITMD. To show the effectiveness of the MR algorithm more intuitively, we select a typical similarity matrix and visualize the change of $mR$ with parameters. Fig. 6(a) shows the variation of $mR$ indicator with the value of $k$. When $k$ varies, the rerank algorithm has better retrieval performance when $k$ takes values between 7 and 32. However, when $k$ continues to increase, the accuracy of the rerank algorithm drops sharply. For the MR algorithm, the $mR$ indicator also fluctuates considerably when $k$ changes, but is always above the result of the rerank algorithm. This experiment verifies the robustness of the proposed MR algorithm to the parameter $k$. Fig. 6(b) shows the effect of $w_{c_1}$ on the retrieval results when $k$ is 25 and fixing $w_{c_2}$. When $w_{c_1}$ is at 0.6 and 1.25, the MR algorithm achieves better retrieval accuracy. Similar to the variation of $k$, the retrieval accuracy of MR is always better than the original score regardless of the value of $w_{c_1}$ taken. Fig. 6(c) shows the effect of $w_{c_2}$ on $mR$ when $k$ is 25 and fixing $w_{c_1}$. Compared with $w_{c_1}$, the value of $w_{c_2}$ is less sensitive to the effect of retrieval accuracy, and the fluctuation of $w_{c_2}$ to $mR$ is within 0.2. MR mechanism comprehensively considers the bidirectional results in the similarity matrix and therefore obtains a more prominent retrieval result. The above experiments strongly validate the effectiveness of the proposed algorithm.

F. Ablation Studies of Structures

In this subsection, we conduct detailed experiments to systematically analyze the proposed GaLR method. Eight control experiments are designed to explore the influence of each module on retrieval effectiveness.

- **g1**: Use only global visual features extracted by CNN.
- **g2**: Use only global visual features extracted by CNN with MVSA.
- **l1**: Use only local visual features extracted by GCN.
- **l2**: Use only local visual features extracted by GCN with DREA.
- **f1**: Use the sum of global features and local features extracted only using GCN.
- **f2**: Use the sum of global features and local features extracted using GCN with DREA.
- **f3**: Use MIDF module to fuse global and local features.
- **m1**: Use the MR algorithm to optimize the results obtained by the f3 model.

Among these models, the g1 and g2 models show the influence of the MVSA module on the experimental results. Control group of (l1, l2) and (f1, f2) demonstrates the improvement of the DREA mechanism on the retrieval results. Control group of (f2, f3) verifies the superiority of MIDF module. m1 shows the impact of the proposed MR algorithm in the final retrieval performance.

Table IV shows the results of five groups of experiments.

- Compared with g1, the $mR$ indicator of the model g2 has increased by 2.63 points after adding the MVSA module.
- Compared with l1 and l2, when only local feature is utilized, DREA has a negative impact on performance. However, when the global feature is added,
The comparison between g2 and l2 illustrates that the model using only global features is significantly better than the model using local features. The global features often contain all the information of RS image, while the local features filter out part of the information, which causes the poor retrieval performance. Although local features can reflect the relationships between salient objects, due to the high intra-class similarity of RS images, the model cannot perform a good analysis of the scene through only local features.

The retrieval accuracy of f1 and f2 rises significantly when both types of information are leveraged simultaneously. This indicates that the two levels of features are indispensable when performing retrieval, and both are helpful to improve the retrieval accuracy.

Although manually adjusting the weights of the two levels of information enables the model to achieve better retrieval accuracy, such an approach often requires considerable effort to adjust the trade-off parameters.

The f3 model performs a dynamic fusion of the different features. Even if the accuracy only rises by 0.15 points, there is no need to fine-tune the trade-off parameters during training process. On the one hand, MIDF makes it unnecessary to spend a lot of time on parameter adjustment during training, and on the other hand, it allows a small improvement in retrieval accuracy.

The m1 model implements MR algorithm based on f3. In contrast to f3, the similarity matrix of m1 is considered from the perspective of multiple variables and thus the retrieval results are optimized.

G. Visual Analysis of Recall Results

In this subsection, we visualize the typical experimental results to intuitively analyze the performance differences among various retrieval models. We have selected the AMFMN and LW-MCR models as the comparisons with our model. AMFMN uses a powerful feature extractor to extract the global features of RS image which can be directly used for retrieval. LW-MCR leverages a lightweight feature extractor and utilizes knowledge distillation to improve retrieval.

Table V

| Approach         | VSE++  | SCAN  | TTFN  | CAMP  | AMFMN | LW-MCR | GaLR |
|------------------|--------|-------|-------|-------|-------|--------|------|
| ET of RSICD (s)  | 22.81  | 64.15 | 45.96 | 29.35 | 38.08 | **18.29** | 46.34|
| ET of RSITMD (s) | 4.38   | 11.69 | 8.55  | 6.72  | 8.41  | **4.12**  | 8.82 |
| IT (ms)          | 3.25   | 4.85  | 4.60  | 4.06  | 3.51  | **2.83**  | 4.20 |
When performing image-text tasks, there tends to be more incorrect text for LW-MCR, which is consistent with the quantified performance indicators. AMFMN directly uses global features for retrieval, resulting in fewer complete retrieval instances among the candidates. Take the top2 text of AMFMN as an example, the model retrieves football but not baseball. GaLR model is based on the combination of global and local features, so that the information about instances in the queried RS image is often well-represented in the retrieval results. For example, the top3 text retrieved by the GaLR model has attributes such as playground and baseball, even though the text is not the ground truth.

The performance of the three models when using text to retrieve RS images also reflects the above conclusions. When retrieved by LW-MCR, although the ground truth is in the top5 images, some wrong categories are still retrieved. As a lightweight retrieval model, LW-MCR is more difficult to obtain better visual representation by feature extraction, which leads to false retrievals. Although AMFMN has retrieved the ground truth, most of the other images retrieved have not the full attributes of the queried text. Since LW-MCR can capture the local features of the RS image, it has a more fine-grained retrieval performance when conducting feature registration. The above experiments verify the desirability of GaLR in RS cross-modal retrieval tasks.

H. Qualitative Analysis of Semantic Localization

In this subsection, to qualitatively demonstrate the performance of different configurations of GaLR on retrieval tasks, we conduct semantic localization experiments to visualize the impact of submodules on the results. The semantic localization task refers to the model localizes the region that best matches the text in a large scene. Following Yuan et al. [14], after cutting the large scene image with a multi-scale sliding window, the probability distribution between the text and each slice is calculated. Then the obtained probability distributions are merged and the median filter is used to remove the impact noise in the probability map. Three different configurations of GaLR are utilized to accomplish this task.

- (a) Only global information is used during inference, which should be noted that the GaLR in this mode is equivalent to AMFMN.
- (b) The model adds GaLR to achieve semantic localization.
(c) The MIDF module is leveraged to optimize the multi-level information.

The control group (a) and (b) shows the effect of adding local features on the retrieval performance, control group (b) and (c) demonstrates the performance improvement of the proposed MIDF module on the semantic localization task. While control group (a) and (c) demonstrates the direct comparison of the two methods of AMFMN and GaLR.

Fig. 8 shows the visualization results of the above three sets of experiments, where the ground-truth values are surrounded by red boxes. Each group is located image and heatmap from top to bottom, red represents the more likely to happen, blue is the opposite. In this experiment, the query is “There are four red tennis courts, a green baseball field and a white parking lot surrounded by gray roads,” which is a relatively fine-grained sentence. We can draw the following conclusions.

- Compared with (a), the blue box area of (b) in the non-ground-truth region is significantly larger, which indicates that the model has judged more non-ground-truth regions after obtaining local representations. Compared with the black box area of (a), the attention of (b) in this area is weakened, and the model produces fewer false detection. The global representation of the model in these places may be more consistent with the query, but the similarity drops significantly when local features which reflect the details are taken into account. The false detection of the model begins to shift from the black box to the blue box area near the ground truth, indicating that the model has more confidence in the ground-truth area after obtaining local information.

- Compared to (b), (c) uses MIDF to dynamically select and fuse multi-level information. Compared with (b), the non-ground-truth area of (c) is enlarged again, indicating that the model pays more attention to the ground-truth area. Simultaneously, the attention of (c) on the black box and the blue box area is further reduced. MIDF dynamically filters the multi-level information when processing these regions, so that the model can calculate the similarity adaptively.

- (a) and (c) reflect the retrieval performance comparison between the proposed GaLR and AMFMN. Compared with (a), the attention of (c) on non-ground-truth regions is significantly reduced, which is sufficient to reflect the performance of the proposed GaLR in semantic localization and cross-modal retrieval tasks.

I. Analysis of Time Consumption

In this subsection, we compare the retrieval time of the proposed model with other methods. The experiment platform is Intel(R) Xeon(R) Gold 6226R CPU @ 2.90 GHz and a single RTX 3090 GPU. To make a reasonable time comparison, two evaluation indicators are utilized: inference time (IT) and evaluation time (ET). IT refers to the time of performing a complete cross-modal similarity calculation. While ET refers to the time of calculating the similarity of all images and texts in different test sets. We conduct multiple experiments with no other load on the equipment to ensure fairness.

Table V shows the comparison of each model in terms of retrieval time. GaLR is slightly inferior to AMFMN in ET and at the same level as MTFN, which uses feature fusion to calculate similarity. Despite LW-MCR has great advantages in retrieval time, its performance is still far inferior to that of the GaLR. In terms of IT, the proposed method is more advanced than the MTFN but slightly less than AMFMN. On the whole, the retrieval time of GaLR is almost equal to that of other models, which belongs to the retrieval model of medium time consumption.

V. Conclusion

In this article, an RS cross-modal retrieval framework based on GaLR is proposed. We optimize the representation matrix and the adjacency matrix of local features, and obtain SoTA retrieval results after combining multi-level features. In addition, a plug-and-play MR algorithm has been devised, which can improve the retrieval results without additional training. The quantitative analysis on multiple RS text-image datasets demonstrates the effectiveness of the proposed method for RS retrieval.
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