Abstract—Most existing real-time deep models trained with each frame independently may produce inconsistent results across the temporal axis when tested on a video sequence. A few methods take the correlations in the video sequence into account, e.g., by propagating the results to the neighboring frames using optical flow, or extracting frame representations using multi-frame information, which may lead to inaccurate results or unbalanced latency. In this work, we focus on improving the temporal consistency without introducing computation overhead in inference. To this end, we perform inference at each frame. Temporal consistency is achieved by learning from video frames with extra constraints during the training phase, introduced for inference. We propose several techniques to learn from the video sequence, including a temporal consistency loss and online/offline knowledge distillation methods. On the task of semantic video segmentation, weighing among accuracy, temporal smoothness, and efficiency, our proposed method outperforms semantic video segmentation, weighing among accuracy, temporal smoothness, and efficiency, our proposed method outperforms state-of-the-art methods indeed, which may lead to unsatisfactory results on non-key frames. Baseline: PSPNet18 \cite{7} trains the model on single frames. Inference on single frames separately can produce temporally inconsistent results. Ours: training the model with the correlations among frames and inferring on single frames separately lead to a good balance between high-quality results and inference time.

To achieve temporally consistent predictions, one needs to take the smoothness constraints into account during either training/inference, or both. Previous methods perform post-processing among frames \cite{8, 9}, or employ extra modules to use multi-frame information during training and inference \cite{10}. The high computational cost makes it difficult for mobile applications. To speed up processing, keyframes avoid processing of each frame, and propagate the outputs or the feature maps to other frames (non-key frames) using optical flows \cite{11–13}. Keyframe based methods indeed accelerate inference. However, it requires different inference time for keyframes and non-key frames, leading to an unbalanced latency, thus being not friendly for real-time processing. Another drawback is that the accuracy cannot be guaranteed for each frame due to the cumulative warping error, for example, the first row in Figure 1.

Recently, real-time models on images \cite{14–16} have draw much attention. Clearly, applying compact networks to each frame of a video sequence independently may alleviate the latency and enable real-time execution. However, as discussed above, directly training the model on each frame independently

I. INTRODUCTION

Enefitting from the powerful convolutional neural networks (CNNs), some recent methods \cite{1–3} have achieved outstanding performance for high-level scene understanding tasks such as semantic segmentation, instance segmentation, and object detection. Typically, these techniques address the problem of scene analysis from a single image. Applying them to each frame independently may produce temporally inconsistent results when tested on a video sequence. One cause is the lack of high-quality labeled video data. For most popular benchmarks \cite{4, 5}, there is only one labeled frame every a few frames. When training on the labeled images, the per-frame models\textsuperscript{4} can be sensitive to small jitters, and then produce inconsistent results.

Another reason may be the neglecting of the correlations among frames. When training on each image independently, the models do not care about the consistency between similar inputs, but only tend to minimize the difference between the prediction and the ground truth labels on a single frame, leading to inconsistent results.

Index Terms—Semantic Video Segmentation, Knowledge Distillation, Temporal Consistency

\textsuperscript{1}We denote the model that takes single frames as inputs when testing on the video sequence as per-frame models in this paper.
often produces temporally inconsistent results on videos as shown in the second row of Figure 1.

It is important to achieve a good balance between accuracy, temporal consistency, and efficiency when designing algorithms for video scene understanding. As discussed above, employing per-frame inference can ease the problem of latency and achieve stable prediction time. In this work, we propose a semi-supervised learning scheme to train per-frame models on video sequences to obtain improved accuracy and temporal consistency. Several alternative techniques are employed, including a temporal consistency loss considering the correlation among frames and online/offline knowledge distillation.

A motion guided temporal consistency loss is employed with the motivation of assigning a consistent label to the same pixel along the time axis. Occlusions are masked by self-supervision from RGB images, making the model more robust to the small jitters.

Knowledge distillation methods are widely used in image recognition tasks [17]–[19], and achieve great success. To further improve the performance of the per-frame models, we propose an online temporal consistency knowledge distillation strategy, which learns the correlation among frames from a large teacher network. Besides, an offline knowledge distillation scheme, generating pseudo labels for unlabeled consecutive frames, is employed. The online and offline knowledge distillation methods can boost not only the accuracy, but also the smoothness, verifying our hypothesis that learning from video frames can ease the problem of temporally inconsistent predictions.

We first validate the effectiveness of proposed training methods with efficient semantic video segmentation on benchmark datasets. The performance is first evaluated on two self-driving datasets, Cityscapes [4] and Camvid [5]. Results of face mask segmentation on 300VW-mask [22] are also reported. The temporal consistency as well as the segmentation accuracy are boosted compared to the per-frame models, without extra computation cost during inference as shown in Figure 2. Weighing among accuracy, temporal consistency, and efficiency, the improved per-frame models can achieve promising performance.

Moreover, we apply our training methods to the recent instance segmentation model [2], and boost its performance on YouTube-VIS [23]. With the per-frame instance segmentation network, we propose an application of predicting instance-level trimaps (foreground, background, unknown), which can be used to generate instance-level portrait matting. Training with pseudo labels and the motion loss does not depend on the ground-truth labels. Thus, the proposed training scheme can be easily applied to the videos in the wild. Qualitative and quantitative results on images and videos demonstrate the proposed training methods are helpful for transfer learning and can improve the temporal consistency of the per-frame models in a few applications.

We summarize our main contributions as follows.

- We consider the correlations among frames during training and independently process each frame in the inference process for video segmentation, thus improving temporal consistency without introducing computation overhead in inference.
- We employ a few techniques, including a temporal consistency loss and online/offline knowledge distillation schemes to effectively train the per-frame models, taking both accuracy and temporal consistency into consideration.
- When applying to semantic video segmentation, the compact models outperform previous state-of-the-art methods weighing among accuracy, temporal consistency, and inference speed on datasets including Cityscapes, Camvid, and 300VW-Mask.

A preliminary version of this work was published in [24]. We have extended our conference version as follows. First, we simplify the original training scheme by removing the online single frame distillation. As a result, memory footprint in training is reduced. Second, we employ off-line distillation with test-time augmentation to generate pseudo labels on video sequences, and significantly improve the accuracy and the temporal consistency. Last, we include more experiments
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on 300VM-Mask and apply the method to video instance segmentation on YouTube-VIS. We propose an application of video portraits matting in the wild by predicting instance-level trimaps.

II. RELATED WORK

Semantic Video Segmentation. Semantic video segmentation requires dense labeling for all pixels in each frame of a video sequence into a few semantic categories. Previous work can be summarized into two streams. The first one focuses on improving the accuracy by exploiting the temporal relations and the unlabelled data in the video sequence. A gated recurrent unit is employed to propagate semantic labels to unlabeled frames in [25]. Other works such as NetWarp [10], STFCN [26], and SVP [8] employ optical-flow or recurrent units to fuse the results of several frames during inferring to improve the segmentation accuracy.

The second line of works pay attention to reduce the computation cost by re-using the feature maps in the neighboring frames. ClockNet [20] proposes to copy the feature map to the next frame directly, thus reducing the computational cost. DFF [11] employs the optical flow to warp the feature map between the keyframe and non-key frames. Xu et al. [13] further propose to use an adaptive keyframe selection policy while Zhu et al. [12] observe that propagating partial regions in the feature map can achieve better performance. Li et al. [27] propose a low-latency video segmentation network by optimizing both the keyframe selection and the adaptive feature propagation. Accel [6] proposes a network fusion policy to use a large model to predict the keyframe and use a compact one in non-key frames. Keyframe based methods require different inference time and may produce different quantity results between keyframes and other frames.

Video/image Instance Segmentation. Image instance segmentation is a fundamental problem in computer vision, which predicts each pixel a category label as well as an instance label, a.k.a. pixel-level object detection. Typical methods often follow the pipeline of ‘detect-then-segment’ [28, 29], which need to predict a bounding box for each instance first and then perform binary segmentation within each box. To avoid heavy computation, often the resolution of the estimated masks is of low resolution, e.g., 28 × 28 in Mask RCNN [28]. Recently, several approaches [2, 30, 31] solve instance segmentation without resorting to bounding box detection. MaskTrack R-CNN [23] first proposes the task and a new dataset for video instance segmentation. They extend the Mask-RCNN to video instance segmentation tasks by adding a new tracking branch. In this work, we aim at using simple training schemes to perform video instance segmentation with recent state-of-the-art one-stage image instance segmentation networks [3, 30].

Trimaps Prediction. Trimaps are usually employed as the input of a matting system. It is challenging to perform video matting as one needs to make sure the temporal consistency across frames. Trimaps are often generated by a binary semantic segmentation method and/or interactive user inputs. Current research focuses on generating consistent trimaps across video frames. Flow-based methods [32, 33] propagate the generated trimaps using motion information. Zou et al. [34] propose an unsupervised video matting method with sparse and low-rank representations. Different from previous work, we apply our per-frame model to a new application of instance portraits matting by instance-level trimaps prediction.

Temporal Consistency. Applying image processing algorithms to each frame of a video may lead to temporally inconsistent results. The temporal consistency problem has draw much attention in low-level and mid-level applications, such as colorization [35], style transfer [36], and video depth estimation [37, 38] and task agnostic approaches [39, 40]. Temporal consistency is also essential in semantic video segmentation. Miksik et al. [41] employ a post-processing method that learns a similarity function between pixels of consecutive frames to propagate predictions across time. Nilsson and Sminchiesescu [25] insert the optical flow estimation network into the forward pass and employ a recurrent unit to make use of neighbouring predictions. Our method is more efficient than theirs as we employ per-frame inference. The warped previous predictions work as a constraint only during training.

Knowledge Distillation. The effectiveness of knowledge distillation has been verified in classification [42–44]. The output of the large teacher net, including the final logits and the intermediate feature maps, are used as soft targets to supervise the compact student net. Previous knowledge distillation methods in semantic segmentation [17, 18] design distillation strategies only for improving the segmentation accuracy. To our knowledge, to date no distillation methods are employed to improve temporal consistency. In this work, we focus on encoding the motion information into the distillation terms to make the segmentation networks work better for the semantic video segmentation tasks.

Semi-supervised learning. Pseudo labels are widely used in semi-supervised learning. Mittal et al. [45] propose an approach for semi-supervised semantic segmentation that learns from a small amount of pixel-wise annotated samples while exploiting additional annotation-free images. Ouali et al. [46] use pseudo labels to train an auxiliary branch. These works assume that one only has limited labeled data, and the generated pseudo labels are of low quality. Thus, they make extra efforts to take advantage of the pseudo labels. Recently, directly training the network with high-quality pseudo labels has gained much attention [47, 48]. Zhu et al. [47] propose to use a motion estimation network to propagate labels to unlabeled frames as data augmentation and achieve state-of-the-art performance in terms of segmentation accuracy. Chen et al. [48] propose an iterative training scheme to train the student network with pseudo labels. These methods achieve significant performance. DVRL [49] employ pseudo labels to evaluate the similarity between frames as the reward of reinforcement learning. Thus, they can select key-frames based on the rewards.

Different from previous work, in this paper, we focus on training efficient per-frame models on video sequences to improve temporal consistency and accuracy. Training with the pseudo labels on consecutive frames can improve the accuracy as well as the smoothness.
III. OUR APPROACH

Figure 3 summarizes our main contributions. A few training techniques are employed to improve the accuracy and the temporal consistency of the per-frame models, including the off-line distillation (Figure 3 (b)), the online distillation (Figure 3 (c) and (d)) and the temporal loss (Figure 4). In this section, taking the semantic video segmentation as an example, we first describe the overall training scheme in Section II-A. Then, we introduce the details of the training loss, including the online distillation loss in Section II-B and the temporal loss in Section II-C. Finally, we extend the training scheme to video instance segmentation.

A. Self-training on Video Sequences

Without supervision of temporal consistency during training and inference, the network is sensitive to the small jitters in the input frame. Here, we propose a training scheme which considers the temporal consistency and makes use of unlabeled video frames. The details are shown in Algorithm 1.

Inspired by [17], we build a distillation mechanism to effectively train the compact student net S by making use of the cumbersome teacher net T. The teacher net T is already well trained with the segmentation loss $\ell_{ce}$ and the temporal loss $\ell_{tl}$ to achieve a high temporal consistency as well as the segmentation accuracy. Then, the pseudo labels on consecutive frames are generated by T with test-time data augmentation. We build a new training set by combining pseudo labels from the video frames with ground-truth labels from the images. The student net S is trained on the combined dataset with three losses: the conventional cross-entropy loss $\ell_{ce}$, temporal loss $\ell_{tl}$, and the distillation loss $\ell_{dis}$:

$$
\ell = \sum_{t=1}^{T} \ell_{ce}^{t} + \lambda \sum_{t=1}^{T-1} \ell_{tl}(Q_{t}, Q_{t+1}) + \sum_{t=1}^{T-1} \ell_{dis},
$$

where $T$ is the number of all the frames in one training sequence including frames with ground-truth labels and pseudo labels. $Q_{t}$ and $Q_{t+1}$ is the segmentation map for frame $t$ and frame $t+1$. The loss weight for all regularization terms $\lambda$ is set to 0.1. Different from previous single frame distillation methods [17], $\ell_{dis}$ contains two new distillation strategies, which are designed to transfer the temporal consistency from T to S: pair-wise-frames dependency (PF) and multi-frame dependency (MF).

Algorithm 1 Temporally Consistent Semi-supervised Learning for Video Segmentation

| Labeled data: $n$ pairs of image $x_{i}$ and corresponding human annotation $y_{i}$ |
| Unlabeled data: $m$ images collected from multiple video sequences with no human annotations $\{\tilde{x}_{1}, \tilde{x}_{2}, ..., \tilde{x}_{m}\}$ |

**Step 1:** Train a Teacher network $\theta_{T}$ on labeled images by minimizing $\ell_{t}$.

if sampled images have consecutive frames then

$\ell_{t} = \ell_{tl} + \ell_{ce}$

else

$\ell_{t} = \ell_{ce}$

end if

**Step 2:** Generate pseudo-labels $\tilde{y}_{i}$ for unlabeled images with test-time augmentations.

**Step 3:** Combine the ground truth labeled data with the pseudo labeled data with a proper ratio.

**Step 4:** Train a student network $\theta_{S}$ on the combined dataset with the video segmentation loss, the temporal loss and the distillation loss, $\ell_{s} = \lambda(\ell_{dis} + \ell_{tl}) + \ell_{ce}$.

B. Temporal Consistency Knowledge Distillation

**Pair-wise-Frames Dependency.** As shown in Figure 3 (c), following [17], we denote an attention (AT) operator to calculate the pair-wise similarity map $A_{x_{1}, x_{2}}$ of two input tensors $X_{1}, X_{2}$, where $A_{x_{1}, x_{2}} \in \mathbb{R}^{N \times N \times 1}$ and $X_{1}, X_{2} \in \mathbb{R}^{N \times C}$. For the pixel $a_{ij}$ in $A$, we calculate the cosine similarity between $x_{1}^{i}$ and $x_{2}^{j}$ from $X_{1}$ and $X_{2}$, respectively:

$$
a_{ij} = x_{1}^{i} x_{2}^{j} / (\|x_{1}^{i}\| \|x_{2}^{j}\|).
$$

This is an efficient and easy way to encode the correlations between two input tensors.

We encode the pair-wise dependency between the predictions of every two neighbouring frame pairs by using the AT operator, and obtain the similarity map $A_{Q_{t}, Q_{t+k}}$, where $Q_{t}$ is
the segmentation map of frame \( t \) and \( a_{ij} \) of \( \mathbf{A}_{t_k Q_t, Q_{t+k}} \) denotes the similarity between the class probabilities on the location \( i \) of the frame \( t \) and the location \( j \) of the frame \( t+k \). If a pixel on the location \( i \) of frame \( t \) moves to location \( j \) of frame \( t+k \), the similarity \( a_{ij} \) may be higher. Therefore, the pair-wise dependency can reflect the motion correlation between two frames.

We align the pair-wise-frame (PF) dependency between the teacher net \( T \) and the student net \( S \),

\[
\ell_{PF}(\mathbf{Q}_t, \mathbf{Q}_{t+k}) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (a_{ij}^S - a_{ij}^T)^2,  \tag{2}
\]

where \( \forall a_{ij}^S \in \mathbf{A}_{t_k Q_t, Q_{t+k}} \) and \( \forall a_{ij}^T \in \mathbf{A}_{t_k Q_t, Q_{t+k}}^T \).

**Multi-Frame Dependency.** As shown in Figure [3] (d), for a video sequence \( \mathcal{I} = \{... \mathbf{I}_{t-1}, \mathbf{I}_t, \mathbf{I}_{t+1}, ... \} \), the corresponding feature maps \( \mathcal{F} = \{... \mathbf{F}_{t-1}, \mathbf{F}_t, \mathbf{F}_{t+1}, ... \} \) are extracted from the output of the last convolutional block before the classification layer. Then, the self-similarity matrix, \( \mathbf{A}_{\mathcal{F}_t, \mathcal{F}_t} \), for each frame are calculated by using AT operator in order to: 1) capture the structure information among pixels, and 2) align the different feature channels between the teacher net and student net.

We employ a ConvLSTM unit to encode the sequence of self-similarity maps into an embedding \( \mathbf{E} \in \mathbb{R}^{1 \times D_e} \), where \( D_e \) is the length of the embedding space. For each time step, the ConvLSTM unit takes \( \mathbf{A}_{\mathcal{F}_t, \mathcal{F}_t} \) and the hidden state which contains the information of previous \( t-1 \) frames as input; and outputs an embedding \( \mathbf{E}_t \), along with the hidden state of the current time step.

We align the final output embedding \( \mathbf{E}^T \) at the last time step, \( \mathbf{E}^S \) from \( T \) and \( S \), respectively. The output encoding encodes the relations of the whole input sequence, named multi-frame dependency (MF). The distillation loss based on multi-frame dependency is termed as: \( \ell_{MF}(\mathcal{F}) = \|\mathbf{E}^T - \mathbf{E}^S\|_2^2 \).

The parameters in the ConvLSTM unit are optimized together with the student net. To extract the multi-frame dependency, both the teacher net and the student net share the weight of the ConvLSTM unit. Note that there exists a model collapse point when the weights and bias in the ConvLSTM are all equal to zero. We clip the weights of ConvLSTM between a certain range and enlarges the \( \mathbf{E}^T \) as a regularization to prevent the model collapse.

Finally, the distillation loss \( \ell_{dis} \) in Equation [1] can be written as \( \ell_{dis} = \ell_{PF} + \ell_{MF} \).

**C. Motion Guided Temporal Consistency**

Training semantic segmentation networks independently on each frame of a video sequence often leads to undesired inconsistency. Conventional methods include previous predictions as an extra input, which introduces extra computational cost during inference. We employ previous predictions as supervised signals to assign consistent labels to each corresponding pixel along the time axis.

2The details of calculations in ConvLSTM is referred in [50], and we also include the key equations in Section A.2 in Appendix.

**D. Video Instance Segmentation**

As shown in Algorithm [1], the proposed training method can improve the temporal consistency for per-frame models. The proposed training scheme does not limit to semantic video segmentation, and it is easy to generalize to other
per-frame models, such as instance segmentation networks. Given a single input image $I_t$ on frame $t$ with the shape $W \times H$, the per-frame instance segmentation network can produce a binary mask with the shape $W \times H \times 1$ with a class from $C$ predefined classes for each instance. To make a instance segmentation network work on the video sequence, we use a simple matching scheme by the weighted sum of the classification score, mIoU, and the location similarity to associate instances in adjacent frames following [51]. Given two input frame $I_t$ and $I_{t+1}$ at time steps $t$ and $t+1$, the predicted mask for instance $n$ will be $P_{n,t}$ and $P_{n,t+1}$. The temporal loss $\ell_{tl}$ follows Eq [3]

$$\ell_{tl}(I_t, I_{t+1}) = \sum_{n=1}^{N} V_{n,t\Rightarrow t+1} \left\| P_{n,t} - P_{n,t+1\Rightarrow t} \right\|_2^2.$$  (4)

Here, $\hat{P}_{n,t\Rightarrow t}$ is the warped trimap from frame $t+1$ to frame $t$, and $V_{n,t\Rightarrow t+1}$ is the occlusion mask based on the warping errors of RGB pixels. We employ a recent instance segmentation method to predict the mask for instances of interest. For more details, refer to [2].

IV. EXPERIMENTS: SEMANTIC VIDEO SEGMENTATION

A. Implementation details

Dataset. Cityscapes [4] is collected for urban scene understanding and contains 30-frame snippets of the street scene with 7 frames per second. The dataset contains 5,000 high quality pixel-level finely annotated images at 20th frame in each snippets, which are divided into 2,975, 500, 1,525 images for training, validation and testing. The dataset also contains 20K coarsely annotated video frames, namely ‘train extra’. We generate pseudo labels on these video frames. The CamVid dataset [5] is an automotive dataset. It contains five different videos, which have ground truth labels every 30 frame. Three train videos contain 367 frames, while two test videos contain 233 frames.

Network structures. Different from keyframe based methods, which take several frames as input during inference, we apply our training methods to a compact segmentation model with per-frame inference. There are three main parts while training the system: a teacher net of PSPNet [7] with a ResNet101 [52] trained with the temporal loss and the cross-entropy loss; A motion estimation network using a pre-trained FlowNetV2 [53]; and a light-weight student network, including PSPNet18 [24], MobileNetV2 [24], HRNet-w18 [24], BiseNetV2 [15], ESPNetV2 [16] and harDNnet [21].

Random sampling policy. To reduce the computational cost while training on video data, and make use of more unlabeled frames, we randomly sample frames before the ground-truth/pseudo labelled frames, named ‘frame f’ and behind the labelled frame, named ‘frame b’ to form a training triplet (frame_f, labelled frame, frame_b), instead of only using the frames right next to the labelled ones. The random sampling policy can take both long-term and short-term correlations into consideration and achieve better performance. Training on a longer sequence may show better performance with more expensive computation.

Training. On Cityscapes, the same segmentation networks as the previous version [24] are trained by mini-batch stochastic gradient descent (SGD) for 200 epochs. We sample 8 training triplets for each mini-batch. The learning rate is initialized as 0.01 and is multiplied by $(1 - \frac{iter}{max_iter})^{0.9}$. We randomly cut the images into 769 × 769 as the training input. Normal data augmentation methods are applied during training, such as random scaling (from 0.5 to 2.1) and random flipping. Other off-the-shelf networks are trained following the original papers. On Camvid, we use a crop size of 640 × 640. We use the official implementation of PSPNet in Pytorch [54] and train all the network with 4 cards of Tesla Volta 100. Note that the the temporal consistency loss is only applied to the frame $t$ and frame $t+1$.

Evaluation metrics. We evaluate our method on three aspects: accuracy, temporal consistency, and efficiency. The accuracy is evaluated by widely-used mean Intersection over Union (mIoU) and pixel accuracy for semantic segmentation [17]. We report the model parameters (#Param) and frames per second (fps) to show the efficiency of employed networks. The inference speed is evaluated on a single GTX 1080Ti. We follow [39] to measure the temporal stability of a video based on the mean flow warping error between every two neighbouring frames.

We follow [39] to measure the temporal stability of a video based on the flow warping error between two frames. Different from [39], we use the mIoU score instead of the mean square error to evaluate the semantic segmentation results,

$$E_{warp}(Q_{t-1}, Q_t) = \frac{Q_t \cap \hat{Q}_{t-1}}{Q_t \cup \hat{Q}_{t-1}},$$  (5)

where $Q_t$ represents the predict segmentation map of frame $t$ and $Q_{t-1}$ represents the warped segmentation map from frame $t-1$ to frame $t$. We calculate a statistical average warp IoU on each sequence, and using an average mean on the validation set to evaluate the temporal stability:

$$E_{warp} = \frac{1}{N} \sum_{i=1}^{N} \frac{Q_i \cap \hat{Q}_i}{Q_i \cup \hat{Q}_i},$$  (6)

where $Q = \{Q_2, \ldots, Q_T\}$ and $\hat{Q} = \{\hat{Q}_1, \ldots, \hat{Q}_{T-1}\}$. $T$ is the total frames of the sequence and $N$ is the number of the sequence. On Cityscapes [4], we random sample 100 video sequence from the validation set, which contains 3000 images to evaluate the temporal smoothness. The sampled list has been public through our released code page. The temporal consistency of all compared methods in this work are evaluated on the same sampled subset. On Camvid [5], we evaluate the temporal smoothness of the video sequence ‘seq05’ from the test set.

1) Ablations: Ablation experiments are conducted on Cityscapes with the PSPNet18 model.

Effectiveness of proposed methods. In this section, we verify the effectiveness of the proposed training scheme. Both the accuracy and temporal consistency are shown in Table [8]. We build the baseline scheme $a$, which is trained on every single labelled frame. Then, we apply the proposed temporal consistency knowledge distillation terms: the pair-wise-frame depen-


### Table I

| Scheme index | SF   | PF  | MF  | TL   | PL   | mIoU   | Pixel accuracy | Temporal consistency |
|--------------|------|-----|-----|------|------|--------|------------------|----------------------|
| a            | ✓    | ✓   | ✓   | ✓    |      | 60.72  | 77.18           | 68.90                |
| b            | ✓    | ✓   | ✓   | ✓    | ✓    | 70.32  | 77.96           | 70.10                |
| c            | ✓    | ✓   | ✓   | ✓    | ✓    | 70.38  | 77.99           | 69.78                |
| d            | ✓    | ✓   | ✓   | ✓    | ✓    | 71.16  | 78.64           | 70.21                |
| e            | ✓    | ✓   | ✓   | ✓    |      | 70.67  | 78.46           | 70.46                |
| f            | ✓    | ✓   | ✓   | ✓    |      | 71.57  | 78.94           | 70.61                |

| Combining with SF | mIoU | Pixel accuracy | Temporal consistency |
|-------------------|------|----------------|----------------------|
| g                 | 70.85 | 78.41 | 69.20               |
| h                 | 71.36 | 78.64 | 70.13               |
| i                 | 73.06 | 80.75 | 70.36               |

| Combining with PL | mIoU | Pixel accuracy | Temporal consistency |
|-------------------|------|----------------|----------------------|
| j                 | 74.31 | 81.58 | 69.76               |
| k                 | 74.82 | 82.38 | 70.25               |
| l                 | 75.90 | 83.48 | 70.67               |

Accuracy and temporal consistency of the student net on Cityscapes validation set. SF: single-frame distillation methods, PF: our proposed pair-wise-frame dependency distillation method, MF: our proposed multi-frame dependency distillation method, TL: the temporal loss, PL: pseudo labels on extra video frames. The proposed distillation methods and temporal loss can improve both the temporal consistency and accuracy and they are complementary to each other.

### dency (PF) and multi-frame dependency (MF), separately, to obtain the scheme b and c. The temporal loss is employed in the scheme c. A preliminary version of this work [24] employs the online single frame (SF) distillation on labeled images to further improve the segmentation accuracy, which requires extra memory during training. Here, we propose to generate pseudo labels (PL) with test-time augmentation on unlabeled video sequences, which can be seen as an offline single-frame distillation. The detailed ablation results are shown in the scheme i, g and k.

Compared with the baseline scheme, all the schemes can improve accuracy as well as temporal consistency. We also find when combine SF and PL together, the mIoU can be slightly improved, but the temporal consistency will be decreased. Thus, the SF is removed in this work.

To compare scheme g with c and d, one can see that the newly designed distillation scheme across frames can improve the temporal consistency to a greater extent. From the scheme e, it is observed that the temporal loss is most effective for the improvement of temporal consistency.

To compare scheme g with j and k, we can see that training on pseudo labels with video sequences can help the model learn more consistent results. To compare scheme f with i, we can see that online single frame distillation methods [17] can improve the segmentation accuracy but may harm the temporal consistency. In contrast, in the scheme l, off-line distillation on consecutive frames can help further improve the temporal consistency.

Compared with the preliminary conference version, the segmentation accuracy is improved from 73.06% to 75.90% in terms of mIoU while the temporal consistency is improved from 70.56% to 70.67%. We do not introduce any parameters or extra computational cost with per-frame inference. Both the distillation terms and the temporal loss can be seen as regularization terms, which can help the training process. Such regularization terms introduce extra knowledge from the pre-trained teacher net and the motion estimation network. Besides, performance improvement also benefits from temporal information and unlabelled data from the video.

**Impact of the random sampling policy.** We apply the random sampling (RS) policy when training with video sequence in order to make use of more unlabelled images, and capture the long-term dependency. Experiment results are shown in Table [II]. When the training images are not sufficient (without pseudo labels), the improvement of the temporal consistency is larger. By employing the random sampling policy, both the temporal loss and distillation terms can benefit from more sufficient training data in the video sequences in the next section. When employing more training data from the consecutive video frames, the random sampling policy can still have further improvement. We employ such a random sampling policy considering the memory cost during training.

### Table II

| Method            | RS | mIoU | TC  |
|-------------------|----|------|-----|
| PSPNet18 + TL     | ✓  | 70.04| 70.21|
| PSPNet18 + TL     | ✓  | 70.67| 70.46|
| PSPNet18 + Dis    | ✓  | 70.94| 69.98|
| PSPNet18 + Dis+ TL+PL | ✓  | 71.16| 70.21|
| PSPNet18 + Dis+ TL+PL | ✓  | 75.71| 70.63|
| PSPNet18 + Dis+ TL+PL | ✓  | 75.90| 70.67|

### Table III

| Method    | Teacher Model | mIoU | TC  |
|-----------|---------------|------|-----|
| PSPNet101 | None          | 78.84| 69.71|
| PSPNet101 + TL | None    | 79.53| 71.68|
| PSPNet18  | None          | 69.79| 68.50|
| PSPNet18  | PSPNet101    | 70.26| 69.27|
| PSPNet18  | PSPNet101 + TL | 70.32| 70.10|
Impact of the teacher net. The temporal loss can improve the temporal consistency of both cumbersome models and compact models. We compare the performance of the student net training with different teacher nets (i.e., with and without the proposed temporal loss) to verify that the temporal consistency can be transferred with our designed distillation term. The results are shown in Table III. The temporal consistency of the teacher net (PSPNet101) can be enhanced by training with temporal loss by 1.97%. Meanwhile, the mIoU can also be improved by 0.69%. By using the enhanced teacher net in the distillation framework, the segmentation accuracy is comparable (70.26 vs. 70.32), but the temporal consistency has a significant improvement (69.27 vs. 70.10), indicating that the proposed distillation methods can transfer the temporal consistency from the teacher net.

2) Discussions: Correlations with model design works.
We focus on improving the accuracy and temporal consistency for real-time models by making use of temporal correlations. Thus, we do not introduce extra parameters during inference. We verify that our methods can generalize to different efficient backbones, e.g., ResNet18, MobileNetV2, and HRNet with ablation results.

A series of work [15], [16], [21] focus on designing network structures for fast segmentation on single images and achieve promising results. We further conduct experiments on these structures and make them more suitable to process video sequences. Besides, large models [7], [47], [48] can achieve high segmentation accuracy with large backbones. For example, Zhu et al. [47] achieve 81.4% in terms of mIoU with ResNet50 as backbone. It has low inference speed. Besides, the temporal loss is also effective when applying to large models, e.g., the temporal consistency and the accuracy of the PSPNet101 can be improved with temporal loss.

| Method            | mIoU | Tsb | TC  |
|-------------------|------|-----|-----|
| PSPNet18          | 69.79| 0.0923 | 68.50 |
| PSPNet18_video    | 75.90| 0.0892 | 70.67 |
| PSPNet101         | 78.84| 0.0926 | 69.79 |
| PSPNet101+TL      | 79.53| 0.0836 | 71.68 |

Smoothness and accuracy. Smoothness and accuracy are not independent of each other. For example, if we can predict every pixel correctly, the smoothness should achieve the best result. However, a stronger model does not naturally have higher temporal consistency. For example, the PSPNet101 achieves 78.8% in terms of mIoU, which is higher than any other enhanced student nets, but the temporal consistency is only 69.7% in terms of TC, which is very low.

There are some previous metrics to evaluate the temporal smoothness, such as the temporal stability as used in [55], which evaluates temporal segmentation quality with a focus on boundaries. This metric is designed for video object segmentation, which only contains several objects in each frame. Converting the boundary of the mask into a collection of coordinate points has low efficiency on scene parsing datasets, like Cityscapes. Besides, some classes of stuff (e.g., road, sky) are hard to transfer. It takes around 13 hours to evaluate the temporal stability while 3 hours to evaluate the TC on Cityscapes. Thus, the proposed Temporal Consistency (TC) is suitable to evaluate the scene parsing dataset, like Cityscapes and CamVid. We report the comparison results between different evaluation metrics of temporal smoothness in Table IV. Our proposed training scheme can improve the temporal smoothness in terms of both metrics.

B. Results on Cityscapes

Comparison with single-frame based methods. Single-frame methods are trained and inferred on each frame independently. Directly applying such methods to video sequences often produces inconsistent results. We first apply our training schemes to the same single-frame semantic segmentation networks as the previous version [24], and achieve significant improvements. Metrics of mIoU, temporal consistency, inference speed, and model parameters are shown in Table V.

As shown in Table V, the proposed training scheme works well with a few compact backbone networks (e.g., PSPNet18, HRNet-w18, and MobileNetV2). Both temporal consistency and segmentation accuracy can be improved using the temporal information among frames.

We also compare our training methods with the single-frame distillation method [17]. According to our observation, GAN based distillation methods proposed in [17] can produce inconsistent results. For example, with the same backbone ResNet18, training with the GAN based distillation methods (SKD-R18) achieves higher mIoU: 72.7 vs. 69.8, and a lower temporal consistency: 67.6 vs. 68.5 compared with the baseline PSPNet18, which is trained with cross-entropy loss on every single frame. With the proposed training schemes using the temporal information among frames, noted as ‘PSPNet18_Video’, both the temporal consistency and accuracy are improved by a large margin. Note that we also employ a smaller structure of the PSPNet with half channels than in [17].

As real-time semantic image segmentation methods focus on achieving higher accuracy with fewer computational costs, the model capacity is limited, and the results on video sequences are very inconsistent. As Table V shows, when applying to off-the-shelf real-time semantic image segmentation models, the temporal consistency will improve significantly. Besides, the segmentation accuracy also boosts. We do not change the network structure of the off-the-shelf models. Therefore, with our improved model parameters, the networks can achieve the same inference speed as reported in original papers. The proposed training scheme has proven effective in multiple different network structures. Although the network structures of real-time per-frame models will achieve new state-of-the-art performance in the future, the correlations among frames will often help boost temporal consistency and accuracy.

Comparison with video-based methods. Video-based methods are trained and inferred on multi frames, we list current methods including keyframe based methods: CC [20], DFF [11], DVSNI [13], Accel [6] and multi-frame input method: GRFP [25]. The compact networks
### Table V
Comparison with recent efficient image/video semantic segmentation networks on three aspects: accuracy (mIoU, %), smoothness (TC, %) and inference speed (fps, Hz). Results are reported on the validation set of Cityscapes. We sort all the methods based on three evaluation metrics. ‘R’ is the ranking of the sum of three rankings (r1, r2, r3).

| Method            | Backbone | #Params | Cityscapes | mIoU  | r1  | TC  | fps  | r3  | R   |
|-------------------|----------|---------|------------|-------|-----|-----|------|-----|-----|
| Video-based methods: Train and infer on multi frames |          |         |            |       |     |     |      |     |     |
| CC [20]           | VGG16    | -       | 67.7 24    | 71.2 3 | 16.5 | 15  | 15   |     |     |
| DFF [11]          | ResNet101| -       | 68.7 23    | 71.4 2 | 9.7  | 17  | 15   |     |     |
| GRFP [25]         | ResNet101| -       | 69.4 -     | - -    | 3.2  | -   | -    |     |     |
| DVSN [13]         | ResNet101| -       | 70.3 -     | - -    | 19.8 | -   | -    |     |     |
| DVRT [29]         | ResNet101| -       | 72.9 -     | - -    | -    | -   | -    |     |     |
| Accel             | ResNet101/18 | -      | 72.1 16    | 70.3 9 | 3.6  | 23  | 21   |     |     |

Single frame methods: Train and infer on each frame independently

| Method   | Backbone | #Params | Cityscapes | mIoU  | r1  | TC  | fps  | r3  | R   |
|----------|----------|---------|------------|-------|-----|-----|------|-----|-----|
| Naive    | A3      | ResNet101| 68.1 78.8 2 | 69.7 14 | 1.7  | 24  | 14   |     |     |
| ESPNetV2 | A3      | MobileNetV2 | 8.3 74.5 11 | 68.2 20 | 14.4 | 16  | 19   |     |     |
| SKD-R18  | ResNet18 | 15.2 72.7 15 | 67.6 21 | 8.0  | 22  | 24   |     |     |
| PSPNet18 | A3      | ResNet18 | 13.2 69.8 22 | 68.5 18 | 9.5  | 18  | 24   |     |     |
| HRNet-w18 | A56,A57 | HRNet | 3.9 75.6 9 | 69.1 16 | 18.9 | 11  | 11   |     |     |
| MobileNetV2 | A24   | MobileNetV2 | 3.2 70.2 21 | 68.4 19 | 20.8 | 7   | 19   |     |     |
| ESPNetV2 | A56,A57 | MobileNetV2 | 2.70 66.0 25 | 62.5 24 | 83   | 3   | 23   |     |     |
| harDNet  | A21     | harDNet | 35.4 76.0 7 | 53.7 25 | 35   | 5   | 13   |     |     |
| BiseNetV2| A15     | BiseNetV2 | 21.2 71.3 18 | 67.2 23 | 156  | 1   | 15   |     |     |

Train on multi frames and infer on each frame independently

| Method     | Backbone | #Params | Cityscapes | mIoU  | r1  | TC  | fps  | r3  | R   |
|------------|----------|---------|------------|-------|-----|-----|------|-----|-----|
| Teacher Net | ResNet101 | 68.1 79.5 1 | 71.7 12 | 1.7  | 24  | 4   |     |     |
| PSPNet18+TL | ResNet18 | 13.2 71.1 19 | 70.0 12 | 9.5  | 18  | 22  |     |     |
| PSPNet18   | ResNet18 | 13.2 73.1 13 | 70.6 5  | 9.5  | 18  | 11  |     |     |
| MobileNetV2 Video | ResNet18 | 13.2 75.9 8 | 70.7 4 | 9.5  | 18  | 6   |     |     |
| HRNet-w18+TL | ResNet18 | 3.9 76.4 6 | 69.6 15 | 18.9 | 11  | 7   |     |     |
| MobileNetV2 Video | ResNet18 | 3.9 76.6 5 | 70.1 11 | 18.9 | 11  | 5   |     |     |
| HRNet-w18 Video | HRNet | 3.9 78.6 4 | 70.6 5 | 18.9 | 11  | 2   |     |     |
| MobileNetV2+TL | MobileNetV2 | 3.2 70.7 20 | 70.4 7 | 20.8 | 7   | 10  |     |     |
| MobileNetV2 | MobileNetV2 | 3.2 73.9 12 | 69.9 13 | 20.8 | 7   | 7   |     |     |
| MobileNetV2 Video | MobileNetV2 | 3.2 75.5 10 | 70.4 7 | 20.8 | 7   | 3   |     |     |
| BiseNetV2 Video | MobileNetV2 | - 21.2 72.8 14 | 68.7 17 | 156  | 1   | 9   |     |     |
| harDNet Video | harDNet | 35.4 78.7 3 | 70.3 9 | 35   | 5   | 1   |     |     |
| ESPNetV2 Video | - 2.70 71.5 17 | 67.3 22 | 83   | 3   | 15  |     |     |

![Temporal consistency](image)

Fig. 5. The temporal consistency between neighbouring frames in one sampled sequence on Cityscapes. The keyframe based method Accel shows severe jitters between keyframes and others.

With per-frame inference can be more efficient than video-based methods. Besides, with per-frame inference, semantic segmentation networks have no unbalanced latency and can handle every frame independently. Table V shows the proposed training schemes on simple network structures can achieve a better trade-off between the accuracy and the inference speed compared with other state-of-the-art semantic video segmentation methods, especially the MobileNetV2 with the fps of 20.8 and mIoU of 75.5%. With the strong harDNet, the mIoU can achieve 78.7% with 35 fps on a GTX 1080Ti while the fastest video-based methods can only achieve 19.8 fps on the same mobile devices. Besides, the temporal consistency of harDNet can also achieve more than 70%, and achieve the best ranking in terms of three rankings. Although keyframe methods can achieve a high average temporal consistency score, the predictions beyond the keyframe are of low quality. Thus, the temporal consistency will be very low between keyframe and non-key frames, as shown in Figure 5. The high average temporal consistency score is mainly from the low-quality predictions on non-key frames. In contrast, our method can produce stable segmentation results on each frame.

**Qualitative visualization.** Qualitative visualization results are shown in Figure 6 in which, the keyframe-based method Accel-18 will produce unbalanced quality segmentation results between the keyframe (e.g., the orange box of k) and non-key frames (e.g., the orange box of k + 1 and k + 3 ), due to the different forward-networks it chooses. By contrast, ours can produce stable results on the video sequence because we use the same enhanced network on all frames. Compared with the baseline method trained on single frames, our proposed method can produce more smooth results, e.g., the region in red boxes. The improvement of temporal consistency is more clearly shown in the video comparison results. Moreover, we show a case of the temporal consistency between neighbouring frames in a sampled frame sequence in Figure 5. Temporal consistency between two frames is evaluated by the warping pixel accuracy. The higher, the better. The keyframe based method will produce jitters between keyframe and non-key frames, while our training methods can improve the temporal
consistency for every frame. The temporal consistency between non-key frames are higher than our methods, but the segmentation performance is lower than ours.

Results on each class. We compare our method with the baseline methods of PSPNet18 in terms of the accuracy and temporal consistency of each class on Cityscapes. The results are shown in Table VI. For the moving objects with regular structures, e.g. ‘train’, ‘bus’, both segmentation accuracy and temporal consistency are improved significantly. For the ‘road’, ‘sidewalk’ and ‘terrain’, the temporal consistency is also improved although the accuracy only has limited improvements.

C. CamVid

We provide additional experiments on CamVid. We use MobileNetV2 as the backbone in the PSPNet. In Table VI the segmentation accuracy, and the temporal consistency are improved compared with the baseline method. We also outperform current state-of-the-art semantic video segmentation methods with a better trade-off between the accuracy and the inference speed. We use the pre-trained weight from cityscapes following VideoGCRF [58], and achieve better segmentation results of 78.2 vs. 75.2. VideoGCRF [58] can achieve 22 fps with 321×321 resolution on a GTX 1080 card. We can achieve 78 fps with the same resolution. The consistent improvements on both datasets verify the value of our training schemes for real-time semantic video segmentation.

D. 300VW-Mask

Implementation details. Both Cityscape and CamVid are outdoor datasets focus on the road scene. To test the generalization ability of our method, we conduct experiments with a new application, face mask segmentation, on the 300VW-Mask dataset [22]. The 300VW-Mask dataset is sampled from 300 videos in the wild, which contains 114 videos taken in unconstrained environments. The per-pixel annotations include one background class and four foreground classes: facial skin (FC), eyes, outer mouth (OMT), and inner mouth (IMT). 619/58/80 of 1-s sequences (30fps) selected from 93/9/12 videos are used for training/validation/testing, which contain...
TABLE VII
ACCURACY AND INFERENCE SPEED ON CAMVID. WE USE THE MOBILENETV2 AS THE BACKBONE OF THE PSPNET. COMPaRED METHODS INCLUDE DFF [11], ACCEL-18 [6], GRFP [25], VIDEODCRF [38], SKD-R18 [17], PSPNET [1].

| Model               | mIoU | TC  | fps |
|---------------------|------|-----|-----|
| **Video-based methods** |      |     |     |
| DFF                 | 66.0 | 78.0| 16.1|
| Accel-18            | 66.7 | 76.2| 7.14|
| GRFP                | 66.1 | -   | 6.39|
| VideoDCRF           | 75.2 | -   | -   |
| **Single frame methods** |      |     |     |
| SKD-R18             | 72.3 | 75.4| 13.3|
| MobileNetV2         | 74.4 | 76.8| 27.8|
| PSPNet              | 77.6 | 77.1| 4.1 |
| **Ours**            |      |     |     |
| Teacher Net         | 79.4 | 78.6| 4.1 |
| MobileNetV2+TL      | 76.3 | 77.6| 27.8|
| MobileNetV2_video   | 78.2 | 77.9| 27.8|

18570/1740/2400 face images in total. We train the model using the crop size of 385 × 385 for 80 epochs with 16 images per batch. PSPNet18 is employed as our per-frame model. The teacher net with ResNet50 is trained with temporal loss. Following the previous work [22], all the metrics are calculated on the original image resolution, and the mIoU is calculated without the background class.

**Experiment settings.** Different from the previous two datasets, 300VW-Mask has annotations on each frame in the sequence. Thus, we conduct experiments under two different settings. For the supervised setting, we train the per-frame model on the whole labeled dataset with and without learning from the frames. For the semi-supervised setting, we sampled 10% of the labeled data, and train the per-frame models (both the teacher and student network) on the labeled data. Then, the pseudo labels are generated for other unlabeled frames.

**Results.** Experiment results are shown in Table VII. It is clearly shown that learning from the video sequence during training can significantly improve the accuracy and the smoothness of the per-frame model. We achieve 67.41% in terms of mIoU with only 10% of the labeled data, outperforming state-of-the-art methods with the same training splits. Our proposed method can have a larger improvement under the semi-supervised setting, demonstrating that part of the gain comes from making use of unlabeled data as analyzed before. The student network can achieve better performance as the pseudo labels are generated by test-time augmentation, which is stronger than the single-scale teacher net.

V. EXPERIMENTS: VIDEO INSTANCE SEGMENTATION

In this section, we apply the proposed training scheme to the per-frame instance segmentation network. As a large teacher net is hard to obtain and the online knowledge distillation cost too much training memory in instance segmentation, we only employ the temporal loss and the offline distillation in this section.

First, we evaluate the effectiveness of our training scheme on the public dataset YouTube-VIS [23]. We improve the accuracy of the per-frame baselines by considering the temporal information during training. As the proposed temporal loss and the pseudo labels do not depend on the human annotated labels, we propose a novel application of instance-level portraits matting in video sequences on the Internet by predicting instance-level trimaps.

Existing large scale matting datasets often consist of single images without consecutive frames and instance identities. We generate pseudo trimaps for each portraits in video sequences collected from the Internet. A teacher model is trained on MSCOCO for image instance segmentation. We dilate and erode the edge of the binary mask for each instance in consecutive frames to generate pseudo trimaps in collected videos. We also combine the pseudo labels with ground-truth trimaps from a Human Matting dataset to get more supervision on the fine-grained edges.

SOLOv2 [2] is employed as the per-frame model in this section. It is a one-stage instance segmentation network, which contains a classification branch and a mask prediction branch. We initialize the network with the pre-trained weight on MSCOCO [59], containing 80 classes of common objects. To train the model on public dataset YouTube-VIS [23], we change the output of the classification branch from 80 to 40, and fine tune on the YouTube-VIS. To apply to the portrait matting in the wild, we change the output of the mask branch, by predicting a three-channel trimap in stead of the binary mask. Then, we fine tune the mask branch on the combined dataset.

A. Evaluation on YouTube-VIS

**Implementation details.** YouTube-VIS [23] contains 2238 training, 302 validation and 343 test video clips. Each video of the dataset is annotated with per pixel segmentation mask, category and instance labels. The object category number is 40. The evaluation metrics are average precision (AP) and average recall (AR). The initial learning rate is set to 0.05 and decays with a factor of 10 at epoch 8 and 11. The network is trained with 16 images per batch for 12 epochs. As YouTube-VIS already has accurate per-frame labels, we do not generate pseudo labels in this experiments. The temporal
loss is employed to help the per-frame model learn from the video sequence.

Results. We submit the testing results to the test server of YouTube-VIS, and report the results in Table VIII. With the help of learning from the video sequence, the accuracy of our simple per-frame baselines is improved. SOLOv2_video can achieve competitive results compared with previous methods.

| Method            | mIoU | FC   | Eyes | OMT | IMT | BG  | TC↑ | Tsb↓ | Backbone |
|-------------------|------|------|------|-----|-----|-----|-----|-----|----------|
| Train on the Whole Labeled Dataset |
| FME               | 63.76| 90.58| 57.89| 62.78| 43.79| 94.36| -   | -   | ResNet50 |
| Face tracker      | 60.09| 88.77| 50.01| 61.04| 40.56| 97.71| -   | -   | -        |
| DeepLabV2         | 58.66| 90.55| 50.19| 58.58| 35.31| 94.38| -   | -   | VGG16    |
| FCN-VGG16         | 55.71| 91.12| 44.18| 58.60| 28.95| 94.87| -   | -   | -        |
| Teacher           | 67.61| 91.04| 61.44| 63.5 | 54.45| 92.29| 71.31| 0.008013| ResNet50 |
| Baseline          | 59.04| 89.71| 50.82| 53.23| 42.38| 90.06| 69.72| 0.008122| ResNet18 |
| Baseline_video    | 67.62| 91.33| 64.00| 62.63| 52.53| 92.56| 71.33| 0.008025| ResNet18 |
| Train on the 10% Labeled Dataset |
| Teacher           | 65.74| 91.20| 59.91| 62.00| 49.88| 92.51| 70.77| 0.00827  | ResNet50 |
| Baseline          | 50.81| 88.97| 50.03| 59.59| 46.51| 90.26| 69.09| 0.01098  | ResNet18 |
| Baseline_video    | 67.41| 90.97| 61.62| 63.05| 53.98| 92.17| 71.27| 0.00839  | ResNet18 |

**TABLE VIII**

**EVALUATION RESULTS ON THE TEST SET OF YOUTUBE-VIS. COMPARED METHODS INCLUDE MASKTRACK-RCNN [23], STEM-SEG [60] AND SOLOV2 [2].**

B. Application on Trimap Prediction in the Wild

Dataset. Video Dataset: we collect video sequences from YouTube with the keywords ‘dancing’ and ‘TikTok dancing’. The collected video sequences are from 200 different scenes, and each frame containing single or multiple persons. We also collect 5 video scenes with 10 different instances (1 ~ 3 instances in each scene) as the test video sequence.

We finally collect 10^4 frames in all video sequences as the input images for generating pseudo labels. Human Matting Dataset: The training set has 931 foregrounds. There are 23275 training images, 100 validation images, and 400 test images, including 931/40/80 foregrounds. The ground-truth trimaps for training are generated from the ground truth alpha matte following [61].

Training. The network is trained on the combined dataset of the human matting dataset and the pseudo labels of videos in the wild. The training image size is 960 × 640 with a batch size of 8 images. We use the standard Stochastic Gradient Decent (SGD) for training. The trimap generation module is trained for 12 epochs with an initial learning rate of 0.0005, which is then divided by 10 at 7th epoch. For each frame with the pseudo label, we use consecutive pairs of frames during training to apply the temporal loss between these two consecutive frames.

1) Visualization results: Learning from pseudo labels. For better visualize the results, we apply a matting model, IndexNet [61], on the predicted trimap sequence. We show one of the foreground instances and the soft mattes with different models on sampled frames of the test videos in Figure 8. The combination of the pseudo labels with the ground-truth matting labels improves the trained model on the adjacent objects and the background area inside the human mask.

**TABLE IX**

**EVALUATION RESULTS ON THE TEST SET OF YOUTUBE-VIS. COMPARED METHODS INCLUDE MASKTRACK-RCNN [23], STEM-SEG [60] AND SOLOV2 [2].**

**TABLE X**

**ZERO-SHOT TESTING RESULTS ON THE PERSON SUBSET OF VIDEO MATTING DATASET**

**Zero-shot objective evaluation.** As no ground-truth instance matte is available in our data, we conduct a zero-shot testing on the public benchmark Video Matting [62] dataset. This dataset is built to evaluate the performance of the video matting results by given trimaps for each frame. Different from previous methods [34], we focus on predicting smooth and accurate instance-level trimaps for video sequences. Thus, we evaluate our method with several variants on the provided trimaps. The Intersection over Union (IoU) for the background (BG), trimap region (Tri) and foreground (FG) are reported. Besides, the smoothness is evaluated by the temporal consistency (TC) and the temporal stability (Tsb). All the metrics are the mean over all three types of given ground truth trimaps, including ‘narrow’, ‘middle’ and ‘wide’. Note we only focus on portraits

https://competitions.codalab.org/competitions/20128#results
matting. Thus, only five out of ten video sequences from the original dataset are selected to build a person subset. The evaluated variants include: 1) SOLOv2 trained on the COCO dataset, which can only predict binary mask without trimap regions. 2) Our baseline, which is tuned on the Human Matting dataset, without training with the temporal loss and the pseudo labels on the video sequence. 3) Our baseline, which is trained on the combined dataset of Human Matting and the pseudo labels. 4) Our method, which is trained on the combined dataset with the temporal loss. The results are shown in Table [X]. We can see that learning from the video sequence can significantly improve the smoothness and the accuracy for the per-frame models.

Subjective evaluation. To better demonstrate the final results, we build four systems that can produce portraits. We use the IndexNet as the matting model for the four compared methods in the objective evaluation. The trimap of SOLOv2 is generated by the dilated and eroded operation. Other methods can directly predict trimap sequences. Results on ten video sequences by four methods are generated for the user study. We randomly show a video pair, including our methods and other methods in a random order, to the users. The users are required to mark a score from 1 to 5 to compare the quality of two video sequences (5 being ‘much better’ and 1 being ‘much worse’). Each video pair receives around 20 scores. The final aggregated rating scores are shown in Table [XI]. We calculate the percentage of different opinions. Our methods significantly outperform compared methods showing that transfer learning methods on video sequence can improve the qualities of video portraits matting results.

| Ours vs. | much better | better | similar | worse | much worse |
|----------|-------------|--------|---------|-------|-----------|
| SOLO+Matt w/o TL, PL | 23.6% | 52.7% | 18.9% | 4.7% | 0% |
| w/o TL | 27.0% | 64.2% | 6.8% | 2.0% | 0% |
| w/o TL | 20.4% | 61.1% | 17.8% | 0.1% | 0% |

VI. CONCLUSIONS

In this work, we have proposed to use per-frame models on video segmentation tasks to strike a balance between temporal consistency and accuracy. We design a few schemes to exploit the temporal consistency during training. The per-frame models are trained on multiple frames and processes each frame separately during the inference. The proposed training scheme is applied to real-time semantic video segmentation and video instance segmentation. On semantic video segmentation, by using compact networks and the new temporal consistency knowledge distillation, the proposed per-frame models outperform video-based methods significantly. Besides, our training scheme boosts the temporal consistency by a large margin for per-frame models. On video instance segmentation, the proposed training scheme shows the potential of applying per-frame models to video sequences. For the application of portrait matting, the proposed training method shows promising results.
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