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**ABSTRACT**
Digitisation has become an essential part of archival and library strategies to enhance access to collections. As the digital content is increasing due to large-scale digitisation projects, it is expected that providing digital access to the analogue collections will eventually reduce the number of archival records accessed in the reading room. In this paper, we investigate this issue using two approaches: system dynamics and agent-based modelling. We first analyse real data in order to identify the dynamic hypothesis of the model. Then, a sensitivity analysis is conducted on two baseline models to identify scenarios that match the real dataset. Although the two approaches succeed in simulate the number of requests in the reading room, the experimental results show that a better fit is obtained in the agent-based model when not only the number of records that have been accessed and digitised is taken into account, but also the number of times that such records have been accessed before digitisation. The proposed model can be used to explore the impact of different digitisation strategies on the decrease in access requests in the archival and library reading rooms.

1. Introduction

Archives and libraries have widely embraced digitisation as a way to provide access to physical collections (Campagnolo, 2020). After almost four decades of digitisation projects, digital and traditional physical access of the collections in reading rooms coexist in memory institutions. However, user expectations have changed over the years, and archives and libraries are experiencing an increasing pressure to create digital content (Bantin & Agne, 2010; Oliver, 2011), being digitisation and digital dissemination a more present topic in cultural policies (European Commission, 2021; Valtyssoon, 2017).

The digitisation of large collections is time-consuming and comes at a cost. According to the Collections Trust report (Poole, 2010, p. 3), in 2010 national archives in Europe accounted for 26.98 billion pages of archival records, of which approximately 17.27 billion are eligible/appropriate for digitisation (Poole, 2010). In 2017, the Europeana report (Nauta et al., 2017, p. 28) calculated that approximately just 10% of the collections in archives and 17% in libraries was digitally available. In order to ensure the long-term sustainability of the digitisation programmes in relation to other services within the institutions, it is important to gain an understanding of whether digitisation leads to obsolescence of the traditional access to documents in reading rooms.

According to the IFLA Guidelines (IFLA, 2002, pp. 13–14), digitisation projects should be set according to a selection policy that clearly specifies what material will be included and for what purpose. Criteria for selection should take into account: (1) the intellectual value of the items based on content, (2) the level of demand, and (3) physical condition of material for digitisation, as well as whether detailed cataloguing and descriptive data are available. Some institutions have chosen the strategy to digitise whole collections instead of targeting solely records that are known to be in the interest of users. The digitisation of whole collections together with new technologies facilitates new forms of access and use (IFLA, 2002). For example, traditional cataloguing in archives can be done with the collaboration of volunteers in crowdsourcing projects (Andro, 2018), and artificial intelligence is now used for text recognition.

1.1. Modelling collections as populations

This research inserts itself in a body of work where heritage collections are viewed as populations of objects, what Strlic et al. named “Collections Demography” (Strlić, 2013). This approach has many parallels with healthcare systems. Namely, a lifetime can be defined for historic collections (Strlić et al., 2013), and the interest is in analysing how different preventive measures and pre-existing conditions can affect the lifetime of different groups (Duran-Casablancas et al., 2021). As opposed to healthcare systems, however, heritage collections have so far not been studied with simulation modelling methods.
It is widely recognised that it is beneficial to model healthcare problems as complex systems (Homer & Hirsch, 2006; Lipsitz, 2012; Plsek & Greenhalgh, 2001), evidenced by the increasing number of studies using approaches such as system dynamics (SD) and agent-based modelling (ABM) in the last two decades (Liu et al., 2018). The systematic literature review by Salleh et al. (Salleh et al., 2017, p. 940) distinguishes three main applications of system dynamics in healthcare: (1) Resource management to optimise health service flow, (2) modelling the effect of policy interventions for effective decision-making and (3) modelling of infectious disease. Point (2) is precisely aligned with the aim of this paper, which can also be expressed in the words of Cassidy et al. in another review of simulation models of healthcare systems: "to reduce undesirable patient outcomes" (mortality and hospitalisation) and "to reduce the total cost of care" (Cassidy et al., 2019). In other words, the common features between healthcare systems and heritage systems indicate that there is scope to use simulation modelling to improve decision-making in collection management.

1.2. Informing digitisation strategies

In this paper, the decision-making process of interest is the digitisation of collections. There are several strategies commonly followed by libraries and archives to prioritise digitisation. One strategy is to give priority to the most heavily demanded records. A high frequency of access indicates that the records are of interest to readers. Another strategy is Scan on Demand (SoD), which can be seen as an efficient way of selection as the records to be digitised are directly chosen by the readers (Erway & Schaffner, 2017; Kemp, 2016; Ling & McLean, 2004; Schaffner et al., 2011). In terms of sustainability, it is convenient that only those records that are of interest to the readers are digitised, since it is well known that collection items are rarely used with uniform frequency. For example, usage statistics have shown that very limited numbers of e-journals are intensively used, whereas the rest of the journals are occasionally used (Brown, 2003, p. 146).

Once records are digitally available, the option to order the original is usually removed (VanSnick & Ntanos, 2018). But, even if available, less readers may choose this option. Consequently, it can be expected that digitisation will eventually result in a decrease in the number of access requests in the reading room. For example, referring to academic library collections, Martell noted back in 2008 that "[t]here is no end in sight to the declines in circulation and reference that many libraries are experiencing" (Martell, 2008, p. 406). Another example of the impact of providing digital access is shown by UK surveys that have identified a downward trend of family history research in the reading rooms, from 49% in 2014 to 41% in 2018, probably as more content is becoming available online (ARA National Surveys Group, 2019).

Traditionally, statistical summaries have been used to understand how the collection is used, by collecting data on users (number of readers, age, gender, ethnicity and education level) and usage (number of requests in the reading room and requests of reproduction; Pickford, 2002). Basic statistical analysis is now shifting to web metrics (Kelly, 2014) to count the number of readers, the pages readers enter and the time spent on pages or elements of the page. This information is mostly used as a monitoring tool, and it is rarely exploited to its full potential. A more in-depth analysis of these data is needed not only to identify trends but also to identify the causes of these trends, for example, how digitisation is changing the use of the collections in the reading room and whether management strategies need to be adapted to these new developments. Determining the rate of change of reading room use and its relationship with management strategies is the main concern of this paper.

From the perspective of practitioners, it might seem self-evident that digitisation will eventually change the way we access collections as the share of the collection becoming digitally available increases. However, anecdotal evidence is not sufficient to understand how this change depends on management strategies. As Chapman et al. have pointed out, "while special collections and archives managers have at times recognised the importance of using data to drive decision making, translating this objective into reality and integrating data analysis into day-to-day operations has proven to be a significant challenge" (Chapman & Yakel, 2012, p. 129). As seen in other fields, the use of simulation modelling could support on this matter of integrating data analysis into decision-making.

1.3. Towards a simulation model

This paper proposes a simulation model to explore this main hypothesis: the availability of digital collections will eventually reduce the requests in the reading room, at a rate that depends on how often records have been requested in the reading room before being digitised.

The dynamics of archival collections can be reproduced with different modelling approaches, either with agent-based modelling or system dynamics. One important consideration is the level of detail needed in the model in order to reflect well the system and its stochastic elements. This is also the case of healthcare systems. Disease-related models based on system dynamics are referred as "compartmental models", and use an "ageing chain" structure (Darabi & Hosseiniichimeh, 2020). Reinforcing/balancing
feedback loops are important to capture the dynamics of infectious diseases in SIR models (Ahmed et al., 2012). Stocks represent population with average properties that undergo different stages of the illness, and the flow between groups can be probabilistic (e.g., rate of infection and recovery; Davahi et al., 2020). ABM, in contrast, allows a description of each individual and to explore the dynamic interactions among agents and environment, reflecting emergent behaviours (Nianogo & Arah, 2015). Furthermore, the literature abounds with examples of systems that can be modelled with either SD or ABM, taking advantage of the capabilities of each approach (Ahmed et al., 2012; Cimler et al., 2018; Macal, 2010).

In the case of archival collections, individuals (archival records) undergo different stages (digitised and accessed in the reading room), which can be modelled with both SD and ABM. At the same time, archival collections are not uniformly requested, and the popularity of items can be difficult to represent in finite categories. This heterogeneity may be easier to model at individual level, lending itself to ABM. Other capabilities of ABM, however, are not needed in order to model this system. Namely, there is no interaction among agents, which only change states due to exogenous factors.

Therefore, this paper tests two different modelling approaches. The first and simplest model is an SD model that does not include the frequency of requests, and instead considers two categories: records can be requested and/or digitised. The second, more detailed model, is an ABM model where each item is characterised by a past frequency of requests, which changes during the simulation. The comparison between the two approaches allows us to test the main hypothesis and determines whether the accumulated number of requests is necessary in order to obtain a good fit to the experimental data. In the future, it may be possible to extend this model to include other factors that can theoretically influence the number of requests, such as the level of cataloguing or social-economic factors, or how readers have preference for accessing the records digitally or physically. In the first section of this paper, these factors will be further discussed accompanied by a causal loop diagram.

Since this is the first time that a simulation model is built in this research field, we first analyse the data from actual collections to find evidence of the impact of digitisation on the number of access requests in the reading room. The collections of the Amsterdam City Archives (SAA) are taken as a case study, as this archive has been collecting usage data in the reading room for almost 20 years and has conducted numerous digitisation projects in the last 15 years. Finally, the model is used to explore some collection-management scenarios. How digitisation of collections is affecting other services, such as the access of physical records in the reading room to anticipate whether they should adapt their services, due to the decrease in visitors in the reading room, but also at what cost.

2. The complexity of providing access to the collections

In this section, we present the causal loop diagram (CLD) that was drawn during three participatory sessions with a total of 25 participants from 14 Dutch archives and libraries. The participants were conservators, collection managers, archivists and digitisation experts. The participatory sessions were organised as part of a larger project that explores the impact of measures and activities within archival institutions on the preservation of paper collections. The CLD was arranged as two parts directly linked to each other: one side of the diagram included variables related to the preservation aspects (e.g., chemical characteristics of the collections and preservation measures), and the other side captured the dynamics of collections use. In this section, we present the part of the CLD involving how the requests to access records that are not digitally available can result in a request to access the record in the reading room or a request for digitisation (Figure 1). As the focus of this paper is on modelling the access of collections, the preservation part is simply represented as the risk of mechanical degradation during handling (left part of the CLD, Figure 1).

According to the participants, digitisation has dramatically changed how we use collections. Institutions feel an enormous pressure to make the collections digitally available. Besides the pressure from visitors and government to provide digital collection access, there are several reinforcing loops that increase this pressure even more. One is caused by the awareness of the information available to users: the more information available, the greater the awareness of it, resulting in more requests which generate more information as well. In addition, there is a reinforcing loop related to the quality of information available: the pressure to digitise results in also pressure to describe collection content, resulting again in more requests. In addition, in the long term, there is a third reinforcing loop showing that collections may be digitised again in the (near) future because the quality of current scans will not meet the quality expected by the users.

These are general trends, but on the daily basis the number of requests for digitisation depends on the willingness of the readers to access the collections digitally. During the workshop, participants identified the following factors to explain visitors’ preferences for accessing the records in the reading room or for requesting digitisation: the lower the price of scan (if not free) and the shorter the delivery time of the scan,
the more willing the readers are to use the service Scan on Demand, but the more complex the research or the more the authenticity of the originals is valued, then the more the visitors are inclined to access the objects in the reading room.

In the CLD, costs of digitisation and digital storage of the scans are also included. As we will discuss in the last section of this paper, due to increasing costs and limited budgets, institutions will eventually need to review their preservation and digitisation strategies.

The participatory sessions also led to the identification of an interesting balancing loop. This loop emerges due to the fact that, after digitisation, collections are by default only available digitally. As a result, a reduction of readers in the reading room can be expected, because a growing part of the collections is becoming digitally available. Finding quantitative evidence and then modelling the dynamics that explain this balancing feedback loop is the focus of this paper.

3. Analysis of actual collection data

Information on the usage of the original archival documents (access requests) is automatically generated and stored by collection management systems. The usage data of the Amsterdam City Archives (SAA) show that since 2006 there has been a steady downward trend in the number of access requests in the reading room: a decrease of 36%, from 24,782 requests in 2006 to 15,769 requests in 2018 (Figure 2). In the reported period, there are three outliers: 2007, when the archive moved to a new location and remained closed for several months, and 2011 and 2012 when there were several collaboration
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**Figure 1.** Causal loop diagram on the mechanisms leading to requests for digitisation or requests to access the records in the reading room.

**Figure 2.** Number of access requests per year in the reading room of the Amsterdam city archives between 1999 and 2018 and number of archival records digitised per year since 2004.
projects with educational programmes in archival sciences, resulting in an increased use of the collections by students.

In 2006, after several pilot projects, the SAA started digitisation of the collections within two projects: Scan on Demand (SoD) and the digitisation of blocks of (popular) archives. The total number of archival documents digitised per year is reported in Figure 2. The peaks in 2010 and 2011 are due to large digitisation projects when two archives were fully digitised. The sharp increase since 2017 is also due to the no increase in digitisation projects of archival blocks. Regarding the SoD production, ca. 4,000 records per year were digitised from 2008 to 2015, and steadily grew to 6,000 records in 2018. Until 2018, 104,169 archival records had been digitised, 42% of them (44,045 records) within the SoD programme.

From 1999 to 2018, 167,690 archival records were requested 429,108 times. The accumulation of access requests of the archival documents follows a Pareto distribution, which means that more than a half of the archival records have been accessed once, 99% have been accessed less than 15 times in 20 years (Figure 3), and that the distribution has a long tail (records accessed between 15 and 113 times in 20 years). A Pareto distribution is also obtained when the frequency of requests of archival records is plotted per year.

However, Figure 3 also shows that, although the frequency distribution of access requests remained moderately stable throughout the years, two changes in the pattern of the distribution can be observed: the number of archival records that have only been accessed once increased over the years (i), whereas the access to heavily requested documents decreased since 2013 (ii). This change in pattern may be explained by the facts that every year new archival documents are requested for the first time, but the earlier it occurs the higher the chance that they are requested once more (i), and, at the same time, popular records are being digitised and, therefore, their use in the reading room decreases (ii).

The importance of taking the frequency of access requests of archival documents is further stressed in Figure 4 where the variable ”digitisation match” is introduced. When analysing usage data in archival collections, we distinguish between archival records and access requests of the archival records. In order to analyse the digitisation efficiency, we can then calculate not only the percentage of records digitised and accessed but also the percentage of accumulated access requests that accounts for records that have been digitised (“digitisation match”). Figure 4 shows that the slopes of the decrease in requests since 2006 and of the ”digitisation match” are rather similar ($R^2 = .941$, $p < .001$), supporting the hypothesis that the observed decrease in access requests since 2006 is correlated to the digitisation of the collections. This dynamic hypothesis will be further tested in the simulation models.

Further analysis shows that, compared to the digitisation of blocks of (popular) archives, SoD is targeting more effectively the archival records that have ever been accessed in the reading room (42% of the SoD records versus 33.5% for block digitisation). In addition, if popularity of the records, understood as the number of times requested in the reading room, is taken into account in each of the two digitisation programmes (“SoD match” and “block match”), then SoD also seems to be more effectively targeting the most heavily requested records compared to the digitisation of archival blocks, keeping in mind that the SoD production is smaller than the number of records digitised in archival block projects (Figure 4).
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**Figure 3.** Frequency distribution of records that have been requested more than 1 time in 1999, 2013 and 2018, and cumulative distribution (percentage) of the number of records that have been requested in the reading room between 1 and 113 times during a period of 20 years at the Amsterdam city archives.
4. Simulation model

Based on the previous findings, the hypothesis of the model is that the main driver behind the observed decrease in requests in the reading room is the digitisation of records once requested in the reading room. We start building the simplest model in SD where records are modelled as aggregates, according to whether they have been requested in the reading room and digitised. Then, a second model in ABM is developed where the archival records are modelled individually and, therefore, the popularity, understood as the instances of access in the reading room, is also modelled.

4.1. System dynamics model

The SD model includes two interconnected parts: one part represents the collection itself, whereas the second part models the use of the collections (access requests in the reading room and requests of digitisation; Figure 5).

Regarding the use of the collections, the different types of requests are represented by three stocks:

1. Requests in the reading room, \( R_r \)
2. Requests within the digitisation programme SoD, \( R_s \)
3. Requests for digitisation initiated by the institution, \( R_b \).

![Figure 4](attachment:image.png)

**Figure 4.** Cumulative percentage of the decrease in requests at the Amsterdam city archives (2007, 2011 and 2012 not included) and “digitisation match” since 2006. The dashed lines show the number of access requests digitised within the two digitisation programmes, SoD and the digitisation of block of archives.
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**Figure 5.** Proposed system dynamics model to simulate the relationship between the level of demand in the reading room and the digitisation of the physical collections.
The purpose of the model is to simulate the decrease in $R_r$, due to the digitisation programmes ($R_l$ and $R_b$).

In this model, the stocks represent archival documents as aggregates that can flow between four stocks, according to whether they have been digitised and/or requested. No information on the number of requests per record is included. There are four stocks referring to the collection:

1. Records never requested or digitised, $C_n$
2. Records requested, but not digitised, $C_a$
3. Records never requested, but digitised, $C_{nd}$
4. Records requested and digitised, $C_{ad}$

The unit of all stocks is an archival record, including the digitisation stocks. There is only one exception: the stock representing requests in the reading room.

As an archival record can be accessed more than once a year in the reading room, the unit of the stock representing the accesses in the reading room is an access request.

Figure 5 shows that there is only a feedback loop in the model. How the records from the state "non requested" ($C_n$) flows to the state "requested" ($C_a$) depends on the portion of the requests in the reading room $R_r$ requested for the first time. In the experiments section, we will show that this feedback loop is a crucial part of the model. The other inputs are for now exogenously modelled, and the input values are based on the dataset (see, Table 2 in experimental results section).

### 4.1.1. Mathematical model

The main output of the model is how the annual number of requests ($R_r$) changes during the computational experiment. We assume that the main mechanism that explains the change in $R_r$, in this case the decrease, is related to the fraction of the collection that annually becomes digitally available and it is defined as follows:

$$\frac{\partial R_r}{\partial t} = -R_r(M_a + M_n)$$

(1)

where $M_a$ refers to the fraction of records that have been ever requested in the reading room and also digitised, and $M_n$ is the fraction of records digitally available that have not been requested in the reading room.

Let us define $M_a$ as the annual increase of requested records that have been digitised, expressed as a fraction:

$$M_a = \frac{\partial C_{ad}}{\partial t} \frac{C_{ad} + C_a}{C_{nd} + C_a}$$

(2)

A part of the collection that has not been requested is also digitised. We can assume that there is a chance that records that might be requested for the first time have already been digitised. Therefore, the model also includes the impact of the collection that became digitally available, even for those records that have not been requested in the reading room before. However, as for this group of records there are no data available on digital access, $M_n$ can only be expressed as a function of the collection becoming digitally available:

$$M_n \sim w \left( \frac{C_{nd}}{C_{nd} + C_n} \right)$$

(3)

where the constant $w$ modifies the total fraction of non-requested records that have been digitised, denoting that an unknown number of records would have been accessed in the reading room for first time if they had not been digitally available.

In order to calculate Equation 2 and Equation 3, we need to define how the four stocks that form a collection change over time. We start defining the part of the collection that has been requested but not digitised ($C_a$) as follows:

$$\frac{\partial C_a}{\partial t} = \frac{\partial I}{\partial t} - \frac{\partial C_{ad}}{\partial t}$$

(4)

where $I$, the increase of records requested for the first time, is calculated using $R_r$, assuming that a fraction of $R_r$ is requested for the first time:

$$\frac{\partial I}{\partial t} = R_r P$$

(5)

where $P$ modifies $R_r$ as a fraction.

The requested records, $C_a$, that become digitally available, $C_{ad}$, is the result of the two digitisation programmes:

$$\frac{\partial C_{ad}}{\partial t} = R_l M_a + R_b M_b$$

(6)

where $R_l$ is the number of records digitised within SoD and $R_b$ are block digitisation. As this part of the model only represents the accessed records, $R_l$ and $R_b$ are respectively modified by $M_a$ and $M_b$.

Regarding the records that have not been accessed, then $C_n$ decreases due to the access of records for the first time, as well as due to the digitisation of this part of the collection, according to the following equation:

$$\frac{\partial C_n}{\partial t} = -\left( \frac{\partial I}{\partial t} + \frac{\partial C_{ad}}{\partial t} \right)$$

(7)

To simplify the model, it is assumed that the collection size is constant, as this is not a key parameter in the model.

Similar to the digitisation of requested records, the digitisation of non-requested records depends on the number of requests within the two digitisation programmes of SoD and block digitisation:

$$\frac{\partial C_{nd}}{\partial t} = R_s(1 - M_l) + R_b(1 - M_b)$$

(8)
The system dynamics model was built in Microsoft Excel, which makes it accessible to a wide user base including decision-makers in archives.

### 4.2. Agent-based modelling

ABM allows to introduce more detail in the model. Rather than using stocks representing a group of records, in ABM we can describe the individual characteristics of the archival records. In this case, we can take into account not only whether records have been accessed but also whether they have been repeatedly requested in the reading room. Like in the SD model, the aim of the ABM model is to calculate the decrease in requests in the reading room since digitisation of the collection began, as part of a sensitivity analysis. Whereas in SD we made the distinction between accessed and non-accessed records, ABM might be able to reproduce the “digitisation match”, once the number of times that individual records have been accessed is also included.

The first step of the modelling process consists of the creation of a population of agents. In this model, the population is the whole archival collection, while agents are the archival records. Different variables characterise the agents (Table 1). Agents are characterised by a Boolean variable that defines whether an agent has been requested (requested). A second Boolean variable (popular) states whether the agent is repeatedly requested. Whereas the instances of use for agents that are requested, but not popular, will be equal to one, the instances of access will accumulate for those that are popular as long as the object is not digitally available. The annual instances and the accumulation of instances of access are also variables that characterise the agents (requestsYear, requestsTotal).

In addition, a statechart is created with two states: InUse and DigitalAvailable. By default, the agents are in state InUse and the transition to the next state (DigitalAvailable) occurs when the Boolean variable digitised becomes true. When the agents become digitally available, then the accumulation of instances of access stops (requestsTotal).

At initialisation, the agents representing the records requested once are set using a random Boolean function (random TRUE (p), where p is the probability of true). During the run, the same random function will set new records as requested once. Only those agents with instances of access (requestsTotal) equal to 0 can be selected. The records that are repeatedly requested also increase during the run. For those records, the instances of access (requestsYear) are set using a probability distribution, and the accumulation of instances of access (requestsTotal) is updated.

At run-time, the agents follow three steps which take place annually:

1. The number of agents that are requested for the first time is updated.
2. If agents are not digitally available, they accumulate instances of access (requests) according to the assigned probability distribution.
3. If agents are not digitally available, they can be selected to be digitised.

Annually, the number of agents that are digitised is chosen according to the number of requests for digitisation. That happens in three steps:

1. The number of requests \((R_r \text{ and } R_p)\) is converted to the proportion of the collection, which is used to calculate the proportion of agents to be digitised.
2. The agents are then randomly chosen to be digitised if they are in state InUse and depending on the accumulated instances of access (requestsTotal).

Similarly to Equation 1 in the SD model, the last step is the calculation of the decrease in requests in the reading room \((R_t)\) according to:

\[
\frac{\partial R_t}{\partial t} = -R_tM_r
\]

but in ABM \(R_t\) is not modified by the percentage of requested records that are digitised, but by the accumulated requests of the records that become DigitalAvailable. Therefore, \(M_r\) (“digitisation match”), is defined as follows:

\[
M_r = \frac{\sum_{k=1}^{m} \text{requestsTotal}_k}{\sum_{k=1}^{m} \text{requestsYear}_k}
\]

where \(k\) are the agents at least once requested in the reading room (requested = true) and from this group \(kd\) are those agents which have become DigitalAvailable in that year.

The model was built using the software AnyLogic 8.6.

### 5. Experimental results

#### 5.1. SD experiments

In these experiments, the SAA dataset was used as input to simulate the period from 2006, when the digitisation programmes started, to 2018. In model initialisation, the collection consists of one million records and the fraction of records requested is 0.1. The collection size is assumed to be constant and the growth of the collection is neglected, since no data was available on the total number of records that forms the collection during this period. In

| Variable     | Type   |
|--------------|--------|
| requested    | Boolean|
| popular      | Boolean|
| requestsYear | integer |
| requestsTotal| integer |
| digitised    | Boolean |
Table 2: Input variables of the system dynamics model.

| Variable          | Value   | Type   |
|-------------------|---------|--------|
| Initial collection| $C_i$   | 1.000.000 | integer |
| Initial requests  | $R_i$   | SAA dataset | integer |
| Initial requested | $P_i$   | 0.1    | fraction |
| New requested     | $P$     | SAA dataset | fraction |
| Requests SoD      | $R_s$   | SAA dataset | integer |
| Requests Block    | $R_b$   | SAA dataset | integer |
| Match SoD         | $M_s$   | SAA dataset | fraction |
| Match Block       | $M_b$   | SAA dataset | fraction |
| Weight match      | $w$     | 0.3    | fraction |

Table 2 the input values used for these experiments are summarised.

A total of four experiments were conducted. In each experiment, a new factor of the model was added as follows:

Experiment 1: All digitised records have a direct impact on the reading room requests, $R_i$.

Experiment 2: Only digitised records that have been requested in the reading room, $C_{req}$, have an impact on $R_i$.

Experiment 3: The same as experiment 2, but taken into account that every year new records are accessed for the first time, $P$ (Equation 5). At the end of the experiment, 15% of the collection has been accessed.

Experiment 4: The same as experiment 3, but the impact of the records never digitised in the reading room, $C_{not}$, is also included and modified by $w$, a hypothetical weight (Equation 3).

The results show that Experiment 1 is not a realistic scenario. In this experiment, where all digitised archival records ($M_d$ and $M_i$) contribute equally, the effect of digitisation on decrease in the access requests in the reading ($R_i$) is overestimated (Figure 6). Interestingly, a better fit to the actual requests (Experiment 2) is obtained when only the archival records that have been requested and digitised ($M_d$) are included. However, in Experiment 2 a factor is still missing, namely that every year new archival documents are requested for the first time ($P$). This factor is important as it modifies the fraction of requested records that are digitally available ($M_r$), according to equations 4 and 5. Experiment 3 is therefore a more realistic scenario than the one presented in Experiment 2. However, although Experiment 3 reproduces a steady decrease in requests from 2006 to 2014, it fails to reproduce the sharper fall from 2015.

In Experiment 4, we tested whether a better fit could be obtained throughout the simulated period if a hypothetical correction was applied. In this experiment, the never requested but digitised archival records were included, but instead of contributing equally to the decrease in requests (Experiment 1), this contribution was modified by a hypothetical constant value ($w$) in this experiment. Different values of $w$ were tested, until the best fit was found.

However, no actual data is available to support this hypothetical value of $w$. On the contrary, in the analysis of the SAA dataset, we found evidence that not only the requested archival documents but also the number of times that they have been accessed are variables that need to be taken into account when modelling the change in the number of requests in the reading room. In the next section, we test whether the sharp decrease in requests from 2015 that could not be predicted in the SD approach (Experiment 3) is obtained when the individual number of instances of access of the archival documents is also included in the model.

5.2. ABM experiments

Like in the SD experiments, the aim of the ABM approach is to predict the decrease in requests ($R_i$)
from 2006 to 2018, using the SAA dataset as input values. However, compared to the transparency and straightforwardness of the SD model, the ABM requires more input values in several steps to define the collection, as shown by the following description of the experiment:

(1) The collection size is 1,000,000 archival records.

(2) The number of agents is 4000, except for the experiments where the importance of the number of agents is tested. In those experiments, we run the same experiment but each time with a different number of agents: 1000, 2000, 4000 and 6000.

(3) The percentage of the collection that has been requested increases every year. At the end of the run, 15% of the collection (agents) has been requested, and ca. 55% of the requested agents has been requested just once (requestsTotal = 1).

The probability of an agent being accessed once is assigned with a binomial random distribution. At initialisation, the probability parameter is p = 0.009. (equivalent to an average of 378 agents (standard deviation 4.9) in ten repeated runs). During the run, the probability parameter is changed to p = 0.002. These two probabilities are chosen to obtain the number of records requested as found in the SAA dataset prior to 2006 (first year of the run) and in 2018 (last year of the run). Only agents with no instances of access (requestsTotal = 0) can be selected.

Regarding the agents that will accumulate more than one instance of access, those agents (popular = TRUE) are selected with a probability of 0.05 at initialisation. During the run, the increase of this group is 0.2% of the whole population per year.

(4) We model the initial requests of the popular agents, those accumulating access requests. The best fit to the data was obtained with an exponential distribution with a rate $\lambda = 0.3$ at initiation. We only apply this distribution to accessed items, which means that the minimum value is 1.

The data shows that the popularity of items changes every year. However, the accumulation of instances of access tends to be gradual, rather than sudden. There are many possible ways to model this. One method that offers a good fit to the data is to consider that the number of accesses of each item (requestsYear) remains the same or increases by a randomly distributed amount per year. The best fit is obtained with a normal distribution of mean $\mu = 1$ and standard deviation $\sigma = 0.05$ to model the annual instances of access. Because the accumulation of instances of access (requestsTotal) cannot decrease, only positive values are added up to the accumulation of instances of access (requestsTotal). Investigating the dynamics of the change of popularity, however, was not an objective of this paper.

(5) The annual number of agents digitised within the SoD and the block digitisation programme ($R$, and $R_b$) as well as the match percentage of SoD and block digitisation ($M$, and $M_b$) is based on the SAA dataset.

(6) Agents are selected for digitisation if they are in state InUse and depending on the instances of use (requestsTotal = 1 and requestsTotal > 1). The proportion of these two groups is based on the SAA data.

Despite the effort to reproduce the use of the collections as closely to the actual data as possible, some level of information is lost in the ABM model compared to the actual data. In this experiment with 4000 agents, one agent is equivalent to 250 archival records. The conversion of input values to agents will lead to some loss of information when the input value (e.g., digitised records) is smaller than 250 archival records. In addition, as explained in point 4, the cumulative frequency distribution of requests seen in Figure 3, was not obtained with a yearly Pareto distribution seen in the actual data, but an initial exponential frequency distribution modified by the annual normal distribution gave the best fit.

Therefore, to test whether we were reproducing the same data of the SAA, two output values were used during the experiments as a control output: percentage of records requested and digitised and the instances of access digitised (21% and 31% respectively, according to the SAA data).

In the first experiment, we explored the effect of the number of agents on the variability of the output in repeated runs. To explore this aspect, each experiment was repeated 10 times. Figure 7 shows that a higher variability can be expected from a lower number of agents, but from a certain number of agents in this case, 4000, the expected variability remains similar. It is also worth to notice that only the models containing more than 4,000 agents reproduced correctly the expected outcome of the number of access in the reading room.

The ABM experiments confirmed that the accumulated instances of access of the heavily requested records are an important element in order to reproduce the results of the reference dataset (Figure 8). It is important to notice that the model distinguishes between those agents requested once and those requested more than once. Choosing the right proportion of agents within each of these two groups is key to obtain accurate results. The proportion of the agents requested once is based on the data analysis of the SAA dataset. However, in this model, the selection of the agents requested more than once occurs randomly, and no further criteria of the instances of access (requestsTotal) is applied.

Hence, in the next experiments, we investigated whether similar results could be obtained if, rather than modelling the number of access of each agent according to a distribution, a fixed value of the instances of access is assigned to the repeatedly accessed agents (popular = TRUE). Two possibilities were tested: in one
The agents accumulated every year 2 instances of access as long as they were not digitally available, and in the second experiment, 20 instances of access. Interestingly, Figure 8 shows that when two instances of access are assigned, similar results are obtained to those seen in the SD model, where no distinction was made between accessed once and repeatedly accessed. However, when agents are assigned with 20 instances of access, then the output is close to the one where the instances of access were modelled using a frequency distribution. It seems that assigning 20 instances of access works as the average of the values resulting from the Pareto distribution.

6. Digitisation strategies

In this section, we present how the model can inform collection management decisions by simulating the impact of digitisation strategies on the traditional access of the collections in the reading room. In the presented example, we explore at what point the SoD requests ($R_D$) are expected to surpass the number of requests in the reading room ($R_R$), as more and more records become digitally available. Knowing when this will happen is important to managers because it indicates that the reading room can probably be replaced by the Scan on Demand service.

In order to answer this question, we performed several runs to model the number of requests in the reading room for a period of 10 years, according to four different scenarios. The output of the ABM model using the SAA dataset seen in the previous section was taken as starting point of the run. Table 3 summarises the four runs, with different inputs for the number of records digitised per year ($R_s$ and $R_b$) and the SoD and block match ($M_s$ and $M_b$).

As seen in the model description, the output of the ABM model is the annual number of requests ($R_R$),
which is not necessarily equivalent to records, as archival records can be accessed more than once in a year, resulting in several access requests per record. On the contrary, the unit of digitisation requests always refers to records. Therefore, Figure 9 shows the predicted decrease in the number of records, which are the access requests \( R_s \) converted to records by applying a correction factor of 1.5 (based on the annual average of requests per record in the SAA dataset).

The calculations show that only if the present digitisation production of 5,000 records per year is increased to 10,000, then within 10 years the turning point will be reached when the annual number of requests in the reading room will be similar to the annual scanning on demand production, which means that by then replacing the reading room service by the scanning on demand will become an option. The results also show that different strategies (e.g., exclusively SoD and/or block digitisation programme) produce similar outputs, as long as a production of 10,000 records is maintained.

Such strategy of doubling the scan production comes at a cost. Looking at the costs involved in the two processes of providing access of the collections, physically and digitally, the costs of maintaining the reading room open will remain similar over the years, whereas the costs for digital storage will annually rise due to the increasing amount of data generated by the

scanning of the collections. Often the creation of digital content (the action of scanning the archival records) is seen as the most expensive step of digitisation (Beagrie, 2010; Poole, 2010). However, in the mid-long term, digital storage to provide fast online access to the collections might become even more expensive than the process of scanning, due to the increasing number of scans being stored. This is already the case at the SAA. Therefore, digitisation is a relatively expensive investment that must be based on a clear vision with regard to service provision and further developments on how collections will be used.

The costs of digitisation vary depending on the location. However, once the costs are known for a specific archival institution, the capabilities of this model could be easily be extended to economic forecasts. In the case of the Amsterdam City Archives, ca. half of the investment needed to maintain a production of 10,000 records digitised per year could be covered by the cost savings of suspending the reading room service. However, when an institution contemplates the option of shifting to a fully digital access service, two aspects need to be considered. First, not only the quality of the scan, but even more importantly, the delivery time of the scan will effect the readers’ satisfaction. And secondly, the need of providing physical access to a certain part of the collection will remain, either because standard digitisation of those records is not possible, or because readers will still require to access the physical records in cases where other values, such as the materiality of the objects, matters.

### 7. Conclusions

In this study, we proposed two modelling approaches, system dynamics and agent-based modelling, to investigate the effect of digitisation on the level of demand

| Table 3. Description of four runs to model the effect of digitisation on the number of requests in the reading room. |
|---------------------------------------------------------------|
| SoD requests \( (R_s) \) | Block requests \( (R_b) \) | SoD match \( (M_s) \) | Block match \( (M_b) \) |
| Run 1 5000 | 0 | 0.42 | - |
| Run 2 10,000 | 0 | 0.42 | - |
| Run 3 5000 | 5000 | 0.42 | 0.33 |
| Run 4 5000 | 5000 | 0.42 | 0.25 |

**Figure 9.** Decrease in the number of requested records in the reading according to four digitisation strategies as described in Table 3. The dashed line represent a digitisation production of 5,000 and 10,000 records per year.
of archival documents in the reading rooms of institutions. Based on the data analysis conducted on the actual usage data of the Amsterdam City Archives (SAA), we identified the main hypothesis that might explain the observed decrease in the number of access requests, namely the impact of digitisation projects. This analysis formed the basis for the development of the proposed simulation models.

The data analysis indicated that there is evidence to support the hypothesis that the digitisation of the original collections will eventually result in the decrease of access requests in the reading room. How fast digital access will overtake the traditional physical access depends on how digitisation strategies are targeting those archival records that have been (heavily) requested by the readers. In this regard, we found that Scan on Demand is performing better than the projects initiated by the institution where (part of) whole collections are selected for digitisation. The relationship between digitisation of the collections and the use of the original collections was further investigated using simulation. The system dynamic approach showed that making those archival documents digitally available that had not been requested before has an almost negligible effect on the observed decrease in the access requests in the simulated period of almost 15 years. The observed decrease in access requests can be mostly explained by the increase in at least once requested records becoming digitally available. However, the results of the sensitivity analysis show that the system dynamics model slightly underestimated the expected decrease in access requests in the reading room. The system dynamics model does not take into account the popularity of the archival records, understood as the number of access requests per record. Therefore, it can be expected that the SD approach will produce more satisfactory predictions for those collections where the group of repeatedly requested records accounts for a relatively small percentage of the total of requests.

More accurate fit in the decrease in access requests were obtained when the agent-based simulation approach was applied. In this model, agents represented archival documents with own characteristics, for instance, the number of access requests per year. The results of the ABM confirmed that the digitisation of heavily requested records will have a more noticeable impact on the reduction of access requests compared to records that have only been requested once in the past. A frequency distribution was used in order to model the instances of access. However, further investigation showed that it is not essential to reproduce the Pareto distribution of the number of access requests observed in the actual collection in order to obtain satisfactory results. The ABM experiments pointed out that making the differentiation between these two groups, records requested once and those with a high level of demand, might be sufficient to model the use of the collections in the reading room. In view of these results, we expect that if the differentiation between these two is included in the system dynamics model the accuracy of the results could be improved, since the level of detail of ABM seems not to be essential.

The presented models should be seen as baseline models where a decrease in the number of requests in the reading room is a response to the collections becoming digitally available. In such case, we are assuming that other factors identified in the causal loop diagram remain unchanged, such as the preference of the readers to use Scan on Demand instead of visiting the reading room. For now the results of the presented model, which only include a few key variables, indicate that this simple model is valid to explore how Scan on Demand is succeeding in digitising the most frequently requested records compared to other digitisation strategies, and, eventually, at what point it is expected that the corpus of the collection digitally available is significant enough to start seeing changes on the traditional use of the collections in the reading room.

The behaviour of the readers is a crucial part of the system that has been omitted for now, but it could be included in future models. Having a more elaborated model, then archives could use simulation modelling to explore whether certain measures (e.g., reducing the delivery time of scans, improving cataloguing, etc.) will effect how collections are used, but also at what cost. This information will support the development of (digitisation) strategies that aim to enhance the access of the collections, and to anticipate whether work processes need to be adjusted in response to the shifting use of physical collections to digital scans.

This study has provided valuable information on the frequency of use of the physical collections. In the future work, we will further expand the model by linking the use and preservation of the collections to one single model, to explore how digitisation strategies can contribute to lessening the risk of wear and tear of the most vulnerable collections.
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