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Abstract: An experimental study is conducted to forecast the residence state of the students based on their response provided in the ICT survey held during the academic year 2015-2016 at two universities of India. The dataset consists of 560 instances and 59 features. We considered the state as the response variable and 35 features as predictors after self-reduction. The dataset is trained and tested with k-fold cross validation using three popular supervised machine learning classifiers named Artificial Neural Network (ANN), Sequential Minimal Optimization (SMO) and random forest (RF) in the Weka 3.8.1 workbench. The outcomes of the study reveal that RF classifier outperformed with highest accuracy (83.39%) the ANN and SMO at 6-Fold of Cross-Validation (CV). Finally, the authors presented state forecast models which accurately forecasting the state of the student based on their answers during the survey with stabilizing the value of k=6 of CV. The maximum accurate forecasting count for Punjab student is found 239 out of 282 and for Haryana student is found 228 out of 278 with k=6. The findings of study prove a significant difference between the RF and the ANN, the SMO in accuracy and there is no significant difference between accuracy gained by SMO and ANN for state forecasting against student’s response during the survey.
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1. INTRODUCTION

Nowadays, data mining using machine learning is trending in the educational field and the fundamental principle of data mining is to analyze the data from the different angles, categorize it and finally to summarize it [1]. Data mining is also known as KDD (knowledge discovery in databases), data pre-processing, pattern recognition, clustering [2], classification [3] are the popular technologies in data mining. There are many numbers of data mining tools are available in markets such as rapid miner, Orange, KNIME, Weka and many more. The Waikato Environment for Knowledge Analysis (Weka) tool is used by many of researchers for decision making in various fields [4], [5], [6]. Support Vector Machine (SVM) is a supervised learning model introduced for binary classification in both linear and nonlinear versions [7]. An SVM performs classification by constructing an N-dimensional hyperplane that optimally separates the data into two categories [8], [9], [10]. The Sequential Minimal Optimization (SMO) is the extension of SVM to solve the problem of handling large datasets in SVM [11]. Random Forest (RF) is proposed by Breiman father of CART at the University of California, Berkley [12]. RF is an ensemble learning methodology which is a collection of Classification and Regression Trees (CART) like trees for growing, combination, testing and Post-processing. RF is growing while training on a sample obtained from the training set via bagging without replacement [13]. Random forests are a combination of tree predictors such that each tree depends on the values of
a random vector sampled independently and with the same distribution for all trees in the forest [14]. Artificial neural network (ANN) is simple mathematical models defining a function \( f: X \rightarrow Y \) or a distribution over \( X \) or both \( X \) and \( Y \), but sometimes models are also intimately associated with a learning algorithm or learning rule [15], [16]. A common use of the phrase ANN model really means the definition of a class of such functions. A multilayer perceptron in Weka is a feed-forward artificial neural network model that maps sets of input data onto a set of appropriate output [17]. It is a modification of the standard linear perceptron in that it uses three or more layers of neurons (nodes) with nonlinear activation functions and is more powerful than the perceptron in that it can distinguish a not linearly separable data, or separable by ahyperplane. The ANN has achieved 80% accuracy as compare to SVM 70% in Credit Card Approval dataset [18]. Supervised machine learning classifiers were used on different educational datasets to predict demographical features of students [19-29]. These supervised machine learning classifiers are applied to the dataset using two ways. One way is splitting the dataset according to various training ratio and another way is portioning the dataset using CV. The K-Fold CV assess the performance of predictive models by dividing randomly the original dataset into two type of subsets such test (k) and train (k-1) [4]. The train set is used to train the model, and test set validates the models. In this paper, we used popular performance metrics which are evaluating the strength of forecasting models. The Cohen’s Kappa is a statistical measure of interrater reliability which determines the agreement among instances in the dataset. The calculation formula of kappa value is \( \text{Kappa} = (\text{Calculated accuracy}-\text{expected accuracy})/(1-\text{expected accuracy}) \). The sensitivity or true positive rate (Tpr) of the specific class in a model is calculated by dividing the total number correct predicted instances by a total number of actual instances related to specific class. The false positive rate (Fpr) or (1-specificity) is calculated by dividing the total number incorrectly predicted instances by the total number of actual instances of the specific class. The precision value is measured by dividing the total number of correct predicted instances/ total number of predictions. The specificity of the model is calculated by dividing the total number of incorrect predicted instances/ total number of actual predictions. As we know, the F-score is a harmonic mean of precision and recall which also states the significance of forecasting models is calculated by the formula \( F=2*(\text{Recall}*\text{Precision})/((\text{Recall}+\text{Precision}) \).

2. RESEARCH METHODS AND TECHNIQUES

The present research used the primary real dataset which is consisted of a total 59 features out of which 24 are dependent and 35 are independent. Out of 35, the 10 features belong to the availability of ICT resources, 8 features belong to the usability of ICT resources, 3 features belong to ICT problems, 5 features belong to solutions of problems and 09 features belongs to the ICT opportunities. The first authors have conducted survey to analyse the ICT scenario in the higher education system of India and collected 560 samples from six northern Indian universities. In this paper, we considered 35 features and one categorical variable (Residence State). The missing values are handled by Replace Missing Value filter and normalized using Normalize filter. The target of the response variable is converted to nominal using NumericToNominal filter [30]. Figure. 1 shows that almost equal ratio of student participants in this research study. Out of total 560, the 282 students belong to Punjab and 278 students belong to the Haryana state of India. All the students were studying in either a bachelor or master level of the study program.
In this paper, the Weka 3.8.1 tool is used, which is an open-source machine learning tool, implemented in JAVA and developed by The University of Waikato, New Zealand [31]. We used knowledge flow and explorer environments of Weka to test the dataset. Three supervised machine learning classifiers such as random forest (RF), sequential minimal optimization (SMO) and artificial neural network (ANN) are trained and tested on the dataset to forecast the residence state of student based on responses. RF is an ensemble learning approach based on multiple numbers of decision trees which mostly used in classification and regression problems. The basic procedure to build RF model with training dataset D is as follows. Suppose, the training dataset:

\[ D = \{(f_i, C_i) | i = 1, N \} \quad (1) \]

is given, where \( f_i \) is a feature, \( C_i \) is the set of classes and \( N \) denotes the number of training samples. Sample the training set \( D \) with replacement to create bagged samples \( D_1, D_2, ..., D_p \) and each decision tree are grown from these bagged sample set. In each decision tree, for every node, we consider a random and separate subset of forecasting features as candidate feature for splitting the node. The class forecasting of RF model with \( p \) number of trees can define as follows. Let us assume \( C_p \) be the forecasting of tree \( T_p \) given input \( f \).

\[ C = \{ \text{Majorityvoting} \{C_p\} \mid 1 \leq p \leq p \} \quad (2) \]

SMO is employed as a learning algorithm to train Support Vector Machine with a linear kernel. SMO is preferred because of its better scaling abilities for large and complicated SVM problems with less computational time than standard SVM [32]. We have also used most popular neural network architecture multilayer perceptron (MLP) which has many inputs and has one or more hidden layers with any number of units. It uses generally sigmoid activation functions in the hidden layers. MLP is especially suitable for approximating a classification function which sets the example determined by the vector attribute values into one or more classes. MLP trained with backpropagation algorithm is used for data mining [33]. An artificial neural network (ANN) can be used to model complex relationships between inputs and outputs or to find patterns in data. Using neural networks as a tool, data warehousing firms are harvesting information from datasets in the process known as data mining [34]. The experimental setup is divided into the following two major sections. The first section presents the holdout method of the test-train dataset using classifiers and second section explores the way to the test-train dataset using K-Fold CV method using classifiers.
3. EXPERIMENTS

Experiment-1

In percentage split (holdout method), the database is randomly split into two separate datasets whereas the first set from where classifier tries to extract knowledge and second set is used to test the extracted information. Usually, a random split occurs on data set under the mining task of test data [35]. Training ratio is initially significant to sampling the dataset for evaluation purpose. The portioning dataset is essential to test the accuracy of classifiers. Some portion of the dataset is needing to be trained with the help of testing portion of the dataset. During this test case, we performed classification using percentage split method on the dataset at various training ratio. For this, we divided the entire data set into two separate tests: one for training and other for testing. In this experiment, the considered training ratio for the train: test splitting is 20:80, 40:60, 60:40 and 80:20. Afterward, we applied three classifiers at various training ratio of the whole dataset to forecast the better accuracy. It can be seen from Figure 2 that the highest accuracy is achieved by the RF at maximum split 80:20 (88%) and minimum split 20:80 (73%) for the train test. The SMO is the second winner to gain accuracy 71% at the minimum split and 79% at the maximum split. The ANN classifier gave 79% accuracy at the maximum split.

![Classification with Splitting](image)

**Figure 2.** Classification using training ratio.

Experiment-2

CV is another validation approach to sampling the dataset in k number of subset among which one is used as (k-1) test set and rest of sets shall be (k) train sets. It is much meaningful to evaluate the classifier performance to perform during the classification process. During this experiment, we applied K-Fold CV method with varying k value. For this, we selected k value from 2, 4, 6 and 8 for the dataset and applied classifiers to examine classification accuracy. The following algorithm we used to the test and train dataset with various machine learning classifiers in Weka tool.

**Algorithm 1:** Test and train models using K-fold CV.

```
Step 1: Set k=6 (Splitting real dataset into the train set into 6 equal subsets or Fold named as f1; f2;...............; fk; 
Step 2: For i = 1 to i = k; 
Step 3: Let fi as a test set and retain all the remaining k-1 folds as a train set in CV; 
Step 4: Apply RF, SMO, and ANN to train 5-Fold (train-set) against 1-Fold (validation-set) and build a learning model 
```
and compute the accuracy of forecasting the models;

**Step 5:** Select the final forecast model with the highest Accuracy.

Data from Figure 3 presents the classification accuracy at various fold using cross-validation approach. Classification accuracy is increasing up to 6-fold and afterward it gets down. So, maximum accuracy (83%) is achieved by RF at 6-Fold and SMO and ANN both are at the same level to provide accuracy (78%) with 6-Fold.

![Classification using K-Fold](image)

**Figure 3.** Classification using K-Fold.

### 4. RESULTS AND DISCUSSIONS

Previously, based on the classification using K-Fold cross-validation, we presented state forecast models which accurately forecasting the state of students based on 35 features. The value of k=6 represents that dataset divided into subsamples in which one set of samples considered as test and remaining five samples set as train dataset. Figure 4 reflects the maximum count of accurate forecasting of students belongs to the Punjab state. The RF classifier at 6-Fold forecasts 239 Punjab student out of 282 and 228 Haryana students out of 278. The ANN classifier at 6-Fold forecasts 225 Punjab student and 211 Haryana students. The SMO classifier at 6-Fold forecasts less count of the student as compared to the ANN and the RF.

![Accuracy at 6 Fold](image)

**Figure 4.** Accurate forecasting count by models.
Data from Figure 5 shows that minimum forecasting error (17%) is achieved by RF classifier at 6-Fold as compare to other Folds. The second winner classifiers are both SMO (22%) and ANN (22%) due to achieving almost the same percentage of less misclassification error. The maximum forecasting error (24%) is given by both ANN at 8-Fold and SMO at 2-Fold.

![Figure 5. Forecasting error by models using K-Fold.](image)

Figure 6 shows the forecasting count of state wise student as provided by forecasting models. RF classifier has the minimum forecasting count 43/282 for Punjab state student and 50/278 for Haryana state student. One hand, ANN classifier has maximum forecasting count 67/278 for Haryana state student, on another hand, SMO has maximum forecasting count 59/282 for Punjab state student. Hence, to evaluate the performance with respect to less error, RF outperformed the other classifiers at 6-Fold CV.

![Figure 6. Inaccurate forecasting count by Models.](image)
Figure 7. ROC curves for Punjab Student with 6-Fold CV.

In Figure 7 The receiver operating characteristic (ROC) curve is showing the comparison of RF, SMO and ANN at 6-Fold CV for Punjab student and Figure 8 presents the ROC for Haryana student. We know that ROC curve plots sensitivity or Tpr across y-axis and Fpr or 1-specificity across x-axis with various thresholds (cut-offs). For Punjab student, at 0.5 thresholds, the RF gained maximum accuracy nearby 82% and SMO and ANN have achieved accuracy less than 80%.

Figure 8. ROC curves for Haryana Student with 6-Fold CV.

In the case of Haryana student, RF gives accuracy around 81%, SMO and ANN provide less than 79% accuracy. Therefore, thresholds are directly proportional to the accuracy and at more than 50% accuracy is gained by each almost every classifier at 0.2 thresholds.
Figure 9. Overall Forecasting Count.

Table 1. Performance measures of classifiers using 6-Fold.

| Classifier | RF | SMO | ANN |
|------------|----|-----|-----|
| Class      |    |     |     |
| Punjab     |    |     |     |
| student    |    |     |     |
| Haryana    |    |     |     |
| student    |    |     |     |
| Kappa static | 0.67 | 0.55 | 0.56 |
| RMSE       | 0.37 | 0.47 | 0.43 |
| Sensitivity (TPR) | 0.85 | 0.82 | 0.79 | 0.76 | 0.80 | 0.76 |
| 1-Specificity (FPR) | 0.18 | 0.15 | 0.24 | 0.21 | 0.24 | 0.20 |
| Recall     | 0.85 | 0.84 | 0.80 | 0.76 | 0.80 | 0.76 |
| Precision  | 0.83 | 0.84 | 0.77 | 0.78 | 0.77 | 0.79 |
| F-Measure  | 0.67 | 0.67 | 0.78 | 0.77 | 0.78 | 0.77 |
| ROC area   | 0.91 | 0.71 | 0.84 |

Table 1 presents the various types of performance measures of forecasting models at 6-Fold. The RF, SMO, and ANN classifiers have good Cohens Kappa static values such as 0.67, 0.55 and 0.56 respectively which signifies the forecasting power of models. The minimum RMSE is 0.37 given by RF as compare to SMO (0.47) and ANN (0.43) for forecasting the residence state of the student. The highest sensitivities of RF classifier for Punjab student and Haryana student are calculated 0.85 and 0.82 respectively and the minimum Fprs are calculated 0.18 and 0.15 respectively which signifies the strength of the forecasting model. The strongest recall value for RF is 0.85 for Punjab student and 0.84 for Haryana student signifies the model performance too. Both classifiers SMO and ANN have equal recall value which is 0.80 for Punjab student and 0.76 for Haryana student also good for these classifiers. The highest precisions values are obtained by RF (0.83) for Punjab student and (0.84) for Haryana student, and the ANN has equal precisions values 0.77 for Punjab students which proves the significance of forecasting models. Likewise, precision values calculated by RF, SMO, and ANN for Haryana student are 0.84, 0.78, 0.79 respectively also signifies the power of forecasting model. More than 65% F-measure also proves that each classifier has performed well in forecasting of state of students based on their responses provided during the survey.
5. CONCLUSION

The present experimental study is conducted to forecast the residence state of university students based on their answers provided during the ICT survey held during the academic year 2015 in two states of India. To present the forecast model, author have trained and tested the dataset using holdout and CV methods to model three popular classifiers SMO, RF, and ANN. The authors have concluded that RF classifier outperformed the others at 6-Fold CV. The maximum forecast count is 239/282 for Punjab student and 228/278 for Haryana student attain by RF with accuracy (83.39%). If k=8, the accuracy gets down by each classifier. Hence, the authors have stabilized the value of k=6. Further, maximum forecasting error (24%) is given by both ANN at 8-Fold and SMO at 2-Fold. It is also revealed that ANN classifier at 6-Fold forecasts 225 Punjab Student and 211 Haryana Student out of total 560. The minimum forecasting is performed by SMO classifier as compare to ANN and RF. The maximum area under the curve is 0.89 for Punjab student and 0.91 for Haryana student in ROC curve also proves the significant forecasting for both of class in the dataset. The author also found a significant difference between the accuracy gained by random forest (RF) and artificial neural network (ANN), Sequential Minimal Optimization (SMO) towards forecasting of residence state. It is also concluded that there is no significant difference between accuracy gained by SMO and ANN for state forecasting against student’s responses.
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