Partial Retraining Substitute Model for Query-Limited Black-Box Attacks
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Abstract: Black-box attacks against deep neural network (DNN) classifiers are receiving increasing attention because they represent a more practical approach in the real world than white box attacks. In black-box environments, adversaries have limited knowledge regarding the target model. This makes it difficult to estimate gradients for crafting adversarial examples, such that powerful white-box algorithms cannot be directly applied to black-box attacks. Therefore, a well-known black-box attack strategy creates local DNNs, called substitute models, to emulate the target model. The adversaries then craft adversarial examples using the substitute models instead of the unknown target model. The substitute models repeat the query process and are trained by observing labels from the target model’s responses to queries. However, emulating a target model usually requires numerous queries because new DNNs are trained from the beginning. In this study, we propose a new training method for substitute models to minimize the number of queries. We consider the number of queries as an important factor for practical black-box attacks because real-world systems often restrict queries for security and financial purposes. To decrease the number of queries, the proposed method does not emulate the entire target model and only adjusts the partial classification boundary based on a current attack. Furthermore, it does not use queries in the pre-training phase and creates queries only in the retraining phase. The experimental results indicate that the proposed method is effective in terms of the number of queries and attack success ratio against MNIST, VGGFace2, and ImageNet classifiers in query-limited black-box environments. Further, we demonstrate a black-box attack against a commercial classifier, Google AutoML Vision.
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1. Introduction

Deep neural network (DNN) classifiers have made significant progress in many domains such as image classification [1,2], voice recognition [3,4], malware detection [5,6], and natural language processing [7]. Despite their great success, recent studies have demonstrated that DNNs are vulnerable to well-designed input samples called adversarial examples [8,9]. Legitimate inputs are altered by adding small perturbations to force a trained classifier to misclassify them, while humans cannot perceive the alteration. In other words, the purpose of these attacks is to maximize misclassification while minimizing the perturbations. The adversarial examples represent a serious threat to DNN classifiers. For example, manipulated traffic signs can confuse autonomous vehicles [10,11] and adversarial voices can deceive automatic voice recognition models [12,13] such as Apple’s Siri and Amazon’s Alexa.
Early studies of adversarial examples use white-box environments, in which the adversaries can access the target model without restrictions or own the same model. They therefore focus on the attack success ratio and have little interest in how many times they must access the target model. In white-box attacks [8,9], adversaries have full knowledge regarding the target model, such as network architecture, training data, parameters, and classification results (predicted labels and probabilities). With this information, white-box attacks can calculate the gradients of the target model and craft precise adversarial examples based on the gradients. The success rates in this type of attack are almost 100%. Some studies [14,15] have demonstrated that defending DNNs from white-box attacks is extremely difficult.

In contrast, black-box attacks involve limited knowledge of the target model. In the real world, DNN classification services normally do not provide information regarding their systems to prevent security threats or for business reasons. They wish to prevent adversaries and competitors from obtaining the details of their models. The adversaries can access the target model only through exposed service interfaces, i.e., using queries. Therefore, white-box attack algorithms based on gradients cannot be directly applied, and the number of queries becomes an important issue.

A well-known black-box attack strategy creates a local DNN, called a substitute model [16,17], to emulate the target model. The adversaries then craft adversarial examples using the substitute model instead of the unknown target model. The substitute model is trained using a labeled dataset obtained by repeated queries made to the target model. For successful attacks, previous studies focus on generating a dataset composed of proper samples to efficiently train substitute models. However, emulating the target model usually requires a massive number of queries because training a new DNN from the beginning normally requires numerous training data. Moreover, these studies have to emulate the entire target model even for one-sample attacks. They attempt to build a substitute model as a master key for the target model with which adversaries can craft adversarial examples from any samples. In many cases, adversaries wish to perform one attack (from one class to another class) instead of multiple attacks (from classes to classes). For example, an adversary may attempt to deceive a face authentication system by pretending to be a legitimate user. In autonomous vehicle systems, misclassifying a stop sign as a speed limit sign is enough to lead to a traffic accident. Therefore, we argue that black-box attacks can be classified into one-sample attacks and any-sample attacks. Existing studies are suitable for any-sample attacks but are inefficient for one-sample attacks in terms of the number of queries required.

In this study, we propose a novel training method applied to the substitute model for one-sample attacks to minimize the number of queries. We consider the number of queries as one of the important factors for practical black-box attacks as well as the attack success ratio. Real-world systems often restrict the number of queries to prevent security threats and, at a minimum, many queries lead to waste of resources, such as time and finances, even if there is no limit placed on them. Google web services limits the number of queries as 25,000 per day and 10 per s and users have to pay for more queries. The Clarifai API costs a few dollars per 1000 queries after the first 2500 predictions. Amazon web services also provide API Gateway service that developers can restrict queries in many ways such as rate-limit, IP-level, user-level, and application-level throttling. Therefore, our purpose is to achieve a similar attack success ratio to that of the existing substitute-model attack using fewer queries. In black-box attacks with substitute models, the attack success ratio is proportional to the number of queries, because the more queries made implies more labeled training data. Therefore, substitute models are more likely to accurately represent the target model. Based on this characteristic, our goal is also represented by achieving a higher attack success ratio with the same number of queries.

The proposed method does not emulate the entire target model and adjusts only the partial classification boundary to focus on a current attack. It also does not generate queries from the beginning. That is, training the substitute model is divided into pre-training and retraining phases, and queries are used only in the retraining phase. We assume that the adversaries are aware of the type of target classifier, such as face, animal, or product classifiers, because each service normally has a specific purpose. In the
pre-training phase, the substitute model is trained in the usual manner according to the type of target classifier. Even though the pre-trained substitute model is different from the target model, it helps to reduce the number of queries needed to achieve a successful attack. This concept of transferability \cite{18,19} is based on the idea that an adversarial example modified for a single type of model is effective for other models that classify the same type of data. In this phase, adversaries do not query the target model, and the substitute model is trained using other data, which are different from the training data used to develop the target model. After pre-training, the proposed method crafts an adversarial example using the substitute model and sends it to the target model as a query. The substitute model is retrained using the classification results of the adversarial examples instead of benign data, which involves partial retraining only focusing on the current attack sample. Crafting adversarial examples and retraining the substitute model are iterated to increase the attack success ratio.

Our contributions are as follows.

- **Black-box attack with substitute model for one sample**: We argue that black-box attacks are classified into one-sample attacks and any-sample attacks according to the purpose of the attack. Previous studies focus on any-sample attacks, and thus, are inefficient for one-sample attacks. We propose a partial retraining method applied to the substitute model, which is suitable for one-sample attacks.

- **Label-only black-box environments**: We assume strong black-box environments in which adversaries can only observe labels of samples via the results obtained through queries. Some black-box attacks or gray-box attacks use more information, such as training data and probabilities of classifications along with labels. In particular, black-box attacks relying on gradient estimation definitely require probabilities of all classes (details in Section 2.1). The label-only setting, we consider, is a more severe environment for black-box attacks.

- **Query-efficient black-box attacks**: To decrease the number of queries, the proposed method does not emulate the entire target model and adjusts only the partial classification boundary related to a current attack sample to retrain the substitute model. Mini-batch retraining using a pool of adversarial examples is also useful for query reduction. We demonstrate that our query-efficient method achieves a higher attack success ratio in query-limited environments.

We evaluate the proposed method through experiments based on classifiers using the MNIST \cite{20}, VGGFace2 \cite{21}, and ImageNet \cite{22} datasets. The simulation results indicate that the proposed method achieves a higher attack success ratio in comparison with the previous substitute-model attack \cite{16} in query-limited environments based on the same upper bound for the number of queries. We further use our method to perform a targeted attack on Google AutoML Vision \cite{23}, demonstrating the applicability of the attack on commercial systems.

2. Related Work

Szegedy et al. \cite{8} demonstrated that DNN-based classifiers are vulnerable against adversarial examples. Earlier, many studies \cite{9,18,24–27} proposed attack algorithms generating adversarial examples in white-box environments. Black-box attacks are more challenging but also represent a more practical approach, as they reflect real world environments. They only use queries to obtain information from the target model, and according to each method, there is a difference in the definitions of responses, such as top-1 label only, top-k labels, and classification probabilities. Several studies have demonstrated domain-specific black-box attacks against certain systems, such as voice recognition \cite{12,13}, malware detection \cite{28,29}, and object detection systems \cite{30}. In this section, we focus on the existing black-box attacks against image classification models, which use either gradient estimation or substitute model techniques.
2.1. Gradient Estimation

Chen et al. [31] proposed a gradient estimation method for black-box attacks. They apply zeroth order optimization via pixel-by-pixel finite differences to estimate the gradient, and then construct adversarial examples using white-box attack algorithms based on the estimated gradient. According to their analysis, numerous queries are required to naively estimate the gradients with respect to all pixels; thus, they designed an iterative coordinate descent procedure for query reduction. Subsequently, they successfully attacked MNIST, CIFAR-10, and ImageNet classifiers. Narodytska & Kasiviswanathan [32] proposed a gradient estimation attack that constructs adversarial examples by perturbing a small fraction of pixels. They observed that adding a perturbation to a small set of pixels is often sufficient for successful attacks and selected the perturbations using a greedy local-search. They performed targeted black-box attacks on MNIST, CIFAR10, SVHN, STL10, and ImageNet classifiers.

These gradient estimation methods have clear advantages, i.e., fewer queries and precise attacks, when compared to substitute model techniques. However, they must use probabilities for all classes, implying non-label-only black-box environments that we refer to as a gray-box. Image classification services will provide top-1 labels, but additional information such as top-k labels and all probabilities of classes are not mandatory. If target services do not offer additional information (i.e., label-only black-box environments), these gradient estimation techniques are unusable. Ilyas et al. [33] introduced gradient estimation techniques applicable not only to gray-box environments but also to label-only black-box environments (providing top-k labels precisely). In a label-only setting, instead of classification probabilities, they estimate proxy scores using ranks of various adversarial examples obtained through random perturbations. However, this solution requires numerous queries ($2.7 \times 10^6$) to achieve a 90% attack success ratio on the ImageNet classifier, because the proxy scores are relatively imprecise and depend on the random perturbations.

2.2. Substitute Model

Another approach for black-box attacks is to create a substitute model, which is trained using a labeled dataset obtained through queries to the target model. The basic idea is to emulate the target model, and then, craft adversarial examples by applying white-box attack algorithms to the substitute model. Papernot et al. [16,17] successfully used this method to perform untargeted attacks on a commercial classifier, Google Cloud Prediction API (now Google AutoML Vision and Vision API), and a smaller dataset, MNIST. Liu et al. [19] demonstrated that targeted attacks are more difficult, especially on large-scale datasets such as ImageNet. They used an ensemble of multiple substitute models to overcome these issues and succeeded in attacks on the Clarifai API.

Unlike gradient estimation, attacks with substitute models assume that an adversary only receives a label corresponding to a sample image, i.e., a query, matching our definition of black-box environments. To maximize the number of successful attacks, they attempt to train the model to be as similar to the target model as possible. However, emulating the target model requires many queries. Training a new DNN from the beginning normally requires numerous training data, and furthermore, network architectures of recent DNNs are large scale and complex. Note that, unlike other methods, Liu et al.’s substitute model attack does not require any queries to the target model, but only 18% of attacks succeeded against Clarifai API using the ImageNet dataset.

3. Proposed Method

The environment we use is summarized as follows: targeted attack, one-sample attack, black-box environment (using only top-1 labels), and query-limited environment. The proposed method involves crafting adversarial examples and retraining a substitute model, as shown in Figure 1. The target model is an image classifier and all information is hidden in the black-box. The attacker can send a query (an image sample) and receive a classification result via a normal service interface. The substitute model is a local DNN that is pre-trained according to the type of target classifier. Note that the
details of the substitute model, such as network architecture, parameters, training data, and leaning
algorithm, are different from the target model because the attacker cannot access this information in
black-box attacks. The proposed method crafts an adversarial example using the substitute model and
sends it to the target model as a query and receives the classification result, that is, a label. If the label is
not the target class (if the attack fails), the substitute model is retrained using the adversarial example
labeled by the target model. This process is repeated until the attack is successful.

Figure 1. Overall process of the proposed method.

3.1. Pre-Training the Substitute Model

Before crafting adversarial examples, the proposed method prepares an initial substitute model.
We assume that adversaries are aware of the type of target classifier. Based on the type, the adversaries
can estimate the network architecture and training data of the substitute model. The substitute model
is trained using prepared training data. The initial substitute model is different from the target model;
however, there is a slight chance of deceiving the target model with the adversarial examples crafted
using the initial substitute model, as demonstrated by the concept of transferability [18,19]. Therefore,
retraining the substitute model is employed to increase the possibility of transferability. Note that
queries are not generated in this pre-training phase.

A simple but efficient idea is to exploit well-known pre-trained models in open source communities.
For example, Keras Applications [34] provide various well-known image classification models,
including ResNet [35], VGG [1], and Inception [36] trained with the ImageNet dataset. According to our
experimental results, a similar network architecture to that of the target model requires fewer queries for
black-box attacks. If the adversaries can discover the network architecture of the target model, a powerful
black-box attack method is possible. However, this is somewhat unlikely in a real-world scenario.

3.2. Crafting Adversarial Examples

After pre-training, the substitute model is used to craft adversarial examples. This involves
a white-box attack and exploits two previous well-known algorithms: Iterative fast gradient sign
method (I-FGSM) [25] and Carlini and Wagner (C&W)'s attack [24]. These two algorithms have been
extensively used in previous black-box attacks because they have distinct advantages respectively.
I-FGSM is simple and fastest algorithm and C&W provides highest attack success ratio among
white-box attack algorithms.

FGSM computes the gradient only once to generate an adversarial example. For a targeted attack
applied to a specific class, FGSM craft adversarial example as

$$x' \leftarrow x - \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y'))$$

(1)
where $x$ is the original input data, $x'$ is an adversarial example, $y'$ is the target class, $J$ is a loss function, and $\epsilon \in [0, 1]$ is a constant value used to constrain the perturbation.

I-FGSM extends the FGSM algorithm to craft more precise adversarial examples using iterations. I-FGSM generates a targeted adversarial example as

$$x'_0 = x$$

$$x'_{n+1} = \text{Clip}_{x,\epsilon} \{ x'_n - a \cdot \text{sign}(\nabla_{x'_n} J(\theta, x'_n, y')) \}$$

where $a$ is a small constant value. We set $a = \frac{\epsilon}{N}$ where $N$ is an upper bound of iteration. I-FGSM avoids making large changes to each pixel during each iteration by clipping pixel values. In other words, $\text{Clip}_{x,\epsilon}$ limits the change of the generated adversarial image in each iteration so that the result will be in the range of $[\max(0, x - \epsilon), \min(1, x + \epsilon)]$. Note that, typically, each pixel is normalized to be within $[0, 1]$.

C&W's attack is a high-performance targeted attack and can defeat defensive distillation [14]. They define generating a targeted adversarial example as optimization problem with a given input $x$ to determine perturbation $\delta$ as follows.

$$\text{minimize} \quad \| \delta \|_p + c \cdot f (x + \delta)$$

$$\text{such that} \quad x + \delta \in [0,1]^n$$

where $\| \delta \|_p$ is $l_p$ norm, $c$ is a constant to balance constraints, and an adversarial example $x' = x + \delta$. They also define seven objective functions, but one of the most effective functions, $f$, is obtained as

$$f(x') = \max (\max(Z(x'_i) : i \neq t) - Z(x'_t), -k)$$

where $Z$ denotes the softmax function (so $Z(x)$ are the logits), $k$ is a constant for controlling the confidence, and $t$ is a target class. Instead of $\delta$, they apply a new variable $w$ by $\delta = \frac{1}{2}(\tanh(w) + 1) - x_i$ and optimize over $w$ for iteration and smoothing of clipped gradient descent. Among three possible distance metrics, most effective $L_2$ norm is applied, and then, the optimization problem can be described by

$$\text{minimize} \quad \| \frac{1}{2}(\tanh(w) + 1) - x \|_2 + c \cdot f(\frac{1}{2}(\tanh(w) + 1))$$

3.3. Retraining the Substitute Model

The proposed method sends a query containing the crafted adversarial example to the target model. After classification by the target model, the proposed method receives the result, i.e., a label, in response to the query. If the attack fails, the labeled example becomes a new training sample for the substitute model. We then have to change the classification boundary before the next attack. Note that the substitute model classifies the sample as the target class because it is crafted based on the substitute model. In the retraining process, the proposed method iteratively inputs the sample into the substitute model until it classifies the sample as the received label. Because the substitute model is already trained, this retraining process may require a certain number of iterations. In this study, we ignore the training efficiency of the substitute model. For practical black-box attacks, we focus only on the number of queries and attack success ratio. After retraining, the proposed method crafts another adversarial example based on the retrained substitute model. Subsequently, crafting of an adversarial example and retraining the substitute model are repeated until the attack is successful or the number of iterations reaches a pre-set threshold.

Figure 2 indicates the differences between the previous substitute-model attack and proposed method.

The previous method attempts to emulate the entire target model. All boundaries of the substitute model (dotted lines) are moved toward the boundaries of the target model (solid lines). If the previous
method sends numerous queries to the target model, the boundaries may become similar to the boundaries of the target model. In contrast, the proposed method modifies only the partial boundary corresponding to the current attack based on one sample. In the current attack, the original is labeled as class 2 and the target is class 1. When the boundary is different from that of the target model and the adversarial example (a red dot) does not cross the solid line, the attack fails. After retraining the substitute model using the failure sample, the partial boundary is changed. This process is repeated until the red dot finally crosses the solid line.

![Figure 2. Boundary changes of substitute model](image)

Figure 2. Boundary changes of substitute model (a) previous training method and (b) proposed method.

Note that the substitute model generated by the previous method can be used for any samples and targeted attacks. In Figure 2, using the original sample (class 2), the previous method can generate adversarial examples targeting classes 0, 1, and 3, whereas the proposed method can target only class 1. However, it is assumed that in a real-world system the possible number of queries is limited. As previously mentioned, the previous method requires a large number of queries to train the substitute model. Under a limited-query condition, the attack success ratio of the proposed method is higher than that of the previous method, as demonstrated by the experiments conducted and presented later in this paper.

Algorithm 1 presents the pseudocode for partial retraining of the substitute model. This process repeats until the query limit (line 1) is reached, or when the attack succeeds (line 4–5). In each iteration, an adversarial example, $x'$, is crafted by white-box attack methods applied to the pre-trained substitute model, $F()$ (line 2). The adversary sends a query containing the adversarial example to the target model, $\tilde{F}()$, and receives a classification result, label $y$ (line 3). If the attack fails, the adversarial example is relabeled with the received label, $y$, (line 7) and the substitute model is retrained using the relabeled adversarial example (line 9). For efficient training, we construct a retraining data set, $S$, with adversarial examples from every iteration (line 8), and feed these to the substitute model as a mini-batch. The substitute model is retrained until every adversarial example is classified as a received (valid) label from the target model.
Algorithm 1: Partial retraining of substitute model.

**Input:** image sample $x$,  
  target class $y_t$,  
  target model $\tilde{F}(\cdot)$,  
  pre-trained substitute model $F(\cdot)$,  
  maximum number of queries $max_q$

**Output:** adversarial example $x'$

1. for $i = 1$ to $max_q$ do
   2. # white-box attack with substitute model
   3. $x' : F(x') = y_t$, $x' \leftarrow x + \delta$
   4. # query to target model $\rightarrow$ classification label $y$
   5. $y \leftarrow \tilde{F}(x')$
   6. if $y = y_t$ then
     7. break
   8. end if
   9. label($x'$) $\leftarrow y$
   10. add $x'$ to $S$
   11. # training substitute model on set $S$
   12. train($F(\cdot)$, $S$)
13. end for
14. return $x'$

4. Experimental Evaluation

4.1. Experimental Settings

The performance of the proposed method is compared with the results of previous substitute-model attack methods [17]. The experimental settings are crucial for simulating black-box environments and analyzing the performance of the proposed method.

4.1.1. Dataset

For the various experimental environments, we exploit three datasets: MNIST, VGGFace2, and ImageNet.

MNIST [20] is a handwritten digit dataset used to train a DNN. It comprises 60,000 training and 10,000 test images, which are classified into 10 classes (in digits from 0 to 9). The task associated with the dataset is to identify the digit corresponding to each image. Each $28 \times 28$ grayscale sample is encoded as a vector with pixel intensities in the interval $[0, 1]$ and obtained by reading the image pixel matrix row-wise.

VGGFace2 [21] is a face dataset containing 3.31 million images of 9131 subjects. This dataset is widely used for face recognition and authentication via machine learning. Blackbox attacks on VGGFace2 dataset are more complicated than on MNIST because each sample is larger and presented in color ($224 \times 224$ pixels $\times$ 3 RGB). We selected 10 subjects representing more than 500 images.

ImageNet [22] is large-scale dataset containing various types of images, consisting of more than 20,000 categories. Experiments on this dataset help to analyze the impact of the number of classes. We randomly selected 100 classes from this dataset. The images varied in resolution and we resized them to $256 \times 256$ using standard preprocessing techniques.

4.1.2. Target and Substitute Models

The target models are pre-trained using the three datasets. For each dataset, we construct one target model and various substitute models that use a different training dataset owing to the
black-box conditions. Therefore, each target model is trained by randomly selecting 50% of the images from a dataset. The substitute models randomly select 10% among the remaining images for training. The network architecture, parameters, and training data of the substitute models are necessarily different from the target model because the adversaries are not aware of any details regarding the target. To satisfy this condition, we use different well-known image classification models, such as VGG, ResNet, and Inception. Note that the number of classes is the same but distributions of training data are different in each model.

4.1.3. Attack Algorithms

The adversarial examples are crafted by a white-box attack algorithm based on the substitute model. We apply the I-FGSM [25] and C&W attack algorithms [24] because they are well-known and have been extensively used in previous black-box attacks.

4.2. Experimental Results (Mnist)

The performance metrics, attack success ratio and the number of queries, are average values obtained from multiple experiments. As mentioned previously, the attack success ratio is proportional to the number of queries, and thus, we have to analyze two metrics simultaneously. For each sample, the target classes were the other 9 classes. The maximum upper limit on the number of queries is 1000.

Table 1 presents the network architectures of the target model and substitute models using the following abbreviations: C: convolutional layer, M: max-pooling layer, F: fully connected layer with sigmoid function, S: softmax layer. Substitute models sub1–sub4 are deformed from the target model, and this test strategy is referred to as the previous method [17]. All substitute models are trained using different training data obtained from the target model. Sub1 uses the same architecture as the target model to evaluate the impact of different training data. In one experiment, e.g., sub2-C&W, the parameters of the previous method and proposed method are the same.

| Models | C  | C  | M  | C  | C  | M  | F  | F  | S  |
|--------|----|----|----|----|----|----|----|----|----|
| Target | 32 | 32 | $2 \times 2$ | 64 | 64 | $2 \times 2$ | 128 | 128 | 10 |
| Sub1   | 32 | 32 | $2 \times 2$ | 64 | 64 | $2 \times 2$ | 128 | 128 | 10 |
| Sub2   | 32 | 32 | $2 \times 2$ | 64 | 64 | $2 \times 2$ | 200 | 200 | 10 |
| Sub3   | 32 | 64 | $2 \times 2$ |    |    | 128 | 128 | 10 |
| Sub4   | 28 | 28 | $2 \times 2$ | 48 | 48 | $2 \times 2$ | 128 | 128 | 10 |

In Table 2, the attack success ratios of the proposed method are shown to be higher than those of the previous method. The proposed method does not perform queries when the substitute model is pre-trained. Furthermore, it performs only partial retraining using failed adversarial examples. In contrast, the previous method uses the query process for training the substitute model from the beginning and attempts to emulate the entire target model. These differences are the main reasons behind the results. Note that the attack success ratio may increase if the upper limit of the number of queries increases.

The results indicate that performance is significantly more affected by the network architecture than by the attack algorithm used. Furthermore, the differences in the results between the substitute models using the same attack algorithm are greater than those between the algorithms using the same substitute model. Sub1 achieves the highest success ratio and lowest number of queries because its architecture is the same as that of the target model (although the training data are different). Sub3, which has fewer layers in comparison with other models, achieves the worst results. I-FGSM is the faster attack algorithm, while C&W is slower but more precise; thus, the attack success ratio of C&W is higher in normal white-box environments. However, in our query-limited environments, I-FGSM provides slightly better performance than C&W owing to its faster attack.
Table 2. Black-box attack results (MNIST, query limit = 1000).

| Network Architecture | Attack Algorithm | Previous Method | Proposed Method |
|----------------------|------------------|-----------------|-----------------|
|                      |                  | % Succ. | # Query | % Succ. | # Query |
| Sub1                 | I-FGSM           | 58.2    | 529     | 96.3    | 285     |
| Sub1                 | C&W              | 56.8    | 694     | 97.2    | 294     |
| Sub2                 | I-FGSM           | 43.7    | 724     | 86.1    | 417     |
| Sub2                 | C&W              | 41.4    | 795     | 83.1    | 452     |
| Sub3                 | I-FGSM           | 32.3    | 815     | 67.8    | 692     |
| Sub3                 | C&W              | 29.4    | 883     | 68.6    | 784     |
| Sub4                 | I-FGSM           | 38.2    | 737     | 79.2    | 419     |
| Sub4                 | C&W              | 38.6    | 751     | 77      | 421     |

Note that if the attacker keeps attacking the target model with other samples, the previous method may achieve better results than the proposed method. The substitute model of the previous model can be more powerful as the number of sample attacks increases because it tries to emulate the entire target model. However, if the target model is query-limited, the previous method will have difficulty attacking the target even when considering any-sample attacks.

In Table 2, # query refers to the average number of queries of only successful attacks and failed attacks (using 1000 queries) are ignored. This metric cannot fully represent query efficiency, even though it can show general trends, because it depends on the attack success ratio. This little insufficiency remains even if # query includes the number of queries associated with failed attacks. To analyze query efficiency, it is better to compare the attack success ratio according to the upper bound of the number of queries. Figures 3 and 4 show query efficiency in this manner when the substitute models are Sub1 (best case) and Sub3 (worst case), respectively. Both methods stop iterating when the attack is successful or the number of queries reaches its upper bound. The success ratio of the proposed method is always higher than that of the previous method when the upper bound is the same, regardless of the attack algorithm. In other words, the proposed method requires fewer queries than the previous method to reach a certain attack success ratio. We also observe that the success ratio of the proposed method rapidly increases when the upper bound is approximately 400 in Figure 3, and 700 in Figure 4. In contrast, the points of rapid increase for the previous method are near 800 and 900, respectively. The network architecture of Sub3 is the most different from the target model, thus Sub3 requires more queries than the other architectures to adjust classification boundaries, i.e., to achieve successful attacks.

![Figure 3](image-url)  
**Figure 3.** Attack success ratio according to the upper bound of the number of queries (Sub1, MNIST).
4.3. Impact of Image Size (VggFace2)

The purpose of this section is to compare attack results when the target model is trained by small images (MNIST, Section 4.2) and bigger images (VGGFace2, Section 4.3). Each sample in the VGGFace2 dataset is higher-resolution than in MNIST and images are in color, meaning that black-box attacks on VGGFace2 dataset are more complicated. There are 10 classes (the same number as for MNIST) and, for each test image, the target classes are the other 9 classes. The network architecture of the target model is ResNet50 [35], and we apply the recent loss functions, SphereFace [37] and Ring Loss [38] to improve the classification accuracy of the target model. The ratio of the training data is 50% (approximately 270 images of each face) and they are flipped horizontally for data augmentation. Using the ResNet50 network architecture for the target model, the classification accuracy is approximately 99% after training.

We construct two substitute models whose network architectures are respectively VGG16 [1] and Inception [36]. The maximum upper limit of the number of queries is 10,000.

Table 3 shows that the proposed method achieves better performance on large-sized image classification models. The attack success ratios are much higher and the number of queries is lower in this query-limited environment. The main reasons are the partial retraining of the substitute models and pre-training them without queries as well. Large-size image classification requires large-scale networks as target models, which also makes the attack methods more complicated. In other words, substitute models require more training data to emulate either the entire target model or the partial decision boundary.

![Graph showing attack success ratio](image_url)

**Figure 4.** Attack success ratio according to the upper bound of the number of queries (Sub3, MNIST).

**Table 3.** Black-box attack results (VGGFace2, query limit = 10,000).

| Network Architecture | Attack Algorithm | Previous Method | Proposed Method |
|----------------------|------------------|-----------------|-----------------|
|                      |                  | % Succ. | # Query | % Succ. | # Query |
| VGG16                | I-FGSM           | 29.7%   | 6128    | 82.4%   | 5015    |
| VGG16                | C&W              | 25.1%   | 7351    | 79.7%   | 4942    |
| InceptionV3          | I-FGSM           | 40.1%   | 5986    | 84.1%   | 3914    |
| InceptionV3          | C&W              | 38.9%   | 7010    | 82.4%   | 4598    |

Figures 5 and 6 show query efficiency when the substitute models are VGG16 and InceptionV3, respectively. Similar to the results for MNIST, the success ratio of the proposed method is always higher than that of the previous method when the upper bound is the same. The success ratio of the proposed method rapidly increases when the upper bound approaches 5000 in both Figures 5 and 6. In contrast, the points of rapid increase for the previous method are near 10,000, the maximum upper bound. In both graphs, the proposed method decreases the number of queries by more than 50% compared with the previous method to achieve the same attack success ratio. For example, the proposed method
requires less than 5000 queries to reach a 30% attack success ratio while the previous method needs more than 10,000 queries, as shown in Figure 5.

Figure 5. Attack success ratio according to the upper bound of the number of queries (VGG16, VGGFace2).

Figure 6. Attack success ratio according to the upper bound of the number of queries (InceptionV3, VGGFace2).

4.4. Impact of the Number of Classes (Imagenet)

In this experiment, the image samples in ImageNet are similar in resolution to VGGFace2. The target model however is used to classify 100 classes to analyze the impact of the number of classes. We randomly choose 30 samples for each class, and each sample randomly chooses 10 target classes because of the high number of classes. To prepare the target model, we apply the ResNet50 model using Keras-application [34] after tuning it for 100-classes output. After training, the classification accuracy is approximately 93%. It is less meaningful to examine the results when the target model cannot classify the original image correctly. Therefore, we exclude samples classified incorrectly by the target model. We construct two substitute models and the network architectures are VGG16 [1] and Inception [36]. These substitute models are also pre-trained based on the Keras-application. The maximum upper limit of the number of queries is 10,000.

Table 4 indicates that the proposed method achieves better performance than the previous method when the target model contains many classes. Compared with Table 3, the attack success ratios of the previous method decrease by more than half. However, the attack success ratios of the proposed method are only slightly reduced, although the number of classes increased from 10 to 100 in this experiment. The numbers of queries also slightly increased. We believe these results occur because of the difference in strategies between wholly training and partially retraining.
substitute models. Many classes lead to complicated decision boundaries, thus substitute models have difficulty emulating the entire target model. The proposed method however focuses on the boundary between the original class and the target class. In other words, partial retraining is relatively immune to the number of classes. This characteristic can be a great advantage in black-box attacks.

Table 4. Black-box attack results (ImageNet, query limit = 10,000).

| Network Architecture | Attack Algorithm | Previous Method | Proposed Method |
|----------------------|------------------|-----------------|-----------------|
|                      | % Succ. | # Query | % Succ. | # Query |
| VGG16                | I-FGSM  | 10.2%  | 7450    | 77.8%  | 5648    |
| VGG16                | C&W     | 8.5%   | 7841    | 75.1%  | 5012    |
| InceptionV3          | I-FGSM  | 19.9%  | 6853    | 83.7%  | 4305    |
| InceptionV3          | C&W     | 15.5%  | 7581    | 79.4%  | 4916    |

Figures 7 and 8 show query efficiency when the substitute models are VGG16 and InceptionV3, respectively. Similar to the results for the other datasets, the success ratio of the proposed method is always higher than that of the previous method when the upper bound is the same. The success ratio of the proposed method rapidly increases when the upper bound approaches 6000 in Figure 7 and 5000 in Figure 8. In contrast, it is difficult to observe the points of rapid increase in the previous method because the attack success ratios are too low. As the number of classes increases, the gap between the two methods widens. In Figure 8, the proposed method requires 4000 and 5000 queries to reach 20% and 40% attack success ratios, respectively, while the previous method requires more than 10,000 queries to achieve the 20% attack success ratio.
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**Figure 7.** Attack success ratio according to the upper bound of the number of queries (VGG16, ImageNet).

To mention time efficiency, we provide examples of required time to reach similar attack success ratio. In case of InceptionV3 substitute model using I-FGSM attack algorithm, the proposed method spends about 760 s (including 540 s for pre-training time) to reach 10% attack success ratio while the previous method spends about 980 s. In the same case, the proposed method spends about 830 s to reach 20% attack success ratio while the previous method spends about 1120 s. Even though the previous method has no pre-training phase, it needs more time for training substitute model because of many queries and data augmentation. We do not consider delay for query, and if query delay is included, the gap will be widened because the previous method needs much more queries.
4.5. Real-World Attack on Google AutoML Vision

We attack Google AutoML Vision (GAV) [23] to demonstrate the applicability of the proposed method. GAV provides custom models for image classification using an automated training process. If a user submits training data and labels, a trained model classifies images via the custom labels. The network architecture and parameters of the model are hidden. Prediction results include top-3 labels and probabilities; however, we use only a top-1 label according to our black-box environment. Based on the ImageNet dataset, the experimental settings are the same as those specified in Section 4.4 in order to compare the results between simulations and real attacks. ResNet50 is used as the target model in previous experiments and is added to the set of substitute models in this section because we do not know the target model's architecture.

Table 5 shows the attack results against GAV. The upper bound of the number of queries is limited to 10,000 to compare with the results in Table 4. The performance of the real-world attack is slightly worse than the simulation results. We cannot analyze the reasons because the information regarding the GAV model is hidden. We postulate that some possible reasons are unique network architecture, different data pre-processing, further treatments for improving classification accuracy, or defense techniques.

Table 5. Real-world attack results on Google AutoML Vision (ImageNet, query limit = 10,000).

| Network Architecture | Attack Algorithm | Previous Method % Succ. | # Query | Proposed Method % Succ. | # Query |
|----------------------|------------------|--------------------------|---------|--------------------------|---------|
| VGG16                | I-FGSM           | 9.3%                     | 7637    | 66.3%                    | 6236    |
| VGG16                | C&W              | 6.8%                     | 8913    | 60.6%                    | 5743    |
| InceptionV3          | I-FGSM           | 14.1%                    | 7495    | 69.1%                    | 5123    |
| InceptionV3          | C&W              | 11.2%                    | 8138    | 64.9%                    | 5564    |
| ResNet50             | I-FGSM           | 14.6%                    | 6812    | 72.3%                    | 4981    |
| ResNet50             | C&W              | 12.4%                    | 7448    | 67.2%                    | 5218    |

Figure 9 shows the query efficiency when the substitute model is ResNet50, which provided the best result. Note that the maximum upper bound of queries is 16,000. The attack success ratio reaches 95.84% with the ResNet50 substitute model, I-FGSM algorithm, and 16,000 queries. The proposed method requires less than 6000 queries to reach a 30% attack success ratio but the previous method needs more than 16,000 queries.
5. Discussion

5.1. Extendability

The proposed black-box attack is demonstrated on three image datasets, MNIST, VGGFace2, and ImageNet, to analyze the effects of the different datasets. The proposed method works well on the various datasets, that is, the performance is always much better than the previous method, although larger images lead to some performance degradation. Therefore, the proposed method is extendable within the image classification domain. Furthermore, we believe that it can be applied to other classification domains involving various datasets such as audio, video, and other numerical data. The proposed method requires no domain-specific process for image data such as pixel-by-pixel [31] or fraction of pixels [32] treatments. The adversary, however, must consider network architectures appropriate to the type of domain in the process of pre-training substitute models.

5.2. Practicality

The experimental results demonstrate that the proposed method always reaches a certain level of attack success ratio using less than a third of the number of queries required by the previous method. In other words, it is advantageous to apply the proposed method until three sample attacks are achieved, even though the attack scenario is not a one-sample attack scenario. The previous method requires more than four times the number of queries in some cases (see 10% attack success ratio in Figure 1) and in particular has difficulty succeeding when the upper bound of queries is low. In the case of ImageNet, the proposed method achieves a 10% attack with 3000 queries, where the previous method has difficulties until surpassing 3000 queries. This indicates that under severe conditions, our attack method has a better chance to succeed, regardless of whether one-sample attacks or any-sample attacks are used. We do not present the time required for attack but the more queries mean the more delay.

Previous works based on substitute models and the proposed method have a same limitation regarding practicality. In the experiments, the data sets used by the target model and the substitute model come from the same dataset, even though they are divided and not overlapped. For the real-world scenario, it is more practical that the attacker constructs a new dataset or use another existing dataset. This experimental limitation may come from the difficulty of constructing a new dataset which have similar type of the original dataset.

5.3. Performance Improvement

Through the experiments, we have found that network architecture is one of the key factors for a successful black-box attack. Both performance metrics: attack success ratio and number of queries, are affected by how similar the network architecture of the substitute model is to that of the target.
model (see Table 2). In image classification tasks, many studies have tried to find the best architecture to improve the classification accuracy. A few architectures consequently remain as the top choices, such as ResNet, Inception, and VGG. Therefore, we selected these architectures as substitute models in the black-box attack experiments. That is, we consider that many image classification services are highly likely to use these high-performance and ready-made architectures. However, if we infer the network architecture of a target model using mathematical, algorithmic, heuristic, or practical approaches, it is likely that improved performance and domain extension will be achieved. This approach will be considered in future work.

Similar to different network architectures, different preprocessing techniques also affect the number of queries. For example, the target model may resize images before using them as inputs. If the input size is different from that of the substitute model, this preprocessing can be a kind of feature squeezing [39] which is a defense technique against adversarial examples. However, even if feature squeezing is applied to the target model, adversary attacks can succeed through repeated attacks [40], but this leads to query increment. Preprocessing-independent attacks or inferring preprocessing of the target model can be issues for query-limited black-box attacks.

5.4. Countermeasures

Two types of defense strategies are reactive methods, which seek to detect adversarial examples, and proactive methods, which make the target model robust. No fully effective defense mechanism is known, but these techniques can cause attack performance degradation. As mentioned above, attacks can succeed through repeated attempts, but reactive defenses such as feature squeezing [39] and adversarial examples detection [15], lead to query increments. However, previous studies have shown that black-box attacks with substitute models can evade some proactive defenses: adversarial training [8,18] and defensive distillation [14]. Both defenses fundamentally assume white-box attacks and make it difficult for adversaries to calculate useful gradients. Attacks with substitute models do not use gradients and use only classification labels; thus, they are not affected as much by proactive defenses.

6. Conclusions and Future Work

This study proposes a new method for training the substitute model with the purpose of decreasing the number of queries. Because of query-limited services and systems present in the real world, minimizing the number of queries is an important factor in practical black-box attacks. Unlike previous substitute-model attacks, the proposed method does not emulate the entire target model and adjusts only a boundary needed for a one-sample attack by partial retraining of substitute models. The experimental results demonstrate that the proposed method dramatically decreases the number of queries to achieve a similar attack success ratio and that a higher success ratio is achieved when the target model is query-limited. Furthermore, the proposed method is relatively immune to the number of classification classes in the experiments. Finally, we succeed in crafting targeted adversarial examples against a commercial classifier, Google AutoML Vision.

The number of queries required is still too high, even though it is much lower than that of previous studies. We will attempt to further reduce it in future studies. Inferring the network architecture of the target model is a possible direction to accomplish this. We further intend to apply this idea to domains other than image classification.
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