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Abstract—Real-time traffic prediction models play a pivotal role in smart mobility systems and have been widely used in route guidance, emerging mobility services, and advanced traffic management systems. With the availability of massive traffic data, neural network-based deep learning methods, especially graph convolutional networks (GCNs) have demonstrated outstanding performance in mining spatio-temporal information and achieving high prediction accuracy. Recent studies reveal the vulnerability of GCN under adversarial attacks, while there is a lack of studies to understand the vulnerability issues of the GCN-based traffic prediction models. Given this, this article proposes a new task—diffusion attack, to study the robustness of GCN-based traffic prediction models. The diffusion attack aims to select and simulate attacks on a small set of nodes to degrade the performance of the traffic prediction models, and it can be used to examine vulnerabilities of the traffic prediction models. We propose a novel attack algorithm, which consists of two major components: 1) approximating the gradient of the blackbox prediction model with simultaneous perturbation stochastic approximation (SPSA) and 2) adapting the knapsack greedy algorithm to select the attack nodes. The proposed algorithm is examined with three GCN-based traffic prediction models: 1) ST-GCN; 2) T-GCN; and 3) A3T-GCN on four cities. The proposed algorithm demonstrates high efficiency in adversarial attack tasks under various scenarios, and it can still generate adversarial samples under the drop regularization, such as DROP OUT, DROP NODE, and DROP EDGE. The research outcomes could help to improve the robustness of the GCN-based traffic prediction models and better protect the smart mobility systems.
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I. INTRODUCTION

People’s activities and movements in smart cities rely on accurate, robust, and real-time traffic information. With massive data collected in the intelligent transportation systems (ITSs), various methods, such as time series models, state-space models, and deep learning, have been developed to carry out the short-term prediction for traffic operation and management [1]. Among these methods, deep learning methods, especially graph convolutional networks (GCNs), achieve state-of-the-art accuracy and are widely employed in industry-level smart mobility applications. For example, Deepmind has partnered with Google Maps to improve the accuracy of real-time estimated time of arrival (ETA) prediction using GCN [2].

The predicted traffic information plays a critical role in our daily traveling, and travelers take for granted that the predicted results are accurate and trustworthy. However, the robustness and vulnerability issues of these deep learning models have not been investigated for traffic prediction models. Recent studies have shown that neural networks are vulnerable to deliberately designed samples, which are known as adversarial samples. In general, the adversarial samples could be generated by adding imperceptible perturbations to the original data sample. Though the adversarial sample is very similar to its original counterpart, it can significantly change the performance of the deep learning models. Szegedy et al. [3] first discovered this phenomenon on deep neural networks (DNNs), and they found that adversarial samples are low probability but densely distributed. Goodfellow et al. [4] also showed that neural networks are vulnerable to adversarial samples in the sense that it is sufficient to generate adversarial samples when DNNs demonstrate linear behaviors in high-dimensional spaces.

Due to the existence of adversarial samples, potential attackers could take advantage of deep learning models and degrade the model performance. Though related theories and applications have been studied in various areas, such as computer vision [5], social networks [6], traffic signs [7], and recommendation systems [8], few of the studies have investigated the vulnerability and robustness of the traffic prediction systems. It has been shown that industry-level traffic information systems can be “attacked” easily. Recently, a German artist walked slowly with a handcart, which was
loaded with 99 smartphones. On each smartphone, the mobile application Google Maps was turned on. The 99 cell phones virtually created 99 vehicles on the road, and all the “vehicles” were slowly moving along the road. As Google Maps estimated and predicted the traffic states based on the data sent back from those cell phones, it wrongly identified an empty street (green) to be a congested road (red), as shown in Fig. 1. Another case occurred in Shanghai, China. A taxi driver also used many phones to create a congested road in the mobile APP, which aims to mislead other taxi drivers, and thus he will receive more orders from the passengers since other drivers always avoid driving to a congested road. Though it is unclear which models Google Maps and the APP are using, these experiments indeed reveal the possibility of adversarial attacks on real-world and industry-level traffic information systems.

Adversarial attacks on traffic prediction models can affect every aspect of smart mobility systems. We summarize the following four scenarios in which adversarial attacks can significantly degrade the performance of the systems.

1) **Smartphone-Based Mobility Applications**: Mobile phone-based mapping services, such as Google Maps and AutoNavi make traffic state estimation and prediction based on the GPS trajectories sent from their users [10]. However, users’ mobile phones can be hacked and the information can be deliberately altered to attack the systems [11]. In general, these individual mobility applications are vulnerable to adversarial attacks because the difficulties of hacking users’ mobile phones are way lower than hacking the application server.

2) **Connected Vehicle (CV) Systems**: In the CV systems, traffic information is collected by the roadside units (RSUs) and sent to the traffic control center [12]. CVs use information from either RSU or the control center to plan routes and avoid congestion. However, it is possible to hack some of the RSUs to send the adversarial samples to manipulate the predicted traffic information from the control center. Attackers could make use of adversarial attacks to benefit a group of vehicles while causing unexpected delays to other vehicles.

3) **Emerging Mobility Services**: Transportation network companies (TNCs) depend on accurate traffic speed prediction for vehicle dispatching, routing, and relocation on the central platform. It is possible that a group of vehicles collide with each other and falsely report their GPS trajectories and speed to confuse the central platform. By carefully designing the adversarial samples with purpose, this group of vehicles could take advantage of the central platform by receiving more orders and running on less congested roads.

4) **Advanced Traffic Management Systems (ATMSs)**: Most of the network-wide transportation management systems [13] rely on user equilibrium (or stochastic user equilibrium) models to depict and predict travelers’ behaviors and both models assume that travelers can acquire accurate (or nearly accurate) traffic information. Under adversarial attacks, this assumption no longer holds. The inaccurately predicted traffic information can reduce the effectiveness of the ATMS and degrade the efficiency of the entire network.

Due to the dynamic and complex nature of traffic prediction systems, the task of adversarial attack on these models is unique and distinct from existing literature. The scope of our study in this article is centered on GCN-based traffic prediction models. The existing literature primarily focuses on attacking static graph-based models, overlooking the dynamic nature of traffic prediction models. Although few works consider the spatio-temporal graph attack method [14], their attack methods only focus on a targeted node. On real-world traffic networks, the impact of only attacking one node is localized. On the other hand, modifying the features on all nodes is challenging and expensive. Thus, our objective is to degrade the network-wide system performance instead of a single node. A practical task is to degrade the overall system performance by perturbing the features on a small subset of nodes, which is a more general attack framework. To this end, we propose a novel concept—diffusion attack, and its definition is presented in Definition 1, and the notations are consistent with those in Sections II and III.
Fig. 2. Illustration of the diffusion attack.

Definition 1 (Diffusion Attack): Considering a GCN-based DNN $f(X, A)$, the input features $X$ are associated with all the nodes on the corresponding graph $G = (V, E, A)$. The diffusion attack aims to modify the input features from $X$ to $X + U$ on a limited set of nodes $P \subseteq V$ while keeping the graph topology $A$ unchanged, and the goal is to maximally change the prediction of the neural network $f$ on all the nodes, i.e., $\max_u \|f(X + U, A) - f(X, A)\|$.

An illustration of the diffusion attack is presented in Fig. 2. On the left-hand side, the prediction model performs normally and can generate accurate predictions. After the diffusion attack, two nodes in red are attacked, and their nearby neighbors are strongly perturbed, followed by their 2-hop neighbors being slightly perturbed. One can see that the attack effects diffuse from the node being attacked to its neighbors, and later we will develop mathematical proofs and numerical experiments to verify this phenomenon. The purpose of the attackers is to select the optimal attack nodes and to generate adversarial samples to maximize attack effects.

To summarize, the vulnerability issues of the traffic prediction models are critical to smart mobility systems, while the related research is still lacking. Given this, we explore the robustness of the GCN-based traffic prediction models. Based on the unique characteristics of the adversarial attacks on traffic prediction models, we propose the concept of diffusion attack, which aims to examine the vulnerability of the models by simulating attacks on a small set of nodes to degrade the performance of the entire network. On top of that, we develop a diffusion attack algorithm, which consists of two major components: 1) approximating the gradient of the black-box prediction model with SPSA and 2) adapting the knapsack greedy algorithm to select nodes to attack. The proposed algorithm is examined with three GCN-based traffic prediction models: 1) ST-GCN; 2) T-GCN; and 3) A3T-GCN on four cities: 1) Los Angeles; 2) Hong Kong; 3) Bay Area; and 4) Seattle. The proposed algorithm demonstrates high efficiency in the diffusion attack tasks under various scenarios, and the algorithm can still generate adversarial samples under different drop regularization. We further discuss how to improve the robustness of the GCN-based traffic prediction models, and the research outcomes could help to better protect the smart mobility systems in both the cyber and physical world. The contributions of this study are summarized as follows.

1) Different from existing adversarial attack tasks on graphs, we propose a novel task of diffusion attack, which aims to select and simulate attacks on a small set of nodes to degrade the performance of the entire traffic prediction models. This task is suitable for the traffic prediction context, while it is overlooked in the existing literature.

2) To generate the adversarial samples on traffic prediction models, we propose the SPSA algorithm to efficiently approximate gradients of the black-box prediction models.

3) To select the optimal attack nodes, we formulate the diffusion problem as a knapsack problem and then adapt the greedy algorithm to determine the priority of the attack nodes.

4) We conduct extensive experiments to attack the widely-used traffic prediction models in Los Angeles, Hong Kong, Bay Area, and Seattle. Different drop regularization strategies (e.g., DROP OUT, DROP EDGE, and DROP NODE) for defending the adversarial attacks are also tested to ensure that the proposed algorithm can still generate effective adversarial samples in various scenarios.

The remainder of this article is organized as follows. Section II reviews the related studies on traffic prediction, GCN models, and adversarial attacks on graphs. Section III rigorously formulates the diffusion attack problem and presents the developed attack algorithms. In Section IV, three traffic prediction models and four real-world data sets are used to examine the proposed attack algorithms. Finally, conclusions and future research are summarized in Section V.

II. RELATED WORKS

In this section, we first overview the traffic prediction tasks and then summarize recent studies on GCN-based traffic prediction models. Robustness issues of the GCN-based prediction models under adversarial attacks are also discussed.

A. Traffic Prediction

The traffic prediction problem has been extensively studied for decades, and various statistical models have been developed to solve the problem, including history average (HA) [15], autoregressive integrated moving average (ARIMA) [16], [17], [18], [19], [20], support vector regression (SVR) [21], clustering [22], and Kalman filtering [23], [24]. In recent years, the data scale becomes large and the spatio-temporal correlation of the data becomes complicated, hence traditional statistical methods reveal their limits in face of the massive and complex data. Instead, neural network models demonstrate potential in traffic prediction with multisource data on large-scale networks. Various neural network models have been used for traffic prediction, including convolutional neural network (CNN) [25], recurrent neural network (RNN) [26], [27], [28], attention [29], [30], and GCN [31], [32], [33], [34].

Traffic prediction tasks can also be categorized into multiple purposes, such as traffic state prediction, demand prediction, and trajectory prediction [35]. Traffic state prediction includes the prediction of traffic flow [29], speed [31], and travel time [36]. Traffic demand prediction aims to make a prediction of the number of users and traffic demand, such as taxi request [37], subway inflow/outflow [38], bike-sharing demand [39], [40], and origin-destination demand [41]. It is
also possible to predict the trajectories of travelers and vehicles, and this task is used for dynamic positioning and resource allocation [42], [43]. Overall, most of the traffic prediction tasks can be carried out by neural network models, and hence it is crucial to study their vulnerability issues.

B. GCN and Its Applications on Traffic Prediction

Traffic data is closely associated with the topological structure of the road networks, and hence it is typical graph-based data. The graph-based data is represented in the non-Euclidean space, and conventional machine learning methods (e.g., multilayer perceptron) overlook the graph-based inter-relationship among data [44]. In this article, we summarize that traffic data consists of the following two types of information:

1) Spatial Information: Traffic-related data can be presented on a graph \( G = (\mathcal{V}, \mathcal{E}, A) \), where \( \mathcal{V} = \{1, 2, \ldots, N\} \) represents a set of nodes with \( N = |\mathcal{V}| \), and \( \mathcal{E} \) denotes a set of edges. In traffic prediction, one way to construct the graph is to make each node \( v_i \) represent a road segment, and each edge represents the connectivity relationship between the road segments [31]. We further define the adjacency matrix \( A \in \{0, 1\}^{N \times N} \) on the graph \( G \), where \( A_{ij} = 1 \) when node \( i \) connects node \( j \), and 0 otherwise.

2) Temporal Information: Traffic data, such as traffic speed, density, and flow, on each node can be viewed as a time series. The traffic data on the graph is represented by a feature matrix \( X \in \mathbb{R}^{N \times S} \), where \( S \) denotes the number of time intervals in the study period.

GCN demonstrates great capacities in learning graph-based information for various applications. Short-term traffic prediction is one of the most important and practical applications. The GCN can be used to extract the spatial (non-Euclidean) relationship among nodes [31]. As the backbone of a GCN-based model, the graph convolutional layer is defined as follows:

\[
H^{(l+1)} = \sigma (\hat{A} H^{(l)} W^{(l)})
\]

where \( l \) is the layer index, \( H^{(0)} = X \), and \( \hat{A} = \bar{D}^{-1/2} \bar{A} \bar{D}^{-1/2} \) is the Laplacian matrix, \( \bar{D} \) is the corresponding degree matrix \( \bar{D}_{ii} = \sum_j A_{ij} \), and \( \bar{A} = A + I_N \), where \( I_N \) is an \( N \times N \) identity matrix. \( \sigma(\cdot) \) represents the activation function and \( W^{(l-1)} \) are parameters of the \( l \)th layer.

An \( L \)-layers GCN model can be expressed as following:

\[
Y = f(X, A) = g\left(\mathcal{A} \ldots \sigma(\hat{A}XW^{(0)}) \ldots W^{(L-1)}\right)
\]

where \( g(\cdot) \) is a generalized function, \( Y \in \mathbb{R}^{N \times T} \) and the parameters \( W^{(l-1)} \) for each layer could be learned by minimizing the loss between the estimated \( Y \) and true \( Y_{true} \), represented by \( \mathcal{L}(Y, Y_{true}) \). GCN can couple with RNNs to learn the spatio-temporal patterns of the traffic data. For example, long short-term memory (LSTM) is widely used with GCN for traffic prediction [45], and the gated recurrent unit (GRU) is also adopted to model the time series on each node separately regardless of the graph structures [31]. The GRU architecture is formulated as follows:

\[
\begin{align*}
\tilde{z}_t &= \sigma(W_x \tilde{x}_t + U_h h_{t-1} + b_z) \\
\tilde{r}_t &= \sigma(W_r \tilde{x}_t + U_h h_{t-1} + b_r) \\
c_t &= \phi(W_x \tilde{x}_t + U_c (\tilde{r}_t \odot h_{t-1}) + b_c) \\
h_t &= (1 - z_t) \odot h_{t-1} + z_t \odot c_t
\end{align*}
\]

where \( z_t, r_t, \) and \( c_t \) are the update gate vector, reset gate vector, and candidate vector at time \( t \). \( \tilde{x}_t \) and \( h_t \) are the input and output vector, respectively, \( W \) and \( U \), and \( b \) are the parameter matrices and vector. The GRU units take the hidden status \( h_{t-1} \) at time \( t - 1 \) and the input \( \tilde{x}_t \) to update the current status \( h_t \) at time \( t \), and hence it captures the temporal patterns in time series.

Some emerging models for time-series modeling, such as gated CNN and attention, can also be incorporated into the GCN-based deep learning framework [29], [32], [33], [34]. Readers are referred to [35] for a comprehensive review of the GCN-based traffic prediction methods. This article will adopt the GCN as the backbone model and study its robustness and vulnerability issues under adversarial attacks.

C. Adversarial Attacks on Graphs

Like other neural networks, GCN is vulnerable to adversarial attacks. Various attack concepts on the graph have been proposed, such as targeted and nontargeted attacks, structure and feature attacks, and poisoning and evasion attacks. Targeted attacks aim to attack a target node [46], while the nontargeted attacks aim to compromise the global performance of a model [47], [48], [49], [50]. Structure attacks modify the structure of the graph, such as adding or deleting nodes/edges [48], [51], [52], and feature attacks perturb the labels/features of nodes without changing the connectivity of graph [14], [47], [53]. Poisoning attacks modify the training data [47], and evasion attacks insert adversarial samples when using the models [14], [48], [49], [54]. To be specific, attacks on the traffic prediction systems are nontargeted, feature, and evasion attacks, which have not been well studied in the existing literature.

The attack algorithms can be further categorized into white-box attacks and black-box attacks. In white-box attacks, the neural network structure and parameters, training methods, and training samples are exposed to attackers. Attackers could utilize the neural network model to generate adversarial samples. Many white-box methods achieve great performance, such as the fast gradient sign method (FGSM) [4], Jacobian-based saliency map approach (JSMA) [55], Carlini and Wagner attacks (CW) [56], and Deepfool [57]. In contrast, in black-box attacks, attackers know little about the internal information of the target neural network model, especially the model structure and parameters, and only the model input and output are exposed to the attackers. For example, if the attackers plan to attack the traffic prediction system, he/she is unlikely to know the internal structure or information of the prediction model.

Though it is more common in the real world, the black-box attack is much more challenging than the white-box attack. Black-box attacks can be achieved through response
surface models [58] and meta-heuristics. For instance, one-pixel attack [5] uses the differential evolution (DE) algorithm and decision-based attack [59] uses covariance matrix adaptation evolutionary strategies (CMA-ESs) to generate and improve the adversarial samples by iteration. It is also possible to approximate the gradient of the target models, and the representative models include zeroth order optimization (ZOO) [60], autoencoder-based ZOO method (AutoZOOM) [61], and natural evolutionary strategies (NESs) [62]. Besides, the semi-black-box attacks are methods for the traffic prediction models (i.e., regression task) to predict traffic prediction problems, so we assume that $Y$ is fixed and cannot be changed easily for the problem of traffic prediction (instead of true speed) and perturbed speed. The reason is that we assume the prediction is accurate enough, otherwise there is no need to attack. On the other hand, we could never know the true traffic condition in the future, so it is impossible to perturb the prediction against the true values.

To mathematically characterize the diffusion phenomenon when attacking the GCN, we prove that the following Proposition 1 holds.

Proposition 1: Using $\| \cdot \|$ to represent the element-wise absolute value operator, and assuming that $g(\cdot)$ is Lipschitz continuous with constant $M$, $[\cdot]$ is the $i$th row of a matrix, $\sigma(\cdot)$ is the ReLU function, and $L$ represents the mean squared error (MSE), we have

$$
\phi_l(U) = \left\| y'_i(X') - y_i(X) \right\|_2^2
= \left\| [g(\hat{A}H^{(L-1)}W^{(L-1)}) - g(\hat{A}_iH^{(L-1)}W^{(L-1)})] \right\|_2^2
\leq M \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})W^{(L-1)}] \right\|_2^2
\leq M \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})] \right\|_2 \left\| W^{(L-1)} \right\|_2^2
\leq MW \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})] \right\|_2 \left\| W^{(L-1)} \right\|_2^2
\leq M W^2 \left\| [\hat{A}(H^{(L-2)} - H^{(L-2)})] \right\|_2^2
\leq M W L \left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2
= M W L \left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2
$$

where $\left\| W \right\|_2^2 \leq W$ and $\hat{A}_i$ represents the $i$th row of $\hat{A}$. Here, we can see that the upper bound of attack influence $\phi_l(U)$ associates closely with $\left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2$. Denoting $U_{ik}$ as the $k$th column of $|U|$, we can expand $\left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2$ as

III. PROPOSED WORKS

In this section, we first present the general formulation of the adversarial attack on graphs. Then, a new concept of diffusion attack is proposed for the traffic prediction models. Finally, we propose a new formulation and algorithm to construct the diffusion attack and discuss its implementations.

A. Preliminaries

Traffic prediction on graphs can be regarded as a graph-based regression problem [35]. Using $f : \mathbb{R}^{N \times S} \to \mathbb{R}^{N \times T}$ in (1) as a regression model (e.g., a traffic prediction model) on the graph $G$, and $f$ contains an $L$-layer GCN, where $S$ represents the look-back time interval, and $T$ is the number of time intervals to predict. The input feature matrix $X \in \mathbb{R}^{N \times S}$ contains the historical traffic states, and the output $Y \in \mathbb{R}^{N \times T}$ is the traffic states we want to predict. For the traffic prediction problems, $Y$ mainly depends on the $X$ as most of $A$ are fixed [35]. We further denote the $X = (x_1; \cdots; x_N)$, $Y = f(X) = (y_1; \cdots; y_N)$, and $x_i$ and $y_i$ are the $i$th row of $X$ and $Y$, respectively. For node $i$, $x_i$ is the $i$th row of the feature matrix $X$, and $x_i$ represents a time series of speed on node $i$. The prediction model for node $i$ can be written as $x_i = (x_{i1}, x_{i2}, \ldots, x_{iS}) \mapsto y_i = (y_{i1}, y_{i2}, \ldots, y_{iT})$, where $x_i$ is the historical traffic states, and $y_i$ is the future traffic states on node $i$.

B. Diffusion Attacks on Traffic State Forecasting Models

This article aims to test the robustness of the traffic prediction system by adding perturbations on the feature matrix $X$, to maximally change the prediction results over a selected set of nodes. As discussed above, the graph structure is fixed and cannot be changed easily for the problem of traffic prediction, so we assume that $A$ is fixed throughout this article.

We construct an adversarial sample by adding the perturbation $U$, which is the same size as $X$, to the original input feature matrix $X$, as represented by $X' = X + U$. Consequently, the corresponding output changes from $Y = f(X)$ to $Y' = f(X + U)$.

We suppose that attackers select a set of nodes $\mathcal{P} \subseteq \mathcal{V}$ to attack. For each node $i \in \mathcal{P}$, $u_i = \begin{cases} \neq 0, & i \in \mathcal{P} \\ 0, & i \notin \mathcal{P} \end{cases}$, where $u_i$ is the $i$th row of $U$. Then, the adversarial sample can be expressed as follows:

$$
X' = X + U = (x_1 + u_1; \cdots; x_i + u_i; \cdots; x_N + u_N).
$$

By perturbing the node $i$, we change the original prediction result on node $i$ (denoted as $y_i$) to $y'_i$. The attack influence function $\phi_i(U)$ on node $i$ is defined as follows:

$$
\phi_i(U) = \mathcal{L}(y'_i(X'), y_i(X))
$$

where we use $y_i(X)$ to indicate that $y_i$ is a function of $X$. $\mathcal{L}(\cdot, \cdot)$ represents loss function between $y'_i$ and $y_i$. Here, the attack influence evaluates the difference between the original prediction (instead of true speed) and perturbed speed. The reason is that we assume the prediction is accurate enough, otherwise there is no need to attack. On the other hand, we could never know the true traffic condition in the future, so it is impossible to perturb the prediction against the true values.

To mathematically characterize the diffusion phenomenon when attacking the GCN, we prove that the following Proposition 1 holds.

Proposition 1: Using $| \cdot |$ to represent the element-wise absolute value operator, and assuming that $g(\cdot)$ is Lipschitz continuous with constant $M$, $[\cdot]$ is the $i$th row of a matrix, $\sigma(\cdot)$ is the ReLU function, and $L$ represents the mean squared error (MSE), we have

$$
\phi_l(U) = \left\| y'_i(X') - y_i(X) \right\|_2^2
= \left\| [g(\hat{A}H^{(L-1)}W^{(L-1)}) - g(\hat{A}_iH^{(L-1)}W^{(L-1)})] \right\|_2^2
\leq M \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})W^{(L-1)}] \right\|_2^2
\leq M \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})] \right\|_2 \left\| W^{(L-1)} \right\|_2^2
\leq MW \left\| [\hat{A}(H^{(L-1)} - H^{(L-1)})] \right\|_2 \left\| W^{(L-1)} \right\|_2^2
\leq M W^2 \left\| [\hat{A}(H^{(L-2)} - H^{(L-2)})] \right\|_2^2
\leq M W L \left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2
= M W L \left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2
$$

where $\left\| W \right\|_2^2 \leq W$ and $\hat{A}_i$ represents the $i$th row of $\hat{A}$. Here, we can see that the upper bound of attack influence $\phi_l(U)$ associates closely with $\left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2$. Denoting $U_{ik}$ as the $k$th column of $|U|$, we can expand $\left\| \hat{A}_i \right\|_2 \left\| U \right\|_2^2$ as
follows:

$$\left\| {\hat{A}_i^L}^T U \right\|_2^2 = \left\| {\hat{A}_i^L}^T U \|_1, \ldots, {\hat{A}_i^L}^T U \|_k, \ldots, {\hat{A}_i^L}^T U \|_S \right\|_2^2 = \sum_{k=1}^S (\hat{A}_i^L \| U \|_k)^2.$$

For each \( k \) we can further expand it as the sum of perturbation on different nodes

$$\hat{A}_i^L U \| U \|_k = \sum_{h=1}^N \hat{A}_{ih}^L U \| U \|_{kh}$$

where \(| U \|_{kh} \) is the absolute value of perturbation added on \( k \)-th historical traffic state of node \( h \). \( \hat{A}_{ih}^L \) represents normalized connectivity weight between node \( i \) and node \( h \) (similar to \( \hat{A}_{ih}^L \), which represents number of \( L \)-hop paths between \( i \) and \( h \), according to the graph theory). If \( \hat{A}_{ih}^L \) is large, node \( h \) will have more impact on \( \Phi_i(U) \). Especially, if node \( h \) is out of \( L \)-hop neighbors of node \( i \), then \( \hat{A}_{ih}^L \equiv 0 \), which means that the attack effect will not diffuse to node \( i \) when attacking \( h \). For most GCN-based traffic prediction models \( L \leq 3 \), so the effect of \( U \) only diffuses to its local neighbors.

Proposition 1 holds for both white-box and black-box attack algorithms, which indicates that attacks on each node are localized and hence this could further inspire the development of solution algorithms for the diffusion attack. As discussed in the previous section, this article focuses on the novel concept of diffusion attack, which aims at changing the network-wide prediction results by perturbing a small subset of node features. Mathematically, the diffusion attack problem can be expressed as to find the optimal \( \mathcal{P} \) and the corresponding perturbation \( U \) such that the following influence function \( \Phi(U) \) is maximized:

$$\max_{{U}, \mathcal{P}} \Phi(U) = \sum_{i \in \mathcal{V}} w_i \Phi_i(U)$$

s.t. \(-\varepsilon x_i \leq u_i \leq \varepsilon x_i \) \( \forall i \in \mathcal{V} \)

$$\sum_{i \in \mathcal{V}} b_i z_i \leq B \quad \forall i \in \mathcal{V}$$

$$z_i \in \{0, 1\} \quad \forall i \in \mathcal{V}$$

(4)

where \( z_i \) indicates whether node \( i \) is attacked. To be precise, \( z_i = \begin{cases} 1, & i \in \mathcal{P} \\ 0, & i \notin \mathcal{P} \end{cases} \) \( b_i \) represents the cost of attacking node \( i \), and \( B \) is the total budget. The objective function \( \Phi(U) \) represents attack influence function for the entire network, and \( w_i \) is a predetermined importance weight of node \( i \). \( \varepsilon^- \), \( \varepsilon^+ > 0 \) are used to control the scale of the perturbations.

Formulation (4) is a mixed-integer programming (MIP), and it contains two components: 1) determining \( U \) given a fixed \( \mathcal{P} \) and 2) determining \( \mathcal{P} \). The two components will be discussed in Sections III-C and III-D, respectively.

C. Black-Box Attacks Using SPSA

Given a fixed \( \mathcal{P} \), (4) reduces to a continuous optimization problem with box constraints, as shown in the following equation:

$$\max_{{U}} \Phi(U) = \sum_{i \in \mathcal{V}} w_i \Phi_i(U)$$

s.t. \(-\varepsilon x_i \leq u_i \leq \varepsilon x_i \) \( \forall i \in \mathcal{P} \).

(5)

Formulation (5) suggests that an ideal perturbation \( U^* \) should be small, and meanwhile it maximizes the overall influence function \( \Phi(U^*) \). In real-world applications, the internal information about the traffic prediction model is opaque, hence it is proper to consider the traffic prediction model as a “black box.” We assume both the input feature \( X \) and the prediction results \( Y \) are known to the attackers as both matrices represent the true and predicted traffic states in real world, and hence (5) can be viewed as a black-box optimization problem. To solve it, we adopt the SPSA method, which is featured with its efficiency and scalability [64]. In recent years, SPSA has been used for adversarial attacks on the classification problems [65], while it has not been used for the regression problems, in particular, the traffic prediction problem.

The SPSA method uses finite differences between two randomly perturbed inputs \( (U^+, U^-) \) to approximate the gradient of the objective function. Mathematically, the gradient of \( \Phi \) can be calculated as follows:

$$\nabla \Phi(U_n) = \frac{\Phi(U^+) - \Phi(U^-)}{2c_n \Delta_n}$$

(6)

where \( U^+ = U_n + c_n \Delta_n \), \( U^- = U_n - c_n \Delta_n \), \( n \) is the index of the iteration, \( \Delta_n \) is a random perturbation vector whose elements are sampled from Rademacher distribution (Bernoulli \( \pm 1 \) distribution with probability \( p = 0.5 \)), and we denote \( \text{RAD}_{1 \times S} \in \{ -1, 1 \}^{1 \times S} \) as a sample vector that follows Rademacher distribution. We further denote sequences \( \{c_n\} \) and \( \{a_n\} \) as follows:

$$a_n = \frac{a}{(n + 1)^m} \quad c_n = \frac{c}{n^m}$$

(7)

where \( a, c, \alpha, \text{ and } \gamma \) are hyper-parameters for SPSA [64]. Both sequences decrease when the iteration \( n \) increases. Then the gradient ascent approach is utilized to maximize \( \Phi(U) \), as shown in the following equation:

$$U_{n+1} = U_n + a_n \nabla \Phi(U_n) \quad \forall n.$$ 

(8)

We analyze the choice of the hyper-parameter \( c_n \) and \( a_n \).

Suppose the gradient \( \nabla \Phi(U) \) is \( L \)-Lipschitz continuous, where \( \nabla \Phi(U) \) is a matrix in \( \mathbb{R}^{N \times S} \) and it is flattened to a vector in \( \mathbb{R}^N \). Assuming \( \alpha \in \mathbb{R} \) and \( g(\alpha) = \Phi(U_n + (\alpha - 1) c_n \Delta_n) \), we have \( g(2) = g(0) + \int_0^2 g'(\alpha) d\alpha \). By the Cauchy–Schwarz inequality

$$g'(\alpha) - g'(1) = c_n (\nabla \Phi(U_n + \alpha c_n \Delta_n) - \nabla \Phi(U_n)) \cdot \Delta_n$$

$$\leq L c_n^2 \alpha \| \Delta_n \|^2$$

and then

$$g(2) - g(0) = \int_0^2 g'(\alpha) d\alpha$$

$$\leq 2 \left( L c_n^2 \| \Delta_n \|^2 + c_n \nabla \Phi(U_n)^\top \Delta_n \right).$$
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### Algorithm 1 Determine the Adversarial Sample $X'$ and Optimal Perturbation $U$ Given a Fixed $P$

**Input:** Traffic prediction model $f(X)$, input feature matrix $X$, attack set $P$, maximum iteration $MaxIter$.  
**Output:** Adversarial sample $X'$, and optimal perturbation $U$.  
Initialize $U_1 = \mathbb{R}^{n \times S}$.  
for $n = 1, 2, \cdots, MaxIter$ do
  Update $a_n$ and $c_n$ based on Equation (7).
  For $i \in V$, random sample $\delta_i = \begin{cases} \varepsilon_1S & \text{if } i \notin P \\ \text{RAD}_1S & \text{if } i \in P \end{cases}$
  $\Delta = (\delta_1; \cdots; \delta_i; \cdots; \delta_N)$.
  $U^+ \leftarrow u_n + c_n \Delta; U^- \leftarrow u_n - c_n \Delta$.
  Compute $\nabla \Phi(U_n)$ based on Equation (6).
  Compute $U_{n+1}$ based on Equation (8).
  Set $(u_1; \cdots; u_i; \cdots; u_N) \leftarrow U_{n+1}$.
  for $i \in V$ do
    if $i \in P$ then
      $u_i \leftarrow \min(\varepsilon_+ x_i, u_i)$
      $u_i \leftarrow \max(-\varepsilon_- x_i, u_i)$
    else
      $u_i \leftarrow 0$
    end if
  end for
  $U_n+1 \leftarrow (u_1; \cdots; u_i; \cdots; u_N)$
end for
$U \leftarrow U_{MaxIter+1}$
$X' \leftarrow X + U$
Return $X'$.

The gradient estimator $\hat{\nabla} \Phi(U_n)$ is bounded by $(Lc_n\|\Delta_n\|^2 + \nabla \Phi(U_n)^\top \Delta_n)/(1/\Delta_n)$, where $(1/\Delta_n)$ is an element-wise matrix division. If $0 < c_n \leq \max(1/\Delta_n)$, we have

$$\mathbb{P}(\hat{\nabla} \Phi(U_n)^\top \Delta_n \leq 0 | \nabla \Phi(U_n)^\top \Delta_n \leq 0) = 1.$$  

We can see that $c_n$ is related to the sign of the bound and a large $c_n$ will increase the randomness of the SPSA method. To explore the entire graph and determine the most critical (sensitive) nodes, it would be better to set larger $c_n$ and $a_n$ in SPSA. To summarize, the adversarial attack with fixed node set $P$ is presented in Algorithm 1.

### D. Node Selection Using Knapsack Greedy

This section focuses on determining the attack set $P$ with a limited budget $B$. The cost $b_i$ of attacking node varies depending on their level of difficulty. For instance, a successful attack on certain urban roads with a high volume of traffic flow may require more mobile devices ($b_i$ is high). Additionally, some urban roads may have a more advanced and secure information collection system that can detect and alert potential attacks using anomaly detection methods, while rural roads may be more vulnerable and easier to attack ($b_i$ is low). In contrast, attacks on urban roads usually generate a higher impact on traffic prediction methods because the urban traffic volumes are high. It can be seen that there is a tradeoff between the cost and benefit when selecting the attack set $P$.

We review the formulation of the diffusion attack in (4), and it is actually similar to the 0–1 knapsack problem, except that the utility of each node $i (\phi_i(U))$ is unknown $[66]$, and there is a complex nonlinear combined effect since the diffusion influence of nodes can affect each other. The attack set $P$ can be viewed as a knapsack with maximum capacity $B$, and the nodes are items with their weight $w_i$. Node $i$ is added to $P$ if $z_i = 1$. Due to the nature of the knapsack problem, there is no provably efficient method to solve (4), which is an NP-hard problem. Real-world networks contain hundreds or thousands of nodes, and hence it is impractical to enumerate all possible integer solutions. In this article, we develop a family of Knapsack Greedy (KG) algorithms to approximately solve for (4), and those algorithms are inspired by the original greedy algorithm for the knapsack problem.

A trivial but insightful observation is that any perturbation $U$ could reduce the performance of the prediction model. Proposition 2 shows that the convexity exists if we only perturb one node and the perturbation $u$ is small enough, then the objective function in (4) is locally convex.

**Proposition 2:** Suppose $\phi_i(U) \geq 0$ always holds for $\forall i$. Then, the objective function $\Phi$ in (4) is locally convex under small perturbation $U$.

**Proof:** Given function $\Phi$ is smooth and attains global optimal when the perturbation $U = 0$, there exists one region around $U = 0$, in which $\Phi(U)$ is convex.

Existing literature has shown that the convex separable nonlinear knapsack problems could be approximated with the greedy search framework described by Algorithm 2 $[67]$. Recalling Proposition 1, the perturbation on GCN-based models would only arise local effect, which means if the attack nodes are selected $L$-hop away from each other, the objective of (3) would be separable. Besides, it is observed that the combined effect on attack nodes is relatively small. We also noticed that the objective is locally convex given the attack on only one node in Proposition 2. Combining the enlightenment from Propositions 1 and 2, we can consider (4) as an approximate separable knapsack problem. Thus, the greedy search framework would work efficiently for solving this problem. Intuitively, we can determine the effectiveness of the node attack by perturbing each node and examining which node is more sensitive. Such effectiveness measures can be used to develop our attack algorithm in the following sections.

The proposed solution procedure consists of two steps: 1) compute $\hat{\phi}_i$ to approximate $\phi_i$ for each $i$ and 2) adopt the greedy algorithm for the standard knapsack problem with $\hat{\phi}_i$ as the utility. In step 1, we propose that the utility $\hat{\phi}_i$ can be obtained by SPSA. To be precise, we run Algorithm 1 with $K_1$ iterations for each node $i \in V$ with $P = \{i\}$, and the algorithm outcome is $U_i$. Then, $\phi_i$ is approximated by $\hat{\phi}_i = \phi_i(U_i)$; in step 2, we initialize the attack set $P$ as an empty set, then each node is added to the attack set sequentially with the highest utility over budget. Then, we run Algorithm 1 again with $K_2$ iterations ($K_1 < K_2$) to obtain the perturbation $U$ and the adversarial sample $X'$. Since Algorithm 2 queries the black-box system $2K_1N$ times in
Algorithm 2 KG-SPSA for the Diffusion Attack on Traffic Prediction Models

**Input:** Traffic prediction model \( f(X) \), input feature matrix \( X \), total budget \( B \), iterations \( K_1 < K_2 \), and cost of each node \( \{b_i\}_{i \in V} \).

**Output:** Adversarial sample \( X' \), optimal perturbation \( U \), and attack set \( P \).

Initialize \( P = \emptyset \).

for \( i \in V \) do

Set \( P = \{i\} \) and run Algorithm 1 with \( K_1 \) iterations, return perturbation \( U_i \) and adversarial sample \( X'_i \).

Set \( \phi_i = \phi(U_i) \).

end for

\( P \) = \( \emptyset \).

while \( \sum b_i \leq B \) do

Set \( \text{max\_utility} = -\infty \), \( \text{max\_idx} = -\infty \).

for \( i \in V \setminus P \) do

if \( \phi_i > \text{max\_utility} \) then

Set \( \text{max\_utility} = \phi_i \).

Set \( \text{max\_idx} = i \).

end if

end for

if \( \sum_{i \in P} b_i + \text{max\_idx} \leq B \) then

\( P = P \cup \{\text{max\_idx}\} \)

end if

end while

Run Algorithm 1 with fixed \( P \) and \( K_2 \) iterations, obtain \( X', U \).

Return \( X', U, P \).

step 1 and 2\( K_2 \) times in step 2, the total time complexity is \( O(K_1N + K_2) \).

The entire procedure is referred to as KG-SPSA, and details of the algorithm are presented in Algorithm 2.

It is possible to adopt other methods to estimate \( \hat{\phi}_i \) in step 1, including clustering methods and graph centrality measures. These algorithms will be viewed as baseline algorithms and compared with KG-SPSA in numerical experiments.

IV. EXPERIMENTS

In this section, we evaluate the performance of the proposed diffusion attack algorithm under different scenarios using real-world data.

A. Experiment Setup

We examine the proposed attack algorithm on three traffic prediction models and four data sets, and details are described as follows.

Traffic Data: We consider four real-world traffic data sets.

1) LA: The LA data set contains traffic speed obtained from 207 loop detectors in Los Angeles [31], and the data ranges from 1 March 2012 to 7 March 2012. The average degree of the adjacency matrix is 14. The speed data are collected every 5 min, and the average speed is 58 mile/h. The study area is shown in the upper part of Fig. 4.

2) HK: The HK speed data is collected from an open data platform initiated by the Hong Kong government, and overall 179 roads are considered in the Hong Kong island and Kowloon area. The data ranges from 1 May 2020 to 31 May 2020. The average degree of the adjacency matrix is 2. The speed data are collected every 5 min, and the average speed is 45 km/h. The study area is shown in the lower part of Fig. 4.

3) Bay: The Bay data set is collected by California Transportation Agencies. The data contains 325 sensors in the Bay Area from 1 January 2017 to 30 June 2017. The average degree of the adjacency matrix is 8 and the average speed is 63 mile/h. The study area is shown in the lower part of Fig. 4.

4) Seattle: The Seattle data set is collected from the digital roadway interactive visualization and evaluation network (DRIVE Net) system in 2015 and covers four connected freeways. The data contains 323 sensors and the time interval is 5 min [68]. The average degree of the adjacency matrix is 3 and the average speed is 59 mile/h.

The reason for choosing these data sets is that they are publicly available and widely used in existing research papers, so readers can replicate our experimental results using the provided source codes easily.

Traffic Prediction Models: We evaluate the developed diffusion attack framework on three traffic prediction models: 1) T-GCN [31]; 2) ST-GCN [32]; and 3) A3t-GCN [33], which are all based on GCN structures. For each model, we set \( S = 12 \) and \( T = 1 \).

To conduct the comprehensive evaluation, we train four variants of each model, which are the original model, the original model with DROPOUT, DROPNODE, and DROPEdge regularization, respectively. [69], [70]. For different drop regularization strategies, we set the drop probability to 30%. In Appendix A, the Accuracy and root MSE (RMSE) of each model are shown in Tables III and IV, and both measures are defined in [31]. Overall, the average accuracy of the different prediction models is around 90% in testing data.

Attack Settings: The parameter settings for the diffusion attack models and algorithms, as well as the evaluation criterion, are discussed as follows.

1) Model Specifications: In (4), we set the constraint 
\(-z_i x_i \leq u_i \leq 0.5 z_i x_i \), and \( w_i = 1 \), which means each node is equally important. The cost is defined as \( b_i = \text{Degree}(i) \times S_D(i) \), where \( S_D(i) = \sum_j A_{ij} \). To fairly compare the attack performance on different data sets, we simulate attacks with the same percentage of the nodes on each graph. We set \( \text{Percentage} = \{0.05, 0.15, 0.2, 0.25, 0.5\} \) and the budget is generated by \( B = \text{Percentage} \times D \), where \( D = \sum_i S_D(i) \) and it is the sum of the degree of the graph. Then the optimal target reduces to \( \Phi(U) = \sum_{i \in V} \phi_i(U) \), where \( \phi_i(U) = y_i(X') - y_i(X) \). The attack algorithm aims to reduce the predicted speed and we intend to generate virtual “congestion” on the network.
2) **Evaluation of Algorithms:** We use the average attack influence (AAI) and AAI ratio (AAIR) to evaluate the effect of the diffusion attacks. We define

$$\text{AAI} = \frac{1}{N} \sum_{i \in V} |\phi_i(U)|$$

$$\text{AAIR} = \frac{1}{N} \sum_{i \in V} \frac{\phi_i(U)}{y_i(X)}$$

where AAI represents the average degradation and AAIR represents the average degradation ratio of the prediction on the entire network, respectively.

3) **SPSA Setting:** For Algorithm 1, $a = 0.9$, $c = 0.1$, $\alpha = 0.3$, $\gamma = 0.1$, and $\eta = (n/10)$. For diffusion attack, $K_2 = 30000$; for computing the $\phi_i$, $K_1 = 100$. Since there are only few iterations for nodes selection, we set a larger step and stronger randomness with $a = 10$, $c = 1$, $\alpha = 0.1$, $\gamma = 0.1$, and $\eta = (n/2)$.

**Baseline Algorithms:** Because the diffusion attack is a newly proposed task, there are very few existing methods that can be used as baseline algorithms. In addition to the proposed KG-SPSA approach, we modify and develop eight algorithms for comparison. The major difference of each baseline algorithm lies in how to select the attack set $P$ and whether to use the KG-greedy algorithm. Degree selects nodes with the highest degree $S_D(i)$. K-MEDOIDS selects nodes by clustering the nodes with geo-location features until reaching the total budget $B$ [71]. PAGE RANK selects nodes with highest pagerank scores $S_{PR}(i) = [(1 - \alpha)/N + \alpha \sum_{j \in N_i} (S_{PR}(j))/|N_j|]$, where $\alpha = 0.85$, and BET WEE NNESS chooses nodes with high betweenness scores $S_{BW}(i) = \sum_{j \neq i \neq k \neq l} (|\text{Path}_j(i)/|\text{Path}_k(j)|)$, where $\text{Path}_j(i)$ is the number of the shortest path between node $j$ and $i$, and $\text{Path}_k(i)$ is the number of shortest path that passes node $i$. The random algorithm just selects the node randomly until meets the budget limit. SPSA selects the highest $\phi_i = \phi_i(U_j)$ by running Algorithm 1 with $P = \{i\}$, and the greedy algorithm is not used in SPSA. When we use the greedy algorithm, it is also possible to use centrality measures, such as pagerank and betweenness to represent $\phi_i$. Different from PAGE RANK and BETWEENNESS, which determine $P$ by the highest scores, KG-PAGERANK and KG-BETWEENNESS approximate $\phi_i$ by the pagerank and betweenness scores, followed by running Algorithm 2 with different $\phi_i$. We also compare our method with other feature attack methods, including DE [5], Powell’s method (a conjugate direction method [72], [73]), and Random search [74]. Additionally, we generate attack sets $P$ by using gradient descent and conduct attacks by surrogate GCN models.

**B. Results of Diffusion Attack**

In this section, we present the experimental results. We first verify the diffusion effect by simulating an attack on a single node, then the performance of the proposed attack algorithm is evaluated and compared with baseline methods in different scenarios. Finally, we examine the robustness of the proposed algorithm under different drop regularization strategies.

1) **Diffusion Effects of Attacks on Single Node:** To demonstrate the diffusion phenomenon and verify Proposition 1, we construct an attack on a single node for the three traffic prediction models, and the attack effect of different hops of neighbors is presented in Fig. 3. As can be seen, the attack mainly influences the ego node and its 1–2-hop neighbors, and the influence will diminish as the number of hops increases. As proven in Proposition 1, for an L-layer GCN model, the diffusion only occurs within L-hop neighbors, which is verified in this experiment. The experimental results also indicate that the influence of a single node attack is localized, and a successful diffusion attack algorithm requires a scattered node selection strategy for a small subset of nodes.

2) **Comparisons of Different Attack Algorithms:** The proposed algorithm KG-SPSA is compared with different baseline algorithms with Percentage $= 0.15$, and the corresponding AAI is presented in Table I (unit: mile/hour for LA, Bay, Seattle, km/hour for HK), and the AAIR table is presented in Appendix B. The attack algorithms are categorized into two types: 1) semi-black-box algorithms that know the graph structure and 2) black-box algorithms that only require inputs and outputs of the prediction models. From Table I one can see, the proposed algorithm KG-SPSA outperforms all the baseline algorithms on LA, HK, Seattle. Comparing with other methods, KG-SPSA is a black-box method, which does not rely on knowledge of the graph structure (i.e., adjacency matrix $A$). In real world, it is challenging to obtain the information of $A$ in the prediction system as the graph can be generated by different configurations, such as sensor layout, network topology, and causal relationship, and this information is hidden to users [35]. Fig. 4 presents the selected nodes by KG-SPSA for different prediction methods with Percentage $= 0.15$, and the color (from green to red) represents the AAIR of each node under the attack. To maximize the attack effect, the selected nodes distribute across the entire network, which is consistent with our previous conjecture.

In addition, it is observed that the robustness of the three prediction models is different. A3T-GCN demonstrates great vulnerability under attack algorithms, while both T-GCN and ST-GCN are more robust. This could be due to the strengthened connection among nodes by the attention layers in A3T-GCN, meanwhile, the strengthened connection can also increase the vulnerability of the prediction models. To further verify the conclusion, we also run the KG-SPSA to attack (with 15% nodes to be attacked) the AR(1) models on each node independently. The result shows that the AAI on the data sets LA, HK, Bay, and Seattle are 9.18, 7.54, 9.73, and 7.38, respectively. One can see that the attack influences on the linear models are lower than that on the graph-based models, and this further proves that the joint modeling among nodes by graph-based neural networks makes the prediction models more vulnerable than linear models.
TABLE I
COMPARISON OF DIFFERENT DIFFUSION ATTACK ALGORITHMS IN TERMS OF AAI. (Percentage = 0.15)

| Types   | Algorithm     | LA       | HK       |
|---------|---------------|----------|----------|
|         |               | ST-GCN   | T-GCN    | A3T-GCN  | ST-GCN  | T-GCN  | A3T-GCN |
| Semi-black-box | DEGREE       | 9.62     | 7.39     | 9.68     | 6.01     | 4.41   | 5.15    |
|         | K-MEANS       | 11.39    | 11.43    | 13.47    | 12.52    | 6.75   | 11.57   |
|         | PAGERANK      | 11.57    | 10.52    | 13.95    | 9.2      | 5.25   | 7.22    |
|         | BETWEENNESS   | 11.66    | 10.08    | 13.49    | 16.93    | 8.55   | 20.42   |
|         | KG-BETWEENNESS| 13.22    | 11.93    | 15.75    | 18.6     | 9.76   | 30.55   |
|         | KG-PAGERANK   | 19.61    | 24.11    | 51.15    | 23.82    | 14.46  | 35.59   |
| Black-box | SURROGATE MODEL | 11.35  | 10.07    | 18.68    | 19.92    | 12.26  | 34.26   |
|         | SPFSA         | 15.23    | 14.77    | 33.98    | 21.48    | 9.95   | 30.95   |
|         | RANDOMSEARCH  | 7.27     | 7.89     | 11.54    | 12.21    | 6.20   | 15.20   |
|         | DE            | 13.99    | 16.56    | 36.68    | 18.46    | 12.61  | 31.49   |
|         | POWELL        | 6.48     | 7.59     | 10.68    | 13.02    | 4.98   | 5.30    |
|         | KG-SPSA       | 20.83    | 26.49    | 65.95    | 26.13    | 17.25  | 37.31   |

Fig. 4. Distribution of selected nodes and AAIR of each node under the attack algorithm Kg-SPSA. (The selected nodes are marked as triangles, and the color represents AAIR).

3) Sensitivity Analysis on the Budget $B$ (Percentage of Attacked Nodes): To study the effect of budget $B$ on the diffusion attack, we run KG-SPSA with $B \in \{0.05, 0.15, 0.2, 0.25, 0.5\} \times D$ for both LA, HK, Bay, and Seattle, and the corresponding AAI is presented in Fig. 5. The attack influence will increase when the total percentage...
increases for both data sets while the trend is becoming marginal. It is observed that A3T-GCN is the least robust predictions models for both data sets.

4) Performance of the Proposed Algorithm on Drop Regularization Strategies: To better understand the performance of the proposed attack algorithms, we examine the attack effects on the prediction models with drop regularization. Existing studies have widely demonstrated that drop regularization strategies could improve the robustness of the GCN-based model [69], [70], hence it is crucial to show that the performance of the proposed methods remains effective under different drop regularization strategies. To this end, we conduct diffusion attacks with KG-SPSA on the prediction models trained with DROP OUT, DROP NODE, and DROP EDGE. DROP OUT randomly drops rows in feature matrix $X$, DROP NODE randomly drops a subset of the nodes on the graph, and DROP EDGE will randomly drop the edges of the graph for each epoch during the model training.

Details of the models are presented in Section IV-A. We run KG-SPSA and KG-PAGERANK for prediction models with different drop regularization on the four data sets, and the algorithm performance is presented in Table II. The reason we choose KG-SPSA and KG-PAGERANK is because both algorithms outperform other semi-black-box and black-box algorithms. For data set LA and HK, KG-SPSA outperforms KG-PAGERANK on all the prediction models, and KG-SPSA is slightly better on Bay and Seattle. In most cases, DROP OUT could degrade the performance of the attack algorithms, while the other two drop regularization strategies do not protect the prediction models. Overall, the proposed diffusion attack algorithms could still generate adversarial samples under various drop regularization strategies.

C. Discussions

In this section, we discuss the implications and suggestions for improving the robustness of the traffic prediction models. In the previous section, we carry out numerical experiments to demonstrate the performance of the proposed attack algorithms on different data sets, prediction models, and regularization strategies. Based on the experimental results, we provide the following suggestions to improve the model robustness during different phrases.

1) Model Selection: When choosing GCN-based models for speed prediction, RNN-based models are generally more robust than attention-based models. Depending on the data and city scale, it is suggested to choose...
models with simpler layers, as the complex layers in ST-GCN and A3T-GCN can sometimes degrade significantly under attacks. There is a tradeoff between accuracy and robustness, so it is critical to balance the accuracy and robustness for practical usage.

2) Model Regularization: Based on the experimental results, it is suggested to adopt DROP OUT during the training, as the model accuracy remains high while the robustness can be improved after the DROP OUT training. It is also suggested to test different drop regularization strategies before the actual deployment.

3) Model Privacy: The graph structure should not be disclosed to the public, as it can significantly improve the efficiency of the attack algorithms. To be specific, it is suggested to not disclose the neural network structure and training data used in the traffic prediction system. It is also suggested to frequently update the prediction model, as the attack models rely on multiple trials and errors on the prediction models. If the prediction model updates frequently, then the robustness of the entire prediction system can be significantly improved.

4) Active Defending Strategies: Before actual deployment, it is necessary to comprehensively test the vulnerability of the prediction models and to identify the critical nodes with significant attack influence. For those important nodes, we can enhance the protection by regular patrol in the physical world and consistency checking in the cyber system. For example, if an RSU on a road segment is identified to be critical, then this device should be protected physically [75]. If the attack on this device indeed occurs, the traffic center should spot the anomaly in real time and block the information sent from this device.

V. CONCLUSION

In this article, we explore the robustness and vulnerability issues of graph-based neural network models for the traffic prediction problem. Different from existing graph adversarial attack tasks, adversarial attacks for the traffic prediction problem require to degrade the performance of a spatio-temporal graph-based deep learning model, which is dynamic and more complex. Given this, we propose a novel concept of diffusion attack, which reduces the prediction accuracy of the whole traffic network by perturbing a small number of nodes. To solve for the diffusion attack task, we develop an algorithm KG-SPSA, which consists of the perturbation generation and node selection strategies. The experimental results indicate that the diffusion phenomenon is localized and the combined effect of attack nodes is relatively small. Thus, the optimization problem is approximately separable and can be solved by the greedy algorithm. The results also show that our KG-SPSA algorithm outperforms the baseline algorithms under various scenarios, which demonstrates the effectiveness and efficiency of the proposed method. In addition, the proposed attack algorithms can still generate effective adversarial samples for the traffic prediction models trained with drop regularization. This study could help the public agencies and private sectors better understand the robustness and vulnerability of GCN-based traffic prediction models under adversarial attacks, and strategies to improve the model robustness in different phrases are also discussed. As for the future...
research directions, the proposed attack algorithms could be applied to not only road traffic prediction, but also other traffic modes, such as urban railway transit systems, ride-sourcing services, and parking systems [76], [77]. It is also important to study the effect of adversarial attacks on flow prediction, origin-destination demand prediction, and other tasks relying on GCN-based models. It is also necessary to develop an online learning algorithm to address online attack scenarios. Additionally, how the traffic conditions and neural network structures jointly affect the attack effects can be studied in depth. For the users of the traffic prediction models, it is critical to developing models for defending against adversarial attacks and protecting traffic prediction results. Another way to protect the prediction model is through real-time anomaly detection and filtering of the incoming data stream, which could be a new research direction for improving the robustness of the traffic prediction models under adversarial attacks.

**Supplementary Materials**

The proposed diffusion attack algorithm and evaluation framework are implemented in Python and open-sourced on GitHub (https://github.com/LYZ98/diffusion_attack). 

**Appendix A**

**More Details About the Three Traffic Prediction Models and Attack Results**

To train the three traffic prediction models, we set the learning rate to be 0.001, batch size to be 32, and the number of epochs to be 300. The four data sets are divided into two parts, in which 80% and 20% are training set and testing set, respectively. MSE is used as the loss function [31], and Adam is adopted as the optimizer. The testing accuracy in terms of accuracy and RMSE of the trained prediction models are presented in Tables III and IV, respectively. Overall, all the prediction models could achieve high prediction accuracy on both data sets.

**Appendix B**

**Comparisons of Different Attack Algorithms in Terms of AAIR. (Percentage = 0.15)**

Similar to Table I, we evaluate the performance of different attack algorithms in terms of AAIR in Table V. In general, similar arguments could be obtained based on the AAIR, and the proposed KG-SPSA outperforms other baseline models in LA, HK, Seattle, and performs similarly to the semi-black-box algorithms in Bay.

Results in Table VI follow the same patterns as in Table II, and one can observe that the proposed attack algorithms can still generate effective adversarial samples in terms of AAIR.
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