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Abstract. The Poincaré-Birkhoff Theorem states that an area-preserving periodic twist map \( \mathbb{R} \times [-1, 1] \rightarrow \mathbb{R} \times [-1, 1] \) has two geometrically distinct fixed points. We generalize it to area-preserving twist maps \( F: (\mathbb{R} \times [-1, 1]) \times \Omega \rightarrow \mathbb{R} \times [-1, 1] \) that are random with respect to a \( \tau \)-invariant ergodic probability measure \( \mathbb{P} \) on a separable metric space \( \Omega \), where \( \tau \) is a continuous \( \mathbb{R} \)-action on \( \Omega \). We will prove, in particular, that the probability that the area-preserving twist \( F(\cdot, \cdot; \omega), \omega \in \Omega \), has fixed points, is one. The proofs are based on the notion of “random generating function”, and we use a calculus suited for their study.

1. Introduction and main results

In his work in celestial mechanics [Po93] Poincaré showed the study of the dynamics of certain cases of the restricted 3-Body Problem may be reduced to investigating area-preserving maps (see Le Calvez [Le91] and Mather [Ma86] for an introduction to area-preserving maps). He concluded that there is no reasonable way to solve the problem explicitly in the sense of finding formulae for the trajectories. New insights appear regularly (e.g., Albers et al. [AFFHO12], Bruno [Br94], Galante et al. [GK11], and Weinstein [We86]). Instead of aiming at finding the trajectories, in dynamical systems one aims at describing their analytical and topological behavior. Of a particular interest are the constant ones, i.e., the fixed points.

The development of the modern field of dynamical systems was markedly influenced by Poincaré’s work in mechanics, which led him to state (1912) the Poincaré-Birkhoff Theorem [Po12, Bi13]. It was proved in full by Birkhoff in 1925. The result says that an area-preserving periodic twist map \( F: S \rightarrow S = \mathbb{R} \times [-1, 1] \) has two geometrically distinct fixed points. For the purpose of our article, its most useful proof follows Chaperon’s viewpoint [Ch84, Ch84b, Ch89] and the so-called theory of “generating functions”. Generalizations including a number of new ideas have been obtained by several authors, e.g., see Carter [Ca82], Ding [Di83], Franks [Fr88, Fr88b, Fr06], Le Calvez-Wang [Le10], Neumann [Ne77], and Jacobowitz [Ja76, Ja77]. Arnol’d realized that its generalization to higher dimensions concerned symplectic maps and formulated the Arnol’d Conjecture [Ar78] (see also Hofer et. al [HZ94] and Zehnder [Ze86]).

The theme of our article is randomness. We explore a parallel generalization of the Poincaré-Birkhoff Theorem to twist maps that are random with respect to a given probability measure. While random dynamics has been explored quite thoroughly, e.g., Brownian motions [Ei56, Ne67], the implications of the area-preservation assumption remain relatively unknown. The natural setting to study area-preserving dynamics is a probability space, that is, a quadruple:

\[
\hat{\Omega} := (\Omega, \mathcal{F}, \mathbb{P}, \tau).
\]

Here \( \Omega \) is a separable metric space, \( \mathcal{F} \) is the Borel sigma-algebra on \( \Omega \), \( \tau: \mathbb{R} \times \Omega \rightarrow \Omega \) is a continuous \( \mathbb{R} \)-action, and \( \mathbb{P} \) is a \( \tau \)-invariant ergodic probability measure on \( (\Omega, \mathcal{F}) \). Denote \( \tau_a := \tau(a, \cdot): \Omega \rightarrow \Omega \). In addition, we assume:
We say that a negative monotone is the inverse of a positive area-preserving random twist. Let $F : \Omega \times [-1, 1] \to \mathbb{R}$ be a measurable map with respect to the product measure of $\mathbb{P}$ and the Lebesgue measure on $[-1, 1]$. Write $F(\omega, p) = (Q(\omega, p), P(\omega, p))$ and suppose that $F : \mathbb{S} \times \Omega \to \mathbb{S}$ is of the form

$$F(q, p; \omega) = \begin{cases} Q(q, p; \omega) = q + \bar{Q}(\tau_q \omega, p), \\ P(q, p; \omega) = \bar{P}(\tau_q \omega, p) \end{cases}$$

We say that $F$ is an area-preserving random twist if the following hold for $\mathbb{P}$-almost all $\omega$:

1. random area-preservation: $F(\cdot, \cdot; \omega) : \mathbb{S} \to \mathbb{S}$ is an area-preserving diffeomorphism;
2. random boundary invariance: $P(q, \pm 1; \omega) = \pm 1$;
3. random boundary twisting: $q \mapsto Q(q, \pm 1; \omega)$ is increasing, and $\pm Q(\omega, \pm 1) > 0$.

An area-preserving random twist $F$ is positive monotone if $f : [-1, 1] \to \mathbb{R}$ given by $f(p) := Q(\omega, p)$ is increasing with probability one. A measurable map $G = (Q, P) : \Omega \times [-1, 1] \to \mathbb{S}$ is a negative monotone area-preserving random twist if $G(q, p; \omega) := (q + \bar{Q}(\tau_q \omega, p), \bar{P}(\tau_q \omega, p))$ is the inverse of a positive area-preserving random twist.\footnote{This means that $g(p) := Q(\omega, p)$ is decreasing with probability 1 and that $G$ satisfies (1) and (2) but instead of (3) we have that $Q(q, \pm 1; \omega)$ is increasing but $\pm Q(\omega, \pm 1) < 0$.} We say that $F$ is monotone if $F$ is either positive or negative monotone. $F$ is regular if the derivatives of $F$ and $F^{-1}$ are uniformly bounded by a constant independent of $\omega$ with probability one.

Our theorems apply to twists connected to the identity. A regular area-preserving random twist $F : \mathbb{S} \times \Omega \to \mathbb{S}$ is isotopic to the identity if there is a path $(F^t | t \in [0, 1])$ of diffeomorphisms $F^t : \mathbb{S} \times \Omega \to \mathbb{S}$ connecting $F$ to the identity such that for every $t \in [0, 1]$:

1. $F^t$ is a random lift, i.e. it is of the form $(q + \bar{Q}(\tau_q \omega, p), \bar{P}(\tau_q \omega, p))$;
2. we have the normalization condition: $\frac{1}{2}\int_{-1}^{1} \mathbb{E} \text{det}(dF^t)\, dp = 1$;
3. $F^t$ is regular for a constant independent of $t$, i.e. $F^t$ and $(F^t)^{-1}$ are almost surely bounded in $C^1$ by a bound independent of $t$.

A fixed point $(q, p)$ of $F(\cdot, \cdot; \omega) : \mathbb{S} \to \mathbb{S}$ has positive (respectively negative) type if the eigenvalues of $DF(q, p; \omega)$ are positive (respectively negative). For a set $B$, $\#B$ denote its cardinality.

**Theorem A.** If a regular area-preserving random twist map $F : \mathbb{S} \times \Omega \to \mathbb{S}$ is isotopic to the identity, then the probability that $F(\cdot, \cdot; \omega)$ has infinitely many fixed points is one, i.e. $\mathbb{P}(\#\text{Fixed point set of } F(\cdot, \cdot; \omega) = \infty) = 1$. Moreover, if $F$ is monotone, the probability that $F(\cdot, \cdot; \omega)$ has infinitely many fixed points of positive type is one, and the probability that $F(\cdot, \cdot; \omega)$ has infinitely many of negative type is one.

**Theorem B.** Let $F : \mathbb{S} \times \Omega \to \mathbb{S}$ be a regular area-preserving random twist map. Suppose that $F$ is isotopic to the identity. Then there exists an integer $N \geq 0$ and regular area-preserving random twists $F_j : \mathbb{S} \times \Omega \to \mathbb{S}$, where $0 \leq j \leq N$, such that

$$F = F_N \circ \ldots \circ F_2 \circ F_1 \circ F_0,$$

where $F_j$ is negative monotone if $j$ is even, and $F_j$ is positive monotone if $j$ is odd.
The integer $N$ in (1.3) is the complexity of $F$. Statements [Le91, Propositions 2.6 & 2.7, Lemma 2.16] have the flavor to Theorem B for classical twist flows (see also [MS98, Section 9.2]).

**Theorem C.** Let $N \geq 0$ be an integer and let $F_j : S \times \Omega \to S$, where $0 \leq j \leq N$, be regular area-preserving random monotone twists such that $F_j$ is negative monotone if $j$ is even, and $F_j$ is positive monotone if $j$ is odd. Then:

1. the probability that $F_j(\cdot, \cdot; \omega)$ has infinitely many fixed points of negative type is one, and the probability that it has infinitely many fixed points of positive type is one;
2. the composite map $F := F_N \circ \ldots \circ F_2 \circ F_1 \circ F_0 : S \times \Omega \to S$ is an area preserving random twist and the probability that $F(\cdot, \cdot; \omega) : S \to S$ has infinitely many fixed points is one.

The following are quadruples $(\Omega, \mathcal{F}, \mathbb{P}, \tau)$ as in (1.1). In each case $\mathcal{F}$ is the Borel $\sigma$-algebra associated with the natural topology on $\Omega$. (i) Let $v \in \mathbb{R}^k$ such that $\langle v, n \rangle = 0$ for all $n \in \mathbb{Z}^k$ implies $n = 0$. Let $\Omega = \mathbb{T}^k := (S^1)^k$ and $\tau_a \omega := \omega + av (\text{mod } 1)$, where $S^1$ is $[0, 1]$ with 0 and 1 identified. Let $\mathbb{P}$ be the normalized Lebesgue (Haar) measure. (ii) Let $\Omega$ be the set of discrete infinite subsets of $\mathbb{R}$. Every $\omega \in \Omega$ may be written as $\omega = \{x_i \mid i \in \mathbb{Z}\} \subseteq \mathbb{R}$, and we define $\tau_a(\omega) := \{x_i + a \mid i \in \mathbb{Z}\}$. Let $\mathbb{P}$ be a Poisson random measure of intensity 1.
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**Figure 1.1.** Depending on $N$ the proof of Theorem C (2) is different. Positivity/negativity in Theorem A follow from Theorem 4.4; Theorem 4.4 constructs monotone twists; Theorem 4.9 describes the “density” (Definition 4.7) and “spectral” nature of fixed points. Theorem 5.6 does the analogue if $N = 1$. Theorems 5.5(b) & 6.3(b), and 7.3(a), describe further the fixed points.

Poincaré understood that preserving area has global implications for a dynamical system. We give instances when this connection persists in a random setting. We do it by using random generating functions to reduce the proofs to finding critical points of random maps. In Section 2 we define them, and explain how to use them to show the main results. Section 3 proves Theorem B. The sections which follow contain a case-by-case proof (1.2). Recall that $\Omega$ is as in (1.1).

**Definition 2.1.** We say that a measurable function $G : \Omega \to \mathbb{R}$ is $\omega$-differentiable if the limit $\nabla G(\omega) := \lim_{t \to 0} t^{-1} (G(\tau_t \omega) - G(\omega))$ exists for $\mathbb{P}$-almost all $\omega$. For a measurable map $K : \Omega \times [0, 1] \to \mathbb{R}$ we write $K_p = \frac{\partial K}{\partial p}$ and $K_\omega = \frac{\partial K}{\partial \omega}$ for the partial derivatives of $K$. We say that $K$ is $C^1$ if the partial derivatives of $K$ exist and are continuous for $\mathbb{P}$-almost all $\omega$.

Given an area-preserving random twist as in (1.2), consider the sets (see Figure 2.1):

$$
\begin{align*}
\bar{A} := \{ (\omega; v) \mid \bar{Q}(\omega, -1) \leq v \leq \bar{Q}(\omega, 1) \} \subseteq \Omega \times \mathbb{R} \\
A_\omega := \{ v \mid (\omega; v) \in \bar{A} \} \subseteq \mathbb{R} \\
A^\omega := \{ (\omega; v) \mid (\omega; v) \in \bar{A} \} \subseteq \Omega \\
A_\omega := \{ (q, Q) \mid (\tau_q \omega; Q - q) \in \bar{A} \}.
\end{align*}
$$

2. Calculus of Random Generating Functions

We construct the principal novelty of the paper, random generating functions, and explain how to use them to find fixed points. Recall that $\Omega$ is as in (1.1).
We write \( F^{-1}(P,Q) = (q(Q,P),p(Q,P)) \).
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**Figure 2.1.** \( A_\omega \) in (2.1) bounded by the graphs of \( q \mapsto Q(q,1) \), \( q \mapsto Q(q,-1) \), respectively.

**Definition 2.2.** Given an area-preserving random twist map (1.2), we say that \( \mathcal{L} : \tilde{A} \times \mathbb{R}^N \to \mathbb{R} \) is a generalized generating function of complexity \( N \) if \( \mathcal{L} \) is \( C^1 \) and the function \( \mathcal{G}(q,Q;\xi,\omega) := \mathcal{L}(\tau_q\omega, Q - q, \xi_1 - q, \ldots, \xi_N - q) \), with, \( \xi = (\xi_1, \ldots, \xi_N) \), satisfies:

\[
\mathcal{G}(q,Q;\xi,\omega) = 0 \Rightarrow F(q, -\mathcal{G}(q,Q;\xi,\omega)) = (Q, \mathcal{G}(q,Q;\xi,\omega)).
\]

Our interest in generalized generating functions is due to the following.

**Proposition 2.3.** Let \( \mathcal{L} \) be a generalized generating function for \( F \). Set \( \mathcal{I}(q,\xi;\omega) = \mathcal{L}(\tau_q\omega, 0, \xi) \). If \( (\bar{q},\bar{\xi}) \) is a critical point for \( \mathcal{I}(\cdot,\cdot;\omega) \), then \( \bar{x} := (\bar{q}, -\mathcal{G}(\bar{q},\bar{\xi})) \) is a fixed point of \( F(\cdot,\cdot;\omega) \).

**Proof.** Observe that if \( (\bar{q},\bar{\xi}) \) is a critical point of \( \mathcal{I} \), then by the definition of \( \mathcal{G} \), \( \mathcal{G}(\bar{q},\bar{\xi}) = -\mathcal{G}(\bar{q},\bar{\xi}) \) and \( \mathcal{G}(\bar{q},\bar{\xi}) = 0 \). Since \( \mathcal{L} \) is a generating function, \( \mathcal{G} = 0 \) gives \( F(\bar{x}) = \bar{x} \). \( \square \)

The strategy to prove Theorem C is to show that fixed points of \( F \) are in correspondence with critical points of the associated random generating function \( \mathcal{G} \), and then prove existence of critical points of \( \mathcal{G} \). Viterbo has used generating functions with great success [Vi11]. Golé [Go01] describes several results in this direction.

### 3. Proof of Theorem B

We begin by introducing random lifts.

**Definition 3.1.** A function \( f(q,\omega) \) is random if \( f(q,\omega) = \tilde{f}(\tau_q\omega) \) for a continuous \( \tilde{f} : \Omega \to \mathbb{R} \). We say that \( f \) is a random lift if \( f(q,\omega) = q + \tilde{f}(\tau_q\omega) \) for a continuous \( \tilde{f} : \Omega \to \mathbb{R} \).

**Definition 3.2.** A vector-valued map \( f(q,p;\omega) \) with \( f(\cdot,\cdot;\omega) : \mathbb{R}^2 \to \mathbb{R}^2 \) is \( q \)-random if \( f(q,p,\omega) = \tilde{f}(\tau_q\omega,p) \) for some \( \tilde{f} : \Omega \times \mathbb{R} \to \mathbb{R}^2 \). We say that such \( f \) is a \( q \)-random lift if \( f \) can be expressed as \( f(q,p,\omega) = (q,0) + \tilde{f}(\tau_q\omega,p) \). We say that the \( q \)-random lift \( f \) is simple of parameter \( \lambda \) if \( f(q,p,\omega) = (q + A(\tau_q\omega,p),\lambda p) \) for some differentiable function \( A : \Omega \times [-1,1] \to \mathbb{R} \).

**Proposition 3.3.** The following properties hold:

(P.1) If \( f(q,\omega) \) is an increasing random lift in \( C^1 \), then \( f^{-1} \) is an increasing lift. The same holds for \( q \)-random diffeomorphism lifts \( f(q,p,\omega) \).

(P.2) The composition of \( q \)-random lifts is a \( q \)-random lift. If \( f \) is a \( q \)-random lift and \( g \) is \( q \)-random, \( g \circ f \) is \( q \)-random.
(P.3) For every differentiable $\bar{f}: \Omega \rightarrow \mathbb{R}$ we have that $\mathbb{E}\nabla \bar{f} = 0$.

(P.4) If $f: \mathbb{S} \times \Omega \rightarrow \mathbb{R}$ is a simple q-random lift of parameter $\lambda$, $\mathbb{E} \det d f(q, p, \omega) = \lambda$.

(P.5) The composition of two simple q-random lifts $f, g: \mathbb{S} \times \Omega \rightarrow \mathbb{R}$ of parameters $\lambda_1$ and $\lambda_2$ is a simple q-random lift of parameter $\lambda_1 \lambda_2$.

**Proof.** The proofs of (P.2) and (P.5) are trivial. We only prove (P.1) for a random lift $f(q, p, \omega)$ because the case of $f(q, \omega)$ is done in the same way. Assume that $f(q, p, \omega)$ is a q-random lift so that for every $a \in \mathbb{R}$, $f(q + a, p, \omega) = (a, 0) + f(q, p, \tau_q \omega)$, and write $g(q, p, \omega)$ for its inverse. To show that $g(q, p, \omega)$ is a q-random lift it suffices to check that $g(q + a, p, \omega) = (a, 0) + g(q, p, \tau_q \omega)$. In order to do this, let us fix $a$ and write $\tilde{g}(q, p, \omega)$ for the right-hand side $(a, 0) + g(q, p, \tau_q \omega)$.

Observe that since $f$ is a q-random lift, $f(\tilde{g}(q, p, \omega), \omega) = (a, 0) + f(g(q, p, \tau_q \omega), \tau_q \omega) = (a, 0) + (q, p) = (q + a, p)$. By uniqueness, $\tilde{g}(q, p, \omega) = g(q + a, p, \omega)$, which concludes the proof of (P.2). As for (P.3), write $f(x, \omega) = f(\tau_q \omega)$ and observe that for any smooth $J: \mathbb{R} \rightarrow \mathbb{R}$ of compact support, with $\int_{\mathbb{R}} J(x) dx = 1$,

$$\mathbb{E}\nabla \bar{f} = \int_{\mathbb{R}} J(x) (\mathbb{E} f_x(x, \omega)) \ dx = -\mathbb{E} \int_{\mathbb{R}} J'(x) f(x, \omega) \ dx = -\int_{\mathbb{R}} J'(x) \ dx (\mathbb{E} \bar{f}),$$

so $\mathbb{E}\nabla \bar{f} = 0$. Finally (P.4) follows from (P.3) and the fact that $\det df = \lambda(1 + A_\omega(\tau_q, p))$.

The proof of Theorem B draws on spectral theory for random processes. To this end, let us recall the statement of the Spectral Theorem for random processes. The Spectral Theorem allows us to represent a random process in terms of an auxiliary process with randomly orthogonal increments. Such a representation reduces to a Fourier series expansion if the random process is periodic. In order to apply the Spectral Theorem to a random process $a(q) = \bar{a}(\tau_q \omega)$, one follows the steps:

(i) Assume that $a(q)$ is centered in the sense that $\mathbb{E} \bar{a}(\omega) = 0$. We define the correlation $R(z) = \mathbb{E} \bar{a}(\omega) \bar{a}(\tau_z \omega)$.

(ii) There always exists a nonnegative measure $G$ such that $R(z) = \int_{\mathbb{R}} e^{iz\xi} G(d\xi)$.

(iii) One can construct an auxiliary process $(Y(\xi) : \xi \in \mathbb{R})$ or alternatively the random measure $Y(d\xi) = Y(d\xi, \omega)$ that are related by $Y(I) = Y(b) - Y(a)$, where $I = [a, b]$.

The process $Y$ has orthogonal increments in the following sense:

$$I \cap J = \emptyset \implies \mathbb{E} Y(I) Y(J) = 0.$$

The relationship between the measure $G(d\xi)$ or its associated nondecreasing function $G(\xi)$ is given by $\mathbb{E} Y(I)^2 = G(b) - G(a) = G(I)$.

The Spectral Theorem ([Do53]) says that any random process $a$ for which $\mathbb{E} a^2 < \infty$, we may find a process $Y$ satisfying (3.1) such that $\bar{a}(\tau_q \omega) = \int_{-\infty}^{\infty} e^{i\xi \eta} Y(d\xi)$. Note that

$$\mathbb{E} \bar{a}(\tau_q \omega) \bar{a}(\omega) = \int_{-\infty}^{\infty} e^{i\xi \eta} Y(d\xi) \int_{-\infty}^{\infty} Y(d\xi') = \int_{-\infty}^{\infty} e^{i\xi \eta} G(d\xi).$$

Also, $\bar{a}(\omega) = \int_{-\infty}^{\infty} Y(d\xi, \omega)$, and the stationarity of $a(q, \omega)$ means $Y(d\xi, \tau_q \omega) = e^{i\xi \eta} Y(d\xi, \omega)$. For our application below, we will have a family of random maps $(a(q, t) | t \in [0, 1])$ that varies smoothly with $t$. In this case we can guarantee that the associated measures $Y(d\xi, t)$ depend smoothly on $t$.

The main difficulties of the proof are due to the fact that the “random and area-preservation properties” do not integrate well, for instance when arguing about $t$-dependent deformations which must preserve both properties. The proof consists of four steps.
The strategy to solve equation (3.3) must satisfies the Liouville’s equation
\[ \Delta u = 1 - \rho = : \eta, \]
with \( \eta(q, p) = \bar{\eta}(\tau q \omega, p) \) and \( \int_{-1}^{1} E \eta(\omega, p) dp = 0 \). This concludes Step 1.

Step 2. (Applying Spectral Theorem to solve (3.4)). To apply the Spectral Theorem for each \( p \), set \( \hat{\eta}(\omega, p) = \bar{\eta}(\tau q \omega, p) - k(p) \) for \( k(p) = E \bar{\eta}(\omega, p) \), and write
\[ R(z; p) := E \bar{\eta}(\omega, p) \bar{\eta}(\tau q \omega, p) = \int_{-\infty}^{\infty} e^{iz\xi} G(d\xi; p). \]

Note that \( E \bar{\eta}(\omega, p) = 0 \) for every \( p \) and \( \int_{-1}^{1} k(p) dp = 0 \). We have the representation
\[ \eta(q, p) = k(p) + \bar{\eta}(\tau q \omega, p) = k(p) + \int_{-\infty}^{\infty} e^{iq\xi} Y(d\xi; p), \]
where \( Y(d\xi, p; \omega) \) satisfies \( Y(d\xi, p; \tau q \omega) = e^{i\xi} Y(d\xi, p; \omega) \). We want to find a solution to the partial differential equation \( \Delta u(q, p) = \eta(q, p) \), which is still random in the \( q \) variable. First choose \( h_0(p) \) such \( h_0(p) = k(p) \) and satisfy the boundary conditions
\[ h_0(\pm 1) = 0. \]
We write $u = h_0 + v$ and search for a random $v$ satisfying
\[ \Delta v(q,p) = \tilde{\eta}(q,p) := \tilde{\eta}(\tau_q\omega,p). \]
Since $\gamma(q,p) = e^{i\tilde{q}p}$ is harmonic, the function $h$ given by
\[
(3.7) \quad h(q,p) := \int_{-\infty}^{\infty} e^{i\tilde{q}z} \left(e^{zp} \Gamma_1(dz) + e^{-zp} \Gamma_2(dz)\right),
\]
is harmonic for any measures $\Gamma_1$ and $\Gamma_2$. We will find a solution of the form $v = w + h$ where $\Delta w = \eta$ and $h$ will be selected to satisfy the boundary conditions $v_p(q, \pm 1) = 0$. Indeed $w$ given by
\[
w(q,p) := \int_{-\infty}^{\infty} \int_{-1}^{p} \frac{e^{i\tilde{q}z}}{z} \sinh((p-a)z) Y(dz, a) da
\]
satisfies all of the required properties. In order to verify this observe that
\[
w_{qq}(q,p) = -\frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{p} ze^{i\tilde{q}z} \left(e^{(p-a)z} - e^{(a-p)z}\right) Y(dz, a) da,
\]
\[
w_p(q,p) = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{p} e^{i\tilde{q}z} \left(e^{(p-a)z} + e^{(a-p)z}\right) Y(dz, a) da,
\]
\[
w_{pp}(q,p) = -\frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{p} ze^{i\tilde{q}z} \left(e^{(p-a)z} - e^{(a-p)z}\right) Y(dz, a) da + \tilde{\eta}(q,p).
\]
On the other hand, the process $w$ is $\tilde{q}$-random. In other words $w(q,p) = w(q,p; \omega) = \tilde{w}(\tau_q\omega, p)$, for a process $\tilde{w}$. This can be verified by checking that $w(q + b, p; \omega) = w(q, p; \tau_b\omega)$, which is an immediate consequence of (3.5):
\[
w(q + b, p; \omega) = \int_{-\infty}^{\infty} \int_{-1}^{p} \frac{e^{i\tilde{q}z}}{z} \sinh((p-a)z) e^{ibz} Y(dz, a; \omega) da = w(q, p; \tau_b\omega).
\]
This concludes Step 2.

\textit{Step 3.} (Checking that $\Gamma_1$ and $\Gamma_2$ in (3.7) can be chosen to satisfy the boundary conditions (3.6)). At $p = \pm 1$, $\pm \nabla u$ should point in the direction of the $q$-axis, we need to have that
\[
u_p(q, \pm 1) = v_p(q, \pm 1) = 0,
\]
because $h_0(\pm 1) = 0$. First, the condition $v_p(q, 1) = 0$, means
\[
\int_{-\infty}^{\infty} e^{i\tilde{q}z} \left(e^{q_1} \Gamma_1(dz) - e^{-q_1} \Gamma_2(dz)\right) + \frac{1}{2} \int_{-\infty}^{\infty} e^{i\tilde{q}z} \int_{-1}^{1} (e^{(1-q)z} + e^{(q-1)z}) Y(dz, a) da = 0,
\]
and the condition $v_p(q, -1) = 0$, means $\int_{-\infty}^{\infty} e^{i\tilde{q}z} \left(e^{-q_1} \Gamma_1(dz) - e^{q_1} \Gamma_2(dz)\right) = 0$. Since we need to verify the above conditions for all $q$, we must have that $\Gamma_1 = e^{2z}\Gamma_2$, and $e^{z} (e^{2z} - e^{-2z}) \Gamma_2(dz) + Y'(dz) = 0$, where $Y'(dz) = \frac{1}{2} \int_{-1}^{1} (e^{(1-q)z} + e^{(q-1)z}) Y(dz, a) da$. In summary,
\[
(3.8) \quad \Gamma_2(dz) = -z^{-1} e^{-z} (e^{2z} - e^{-2z})^{-1} Y'(dz), \quad \Gamma_1 = e^{2z}\Gamma_2.
\]
Since $Y$ satisfies (3.8), the same property holds true for both $\Gamma_1$ and $\Gamma_2$. From this it follows that the process $h$ (and hence $u$) is $\tilde{q}$-random; this is proven in the same way we established the stationarity of $w$. The $\tilde{q}$-stationarity of $u$ implies that $\tilde{X}$ is $\tilde{q}$-random. This in turn implies that the flow $\phi^\theta$ is a $\tilde{q}$-random lift for each $\theta$. To see this, observe that since both $\phi^\theta(q+a, p; \omega)$
and \((a,0) + \phi^0(q,p;\tau_0\omega)\) satisfy the ordinary differential equation \(y'(\theta) = X(y(\theta),\theta;\omega)\) for the same initial data \((q + a, p)\), we deduce \(\phi^0(q + a, p;\omega) = (a,0) + \phi^0(q, p;\tau_0\omega)\), which concludes this step.

Step 4. (Producing a twist decomposition for \(F\) from the path \(\Lambda\)). We claim that there exists a \(q\)-random process \(H(q,p,t;\omega) = \bar{H}(\tau_q\omega,p,t)\) such that

\[
\frac{d\Lambda^t}{dt} = J \nabla H \circ \Lambda^t
\]

holds. Indeed, since \(\Lambda^t\) is a \(q\)-random lift, \(\frac{d\Lambda^t}{dt}\) is \(q\)-random. Hence by Proposition 3.3, the composite \(\frac{d}{dt} \Lambda^t \circ (\Lambda^t)^{-1}\) is \(q\)-random. Set

\[
A(t,q,p;\omega) = \bar{H}(\tau_q\omega,p,t) = \frac{d\Lambda^t}{dt} \circ (\Lambda^t)^{-1}(q,p,\omega).
\]

We need to express \(A\) as \(J \nabla H\). Observe that since \(\Lambda^t\) is area preserving, \(A\) is divergence free. Write \(A(t,q,p;\omega) = (a(\tau_q\omega,p,t),b(\tau_q\omega,p,t))\). We have \(a_\omega + b_p = 0\). Set

\[
H(q,p,t;\omega) = \int_0^p a(\tau_q\omega,p',t)dp' - b(\tau_q\omega,0,t).
\]

Clearly \(H_q = -b\), \(H_p = a\), and \(H\) is random. Note that since \(\frac{d\Lambda^t}{dt}\) and \((\Lambda^t)^{-1}\) are bounded in \(C^1\), \(A\) is bounded in \(C^1\). Let us write \((\Lambda^{s,t}, s \leq t)\) for the flow of the vector field \(A\) so that \(\Lambda^{0,t} = \Lambda^t\) and \(\Lambda^{s,s} = \text{id}\). On the other hand \(\frac{d}{dt} \Lambda^{s,t} = A \circ \Lambda^{s,t}\), implies that

\[
\frac{d}{dt} \Lambda^{s,t} = DA \circ \Lambda^{s,t} = DA^{s,t}.
\]

Hence there are constants \(c_0, c_1\) such that \(\|DA^{s,t}\| \leq e^{c_0(t-s)}\) and \(\|DA^{s,t} - \text{id}\| \leq c_1(t-s)\). It follows that \(\|\Lambda^{s,t} - \text{id}\|_{C^1} \leq c_2 (t-s)\), for a constant \(c_2\). So we may write \(F = \Lambda^1 = \psi^1 \circ \psi^2 \circ \ldots \circ \psi^n\) with \(\psi^j = \Lambda^{\frac{(j-1)n}{n}}\) satisfying \(\|\psi^j - \text{id}\| \leq c_2 n^{-1}\). Hence, for large \(n\), we can arrange \(\max_{1 \leq j \leq n} \|\psi^j - \text{id}\|_{C^1} \leq \delta\). Let \(\varphi^0(q,p) = (q + p,p)\). Then

\[
\|\psi^j \circ \varphi^0 - \varphi^0\|_{C^1} \leq \delta.
\]

The map \(\varphi^0\) is a positive twist map and we can readily show that \(\psi^j \circ \varphi^0\) is positive twist if \(\delta < 1\). Hence \(\psi^j = \eta^j \circ (\varphi^0)^{-1}\) where \(\eta^j\) is a positive twist and \((\varphi^0)^{-1}\) is a negative twist. This concludes the proof of Theorem B.

Next we give an application to random generating functions of complexity \(N\). For the following, recall the definition of \(\tilde{A}\) in (2.1).

**Lemma 3.4.** Let \(F\) be a area-preserving random twist map of the form \(F = F_N \circ \ldots \circ F_0\), where each \(F_i\) is a monotone area-preserving random twist with generating function of the form \(\mathcal{G}^i(q,Q;\omega) := \mathcal{L}^i(\tau_q\omega,Q-q)\). Then \(F\) has a generalized generating function \(\mathcal{L} : \tilde{A} \times \mathbb{R}^N \to \mathbb{R}\) of complexity \(N\), \(\mathcal{L}(\omega,v,\xi)\), that is given by \(\mathcal{L}^0(\omega,\xi_1) + \sum_{j=1}^{N-1} \mathcal{L}^j(\tau_{\xi_j}\omega,\xi_{j+1} - \xi_j)\) or equivalently \(\mathcal{G}(q,Q;\xi) = \mathcal{G}^0(q,\xi_1) + \sum_{j=1}^{N-1} \mathcal{G}^j(\xi_j,\xi_{j+1}) + \mathcal{G}^N(\xi_N, Q)\) where \(\xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N\).

**Proof.** We have that \(F_i(q_i, p_i) = (Q_i(q_i, p_i), P_i(q_i, p_i))\), with \(\mathcal{G}_i^i(q_i, Q_i) = P_i, \mathcal{G}_i^0(q_i, Q_i) = -P_i\). By definition we have that \(F_0(q_1, -\mathcal{G}^0(q_1, \xi_1)) = (\xi_1, \mathcal{G}^0(q, \xi_1))\). Hence \(\mathcal{G}^0(q, \xi_1) = -\mathcal{G}_0^1(\xi_1, \xi_2)\) we have that \(F_1(\xi_1, -\mathcal{G}^1(\xi_1, \xi_2)) = (\xi_2, \mathcal{G}^1(\xi_1, \xi_2))\). Iterating \(N\) times we get

\[
F_N(\xi_N, -\mathcal{G}^N(\xi_N, Q)) = (Q, \mathcal{G}^N(q, Q;\xi)) = (Q, \mathcal{G}_0(q, Q;\xi)).
\]

\[\square\]
4. AREA-PRESERVING RANDOM MONOTONE TWISTS

This section proves a result which implies the $N = 0$ case in Theorem C (item (1)). We also provide complementary results on the density and spectral theoretic properties of the fixed points, and give a method to construct monotone twists from a given smooth map.

4.1. Existence of random generating functions. The map $v \mapsto \tilde{p}(\omega, v)$ is defined to be the inverse of the map $p \mapsto Q(\omega, p)$. This means that $Q \mapsto p(q, Q) = \tilde{p}(\tau_q \omega, Q - q)$ is the inverse of $p \mapsto Q(q, p) = q + \bar{Q}(\tau_q \omega, p)$. Note that the map $\tilde{p}$ is defined on the set $\bar{A}$ so that $v \in [Q(\omega, -1), Q(\omega, 1)]$. The following explicit description is needed in upcoming proofs.

**Proposition 4.1.** Write $Q^\pm(\omega) = \bar{Q}(\omega, \pm 1)$ and set

$$L(\omega, v) := \int_{Q^-}^v \tilde{P}(\omega, \tilde{p}(\omega, a)) \, da - Q^-(\omega).$$

Then $L(\omega, v)$ is a generating function of $F$ of complexity 0.

**Proof.** We prove it if $F$ is positive monotone; the negative monotone case is similar. From (4.1) we deduce that the corresponding $\mathcal{S}(q, Q; \omega) = L(\tau_q \omega, Q - q)$ is equal to

$$\int_{q + Q^-}^Q P(q, p(q, \bar{Q})) \, d\bar{Q} - Q^- = \int_{q + Q^-}^Q \left( P(q, p(q, \bar{Q})) + 1 \right) \, d\bar{Q} - (Q - q)$$

$$= \int_q^{Q + q^-} (p(\bar{q}, Q) + 1) \, d\bar{q} - (Q - q)$$

$$= \int_q^{Q + q^-} p(\bar{q}, Q) \, d\bar{q} + q^- = \int_q^{Q + q^-} (p(\bar{q}, Q) + 1) \, d\bar{q} - (Q - q).$$

(4.2)

For the second equality in (4.2), we used that $F$ is area-preserving. Here $F^{-1}(Q, P) = (q(Q, P), p(Q, P))$ and $q^\pm$ is defined by $q(Q, \pm 1) = Q + q^\pm(\tau_Q \omega)$ so that $Q \mapsto Q + q^\pm(\tau_Q \omega)$ is the inverse of the map $q \mapsto q + Q^\pm(\tau_Q \omega)$. Applying the Fundamental Theorem of Calculus to (4.2) we obtain that $\mathcal{S}_Q(q, Q) = P(q, p)$ and $-\mathcal{S}_Q(q, Q) = p$. Then (2.2) follows. □

![Figure 4.1. Area-preserving random twist $F: S \to S$ and inverse. The area of the shaded regions is $\mathcal{S}(q, Q)$ in (4.2).](image)

4.2. Fixed points. The following implies the $N = 0$ statement in Theorem C.

**Proposition 4.2.** Let $F: S \times \Omega \to S$ be an area-preserving random montone twist with generating function $L: A \to \mathbb{R}$. Then $\psi: A_0 \to \mathbb{R}$ given by $\psi(a, \omega) = \bar{\psi}(\tau_a \omega) := L(\tau_a \omega, 0)$ has infinitely many critical points. Furthermore, except for degenerate cases, $\psi$ has maximum and minimum critical points. In degenerate cases $\psi$ has a continuum of critical points. If
\(\psi\) is bounded and non-constant, it oscillates infinitely many times, so it has maximums and minimums.

Proof. We prove the last statement by contradiction. Suppose that \(\psi(a, \omega)\) is monotone for large \(a\). Then \(\lim_{a \to \infty} \psi(a, \omega) = \psi(\infty, \omega)\) is well-defined. By ergodicity \(\psi(\infty, \omega) = \psi(\infty)\) is independent of \(\omega\). On the other hand, for any bounded continuous function \(J: \mathbb{R} \to \mathbb{R}\) we have that \(E J(\psi(a, \omega)) = E J(\psi(\omega))\) for every \(a\), and therefore \(J(\psi(\infty)) = E J(\psi(\omega))\). Thus \(\psi(\omega) = \psi(\infty)\) a.s. In other words, if \(\psi(a, \omega)\) doesn’t oscillate, then \(\psi(a, \omega)\) is constant. \(\Box\)

4.3. Construction random monotone twists and spectral nature of fixed points.

As we argued in Proposition 4.1, a monotone twist map may be determined in terms of its generating function. We now explain how we can start from a scalar-valued function \(H(\omega, v)\) and construct a monotone twist map from it. To explain this construction, let us derive a useful property of generating functions. Recall a generating function. We now explain how we can start from a scalar-valued function \(H(\omega, v)\) and construct a monotone twist map from it. To explain this construction, let us derive a useful property of generating functions. Recall a generating function.

Proposition 4.3. Let \(\mathcal{L}(\omega, v)\) be as in Proposition 4.1. Then the function
\[
\mathcal{L}(\omega, Q^+(\omega)) - Q^+(\omega),
\]
is constant and \(\mathcal{L}(\omega, Q^-(\omega)) = Q^-(\omega)\).

Proof. From \(F(q, -\mathcal{G}(q, \bar{q}, \omega)) = (Q, \mathcal{G}(q, \bar{q}, \omega))\), we deduce
\[
F(\omega, \mathcal{L}(\omega, \omega, v) - \mathcal{L}(\omega, \omega, v)) = (\bar{v}, \mathcal{L}(\omega, \omega, v)).
\]
Since \(P = \pm 1\) if and only if \(p = \pm 1\), we obtain \(\mathcal{L}(\omega, Q^\pm(\omega)) = 0\) and \(\mathcal{L}(\omega, Q^\pm(\omega)) = \pm 1\). But \(\nabla_\omega (\mathcal{L}(\omega, Q^\pm(\omega))) = \mathcal{L}_\omega(\omega, Q^\pm(\omega)) + \mathcal{L}_v(\omega, Q^\pm(\omega)) \mp Q^\pm(\omega) = \mp Q^\pm(\omega)\), which means that the function \(\mathcal{L}(\omega, Q^\pm(\omega)) \mp Q^\pm(\omega)\) is constant by the ergodicity of \(\mathbb{P}\). On the other hand, by the definition of \(\mathcal{L}\) (see (4.1)) we know that \(\mathcal{L}(\omega, Q^-(\omega)) = -Q^-(\omega)\).

We are ready to give a recipe for constructing a monotone twist map from a \(C^2\) function \(H: \Omega \times \mathbb{R} \to \mathbb{R}\), which satisfy the following conditions
\[
\begin{cases}
H(\omega, 0) = 0, & H(\omega, a) > 0 \text{ for } a > 0,
\eta(\omega) = \inf\{a > 0 \mid H(\omega, a) = 2\}, < +\infty
\end{cases}
\]
amost surely. For such a function \(H\), we set \(\sigma(\omega) = \eta(\omega) - \frac{1}{2} \int_0^{\eta(\omega)} H(\omega, a) \, da\) and
\[
\begin{align*}
Q^-(\omega) &= -\sigma(\omega), \\
Q^+(\omega) &= (\eta - \sigma)(\omega);
\end{align*}
\]
\[
\begin{align*}
G(\omega, v) &= H(\omega, v + \sigma(\omega)), \\
G(q, Q; \omega) &= \bar{G}(q, \omega) = \bar{G}(q, \omega, Q - q);
\end{align*}
\]
\[
\mathcal{L}(\omega, v) = \int_0^{v + \sigma(\omega)} H(\omega, a) \, da - v; \quad \mathcal{G}(q, Q; \omega) = \mathcal{L}(\tau_\omega Q - q).
\]

Theorem 4.4. Assume that \(H: \Omega \times \mathbb{R} \to \mathbb{R}\) satisfies (4.4) and the condition \(G_q < 0\) with \(G\) defined as in (4.6). Then there exists a unique monotone twist map \(F\) such that \(F(q, -\mathcal{G}(q, Q)) = (Q, \mathcal{G}(q, Q))\), and \(F(q, \pm 1) = (q + Q^\pm(\tau_q \omega), \pm 1)\) with \(Q^\pm\) defined by (4.5). Moreover, if \(\bar{q}\) is a local maximum (respectively minimum) for \(q \mapsto \psi(q) = \mathcal{G}(q, q)\), then \(DF\) at the \(F\)-fixed point \((\bar{q}, -\mathcal{G}(\bar{q}, \bar{q}))\) has negative (respectively positive) eigenvalues.

Proof. By the definition,
\[
\mathcal{G}(q, Q) = \int_{q+Q^-}^Q G(q, Q') \, dq' - (Q - q),
\]
which implies
\begin{equation}
S_Q = G - 1, \quad S_{Qq} = G_q < 0.
\end{equation}
From (4.7) we learn that the map \( Q \mapsto S_q(q, Q) \) is decreasing and, as a result, the equation
\begin{equation}
S_q(q, Q) = -p
\end{equation}
may be solved for \( Q \), to yield a \( p \)-increasing function \( Q = Q(q, p) \). We set \( P(q, p) = S_q(q, Q(q, p)) = G(q, Q(q, p)) - 1 \), so that \( F(q, p) = (Q(q, p), P(q, p)) \). Note that the monotonicity condition is satisfied because \( Q \) is increasing in \( p \). We need to show that the boundary conditions are satisfied and that \( F \) is area-preserving. For the latter, observe that by differentiating both sides of the relationship (4.8), we obtain \( S_{qq} + S_{Qq}Q_q = 0 \), \( S_{qQ}Q_p = -1 \), \( P_q = S_{QQ} + S_{QQ}Q_q \), and \( P_p = S_{QQ}Q_p \). It follows that
\begin{equation}
DF = -S_q^{-1} \begin{bmatrix} S_{qq} & S_{qq} \\ S_{Qq} & S_{QQ} \end{bmatrix}.
\end{equation}
It follows from (4.9) that if the eigenvalues of \( DF \) are \( \lambda \) and \( \lambda^{-1} \), then \( \lambda > 0 \) if and only if \( \text{Trace}(DF) = \frac{S_{qq} + S_{QQ}}{S_{Qq}} = \lambda + \lambda^{-1} \geq 2 \). Equivalently \( DF \) has positive eigenvalues if and only if \( \psi''(q) = (S_{qq} + S_{QQ} + 2S_{Qq})(q, q) > 0 \). The case of negative eigenvalues may be treated in the same way.

For the boundary conditions \( P(q, \pm 1) = \pm 1 \), observe that
\[ P(q, \pm 1) + 1 = S_q(q, q + Q^+(\tau_q \omega)) + 1 = G(q, q + Q^+(\tau_q \omega)) = G(\tau_q \omega, Q^+(\tau_q \omega)) \]
and that \( G(\omega, Q^-(\omega)) = H(\omega, 0) = 0 \), and \( G(\omega, Q^+(\omega)) = H(\omega, Q^+(\omega)) - Q^-(\omega) = H(\omega, \eta(\omega)) = 2 \). It remains to check that \( Q(q, \pm 1) = q + Q^\pm(\tau_q \omega) \), or equivalently
\[ \pm 1 = -S_q(q, q + Q^\pm(\tau_q \omega)) = (L_v - L_\omega)(\tau_q \omega, Q^\pm(\tau_q \omega)). \]
Since \( L_v(\tau_q \omega, Q^\pm(\tau_q \omega)) = P(q, \pm 1) = \pm 1 \) it suffices to check
\begin{equation}
L_\omega(\omega, Q^\pm(\omega)) = 0.
\end{equation}
To show (4.10) observe that by the definition of \( \sigma \), \( G \) and \( L \),
\[ L(\omega, Q^-(\omega)) + Q^-(\omega) = 0, \]
\[ L(\omega, Q^+(\omega)) - Q^+(\omega) = \int_0^{Q^+(\omega)+\sigma(\omega)} H(\omega, a)da - 2Q^+(\omega) \]
\[ = \int_0^{\eta(\omega)} H(\omega, a)da - 2(\eta - \sigma)(\omega) = 0. \]
As a result
\begin{equation}
L(\omega, Q^\pm(\omega)) \mp Q^\pm(\omega) = 0.
\end{equation}
Differentiating (4.11) with respect to \( \omega \) yields 0 = \( L_\omega(\omega, Q^\pm(\omega)) + L_v(\omega, Q^\pm(\omega))Q^\pm(\omega) \mp Q^\pm(\omega) = L_\omega(\omega, Q^\pm(\omega)) \), which is precisely (4.10), as desired. \( \square \)

**Remark 4.5.** \( \sigma \) in (4.5) is motivated by (4.3). It is chosen so that \( L(\omega, Q^+(\omega)) = Q^+(\omega) \).

**Remark 4.6.** The monotonicity condition \( G_q = S_{Qq} < 0 \) may be expressed as \( H_\omega(\omega, a) < H_a(\omega, a)(1 - \sigma'(\omega)) \). The derivative of \( \sigma \) may be calculated with the aid of (4.5):
\[ \sigma'(\omega) = \frac{\eta'(\omega)}{2} - \frac{1}{2} \int_0^{\eta(\omega)} H(\omega, a)da = -\frac{1}{2} \int_0^{\eta(\omega)} H(\omega, a)da. \]
4.4. **The density of fixed points.** When $F$ is a positive twist map, it has a generating function $\mathcal{G}(q, Q, \omega) = \mathcal{L}(\tau_q \omega, Q - q)$ and any fixed point of $F$ is of the form $(q_0, \mathcal{L}_v(\tau_{q_0}, 0))$ where $q_0$ is a critical point of the random process $\psi(q, \omega) = \hat{\psi}(\tau_q \omega)$ (Propositions 2.3 and 4.1). We have also learned that any random process $\psi$ has infinitely many local maximums and minimums. In this section we give sufficient conditions to ensure that such a random process has a positive density of critical points, which in turn yields a positive density for fixed points of a monotone twist map. Let $\mathbb{P}$ be the cardinality of a set $B$.

**Definition 4.7.** The density of $A \subset \mathbb{R}$ is $\operatorname{den}(A) := \lim_{\ell \to \infty} (2\ell)^{-1} \#(A \cap [-\ell, \ell])$.

Let us state a set of assumptions for the random process $\psi(q, \omega) = \hat{\psi}(\tau_q \omega)$ that would guarantee the existence of a density for the set $\mathcal{Z}(\omega) := \{q \mid \psi'(q, \omega) = 0\}$.

**Hypothesis 4.8.** (i) $\psi(q, \omega)$ is twice differentiable almost surely and if

$$
\phi_\ell(\delta; \omega) = \sup \left\{ |\psi''(q, \omega) - \psi''(\hat{q}, \omega)| \mid q, \hat{q} \in [-\ell, \ell], |q - \hat{q}| \leq \delta \right\},
$$

then $\lim_{\delta \to 0} \mathbb{E} \phi_\ell(\delta; \omega) = 0$ for every $\ell > 0$.

(ii) The random pair $(\hat{\psi}_\omega(\omega), \psi_\omega(\omega))$ has a probability density $\rho(x, y)$. In other words, for any bounded continuous function $J(x, y)$,

$$
\mathbb{E} J(\psi'(q, \omega), \psi''(q, \omega)) = \int_{\mathbb{R}} J(x, y) \rho(x, y) \, dx \, dy.
$$

(iii) There exists $\varepsilon > 0$ such that $\rho(x, y)$ is jointly continuous for $x$ satisfying $|x| \geq \varepsilon$.

We define $\mathcal{Z}(\omega) := \{q \mid \psi'(q, \omega) = 0, \psi''(q, \omega) \neq 0\}$ and $\mathcal{N}_\ell(\omega) := \mathcal{Z}(\omega) \cap [-\ell, \ell]$. It is well known that if we assume Hypothesis 4.8, then

(4.12)

$$
\mathbb{E} \mathcal{N}_\ell(\omega) = 2\ell \int_{\mathbb{R}} \rho(0, y)|y| \, dy.
$$

This is the celebrated Rice Formula and its proof can be found in [Ad00, Az09]. Next we state a direct consequence of Rice Formula and the Ergodic Theorem.

**Theorem 4.9.** If $\psi$ satisfies Hypothesis 4.8 then $\mathcal{Z}(\omega) = \mathcal{Z}(\omega)$ almost surely and

(4.13)

$$
\lim_{\ell \to \infty} \mathbb{E} \left[ \frac{1}{2\ell} \mathcal{N}_\ell(\omega) - \int_{\mathbb{R}} \rho(0, y)|y| \, dy \right] = 0.
$$

**Proof.** Pick a smooth function $\zeta : \mathbb{R} \to [0, \infty)$ such that its support is contained in the interval $[-1, 1]$, $\zeta(-\alpha) = \zeta(\alpha)$, and $\int_{\mathbb{R}} \zeta(q) \, dq = 1$. Set $\zeta_\varepsilon(q) := \varepsilon^{-1} \zeta(q/\varepsilon)$. It is not hard to show

(4.14)

$$
\frac{1}{2\ell} \mathcal{N}_\ell(\omega) \geq \frac{1}{2\ell} \int_{\ell-\varepsilon}^{\ell+\varepsilon} \zeta_\varepsilon' * \hat{\psi}(q) \, dq =: X_\varepsilon(\ell, \omega),
$$

where $\hat{\psi}(q, \omega) = \mathbb{I}(\psi'(q, \omega) > 0)$ (this is [Az09, Lemma 3.2]). We note that if $\eta_\varepsilon(\omega) = \int_{\mathbb{R}} \zeta_\varepsilon(\alpha) \hat{\psi}(\alpha, \omega) \, d\alpha$, then

(4.15) $\eta_\varepsilon(\tau_q \omega) = \left| \int_{\mathbb{R}} \zeta_\varepsilon(\alpha) \hat{\psi}(\alpha, \tau_q \omega) \, d\alpha \right| = \left| \int_{\mathbb{R}} \zeta_\varepsilon(\alpha) \hat{\psi}(\alpha + q, \omega) \, d\alpha \right| = \left| \zeta_\varepsilon * \hat{\psi}(q) \right|.
$

From (4.15) and the Ergodic Theorem we deduce

(4.16)

$$
\lim_{\ell \to \infty} \frac{1}{2\ell} \int_{-\ell}^{\ell} \left| \zeta_\varepsilon * \hat{\psi}(q) \right| \, dq = \mathbb{E} \eta_\varepsilon,
$$

almost surely and in the $L^1(\mathbb{P})$ sense.
On the other hand,
\begin{equation}
\lim_{\varepsilon \to 0} \mathbb{E} \eta_\varepsilon = \int_{\mathbb{R}} \rho(0,y)|y| \, dy =: \bar{X}.
\end{equation}
This follows the proof of Rice Formula, see [Az09, proof of Theorem 3.4].

Again by Rice Formula, 0 = \mathbb{E} \left[ \frac{1}{2\ell} N_\ell(\omega) - \bar{X} \right] = \mathbb{E} \left[ \frac{1}{2\ell} N_\ell(\omega) - X_\varepsilon(\ell, \omega) \right] - \mathbb{E} \left[ X_\varepsilon(\ell, \omega) - \bar{X} \right],
which implies
\begin{equation}
\lim_{\varepsilon \to 0} \limsup_{\ell \to \infty} \mathbb{E} \left[ \frac{1}{2\ell} N_\ell(\omega) - X_\varepsilon(\ell, \omega) \right] = 0,
\end{equation}
because by (4.16) and (4.17),
\begin{equation}
\lim_{\varepsilon \to 0} \limsup_{\ell \to \infty} \mathbb{E} \left| X_\varepsilon(\ell, \omega) - \bar{X} \right| = 0.
\end{equation}
From (4.14) and (4.18) we deduce
\begin{equation}
\lim_{\varepsilon \to 0} \limsup_{\ell \to \infty} \mathbb{E} \left| \frac{1}{2\ell} N_\ell(\omega) - X_\varepsilon(\ell, \omega) \right| = 0.
\end{equation}
Then (4.20) and (4.19) imply (4.13). \hfill \Box

5. Complexity $N = 1$ area-preserving random twists

This section proves a result which implies the $N = 1$ case in Theorem C, 2. A result concerning the spectral nature of the fixed points is also proven.

5.1. Domain of random generating functions. We begin by describing the domain the random generating function of a complexity one twist.

**Lemma 5.1.** Let $F$ be an area-preserving random twist of complexity one with decomposition $F = F_1 \circ F_0$, where $F_1$ is a positive monotone area-preserving random twist and $F_0$ is negative monotone area-preserving random twist. Let $\mathcal{G}^0, \mathcal{G}^1$ be the generating functions, respectively, of the monotone twists $F_0$, $F_1$. Then $G_1 := F_1^{-1}$ is a negative area-preserving random twist with generating function given by $\hat{G}^1(q, \xi) := -\mathcal{G}^1(\xi, q)$, and if
\begin{equation}
D_0 := \text{Domain}(\mathcal{G}^0) \quad \text{and} \quad D_1 := \text{Domain}(\hat{G}^1),
\end{equation}
then we have a proper inclusion of sets $D_0 \subsetneq D_1$ (see Figure 5.1).

**Proof.** Note that $G_1(a, \pm 1) = (\mathcal{G}_i^{\pm}(a), \pm 1)$ and $F_0(a, \pm 1) = (\mathcal{G}_0^{\pm}(a), \pm 1)$, with $\pm (\mathcal{G}_i^{\pm}(a) - a) < 0$ and $\mathcal{G}_i^{\pm}$ increasing. Since $F$ is an area-preserving random twist map, we may write $F^{-1}(q, \pm 1) = (\hat{Q}^{\pm}(q), \pm 1)$ with $\hat{Q}^{\pm}$ increasing and such that $\pm (\hat{Q}^{\pm}(q) - q) < 0$ for all $q$. For $i = 0, 1$ let $\partial^i D_i = \{(a, Q_i^{\pm}(a)) \mid a \in \mathbb{R}\}$ denote the boundary curves of $D_i$. From $G_1 = F_0 \circ F^{-1}$, we deduce $Q_0^{\pm}(\hat{Q}^{\pm}(q)) = Q_i^{\pm}(q)$, and therefore
\begin{equation}
Q_0^{\pm}(q) < Q_i^{\pm}(q)
\end{equation}
and
\begin{equation}
Q_i^{\pm}(q) > Q_i^{\pm}(q).
\end{equation}
Then (5.2) (respectively (5.3)) implies that the upper (respectively lower) boundary of $D_1$ is strictly above (respectively below) $D_0$. It follows that $D_0 \subsetneq D_1$, as desired. \hfill \Box
5.2. Gradients and geometry of domains. Let $D_0$ be defined by (5.1).

**Corollary 5.2.** The map

\[ \mathcal{I}(q, \xi) := \mathcal{G}^0(q, \xi) + \mathcal{G}^1(\xi, q) \]

is well-defined on the set $D_0$, cf. (5.1).

**Proof.** If $(\xi, q) \in D_0 \cap D_1$ then the sum $\mathcal{G}^0(q, \xi) + \mathcal{G}^1(\xi, q)$ is well defined. The corollary follows from Lemma 5.1. $\square$

**Lemma 5.3.** The gradient $\nabla \mathcal{I}$ of $\mathcal{I}$; $D_0 \rightarrow \mathbb{R}$ is inward on $\partial^+ D_0$ and $\pm \mathcal{I}_\xi, \pm \mathcal{I}_q > 0$ on $\partial^\pm D_0$.

**Proof.** If $F_0(q, p) = (\xi, \eta)$ and $F_1(\xi, \eta') = (q, P)$, then $\mathcal{I}_q(q, \xi) = P - p$ and $\mathcal{I}_\xi(q, \xi) = \eta - \eta'$ hold. We express the domain $D_0$ of $\mathcal{I}$ given by (5.1) as $\{(\xi, q) \mid p = p(q, \xi) = -\mathcal{G}^0(\xi, q) \in [-1, 1]\}$. On $\partial^- D_0$, $\eta = p = 1$ and $P, \eta' < 1$ (because $D_0 \subset D_1$). So on $\partial^- D_0$ we have $\mathcal{I}_\xi(q, \xi) > 0$ and $\mathcal{I}_q(q, \xi) < 0$. On $\partial^+ D_0$ we have $\eta = p = -1$ and $\eta' < 1$. So on $\partial^+ D_0$ we have $\mathcal{I}_\xi(q, \xi) < 0$ and $\mathcal{I}_q(q, \xi) > 0$. The lower boundary $\partial^+ D_0$ is the graph of an increasing function $q \mapsto h(q)$, and of course $h'(q) > 0$. So, the tangent to $\partial^+ D_0$ is $(1, h'(q))$ and the inward normal is $(-h'(q), 1)$. On $\partial^- D_0$ we have $\mathcal{I}_\xi(q, \xi) > 0$ and $\mathcal{I}_q(q, \xi) < 0$. So we have that the dot product $(\mathcal{I}_q(q, \xi), \mathcal{I}_\xi(q, \xi), (-h'(q), 1)) = -h'(q)\mathcal{I}_q(q, \xi) + \mathcal{I}_\xi(q, \xi) > 0$. That is, on the lower boundary $\nabla \mathcal{I}$ is inward.

The case of the upper boundary is analogous. $\square$

5.3. Fixed points. If we set $\hat{D} := \{(q, a) \mid (q, q + a) \in D_0\}$, we have that, for a pair of random processes $B^-(\tau_\omega), B^+(\tau_\omega) > 0$, $\hat{D} := \{(q, a) \mid -B^-(\tau_\omega) < a < B^+(\tau_\omega)\}$. We then set $\mathcal{I}(\tau_\omega, a) := \mathcal{L}^0(\tau_\omega, a) + \mathcal{L}^1(\tau_\omega, a) = \mathcal{J}(q, a)$. Define the map $K: \Omega \times [-1, 1] \rightarrow \mathbb{R}$ by $K(q, p; \omega) = \tilde{K}(\tau_\omega, p) = \tilde{\mathcal{I}}(\tau_\omega, B(\tau_\omega, p))$, where $B(\tau_\omega, p) = \frac{p + 1}{2} B^+(\tau_\omega) + \frac{p - 1}{2} B^-(\tau_\omega)$. Note that

\[ K_\mu(q, p; \omega) = \frac{1}{2} \tilde{\mathcal{I}}(\tau_\omega, B(\tau_\omega, p)) \left( B^+(\tau_\omega) + B^-(\tau_\omega) \right), \]

\[ K_\eta(q, p; \omega) = \tilde{\mathcal{I}}(\tau_\omega, B(\tau_\omega, p)) + \tilde{\mathcal{I}}(\tau_\omega, B(\tau_\omega, p)) B(\tau_\omega, p). \]

Hence there is a one-one correspondence between the critical points of $K$ and $\mathcal{I}$. From (5.5) and Lemma 5.3 we conclude the following.

**Lemma 5.4.** The gradient $\nabla K$ of $K: S \times \Omega \rightarrow \mathbb{R}$ is inward on the boundary of $S$.

The following result implies the case $N = 1$ in Theorem C.
Theorem 5.5. Let $\hat{K}: \Omega \times [-1, 1] \to \mathbb{R}$ be a $C^1$-map such that $\forall K_p(\cdot, \pm 1) > 0$. Let $K(q, p; \omega) := \hat{K}(\tau_q \omega, p)$.

(a) $K$ has infinitely many critical points;
(b) Furthermore, the critical points of $K$ occur as follows:
   (1) Either $K$ has a continuum of critical points;
   (2) Or $K$ has both infinitely many local maximums, and infinitely many saddle points or local minimums.

Proof. We prove (b). If $\hat{K}(\omega) := \max_{a \in [-1, 1]} \hat{K}(\omega, a)$, then either $\hat{K}$ is constant or $\hat{K}(\tau_q \omega)$ oscillates almost surely. In the former case for almost all $\omega$, there exists $a(\omega)$ such that $\hat{K}(\omega, a(\omega))$ is a maximum and (of course) $a(\omega) \not\in \{-1, 1\}$ by (4.10). More concretely, we set $a(\omega) = \max\{p \in [-1, 1] \mid \hat{K}(\omega, p) = \hat{K}(\omega)\}$. Hence $K$ has a continuum of critical points of the form $\{(q, a(\tau_q \omega)) \mid q \in \mathbb{R}\}$. In the latter case, there are infinitely many local maximums. Choose $\tilde{q}$ so that $\hat{K}(\tau_{\tilde{q}} \omega)$ is a local maximum. For such $(\tilde{q}, \omega)$ choose $a(\tau_{\tilde{q}} \omega)$ so that $\hat{K}(\tau_{\tilde{q}} \omega, a(\tau_{\tilde{q}} \omega)) = \hat{K}(\tau_{\tilde{q}} \omega)$. Therefore $K$ has infinitely many local maximums by Proposition 4.2. Let us consider the ordinary differential equation with initial value condition

\[
\begin{cases}
q'(t) = \hat{K}_\omega(\tau_q(t) \omega, p(t)) \\
p'(t) = \hat{K}_p(\tau_q(t) \omega, p(t)) \\
q(0) = 0, \quad p(0) = a.
\end{cases}
\]

(5.6)

There are two possibilities; the first possibility is that for some $a$, we have that $q(t)$ is unbounded as $t \to \infty$, and in this case we claim that there is a continuum of critical points. The second possibility is that $q(t)$ is always bounded as $t \to \infty$, and in this case we claim that $K$ has either infinitely many saddle points or local minimums. We proceed with case by case.

Case 1. (The map $q(t)$ is unbounded as $t \to \infty$). We want to prove that $K$ has a continuum of critical points. Define $\omega(t) := \tau_q(t) \omega$, and let $\phi$ be the flow of (5.6). Note that $\frac{d}{dt} \hat{K}(\omega(t), p(t)) = |\nabla \hat{K}(\omega(t), p(t))|^2 \geq 0$. Since $q(t)$ is unbounded, $\omega(t)$ can approach almost any point in $\Omega$. More precisely, if

\[\Omega_0 := \left\{ \omega \mid \{\tau_a \omega \mid a > a_0\} \text{ is dense for every } a_0 \right\},\]

then $P(\Omega_0) = 1$ by ergodicity. Moreover if $\tau_{\tau_{t_0}} \omega \to \varnothing$ and $p(t_0) \to \tilde{p}$, then we claim that $\nabla \hat{K}(\varnothing, \tilde{p}) = 0$. Indeed, if $\lambda := \sup_{t > t_0} \hat{K}(\omega(t), p(t))$, we have $\lambda = \hat{K}(\varnothing, \tilde{p})$, and since

\[\lambda = \sup_{t > t_0} \hat{K}(\omega(t + r), p(t + r)),\]

we have, for any $r > 0$, that $\lambda = \hat{K}(\varnothing, \tilde{p}) = \hat{K}(\phi(\varnothing, \tilde{p}))$. Hence $\nabla \hat{K}(\varnothing, \tilde{p}) = 0$; otherwise $\frac{d}{dt} \hat{K}(\phi(\varnothing, \tilde{p}))|_{r = 0} > 0$, which is impossible. Note that $\varnothing$ could be any point in $\Omega$ and therefore for such $\varnothing$ there exists $\tilde{p} = \tilde{p}(\varnothing)$ such that $\nabla \hat{K}(\varnothing, \tilde{p}(\varnothing)) = 0$, i.e. we have a continuum of critical points. This concludes Case 1.

Case 2. (The map $q(t) = q(t, \omega)$ is bounded for almost all $\omega$). We claim that if $K$ does not have a continuum of fixed points, then $K$ has infinitely many critical points which are local minimums or saddle points. Suppose that this is not the case, then we want to arrive at a contradiction. In order to do this let $\bar{x} = (\bar{q}, \bar{p})$ be a local maximum, which we know it always exists by the paragraphs preceding Case 1. In fact we may take a $\delta > 0$ such that $K(x) \leq K(\bar{x})$ for every $x = (q, p)$ with $q \in (\bar{q} - \delta, \bar{q} + \delta)$. Now take a closed curve $\gamma$ such that $(\varnothing, \tilde{p})$ is inside $\gamma$ and if $a \in \gamma$, then $\lim_{t \to \infty} \phi(\gamma) = (\varnothing, \tilde{p}) = \varnothing$. For example, we may take $\gamma$ to be part of level set of the function $(q, p) \mapsto K(q, p)$ with value $c < K(\bar{x})$ very close to $K(\bar{x})$. 
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Since $K$ does not have a continuum of critical points, we may choose such level set $\gamma$ such that $K$ has no critical point on $\gamma$. From this latter property we deduce that $\gamma$ is homeomorphic to a circle. Let $a \in \gamma$. If there is no other type of critical points, then the curve $t \mapsto \phi^t(a)$, where $t \leq 0$, must reach the boundary for some $t_a < 0$, because $\frac{d}{dt} K(\phi^t(a)) \geq 0$. This defines a map $\Gamma: \gamma \to (\mathbb{R} \times \{-1\}) \cup (\mathbb{R} \times \{1\})$, $\Gamma(a) := \phi_{t_a}(a)$. We now argue that in fact $\Gamma$ is continuous. To show the continuity of $\Gamma$ at $a \in \gamma$, extend $K$ continuously near $\Gamma(a)$, choose $\varepsilon > 0$ and set $\eta = (\phi^\theta(a) \mid \theta \in [t_a - \varepsilon, \varepsilon])$.

Choose $\varepsilon$ sufficiently small so that $b = \phi^\varepsilon(a)$ is inside $\gamma$ and $\phi^\varepsilon(a)$ is outside the strip for $t \in (t_a - \varepsilon, t_a)$. Choose $b \in \gamma$ close to $a$ so that $\eta' = (\phi^\theta(a) \mid \theta \in [t_a - \varepsilon, \varepsilon])$ is uniformly close to $\eta$. Write $\hat{a}$ for an intersection point of $\phi^t(b)$ with $\gamma$. Since $\phi^{t_a}(\hat{a})$ is near $\Gamma(a)$, we can choose $b$ close enough to $a$ to guarantee that $\Gamma(\hat{a})$ is close to $\Gamma(a)$. Moreover, we can easily show that $\Gamma(c)$ is between $\Gamma(a)$ and $\Gamma(\hat{a})$ for any $c$ between $a$ and $\hat{a}$ on $\gamma$. Hence $\Gamma$ is a homeomorphism from a neighborhood of $a$ onto its image. Since $\gamma$ is homeomorphic to $S^1$, its homeomorphic image $\Gamma(\gamma)$ cannot be fully contained inside of $\mathbb{R} \times \{-1\} \cup \mathbb{R} \times \{1\}$. Therefore there exists $a \in \gamma$ such that any limit point $z$ of $\phi^t(a)$ as $t \to -\infty$ is a critical point inside the strip that is not a local maximum. Clearly $z \notin (\bar{q} - \delta, \bar{q} + \delta)$. Let us assume for example that $z = (q_1, p_1)$ with $q_1 > \bar{q} + \delta$. Take another local maximum $\hat{x} = (\hat{q}, \hat{p})$ to the right of $\bar{x}$ and assume that $K(\hat{x}) \geq K(x)$ for all $x \in (\bar{q} - \delta, \bar{q} + \delta) \times [-1, 1]$. Since $\phi^t(a)$ cannot enter $(\bar{q} - \delta, \bar{q} + \delta) \times [-1, 1]$ we deduce that $q_1 \in (\bar{q} + \delta, \bar{q} - \delta)$.

Repeating the above argument for other local maximums, we deduce that there exist infinitely critical points in between local maximums that are not local maximums.

**5.4. Nature of the fixed points in terms of generating function.** A result similar to Theorem 5.4 holds for complexity $N = 1$ twist maps.

**Theorem 5.6.** Let $F$ and $G$ be as in Lemma 5.1 and Corollary 5.2. Let $(\bar{q}, \bar{\xi})$ be a critical point of $\mathcal{I}$ and $\bar{x}$ be the corresponding fixed point of $F$ as in Proposition 2.3. Assume that $\mathcal{G}_\xi(\bar{q}, \bar{\xi}) \neq 0$. Then $DF(\bar{x})$ has positive (respectively negative) eigenvalues if and only if $\det D\mathcal{I}(\bar{q}, \bar{\xi}) \geq 0$ (respectively $\leq 0$).

**Proof.** Recall that:

$$\mathcal{G}_\xi(q, Q; \xi) = 0 \Rightarrow F(q, -\mathcal{G}_Q(q, Q; \xi)) = (Q, \mathcal{G}_Q(q, Q; \xi)).$$

Observe that if $\mathcal{G}_\xi(\bar{q}, \bar{\xi}) \neq 0$, then near $(\bar{q}, \bar{\xi})$, we can solve $\mathcal{G}_\xi(q, Q; \xi) = 0$ as $\xi = \xi(q, Q)$. Write $\mathcal{I}(q, Q) = \mathcal{G}(q, Q; \xi(q, Q))$. Then $\mathcal{I}_q = \mathcal{G}_q$, $\mathcal{I}_Q = \mathcal{G}_Q$, and $F(q, -\mathcal{I}_q(q, Q)) = (Q, \mathcal{I}_Q(q, Q))$. As
Moreover, if in the same way we derived (4.9). Observe that $\text{Trace}(DF) = \frac{J_{qq} + J_{QQ}}{-J_{qQ}}$. Since $J_{qq} = S_{qq} + S_{qq} \xi_q$, $J_{QQ} = S_{QQ} + S_{QQ} \xi_Q$, $J_{qQ} = S_{qQ} + S_{qQ} \xi_q$, we have that $J_{qq} + J_{QQ} + 2J_{qQ} = S_{qq} + S_{QQ} + 2S_{qQ} + (S_{qQ} + S_{QQ})(\xi_q + \xi_Q)$. On the other hand, by differentiating the relationship $S_{\xi}(q, Q; \xi(q, Q)) = 0$, we have $S_{\xi q} + S_{\xi Q} \xi_q = 0$ and $S_{\xi q} + S_{\xi Q} \xi_Q = 0$, or equivalently, $\xi_q = -\frac{S_{\xi q}}{S_{\xi Q}}$, $\xi_Q = -\frac{S_{\xi Q}}{S_{\xi q}}$. In particular, $S_{\xi q} + S_{\xi Q} + S_{\xi} \xi_q + \xi_Q = 0$, which in turn implies $J_{qq} + J_{QQ} + 2J_{qQ} = S_{qq} + S_{QQ} + 2S_{qQ} - \frac{1}{S_{\xi Q}}(S_{qQ} + S_{QQ})^2$. Furthermore, if $J(q, \xi) = S(q, q; \xi)$, then $J_q = S_q + S_Q$, $J_\xi = S_\xi$, and

$$D^2\xi = \begin{bmatrix} S_{qq} + S_{QQ} + 2S_{qQ} & S_{\xi Q} + S_{\xi} \\ S_{\xi Q} + S_{\xi} & S_{\xi Q} + S_{\xi} \end{bmatrix}.$$ 

So $J_{qq} + J_{QQ} + 2J_{qQ} = \frac{\text{det}(D^2\xi)}{S_{\xi Q}}$. Also, $J_{qQ} = S_{qQ} - \frac{S_{\xi q} S_{\xi Q}}{S_{\xi Q}}$. Now

$$(5.7) \quad \text{Trace}(DF) = \frac{J_{qq} + J_{QQ} + 2J_{qQ}}{-J_{qQ}} = \frac{\text{det}(D^2\xi)}{S_{qQ} S_{\xi Q} - S_{qQ} S_{\xi Q}}.$$ 

Recall $S(q, Q; \xi) = S^0(q, \xi) + S^1(\xi, Q)$ with $S^0_{\xi Q} > 0$, and $S^1_{\xi Q} < 0$ because $F^0$ is a negative monotone twist and $F^1$ is a positive monotone twist. Hence we obtain $-S_{\xi q} S_{\xi Q} > 0$.

On the other hand $S_{qQ} = 0$, which simplifies (5.7) to

$$\text{Trace}(DF) = \frac{J_{qq} + J_{QQ} + 2J_{qQ}}{-J_{qQ}} = \frac{\text{det}(D^2\xi)}{-S_{\xi q} S_{\xi Q}}$$

has the same sign as $\text{det}(D^2\xi)$. Finally $DF$ has positive eigenvalues if and only if $\text{Trace}(DF) \geq 2$, if and only if $(J_{qq} + J_{QQ}) / (-J_{qQ}) \geq 2$, if and only if $(J_{qq} + J_{QQ} + 2J_{qQ}) / (-J_{qQ}) \geq 0$, if and only if $\text{det}(D^2\xi) \geq 0$, which concludes the proof. \qed

6. Complexity $N = 2$ area-preserving random twists

In this section we settle the case $N = 2$ in Theorem C.

6.1. Domain of random generating functions. Next we describe the domain of a random generating function associated to a complexity $N = 2$ twist.

**Lemma 6.1.** Let $F$ be an area-preserving random twist of complexity $N = 2$. Suppose that $F$ decomposes as $F = F_2 \circ F_1 \circ F_0$, where $F_1$ is a positive monotone area-preserving random twist and $F_j$ is negative monotone area-preserving random twist for $j = 0, 2$. Let $\mathcal{S}^0, \mathcal{S}^1, \mathcal{S}^N$ be the corresponding generating functions. Write $G_i = F_i^{-1}$ and define $Q^\pm_i$ and $\hat{Q}^\pm_i$ by $F_i(q, \pm 1) = (Q^\pm_i(q), \pm 1)$ and $G_i(q, \pm 1) = (\hat{Q}^\pm_i(q), \pm 1)$. Then the function $\mathcal{S}(q, \xi_1, \xi_2) := \mathcal{S}^0(q, \xi_1) + \mathcal{S}^1(\xi_1, \xi_2) + \mathcal{S}^2(\xi_2, q)$, is well-defined on the set

$$D = \left\{ (q, \xi_1, \xi_2) \mid \mathcal{S}^0(q) \leq \xi_1 \leq \mathcal{Q}^0(q), \quad \mathcal{Q}^2_2(q) \leq \xi_2 \leq \hat{Q}^2_2(q) \right\},$$

Moreover, if $(q, \xi_1, \xi_2) \in D$, then $Q^-_1(\xi_1) < \xi_2 < Q^+_2(\xi_1)$. 


Proof. Since $F_1 = G_2 \circ F \circ G_0$, we have
\begin{equation}
\hat{Q}_2^\pm \circ Q^\pm \circ \hat{Q}_0^\pm = Q_1^\pm,
\end{equation}
where $Q^\pm$ are defined by the relationship $F(q, \pm 1) = (Q^\pm(q), \pm 1)$. On the set $D$, $G_0(q, \xi_1)$ and $G_2^2(\xi_2, q)$ are well defined. It is sufficient to check that if $(q, \xi_1, \xi_2) \in D$, then $G_1(\xi_1, \xi_2)$ is well-defined. That is, $Q_1^-(\xi_1) < \xi_2 < Q_1^+(\xi_1)$. To see this observe that by (6.1),
\begin{equation}
\pm Q_1^\pm(\xi_1) = \pm \left( \hat{Q}_2^\pm \circ Q^\pm \circ \hat{Q}_0^\pm \right)(\xi_1) \geq \pm \left( \hat{Q}_2^+ \circ Q^+ \right)(q) > \pm \hat{Q}_2^+(q) \geq \pm \xi_2,
\end{equation}
as desired. Here for the first inequality we used the fact that $Q^\pm$ and $Q^\pm$ are increasing and that in $D$, we have $\hat{Q}_0^-(\xi_1) \leq q \leq \hat{Q}_0^+(\xi_1)$; for the second inequality we used $\pm Q^\pm(q) > \pm q$, which concludes the proof. \hfill $\Box$

We define $B_0^\pm(\omega), B_2^\pm(\omega) > 0$, by $Q_0^\pm(q) = q \mp B_0^\pm(\tau_q \omega)$ and $\hat{Q}_2^\pm(q) = q \pm B_2^\pm(\tau_q \omega)$. Let
\begin{equation}
K(q, p; \omega) = K(\tau_q \omega, p) = J(q, \xi(q, p)) = J(\tau_q \omega, \xi(\tau_q \omega, p)),
\end{equation}
where $p = (p_1, p_2)$, $\xi(\omega, p) = (\xi_1(\omega, p_1), \xi_2(\omega, p_2))$, $\xi(q, p) = (q + \xi_1(\tau_q \omega, p_1), q + \xi_2(\tau_q \omega, p_2))$, and $\xi_1$ and $\xi_2$ are defined by $\xi_1(q, p_1) := \frac{p_1}{2} B_0^-(\omega) + \frac{p_1 - 1}{2} B_0^+(\omega)$ and $\xi_2(q, p_2) := \frac{p_2}{2} B_2^+(\omega) + \frac{p_2 - 1}{2} B_2^-(\omega)$.

Lemma 6.2. Let $K : \mathbb{R} \times [-1, 1]^2 \times \Omega \to \mathbb{R}$ be as in (6.2). The following hold:

(i) There exists a one-to-one correspondence between critical points of $J$ and $K$.

(ii) The vector $\nabla K$ is pointing inward on the boundary of $\mathbb{R} \times [-1, 1]^2$.

Proof. Evidently $K(q, p_1, p_2) = K(q, p; \omega)$ satisfies
\begin{equation}
\left\{
\begin{aligned}
K_{p_1}(q, p_1, p_2) &= \frac{1}{2} J_{\xi_1}(q, \xi(q, p)) \left( B_0^+ + B_0^- \right) (\tau_q \omega), \\
K_{p_2}(q, p_1, p_2) &= \frac{1}{2} J_{\xi_2}(q, \xi(q, p)) \left( B_2^+ + B_2^- \right) (\tau_q \omega), \\
K_q(q, p_1, p_2) &= J_q(q, \xi(q, p)) + J_{\xi_1}(q, \xi(q, p)) + J_{\xi_2}(q, \xi(q, p)) \\
&\quad + J_{\xi_1}(q, \xi(q, p)) \left( \frac{p_1 + 1}{2} \nabla B_0^- + \frac{p_1 - 1}{2} \nabla B_0^+ \right) (\tau_q \omega) \\
&\quad + J_{\xi_2}(q, \xi(q, p)) \left( \frac{p_2 + 1}{2} \nabla B_2^- + \frac{p_2 - 1}{2} \nabla B_2^+ \right) (\tau_q \omega).
\end{aligned}
\right.
\end{equation}

It follows from (6.3) that there exists a one-to-one correspondence between the critical points of $J$ and $K$ because $B_i^\pm > 0$ for $i = 0, 2$. This proves (i).

We now examine the behavior of $K$ across the boundary. Observe that the functions $K_{p_1}$ and $J_{\xi_1}$ (respectively $K_{p_2}$ and $J_{\xi_2}$) have the same sign. Moreover,
\begin{align*}
p_1 &= \pm 1 \Leftrightarrow \xi_1 = Q_0^\pm(q), \\
p_2 &= \pm 1 \Leftrightarrow q = Q_2^\pm(\xi_2).
\end{align*}

It remains to verify
\begin{align*}
\xi_1 = Q_0^\pm(q) &\Rightarrow \pm J_{\xi_1} < 0, \\
q = Q_2^\pm(\xi_2) &\Rightarrow \pm J_{\xi_2} < 0.
\end{align*}

Let us write $\xi_0$ for $q$ and $\xi_3$ for $Q$. We define functions $p^i(\xi_i, \xi_{i+1})$ and $p^i(\xi_i, \xi_{i+1})$ by $F^i(\xi_i, p^i(\xi_i, \xi_{i+1})) = (\xi_{i+1}, P^i(\xi_i, \xi_{i+1}))$. We then have $J_{\xi_1} = G_0^0 + G_0^1 = P^0 - p^1$ and $J_{\xi_2} = G_2^0 + G_2^1 = P^1 - p^2$. Finally we assert,
\begin{align*}
p_1 = \pm 1 &\Rightarrow \xi_1 = Q_0^\pm(q) \Rightarrow p^0 = P^0 = \pm 1 \Rightarrow \pm J_{\xi_1} < 0, \\
p_2 = \pm 1 &\Rightarrow \xi_2 = Q_2^\pm(q) \Rightarrow p^2 = P^2 = \pm 1 \Rightarrow \pm J_{\xi_2} < 0,
\end{align*}
as desired. Here we are using the fact that if \( p^0 = P^0 = \mp 1 \) or \( p^2 = P^2 = \pm 1 \), then \( Q_1^-(\xi_1) < \xi_2 < Q_1^+(\xi_1) \) or equivalently \( p^1, P^1 \not\in \{-1,1\} \).

6.2. **Fixed points.** The following result implies the complexity \( N = 2 \) statement in Theorem C. The proof of is sketched because it is similar to that of Theorem 5.5.

**Theorem 6.3.** Let \( K : \mathbb{R} \times [-1,1]^2 \times \Omega \to \mathbb{R} \), and \( K(q, p; \omega) := \tilde{K}(\tau_q \omega, p) \) be \( C^1 \) up to the boundary with \( \nabla K \) pointing inwards on the boundary. Then

(a) \( K \) has infinitely many critical points.
(b) The critical points of \( K \) occur as follows:
   (1) Either \( K \) has a continuum of critical points;
   (2) Or \( K \) has both infinitely many local maximums, and infinitely many saddle points or local minimums.

**Proof.** We prove (b). As in the proof of Theorem 5.5, we assume that \( K \) does not have a continuum of critical points and deduce that \( K \) has infinitely many isolated local maximums. The \( q \) component of the flow remains bounded almost surely. We take a local maximum \( a \) and a connected component \( \gamma \) of a level set of \( K \) associated with a regular value \( c \) of \( K \), very close to the value \( K(a) \). The surface \( \gamma \) is an oriented closed manifold and if \( K \) has no other type of critical point, then \( \Gamma : \gamma \to \mathbb{R} \times \partial[-1,1]^2 \), is a homeomorphism from \( \gamma \) onto its image. Since the set \( \mathbb{R} \times \partial[-1,1]^2 \) cannot contain a homeomorphic image of \( \gamma \), we arrive at a contradiction.

From this we deduce the conclusion of the theorem as in the proof of Theorem 5.5. \( \square \)

7. **Complexity \( N \geq 3 \) area-preserving random twists**

We prove the \( N \geq 3 \) case of Theorem C, item (2). The results in Sections 7.1 and 7.2 hold for general \( N \geq 0 \). The other results use that \( N \) is at least 3.

7.1. **Geometry of the domain of the generating function.** Let \( F \) be an area-preserving random twist of complexity \( N \). As in Theorem B, we assume that \( N \) is an odd number and that \( F \) decomposes as in (1.3). Recall that \( G^0, \ldots, G^N \) denote the generating functions, respectively, of the monotone twists \( F_0, \ldots, F_N \). Set \( \mathcal{J}(q, \xi) = \mathcal{J}(q, q; \xi) = \mathcal{L}(\tau_q \omega, 0; \xi) =: \mathcal{J}(\tau_q \omega, \xi) \), where \( \mathcal{J} \) and \( \mathcal{L} \) are defined by Lemma 3.4. Given a realization \( \omega \), we write \( D = D(\omega) \) for the domain of the definition of \( \mathcal{J} \). To simplify the notation, we write \( \xi_0 \) for \( q \) and \( \xi_{N+1} \) for \( Q \). In this way, we can write \( F^i(\xi, p^i) = (\xi_{i+1}, P^i) \), where \( P^i = P^i(\xi_i, \xi_{i+1}) = -G^i(\xi_i, \xi_{i+1}) \) and \( P^i = P^i(\xi_i, \xi_{i+1}) = G^i(\xi_i, \xi_{i+1}) \). Here by \( G^i \) and \( \mathcal{J}^i \) we mean the partial derivatives of \( G^i \) with respect to its first and second arguments respectively. As before, we write \( G^i \) for the inverse of \( F^i \) and define increasing functions \( Q^\pm_i \) and \( \hat{Q}^\pm_i \) by \( F^i(q, \pm 1) = (Q^\pm_i(q), \pm 1) \) and \( G^i(q, \pm 1) = (\hat{Q}^\pm_i(q), \pm 1) \). Let

\[
E(\xi_1, \xi_N) = \bigcap_{i=1}^{N-1} \left\{ (\xi_2, \ldots, \xi_{N-1}) \mid (\xi_1, \xi_2, \ldots, \xi_N) \in E(\xi_1, \xi_N) \right\}.
\]

Then the set \( D \) consists of points \( (q, \xi) \) such that \( \xi_1 \in [Q^+_N(q), Q^-_N(q)] \), \( \xi_N \in [\hat{Q}^+_N(q), \hat{Q}^-_N(q)] \) and \( (\xi_2, \ldots, \xi_{N-1}) \in E(\xi_1, \xi_N) \). Alternatively, we can write

\[
E(\xi_1, \xi_N) = \bigcap_{i=1}^{N-1} \left\{ (\xi_2, \ldots, \xi_{N-1}) \mid -1 \leq p^i(\xi_i, \xi_{i+1}), P^i(\xi_i, \xi_{i+1}) \leq 1 \right\}.
\]
We write $\partial D = \partial^+ D \cup \partial^- D$, where $\partial^+ D$ and $\partial^- D$ represent the upper and lower boundaries of $D$. Then $\partial^+ D = \bigcup_{i=0}^N \partial^+_i D$ and $\partial^- D = \bigcup_{i=0}^N \partial^-_i D$, where

$\partial^+_0 D = \{(q, \xi) \in D \mid \xi_1 = Q^+_0 (q)\} = \{(q, \xi) \in D \mid p^0(q, \xi_1) = P^0(q, \xi_1) = \mp 1\}$,

$\partial^-_N D = \{(q, \xi) \in D \mid \xi_N = Q^-_N (q)\} = \{(q, \xi) \in D \mid p^N(\xi_N, q) = P^N(\xi_1, q) = \mp 1\}$,

$\partial^+_i D = \{(q, \xi) \in D \mid \xi_{i+1} = Q^+_i (\xi_i)\}$ for $i$ odd and $1 < i < N$,

$\partial^-_i D = \{(q, \xi) \in D \mid \xi_i = Q^-_i (\xi_{i+1})\}$ for $i$ even and $1 < i < N$.

We also write $\partial_i D = \partial^+_i D \cup \partial^-_i D$, $\tilde{\partial}^+_i D = \partial^+_i D \setminus (\partial^+_{i-1} D \cup \partial^+_i D)$, $\tilde{\partial}^-_i D = \partial^-_i D \setminus (\partial^+_i D \cup \partial^-_i D)$, $\tilde{\partial}^+_N D = \tilde{\partial}^+_N D \setminus (\tilde{\partial}^+_N D \cup \tilde{\partial}^-_N D)$.

7.2. **The gradient.** Next examine the behavior of $\nabla J$ across the boundary. The randomness of $D(\omega)$ and $J$ play no role and the proof is analogous in the periodic case ([Go01]).

**Proposition 7.1.** Let $F = F_N \circ \cdots \circ F_1 \circ F_0$ be an area-preserving random twist decomposition as in (1.3). Then the following properties hold.

(P.i) If $1 < i < N$ is even, $\nabla J$ is inward along $\tilde{\partial}^+_i D$;

(P.ii) If $1 < i < N$ is odd, $\nabla J$ is outward along $\tilde{\partial}^+_i D$;

(P.iii) $\nabla J$ is outward along $\tilde{\partial}^-_i D$;

(P.iv) $\nabla J$ is inward along $\tilde{\partial}^+_0 D$.

**Proof.** Evidently, $J_0(q, \xi) = P^N - p^0$ and $J_{\xi_i}(q, \xi) = P^{i-1} - p^i$, for $i = 1, \ldots, N$. We wish to study the behavior of the function $J$ across the boundary of $D$. On $\tilde{\partial}^+_0 D$, we have $p_0 = P_0 = \mp 1$. Since $J_{\xi_1} = P^0 - p^1$, we deduce

$$\pm J_q > 0, \quad \pm J_{\xi_1} < 0 \quad \text{on} \quad \tilde{\partial}^+_0 D.$$  

On $\tilde{\partial}^-_N D$, we have $p_N = P_N = \mp 1$. Since $J_{\xi_N} = P^{N-1} - P_N$, we deduce

$$\pm J_{\xi_{N-1}} > 0, \quad \pm J_{\xi_N} < 0 \quad \text{on} \quad \tilde{\partial}^-_N D.$$  

On $\tilde{\partial}^+_i D$ we have $P^i = p^i = \pm (1)^{i+1}$; hence $\pm (1)^i J_{\xi_i}(q, \xi) = \pm (1)^i (P^{i-1} - p^i) \geq 0$ and $\pm (1)^i J_{\xi_{i+1}}(q, \xi) = \pm (1)^i (P^i - p^{i+1}) \leq 0$ if $1 < i < N$. The inequalities are strict on $\tilde{\partial}^+_i D$.

The boundary $\tilde{\partial}^+_i D$ is the set of points $(q, \xi)$ such that $\xi_1 = Q^+_0 (q)$ with $q \mapsto Q^+_0 (q)$ increasing. So, if we write $\dot{Q}^+_0 (q)$ for the derivative of $Q^+_0 (q)$, then any vector that has $(1, \dot{Q}^+_0 (q))$ for its projection onto $(q, \xi_1)$-space would be tangent to $\tilde{\partial}^+_i D$. Hence a vector $n_0$ that has $\pm (\dot{Q}^+_0 (q), -1)$ for the first two components and 0 for the other components, is an inward normal vector to the $\tilde{\partial}^+_i D$ part of boundary. As a result, we have that on $\tilde{\partial}^+_i D$ ($\nabla J$, $n_0$) = $\pm \left( \dot{Q}^+_0 (q) J_q - J_{\xi_1} \right) > 0$, by (7.1). Here $\langle \cdot, \cdot \rangle$ denotes the dot product. That is, on $\tilde{\partial}^+_i D$, the gradient $\nabla J$ is inward, proving (P.iv). Similarly we use (7.2) to establish (P.iii).

Assume that $i$ is odd. The boundary $\tilde{\partial}^+_i D$ is the set of points $(q, \xi)$ such that the components $\xi_i$ and $\xi_{i+1}$ lie on the graph $\dot{Q}^+_i (\xi_i)$. Again, if we write $\dot{Q}^+_i$ for the derivative of $Q^+_i$, then any vector that has $(1, \dot{Q}^+_i (\xi_i))$ for its projection onto $(\xi_i, \xi_{i+1})$-space would be tangent to $\tilde{\partial}^+_i D$. As a result, the vector $n_i$ that has $\pm (\dot{Q}^+_i (\xi_i), -1)$ for $(i, i+1)$ components and 0 for the other components, is an inward normal to the $\tilde{\partial}^+_i D$ portion of the boundary. Hence on $\dot{Q}^+_i$, $\langle \nabla J, n_i \rangle = \pm \left( \dot{Q}^+_i J_{\xi_i} - J_{\xi_{i+1}} \right) < 0$, proving (P.ii). (P.i) is established similarly.  \[\square\]
7.3. **Key Lemma.** Define \( \partial_{\text{in}} D := \{ x \in \partial D \mid \nabla J(x) \text{ is inward} \} \), and similarly define \( \partial_{\text{out}} D := \{ x \in \partial D \mid \nabla J(x) \text{ is outward} \} \).

**Lemma 7.2.** Suppose that \( N \geq 3 \). Then the set \( \partial_{\text{out}} D \) is disconnected in \( \partial D \).

**Proof.** We divide the proof into three steps.

**Step 1: Set-up and the slice \( E(q) \).** The set \( D \) consists of \((q, \xi) = (q, \xi_1, \xi_2, \ldots, \xi_N)\) such that \( Q^+_0(q) \leq \xi_1 \leq Q^+_0(q), \hat{Q}^+_N(q) \leq \xi_N \leq \hat{Q}^-_N(q), \) and for all \( 1 < i < N \), \( Q^-_1(\xi_1) \leq \xi_i \leq Q^+_1(\xi_1) \) and \( Q^-_1(\xi_N) \leq \xi_i \leq Q^+_1(\xi_N) \). Since the \( q \)-projection of \( D \) is \( \mathbb{R} \), it suffices to study the \( q \)-slices \( E(q) := \{ \xi \mid (q, \xi_1, \xi_2, \ldots, \xi_N) \in D \} \) of \( D \). Let \( I(q) := [Q^+_0(q), Q^-_0(q)] \times [\hat{Q}^-_N(q), \hat{Q}^-_N(q)] \). Then \( E(q) \) consists of points \((\xi_1, \xi_2, \ldots, \xi_{N-1}, \xi_N)\) such that \((\xi_1, \xi_N) \in I(q)\), and \((\xi_2, \ldots, \xi_{N-1}) \in \prod_{1 < i < N} [\max\{Q^-_1(\xi_N), Q^-_1(\xi_1)\}, \min\{\hat{Q}^-_1(\xi_N), \hat{Q}^-_1(\xi_1)\}] \). Each slice \( E(q) \) is homeomorphic to an \( N \)-dimensional ball and \( \partial E(q) = \bigcup_{i=1}^N \partial_i^\pm E \), where:

1. (a) On \( \partial_i^\pm E \), the \( \xi \)-projection of \( \nabla J \) is inward and \( \xi_1 = Q^+_0(q) \).
2. (b) On \( \partial_i^\pm E \), the \( \xi \)-projection of \( \nabla J \) is outward and \( \xi_N = \hat{Q}^-_N(q) \).
3. (c) For all \( 1 < i < N \), on \( \partial_i^\pm E \) we have \( \xi_i = \min\{Q^+_1(\xi_N), Q^-_1(\xi_1)\} \).
4. (d) For all \( 1 < i < N \), on \( \partial_i^\pm E \) we have \( \xi_i = \max\{Q^-_1(\xi_N), Q^-_1(\xi_1)\} \).

This concludes the step.

**Step 2: The auxiliary functions \( A^\pm \).** Denote by \( \pi \nabla J(x) \) the projection of \( \nabla J(x) \). As before we set \( \partial_{\text{in}} E(q) := \{ x \in \partial E(q) \mid \xi - \pi \nabla J(x) \text{ is inward} \} \) and \( \partial_{\text{out}} E(q) := \{ x \in \partial E(q) \mid \xi - \pi \nabla J(x) \text{ is outward} \} \). Define \( A^\pm: [Q^+_0(q), Q^-_0(q)] \to \mathbb{R} \) by

\[
A^\pm(\xi_1) := (Q^\pm_{N-1} \circ \cdots \circ Q^\pm_1)(\xi_1).
\]

On the other hand

\[
Q^\pm(q) = (Q^\pm_N \circ \cdots \circ Q^\pm_1 \circ Q^\pm_0)(q) > \pm q,
\]

It follows from (7.3) and (7.4) that

\[
A^+(Q^+_0(q)) > \hat{Q}^+_N(q) \quad \text{and} \quad A^-(Q^-_0(q)) < \hat{Q}^-_N(q).
\]

This concludes Step 2.

**Step 3: case by case analysis.** Equations (7.5) determine the direction of \( \nabla J \) across \( \partial_i^\pm E \), \( 1 < i < N \), based on whether the graph of \( ^2 \xi_N = A^\pm(\xi_1) \) cuts \( I(q) \). There are four cases:

1. (C.i) \( A^+(Q^+_0(q)) > \hat{Q}^+_N(q) \) and \( A^-(Q^-_0(q)) < \hat{Q}^-_N(q) \);
2. (C.ii) \( A^+(Q^+_0(q)) < \hat{Q}^-_N(q) \) and \( A^-(Q^-_0(q)) < \hat{Q}^-_N(q) \);
3. (C.iii) \( A^+(Q^+_0(q)) > \hat{Q}^-_N(q) \) and \( A^-(Q^-_0(q)) > \hat{Q}^-_N(q) \);
4. (C.iv) \( A^+(Q^+_0(q)) < \hat{Q}^-_N(q) \) and \( A^-(Q^-_0(q)) > \hat{Q}^-_N(q) \).

By Proposition 7.1, if \( 1 < i < N \) is even (respectively odd) \( \nabla J \) is inward (respectively outward) along \( \partial_i^\pm D \). \( \nabla J \) is outward on \( \partial_i^\pm D \) and inward on \( \partial_i^\pm D \).

---

\( ^2 \) the increasing function
Figure 7.1. Gradient flows in (C.i) with the top/bottom view of $D$ if $N = 3$. If (C.i) occurs, then $A^+(\xi_1) > \xi_N$ and $A^-(\xi_1) < \xi_N$ for every $(\xi_1, \xi_N) \in I(q)$. As a result, $Q_i^+(\xi_N) < Q_i^+(\xi_1)$ and $Q_i^-(\xi_N) > Q_i^-(\xi_1)$ for all $1 < i < N$. Hence $\text{Int}(\partial_i^\pm E) = \partial_i^\pm D$ and $\nabla J$ is inward (respectively outward) on $\text{Int}(\partial_i^\pm E)$ if $i$ is even (respectively odd). So $\partial_{in} E(q)$ is connected and $\partial_{out} E(q)$ is disconnected (see Figures 7.1 and 7.2).

Figure 7.2. The connected components of $\partial_{out} D$ in (C.i), when $N = 3$. In fact

\begin{equation}
\partial_{in} E(q) = \partial_0 D \cup \bigcup_{1 < i < N} \partial_i D
\end{equation}

cuts through $\partial_{out} E(q)$ and $\partial_0^+ D, \partial_N^+ D$ are the connected components of $\partial_{out} E(q)$.

If (C.ii) occurs, then $A^-(\xi_1) < \xi_N$ for every $(\xi_1, \xi_N) \in I(q)$ but the graph of $\xi_N = A^+(\xi_1)$ divides $I(q)$ into sets $I_2(q)$ and $I_1(q)$, respectively below and above the graph of $A^+$. Indeed, for all $1 < i < N$ we have that:

\begin{equation}
\hat{Q}_i^+(\xi_N) < Q_i^+(\xi_1), \quad \forall (\xi_1, \xi_N) \in I_2(q), \quad \forall (\xi_1, \xi_N) \in I_1(q).
\end{equation}

It follows from (7.7) that for all $1 < i < N$:
Figure 7.3. Gradient flows in (C.ii) with the top/bottom view of $D$, if $N = 3$.

(a) $\text{Int}(\partial^- E) = \tilde{\partial}^- D$ and $\nabla I$ is inward on $\text{Int}(\partial^- E)$;
(b) $\text{Int}(\partial^+ E) = \tilde{\partial}^+_E \cup \tilde{\partial}^+_D$ and $\nabla I$ is inward (respectively outward) on $\text{Int}(\tilde{\partial}_+ D)$ (respectively $\text{Int}(\tilde{\partial}^+ D)$).

Hence $\partial_{in} E(q)$ as in (7.6) is connected and $\partial_{out} E(q)$ is disconnected. In fact $\partial_{in} E(q)$ cuts through $\partial_{out} E(q)$, and we have a disjoint union of two connected sets $\partial_{out} E(q) = (\tilde{\partial}^-_N D \cup \tilde{\partial}^-_1 D) \sqcup \tilde{\partial}^-_N D$ (see Figures 7.3 and 7.4).

Figure 7.4. Possible connected components of $\partial_{out} D$ in (C.ii), when $N = 3$.

(C.iii) is analogous to (C.ii): $\partial_{in} E(q)$ is connected and the connected components of $\partial_{out} E(q)$ are $\tilde{\partial}^-_N D$ and $\tilde{\partial}^-_N D \cup \tilde{\partial}^-_1 D$. Similarly if (C.iv) occurs, then $\partial_{in} E(q)$ is connected and the connected components of $\partial_{out} E(q)$ are $\tilde{\partial}^-_N D \cup \tilde{\partial}_+ D$ and $\tilde{\partial}^-_N D \cup \tilde{\partial}_- D$.

\[ \square \]

7.4. Fixed points. Now we prove a result which implies the $N \geq 3$ case in Theorem C.

**Theorem 7.3.** Let $Z(\omega)$ be the set of critical points of $I$ and $\hat{Z} := \{q \mid (q, \xi) \in Z(\omega)\}$. Then:
(a) $\sup \hat{Z} = +\infty$ and $\inf \hat{Z} = -\infty$ with probability 1;
(b) $\hat{Z}$ has infinitely many critical points in $D$ almost surely.
Proof. (b) follows from (a). Consider the ordinary differential equation

\[
\begin{align*}
q'(t) &= \mathcal{J}_q(q(t), \xi(t); \omega) = \mathcal{I}_\omega(\tau_q(t)\omega, \xi(t)), \\
\xi'(t) &= \mathcal{I}_\xi(q(t), \xi(t); \omega) = \mathcal{I}_\xi(\tau_q(t)\omega, \xi(t)).
\end{align*}
\]

Now we distinguish two cases (in analogy with the proof of Theorem 5.5).

Case 1. (The map \(q(t)\) is unbounded either as \(t \to \infty\) or \(t \to -\infty\)). Analogously to the proof of Case 1 in Theorem 5.5, one can show that for all \(\omega \in \Omega\) there exists \(\xi(\omega)\) such that \((\omega, \xi(\omega))\) is a critical point for \(\mathcal{J}\). In particular \(\mathcal{J}\) has a continuum of critical points.

Case 2. (The map \(q(t)\) is always bounded as \(t \to \pm \infty\)). We want to show that \(\mathcal{J}\) has critical points strictly inside of \(D = D(\omega)\). Let us first assume by contradiction that \(\mathcal{J}\) has no critical point inside of \(D(\omega)\) for a realization of \(\omega\). Consider the flow \(\phi^t(q, \xi) := (q(t), \xi(t)) = x(t)\), which starts at the point \(x = (q, \xi)\). Since \(q(t)\) stays bounded and we are assuming that there is no critical point inside, the flow must enter at some negative time \(e'(x)\), and exit at some positive time \(e(x)\). Write \(\hat{\phi}(x) = \phi^{e(x)}(x)\) and \(\hat{\phi}'(x) = \phi^{e'(x)}(x)\). Note that the sets \(\partial_{\text{in}}D\) and \(\partial_{\text{out}}D\) are open relative to \(\partial D\). Write \(\partial_{\text{in}}D = \bigcup_a \Gamma^a_{\text{in}}\) and \(\partial_{\text{out}}D = \bigcup_b \Gamma^b_{\text{out}}\), where \(\Gamma^a_{\text{in}}\) and \(\Gamma^b_{\text{out}}\) denote various connected components of \(\partial_{\text{in}}D\) and \(\partial_{\text{out}}D\). For a pair of connected components \(\Gamma^a_{\text{in}}\) and \(\Gamma^b_{\text{out}}\), we write \(D_{a,b} = \{(x) \in \text{Int}(D) | \hat{\phi}'(x) \in \Gamma^a_{\text{in}}, \hat{\phi}(x) \in \Gamma^b_{\text{out}}\}\).

We now argue that each \(D_{a,b}\) is open simply because the functions \(\hat{\phi}(x)\) and \(\hat{\phi}'(x)\) are continuous. For example, \(\hat{\phi}\) is continuous at \(x\) because we may extend \(\mathcal{J}\) near \(\hat{\phi}(x)\) across the boundary so that for some small \(\varepsilon > 0\), the flow \(\hat{\phi}(x)\) is well-defined and lies outside \(D\) for \(t \in (e(x), e(x) + \varepsilon)\). We can then guarantee that \(\hat{\phi}'(y)\) is close to \(\hat{\phi}'(x)\) for \(t \in [0, e(x) + \varepsilon]\) and \(y\) sufficiently close to \(x\). As a result, for \(y\) sufficiently close to \(x\), the point \(\hat{\phi}^{e'(y)}(y)\) is close to \(\hat{\phi}^{e(x)}(x)\), concluding the continuity of \(\hat{\phi}\). On the other hand from \(\text{Int}(D) = \bigcup_{a,b} D_{a,b}\) we deduce that both \(\partial_{\text{in}}D\) and \(\partial_{\text{out}}D\) are connected because \(\text{Int}(D)\) is connected. This is impossible by Lemma 7.2. Hence \(\mathcal{J}\) has at least one critical point in \(\text{Int}(D)\) and \(Z(\omega) \neq \emptyset\).

It remains to show that the set \(Z(\omega)\) is unbounded on both sides. We only verify the unboundedness from above as the boundedness from below can be established in the same way. Suppose to the contrary that \(Z(\omega)\) is bounded above with positive probability. Since

\[Z(t_\omega \omega = \tau_{-q} Z(\omega) = \{(a - q, \xi) | (a, \xi) \in Z(\omega)\},\]

by stationarity, we learn that the set \(Z(\omega)\) is bounded above almost surely. Define \(\bar{\tau}(\omega) = (\bar{q}(\omega), \bar{\xi}(\omega))\) by \(\bar{q}(\omega) = \max\{q | (q, \xi) \in Z(\omega)\}\) and \(\bar{\xi}(\omega) = \max\{\xi | (\bar{q}(\omega), \xi) \in Z(\omega)\}\). Again by (7.8), \(\bar{q}(\tau_a \omega) + a = \bar{q}(\omega)\) and \(\bar{\xi}(\tau_a \omega) = \bar{\xi}(\omega)\), for every \(a \in \mathbb{R}\). As a result, \(\mathbb{P}(\bar{q}(\omega) \geq \ell) = \mathbb{P}(\bar{q}(\tau_a \omega) + a \geq \ell) = \mathbb{P}(\bar{q}(\tau_a \omega) \geq \ell - a) = \mathbb{P}(\bar{q}(\omega) \geq \ell - a)\), for every \(a\) and \(\ell\). Since this is impossible unless \(\bar{q} = \infty\), we deduce that the set \(Z(\omega)\) is unbounded from above.

\section{Appendix: Poincaré-Birkhoff Theorem (1912)}

A diffeomorphism \(F: S \to S\),

\[F(q, p) = (Q(q, p), P(q, p))\]
is an area-preserving periodic twist if:

\begin{enumerate}
\item area preservation: it preserves area;
\item boundary invariance: it preserves \(\ell := \mathbb{R} \times \{-1\}\), i.e. \(P(q, \pm 1) := \pm 1\);
\item periodicity: \(F(q + 1, p) = (1, 0) + F(q, p)\) for all \(p, q\);
\item boundary twisting: \(F\) is orientation preserving and \(\pm Q(q, \pm 1) > \pm q\) for all \(q\).
\end{enumerate}
To emphasize the analogy with Section 1, we may alternatively replace (3) by

\[(3') \colon F(q, p) = (q + \bar{Q}(q, p), \bar{P}(q, p))\]

for a map \(\bar{F} := (\bar{Q}, \bar{P}) : S \to S\) such that \(\bar{F}(q+1, p) = \bar{F}(q, p)\) for all \((q, p)\), and (4) by

\[(4') \colon q \mapsto Q(q, \pm 1)\]

is increasing and \(\pm Q(q, \pm 1) > \pm q\) for all \(q\).

\[\text{Figure 8.1. Fixed point of an area-preserving twist defined by a flow.}\]

**Theorem 8.1** (Poincaré-Birkhoff). An area-preserving periodic twist \(F : S \to S\) has at least two geometrically distinct fixed points.

Theorem 8.1 was proved\(^3\) in certain cases by Poincaré [Po12]. Later Birkhoff gave a full proof and presented generalizations [Bi13, Bi26]; in [Bi66] he explored its applications to dynamics. See [BG97, Section 7.4] and [BN77] for an expository account.

Arnold formulated the higher dimensional analogue of Theorem 8.1: the Arnold Conjecture [Ar78] (see also [Au13], [Ho12] for discussions in a historical context). The first breakthrough on the conjecture was by Conley and Zehnder [CZ83], who proved it for the 2n-torus (a proof using generating functions was later given by Chaperon [Ch84]). The second breakthrough was by Floer [Fl88, Fl89, Fl89b, Fl91]. Related results were proven eg. by Hofer-Salamon, Liu-Tian, Ono, Weinstein [Ho85, HS95, LT98, On95, We83].
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