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Abstract

Safely interacting with humans is a significant challenge for autonomous driving. The performance of this interaction depends on machine learning-based modules of an autopilot, such as perception, behavior prediction, and planning. These modules require training datasets with high-quality labels and a diverse range of realistic dynamic behaviors. Consequently, training such modules to handle rare scenarios is difficult because they are, by definition, rarely represented in real-world datasets. Hence, there is a practical need to augment these datasets with synthetic data covering these rare scenarios. In this paper, we present a platform to model dynamic and interactive scenarios, generate the scenarios in simulation with different modalities of labeled sensor data, and collect this information for data augmentation. To our knowledge, this is the first integrated platform for these tasks specialized to the autonomous driving domain.

1 Introduction

Dynamic interactions with humans is a significant challenge for autonomous driving. Perception, behavior prediction, and planning modules of autonomous vehicle software stack play crucial roles in interacting with humans on the road. To train these machine learning-based modules, high quality labeled sensor data with diverse and realistic dynamic behaviors is essential. Handling rare scenarios for these modules is especially difficult because of the, by definition, small proportion of such scenarios in real-world training datasets. Hence, there is a practical need to augment these datasets with synthetic data. However, in simulation, modeling dynamic and interactive environments with complex spatiotemporal relations among multiple agents is expensive, and is a serious barrier to scalable data augmentation.

We present a platform to model and generate dynamic scenarios, and collect labeled sensor data with different sensor modalities. To our knowledge, this is the first integrated platform for these tasks specialized to the autonomous driving domain. We build on the SCENIC scenario description language for modeling and generating scenarios [1], extended to dynamic scenarios in [2]. SCENIC does not provide flexible features for generating sensor data, and in the context of data augmentation has only been used to generate static 2-dimensional RGB images [1][3]. In this work, we add features...
to SCENIC enabling it to serve as a dynamic scenario data generation platform, with the ability to:
(1) configure arbitrary number and types of sensors on the ego vehicle in simulation as they would
be mounted on a real autonomous car, (2) record data from these sensors along with corresponding
ground-truth labels, (3) extract specific types of sensor data from a recorded simulation, and (4)
visualize each type of recorded sensor data and labels. We open-source our platform [4], along with
340GB of labeled sensor data generated from example driving scenarios encoded in SCENIC.

2 Related Work

Several learning-based methods for scene generation have been proposed. Hierarchical spatial priors
between furniture are learned in [5, 6], which are then integrated into hand-crafted cost functions for
generating layouts of indoor scenes. In [7], a generative model is proposed to sequentially add objects
into scenes. In [8], a dataset generator is parametrized with a neural network. Generative Adversarial
Networks (GANs) [9] have also used for data augmentation [10, 11]. In contrast to such methods,
SCENIC does not require training nor a pre-existing dataset to construct generative models. Also, as a
probabilistic programming language, SCENIC can easily incorporate declarative constraints, while
producing data in an explainable, programmatic fashion requiring only a simulator.

Recently, domain-specific scenario description languages have been proposed for autonomous cars.
The Paracosm language [12] models dynamic scenarios with a reactive and synchronous model of
computation. Unlike SCENIC, it lacks probability distributions and declarative constraints, as well as
constructs like SCENIC’s interrupts which enable easy customization of generic dynamic behavior
models. The Measurable Scenario Description Language (M-SDL) [13] provides similar constructs
as SCENIC, but with some distinguishing features: (i) SCENIC provides a higher-level, declarative
way to specify geometric constraints, and (ii) SCENIC is fundamentally a probabilistic programming
language, as opposed to M-SDL, whose distributions are optional.

3 SCENIC: A Formal Dynamic Scenario Description Language

3.1 Scenario Modelling

SCENIC [1, 2] is a formal scenario description language developed to model static and dynamic,
multi-agent scenarios to help designing and testing autonomous systems such as self-driving cars.
More precisely, SCENIC is a probabilistic programming language that enables users to specify distributions
over scenes (i.e., configurations of objects in space as well as their features) and dynamic behaviors. Furthermore, users can construct objects in an intuitive imperative style while simultaneously imposing declarative hard (i.e., strict) and soft (i.e., probabilistic) constraints. SCENIC’s concise, readable syntax simplifies modelling spatial and temporal relationships. This syntax pro-
SCENIC provides building blocks to encode typical geometric relations occurring in real-world driving scenarios, which would otherwise require complex non-linear expressions and constraints, as well as temporal constructs such as interrupts to model complex dynamic and reactive behaviors in a modular fashion.

### Scenario Generation

A SCENIC program not only serves as a scenario description but also as a source of synthetic data. An execution of the SCENIC program samples an environment according to the probabilistic distributions defined in the program. At the beginning of program execution, SCENIC samples the static aspects of the environment, e.g. the initial positions and orientations of objects, to define the initial condition for a simulation. As the simulation runs, SCENIC may sample further random variables pertaining to the dynamic aspects of the environment, for example delays between events. The SCENIC program and an interfaced simulator communicate every simulation timestep to generate reactive behaviors. The simulator sends all objects’ ground-truth states (e.g., speed, heading, and position) to a server running the program. Given this information, the server chooses and sends to the client (i.e., the simulator) the next action (e.g. set throttle, steering angle, brake, etc) to be simulated for each agent during the next simulation timestep.

For example, consider a scenario where a badly-parked car by the curb suddenly pulls into the lane that the ego vehicle is driving on. A snippet of a SCENIC program modeling this scenario is shown in Figure 2. Data generated with this program is shown in Figure 3.

### Platform Pipeline

The main contribution of this paper is a platform to generate any size of synthetic dataset covering dynamic scenarios of interest. We used the CARLA simulator [14] as a simulation and data generation engine for this platform. However, SCENIC is simulator-independent and can be interfaced with different simulators to collect data if the they support relevant functionalities.

As illustrated in Figure 1, the input to the platform is a batch of SCENIC programs, each modeling a particular dynamic scenario. In addition, one can configure any number of camera and lidar sensors, each with its own set of parameters (e.g., sensor position, resolution and field of view for video cameras, or rotational frequency for lidar). The duration of each simulation as well as the number of simulations to run per scenario are adjustable. The SCENIC programs and configuration settings are compiled and sent to CARLA to output a dataset of recorded scenarios, complete with ground-truth annotations for each sensor. These are RGB video and lidar data with ground-truth annotations for

---

```python
## DEFINING BEHAVIORS
behavior CutInBehavior(laneToFollow, target_speed):
    while (distance from self to ego) > CUT_IN_TRIGGER_DISTANCE:
        wait
do FollowLaneBehavior(laneToFollow = laneToFollow, target_speed=target_speed)

behavior EgoBehavior(target_speed):
    try:
do FollowLaneBehavior(target_speed=target_speed)
    interrupt when withinDistanceToAnyObjs(self, SAFETY_DISTANCE):
do CollisionAvoidance()

## DEFINING SPATIAL RELATIONS
ego = Car on ego_lane.centerline,
with behavior EgoBehavior(target_speed=EUG_SPEED)

spot = OrientedPoint on visible curb
parkedHeadingAngle = Uniform(-1,1)*Range(10,20) deg
badlyparkedCar = Car left of spot,
facing parkedHeadingAngle relative to roadDirection,
with behavior CutInBehavior(ego_lane, target_speed=PARKEDCAR_SPEED)
```

Figure 2: Part of a SCENIC program modeling a badly-parked car pulling into the ego’s driving lane.
semantic segmentation, depth information, labeled point clouds, and 2D/3D bounding boxes as shown in Figure 3. The details of how to use our platform are available at [4].

Our implementation also comes with an API to browse the synthetic datasets output by the platform, offering a way of programmaticaly interacting with annotated data in order to train and evaluate machine learning models. For instance, the API includes helper functions to project ground-truth 3D bounding box annotations to 2D bounding boxes on any given camera (implicitly computing the camera’s calibration matrix), and other functions to visualize semantic point clouds with color labels.

5 Experiments

To demonstrate the effectiveness of the platform, we created a synthetic dataset of hundreds of simulated video recordings. This data were generated from a variety of SCENIC programs representing a range of different driving scenarios. Many of these scenarios were adapted from the CARLA Autonomous Driving Challenge Scenarios [15], which are derived from a pre-crash typology reported by the National Highway Traffic Safety Administration [16]. Others were chosen from the Voyage’s Open Autonomous Safety [17], an open-source library containing commonly-encountered road scenarios used for AV safety testing. Additional scenarios capturing high-density traffic situations, such as bumper-to-bumper lines of cars and slow-moving intersectional left turns, were also included. Each scenario was implemented as a SCENIC program and small variations such as background vehicles were added to the scenarios provided in [15] and [17] in order to make the simulations more realistic.

For the synthetic dataset, an RGB camera was used to record front-facing videos for the ego vehicle, along with ground-truth depth and semantic segmentation data. In addition, a lidar sensor recorded 360-degree sweeps of the scene, including semantic labels for each point. The simulator directly reported 3D bounding boxes for objects in the scene, whose coordinates were transformed to be relative to the ego. Figure 3 illustrates the provided annotations on a single frame. The video camera and lidar sensor were placed at the same location on the ego vehicle’s hood, exactly 2.4 meters off the ground. The video camera recorded 15 frames per second at a resolution of 1280x720, with a 90 degree horizontal field of view (FoV). Per-pixel-depth information and semantic labels were also captured. The lidar sensor ran at a frequency of approximately 15 sweeps per second, recording about 22,000 points per sweep. A complete description of all the semantic tags and exact sensor configurations can be found at [4].
6 Conclusion

We presented a platform to model dynamic and interactive scenarios of interest, generate such scenarios in simulation, collect annotated sensor data, and visualize the recorded data. Our platform allows researchers and developers to configure sensors as installed on their real autonomous car to help them reduce the domain gap between the real world and the synthetic dataset. We hope that our platform can assist in designing systems to safely interact with humans on the road by allowing fine-grained control over the distributions of different types of scenarios in the dataset.
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