THE MORDELL-WEIL BASES FOR THE ELLIPTIC CURVE OF
THE FORM \( y^2 = x^3 - m^2x + n^2 \)
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Abstract. Let \( E_{m,n} \) be an elliptic curve over \( \mathbb{Q} \) of the form \( y^2 = x^3 - m^2x + n^2 \), where \( m \) and \( n \) are positive integers. Brown and Myers showed that the curve \( E_{1,n} \) has rank at least two for all \( n \). In the present paper, we specify the two points which can be extended to a basis for \( E_{1,n}(\mathbb{Q}) \) under certain conditions described explicitly. Moreover, we verify a similar result for the curve \( E_{m,1} \), which, however, gives a basis for the rank three part of \( E_{m,1}(\mathbb{Q}) \).

1. Introduction

Let \( m, n \) be positive integers and \( E_{m,n} \) the elliptic curve defined by

\[ y^2 = x^3 - m^2x + n^2. \]

Brown and Myers ([3]) examined the curve \( E_{1,n} \) and found that the group \( E_{1,n}(\mathbb{Q}) \) of rational points on \( E_{1,n} \) over \( \mathbb{Q} \) has rank at least two as far as \( n \geq 2 \). After that, the curve \( E_{m,1} \) was studied by Antoniewicz ([1]), who showed that the group \( E_{m,1}(\mathbb{Q}) \) has rank at least two if \( m \geq 2 \) and has rank at least three if \( m \geq 4 \) with \( m \equiv 0 \pmod{4} \) or \( m = 7 \), which partially gave an answer to the problem raised in ([3]). Both curves above were further investigated in Eikenberg’s dissertation ([5]), where it was shown that the group \( E_{1,n}(\mathbb{Q}(n)) \) of \( \mathbb{Q}(n) \)-rational points is generated by the points \((0,n)\) and \((1,n)\) ([5, Corollary 3.1.2]), and that the group \( E_{m,1}(\mathbb{Q}(m)) \) of \( \mathbb{Q}(m) \)-rational points is generated by the points \((0,1), (m,1) \) and \((-1,m)\) ([5, Theorem 5.1.1]). Note that \( \mathbb{Q}(n) \) and \( \mathbb{Q}(m) \) in the assertions above are function fields. For high rank curves of the forms \( E_{1,n} \) and \( E_{m,1} \), see Tadić’s papers ([19], [20]).

Let \( P_0 = (0,n) \) and \( P_{\pm 1} = (\pm m,n) \) be integral points on \( E_{m,n} \). It is easy to see that these points satisfy the relation

\[ P_0 + P_{+1} + P_{-1} = O. \]

Denote by \( \Delta_{m,n} \) the discriminant of \( E_{m,n} \), which equals \(-16(27n^4 - 4m^6)\). The purpose of the present paper is to determine the bases for \( E_{1,n}(\mathbb{Q}) \) and \( E_{m,1}(\mathbb{Q}) \) under certain conditions described explicitly.

Theorem 1.1. Let \( m, n \) be coprime positive integers. Assume that the \( p \)-primary part of \( \Delta_{m,n} \) is square-free for any prime \( p > 3 \).

(1) If \( m = 1 \) and \( n \geq 2 \), then \( \{P_0, P_{-1}\} \) can be extended to a basis for \( E_{m,n}(\mathbb{Q}) \).

(2) If \( n = 1 \) and \( m \geq 4 \), then \( \{P_0, P_{-1}, P_2\} \) can be extended to a basis for \( E_{m,n}(\mathbb{Q}) \), where \( P_2 = (-1, m) \in E_{m,1}(\mathbb{Q}) \).

Remark 1.2. For some particular cases with \( n = 1 \) we have the following results:
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\[ E_{1,1}(Q) = \langle P_{+1} \rangle \text{ and } P_0 = -3P_{+1}; \]
\[ E_{2,1}(Q) = \langle P_0, P_{-1} \rangle; \]
\[ E_{3,1}(Q) = \langle P_0, P_2 \rangle \text{ and } P_{+1} = 2P_2; \]
\[ E_{7,1}(Q) = \langle P_0, P_2, (-3, 11) \rangle \text{ and } P_{+1} = -2(-3, 11); \]
\[ E_{24,1}(Q) = \langle P_0, P_2, (-10, 69) \rangle \text{ and } P_{+1} = -2(-10, 69); \]

where \( E_{7,1} \) and \( E_{24,1} \) do not satisfy the above assumption about \( \Delta_{m,n} \).

While Eikenberg used the theory of Mordell-Weil lattices (see [14]) to find the bases for \( E_{1,n}(Q(n)) \) and \( E_{m,1}(Q(m)) \), we appeal to explicit estimates of canonical heights to show Theorem 1.1. There are several literatures describing explicitly the bases for the Mordell-Weil groups of parametric families of elliptic curves \( E \) over \( Q \) under the assumption that \( E \) has rank two or three (see, e.g., [4], [7], [8], [9], [10], [11]). However, as far as we can see, Theorem 1.1 is the first result giving the bases in the cases where the \( j \)-invariants of \( E \) are not equal to 0 or 1728. Although in general it is needed in order to get better lower bounds for canonical heights (see Propositions 4.1 and 5.4), in case \( n = 1 \) the assumption on \( \Delta_{m,1} \) is crucial because, otherwise, the assertion does not hold for \( m \in \{7, 24\} \), as seen in Remark 1.2. Furthermore, one can expect that almost all of \( m \) or \( n \) satisfy the assumption on \( \Delta_{m,1} \). More precisely, assuming that the abc conjecture is true, we can estimate the density of \( n \) (resp. \( m \)) satisfying the assumption on \( \Delta_{1,n} \) (resp. \( \Delta_{m,1} \)) in Theorem 1.1.

Proposition 1.3. For \( x > 0 \) define
\[ N(x) = \# \{ n \in (0, x] ; \text{ the } p\text{-primary part of } \Delta_{1,n} \text{ is square-free for any } p > 3 \}, \]
\[ M(x) = \# \{ m \in (0, x] ; \text{ the } p\text{-primary part of } \Delta_{m,1} \text{ is square-free for any } p > 3 \}. \]

Suppose the abc conjecture is true. Then there exist constants \( \kappa_1, \kappa_2 > 0.97 \) such that
\[ N(x) \sim \kappa_1 x, \quad M(x) \sim \kappa_2 x. \]

The organization of this paper is as follows. In Section 2, we quote the results from [3] and [1] which show that \( E_{m,n}(Q) \) is torsion-free and has rank at least two under the assumptions in Theorem 1.1. In Section 3, we examine the reduction types and the \( x \)-intercepts of \( E_{m,n} \), which are needed in computing the canonical heights in the following sections. Section 4 is devoted to prove Theorem 1.1 (1). In Section 5, we prove Theorem 1.1 (2) and Proposition 1.3.

2. Preliminaries

First, we have the following proposition by Brown and Myers ([3, Theorem 3]) and Antoniewicz ([1, Theorem 2.3]).

Proposition 2.1. Assume that one of the following holds:
- \( m = 1 \) and \( n \geq 1 \);
- \( n = 1 \) and \( m \geq 1 \).

Then, \( E_{m,n}(Q)_{\text{tors}} = \{O\} \).

Next, in view of Lemma 6 in [3] and Lemmas 3.1 and 3.9 in [1], we have the following proposition.

Proposition 2.2. Assume that one of the following holds:
Lemma 3.3. If \( p \) is divisible by 3, the possible reduction type is II or III by the table. Transferring \( p > 3 \), then either \( v_p(c_4) < 4 \) or \( v_p(c_6) < 6 \) always holds. If \( p \in \{2, 3\} \), then \( v_p(\Delta) < 12 \) always holds.

Lemma 3.4. If \( \gcd(m, n) = 1 \), then the reduction type of \( E_{m,n} \) at 3 is as follows:

1. I\(_0\) if \( m \not\equiv 0 \pmod{3} \)
2. II if \( m \equiv 0 \pmod{3} \) and \( n \not\equiv \pm 1 \pmod{9} \)
3. III otherwise

Proof. If \( m \not\equiv 0 \pmod{3} \), then \( \Delta_{m,n} \) is not divisible by 3 and we have I\(_0\).

Next assume \( m \equiv 0 \pmod{3} \). Then \( n \not\equiv 0 \pmod{3} \) and \( \ord_3(\Delta_{m,n}) = 3 \). Now there exists a minimal Weierstrass equation \( y^2 = x^3 + a_4x + a_6 \) for \( E_{m,n} \) such that \( a_2, a_4, a_6 \) and the discriminant \( \Delta \) are as described in the table of Exercise 4.47 in [18]. Since the equation \( y^2 = x^3 - m^2x + n^2 \) is also minimal, we can transform \( y^2 = x^3 + a_4x + a_6 \) to \( y^2 = x^3 - m^2x + n^2 \) by some \([1, r, s, t]\), where \([u, r, s, t]\) means the transformation

\[
\begin{align*}
x &\mapsto u^2x + r, \\
y &\mapsto u^3y + su^2x + t.
\end{align*}
\]

Then it turns out that \( r = s = t = 0 \) and so definitively \( a_4 = -m^2 \), \( a_6 = n^2 \). Since if \( p \) divides \( \Delta_{m,n} \), then \( p \) divides neither \( m \) nor \( n \), we see that the possible reduction type is I\(_k\) by the table of Exercise 4.47.

3. LOCAL STUDY OF THE CURVE

Lemma 3.1. If \( \gcd(m, n) = 1 \), then the Weierstrass equation

\[
y^2 = x^3 - m^2x + n^2
\]

for \( E_{m,n} \) is global minimal.

Proof. In view of [16, VII, Remark 1.1], it suffices to show that at least one of \( v_p(c_4) < 4 \), \( v_p(c_6) < 6 \) and \( v_p(\Delta) < 12 \) holds for every prime \( p \). Now we have

\[
c_4 = 2^4 \cdot 3m^2, \quad c_6 = -2^5 \cdot 3^3n^2, \quad \Delta = 2^4(2^2m^6 - 3^3n^4).
\]

If \( p > 3 \), then either \( v_p(c_4) < 4 \) or \( v_p(c_6) < 6 \) always holds. If \( p \in \{2, 3\} \), then \( v_p(\Delta) < 12 \) always holds.

Lemma 3.3. If \( \gcd(m, n) = 1 \), then for a prime \( p > 3 \) the reduction type of \( E_{m,n} \) at \( p \) is I\(_k\) (the Kodaira symbol), where \( k = \ord_p(\Delta_{m,n}) \).

Proof. There exists a minimal Weierstrass equation \( y^2 = x^3 + a_4x + a_6 \) for \( E_{m,n} \) such that \( a_4, a_6 \) and the discriminant \( \Delta \) are as described in the table of Exercise 4.47 in [18]. Since the equation \( y^2 = x^3 - m^2x + n^2 \) is also minimal, we can transform \( y^2 = x^3 + a_4x + a_6 \) to \( y^2 = x^3 - m^2x + n^2 \) by some \([1, r, s, t]\), where \([u, r, s, t]\) means the transformation

\[
\begin{align*}
x &\mapsto u^2x + r, \\
y &\mapsto u^3y + su^2x + t.
\end{align*}
\]

Then it turns out that \( r = s = t = 0 \) and so definitively \( a_4 = -m^2 \), \( a_6 = n^2 \). Since if \( p \) divides \( \Delta_{m,n} \), then \( p \) divides neither \( m \) nor \( n \), we see that the possible reduction type is I\(_k\) by the table of Exercise 4.47.

Lemma 3.4. If \( \gcd(m, n) = 1 \), then the reduction type of \( E_{m,n} \) at 3 is as follows:

1. I\(_0\) if \( m \not\equiv 0 \pmod{3} \)
2. II if \( m \equiv 0 \pmod{3} \) and \( n \not\equiv \pm 1 \pmod{9} \)
3. III otherwise

Proof. If \( m \not\equiv 0 \pmod{3} \), then \( \Delta_{m,n} \) is not divisible by 3 and we have I\(_0\).

Next assume \( m \equiv 0 \pmod{3} \). Then \( n \not\equiv 0 \pmod{3} \) and \( \ord_3(\Delta_{m,n}) = 3 \). Now there exists a minimal Weierstrass equation \( y^2 = x^3 + a_2x^2 + a_4x + a_6 \) for \( E_{m,n} \) such that \( a_2, a_4, a_6 \) and the discriminant \( \Delta \) are as described in the table of Exercise 4.47 in [18]. Since the equation \( y^2 = x^3 - m^2x + n^2 \) is also minimal, we can transform \( y^2 = x^3 + a_2x^2 + a_4x + a_6 \) to \( y^2 = x^3 - m^2x + n^2 \) by some \([1, r, s, t]\). In particular, the discriminants of the two equations are the same. Then we have \( a_2 = -3r \). So since \( a_2 \) is divisible by 3, the possible reduction type is II or III by the table. Transforming \( y^2 = x^3 - m^2x + n^2 \) by \([1, -1, 0, 0]\), we have the equation

\[
y^2 = x^3 - 3x^2 - (m^2 - 3)x + m^2 + n^2 - 1.
\]
Note that $m^2 + n^2 - 1$ is divisible by 3, since $n \not\equiv 0 \pmod{3}$. Further it turns out that $m^2 + n^2 - 1$ is divisible by 9 if and only if $n \equiv \pm 1 \pmod{9}$. Tate’s algorithm ([18, p. 366]) with the fact completes the proof. □

**Lemma 3.5.** The reduction type of $E_{m,n}$ at 2 is as follows:

1. IV if $n \equiv 1 \pmod{2}$
2. III if $n \equiv 0 \pmod{2}$ and $m \equiv 1 \pmod{2}$

**Remark 3.6.** If $n \equiv m \equiv 0 \pmod{2}$, then various reduction types are possible.

**Proof.** First assume $n \equiv 1$, $m \equiv 0 \pmod{2}$. By transforming the equation (3.2) by $[1,0,0,1]$ we have the equation

$$y^2 + 2y = x^3 - m^2x + n^2 - 1$$

with the quantities

$$b_8 = -m^4, \quad b_6 = 4n^2.$$ 

Then $b_8 \equiv 0 \pmod{8}$ and $b_6 \equiv 4 \pmod{8}$, which indicate the type IV by Tate’s algorithm ([18, p. 366]).

Next assume $n \equiv 1$, $m \equiv 1 \pmod{2}$. By transforming the equation (3.2) by $[1,1,1,1]$ we have the equation

$$y^2 + 2xy + 2y = x^3 + 2x^2 + (1 - m^2)x - m^2 + n^2$$

with the quantities

$$b_8 = -m^4 - 6m^2 + 12n^2 + 3, \quad b_6 = -4m^2 + 4n^2 + 4.$$ 

Then $b_8 \equiv -1 - 6 + 12 + 3 \equiv 0 \pmod{8}$ and $b_6 \equiv -4 + 4 + 4 \equiv 4 \pmod{8}$, which indicate the type IV by Tate’s algorithm.

Assume $n \equiv 0$, $m \equiv 1 \pmod{2}$. By transforming the equation (3.2) by $[1,1,1,0]$ we have the equation

$$y^2 + 2xy = x^3 + 2x^2 + (3 - m^2)x - m^2 + n^2 + 1$$

with the quantities

$$b_8 = -m^4 - 6m^2 + 12n^2 + 3.$$ 

Then $b_8 \equiv -1 - 6 + 3 \equiv 4 \pmod{8}$ which indicates the type III by Tate’s algorithm. □

The next lemma is related to bounds for the real components of $E_{m,n}$.

**Lemma 3.7.** Put $f(x) = x^3 - m^2x + n^2$ and $l = n^{2/3} > 0$. If $27n^4 - 4m^6 > 0$, then $f(x)$ has only one real root, which is bounded below by each of

$$-l \left(1 + \frac{m^2}{3l^2}\right), \quad -m \left(1 + \frac{l^3}{2m^3}\right).$$

If $27n^4 - 4m^6 < 0$, then $f(x)$ has three real roots $\alpha$, $\beta$, $\gamma$. Further if we assume $m/l \geq 3^{1/3} = 1.4422 \cdots$ and $\alpha < \beta < \gamma$, then we have the estimates

$$-m \left(1 + \frac{l^3}{2m^3}\right) < \alpha < 0 < \beta < \frac{2l^3}{m^2} \leq m \left(1 - \frac{l^3}{m^3}\right) < \gamma.$$
Proof. It is widely known that the number of the real roots of a cubic polynomial depends on the sign of the discriminant \( \Delta = -16(27n^4 - 4m^6) \) and so we only show about the bounds.

We have

\[
 f\left(-l - \frac{m^2}{3l}\right) = -\frac{m^6}{(27l^3)} < 0, \quad f\left(-m - \frac{l^3}{2m^2}\right) = -\frac{\frac{6}{8}m^6 + \frac{l^3}{8m^6}}{< 0},
\]

which gives a proof for the one-real-root case.

Next we have

\[
 f\left(\frac{2l^3}{m^2}\right) = \frac{l^3 (m^6 - 2l^2)(m^4 + 2l^2m^2 + 4l^4)}{m^6} < 0, \\
 f\left(m\left(1 - \frac{l^3}{m^3}\right)\right) = \frac{-l^3 (m^6 - 3l^3m^3 + l^6)}{m^6} = \frac{-l^3 m^3 (m^3 - 3l^3) + l^9}{m^6} < 0, \\
 m\left(1 - \frac{l^3}{m^3}\right) - \frac{2l^3}{m^2} = \frac{m^3 - 3l^3}{m^2} \geq 0
\]

by the assumption \( m/l \geq 3^{1/3} \). Those facts with \( f(0) = n^2 > 0 \) give the estimates for \( \alpha, \beta, \gamma \).

\( \Box \)

Remark 3.8. The values \(-l - m^2/(3l)\) and \(-m - l^3/(2m^2)\) are obtained from the leading terms of the Taylor expansions around \( m = 0 \) and \( l = 0 \), respectively, of the explicit roots

\[
 x_0 = \left(\frac{\sqrt{27l^6 - 4m^6}}{6\sqrt{3}} - \frac{l^3}{2}\right)^{\frac{1}{3}} - \left(\frac{\sqrt{27l^6 - 4m^6}}{6\sqrt{3}} + \frac{l^3}{2}\right)^{\frac{1}{3}}
\]

of \( f(x) \).

4. Generators for \( E_{1,n}(\mathbb{Q}) \)

In this section we consider the curve \( E = E_{1,n} : y^2 = x^3 - x + n^2 \) over \( \mathbb{Q} \) and show that \( \{P_0, P_{-1}\} \) can be extended to a basis for \( E(\mathbb{Q}) \). Our method largely depends on estimates of the canonical height. We compute it through the decomposition into the sum of the local height functions. In this paper the definition of the local height function follows [LS, Chap. VI].

Proposition 4.1. Assume that \( n \geq 27 \) and that the \( p \)-primary part of \( \Delta_{1,n} = -16(27n^4 - 4) \) is square-free for any \( p > 3 \). Then for any rational non-torsion point \( P \in E_{1,n}(\mathbb{Q}) \) we have

\[
 \hat{h}(P) > \frac{1}{3} \log n - 0.619.
\]

Proof. We denote the local height function on \( E \) for a place \( p \) by \( \lambda_p \) and put \( v_p(\cdot) = -\log |\cdot|_p \).

First we compute \( \lambda_{\infty} \). To ease notation put \( l = n^{2/3} \geq 9 \). Further to use Tate’s series we take the Weierstrass model \( E' : y^2 = f(x - 2l - 1/(3l)) \), where \( f(x) = x^3 - x + n^2 \). (Our local height function is independent of models.) Then for any
\( Q' \in E'(\mathbb{R}) \) we have \( x(Q') > l \) by Lemma 3.7. By Tate’s series we have

\[
\lambda_\infty(P) = \frac{1}{2} \log |x(P')| + \frac{1}{8} \sum_{k=0}^\infty 4^{-k} \log |\zeta(2^k P')| + \frac{1}{12} v_\infty(\Delta),
\]

where \( P' \) is the corresponding point on \( E' \) to \( P \),

\[
z(P) = \frac{27 t^4 x^4 + (-648 t^6 - 162 t^4 - 18 t^2) x^2 + (1512 t^7 + 432 t^5 + 72 t^3 + 8 l) x - 648 t^8 - 108 t^6 + 27 t^4 - 6 t^2 - 1}{27 t^4 x^4}
\]

and \( x = x(P) \). We can regard \( z(P) \) as a function of the variable \( x \) and \( l \) in the domain \( D : 9 \leq l \leq x \) and denote it by \( z(x,l) \). Here by using the Mathematica functions “MaxValue” and “MinValue” ([22]) we can evaluate the maximum and the minimum of \( z(x,l) \) in \( D \) to \( z(9,9) = 9.0745 \cdots \) and \( z(0,9) = 0.09801 \cdots \), respectively, where \( x_0 = 25.054819 \cdots \).

Therefore for \( l \geq 9 \) and \( P \in E'(\mathbb{R}) \) we have

(4.2) \( \quad 0.098 < z(P) < 9.075. \)

(The upper bound is not necessary here, but used in Proposition 4.3) So we have

\[
\lambda_\infty(P) > \frac{1}{2} \log l + \log(0.098) \times \frac{1}{8} \sum_{k=0}^\infty 4^{-k} + \frac{1}{12} v_\infty(\Delta) = \frac{1}{3} \log n + \frac{\log(0.098)}{6} + \frac{1}{12} v_\infty(\Delta).
\]

Next we compute the local height for nonarchimedean places. Let \( \psi_2 \) and \( \psi_3 \) be the division polynomials of \( E \). Explicitly we have

\[
\psi_2 = 2y, \quad \psi_3 = 3x^4 - 6x^2 + 12n^2x - 1.
\]

If \( P \) reduces to a nonsingular point modulo 2, then

\[
\lambda_2(P) = \frac{1}{2} \log \max\{1, |x(P)|_2\} + \frac{1}{12} v_2(\Delta) \geq \frac{1}{12} v_2(\Delta).
\]

Put \( X = x(P) \) and \( Y = y(P) \). Assume \( P \) reduces to a singular point modulo 2. Then it is necessary that \( v_2(X) = 0 \) since \( v_2(f_2(X)) = v_2(3X^2 - 1) > 0 \) is needed, where \( f_2(x) = x^3 - x + n^2 \). If \( n \equiv 1 \pmod{2} \), then \( v_2(Y^2) = v_2(X^3 - X + n^2) = 0 \) and by Lemma 5.5 with [17] p. 353, (32)] we have

\[
\lambda_2(P) = \frac{1}{3} \log |\psi_2(P)|_2 + \frac{1}{12} v_2(\Delta) = \frac{1}{3} \log |2Y|_2 + \frac{1}{12} v_2(\Delta) = -\frac{1}{3} \log 2 + \frac{1}{12} v_2(\Delta).
\]

Similarly if \( n \equiv 0 \pmod{2} \), then since \( \psi_3(P) = 3X^4 - 6X^2 + 12n^2X - 1 \equiv 3 - 6 - 1 \equiv 4 \pmod{8} \), we have

\[
\lambda_2(P) = \frac{1}{8} \log |\psi_3(P)|_2 + \frac{1}{12} v_2(\Delta) = -\frac{1}{4} \log 2 + \frac{1}{12} v_2(\Delta).
\]

In any case

\[
\lambda_2(P) \geq -\frac{1}{3} \log 2 + \frac{1}{12} v_2(\Delta).
\]

For \( p = 3 \) by Lemma 3.4 the reduction type is \( I_0 \) and so

\[
\lambda_3(P) = \frac{1}{2} \log \max\{1, |x(P)|_3\} + \frac{1}{12} v_3(\Delta) \geq \frac{1}{12} v_3(\Delta).
\]
For \( p > 3 \) by Lemma 3.3 with the assumption that the \( p \)-primary part of \( 27n^4 - 4 \) is square-free, the reduction type is either \( I_0 \) or \( I_1 \). So \( P \) always reduces to a nonsingular point modulo \( p \) (e.g. \([18\text{ p. 365}]\)) and we have

\[
\lambda_p(P) = \frac{1}{2} \log \max\{1, |x(P)|_p\} + \frac{1}{12} v_p(\Delta) \geq \frac{1}{12} v_p(\Delta).
\]

Finally we have

\[
\hat{h}(P) = \sum_{p \leq \infty} \lambda_p(P)
\]

\[
> \frac{1}{3} \log n + \frac{\log(0.098)}{6} - \frac{1}{3} \log 2 + \sum_{p \leq \infty} \frac{1}{12} v_p(\Delta)
\]

\[
> \frac{1}{3} \log n - 0.619.
\]

\[\square\]

**Proposition 4.3.** Let \( P_0 = (0, n) \) and \( P_{-1} = (-1, n) \) be integral points on \( E_{1,n} \). Assume that \( n > 27 \). Then

\[
\hat{h}(P_0) < \frac{1}{3} \log n + 0.716,
\]

\[
\hat{h}(P_{-1}) < \frac{1}{3} \log n + 0.541.
\]

**Proof.** As in the proof of Proposition 4.1 we compute local heights of \( P_0 \) and \( P_{-1} \).

For \( p = \infty \) again we take the model \( E' : y^2 = (x-2l-1/(3l))^3-(x-2l-1/(3l)) + l^3 \), where \( l = n^{2/3} > 9 \). Then on \( E' \) the points

\[
P_0' = (2l + 1/(3l), n), \quad P_{-1}' = (-1 + 2l + 1/(3l), n)
\]

correspond to \( P_0 \) and \( P_{-1} \), respectively. By Tate’s series with the bound (4.2) we have

\[
\lambda_\infty(P_0) = \frac{1}{2} \log |2l + 1/(3l)| + \frac{1}{8} \sum_{k=0}^{\infty} 4^{-k} z(2^k P_0') + \frac{1}{12} v_\infty(\Delta)
\]

\[
< \frac{1}{2} \log |(2 + 9^{-2} \cdot 3^{-1})l| + \frac{1}{8} \sum_{k=0}^{\infty} 4^{-k} \cdot \log(9.075) + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \frac{1}{3} \log n + \frac{1}{2} \log(2 + 9^{-2} \cdot 3^{-1}) + \frac{1}{6} \log(9.075) + \frac{1}{12} v_\infty(\Delta)
\]

and

\[
\lambda_\infty(P_{-1}) = \frac{1}{2} \log |-1 + 2l + 1/(3l)| + \frac{1}{8} \sum_{k=0}^{\infty} 4^{-k} \log |z(2^k P_{-1}')| + \frac{1}{12} v_\infty(\Delta)
\]

\[
< \frac{1}{2} \log |2l| + \frac{1}{8} \sum_{k=0}^{\infty} 4^{-k} \cdot \log(9.075) + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \frac{1}{3} \log n + \frac{1}{2} \log 2 + \frac{1}{6} \log(9.075) + \frac{1}{12} v_\infty(\Delta).
\]
For $p = 2$ since $v_2(x(P_0)) > 0$ and $v_2(x(P_{-1})) = 0$, $P_0$ and $P_{-1}$ reduce to a nonsingular point and a singular point, respectively, modulo 2. Further recall if singular, then the reduction type is IV or III. So the same argument in the proof of Proposition 4.1 shows that

$$\lambda_2(P_0) = \frac{1}{2} \log \max(1, |x(P_0)|_2) + \frac{1}{12} v_2(\Delta) = \frac{1}{12} v_2(\Delta),$$

$$\lambda_2(P_{-1}) \leq -\frac{1}{4} \log 2 + \frac{1}{12} v_2(\Delta).$$

For $p \geq 3$ we have the trivial bounds valid for any integral point:

$$\lambda_p(P_0) \leq \frac{1}{12} v_p(\Delta), \quad \lambda_p(P_{-1}) \leq \frac{1}{12} v_p(\Delta).$$

By summing them up, we have

$$\hat{h}(P_0) < \frac{1}{3} \log n + \frac{1}{2} \log (2 + 9^{-2} \cdot 3^{-1}) + \frac{1}{6} \log(9.075) + \sum_{p \leq \infty} \frac{1}{12} v_p(\Delta)$$

$$< \frac{1}{3} \log n + 0.716$$

and

$$\hat{h}(P_{-1}) < \frac{1}{3} \log n + \frac{1}{2} \log 2 + \frac{1}{6} \log(9.075) - \frac{1}{4} \log 2 + \sum_{p \leq \infty} \frac{1}{12} v_p(\Delta)$$

$$< \frac{1}{3} \log n + 0.541.$$

\[ \square \]

**Theorem 4.4.** Let $P_0 = (0, n)$ and $P_{-1} = (-1, n)$ be integral points on $E_{1,n}$. Assume that $n > 1$ and the $p$-primary part of $\Delta_{1,n}$ is square-free for any $p > 3$. Then $\{P_0, P_{-1}\}$ can be extended to a basis for $E_{1,n}(\mathbb{Q})$.

**Proof.** By Proposition 2.1 $E_{1,n}(\mathbb{Q})$ is torsion-free and by Proposition 2.2 if $n > 1$, then $P_0$ and $P_{+1}$ are independent and so are $P_0$ and $P_{-1}$. Let $\nu$ be the index of the span of $P_0$ and $P_{-1}$ in $\mathbb{Z}G_1 + \mathbb{Z}G_2$, where $G_1$ and $G_2$ are points contained in a basis for $E_{1,n}(\mathbb{Q})$ such that $P_0, P_{-1} \in \mathbb{Z}G_1 + \mathbb{Z}G_2$. It is sufficient to show $\nu = 1$. By Siksek’s theorem (15) we have

$$\nu \leq \frac{2}{\sqrt{3}} \frac{\sqrt{R(P_0, P_{-1})}}{\lambda},$$

where $R(P_0, P_{-1})$ is the regulator of $\{P_0, P_{-1}\}$, explicitly,

$$R(P_0, P_{-1}) = \hat{h}(P_0)\hat{h}(P_{-1}) - \langle P_0, P_{-1} \rangle^2$$

$$= \hat{h}(P_0)\hat{h}(P_{-1}) - \frac{1}{4} \left( \hat{h}(P_0 + P_{-1}) - \hat{h}(P_0) - \hat{h}(P_{-1}) \right)^2$$

By summing them up, we have

$$\hat{h}(P_0) < \frac{1}{3} \log n + 0.716$$

and

$$\hat{h}(P_{-1}) < \frac{1}{3} \log n + 0.541.$$
and $\lambda$ is any positive lower bound of $\hat{h}$ for non-torsion points in $E_{1,n}(\mathbb{Q})$. Hence by Propositions 4.1 and 4.3 we have

$$\nu \leq \frac{2}{\sqrt{3}} \sqrt{\frac{\hat{h}(P_0)\hat{h}(P_{-1})}{\lambda}} \leq \frac{2}{\sqrt{3}} \sqrt{\left(\frac{1}{3}\log n + 0.716\right) \left(\frac{1}{3}\log n + 0.541\right)} \frac{1}{3} \log n - 0.619$$

for $n > 27$. By calculation we see that the right hand side is less than 3 for $n > 66$ and less than 5 for $n > 19$, which imply $\nu = 1$ for $n > 66$, and $\nu = 1$ or 3 for $27 < n \leq 66$, respectively. (Note that $2 \nmid \nu$ by Proposition 2.2.) Now by using the Magma function “DivisionPoints” ([2]) we can confirm that $P_0$, $P_{-1}$, $P_0 \pm P_{-1} \notin 3E(\mathbb{Q})$ for $27 < n \leq 66$, which implies even $\nu = 1$ for $27 < n \leq 66$. Finally for $1 < n \leq 27$ we can check that $\{P_0, P_{-1}\}$ can be extended to a basis by using the Magma function “Generators”. Indeed, we can obtain a basis for each $n \leq 27$. Then all we have to do is to check that the ratio $R'/R$ is much less than four (and nonzero), where $R$ is the regulator of the given basis and $R'$ is the regulator of a set which consists of $P_0$, $P_{-1}$ and appropriate points in the given basis.

\[\square\]

\begin{verbatim}
//Magma codes to test the 3-divisibility for n=27--66
for n in [27..66] do
E:=EllipticCurve([0,0,0,-1,n^2]);
P0:=E![0,n,1];
P1:=E![-1,n,1];
Pp:=P0+P1;
Pm:=P0-P1;
if
{<DivisionPoints(P0,3), DivisionPoints(P1,3), DivisionPoints(Pp,3),DivisionPoints(Pm,3)>}
ne
{<[], [], [], []} then
print n;
end if;
end for;
\end{verbatim}

\begin{verbatim}
//Magma codes to compute R and R's for n=2--27
//In those cases the rank is at most 4 and we can find
//appropriate points such that 0 < R'/R < 4,
//which means R'/R = 1.
\end{verbatim}
\begin{verbatim}
    m:=1;
    for n in [2..27] do
        E:=EllipticCurve([0,0,0,-m^2,n^2]);
        P0:=E![0,n]; P1:=E![m,n];
        G:=Generators(E);
        r:=#G; G;
        if r eq 2 then
            Regulator(G);
            Regulator([P0, P1]);
        else if r eq 3 then
            Regulator(G);
            for i in [1..r] do
                Regulator([P0, P1, G[i]]);
            end for;
        end if;
        if r eq 4 then
            Regulator(G);
            for i in [1..r] do
                for j in [1..i-1] do
                    Regulator([P0, P1, G[i], G[j]]);
                end for;
            end for;
        end if;
    end for;
end do;

5. Generators for $E_{m,1}(\mathbb{Q})$

From this section we consider the curve $E = E_{m,1} : y^2 = x^3 - m^2x + 1$ over $\mathbb{Q}$. The argument is essentially the same as that for $E_{1,n}$. However, owing to a geometrical property, estimates of the canonical height are slightly easier.

We use the following modified Tate's series for the computation of the local height function.

\textbf{Lemma 5.1.} Let $E/\mathbb{R}$ be an elliptic curve

$$y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6.$$  

Assume that $x(Q) > 0$ for any $Q$ in the connected component of $O$ in $E(\mathbb{R})$. Then for any $P \in E(\mathbb{R}) \setminus E[2]$, the following convergent series gives the archimedean part of the local height function:

$$\lambda_\infty(P) = \frac{1}{8} \log |u(P)| + \frac{1}{8} \sum_{k=1}^{\infty} 4^{-k} \log |z(2^k P)| + \frac{1}{12} v_\infty(\Delta),$$  

where

$$u(Q) = x^4(Q) - b_4x^2(Q) - 2b_6x(Q) - b_8,$$

$$z(Q) = u(Q)/x^4(Q).$$
\end{verbatim}
Proof. First note \( u(Q) = 0 \) if and only if \( x(2Q) = 0 \) since

\[
x(2Q) = \frac{u(Q)}{4x^3(Q) + b_2x^2(Q) + 2b_4x(Q) + b_6}
\]

whose numerator and denominator have no common roots ([18 p. 458]). Note also we have the equality

\[
(2y(Q) + a_1x(Q) + a_3)^2 = 4x^3(Q) + b_2x^2(Q) + 2b_4x(Q) + b_6,
\]

whose value is nonzero if \( Q \notin E[2] \).

Whether \( x(P) = 0 \) or not, we can use the original series of Tate ([21]) for \( 2P \) under our assumption. So by the property of \( \lambda_\infty \) (e.g. [18 Ch. VI, Theorem 1.1]):

\[
\lambda_\infty(2P) = 4\lambda_\infty(P) - \log |2y(P) + a_1x(P) + a_3| - \frac{1}{4}v_\infty(\Delta) \quad \text{for } P \in E(\mathbb{R}) \setminus E[2],
\]

we have

\[
\lambda_\infty(P) = \frac{1}{4}\lambda_\infty(2P) + \frac{1}{4}\log |2y(P) + a_1x(P) + a_3| + \frac{1}{16}v_\infty(\Delta)
\]

\[
= \frac{1}{4} \left( \frac{1}{2} \log |x(2P)| + \frac{1}{8} \sum_{k=0}^{\infty} 4^{-k} \log |z(2^{k+1}P)| + \frac{1}{12}v_\infty(\Delta) \right)
\]

\[
+ \frac{1}{4} \log |2y(P) + a_1x(P) + a_3| + \frac{1}{16}v_\infty(\Delta)
\]

\[
= \frac{1}{8} \log |u(P)| + \frac{1}{8} \sum_{k=1}^{\infty} 4^{-k} \log |z(2^kP)| + \frac{1}{12}v_\infty(\Delta).
\]

\[ \square \]

The following fact is also used for estimates of the local height function.

**Lemma 5.3.** Let \( E \) be an elliptic curve defined by a simple form

\[
y^2 = x^3 + a_2x^2 + a_4x + a_6
\]

and let

\[
k = 3x^2 + 2a_2x + 4a_4 - a_2^2,
\]

\[
l = 9x^3 + 9a_2x^2 + (21a_4 - 4a_2^2)x + 27a_6 - 2a_2a_4
\]

be functions on \( E \). Then the identity

\[
16k \cdot \psi_3 - 4l \cdot \psi_2^2 = \Delta
\]

holds, where \( \psi_3 \) and \( \psi_2 \) are the division polynomials defined by

\[
\psi_3 = 3x^4 + 4a_2x^3 + 6a_4x^2 + 12a_6x + 4a_2a_6 - a_4^2,
\]

\[
\psi_2 = 2y,
\]

regarded as functions on \( E \).

**Proof.** The substitution

\[
\psi_2^2 = 4(x^3 + a_2x^2 + a_4x + a_6)
\]

and computation give the result. \[ \square \]
Proposition 5.4. Assume that \( m \geq 10 \) and that the \( p \)-primary part of \( \Delta_{m,1} = -16(27 - 4m^6) \) is square-free for any \( p > 3 \). Then for any rational non-torsion point \( P \in E_{m,1}(\mathbb{Q}) \) we have

\[
\hat{h}(P) > \frac{1}{2} \log m - 0.509.
\]

Proof. By Lemma 5.1 for \( P \in E(\mathbb{R}) \setminus E[2] \) we have

\[
\lambda_\infty(P) = \frac{1}{8} \log |u(P)| + \frac{1}{8} \sum_{k=1}^\infty 4^{-k} \log |z(2^k P)| + \frac{1}{12} v_\infty(\Delta),
\]

where

\[
u = (x(P)^2 + m^2)^2 - 8x(P), \quad z(2^k P) = \frac{(x(2^k P)^2 + m^2)^2 - 8x(2^k P)}{x(2^k P)^4}.
\]

So we have the estimates

\[
(x(P)^2 + m^2 - 1)^3 < u(P) < (x(P)^2 + m^2)^2 + 8(m + 1),
\]

\[
1 < \left(1 + \frac{m^2 - 1}{x^2(2^k P)}\right)^2 < z(2^k P) < \left(1 + \frac{m^2}{x^2(2^k P)}\right)^2 < \left(1 + \frac{m^2}{(m - 1)^2}\right)^2,
\]

where the upper bounds are due to \( x(P) > -(m + 1) \) and \( x(2^k P) > m - 1 \) implied by Lemma 5.7. (The upper bounds are for later use.) Hence

\[
\lambda_\infty(P) > \frac{1}{8} \log(m^2 - 1)^2 + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \frac{1}{4} \log \left\{ m^2 \left(1 - \frac{1}{m^2}\right) \right\} + \frac{1}{12} v_\infty(\Delta)
\]

\[
> \frac{1}{4} \log \left\{ m^2 \left(1 - \frac{1}{10^2}\right) \right\} + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \frac{1}{2} \log m + \frac{1}{4} \log \frac{99}{100} + \frac{1}{12} v_\infty(\Delta).
\]

Next we compute the local height for nonarchimedean places. Let

\[
\psi_2 = 2y, \quad \psi_3 = 3x^4 - 6m^2x^2 + 12x - m^4
\]

be the division polynomials of \( E \). Put \( X = x(P) \) and \( Y = y(P) \).

We claim that

\[
\lambda_2(P) \begin{cases} \geq \frac{1}{12} v_2(\Delta) & \text{if } P \text{ reduces to a nonsingular point modulo } 2, \\ = -\frac{1}{3} \log 2 + \frac{1}{12} v_2(\Delta) & \text{otherwise}. \end{cases}
\]

Indeed, if nonsingular it is clear and we assume \( P \) reduces to a singular point modulo 2. Then by Lemma 3.5 the reduction type is IV and so

\[
\lambda_2(P) = \frac{1}{3} \log |\psi_2(P)|_2 + \frac{1}{12} v_2(\Delta) = \frac{1}{3} \log |2Y|_2 + \frac{1}{12} v_2(\Delta).
\]

If \( v_2(m) > 0 \), then \( v_2(X) > 0 \) since \( v_2(3X^2 - m^2) > 0 \). So \( v_2(Y^2) = v_2(X^3 - m^2X + 1) = 0 \). If \( v_2(m) = 0 \), then \( v_2(X) = 0 \) since \( v_2(3X^2 - m^2) > 0 \). So \( v_2(Y^2) = v_2(X^3 - m^2X + 1) = 0 \). In any case \( v_2(Y) = 0 \) and we have

\[
\lambda_2(P) = -\frac{1}{3} \log 2 + \frac{1}{12} v_2(\Delta).
\]
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Similarly we claim that

$$
\lambda_3(P) \geq \begin{cases} 
\frac{1}{12} v_3(\Delta) & \text{if } P \text{ reduces to a nonsingular point modulo } 3, \\
-\frac{1}{4} \log 3 + \frac{1}{12} v_3(\Delta) & \text{otherwise.}
\end{cases}
$$

Indeed, if nonsingular it is clear and we assume $P$ reduces to a singular point modulo 3. Then it is necessary that $v_3(Y) > 0$ and $v_3(m) > 0$ since $\frac{\partial}{\partial x}(x^3 - m^2x + 1 - y^2) = 3x^2 - m^2$ and $\frac{\partial}{\partial y}(x^3 - m^2x + 1 - y^2) = -2y$. Further note $v_3(X) \geq 0$ since $v_3(3X^2 - m^2) > 0$. Now the reduction type is III by Lemma 3.3 and

$$
\lambda_3(P) = \frac{1}{8} \log |v_3(P)|_3 + \frac{1}{12} v_3(\Delta).
$$

By Lemma 5.3 we have the identity

$$
16 \left(3X^2 - 4m^2 \right) \cdot v_3(P) - 4 \left(9X^3 - 21m^2X + 27 \right) \cdot v_2^2(P) = \Delta.
$$

Note that $\text{ord}_3 \Delta = 3$ and

$$
\text{ord}_3(\left(9X^3 - 21m^2X + 27 \right) \cdot v_2^2(P)) \geq 4, \quad \text{ord}_3(3X^2 - 4m^2) \geq 1.
$$

This indicates $\text{ord}_3 v_3(P) \leq 2$ and so

$$
\lambda_3(P) \geq \frac{1}{8} \left( -2 \log 3 \right) + \frac{1}{12} v_3(\Delta) = -\frac{1}{4} \log 3 + \frac{1}{12} v_3(\Delta).
$$

For $p > 3$ by Lemma 3.3 with the assumption that $27 - 4m^6$ has no square factor, the reduction type is either $I_0$ or $I_1$ and so

$$
\lambda_p(P) = \frac{1}{2} \log \max\{1, |x(P)|_p\} + \frac{1}{12} v_p(\Delta) \geq \frac{1}{12} v_p(\Delta).
$$

Finally we obtain

$$
\hat{h}(P) = \sum_{p \leq \infty} \lambda_p(P) > \frac{1}{2} \log m + \frac{1}{4} \log \frac{99}{100} - \frac{1}{3} \log 2 - \frac{1}{4} \log 3 > \frac{1}{2} \log m - 0.509.
$$

\[\square\]

**Proposition 5.10.** Let $P_0 = (0, 1)$, $P_{-1} = (-m, 1)$ and $P_2 = (-1, m)$ be integral points on $E_{m,1}$. Assume that $m \geq 10$. Then for $P \in \{P_0, P_{-1}, P_2, P_0 + P_{-1}, P_{-1} + P_2, P_0 + P_{-1} + P_2\}$

$$
\hat{h}(P) < \frac{1}{2} \log m + 0.290.
$$

Further if we assume $p$-primary part of $\Delta_{m,1}$ is square-free for any $p > 3$, then

$$
\log m - 0.634 < \hat{h}(P_2 + P_0) < \log m + 0.068.
$$

**Proof.** First we have the explicit expressions

- $P_0 + P_{-1} = -P_{+1} = (m, -1)$,
- $P_{-1} + P_2 = (m + 2, -2m - 3)$,
- $P_2 + P_0 = (m^2 - 2m + 2, m^3 - 3m^2 + 4m - 3)$,
- $P_0 + P_{-1} + P_2 = (-m + 2, -2m + 3)$. 
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So we have
\[ u(P_0) = m^4, \quad u(P_{-1}) = 4m^4 + 8m, \quad u(P_2) = m^4 + 2m^2 + 9, \]
\[ u(P_0 + P_{-1}) = 4m^4 - 8m, \quad u(P_{-1} + P_2) = 4m^4 + 16m^3 + 32m^2 + 24m, \]
\[ u(P_0 + P_{-1} + P_2) = 4m^4 - 16m^3 + 32m^2 - 24m, \]
where \( u(Q) = (x(Q)^2 + m^2)^2 - 8x(Q) \) as defined in Lemma 5.1. Therefore for \( P \in \{ P_0, P_{-1}, P_2, P_0 + P_{-1}, P_{-1} + P_2, P_0 + P_{-1} + P_2 \} \) we have
\[ u(P) \leq 4m^4 + 16m^3 + 32m^2 + 24m = 4m^4(1 + 4/m + 8/m^2 + 6/m^3) \]
\[ \leq 4m^4(1 + 4/10 + 8/10^2 + 6/10^3) = 4m^4 \cdot \frac{743}{500} \]

On the other hand,
\[ u(P_2 + P_0) = m^8 - 8m^7 + 34m^6 - 88m^5 + 153m^4 - 176m^3 + 128m^2 - 48m \leq m^8 \]
fors \( m \geq 10. \)

By (5.6) we have
\[ z(2^k Q) < \left(1 + \frac{m^2}{(m-1)^2}\right)^2 \leq \left(1 + \frac{10^2}{9^2}\right)^2 = \left(\frac{181}{81}\right)^2 \]
for any \( Q. \) So for \( P \in \{ P_0, P_{-1}, P_2, P_0 + P_{-1}, P_{-1} + P_2, P_0 + P_{-1} + P_2 \}, \)
\[ \lambda_\infty(P) = \frac{1}{8} \log |u(P)| + \frac{1}{8} \sum_{k=1}^{\infty} 4^{-k} \log |z(2^k P)| + \frac{1}{12} v_\infty(\Delta) \]
\[ < \frac{1}{8} \log 4m^4 \left(\frac{743}{500}\right) + \frac{1}{8} \sum_{k=1}^{\infty} 4^{-k} \cdot \log \left(\frac{181}{81}\right)^2 + \frac{1}{12} v_\infty(\Delta) \]
\[ = \frac{1}{2} \log m + \frac{1}{8} \log 4 + \frac{1}{8} \log \frac{743}{500} + \frac{1}{12} \log \frac{181}{81} + \frac{1}{12} v_\infty(\Delta) \]

and similarly,
\[ \lambda_\infty(P_2 + P_0) < \frac{1}{8} \log m^8 + \frac{1}{8} \sum_{k=1}^{\infty} 4^{-k} \cdot \log \left(\frac{181}{81}\right)^2 + \frac{1}{12} v_\infty(\Delta) \]
\[ = \log m + \frac{1}{12} \log \frac{181}{81} + \frac{1}{12} v_\infty(\Delta). \]

Now since the relevant points are integral we clearly have
\[ \lambda_p(P) \leq \frac{1}{12} v_p(\Delta) \]
for \( p < \infty. \)

By summing up them, for \( P \in \{ P_0, P_{-1}, P_2, P_0 + P_{-1}, P_{-1} + P_2, P_0 + P_{-1} + P_2 \} \)
\[ \hat{h}(P) < \frac{1}{2} \log m + \frac{1}{8} \log 4 + \frac{1}{8} \log \frac{743}{500} + \frac{1}{12} \log \frac{181}{81} \]
\[ < \frac{1}{2} \log m + 0.290. \]
and

\[ \hat{h}(P_2 + P_0) < \log m + \frac{1}{12} \log \frac{181}{127} < \log m + 0.068. \]

Next we shall obtain a lower bound for \( \hat{h}(P_2 + P_0) \). By (5.5) and (5.6) we have

\[
\lambda_\infty(P_2 + P_0) \geq \frac{1}{8} \log |x(P_2 + P_0)^2 + m^2 - 1| + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \frac{1}{4} \log (m^4 - 4m^3 + 9m^2 - 8m + 3) + \frac{1}{12} v_\infty(\Delta)
\]

\[
> \frac{1}{4} \log (m^4 - 4m^3) + \frac{1}{12} v_\infty(\Delta)
\]

\[
> \frac{1}{4} \log \left\{ m^4 \left( 1 - \frac{4}{10} \right) \right\} + \frac{1}{12} v_\infty(\Delta)
\]

\[
= \log m + \frac{1}{4} \log \frac{3}{5} + \frac{1}{12} v_\infty(\Delta).
\]

Finally, with using (5.7), (5.8) and (5.9), we obtain

\[ \hat{h}(P_2 + P_0) \geq \log m + \frac{1}{4} \log \frac{3}{5} - \frac{1}{3} \log 2 - \frac{1}{4} \log 3 > \log m - 0.634. \]

\[ \square\]

**Theorem 5.11.** Let \( P_0 = (0, 1), P_{-1} = (-m, 1) \) and \( P_2 = (-1, m) \) be integral points on \( E_{m,1} \). Assume that \( m > 3 \) and that the \( p \)-primary part of \( \Delta_{m,1} = -16(27 - 4m^6) \) is square-free for any \( p > 3 \). Then \( \{P_0, P_{-1}, P_2\} \) can be extended to a basis for \( E_{m,1}(Q) \).

**Proof.** Assume \( m \geq 10 \). By Proposition 2.1 \( E_{m,1}(Q) \) is torsion-free and by Proposition 2.2 if \( m \neq 24 \), then \( \{P_0, P_{-1}, P_0 + P_{-1}\} \not\in 2E_{m,1}(Q) \), equivalently, \( \{P_0, P_{-1}, P_0 + P_{-1}\} \not\in 2E_{m,1}(Q) \). Further the facts

\[ 2^2 \left( \frac{1}{2} \log m - 0.509 \right) > \frac{1}{2} \log m + 0.290, \]

\[ 2^2 \left( \frac{1}{2} \log m - 0.509 \right) > \log m + 0.068 \]

with Propositions 5.4 and 5.10 imply \( \{P_2, P_{-1} + P_2, P_2 + P_0, P_0 + P_{-1} + P_2\} \not\in 2E_{m,1}(Q) \). Consequently \( P_0, P_{-1}, P_2 \) are independent for \( m \geq 10, m \neq 24 \).

Let \( \nu \) be the index of the span of \( P_0, P_{-1}, P_2 \) in \( \mathbb{Z}G_1 + \mathbb{Z}G_2 + \mathbb{Z}G_3 \), where \( G_1, G_2, G_3 \) are points contained in a basis for \( E_{m,1}(Q) \) such that \( P_0, P_{-1}, P_2 \in \mathbb{Z}G_1 + \mathbb{Z}G_2 + \mathbb{Z}G_3 \). We should show \( \nu = 1 \). First we estimate the height paring:

\[ 2\langle P_i, P_j \rangle = \hat{h}(P_i + P_j) - \hat{h}(P_i) - \hat{h}(P_j). \]
By Propositions 5.4 and 5.10

\[-\frac{1}{2} \log m - 1.089 < 2\langle P_0, P_{-1} \rangle < \frac{1}{2} \log m + 1.308,\]

\[-\frac{1}{2} \log m - 1.089 < 2\langle P_{-1}, P_2 \rangle < \frac{1}{2} \log m + 1.308,\]

\[-1.214 < 2\langle P_2, P_0 \rangle < 1.086.\]

As the proof of Theorem 4.4 by Siksek's theorem

\[\nu \leq \sqrt{2} \sqrt{\frac{R(P_0, P_{-1}, P_2)}{\lambda^3}}.\]

Since by definition

\[R(P_0, P_{-1}, P_2) = |\det (\langle P_i, P_j \rangle)_{i,j=0,-1,2}| \]

\[< \hat{h}(P_0) \hat{h}(P_{-1}) \hat{h}(P_2) + 2\langle P_0, P_{-1} \rangle \langle P_{-1}, P_2 \rangle \langle P_2, P_0 \rangle,\]

we have

\[\sqrt{2} \sqrt{\frac{R(P_0, P_{-1}, P_2)}{\lambda^3}} < \sqrt{2} \sqrt{(\frac{1}{2} \log m + 0.290)^3 + 2(\frac{1}{4} \log m + \frac{1.308}{2})^2 \times \frac{1.214}{2}}\]

for \(m \geq 10\). By calculation we see that the right hand side is less than 3 for \(m \geq 59\), which imply \(\nu = 1\) for \(m \geq 59\). (Note that \(2 \nmid \nu\) by the above argument.) For \(m < 59\) we can check that \(\{P_0, P_{-1}, P_2\}\) can be extended to a basis by using the Magma function “Generators” by the same manner as in Theorem 4.4. \(\square\)

**Remark 5.12.** During the check we can find that in the cases where \(m = 7, 24, \{P_0, P_{-1}, P_2\}\) can not be extended to a basis (in fact \(\nu = 2\)), but in such cases the assumption that the \(p\)-primary part of \(\Delta\) is square-free for \(p > 3\) is not satisfied. In the cases where \(m = 1, 2, 3\) the rank of \(E_{m,1}(\mathbb{Q})\) is less than three.

//Magma codes to verify \(0 < R'/R < 4\) for \(m < 59\)

```magma
n:=1;
for m in [4..59] do
E:=EllipticCurve([0,0,0,-m^2,n^2]);
P0:=E![0,n]; P1:=E![m,n]; P2:=E![-1,m];
G:=Generators(E);
r:=#G; G;

if r eq 3 then
Regulator(G);
Regulator([P0, P1, P2]);
end if;
if r eq 4 then
Regulator(G);
for i in [1..r] do
Regulator([P0, P1, P2, G[i]]);
end for;
end if;
end for;
```
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else if r eq 5 then
Regulator(G);
for i in [1..r] do
for j in [1..i-1] do
Regulator([P0, P1, P2, G[i], G[j]]);
end for;
end for;
end if;
end if;
end if;
end for;
------------------------------------
In the end of the paper we prove Proposition 1.3. Before the proof we review the outline of the proof of [12, Theorem 1].
For any polynomial $f$ such that \{ $f(n) ; n \in \mathbb{Z}$ \} have no common square factor, put
\begin{align*}
S_1(x) &= \# \{ n \in (0, x] ; p^2 \nmid f(n) \text{ for any } p \leq (\log x)/3 \}, \\
S_2(x) &= \# \{ n \in (0, x] ; p^2 \mid f(n) \text{ for some } p \in ((\log x)/3, x] \}, \\
S_3(x) &= \# \{ n \in (0, x] ; p^2 \mid f(n) \text{ for some } p > x \}.
\end{align*}

Then
\[ S_1(x) \sim \prod_p \left( 1 - \frac{\omega_f(p)}{p^2} \right) \cdot x, \quad S_2(x) = o(x), \quad S_3(x) = o(x), \]
where
\[ \omega_f(p) = \# \{ n \pmod{p^2} ; f(n) \equiv 0 \pmod{p^2} \}. \]

The first estimate is due to the prime number theorem with the fact that the number of integers $n \in (a, a + \prod_{p \leq x_0} p^2]$ such that $p^2 \nmid f(n)$ for any $p \leq x_0$ is exactly
\[ \prod_{p \leq x_0} p^2 \prod_{p \leq x_0} \left( 1 - \frac{\omega_f(p)}{p^2} \right) \]

independently of $a$, which is essentially from the Chinese remainder theorem. The estimate for $S_3$ needs the abc conjecture. Consequently [12, Theorem 1] is proved.

So in our setting we have only to remove the factors $\left( 1 - \frac{\omega_f(2)}{2^2} \right)$ and $\left( 1 - \frac{\omega_f(3)}{3^2} \right)$ from the first estimate since we allow the discriminants $\Delta_{1,n}$ and $\Delta_{m,1}$ to be divisible by the square of 2 or 3, which does not alter the estimate for $S_2$ and $S_3$.

Proof of Proposition 1.3 Put $D_{m,n} = 27n^4 - 4m^6$, so that $\Delta_{m,n} = -16D_{m,n}$. Further define
\begin{align*}
\Omega_1(p) &= \{ n \pmod{p^2} ; D_{1,n} \equiv 0 \pmod{p^2} \}, \\
\Omega_2(p) &= \{ m \pmod{p^2} ; D_{m,1} \equiv 0 \pmod{p^2} \}.
\end{align*}

Since the discriminants of $D_{1,n}$ and $D_{m,1}$ (as polynomials in $n$ and $m$, respectively) have no prime divisor other than 2 or 3, we have $\omega_1(p) := \# \Omega_1(p) \leq 4$ and $\omega_2(p) := \# \Omega_2(p) \leq 6$ for $p > 3$ by [13, Lemma 5.2].
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In view of the argument just before the proof we see that
\[ \kappa_1 = \prod_{p>3} \left( 1 - \frac{\omega_1(p)}{p^2} \right) = \prod_{k=3}^{\infty} \left( 1 - \frac{\omega_1(p_k)}{p_k^2} \right), \]
where \( p_k \) is the \( k \)-th prime number. Now by using the inequality
\[ \prod_{k=1}^{N} (1 - a_k) \geq 1 - \sum_{k=1}^{N} a_k \]
for \( 0 < a_k < 1 \), which can be seen by induction, we have
\[ \kappa_1 = \prod_{k=3}^{60} \left( 1 - \frac{\omega_1(p_k)}{p_k^2} \right) \prod_{k=61}^{\infty} \left( 1 - \frac{\omega_1(p_k)}{p_k^2} \right) \geq \prod_{k=3}^{60} \left( 1 - \frac{\omega_1(p_k)}{p_k^2} \right) \prod_{k=61}^{\infty} \left( 1 - \frac{4}{p_k^2} \right) \]
\[ \geq \prod_{k=3}^{60} \left( 1 - \frac{\omega_1(p_k)}{p_k^2} \right) \left( 1 - \sum_{k=61}^{\infty} \frac{4}{p_k^2} \right) = 0.972866 \cdots \times 0.997939 \cdots > 0.97, \]
where we compute \( \omega_1(p_k) \) for \( k \leq 60 \) directly and use the known result of the prime zeta function (e.g. \([6, \text{p. 95}]\)):
\[ \sum_{k=1}^{\infty} \frac{1}{p_k^2} = 0.4522474200 \cdots. \]

By the same argument
\[ \kappa_2 = \prod_{k=3}^{60} \left( 1 - \frac{\omega_2(p_k)}{p_k^2} \right) \prod_{k=61}^{\infty} \left( 1 - \frac{\omega_2(p_k)}{p_k^2} \right) \geq \prod_{k=3}^{60} \left( 1 - \frac{\omega_2(p_k)}{p_k^2} \right) \prod_{k=61}^{\infty} \left( 1 - \frac{6}{p_k^2} \right) \]
\[ \geq \prod_{k=3}^{60} \left( 1 - \frac{\omega_2(p_k)}{p_k^2} \right) \left( 1 - \sum_{k=61}^{\infty} \frac{6}{p_k^2} \right) = 0.976111 \cdots \times 0.996909 \cdots > 0.97. \]

\[ \square \]

---

//Pari/GP codes to compute the products

/* let f in Z[x] */
omg(f,m)=
{
    local(N);
    N=0;
    for(i=1,m,
        if(Mod(subst(f,x,i),m)==Mod(0,m),
            N=N+1;
        );
    );
    N
prod(i=3,60, 1-\text{omg}(27*x^4-4,\prime(i)^2)/\prime(i)^2 )*1.

1-4*0.4522474200410654985+4*\text{sum}(i=1,60, 1/\prime(i)^2 )

prod(i=3,60, 1-\text{omg}(27-4*x^6,\prime(i)^2)/\prime(i)^2 )*1.

1-6*0.4522474200410654985+6*\text{sum}(i=1,60, 1/\prime(i)^2 )

\______________
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