The benefits of acting locally: Reconstruction algorithms for sparse in levels signals with stable and robust recovery guarantees
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Abstract. The sparsity in levels model recently inspired a new generation of effective acquisition and reconstruction modalities for compressive imaging. Moreover, it naturally arises in various areas of signal processing such as parallel acquisition, radar, and the sparse corruptions problem. Reconstruction strategies for sparse in levels signals usually rely on a suitable convex optimization program. Notably, although iterative and greedy algorithms can outperform convex optimization in terms of computational efficiency and have been studied extensively in the case of standard sparsity, little is known about their generalizations to the sparse in levels setting. In this paper, we bridge this gap by showing new stable and robust uniform recovery guarantees for sparse in level variants of the iterative hard thresholding and the CoSaMP algorithms. Our theoretical analysis generalizes recovery guarantees currently available in the case of standard sparsity and favorably compare to sparse in levels guarantees for weighted $\ell^1$ minimization. In addition, we also propose and numerically test an extension of the orthogonal matching pursuit algorithm for sparse in levels signals.
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1. Introduction. The model of sparse vectors has proven exceptionally useful in a wide range of mathematical and engineering applications. This underlying low-dimensional structure can be taken advantage of by compressed sensing techniques to recover an $s$-sparse vector $x \in \mathbb{C}^N$ from noisy linear measurements $y = Ax + e \in \mathbb{C}^m$. Furthermore, many applications exhibit structure beyond classical sparsity. Hence, there has been study on more complex structured sparsity models such as group or block sparsity, joint sparsity, weighted sparsity, connected tree sparsity and numerous others. In fact, many of these more sophisticated models can lead to boosted practical performance [8, 25, 40].

This paper focuses on the so-called sparsity in levels model, which has been shown to provide significant theoretical and practical gains over the standard sparsity model [3, 9]. Sparse in levels vectors exhibit a local sparsity pattern, specified by a vector $(s_1, \ldots, s_r)$, as opposed to a single sparsity $s$. This simple generalization leads to a rich theory of compressed sensing extending naturally from the classical setting [3, 32]. To date, the sparse in levels model has been exploited using convex optimization-based decoders. This paper generalizes the corresponding theory of recovery algorithms for sparse vectors, and provides theoretical guarantees of stability and robustness for the recovery of sparse in levels vectors. We focus on three standard iterative and greedy algorithms: Iterative Hard Thresholding (IHT), Or-
Orthogonal Matching Pursuit (OMP) and Compressive Sampling Matching Pursuit (CoSaMP), which are natural first algorithms of interest [12, 37]. For each, we derive and study a suitable generalization to the sparse in levels model.

1.1. Motivations. The sparsity in levels model arises naturally in various contexts. For instance, it can be used to model so-called sparse and distributed or sparse and balanced vectors, which occur in parallel acquisition problems [19, 20] and radar [24]. The specific case of two levels also arises in the sparse corruptions problem [1, 33], in which, rather than standard Gaussian or uniformly bounded noise, a small fraction of the measurements of a signal is substantially corrupted. Another natural context of interest is the problem of compressive imaging, where sparse in levels vectors model the wavelet coefficients of natural images. This model allows one to design better sampling strategies over those optimized for standard sparse models, which leads to enhanced recovery performance [3, 4, 39]. As noted, sparsity in levels has hitherto been exploited using optimization-based decoders. Yet, it is well known that such decoders have some limitations. For instance, they can be computationally intensive. Moreover, a decoder based on minimizing a convex optimization problem is not a method per se, as it requires a secondary algorithm to actually compute a solution. Therefore, as noted in [2], there is a gap between compressed sensing theory based on minimizers of optimization problems and its practical performance. With this in mind, the primary motivation for this work is to derive algorithms for the sparsity in levels model in compressed sensing which are provably stable and robust, and which are also provably polynomial time in m and N.

1.2. Contributions. The main contributions of this work are the robustness and stability guarantees for the levels-based algorithms IHTL and CoSaMPL. These are presented in Theorem 5.1 and Theorem 5.2 respectively. These results determine an error bound in certain weighted ℓ1-norms depending on the approximate sparsity in levels, and the noise level. They directly generalize known results for the sparse case, and require no stricter assumptions on the corresponding restricted isometry constant. Interestingly, in the equivalent result for the optimization-based Quadratically-Constrained Basis Pursuit (QCBP) decoder with the sparsity in levels model (Theorem 5.3), the condition on the restricted isometry constant scales with the number of levels – a phenomenon which does not occur in either IHTL or CoSaMPL. We also propose a generalization of OMP to the levels setting, and examine the numerical performance of these iterative algorithms. Generally, we find that the levels based generalizations IHTL, CoSaMPL improve over their non-local counterparts, whereas OMPL shows situational improvement.

1.3. Previous work. The IHT and CoSaMP algorithms were introduced to compressed sensing in [12] and [37] respectively. Their theoretical analysis can be found, for instance, in [29]. The Iterated Shrinking methods [27] served as a precursor for IHT, which was introduced in the context of compressed sensing in the late 2000s [12, 13]. Accelerating IHT using variable stepsize was examined later [11, 14]. The IHTL and CoSaMPL algorithms have been previously examined numerically in [5] by the authors, wherein these algorithms were first introduced. However, this previous work contained no theoretical analysis, and did not consider OMPL. The sparsity in levels model was first introduced in [9]. Nonuniform recovery guarantees for the ℓ1 minimization decoder were proven first in [3], with uniform guarantees
later in [32] and [6]. This analysis is in a form that is not immediately comparable to our results for IHTL or CoSaMPL. Hence we also provide a slightly modified analysis herein.

As noted, sparsity in levels is a particular type of structured sparsity model. General structured sparsity models are typically formalized within the setting of a union of subspaces model [8, 34, 10, 28, 8, 26]. Arguably starting with the work of [8], there has been a substantial amount of research on extending compressed sensing to such general models. Theoretical guarantees for general models can be found in [40, 22, 31] and references therein. Practically, such structure is often promoted through either convex decoders [40, 7, 36, 42] or structured iterative or greedy algorithms [8]. In particular, generalizations of IHT and CoSaMP to the union of subspaces model were introduced and analyzed in [8, 30].

Sparsity in levels is a particular type of union of subspaces model. Note that the IHTL and CoSaMPL algorithms we consider in this paper are special cases of those introduced in [8] corresponding to the sparsity in levels model. However, the analysis we conduct in this paper, being specific to the sparsity in levels model, is simpler, in that it avoids additional conditions on the measurement matrix required for more general models. We also note in passing that the sparsity in levels models is explicitly parameterized by a vector of local sparsities \((s_1, \ldots, s_r)\). This renders it different, at least semantically, from other structured sparsity models that use only one parameter to quantify sparsity. We further note that sparsity in levels is different from the well-known block sparsity and group sparsity models. These models separate a vector into a finite number of (potentially overlapping) groups, of which at most \(s\) may be nonzero.

Most works in structured sparsity derive uniform recovery guarantees with an a priori imposed model. Another line of work, initiated by [15] (see also [20]) strives to derive recovery guarantees that are local to the support of the underlying vector, i.e. independent of any structured sparsity model. This work is done in the context of convex regularizers. It is not clear whether it can be applied to iterative and greedy algorithms, in which the proofs heavily rely on uniform recovery tools, such as structured Restricted Isometry Properties (RIPs).

Recently, the IHTL algorithm has also been independently introduced in [23]. An analysis based on the matrix coherence was performed, as well as applications to inverse source problems and off-the-grid recovery. Note that in this paper we provide an analysis based on a type of RIP. It is known that coherence-based analyses generically lead to weaker recovery guarantees than RIP-based approaches (the so-called quadratic bottleneck in standard compressed sensing [29]).

1.4. Outline. We begin in Section 2 by reviewing the theory of iterative and greedy methods in the sparse case. This should serve as an introduction, and parallel the ideas in Section 3, in which the sparsity in levels model is discussed. Section 4 defines the algorithms of interest for this work, IHTL, CoSaMPL and OMPL. Section 5 contains the statements of the main results, and some discussion on useful special cases. Some numerical demonstrations follow in Section 6. Section 7 contains the proofs of these results, and begins itself by outlining the strategy used. Finally, we summarize and state directions of future work in Section 8.

1.5. Notation. If \(X \leq CY\), where \(C > 0\) is a constant independent of any quantity involved in \(X\) and \(Y\), we write \(X \preceq Y\). Given a vector \(z \in \mathbb{C}^N\), we write \(\|z\|_{\ell^p} = (\sum_{i=1}^N |x_i|^p)^{1/p}\) for the \(\ell^p\)-norm of \(z\), for any \(p > 0\). If \(w \in \mathbb{R}^N\), the relations \(w > 0\) or \(w = 1\) are read componentwise (i.e., \(w_i > 0\) or \(w_i = 1\), for every \(i = 1, \ldots, N\), respectively). Given a vector
of weights $w \in \mathbb{R}^N$ such that $w > 0$, we refer to $\|x\|_{\ell^w_1} = \sum_{i=1}^N w_i |x_i|$ as the weighted $\ell^1$-norm of $z$. We denote the standard inner product of $\mathbb{C}^N$ by $\langle x, y \rangle = \sum_{i=1}^N x_i y_i^*$, for any $x, y \in \mathbb{C}^N$. $A^*$ denotes the conjugate transpose of a matrix $A$.

2. Preliminaries: Sparse Case. Before developing the levels-based techniques, we recall the theory of compressed sensing for the sparse case. This will serve as an important special case and comparison point for the levels theory. A vector $x = (x_i)_{i=1}^N \in \mathbb{C}^N$ is $s$-sparse if it has at most $1 \leq s \leq N$ nonzero entries: that is, $|\text{supp}(x)| \leq s$,

where $\text{supp}(x) = \{i : x_i \neq 0\}$ is the support of $x$. Classical compressed sensing concerns the recovery of a sparse vector $x$ from $s \leq m \leq N$ noisy linear measurements

$$y = Ax + e \in \mathbb{C}^m,$$

where $A \in \mathbb{C}^{m \times N}$ is the measurement matrix and $e \in \mathbb{C}^m$ is an unknown noise vector. The best $s$-term approximation error of $x \in \mathbb{C}^N$ (with respect to the $\ell^1$-norm) is defined as:

$$\sigma_s(x)_{\ell^1} = \inf_{z \in \mathbb{C}^N} \{ \|x - z\|_{\ell^1} : z \text{ is } s\text{-sparse} \}.$$

A compressed sensing recovery procedure seeks to approximate the true solution $x$ with a vector $\hat{x}$ that is as close as possible to $x$. A standard theoretical property used to assure such recovery is the Restricted Isometry Property:

**Definition 2.1.** Let $1 \leq s \leq N$. The $s$-th Restricted Isometry Constant (RIC) $\delta_s$ of a matrix $A \in \mathbb{C}^{m \times N}$ is the smallest $\delta \geq 0$ such that

$$(1 - \delta) \|x\|_2^2 \leq \|Ax\|_2^2 \leq (1 + \delta) \|x\|_2^2, \text{ for all } s\text{-sparse } x.$$

If $0 < \delta_s < 1$ then $A$ is said to have the Restricted Isometry Property (RIP) of order $s$.

Matrices that satisfy the RIP have been well studied, with a classical example being that of Gaussian random matrices (See e.g. [29, Theorem 9.27]). It is well know that other large classes of random matrices satisfy the RIP with high probability, such as subgaussian matrices, Bernoulli matrices, and subsampled bounded orthonormal systems [29].

2.1. IHT and CoSaMP. For a vector $x \in \mathbb{C}^N$ (not necessarily sparse), let $L_s(x)$ be the index set of its $s$ largest entries in absolute value. The hard thresholding operator $H_s : \mathbb{C}^N \to \mathbb{C}^N$ is, for $x = (x_i)_{i=1}^N \in \mathbb{C}^N$, defined by

$$H_s(x) = (H_s(x)_i)_{i=1}^N, \quad H_s(x)_i = \begin{cases} x_i & i \in L_s(x) \\ 0 & \text{otherwise} \end{cases}.$$

That is, $H_s(x)$ is the vector of the $s$ largest entries of $x$ with all other entries set to zero. The classical Iterative Hard Thresholding (IHT) algorithm is now defined as follows:
The Compressive Sampling Matching Pursuit (CoSaMP) algorithm is:

**Function** $\hat{x} = \text{CoSaMP}(A, y, s)$

**Inputs:** $A \in \mathbb{C}^{m \times N}$, $y \in \mathbb{C}^m$, sparsity $s$

**Initialization:** $x^{(0)} \in \mathbb{C}^N$ (e.g. $x^{(0)} = 0$)

**Iterate:** Until some stopping criterion is met at $n = \overline{n}$, set

$$U^{(n+1)} = \text{supp}(x^{(n)}) \cup L_{2s}(A^*(y - Ax^{(n)}))$$

$$u^{(n+1)} = \arg\min_{z \in \mathbb{C}^N} \{ \| y - Az \|_{\ell^2} : \text{supp}(z) \subset U^{(n+1)} \}$$

$$x^{(n+1)} = H_s(u^{(n+1)})$$

**Output:** $\hat{x} = x^{(\overline{n})}$

As stated, the RIP is a sufficient condition for these algorithms to recover a sparse solution. Generalizing the following two results to the sparse levels setting will be the overall goal of this work.

**Theorem 2.2.** (E.g. [29, Theorem 6.21]) Suppose that the $6s$-th RIC constant of $A \in \mathbb{C}^{m \times N}$ satisfies $\delta_{6s} < \frac{1}{\sqrt{3}}$. Then, for all $x \in \mathbb{C}^N$ and $e \in \mathbb{C}^m$, the sequence $(x^{(n)})_{n \geq 0}$ defined by $\text{IHT}(A, y, 2s)$ with $y = Ax + e$ and $x^{(0)} = 0$ satisfies, for any $n \geq 0$,

$$\| x - x^{(n)} \|_{\ell^1} \leq C\sigma_s(x)_{\ell^1} + D\| e \|_{\ell^2} + 2\sqrt{s}\rho^n\| x \|_{\ell^2},$$

$$\| x - x^{(n)} \|_{\ell^2} \leq \frac{C}{\sqrt{s}}\sigma_s(x)_{\ell^1} + D\| e \|_{\ell^2} + \rho^n\| x \|_{\ell^2},$$

where $\rho = \sqrt{3}\delta_{6s} < 1$, and $C, D > 0$ are constants only depending on $\delta_{6s}$.

**Theorem 2.3.** (E.g. [29, Theorem 6.28]) Suppose that the $8s$-th RIC constant of $A$ satisfies

$$\delta_{8s} < \frac{\sqrt{11}}{4} \approx 0.478.$$
$y = Ax + e$ and $x^{(0)} = 0$, satisfies for any $n \geq 0$,
\[
\|x - x^{(n)}\|_{\ell_1} \leq C\sigma_s(x)\|e\|_{\ell_2} + D\sqrt{s}\|x\|_{\ell_2},
\]
\[
\|x - x^{(n)}\|_{\ell_2} \leq C\sqrt{s}\sigma_s(x)\|e\|_{\ell_2} + D\|x\|_{\ell_2},
\]
where $\rho = \sqrt{\frac{2\delta^2(1+3\delta^2)}{1-\delta^2}} < 1$ and $C, D > 0$ are constants only depending on $\delta_{8s}$.

We note the precise value of $\rho$ is not stated in the original results, but is derived within their proofs. We include this here, as the later main results share precisely the same constants.

Finally, we state the formulation of the Orthogonal Matching Pursuit (OMP) algorithm, introduced in [35]. In this sparse setting, a similar theorem to the above holds. While we propose a generalization of OMP to the sparse-in-levels setting, we do not prove a theoretical result for this proposed algorithm, and provide simply some numerical evidence of good performance.

**Function $\hat{x} = \text{OMP}(A, y, s)$**

**Inputs:** $A \in \mathbb{C}^{m \times N}$, $y \in \mathbb{C}^m$, sparsity $s$

**Initialization:** $x^{(0)} \in \mathbb{C}^N$ (e.g. $x^{(0)} = 0$), $S^{(0)} = \emptyset$

**Iterate:** For each $k = 1, \ldots, s$, set
\[
(j_k) \in \arg\max_{j=1,\ldots,N} |(A^* (y - Ax^{(k-1)}))_j|
\]
Update $S^{(k)} = S^{(k-1)} \cup \{j_k\}$
Set $x^{(k)} \in \arg\min_{z \in \mathbb{C}^N : \text{supp}(z) \subseteq S^{(k)}} \|y - Az\|_{\ell_2}$
**Output:** $\hat{x} = x^{(s)}$

### 3. Compressed sensing for sparse in levels vectors

With the sparse case summarized, we now move to the levels case. We first must define an appropriate local version of sparsity, recall an RIP-type property, and define the algorithms of interest.

**Definition 3.1.** Let $r \geq 1$, $M = (M_1, \ldots, M_r)$, where $1 \leq M_1 < M_2 < \ldots < M_r = N$ and $s = (s_1, \ldots, s_r)$, where $s_k \leq M_k - M_{k-1}$ for $k = 1, \ldots, r$, with $M_0 = 0$. A vector $x = (x_i)_{i=1}^N \in \mathbb{C}^N$ is $(s, M)$-sparse if
\[
|\text{supp}(x) \cap \{M_{k-1} + 1, \ldots, M_k\}| \leq s_k, \quad k = 1, \ldots, r.
\]

We write $\Sigma_{s, M} \subseteq \mathbb{C}^N$ for the set of $(s, M)$-sparse vectors.

This model was first introduced in [9]. We refer to $s = s_1 + \ldots + s_r$ for the total sparsity, and we denote by $D_{s, M} \subset \{1, \ldots, M\}$ the set of all $(s, M)$-sparse index sets. We refer to $M$ as sparsity levels and $s$ as local sparsities. Moreover, any index set of the form $\{M_{k-1} + 1, \ldots, M_k\}$ for some $k = 1, \ldots, r$ is said to be a level. Of further use are the projection operators onto some
index set and onto a level. Given $x \in \mathbb{C}^N$, these are defined as

$$
(P_{\Delta} x)_i = \begin{cases} 
    x_i & i \in \Delta \\
    0 & \text{otherwise}
\end{cases},
$$

$$
(P_{M_{k+1}} x)_i = \begin{cases} 
    x_i & i \in \{M_k + 1, \ldots, M_{k+1}\} \\
    0 & \text{otherwise}
\end{cases}.
$$

While the latter is obviously a special case of the former, it is used with enough frequency to warrant special notation.

**Definition 3.2.** Given a vector of weights $w \in \mathbb{R}^N$ with $w > 0$, the best $(s, M)$-term approximation error of $x \in \mathbb{C}^N$ (with respect to the weighted $\ell^1$-norm) is defined as

$$
\sigma_s(x)_{\ell^w_1} = \inf_{z \in \mathbb{C}^N} \{\|x - z\|_{\ell^1_w} : z \text{ is } (s, M)\text{-sparse}\}.
$$

This definition in the unweighted case was introduced alongside the sparsity in levels model in [9], and later extended to the weighted case in [6]. Past works on convex optimization-based decoders for the sparsity in levels model have found that better uniform recovery guarantees can be obtained by replacing the $\ell^1$-norm with a suitable weighted $\ell^1$-norm [6, 40]. We shall find a similar phenomenon occurs in the case of iterative and greedy methods in Section 5. As in these previous works, we shall suppose that the weights are constant on each level

$$
(3.1) \quad w_i = w^{(k)}, \quad M_{k-1} < i \leq M_k, \quad 1 \leq k \leq r,
$$

for some $w^{(k)} > 0$. In particular, we shall typically make the choice

$$
(3.2) \quad w^{(k)} = \sqrt{s/s_k},
$$

where $s_k$ is the $k$th local sparsity and $s$ is the total sparsity. Note that these weights are not involved in the definition of the levels-based algorithms proposed in Section 4. The introduction of this weighted setting is instead aimed at improving the recovery guarantees presented in Section 5.

Much like the sparse setting, the main tool used to prove recovery guarantees is a restricted isometry property, here in levels:

**Definition 3.3.** Let $\mathbf{M} = (M_1, \ldots, M_r)$ be sparsity levels and $s = (s_1, \ldots, s_r)$ be local sparsities. The $(s, \mathbf{M})$-th Restricted Isometry Constant in Levels (RICAL) $\delta_{s, \mathbf{M}}$ of a matrix $A \in \mathbb{C}^{m \times N}$ is the smallest $\delta \geq 0$ such that

$$
(3.3) \quad (1 - \delta)\|x\|^2_2 \leq \|Ax\|^2_2 \leq (1 + \delta)\|x\|^2_2, \quad \forall x \in \Sigma_{s, \mathbf{M}}.
$$

If $0 < \delta_{s, \mathbf{M}} < 1$ then the matrix is said to have the Restricted Isometry Property in Levels (RIPL) of order $(s, \mathbf{M})$.

As expected, recovery results will require assumptions on the order of RIPL. While constructing matrices that satisfy the RIPL is not the purpose of this paper, we mention in
passing that there are many examples in literature. For example, a random matrix with independent normal entries having mean zero and variance \(1/m\) has the RIPL of order \(\delta_{s,M} \leq \delta\) with probability at least \(1 - \epsilon\), provided

\[
m \geq C \delta^{-2} \left( \sum_{k=1}^{r} s_k \log \left( \frac{e(M_k - M_{k-1})}{s_k} \right) + \log(1/\epsilon) \right),
\]

which follows from \([22]\) as noted in \([32]\). Analogously to the sparse case, other wide classes of random matrices can be shown to satisfy the RIPL with high probability. For example, subsampled unitary matrices \([32]\) and the particular case of binary sampling with the Walsh–Hadamard transform \([6]\). Designing matrices that take advantage of the local sparsity in the structure of the vector \(x\) leads to significant benefits \([3, 39]\).

4. Levels-based algorithm definitions. Closely examining IHT and CoSaMP, the iterative step in either case is designed to promote that \((x^{(n)})_{n \geq 0}\) converges to a solution to the linear system \(Ax = y\). In particular the sparsity assumption is only enforced via the thresholding operator. With this observation it is natural that a generalization of these algorithm to the sparse in levels setting should only alter the thresholding operation.

Let \(M = (M_1, \ldots, M_r)\) and \(s = (s_1, \ldots, s_r)\) be sparsity levels and local sparsities, respectively. Then any vector \(x \in \mathbb{C}^N\) can be written uniquely as \(x = \sum_{k=1}^{r} P_{M_k} x\). For arbitrary \(x \in \mathbb{C}^N\), we write \(L_{s,M}(x)\) for the set

\[
L_{s,M}(x) = \bigcup_{k=1}^{r} L_{s_k} \left( P_{M_k} x \right).
\]

In other words this is the index set consisting of, in each level \(\{M_{k-1} + 1, \ldots, M_k\}\), the largest absolute \(s_k\) entries of \(x\) in that level. This allows the definition of the hard thresholding in levels operator \(H_{s,M} : \mathbb{C}^N \to \mathbb{C}^N\) by \(H_{s,M}(x) = (H_{s,M}(x))_{i=1}^{N}\) with

\[
H_{s,M}(x)_i = \begin{cases} x_i & i \in L_{s,M}(x) \\ 0 & \text{otherwise} \end{cases}, \quad x \in \mathbb{C}^N.
\]

With these preliminaries we can define the IHT in Levels (IHTL) algorithm as

Function \(\hat{x} = \text{IHTL}(A, y, s, M)\)

Inputs: \(A \in \mathbb{C}^{m \times N}, y \in \mathbb{C}^m\), local sparsities \(s\), sparsity levels \(M\)

Initialization: \(x^{(0)} \in \mathbb{C}^N\) (e.g., \(x^{(0)} = 0\))

Iterate: Until some stopping criterion is met at \(n = n\), set

\[
x^{(n+1)} = H_{s,M}(x^{(n)} + A^*(y - Ax^{(n)}))
\]

Output: \(\hat{x} = x^{(n)}\)

and CoSaMP in Levels (CoSaMPL) is defined by
Function \( \hat{x} = \text{CoSaMPL}(A, y, s, M) \)

**Inputs:** \( A \in \mathbb{C}^{m \times N} \), \( y \in \mathbb{C}^{m} \), local sparsities \( s \), sparsity levels \( M \)

**Initialization:** \( x^{(0)} \in \mathbb{C}^{N} \) (e.g. \( x^{(0)} = 0 \))

**Iterate:** Until some stopping criterion is met at \( n = \pi \), set

\[
U^{(n+1)} = \text{supp}(x^{(n)}) \cup L_{2s,M}(A^*(y - Ax^{(n)}))
\]

\[
u^{(n+1)} \in \arg\min_{z \in \mathbb{C}^{N}} \{ \|y - Az\|_{\ell^2} : \text{supp}(z) \subset U^{(n+1)} \} \]

\[
x^{(n+1)} = H_{s,M}(u^{(n+1)})
\]

**Output:** \( \hat{x} = x^{(\pi)} \)

We again emphasize here that these differ from the non-levels based versions only in the threshold operator and the index set \( L_{2s,M} \), and do not change the main iteration steps at all. Thus much of the analysis and intuition of these algorithms in the sparse case may still be applied, albeit with care.

As already mentioned in Section 1.3, IHTL and CoSaMPL are specific instances of model-based IHT and CoSaMP [8]. Note that projections onto the model sets, which may be hard to compute for general structured sparsity models (e.g., tree-based models), are straightforward in the case of sparsity in levels, being defined just in terms of the operators \( H_{s,M} \) and \( L_{s,M} \), which are easy to compute.

The final algorithm of interest is greedy Orthogonal Matching Pursuit (OMP), first described in [41]. OMP also admits a generalization to this new setting. A notable benefit of OMP in contrast to IHT and CoSaMP is that the algorithm terminates after a fixed number \( s \) of iterations given by the total sparsity. Furthermore, the intermediate least squares problems never exceed size \( m \times s \). These together can, in certain cases (e.g., when the target sparsity \( s \) is very small), save significant computational time. Generalizing OMP to the levels setting is motivated by these desirable features. However, the usual operation of greedy index selection becomes more subtle, as it is not immediately obvious how one should select the “best” indices: there is a choice of whether to proceed level by level in parallel, or select indices in a sequential fashion. In the following formulation, we propose a greedy index selection over all levels not yet saturated in the approximation. This is the sequential approach mentioned above, and seeks to reduce the approximation error at each step as much as possible. This formulation of OMPL performs well numerically in our experiments, but is not examined within this work from a theoretical perspective.
We are now in a position to present our two main theorems. They state

**Theorem 5.1.** Suppose that the RICL of suitable order is sufficient to guarantee stable and robust uniform recovery for the IHTL and CoSaMP algorithms in the sparse in levels case. The proofs of these results can be found in Section 7. Before stating these results, we recall that the recovery error of IHTL and CoSaMP is compared to the target accuracy achieved by the best \((s, M)\)-term approximation error with respect to the weighted \(\ell^1\)-norm, where the weights \(w\) are assumed to be constant on each level as in (3.1). Moreover, we define the following two key quantities:

\[
(5.1) \quad \zeta = \sum_{i=1}^{r} (w^{(i)})^2 s_i, \quad \xi = \min_{i=1, \ldots, r} (w^{(i)})^2 s_i.
\]

It is worth stressing that the weights \(w\) are not employed in the IHTL and CoSaMP algorithms, but are only used to prove the corresponding recovery guarantees.

We state our first result, concerning IHTL:

**Theorem 5.1.** Suppose that the \((6s, M)\)-th RICL constant of \(A \in \mathbb{C}^{m \times N}\) satisfies \(\delta_{6s, M} < \frac{1}{\sqrt{3}}\), and let \(w \in \mathbb{R}^N\), with \(w > 0\), be a set of weights constant in each level, i.e. as in (3.1). Then, for all \(x \in \mathbb{C}^N\) and \(e \in \mathbb{C}^m\), the sequence \((x^{(n)})_{n \geq 0}\) defined by IHTL\((A, y, 2s, M)\) with \(y = Ax + e\) and \(x^{(0)} = 0\) satisfies, for any \(n \geq 0\),

\[
\|x - x^{(n)}\|_{\ell^1} \leq \frac{C \sqrt{\zeta}}{\sqrt{\xi}} \sigma_{s, M}(x) \|e\|_{\ell^1} + D \sqrt{\zeta} \|e\|_{\ell^2} + 2 \sqrt{\zeta} \rho^n \|x\|_{\ell^2},
\]

\[
\|x - x^{(n)}\|_{\ell^2} \leq E \sqrt{\zeta} \sigma_{s, M}(x) \|e\|_{\ell^1} + F \|e\|_{\ell^2} + \rho^n \|x\|_{\ell^2},
\]

where \(\rho = \sqrt{3}\delta_{6s, M} < 1\) and \(C, D, E, F > 0\) only depend on \(\delta_{6s, M}\), and \(\zeta, \xi\) are as in (5.1).
An analogous result holds for CoSaMPL.

**Theorem 5.2.** Suppose that the $(8s, M)$-th RICL constant of $A \in \mathbb{C}^{m \times N}$ satisfies

$$\delta_{8s, M} < \frac{\sqrt{1/4}}{4} \approx 0.478,$$

and let $w \in \mathbb{R}^N$, with $w > 0$, be a set of weights constant in each level as in Theorem 5.1. Then, for all $x \in \mathbb{C}^N$ and $e \in \mathbb{C}^m$ the sequence $(x^{(n)})_{n \geq 0}$ constructed by CoSaMPL$(A, y, 2s, M)$ with $y = Ax + e$ and $x^{(0)} = 0$, satisfies for any $n \geq 0$,

$$\|x - x^{(n)}\|_{\ell_w^1} \leq C \frac{\sqrt{s}}{\sqrt{s}} \sigma_{s, M}(x)_{\ell_w^1} + D \sqrt{s} \|e\|_{\ell^2} + 2\sqrt{s} \rho^n \|x\|_{\ell^2},$$

$$\|x - x^{(n)}\|_{\ell^2} \leq E \frac{\sqrt{s}}{\sqrt{s}} \sigma_{s, M}(x)_{\ell_w^1} + F \|e\|_{\ell^2} + \rho^n \|x\|_{\ell^2},$$

where $\zeta$ and $\xi$ are as in Theorem 5.1 and $\rho = \sqrt{2\delta_{s, M} (1+3\delta_{s, M})}$. $C, D, E, F > 0$ only depend on $\delta_{8s, M}$.

Note that several recovery guarantees for the model-based CoSaMP algorithm were given in [8]. However, due to the more general setting, these involve additional conditions on the measurement matrix $A$ and an explicit compressibility assumption on the vector $x$. Theorem 5.2, being specific to the sparsity in levels model, yields a simpler recovery guarantee that requires only the RIPL for $A$ and no assumptions on $x$. It also provides bounds in any weighted $\ell^1_w$-norm, with weights as in (3.1).

**5.1. Discussion.** We now make several remarks on Theorems 5.1 and 5.2. First, we analyze some interesting special cases based on different choices of weights. Then, we compare the recovery guarantees for IHTL and CoSaMPL with those of a decoder based on weighted $\ell^1$ minimization.

If we have one level, i.e. $r = 1$, $M = (1, N)$ and weights $w^{(1)} = \ldots = w^{(r)} = 1$, we recover exactly the result from the sparse case, with identical assumptions on the RIP constant $\delta_s = \delta_{s, M}$, and resulting in the same values of $\rho$.

Now suppose we have arbitrary numbers of levels and local sparsities, but constant weights $w^{(1)} = \ldots = w^{(r)} = 1$. Then, for sufficiently large $n$, our results yield error bounds of the form

$$\|x - x^{(n)}\|_{\ell^1} \leq \frac{\sqrt{s}}{\sqrt{\min_i s_i}} \sigma_{s, M}(x)_{\ell^1} + \sqrt{s} \|e\|_{\ell^2},$$

$$\|x - x^{(n)}\|_{\ell^2} \leq \frac{1}{\sqrt{\min_i s_i}} \sigma_{s, M}(x)_{\ell^1} + \|e\|_{\ell^2},$$

where $s$ is the total sparsity. This leads to large factors multiplying the best $(s, M)$-approximation error if the minimum local sparsity $\min_i s_i$ is small in comparison to the maximum local sparsity $\max_i s_i$. These factors have instead moderate size if $0 < \min_i s_i \approx \max_i s_i$.

Accordingly, a good choice of weights is realized by making $\zeta/\xi$ order one, which results in the error bound in the $\ell^1_w$-norm being optimal up to a constant.
Finally, if the weights are chosen as in (3.2), we obtain $\zeta = rs$ and $\xi = s$. This choice yields error bounds where the constant factors only depend on the number of levels $r$ and the total sparsity $s$. Namely, for $n$ large enough, we have a dependence scaling with the number of levels, approximately
\[
\|x - x^{(n)}\|_{\ell^1_w} \lesssim \sqrt{r} \sigma_{s,M}(x)\ell^w_x + \sqrt{rs}\|e\|_2,
\]
\[
\|x - x^{(n)}\|_2 \lesssim \frac{1}{\sqrt{s}} \sigma_{s,M}(x)\ell^w_x + \|e\|_2.
\]

In order to further understand the theoretical estimates obtained for IHTL and CoSaMPL, we compare them with recovery guarantees based on convex optimization via weighted $\ell^1$ minimization. As mentioned, previous work [6] on the sparsity in levels model has focused on the weighted Quadratically Constrained Basis Pursuit (QCBP) decoder
\[
(5.2) \min_{z \in \mathbb{C}^N} \|z\|_{\ell^1_w} \text{ subject to } \|Az - y\|_2 \leq \eta,
\]
with weights as in (3.1). The following is an analogous result to Theorems 5.1 and 5.2 for the weighted QCBP decoder:

**Theorem 5.3.** Suppose that the $(2s, M)$-th RICL constant of $A \in \mathbb{C}^{m \times N}$ satisfies
\[
(5.3) \quad \delta_{2s,M} < \frac{1}{\sqrt{2\zeta/\xi + 1}},
\]
where $\zeta$ and $\xi$ are as in (5.1), and let $\eta \geq 0$ and $w \in \mathbb{R}^N$, with $w > 0$, be a set of weights as in (3.1). Then, for all $x \in \mathbb{C}^N$ and $e \in \mathbb{C}^m$ with $\|e\|_2 \leq \eta$ any minimizer of $\hat{x}$ of (5.2) with $y = Ax + e$ satisfies
\[
\|x - \hat{x}\|_{\ell^1_w} \leq C \sigma_{s,M}(x)\ell^w_x + D \sqrt{\zeta \eta},
\]
\[
\|x - \hat{x}\|_2 \leq \left(1 + \left(\frac{\zeta}{\xi}\right)^{1/4}\right) \left(\frac{E}{\sqrt{\xi}} \sigma_{s,M}(x)\ell^w_x + F \eta\right),
\]
where $C, D, E, F$ only depend on $\delta_{2s,M}$ only.

Note that the analysis of QCBP via the RICL was previously addressed in [6, Thm. 3.5], but with the order of the RIPL was given in terms of the weights and the quantity $\zeta$ (this approach was better suited to the purposes of [6], which focused on Walsh–Hadamard sampling). Theorem 5.3 is a more direct generalization of a standard result for stable and robust sparse vectors with QCBP. Indeed, when $r = 1$ and $w^{(1)} = \ldots = w^{(r)} = 1$ it reduces to
\[
\|x - \hat{x}\|_{\ell^1} \leq C \sigma_s(x)\ell^1 + D \sqrt{s\eta},
\]
\[
\|x - \hat{x}\|_2 \leq \frac{E}{\sqrt{s}} \sigma_s(x)\ell^1 + F \eta,
\]
under the condition that $A$ has the RIP of order $2s$ with constant $\delta_{2s} < \sqrt{s} - 1$, which is a classical result due to Candès [18]. Since, to the best of authors’ knowledge, it has not appeared previously, we give a short proof of Theorem 5.3 in Section 7.5.
Several remarks are in order. First, associating $\|e\|_2$ with $\eta$, we observe that the error bounds in (5.4) are similar to those in Theorems 5.1 and 5.2 (for $n$ large enough), up to the scaling with respect to $\zeta$ and $\xi$. In particular, for the $\ell^1_w$-norm error, QCBP has a better dependence on $\sigma_{s,M}(x)\ell^1_{\zeta,\xi}$ by a factor of $\sqrt{\zeta/\xi}$. The dependence on the noise is the same. We mention in passing that it is not clear whether or not the scaling $\sqrt{\zeta/\xi}$ for IHTL and CoSaMPL is necessary, or simply an artefact of the proof. Conversely, the $\ell^2$-norm error bound is better for the IHTL and CoSaMPL decoders, by a factor of $(\zeta/\xi)^{1/4}$. Overall, the factor $\zeta/\xi$ is seemingly ubiquitous. In particular, for all decoders, choosing the weights as in (3.2) acts to minimize this factor, thus giving the best recovery guarantees.

Second, the condition on the RICL depends on $\zeta$ and $\xi$ in the case of QCBP, but is independent of them in the case of IHTL and CoSaMPL. In particular, in the unweighted case the condition (5.5) for QCBP becomes

$$\delta_{2s,M} < \frac{1}{\sqrt{2s/\min_i\{s_i\} + 1}}$$

which depends on the ratio of the total sparsity $s$ and the minimal local sparsity. Conversely, if the weights are chosen as in (3.2), the condition (5.3) becomes

$$\delta_{2s,M} < \frac{1}{\sqrt{2r + 1}}.$$ 

Observe from (3.4) that the number of measurements that guarantees an RIP generally scales like $\delta^{-2}$. Combining this observation with condition (5.6) suggests that $m$ should scale linearly in $r$ for QCBP to ensure stable and robust recovery, whereas for IHTL and CoSaMPL the corresponding condition on $m$ would be independent of $r$. Note that while $r$ may be small in some applications, in others it may grow with $N$. For example, $r = O(\log(N))$ when the levels delineate wavelet scales, as in the setups of [6, 9, 32], thus making the QCBP measurement condition effectively worse by one log factor.

Remark 5.4. It is natural to ask whether or not the condition (5.3) is sharp. Certainly, the constant factor $\sqrt{2}$ can likely be improved, much as how the constant in the classical RIP condition $\delta_{2s} < \sqrt{2} - 1$, to which (5.5) and (5.6) both reduce in the case of $r = 1$ levels, can be improved. Indeed, the optimal condition is known to be $\delta_{2s} < 1/\sqrt{2}$ [17]. On the other hand, whether or not the dependence on $\zeta$ and $\xi$ can be improved is unknown. On the other hand, the work [9] analyzed sufficient conditions for recovery of QCBP. It was shown that the condition (5.5) for unweighted QCBP essentially cannot be improved, except possibly for the constants 2 and 1. Further, it is readily seen from the proof of [9, Thm. 4.6] that for weighted QCBP with weights as in (3.2) (or, in general, any weights for which $w(k) = g(s(k))$ for some positive function $g$), the scaling $1/\sqrt{r}$ is necessary. This demonstrates that the aforementioned distinction between QCBP and IHTL and CoSaMPL is fundamental.

It is worth mentioning several other differences between QCBP and the proposed decoders. First, in QCBP the weights are a part of the decoder itself. Whereas for IHTL and CoSaMPL they appear solely in the theoretical analysis. Second, the guarantees for QCBP rely on an $a priori$ control of the noise level. The is typical of QCBP approaches, but such a bound on
the noise is unlikely to be known in many applications [16]. The results for CoSaMPL and IHTL do not require any such bound on the noise, as is evident from the discussion above. We do note however, that the recovery results for QCBP can be extended to the weighted square-root LASSO decoder without assumptions on noise [2].

6. Numerics. Finally, we include some numerics to support the claim that OMP also generalizes well to this new setting. The experiments performed are analogous to those in [5], which gives numerical results for IHTL and CoSaMPL.

All numerical experiments share the following setup. For each fixed total sparsity $s$ and number of measurements $m$, we generate an $(s, M)$-sparse in levels random vector $x$ of length $N$. This is implemented by generating a random vector $v \in \mathbb{R}^N$ with independent entries distributed according to a centered Gaussian distribution with unit variance and by setting $x = H_{s,M}(v)$. The local sparsity pattern $s$ depends on the experiment, as outlined below. Then we compute an approximation $\hat{x}$ to the vector $x$ using a measurement matrix $A$ that is a Gaussian random matrix (independent, normally distributed entries with mean zero and variance $1/\sqrt{m}$), and record the relative error $\|x - \hat{x}\|_2/\|x\|_2$. Over 100 trials, we compute the success probability with the success criterion that the relative error be less than $10^{-2}$. For IHTL and CoSaMPL, we have the additional stopping criterion that the algorithms terminate either when $\|x^{(n+1)} - x^{(n)}\|_2/\|x^{(n+1)}\|_2$ is less than a tolerance $10^{-4}$, or if the algorithms exceed 1000 iterations. For OMPL, we simply run $s$ iterations. Moreover, we operate the following normalizations in order to improve the practical performance of the algorithms considered. For OMP and OMPL, we normalize the columns of $A$ with respect to the 2-norm. For IHT and IHTL, we rescale $A$ so that it has unit spectral norm (i.e., $\|A\|_2 = 1$), as suggested in [14].

With the aim of boosting the numerical performance of IHT and IHTL, we also consider Normalized IHT (NIHT) (see [14]) and its levels based version NIHTL obtained by replacing the hard thresholding operator with its in-levels version. We implement NIHT as summarized in [14, Section III] using hyperparameters $c = 0.1$ and $k = 1.1/(1 - c)$, defining the stepsise update rule (see [14] for further details).

In our implementation of CoSaMPL and OMPL we use the Matlab backslash operator to compute least-squares projections. This is possible since we only consider problems of small size in this paper. For large scale problems, the least-squares projection step can become a considerable computational bottleneck and it should be replaced by an approximate projection computed via a few iterations of an iterative algorithm such as Richardson’s or the conjugate gradient method (see [37]). We also note that, whereas the number of iterations of OMPL is by construction larger than or equal to the sparsity $s$, CoSaMPL does not have this limitation. Thus, the latter is a considerably more efficient algorithm than the former for large values of $s$.

The first experiment, whose results are shown in Figure 1, compares the performance of IHTL, NIHTL, CoSaMPL, and OMPL with different input sparsity levels. Given a fixed total sparsity $s$, we approximate a vector that is $(s, M)$-sparse with $M = (N/4, N/2, 3N/4, N)$ and either $s_1 = (3s/8, s/8, 3s/8, s/8)$ or $s_2 = (s/2, 0, s/2, 0)$. We let $N = 128$ and consider $s = 16$ and $s = 32$. We then run IHTL, CoSaMPL, and OMPL, with 1, 2 or 4 levels each. The results show that more levels, closer to the true sparsity in levels structure of the underlying
solution, result in better recovery, regardless of the algorithm used.

Figure 1. Horizontal phase transition line showing success probability versus $m$ for various fixed total sparsities $s$. Four-level sparsity with $M = (N/4, N/2, 3N/4, N)$. The local sparsities are $s_1 = (3s/8, s/8, 3s/8, s/8)$ and $s_2 = (s/2, 0, s/2, 0)$. In the levels case we consider two-level algorithms based on $M = (N/4, N)$ and $s = (s/2, s/2)$ and four-level algorithms based on $M = (N/4, N/2, 3N/4, N)$ and $s = s_1$ or $s = s_2$. Row one contains IHT and IHTL, row two NIHT and NIHTL, row three CoSaMP and CoSaMPL, and the final row OMP and OMPL.

The second experiment is similar to the first one. However, we consider a larger number of levels and a higher dimension $N = 512$. Specifically, we generate $(s, M)$-sparse vectors with levels $M = (N/8, N/4, 3N/8, N/2, 5N/8, 3N/4, 7N/8, N)$ and local sparsities...
\( s = (s/4,0,s/4,0,s/4,0), \) with \( s = 128 \) and \( s = 256. \) We compare IHT, NIHT, CoSaMP, and OMP with three levels-based versions of them. The first two of them are four-level algorithms with uniform and nonuniform level splitting, and the third one is an eight-level algorithm. The results are shown in Figure 2 and, similarly to Figure 1, the levels-based strategies that are closest to the true structure of the underlying solution consistently outperform all the other strategies. In addition, we observe that the four-level strategies, where local sparsities are constant across all levels, usually provide little or no benefit with respect to the standard versions of the algorithms, regardless of the type of levels considered (i.e., of uniform or nonuniform sizes).

Next in Figure 3 we give phase transition plots for each algorithm, with the local sparsity pattern \( s = (s/2,0,s/2,0) \) in levels \( M = (N/4,N/2,3N/4,N) \). Note that this sparsity pattern is only sensible up to \( s = N/2 \), as thereafter we are fully saturated in the first and the third levels. Thus the experiments below only plot to a maximum of \( m = s = N/2 \). We compare the standard sparse decoders of IHT, CoSaMP, and OMP against the levels-based versions, and see uniform improvement by moving to the levels setting.

The final numerics are contained in Figure 4. This performs full phase transitions for a sparsity pattern \( s = (3s/4,s/4) \) in two levels \( M = (3s/4,N) \). This serves as a surrogate for the function approximation case. In fact, in the case of piecewise regular (specifically, piecewise \( \alpha \)-Hölder) functions, best \( s \)-term approximation rates of order \( O(s^{-\alpha}) \) are realized by sparse-in-levels approximations to the vector of wavelet coefficients where the coarsest levels are fully saturated (see [2] for further details). While NIHTL and CoSaMPL show improvement over NIHT and CoSaMP, IHTL and OMPL only improve over IHT and OMP in the low total sparsity regime – unlike our other experiments.

7. Proofs.

7.1. Outline. As this series of proofs is quite lengthy, we begin by outlining the main steps. Both Lemma 7.1 and Lemma 7.2 are direct generalizations of standard sparse results, giving useful bounds involving the RICL constant. Using these, we prove an extremely key result, Theorem 7.3, which gives conditions on any vector \( x' \) and RICL constant \( \delta_{s,M} \) to guarantee the true solution \( x \) and \( x' \) are sufficiently close. Using this result, the overall argument for both IHTL and CoSaMPL is similar. In either case we use Lemma 7.1 and Lemma 7.2, along with careful tracking of index sets, to show that \( x^{(n)} = x' \) satisfies the assumptions of Theorem 7.3. From this, the final results follow immediately. This style of argument is extended from the sparse case contained in [29].

7.2. Preliminary Lemmas. The following two results are based on [29, Lemma 6.16], and [29, Lemma 6.20] respectively.

Lemma 7.1. Let \( u,v \in \mathbb{C}^N \) be \((s',M)\)-sparse and \((s'',M)\)-sparse respectively, and \( \Delta \in D_{s,M} \) be arbitrary. Then for any matrix \( A \in \mathbb{C}^{m \times N} \),

(i) \[ |\langle u, (I - A^*A)v \rangle| \leq \delta_{s' + s'',M} \|u\|_2 \|v\|_2 \]

(ii) \[ \|P_\Delta(I - A^*A)v\|_2 \leq \delta_{s + s'',M} \|v\|_2 \]
Figure 2. Horizontal phase transition line showing success probability versus \( m \) for various fixed total sparsities \( s \). Eight-level sparsity with \( M = (N/8, N/4, 3N/8, N/2, 5N/8, 3N/4, 7N/8, N) \) and local sparsities \( s = (s/4, 0, s/4, 0, s/4, 0) \). In the levels case we consider two four-level algorithms based on uniform levels \( M = (N/4, N/2, 3N/4, N) \) and nonuniform levels \( M = (N/8N/25N/8N) \), with local sparse \( s = (s/4, s/4, s/4, s/4, s/4, 0) \). Eight level algorithms where \( M = (N/8, N/4, 3N/8, N/2, 5N/8, 3N/4, 7N/8, N) \) and local sparsities \( s = (s/4, 0, s/4, 0, s/4, 0, s/4, 0) \). Row one contains IHT and IHTL, row two NIHT and NIHTL, row three CoSaMP and CoSaMPL, and the final row OMP and OMPL.

Proof. To show (i) we expand the inner product

\[
|\langle u, (I - A^*A)v \rangle| = |\langle u, v \rangle - \langle Au, Av \rangle|
\]
and define $\Xi = \text{supp}(u) \cup \text{supp}(v) \in D_{s' + s'', M}$. Then the above may be written as

$$\begin{align*}
|\langle u, v \rangle - \langle Au, Av \rangle| &= |\langle P_{\Xi}u, P_{\Xi}v \rangle - \langle (AP_{\Xi})P_{\Xi}u, (AP_{\Xi})P_{\Xi}v \rangle| \\
&= |\langle P_{\Xi}u, (P_{\Xi} - (P_{\Xi}A^*AP_{\Xi})P_{\Xi})v \rangle| \\
&\leq \|P_{\Xi}u\|_2 \|P_{\Xi} - (P_{\Xi}A^*AP_{\Xi})\|_2 \|P_{\Xi}v\|_2
\end{align*}$$

As $P_{\Xi}v$ is $(s'', M)$-sparse and thus $(s' + s'', M)$-sparse, we use the fact that $\delta_{s' + s'', M} =...
Figure 4. Phase transition plots comparing the standard sparse decoders of IHT, NIHT, CoSaMP, and OMP against the levels-based generalizations for $N = 256$. Here, the underlying vector is $s = (3s/4, s/4)$ sparse in two levels $M = (3s/4, N)$.

$$\sup_{\Xi \in D_{\delta^{s'} + s''} \times M} \| P_{\Xi} - P_{\Xi^*} A P_{\Xi} \|_F \leq \delta_{\delta^{s'} + s''} \times M \| u \|_2 \| v \|_2 \frac{\delta_{\delta^{s'} + s''} \times M \| u \|_F}{\| v \|_F},$$

which gives (i).
For (ii), we note that
\[
\|P_\Delta (I - A^* A)v\|_{\ell^2}^2 = |\langle P_\Delta (I - A^* A)v, (I - A^* A)v \rangle|
\]
and apply (i) with \( u = P_\Delta (I - A^* A)v \), giving
\[
\|P_\Delta (I - A^* A)v\|_{\ell^2}^2 \leq \delta_{s + s', M} \|P_\Delta (I - A^* A)v\|_{\ell^2} \|v\|_{\ell^2}
\]
and dividing through by \( \|P_\Delta (I - A^* A)v\|_{\ell^2} \) gives the desired result.

**Lemma 7.2.** Let \( e \in \mathbb{C}^m, A \in \mathbb{C}^{m \times N} \) with RICL \( \delta_{s, M} \) and \( \Delta \in D_{s, M} \). Then \( \|P_\Delta A^* e\|_{\ell^2} \leq \sqrt{1 + \delta_{s, M}} \|e\|_{\ell^2} \).

**Proof.** We compute
\[
\|P_\Delta A^* e\|_{\ell^2}^2 = \langle A^* e, P_\Delta A^* e \rangle = \langle e, AP_\Delta A^* e \rangle \leq \|e\|_{\ell^2} \|AP_\Delta A^* e\|_{\ell^2}.
\]
But as \( P_\Delta A^* e \) is \( (s, M) \)-sparse we have
\[
\|e\|_{\ell^2} \|AP_\Delta A^* e\|_{\ell^2} \leq \|e\|_{\ell^2} \sqrt{1 + \delta_{s, M}} \|P_\Delta A^* e\|_{\ell^2}
\]
and dividing through by \( \|P_\Delta A^* e\|_{\ell^2} \) gives the desired result.

With these is hand, we prove a key result. This theorem is directly extended from the sparse case in [29, Lemma 6.23].

**Theorem 7.3.** Suppose \( A \in \mathbb{C}^{m \times N} \) satisfies the RIPL of order \( (s, M) \) and has RICL \( \delta_{s, M} < 1 \). Let \( \kappa, \tau > 0, \lambda \geq 0 \) and \( e \in \mathbb{C}^m \) be given, and \( w \in \mathbb{R}^N \), with \( w > 0 \), be a set of weights constant on each level, such that \( w_i = w^{(k)} \), for \( M_{k-1} < i \leq M_k \) and \( 1 \leq k \leq r \). Suppose we have \( x, x' \in \mathbb{C}^N \) such that
\[
x' \in D_{\kappa, \tau, \lambda}, \quad \|P_{\Xi} x - x'\|_{\ell^2} \leq \tau \|AP_{\Xi} x + e\|_{\ell^2} + \lambda,
\]
where \( \Xi = \Xi_1 \cup \ldots \cup \Xi_r \), and \( \Xi_i \) is the index set of the largest \( 2s_i \) entries of \( P_{M_i}^{M_i-1} x \). Then, there exist constants \( C_{\kappa, \tau, \delta, \kappa, \tau, \lambda} \) depending only on \( \kappa \) and \( \tau \) and \( E_{\kappa, \tau, \lambda} \) depending only on \( \kappa \) such that
\[
\|x - x'\|_{\ell^1} \leq C_{\kappa, \tau, \delta, \kappa, \tau, \lambda} \|x\|_{\ell^1} + \|e\|_{\ell^2} + E_{\kappa, \tau, \lambda},
\]
\[
\|x - x'\|_{\ell^2} \leq \frac{\tau}{\sqrt{\kappa}} \|P_{\Xi} x\|_{\ell^1} + \tau \|e\|_{\ell^2} + \lambda,
\]
where \( \zeta \) and \( \kappa \) are as in (5.1).

**Proof.** Let us consider some fixed level \( i \), and \( \Xi \) defined as above. We consider the case of the weighted 1-norm first. Projecting onto level \( i \) gives
\[
\|P_{M_i}^{M_i-1} (x - x')\|_{\ell^1} \leq w^{(i)} \|P_{\Xi_i} x\|_{\ell^1} + w^{(i)} \|P_{\Xi_i} x - P_{M_i}^{M_i-1} x'\|_{\ell^1},
\]
and where \( \Xi_i^c = \{ M_i - 1 + 1, \ldots, M_i \} \setminus \Xi_i \) is the relative complement of \( \Xi_i \) with respect to the level \( i \). We bound the latter term by noting that \( P_{\Xi_i} x - P_{M_i}^{-1} x \) is \((2 + \kappa) s_i\)-sparse, so that

\[
\| x - x' \|_{\ell^2} \leq \sigma_{s, M}(x)_{\ell^1} + \sqrt{(2 + \kappa)} \| P_{\Xi_i} x - x' \|_{\ell^2}.
\]

By supposition we have then

\[
\| x - x' \|_{\ell^2} \leq \sigma_{s, M}(x)_{\ell^1} + \sqrt{(2 + \kappa)} \| A P_{\Xi_i} x + e \|_{\ell^2} + \lambda.
\]

We now perform a particular decomposition of \( \Delta^c = \{ 1, \ldots, N \} \setminus \Delta \), letting

\[
\Delta^c_i = \Xi_i^c \cup \Xi_i^c \cup \ldots,
\]

where \( \Xi_i^c \) is index set of the \( s_i \) largest entries of \( P_{\Delta^c_i} x \), \( \Xi_i^c \) is the index set of the largest \( s_i \) entries of \( P_{(\Delta_i \cup \Xi_i^c)} x \), and so on. (Note that \( \Delta_i^c = (\Delta_i \cup \Xi_i^c)^c \), etc. are relative complements with respect to the level \( i \)). This allows us to define the collection \( \Xi(k) \) for \( k = 1, 2, \ldots \)

\[
\Xi(k) = \bigcup_{i=1}^{r} \Xi_{k,i}, \quad \text{where by construction } \Xi(k) \in D_{s, M},
\]

and furthermore \( \Xi = \bigcup_{k \geq 2} \Xi(k) \). Using this decomposition and the RIPL assumption we have

\[
\| A P_{\Xi} x + e \|_{\ell^2} \leq \sum_{k \geq 2} \sqrt{1 + \delta_{s, M}} \| P_{\Xi(k)} x \|_{\ell^2} + \| e \|_{\ell^2}
\]

\[
\leq \sqrt{2} \sum_{k \geq 1} \sqrt{\frac{1}{s_i} \| P_{\Xi_{i,k}} x \|_{\ell^1}^2 + \| e \|_{\ell^2}}
\]

\[
\leq \sqrt{2} \sum_{k \geq 1} \frac{1}{\sqrt{s_i}} \| P_{\Xi_{i,k}} x \|_{\ell^1}^2 + \| e \|_{\ell^2}
\]

\[
\leq \frac{\sqrt{2}}{\sqrt{\xi}} \| P_{\Delta^c_i} x \|_{\ell^1} + \| e \|_{\ell^2} = \frac{\sqrt{2}}{\sqrt{\xi}} \sigma_{s, M}(x)_{\ell^1} + \| e \|_{\ell^2}.
\]

Combining this result with (7.2), we have

\[
\| x - x' \|_{\ell^1} \leq \left[ 1 + \frac{\sqrt{(4 + 2\kappa)\xi}}{\sqrt{\xi}} \right] \sigma_{s, M}(x)_{\ell^1}
\]

\[
+ \sqrt{(2 + \kappa)\xi} \| e \|_{\ell^2} + \sqrt{(2 + \kappa)\xi \lambda}
\]

\[
= C_{\kappa, \tau} \frac{\sqrt{2}}{\sqrt{\xi}} \sigma_{s, M}(x)_{\ell^1} + D_{\kappa, \tau} \sqrt{\xi} \| e \|_{\ell^1} + E_{\kappa, \sqrt{\xi} \lambda}.
\]
as was to be shown.

For the 2-norm case we again focus on particular level \( i \). Using the definition of \( \Xi_i \) and Stechkin’s inequality (see, e.g., [29, Proposition 2.3]), we see that

\[
\|P_{M_i}^{M_i-1}(x - x')\|_{\ell_2}^2 = \|P_{\Xi_i^c}x\|_{\ell_2}^2 + \|P_{\Xi_i}x - P_{M_i}^{M_i-1}x\|_{\ell_2}^2 \\
\leq \frac{1}{\sigma_{s,M}(x)}\|P_{\Xi_i}x\|_{\ell_2}^2 + \|P_{\Xi_i}x - P_{M_i}^{M_i-1}x\|_{\ell_2}^2.
\]

Summing over all levels \( i = 1, \ldots, r \) we have

\[
\|x - x'\|_{\ell_2}^2 \leq \frac{1}{\sigma_{s,M}(x)}\|P_{\Xi_i}x\|_{\ell_2}^2 + \|P_{\Xi_i}x - x'\|_{\ell_2}^2 \\
\leq \frac{1}{\sigma_{s,M}(x)}\|P_{\Xi_i}x\|_{\ell_2}^2 + (\|AP_{\Xi_i}x + e\|_{\ell_2} + \lambda)^2,
\]

where we have applied the definitions of \( \xi, \Xi, \) and the assumptions of the theorem. As a result we also have

\[
\|x - x'\|_{\ell_2} \leq \frac{1}{\sqrt{s}}\sigma_{s,M}(x)\|e\|_{\ell_2} + \|AP_{\Xi_i}x + e\|_{\ell_2} + \lambda.
\]

As we have already bounded this second term, we have

\[
\|x - x'\|_{\ell_2} \leq \frac{1}{\sqrt{s}}\sigma_{s,M}(x)\|e\|_{\ell_2} + \|AP_{\Xi_i}x + e\|_{\ell_2} + \lambda
\]

\[
= \frac{\rho}{\sqrt{s}}\sigma_{s,M}(x)\|e\|_{\ell_2} + \|AP_{\Xi_i}x + e\|_{\ell_2} + \lambda
\]

thus completing the proof. \( \square \)

7.3. Proving Theorem 5.1 on IHT. The following theorem is based on [29, Theorem 6.18].

Theorem 7.4. Suppose \( x \in \mathbb{C}^N \) is \((s, M)\)-sparse in levels, with the RIPL constant satisfying

\[
\delta_{3s,M} < \frac{1}{\sqrt{s}}.
\]

Then, for all \( x \in \mathbb{C}^N, e \in \mathbb{C}^m \) and \( \Delta \in D_{s,M} \), the sequence \((x(n))_{n \geq 0}\) defined by the algorithm IHTL\((A, y, s, M)\) for \( y = Ax + e \) satisfies

\[
\|x(n) - P_{\Delta}x\|_{\ell_2} \leq \rho^n\|x(0) - P_{\Delta}x\|_{\ell_2} + \|AP_{\Delta}x + e\|_{\ell_2},
\]

where \( \rho = \sqrt{3}\delta_{3s,M} < 1 \) and \( \tau > 0 \) only depends on \( \rho \) and \( \delta_{3s,M} \), with \( \tau \leq 2.18/(1 - \rho) \).

Proof. We firstly define \( \Delta_i = \Delta \cap \{M_{i-1} + 1, \ldots, M_i\} \) and \( \Delta_i^c = \{M_{i-1} + 1, \ldots, M_i\} \setminus \Delta_i \). Analogously to the proof of Theorem 7.3, it will prove to be convenient to decompose

\[
\{1, \ldots, N\} = \Delta \cup \Delta^c = \bigcup_{i=1}^r \Delta_i \cup \Delta_i^c.
\]

Similarly we define \( \Delta_i^{n+1} \) as the index set of the largest \( s_i \) entries of \( x(n+1) \) in the band \( \{M_{i-1} + 1, \ldots, M_i\} \). With this decomposition, we may use techniques near-identical to those
in [29, Theorem 6.18], and thus we give a brief treatment where possible. By definition, for any $\Delta_i$,

$$\|P_{\Delta_i}(x^{(n)} + A^*(y - Ax^{(n)}))\|_{\ell^2} \leq \|P_{\Delta_i}^n(x^{(n)} + A^*(y - Ax^{(n)}))\|_{\ell^2}. $$

Then we cancel any shared contribution on the set $\Delta_i \cap \Delta_i^{n+1}$,

$$\|P_{\Delta_i \setminus \Delta_i^{n+1}}(x^{(n)} + A^*(y - Ax^{(n)}))\|_{\ell^2}$$

(7.3)

Here, making the observation that $P_{\Delta_i}x = 0$ on $\Delta_i^{n+1} \setminus \Delta_i$, and $P_{M_i}^{n-1}x^{(n+1)} = 0$ on $\Delta_i \setminus \Delta_i^{n+1}$, we write the right-hand side of (7.3) as

$$\|P_{\Delta_i^{n+1} \setminus \Delta_i}(x^{(n)} - P_{\Delta_i}x + A^*(y - Ax^{(n)}))\|_{\ell^2},$$

and we bound the left-hand side of (7.3) from below as

$$\|P_{\Delta_i \setminus \Delta_i^{n+1}}(x^{(n)} + A^*(y - Ax^{(n)}))\|_{\ell^2} \geq \|P_{\Delta_i \setminus \Delta_i^{n+1}}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2}$$

$$- \|P_{\Delta_i \setminus \Delta_i^{n+1}}(x^{(n)} - P_{\Delta_i}x + A^*(y - Ax^{(n)}))\|_{\ell^2}. $$

Combining these both into (7.3) we find that

$$\|P_{\Delta_i \setminus \Delta_i^{n+1}}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2} \leq \sqrt{2}\|P_{\Delta_i^{n+1} \setminus \Delta_i}(x^{(n)} - P_{\Delta_i}x + A^*(y - Ax^{(n)}))\|_{\ell^2},$$

where $\Delta_i^{n+1} \setminus \Delta_i = (\Delta_i^{n+1} \setminus \Delta_i) \cup (\Delta_i \setminus \Delta_i^{n+1})$ is the symmetric difference. We now seek to bound the left-hand side further from below. To do so, we decompose

$$\|P_{M_i}^{n-1}x^{(n+1)} - P_{\Delta_i}x\|_{\ell^2}^2 = \|P_{\Delta_i^{n+1}}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2}^2$$

$$+ \|P_{(\Delta_i^{n+1})^c}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2}^2$$

$$= \|P_{\Delta_i^{n+1}}(x^{(n)} - P_{\Delta_i}x + A^*(y - Ax^{(n)}))\|_{\ell^2}^2$$

$$+ \|P_{(\Delta_i^{n+1})^c}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2}^2.$$ 

Further observing that $P_{M_i}^{n-1}x^{(n+1)} = 0$ on $(\Delta_i^{n+1})^c$, and $P_{\Delta_i}x = 0$ on $\Delta_i^c$, we can write

$$\|P_{M_i}^{n-1}x^{(n+1)} - P_{\Delta_i}x\|_{\ell^2}^2 = \|P_{\Delta_i^{n+1}}(x^{(n)} - P_{\Delta_i}x + A^*(y - Ax^{(n)}))\|_{\ell^2}^2$$

$$+ \|P_{\Delta_i \setminus \Delta_i^{n+1}}(P_{\Delta_i}x - P_{M_i}^{n-1}x^{(n+1)})\|_{\ell^2}^2.$$
Combining this argument with the previous bound (7.4) we have, in summary,
\[
\|P_{\hat{M}_i}^{M_i-1}x^{(n+1)} - P_{\Delta}x\|_2^2 \\
\leq \|P_{\Delta}x^{(n)} - P_{\Delta}x + A^*(y - Ax^{(n)})\|_2^2 \\
+ 2\|P_{\Delta_1}^{n+1}(x^{(n)} - P_{\Delta}x + A^*(y - Ax^{(n)}))\|_2^2 \\
\leq 3\|P_{\Delta_1}^{n+1}(x^{(n)} - P_{\Delta}x + A^*(y - Ax^{(n)}))\|_2^2.
\]

Summing this over all levels \(i = 1, \ldots, r\), we have that
\[
\|x^{(n+1)} - P_{\Delta}x\|_2^2 \\
\leq 3\|P_{\Delta_1}^{n+1}(x^{(n)} - P_{\Delta}x + A^*(y - Ax^{(n)}))\|_2^2.
\]

By redefining \(y = Ax + e = AP_{\Delta}x + e'\), with \(e' = e + AP_{\Delta}x\), we may further bound this from above as
\[
\|x^{(n+1)} - P_{\Delta}x\|_2^2 \\
\leq \sqrt{3} \left[ \|P_{\Delta_1}^{n+1}(x^{(n)} - P_{\Delta}x + A^*(P_{\Delta}x - x^{(n)}))\|_2 \\
+ \|P_{\Delta_1}^{n+1}(I - A^*)I(x^{(n)} - P_{\Delta}x)\|_2 \\
+ \|P_{\Delta_1}^{n+1}A^*Ae'\|_2 \right].
\]

(7.5)

Here we note that \(\text{supp}(x^{(n)} - P_{\Delta}(x)) \subset \Delta \cup \{\Delta\} \cup (\Delta_1 \cup \Delta) \in D_{3s,M}\). These observations allow us to apply Lemma 7.1(ii) on the first term, and Lemma 7.2 on the second term, giving
\[
\|x^{(n+1)} - P_{\Delta}x\|_2^2 \\
\leq \sqrt{3} \left[ \delta_{3s,M}\|x^{(n)} - P_{\Delta}x\|_2 + \sqrt{1 + \delta_{2s,M}}\|e'\|_2 \right].
\]

(7.6)

Finally by examining this inequality, we set
\[
\rho = \sqrt{3}\delta_{3s,M}, \quad (1 - \rho)\tau = \sqrt{3}\sqrt{1 + \delta_{2s,M}}.
\]

Recalling that \(e' = AP_{\Delta}x + e\), we have
\[
\|x^{(n+1)} - P_{\Delta}x\|_2^2 \leq \rho\|x^{(n)} - P_{\Delta}x\|_2 + (1 - \rho)\tau\|AP_{\Delta}x + e\|_2,
\]
which, by induction on \(n\), gives
\[
\|x^{(n)} - P_{\Delta}x\|_2^2 \leq \rho^n\|x^{(0)} - P_{\Delta}x\|_2 + \tau\|AP_{\Delta}x + e\|_2.
\]
This was precisely the result to be shown, noting that \( \rho < 1 \) if and only if \( \delta_{3s,M} < \frac{1}{\sqrt{3}} \) and so
\[
\tau = \frac{\sqrt{3} \sqrt{1 + \delta_{3s,M}}}{1 - \rho} < \frac{\sqrt{3} + \sqrt{3}}{1 - \rho} < 2.18.
\]
This concludes the proof.  

**Proof.** (Of Theorem 5.1) Using Theorem 7.4 with \((2s, M)\) instead of \((s, M)\), there exist constants \( \rho \in (0, 1) \), \( \tau > 0 \) depending on \( \delta_{6s,M} \) such that
\[
\|x^{(n)} - P_{\Xi}x\|_{\ell^2} \leq \rho^n \|x^{(0)} - P_{\Xi}x\|_{\ell^2} + \tau \|AP_{\Xi}x + e\|_{\ell^2},
\]
where \( \Xi = \Xi^{(0)} \cup \ldots \cup \Xi_n \) and \( \Xi_i \) is the index set of the largest \( 2s_i \) entries of \( P_{M_i,M_i} x \) (note that we applied Theorem 7.4 with \((2s, M)\) since \( \Xi \in D_{2s,M} \)). Then, by letting \( x' = x^{(n)} \) and \( \lambda = \rho^n \|P_{\Xi}x\|_{\ell^2} \) (recall that \( x^{(0)} = 0 \)) we may apply Theorem 7.3 with \( \kappa = 2 \) to assert
\[
\|x - x^{(n)}\|_{\ell^2} \leq C \sqrt{\kappa} \sigma_{s,M}(x) \ell^2 + D \sqrt{\kappa} \|e\|_{\ell^2} + 2 \sqrt{\kappa} \rho^n \|x\|_{\ell^2},
\]
\[
\|x - x^{(n)}\|_{\ell^2} \leq \frac{E}{\sqrt{\kappa}} \sigma_{s,M}(x) \ell^2 + \tau \|e\|_{\ell^2} + \rho^n \|x\|_{\ell^2}
\]
where \( C, D, E > 0 \) depend on \( \tau, \rho, \kappa \) and thus only on \( \delta_{6s,M} \).  

**7.4. Proving Theorem 5.2 on CoSaMP.** The following is based on [29, Theorem 6.27].

**Theorem 7.5.** Suppose the \((4s, M)\)-th RICL constant of the matrix \( A \in \mathbb{C}^{m \times n} \) satisfies
\[
\delta_{4s,M} < \frac{\sqrt{15} - 1}{2}.
\]
Then for \( x \in \mathbb{C}^N \), \( e \in \mathbb{C}^m \) and index set \( \Delta \in D_{s,M} \), the sequence \((x^{(n)})_{n \geq 0}\) defined by CoSaMPL\((A, y, \Delta, M)\) with \( y = Ax + e \) satisfies
\[
\|x^{(n)} - P_{\Delta}x\|_{\ell^2} \leq \rho^n \|x^{(0)} - P_{\Delta}x\|_{\ell^2} + \tau \|AP_{\Delta}x + e\|_{\ell^2},
\]
where \( \rho \in (0, 1) \) and \( \tau > 0 \) are constants only depending on \( \delta_{4s,M} \).

**Proof.** As before, with correct treatment of our index sets, many of the algebraic manipulations follow near-identically from [29, Theorem 6.27]. We have
\[
\|P_{U(n+1)}(P_{\Delta}x - x^{(n+1)})\|_{\ell^2} \leq \|u^{(n+1)} - x^{(n+1)}\|_{\ell^2} + \|u^{(n+1)} - P_{U(n+1)} \cap \Delta x\|_{\ell^2}.
\]
Further as \( x^{(n+1)} = H_{s,M}(u^{(n+1)}) \) we bound \( \|u^{(n+1)} - x^{(n+1)}\|_{\ell^2} \leq \|u^{(n+1)} - P_{U(n+1)} \cap \Delta x\|_{\ell^2} \). This result, combined with the fact that \( P_{U(n+1)} x^{(n+1)} = P_{U(n+1)} u^{(n+1)} = 0 \), asserts
\[
\|P_{\Delta}x - x^{(n+1)}\|_{\ell^2}^2 \leq \|P_{U(n+1)} (P_{\Delta}x - x^{(n+1)})\|_{\ell^2}^2 + \|P_{U(n+1)} (P_{\Delta}x - u^{(n+1)})\|_{\ell^2}^2
\]
\[
\leq \|P_{U(n+1)} (P_{\Delta}x - u^{(n+1)})\|_{\ell^2}^2 + 4 \|P_{U(n+1)} (P_{\Delta}x - u^{(n+1)})\|_{\ell^2}^2.
\]
\[(7.7)\]
We will us this bound later, but we now examine the latter term more closely.

We first make the observation that \( P_{U(n+1)} A^*(y - A u^{(n+1)}) = 0 \), as \( u^{(n+1)} \) satisfies the normal equations when restricted to its support. Thus we may write \( P_{U(n+1)} A^* A(P\Delta x - u^{(n+1)}) = -P_{U(n+1)} A^* e' \), where \( e' = AP\Delta x + e \). We use this to write

\[
\|P_{U(n+1)} (P\Delta x - u^{(n+1)})\|_{\ell^2} \\
\leq \|(I - A^* A)(P\Delta x - u^{(n+1)})\|_{\ell^2} + \|P_{U(n+1)} A^* e'\|_{\ell^2}.
\]

Now as \( \Delta \in D_{s,M} \) and \( U^{(n+1)} \in D_{3s,M} \), we have their union is in \( D_{4s,M} \). Thus using Lemma 7.1 (ii) gives \( \|(I - A^* A)(P\Delta x - u^{(n+1)})\|_{\ell^2} \leq \delta_{4s,m} \|P\Delta x - u^{(n+1)}\|_{\ell^2} \), and so

\[
\|P_{U(n+1)} (P\Delta x - u^{(n+1)})\|_{\ell^2} \\
\leq \delta_{4s,m} \|P\Delta x - u^{(n+1)}\|_{\ell^2} + \|P_{U(n+1)} A^* e'\|_{\ell^2}.
\]

From here denoting \( \delta_{4s,M} = \delta \), we wish to derive the inequality

\[
\|P_{U(n+1)} (P\Delta x - u^{(n+1)})\|_{\ell^2} \\
\leq \delta \frac{\|P_{U(n+1)} (P\Delta x - u^{(n+1)})\|_{\ell^2}}{\sqrt{1 - \delta^2}} + \frac{\|P_{U(n+1)} A^* e'\|_{\ell^2}}{1 - \delta}.
\]

For the sake of brevity, we assert the desired inequality follows from purely algebraic manipulations, and uses no sparsity properties. These steps for the sparse case can be found in detail in [29, Theorem 6.28, p. 166]. As before, we save this bound for later use, and switch to a final argument.

We first recall that CoSaMPL defines \( S^{(n)} = \text{supp}(x^{(n)}) \), and that \( S^{(n)} \subseteq U^{(n+1)} \). Further we define \( T^{(n+1)} = L_{2s,M} (A^*(y - Ax^{(n)})) \). As this is the index set of the largest \( (2s, M) \) entries of \( A^*(y - Ax^{(n)}) \), and \( \Delta \cup S^{(n)} \in D_{2s,M} \) we have

\[
\|P_{\Delta \cup S^{(n)}} A^*(y - Ax^{(n)})\|_{\ell^2} \leq \|P_{T^{(n+1)}} A^*(y - Ax^{(n)})\|_{\ell^2}.
\]

In turn, eliminating the shared contribution on \( (\Delta \cup S^{(n)}) \cap T^{(n+1)} \) we find

\[
\|P_{(\Delta \cup S^{(n)}) \setminus T^{(n+1)}} A^*(y - Ax^{(n)})\|_{\ell^2} \\
\leq \|P_{T^{(n+1)} \setminus (\Delta \cup S^{(n)})} A^*(y - Ax^{(n)})\|_{\ell^2}.
\]

Now as \( P\Delta x - x^{(n)} = 0 \) on \( T^{(n+1)} \setminus (\Delta \cup S^{(n)}) \) we may write the right-hand side of the above as

\[
\|P_{T^{(n+1)} \setminus (\Delta \cup S^{(n)})} (P\Delta x - x^{(n)} + A^*(y - Ax^{(n)}))\|_{\ell^2},
\]
whereas for the left-hand side we apply a reverse triangle inequality
\[
\| P_{(\Delta \cup S^{(n)}) \setminus (T^{(n+1)} \setminus S^{(n)})} A^* (y - Ax^{(n)}) \|_2 \\
\geq \| P_{(\Delta \cup S^{(n)}) \setminus (T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)}) \|_2 \\
- \| P_{(\Delta \cup S^{(n)}) \setminus (T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)} + A^* (y - Ax^{(n)})) \|_2 \\
= \| P_{(T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)}) \|_2 \\
- \| P_{(\Delta \cup S^{(n)}) \setminus (T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)} + A^* (y - Ax^{(n)})) \|_2.
\]
Combining these two observations and rearranging gives
\[
\| P_{(T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)}) \|_2 \\
\leq \sqrt{2} \| P_{(T^{(n+1)} \setminus S^{(n)})} (I - A^* A) (x^{(n)} - P_\Delta x) \|_2 \\
+ \sqrt{2} \| P_{(T^{(n+1)} \setminus S^{(n)})} A^* e' \|_2,
\]
where \( \ominus \) denotes the symmetric difference, and \( y = AP_\Delta x + e' \) is as before. Now, as \( T^{(n+1)} \subset U^{(n+1)} \) and \( S^{(n)} \subset U^{(n+1)} \) by the definition of CoSaMP, we may bound the left-hand side of the above equation from below by
\[
\| P_{(T^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)}) \|_2 \geq \| P_{(U^{(n+1)} \setminus S^{(n)})} (P_\Delta x - x^{(n)}) \|_2 \\
= \| P_{(U^{(n+1)} \setminus S^{(n)})} \|_2 \\
= \| P_{(U^{(n+1)} \setminus S^{(n)})} (P_\Delta x - u^{(n+1)}) \|_2.
\]
With this lower bound in hand, we note that \( \Delta, S^{(n)} \in D_{s,M} \) and \( T^{(n+1)} \in D_{2s,M} \) so that we may apply Lemma 7.2 (ii) with \( T^{(n+1)} \ominus (\Delta \cup S^{(n)}) \subset T^{(n+1)} \cup (\Delta \cup S^{(n)}) \in D_{4s,M} \) on the term \( \| P_{(T^{(n+1)} \setminus (\Delta \cup S^{(n)})} (I - A^* A) (x^n - P_\Delta x) \|_2 \). Combining this series of observations gives
\[
(7.10) \quad \| P_{(U^{(n+1)} \setminus S^{(n)})} (P_\Delta x - u^{(n+1)}) \|_2 \\
\leq \sqrt{2} \delta_{4s,M} \| x^n - P_\Delta x \|_2 + \sqrt{2} \| P_{(T^{(n+1)} \setminus (\Delta \cup S^{(n)})} (A^* e') \|_2.
\]
To conclude our argument, it remains to combine the three distinct results of equations (7.7), (7.9) and (7.10). Again, this is near identical to the sparse case in [29, Theorem 6.27], and contains purely algebraic manipulations. This leads to the inequality
\[
\| P_\Delta x - x^{(n+1)} \|_2 \leq \sqrt{\frac{2\delta_{4s,M}(1+3\delta^2)}{1-\delta^2}} \| x^n - P_\Delta x \|_2 \\
+ \sqrt{2(1+3\delta^2)} \| P_{(T^{(n+1)} \setminus (\Delta \cup S^{(n)})} A^* e' \|_2 \\
+ \frac{2}{1-\delta} \| P_{(U^{(n+1)} \setminus (\Delta \cup S^{(n)})} A^* e' \|_2.
\]
Now using Lemma 7.2 on the sets \( T^{(n+1)} \cap (\Delta \cup S^{(n)}) \in D_{4s, M} \) and \( U^{(n+1)} \in D_{3s, M} \subset D_{4s, M} \) we find

\[
\|P_\Delta x - x^{(n+1)}\|_2 \leq \sqrt{\frac{2\delta^2(1+3\delta^2)}{1-\delta}} \|x^{(n)} - P_\Delta x\|_2 + \left( \sqrt{\frac{2(1+\delta)(1+3\delta^2)}{1-\delta^2}} + 2\sqrt{1+\delta} \right) \|\epsilon\|_2,
\]

which is exactly

\[
\|P_\Delta x - x^{(n+1)}\|_2 \leq \rho \|x^{(n)} - P_\Delta x\|_2 + \tau \|AP_\Delta x + \epsilon\|_2,
\]

for suitable \( \rho, \tau > 0 \) depending only on \( \delta \). Then by a simple induction we have

\[
\|x^{(n)} - P_\Delta x\|_2 \leq \rho^n \|x^{(0)} - P_\Delta x\|_2 + \tau \|AP_\Delta x + \epsilon\|_2.
\]

Which is precisely the result to be shown. Notably, the constant \( \rho < 1 \) only if \( \sqrt{\frac{2\delta^2(1+3\delta^2)}{1-\delta}} < 1 \Leftrightarrow 6\delta^4 + 3\delta^2 - 1 < 0 \), which by solving this quadratic in \( \delta^2 \) for its largest root gives us that we require \( \delta^2 < \frac{\sqrt{3} - 1}{4} \) as was assumed. \( \blacksquare \)

**Proof.** (Of Theorem 5.2) Under the hypotheses of the theorem, let us denote \( \Xi = L_{2s, M}(x) \) to be the index set corresponding to the largest \( (2s, M) \) entries of \( x \). First, we may apply Theorem 7.5 to assert there exist \( \rho \in (0, 1) \) and \( \tau > 0 \) depending only on \( \delta_{8s, M} \) such that, for any \( n \geq 0 \),

\[
\|x^{(n)} - P_{\Xi} x\|_2 \leq \rho^n \|P_{\Xi} x\|_2 + \tau \|AP_{\Xi} x + \epsilon\|_2.
\]

Then, we may apply Theorem 7.3 with \( x' = x^{(n)} \) and \( \lambda = \rho^n \|P_{\Xi} x\|_2 \leq \rho^n \|x\|_2 \) to give us that

\[
\|x - x^{(n)}\|_{\ell_w} \leq C \sqrt{\zeta} \sigma_{s, M}(x)_{\ell_w} + D \sqrt{\zeta} \|\epsilon\|_2 + 2\sqrt{\zeta} \rho^n \|x\|_2,
\]

\[
\|x - x^{(n)}\|_2 \leq \frac{E}{\sqrt{\zeta}} \sigma_{s, M}(x)_{\ell_w} + \tau \|\epsilon\|_2 + \rho^n \|x\|_2
\]

where \( C, D, E > 0 \) depend only on \( \tau, \rho, \delta_{8s, M} \) and thus only on \( \delta_{8s, M} \). This is exactly the result that was to be shown. \( \blacksquare \)

### 7.5. Proving Theorem 5.3 on QCBP.

**Proof of Theorem 5.3.** A matrix \( A \in \mathbb{C}^{m \times N} \) has the weighted robust null space property in levels of order \((s, M)\) with constants \( 0 < \rho < 1 \) and \( \gamma > 0 \) if

\[
\|P_\Delta x\|_2 \leq \frac{\rho \|P_\Delta x\|_{\ell_w}}{\sqrt{\zeta}} + \gamma \|Ax\|_2,
\]

for all \( x \in \mathbb{C}^n \) and \( \Delta \in D_{s, M} \), see [6, Defn. 5.1]. Modifying the proof of Theorem 5.4 of [6] in a minor way, it can be shown that if \( A \) has this property, then any minimizer \( \hat{x} \) of (5.2) with
\[ y = Ax + e, \text{ where } x \in \mathbb{C}^N \text{ and } \|e\|_2 \leq \eta, \text{ satisfies} \]
\[ \|x - \hat{x}\|_2 \leq C\sigma_{s,M}(x)\|_{2} + D\gamma \sqrt{\zeta} \eta, \]
\[ \|x - \hat{x}\|_2 \leq \left(1 + (\zeta/\xi)^{1/4}\right) \left(\frac{E}{\sqrt{\xi}}\sigma_{s,M}(x)\|_{2} + F\gamma \right), \]

where \( C, D, E, F \) depend on \( \rho \) only. Therefore, it suffices to show that if \( A \) has the RIPL of order \( (2s, M) \) with constant \( \delta_{2s,M} < \frac{1}{\sqrt{\xi + 1}} \) then it also has the weighted robust null space property in levels.

We begin by performing a very similar decomposition as in the proof of Theorem 7.4. For \( l = 1, \ldots, r \), let \( \Xi_{0,l} \) be the index set to the largest \( s_l \) entries of \( P_{M_{l-1}}^l x \) in absolute value. Then, define \( \Xi^{(0)} = \Xi_{0,1} \cup \ldots \cup \Xi_{0,r} \). For such index set, we decompose \( (\Xi^{(0)})^c = \{1, \ldots, N\} \setminus \Xi^{(0)} \), letting
\[ \Xi_{0,l}^{c} = \Xi_{1,l} \cup \Xi_{2,l} \cup \ldots, \]
where \( \Xi_{1,l} \) is index set of the \( s_l \) largest entries of \( P_{\Xi_{0,l}^{c}} x \), \( \Xi_{2,l} \) is the index set of the largest \( s_l \) entries of \( P_{(\Xi_{0,l} \cup \Xi_{1,l})^{c}} x \), and so on, letting \( \Xi_{i,l} = \emptyset \) as needed for sufficiently large \( i \). (Note that \( \Xi_{0,l}^{c} \setminus (\Xi_{0,l} \cup \Xi_{1,l})^c \), etc. are relative complements with respect to the level \( l \)). Finally we define \( \Xi^{(i)} = \Xi_{1,l} \cup \ldots \cup \Xi_{i,l} \) for each \( i = 1, 2, \ldots \) Then
\[ \|P_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2^2 \leq \frac{1}{1-\delta_{2s,M}} \|AP_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2^2, \]
as by assumption \( A \) has the RIPL of order \( (2s, M) \). Then expanding according to the partition and using the RIPL again we obtain
\[ \|AP_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2^2 \leq \sqrt{\xi - \delta_{2s,M}} \|P_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2 \|Ax\|_2 + \sum_{i \geq 2} |\langle AP_{\Xi^{(0)} \cup \Xi^{(1)}} x, AP_{\Xi^{(1)}} x \rangle|. \]

Now, for \( i \geq 2 \), using that \( |\langle P_{\Xi^{(0)} \cup \Xi^{(1)}} x, P_{\Xi^{(1)}} x \rangle| = 0 \) in tandem with Lemma 7.1 (i) we see that
\[ |\langle AP_{\Xi^{(0)} \cup \Xi^{(1)}} x, AP_{\Xi^{(1)}} x \rangle| \leq \delta_{2s,M} (\|P_{\Xi^{(0)}} x\|_2 + \|P_{\Xi^{(1)}} x\|_2^2) \|P_{\Xi^{(0)}} x\|_2 \leq \sqrt{2} \delta_{2s,M} \|P_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2 \|P_{\Xi^{(0)}} x\|_2 \].

Furthermore using bounds (7.11) and (7.12) and the RIPL we have
\[ \|P_{\Xi^{(0)} \cup \Xi^{(1)}} x\|_2 \leq \sqrt{\xi - \delta_{2s,M}} \|Ax\|_2 + \sqrt{2} \delta_{2s,M} \sum_{i \geq 2} \|P_{\Xi^{(0)}} x\|_2 \leq \frac{\sqrt{\xi - \delta_{2s,M}}}{1 - \delta_{2s,M}} \|Ax\|_2 + \sqrt{2} \delta_{2s,M} \sum_{i \geq 2} \|P_{\Xi^{(0)}} x\|_2. \]
Recalling our goal is to show the weighted robust null space property, we need to relate the summation in the latter term to \( \|P_\Delta x\|_{\ell_\infty} \), where \( \Delta = \Xi^{(0)} \). But by construction

\[
\|P_\Xi x\|_{\ell_2} \leq \sqrt{s_l} \|P_\Xi x\|_{\ell_\infty} \leq \sqrt{s_l} \min_{j \in \Xi_{i-1}} |x_j|
\]

Thus overall, we have

\[
\|P_\Xi x\|_{\ell_2}^2 = \sum_{i=1}^{r} \|P_\Xi x\|_{\ell_2}^2 \leq \sum_{i=1}^{r} \left( \frac{\|P_{\Xi_{i-1}} x\|_{\ell_1}}{\sqrt{s_l}} \right)^2 \leq \frac{1}{\xi} \|P_{\Xi_{i-1}} x\|_{\ell_1}^2.
\]

And hence,

\[
\sum_{i \geq 2} \|P_{\Xi_{i-1}} x\|_{\ell_2}^2 \leq \frac{1}{\sqrt{\xi}} \sum_{i \geq 2} \|P_{\Xi_{i-1}} x\|_{\ell_1} = \frac{1}{\sqrt{\xi}} \|P_{\Delta x}\|_{\ell_1}.
\]

Combining this with (7.13) gives that

\[
\|P_{\Delta x}\|_{\ell_2} \leq \|P_{\Xi_{(0)U\Xi_{(1)}} x}\|_{\ell_2} \leq \sqrt{\frac{1}{\xi} + \frac{\delta_{2s,M}}{1 - \delta_{2s,M}}} \|Ax\|_{\ell_2} + \sqrt{2} \frac{\delta_{2s,M}}{1 - \delta_{2s,M}} \sqrt{\xi} \|P_{\Delta x}\|_{\ell_1}.
\]

Hence, \( A \) has the wrNSPL provided

\[
\sqrt{2} \frac{\delta_{2s,M}}{1 - \delta_{2s,M}} \sqrt{\xi} < 1,
\]

or namely \( \delta_{2s,M} < \frac{1}{\sqrt{\xi} + 1} \), as required.

8. Open problems. We conclude this work by discussing directions of future interest and open questions. In the context of our numerical experiments, we have observed that the levels based version of normalized IHT [14] consistently outperforms IHTL. Therefore, a natural question is whether the theoretical guarantees for normalized IHT proved in [14] can be generalized to the levels based setting.

Another open problem directly following this work is whether other greedy algorithms can be generalized, with OMP being a first candidate. Any algorithm that permits a result of the style of Theorem 7.4 or Theorem 7.5 would allow application of Theorem 7.3 for a stability estimate, but more sophisticated techniques may be required in general. This is of particular interest in the case of OMP, which when generalized correctly performs well numerically in some cases. However OMPL is not a uniform improvement over OMP in our experiments, contrasting with IHTL and CoSaMPL. This provokes the natural question of whether the formulation of OMPL here is the best possible - and if another variant would improve further.
Of similar importance are the Matching Pursuit [35] and Subspace Pursuit algorithms [21], which have not yet been studied in this context, but are well studied in the sparse setting [35, 38]. These have the potential to perform well when correctly generalized to the sparse in levels class, lending further foundation for practical use.

Finally, applying these results to optimal function approximation is an open problem. Thus far, encoder-decoder pairs have been optimization programs without guaranteed computational cost [2]. These iterative approaches, with computational guarantees, may serve to replace optimization programs in these problems - allowing for known computational time a priori. This would be of particular use in, for example, imaging problems, where the optimization approaches already have been shown to perform well both in theory and practice [2].
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