Scalable Bayesian Uncertainty Quantification in Imaging Inverse Problems via Convex Optimization

A. Repetti, M. Pereyra, and Y. Wiaux

Heriot-Watt University
Edinburgh EH14 4AS, United Kingdom
{a.repetti, m.pereyra, y.wiaux}@hw.ac.uk

Abstract

We propose a Bayesian uncertainty quantification method for large-scale imaging inverse problems. Our method applies to all Bayesian models that are log-concave, where maximum-a-posteriori (MAP) estimation is a convex optimization problem. The method is a framework to analyse the confidence in specific structures observed in MAP estimates (e.g., lesions in medical imaging, celestial sources in astronomical imaging), to enable using them as evidence to inform decisions and conclusions. Precisely, following Bayesian decision theory, we seek to assert the structures under scrutiny by performing a Bayesian hypothesis test that proceeds as follows: firstly, it postulates that the structures are not present in the true image, and then seeks to use the data and prior knowledge to reject this null hypothesis with high probability. Computing such tests for imaging problems is generally very difficult because of the high dimensionality involved. A main feature of this work is to leverage probability concentration phenomena and the underlying convex geometry to formulate the Bayesian hypothesis test as a convex problem, that we then efficiently solve by using scalable optimization algorithms. This allows scaling to high-resolution and high-sensitivity imaging problems that are computationally unaffordable for other Bayesian computation approaches. We illustrate our methodology, dubbed BUQO (Bayesian Uncertainty Quantification by Optimization), on a range of challenging Fourier imaging problems arising in astronomy and medicine. MATLAB code for the proposed uncertainty quantification method is available on GitHub.
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1 Introduction

In this paper, we consider the problem of estimating an unknown image \( x \in \mathbb{R}^N \) from an observation \( y \in \mathbb{C}^M \), related to \( x \) by a statistical model \( p(y|x) \). We focus on linear problems of the form

\[
y = \Phi x + w, \tag{1.1}
\]

where \( \Phi : \mathbb{R}^N \to \mathbb{C}^M \) is a known observation operator and \( w \in \mathbb{C}^M \) is a realization of random noise with bounded energy (i.e., we assume that \( \|w\|^2 \leq \epsilon \) with \( \epsilon > 0 \) known, and \( \| \cdot \| \) being the usual Euclidean norm). Assuming the exact noise model is unknown, we simply postulate a uniform likelihood \( p(y|x) \propto 1_{B(y,\epsilon)}(\Phi x) \), where \( B(y,\epsilon) \) denotes the \( \ell_2 \) ball centred in \( y \) with radius \( \epsilon \), and where, for every \( s \in \mathbb{C}^M \), the function \( 1_{B(y,\epsilon)}(s) = 1 \) if \( s \in B(y,\epsilon) \), and \( 1_{B(y,\epsilon)}(s) = 0 \) otherwise.\(^1\) This likelihood is commonly used in computational imaging, for example in astronomical imaging \([47, 63]\) and medical imaging \([40]\). Section 5.2 explains how to generalise the methodology proposed in this paper to other noise models. This generalisation is straightforward; however, for presentation clarity and conciseness here we use the model (1.1).

In imaging sciences, the problem of estimating \( x \) from \( y \) is often ill-posed or ill-conditioned, resulting in significant uncertainty about the true value of \( x \) \([56]\) (this arises for example in compressive sensing problems where the dimensions \( M \ll N \) ). Bayesian imaging methods address this difficulty by using prior knowledge about \( x \) to regularise the estimation problem and reduce the uncertainty about \( x \) \([56]\). Formally, they model \( x \) as a random vector with prior distribution \( p(x) \) promoting expected properties (e.g., sparsity or smoothness), and combine observed and prior information by using Bayes' theorem to produce the posterior distribution \([56]\)

\[
p(x|y) = \frac{p(y|x)p(x)}{\int_{\mathbb{R}^N} p(y|x)p(x)dx}, \tag{1.2}
\]

which models our knowledge about \( x \) after observing \( y \).\(^2\)

Bayesian methods have been successfully applied to a wide range of imaging problems, including for example image denoising \([43]\), inpainting \([45]\), deblurring \([9]\), fusion \([62]\), unmixing \([2]\), tomographic reconstruction \([38]\), compressive sensing sparse regression \([64]\), and segmentation \([50]\). Solutions can then be computed by using advanced stochastic simulation and optimisation algorithms, as well as deterministic algorithms related to variational Bayes and message passing approximations \([51, 53]\). Moreover, log-concave formulations have also received a lot of attention lately because they lead to solutions that can be efficiently computed by using modern convex optimisation methods \([22]\).

In addition to the chosen log-concave uniform likelihood, in a manner akin to \([49]\), here we assume that the prior distribution \( p(x) \) of \( x \) is log-concave, and that the following Assumption

\(^1\)The likelihood \( p(x|y) \propto 1_{B(y,\epsilon)}(\Phi x) \) can also be used as an approximation in cases where \( \|w\|^2 \leq \epsilon \) holds with high probability. See Section 4 for more details.

\(^2\)Notice that we use generic Bayesian notation. We use \( p \) for all density functions, and use conditioning to implicitly distinguish between random variables and their realization.
holds, where $\Gamma_0(\mathbb{R}^N)$ denotes the set of lower semi-continuous, proper, convex functions from $\mathbb{R}^N$ to $]-\infty, +\infty[$.

**Assumption 1.1** The posterior distribution $p(x|y)$ is given by

$$
\begin{align*}
\begin{cases}
p(x|y) \propto \exp \left( -g_1(x, y) - g_2(x) \right), \\
g_1(x, y) = \iota_{B(y, \epsilon)}(\Phi x),
\end{cases}
\end{align*}
$$

(1.3)

where $g_2(x) = -\log p(x) \in \Gamma_0(\mathbb{R}^N)$, and $\iota_{B(y, \epsilon)}$ denotes the indicator function\(^3\) of the $\ell_2$ ball $B(y, \epsilon)$.

As a consequence of Assumption 1.1, the model described in equation (1.3) is log-concave.

For example, in many imaging problems $g_2$ is of the form

$$
(\forall x \in \mathbb{R}^N) \quad g_2(x) = \lambda f(\Psi x) + \iota_C(x),
$$

(1.4)

where $\lambda > 0$ is the regularization parameter, $\Psi: \mathbb{R}^N \to \mathbb{R}^L$ is an analysis operator, $f \in \Gamma_0(\mathbb{R}^L)$ typically corresponds to an $\ell_p$ norm ($p \geq 1$) promoting regularity or sparsity in the domain induced by $\Psi$, and $C$ is a closed non-empty convex subset of $\mathbb{R}^N$ encoding constraints on the solution space. Observe that (1.4) encompasses sparsity aware models developed during the last decade in the compressed sensing framework [34, 18]. In particular, $\Psi$ may be related to a differential operator (e.g. the horizontal and vertical gradients defining the total variation (TV) image prior [19, 58], or a possibly redundant wavelet transform [44].

Once a model $p(x|y)$ has been defined, imaging methods generally solve the image estimation problem by computing a point estimator of $x|y$. In particular, most modern methods exploit the convexity properties of $p(x|y)$ and use the MAP estimator

$$
x^\dagger \in \operatorname{Argmax}_{x \in \mathbb{R}^N} p(x|y) \iff x^\dagger \in \operatorname{Argmin}_{x \in \mathbb{R}^N} g_1(x, y) + g_2(x),
$$

(1.5)

which can be computed efficiently using convex optimization techniques [14, 29, 42]. In particular, the so-called proximal optimization methods received a lot of attention, for example forward-backward algorithms [3, 7, 20, 27, 31, 59], and primal-dual algorithms [1, 11, 16, 21, 32, 30, 37, 42, 61].

Summarising $x|y$ with a single point $x^\dagger$ has the key advantage of producing a solution that can be easily displayed and visually analysed. However, a main limitation of this approach is that it does not provide any information regarding the uncertainty in the solution delivered [8]. As explained previously, quantifying this uncertainty is important in many applications related to quantitative imaging, scientific inquiry, and image-driven decision-making, where it is necessary to analyse images as high-dimensional physical measurements and not as pictures. This analysis is particularly important in imaging problems that are ill-posed or ill-conditioned because of their high intrinsic

\(^3\)For a closed, non-empty, convex subset $C$ of $\mathbb{R}^N$, the indicator function of $C$ at a point $x \in \mathbb{R}^N$ is defined by $\iota_C(x) = 0$ if $x \in C$, and $\iota_C(x) = +\infty$ otherwise.
uncertainty. For illustration, Fig. 1(a) shows an estimate $x^\dagger$ of the W28 supernova, obtained from the under-sampled Fourier measurements of Fig. 1 (b), with $M/N = 0.5$, by using a Bayesian model tailored to radio-astronomical imaging [63]. Clearly, the estimation problem is challenging given the severe under-sampling. For this specific imaging setup, what is the uncertainty involved in the estimate $x^\dagger$? In particular, are we confident about the different structures observed in $x^\dagger$? We expect the main structures to be reliably recovered, but is this also true for the structures of weak amplitude in the background? Perhaps they are reconstruction artefacts.

The objective of this paper is to contribute statistical imaging methodology to probe the data and investigate this type of questions. The proposed method, namely BUQO (Bayesian Uncertainty Quantification by Optimization), consists in quantifying the uncertainty of the structures under scrutiny by performing a Bayesian hypothesis test. This test consists of two steps: firstly, it postulates that the structures are not present in the true image, and secondly the data and prior knowledge are used to determine if this null hypothesis is rejected with high probability. Computing such tests for imaging problems is often intractable due to the high dimensionality involved. In this work, we propose to leverage probability concentration phenomena and the underlying convex geometry to formulate the Bayesian hypothesis test as a convex problem. The resulting problem can then be solved efficiently by using scalable optimization algorithms. This allows scaling to high-resolution and high-sensitivity imaging problems that are computationally unaffordable for other Bayesian computation approaches. To illustrate the proposed BUQO methodology, we apply it to a range of challenging Fourier imaging problems arising in astronomy and medicine.

The remainder of the paper is organized as follows. Section 2, introduces the Bayesian uncertainty quantification framework that underpins our work. The proposed methodology is presented
in Section 3. Section 4 illustrates the method on two challenging Fourier imaging problems related to radio astronomy and magnetic resonance imaging. Section 5 is a discussion of the proposed methodology. Conclusions and perspectives for future work are finally reported in Section 6.

2 Imaging and Bayesian uncertainty quantification

The Bayesian paradigm provides a powerful methodological framework to analyse uncertainty in imaging inverse problems. One main approach, adopted in [49, 17], is to compute confidence or credible regions that indicate where \( x|y \) takes values with high probability. This allows testing if specific images belong to the set of likely solutions and making some preliminary analyses. However, its capacity for formal uncertainty quantification is very limited.

To properly assess the degree of confidence in specific image structures it is necessary to perform a Bayesian hypothesis test. Formally, we postulate two hypotheses:

\[ H_0 : \text{The structure of interest is ABSENT in the true image}, \]
\[ H_1 : \text{The structure of interest is PRESENT in the true image}. \]

These hypotheses split the image space \( \mathbb{R}^N \) in two regions: a set \( S \subset \mathbb{R}^N \) associated with \( H_0 \) containing all the images (i.e. solutions) without the structure of interest, and the complement \( \mathbb{R}^N \setminus S \) associated with \( H_1 \). The goal of the hypothesis test is then to determine if the observed data \( y \) supports \( H_0 \) or \( H_1 \); that is, if it supports the claim that the estimated structure is real or corresponds to a reconstruction artefact. This is formalized by using Bayesian decision theory [56], a statistical framework for decision-making under uncertainty. Precisely, from Bayesian decision theory, we reject \( H_0 \) in favour of \( H_1 \) with significance level \( \alpha \in ]0, 1[ \) if

\[
P[H_0|y] = P[x \in S|y] = \int_S p(x|y)dx \leq \alpha ,
\]

or equivalently, if the ratio of posterior probabilities

\[
\frac{P[H_1|y]}{P[H_0|y]} = \frac{P[x \in \mathbb{R}^N \setminus S|y]}{P[x \in S|y]} \geq \frac{1 - \alpha}{\alpha} ,
\]

where we recall that rejecting \( H_0 \) means that the structure considered is real (i.e. not an artefact).

Unfortunately, computing hypothesis tests for images requires calculating probabilities w.r.t. \( p(x|y) \), which are generally intractable because of the high-dimensionality involved. These probabilities can be approximated with high accuracy by Monte Carlo integration [57] (for example by using the state-of-the-art proximal Markov chain Monte Carlo (MCMC) algorithm [35, 48]). Nevertheless, the computational cost associated with these methods is often several orders of magnitude higher than that involved in computing the MAP estimator by convex optimization [22], which will be discussed later in Section 5.3, in the context
of our simulations. Consequently, most of the imaging methods used in practice do not quantify uncertainty.

3 Proposed BUQO method

3.1 Uncertainty quantification approach

A main contribution of this paper is to exploit the log-concavity of \( p(x|y) \) to formulate the hypothesis test (2.1) as a convex program that can be solved straightforwardly by using modern convex optimization algorithms when \( S \) is a convex set. The proposed method only assumes knowledge of the MAP estimator \( x^\dagger \), and does not require computing probabilities. We first introduce the convex program associated with (2.1), then describe the proposed convex optimization algorithm used to solve it, and subsequently present our approach to specify the set \( S \) associated with \( H_0 \).

In the remainder of the paper, we make the following assumption on \( S \).

**Assumption 3.1** The subset \( S \) of \( \mathbb{R}^N \) is convex.

The proposed method solves the hypothesis test by comparing \( S \) with the region of the solution space where most of the posterior probability mass of \( x|y \) lies. Such regions are known as posterior credible sets in the Bayesian literature [49]. Precisely, a set \( C_\alpha \) is a posterior credible region with confidence level \((1 - \alpha)\) if \( P(x \in C_\alpha | y) = 1 - \alpha \) for \( \alpha \in ]0,1[ \). Computing credible regions exactly is difficult because it requires calculating probabilities w.r.t. \( p(x|y) \), which is too computationally expensive when the dimension of \( x \) is large. Here we take advantage of the conservative credible region recently proposed in [49], which is available for free in problems solved by MAP estimation.

Precisely, for any \( \alpha \in ]4 \exp(-N/3), 1[ \), we use the region

\[
\tilde{C}_\alpha = \{ x \in \mathbb{R}^N \mid \Phi x \in B_2(y, \varepsilon) \text{ and } g_2(x) \leq \tilde{\eta}_\alpha \},
\]

where the threshold \( \tilde{\eta}_\alpha = g_2(x^\dagger) + N(\tau_\alpha + 1) \) with \( \tau_\alpha = \sqrt{16 \log(3/\alpha)}/N \) and \( x^\dagger \) is the MAP estimator (1.5) such that \( \Phi x^\dagger \in B_2(y, \varepsilon) \).

The set \( \tilde{C}_\alpha \) is a conservative Bayesian confidence region for \( x|y \): i.e., \( P(x \in \tilde{C}_\alpha | y) \geq 1 - \alpha \). Observe that, in addition to being computationally straightforward, \( \tilde{C}_\alpha \) is also a convex set because \( p(x|y) \) is log-concave and has convex superlevel sets. This property will play a central role in our algorithm to compute the hypothesis test. Also note that the highest-posterior-density region \( C^*_\alpha = \{ x|g_1(x, y) + g_2(x) \leq \eta_\alpha \} \), with \( \eta_\alpha \in \mathbb{R} \) chosen such that \( \int_{C^*_\alpha} p(x|y)dx = 1 - \alpha \), is the tightest credibility region in the sense of compactness or minimum volume [56]. It is also a convex set as it corresponds to the sublevel set of a convex function. The approximate credibility region \( \tilde{C}_\alpha \) defined in (3.1) results from an analytical approximation \( \tilde{\eta}_\alpha \), with \( \tilde{\eta}_\alpha \geq \eta_\alpha \), that can be obtained by leveraging the concentration of measure phenomenon. The set \( \tilde{C}_\alpha \) is the tightest approximation of \( C^*_\alpha \) that can be obtained from the knowledge of the MAP estimate (which is computed by convex optimisation) [49]. It also follows from its definition that \( \tilde{C}_\alpha \) is convex.
**Theorem 3.2** Consider the posterior distribution \( p(x|y) \) given in Assumption 1.1. For any \( \alpha \in \left[ 4 \exp(-N/3), 1 \right] \), let \( \tilde{C}_\alpha \) be the convex set (3.1), and \( S \) be the set associated with the null hypothesis \( H_0 \) satisfying Assumption 3.1. If the following non-feasibility condition holds
\[
\tilde{C}_\alpha \cap S = \emptyset,
\]
then \( H_0 \) is rejected in favour of \( H_1 \) with significance \( \alpha \),
\[
P[H_0|y] \leq \alpha \quad \text{and} \quad \frac{P[H_1|y]}{P[H_0|y]} \geq \frac{1 - \alpha}{\alpha}.
\]

**Proof.** If \( \tilde{C}_\alpha \cap S = \emptyset \), then we have \( S \subseteq \mathbb{R}^N \setminus \tilde{C}_\alpha \), which implies that \( P[H_0|y] = P[x \in S|y] \leq 1 - P \left[ x \in \tilde{C}_\alpha|y \right] \). In addition, according to [49, Theorem 3.1.], for any \( \alpha \in \left[ 4 \exp(-N/3), 1 \right] \), we have \( P[H_0|y] \leq \alpha \), hence concluding the proof. \( \square \)

**Remark 3.3** The converse of Theorem 3.2 is not true; i.e., \( \tilde{C}_\alpha \cap S \neq \emptyset \) does not imply \( P[H_0|y] \geq \alpha \). It is possible that \( S \subseteq \tilde{C}_\alpha \) with \( P[H_0|y] \) arbitrarily small. Hence, when \( \tilde{C}_\alpha \cap S \neq \emptyset \) we fail to reject the null hypothesis \( H_0 \).

From Theorem 3.2, we can verify if \( P[H_0|y] \leq \alpha \) by solving the following problem:
\[
\text{determine if } \tilde{C}_\alpha \cap S = \emptyset.
\] (3.2)

There are two possible outcomes: either \( \tilde{C}_\alpha \cap S = \emptyset \) or \( \tilde{C}_\alpha \cap S \neq \emptyset \). If \( \tilde{C}_\alpha \cap S = \emptyset \) for a small value of \( \alpha \), we conclude that there is strong evidence for the structure considered. Moreover, in that case we also compute the distance between \( \tilde{C}_\alpha \) and \( S \),
\[
\text{dist}(\tilde{C}_\alpha, S) = \inf \| \tilde{C}_\alpha - S \| = \inf \left\{ \| x_{\tilde{C}_\alpha} - x_S \| : (x_{\tilde{C}_\alpha}, x_S) \in \tilde{C}_\alpha \times S \right\}.
\] (3.3)

We will later discuss using this distance to quantify the uncertainty in the intensity of the structure considered (precisely, to lower bound the structure’s intensity).

If we determine that \( \tilde{C}_\alpha \cap S \neq \emptyset \), this suggests that the evidence for the structure under scrutiny is weak. In particular, that the structure is not present in all of the images that \( p(x|y) \) considers likely solutions to our inverse problem. Following on from this, to produce an example of such solution we solve the feasibility problem
\[
\text{find } x^\dagger \in \tilde{C}_\alpha \cap S.
\] (3.4)

We view \( x^\dagger \) as a counter-example solution where the structure of interest does not exist.

Furthermore, we propose to rely on the von Neumann algorithm [60, 41, 23, 15] to solve problem (3.2)-(3.4). This POCS algorithm alternates Euclidean projections onto the set \( \tilde{C}_\alpha \) and the set \( S \). Formally, the Euclidean projection of \( x \in \mathbb{R}^N \) onto \( S \) is
\[
\Pi_S(x) = \arg \min_{u \in S} \| x - u \|^2.
\] (3.5)
Algorithm 1 POCS algorithm to solve problem (3.4).

1: **Initialization:** Let \( x^{(0)} \in \mathcal{S} \).

2: For \( k = 0, 1, \ldots \)

3: \( x^{(k + \frac{1}{2})} = \Pi_{\tilde{C}_\alpha}(x^{(k)}) \)

4: \( x^{(k + 1)} = \Pi_{\mathcal{S}}(x^{(k + \frac{1}{2})}) \)

5: end for

The main iterations of the von Neumann method are described in Algorithm 1.

The following convergence result from [4, Thm. 4.8] allows to determine if the intersection between \( \tilde{C}_\alpha \) and \( \mathcal{S} \) is empty or not.

**Theorem 3.4 (Thm. 4.8 in [4])** Let \((x^{(k + \frac{1}{2})})_{k \in \mathbb{N}}\) and \((x^{(k)})_{k \in \mathbb{N}}\) be sequences generated by Algorithm 1. Under Assumptions 1.1 and 3.1, the following assertions hold:

(i) If \( \tilde{C}_\alpha \cap \mathcal{S} \neq \emptyset \), then the sequences \((x^{(k + \frac{1}{2})})_{k \in \mathbb{N}}\) and \((x^{(k)})_{k \in \mathbb{N}}\) both converge to a point \( x^\dagger \in \tilde{C}_\alpha \cap \mathcal{S} \).

(ii) If \( \tilde{C}_\alpha \cap \mathcal{S} = \emptyset \), then the sequence \((x^{(k + \frac{1}{2})})_{k \in \mathbb{N}}\) converges to \( x^\dagger_{\tilde{C}_\alpha} \in \tilde{C}_\alpha \) and the sequence \((x^{(k)})_{k \in \mathbb{N}}\) converges to \( x^\dagger_{\mathcal{S}} \in \mathcal{S} \). In addition, we have \( \| x^\dagger_{\tilde{C}_\alpha} - x^\dagger_{\mathcal{S}} \| = \text{dist}(\tilde{C}_\alpha, \mathcal{S}). \)

Versions of the POCS method with acceleration and approximated projections are discussed in Section 3.5. A simple example illustrating Theorem 3.4 is given in Figure 2.

### 3.2 Choice of the set \( \mathcal{S} \)

We are now in a position to present our approach to construct the set \( \mathcal{S} \). This construction should be intuitive, easy to interpret, and sufficiently flexible to accommodate a broad range of scenarios. Also, it should guarantee that \( \mathcal{S} \) is convex (Assumption 3.1) and hence that the non-feasibility condition \( \tilde{C}_\alpha \cap \mathcal{S} = \emptyset \) is easy to evaluate.

We define \( \mathcal{S} \) as the intersection of \( L \) convex sets \( \mathcal{S}_1, \ldots, \mathcal{S}_L \) related to different properties that we wish to encode in the test, i.e.,

\[
\mathcal{S} = \left\{ x \in \mathbb{R}^N \mid (\forall l \in \{1, \ldots, L\}) \ x \in \mathcal{S}_l \right\} .
\]  (3.6)

It is important to emphasize that the projection onto the set \( \mathcal{S} \), as defined above, may not have a closed form expression. In this case it is necessary to adopt a sub-iterative approach, for example by using a best-approximation method (e.g. Dykstra’s algorithm, see [4, 6] for details). Similarly,
Figure 2: Illustration of few iterations of Algorithm 1 in the case when $\tilde{C}_\alpha \cap S \neq \emptyset$ (top) and $\tilde{C}_\alpha \cap S = \emptyset$ (bottom).
when the sets \((S_l)_{1 \leq l \leq L}\) are sophisticated, then primal-dual methods can be used [42]. We illustrate the definition of \(\mathcal{S}\) with the following two examples that will be also relevant for the experiments that we report in Section 4. The first example is related to spatially localized image structures appearing in \(x^+\), such as a tumour in a medical image. The second example is related to background removal; this is useful for instance to assess low-intensity sources appearing in the background of astronomical images. Before giving the particular definitions associated with the localized structures and the background, we need to introduce an additional image \(x_S^+ \in \mathcal{S}\) defined such that \(x^+ - x_S^+\) corresponds to the structure of interest, as it appears in the MAP estimate \(x^+\) (formal definitions are given for the two particular types of structures defined below). In addition, we introduce the operator \(\mathcal{M}: \mathbb{R}^N \to \mathbb{R}^{N_M}\) selecting the structure of interest. For an image \(x \in \mathbb{R}^N\), \(\mathcal{M}(x) \in \mathbb{R}^{N_M}\) denotes either the region of the spatially localized structure (in Definition 3.5), or the background (in Definition 3.6). In both the cases, \(\mathcal{M}^c: \mathbb{R}^N \to \mathbb{R}^{N-N_M}\) denotes the complementary operator of \(\mathcal{M}\).

**Definition 3.5 (Spatially localized structures)** To assess the confidence in a structure localized in a region \(\mathcal{M}(x)\) of the image \(x\), we construct \(\mathcal{S}\) by using an inpainting technique \(\mathcal{L}\) that fills the pixels \(\mathcal{M}(x)\) with the information in the other image pixels \(\mathcal{M}^c(x)\). To ensure that \(\mathcal{S}\) is convex we define \(\mathcal{L}: [0, +\infty[^{N-N_M} \to [0, +\infty[^{N_M}\) as a positive linear operator, and allow deviations from this linear inpainting by as much as \(\pm \tau\) per pixel, for some tolerance value \(\tau > 0\). This inpainting could potentially amplify the energy in \(\mathcal{M}(x)\) and lead to artificial structures. To prevent this we enforce that \(\mathcal{M}(x) \in B_2(b, \theta)\) where \(b \in \mathbb{R}^{N_M}\) is a reference background level for \(\mathcal{M}^c(x)\) and \(\theta > 0\) controls the energy in \(\mathcal{M}(x)\). Formally, we use (3.6) with \(L = 3\) given by

\[
\begin{align*}
S_1 &= [0, +\infty[^{N}, \\
S_2 &= \left\{x \in \mathbb{R}^N \mid \mathcal{M}(x) - \mathcal{L}(\mathcal{M}^c(x)) \in [-\tau, \tau[^{N_M}\right\}, \\
S_3 &= \left\{x \in \mathbb{R}^N \mid \mathcal{M}(x) \in B_2(b, \theta)\right\}.
\end{align*}
\]

In this case, we define \(x_S^+\) such that \(\mathcal{M}(x_S^+) = \mathcal{L}(\mathcal{M}^c(x^+))\) and \(\mathcal{M}^c(x_S^+) = \mathcal{M}^c(x^+)\). In addition, \(b\) and \(\theta\) are chosen such that \(x_S^+\) belongs to \(\mathcal{S}\).

**Definition 3.6 (Background removal)** To assess the confidence in low-intensity structures appearing in the background (e.g., determine if they exist or if they are artefacts due to the reconstruction process), we use (3.6) with \(L = 2\) given by

\[
\begin{align*}
S_1 &= [0, +\infty[^{N}, \\
S_2 &= \left\{x \in \mathbb{R}^N \mid \mathcal{M}(x) \in [\tau, \infty[^{N_M}\right\},
\end{align*}
\]

where \(\tau > \tau \geq 0\) are tolerance parameters on the reference background level \(b \in \mathbb{R}^{N_M}\) for \(\mathcal{M}(x)\). In this case, we define \(x_S^+\) such that \(\mathcal{M}(x_S^+) = b\) and \(\mathcal{M}^c(x_S^+) = \mathcal{M}^c(x^+)\).

To conclude, we now discuss our approach for using the distance between \(\mathcal{S}\) and \(\tilde{C}_\alpha\) to bound the intensity of the structure of interest. Recall that \(\text{dist}(\tilde{C}_\alpha, \mathcal{S}) = \|x_S^+ - x_S^+\|\) is a by-product of
Algorithm 1. To relate this quantity to the structure’s intensity we define the normalised intensity of the structure as the ratio between \( \text{dist}(\tilde{C}_\alpha, S) \) and the intensity of the structure present in the MAP, given by \( \|x^\dagger - x^\dagger_S\| \):

\[
\rho_\alpha = \frac{\|x^\dagger_S - x^\dagger_{\tilde{C}_\alpha}\|}{\|x^\dagger - x^\dagger_S\|} = \frac{\text{dist}(S, \tilde{C}_\alpha)}{\|x^\dagger - x^\dagger_S\|}.
\] (3.9)

Notice that \( \rho_\alpha = 0 \) is equivalent to \( \text{dist}(S, \tilde{C}_\alpha) = 0 \). Consequently when \( \rho_\alpha = 0 \), we conclude that \( S \cap \tilde{C}_\alpha \neq \emptyset \) and \( H_0 \) is not rejected. In the case when \( \rho_\alpha > 0 \), we conclude that \( H_0 \) is rejected and the value of \( \rho_\alpha \) corresponds to the energy percentage of the structure that is confirmed in the MAP estimate.

### 3.3 Illustration example

In this section, we provide a simulation example to illustrate the application of the proposed approach for uncertainty quantification. We consider the hypothesis test described in Section 2, with significance \( \alpha = 1\% \). We focus on the example in radio-astronomical imaging described in Fig. 1. We propose to quantify the uncertainty of the spatially localized structure appearing on the left of the image. More precisely, the compact source of interest is highlighted in red on the MAP estimate \( x^\dagger \), in the top-left image of Fig. 3. Mathematical details for the definition of the set \( S \) are given in Section 4.2.1.

The two resulting images \( x^\dagger_{\tilde{C}_\alpha} \) and \( x^\dagger_S \) generated by Algorithm 1 are provided on the top-center and top-right images of Fig. 3, respectively. On the one hand, it can be visually observed that \( x^\dagger_{\tilde{C}_\alpha} \) and \( x^\dagger_S \) are very similar. The structure is neither visible in \( x^\dagger_{\tilde{C}_\alpha} \), nor in \( x^\dagger_S \). This similarity is highlighted on the bottom-center and right images of Fig. 3, corresponding to the images \( x^\dagger_{\tilde{C}_\alpha} \) and \( x^\dagger_S \) zoomed in the area of interest. On the other hand, this visual observation is confirmed by the value of \( \rho_\alpha \). For this example, the structure’s confirmed intensity percentage is equal to \( \rho_\alpha = 2.52\% \). Even if this value is not zero, we consider that we have \( \rho_\alpha \approx 0\% \) due to the numerical approximations involved (see Section 4 for details). Consequently, we conclude that \( \tilde{C}_\alpha \cap S \neq \emptyset \), \( H_0 \) is not rejected, and the evidence for the structure is weak.

The uncertainty quantification conclusions drawn above are characterized by the simulation parameters \((M/N, \sigma^2) = (0.5, 0.01)\). It is reasonable to assume that the uncertainty should decrease if either \( M/N \) increases, or \( \sigma \) decreases. For the sake of the illustration, we now investigate the Bayesian uncertainty of the same compact source, but we consider the case when \((M/N, \sigma^2) = (1, 0.01)\). Note that other cases will be provided in Section 4. Results for this second case are provided in Fig. 4. The images \( x^\dagger_{\tilde{C}_\alpha} \) and \( x^\dagger_S \) generated by Algorithm 1 are provided on the top-center and top-right images of Fig. 4, respectively. It can be visually observed that \( x^\dagger_{\tilde{C}_\alpha} \) and \( x^\dagger_S \) are different: the structure is visible in \( x^\dagger_{\tilde{C}_\alpha} \), while it is not visible in \( x^\dagger_S \). This difference is highlighted on the bottom-center and right images of Fig. 4, corresponding to the images \( x^\dagger_{\tilde{C}_\alpha} \) and
Figure 3: Illustration of the proposed uncertainty quantification method, in the context of RI imaging. Simulation results obtained considering random Gaussian Fourier samplings, \( N = 256 \times 256 \), \( M = N/2 \) and \( \sigma^2 = 0.01 \). From left to right, the top row shows the MAP estimate \( x^\dagger \), and the two resulting images from the POCS algorithm, \( x^\partial_{\tilde{C}} \) and \( x^\partial_S \). The Bayesian uncertainty quantification is performed on the compact source highlighted in red on the top row MAP estimate \( x^\dagger \). The bottom row shows images zoomed in the corresponding area of interest. For this example, we have \( \rho_\alpha \approx 0\% \).

\( x^\dagger_S \) zoomed in the area of interest. The visual observation is confirmed by the value of \( \rho_\alpha = 18.76\% \). Consequently, we can conclude that \( \tilde{C}_\alpha \cap S = \emptyset \), and, according to Theorem 3.2, \( H_0 \) is rejected with significance \( \alpha = 1\% \) (recall that rejecting \( H_0 \) is equivalent to stating that the structure considered is real, not an artefact).

3.4 Implementation details

We now discuss implementation strategies for the proposed methodology. In particular, Algorithm 1 requires computing the projections onto \( \tilde{C}_\alpha \) and \( S \), which may need to be sub-iterative depending on the structure of these sets. While there are several methods to compute the projection onto convex sets, here we choose to use primal-dual approaches (see e.g. [7, 13, 28, 30, 32, 42, 61]).

3.4.1 Projection onto \( \tilde{C}_\alpha \)

We focus on the case where \( g_2 \) is the hybrid regularization given in (1.4), where \( f \) and \( C \) are chosen such that the projections onto the sets \( \text{lev}_{\leq \beta}(f) = \{ u \in \mathbb{R}^N | f(x) \leq \beta \} \), for any \( \beta > 0 \), and \( C \).
Figure 4: Illustration of the proposed uncertainty quantification method, in the context of RI imaging. Simulation results obtained considering random Gaussian Fourier samplings, $N = 256 \times 256$, $M = N$ and $\sigma^2 = 0.01$. From left to right, the top row shows the MAP estimate $x^\dagger$, and the two resulting images from the POCS algorithm, $x_{\tilde{C}_\alpha}^\dagger$ and $x_{S_\alpha}^\dagger$. The Bayesian uncertainty quantification is performed on the compact source highlighted in red on the top row MAP estimate $x^\dagger$. The bottom row shows images zoomed in the corresponding area of interest. For this example, we have $\rho_\alpha = 18.76\%$.

have closed form expressions. Accordingly, the MAP estimator is given by

$$x^\dagger \in \operatorname{Argmin}_{x \in \mathbb{R}^N} \lambda f(\Psi x) + \iota_C(x) + \iota_{B_2(y, \varepsilon)}(\Phi x).$$

(3.10)

In this case, the approximated confidence region is given by

$$\tilde{C}_\alpha = \left\{ x \in C \ | \ \Phi x \in B_2(y, \varepsilon) \text{ and } \lambda f(\Psi x) \leq \tilde{\eta}_\alpha \right\},$$

(3.11)

where $\tilde{\eta}_\alpha = \lambda f(\Psi x^\dagger) + N(\tau_\alpha + 1)$. In this particular case, at iteration $k \in \mathbb{N}$ in Algorithm 1, the projection step 3 onto the set $\tilde{C}_\alpha$ reads

$$x^{(k+\frac{1}{2})} = \Pi_{\tilde{C}_\alpha}(x^{(k)}) = \operatorname{argmin}_{x \in \mathbb{R}^N} F(x, x^{(k)}),$$

(3.12)

with, for every $(x, x^{(k)}) \in \mathbb{R}^N \times \mathbb{R}^N$,

$$F(x, x^{(k)}) = \iota_{B_2(y, \varepsilon)}(\Phi x) + \iota_{lev <_{\tilde{\eta}_\alpha/\lambda}}(f(\Psi x) + \iota_{[0, +\infty]}(x) + \frac{1}{2}\|x - x^{(k)}\|^2.$$ (3.13)

The minimization problem described in (3.12)-(3.13) involves sophisticated constraints with linear operators. These constraints can be handled efficiently using primal-dual methods such as those
Algorithm 2 Primal-dual forward-backward algorithm to solve (3.12)-(3.13).

1: **Initialization:** Let \( u^{(0)} \in \mathbb{R}^N, v_1^{(0)} \in \mathbb{R}^N, \) and \( v_2^{(0)} \in \mathbb{C}^M \). Let \( \sigma > 0 \) and \( \gamma > 0 \) such that
\[
\sigma \left( \frac{1}{2} + \gamma (\| \Psi \|^2 + \| \Phi \|^2) \right) < 1.
\]

2: **For** \( i = 0, 1, \ldots \)

3: \( u^{(i+1)} = \Pi_C \left( u^{(i)} - \sigma (u^{(i)} - x^{(k)} + \Psi v_1^{(i)} + \Phi v_2^{(i)}) \right) \)

4: \( \tilde{v}_1^{(i)} = v_1^{(i)} + \gamma \Psi (2u^{(i+1)} - u^{(i)}) \)

5: \( v_1^{(i+1)} = \tilde{v}_1^{(i)} - \gamma \Pi_{lev_{\infty/\lambda}}(f) (\gamma^{-1} \tilde{v}_1^{(i)}) \)

6: \( \tilde{v}_2^{(i)} = v_2^{(i)} + \gamma \Phi (2u^{(i+1)} - u^{(i)}) \)

7: \( v_2^{(i+1)} = \tilde{v}_2^{(i)} - \gamma \Pi_{B_2(y, \varepsilon)} (\gamma^{-1} \tilde{v}_2^{(i)}) \)

8: **end for**

developed in [1, 28, 30, 32, 61]. For an overview on primal-dual approaches, we refer the reader to [42]. In particular, we propose to solve problem (3.12)-(3.13) using the primal-dual forward-backward algorithm developed in [32, 61] given in Algorithm 2 below.

Since \( \tilde{C}_\alpha \) is convex, for every \( x^{(k)} \in \mathbb{R}^N \), the function \( F(\cdot, x^{(k)}) \) is strictly convex. Therefore, according to [32, 61], the sequence \( (u^{(i)})_{i \in \mathbb{N}} \) generated by Algorithm 2 is ensured to converge to the unique minimizer of \( F(\cdot, x^{(k)}) \) (i.e. the point of \( \tilde{C}_\alpha \) the closest to \( x^{(k)} \)).

As particular cases for the function \( f \), we can mention the \( \ell_1 \)-norm, the \( \ell_2 \)-norm, the \( \ell_\infty \)-norm, the \( \ell_{1,2} \)-norm, and the negative logarithm function. The projections onto the lower level sets of these functions can be found on the online proximity operator repository [24].

### 3.4.2 Projection onto \( S \): Definition 3.5

Consider the set \( S \) defined by (3.7). For every iteration \( k \in \mathbb{N} \), the projection step 4 onto \( S \) in Algorithm 1 is given by
\[
x^{(k+1)} = \Pi_S (x^{(k+\frac{1}{2})}) = \text{argmin}_{x \in \mathbb{R}^N} \ell_{0, +\infty[N] (x) + \ell_{S_2}(x) + \ell_{B_2(b, \theta)} (\mathcal{M}(x)) + \frac{1}{2} \| x - x^{(k+\frac{1}{2})} \|^2. \quad (3.14)
\]
Since
\[
x \in S_2 \iff \mathcal{M}(x) - \mathcal{L}(\mathcal{M}^c(x)) \in \overline{\mathcal{Z}}, \quad \Rightarrow \quad \mathcal{Z}(x) \in [\overline{\mathcal{Z}}, \mathcal{T}]^{NM}, \quad (3.15)
\]
where \( \mathcal{Z} = \mathcal{M} - \mathcal{L} \circ \mathcal{M}^c \), we have
\[
x^{(k+1)} = \text{argmin}_{x \in \mathbb{R}^N} \ell_{0, +\infty[N] (x) + \ell_{[\overline{\mathcal{Z}}, \mathcal{T}]^{NM}}(\mathcal{Z}(x)) + \ell_{B_2(b, \theta)} (\mathcal{M}(x)) + \frac{1}{2} \| x - x^{(k+\frac{1}{2})} \|^2. \quad (3.16)
\]
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This problem does not have a closed form solution, and hence needs to be solved by computing sub-iterations. Again, here we use a primal-dual forward-backward algorithm [32, 61]. The resulting method is described in Algorithm 3.

Algorithm 3 Primal-dual forward-backward algorithm to solve (3.14).

1: **Initialization:** Let $a^{(0)} \in [0, +\infty[^N$, $p_1^{(0)} \in \mathbb{R}^{N_M}$, and $p_2^{(0)} \in \mathbb{R}^{N_M}$. Let $\kappa > 0$ and $\nu > 0$ such that $\kappa \left( \frac{1}{2} + \nu \|L\|^2 + 1 \right) < 1$.

2: **For** $j = 0, 1, \ldots$

3: \[ \tilde{a}^{(j)} = \Pi_{[0, +\infty[^N} \left( a^{(j)} - \kappa (a^{(j)} - x^{(k+\frac{1}{2})}) - \mathcal{L}^i p_1^{(j)} + \mathcal{M}^i (p_2^{(j)}) \right) \]

4: \[ \tilde{p}_1^{(j)} = p_1^{(j)} + \nu \mathcal{L} (2a^{(j+1)} - a^{(j)}) \]

5: \[ p_1^{(j+1)} = \tilde{p}_1^{(j)} - \nu \Pi_{[\tau, \infty[^N} (\nu^{-1} \tilde{p}_1^{(j)}) \]

6: \[ \tilde{p}_2^{(j)} = p_2^{(j)} + \nu \mathcal{M} (2a^{(j+1)} - a^{(j)}) \]

7: \[ p_2^{(j+1)} = \tilde{p}_2^{(j)} - \nu \Pi_{B_2(b, \theta)} (\nu^{-1} \tilde{p}_2^{(j)}) \]

8: **end for**

Note that, for every $x^{(k+\frac{1}{2})} \in \mathbb{R}^N$, problem (3.14) is strictly convex. Therefore, according to [32, 61], the sequence $(a^{(j)})_{j \in \mathbb{N}}$ generated by Algorithm 3 is ensured to converge to the unique solution to problem (3.14) (i.e. the point of $\mathcal{S}$ the closest to $x^{(k+\frac{1}{2})}$).

3.4.3 Projection onto $\mathcal{S}$: Definition 3.6

Consider the set $\mathcal{S}$ defined by (3.8). In this case the projection onto $\mathcal{S}$ has an explicit formula. In particular, at every iteration $k \in \mathbb{N}$, the projection step 4 onto $\mathcal{S}$ in Algorithm 1 is given by

\[ x^{(k+1)} = \Pi_{\mathcal{S}}(x^{(k+\frac{1}{2})}) = \arg\min_{x \in \mathbb{R}^N} \iota_{[0, +\infty[^N} (x) + \iota_{\mathcal{S}_2}(x) + \frac{1}{2} \|x - x^{(k+\frac{1}{2})}\|^2. \] (3.17)

Then, we have

\[ \begin{cases} \mathcal{M}(x^{(k+1)}) = 0, \\ \mathcal{M}^c(x^{(k+1)}) = \min \left\{ \tau, \max \left\{ \mathcal{L}, \mathcal{M}^c(x^{(k+1)}) \right\} \right\}. \end{cases} \] (3.18)

3.5 Scalable and approximated alternating projection methods

The use of the POCS method given in Algorithm 1 to solve problem (3.4) is important to illustrate the proposed uncertainty quantification approach. However, it is worth mentioning that the con-
vergence of this algorithm can be slow in practice and the convergence results (see Theorem 3.4) hold only if the projections are computed exactly.

There are multiple (possibly accelerated) methods in the literature to solve convex feasibility problems such as (3.4) (see [5, 33, 36] for details). However, our method not only requires to solve (3.4), but also necessitate to determine if this problem is feasible or not, i.e. if the intersection between $\tilde{\mathcal{C}}_\alpha$ and $\mathcal{S}$ is empty or not. Due to that particular subtlety, accelerated POCS methods cannot be used in our approach, since they all assume that the problem of interest must be feasible.

Because $\tilde{\mathcal{C}}_\alpha \cap \mathcal{S} = \emptyset$ holds if and only if dist$(\tilde{\mathcal{C}}_\alpha, \mathcal{S}) > 0$, we could also formulate (3.2) as follows:

$$\text{find } (x^{\dagger}_{\tilde{\mathcal{C}}_\alpha}, x^{\dagger}_{\mathcal{S}}) = \arg\min_{(x_{\tilde{\mathcal{C}}_\alpha}, x_{\mathcal{S}}) \in \mathbb{R}^{2N}} \|x_{\tilde{\mathcal{C}}_\alpha} - x_{\mathcal{S}}\|^2 \text{ s.t. } (x_{\tilde{\mathcal{C}}_\alpha}, x_{\mathcal{S}}) \in \tilde{\mathcal{C}}_\alpha \times \mathcal{S}. \tag{3.19}$$

This problem is strictly convex on $(x_{\tilde{\mathcal{C}}_\alpha}, x_{\mathcal{S}})$ and can be solved using recent convex optimization techniques, e.g. the forward-backward (FB) algorithm [59, 31, 3] or its accelerated versions (e.g. [7, 26, 46]). Applied to problem (3.19), the classical FB method can be seen as an alternating projection approach, and takes the form of Algorithm 4. The sequence $(x^{(k)}_{\tilde{\mathcal{C}}_\alpha}, x^{(k)}_{\mathcal{S}})_{k \in \mathbb{N}}$ generated by Algorithm 4 converges to the unique solution to problem (3.19). The convergence of this algorithm is also guaranteed when projections are computed approximately (with additive errors [31] or relative errors [3]). Notice that the POCS method given in Algorithm 1 is recovered in the limit case when $\gamma = 1$ in Algorithm 4, which actually provides some notion of robustness of Algorithm 1 to approximation errors.

As for the POCS method given in Algorithm 1, the projections onto the sets $\tilde{\mathcal{C}}_\alpha$ and $\mathcal{S}$, appearing in steps 3 and 4 respectively, may require sub-iterations (see Section 3.4 for implementation details). To avoid these sub-iterations, it is possible to use more advanced techniques such as the primal-dual algorithm used in Section 3.4 (see for example [30, 32, 42, 52, 61]).
3.6 BUQO in a nutshell

In this section, we summarize the principle of the proposed method. BUQO for computational imaging consists of four main steps, described below:

(i) Compute the MAP estimate $x^\dagger$ by solving problem (1.5).
   - Use $x^\dagger$ to deduce $\tilde{C}_\alpha$ using equation (3.1).

(ii) Identify the structure of interest in $x^\dagger$.
   - Define the hypothesis test, by postulating the null hypothesis $H_0$, i.e. the structure of interest is absent in the true image (see Section 2 for the details).
   - Define the associated set $S$ (see Section 3.2): If the structure is spatially localized, use Definition 3.7; If the structure corresponds to the background, use Definition 3.8.

(iii) Determine if $S \cap \tilde{C}_\alpha = \emptyset$ using Algorithm 1. In this algorithm,
   - Step 3 corresponds to the projection onto $\tilde{C}_\alpha$. The computation of this projection is detailed in Section 3.4.1.
   - Step 4 corresponds to the projection onto $S$. The computation of this projection is detailed in Section 3.4.2 for a spatially localized structure, and in Section 3.4.3 for background removal.

(iv) Deduce if $H_0$ is rejected using Theorem 3.2.
   - If $S \cap \tilde{C}_\alpha = \emptyset$, then $H_0$ is rejected with significance $\alpha$, and the structure of interest is present in the true image with probability $1 - \alpha$.
   - If $S \cap \tilde{C}_\alpha \neq \emptyset$, then $H_0$ cannot be rejected, and the presence of the structure of interest in the true image is uncertain.

4 Simulation results

In this section we apply the proposed uncertainty quantification approach to Fourier imaging applications in radio astronomy (Section 4.2) and magnetic resonance in medicine (Section 4.3). We refer the reader to Section 3.3 for an illustration example, where a step-by-step explanation is given for the practical application of the proposed uncertainty quantification approach.

Before giving the uncertainty quantification results obtained using the proposed approach, we describe in Section 4.1 the common simulation settings.
4.1 Simulation settings

In both the two considered applications, the MAP estimate $x^\dagger$ is obtained from problem (3.10), where $\Phi$ is the measurement operator associated with each problem (defined in Sections 4.2.1 and 4.3.1), $f = \| . \|_1$, and $\Psi$ corresponds to the Daubechies wavelet Db8. As far as the additive noise is considered, it is generated as i.i.d. Gaussian noise with variance $\sigma^2$. We recall that our approach assumes no explicit knowledge of the noise distribution, other than the fact that it has bounded energy with bound $\epsilon$. For Gaussian noise, such a bound can be computed analytically based on the fact that $\|\nu\|$ follows a $\chi^2$ distribution with $2M$ degrees of freedom. Due to the concentration of measure in high dimension, the $\chi^2$ is extremely peaked around its mean value. In practice, to ensure a bound satisfied with high probability, we choose $\epsilon = \sigma (2M + 2\sqrt{4M})^{1/2}$ corresponding to a value 2 standard deviations above the mean of the $\chi^2$ distribution.

We consider the definition of $\hat{C}_\alpha$ given in equation (3.11), with $\alpha = 1\%$. To choose $\lambda > 0$, we assume that $\Psi x$ follows an i.i.d. Laplace distribution, and we propose to choose the maximum likelihood of $\lambda$ based on the MAP estimate $x^\dagger$, i.e.:

$$\lambda = \frac{N}{\|\Psi x^\dagger\|_1}. \quad (4.1)$$

In our simulations, we consider that Algorithm 1 has converged if one of the following stopping criteria is fulfilled:

$$\begin{align*}
\| x^{(k+1)} - x^{(k)} \| &< 10^{-5} \| x^{(k+1)} \|, \\
\| x^{(k+\frac{1}{2})} - x^{(k-\frac{1}{2})} \| &< 10^{-5} \| x^{(k+\frac{1}{2})} \|,
\end{align*} \quad (4.2)$$

or

$$|\delta^{(k+1)} - \delta^{(k)}| < 10^{-5} \delta^{(k+1)}, \quad (4.3)$$

where $\delta^{(k+1)} = \| x^{(k+\frac{1}{2})} - x^{(k+1)} \|$. In other worlds, the first criterion (4.2) verifies the relative variations of the convergent sequences $(x^{(k)})_{k \in \mathbb{N}}$ and $(x^{(k+\frac{1}{2})})_{k \in \mathbb{N}}$. The second criterion (4.3) verifies the relative variations of $(\delta^{(k)})_{n \in \mathbb{N}}$ which, according to Theorem 3.4, converges to $\text{dist}(S, \hat{C}_\alpha)$.

Note that due to the considered stopping criteria (4.2) and (4.3), the algorithm cannot reach exactly $\| x_S^\dagger - x_{\hat{C}_\alpha}^\dagger \| = 0$. Consequently, the parameter $\rho_\alpha$ introduced in (3.9) cannot be equal to 0. To take into account this numerical approximation, we consider that when $\rho_\alpha > \eta$, with $\eta \approx 0$, then $H_0$ is rejected with significance $\alpha = 1\%$. For instance, in our simulations, we will choose $\eta = 3\%$. 
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4.2 Radio-astronomical imaging

4.2.1 Problem description

Radio astronomy aims to observe the sky at high angular resolution through an array of antennas. New radio telescopes, such as the future flagship Square Kilometre Array (SKA) are intended to provide images at unprecedented resolutions and sensitivities, and on a wide frequency band. Data rate estimates, for the first phase of development of the telescope only, are around few terabytes per second. The massive amounts of data to be acquired will represent a great challenge for the infrastructure and signal processing, and the methods solving the inverse problem associated with the image reconstruction need to be fast and to scale well with the data volumes and the expected image sizes (gigapixel sizes for monochromatic imaging). In this context, not only image estimation.
but also associated uncertainty quantification methodologies, key to the scientific interpretation of the data, must scale to extreme dimension.

Formally, we are interested in estimating the original sky brightness distribution \( \mathbf{x} \in \mathbb{R}^N \) from \( M \) measurements \( y \in \mathbb{C}^M \). The measurement operator \( \Phi \in \mathbb{C}^{M \times N} \), which in the simplest setting, consists in a non-uniform Fourier sampling operator, and \( w \in \mathbb{C}^M \) is a realization of an additive complex i.i.d. Gaussian noise with zero mean and variance equal to \( \sigma^2 \in \{0.01, 0.02, 0.03\} \), for both the real and imaginary parts of the noise. This model defines an ill-posed inverse problem for the recovery of the radio sky \( \mathbf{x} \). An intensity image, representing W28 supernova with \( N = 256 \times 256 \), is shown in Figure 5(a). Radio sky images are particularly difficult to reconstruct due to their important dynamic range. This dynamic range can be observed in the log-scaled image of W28 displayed in Figure 5(b). In our simulations we consider random Fourier samplings. This allows us to investigate the performance of the proposed uncertainty quantification approach with different Fourier samplings, considering several sampling ratio values \( M/N \in \{0.5, 0.75, 1\} \). More precisely, we use Fourier samplings generated randomly through a Gaussian distribution, with zero mean and variance of 0.25 of the maximum frequency, creating a concentration of data at low frequencies. An example of Fourier samplings for the ratio \( M/N = 0.5 \) is given in Figure 5(c).

In our simulations, we will perform Bayesian uncertainty quantification on three different spatially localized structures and on the background of the MAP estimate, defined mathematically in Definitions 3.5 and 3.6, respectively.

On the one hand, we investigate the uncertainty associated with the structures, denoted by Structure 1 and Structure 2, highlighted in red in the first columns of Figures 6 and 7 respectively. We consider as well the structure presented in Section 3.3 for illustration of the method, namely Structure 3, highlighted in red in Figure 3. These three structures consist of compact or slightly extended sources corresponding to the definition of \( S \) given by Definition 3.5. This set \( S \) is characterized by \( L \), chosen such that \( L = \frac{1}{3}(L_{3 \times 3} + L_{7 \times 7} + L_{11 \times 11}) \), where \( L_{3 \times 3} \) (resp. \( L_{7 \times 7} \) and \( L_{11 \times 11} \)) are built to model a 2D normalized convolution between the image (filled with zeros inside the structure) and 2D Gaussian convolution kernels of size \( 3 \times 3 \) (resp. \( 7 \times 7 \) and \( 11 \times 11 \)). In addition, we choose \( \tau = \text{std} (\mathcal{M}(x^1) − L(\mathcal{M}(x^1))) \) for the set \( S_2 \) and \( b = 0 \) and \( \theta = \|L(\mathcal{M}(x^1))\|_2 \) for the set \( S_3 \).

On the other hand, we investigate the uncertainty associated with the background including all the weak intensity structures of the MAP estimates. The backgrounds of the MAP solutions obtained when considering \( (M/N, \sigma^2) = (1, 0.01) \) and \( (M/N, \sigma^2) = (0.5, 0.03) \) can be seen in the first column of Figure 8, where the log scale has been chosen to show values ranging from \( 10^{-4.2} \) to \( \max_{1 \leq n \leq N} x_n^1 = 1 \). More precisely, the first two rows correspond to the case \( (M/N, \sigma^2) = (1, 0.01) \), with the MAP estimate shown in the first row and zoomed images in the second rows. Similarly, the last two rows correspond to the case \( (M/N, \sigma^2) = (0.5, 0.03) \). Mathematically, the set considered for the uncertainty quantification of the background is described in Example 3.6, where \( \tau = 0 \) and \( \varphi = 0 \|\mathcal{M}(x^1)\|_2/N_{\mathcal{M}} \) (for instance, \( \theta = 10^{-2} \)). In practice, for each MAP estimate \( x^1 \), the background, represented by the operator \( \mathcal{M} \) selecting its support, is determined through its
complement, which is built in 2 steps. Firstly, we identify the structures of the image by selecting the elements of $x^\dagger$ with values larger than $10^{-3} \times \max_{1 \leq n \leq N} x_{1n}^\dagger$. Then, the selected elements are dilated with disks of radius of size 7 pixels.

4.2.2 Uncertainty quantification in radio astronomy

![Image 6: Simulation results for the radio-astronomical imaging problem. Uncertainty quantification of Structure 1, in the case when $M/N = 0.5$ and $\sigma^2 = 0.03$. In this context, $\rho_\alpha = 0.07\%$ and $H_0$ cannot be rejected. Top row: images in log scale with Structure 1 highlighted in red with, from left to right, $x^\dagger$, $x^\ddagger_{\tilde{C}_\alpha}$, and $x^\ddagger_S$. Bottom row: zoomed images in log scale on the area of Structure 1, corresponding to the images displayed in first row. The log scale in the zoomed images is adapted to better emphasize Structure 1.](image)

In this section we present our simulation results for the radio-astronomical imaging problem described in the previous section. For visual comparisons, we show the images obtained with the proposed uncertainty quantification approach, applied to the Structures 1 and 2, in Figs. 6 and 7, respectively.

The top-row of Fig. 6 shows, from left to right, the MAP estimate $x^\dagger$ obtained with $(M/N, \sigma^2) = (0.5, 0.03)$, and the two resulting images from Algorithm 1: $x^\ddagger_{\tilde{C}_\alpha}$ and $x^\ddagger_S$. In these images, Structure 1 is highlighted in red. The bottom-row of Fig. 6 shows the images $x^\dagger$, $x^\ddagger_{\tilde{C}_\alpha}$, and $x^\ddagger_S$, zoomed in the area of Structure 1. For this choice of $(M/N, \sigma^2)$, we have $\rho_\alpha = 0.07\% \approx 0\%$, and we conclude that $\tilde{C}_\alpha \cap S \neq \emptyset$. Therefore, $H_0$ cannot be rejected (recall that failing to reject $H_0$ indicates that the structure considered is potentially not real, e.g. a reconstruction artefact).

Similarly, Structure 2 is highlighted in red in the top-row of Fig. 7, representing, from left
Figure 7: Simulation results for the radio-astronomical imaging problem. Uncertainty quantification of Structure 2, in the case when $M/N = 1$ and $\sigma^2 = 0.01$. In this context, $\rho = 96.58\%$ of the intensity’s structure is confirmed at 99\%, and $H_0$ is rejected with significance 1\%. Top row: images in log scale with Structure 2 highlighted in red with, from left to right, $x^\dagger$, $x^\dagger_{\tilde{C}_\alpha}$, and $x^\dagger_S$. Bottom row: zoomed images in log scale on the area of Structure 2, corresponding to the images displayed in first row. The log scale in the zoomed images is adapted to better emphasize Structure 2.

A complete description of the uncertainty quantification of Structure 3, in the cases when $(M/N, \sigma^2) = (0.5, 0.01)$ and $(M/N, \sigma^2) = (1.01)$, is provided in Section 3.3.

Results related to background removal are presented in Fig. 8. The top-row of this figure shows, from left to right, the MAP estimate $x^\dagger$ obtained with $(M/N, \sigma^2) = (1.01)$, and the two images obtained using the proposed approach: $x^\dagger_{\tilde{C}_\alpha}$ and $x^\dagger_S$. The second row of Fig. 8 shows the images $x^\dagger$, $x^\dagger_{\tilde{C}_\alpha}$ and $x^\dagger_S$, zoomed in the pink area. In this case, the structure’s confirmed intensity percentage is equal to $\rho = 40.07\%$. We can deduce then that $\tilde{C}_\alpha \cap S = \emptyset$, and we conclude that $H_0$ is rejected with significance $\alpha = 1\%$. A second example is provided in Fig. 8, considering a smaller ratio $M/N$ and a higher noise level $\sigma^2$. We give in the third row of Fig. 8, from left to right, the MAP estimate $x^\dagger$ obtained with $(M/N, \sigma^2) = (1.01)$, $x^\dagger_{\tilde{C}_\alpha}$ and $x^\dagger_S$. The corresponding images,
Figure 8: Simulation results for the radio-astronomical imaging problem. Uncertainty quantification of the background of the MAP estimate. The first two rows correspond to the case when $M/N = 1$ and $\sigma^2 = 0.01$. In this context, $\rho_\alpha = 40.07\%$ of the intensity’s structure is confirmed at 99%, and $H_0$ is rejected with significance 1%. The last two rows correspond to the case when $M/N = 0.5$ and $\sigma^2 = 0.03$. In this context, $\rho_\alpha = 1.38\%$ and $H_0$ cannot be rejected. In rows 1 and 3 are shown the images in log scale with a highlighted area corresponding to the zoomed images displayed in rows 2 and 4, respectively. From left to right: $x^\dagger$, $\hat{x}^\perp_{\mathcal{C}_\alpha}$, and $x^\dagger_S$. The log scale in the zoomed images is adapted to better emphasize the areas of interest.
Table 1: Values of $\rho_\alpha$ in percentage (%) for the four structures of interest in the radio-astronomical imaging problem.

For all the three structures and the background, uncertainty quantification has been performed as well for other values of $M/N$ and $\sigma^2$. The values of $\rho_\alpha$ obtained for the considered cases are reported in Table 1. For all the experiments, it can be observed that $\rho_\alpha$ increases when $M/N$ increases or $\sigma^2$ decreases. In other words, larger is the number of measurements and higher is $\rho_\alpha$. On the contrary, higher is the noise level and lower is $\rho_\alpha$. This observation can be intuitively understood. Indeed, the MAP estimate is of lower quality when the observation data are not accurate (few noisy measurements). Consequently, in this case the uncertainty is higher.

For Structure 1, the values of $\rho_\alpha$ range from 0.07% for $(M/N, \sigma^2) = (0.5, 0.03)$ to 2.24% for $(M/N, \sigma^2) = (1, 0.01)$. In all the considered cases, the value of $\rho_\alpha$ is low. As explained in Section 4.1, $\rho_\alpha$ cannot be equal to 0 due to the chosen stopping criteria. However, since in the worst case, the structure’s confirmed intensity percentage is equal to $\rho_\alpha = 2.24\% \approx 0\%$, for all the considered cases we can conclude that $\hat{C}_\alpha \cap \mathcal{S} \neq \emptyset$. As a consequence, we conclude that $H_0$ cannot be rejected and that Structure 1 is highly uncertain.
For Structure 2, the structure’s confirmed intensity percentage is at least equal to $\rho_{\alpha} = 93.51\%$, corresponding to $(M/N, \sigma^2) = (0.5, 0.03)$. More precisely, the values of $\rho_{\alpha}$ are between 93.51% for $(M/N, \sigma^2) = (0.5, 0.03)$ to 96.58% for $(M/N, \sigma^2) = (1, 0.01)$. Thus, depending of the considered $(M/N, \sigma^2)$, we can conclude that between 93.51% and 96.58% of Structure 1 is confirmed at 99%. Consequently, for all the considered cases in this experiment, $\tilde{C}_{\alpha} \cap \mathcal{S} = \emptyset$ and we conclude that $H_0$ is rejected with significance 1%.

For Structure 3, the values of $\rho_{\alpha}$ range from 0.31% to 18.76%, for $(M/N, \sigma^2) = (0.03, 0.5)$ and $(M/N, \sigma^2) = (0.01, 1)$ respectively. For this structure, different conclusions can be drawn. For $\sigma^2 = 0.03$ we have $\rho_{\alpha} \approx 0\%$ for all the considered under-sampling ratios, and we conclude that $\tilde{C}_{\alpha} \cap \mathcal{S} \neq \emptyset$ and that $H_0$ cannot be rejected. The other observations depend on the tolerance fixed by the user. For instance, if we consider that $\tilde{C}_{\alpha} \cap \mathcal{S} \neq \emptyset$ when $\rho_{\alpha} < 3\%$, the only cases when the structure is confirmed are $(M/N, \sigma^2) = (0.01, 1)$ and $(M/N, \sigma^2) = (0.01, 0.75)$, where the structure’s confirmed intensity percentages are $\rho_{\alpha} = 18.76\%$ and 11.1%, respectively.

Concerning the uncertainty quantification of the background, the values of $\rho_{\alpha}$ range from 1.38% to 40.07%, for $(M/N, \sigma^2) = (0.03, 0.5)$ and $(M/N, \sigma^2) = (0.01, 1)$ respectively. As for Structure 3, the conclusion for the different cases presented in Table 1 depend on the tolerance fixed by the user. As previously, considering that $\tilde{C}_{\alpha} \cap \mathcal{S} \neq \emptyset$ when $\rho_{\alpha} < 3\%$, the only cases satisfying this condition are $(M/N, \sigma^2) = (0.03, 0.5)$ and $(M/N, \sigma^2) = (0.02, 0.5)$, with $\rho_{\alpha} = 1.38\% \approx 0\%$ and $\rho_{\alpha} = 2.93\% \approx 0\%$ respectively.
4.3 Magnetic resonance imaging

4.3.1 Problem description

Magnetic resonance imaging is a non-invasive non-ionising medical imaging technique that finds its superiority in the flexibility of its contrast mechanisms. It comes in various modalities ranging from high resolution structural imaging aiming at mapping detailed tissue structures, or high angular resolution diffusion imaging mapping the structural neuronal connectivity by probing molecular diffusion in each voxel of the brain, to dynamic imaging mapping for example the heart dynamics through time. Data acquisition is intrinsically long, sometimes prohibitively, as it relies on sequential measurement of Fourier samples of the image under scrutiny, which can again be of gigapixel dimension. Fast high-resolution imaging constitutes a deep challenge for medical research, which can be addressed by the combination of two acceleration strategies: firstly, the use of multiple acquisition coils, and secondly the acquisition of an incomplete Fourier coverage. This approach gives rise to a large-scale ill-posed inverse problems for the recovery of structural, diffusion of dynamic images under scrutiny. Once more, not only image estimation but also associated uncertainty quantification methodologies, key to the diagnosis and subsequent treatment of potential pathologies, must scale unprecedented dimension.

In this context, an unknown image \( x \in \mathbb{R}^N \) is observed simultaneously through \( n_c \) receiver coils. An example of a simulated brain image, with \( N = 256 \times 256 \), is shown in Figure 9(a), generated from the magnetic resonance imaging toolbox available at \( \text{http://bigwww.epfl.ch/algorithms/mri-reconstruction/} \). Each coil, indexed by \( c \in \{1, \ldots, n_c\} \), acquires noisy incomplete Fourier measurements \( y_c \in \mathbb{C}^{\tilde{M}} \) of an image consisting of a multiplication of the unknown image under scrutiny and the spatial sensitivity profile of the coil. More formally, for each receiver coil \( c \in \{1, \ldots, n_c\} \), the observation measurements are given by \( y_c = \Phi_c x + w_c \), where \( \Phi_c \in \mathbb{C}^{\tilde{M} \times N} \) represents the the Fourier sampling operator and \( w_c \in \mathbb{C}^{\tilde{M}} \) is a realization of an additive complex i.i.d. Gaussian noise with zero mean and variance equal to \( \sigma^2 = 0.01 \), for both the real and imaginary parts of the noise. The global measurements \( y \in \mathbb{C}^{M} \) corresponds then to the concatenation of all the coil observations \( (y_c)_{1 \leq c \leq n_c} \), with \( M = n_c \tilde{M} \). In our simulations, we will consider measurements acquired from \( n_c = 4 \) receiver coils. In magnetic resonance imaging, the Fourier domain (also called \( k \)-space) can be sampled following different trajectories. In our simulations we use two different undersampling strategies. Firstly, we use the same random sampling as for radio astronomy imaging, described in Section 4.2.1, considering several sampling ratio values \( \tilde{M}/N \in \{0.1, 0.2\} \). Secondly, we use a more realistic random sampling generated using the magnetic resonance imaging toolbox available at \( \text{http://bigwww.epfl.ch/algorithms/mri-reconstruction/} \), consisting of the continuous Fourier Cartesian trajectories displayed in Figure 9(b). This Fourier sampling selects \( \tilde{M} = 21248 \) frequencies, corresponding to under-sampling factors along frequency and phase encoding direction equal to 1/1.3 and 4, respectively.

In both the considered simulation settings, we focus on spatially localized structures corresponding to the definition of \( \mathcal{S} \) given by Definition 3.5. This set \( \mathcal{S} \) is characterized by \( \mathcal{L} \), built as in
Figure 10: Simulation results for the magnetic resonance imaging problem with random sampling. Uncertainty quantification of Structure 1, in the case when $M/N = 0.2$ and $\sigma^2 = 0.01$. In this context, $\rho_\alpha = 96.86\%$ of the intensity’s structure is confirmed at 99%, and $H_0$ is rejected with significance 1%. Top row: images in linear scale with Structure 1 highlighted in red with, from left to right: $x^\dagger$, $x^\dagger_{\tilde{C}_\alpha}$, and $x^\dagger_S$. Bottom row: zoomed images in linear scale on the area of Structure 1, corresponding to the images displayed in first row. The scale in the zoomed images is adapted to better emphasize Structure 1.

described in Section 4.2.1, to model a smoothing operator using 2D Gaussian convolution kernels of sizes $3 \times 3$, $7 \times 7$ and $11 \times 11$, and we choose $\tau = \text{std} (M(x^\dagger) - \mathcal{L}(M(x^\dagger)))$. In addition, to define set $S_3$, we choose $b = \|\mathcal{L}(M(x^\dagger))\|_2$ and $\theta = \vartheta \|\mathcal{L}(M(x^\dagger))\|_2$, with $\vartheta = 10^{-2}$.

4.3.2 Uncertainty quantification in magnetic resonance: random sampling

In this section, we present the results obtained for the simulations on the magnetic resonance imaging problem, considering a random sampling, for $M/N \in \{0.1, 0.2\}$ and $\sigma^2 \in \{0.01, 0.02, 0.03\}$. Note that, since we consider four receiver coils, in total we have $M = 4\tilde{M}$ measurements. We aim to quantify the uncertainty of the two structures, namely Structure 1 and Structure 2, highlighted in red in Figures 10 and 11, respectively.

Fig. 10 presents the experimental results obtained considering $(\tilde{M}/N, \sigma^2) = (0.2, 0.01)$. In the top-row of Fig. 10, we show, from left to right, the MAP estimate $x^\dagger$ and the results from Algorithm 1, $x^\dagger_{\tilde{C}_\alpha}$ and $x^\dagger_S$. In these images, Structure 1 is highlighted in red. The corresponding images, zoomed in the area of Structure 1, are displayed in the bottom-row of Fig. 10. For this example, the structure’s confirmed intensity percentage is equal to $\rho_\alpha = 96.86\%$. Therefore, we conclude that $\tilde{C}_\alpha \cap S = \emptyset$, and consequently that $H_0$ is rejected with significance
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In Fig. 11 are presented the simulation results obtained by considering $(\tilde{M}/N, \sigma^2) = (0.1, 0.03)$. Similarly to Fig. 10, the first row shows the images $x^\dagger$, $x_{\tilde{C}^\alpha}^\dagger$, and $x_{S}^\dagger$, and the second row shows the associated zoomed images for the area of Structure 2. For this experiment, we have $\rho_\alpha = 0.62\% \approx 0\%$ and we can conclude that $\tilde{C}^\alpha \cap S \neq \emptyset$. Consequently, $H_0$ cannot be rejected, and Structure 2 is highly uncertain.

The values of $\rho_\alpha$, in percentage, for the two structures of interests, for the different experimental settings, are provided in Table 2. According to Table 2, between 59.09% and 96.86% of Structure 1 is confirmed at 99%, depending on the values of $\tilde{M}/N$ and $\sigma^2$. Therefore, for Structure 1, for all the considered values of $(\tilde{M}/N, \sigma^2)$, $\tilde{C}^\alpha \cap S = \emptyset$ and $H_0$ is rejected. Concerning Structure 2, $\rho_\alpha$ ranges between 0.62% and 11.31%, for $(\tilde{M}/N, \sigma^2) = (0.1, 0.03)$ and $(\tilde{M}/N, \sigma^2) = (0.2, 0.01)$, respectively. In particular, higher is the ratio $\tilde{M}/N$ and higher is $\rho_\alpha$. At the opposite, smaller is $\sigma^2$ and higher is $\rho_\alpha$. For this structure, the conclusion is different depending on the choice of $(\tilde{M}/N, \sigma^2)$. For instance, let consider that $\tilde{C}^\alpha \cap S \neq \emptyset$ when $\rho_\alpha < 3\%$. In this context, for $(\tilde{M}/N, \sigma^2) = (0.2, 0.01)$ (resp. $(\tilde{M}/N, \sigma^2) = (0.2, 0.02)$), the null hypothesis $H_0$ is rejected, and 11.31% (resp. 3.18%) of Structure 2 is confirmed at 99%. For all the other choices of $(\tilde{M}/N, \sigma^2)$, the null hypothesis $H_0$ cannot be rejected.
Table 2: Values of $\rho_\alpha$ in percentage (%) for the two structures of interest in the magnetic resonance imaging problem with random sampling.

| $\sigma^2$ | $\hat{M}$ | $\hat{N}$ |
|-----------|---------|---------|
| 0.01      | 0.1     | 0.2     |
| 0.02      | 80.17   | 96.86   |
| 0.03      | 64.95   | 74.77   |

Structure 1

| $\sigma^2$ | $\hat{M}$ | $\hat{N}$ |
|-----------|---------|---------|
| 0.01      | 2.49    | 11.31   |
| 0.02      | 1.01    | 3.18    |
| 0.03      | 0.62    | 2.09    |

Structure 2

4.3.3 Uncertainty quantification in magnetic resonance: Cartesian trajectories

In this section are presented the simulation results obtained for the magnetic resonance imaging problem, considering the Cartesian trajectories given in Figure 9(b). Due to the particular under-sampling obtained from these trajectories, the MAP estimate presents artefacts non-existing in the original image $\mathbf{x}$ (see Figure 9(a)). The MAP estimate is shown on the first column of Figure 12, where two of the artefact are highlighted in red. Zoomed images are also provided (first column, rows 2 and 4) on the areas of these artefacts. We define these two artefact as structures using Definition 3.5, and we investigate their uncertainty. The results are displayed in Figure 12.

The two first rows correspond to the uncertainty quantification results for the first artefact, at the center of the brain. The first row gives, from left to right, the MAP estimate $x^\dagger$ and the two results from the alternating projections, $x_{C_\alpha}^\dagger$ and $x_{S_\beta}^\dagger$. For this simulation, we obtain $\rho_\alpha = 0.02\% \approx 0\%$. This result can be visually verified by observing that $x_{C_\alpha}^\dagger \approx x_{S_\beta}^\dagger$. Consequently, we conclude that $H_0$ cannot be rejected, and that this first structure is highly uncertain, which is consistent with it being an artefact.

The same observations can be done for the second artefact, at the top of the brain, shown in the last two rows of Figure 12. In this case we have $\rho_\alpha = 0.01\% \approx 0\%$. In this case, $H_0$ cannot be rejected, and we conclude that the structure defined by this second artefact is not confirmed.

5 Discussions

5.1 Model misspecification and approximation errors

We now discuss some philosophical aspects of the proposed methodology, and some implicit approximations that their users should be aware of. The first approximation is arguably the mathematical
Figure 12: Images showing the simulation results for the magnetic resonance imaging problem considering the Cartesian trajectories displayed in Figure 9(b). Uncertainty quantification for two artefacts appearing in the MAP estimate, with corresponding $\rho_\alpha = 0.02\%$ (first two rows) and $\rho_\alpha = 0.01\%$ (last two rows). In both cases $H_0$ cannot be rejected. Rows 1 and 3: images in linear scale with the structures of interest highlighted in red with, from left to right: $x^\dagger$, $x^\perp_{\mathcal{C}}$, and $x^\perp_{\mathcal{S}}$. Rows 2 and 4: zoomed images in linear scale on the area of the structures of interest, corresponding to the images displayed in rows 1 and 3, respectively. The scales in the zoomed images are adapted to better emphasize the two structures of interest.

analysis of the imaging problem and its related uncertainty. That is, the fact that we formulate the problem mathematically to operate in a mathematical framework and deliver a mathematical
solution for a real imaging problem always involves an approximation, despite the fact that our methodology has been rigorously mathematically derived. The statistical model \( p(x|y) \) is of course an explicit approximation because \( p(y|x) \) and \( p(x) \) are inevitably misspecified. Similarly, \( S \) is also a modelling choice motivated by operational considerations (e.g., convexity). Mapping the results of a hypothesis test to statements and conclusions about real structures is also a form of implicit approximation. With this in mind, we understand our methodology as a tool for exploring uncertainty and supporting the use of images as evidence to inform decisions and conclusions. However, we do not attach particular attention to specific significance levels (e.g. \( \alpha = 0.01 \)) because we do not believe that models are sufficiently well calibrated to allow accurate statements of posterior probabilities.

To conclude, we emphasize again that (1.2) is an operational posterior distribution that models our knowledge about \( x \) after observing \( y \), a model derived from a likelihood function \( p(y|x) \) and a prior \( p(x) \) that are both operational approximations of some true conditional and marginal probability distributions that are unknown to us. Using an operational model is arguably unavoidable in imaging settings, given that the true marginal distribution of \( x \) is difficult to fully characterize, and that the exact likelihood is certainly more complicated than the linear models and exponential-family noise distributions commonly used. As a consequence, our inferences are subjective in this sense and should not be understood as accurate probability statements regarding the underlying true image. Also, they should also not be understood as frequentist probability statements (i.e. related to the relative frequencies of different outcomes if the experiments were repeated a large number of times). Analyzing the frequentist statistical properties of Bayesian procedures in high-dimensional settings is very challenging. In particular, the frequentist properties of the proposed methodology (e.g. the power of the hypothesis test) will depend on the specific model and experiment considered. Also note that there are estimators of the form (1.5) that are not MAP estimators derived from a Bayesian model (1.3) (this point is discussed for instance in [39]). In such cases, we would not recommend using the proposed Bayesian uncertainty quantification methodology.

### 5.2 Generalisations to other data observation models

In this work, we assume that \( w \) in the linear problem (1.1) has bounded energy. It is important to emphasize that the proposed BUQO method is not restricted to this assumption. Indeed, according to [49], considering another type of noise is leading to a different conservative credible region \( \tilde{C}_\alpha \) than the one given in (3.1). This change only affects the projection \( \Pi_{\tilde{C}_\alpha} \) in the proposed method, which needs to be adapted.

As a particular example, considering an additive i.i.d. Gaussian noise with zero mean and variance \( \sigma \), the associated likelihood is of the form \( p(y|x) \propto \exp(-||\Phi x - y||^2/(2\sigma^2)) \), and the MAP estimator is given by

\[
x^\dagger \in \text{Argmin}_{x \in \mathbb{R}^N} \left\{ g(x) := \frac{1}{2\sigma^2}||\Phi x - y||^2 + g_2(x) \right\}, \quad (5.1)
\]
where $g_2$ is the regularization term. In this context, the conservative credible region $\tilde{C}_\alpha$ defined in [49] is expressed as follows:

$$\tilde{C}_\alpha = \left\{ x \in \mathbb{R}^N \mid \frac{1}{2\sigma^2} \| \Phi x - y \|^2 + g_2(x) \leq \tilde{\eta}_\alpha \right\},$$

with $\tilde{\eta}_\alpha = g(x^\dagger) + N(\tau_\alpha + 1)$. It can be noticed that the set $\tilde{C}_\alpha$ cannot be split into an intersection of simple sets when $g_2$ is not an indicator function. Consequently, to compute the projection onto this set, epigraphical projections must be leveraged [25]. The remainder of the proposed BUQO approach remains unchanged.

### 5.3 Comparison with state-of-the-art MCMC approaches

As explained in Section 2, MCMC algorithms can be used as well to perform uncertainty quantification in imaging. However, generally these approached have a computational cost which is several orders of magnitude higher than the computational cost associated with advanced optimization methods. For example, in the context of our simulations, both for astronomical and medical imaging, computing the hypothesis test by using the state-of-the-art proximal MCMC algorithm [35] would require using approximately $10^4$ iterations of the algorithm for a small problem. One iteration of this algorithm has a similar computational cost as one iteration of the proposed convex optimisation scheme, which converges in only $10^2$ iterations and as a result is significantly faster. This computational advantage becomes more pronounced as the problem dimension increases, with large problems easily requiring over $10^6$ MCMC iterations with [35], and only $10^3$ iterations with the proposed convex optimisation scheme.

### 6 Conclusions

In this paper, we proposed a Bayesian uncertainty quantification methodology in the context of high dimensional imaging inverse problems. The proposed BUQO approach aims to analyse the degree of confidence in specific image structures (e.g., celestial sources in astronomical images, or lesions in medical images) appearing in the MAP estimates, when the Bayesian models are log-concave. We proposed to quantify the uncertainty of the structures under scrutiny by performing a Bayesian hypothesis test, leveraging scalable optimization algorithms. Our approach allows to scale to high-resolution and high-sensitivity imaging problems that are computationally intractable for state-of-the-art Bayesian computation approaches. The proposed methodology was demonstrated on challenging Fourier imaging problems related to radio astronomy and magnetic resonance in medicine where there is significant intrinsic uncertainty, and where we considered various types of structures and imaging setups. The corresponding MATLAB code is available on GitHub (https://basp-group.github.io/BUQO/).

In future works, we plan to investigate the statistical calibration properties of our models, which
will make more precise the limitations of the proposed methodology. We also plan to generalize
the proposed approach to solve more sophisticated inverse problems. For instance, often when
the inverse problem is non-linear, the MAP approach leads to a non-convex minimization problem
[54, 10, 55, 12]. In this case, the theoretical results of [49] do not hold, and our approach cannot
be directly applied.
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