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In recent years, China’s sports industry has achieved good development, but the efficiency of athletes in the training process is difficult to have scientific guarantee. How to use scientific algorithm and data mining technology to accurately guide the sports training process has become a hot spot. Based on this, this paper studies the gait recognition model of sports training based on convolutional neural network algorithm. First, this paper analyzes the research status of gait recognition in the process of training and optimizes and improves the deficiencies in sports training. Then, the convolutional neural network algorithm and data mining technology are optimized and analyzed in the gait recognition model. Finally, the experimental results show that the convolutional neural network algorithm can realize the recognition and model reconstruction of athletes’ gait in the training process and can make the optimal strategy according to the gait differences of different athletes in the training process, and the recognition accuracy of athletes’ gait can reach more than 97%.

1. Introduction

At present, there are some problems in the daily training process, such as single training method long-term training leading to bone and joint injury. [1]. How to recognize the gait of athletes through the existing intelligent algorithms and then help athletes correct their posture in the training process has become a hot spot [2]. In addition, when athletes perform these actions in training or competition, each joint of the human body has different angles, and the change of these angles will affect the effect of action, thus affecting the play of these skills [3]. Because of the competitive nature of most sports, people in the process of sports cannot avoid collision and can easily experience sports injury [4]. In the daily sports training process, there are few professional auxiliary systems or tools for high-precision collection and intelligent analysis of human body data during exercise [5]. Therefore, if the athlete’s gait and limb movements are simulated and predicted, this can play an important role in the training of sports skills and the prevention of sports injuries [6].

At present, there are many research directions on gait recognition of sports athletes. Some scholars have studied training methods, gait recognition models, gait prediction, and the combination of gait recognition and artificial intelligence [7]. Landgraff et al. combined the convolutional neural network model to intelligently optimize the current sports training system, highlighting the acquisition of data from sensors, and realizing intelligent control of the sports training system according to specific indicators [8]. In order to improve the training efficiency of athletes in the daily training process and make full use of the data information in the training process, Hassib et al. chose a convolutional neural network algorithm to analyze the data of two groups of different teams in the competition. This study confirmed the effectiveness of this method in guiding athletes during basketball games [9]. According to the idea of convolutional neural network, Tafti et al. studied the track diameter, transportation weight, safety performance, and resistance of the sphere in sports and intelligently obtained various parameters and influencing factors in the process of sports training system [10]. Ramesh et al. combined the factors...
affecting sports training with the athlete’s gait recognition process, combined with neural network algorithms, to study the influence of gait recognition on sports performance [11]. Luan studied the coupling relationship between the sphere’s motion trajectory and the athlete’s gait and finally combined with the convolutional neural network algorithm and designed experiments to prove the role of this method in improving the safety of basketball [12]. Talasila et al. have studied the factors that have a greater impact on the sports training process by combining multiple neural network analysis strategies and selected superresolution factors to establish a functional relationship between gait recognition and different dynamic performance [13]. Hu et al. have found that sports have a problem of low resolution during training. They have completed the multidimensional application of different data and information by setting up a variety of control experiments [14]. Xie and Grossman have confirmed the effectiveness and feasibility of convolutional neural networks in the process of sports judgment, and the research results can also provide a basis for the safety of basketball in various environments [15]. Prusa and Khoshgoftaar conducted modeling and analysis on the training process data of different types of sports, compared the data analysis conditions required for different types of sports through convolutional neural network models, and evaluated them by observing different experimental data [16]. Lee et al. integrated data on the multiple gait of athletes in different sports, used convolutional neural network models to analyze the forces, and evaluated the safety of athletes’ multiple gait in different sports with reference to relevant standards [17]. Chen and Jahanshahi analyzed the application of different algorithms in sports and found that, in the training data analysis link of football sports, the difference dialectical method based on the convolutional neural network algorithm was used for data analysis and found that this method has more advantages [18]. Kim et al. have conducted various studies on the recognition effect of key training nodes in the process of basketball players adopting different styles of training programs and introduced the particle swarm optimization algorithm for optimization evaluation [19]. Sun et al. proposed a convolutional neural network algorithm based on Bernoulli matrix. The results show that the algorithm can reduce the problem of gait recognition of sports athletes during dynamic movement, but it reduces the accuracy of partial recognition [20]. In order to improve the recognition accuracy, Nguyen et al. proposed an optimization model for dislocation gait recognition based on ant colony algorithm and particle swarm algorithm. The effectiveness of the model was verified by design experiments [21]. Xiao et al. created a dynamic motion map by simulating the gait of sports athletes, achieving accurate recognition of athletes’ gait, and improving the intelligence of sports athletes’ gait recognition [22].

In summary, it can be found that, among the existing research results, its innovations mainly focus on the application of intelligent algorithms, such as convolutional neural network algorithms or particle swarm algorithms to sports training systems, but they are only simple applications and cannot be mined from data. From the perspective of in-depth analysis and utilization of the data generated by the sports training system, the constructed sports’ training system has problems, such as poor reliability, small application range, weak intelligence, and low data utilization [23]. On the other hand, research has not focused on the research and model construction of sports training systems based on convolutional neural network algorithms and data mining techniques [24]. Aiming at the problem of “only simple migration and application of intelligent algorithms, but not deep mining of the value of data” existing in the latest research, research on sports training systems based on convolutional neural networks and data mining has important practical significance.

The contribution made by this paper is as follows. An improved convolutional neural network algorithm is proposed, which can realize not only the intelligent acquisition and classification of the data generated by the sports training system, but also the effective information contained in the data. On the basis of roughly recognizing the gait of athletes during training, it can make full use of data mining technology to realize the dynamic modeling of real athletes’ gait by making full use of the spatial video and image sensing information and use the extremes of multivariate functions. The numerical value is used to quantitatively describe the similarity and consistency between each comparison column (training effect on target athletes) and reference column (known effective information of athlete’s gait during training), so as to quantify the training effect of target athletes. The weight ranking can make full use of the gait recognition information of each sports athlete to achieve accurate modeling and simulation of the training process.

In order to solve the problem of intelligent acquisition and efficient use of data in the sports training system, this paper studies the sports training system, which is mainly divided into four parts. Section 1 introduces the current status of gait recognition technology and training system in sports athletes. Section 2 introduces the application idea of convolutional neural network in sports training system. Section 3 builds an athlete’s gait recognition model based on the convolutional neural network algorithm and proposes an optimization model for sports training gait recognition based on Gaussian random distribution and constructs a sports training system based on data mining and gait recognition. Section 4 discusses the experimental results and analyses on the sports training gait recognition model constructed in this paper. Section 5 draws conclusions.

2. Application of Convolutional Neural Network in the Sports Training System

The learning paradigm of convolutional neural networks (CNN) can be divided into supervised learning and unsupervised learning [25, 26]. In this study, through the deep learning of individual characteristics, gait tracking, and training environment among athletes, the construction of training gait recognition model based on convolutional neural network algorithm is realized. First, the convolutional
neural network algorithm is selected, and three parameters related to the gait recognition of athletes are selected to design an athlete gait recognition system based on convolutional neural network algorithm. Then, through the research on the monitoring process of athletes’ gait, morphological time, and three-dimensional reconstruction conditions, the hierarchical framework and index relationship of the whole intelligent gait recognition system are designed, and the control of the key conditions of the gait recognition system is refined from multiple angles. Second, convolutional neural network algorithm and data mining technology are used to test its accuracy.

In this paper, the multilayer convolutional neural network algorithm structure is used in the sports training system for a certain sports event and the training information intelligent processing model based on existing athletes. It is assumed that the first input value of the target, the implicit input value of the security feature, the output layer data of the security judgment, and the number of its nodes are known. In addition, in the force simulation of the Hybrid III crash dummy model, the crash dummy model has the characteristics of force, and its algorithm includes joint friction, nonlinear stiffness, damping, and joint range of motion in the process of gait. The joint moment is based on the stiffness, damping, and friction coefficient data measured by Armstrong Aerospace Medical Laboratory. According to the international adult body size standard, the live load is calculated as 750 N/person, the weight of the mannequin is 75 kg, the height is 175 cm, and the age is 20. The specific parameters of the manikin are shown in Table 1.

### Table 1: Human body morphologic parameters.

| Parameter name      | Parameter |
|---------------------|-----------|
| Age (months)        | 240       |
| Weight              | 75 kg     |
| Standing height     | 175 cm    |
| Left shoulder Ht.   | 56.309    |
| Right               | 18.987    |
| Left                | 18.968    |
| Live load           | 750 N     |

3. Sports Training System Based on Convolutional Neural Network and Data Mining

3.1. Gait Recognition Model of Sports Athletes Based on Convolutional Neural Networks and Data Mining

In the current mainstream research, gait recognition models based on motion process and cosimulation process are mainly divided into basic model and structural model, in which the basic model includes sequential model and parallel model, and the structural model includes cyclic model. This study uses convolutional neural network algorithm (CNN) to simulate and analyze the athlete’s gait modeling process. In this process, the convolutional neural network algorithm first performs data-level binarization of different data types, filters them, and eliminates gross errors in combination with the judgment function; second, it combines the characteristics of different types of athletes. Multiple representations of different types of arrays are realized, and their data fit is further differentiated. In addition, in the analysis process of different sports training arrays, the number of convolutions and the number of neural network layers are different, and they will be different from different types. The data group is related, so information mining is needed. The key of data mining is to distinguish between different data groups according to the threshold judgment standard. After distinguishing, in order to identify and judge the training data for the first time, the analysis of different types of data groups is realized. According to the characteristics of convolutional neural network and data mining, its principle is shown in Figure 1.

The conventional CNN model can extract the key data of sports training through multiple convolution training processes, but it is easy to ignore the distinction between different types of data groups, and it is easy to make wrong judgments on data that appears multiple times in the same data group, making the key information of the data group inaccurate. If we continue to use the conventional CNN model to express the coupling relationship between human resources and other resources, it will cause the lack of process information and make the simulation results inaccurate. In view of this situation, it is necessary to extend the conventional CNN model, that is, to model by multivalued CNN model. The multidimensional matrix is used to describe the calculation cycle, order coupling degree, and resource coupling degree in the design process, which is called multivalued CNN model. The coupling degree function \( Q(x) \) and the period function \( T(x) \) are as follows:

\[
Q(x) = \frac{x^4 + 7x^3 + \sqrt{5x^2 + 2x}}{5x^3 + 3x^2 + \sqrt{x + x^{-1}}}
\]

\[
T(x) = \frac{8x^4 + 6x^3 + 3x^2 + 2}{\sqrt{7x^3 + 9x^2 + 1}}
\]

where \( x \) is the original data input in each movement process and \( t \) is the single cycle training calculation cycle.

In the application process of this research, the CNN model needs to be self-learning through some datasets. In the learning process, because the time difference of different cosimulation processes is very large. It is determined in advance that the information includes the number of convolutions and data dimension information. In the CNN model, the learning process of the convolution processing of the data is shown in Figure 2.

According to the definition of neuron node, the single value of the period of different dimensions is \( t \), and the total number of analysis times is \( n \). Through the single value of different periods and the period judgment of the entire data analysis process, the calculation period of different types of data can be determined. At this time, the calculation period is as follows:
According to the sequence dependence relationship between two process nodes, the judgment function is as follows:

\[
P(x) = 1 - \frac{\sqrt{7x^4 + 8x^3 + 3x^2 + 9}}{\sqrt{4n^4 + 3n^3 + 7n + 3} + \sqrt{9x^3 + 3x^2 + 1}}.
\]  

(3)

After the first convolutional neural network analysis, the single output function is as follows:

\[
H(x) = \frac{3x^4 + 2x^3 + 5x^2 + 1}{3x^2 + 3x^2 + 1},
\]  

(4)

where \(x\) represents the original data of each motion process and \(n\) represents the single cycle motion process node.

3.2. Simulation Modeling of Gait and Ankle Joint Changes of Jump Shot Touchdown in Sports Training. First, this paper simulates the touch action of jump shot in the process of training. It simulates the physical condition of the athlete and the gait data information. The process of simulation analysis is shown in Figure 3.

At the moment of landing, the gait of different athletes presents different physical changes, which is not strong. Because of the individual differences between each athlete, there are also differences in the experimental process and the simulation modeling process between different athletes. Therefore, in the process of analyzing the intensity of the sports training process for different types of datasets, the coupling functions and standardized values used are also different. This study first collected a large number of sports data performed by athletes in different environments and at different time periods (such as morning
exercises, evening exercises, and professional exercises) as training samples, combined with convolutional neural network algorithm. The deep-level information included in the data is analyzed many times to realize the three-dimensional reconstruction of different athletes’ postures, so as to help the athletes’ steps. This improves the effect and accuracy of state recognition. The reference values are shown in Table 2.

On the other hand, in order to further reduce data mining errors, we also established a basic gait recognition database in the process of experiment to realize continuous updating and correction. The data updating process is shown in Figure 4.

The CNN sports training gait recognition optimization analysis model designed in this research adopts the processing method to combine the safe gait feature comparison data generated by the gait of different athletes and synthesize a new set of behavior feature vectors. In the process of analyzing the data, it will perform the first round of predetermination based on the characteristics of different types of data groups and the set threshold differences of different types. According to the judgment results, the corresponding feature vectors are marked. The value of multidimensional sports training information is compared to determine the best factor matching rate. After these values are determined, the stability of different types of data can also achieve multilevel discrimination and analysis of these processes, so overall, the process has a higher utilization rate and stability. The processing process of sports training data based on convolutional neural network and data mining technology is shown in Figure 5.

4. Result Analysis and Discussion

4.1. Verification Experiment of the Sports Training System Based on Convolutional Neural Network Algorithm and Data Mining. Considering that the gait of athletes in different sports is different, it is necessary to add different training conditions for athletes in different sports before the formal experiment, so as to avoid the data misjudgment in the process of athletes’ training. The parameter settings in the experiment process are shown in Table 3.

In the process of the experiment, the gait recognition constraints of different athletes will be realized through the following three aspects. First, the common training gait of known sports is decomposed and expressed and stored in the form of matrix. In this way, the dynamic changes and recognition of the gait of different athletes can be realized. In the link of analyzing and coupling the data, first, through the convolutional neural network algorithm, the multidimensional information is extracted from the initial data generated during the experiment. Then compare the mining and analysis results of different types of experimental data with standard sports training reference values. After analyzing these data results, compare the different types of data results and classify them according to the training rules.

Second, by solving the feature vectors of different gait vectors and multiplying the dot products, the athletes will be tested in multiple dimensions, including video detection, image detection, and motion trajectory tracking detection. In the detection process, by setting different constraint thresholds according to different sports items, the data to be tested are input into the convolutional neural network training system, and the analyzed data results obtained are compared with features, and then, compare it with the standard reference value. After completing these links, analyze the similarity of the data generated by these sports training systems and perform clustering processing.

Finally, after analyzing different types of experimental data, perform multiple error analyses until the minimum requirements set are met. The final results can be output. The experimental data and preliminary experimental results are shown in Figure 6.

It can be seen from Figure 6 that the exercise training system using convolutional neural network and data mining method is more reliable than the exercise training system using genetic programming neural network (GP-NN) and
simple data mining method, and its maximum value is 93, and its data change law is more in line with the change trend of Bernoulli function.

4.2. Experimental Results and Feedback Analysis. This paper conducts a confirmatory experiment on multiple sets of training data and, according to the differences of the experimental data, conducts multiple experiments on different types of sports data (basketball, football, etc.). In order to make the experimental results more accurate, random factors are used to simulate the reality. The different factors in the situation and the error of the function are repaired and verified through a large number of public data samples. The error analysis results are shown in Table 4.

Finally, compared with the latest research methods (neural network model represented by CNN algorithm and data mining model represented by nonlinear analysis), the experimental results show that the convolutional neural network algorithm model can realize the
verification and error analysis of the function in the gait prediction of athletes in training and also verify the effectiveness and feasibility of the model, so the model can also provide the basis for the gait analysis of sports training in various environments. In addition, among the results obtained by using convolutional neural networks and data mining methods, the comparative analysis of take-off height (i.e., weight deviation fluctuation) without fatigue shows that fatigue has a significant impact on take-off height, and the training degree of the subjects who are already tired is much lower than the reference value ($p < 0.001$). This shows that, in this process, compared with the latest research methods (the neural network model represented by the CNN algorithm and the data mining model represented by the nonlinear analysis), the CNN-DM model is not only better than the current mainstream research results. The accuracy is high, and it can accurately recognize the athlete’s gait during the training process. It can detect the rotation angle of the ankle joint and the training effect. The experimental analysis results are shown in Figure 7.

It can be seen from Figure 7 that, among the results obtained by the three different training methods, the error rate of training and gait recognition in the group using convolutional neural network algorithm is significantly lower than that using conventional neural network algorithm. Convolutional neural network and data mining have been used in the training system. With the increase of

Table 3: Parameter settings during the experiment.

| Experimental parameters | Reference |
|-------------------------|-----------|
| Neural network layer    | 5         |
| Data mining times       | 10        |
| Data coupling center    | 4         |
| Error control           | 0.5       |
| Number of gait training models | 20 |

Table 4: Experimental error analysis results.

| Error index                                      | Before optimization | Optimized   | Degree of error |
|--------------------------------------------------|---------------------|-------------|-----------------|
| Data mining and convolutional neural network group| 0.21 ± 0.005        | 0.15 ± 0.005| <0.001          |
| Neural network experimental group                | 0.26 ± 0.005        | 0.19 ± 0.005| <0.002          |
| Single-level convolutional neural network algorithm group | 0.25 ± 0.005 | 0.18 ± 0.005 | <0.001 |
training times, the accuracy of experimental results shows a convergence trend. When the number of training times reaches a certain number, the change of error degree is very small, and the data accuracy can reach 97.5%.

5. Conclusion

In recent years, China’s sports industry has developed well, but the efficiency and data utilization in the process of sports training need to be further improved. How to use a scientific algorithm for accurate guidance has become a hot spot. Based on this, in order to solve the problem of intelligent acquisition and high-efficiency use of data in the sports training system, this paper studies the sports training system. Compared with the latest research results at this stage, the method proposed in this research can achieve the effect of sports training. The data generated by the training system can be obtained and classified intelligently, and the effective information contained in the data can be deeply mined, and the error rate is lower. First, this paper analyzes the research status of gait recognition, optimizes and improves the shortcomings of the current research hotspot in gait recognition, and then optimizes and analyzes the convolutional neural network algorithm in gait recognition model. Finally, the experimental results show that the sports training system based on convolutional neural network algorithm can realize the recognition and model reconstruction of athletes’ gait in the training process and can make the optimal strategy according to the differences of different athletes’ gait in the training process, and the gait recognition accuracy can reach more than 97%. However, this paper only focuses on the gait recognition of sports athletes in the process of competition and does not take the potential impact of different gait of sports athletes into consideration. Therefore, the comprehensive analysis and evaluation of this index system need to be further studied.
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