A new representation of the light curve and its power density spectrum
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ABSTRACT

We present a new representation of light curves, which is quite different from the binning method. Instead of choosing uniform bins, the reciprocal of interval between two successive photons is adopted to represent the counting rate. A primary application of this light curve is to compute the power density spectrum by means of Lomb Periodogram and to find possible periods. To verify this new representation, we apply this method to artificial periodic data and some known periodic celestial objects, and the periods are all correctly found. Compared with the traditional fast Fourier transform method, our method does not rely on the bin size and has a spontaneously high time resolution, guaranteeing a wide frequency range in power density spectrum, and is especially useful when the photons are rare for its little information losses. Some other applications of the new light curve, like pulse identification, variability and spectral time lag, are also discussed.
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1 INTRODUCTION

In astronomy, time series analysis has always been a focus of attention. The application of automatic data acquisition systems emphasize the need to develop the data analysis method (Scargle 1981). As an important kind of time series most frequently used, light curve provides us the most fundamental observation and a straightforward profile of various celestial objects evolving with time.

In data processing of light curve, it is preferred to count the photons in a fixed time bin(e.g.,
However, this method ignores the time distribution of each individual photons in the bin and reduces the time resolution. Instead, if we use the reciprocal of intervals between two successive photons to denote the counting rate in this time to constitute a light curve, time resolution will be enhanced dramatically in a natural way in the cost of uneven distribution in time domain, which is not so simple to handle as even case. Besides, with arrival time of every photon used, it may provide a different thread to show temporal behaviour of different astronomical phenomena and identify some subtle variable structure in the light curve. Scargle (2008) has used the un-binned data to detect quantum gravity photon dispersion by means of calculating the Shannon entropy. It is found that the entirely bin-free data can avoid the information losses resulting from the predefined bins and is especially suitable for weak sources.

Within time profile of different celestial objects, there are various degrees of variability, e.g., in GRBs ranging from milliseconds (Bhat et al. 1992; Walker et al. 2000) up to several seconds. In principle, an exact definition of the variability is helpful to constrain the activity of the central bodies, as well as the radiation mechanism, dissipation processes and so on, which integrate together to decide the light curve (e.g., Ghisellini (2011); Zhang (2011)). To investigate the temporal variability, Fourier transform is used to get the power density over certain frequencies (Beloborodov et al. 1998). The power density spectrum (PDS) contains lots of useful information, like periodic oscillation in the case of a detection of an excess in the PDS, dominant frequency (Lazzati 2002), maximum frequency of variability (Ukwatta et al. 2011) and the slope of the PDS (Beloborodov et al. 1998).

Temporal properties like periodic or quasi-periodic pulsations of various celestial bodies have been extensively studied with the time-binned light curve (e.g., Mazets et al. (1979); van der Klis (1989); Guidorzi et al. (2012); Dichiara et al. (2013)). As is well known, periodic oscillations are typical of the observed properties of pulsars and X-ray binaries. Even for GRBs, in despite of some uncertainties, a quasi-periodic oscillation with period 8.06s in GRB 090709A was also reported (Markwardt et al. 2009) (see however Cenko et al. (2010)). The periodic property has long been analysed in many astronomical observations, and is of great importance to interpret the activity of central objects and constrain models. Here we make use of the unevenly spaced light curve instead and calculate PDS by means of Lomb Periodogram (Lomb 1976; Scargle 1982). Compared with previous method, a significant improvement is a wider frequency range as a result of higher time resolution, which may reveal periodicity in high frequencies.

In this work, we define the counting rate of the light curve from the individual time tagged event (TTE) data, and then transform it from time to frequency domain by Lomb Periodogram
to see the validity in searching the periodic signals. It is presented in section 2. In section 3, we apply this method to check the periodicity of artificial data and various celestial objects. In section 4, we analyse the data processing results and give our interpretation to their physical implications. Except for the PDS, some other applications of the new light curve representation are also discussed.

2 DATA ANALYSIS METHOD

So far, most methods of data analysis require binning of the raw photon data in a set of predefined bins. Once the width of the bins is set, the resolution is limited and so is the frequency range of the PDS. Often the choices of bin sizes are arbitrarily made in the observer frame and lack considerations in astrophysics and instrument. Furthermore, the trend to use large bins (often from several to tens of microseconds) makes much information lost. Here we introduce a new kind of bin-free light curve, which is inspired here to avoid these information losses. Actually, Scargle (2008) has adopted a similar representation to detect quantum gravity photon dispersion in GRBs. Here we propose this method as an independent representation for the light curves for the following reasons. First, spectral time lag is not the subject in this paper. Instead, we focus on the detection of quasi-periodic signals in time profile through calculating its PDS. Second, we would like to generalize the application of the new light curve, e.g., identifying pulse which will be discussed in the discussion part. In fact, we believe the new light curve can substitute the old one to some extent and provides a different thread for analysis. Furthermore, this method is not supposed to be restricted within GRBs, and is suitable for various celestial objects including GRBs, X-ray binaries and pulsars, especially weak sources for the little information lost.

With some minor differences from Scargle’s representation, we realize the method as follows. Assuming the interval between two neighboring photons has constant counting rate $1/dt_i$, where $dt_i$ is the width of this photon cell, we denote the time by averaging the successive arrival times, i.e., $(t_i + t_{i+1})/2$. As we do not have any interior information about the small cell, the simple assumption is temporarily reasonable for a rough estimate of the intensity and time. As demonstrated in Figure 1 by Scargle (2008), this cell-based representation inherits the salient features of variation while somewhat choppy. Selecting large cells ameliorates the choppiness, while leads to information losses. Here we do not care about the choppiness and tend to reserve as much information as possible, so small cell is preferred, which conduces to a PDS with large frequency range for later analysis. In some cases, several successive photons share the same recording time
due to the limited time resolution of the instrument, which leads to a zero interval and the above formula nonsense. This problem is easily solved by increasing gradually the number of photons in the corresponding cell until it strides across the zero interval. So the more general equation of counting rate is

\[ X_n = \frac{\text{number of photons in cell } n}{\text{size of cell } n}. \]  

(1)

It is noted that the numerator does not include the first photon in cell \( n \), because it has been calculated in the last cell and is not counted as an increased one in cell \( n \). The representation of time profile described above is defined as the new light curve and used throughout the rest of this paper. The upper-left panel of Figure 1 is an example of the new light curve with a set of simulated data.

To detect a periodic component in a noisy time series, the most standard tool is the Fourier transform and in most cases, the fast Fourier transform (FFT). However, the new light curve derived above is not evenly spaced, and FFT is not suitable. Instead we use Lomb periodogram to treat the unevenly spaced data (Lomb 1976; Scargle 1982). Furthermore, as in later applications we focus more on high-energy light curves whose photons are relatively poor, Lomb periodogram is very efficient for its good performance when the data size is relatively small so as to minimize aliasing (window border) distortions at the extremities of the time series. The Lomb periodogram analysis performs local least-squares fit of the data by sinusoids centered on each data point of the time series. Suppose that there are \( N \) data points \( X_i = X(T_i), i = 1, \ldots, N \). Then the mean and variance of the data are given by

\[ \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i, \]  

(2)

and

\[ \sigma^2 = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \bar{X})^2. \]  

(3)

Then, the Lomb normalized periodogram (spectral power as a function of angular frequency \( \omega \equiv 2\pi f > 0 \)) is defined by (Press 1994)

\[ P_N(\omega) \equiv \frac{1}{2\sigma^2} \left\{ \frac{\left[ \sum_i (X_i - \bar{X}) \cos \omega(T_i - \tau) \right]^2}{\sum_i \cos^2 \omega(T_i - \tau)} + \frac{\left[ \sum_i (X_i - \bar{X}) \sin \omega(T_i - \tau) \right]^2}{\sum_i \sin^2 \omega(T_i - \tau)} \right\}, \]  

(4)

where \( \tau \) is defined by \( \tan 2\omega\tau = \frac{\sum_i \sin 2\omega T_i}{\sum_i \cos 2\omega T_i} \). The normalized Lomb periodogram \( P_n(\omega) \) is similar to an FFT power spectrum in which the presence of peaks at certain frequencies indicates the possible existence of periodic components.
To assess the statistical significance of a given peak, the false-alarm probability of height $z$ is defined as

$$Pr(> z) \approx Me^{-z},$$

providing that the signal is a pure noise, namely the noise is independently normally distributed, and there exists $M$ independent frequencies. However, the ubiquitous non-Gaussian non-white noise invalidates the above assessment, such as in GRBs. Some more general results of Monte Carlo tests on the distribution of peaks in the Lomb periodogram for various types of processes are discussed in Zhou & Sornette (2001).

3 APPLICATION TO THE DATA

To verify the validity of our method, we perform some simulations. We start with a simple two-component light curve. The two periodic signals are both with the function form $A|\sin(\pi t/T)|$. They have periods of $T_s = 10\pi s$ for the slow component and $T_f = \pi s$ for the fast component, and the amplitude ratio between them is $A_s : A_f = 2 : 1$. Assuming the probability of detecting photons in the smallest time cell, i.e., the highest resolution of the instrument, proportional to the linear superposition of signal intensities, we get a time series data, where number one denotes a detection of photons and zero denotes no detection. For the nonsense of zeros in the data, we remove them and finally achieve a simplified TTE data which only consists of two periodic signals. The upper left and right panels in Figure 1 show the new light curve and binned version of the simulated time series, both of which clearly show the two components and confirm our creation of TTE data. The lower left and right panels show the PDS of TTE data with Lomb periodogram and binned light curve with FFT method, respectively. Two peaks that correspond to the two frequencies ($f_s = 1/10\pi s^{-1}$ and $f_f = 1/\pi s^{-1}$) are clearly identified in the left panel, while the slow component is not so clear in the right one, which might be influenced by the low-frequency slope. Beloborodov et al. (1998) have pointed out that the time binning suppresses the PDS by a factor related to the bin-size chosen (cf. van der Klis 1989). Otherwise, The low-frequency power is somewhat unreliable for the distortions at the extremities of the time series, and especially vulnerable to different algorithms. Therefore, some more detailed analysis is needed to clarify the presence of the low-frequency slope. In the Lomb periodogram, the strong window effect, visible in the structure of sidelobes around both peaks, is due to the finite total interval over which the data is sampled. We also add some white noise to the mock light curve. We find that even when the amplitude of the white noise is comparable to the signal, two corresponding peaks still show
up in our method. This suggests that our method is powerful in identifying the low frequency component.

We then apply our method to real observations including pulsar, X-ray binary and GRBs. Since the relatively steady period in Crab Pulsar is well known, we choose a certain X-ray data from PCA (Proportional Counter Array) on-board RXTE (Rossi X-ray Timing Explorer) covering several minutes spanning from 23:36:33.4 UTC on 2011-12-31 until 23:49:27 UTC at the same day. In Figure 2, we can easily identify the peak near 30Hz, which is consistent with the known period. The other peaks located at integer multiples of fundamental frequency are simply the higher overtones of the signal.

As QPO is a very common phenomenon in X-ray binaries, we select a black-hole binary XTE J1550-564 with strong low-frequency oscillation. The archival data of XTE J1550-564 is from PCA instrument onboard the RXTE satellite on 1998-09-10. Since the QPO evolves with the state transition of source, we use simultaneously event-mode data and binned data to compare the result of our method with traditional FFT. From Figure 3a and 3b, the significant low-frequency QPO discovered by both methods agree with each other quite well while some harmonic peaks also appear here. The lower frequencies from the FFT method also shows a decreasing slope as in the lower-right panel of Figure 1, which might not be real signal but related to the binning process. Because the bin size of predefined light curve available is in microseconds, much larger than the time resolution of the instrument, the PDS of FFT gives a much narrower frequency range, which might miss some high-frequency signal.

GRB 090709A was detected by the Burst Alert Telescope (BAT: Barthelmy et al. (2005)) on-board the Swift satellite (Gehrels et al. 2004) at 7:38:34 UTC on 9 July 2009 (Morris et al. 2009). The 15-350keV BAT light curve has been plotted by Cenko et al. (2010), binned with 1s time resolution. A broad peak beginning at \( t_0 \) dominates the prompt emission of GRB 090709A and lasts about 100s. We select the period between \( t_0 - T_{90} \) and \( t_0 + 2T_{90} \), where \( T_{90} \) is taken from the second BAT catalogue (Sakamoto et al. 2011). In our analysis, we use the TTE data publicly available from the online database http://legacy.gsfc.nasa.gov/swift/data/. Figure 4a demonstrates the light curve obtained by the method described above. The time resolution in the light curve is so high that it looks very choppy. For some other tasks such as identifying pulses, large cells are preferred to moderate the choppiness. In traditional binned light curves, the background is usually not subtracted when calculating the PDS to keep the counts Poisson distributed and consequently the power distribution known, especially in the case of pure statistical noise, where the power is \( \chi^2 \) distributed. So we deal with the light curve in the same way. Figure 4b is the PDS by Lomb
periodogram. In this figure, there indeed exists an ambiguous peak in the 0.1 Hz and 0.2 Hz with leakage to lower frequencies, which is consistent with the conclusion that this periodic signal is detected with only marginal significance ($\sim 2\sigma$) drawn by Cenko et al. (2010). Compared with previous PDSs of GRBs, the power-law feature is still there (slope $\alpha \approx 2$), and overall trend of the curve is also similar: a power law or broken power law (Guidorzi et al. 2012; Dichiara et al. 2013). These consistencies support again the reliability of our method.

As a contrast of GRB 090709A, we arbitrarily choose a short GRB 081223, detected by the Fermi Gamma-Ray Burst Monitor (GBM) at 10:03:57.148 UTC on 23 December 2008, to investigate the periodicity in short time series. For convenience of comparison, we also choose the duration between $t_0 - T_{90}$ and $t_0 + 2T_{90}$ to calculate the light curve and PDS, which are respectively shown in Figure 5a and 5b. We can see from the upper panel that the prompt stage has higher and denser peaks. We may use the peaks and clustering structure in the light curve to search for the pulse, which will be discussed in the discussion section. The relatively smooth curve without any significant peak in the PDS plotted in Figure 5b agrees with former result (Dichiara et al. 2013). The PDS slopes are different between the two GRBs. Directly perceived from their PDSs, the one of GRB 090709A is shallower. This is consistent with the diversity of PDS slope (Beloborodov et al. 1998). From Figures 1 and 3, considering the comparison of the Lomb periodogram and FFT, it seems the FFT always introduces an extra decreasing slope in the low-frequency portion of the PDS. That may indicate the overall slope (-5/3) of PDS in GRBs (Beloborodov et al. 1998) is at least not all contributed by the data themselves. Taking all the above into consideration, our method is justified to search for periodic features.

4 CONCLUSION AND DISCUSSION

We have developed a new representation of light curve and attempted to find out periodic features based on the new PDS by Lomb periodogram. Through application to the simulation of artificial light curve and the known real objects, we demonstrate that this method can identify significant periodic pulsations while reserve other features. It is no less powerful than the traditional binned light curve when seeking periodic components, as well as not limited by the bin size chosen. Especially in the case of weak sources like $\gamma$-ray light curve of pulsars, QPOs, GRBs, etc., where counts recorded are relatively poor in the short duration and variability time scales are considerably short, our method is more appropriate for its little information lost and much higher time resolution naturally produced, resulting in a broader frequency range in the PDS.
In the realization of Lomb periodogram, there are two introduced parameters adjustable. First, we specify how high in frequency to go, say $f_{hi}$. To choose $f_{hi}$, one way is to compare it with the Nyquist frequency $f_c$ which would obtain if the $N$ data points were evenly spaced over the same span $T$, that is $f_c = N/(2T)$. It is noted that a significant peak may be found (correctly) above the Nyquist frequency and without any significant aliasing down into the Nyquist interval, because the un-evenly spaced data has some points spaced much closer than the “average” sampling rate, which removes ambiguity from any aliasing. That would not be possible for evenly spaced data. For the subject here, twice the Nyquist frequency is sufficient to go. The other parameter indicates the oversampling. In an FFT method, higher independent frequencies would be integer multiples of $1/T$. Since we are interested in the statistical significance of any peak that may occur in Lomb periodogram, however, it is better to (over-) sample more finely than at interval $1/T$, so that sample points lie close to the top of any peak. A value of four for the oversampling parameter is typically used. In spite of the differences from FFT described above, Lomb periodogram has been proved to be a good tool to use.

One of the most exciting application of our method is to detect quasi-periodicity in GRBs. It is widely believed that the central engine of GRBs is a rapidly rotating black hole with an hyper-accreting disk (Narayan et al. 2001; Hjorth 2003) or a millisecond highly magnetized neutron star (Usov 1992; Tanvir et al. 2013). In both cases quasi-periodicity might exist, but so far no affirmative evidence has been detected from GRBs (Cenko et al. 2010; Dichiara et al. 2013). We want to search again for the periodicity with our method, especially in short GRBs, because Lomb periodogram is much less prone to aliasing distortions in short time series. Thus the marginal significance level of potential periodicity calculated before needs to be reconsidered and some new discovery is anticipated.

Except for the PDS, the new light curve has some other considerable applications, like pulse identification, variability calculation, spectral time lag, etc. Considering the effect of noise, uncertainty of pulse shape plus arbitrariness of bin size, identifying the pulse in the binned light curve has always been a hard work, especially when the source is weak. While the unbinned light curve provides a new tool, the size of photon cells needs to be adjusted to reduce choppiness and a new criterion is also needed. In Figure 5a, the easily distinguished peaks and clustering structure may imply the existence of pulses. This suggests that the new light curve with smallest photon cells is also powerful when dealing with weak sources like short GRBs.

Spectral time lag in different energy band in the light curve is also an interesting subject, which might be used to test the radiation mechanism, quantum gravity theories, medium on the line of
sight, etc. In the cross-correlation theorem (Jenkins & Watts 1968), the cross-correlation function is the inverse Fourier transform of the cross-spectrum. With this relation, spectral time lag can be calculated without the limitation of samplings, uniform bins and identical time span, and with high time resolution (Scargle 1989). The energy bin may also be released together with the time bins in the spectral time lag searching.
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Figure 1. The simulation test. **Top panel:** The new light curve (left) and binned light curve (right); **Lower panel:** The PDS by Lomb periodogram (left) and FFT (right). The simulated signal spans ten times the period of the slow component, i.e. $100\pi s$, with a time resolution of $\pi/1000s$. The bin size in the binned light curve is ten times the time resolution, i.e. $\pi/100s$. 
Figure 2. PDS of Crab Pulsar by Lomb periodogram.

Figure 3. Top panel: PDS of XTE J1550-564 obtained by using unbinned light curve. Lower panel: PDS of the same source using binned light curve.
Figure 4. **top panel:** unbinned light curve of GRB 090709A. **lower panel:** PDS of the unbinned light curve.
Figure 5. top panel: unbinned light curve of GRB 081223. lower panel: PDS of the light curve.