Where is the mind within the brain? Transient selection of subnetworks by metabotropic receptors and G protein-gated ion channels
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Abstract

Perhaps the most important question posed by brain research is: How the brain gives rise to the mind. To answer this question, we have primarily relied on the connectionist paradigm: The brain’s entire knowledge and thinking skills are thought to be stored in the connections; and the mental operations are executed by network computations. I propose here an alternative paradigm: Our knowledge and skills are stored in metabotropic receptors (MRs) and the G protein-gated ion channels (GPGICs). Here, mental operations are assumed to be executed by the functions of MRs and GPGICs. As GPGICs have the capacity to close or open branches of dendritic trees and axon terminals, their states transiently re-route neural activity throughout the nervous system. First, MRs detect ligands that signal the need to activate GPGICs. Next, GPGICs transiently selects a subnetwork within the brain. The process of selecting this new subnetwork is what constitutes a mental operation – be it in a form of directed attention, perception or making a decision. Synaptic connections and network computations play only a secondary role, supporting MRs and GPGICs. According to this new paradigm, the mind emerges within the brain as the function of MRs and GPGICs whose primary function is to continually select the pathways over which neural activity will be allowed to pass. It is argued that MRs and GPGICs solve the scaling problem of intelligence from which the connectionism paradigm suffers.

1. Introduction

Today, there is practically a unanimous agreement that the computations of the brain are achieved through network connectivity [1]. A variety of theories exist (e.g., [2, 3, 4]) but they all propose different ways of how network computations may take place; all these theories agree that the synaptic connectivity contains the bulk the knowledge learned by the brain. The existing theories also agree that central to mental operations are the voltages forming across neuron membranes which carry the relevant information and computation. Consequently, it is believed that, at any moment in time, the current contents of a mind are determined by the collective states of the neuron membranes i.e., by their momentary voltages [1, 2, 3, 4]. Thus, these two mechanisms, synaptic connections and voltages, have been relied on as the key explanatory tools for all our attempts to understand how a mind may emerge within the brain. This paradigm is generally known as connectionism [1].

However, connectionism did not yet produce a satisfactory explanation of how the mental emerges from the physical. A number of open problems remains. These include unrealistic connectivity patterns [5], inability to work with symbols [6], lack of feed-forward architecture in the brain [7], global workspace for consciousness [8], and others [9]. The list also includes the scaling problem, which will be described next. As a result, the explanatory gap between the mind and the brain remains wide open [10, 8, 11, 12]. This situation raises a question of whether the classical paradigm should be challenged, and an alternative should be proposed—a paradigm that can offer a fresh set of ideas on how to explain the mind within the brain.

2. The scaling problem of intelligence

The present argument starts with a notion that animal-level and a human-level intelligence can only be reached by networks able to scale their intelligence well and moreover, classical connectionist networks do not scale intelligence satisfactorily. Recent studies have elucidated
the scaling limitations of connectionist networks: Investigations of the best performing connectionist networks, known as deep learning systems, revealed that advances in their intelligence can be only achieved if accompanied with an excessive increase in resources. Across all studies, these demands have been found to grow with a power law \([13, 14, 15]\). To double the number of objects recognized or to reduce the error of classification by half, an equation of a form \(r = i^a\) applies to describe the needed increase in the model size or the size of the training data set (\(r\) is the resources needed, \(i\) is intelligence and \(a\) is the exponent). The value of exponent \(a\) is always well above 1 (Figure 1A). This means that the demands on resources explode as the intelligence grows. One study estimated the exponent \(a\) to be \(\approx 9\) for computer vision \([14]\); this implies that doubling the intelligence of the state-of-the-art deep learning networks for vision (e.g., doubling the numbers of objects recognized without sacrificing accuracy), requires some \(2^9 = \approx 500\)-fold increase in resources. Another study implied an exponent of \(\approx 13\) for language models (\(\approx 8000\)-fold increase in resources for doubling the intelligence; Figure 1A) \([15]\).

A question is whether the connections of the brain, which are different from those in deep learning models, can solve the scaling problem. This is unlikely. First, connectionist models of the brain have been around for a while (e.g., \([2,16,17]\)); if they were performing better than deep learning, this would have been noticed and would have been already used in AI technology. Second, computational neuroscience has never been able to show theoretical models that deal with anything but toy problems: To the best of the author’s knowledge, no theoretical model of the brain has ever been able to cope with a real-life task. This suggests a generally poor scaling properties of connectionist systems. In addition, in Supplementary Materials there is an argument based on generalized logical XOR functions explaining why connectionism cannot scale effectively (applicable to both deep learning or biological networks).

**Figure 1.** The **scaling problem in connectionist systems vs. in biological networks.** A) A power law relation between the intelligence of a transformer model for language processing (intelligence defined as 1/loss) and the number of parameters in the model. Adapted from \([15]\). Inset: the same graph shown in a log-log plot, the straight line indicating a power law. B) Demands on resources for various approaches to intelligence. Blue: In connectionism the demands on resources grow with power law where the exponent \(a\) is much larger than one. In biology, the resources grow linearly for learning (solid red line) and remain unchanged for recombining the learned pieces of knowledge (\(a = 0\); dashed red line).

These conclusions stand in contrast to the excellent scaling properties of biological brains. When comparing the brain sizes of different species, it is evident that only an increase in the brain size by a factor of 200 is sufficient to rise the intelligence from the level of a mouse to
that of a human. Similarly, the factor of 4 distinguishes the sizes of the chimpanzee brain and of a human. Deep learning models cannot do much with such small increases in the number of parameters, as they would allow for an increase in intelligence at most by 80% (for a 200-fold increase) and by 20% (4-fold increase). If one needs to increase the intelligence of deep learning systems by for example a factor of 1000, which would be a more realistic expectation when comparing a human to a mouse brain, this would require at least a 1000\(^a = 10^{27}\) if not a 10\(^{39}\)-fold increase in the brain size, which would require a brain of the size of a celestial body.

Even more excessive demands for resources emerge when comparing humans and machines. The number of visual objects that a state-of-the-art connectionist machine may distinguish reliably is in the order of 10\(^3\). In contrast, biological brains have the capability to effortlessly understand and accurately perceive visual objects created by novel arrangements of elements forming constellations never seen before. An assessment of the total variety of situations that can be correctly perceived by an adult human lead to a lower-bound estimate of 10\(^{48}\) and the upper bound of 10\(^{64}\), all without having to resort to new learning [18]. By extrapolating the power laws ruling connectionist machines, the discrepancies remain so vast (in the order of 10\(^{45}\) to 10\(^{61}\)) that to catch up with the human brain, the power law growth of the state-of-the-art deep learning systems would require them to exceed the size of the known universe.

Thus, it is a must for biological systems to scale their intelligence better than what connectionism can offer. Otherwise, we could not survive in real-world environments, which are more complex than any of the problems that today’s AI technology is able to handle. Biological systems exhibit two intelligence-scaling properties that respectively have power law exponents 1 and 0. First, we acquire new knowledge i.e., we learn, with the exponent of about 1 (\(a \approx 1\)): The number of facts or skills learned is about a linear function of the time we spent learning them; adding to our repertoire a new fact or a skill takes about as much effort as it took to learn a previous fact or skill. This is not the case with connectionist systems which require exploding amounts of training examples and of the training time (\(a \gg 1\)). This is partly due to the need to retrain together new and old items [19] because otherwise, newly learned items start erasing previously learned items, leading to catastrophic interference [20]. Biological brains do not suffer from this problem.

The second intelligence-scaling property of biological systems is the near-zero exponent resulting from the ability to rearrange previously acquired pieces of knowledge into a new combination. Many problems that would be considered new for connectionist networks are in fact just variations of previous problems for our minds. Hence, these problems can be solved by reusing components of previously learned skills. If an intelligent system is able to disentangle any given situation into the correct familiar components, like arranging mental Lego pieces, and is able to learn these Lego pieces instead of learning a solution to the problem by rote, then a possibility emerges to reuse these Lego pieces to solve new problems by rearranging them into novel combinations. This enables humans to drive cars under varying driving conditions without having to practice millions of examples of such driving conditions – in contrast to the connectionist systems. This also enables animals navigate and survive the varying conditions in complex and hostile environments. This Lego-like decomposition of skills also makes our language productive [21]: We can quickly describe new situations and a listener can quickly understand them, even if these situations have never occurred before: “an astronaut using its oxygen tank to pump up the tires of the space bicycle" or “a dinosaur needs privacy when using a dinosaur toilet". There is a vast number of possible combinations of Lego elements producing situations that we effortlessly understand; the lower bound of this number has been estimated to 10\(^{48}\) for human brain [18]. These novel arrangements are for our brains often easy and take so little time that the
whole effort is negligible in comparison to the efforts connectionists systems need to undertake to learn to deal with such new situations. The present proposal for a new paradigm is based on the presumption that biological cognition with attention, perception, working memory and so on solves the scaling problem by rearranging the Lego pieces. As a result, cognitive operations implemented by biological systems effectively reduce the power law exponent of to $a = 1$ for learning and $a \approx 0$ for the application of learned facts (Figure 1B).

3. An alternative paradigm: Transient selection of subnetworks by metabotropic receptors and G protein-gated ion channels

3.1. Local, sturdy but transient changes to the network wiring

The idea proposed here is that, at any moment in time, only a fraction of the entire physical neural network is permeable to neural activity: a large portion of dendritic trees and terminal branches are supposed to normally be closed for traffic (are not effectively connected) and thus, do not participate in the flow of neural activity (or the ability to participate in the flow is severely limited) (Figure 2A, B). It is only that the selection of this sub-network is dynamically changed – as needed.

Therefore, the scaling problem is solved such that, at any given moment in time, the brain works with a network of a tiny size. The activated Lego pieces are the pieces of the network that are open for traffic. For example, if a person is trying to get a thread through a needle, it is the best to only activate a network specialized for this task and shut everything else off. Similarly, if one is performing a task of driving a car, another network specialized for this task should be temporarily formed. For example, a network may be formed that acts as a servo mechanism to keep the car in the lane. Similar may apply to any other activity: Any given task is performed by a small network specialized for that task. As a consequence, only a small network undergoes plastic changes alleviating the catastrophic interreference problem and the need for large training data sets. Also, once the subnetwork is activated, a decision complexity of that network reduces only to a small set of alternatives. That way, by continually selecting small networks, the brain remains at all times at the left-most part of the power law function in Figure 1.

Out of a large palette of skills that any person may have, only one (or at most a few) can be active at a time. We choose whether to drive a car or thread a needle or do something else but we cannot do all of those things at the same a time. Cognition is the process of building a new subnetwork i.e., it is a process of choosing. Therefore, decision making is a process of rewiring the brain too. And so is the process of perceiving an object, as much as is the act of directing attention. Generally speaking, every cognitive operation is a process by which the brain is temporarily rewiring itself.

This can be described as thinking through pathway selection. For this to work, there are a few preconditions that need be satisfied. The first requirement is that the changes to wiring are decided by the very local networks that are being rewired. No auxiliary (secondary) network is allowed to make such decisions. If an auxiliary network would be responsible for making these decisions, the needed resources would quickly explode (i.e., the power law with $a >> 1$).
Figure 2: A putative ability of neural networks to transiently select subnetworks. A) A schematic view on the transient selection hypothesis. i) The classical paradigm assumes that connection strengths are fixed across all tasks that a neuron performs. ii) Transient selection proposes that the routing of activity can temporarily change. Neurons are ‘smart’ enough to use their recent activity as a source of information for temporarily ‘rewiring’ their dendritic trees and axonal branches. B) A cognitive operation such as perception of a grandmother is executed by transiently altering the wiring of a network: To perceive a grandmother is to temporarily activate a subnetwork specific for interactions with grandmothers (a “grandmother network”). Black: wires opened for traffic; gray: wires closed for traffic. C) By sending outputs, a neuron not only inhibits or excites its targets but also provides information on the basis of which the target rewires itself. This information can be sent (i) backwards, (ii) laterally, (iii) forward and (iv) possibly also to neurons with which no direct synaptic connection is formed (disjoined interaction). D) Metabotropic receptors (MRs) and G protein-gated ion channels (GPGICs) are the membrane proteins proposed to be responsible for the transient selection capabilities of neural networks. An MR detects presence of a ligand in the extracellular space and releases a G protein which the activates a GPGIC; GPGIC opens or closes and by doing so alters the electrical properties of the membrane. E) One source of ligands are ‘runaway’ neurotransmitters resulting from nearby synaptic activity. F) As subnetworks are transiently selected, formed are novel temporary sensory-motor loops specific for the current task. G) Example of a temporary sensory-motor loop needed to drive a car – to keep the car within a lane by keeping constant a given visual angle making corrections by turning the steering wheel.

The second requirement is that the changes to wiring are sturdy. The new state of some pathways being selected, and others being shut off must remain in place while the subnetwork is being bombarded with new inputs; incoming activity should not be able to ‘wash away’ the changes made to wiring. Again, sturdiness should not be brought about by introducing an auxiliary network that would for example, apply recurrent activity. Again, such additional networks would produce an explosion in required resources. Consequently, the system would not scale well. In conclusion, everything needs to be implemented locally, the decisions and the maintenance of changes made.

Finally, the third requirement is that the changes are made in a transient manner: each change should be reverted back after some time. Transiency ensures that one can return to previous tasks, thoughts and ideas. No change should cross the point of no return. The duration over which these transient changes should be valid i.e., until they revert back to the initial state, probably varies and can be estimated from the known duration of our sensory memory. The duration of the visual sensory memory (aka, iconic memory) has been estimated to 200 to 300 ms [22, 23] and that of the auditory sensory memory (aka, echoic memory) to up to 10 seconds [24]. These time windows are much longer than what the changes in neuron’s hyper- or depolarization can hold, as the altered states of voltages last no longer than several milliseconds and can easily be ‘washed away’ by incoming inputs.

3.2. Classical computational mechanisms cannot solve the scaling problem

Within the classical paradigm, connectionism, numerous mechanisms have been proposed for temporarily rerouting neural activity. Most commonly, these mechanisms rely on inhibition i.e., GABAergic inputs based on Gamma-aminobutyric acid that serves as the primary inhibitory neurotransmitter [25]. However, other proposals have been made including NMDA activity [26], recursive connectivity [27, 28] and gamma oscillations combined with neural synchrony [16, 4, 29, 26]. However, all of those putative mechanisms...
suffer from the above-described scaling problems, each missing one or more of the above three requirements.

To save space, I will focus here on the limits of inhibition in solving the scaling problem as this is the most popular one, being commonly used in machine learning (by allowing any synaptic weight to assume negative values). There are multiple problems with inhibition. The most obvious one is that inhibition does not have lasting effect on subnetworks. GABAergic effects on ligand-gated ion channels are not sturdy as they wash away quickly. Consequently, to rewire a network during the period of say 200 ms, GABAergic inputs would need to be applied ten of times in a row or so (assuming 20 millisecond relaxation time [30]). Such sustained inputs would in turn require auxiliary networks of some form, which would lead to an explosion in required resources, as discussed above. Consequently, subnetwork selection by inhibition cannot scale well enough to match the true scaling capabilities of biological networks.

Moreover, the number of inhibitory neurons in the cerebral cortex is too small to match the (already poor) scaling capabilities of machine learning. There are not enough inhibitory neurons to provide a sufficiently high resolution of inhibition. In deep learning, every single synaptic weight can be turned into inhibitory (negative) as the need arises. To match that, the brain would need to provide an inhibitory neuron for each synapse. This is not possible because] inhibitory neurons in the cerebral cortex only account for 10%-25% of the neural population in the cerebral cortex [25, 31, 32, 33, 34]. Thus, on average 4 to 10 pyramidal cells need to share one inhibitory neuron. Thus, the ratio is: one inhibitory neuron per roughly 10,000 synapses. Moreover, inhibitory neurons are not mutually independent but activate each other due to being directly connected by electric synapses (based on gap junctions). This reduces even further the resolution of the patterns with which inhibitory neurons can inhibit pyramidal cells. Therefore, if inhibition was used to select subnetworks, the already unsatisfactory scalability of deep learning models would turn into an even worse scalability of real brain networks.

The fact that dendritic trees of biological neurons can perform much richer computations than can an artificial neuron in a deep learning network [35], does not solve that problem either. The computations of a rich dendritic tree are, in essence, equivalent of a small network of simple neurons. Thus, although dendritic computations provide richer local computation, they do not bring the required sturdiness and transitivity of subnetwork selections.

### 3.3. The proposed brain mechanisms for selecting subnetworks: Metabotropic receptors and G protein-gated ion channels

Importantly, physiological mechanisms exist that have the required properties for effective subnetwork selection: for making local, durable and transient changes to wiring. These are the metabotropic receptors (MRs; aka, G protein-coupled receptors) and G protein-gated ion channels (GPGICs) (Figure 2C-E). These membrane proteins are proposed to give rise to subnetwork selection as they can act as gates: they can close and open the membranes for passage of voltage signals (or make this passage more or less difficult). The job of an MR is to detect a condition under which a change should be made, and the job of GPGIC is to make that change happen. An MR detects a presence of a ligand in the extracellular space and this ligand is presumed to serve as a signal for the change. The presence of the ligand is signaled further to the GPGIC by releasing a G protein intracellularly. G protein then
activates GPGIC, either directly by binding on the GPGIC, or indirectly via phosphorylation [36, 37, 38]. The activation of a GPGIC alters the electric properties of the membrane [39, 40] and has the capacity to close or open a branch of a dendritic tree [41, 42] and consequently affects the properties of the circuits [41, 42, 43, 44, 45, 46, 47] (Figures 2C, D) (a more detailed example of a contribution of a GPGICs is provided in the Supplementary Materials).

The act of executing a cognitive operation (attending, perceiving, decision making etc.) is the act of changing the hyper/depolarization conduction properties of the membranes by operations of hundreds or thousands of such proteins, not of changing the voltages of the membranes. Electric properties are changed as MRs and GPGICs distributed across the entire network select subnetworks that will allow passage of activity (Figure 2E).

Notably, by each such selection, also a new, unique sensory-motor loop is created (like the mentioned servo loop for keeping a car in the lane; Figures 2F, G). Voltages and synapses do not do much else but closing these simple sensory-motor loops and bringing in sensory inputs to inform further changes in selected subnetworks. All the ‘heavy’ work of thinking through pathway selection is performed by MRs and GPGICs.

The MRs and GPGICs have all the predispositions necessary to learn their combinations in an effective manner. There are at least 50 types of MRs, making it possible to detect virtually any relevant type of ligand [48]). Many of these ligands are neurotransmitters originating from nearby synapses [49, 50, 51, 52, 53, 54, 55]. In addition, there are many types of GPGICs [56], specialized for various types of ions and producing various effects on the membrane’s ability to conduct electric signals [36, 37]. MRs and GPGICs can be found in the central [57] and peripheral nervous systems [58]. This all allows enough flexibility to implement a variety of different rules by which MRs and GPGICs select subnetworks and thereby, give rise to cognition—neural electrical activity only serving the supportive role to execute simple sensory-motor loops and bring in sensory information. See Supplementary Materials also for an argument why MRs and GPGICs operate quickly enough to implement cognition.

Critically, GPGICs maintain a new state of the network sturdily and for an extended period of time, several 100s of milliseconds to minutes: when a channel is activated it remains in the new state uninterrupted until it spontaneously returns back [37]. During the activated state, it is not possible by a voltage input to return the state of GPGIC back. Thus, the change made to activity routing cannot be disrupted or washed away. Therefore, MRs and GPGICs detect a need for change locally and implement this change in a sturdy way. This change is nevertheless transient as the state of the membrane returns back after some period of time (Figure 3).

3.4. Resolving the scaling problem by taking advantage of situations

For the intelligence of subnetwork selection systems to scale well, there is one more condition to be satisfied, which is a requirement placed on the world in which these networks operate: The world in which transient networks operate must afford situations. A situation is when the complexity of the world reduces and only a small subset of the entire knowledge about that world become relevant. If an animal in in an open space vs. a dense forest, the animal finds itself in different situations. Driving a car is a situation. Walking down a street is another situation. Mating, foraging, grooming and playing are situations that animals exchange. In a situation, certain rules apply and countless others do not apply. Only those rules that apply need to be manifested in the subnetwork selected for that situation. All the
other rules, applying in the other situations, are irrelevant and thus should be deactivated. If
the world would not afford situations, but everything would be relevant at all times, no
advantages could be derived from transient subnetwork selection.

Figure 3. Sequential accumulation of changes to wiring. Changes serially accumulate and are
eventually released. A) A default state of neurons: By default, some wires do not pass activity (a),
while others do (b). B) The actions of MRs and GPGICs cause closing of activity passage (or make it
more difficult to pass) on one branch of the dendritic tree. C) At another branch of the dendritic tree
the actions of MRs and GPGICs enable passage through a previously closed part. The changes are
being accumulated over events in ii) and iii), the neuron currently having considerably altered wiring
properties. These changes may be a part of activating the 'grandmother' network. D) Eventually, after
some time, GPGICs return to their initial default states. This return occurs without external inputs

As a situation evolves i.e., small changes are made to the situation, also small changes need
to be made to the selected subnetwork. For example, a switch from simply keeping a lane to
the procedure of changing a lane requires a relatively small change of the selected
subnetwork. In contrast, a switch from driving a car to playing badminton is a comparatively
larger change in the selected subnetworks. We purposefully organize our lives into
manageable situations: brushing the teeth in the morning and then dressing up, changing
first a lane and then finding a station on the radio, resolving the issue of one customer before moving to the next customer, taking a break from work to have a lunch, and so on. Animals similarly separate feeding time from foraging time from playing time, and so on.

In a world that would not afford situations, but instead would place demands on one’s knowledge at random, a better strategy would be not to rely on transient selection of subnetworks but to directly associate sensory inputs with actions. In that case, one would simply gain no advantages of subnetworks and their formation would consume too much time. In that case, the classical connectionist paradigm would provide a better choice. Connectionist systems have their entire knowledge accessible immediately and at all times. These systems simply recognize patterns and associate them directly to responses. Therefore, transient selection is not always a better paradigm than connectionism. Rather, each approach is associated with a tradeoff. A connectionist system can randomly jump to a new problem without any loss in performance, but the price paid is a need for excessive amounts of resources resulting in poor scaling of intelligence. Transient selection scales much better but it takes extra time to adjust to a newly emerging situations i.e., to ‘reprogram’ itself. We always take extra time to switch to new tasks [59]. These differences also have implications on how the two types of systems learn. We humans learn best from isolated pieces of knowledge and from stories in which a new piece of information is set into the right context [60, 61]. In contrast, connectionist systems learn best when presented a data set with the entire world knowledge at once or in a fully randomized manner.

3.5. Brain anatomy supports transient selection of subnetworks

The new paradigm also requires to re-think how different brain areas cooperate. Classically, it is assumed that cortical areas form a ‘pipeline’ hierarchy—each area corresponding to a processing stage (like from the brain area V1 to V2 ... to IT cortex; Figure 4A). However, in order to scale well, the brain cannot be organized into a serial pipeline, but in a parallel form (Figure 4B). A key problem with a serial pipeline is that the results of computations stored in the states of GPGICs cannot simply be passed onto the next stage in the pipeline. The transitorily selected pathways can have effect i.e., can be ‘read out’, only during the next round of incoming sensory inputs. Therefore, the new paradigm forces us to view the brain as an ultimate iterative device in which its components operate mostly in parallel, not in a pipeline. Sequential processing is achieved only by repeatedly interacting with the environment, the preceding changes to the wiring affecting how the latest stimuli will be processed. This is related to situated (embedded) [62] and enacted [63] cognition. This also means that electrochemical neural activity through alone cannot perform an elaborated form of computation. At each iteration, neural activity only executes simple computations such as closing a sensory-motor loop from Figure 2G.

A consequence is that the new paradigm has a different view on the anatomical connections in the brain. Whereas the connectionist paradigm emphasizes cortico-cortical connections as the primary ones to understand mental operations, the present paradigm emphasizes the connections projecting from subcortical areas to the cortex and again back to sub-cortical areas (Figure 4B). Cortico-cortical projections, albeit important, come only as secondary. According to the new paradigm, the anatomy of the nervous system can be best understood as repeatedly combining elementary adaptive circuits. Elementary adaptive circuits take advantage of both electrochemical neural activity and pathway selection by MRs and GPGICs. Each elementary adaptive circuit has two loops: a primary one based solely on electrochemical activity and a secondary one that additionally engages its MRs and GPGICs
(Figure 4C). In the primary loop synaptic inputs arrive, depolarize the cell and output is generated in the form of action potentials (Figures 4C, black). Primary loops can project onto effectors, thereby forming reflexes (e.g., a pseudo unipolar cell and a motor neuron form a primary loop in the spinal cord by executing the patellar reflex). Also, such loops can end at the dendritic tree of neurons anywhere else in the cortex. In this case, the outputs of the primary loop may not activate the next cell i.e., the electrical activity may seem to die out. Nevertheless, the information they provide is not wasted: the synaptic inputs still release neurotransmitters in the extracellular space and these ligands can be detected by nearby MRs [49, 50, 51, 52, 53, 54, 55]. Consequently, information is provided for potential changes to the circuitry to which the primary loop projects (despite a recipient neuron not firing) (e.g., Figure 4C). For example, projections of the pyramidal tract to motor neuron in the spinal cord may adjust the properties of those neurons and thus the reflexes that keep our posture. Projections from primary visual areas to superior colliculus [64] may modulate the sensory-motor loops for following moving objects. And so on.

The secondary loop of the elementary adaptive circuit has to do with its own changes of the states of GPGICs. This is a rewiring loop. A circuit does not necessarily passively wait for information on how to change its GPGIC states but may actively ask for this information. The secondary loop sends a second round of outputs as ‘corollary’ signals. The purpose is not to close an electrochemical loop as in the primary loop, but to inform other parts of the brain about the activity the circuit currently undergoes as to get feedback information on how to accordingly adjust its own responses. This secondary loop is similar to the functions of corollary discharges [65] and efference copies [66] of sensory inputs [67]. Here, whenever a signal is sent to a muscle to generate a movement, a copy of the signal is sent to the brain to help interpret whether the subsequent sensory inputs have been generated by the organism’s actions or by some other actions in the world. We generalize here the principles underling corollary discharges and efference copies and suggest that these principles generalize across the entire nervous system and across all its circuitry. This is because every bit of the nervous system (with rare exceptions) needs information for adjusting its own responses much like signal to noise distinction for electrolocation in fish [67]. This loop can also be called corollary-for-rewiring loop. For example, a layer 5 pyramidal cell in the cerebral cortex may close the primary loop with thalamus (receiving from and sending back the information to the thalamus), while sending corollary discharges to other nearby pyramidal cells in the same or different mini columns in the cortex. The layer 5 cell receives in turn information from other cortical cells on how to rewire its dendritic tree, which then affects its primary loop with the thalamus in the subsequent iterations (Figure 4B). The brain can take the advantage of dendritic computation, including active dendrites that generate dendritic spikes [35], in a most powerful way when dendritic computation is combined with MRs and GPGICs.

The secondary (corollary-for-rewiring) loop of one elementary adaptive circuit is always connected to one or more primary (electrochemical) loops of other elementary circuits (Figure 4B). This way, the primary and secondary loops across the nervous system become complementary to each other. Neurons seek to close the secondary loops of their own circuits with neurons forming primary loops in other circuits, and vice versa.

This complementary connectivity patterns between electrochemical and corollary-for-rewiring loops are efficient scalers of intelligence. First, due to the complementary relations between elementary adaptive circuits these circuits can be stacked: a ‘higher-level’ circuit that already informs a lower one (or more lower ones) can send its own corollary discharges to receive rewiring instructions from one or more such circuits at even higher levels (Figure 4D). This stack can extend to multiple steps. However, the stack should not be too high: The higher the stack, the slower the information travels down the stack. The backward flow is slow:
While the upward flow can be executed by electrochemical activity and is thus fast, the backward flow involves MRs and GPGICs and a readout of these changes at any step. This readout can be made only in a next iteration of sensory inputs. Thus, the information passes down a stack through multiple sweeps of sensory inputs.
Figure 4. The wiring patterns that facilitate the new paradigm of subnetwork selection. A) The sequential (pipeline) computation assumed by the classical paradigm: The computation results from one brain area are passed to the next brain area for further processing. B) The results of transient rewiring cannot be passed to the next brain area; hence, the paradigm requires considering parallel operations of across the brain areas, sequential operations being achieved by closing a feedback cycle passing through the external world (i.e., iterations). C) Elementary adaptive circuit, consisting of two loops. Only the secondary loop involves rewiring based on MRs and GPGICs. The secondary loop shares similarities to the function of corollary discharges. D) Elementary adaptive circuits can be stacked: a circuit that modulates a circuit can be modulated itself but yet another circuit. E) Elementary adaptive circuits can crisscross information from other sources. F) Cortico-cortical connections are at the top of the stack of elementary adaptive circuits. Cortical areas talk to each other by crisscrossing information for secondary loops: they inform each other how to locally select subnetworks.

The second reason that complementary connectivity from Figure 4C scales intelligence well is the possibility to integrate multimodal information. This is made possible by crisscrossing the inputs and outputs of primary and secondary loops (Figure 4E). The corollary outputs of an elementary circuit of one sensory modality close primary loops such that rewiring information is provided to an elementary circuit in another sensory modality. That way, much of rewiring information comes from other parts of the brain and other sensory modalities. Stacking and crisscrossing of elementary adaptive loops form the brain’s global workspace in which transitive changes are made to brain networks in order to organize thoughts, make decisions, perceive objects and so on.

Cortico-cortical connections are at the top of that stacking and crisscrossing hierarchy. They are critical for enabling the cortex as a whole to select the right subnetworks and thus reach the organism's highest levels of intelligence. Without the changes in the state of GPGICs informed through cortico-cortical connections it would probably not be possible to form abstract thought or use math and language. This implies a highly parallel engagement of cortical connections, much different from the serial pipeline of connectionism (Figure 4F).

3.6 The entire cognition is underpinned by transient rewiring

The present paradigm is 'radical' in the sense that it does not propose only some aspects of cognition to belong to MRs and GPGICs, like it has been proposed in the past for short-term memory (e.g., [68]), leaving the rest of cognition to the network electrical activity. If cognition was about one half executed by the classical mechanisms and one half by transient rewiring, the scaling problem would not be solved but would only be reduced by 50%. Instead, the present paradigm invites us to consider the entire cognition as being executed exclusively by subnetwork selection. This MR and GPGIC-based cognition is riding on top of the stacked loops. All of the various aspects of cognition ranging from attentional filtering to perception, thinking, decision making and insights are suggested to emerge from the functions of MRs and GPGICs, which are particularly rich within the cerebral cortex. Hence, the state of the mind at any moment it time is defined by the state of GPGICs.
Figure 5. Schematic illustration of iterative temporal dynamics of transient selections. A) Cognition emerges from sequential accumulation of selections: Detecting nightgown followed by a small nose settles quickly into a familiar grandmother network; however, nightgown followed by a large nose creates an unsettling combination that demands a more extensive search for the correct familiar network, eventually resulting in the perception of a wolf. B) Schematic illustration of a creative composition of existing pieces of knowledge. If one is presented with the idea of ‘Giraffe driving a car’ for the first time, the subnetworks for ‘car driving’ and for ‘giraffe’ interact. Finding a solution may take multiple iteration. The first subnetwork may not be optimal (e.g., inconvenient for the giraffe). In the next iteration the knowledge about cars having sunroofs becomes relevant, allowing to find a better way for a giraffe to drive a car.

A canonical scenario of fully engaging all aspects of our cognition may look as follows. Let us assume that a person (e.g., once grandmother) is appearing in a scene: (i) The earliest changes to wiring are made to the sensory systems in order to select potentially interesting
inputs (this is attention that affects the direction of eye gaze, head turns and body posture); (ii) These changes direct subsequent sensory inputs which then detect a known object: a grandmother. This may involve multiple iterations. The additional iterations of subnetwork selections prepare the network for interacting with this familiar class of objects (this is perception). Perception includes binding of elementary visual features [69]. Hence, the present paradigm proposes a binding-by-rewiring hypothesis. (iii) Further subnetwork selection is needed to choose the appropriate action: Should the grandmother be greeted; by which words? This may require several iterations of selection (here MRs and GPGICs are involved in cognitive operations of thinking and problem solving); (iv) In some cases, the subnetworks that have been so far created by gradually accumulating changes may suddenly undergo a major reorganization. A newly detected relation may be discovered: “It is not a grandmother, it is a wolf dressed into grandmother’s nightgown” (this is a cognitive phenomenon of insight) (Figure 5A); (v) Finally, the network may be selected in a way that causes a vigorous action: screaming and running away. In this case MRs and GPGICs select the circuits to boost the energy pumped into the body needed for the fight or flight response (this involves motivation, emotional reactions and decision making).

This iterative nature of learning where previous knowledge assists acquisition of new knowledge, explains why we, unlike connectionist systems, need to learn the basic concepts before learning more advanced skills or knowledge items: counting and addition is learned before calculus, walking before running or playing soccer, and so on. Finally, the Lego pieces that can be flexibly combined are the foundations of our semantics and of our ability to acquire new concepts. Figure 5B illustrates how $a \approx 0$ leads to our ability to solve problems by insights.

This newly created network takes at first several iterations of accumulation to get the subnetwork right; after learning, the same selection is made a lot faster, by fewer iterations of by a single cue (the underlying learning rules are currently not known and still need to be researched [70]). That way, also a new Lego piece is learned which can be used to expand the domain within which the cognition operates, boosting the intelligence of the system as whole even further: now $a \approx 0$ within a one-step broader domain. This is how a person’s or animal’s intelligence grows iteratively through their lifetime: the existing Lego pieces enable effective learning of new Lego pieces.

Therefore, the present claim is that both reductions in the power law exponent, the $a \approx 1$ for learning and $a \approx 0$ for cognition are achieved through local mechanisms capable of transiently but sturdily selecting subnetworks. They have the capability to learn when and how to make those selections.

4. Interpreting electrophysiological experiments through transient rewiring

The argument for transient selection of networks would be incomplete if electrophysiological data would be inconsistent with such ideas and would be hard to interpret in terms of transient selection of subnetworks. Do we observe in the brain activity responses that can be interpreted as a signature of a transient selection of subnetworks? The very first observation once an electrode is placed within a nervous system is that neural responses to stimuli are not constant to constant stimuli. Instead, the responses tend to gradually secede after initial vigorous activity [71, 72]). This phenomenon, commonly referred to as habituation or fast adaptation [72] is transient [73] and may well be caused by activation of GPGICs and a consequent reduction of the ability of neuron membranes to conduct signals, rather than say by fatigue of a neuron. A related common observation in electrophysiology is that the
responses are never identical even if identical stimuli are presented. Instead, neural responses are marked by high variability [74, 75]. This is traditionally considered somewhat mysterious as there is no satisfactory explanation [9]. This variability in responses does not only involve reduced responses i.e., habituation but increases in responses i.e., facilitation. Hence, fatigue cannot possibly explain the variability of brain responses. A possibility is that the underlying network continually changes its properties induced by the operations of MRs and GPGICs.

An even more interesting phenomenon that requires a suitable interpretation is the finding that neural activity following the removal of a stimulus sometimes contains more stimulus-related information (i.e., more stimulus specificity) than the activity during the stimulus presentation. In our studies we found that the information about the identity of flashed stimulus was preserved for at least 500 milliseconds after the stimulus flash was over [76, 77] accompanied by increased firing rates (Figure 6A). This information may not simply reverberate within a classical connectionist networks (as we originally suggested) but may involve transient changes in the reverberating pathways selected by the operations of MRs and GPGICs, prolonging thereby the duration of the memory effect.

Spontaneous activity in intact brains, slices and cultures of neurons [78, 79, 80, 81] is yet another phenomenon that can be explained by transient rewiring of these subnetworks. Spontaneous activity has properties of avalanches [82, 83] and the 'fuel' as well as a trigger for an avalanche may be changes in the membrane properties induced by GPGICs returning back to their deactivated state, lowering the activation thresholds. A triggered avalanche of activity may then activate a set of other GPGICs, which after some time return back to deactivated state and so on – the pattern of activity irregularly repeating.

Figure 6. Visual cortex maintains information about recent stimuli. A) Responses to a flashed stimulus by a theoretically perfect coder compared to the response of a population of neurons to such a stimulus in the primary visual cortex (Firing rates), and the stimulus-related information contained within these responses (Classification). Information about the identity of a stimulus is available for several hundreds of milliseconds after the stimulus has been removed. B) The same as A) but for a sequence of flashed stimuli. Responses to any stimulus in a sequence contain information about the recently presented stimuli (for example, responses to B|D containing information about A|C). Adapted from [76].
Finally, in one study, we have even observed responses that may present a signature of the process of sequential accumulation of transient selection of pathways [76]. We flashed sequences of three stimuli and the responses to any given stimulus contained not only information about that stimulus but also about the immediately preceding stimulus (Figure 6B). This indicates superposition of information which was accumulated over time. This phenomenon is difficult to explain simply by activity reverberating within a connectionist system. In fact, to the best of author’s knowledge, no connectionist model has been made to date capable of accumulating information in such a manner. As described above, the problem is likely in the inability to create sturdy changes which would hold long enough. With the short time constants of neuron depolarizations recursive reverberations likely die out too quickly. Moreover, new inputs likely easily override the existing activity, preventing accumulation of information. Transient selection of pathways based on MRs and GPGICs elegantly explains these results due to their longer time constants.

Further studies will need to apply pharmacological blocking of MRs [84, 85] combined with viral ablation or knockout of GPGICs (e.g., [86, 87]). A prediction is that the blocking these proteins will degrade this ability to superimpose information. Even more elaborate tests can be made by coupling these neural responses with further stimulation in a closed loop [70].

Figure 7. Transient selection paradigm extends the classical paradigm with an additional group of mechanisms. Left: Two major sets of adaptive mechanisms as presumed by the connectionist paradigm: one set is for computations based on network activity and the other set for plastic changes to that network. Both mechanisms receive feedback from the external world. Right: Transient selection introduces a third set of adaptive mechanisms, transient selection, operating in-between the plasticity and connectionist-based computations and also receiving feedback from the external world.

5. Conclusions

Transient selection is a novel approach to explaining the emergence of a mind within a brain and is fundamentally different from the classical connectionist-based paradigm. While the classical paradigm exclusively relies on network connections for storing information and on membrane voltages as the computation medium, the new paradigm extends the capabilities of the nervous system through additional membrane proteins: MRs and GPGICs. MRs detect the conditions for executing ‘computation’ and the states of GPGICs hold the result of that
'computation’. Consequently, the mental state is defined by the states of GPGICs, not by the state of neuron voltages, as in the classical paradigm. The problem with voltages is that they can too easily be washed away, which then require too large neural networks just to resolve this problem of easy wash-away. There is also a tradeoff, cognition based on subnetwork selection based on MRs and GPGICs can work well only if the surrounding world affords situations. This new paradigm also explains why the brain exhibits its particular connectivity patterns. Biological connectivity patterns are not in a good agreement with connectionism but are in a better agreement with subnetwork selection which requires principles of operations similar to corollary discharges to apply all across the nervous system, including the cerebral cortex. The theory will require much further validation and testing and ideally would involve a visualization method for showing currently active and repressed portions of the synaptic network.

The present paradigm is inspired by the theory of practopoiesis [88]. This theory predicted existence of mechanisms additional to neural (electrochemical) activity and plasticity. This third set of mechanisms was supposed to coordinate the neural activity and yet learn by the means of neural plasticity (Figure 7). As, at the time, a potential physiological mechanism has not yet been identified, these hypothetical mechanisms were named anapoiesis, which means ‘recreation’: Every repeated thought, percept, or a remembered piece of knowledge are being re-creations by the means of selected subnetworks. Subnetworks are formed when the thought is activated, then dismantled to make space for other percepts and thoughts, only to be formed again when the thought or idea is needed again. In the present work, physiological mechanisms for this recreation are proposed: MRs and GPGICs. A computation strategy by first creating the needed networks (i.e., undergoing poiesis) is fundamentally different from the always available and immediately ready-to-go computational mechanisms of connectionism.

Practopoiesis, as a theory, proposes requirements for MRs and GPGICs to successfully undergo learning. This follows from a set of the general principles by which, according to the theory, different levels of organization interact: plasticity interact with MRs and GPGICs (i.e., plasticity for anapoiesis), MRs and GPGICs interact with neural activity (selection of subnetworks). Feedback plays an important role in all cases (Figure 7). Moreover, practopoiesis states that efficient learning can take place only if the learning machinery is rich with knowledge on how and when to learn. In other words, it does not suffice to apply a general all-applicable learning rule as we tend to apply in connectionism (e.g., Hebbian rules, gradient descent). Instead, a significant extent of specialized learning knowledge is required. For example, under a given set of conditions rule A may apply; under another set of conditions rule B may apply, and so on. This learning knowledge (specialized learning rules) are argued to be stored in DNA and to be acquired throughout evolution. Acquisition of additional learning rules make a difference on for example, whether a brain will reach the intelligence of a human or say only of an ape. In terms of machine learning theory, these learning rules can be understood as inductive biases [89]. Furthermore, practopoiesis proposes that these learning rules for establishing MRs and GPGICs are goal oriented; they close a feedback loop (Figure 7) and apply plastic changes until certain targets are reached. An possible experimental design on how to investigate these specialized learning mechanisms and their goals is described in [70].

Finally, the new paradigm based on transient selection of pathways opens a novel approach towards the goal of achieving artificial intelligence (AI) and making it match the capabilities of biological intelligence. Mathematical abstractions of the functionalities provided by MRs and GPGICs can potentially be used to advance machine learning technologies so that they scale as effectively as the human brain.
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The XOR argument

A yet another perspective on how MRs and GPGICs empower neural networks can be provided by considering implementations of XOR operations. XOR operations are a part of the real life: “one may spend money on a nice dinner or on a theater play, but not both.” or “animals either have four legs or two legs and a pair of wings, but not both”, and can be generalized into a multi-bit version called inverters (Supplementary Figure 1A). It has been well established that connectionist systems are able to implement XOR functions. However, there are some limitations that prevent connectionist systems to scale their intelligence for any real-life problems that require XOR operations. First, theoretically, if no recursion is involved, inverters i.e., complex XOR functions, can at best be implemented with linear scaling in the connectionist systems (Supplementary Figure 1B)(this is also known as parity problem). This is a great limitation because this means that, even under theoretically most optimal conditions, connectionist systems cannot reduce the amount of computation to less than $a = 1$. With such scaling it is not possible to distinguish to the order of $10^{48}$ categories. The second limitation makes this problem even worse: the learning mechanisms used for deep neural networks are notoriously incompetent in finding the correct connection patterns needed for implementing XOR mapping functions; the practical scaling properties of connectionist systems are much worse than linear when it comes to XOR. Supplementary Figures 1C and D illustrate the results of a computational experiment in which the smallest possible network sizes were found still able to learn inverters of different depths by using a state-of-the-art learning algorithm. The required sizes of the networks exploded.

Supplementary Figure 1E illustrates how the inverter problem can be solved with $a = 0$ by a recurrent system, which extends the assumptions of connectionism by adding delay lines at the right space (even a recurrent neural network can quickly learn such a task by random guessing of connection weights [1]). This recursive approach also scales effectively. Infinite length inverter can be created. Such delay lines would be resource demanding if implement in the brain simply as long wires; a more effective approach to creating a local memory mechanism of short duration is to place a GPGIC onto the membrane and activate it through an MR (Supplementary Figure 1E, right). Thus, one way of thinking about MRs and GPGICs is as local machinery for storing shot-lasting memories in a non-linear form, effectively applying XOR functions on sequential inputs. If arranged accordingly across the nervous systems (by currently unknown learning rules), this machinery conducts operations sufficient to implement cognition.
Supplementary Figure 1. Transient selections for XOR problems. **A)** The XOR problem (parity problem) generalized to larger number of bits, known as inverters. i) to iii): inversion depths of 1, 2 and 4 bits. **B)** In theory, connectionist networks can implement the generalized XOR problems (inverters) by linearly stacking XOR circuits. **C)** The results of an experiment: The sizes of networks discovered for inversion depths i) I to iii) in A. **D)** The number of parameters in models for experiments in C) for inversion depths up to 10 bits. Inset: the same data shown in a log-linear graph; the straight line indicating an exponential growth in the demands on resources. Vertical bars: standard deviation across 10 repetitions. **E)** Left: By combining delay lines with a recursive connection, inputs are fed one by one. A single XOR network can implement a generalized XOR of an unlimited inversion depth. Delay lines can be implemented elegantly by MRs and GPGICs. Right: a simple recursive circuit equipped with gates for transient pathway selection produces generalized XOR function.

Inverters are generalizations of the XOR function to an unlimited number of bits. With each additional bit an inverter can be generated by applying the following rule: If the bit is zero, the outputs will be exactly the opposite than if the bit is one. The function poses difficulties when implementing a mapping function of a non-recursive connectionist network because each XOR transformation is non-monotonic. Non-monotonic functions are a subset of non-linear functions and are more difficult to implement than monotonic non-linear functions.
While an inverter (parity) function can easily be constructed even within a non-recursive connectionist network, learning of such a function proves difficult if standard learning methods are use. One needs to devise learning network specialized for that problem (e.g., based on Fourier Transform; [2, 3]). Hence, one has to devise a specialized method for this type of a problem and a unique type of network: Unfortunately, such a ‘solution’ for learning can be used for real-life problems because these specialized methods cannot learn all the other aspects of the real world. For example, if this rule is to apply in learning to detect a real animal from images “animals either have four legs or two legs and a pair of wings, but not both” (as opposed to a fictional animal) than this rule needs to be applied to learning the visual features of legs and wings, which requires the other type of learning mechanisms such as gradient descent. The reason gradient descent cannot learn inverter functions is that the non-monotonic relationships cannot directly be detected and implemented by the learning rules applied to connectionist networks. Instead, a connectionist network largely needs to stumble upon such an implementation i.e., by chance. The learning rule can only select and sharpen already existing inverter capabilities of networks. As a result, we found that the sizes of randomly initialized networks able to learn inverting functions grow exponentially as a function of the inversion dept (the number of bits in the function), as shown in our study.

We trained network of different sizes and configurations to learn inverter functions of different depths. The depts of the inverter functions ranged from 2 to 10 bits. We used a step-wise increase function, whereby we increased the size of the hidden layer(s) by one neuron. A network would be initialized with random numbers and would be trained until it reached a learning criterion. We used two types of criteria: a low value for loss and accuracy, which needed to be perfect. The low loss criterion required the network to reach a pre-specified value for average loss, which was set to: 0.00001. The exact accuracy criterion required the network to categories the inputs into 1 or 0 output according to the inverter function correctly for all possibly combinations of inputs. The size of the network was increased stepwise; if a network of a given size did not converge, the size of all layers in the network increased by one neuron and the training procedure was repeated. The size of the network was limited to maximum of 150 neurons. To speed up the experiment, an early stop rule was implemented such that a training procedure was declared as not converging if loss did not improve a pre-specified number of steps (patience). Patience varied across experiments and ranged between 25 and 125. The maximum number of epochs allowed for training varied between 4,000 to 200,000. All layers were fully connected and the transfer function was sigmoid. The models had only one output neuron: If output < 0.5 the output was converted to 0, otherwise to 1.

The experiment was performed on GPU GTX 2070 SUPER with 8 GB or RAM and using PyTorch framework version 1.10.1. Learning rules was Adam with the learning rate 0.03. To assess the variability of the network sizes that converged (i.e., learned the inverter function) the procedure was repeated for each inversion depth until the network converged 10 times.
Supplementary Figure 2. A) The results to the XOR task for the criterion perfect accuracy compared to an AND task with the same criterion. A straight line in a log-linear plot indicates exponential growth in model size. B) The same as in B) but for learning logical OR function. A straight line in a linear-linear plot indicates a linear growth in needed resources. C) By mixing AND and OR functions, the best fit was obtained by a power law function, as indicated by a straight line in a log-log plot.

The exponential growth in resources reported in the main text was obtained by the low-loss criterion. This result was robust to a change in the criterion: We also obtained an exponential growth in needed resources when perfect accuracy was used as a criterion (Supplementary Figure 2A, orange). We also growth in resources of AND and OR logical operations. Logical AND operation also required an exponential growth in resources, but this growth was much smaller – i.e., it had a much smaller exponent (Supplementary Figure 2A, blue). Therefore, AND is a lot easier operations to learn but it still grows exponentially.

These results implied that AND and XOR logical operations could not explain the power law growth in resources in real-life situations (vision and language). Exponential growth is much more ‘aggressive’ than power law; exponential growth explodes faster. The difference between the two can be also noted by how the two can be converted into straight lines in plots: to present an exponential function as a straight line, the scale on the ordinate needs to be converted to the opposite of the exponent i.e., to the logarithm (as in Supplementary Figure 2A). In contrast, to visualize a power law function as a straight line, the cases of both abscissa and ordinate need to be presented as a logarithm.) To account for real life’s power law growth, we looked at the OR logical operation which turned out to present linear demands on resources (Supplementary Figure 2B). That is, an OR function is the easiest one to learn by deep learning (connectionist) networks. We then propose that the power law function in real life results from a mixture of OR, AND and XOR operations that occur in real
life situations. To illustrate that, the results for a 50-50 mixture of logical AND and logical OR are shown in Supplementary Figure 2C: The growth function was fitted best by a power law function.

The code for these calculations can be found here: https://github.com/dankonikolic/Learning-XOR-AND-OR

How GPGICs transiently rewire networks

An example of how the activity of GPGICs affects computations is shown in Supplementary Figure 3. If an inhibitory neuron is stimulated, two types of inhibitory currents are produced in a pyramidal cell of a normal healthy mouse. First there is a short lasting one and followed by a long lasting one (Supplementary Figure 3A). However, if the mouse is genetically altered and the gene for a specific type of GPGIC (the type is GIRK2 in this case) is knocked out. GIRK channels are involved in the depolarization of the membrane [4]. Consequently, the responses of the pyramidal cell to a stimulation of an inhibitory cell show only the fast inhibitory currents while the slow ones are missing (Supplementary Figure 3B). This second, slow component can change the circuit properties for a certain period of time. The stimulus can that way affect how subsequent inputs are being processed. If the GPGIC is missing, inhibition is still present, but only short-lived, the effects being ‘forgotten’ rapidly.
Supplementary Figure 3. Inhibitory postsynaptic currents measured from a CA1 pyramidal cell in hippocampus. Stimulation pulse is delivered to an inhibitory neuron. A) Responses in a cell of a normal mouse (wild-type). B) Responses of a knock-out mouse lacking GIRK2 protein (red only in A). Adapted from ([5])

Several studies employing similar paradigms as in Supplementary Figure 3 have already reported evidence consistent with the present ideas. By involving anesthetics [6] and blockers of MRs Suzuki and Larkum [7] have shown that preventing MRs from operating, either through anesthetics or blockers, they also reduce the functionality of the dendrites: input signals generate outputs with much more difficulty. Aru et al. [8] interpret the results as MRs being necessary for nervous systems achieving consciousness. The authors propose that MRs and GPGICs switch on the pathways only once to enable signal processing through a dendritic branch. In contrast, the present work proposes that the switching occurs continually “as we think”. A more dynamic rule of MRs is shown by Chai et al. [9] who reported an MR based modulation of pathways for making decision of C. elegans under the influence of pheromones. There are also other studies reporting results consistent with the proposed roles of MRs and GPGICs performed on different species ranging from mice to primates [10, 11, 12, 13]. However, admittedly, no study was specifically designed to test the hypothesis that MRs and GPGICs dynamically select subnetwork. Thus, more empirical work is needed.
Are MRs and GPGICs fast enough to account for cognition?

Action potentials are fast and so is synaptic transmission; this means that the classical connectionist paradigm is based on fast mechanism: fast voltage gates ion channels for transmission of action potentials and fast ligand gated ion channels for synaptic transmission. The question is then do MRs and GPGICs in combination work fast enough to implement cognition. If the process of activating an MR releasing a G protein and subsequently activating a GPGIC would take minutes, this would be a hard physiological limitation preventing these molecules from taking part in cognitive processes.

Perhaps the most direct evidence about a sufficiently high speed with which these physiological mechanisms can be executed is the processes of phototransduction cascade in rods and cones of retina. When a photon hits rhodopsin, transducin is released which acts as a messenger that binds onto PDE intracellularly. PDE in turn converts cGMP into GMP, reducing intracellular concentration of cGMP eventually closing sodium channels and resulting in the hyperpolarization of the sensory cell [95, 96, 97, 98]. This is a more complex process than the MR-GPGIC cascade proposed to underlie cognition. Yet, the speed of those mechanisms is sufficiently fast to enable our vision. This indicates that the conformational changes to membrane proteins rhodopsin and PDE as well as the diffusion processes of the messengers are fast enough to be employed in cognition. The times of the entire phototransduction cascade should be at most in the order of 10s of milliseconds [16]. Likely, similar speeds apply to MRs and GPGICs on neurons. Moreover, given that a simplest possible form of visual perception i.e., a simplest cognitive operation, cannot occur faster than 100 milliseconds [18, 19], this period should be just about the time needed to pass all the signals through the nervous system and perform one or two iterations of transient rewiring by MRs and GPGICs.
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