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Abstract—One of the main sources of electromagnetic interference that affects the operation of weather radars is due to Wi-Fi networks that operate in the same frequency band.

There are various signal processing strategies to mitigate the interference effect. One of these strategies is to detect the signal using the deterministic preamble of the Wi-Fi packets.

This work presents a radar receiver identification technique that allows generating a reference signal that better assimilates the preamble received in the processing stage and therefore helps to improve the method for detecting these interfering signals.

Index Terms—Weather Radar, System Identification, Wi-Fi

I. INTRODUCTION

The weather radar is currently a fundamental tool for observing the atmosphere and making short- and medium-term forecasts [1], [2]. Its potentiality for observing large regions of space in a short time (and the necessary sensitivity of the receiver), however, makes it susceptible to being interfered by the electromagnetic signals present in these regions. For radars operating in C-band, such as the Argentine Meteorological Radar (RMA) [3], the greatest source of interference is due to RLAN/WLAN transceivers [4]. Almost all of the installed WLAN devices are based on the IEEE 802.11 standard, and are commonly called Wi-Fi [5].

This interference problem is global in scope. In [4] the authors give examples of radars from the USA, Argentina and South Africa, while in [6] the authors present a survey on RLAN interference captured by Canadian weather radars. In [7] the authors report the results of interference studies in a radar of the TDWR network (Terminal Doppler Weather Radar) of Puerto Rico, thoroughly analyzing the interfering signals present at different stages of the radar reception chain. In [8] the authors expose the growth in interference recorded by radars in northwestern Italy between 2010 and 2014.

Broadly speaking, the weather radar operates by transmitting electromagnetic energy in the form of pulses, and receiving the signal reflected from the objects of interest. In the time interval between two pulses, called the observation window, $N$ samples are taken. Each sample corresponds to a distance or range relative to the radar. These samples are the input for signal processing stages, and in order to optimize the Signal to Noise Ratio (SNR), they are obtained at the output of a matched filter or a correlator. For practical considerations, a quadrature receiver is used, and each IQ sample is generally represented by a complex number [2].

In the most common operating mode, the radar performs this procedure while rotating on its vertical axis, keeping the elevation fixed for at least one complete turn. Thus, the antenna points to a different azimuth (and the same elevation) for each transmitted pulse. When the radar completes 360 degrees of rotation, which is called a complete scan, $M$ transmitted pulses elapsed, with $N$ taken samples each, which can be ordered as an $M \times N$ matrix of complex numbers. The dimension in which the $M$ pulses are transmitted is called azimuth dimension, while the dimension where the $N$ samples are taken is called the range dimension. In dual polarization radars, this operation is simply doubled for horizontally polarized and vertically polarized transmitted pulses, obtaining two matrices of $M \times N$ samples [1], [9]. We refer to these two polarizations as $HH$ and $VV$, respectively.

Ideally, each IQ sample contains information on the backscatter of the transmitted pulse in hydrometeors, if any (signal of interest), and on the backscatter of the transmitted pulse on surrounding objects such as insects and birds, buildings, trees, mountains, etc., if any (unwanted signal, called clutter), and noise. When in the scanning process, the radar points in the direction where there is a Wi-Fi transmitter operating in the same band, it is very likely that this signal will be received by the radar. This signal will appear as additive interference, affecting the samples in the observation window that coincide in time with part or all of each Wi-Fi packet. That is, for each Wi-Fi packet (or a fraction of it) that is captured, $n_i$ samples will be interfered in the range dimension ($n_i$ consecutive elements of the corresponding data matrix row).

At the processing stage, observations from several consecutive pulses (called the Coherent Processing Interval, CPI) are combined to reduce the dispersion of the estimates. Even if only a few samples are affected by interference, this interference will affect the estimator. For example, the effect of interference appears as high-amplitude radial lines on the Plan Position Indicator (PPI) for reflectivity [4]. To a different extent, the interference affects all the Doppler and polarimetric products generated by the radar, resulting in biases in, for example, the hydrometeor classification and

[...]
quantitative precipitation estimation [8].

There are different solution proposals from the point of view of signal processing. In [10] the authors present a mitigation method based on spectral decomposition that incorporates polarimetric information and uses image processing techniques and a fuzzy logic classification algorithm. In [11] the authors carry out a study of WLAN/RLAN and measure 802.11a, g and n OFDM signals, with the aim of improving existing techniques or developing new ones that allow their recognition in the context of weather radar.

In [12] the author proposes a 2D interference filtering algorithm, using the range/pulse domains; allowing detections in lower interference-to-noise or interference-to-signal ratios compared to filters that operate in only one dimension. In [13] the authors present an interference identification method based on fuzzy logic, which uses polarimetric observables, and a spatial filter to replace the contaminated pulses.

In the works of [14] and [15] they propose filtering techniques based on the wavelet transform and other discrete filter variants. In [16] and [17] a Neyman-Pearson detection scheme for the preamble of the Wi-Fi signal at the output of the matched filter, exploiting the deterministic structure of the preamble, is proposed.

One of the disadvantages of the preamble detection method proposed in [16] and [17] is that it assumes an overly simplified model of the processing that the radar performs on the received interfering signal. In this work, we present an improvement in the detection of Wi-Fi signals on weather radar data, based on obtaining a reference signal that better approximates the observed preamble by identifying the processing that the radar performs on the signal.

In section II we describe in more detail the structure of radar reception stages, and present the identification method and the results on real data. In section III we present an alternative detection technique based on power levels that allows us to obtain test signals from real data, and briefly describe how we obtain the reference signals for detection. In Section IV we present the detection results on these test signals using the correlation coefficient as a performance metric. Finally, in section V we present the detection results on these test signals using the correlation coefficient as a performance metric. Finally, in section V we present the detection results on these test signals using the correlation coefficient as a performance metric.

The analysis of the results is carried out exclusively with real data, obtained from the RMA1 located in the city of Córdoba, Argentina, a dual-polarization Doppler weather radar that operates in C-band [3].

II. SYSTEM IDENTIFICATION

A. Receiver Structure

The pulses transmitted by the radar are modulated by a high frequency carrier, and therefore the signal observed at the antenna terminals in reception mode is also at high frequency. For practical reasons, the matched filter is not implemented directly at this high frequency. In general, the radar receiver has the following stages: first an RF filter and low noise amplifier (LNA), then a mixer to shift the signal to a lower intermediate frequency (IF) followed by an IF filter, and finally a matched filter. In general, after the IF filter, the signals are digitized, and the matched filter is digitally implemented. Furthermore, to preserve phase information after conversion to IF, two branches in-phase (I) and in-quadrature (Q) are used. The matched filter output, sampled at a given rate \( T_s \), is the input for signal processing stages, as was succinctly described in section I.

All this processing (partly analog, partly digital) that is performed on the received signal will also modify the interfering Wi-Fi signal. That is why we are interested in identifying the behavior of these stages.

To simplify this identification, we assume (first hypothesis) that the behavior of these stages can be modeled by a Linear Time-Invariant (LTI) system. Although, there are two important reasons to question the validity of this assumption. First, the mixing stage is a time-varying system. However, by interpreting the entire system in terms of equivalent low-pass signals, this mixing process can be factored out. It should be remembered that the mixing stage is placed between two filter stages (RF and IF) for practical considerations. Mathematically, it can be replaced by a single equivalent filtering stage and a pre or post shift in frequency.

Second, the output of the matched filter is sampled at a lower frequency than the input. There is therefore an implicit decimation stage in the signal. This decimation will have to be contemplated at some point, as we will see.

Furthermore, we assume (second hypothesis) that the noise component that affects the radar input signal can be modeled as Additive White Gaussian Noise (AWGN). This is a widely used and accepted model [2].

B. Method

Assuming an LTI system with frequency response \( H(f) \) and AWGN with Power Spectral Density (PSD) \( S_{XX}(f) = N_0/2 \) as input signal, the PSD of the output, \( S_{YY}(f) \), is [18]

\[
S_{YY}(f) = \frac{N_0}{2} |H(f)|^2. \tag{1}
\]

The procedure consists in identifying consecutive sample sets corresponding to AWGN-only input, and then obtaining an estimate of the output PSD, \( S_{YY}(f) \) at discrete frequencies \( f_i \). Starting from a complete scan data record taken in a condition of no meteorological phenomenon present (a clear sky day), we have the aforementioned \( M \times N \) complex data matrix. In this condition, each sample can contain a combination of clutter, noise, and Wi-Fi interference. Then:

1) We take groups of \( K \) consecutive rows (azimuth dimension), so partitioning the \( M \times N \) matrix into \( M/K \) smaller matrices of dimension \( K \times N \). \( K \) is selected such as the number of rows in these new matrices coincide with the number of samples in a CPI.

2) We obtain an \( \hat{S}_{YY}^{(k)}(f_i) \) estimate for each \( K \times N \) data matrix following the next procedure.
   a) We choose an integer \( L \) small compared to \( N \), and multiple of \( R \) (another integer, defined in Test A).
   b) We partition each row into as many as possible non-overlapping sets of \( L \) consecutive samples. We obtain \( K \cdot \lceil N/L \rceil \) sets.
c) We keep only the sets that pass the Test A and Test B described below.

d) Using periogram [19], we estimate the PSD from each record of $L$ samples, $\hat{S}_{YY}^{(k,f)}(f_i)$, $f_i = i/(L \cdot T_s)$, $i \in \mathbb{Z}$, $0 \leq i \leq L - 1$.

e) We obtain $\hat{S}_{YY}^{(k,f)}(f_i)$ by averaging these $\hat{S}_{YY}^{(k,f)}(f_i)$ estimates.

3) We keep only the estimates $\hat{S}_{YY}^{(k,f)}(f_i)$ that were obtained with a significant number of sets.

4) We calculate the median of these estimates $\hat{S}_{YY}^{(k,f)}(f_i)$ for each frequency $f_i$, and we keep only those estimates that on average (over all $f_i$) deviate less than a given threshold $U_S$ from that median.

5) We obtain $\hat{S}_{YY}(f_i)$ averaging these $\hat{S}_{YY}^{(k,f)}(f_i)$ estimates.

The idea of Test A is to keep only the sets in which no large power variations are observed. These large power variations are associated, with a high probability, to a part of the samples containing clutter or interference. In Test A we do the following:

1) We partition each set of $L$ samples into $R$ non-overlapping subsets of $L/R$ samples, and calculate the average power over each of these $R$ subsets.

2) We take the ratio between the maximum and the minimum of these $R$ power values.

3) We keep only the sets of $L$ samples whose value of this quotient is less than a threshold $U_{PA}$.

However, it could be the case of sets whose samples correspond to clutter or interference but do not present these large variations in power. However, these sets will exhibit higher power due to clutter or interference contributions. The idea of Test B is to discard those records with higher power.

In Test B we do the following

1) We estimate the power over each set of $L$ samples that passed Test A.

2) We take $\log_{10}$ of these powers and sort these values.

3) We fit a line with the values belonging to deciles 2 to 4.

4) We keep only the samples that do not deviate more than $U_{P_B}$ from this line.

Certainly, in Test B a rough approximation is used, and in the future it could be improved by adjusting the theoretical power distribution for the noise-only case and discarding the values that deviate too much from it.

These two tests are inspired by the procedure described in [20], with the difference that here we want to obtain sets of consecutive samples that correspond to input noise, not isolated samples.

C. Results

We take a complete scan dataset with $M = 19440$, $K = 54$, $N = 4800$ observed in a clear sky day. Figure 1 shows the instantaneous power values (in logarithmic scale) of a row of the data matrix, for the $HH$ polarization. This corresponds to the signal observed for a given transmitted pulse. Approximately from $n = 0$ to $n = 1200$ the presence of clutter is observed, while approx. from $n = 2000$ to $n = 2400$ and from $n = 3200$ to $n = 3400$ the presence of two interference packets is observed. The remaining samples correspond to noise-only input. For $VV$ polarization the results are similar.

The figure also shows the sets of $L$ samples that passed the tests and so are used in the system identification, setting $L = 80$, $R = 4$, $U_{P_A} = 3$ dB, $U_{P_B} = 0.25$ dB. It can be seen that these sets fall into the noise-only zone. The fact that they are so few is due to the chosen thresholds. However, on average 850 sets are obtained, and used to estimate each $\hat{S}_{YY}^{(k,f)}(f_i)$.

Figure 2 shows the resulting estimate of $|H(f_i)|^2$ versus the normalized frequency $f_i \cdot T_s$ for both polarizations $HH$ and $VV$. This estimate is obtained by solving eq. (1) considering that the maximum value of $|H(f_i)|^2$ is equal to 1.

It can be seen that the estimates in both polarizations are similar, which makes sense since the hardware used in both branches is similar. Although only the case $L = 80$ is shown, for other values of $L$, the results obtained are similar. This value is a good balance between resolution of the frequency response and the number of sets included in each estimate.

![Fig. 1. Instantaneous power in logarithmic scale of the receiver data for a unique transmitted pulse. $HH$ polarization.](image1)

![Fig. 2. Estimation of the square of the modulus of the filter in each of the two polarizations, $HH$ and $VV$. Logarithmic scale.](image2)
carried out with analog filters. However, we will see that the results obtained seem to indicate that the assumption is valid, at least as a first approximation.

III. PREAMBLE DETECTION

A. Test packets

In order to obtain test packets, we implemented an alternative ad-hoc detection method based on power levels. This method is based on the following steps.

1) We take moving average of the instantaneous power of each row of the data matrix, with a 10 samples window.
2) For each row, we indicate detection in those indices where this moving average is greater than both adjacent rows moving average corresponding indices by more than 10 dB.
3) For each row, we filter out sparse false detections (due to noise or clutter) of a few consecutive samples.
4) For each row, we fix misdetections of few samples surrounded by many detections.
5) We extend the edge of detection back and forth, looking for big changes in power levels.
6) Since we are particularly interested in the preamble for each packet, packets whose detection begins very close to the clutter zone or very close to the beginning of the row are discarded.
7) We carry out this procedure for the data HH and VV.

In order to minimize false detections, we keep only the detections that are observed in both HH and VV in nearby indices.

Figure 1 shows two detected packets with this procedure. With this method we detected a total of 400 packets over a complete scan.

Figure 3 shows the maximum modulus of the correlation coefficient between the preambles of each pair of detected packets. On the one hand, it can be seen that there is consistency in the detected packets, as each preamble exhibits a high degree of correlation to a lot of other preambles. On the other hand, it can be seen that this similarity occurs by groups of detected packets. This is partly due, as we shall see, to the frequency deviation of the respective transmitters.

B. Reference Signal

We will focus on the structure of the Orthogonal Frequency-Division Multiplexing (OFDM) signal that complies with the IEEE802.11a standard, and is transmitted in the 5 GHz band. Although there are other variants of IEEE802.11 that also operate in 5 GHz, due to the number of devices installed, IEEE802.11a is the one that occurs almost exclusively in observed data records. For simplicity we refer to it simply as Wi-Fi.

Being part of a packet switching communication system, in the Wi-Fi transmission scheme, the data are segmented into packets for transmission, and each packet is individually transmitted over the wireless medium [5]. Before transmission, additional symbols are added to each data packet for synchronization, error correction, etc. In particular, a preamble is added at the beginning so the receiver can perform the necessary detection and synchronization operation. The preamble is composed of a set of known symbols so that a receiver can detect the start of an incoming packet [21].

To detect the interfering signals we exploit the deterministic structure of the preamble. The details of this structure can be seen in [22]. It is worth clarifying that it is composed of a short symbol training sequence (which we denote STS) followed by a long symbol training sequence (which we denote LTS). We start from this theoretical preamble, with a sampling rate equal to that of the signals entering the matched filter, and we construct three reference signals:

1) We process by an oversimplified matched filter and decimate it, as described in [16] and [17]. In this work we call it the original reference signal.
2) We filter this original reference with our estimate of the system filter. We call it the filtered reference signal version 1 (V1).
3) We interpolate the impulse response of our filter estimate so that it has the sample rate of the signals entering the matched filter. With this new filter, we filter the preamble and then decimate the result to the matched filter output rate. We call it the filtered reference signal version 2 (V2).

Note that these three reference signals have the matched filter output sample rate, which is the sample rate of the signals to be processed. The two variants of filtering try to incorporate the effect of the decimation that the signal suffers. Since the filter estimates in HH and VV are very similar, we arbitrarily choose the first of them.

Figure 4 shows the PSD of the original reference signal and of the two filtered reference signals. To simplify the interpretation, we separately plot the PSDs of the STS and the LTS. We also plot the PSD estimated from the samples that would correspond to these preambles in the detected test packets (averaging the PSD estimates from each preamble). To facilitate comparison, each curve is normalized to its maximum value. It can be seen that the frequency content of both filtered reference signals (V1 and V2) resembles much more the frequency content of the test packets than the original
reference signal does. It is important to clarify that for the STS PSD the four curves overlap at $f_i \cdot T_s \approx 0.75$.

**IV. RESULTS**

Figure 5 shows the results of the maximum modulus of correlation coefficient, $\rho$, between the original reference signal and the test Wi-Fi packets, and between the filtered reference signals (V1 and V2) and the previously detected test packets, for HH polarization. It can be seen that the max $|\rho|$ for the filtered reference V2 practically doubles the value of the original reference signal, and that V1 is slightly worse than V2 (on the order of 10% on average).

Figure 6 shows these results for VV polarization. It can be seen that the performance is similar.

This improvement in performance is expected from what was observed in the PSDs of Fig. 4. It should be noted that here we take the correlation coefficient as the performance indicator, since it measures the similarity between the signals; a higher value of the modulus of $\rho$ indicates a reference signal that describes more accurately the received signal. This improvement in the description of the reference signal will impact on a better performance of the detection of interfering signals.

To make a fair performance analysis, the interval considered for the correlation is the one that would correspond to the preamble of the test packages (according to their theoretical length) plus 35% of previous samples and 35% of subsequent samples. In other words, we search in the temporal dimension to find the maximum of $|\rho|$.

In the calculus of correlation we also incorporate the frequency error, $\Delta f$. That is, we also search in the frequency dimension to find the maximum of $|\rho|$. To do this search, we add different frequency error values on the previously described reference signals (that is, already filtered if applicable). An alternative (perhaps more realistic) approach would be to incorporate the error before filtering the signals, which is computationally more expensive, and with which we have not obtained significant improvements.

Figure 7 shows the frequency error for which the maximum is observed in each case for the HH polarization. It can be seen that there is consistency between the frequency error values in which the maximum occurs for the three reference signals considered. These frequency error values (as well as their dispersion) partly explain the groups observed in Fig. 3, although not conclusively. The results for the VV polarization are similar and there is consistency between the values obtained for both polarizations, but it is not shown due to space restrictions.

**V. CONCLUSION**

In this work we present a method of identifying the processing that weather radar performs on incoming signals. We show how, by means of this identification, two reference signals can be built that closely resembles the preambles of the test data packets. This close resemblance, expressed in terms of the
value of the modulus of the correlation coefficient, allows us, on the one hand, to affirm that the assumption of the linear phase LTI system model is appropriate. On the other hand, this enables to improve the detection of interfering Wi-Fi signals.

It is important to clarify that to implement the detection strategy, the correlation that this same system imposes on the output noise must be taken into account [23]. As can be seen from the estimated PSD, Fig. 2, this noise is no longer white. For this, it is possible to use the same receiver identification that is done in this work. The design of the detection algorithm is outside the scope of this article and will be considered in future work.

As an intermediate result, we also developed a simple ad-hoc interference detection technique based on power levels, which is therefore independent of the signal structure. With this technique we obtained the packets used as tests.

It should also be noted that although the improvement in the correlation coefficient when incorporating the effect of filtering is notable, the values obtained are still of the order of 20% below the observed correlation coefficient between the test packets themselves (in mean, considering the maximum correlation between each packet and any other one).

This means that the design of the reference signal could be further improved. From what is used in this work, three places are identified in which this improvement could be focused: in the first place, in analyzing or better modeling the behavior of the receiver phase, for which the preambles themselves could be used, once they have been detected; in second place, other alternatives should be analyzed to incorporate the decimation; and in third place, the stage where the correction of the frequency error is incorporated. So far we have not found interesting results in these lines, and they are considered as future work.

It should also be clarified that the need to identify the receiver is due to the fact that in our research projects we have access to the data but not to the detailed design of the receiver (except for a few details that have been stated). Of course, for this identification, as well as for the design of interference detection strategies, it would be of great interest to have the digital samples prior to the processing carried out by the matched filter, in which we also plan to advance in the future.
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