Motor Imagery Classification Emphasizing Corresponding Frequency Domain Method based on Deep Learning Framework
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Abstract—The electroencephalogram, a type of non-invasive-based brain signal that has a user intention-related feature provides an efficient bidirectional pathway between user and computer. In this work, we proposed a deep learning framework based on corresponding frequency emphasis method to decode the motor imagery (MI) data from 2020 International BCI competition dataset. The MI dataset consists of 3-class, namely ‘Cylindrical’, ‘Spherical’, and ‘Lumbrical’. We utilized power spectral density as an emphasis method and a convolutional neural network to classify the modified MI data. The results showed that MI-related frequency range was activated during MI task, and provide neurophysiological evidence to design the proposed method. When using the proposed method, the average classification performance in intra-session condition was 69.68% and the average classification performance in inter-session condition was 52.76%. Our results provided the possibility of developing a BCI-based device control system for practical applications.
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I. INTRODUCTION

Brain-computer interface (BCI) system provides bidirectional pathway between user and computers using brain signals [1]. Electroencephalogram (EEG) is a type of non-invasive-based signal that has advantage of higher time resolution than other signals such as functional magnetic resonance imaging and near-infrared spectroscopy [2], [3]. Therefore, EEG-based BCI devices enables direct communication with low latency between users and computers using brain signals that contain user intention.

Many related studies [4]–[8] used the user’s movement intentions and the various BCI paradigms such as steady-state visual evoked potential (SSVEP) [9]–[11], event-related potentials (ERPs) [12], [13], and motor imagery (MI) [14]–[17]. Among these paradigms, SSVEP and ERPs are the exogenous paradigms that require additional external devices. The additional devices interfere with concentration when users control BCI-based devices. To overcome these inconvenience, many previous studies focused MI paradigm, one of the endogenous paradigms that does not require external stimulus to control BCI-based devices such as robotic arm [18]–[20] and wheel chair [21].

MI has significant brain signal features similar to real movement without the user’s actual movement. The user can constitute a mentally rehearsed task intuitively by imagining the movement of muscles. For different movement imaginations that reflect users’ intentions, brain signals induce different spatial and temporal frequency information. During MI task, event-related desynchronization/synchronization (ERD/ERS) features are revealed in beta band [14-30] Hz and mu band [8-14] Hz respectively [22], [23], which are referred to as a sensory-motor rhythm in the primary sensorimotor area. Based on this neurophysiological basis, we considered that MI is suitable for controlling BCI-based devices that reflect user intentions.

The non-stationary properties are challenging issues in decoding the human brain signals [24]. Since the brain signals such as EEG are generated from different sources, non-stationary properties occur. These non-stationary properties cause variations and shifts in the EEG signals and these phenomena lead to a decrease of decoding performance in session-to-session and inter-subject transfers. To overcome the non-stationary properties related issue, many researchers have proposed various methods [25], [26].

In this work, we used the common features from MI. And we proposed a MI-related frequency domain emphasize method to increase MI classification performance. Also, we designed a deep learning architecture that considers both frequency and spatial information. To emphasize the MI-
related frequency domain, we calculated the power spectral density (PSD) from the EEG signal [27]. PSD is one of the widely used methods to calculate the power of each frequency range. The proposed method aims to extract the common MI features of users and classify them based on the emphasis on the frequency domain that induces the strongest response in the raw EEG signals. In order to extract the features by considering the frequency and spatial information, we used the convolutional neural network. We evaluated the session-to-session transfer performance using the proposed method.

II. METHODS

A. Dataset

We used 2020 International BCI Competition dataset from Korea university (http://brain.korea.ac.kr/bci2020/competition.php). This dataset contains EEG data from 15 healthy subjects who performed MI task. EEG signals were collected using Ag/AgCl 60 electrodes under 10-20 international system by 250 Hz sampling rate. The MI task comprised of 3-class, namely ‘Cylindrical’, ‘Spherical’, and ‘Lumbrical’. There a total of 300 trials per subjects that are divided into training set and validation set 150 trials, respectively. The scenario of MI task was consist of three-stage, that are relaxation, preparation/cue, and motor imagery, respectively.

B. Data Analysis

The pre-processing was performed using BBCI toolbox and openBMI [28] with MATLAB 2019a (MathWorks Inc., USA). The dataset was band-pass filtered between [8-30] Hz, which corresponding to ERD/ERS, using Hamming-windowed zero phase finite impulse response (FIR) filters with optimized order (N = 30). We utilized the sliding window method as a data augmentation technique, 2 s length with 50% overlapping, to increase the number of dataset.

Each trial consists of a total time length of 10 s, of which the MI task was performed corresponds to data for 4 s, from 6 s to 10 s. We calculated the PSD to confirm significant changes in the MI-related frequency domain induced by the brain signal while the user performed the MI tasks. PSD is widely known as a method for extracting the activity of EEG signal by frequency range that want to measure.

C. Proposed Method

In this study, PSD was used to calculate the power of the EEG signal in the frequency domain associated with the MI. Subsequently, convolutional neural network (CNN) was used to decode the modified MI data as shown in Fig. 1. We tried to emphasize the spatial area strongly connected to the MI in the brain area. First, we defined an equation for generating modified data by emphasizing MI-related frequency ranges based on PSD:

\[ PSD = \{ PSD_K | 1 \leq K \leq N_{channels} \} \]

\[ PSD_K = 10 \times \log_{10} \left( 2 \int_{f_1}^{f_2} |\hat{x}(2\pi f)|^2 df \right) \]

, where X represent the result of fast fourier transform [29] between the frequency \( f_1, f_2 \). This process is repeated \( K \) times, which indicates the total number of channels. The raw EEG data \( D \) was modified with the element-wise product
process, \( X = D \odot PSD_K \) which leads to a focus on the frequency range where we want to emphasize. In order to extract significant features from focused data \( X \), we designed the deep learning architecture represented in Table I. The proposed deep learning architecture consisted of two convolution layers and one max pooling layer. A dropout layer is adopted to prevent the overfitting problem due to a small number of the training dataset, and the dropout parameter was selected as 0.5.

### III. RESULTS AND DISCUSSIONS

#### A. Data Analysis

We investigated the changes of power in the frequency domain through PSD. As shown in Fig. 2, we can infer the significant frequency range during the user performing MI task. It represents significant power values in alpha and beta frequency range, frequencies related to MI. This result means that the MI has been performed properly by the user, and this phenomenon can be a reference to the use of emphasizing the EEG data based on it.

#### B. Performance Evaluation

We evaluated the competition dataset with proposed method and baseline methods to verify the possibility of controlling the device using non-invasive BCI approach. We used DeepConvNet [30] and EEGNet [31] as baseline to compare the classification performance with proposed method. In this study, we divided dataset into two perspectives: inter-session and intra-session condition to derive classification performance.

1) **Intra-Session Condition Classification Performance:**

Intra-session condition is the classification of MI performed within one session, and we performed the 5-fold cross validation with the validation set of a given dataset. Table II shows the performance comparison using the baseline methods and proposed method under intra-session condition. The average classification performance using proposed method with MI dataset was 69.67%, with performance differences ranging from at least 50.12% per subject to up to 96.67%. The highest classification performance was recorded when using proposed method, and the average performance was 2.58% higher than DeepConvNet and 5.15% higher than EEGNet. The proposed method showed the best performance, and DeepConvNet recorded better performance between EEGNet and DeepConvNet. This result can be interpreted that the data augmentation method using the sliding window collected enough training data and based on this, DeepConvNet consisting of a deeper layer recorded better performance. The proposed method is a shallow network architecture rather than DeepConvNet, but we can guess that it performs better because data is emphasized by channel based on PSD.

2) **Inter-Session Condition Classification Performance:**

The inter-session condition means dividing data generated from two sessions from one user into training data and validation data, respectively. As shown in Table III, the proposed method derived the highest classification performance compared with the baseline methods. And the average classification performance when using the proposed method was 1.98% higher than DeepConvNet and 6.62% higher than EEGNet. These results allow us to infer that the deep learning architecture extracts significant features when using methods that emphasize the MI-related frequency domain. In the proposed method, the performance in inter-session condition is lower than the performance in intra-session condition, but has a similar tendency. Baseline methods extract features only through deep learning architecture without considering the significant features of MI, so we can infer that they derive lower performance than proposed methods.

![Power Spectral Density](image_url)

**Fig. 2.** The result of power spectral density in motor imagery. This result indicates which frequency range is significant when the user performing the MI task for a representative subject named sub2.

**TABLE II**

|                | EEGNet [31] | DeepConvNet [30] | Proposed Method |
|----------------|-------------|-------------------|-----------------|
| **Sub 1**      | 78.15% (± 3.12) | 80.97% (± 3.41) | 81.13% (± 2.97) |
| **Sub 2**      | 96.48% (± 1.44) | 96.25% (± 1.98) | 96.88% (± 1.54) |
| **Sub 3**      | 65.01% (± 4.79) | 71.17% (± 1.47) | 72.35% (± 3.89) |
| **Sub 4**      | 84.72% (± 2.21) | 86.07% (± 3.35) | 90.17% (± 3.14) |
| **Sub 5**      | 58.05% (± 2.91) | 53.89% (± 3.13) | 67.87% (± 2.78) |
| **Sub 6**      | 71.95% (± 4.32) | 69.43% (± 2.74) | 83.22% (± 2.18) |
| **Sub 7**      | 47.40% (± 6.11) | 57.64% (± 4.55) | 58.64% (± 3.97) |
| **Sub 8**      | 53.89% (± 3.89) | 48.47% (± 3.37) | 64.31% (± 2.77) |
| **Sub 9**      | 43.89% (± 3.97) | 47.11% (± 2.36) | 50.12% (± 3.85) |
| **Sub 10**     | 64.44% (± 1.36) | 68.35% (± 1.19) | 74.92% (± 2.30) |
| **Sub 11**     | 50.83% (± 1.98) | 61.22% (± 2.30) | 59.55% (± 1.25) |
| **Sub 12**     | 73.89% (± 2.85) | 73.17% (± 3.55) | 75.78% (± 1.51) |
| **Sub 13**     | 47.78% (± 3.85) | 55.62% (± 4.22) | 57.21% (± 3.86) |
| **Sub 14**     | 66.39% (± 3.63) | 69.18% (± 5.44) | 73.85% (± 4.81) |
| **Sub 15**     | 65.42% (± 1.99) | 67.45% (± 2.14) | 66.14% (± 2.07) |
| **Avg.**       | 64.53% (± 13.95) | 67.07% (± 12.85) | 69.68% (± 10.10) |

**TABLE I**

**Comparison among the Conventional Methods under Intra-Session Environment**

|                | EEGNet [31] | DeepConvNet [30] | Proposed Method |
|----------------|-------------|-------------------|-----------------|
| **Sub 1**      | 78.15% (± 3.12) | 80.97% (± 3.41) | 81.13% (± 2.97) |
| **Sub 2**      | 96.48% (± 1.44) | 96.25% (± 1.98) | 96.88% (± 1.54) |
| **Sub 3**      | 65.01% (± 4.79) | 71.17% (± 1.47) | 72.35% (± 3.89) |
| **Sub 4**      | 84.72% (± 2.21) | 86.07% (± 3.35) | 90.17% (± 3.14) |
| **Sub 5**      | 58.05% (± 2.91) | 53.89% (± 3.13) | 67.87% (± 2.78) |
| **Sub 6**      | 71.95% (± 4.32) | 69.43% (± 2.74) | 83.22% (± 2.18) |
| **Sub 7**      | 47.40% (± 6.11) | 57.64% (± 4.55) | 58.64% (± 3.97) |
| **Sub 8**      | 53.89% (± 3.89) | 48.47% (± 3.37) | 64.31% (± 2.77) |
| **Sub 9**      | 43.89% (± 3.97) | 47.11% (± 2.36) | 50.12% (± 3.85) |
| **Sub 10**     | 64.44% (± 1.36) | 68.35% (± 1.19) | 74.92% (± 2.30) |
| **Sub 11**     | 50.83% (± 1.98) | 61.22% (± 2.30) | 59.55% (± 1.25) |
| **Sub 12**     | 73.89% (± 2.85) | 73.17% (± 3.55) | 75.78% (± 1.51) |
| **Sub 13**     | 47.78% (± 3.85) | 55.62% (± 4.22) | 57.21% (± 3.86) |
| **Sub 14**     | 66.39% (± 3.63) | 69.18% (± 5.44) | 73.85% (± 4.81) |
| **Sub 15**     | 65.42% (± 1.99) | 67.45% (± 2.14) | 66.14% (± 2.07) |
| **Avg.**       | 64.53% (± 13.95) | 67.07% (± 12.85) | 69.68% (± 10.10) |
we derived 3.10% and 8.46% higher performance than the frequency range, through which the deep learning architecture identified dataset was emphasized by channel using a significant in the MI, and this was used to modify the dataset. The modification was considered a significant frequency range in the MI dataset. Subsequently, the frequency range selection was confirmed the significant frequency range to decode the MI dataset related to grasp including user intention. First, we used PSD to confirm the significant frequency domain emphasize method.

In this study, we designed a deep learning network and applied MI corresponded frequency domain emphasize method. [4] J.-H. Jeong, K.-H. Shim, J.-H. Cho, and S.-W. Lee, “Trajectory decoding of arm reaching movement imageries for brain–controlled robotic arm system,” in Conf. Proc. IEEE Eng. Med. Biol. Soc. (EMBC), Berlin, Germany, Jul. 2019, pp. 23–27.

IV. CONCLUSIONS AND FUTURE WORKS
In this study, we designed a deep learning network and applied MI corresponding frequency domain emphasize method to decode the MI dataset related to grasp including user intention. First, we used PSD to confirm the significant frequency range in the MI dataset. Subsequently, the frequency range selected as significant was used to modify the dataset. The modification was emphasized by channel using a significant frequency range, through which the deep learning architecture proposed was constructed. The deep learning architecture was constructed using the convolution layer and the significant features were extracted with spatial information. As a result, we derived 3.10% and 8.46% higher performance than the baseline method EEGNet and DeepConvNet, respectively.
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