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Abstract

Given a hypergraph with uncertain node weights following known probability distributions, we study the problem of querying as few nodes as possible until the identity of a node with minimum weight can be determined for each hyperedge. Querying a node has a cost and reveals the precise weight of the node, drawn from the given probability distribution. Using competitive analysis, we compare the expected query cost of an algorithm with the expected cost of an optimal query set for the given instance. For the general case, we give a polynomial-time $f(\alpha)$-competitive algorithm, where $f(\alpha) \in [1.618 + \epsilon, 2]$ depends on the approximation ratio $\alpha$ for an underlying vertex cover problem. We also show that no algorithm using a similar approach can be better than $1.5$-competitive. Furthermore, we give polynomial-time $4/3$-competitive algorithms for bipartite graphs with arbitrary query costs and for hypergraphs with a single hyperedge and uniform query costs, with matching lower bounds.
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1 Introduction

The research area of explorable uncertainty is concerned with scenarios where parts of the input are initially uncertain, but the precise weight (or value) of an input item can be obtained via a query. For example, an uncertain weight may be represented as an interval that is guaranteed to contain the precise weight, but only a query can reveal the precise
Orienting (hyper)graphs under explorable stochastic uncertainty

weight. Adaptive algorithms make queries one by one until they have gathered sufficient information to solve the given problem. The goal is to make as few queries as possible. In most of the previous work on explorable uncertainty, an adversarial model has been studied where an adversary determines the precise weights of the uncertain elements in such a way that the performance of the algorithm, compared to the optimal query set, is as bad as possible. While this model provides worst-case guarantees that hold for every possible instance, it is also very pessimistic because the adversary is free to choose the precise weights arbitrarily. In realistic scenarios, one may often have some information about where in the given interval the precise weight of an uncertain element is likely to lie. This information can be represented as a probability distribution and exploited in order to achieve better performance guarantees.

In this paper, we study the following problem under stochastic uncertainty: Given a family of (not necessarily disjoint) subsets of a set of uncertain elements, determine the element with minimum precise weight in each set, using queries of minimum total cost. Note that we do not necessarily need to obtain the precise minimum weight. We phrase the problem in the language of hypergraphs, where each uncertain element corresponds to a node and each set corresponds to a hyperedge. We call this the hypergraph orientation problem, as we can think of orienting each hyperedge towards its minimum-weight vertex. Each node $v \in V$ of a hypergraph $H = (V, E)$ is associated with a known continuous probability distribution $d_v$ over an interval $I_v = (\ell_v, r_v)$ and has query cost $c_v$. The precise weight of $v$ is drawn independently from $d_v$ and denoted by $w_v$. We assume that $I_v$ is the minimal interval that contains the support of $d_v$, i.e., $\ell_v$ is the largest value satisfying $\mathbb{P}[w_v \leq \ell_v] = 0$ and $r_v$ is the smallest value satisfying $\mathbb{P}[w_v \geq r_v] = 0$. For $S \subseteq V$, we define $c(S) = \sum_{v \in S} c_v$. An algorithm can sequentially make queries to vertices to learn their weights, until it has enough information to identify the minimum-weight vertex of each hyperedge. A query of $v$ reveals its precise weight $w_v$, which is drawn independently from $d_v$. If all vertices have the same query cost, we say that the query costs are uniform and assume w.l.o.g. that $c_v = 1$ for all $v \in V$. Otherwise, we speak of arbitrary query costs. The objective of an algorithm is to minimize the expected cost of the queries it makes.

We also consider the special case where we are given a graph $G = (V, E)$ instead of a hypergraph $H = (V, E)$, called the graph orientation problem.

As an example consider a multi-national medical company that needs a certain product (say, chemical ingredient, medicine or vaccine) for its operation in each country. The particular products that are available in each country are different due to different approval mechanisms. The task is to find the best product for each country, that is, the best among the approved ones. The quality itself is independent of the country and can be determined by extensive tests in a lab (queries). The set of products available in one country corresponds to a hyperedge, and the problem of identifying the best product in each country is the hypergraph orientation problem.

Our contribution. Our main result (Section 3) is an algorithm for the graph orientation problem with competitive ratio $\frac{1}{2}(\alpha + \sqrt{8 - \alpha(4 - \alpha)})$, assuming we have an $\alpha$-approximation for the vertex cover problem (which we need to solve on an induced subgraph of the given

---

1 We assume the distribution is given in such a way that $\mathbb{P}[w_v \in (a, b)]$ can be computed in polynomial time for every $v \in V, a, b \in \mathbb{R}$. For all our algorithms it suffices to be given a probability matrix: rows correspond to vertices $v$; columns to elementary intervals $(t_i, t_{i+1})$, and entries to $\mathbb{P}[w_v \in (t_i, t_{i+1})]$, where $t_1, \ldots, t_{2|V|}$ represent the sorted elements of $\{\ell_v, r_v|v \in V\}$. 
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This factor is always between \( \phi \approx 1.618 \) (for \( \alpha = 1 \)) and 2 (for \( \alpha = 2 \)). We show that, for the special cases of directing \( O(\log |V|) \) hyperedges and sorting \( O(1) \) sets, the algorithm can be applied with \( \alpha = 1 \) in polynomial running time. The algorithm has a preprocessing phase in two steps. First, we compute the probability that a vertex is mandatory, i.e., that it is part of any feasible solution, and we query all vertices with probability over a certain threshold. The second step uses a LP relaxation of the vertex cover problem to select some further vertices to query. Next, we compute an \( \alpha \)-approximation of the vertex cover on a subgraph induced by the preprocessing, and we query the vertices in the given solution. The algorithm finishes with a postprocessing that only queries mandatory intervals. For the analysis, we show two main facts: (1) the expected optimal solution can be bounded by the expected optimal solutions for the subproblems induced by a partition of the vertices; (2) for the subproblem on which we compute a vertex cover, the expected optimal solution can be bounded by applying the König-Egerváry theorem \[51\] on a particular bipartite graph, in case of uniform costs. When given arbitrary query costs, we utilize a technique of splitting the vertices in order to obtain a collection of disjoint stars with obvious vertex covers that imply a bound on the expected optimum.

We further show how to generalize the algorithm to hypergraphs. Unfortunately in this case it is \#P-hard to compute the probability of a vertex being mandatory, but we can approximate it by sampling. This yields a randomized algorithm that attains, with high probability, a competitive ratio arbitrarily close to the expression given above for graphs. Here, we need to solve the vertex cover problem on an induced subgraph of an auxiliary graph that contains, for each hyperedge of the given hypergraph, all edges between the node with the leftmost interval and the nodes whose intervals intersect that interval.

We also consider a natural alternative algorithm (Section 4) that starts with a particular vertex cover solution followed by adaptively querying remaining vertices. We prove a competitive ratio of \( 4/3 \) on special cases, namely, for bipartite graphs with arbitrary cost and for a single hyperedge with uniform costs, and complement this by matching lower bounds.

**Related work.** Graph orientation problems are fundamental in the area of graph theory and combinatorial optimization. In general, graph orientation refers to the task of giving an orientation to edges in an undirected graph such that some given requirement is met. Different types of requirements have been investigated. While Robbins \[49\] initiated research on connectivity and reachability requirements already in the 1930s, most work is concerned with degree-constraints; cf. overviews given by Schrijver \[51, Chap. 61\] and Frank \[28, Chap. 9\].

Our requirement, orienting each edge towards its node with minimum weight, becomes challenging when there is uncertainty in the node weights. While there are different ways of modeling uncertainty in the input data, the model of explorability uncertainty was introduced by Kahan \[39\]. He considers the task of identifying the minimum element in a set of uncertainty intervals, which is equivalent to orienting a single hyperedge. Unlike in our model, no distributional information is known, and an adversary can choose weights in a worst-case manner from the intervals. Kahan \[39\] shows that querying the intervals in order of non-decreasing left endpoints requires at most one more query than the optimal query set, thus giving a competitive ratio of 2. Further, he shows that this is best possible in the adversarial model.

Subsequent work addresses finding the \( k \)-th smallest value in a set of uncertainty intervals \[26,36\], caching problems \[48\], computing a function value \[40\], and classical combinatorial optimization problems, such as shortest path \[25\], knapsack \[30\], scheduling problems \[2,3,20\], minimum spanning tree and matroids \[21,24,27,44,45\]. Recent work on sorting elements of a
single or multiple non-disjoint sets is particularly relevant as it is a special case of the graph orientation problem \cite{23,37}. For sorting a single set in the adversarial explorable uncertainty model, there is a 2-competitive algorithm and it is best possible, even for arbitrary query costs \cite{37}. The competitive ratio can be improved to 1.5 for uniform query cost by using randomization \cite{37}. Algorithms with limited adaptivity have been proposed in \cite{22}.

Although the adversarial model is arguably pessimistic and real-world applications often come with some distributional information, surprisingly little is known on stochastic variants of explorable uncertainty. The only previous work we are aware of is by Chaplick et al. \cite{15}, in which they studied stochastic uncertainty for the problem of sorting a given set of uncertain elements, and for the problem of determining the minimum element in a given set of uncertain elements. They showed that the optimal decision tree (i.e., an algorithm that minimizes the expected query cost among all algorithms) for a given instance of the sorting problem can be computed in polynomial time. For the minimum problem, they leave open whether an optimal decision tree can be determined in polynomial time, but give a 1.5-competitive algorithm and an algorithm that guarantees a bound slightly smaller than 1.5 on the expectation of the ratio between the query cost of the algorithm and the optimal query cost. The problem of scheduling with testing \cite{11} is also in the spirit of stochastic explorable uncertainty but less relevant here.

There are many other stochastic problems that take exploration cost into account. Some of the earliest work has studied multi-armed bandits \cite{14,29,53} and Weitzman's Pandora's box problem \cite{54}, which are prime examples for analyzing the tradeoff between the cost for exploration and the benefit from exploiting gained information. More recently, query-variants of combinatorial optimization problems received some attention, in general \cite{32,52}, and for specific problems such as stochastic knapsack \cite{19,42}, orienteering \cite{7,33}, matching \cite{5,6,11,12,16}, and probing problems \cite{1,34,35}. Typically such work employs a query-commit model, meaning that queried elements must be part of the solution, or solution elements are required to be queried. These are quite strong requirements that lead to a different flavor of the cost-benefit tradeoff.

Research involving queries to identify particular graph structures or elements, or queries to verify certain properties, can be found in various flavors. A well-studied problem class is property testing \cite{31}, and there are many more, see e.g., \cite{4,10,17,43,47,50}. Without describing such problems in detail, we emphasize a fundamental difference to our work. Typically, in these query models, the bounds on the number of queries made by an algorithm are absolute numbers, i.e., given as a function of the input size, but independent of the input graph itself and without any comparison to the minimum number of queries needed for the given graph.

## 2 Definitions and preliminary results

The hypergraph orientation problem and the graph orientation problem have already been defined in Section 1. In this section we first give additional definitions and discuss how we measure the performance of an algorithm. Then we introduce the concept of mandatory vertices and show how the probability for a vertex to be mandatory can be computed or at least approximated efficiently. We also give a lower bound showing that no algorithm can achieve competitive ratio better than \(\frac{4}{3}\). Next, based on the concept of witness sets, we define the vertex cover instance associated with an instance of our problem and define a class of vertex cover-based algorithms, which includes all the algorithms we propose in this paper. Finally, we characterize the optimal query set for each realization and give lower bounds on
the expected optimal query cost, which we will use later in the analysis of our algorithms.

Definitions. To measure the performance of an algorithm, we compare the expected cost of the queries it makes to the expected optimal query cost. Formally, given a realization of the values, we call feasible query set a set of vertices to be queried that permits one to identify the minimum-weight vertex in every hyperedge. Note that a query set is feasible if, for each hyperedge, it either queries the node \( v \) with minimum weight \( w_v \) and all other nodes whose intervals contain \( w_v \), or it does not query the node \( v \) with minimum weight but queries all nodes whose interval overlaps \( I_v \), and in addition the precise weights of all those intervals lie to the right of \( I_v \). An optimal query set is a feasible query set of minimum query cost. We denote by \( \mathbb{E}[\text{OPT}] \) the expected query cost of an optimal query set. Similarly, we denote by \( \mathbb{E}[A] \) the expected query cost of the query set queried by an algorithm \( A \). The supremum of \( \mathbb{E}[A]/\mathbb{E}[\text{OPT}] \), over all instances of the problem, is called the competitive ratio of \( A \). Alternatively, one could compare \( \mathbb{E}[A] \) against the cost \( \mathbb{E}[A^*] \) of an optimal adaptive algorithm \( A^* \). However, in explorable uncertainty, it is standard to compare against the optimal query set, and, since \( \mathbb{E}[\text{OPT}] \) is a lower bound on \( \mathbb{E}[A^*] \), all our algorithmic results translate to this alternative setting.

Let \( F \in E \) be a hyperedge consisting of vertices \( v_1,\ldots,v_k \), indexed in order of non-decreasing left endpoints of the intervals, i.e., \( \ell_{v_1} \leq \ldots \leq \ell_{v_k} \). We call \( v_1 \) the leftmost vertex of \( F \). We can assume that \( I_{v_i} \cap I_{v_i} \neq \emptyset \) for all \( 2 \leq i \leq k \), because otherwise the vertex \( v_i \) could be removed from the hyperedge \( F \). For the special case of graphs, this means that we assume \( I_u \cap I_v \neq \emptyset \) for each \( \{u,v\} \in E \), since otherwise we could simply remove the edge.

Mandatory vertices, probability to be mandatory. A vertex \( v \) is called mandatory if it belongs to every feasible query set for the given realization. For example, if for some edge \( \{u,v\} \), vertex \( u \) has already been queried and its value \( w_u \) belongs to the interval \( I_v \), then \( v \) is known to be mandatory. The following lemma was shown in [23] and fully characterizes mandatory vertices.

Lemma 2.1. A vertex \( v \in V \) is mandatory if and only if there is a hyperedge \( F \in E \) with \( v \in F \) such that either (i) \( v \) is a minimum-weight vertex of \( F \) and \( w_u \in I_v \) for some \( u \in F \setminus \{v\} \), or (ii) \( v \) is not a minimum-weight vertex of \( F \) and \( w_u \in I_v \) for the minimum-weight vertex \( u \) of \( F \).

For a hyperedge \( F = \{v_1,\ldots,v_k\} \), where the vertices are again indexed by non-decreasing left endpoints, it was shown in [15] Section 3] that, if \( I_{v_i} \subseteq I_{v_1} \) for some \( 2 \leq i \leq k \), then \( v_1 \) is mandatory for every realization. Thus, every algorithm can iteratively query all such elements in a preprocessing step, without worsening the competitive ratio. In the remainder of the paper, we assume w.l.o.g. that the instance under consideration is already preprocessed.

Similarly, if a hyperedge contains vertices \( u,v \) such that \( v \) has not been queried yet and is the leftmost vertex, while a query of \( u \) has revealed that \( w_u \in I_v \), then it follows from Lemma 2.1 that \( v \) is mandatory for every realization of the unqueried vertices. The final stage of our algorithms will consist of querying mandatory vertices that are identified by this criterion, until the instance is solved.

We denote by \( p_v \) the probability that a vertex \( v \) is mandatory. Querying vertices \( v \in V \) that have a high probability \( p_v \) is a key element of our algorithms. For graphs, \( p_v \) is easy to compute as, by Lemma 2.1, \( v \) is mandatory iff \( w_u \in I_v \) for some neighbor vertex \( u \). Hence, \( p_v = 1 - \prod_{u \in \partial(v), \langle u,v \rangle \in E} \mathbb{P}[w_u \notin I_v] \). For hypergraphs, however, we can show that the computation of \( p_v \) is \( \#P \)-hard, even if all hyperedges have size 3 (see Appendix A.2). Luckily...
it is not difficult to get a good estimate of the probabilities to be mandatory for hypergraphs using sampling.

Lemma 2.2. There is a polynomial-time randomized algorithm that, given a hypergraph \( H = (V, E) \), a vertex \( v \in V \), and parameters \( \epsilon, \delta \in (0, 1) \), produces a value \( y \) such that \( |y - p_v| \geq \epsilon \) with probability at most \( \delta \). Its time complexity is \( O(|V| \ln(1/\delta)/\epsilon^2) \).

General lower bound. We have the following lower bound.

Theorem 2.3. Every algorithm for the graph orientation problem has competitive ratio at least \( \frac{4}{3} \), even for uniform query costs and even if no restriction on the running time of the algorithm is imposed.

Proof. Consider three vertices \( x, y, z \), with \( I_x = (0, 2) \) and \( I_y = I_z = (1, 3) \), and uniform query costs \( c_x = c_y = c_z = 1 \). The only edges are \( \{x, y\} \) and \( \{x, z\} \). The probabilities are such that \( \Pr[w_x \in (1, 2)] = \frac{1}{4} \) and \( \Pr[w_y \in (1, 2)] = \Pr[w_z \in (1, 2)] = \epsilon \), for some \( 0 < \epsilon \ll \frac{1}{2} \); see Figure 1. If \( w_x \in (0, 1] \), which happens with probability \( \frac{1}{2} \), querying \( x \) is enough. If \( w_x \in (1, 2) \) and \( w_y, w_z \in [2, 3) \), which happens with probability \( \frac{1}{2}(1 - \epsilon)^2 \), querying \( y \) and \( z \) is enough. Otherwise, all three vertices must be queried. We have

\[
\mathbb{E}[\text{OPT}] = \frac{1}{2} \cdot 1 + \frac{1}{2}(1 - \epsilon)^2 \cdot 2 + \frac{1}{2} \left(1 - (1 - \epsilon)^2\right) \cdot 3 = 2 - \frac{(1 - \epsilon)^2}{2},
\]

which tends to \( \frac{2}{3} \) as \( \epsilon \) approaches 0. Since \( y \) and \( z \) are identical and we can assume that an algorithm always queries first a vertex that it knows to be mandatory (if there is one), we only have three possible decision trees to consider:

1. First query \( x \); if \( w_x \in (1, 2) \), then query \( y \) and \( z \). The expected query cost is 2.
2. First query \( y \). If \( w_y \in (1, 2) \), then query \( x \), and query \( z \) if \( w_x \in (1, 2) \). If \( w_y \in [2, 3) \), then query \( z \), and query \( x \) if \( w_x \in (1, 2) \). The expected query cost is \( 1 + \frac{3}{2} \epsilon + (1 - \epsilon)(1 + \epsilon) \), which tends to 2 as \( \epsilon \) approaches 0.
3. First query \( y \). Whatever happens, query \( x \), then query \( z \) if \( w_x \in (1, 2) \). The expected query cost is \( \frac{2}{3} \), so this is never better than the previous options.

With either choice (even randomized), the competitive ratio tends to at least \( \frac{4}{3} \) as \( \epsilon \to 0 \).

This lower bound can be adapted for a single hyperedge \( \{x, y, z\} \). For arbitrary query costs, it works even for a single edge \( \{x, y\} \), by taking \( c_x = 1 \) and \( c_y = 2 \).

Witness sets, vertex cover instance, vertex cover-based algorithms. Another key concept of our algorithms is to exploit witness sets \([13, 24]\). A subset \( W \subseteq V \) is a witness set if \( W \cap Q \neq \emptyset \) for all feasible query sets \( Q \). The following lemma was shown in \([39]\).

Lemma 2.4. Let \( F = \{v_1, \ldots, v_k\} \) be a hyperedge, and let \( v_1 \) be the leftmost vertex of \( F \). Then \( \{v_1, v_i\} \) is a witness set for each \( 2 \leq i \leq k \).
The lemma implies that one can obtain a 2-competitive algorithm in the adversarial model for the hyperedge orientation problem: For uniform query costs, it suffices to repeatedly query witness sets of size 2 until the instance is solved, by a standard witness set argument \cite{24}. For arbitrary query costs, this approach can be combined with the local ratio technique \cite{8} to obtain the same competitive ratio (in a similar way as done in \cite{37} for the sorting problem). Our goal is to achieve better competitive ratios in the stochastic setting. Motivated by Lemma \ref{lem:2.4}, we can now define the vertex cover instance.

\begin{definition}
\textit{Given a hypergraph }$H = (V, E)$\textit{, the vertex cover instance of }$H$\textit{ is the graph }$\bar{G} = (V, \bar{E})$\textit{ with }$\{v, u\} \in \bar{E}$\textit{ if and only if there is a hyperedge }$F \in E$\textit{ such that }$v, u \in F$, $v$\textit{ is leftmost in }$F$\textit{ and }$I_v \cap I_u \neq \emptyset$. For the special case of a graph }$G$\textit{ instead of a hypergraph }$H$, $\bar{G}$\textit{, it holds that }$\bar{G} = G$.
\end{definition}

Since each edge of the vertex cover instance $\bar{G}$ is a witness set by Lemma \ref{lem:2.4}, we can observe that each feasible query set $Q$ is a vertex cover of $\bar{G}$. Using the vertex cover instance, we can define a class of algorithms for the hypergraph orientation problem as follows: An algorithm is vertex cover-based if it implements the following pattern:

1. Non-adaptively query a vertex cover $VC$ of $\bar{G}$;
2. Iteratively query mandatory vertices until the minimum-weight vertex of each hyperedge is known: For each hyperedge $F \in E$ for which the minimum weight is still unknown, query the vertices in order of left endpoints until the minimum weight is found. By definition of the second step, each vertex cover-based algorithm clearly orients each hyperedge. Furthermore, Lemma \ref{lem:2.4} implies that each vertex queried in the last step is indeed mandatory for all realizations that are consistent with the currently known information, i.e., the weights of the previously queried vertices. For graphs, this is easy to see, and for hypergraphs, this can be shown as follows: For a hyperedge $F$ that isn’t solved after the first step and has leftmost vertex $v$ initially, the vertex cover $VC$ has queried $v$ or all other vertices of $F$. In the latter case, $v$ is the only unqueried vertex of $F$ and $I_v \cap I_u \neq \emptyset$. For the special case of a graph $G$ instead of a hypergraph $H$, it holds that $\bar{G} = G$.

All the algorithms we propose in this paper are vertex cover-based. We have the following lower bounds for vertex cover-based algorithms.

\begin{theorem}
No vertex cover-based algorithm has competitive ratio better than $\frac{3}{2}$ for the hypergraph orientation problem. This result holds even in the following special cases:
1. The graph has only a single hyperedge but the query costs are not uniform.
2. The query costs are uniform and the vertex cover instance $\bar{G}$ is bipartite.
3. The instance is a non-bipartite graph orientation instance with uniform query costs.
\end{theorem}

We remark that the second step of vertex cover-based algorithms must be adaptive: In Appendix \ref{sec:app}, we show that any algorithm consisting of two non-adaptive stages cannot have competitive ratio $o(\log n)$, even for a single hyperedge with $n$ vertices and uniform query costs.

\begin{bounds}
Let $R$ be the set of all possible realizations and let $OPT(R)$ for $R \in R$ be the optimal query cost for realization $R$. As each feasible query set $Q$ must include a vertex cover of $\bar{G}$, the minimum weight of a vertex cover of $\bar{G}$ (using the query costs as weights) is a lower bound on the optimal query cost for each realization and, thus, on $E[OPT]$.
\end{bounds}
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This observation in combination with Lemma 2.1 also gives us a way to identify an optimal query set for a fixed realization, by using the knowledge of the exact vertex weights.

**Observation 2.7.** For a fixed realization $R$ of an instance of the hypergraph orientation problem, let $M$ be the set of vertices that are mandatory (cf. Lemma 2.1), and let $VC_M$ be a minimum-weight vertex cover of $\overline{G}[V \setminus M]$. Then $M \cup VC_M$ is an optimal query set for realization $R$.

Computing $\text{OPT}(R)$ for a fixed and known realization $R$ is NP-hard [23]. This extends to the hypergraph orientation problem and the computation of $\mathbb{E}[\text{OPT}]$: We can reduce from the problem of computing $\text{OPT}(R)$ by concentrating the probability mass of all intervals onto the weights in realization $R$. The reduction of [23] in combination with [18] also implies APX-hardness.

To analyze the performance of our algorithms, we compare the expected cost of the algorithms to the expected cost of the optimal solution. By Observation 2.7, $c(M) + c(VC_M)$ is the minimum query cost for a fixed realization $R$, where $M \subseteq V$ is the set of mandatory elements in the realization and $VC_M$ is a minimum-weight vertex cover for the subgraph $\overline{G}[V \setminus M]$ of the vertex cover instance $\overline{G} = (V, \overline{E})$ induced by $V \setminus M$. Thus, the optimal solution for a fixed realization is completely characterized by the set of mandatory elements in the realization. Using this, we can characterize $\mathbb{E}[\text{OPT}]$ as $\mathbb{E}[\text{OPT}] = \sum_{M \subseteq V} p(M) \cdot c(M) + \sum_{M \subseteq V} p(M) \cdot c(VC_M)$, where $p(M)$ denotes the probability that $M$ is the set of mandatory elements. It follows that $\sum_{M \subseteq V} p(M) \cdot c(M) = \sum_{v \in V} p_v \cdot c(v)$, since both terms describe the expected cost for querying mandatory elements, which leads to the following characterization of $\mathbb{E}[\text{OPT}]$:

$$
\mathbb{E}[\text{OPT}] = \sum_{v \in V} p_v \cdot c_v + \sum_{M \subseteq V} p(M) \cdot c(VC_M).
$$

A key technique for our analysis is lower bounding $\mathbb{E}[\text{OPT}]$ by partitioning the optimal solution into subproblems and discarding dependencies between elements in different subproblems.

**Definition 2.8.** For a realization $R$ and any subset $S \subseteq V$, let $\text{OPT}_S = \min_{Q \in \mathcal{Q}} c(Q \cap S)$, where $\mathcal{Q}$ is the set of all feasible query sets for realization $R$.

**Lemma 2.9.** Let $S_1, \ldots, S_k$ be a partition of $V$. Then $\mathbb{E}[\text{OPT}] \geq \sum_{i=1}^k \mathbb{E}[\text{OPT}_{S_i}]$.

**Proof.** We start the proof by characterizing $\mathbb{E}[\text{OPT}_{S_i}]$ for each $i \in \{1, \ldots, k\}$. Let $R \in \mathcal{R}$ be a realization in which $M$ is the set of mandatory elements. Then $\text{OPT}_{S_i}$ needs to contain all mandatory elements of $S_i$, and resolve all remaining dependencies between vertices of $S_i$, i.e., query a minimum-weight vertex cover $VC_{M_i}^{S_i}$ for the subgraph $\overline{G}[S_i \setminus M]$. Thus, it follows

$$
\mathbb{E}[\text{OPT}_{S_i}] = \sum_{v \in S_i} p_v \cdot c_v + \sum_{M \subseteq V} p(M) \cdot c(VC_{M_i}^{S_i}).
$$

(1)

By summing Equation (1) over all $i \in \{1, \ldots, k\}$, we obtain the lemma:

$$
\sum_{i=1}^k \mathbb{E}[\text{OPT}_{S_i}] = \sum_{v \in V} p_v \cdot c_v + \sum_{M \subseteq V} p(M) \cdot c(VC_{M}^{S_i})
= \sum_{v \in V} p_v \cdot c_v + \sum_{M \subseteq V} p(M) \cdot \left( \sum_{i=1}^k c(VC_{M_i}^{S_i}) \right)
\leq \sum_{v \in V} p_v \cdot c_v + \sum_{M \subseteq V} p(M) \cdot c(VC_M) = \mathbb{E}[\text{OPT}],
$$
where the second equality follows from $S_1, \ldots, S_k$ being a partition. The inequality follows from $\sum_{i=1}^{k} c(V_{CM}^i)$ being the cost of a minimum weighted vertex cover for a subgraph of $G[V \setminus M]$, while $c(V_{CM})$ is the minimum cost for a vertex cover of the whole graph. ▶

For the case of arbitrary query costs, we will sometimes need to partition $V$ in such a way that a vertex $v$ can be split into fractions that are in different parts of the partition. We view each fraction as a copy of $v$, and the split is done in such a way that the query costs of all copies of $v$ add up to $c_v$. Further, the probability distribution for being mandatory in the resulting instance is such that either all copies of $v$ are mandatory or none of them is, and the former happens with probability $p_v$. (A detailed discussion of this process can be found in Appendix A.6.) We refer to the application of this operation to a vertex as a vertex split and note that it can be applied repeatedly.

▶ Observation 2.10. Let $OPT'$ be the optimal solution for an instance that is created by iteratively executing vertex splits. Then, $E[OPT'] = E[OPT]$. Furthermore, Lemma 2.9 also applies to $E[OPT']$ and the modified instance.

3 A threshold algorithm for orienting hypergraphs

We present an algorithm for orienting graphs and its generalization to hypergraphs.

3.1 Orienting graphs

We consider the graph orientation problem. As a subproblem, we solve a vertex cover problem. This problem is NP-hard and 2-approximation algorithms are known [55]. For several special graph classes, there are improved algorithms [38]. Using an $\alpha$-approximation as a black box, we give a competitive ratio between $\phi \approx 1.618 (\alpha = 1)$ and 2 ($\alpha = 2$) as a function depending on $\alpha$. Appendix B contains a figure showing the competitive ratio in dependence on $\alpha$.

| Algorithm 1 | Threshold |
|-------------|-----------|
| **Input:** Instance $G = (V, E)$, $p_v$ for each $v \in V$, parameter $d \in [0, 1]$, and an $\alpha$-approximation black box for the vertex cover problem |
| 1 Let $M = \{v \in V \mid p_v \geq d\}$; |
| 2 Solve $\text{LP}$ for $G[V \setminus M]$ and let $x^*$ be an optimal basic feasible solution; |
| 3 Let $V_1 = \{v \in V \mid x_v^* = 1\}$ and similarly $V_{1/2}, V_0$; |
| 4 Use the $\alpha$-approximation black box to approximate a vertex cover $VC'$ for $G[V_{1/2}]$; |
| 5 Query $Q = M \cup V_1 \cup VC'$; /* $Q$ is a vertex cover */ |
| 6 Query the mandatory elements of $V \setminus Q$; |

Algorithm 1 is parameterized by a threshold $d \in [0, 1]$, which is optimized depending on the approximation ratio $\alpha$ of the chosen vertex cover procedure. The algorithm executes a preprocessing of the vertex cover instance by using the following classical LP relaxation, for which each optimal basic feasible solution is half-integral [46]:

$$
\begin{align*}
\text{min} & \quad \sum_{v \in V} c_v \cdot x_v \\
\text{s.t.} & \quad x_v + x_u \geq 1 \quad \forall \{u, v\} \in E \\
& \quad x_v \geq 0 \quad \forall v \in V
\end{align*}
$$

(LP)
Orienting (hyper)graphs under explorable stochastic uncertainty

Theorem 3.1. Given an $\alpha$-approximation with $1 \leq \alpha \leq 2$ for the vertex cover problem (on the induced subgraph $G[V_{1/2}]$, see Line 4), threshold with parameter $d$ achieves a competitive ratio of $\max\{\frac{1}{2}, \alpha + (2 - \alpha) \cdot d\}$ for the graph orientation problem. Optimizing $d$ yields a competitive ratio of $\frac{1}{2}(\alpha + \sqrt{8 - \alpha(4 - \alpha)})$.

Proof. Here, we show the result for uniform query costs. The generalization to arbitrary query costs requires an additional technical step involving vertex splitting and is discussed in Appendix B.3. Since $Q$ is a vertex cover for $G$, querying it in Line 5 and resolving all remaining dependencies in Line 6 clearly solves the graph orientation problem. Note that $V \setminus Q$ is an independent set in $G$, and thus the nodes in $V \setminus Q$ can only be made mandatory by the results of the queries to $Q$. Hence, it is known after Line 5 which nodes in $V \setminus Q$ are mandatory, and they can be queried in Line 6 in arbitrary order (or in parallel).

We continue by showing the competitive ratio of $\max\{\frac{1}{2}, \alpha + (2 - \alpha) \cdot d\}$. Algebraic transformations show that the optimal choice for the threshold is $d(\alpha) = 2/(\alpha + \sqrt{8 - \alpha(4 - \alpha)})$. The desired competitive ratio for threshold with $d = d(\alpha)$ follows.

The algorithm queries set $Q$ and all other vertices only if they are mandatory, hence

$$\mathbb{E}[ALG] = |Q| + \sum_{v \in V \setminus Q} p_v = |M| + |V_1| + |VC'| + \sum_{v \in V_0} p_v + \sum_{v \in V_1 \setminus V_0} p_v.$$  

(2)

The expected optimal cost can be lower bounded by partitioning and Lemma 2.9:

$$\mathbb{E}[OPT] \geq \mathbb{E}[OPT_M] + \mathbb{E}[OPT_{V_1 \cup V_0}] + \mathbb{E}[OPT_{V_{1/2}}].$$  

(3)

In the remainder we compare $\mathbb{E}[ALG]$ with $\mathbb{E}[OPT]$ component-wise.

We can lower bound $\mathbb{E}[OPT_M]$ by $\sum_{v \in M} p_v$ using Equation 1. By definition of $M$, it holds that $\mathbb{E}[OPT_M] \geq \sum_{v \in M} p_v \geq d \cdot |M|$. Thus,

$$|M| \leq \frac{1}{d} \cdot \mathbb{E}[OPT_M].$$  

(4)

Next, we compare $|V_1| + \sum_{v \in V_0} p_v$ with $\mathbb{E}[OPT_{V_1 \cup V_0}]$. For this purpose, let $G[V_1 \cup V_0]$ be the subgraph of $G$ induced by $V_1 \cup V_0$, and let $G'[V_1 \cup V_0]$ be the bipartite graph that is created by removing all edges between elements of $V_1$ from $G[V_1 \cup V_0]$. It follows from similar arguments as in [46] Theorem 2 that $V_1$ is a minimum vertex cover of $G'[V_1 \cup V_0]$. (See Appendix B.1.) This allows us to apply the famous König-Egerváry theorem [51]. By the latter there is a matching $h$ mapping each $v \in V_1$ to a distinct $h(v) \in V_0$ with $\{v, h(v)\} \in E$. Denoting $S = \{h(v) | v \in V_1\}$, we can infer

$$\mathbb{E}[OPT_{V_1 \cup V_0}] \geq \mathbb{E}[OPT_{V_1 \cup S}] + \mathbb{E}[OPT_{V_0 \setminus S}].$$

Any feasible solution must query at least one endpoint of all edges of the form $\{v, h(v)\}$. This implies $\mathbb{E}[OPT_{V_1 \cup S}] \geq |V_1|$. Since additionally $p_{h(v)} \leq d$ for each $h(v) \in S$, we get

$$\sum_{v \in V_1} \left(1 + p_{h(v)}\right) \leq (1 + d) \cdot |V_1| \leq (1 + d) \cdot \mathbb{E}[OPT_{V_1 \cup S}].$$  

(5)

By lower bounding $\mathbb{E}[OPT_{V_0 \setminus S}]$ with $\sum_{v \in V_0 \setminus S} p_v$ and using (5), we get

$$|V_1| + \sum_{v \in V_0} p_v = \sum_{v \in V_1} \left(1 + p_{h(v)}\right) + \sum_{v \in V_0 \setminus S} p_v \leq (1 + d) \cdot \mathbb{E}[OPT_{V_1 \cup S}] + \mathbb{E}[OPT_{V_0 \setminus S}] \leq (1 + d) \cdot \mathbb{E}[OPT_{V_1 \cup V_0}].$$  

(6)

Finally, consider the term $|VC'| + \sum_{v \in V_{1/2} \setminus VC'} p_v$. Let $VC^*$ be a minimum cardinality vertex cover for $G[V_{1/2}]$. Then, it holds $|VC^*| \geq \frac{1}{2} \cdot |V_{1/2}|$. This is, because in the optimal
The induced subgraph would need to know in advance the specialized graph class on which we want to solve this subproblem. In some cases, we can benefit from optimal or approximation algorithms, e.g., Threshold executes the LP relaxation-based preprocessing before applying the α-approximation.

Now, the expected cost of the algorithm for the subgraph $G[V_{1/2}]$ is $|VC'| + \sum_{v \in I'} p_v \leq |VC'| + d \cdot |I'|$ with $I' = V_{1/2} \setminus VC'$. Since $|VC'| \geq |VC^*| \geq \frac{1}{2} |V_{1/2}|$, there is a tradeoff between the quality of $|VC'|$ and the additional cost of $d \cdot |I'|$. If $|VC'|$ is close to $\frac{1}{2} |V_{1/2}|$, then it is close to $|VC^*|$ but, on the other hand, $|I'|$ then is close to $\frac{1}{2} |V_{1/2}|$, which means that the additional cost $d \cdot |I'|$ is high. Vice versa, if the cost for $|VC'|$ is high because it is larger than $\frac{1}{2} |V_{1/2}|$, then $|I'|$ is close to zero and the additional cost $d \cdot |I'|$ is low. We exploit this tradeoff and upper bound $\frac{|VC'| + d \cdot |I'|}{|VC^*|}$ in terms of the approximation factor α of the vertex cover approximation. Assume that the approximation factor α is tight, i.e., $|VC'| = \alpha \cdot |VC^*|$. Since $d \leq 1$, this is the worst case for the ratio $\frac{|VC'| + d \cdot |I'|}{|VC^*|}$. (In other words, if the approximation factor was not tight, we could replace α by the approximation factor that is actually achieved and carry out the following calculations with that smaller value of α instead, yielding an even better bound.) Using $|VC'| = \alpha \cdot |VC^*|$ and $|VC^*| \geq \frac{1}{2} |V_{1/2}|$, we can derive

$$|I'| = |V_{1/2}| - |VC'| = |V_{1/2}| - \alpha \cdot |VC^*| \leq (2 - \alpha) \cdot |VC^*|.$$ 

For the cost of the algorithm for subgraph $G[V_{1/2}]$, we get

$$|VC'| + d \cdot |I'| \leq \alpha \cdot (2 - \alpha) \cdot |VC^*| = (\alpha + (2 - \alpha) \cdot d) \cdot |VC^*|.$$ 

Since $|VC^*| \leq \mathbb{E}[OPT_{V_{1/2}}]$, we get

$$|VC'| + d \cdot |I'| \leq (\alpha + (2 - \alpha) \cdot d) \cdot \mathbb{E}[OPT_{V_{1/2}}]. \quad (7)$$

Combining Equations (2), (4), (6) and (7), we can upper bound the cost of the algorithm:

$$\mathbb{E}[ALG] = |M| + |V_1| + \sum_{v \in V_0} p_v + |VC'| + \sum_{v \in V_{1/2} \setminus VC^*} p_v \leq \frac{1}{d} \cdot \mathbb{E}[OPT_M] + (1 + d) \cdot \mathbb{E}[OPT_{V_{1/2} \cup V_0}] + (\alpha + (2 - \alpha) \cdot d)) \mathbb{E}[OPT_{V_{1/2}}] 
\leq \max \left\{ \frac{1}{d}, (1 + d), (\alpha + (2 - \alpha) \cdot d) \right\} \cdot \mathbb{E}[OPT],$$

where the last inequality follows from the lower bound on $OPT$ in (3). Observe that for any $d \in [0, 1]$ and $\alpha \in [1, 2]$, it holds that $(\alpha + (2 - \alpha) \cdot d) \geq (1 + d)$. We conclude with $\mathbb{E}[ALG] \leq \max \left\{ \frac{1}{d}, (\alpha + (2 - \alpha) \cdot d) \right\} \cdot \mathbb{E}[OPT]$, which implies the theorem. ▷

In Appendix B.2, we show that the analysis of Threshold is tight. To benefit from a better approximation factor than $\alpha = 2$ for solving the minimum vertex cover problem, we would need to know in advance the specialized graph class on which we want to solve this subproblem. In some cases, we can benefit from optimal or approximation algorithms, e.g., using Threshold with the PTAS for planar graphs [9] allows us to achieve a competitive ratio of at most $1.618 + \epsilon$, for any $\epsilon > 0$, if the input graph is planar.

### 3.2 Orienting hypergraphs

**Theorem 3.2.** Given an α-approximation with $1 \leq \alpha \leq 2$ for the vertex cover problem (on the induced subgraph $G[V_{1/2}]$ of the vertex cover instance given by Definition 2.5 cf. Line 4),
a modified version of the Threshold algorithm solves the hypergraph orientation problem with arbitrary query costs with competitive ratio

$$R = \frac{1}{2} \left( \alpha + \sqrt{\alpha^2 + 4(2-\alpha)(1+\alpha + (2-\alpha)e^2)} + (4-2\alpha)e \right)$$

with probability at least $1 - \delta$. Its running time is upper bounded by the complexity of the sampling procedure and the vertex cover black box procedure.

**Proof.** The modified algorithm works with the vertex cover instance $\bar{G}$ instead of the given hypergraph $H$, following Definition 2.5. In Line 4 we use $d(\alpha) = 1/R + \epsilon$. In Line 6 we iteratively query mandatory vertices until the instance is solved. In addition, we use a random estimation $Y_v$ of $p_v$, instead of the precise probability, using the procedure described in Lemma 2.2 with parameters $\epsilon$ and $\delta'$ such that $1 - \delta = (1 - \delta')n$. As a result, with probability at least $1 - \delta$ we have that for every vertex $v$, the estimation $Y_v$ has absolute error at most $\epsilon$. In case of this event we obtain the following bound on the cost (which is optimized for the chosen value of $d$), namely $E[ALG] \leq \max\{\frac{1}{2\epsilon}, (1+d+\epsilon), (\alpha + (2-\alpha)(d+\epsilon))\} \cdot E[OPT]$. □

Sorting a set of elements is equivalent to determining, for each pair of elements, which of the two has smaller weight. Hence, the problem of sorting multiple sets of elements with uncertain weights is a special case of the graph orientation problem: For each set to be sorted, the edge set of a complete graph on its elements is added to a graph, and the resulting instance of the graph orientation problem is then equivalent to the given instance of the sorting problem. In Appendix B.4, we show the following theorem.

- **Theorem 3.3.** For the special cases of orienting $O(\log |V|)$ hyperedges and sorting $O(1)$ sets, Threshold can be applied with $\alpha = 1$ in polynomial running time.

## 4 Vertex cover-based algorithms: improved results for special cases

Consider an arbitrary vertex cover-based algorithm ALG. It queries a vertex cover $VC$ in the first stage, and continues with elements of $V \setminus VC$ if they are mandatory. Thus,

$$E[ALG] = c(VC) + \sum_{v \in V \setminus VC} p_v \cdot c_v = \sum_{v \in VC} \left(p_v \cdot c_v + (1-p_v) \cdot c_v\right) + \sum_{v \in V \setminus VC} p_v \cdot c_v$$

$$= \sum_{v \in V} p_v \cdot c_v + \sum_{v \in V \setminus VC} (1-p_v) \cdot c_v.$$ 

Since the first term is independent of $VC$, ALG is the best possible vertex cover-based algorithm if it minimizes $\sum_{v \in VC} (1-p_v) \cdot c_v$. We refer to this algorithm as BestVC.

To implement BestVC, we need the exact value $p_v$, for all $v \in V$, and an optimal algorithm for computing a weighted vertex cover. As mentioned in Section 2 the first problem is #P-hard in hypergraphs (Appendix A.2), but it can be solved exactly in polynomial time for graphs. The weighted vertex cover problem can be solved optimally in polynomial time for bipartite graphs.

In general, BestVC has competitive ratio at least 1.5 (Theorem 2.6). However, we show in the following that it is 4/3-competitive for two special cases. It remains open whether BestVC still outperforms Threshold if the vertex cover is only approximated with a factor $\alpha > 1$. 
4.1 A best possible algorithm for orienting bipartite graphs

Theorem 4.1. BestVC is $\frac{4}{3}$-competitive for the bipartite graph orientation problem.

Proof. In Appendix C.1 we show that BestVC is $\frac{4}{3}$-competitive for the problem of orienting stars if both vertex cover-based algorithms (either querying the leaves or the center first) have the same expected cost. In this proof, we divide the instance into subproblems that fulfill these requirements, and use the result for stars to infer $\frac{4}{3}$-competitiveness for bipartite graphs.

Let $VC$ be a minimum-weight vertex cover (with weights $c_v \cdot (1 - p_v)$) as computed by BestVC in the first phase. By the König-Egerváry theorem (e.g., [11]), there is a function $\pi : E \rightarrow \mathbb{R}$ with $\sum_{(u,v) \in E} \pi(u,v) \leq c_v \cdot (1 - p_v)$ for each $v \in V$. By duality theory, the constraint is tight for each $v \in VC$, and $\pi(u,v) = 0$ holds if both $u$ and $v$ are in $VC$. Thus, we can interpret $\pi$ as a function that distributes the weight of each $v \in VC$ to its neighbors outside of $VC$.

For each $v \in VC$ and $u \in V \setminus VC$, let $\lambda_{u,v} := \frac{\pi(u,v)}{(1 - p_v) c_v}$ denote the fraction of the weight of $u$ that is used by $\pi$ to cover the weight of $v$. Moreover, for $u \in V \setminus VC$, let $\tau_u := 1 - \sum_{(u,v) \in E} \lambda_{u,v}$ be the fraction of the weight of $u$ that is not used by $\pi$ to cover the weight of any $v \in VC$. Then, we can write the expected cost of BestVC as follows:

$$\mathbb{E}[\text{BestVC}] = \sum_{v \in VC} \left( c_v + \sum_{u \in V \setminus VC} p_u \cdot \lambda_{u,v} \cdot c_u \right) + \sum_{u \in V \setminus VC} p_u \cdot \tau_u \cdot c_u. \quad (8)$$

Using Observation 2.10, we compare $\mathbb{E}[\text{BestVC}]$ with the expected optimum $\mathbb{E}[\text{OPT}']$ for an instance $G' = (V', E', c')$ that is created by splitting vertices. We modify the mandatory distribution as in Section 2, which implies $\mathbb{E}[\text{OPT}] = \mathbb{E}[\text{OPT}']$. We add the following copies:

1. For each $v \in VC$, we add a copy $v'$ of $v$ to $V'$ with $c'_{v'} = c_v$.
2. For all $u \in V \setminus VC$ and $v \in VC$ with $\lambda_{u,v} > 0$, we add a copy $u'_v$ of $u$ to $V'$ with $c'_{u'_v} = \lambda_{u,v} \cdot c_u$.
3. For each $u \in V \setminus VC$ with $\tau_u > 0$, we add a copy $u'_v$ of $u$ to $V'$ with $c'_{u'_v} = \tau_u \cdot c_u$.

Let $p'_v$ denote the probability of $v$ being mandatory for instance $G'$. By definition of the vertex split operation, we have $p_v = p'_v$ for each $v \in V$ and each copy $u \in V'$ of $v$. Further, for each $v \in VC$, define $H'_v = \{u'_v \mid u \in V$ with $\lambda_{u,v} > 0\}$. By definition of $H'_v$ and $G'$, all $H'_v$ are pairwise disjoint. Let $H' = \bigcup_{v \in VC} (H'_v \cup \{v'\})$; then we can express $\mathbb{E}[\text{BestVC}]$ as follows:

$$\mathbb{E}[\text{BestVC}] = \sum_{v \in VC} \left( c_v + \sum_{u \in V \setminus VC} p_u \cdot \lambda_{u,v} \cdot c_u \right) + \sum_{u \in V \setminus VC} p_u \cdot \tau_u \cdot c_u$$

$$= \sum_{v \in VC} \left( c'_{v'} + \sum_{u \in H'_v} p'_u \cdot c'_u \right) + \sum_{u \in V \setminus H'} p'_u \cdot c'_u.$$

Similarly, we can lower bound $\mathbb{E}[\text{OPT}']$ using Lemma 2.9

$$\mathbb{E}[\text{OPT}'] \geq \sum_{v \in VC} \mathbb{E}[\text{OPT}^{H'_v \cup \{v'\}}] \geq \sum_{v \in VC} \mathbb{E}[\text{OPT}^{H'_v \cup \{v'\}}] + \sum_{u \in V \setminus H'} p'_u \cdot c'_u. \quad (9)$$

Since the term $\sum_{u \in V \setminus H'} p'_u \cdot c'_u$ shows up in both inequalities, it remains, for each $v \in VC$, to bound $c'_{v'} + \sum_{u \in H'_v} p'_u \cdot c'_u$ in terms of $\mathbb{E}[\text{OPT}^{H'_v \cup \{v'\}}]$. By definition of $H'_v$, we have

$$(1 - p'_v) \cdot c'_v = \sum_{u \in H'_v} (1 - p'_u) \cdot c'_u,$$

which implies

$$c'_{v'} + \sum_{u \in H'_v} p'_u \cdot c'_u = p'_v \cdot c'_{v'} + \sum_{u \in H'_v} c'_u. \quad (10)$$
The value $E[OPT'_{H'_c \cup \{v'\}}]$ corresponds to the expected optimum for the subproblem which considers the subgraph induced by $H'_c \cup \{v'\}$ (which is a star), uses $p'_u$ as the mandatory probability for each $u \in H'_c \cup \{v'\}$, and uses $c'_v$ as the query cost of each $v \in H'_c \cup \{v'\}$. For this subproblem, $c'_v + \sum_{u \in H'_c} p'_u \cdot c'_u$ corresponds to the expected cost of the vertex cover-based algorithm that queries vertex cover $\{v'\}$ in the first stage. Furthermore, $p'_v \cdot c'_v + \sum_{u \in H'_c} c'_u$ corresponds to the expected cost of the vertex-cover based algorithm that queries vertex cover $H'_c$ in the first stage. In summary, we have a star orientation subproblem for which both vertex-cover based algorithms (querying the leaves or the center first) have the same expected cost (cf. Equation (10)). As a major technical step, we show that $\text{BESTVC}$ is $\frac{4}{3}$-competitive for such subproblems, which implies

$$c'_v + \sum_{u \in H'_c} p'_u \cdot c'_u \leq \frac{4}{3} E[OPT'_{H'_c \cup \{v'\}}].$$

A corresponding lemma is proven in Appendix C.1. We remark that the lemma requires $p'_v$ to be independent of each $p'_u$ with $u \in H'_c$; otherwise the subproblem does not correspond to the star orientation problem. As the input graph is bipartite, such independence follows by definition.

Using this inequality and Equation (9), we conclude that $\text{BESTVC}$ is $\frac{4}{3}$-competitive.

$$E[\text{BESTVC}] = \sum_{v \in V_C} \left( c'_v + \sum_{u \in H'_c} p'_u \cdot c'_u \right) + \sum_{u \in V\setminus H'v} p'_u \cdot c'_u 
\leq \frac{4}{3} \cdot \sum_{v \in V_C} E[OPT'_{H'_c \cup \{v'\}}] + \sum_{u \in V\setminus H'v} p'_u \cdot c'_u \leq \frac{4}{3} E[OPT'] = \frac{4}{3} E[OPT] \triangleleft$$

4.2 An almost best possible algorithm for orienting a hyperedge

**Theorem 4.2.** $\text{BESTVC}$ has a competitive ratio at most $\min\{\frac{4}{3}, \frac{n+1}{n}\}$ for the hypergraph orientation problem on a single hyperedge with $n \geq 2$ vertices and uniform query costs. For a hyperedge with only two vertices, the algorithm is $1.207$-competitive.

The proof is in Appendix C.2. Our analysis improves upon a $(n+1)/n$-competitive algorithm by Chaplick et al. [15] in case that the hyperedge has two or three vertices. Moreover, we show that this is near-optimal: It is not hard to show a matching lower bound for two vertices and, due to Theorem 2.3 and the theorem below, this is the best possible for three vertices, and in general the difference between the upper and lower bounds is less than 4%.

**Theorem 4.3.** Any algorithm for orienting a single hyperedge with $n + 1 \geq 2$ vertices has competitive ratio at least $n^2/(n^2 - n + 1)$, even for uniform query costs.

Note that Theorem 4.2 is in contrast to the problem of orienting a hyperedge with arbitrary query costs: In this setting, [15] showed that the algorithm is 1.5-competitive, which matches the corresponding lower bound for vertex cover-based algorithms of Theorem 2.6.

5 Conclusion

In this paper, we present algorithms for the (hyper)graph orientation problem under stochastic explorable uncertainty. It remains open to determine the competitive ratio of $\text{BESTVC}$ for the general (hyper)graph orientation problem, and to investigate how the algorithm
behaves if it has to rely on an \( \alpha \)-approximation to solve the vertex cover subproblem. In this context, one can consider the resulting algorithm as a standalone algorithm, or as a subroutine for \textsc{Threshold}. Our analysis suggests that, to achieve a competitive ratio better than 1.5, algorithms have to employ more adaptivity; exploiting this possibility remains an open problem. Finally, it would be interesting to characterize the vertex cover instances arising in our \textsc{Threshold} algorithm. In addition to the relevance from a combinatorial point of view, such a characterization may allow an improved \( \alpha \)-approximation algorithm for those instances.
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A Appendix for Section 2

A.1 Proof of Lemma 2.1

Lemma 2.1. A vertex \( v \in V \) is mandatory if and only if there is a hyperedge \( F \in E \) with \( v \in F \) such that either (i) \( v \) is a minimum-weight vertex of \( F \) and \( w_v \in I_v \) for some \( u \in F \setminus \{v\} \), or (ii) \( v \) is not a minimum-weight vertex of \( F \) and \( w_u \in I_v \) for the minimum-weight vertex \( u \) of \( F \).

Proof. If \( v \) is a minimum-weight vertex of \( F \) and \( w_u \in I_v \) for another vertex \( u \in F \setminus \{v\} \), then \( F \) cannot be oriented even if we query all vertices in \( F \setminus \{v\} \). If \( v \) is not a minimum-weight vertex of \( F \) and \( w_v \) is the weight of the minimum-weight vertex \( u \) of \( F \), then \( F \) cannot be oriented even if we query all vertices in \( F \setminus \{v\} \), as we cannot prove that \( w_u \leq w_v \).

If \( v \) is a minimum-weight vertex of \( F \), then \( F \setminus \{v\} \) is a feasible query set for orienting \( F \). If \( v \) is not a minimum-weight vertex of \( F \) and does not contain the weight \( w_v \) of a minimum-weight vertex of \( F \), then again \( F \setminus \{v\} \) is a feasible query set for orienting \( F \). If every hyperedge \( F \) that contains \( v \) falls into one of these two cases, then querying all vertices except \( v \) is a feasible query set for the whole instance.

A.2 Proof of \#P-hardness

Theorem A.1. Computing \( p_v \) for a hypergraph \( H = (V, E) \) is \#P-hard, even if all hyperedges have size 3.

Proof. The proof consists of a reduction of the \#P-hard problem of counting the number of vertex covers of a given graph \( G = (V, E) \). We construct the following instance to the hypergraph orientation problem.

Let \( v' \) be a new vertex, which does not belong to \( V \). We construct the hypergraph \( H = (V \cup \{v'\}, E') \), where every edge \( \{u, v\} \in E \) from the original graph corresponds to an edge in \( E' \) of the form \( \{u, v, v'\} \). The value \( w_v \) associated to every vertex \( v \in V \) follows a distribution on the interval \( I_v = (i\varepsilon, 2 + i\varepsilon) \) for an arbitrary \( \varepsilon \) with \( 0 < \varepsilon < 1/\!\!n \), where \( i \) is the rank of \( v \) for some arbitrary fixed ordering of \( V \). The role of the shift by \( \varepsilon \) is to avoid inclusion of the intervals. The distribution on \( I_v \) is constructed such that the variable \( v \) is less than 1 with probability \( 1/2 \) and at least 1 with probability \( 1/2 \). The value associated to vertex \( v' \) belongs to the interval \( [1, 2 + (n + 1)\varepsilon] \).

What is the probability that \( v' \) is mandatory? For every realization of the vertices, it is only crucial which of them have value less than 1. Let \( T \subseteq V \) be the set of the vertices with a value below the threshold 1. Every potential set \( T \) has the same probability \( 1/2^n \).

Now \( v' \) becomes mandatory by a set \( \{u, v, v'\} \) if and only if both values \( w_u, w_v \) are at least 1. This means that \( v' \) is not mandatory if and only if the set \( T \) defined by the realization is a vertex cover for the graph \( G \). In other words the probability that \( v' \) is mandatory equals...
$1 - \ell/2n$, where $\ell$ is the number of vertex covers of $G$. As a consequence, computing this probability is \#P-hard.

A.3 Proof of Lemma 2.2

Lemma 2.2. There is a polynomial-time randomized algorithm that, given a hypergraph $H = (V, E)$, a vertex $v \in V$, and parameters $\epsilon, \delta \in (0, 1)$, produces a value $y$ such that $|y - p_v| \geq \epsilon$ with probability at most $\delta$. Its time complexity is $O(|V| \ln(1/\delta)/\epsilon^2)$.

Proof. The algorithm consists of drawing independently $k = \lceil \ln(2/\delta)/(2\epsilon^2) \rceil$ realizations of the vertex values, and determining for each realization whether $v$ is mandatory by using Lemma 2.1. The output $y$ is the fraction of realizations where this event happened.

For the analysis, let $X_i^v$ be the random variable indicating whether $v$ is mandatory in the $i$-th realization. These variables are independent and have mean $p_v$. Using Hoeffding’s concentration bound we have

$$P\left[\frac{1}{k} \sum_{i=1}^{k} X_i^v - p_v > \epsilon\right] < 2 \exp(-2k\epsilon^2)$$

The choice of $k$ is motivated by the following equivalent inequalities.

$$2 \exp(-2k\epsilon^2) \leq \delta$$

$$-2k\epsilon^2 \leq \ln(\delta/2)$$

$$k \geq \frac{\ln(2/\delta)}{(2\epsilon^2)}.$$  

For the time complexity we observe that verifying if a vertex is mandatory can be done in time $O(|V|^2)$. Its practical implementation makes use of the given probability matrix. Let $t_1, \ldots, t_{2|V|}$ be the sorted elements of $\{\ell_v, r_v | v \in V\}$, defining elementary intervals of the form $(t_i, t_{i+1})$. The given probability matrix specifies for every given vertex $v \in V$ the probability that its weight $w_v$ belongs to a given interval $(t_i, t_{i+1})$. Instead of sampling the actual weights, we only sample the elementary intervals to which they belong. Hence, for a fixed sample, we know for each hyperedge $E$ in which elementary interval $M$ its minimum weight lies. In this setting, the vertices that are mandatory because of $E$ can be determined as follows:

- If at least two weights of vertices in $E$ belong to $M$, then all vertices $v \in E$ with $M \subseteq I_v = (\ell_v, r_v)$ are mandatory.
- Otherwise, let $m \in E$ be the unique vertex whose weight lies in $M$. We then have:
  - Every other vertex $u \in E$ with $M \subseteq I_u$ is mandatory.
  - If some vertex $u \in E$ has its weight in $I_m$, then $m$ is also mandatory.

The union of the mandatory vertices of all hyperedges then gives the set of all mandatory vertices.

A.4 Proof of Theorem 2.6

Theorem 2.6. No vertex cover-based algorithm has competitive ratio better than $\frac{3}{2}$ for the hypergraph orientation problem. This result holds even in the following special cases:

1. The graph has only a single hyperedge but the query costs are not uniform.
2. The query costs are uniform and the vertex cover instance $G$ is bipartite.
3. The instance is a non-bipartite graph orientation instance with uniform query costs.
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\[
\begin{array}{c|c|c|c}
 x & 0 & 1 - \epsilon \\
 y & 1/2 & 0 & 1/2 \\
 z & \epsilon & 1 - \epsilon \\
\end{array}
\]

\[c_x = k\]
\[c_y = 1\]
\[c_z = k\]

**Figure 2** Lower bound example for orienting a single hyperedge.

\[
\begin{array}{c|c|c|c}
 x_1 & 0 & 1 - \epsilon \\
 \vdots & \vdots & \vdots \\
 x_k & \epsilon & 1 - \epsilon \\
 y & 1/2 & 0 & 1/2 \\
 z_1 & \epsilon & 1 - \epsilon \\
 \vdots & \vdots & \vdots \\
 z_k & \epsilon & 1 - \epsilon \\
\end{array}
\]

**Figure 3** Lower bound example for the hyperedge orientation problem. The vertex cover instance is shown in the complete bipartite graph at the right.

**Proof. Case 1.** Consider the instance of Figure 2. Each two-stage algorithm has to query a vertex cover for the vertex cover instance in the first stage. Otherwise, it is not guaranteed that the problem can be solved in the second stage while only querying mandatory elements. Thus, each algorithm either queries \(A_1 = \{x\}\), \(A_2 = \{y, z\}\) or a superset of one of them in the first stage. Since querying supersets of \(A_1\) or \(A_2\) in the first stage never improves in comparison to just querying \(A_1\) or \(A_2\), we discard that option. For \(\epsilon\) tending to zero, the expected cost of the two-stage algorithms are \(E[A_1] = E[A_2] = k + 1 + \frac{1}{2} \cdot k = \frac{3}{2} \cdot k + 1\), while the expected optimum is \(E[\text{OPT}] = 1 + \frac{1}{2} \cdot k + \frac{1}{2} \cdot k = k + 1\) and therefore, for \(k\) tending to infinity, the competitive ratio approaches \(\frac{3}{2}\).

**Case 2.** The argumentation is analogous to the proof of the first case but uses the instance in Figure 3. The hyperedges are \(S_1, \ldots, S_k\), with \(S_i = \{x_i, y, z_1, \ldots, z_k\}\).

**Case 3.** The argumentation is analogous to the proof of Case 1 but uses the instance in Figure 4.

**Figure 4** Lower bound example for the graph orientation problem with uniform query costs. The subgraph induced by \(\{x_1, \ldots, x_k, z_1, \ldots, z_k\}\) is complete bipartite, and \(y\) is a universal vertex (adjacent to all others).
A.5 Lower bound for strict two-stage algorithms for minimum

An algorithm ALG is a strict two-stage algorithm if in a first stage it non-adaptively queries a set of elements $U_1$ and in a second stage it non-adaptively queries a set of elements $U_2$. The choice of $U_2$ can depend on the outcome of the queries for $U_1$. The algorithm must guarantee that after the second stage it can determine the minimum weight element.

Theorem A.2. No strict two-stage algorithm can have competitive ratio $o(\log n)$ for the hypergraph orientation problem, even for a single hyperedge with uniform query costs.

Proof. Consider the following instance:

- $I_1 = (1, n + 1)$
- $I_i = (i, n + 2)$ for $2 \leq i \leq n$

The probability distributions are such that, for each interval $(a, b)$, the probability is $1/2$ for the weight to be in $(a, a + 1)$, and $1/2$ for the weight to be in $(b - 1, b)$. So the weight of each interval is either at its left end or at its right end, and each of these events happens with probability $1/2$.

If we query the intervals in order of left endpoint, we are done as soon as one interval has its weight at its left end. So each interval has probability $1/2$ to be the last one we need to query, and the expected number of queries is 2. So $\mathbb{E}[\text{OPT}] \leq 2$.

Now consider an arbitrary strict two-stage algorithm ALG. Assume that the algorithm queries $k$ intervals in the first stage.

Consider the event $E$ that each of the intervals queried by ALG in the first stage has its weight at the right end. The event $E$ occurs with probability $1/2^k$ and, if it occurs, the algorithm must query all $n - k$ remaining intervals in the second stage. (Otherwise, it could happen that all queries in the second stage also yield a weight at the right end of the queried interval, and then it is impossible to decide whether an unqueried element is the minimum or not.) So the expected cost of ALG is

$$\mathbb{E}[ALG] = k + \frac{1}{2^k}(n - k) = \frac{n}{2^k} + k \left(1 - \frac{1}{2^k}\right)$$

If $k \geq \frac{1}{2} \log n$, the term $k(1 - 1/2^k)$ is $\Omega(\log n)$. If $k < \frac{1}{2} \log n$, the term $n/2^k$ is $\Omega(\sqrt{n})$. So in any case $\mathbb{E}[ALG] = \Omega(\log n)$ while $\mathbb{E}[\text{OPT}] \leq 2$.

A.6 The vertex split operation

Lemma 2.9 allows us to partition the vertex set $V$ of a hypergraph orientation instance $H = (V, E)$ into parts, in such a way that the expected optimal query cost can be lower-bounded by the sum of the expected optimal query costs in each parts. Each part inherits the probability for a set of vertices to be the set of mandatory vertices in the part from the original instance. Sometimes we also need to consider partitions where a single vertex can be split into fractions that are placed in different parts of the partition. In order to do so, we aim to create an instance $H'$ with query costs $c'$ that is created from $H$ by splitting vertices into fractions and satisfies $\mathbb{E}[\text{OPT'}] = \mathbb{E}[\text{OPT}]$, where OPT' is the optimal query cost for instance $H' = (V', E')$. In a first step, we consider the vertex cover instance $\bar{G} = (\bar{V}, \bar{E})$.

Iteratively, we can replace the original vertices by copies: We pick a vertex $v \in \bar{V}$ and replace it by multiple copies $v'_1, \ldots, v'_l$ with $c'_v = \sum_{i=1}^l c'_{v'_i}$ such that there is an edge between a copy $v'_i$ and a vertex $u \in V \setminus \{v\}$ if and only if $\{v, u\} \in \bar{E}$. Clearly, the weight of the minimum vertex cover for the vertex cover instance remains the same. Note that we cannot directly modify the vertex cover instance, instead we have to create hyperedges in $H'$ such that
$H'$ has the described vertex cover instance. For the described modifications, this is clearly possible.

For each $M \subseteq V$ let $M'$ be the set of copies created for vertices in $M$. Let $p'(M')$ be the probability that $M'$ is the set of mandatory vertices for instance $H'$. If we have $p(M) = p'(M')$ for each $M \subseteq V$, and $p(S) = 0$ for each subset $S$ that is not the set of copies for some $M \subseteq V$, then it follows

$$
E[\text{OPT}] = \sum_{M \subseteq V} p(M) \cdot c(M) + \sum_{M \subseteq V} p(M) \cdot c(VC_M)
$$

where $VC_M$ is the minimum weight vertex cover for the subgraph $\overline{G}[V \setminus M]$ of the vertex cover instance of $H'$. In general, we cannot just set $p'(M)$ arbitrarily, since it depends on the structure of the given hypergraph and the distributions of the corresponding intervals. However, since we use $E[\text{OPT}']$ exclusively to lower bound $E[\text{OPT}]$, we just consider the artificial generalized version of the graph orientation problem, where $p(M)$ for each $M \subseteq V$ is part of the input and can be freely set. Then, we can create the described instance with $E[\text{OPT}] = E[\text{OPT}']$ and compare our algorithm against the optimal cost of the created instance for the generalized graph orientation problem. Note that the construction of $p'$ implies $p_v = p'_v$ where $v \in V$ is an original vertex and $v'$ is a copy of $v$ in $H'$.

**Observation 2.10.** Let $\text{OPT}'$ be the optimal solution for an instance that is created by iteratively executing vertex splits. Then, $E[\text{OPT}'] = E[\text{OPT}]$. Furthermore, Lemma 2.9 also applies to $E[\text{OPT}']$ and the modified instance.

### Appendix for Section 3

Figure 5 shows the competitive ratio of \textsc{Threshold} in dependence on the approximation factor $\alpha$ of the vertex cover problem blackbox. The following sections contain the missing proofs for Section 3.

#### B.1 Auxiliary lemma for the proof of Theorem 3.1

**Lemma B.1.** Let $x^*$ be a half-integral optimal solution to the vertex cover LP relaxation, and let $V_1 = \{v \in V \mid x_v^* = 1\}$ and $V_0 = \{v \in V \mid x_v^* = 0\}$. Then $V_1$ is a minimum-weight

![Figure 5](image-url) Competitve ratio of \textsc{Threshold} for different approximation factors $\alpha$ of the vertex cover problem blackbox.
vertex cover for the bipartite graph $G'_{V_1 \cup V_0}$ that is created from $G[V_1 \cup V_0]$ by removing all edges within the partitions $V_1$ and $V_0$.

**Proof.** We claim that $V_1$ is a minimum weighted vertex cover for $G'_{V_1 \cup V_0}$. Assume otherwise; then there is a vertex cover $VC^*$ for $G'_{V_1 \cup V_0}$ with $c(VC^*) < c(V_1)$. Let $R_1 = V_1 \setminus V_0$ and let $A_0 = V_0 \cap VC^*$, then $VC^* = (V_1 \setminus R_1) \cup A_0$. Since $c(VC^*) < c(V_1)$, we get $c(R_1) > c(A_0)$. We define a solution $x'$ for the LP Relaxation of Step 4 as follows:

$$x'_v = \begin{cases} 
\frac{1}{2} & \text{if } v \in R_1 \cup A_0 \\
x^*_v & \text{otherwise.}
\end{cases}$$

The objective value $c(x')$ of $x'$ is $c(x') = c(x^*) - \frac{1}{2} \cdot c(R_1) + \frac{1}{2} c(A_0)$, where $c(x^*)$ is the objective value of $x^*$. Since $c(R_1) > c(A_0)$, we get $c(x') < c(x^*)$. We argue that $x'$ is feasible for the LP relaxation, which contradicts the optimality of $x^*$.

All edges that are only incident to elements of $V_{1/2} = V \setminus (V_1 \cup V_0)$ are still covered, because the values of the corresponding variables were not changed. Each edge between some $u \in V_{1/2}$ and some $v \in V_1$ is still covered because $x'_u = \frac{1}{2}$ and $x'_v \geq \frac{1}{2}$ hold by definition of $x'$. Edges between elements of $V_1$ are covered for the same reason. Since there are no edges between elements of $V_0$, it remains to consider an edge between some $u \in V_0$ and some $v \in V_1$. If $v \in V_1 \cap VC^*$, then $x'_u = 1$, and the edge is covered. If $v \in V_1 \setminus VC^* = R_1$, then $u \in A_0$ follows because $VC^*$ is a vertex cover for $G'_{V_1 \cup V_0}$. By definition of $x'$, it follows $x'_u = \frac{1}{2}$ and $x'_v = \frac{1}{2}$, and, therefore, the edge is covered. It follows that $x'$ is feasible, which contradicts the optimality of $x^*$. Thus, $V_1$ is a minimum weighted vertex cover for $G'_{V_1 \cup V_0}$.

### B.2 Tightness proof for the analysis of Threshold

**Theorem B.2.** The analysis of Threshold is tight. More precisely, there is no threshold $d \in (0, 1]$ such that its competitive ratio is less than the Golden ratio $\phi = (1 + \sqrt{5})/2$.

**Proof.** Consider the Threshold algorithm with some threshold $d \in (0, 1]$. We give two instances of the graph orientation problem with uniform query cost and show that the algorithm has either a competitive ratio of at least $1 + d - \epsilon$, for an arbitrarily small $\epsilon > 0$ (in particular, $\epsilon < d$), or at least $1/d$. This implies the lower bound.

As the first instance, consider a single edge $\{u, v\}$ and mandatory probabilities $p_u = d - \epsilon$ and $p_v = 0$. Threshold finds a basic feasible solution for the vertex cover LP relaxation for the edge $\{u, v\}$, say $x_u^{LP} = 0$ and $x_v^{LP} = 1$. It queries $v$, and then it still has to query $u$ with probability $p_u = d - \epsilon$, while it would have been sufficient to query only $u$. The algorithm’s competitive ratio is at least $1 + d - \epsilon$.

As a second instance, consider a star with the center $v$ and $n$ edges $\{v, u_i\}$ for $i \in \{1, 2, \ldots, n\}$. Let $p_v = 1$ and $p_{u_i} = d$. Then the algorithm queries all $v$ and $u_i$ due to the threshold $d$, whereas it would have been sufficient to query $v$ first and then continue with querying $u_i$ only if needed, that is, with probability $\mathbb{E}[X_{u_i}] = d$ for each $i$. The algorithm has cost $n + 1$, while the optimal cost is at most $1 + n \cdot d$. Thus, the competitive ratio is at least $(n + 1)/(1 + n \cdot d)$, which tends to $1/d$ for $n \to \infty$.

### B.3 Proof of Theorem 3.1 for arbitrary query costs

Threshold can also handle the graph orientation problem with arbitrary query costs. In contrast to the uniform problem variant, the algorithm solves a weighted version of $\text{LP}$, and a weighted vertex cover problem in Line 4. In both instances, the query costs are used as weights.
Theorem 3.1. Given an \( \alpha \)-approximation with \( 1 \leq \alpha \leq 2 \) for the vertex cover problem (on the induced subgraph \( G[V_{1/2}] \)), [Line 3], THRESHOLD with parameter \( d \) achieves a competitive ratio of \( \max \{ \frac{1}{2} \cdot \alpha + (2 - \alpha) \cdot d \} \) for the graph orientation problem. Optimizing \( d \) yields a competitive ratio of \( \frac{1}{2} (\alpha + \sqrt{8 - \alpha (4 - \alpha)}) \).

**Proof.** We show that the analysis of Section 3.1 can be generalized for arbitrary query costs. The expected cost of THRESHOLD is

\[
E[ALG] = c(Q) + \sum_{v \in V \setminus Q} c_v \cdot p_v
\]

\[
= c(M) + c(V_1) + \sum_{v \in V_0} c_v \cdot p_v + \sum_{v \in V_{1/2} \setminus V_C'} c_v \cdot p_v.
\]

Analogously to the analysis of THRESHOLD for uniform query costs, we compare \( E[ALG] \) and \( E[OPT] \) component-wise. Remember that \( E[OPT] \) is characterized by Equation (3). The bounds in Equations (4) and (7) regarding \( E[OPT_M] \) and \( c(M) \), and \( E[OPT_{V_{1/2}}] \) and \( c(VC') + \sum_{v \in V_{1/2} \setminus V_C'} c_v \cdot p_v \), respectively, can be generalized straightforwardly using arguments analogous to those in Section 3.1. Generalizing Equation (6) requires more effort.

Compare \( c(S) + \sum_{v \in V_0} c_v \cdot p_v \) and \( E[OPT_{V_{1/2} \cup V_0}] \). According to Lemma B.1, \( V_1 \) is a minimum weighted vertex cover for the bipartite graph \( G'[V_1 \cup V_0] \) that is created by removing all edges within the partitions \( V_1 \) and \( V_0 \) from the subgraph induced by \( V_{1/2} \). In contrast to Section 3.1, we cannot apply the König-Egerváry theorem for unweighted vertex covers. Instead, the theorem gives us a function \( \pi : E \to \mathbb{R} \) with \( \sum_{(u,v) \in E} \pi(u, v) \leq c_v \) for each \( v \in V_1 \cup V_0 \). By duality theory, the constraint is tight for each \( v \in V_1 \), and \( \pi(u, v) = 0 \) holds if both \( u \) and \( v \) are in \( V_1 \). Thus, we can interpret \( \pi \) as a function that distributes the complete weight \( c_v \) of each \( v \in V_1 \) to the neighbors of \( v \) outside of \( V_1 \). For each \( v \in V_0 \) let \( \tau_v \) denote the fraction of \( c_v \) that is not used by \( \pi \) to cover the weight of any \( v \in V_1 \), i.e.,

\[
\tau_v = c_v - \sum_{(u,v) \in E} \pi(u, v).
\]

We can rewrite \( c(V_1) + c(V_0) \) as

\[
\sum_{v \in V_1} \left( c_v + \sum_{u \in V_0} \pi(u, v) \cdot p_v \right) + \sum_{v \in V_0} \tau_v \cdot p_v.
\]

Instead of comparing this expression to \( E[OPT_{V_{1/2} \cup V_0}] \), we use Observation 2.10 to split each \( u \in V_0 \) into copies \( u'_v \) with query cost \( c_{u'_v} = \pi(u, v) \) for each \( v \in V_1 \) with \( \pi(u, v) > 0 \), and, if \( \tau_u > 0 \), in an additional copy \( u' \) with query cost \( c_{u'} = \tau_u \). We assume that the mandatory probability of each copy is equal to the mandatory probability of the original. Let \( OPT_{V_{1/2} \cup V_0} \) denote random variable of Definition 2.8 for the modified instance, where \( V_0' \) refers to the set of copies of vertices in \( V_0 \). Then, according to Observation 2.10, \( E[OPT_{V_{1/2} \cup V_0}] = E[OPT_{V_{1/2} \cup V_0}'] \).

For each \( v \in V_1 \), let \( H_v' = \{ u'_v | u \in V_0 \land \pi(u, v) > 0 \} \) be the set of copies that cover \( c_v \) according to \( \pi \). Further let \( H' = \bigcup_{v \in V_1} H_v' \). Using Lemma 2.9, we further partition \( E[OPT_{V_{1/2} \cup V_0}'] \) and obtain

\[
E[OPT_{S \cup D}] \geq \sum_{v \in S} E[OPT_{v \cup H_v'}'] + \sum_{u' \in V_0' \setminus H'} E[OPT_{u'}].
\]

For each \( s \in S \), the subgraph of the vertex cover instance induced by \( \{v\} \cup H_v' \) is a star with a minimum weighted vertex cover of weight \( c_v \), and thus

\[
E[OPT_{\{v\} \cup H_v'}] \geq c_v.
\]
Each $u' \in V'_0 \setminus H'$ is a copy of some $u \in V_0$ with $\tau_u > 0$, and has cost $c'_u = \tau_u$. Since $\text{OPT}'_{u'}$ must query $u'$ if it is mandatory, we have

$$E[\text{OPT}'_{V_1 \cup V'_0}] \geq c(V_1) + \sum_{u \in V'_0 \setminus H'} \tau_u \cdot p_u.$$ 

Finally, by putting the inequalities together, we get

$$c(S) + \sum_{v \in V_0} c_v \cdot p_v$$

$$\leq \sum_{v \in V_1} \left( c_v + \sum_{u \in V_0} \pi(u, v) \cdot d \right) + \sum_{v \in V_0} \tau_v \cdot p_v$$

$$\leq \sum_{v \in V_1} (1 + d) \cdot c_v + \sum_{v \in V_0} \tau_v \cdot p_v$$

$$\leq \sum_{v \in V_1} (1 + d) \cdot E[\text{OPT}'_{V_1 \cup V'_0}] + \sum_{u \in V'_0 \setminus H'} \tau_u \cdot p_u$$

$$\leq (1 + d) \cdot E[\text{OPT}'_{V_1 \cup V'_0}] = (1 + d) \cdot E[\text{OPT}_{V_1 \cup V_0}].$$

The rest of the analysis follows the same pattern as Section 3.1.

### B.4 Applying the threshold algorithm to special cases

The threshold algorithm of Section 3 requires an $\alpha$-approximation for a vertex cover problem. In this section, we discuss further special cases for which Threshold can be applied with a polynomial running time. We show the following theorem.

**Theorem 3.3.** For the special cases of orienting $O(\log |V|)$ hyperedges and sorting $O(1)$ sets, Threshold can be applied with $\alpha = 1$ in polynomial running time.

We separately show the results for orienting $O(\log |V|)$ hyperedges and sorting $O(1)$ sets.

**Orienting $O(\log |V|)$ hyperedges**

Consider the problem of orienting a hypergraph $H = (V, E)$ with $|E| \leq k$ for some $k \in O(\log |V|)$. In order to apply the threshold algorithm, we have to solve the minimum vertex cover problem for a subgraph of the vertex cover instance $\bar{G}$ of $H$. Note that even in this special case, the number edges and vertices in $\bar{G}$ can be arbitrarily large.

**Theorem B.3.** Given a hypergraph orientation instance $H = (V, E)$ with $|E| \leq k$ for some $k \in O(\log |V|)$, a minimum weight vertex cover for $\bar{G}$ of $H$ can be computed in polynomial time. Thus, for $\epsilon, \delta > 0$, Threshold is $1.618 + \epsilon$-competitive with probability at least $1 - \delta$.

**Proof.** It only remains to show that the minimum weight vertex cover for $\bar{G}$ can be computed in polynomial time. Then, Theorem 3.2 implies the theorem.

By definition of $\bar{G}$, for each hyperedge $F$, a vertex cover must contain either the left-most element $v_1$ of $F$ or all elements of $F \setminus \{v_1\}$. Thus, when computing a vertex cover, we, for each hyperedge $F$, have to decide whether to include $v_1$ or $F \setminus \{v_1\}$. The running time of enumerating through all such vertex covers is $O(2^k)$, which is polynomial for $k \in O(\log |V|)$.
Orienting the union of a constant number of interval graphs

Consider the problem of orienting a graph $G = (V, E)$ with $E = \bigcup_{i=1}^{k} E_i$, where $G_i = (V_i, E_i)$ with $V_i \subseteq V$, for $1 \leq i \leq k$, is an interval graph. Orienting such an $G_i$ corresponds to the problem of sorting a single set of uncertainty intervals. Thus, orienting $G = (V, E)$ corresponds to the problem of sorting $k$ (possibly overlapping) sets. In the following, we assume that $k$ is constant, and show the following theorem.

\textbf{Theorem B.4.} A modified version of \textsc{Threshold} with polynomial running time is 1.618-competitive for the problem of orienting a graph $G = (V, E)$ with $E = \bigcup_{i=1}^{k} E_i$, where $G_i = (V_i, E_i)$ with $V_i \subseteq V$, for $1 \leq i \leq k$, is an interval graph and $k$ is constant.

Since we assume preprocessed instances, i.e., $I_{v_1} \not\subseteq I_{v_2}$ holds for each edge $\{v_1, v_2\}$, it follows that each $G_i$ is a proper interval graph.

In order to use the threshold algorithm for this special case, we employ Algorithm 2 which uses a local ratio technique to remove all cliques $C$ of size $|C| \geq 3$ from $G$.

\textbf{Algorithm 2} Clique removal

\begin{verbatim}
Input: Instance $G = (V, E)$ with query costs $c_v$ for each $v \in V$
1 Initialize $Q = \emptyset$;
2 while $G$ contains a clique $C$ with $|C| \geq 3$ do
3     Let $\delta = \min_{v \in C} c_v$;
4     Set $c_v = c_v - \delta$ for each $v \in C$;
5     Set $Q = Q \cup \{v \mid v \in C \land c_v = 0\}$ and $V = V \setminus Q$;
6 return The modified $G$, the modified query costs $c_v$, and query set $Q$;
\end{verbatim}

After applying this algorithm, each $G_i$ is a proper interval graph without cliques of size at least 3, and, thus, triangle-free.

\textbf{Lemma B.5.} Let $G = (V, E)$ be a graph orientation instance with $E = \bigcup_{i=1}^{k} E_i$, where $G_i = (V_i, E_i)$, for $1 \leq i \leq k$, with $V_i \subseteq V$ is a proper and triangle-free interval graph and $k$ is constant. Then, a minimum weight vertex cover of $G$ can be computed in polynomial time.

Before we prove the lemma, we use it to show that the clique removal allows us to solve the special case in polynomial time using the following algorithm:

1. Execute Algorithm 2 to obtain a modified graph $G$, modified query costs $c_v$, and a query set $Q_P$.
2. Execute \textsc{Threshold} on the modified instance, add $Q_P$ to the query set $Q$ that is queried in Line 5 of \textsc{Threshold}. Use Lemma B.5 as black box for the vertex cover problem.

\textbf{Proof of Theorem B.4.} We show that this algorithm is 1.618-competitive for the considered special case. Since Lemma B.5 allows us to optimally solve the vertex cover problem, we can apply Theorem 3.1 with $\alpha = 1$ to conclude that \textsc{Threshold} is 1.618-competitive on the modified instance in Step 2 of the algorithm.

Thus, it remains to argue about the cost for querying $Q_P$. Let $i$ be an iteration of the while-loop of Algorithm 2 let $C_i$ denote the clique that is considered in this iteration, and let $\delta_i$ denote the value $\delta$ of this iteration. The cost for querying $Q_P$ is bounded by $c(Q_P) \leq \sum |C_i| \cdot \delta_i$. Since OPT must query at least $|C_i| - 1$ elements of each clique (cf. Lemma 2.4), the reduction of the query costs in Line 5 reduces the cost of OPT by at least $(|C_i| - 1) \cdot \delta_i$. Since this holds for each realization, $E[OPT]$ is reduced by at least this
amount as well. Let \( E[\text{OPT}_r] \) denote the expected reduction in the query cost of \( E[\text{OPT}] \) caused by the clique removal, then \( E[\text{OPT}_r] \geq \sum_i(|C_i| - 1) \cdot \delta_i \). Thus, we can charge \( c(Q_p) \) against \( E[\text{OPT}_r] \) to derive

\[
\frac{c(Q_p)}{E[\text{OPT}_r]} \leq \max_i \left\{ \frac{|C_i|}{(|C_i| - 1)} \right\} \leq \frac{3}{2}
\]

where the last inequality follows from \(|C_i| \geq 3\). We can conclude that the algorithm is \( \max\{1.5, 1.618\} = 1.618 \)-competitive.

**Proof of Lemma B.5**

Let \( G = (V, E) \) be a graph orientation instance with \( E = \bigcup_{i=1}^{k} E_i \), where \( G_i = (V_i, E_i) \), for \( 1 \leq i \leq k \), with \( V_i \subseteq V \) is a proper and triangle-free interval graph and \( k \) is constant. Each \( G_i \) being a proper and triangle-free interval graph implies that \( G_i \) is the union of a set of disjoint paths. Furthermore, since we assume preprocessed instances, i.e., \( I_{v_1} \nsubseteq I_{v_2} \) for each edge \( \{v_1, v_2\} \), the lower limits of the uncertainty intervals of each \( G_i \) define a unique total order \( \prec_i \) of the vertices in \( V_i \).

We compute a minimum weight vertex cover via a dynamic program. A state \( u \) of the dynamic program is a tuple \( u = (P,S) \), where \( P \) contains a single vertex \( v_i \) for each \( G_i \), and \( S \) assigns each \( v_i \in P \) to either 0 or 1. The state \( u \) represents a partial vertex cover for the subgraph induced by the vertices \( v_i \) and all vertices that are before \( v_i \) in the corresponding order \( \prec_i \). The value \( S_{v_i} \) denotes whether \( v_i \) is part of the represented vertex cover \( (S_{v_i} = 1) \) or not \( (S_{v_i} = 0) \). We introduce two dummy vertices \( s \) and \( t \) with cost of zero, and add them to each \( G_i \) as the first and last element of the order \( \prec_i \). Without loss of generality, we assume that \( s \) and \( t \) are part of every vertex cover. We define \( u_0 = ((s),1) \) as the initial state, representing that \( s \) is part of every vertex cover. Further, \( u_f = ((t),1) \) represents a terminal state. Since the number of subgraphs \( G_i \) is bounded by \( k \), the number of states is bounded by \( O(n^k \cdot 2^k) \).

We define a directed state graph \( G' = (U,A,w) \), where \( U \) is the set of DP states, such that the weight of the shortest \( u_0-u_f \)-path in \( G' \) corresponds to the weight of a minimum weight vertex cover of \( G \). Consider a state \( u = (P,S) \). Let \( v \) be a vertex, such that, for each \( G_i \) with \( v \in V_i \), the direct predecessor of \( v \) according to \( \prec_i \) is contained in \( P \). Note that, if \( u \neq u_f \), such a vertex \( v \) always exists. Let \( B \subseteq P \) denote the set of those predecessors, and let \( B' = \{ v' \in B \mid \{ v', v \} \in E \} \) denote the subset of \( B \) containing only vertices that share an edge with \( v \). We add an arc \( a \) between \( u = (P,S) \) and \( u' = (P',S') \) if the following holds:

1. If \( S_{v'} = 1 \) holds for all \( v' \in B' \), we add an edge to \( u' \) if \( P' = \{ v' \in P \mid \exists 1 \leq i \leq k : v' \in V_i \land v \not\in V_i \} \cup \{ v \} \), \( S_{v'} = S_{v} \) for all \( v' \in P \cap P' \), and \( S_{v'} \in \{0,1\} \). Intuitively, this arc models the extension of the partial vertex cover represented by \( u \) by either adding \( v \) to the partial vertex cover or deciding that \( v \) is not part of the extended partial vertex cover. By definition, in the subproblem modeled by \( u' \), the vertex \( v \) only shares edges with elements of \( B' \). In case \( S_{v'} = 1 \) holds for all \( v' \in B' \), all elements of \( B' \) are part of the vertex cover represented by \( u \). Thus, in state \( u' \), all vertices that share edges with \( v \) are already part of the vertex cover, and vertex \( v \) can therefore either be part of the represented vertex cover or not, in both cases the partial vertex cover is feasible.

2. If there exists an \( v' \in B' \) with \( S_{v'} = 0 \), we additionally require \( S'_{v} = 1 \). In this case, \( v \) shares an edge with a vertex \( v' \) in the subgraph of \( u' \), such that \( v' \) is not part of the corresponding vertex cover. Thus, \( v \) must be part of the vertex cover.

If \( S'_{v} = 1 \), we set \( w_a = c_{v} \), which represents that the cost of the vertex cover increased by adding \( v \). Otherwise, we set \( w_a = 0 \).
A straightforward induction on the construction implies the following: There is a vertex cover of $G$ with weight $C$ if and only if there is a $u_0-u_f$-path with cost $C$ in $G'$. Since the number of states is bounded by $O(n^k \cdot 2^k)$, we can find the shortest $u_0-u_f$-path with a running time exponential in $k$ but polynomial in the rest of the input. This implies Lemma B.5.

C Appendix for Section 4

C.1 The graph orientation problem on a special weighted star

Lemma C.1. Consider the problem of orienting a star $G = (V, E)$ with center $v \in V$. Let $L$ and $R$ be the vertex cover-based algorithms that query $VC_1 = \{v\}$ and $VC_2 = V \setminus \{v\}$ in the first stage, respectively. If $E[L] = E[R]$, then $L$ is $\frac{4}{3}$-competitive.

Proof. The analysis relies on $p_v$ and $p_u$ being independent for each $u \in H_v$. In the graph orientation problem, for every vertex $u$ the probability $p_u$ corresponds to the probability that the exact value of at least one $v$ with $\{u, v\} \in E$ is contained in $I_u$. Since the graph is bipartite and there is an edge between $v$ and $u$, it follows that $v$ and $u$ do not share any adjacent vertices. Thus, $p_v$ and $p_u$ are independent. This also implies that $p_v$ and $L$ are independent. In the following let $H_v = V \setminus \{v\}$ denote the set of leaves. Thus, for the expected costs of the algorithms, we have

$$E[L] = c_v + \sum_{u \in V} p_u \cdot c_u = p_v \cdot c_v + c(H_v) = E[R]. \quad (11)$$

For each $v \in V$, let $X_v$ be an indicator variable denoting whether $v$ is mandatory. Note that $p_v = \mathbb{P}[X_v = 1]$.

Case $c(H_v) \leq c_v$. If $c(H_v) \leq c_v$, querying the leaves is always the best strategy if the center is not mandatory, i.e., if $X_v = 0$, independently of whether the elements of $H_v$ are mandatory. Similarly, if the center is mandatory, i.e., if $X_v = 1$, querying the center first is always the best strategy. Thus, we can write $E[\text{OPT}]$ as

$$E[\text{OPT}] = p_v \cdot E[L \mid X_v = 1] + (1 - p_v) \cdot E[R \mid X_v = 0]$$

$$= p_v \cdot E[L] + (1 - p_v) \cdot c(H_v)$$

$$= p_v \cdot E[L] + (1 - p_v) \cdot (E[L] - p_v \cdot c_v)$$

$$\leq E[L] - p_v \cdot (1 - p_v) \cdot c_v,$$

where the second equality uses the fact that $p_v$ and $L$ are independent, and the third equality uses $E[L] = E[R]$. Since $0 \leq p_v \leq 1$, it follows that $p_v \cdot (1 - p_v) \cdot c_v \leq \frac{4}{3}$. This directly implies $E[\text{OPT}] \leq E[L] - \frac{E[L]}{3} \leq \frac{2}{3}$, where the last inequality uses $E[L] \geq c_v$. For the remainder of the analysis, we assume $c(H_v) > c_v$.

Characterizing $E[L]$ and $E[\text{OPT}]$. We begin by characterizing $E[L]$ in terms of conditional expectations:

$$E[L] = p_v \cdot E[L \mid X_v = 1] + (1 - p_v) \cdot E[L \mid X_v = 0].$$

Since $X_v$ and $L$ are independent, it follows that $E[L \mid X_v = 1] = E[L]$. If the center is mandatory, i.e., $X_v = 1$, we know that both OPT and $L$ have the same expected value. That is, $E[\text{OPT} \mid X_v = 1] = E[L \mid X_v = 1]$.
Thus, we are more interested in the case when $X_v = 0$. For this case, we know that

$$E[L | X_v = 0] = E[L] = c_v + \sum_{u \in H_v} p_u \cdot c_u = E[R] = p_v \cdot c_v + c(H_v).$$

But whether algorithm $L$ is the best possible strategy depends on how much query cost of the leaves is mandatory. We have two cases. In the first case, when $\sum_{u \in H_v} (1 - X_u) \cdot c_u \geq c_v$, querying the center first is a better strategy than querying the leaves first, even if the center is not mandatory. In the second case, when $\sum_{u \in H_v} (1 - X_u) \cdot c_u < c_v$, querying the leaves is the better strategy if additionally $X_v = 0$.

Consider the case when $\sum_{u \in H_v} (1 - X_u) \cdot c_u \geq c_v$. In this case, the cost of algorithm $L$ is at most $c(H_v)$ and we can write $E[L | X_v = 0 \land c(H_v) \cdot (1 - X_u) \geq c_v] = c(H_v) - s$, where $s \geq 0$ describes the slack between $c(H_v)$ and $E[L | X_v = 0 \land \sum_{u \in H_v} (1 - X_u) \cdot c_u \geq c_v]$.

Define $q_L := \mathbb{P} \left[ \sum_{u \in H_v} (1 - X_u) \cdot c_u \geq c_v \right]$; then we have

$$E[L | X_v = 0] = q_L \cdot (c(H_v) - s) + (1 - q_L) \cdot E \left[ L \right] | X_v = 0 \land \sum_{u \in H_v} (1 - X_u) \cdot c_u < c_v].$$

Using this equation and $E[L | X_v = 0] = E[L] = E[R] = p_v \cdot c_v + c(H_v)$, we can derive

$$E \left[ L \right] | X_v = 0 \land \sum_{u \in H_v} (1 - X_u) \cdot c_u < c_v] = c(H_v) + \frac{1}{1 - q_L} \cdot p_v \cdot c_v + \frac{q_L}{1 - q_L} \cdot s.$$  

Finally, we use this to characterize $E[L]$:

$$E[L] = p_v \cdot E[L] + (1 - p_v) \cdot q_L \cdot (c(H_v) - s) + (1 - p_v) \cdot (1 - q_L) \cdot \left( c(H_v) + \frac{1}{1 - q_L} \cdot p_v \cdot c_v + \frac{q_L}{1 - q_L} \cdot s \right).$$

To characterize $E[\text{OPT}]$, observe that the only case where $\text{OPT}$ and $L$ deviate is the case where $X_v = 0$ and $\sum_{u \in H_v} (1 - X_u) \cdot c_u < c_v$. For that case, $\text{OPT}$ queries only the leaves at cost $c(H_v)$. Thus, we can write $E[\text{OPT}]$ as

$$E[\text{OPT}] = p_v \cdot E[L] + (1 - p_v) \cdot q_L \cdot (c(H_v) - s) + (1 - p_v) \cdot (1 - q_L) \cdot c(H_v).$$

**Upper bounding the competitive ratio.** We now use the characterizations of $E[L]$ and $E[\text{OPT}]$ to show $\frac{3}{4}$-competitiveness. Consider the difference between $E[L]$ and $E[\text{OPT}]$,

$$E[L] - E[\text{OPT}] = (1 - p_v) \cdot (p_v \cdot c_v + q_L \cdot s).$$

We can use this difference to upper bound the competitive ratio:

$$\frac{E[L]}{E[\text{OPT}]} \leq \frac{E[L]}{E[L] - (1 - p_v) \cdot p_v \cdot c_v - (1 - p_v) \cdot q_L \cdot s}.$$  

We continue by upper bounding $q_L \cdot s$. Consider again the characterization of $E[L]$. In the case when $X_v = 0$ and $\sum_{u \in H_v} (1 - X_u) \cdot c_u < c_v$, the expected value of $L$ is larger than $c(H_v)$ by $\frac{1}{1 - q_L} \cdot p_v \cdot c_v + \frac{q_L}{1 - q_L} \cdot s$. By Equation (11), the difference between $c(H_v)$ and the
cost of $L$ is at most $c_v$. It follows that

$$\frac{1}{1 - q_L} \cdot p_v \cdot c_v + \frac{q_L}{1 - q_L} \cdot s \leq c_v$$

$$\Rightarrow p_v \cdot c_v + q_L \cdot s \leq c_v \cdot (1 - q_L)$$

$$\Rightarrow q_L \cdot s \leq c_v \cdot (1 - p_v) - c_v \cdot q_L$$

$$\Rightarrow q_L \cdot (c_v + s) \leq c_v \cdot (1 - p_v)$$

$$\Rightarrow q_L \leq c_v \cdot \frac{1 - p_v}{c_v + s}$$

Thus, we obtain

$$\frac{\mathbb{E}[L]}{\mathbb{E}[\text{OPT}]} \leq \frac{\mathbb{E}[L]}{\mathbb{E}[L] - (1 - p_v) \cdot p_v \cdot c(v) - \frac{c_v \cdot (1 - p_v)^2 \cdot s}{c_v + s}}.$$  

Moreover, we can observe that this upper bound decreases for increasing $\mathbb{E}[L]$, so we only need a lower bound on $\mathbb{E}[L]$. In the characterization of $\mathbb{E}[L]$, the expected cost of $L$ for the case when $X_v = 0$ and $c(H_v) \cdot (1 - p_v) \geq c_v$ is $c(H_v) - s$. Since the cost of $L$ can never be smaller than $c_v$, it follows that $s \leq c(H_v) - c_v$, so the expected cost of the algorithm is $\mathbb{E}[L] = \mathbb{E}[R] = c(H_v) + c_v \cdot p_v \geq c_v + s + p_v \cdot c_v$. By plugging this into the ratio we obtain:

$$\frac{\mathbb{E}[L]}{\mathbb{E}[\text{OPT}]} \leq \frac{c_v + p_v \cdot c_v + s}{c_v + p_v \cdot c_v + s - (1 - p_v) \cdot p_v \cdot c_v - \frac{c_v \cdot (1 - p_v)^2 \cdot s}{c_v + s}}$$

We can now use

$$\frac{c_v \cdot (1 - p_v)^2 \cdot s}{c_v + s} = \frac{c_v \cdot (1 - p_v)^2 \cdot s}{c_v \cdot (1 + \frac{s}{c_v})} = \frac{(1 - p_v)^2 \cdot s}{1 + \frac{s}{c_v}}$$

to write the ratio as

$$\frac{\mathbb{E}[L]}{\mathbb{E}[\text{OPT}]} \leq \frac{c_v + p_v \cdot c_v + s}{c_v + p_v \cdot c_v + s - (1 - p_v) \cdot p_v \cdot c_v - \frac{c_v \cdot (1 - p_v)^2 \cdot s}{1 + \frac{s}{c_v}}}$$

$$= \frac{1 + p_v + \frac{s}{c_v}}{1 + p_v + \frac{s}{c_v} - (1 - p_v) \cdot p_v - \frac{(1 - p_v)^2 \cdot s}{1 + \frac{s}{c_v}}}$$

Assume $c_v > 0$; we can do this w.l.o.g. because we can query free elements in a preprocessing step. Let $s' = \frac{s}{c_v}$; then we have that

$$\frac{\mathbb{E}[L]}{\mathbb{E}[\text{OPT}]} \leq \frac{1 + p_v + s'}{1 + p_v + s' - (1 - p_v) \cdot p_v - \frac{(1 - p_v)^2 \cdot s'}{1 + s'}} = f(p_v, s').$$

**Showing $\frac{4}{3}$-competitiveness.** To complete the proof, we show that $f(p_v, s') \leq \frac{4}{3}$ for any $0 \leq p_v \leq 1$ and $s' \geq 0$. We can rewrite

$$f(p_v, s') = \frac{(1 + s')(1 + p_v + s')}{1 + s' + (p_v + s')^2}.$$
We fix the value of $s'$ and look for critical points, so we consider the partial derivative of $f(p_v, s')$ on $p_v$, which is

$$\frac{\partial}{\partial p_v} f(p_v, s') = \frac{(1 + s')(p_v^2 + 2p_v(1 + s') + s'^2 + s' - 1)}{(p_v + s')^2 + 1 + s')^2}.$$  

The denominator is clearly always greater than zero. 

First let us consider $s' \geq \frac{1}{5} = \frac{\sqrt{5} - 2}{5}$. If $s'^2 + s' - 1 \geq 0$, which always holds for $s' \geq \frac{1}{5}$, then clearly $\frac{\partial}{\partial p_v} f(p_v, s') \leq 0$, so $f(p_v, s')$ is non-increasing and is maximized when $p_v = 0$. Let $g(s') = f(0, s') = (1 + s')^2 - \frac{1}{1 + s' + s'^2}$; then $\frac{d}{ds} g(s') = \frac{1 - s'^2}{(1 + s' + s'^2)^2}$, and the only critical point is obtained by taking $\frac{d}{ds} g(s') = 0$, which holds when $s' = 1$. It is clear that $\frac{d}{ds} g(s') \geq 0$ for $0 \leq s' \leq 1$ and $\frac{d}{ds} g(s') \leq 0$ for $s' \geq 1$, so $g(s')$ has a global maximum when $s' = 1$. Thus the maximum value of $f(p_v, s')$ for $s' \geq \frac{1}{5}$ and $p_v \geq 0$ is $f(0, 1) = \frac{4}{3}$. 

Now assume $0 \leq s' < \frac{1}{5}$. Let us look at the critical points by taking $\frac{\partial}{\partial p_v} f(p_v, s') = 0$. Since the denominator is always positive and $s' \geq 0$, we only have a zero when

$$N(p_v, s') = p_v^2 + 2p_v(1 + s') + s'^2 + s' - 1 = 0,$$

which by the quadratic formula yields $p_v = -1 - s' \pm \sqrt{s'^2 + 2}$. Since we need $p_v \geq 0$, we have $p_v = -1 - s' + \sqrt{s'^2 + 2}$, and $0 \leq p_v \leq 1$ since $0 \leq s' < \frac{1}{5}$. We claim that this is always a maximum point. Clearly $\frac{\partial}{\partial p_v} f(p_v, s') \geq 0$ whenever $N(p_v, s') \leq 0$ and vice-versa, but $\frac{\partial}{\partial p_v} N(p_v, s') = 2(1 + p_v + s')$, which is non-negative for $p_v, s' \geq 0$, so $N(p_v, s')$ is non-decreasing. We can thus conclude that $\frac{\partial}{\partial p_v} f(p_v, s') \geq 0$ for $0 \leq p_v \leq -1 - s' + \sqrt{s'^2 + 2}$ and $\frac{\partial}{\partial p_v} f(p_v, s') \leq 0$ for $-1 - s' + \sqrt{s'^2 + 2} \leq p_v \leq 1$, so we have a maximum point when $p_v = -1 - s' + \sqrt{s'^2 + 2}$. Finally, let

$$h(s') = f(-1 - s' + \sqrt{s'^2 + 2}, s') = \frac{(1 + s')\sqrt{s'^2 + 2}}{2s' + 4 - 2\sqrt{s'^2 + 2}};$$

we have that $\frac{d}{ds'} h(s') = \frac{-1}{4\sqrt{s'^2 + 2}}$, which is always non-negative for $s' \geq 0$. Thus $h(s')$ is a non-decreasing function, so its maximum for $0 \leq s' < \frac{1}{5}$ is attained when $s'$ tends to $\frac{1}{5}$. Therefore, for $0 \leq s' < \frac{1}{5}$ and $p_v \geq 0$, we have that $f(p_v, s') \leq h(\frac{1}{5}) = \frac{\sqrt{5}+3}{4} < \frac{4}{3}$.  

### C.2 Proof of Theorem 4.2  

#### Theorem 4.2. BestVC has a competitive ratio at most $\min\left\{ \frac{n}{3}, \frac{n+1}{n} \right\}$ for the hypergraph orientation problem on a single hyperedge with $n \geq 2$ vertices and uniform query costs. For a hyperedge with only two vertices, the algorithm is 1.207-competitive. 

**Proof.** Let $S = \{v_0, v_1, \ldots, v_n\}$ be the single hyperedge. We assume that $v_0, v_1, \ldots, v_n$ are ordered by non-decreasing left endpoints of the corresponding intervals $I_0, \ldots, I_n$. That is, $v_0$ is the leftmost vertex of $S$ and, by our assumptions in Section 3 all intervals $I_1, \ldots, I_n$ intersect $I_0$, but none of them is contained in $I_0$.  


In this setting, the vertex cover instance is a star with center \( v_0 \) and leaves \( v_1, \ldots, v_n \). Thus, we only have to consider two vertex cover-based algorithms: the algorithm \( L \) that queries vertex cover \( \{v_0\} \) in the first stage, and the algorithm \( R \) that queries \( \{v_1, \ldots, v_n\} \) in the first stage. Note that, while the vertex cover instance is a star, we cannot apply the analysis of Appendix C.1. This is because that analysis requires the mandatory probabilities of \( v_0 \) and each \( v_i \) with \( 1 \leq i \leq n \) to be independent, which is not the case here.

If \( n \geq 3 \), it is sufficient to consider algorithm \( L \). The algorithm simply queries the vertices in order of left endpoints, starting with \( v_0 \), until we can identify the minimum element. If \( v_0 \) is also queried by \( \text{OPT} \), we have \( L = \text{OPT} \). Otherwise, \( \text{OPT} \) must query all of \( v_1, \ldots, v_n \), and the competitive ratio is at most \( \frac{n+1}{n} \leq \frac{4}{3} \). Since \( L \) is \( \frac{4}{3} \)-competitive in this case, so is \( \text{BESTVC} \).

So it remains to consider the cases \( n = 1 \) and \( n = 2 \). For \( n = 1 \), the configuration of the intervals is shown in Figure 6. Here, \( p \) is the probability that the weight of \( v_0 \) is contained in \( I_1 \), and \( q \) is the probability that the weight of \( v_1 \) is contained in \( I_0 \). Note that in this case \( p \) and \( q \) correspond to the mandatory probabilities of \( v_1 \) and \( v_0 \).

\[
\begin{array}{c|ccc}
I_0 & 1-p & p & 1-q \\
\hline
I_1 & q \\
\end{array}
\]

**Figure 6** Configuration for a hyperedge with two vertices.

We can assume that \( q \geq p \) (otherwise, we swap \( I_0 \) and \( I_1 \) and flip the x-axis). Since \( \text{OPT} \) has to query at least one vertex and only queries a second one if both are mandatory, we have \( E[\text{OPT}] = 1 + p q \). Algorithm \( L \) queries \( I_0 \) first and has \( E[L] = (1 - p) \cdot (1 + p) \cdot 2 = 1 + p \). The ratio \( \frac{1 + p}{1 + p q} \) for \( 0 \leq p \leq 1 \) and \( 0 \leq q \leq 1 \) is maximized for \( q = p \), in which case it is \( \frac{1 + p}{1 + p^2} \). The derivative of \( f(p) = \frac{1 + p}{1 + p^2} \) is \( f'(p) = \frac{-2p - p^2}{(1 + p^2)^2} \), which is positive for \( 0 \leq p < -1 + \sqrt{2} \), equal to 0 for \( p = -1 + \sqrt{2} \), and negative for \( 1 + \sqrt{2} < p \leq 1 \). Hence, the maximum of \( f(p) \) in the range \( 0 \leq p \leq 1 \) is attained at \( p_0 = -1 + \sqrt{2} \approx 0.4142 \) with value \( f(p_0) = \frac{1 + \sqrt{2}}{2} \approx 1.207 \). Thus, \( \text{BESTVC} \) is \( 1.207 \)-competitive for \( n = 1 \).

It remains to consider case \( n = 2 \). The configuration of the intervals is shown in Figure 7. Note that the order of the right endpoints of \( I_1 \) and \( I_2 \) is irrelevant for the proof.

\[
\begin{array}{c|cccc}
I_0 & p_0 & p_1 & p_2 & 1-q_3 \\
\hline
I_1 & q_1 & q_2 & q_3 & 1-r_3 \\
I_2 & r_2 & r_3 \\
\end{array}
\]

**Figure 7** Configuration for three intervals.

Again, we only have to consider the two vertex cover-based algorithms \( L \) and \( R \). We have:

\[
\begin{align*}
E[\text{OPT}] &= p_0 \cdot 1 + p_1 \cdot 2 + p_2(q_1 \cdot 2 + q_2 \cdot 3 + q_3(r_2 \cdot 3 + r_3 \cdot 2)) \\
E[L] &= p_0 \cdot 1 + p_1 \cdot 2 + p_2(q_1 \cdot 2 + q_2 \cdot 3 + q_3 \cdot 3) \\
E[R] &= 3 - q_3 r_3
\end{align*}
\]
By definition, \( \text{BestVC} \) has an expected value of at most \( \min\{E[L], E[R]\} \), and, thus, the competitive ratio is at most \( \frac{\min\{E[L], E[R]\}}{E[\text{OPT}]} \).

First, we want to remove some parameters to simplify our calculations. Note that if we move \( \varepsilon \) probability from \( q_2 \) to \( q_1 \), then \( E[\text{OPT}] \) and \( E[L] \) decrease by \( p_2\varepsilon \), while \( E[R] \) is unchanged. So we can assume that \( q_2 = 0 \). Furthermore, if we move \( \varepsilon \) probability from \( p_1 \) to \( p_0 \), then \( E[\text{OPT}] \) and \( E[L] \) decrease by \( \varepsilon \), while \( E[R] \) is unchanged. So we can assume that \( p_1 = 0 \). This gives:

\[
\begin{align*}
E[\text{OPT}] &= p_0 \cdot 1 + p_2(q_1 \cdot 2 + q_3(r_2 \cdot 3 + r_3 \cdot 2)) \\
E[L] &= p_0 \cdot 1 + p_2(q_1 \cdot 2 + q_3 \cdot 3) \\
E[R] &= 3 - q_3 r_3
\end{align*}
\]

Now we rename the parameters as

\[
\begin{align*}
p &:= p_2, \quad 1 - p = p_0, \quad q := q_1, \quad 1 - q = q_3, \quad r := r_2, \quad 1 - r = r_3.
\end{align*}
\]

The equations then become:

\[
\begin{align*}
E[\text{OPT}] &= 1 + p + p(1 - q)r \\
E[L] &= 1 + p(2 - q) \\
E[R] &= 2 + r + q - qr
\end{align*}
\]

The corresponding picture is shown in Figure 8.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8.png}
\caption{Configuration for three intervals assuming \( p_1 = q_2 = 0 \).}
\end{figure}

**Case 1:** \( E[L] \leq E[R] \).

We want to show:

\[
E[L] \leq \frac{4}{3} \cdot E[\text{OPT}]
\]

This inequality \([12] \) can be transformed as follows:

\[
\begin{align*}
3 + 3p(2 - q) &\leq 4 + 4p + 4p(1 - q)r \\
\iff 2p + 4pq r &\leq 1 + 4pr + 3pq
\end{align*}
\]

This is clearly satisfied for \( p = 0 \), so we can divide by \( p \) and get:

\[
2 + 4qr \leq \frac{1}{p} + 4r + 3q
\]
With respect to $p$, this inequality is most difficult to satisfy if $p$ is as large as possible. To see how large $p$ can be, we look back at our assumption for the current case, $E[L] \leq E[R]$. Expanding this assumption gives:

$$1 + p(2 - q) \leq 2 + r + q - qr$$

This can be reformulated as:

$$p \leq \frac{1 + r + q - qr}{2 - q}$$  \hspace{1cm} (14)

We now distinguish two cases depending on whether the right-hand side of (14) is larger than 1 or not.

**Case 1.1:** $\frac{1 + r + q - qr}{2 - q} \geq 1$.

This condition is equivalent to:

$$1 + r + q - qr \geq 2 - q$$
$$\Leftrightarrow r + 2q \geq 1 + qr$$  \hspace{1cm} (15)

In this case, we can set $p$ to 1. Instead of inequality (13), it now suffices to show the following:

$$2 + 4qr \leq 1 + 4r + 3q$$
$$\Leftrightarrow 1 + 4qr \leq 4r + 3q$$  \hspace{1cm} (16)

By (15) we have:

$$1 + 4qr = 1 + qr + 3qr \leq r + 2q + 3qr$$

Thus, to show (16) it suffices to show:

$$r + 2q + 3qr \leq 4r + 3q$$
$$\Leftrightarrow 3qr \leq 3r + q$$

This is obviously satisfied as $3qr \leq 3r$ follows from $q \leq 1$.

**Case 1.2:** $\frac{1 + r + q - qr}{2 - q} < 1$.

This condition is equivalent to:

$$1 + r + q - qr < 2 - q$$
$$\Leftrightarrow r + 2q < 1 + qr$$
$$\Rightarrow 4qr + 4q^2r^2 > 4r^2q + 8rq^2$$  \hspace{1cm} (17)

(In the last step, we have multiplied the inequality with $4qr$.) In this case, we can set $p$ to $\frac{1 + r + q - qr}{2 - q}$. Instead of inequality (13), it now suffices to show the following:

$$2 + 4qr \leq \frac{2 - q}{1 + r + q - qr} + 4r + 3q$$
$$\Leftrightarrow (1 + r + q - qr)(2 + 4qr - 4r - 3q) \leq 2 - q$$
$$\Leftrightarrow 2 - 2r - q - 5qr - 4r^2 - 3q^2 + 7q^2r + 8qr^2 - 4q^2r^2 \leq 2 - q$$
$$\Leftrightarrow 7q^2r + 8qr^2 \leq 2r + qr + 4r^2 + 3q^2 + (4q^2r^2 + 4qr)$$
By (17), it suffices to show that:
\[ 7q^2r + 8qr^2 \leq 2r + qr + 4r^2 + 3q^2 + 4r^2q + 8rq^2 \]

This can be transformed into:
\[ 4qr^2 \leq 2r + qr + 4r^2 + 3q^2 + rq^2 \]

This clearly holds because \( 4qr^2 \leq 4r^2 \) follows from \( q \leq 1 \).

**Case 2:** \( E[L] \geq E[R] \).

We want to show:
\[ E[R] \leq \frac{4}{3} \cdot E[\text{OPT}] \]  
(18)

This inequality (18) can be transformed as follows:
\begin{align*}
6 + 3r + 3q - 3qr &\leq 4 + 4p + 4p(1 - q)r \\
\iff 2 + 3r + 3q + 4pqr &\leq 3qr + 4p + 4pr \\
\iff p(4 + 4r - 4qr) &\geq 2 + 3r + 3q - 3qr
\end{align*}

(19)

Expanding our assumption \( E[L] \geq E[R] \) gives:
\[ 2 + r + q - qr \leq 1 + p(2 - q) \]

This can be reformulated as:
\begin{align*}
1 + r + q + pq &\leq 2p + qr \\
\iff p(2 - q) &\geq 1 + r + q - qr \\
\iff p &\geq \frac{1 + r + q - qr}{2 - q}
\end{align*}

(20)

We observe that this is only possible if the right-hand side of (20) is at most 1, so we must have the following for this to be possible, but we will not need to use this fact in the remainder of the proof.
\[ 1 + r + q - qr \leq 2 - q \\
r + 2q \leq 1 + qr \]

Inequality (19) is most difficult to satisfy if \( p \) is as small as possible, so in view of (20) we can set \( p = \frac{1 + r + q - qr}{2 - q} \) and then prove the following inequality to establish (19):
\begin{align*}
\frac{1 + r + q - qr}{2 - q}(4 + 4r - 4qr) &\geq 2 + 3r + 3q - 3qr \\
\iff 2r + 5qr + 4r^2 + 3q^2 + 4q^2r^2 &\geq 8qr^2 + 7q^2r
\end{align*}

(21)

We show that (21) holds by showing the following two inequalities:
\begin{align*}
5qr + 4r^2 &\geq 8qr^2 \\
2r + 3q^2 + 4q^2r^2 &\geq 7q^2r
\end{align*}

(22)  
(23)

Inequality (22) holds because \( 5qr \geq 5qr^2 \) and \( 4r^2 \geq 4qr^2 \), so \( 5qr + 4r^2 \geq 9qr^2 \geq 8qr^2 \). To show (23), we distinguish two cases for \( r \).
Case 2.1: $r \leq \frac{3}{5}$.
In this case $3q^2 \geq 5q^2 r$ and hence $2r + 3q^2 \geq 2q^2 r + 5q^2 r = 7q^2 r$, and thus (23) holds.

Case 2.2: $r > \frac{3}{5}$.
In this case we have $4q^2 r^2 \geq 4q^2 r \cdot \frac{3}{5} \geq 2q^2 r$, and hence $2r + 3q^2 + 4q^2 r^2 \geq 2q^2 r + 3q^2 r + 2q^2 r = 7q^2 r$, so (23) also holds in this case. ▷

C.3 Proof of Theorem 4.3

Theorem 4.3. Any algorithm for orienting a single hyperedge with $n + 1 \geq 2$ vertices has competitive ratio at least $\frac{n^2}{(n^2 - n + 1)}$, even for uniform query costs.

Proof. Consider $n + 1$ elements $e_0, \ldots, e_n$, with $I_0 = (0, 2)$ and $I_i = (1, 3)$ for $i > 0$, and uniform query costs $c_i = 1$ for all $i$. The probabilities are such that $\mathbb{P}[v_0 \in (1, 2)] = \frac{n-1}{n}$ and $\mathbb{P}[v_i \in (1, 2)] = \epsilon$ for all $i > 0$, with some $0 < \epsilon \ll \frac{n-1}{n}$.

It is easy to show that $\mathbb{E}[\text{OPT}] = n - \frac{n-1}{n}(1 - \epsilon)^n$, which tends to $\frac{n^2 - n + 1}{n}$ as $\epsilon$ approaches 0. By the argumentation in [15, Section 3], the best decision tree either queries $e_0$ and then all other elements if $v_0 \in (1, 2)$, or it queries $e_1, \ldots, e_n$ adaptively (in an order that does not matter for this instance since they are all identical) until either a query is forced in $e_0$ (when some $v_i \in (0, 1)$ with $i > 0$) or the problem is solved by querying all elements except $e_0$ (when $v_i \in [1, 2)$ for all $i > 0$). The first decision tree clearly has expected query cost $1 + n \cdot \mathbb{P}[v_0 \in (1, 2)] = n$.

The expected query cost of the second decision tree can be computed with the following recurrence, where $A(k)$ is the cost of the subtree for elements $e_0$ and $e_{n-k+1}, \ldots, e_n$:

$$
\begin{cases}
A(1) = 1 + \epsilon \\
A(k) = 1 + \epsilon \cdot \left(1 + \frac{n-1}{n} \cdot (k-1)\right) + (1 - \epsilon) \cdot A(k-1)
\end{cases}
$$

It is easy to show by induction that $A(k) = k - \frac{k}{n} + \left(1 + \frac{1}{n}\right) \cdot (1 - (1 - \epsilon)^k)$, so we have that $A(n) = n - (1 - \epsilon)^n + \frac{1-(1-\epsilon)^n}{n\epsilon}$ and therefore

$$
\lim_{\epsilon \to 0} A(n) = n - 1 + \lim_{\epsilon \to 0} \frac{1-(1-\epsilon)^n}{n\epsilon} = n - 1 + \lim_{\epsilon \to 0} \frac{n(1-\epsilon)^{n-1}}{n} = n - 1 + 1 = n,
$$

where the second equality follows by L'Hôpital’s rule. For either decision tree, the competitive ratio tends to $\frac{n^2}{(n^2 - n + 1)}$ as $\epsilon$ approaches 0. ▷