Abstract

Replay strategies are Continual Learning techniques which mitigate catastrophic forgetting by keeping a buffer of patterns from previous experiences, which are interleaved with new data during training. The amount of patterns stored in the buffer is a critical parameter which largely influences the final performance and the memory footprint of the approach. This work introduces Distilled Replay, a novel replay strategy for Continual Learning which is able to mitigate forgetting by keeping a very small buffer (1 pattern per class) of highly informative samples. Distilled Replay builds the buffer through a distillation process which compresses a large dataset into a tiny set of informative examples. We show the effectiveness of our Distilled Replay against popular replay-based strategies on four Continual Learning benchmarks.

1 Introduction

Deep learning models trained under the assumption that all training data is available from the beginning and each sample is independent and identically distributed manage to achieve impressive performance [Krizhevsky et al., 2012]. This learning scenario is often called offline training. Contrary to offline training, continual learning (CL) requires the model to learn sequentially from a stream of experiences [Lesort et al., 2020]. Each experience is made of a batch of data, which may contain new knowledge such as novel classes that need to be distinguished by the model. Therefore, the model must be continually updated to incorporate knowledge coming from new experiences. However, when trained on new samples, neural networks tend to forget past knowledge: this phenomenon is called catastrophic forgetting [French, 1999]. Catastrophic forgetting emerges as a consequence of the stability-plasticity dilemma [Grossberg, 1980], that is the difficulty of a model to be both plastic enough to acquire new information and stable enough to preserve previously acquired knowledge.

Continual learning may have a large impact on a variety of real-world applications: Computer vision [Lomonaco and Maltoni, 2017], Natural Language Processing [Sun et al., 2020] and Robotics [Thrun, 1995] are examples of environments where the data is highly non-stationary and may vary over time. A model able to learn continuously without forgetting would not need to be retrained from scratch every time a new experience is introduced (cumulative training). In fact, retraining is often the only viable alternative to continual learning in dynamic environments. However, retraining requires to store all the encountered data, which is often unfeasible under real world constraints. To address this problem, in this paper we focused on Replay strategies [Chaudhry et al., 2019b; Aljundi et al., 2019], a family of CL techniques which leverages a buffer of patterns from previous experiences and uses it together with the current data to train the model.

We introduce a novel CL strategy called Distilled Replay to address the problem of building very small replay buffers with highly informative samples. Distilled Replay is based on the assumption that, if a replay pattern represents most of the features present in a dataset, it will be more effective against forgetting than a randomly sampled pattern from the dataset. Moreover, keeping a small buffer is useful to deploy continual learning solutions in real-world applications, since the memory footprint is drastically reduced with respect to cumulative approaches. Distilled Replay directly optimizes the memory consumption by keeping a buffer of only one pattern per class, while still retaining most of the original performance. The buffer is built using a distillation process based on Dataset Distillation [Wang et al., 2018], which allows to condensate an entire dataset into few informative patterns. Dataset Distillation removes the need to select replay patterns from the real dataset. Instead, it learns patterns which summarize the main characteristics of the dataset. Distilled Replay acts by combining our modified version of Dataset Distillation with replay strategies. It shows that even one pattern per class is sufficient to mitigate forgetting. In contrast, other replay strategies need larger memory buffers to match the performance of our approach.

2 Continual Learning Scenario

In this work, we consider continual learning on a sequence of \( T \) experiences \( E_1, \ldots, E_T \). Each experience \( E_t \) is associated to a training set \( D_t^{tr} \), a validation set \( D_t^{vl} \) and a test set \( D_t^{ts} \). A continual learning algorithm operating in the aforementioned
scenario can be defined as follows [Lesort et al., 2020]:

\[
∀ D^{tr}_t ∈ S, \quad A^{CL}_t : < θ_{t-1}, D^{tr}_t, B_{t-1}, l_t > → < θ_t, B_t >,
\]

(1)

where:

- \( θ_t \) are the model parameters at experience \( t \), learned continually;
- \( B_t \) is an external buffer to store additional knowledge (like previously seen patterns);
- \( l_t \) is an optional task label associated to each experience. The task label can be used to disentangle tasks and customize the model parameters (e.g. by using multi-headed models [Farquhar and Gal, 2019]);
- \( D^{tr}_t \) is the training set of examples.

An algorithm respecting this formalization can be applied to different continual learning scenarios. In this paper, we used domain-incremental and class-incremental scenarios, identified in [van de Ven and Tolias, 2019].

In Domain Incremental Learning (D-IL) the classes to learn are all present from the first experience, but their generating distribution is subjected to a drift from one experience to the other.

In Class Incremental Learning (C-IL) scenarios each experience provides patterns coming from classes which are not present in the other experiences.

We impose additional constraints to these scenarios, restricting the number of elements that can be stored from previous experiences to one per class and the number of epochs to one (single-pass).

3 Related Works

The challenge of learning continuously has been addressed from different point of views [Lesort et al., 2020]. Regularization approaches try to influence the learning trajectory of a model in order to mitigate forgetting of previous knowledge [Chaudhry et al., 2018]. The regularization term is designed to increase the model stability across multiple experiences, for example by penalizing large changes in parameters deemed important for previous experiences [Kirkpatrick et al., 2017].

Architectural strategies refer to a large set of techniques aimed at dynamically modifying the model structure. The addition of new components (e.g. layers [Rusu et al., 2016]) favors learning of new information, while forgetting can be mitigated by freezing previously added modules [Asghar et al., 2019] or by allocating separate components without interference [Rusu et al., 2016; Cosso et al., 2020].

Dual memories strategies. This family of CL algorithms is loosely inspired by the Complementary Learning System theory (CLS) [McClelland et al., 1995]. This theory explains the memory consolidation process as the interplay between two structures: the hippocampus, responsible for the storage of recent episodic memories, and the neocortex, responsible for the storage of long-term knowledge and for the generalization to unseen events.

The idea of having an episodic memory (i.e. a buffer of previous patterns) which replays examples to a long-term storage (i.e. the model) is very popular in continual learning [Chaudhry et al., 2019b]. In fact, replay strategies are the most common representatives of dual memory strategies and very effective in class-incremental scenarios [van de Ven et al., 2020].

Replay strategies are based on a sampling operation, which extracts a small buffer of patterns from each experience, and on a training algorithm which combines examples from the buffer with examples from the current experience. Sampling policies may vary from random selection to the use of heuristics to select patterns that are more likely to improve recall of previous experiences [Aljundi et al., 2019]. Additionally, generative replay approaches [Shin et al., 2017] do not rely directly on patterns sampled from the dataset. Instead, they train a generative model to produce patterns similar to the ones seen at training time. Our approach share loose similarities with generative replay, since we do not replay patterns directly sampled from the original training set either. One important aspect of all replay approaches is the size of the replay buffer. Real-world applications may be constrained to the use of small buffers since they allow to scale to a large number of experiences. For this reason, one important objective of replay techniques is to minimize the buffer size [Chaudhry et al., 2019b]. However, relying on patterns sampled directly from the dataset or generated on-the-fly by a generative model may need many examples to mitigate forgetting. Our method, instead, leverages one of the simplest replay policies and manages to maintain one highly informative pattern per class in the buffer.

4 Distilled Replay

Our proposed approach, called Distilled Replay, belongs to the family of dual memory strategies. Distilled Replay combines a simple replay policy with a small buffer composed of highly informative patterns. Instead of using raw replay samples, Distilled Replay learns the patterns to be replayed via buffer distillation, a process based on dataset distillation [Wang et al., 2018]. In the remainder of this section, we describe the buffer distillation process and how to use it together with replay policies in continual learning.

Buffer distillation. Replay strategies operating in the small buffer regime are forced to keep only few examples per class. These examples may not be representative of their own classes, thus reducing the effectiveness of the approach. Distilled Replay addresses this problem by implementing buffer distillation, a technique inspired by Dataset Distillation [Wang et al., 2018]. Our buffer distillation compresses a dataset into a small number of highly informative, synthetic examples. Given a dataset \( x = \{ x_i \}_{i=1}^N \), and an initialization \( θ_0 \), the goal is to learn a buffer of samples \( \tilde{x} = \{ \tilde{x}_i \}_{i=1}^M \) initialized with samples from the dataset, and with \( M \ll N \). Performing \( S \) steps of SGD on the buffer \( \tilde{x} \) results in a model

\[
θ_S = θ_{S−1} − η∇θ_{S−1} ℓ(\tilde{x}, θ_{S−1}),
\]

(2)

that performs well on the original dataset \( x \). Buffer distillation achieves this result by solving the optimization problem:
\[ \hat{x}^* = \arg \min_{\hat{x}} \mathbb{E}_{\theta_0 \sim \rho(\theta_0)} \sum_{s=1}^{S} \ell(x, \theta_S), \tag{3} \]

where \( \ell(x, \theta) \) is the loss for model \( \theta_S \) computed on \( x \). We can solve the optimization problem defined in Eq. 3 by stochastic gradient descent (the dependence of Eq. 3 on \( \hat{x} \) is obtained by expanding \( \theta_S \) as in Eq. 2). A model trained on synthetic samples \( \hat{x}^* \) reduces the prediction loss on the original training set. Moreover, using a distribution of initializations \( \rho(\theta_0) \) makes the distilled samples independent from the specific model initialization values.

Algorithm 1 shows the pseudocode for buffer distillation. We refer to the loop that updates the distilled images as outer loop and to the one that updates the model as inner loop.

Our buffer distillation has some distinguishing characteristics with respect to the original Dataset Distillation [Wang et al., 2018]. While Dataset Distillation learns the learning rate \( \eta \) used in the inner loop, we decided to fix it. In fact, Distilled Replay, during training, uses the same learning rate for past and current examples. If the examples were distilled to work with custom learning rates, they would lose their effectiveness when used with a different one. Therefore, during distillation the learning rate is the same used by the model during continual learning.

Another important difference with respect to Dataset Distillation is that our approach uses a different loss function. Instead of measuring the loss of the model on a minibatch of training data on the inner last step, our algorithm does that at each steps and backpropagate on their sum. As a result, buffer distillation is equivalent to backpropagating the gradient at each inner step and then updating the distilled images once the inner training is over. This process is graphically described by Figure 1.

We can summarize our buffer distillation in three steps:

1. Do \( S \) steps of gradient descent on the distilled images, obtaining \( \theta_1, \ldots, \theta_S \).
2. Evaluate each model on a minibatch of training data \( x_t \) getting the loss \( L_{tot} = \sum_{i=1}^{S} \ell(x_t, \theta_i) \).
3. Compute \( \nabla_{\hat{x}} L_{tot} \) and update the distilled images.

**Distilled Replay Training** Distilled Replay combines a replay policy with the buffer learned by buffer distillation. Distilled Replay is designed to work with very small buffers, comprising as little as a single pattern per class. During training, the replay policy builds each minibatch with elements sampled from the current dataset \( D_t^{\text{tr}} \) and patterns from the buffer \( B_t \). The combination of old and new data allows the model to learn the current experience while mitigating forgetting on past ones.

At the end of the \( t \)-th experience, we randomly sample a certain amount of elements per class from the current training set and use them to initialise the memory \( m_t \). We then apply buffer distillation to learn the synthetic memory \( \hat{m}_t \). Finally, as shown in Figure 2, we add the distillation result to the distilled buffer. Algorithm 2 shows the pseudocode for the entire training loop.

### 5 Experiments

We used the Average Accuracy [Chaudhry et al., 2019a] as the main metric to monitor forgetting of previous knowledge. After training on the \( t \)-th experience, the average accuracy is evaluated by averaging on all experiences encountered so far:

\[ A_t = \frac{1}{t} \sum_{i=1}^{t} A(\theta, D_i), \tag{4} \]

where \( A(\theta, D_t) \) is the accuracy on dataset \( D_t \) from experience \( E_t \) obtained with a model parameterized by \( \theta \).

We compared our approach against 5 different continual learning strategies:

![Figure 1: Schematic representation of Buffer Distillation update. The gradient is backpropagated to the distilled examples following the computation path defined by the solid arrows. The accumulated loss sums the loss computed on each step.](image-url)
Algorithm 2 Distilled Replay Training

1: \( v \leftarrow \text{list of datasets} \)
2: \( B_0 \leftarrow \text{list of memories} \)
3: for \( t = 1 \) to \( T \) do
4: \( D_t^{tr}, D_t^{ts} \sim E_t \)
5: \( v.\text{insert}(D_t^{ts}) \)
6: for \( q = 1 \) to \( Q \) do
7: \( m_q = \text{sample}(D_t^{tr}) \) \{Sample from dataset\}
8: \( b_q = B_t \cup m_q \) \{Create minibatch\}
9: \( \theta_q \leftarrow \theta_{q-1} - \nabla \theta_{q-1} \ell(b_q, \theta_{q-1}) \)
10: end for
11: \( m_t \sim D_t^{tr} \)
12: \( m_t \leftarrow \text{buffer distillation}(m_t, D_t^{tr}) \)
13: \( B_t \leftarrow B_{t-1} \cup m_t \)
14: for all \( D_t^{ts} \) in \( v \) do
15: \( \text{test}(\theta_q, D_t^{ts}) \)
16: end for
17: end for

Naive (LB) trains the model continually without taking any measure to prevent forgetting. We use this strategy as a Lower Bound (LB) for continual learning performance.

Simple Replay (SR) stores a buffer of examples randomly extracted from previous datasets and uses them to re-hearsal previous experiences.

Cumulative (UB) trains the model continually on the union of the datasets from the current and all the past experiences. Cumulative training keeps all the past data. Therefore, we used it as Upper Bound (UB) for the continual learning performance.

iCaRL [Rebuffi et al., 2017] a dual-memory algorithm which combines knowledge distillation and nearest class mean classification.

Maximal Interfered Retrieval (MIR) [Aljundi et al., 2019] a dual-memory algorithm which selects the samples to be replayed based on how much their accuracy would drop after a training step on the current minibatch of data.

We measured the ability of the six strategies to prevent forgetting by using a single sample per class. We used a Multilayer Perceptron with one hidden layer of 500 units in the D-IL scenario and a LeNet5 [LeCun et al., 1998] in the C-IL scenario.

We experimented with four popular continual learning benchmarks for image classification: Permuted MNIST [Goodfellow et al., 2015], Split MNIST [Zenke et al., 2017], Split Fashion MNIST [Xiao et al., 2017] and Split CIFAR10 [Lopez-Paz and Ranzato, 2017].

Permuted MNIST is a Domain-incremental scenario in which each experience is constructed by applying a fixed random permutation to all the MNIST images. The permutation only changes at the end of each experience. We used 10 experiences in total. The other benchmarks are class-incremental benchmarks in which each experience is composed by examples from two classes. In this setup, the number of classes increases every time a new experience is introduced. Therefore, the number of experiences is 5 for each benchmark.

5.1 Results

Table 1 reports the Average Accuracy after training on each experience for all the evaluated strategies. Distilled Replay consistently outperforms the other methods, often by a large margin. In particular, neither iCaRL nor MIR are able to surpass Distilled Replay in the challenging continual learning scenario used in our experiments (single-epoch, replay buffers with one pattern per class). On Permuted MNIST, after the last experience, the accuracies of the compared methods drop between 83% and 89%. Our Distilled Replay is able to reach around 90% accuracy at the end of the last experience.

In C-IL benchmarks, Distilled Replay outperforms the other strategies by a larger margins than in the D-IL scenario. Table 3b shows the performance on Split MNIST. iCaRL and MIR obtained 77% and 59% accuracy respectively, while Distilled Replay achieves an accuracy of 82%. Figure 5 shows the patterns in the replay buffer of Simple Replay and Distilled Replay. The ones used by standard replay are simply patterns taken from the training datasets. The patterns in the buffer of Distilled Replay shows a white background and a thicker digit contour. The performance of Distilled Replay and Simple Replay differs not only in accuracy values but also in their trajectories: Simple Replay accuracy degrades faster as the training progresses. To highlight this phenomenon, Figure 4 reports the accuracies on each experience throughout learning. We can see how dataset distillation maintains a higher accuracy on past experiences. This results in a more stable average accuracy.

More challenging C-IL benchmarks such as Split Fashion MNIST (Table 3c) and Split CIFAR-10 (Table 3d) show similar differences between Distilled replay performances and the ones of the compared strategies. Distilled Replay outperforms the other methods, but the absolute performance of all six strategies is lower than on Split MNIST.

From Table 3d, we can observe that on Split CIFAR-10 there is a large drop in performance compared to the previous benchmarks. This is consistent for all the evaluated strategies. In Section 6 we highlight some of the issues that may explain the reduced performance of Distilled Replay on challenging data consisting of complex patterns.

5.2 Ablation Study

Our buffer distillation process introduces significant differences as compared to the original Dataset Distillation technique [Wang et al., 2018] (see Section 4). Therefore, we ran
Table 1: Average accuracies of the six tested methods on the four benchmarks. The leftmost column of each table reports the experience up to which the accuracy is averaged. For Permuted MNIST, we report the average accuracy starting from the 6-th experience. In fact, the last experiences better represents the overall performance, since the accuracy is averaged over all experiences seen so far.

(a) Permuted MNIST

| Exp | UB | LB | DR | SR | iCaRL | MIR |
|-----|----|----|----|----|-------|-----|
| E6  | .96 | .91 | .93 | .91 | .92 | .91 |
| E7  | .96 | .89 | .92 | .90 | .91 | .90 |
| E8  | .96 | .87 | .91 | .88 | .90 | .89 |
| E9  | .96 | .84 | .91 | .88 | .89 | .85 |
| E10 | .97 | .83 | .90 | .88 | .89 | .83 |

(b) Split MNIST

| Exp | UB | LB | DR | SR | iCaRL | MIR |
|-----|----|----|----|----|-------|-----|
| E2  | .96 | .49 | .93 | .88 | .91 | .92 |
| E3  | .94 | .33 | .89 | .70 | .85 | .78 |
| E4  | .93 | .25 | .87 | .66 | .81 | .68 |
| E5  | .91 | .20 | .82 | .61 | .77 | .59 |

(c) Split Fashion MNIST

| Exp | UB | LB | DR | SR | iCaRL | MIR |
|-----|----|----|----|----|-------|-----|
| E2  | .56 | .28 | .52 | .43 | .41 | .49 |
| E3  | .43 | .21 | .34 | .29 | .29 | .32 |
| E4  | .38 | .18 | .28 | .21 | .23 | .18 |
| E5  | .35 | .14 | .24 | .19 | .21 | .19 |

(d) Split CIFAR-10

| Exp | UB | LB | DR | SR | iCaRL | MIR |
|-----|----|----|----|----|-------|-----|
| E2  | .56 | .28 | .52 | .43 | .41 | .49 |
| E3  | .43 | .21 | .34 | .29 | .29 | .32 |
| E4  | .38 | .18 | .28 | .21 | .23 | .18 |
| E5  | .35 | .14 | .24 | .19 | .21 | .19 |

Figure 4: Accuracies on each S-MNIST experience. Without replaying any data, the performance on previous experiences drop. By using distilled replay, we manage to get higher performance compared to standard replay.

Figure 5: Replay memory content of Simple Replay (left) and Distilled Replay (right). Distilled samples highlight the most representative features of the input patterns.

Figure 6: Comparison of two versions of the distilled replay algorithm on Split MNIST. One version is based on the original Dataset Distillation algorithm [Wang et al., 2018], while the other uses our buffer distillation. Experiments on Split MNIST to validate the importance of these modifications in a continual learning scenario. The hyperparameters have been selected as follows. We kept the same number of inner and outer steps of distillation in both algorithms, so that the computation time is approximately equal. Instead, the learning rate of the outer update was selected by validating on different values (i.e. 0.05, 0.1, 0.5). In particular, we found that increasing the outer learning rates from 0.1 to 0.5 led to a better performance in Dataset Distillation.

Figure 6 shows the learning curves of the Dataset Distillation and Buffer Distillation techniques. As soon as the model starts learning on the second experience, our distillation process outperforms Dataset Distillation, supporting the observation that the distilled samples have higher quality.

5.3 Computational Times

The Buffer Distillation process scales linearly with the number of inner steps. In a continual learning setting, we con-
Distillation time (minutes)

Figure 7: Average time for a single buffer distillation on Split CIFAR10. On the left, we show the time as a function of the number of outer steps (inner steps fixed to 10). On the right, we show the time as a function of the inner steps (outer steps fixed to 80).

continually adapt the model and, consequently, the buffer. This requires the model to be able to learn from multiple passes over data. Therefore, we experimented with large values for the inner steps. However, the high number of steps in the inner loop contributed to increase the computational cost of the distillation. Notice that, differently from other popular continual learning strategies (e.g., GEM [Lopez-Paz and Ranzato, 2017]), whose computation mainly occurs during continual training, the distillation process is independent of the training on the current experience. Therefore, it is possible to perform Buffer Distillation in parallel to training as soon as a new experience arrives. Figure 7 reports the average time of the distillation process executed on a GPU Nvidia V100. The data comes from the distillation of Split CIFAR-10 experiences. In our experiments, the best configurations in terms of final average accuracy used 80 outer steps and 20 inner steps, with an average time of 38 minutes for each buffer distillation. While this is not a prohibitive amount of computational time, it has to be multiplied by the number of experiences in the stream (except for the last one which is not distilled), making the Distilled Replay a relatively expensive strategy in terms of computational times.

6 Discussion

The main objective of our experimental analysis was to test whether replay strategies with small buffers of one pattern per class were able to mitigate forgetting. 1 The results show that, in this small buffer regime, the use of real patterns sampled from the dataset may not be sufficient to recover performance of previous experiences. Instead, we show that highly informative samples generated by Buffer Distillation allow to mitigate forgetting. Building on our results, we can also identify some additional insights and issues of Distilled Replay worth exploring in further developments.

Independence of distillation processes. Since the buffer distillation process is applied separately for each experience, the synthetic samples are optimized without taking into account previous (and future) experiences. This makes the distillation process easier but it also brings possible downsides. For example, distilling samples of similar classes belonging to different experiences may introduce ambiguous features and increase the forgetting on such classes. Since we keep a single example per class, similar samples of different classes would negatively impact the final accuracy. Datasets such as Fashion MNIST, containing a high number of classes similar to each other (e.g., t-shirt, shirt, coat, dress, pullover), may be affected by this problem.

Distilled Replay with complex architectures. The results we showed for C-IL benchmarks use a LeNet5 architecture [LeCun et al., 1998]. To improve the results on S-CIFAR-10 we did some preliminary experiments using a ResNet architecture [He et al., 2016] together with Distilled Replay. However, we were not able to distill useful samples. The results (not shown in the paper) suggest that the buffer distillation process struggles with more complex architectures. We hypothesize that the optimization of the distilled examples is too challenging for gradient descent on sufficiently complex models. In fact, the distillation objective requires the back-propagation of the gradient through multiple gradient descent steps. For sufficiently complex architectures, this would result in a large computational graph which may suffer from vanishing or exploding gradients issues [Hochreiter, 1991].

Robustness to continual training. Buffer Distillation is able to learn robust samples which better mitigate forgetting than the ones generated by the original Dataset Distillation. This is mainly due to the fact that buffer distillation optimizes the loss for each point of the learning trajectory. Therefore, the outer updates takes into consideration to what extent each distilled image influences the learning trajectory of the model. As a result, buffer distillation produces patterns which are robust to small parameter changes. This is important in a continual learning setting, where the model must continually adapt to novel experiences.

7 Conclusion and Future Work

Replay based methods are among the most effective continual learning strategies. In this work, we introduced a novel replay strategy called Distilled Replay which combines replay with Buffer Distillation, a process that generates a small buffer of highly informative samples. In particular, we studied whether keeping in the buffer a single pattern per class is sufficient to recover most of the original performance. When compared to other replay strategies like iCaRL and MIR, Distilled Replay shows superior results. The ability of Buffer Distillation to learn highly informative patterns is crucial to boost the performance of replay with small buffers.

By leveraging recent works about novel dataset condensation mechanisms [Zhao et al., 2021; Zhao and Bilen, 2021], it would be possible to improve the computational efficiency of Distilled Replay. Future works could also study the performance of Distilled Replay in very constrained settings where it is required to store less than one pattern per class, for example by iteratively applying distillation on the buffer itself. Ultimately, we hope that our work will foster the study of replay strategies in the small buffer regime, where it is only possible to store few patterns. This would help in the development of more efficient and sustainable continual learning systems, able to operate in the real-world constrained settings.

---

1The code along with the configuration files needed to reproduce our results are available at https://github.com/andrew-r96/DistilledReplay
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