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1. Introduction: a monotonicity property

Efron [1965] proved the following proposition:

**Proposition 1.1.** Let \((X, Y)\) be a pair of real valued random variables. Then the following two statements are equivalent:

(i) For any \(\Psi : \mathbb{R}^2 \to \mathbb{R}\), a function which is nondecreasing in each argument, the conditional expectation

\[
I(s) = \mathbb{E} [\Psi(X, Y) | X + Y = s]
\]

is nondecreasing in \(s\).

(ii) For any \((x, y) \in \mathbb{R}^2\), the conditional survival functions

\[
S_X(x; s) = \mathbb{P} [X > x | X + Y = s] \quad \text{and} \quad S_Y(y; s) = \mathbb{P} [Y > y | X + Y = s]
\]

are nondecreasing in \(s\).

**Proof.** (i) implies (ii) is given by taking \(\Psi(X, Y) = 1_{\{X > x\}}\) and then by using the symmetry in \(X\) and \(Y\). To prove that (ii) implies (i), let \(F_s^{-1}\) and \(G_s^{-1}\) be the conditional quantile functions of \(X\) and \(Y\) given \(X + Y = s\); that is, for \(0 < u < 1\)

\[
x_{u,s} \equiv F_s^{-1}(u) \equiv \inf\{x: F_s(x) \geq u\},
\]

\[
y_{u,x} \equiv G_s^{-1}(u) \equiv \inf\{y: G_s(y) \geq u\},
\]

where \(F_s(x) = \mathbb{P}(X \leq x | X + Y = s)\) and \(G_s(y) = \mathbb{P}(Y \leq y | X + Y = s)\). Then, by (ii), for \(t < s\),

\[
u \leq \mathbb{P}(X \leq F_s^{-1}(u) | X + Y = s)
\]

\[
= 1 - \mathbb{P}(X > F_s^{-1}(u) | X + Y = s)
\]

\[
\leq 1 - \mathbb{P}(X > G_t^{-1}(u) | X + Y = t)
\]

\[
= \mathbb{P}(X \leq F_s^{-1}(u) | X + Y = t),
\]

and hence \(x_{u,t} = F_s^{-1}(u) \leq F_s^{-1}(u) = x_{u,s}\). By symmetry \(y_{u,s}\) is also nondecreasing in \(s\). Thus

\[
\mathbb{E} [\Psi(X, Y) | X + Y = s] = \int_{u \in (0,1)} \Psi(x_{u,s}, y_{u,s}) \, du
\]

Then (i) follows from (1.3). \(\square\)

In this paper, condition (i) of Proposition 1.1 is referred to as Efron’s “monotonicity property”. Efron [1965] used Proposition 1.1 to prove the monotonicity property for independent log-concave variables \(X\) and \(Y\). In this paper, we extend the validity of Efron’s monotonicity property to more general pairs \((X, Y)\) on the plane, see Section 3. Our main result, Theorem 3.1, provides a condition on the joint density \(h\) of \((X, Y)\), in terms of the second derivatives of \(\phi \equiv (-\log h)\) which imply (ii) of Proposition 1.1. In particular, in Section 3.3 we exhibit examples of random pairs satisfying the monotonicity property that are neither log-concave nor mutually independent. We also recover by different techniques Efron’s monotonicity for independent log-concave variables in Section 3.2. Then we obtain quantitative lower-bounds for the derivative of Efron’s \(I\) function in Section 5.

Our proofs rely on several key covariance identities which are stated in Section 2. These identities, originating in Höfling [1940] (see also Hoeffding [1994] for a translation of the German original), build on more recent results in the log-concave case due to Menz and Otto [2013].

We conclude the paper in Section 5 by providing complete proofs of the key covariance identities stated in Section 2.
Remark 1.1. It is easily seen, through standard approximation arguments, that point (ii) of Proposition 1.1 is equivalent to nondecreasingness in $s$ of the functions
\[ E[\varphi(X)|X + Y = s] \quad \text{and} \quad E[\varphi(Y)|X + Y = s] \] (1.4)
for every nondecreasing function $\varphi$. This implies that in point (i), one can take without loss of generality functions $\Psi$ to depend only on one variable. A simple proof of the monotonicity of functionals given in (1.4) for independent log-concave variables $X$ and $Y$ is established in Saumard and Wellner [2014] using symmetrization arguments.

Efron’s monotonicity property appears naturally in the theory of log-concave measures, see Saumard and Wellner [2014]. Indeed, it has been used by Johnson [2007] and Johnson, Kontoyiannis and Madiman [2013] to prove preservation of ultra log-concavity under convolution (for discrete random variables), and by Wellner [2013] to give a proof that log-concavity and strong log-concavity are preserved by convolution in the one-dimensional continuous setting. These proofs operate at the level of scores or relative scores (first derivative of the convex potentials of the log-concave measures). Without reliance on derivatives, the classical proof of preservation of log-concavity under convolution consists of a direct application of Prékopa’s theorem, Prékopa [1971]. A proof of preservation of log-concavity under convolution can also be derived via the Brascamp-Lieb inequality (Brascamp and Lieb [1976]), that operates at the second derivative level of the convex potentials and that is the local form of the Brunn-Minkowski inequality.

Efron’s monotonicity property can also be viewed as a monotonicity property for the collection of conditional laws with respect to the stochastic order (Theorem 6.B.9. in Shaked and Shanthikumar [2007]), see also Shanthikumar [1987a], Shanthikumar [1987b], Rinott and Samuel-Cahn [1991], Dubhashi and Häggström [2008], Zhuang, Yao and Hu [2010]).

Efron’s monotonicity property has been applied in the context of negative dependence theory (Jong-Dev and Proschan [1983], Block, Savits and Shaked [1985], Boland et al. [1996], Hu and Hu [1999], Pemantle [2000]), in combinatorial probability (Fill [1988], Liggett [2000], Johnson [2007], Goldschmidt, Martin and Spanò [2008], Gross et al. [2015]), in queueing theory (Shanthikumar and Yao [1986], Shanthikumar and Yao [1987], Masuda [1995], Pestien and Ramakrishnan [2002], Daduna and Szekli [2004]), in Economic theory (Ederer [2010], Wang [2012], Denuit and Dhaene [2012]), in the theory of statistical testing (Berk [1978], Cohen and Sackrowitz [1987], Cohen and Sackrowitz [1990], Benjamin and Heller [2008], Heller et al. [2016]), as well as other statistical estimation problems (Stefanski [1992], Hwang and Stefanski [1994], Ma [1999]).

Hence any extension of Efron’s monotonicity property may have several applications in statistical theory and also beyond. The questions and issues described in Hwang and Stefanski [1994] provide an interesting example of the statistical relevance of the results that we obtain below. Let us briefly recall the setting of their paper.

Hwang and Stefanski [1994] study the preservation of monotonicity of regression functions under measurement errors. Let $(T, X, U)$ be a triple of random variables where $T$ is a response variable, $U$ is an (unobserved) covariate, $X = U + Z$ is the covariate $U$ with additive “measurement error” $Z$. Hwang and Stefanski discuss monotonicity of $E[T|X = x]$ under the assumption that $E[T|U = u]$ is monotone. Preservation of monotonicity is analyzed relative to the behavior of the measurement error $Z := X - U$. Then the relationship between the “true” regression function and the regression function with “measurement error” is important for modeling purposes (see Spiegelman [1986], Gleser [1990], Stefanski and Carroll [1991], Stefanski and Carroll [1990] and Carroll et al. [2006]).

Using Efron’s monotonicity property, Hwang and Stefanski show that monotonicity of the regression function is preserved when a log-concave error $Z$ in measurement is made independently of a log-concave covariate $U$. Preservation of monotonicity of a regression function will be further discussed below in light of our results.
2. Covariance Identities

Our goal is to prove the monotonicity property with the greatest generality in terms of the law of the pair of random variables involved. By Proposition 1.1 above, it suffices to focus on the monotonicity of the conditional survival functions in (1.2) of (ii). To do this in Section 3 we will use several helpful identities for covariances which are summarized below. Proofs of the new identities in our list, along with examples and counterexamples, will be given in Section 5.

It is worth noting that covariance identities have an interest by themselves since they provide powerful tools to derive deviation and concentration inequalities (see for instance Bobkov, Götze and Houdré [2001], Houdré and Marchal [2004], Houdré [2002] and also Ledoux [2001] Section 5.5) or functional inequalities (Saumard and Wellner [2017]). From this point of view, the use of covariance identities to prove extensions of Efron’s monotonicity property may be seen as a new connection of covariance identities with functional inequalities.

**Proposition 2.1.** Suppose that \( (X, Y) \) have joint distribution function \( H \) on \( \mathbb{R}^2 \) with marginal distribution functions \( F \) and \( G \). Suppose that \( a, b \) are non-decreasing functions from \( \mathbb{R} \) to \( \mathbb{R} \) with \( \text{Var}(a(X)) < \infty \) and \( \text{Var}(b(Y)) < \infty \). Then

\[
\text{Cov}[a(X), b(Y)] = \int_{\mathbb{R}^2} \{H(x, y) - F(x)G(y)\} \, da(x)db(y). \tag{2.1}
\]

The identity (2.1) can be found in Shorack [2000], section 7.4, formula page 117, but it has its origins in Höffding [1940] (see also Hoeffding [1994] for a translation of the German original) This identity has several useful corollaries. We begin with the original inequality due to Höffding [1940], by taking \( a \) and \( b \) to be identity functions.

**Corollary 2.1.** (Hoeffding). When \( a(x) = x \) and \( b(y) = y \) for all \( x, y \in \mathbb{R} \),

\[
\text{Cov}[X, Y] = \int_{\mathbb{R}^2} \{H(x, y) - F(x)G(y)\} \, dx \, dy.
\]

**Corollary 2.2.** (a) When \( Y = X \) almost surely so that \( G = F \) and \( H(x, y) = F(x \wedge y) \), and \( a, b \) are non-decreasing and left-continuous,

\[
\text{Cov}[a(X), b(X)] = \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\} \, da(x)db(y)
\]

\[
= \int_{\mathbb{R}^2} K_{\mu}(x, y) \, da(x)db(y) \tag{2.2}
\]

where the non-negative and symmetric kernel \( K_{\mu} \) on \( \mathbb{R}^2 \) is defined by

\[
K_{\mu}(x, y) = F(x \wedge y) - F(x)F(y), \quad \text{for all } (x, y) \in \mathbb{R}^2. \tag{2.3}
\]

and where \( F(x) = F_{\mu}(x) = \mu((-\infty, x]) \) is the distribution function associated with the probability measure \( \mu \) on \((\mathbb{R}, \mathcal{B})\).

(b) Moreover, (2.2) continues to hold if \( a = a_1 - a_2 \), \( b = b_1 - b_2 \) where \( a_j \in L_p(F) \) and \( b_j \in L_q(F) \) for \( j = 1, 2 \) with \( p^{-1} + q^{-1} = 1 \).

Now we specialize Corollary 2.2 slightly by taking \( a \) to be an indicator function.
Corollary 2.3. Suppose that \( b = b_1 - b_2 \) where \( b_1, b_2 \) are left-continuous and non-decreasing with either \( b_j \in L_2(F) \) for \( j = 1, 2 \) or \( b_j \in L_1(F) \) for \( j = 1, 2 \), and let \( z \in \mathbb{R} \). Then, with \( a(x) = 1_{(-\infty,z)}(x) \),

\[
F(z) \int_{\mathbb{R}} b dF - \int_{(-\infty,z]} b dF = - \text{Cov}[1_{[X \leq z]}, b(X)] = \int_{\mathbb{R}} K_{\mu}(z, y) db(y), \tag{2.4}
\]

and

\[
-(1 - F(z)) \int_{\mathbb{R}} b dF + \int_{(z, \infty]} b dF = \text{Cov}[1_{[X > z]}, b(X)] = \int_{\mathbb{R}} K_{\mu}(z, y) db(y). \tag{2.5}
\]

Furthermore, if \( b \in L_1(F) \) is absolutely continuous, then

\[
F(z) \int_{\mathbb{R}} b dF - \int_{(-\infty,z]} b dF = - \text{Cov}[1_{[X \leq z]}, b(X)] = \int_{\mathbb{R}} K_{\mu}(z, y)b'(y) dy, \tag{2.6}
\]

and

\[
-(1 - F(z)) \int_{\mathbb{R}} b dF + \int_{(z, \infty)} b dF = \text{Cov}[1_{[X > z]}, b(X)] = \int_{\mathbb{R}} K_{\mu}(z, y)b'(y) dy. \tag{2.7}
\]

Remark 2.1. Note that the quantities appearing on the left sides in (2.4) and (2.5) have interpretations in terms of mean residual life or reversed mean residual life functions: in particular, the left side of (2.5) can be written as

\[
(E\{h(X)|X > z\} - E\{h(X)\})(1 - F(z)),
\]

while the left side of (2.4) can be written as

\[-(E\{h(X)|X \leq z\} - E\{h(X)\}) F(z).\]

Our next corollary, a further corollary of Corollary 2.2, allows the functions \( a \) and \( b \) to be differences of left-continuous and non-decreasing functions, or absolutely continuous.

Corollary 2.4. (Menz and Otto) If \( a = a_1 - a_2 \) and \( b = b_1 - b_2 \) where \( a_j \in L_p(F) \) and \( b_j \in L_q(F) \) for \( j = 1, 2 \) with \( p^{-1} + q^{-1} = 1 \), then (2.2) continues to hold. Moreover, if \( a \) and \( b \) are absolutely continuous with \( a \in L_p(F) \) and \( b \in L_q(F) \), then

\[
\text{Cov}[a(X), b(X)] = \iint_{\mathbb{R}^2} a'(x)K_{\mu}(x, y)b'(y)dxdy. \tag{2.8}
\]

The covariance identity (2.8) appeared in Menz and Otto [2013] (but without explicit assumptions on the functions \( a \) and \( b \)). Note that this inequality implies a version of the FKG inequality: if \( a \) and \( b \) are non-decreasing, then \( a'(x) \geq 0 \) and \( b'(y) \geq 0 \) so that the right side of (2.8) is non-negative, and hence \( E\{a(X)b(Y)\} \geq E\{a(X)\}E\{b(Y)\} \).

Our last set of covariance identities involve taking \( b = \varphi' \) in the case when \( F \) has density \( f = \exp(-\varphi) \).
Corollary 2.5. Suppose that $F$ has absolutely continuous density $f = \exp(-\varphi)$.

(a) If $\varphi$ has derivative $\varphi'$ which satisfies $\varphi' = \varphi_1' - \varphi_2'$ where $\varphi_j' \in L_1(F)$ for $j = 1, 2$ and $\varphi_j'$ are left-continuous and non-decreasing, then

$$
\int_{\mathbb{R}} K_\mu(x, y) d\varphi'(y) = f(x). 
$$

(2.9)

(b) If $\varphi$ has derivative $\varphi' \in L_1(F)$ which is absolutely continuous, then

$$
\int_{\mathbb{R}} K_\mu(x, y) \varphi''(y) dy = f(x). 
$$

(2.10)

(c) In particular, if $f$ is log-concave and absolutely continuous, $f = \exp(-\varphi)$ with $\varphi$ convex, then (2.9) holds.

(d) If $f$ is log-concave and absolutely continuous, and $\varphi'$ is absolutely continuous, then (2.10) holds.

The condition $\varphi' \in L_1(F)$ in (b) of Corollary 2.5 is not overly restrictive. Indeed, it is equivalent to $f' \in L_1(\text{Leb})$ since $f' = -\varphi'f$, and the latter condition is easily checked. Also note that $\varphi' = -f'/f$ is the “score for location” in statistics.

Remark 2.2. Corollary 2.5(d) was given by Menz and Otto [2013]. The other parts of Corollary 2.5 are apparently new.

Proofs of Proposition 2.1 and Corollaries 2.1 - 2.5 will be given in Section 5.

3. The monotonicity property for general measures on $\mathbb{R}^2$

3.1. A general result

Proposition 1.1 shows that monotonicity of $s \mapsto I(s)$ in (1.1) is implied by monotonicity of the conditional survival functions $S_X(x; s)$ and $S_Y(y; s)$ in (1.2). The following theorem provides a way of verifying the monotonicity of the conditional survival functions $s \mapsto S_X(x; s)$ and $s \mapsto S_Y(y; s)$ in terms of the elements of the Hessian matrix $\text{Hess}(\varphi)$ where $\varphi = -\log h$ is the potential (perhaps non-convex) of the joint density $h$ of $(X, Y)$. First some further notation. We write

$$
\text{Hess}(\varphi)(x, y) = \left( \begin{array}{cc}
\frac{\partial^2}{\partial x^2} \varphi(x, y) & \frac{\partial^2}{\partial y \partial x} \varphi(x, y) \\
\frac{\partial^2}{\partial y \partial x} \varphi(x, y) & \frac{\partial^2}{\partial y^2} \varphi(x, y)
\end{array} \right) = \left( \begin{array}{cc}
\frac{\partial^2 \varphi}{\partial x^2} & \frac{\partial^2 \varphi}{\partial x \partial y} \\
\frac{\partial^2 \varphi}{\partial x \partial y} & \frac{\partial^2 \varphi}{\partial y^2}
\end{array} \right)
$$

for the Hessian of $\varphi \equiv -\log h$ where we suppose that $h > 0$ on some open set $S \subset \mathbb{R}^2$. We denote the conditional densities of $X$ given $X + Y = s$ and $Y$ given $X + Y = s$ by $f_1(\cdot; s) \equiv f_1$ and $f_2(\cdot; s) \equiv f_2$ respectively, and denote the corresponding conditional measures by $\mu_1 \equiv \mu_1(\cdot; s)$ and $\mu_2 \equiv \mu_2(\cdot; s)$ respectively. Thus

$$
f_1(x; s) = \exp(-\varphi_1(x; s)) = \frac{h(x, s - x)}{\int_S h(x', s - x') dx'}, 
$$

(3.1)

$$
f_2(y; s) = \exp(-\varphi_2(y; s)) = \frac{h(s - y, y)}{\int_S h(s - y', y') dy'}. 
$$

(3.2)

Furthermore we write

$$
\partial_1 \varphi(x, y) \equiv \frac{\partial}{\partial x} \varphi(x, y) \quad \text{and} \quad \partial_2 \varphi(x, y) \equiv \frac{\partial}{\partial y} \varphi(x, y).
$$
We will also need the following domination conditions:

**D1:** Fix $s_0 \in \mathbb{R}$. Suppose that $x \mapsto \partial_2 \varphi(x, s-x)$ is absolutely continuous for $s \in [s_0 - \epsilon, s_0 + \epsilon] \equiv S_\epsilon$ for some $\epsilon > 0$, and there exists a function $\overline{f} \in L_1(\text{Leb})$ such that

$$|\partial_2 \varphi(x, s-x) \exp(-\varphi(x, s-x))| \leq \overline{f}(x)$$

for almost all $x \in \mathbb{R} \cap S$ and all $s \in S_\epsilon$.

**D2:** Fix $s_0 \in \mathbb{R}$. Suppose that $y \mapsto \partial_1 \varphi(s-y, y)$ is absolutely continuous for $s \in S_\epsilon$ for some $\epsilon > 0$, and there exists a function $\overline{h} \in L_1(\text{Leb})$ such that

$$|\partial_1 \varphi(s-y, y) \exp(-\varphi(s-y, y))| \leq \overline{h}(y)$$

for almost all $y \in \mathbb{R} \cap S$ and all $s \in S_\epsilon$.

**Theorem 3.1.** Suppose that D1 holds. Then with $K_{1,0} \equiv K_{\mu_1, s_0}$,

$$\partial_2 S_X(x, s_0) = \int_{\mathbb{R}} K_{1,0}(x, x') (\partial_{22}^2 \varphi - \partial_{21}^2 \varphi)(x', s_0 - x') dx'. \tag{3.3}$$

Suppose that D2 holds. Then with $K_{2,0} \equiv K_{\mu_2, s_0}$,

$$\partial_2 S_Y(y; s_0) = \int_{\mathbb{R}} K_{2,0}(y', y) (\partial_{11}^2 \varphi - \partial_{21}^2 \varphi)(s_0 - y', y') dy'. \tag{3.4}$$

Hence,

$$\partial_2 S_Y(y; s_0) = \int_{\mathbb{R}} K_{1,0}(s_0 - y, y') (\partial_{11}^2 \varphi - \partial_{21}^2 \varphi)(y', s_0 - y') dy'. \tag{3.5}$$

Moreover, if both D1 and D2 hold, then

$$f_1(x; s_0) = \partial_2 S_X(x; s_0) + \partial_2 S_Y(s_0 - x; s_0), \tag{3.6}$$

$$f_2(y; s_0) = \partial_2 S_Y(y; s_0) + \partial_2 S_X(s_0 - y; s_0). \tag{3.7}$$

**Corollary 3.1.** If D1 and D2 hold (so the conclusions of Theorem 3.1 hold), and

$$(\partial_{22}^2 \varphi - \partial_{21}^2 \varphi)(x', s_0 - x') \geq 0 \text{ for all } x' \text{ such that } (x', s_0 - x') \in S \text{ and }$$

$$(\partial_{11}^2 \varphi - \partial_{21}^2 \varphi)(s_0 - y', y') \geq 0 \text{ for all } y' \text{ such that } (s_0 - y', y') \in S,$$

then the conditional survival functions $S_X(\cdot|s) = S_X(\cdot; s)$ and $S_Y(\cdot|s) = S_Y(\cdot; s)$ in (ii) of Proposition 1.1 are non-decreasing in $s$, and hence (i) of Proposition 1.1 also holds.

**Proof.** Let $J_1(s) \equiv \log \int_{\mathbb{R}} h(x, s-x) dx$. By the domination assumption D1, the function $J_1$ is differentiable on $S_\epsilon$ with derivative

$$J_1'(s) = -\int_{\mathbb{R}} \partial_2 \varphi(x, s-x) h(x, s-x) dx / \int_{\mathbb{R}} h(x', s-x') dx'.$$
Note that \( \varphi_1(x; s) = \varphi(x, s - x) + J_1(s) \), and we therefore find that
\[
\partial_2 \varphi_1(x; s) = \partial_2 \varphi(x, s - x) + J'_1(s),
\]
and
\[
\partial^2_{12} \varphi_1(x; s) = (\partial^2_{12} \varphi - \partial^2_{22} \varphi)(x, s - x). \tag{3.8}
\]

Multiplying by minus one and integrating this identity with respect to \( K_{\mu_1}(x, x') \) and then applying covariance identity (2.6) yields
\[
\int_{\mathbb{R}} (\partial^2_{12} \varphi - \partial^2_{22} \varphi)(x', s - x') K_{\mu_1}(x, x') dx' \\
= - \int_{\mathbb{R}} K_{\mu_1}(x, x') \partial^2_{12} \varphi_1(x'; s) dx' \quad \text{by (3.8)} \\
= - \left( \int_{(-\infty, x]} f_1(x'; s) dx' \int \partial_2 \varphi_1(\cdot; s) f_1(\cdot; s) dx' - \int_{(-\infty, x]} \partial_2 \varphi_1(x'; s) f_1(x'; s) dx' \right) \tag{3.9}
\]
where the first term is
\[
\int_{\mathbb{R}} \partial_2 \varphi_1(x'; s_0) f_1(x'; s_0) dx' = \int_{\mathbb{R}} \partial_2 \varphi_1(x'; s_0) \exp(-\varphi_1(x'; s_0)) dx' \\
= - \frac{d}{ds} \int_{\mathbb{R}} \exp(-\varphi_1(x'; s)) dx' \bigg|_{s = s_0} = 0,
\]
and where the second term is
\[
\int_{(-\infty, x]} \partial_2 \varphi_1(x'; s_0) f_1(x'; s_0) dx' = \int_{(-\infty, x]} \partial \varphi_1(x'; s_0) \exp(-\varphi_1(x'; s_0)) dx' \bigg|_{s = s_0} \\
= - \frac{\partial}{\partial s} \left( \mu_2(-\infty, x] \right)(s_0) = \frac{\partial}{\partial s} S_X(x; s_0).
\]

Combining this with (3.9) evaluated at \( s = s_0 \) yields the claimed identity (3.3).

The identity (3.4) follows from the same argument used to prove (3.3) by symmetry. To prove (3.5), let \( F_{1,s} \) and \( F_{2,s} \) denote the conditional distribution functions corresponding to the conditional densities \( f_1(\cdot; s) \) and \( f_2(\cdot; s) \). Then \( F_{1,s}(x) = 1 - F_{2,s}(s - x) \) and hence with \( K_{j,s}(x, y) = F_{j,s}(x \wedge y) - F_{j,s}(x) F_{j,s}(y), j = 1, 2 \), it follows that
\[
K_{2,s}(y, y') = K_{1,s}(s - y, s - y') \quad \text{for all} \ y, y'. \tag{3.10}
\]

Then, evaluating at \( s = s_0 \),
\[
\int_{\mathbb{R}} K_{2,0}(y, y') (\partial^2_{11} \varphi - \partial^2_{21} \varphi)(s_0 - y, y') dy' \\
= \int_{\mathbb{R}} K_{2,0}(y, y')(\partial^2_{11} \varphi - \partial^2_{21} \varphi)(s_0 - y, y') dy' \quad \text{since} \ K_{2,0}(y, y') = K_{2,0}(y', y) \\
= \int_{\mathbb{R}} K_{1,0}(s - y, s - y')(\partial^2_{11} \varphi - \partial^2_{21} \varphi)(s_0 - y, y') dy' \quad \text{by (3.10)} \\
= \int_{\mathbb{R}} K_{1,0}(s - y, v)(\partial^2_{11} \varphi - \partial^2_{21} \varphi)(v, s_0 - v) dv \\
\]
by the change of variable \( y' = s_0 - v \).
Thus (3.5) holds.

To show that (3.6) holds, note that since $\varphi_1 (x; s) = \varphi (x, s - x) + J_1 (s)$,

\[
\partial_1 \varphi_1 (x; s) = \partial_1 \varphi (x, s - x) - \partial_2 \varphi (x, s - x), \text{ and }
\partial_{11} \varphi_1 (x; s) = \partial_{11} \varphi (x, s - x) - \partial_{21} \varphi (x, s - x) + \partial_{12} \varphi_{22} (x, s - x).
\]

But then

\[
f_1 (x; s_0) = \int_{\mathbb{R}} K_{1,0} (x, x') \partial_{11} \varphi_1 (x'; s_0) dx' \text{ by (2.10), Corollary 2.5 } \\
= \int_{\mathbb{R}} K_{1,0} (x, x') \{ \partial_{11} \varphi (x', s_0 - x') - \partial_{21} \varphi (x', s_0 - x') + \partial_{12} \varphi_{22} (x', s_0 - x') \} dx' \\
= \partial_2 S_X (x; s_0) + \partial_2 S_Y (y; s_0)
\]

by using (3.3) and (3.5) in the last equality.

Now we are ready discuss examples (and counter-examples) of joint distributions on $\mathbb{R}^2$ where (ii) of Proposition 1.1 is satisfied. Identities (3.3) - (3.5) in Theorem 3.1 are very useful in this regard.

But we first consider the log-concave case in the light of Theorem 3.1.

### 3.2. Independent log-concave variables revisited

The following theorem is due to Efron [1965]. We give a different proof than Efron’s, based on formulas (3.3) and (3.4) of Theorem 3.1 above.

**Theorem 3.2 (Efron [1965]).** The monotonicity property is satisfied for any pair of independent log-concave random variables.

**Proof.** Let $(X, Y)$ be a pair of independent log-concave random variables with density $h$ on $\mathbb{R}^2$ with respect to Lebesgue measure. Then

\[
h (x, y) = g_X (x) g_Y (y) = \exp \left( - (\varphi_X (x) + \varphi_Y (y)) \right), \quad (x, y) \in \mathbb{R}^2,
\]

where $g_X$ and $g_Y$ are the densities ($\varphi_X$ and $\varphi_Y$ are the convex potentials) of $X$ and $Y$ respectively. Indeed, a log-concave random variable on $\mathbb{R}$ automatically has a density with respect to the Lebesgue measure (see for instance Saumard and Wellner [2014]). For now, let us also assume that $h > 0$ on $\mathbb{R}^2$.

Denote also $\varphi (x, y) = \varphi_X (x) + \varphi_Y (y)$, $(x, y) \in \mathbb{R}^2$. Let us first assume that $\varphi_X$ and $\varphi_Y$ are $C^2$ and that $g'_{X}, g'_{Y} \in L_{\infty}$. Define measures $\mu_1$ by $d\mu_1 (x) = f_1 (x; s) dx$ where

\[
f_1 (x; s) = \exp ( - \varphi_1 (x; s)) = \frac{h (x, s - x)}{\int_{\mathbb{R}} h (x', s - x') dx'}.
\]

Then, it follows that

\[
\varphi_1 (x; s) = \varphi_X (x) + \varphi_Y (s - x) + \log \left( \int_{\mathbb{R}} \exp \left( - (\varphi_X (x') + \varphi_Y (s - x')) \right) dx' \right).
\]

Using the assumption that that $g'_{Y} = - \varphi'_{Y} \exp ( - \varphi_Y)$ is uniformly bounded, it is easy to see that $\partial_2 \varphi_1$ exists and that

\[
\partial_2 \varphi_1 (x; s) = \varphi'_{Y} (s - x) + \frac{\int_{\mathbb{R}} \varphi'_{Y} (s - x') \exp \left( - (\varphi_X (x') + \varphi_Y (s - x')) \right) dx'}{\int_{\mathbb{R}} h (x', s - x') dx'}.
\]
Again using \( g_Y' \in L_\infty \), simple calculations show that there exists a function \( \mathcal{G} \in L_1 (\text{Leb}) \) such that for almost all \( x \in \mathbb{R} \),
\[
|\partial_2 \varphi_1 (x; s) \exp (-\varphi_1 (x; s))| \leq \mathcal{G} (x) .
\]
Furthermore, \( \partial_2 \varphi_1 (\cdot; s) \) is absolutely continuous (even \( C^1 \)), so by formula (3.3), it follows that
\[
(\partial_2 S_X) (x; s) = \int_{\mathbb{R}} K_{\mu_1} (x, u) (\partial^2_{22} \varphi - \partial^2_{12} \varphi) (u, s - u) \, du
\]
\[
= \int_{\mathbb{R}} K_{\mu_1} (x, u) \varphi''_y (s - u) \, du .
\]
Since \( \varphi''_Y \geq 0 \) by log-concavity of \( g_Y \), it follows that \( (\partial_2 S_X) (x; s) \geq 0 \). Note that the argument shows that even if \( g_X \) is is not log-concave, log-concavity of \( g_Y \) implies monotonicity of \( s \mapsto S_X (x; s) \).

By symmetry between \( X \) and \( Y \), we also have \( (\partial_2 S_Y) (y; s) \geq 0 \) and we conclude from Proposition 1.1 that the monotonicity property is satisfied for \((X, Y)\). To conclude, we have to prove that we can reduce the situation from general convex potentials to potentials \( \varphi \) that are finite on \( \mathbb{R} \) (this implies that \( h > 0 \) on \( \mathbb{R} \)), that are \( C^2 \) and that satisfy \( \| \varphi' \exp (-\varphi) \|_\infty < +\infty \).

This is done by convolution with Gaussian random variables, whose variance tends to zero (see for instance Proposition 5.5 in Saumard and Wellner [2014]). In particular, we see that any pair of independent log-concave random variables \((X, Y)\) there exists a sequence of log-concave random variables \((X_n, Y_n)\), with \( X_n \) independent of \( Y_n \), such that the densities \( g_{X_n} \), \( g_{Y_n} \) of \( X_n \) and \( Y_n \) are \( C^\infty \) and converge respectively to \( g_X \) and \( g_Y \) in \( L_\infty \). Hence, for any \((x, y, s) \in \mathbb{R}^3\),

\[
S_{X_n}(x; s) \rightarrow S_X (x; s) \quad \text{and} \quad S_{Y_n}(y; s) \rightarrow S_Y (y; s) , \quad \text{as} \ n \rightarrow \infty
\]

which gives the monotonicity in \( s \) of \( S_X (x; s) \) and \( S_Y (y; s) \).

The monotonicity extends to more than two independent log-concave variables.

**Theorem 3.3 (Efron [1965]).** Let \( m \) be greater than one. Then the monotonicity property is satisfied for any \( m \)-tuple of independent log-concave variables.

**Proof.** We proceed as in Efron [1965] by induction on \( m \). Let \((X_1, \ldots, X_m)\) be an \( m \)-tuple of log-concave variables, let \( S = \sum_{i=1}^m X_i \) be their sum, and set

\[
\Lambda (t, u) = E \left[ \Psi (X_1, \ldots, X_m) \mid \sum_{i=1}^{m-1} X_i = t , \ X_m = u \right] .
\]

Then

\[
E [\Psi (X_1, \ldots, X_m) \mid S = s] = E [\Lambda (T, X_m) \mid T + X_m = s] ,
\]

where \( T = \sum_{i=1}^{m-1} X_i \). The variable \( T \) has a log-concave density (by preservation of log-concavity by convolution). Hence, by the induction hypothesis at rank 2, it suffices to prove that \( \Lambda \) is coordinatewise non-decreasing. \( \Lambda (t, u) \) is non-decreasing in \( t \) by the induction hypothesis at rank \( m - 1 \). Also \( \Lambda (t, u) \) is non-decreasing in \( u \) since \( \Psi \) is non-decreasing in its last argument. This concludes the proof.

### 3.3. Examples

#### 3.3.1. Bivariate Gaussian

This special case, in which the joint density is log-concave but not independent, is simple but instructive. Suppose that \((X, Y) \sim N_2 (0, \Sigma)\) where

\[
\Sigma = \begin{pmatrix}
\sigma^2 & \rho \sigma \tau \\
\rho \sigma \tau & \tau^2
\end{pmatrix} .
\]
Then
\[ \varphi(x, y) = -\log \phi_2(x, y) = \frac{1}{2(1 - \rho^2)} \left( \frac{x^2}{\sigma^2} - 2\rho \frac{x y}{\sigma \tau} + \frac{y^2}{\tau^2} \right) + \text{constant}, \]
so that
\[ \frac{\partial}{\partial x} \varphi(x, y) = \frac{1}{\sigma^2(1 - \rho^2)} \left( x - \frac{\rho \sigma y}{\tau} \right), \]
\[ \frac{\partial}{\partial y} \varphi(x, y) = \frac{1}{\tau^2(1 - \rho^2)} \left( y - \frac{\rho \tau x}{\sigma} \right), \]
and
\[ \partial_{11}^2 \varphi(x, y) = \frac{1}{\sigma^2(1 - \rho^2)}, \quad \partial_{22}^2 \varphi(x, y) = \frac{1}{\tau^2(1 - \rho^2)}, \]
\[ \partial_{12}^2 \varphi(x, y) = \partial_{21}^2 \varphi(x, y) = -\frac{\rho}{\sigma \tau (1 - \rho^2)}. \]
Thus we have
\[ \partial_{11}^2 \varphi(x, y) - \partial_{21}^2 \varphi(x, y) = \frac{1}{\sigma(1 - \rho^2)} \left( \frac{1}{\sigma} + \frac{\rho}{\tau} \right), \]
\[ \partial_{22}^2 \varphi(x, y) - \partial_{21}^2 \varphi(x, y) = \frac{1}{\tau(1 - \rho^2)} \left( \frac{1}{\tau} + \frac{\rho}{\sigma} \right), \]
where the right hand sides of the last two displays are nonnegative if and only if \(-\rho \leq (\tau / \sigma) \wedge (\sigma / \tau)\) or, equivalently, if and only if \(\rho \geq -\{((\tau / \sigma) \wedge (\sigma / \tau))\}.\) It follows from Corollary 3.1 that if \(\rho \geq -\{((\tau / \sigma) \wedge (\sigma / \tau))\},\) then \(E[\Psi(X, Y) | X + Y = z]\) is a monotone function of \(z\) for any function \(\Psi\) which is monotone in each coordinate, for example \(\Psi_1(x, y) \equiv 1\{x \geq 0, y \geq 0\}\) or \(\Psi_2(x, y) \equiv ax + by\) with \(a, b \geq 0.\)

In fact, in this example we have \((X | X + Y = z) \sim N(\mu z, A^2)\) and, by symmetry, \((Y | X + Y = z) \sim N(\nu z, A^2)\) where
\[ \frac{1}{A^2} = \frac{1}{1 - \rho^2} \left\{ \frac{1}{\sigma^2} + \frac{2\rho}{\sigma \tau} + \frac{1}{\tau^2} \right\}, \]
\[ \mu = \frac{A^2}{1 - \rho^2} \left( 1 + \frac{\rho \tau}{\sigma} \right) \frac{1}{\tau^2}, \]
\[ \nu = \frac{A^2}{1 - \rho^2} \left( 1 + \frac{\rho \sigma}{\tau} \right) \frac{1}{\sigma^2} = 1 - \mu. \]
(Note that when \(\sigma = \tau = 1\) and \(\rho = 0\) this yields \((X | X + Y = z) \sim N(z/2, 1/2).\))

Now we check the claimed monotonicity for the conditional expectations in the case of \(\Psi_1\) and \(\Psi_2.\) For \(\Psi_1,\) with \(\Phi(z) \equiv P(N(0, 1) \leq z)\) on the right side,
\[ E[\Psi_1(X, Y) | X + Y = z] = P(X \geq 0, z - X \geq 0 | X + Y = z) = P_z(0 \leq X \leq z) \]
\[ = \{ \Phi(z - \mu z / A) - \Phi(-\mu z / A) \} 1\{ z \geq 0 \} \]
\[ = \{ \Phi(\nu z / A) - \Phi(-\mu z / A) \} 1\{ z \geq 0 \}. \]
This is a monotone function of \(z\) if \(\rho \geq -\{\sigma / \tau \wedge \tau / \sigma\}.\) For \(\Psi_2\) we have
\[ E[\Psi_2(X, Y) | X + Y = z] = aE(X | X + Y = z) + bE(Y | X + Y = z) = a\mu z + b\nu z \]
\[ = (a\mu + b\nu)z = \frac{A^2}{1 - \rho^2} \left\{ \frac{a}{\tau^2} \left( 1 + \frac{\rho \tau}{\sigma} \right) + \frac{b}{\sigma^2} \left( 1 + \frac{\rho \sigma}{\tau} \right) \right\} z. \]
This is monotone increasing for any \(a, b \geq 0\) if and only if \(\rho \geq -\{\tau / \sigma \wedge (\sigma / \tau)\},\) just as we concluded above via Corollary 3.1.
3.3.2. Morgenstern copula

(Not log-concave and not independent) Suppose that \((X, Y)\) has density \(c_\theta\) on \([0, 1]^2\) where
\[
c_\theta(x, y) = 1 + \theta(1 - 2x)(1 - 2y), \quad (x, y) \in [0, 1]^2
\]
for \(|\theta| \leq 1\). Then straightforward calculation yields
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = \frac{4\theta(1 + \theta(1 - 2y)^2)}{[1 + \theta(1 - 2x)(1 - 2y)]^2},
\]
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = \frac{4\theta(1 + \theta(1 - 2x)^2)}{[1 + \theta(1 - 2x)(1 - 2y)]^2},
\]
and the right sides in the last display are both non-negative if and only if \(\theta \geq 0\). Hence for \(\Psi\) coordinatewise monotone, \(E[\Psi(X, Y)|X + Y = z]\) is monotone in \(z\) if and only if \(\theta \geq 0\).

3.3.3. Frank copula

(Not log-concave and not independent) Suppose that \((X, Y)\) has distribution function \(C_\theta\) on \([0, 1]^2\) where
\[
C_\theta(x, y) = \begin{cases} 
\log \left\{ 1 - \frac{(1 - \theta)^2}{(1 - \theta_y)^2} \right\} / \log \theta, & \theta \neq 1, \ (x, y) \in [0, 1]^2 \\
1, & \theta = 1, \ (x, y) \in [0, 1]^2.
\end{cases}
\]
for \(0 < \theta < \infty\). Then straightforward calculation yields
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = -\frac{2\theta^2(\theta - 2\theta^2 + \theta^2 y^2) \log \theta^2}{(\theta - \theta^2 - \theta^2 y + \theta^2 y^2)^2},
\]
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = -\frac{2\theta^2(\theta - 2\theta^2 + \theta^2 x^2) \log \theta^2}{(\theta - \theta^2 - \theta^2 y + \theta^2 y^2)^2},
\]
and the right sides in the last display are both non-negative if and only if \(\theta \in (0, 1]\). Hence for \(\Psi\) coordinatewise monotone, \(E[\Psi(X, Y)|X + Y = z]\) is monotone in \(z\) if and only if \(0 < \theta < 1\).

Note that \(\theta = 1\) corresponds to \((X, Y)\) being independent uniform \((0, 1)\) random variables, and we know that the conditional expectation is monotone by Efron’s theorem in this case.

3.3.4. Clayton-Oakes copula

(Not log-concave and not independent) Suppose that \((X, Y)\) has distribution function \(C_\theta\) on \([0, 1]^2\) where
\[
C_\theta(x, y) = \left\{ x^{-\theta} + y^{-\theta} - 1 \right\}^{-1/\theta}, \quad (x, y) \in (0, 1]^2
\]
for \(0 < \theta < \infty\). Then straightforward calculation yields
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = \frac{\theta^2 x(1 + 2\theta) y^\theta + \theta y^{1+2\theta} - (1 - \theta - 2\theta^2) x^\theta y^{1+\theta} (1 - y^\theta) - (1 - \theta) x^2 y (1 - y^\theta)^2}{x^2 y (y^\theta + x^\theta (1 - y^\theta))^2},
\]
\[
\frac{\partial^2 \varphi(x, y)}{\partial^2 x} - \frac{\partial^2 \varphi(x, y)}{\partial^2 y} = \frac{\theta^2 y(1 + 2\theta) x^\theta + \theta x^{1+2\theta} - (1 - \theta - 2\theta^2) y^\theta x^{1+\theta} (1 - x^\theta) - (1 + \theta) y^2 x (1 - x^\theta)^2}{y^2 x (x^\theta + y^\theta (1 - x^\theta))^2},
\]
and the right sides in the last displays are both non-negative if \(\theta \in (1/2, 1)\). Hence for \(\Psi\) coordinatewise monotone, \(E[\Psi(X, Y)|X + Y = z]\) is monotone in \(z\) if \(1/2 \leq \theta \leq 1\).
3.4. Monotonicity preservation under measurement error

Now we discuss the statistical application described at the end of Section 1 above in light of Theorem 3.1. Indeed, we are now able to extend the results of Hwang and Stefanski [1994] related to independent log-concave errors. Briefly recall the framework: we are given a triple \((T, X, U)\) of random variables, and consider the monotonicity of \(\mathbb{E}[T|X = x]\) under the assumption that \(\mathbb{E}[T|U = u]\) is monotone. The variable \(Z := X - U\) is interpreted as a measurement error and is essential in the analysis. We assume in the sequel that the triple \((T, X, U)\) has a density \(f_{T, U, X}\) with respect to Lebesgue measure on \(\mathbb{R}^3\), and that \(T\) and \(X\) are conditionally independent given \(U\). Thus

\[
f_{T, U, X}(t, u, x) = f_{T|U}(t|u)f_{X|U}(x|u)f_U(u).
\]

This yields:

\[
\mathbb{E}[T|X = x] = \int \mathbb{E}[T|U = u]f_{U|X}(u|x)du.
\]

(3.11)

Setting \(\Psi(u) = \mathbb{E}[T|U = u]\), formula (3.11) can be rewritten as follows:

\[
\mathbb{E}[T|X = x] = \mathbb{E}[\Psi(U)|U + Z = x].
\]

(3.12)

If \(\Psi\) is nondecreasing, we see by Remark 1.1 that monotonicity of \(\mathbb{E}[T|X = x]\) is thus ensured as soon the conditional quantiles

\[
S_U(u, x) = \mathbb{P}[U > u \mid U + Z = x]
\]

are nondecreasing in \(x\) for any \(u \in \mathbb{R}\). Now, setting \(\varphi = -\log(f_{U, X})\) and using Corollary 3.1, we get that monotonicity of \(\mathbb{E}[T|X = x]\) is ensured if for every \(s_0 \in \mathbb{R}\), Assumption D1 is valid for \(\varphi\) and for all \(x' \in \mathbb{R}\),

\[
(\partial_{22}^2 \varphi - \partial_{12}^2 \varphi)(x', s_0 - x') \geq 0.
\]

(3.13)

As seen in the examples above, this condition is valid for independent log-concave variables \(U\) and \(Z\), but also for possibly dependent variables which may or may not be log-concave.

4. Quantitative estimates in the monotonicity property

In this section, we establish a quantitative strengthening of Efron’s monotonicity property. Recall that we are interested in the function \(I\) of \(s \in \mathbb{R}\), given in (1.1). We thus consider a pair \((X, Y)\) of random variables with density \(h\) on \(\mathbb{R}^2\) with respect to the Lebesgue measure. By setting

\[
S_X(x, s) = \mathbb{P}[X > x \mid X + Y = s] \quad \text{and} \quad S_Y(y, s) = \mathbb{P}[Y > y \mid X + Y = s],
\]

we have seen in Section 1 that the function \(I\) is non-decreasing if for all \((x, y) \in \mathbb{R}^2\), \(S_X(x, s)\) and \(S_Y(y, s)\) are non-decreasing in \(s \in \mathbb{R}\).

Note that if \(h\) is positive and continuous on \(\mathbb{R}^2\) then \(\int h(s - y', y') dy' > 0\) and the function \(f_2\) given by (3.2) is well-defined. In this case, we may write

\[
I(s) = \int_{\mathbb{R}} \Psi(s - y, y) f_2(y; s) dy.
\]

(4.1)

By a change of variable, we may also write

\[
I(s) = \int_{\mathbb{R}} \Psi(x, s - x) f_1(x; s) dx,
\]

where \(f_1\) is given by (3.1). We define the measure \(\mu_1\) by \(d\mu_1(x) = f_1(x; s) dx\).
Theorem 4.1. Assume that the statements of Proposition 1.1, that is Efron’s monotonicity property, hold. Let us take $s_0 \in \mathbb{R}$ and $\varepsilon > 0$, and let $V(s_0) = [s_0 - \varepsilon, s_0 + \varepsilon]$. With the notations above, assume that $h = \exp(-\varphi)$ is positive and coordinatewise differentiable on $\mathbb{R}^2$. Assume also that $\Psi$ is coordinatewise differentiable on $\mathbb{R}^2$. Furthermore, assume that for any $s \in V(s_0)$, $\Psi(\cdot, s) - \varphi$ and $(\partial_1 \varphi)(\cdot, s)$ are absolutely continuous. Assume that for all $(x, y) \in \mathbb{R}^2$, the functions $S_X(x, s)$ and $S_Y(y, s)$ are non-decreasing in $s \in V(s_0)$.

If there exist four integrable functions on $\mathbb{R}$, $A, B, C, D \in L_1(\text{Leb})$ and a positive constant $M$ such that, for all $(x, y) \in V(s_0) \times \mathbb{R}^2$,

$$|\Psi(s - y, y)| \leq M, \quad (4.2)$$

$$|\partial_1 \Psi(s - y, y) h(s - y, y)| \leq A(y), \quad (4.3)$$

$$|\partial_1 \varphi(s - y, y) h(s - y, y)| \leq B(y), \quad (4.4)$$

$$|\partial_2 \varphi(x, s - x) \exp(-\varphi(x, s - x))| \leq C(x) \wedge D(s - x), \quad (4.5)$$

then the function $I$ defined in (1.1) is differentiable at the point $s_0$ and

$$I'(s_0) \geq \left(1 - \sup_{x \in \mathbb{R}} \left\{ \frac{\partial_2 S_Y(s_0 - x, s_0)}{\partial_2 S_X(x, s_0) + \partial_2 S_Y(s_0 - x, s_0)} \right\} \right) \mathbb{E}[\partial_1 \Psi(X, Y) | X + Y = s_0]. \quad (4.6)$$

Proof of Theorem 4.1. Under the assumptions of Theorem 4.1, the function $I$ in (3.2) and (4.1) is well-defined and we have (using notations above),

$$I(s) = \int_{\mathbb{R}} \Psi(s - y, y) f_2(y, s) dy .$$

By differentiating with respect to $s$ (interchanging differentiation and integral signs is allowed by the assumptions (4.2), (4.3) and (4.4)), we get

$$I'(s_0) = \mathbb{E}[\partial_1 \Psi(X, Y) | X + Y = s_0] - \text{Cov}[\Psi(X, Y), (\partial_1 \varphi)(X, Y) | X + Y = s_0]. \quad (4.7)$$

Notice that by Assumption (4.5), kernel representations hold for $\partial_2 S_X$ and $S_Y$. Now, by Corollary 2.4, Theorem 3.1 and coordinatewise monotonicity of $\Psi$, we have

$$\text{Cov}[\Psi(X, Y), (\partial_1 \varphi)(X, Y) | X + Y = s_0] \quad (4.8)$$

$$= \int \int (\partial_1 \Psi - \partial_2 \Psi)(x, s_0 - x) K_{\mu_0}(x, \tilde{x}) (\partial^2_{11} \varphi - \partial^2_{12} \varphi)(\tilde{x}, s_0 - \tilde{x}) dxd\tilde{x} \quad (4.9)$$

$$= \int (\partial_1 \Psi - \partial_2 \Psi)(x, s_0 - x) (\partial_2 S_Y)(s_0 - x, s_0) dx \quad (4.10)$$

$$\leq \int (\partial_1 \Psi)(x, s_0 - x) (\partial_2 S_Y)(s_0 - x, s_0) dx \quad (4.11)$$

$$\leq \sup_{x \in \mathbb{R}} \left\{ \frac{(\partial_2 S_Y)(s_0 - x, s_0)}{f_1(x, s_0)} \right\} \int (\partial_1 \Psi)(u, s_0 - u) f_1(u, s_0) du$$

$$= \sup_{x \in \mathbb{R}} \left\{ \frac{(\partial_2 S_Y)(s_0 - x, s_0)}{(\partial_2 S_X)(x, s_0) + (\partial_2 S_Y)(s_0 - x, s_0)} \right\} \mathbb{E}[\partial_1 \Psi(X, Y) | X + Y = s_0]. \quad (4.12)$$

Indeed, equality (4.9) comes from identity (2.8), then we used identity (3.5) to obtain (4.10). Inequality (4.11) is derived using coordinatewise monotonicity of $\Psi$ together with monotonicity of $S_Y(y, s_0)$. Finally, equality (4.12) follows from identity (3.6). \qed
Note that by symmetry between $X$ and $Y$, if the right integrability conditions are satisfied, then we could also get

$$I'(s_0) \geq \left(1 - \sup_{x \in \mathbb{R}} \frac{\partial_2 S_X(x, s_0)}{\partial_2 S_X(x, s_0) + \partial_2 S_Y(s_0 - x, s_0)}\right) \mathbb{E}[\partial_2 \Psi(X, Y) | X + Y = s_0]$$

or, mixing the latter lower bound with the one of Theorem 4.1,

$$I'(s_0) \geq \left(1 - \sup_{x \in \mathbb{R}} \frac{\partial_2 S_Y(s_0 - x, s_0)}{\partial_2 S_X(x, s_0) + \partial_2 S_Y(s_0 - x, s_0)}\right) \mathbb{E}[\partial_1 \Psi(X, Y) | X + Y = s_0]$$

$$\vee \left(1 - \sup_{x \in \mathbb{R}} \frac{\partial_2 S_X(x, s_0)}{\partial_2 S_X(x, s_0) + \partial_2 S_Y(s_0 - x, s_0)}\right) \mathbb{E}[\partial_2 \Psi(X, Y) | X + Y = s_0].$$

Let us now return to the statistical application discussed at the end of the introduction and further investigated in Subsection 3.4 above. Using the notation of Subsection 3.4, we are now able to give a lower bound on the derivative of the regression function $\mathbb{E}[T | X = x]$, relative to the derivative of $\Psi(u) = \mathbb{E}[T | U = u]$. Indeed, by setting $h = f_U, X = \exp(-\varphi)$, we find from formula (3.12) and Theorem 4.1 that, under the required integrability conditions we have

$$\frac{d}{dx}(\mathbb{E}[T | X = x]) \geq \left(1 - \sup_{u \in \mathbb{R}} \frac{\partial_2 S_Z(x - u, x)}{\partial_2 S_U(u, x) + \partial_2 S_Z(x - u, x)}\right) \mathbb{E}[\Psi'(U) | U + Z = x].$$

5. Proofs and Examples for Section 2

5.1. Proofs of the Covariance Identities

We begin by reviewing several identities in Shorack [2000], section 7.4. Let $(X, Y)$ have a joint distribution function $H$ on $\mathbb{R}^2$ with marginals $F$ and $G$ for $X$ and $Y$ respectively. Let $F^{-1}$ denote the left-continuous inverse of $F$. Thus if $\xi \sim \text{Uniform}(0, 1)$, $X \equiv F^{-1}(\xi)$ has distribution function $F$. Then we can write

$$X = \int_{(0,1)} F^{-1}(t) d\mathbb{1}_{[\xi \leq t]} = F^{-1}(\xi), \quad \text{and} \quad X = \int_{\mathbb{R}} xd\mathbb{1}_{[X \leq x]}.$$  

Similarly if the mean $\mu$ of $X$ exists, then

$$\mu = \int_{(0,1)} F^{-1}(t) dt, \quad \text{and} \quad \nu = \int_{\mathbb{R}} x dF(x).$$

By taking the differences in these identities we find that

$$X - \mu = \int_{(0,1)} F^{-1}(t) d(\mathbb{1}_{[\xi \leq t]} - t) = -\int_{(0,1)} (1_{[\xi \leq t]} - t) dF^{-1}(t), \quad \text{and}$$

$$X - \mu = \int_{\mathbb{R}} xd(\mathbb{1}_{[X \leq x]} - F(x)) = -\int_{\mathbb{R}} (1_{[X \leq x]} - F(x)) dx,$$

where the second expressions follow from integration by parts or from Fubini’s theorem. Note that the existence of $\mu$ is used in both of these proofs. Similarly, if $a$ is nondecreasing and left-continuous, with $\mathbb{E}|a(X)| < \infty$, then

$$a(X) = \int_{\mathbb{R}} a(x) d\mathbb{1}_{[X \leq x]}, \quad \mathbb{E}a(X) = \int_{\mathbb{R}} a(x) dF(x),$$

$$a(X) = \int_{\mathbb{R}} a(x) d\mathbb{1}_{[X \leq x]}, \quad \mathbb{E}a(X) = \int_{\mathbb{R}} a(x) dF(x).$$
and hence
\[ a(X) - Ea(X) = \int_{\mathbb{R}} a(x)d(1_{X \leq x}) - F(x) = -\int_{\mathbb{R}} (1_{X \leq x} - F(x))da(x). \]

A similar development for \( b(Y) \) yields
\[ b(Y) - Eb(Y) = \int_{\mathbb{R}} b(y)d(1_{Y \leq y}) - G(y) = -\int_{\mathbb{R}} (1_{Y \leq y} - G(y))db(y). \]

where the second expressions follows from integration by parts or from Fubini’s theorem together with \( \text{Var}(b(Y)) < \infty \).

Using the identities above together with Fubini’s theorem and the assumption \( \text{Var}(a(X)) < \infty \), \( \text{Var}(b(Y)) < \infty \), we obtain the covariance identity (2.1). This is just as in Shorack [2000], page 117, formula (14).

Corollary 2.1 follows immediately from Proposition 2.1 by taking \( a \) and \( b \) to be the identity functions.

**Proof of Corollary 2.2.** Part (a) follows immediately upon noting that when \( Y = X \), \( H(x, y) = F(x \wedge y) \).

Part (b): First note that \( \text{Var}(a(X)) < \infty \) since
\[ \text{Var}(a(X)) \leq Ea^2(X) = E[(a_1(X) - a_2(X))^2] \leq 2[Ea_1^2(X) + Ea_2^2(X)] \leq \infty. \]

Similarly, \( \text{Var}(b(X)) < \infty \), and \( |\text{Cov}(a_1(X), a_2(X))| < \infty \) by the Cauchy-Schwarz inequality. Then \( \text{Cov}(a_1(X), a_2(X)) \) is given by polarization:
\[ \text{Cov}(a_1(X), a_2(X)) = \frac{1}{4} \{\text{Var}(a_1(X) + a_2(X)) - \text{Var}(a_1(X) - a_2(X))\}. \]

Thus we have, by using the variance identity resulting from (2.2) with \( a = b \), the covariance identity (2.2), and the symmetry of \( F(x \wedge y) - F(x)F(y) \) in \( x \) and \( y \),
\[
\text{Var}(a(X)) \\
= \text{Var}(a_1(X) - a_2(X)) \\
= \text{Var}(a_1(X)) - 2\text{Cov}(a_1(X), a_2(X)) + \text{Var}(a_2(X)) \\
= \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}da_1(x)da_1(y) - \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}da_1(x)da_2(y) \\
- \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}da_1(y)da_2(x) + \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}da_2(x)da_2(y) \\
= \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}d(a_1 - a_2)(x)d(a_1 - a_2)(y) \\
= \int_{\mathbb{R}^2} \{F(x \wedge y) - F(x)F(y)\}da(x)da(y).
\]

Then (2.2) holds for \( a = a_1 - a_2 \) and \( b = b_1 - b_2 \) by polarization:
\[ \text{Cov}(a(X), b(X)) = \frac{1}{4} \{\text{Var}(a(X) + b(X)) - \text{Var}(a(X) - b(X))\}. \]

\[ \square \]
**Remark 5.1.** If $a$ is non-decreasing and right-continuous, then the identity in Corollary 2.2 can fail: for example, if $F(x) = (1 - p)1_{[0, \infty)}(x) + p1_{[1, \infty)}(x)$ so that $X \sim \text{Bernoulli}(p)$, and $a(x) = 1_{[1, \infty)}(x)$, then $a(X) \sim \text{Bernoulli}(p)$ so $\text{Var}(a(X)) = p(1 - p)$ on the left side, but

$$\int \{F(x \land y) - F(x)F(y)\}da(x)da(y) = (F(1) - F(1)F(1)) \cdot 1 \cdot 1 = 0.$$ 

(On the other hand, if $a(x) = 1_{(0, \infty)}(x)$, then $a(X) = 1$ with probability $p$ so that it is again a Bernoulli($p$) random variable and the left side is again $p(1 - p)$, but the right side equals $F(0) - F(0)^2 = (1 - p) - (1 - p)^2 = (1 - p) \cdot p$.)

**Remark 5.2.** Note that both sides in the variance version of (2.2) are infinite if $\text{Var}(a(X)) = \infty$.

**Proof of Corollary 2.3.** Let $a(x) \equiv F(z) - 1_{[x \leq z]}$. First notice that

$$F(z)\int_R b(y)dF(y) - \int_{(\infty, z]} b(y)dF(y) = \int_R b(y)a(y)dF(y).$$

Then $a$ increases from $F(z) - 1$ to $F(z)$ with the only change being a jump upward of 1 at $x = z$. Note that the first equality in (2.4) holds since $E_F a(X) = 0$. Then the second equality in (2.4) follows from (2.2). The equalities in (2.5) follow by noting that

$$a(x) = -(1 - F(z)) - (1 - 1_{[x \leq z]}) = -(1 - F(z)) + 1_{[x > z]}.$$ 

If $b \in L_1(F)$ is absolutely continuous, then

$$\int_R K_{\mu}(z, y)db(y) = \int_R K_{\mu}(z, y)b'(y)dy.$$ 

Moreover, in this case, $b$ has bounded variation, so $b = b_1 - b_2$ with $b_j$ non-decreasing, $j = 1, 2$. Since $b$ is continuous and in $L_1(F)$, we may assume without loss of generality that $b_j$, $j = 1, 2$, are also continuous and in $L_1(F)$ (see for instance Shorack [2000], Exercise 4.1, p.75). Hence, (2.4) is valid in this case and so is (2.6). The proof of (2.7) is similar using (2.5).

**Proof of Corollary 2.4.** Since $a \in L_p(F)$ and $b \in L_q(F)$ for some $p, q \in [1, \infty]$ satisfying $p^{-1} + q^{-1} = 1$, then by Hölder’s inequality

$$|\text{Cov}(a(X), b(X))| \leq \|a(X)\|_p\|b(X)\|_q < \infty$$

where

$$\|a(X)\|_p \equiv \{E|a(X)|^p\}^{1/p} = \left\{ \int |a(x)|^p dF(x) \right\}^{1/p}$$

and similarly for $\|b(X)\|_q$. The fact that $a$ and $b$ are absolutely continuous with $a \in L_p(F)$, $b \in L_q(F)$ implies that $a = a_1 - a_2$ and $b = b_1 - b_2$ where $a_j, b_j$ are non-decreasing, left-continuous and $\|a_j(X)\|_p < \infty$, $\|b_j(X)\|_q < \infty$ for $j = 1, 2$. Hence, Corollary 2.4 follows from Corollary 2.3.

**Proof of Corollary 2.5.** (a) This follows from Corollary 2.3. Indeed, we take $b = \varphi'$ in Corollary 2.3. Then from Corollary 2.3, we get

$$\int_R K_{\mu}(x, y)d\varphi'(y) = -\int_R (1_{(-\infty, x]}(y) - F(x)) \varphi'(y)f(y)dy$$

$$= -\int_{(-\infty, x]} \varphi'(y)f(y)dy + F(x) \int_{-\infty}^{\infty} \varphi'(y)f(y)dy$$

$$= f(x) + F(x) \cdot 0 = f(x)$$
since \( \int_{-\infty}^{x} \varphi'(y)f(y)dy = -f(x) \) and \( \int_{x}^{\infty} \varphi'(y)f(y)dy = f(x) \).

(b): This follows from (a) and the hypothesized absolute continuity.

(c) and (d): It remains only to show that the hypotheses of Corollary 2.5(a) always hold in the log-concave case. But in this case \( \varphi' \) is monotone non-decreasing, so by taking the right-continuous version of \( \varphi' \) and letting \( x_0 = \inf\{y \in \mathbb{R} : \varphi'(y) \geq 0\} \), we have \( \varphi'(x) \geq 0 \) for \( x \geq x_0 \) and \( \varphi'(x) < 0 \) for \( x < x_0 \). It follows that
\[
\int_{\mathbb{R}}|\varphi'(y)|e^{-\varphi(y)}dy = \int_{x_0}^{\infty} \varphi'(y)e^{-\varphi(y)}dy + \int_{-\infty}^{x_0} (-\varphi'(y))e^{-\varphi(y)}dy
\]
\[
= 2e^{-\varphi(x_0)} < \infty.
\]

Thus \( \varphi' \in L_1(F) \) and the hypotheses of Corollary 2.5(a) hold. \( \square \)

**Remark 5.3.** Another way to check finiteness of covariances is to use the following consequence of Hölder’s inequality for the kernel \( K_\mu \) in (2.3): note that if \( 1/p + 1/q = 1 \) with \( p \geq 1 \) we have
\[
F(x \wedge y) - F(x)F(y) = \text{Cov}(1[X \leq x], 1[X \leq y])
\]
\[
= \int \{(1[1 \leq x] - F(x))(1[1 \leq y] - F(y))\}dF(z)
\]
\[
\leq \left\{ \int |1[1 \leq x] - F(x)|^p dF(z) \right\}^{1/p} \cdot \left\{ \int |1[1 \leq y] - F(y)|^q dF(z) \right\}^{1/q}
\]
\[
= \{ |1 - F(x)|^p F(x) + F(x)^p(1 - F(x)) \}^{1/p} \cdot \{ |1 - F(y)|^q F(y) + F(y)^q(1 - F(y)) \}^{1/q}
\]
\[
\leq \{ F(x)(1 - F(x)) \}^{1/p} \cdot \{ F(y)(1 - F(y)) \}^{1/q}.
\]

Thus finiteness of the integrals \( \int_\mathbb{R} \{ F(x)(1 - F(x)) \}^{1/p} da_j(x) \) and \( \int_\mathbb{R} \{ F(x)(1 - F(x)) \}^{1/q} db_j(x) \) for \( j = 1, 2 \) and any conjugate pair \( (p, q) \) implies that \( |\text{Cov}(a(X), b(X))| < \infty \) follows from Corollary 2.2.

### 5.2. Examples and Counterexamples

We give five examples in connection with the formulas (2.9) and (2.10) in Corollary 2.5. In the first three examples \( f \) is log-concave, (2.9) follows from (c) and is known from Menz and Otto [2013]. The third and fourth examples give cases in which log-concavity fails, but at least one of (2.9) and (2.10) holds.

**Example 1.** (Gamma densities). Let
\[
f(x) = f_\theta(x) = \frac{x^{\theta-1}}{\Gamma(\theta)} \exp(-x)1_{(0, \infty)}(x)
\]
for \( \theta > 0 \). It is easily seen that the densities \( f_\theta \) are log-concave for \( \theta \geq 1 \) and absolutely continuous for \( \theta > 1 \). The derivative \( \varphi' \) exists everywhere if \( \theta > 1 \). Thus (2.9) holds for \( \theta > 1 \). Furthermore, note that
\[
\varphi(x) = x - (\theta - 1) \log x + \log \Gamma(\theta)
\]
and hence \( \varphi' \) is absolutely continuous for \( \theta > 1 \) with
\[
\varphi'(x) = 1 - \frac{\theta - 1}{x}, \quad \varphi''(x) = \frac{\theta - 1}{x^2}.
\]
while
\[
E|\varphi'(X)| \leq (\theta - 1) \int_0^\infty x^{-x^{\theta-1}} \frac{\exp(-x)}{\Gamma(\theta)} dx = 1 < \infty
\]
if \( \theta > 1 \). Thus by (b) of Corollary 2.5, (2.10) holds for \( \theta > 1 \). When \( \theta = 1 \), \( f(x) = \exp(-x)1_{(0,\infty)}(x) \) is log-concave, but \( \varphi \) is not absolutely continuous, and it can easily be seen that (2.9) fails. When \( \theta \in (0,1) \), \( f_\theta \) is not log-concave and \( \varphi \) is not absolutely continuous. In this case the hypotheses (and conclusions) of Corollary 2.5 fail.

**Example 2.** (Logistic density). Now let \( f \) be the logistic density, \( f(x) = e^{-x}/(1 + e^{-x})^2 \). In this case \( f \) is absolutely continuous and strictly log-concave since \( \varphi(x) = x + 2\log(1 + e^{-x}) \) is convex with \( \varphi''(x) = 2f(x) > 0 \) for all \( x \in \mathbb{R} \) and \( \varphi' \) is bounded. Thus (2.10) holds. This can also be verified by a direct calculation:

\[
\int_{\mathbb{R}} K_\mu(x,y)\varphi''(y)dy = \int_{(\infty,\infty)} F(y)(1 - F(x))^2f(y)dy + \int_{(-\infty,\infty)} F(x)(1 - F(y))^2f(y)dy
\]
\[
= 2(1 - F(x)) \int_{(-\infty,\infty)} F(y)dF(y) + 2F(x) \int_{(-\infty,\infty)} (1 - F(y))dF(y)
\]
\[
= F(x)(1 - F(x)}(F(x) + (1 - F(x))) = F(x)(1 - F(x)) = f(x).
\]

**Example 3.** (Laplace density). For the Laplace density \( \varphi \equiv (Laplace \text{ density}) \). Suppose that \( \varphi \) is not absolutely continuous and strictly log-concave since \( \varphi(x) = x + 2\log(1 + e^{-x}) \) is convex with \( \varphi''(x) = 2f(x) > 0 \) for all \( x \in \mathbb{R} \) and \( \varphi' \) is bounded. Thus (2.10) holds. This can also be verified by a direct calculation:

\[
\int_{\mathbb{R}} K_\mu(x,y)\varphi''(y)dy = \int_{(-\infty,\infty)} F(y)(1 - F(x))^2f(y)dy + \int_{(\infty,\infty)} F(x)(1 - F(y))^2f(y)dy
\]
\[
= 2(1 - F(x)) \int_{(-\infty,\infty)} F(y)dF(y) + 2F(x) \int_{(-\infty,\infty)} (1 - F(y))dF(y)
\]
\[
= F(x)(1 - F(x)}(F(x) + (1 - F(x))) = F(x)(1 - F(x)) = f(x).
\]

**Example 4.** (Cauchy). Suppose that \( f \) is the Cauchy density given by

\[
f(x) = \frac{1}{\pi} \frac{1}{1 + x^2}.
\]

Then

\[
F(x) = \frac{1}{2} + \frac{1}{\pi} \arctan(x),
\]

\( f \) is absolutely continuous, \( \varphi(x) = \log x + \log(1 + x^2) \), and \( \varphi' \) is absolutely continuous with

\[
\varphi'(x) = \frac{2x}{1 + x^2}, \quad \varphi''(x) = \frac{2(1 - x^2)}{(1 + x^2)^2}.
\]

It follows from Corollary 2.5 (b) that the identity (2.10) holds. This can also be seen by direct calculation as follows:

\[
\int_{\mathbb{R}} K_\mu(x,y)\varphi''(y)dy = (1 - F(x)) \int_{(-\infty,\infty)} F(y)\frac{2(1 - y^2)}{(1 + y^2)^2}dy + F(x) \int_{(\infty,\infty)} (1 - F(y))\frac{2(1 - y^2)}{(1 + y^2)^2}dy
\]
\[
= \frac{2(1 - F(x))(1 + \pi x + 2x \arctan(x)) + 2F(x)(1 - \pi x + 2x \arctan(x))}{2\pi(1 + x^2)}
\]
\[
= \frac{(1 - F(x))(1 + \pi x + 2x \arctan(x)) + F(x)(1 - \pi x + 2x \arctan(x))}{\pi(1 + x^2)}
\]
\[
= \frac{1 + 2\pi x(F(x)(1 - F(x)) - F(x)(1 - F(x)))}{\pi(1 + x^2)} = \frac{1}{\pi(1 + x^2)} = f(x).
\]
Example 5. (Bridge distribution; Wang and Louis [2003]). Suppose that $X \sim f \equiv f_\theta$ where, for $\theta \in (0, 1)$,

$$f_\theta(x) = \frac{\sin(\pi \theta)}{2\pi \cosh(\theta x) + \cos(\pi \theta)}.$$ 

These densities are log-concave for $\theta \in (0, 1/2]$, but log-concavity fails for $\theta \in (1/2, 1)$. They are all absolutely continuous. Here with $\varphi_\theta(x) \equiv -\log f_\theta(x)$ we have

$$\varphi'_\theta(x) = \frac{\theta \sinh(\theta x)}{\cos(\pi \theta) + \cosh(\theta x)}$$

and

$$\varphi''_\theta(x) = \frac{\theta^2 (1 + \cos(\pi \theta) \cosh(\theta x))}{(\cos(\pi \theta) + \cosh(\theta x))^2}.$$ 

Note that $\varphi'_\theta$ is bounded, and hence $\varphi'_\theta \in L_1(F_\theta)$. It follows from Corollary 2.5 (b) that (2.10) holds.
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