Rate of convergence to equilibrium of fractional driven stochastic differential equations with some multiplicative noise
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Abstract. We investigate the problem of the rate of convergence to equilibrium for ergodic stochastic differential equations driven by fractional Brownian motion with Hurst parameter $H > 1/2$ and multiplicative noise component $\sigma$. When $\sigma$ is constant and for every $H \in (0, 1)$, it was proved by Hairer that, under some mean-reverting assumptions, such a process converges to its equilibrium at a rate of order $t^{-\alpha}$ where $\alpha \in (0, 1)$ (depending on $H$). The aim of this paper is to extend such types of results to some multiplicative noise setting. More precisely, we show that we can recover such convergence rates when $H > 1/2$ and the inverse of the diffusion coefficient $\sigma$ is a Jacobian matrix. The main novelty of this work is a type of extension of Foster–Lyapunov like techniques to this non-Markovian setting, which allows us to put in place an asymptotic coupling scheme without resorting to deterministic contracting properties.
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1. Introduction

Stochastic differential equations (SDEs) driven by a fractional Brownian motion (fBm) have been introduced to model random evolution phenomena whose noise has long range dependence properties. Indeed, beyond the historical motivations in Hydrology and Telecommunication for the use of fBm (highlighted e.g. in [14]), recent applications of dynamical systems driven by this process include challenging issues in Finance [8], Biotechnology [17] or Biophysics [12,13].

The study of the long-time behavior (under some stability properties) for fractional SDEs has been developed by Hairer [9], Hairer and Ohashi [10], and by Hairer and Pillai [11] (see also [1,5,7] for another setting called random
dynamical systems and [2,3] for some results of approximations of stationary solutions) who introduced a suitable notion of stationary solutions for these a priori non-Markov SDE’s and extended some of the tools of the Markovian theory to this setting. In particular, criteria for uniqueness of the invariant distribution are provided in the three above papers in different settings, namely: additive noise, multiplicative noise with \( H > 1/2 \) and multiplicative noise with \( H \in (1/3, 1/2) \) (in an hypoelliptic context), respectively.

When uniqueness holds for the invariant distribution, a challenging question is that of the rate of convergence to this equilibrium. In [9], the author proved that in the additive noise setting, the process converges in total variation to the stationary regime with a rate upper-bounded by \( C_{\varepsilon}t^{-(a-\varepsilon)} \) for any \( \varepsilon > 0 \), with

\[
\alpha = \begin{cases} 
\frac{1}{8} & \text{if } H \in (\frac{1}{4}, 1) \setminus \{\frac{1}{2}\}, \\
H(1 - 2H) & \text{if } H \in (0, \frac{1}{4}].
\end{cases}
\] (1.1)

But, to the best of our knowledge, no result of rate of convergence exists in the multiplicative setting. The aim of the current paper is to extend the results of [9] to the multiplicative setting when \( H > 1/2 \).

More precisely, we deal with an \( \mathbb{R}^d \)-valued process \( (X_t)_{t \geq 0} \) which is a solution to the following SDE

\[
dX_t = b(X_t)\,dt + \sigma(X_t)\,dB_t,
\] (1.2)

where \( b : \mathbb{R}^d \rightarrow \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \rightarrow \mathbb{M}_{d,d} \) are (at least) continuous functions, and where \( \mathbb{M}_{d,d} \) is the set of \( d \times d \) real matrices. In (1.2), \( (B_t)_{t \geq 0} \) is a \( d \)-dimensional fractional Brownian motion with Hurst parameter \( H \in (\frac{1}{4}, 1) \), \( H \)-fBm for short. Note that under some Hölder regularity assumptions on the coefficients (see e.g. [4,16] for background), (strong) existence and uniqueness hold for the solution to (1.2) starting from \( x_0 \in \mathbb{R}^d \).

Introducing the Mandelbrot–Van Ness representation of the fractional Brownian motion,

\[
B_t = \alpha_H \int_{-\infty}^{0} (-r)^{H-1/2} (dW_{r+t} - dW_t), \quad t \geq 0,
\] (1.3)

where \( (W_t)_{t \in \mathbb{R}} \) is a two-sided \( \mathbb{R}^d \)-valued Brownian Motion and \( \alpha_H \) is a normalization coefficient depending on \( H \). \( (X_t, (B_{t+s})_{s \leq 0})_{t \geq 0} \) can be realized through a Feller transformation \( (Q_t)_{t \geq 0} \) on the product space \( \mathbb{R}^d \times \mathcal{W}_{\theta, \delta} \) \((\theta \in (1/2, H) \) and \( \theta + \delta \in (H, 1) \)) whose definition is recalled in (2.1) (we refer to [10] for more rigorous background on this topic). In particular, an initial distribution of this dynamical system is a distribution \( \mu_0 \) on \( \mathbb{R}^d \times \mathcal{W}_{\theta, \delta} \).

In probabilistic words, an initial distribution is the distribution of a couple \( (X_0, (B_s)_{s \leq 0}) \) where \( (B_s)_{s \leq 0} \) is an \( \mathbb{R}^d \)-valued \( H \)-fBm on \( (-\infty, 0] \).

Then, such an initial distribution is classically called an invariant distribution if it is invariant by the transformation \( Q_t \) for every \( t \geq 0 \). However, the concept of uniqueness of invariant distribution is slightly different from the classical setting. Actually, we say that uniqueness of the invariant distribution holds if the stationary regime, that is, the distribution \( Q \mu \) of the whole process \( (X_t^\mu)_{t \geq 0} \) with initial distribution \( \mu \), is unique; in other words, this concept of uniqueness corresponds to the classical one up to identification by the equivalence relation: \( \mu \sim v \iff Q \mu \sim Q v \), see [10] for background. In harmony with the previous concept, coupling two paths issued of \( \mu_0 \) and \( \mu \), where the second one denotes an invariant distribution of \( (Q_t)_{t \geq 0} \), consists (classically) in finding a stopping time \( \tau_\infty \) such that \( (X_{t+\tau_\infty}^\mu)_{t \geq 0} = (X_t^\mu)_{t \geq 0} \). Thus, a rate of convergence in total variation can be deduced from bounds established on the \( P(\tau_\infty > t) \), \( t \geq 0 \).

Now, let us briefly recall the coupling strategy of [9]. First, one classically waits that the paths get close. Then, at each trial, the coupling attempt is divided in two steps. First, one tries in Step 1 to stick or cluster the positions within an interval of length 1. Then, in Step 2, one tries to ensure that the paths stay clustered until \(+\infty\). Actually, oppositely to the Markovian case where the paths stay naturally together after a clustering (by putting the same noise on each coordinate), the main difficulty here is that, due to the memory, staying together is costly. In other words, this property can be ensured only with help of a non trivial coupling of the noises. We thus talk of asymptotic coupling. If one of the two previous steps fails, we will begin a new attempt but only after a (long) waiting time which is called Step 3. During this step, we again wait for the paths to get close, but also wait for the memory of the coupling cost to become sufficiently small, in order to start a new trial only after a weak influence of the past is granted.

In the previous construction, the fact that \( \sigma \) is constant is fundamental to ensure the two following properties:
• If two fBms \( B^1 \) and \( B^2 \) differ by a drift term, then two solutions \( X^1 \) and \( X^2 \) of (1.2) respectively directed by \( B^1 \) and \( B^2 \) also differ by a drift term. This allows in particular to use Girsanov Theorem to build the coupling in Step 1.

• Under some “convexity” assumptions on the drift away from a compact set, two paths \( X^1 \) and \( X^2 \) directed by the same fBm (or more precisely, by two slightly different paths) get closer and the distance between the two paths can be controlled deterministically.

In the present paper, \( \sigma \) is not constant and the two above properties are no longer valid. The challenge then is to extend the applicability of the previous coupling scheme to such a situation. The replacement of each of the above properties requires us to deal with different (though related) difficulties. In order to be able to extend the Girsanov argument used in Step 1 to a non constant \( \sigma \), we will restrain ourselves to diffusion coefficients for which some injective function of two copies of the process differs by a drift term whenever their driving fBm do. A natural assumption on \( \sigma \) granting the latter property is that \( x \mapsto \sigma^{-1}(x) \) is (well-defined and is) a Jacobian matrix. This will be the setting of the present paper.

As concerns a suitable substitution of the second lacking property, a natural (but to our knowledge so far not explored) idea is to attempt to extend Meyn–Tweedie techniques (see e.g. [6] for background) to the fractional setting. More precisely, even if the paths do not get closer to each other deterministically, one could expect that some Lyapunov assumption could eventually make the two paths return to some compact set simultaneously. The main contribution of the present paper is to incorporate such a Lyapunov-type approach into the study of long-time convergence in the fractional diffusion setting. As one could expect, compared to the Markovian case, the problem is much more involved. Actually, the return time to a compact set after a (failed) coupling attempt does not only depend on the positions of the processes after it, but also on all the past of the fBm. Therefore, in order that the coupling attempt succeeds with lower-bounded probability, one needs to establish some controls on the past behavior of the fBm that drive the two copies of the process, conditionally to the failure of the previous attempts. This point is one of the main difficulties of the paper, since, in the corresponding estimates, we carefully have to take into account all the deformations of the distribution that previously failed attempts induce. Then, we show that after a sufficiently long waiting time, conditionally on previous fails the probability that the two paths be in a compact set and that the influence of past noise on the future be controlled, is lower-bounded. Bringing all the estimates together yields a global control of the coupling time and a rate of convergence which is similar to the one in [9] in the additive noise case.

We notice that the application of the previous ideas to fractional SDE with more general diffusion coefficients can be considered. This would in particular require to extend a part of our computations and estimates to a framework where less regularity is available. Such an extension remains by the moment open.

In Section 2 we detail our assumptions and state our main result, namely Theorem 2.1. The scheme of its proof, based on the previous described coupling strategy, is then given. The proof of Theorem 2.1 is achieved in Sections 3, 4 and 5, which are outlined at the end of Section 2.

### 2. Assumptions and main result

We begin by listing a series of notations and definitions.

• The scalar product and the Euclidean norm on \( \mathbb{R}^d \) are respectively denoted by \((\cdot, \cdot)\) and \(|\cdot|\).

• The non explicit constants will be usually denoted by \( C \) and may change from line to line.

• The space \( \mathcal{C}([0, +\infty), \mathbb{R}^d) \) denotes the space of continuous functions on \([0, +\infty)\) endowed with the topology of uniform convergence on compact spaces.

• For some given \( a, b \in \mathbb{R} \), with \( a, b, L^2([a, b], \mathbb{R}^d) \) denotes the space of Lebesgue-measurable functions such that 
  \[ \|g\|_{[a,b],2} = \sqrt{\int_{a}^{b} |g(s)|^2 \, ds} < +\infty. \]

• For some positive \( \theta \) and \( \delta \) such that \( \theta \in (1/2, H) \) and \( \theta + \delta \in (H, 1) \), \( \mathcal{W}_{\theta,\delta} \) denotes the Polish space \( \mathcal{W}_{\theta,\delta} \) which is the completion of \( C_0^\infty((-\infty, 0], \mathbb{R}^d) \) (the space of \( C^\infty \)-functions \( f : (-\infty, 0] \rightarrow \mathbb{R}^d \) with compact support and \( f(0) = 0 \)) for the norm
  \begin{equation}
  \|f\|_{\mathcal{W}_{\theta,\delta}} = \sup_{-\infty < s < t \leq 0} \frac{|f(t) - f(s)|}{|t - s|^{\theta}(1 + |t|^{\delta} + |s|^{\delta})}. 
  \end{equation}

For some real numbers $a < b$ and for $\theta \in (0, H)$, we denote by $C^0([a, b], \mathbb{R}^d)$ the set of functions $f : \mathbb{R}_+ \to \mathbb{R}^d$ such that
\[
\|f\|_{\theta}^{a, b} = \sup_{a \leq s < t \leq b} \frac{|f(t) - f(s)|}{(t - s)^\theta} < +\infty.
\]

Let $\sigma : \mathbb{R}^d \to M_{d,d}$ be a $C^1$-function and $\gamma \in (0, 1]$. We say that $\sigma$ is $(1 + \gamma)$-Lipschitz if for every $i, j \in \{1, \ldots, d\}$, the following norm is finite:
\[
\|\sigma_{i,j}\|_{1+\gamma} = \sup_{x \in \mathbb{R}^d} |\nabla \sigma_{i,j}(x)| + \sup_{x,y \in \mathbb{R}^d} \frac{|\nabla \sigma_{i,j}(x) - \nabla \sigma_{i,j}(y)|}{|x - y|^{\gamma}},
\]
where for a given $C^1$-function $f : \mathbb{R}^d \to \mathbb{R}$, $\nabla f = (\partial_{x_1} f, \ldots, \partial_{x_d} f)'$.

We also denote by $\mathcal{EQ}(\mathbb{R}^d)$ the set of Essentially Quadratic functions, that is $C^1$-functions $V : \mathbb{R}^d \to (0, \infty)$ such that $\nabla V$ is Lipschitz continuous,
\[
\liminf_{x \to 0} \frac{V(x)}{|x|^2} > 0, \quad \text{and} \quad |\nabla V| \leq C\sqrt{V},
\]
where $C$ is a positive constant. Note that these assumptions ensure that $\inf V = \min V$ is positive and that $\sqrt{V}$ is Lipschitz continuous (since it has a bounded gradient) which in turns implies that $V$ is subquadratic.

Now, let us introduce the assumptions:

**($H_0$):** $b$ is a locally Lipschitz and sublinear function and $\sigma$ is a bounded $(1 + \gamma)$-Lipschitz continuous function with $\gamma \in (\frac{1}{H} - 1, 1]$.

This condition ensures existence and uniqueness of solutions for (1.2). Note that the condition on the derivative of $\sigma$ only plays a role for uniqueness and in particular, is not fundamental for what follows. However, for the sake of simplicity, we choose to assume this assumption throughout the paper.

Now, we turn to some more specific assumptions ($H_1$) and ($H_2$). The first one is a Lyapunov-stability assumption:

**($H_1$):** There exists a function $V : \mathbb{R}^d \to \mathbb{R}$ of $\mathcal{EQ}(\mathbb{R}^d)$, there exist some positive $\beta_0$ and $\kappa_0$ such that
\[
\forall x \in \mathbb{R}^d, \quad (\nabla V(x) | b(x) |) \leq \beta_0 - \kappa_0 V(x).
\]

**Remark 2.1.** The above assumption will be used to ensure that the paths live with high probability in a compact set of $\mathbb{R}^d$ (depending of the coercive function $V$). Note that in the classical diffusion setting, such a property holds with some less restrictive Lyapunov assumptions. Here, the assumptions essentially allow us to consider only (attractive) drift terms whose growth is linear at infinity. On the one hand, due to ($H_0$), one can not consider drift terms with (strictly) superlinear growth at infinity and on the other hand, assumption ($H_1$) combined with the fact that $V$ is subquadratic implies more or less that $b$ can not have (strictly) sublinear growth at infinity (this would be possible if $V$ had an exponential growth). These restrictions are mainly due to the lack of martingale property for the integrals driven by fBms.

Then, when the paths are in this compact set, one tries classically to couple them with positive probability. But, as mentioned before, the specificity of the non-Markovian setting is that the coupling attempts generate a cost for the future (in a sense made precise later). In order to control this cost (or, more precisely, in order that we can couple the paths using suitably controlled drift terms) we need the following assumption:

**($H_2$):** $\forall x \in \mathbb{R}^d$, $\sigma(x)$ is invertible and there exists a $C^1$-function $h = (h_1, \ldots, h_d) : \mathbb{R}^d \to \mathbb{R}^d$ such that the Jacobian matrix $\nabla h = (\partial_{x_j} h_i)_{i,j \in \{1, \ldots, d\}}$ satisfies $\nabla h(x) = \sigma^{-1}(x)$ and such that $\nabla h$ is a locally Lipschitz function on $\mathbb{R}^d$. 
Remark 2.2.

- Under $(H_0)$ and $(H_2)$, $h$ is a global $C^1$-diffeomorphism from $\mathbb{R}^d$ to $\mathbb{R}^d$. Indeed, under these assumptions, $\nabla h$ is invertible everywhere and $x \mapsto [(\nabla h)(x)]^{-1} = \sigma(x)$ is bounded on $\mathbb{R}^d$. The property (which will be important in the sequel) then follows from the Hadamard-Lévy theorem (see e.g., [18]).
- As mentioned before, the main restriction here is to assume that $x \mapsto \sigma^{-1}(x)$ is a Jacobian matrix. However, there is no assumption on $h$ (excepted smoothness). In particular, $\sigma^{-1}$ does not need to be bounded. This allows us to consider for instance some cases where $\sigma$ vanishes at infinity.

Let us exhibit some simple classes of SDEs for which $(H_2)$ is fulfilled. First, it contains the class of non-degenerate SDEs for which each coordinate is directed by a real-valued fBm. More precisely, if for every $i \in \{1, \ldots, d\}$,

$$dX_i^t = b_i(X_1^t, \ldots, X_d^t) \, dt + \sigma_i(X_1^t, \ldots, X_d^t) \, dB_i^t,$$

where $\sigma_i : \mathbb{R}^d \to \mathbb{R}$ is a $C^1$ positive function, Assumption $(H_2)$ holds. Next, let us also remark that, since $\nabla (Ph) = P \nabla h$ for any square matrix $P$, the following equivalence holds:

$$\exists h as in (H_2) \text{ s.t. } \nabla h = \sigma^{-1} \iff \exists \tilde{h} as in (H_2) \text{ and an invertible matrix } P \text{ s.t. } \sigma^{-1} = P \nabla \tilde{h}.$$

Thus, assumption $(H_2)$ also holds true if:

$$\sigma(x) = P \text{ Diag}\{\sigma_1(x_1, \ldots, x_d), \ldots, \sigma_d(x_1, \ldots, x_d)\},$$

where $P$ is a given invertible $d \times d$-matrix and for every $i \in \{1, \ldots, d\}$ $\sigma_i$ is as before.

We can now state our main result. One denotes by $\mathcal{L}((X^\mu_{t|s})_{t \geq s})$ the distribution of the process on $\mathcal{L}([0, +\infty), \mathbb{R}^d)$ starting from an initial distribution $\mu_0$ and by $\hat{\mathcal{Q}} \mu$ the distribution of the stationary solution (starting from an invariant distribution $\mu$). The distribution $\tilde{\mu}_0(dx)$ denotes the first marginal of $\mu_0(dx, dw)$.

**Theorem 2.1.** Let $H \in (1/2, 1)$. Assume $(H_0)$, $(H_1)$ and $(H_2)$. Then, existence and uniqueness hold for the invariant distribution $\mu$ (up to equivalence). Furthermore, for every initial distribution $\mu_0$ for which there exists $r > 0$ such that $\int |x|^r \tilde{\mu}_0(dx) < \infty$, for each $\varepsilon > 0$ there exists $C_{\varepsilon} > 0$ such that

$$\|\mathcal{L}((X^\mu_{t|s})_{s \geq 0}) - \hat{\mathcal{Q}} \mu\|_{\text{TV}} \leq C_{\varepsilon} t^{-(1/8-\varepsilon)}.$$

**Remark 2.3.** In the previous result, the main contribution is the fact that one is able to recover the rates of the additive case. Existence and uniqueness results are not really new. However, compared with the assumptions of [10], one observes that when $x \mapsto \sigma^{-1}(x)$ is a Jacobian matrix (assumption which does not appear in [10]), our other assumptions are slightly less constraining. In particular, $b$ is assumed to be locally Lipschitz and sublinear (instead of Lipschitz continuous) and, as mentioned before, $x \mapsto \sigma^{-1}(x)$ does not need to be bounded. Finally, remark that $(H_1)$ is slightly different from the assumption on the drift of [9] which is a contraction condition out of a compact set: for any $x, y$, $(b(x) - b(y))x - y \leq \rho_0 - \rho_0|x - y|_2$. This means that even in the constant setting, our work can cover some new cases. For instance, if $d = 2$ and $b(z) = -z - \rho \cos(\theta) z_\perp$ (where $\rho \in \mathbb{R}$, $\theta_\perp$ is the angle of $z$ and $z_\perp$ is its normal vector), assumption $(H_1)$ holds with $V(z) = 1 + |z|^2$ whereas one can check that the contraction condition is not satisfied if $\rho > 2$.

2.1. Scheme of coupling

As explained before, the proof of Theorem 2.1 is based on a coupling strategy similar to that of [9]. Let $(B^1_t)_{t \in \mathbb{R}}$ and $(B^2_t)_{t \in \mathbb{R}}$ denote two fractional Brownian motions with Hurst parameter $H > 1/2$. Then, denote by $(X_t^1, X_t^2)$, a couple of solutions to (1.2):

$$\begin{cases}
  dX_t^1 = b(X_t^1) \, dt + \sigma(X_t^1) \, dB_t^1, \\
  dX_t^2 = b(X_t^2) \, dt + \sigma(X_t^2) \, dB_t^2
\end{cases} \quad (2.3)$$
with initial conditions \((X^1_0, (B^1_t)_{t \leq 0}, (X^2_0, (B^2_t)_{t \leq 0})\). We denote by \((\mathcal{F}_t)_{t \geq 0}\) the usual augmentation of the filtration \((\sigma(B^1_s, B^2_s, (X^1_s, X^2_s))_{s \leq t})_{t \geq 0}\). To begin the coupling procedure without “weight of the past,” we will certainly assume that
\[
(B^1_t)_{t \leq 0} = (B^2_t)_{t \leq 0}
\]
and that the initial distribution \(\tilde{\mu}\) of \((X^1, X^2)\) is of the form
\[
\tilde{\mu}(dx, dw) = \mu_1(w, dx_1)\mu_2(w, dx_2)\mathbb{P}_H(dw), \quad (2.4)
\]
where \(\mathbb{P}_H\) denotes the distribution of a fBm \((B_t)_{t \leq 0}\) on \(\mathcal{W}_{\gamma, \delta}\) and the transitions probabilities \(\mu_1(\cdot, dx_1)\) and \(\mu_2(\cdot, dx_2)\) correspond respectively to the conditional distributions of \(X^1_0\) and \(X^2_0\) given \((B^1_t)_{t \leq 0}\). The processes \((B^1_t)_{t \in \mathbb{R}}\) and \((B^2_t)_{t \in \mathbb{R}}\) can be realized through the Mandelbrot–Van Ness representation (see (1.3)) with the help of some two-sided Brownian motions respectively denoted by \(W^1\) and \(W^2\). In particular, the filtration \((\mathcal{F}_t)_{t \geq 0}\) is also generated by \((\sigma(W^1_s, W^2_s, (X^1_s, X^2_s))_{s \leq t})_{t \geq 0}\).

Furthermore, we will assume in all the proof that on \([0, \infty)\), \(W^1\) and \(W^2\) (resp. \(B^1\) and \(B^2\)) differ by a (random) drift term denoted by \(g_w\) (resp. \(g_B\)):
\[
dW^2_t = dW^1_t + g_w(t) dt \quad \text{and} \quad dB^2_t = dB^1_t + g_B(t) dt. \quad (2.5)
\]
Note that the functions \(g_w\) and \(g_B\) are linked by some inversion formulas (see [9], Lemma 4.2 for details).

The idea is to build \(g_w\) (resp. \(g_B\)) in order to stick \(X^1\) and \(X^2\). We set
\[
\tau_\infty := \inf\{t \geq 0, X^1_t = X^2_s \forall s \geq t\}.
\]
As usual, this coupling will be achieved after a series of trials. As mentioned in the introduction, each trial is decomposed in three steps:

- **Step 1**: Try to couple the positions with a controlled cost (in a sense made precise below).
- **Step 2**: Try to keep the paths fastened together.
- **Step 3**: If Step 2 fails, wait a sufficiently long time in order that in the next trial, Step 1 be achieved with a controlled cost and with (uniformly lower-bounded away from 0) probability. During this step, we suppose that \(g_w(t) = 0\).

Let us make a few precisions:

- We denote by \(\tau_0 \geq 0\) the beginning of the first trial and by \(\tau_k, k \geq 1\), the end of each trial. If \(\tau_k = +\infty\), the coupling tentative has been successful. Otherwise, \(\tau_k\) is the end of Step 3 of trial \(k\). We will assume that
  \[
  \forall t \in (-\infty, \tau_0], \quad W^1_t = W^2_t \quad \text{a.s. or equivalently that} \quad g_w(t) = g_B(t) = 0 \quad \text{on } (-\infty, \tau_0].
  \]
- **About Step 1 and the “controlled cost”**: Step 1 is carried out on each interval \([\tau_{k-1}, \tau_{k-1} + 1]\). The “cost” of coupling is represented by the function \(g_w\) that one needs to build on \([\tau_{k-1}, \tau_{k-1} + 1]\) in order to get \(X^1\) and \(X^2\) stuck together at time \(\tau_{k-1} + 1\). Oppositely to the Markovian case, this cost does not only depend on the positions of \(X^1_{\tau_{k-1}}\) and \(X^2_{\tau_{k-1}}\) but also on the past of the Brownian motions, which have a (strong) influence on the dynamics of \(B^1\) and \(B^2\). This is the reason why one needs in Step 3 to wait enough before beginning a new attempt of coupling.

In [9], the “controlled cost” concept is called “admissibility” (see Definition 5.6). Here, we slightly modify it and we will say that one is in position to attempt a coupling if the system is \((K, \alpha)\)-admissible. We define this concept below but need before to introduce notations. For \(T \geq 0\) and a measurable function \(g : \mathbb{R} \to \mathbb{R}\), we denote by \(\mathcal{R}_T g\) the function defined (when it makes sense) by
\[
(\mathcal{R}_T g)(t) = \int_{-\infty}^{0} \frac{t^{1/2-H}(T-s)^{H-1/2}}{t + T - s} g(s) \, ds, \quad t \in (0, +\infty).
\]
Let $g_w$ be the (random) function defined by (2.5). For a positive time $\tau$, we denote by $g^\tau_w(t)$ the function defined by $g^\tau_w(t) = g_w(t + \tau), \ t \in \mathbb{R}$.

The following definition is relative to a fixed $\theta \in (1/2, H)$.

**Definition 2.1.** Let $K$ and $\alpha$ be some positive constants and $\tau$ denote stopping time with respect to $(\mathcal{F}_t)_{t \in \mathbb{R}}$. We say that the system is $(K, \alpha)$-admissible at time $\tau$ if $\tau(\omega) < +\infty$ and if $(X^1_t(\omega), X^2_t(\omega), (W^1(\omega), W^2(\omega))_{t \leq \tau})$ satisfies:

\[
\sup_{T \geq 0} \int_0^{+\infty} (1 + t)^{2\alpha} \left\| (R_T g^\tau_w)(t) \right\|^2 dt \leq 1
\]  

and

\[
\left| X^1_t(\omega) \right| \leq K, \quad \left| X^2_t(\omega) \right| \leq K, \quad \varphi_{\tau, \varepsilon}(W^1(\omega)) \leq K \quad \text{and} \quad \varphi_{\tau, \varepsilon}(W^2(\omega)) \leq K,
\]  

where $\varepsilon = \frac{H-\theta}{2}$ and for a given positive $\varepsilon,$

\[
\varphi_{\tau, \varepsilon}(w) = \sup_{T \leq \tau \leq T + 1} \left| \frac{1}{T} \int_{-\infty}^{T - 1} (t-r)^{H-1/2} - (s-r)^{H-1/2} dw_r \right| + \|w\|_{1/2-\varepsilon}.
\]

If these two conditions hold, we will show that the coupling attempt is successful with lower-bounded probability. Thus, we will need to ensure that at each time $\tau_k$, the $(K, \alpha)$-admissibility also holds with lower-bounded probability. We set $\Omega_{K, \alpha, \tau} = \Omega^{1}_{K, \alpha, \tau} \cap \Omega^{2}_{K, \tau}$ where

\[
\Omega^{1}_{K, \alpha, \tau} := \left\{ \omega, \tau(\omega) < +\infty, \sup_{T \geq 0} \int_0^{+\infty} (1 + t)^{2\alpha} \left\| (R_T g^\tau_w)(t) \right\|^2 dt \leq 1 \right\}
\]

and

\[
\Omega^{2}_{K, \tau} := \left\{ \omega, \tau(\omega) < +\infty, \left| X^1_{\tau} \right| \leq K, \left| X^2_{\tau} \right| \leq K, \varphi_{\tau, \varepsilon}(W^1) \leq K, \varphi_{\tau, \varepsilon}(W^2) \leq K \right\}.
\]

The novelty here is the event defined in (2.9). Since, contrarily to the additive noise case, we are not able to reduce here the distance between the positions deterministically, we ask $X^{x1}$ and $X^{x2}$ to be in the compact set $B(0, K) = \{y, |y| \leq K\}$ with positive probability. The same type of assumption is needed on the past of the fractional Brownian motion (which is represented by the functionals $\varphi_{\tau, \varepsilon}(W^j)$, $j = 1, 2$). Note that, oppositely to the event $\Omega^{1}_{K, \alpha, \tau}$, which comes from [9], $\Omega^{2}_{K, \tau}$ can certainly not have a probability equal to 1. We will attempt the coupling on $[\tau_{k-1}, \tau_{k-1} + 1]$ only if $\omega \in \Omega_{K, \alpha, \tau_{k-1}}$. Otherwise, we set $g_w(t) = 0$ on $[\tau_{k-1}, \tau_{k-1} + 1]$ (and, in this case, we certainly say that Step 1 fails).

- If Step 1 fails (which includes the case where one does not attempt the coupling), one begins Step 3 (see below). Otherwise, one begins Step 2. Step 2 is in fact a series of trials on some intervals $I_\ell$ with length

\[
|I_\ell| = c_2 2^\ell,
\]

where $c_2$ is a constant larger than one which will be calibrated later on. More precisely, one successively tries to keep $X^1$ and $X^2$ as being equal on intervals $[\tau_{k-1} + 1 + c_2 \sum_{u=1}^{\ell-1} 2^u, \tau_{k-1} + 1 + c_2 \sum_{u=1}^{\ell-1} 2^u]$ (with the convention $\sum_{j=0}^0 = 0$). The exponential increase of the length of the intervals will be of first importance to ensure the success of Step 2.

- If Step 2 fails at trial $\ell$ with $\ell \geq 0$ ($\ell = 0$ corresponds to the case where Step 1 fails), one begins Step 3. We denote by $\tau^3_{k}$, the beginning of Step 3. As mentioned before, the aim on this interval is to wait a sufficiently long time in order to be in an $(K, \alpha)$-admissible state with positive probability (Step 3 ends at time $\tau^3_k$, i.e. at the beginning of the next attempt). This has two natural consequences. On the one hand, one assumes that

\[
g_w(t) = 0 \quad \text{on } [\tau^3_k, \tau_k], \quad \text{so that} \quad W^1_t - W^1_{\tau^3_k} = W^2_t - W^2_{\tau^3_k} \text{ on } [\tau^3_k, \tau_k].
\]
On the other hand, the waiting time will strongly depend on the length of Step 2. Longer is Step 2, longer is the waiting time. We set

\[ A_{k, \ell} = \text{[at trial } k, \text{ Step 2 fails after } \ell \text{ attempts]} \] (2.12)

We assume in the sequel that

\[ \forall \omega \in A_{k, \ell}, \quad \tau_k - \tau_k^3 = \Delta_3(\ell, k) \quad \text{with } \Delta_3(\ell, k) := c_3a_k2^\beta \ell, \] (2.13)

where \( c_3 \geq 2c_2, \beta \in [1, +\infty) \) and \((a_k)_{k \geq 1}\) is an increasing deterministic sequence. We will calibrate these quantities later (see Proposition 4.5). At this stage, we can however remark a useful property for the sequel: conditionally to \( A_{k, \ell} \), the length of each step is deterministic. We are now ready to begin the proof. In Section 3, we focus on Steps 1 and 2 and prove that we can achieve the coupling scheme in such a way that for every positive \( K \) and \( \alpha \), the probability of coupling can be lower-bounded by a constant which does not depend on \( k \). Then, in Section 4, we focus on the \((K, \alpha)\)-admissibility condition. In particular, we show that for \( K \) large enough, (2.9) holds with high probability (which does not depend on \( k \)). Finally, in Section 5, we prove Theorem 2.1.

3. Lower-bound for the successful-coupling probability

In this section, we detail the construction of Steps 1 and 2 with the aim of proving that if the system is \((K, \alpha)\)-admissible at time \( \tau_{k-1} \), then the probability that \( \Delta \tau_k := \tau_k - \tau_{k-1} \) be infinite (i.e. that the coupling be successful) be lower-bounded. The main result of this section is the next proposition.

**Proposition 3.1.** Let \( H > 1/2 \). Assume that \((H_0)\) and \((H_2)\) hold. Then, for every \( K > 0 \) and \( \alpha \in (0, H) \), Steps 1 and 2 can be achieved in such a way that there exists \( \delta_0 \) and \( \delta_1 \) in \((0, 1)\) such that for every \( k \geq 1 \), \( \delta_0 \leq P(\Delta \tau_k = +\infty | \Omega_{K, \alpha, \tau_{k-1}}) \leq 1 - \delta_1 \). Furthermore, \( \delta_1 \) can be chosen independently of \( K \).

The (uniform) upper-bound is almost obvious. Actually, at the beginning of Step 1, it is always possible (if necessary) to attempt the coupling with probability \( 1 - \delta_1 \) only (and to put \( W^1 = W^2 \) otherwise). This upper-bound may appear of weak interest but in fact, it will play an important role in Section 4.

The lower-bound is a consequence of the combination of equation (3.15) with Lemmas 3.1 and 3.4 below.

3.1. Step 1

**Lemma 3.1.** Assume that \((H_0)\) and \((H_2)\) hold. Let \( K \) and \( \alpha \) denote two positive constants and \( \theta \in (1/2, H) \) be fixed. Then, for each \( k \geq 1 \), \((W^1, W^2)\) can be built on \([\tau_{k-1}, \tau_{k-1} + 1]\) in such a way that the following properties hold:

(a) There exists \( \delta_0 > 0 \) depending only on \( K, \alpha \) and \( \theta \in (1/2, H) \) such that for all \( k \geq 0 \),

\[ P(X_{\tau_{k-1}+1}^1 = X_{\tau_{k-1}+1}^2 | \Omega_{K, \alpha, \tau_{k-1}}) \geq \delta_0. \]

(b) There exists \( C_K > 0 \) such that \( \int_{\tau_{k-1}}^{\tau_{k-1}+1} |g_{\omega}(s)|^2 \, ds \leq C_K \) a.s.

(c) If Step 1 is successful, \( t \mapsto g_B(t) \) is a \( C^1 \)-function on \([\tau_{k-1}, \tau_{k-1} + 1]\) such that

\[ \sup_{t \in [0, 1]} |g_B(t)| \leq C \quad \text{and} \quad \forall t \in [1/2, 1], \quad g_B(t + \tau_{k-1}) = 0, \]

where \( C \) is a deterministic constant which does not depend on \( k \).

**Proof.** (a) The proof of this statement is divided in five parts:
(i) Let $\theta \in (1/2, H)$ and set $\varepsilon_0 = \frac{H-\theta}{2}$. Let $\tilde{K}$ be a positive constant. Then, there exists a deterministic constant depending only on $\theta$, $K$ and $\tilde{K}$ such that

$$\forall \omega \in \Omega_{K, \tau_{k-1}}^2 \cap \{ \| W^1_1 \|_{\tau_{k-1}, \tau_{k-1}+1} \leq \tilde{K} \}, \quad \sup_{t \in [0,1]} | X^1_{\tau_{k-1}+t}(\omega) | \leq C(K, \tilde{K}).$$

The proof of this property (whose arguments are close to some in the next sections) is given in Appendix A. Notice that $C(K, \tilde{K}) \geq K$ since $|X^1_{\tau_{k-1}+t}| \leq K$ on $\Omega_{K, \tau_{k-1}}^2$.

(ii) Building a function $g_B$ to couple $(X^1_t)$ and $(X^2_t)$ at time $\tau_{k-1} + 1$: First, note that this step is strongly based on assumption (H2) and that the construction is a modified version of Lemma 5.8 of [9]. For a given past on $(-\infty, \tau_{k-1})$ and a given innovation path $(W^1_{1+\tau_{k-1}}, W^2_{1+\tau_{k-1}})_{\tau \in [0,1]} = (w_1(t) + W^1_{\tau_{k-1}}, w_2(t) + W^2_{\tau_{k-1}})_{\tau \in [0,1]}$ of $C^{1/2-\varepsilon_0}(0,1, \mathbb{R}^d)^2$ (note that $w_1(0) = w_2(0) = 0$), set $(x^{w_1}(t), x^{w_2}(t)) = (X^1_{1+\tau_{k-1}}, X^2_{1+\tau_{k-1}})$, $t \in [0,1]$. Let then $(B^1_{w_1}, B^2_{w_2})_{\tau \in [0,1]} := (B^1_{1+\tau_{k-1}}, B^2_{1+\tau_{k-1}})_{\tau \in [0,1]}$ denote the corresponding fBMs, defined as in (1.3).

The aim now is to build, conditionally to $\Omega_{K, \tau_{k-1}}^2$ and $(X^1_{t \leq \tau_{k-1}}, X^2_{t \leq \tau_{k-1}}, (W^1, W^2)_{t \leq \tau_{k-1}})$, a function on $[0,1]$ denoted by $g_a$, such that whenever $w_2(t) = w_1(t) + \int_0^t g_a(s) ds$ for every $t \in [0,1]$, then $x^{w_2}(1) = x^{w_1}(1)$. In fact, it is more convenient to build an associated function $f_h$ such that $d B^1_{w_2} = d B^1_{w_1} + f_h(t) dt$ (see (2.5) for background).

With the previous notations, we see from assumption (H2) and a change of variable formula for Hölder functions with exponent larger than $1/2$ (see e.g. [20], Theorem 4.3.1) that such a function $f_h$ should satisfy, for every $t \in [0,1]$,}

$$h(x^{w_2}(t)) - h(x^{w_1}(t)) = h(x_2) - h(x_1) + \int_0^t \nabla h_b(x^{w_2}(u)) - \nabla h_b(x^{w_1}(u)) du + \int_0^t f_h(u) du,$$

where $x_i = x^{w_i}(0)$, $i = 1, 2$. The idea is then to build $t \mapsto f_h(t)$ as an adapted process such that the distance between $h(x^{w_2}(t))$ and $h(x^{w_1}(t))$ decreases to 0 in the interval $[0,1]$. Due to the fact that $\nabla h$ is only supposed to be locally Lipschitz continuous, such a construction will indeed be possible with a controlled cost only if $(x^{w_1}(t))_{t \in [0,1]}$ lies in a compact set of $\mathbb{R}^d$.

For a given $a \geq K$, we thus introduce a “localizing” $C^1$-diffeomorphism $\sigma_a : \mathbb{R}^d \rightarrow \sigma_a(\mathbb{R}^d)$ with the following properties:

$$\sigma_{\bar{B}(0,a)} = \text{Id}_{\bar{B}(0,a)}, \quad \| \sigma \|_{\infty} \leq a + 1 \quad \text{and } \exists \text{ a norm } \| \cdot \| \text{ on } M_{d,d} \text{ such that } \| \nabla \sigma \| \leq 1.$$
and
\[
\kappa_1^a = \sup_{y_1, y_2 \in \mathbb{R}^d} \frac{|(\nabla h_a b_a)(h^{-1}(y_2)) - (\nabla h_a b_a)(h^{-1}(y_1))|}{|y_2 - y_1|}.
\] (3.4)

Observe that \(\kappa_1^a\) is finite for each \(a > 0\) since \(h^{-1}\) is Lipschitz continuous on \(\mathbb{R}^d\) and \(\nabla h_a\) and \(b_a\) are bounded Lipschitz continuous. Moreover, \(\rho_{h_a}(t)\) is uniquely defined (at least) on some maximal interval \([0, t_0)\) such that \(0 < t_0 \leq \infty\) and \(|\rho_{h_a}(t)| > 0\) on \([0, t_0)\). Since by definition of \(\kappa_1^a\) one has
\[
\forall t \in [0, t_0), \quad \frac{d}{dt}|\rho_{h_a}(t)|^2 \leq -2\kappa_2 |\rho_{h_a}(t)|^{3/2},
\]
the function \(t \mapsto |\rho_{h_a}(t)|^2\) is non-increasing and, by a standard computation, we see that \(t_0 \leq 2(\sqrt{\rho_{h_a}(0)/\kappa_2} + 0.5)\). Moreover, \(\rho_{h_a}\) can then be globally defined in a unique way such that
\[
|\rho_{h_a}(t)| \leq \begin{cases} 
0 & \text{if } t < 2(\sqrt{\rho_{h_a}(0)/\kappa_2} + 0.5), \\
(\sqrt{|\rho_{h_a}(0)|} - \frac{\kappa_2}{2} t)^2 & \text{if } t \geq 2(\sqrt{\rho_{h_a}(0)/\kappa_2} + 0.5). 
\end{cases}
\] (3.5)

Hence, \(f_h\) (and thus \(y_a^2\)) is well-defined on \([0, \infty)\). It follows from this construction that \(y_a^2(t) - y_a^1(t) = \rho_{h_a}(t)\). Now set
\[
t_a := 1 \wedge \inf\{t, \max(|x^{w1}(t)|, |x^{w2}(t)|) > a\}.
\]
We observe from (3.1) that, since \(h_a(x) = h(x)\) and \(b_a(x) = b(x)\) on \(\bar{B}(0, a)\), one has
\[
\forall t \leq t_a, \quad y_a^1(t) = h(x^{w1}(t)), \quad y_a^2(t) = h(x^{w2}(t)) \quad \text{and} \quad \rho_{h_a}(t) = h(x^{w2}(t)) - h(x^{w1}(t)) \quad (3.6)
\]
(notice also that \(t_a > 0\) on \(\Omega_{K,a,a_{\tau_k-1}}\) since \(a \geq K\)). Set now \(\tilde{K} = \sup_{x_1, x_2 \in \bar{B}(0, K)} |h(x_2) - h(x_1)|\) and, for every \(M \geq K\),
\[
A_M := \left\{ w_1 \in C^{1/2-\epsilon_0}([0, 1], \mathbb{R}^d) : w_1(0) = 0 \quad \text{and} \quad \sup_{t \in [0, 1]} |x^{w1}(t)| \leq M, \forall \omega \in \Omega_{K,a,a_{\tau_k-1}} \right\}.
\]
We are going to show that, for suitably chosen \(a = a(M, K) \geq K\) and \(\kappa_2 := 4\sqrt{\tilde{K}}\), it holds on \(\Omega_{K,a,a_{\tau_k-1}}\) that
\[
\forall w_1 \in A_M, \forall t \in [1/2, 1], \quad x^{w1}(t) = x^{w2}(t). \quad (3.7)
\]
From (3.6), the definition of \(t_a\), the decrease of \(|\rho_{h_a}|\) and the fact that \(|\rho_{h_a}(0)| \leq \tilde{K}\) on \(\Omega_{K,a,a_{\tau_k-1}}\), we get on that event that
\[
\forall w_1 \in A_M, \quad \sup_{t \in [0, 1]} |h(x^{w2}(t))| \leq \tilde{h}_M + \tilde{K},
\]
with \(\tilde{h}_M := \sup_{x \in \bar{B}(0, M)} |h(x)|\). Since \(h\) is an homeomorphism, \(h^{-1}(\bar{B}(0, \tilde{h}_M + \tilde{K}))\) is a compact set and so \(\hat{C}(M, K) := \sup_{|x|} |h(x)| \leq \tilde{h}_M + \tilde{K} < +\infty\). We deduce that, for \(a = a(M, K) := \max\{M, \hat{C}(M, K)\} + 1\) it holds on \(\Omega_{K,a,a_{\tau_k-1}}\) that:
\[
\forall w_1 \in A_M, \forall t \in [0, 1], \quad \max(|x^{w1}(t)|, |x^{w2}(t)|) \leq a, \quad \text{hence } t_a = 1.
\]
Thus, for all \(w_1 \in A_M\), identities (3.6) hold for all \(t \in [0, 1]\) on the event \(\Omega_{K,a,a_{\tau_k-1}}\). The choice \(\kappa_2 = 4\sqrt{\tilde{K}}\) then ensures that \(2\sqrt{\rho_{h_a}(0)/\kappa_2} \leq 1/2\) which, by the previous, yields (3.7).

This also certainly implies that, on the event \(\Omega_{K,a,a_{\tau_k-1}}\) on has \(f_h(t) = 0\) on \([1/2, 1]\) for all \(w_1 \in A_M\) (this fact will be used in Step 2). From now on, we will assume that \(f_h\) is defined by (3.2) with \(a = a(M, K)\) and \(\kappa_2 = 4\sqrt{\tilde{K}}\).
(iii) About $f_h$ and $g_h$: let $\omega \in \Omega_{K, \alpha, \tau_{k-1}}$ and $w_1 \in C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$ and consider the $C^1$-function $(f_h(t))_{t \in [0, 1]}$ built above. Given this function, let us recall how one defines a function $(g_h(t))_{t \in [0, 1]}$ which is such that
\[ dw_1^2 = dw_1 + g_h(t) \, dt \quad \text{on } [0, 1] \quad \Longrightarrow \quad dB_{w_1}^t = dB_{w_1} + f_h(t) \, dt \quad \text{on } [0, 1]. \]
The function $g_h$ of \((2.5)\) being known on $(-\infty, \tau_{k-1}]$, one can define it on $(-\infty, \tau_{k-1} + 1]$ by setting $g_B(t) = f_h(t - \tau_{k-1})$ on $[\tau_{k-1}, \tau_{k-1} + 1]$. By an inversion formula (see (4.11a) of [9]), one obtains a unique $g_w$ on $(-\infty, \tau_{k-1} + 1]$ (where $g_w$ is defined in \((2.5)\)). Then, $g_h$ can be defined by $g_h(t) = g_w(t + \tau_{k-1}) = g_w^\tau_{k-1}(t)$, $t \in [0, 1]$. In fact, it can be shown (see proof of Lemma 5.9 of [9] for details) that the function $g_h$ is given by
\[ g_h(t) = C \mathcal{R}_0 g_w^{\tau_{k-1}}(t) + \alpha_H \frac{d}{dt} \left( \int_0^t (t-s)^{1/2-H} f_h(s) \, ds \right), \quad t \in (0, 1]. \]

Note that, thanks to the $(K, \alpha)$-admissibility condition and to the differentiability of $f_h$, the function $g_h$ is measurable and integrable on $[0, 1]$. We can thus define $\varphi : C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d) \to C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$ by
\[ \varphi(w_1)_t = w_1(t) + \int_0^t g_h(s) \, ds, \quad t \in [0, 1]. \]
Using again that $w_1 \mapsto \gamma_a^1(\tau_{k-1})$ is continuous from $C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$ to $C^\alpha([0, 1], \mathbb{R}^d)$, one can check that the mapping $\varphi$ is measurable on $C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$. Furthermore, it is bijective with measurable inverse $\psi$ defined as follows: for a given $w_2$, denote by $(\gamma_a^2(\tau_{k-1}))_{\tau_{k-1} > 0}$ the solution to $d\gamma_a^2(\tau_{k-1}) = (\nabla h_a b_a)(h^{-1}(\gamma_a^2(\tau_{k-1}))) + dB_{w_2}$ starting from $x_2$. One thus defines $\tilde{\varphi}_h$ as the solution to $\frac{d\tilde{\varphi}_h}{dt} = \tilde{F}_a(t, \tilde{\varphi}_h(t))$ with initial value $\tilde{\varphi}_h(0) = \varphi_h(0)$ and
\[ \tilde{F}_a(t, \rho) = (\nabla h_a b_a)(h^{-1}(\gamma_a^2(\tau_{k-1}))) - (\nabla h_a b_a)(h^{-1}(\gamma_a^1(\tau_{k-1}) - \rho)) + f_h(t) \, dt, \]
where
\[ \tilde{f}_h(t) = -\kappa' \tilde{\varphi}_h(t) - \kappa_2 \frac{\tilde{\varphi}_h(t)}{\sqrt{\tilde{\varphi}_h(t)}}. \]

Then, in a similar way as above we can define $\psi(w_2)$ as the unique $w_1 \in C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$ such that $(B_{w_1}^t)_{t \in [0, 1]}$ satisfies $dB_{w_1} = dB_{w_2} - f_h(t) \, dt$. By similar arguments as for $\varphi$, $\psi$ is measurable under $(H_0)$. Furthermore, denoting $\tilde{\gamma}_a^1(\tau_{k-1}) = \tilde{\gamma}_a^2(\tau_{k-1}) - \tilde{\varphi}_h(0)$, one can check that the construction ensures that if $w_2 = \psi(w_1)$ (and symmetrically if $w_1 = \psi(w_2)$), $\tilde{\varphi}_h = \varphi_h$ and $(\gamma_a^1, \gamma_a^2) = (\tilde{\gamma}_a^1, \tilde{\gamma}_a^2)$ and it follows that $\varphi \circ \psi = \psi \circ \varphi = (I_d)$ on $C^{1, \alpha}_{1/2}([0, 1], \mathbb{R}^d)$.

(iv) Control of the function $g_h$ and Girsanov: For $\omega \in \Omega_{K, \alpha, \tau_{k-1}}$ and $w_1 \in C^\alpha([0, 1], \mathbb{R}^d)$, consider the explicit expression of $g_h$ given by \((3.8)\).

By \((2.6)\), the $L^2$-norm of $((\mathcal{R}_0 g_w^{\tau_{k-1}}(t)))_{t \in (0, 1]}$ is bounded by $1$. As concerns that of the second term in \((3.8)\), it follows from Lemma 5.1 of [9] that it is enough to bound $f_h(0)$ and $|df_h/\,dt|$. For the sake of simplicity, we set $\rho_h = \varphi_h$ with the choice of $a$ at the end of (i). Since $\rho_h$ is built in such a way that $|\rho_h(t)| \leq |\rho_h(0)|$, one can check that there exists a deterministic constant $\widetilde{C}$ depending on $K$, $M$ and $\theta$ such that $|f_h(0)| \leq \widetilde{C}$ and
\[ \forall t \in [0, 1], \quad \left| \frac{df_h(t)}{\,dt} \right| \leq C \left( |\rho_h(t)| + |\sqrt{\rho_h(t)}| \right) \leq \widetilde{C}. \]
We deduce that for every positive $M$ and $K$, there exists another finite constant $\widetilde{C}(M, K)$ such that
\[ \forall \omega \in \Omega_{K, \alpha, \tau_{k-1}}, \forall w_1 \in C^\alpha([0, 1], \mathbb{R}^d), \quad \int_0^1 |g_h(s)|^2 \, ds < \widetilde{C}(M, K). \]
This allows us to apply Girsanov Theorem on $[0,1]$. More precisely, denoting by $\mathbb{P}_W$ the Wiener measure and by $\varphi^*\mathbb{P}_W$ the image measure of $\mathbb{P}_W$ by the mapping $\varphi$, one deduces from Girsanov Theorem that $\varphi^*\mathbb{P}_W(dw) = D_\varphi(w)\mathbb{P}_W(dw)$ where

$$D_\varphi(w) = \exp\left(\int_0^1 (g_h(s)|dw(s)) - \frac{1}{2} \int_0^1 |g_h(s)|^2 ds \right). \quad (3.11)$$

We can now make explicit the coupling strategy.

(v) Construction of $(W^1, W^2)$ on $[\tau_{k-1}, \tau_k - 1 + 1]$. First, we recall that we set $W^1_t = W^2_t$ on $[\tau_{k-1}, \tau_k - 1 + 1]$ if $\omega \in \Omega^\omega_{K, \alpha, \tau_1}$ (in this case, attempting a coupling would generate a too important cost for the future). Now, if $\omega \in \Omega^\omega_{K, \alpha, \tau_{k-1}}$, the construction follows the lines of [9] but with the specificity that the construction of $g_h$ leads to a successful coupling only on a subset of $\mathcal{C}^{1/2 - \varepsilon_d}([0,1], \mathbb{R}^d)$.

More precisely, for positive measures $\mu_1$ and $\mu_2$ with densities $D_1$ and $D_2$ with respect to another measure $\mu$, denote by $\mu_1 \wedge \mu_2$ the measure defined by $(\mu_1 \wedge \mu_2)(dw) = D_1(w) \wedge D_2(w) \mu(dw)$. With the help of the function $\varphi$ introduced in (iii) (see (3.9)), we define a non-negative measure $P_1$ on $\mathcal{C}^{1/2 - \varepsilon_d}([0,1], \mathbb{R}^d)$ by

$$P_1 = \frac{1}{2} \varphi_1^* \mathbb{P}_W \wedge \varphi_2^* \mathbb{P}_W,$$

where $\varphi_1$ and $\varphi_2$ are the functions defined on $\mathcal{C}^0([0,1], \mathbb{R}^d)$ by

$$\varphi_1(w) = (w, \varphi(w)) \quad \text{and} \quad \varphi_2(w) = (\varphi^{-1}(w), w).$$

By construction,

$$\varphi_1^* \mathbb{P}_W(dw_1, dw_2) = \mathbb{1}_{\{(\varphi^{-1}(w), w)\}}(w_1, w_2)D_\varphi(w)\mathbb{P}_W(dw),$$

where $D_\varphi$ is defined by (3.11). This implies that $P_1$ satisfies

$$P_1(dw_1, dw_2) = \frac{1}{2} \mathbb{1}_{\{(\varphi^{-1}(w), w)\}}(w_1, w_2)(D_\varphi(w) \wedge 1)\mathbb{P}_W(dw). \quad (3.12)$$

Write $S(w_1, w_2) = (w_2, w_1)$ and denote by $\tilde{P}_1$ the “symmetrized” non-negative measure induced by $P_1$, $\tilde{P}_1 := P_1 + S^* \tilde{P}_1$. We then define the coupling $(\tilde{W}_t^1, \tilde{W}_t^2) = (W_{t+\tau_{k-1}} - W_{\tau_{k-1}}, W_{t+\tau_{k-1}} - W_{\tau_{k-1}})$ as follows:

$$\mathcal{L}((\tilde{W}_t^1, \tilde{W}_t^2)_{t \in [0,1]}) = \tilde{P}_1 + \Delta^*(\mathbb{P}_W - \Pi_1^* \tilde{P}_1) = P_1 + P_2$$

with $\Delta(w) = (w, w)$, $\Pi_1(w_1, w_2) = w_1$ and $P_2 = S^* P_1 + \Delta^*(\mathbb{P}_W - \Pi_1^* \tilde{P}_1)$. Using (3.12), we check that for nonnegative functions $f$,

$$\Pi_1^* \tilde{P}_1(f) \leq \frac{1}{2} \int (f(\varphi^{-1}(w))D_\varphi(w) + f(w))\mathbb{P}_W(dw) \leq \mathbb{P}_W(f),$$

hence $P_2$ is the sum of two positive measures. Thanks to the symmetry property of $\tilde{P}_1$ and to the fact that $\Pi_1 \circ \Delta$ is the identity, one can also check that the marginals of $P_1 + P_2$ are both equal to $\mathbb{P}_W$.

(vi) Lower-bound for the probability of coupling: by construction, conditionally on $\Omega^\omega_{K, \alpha, \tau_{k-1}}$ and $(X_{t_{k-1}}, X_{t_{k-1}})$, under the subprobability $P_1$ the coupling is successful on the event $A_M \times \varphi(A_M)$. In other words, if we assume that $(W^1, W^2)$ is realized with the previous coupling construction, we have

$$\mathbb{P}(X_{t_{k-1}} = X_{t_{k-1}}^2 | \Omega^\omega_{K, \alpha, \tau_{k-1}}) \geq \| 1_{A_M \times \varphi(A_M)} P_1 \|_{TV}.$$ 

By (3.12) and Lemma C.1. of [15] (applied to $p = 2$, $\mu_1 = \varphi^* \mathbb{P}_W$, $\mu_2 = \mathbb{P}_W$ and $X = A_M$) we have

$$\| 1_{A_M \times \varphi(A_M)} P_1 \|_{TV} \geq \frac{\int_{\varphi(A_M)} D_\varphi(w) \mathbb{P}_W(dw)}{4 \int_{\varphi(A_M)} D_\varphi(w)^3 \mathbb{P}_W(dw)}.$$
We will now show that \( M \) can be chosen in such a way that the above quantity is bounded away from 0 independently of \( k \in \mathbb{N} \). On the one hand, by exhibiting an exponential martingale and by using (3.10), we have

\[
\int_{\varphi(A_M)} D_\varphi(w)^2 \mathbb{P}_W(dw) \leq \left( \sup_{w \in \varphi(A_M)} \exp\left( 3 \int_0^1 |g_h(s)|^2 \, ds \right) \right) \\
\times \int \exp\left( 3 \int_0^1 (g_h(s)|dw_s - \frac{3}{2} \int_0^1 |g_h(s)|^2 \, ds \right) \mathbb{P}_W(dw) \\
\leq \exp(3\tilde{C}(M, K)).
\]

On the other hand,

\[
\int_{\varphi(A_M)} D_\varphi(w) \mathbb{P}_W(dw) = \mathbb{P}_W(A_M).
\]

For the choice \( M := C(K, \tilde{K}) \), we get from (i) that

\[
\{ w, \|w\|^{1/2-\epsilon}_{\ell_0} \leq \tilde{K} \} \subset A_M.
\]

As a consequence, we have \( \int_{A_M} D_\varphi(w) \mathbb{P}_W(dw) \geq \mathbb{P}_W(\{ w, \|w\|^{1/2-\epsilon}_{\ell_0} \leq \tilde{K} \}) \) and

\[
\|1_{A_M \times \varphi(A_M)} \|_{TV} \geq \frac{[\mathbb{P}_W(\{ w, \|w\|^{1/2-\epsilon}_{\ell_0} \leq \tilde{K} \})]^2}{4 \exp(3\tilde{C}(C(K, \tilde{K}), K))} > 0
\]

which concludes the proof.

(b) When Step 1 is successful, this property follows from (3.10). If Step 1 is not attempted (and thus fails) since \( \omega \in \Omega_{K, \alpha, \tau_k-1}^c \), \( W^1 = W^2 \) on \([\tau_k-1, \tau_k-1 + 1]\) so that \( g_w \) is null on \([\tau_k-1, \tau_k-1 + 1]\). If Step 1 is attempted and fails, it follows from the above construction of the coupling that \( w_1 = w_2 \) or \( w_2 = \varphi^{-1}(w_1) \) with \( w_1 \in A_M \). Then, since the control of the functions \( \tilde{f}_h \) (defined in (iii)) and its derivative are similar to that of \( f_h \) in (iv), we deduce that the \( L^2 \)-norm of \( \tilde{g}_h(t) = g_w(t + \tau_k-1) \) can be also bounded in a similar way.

(c) When Step 1 is successful, \( g_B(t + \tau_k-1) = f_h(t) \) on \([0, 1]\) and the boundedness of \( f_h \) follows from that of \( \rho_h \) which is proved in (ii).

3.2. Step 2

As explained before, Step 2 is a series of trials on some intervals \( I_\ell \) of length \( c_2^2 \ell \) (the first one of length \( 2c_2 \), the second one of length \( 4c_2, \ldots \)). We denote by \( s_{k, \ell} \) the left extreme of each interval \( I_\ell \). More precisely, for every \( k \geq 1 \), we define \( (s_{k, \ell})_{\ell \geq 0} \) by

\[
s_{k,0} = s_{k,1} = \tau_k-1 + 1 \quad \text{and for every } \ell \geq 1 \quad s_{k,\ell+1} = s_{k,\ell} + c_2^2 \ell.
\]

(3.13)

Also denote by \( \ell_k^* \), the (first) trial after time \( \tau_k-1 \) where Step 2 fails. The case \( \ell_k^* = 0 \) and \( \ell_k^* = +\infty \) correspond respectively to the failure of Step 1 and to the success of Step 2. For given positive \( \alpha \) and \( K \), we set

\[
B_{k, \ell} := \Omega_{K, \alpha, \tau_k-1} \cap \{ \ell_k^* > \ell \}, \quad k \geq 1, \ell \geq 0.
\]

(3.14)

With this definition,

\[
\mathbb{P}(\tau_k = +\infty | \Omega_{K, \alpha, \tau_k-1}) = \mathbb{P}(X_{\tau_k-1+1}^1 = X_{\tau_k-1+1}^2 | \Omega_{K, \alpha, \tau_k-1}) \prod_{\ell=1}^{+\infty} \mathbb{P}(B_{k, \ell} | B_{k, \ell-1}).
\]

(3.15)
Consequently, the aim now is to lower-bound $\mathbb{P}(B_{k,t} \mid B_{k,t-1})$. This is the purpose of Lemma 3.4. The proof is (once again) based on a coupling argument, which is given in the next lemmas:

**Lemma 3.2.** Let $K$ and $b$ be positive numbers.

(i) Then, there exist $M_b > 0$, $\rho^1_b$ and $\rho^2_b \in (0, 1)$ such that for every $a \in [-b, b]$, we can build a random variable $(U_1, U_2)$ with values in $\mathbb{R}^2$ such that

$$L(U_1) = L(U_2) = \mathcal{N}(0, 1), \quad \rho^1_b \leq \mathbb{P}(U_2 = U_1 + a) \leq \rho^2_b, \quad \mathbb{P}(|U_2 - U_1| \leq M_b) = 1$$

and on the event $\{U_2 = U_1 + a\}$, $|U_1| \leq \tilde{M}_b$ and $|U_2| \leq \tilde{M}_b$ hold a.s., where $\tilde{M}_b \leq \frac{M_b}{2} + b$.

(ii) Furthermore, if $b \in (0, 1)$, the previous statement holds with $M_b = \max\{4b, -2\log(b/8)\}$, $\rho^1_b = 1 - b$ and $\rho^2_b = 1 - \frac{b}{2}$.

**Remark 3.1.** In order to ensure the $(K, \alpha)$-admissibility condition at the next trials, one needs to control the increments of $W^1$ and $W^2$ during Step 2. In particular, when Step 2 fails, we will need the probability of success to be not too large. This explains the property of domination of the probability of success $\mathbb{P}(U_2 = U_1 + a)$ (and $\mathbb{P}(W^2 = W^1 + g)$ in the next result) which may appear of poor interest. For the same reason, we give in the following result an explicit construction of $W^1$ and $W^2$ during Step 2.

**Proof of Lemma 3.2.** (ii) is almost the statement of Lemma 5.13 of [9]. The only new points are the deterministic control of $|U_1|$ and $|U_2|$ on the event $\{U_2 = U_1 + a\}$ and the domination of the probability of success by $\rho^2_b = 1 - \frac{b}{2}$. With the notations of [9], the first property follows from the construction of the measure $\mathcal{N}_3$ which is such that for every $a \in [-b, b]$, the support of $\mathcal{N}_3$ is included in $[-M_b/2, M_b/2 - a] \times [-M_b/2 - a, M_b/2]$. For the second one, it is enough to note that the probability of success introduced in Lemma 5.13 of [9] and denoted by $\mathcal{N}_3(L_3)$ is a non-decreasing continuous function of $M$ and equal to 0 if $M_b = 0$. Thus, the domination of this probability can be obtained by reducing sufficiently the value of $M$.

On the other hand, (i) is in some sense a rough version of (ii). Its proof can also be done by following the lines of the lemma of [9] and by checking that for every $b > 0$, we can choose $M_b$ large enough such that $\inf_{a \in [-b, b]} \mathcal{N}_3(L_3) > 0$.

The following lemma is a slightly modified version of Corollary 5.14 of [9].

**Lemma 3.3.** Let $T$ and $b$ be positive numbers and $g \in L^2([0, T], \mathbb{R})$ with $\|g\|_{L^2([0, T])} \leq b$.

(i) There exists $M_b > 0$, $\rho^1_b, \rho^2_b \in (0, 1)$ and a couple of Wiener processes $(W^1, W^2)$ defined in $[0, T]$ such that

\begin{equation}
\rho^1_b \leq \mathbb{P}\left(W^2 \geq W^1 + \int_0^t g(s) \, ds, t \in [0, T]\right) \leq \rho^2_b \quad \text{and} \quad \mathbb{P}\left(\|W^2 - W^1\|_{L^2([0, T])} \leq M_b\right) = 1. \tag{3.16}
\end{equation}

Furthermore, there exists a triple $(U_1, U_2, V)$ of standard normally distributed random variables and a Brownian motion $\tilde{W}$ such that $(U_1, U_2)$ and $(V, \tilde{W})$ are independent,

\begin{equation}
W^i_t = (U^i + V) \frac{\int_0^t g(s) \, ds}{\|g\|_{L^2([0, T])}} + \tilde{W}_t, \quad t \in [0, T] \text{ for } i = 1, 2, \tag{3.17}
\end{equation}

and moreover $|U_i| \leq \tilde{M}_b := \frac{M_b}{2} + b$ on the event $\{W^2_t = W^1_t + \int_0^t g(s) \, ds, t \in [0, T]\}$.

(ii) Furthermore, if $b \in (0, 1)$, the previous statement holds with $M_b = \max\{4b, -2\log(b/8)\}$, $\rho^1_b = 1 - b$ and $\rho^2_b = 1 - \frac{b}{2}$.

**Proof.** (i) Let $(f_k)_{k \geq 1}$ denote a complete orthonormal basis of $L^2([0, T], \mathbb{R})$ with $f_1 = g/\|g\|_{L^2([0, T])}$. In some probability space $(\Omega', \mathcal{F}', \mathbb{P}')$ let $(U_1, U_2)$ be a couple of random variables satisfying the properties of Lemma 3.2(i) and $(\xi_k)_{k \geq 2}$ be a sequence independent of $(U_1, U_2)$ of i.i.d. random variables with $L(\xi_2) = \mathcal{N}(0, 1)$. Defining for $i = 1, 2$
the process \( W^i_t := \mathcal{W}^i(1_{[0, t]}), t \geq 0 \), where \( \mathcal{W}^i : L^2([0, T], \mathbb{R}) \rightarrow L^2(L^2([0, T], \mathbb{R})) \subset L^2(\Omega', \mathcal{F}', \mathbb{P}') \) is the isometry of Hilbert spaces such that \( \mathcal{W}^i(f_1) = U^i \) and \( \mathcal{W}^i(f_k) = \xi_k, k \geq 2 \), one easily checks (by computing covariances) that

\[
W^i_t = U_i \int_0^t \frac{g(s) ds}{\|g\|_{L^2([0, T])}} + \sum_{k \geq 2} \xi_k \int_0^t f_k(s) ds
\]

and that \( (W^i_t) \) is a standard Brownian Motion. It follows from Lemma 3.2(i) and from the previous construction that (3.16) holds. Furthermore, introducing artificially a last standard normally distributed random variable \( \nu \) independent of \( \sigma(U_1, U_2, \xi_2, k \geq 2) \), we can write \( W^i_t \) as follows

\[
W^i_t = (U_i + \nu) \int_0^t \frac{g(s) ds}{\|g\|_{L^2([0, T])}} + W_t, \quad t \in [0, T],
\]

where \( W_t := -V \int_0^t g(s) ds/\|g\|_{L^2([0, T])} + \sum_{k \geq 2} \xi_k \int_0^t f_k(s) ds \) is a standard Brownian motion independent of \( (U_1, U_2) \).

Finally, the boundedness property of \( U_i \) on \( \{W^i_t = W^1_t + \int_0^t g(s) ds, t \in [0, T]\} \) again follows from that obtained in Lemma 3.2(i).

(ii) The proof is identical using the properties of Lemma 3.2(ii) instead of those of (i).

Before stating the key lemma for Step 2 (below), let us introduce some notations. Owing to the one-to-one correspondence between \( g_w \) and \( g_B \), there is a unique choice for function \( g_w \) in \([\tau_{k-1} + 1, \infty)\) which ensures that \( g_B(t) = 0 \) after \( \tau_{k-1} + 1 \) (or equivalently that \( B^i_1 = B^i_2 \) after \( \tau_{k-1} + 1 \)). We denote it by \( g_S \) in the next lemma (see the proof for an explicit expression of \( g_S \)).

**Lemma 3.4.** Let \( K > 0 \) and assume that \( \alpha \in (0, H) \). There exists a constant \( C_K \geq 1 \) which does not depend on \( k \) such that,

\[
\int_{0}^{+\infty} (1 + t)^{2\alpha} \left| g_S(\tau_{k-1} + 1 + t) \right|^2 dt \leq C_K.
\]

Then, \( (W_1, W_2) \) can be constructed during Step 2 in such a way that for all \( k \) and \( \ell \),

\[
\rho^1_k \leq \mathbb{P}(B_{k,1}|B_{k,0}) \leq \rho^2_k \quad \text{and} \quad \forall \ell \geq 2, \quad \left( 1 - \rho^3_k 2^{-\alpha\ell} \right) \leq \mathbb{P}(B_{k,\ell}|B_{k,\ell-1}) \leq \left( 1 - \rho^3_k 2^{-\alpha(\ell-1)} \right)
\]

where \( \rho^1_k, \rho^2_k \in (0, 1) \) do not depend on \( k \) and \( \rho^3_k = 2^{-\alpha} \sqrt{\frac{K}{2}} \). In particular, if \( c_2 = C^{1/(2\alpha)}_K, \rho^3_k = 1 \) and in this case, if \( 2 \leq \ell_k \leq +\infty \) one has

\[
\int_{s_k,\ell_k}^{s_k,\ell_k+1} |g_w(t)|^2 dt \leq \left( 2(\ell_k^a + 3) \right)^2 \quad \text{and} \quad \forall \ell \in \{2, \ldots, \ell_k^a\}, \quad \int_{s_k,\ell_k}^{s_k,\ell_k+1} |g_w(t)|^2 dt \leq 2^{-2\alpha \ell},
\]

whereas if \( \ell_k^a = 1 \), one has \( \int_{s_k,1}^{s_k,2} |g_w(t)|^2 dt \leq C'_{K} \) for \( C'_{K} \) a finite constant.

**Remark 3.2.** The lower-bounds obtained in (3.18) ensure the strict positivity of \( \mathbb{P}(\tau_k = +\infty|\Omega_{K,a,\tau_{k-1}}) \). The other properties will be needed for the sequel. Note that \( c_2 \) can be chosen in such a way that the involved quantities do not depend on \( K \) except if \( \ell = 1 \).

**Proof.** We first remark that if at a positive stopping time \( T_1 \) one has \( X^1_{T_1} = X^2_{T_1} \), then \( (X^i_{T_1}) \) and \( (X^j_{T_1}) \) remain equal on \([T_1, T_2]\) (where \( T_2 > T_1 \) is a second stopping time) if and only if \( g_B(t) = 0 \) on \([T_1, T_2]\). By Lemma 4.3 in [9], and its proof, this condition is satisfied if and only if

\[
\forall t \in (0, T_2 - T_1], \quad g_w(t + T_1) = g_S(t + T_1) \quad := \mathcal{R}_0 g_w^{T_1}(t).
\]
The interesting point is that the above function is $\mathcal{F}_{T_1}$-measurable (the context is thus different from Step 1, where the function denoted by $g_h$ was defined in a dynamic way). In particular, by conditioning on $\mathcal{F}_{sk,\ell}$ one can write:

$$\mathbb{P}(B_{k,\ell}|B_{k,\ell-1}) = \mathbb{E}(Q (\mathcal{R}_{0}g_{w}^{r_{2}-1+1}(s_{k,\ell}+\cdot),c\rho x)), $$

where for positive $T$ and a (deterministic) measurable function $g$ on $[0, +\infty)$ we denote

$$Q(g, T) = \mathbb{P} \left( \forall t \in [0, T], \tilde{W}_t^2 = \tilde{W}_t + g(t) \right) $$

for $(\tilde{W}^1, \tilde{W}^2)$ a given couple of Brownian motions on $[0, T]$. By Lemma 3.3, if $\|g\|_{[0,T]} \leq b \leq b_0$, we can build the couple $(\tilde{W}^1, \tilde{W}^2)$ in such a way that $Q(g, T) \geq (1 - b) \lor \rho$ where $\rho$ depends only on $b_0$.

Following carefully the proof of Lemma 5.12 of [9] (see in particular (5.36) therein), one deduces from Lemma 3.1 ((b) and (c)) and Condition (2.6) that on $B_{k,0}$,

$$\int_0^{+\infty} (1 + t)^{2\alpha} \mathcal{R}_{0}g_{w}^{r_{2}-1+1}(t) \, dt \leq C_K $$

for some positive constant $C_K$. Without loss of generality, we can assume that $C_K \geq 1$. This yields the first property of the lemma and this easily implies that for every $\ell \geq 1$,

$$\int_{sk,\ell}^{sk,\ell+1} |g_{S}(u)|^2 \, du \leq b_{\ell}^2 $$

with $b_1 = \sqrt{C_K}$ and $b_\ell = c_2^{-\alpha} \sqrt{C_K} 2^{-\alpha}$ if $\ell \geq 2$. It remains to apply Lemma 3.3 ((i) for $\ell = 1$ and (ii) for $\ell \geq 2$) to obtain (3.18). Finally, the bound for $\int_{sk,\ell}^{sk,\ell+1} |g_{w}(t)|^2 \, dt$ follows from the value of $M_{p_{\ell}}$ given by Lemma 3.3. \hfill \Box

4. About the $(K, \alpha)$-admissibility condition

In this section, we assume that Steps 1 and 2 are carried out as described previously, and the aim is to ensure that the system is $(K, \alpha)$-admissible with positive probability at all times $\tau_k$. This is the purpose of the next proposition:

**Proposition 4.1.** Let $(X^1_1, X^2_1)_{t \geq 0}$ denote a solution to (2.3) with initial condition $\tilde{\mu}$ satisfying $\tilde{\mu}(|x_1|^r + |x_2|^r) < +\infty$ for some $r > 0$. Assume $(H_0)$, $(H_1)$ and $(H_2)$. Let $\alpha \in (0, 1/2)$. Assume that for each $K > 0$, $c_2$ defined in (2.10) satisfies $c_2 = C^{-1/(2\alpha)}_K$ (where $C_K$ is a constant greater than 1 defined in Lemma 3.4) and that for every $k \geq 1$ and $\ell \geq 0$, $\Delta_3(\ell, k)$ introduced in (2.13) is defined by $\Delta_3(\ell, k) = c_3a_k2^{\beta\ell}$ with $\beta > (1 - 2\alpha)^{-1}$, $a_k = \zeta_k$ for some (arbitrary) fixed $\zeta > 1$, and $c_3$ an appropriate constant depending on the previous parameters (see Proposition 4.5 and Remark 4.2 for details). Then, for every $\varepsilon > 0$, there exists $K_\varepsilon > 0$ such that for every $k \geq 0$,

$$\mathbb{P}(\Omega_{K_\varepsilon,\alpha,\tau_k} | \tau_k < +\infty) \geq 1 - \varepsilon. $$

The proof of this proposition is divided into two parts corresponding respectively to Conditions (2.6) and (2.7). The first concerns the coupling function $g_w$, and the proof corresponding to this condition easily follows from [9] (see Section 4.4 for details).

**Remark 4.1.** In the sequel of this section, we always assume that $\alpha$ is a fixed number in $(0, 1/2)$ and that $c_2 = C^{-1/(2\alpha)}_K$. These facts are not recalled again in each statement.

The lower-bound for the second condition is obtained in the next subsections.
4.1. \((K, \alpha)\)-admissibility and Lyapunov

We denote in what follows
\[
\mathcal{E}_k := \{ \tau_k < \infty \} = \{ \tau_1 < \infty, \ldots, \tau_k < \infty \}.
\]

We want to prove that for every \(\varepsilon > 0\), there exists \(K_\varepsilon > 0\) such that
\[
P(\Omega_{\varepsilon, \tau_k}^{\tau_1} | \mathcal{E}_k) \geq 1 - \varepsilon.
\]

But since for every events \(A_1, A_2, A_3\) and \(A_4\), \(P(\bigcap_{i=1}^d A_i) \geq \sum_{i=1}^d P(A_i) - 3\), it is enough to prove that for every \(\varepsilon > 0\), there exists \(K_\varepsilon > 0\) such that for \(j = 1, 2\),
\[
P(\Psi_{\tau_k, \varepsilon}^j (W^j) \leq K_\varepsilon | \mathcal{E}_k) \geq 1 - \varepsilon, \quad j = 1, 2
\]
and
\[
P(\|X_{\tau_k}^j\| \leq K_\varepsilon | \mathcal{E}_k) \geq 1 - \varepsilon, \quad j = 1, 2.
\]

Since the arguments to prove (4.1) are contained in those needed for the (4.2), we defer the proof of the former to the Appendix (see Appendix B) and we only focus on the second statement. The proof of this property is based on a Lyapunov-type argument: owing to the Markov inequality, it is obvious that (4.2) will be true if one exhibits a positive condition \(a\) positive number which does not depend on \(\delta\), there exists \(\varepsilon > 0\), and \(\varepsilon > 0\) such that for every \(\varepsilon > 0\), there exists \(K_\varepsilon > 0\) such that for \(j = 1, 2\),
\[
P(\Psi_{\tau_k, \varepsilon}^j (W^j) \leq K_\varepsilon | \mathcal{E}_k) \geq 1 - \varepsilon, \quad j = 1, 2
\]
and
\[
P(\|X_{\tau_k}^j\| \leq K_\varepsilon | \mathcal{E}_k) \geq 1 - \varepsilon, \quad j = 1, 2.
\]

Note that since the construction of Step 1 depends on \(K\), the independence of \(C\) with respect to \(K\) is primordial. To this end, we first introduce the following contraction assumption depending on \(\theta \in (1/2, H)\).

\(H_1(\theta)\): There exists a subquadratic continuous function \(\Psi : \mathbb{R}^d \mapsto \mathbb{R}_+^n\) satisfying \(\lim_{|x| \to +\infty} \Psi(x) = +\infty\) and for which there exists a finite positive constant \(C\) such that for every \(k \in \mathbb{N} \cup \{0\}\) and for every \(K > 0\),
\[
E(\Psi(X_{\tau_k}^j) | \mathcal{E}_k) \leq C, \quad j = 1, 2.
\]

In the previous assumption, \((X_t)_{t \geq 0}\) denotes a solution to (1.2) and subquadratic means that there exists \(C > 0\) such that for every \(x \in \mathbb{R}^d\), \(\Psi(x) \leq C (1 + |x|^2)\). In Section 4.2, we will prove that, under the Lyapunov assumption \((H_1)\), \(H_1(\theta)\) is true. As detailed in the next proposition, \(H_1(\theta)\) leads to (4.3) if the following condition, which will be proved in Section 4.3, is also true:

\(H_2(\theta)\): For every \(\rho \in (0, 1)\), there exists \(C_\rho > 0\) such that for every \(k \in \mathbb{N}\) and \(K > 0\)
\[
\mathbb{E} \left[ \sum_{t=1}^{\Delta \tau_k} \rho^{\Delta \tau_k - u} \|B\|_{\theta}^{\tau_k - 1 + u - 1, \tau_k - 1 + u} | \mathcal{E}_k \right] \leq C_\rho.
\]

**Proposition 4.2.** Let \(\theta \in (1/2, H)\) and assume \(H_1(\theta)\). Let \((X_t^1, X_t^2)_{t \geq 0}\) denote pair of solutions to (2.3) with initial condition \(\tilde{\mu}\) satisfying \(\tilde{\mu}(\Psi^2(x_1) + \Psi^2(x_2)) = +\infty\). For \(x_1, x_2 \in \mathbb{R}^d\), set
\[
\tau_0(x_1, x_2) := \inf \{ u \in \mathbb{N}, \rho^u (\Psi(x_1) + \Psi(x_2)) \leq 1 \}.
\]

Assume that \((\tau_k)_{k \geq 1}\) is built in such a way that, \(H_2(\theta)\) holds, that for every \(k \geq 1\), \(P(\mathcal{E}_{\tau_k} | \mathcal{E}_{\tau_{k-1}}) \geq \delta_1 > 0\) (where \(\delta_1\) is a positive number which does not depend on \(k\)) and that \(\Delta \tau_k \geq \frac{\log(\delta_1/2)}{\log \rho}\). Then, there exists a positive constant \(C\) such that for every \(k \in \mathbb{N} \cup \{0\}\) and \(K > 0\),
\[
E(\Psi(X_{\tau_k}^j)) \leq C, \quad j = 1, 2.
\]
Remark 4.2.

- Under the assumptions of Proposition 4.1, $\Delta \tau_k \geq c_3$ (see (2.13)). To ensure that $\Delta \tau_k \geq \frac{\log(\delta_1/2)}{\log \rho}$, one can thus choose $c_3$ large enough in order that $c_3 \geq \frac{\log(\delta_1/2)}{\log \rho}$.
- By the elementary inequalities $|u + v|^p \leq |u|^p + |v|^p$ and $|u|^p \leq C(1 + |u|^r)$ for $p \in (0, 1)$, one remarks that if $H_1(\theta)$ holds for $\Psi$, it also holds for $\Psi^p$ if $p < 1$. Since $\Psi$ is subquadratic, it follows that one can assume without loss of generality that $\Psi^2(x) \leq C(1 + |x|^{2r})$ for some given $r > 0$. This explains the assumption $\tilde{\mu}(|x|^r + |x_1|^r) < +\infty$ in Proposition 4.1.

Proof. By $H_1(\theta)$ and an induction

$$
\Psi(X_{\tau_k}^j) \leq \rho^{\Delta \tau_k} \Psi(X_{\tau_{k-1}}^j) + C \sum_{\ell=1}^{\Delta \tau_k} \rho^{\Delta \tau_k - \ell} (1 + \|B\|_{\Omega}^{\tau_{k-1} + \ell - 1, \tau_{k-1} + \ell}).
$$

First, since $\Delta \tau_k \geq \frac{\log(\delta_1/2)}{\log \rho}$, we deduce that $\rho^{\Delta \tau_k} \leq \frac{\delta_1}{2}$. Thus,

$$
\mathbb{E}[\Psi(X_{\tau_k}^j) | E_k] \leq \frac{\delta_1}{2} \mathbb{E}[\Psi(X_{\tau_{k-1}}^j) | E_k] + C \sum_{\ell=1}^{\Delta \tau_k} \rho^{\Delta \tau_k - \ell} \mathbb{E}\left[\|B\|_{\Omega}^{\tau_{k-1} + \ell - 1, \tau_{k-1} + \ell} | E_k\right].
$$

Since $E_k \subset E_{k-1}$ and $\mathbb{P}(E_k | E_{k-1}) \geq \delta_1$, $\mathbb{E}[\Psi(X_{\tau_{k-1}}^j) | E_k] \leq \delta_1^{-1} \mathbb{E}[\Psi(X_{\tau_{k-1}}^j) | E_{k-1}]$. It follows that

$$
\mathbb{E}[\Psi(X_{\tau_k}^j) | E_k] \leq \frac{1}{2} \mathbb{E}[\Psi(X_{\tau_{k-1}}^j) | E_{k-1}] + C \frac{1}{1 - \rho} \mathbb{E}\left[\|B\|_{\Omega}^{\tau_{k-1} + \ell - 1, \tau_{k-1} + \ell} | E_k\right].
$$

Assumption $H_2(\theta)$ combined with an induction then yields

$$
\sup_{k \geq 0} \mathbb{E}[\Psi(X_{\tau_k}^j) | E_k] \leq \mathbb{E}[\Psi(X_{\tau_0}^j) | E_0] + \tilde{C}_{\rho},
$$

where $\tilde{C}_{\rho}$ neither depends on $k$ and $j$ nor on the starting condition $\tilde{\mu}$. Noticing that $E_0 = \Omega$, it remains to bound $\mathbb{E}[\Psi(X_{\tau_0}^j)]$. By the definition of $\tau_0$ (which is $\mathcal{F}_0$-measurable) and the Cauchy–Schwarz inequality,

$$
\mathbb{E}_{\tilde{\mu}}[\Psi(X_{\tau_0}^j)] \leq \sum_{u=0}^{+\infty} \mathbb{E}_{\tilde{\mu}}[\Psi^2(X_u^j)]^{1/2} \left(\tilde{\mu}(\tau_0 = u)\right)^{1/2}. \tag{4.5}
$$

On the one hand, checking that for $\varepsilon > 0$, there exists $C_{\varepsilon} > 0$ such that for all $u, v$ of $\mathbb{R}^d$, $|u + v|^2 \leq (1 + \varepsilon)|u|^2 + C_{\varepsilon}|v|^2$, one deduces from $H_1(\theta)$ that there exists $0 < \tilde{\rho} < 1$ and $C_{\tilde{\rho}}$ such that for every starting point $x$,

$$
\Psi^2(X_1) \leq \tilde{\rho} \Psi^2(x) + C_{\tilde{\rho}} (1 + \|B\|_{0}^{0, 1})^2.
$$

Thus, it again follows from an induction and from the stationarity of the increments of the fBm that

$$
\mathbb{E}_{\tilde{\mu}}[\Psi^2(X_u)] \leq \int \Psi^2(x_j) \tilde{\mu}_j(dx_j) + \frac{C_{\tilde{\rho}}}{1 - \tilde{\rho}} \mathbb{E}\left[(1 + \|B\|_{0}^{0, 1})^2\right] < +\infty,
$$

since $\int \Psi^2(x_j) \tilde{\mu}_j(dx_j) < +\infty$. It remains to control the queue of $\tau_0$. We have

$$
\tilde{\mu}(\tau_0 \geq u) \leq \sum_{j=1}^{2} \tilde{\mu}_j \left(\rho^u \Psi(x_j) > \frac{1}{2}\right) \leq 2 \sum_{j=1}^{2} \rho^u \int \Psi(x_j) \tilde{\mu}_j(dx_j) \leq C \rho^u. \tag{4.6}
$$
Plugging the previous inequality in yields the boundedness of $E_{\theta} [\Psi(X_{t}^{\theta})]$. 

As a consequence, it remains now to prove $H_1'(\theta)$ and $H_2'(\theta)$. This is the purpose of the next subsections.

4.2. Proof of $H_1'(\theta)$

**Proposition 4.3.** Assume (H$_1$). Then, $H_1'(\theta)$ holds for every $\theta \in (1/2, H)$ with $\Psi = V^{(2\theta-1)/4}$.

**Proof.** The proof is divided in four steps. In all of them, we assume that $0 \leq s < t \leq 1$.

**Step 1.** We prove the following statement: there exists $C > 0$ such that

$$ |X_t| \leq C \left( |X_s| + C(t-s) + \left| \int_s^t \sigma(X_u) \, dB_u \right| \right) \quad \text{a.s.} \quad (4.7) $$

Actually, using that $b$ is a sublinear function,

$$ |X_t| \leq |X_s| + C(t-s) + \left| \int_s^t \sigma(X_u) \, dB_u \right| + \int_s^t |X_u| \, du. $$

The result then follows from Gronwall lemma (note that the time-dependence of the Gronwall constant does not appear since $s, t \in [0, 1]$).

**Step 2.** Control of the Hölder norm of $X$ in a small (random) interval: Let $\theta \in (1/2, H)$. We show that there exist some positive constants $c_0$ and $C$ such that for every $0 \leq s < t \leq 1$, satisfying $c_0(1 + \|B\|_{\theta}^{0.1})(t-s)^{\theta} \leq \frac{1}{2}$,

$$ \|X\|^{s,t}_{\theta} \leq C \left( \|B\|_{\theta}^{0.1} + (1 + |X_s|)(t-s)^{1-\theta} \right). \quad (4.8) $$

Let us prove this property. Owing to the classical controls of Young integrals (see e.g. [19], inequality (10.9)), for every $(p, q) \in (0, 1)^2$ with $p + q > 1$, there exists $C_{p,q} > 0$ such that for every $p$-Hölder and $q$-Hölder functions $f$ and $g$ (respectively), for every $0 \leq s < t \leq 1$,

$$ \left| \int_s^t f(u) \, dg(u) - f(s)(g(t) - g(s)) \right| \leq C_{p,q} \|f\|_p^{0.1} \|g\|_q^{0.1}(t-s)^{p+q}. \quad (4.9) $$

Applying the previous inequality with $p = q = \theta$ and using that $\sigma$ is Lipschitz continuous and bounded, we deduce that for every $0 \leq s \leq u < v \leq t \leq 1$,

$$ \left| \int_u^v \sigma(X_u) \, dB_u \right| \leq C \|B\|_{\theta}^{0.1} (v-u)^{\theta} \left( \|X\|_{\theta}^{u,v}(v-u)^{\theta} + \|\sigma\|_{\infty} \right) $$

$$ \leq C \|B\|_{\theta}^{0.1} (v-u)^{\theta} \left( \|X\|_{\theta}^{s,t}(t-s)^{\theta} + \|\sigma\|_{\infty} \right). \quad (4.10) $$

By (4.7) and what precedes, we also have

$$ \int_u^v \left| b(X_r) \right| \, dr \leq C (v-u) \left( 1 + |X_s| + \|B\|_{\theta}^{0.1}(t-s)^{\theta} \left( 1 + \|X\|_{\theta}^{s,t}(t-s)^{\theta} \right) \right). $$

Using the previous inequalities, we deduce that

$$ \|X\|^{s,t}_{\theta} \leq C \left( \|B\|_{\theta}^{0.1} + (1 + |X_s|)(t-s)^{1-\theta} \right) + C \|X\|^{s,t}_{\theta} \|B\|_{\theta}^{0.1}(t-s)^{\theta} $$

and (4.8) follows.

**Step 3.** Control of sup $|X_u|$ in a small (random) interval: let $\theta \in (1/2, H)$. There exists $C > 0$ such that for every $0 \leq s \leq t \leq 1$ satisfying $c_0(1 + \|B\|_{\theta})(t-s)^{\theta} \leq \frac{1}{2}$,

$$ \sup_{s \leq u \leq t} |X_u| \leq C (1 + |X_s|). \quad (4.11) $$

Rate of convergence to equilibrium of fractional driven stochastic differential equations with some multiplicative noise 521
Actually, using that \( \| B \|_\theta^{0,1} (t-s)^\theta \leq (2c_0)^{-1} \), we deduce from (4.10) that for every \( 0 \leq s \leq t \leq 1 \) satisfying \( c_0 (1 + \| B \|_\theta^{0,1}) (t-s)^\theta \leq \frac{1}{2} \)
\[
\int_s^t \sigma(X_u) \, dB_u \leq C \left( \| X \|_{\theta}^{5,1} (t-s)^\theta + 1 \right).
\]
Using again that \( \| B \|_\theta^{0,1} (t-s)^\theta \leq (2c_0)^{-1} \), it follows from (4.8) that
\[
\int_s^t \sigma(X_u) B_u \leq C (1 + (1 + |X_s|) (t-s)).
\]
Then, it is enough to plug this control in (4.7) to obtain (4.11).

Step 4. Use of the Lyapunov assumption. Let \( V \) be such that assumption (H1) holds. Let \( \theta \in (1/2, H) \). Then, there exists \( \hat{\rho} \in (0, 1) \) and \( C > 0 \) such that for every \( x \in \mathbb{R}^d \),
\[
V(X_1) \leq \hat{\rho} V(x) + C (1 + \| B \|_\theta^{0,1})^{4/(2\theta - 1)}.
\] (4.12)

Let us prove this statement. By e.g. [20] (see Theorem 4.3.1) and assumption (H1),
\[
e^{\kappa_0 (t-s)} V(X_t) = V(X_s) + \int_s^t e^{\kappa_0 (u-s)} (|\nabla V| b)(X_u) + \kappa_0 V(X_u)) \, du + \int_s^t e^{\kappa_0 (u-s)} (\nabla V(X_u)) \sigma (X_u) \, dB_u \leq V(X_s) + \beta_0 (t-s) + \int_s^t e^{\kappa_0 (u-s)} (\nabla V(X_u)) \sigma (X_u) \, dB_u.
\] (4.13)
Using that the functions \( \nabla V \) and \( \sigma \) are Lipschitz continuous, that \( \sigma \) is bounded and that \( u \mapsto e^{\kappa_0 u} \) is bounded and Lipschitz continuous on \([0, 1]\), we obtain that for every \( 0 \leq u < v \leq 1 \),
\[
|e^{\kappa_0 (v-u)} \nabla V \sigma (X_v) - e^{\kappa_0 (u-s)} \nabla V \sigma (X_u)| \leq C \left( (1 + |\nabla V(X_u)|) (|X_v - X_u|) + |\nabla V(X_v)| (v-u) \right).
\]
By (4.9), it follows that
\[
\left| \int_s^t e^{\kappa_0 (u-s)} (\nabla V(X_u)) \sigma (X_u) \, dB_u \right| \leq C \left( (1 + \sup_{v \in [s,t]} |\nabla V(X_v)|) (\| X \|_{\theta}^{5,1} (t-s)^{1-\theta} (t-s)^\theta + |\nabla V(X_s)|) \right) \| B \|_{\theta}^{5,1} (t-s)^\theta.
\]
From now on, assume that \( (1 + \| B \|_\theta^{0,1} (t-s)^\theta \leq (2c_0)^{-1} \). By (4.11) and the fact that \( 1 + |\nabla V(x)| \leq C_1 (1 + |x|) \leq C_2 \sqrt{V(x)} \), we have
\[
1 + \sup_{v \in [s,t]} |\nabla V(X_v)| \leq C \sqrt{V(X_s)}.
\]
Owing to (4.8) and to some reductions implied by the previous inequality, we obtain
\[
\left| \int_s^t e^{\kappa_0 (u-s)} (\nabla V(X_u)) \sigma (X_u) \, dB_u \right| \leq C \left( V(X_s) \| B \|_\theta^{0,1} (t-s)^{1+\theta} + \sqrt{V(X_s)} \| B \|_\theta^{0,1} (t-s)^\theta \right).
\]
Set \( \tilde{\theta} := \frac{1}{2} (\theta - \frac{1}{2}) \) (so that \( 2(\theta - \tilde{\theta}) = \frac{1}{2} + \theta \)). By the inequality \( |xy| \leq \frac{1}{2} (|x|^2 + |y|^2) \),
\[
\sqrt{V(X_s)} \| B \|_\theta^{0,1} (t-s)^\theta \leq \frac{1}{2} ((t-s)^2 \sigma(\tilde{\theta})) V(X_s) + (\| B \|_\theta^{0,1})^2 (t-s)^{2\tilde{\theta}}
\]
and on the other hand,
\[
V(X_s) \| B \|_\theta^{0,1} (t-s)^{1+\theta} \leq (t-s)^{2(\theta - \tilde{\theta})} V(X_s) \| B \|_\theta^{0,1} (t-s)^{1/2}.
\]
Now, we set
\[ \eta = (2c_0 (1 + \|B\|^{0,1}_{\theta}))^{-1/\theta} \wedge (1 + \|B\|^{0,1}_{\theta})^{-1/\tilde{\theta}} \] (4.14)
in order that for every \( 0 \leq s < t \leq 1 \) such that \( t - s \leq \eta \),
\[ c_0 (1 + \|B\|^{0,1}_{\theta}) \eta^{\theta} \leq \frac{1}{2} \quad \text{and} \quad (\|B\|^{0,1}_{\theta})^2 (t-s)^{2\tilde{\theta}} \leq 1. \]
For such \( s, t \), we finally obtain (using that \( 1/2 \geq \tilde{\theta} \) and that \( 2(\theta - \tilde{\theta}) = \frac{1}{2} + \theta \)),
\[ \left| \int_s^t e^{\kappa_0 (u-s)} (\nabla V(X_u)) \sigma(X_u) \, d\mu_u \right| \leq C (t-s)^{1/2+\theta} V(X_s) + \tilde{\beta}, \] (4.15)
where \( \tilde{\beta} \) is a positive constant. Plugging this control into (4.13), we deduce: for every \( 0 \leq s < t \leq 1 \) such that \( t - s \leq \eta \),
\[ V(X_t) \leq e^{-\kappa_0 (t-s)} V(X_s) \left( 1 + C (t-s)^{1/2+\theta} \right) + \tilde{\beta}, \]
where \( \tilde{\beta} = \beta_0 \eta + \tilde{\beta} \). Using that \( e^{-\kappa_0 u} \leq 1 - \kappa_0 u + \frac{(\kappa_0 u)^2}{2} \) in a right neighborhood of 0 and that \( \frac{1}{2} + \theta > 1 \), we can find \( u_0 \in [0, 1] \) (depending on \( \kappa_0, \theta \) and \( C \)) such that
\[ \forall u \in [0, u_0], \quad e^{-\kappa_0 u} (1 + Cu^{1/2+\theta}) \leq 1 - \frac{\kappa_0}{2} u. \]
Thus, for every \( 0 \leq s < t \leq 1 \) such that \( t - s \leq \tilde{\eta} := \eta \wedge u_0 \),
\[ V(X_t) \leq \left( 1 - \frac{\kappa_0}{2} (t-s) \right) V(X_s) + \tilde{\beta}. \]
In particular, applying this control on \( [k \tilde{\eta}, ((k+1) \tilde{\eta}) \wedge 1] \) for \( k \in \{0, \ldots, \lfloor \frac{1}{\tilde{\eta}} \rfloor \} \) yields
\[ V(X_1) \leq \left( 1 - \frac{\kappa_0}{2} \tilde{\eta} \right)^{\lfloor 1/\tilde{\eta} \rfloor} V(x) + \sum_{k=1}^{\lfloor 1/\tilde{\eta} \rfloor} \left( 1 - \frac{\kappa_0}{2} \tilde{\eta} \right)^{\lfloor 1/\tilde{\eta} \rfloor - k} \tilde{\beta}. \]
It follows from standard computations that
\[ V(X_1) \leq \exp \left( -\frac{\kappa_0}{2} \tilde{\eta} \right) V(x) + \frac{2\tilde{\beta}}{\kappa_0 \tilde{\eta}}. \]
We can assume without loss of generality that \( u_0 \leq \kappa_0/4 \) so that
\[ \exp \left( -\frac{\kappa_0}{2} \tilde{\eta} \right) \leq e^{-\kappa_0/4} =: \tilde{\rho}. \]
Finally, since \( 2/\tilde{\theta} \geq 1/\theta \), one can check that there exists \( C > 0 \) such that
\[ \tilde{\eta}^{-1} \leq C (1 + \|B\|^{0,1}_{\theta})^{1/\tilde{\theta}}. \]
Since \( 2/\tilde{\theta} = \frac{4}{2\theta - 1} \), this concludes the proof of Step 4.

To prove the proposition, it remains now to set \( \Psi = V^{\tilde{\theta}} \) and to apply the inequality \( |u + v|^{\tilde{\theta}} \leq |u|^{\tilde{\theta}} + |v|^{\tilde{\theta}} \) (which holds for every real numbers \( u, v \) and \( \tilde{\rho} \in (0, 1) \)) with \( \tilde{\rho} = \tilde{\theta}. \) \( \square \)
4.3. Proof of $H'_{2}(\theta)$

The main result of this section is Proposition 4.4. Before, we need to establish several lemmas related to the control of the past of the fBm.

Let $j \in \{1, 2\}$. We recall that for every $0 \leq s < t$,

$$B^j_t - B^j_s = \alpha_H \left( \int_{-\infty}^{s} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r + \int_{s}^{t} (t-r)^{H-1/2} \, dW^j_r \right).$$

This can be rewritten

$$B^j_t - B^j_s = \alpha_H \left( \int_{-\infty}^{\lfloor s \rfloor-1} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r + \Gamma_1(s, t, W^j) - \Gamma_2(s, t, W^j) + \Gamma_3(s, t, W^j) \right),$$

where, setting $h = t - s$,

$$\Gamma_1(s, t, W^j) = \int_{\lfloor s \rfloor-1}^{s-h} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r,$$

$$\Gamma_2(s, t, W^j) = \int_{s-h}^{s} (s-r)^{H-1/2} \, dW^j_r,$$

$$\Gamma_3(s, t, W^j) = \int_{s-h}^{t} (t-r)^{H-1/2} \, dW^j_r.$$

Let $k \geq 1$. Assume that $\tau_{k-1} < +\infty$ and that $\tau_{k-1} \leq s < t \leq \lfloor s \rfloor + 1$. Setting $\tau_{-1} = -\infty$, we choose to decompose the first right-hand side member with respect to the sequence $\tau_k$:

$$\int_{-\infty}^{\lfloor s \rfloor-1} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r = \sum_{m=0}^{k} \Lambda_{m,k}(s, t, W^j)$$

with

$$\Lambda_{m,k}(s, t, W^j) = \begin{cases} \int_{\tau_{m-1}}^{\tau_{m} \wedge \tau_{k-1} - 1} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r & \text{if } m \in \{0, \ldots, k-1\}, \\ \int_{\tau_{k-1} - 1}^{\lfloor s \rfloor-1} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW^j_r & \text{if } m = k. \end{cases}$$

Note that for $i = 1, 2, 3$, $\Gamma_i$ is related to the local behavior of the fBm whereas for $m = 0, \ldots, k$, $\Lambda_{m,k}$ is a memory term. The idea of the sequel of the proof is to bound $\|B^{|u|_{\theta}+1}} (u \in \{\tau_{k-1}, \ldots, \tau_k\})$ through the study of the $\Gamma_i$ and the $\Lambda_{m,k}$. With a slight abuse of notation, we will sometimes write

$$\|\Gamma_i^{a,b}_{\theta}\|^{a,b}_{\theta} = \sup_{a \leq s < t \leq b} \frac{|\Gamma_i(s, t, W^j)|}{|t-s|^\theta} \quad \text{and} \quad \|\Lambda_{m,k}^{a,b}_{\theta}\|^{a,b}_{\theta} = \sup_{a \leq s < t \leq b} \frac{|\Lambda_{m,k}(s, t, W^j)|}{|t-s|^\theta}. \quad (4.16)$$

The starting point of the study of the $\Lambda_{m,k}$ is the following lemma:

**Lemma 4.1.** Let $a < b < s < t$. Let $W$ be a two-sided Brownian motion. Then,

$$\frac{1}{t-s} \left| \int_{a}^{b} (t-r)^{H-1/2} - (s-r)^{H-1/2} \, dW_r \right| \leq (t-a)^{H-3/2} |W_b - W_a| + \frac{1}{2} \int_{a}^{b} (s-r)^{H-5/2} |W_r - W_b| \, dr.$$
Proof. By an integration by parts,
\[ \int_a^b (t - r)^{H - 1/2} - (s - r)^{H - 1/2} \, dW_r \]
\[ = \left( (t - a)^{H - 1/2} - (s - a)^{H - 1/2} \right) (W_a - W_b) \]
\[ + \left( H - \frac{1}{2} \right) \int_a^b \left( (t - r)^{H - 3/2} - (s - r)^{H - 3/2} \right) (W_r - W_b) \, dr. \] (4.17)

On the one hand, by the elementary inequality \((1 + x)^{\rho} \geq 1 + \rho x\) for every \(x \in (-1, 0]\) and \(\rho \in (0, 1]\), we remark that
\[ 0 \leq (t - a)^{H - 1/2} - (s - a)^{H - 1/2} \]
\[ = (t - a)^{H - 1/2} \left( 1 - \left( 1 + \frac{s - t}{t - a} \right)^{H - 1/2} \right) \]
\[ \leq (t - s)(t - a)^{-3/2}. \]

On the other hand, by the inequality \((1 + x)^{\rho} \geq 1 + \rho x\) for \(x \geq 0\) and \(\rho < 0\), we obtain similarly
\[ (s - r)^{H - 3/2} - (s - r)^{-3/2} \leq \frac{3}{2} - H \]
\[ (t - s)(s - r)^{-5/2}. \]

The result follows (using that \((3/2 - H)(H - 1/2) \leq 1/2\)).

In the next lemma, we propose to bound some quantities which are related to those which appear in the previous lemma on some sub-intervals of \([\tau_{m-1}, \tau_m]\) where \(m \in \mathbb{N}\). With the notations introduced in (2.13) and in (3.13), we set
\[ \tau_m^0 = \tau_{m-1}, \quad \tau_m^1 = \tau_{m-1} + 1 + 2c_2, \quad \tau_m^2 = \tau_{m-1} + 1, \quad \tau_m^3 = \tau_{m-1} + 1, \quad \text{and} \quad \tau_m^4 = \tau_m. \]
Since \(c_3\) defined in (2.13) satisfies \(c_3 \geq 2c_2\), Step 3 is longer than \(2c_2\) and \(i \mapsto \tau_m^i\) is non-decreasing. Furthermore, \(\tau_m^0\) is the beginning of Step 1, \(\tau_m^1\) denotes the end of the first trial of Step 2 (or some time during Step 3) if Step 1 is successful (resp. if Step 1 fails). If Step 1 and the first trial of Step 2 are successful, \(\tau_m^2\) and \(\tau_m^3 \) correspond to the beginning and to the end of the failed trial of Step 2. If \(\tau_m^0 \in \{0, 1\}, \tau_m^1 = \tau_m^2 = \tau_m^3\).

Note that \(\tau_m^4\) is defined as the end of the first trial of Step 2, instead of the end of Step 1 as it could be expected. Without going into the technical details, let us remark that this particular cutting of the interval is due to the dependence in \(K\) (which appears in the \((K, \alpha)\)-admissibility condition) of the probability of success of the first trial of Step 2 (and that this dependence does not appear for the next trials, see Remark 3.2 for background) and that, in view of assumption \(H^2(\theta)\), it is of first importance that the next results be obtained independently of \(K\).

Lemma 4.2. Assume that there exists \(\delta_1 > 0\) such that for all \(m \in \mathbb{N}\) and \(K > 0\) \(\mathbb{P}(E_{m+1} | E_m) \geq \delta_1 > 0\). Then, for every \(p \geq 1\) and \(\varepsilon \in (0, 1)\), there exists \(C_{p, \varepsilon, \delta_1} \in \mathbb{R}^+\) such that for every \(m \in \mathbb{N}\), \(i \in \{0, \ldots, 3\}, j \in \{1, 2\}\) and \(K > 0\),
\[ \mathbb{E} \left[ \left( \int_{\tau_m^i}^{\tau_m^i+1} \left| (1 + \tau_m^{i+1} - r)^{-3/2+\varepsilon} (W_{\tau_m^{i+1}} - W_r) \right|^p \, dr \right) \bigg| E_m \right] \leq C_{p, \varepsilon, \delta_1}. \] (4.18)
\[ \mathbb{E} \left[ \left( \left| (1 + \tau_m^i - \tau_m^i)^{-1/2+\varepsilon} (W_{\tau_m^i} - W_{\tau_m^i}) \right|^p \bigg| E_m \right] \leq C_{p, \varepsilon, \delta_1}. \] (4.19)

Remark 4.3. The proof of this lemma could be shortened by using some rougher arguments similar to those of the proof of Proposition 4.4 below (see (4.36)). However, the arguments given here do provide an understanding of what implies the conditioning by \(\{\tau_m < +\infty\}\), or in other words, to how the distribution of the Wiener process is deformed by the coupling attempt. To this end and when it is possible (especially in the case \(i = 1\)), we thus choose an approach by which we try to make explicit these distortions.
Proof. (i) By a change of variable, for every $i \in \{0, 1, 2, 3\}$,
\[
\int_{\tau_m^i}^{\tilde{\tau}_m^{i+1}} (1 + r^{i+1} - r^{-0.5})^{1-\epsilon} |W_{i+1}^{j} - W_{i}^{j}| \, dr = H_i(t_{m}^{i+1} - t_{m}^{i}),
\]
where for a given $c > 0$,
\[
H_i(c) = \int_{0}^{c} (1 + u)^{-1/2} |W_{i+1}^{j} - W_{i}^{j} - v(u)| \, v(dr) \quad \text{with} \quad v(dr) = (1 + u)^{-1-\epsilon} \, du.
\]
Noticing that $v([0, c]) \leq \epsilon^{-1}$, we deduce from Jensen inequality that for every $p \geq 1$,
\[
(H_i(c))^p \leq \left(\frac{1}{\epsilon}\right)^{p-1} \int_{0}^{c} (1 + u)^{-p/2-1-\epsilon} |W_{i+1}^{j} - W_{i}^{j}|^p \, du.
\] (4.20)

Now, we focus successively on cases $i = 0, 1, 2, 3$:

\[
i = 0: \text{In this case, } \tau_m^1 - \tau_m^0 \text{ is deterministic and is equal to } \bar{c} := 1 + 2c_2. \text{ Using that } \mathcal{E}_m \subseteq \mathcal{E}_{m-1} \text{ and the Cauchy–Schwarz inequality, we have for every } u \in [0, \bar{c}] \text{ and } m \geq 1,
\]
\[
\mathbb{E}[|W_{\tau_m^1}^{j} - W_{\tau_m^0}^{j}|^p | \mathcal{E}_m] \leq \frac{\mathbb{E}[|W_{\tau_m^1}^{j} - W_{\tau_m^0}^{j}|^{2p} | \mathcal{E}_m]}{(\mathbb{P}(\mathcal{E}_m | \mathcal{E}_{m-1})^{1/2}}.
\]

But, conditionally on $\{\tau_{m-1}^j < +\infty\}$, $(W_{\tau_{m-1}^0}^{j} - W_{\tau_{m-1}^0}^{j})$ is a Brownian motion independent of $\tau_{m-1}$ so that
\[
\mathbb{E}[|W_{\tau_{m-1}^0}^{j} - W_{\tau_{m-1}^0}^{j}|^{2p} | \mathcal{E}_{m-1}] = u^p.
\]

Then, since $\mathbb{P}(\mathcal{E}_m | \mathcal{E}_{m-1}) \geq \delta_1$, one deduces that
\[
\sup_{u \in [0, \bar{c}]} u^{-p/2} \mathbb{E}[|W_{\tau_m^1}^{j} - W_{\tau_m^0}^{j}|^p | \mathcal{E}_m] \leq \delta_1^{-1/2}.
\] (4.21)

Plugging this control into (4.20) yields the result when $i = 0$ with $C_{p, \epsilon, \delta_1} = \delta_1^{-1/2} \epsilon^{-p}$.

\[
i = 1: \text{If } \tau_k^i \in \{0, 1, 2\}, \tau_m^1 = \tau_m^2. \text{ Otherwise, we first write } \mathcal{E}_m = \bigcup \mathcal{A}_m, \ell \text{ where } \mathcal{A}_m, \ell = B_{m, \ell}^{c} \cap B_{m, \ell-1}. \text{ We recall that } \mathcal{A}_{m, 0} \text{ corresponds to the failure of Step 1 and for every } \ell \geq 1, \mathcal{A}_{m, \ell} \text{ is the event that Step 2 failed after exactly } \ell \text{ trials.}
\]

With the notations introduced in (3.13), we recall that on $\mathcal{A}_{m, \ell}$, $\tau_m^1 = s_m, 2$ and $\tau_m^2 = s_m, \ell$. By (4.20), it is enough to show that for every $\ell \geq 3$,
\[
\int_{0}^{s_m, \ell - s_m, 2} (1 + u)^{-p/2-1-\epsilon} \mathbb{E}[|W_{s_m, \ell}^{j} - W_{s_m, \ell-1}^{j}|^p | \mathcal{A}_{m, \ell}] \, du \leq C_{p, \epsilon, \delta_1},
\] (4.22)

where $C_{p, \epsilon, \delta_1}$ does not depend on $k$, $m$, $\ell$ and $K$. With the notations of Lemma 3.4, we know that on the event $\mathcal{A}_{m, \ell}$ with $\ell \geq 2$, we have for all $v \in \{1, \ldots, \ell - 1\}$,
\[
\forall t \in [s_m,v, s_m,v+1], \quad W_t^2 = W_t^1 + \int_{s_m,v}^{t} g_S(s) \, ds,
\]
where $g_S$ is a $\mathcal{F}_{m-1}^{r}$-measurable function (defined in Lemma 3.4). Moreover, by Lemma 3.3(ii), which can be applied with $b = 2^{-0.5}$ (owing to Lemma 3.4 and Remark 4.1), $W_j$, $j = 1, 2$ can be realized as follows on $[s_m, v, s_m, v+1]$:
\[
\forall t \in [s_m,v, s_m,v+1], \quad W_t^j = (U_{m,v}^{j} + V_{m,v}) \frac{\int_{s_m,v}^{t} g_S(s) \, ds}{\|g_S\|_{[s_m,v,s_m,v+1],2}},
\]
\[
\text{where } g_S = (U_{m,v}^{j} + V_{m,v}) \frac{\int_{s_m,v}^{t} g_S(s) \, ds}{\|g_S\|_{[s_m,v,s_m,v+1],2}},
\]
we deduce that
\[ C_{p,\varepsilon}(X_u) \leq \frac{1}{2} \max \left\{ 2^{-\alpha v}, -2 \log \left( \frac{2^{-\alpha v}}{8} \right) \right\} + 2^{-\alpha v} \leq C \log(2^{a_v}), \]
where \( C \) does not only depend on \( \alpha \). Furthermore, \( \tilde{W}_1(t) \geq 0 \) and \( (V_m,v)_{v \geq 1} \) are independent of \( (U_1^{m,v}, U_2^{m,v})_v \) and \( g_S \).
In particular, \( \tilde{W}_1(t) \geq 0 \) and \( (V_m,v)_{v \geq 1} \) are independent of \( \mathcal{A}_{m,\ell} \).

Set \( s_{m,v}^u = s_{m,v} \vee (s_{m,\ell} - u) \). The above properties imply that for every \( u \in [0, s_{m,\ell} - s_{m,2}] \),

\[ \mathbb{E}[|W_{s_{m,\ell}}^j - W_{s_{m,\ell}-u}^j|^p |\mathcal{A}_{m,\ell}] \leq C_p \mathbb{E} \left[ \left( \sum_{v=2}^{\ell-1} \log(2^{a_v}) \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \right)^p |\mathcal{A}_{m,\ell} \right] + C_p \mathbb{E} \left[ \sum_{v=2}^{\ell} V_m \frac{\int_{s_{m,v}^u}^{s_{m,v}^u+1} g_S(s) ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} |\mathcal{A}_{m,\ell} \right] + C_p \mathbb{E} \left[ |\tilde{W}_{s_{m,\ell}-s_{m,2}}^m - \tilde{W}_{s_{m,\ell}-s_{m,2}-u}^m|^p \right]. \tag{4.23} \]

We focus successively on each term of the right-hand side of the above inequality. First,

\[ \mathbb{E}[|\tilde{W}_{s_{m,\ell}-s_{m,2}}^m - \tilde{W}_{s_{m,\ell}-s_{m,2}-u}^m|^p] = u^{p/2} \mathbb{E}[|U|^p], \tag{4.24} \]

where \( U \) stands for a standard Brownian motion.

For the first right-hand side member term of (4.23), we deduce from the Cauchy–Schwarz inequality that

\[ \sum_{v=2}^{\ell-1} \log(2^{a_v}) \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \leq \left( \sum_{v=2}^{\ell-1} \log(2^{a_v})^2 \right)^{1/2} \left( \sum_{v=2}^{\ell-1} \left( \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \right)^2 \right)^{1/2}. \]

Using that \( v \mapsto \log(2^{a_v}) \) is non-decreasing and that

\[ \left( \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \right)^2 \leq (s_{m,v}^u - s_{m,v}^u)(\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2})^2, \]

we deduce that

\[ \sum_{v=2}^{\ell-1} \log(2^{a_v}) \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \leq \sqrt{\ell} \log(2^{a_v}) u^{1/2}. \]

Using that for all \( \ell \geq 3 \), \( s_{m,\ell} - s_{m,2} = c_2 \ell^{-1} \) with \( c_2 \geq 1 \), one deduces that for every positive \( p \) and \( \varepsilon \), there exists \( C_{p,\varepsilon} \) such that for every \( \ell \geq 3 \), \( \sqrt{\ell} \log(2^{a_v}) \leq C_{p,\varepsilon}(s_{m,\ell} - s_{m,2})^{\varepsilon/p} \) (we recall that \( \alpha \) is a fixed number of \( (0, 1/2) \)).

As a consequence, the first right-hand side member term of (4.23) satisfies for every \( u \in [0, s_{m,\ell} - s_{m,2}] \)

\[ \mathbb{E} \left[ \left( \sum_{v=2}^{\ell-1} \log(2^{a_v}) \int_{s_{m,v}^u}^{s_{m,v}^u+1} \frac{|g_S(s)| ds}{\|g_S\|_{[s_{m,v}^u,s_{m,v}^u+1],2}} \right)^p |\mathcal{A}_{m,\ell} \right] \leq C_{p,\varepsilon}(s_{m,\ell} - s_{m,2})^{\varepsilon u^{1/2}}, \tag{4.26} \]

where \( C_{p,\varepsilon} \) is the constant defined above. Finally, for the second right-hand side member term of (4.23), let us define \( (X_{m,v}^u)_{v=2}^{\ell-1} \) by

\[ \forall v \in [2, \ldots, \ell - 1], \quad X_{m,v}^u = V_m \frac{\int_{s_{m,v}^u}^{s_{m,v}^u+1} g(s) ds}{\|g\|_{[s_{m,v}^u,s_{m,v}^u+1],2}}. \]
Since \((V_m,v)_{v \geq 1}\) is centered and independent of \(g_S\) and \(A_{m,\ell}\), it follows that \((X_{m,v}^u)_{v=2}^{\ell-1}\) is a sequence of martingale increments under \(\mathbb{P}(\cdot | A_{m,\ell})\). By the Doob inequality and (4.25), we deduce that,

\[
\mathbb{E}\left[ \left( \sum_{v=2}^{\ell-1} V_{m,v} \frac{g_S(s) ds}{\|g_S\|_{[m,v,m,v+1],2}^2} \right)^2 \right] \leq C_p \mathbb{E}\left[ \left( \sum_{v=2}^{\ell-1} \left( \frac{g_S(s) ds}{\|g_S\|_{[m,v,m,v+1],2}} \right)^2 \right)^{p/2} \right] A_{m,\ell} \leq C_p \left( \sum_{v=2}^{\ell-1} \frac{\|g_S\|_{[m,v,m,v+1],2}^2}{\|g_S\|_{[m,v,m,v+1],2}^2} \right)^{p/2} \leq C_p u^{p/2}.
\]  

(4.27)

By (4.24), (4.26) and (4.27), we obtain that there exists \(C_{p,\varepsilon} \in \mathbb{R}_+^*\) such that for all \(m \in \mathbb{N}, \ell \geq 2, j \in \{1, 2\}\) and \(u \in [0, s_m, \ell - s_m, 2]\),

\[
\mathbb{E}\left[ | W_{m,\ell}^j - W_{m,\ell - u}^j |^p \right] \leq C_{p,\varepsilon} (s_m, \ell - s_m, 2)^{p/2} u^{p/2}.
\]  

(4.28)

The results follows by plugging this inequality into (4.22).

\(i = 2\): Here, we consider the interval where Step 2 fails. With the previous notations, \(\tau_m^2 = s_m, \ell\) and \(\tau_m^3 = s_m, \ell + 1\) on \(A_{m,\ell}\) when \(\ell \geq 2\). By a similar strategy as in the case \(i = 1\) (see in particular (4.22) and (4.28)), it is enough to show that there exists \(C_{p,\varepsilon}\) such that for all \(m \in \mathbb{N}, \ell \geq 0, j \in \{1, 2\}\) and \(u \in [0, s_m, \ell + 1 - s_m, \ell]\),

\[
\mathbb{E}\left[ | W_{m,\ell}^j - W_{m,\ell + 1 - u}^j |^p \right] \leq C_{p,\varepsilon} (s_m, \ell + 1 - s_m, \ell)^{p/2} u^{p/2}.
\]  

(4.29)

When \(\ell = 0, 1\), \(\tau_m^3 - \tau_m^2 = 0\) so that the property is obvious. Let us consider the set \(B_{m,\ell - 1}\) defined by (3.14). From the very definition, \(A_{m,\ell} \subset B_{m,\ell - 1}\).

By Hölder inequality applied with some \(\tilde{p} > 1\) and \(\tilde{q} > 1\) such that \(1/\tilde{p} + 1/\tilde{q} = 1\), we have

\[
\mathbb{E}\left[ | W_{m,\ell}^j - W_{m,\ell + 1 - u}^j |^p \right] \leq \mathbb{E}\left[ | W_{m,\ell}^j - W_{m,\ell + 1 - u}^j |^{p\tilde{p} | B_{m,\ell - 1} |} \right]^{1/\tilde{p}} \mathbb{P}(A_{m,\ell} | B_{m,\ell - 1})^{1/\tilde{q} - 1}.
\]

On the one hand, we deduce from the independence of the increments of the Brownian motion that

\[
\mathbb{E}\left[ | W_{m,\ell}^j - W_{m,\ell + 1 - u}^j |^{p\tilde{p} | B_{m,\ell - 1} |} \right]^{1/\tilde{p}} = u^{p/2} \mathbb{E}[|U|^{p\tilde{p}}]^{1/\tilde{p}},
\]

where \(U\) stands for a normally distributed random variable. On the other hand, by (3.18),

\[
\mathbb{P}(A_{m,\ell} | B_{m,\ell - 1}) = \mathbb{P}(B_{m,\ell} | B_{m,\ell - 1}) \geq 2^{-u^2 - 1}.
\]

Then, for each \(\varepsilon \in (0, 1)\), inequality (4.29) follows by setting \(\tilde{q} = (1 - \varepsilon)^{-1}\) (so that \(1 - 1/\tilde{q} = \varepsilon\)).

\(i = 3\): This corresponds to Step 3. The key point here is that the increments of the Brownian motion after \(\tau_m^3\) are independent of the previous coupling attempt so that, denoting by \(\Delta_3(m, \ell)\), the length of Step 3 under \(A_{m,\ell}\), we have

\[
\mathbb{E}\left[ | W_{m}^j - W_{m + \Delta_3(m, \ell)}^j |^{p} \right] = \mathbb{E}\left[ | W_{m}^j - W_{m + \Delta_3(m, \ell) - u}^j |^{p} \right] = C_p u^{p/2}.
\]  

(4.30)

The result then follows similarly to the case \(i = 1\) (see (4.22)).

(ii) This result can be easily derived from the controls established previously. More precisely, cases \(i = 0, 1, 2, 3\) can be viewed as particular cases of (4.21), (4.28), (4.29) and (4.30).

□

In the next lemma, we adopt the convention \(\sum_{\emptyset} = 1\). Also, let us recall that by (2.13), \(\Delta k \geq 3 a_k \geq a_k\) since \(c_3 \geq 2 c_2 \geq 1\) (and that \(c_2 \geq 1\) by Remark 4.1).

**Lemma 4.3.** Let \(\Psi\) satisfy \(\int \Psi(x_1) \tilde{\mu}_1(dx_1) + \int \Psi(x_2) \tilde{\mu}_2(dx_2) < +\infty\) and assume that \(\tau_0\) is defined in terms of this function as in (4.4). Assume that there exists \(\delta_1 > 0\) such that for every \(m \geq 1\) and \(K > 0\), \(\mathbb{P}(E_m | E_{m-1}) \geq \delta_1 \in \mathbb{R}_+^*\)
(0, 1). Then, for \( j = 1, 2 \) and for every \( \rho \in (0, 1) \) and \( \varepsilon \in (0, 1 - H) \), there exists \( C \) such that for every \( k \geq 1 \), \( m \in \{0, \ldots, k - 1\} \) and \( K > 0 \),

\[
\mathbb{E} \left[ \sup_{(s, t), k-1 \leq t 
\leq s + 1} \frac{1}{t - s} | \Lambda_{m,k}(s, t, W^j) | \mathcal{E}_k \right] \leq C \frac{\sum_{\ell=m+1}^{k-1} a_\ell H_{\rho(k-m)}}{\delta_1^{(k-1)(1-H)}}. \tag{4.31} \]

As a consequence, if \( a_k = \zeta^k \) where \( \zeta \in (1, +\infty) \), there exists \( \Delta \in (0, 1) \) and \( C > 0 \) such that for every integers \( m \) and \( k \) with \( m \leq k \)

\[
\mathbb{E} \left[ \sup_{(s, t), k-1 \leq t 
\leq s + 1} \frac{1}{t - s} | \Lambda_{m,k}(s, t, W^j) | \mathcal{E}_k \right] \leq C \Delta^{k-m}. \tag{4.32} \]

**Remark 4.4.**
- The assumption on the moments of \( \mu \) is only necessary for the case \( m = 0 \) which corresponds to the interval \([-\infty, t_0] \). Due to the memory, \( t_0 \) is not independent of the past of the Brownian Motion before \( t_0 \). But the assumption on \( \mu \) leads to a control of the queue of \( t_0 \) which is sufficient to overcome the non-independence property.
- The fact that the quality of the estimate strongly decreases with \( m - k \) may appear surprising. The main problem is that we do not have a sharp idea of the distribution of \( \mathcal{L}(W_t - W_{t_{m-1}}, \tau_{m-1} \leq t \leq \tau_m) \) conditionally to the event \( \{\Delta \tau_l < +\infty, m \leq l < k\} \) and thus, we compensate this failure by some Hölder-type inequalities.
- The second statement says that if one waits sufficiently between each trial and the fact that \( \zeta \) can be chosen arbitrarily close to 1 will be of first importance.

**Proof.** First, note that if \((4.31)\) is true, \((4.32)\) easily follows: let \( \zeta > 1 \) and let \( \gamma_1 \in (0, +\infty) \) be such that \( \zeta = \delta_1^{-\gamma_1} \). It is now sufficient to remark that for every \( m \in \{1, \ldots, k - 2\} \),

\[
\left( \sum_{\ell=m+1}^{k-1} a_\ell \right)^{H_{\rho(k-m)}} \delta_1^{(1-H)\rho(\gamma_1^{-1} - \rho)(k-m)} \leq \delta_1^{(1-H)\gamma_1 - \rho(\gamma_1^{-1} - \rho)(k-m)}
\]

and to choose for instance \( \varepsilon = (1 - H)/2 \) and \( \rho = \frac{\gamma_1(1-H)}{4} \wedge \frac{1}{2} \) so that

\[
\gamma_1(1-H) - \rho \geq \frac{\gamma_1(1-H)}{4} \wedge \frac{1}{2} > 0.
\]

Let us now prove \((4.31)\). We consider three cases:

**Case 1:** \( k \geq 3 \) and \( m \in \{1, \ldots, k - 2\} \). In harmony with Lemma 4.2, we decompose \([\tau_{m-1}, \tau_m]\) in four intervals \([\tau_m^i, \tau_m^{i+1}]\), \( i \in \{0, 1, 2, 3\} \), and also cut \( \Lambda_{m,k} \) (which does not depend on \( k \) in this case) in four parts denoted by \( \Phi_{m,i} \):

\[
\forall i \in \{0, 1, 2, 3\}, \quad \Phi_{m,i}(s, t, W^j) = \int_{\tau_m^i}^{\tau_m^{i+1}} (t - r)^{H-1/2} - (s - r)^{H-1/2} dW_r.
\]

By Lemma 4.1,

\[
\frac{1}{t - s} | \Phi_{m,i}(s, t, W^j) | \leq (t - \tau_m^i)^{H-3/2} | \tau_m^i - \tau_m^{i+1}| + \frac{1}{2} \int_{\tau_m^i}^{\tau_m^{i+1}} (s - r)^{H-5/2} | W_r - W_{\tau_m^{i+1}} | dr.
\]

If \( \tau_{l-1} \leq s < t \), since \( \Delta \tau_l \geq a_l \) for all \( l \), we get

\[
t - \tau_m^i \geq \max \left( \sum_{\ell=m+1}^{k-1} a_\ell, \tau_m^{i+1} - \tau_m^i \right) \quad \text{and} \quad \forall r \in [\tau_m^i, \tau_m^{i+1}], \quad s - r \geq \max \left( \sum_{\ell=m+1}^{k-1} a_\ell, 1 + \tau_m^{i+1} - r \right).
\]
Thus, for every $\varepsilon \in (0, 1 - H)$,

$$\sup_{(s, t), \tau_k - 1 \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} |\Lambda_{m, k}(s, t, W^j)| \leq C \left( \sum_{\ell = m + 1}^{k-1} a_\ell \right)^{H-1+\varepsilon} \Xi_{m, \varepsilon, i},$$

where

$$\Xi_{m, \varepsilon, i} = \left( \tau_{i+1}^m - \tau_i^m \right)^{-1/2-\varepsilon} \left| W_j^i - W_j^{i+1} \right| + \frac{1}{2} \int_{\tau_i^m}^{\tau_{i+1}^m} \left( 1 + \tau_{i+1}^m - r \right)^{-(3/2+\varepsilon)} \left| W_r^j - W_r^{j+1} \right| \, dr.$$

The interesting point is that $\Xi_{m, \varepsilon, i}$ does not depend on $k$. Furthermore, by Lemma 4.2, for every $p > 1$, $\varepsilon \in (0, 1 - H)$ and $i \in \{0, 1, 2, 3\}$,

$$\mathbb{E} \left[ \left| \Xi_{m, \varepsilon, i} \right|^p \right] \leq C,$$

where $C$ does only depend on $p$, $\varepsilon$ and $H$. Set $\Xi_{m, \varepsilon} = \sum_{i=0}^{3} \Xi_{m, \varepsilon, i}$. Summing up the previous controls (on $i$), we deduce from Hölder inequality that for every $p > 1$ and $q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$,

$$0 \leq \mathbb{E} \left[ \left( \sum_{(s, t), \tau_k - 1 \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} |\Lambda_{m, k}(s, t, W^j)| \right)^p \right]$$

$$\leq \mathbb{E} \left[ \left( \sum_{(s, t), \tau_k - 1 \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} |\Lambda_{m, k}(s, t, W^j)| \right)^p \right]^{1/p} \mathbb{E} \left[ \left( \sum_{(s, t), \tau_k - 1 \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} |\Lambda_{m, k}(s, t, W^j)| \right)^q \right]^{1/q}$$

$$\leq C \left( \frac{1}{\delta_1} \right)^{(1-1/q)(k-m)} \left( \sum_{\ell = m + 1}^{k-1} a_\ell \right)^{H-1+\varepsilon}. \quad (4.33)$$

The result follows in this case by noticing that for every $\rho \in (0, 1)$, there exists $q \in (1, +\infty)$ such that $\rho = 1 - 1/q$.

**Case 2:** $k \geq 2$ and $m = k - 1$. It corresponds to the integral on the interval $[\tau_{k-2}, \tau_{k-1} - 1]$. The proof is almost identical using the controls

$$t - \tau_i^m \geq 1 + \tau_i^{i+1} \wedge (\tau_k - 1) - \tau_i^m$$

$$\forall r \in [\tau_i^m, \tau_i^{i+1} \wedge (\tau_k - 1)], \quad s - r \geq 1 + \tau_s^{i+1} \wedge (\tau_k - 1) - r.$$

We do not detail it.

**Case 3:** $k \geq 1$ and $m = 0$. It corresponds to the integral on the interval $(-\infty, \tau_0]$ if $k \geq 2$ and $(-\infty, \tau_0 - 1]$ if $k = 1$. For the sake of simplicity, we only consider the case $k \geq 2$. Note that on this interval $W^1 = W^2$. We then write $W$ only. By Lemma 4.1 and the fact that $\lim_{M \to +\infty} M^{-1/2-\varepsilon} W_{-M} = 0$, we have

$$\frac{1}{t - s} |\Lambda_{0, k}(s, t, W)| \leq \frac{1}{2} \int_{-\infty}^{\tau_0} (s - r)^{H-5/2} |W_r - W_{t_0}| \, dr$$

so that

$$\sup_{\tau_k - 1 \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} |\Lambda_{0, k}(s, t, W)|$$

$$\leq \frac{1}{2} \left( \sum_{m=1}^{k-1} a_k \right)^{H-1+\varepsilon} \int_{-\infty}^{\tau_0} (1 + \tau_0 - r)^{-3/2-\varepsilon} |W_r - W_{t_0}| \, dr.$$
where $\varepsilon \in (0, 1 - H)$. Let $p \geq 1$. As remarked previously, one has no information about the joint law of $\tau_0$ and $W^j$. We compensate this failure by a rough argument. Using Cauchy–Schwarz inequality,

$$
\mathbb{E}_\mu \left[ \left( \int_{-\infty}^{\tau_0} (1 + \tau_0 - r)^{-1/2 - \varepsilon} |W_r - W_{\tau_0}| \, dr \right)^p \right] \leq \sum_{u=1}^{+\infty} \mathbb{E}_\mu \left[ \left( \int_{-\infty}^{u} (1 + u - r)^{-3/2 - \varepsilon} |W_r - W_u| \, dr \right)^{2p} \right]^{1/2} \mathbb{P}^\mu(\tau_0 = u)^{1/2}.
$$

Thanks to the stationarity of the increments of the Brownian motion, we deduce from a change of variable that

$$
\mathbb{E} \left[ \left( \int_{-\infty}^{u} (1 + u - r)^{-3/2 - \varepsilon} |W_r - W_u| \, dr \right)^{2p} \right] \leq \mathbb{E} \left[ \left( \int_{0}^{+\infty} (1 + r)^{-3/2 - \varepsilon} |W_r| \, dr \right)^{2p} \right] =: C_p.
$$

Using that for every $p \geq 1$ and $\varepsilon > 0$,

$$
\mathbb{E} \left[ \sup_{r \geq 1} \left( \frac{|W_r|}{r(1+r)^{\varepsilon/2}} \right)^{2p} \right] < +\infty,
$$

we deduce that $C_p$ is finite. It remains to show that $\sum_{u=1}^{+\infty} \mathbb{P}^\mu(\tau_0 = u)^{1/2} < +\infty$. This property has already been proved in (4.4).

**Proposition 4.4.** Assume that Step 1 and 2 are carried out as described in Section 3. Let $\Psi$ satisfy $\int \Psi(x_1)\hat{\mu}_1(dx_1) + \int \Psi(x_2)\hat{\mu}_2(dx_2) < +\infty$ and assume that $\tau_0$ is defined in terms of this function as in (4.4). Assume there exists $\delta_1 > 0$ such that for every $m \geq 1$, $\mathbb{P}(\mathcal{E}_m|\mathcal{E}_{m-1}) \geq \delta_1 \in (0, 1)$ and that for every $k \geq 1$, $a_k$ defined in (2.13) satisfies $a_k = \varepsilon^k$ with $\varepsilon > 1$. Then, $\mathbb{H}_2(\theta)$ holds for every $\theta \in (1/2, H)$.

**Proof.** First, thanks to a change of variable and to the decomposition introduced at the beginning of the current Section 4.3, we have

$$
\sum_{u=1}^{\Delta \tau_k} \rho^\Delta \tau_k - u \|B\|_{\theta}^{\tau_k-1+u, \tau_k-1+u} \leq \sum_{m=1}^{k} \sum_{u=\tau_k-1+1}^{\tau_k} \rho^\Delta \tau_k - u \|A^j_{m,k}\|_{\theta}^{u-1,u} + \sum_{m=1}^{3} \sum_{u=\tau_k-1+1}^{\tau_k} \rho^\Delta \tau_k - u \|r^j_{m,k}\|_{\theta}^{u-1,u},
$$

(4.34)

where we used the notations introduced in (4.16). Thus, the idea is to bound each term of the right-hand side. First, for every $m \in \{0, \ldots, k - 1\}$, for every $u \in \{\tau_k-1, \ldots, \tau_k\}$,

$$
\|A^j_{m,k}\|_{\theta}^{u,u+1} \leq \sup_{\tau_k-1 \leq s \leq t \leq |s|+1} \frac{1}{t-s} |A_{m,k}(s, t, W^j)|.
$$

Since the right-hand side member does not depend on $u$, we deduce that for every $m \in \{0, \ldots, k - 1\}$

$$
\sum_{u=\tau_k-1+1}^{\tau_k} \rho^\Delta \tau_k - u \|A^j_{m,k}\|_{\theta}^{u-1,u} \leq \sup_{\tau_k-1 \leq s \leq t \leq |s|+1} \frac{1}{t-s} |A_{m,k}(s, t, W^j)| \sum_{w=0}^{+\infty} \rho^w.
$$

(4.35)

Thus, by Lemma 4.3, it follows that for every $m \in \{0, \ldots, k - 1\}$

$$
\mathbb{E} \left[ \sum_{u=\tau_k-1+1}^{\tau_k} \rho^\Delta \tau_k - u \|A^j_{m,k}\|_{\theta}^{u-1,u} \right] \leq \frac{C}{1-\rho} \Delta^{k-m},
$$

where $\Delta$ is defined in terms of this function as in (4.4).
where $\Delta \in (0, 1)$. As a consequence,
\[
\mathbb{E} \left[ \sum_{m=1}^{k-1} \sum_{u=t_{k-1}+1}^{t_k} \rho^{\tau_k-u} \left\| A_{m,k}^{j} \right\|^{u-1,\theta}_{\theta} | E_k \right] \leq \frac{C}{(1-\rho)(1-\Delta)}.
\]

Keeping in mind inequality (4.34), it remains to bound, independently of $k$ and $K$, the terms involving $A_{k,k}$ and $\Gamma_m$, $m = 1, 2, 3$. The strategy is different since these terms depend on the path between $\tau_{k-1} - 1$ and $\tau_k$. Let us begin by $A_{k,k}$. By a change of variable,
\[
\sum_{u=t_{k-1}+1}^{t_k} \rho^{\tau_k-u} \left\| A_{k,k}^{j} \right\|^{u-1,\theta}_{\theta} \leq \sum_{v=0}^{\Delta \tau_k-1} \rho^{\Delta \tau_k-1-v} Z_{k,v}, \quad \text{where } Z_{k,v} = \left\| A_{k,k}^{j} \right\|^{\tau_k-1+v,\tau_k-1+v+1}_{\theta},
\]

Note that $Z_{k,0} = 0$. On the event $A_{k,\ell}$, one knows that $\Delta \tau_k$ is deterministic. Denote it by $\Delta(k,\ell)$. Decomposing the event $E_k$, it follows that
\[
\mathbb{E} \left[ \sum_{u=t_{k-1}+1}^{t_k} \rho^{\tau_k-u} \left\| A_{k,k}^{j} \right\|^{u-1,\theta}_{\theta} | E_k \right] = \sum_{\ell \geq 0} \sum_{v=1}^{\Delta(k,\ell)} \rho^{\Delta(k,\ell)-1-v \mathbb{E}[Z_{k,v} | A_{k,\ell}] \mathbb{P}(A_{k,\ell} | E_k).}
\]

Using that $A_{k,\ell} \subset E_k \subset E_{k-1}$ and Cauchy–Schwarz inequality, we remark that
\[
\mathbb{E}[Z_{k,v} | A_{k,\ell}] \mathbb{P}(A_{k,\ell} | E_k) \leq \mathbb{E}[Z_{k,v}^2 | E_k]^{1/2} \mathbb{P}(A_{k,\ell} | E_k)^{1/2} \leq \frac{\mathbb{E}[Z_{k,v}^2 | E_k]}{\mathbb{P}(E_k | E_{k-1})} \mathbb{P}(A_{k,\ell} | E_k)^{1/2}.
\]

But $\mathbb{P}(E_k | E_{k-1}) \geq \delta_1 > 0$ and using Lemma 3.4, we have for every $\ell \geq 2$,
\[
\mathbb{P}(A_{k,\ell} | E_k) = \frac{\mathbb{P}(A_{k,\ell} | E_{k-1})}{\mathbb{P}(E_k | E_{k-1})} \leq \delta_1^{-1} \mathbb{P}(B_{k,\ell-1} | E_{k-1}) \mathbb{P}(B_{k,\ell-1} | E_{k-1}) \leq \delta_1^{-1} \alpha \ell
\]

so that
\[
\mathbb{E} \left[ \sum_{u=t_{k-1}+1}^{t_k} \rho^{\tau_k-u} \left\| A_{k,k}^{j} \right\|^{u-1,\theta}_{\theta} | E_k \right] \leq C_{\delta_1,\rho} \sup_{v \in \mathbb{N}} \mathbb{E}[Z_{k,v}^4 | E_{k-1}]^{1/4},
\]

where $C_{\delta_1,\rho}$ is a finite constant depending only on $\delta_1$ and $\rho$. Set $\varepsilon_\theta = (H-\theta)/2$. Using that $(W_{u+\tau_k-1,1} - W_{\tau_k-1,1})_{u \geq 0}$ is independent of $\mathcal{F}_{\tau_k-1,1}$, we obtain for every $v \in \mathbb{N}$, for every $k \in \mathbb{N}$,
\[
\mathbb{E}[Z_{k,v}^4 | E_{k-1}] \leq \mathbb{E}[(F_v(W_u, 0 \leq u \leq v))^4],
\]

where $\bar{W}$ is a standard Brownian Motion and $F_v : C^{1/2-\varepsilon_\theta}([0,v], \mathbb{R}^d) \rightarrow \mathbb{R}$ defined by
\[
F_v(w_u, 0 \leq u \leq v) = \sup_{0 \leq s \leq r \leq v+2} \left| \int_0^v (t+1-r)^{H-1/2} - (s+1-r)^{H-1/2} \, dw_t \right|.
\]

By Lemma 4.1, for every $v \geq 1$,
\[
F_v(\bar{W}_u, 0 \leq u \leq v) \leq v^{H-3/2} |\bar{W}_v| + \frac{1}{2} \int_0^v (v+1-r)^{H-5/2} |\bar{W}_r - \bar{W}_v| \, dr.
\]

Denote by $(\tilde{W}_u)_{u \in [0,1]}$ the rescaled Brownian motion defined by $\tilde{W}_u = \sqrt{v} \bar{W}_{uv}$. By a change of variable, for every $v \geq 1$,
\[
F_v(\tilde{W}_u, 0 \leq u \leq v) \leq |\tilde{W}_1| + \frac{1}{2} \int_0^1 \sqrt{v} (v+1-uv)^{H-5/2} |\tilde{W}_u - \tilde{W}_1| \, du.
\]
Proposition 4.5. Let $P(\Omega_1$ and (4.39) follows for $\beta>(3/2-H)^{-1}$, one deduces that

$$
\sup_{v \geq 1} \mathbb{E}[\mathcal{Z}_{k,v}^4] \leq \mathbb{E}\left[\left( |\tilde{W}_1| + \frac{2}{3/2-H} \sup_{u \in [0,1]} |\tilde{W}_u - \tilde{W}_1| \right)^4 \right].
$$

By plugging this inequality into (4.38), this concludes the study of $\Lambda_{k,k}$.

As concerns $\Gamma_i$, $i=1, 2, 3$, one deduces with a similar strategy as before that it is enough to show that for $i = 1, 2, 3$,

$$
\mathbb{E}[|G_i(\tilde{W}_u, 0 \leq u \leq 2)|^4] \leq C,
$$

where, setting $h = t - s$,

$$
G_1(w) = \sup_{1 \leq s < t \leq 2} \frac{1}{(t-s)^\theta} \left| \int_0^{s-h} (t-r)^{H-1/2} - (s-r)^{H-1/2} dw_r \right|,
$$
$$
G_2(w) = \sup_{1 \leq s < t \leq 2} \frac{1}{(t-s)^\theta} \left| \int_{s-h}^{s} (s-r)^{H-1/2} dw_r \right| \quad \text{and}
$$
$$
G_3(w) = \sup_{1 \leq s < t \leq 2} \frac{1}{(t-s)^\theta} \left| \int_{s-h}^{t} (t-r)^{H-1/2} dw_r \right|.
$$

By Lemma 4.1, we have

$$
\int_0^{s-h} (t-r)^{H-1/2} - (s-r)^{H-1/2} dw_r \leq |w_{s-h} - w_0|(t-s) + (t-s)^\theta \int_0^{s-h} (s-h-r)^{H-3/2} |w_r - w_{s-h}| dr,
$$

where in the second line, we used that for every $r \in [0, s-h]$, $s-r \geq s-h-r$ and $s-r \geq h$. We deduce that

$$
G_1(w) \leq C\left(1 + \|w\|^{0.2}_{1/2-\varepsilon_\theta} \right) \quad \text{with} \quad \varepsilon_\theta = \frac{H-\theta}{2}
$$

and (4.39) follows for $i = 1$. By an integration by parts, one also checks that

$$
\left| \int_{s-h}^{s} (s-r)^{H-1/2} dw_r \right| \leq \|w\|^{0.2}_{1/2-\varepsilon_\theta} \left( h^{H-\varepsilon_\theta} + \left( \frac{H-1}{2} \right) \int_{s-h}^{s} (s-r)^{H-3/2+1/2-\varepsilon_\theta} dr \right)
$$
$$
\leq C h^{H-\varepsilon_\theta} \|w\|^{0.2}_{1/2-\varepsilon_\theta}.
$$

The previous control also holds for $G_3(w)$ and since $H-\varepsilon_\theta \geq \theta$, it follows that (4.39) is also true for $i = 2, 3$. \hfill \Box

4.4. Condition (2.6)

Proposition 4.5. Let $\alpha \in (0, 1/2)$ and assume that for every $k \geq 1$ and $\ell \geq 0$, $\Delta_3(\ell, k) = c_3 a_k 2^{\beta \ell}$ with $\beta > (1-2\alpha)^{-1}$, $a_k = \zeta^k$ with an arbitrary $\zeta > 1$. Then, for each $K > 0$, there is a choice of $c_3$ such that, for every $k \geq 0$, condition (2.6) is a.s. satisfied at time $\tau_k$ on the event $\{\tau_k < +\infty\}$. In other words, for every $k \geq 0$, $\mathbb{P}(\Omega_{1,\tau'} \mid \tau_k < +\infty) = 1$. 

Proof. For every $k \geq 0$, set

$$u_k := \sup_{T \geq 0} \left( \int_0^{\infty} (1 + t)^{2\alpha} \left| (R_T g_w^n) (t) \right|^2 \, dt \right)^{1/2}.$$ 

Since $g_w$ is null on $(-\infty, \tau_0]$, $u_0 = 0$. Following carefully the proof of Lemma 5.15 in [9] (see (5.8) therein for notation), we check that there exists $C > 0$ such that for every $k \geq 1$,

$$u_k - u_{k-1} \leq C \left( \frac{\tau_k - \tau_k^*}{\tau_k - \tau_k - 1} \right)^{\alpha - 1/2} \left( \int_0^{\tau_k^* + 1 - \tau_k} (1 + t)^{2\alpha} \left| g_\omega (\tau_k - 1 + t) \right|^2 \, dt \right)^{1/2} \leq C \left( \frac{c_2}{c_3} \xi^{-k} \right)^{1/2 - \alpha} \left( \int_0^{\tau_k^* + 1 - \tau_k} (1 + t)^{2\alpha} \left| g_\omega (\tau_k - 1 + t) \right|^2 \, dt \right)^{1/2},$$

where we used (2.13) and (3.13) in the second inequality (by Remark 4.1, $C \leq (C_K)^{1/(2\alpha)}$). But by Lemmas 3.1(b) and 3.4, for all $K > 0$ and $\alpha \in (0, H)$, there exists $C > 0$ such that

$$\left( \int_0^{\tau_k^* + 1 - \tau_k} (1 + t)^{2\alpha} \left| g_\omega (\tau_k - 1 + t) \right|^2 \, dt \right)^{1/2} \leq C \left( 1 + 2^{\alpha(\ell_k^* + 1)} (\ell_k^* + 1) \right).$$

By the condition $\beta > (1 - 2\alpha)^{-1}$ which ensures that $(\beta - 1)(1 - \alpha) > \alpha$, it follows that for every $K > 0$ and $\alpha \in (0, 1/2)$, there exists another constant $C > 0$ (depending on $H, K, \alpha$ and $\beta$) such that

$$\forall k \geq 0, \quad u_{k+1} - u_k \leq C \left( \frac{c_2}{c_3} \xi^{-k} \right)^{1/2 - \alpha}.$$

Choosing $c_3$ large enough in order that $C \sum_{k \geq 1} (\frac{c_2}{c_3} \xi^{-k})^{1/2 - \alpha} \leq 1$ yields $\sup_{k \geq 0} u_k \leq 1$. \hfill \Box

5. Proof of Theorem 2.1

Let $\alpha \in (0, 1/2)$. We enforce the assumptions of Proposition 3.1 and 4.1. Assume that $X^1$ and $X^2$ have initial distributions $\mu_0$ and $\mu$ respectively, where $\mu$ denotes an invariant distribution. First, denoting by $\tilde{\mu}$ its first marginal, we recall that $\int |x|^r \tilde{\mu} (dx) < +\infty$ for any positive $r$ (see Proposition 4.6 of [10] if $b$ is Lipschitz continuous or Proposition 3 of [3] otherwise). It is therefore enough to show that for any initial condition $\tilde{\mu}$ of $(X^1, X^2)$ satisfying $\tilde{\mu} (|x_1|^r + |x_2|^r) < +\infty$ for some $r > 0$, for each $\varepsilon > 0$ there is $C_\varepsilon > 0$ such that $\mathbb{P} (\tau_\infty > t) \leq C_\varepsilon t^{-(1/8 - \varepsilon)}$.

Set $k^* := \inf \{ k \geq 1, \Delta \tau_k = +\infty \}$. We have

$$\mathbb{P} (\tau_\infty > t) = \mathbb{P} \left( \tau_0 + \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k^*>k} > t \right) \leq \mathbb{P} \left( \tau_0 > \frac{t}{2} \right) + \mathbb{P} \left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k^*>k} > \frac{t}{2} \right).$$

Taking $\Psi$ such that $\Psi (x) \leq C (1 + |x|^\rho)$ (which is possible by Remark 4.2), by an argument similar to that of (4.6) we deduce the existence of $C > 0$ and $\gamma_0 > 0$ such that

$$\mathbb{P} \left( \tau_0 > \frac{t}{2} \right) \leq C \exp (-\gamma_0 t).$$

Now, let us focus on the second term on the right-hand side of (5.1) and let $p \in (0, \alpha/\beta) \subset (0, 1)$. By the Markov inequality and the elementary inequality $|u + v|^p \leq |u|^p + |v|^p$,

$$\mathbb{P} \left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k^*>k} > \frac{t}{2} \right) \leq \frac{C}{t^p} \sum_{k=1}^{+\infty} \mathbb{E} \left[ |\Delta \tau_k|_p 1_{\{k^*>k\}} \right] \leq \frac{C}{t^p} \sum_{k=1}^{+\infty} \mathbb{E} \left[ |\Delta \tau_k|_p 1_{\{\Delta \tau_k < +\infty\}} |\mathcal{F}_{\tau_{k-1}}| 1_{\tau_{k-1} < +\infty} \right].$$
Let us bound deterministically the above conditional expectations. On the one hand, if Step 1 fails (including the case where \( \omega \in \Omega_K, \alpha, \tau_k \)), \( \Delta \tau_k = 1 + c_3 \delta^k \) where \( \delta > 1 \) can be chosen arbitrarily. On the other hand, by Lemma 3.4, we have for every \( \ell \geq 2 \),

\[
\mathbb{P}(A_{k, \ell} \mid \mathcal{F}_{\tau_{k-1}} \cap \{ \tau_{k-1} < +\infty \}) \leq 2^{-\alpha \ell}.
\]

Since by construction, \( \Delta \tau_k \leq C \delta^k 2^{\beta \ell} \) (with \( \beta > (1 - 2\alpha)^{-1} \)) on \( A_{k, \ell} \), this yields

\[
\mathbb{E}[|\Delta \tau_k|^p | 1_{\{\Delta \tau_k < +\infty\}} \mathcal{F}_{\tau_{k-1}} \cap \{ \tau_{k-1} < +\infty \}] \leq C \delta^k \left( \sum_{\ell=1}^{+\infty} 2^{(\beta p - \alpha) \ell} \right) \leq C \delta^k p.
\]

Thus, for every \( p \in (0, (1 - 2\alpha)) \),

\[
\mathbb{P}\left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k > k} > \frac{t}{2} \right) \leq \frac{C}{t^p} \sum_{k=1}^{+\infty} \delta^k p \mathbb{P}(k > k - 1).
\]

But

\[
\mathbb{P}(k > k - 1) = \prod_{m=1}^{k-1} \mathbb{P}(|\mathcal{E}_m| \mid \mathcal{E}_{m-1}) = \prod_{m=1}^{k-1} \left( 1 - \mathbb{P}(\mathcal{E}_m \mid \mathcal{E}_{m-1}) \right)
\]

and by Propositions 3.1 and 4.1 the latter applied with (for instance) \( \varepsilon = 1/2 \), we have for every \( m \geq 1 \),

\[
\mathbb{P}(\mathcal{E}_m \mid \mathcal{E}_{m-1}) \geq \mathbb{P}(\Delta \tau_m = +\infty \mid \Omega_K, \alpha, \tau_m \cap \{ \tau_m < +\infty \}) \mathbb{P}(\Omega_K, \alpha, \tau_m \mid \mathcal{E}_{m-1}) \geq \delta_0 \frac{1}{2},
\]

where \( \delta_0 \) is a positive number depending on \( K_1/2 \). It follows that

\[
\mathbb{P}(k > k - 1) \leq \left( 1 - \frac{\delta_0}{2} \right)^{k-1}.
\]

As a consequence,

\[
\sum_{k=1}^{+\infty} \delta^k p \mathbb{P}(k > k - 1) \leq \sum_{k=1}^{+\infty} \delta^k p \left( 1 - \frac{\delta_0}{2} \right)^{k-1} < +\infty
\]

if \( \delta \) is chosen in such a way that \( \delta^p < (1 - \frac{\delta_0}{2})^{-1} \) (this is possible since \( \delta \) is an arbitrary number greater than 1).

Finally, for every \( \alpha \in (0, 1/2) \), for every \( p \in (1 - 2\alpha) \), there exists \( C > 0 \) such that \( \mathbb{P}(\tau_\infty > t) \leq C t^{-p} \). To conclude the proof, it only remains to optimize in \( \alpha \).

**Appendix A: Control of \((X_t^1)_{t \in [\tau_k, \tau_{k+1}]}\) under \((K, \alpha)\)-admissibility**

We show the first point of the proof of Lemma 3.1. Let \( K \) and \( \tilde{K} \) denote some positive constants. Let \( \omega \in \Omega_K, \alpha, \tau_k \) and assume that \( \|W_1^{1}\|_{1/2 - \varepsilon_\theta}^{\tau_k, \tau_{k+1}} \leq \tilde{K} \) with \( \varepsilon_\theta = \frac{H - \theta}{2} \). First, we bound \( \|B_1\|_{1/2}^{\tau_k, \tau_{k+1}} \). With the notations introduced at the beginning of Section 4.3,

\[
\|B_1\|_{1/2}^{\tau_k, \tau_{k+1}} \leq \sup_{\tau_k \leq s < t \leq \tau_{k+1}} \frac{1}{t - s} \left| \int_{-\infty}^{\tau_k - 1} \int_{s}^{t} (t - r)^{H-1/2} - (s - r)^{H-1/2} dW_r \right| + \sum_{m=1}^{3} \|\Gamma_m\|_{1/2}^{\tau_k, \tau_{k+1}}.
\]
The first right-hand side term is bounded by $K$ since $\omega \in \Omega_{K,\alpha,\tau_k}$. As concerns that of the second line, we deduce from the end of the proof of Proposition 4.4 (see e.g. (4.40)) that

$$
\forall m \in \{1, 2, 3\}, \quad \|\Gamma_m\|_{\theta}^{t_k, t_k+1} \leq C (1 + \|W^{1/2 - \theta\epsilon_0}\|_{1/2 - \epsilon_0}).
$$

Under the assumptions, $\|W^{1/2 - \epsilon_0}\|_{1/2 - \epsilon_0} \leq K$ ($(K, \alpha)$-admissibility) and $\|W^{1/2 - \epsilon_0}\|_{1/2 - \epsilon_0} \leq \tilde{K}$. It follows that

$$
\forall m \in \{1, 2, 3\}, \quad \|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1} \leq C_{K, \tilde{K}}, \tag{A.1}
$$

where $C_{K, \tilde{K}}$ is a finite deterministic constant which does not depend on $k$.

In order to conclude the proof, it is now enough to bound $\sup_{t \in [0, 1]} |X_{t_k+t}|$ with respect to $|X_{t_k}|$ and $\|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1}$. This point is a classical property of fractional driven SDE but we prove it for the sake of completeness. First, note that Steps 1, 2, and 3 of the proof of Proposition 4.3 still hold under the assumptions of Lemma. Set $F(x) = 1 + |x|^2$. Let $t_k < s < t < t_k + 1$ such that $c_0 (1 + \|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1}) \leq 1/2$. By the change of variable formula,

$$
F(X_t) = F(X_s) + \int_s^t (\nabla F(b)(X_u) du + \int_s^t (\nabla F(X_u)) \sigma(X_u) dB_u^1)
$$

$$
\leq F(X_s) \left(1 + C(t-s)\right) + \left|\int_s^t (\nabla F(X_u)) \sigma(X_u) dB_u^1\right|,
$$

where in the second line, we used that $(\nabla F(b)(x) \leq CF(x)$ (since $b$ is a sublinear function) and Step 3 of the proof of Proposition 4.3. The functions $\nabla F$ and $\sigma$ being Lipschitz continuous and $\sigma$ being also bounded, we obtain similarly to Step 4 of the proof of Proposition 4.3 (see (4.15)) that if $t - s \leq \eta$ defined by (4.14) (replacing 0 and 1 by $t_k$ and $t_k + 1$ respectively),

$$
\left|\int_s^t (\nabla F(X_u)) \sigma(X_u) dB_u^1\right| \leq C(t-s)^{1/2+\theta} F(X_s) + \tilde{\beta}.
$$

Then, it follows that for every $t_k \leq s < t < t_k + 1$ such that $t - s \leq \eta$

$$
F(X_t) \leq F(X_s) \left(1 + C(t-s)\right) + \tilde{\beta}.
$$

An iteration of this inequality on the sequence $(t_k + \ell \eta)_{\ell \geq 1}$ yields

$$
\forall \ell \in \ldots, \left[\frac{1}{\eta}\right], \quad F(X_{t_k+\ell \eta}) \leq F(X_{t_k}) \left(1 + C\eta\right) + \tilde{\beta} \sum_{u=0}^{\ell-1} (1 + C\eta)^u
$$

$$
\leq \exp(C) \left(F(X_{t_k}) + \frac{\tilde{\beta}}{C\eta}\right) \leq \exp(C) \left(F(X_{t_k}) + \tilde{C}\tilde{\beta} \left(1 + \|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1}\right)^{4/(2\theta - 1)}\right),
$$

where in the last inequality, we used that $\eta \geq ((1 + \|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1})^{-1/\theta}$. Applying again Step 3 of the proof of Proposition 4.3 yields the existence of another constant $C$ (which does not depend on $k$) such that

$$
\sup_{t \in [t_k, t_k+1]} F(X_t) \leq C \left(F(X_{t_k}) + \tilde{\beta} \left(1 + \|B^{1/2 - \epsilon_0}\|_{\theta}^{t_k, t_k+1}\right)^{4/(2\theta - 1)}\right), \tag{A.2}
$$

The result follows since, by (A.1), the right-hand side is bounded by a deterministic constant depending only on $K$, $\tilde{K}$ and $\theta$ on the set $\Omega_{K,\alpha,\tau_k} \cap \{\|W^{1/2 - \epsilon_0}\|_{1/2 - \epsilon_0} \leq \tilde{K}\}$.
Appendix B: Proof of (4.1)

It is enough to prove that there exists $C > 0$ such that for every $k$ and $K$, $E[|\varphi_{t_k \tau_k} (W^j (\omega))|] \leq C$. The fact that

$$E \left[\sup_{(s, t) \tau_k \leq s < t \leq t + 1} \frac{1}{t - s} \int_{-\infty}^{t_k - 1} (t - r)^{H-1/2} - (s - r)^{H-1/2} dW^j_r \right] \leq C \delta_1$$

is bounded by a constant which does not depend on $k$ follows from Lemma 4.3. More precisely, if $k \geq 1$ this property is a consequence of (4.32) combined with the fact that $\{s, t \tau_k \leq s < t \leq t + 1\} \subset \{s, t \tau_k \leq s < t \leq s + 1\}$. If $k = 0$, it corresponds to Case 3 of the proof of Lemma 4.3. For the second part, if $k \geq 1$, we deduce from Cauchy–Schwarz inequality that

$$E \left[\left\| W^j \right\|_{1/2 - \delta_0}^{\tau_k - 1} \right] \leq E \left[\left\| W^j \right\|_{1/2 - \delta_0}^{\tau_k - 1} \right]^{1/2} \mathbb{P} \left( \mathcal{E}_k \right)^{-1/2}.$$

But using that $(W^j)_t \in [\tau_k - 1, \tau_k]$ is independent of $\mathcal{E}_k$ and that $\mathbb{P} \left( \mathcal{E}_k \right) \geq \delta_1$, it follows that

$$E \left[\left\| W^j \right\|_{1/2 - \delta_0}^{\tau_k - 1} \right] \leq C \delta_1^{-1/2},$$

where $C \theta := E[\left\| W \right\|_{1/2 - \delta_0}^{\tau_k - 1}] < +\infty$. This concludes the proof.
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