Spin squeezing in dipolar spinor condensates
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We study the effect of dipolar interactions on the level of squeezing in spin-1 Bose-Einstein condensates by using the single mode approximation. We limit our consideration to the SU(2) Lie subalgebra spanned by spin operators. The biaxial nature of dipolar interactions allows for dynamical generation of spin-squeezed states in the system. We analyze the phase portraits in the reduced mean-field space in order to determine positions of unstable fixed points. We calculate numerically the spin squeezing parameter showing that it is possible to reach the strongest squeezing set by the two-axis countertwisting model. We partially explain scaling with the system size by using the Gaussian approach and the frozen spin approximation.
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I. INTRODUCTION

Spin-squeezed states have great interest in the domain of precise measurements with Bose-Einstein condensates (BECs). In the pioneering paper [1] Kitagawa and Ueda proposed a scheme for dynamical generation of spin-squeezed quantum states in an ensemble of spin-1/2 particles. A self-evolving quantum system can bring a separable state into the squeezed state due to nonlinear interactions between particles, which enable quantum mechanical correlations to be established. Two models, namely the one-axis twisting (OAT) and two-axis countertwisting (TACT) were proposed for dynamical generation of strongly squeezed states. The OAT model was implemented experimentally by utilizing interatomic interactions in bimodal [2–4] and spinor [5] BECs as well as in cavity-assisted setups [6,7]. The achieved level of squeezing was limited by decoherence processes [8–10]. Spin-squeezed states are promising for practical applications in precise devices such as atomic clocks [11], interferometers [12], magnetometers [13], etc. A straightforward implication is the improved precision beyond the standard quantum limit, as it was recently demonstrated [13,14], potentially approaching the Heisenberg limit.

It is widely recognized that the TACT Hamiltonian generates the highest level of squeezing [15]. The best squeezing time strongly decreasing with the number of particles [16], constant angle of minimal fluctuations [16,17], and relatively large resistance against noise [18] make the model an attractive tool for quantum metrological purposes. Many possible implementations of the TACT Hamiltonian were proposed [15,17,19,20], but till today experimental realization remains a challenge.

Here we explore a simple observation that dipolar interactions may take the form of the TACT model. Several experiments have demonstrated condensation of lanthanide atoms such as $^{174}$Yb [21,22], $^{164}$Dy [23], or $^{168}$Er [24], which have large dipole moments that result in dominating long-range dipolar interactions between particles. In the system composed of $^{52}$Cr atoms [25–28] Feshbach resonances can enhance the effect of dipole-dipole forces. It was suggested in Refs. [29–33] that the non-OAT and non-TACT parts of the Hamiltonian have negligible impact on the spin squeezing. When z-axial symmetry is present, the OAT model is realized and the spin squeezing is achievable in addition to the spin-nematic squeezing. In the anisotropic case, one can generate spin squeezing via the TACT model. We partially explain scaling of the best squeezing and the best squeezing time with the system size by using the frozen spin approximation for initial states located around a stable fixed point, and the Gaussian approach within the Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy of equations of motion for expectation values of operator products for initial states around an unstable fixed point.

The system Hamiltonian is conveniently written in terms of the spin and nematic-tensor operators that constitute the SU(3) Lie algebra under the single-mode approximation. It turns out, that the Hamiltonian is the sum of the OAT and TACT models with geometry-dependent coefficients plus additional linear and nonlinear terms. It was shown [34] that the SU(2) subalgebras of the SU(3) algebra give two distinct classes of squeezing, which are equivalent, up to a unitary rotation, to spin squeezing and spin-nematic squeezing. We limit our considerations to the subalgebra spanned by spin operators. We start our analysis with the mean-field description of the Hamiltonian. We show how to make slicing in the four-dimensional (4D) phase space in order to analyze the subspace of interest. This allows for reduction of the phase space dimension and determination of positions of unstable fixed points. There are three initial configurations that bring the spin coherent state into the strongly squeezed state, depending on the geometry of the system. Our quantum calculations show that the non-OAT and non-TACT parts of the Hamiltonian have negligible impact on the spin squeezing. When z-axial symmetry is present, the OAT model is realized and the spin squeezing is achievable in addition to the spin-nematic squeezing.

II. MODEL

We consider a spinor $F = 1$ condensate with contact interactions and long-range dipolar magnetic interactions. The many-body Hamiltonian in the second quantization formalism acquires the following form [29]:

$$\hat{H} = \int d^3r \left[ \hat{\Psi}_j^\dagger(r) \left( -\frac{\hbar^2}{2m} \nabla^2 + V_{ext}(r) \right) \hat{\Psi}_j(r) + \frac{c}{2} \hat{\Psi}_j^\dagger(r) \hat{\Psi}_k^\dagger(r) \hat{\Psi}_j(r) \hat{\Psi}_k(r) \right]$$

$$+ \sum_{j<k} \frac{c}{2} \hat{\Psi}_j^\dagger(r) \hat{\Psi}_k^\dagger(r) \hat{\Psi}_j(r) \hat{\Psi}_k(r)$$

The system size by using the Gaussian approach and the frozen spin approximation.
where the summation convention over repeated indexes is applied, \( \mathbf{F} = (J_x, J_y, J_z)^T \) is a vector of the spin-1 matrices (see Appendix A) and \( \hat{\Psi}_j(\mathbf{r}) \) is a field annihilation operator of an atom in the hyperfine state \( |F = 1, j = +1, 0, -1 \rangle \) located at the position \( \mathbf{r} \). The first part of the Hamiltonian involves the kinetic energy (with the particle mass \( m \)) and external trapping potential \( V_{\text{ext}}(\mathbf{r}) = m(\omega_x x^2 + \omega_y y^2 + \omega_z z^2)/2 \). The spin-independent part of the contact interaction is preceded by the \( c_0 \) coefficient, whereas the spin-dependent part by \( c_2 \). Both coefficients can be expressed in terms of \( s \)-wave scattering lengths [35]. The last term in the Hamiltonian describes magnetic dipolar interaction with \( \mathbf{F} \) an atom in the hyperfine state \( |F \rangle \).

The trap geometry-dependent coefficients can be always found. The same result was obtained in [44–46] for the OAT model \( \hat{\mathcal{H}}_{\text{OAT}} \) and the TACT model \( \hat{\mathcal{H}}_{\text{TACT}} \). The possible effect of spatial dynamics on the level of squeezing will be discussed in detail elsewhere.

Under the SMA the system Hamiltonian (1) can be written in terms of generators of the SU(3) algebra (see Appendix A for definitions):

\[
\hat{\mathcal{H}} = \mu \hat{\mathcal{N}} - c_0 \hat{\mathcal{N}}(\hat{\mathcal{N}} - 1) + c_2 (J^2 - 2\hat{\mathcal{N}}) + \hat{\mathcal{H}}_d,
\]

where \( \mu \) is the chemical potential, \( c_0 = \frac{\alpha}{2} \int d^3r \langle \mathbf{r} | \phi(\mathbf{r}) |^4 \rangle \) and \( c_2 = \frac{\omega}{2} \int d^3r \langle \mathbf{r} | \phi(\mathbf{r}) |^4 \rangle \). The dipolar interaction part \( \hat{\mathcal{H}}_d \) has a more complex structure and consists of five parts [40]

\[
\hat{\mathcal{H}}_d = \hat{\mathcal{H}}_{d_1} + \hat{\mathcal{H}}_{d_{i1}} + \hat{\mathcal{H}}_{d_i} + \hat{\mathcal{H}}_{d_{i2}} + \hat{\mathcal{H}}_{d_{i3}},
\]

where

\[
\begin{align*}
\hat{\mathcal{H}}_{d_1} &= c_{d_1} (J_z^2 - 3J_z^2 + \hat{\mathcal{D}}_{xx}), \\
\hat{\mathcal{H}}_{d_{i1}} &= c_{d_{i1}} (J_z \cdot \hat{\mathcal{J}}_z + J_z \cdot \hat{\mathcal{J}}_+ + J_z \cdot \hat{\mathcal{J}}_-), \\
\hat{\mathcal{H}}_{d_i} &= c_{d_i} (-J_z^2 + 3J_z^2 - \sqrt{3}\hat{\mathcal{Y}}),
\end{align*}
\]

The trap geometry-dependent coefficients can be written in a very convenient way using spherical harmonics

\[
\begin{align*}
\hat{\mathcal{H}}_{d_1} &= -c_{d_1} \int \frac{2\pi}{3} r^3 F^d(\mathbf{r}) F^d(\mathbf{r}) \cdot \mathbf{r}, \\
\hat{\mathcal{H}}_{d_{i1}} &= c_{d_{i1}} \int \frac{2\pi}{3} r^3 F^{d_{i1}}(\mathbf{r}) F^{d_{i1}}(\mathbf{r}) \cdot \mathbf{r}, \\
\hat{\mathcal{H}}_{d_i} &= c_{d_i} \int \frac{2\pi}{3} r^3 F^{d_i}(\mathbf{r}) F^{d_i}(\mathbf{r}) \cdot \mathbf{r}, \quad (7a)
\end{align*}
\]

where \( Y^n_m(\mathbf{r}) \) are spherical harmonics written in Cartesian coordinates [41] and \( \rho(\mathbf{r}) = |\phi(\mathbf{r})|^2 \). Here we consider the Gaussian ansatz for the SMA wave function

\[
\Phi(\mathbf{r}) = \pi^{3/4}(\gamma_x, \gamma_y, \gamma_z)^{1/4} e^{-(x^2\gamma_x + y^2\gamma_y + z^2\gamma_z)/2},
\]

with the normalization \( \int d^3r |\Phi(\mathbf{r})|^2 = 1 \). For the Gaussian ansatz the coefficient \( c_{d_1} \) is equal to 0, while the two other can be expressed in terms of single real integrals (see Appendix B).

The operator \( \hat{\mathcal{N}} \) of the total atom number plays a role of unity operator which enables us to simplify the Hamiltonian (4) even further and concentrate on the effective Hamiltonian

\[
\hat{\mathcal{H}}_{\text{eff}} = \frac{\hat{\mathcal{H}}_d}{|\epsilon_2^2|} = (\text{sgn}(\epsilon_2^2) - \alpha)J_z^2 + 3\alpha J_z^2 + \beta(J_x^2 - J_y^2 - \hat{\mathcal{D}}_{xy}) - \sqrt{3}\alpha\hat{\mathcal{Y}},
\]

where \( \alpha = c_{d_1}/|\epsilon_2| \) and \( \beta = 2c_{d_1}/|\epsilon_2| \). In fact, it is an almost ideal realization of the Lipkin-Meshkov-Glick model, which was introduced in nuclear physics in 1965 [43], for a zero magnetic field. Entangled properties [44–46] as well as spin squeezing in the ground state [47] were already discussed in the literature. Nevertheless, dynamical generation of spin-squeezed and other entangled states are still quite poorly understood.

If one drops the linear terms and the \( J^2 \) operator in the effective Hamiltonian (9) then it takes the form of the OAT model \( \hat{\mathcal{H}}_{\text{OAT}} \propto J^2 \) for \( |\beta| \ll |\alpha| \), or the TACT model \( \hat{\mathcal{H}}_{\text{TACT}} \propto J_x^2 - J_y^2 \) for \( |\beta| \gg |\alpha| \), and \( \hat{\mathcal{H}}_{\text{TACT}} \propto J_x^2 - J_y^2 + \frac{1}{\sqrt{3}} \beta \hat{\mathcal{D}}_{xy} \) for \( \beta = \alpha \) (the two forms of TACT model differ by rotation). Figure 1 shows how the coefficients \( \alpha \) and \( \beta \) vary with the geometry-dependent parameters \( \gamma \) of the SMA wave function.
When the axial symmetry is present ($\gamma_x = \gamma_y$) then $\beta$ is 0 [40,42]. In the anisotropic case ($\gamma_x \neq \gamma_y$) $\alpha$ and $\beta$ can be negative, 0 or positive. Nonetheless, they are bounded from below and above. The geometry can always be tuned in such a way that $\alpha$ dominates over $\beta$, or vice versa.

### B. Time evolution

Closed-form expression for the time evolution cannot be found analytically. In what follows we solve the Schrödinger equation

$$i\hbar \frac{\partial \Psi(t)}{\partial t} = \hat{H}_{\text{eff}} \Psi(t)$$

numerically in the Fock state basis with the fixed number of particles $N$. The initial state is chosen to be the spin coherent state [48] defined with respect to the Bloch sphere spanned by the $\{\hat{J}_x, \hat{J}_y, \hat{J}_z\}$ operators. The action of the SU(2) rotation on the highest-weight state $|N, 0, 0\rangle$ gives the desired coherent state

$$|\theta, \varphi\rangle = e^{-i\varphi \hat{J}_x} e^{-i\theta \hat{J}_z} |N, 0, 0\rangle,$$

or equivalently

$$|\theta, \varphi\rangle = \frac{1}{\sqrt{N!}} \left( e^{-i\varphi \cos^2 \frac{\theta}{2} \hat{a}^\dagger_0 + \sin \theta \hat{a}^\dagger_0} \times e^{-i\theta \sin^2 \frac{\theta}{2} \hat{a}_0} \right)^N |\text{vac}\rangle.$$  

The spin coherent state has a natural geometrical interpretation. It can be visualized as a disk of diameter $\sqrt{N/2}$ and center $(\theta, \varphi)$ on the spin Bloch sphere with radius $N$. This property stems from the following equalities:

$$\langle \theta, \varphi | \hat{J}_x, \varphi \rangle |\theta, \varphi\rangle = N,$$

$$\langle \theta, \varphi | \Delta J^2_{\hat{a}_0} |\theta, \varphi\rangle = \frac{N}{2},$$

where $\hat{J}_{\theta, \varphi} = \vec{\hat{J}} \cdot \vec{n}$, $\vec{\hat{J}} = (\hat{J}_x, \hat{J}_y, \hat{J}_z)$, $\vec{n} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^T$ and $\vec{n}_\perp$ is any unit vector orthogonal to $\vec{n}$. We note that the class of operators for which (13) holds is much broader if we consider any element of the SU(3) algebra [49].

### C. Spin squeezing parameter

We define the squeezing parameter among the triple of operators spanning the SU(2) subalgebra, similarly to [34]. Due to the fact that (12) is defined with respect to the Bloch sphere of the $\{\hat{J}_x, \hat{J}_y, \hat{J}_z\}$ operators, we extend the definition of the spin squeezing parameter from the spin-1/2 ensemble [50]

$$\xi^2 = \frac{2N \langle \Delta \hat{J}^2_{\perp} \rangle_{\min}}{\langle \hat{J}^2 \rangle},$$

where $\langle \Delta \hat{J}^2_{\perp} \rangle_{\min}$ is the minimal variance of the spin component normal to the mean spin vector $\langle \vec{\hat{J}} \rangle$. The quantum state generated initially from the coherent state (12) is referred to as spin squeezed when $\xi < 1$.

### III. REDUCTION OF THE MEAN-FIELD PHASE SPACE

In the limit of a large number of particles ($N \to \infty$) the phase space quantum dynamics follows classical trajectories. Based on the topology of the mean-field phase portrait one can predict approximate quantum evolution and explain the squeezing mechanism of the initial separable state. This approach proved to be very useful in the study of spin-1/2 [16,51–54] as well as spin-1 [5,55–57] quantum systems.

In the mean-field approximation we replace bosonic operators by $c$ numbers as follows:

$$\hat{a}_j \to \sqrt{N} \sqrt{p_j} e^{i\phi_j}, \quad j = +1, 0, -1.$$  

Conservation of the total particle number imposes $\sum_j \rho_j = 1$. We define canonical positions $(\theta_s, m)$ and conjugate momenta $(\rho_\theta, \rho_m)$ as [58]

$$\theta_s = \theta_1 + \theta_{-1} - 2\theta_0, \quad (16a)$$

$$\theta_m = \theta_1 - \theta_{-1}, \quad (16b)$$

$$m = \rho_1 - \rho_{-1}, \quad (16c)$$

with $\rho_0 \in [0, 1]$, $\theta_s \in [0, 2\pi]$, $\theta_m \in [0, 4\pi]$, $m \in [-1, 1]$, and $0 \leq 1 - \rho_0 - |m| \leq 1$. The time evolution of the mean-field variables is governed by the Hamilton’s equations. The mean-field phase space is isomorphic to a four sphere. In order to analyze phase portraits we have to reduce the number of parameters through slicing [59,60].

The subspace of interest is the mean-field counterpart of the Bloch sphere spanned by the $\{\hat{J}_x, \hat{J}_y, \hat{J}_z\}$ operators. We reduce the number of parameters through slicing in such a way that the mean-field representation (15) of the operators $\{\hat{J}_x, \hat{J}_y, \hat{J}_z\}$ is

$$J^x = N \sin \theta \cos \varphi,$$

$$J^y = N \sin \theta \sin \varphi,$$

$$J^z = N \cos \theta,$$

where $\varphi \in [-\pi, \pi]$ is the azimuthal angle and $\theta \in [0, \pi]$ the polar angle of the Bloch sphere. From (17) we get $\cos \theta = m$, $\rho_0 = (1 - m^2)/2$, $\theta_0 = 0$, and $\varphi = -\theta_m/2$. The mean-field energy, defined as the expectation value of the effective Hamiltonian (9) calculated with coherent state (12) and divided by $N$, is

$$\frac{\mathcal{E}_c(m, \varphi)}{|\xi'_c|} = \beta (1 - m^2) \cos(2\varphi) \left( N - \frac{1}{2} \right) + 3am^2 \left( N - \frac{1}{2} \right),$$

after dropping constant terms. The reduced phase space is the one we know from the study of the spin-1/2 system [16]. Notice, the linear terms in the effective Hamiltonian with $\hat{Y}$

1The procedure we describe can be applied to any triple of operators spanning the SU(2) subalgebra. The reason, we can always perform a slicing and end up with a two-sphere subspace, relies on a more general method for obtaining mean-field limit. Alternatively, one replaces operators by their mean value calculated in the SU(3) coherent state [61].
and $\hat{D}_{\gamma}$ enter the mean-field energy as factors $1/2$ subtracted from $N$. Hence, they have no impact on the mean-field phase portrait. Equations of motion for $(\varphi, m)$ are given by $\dot{\varphi} = \frac{\partial E}{\partial m}$ and $\dot{m} = -\frac{2}{\hbar} \frac{\partial E}{\partial \varphi}$.

The topology of the phase portrait depends on the parameters $\alpha$ and $\beta$. Figure 2 shows phase portraits for different values of $\beta$ and $\alpha = 1$. A characteristic feature of the phase portrait is the presence of fixed points at which the velocity field $(\dot{\varphi}, \dot{m})$ is equal to 0. In the case of a stable center fixed point, nearby trajectories circulate around and a solution would never drift away. Orbits near a saddle fixed point are attracted along one direction and repelled along another. This makes the saddle point unstable since solutions can easily escape from a neighborhood of it. We can also distinguish the nonisolated fixed point [see Fig. 2(a)] where a section of the phase space has zero velocity. We can see that stability of fixed points changes when one crosses the bifurcation point $|3\alpha|/|\beta| = 1$.

Below we list the exact positions of the fixed points:

(i) $\beta = 0$ and $\alpha \neq 0$: stable fixed points are located at $m = \pm 1$, while the nonisolated fixed point at the equator. This set of parameters marks an another bifurcation point.

(ii) $3\alpha/|\beta| > 1$: stable fixed points appear at $(m, \varphi) = (0, \pm \pi/2)$ and $m = \pm 1$, while unstable saddle fixed points are located at $m = 0$ and $\varphi = 0, -\pi$.

(iii) $3\alpha/|\beta| < 1$ or $\alpha = 0$: stable fixed points appear at $m = 0$ and $\varphi = 0, \pm \pi/2, -\pi$, while unstable saddle fixed points are located at $m = \pm 1$.

(iv) $3\alpha/|\beta| < -1$: stable fixed points appear at $m = 0$, $\varphi = 0, -\pi$, and $m = \pm 1$, while unstable saddle fixed points are located at $(m, \varphi) = (0, \pm \pi/2)$.

The phase portraits for positive $\alpha$ and $\beta$ represent all typical configurations of fixed points. Starting with the phase portrait for positive and fixed values of $\alpha$ and $\beta$, one can obtain phase portraits for another sign of the parameters according to the following rules:

(i) $\alpha > 0$ and $\beta < 0$: rotate the phase portrait through $\pi/2$ around the $Z$ axis.

(ii) $\alpha < 0$ and $\beta > 0$: rotate the phase portrait through $\pi/2$ around the $Z$ axis and reverse the direction of the velocity field.

(iii) $\alpha < 0$ and $\beta < 0$: reverse the direction of the velocity field.

Strong squeezing can be achieved from the spin coherent state located around an unstable fixed point. Depending on the values of the parameters, convenient locations of initial states are along the $X$, $Y$, or $Z$ axis of the Bloch sphere. However, dynamics around the $Y$ axis can be reproduced from the dynamics around the $X$ axis by changing the sign of $\alpha$ or $\beta$, due to symmetry with respect to rotation through $\pi/2$ around the $Z$ axis. In what follows, we will concentrate on the two initial states, namely along the $X$ and $Z$ axis of the Bloch sphere.

**IV. SPIN SQUEEZING**

When the axial symmetry ($\gamma_x = \gamma_y$) is present, the dipolar coefficient $c_{\delta \nu} = 0$ and terms preceded by the parameter $\beta$ disappear. The effective Hamiltonian (9) reduces to

$$\hat{H}_{\text{eff}} = (\text{sgn}(c^2_z - \alpha)) \hat{J}^2 + 3\alpha \hat{J}_z^2 - \sqrt{3\alpha} \hat{Y},$$

and the magnetization $\langle \hat{J}_z \rangle$ is conserved due to the fact that $[\hat{H}, \hat{J}_z] = 0$. There are two additional terms in (19) that are not present in the OAT model.

The mean-field energy (18) for this geometry is $E_R(m, \varphi) = 3\alpha m^2 (N - 1/2)$. Neither $\hat{J}^2$ nor $\hat{Y}$ determine the topology of the phase portrait suggesting also their negligible impact on the squeezing. Figure 2(a) shows the phase portrait in the subspace of interest with the nonisolated fixed points located at the equator and separating trajectories running in opposite directions. Strong squeezing is attainable once one starts the evolution with the spin coherent state centered at the equator of the Bloch sphere. The time evolution can be traced analytically when one drops the operator $\hat{J}^2$ in the Hamiltonian (19). The analytical solution (see Appendix C) gives the same scaling of the squeezing parameter as the OAT model even in the presence of the single linear term. Numerical calculations using the full Hamiltonian (19) are in agreement with the analytical findings and justify the negligible effect of the $\hat{J}^2$ operator. In the isotropic case, the best squeezing $\xi_{\text{best}}$ together with the best squeezing time $t_{\text{best}}$ scales with the system size as $N^{-2/3}$.

In a general anisotropic scenario the both dipolar coefficients are nonzero. Figure 3 shows time evolution of the
effective Hamiltonian (9). The initial state for the evolution is (a) the spin squeezing parameter for positive \( \alpha \) and \( \beta \). Indeed dashed lines overlap with their solid counterparts. The structure of the mean-field phase portrait suggests, while numerical calculations confirm, that neither \( J^2 \) nor linear terms influence the spin squeezing parameter. In Fig. 4 we compare numerical results obtained with the full effective Hamiltonian (9), marked by solid lines, and with the simplified one \( \hat{\mathcal{H}}_{\text{sim}} = 3 \alpha J_x^2 + \beta (J_y^2 - J_z^2) \), marked by dashed lines. Indeed dashed lines overlap with their solid counterparts. The same holds for another \( \alpha \), e.g., \( \alpha = 0.01 \). We point out that the Hamiltonian \( \hat{\mathcal{H}}_{\text{sim}} \) possesses the following properties:

\[
\begin{align*}
\hat{\mathcal{H}}_{\text{sim}}(\alpha, -\beta) &= \hat{U} \hat{\mathcal{H}}_{\text{sim}}(\alpha, \beta) \hat{U}^\dagger, \\
\hat{\mathcal{H}}_{\text{sim}}(-\alpha, \beta) &= -\hat{U} \hat{\mathcal{H}}_{\text{sim}}(\alpha, \beta) \hat{U}^\dagger, \\
\hat{\mathcal{H}}_{\text{sim}}(-\alpha, -\beta) &= -\hat{\mathcal{H}}_{\text{sim}}(\alpha, \beta),
\end{align*}
\]

where \( \hat{U} = e^{-ij_3 \pi/2} \). This implies that the spin squeezing parameter does not depend on signs of \( \alpha, \beta \) when the initial state is along the \( Z \) axis of the Bloch sphere. Additionally, the spin squeezing parameter for positive \( \alpha \) and \( \beta \) with the initial state along the \( X \) axis of the Bloch sphere is the same as the spin squeezing parameter for \( \alpha \beta < 0 \) with the initial state along the \( Y \) axis. It is enough to concentrate on the positive \( \alpha \) and \( \beta \).

In what follows, one can make alternative analysis of the best squeezing and the best squeezing time, based on the Hamiltonian \( \hat{\mathcal{H}}_{\text{sim}} \) and the analytical approach as in Ref. [16]. The results for positive \( \alpha, \beta \) are summarized in Tables I and II, while the comparison to the exact numerical calculations is given in Fig. 4. We emphasize that the simplification of the Hamiltonian can be used as long as quantity of interest is the spin squeezing parameter dynamically generated from the initial spin coherent state given by Eq. (12).

In the case of an initial state located at the stable fixed point, it is the frozen spin approximation (FSA) that gives good results, see Appendix D for more details. In this approach, evolution of the spin is frozen around a stable fixed point. Equations of motions for the two other spin components (orthogonal to the direction of the spin) can be solved analytically, determining the best squeezing and the best

| TABLE I. Scaling laws for the best squeezing and the best squeezing time with the initial state \( \theta = 0, \varphi = 0 \) and positive \( \alpha \) and \( \beta \), see Appendix D for more details. |
|-----------------|-----------------|
| \( \beta < 3\alpha \) | \( \beta > 3\alpha \) |
| \( \xi_{\text{best}}^2 \) | \( \frac{(3\alpha - \beta)^2}{9\alpha^2 - \beta^2} \) | \( \frac{19}{N} \ln(2N) \) |
| \( t_{\text{best}} \) | \( \frac{1}{4N} \frac{\xi_{\text{best}}}{\sqrt{\xi_{\text{best}}^2 - \beta^2}} \) |
TABLE II. Scaling laws for the best squeezing and the best squeezing time with the initial state along the X axis of the Bloch sphere, \( \theta = \pi/2, \varphi = 0 \) and positive \( \alpha \) and \( \beta \), see Appendix D for more details.

| \( \beta < 3\alpha \) | \( \beta > 3\alpha \) |
|----------------------|----------------------|
| \( \frac{\sqrt{2}}{\sin \gamma} \) | \( \frac{\beta - 3\alpha}{\beta \gamma} \) |
| \( \frac{1}{\text{ln}(2\gamma)} \) | \( \frac{\pi}{2(3\alpha + \beta)} \) |

squeezing time. Indeed, the agreement up to the bifurcation point is excellent, which is demonstrated in Fig. 4. In the second case, when the initial state is located around an unstable fixed point a general theory developed in Refs. [16,19,62] can be applied, see Appendix D. The approximation lies in truncation of the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of equations of motion for expectation values of operator products. We have truncated the hierarchy by keeping the first- and the second-order moments. In this way scaling laws for the best squeezing and the best squeezing time can be obtained, but overall evolution is not well described. The approximation works best for the TACT-like models, when \( \alpha \) and \( \beta \) are much larger than \( \alpha \) and \( \beta \) respectively. For \( \beta > 3\alpha \) an unstable point at the bifurcation point is excellent, which is demonstrated in Fig. 4. In the second case, when the initial state is located around a stable saddle fixed points, and the Gaussian approach based on the BBGKY hierarchy of equations of motions for initial states around stable fixed points.
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### Appendix A: SU(3) Generators

An operator Lie algebra is constructed from the matrix Lie algebra using the following correspondence (isomorphism) between operators \( \hat{A}_\mu \) and matrices \( \Lambda_\mu \) [65]:

\[
\hat{A}_\mu = \sum_{m,n=-1,0,1} (\Lambda_\mu)^m_n \hat{a}_m \hat{a}_n^\dagger,
\]

where \((\Lambda_\mu)^m_n\) denotes the \(m\)th row and \(n\)th column of the matrix \(\Lambda_\mu\). We follow [34] and define eight Hermitian generators of the SU(3) Lie algebra

\[
J_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad J_y = \frac{i}{\sqrt{2}} \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix},
\]

\[
J_z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{pmatrix}, \quad Q_{xy} = i \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]

\[
Q_{yz} = i \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad Q_{zx} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]

\[
D_{xy} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad Y = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]
such that
\[ [J_z, J_{\pm}] = \pm J_\pm, \quad (A6a) \]
\[ [J_\pm, J^2] = 0. \quad (A6b) \]

**APPENDIX B: GEOMETRY-DEPENDENT COEFFICIENTS**

In the main part of the paper we argued that one can control dipolar interaction coefficients with the SMA wave function \( \phi(r) \). We will elaborate further on this topic using the Gaussian ansatz for the wave function (8). The contact interaction integrals, \( c_0^0 \) and \( c_2^2 \), can be easily evaluated,

\[ c_i^0 = \frac{c_i}{2} (2\pi)^{-3/2} \sqrt{\gamma_x \gamma_y \gamma_z}. \quad (B1) \]

The dipolar part requires more effort and in general cannot be brought to a closed-form expression. Here we present method to simplify the integrals as much as possible. Analogous results were presented in Ref. [42].

We start with general mathematical analysis of a 6D integral of the form

\[ \int d^3r \int d^3r' \rho(r)\rho(r')\Gamma(r - r'), \quad (B2) \]

where the integration limits extend to infinity. The easiest way to evaluate this expression is to use the Fourier transform and the convolution theorem. We adopt the following convention to evaluate this expression is to use the Fourier transform and

\[ \int \frac{d^3k}{(2\pi)^3} \exp(-i\mathbf{k} \cdot \mathbf{r}) \rho(\mathbf{r}), \quad (B3a) \]

\[ \rho(\mathbf{r}) = \mathcal{F}^{-1} \{ \tilde{\rho}(\mathbf{k}) \} = \frac{1}{(2\pi)^3} \int d^3k \, e^{i\mathbf{k} \cdot \mathbf{r}} \tilde{\rho}(\mathbf{k}), \quad (B3b) \]

\[ (\rho \ast \Gamma)(\mathbf{r}) = \int d^3r' \rho(\mathbf{r}')\Gamma(\mathbf{r} - \mathbf{r}'), \quad (B3c) \]

\[ \mathcal{F} \{ \rho \ast \Gamma \} = \mathcal{F} \{ \rho \} \cdot \mathcal{F} \{ \Gamma \}. \quad (B3d) \]

We can write (B2) in an equivalent form using (B3)

\[ \int d^3r \int d^3r' \rho(\mathbf{r})\rho(\mathbf{r}')\Gamma(\mathbf{r} - \mathbf{r}') = \frac{1}{(2\pi)^3} \int d^3k \, \tilde{\Gamma}(\mathbf{k})\tilde{\rho}(\mathbf{k})\tilde{\rho}(-\mathbf{k}). \quad (B4) \]

Owing to this procedure we were able to bring the 6D integral to just one 3D integral.

Fourier transforms\(^2\) of necessary functions are listed below [32]

\[ \mathcal{F} \left\{ \frac{Y_2^0(\mathbf{r})}{|\mathbf{r}|^3} \right\} = -\sqrt{\frac{5\pi}{6}} e^{-2i\phi} \sin^2(\theta), \quad (B5a) \]

\[ \mathcal{F} \left\{ \frac{Y_2^1(\mathbf{r})}{|\mathbf{r}|^3} \right\} = -\sqrt{\frac{5\pi}{6}} e^{-i\phi} \sin(2\theta), \quad (B5b) \]

\[ \mathcal{F} \left\{ \frac{Y_2^{-2}(\mathbf{r})}{|\mathbf{r}|^3} \right\} = -\sqrt{\frac{5\pi}{6}} e^{-2i\phi} \sin^2(\theta), \quad (B5c) \]

\[ \mathcal{F} \{ \rho(\mathbf{r}) \} = \exp \left[ -\frac{1}{4} \left( \frac{k_x^2}{\gamma_x} + \frac{k_y^2}{\gamma_y} + \frac{k_z^2}{\gamma_z} \right) \right]. \quad (B5d) \]

where \( \cos \theta = k_z/k \) and \( \sin \phi = k_y/\sqrt{k_x^2 - k_z^2} \). When \( k = k_z \) or \( k = 0 \), the Fourier transform of spherical harmonics are 0.

It turns out that the integral (B4) in our special case [of the Gaussian ansatz (8)] can be evaluated in spherical coordinates (note that we first integrate over \( k \) and then over \( \theta \))

\[ \int_0^{2\pi} \int_0^\pi \int_0^\infty dk \, k^2 f(k, \theta, \phi). \quad (B6) \]

The integration over \( k \) is a simple Gaussian-type integral. The subsequent integration over \( \theta \) requires more effort. Finally, we end up with

\[ \frac{c_{d_i}}{|c_2^2|} = 0, \quad (B7a) \]

\[ \frac{c_{d_e}}{|c_2^2|} = -\frac{c_d}{|c_2^2|} \kappa_x \kappa_y \frac{2}{3} \int_0^{\pi/2} d\phi \left[ \left( \frac{1}{A} + \frac{1}{B} \right) \right], \quad (B7b) \]

\[ \frac{c_{d_z}}{|c_2^2|} = c_d \kappa_x \kappa_y \int_0^{\pi/2} d\phi \cos(2\phi) \left[ \left( \frac{1}{A} + \frac{1}{B} \right) \right], \quad (B7c) \]

where \( \kappa_i = \sqrt{\gamma_i/\gamma_s} \) and

\[ A = \kappa_x^2 + \sin^2(\phi)(\kappa_y^2 - \kappa_z^2), \quad (B8) \]

\[ B = 1 - A. \quad (B9) \]

The coefficient \( c_{d_i} \) is always zero by the symmetry argument (periodicity of trigonometric functions), while the imaginary part of \( c_{d_e} \) is 0. When \( \kappa_x = \kappa_y \) then (B7b) reduces to the known result [67–70] and (B7c) is 0.

**APPENDIX C: SQUEEZING PARAMETER FOR THE AXIAL SYMMETRY**

We consider a special case of the effective Hamiltonian when the rotational symmetry around the \( Z \) axis is present. In this assumption, only the coefficient \( c_{d_z} \) is nonzero, and we end up with \( \mathcal{H}_{\text{eff}} = [\text{sgn}(c_z^2) - \alpha] J_z^2 + 3\alpha \hat{J}_z^2 - \sqrt{3} \alpha \hat{Y} \). The presence of the \( \hat{Y} \) operator does not break the \( \hat{J}_z \) conservation. However, it does not commute with the \( \hat{J}_z^2 \) part. Here we wish to drop this term in order to see the effect of the linear part. The corresponding Schrödinger equation can be solved exactly in the Fock state basis. The time evolution of the initial state \( |\Psi_0\rangle \) is given by

\[ |\Psi(t)\rangle = e^{-i(t \hat{J}_z^2 + \hat{Y})} |\Psi_0\rangle, \quad (C1) \]
with the initial spin coherent state polarized along the X axis,
\[ |\pi/2, 0\rangle = 2^{-N} \sum_{k=0}^{N} \sum_{n=0}^{k} \sqrt{\binom{N}{k}} \binom{k}{n} 2^{2n} |N - k, n, k - n\rangle. \] 
(C2)

At subsequent moments of time the state takes the following form:
\[ |\Psi(t)\rangle = 2^{-N} \sum_{k=0}^{N} \sum_{n=0}^{k} \sqrt{\binom{N}{k}} \binom{k}{n} 2^{2n+1} e^{-i\mu(N-3)\tau/2} |N - k, n, k - n\rangle \times e^{-i\mu(N-2k+n)\tau/2}, \]
(C3)

where \( \mu = \zeta t \) and \( \nu = \chi t \). It has to be noted that a similar Hamiltonian was analyzed in [59], where the authors showed that a superposition of SU(3) coherent states can be generated during time evolution.

In order to get an analytical formula for the squeezing parameter (14) we need to calculate the minimal variance of the spin operator normal to the mean spin vector:
\[ \langle \Delta \hat{J}_z^2 \rangle_{\min} = \frac{1}{2} [2 \langle \Delta \hat{J}_y^2 \rangle + A - \sqrt{A^2 + B^2}], \]
(C4)
\[ A = \langle \Delta \hat{J}_y^2 \rangle - \langle \Delta \hat{J}_z^2 \rangle, \]
(C5)
\[ B = 2 \text{Re} \langle \hat{J}_y \hat{J}_z \rangle - 2 \langle \hat{J}_y \rangle \langle \hat{J}_z \rangle. \]
(C6)

We list all necessary quantities below
\[ \langle \Delta \hat{J}_z^2 \rangle = \frac{N}{8} \cos^{2N-4}(2\mu)[2(1 - N) \cos(4\mu + 2\sqrt{3}\nu) - \cos(4\mu) + (1 - 2N)] + \frac{N}{4}[(N + 2) + (N + 1) \cos(2\sqrt{3}\nu)], \]
(C7a)
\[ \langle \Delta \hat{J}_y^2 \rangle = \frac{N}{2}, \]
(C7b)
\[ \langle \hat{J}_y \hat{J}_z \rangle = N \cos^{2N-3}(\mu)[(2N - 1) \sin(\mu) \cos(\mu + \sqrt{3}\nu) + 2 \sin(\sqrt{3}\nu)]. \]
(C7c)

Scaling with the system size can be found by introducing the small parameter \( \epsilon \) as follows:
\[ \frac{1}{2} N r_t = a/\epsilon, \]
(C8a)
\[ \frac{1}{2} N r_t^2 = b \epsilon, \]
(C8b)

where \( a \) and \( b \) are constants. Expansion of the squeezing parameter to the third order in \( \epsilon \) gives
\[ \xi^2 = \frac{1}{2N^2 \xi^2 \alpha^2} + \frac{2}{3} N^2 \xi^2 \alpha^4 + \left[ \frac{1}{3} \xi^6 \alpha^6 N^3 + \frac{1}{N} \left( \frac{3}{4} - \sqrt{3} \xi X \right) \right] + \ldots. \]
(C9)

We can neglect the third-order term (in the square brackets) and find a minimum of the resulting expression. The scaling is the same as for the OAT model. In numerical calculations the scaling \( \xi_{\text{best}}^2 \propto N^{-2/3} \) and \( \xi_{\text{best}} \propto N^{-2/3} \) can be extracted as long as \( \epsilon \) is small \( (N^{-1/3} \ll 1) \), so that higher-order terms in the expansion (C9) are irrelevant.

**APPENDIX D: SCALING OF THE BEST SQUEEZING AND THE BEST SQUEEZING TIME**

Let us first introduce a small parameter \( \epsilon = 1/N \) and transform spin components into \( \hat{J}_y = \sqrt{\epsilon} \hat{J}_z \); then the simplified Hamiltonian \( \hat{H}_{\text{sim}} \) reads
\[ \epsilon \hat{H}_{\text{sim}} = 3\alpha \hat{h}_z^2 + \beta (\hat{h}_z^2 - \hat{h}_y^2) \]
(D1)
and commutation relations are \( [\hat{h}_z, \hat{h}_y] = i \sqrt{\epsilon} \hat{h}_z \epsilon_{ijk} \). We also introduce the time scale \( \tau = \sqrt{\epsilon} t \). Calculations discussed below are for positive \( \alpha \) and \( \beta \).

1. Around stable center fixed points

In what follows, we will use the FSA in which evolution of the spin is frozen around a stable fixed point.

(i) \( \beta < 3\alpha \). In this regime the stable fixed point is located at the north pole of the Bloch sphere. The initial state for the evolution is \( |\theta = 0, \phi = 0\rangle \), which gives the initial conditions for expectation values of operators and their products: \( \langle \hat{h}_z \rangle = \sqrt{N}, \langle \hat{h}_y, \hat{h}_z \rangle = 0 \) and \( \langle \hat{h}_x \rangle = 1/2 \). Equations of motion for spin components are
\[ \dot{\hat{h}}_x = -(3\alpha + \beta)\langle \hat{h}_y \hat{h}_z \rangle, \]
(D2)
\[ \dot{\hat{h}}_y = (3\alpha - \beta)\langle \hat{h}_z \hat{h}_z \rangle, \]
(D3)
\[ \dot{\hat{h}}_z = 0. \]
(D4)

where \{ \} denotes anticommutator. In the FSA one replaces the operator \( \hat{h}_z \) by its mean value \( \langle \hat{h}_z \rangle = \sqrt{N} \). This reduces the structure of the equations of motions and gives the following solutions for the remaining rescaled spin components:
\[ \dot{\hat{h}}_x(\tau) = \hat{h}_x(0) \cos(\omega \tau) - \frac{3\alpha + \beta}{\sqrt{3(\alpha^2 + \beta^2)}} \hat{h}_x(0) \sin(\omega \tau), \]
\[ \dot{\hat{h}}_y(\tau) = \hat{h}_y(0) \cos(\omega \tau) + \frac{3\alpha - \beta}{\sqrt{3(\alpha^2 + \beta^2)}} \hat{h}_x(0) \sin(\omega \tau), \]
with \( \omega = 2\sqrt{N}(3\alpha^2 - \beta^2) \). Having the squeezing parameter \( \xi^2 = 2N(\Delta \hat{J}_z^2)/|\langle \hat{h}_z \rangle|^2 \) one obtains the best squeezing time \( \tau_{\text{best}} = \pi/(4N\sqrt{9\alpha^2 - \beta^2}) \) and the best squeezing \( \xi_{\text{best}}^2 = (3\alpha - \beta^2)/(9\alpha^2 - \beta^2) \).

(ii) \( \beta > 3\alpha \). This time the initial state is located along the X axis of the Bloch sphere. In order to obtain a proper solution one should rotate the coordinate system and rewrite the initial simplified Hamiltonian in terms of the new operators \( \hat{h}'_z = e^{\theta/2} \hat{h}_z \hat{e}^{-i\theta/2} \). The simplified Hamiltonian reads \( \epsilon \hat{H}_{\text{sim}} = 3\alpha \hat{h}'_x^2 + \beta (\hat{h}'_x^2 - \hat{h}'_y^2) \). Initial conditions for the evolution are \( \langle \hat{h}'_z \rangle = \sqrt{N}, \langle \hat{h}_y, \hat{h}_z \rangle = 0 \) and \( \langle \hat{h}_x \rangle = 1/2 \). The equations of motion for the rotated spin components read
\[ \dot{\hat{h}}_x = -2\beta \langle \hat{h}_y, \hat{h}_z \rangle, \]
(D5)
\[ \dot{\hat{h}}_y = (3\alpha - \beta)\langle \hat{h}'_z \rangle, \]
(D6)
\[ \dot{\hat{h}}_z = (3\alpha + \beta)\langle \hat{h}'_y \rangle. \]
(D7)
After replacing the operator \( \hat{h} \), by its mean value \( \langle \hat{h} \rangle = \sqrt{N} \) solutions of the above equations can be easily found. In this case the squeezing parameter is \( \xi^2 = 2N(\Delta \hat{h}^2_2)/\langle \hat{h}_2^2 \rangle \), which gives \( \xi_{\text{best}} = \pi/(4N\sqrt{2}\beta(3\alpha)) \) and \( \xi_{\text{best}} = (\beta - 3\alpha)/(2\beta) \).

2. Around unstable saddle fixed points

In order to estimate scaling laws around unstable saddle fixed points we use the approach developed in Refs. [16,19,62]. The approximation relies on truncation of the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of equations of motion for expectation values of operator products. We have truncated the hierarchy by keeping the first- and the second-order moments,

\[
\langle \hat{h}_i \hat{h}_j \rangle \approx \langle \hat{h}_i \rangle \langle \hat{h}_j \rangle + \langle \hat{h}_i \rangle \langle \hat{h}_j \rangle + \langle \hat{h}_i \rangle \langle \hat{h}_j \rangle - 2\langle \hat{h}_i \rangle \langle \hat{h}_j \rangle \langle \hat{h}_k \rangle.
\]

(D8)

(i) \( \beta < 3\alpha \). In this regime of parameters the unstable saddle fixed point is located at the equator, and the initial spin coherent state is along the X axis. Initially we have \( \langle \hat{h}_x \rangle = \sqrt{N} \) and \( \langle \hat{h}_z \rangle = 1/2 \). Now, we rotate the coordinate system through \( \phi/2 \) around the X axis to align inflowing to the saddle trajectories along the new \( Y \) axis of the Bloch sphere. The simplified Hamiltonian in terms of new spin components \( \hat{h}_i = e^{i\phi h_i/2} \hat{h}_i e^{-i\phi h_i/2} \) reads

\[
e\hat{H}_\text{sim} = A_x \hat{h}_x^2 + A_y \hat{h}_y^2 + A_z \hat{h}_z^2 + \hat{h}_x^2 + \beta \hat{h}_z^2 + \delta_{xx} \hat{h}_x + \delta_{yy} \hat{h}_y + \delta_{zz} \hat{h}_z,
\]

(D9)

where \( A_x = 3\alpha \cos^2(\phi/2) + \beta \sin^2(\phi/2) \), \( A_y = 3\alpha \sin^2(\phi/2) + \beta \cos^2(\phi/2) \), and \( A_z = (\beta - 3\alpha) \sin(\phi/2) \). The equations of motion for the rotated spin components are determined by the Heisenberg equation. The equations of motions for the expectation values \( \langle \hat{h}_i \rangle \) and second-order moments \( \delta_{jk} = \langle \hat{h}_j \hat{h}_k + \hat{h}_k \hat{h}_j - 2(\hat{h}_j)(\hat{h}_k) \rangle \) relevant for our purposes are

\[
\dot{l}_x = \chi (\delta_{xx} - \delta_{yy}),
\]

\[
\dot{l}_y = -2\chi \delta_{yy} l_x,
\]

\[
\dot{l}_z = 2\chi \delta_{zz} l_x,
\]

\[
\chi = (\beta \alpha + \beta), \quad \text{for } \phi = \pi/2.
\]

The above equations have the same form as equations obtained for the pure TACT model [16]. Thus we can use the scaling laws \( \xi_{\text{best}} = \chi /N \) and \( \chi_{\text{best}} = \ln(2N)/2N \) from [16]. The factor \( \chi \) in the scaling law for the best squeezing does not depend on \( \beta \) and \( \alpha \), and in our case is equal to 1.9 (it was adjusted numerically).

(ii) \( \beta > 3\alpha \). In this regime of parameters the initial spin coherent state is located along the \( Z \) axis of the Bloch sphere. Initial conditions for the evolution are \( \langle \hat{h}_z \rangle = \sqrt{N} \) and \( \langle \hat{h}_x \rangle = 1/2 \). We rotate the coordinate system through \( \phi/2 \) around the \( Z \) axis in order to align inflowing to the saddle trajectories along the new \( Y \) axis of the Bloch sphere. The simplified Hamiltonian in terms of new spin components reads:

\[
\dot{\hat{h}}_z = 3\alpha \hat{h}_z^2 + \beta \cos(\phi)(\hat{h}_x^2 - \hat{h}_y^2) - \beta \sin(\phi)(\hat{h}_x \hat{h}_y + \hat{h}_y \hat{h}_x).
\]

(D11)

The equations of motion for the expectation value \( l_z = \langle \hat{h}_z \rangle \) and second-order moments relevant for our purposes are

\[
\dot{l}_x = \chi (\delta_{xx} - \delta_{yy}),
\]

\[
\dot{l}_y = -2\chi \delta_{yy} l_x,
\]

\[
\dot{l}_z = 2\chi \delta_{zz} l_x,
\]

\[
\chi = 2\beta, \quad \text{for } \phi = \pi/2.
\]

The above equations have the same form as in Ref. [16], and similarly to the previous case we obtain \( \xi_{\text{best}} = 1.9/N \) and \( \chi_{\text{best}} = \ln(2N)/2N \).
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