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Abstract
Due to the pervasiveness of image capturing devices in everyday life, images of individuals are routinely captured. Although this has enabled many benefits, it also infringes on personal privacy. A promising direction in research on obfuscation of facial images has been the work in the \( k \)-same family of methods which employ the concept of \( k \)-anonymity from database privacy. However, there are a number of deficiencies of \( k \)-anonymity that carry over to the \( k \)-same methods, detracting from their usefulness in practice. In this paper, we first outline several of these deficiencies and discuss their implications in the context of facial obfuscation. We then develop a framework through which we obtain a formal differentially private guarantee for the obfuscation of facial images in generative machine learning models. Our approach provides a provable privacy guarantee that is not susceptible to the outlined deficiencies of \( k \)-same obfuscation and produces photo-realistic obfuscated output. In addition, we demonstrate through experimental comparisons that our approach can achieve comparable utility to \( k \)-same obfuscation in terms of preservation of useful features in the images. Furthermore, we propose a method to achieve differential privacy for any image (i.e., without restriction to facial images) through the direct modification of pixel intensities. Although the addition of noise to pixel intensities does not provide the high visual quality obtained via generative machine learning models, it offers greater versatility by eliminating the need for a trained model. We demonstrate that our proposed use of the exponential mechanism in this context is able to provide superior visual quality to pixel-space obfuscation using the Laplace mechanism.
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1 Introduction
With the ever expanding presence of devices used to capture photos and video, visual privacy has become increasingly important. Images and video frames containing faces are routinely captured, e.g., through cameras, closed-circuit television systems [9], visual sensor networks [78] and a host of other devices and methods [64]. These systems have many benefits including mitigation of crime [9, 78], improved care in assisted-living [60], and useful services such as Google Street View [29]. However, despite the benefits of the legitimate applications, the potential for infringement on personal privacy must be taken seriously.

Although many systems require only visual monitoring of behaviour, identities are often captured as well [78]. In some areas, the degree of public surveillance is reaching levels where it becomes possible to profile and track much of the population [60]. In cases where visual information is disseminated to the public, such as with Google Street View, it is imperative to hide the identities of individuals before the images are published [26]. Failure to sufficiently protect privacy may allow undesirable inferences to be drawn about individuals or enable malicious activities such as voyeurism or stalking. Users of mobile devices have also expressed strong aversion to the collection of images from
their mobile devices via the applications they use [48]. Even in scenarios where users willingly share images to online platforms, they have expressed concerns over who is able to view their images [35]. In a similar context, the privacy of individuals captured accidentally or without authorization in the backgrounds of images uploaded to such platforms should be taken into consideration. Rich visual information from these sources combined with the great advances in machine learning approaches to facial recognition (e.g., VGGFace [61]) make the exploitation of unprotected visual data a relatively easy task. While such machine learning algorithms are no doubt beneficial in many contexts, it is essential for privacy protection approaches to be resistant to them.

To protect the privacy of individuals, methods for hiding identity via manipulation of the data can be employed. Many methods focus on obfuscation of facial identity since the face is often the most identifiable piece of information [60, 64]. In this context, facial identity refers to a visual representation of an individual’s face which may potentially be exploited for unique identification of the individual. Trivially, the face could be covered by a uniformly coloured rectangle. This destroys all information about the face, guaranteeing that it can no longer be exploited to reveal an identity. However, this also destroys a great deal of utility and visual appeal. In scenarios where images are shared in online platforms, users have expressed a strong aversion to the use of such rectangles with respect to the visual quality and information content of the images [44, 45].

Less severe methods of obfuscation present trade-offs between the level of privacy attainable and the utility of the data. It is well-known that methods of privacy protection necessitate such a trade-off [3, 14]. For example, a study on privacy-preserving systems used for visual awareness of co-workers in remote locations found that the level of privacy protection applied to hide identities directly impacted the value of the data to those using the systems [36]. Preservation of utility is especially important for machine learning and data mining. Visual data can be used to learn about customers in retail environments [39, 46] and to detect anomalous or illegal events [5, 77]. It is therefore essential for a good method of obfuscation to preserve as much of the non-sensitive information as possible.

The exact specification of how utility is defined and what information is considered non-sensitive depends upon the context in which obfuscation is employed. For example, if data mining is to be employed for retail analytics, customer identity must be protected, however, certain demographic information may be deemed acceptable for release. This may lead to an interpretation of utility based on the degree of preservation of demographic information required for a data mining algorithm. In the case of images shared on social media, utility may instead be focused on a measure of visual aesthetic to ensure that obfuscation of bystanders in photos does not detract from the user experience. Regardless of the scenario, the goal of facial obfuscation is to provide an acceptable trade-off between protection of facial identity and preservation of non-sensitive information beneficial for utility in the obfuscated output.

A number of research directions have been explored for the obfuscation of visual identity in images, e.g., pixelization, blurring, etc. [60]. While many approaches lack a formal privacy guarantee, the k-same [55] family of approaches has gained a great deal of traction, largely thanks to its guarantee that for a chosen privacy parameter k, obfuscated individuals are indistinguishable within a group of k potential true identities. Although this privacy guarantee is appealing, it suffers from susceptibilities (e.g., composition attacks [27]) carried over from the disclosure control method of k-anonymity on which it is based. In this paper, we outline these susceptibilities in the context of privacy in images and propose an alternative, based on differential privacy, that addresses these susceptibilities.

Note that the task of facial obfuscation, which we address in this work, differs from privacy-preserving machine learning performed on facial images. Although both have the goal of preventing the leakage of sensitive information on facial identity, the former releases obfuscated facial images while the later releases a model trained on facial images. Facial obfuscation is a more general goal which can be applied in various ways. The obfuscated images may be used to enable privacy-preserving machine learning, may be shared publicly online, or may be used in other settings that require the protection of facial identity.

### 1.1 Contributions and paper outline

Our contributions in this work are as follows:

- We examine susceptibilities of k-same obfuscation to composition attacks and inferences using background knowledge. We discuss theoretically and demonstrate empirically how the privacy guarantee can be violated. We discuss the implications this has on privacy in images and examine certain difficulties in the practical usage of k-same obfuscation.

- We propose the use of the formal privacy guarantee of differential privacy as a means to address the deficiencies of k-same obfuscation. We develop the first framework to apply differential privacy for the obfuscation of facial identity in images via generative machine learning models.

- We additionally propose a method to enforce differential privacy via the direct modification of pixel intensities. By giving up the high visual quality provided by generative models, this allows for a much
We provide a review of existing work on the obfuscation of facial images in Section 2. We then cover the deficiencies of k-same in Section 3 and lay out a framework for differentially private obfuscation of images in Section 4. In Section 5, we propose a method to obfuscate images in pixel-space using the exponential mechanism. Finally, we describe our experiments, provide comparisons between the methods of obfuscation and give an analysis of the results in Section 6.

2 Literature review

2.1 Facial obfuscation

Perhaps the most well-known and earliest studied alterations to images for the prevention of human recognition of faces are pixelization [33] and blurring [32]. Pixelization decreases the information conveyed in an image by dividing the image into a grid of cells and setting all pixels within each cell to a common pixel intensity. Blurring involves the addition of, typically Gaussian, noise to the image. While these methods have been successful at foiling human recognition, they have been shown to be highly ineffective against machine recognition [55].

Other ad hoc methods of privacy protection involving variations on blurring [41], warping [38], morphing [37] and face swapping [7, 54] have been studied. However, the methods that have gained the most momentum are those which offer a formal guarantee of privacy. This trend has been reinforced by the legal and legislative demands in the broader context of the release of sensitive data [8, 64, 76]. To this end, k-same approaches have been quite successful. These approaches use an adaptation of k-anonymity [66], a concept from the field of database privacy that guarantees that an anonymized database record is linkable to at least k possible identities. The first adaptation of this concept to image obfuscation worked by aligning a set of input images on their facial features, partitioning the set into clusters of k or more similar images, and then averaging the pixels within each cluster to produce an averaged face which would replace each of the original faces in the cluster [55]. By releasing only the averaged faces, it could be guaranteed that neither human nor machine recognition could do better than identifying the cluster of identities that produced the image, thus limiting the probability of successful re-identification by an upper bound of $1/k$.

One issue with the original k-same averaging of pixels was poor visual quality due to inexact alignment of facial features, leading to superimposed features. The k-same-m [31] approach improved upon this by using an active appearance model (AAM) [13] to obfuscate faces. AAMs are generative machine learning models for the approximation of visual representations of a particular class of objects (e.g., human faces). A model is trained on a set of images in order to learn about visual patterns and minimize differences with respect to shape and texture between the original images and the generated output of the model. The k-same-m approach first trains an AAM and then performs the clustering and averaging process within the parameter space of the model representations of faces to be obfuscated, thus eliminating the issue of superimposed features. Subsequent variants of k-same obfuscation via AAMs have since been proposed such as k-same-furthest [52] which expressly selects clusters of images having highly dissimilar model parameters in order to make the re-identification of the clustered identities more challenging.

More recently, generative neural networks (NNs) have been applied for k-same obfuscation [12, 50]. Generative NNs are machine learning models that have shown great success in the generation of visual representations of input class labels [17]. A generative NN passes the input labels through a sequence of convolutional layers, transforming them into features of finer granularity at each layer until reaching a pixel-space output. A training process adjusts weights used by filters in each convolutional layer in order to learn feature representations that minimize a loss function measuring the quality of the output. When trained on a set of images using identities as class labels, a generative NN is able to produce a visual approximation of an identity based on an input class vector. By providing input vectors in which k identities are specified, the generative NN produces k-anonymous output.

Efforts have also been devoted to the preservation of utility in the obfuscated images. The k-same-select approach [30] proposed partitioning the input images into classes based on the information to be preserved (e.g., male and female identities). By running a separate clustering
process within each partition, images within each cluster would share the same class, thus preserving this information in the averaged version. This idea has been extended to the \(k\)-same-m model by training a different AAM for each combination over the demographic attributes of age, gender and race [18]. By using the appropriately trained AAM for obfuscation, the attributes for which it was trained can be preserved in the output. An alternative approach to the explicit specification of classes to be preserved involves the use of multimodal discriminant analysis to allow for the representation of identity and other attributes in orthogonal subspaces [70]. This allows for \(k\)-anonymity to be applied within the identity subspace while preserving or modifying other attributes relevant to utility, such as age, gender and race, as desired within each of their subspaces.

In the context of preservation of facial expressions, an approach has been proposed to calculate the difference between AAM parameters of original instances having a neutral expression and the target expression (e.g., happiness) and then add this difference to an obfuscated instance with a neutral expression. In this way, the target expression can be transferred to the obfuscated image [53]. Preservation of facial expressions has also been investigated for generative NNs. By designing the network architecture to allow for multiple input vectors over different types of classes, various combinations of these classes can be targeted in the output [17]. This method has been applied to generate \(k\)-same output having specific facial expressions [50].

Recently, differential privacy has been applied to preserve privacy in images by adding noise directly to the pixel intensities [21]. While the use of sufficient noise can provide a strong guarantee of privacy, this renders the output images unrecognizable as human faces. To improve upon the visual quality, an alternate approach has been explored in which singular value decomposition is employed to add noise to the singular values of a matrix of pixel intensities [22]. Although visual quality is improved, the obfuscated images remain far from being photo-realistic. Furthermore, the application of noise only to the singular values, as opposed to all matrices of the decomposition, leaves a potential for information leakage which is not investigated. To the best of our knowledge, our work is the first to study differential privacy applied to generative models for the obfuscation of facial images.

We note that the present paper is an extension of an initial conference publication of our work [15]. The original paper covered our proposed method of obfuscation for facial images via generative models along with a limited set of experiments. In the present work, we expand greatly upon this, providing a more detailed theoretical analysis of the level of privacy guaranteed by the model, a methodology for the obfuscation of identities external to the training data, and a more complete set of experiments investigating privacy/utility trade-offs and resistance to potential attacks. Furthermore, we include a newly proposed method of differentially private obfuscation within pixel-space for any type of image (i.e., not restricted to facial images).

### 2.2 Privacy-preserving machine learning: Facial images

For completeness, we review here some of the most relevant works on privacy-preserving machine learning, primarily in the context of differential privacy. While most of these works differ fundamentally in their goals and motivation from our own research, this review serves to clarify where our work is situated within the existing literature.

In privacy-preserving machine learning, it is necessary to prevent the model from leaking sensitive information. This has been studied in the context of various attacks such as the inference of training data (i.e., membership inference) [69], the inference of participant data in collaborative learning [34, 51], and the use of trained models to draw unintended inferences or reconstruct training data (i.e., model-inversion attacks) [25]. In some scenarios, differential privacy can be applied during training, e.g., by adding noise to gradients used to update model parameters [1], to produce a model that protects details about its training data. In other cases, such as with collaborative learning, it has been shown that differential privacy is not appropriate for the granularity of protection required, and an active adversary can thwart attempts at privacy protection by crafting their shared parameters to force others to reveal more sensitive information [34]. While these attacks and applications of differential privacy can all be related to the protection of sensitive information in facial images, this only holds in the context of training data for machine learning models and relies on analysis related to the training and usage of said models. Contrary to this, we focus on the task of protecting facial images in any context, abstracted from their intended usage.

Differential privacy has also been applied to protect sensitive data used to train generative adversarial networks [80]. When trained in a privacy-preserving manner, the network is able to learn about the distribution of the training data and subsequently generate new instances of data in such a way that the generated instances do not enable accurate inferences about the specific training instances. Variations on this concept have been applied to generate synthetic datasets of facial images in a differentially private manner [75, 81]. Although such approaches allow for the generation of facial images in a privacy-preserving manner, this too falls outside of the domain of facial obfuscation. The images produced from a generative network are drawn from a learned distribution, in this case a distribution of
facial images, and are thus intended only to look as though they may have been drawn from the training set. This differs from the task of facial obfuscation in which the output image should retain as much information from the input image as possible short of revealing the aspects deemed sensitive.

A different direction explored in some works is the design of neural networks that reduce the leakage of sensitive information in the representations of images used for tasks such as classification. Here, the goal is not the protection of the training data but rather the protection of the input images provided to the model at inference time. This goal has been cast in an adversarial training process in which the network aims to maximize accuracy for the intended classification task while minimizing leakage of sensitive information as measured by entropy [65]. A similar adversarial training approach has been explored in the context of minimizing identity classification accuracy in facial images while maximizing facial expression classification accuracy [11] and while maximizing action detection accuracy [63]. Although these approaches suit the goal of protecting a specific facial image, they are highly tailored to specific tasks and do not produce obfuscated images as part of their output. An alternate approach, Privacy-Protective-GAN [79], combines the framework of adversarial training for privacy with an auto-encoder style generative architecture to produce obfuscated facial images. While this fits for the task of facial obfuscation, the adversarial training objective provides no formal guarantee regarding the level of privacy that is achieved, nor is there any means to adjust the level of privacy enforced by the trained model.

3 Weaknesses in existing facial obfuscation

Given the importance of preserving privacy in images, a good method of obfuscation must assert a meaningful guarantee about the level of privacy it provides. Without such a guarantee, it is impossible to formally assess the effectiveness of the obfuscation. Empirical results may help to gain intuition on which approaches appear promising. However, without a formal guarantee to back up the results, it is impossible to assert that privacy will remain protected in untested scenarios against unknown attacks. For this reason, we focus our attention only on methods of obfuscation which offer a formal privacy guarantee.

The necessity of this restriction is underscored by the concept of parrot attacks [55]. A parrot attack uses a neural network to classify identities using labeled instances of obfuscated images as the training set. Having learned about patterns in the obfuscation during training, the network is made much more effective at defeating the obfuscation. Despite pixelization being reasonably effective against human recognition and even naive machine recognition, it can be completely defeated by a parrot machine recognition. This formed a strong basis for the need of a formal privacy guarantee such as that provided by the $k$-same family.

The $k$-same approaches employ a privacy guarantee derived from $k$-anonymity [66] which asserts that the original identity for any obfuscated image is indistinguishable from at least $k - 1$ others. This guarantee is a result of the obfuscation process which draws upon clusters of $k$ or more images to produce averaged instances as replacements for all images in each cluster. This makes it impossible for any software to achieve a better probability of re-identification than $\frac{1}{k}$.

However, the $k$-same guarantee relies on assumptions about the nature of the attack. In this section, we discuss these assumptions. We show why they are often unrealistic in practice, making the guarantee weaker than it appears to be.

3.1 Background knowledge

A well-known deficiency of $k$-anonymity is its susceptibility to attacks that employ background knowledge [6]. This refers to cases where the attacker uses prior knowledge about the sensitive information to draw inferences that violate the privacy guarantee. For example, in the context of a database of hospital records, $k$-anonymity would typically be applied to create groups of database records that are indistinguishable on their demographic attributes but with the original medical condition (i.e., the sensitive information) of each record preserved for statistical analysis. If an attacker already knows the medical conditions of one or more individuals (e.g., friends or family members), they can eliminate the corresponding records from the anonymized groups by finding the matching demographic information and medical condition. If the removal of records reduces the size of an anonymized group to less than $k$, this violates the privacy guarantee.

This concept carries directly over to the $k$-same privacy guarantee. If, via prior knowledge, the attacker knows with certainty that some of the $k$ individuals could not be in the obfuscated image, they can discount them from the set of $k$ identities. An attacker could come by this knowledge in a number of ways: personal knowledge about friends and family, information scraped from other data sources such as social media, etc. The simple combination of knowledge about the time at which an photo was taken and the approximate locations of some of the $k$ individuals at that time can be enough to derive a proper subset of the $k$ individuals which violates the privacy guarantee.

Contextual information in an image can often enable these types of inferences. Using signs, architecture or
lands in an image, an attacker might recognize the location or employ software to determine it. Knowledge about locations that individuals frequent may greatly increase the probability of some possibilities over others. Similarly, if some of the \( k \) identities are known to live in different cities than where the photo was taken or worse yet, different continents, these identities become much less probable. Other cues such as accessories or clothing on obfuscated individuals may also greatly impact the probabilities accorded to the \( k \) on obfuscated identities. Since the privacy guarantee asserts that each of the \( k \) identities are equally probable, this is also in violation of the guarantee.

We note that the original \( k \)-same paper does acknowledge this vulnerability to contextual information and asserts that the privacy guarantee applies strictly to the information contained within the face, not to the image as a whole [55]. While this important distinction allows for the privacy guarantee to be upheld, it is a major restriction on the practical applicability of the \( k \)-same guarantee. Most contexts in which facial obfuscation is applied will be rich with contextual information, making the privacy guarantee much less meaningful.

### 3.2 Composition attacks

Another deficiency of \( k \)-anonymity is a susceptibility to composition attacks [27]. This is a class of attacks that exploit information from multiple, potentially uncoordinated, obfuscated releases to violate the privacy guarantee. A simple instance of this is the intersection attack. An attacker first identifies the clusters in which a particular individual exists from two different releases. If the releases were uncoordinated, the clusters likely differ, allowing the attacker to take their intersection to achieve a new set with a cardinality less than \( k \).

This attack again carries directly over to the \( k \)-same approach. Consider a scenario where an individual takes a photo that they wish to upload to social media. Privacy protection might be applied to the individual or perhaps to bystanders who were captured in the background of the photo. Should the individual decide to upload the same photo to two or more social media platforms, the issue of uncoordinated obfuscation immediately arises. An attacker needs only scrape these platforms for similar photos to apply an intersection attack.

Intersection attacks may even be effective for multiple releases from the same organization if care is not taken. For example, an individual may take consecutive photos and then upload all of them. Algorithms for \( k \)-same determine clusters based on the similarity of faces but many factors beyond facial identity (e.g., pose, angle and lighting) could impact similarity. It is therefore not unlikely that multiple images of the same individual will result in different clusters. Sequences of images uploaded in this way would be an ideal target for intersection attacks.

Most \( k \)-same approaches require each individual to appear only once in the gallery of images to be obfuscated. This prevents intersection attacks for releases from the same organization but does not protect against uncoordinated releases across multiple organizations. Furthermore, enforcing this restriction may be very challenging in practice. While the primary subject in a photo might be determined based on the account used to upload the photo, other individuals in the photo cannot be correctly identified 100\% of the time. Face recognition software has not yet reached this level of accuracy. Without manual labeling, such a policy cannot be enforced. Beyond this, the restriction of one image per identity is very severe and does not match typical use cases for image sharing.

### 3.3 Other difficulties

We discuss here two other difficulties that arise when using \( k \)-same obfuscation in practice. Although these difficulties do not violate the privacy guarantee, they hinder meaningful applications for \( k \)-same obfuscation in some contexts.

The first problem arises from the requirement of an input gallery of images. This may be appropriate for scenarios where batches of images are obfuscated but it is awkward to apply to cases where images are sporadically uploaded (e.g., in social media platforms). One might consider the use of a preloaded static gallery or even a dynamic gallery that gets updated as new images are uploaded. This, however, is not a good solution since identities can then participate in more than one cluster. Furthermore, if an attacker records information about identities known to be in the gallery, those identities can be discounted when an image is uploaded for a new identity. An alternative solution could rely on buffering uploaded images to form a gallery that can eventually be used to release a batch of obfuscated images. However, this necessitates a trade-off between the size of the gallery (and thus the quality of the output) and ability to deliver a timely service. In an era where users expect images to be uploaded instantly, this is not likely to be a manageable trade-off. The release of multiple batches also increases the chances of enabling composition attacks.

The second problem relates to the preservation of utility in the obfuscated output. Approaches that partition the gallery according to classes to be preserved (e.g., combinations of age and gender) place an even greater strain on the input gallery requirement. Working separately with the subset of images from each class greatly reduces the number of images available for clustering. Such an approach is not scalable for large numbers of classes that would be needed for finely grained attention to utility. In the worst case, some classes may be outliers in the overall distribution
and could lack sufficient images to form a cluster. These classes would have to be merged with others in order to achieve the \( k \)-same guarantee, thus failing to achieve the desired granularity of classes.

4 Differential privacy for generative models

Due to the deficiencies of the \( k \)-same privacy guarantee in practical applications of facial obfuscation, we argue that a more robust privacy guarantee is required. Following the advances in the field of database privacy, we consider the potential of differential privacy to provide a stronger privacy guarantee. Differential privacy has real-world applications in organizations including the US Bureau of Census, Google and Apple [59] and has been studied as a means to comply to legal definitions of privacy such as FERPA [58] and GDPR [62]. In this section, we first review basic theory of differential privacy. We then adapt the privacy guarantee to fit the context of generative machine learning models for images and we formalize a framework to apply differential privacy to facial images. We discuss how the derived privacy guarantee addresses the issues identified with the \( k \)-same approach. Finally, we apply our framework to implement differentially private facial obfuscation using a generative NN.

4.1 Differential privacy for databases

A privacy guarantee that offers an absolute bound on re-identification risk necessitates restrictive assumptions about the attacker. This is due to the fact that it is impossible to prevent an attacker from learning about the sensitive information through means other than the obfuscated release [19]. Differential privacy recognizes this difficulty and instead adopts a privacy guarantee that limits the increase in an attacker’s knowledge about the sensitive information. In the context of databases, the goal is to release aggregate information about the database while preventing that information from being exploited to derive sensitive details about the individual records. Differential privacy functions by using a randomization mechanism to add controlled noise to database query responses in order to release useful responses while achieving a desired level of indistinguishability between potential configurations of the database contents.

Two databases are considered to be adjacent if they differ by a single record. Informally, the privacy guarantee enforces that any pair of adjacent databases must be bounded within a multiplicative factor of \( e^\epsilon \) (where \( \epsilon \) is the privacy parameter) in their probabilities of producing the same noisy query response. This is often interpreted as a ratio of \( e^{\epsilon} \) between these probabilities. With a sufficiently small ratio, similar databases have similar probability distributions over their noisy query responses, causing them to behave similarly with respect to the noisy query responses they produce. This limits the usefulness of the noisy responses as a means to distinguish between potential configurations of the database. The privacy guarantee [20] in Formula 1 formally states this requirement in terms of any pair of adjacent databases \( D_1, D_2 \in \mathbb{D} \), where \( \mathbb{D} \) is the set of valid database configurations, and a randomization mechanism \( K : \mathbb{D} \to \mathbb{R}^n \), where \( n \in \mathbb{Z}^+ \).

\[
\Pr (K(D_1) = R) \leq e^\epsilon \Pr (K(D_2) = R) \forall R \in \mathbb{R}^n. 
\]

To achieve this privacy guarantee, the mechanism \( K \) must take into account the value of \( \epsilon \) and the query sensitivity. The sensitivity \( \Delta F \) of a query \( f : \mathbb{D} \to \mathbb{R}^n \) is defined as the maximum possible \( L_1 \) distance between the query responses for any pair of adjacent databases. The guarantee can be achieved by adding to the query response a vector of \( n \) continuous random variables, each drawn independently from a Laplace distribution with \( \frac{\Delta F}{\epsilon} \) as its scaling parameter [20]. The exponential decay of probability density in the Laplace distribution benefits the utility of the mechanism by limiting the expected perturbation of the query responses. Through the selection of an appropriate value for \( \epsilon \), a data custodian can control how much information is revealed about the contents of the database.

4.2 Framework for generative models

We now consider how differential privacy can be applied to generative models for images. A generative model can represent images of instances from specific classes (e.g., human faces) using a numeric representation that abstracts from pixel intensities. Our goal is to protect the privacy of individuals in images by modifying these numeric representations to prevent facial identification while maintaining utility and visual quality. Differential privacy is ideal for this purpose as it provides a robust guarantee against the accuracy of the inferences an attacker can make about the original data. The application of noise to the numeric representation of the model allows for the generation of photo-realistic instances of novel human faces. This avoids the significant degradation in visual quality that results from the addition of noise to pixel intensities.

When moving from the domain of databases to that of generative model representations, the concepts of adjacency and query sensitivity can no longer be applied for the configuration of a mechanism. In place of a database where each record is an individual, we have a numeric representation of a single individual (e.g., features extracted by the model). To protect sensitive data in this form, one can apply a generalization of differential privacy.
to arbitrary secrets [10], where a secret is any numeric representation of data. In our case, the secret is the generative model representation of an individual. This generalization substitutes the notion of adjacency between databases with distance between secrets. By controlling noise according to an appropriate distance metric, the privacy guarantee is adapted to ensure that similar secrets are highly indistinguishable while very different secrets remain distinguishable. For a pair of databases, the distance between them is the number of records by which they differ. For other types of secrets, the distance metric must be carefully chosen in order to provide an appropriate privacy guarantee. An example of a well-studied instantiation of this generalization is geo-indistinguishability [4] which protects users’ geographic locations, represented as two-dimensional coordinates, using $L_2$ distance as the metric.

The notion of distance between secrets is appropriate for the representation of images within a generative model. Any model that employs a numeric representation of images allows for the calculation of distance between images. While the exact representation of an image differs from model to model, they can generally mapped to a vector of fixed length with little difficulty. We provide details on how this concept can be applied to generative NNs in Section 4.5. To develop a general framework here, we consider the representation of an image to be a vector $X \in \mathbb{R}^n$ and the randomization mechanism to be a function $K : \mathbb{R}^n \to \mathbb{R}^n$ used to produce an obfuscated instance of the image. Although the differential privacy generalization only deals explicitly with one and two-dimensional secrets [10], its generalization to an $n$-dimensional vector is straightforward. We therefore adapt the privacy guarantee to suit this purpose in Formula 2, using a distance function $d : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$.

$$\Pr (K (X_1) = R) \leq e^{\epsilon d(X_1, X_2)} \Pr (K (X_2) = R) \quad \forall X_1, X_2, R \in \mathbb{R}^n.$$  

(2)

Comparing this to Formula 1, the databases $D_1$ and $D_2$ have been replaced by secrets $X_1$ and $X_2$ and the distance function now appears in the exponent of the multiplicative factor $e^\epsilon$. The distance between any pair of secrets acts as a coefficient to $\epsilon$ when interpreting the ratio of their probabilities. Intuitively, the meaning is that the more similar a pair of images are to each other, the harder is it to determine which of them led to a given obfuscated instance. This hampers the accuracy with which attempts at re-identification can be made. To achieve this guarantee, we must first determine an appropriate distance metric to measure the distinguishability of the numeric representations of images.

A natural choice for the distance metric is $L_1$ distance, however, we must be wary of the meaning of each element in the vectors. Should certain elements have differently sized ranges, they should be obfuscated using different magnitudes of noise. If one element has a much larger range than the others, the addition of noise configured to the smaller range would do little to prevent an inference of high accuracy on the original value of the element. We therefore apply normalization such that the distance between any pair of elements in the $i^{th}$ position of a pair of vectors falls within the range $[0, 1]$. Letting $R_i = [i_{\text{min}}, i_{\text{max}}]$ be the range of elements in the $i^{th}$ position of a model representation vector, we define a normalized, element-wise distance metric as follows:

$$d_i (x, x') = \frac{|x - x'|}{i_{\text{max}} - i_{\text{min}}} \forall x, x' \in R_i.$$  

(3)

A distance metric for vectors defined as the sum of the element-wise distances for each position would be appropriate for images represented by the same model. However, a more useful framework would allow for reasoning about the level of privacy across different models. Ideally, the meaning of a privacy parameter $\epsilon$ applied to one model should have a similar meaning for a different model. For this, we require another normalization to account for models having vectors of different lengths. We therefore define the distance metric for vectors as follows:

$$d (X_1, X_2) = \frac{\sum_{i=1}^{n} d_i (X_{1i}, X_{2i})}{n} \forall X_1, X_2 \in \mathbb{R}^n.$$  

(4)

By using this distance metric in combination with Formula 2, we obtain a meaningful privacy guarantee for the model representations of images. Although this type of metric is, in general, not novel, its use in this context is. We must therefore address how to configure a mechanism to satisfy this instantiation of the privacy guarantee. This leads to our main result in the development of a framework for the application of differential privacy to generative models for images.

**Theorem 1** Any image $X \in \mathbb{R}^n$ can be protected by $\epsilon$-differential privacy through the addition of a vector $(Y_1, ..., Y_n) \in \mathbb{R}^n$ where each $Y_i$ is a random variable independently drawn from a Laplace distribution using a scaling parameter $\sigma_i = \frac{\max - \min}{\epsilon}.$

**Proof** We must satisfy the privacy guarantee (Formula 2) using our proposed distance metric (Formula 4). The form this privacy guarantee takes is our starting point in Formula 5. Through manipulation of this inequality and the substitution of mechanism probabilities with a Laplace distribution, we prove that the selection of an appropriate scaling parameter for each instance of the
Laplace distribution allows for the privacy guarantee to be satisfied.

\[
\prod_{i=1}^{n} \Pr(K(X_{1i}) = R_i) \leq e^{\sum_{i=1}^{n} \frac{\sigma}{\epsilon} |X_{1i} - X_{2i}|} \prod_{i=1}^{n} \Pr(K(X_{2i}) = R_i) \forall X_1, X_2, R \in \mathbb{R}^n. \tag{5}
\]

\[
\prod_{i=1}^{n} \Pr(K(X_{1i}) = R_i) \leq \prod_{i=1}^{n} e^{\frac{\epsilon}{2\sigma} |X_{1i} - X_{2i}|} \prod_{i=1}^{n} e^{\frac{|X_{2i} - R_i|}{2\sigma}} \forall X_1, X_2, R \in \mathbb{R}^n. \tag{6}
\]

\[
\prod_{i=1}^{n} e^{\frac{|X_{2i} - R_i|}{\sigma}} \leq \prod_{i=1}^{n} e^{\frac{\epsilon}{\sigma} |X_{2i} - X_{1i}|} \prod_{i=1}^{n} e^{-\frac{|X_{2i} - X_{1i}|}{\sigma}} \forall X_1, X_2, R \in \mathbb{R}^n. \tag{7}
\]

\[
\prod_{i=1}^{n} e^{\frac{\epsilon}{\sigma} |X_{2i} - X_{1i}|} = \prod_{i=1}^{n} e^{\frac{|X_{2i} - X_{1i}|}{\sigma}} \forall X_1, X_2 \in \mathbb{R}^n. \tag{8}
\]

From formula 9, it becomes clear that the inequality holds when using an independent Laplace distribution for each pair of elements \(X_{1i}, X_{2i}\), substituting the scaling parameter \(\sigma\) with a corresponding value \(\sigma_1 = \frac{n \sigma_{\text{max}} - \sigma_{\text{min}}}{\epsilon}\).

Using the generalization of differential privacy, the notion of query sensitivity is implicitly captured in the distance metric. Since the distance metric of Formula 4 has a range of \([0, 1]\), the ratio of probabilities for a pair of maximally dissimilar images to produce the same obfuscated output is \(e^\epsilon\). This is akin to the meaning of the privacy guarantee for a pair of databases that differ on every record. In order to select an appropriate value of \(\epsilon\), a data custodian must keep in mind that similar images will have a very small distance between them, requiring much larger values of \(\epsilon\) to provide a reasonable ratio. In Section 6, we demonstrate the implications of the choice of \(\epsilon\) on the levels of privacy and utility.

### 4.3 Benefits of differentially private facial obfuscation

We now describe the improvements we obtain from the use of differential privacy for each of the problems identified in Section 3.

#### 4.3.1 Background knowledge

By removing dependence of the attack model on an absolute level of re-identification risk, we are able to reason about the level of privacy in the presence of attackers with background knowledge. If the location in a photo is identified as a particular city, no facial obfuscation can prevent the inference that individuals living in the identified city have a higher probability of being the obfuscated identity than individuals living elsewhere. Yet, the differential privacy guarantee continues to hold as the background knowledge does not impact the conditional probability distribution used by the randomization mechanism. Since the privacy guarantee concerns only the change in the attacker’s knowledge when presented with the obfuscated data (e.g., the face), it is unaffected by other sources of information the attacker may gain access to.

#### 4.3.2 Composition attacks

Another very important property of differential privacy is its resilience to composition attacks. The composition theorem [20] states that for two differentially private releases using privacy parameters \(\epsilon_1\) and \(\epsilon_2\) respectively, the privacy guarantee holds for a privacy parameter \(\epsilon = \epsilon_1 + \epsilon_2\). Thus, even in the case of uncoordinated releases, we still have a valid privacy guarantee. Furthermore, this removes the restriction on the same individual appearing only once in the release of obfuscated images.

#### 4.3.3 Input image gallery

Differentially private image obfuscation has no need for a gallery of images in order to perform obfuscation. Since noise is added on a per-image basis, there is no computation of clusters required. Given a trained model, obfuscation of a single image or a batch of images can be performed with ease. This makes the obfuscation process much more versatile.

### 4.4 Privacy guarantee interpretation

Although the interpretation of the differential privacy guarantee is relatively well understood in the context of
databases, the distance-generalized guarantee which we employ changes the interpretation of the privacy parameter $\epsilon$. To assist users and data curators in understanding the implications of a chosen privacy parameter, we provide a brief discussion here on the generalized privacy guarantee.

Recall that the generalized privacy guarantee replaces databases with arbitrary secrets and scales $\epsilon$ by the distance between any pair of secrets for which the guarantee is to be interpreted. The distance between any pair of databases can in fact be interpreted as a Hamming distance (i.e., the number of records by which a pair of databases differ), allowing for the generalization to capture the standard interpretation of differential privacy. At distance 1, this corresponds to the basic privacy guarantee and at distance $d > 1$, this corresponds to $d$ transitive applications of the privacy guarantee, resulting in a multiplicative bound of $\epsilon^d$. For databases with $n$ records, the range of the distance metric is $[1,n]$.

In contrast, the distance metric that we employ is bounded by the range $[0,1]$. Although there is no direct correspondence between distance measured for databases and distance measured for other domains, it is clear that interpretation of the privacy guarantee for a pair of maximally distant secrets (e.g., a pair of databases which differ on every record) has little meaning in practice. Just as differential privacy is interpreted in terms of similar pairs of databases, it should also be interpreted in terms of pairs of images encodings that are that are similar to each other. In the context of facial images, the intuition is that the obfuscated encoding should be difficult to distinguish for other similar encodings, rendering it difficult to associate with a specific individual. We make no claim about an exact distance between secrets for which the guarantee should be interpreted but propose that users should examine the implications of the privacy guarantee for small distances to gain intuition on the level of distinguishability that will be achieved between secrets at various distances from each other. For example, for pairs of secrets at distance 0.01 from each other, the privacy guarantee enforces a multiplicative bound of $\epsilon^{0.01}$. While this may seem like a rather small distance, this is in fact a much larger fraction of the total range than is often used in the context of databases where there may be thousands or even hundreds of thousands of records.

4.5 Implementation details

Generative NNs have the useful property of producing photo-realistic images. We now describe how our framework can be applied to these models. Provided that the addition of noise is properly controlled, the output will be a photo-realistic image of any newly created identity.

We consider network architectures that take one or more class vectors as input and employ up-convolution to transform the input into a visual representation in pixel space [17]. By considering each identity to be a different class, an input vector can specify the individual to be generated. The identity class vector is an obvious choice as the model vector to be obfuscated. However, this leads to some form of interpolation between the identities. To apply a finer degree of modification to the identity, we propose the application of obfuscation at the second layer of the network. Typically, the second layer applies convolution to the class vector and transforms it into a vector of high-level numeric facial features. By applying obfuscation to these features instead, we can achieve a richer variety in the potential modifications to the face. We therefore apply obfuscation to the output of the first convolutional layer of the network and pass the obfuscated feature vector on as the input to the next layer of the network. A sample architecture is shown in Fig. 1.

Our proposed implementation can be interpreted as an extra layer added to the network which is used only after training is complete when obfuscation is to be applied. The layer has no weights and is simply an application of the Laplace mechanism, configured as described in Theorem 1. The noisy output, then conforming to the differential privacy guarantee, is passed on to the next layer of the network. All other propagation through the network occurs as normal. By ensuring that the encoding of the facial identity has been passed through the layer implementing the Laplace mechanism, we are able to produce an output image depicting a facial identity that has been obfuscated in a differentially private manner.

Information about the range of each model vector element can be used as a means to preserve the visual quality of the obfuscated output. Noisy elements that have gone too far beyond the valid range may lead to visual artifacts or distortions in the output image. To prevent this, we snap any out-of-bounds noisy value back to the nearest valid value. Since differential privacy is resistant to any form of post-processing [20] and the ranges of the elements are non-sensitive information, this step cannot violate the privacy guarantee.

4.6 Obfuscation of images with unknown identities

When designing a system for the obfuscation of identities in images, an important consideration is the ability to obfuscate any identity. However, the generative NN architecture we employ does not directly allow for the representation of classes that were not learned during the training process. Since each identity is a different class, this means that the model cannot directly represent unknown identities and thus cannot obfuscate them.
To solve this problem, we propose to formulate the approximation of an appropriate input vector for an unknown identity as an optimization problem. Since the generative NN has learned a representation of each training identity, a new identity can be approximated as a weighted sum of the known identities. When provided with these weights as the input identity vector, the generative NN would produce an interpolation between the identities which can act as an approximate visual representation of the unknown identity. In order to formalize this concept as an optimization problem, we must select an appropriate representation for the identities. This cannot be done using the generative NN feature vectors since the representation of the target identity is unknown. We therefore employ a secondary neural network that has been trained for classification of facial identity. By removing the final layer of the classification network, its output becomes a high-level vector of facial features which we can use as the representation of an identity. The significance of using a classification network for this purpose is that it need not have seen any of the target identities in its training data in order to produce feature vectors for them. Such a network is therefore ideal to provide feature vectors for the identities from the generative NN training data as well as for the target unknown identity.

We now formalize the optimization problem using real-valued feature vector representations of identities from a classification network. Let $\mathbb{X}$ be a set of $n$-dimensional feature vectors representing $m$ identities on which the generative NN was trained (i.e., $|\mathbb{X}| = m$) and let $Y$ be an $n$-dimensional feature vector representing an identity that is unknown to the generative NN. Our goal is to determine a set $W$ of weights that minimize the distance between a weighted sum of the vectors in $\mathbb{X}$ and the vector $Y$.

$$\min_W \left\| \sum_{i=1}^m W_i \mathbb{X}_i - Y \right\|$$ (10)

While this optimization problem is similar to the format of an objective function for a linear program, the necessity of absolute value calculations for the $L_1$ distance between the vectors prevents this from being written as a linear function. However, this problem, known as least absolute deviations, can be rewritten in an alternate but equivalent formulation that avoids the need for absolute value functions through the introduction of additional variables [23]. This formulation is as follows:

$$\min \sum_{i=1}^n u_i$$ (11)

Subject to the following constraints:

$$u_i \geq y_i + \sum_{j=1}^m W_j \mathbb{X}_j \quad i = 1, ..., n$$ (12)

$$u_i \geq -\left( y_i + \sum_{j=1}^m W_j \mathbb{X}_j \right) \quad i = 1, ..., n$$ (13)

The added constraints ensure that the values assigned to the new variables respect the absolute value functions from the original problem. This formulation can be given to any linear programming solver in order to find the optimal weights for the approximation of the unknown identity represented.

5 Differential privacy in pixel-space

While we have thus far considered the application of differential privacy to the numeric representations of generative models, it can also be applied directly to the pixel intensities of an image. Such an approach suffers in the visual quality of the obfuscated images. Noise added in this way is no longer guided to obfuscate only specific aspects such as identity. Yet, by discarding the use of a generative model, the randomization mechanism can be applied to
any image, regardless of what is depicted. This versatility allows for obfuscation to be applied to images that are not readily captured by available models. For example, it may be desirable to obfuscate signs, license plates or complete vehicles. A pixel-space randomization mechanism provides a means to directly achieve privacy protection on any image.

5.1 Obfuscation via the Laplace mechanism

Differential privacy via a Laplace mechanism has previously been applied in combination with pixelization to achieve pixel-space obfuscation [21]. In this work, the authors defined two images to be adjacent if they differed by \( n \) pixels, where the value of \( n \) is chosen by the user based on the size (in pixels) of a window that covers the portion of the image deemed to be sensitive information. For example, if a face covers roughly a 100 × 100 pixel space and the user wishes to obfuscate the face, \( n \) would be set to 10000. Following the standard framework for differential privacy, the query sensitivity is then defined as the maximum possible difference between any pair of adjacent images. For an image with \( c \) channels, each of which covers a range of \( k \) possible pixel intensities, the query sensitivity is \((k - 1)nc\). Given this query sensitivity, \( \epsilon \)-differential privacy can be provided through an independent application of the Laplace mechanism to each pixel in each channel using a scaling parameter of \( \frac{(k - 1)nc}{\epsilon} \) [21]. To reduce the query sensitivity, the authors propose to apply pixelization prior to obfuscation. For a specified level of pixelization \( b \in \mathbb{Z}|1 \leq b \), the image is divided into \( b \times b \) grids of pixels where each grid is set to the average of its pixel intensities. By treating each grid as a single uniform value to be obfuscated, the required scaling parameter for the Laplace mechanism is reduced to \( \frac{(k - 1)nc}{\epsilon b^2} \).

5.2 Obfuscation via the exponential mechanism

While the Laplace mechanism is configured based on differences in pixel intensities, we propose to instead apply the exponential mechanism [49] in order to control the distribution of the obfuscated output using a measure of visual quality for potential outputs of the mechanism. Given an input \( I \) (in our case an original image), the probability distribution over the set of potential obfuscated outputs \( \mathbb{I} \) is defined as:

\[
Pr(I') \propto e^{eq(I,I')} \forall I' \in \mathbb{I},
\]

where \( q \) is a quality function that measures the utility of \( I' \) with respect to \( I \). In other words, \( q \) is a measure that reflects the usefulness of an obfuscated output \( I' \) given its original value \( I \). Due to this, the resulting distribution over the potential obfuscated outputs explicitly gives preference to outputs with higher utility as measured by \( q \).

\[
\epsilon \text{-differential privacy can be provided through an independent application of the Laplace mechanism to each pixel in each channel using a scaling parameter of } \frac{(k - 1)nc}{\epsilon} \text{ [21]. To reduce the query sensitivity, the authors propose to apply pixelization prior to obfuscation. For a specified level of pixelization } b \in \mathbb{Z}|1 \leq b, \text{ the image is divided into } b \times b \text{ grids of pixels where each grid is set to the average of its pixel intensities. By treating each grid as a single uniform value to be obfuscated, the required scaling parameter for the Laplace mechanism is reduced to } \frac{(k - 1)nc}{\epsilon b^2}.\]

5.3 Handling the complexity of the exponential mechanism

A difficulty arises with the exponential mechanism in its implementation since the creation of the distribution used by the mechanism often requires explicit calculation of the quality score associated with each potential obfuscated output. Given a image containing \( n \) pixels over \( c \) channels, each of which covers \( k \) possible pixel intensities, there are a total of \( k^{nc} \) possible states an image could take on. Enumeration of these states is computationally intractable, even for very small images. For example, a 10 × 10 pixel RBG image has 256\(^{300} \) possible states. Therefore, to implement an SSIM-based exponential mechanism, we must reduce the number of states to a tractable size.

Since SSIM is intended to simulate the way the human visual system focuses only on small areas at any one time, it is calculated for a small window of pixels, typically 11 × 11. The overall measure is calculated by sliding this window over the image in single pixel steps and averaging the values measured at each step. Similar to this process, we propose to apply the exponential mechanism to a \( p \times p \) pixel window which moves over the image in steps of \( p \) pixels in order to ensure that there are no overlapping applications of obfuscation. We then coarsen the granularity of the intensities that the pixels are allowed to take on to


$k' < k$ possible values, where $k$ is the original number of possible intensities. Since differentially private obfuscation reduces the accuracy of the sensitive data by design, it is often unnecessary to preserve a high degree of precision. The reduction in the granularity of pixel intensities therefore has little impact on the quality of the obfuscated output.

Under these specifications, there are $k'^p/2$ possible states that an application of the mechanism must consider. We have determined experimentally that $p = 3$ and $k' = 4$ acts as a reasonable configuration. Further increase of either value quickly renders the mechanism too computationally expensive for a standard desktop computer while further reduction of either value gives a poor approximation of SSIM. Although the use of 4 possible pixel intensities may seem very restrictive, it is important to note that the mechanism is applied independently to each channel of the image, just as SSIM is averaged over each channel. As a result, for an RGB image, each pixel can assume $4^3 = 64$ possible colour states. Given the large amount of noise typically required to obfuscate the images, we find this to be an acceptable level of precision.

5.4 Privacy configuration of the exponential mechanism

We now explain how to configure and utilize the exponential mechanism in order to achieve $\epsilon$-differential privacy for image obfuscation.

Theorem 2 Given an input image with $c$ channels and $n$ pixels in each channel, our proposed implementation of the exponential mechanism is able to produce an obfuscated image satisfying $\epsilon$-differential privacy through the application of the mechanism to each non-overlapping $p \times p$ pixel grid in each channel of the image using a privacy parameter of $\epsilon' = \frac{\epsilon p^2}{2nc}$ for each such application.

Proof An application of the exponential mechanism using a privacy parameter of $\epsilon'$ provides $2\epsilon' \Delta q$-differential privacy [49] where $\Delta q$ is the maximum possible change in the value of the quality function. Since the measure of SSIM takes on a value in the range $[0, 1]$, the value of $\Delta q$ is 1. To obfuscate $n$ pixels over $c$ channels using an exponential grid covering $p \times p$ pixels on each application, we require $\frac{nc}{p^2}$ applications of the mechanism. By the composition theorem [20], this results in $\frac{2nc\epsilon'}{p^2}$-differential privacy. Thus to enforce differential privacy for a user-specified privacy budget of $\epsilon$, we configure the mechanism to use $\epsilon' = \frac{\epsilon p^2}{2nc}$ at each application.

For instances where an image has dimensions $w \times h$ such that one or both of the dimensions are not a multiple of $p$, we first apply the exponential mechanism within a $w' \times h'$ space where $w'$ and $h'$ are the largest multiples of $p$ such that $w' \leq w$ and $h' \leq h$. Then in the remaining $w - w'$ columns and $h - h'$ rows, we apply the Laplace mechanism of [21].

As with the Laplace mechanism, our proposed application of the exponential mechanism requires a high degree of noise to achieve differential privacy. We therefore employ the pixelization trick of [21] to help mitigate this. To do so, we first perform pixelization to create $b \times b$ grids of uniform pixel intensities. We then consider each such grid as a single cell of the $p \times p$ grid used by the exponential mechanism. While the mechanism still operates on $p^2$ cells, the exponential grid covers a $pb \times pb$ pixel space. In this way, using the same privacy budget $\epsilon$, we are able to increase the allocation of the budget for each application of the mechanism to $\epsilon' = \frac{\epsilon p^2b^2}{2nc}$.

6 Experiments

In this section, we run a series of experiments to gain insight on the performance of our proposed methods of obfuscation in practice. In the context of obfuscation using generative models, we compare our proposed implementation of Section 4.5 to a $k$-same implementation following the design of $k$-same-net [50]. We employ these comparisons to observe the relative performances of differential privacy and $k$-same obfuscation in terms of a trade-off between re-identification risk and utility. We additionally test the resilience of differential privacy against parrot attacks and composition attacks. Finally, we compare our implementations of the more general pixel-space exponential mechanism to the Laplace mechanism [21].

6.1 Generative model training and datasets

For our generative NN implementation, we have built on top of the DeconvFaces [24] network which implements the concept of up-convolution for the generation of images of input classes [17]. We apply differential privacy as described in Sections 4.2 and 4.5. For the $k$-same obfuscation, we use the same generative NN implementation and, follow the approach of $k$-same-net [50], using clustering as described for $k$-same-m [31]. This deviates from the use of a proxy gallery as described for $k$-same-net. It is important to note that, while a proxy gallery can reduce re-identification risk, it involves a step that is not captured by the $k$-same privacy guarantee. Thus, in the absence of a privacy guarantee that incorporates this detail, we omit the use of a proxy gallery in order to focus our experiments on the formalized aspects of the privacy guarantees. Similarly, although we have shown in Section 4.6 how a generative NN can
be used to apply differential privacy to unknown identities, we use only identities from the training set in our experiments. Deviations from an original identity induced by the approximation process may lead to a further decrease in re-identification risk in a manner that is not captured by the formal privacy guarantee. We emphasize that this does not imply that obfuscated images of unknown identities are not protected by the privacy guarantee; merely that imperfect approximations of unknown identities may lead to empirical results that suggest a stronger level of privacy than what is in fact guaranteed by differential privacy. We have therefore made these choices in the interest of comparing strictly the privacy protection achieved due to the formalized aspects of the methods of obfuscation.

We have additionally compared differential privacy against \( k \)-same obfuscation using an AAM as the generative model. However, the results showed that an AAM that modifies only a tightly-cropped portion of the face serves as a poor generative model for facial obfuscation. As such, we do not include AAMs in our current experiments. The reader is referred to [15] for these experiments.

We apply each method of obfuscation to two different datasets - RAFD [40] and KDEF [47]. These datasets provide frontal facial images of subjects wearing same coloured shirts. The use of same coloured shirts prevents bias in re-identification from the exploitation of information in unique clothing. The RAFD and KDEF datasets contain images of 67 and 70 subjects, respectively, and provide a variety of facial expressions. Due to apparent issues with lens exposure in the KDEF dataset, we have removed two of the subjects from our experiments.

The generative NN architecture accepts class vectors for identity and facial expression as input. The RAFD and KDEF datasets are therefore highly suitable for this network. We have trained the network for 1000 epochs on each of the datasets to obtain models capable of reproducing these identities. This training process is represented by Step 1 of Fig. 2. An example of obfuscated output is shown in Fig. 3.

Although we do not employ the generative NN approximation of unknown identities in our experiments, we include an example of some approximations in Fig. 4 for reference. These approximations were produced by setting aside 10 identities from the RAFD dataset and training the generative NN on the remaining 57. We then ran a linear program for each of the 10 omitted identities to approximate them as a weighted sum of the 57 training identities. As the training set is relatively small, we expect that the quality of the approximation can be improved through the use of larger and more diverse training sets. We also note that any minor deviations in the approximated identity are not of great significance since the depicted identity is ultimately to be obfuscated.

### 6.2 Re-identification risk

A good method of facial obfuscation must be able to produce obfuscated images which cannot be accurately re-identified. In other words, the risk that an obfuscated image can be associated with the identity of the originally depicted individual must be kept acceptably low. To measure re-identification risk, we have employed VGGFace D [61], a deep convolutional neural network which has been shown to achieve excellent facial identity classification accuracy. This simulates how an attacker might leverage machine learning models to launch an attack on obfuscated images. We have trained a separate model for each dataset, using the neutral and sad expressions for each identity for validation and the remaining expressions for training. Following a later released note about the network training [71], we employ Xavier initialization [28] for the layer weights. To improve the robustness of the models, we have also augmented the datasets by creating two additional versions of each image - one with increased contrast and one with decreased contrast. The training of this network is represented by Step 2 of Fig. 2. For reference, we provide the network architecture in Table 1 of Appendix A.

In our experiments, we generate obfuscated images having a neutral facial expression. We measure re/identification risk based on the accuracy of the top 1 guesses of the VGGFace network. Given that differential privacy is a stochastic process, for each combination of a privacy parameter and an identity to be protected, we have generated 10 obfuscated instances over which we take the average of the re-identification risk. We measure overall re-identification risk for a given privacy parameter as the average risk over all individuals in the dataset. The obfuscation and re-identification processes are respectively shown by Steps 3 and 4 in Fig. 2. Since the \( k \)-same approaches are deterministic, we produce only a single output image per identity and then take the average re-identification risk over the whole dataset. We additionally measure the baseline identity classification accuracy on the original (i.e., unobfuscated) data for reference. The results are shown in Fig. 5.

Under differential privacy, a lower value of \( \epsilon \) implies a stronger level of privacy whereas with \( k \)-same obfuscation, a higher value of \( k \) implies stronger privacy. The plotted data in Fig. 5 shows the expected trend of reduced re-identification risk as the level of privacy, determined by the respective privacy parameters, is strengthened. In contrast to the typical \( \epsilon \) values applied to differentially
private mechanisms for databases, the values used in our experiments may appear unusually high. The larger magnitude is simply a side-effect of the normalization for the model vector, resulting in the interpretation of $\epsilon$ on a different scale. Refer back to Section 4.4 for discussion on the interpretation of $\epsilon$ in this context.

### 6.3 Preservation of utility

To compare the methods of obfuscation in terms of utility, we focus on the ability to extract useful, non-sensitive information from the obfuscated output. Specifically, we measure classification accuracy for gender and facial expression in the obfuscated images. A favourable trade-off between privacy and utility occurs when facial identity is protected while simultaneously preserving other useful information. Thus, in our experimental setting, it is desirable to achieve low re-identification risk with high classification accuracy for the selected attributes of gender and facial expression.

We begin with the popular task of gender recognition [56]. As forms of demographic classification may be
desirable for data mining purposes, we consider high classification accuracy to reflect good utility. To this end, we employ a pre-trained model of convolutional neural network for the classification of gender in facial images [42]. Our intent is to compare differential privacy and \( k \)-same obfuscation in terms of a privacy-utility trade-off. Yet, the two methods of obfuscation use proprietary privacy parameters which cannot be directly compared as a measure of privacy. We therefore plot the gender classification accuracy as a function of identity classification error in order to abstract away from the proprietary privacy parameters.

To highlight the ability of generative NNs to incorporate properties relevant to image utility into the network architecture, we have also created a modified version of the architecture that preserves gender in the obfuscated output. To do so, we have created an input layer having two classes that specify the gender in the image. By training a model with gender labels, it learns to separate features relevant to gender from those relevant to identity. This enables us to focus obfuscation only on the features relevant to identity while leaving the gender feature vector untouched. An example of gender-preserving obfuscation is shown in

Fig. 4 Approximation of unknown identities. Original images are shown in the top row with the corresponding approximations in the bottom row.

Fig. 5 Identity classification accuracy for the methods of obfuscation.
In the interest of a fair comparison between the methods of obfuscation, we employ the modified architecture both for differential privacy as well as $k$-same obfuscation.

We note that very recent work [72] has shown the potential for learned representations of high-level features in images to leak sensitive information that can be exploited for unintended inferences. This opens the door to potential leakage of facial identity via features released in an unobfuscated format. Yet, this has been studied in the context of image representations extracted from network layers prior to the final classification output of the model. Such layers retain relatively rich representations of the input which may be used for multiple purposes. We expect that any leakage associated with the extremely coarse features we leave unobfuscated (e.g., gender as a binary input), would have a negligible impact on re-identification risk beyond the explicit revelation (e.g., narrowing candidates based on their gender). To provide some empirical evidence to this effect, we have plotted both the basic and gender-preserving models of the generative NN in the identity classification graphs shown in Fig. 5. In all cases, the plot for the gender-preserving model demonstrates only minor deviation from the original model. This deviation is much more likely due to the explicit depiction of gender than the leakage of any additional information.

The results of the gender classification comparisons are shown in Fig. 7. From these results, we see that the basic models for differential privacy and $k$-same obfuscation suffer a degradation in classification accuracy as the level of privacy is strengthened (i.e., as identity classification error increases). Comparing the gender-preserved models to their basic counterparts, we see a large improvement in the classification accuracy, suggesting that this is an effective approach for the preservation of specific properties in the obfuscated output. In some cases, the classification accuracy of the obfuscated images has surpassed that of the original data. This is a result of the explicit specification of gender labels in the network input which can lead to obfuscated identities that more prominently display these features.

Another common task is the detection of facial expressions in images [74]. To compare utility in this context, we measure the classification accuracy for facial expressions by using pre-trained neural network models [2] intended for this task. For these experiments, we perform classification for six expressions: happiness, sadness, surprise, disgust, fear and a neutral expression. As the pre-trained models have different strengths and weaknesses with respect to their abilities to classify different expressions, we have employed them in combination to achieve high levels of classification accuracy on our data. We have found that the best results are achieved by first using the Model-4 [2] architecture trained on the RAFDB [43] dataset to detect disgust, followed by the Model-4 architecture trained on the SFEW [16] dataset to detect fear. If neither of these expressions were detected, we then take the sum of the two vectors of model predictions and select the highest prediction as the detected expression. As the models are not trained to detect contempt and give very poor accuracies for detection of anger in our datasets, we exclude these two expressions from our experiments.

For each expression, we generate a full set of obfuscated images as described in the experiments for re-identification risk (Section 6.2), providing the expression label as input to the network in order to apply the chosen expression to the obfuscated output. An example of expression-preserving output is shown in Fig. 8. We measure both identity classification accuracy and expression classification accuracy as the average over all six expressions for each privacy parameter used in both differential privacy and $k$-same obfuscation.
We then plot the expression classification accuracy as a function of the identity classification accuracy in order to once again abstract away from the privacy parameters and compare the utility of the two methods of obfuscation. The results are shown in Fig. 9. As with the experiments on gender classification accuracy, when the chosen attributes are expressly preserved by the network, we observe classification accuracies that exceed the baseline accuracies measured on the unobfuscated datasets. This is again likely due to the network displaying the relevant features more prominently than the original images, making the task of the classification network easier. In these experiments, differential privacy generally shows better utility than $k$-same obfuscation.

Across both utility experiments, the overall comparison between the information preserved in differential privacy and $k$-same obfuscation appears to be inconclusive in these results. Some experiments show better results for differential privacy while other experiments show better results for $k$-same obfuscation. The $k$-same results are also more difficult to assess given the sporadic nature of the plots. This is likely due to changes in clusters between each level of obfuscation which can greatly impact classification accuracy. It is clear that the utility is also data-dependent given the variations in the results seen on the two datasets. Notably, many subjects in the KDEF dataset, including some males, have long hair whereas all subjects in the RAFD dataset have short hair. The males with long hair in KDEF may have contributed to the lower gender classification accuracy.

6.4 Parrot attacks

Methods of $k$-same obfuscation are resistant to parrot attacks as a direct consequence of the process of obfuscation. Differential privacy, due to its resistance to breaches via post-processing of obfuscated data, similarly possesses a
Facial expression classification accuracy for the methods of obfuscation is unlikely to perform as well as it could if it exploited public knowledge about how randomization mechanisms function. An attacker could instead train a classification network for facial recognition using instances of (differentially private) obfuscated images as the training set. In this way, the network might achieve higher classification accuracy than a network trained on unobfuscated instances as it has learned to better identify features in the presence of noise. Yet, differential privacy is a stochastic method of obfuscation, so beyond the presence of noise and its approximate magnitude, there is little the network can learn in terms of predictability of differentially private output. We therefore hypothesize that a sufficiently high degree of noise induced by a differentially private mechanism can render the practical implications of a parrot attack negligible.

To observe the degree to which re-identification risk is impacted on differentially private output by parrot attacks, we have trained the VGGFace network for classification of obfuscated instances at specific privacy parameter ($\epsilon$) values. This requires training a separate model for each privacy parameter value on each dataset. We then compare the classification accuracy achieved by the parrot attacks to the accuracy of the models trained on the unobfuscated instances (Fig. 10). At high values of $\epsilon$, there is an increase in classification accuracy for the parrot attacks as the network has become better suited to ignoring small amounts of noise. However, as the value of $\epsilon$ decreases, the gap rapidly closes and the trend reverses (at roughly $\epsilon = 300$ for the datasets we have employed), with the parrot attack showing lower classification accuracy than the model trained on unobfuscated data. This is likely due to the higher magnitude of noise destroying many of the useful patterns that the network otherwise learns in the training data. As a result, we expect that for reasonable configurations of privacy parameters that would be used in practice, parrot attacks would provide little, if any, advantage to an attacker.

6.5 Composition attacks

One of the key advantages that differential privacy provides over $k$-anonymity is the property of secure composition, which ensures that the privacy guarantee is never violated in the scenario of uncoordinated releases of sensitive data. To demonstrate the resilience of our proposed method of obfuscation against composition attacks, we simulate such an attack and measure the identity classification accuracy for both our implementation of differential privacy and $k$-same obfuscation.

We consider a scenario in which an image is uploaded to two different platforms, each of which apply facial obfuscation in an uncoordinated manner. Through observation of the non-obfuscated portions of the image (e.g., the background of the image), an attacker could determine that the two obfuscated images originally depicted the same individual, enabling them to perform a composition attack. To simulate this, we split a dataset into two subsets of equal size. We select the subsets such that they have a non-empty intersection but also contain many identities that are not found in the other subset. We then train a generative network model on each of the subsets of individuals. This provides us with two models which have some identities in common but which will obfuscate those identities in different ways due to having been trained on differing subsets. These models represent two organizations which will perform obfuscation in an uncoordinated manner. We then use the models to obfuscate only the identities that are present in both subsets. The two obfuscated images produced for each identity represent the two images that an attacker would examine in a composition attack.
As the RAFD and KDEF datasets are too small to achieve any reasonable diversity of identities once they are further reduced to subsets, we combine both datasets together and draw the subsets from the combined dataset. To mitigate bias in identity classification from differences in the controlled settings of the two original datasets, we first crop all images to capture only the faces and then adjust the saturation and contrast of the images to match more closely. From the combined dataset of 135 individuals, we select 50 individuals to be shared across both subsets and split the remaining individuals evenly between them. We match the male to female ratios of both subsets to the full set of images but otherwise select the individuals for each subset at random.

To perform a composition attack on a pair of obfuscated images, we first provide both images as input to the VGGFace network and add together the two resultant vectors of prediction values for the full set of identities. For \( k \)-same obfuscation, we then take the intersection of the identities from each cluster used by the two models during obfuscation and select the identity within this intersection that has the highest prediction value from the summed vectors. In practice, an attacker will not necessarily know the exact identities used in each cluster with certainty but could likely determine them with reasonable accuracy by taking the top \( k \) predictions from their facial recognition network on each of the obfuscated images. By using the exact identities in our experiments, we effectively test the worst-case scenario.

When launching a composition attack against differentially private output, the attacker no longer has the concept of clusters of identities to use to their advantage. The original image may have depicted any of the potential identities. The attacker may still use the two images to increase the accuracy of their prediction but the additional information does not provide them with any means to violate the differential privacy guarantee. To simulate an attacker using the additional information in this context, we select the highest prediction value from the summed vectors of predictions for each pair of images. Since we generate ten instances of obfuscated output for each identity, we average the prediction accuracy over all ten pairs of images for each identity.

The results are shown in Fig. 11, comparing the re-identification risk in each method of obfuscation for a single obfuscated image to the risk from a pair of images on which a composition attack has been performed. With the \( k \)-same obfuscation, we observe a significant increase in re-identification risk which greatly exceeds the theoretical maximum value of \( \frac{1}{k} \). This clearly demonstrates a violation of the \( k \)-same privacy guarantee. With differential privacy, we also observe an increase in re-identification risk, as would be expected due to the additional information provided to the attacker, however, the property of secure composition ensures that the privacy guarantee is preserved. Furthermore, the gap between the single image re-identification risk and composition risk is less significant on the differentially private images than the \( k \)-same images, and becomes marginal at high levels of privacy (e.g., when \( \epsilon < 300 \) in Figure 11). Since privacy parameters that are conducive to a high level of privacy would typically be selected in most realistic scenarios, we expect that the degradation in privacy due to multiple instances of differentially private output being distributed in practice would be minimal.

6.6 Privacy-utility trade-offs in pixel-space

In this section, we compare our proposed use of a pixel-space exponential mechanism to an existing implementation [21] of a Laplace mechanism in pixel-space. In these experiments, we employ the FaceScrub dataset [57] to reflect the ability of pixel-space obfuscation to handle
diverse image content. FaceScrub consists of a collection of facial images spanning roughly 500 individuals in diverse conditions with respect to background content, lighting, pose, etc. We resize all images to 128 × 128 pixels and randomly select ten images per individual to act as a training dataset for a facial classification network and three images per individual to act as the testing set. Given that differentially private obfuscation is a stochastic process, we produce three obfuscated instances per test image resulting in a total of nine obfuscated images per identity. We reiterate that pixel-space obfuscation requires neither training data nor a generative model for the data. The use of training data in our experiments is strictly to train a classification network in order to measure re-identification risk and report on the performance of the obfuscation mechanisms.

The work in [21] proposes the combination of pixelization with differential privacy in order to better manage the privacy budget. We therefore incorporate this into our experiments by using three different pixelization grid sizes: 4 × 4, 8 × 8, and 16 × 16. As it is known that blurring a pixelized image can improve the ability of humans to recognize the image content [32], we additionally test versions of the images that have been blurred as a post-processing step after obfuscation has been applied. We blur the images using a Gaussian kernel with a standard deviation of 1. Recall that post-processing cannot impact the differential privacy guarantee [20]. However, this does not preclude the possibility of an impact on both re-identification risk and utility.

6.6.1 Privacy budget comparisons

We begin by examining the impact of pixelization and blurring on the obfuscated output. The three pixelization settings combined with a boolean option for blurring results in six potential configurations for each of mechanisms. We first compare the variants of the exponential mechanism separately from the variants of the Laplace mechanism in order to clearly observe the impact of these settings within the same class of mechanism. The results of this comparison are shown in Fig. 12. Here we plot SSIM as a function of the privacy budget ϵ (i.e., the composition of the privacy parameters over all applications of the mechanism needed to obfuscate an image). The SSIM values are calculated as the average score over all obfuscated instances. Lower values on the x-axis represent a stronger privacy guarantee and higher values on the y-axis represent better utility. We additionally show examples of obfuscated images in Fig. 13.

From the results of Fig. 12 we note two main trends that hold for both the exponential and the Laplace mechanism. First, for any given pixelization setting, the use of blurring always offers a higher level of utility than the non-blurred configuration. This can be seen by the dashed plots representing the blur variants which universally result in higher SSIM than their non-blur counterparts shown by the solid line plots. The second common trend is that stronger pixelization (i.e., larger pixelization grid sizes) provides higher SSIM for strong levels of privacy (i.e., low values of ϵ), while weaker pixelization provides higher SSIM for weak levels of privacy. The better performance of strong pixelization for small values of ϵ follows from the usefulness of pixelization as a means to reduce the query sensitivity, leading to better management of the privacy budget. The reversal of this trend for large values of ϵ is a result of the minimal amount of noise that is added by the mechanisms for such weak privacy parameters. Due to this, the predominant modification to the images is the pixelization rather than the application of noise, leading to worse utility in the stronger levels of pixelization. Similar results can be seen in Fig. 16 of Appendix B using the mean squared error (MSE) of pixel intensities as an alternate measure of utility. Note that in the case of MSE, lower values indicate better utility.
Fig. 12 A comparison of the SSIM achieved by the mechanisms over a wide range of privacy budgets. The left graph compares variants of the exponential mechanism and the right graph compares variants of the Laplace mechanism.

Fig. 13 A visual comparison of obfuscated instances produced by the blur variants of both mechanisms at all 3 pixelization settings.
Given that the intent is to provide a meaningful level of privacy through differentially private obfuscation, these large privacy budgets are of little practical value. This can be easily confirmed by visual inspection of the obfuscated examples at high values of $\epsilon$ in Fig. 13. Consequently, strong pixelization with small values of $\epsilon$ should be used in practice to achieve meaningful levels of privacy while attaining the best trade-off with respect to utility. Furthermore, the blurring operation appears to always be beneficial with respect to utility in the obfuscated output.

We next turn to a comparison between the exponential mechanism and the Laplace mechanism. Using only the blurred variants, we compare the two mechanisms at all three levels of pixelization. The results are shown in Fig. 14a. For any given privacy budget $\epsilon$, the highest plotted mechanism on the y-axis reflects the best performance. The exponential mechanisms, plotted as dashed lines, almost exclusively make up the upper envelope of the plots. This demonstrates a consistently stronger performance from our proposed mechanism in comparison to the Laplace mechanism. Furthermore, since we are primarily interested in the privacy/utility trade-off for low values of $\epsilon$ which provide a meaningful privacy guarantee, we show a zoomed in comparison of the two mechanisms using a pixelization setting of 16 in Fig. 14b. This comparison shows a notable improvement in SSIM from the exponential mechanism in comparison to the Laplace mechanism for strong levels of privacy (i.e., $\epsilon < 1000$). Analogous comparisons are shown for MSE in Fig. 17 of Appendix B.

Despite the better performance achieved via the use of strong pixelization and blurring for low values of $\epsilon$, the scale on which $\epsilon$ is interpreted remains quite large. Yet, given the obfuscated examples of Fig. 13, it is clear that these values of $\epsilon$ provide a strong level of obfuscation. These results suggest that the interpretation of the privacy guarantee using concepts of adjacency and query sensitivity may not be appropriate for pixel-space obfuscation. As with our proposed approach to obfuscation via generative models, the privacy guarantee is likely better interpreted in pixel-space using a distance-based generalization of differential privacy. We leave further investigation of this topic as an open question.

### 6.6.2 Risk/utility trade-offs

As a final comparison of the mechanisms, we use a facial identity classification network to measure re-identification risk. To this end, we employ FaceNet [68], a network which has been demonstrated to provide high levels of identity classification accuracy even when presented with low resolution or otherwise poor quality images. This property makes it a good candidate for re-identification of images obfuscated in pixel space, which are subject to a reduction in resolution due to pixelization and heavy distortion due to the addition of noise. For reference, we provide the network architecture in Table 2 of Appendix A. For each combination of a mechanism type, pixelization setting, and privacy budget, we train the network using the training partition of the dataset subject to obfuscation via the selected mechanism configuration. As with the testing data, we produce three obfuscated instances per image, leading to a total of 30 training instances per identity. This allows us to use the classification network to launch a parrot attack on the obfuscated data.

Results are shown in Fig. 15. We plot utility as a function of re-identification risk which is measured as the average identity classification accuracy over the obfuscated testing images. A desirable privacy/utility trade-off is reflected by low re-identification risk and high utility. In Fig. 15a, we measure utility as SSIM where high values on the y-axis indicate higher utility and in Fig. 15b, we measure utility using MSE where low values on the y-axis indicate higher utility. In both both graphs, we show the mechanisms using

Fig. 14 A comparison between the blur variants of the exponential and Laplace mechanism with respect to utility measured using SSIM. The left graph compares all three pixelization settings for the mechanisms and the right graph focuses on the mechanisms using a pixelization grid of size 16 for efficient use of low privacy budgets.
pixelization settings of 4 and 16. We omit the pixelization setting of 8 for better visual clarity due to the clutter caused by the closeness of the plots. Note that the plots for the variants using a pixelization setting of 16 all remain beneath 2% re-identification risk. This is due to the strong level of pixelization which prevents effective re-identification even in the absence of noise added by the mechanisms.

Interestingly, the variants using a pixelization setting of 4 provide the best utility, with the exponential mechanism providing the best performance with respect to SSIM and the Laplace mechanism providing the best performance with respect to MSE. However, as we have noted in the previous experiments, the variants using a pixelization setting of 4 have a worse trade-off between the privacy budget and the level of utility. Due to this, the better performance observed in Fig. 15 should be considered with caution as the higher values of $\epsilon$ imply worse theoretical properties of privacy protection despite the low re-identification risk. It is, for example, possible that the use of different classification networks which exploit different aspects of the obfuscated images may show different trends in the trade-off between re-identification risk and utility. We leave further investigation into the measure of re-identification risk in practice as future work.

6.6.3 Summary of results

Based on the results of our experimental comparisons, we recommend the use of the exponential mechanism along with a strong level of pixelization (e.g., a pixelization grid size of 16) to achieve high levels of utility in both SSIM and MSE while using a low privacy budget in order to enforce a strong level of privacy. Furthermore, blurring can be applied to the obfuscated results to improve the level of utility. If one is strictly interested in a practical interpretation of privacy as re-identification risk, the use of a weaker level of pixelization appears to have the potential to provide a better risk/utility trade-off. However, we caution readers that this comes at the cost the strong theoretical properties of privacy protection that would otherwise be achieved via a low value of $\epsilon$.

7 Conclusions and future work

We have studied how to obtain a formalized privacy guarantee for the obfuscation of facial images in practice. We have identified shortcomings of the $k$-same privacy guarantee including susceptibilities to background knowledge and composition attacks as well as the awkwardness in the requirement for a gallery of input images. To improve upon this, we have proposed the use of differential privacy in the context of obfuscation applied to generative models for images. We have developed a framework that provides a meaningful privacy guarantee for such models and we have derived the configuration of Laplace mechanism that can achieve this privacy guarantee. Our approach preserves the privacy guarantee in the presence of attackers with background knowledge, provides resistance to composition attacks and removes the requirement for a gallery of input images. We have also proposed the use of a more general mechanism to obfuscate any image directly in pixel-space. This allows for greater versatility in the obfuscation of images.

We have implemented our proposed mechanisms as well as the competing approaches discussed in the paper for experimental comparisons. In our experiments on pixel-space mechanisms, we have demonstrated improvements in measures of visual quality for our proposed use of an exponential mechanism over the Laplace mechanism. In our experiments using generative models, we have implemented both our proposed framework as well as $k$-same obfuscation. Through our comparisons, we have demonstrated the resilience of differential privacy against parrot and composition attacks.
Furthermore, we have shown that this application of differential privacy can achieve comparable utility to \( k \)-same obfuscation. We conclude that the key improvements in the privacy guarantee combined with comparable levels of utility make differential privacy a much more appropriate choice for the obfuscation of facial images.

In this work, we have focused on introducing a framework and examining its theoretical and practical properties for frontal facing images taken in a controlled environment using standard facial image datasets. In future work, this could be extended to studying generative adversarial networks for the generation of detailed images drawn from more complex distributions. Furthermore, we posit that the approximation of unknown identities can be improved upon through the use of auto-encoder style architectures seen in some generative networks.

We also leave as an open problem the potential for improvements to the exponential mechanism for pixel-space obfuscation. Given that our proposed implementation is limited both in the size of the exponential grid and the precision of the pixel intensities, there is room for improvement in the quality of the obfuscated output if one can find more effective methods to handle the computational complexity of the mechanism. Additionally, investigation of SSIM variants for use as the quality function may lead to improved preservation of visual quality in the obfuscated output. For example, the complex wavelet SSIM [67], which is robust to small changes in translation and scaling, could be explored for use in this context.

### Appendix A: Facial classification network architectures

**Table 1** VGG D architecture [61]. We set the number of filters on the final fully connected layer to the number of identities in the dataset on which the network is applied.

| Layer Type | Settings |
|------------|----------|
| Conv       | Size: 3x3, Filters: 64, Stride: 1, Pad: 1 |
| ReLU       |          |
| Conv       | Size: 3x3, Filters: 64, Stride: 1, Pad: 1 |
| ReLU       |          |
| Max Pool   | Size: 2x2, Stride: 2, Pad: 0 |
| Conv       | Size: 3x3, Filters: 128, Stride: 1, Pad: 1 |
| ReLU       |          |
| Conv       | Size: 3x3, Filters: 128, Stride: 1, Pad: 1 |
| ReLU       |          |
| Max Pool   | Size: 2x2, Stride: 2, Pad: 0 |
| Conv       | Size: 3x3, Filters: 256, Stride: 1, Pad: 1 |
| ReLU       |          |
| Conv       | Size: 3x3, Filters: 256, Stride: 1, Pad: 1 |

**Table 2** FaceNet architecture [68]. Inception refers to the use of inception blocks as described in [73]. Inception blocks listed as using L2 pooling do so in place of the standard max pooling.

| Layer Type | Settings |
|------------|----------|
| Conv       | Kernel: 7x7, Filters: 64, Stride: 2 |
| ReLU       |          |
| Max Pool   | Size: 3x3, Stride: 2 |
| Inception  |          |
| Max Pool   | Size: 3x3, Stride: 2 |
| Inception  | Uses L2 Pooling |
| Inception  | Uses L2 Pooling |
| Inception  |          |
| Max Pool   | Size: 3x3, Stride: 2 |
| Inception  | Uses L2 Pooling |
| Inception  | Uses L2 Pooling |
| Inception  |          |
| Max Pool   | Size: 3x3, Stride: 2 |
| Inception  | Uses L2 Pooling |
| Inception  |          |
| Average Pool | Size: 7x7, Stride: 1 |
| FC         | Size: 1x1, Filters: 128, Stride: 1 |
| L2 Norm    |          |
Appendix B

Fig. 16 A comparison of the MSE achieved by the mechanisms over a wide range of privacy budgets. The left graph compares variants of the exponential mechanism and the right graph compares variants of the Laplace mechanism.

Fig. 17 A comparison between the blur variants of the exponential and Laplace mechanism with respect to utility measured using MSE. The left graph compares all three pixelization settings for the mechanisms and the right graph focuses on the mechanisms using a pixelization grid of size 16 for efficient use of low privacy budgets.
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