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1 Introduction

Texture Mapping is an important step for reconstructing three-dimensional (3D) city landscape, for it simplifies the modeling process by only using some image patch to represent some geometry detail as well as producing a photo-realistic scene. At present, because of the powerful capacity in measuring and capturing a larger range scene, mapping both the geometric and physical information for building from aerial images is considered as one of the economical and practical solutions in city modeling. When actually using aerial images to provide geometry and texture information, two issues have to be considered: (1) the vertical face for building is usually invisible in such a horizontal aerial image; (2) until now, even semi-automatic approach for building geometry modeling from aerial images is still far away from real practice. So, it becomes clear that any rapid and economical solution for building texture mapping will play important role in reconstructing 3D city landscape.

In this paper, a deep research on rapidly texture mapping from three image sequences for building geometry model is introduced. Here, three image sequences are captured by a digital video camera on a helicopter. The initial building geometry model is produced by integrating the 2D ground vector map with LIDAR (light detecting and ranging). On the basis of the strict digital photogrammetric theory and redundant image information, By this approach we can semi-automatically obtain the correct image patch (texture) for each face of building by setting up the correct correspondence between the
space edge of building and its line feature in image sequences. The proposed approach is tested in producing 3D data for car navigation and good results are acquired.

2 Principle for building texture mapping

Generally speaking, the texture mapping for each space planar face (we suppose each face of the building geometry model is planar) requires finding exact image pixel position for each corner vertex in the planar face. With the assumption of perfect projection, e.g., with a pin-hole camera, it is well known that we can directly get the correct image pixel position for each space corner vertex, once image pose parameters are determined and sequentially the resampled image patch as texture can be automatic output. Usually, there are always ample line features in the man-made scene. Instead of directly searching image point features, the line feature should be used to determine the corner vertex of the building geometry model, by tracing the adjacent two image line features which exactly meet at that corner, since the image line feature has more stable geometry characters (length, direction and grayscale) and would be very helpful in overcoming such difficult situations as image discontinuity, shadow, etc. The above strategy is mainly used to match each corner vertex of building’s roof to its exact image position in vertical images as well as improving the whole building geometry model. On the basis of the improved building geometry model, we can easily set up the correspondence between the space edge of building’s wall and its image line feature in oblique image sequences only by adjustment the top/bottom height in the building geometry model. As a result, the texture mapping for the vertical face of building is also solved successfully.

2.1 Implementing “from coarse to fine” for line extraction

The line extraction is only applied to the neighborhood of the projected result of a roof. By considering different projected results caused by variable roof in the process of iteration, “from coarse to fine” is successfully implemented in extracting all possible line features on image for each spatial line of the roof.

2.1.1 The “coarse” line extraction

At the beginning, one rectangle image patch with width $d$, centering at the projected position, is used as the target region for searching possible image edges. At this stage, $d$ ($d = 30-50$ pixels) is required to be wide enough to contain the corresponding image line feature, and gaining the long line feature is the main purpose. Common
steps of line extraction are edge detecting, edge tracing and edge fitting on the basis of image pyramid. Although the image line features extracted in this stage are not so fine in geometry precision, they are still good enough for line intersection and space forward intersection to improve the roof geometry model.

2.1.2 The “fine” line extraction

Since the roof geometry model is improved a lot with the adjustment of space forward intersection, and its projection in vertical image sequences is becoming similar to its real image line feature in such geometry characters as length, direction and distance, we can apply the “fine” line extraction algorithm based on least squares template matching (LSTM) to a narrow rectangle image patch ( d = 5-10 pixels) to gain the final ILFC. The steps are of this operation:

1. Determine the theory line template (TLT). Usually, the ideal step edge in image space is in the form of some curve shape like S and its grayscale distribution can be supposed as Fig. 1 shows. Then, for any projected line of roof space edge , we can obtain its TLT as Fig. 2 shows, according to its length.

2. Rotate the rectangle image patch which centers at to be horizontal and calculate the cross-coefficients by vertically moving the TLT along the horizontal image patch. As a result, we can obtain a cross-coefficients distributing curve as Fig. 3 shows, taking the cross-coefficient values as the vertical axis and the displacement away from as the horizontal axis.

3. Find the position for any wave-apex or wave-valle in the cross-coefficient distributing curve and inversely rotate them to obtain the ILFC. Certainly, at this time, the image lines in ILFC is still not accurate in geometric position, and we can correct them by LSTM.

2.2 Image line evaluation

With the topological relation provided by the initial building geometry model, we can easily determine the image corner point by intersecting two adjacent image line features, whose correspondent space edge passes through that space corner vertex. However, since each space edge in roof owns an ILFC with different numbers of image line features in each image, it is impossible to get the intersected image corner point simply by enumerating all the combination of possible image line features. Here, we score every image line feature in ILFC under some reasonable criterion and select the image line feature with the highest score as the best candidate for further intersection.

Let the straight edge denote the projection of the space line in one image, denote ILFC of . denote the length of , denote the angle between and , denote the distance from geometry center point of the roof projection to (Fig. 4). Then the following function
\[ F(t_i) = p_1 \frac{\text{LEN}_{t_i}}{\max(\text{LEN}_{t_i})} + p_2(1 - \frac{\text{DIR}_{t_i}}{\max(\text{DIR}_{t_i})}) + p_3(1 - \frac{\text{DIST}_{t_i}}{\max(\text{DIST}_{t_i})}) \] (1)

Fig. 4 Estimation for each line in ILFC

where \( \max(*) \) is the maximum value for * among all the possible image edges; \( P_j (j = 1, 2, 3) \) are the constants reflecting the different effect caused by different geometry character on the selected function. At the “coarse” line extraction stage, for the projected result is far away from its image line feature and the length is mainly as criterion, we have: \( p_1 = 0.8, p_2 = p_3 = 0.1 \). At the “fine” line extraction stage, for the projected result is approximate to its image line feature and all length, direction and distance are used as criterion, we have: \( p_1 = 0.4, p_2 = p_3 = 0.3 \).

2.3 Space forward intersection by indirect least squares adjustment with constraint

An indirect least squares adjustment with the flat roof constraint is used in space forward intersection to restore the roof vertex, since we can get several homo-points in different images for each roof vertex by intersecting the two adjacent candidate line features. The equation and the conditional equation for estimating the roof vertex are, according to the collinear equation\(^{[6,7]} \):

\[
\begin{align*}
x_i - u_0 &= -f \left[ a_1 (X_i - X_s) + b_1 (Y_i - Y_s) + c_1 (Z_i - Z_s) \right] = -f \frac{u}{w} \\
y_i - v_0 &= -f \left[ a_2 (X_i - X_s) + b_2 (Y_i - Y_s) + c_2 (Z_i - Z_s) \right] = -f \frac{v}{w} \\
Z_i &= Z_0
\end{align*}
\]

And the conditional equations are:

\[
H_{11} \Delta Z_i + H_{12} Z_i - L_{1i} = 0,
\]
where \( H_{11} = 1, H_{12} = -1 \)

2.4 Homo-line matching based on three-view geometry constraint

As described above, the most projections of roof can be matched to its corresponding image edge. However, for some difficult situations such as dense buildings and building with double edges, it is possible to produce some misidentification, and some necessary human interaction is required to correct it. In order to reduce the human interaction and achieve as high effect as possible, a homo-line matching is applied for automatically getting the corresponding image line features in all target images.

Supposing the space line \( L \) appears in three neighbor images, \( L_m \) is the corresponding image...
age line feature in the middle image. \( L_i = \{ l_i, j \in [0, m] \} \) is the ILFC in left image. \( L_i = \{ l_i, j \in [0, n] \} \) is the ILFC in the right image. As we know, the interpretation plane \( S' \) (formed by \( l_i \) and the left camera center) and the interpretation plane \( S'' \) (formed by \( l_n \) and the right camera center) will intersect at some space edge \( L' \) provided that the two interpretation planes are not parallel. Let line \( L_{l_i} \) be the projection of \( L_i \) in the middle image, and \( e_i \) be the error between \( L_i \) and \( L_{l_i} \). Then we can set up the error matrix \( E_L = \{ e_i \} \), \( i \in \{ 0, n \} \). Obviously, only if both \( l_i \) and \( l_n \) are the homo-line of \( L_i \), then \( L_i \) and \( L_{l_i} \) are the same space line and we can get the minimum \( e_i \). Thus we can obtain the following items.

2.4.1 Definition for line error (Fig. 5)
Under the 2D image coordinate system (taking the left-down corner of middle image as the origin point and its horizontal direction as the axis \( X \) ) and let \( l \) be the length of \( L_i \). \( L_i, L_n \) be the predicted line, \( X_1, X_2 \) be two end points of \( L_i \), and \( S_1, S_2 \) be the corresponding perpendicular points in \( L_{l_i} \), then we can define the line error \( e_i \) as:

\[
\text{Area}(X_i, S_1, S_2, X_2)
\]

![Fig. 5 Error definition for predicted line](image)

Furthermore, with the point-to-line formula, we have:

\[
h_1 = \frac{m_x x_2 + m_y y_2 + m_z}{\sqrt{m_x^2 + m_y^2}};
\]

\[
h_2 = \frac{m_x x_3 + m_y y_3 + m_z}{\sqrt{m_x^2 + m_y^2}};
\]

\[
h(s) = h_1 + \frac{h_2 - h_1}{l} \cdot s
\]

where \( h_1, h_2, h(s) \) are the distances from points \( X_1, X_2, P(s) \) in \( L_i \) to \( L_{l_i} \). Thus we can obtain the following items.

2.4.2 Line prediction
Let \( P', P \) and \( P'' \) be the projection matrixes for the left image, middle image and right image, respectively. By applying the same perspective transformation to \( P', P \) and \( P'' \), we can obtain the result for some one of three matrixes as \([ I | 0 \] \). Then, let the transformed projection matrixes be in the following forms:

\[
P' = [ A | a ], P = [ I | 0 ], P'' = [ B | b ]
\]

where \( A \) and \( B \) are \( 3 \times 3 \) rotate matrices, \( a \) and \( b \) are \( 3 \times 1 \) translation vectors. Let \( a_i \) and \( b_i \) be the \( i \)th (\( i = 2, 3, 4 \)) column for the projection matrixes \( P' \) and \( P'' \), respectively. Let \( L', L \) and \( L'' \) be the corresponding image line features for space line \( L \) in left, middle and right image, respectively, \( S', S \) and \( S'' \) be the interpretation plane for \( L', L \) and \( L'' \) respectively, then we have:

\[
S' = P'^T L' \quad S = P^T L \quad S'' = P''^T L''
\]

Since the three interpretation planes intersect on one space line \( L \), any space point \( O(x, y, z) \) in \( L \) will be certainly in any one of the three interpretation planes and satisfy:

\[
S' \circ O = S' \circ O = S'' \circ O = 0.
\]

Let the matrix \( M = \begin{bmatrix} S' & S & S'' \end{bmatrix} \), then we have:

\[
M = \begin{bmatrix} P'^T L' & P^T L & P''^T L'' \end{bmatrix} = \begin{bmatrix} a_i^T L' & 1 & b_i^T L'' \end{bmatrix},
\]

\[
M^T O = 0.
\]

Obviously, the rank of \( M \) is 2. \( S, S', S'' \) are not independent with each other. Let \( S = K_1 S' + K_2 S'' \), and by using the zero element in \( M \) we can solve for the \( K_1 \) and \( K_2 \) as

\[
K_1 = k(b_i^T L''), \quad K_2 = -k(a_i^T L')
\]

\[
(k \text{ is a constant and } k \neq 0).
\]

Furthermore we can have:

\[
l_i = P''^T (a_i b_i^T) L' - P'\tilde{X} (a_i b_i^T) L''
\]

\[
= P''^T (a_i b_i^T) L' - P'\tilde{X} (a_i b_i^T) L''
\]

where \( i = 1, 2, 3 \), and \( l_i \) is the \( i \)th part of \( l \). Actually, if let the matrix \( T = [ T_1, T_2, T_3 ] \), \( T_1 = a_i b_i^T - a_i b_i^T \), then we will get the 3D tensor \( T \),
which clearly reflects the relation among homo-lines in three images and is determined only by their interior orientation parameters and relative movement\(^4\).

Now, by Eq. (3) we can easily use two homo-lines located in the left and right images to predict corresponding image lines in the middle image in the form of line equation. Moreover, because any unparallel two interpretation planes always determine one space edge, we can certainly get the predicted image line feature in the middle image from any two image line features located in the left image and the right image.

From the above analysis we can infer that, on the basis of the three-view geometry constraint, all the corresponding image line features for any space edge can be automatically determined, once its corresponding image line feature in the middle image is determined and ILFC is set up for other images. Usually, we are able to correct misidentification in one image manually. Because the relative position between the projection of space edge and its corresponding image line feature is almost similar in different vertical images, it is easy to get the initial position for each homo-line in other images and each ILFC by further line extraction.

3 Implementing rapid texture mapping

3.1 Setting up initial building geometry model

The initial building geometry model is determined by digital map and LIDAR data.

3.2 Registering target images

The target images, in which the building should be fully included, are automatically registered by comparing the building location with every image range on ground, and this comparison is based on image pose parameters.

3.3 Matching space edge to its corresponding image line feature

- Matching of space edge for the building roof
- Matching of space edge for the vertical building face

After the correspondence between the roof space edge and its image line feature is determined, the building geometry model is also improved. When the building geometry model is projected onto oblique images, we can easily set up the correspondence between the space edge in the vertical building face and its image line feature simply by adjusting the height of the building bottom or top.

3.4 Mapping texture data

- The texture for the roof is mapped from the vertical images. Usually, the texture is taken from the middle image among all the target images.
- The texture for the wall is mapped from the oblique images. When a wall appears in multiple images, the image with maximum projected area will provide the corresponding texture.

4 Experimental results

A software, 3Dmapcreate, has been developed to test the above approach and rapidly map the texture for the remarkable building along several streets for the purpose of 3D car navigation application. The resource data include:

1. three image sequences captured by a digital video camera on a helicopter which flies along the road at the height of about 400 meters. Two strips (each 89 images) are the oblique photographs for the texture of walls, and one (349 images) is the vertical photographs for the texture of roof. The images with the size 1080X1920 overlap each other of 98%.
2. the digital map describing the building shape and its 2D location.
3. LIDAR data providing height information.

Fig. 6 shows the digital map and LIDAR data together (the grid points are for LIDAR data). Fig. 7 and Fig. 8 show the three image sequences (only one image for each strip). Fig. 9-Fig. 14 demon-
strate the whole texture mapping process for the cross-marked building in Fig. 3. Among those figures, Fig. 9 is the projected result with initial building geometry model in two vertical images and Fig. 10 and Fig. 11 are the line extracting result (including "coarse" and "fine") and Fig. 12 and Fig. 13 are the projected result with improved building geometry model in three strips (two for vertical strip and two for oblique strips). Fig. 14 is final building model with the corresponding texture rendering after some height adjustment.

![Fig. 6 Urban digital map and LIDAR data](image6)

![Fig. 7 Vertical image sequences](image7)

![Fig. 8 Oblique image sequences](image8)

![Fig. 9 Projection with initial building geometry model in vertical image sequences](image9)

![Fig. 10 "Coarse" line extraction](image10)

![Fig. 11 Line extraction result](image11)

![Fig. 12 Line extraction result](image12)

![Fig. 13 Improved building model](image13)

![Fig. 14 Final building model](image14)
5 Conclusions

As we know, the texture mapping is actually the reverse process from 2D image space to 3D Euclidean space. Usually, intensive human interaction can greatly reduce the complexity of this reversing process as well as lead to expensive cost. For example, a city with about 6,000 buildings usually requires ten persons to work three months to complete the texture mapping project and their average speed for one person is less than 10 buildings per workday. In our experiment, however, it can be found that the practical work time for one person to handle one building is less than two minutes, and so, even we consider some additional human operation such as photo capturing, data format converting etc., it is possible for one person to deal with 100 buildings in one day. The semi-automatic approach proposed above is based on the correspondence between the space edge of building geometry model and its image line feature by the strict digital photogrammetric theory and the redundant image information.
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