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Abstract—In this article, we consider a resilient consensus problem for the multi-agent network where some of the agents are subject to Byzantine attacks and may transmit erroneous state values to their neighbors. In particular, we develop two event-triggered update schemes to tackle this problem as well as reduce the communication for each agent. Our approach is based on the mean subsequence reduced (MSR) algorithm with agents being capable to communicate with multi-hop neighbors through relaying process. Since communication delays are critical in such an environment, we provide necessary graph conditions for the proposed algorithms to perform well with delays in the communication. Moreover, a novel multi-hop relay scheme with event-triggered feature is proposed. It can reduce more transmissions than the conventional one-hop event-triggered algorithm. We also highlight that through multi-hop communication, the network connectivity can be reduced especially in comparison with the common one-hop communication case. Lastly, we show the effectiveness of the proposed algorithms by numerical examples.
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I. INTRODUCTION

Consensus is one of the most fundamental problems in distributed algorithms [1]. Such a problem requires the agents in a network to reach a common value while agents can only interact with their neighbors. As concerns for cyber security have risen in general, multi-agent consensus problems in the presence of adversary agents creating failures and attacks have attracted much attention; see, e.g., [2], [3], [4], [5], [6], [7], [8], [9], [10]. One class of interdisciplinary problems that have been studied in different areas such as computer science, systems control, and signal processing is that of resilient consensus [3], [8], [11], [12], [13]. In these works, the adversary agents are categorized into basically two types: Malicious agents and Byzantine agents. These agents are capable to manipulate their data arbitrarily. Malicious agents are limited as they must broadcast the same messages to their neighbors, while Byzantine agents represent the worst-case and are more capable as they can send individual messages to different neighbors (e.g., [1], [3]). Among the security related works, Byzantine attacks are the most studied type of attacks due to their full capability on manipulating the compromised agents’ behaviors [14], [15], [16], [17]. Various distributed algorithms under Byzantine attacks have been studied for different problems, e.g., binary hypothesis testing [18], [19], resilient synchronization of pulse-coupled oscillators [13], collaborative spectrum sensing in cognitive radio networks [20], and so on.

In this article, we study the approximate Byzantine consensus using a mean subsequence reduced (MSR) algorithm. Such algorithms have been well studied in the fields of fault-tolerant techniques for multi-agent systems (e.g., [3], [11], [21]). A basic assumption in MSR algorithms is the knowledge regarding an upper bound on the maximum number of malicious agents among the neighbors; this bound is denoted by $f$ throughout this article. Then, at each iteration, each node removes the $f$ largest values and $f$ smallest values from neighbors to avoid being influenced by such potentially faulty values. Moreover, the graph property called robustness is shown to be critical for the network structure, guaranteeing the success of resilient consensus algorithms under malicious attacks [3], [12]. In [11], the authors proposed a tight necessary and sufficient condition for Byzantine consensus, where such a condition can also be interpreted using the notion of robustness. However, such robustness requires the network to be relatively dense and complex. Therefore, how to enhance resilience of a sparse network without changing the original network topology has become an urgent problem.

There are several works that tackled this problem by introducing the techniques of multi-hop communication where the nodes relay the data received from their neighbors to others [4], [22], [23]. Such techniques are commonly used in the areas of wireless communication [24], [25], computer science [1], and systems control [26]. It is clear that with multi-hop communication, each node can have more information for updates compared to the one-hop case. Thus, the network may have more resilience against adversary nodes. For instance, the works [27], [28] pursued an approach based on detection of malicious agents in the network; compared to MSR algorithms, which do not have such detection capabilities, the algorithms there are applicable to more sparse networks with the same level of tolerance against malicious agents. Furthermore, in [4], by introducing multi-hop communication in MSR algorithms, the authors solved the Byzantine consensus problem with a weaker condition on network structures compared to that derived...
under the one-hop communication case \[11\]. In \[22\], the authors studied the asynchronous Byzantine consensus based on a flooded algorithm, where nodes relay their values over the entire network. Moreover, in our previous work \[29\], we studied the asynchronous Byzantine consensus using an algorithm which is of less complexity than that in \[22\]. To conclude, through multi-hop communication, the connectivity requirement becomes less stringent for guaranteeing the same level of resilience as for the one-hop case. This is enabled by increasing the amount of data exchanged among agents through message relaying.

In this article, we aim to reduce the transmissions for the agents using the multi-hop weighted MSR algorithm of \[23\] through the use of event-triggered protocols \[30\], \[31\]. The event-trigger technique is widely used in optimization problems and control systems. For instance, the work \[32\] proposed a dynamic gradient update approach for distributed machine learning, which can adaptively skip the gradient calculations and learn with reduced communication and computation. On the other hand, event-based protocols have been developed for conventional consensus without adversary agents in, e.g., \[33\], \[34\], \[35\]. For the case when some agents are under malicious attacks, the work \[36\] proposed two event-based MSR algorithms under one-hop communication to reduce the transmissions. Among these works, event-triggered schemes have shown their effectiveness in reducing the transmissions for the agents even under adversarial environments. Generally, time delay can be a critical factor affecting the performance of agents in the multi-hop communication. It is vital to analyze the performance of the proposed method under the communication delays.

The main contributions of this article can be summarized as follows: First, we introduce two event-triggered protocols to the multi-hop weighted MSR algorithm, which can solve the Byzantine consensus problem with delays in the communication between agents. We show that both event-triggered schemes have different advantages on the consensus error bound over the other scheme. We demonstrate that this depends on the situations of the agent-systems in terms of transmission delay bound and local update frequency.

Second, to the best of our knowledge, our work is the first to consider event-trigger schemes for the multi-hop message relaying for multi-agent consensus. In this context, we find it worthwhile to propose two different models for the relaying of the event-triggered values. The first model is that we separate the event-trigger scheme and the relaying process, i.e., an agent relays the neighbors’ values as soon as it receives them. The second model is more practical and energy-efficient. Here, agents send their own state values along with relayed values only when the difference between the current value and the past communicated value exceeds a given threshold.

Third, through simulations, we show that the agents’ transmissions can be significantly reduced compared to the multi-hop algorithm with the regular communication \[29\] and the one-hop event-triggered algorithm \[36\]. Furthermore, compared to the one-hop MSR algorithm with or without event-triggered protocols \[36\], \[3\], the connectivity requirement for our algorithm is less stringent. Besides, we analyze the performance of our algorithm with delays in communication, which is a case not studied in \[36\]. In addition, we consider the Byzantine attacks, and it is more adversarial than the malicious model studied in \[36\].

The rest of this article is organized as follows. Section II outlines preliminaries on graphs and the system model. Section III presents the event-triggered multi-hop MSR algorithm and the definition of strictly robust graphs with multi-hop communication. In Sections IV and V, we derive a condition under which the two proposed algorithms reach resilient consensus under asynchronous updates with delays. The two algorithms have certain advantages over the other one depending on the situation. Section VI provides numerical examples to show the effectiveness of the proposed algorithms as well as the comparison between the two schemes. Lastly, Section VII concludes the article. A preliminary version of this article appeared as \[37\].

The current article contains all the proofs of the theoretical results and further discussions.

II. PRELIMINARIES

In this section, we introduce the graph notions, the system model, as well as the definition of resilient consensus studied in this article.

A. Network Model

Consider the directed graph \(G = (\mathcal{V}, \mathcal{E})\) consisting of the node set \(\mathcal{V} = \{1, \ldots, n\}\) and the edge set \(\mathcal{E} \subset \mathcal{V} \times \mathcal{V}\). The edge \((j, i) \in \mathcal{E}\) indicates that node \(i\) can get information from node \(j\).

A path from node \(i_1\) to \(i_m\) is a sequence of distinct nodes \((i_1, i_2, \ldots, i_m)\), where \((i_j, i_{j+1}) \in \mathcal{E}\) for \(j = 1, \ldots, m - 1\). Such a path is referred to as an \((m - 1)\)-hop path (or a path of length \(m - 1\)) and also as \((i_1, i_m)\)-path when length is not relevant but the source node \(i_1\) and the destination node \(i_m\) are.

We also say that node \(i_m\) is reachable from node \(i_1\).

For node \(i\), let \(\mathcal{N}_{i\ell}^+\) be the set of nodes that can reach node \(i\) via at most \(\ell\)-hop paths, where \(\ell\) is a positive integer. Also, let \(\mathcal{N}_{i\ell}^-\) be the set of nodes that are reachable from node \(i\) via at most \(\ell\)-hop paths. The \(\ell\)-th power of the graph \(G\), denoted by \(G^\ell\), is a multigraph\(^1\) with the same vertices as \(G\) and a directed edge from node \(j\) to node \(i\) is defined by a path of length at most \(\ell\) from \(j\) to \(i\) in \(G\). The adjacency matrix \(A = [a_{ij}]\) of \(G^\ell\) is given by \(a_{ij} \leq 1\) if \(j \in \mathcal{N}_{i\ell}^+\) and otherwise \(a_{ij} = 0\), where \(a_{ij} > 0\) is a fixed lower bound. We assume that \(\sum_{j=1,j \neq i}^n a_{ij} \leq 1\).

Node \(i_1\) can send messages of its own to its \(\ell\)-hop neighbor \(i_{\ell+1}\) via different paths. We represent a message as a tuple \(m = (w, P)\), where \(w = value(m) \in \mathbb{R}\) is the message content, and \(P = path(m)\) indicates the path via which message \(m\) is transmitted. Moreover, nodes \(i_1\) and \(i_{\ell+1}\) are the message source and destination, respectively. When the source \(i_1\) sends the message, \(P\) is a path vector of length \(\ell + 1\) with the source being \(i_1\) and other entries being empty. Then the one-hop neighbor \(i_2\) receives this message from \(i_1\), and it stores the value of node \(i_1\) for consensus and relays the value of node \(i_1\) to all the one-hop neighbors of \(i_2\) with the second entry of \(P\) being \(i_2\) and other entries unchanged. This relay procedure will continue until every

\(^1\)In a multigraph, two nodes can have multiple edges between them.
entry of $P$ of this message is occupied, i.e., this message reaches node $i_{l+1}$. We denote by $\mathcal{V}(P)$ the set of nodes in $P$.

**B. Update Rule**

In graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, the node set $\mathcal{V}$ is partitioned into the set of normal nodes $\mathcal{N}$ and the set of adversary nodes $\mathcal{A}$, where $\left|\mathcal{N}\right| = N$. The partition is unknown to the normal nodes at all times.

In this article, we assume that every normal node $i$ updates its value at least once in every $\theta \geq 1$ steps. The updates can be synchronous ($\theta = 1$) or asynchronous. The update rule for normal agent $i$ is described by

$$x_i[k + 1] = x_i[k] + u_i[k],$$

where $x_i[k] \in \mathbb{R}$ is the state and $u_i[k]$ is the control input. If there is no update at time $k$, then $u_i[k] = 0$. If an update takes place, it is given by

$$u_i[k] = \sum_{j \in \mathcal{N}_i} a_{ij}[k](\hat{x}_j[k] - x_i[k]). \quad (1)$$

Here, $\hat{x}_j[k] \in \mathbb{R}$ is an auxiliary state, representing the last communicated state of node $j$ at time $k$. It is defined as

$$\hat{x}_j[k] = x_j[t_{jk}], \quad k \in \mathcal{K}_{kj},$$

where $t_{0j}, t_{1j}, \ldots$ denote the transmission times of node $j$ determined by the triggering function to be given below. The initial values $x_i[0]$, $x_j[0]$ are given, and $a_{ij}[k]$ is the weight for the edge $(i, j)$. Note that at initial time, $\hat{x}_j[0]$ need not be the same as $x_i[0]$.

Let $a_{ij}[k] = 1 - \sum_{j \in \mathcal{N}_i} a_{ij}[k]$. Assume that $\gamma \leq a_{ij}[k] < 1$ if $a_{ij}[k] \neq 0$ or $i = j$ for $i, j \in \mathcal{V}$, where $0 < \gamma < 1$. In the resilient consensus algorithm to be introduced, the neighbors whose values are used for updates change over time and, hence, the weights $a_{ij}[k]$ are time varying.

We now introduce the triggering function. Denote the error at time $k$ between the updated state $x_i[k + 1]$ and the auxiliary state $\hat{x}_i(k)$ by $e_i[k] = \hat{x}_i[k] - x_i[k + 1]$ for $k \geq 0$. Then, let

$$f_i[k] = |e_i[k]| = (c_0 + c_1[k]), \quad (2)$$

where $c_0 \geq 0$ is a constant and $c_1[k]$ takes nonnegative and decreasing values with $c_1[k] \rightarrow 0$ in finite time. The roles of $c_0$ and $c_1[k]$ are to reduce the triggering frequency, and especially $c_1[k]$ allows the threshold to be large in the initial phase. Each node $i$ will check this function and whenever it finds $f_i[k]$ to be positive, it will transmit its new state $x_i[k + 1]$ to its neighbors.

We employ the control input taking account of possible delays in the transmission. Thus, we extend (1) as

$$u_i[k] = \sum_{j \in \mathcal{N}_i} a_{ij}[k](\hat{x}_j[k] - \tau_{kj}(k) - x_i[k]), \quad (3)$$

where $\hat{x}_j[k]$ denotes the value of node $j$ at time $k$ sent along path $P$ and $\tau_{kj}(k) \in \mathbb{Z}_+$. denotes the delay in this $(j, i)$-path $P$ at time $k$. The delays are time varying and may be different in each path. We assume the common upper bound $\tau$ on any normal path $P$, over which all internal nodes are normal, as

$$0 \leq \tau_{kj}(k) \leq \tau, \quad j \in \mathcal{N}_i^{-}, \quad k \in \mathbb{Z}_+. \quad (4)$$

Although we impose this bound on the delays for message transmissions, the normal nodes need neither the value of this bound nor the information whether a path $P$ is a normal one or not. Also, there is no constraint on the size of $\tau$.

For multi-hop communication under event-trigger schemes, there are different options for the timing of relaying neighbors’ data. Here we propose the following two relay models that can be employed in the proposed multi-hop algorithm:

(i) **Immediate relay model**: Each node immediately relays all the messages received at that time step to its one-hop neighbors.

(ii) **Package relay model**: Each node relays all the recently received messages along with its own values (e.g., in a message package) to its one-hop neighbors when its own event is triggered.

Among the two models, clearly, the package relay model requires less frequent message transmissions and may be a more natural model in the event-based algorithm studied here.

We note however that with this model, it must be guaranteed that transmitted data reach their multi-hop neighbors within $\tau$ time steps as imposed by (4). Hence, for technical reasons, we assume that each agent makes at least one transmission within $\lambda$ time steps after receiving a message to be relayed from a neighbor, where $\lambda$ can be a large number.

This is to cope with the situation where no event is triggered by any of the agents. This can occur since the event triggering function only takes account of the local states. We will illustrate the difference of the effects of the two relay models through simulations later.

**C. Threat Model**

Next, we introduce the threat model studied here.

**Definition 1** (f-total/f-local set): The set of adversary nodes $\mathcal{A}$ is said to be $f$-total if it contains at most $f$ nodes, i.e., $|\mathcal{A}| \leq f$.

Similarly, it is said to be $f$-local (in $l$-hop neighbors) if any normal node $i \in \mathcal{N}$ has at most $f$ adversary nodes as its $l$-hop neighbors, i.e., $|\mathcal{N}_i^{-} \cap \mathcal{A}| \leq f$, $\forall i \in \mathcal{N}$.

**Definition 2** (Byzantine nodes): An adversary node $i \in \mathcal{A}$ is said to be a Byzantine node if it can arbitrarily modify its own value and relayed values, and moreover, it can send different values to its neighbors at each iteration.\(^2\)

As commonly done in the literature, we assume that each normal node knows the value of $f$ and the topology information of the graph up to $l$ hops. In the multi-hop setting, it is important to impose the following assumption.

**Assumption 1**: Each Byzantine node $i$ cannot manipulate the path values in the messages containing its own state $x_i[k]$ and those that it relays.

This is introduced for ease of analysis, but is not a strong constraint. In fact, manipulating message paths can be easily detected and hence does not create problems. For more details, see the discussions in [23].

\(^2\)Here a Byzantine node can also decide not to send any value. This behavior corresponds to the omission/crash model.
D. Resilient Asymptotic Consensus

We now introduce the type of consensus among the normal agents to be sought in this article.

**Definition 3**: Given \( c \geq 0 \), if for any possible sets and behaviors of the adversary agents and any state values of the normal nodes, the following two conditions are satisfied, then we say that the normal agents reach resilient consensus at the error level \( c \):

1) Safety: There exists a bounded safety interval \( S \) determined by the initial values of the normal agents such that \( x_i[k] \in S, \forall i \in N, k \in \mathbb{Z}_+. \)

2) Agreement: For all \( i, j \in N \), it holds that

\[
\limsup_{k \to \infty} |x_i[k] - x_j[k]| \leq c.
\]

The problem of this article is to design distributed algorithms for the normal agents in the network to achieve resilient consensus at a prespecified error level \( c \) when adversarial agents follow the \( f \)-local Byzantine model. Note that because of the event-trigger scheme based on the triggering function in (2), we allow a certain level of error in consensus among the agents. It is clear that with \( c_0 > 0 \) in (2), even if the error between states of neighboring agents are nonzero, the most up-to-date states may not be transmitted over \( l \)-hop communication.

III. EVENT-TRIGGERED ALGORITHM DESIGN

In this section, we outline the structure of the event-triggered multi-hop weighted MSR (MW-MSR) algorithm. Then we define the strictly robust graphs with \( l \) hops, which is crucial for guaranteeing Byzantine consensus [29].

A. Asynchronous Event-Triggered MW-MSR Algorithm

At each time \( k \), each normal node \( i \) follows the three steps for updates as outlined below:

1. **Receive step**: Node \( i \) receives neighbors’ values through different paths (described in (3)) and chooses to update its state or not with an independent probability \( 0 < p_i < 1 \). If it chooses to update, then it proceeds to step 2. Otherwise, it keeps its value as \( x_i[k+1] = x_i[k] \).

2. **Update step**: Node \( i \) updates its value \( x_i[k+1] \) according to Algorithm 1 using the values most recently received from neighbors and its own value \( x_i[k] \).

3. **Transmit step**: Node \( i \) checks the value of \( f_i[k] \) and sets the value of \( \hat{x}_i[k+1] \) as

\[
\hat{x}_i[k+1] = \begin{cases} 
  x_i[k+1], & \text{if } f_i[k] > 0, \\
  x_i[k], & \text{otherwise}.
\end{cases}
\]

Here, the auxiliary variable will be updated only when the current value has varied enough to exceed a threshold, and only at this time the node sends its value and the relayed values over each \( l \)-hop path to node \( j \in N_i^l \).

In the Transmit step and Receive step, the nodes exchange messages with others that are up to \( l \) hops away. Then in the Update step, node \( i \) updates its state using Algorithm 1. Note that the adversary nodes may deviate from this specification as we described earlier.

Algorithm 1: MW-MSR Algorithm

1) At time \( k \), normal node \( i \) obtains the most recently received messages of the nodes in \( N_i^l \) and itself, whose set is denoted by \( M_i[k] \), and sorts the values in \( M_i[k] \) in an increasing order.

2) (a) Define two subsets of \( M_i[k] \) based on the message values:

\[
\overline{M}_i[k] = \{ m \in M_i[k] : \text{value}(m) > x_i[k] \},
\]

\[
\underline{M}_i[k] = \{ m \in M_i[k] : \text{value}(m) < x_i[k] \}.
\]

(b) Then, let \( \overline{R}_i[k] = \overline{M}_i[k] \) if the cardinality of a minimum cover of \( \overline{M}_i[k] \) is less than \( f \), i.e., \( |T(\overline{M}_i[k])| < f \). Otherwise, let \( \overline{R}_i[k] \) be the largest sized subset of \( \overline{M}_i[k] \) such that (i) for all \( m \in \overline{M}_i[k] \setminus \overline{R}_i[k] \) and \( m' \in \overline{R}_i[k] \) we have value\((m) \leq \text{value}(m')\), and (ii) the cardinality of a minimum cover of \( \overline{R}_i[k] \) is exactly \( f \), i.e., \( |T(\overline{R}_i[k])| = f \).

(c) Similarly, we can get \( \underline{R}_i[k] \) from \( \underline{M}_i[k] \), which contains the smallest values.

(d) Finally, let \( R_i[k] = \overline{R}_i[k] \cup \underline{R}_i[k] \).

3) Node \( i \) updates its value as follows:

\[
x_i[k+1] = \sum_{m \in D_i[k]} a_i[k] \text{value}(m),
\]

where \( a_i[k] = 1/|D_i[k]| \) and \( D_i[k] = M_i[k] \setminus R_i[k] \).

One important feature here to further reduce the amount of data in each transmission when an event is triggered is to require that the nodes can send only the relayed values that have changed since last event.

B. The Notion of Strictly Robust Graphs

The notion of graph robustness was first introduced in [3], and it was proved that graph robustness gives a tight condition guaranteeing resilient consensus using MSR-based algorithms. In [23], we generalized this notion to the multi-hop case, where nodes can exchange values with their \( l \)-hop neighbors through different paths. Its definition is as follows.

**Definition 4**: A directed graph \( G = (V, E) \) is said to be \((r, s)\)-robust with \( l \) hops with respect to a given set \( F \subset V \), if for every pair of nonempty disjoint subsets \( V_1, V_2 \subset V \), at least one of the following conditions holds:

1) \( |Z_{V_1}^r| = 0 \); \hspace{2cm} 2) \( |Z_{V_1}^s| = 0 \); \hspace{2cm} 3) \( |Z_{V_1}^r| + |Z_{V_2}^r| \geq s \),

where \( Z_{V_a}^r \) is the set of nodes in \( V_a \) \((a = 1, 2)\) that have at least \( r \) vertex-independent paths of at most \( l \) hops originating from nodes outside \( V_a \) and all these paths do not have any nodes in set \( F \) as intermediate nodes (i.e., the nodes in \( F \) can be source or destination nodes in these paths). Moreover, if the graph \( G \) satisfies this property with respect to any set \( F \) following the \( f \)-total model, then we say that \( G \) is \((r, s)\)-robust with \( l \) hops (under the \( f \)-total model). When \( G \) is \((r, 1)\)-robust with \( l \) hops, we will just say \( G \) is \( r \)-robust with \( l \) hops.
Intuitively speaking, for any set \( F \subset V \) and for node \( i \in V_i \) to have the above-mentioned property, they should satisfy two conditions: (i) At least \( r \) source nodes outside \( V_i \); (ii) at least one independent path of length at most \( l \) hops from each of the \( r \) source nodes to node \( i \), where such a path does not contain any internal nodes from the set \( F \).

To deal with the Byzantine model, we need to focus on the subgraph consisting of only the normal nodes. For the one-hop algorithms in [3] and [11], the graph condition that the normal network is \((f+1)\)-robust is proved to be necessary and sufficient for achieving resilient consensus under \( f \)-total Byzantine model. In [29], we extended this notion to the multi-hop setting and defined it as \( r \)-strictly robust graph with \( l \) hops. Its definition is given as follows.

**Definition 5:** Let \( F \) be a subset of vertices in \( G \) and denote the subgraph of \( G \) induced by vertex set \( V \setminus F \) as \( G_{V \setminus F} \). Then graph \( G \) is said to be \( r \)-strictly robust with \( l \) hops with respect to \( F \) if the induced subgraph \( G_{V \setminus F} \) is \( r \)-robust with \( l \) hops. If graph \( G \) satisfies this property with respect to any set \( F \) following the \( f \)-total/local model, then we say that \( G \) is \( r \)-strictly robust with \( l \) hops under the \( f \)-total/local model. When it is clear from the context, we just say \( G \) is \( r \)-strictly robust with \( l \) hops.

Generally, robustness of a graph increases as the relay range \( l \) increases. See the examples in Fig. 1. Note that graph robustness with multi-hop communication needs to be checked for every possible set \( F \) satisfying the \( f \)-total/local model. For example, the network in Fig. 1(a) is not 2-strictly robust with one hop but is 2-strictly robust with 2 hops. If we remove node 5, for the node sets \( \{1, 2\} \) and \( \{3, 4\} \), neither node 1 nor node 2 has 2 neighbors outside the set \( \{1, 2\} \). The situation is the same for the set \( \{3, 4\} \), and hence, the remaining network is not 2-robust with one hop. Therefore, the 5-node network is not 2-strictly robust with one hop according to Definition 5. However, the situation changes for the two-hop case. If we remove node 5, for the node sets \( \{1, 2\} \) and \( \{3, 4\} \), node 1 has 2 independent two-hop paths originating from the nodes outside of the set \( \{1, 2\} \) (i.e., the paths ‘3 \( \rightarrow \) 2 \( \rightarrow \) 1’ and ‘4 \( \rightarrow \) 1’). After checking all the set partitions, the remaining network satisfies the condition for being 2-robust with 2 hops. We can also check that by removing any node in the 5-node network, the remaining network is 2-robust with 2 hops. Therefore, the 5-node network is 2-strictly robust with 2 hops.

We note that to check whether a given graph satisfies the strict robustness is not difficult for the unbounded path length case, as we discuss in the following: First, the level of robustness is constrained by the in-degrees of the nodes. For instance, to achieve resilient consensus under the \( f \)-total malicious model, the minimum in-degree of the nodes needs to be at least \( 2f \). On the other hand, under the \( f \)-local Byzantine model, the minimum in-degree of the nodes is at least \( 2f+1 \). Second, in our previous work [29], we proved that when the \( l \)-hop communication is unbounded (\( l \geq \ell \)), our graph condition \([(f+1)\)-strictly robust with \( l \) hops] is equivalent to the two conditions in [14] for undirected graphs, which are (i) \( n \geq 3f+1 \) and (ii) the node-connectivity of the graph is \( 2f+1 \). These two conditions are fairly easy to check for undirected graphs. Note that [14] only considered the synchronous Byzantine consensus, but our work can solve the asynchronous Byzantine consensus problem.

### IV. Consensus Analysis

In this section, we first prove the convergence of the asynchronous event-triggered MW-MSR algorithm under Byzantine attacks. Then we discuss the effects of different relay models on the performance of the proposed algorithm.

To prove the convergence, we introduce two kinds of minimum and maximum of the states of the normal agents. Denote the state vector and the transmitted state vector of normal agents at time \( k \) by \( x^N[k] \) and \( \hat{x}^N[k] \), respectively.

First, we denote the minimum and maximum of the states of the normal agents from time \( k - \tau \) to time \( k \) as

\[
\overline{x}_r[k] = \max \{x^N[k], x^N[k-1], \ldots, x^N[k-\tau]\},
\]

\[
\underline{x}_r[k] = \min \{x^N[k], x^N[k-1], \ldots, x^N[k-\tau]\},
\]

respectively. Next, we denote the joint minimum and maximum of the states and the transmitted states of the normal agents from time \( k - \tau \) to time \( k \) respectively, as

\[
\overline{x}_r[k] = \max \{\overline{x}_r[k], \hat{x}^N[k], \ldots, \hat{x}^N[k-\tau]\},
\]

\[
\underline{x}_r[k] = \min \{\underline{x}_r[k], \hat{x}^N[k], \ldots, \hat{x}^N[k-\tau]\}.
\]

We are ready to state the first main result of the article.

**Theorem 1:** Consider a directed graph \( G = (V, E) \) with \( l \)-hop communication, where each normal node updates its value according to the asynchronous event-triggered MW-MSR algorithm. Under the \( f \)-local Byzantine model, the normal nodes reach resilient consensus at an error level \( c \) if and only if the underlying graph is \((f+1)\)-strictly robust with \( l \) hops. Moreover, the safety interval is given by \( S = \overline{x}_r[0], \overline{x}_r[0] \), and the consensus error level \( c \) is achieved if the parameter \( c_0 \) in the triggering function (2) satisfies

\[
c_0 \leq \frac{\lambda N^\theta}{4N^\theta}.\]

**Proof:** (Necessity) This part follows from our previous work [29], which considers the special case without the triggering function, that is, \( c_0 = c_1[k] = 0 \).

(Sufficiency) First, we show by induction that the safety condition is satisfied. Note that the update rule (6) in Algorithm 1 can be rewritten as

\[
x_i[k + 1] = a_i[k]x_i[k] + \sum_{j \in D_i[k]} a_{ij}[k]\hat{x}_j[k - \tau_{ij}[k]],
\]

where \( a_i[k] = 1/|D_i[k]| \). At time \( k = 0 \), it is clear by definition that \( x_i[0], \hat{x}_i[0] \in S \). We first show that \( \overline{x}_r[k] \) is nonincreasing.
in time. From (9), we have $x_i[k+1] \leq \bar{\tau}_r[k]$ for all $i \in \mathcal{N}$ since the values larger than $\bar{\tau}_r[k]$ are ignored in step 2 of Algorithm 1. Moreover, by (5), it follows that $\bar{\tau}_r[k+1] \leq \bar{\tau}_r[k]$ for all $i \in \mathcal{N}$. Together, we have $\bar{\tau}_r[k+1] \leq \bar{\tau}_r[k]$. We can similarly prove that $\bar{\tau}_r[k]$ is nondecreasing in time.

We next show the consensus part. Note that for time $k \in (t^{\ell}_k, t^{\ell+1}_k)$ between two triggering instants, we have $f_i[k] \leq 0$. Moreover, for the neighbor node $j \in \mathcal{N}^z_i$, if $f_j[k] > 0$, then we have $\bar{\tau}_j[k+1] = x_j[k + 1]$. If $f_j[k] \leq 0$, then $\bar{\tau}_j[k+1] = \bar{\tau}_j[k] = x_j[k+1] + e_j[k]$. As a result, it holds $\bar{\tau}_j[k] = x_j[k] + \bar{\tau}_j[k-1]$ for $k \geq 1$, where

$$\bar{\tau}_j[k] = \begin{cases} e_j[k], & \text{if } f_i[k] \leq 0, \\ 0, & \text{otherwise}. \end{cases}$$

Note that

$$|e_j[k]| \leq c_0 + c_1[k], \quad \forall k \geq 0. \quad (10)$$

Then, we can write (9) as

$$x_i[k+1] = a_i[k]x_i[k] + \sum_{j \in M_i[k], R_i[k]} a_i[k](x^P_j[k] - \tau_{ij}^P[k] - \bar{\tau}_j[k] - 1).$$

This can be bounded as

$$x_i[k+1] \leq a_i[k]x_i[k] + \sum_{j \in M_i[k], R_i[k]} a_i[k](x^P_j[k] - \tau_{ij}^P[k] - \bar{\tau}_j[k] - 1)) \leq \bar{\tau}_r[k] + \max_{j \in M_i[k], R_i[k]} \bar{\tau}_j[k] - \tau_{ij}^P[k] - 1).$$

Thus, by (10), letting $c_1[k] = c_0[0]$ for $k < 0$, we have

$$x_i[k+1] \leq \bar{\tau}_r[k] + c_0 + c_1[k - \tau - 1]. \quad (12)$$

Similarly, we have

$$x_i[k+1] \geq \bar{\tau}_r[k] - c_0 - c_1[k - \tau - 1].$$

Let $V[k] = \bar{x}_r[k] - \bar{\tau}_r[k]$. Then, define two sequences by

$$\bar{\tau}_0[k+1] = \bar{\tau}_0[k] + c_0 + c_1[k - \tau - 1],$$

$$x_0[k+1] = x_0[k] - c_0 - c_1[k - \tau - 1], \quad (13)$$

where $\bar{\tau}_0[0] = \bar{\tau}_r[0] - \sigma_0$, and $x_0[0] = x_r[0] + \sigma_0$ with $\sigma_0 = \sigma V[0]$. Then the following inequalities hold:

$$\bar{\tau}_r[k] \leq \bar{\tau}_0[k] + \sigma_0,$$

$$\bar{\tau}_r[k] \geq x_0[k] - \sigma_0. \quad (14)$$

We show $\bar{\tau}_r[k] \leq \bar{\tau}_0[k] + \sigma_0$ by induction, and $\bar{\tau}_r[k] \geq x_0[k] - \sigma_0$ can be proved in a similar way. When $k = 0$, we clearly have $\bar{\tau}_r[0] = \bar{\tau}_0[0] + \sigma_0$. Suppose that (14) holds. Then, we have at time $k + 1$

$$\bar{\tau}_r[k+1] = \max(x^N[k+1], x^N[k], \ldots, x^N[k+1 - \tau]) \leq \bar{\tau}_r[k] + c_0 + c_1[k - \tau - 1] \leq (\bar{\tau}_0[k] + \sigma_0) + c_0 + c_1[k - \tau - 1] = \bar{\tau}_0[k+1] + \sigma_0.$$
The last inequality holds since $\varepsilon + \sigma = 1/2$ and $\varepsilon_0[k] < \varepsilon_0[0] = \varepsilon V[0]$. Thus, we have proved (17).

So far, we have shown that the two sets $Z_1(k, \varepsilon_0[k])$ and $Z_2(k, \varepsilon_0[k])$ are disjoint. Notice that the network is $(f + 1)$-strictly robust with $l$ hops w.r.t. any set $F$ following the $f$-local model and the set of Byzantine nodes $A$ also satisfies the $f$-local model. Hence, the network is $(f + 1)$-strictly robust with $l$ hops w.r.t. the set $A$ and at least one of the conditions in Definition 4 for robustness holds. Therefore, if the two sets are both nonempty, then for these two nonempty disjoint sets $Z_1(k, \varepsilon_0[k])$ and $Z_2(k, \varepsilon_0[k])$, one of them has a normal agent with at least $f + 1$ independent normal paths originating from some normal nodes outside.

Suppose that normal node $i \in Z_1(k, \varepsilon_0[k])$ has the above-mentioned property. A similar argument holds when $i \in Z_2(k, \varepsilon_0[k])$. Now, we go back to the update rule (11) for node $i$ and rewrite it by partitioning the neighbor set into two parts: those that belong to $Z_1(k, \varepsilon_0[k])$ and those that do not. Node $i$ has at least $f + 1$ independent normal paths originating from the normal nodes outside. According to Algorithm 1, it will use at least one value originating from the normal nodes outside $Z_1(k, \varepsilon_0[k])$; thus, we obtain

$$x_i[k + 1] = a_i[k]x_i[k] + \sum_{j \in \mathcal{D}_i[k] \cap Z_1} a_i[k]x_{ij}^P[k] - \tau_{ij}^P[k]$$

$$+ \sum_{j \in \mathcal{D}_i[k] \setminus Z_1} a_i[k]x_{ij}^P[k] - \tau_{ij}^P[k]$$

$$+ \sum_{j \in \mathcal{D}_i[k]} a_i[k]\hat{e}_{ij}[k] - \tau_{ij}^P[k] - 1$$

$$\leq a_i[k]\bar{\pi}_r[k] + \sum_{j \in \mathcal{D}_i[k] \cap Z_1} a_i[k]\bar{\pi}_r[k]$$

$$+ \sum_{j \in \mathcal{D}_i[k] \setminus Z_1} a_i[k](\bar{\pi}_0[k] - \varepsilon_0[k])$$

$$+ \sum_{j \in \mathcal{D}_i[k]} a_i[k]\hat{e}_{ij}[k] - \tau_{ij}^P[k] - 1.$$  

Combining (14) and the fact that $a_i[k]$ is lower bounded by $\gamma$, we have

$$x_i[k + 1] \leq (1 - \gamma)\bar{\pi}_r[k] + \gamma(\bar{\pi}_0[k] - \varepsilon_0[k])$$

$$+ c_0 + c_1[k - \tau - 1]$$

$$\leq (1 - \gamma)(\bar{\pi}_0[k] + \sigma_0) + \gamma(\bar{\pi}_0[k] - \varepsilon_0[k])$$

$$+ c_0 + c_1[k - \tau - 1]$$

$$\leq \bar{\pi}_0[k] + c_0 + c_1[k - \tau - 1] + (1 - \gamma)\sigma_0 - \gamma \varepsilon_0[k]$$

$$= \bar{\pi}_0[k - 1] + \varepsilon_0[k + 1]$$  

(18)

for $k = 0, 1, \ldots, N\theta - 1$, where the first inequality follows from the assumption that $Z_1(k, \varepsilon_0[k])$ is nonempty, and the equality follows from (13) and (15). The relation in (18) shows that once an update happens at node $i$, then this node will move out of $Z_1(k + 1, \varepsilon_0[k + 1])$. It is further noted that inequality (18) also holds for the normal nodes that are not in $Z_1(k, \varepsilon_0[k])$ at time $k$. This indicates that the nodes outside $Z_1(k, \varepsilon_0[k])$ will not move in $Z_1(k + 1, \varepsilon_0[k + 1])$. Similar results hold for the set $Z_2(k + 1, \varepsilon_0[k + 1])$.

Recall that the normal nodes update at least once for every $\theta$ steps. As a result, if the two sets $Z_1(k, \varepsilon_0[k])$ and $Z_2(k, \varepsilon_0[k])$ are both nonempty at time $k$, then after $N\theta$ time steps, all the normal nodes will be out of at least one of them. Suppose that $Z_1(k, \varepsilon_0[k])$ is empty. When such an event occurs at $k = 0$, clearly that $\pi_r[N\theta] \leq \bar{\pi}_0[N\theta] - \varepsilon_0[N\theta]$. From the definition of $V[k]$, we have

$$V[N\theta] = (\bar{\pi}_0[N\theta] - \varepsilon_0[N\theta]) - (\bar{\pi}_0[N\theta] - \sigma_0)$$

$$= \bar{\pi}_0[0] - \varepsilon_0[0] + 2c_0N\theta + 2\sum_{j = 0}^{N\theta - 1} c_1[j] - \varepsilon_0[N\theta] + \sigma_0$$

$$= (\bar{\pi}_0[0] - \sigma_0) - (\bar{\pi}_0[0] + \sigma_0) + 2c_0N\theta + 2\sum_{j = 0}^{N\theta - 1} c_1[j] - \varepsilon_0[N\theta] + \sigma_0$$

$$= V[0] - \sigma V[0] + 2c_0N\theta + 2\sum_{j = 0}^{N\theta - 1} c_1[j]$$

$$= (1 - \gamma N\theta \varepsilon - (1 - \gamma N\theta)\sigma)V[0]$$

$$= (1 - \gamma N\theta (\varepsilon + \sigma))V[0] + 2c_0N\theta + 2\sum_{j = 0}^{N\theta - 1} c_1[j].$$  

(19)

By (16), we have

$$V[hN\theta] \leq \left(1 - \frac{\gamma N\theta}{2}\right) V[0] + 2c_0N\theta + 2\sum_{j = hN\theta - 1}^{N\theta - 1} c_1[j].$$

If there are more updates by node $i$ after time $k = N\theta$, this argument can be extended further as

$$V[hN\theta] \leq \left(1 - \frac{\gamma N\theta}{2}\right) V[(h - 1)N\theta]$$

$$+ 2c_0N\theta + 2\sum_{j = (h - 1)N\theta - 1}^{hN\theta - 1} c_1[j].$$

Hence, we have

$$V[hN\theta] \leq \left(1 - \frac{\gamma N\theta}{2}\right)^h V[0] + \sum_{t = 0}^{h-1} \left(1 - \frac{\gamma N\theta}{2}\right)^{h-1-t}$$

$$\times \left(2c_0N\theta + 2\sum_{j = tN\theta - 1}^{(t+1)N\theta - 1} c_1[j]\right)$$

$$\leq \left(1 - \frac{\gamma N\theta}{2}\right)^h V[0] + 2c_0N\theta \left(1 - \frac{1 - (1 - \gamma N\theta/2)^h}{1 - (1 - \gamma N\theta/2)^h}\right)$$

$$+ 2\sum_{i = 0}^{h-1} \left(1 - \frac{\gamma N\theta}{2}\right)^{h-1-t} \sum_{j = tN\theta - 1}^{(t+1)N\theta - 1} c_1[j].$$  

(20)
Since $c_1[k] \to 0$ in finite time, there exists a finite time $h_0$ such that $c_1[k] = 0, k \geq h_0 N \theta$. Then, for $h \geq h_0$, we can obtain from (20)

$$\limsup_{h \to \infty} V[h N \theta] \leq \frac{2c_0 N \theta}{1 - \frac{\gamma N \theta}{2}} = \frac{4c_0 N \theta}{\gamma N \theta} \leq c.$$ 

The analysis is similar for the dynamics of $V[h N \theta + t], t = 0, 1, \ldots, N \theta - 1$, and we obtain as in (20):

$$\limsup_{h \to \infty} V[h N \theta + t] \leq \frac{4c_0 N \theta}{\gamma N \theta} \leq c. \quad (21)$$

This completes the proof.

This theorem extends our previous result in [29], where the agents do not employ event-triggered scheme and make transmissions and relaying after each update. The topological condition in terms of strict robustness remains the same as expected. However, the proof requires further analysis to take account of the errors arising from infrequent transmission due to the event-based communication.

An interesting feature for agents using the event-triggered scheme 1 is that performance in terms of consensus error is determined by the update frequency represented by the parameter $\theta$. That is, with smaller $\theta$, the updates become more frequent and thus the error in consensus decreases. This can be observed in the very last (21) in the proof and also, equivalently, in (8) in the theorem. On the other hand, we also notice that although delays can slow down the consensus process, they do not affect the consensus error bound. Again, in (8) and (21), neither $l$ nor $\tau$ appears. Similar observations have been made in [12], [23].

More in detail, as we can see from (19), the delays make the consensus error bigger than the one under no delays for every $N \theta$ steps, i.e., the term containing $c_1[k]$ is bigger that the one under no delays. However, when the iteration number is large enough as in (20), the term containing $c_1[k]$ converges to 0 (note that $\tau$ is a finite number), which results in the same error bound $c$ as the one under no delays in the one-hop case [36]. We must highlight that these properties do not hold in general and in fact depend on the structure of the update rules as we will see in the next section.

V. AN ALTERNATIVE EVENT-TRIGGERED SCHEME

In this section, we provide an alternative event-triggered scheme 2, which uses only the event-triggered values in the update laws of the normal nodes.

The new update rule is modified from (9) of scheme 1. In (9), node $i$ uses its current state $x_i[k]$ to obtain the new state $x_i[k+1]$. Therefore, node $i$ needs to store its state $x_i[k]$ at every time step even if the current state does not vary enough to trigger the event. However, in scheme 2, agents use only the triggered values for updates and the current states need not be stored. Hence, scheme 2 uses less storage than scheme 1. Here, scheme 2 is a generalization of the one in [36] which considered the synchronous algorithm with one-hop communication. This type of event-triggered scheme is also motivated by those in [34], [38], [39].

As we discussed in the previous section, it is notable that scheme 2 clearly differs from scheme 1 in the consensus error bound for a given $c_0$ and the parameters that determine it. For scheme 1, the consensus error bound is mainly determined by the update frequency $\theta$, and the upper bound of the transmission delays $\tau$ do not affect the error bound. For scheme 2, the situation becomes the opposite as the consensus error bound is mainly determined by the delay bound $\tau$. As a consequence, depending on the size of these parameters, one scheme may have an advantage over the other. For example, when $\theta$ is small for the agent system (i.e., agents update frequently), scheme 1 may perform better with a smaller error bound. In contrast, when the delay $\tau$ is small in the communication, scheme 2 has a smaller error bound. In fact, we can show by simple calculation that when $\tau + 1 \leq \theta$, the error bound of scheme 2 is strictly smaller than that of scheme 1. More detailed discussions will be given later.

In scheme 2, at each time step $k \in \mathbb{Z}_+$, each normal node $i \in N$ updates its current state by

$$x_i[k+1] = \hat{x}_i[k] + \sum_{j \in D_i[k]} a_i[k](\hat{x}_j^T[k - \tau_{ij}^T[k]] - \hat{x}_i[k]), \quad (22)$$

where $a_i[k] = 1/|D_i[k]|$.

Note that the new state $x_i[k+1]$ is merely used for checking the condition of the triggering function $f_i[k]$ in (2), and it need not be stored for the update in the next time step. Accordingly, in Algorithm 1, the input should be adjusted such that node $i$ uses $\hat{x}_i[k]$ instead of $x_i[k]$ in determining the set $D_i[k]$.

Next, we denote the state vector containing the event-triggered values of normal nodes from time $k - \tau$ to time $k$ as

$$z[k] = [\hat{x}^N[k]^T \hat{x}^N[k-1]^T \cdots \hat{x}^N[k-\tau]^T]^T,$$

which is a $N(\tau + 1)$-dimensional vector for $k \geq 0$. We also define its maximum value and minimum value as $\bar{z}[k] = \max z[k]$ and $\underline{z}[k] = \min z[k]$, respectively.

Then, we are ready to present the main result regarding scheme 2.

Theorem 2: Consider a directed graph $G = (V, E)$ with $l$-hop communication, where each normal node updates its value according to the asynchronous event-triggered scheme 2. Under the $f$-local Byzantine model, the normal nodes reach resilient consensus at an error level $c$ if and only if the underlying graph is $(f + 1)$-strictly robust with $l$ hops. Moreover, the safety interval is given by $S = [\bar{z}[0], \underline{z}[0]]$, and the consensus error level $c$ is achieved if the parameter $c_0$ in the triggering function (2) satisfies

$$c_0 \leq \frac{\gamma N(\tau + 1) - 1}{1 - \frac{\gamma N(\tau + 1)}{1 - \gamma}} c. \quad (23)$$

Proof: (Necessity) This part follows from the proof of Theorem 1.

(Sufficiency) First, we show by induction that the safety condition is satisfied. We can rewrite the update rule (22) as

$$x_i[k+1] = a_i[k] \hat{x}_i[k] + \sum_{j \in D_i[k]} a_i[k] \hat{x}_j^T[k - \tau_{ij}^T[k]], \quad (24)$$
where \( a_i[k] = 1/|D_i[k]| \). At time \( k = 0 \), it is clear by definition that \( x_i[0], \dot{x}_i[0] \in S \). To start with, we must show that \( \overline{x}_r[k] \) is a nonincreasing function of time. By (24), it follows that \( x_i[k+1] \leq \overline{x}_r[k] \) for \( i \in \mathcal{N} \). This is because step 2 of Algorithm 1 will remove values larger than \( \overline{x}_r[k] \). Furthermore, from (5), we have that \( x_i[k+1] \leq \overline{x}_r[k] \) for all \( i \in \mathcal{N} \). By combining these facts, it holds \( \overline{x}_r[k+1] \leq \overline{x}_r[k] \). Similarly, it can be established that \( \overline{x}_r[k] \) is a nonincreasing function of time. Moreover, we can follow a similar argument to show that \( \overline{x}_r[k] \) and \( z[k] \) are, respectively, nonincreasing and nondecreasing in time. Therefore, the safety condition is proven.

Next, we show the consensus condition. We first sort the normal nodes’ values in the vector \( z[k] \) at time \( k \) in increasing order. That is, the values are sorted as \( z_{s_1}[k] \leq z_{s_2}[k] \leq \cdots \leq z_{s_{N+1}}[k] \), where \( s_i[k] \) is the index of the agent taking the \( i \)th smallest value.

We introduce two sequences of conditions for the bound of gaps between two values in the sorted vector. The first condition sequence \( \{A_m\} \) is defined as

\[ A_1 : z_{s_2}[k] - z_{s_1}[k] \leq \left( c_0 + c_1[k] \right)/\gamma. \]

\[ A_2 : z_{s_3}[k] - z_{s_2}[k] \leq \left( c_0 + c_1[k] \right)/\gamma^2. \]

\[ \cdots \]

\[ A_{N(\tau+1)-1} : z_{s_{N(\tau+1)}[k]} - z_{s_{N(\tau+1)-1}}[k] \leq \left( c_0 + c_1[k] \right)/\gamma^{N(\tau+1)-1}. \]

The second condition sequence \( \{B_m\} \) is defined as

\[ B_{N(\tau+1)} : z_{s_{N(\tau+1)}[k]} - z_{s_{N(\tau+1)-1}}[k] \leq \left( c_0 + c_1[k] \right)/\gamma. \]

\[ B_{N(\tau+1)-1} : z_{s_{N(\tau+1)-1}}[k] - z_{s_{N(\tau+1)-2}}[k] \leq \left( c_0 + c_1[k] \right)/\gamma^2. \]

\[ \cdots \]

\[ B_{2} : z_{s_2}[k] - z_{s_1}[k] \leq \left( c_0 + c_1[k] \right)/\gamma^{N(\tau+1)-1}. \]

In the following proof, we will show that all the conditions in the two sequences above must be satisfied when \( k \) tends to infinity. To do this, first, we need to find the minimum \( m \in \{1, \ldots, N(\tau+1)-1\} \) such that condition \( A_m \) is not satisfied, which is defined by \( m_A \). Similarly, we define \( m_B \) as the maximum \( m \in \{2, \ldots, N(\tau+1)\} \) such that condition \( B_m \) is not satisfied. Then, it follows that

\[ z_{s_{m_A+1}}[k] - z_{s_m}[k] \geq c_0 + c_1[k]/\gamma_{m_A}. \]

\[ z_{s_m}[k] - z_{s_{m-1}}[k] \geq c_0 + c_1[k]/\gamma^{N(\tau+1)-m_B+1}. \] (25)

Furthermore, conditions \( A_1 \) to \( A_{m_A-1} \) and \( B_{m_B+1} \) to \( B_{N(\tau+1)} \) are all satisfied. Then, for \( 0 \leq k \leq k' \), we define two sets as follows:

\[ Z_1(k, k') = \{ i \in \mathcal{N} : \dot{x}_i[k'] < z_{s_{m_A}}[k] + c_0 + c_1[k] \}. \]

\[ Z_2(k, k') = \{ i \in \mathcal{N} : \dot{x}_i[k'] > z_{s_{m_B}}[k] - c_0 - c_1[k] \}. \]

Depending on the relationship between \( m_A, m_B \) and \( Z_1(k, k), Z_2(k, k) \), there are several possible cases. In the following, we study them separately.

**Case 1.** \( m_A < m_B \): There are four subcases, denoted by (1-a) to (1-d).

**1-a** \( Z_1(k, k) \neq \emptyset \) and \( Z_2(k, k) \neq \emptyset \): For a normal node \( j \notin Z_1(k, k) \), by definition, the inequality \( \dot{x}_j[k] \geq z_{s_{m_A}}[k] + c_0 + c_1[k] \) holds. Moreover, since the minimum element of \( z[k] \) that exceeds \( z_{s_{m_A}}[k] \) is \( z_{s_{m_A+1}}[k] \), we also have \( \dot{x}_j[k] \geq z_{s_{m_A+1}}[k] \).

If node \( j \) updates (i.e., \( j \notin \mathcal{U}[k] \)) and the event is triggered at node \( j \), then values less than \( z_{s_1}[k] \) will be ignored. Additionally, since the update is based on the convex combination as shown in (24), it holds

\[ \dot{x}_j[k+1] \geq (1-\gamma)z_{s_1}[k] + \gamma z_{s_{m_A+1}}[k]. \] (26)

Since conditions \( A_1 \) to \( A_{m_A-1} \) are satisfied, together, we can bound \( z_{s_1}[k] \) as

\[ z_{s_1}[k] \geq z_{s_{m_A}}[k] - \frac{c_0 + c_1[k]}{\gamma}. \]

\[ \geq z_{s_1}[k] - \left( \frac{1}{\gamma} + \frac{1}{\gamma^2} \right) (c_0 + c_1[k]) \geq \cdots \]

\[ \geq z_{s_{m_A}}[k] - \left( \frac{1}{\gamma} + \frac{1}{\gamma^2} + \cdots + \frac{1}{\gamma^{m_A-1}} \right) (c_0 + c_1[k]). \]

Combining with (26), we have

\[ \dot{x}_j[k+1] \geq z_{s_{m_A}}[k] + \gamma \left( z_{s_{m_A+1}}[k] - z_{s_{m_A}}[k] \right) \]

\[ - \frac{1}{\gamma^{m_A-1}} (c_0 + c_1[k]) + c_0 + c_1[k] \]

\[ > z_{s_{m_A}}[k] + \frac{c_0 + c_1[k]}{\gamma^{m_A}} \]

\[ - \frac{1}{\gamma^{m_A-1}} (c_0 + c_1[k]) + c_0 + c_1[k] \]

\[ = z_{s_{m_A}}[k] + c_0 + c_1[k], \] (27)

where the second inequality is from (25).

On the other hand, for an agent \( j \notin \mathcal{U}[k] \), or for \( j \notin \mathcal{U}[k] \) but the event is not triggered at \( j \), we have \( \dot{x}_j[k+1] = \dot{x}_j[k] \). Then we can derive that

\[ j \notin Z_1(k, k) \Rightarrow j \notin Z_1(k, k+1). \] (28)

Under either case, we conclude that if a normal node is not in \( Z_1(k, k) \), then it will not move into \( Z_1(k', k') \) at time \( k' > k \). Likewise, for \( Z_2(k, k) \), we can show a similar statement.

Furthermore, \( Z_1(k, k) \) and \( Z_2(k, k) \) are disjoint. This is because by using the two inequalities in (25), from \( 1 \leq m_A < m_B \leq N(\tau+1) \) and \( 0 < \gamma \leq 1/2 \), it follows that

\[ z_{s_{m_B}}[k] - z_{s_{m_A}}[k] \]

\[ > \max \left\{ \frac{1}{\gamma^{m_A}}, \frac{1}{\gamma^{N(\tau+1)-m_B+1}} \right\} (c_0 + c_1[k]) \]

\[ \geq 2(c_0 + c_1[k]). \]

Notice that the network is \((f+1)\)-strictly robust with \( l \) hops w.r.t. any set \( F \) following the \((f+1)\)-local model. Use the discussions in the proof of Theorem 1, it holds that for the two nonempty disjoint sets \( Z_1(k, k) \) and \( Z_2(k, k) \), one of them (or both) has a normal agent with at least \( f+1 \) independent normal paths originating from some normal nodes outside.

Suppose that normal node \( i \in Z_1(k, k) \) has the abovementioned property. A similar argument holds when \( i \in Z_2(k, k) \). If
node $i$ chooses to update at time $k \leq k' < k + \theta$ (recall that each normal node should update once in $\theta$ steps), then $\hat{x}_i[k'] = \hat{x}_i[k'^+1] = \hat{x}_i[k'^+1] = x_i[k'^+1]$ for $k \leq k' < k^i$. Thus, it holds that $i \in \mathcal{Z}_1(k, k') \subseteq \mathcal{Z}_1(k, k)$. Due to (28), node $i$ still has the abovementioned property whether some nodes move out of $\mathcal{Z}_1(k, k')$ or not. When node $i$ updates at time $k'$, it should use at least one value outside the set $\mathcal{Z}_1(k, k')$ (i.e., this value is greater than $z_{s_m+A} [k]$). Similar to (26) and (27), we have
\[
\hat{x}_i[k'^+1] \leq (1 - \gamma)z_{s_1}[k] + \gamma z_{s_m+A} [k]
\]
\[
\geq (1 - \gamma)z_{s_1}[k] + \gamma z_{s_m+A} [k]
\]
\[
\geq z_{s_m+A} [k] + c_0 + c_1[k],
\]
indicating that at time $k'^+1$, node $i$ moves out of $\mathcal{Z}_1(k, k)$. This is because by $\hat{x}_i[k'] \leq z_{s_m+A} [k]$, we have
\[
f_i[k'] = |\hat{x}_i[k'] - x_i[k'^+1]| - (c_0 + c_1[k']) > (c_0 + c_1[k]) - (c_0 + c_1[k']) > 0.
\]
Thus after $\theta$ steps, the cardinality of $\mathcal{Z}_1(k, k + \theta)$ is smaller than that of $\mathcal{Z}_1(k, k)$.

Similar results also hold for the case $i \in \mathcal{Z}_2(k, k)$. If $\mathcal{Z}_1(k, k)$ and $\mathcal{Z}_2(k, k)$ are nonempty, we can repeat the above steps until one of them becomes empty. As a result, $\overline{\tau}$ will decrease by $c_0 + c_1[k]$ (or $\overline{\tau}$ will increase by $x_i[k]$) after $N\theta$ steps.

1-b) $\mathcal{Z}_1(k, k) = \emptyset$ and $\mathcal{Z}_2(k, k) \neq \emptyset$: We have $\mathcal{Z}_1(k, k + \theta) = \emptyset$, i.e., $\overline{\tau} = \overline{\tau} + \theta$. This is because by $\hat{x}_i[k'] \leq z_{s_m+A} [k]$, we have
\[
f_i[k'] = |\hat{x}_i[k'] - x_i[k'^+1]| - (c_0 + c_1[k']) > (c_0 + c_1[k]) - (c_0 + c_1[k']) > 0.
\]
Thus after $\theta$ steps, the cardinality of $\mathcal{Z}_1(k, k + \theta)$ is smaller than that of $\mathcal{Z}_1(k, k)$.

In this section, we conduct simulations for networks applying the event-triggered MW-MSR algorithm. For all the simulations, we set the parameters $c_0$ and $c_1[k]$ of the triggering function as $c_0 = 1.215 \times 10^{-2}$ and $c_1[k] = 0.5 \times e^{-0.06(k+2)}$, respectively.

VI. NUMERICAL EXAMPLES

In this section, we conduct simulations for networks applying the event-triggered MW-MSR algorithm. For all the simulations, we set the parameters $c_0$ and $c_1[k]$ of the triggering function as $c_0 = 1.215 \times 10^{-2}$ and $c_1[k] = 0.5 \times e^{-0.06(k+2)}$, respectively.

A. Topology Gap Between One-Hop and Multi-Hop Algorithms

In this part, we show that the proposed algorithm can guarantee resilient consensus in a network where the conventional one-hop algorithm cannot. Consider the network in Fig. 2. This
Fig. 3. Time responses using different event-triggered MSR algorithms.

graph is not 2-strictly robust with one hop under 1-local model. This is because after removing node 3, the remaining graph is not 2-robust with one hop. However, this graph is 2-strictly robust with 2 hops under 1-local model. One can check that after removing any node set satisfying 1-local model (in 2-hop neighbors), the remaining graph is 2-robust with 2 hops.

Suppose that nodes 3 and 17 are Byzantine. Node 3 sends four different values to its four neighbors and node 17 keeps its value fixed. Let the initial states of the normal agents be $x_N[0] = [1015816131772184619101]^T$. According to [3], [36], this graph does not meet the condition for 1-total Byzantine model even for synchronous updates. Thus, resilient consensus cannot be reached. This can be seen in Fig. 3(a) where the normal agents converge to two different values. This is caused by the five red dashed lines indicating the adversarial values. The dots represent the time instants when events are triggered by the normal nodes in their corresponding colors.

Then, we perform simulations for the asynchronous two-hop event-triggered MW-MSR algorithm under the same attacks. Let the normal nodes update synchronously with delays in communication ($\theta = 1$). Moreover, we choose the package relay model, i.e., nodes only relay the messages when events are triggered by their own values. Observe that resilient consensus is achieved as shown in Fig. 3(b). This verifies the effectiveness of the proposed algorithm.

Lastly, we show that the event-triggered algorithm requires less update and communication times than the regular algorithm in our previous work [29]. We apply the MW-MSR algorithm [29] with regular communications under the same attack scenario and initial values of normal agents. The result shows that to achieve the same consensus error level $c = 0.03$, the event-triggered algorithm requires 4.7 times of updates per normal node. The algorithm with regular communications requires 9 times of updates per normal node. We however note that the design of the decaying sequence for the event-triggered threshold can significantly affect the performance of communication saving.

B. The Amount of Transmissions of Different Algorithms

In this part, we show that the amount of transmissions of the proposed algorithm can be further reduced compared to the one-hop algorithm. This time, we consider the network in Fig. 1(b). This graph is 2-strictly robust with one hop, and hence, with 2 hops (see [23]). Node 6 is Byzantine and is capable to send two different values to its neighbors (including different relayed values). Let the initial normal states be $x_N[0] = [246810]^T$. By [3] and Theorem 1, this graph satisfies the condition for 1-total Byzantine model. Thus, resilient consensus can be achieved with both one-hop and two-hop algorithms, and the results are given in Fig. 4.

From Fig. 4, we can also see that the numbers of events of the two-hop algorithm with immediate relays and package relays are both smaller than that of the one-hop algorithm. This is because by introducing the multi-hop communication, each node can have more information of the network, which may result in faster speed of the consensus process and less events. Moreover, observe that the two-hop algorithm with immediate relays has less events than the algorithm with package relays.
Obviously, the immediate relay model is an ideal model and it requires additional communication resources for the relaying process. Note that for this model, each event is accompanied with additional transmissions for relays as each node has three neighbors. In contrast, the package relay model is more realistic and energy-saving since it requires only communication for the events, but reaching consensus may take longer time.

To verify these properties of the algorithms, we further conducted Monte Carlo simulations in the same network for 50 runs by randomly taking initial normal states within [0, 10]. The Byzantine node 6 misbehaves as in the previous simulation. Table I displays the average times of events and transmissions per normal node of the three algorithms. In all runs, consensus is achieved and the results are consistent with our analysis so far. In particular, the package relay model requires the least number of transmissions overall.

C. The Effects of Update Frequency and Transmission Delays on Different Algorithms

In this part, we compare the performance of the proposed schemes 1 and 2 in the same 6-node network. Recall that given $c_0$, the consensus error level $c$ of schemes 1 and 2 are mainly determined by the update frequency $\theta$ and the delay bound $\tau$, respectively. Here, we evaluate the consensus error of schemes 1 and 2 under different situations. In the first situation, we set $\theta = 20$ and $\tau = 0$, i.e., each normal agent updates at least once in 20 steps and there is no delay in the transmissions. In the second situation, we set $\theta = 1$ and $\tau = 10$; this indicates that an normal agent updates at every time step and the bound of delay in the transmissions is 10.

In this simulation, we have $c_0 = 1.215 \times 10^{-3}$ and the remaining parameters are kept the same as the previous simulation. The time responses of the two schemes under the second situation are shown in Figs. 5(a) and 5(b), respectively. They looks similar on the agents’ trajectories. Most importantly, we measure the consensus errors of the two schemes after 1000 time steps. In the first situation, the consensus errors of schemes 1 and 2 are $2.78 \times 10^{-4}$ and $2.34 \times 10^{-4}$, respectively. However, in the second situation, the consensus errors of schemes 1 and 2 are $1.59 \times 10^{-4}$ and $5.99 \times 10^{-3}$, respectively. This result verifies our analysis mentioned before. That is, when $\theta$ is small for the agent system, scheme 1 has a smaller error bound. When the delay $\tau$ is small in the agent system, scheme 2 has a smaller error bound. Hence, if the consensus error level is critical and a lower error level is desired, we can select a better event-triggered update scheme according to the situation of a given agent system.

VII. CONCLUSION

In this article, we have investigated the resilient consensus problem using the event-triggered MSR algorithm with multi-hop communication. We also characterized the network requirement for the proposed algorithms to guarantee resilient consensus with a certain error level. The two proposed event-triggered schemes can be applied in different agent-systems. The scheme with a better performance on the consensus error bound can be chosen based on the transmission delay and the update frequency of the system. By introducing multi-hop communication, even sparse graphs can meet the condition for robustness. Furthermore, the event-triggered scheme provides an effective way to reduce the number of transmissions for the multi-hop communication.



| Algorithms                  | Average events | Average transmissions |
|-----------------------------|----------------|-----------------------|
| One-hop                     | 7.26           | 7.26                  |
| Two-hop with immediate relays| 3.05           | 12.20                 |
| Two-hop with package relays | 6.99           | 6.99                  |

Table I: Average Triggering Times Per Normal Node

Fig. 5. Time responses using different event-triggered MSR algorithms.
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