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ABSTRACT

Following the advent of immersive technologies and the increasing interest in representing interactive geometrical format, 3D Point Clouds (PC) have emerged as a promising solution and effective means to display 3D visual information. In addition to other challenges in immersive applications, objective and subjective quality assessments of compressed 3D content remain open problems and an area of research interest. Yet most of the efforts in the research area ignore the local geometrical structures between points representation. In this paper, we overcome this limitation by introducing a novel and efficient objective metric for Point Clouds Quality Assessment, by learning local intrinsic dependencies using Graph Neural Network (GNN). To evaluate the performance of our method, two well-known datasets have been used. The results demonstrate the effectiveness and reliability of our solution compared to state-of-the-art metrics.

Index Terms— 3D Point Clouds, Image Quality Assessment, Graph Neural Network, Deep Learning.

1. INTRODUCTION

Recently, with the increasing demand for immersive applications and the widespread adoption of 3D acquisition devices, 3D Point Cloud (PC) data becomes more and more popular due to its capability to display the real world in modern immersive communications systems. Point clouds are becoming more widely used in a variety of fields, such as robotics, 3D gaming and telepresence. PCs consist of unordered geometrical coordinates $(x, y, z)$ as well as potentially associated attributes such as color, curvatures, reflectance and normal vectors. Consequently, PCs can accurately represent a 3D model or an entire scene by incorporating thousands or even millions of points, requiring efficient compression schemes. To optimize the coding of point clouds and obtain the best visual quality for a given bitrate, accurate perceptual quality metrics are needed. Hence, point cloud quality assessment (PCQA) has received a great deal of attention from the research community in recent years.

A number of point cloud quality metrics have been developed in the past few years. They can be classified into three main groups: Point-based, Feature-based and Projection-based metrics. Point-based metrics such as Point-to-Point (Po2Po) [1], Point-to-Plane (Po2Pl) [2], Plane-to-Plane (Pl2Pl) [3] and Point-to-Mesh (Po2Mesh) [4], predict the quality through point-wise geometric and/or features distance between the reference PC and its distorted version. Po2Po measures the relative distance between point pairs to estimate the final quality, Po2Pl extends Po2Po by projecting the error vector along the local normal, and Pl2Pl quantify the quality through measuring the angular similarity between surfaces associated to the points from the reference and degraded contents. Po2Mesh creates a polygonal mesh from the reference sample and then compute the distance between each distorted point and the corresponding surface. Currently, MPEG is adopting Po2Po MSE and Po2Pl MSE with the associated PSNR as the standard point cloud geometry quality metrics. Feature-based PC quality metrics extract the geometry with the associated attributes from point-wise level in a global or local way. Among those metrics, we can cite PC-MSDM [5] that extends the 2D SSIM metric [6] to PC by considering local curvature statistics, the Geotex [7] metric that exploits the Local Binary Pattern (LBP) [8] descriptors, and PCQM [9] that combines the geometry and color features. In projection-based PC Quality Metrics, the 3D points or their associated features are projected into 2D regular grids, and later, 2D methods are applied on these views [10], or 2D grid of features [11] [12]. The above point-based metrics or projection based metrics require a lot of pre-processing time, as well as the reference point clouds. Recently, new efficient deep based metrics such as PointNet-SSNR [13] and PointNet-DCCFR[14] have been released. They exploit the intrinsic features of point cloud data, by operating on the native point cloud directly without applying any projection or transformation. A main limitation of these methods is that they mainly use point-based convolutions to extract features from points, disregarding the local relationships among points.

To overcome this limitation, we propose in this paper a novel efficient end-to-end deep graph-based metric for no reference point cloud quality assessment that considers the structure of the point cloud. Unlike previous methods, we take into account geometrical local connectivity between points, as well as hidden deep representation dependencies. Our method is designed to capture efficiently geometrical local point cloud structures through a dynamic graph construction at each network layer, and improves the aggregation of distant point dependencies in the la-
tent space using cross/self-attention mechanisms. In this paper we demonstrate the effectiveness of our approach in estimating the visual quality of point clouds corrupted by compression artifacts, which is one of the main distortion scenarios in practice. The main contributions of this paper are summarized as follows:

1. We propose a novel efficient end-to-end deep graph based metric for PCQA, that operates on the whole point cloud without any projection or other transformation.

2. Our method is designed to capture efficiently geometrical local point cloud structures through the dynamic graph construction at each layer, and draws better aggregation of distant dependencies on the latent space using cross/self-attention mechanism.

2. PROPOSED METHOD

The main contribution of this work is to provide an efficient and robust blind metric for estimating the quality of 3D compressed PCs. Specifically, we propose a graph-based metric considering local connectivity information between adjacent point representations. The overall pipeline of our method consists of several steps: pre-processing, features extraction and aggregation using dynamic graph convolutional neural network (DGCNN), attention mechanisms and finally quality estimation. The general pipeline is depicted in Fig. 1.

2.1. Pre-processing

The pre-processing stage consists in dividing the PC into vertical slices of points. This partitioning has two goals: on one hand, to enable parallel processing of points, and on the other hand, to meet memory requirements for GPU processing. The number of partitions varies based on the size of the original PC. In our tests, we use between 8 and 24 partitions. Each new point set (partition) is then divided into subsets in order to form a local graph on each of them. To do so, we select a random number of (distant) centroids, and apply the \( k \)-nearest neighbor clustering method to form a patch around each centroid. Each point subset is then fed into our graph model for graph construction and features extraction.

2.2. Proposed Graph Model

Our proposed model is mainly inspired from Pointnet++ [15] and DGCNN [16]. In particular, we leverage the information from local structures by building a graph based on neighboring points, and apply convolution using the graph edge information. Also, similar to DGCNN [16], we update dynamically the graphs after each layer of the network, to better capture the dependencies at different feature levels. However, unlike DGCNN that is designed to extract semantic features for high-level computer vision tasks, our model employs graphs only to extract local features, and uses instead self/cross attention to process semantic information. More specifically, we use two-stream graph neural networks, one for the geometrical information, and one for color information. At a later stage, we aggregate the two streams using a cross-attention mechanism.

In more details, at each layer of the network, we construct a graph using \( k \)-nearest neighbors \((k = 6)\) of a point. In the first layer, the graph is built using the geometric distances among points. At subsequent layers, the graph is constructed using distances between embeddings of points at that layer, thus effectively capturing local structures in the feature space. This results in a new adjacency matrix computed at each layer. We use the adjacency matrices of the geometry stream also for the color stream, in order to align the color information propagation with local geometrical structures.

Fig. 1. General pipeline of our proposed method
2.2.1. Two-stream graph network

We consider geometry and color information as features, corresponding to two different processing streams. Depending on which stream we consider, input points \( x_i \) bring different information. For the geometry stream, \( x_i = (x_i, y_i, z_i) \) contains the 3-dimensional coordinates of the points, while for the color stream, points represent the RGB attribute information. Notice that it is possible to include additional features in other streams.

We construct two directed graphs by finding the \( k \)-nearest neighbors of each point \( G_{xyz} = (V_{xyz}, E) \), and \( G_{rgb} = (V_{rgb}, E) \), representing point cloud local structures along side the geometric and color features, where \( V = \{1, \ldots, k\} \) and \( E \subseteq V \times V \) are the vertices and edges, respectively. Each graph is also completed with self-loop.

The edge features at each network layer of the two streams are defined as an asymmetric function \( e_{ij} = h_\Theta(x_i, x_i - x_j) \), where \( x_j \) is the central vertex, \( \{x_j : (i, j) \in E\} \) is the neighbor vertex, and \( h_\Theta : \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R}^F \) represents a nonlinear function with learnable parameters \( \Theta \). The adopted convolution operation, so-called Edge Conv, as depicted in Fig.2, is defined by applying a max channel-wise aggregation of the features associated with all the edges resulted from each vertex. Therefore, the output at the \( i \)-th vertex of each stream is given as

\[
x'_i = \max_{j: (i, j) \in E} h_\Theta(x_i, x_i - x_j).
\]

In order to have faster convergence, after each Edge Conv layer we applied GraphNorm [17] operation, an adapted layer of InstanceNorm [18] for graph normalization with a learnable parameter \( \alpha \) that controls how much of the channel-wise average to preserve in the shift operation:

\[
x' = \frac{x' - \alpha \cdot \mathbb{E}[x']}{\sqrt{\text{Var}[x'] + \epsilon}} \cdot \gamma + \beta
\]

where \( \gamma \) and, \( \beta \) are the affine learnable parameters similar to other normalization methods.

After multiple consecutive (Edge Conv, GraphNorm) layers on each stream, a Nodes Aggregation is applied on each graph independently. Here a Max and Mean pooling operation are applied on node channel dimension. Afterwards, the result of the two pooling is concatenated to one vector, so each graph \( G \), transformed into sequence of \( 2F \)-dimension vectors, denoted as \( \text{Hidden} \).

2.2.2. Two Streams Fusion

The representations produced by the two streams, \( \text{Hidden}_{rgb} \) and \( \text{Hidden}_{xyz} \), are finally fused using a cross-attention layer [19]. More precisely, the fusion is carried out by measuring the similarity between the queries \( q \) (a transformed vector of \( \text{Hidden}_{rgb} \)) and the keys \( k \) (a transformed vector of \( \text{Hidden}_{xyz} \)) as well as using it to adjust the values vector \( v \) (a transformed vector of \( \text{Hidden}_{xyz} \)). Mathematically, the cross-attention can be expressed as follows:

\[
q = \text{Hidden}_{rgb} W_q, k = \text{Hidden}_{xyz} W_k, v = \text{Hidden}_{xyz} W_v
\]

\[
A = \frac{\text{softmax}(qk^T)}{\sqrt{C/h}}
\]

CrossAttention(\( \text{Hidden}_{xyz}, \text{Hidden}_{rgb} \)) = AV

where \( W_q, W_k, W_v \in \mathbb{R}^{C/\text{heads}} \) are learnable parameters, \( C \) and \( h \) are the embedding dimension and number of heads. We refer the reader to [20, 19] for more details about the computation of cross-attention.

2.2.3. Feature Aggregation and Quality Estimation

To better aggregate the fused representation and draw the relationship between distant embedded features on the output of the fusion stage, we employed also a self-attention layer [20]. Unlike cross-attention [19], here the set of \( k \), \( q \), and \( v \) are belonging to the same distribution of features [21]. Following to that, similar to transformer block [20], we add skip connections with layer normalization, followed by a non-linear function.

Finally, we use a Graphs Aggregation layer, which applies a max pooling operation over the vector output by the transformer block (TB), in order to have one vector that represents each PC partition. The later is passed to a very shallow multi-layer perceptron (i.e. regressor) in order to estimate the quality score of each PC partition. The final quality score of the whole PCs is obtained by applying the mean on the sequence of partitions scores.

2.2.4. Training Protocol and Implementation details

We train our model in an end-to-end manner, using the mean square error (MSE) as a loss function. The network is trained to create a mapping function between the input PCs and the mean opinion score (MOS) quality. The loss function is defined as follows:

\[
\mathcal{L} = \text{MSE} \left( \text{mean} \left( \sum_i \text{Out}_i \right), \gamma \right).
\]

where \( \text{Out}_i \) refers to each partition predicted score, and \( \gamma \) refers to the MOS.

We implemented our model in PyTorch. The model was trained using Adam optimizer [22] with initial learning rate of 0.0001 and a batch size set to one.
For each fold and the mean over all folds is reported. The results
ITU-T Rec. P1401. Notice that the correlations are computed
measuring the quality prediction ability of our method, see e.g.
Correlation Coefficient (SROCC) are considered as criteria for
son Correlation Coefficient (PCC) and Spearman Rank-Order
our model on ICIP20 and testing it on PointXR datasets. Pear-
eralization capacity of our method to predict the quality on un-
versions are used for testing. Then, in order to evaluate the gen-
ing, and one reference point cloud sample and its compressed
cloud samples and their compressed versions are used for train-
known PCs, a cross-dataset evaluation is employed by training
approach should be further validated as larger annotated datasets
point clouds quality become available.

### 3. EXPERIMENTS

To validate the effectiveness of our model, we evaluate it on two publicly available benchmarks with subjective scores, which adopt different emergent compression schemes with multiple encoding levels: ICIP20 [23] and PointXR [24]. ICIP20 is composed of 6 reference PCs from which 90 degraded versions were derived through three types of compression: V-PCC, G-PCC with triangle soup coding and G-PCC with octree coding [25, 26, 27]. Each reference PC was compressed using five different levels. PointXR is composed of 5 PCs from which 45 degraded versions were derived through G-PCC with octree coding for geometry compression and, lifting and RAHT for color compression.

To train and test our model on ICIP20, we split the dataset according to the reference point cloud by applying a 6-fold cross validation protocol where 6 corresponds to the number of reference point cloud samples, i.e., at each iteration 5 reference point cloud samples and their compressed versions are used for training, and one reference point cloud sample and its compressed versions are used for testing. Then, in order to evaluate the generalization capacity of our method to predict the quality on unknown PCs, a cross-dataset evaluation is employed by training our model on ICIP20 and testing it on PointXR datasets. Pearson Correlation Coefficient (PCC) and Spearman Rank-Order Correlation Coefficient (SROCC) are considered as criteria for measuring the quality prediction ability of our method, see e.g. ITU-T Rec. P1401. Notice that the correlations are computed for each fold and the mean over all folds is reported. The results obtained are shown in Tables 1 and 2. We compared the performance of our method to state-of-the-art methods by applying strictly the same protocol (i.e. splitting and reporting the mean correlations).

In Table 1, we show the performance reached by our method on ICIP20 dataset for the two streams independently, denoted here as Color stream and Geometry stream, as well as after considering the two streams (i.e. fusion). The results are also compared to state-of-the-art methods. As we can see, the two streams are well correlated with the subjective ground truth. The geometry stream predicts the quality much better than the color one, especially according to PLCC. After combining the two streams, the performance improves with a clear gap for both PLCC and SROCC. Also the ablation shows the importance of employing transformer block (TB) before the graph aggregation. Compared to the existing methods, the proposed one outperforms most of them with the best SROCC and the second best PLCC. It is worth noting that our method surpasses most of the full-reference methods. Notice also that all the listed methods in the table are full-reference except PointNet-SSNR[15], which is no-reference.

Table 1 shows the performance obtained for the cross-dataset evaluation. As can be seen, high correlations are achieved by our method, outperforming some of the compared ones, showing the generalization capability of our metric to predict the quality of unknown PCs. These results show that the proposed method has consistent performance across different validation sets.

### 4. CONCLUSION

In this paper, we proposed a novel learning-based no-reference quality metric for point clouds. Unlike previous learning-based approaches, we employ graph convolutions to extract local features at different network layers. Specifically, we consider a two-stream architecture to process in parallel geometry and color distortion, and we use cross- and self-attention to combine features leveraging long-term dependencies in the point cloud. Our proposed method achieves state-of-the-art correlations on two benchmark datasets. In the future, we believe that this approach should be further validated as larger annotated datasets for point clouds quality become available.

| Model               | PLCC ↑ | SROCC ↑ |
|---------------------|--------|---------|
| po2point MSE        | 0.946  | 0.934   |
| po2plane MSE        | 0.959  | 0.951   |
| PSNR po2point MSE   | 0.868  | 0.855   |
| PSNR po2point HAU   | 0.548  | 0.456   |
| PSNR po2plane HAU   | 0.580  | 0.547   |
| color Y MSE         | 0.876  | 0.892   |
| color Cb MSE        | 0.683  | 0.694   |
| color Cr MSE        | 0.594  | 0.616   |
| color Y PSNR        | 0.887  | 0.892   |
| color Cb PSNR       | 0.693  | 0.694   |
| color Cr PSNR       | 0.626  | 0.617   |
| pl2plane AVG        | 0.922  | 0.910   |
| pl2plane MSE        | 0.925  | 0.912   |
| GraphSim            | 0.931  | 0.893   |
| PCQM                | 0.796  | 0.832   |
| PointNet-SSNR       | 0.908  | 0.955   |
| PointNet-DCCFR      | 0.947  | 0.973   |
| Ablation (TB Graph Aggregation) | 0.835 | 0.862 |
| Ablation (Color stream) | 0.836 | 0.925 |
| Ablation (Geometry stream) | 0.925 | 0.939 |
| Our                 | 0.946  | 0.973   |

| Model               | PLCC ↑ | SROCC ↑ |
|---------------------|--------|---------|
| po2pointMSE         | 0.887  | 0.978   |
| po2planeMSE         | 0.855  | 0.942   |
| PSNRpo2pointMSE     | 0.983  | 0.978   |
| PSNRpo2planeMSE     | 0.972  | 0.950   |
| PointNet-DCCFR      | 0.981  | 0.964   |
| Our                 | 0.967  | 0.988   |
5. REFERENCES

[1] C. Tulvan R. Mekuria, Z. Li and P. Chou, “Evaluation criteria for pcc (point cloud compression),” in ISO/IEC MPEG Doc. N16332, 2016., vol. II, pp. 803–806.

[2] D. Tian et al, “Geometric distortion metrics for point cloud compression,” in IEEE ICIP, 2017.

[3] E. Alexiou and T. Ebrahimi, “Point cloud quality assessment metric based on angular similarity,” in IEEE ICME-W, 2018.

[4] C. Rochini P. Cignoni and R. Scopigno, “Metro: measuring errors on simplified surfaces,” in Computer Graphics Forum, 1998, vol. 17, pp. 167–174.

[5] J. Digne G. Meynet and G. Lavoué, “Pc-msdm: A quality metric for 3d point clouds,” 2019.

[6] Zhou Wang, A.C. Bovik, H.R. Sheikh, and E.P. Simoncelli, “Image quality assessment: from error visibility to structural similarity,” IEEE Transactions on Image Processing, vol. 13, no. 4, pp. 600–612, 2004.

[7] Rafael Diniz, Pedro Garcia Freitas, and Mylène C. Q. Farias, “Towards a point cloud quality assessment model using local binary patterns,” in QoMEX, 2020, pp. 1–6.

[8] Matti Pietikäinen and Guoying Zhao, “Two decades of local binary patterns: A survey,” CoRR, vol. abs/1612.06795, 2016.

[9] J. Digne G. Meynet, Y. Nehmé and G. Lavoué, “Pcqm: A full-reference quality metric for colored 3d point clouds,” 2020.

[10] Salima Bourbia, Ayoub Karine, Aladine Chetouani, and Mohammed El Hassouni, “Blind projection-based 3d point cloud quality assessment method using a convolutional neural network,” 2022, pp. 518–525.

[11] Aladine Chetouani, Maurice Quach, Giuseppe Valenzise, and Frédéric Dufaux, “Deep learning-based quality assessment of 3d point clouds without reference,” in 2021 IEEE International Conference on Multimedia and Expo Workshops (ICMEW), 2021, pp. 1–6.

[12] Aladine Chetouani, Maurice Quach, Giuseppe Valenzise, and Frédéric Dufaux, “Convolutional neural network for 3d point cloud quality assessment with reference,” in 2021 IEEE 23rd International Workshop on Multimedia Signal Processing (MMSP), 2021, pp. 1–6.

[13] Marouane Tliba, Aladine Chetouani, Giuseppe Valenzise, and Frédéric Dufaux, “Representation learning optimization for 3d point cloud quality assessment without reference,” in 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 3702–3706.

[14] Marouane Tliba, Aladine Chetouani, Giuseppe Valenzise, and Frédéric Dufaux, “Point cloud quality assessment using cross-correlation of deep features,” in Proceedings of the 2nd Workshop on Quality of Experience in Virtual Multimedia Applications, 2022, pp. 63–68.

[15] C. Qi, L. Yi, Hao Su, and Leonidas J. Guibas, “Pointnet++: Deep hierarchical feature learning on point sets in a metric space,” 2017.

[16] Yue Wang, Yongbin Sun, Ziwei Liu, Sanjay E. Sarma, Michael M. Bronstein, and Justin M. Solomon, “Dynamic graph cnn for learning on point clouds,” ACM Transactions on Graphics (TOG), 2019.

[17] Tianle Cai, Shengjie Luo, Keyulu Xu, Di He, Tie yan Liu, and Liwei Wang, “Graphnorm: A principled approach to accelerating graph neural network training,” 2020.

[18] Dmitry Ulyanov, Andrea Vedaldi, and Victor S. Lempitsky, “Instance normalization: The missing ingredient for fast stylization,” ArXiv, vol. abs/1607.08022, 2016.

[19] Chun-Fu Richard Chen, Quanfu Fan, and Rameswar Panda, “Crossvit: Cross-attention multi-scale vision transformer for image classification,” in 2021 IEEE/CVF International Conference on Computer Vision (ICCV), 2021, pp. 347–356.

[20] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention is all you need,” Red Hook, NY, USA, 2017, Curran Associates Inc.

[21] M Tliba et al., “Satsal: A multi-level self-attention based architecture for visual saliency prediction,” IEEE Access, vol. 10, pp. 20701–20713, 2022.

[22] Diederik P. Kingma and Jimmy Ba, “Adam: A method for stochastic optimization,” CoRR, vol. abs/1412.6980, 2015.

[23] S. Perry et al, “Quality evaluation of static point clouds encoded using mpeg codecs,” pp. 3428–3432, 2020.

[24] N. Yang E. Alexiou and T Ebrahimi, “Pointxr: A toolbox for visualization and subjective evaluation of point clouds in virtual reality,” 2020.

[25] S. Schwarz et al, “Emerging mpeg standards for point cloud compression,” IEEE Journal on Emerging and Selected Topics in Circuits and Systems, vol. 9, no. 1, pp. 133–148, 2019.

[26] Ricardo L. de Queiroz and Philip A. Chou, “Compression of 3d point clouds using a region-adaptive hierarchical transform,” IEEE Transactions on Image Processing, vol. 25, pp. 3947–3956, 2016.

[27] E. Pavez et al, “Dynamic polygon clouds: representation and compression for vr/ar,” vol. 7, 2018.