Importance of feature engineering and database selection in a machine learning model: A case study on carbon crystal structures
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Drive towards improved performance of machine learning models has led to the creation of complex features representing a database of condensed matter systems. The complex features, however, do not offer an intuitive explanation on which physical attributes do improve the performance. The effect of the database on the performance of the trained model is often neglected. In this work we seek to understand in depth the effect that the choice of features and the properties of the database have on a machine learning application. In our experiments, we consider the complex phase space of carbon as a test case, for which we use a set of simple, human understandable and cheaply computable features for the aim of predicting the total energy of the crystal structure. Our study shows that (i) the performance of the machine learning model varies depending on the set of features and the database, (ii) is not transferable to every structure in the phase space and (iii) depends on how well structures are represented in the database.

I. INTRODUCTION

The use of machine learning (ML) algorithms in the study of condensed matter systems has emerged as a new paradigm for study and discovery of new functional materials. ML makes it possible to uncover the trends in huge datasets and to make accurate predictions of material properties at a cheaper cost than calculations from first principles. The field has already witnessed real-life applications in the field of drug discovery2 catalyst3, and solar-based technologies4 to name a few.

In order to build a ML model that predicts a target property of a condensed matter systems, one requires: (i) a set of features to represent the structures, (ii) a database of structures for training, and (iii) a suitable ML algorithm. The performance of the trained ML model is measured by the quality of its prediction through different tests and error estimates. The key interest of the ML studies in this field had been the improvement of performance through engineered features/algorithms or their application to different systems of interest. However, there exists almost no literature which sheds light on how the individual constituents of a ML model influence the outcome5.

An in-depth study of the inter-dependency of different factors on the performance of a ML model is not only crucial for better understanding, but would also provide a clear, practical guideline for constructing better performing ML models. We investigate this aspect by carrying out systematic tests on the features and database through performance of the trained ML model. We considered the Kernel Ridge Regression (KRR) as the choice of ML model.

We consider the total energy of carbon crystal structures as target property that our ML model shall predict. The database of carbon crystal structures used have been generated using crystal structure prediction methods at the level of density functional theory.

The first crucial component required to build a ML model for condensed matter systems is a set of features representing the database. Ideally, the set of features used for representing any condensed matter system should be: (i) unique, (ii) invariant under rotation, translation and permutation of atoms and (iii) continuous. Generally, features capturing relevant information of a system associated to a target property often lead to improved performance. However, it is difficult to construct features that capture this relevant information and simultaneously satisfy the desirable properties (i)-(iii). As for example, the traditionally used atomic positions and lattice vectors to represent condensed matter systems in ab-initio calculations fail to satisfy these necessary criteria.

The effort towards the identification of suitable features for condensed matter systems has led to the development of complex mathematical functions which primarily focus on the local atomic environment6–11. A comparative study of the performance given by different features can be found in Ref12. These features have been tested and applied mostly to the study of aperiodic systems13–15. Direct application of these features to periodic systems may push the requirement of large database for training and, hence, make it computationally expensive. Nevertheless, they have been successfully used to study periodic systems16–19.

A major drawback of complex features based on the local atomic environment is that they do not offer an intuitive understanding. Though this aspect doesn’t effect the performance of the ML model, this is crucial in understanding the type of structures present in database. This understanding will aid in creation of subsets of the database and thereby help understanding the influence of database in the performance of ML model. In this
regard, the radial distribution function (RDF), a mathematically simplistic and semi-intuitive feature, has been a popular choice in application of ML for structure prediction studies. This advantage in the use of RDF is that it does a decent job in terms of performance with reduced complexity. However, the RDF is prone to loss of information due to binning and averaging. On top, using RDF constructed for every atom of the unit cell would directly lead to exponential increase in number of features and hence, the database required for training. Hence, RDF is not sufficient to attain the objective of our ML study. Thus, we also include angular distribution function and a set of scalar valued physically meaningful features.

The influence of the other crucial component of any ML study, the database, is generally not well studied. In most ML studies, the database is either acquired from different public repositories, or generated through the use of different ab-initio based structure prediction algorithms. Secondly, irrespective of the source of database, the quality of the calculated quantities still remains an issue. Database available in open repositories such as Materials Project or OQMD at present state may or may not have same level of accuracy/precision, whereas in case of generated structures, the loose settings used for quick evaluation of target properties not necessarily represent the true performance as this practice induce errors bigger than the accuracy of the model itself.

On top of all these inconsistencies in the database, it has become regular practice to add/remove certain sets of structures from the database to improve performance without any proper justification. Thus, while the database was occasionnally adapted to improve performance of the ML model, its influence in ML model building has not been studied before in the field of condensed matter systems. The main drive of the ML studies had been to engineer the features to obtain better performance.

For our investigation, we sought to create a database of a system which is complex, providing a large pool of distinct structures. Among different known complex systems, carbon is perhaps the only one whose complex chemistry is well understood despite it being polymorphic with a large number of allotropes. The fact that the complex chemistry of carbon boils down to $sp^1 - sp^2 - sp^3$ bonds greatly elucidates the understanding of different carbon allotropes. This dual characteristic of carbon makes it an ideal test bed for our ML study. In order to generate a large pool of diverse structures quickly and efficiently, we employed crystal structure prediction methods.

Finally, we discuss our choice of ML model. Different ML models used for the study of condensed matter systems come with their own set of (dis)advantages. Often, this choice can be guided by the system of interest, the kind of features used and the size of the database. One of the most popular ML models used for condensed matter systems is KRR. KRR is a powerful model for nonlinear regression, easy to optimize and its requirement of data for training is limited. This makes KRR optimal for its use in condensed matter systems and for our study in particular. Although we have tested different models such as Ridge Regression, Lasso Regression and Support Vector Regression, for the course of this work we stick with KRR. We did not take neural networks, another popular ML model used in condensed matter systems, into consideration due to its requirement of a comparatively large database for training.

The work carried out in the manuscript is arranged as follows. In Sec. II the features used for the data representation are introduced. Sec. III discusses the generation and creation of different database of carbon. Sec. IV presents the ML model used in this work. Sec. V presents the results of the ML studies carried out on different combination of database and sets of features. In the end the conclusions of the studies are presented in Sec. VI. The methodology used and details of the calculations are provided in Appendix A, and plots of distributions for different features in Appendix B.

## II. DATA REPRESENTATION

A schematic representation of the set of features used for our ML study is shown in Fig. 1. The features shown are for an 8-atom unit cell of diamond. The features used are: (i) Radial distribution function (RDF), (ii) Angular distribution function (ADF) and (iii) single geometric descriptors (SGD), a combination of scalar physically meaningful features. These three features are discussed below:

- **Radial distribution function (RDF):**

  The RDF describes the chemical bonding environment of atoms and is a measure of the averaged local density at distance $r$ compared to the bulk number density. In this work, we adapted the RDF from Schlitt et al. and constructed the RDF according to

  $g(r) = \frac{V_{uc}}{N^2 V_r} \sum_{i=1}^{N} \sum_{j} \Theta(d_{ij} - r)\Theta(r + dr - d_{ij})$ \hspace{1cm} (1)

  where $V_{uc}$ is the volume of the unit cell, $N$ is the number of atoms in the unit cell, $V_r$ is a spherical shell volume with radius $r$ and infinitesimal shell thickness $dr$, $i$ runs over all the atoms in the unit cell, $j$ runs over all the atoms in the extended unit cell, $d_{ij}$ is the inter-atomic distance between the atoms $i$ and $j$ and $\Theta(d_{ij} - r)$ is the delta function. For using the RDF as finite-size feature vector, eq. (1) is quantized and smoothed as discussed in Appendix A. As an example, the RDF of a relaxed (solid orange) and distorted (dashed black) diamond structure is shown in Fig. 1b.
The features used for representing a carbon crystal structure in the ML model are: the number density (ND), coordination number (CN), bond length (\(d_{CC}\) in Å), packing fraction (PF), angular distribution function (ADF) and radial distribution function (RDF).

(b) The RDF of relaxed (solid orange) and distorted (dashed black) diamond crystal structure using bin size \(\Delta r = 0.1\) Å, cutoff radius \(r_c = 5\) Å and Gaussian smearing \(\sigma_{RDF} = 0.1\) Å.

(c) The ADF of relaxed (solid orange) and distorted (dashed black) diamond crystal structure using bin size \(\Delta \theta = 15^\circ\), \(\theta = 0^\circ - 180^\circ\) and Gaussian smearing \(\sigma_{ADF} = 15^\circ\).

**Angular Distribution Function (ADF):**
The ADF captures information on the bond angle distribution among the nearest neighbours. It is a normalized distribution function of the bond angles made by the atoms and is constructed using the relation

\[
ADF(\theta) = \frac{1}{A} \sum_{i=1}^{N} \sum_{j,k>_{nn}} w(\theta_{jik}) \Theta(\theta_{jik} - \theta) \times \Theta(\theta + d\theta - \theta_{jik})
\]

(2)

where \(\theta_{jik}\) is the bond angle formed by the atoms \(j, i, k\) centered at atom \(i\), \(w(\theta_{jik})\) is the weight factor on the bond angle, \(\Theta(\theta_{jik} - \theta)\) is the delta function and \(A\) is the normalization constant.

The bond angle \(\theta_{jik}\) centered at atom \(i\) is calculated using

\[
\theta_{jik} = \frac{180^\circ}{\pi} \cos^{-1} \left( \frac{\vec{r}_{ij} \cdot \vec{r}_{ik}}{\|\vec{r}_{ij}\| \cdot \|\vec{r}_{ik}\|} \right),
\]

(3)

where \(\vec{r}_{ij} = \vec{r}_j - \vec{r}_i\), \(\vec{r}_{ik} = \vec{r}_k - \vec{r}_i\) and \(\vec{r}_i, \vec{r}_j, \vec{r}_k\) are the position vectors of atom \(i, j, k\) respectively.

The weight factor \(w(\theta_{jik})\) was introduced to give more importance to nearest neighbour contributions. It is given by

\[
w(\theta_{jik}) = \frac{1}{\|\vec{r}_{ij}\|^4 \cdot \|\vec{r}_{ik}\|^4}.
\]

(4)

Again, eq.(2) is discretized and smoothed as discussed in Appendix A. As an example, the ADF of a relaxed (solid orange) and distorted (dashed black) diamond structure is shown in Fig. 1(c).

**Single Geometric Descriptors (SGD):**
The RDF is prone to loss of information due to binning and averaging, especially in polymorphic system such as carbon. Other than this, we also desired a set of features which could provide intuitive understanding of the physical/chemical nature of the structures of the database. This aspect is crucial in understanding the influence of database on the performance of the ML model. Therefore, we selected a collection of different scalar quantities - average coordination number (CN), average interatomic bond distance (\(d_{CC}\) (Å), number-density (ND) (Å\(^{-3}\)) and packing-fraction (PF). The ND
represents the number of atoms per unit volume, whereas PF represents the ratio of the volume of all the individual atoms to that of the volume of the unit cell, based on a hard sphere model of the atom. These quantities are bundled under single geometric descriptors (SGD). These SGD features used along with RDF and ADF are shown in the schematic diagram in Fig. 1a.

We considered the mean CN and mean $d_{CC}$ of first nearest neighbour ($CN_1$, $d_{1,CC}$) and second nearest neighbour ($CN_2$, $d_{2,CC}$) to be part of SGD. As the carbon structures used in the study can have different fraction of $sp^1 - sp^2 - sp^3$ bonds with large deviation in bond-distances, only the standard deviations of CN and $d_{CC}$ of the first nearest neighbour were considered.

| Feature | Type | Parameters | # of Local Global features |
|---------|------|------------|-----------------------------|
| $CN_1$ (mean, std. dev) | SGD | 2 | ✓ | ✗ |
| $CN_2$ (mean) | SGD | 1 | ✓ | ✗ |
| $d_{1,CC}$ (mean, std. dev) | SGD | 2 | ✓ | ✗ |
| $d_{2,CC}$ (mean) | SGD | 1 | ✓ | ✗ |
| ND | SGD | 1 | ✗ | ✓ |
| PF | SGD | 1 | ✗ | ✓ |
| RDF | RDF | $\Delta \rho = 0.1 \text{ Å}$, $r_c = 1 \text{ Å}$ - $5 \text{ Å}$ | 40 | ✓ | ✗ |
| ADF | ADF | $\Delta \theta = 15^\circ$, $\theta = 0^\circ$-180$^\circ$ | 12 | ✓ | ✗ |

The detailed information about the features discussed above, i.e., their type, parameters for discretization and defining the range, their number of features and kind of information they represent (local or global) are enlisted in Tab. 1. In total, for a given crystal structure, one would need just 60 (8 SGD + 40 RDF + 12 ADF) features to represent it in the ML model. Details on the construction of features are discussed in the Appendix A.

### III. DATABASE OF CARBON STRUCTURES

A diverse training database with a good representation of the phase space of interest is essential for the development of a robust and universal ML model. In our study, we exploited the crystal structure prediction methods to generate a diverse crystal structure database of carbon. We used a combination of random-structure (RS) and molecular dynamics approaches. The generation of database in the RS approach was achieved through universal structure predictor: evolutionary crystallography (USPEX), random structure generator, whereas the molecular dynamics approach through the minima hopping method (MHM).

The two methods generate structures with complementary characteristics. In RS approach, the random structures generated based on certain constraints (spacegroup, bond distances) are geometrically relaxed. These relaxed structures represent the local minima of the phase space. On contrary, the MHM searches the local minima through a molecular dynamics trajectory based search starting from structural prototypes to sample the neighbouring phase space. The structures generated in the molecular dynamics trajectory represent intermediate structures of the phase space. For our study, we considered both the local minima and intermediate structures as part of the MHM database. Hence, the structures in RS approach, i.e. RS database contains only the local minima whereas the local minima and intermediate structures constitutes the MHM database. In order to retain structural complexity for our studies without any significant increase in computational costs, we limited the generation of crystal structures in both methods to 8 atoms per unit cell.

Presence of redundant-unphysical structures in the RS database and MHM database limits the performance of the ML model. Hence, duplicate and unphysical structures were removed through the Oganov fingerprint distance $d_{33}$ and PF respectively. Structures with PF $\leq 0.05$ were considered unphysical, i.e. loosely packed structures. After this screening, the final number of structures obtained from both database was 11500, where 15000 structures were from RS database and 10000 structures from MHM database. The relatively large number of structures in MHM database as compared to RS database is due to the inclusion of intermediate structures in MHM database. The combination of 11500 structures coming from MHM and RS database is termed as "MHM+RS database" throughout the manuscript.

We selected 10% of the crystal structures from the entire database as a holdout set which was used for measuring the model accuracy after the model and features were optimized. Since the holdout set has its origin in the same structure generation as the database used for training the model, its use as a final test set may not necessarily represent the overall accuracy of the ML model.

To create an independent test set, we additionally selected 12 well-known carbon allotropes as mentioned in the caption of Fig. 2 and in Appendix A. The choice of the allotropes is motivated by the fact that they have distinct structural motifs with different combination of $sp^2 - sp^3$ bonds and yet can be represented in a 8-atom unit cell. None of these allotropes were included in the training data.

All the 11500 structures obtained using RS (yellow circles) and MHM (blue square) and the 12 allotropes (black
Figure 2. Scatter plot of carbon crystal structures as function of packing fraction (PF) vs. first nearest neighbour distance $d_{CC}$ (Å) in the lower left panel and as a function of PF vs. energy $\Delta E_{DFT}$ (eV/atom) w.r.t. graphite in upper left panel. The blue squares and yellow circles in the scatter plot represent data points obtained from minima hopping (MHM) and random sampling (RS) methods, respectively. Same data points grouped into cluster 1 (violet square) and cluster 2 (green circle) are shown in the right top (PF vs. $\Delta E_{DFT}$) and as density plot in right bottom panel (PF vs. $d_{CC}$). The data points which are outside the circle of Cluster 1 and Cluster 2 are removed in these plots. The numbers adjacent to the black circle in the plots represent the position of the following carbon allotropes: (1) Haeckelite, (2) Graphite, (3) CHC, (4) K4, (5) ING, (6) D-Carbon, (7) BCT, (8) W-Carbon, (9) M-Carbon, (10) Z-Carbon, (11) Lonsdalite and (12) Diamond.

circles) in the test set are shown as a function of PF vs. $d_{CC}$ in the lower left and as a function of PF vs. energy per atom in eV w.r.t. graphite $\Delta E_{DFT}$ in the upper left panel of Fig 2. Most of the 1500 RS structures are concentrated in the range $0.10 \leq PF \leq 0.30$ with few points scattered above and below the range. In contrast, the data points of MHM structures are spread over the whole range of PF, $0.05 \leq PF \leq 0.40$.

The data points with large PF, i.e. PF $\approx 0.30$, represent tightly packed carbon structures which have predominantly $sp^3$ bonds, whereas data points with PF $\approx 0.10$ represent loosely packed structures which have predominantly $sp^1 - sp^2$ bonds. Datapoints with PF $\approx 0.20$ are those cases which have intermediate packing arrangement and consist mainly a mixture of $sp^2 - sp^3$ bonds.

Unlike RS database, the MHM database has structures with a wide range of PF, varying composition of $sp^1 - sp^2 - sp^3$ and relatively larger $\Delta E_{DFT}$. This is because the MHM database contains intermediate structures which can be tightly, moderately and loosely packed. And, it is already well known that deviation from the local minimum leads to increase in energy. The spread in the PF also correlates with the spread in the $d_{CC}$ and $E_{DFT}$ of the RS and MHM structures.

Apart from the influence of the features on the performance of the ML model, we also wanted to investigate how different databases influence the performance of the ML model. To this end we created different subsets of the MHM+RS database based on physically meaningful quantities.

We inspected the trends in data distribution for different combination of SGDs. Specifically, we observed that the data points seem to cluster into two clusters when viewed for an arbitrary pair of distinct SGDs. The distribution plots for every combination of SGD is shown in Fig. [11] in Appendix [2]. We found that the combination of bond length $d_{CC}$ (Å) and PF gave the best clustered plot, i.e. well-separated clusters with minimal overlap. The density plot for these two SGDs is shown in right lower panel of Fig. [2]. The MHM+RS database breaks down
into two clusters: cluster 1, shown by the region enclosed by the violet circle, represents graphite-like structures with dominant $sp^2$ bonds, smaller PF and smaller $d_{CC}$, while cluster 2, shown by the region enclosed by the green circle, represents diamond-like structures with dominant $sp^3$ bonds, large PF and large $d_{CC}$. Certain structures of the MHM+RS database which do not fall in any of the clusters were removed during the ML studies conducted with cluster 1 and cluster 2. Both cluster 1 and 2 consist of $\sim$5000 structures and, as apparent from Fig. 2, comprise both data points from RS and MHM. Details on the construction of cluster 1 and cluster 2 and removal of remaining structures is provided Appendix A.

The scatter plot of the data points of cluster 1 (violet squares) and cluster 2 (green circles) as a function of PF vs $\Delta E_{DFT}$ is shown in the right top panel of Fig. 2. It is interesting to see that most of the structures in cluster 1 have higher energy i.e. $\Delta E_{DFT} \geq 0.6 \text{ eV/atom}$, whereas the majority of structures of cluster 2 tend to concentrate more in the energy range 0-1 eV/atom. This indicates that structures with dominant $sp^3$ bonds are energetically more preferable at ambient conditions.

All the ab-initio calculation have been carried out at the level of density functional theory (DFT) as available in Vienna Ab-initio Simulation Package (VASP). Details of the DFT calculations, structure generation, methodology for removing the redundant-unphysical structures, construction of cluster 1 and cluster 2 and removal of remaining structures are provided in Appendix A.

IV. MACHINE LEARNING MODEL: KERNEL RIDGE REGRESSION

We model the total energy $E(x)$ of carbon crystal structures as a function of our constructed features $x$, i.e. the function $x \mapsto E(x)$, using KRR. KRR is a nonparametric regression technique that is capable of performing complex nonlinear regression by conducting linear regression in an implicit hyperspace. Due to the so-called kernel trick, no explicit transformation to that hyperspace is needed, which is why KRR has a great computational advantage over conventional nonlinear regression. In the KRR formalism, predictions are made according to the similarity between the representations of two crystal structures:

$$E(x) = \sum_{i=1}^{n} \alpha_i \kappa(x_i, x),$$

where $\kappa$ and $\alpha_i$ describe the similarity function, also referred to as the kernel, and the kernel weight of structure $i$ respectively. Here, $n$ refers to the number of crystal structures used to train the algorithm and $x_i$ to the feature vector of structure $i$.

Another great advantage of KRR is the availability of a closed-form solution for the optimal kernel weights.

Specifically, the optimal kernel weights $\alpha = (\alpha_1, \ldots, \alpha_n)$ are given by

$$\alpha = (K + \sigma I)^{-1} y,$$

where $y = (E(x_1), \ldots, E(x_n))$ is the vector of energies of the training structures and $K = [\kappa(x_i, x_j)]_{i,j=1,\ldots,n}$ denotes the kernel matrix, which gives the instance-based similarity between each pair of training structures. The term $\sigma I$ results from the quadratic loss function of the algorithm, which uses regularization of the model weights to avoid overfitting. The regularization parameter $\sigma$ has to be optimized prior to making predictions.

In this paper we have used a radial basis function, or Gaussian kernel, given by

$$\kappa(x', x) = \exp(-\gamma \|x' - x\|^2),$$

where $\gamma$ denotes the kernel coefficient and $\|\cdot\|$ denotes the Euclidean distance. The kernel function is unity for identical structures and decreases as their distance increases in the feature space. The kernel coefficient $\gamma$ determines the rate of decrease and has to be optimized simultaneously with the regularization parameter. It becomes clear that the definition of the Gaussian kernel in eq. (7) requires a continuous data representation to effectively measure the similarity of two structures. Tuning the hyperparameters $\gamma$ and $\sigma$ was performed using 5-fold cross validation. All the training, testing and validation of the ML models were done using the Scikit library available in Python and the details are discussed in Appendix A.

V. RESULTS

This section presents the (i) influence of feature selection, (ii) influence of database selection, and (iii) evaluates the resulting ML model performances against the holdout set and independent test set consisting of 12 carbon allotropes.

In Sec. VA the influence of different combination of features (SGD, ADF, RDF) is investigated through training and testing on the MHM+RS database. Since, we observed that combining all features leads to the best performance, we studied the influence of different database, i.e., cluster 1 and 2 in Sec. VB using all available features. Finally, in Sec. VC we compare the performance of the ML models trained in Sec. VA and Sec. VB against the 12 carbon allotropes in the independent test set. Prior to any model training/testing, we performed standard feature scaling and optimization procedures where conducted using 5-fold cross validation.

A. Influence of Features

A consistent performance comparison of the KRR model trained with different combination of features (SGD, RDF, ADF) is only possible if the parameters of
Figure 3. Top panel displays the mean absolute error (MAE) in (eV/atom) of the KRR model trained using different combinations of features (SGD, ADF and RDF) for the MHM+RS (red) database. Middle panel shows the learning curve of the ML model as a function of training set size for the MHM (blue squares), RS (yellow circles) and MHM+RS (red diamonds) database. Bottom panel displays scatter plot of energy obtained from first principles $\Delta E_{\text{DFT}}$ in (eV/atom) (abscissa) against energy predicted by the ML model $\Delta E_{\text{ML}}$ (ordinate) trained on the full MHM+RS database with all features. The red circles represent the 10% holdout set and black dots the 12 carbon allotropes. The inset lists the MAE and $R^2$ computed on the holdout set.

The distribution functions ($\Delta r$, $r_c$, $\Delta \theta$) are kept constant for all tests. To this end, we first optimized the parameters of the RDF and ADF on the entire crystal structure database (MHM+RS) as discussed in Appendix A. The set of optimal parameters are listed in Table I.

Since changing the features implies changing the feature space (and distances within the feature space), the model parameters ($\gamma$, $\sigma$) have to be optimized for the corresponding combination of features. Details about the grid search for optimal model parameters are also provided in Appendix A.

One aim of our study was to determine the relative importance of the different feature sets (SGD, ADF, RDF) introduced in Sec. II. Their relative importance becomes evident in their ML model performance study on MHM+RS database. The top panel of Fig. 3 shows the mean absolute error (MAE) found on total energy per atom (eV/atom) of carbon structures for different subsets of selected features. Note that the shown mean performance refers to the MAE on the validation sets of the cross validation scheme and does not necessarily represent the accuracy on a (independent) test set.

The total energy of any condensed matter system is primarily influenced by inter-atomic distances of atoms, whereas the angular distribution plays a small but important role. This is clearly reflected in SGD and RDF features leading to better performance than ADF features alone, as shown in top panel of Fig. 3. It is interesting to note that SGD with only 8 features is able to achieve similar performance as the 40 computationally relatively expensive RDF features.

Combining ADF with either RDF or SGD helps to obtain better performance as compared to using only RDF or SGD features. The performance of different combinations of two types of features with decreasing MAE is in the following order: (RDF+ADF) > (SGD+RDF) > (SGD+ADF) with MAE $\approx$ 70-80 meV/atom. This indicates that a similar performance can be achieved by using SGD+ADF with 20 features as compared to RDF+ADF with 52 features. However, the best performance is obtained by combining all the three features types, achieving a MAE of 53 meV/atom.

We also investigated if the method of structure generation influences the results of model training. For this test we used all (SGD+RDF+ADF) features and trained the KRR model with different number of training samples chosen from the MHM, RS and MHM+RS database. For each database, the optimum choice of model parameters was determined in advance, as discussed in the Appendix A.

The learning curves in the middle panel of Fig. 3 show the MAE (mean over 5 folds) of total energy per atom measured on the validation sets. The learning curves of MHM (blue squares), RS (yellow circles) and MHM+RS (red diamonds) are similar in nature. With similar kinds of structures in MHM and RS, as evident from Fig. 2, their similar learning curves indicate that the performance of the ML model is mostly influenced by the train-
ing set size of the database rather than the method of generation. The minor increase in the MAE using the MHM+RS database can be explained by an intermediate choice of optimal hyperparameters (Appendix A), which were neither optimal for the RS database, nor the MHM database.

Finally, the performance of the KRR model trained on the MHM+RS database, represented through all 60 features with the optimal model parameters is benchmarked against the 10%-holdout set and the test set with the 12 carbon allotropes.

The predicted energies ($\Delta E_{ML}$), as compared to DFT energies ($\Delta E_{DFT}$), of the structures of the holdout set and allotropes are shown as solid red and black circles, respectively, in the bottom plot of Fig. 3. The predicted energies of the structures on the holdout set have a MAE of 53 meV/atom, which corresponds to 97.4 % in terms of the $R^2$ value, the coefficient of determination. As evident from the plot, the predicted energies of the 12 carbon allotropes are in good agreement with their DFT energy. The prediction error on each carbon allotrope in specific is shown and discussed in Sec. VI C.

### B. Influence of database

![Figure 4. Scatter plot of the total energy of the structures in the holdout set and 12 carbon allotropes obtained from the DFT $\Delta E_{DFT}$ vs. the energy predicted using the trained ML models $\Delta E_{ML}$ in (eV/atom) in Fig. 4.](image)

Most of the data points of the holdout set of cluster 2 fall on the proximity of the dashed line indicating good match. In particular, cluster 2 exhibits a better match than cluster 1. This is also reflected in the MAE of cluster 1 with 65 meV/atom which is ≈5 times larger than the MAE of cluster 2, which is 13 meV/atom as shown in the inset of Fig. 4. The drastic difference in the MAE of cluster 1 and cluster 2 clearly shows that the choice of database can have a profound impact on the performance of the ML model. In particular, it appears that while a ML model can achieve good performance relatively easily on a specific database, it is the generalization to a wide variety of structure types which is problematic. Most of the data points of the allotropes fall on the dashed line validating a good performance of both trained models.

### C. Model Comparison

![Figure 5. Mean absolute error (MAE) in energy of the carbon allotropes predicted by the trained ML model with MHM+RS (red), Cluster 1 (violet) and Cluster 2 (green) database.](image)
In the discussions in Sec. VA and Sec. VB, the performance has been judged through MAE and $R^2$ obtained by the prediction on the holdout sets, which were selected from the same origin as the model training data. In this section, we additionally evaluate the performance of three different ML models (trained on the MHM+RS, cluster 1, and cluster 2 database, respectively) on the 12 carbon allotropes.

In Fig. 5, the MAE on the 12 carbon allotropes is shown in detail. The structures in this plot are arranged in order of increasing PF. The plot shows that the compact structures are predicted well by the ML model trained with the cluster 2 database (green), which fails to yield good results for loose structures. The trend is reversed for the ML model trained on the cluster 1 database (violet). A curious anomaly is haekelelite where the cluster 1 model performs poorly.

From these results it becomes evident that compared to the prediction of the ML model trained on the MHM+RS database (red) we could improve the model performance on a specific structure type by just selecting the relevant training data. Equivalently, removing irrelevant structures from the training data can improve performance.

VI. CONCLUSIONS

The primary motivation in this work was to gain insight on how different combinations of feature sets and database subsets influence the performance of a ML model for predicting a target property of a condensed matter systems, i.e. the total energy in our case.

In order to carry out the investigation, we created a large pool of carbon crystal structures through minima hopping method and random search resulting in 11500 distinct structures in total. We further constructed features of three types: RDF, ADF and single geometric descriptors (SGD) which possess desirable qualities as discussed in Sec. I. The training and testing of ML models with different combinations of these features and database led to several interesting observations, which we summarize below:

(i) The widely used and popular RDF for representing crystal structures is not sufficient to achieve desirable accuracy for prediction of polymorphic systems. This is because the RDF loses vital information due to averaging over atoms and ignoring the dependency of bond angles, which are crucial for polymorphic system. Combining RDF with either ADF or SGD help to recover parts of the lost/missing information and improves the performance of the ML model. Especially adding SGD results in a feature set that embeds both the local and global information of the structure.

(ii) The simple, human-understandable features in SGD not only improve the performance of the ML model, but also provide useful insight on the MHM+RS database. These physically meaningful features made it feasible to clearly understand what kind of structures one can expect in certain domains of the database. In our case, the observation of the single geometric descriptor features led to a natural clustering of the database into graphite-like and diamond-like structures. However, this observation may not hold true for other systems.

(iii) The final performance on the holdout set depends not only on the features and the ML model, but also on the database used for training. As seen in our experiments, one set of database (cluster 2) achieves very low MAE whereas others have very high MAE with same set of features. This situation is often encountered in practice and leads to removal of certain data points for improving performance. However, this issue had seldom been addressed. Through systematic study, for the first time we clearly show with proper understanding how different database influence the performance of the machine learning model. Hence, the performance achieved by a machine learning model is not universal; rather is always subjective to the set of features and the database used.

(iv) The true performance of the trained machine learning model can only be judged from the prediction on the test set, whose data is unseen during model training and hyperparameter selection. As shown in our tests, none of the considered ML models displays good performance against all the 12 carbon allotropes. Instead, their performances are biased towards certain kinds of structures (e.g., diamond-or graphite-like) which are well represented in the database used for training. This clearly points to the fact that a trained ML model does not necessarily generalize to all structures in the test set. Rather, it depends to a large extent on the combination of features, the database used for training, and if the given structures in the test set are well represented by the database.

(v) The ML model trained with the features sets ADF and SGD achieve comparable performance to the one with all the feature sets (RDF, ADF, SGD). The key difference is that the former requires 20 features whereas the latter requires 60 features. In a 8 atom unit cell, the overhead computational cost would not be huge. However, it becomes significant when a unit cell with a large number of atoms is considered. As averaging leads to loss of information in large systems, one has to use a feature vector for every atom as the representation for ML. In this situation, our SGD+ADF feature set would provide a cheaper and faster alternative as compared to full feature set.

(vi) The ML model trained in our study seems to work well if the right set of features and database is con-
considered. It can be used for initial screening of tightly packed carbon structures. But, it would be limited to systems with small number of atoms/unit cell. This is because the averaging of features over all the atoms in case of structures with large number of atoms/unit cell would lead to loss of vital information. This is clearly seen in our preliminary test of the ML model applied on random structures consisting of 60/120/180 atoms per unit cell, resulting in very high MAE.

(vii) The performance of the ML model is not affected by the choice of exchange-correlation functionals or absence of dispersion correction. Our machine learning studies for the the Ceperly-Alder-Local Density Approximation (CA-LDA) along with the PBE functional led to similar conclusion as discussed above. Thus, the conclusions are independent of the exchange-correlation functional.

Hence, our physically motivated SGD were instrumental in seeking an in-depth understanding of how different factors, i.e. feature sets and database subsets influence the ML model performance. The performance tests with different combinations of features and database indicate that it is difficult to construct a general universal ML model which generalizes well to all types of structures. Instead, one needs to optimize the set of features, database and the ML model for the target system of interest to obtain the best performance.
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Appendix A: Methodology

1. Data Generation and DFT Calculation

a. Data Generation

We have used two approaches for generation of dataset of carbon structures for ML studies. In the first approach we have generated structures through RS approach using the random structure generator as implemented in USPEX. In the second approach we have employed MHM, which consists of consecutive short MD runs followed by post-relaxation. In the MHM method, one has to provide initial seed structure as starting point for MHM runs. We have used graphite, diamond, BCT and K allotropes of carbon as starting point. Structures generated from these two approaches were screened for any redundancy based on fingerprint distance and unphysical structures based on the PF. This resulted in a final tally of 1500 structures from RS and 10000 from MHM runs. An 8 atom unit cell of carbon was used for the data generation and ML studies.

The fingerprint function developed by Oganov. et al. based on the cosine of the angle formed by the RDF of any two structure was used to sort out the database from multiple found structures. A well defined mutual distance of 0.0001 among structures in phase space was set as lower threshold. The unphysical structures represent those cases, which have low PF, i.e. PF ≤ 0.05.

b. DFT Calculations

All the calculations in structure generation, geometry relaxation and scf have been carried out using planewave based density functional theory as available in Vienna Ab-initio Simulation Package (VASP) for Perdew-Burke-Ernzerhof exchange correlation functional. An energy cut-off of 400 eV and Gaussian smearing of 0.20 eV was used for quick and efficient generation of structures, without losing on accuracy.

Post data generation through RS and MHM, all the structures of RS and the local minima structures of MHM were further relaxed to a threshold force of 10 meV/Å. A higher energy cutoff of 600 eV, Gaussian smearing of 0.10
functionals in VASP for PBE functional. Alder-Local Density Approximation (CA-LDA) functionals with dispersion correction, we also carried out the systematic ML studies on the total energies calculated using Ceperly-Alder-Local Density Approximation (CA-LDA) functionals as available in VASP using the settings discussed above for PBE functional.

The carbon atoms were described by the Projector Augmented Wave (PAW) potentials as available for PBE/CA-LDA functionals in VASP.

2. Data Representation

- **Single Geometric Descriptor:**

  As discussed in Sec. [1] the SGD component consists of following features: the atom’s average coordination number ($CN$), average inter-atomic bond distances ($d_{CC}$), number-density ($ND$) and packing-fraction ($PF$).

  In order to ensure continuity and consistency in determining the CN and $d_{CC}$, we used a self-consistent method by Limbu[11]. The method starts with an initial guess of the average bond length $\bar{d}_i$ which is iteratively updated to the actual average bond length of the $i$-th atom. Using the interatomic distances $d_{ij}$, the average bond length of the $i$-th atom is updated according to

  \[
  \bar{d}_i = \sum_j d_{ij} p_{ij}, \quad p_{ij} = \frac{e^{f(d_{ij})}}{\sum_j e^{f(d_{ij})}}, \quad f(d_{ij}) = 1 - \left( \frac{d_{ij}}{\bar{d}_i} \right)^6. \tag{A1}
  \]

  Once the average bond length has converged, the (effective) coordination number of the $i$-th atom is given by

  \[
  C_i = \sum_j e^{f(d_{ij})}. \tag{A2}
  \]

  The individual coordination numbers $C_i$ and bond lengths $\bar{d}_i$ were averaged to yield the average coordination number $CN_1$ and bond length $d_{CC,1}$ of first nearest neighbours. Additionally we determined the standard deviation for both quantities. Subsequently, we used the same procedure to determine the coordination number and bond length of second nearest neighbours, $CN_2$ and $d_{CC,2}$.

  The ND and PF, in general, are intensive quantities, i.e. they both are independent on the system size, capture the system scale and long-range order. To ensure that both quantities do not capture redundant information, we determined the ND under the assumption of rigid atom volumes of equal size and the packing fraction with individual atom volumes:

  \[
  ND = \frac{N}{V_{\text{unit cell}}}, \quad PF = \frac{\sum_{i=1}^{N} V_i}{V_{\text{unit cell}}}, \tag{A3}
  \]

  where $V_i$ denotes the individual atomic volumes, which where obtained by successively determining the maximum extent each atom can take in its local environment, based on a hard sphere model of the atom.

- **Radial Distribution Function:** In order to construct the RDF as a finite-size feature vector fulfilling the desired property of continuity, we quantized ($dr \rightarrow \Delta r$) and smoothed eq. [1] using a Gaussian smoothing on the inter-atomic distances ($d_{ij} \rightarrow N(d_{ij}, \sigma_{\text{RDF}})$).

  For determining the optimum parameters of the RDF, we used the whole crystal structure database (MHM+RS database, after removing the 10% holdout set) and a grid search scheme using only the RDF as data representation. In the first test, we constructed a grid of different values for the bin size $\Delta r \in \{0.01, 0.02, 0.05, 0.10, 0.20, 0.50, 1.00\}$ and equally spaced cutoff radii $r_c \in [1, 10]$ (values given in Å). Using

\[ eV \text{ and a k-mesh of } 2\pi \times 0.20 \text{ Å}^{-1} \text{ to sample the Brillouin Zone (BZ) was used for geometric relaxation. In the final step, these settings were used for all the intermediate and relaxed structures for scf calculations to obtain final set of consistent total energies.} \]

As our crystal database consists of graphite-like structures, good description of van der Waal’s interaction would be necessary to obtain both correct geometry and correct energy. However, we have deliberately avoided the use of dispersion correction along with PBE functional. This decision was motivated by the fact that (i) our constructed features may not be sensitive to the energy scales of the vdW’s interaction and (ii) hence we wanted to ensure that the ML model learns and provide performance only for the electrons involved in chemical bonding.

To ensure that the performance of the ML model is not affected by the choice of functionals or absence of dispersion correction, we also carried out the systematic ML studies on the total energies calculated using Ceperly-Alder-Local Density Approximation (CA-LDA) functionals as available in VASP using the settings discussed above for PBE functional.
default model parameters ($\gamma=10^{-3}$ and $\sigma=10^{-4}$) for the KRR as implemented in Scikit-learn we performed a 5-fold cross validation in each execution in the grid search scheme. The best mean squared error (lowest mean over different folds) was achieved using a bin size of $\Delta r = 0.1\, \text{Å}$ and a cutoff radius of $r_c = 5\, \text{Å}$. In the second test, we again performed 5-fold cross validation using different choices of Gaussian smoothing parameters $\sigma_{\text{RDF}} \in \{0.01, 0.02, 0.05, 0.10, 0.20, 0.50, 1.00\}$. The best performance was measured at a smoothing parameter equal to the bin size $\sigma_{\text{RDF}} = 0.1\, \text{Å}$. The quantization of the RDF with the determined parameters, hence, gave a final number of 40 bins used as features.

- **Angular Distribution Function**: Following similar protocols as in RDF, the distribution of bond angles in the ADF was discretized ($d\theta \rightarrow \Delta \theta$) and smoothed ($\theta_{ijk} \rightarrow N(\theta_{ijk}, \sigma_{\text{ADF}})$).

Again, we conducted a grid search scheme using the MHM+RS database with bin sizes $\Delta \theta \in \{1, 2, 5, 10, 15, 30\}$ and smoothing $\sigma_{\text{ADF}} \in \{1, 2, 5, 10, 15, 30\}$ (values given in $^\circ$). To provide missing and essential information on the radial distances, we also included the SGD features during model training. The 5-fold cross validation showed that a bin size of $\Delta \theta = 15^\circ$ and, again, a smoothing equal to the bin size $\sigma_{\text{ADF}} = 15^\circ$ is optimal for the crystal structures in the database. With a periodic bond-angle range of $\theta \in [0^\circ, 180^\circ]$ the quantization of the ADF resulted in 12 bins.

3. **Model Parameter Optimization**

To determine the optimum value of the regularization parameter $\sigma$ and kernel coefficient $\gamma$ of the KRR model, we again used 5-fold cross validation in a grid-search scheme. The grid was constructed using a logarithmic range of $10^0$ to $10^{-7}$ for both $\sigma$ and $\gamma$. During the search it was ensured that the optimum lies within the search space.

The model parameter optimization for the model used in Sec. VA was conducted twice: (i) on each combination of features (SGD, RDF, ADF) using only the MHM+RS database and (ii) on each database (MHM, RS, MHM+RS) using all combination of features (SGD+RDF+ADF).

A selection of the grid search results for the different databases (MHM, RS, MHM+RS) is given by Fig. 6.

![Figure 6](image)

Figure 6. Grid search for the optimal hyperparameters of the KRR model: here, the KRR model was trained on each database (MHM, RS, MHM+RS) using all combination of features (SGD+RDF+ADF). The red rectangles indicate the lowest mean squared error in the grid search.

4. **Construction of Cluster 1 and Cluster 2**

According to the clusters in Fig. 2 we identified and labeled two structure types: loose, $sp^2$-dominated structures (short $d_{CC}$, low PF) as *Cluster 1*, and compact and $sp^3$-dominated structures (long bond length, high PF) as *Cluster 2*. We performed a subset selection by manually constructing two notional zones, circular and centered at the cluster peaks, which are apparent in the bottom right panel of Fig. 2. The zones were expanded, such that approximately 5000 structures fell into each zone (Fig. 3). Crystal structures not captured by any of the two zones, were considered
to be not relevant for this specific test. Additionally, we separated the holdout set and test set by allocating the structures to one of the two structure types.

5. Scripts for Machine Learning Studies

The extraction and construction of features for every crystal structure of the database, training and optimization of the model parameters of the KRR model have been carried out in python and the use of the inbuilt Scikit-learn library.

Extracting the features (RDF, ADF, SGD) for the whole database (MHM+RS) with 11.5k crystal structures took $\sim 15$min on a single processor. The model training on 10k crystal structures took $\sim 20$ seconds and a few seconds for the prediction on 1k structures. In comparison, a single scf calculation for the total energy in DFT requires about $\sim 5$-10 CPU minutes with 4 MPI parallel processes.

Appendix B: Distribution Plots

1. Feature Uniqueness

![Energy difference $\Delta E$ in (eV/atom) along y-axis vs Euclidean distance of the normalized features made of SGD, ADF, RDF along x-axis for every pair of structure present in the MHM+RS database.]

In order to check that the features used to represent the carbon structures in our ML studies are unique, we estimated the Euclidean distances between the set of normalized features for any two given structures, as they would appear in the definition of the kernel function eq. (7). Two distinct structures should result in non-zero Euclidean distance whereas zero Euclidean distance for two different structure would indicate that the features are not unique as claimed. A plot of the Euclidean distance between the normalized features and the energy difference $\Delta E$ in (eV/atom) for every pair of structure is shown in Fig. 7.
2. Histogram of SGD for RS, MHM and MHM+RS database

Figure 8. Distribution of structures of MHM (blue), RS (yellow) and MHM+RS (red) for different SGD features
3. Histogram of SGD for Cluster 1 and Cluster 2

Figure 9. Distribution of structures of Cluster I (violet) and Cluster II (green) for different SGD features.
4. Histogram of RDF and ADF for MHM+RS database

Figure 10. Contour plot of distribution of structures of RDF vs \( r(\text{Å}) \) and ADF vs \( \theta \) for MHM+RS database, Cluster 1 and Cluster 2. The color code represents the number of structures.
5. Pairwise density plot for different SGD

Figure 11. Data density plot for different combination of SGD feature with MHM+RS database.
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