Predictors of invertebrate biomass and rate of advancement of invertebrate phenology across eight sites in the North American Arctic
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Abstract
Average annual temperatures in the Arctic increased by 2–3 °C during the second half of the twentieth century. Because shorebirds initiate northward migration to Arctic nesting sites based on cues at distant wintering grounds, climate-driven changes in the phenology of Arctic invertebrates may lead to a mismatch between the nutritional demands of shorebirds and the invertebrate prey essential for egg formation and subsequent chick survival. To explore the environmental drivers affecting invertebrate availability, we modeled the biomass of invertebrates captured in modified Malaise-pitfall traps over three summers at eight Arctic Shorebird Demographics Network sites as a function of accumulated degree-days and other weather variables. To assess climate-driven changes in invertebrate phenology, we used data from the nearest long-term weather stations to hindcast invertebrate availability over 63 summers, 1950–2012. Our results confirmed the importance of both accumulated and daily temperatures as predictors of invertebrate availability while also showing that wind speed negatively affected invertebrate availability at the majority of sites. Additionally, our results suggest that seasonal prey availability for Arctic shorebirds is occurring earlier and that the potential for trophic mismatch is greatest at the northernmost sites, where hindcast invertebrate phenology advanced by approximately 1–2.5 days per decade. Phenological mismatch could have long-term population-level effects on shorebird species that are unable to adjust their breeding schedules to the increasingly earlier invertebrate phenologies.
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Introduction
Annual temperatures in the Arctic have increased by 2–3 °C in recent decades due primarily to anthropogenic greenhouse gas emissions (Allen et al. 2018). Warming is occurring more rapidly at higher latitudes and is driving an array of interrelated environmental changes that include earlier snowmelt and later freeze-up, declining water balance, warmer lake and pond temperatures, and changes in thermokarst dynamics (Hinzman et al. 2005; Liljedahl et al. 2016). Biological responses to warming are complex and difficult to predict but include northward expansion of species distributions (Bhatt et al. 2010; Tape et al. 2016) and increased productivity (Hudson and Henry 2009). Warming can also lead to advancing phenology (Høye et al. 2007), which may have negative consequences for consumers in cases where the timing of resource demand does not advance at the same rate as resource availability, creating trophic mismatch (Durant et al. 2007).

The potential effects of trophic mismatches are predicted to be greatest for long-distance migrants that breed in seasonally productive habitats (Both et al. 2010), such as Arctic-breeding shorebirds. Climate-driven changes in seasonality may lead to asynchrony between shorebirds and...
their invertebrate prey because the timing of arrival on the breeding grounds and subsequent breeding may depend on environmental conditions in wintering or migratory stopover habitats, and therefore, may not advance along with Arctic warming trends (Senner 2012; Grabowski et al. 2013; Ely et al. 2018). The breeding success of Arctic shorebirds may be sensitive to mismatches with prey availability early in the season, because most species rely on local food resources for egg formation (Morrison and Hobson 2004; Hobson and Jehl 2010). A mismatch with prey availability later in the season can affect the growth and survival of their precocial chicks (Tulp and Schekkerman 2008). However, the consequences of these mismatches vary annually and across taxa (Reneerkens et al. 2016; Senner et al. 2017; Saalfeld et al. 2019), and in some cases, may be offset by the energetic advantages of warmer weather for thermoregulation among precocial young (McKinnon et al. 2013). Considerable uncertainties remain in our understanding of climate-related effects on the phenology of Arctic invertebrates and the effects to shorebirds of any resulting trophic mismatches.

Invertebrate phenology is largely driven by local weather conditions. Invertebrates become active and available as the ground begins to thaw, the timing of which is determined by snowmelt and the attainment of temperature thresholds required for activity and development (Danks and Oliver 1972; Høye and Forchhammer 2008a). The prey biomass available to insectivorous birds varies widely across the breeding season, generally exhibiting a dome-shaped pulse (Høye and Forchhammer 2008b; Bolduc et al. 2013), and is dependent not only on the density, but also on the level of activity of invertebrate prey species. Density is best explained by variables representing seasonal progression, such as date or accumulated temperature, while activity is best explained by weather conditions (Høye and Forchhammer 2008b; Tulp and Schekkerman 2008; Bolduc et al. 2013). Temperature is the most important determinant of invertebrate activity, although wind speed, precipitation, humidity, and solar radiation can also play a role (Tulp and Schekkerman 2008; Bolduc et al. 2013).

Understanding the magnitude and geographic scope of climate-induced changes in invertebrate availability is a prerequisite for understanding the importance of phenological mismatch as a potential driver of population declines in Arctic shorebirds. Based on a hindcasting approach that showed advancing invertebrate phenology for a site in the Siberian Arctic (Tulp and Schekkerman 2008), our overarching goal was to investigate changes in the availability of invertebrates in terrestrial habitats at eight sites extending from western Alaska to eastern Canada, a range of more than 3500 km. Our eight study sites were part of the Arctic Shorebird Demographics Network (ASDN) where biologists used standardized field methods to collect invertebrate samples during the summers of 2010–2012 (Brown et al. 2014). Kwon et al. (2019), using this same dataset, found that temperatures had increased the greatest in the northern and eastern portions of this study area, but found it difficult to predict geographic patterns in invertebrate responses due to the fact that snowmelt timing was not coupled to warming at these sites. Our three main questions were (1) how do invertebrate communities differ across our eight sites, (2) what environmental factors are the most important drivers of invertebrate availability at each site, and (3) how has the seasonal timing of invertebrate availability changed over the last 60 years? Due to the cold temperatures and short summers in the Arctic, we expected that ambient temperature and the timing of snowmelt would be important drivers of the timing and duration of invertebrate availability.

Methods

Study area

Our study included eight ASDN sites in the low and high Arctic that extended from Nome in western Alaska to East Bay in eastern Canada (Fig. 1). Our field sites ranged from 63° to 71° N and 81° to 164° W. All sites were within 30 km of the coast and located inside the Arctic bioclimatic zone. Dominant vegetation consisted of graminoid tundra at the Nome site; sedge, grass, moss, and shrub wetlands at the northern Alaska and Mackenzie Delta sites; and prostrate-shrub tundra at the East Bay site (Walker et al. 2005). Our eight ASDN sites formed an ecological gradient with more productive ecosystems and higher densities of breeding shorebirds at western sites relative to sites in the central Arctic (Kwon et al. 2019).

Invertebrate sampling, processing, and data summary

We tracked the seasonal availability of invertebrates using modified Malaise-pitfall traps during the summers of 2010–2012. Our traps were designed to capture both crawling and low-flying invertebrates and were constructed and deployed according to a common protocol (Brown et al. 2014; Kwon et al. 2018). Each trap consisted of a 38-cm × 8-cm × 5-cm container above which a 36-cm × 36-cm frame with 2-mm mesh was fitted. The traps were oriented perpendicular to the prevailing wind direction; the containers were placed so that the top was at ground level and filled with a solution consisting of water with 20–30% propylene glycol and a drop of commercial-grade surfactant. Capture rates in modified Malaise-pitfall traps reflect the abundance and activity of invertebrates, and biomass from these traps has been linked to growth rates of...
chicks from several shorebird species (Scheikkerman et al. 2003; McKinnon et al. 2012; Saalfeld et al. 2019).

At each ASDN site, we permanently established two transects of five modified Malaise-pitfall traps. One transect was placed in a mesic habitat (pond edges and low-centered polygons) and one transect was placed in a dry habitat (frost boil tundra or dry lowland sites). These transects were selected to be representative of the conditions at each site. Previous work at the Utqiaġvik ASDN site showed that invertebrate biomass was correlated and of similar magnitude across widely scattered transects, suggesting that samples from a single transect were reflective of the broader study area (Saalfeld et al. 2019). Generally, invertebrates were collected from the traps every 3 days (93% of samples), preserved in an alcohol solution, and shipped to the laboratory for processing at the end of the field season. At each site, sampling began at or soon after the day when snow cover was < 50% (generally late May to mid-June), and ended in early to late July, as the main ASDN research focus was the phenomenology of the onset of shorebird breeding. Thus, the latter part of the growing season is not represented in our data but is frequently marked by declining invertebrate availability (Høye and Forchhammer 2008a; Bolduc et al. 2013). Also, many of our field sites were in remote areas of the Arctic where sampling later in the season would have increased the likelihood of early snowfall impeding access and compromising the safety of field personnel.

Invertebrate samples were processed by Aquatic Biology Associates, Inc. in Corvallis, Oregon. All organisms were identified to order or family using a dissecting scope at 12X magnification. Body length of invertebrates was measured with a stage micrometer gridded at one-mm intervals to the nearest quarter mm for individuals shorter than two mm and to the nearest half mm for individuals longer than two mm. Published length–mass regressions were used to calculate biomass (Kwon et al. 2019 and references therein).

For each sampling event, we calculated the biomass trap$^{-1}$ day$^{-1}$ of each invertebrate taxon, which we interpreted as an index of the amount available to shorebirds, although the true availability is unknown. The number of
traps collected per sampling event varied from two to five, although five traps were collected on 97% of all sample dates. The number of days represented by sampling events varied from one to 12, although 93% of samples were collected every three days. We plotted the biomass trap$^{-1}$ day$^{-1}$ for each taxon separately for each site, habitat, and year to allow for comparisons across the eight sites (Online Resource 1). As a response variable for statistical modeling, we summed the biomass trap$^{-1}$ day$^{-1}$ of all taxa by site and habitat type to represent daily availability of the invertebrate community as a whole (hereafter called “daily availability”). Gape width of shorebird chicks may limit the size classes of prey they can consume. However, we did not eliminate any taxa from our analysis because shorebird adults and larger chicks have been reported to consume the dominant large-bodied invertebrate taxa in our dataset (Carabidae and various Hymenoptera; Holmes 1966; Holmes and Pitelka 1968; Gerik 2018).

**Differences in invertebrate community composition among sites**

To explore how invertebrate communities differed across our eight sites, we used multivariate analyses based on non-metric multidimensional scaling (NMS, Clarke 1993) of mean daily availability across all sampling dates for each taxon within each site, year, and habitat ($n = 46$). NMS ordination is a tool for visualizing differences in community composition among samples (or in our case, averaged samples for each site-year) that maps multivariate data to a lower dimensional space based on the inter-correlations between taxa within the community (McCune and Grace 2002). Points that are closer together in the ordination space represent site-years with more similarities in community composition than points that are further apart. Our availability data spanned several orders of magnitude, thus we log$_{10}$ transformed the values prior to conducting NMS. We added a decimal constant of 0.001 to each value before log transforming to preserve the original order of values in the dataset and added an order-of-magnitude constant of three to each log-transformed value to maintain zeros in the dataset (McCune and Grace 2002). We performed the NMS on a matrix of Bray–Curtis distances and selected an interpretable number of dimensions (preferably < 4) that also had acceptable stress ($< 20$, McCune and Grace 2002). Stress is a measure of the relationship between the original Bray–Curtis distances between samples and the distances in the ordination space and lower stress indicates a better solution (McCune and Grace 2002). We tested for differences in community composition by site, year, habitat, latitude, and longitude using permutational multivariate analysis of variance on the distance matrix (Anderson 2001). We used sites to constrain the permutations for habitats and years. We conducted all multivariate analyses using the vegan package in R (Oksanen et al. 2017). Additionally, we plotted the final ordination with points sized by each taxon’s biomass in separate figures to explore patterns in taxonomic composition across the sites (Online Resource 2).

**Environmental drivers of invertebrate availability**

To explore drivers affecting the availability of invertebrate prey, we modeled daily availability for each site as a function of habitat type (dry vs. mesic) and weather variables recorded at or near the respective ASDN sites. Hourly weather conditions (air temperature, relative humidity, wind speed, and wind direction) were recorded by a weather station (Onset Hobo Weather Station, U30 Series; Pocasset, Massachusetts, USA) at each ASDN site, except for the Utqiagvik site which used weather data from the nearby Utqiagvik airport that was 5 km from the study site (Fig. 1). Precipitation was measured daily, and visual estimates of snow cover were made every other day from the beginning of the season until > 50% of snow cover was gone at all sites (i.e., day of snowmelt).

The weather stations failed to collect data on all sampling dates at all sites due to intermittent problems with maintaining battery power and storage media in inclement conditions. We dealt with incomplete weather data on a site-by-site basis by omitting dates with incomplete weather data or by using weather data from the nearest weather station (Fig. 1). We used data from the Kotzebue airport located 46 km away from the Cape Krusenstern site to fill in missing data for ~ 50% of dates. We did not include relative humidity in the analysis for Cape Krusenstern because it was not recorded at the Kotzebue airport or for East Bay because the sensor on the weather station failed during the 2012 season. Precipitation data were not collected at the Colville River site, so we used precipitation data from Colville Village, 10 km away. We replaced 11 days of missing precipitation data at the Nome site with data from the Nome airport, approximately 24 km away.

We predicted that daily air temperatures would be an important determinant of invertebrate availability, in addition to cumulative temperatures, which determine the developmental rates of invertebrates (Hodkinson et al. 1998). We calculated cumulative degree-days as the sum of all positive mean daily temperatures from the day of snowmelt (i.e., < 50% snow cover) up to and including the day of invertebrate sampling (Tulp and Schekkerman 2008). The timing of snowmelt was unavailable for 11 of the 23 site-years in our dataset because field staff arrived after the snow had melted or because snow cover estimates were not recorded. To determine if images collected by remote sensing were an adequate substitute, we compared the observed day of snowmelt to (1) the Daily Northern Hemisphere Snow and
Ice Analysis at 4-km resolution (IMS; National Ice Center 2008) and (2) the MODIS-derived last day of the longest continuous snow season at 500-m resolution (LCLD; Lindsay et al. 2015). Mean absolute differences between remotely sensed and observed snowmelt dates were 10 days for IMS (range 3–21 days) and 6 days for LCLD (range 0–13 days), so we used the latter metric. The East Bay site did not record snow cover in 2011 and LCLD was not available for this site, so we used the date when recorded snow depth reached zero from the Coral Harbour Airport (85 km away) to approximate day of snowmelt for this site-year.

Our final list of predictors consisted of daily temperature (°C), relative humidity (%), wind speed (km hr⁻¹), precipitation (mm), cumulative degree-days (CDD, °C), and a quadratic term for CDD (CDD²) to allow for a non-linear relationship between seasonal development and biomass. We converted hourly measurements to daily averages and omitted data for days with less than 90% of hourly measurements. We also adjusted daily weather data for the number of days between invertebrate sampling events by averaging temperature, relative humidity, and wind, and by summing precipitation.

Statistical analyses of environmental data

We used linear mixed-effects models to relate predictor variables to invertebrate availability, with a random intercept for year because each site was sampled for two or three years. We centered all of the continuous predictor variables by subtracting their mean because it made the intercept interpretable as the estimated biomass in the middle of the season (mean cumulative degree-days) during average weather conditions and also because it decreased the correlation between CDD and its quadratic term. We tested for collinearity in the weather variables using pairwise plots and variance inflation factors (VIF) and removed the predictor with the highest VIF in a stepwise procedure until all predictors had VIF less than five.

At many of the sites, daily variation in temperature, relative humidity, and CDD were co-linear. Temperature and relative humidity tend to be inversely related because warmer air can hold more moisture than cool air, while temperature and CDD increased together as temperatures warmed over the sampling season. We opted to remove relative humidity first to address multicollinearity because previous research has shown the importance of accumulated and daily temperature for predicting invertebrate availability, while the direction and effect size of humidity have been variable (Bolduc et al. 2013). Removing relative humidity for Canning River, Colville River, and Ikpikpuk reduced VIF for the remaining variables below five. For Cape Krusenstern, we also excluded CDD and CDD² from the global model due to multicollinearity with daily temperature. As a result, the site-specific global models included different sets of predictor variables.

We started with a global model that included the final set of predictor variables for each site in addition to a random intercept term for year. We used all-subsets modeling to consider a suite of all possible models and compared models using Akaike’s Information Criterion (AIC). We only included squared cumulative degree-days in models that also contained the linear term. We used this approach because we expected that all of our predictor variables would affect invertebrate availability so constructing a smaller list of a priori models would not have been meaningful. Additionally, all subsets resulted in a balanced model set so that relative variable importance can be calculated (Burnham and Anderson 2002), which was important for evaluating drivers of invertebrate availability. We defined our confidence set as all models with ∆AIC ≤ 4 and removed models with uninformative parameters, where addition of a single parameter to a better model did not improve ∆AIC by > 2 units of that model (Arnold 2010). We averaged parameter estimates over all models in the confidence set by substituting zero when a parameter was missing from a model (Anderson 2008; Grueber et al. 2011), estimated confidence intervals (85%, Arnold 2010) for each parameter using unconditional standard errors based on the final model set, and calculated variable importance as the sum of the Akaike weights (Σw) over all the models in which a parameter occurred. We ran all analyses in R using the nlme and MuMIn libraries (Pinheiro et al. 2014; Barton 2016; R Core Team 2017).

We quantified model fit using the marginal and conditional $R^2$, which are equivalent to the variance explained by the fixed effects and the variance explained by the entire model (fixed and random effects), respectively (Nakagawa and Schielzeth 2013). To assess model performance for prediction, we used the observed versus predicted coefficient of determination, $r^2$ (Piñeiro et al. 2008). We used the global model to test model assumptions (normality of the residuals, normality of the random effects, and homogeneity of variances [normalized residuals plotted against fitted values and each predictor]), to check for outliers using Cook’s distance, and to check for temporal autocorrelation.

Changes in the historic timing of invertebrate availability

To investigate long-term changes in the seasonal timing of invertebrate availability, we obtained historical weather data for each site. We acquired daily temperature and precipitation data from the geographically nearest long-term weather station (Climate Data Online: https://www.ncdc.noaa.gov/cdo-web/; Fig. 1; Menne et al. 2012). Relative humidity data were not available at any of the weather stations and wind data were not available prior to 1983 so we did not include
either in this analysis. For three sites, we combined data from two nearby weather stations to generate the longest time series possible. The final weather time series extended to 1950 for all but three sites: weather stations were first established at Mackenzie Delta in 1957 and at Colville and Canning in 1986.

The predictor variables used in this analysis consisted of temperature, precipitation, CDD, and a quadratic effect of CDD, the latter to allow for a dome-shaped relationship between seasonal development and biomass as for the above set of models exploring drivers of invertebrate availability. Remotely sensed datasets of snow coverage were not available prior to 2000 so we calculated CDD by summing the positive daily temperatures since the first day of the first week with daily mean temperatures above freezing up to and including the day sampled. We chose the first week (continuous 7-day period) of above freezing temperatures, rather than the first day above zero, because it more closely matched the observed day of snowmelt recorded at the sites during the 2010 to 2012 field seasons \((n = 12, \text{mean absolute difference } = 6.4 \text{ days for the first day of first week above zero vs. } 15 \text{ days for first day above zero})\). We excluded habitat type as a predictor variable in our hindcasting models because our models from the 2010–2012 analysis indicated that invertebrate availability differed between dry and mesic habitats at only two of the eight sites. We could not combine samples into a single daily biomass value, as samples were often collected on different days. Accordingly, we used samples from only the dry tundra habitats because more samples were collected in this habitat type \((261 \text{ versus } 247)\) and because dry tundra is more extensive than mesic tundra (i.e., wetland habitat types) in the Alaskan and Canadian Arctic (Walker et al. 2005).

Using the same modeling strategy described above that drew on our ASDN-site weather data, we built a second set of linear mixed-effects models that also expressed daily invertebrate availability as a function of contemporaneous predictors (linear effects of temperature, precipitation, CDD, and a quadratic effect of CDD), but with meteorological data provided by the regional weather station nearest each site (Fig. 1). We then used the resulting model parameter estimates, in combination with the full suite of long-term weather data, to hindcast daily invertebrate biomass for the summer months of May, June, and July for the 63-year period from 1950 to 2012. We smoothed weather data used for hindcasting over 3-day intervals, to match the resolution of the predictors used to build the models, by averaging daily temperature and summing daily precipitation. We calculated two measures of invertebrate phenology using the hindcast daily biomasses: (i) the first day of the season when the daily invertebrate availability was above 10 mg per trap per day and (ii) the date of the season when daily invertebrate availability was predicted to be the highest. We calculated a third measure that represented the duration of prey availability as the total number of days in May, June, and July with daily invertebrate availability above 10 mg per trap per day. We calculated invertebrate responses for years with weather data for at least 90% of days during May through July. We selected the date of peak invertebrate availability from a seven-day moving average of hindcast availability to ensure that our peak date represented a biologically meaningful time period of high invertebrate availability rather than a single isolated emergence event. We based the 10-mg threshold on previous work that showed that the precocial young of red knots \((\text{Calidris canutus})\) in Siberia grew sufficiently for average growth on days when 10 mg or more of invertebrates were captured in pitfall traps (Schekkerman et al. 2003; Tulp and Schekkerman 2008). The 10-mg threshold falls within the second quartile of all estimates of daily invertebrate availability, slightly below the median value of 14.5 mg. To account for uncertainty in the prey availability threshold that would lead to average chick growth across a range of sites and shorebird species, we conducted a sensitivity analysis using four thresholds of invertebrate availability \((5, 10, 15, \text{and } 20 \text{ mg}; \text{Online Resource 3})\), each regressed against year to investigate changes since 1950. The upper values selected for the sensitivity analysis are supported by results from Utqiaġvik that invertebrate biomasses \((\text{trap}^{-1} \text{day}^{-1})\) of 21 and 15.5 mg provided sufficient resources for average growth of Dunlin \((\text{C. alpina})\) and Pectoral Sandpiper \((\text{C. melanotos})\) chicks, respectively (Saalfeld et al. 2019). We were also interested in spatial differences in phenology and used ANOVA (followed by Tukey’s Honest Significant Differences) to compare a recent 20-year period (1992–2012) among sites.

Results

A total of 579 invertebrate samples were collected across the eight sites, three years, and two habitats. Six sites had three years of data and two sites had two years of data. The number of samples collected within each habitat, site, and year varied from nine to nineteen. Generally, data were collected over the longest portion of the summer season at the Utqiaġvik, Nome, and Colville sites \((\geq 13 \text{ samples each year})\).

Differences in invertebrate community composition among sites

Forty-eight unique invertebrate taxa were identified to family or higher taxonomic levels across the eight sites (Online Resource 4). Eighteen taxa occurred at all eight sites. The Nome and Mackenzie Delta sites had the highest taxon richness \((42 \text{ and } 37, \text{respectively})\), while Utqiaġvik and East
Bay had the lowest (24 each). Dominant taxa, defined as any taxon that makes up at least 5% of the mean cumulative annual biomass for a site, included 14 groups (Table 1). Araneae (spiders) had the highest biomass across all the sites (>1800 mg), which was driven by exceptionally high biomasses (>25 mg trap⁻¹) at two of our eight sites: Nome and Cape Krusenstern. Brachycera and Carabidae had the next highest total biomass (ca. 1000 mg) and the remaining dominant taxa had between 8 and 440 mg dry mass across all eight sites.

An NMS ordination of community composition (expressed as mean daily biomass of each taxon) for each habitat, site, and year resulted in a three-dimensional solution with a stress of 15.1, indicating an acceptable solution (McCune and Grace 2002; the first two dimensions are shown in Fig. 2). Permutational multivariate analysis of variance on the distance matrix indicated significant differences in community composition among sites (p-value = 0.001, partial $R^2 = 0.60$), habitats (p-value = 0.008, partial $R^2 = 0.03$), and years (p-value = 0.007, partial $R^2 = 0.05$). Latitude and longitude were also significantly correlated to community composition (p-value < 0.001), but each explained a small portion of the variation as compared to the site effect (partial $R^2$ for latitude = 0.12 and partial $R^2$ for longitude = 0.10). Points further apart in the ordination show distinct differences in community composition between sites. For example, sampling points associated with the Mackenzie Delta (black upside-down triangles) are all in the lower half of the ordination space, whereas points associated with the Colville River (white upside-down triangles) are all in the top left corner of the ordination. Differences in composition can be further examined by comparing differences in the relative dominance of different taxa at these sites: Brachycera, Tipulidae, Hymenoptera (bees and wasps), Chironomidae, and Trichoptera were all important contributors to biomass at the Colville River, whereas Araneae, Brachycera, Carabidae, and Lymnaeidae were the most important taxa at the Mackenzie Delta (Table 1).

Several taxa with high biomass showed geographic variation across our gradient of Arctic sites (Online Resource 2). Araneae and Lepidoptera both had higher total biomass at lower latitudes, especially at Nome and Cape Krusenstern. Carabidae were also more common at sites further south but had the highest total biomass at Ikpikpuk. Brachycera, Tipulidae, Hymenoptera (bees and wasps), and Trichoptera all had high biomass across habitats and years at the Colville River. Tipulidae were also common and had higher than average biomass at Ikpikpuk. Chironomidae, Sciariidae, and Hymenoptera (parasitoid) were more evenly distributed across the sites. Mycetophilidae were most common at Cape Krusenstern, Nome, and Utqiaġvik.

Several of the dominant taxa were groups of large-bodied invertebrates (mean individual biomass > 4 mg), which included Carabidae, Hymenoptera, Trichoptera, and Lepidoptera. Large Hymenoptera (bees and wasps) and Trichoptera comprised a large amount of biomass at the Colville River but were minor at all other sites. Carabidae and Lepidoptera were particularly dominant at the two Bering Sea sites, Nome and Cape Krusenstern, and less common elsewhere. Overall, there was not a clear pattern in the geographic distribution of the dominant taxa and none appeared to be responding to the longitudinal gradient spanned by the eight sites.

### Differences in invertebrate availability among sites

Most sites had multiple peaks of invertebrate availability (total biomass trap⁻¹ day⁻¹ across all taxa) throughout the sampling season, suggesting taxon-specific differences in the timing of availability (see plots in Online Resource 1). Few sites or years had seasonal patterns where invertebrate availability tailed off completely by the end of the sampling season, which is likely because our sampling ended in July. Utqiaġvik had the longest sampling season (end dates of July 28 or 29) and invertebrate availability peaks occurred in mid- to late-July.

Nome, Colville, and Cape Krusenstern sites had the highest cumulative invertebrate availability (>500 mg), although Nome and Mackenzie Delta accumulated the most degree-days (>400, Fig. 3). Colville River had the highest invertebrate availability over the shortest season and the Canning River had the lowest invertebrate availability. Some sites and years showed depletion of the invertebrate pool by the end of the sampling season, such as East Bay where biomass increases per degree-day began to decrease between 100 and 200 degree-days (Fig. 3). Some sites showed substantial inter-annual variation in cumulative availability, such as Cape Krusenstern and the Colville River, where cumulative biomass varied by over 450 mg between years (Fig. 3).

### Environmental drivers of invertebrate availability

The final confidence sets for the eight sites included two to six models after we eliminated models with uninformative parameters (Online Resource 5). Most of the sites had substantial model selection uncertainty, as only Cape Krusenstern and Nome had top models with model weights greater than 0.7. The conditional $R^2$ for the models in each site’s confidence set ranged from 0.55 to 0.85, with models for Utqiaġvik, Colville River, Ikpikpuk, and Mackenzie Delta explaining the most variation in invertebrate biomass (conditional $R^2 \geq 0.70$). Weather variables (fixed effects) explained all the differences among years (random effect) at Utqiaġvik, Ikpikpuk, and Mackenzie Delta (i.e., the marginal and conditional $R^2$ were the same). Model accuracy, as measured...
by the coefficient of determination between observed and predicted values, was highest at Colville River ($r^2 = 0.85$), but was also relatively high at Utqiaġvik, Mackenzie Delta, and Ikpikpuk ($r^2 > 0.7$, Table 2).

Temperature and cumulative degree-days (CDD) had the highest relative variable importance across the sites (Table 3). Temperature’s relative variable importance was 1.00 at six of eight sites but was lower at Canning River and Utqiaġvik (< 0.6). A one-unit change in any of the predictors can be interpreted as a percentage change in the response since biomass was log-transformed prior to modeling (Gelman and Hill 2007). A 1°C increase in temperature was associated with a 4–44% increase in invertebrate availability, with the strongest effects at Nome and East Bay (Fig. 4). The 85% confidence interval for temperature at Canning River included zero, indicating uncertainty in its effect on invertebrate availability (Fig. 4). Canning River was one of the coldest sites, with daily temperatures rarely above +10°C.

The importance of CDD as an explanatory factor was ≥ 0.89 for six sites and 0.75 at East Bay (Table 3). At Nome, the quadratic term for CDD was not in the final confidence set, suggesting a linear relationship was a better fit. CDD had a positive effect on invertebrate biomass at all sites except Nome where a 10°C increase in CDD was associated with a 3% decrease in invertebrate availability (Fig. 4). For sites with confidence sets that included both CDD and CDD², the parameter estimate for CDD indicates the rate of change in invertebrate availability at mean CDD while the parameter estimate for CDD² indicates the shape of the

### Table 1 Mean annual biomass (mg dry mass) for 14 dominant taxa across eight ASDN sites, ordered from west to east, from 2010 to 2012

| Taxon (common name)          | Sites | Total biomass |
|------------------------------|------|---------------|
| Araneae (spiders)            | NOME | 599.47 (49%)  |
| Brachycera (short-horned flies) | CAKR | 620.34 (55%) |
| Carabidae (ground beetles)   | UTQI | 28.19 (7%)    |
| Chironomidae (non-biting midges) | IKPI | 327.32 (37%) |
| Chrysomelidae (leaf beetle)  | COLV | 25.21 (3%)    |
| Hymenoptera (bees and wasps) | CARI | 41.78 (40%)   |
| Hymenoptera (parasitic wasps)| MADE | 127.99 (35%)  |
| Lepidoptera (moths)          | EABA | 93.71 (20%)   |
| Mycetophilidae (fungus gnats)| NOME | 1864          |
| Lymnaeidae (pond snails)     | CAKR | 1118          |
| Salicidae (shore bugs)       | UTQI | 407           |
| Sciaridae (dark-winged fungus gnats) | IKPI | 889           |
| Tipulidae (crane flies)      | COLV | 1439          |
| Trichoptera (caddisflies)    | CARI | 104           |
| Total Biomass by Site        | MADE | 367           |
|                              | EABA | 477           |

Dominant taxa were defined as any taxon that makes up at least 5% of the mean cumulative annual biomass for a site. Daily biomasses trap⁻¹ for each taxon were summed across the sample dates and habitats within a year and averaged across the years sampled at each site. See Fig. 1 for site locations.

* NOME Nome, CAKR Cape Krusenstern, UTQI Utqiagvik, IKPI Ikpikpuk, COLV Colville River, CARI Canning River, MADE Mackenzie Delta, EABA East Bay
The parameter estimate was negative for CDD at all sites, indicating a dome-shaped relationship between CDD and invertebrate biomass (Fig. 4), and was most important at Ikpikpuk, Utqiaġvik, and Mackenzie Delta.

Compared to temperature and CDD, habitat and the remaining weather variables (relative humidity, precipitation, and wind) were generally less important predictors of invertebrate availability (Table 3). Habitat was particularly important at Canning River and Mackenzie Delta, with much higher invertebrate availability at mesic versus dry habitats (53% and 105%, respectively, Fig. 4). Relative humidity, which was included in our analyses for only three sites due to problems with multicollinearity and missing data, was negatively associated with invertebrate availability at Utqiaġvik, positively associated with biomass at Nome, and inconclusive at Mackenzie Delta (Fig. 4).

Precipitation had relative variable importance ≥ 0.89 at Colville River, Ikpikpuk, and Nome (Table 3), where it correlated negatively with invertebrate availability. The effect sizes were highly variable, with biomass decreasing from 5% (Nome) to 29% (Colville River) in association with a 1-mm increase in precipitation (Fig. 4).

The relative variable importance of wind speed was greatest at Utqiaġvik, Canning River, Colville River, and Nome (≥ 0.81, Table 3). At Utqiaġvik, Canning River, and Colville River, a 1-km hr⁻¹ increase was associated with a 6–7% decrease in invertebrate availability (Fig. 4). Wind was also negatively associated with biomass at Ikpikpuk and Cape Krusenstern, although the 85% confidence intervals overlapped zero. At Nome, by contrast, a 1-km hr⁻¹ increase in wind speed was associated with a 5% increase in availability.

Changes in the historic timing of invertebrate availability

Based on the long-term weather station data, daily temperature and CDD were correlated to varying degrees at all sites, as both predictors increased over the months of May, June, and July. Only at Cape Krusenstern was the correlation strong enough to raise concerns about collinearity (VIF > 5),
so we removed daily temperature as a predictor at this site. Using a quadratic function for CDD at Cape Krusenstern allowed us to test for a non-linear seasonal component of invertebrate availability and evaluate changes in peak availability over time.

Observed versus predicted coefficients of determination for models built with long-term weather station data ranged from $r^2 = 0.28$ to $0.77$ (Table 3). The models performed poorly at Canning River and East Bay ($r^2$ of 0.34 and 0.28, respectively) so we excluded these two sites from our hindcasting analysis. These two sites also had the poorest model fits when using the local ASDN-site weather data (Table 2). The other six sites had small to moderate decreases in model performance when fitted with long-term

![Cumulative daily invertebrate biomass (mg trap$^{-1}$) versus cumulative degree-days ($^\circ$C) for each site, habitat, and year for eight ASDN sites from 2010 to 2012. Values on x-axis indicate cumulative total degree-days beginning on the day of snowmelt and values on y-axis indicate cumulative total biomass over the field sampling season. Steeper slopes indicate greater invertebrate availability for a given number of degree-days, while a decreasing slope at the end of the sampling season indicates a potential depletion of the invertebrate pool. Sites are ordered from west to east.](image)
weather data (−0.02 to −0.23) so we evaluated changes in historic invertebrate availability for these sites. Across all hindcast site-years, the predicted first day with daily invertebrate availability > 10 mg (“first day”) ranged within a 78-day period from May 11 to July 27 (Fig. 5). A general latitudinal cline in timing of invertebrate availability was evident, with the first day occurring during May and June at the southernmost sites (Nome and Cape Krusenstern), June at intermediate sites (Ikpikpuk, Colville, and Mackenzie Delta), and July at the northernmost site (Utqiaġvik, Fig. 5). Over the 21-year period used for statistical comparisons (1992–2012), the mean first day was earliest at Nome and Cape Krusenstern (although the difference between Ikpikpuk and Cape Krusenstern was not significant) and latest at Utqiaġvik (Table 4). Long-term changes in the first day were statistically significant at Utqiaġvik and Ikpikpuk, where timing advanced by two days per decade, and at Mackenzie Delta, where timing advanced by two and a half days per decade (Fig. 5). The sensitivity analysis indicated that the hindcast first day and number of days had limited sensitivity to variation in biomass thresholds (Online Resource 3).

The dates of peak availability ranged within a 58-day period from June 2 to July 29 across all hindcast site-years (Fig. 6). Mackenzie Delta and Nome had high variability in the timing of peak biomass, with 49 or more days between the earliest and the latest peak dates, relative to the other sites where peaks varied by approximately one month (Fig. 6). Most sites had annual availability peaks during both June and July, except for Utqiaġvik (the northernmost site) where availability consistently peaked during July (Fig. 6). Over the period used for statistical comparisons, the mean timing of peak availability generally varied with latitude and was earliest at Nome (June 30) and latest at Utqiaġvik (July 19, Table 4). The date of peak availability advanced by one and a half days per decade at Ikpikpuk and one day per decade at Cape Krusenstern (Fig. 6).

The number of days per year with daily invertebrate availability > 10 mg (“number of days”) ranged from 0 at Utqiaġvik to 74 at Cape Krusenstern across all hindcast site-years (Fig. 7). The two southernmost sites, Nome and Cape Krusenstern, averaged ~ 50 days per year over the period used for statistical comparisons, which was significantly longer than the estimated durations at other sites (Table 4). The remaining sites averaged between 17 (Mackenzie Delta) and 43 days (Ikpikpuk, Table 4). Long-term changes in the number of days were statistically significant at Utqiaġvik and Ikpikpuk, which increased at rates of two and one and a half days per decade, respectively (Fig. 7).

### Table 2

| Site          | \( r^2 \) (long-term weather station data) | \( r^2 \) (ASDN-site weather data) |
|---------------|------------------------------------------|----------------------------------|
| Nome          | 0.56                                     | 0.68                             |
| Cape Krusenstern | 0.58                                    | 0.64                             |
| Utqiaġvik     | 0.77                                     | 0.79                             |
| Ikpikpuk      | 0.58                                     | 0.72                             |
| Colville River | 0.73                                     | 0.85                             |
| Canning River | 0.34                                     | 0.55                             |
| Mackenzie Delta | 0.52                                    | 0.75                             |
| East Bay      | 0.28                                     | 0.62                             |

Predicted values are from models using two different sets of weather data that were either collected locally (ASDN-site weather data) or originated from the geographically nearest weather station with long-term data.

### Table 3

| Site          | Predictors\(^a\) | CDD | CDD\(^2\) | Habitat | Temperature | Humidity | Wind | Precipitation |
|---------------|------------------|-----|----------|---------|-------------|----------|------|---------------|
| Nome          |                  | 0.99| 0.26     | 0.23    | 1.00        | 1.00     | 0.81 | 1.00          |
| Cape Krusenstern |               | NA  | NA       | 0.29    | 1.00        | ND       | 0.72 | 0.31          |
| Utqiaġvik     |                  | 1.00| 1.00     | 0.26    | 0.34        | 0.91     | 1.00 | 0.61          |
| Ikpikpuk      |                  | 0.99| 0.99     | 0.70    | 1.00        | NA       | 0.71 | 0.99          |
| Colville River |                  | 1.00| 0.71     | 0.24    | 1.00        | NA       | 1.00 | 0.89          |
| Canning River |                  | 0.89| 0.80     | 0.96    | 0.59        | NA       | 0.97 | 0.29          |
| Mackenzie Delta |                | 0.90| 0.86     | 1.00    | 1.00        | 0.61     | 0.34 | 0.22          |
| East Bay      |                  | 0.75| 0.64     | 0.50    | 1.00        | ND       | 0.25 | 0.51          |

Relative variable importance was calculated as the sum of the Akaiei weights (\( \Sigma w \)) for each predictor over all the models which included the given predictor. Predictors with values > 0.8 were considered important drivers and are shown in bold.

\(^a\)CDD—cumulative degree-days, CDD\(^2\)—squared cumulative degree-days, NA—Predictor was not included in analysis due to multicollinearity, ND—Relative humidity data were not available for East Bay and Cape Krusenstern.
Fig. 4 Effect sizes and 85% confidence intervals for weather and habitat covariates from daily invertebrate biomass models for eight ASDN sites using data from 2010 to 2012. Values are only presented for parameters included in each of the final site models. The intercept indicates the daily invertebrate biomass for the dry habitat when all other variables are at their mean value. For each weather variable, the effect size is the percent change in daily invertebrate biomass for a one-unit change in the variable. For sites with confidence sets that include both CDD and CDD$^2$, the parameter estimate for CDD indicates the rate of change in invertebrate availability at mean CDD while the parameter estimate for CDD$^2$ indicates the shape of the curve. The habitat estimate indicates the percent change in daily invertebrate biomass from dry to mesic habitats. Sites are ordered from west to east.
Fig. 5 First day when hindcast daily invertebrate biomass was > 10 mg for six ASDN sites from 1950 to 2012. Significant trends are shown as solid lines (p-value < 0.05) and non-significant trends are shown with dashed lines. Sites are ordered from west to east.

Table 4 Average invertebrate phenology across six ASDN sites from 1992 to 2012 based on hindcasting models: first day with invertebrate biomass > 10 mg (first day), number of days during the summer with invertebrate biomass > 10 mg (number of days), and date of peak biomass (peak date).

| Site             | First day<sup>a</sup> | Number of days | Peak date<sup>a</sup> |
|------------------|------------------------|----------------|-----------------------|
| Nome             | 148                    | d              | 52                    | 181 d                  |
| Cape Krusenstern | 154                    | c, d           | 49                    | 182 c, d               |
| Utqiagvik        | 186                    | a              | 22                    | 200 a                  |
| Ikpikpuk         | 159                    | b, c           | 43                    | 190 b, c               |
| Colville River   | 163                    | b              | 37                    | 199 a, b               |
| Mackenzie Delta  | 165                    | b              | 17                    | 189 c, d               |

Statistically distinct groupings are shown by different letters (Tukey’s Honest Significant Differences, p < 0.05 between groups).

<sup>a</sup>Julian days ranged from 148 (May 28th) to 200 (July 18th)
Discussion

Differences in invertebrate availability and community composition among sites

Total annual invertebrate availability varied substantially among our eight Arctic field sites and was not readily explained by temperature differences, although differences in the length of the field sampling season may have confounded this result. Colville River had the highest annual cumulative invertebrate availability in 2012 even though it was cooler than many of the other sites (e.g., Nome) and had fewer samples per year than Nome or Utqiaġvik. Large-bodied Hymenoptera and Trichoptera composed a large proportion of the biomass at Colville, but were minor at all other sites, which may help explain the difference. It also is likely that unmeasured habitat differences such as the proximity of aquatic habitats, soil moisture, depth of the insulating layer (e.g., vegetation or snow), and nutrient availability affected invertebrate densities at finer spatial scales (Strathdee and Bale 1998).

Different invertebrate groups within the order Diptera (flies) composed most of the total biomass pooled across all sites, with Brachycera, Chironomidae, Tipulidae, and Mycetophilidae composing roughly one third of the total biomass. The dominance of these four groups of flies was generally driven by high biomass for different subsets of taxa at a few of the sites. For example, Brachycera were dominant at Utqiaġvik, Colville River, and Mackenzie Delta, whereas Mycetophilidae were dominant at Utqiaġvik, Nome, and Cape Krusenstern. The dominance

Fig. 6 Date of hindcast peak daily biomass for six ASDN sites from 1950 to 2012. Significant trends are shown as solid lines ($p$-value < 0.05) and non-significant trends are shown with dashed lines. Sites are ordered from west to east.
of dipteran taxa observed in this study (5 of the 14 dominant taxa) has been well documented in previous studies from northern latitudes. For example, at Svalbard, Diptera represent over half of the total invertebrate species (Ávila-Jiménez et al. 2010) and in the Canadian Arctic, Diptera composed over 40% of the total terrestrial biomass (Bolduc et al. 2013). In Alaska, dipterans are the most abundant order of invertebrates in freshwater rivers and streams (Oswood 1989) and comprised 95% of trapped arthropods over four years of sampling in Barrow (Maclean and Pitelka 1971). They also represent the most important guild of pollinators in terrestrial habitats in the Arctic (Elberling and Olesen 1999; Tiusanen et al. 2016).

Differences in invertebrate community composition among our field sites could be due to factors such as lack of colonization at eastern sites since the last glacial maximum, which covered most of the North American Arctic except for Alaska, or the inability of particular invertebrate taxa to survive harsh winters and short summer growing seasons in interior regions (Strathdee and Bale 1998). Carabidae distribution patterns observed in this study are supported by previous research that found decreasing diversity at sites along the northern coast of Alaska compared to inland sites and coastal sites further south, possibly due to cooler summer temperatures along the northern coastline (Nelson 2001). Spider diversity across Canada indicated lower taxonomic richness in the Arctic versus subarctic ecoregions and a decreasing pattern of diversity from west to east in response to post-glacial migration patterns (Loboda et al. 2018). The dominance of Araneae at the Nome and Cape Krusenstern sites may be partly due to higher diversity in the subarctic region.

Environmental drivers of invertebrate availability

CDD and temperature were important environmental drivers at most of the sites, but no single predictor variable was highly important across all sites. Previous studies that modeled invertebrate biomass for individual taxa (typically at the family level) have reported differences in the direction and effect size of both seasonal and daily weather predictors (Høye and Forchhammer 2008b; Bolduc et al. 2013). Inclusion of up to 48 taxa in our invertebrate availability response variable may explain some of this uncertainty in the models across sites, but our model performance values were comparable to previous models based on invertebrate families (Bolduc et al. 2013).
Total invertebrate availability typically exhibits a dome-shaped pulse over the summer (Høye and Forchhammer 2008b; Bolduc et al. 2013), although seasonal patterns are complicated by the life histories of individual taxa and the taxonomic level of analysis (Bolduc et al. 2013). Many Arctic invertebrate taxa overwinter as mature larvae that require no further growth prior to emergence the following growing season (Danks 1999). The dome-shaped pulse arises from synchronous emergence as different taxa achieve their necessary thresholds of accumulated temperatures (Danks and Oliver 1972) and from the rise and fall in activity levels that track the arc of seasonal temperatures. We found evidence for a dome-shaped pattern at six sites suggesting that total invertebrate availability increased over the early part of the sampling season before decreasing again. At the Nome site, by contrast, availability decreased slowly over the sampling season, which may be partly explained by its lower latitude and earlier timing of emergence (Danks and Oliver 1972).

Temperature had a strong positive association with invertebrate availability (except at three of the coldest sites) as invertebrates are more active during warmer temperatures (Hodkinson et al. 1996). The relationship may be further explained by the temperature thresholds required by many taxa for adult emergence (Danks 1999), such as a 7 °C threshold for Chironomidae (Danks and Oliver 1972). Additionally, invertebrates have minimum temperature thresholds for initiating flight (Taylor 1963), which likely affected their activity and capture rates.

Wind speed was negatively associated with daily invertebrate availability at most sites. We found little published information on wind thresholds that may limit invertebrate activity, although oestrid flies, which are an ectoparasite of caribou, decrease flight at wind speeds of 6 m s⁻¹ (~22 km hr⁻¹; Weladji et al. 2003). In one exception, wind speed was positively associated with biomass at the Nome site. However, wind speeds at Nome were generally low and < 20 km hr⁻¹, which may be below thresholds that limit flight. Wind at low speeds may increase the capture rates in our modified malaise traps for weaker flying taxa and may have led to the positive relationship with wind and invertebrate availability at the Nome site.

Precipitation, relative humidity, and habitat were not important predictors of invertebrate availability at most sites (variable importance <0.8, Table 2). The higher availability in mesic habitats at Canning River and Mackenzie Delta is consistent with other studies that have reported higher availability in wetter habitats (Tulp and Schekkerman 2008; Bolduc et al. 2013). It is unclear why we did not find a similar pattern at the other sites. Precipitation was negatively associated with invertebrate availability at three sites, although the effect sizes varied widely. In other studies, precipitation had both positive and negative effects (Hodkinson et al. 1996; Tulp and Schekkerman 2008; Bolduc et al. 2013). The relatively low amounts of precipitation in the Arctic and the variable thresholds of rainfall that impede flight for each taxon may explain why precipitation was a poor predictor of overall invertebrate availability. Relative humidity was positively associated with availability at Nome and negatively associated with availability at Utqiagvik. Humidity had a positive effect on chironomid abundance in Svalbard (Hodkinson et al. 1996), but the effect of humidity varied by family across four sites in eastern Canada (Bolduc et al. 2013).

Changes in the historic timing of invertebrate availability

Our hindcasting over the 63-year period beginning in 1950 suggests that long-term changes in the timing and duration of invertebrate availability have been more pronounced at higher latitudes. At the two northernmost sites—Utqiagvik and Ikpikpuk—the annual period when invertebrate availability is adequate for shorebird chick growth has become significantly earlier and longer, and, at Ikpikpuk alone, the timing of peak invertebrate availability has also become significantly earlier. More rapid warming at our northernmost sites is likely driving these changes. Observed climate change in Alaska during the second half of the twentieth century indicated the most warming during winter and spring in interior and Arctic regions (Stafford et al. 2000). In the first decade of the twenty-first century, warming trends continued only along the northern coastline of Alaska, but a cooling trend was observed south of the Brooks Range (Wendler et al. 2012). At our two southernmost sites, Nome and Cape Krusenstern, the only significant trend was that of advancing peak invertebrate availability at Cape Krusenstern.

Our metrics of invertebrate phenology could be biased because sampling ended in July and did not capture the declining invertebrate densities that must have occurred later in the summer (see e.g., Fig. 3, Bolduc et al. 2013). We expect that data from August would have changed our parameter estimates for CDD and CDD² to capture declining invertebrate availability during suitable weather. Observed total daily invertebrate availability at sites in the Canadian Arctic indicate that peaks almost always occurred in July (see Fig. 2 in Bolduc et al. 2013), but the duration of invertebrate biomass sufficient to support shorebird growth extended into August (Bolduc et al. 2013). We expect that changes in the absolute values of our invertebrate phenology metrics (e.g. larger values for number of days with daily biomass > 10 mg) would not have changed advancing invertebrate phenology, which was driven by earlier snowmelt and increasing spring and summer air temperatures. Other potential sources of bias were our inherent assumptions that (1) invertebrate community composition and (2) the effects of temperature and other environmental drivers did not
change across the hindcasting period. For example, a compositional shift toward warm-adapted species or evolution toward warmer activity thresholds over recent decades could have led to overestimates or underestimates, respectively, of past invertebrate availability during comparatively cool weather. While both types of changes may be ongoing across our study area (Stoks et al. 2014; Loboda et al. 2018), our data set offers no opportunity to detect or account for such changes.

At the four sites with significant advances in phenology, the rate of change was approximately two days earlier per decade, which corresponds to the rate at which snowmelt is advancing in northern Alaska and Canada due to decreased snowfall and warmer spring temperatures (Stone et al. 2002; Grabowski et al. 2013). Our predicted rates of phenological advancement are similar to changes in peak invertebrate availability estimated for a site in northern Siberia at 73.33°N (Tulp and Schekkerman 2008). At a site in eastern Greenland that is further north (74.5°N), estimated timing of snowmelt and invertebrate availability are advancing even faster, at a rate of 10 to 30 days per decade (Høye et al. 2007).

Our results suggest that seasonal prey availability for Arctic shorebirds is advancing, and that the rate of advance is greater at higher latitudes. The effects on shorebird population biology, however, may be mitigated by changes in migration timing, nest initiation, and chick growth rates. Indeed, population studies of Arctic-breeding shorebirds indicate that the timing of migration and nesting are advancing at some sites, but not all. Shorebirds migrating to the Colville Delta are arriving one to one and a half days per decade earlier (Ward et al. 2016), while shorebirds migrating to Iceland are arriving from four to eight days per decade earlier (Gunnarsson and Tómasson 2011). No changes in arrival dates were observed for 12 shorebird species on the Yukon-Kuskokwim Delta from 1977 to 2008, where the timing of river break-up was not advancing (Ely et al. 2018). Migration timing may be less flexible than egg laying as shorebirds are relying on photoperiodic cues at wintering grounds to initiate migration, although they may use environmental cues during spring migration to regulate their pace (Ely et al. 2018).

Shorebirds can adjust the timing of egg laying to respond to snowmelt and food availability once they arrive on the breeding grounds (Meltofte et al. 2007; Grabowski et al. 2013; Liebezeit et al. 2014; Machin et al. 2019). For example, shorebird clutch initiation dates have advanced at rates of four to eight days per decade at Prudhoe Bay (Liebezeit et al. 2014), one to nine days per decade at Utqiagvik (Saalfeld and Lancot 2017), and three to five days per decade in the Canadian Arctic (Grabowski et al. 2013). At Nome between the mid-1990s and ca. 2010, a cooling trend during the critical window of the egg-laying period has led to delays in clutch initiation of two days per decade (Kwon et al. 2018). A study examining phenological mismatch across ten ASDN sites found that the timing of breeding in shorebirds was more mismatched with the timing of food peak at the same sites where we found faster advancement of prey availability (Utqiagvik and Ikpikpuk; Kwon et al. 2019). However, we also found that the advancement in prey availability at these sites prolonged the duration when a sufficient amount of invertebrate biomass needed for chick growth was available, which may further mitigate the potential fitness cost of phenological mismatch (Reneerkens et al. 2016). Given that the survival of adult shorebirds showed little response to environmental conditions in the Arctic-breeding grounds (Weiser et al. 2018), the demographic impact of phenological mismatch will likely occur through reduced growth and survival of offspring (van Gils et al. 2016, Saalfeld et al. 2019, but see Reneerkens et al. 2016).

In conclusion, our study has demonstrated that timing of invertebrate availability is closely linked to environmental factors and that ongoing changes in climatic conditions have likely led to long-term changes in invertebrate phenology. The standardized protocols used in our three-year study across a geographically dispersed network of eight Arctic field sites provide a valuable baseline for future comparisons. Our research results indicate that two lines of investigation will be useful in future work. First, it would be helpful to identify the relative importance of different invertebrate groups in the diet of developing shorebird chicks. Most information is based on analyses of stomach contents where differential digestion is an issue, but DNA metabarcoding of fecal remains has begun to provide new insights and is a noninvasive technique that allows for repeated sampling (see e.g., Gerik 2018). Second, it is difficult to monitor precocial young of Arctic-breeding shorebirds after the broods depart the nest but the demographic costs of phenological mismatch warrant further investigation. Additional information on the survival and movements of young during their natal year and how this relates to prior food availability is badly needed (van Gils et al. 2016). Miniaturization and sophistication of tracking technologies is likely to help in the near future.

Acknowledgements We thank numerous field assistants that helped at each field site, with special thanks to collaborators and crew leaders. Funding for this project was provided by the U.S. Fish and Wildlife Service (Grant F11AC00601). Financial support for the Arctic Shorebird Demographics Network was provided by the Arctic Landscape Conservation Cooperative, National Fish and Wildlife Foundation (Grants 2010-0061-015, 2011-0032-014, 0801.12.032731, and 0801.13.041129) and the Neotropical Migratory Bird Conservation Act (Grants 715 F11AP01040, F12AP00734, and F13AP0535). Additional funding and staff supported field work at our different sites, listed in order from west to east. **Nome:** Alaska Department of Fish and Game (State Wildlife Grant T-16) and National Science Foundation Office of Polar Programs (Award OPP-1023396). **Cape Krusenstern:** U.S. Fish
and Wildlife Service (Region 7 Migratory Bird Management Division), University of Alaska Fairbanks, Murie Science and Learning Center Research Grants (National Park Service). Uqiaqvik: U.S. Fish and Wildlife Service (Alaska Region Migratory Bird Management Division), University of Alaska Fairbanks, University of Colorado Denver, Kansas State University, and the University of Missouri Columbia. Ilpikpuk: Alaska Department of Fish and Game Partner Program, Bureau of Land Management, Disney Conservation Awards, Kresge Foundation, Liz Claiborne/Art Ortenberg Foundation, and U.S. Fish and Wildlife Avian Influenza Surveillance grant. Colville River: U.S. Geological Survey (USGS) (Changing Arctic Ecosystem Initiative, Wildlife Program of the USGS Ecosystems Mission Area), Logistical support was provided by ConocoPhillips Alaska Inc. Canning River: U.S. Fish and Wildlife Service (Arctic National Wildlife Refuge), donors to Manomet Center for Conservation Sciences. Mackenzie Delta: Environment and Climate Change Canada, Canadian Wildlife Service, Indigenous and Northern Affairs Canada, Cumulative Impacts Monitoring Program and Arctic Research Infrastructure Fund, and Manomet Inc. East Bay: Environment and Climate Change Canada and the Polar Continental Shelf Program. The findings and conclusions in this article are those of the authors and do not necessarily represent the views of the U.S. Fish and Wildlife Service. Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the U.S. Government. The authors would also like to thank M.G. Butler, A.R. Lackmann, and Daniel Ruthrauff for providing helpful comments on an earlier version of this manuscript.

Compliance with ethical standards

Conflict of interest The authors do not have any conflicts of interest to declare.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Allen M, Babiker M, Chen Y, et al IPCC (2018): Summary for policymakers. In: Masson-Delmotte V, Zhai P, Portner H, et al (eds) Global Warming of 1.5°C. An IPCC special report on the impacts of global warming of 1.5°C above pre-industrial levels and related global greenhouse gas emission pathways, in the context of strengthening the global response to the threat of climate change, pp. 1–24

Anderson DR (2008) Model based inference in the life sciences: a primer on evidence, 1st edn. Springer-Verlag, New York

Anderson MJ (2001) A new method for non-parametric multivariate analysis of variance. Austral Ecol 26:32–46. https://doi.org/10.1111/1442-9993.2001.001070.pp.x

Arnold TW (2010) Uninformative parameters and model selection using Akaiae’s information criterion. J Wildl Manag 74:1175–1178. https://doi.org/10.2193/2009-367

Ávila-Jiménez ML, Coulson SJ, Solhøy T, Sjöblom A (2010) Over-wintering of terrestrial Arctic arthropods: the fauna of Svalbard now and in the future. Polar Res 29:127–137. https://doi.org/10.1111/j.1751-8369.2009.00141.x

Barton K (2016) MuMin: multi-model inference. R package version 1.15.6. https://CRAN.R-project.org/package=MuMin.

Bhatt US, Walker DA, Raynolds MK et al (2010) Circumpolar Arctic tundra vegetation change is linked to sea ice decline. Earth Interact 14:1–20. https://doi.org/10.1175/2010E I315.1

Bould E, Casajas N, Legagneux P et al (2013) Terrestrial arthropod abundance and phenology in the Canadian Arctic: modelling resource availability for Arctic-nesting insectivorous birds. Can Entomol 145:155–170. https://doi.org/10.4039/ent13.4

Both C, Van Turnhout CAM, Bijlsma RG et al (2010) Avian population consequences of climate change are most severe for long-distance migrants in seasonal habitats. Proc R Soc B 277:1259–1266. https://doi.org/10.1098/rspb.2009.1525

Brown S, Lancot R, Sandercoc B (2014) Arctic Shorebird Demographic Network Breeding Camp Protocol Version 5. U.S. Fish and Wildlife Service and Manomet Center for Conservation Sciences. http://arcticdata.io/catalog/#view/doi:10.18739/A2CD5M

Burnham KP, Anderson DR (2002) Model selection and multimodel inference: a practical information-theoretic approach, 2nd edn. Springer-Verlag, New York

Clarke KR (1993) Non-parametric multivariate analyses of changes in community structure. Aust J Ecol 18:117–143. https://doi.org/10.1111/j.1442-9993.1993.tb00438.x

Danks HV (1999) Life cycles in polar arthropods-flexible or programmed? Eur J Entomol 96:83–102

Danks HV, Oliver DR (1972) Seasonal emergence of some high Arctic Entomol 145:155–170. https://doi.org/10.4039/tce.2013.4

Durant JM, Hjermann DØ, Ottersen G, Stenseth NC (2007) Climate and the match or mismatch between predator requirements and resource availability. Clim Res 33:271–283. https://doi. org/10.3354/cr03271

Elberling H, Olesen J (1999) The structure of a high latitude plant-flower visitor system: the dominance of flies. Ecoscrophy (Cop) 22:314–323. https://doi.org/10.1111/j.1600-0587.1999.tb00507.x

Ely CR, McCaffery BJ, Gill RE (2018) Shorebirds adjust spring arrival schedules with variable environmental conditions: four decades of assessment on the Yukon-Kuskokwim Delta, Alaska. In: Shuford WD, Gill REJ, Handel CM (eds) Trends and traditions: avifaunal change in Western North America. Western Field Ornithologists, Camarillo, CA, pp 296–311

Gelman A, Hill J (2007) Data analysis using regression and multilevel/hierarchical models. Cambridge University Press, New York

Gerik DE (2018) Assessment and application of DNA metabarcoding for characterizing Arctic shorebird chick diets. M.S. thesis, University of Alaska Fairbanks

Grabowski MM, Doyle FI, Reid DG et al (2013) Do Arctic-nesting birds respond to earlier snowmelt? a multi-species study in north Yukon, Canada. Polar Biol 36:1097–1105

Grueber CE, Nakagawa S, Laws RJ, Jamieson IG (2011) Multimodel inference in ecology and evolution: challenges and solutions. J Evol Biol 24:699–711. https://doi.org/10.1111/j.1420-9101.2010.02210.x

Gunnarsson TG, Tómasson G (2011) Flexibility in spring arrival of migratory birds at northern latitudes under rapid temperature changes. Bird Study 58:1–12. https://doi.org/10.1080/00066 571.2010.52699

Hinzman LD, Betze ND, Bolton WR et al (2005) Evidence and implications of recent climate change in Northern Alaska and other
Arctic regions. Clim Change 72:251–298. https://doi.org/10.1007/s10584-005-5352-2
Hobson KA, Jehl JR (2010) Arctic waders and the capital-income continuum: further tests using isotopic contrasts of egg components. J Avian Biol 41:565–572. https://doi.org/10.1111/j.1600-048X.2010.04980.x
Hodkinson I, Coulson S, Webb N (1996) Temperature and the biomass of flying midges (Diptera: Chironomidae) in the high Arctic. Oikos 2:241–248. https://doi.org/10.2307/3546247
Hodkinson ID, Webb NR, Bale JS et al (1998) Global change and Arctic ecosystems: conclusions and predictions from experiments with terrestrial invertebrates on Spitsbergen. Aret Alp Res 30:306–313. https://doi.org/10.2307/1551978
Holmes RT (1966) Feeding ecology of the red-backed sandpiper (Calidris alpina) in Arctic Alaska. Ecology 47:32–45
Holmes RT, Pitelka FA (1968) Food overlap among coexisting sandpipers on northern Alaskan tundra. Syst Biol 17:305–318. https://doi.org/10.1093/sysbio/17.3.305
Høye TT, Forchhammer MC (2008a) Phenology of high-arctic arthropods: effects of climate on spatial, seasonal, and inter-annual variation. Adv Ecol Res 40:299–324. https://doi.org/10.1016/S0065-2504(07)00013-X
Høye TT, Forchhammer MC (2008b) The influence of weather conditions on the activity of high-arctic arthropods inferred from long-term observations. BMC Ecol 8:8. https://doi.org/10.1186/1472-6785-8-8
Høye TT, Post E, Meltofte H et al (2007) Rapid advancement of spring in the High Arctic. Curr Biol 17:449–451. https://doi.org/10.1016/j.cub.2007.04.047
Hudson JMG, Henry GHR (2009) Increased plant biomass in a high arctic heath community from 1981 to 2008. Ecology 90:2657–2663. https://doi.org/10.1890/09-1002.1
Kwon E, Weiser EL, Lanctot RB et al (2019) Geographic variation in the intensity of warming and phenological mismatch between Arctic shorebirds and invertebrates. Ecol Monogr 89:e01383. https://doi.org/10.1002/ecm.1383
Kwon E, English WB, Weiser EL et al (2018) Delayed egg-laying and shortened incubation duration of Arctic-breeding shorebirds coincide with climate cooling. Ecol Evol 8:1339–1351. https://doi.org/10.1002/2041-210X.12337
Lieberzeit JR, Gurney KEB, Budde M et al (2014) Phenological advancement in Arctic bird species: relative importance of snow melt and ecological factors. Polar Biol 37:1309–1320. https://doi.org/10.1007/s00300-014-1522-x
Liljedahl AK, Boike J, Daanen RP et al (2016) Pan-Arctic ice-wedge degradation in warming permafrost and its influence on tundra hydrology. Nat Geosci 9:312–318. https://doi.org/10.1038/ngeo2674
Lindsay C, Zhu J, Miller AE et al (2015) Deriving snow cover metrics for Alaska from MODIS. Remote Sens 7:12961–12985. https://doi.org/10.3390/rs71212961
Loboda S, Savage J, Buddle CM et al (2018) Declining diversity and abundance of High Arctic fly assemblages over two decades of rapid climate warming. Ecography 41:265–277
Machín P, Fernández-Ellipe J, Hungar J, Angelbörn A, Klaassen RHG, Aguirre JJ (2019) The role of ecological and environmental conditions on the nesting success of waders in sub-Arctic Sweden. Polar Biol 42:1571–1579. https://doi.org/10.1007/s00300-019-02544-x
Maclean SF, Pitelka FA (1971) Seasonal patterns of abundance of tundra arthropods near Barrow. Arctic 24:19–40. https://doi.org/10.14430/arctic3110
McCune B, Grace JB (2002) Analysis of ecological communities, 2nd edn. MJM Software Design, Gleneden Beach, OR
McKinnon L, Nol E, Juillet C (2013) Arctic-nesting birds find physiological relief in the face of trophic constraints. Sci Rep 3:1816. https://doi.org/10.1038/srep01816
Mckinnon L, Picotin M, Bolduc E et al (2012) Timing of breeding, peak food availability, and effects of mismatch on chick growth in birds nesting in the High Arctic. Can J Zool 90:961–971
Meltofte H, Piersma T, Boyd H, McCaffrey B, Ganter B, Golovnyuk VV, Graham K, Gratto-Trevor CL, Morrison RIG, Nol E, Rosner HU, Schamel D, Schekkerman H, Soloviev MY, Tomkovich PS, Tracy DM, Tulp I, Wennerberg L (2007) Effects of climate variation on the breeding ecology of Arctic shorebirds. Meddelelser Om Gronland Biosci 59:1–48
Menne MJ, Durre I, Vose RS et al (2012) An overview of the global historical climatology network-daily database. J Atmos Ocean Technol 29:897–910. https://doi.org/10.1175/JTECH-D-11-00103.1
Morrison RIG, Hobson KA (2004) Use of body stores in shorebirds after arrival on High-Arctic breeding grounds. Auk 121:333–344. https://doi.org/10.1642/0004-8038(2004)121[0333:UOBSIS]2.0.CO;2
Nagakawa S, Schielzeth H (2013) A general and simple method for obtaining R^2 from generalized linear mixed-effects models. Methods Ecol Evol 4:133–142. https://doi.org/10.1111/j.2041-210X.2012.00261.x
National Ice Center (2008) IMS daily northern hemisphere snow and ice analysis at 1 km, 4 km, and 24 km resolutions. Boulder, CO. https://nsidc.org/data/G02156/versions/1
Nelson RE (2001) Bioclimatic implications and distribution patterns of the modern ground beetle fauna (Insecta: Coleoptera: Carabidae) of the Arctic Slope of Alaska, USA. Arctic 54:425–430. E. https://doi.org/10.1002/art.7028
Oksanen J, Blanchet FG, Friendly M, et al (2017) vegan: community ecology package. R package version 2.4.1. https://cran.r-project.org/web/packages/vegan/index.html
Ooswood MW (1989) Community structure of benthic invertebrates in interior Alaskan (USA) streams and rivers. Hydrobiologia 172:97–110. https://doi.org/10.1007/BF00031615
Piñeiro G, Perelman S, Guerschman JP, Paruelo JM (2008) How to evaluate models: observed vs. predicted or predicted vs. observed? Ecol Modell 216:316–322. https://doi.org/10.1016/j.ecolmodel.2008.05.006
Pinheiro J, Bates D, Debroy S, Sarkar D (2014) nlme: linear and nonlinear mixed effects models. R package version 3.1–128. https://CRAN.R-project.org/package=nlme
R Core Team (2017) R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria. https://www.R-project.org/
Reneerkens J, Schmidt NM, Gilg O et al (2016) Effects of food abundance and early clutch predation on reproductive timing in a high Arctic shorebird exposed to advancements in arthropod abundance. Ecol Evol 6:7375–7386. https://doi.org/10.1002/ece3.2361
Saalfeld ST, Lanctot RB (2017) Multispecies comparisons of adaptability to climate change: a role for life-history characteristics? Ecol Evol 7:10492–10502. https://doi.org/10.1002/ece3.3517
Saalfeld ST, McEwen DC, Kesler DC et al (2019) Phenological mismatch in Arctic-breeding shorebirds: impact of snowmelt and unpredictable weather conditions on food availability and chick growth. Ecol Evol 9:6693–6707. https://doi.org/10.1002/ece3.5248
Schekkerman H, Tulp I, Piersma T, Visser GH (2003) Mechanisms promoting higher growth rate in Arctic than in temperate shorebirds. Oecologia 134:332–342. https://doi.org/10.1007/s00442-002-1124-0
Senner NR (2012) One species but two patterns: populations of the Hudsonian godwit (Limosa haemastica) differ in spring migration timing. Auk 129:670–682. https://doi.org/10.1525/auk.2012.12029
Senner NR, Stager M, Sandercock BK (2017) Ecological mismatches are moderated by local conditions for two populations of a long-distance migratory bird. Oikos 126:61–72. https://doi.org/10.1111/oik.03325

Stafford JM, Wendler G, Curtis J (2000) Temperature and precipitation of Alaska: 50 year trend analysis. Theor Appl Climatol 67:33–44. https://doi.org/10.1007/s0070400070014

Stoks R, Geerts AN, De Meester L (2014) Evolutionary and plastic responses of freshwater invertebrates to climate change: realized patterns and future potential. Evol Appl 7:42–55. https://doi.org/10.1111/eva.12108

Strathdee AT, Bale JS (1998) Life on the edge: insect ecology in Arctic environments. Annu Rev Entomol 43:85–106. https://doi.org/10.1146/annurev.en.43.1.85

Stone RS, Dutton EG, Harris JM, Longenecker D (2002) Earlier spring snowmelt in northern Alaska as an indicator of climate change. J Geophys Res 107:1–13. https://doi.org/10.1029/2000JD000286

Tape KD, Gustine DD, Ruess RW et al (2016) Range expansion of moose in arctic Alaska linked to warming and increased shrub habitat. PLoS One 11:e0152636. https://doi.org/10.1371/journal.pone.0152636

Taylor LR (1963) Analysis of the effect of temperature on insects in flight. J Anim Ecol 32:99–117. https://doi.org/10.2307/252072

Tiusanen M, Hebert PDN, Schmidt NM, Roslin T (2016) One fly to rule them all—muscid flies are the key pollinators in the Arctic. Proc R Soc B 283:20161271. https://doi.org/10.1098/rspb.2016.1271

Tulp I, Schekkerman H (2008) Has prey availability for arctic birds advanced with climate change? Hindcasting the abundance of tundra arthropods using weather and seasonal variation. Arctic 61:48–60

van Gils JA, Lisovski S, Lok T, Meissner W et al (2016) Body shrinkage due to Arctic warming reduces red knot fitness in tropical wintering range. Science 352:819–821. https://doi.org/10.1126/science.aad6351

Walker DA, Reynolds MK, Daniëls FJA et al (2005) The circum-polar Arctic vegetation map. J Veg Sci 16:267–282. https://doi.org/10.1111/j.1654-1103.2005.tb02365.x

Ward DH, Helmericks J, Hupp JW et al (2016) Multi-decadal trends in spring arrival of avian migrants to the central Arctic coast of Alaska: effects of environmental and ecological factors. J Avian Biol 47:197–207. https://doi.org/10.1111/avj.00774

Weiser EL, Lantzot RB, Brown SC et al (2018) Environmental and ecological conditions at Arctic breeding sites have limited effects on true survival rates of adult shorebirds. Auk 135:29–43. https://doi.org/10.1642/auk-17-107.1

Weladji RB, Holand Ø, Almøy T (2003) Use of climatic data to assess the effect of insect harassment on the autumn weight of reindeer (Rangifer tarandus) calves. J Zool 260:79–85. https://doi.org/10.1017/S0952836903003510

Wendler G, Chen L, Moore B (2012) The first decade of the new century: a cooling trend for most of Alaska. Open Atmos Sci J 6:111–116. https://doi.org/10.2174/1874282301206010111

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Authors and Affiliations

Rebecca Shaftel¹ • Daniel J. Rinella² • Eunbi Kwon³ • Stephen C. Brown⁴ • H. River Gates⁵ • Steve Kendall⁶ • David B. Lank⁷ • Joseph R. Liebezeit⁸ • David C. Payer⁹ • Jennie Rausch¹⁰ • Sarah T. Saalfeld¹¹ • Brett K. Sandercock¹² • Paul A. Smith¹³ • David H. Ward¹⁴ • Richard B. Lanctot¹¹

Daniel J. Rinella
daniel_rinella@fws.gov

Eunbi Kwon
eunbi.kwon@gmail.com

Stephen C. Brown
sbrown@manomet.org

H. River Gates
river.gates@audubon.org

Steve Kendall
steve_kendall@fws.gov

David B. Lank
dlank@sfu.ca

Joseph R. Liebezeit
jliebezeit@audubonportland.org

David C. Payer
david_payer@nps.gov

Jennie Rausch
jennie.rausch@canada.ca

Sarah T. Saalfeld
sarah_saalfeld@fws.gov

Brett K. Sandercock
brett.sandercock@nina.no

Paul A. Smith
paulallen.smith@canada.ca

David H. Ward
dward@usgs.gov

Richard B. Lanctot
richard_lanctot@fws.gov

¹ University of Alaska Anchorage, Alaska Center for Conservation Science, Anchorage, AK, USA

² U.S. Fish and Wildlife Service, Anchorage Fish and Wildlife Conservation Office, Anchorage, AK, USA

³ Max Planck Institute for Ornithology, Seewiesen, Germany

⁴ Manomet, Shorebird Recovery Program, Saxtons River, VT, USA

⁵ National Audubon Society, Bird Conservation, Anchorage, AK, USA

⁶ U.S. Fish and Wildlife Service, Hakalau Forest National Wildlife Refuge, Hilo, HI, USA

⁷ Department of Biological Sciences, Simon Fraser University, Burnaby, BC, Canada

⁸ Portland Audubon, Portland, OR, USA
9 National Park Service, Natural Resource Sciences, Anchorage, Alaska, USA
10 Environment and Climate Change Canada, Canadian Wildlife Service, Yellowknife, Northwest Territories, Canada
11 U.S. Fish and Wildlife Service, Migratory Bird Management, Anchorage, AK, USA
12 Department of Terrestrial Ecology, Norwegian Institute for Nature Research, Trondheim, Trøndelag, Norway
13 Environment and Climate Change Canada, Wildlife Research, Ottawa, ON, Canada
14 U.S. Geological Survey, Alaska Science Center, Anchorage, AK, USA