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Abstract. This paper deals with cross-lingual sentiment analysis in Czech, English and French languages. We perform zero-shot cross-lingual classification using five linear transformations combined with LSTM and CNN based classifiers. We compare the performance of the individual transformations, and in addition, we confront the transformation-based approach with existing state-of-the-art BERT-like models. We show that the pre-trained embeddings from the target domain are crucial to improving the cross-lingual classification results, unlike in the monolingual classification, where the effect is not so distinctive.
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1 Introduction

Sentiment analysis (SA) is an essential task in the natural language processing (NLP) field and a lot of research interest has been devoted to this topic, especially in monolingual settings for English. However, cross-lingual sentiment analysis (CLSA) has been much less studied. Most of the approaches to SA require annotated data. CLSA aims to enable knowledge transfer between languages with enough data and languages with less or without annotated data (low-resource languages), thus allowing to run SA in these languages.

We can divide the existing approaches for CLSA into three groups. Machine translation can be used to translate annotated data into the target language and then the model is trained using the translated data. Secondly, the multilingual versions of pre-trained BERT-like models such as mBERT [14] or XLM-R [13] are applicable to CLSA. These models can be fine-tuned with annotated data from high-resource languages, usually English. Classification in the target language, such as Czech, is then performed without any training data [28]. The third approach uses linear transformations and other methods to transfer knowledge between languages. Usually, the linear transformations align semantic spaces
in different languages into one common space. The common space (word embeddings) is then used during the training of a neural network, namely Long Short-Term Memory (LSTM) or Convolutional Neural Network (CNN).

As shown in [28], multilingual BERT-like models achieve SotA results. Their drawback is that they typically require much more resources and computational power in terms of memory and GPU performance than previous approaches. These greater requirements cause that they usually have to be fine-tuned on expensive and specialized GPUs with high electricity consumption. On the other hand, the approaches based on linear transformations and neural networks (e.g., CNN) can be easily trained on a standard computer using only a CPU. As we show in our paper, these cheaper cross-lingual approaches achieve competitive results in comparison to the multilingual BERT-like models.

In this paper, we focus on the Sentiment Classification task (also known as Polarity detection) in cross-lingual settings for Czech, English and French. We perform zero-shot cross-lingual sentiment classification in the three languages. We compare the performance of five linear transformations for aligning semantic spaces in combination with two neural network models: CNN and LSTM. We show that the source of embeddings is a very important aspect when using linear transformations for the CLSA. Our experiments reveal that pre-trained in-domain embeddings can significantly improve (even more than 10%) cross-lingual classification results, unlike in monolingual classification, where the difference is only about 1%-2%. We compare our results with the available cross-lingual SotA results based on multilingual BERT-like models. In addition, to the best of our knowledge, none of the previous works applied linear transformations to the task of CLSA for the Czech language. We release all our resources and source codes.

Our main contributions are the following: 1) We compare the performance of five linear transformations on the task of CLSA and compare them with the available cross-lingual SotA results. 2) We show that the source of data for the embeddings used in the linear transformations is crucial for the CLSA task.

2 Related Work

Cross-lingual sentiment analysis has been moderately studied in recent years, but less attention has been paid to this research subtopic in comparison to the monolingual task. The approaches proposed in [5,40,11], the recent state-of-the-art BERT-like models applications [8,28,38,34], cross-lingual word embeddings and linear transformation can be applied to tackle this task. Most of the following cited works do not compare the linear transformations and their effect on CLSA performance in such detail as our work does.

Authors in [13] used a recursive autoencoder architecture and sentence aligned corpora of English and Hindi for CLSA and evaluated the system on the Hindi movie reviews dataset. A method specifically for sentiment cross-lingual word embeddings was proposed in [39]. The authors trained an SVM classifier based
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3 Here, we consider sentiment analysis and sentiment classification as the same task.

4 https://github.com/pauli31/linear-transformation-4-cs-sa
on embeddings for the polarity classification task. In [7], multiple techniques for cross-lingual aspect-based sentiment classification were compared, including the one from [27]. Also, in [1], the authors experimented with the linear transformation method from [27] on English, Spanish and Chinese. In [6], an approach for training bilingual sentiment word embeddings is presented. The embeddings are jointly optimized to represent (a) semantic information in the source and target languages using a small bilingual dictionary and (b) sentiment information obtained from the source language only. A cross-lingual algorithm using CNN is shown in [15] and evaluated on nine languages. Authors of [12] trained an adversarial neural network with bilingual embeddings for polarity classification in Chinese and Arabic using only English train data. In both [2,23], the authors used linear transformations for Persian and Turkish.

3 Experimental Setup

In this section, we describe the data, linear transformations and the models that we used for the experiments. We also cover the process of building bilingual dictionaries needed for the linear transformations along with the methodology of our zero-shot cross-lingual experiments.

3.1 Data

We use four publicly available datasets with binary polarity labels, i.e., positive and negative from the movie reviews domain. For Czech, we use the CSFD dataset of movie reviews introduced in [16]. It is built from 90k reviews from the Czech movie database [5] that were downloaded and annotated according to their star rating (0–1 stars as negative, 2–3 stars as neutral, 4–5 stars as positive). However, we use only the examples labeled as positive or negative. We use the data split from [28]. The French Allocine [36] dataset consists of 100k positive and 100k negative reviews. The dataset was scraped from the Allocine website and annotated the same way as the CSFD dataset. English IMDB [26] dataset includes almost 12k manually annotated movie reviews into two categories, see Table 1. The second English SST-2 [31] dataset contains almost 12k manually annotated movie reviews into two categories, see Table 1.

The linear transformations require bilingual dictionaries to align the semantic spaces, see Section 3.4. With Google Translate, we translated the 40k most common words from the CSFD dataset into English and French to obtain the required dictionaries. We repeat the process for IMDB and Allocine datasets. We also manually fixed some translation errors made by the translator.

5 https://www.csfd.cz 6 https://www.allocine.fr 7 https://www.imdb.com
Table 1: Dataset statistics.

|        | CSFD (Czech) | IMDB (English) | SST-2 (English) | Allocine (French) |
|--------|--------------|----------------|-----------------|-------------------|
|        | train | dev  | test   | train | dev  | test   | train | dev  | test   | train | dev  | test   |
| Pos.   | 22,117 | 2,456 | 6,324  | 11,242| 1,258 | 12,500 | 3,610 | 444  | 909    | 79,413| 9,796| 9,592  |
| Neg.   | 21,441 | 2,399 | 5,876  | 11,258| 1,242 | 12,500 | 3,310 | 428  | 912    | 80,587| 10,204| 10,408 |
| Tot.   | 43,558 | 4,855 | 12,200 | 22,500| 2,500 | 25,000 | 6,920 | 872  | 1,821  | 160,000| 20,000| 20,000 |

3.2 Linear Transformations

We use linear transformations to create a bilingual semantic space. We align one semantic space (word embeddings) into the second semantic space in a different language. In such bilingual word embeddings, semantically similar words have similar vector representations across the two languages. Thanks to this property, we can use the bilingual space to train a neural network with a cross-lingual ability. The goal of the linear transformation is to find a transformation matrix \( W_{\text{s} \to \text{t}} \in \mathbb{R}^{d \times d} \) that transforms vector space \( X_{\text{s}} \) of the source language into the vector space \( X_{\text{t}} \) of the target language by the following matrix multiplication:

\[
\hat{X}_{\text{s}} = W_{\text{s} \to \text{t}} X_{\text{s}},
\]

where \( \hat{X}_{\text{s}} \) is the transformed source vector space in the target space. Both matrices \( X_{\text{t}} \) and \( X_{\text{s}} \) contain \( n \) vectors that correspond to translated pairs of words (called seed words) in dictionary \( D \). Any word vector that is not present in the source matrix \( X_{\text{s}} \) but comes from the same space can be transformed into the target space by multiplication of the transformation matrix \( W_{\text{s} \to \text{t}} \).

We selected five transformation methods, the first was proposed in [27], where the transformation matrix is estimated by minimizing the mean squared error (MSE) between the pairs of vectors \( (x_{\text{s}}^i, x_{\text{t}}^i) \) for the corresponding words from the dictionary \( D \), as follows:

\[
MSE = \sum_{i=1}^{n} \| W_{\text{s} \to \text{t}} x_{\text{s}}^i - x_{\text{t}}^i \|^2.
\]

The second transformation is called Orthogonal (Orto) constraints the transformation matrix \( W_{\text{s} \to \text{t}} \) to be orthogonal\(^8\). The orthogonal transformation has the same objective as MSE. The optimal transformation matrix \( W_{\text{s} \to \text{t}} \) can be computed as follows:

\[
W_{\text{s} \to \text{t}} = VU^T,
\]

where matrices \( V \) and \( U \) are computed by Singular Value Decomposition (SVD) of \( X_{\text{t}}^T X_{\text{s}} = U \Sigma V^T \) as shown in [4]. The orthogonality constraint causes the transformation does not squeeze or re-scale the transformed space. It only rotates the space, thus it preserves most of the relationships of its elements (in our case,

\(^8\) Matrix \( W \) is orthogonal when it is a square matrix and the columns and rows are orthonormal vectors (\( W^T W = W W^T = I \), where \( I \) is the identity matrix).
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it is important that orthogonal transformation preserves angles between the words, so it preserves similarity between words in the transformed space).

The third method is based on Canonical Correlation Analysis (CCA). The method aligns both monolingual vector spaces $X_s$ and $X_t$ to a third shared space represented by matrix $Y_o$ [30]. CCA computes two transformation matrices $W^{s\rightarrow o}$ for the source language and $W^{t\rightarrow o}$ for the target language to map the spaces into one shared space $Y_o$. The transformation matrices can be computed analytically [17] using SVD. Using the approach from [3], the transformation matrix $W^{s\rightarrow t}$ can be computed as follows:

$$W^{s\rightarrow t} = W^{s\rightarrow o}(W^{t\rightarrow o})^{-1}. \quad (4)$$

The Ranking Transformation (Rank) [24] uses max-margin hinge loss (MML) instead of MSE to reduce the hubness problem [30]. The idea of this method is to rank correct translations of word $w_i$ (i.e., vectors $x_s^i$ and $x_t^i$) higher than random translation (negative example) of word $w_i$ (i.e., vectors $x_s^j$ and $x_t^j$).

The last Orthogonal Ranking Transformation (Or-Ra) [10] combines orthogonal and ranking transformations. The method tries to keep the transformation matrix $W^{s\rightarrow t}$ orthogonal and reduce hubness at once, see [10] for the objective function and details. Based on our experiments and our empirical experiences, we decided to set dictionary size to 20k word pairs in every experiment.

### 3.3 Neural Network Models

For our experiments, we implement a CNN inspired by [21] with one convolutional layer on top of pre-trained word embeddings. The first layer (embeddings layer) maps the input sentence of length $n$ to an $n \times d$ dimensional matrix, where $d = 300$ is the dimension of the word embeddings. We then use 1-dimensional convolution with filter sizes of 2, 3 and 4 (256 filters of each size) to extract features from the sentence. Next, we apply the ReLU activation and use max-over-time-pooling. After the pooling, we concatenate these scalars into a vector, which is then fed to a fully-connected layer to compute the prediction scores for the classes. The class with the highest score is selected as the prediction. As a regularization, we use a dropout [32] of 0.5 before the fully-connected layer.

We also train neural network based on the Bidirectional LSTM (BiLSTM). Our model consists of an embedding layer that again maps the input words to 300-dimensional input vectors. These vectors then pass to two BiLSTM layers, each with 512 units (hidden size). The output of the last BiLSTM layer is fed into the final fully-connected layer that computes prediction scores. We use a dropout of 0.5 before the fully-connected layer.

For our experiments, we use two types of pre-trained fastText [9] embeddings: (a) the existing fastText embeddings. (b) In-domain embeddings trained by us on the text from the sentiment datasets. For English, we concatenate the texts from the SST-2 and IMDB datasets. We train embeddings for words with a minimum frequency of 5. During the training of the neural network models, we
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9 Available from [https://fasttext.cc/docs/en/crawl-vectors.html](https://fasttext.cc/docs/en/crawl-vectors.html)
freeze the embeddings layer, meaning that we do not allow the embeddings to be fine-tuned during training. For out-of-vocabulary words, we utilize the ability of fastText embeddings to generate a word vector. We train our model using Adam [22] with constant learning of 1e-3 or 1e-4. For some experiments, we use linear learning rate decay. We use a batch size of 32 and we train all our models for at most 10 epochs. We do not restrict the maximum input sequence length.

3.4 Cross-lingual Sentiment Classification

We perform zero-shot cross-lingual polarity detection for each pair of the three languages. The point of cross-lingual classification is to train a model on labeled data from one language (source language) and evaluate the model on data from another language (target language). The model must be able to transfer knowledge to the target language without any labeled data in the target language. For both languages in a pair, we train the model on data from one language and evaluate on data from the second language. The transformation of the semantic spaces is done in both directions, i.e., from the source space to the target space and vice versa. Since the French dataset is the largest one, for experiments where the source language is French, we use only French train data for training the model and as development data, we use French test data. For training models, where Czech is the source language, we use Czech train and test data parts of the CSFD dataset for training. We use the Czech dev part of the CSFD dataset as development data. In the case of the IMDB dataset, we randomly selected 2,500 examples as development data and the rest is used to train the model. For the SST-2 dataset, we use train and dev parts for training and test part as the development data.

In every experiment, we evaluate and report results for test data part in the target language. Only the test part of the data in the target language is used for evaluation, no other data from the target language are used to train the model.

4 Experiments & Results

We perform monolingual experiments, so we can compare the cross-lingual models with their monolingual equivalents. Secondly, we wanted to put our baselines and results into a context with the current SotA results. We use accuracy as the evaluation metric. We select the best models based on the results from the development data. We repeat each experiment at least six times and report the arithmetic mean value with the 95% confidence intervals. The label distribution is nearly perfectly balanced in all datasets and thus, the resulting $F_1$ Macro score was in a vast majority of experiments almost identical to our accuracy and is therefore not reported in the paper. Thanks to this, we are able to compare our results with the existing work in [28].
4.1 Monolingual Results

Table 2 compares our proposed monolingual models with the current monolingual state-of-the-art (SotA) models. We train both neural models with the existing fastText embeddings (rows CNN-F and LSTM-F) and with in-domain embeddings pre-trained by us (rows CNN and LSTM). As we can see, the modern BERT-like models outperform all our baselines. For English, the difference is the largest among all other languages, especially for the SST-2 dataset.

For Czech and French, the difference between best baselines and SotA models is only 1.7% and 1%, respectively. The difference between our baseline models trained on existing (rows CNN-F, LSTM-F) and our in-domain (rows CNN, LSTM) embeddings are at most 2.4% and 2.5% for CSFD and IMDB datasets, respectively. Based on the results, we can conclude that using custom pre-trained in-domain embeddings can slightly improve classification performance in monolingual settings, as one could expect. Our last observation is that our results are in general less competitive for English. This is most likely due to the fact that the current state-of-the-art approaches and models are generally more advanced in English, thus achieving better results.

Table 2: Comparison of the monolingual results as accuracy (upper section) with the current monolingual SotA (bottom section). The result with * was obtained on a custom data split. The results with ‡ are listed as $F_1$ score.

| CSFD (Czech) | IMDB (English) | SST-2 (English) | Allocine (French) |
|--------------|----------------|-----------------|-------------------|
| CNN (ours) 93.9 ± 0.1 | 91.8 ± 0.1 | 84.4 ± 0.6 | 95.0 ± 0.1 |
| LSTM (ours) 94.3 ± 0.1 | 92.3 ± 0.4 | 84.0 ± 0.5 | 96.4 ± 0.1 |

| Current SotA |
|--------------|
| LSTM [28] 91.8 ± 0.1 | 97.4 | 97.5 | 97.4 |
| mBERT [28] 93.1 ± 0.3 | 96.2 | T5-11B [29] 97.5 | CNN [26] 93.7 |
| XLM-R [28] 96.0 ± 0.0 | 95.8 | XLNet [11] 97.0 | 93.0 |
| BERT Distilled [28] * 93.8 | oh-LSTM [26] 94.1 |

4.2 Cross-Lingual Results

We report our cross-lingual results for all three pairs of languages in Tables 3, 4 and 6. In each table, we present results trained with in-domain embeddings pre-trained by us and results for existing fastText embeddings, separated by the slash character. These pairs of results were always obtained by models trained with the same hyper-parameters (learning rate and the number of epochs). We report the results of experiments where the semantic spaces were transformed
in both directions\(^6\). For easier comparison, we also include the monolingual results of our models from Table 2. The pairs where in-domain embeddings are better than the existing fastText embeddings have a gray background. The best results in absolute values are underlined and the results that overlap with the confidence interval of the best result are bold, we mark this separately in each column. As we mentioned, we trained the models for at most five epochs with constant learning rate or linear learning rate decay with learning rates of 1e-3 or 1e-4.

Our main observation is that in-domain embeddings significantly improve the results for the CLSA task (gray background in the Tables). The improvement is in some cases, even more than 10%. This statement is certainly true for the models trained on English and evaluated on Czech and French (with some minor exceptions). For the models evaluated on English, the improvement is not so noticeable, but in most cases, it is also valid. We can observe an analogical improvement in the monolingual results, but for these, the improvement is at most 2.5%.

Table 3: Cross-lingual accuracy results for English and Czech language pair.

| Dataset Method Monoling. | EN-s ⇒ CS-t | CS-t ⇒ EN-s | Monoling. | CS-s ⇒ EN-t | EN-t ⇒ CS-s |
|--------------------------|-------------|-------------|-----------|-------------|-------------|
|                          | Evaluated on Czech | Evaluated on English |
|                          | EN-s ⇒ CS-t | Monoling. | CS-s ⇒ EN-t | Monoling. | EN-t ⇒ CS-s |
|                          | in-domain | in-domain | in-domain | in-domain | in-domain |
| IMDB CSFD                |             |             |           |             |             |
| LSTM                     |             |             |           |             |             |
| CNN                      |             |             |           |             |             |
| SST-2 CSFD               |             |             |           |             |             |

\(^6\) For example, the column labeled as EN-s ⇒ CS-t means that English space was transformed into Czech space. English is the source language (-s suffix) and Czech is the target language (-t suffix), in other words, the English dataset is used for training and Czech for the evaluation.  
\(^11\) We provide the details of the used hyper-parameters at our GitHub repository.
4.3 Comparison with Existing Works

Table 5 compares our best results with related work. This table shows that the proposed approach based on linear transformations is competitive with the current BERT-like models. There is an exception for English results obtained by the XLM-R large model, which has a huge number of parameters (559M). We did not outperform the largest XLM-R_large model, but for example, for the CSFD dataset, we beat three BERT-like models that are much larger (in terms of a number of parameters) than our CNN and LSTM models. In the case of mBERT and XLM models, the difference is very significant. The results in Table 5 are shown as Macro F1, but we have to note that our Macro F1 results are identical to the accuracy.

| Dataset Method | Monoling. | Evaluated on French | Evaluated on English |
|----------------|-----------|---------------------|----------------------|
|               |           | EN ≫ FR-t | FR-t ≫ EN-s | Monoling. | FR ≫ EN-t | EN ≫ FR-t |
| CNN           |           | m-domain/fast text | m-domain/fast text | m-domain/fast text | m-domain/fast text | m-domain/fast text |
| MSE           | 80.2/81.0 | 89.0/82.8 | 91.8/92.8 | 86.2/83.8 | 55.1/58.1 | 72.4/72.4 |
| Orto          | 95.0/     | 90.4/84.0 | 89.0/82.8 | 91.8/92.8 | 86.2/83.8 | 55.1/58.1 |
| CCA           | 94.3/     | 89.0/82.8 | 89.0/82.8 | 91.8/92.8 | 86.2/83.8 | 55.1/58.1 |
| Rank          | 88.2/     | 88.7/80.8 | 89.4/80.8 | 91.8/92.8 | 86.2/83.8 | 55.1/58.1 |
| Or-Ra         | 95.0/     | 89.0/82.8 | 89.0/82.8 | 91.8/92.8 | 86.2/83.8 | 55.1/58.1 |

| IMDB Allocone | Allocine | LSTM | CNN |
|---------------|----------|------|-----|
| MSE           | 84.9/82.8 | 91.2/ | 88.6/ |
| Orto          | 96.4/     | 95.7/ | 95.7/ |
| CCA           | 94.3/     | 88.3/ | 89.1/ |
| Rank          |          | 86.3/ | 94.3/ |

| SST-2 Allocone | Allocine | LSTM |
|---------------|----------|------|
| MSE           | 83.9/80.8 | 83.9/ |
| Orto          | 95.0/     | 83.8/ |
| CCA           | 94.3/     | 85.6/ |
| Rank          |          | 83.8/ |
| Or-Ra         | 95.0/     | 84.7/ |

| Table 4: Cross-lingual accuracy results for English and French language pair. |
|----------------|----------------|
| Dataset Method | Monoling. |
| CNM             |           |
| MSE             | 80.2/81.0 |
| Orto            | 95.0/     |
| CCA             | 94.3/     |
| Rank            | 88.2/     |
| Or-Ra           | 95.0/     |
| IMDB Allocine   | LSTM      |
| MSE             | 84.9/82.8 |
| Orto            | 96.4/     |
| CCA             | 94.3/     |
| Rank            | 88.3/     |
| Or-Ra           | 95.0/     |

| 4.3 Comparison with Existing Works |
|------------------------------------|
| Table 5 compares our best results with related work. This table shows that the proposed approach based on linear transformations is competitive with the current BERT-like models. There is an exception for English results obtained by the XLM-R_large model, which has a huge number of parameters (559M). We did not outperform the largest XLM-R_large model, but for example, for the CSFD dataset, we beat three BERT-like models that are much larger (in terms of a number of parameters) than our CNN and LSTM models. In the case of mBERT and XLM models, the difference is very significant. The results in Table 5 are shown as Macro F1, but we have to note that our Macro F1 results are identical to the accuracy. |

| Table 5: Comparison of cross-lingual Macro F1 results with other works. French result with * symbol is shown as accuracy. |
|----------------|----------------|
| IMDB            | CSFD           |
| XLM-R base     | 89.5/80.4      |
| XLM-R large    | 94.0/81.0      |
| XLM            | 78.2/73.4      |
| mBERT           | 76.4/71.4      |
| G/F-A           | 93.0           |
| Our best        | 87.2/81.0      |
| (EN ≫ FR-t) (CS-4 ≫ EN-s) (EN-s ≫ FR-t) |
Table 6: Cross-lingual accuracy results for French and Czech language pair.

| Dataset Method Monoling. | Evaluated on Czech | Evaluated on French |
|--------------------------|---------------------|---------------------|
|                          | Monoling.           | Monoling.           |
|                          | CS = t               | FR = t               |
|                          | CS-t in-domain/last text | FR-t in-domain/last text |
| CSFD                     | MSE                  | LSTM                |
| Allocine                 | Orto                 | 93.9/58.1           | 93.1/52.5           |
| CSFD                     | CCA                  | 85.9/81.5           | 87.6/82.0           |
| CSFD                     | Rank                 | 81.7/79.3           | 84.0/82.7           |
| CSFD                     | Or-Ra                | 82.7/72.6           | 87.6/86.0           |
|                          | CNN                  | 84.3/80.5           | 87.6/86.0           |
|                          |                      | 95.0/3               | 95.7/3              |
|                          |                      | 84.6±1.2/80.8±1.2   | 84.9±1.1/79.9±1.1   |
|                          |                      | 84.7/1/79.9±1.1     | 85.4±0.4/78.5±0.4   |

4.4 Discussion

From our perception, during the experiments and from the presented Tables, we consider the CCA and Orthogonal transformations to be the most stable in terms of performance. These two methods usually obtain very comparable (if not the best) results across all experiments, unlike the other methods. The other methods (MSE, Rank Or-Ra) tend to fail in some settings and their performance decreases significantly. For example, the performance of the MSE method often drops by a large margin for experiments where embeddings for the target language is mapped into the source language (the FR-t ⇒ EN-s columns).

We found no systematic differences in performance between the LSTM and CNN models. We recognized that the transformations sometimes fail and cause poor performance of the overall model. In future work, we want to focus on these particular incidents and we would like to improve the stability of the transformations, for example, by normalizing the semantic spaces before and after the transformation.

5 Conclusion

In this paper, we studied the task of cross-lingual sentiment analysis for Czech, English and French. We performed zero-shot cross-lingual classification on four datasets with linear transformations in combination with LSTM and CNN based classifiers. We demonstrate that pre-trained in-domain embeddings can significantly improve the cross-lingual classification, in some cases even by more than 10%. We show that the approaches based on linear transformations are, to some extent, competitive with the multilingual BERT-like models. We provide all the presented resources, including word embeddings, dictionaries and source codes, freely for research purposes on our GitHub[3].
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