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Abstract

Deep metric learning for vision is trained by optimizing a representation network to map (non-)matching image pairs to (non-)similar representations. During testing, which typically corresponds to image retrieval, both database and query examples are processed by the same network to obtain the representation used for similarity estimation and ranking. In this work, we explore an asymmetric setup by light-weight processing of the query at a small image resolution to enable fast representation extraction. The goal is to obtain a network for database examples that is trained to operate on large resolution images and benefits from fine-grained image details, and a second network for query examples that operates on small resolution images but preserves a representation space aligned with that of the database network. We achieve this with a distillation approach that transfers knowledge from a fixed teacher network to a student via a loss that operates per image and solely relies on coupled augmentations without the use of any labels. In contrast to prior work that explores such asymmetry from the point of view of different network architectures, this work uses the same architecture but modifies the image resolution. We conclude that resolution asymmetry is a better way to optimize the performance/efficiency trade-off than architecture asymmetry. Evaluation is performed on three standard deep metric learning benchmarks, namely CUB200, Cars196, and SOP.

Code: https://github.com/pavelsuma/raml

1. Introduction

The performance of deep learning models typically increases with their size and computational complexity. Most work focuses on improving recognition performance and therefore relies on expensive models to train and deploy. Standard deep network architectures [21, 18] are available in different variants that cover a range of the trade-off between performance and efficiency. Optimizing this trade-off forms a particular line of research that attracts a lot of attention since efficient and lightweight deep models allow deployment on mobile and low-resource devices or enable real-time execution. Therefore, powerful yet efficient models are desirable. One of the standard practices is to initially train a large model that is then used to obtain a smaller one, with weight pruning [17] and network distillation [20] being two dominant approaches to achieve that.

Network distillation uses the large model as a teacher that guides the training of a smaller student model. Most work in distillation is related to classification tasks, where the teacher logits act as supervision [20]. Still, some work focuses on metric learning and image retrieval, where either the underlined vector representation [33] or pairwise scalar similarity values [30] function as supervision for distillation. In classification, once the small model is obtained, the large one is no longer used. However, due to the pairwise nature of the retrieval task, a possible asymmetry emerges: the query and database examples are processed by two different networks, with the network of the
former being lightweight to reduce the extraction cost during query time. For small to medium size databases or with the use of fast nearest neighbor search methods [24, 25], the extraction cost of the representation can be the test-time bottleneck. In the asymmetric setup, the two representation spaces corresponding to each of the two networks need to be aligned and compatible. This is the objective of asymmetric metric learning (AML) as introduced by Budnik and Avrithis [6].

AML is studied under the lens of asymmetric network architectures; the student model is a pruned variant of the teacher, a different but lighter architecture possibly discovered by neural architecture search. All these aspects reduce the query time. The resolution of the input images is an important aspect that is overlooked. The use of fully convolutional architectures allows any input resolution, while the representation extraction cost is roughly quadratic in that matter. Metric learning tasks that focus on instance-level recognition are known to benefit from the use of a large image resolution [31, 4]. The same holds for fine-grained recognition where object details matter [35], as also shown in this work. Therefore, input resolution is a critical parameter for the performance/efficiency trade-off.

This work focuses on AML, where the asymmetry comes at the level of input resolution between the database network and the query network. The two architectures are the same, but the query network is trained at a low resolution to match the representation of the database network at a high resolution, which is performed with a distillation process that transfers knowledge from a teacher (database network) to the student (query network). The contributions of this work are summarized as follows:

- Asymmetry in the form of input image resolution is explored for the first time in deep metric learning.
- A distillation approach is proposed to align the representation (absolute distillation) and the pairwise similarities (relational distillation) between student and teacher across task-tailored augmentations of the same image.
- We conclude that resolution asymmetry is a better way to optimize the performance vs. efficiency trade-off compared to network asymmetry.
- As a side-effect, the student obtained with distillation noticeably outperforms the deep metric learning baselines in a conventional/symmetric retrieval.

A performance vs. efficiency comparison is shown in Figure 1. Compared to the baselines where a single network extracts both database and query examples with the same resolution (circle) and different resolution (diamond), distillation performs much better. The superiority of resolution over network asymmetry is evident too. More details about these experiments are discussed in Section 4.

2. Related work

Asymmetric embedding compatibility. In image retrieval, embedding compatibility has to be ensured when the database examples are processed by a different network than the query examples. To this end, AML [6] redefines standard metric learning losses in an asymmetric way, i.e. the anchor example is processed by the query network, while the database network processes the corresponding positive and negative examples. However, for the objective of representation space alignment, these losses are outperformed by a simple unsupervised regression loss on the embeddings, a form of knowledge distillation between teacher and student. Using the supervised losses, on the other hand, boosts the performance of symmetric retrieval with the student, which even surpasses its teacher. Following the paradigm of unsupervised distillation, another recent approach compels the student to mimic the contextual similarities of image neighbors in the teacher embedding space [50]. Other than optimizing the weights of the student network, a generalization includes using neural architecture search to additionally optimize the network architecture [11] in a work that focuses on training for classification rather than in a metric learning manner.

Classification-based training is the dominant approach in a relevant task to ours, called backward compatible learning (BCT) [36]. However, the underlined task assumptions are different. Its objective is to add new data processed with a stronger backbone version without back-filling the current database. Compatibility is established with cross-entropy loss of the old classifier on old and new embeddings of the same input image. This is extended to the compatibility of multiple embedding versions [23] or to tackling open-set backward compatibility with a continual learning approach [42]. Similarly, forward compatible learning [32] stores side information during training, which is leveraged in the future to transfer the old embeddings to another task. Other methods for fixing inconsistent representation spaces include class prototypes alignment [3, 52], and transformation of both spaces, rather than a single one [43, 22].

Asymmetry also emerges when embeddings are collected from diverse devices which use different models, e.g. in the domain of faces where the recognition should be compatible with all models [8], or in localization and mapping task with multiple agents [12].

Distillation and small image resolution. Image downsampling remains the primary pre-processing step even at present times when the average visual memory of GPU allows processing bigger resolutions during training and testing. It is observed that using larger images reliably translates to higher performance regardless of the objective or dataset [35]. Yet there are still many valid use cases where the inference has to be done with limited resources. In this context, distillation is used to align embeddings of high-
low-resolution images in the form of feature regression [15] or KL divergence [26].

Some networks are specifically trained to facilitate dynamic input resolution changes for an optimal speed-accuracy trade-off. Examples include distillation with mutual learning [51] or ensembling with the teacher learned on the fly [47]. Distillation is also popular in the reverse direction going from small to large resolution, such as in the area of single image super-resolution [54, 14, 19, 28].

3. Method

Let \( \mathcal{X} \) be the space of all images, and \( s : \mathcal{X} \times \mathcal{X} \rightarrow [-1, 1] \) be a similarity function that estimates scalar similarity \( s(x, q) \) for images \( x, q \in \mathcal{X} \), also called examples in the following.

During testing, \textit{i.e.} for image retrieval, a similarity is estimated between the query example \( q \) and each example in the database. Retrieval is then performed by ranking similarities in descending order. In order to perform the retrieval efficiently, representation function \( f : \mathcal{X} \rightarrow \mathbb{R}^d \) is used that maps input examples from \( \mathcal{X} \) to a \( d \)-dimensional representation vector. These real-valued vectors, referred to as embeddings, are \( \ell_2 \)-normalized and are used in combination with a standard similarity measure in \( \mathbb{R}^d \) to obtain \( s(\cdot) \). In this work, function \( f(\cdot) \) is assumed to be implemented by a fully convolutional network (FCN), also denoted by \( f_\theta(\cdot) \) declaring that the deep network is parametrized by parameter set \( \theta \). As a result of using an FCN, the input image can be of any resolution.

3.1. Symmetric retrieval

In the conventional task of symmetric retrieval, similarity \( s(x, q) \) is computed by a simple dot product (equivalent to cosine similarity due to \( \ell_2 \)-normalized embeddings) given by

\[
s(x, q) := s_n(x, q, f_\theta) = f_\theta(x)^T f_\theta(q),
\]

where representation function \( f_\theta(\cdot) \) is used to process both the query and database examples in the same, symmetric, way, \textit{i.e.} same network architecture with the same parameters. Weights \( \theta \) are optimized during the training phase according to semantic labels of pairs so that matching (non-matching) examples are mapped to nearby (faraway) embeddings in the representation space. This kind of training is the so-called deep metric learning. Typical examples of losses are contrastive [16], triplet [45], and multi-similarity [46] that involve optimization of \( s_n(\cdot) \) for training pairs\(^1\). A network trained in such symmetric way constitutes the teacher in the following of this manuscript.

Nonetheless, the teacher can equivalently be trained with other deep metric losses that do not directly involve pairwise comparison of train examples [40, 13]. Both the testing and the training of the teacher are performed with the use of symmetric similarity \( s_n(\cdot) \).

3.2. Asymmetric retrieval - network-wise

This subsection provides background on the prior work which we rely on. Asymmetric similarity is defined as

\[
s(x, q) := s_{an}(x, q, f_\theta, g_\phi) = f_\theta(x)^T g_\phi(q),
\]

where \( g_\phi : \mathcal{X} \rightarrow \mathbb{R}^d \) denotes a second FCN with parameter set \( \phi \) to process the query only. The asymmetry is with respect to the network architectures processing query and database examples. The architecture of the query network \( g(\cdot) \) is meant to be lighter than that of the database network \( f(\cdot) \) to make the asymmetry meaningful in terms of query speed up. Following prior work [6], we assume that the database embeddings are fixed and extracted with \( f_\theta(\cdot) \) which is trained by optimizing symmetric similarity; there is no option for modifying the database network or the database embeddings.

Budnik and Avrithis [6] perform a distillation process where knowledge from the fixed teacher (database) network is transferred to the student (query) network. This is performed by a regression process, also called absolute distillation, where the student embedding is optimized to match the teacher embedding for a particular training image \( x \) such as by minimizing loss function \((1 - s_{an}(x, x, f_\theta, g_\phi))^2 \). Their work concludes that this simple distillation process without the use of labels is the best performing approach for asymmetric retrieval as it directly reflects the objective of the task, \textit{i.e.} to align the two representation spaces. Combination with losses that use semantic labels performs worse for asymmetric retrieval as it compromises the alignment process.

3.3. Asymmetric retrieval - resolution-wise

In this subsection, we first highlight the impact of image resolution for symmetric similarity and then introduce resolution asymmetry.

Even though the input resolution can be arbitrary, the level of details seen during training influences the ability to capture information in the representation. In practice, we make the following two observations: (i) the resolution used in training imposes restrictions on the resolution used during test time [41]; we presume the network gets adjusted to a specific level of details and scale of objects or their parts. (ii) fine-grained recognition, which is the main focus of this work, benefits from larger resolutions than the ones typically used for image classification tasks. Results in Table 1 support these observations: performance declines

\(^1\)Some of the standard losses involve the use of Euclidean distance, but an alternative formulation with the use of similarity is possible. In this work, we employ similarities rather than distances.
we discuss how to optimize $\phi$ for resolution-wise asymmetric similarity.

**Training.** The teacher model $f_\theta$ is given and is pre-trained on the training examples at the large resolution. Teacher parameters are frozen for the entirety of our training. We initialize the student $f_\phi$ with the parameters $\theta$ of the teacher; this is a good initialization aligning the representation spaces up to the resolution discrepancy. Note that there is no such good initialization for network-wise asymmetry. We use two types of losses, one to perform absolute distillation and one to perform relational distillation [34, 30]. A visual overview of the proposed method is given in Figure 2. We also refer to teacher and student networks by $T(\cdot)$ and $S(\cdot)$ for brevity, where the latter already includes the down-sampling process.

**Absolute distillation** is performed, as in the original AML work [6], by regression between the teacher and student outputs given by loss

$$\ell_{\text{abs}}(x, \theta; \phi) = \left(1 - s_{\text{ar}}(x, x, f_\theta, f_\phi)\right)^2.$$  

Note that $\ell_{\text{abs}}$ is bounded between 0 and 4. This loss does not involve any labels and is applicable to any example in the training set, allowing for alignment of the representation space at a large number of training embeddings.

**Coupled augmentations.** A common trick to introduce curated noise is to randomly alter each network input by handcrafted, domain-specific functions, i.e., random image augmentations. During supervised training, the model learns to be invariant to such noise since the alterations of a single image correspond to the same label. Our proposed method is fully unsupervised but utilizes random augmentations to virtually increase the training set and the number of training embeddings used for alignment. We empirically observe that it is essential to randomly perturb the input in the same way for both teacher and student involved in the asymmetric similarity. These are what we refer to as coupled augmentations in this work. Knowledge distillation is known to be highly compatible and greatly benefit from data augmentations [44]; this is observed in our case too but only with coupled augmentations. Experiments and discussion for coupled and non-coupled augmentations are included in Section 4.

### Table 1. Retrieval performance with the use of symmetric similarity when there is a test-train resolution discrepancy

| Model | Test resolution | train resolution |
|-------|-----------------|-----------------|
| CUB200 | 634 | 448 | 317 | 224 | 158 | 112 |
| | 43.9 | 42.2 | 37.3 | 30.3 | 22.7 | 15.3 |
| | 448 | 42.0 | 42.7 | 39.2 | 32.8 | 25.0 | 17.5 |
| | 317 | 35.9 | 40.7 | 39.6 | 34.1 | 26.3 | 18.3 |
| | 224 | 21.6 | 31.6 | 36.3 | 34.3 | 27.9 | 20.7 |
| | 158 | 11.4 | 19.1 | 27.5 | 31.7 | 28.3 | 21.9 |
| | 112 | 10.9 | 16.8 | 22.9 | 28.0 | 26.8 | 21.9 |
| Cars196 | 634 | 448 | 317 | 224 | 158 | 112 |
| | 40.4 | 35.5 | 26.7 | 16.7 | 9.3 | 5.0 |
| | 448 | 42.3 | 41.6 | 34.5 | 23.0 | 13.0 | 6.3 |
| | 317 | 31.9 | 36.2 | 33.8 | 25.2 | 15.4 | 7.6 |
| | 224 | 22.8 | 31.3 | 33.3 | 29.3 | 20.7 | 10.9 |
| | 158 | 12.7 | 21.0 | 27.3 | 29.1 | 25.2 | 15.4 |
| | 112 | 6.0 | 10.4 | 16.7 | 22.1 | 22.1 | 16.6 |
| SOP | 634 | 448 | 317 | 224 | 158 | 112 |
| | 60.7 | 58.1 | 52.9 | 45.1 | 37.4 | 30.0 |
| | 448 | 61.0 | 61.6 | 57.5 | 50.8 | 42.4 | 33.9 |
| | 317 | 59.1 | 59.4 | 60.4 | 51.8 | 43.7 | 34.1 |
| | 224 | 55.9 | 60.0 | 60.0 | 57.4 | 50.8 | 41.0 |
| | 158 | 51.3 | 55.2 | 55.9 | 55.2 | 53.2 | 41.5 |
| | 112 | 45.8 | 49.6 | 51.8 | 51.9 | 48.7 | 47.2 |
More formally, we define \( a(x) \) as the set of examples obtained by applying different image augmentations to \( x \). Then, the average absolute distillation loss\(^2\) is given by

\[
L_{\text{abs}}(x, a, \theta; \phi) = \frac{1}{|a(x)|} \sum_{z \in a(x)} \ell_{\text{abs}}(z, \theta; \phi). \tag{6}
\]

Relational distillation is performed by using scalar similarities, instead of the embeddings, to guide the student. What is preserved is the relative comparison between two examples, therefore the name relational [30]. The two examples involved are different augmentations of the same original example, resulting in a loss being applied per original example separately. We propose two alternatives where the teacher-to-teacher relation is distilled to a teacher-to-student relation or student-to-student relation. The former is given by

\[
L_{\text{rel–ts}}(x, a, \theta; \phi) = \frac{1}{n} \sum_{y, z \in a(x) \setminus \{y\}} \ell_{\text{rel–ts}}(y, z, \theta; \phi), \tag{7}
\]

where \( n = |a(x)|^2 - |a(x)| \) and

\[
\ell_{\text{rel–ts}}(y, z, \theta; \phi) = \left( s_s(y, z, f_\theta) - s_a(y, z, f_\theta, f_\phi) \right)^2 = \left( f_\theta(y)^T f_\phi(z) - f_\theta(y)^T f_\phi(r(z)) \right)^2 = \left( T(y)^T T(z) - S(y)^T S(z) \right)^2. \tag{8}
\]

Equivalently to \( L_{\text{rel–ts}} \) in (7), we use \( L_{\text{rel–ss}} \) by defining

\[
\ell_{\text{rel–ss}}(y, z, \theta; \phi) = \left( s_s(y, z, f_\theta) - s_s(y, z, f_\phi) \right)^2 = \left( f_\phi(y)^T f_\phi(z) - f_\phi(r(y))^T f_\phi(r(z)) \right)^2 = \left( T(y)^T T(z) - S(y)^T S(z) \right)^2. \tag{9}
\]

Relational distillation in the form of (9) is shown to fail in prior work for asymmetric retrieval [6] as it does not satisfy the alignment objective, while in the form of (8) is shown effective [50]. In our case, such distillation loss terms are effective even by themselves under particular conditions, which is shown and discussed in Section 4. Note that one of our relational terms, i.e. (8) is similar to that in the work of Wu et al. [50]. Nevertheless, we do not require a costly nearest neighbors process and simply use random augmentations.

Each of the three losses is averaged over all examples in a batch, resulting to \( L_{\text{abs}}, L_{\text{rel–ts}}, \) and \( L_{\text{rel–ss}}, \) respectively. The total loss is given by

\[
L = L_{\text{abs}} + \lambda_t L_{\text{rel–ts}} + \lambda_s L_{\text{rel–ss}}, \tag{10}
\]

where \( \lambda_t \) and \( \lambda_s \) are hyper-parameters tuned during cross-validation.

4. Experiments

In this section, we provide the implementation details and present the experimental results.
4.1. Datasets

We use three standard deep metric learning datasets for fine-grained recognition, namely Caltech-UCSD Birds (CUB200) dataset [48], Stanford Cars dataset (Cars196) [27], and Stanford Online Products (SOP) [38]. They comprise 11,788 images of birds from 200 classes, 16,185 images of cars from 196 classes, and 120,053 images of products from 22,634 classes, respectively. Following common practice, for CUB200 and Cars196 we use the first half of the classes for training and the other half for testing, while for SOP we use the provided train/test sets.

4.2. Experimental setup

As the first step, we use the labeled training set to train the teacher. All training images are re-sampled to have their largest dimension equal to what we refer to as database resolution or large resolution. Then, the teacher weights are used to initialize the student, while we freeze the teacher weights and optimize the student with the proposed distillation losses on the whole training set. During this process, the student receives input images at what we refer to as query resolution or small resolution. We perform the student training three times with different, but fixed, seeds. In the evaluation phase, performance is evaluated by mean Average Precision (mAP) and by recall at 1 (R@1) which is equal to 1 if the top retrieved image is from the correct class. We report average performance across seeds.

The student network is evaluated in two ways. Firstly, for asymmetric retrieval where the database (query) examples are processed by the teacher (student) network in the large (small) resolution. Secondly, we drop the assumption that the database embeddings are fixed and evaluate the student network in a symmetric manner where it processes both database and query examples in the small resolution. The teacher network, other than participating in the distillation process and in the aforementioned asymmetric testing for retrieval, is also evaluated in the following two ways to provide a baseline. Firstly, it is evaluated in a symmetric way by processing both database and query examples at the resolution it was trained with. Secondly, it is evaluated in an asymmetric way by processing database (query) examples at the large (small) resolution (a single network is processing images at two different resolutions). To summarize, our evaluation setups are teacher-student asymmetric (two networks, two resolutions, same architecture) by (4), student symmetric by (1), teacher symmetric by (1), teacher asymmetric (one network, two resolutions) by (3).

4.3. Implementation details

ResNet-50 (R50) and ResNet-18 (R18) [18] are used as backbone FCN, with initial weights obtained from ImageNet [10] pre-training. Generalized mean pooling (GeM) [31] and a fully connected layer reducing the final embedding dimension to 512 are added on top of the FCN. Optimization is performed with AdamW [29] and a one cycle learning rate scheduler [37] using PyTorch default values. Teacher networks are trained with triplet loss and distance weighed negative mining [49]. Following standard protocol [35, 5, 7], we perform random crop [39], resize to fixed resolution and flip horizontally with probability 0.5. The number of epochs is set to 200. Batch size equals 200 for CUB200 and Cars196 and 4000 for SOP.

During student training with distillation, the same augmentation strategy is used with the addition of color distortion with the strength of 0.5 [9] and image mixup [53] with $\alpha = 0.2$. For mixup, each image is mixed with the next image in the batch. We train for 200 epochs with batch size equal to 200, limit the number of examples to 8000 per epoch, and use 8 different augmentations per image unless otherwise stated. For proper hyper-parameter tuning, we use Optuna library [1] and half of the training set as validation set [40]. We tune learning rate, $\lambda_t$, and $\lambda_s$; indicative values are 1.1e-4, 0.7, and 0.7, respectively.

The evaluation policy is identical for all experiments. The input image is re-sampled to the large or small resolution depending on the setup and network used while preserving the aspect ratio. Following common practice, the center square area is cropped.

4.4. Results

Performance comparison at multiple query resolutions. In Table 2 we show the performance of our distillation method and compare it with baselines on three smaller image resolutions. Compared with the respective (same query resolution) baselines for symmetric retrieval (1st block), the distilled students (3rd block) are on all datasets higher in terms of their asymmetric retrieval performance. The benefit of asymmetry and using large resolution database images gets larger for decreasing query resolution (increasing query extraction savings). We also substantially improve over the naive asymmetric approach (2nd block vs. 3rd block), where the teacher network processes the small resolution queries without any appropriate training.

If the assumption of fixed database embeddings is dropped, it makes sense to look at the student symmetric retrieval performance at small resolutions; database extraction cost is also reduced now. First, we observe that through distillation, symmetric retrieval performance (4th block) is much higher than training with the standard deep metric learning way (1st block). Note that the same is achieved in earlier work on asymmetric metric learning, but only with the use of labels [6], while we do not use labels for student training. Secondly, we observe that the student’s symmetric performance (measured via mAP) is larger than its asymmetric one if the query resolution
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its objective does not meet the representation space alignment objective at all.

### Impact of number of augmentations

The amount of terms in the relative distillation loss grows quadratically
with the number of augmentations per image, while training
is relatively large. This does not hold for smaller query
resolutions where asymmetry is still more meaningful.
Focusing on recall at 1, the student performs in most cases
higher in the symmetric setting than in the asymmetric,
indicating a different behavior for the top-ranked examples;
the asymmetric setup works better considering all relevant
examples but worse if we consider the most similar ones.

#### Ablation study

Our work heavily relies on the use of augmentations. We dissect their contribution in Table 3. They are organized into three groups: **coupled** applies the same image transformations in the teacher and student (see Figure 2), **geometric augmentations** correspond to random resized crop, color jitter, and horizontal flip, and **MX** constitutes image mixup. The setup with augmentations performed only separately in the teacher input and student
input is clearly worse and even harms the alignment. Such non-coupled augmentations can potentially increase the
invariance of the asymmetric similarity; its failure signiﬁes that representation space alignment is the important
objective and not invariance, which is inherited from the
teacher anyway. Mixup by itself is not as good as the more
standard augmentations but still improves the ﬁnal method.
It seems that non-standard augmentations are effective if
applied in a coupled way.

We additionally show the performance of each loss
term from (10) separately along with their combination.
We conﬁrm that absolute distillation by itself is already a
strong performer for our asymmetric resolution setting. It
outperforms the other two relative loss terms. Nevertheless,
their combination is the top-performing approach. Note
that the relational loss terms have negligible added cost in the
training since all the embeddings are already obtained
for the needs of the absolute distillation loss term. To
our surprise, $L_{rel−ss}$ by itself improves the asymmetric
performance, although the individual loss serves only as a
regular relational knowledge distillation previously shown
to fail for asymmetric retrieval [6]. We investigate this in the
next experiment.

#### Impact of student initialization

If we initialize the student network with the teacher weights, an initial align-
ment of the two embedding spaces is provided, which plays a crucial role, as seen in Table 4. Note that no such initial-
ization exists in the case of network-wise asymmetry. It is
possible in our case because it corresponds to matching ob-
jects at different resolutions with the same network, which
is a good starting point that is then improved via distillation.
We compare such initialization to the one using weights
from a teacher trained for the small resolution and the one
with ImageNet weights. Both alternatives perform worse
than the suggested and are on par with each other. Even
using each of the losses separately performs much better
given a good initialization. We suspect the reason is that the
embedding spaces in these two cases are initially entirely
misaligned.

Noticeably, the relational distillation with $L_{rel−ss}$,
which does not involve any asymmetric term, completely
fails without this initialization but performs well with it. We
presume that such a relational distillation only works if we are already close to a good solution. Otherwise, satisfying
its objective does not meet the representation space alignment objective at all.

### Table 3. Impact of the loss function and of different augmentation strategies on performance for teacher-student asymmetric and student symmetric retrieval after distillation. Results reported on CUB200. G: geometric augmentations. MX: mixup at the input level. Teacher (student) operates at 448 (224) resolution.

| loss       | coupled | G | MX | asymmetric | symmetric |
|------------|---------|---|----|-----------|-----------|
| $L_{abs}$  | ✓       | ✓ | ✓  | 37.7      | 33.5      |
| $L_{abs}$  | ✓       | ✓ | ✓  | 30.9      | 29.8      |
| $L_{rel−ts}$ | ✓      | ✓ | ✓  | 39.5      | 35.0      |
| $L_{rel−ss}$ | ✓      | ✓ | ✓  | 39.7      | 36.5      |
Therefore, we observe that resolution asymmetry is outperforming network asymmetry for the same cost and that distillation noticeably outperforms the naive baseline that uses (3).

### Table 4. Impact of the student initialization during our distillation process with the different losses used all together or separately. Performance is evaluated on CUB200 for teacher-student asymmetric retrieval and for student symmetric retrieval. Initialization is performed by the teacher trained at the large or small resolution, or with ImageNet pre-trained weights. Teacher (student) operates at 448 (224) resolution.

| initialization | loss | asymmetric mAP | R@1 | symmetric mAP | R@1 |
|----------------|------|----------------|-----|---------------|-----|
| teacher@448    | $\mathcal{L}$ | 40.8 | 70.5 | 40.9 | 71.8 |
| teacher@224    | $\mathcal{L}$ | 36.3 | 62.9 | 37.0 | 66.8 |
| ImageNet       | $\mathcal{L}$ | 36.3 | 62.4 | 36.9 | 67.3 |
| teacher@224    | $\mathcal{L}_{abs}$ | 35.7 | 61.6 | 35.9 | 65.5 |
| teacher@224    | $\mathcal{L}_{rel-ts}$ | 36.3 | 60.8 | 38.9 | 68.5 |
| teacher@224    | $\mathcal{L}_{rel-sy}$ | 1.3 | 1.1 | 39.6 | 69.8 |
| teacher@448    | $\mathcal{L}_{abs}$ | 40.3 | 69.8 | 40.5 | 71.2 |
| teacher@448    | $\mathcal{L}_{rel-ts}$ | 39.7 | 68.9 | 39.1 | 69.2 |
| teacher@448    | $\mathcal{L}_{rel-sy}$ | 37.9 | 65.1 | 40.0 | 71.4 |

Figure 4. Retrieval performance (mAP) vs. extraction cost of the query representation (GFLOPs) for Cars196 (top) and SOP (bottom). The notation format used is “database setup”→“query setup”, where R50 and R18 are two variants of ResNet architecture. $M$ is equal to 448 and indicates the width and height of images. Contrary to the standard symmetric retrieval (circle), the query in the asymmetric setting is processed by a lighter network (triangle) or in a smaller resolution (diamond, pentagon). Teacher-student networks trained with the proposed distillation approach to achieve resolution asymmetry (the focus of this work) and also network asymmetry for comparison.

### 5. Conclusions

In this work,$^3$ we explore resolution asymmetry in deep metric learning and conclude that it forms a better way to optimize the performance vs. efficiency trade-off than network asymmetry studied in prior work. The proposed distillation approach performs well without the use of any labels and allows us to get useful insight into task-tailored augmentations, proper student initialization, and the importance of its different loss terms, namely absolute and relational. The combination of network and resolution asymmetry is theoretically feasible, possibly even in straightforward ways, but remains as future work. So does the case of dropping the fixed database embeddings assumption and jointly optimizing the database and query networks.

---

$^3$Work supported by Junior Star GACR grant No. GM 21-28830M, and Grant Agency of the Czech Technical University in Prague grant No. SGS20/171/OHK3/3T/13.
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