Numerical Evaluation of the Effect of Fuel Blending with CO$_2$ and H$_2$ on the Very Early Corona-Discharge Behavior in Spark Ignited Engines

Valerio Mariani $^1$, Giorgio La Civita $^1$*, Leonardo Pulga $^2$, Edoardo Ugolini $^1$, Emanuele Ghedini $^1$*, Stefania Falfari $^1$, Giulio Cazzoli $^1$, Gian Marco Bianchi $^1$ and Claudio Forte $^2$

Abstract: Reducing green-house gases emission from light-duty vehicles is compulsory in order to slow down the climate change. The application of High Frequency Ignition systems based on the Corona discharge effect has shown the potential to extend the dilution limit of engine operating conditions promoting lower temperatures and faster combustion events, thus, higher thermal and indicating efficiency. Furthermore, predicting the behavior of Corona ignition devices against new sustainable fuel blends, including renewable hydrogen and biogas, is crucial in order to deal with the short-intermediate term fleet electric transition. The numerical evaluation of Corona-induced discharge radius and radical species under those conditions can be helpful in order to capture local effects that could be reached only with complex and expensive optical investigations. Using an extended version of the Corona one-dimensional code previously published by the present authors, the simulation of pure methane and different methane–hydrogen blends, and biogas-hydrogen blends mixed with air was performed. Each mixture was simulated both for 10% recirculated exhaust gas dilution and for its corresponding dilute upper limit, which was estimated by means of chemical kinetics simulations integrated with a custom misfire detection criterion.
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1. Introduction

Advances in the internal combustion engines design are necessary in order to effectively reduce the carbon dioxide tailpipe emissions while carbon-free technologies for light duty vehicles become mature. With regard to Spark Ignition (SI) engines, two of the main limiting factors against the improvement of fuel economy are the pressure losses during throttled operations, and the very high cycle average temperature compared with that of Compression Ignition (CI) engines, which strongly affect the indicating and the thermal efficiency, respectively. A promising solution to approach those issue is using a high amount of Exhaust Gas Recirculation (EGR) in order to dilute the fresh charge, thus allowing for the cylinder empty-filling at low load with reduced throttling at the intake manifold and the reactive gas to cool down (lower heat losses and knock mitigation) [1,2]. One of the main concerns regarding highly diluted operations is the flame stability, together with the risk of incomplete combustion and ignition failure [3,4]. Therefore, in order to run engine operations richer in EGR while ensuring combustion stability and repeatability, the use of supporting device is compulsory. In this framework, the equipment of the engine with High Frequency Ignition (HFI) spark devices based on the so-called Corona discharge...
effect [5,6] has proven to be a powerful solution to boost combustion stability and velocity. In [7], Pienda et al. compared classical and Corona spark devices in a research engine implementing a wide Design Of Experiments (DOE). When observing the indicating data, the authors reported that at low speed-low load conditions the Corona discharge is able to speed up combustion, improving diluted operations at given EGR. At moderate speed-high load (turbocharger active), the use of Corona discharge has shown also the ability to extend the engine knock limit. Furthermore, the HFI system allows for a general reduced fuel consumption with respect to the classical spark because of the larger combustion volume. In [8], Marko et al. conducted experiments on an optical accessible engine fueled with methane at stoichiometric conditions emphasizing the influence of the ignition system (Corona or classical spark) on the EGR limit. The authors showed that for both the ignition devices the Coefficient Of Variation (COV) of the engine Indicating Mean Effective Pressure (IMEP) has a steep abrupt increase with respect to EGR, highlighting the existence of an EGR dilution threshold value regardless of the ignition system. However, the experimental results show that the use of the Corona ignition can delay the EGR threshold value from 27% to 32%. Furthermore, reduced standard deviation were reported for both the occurrence of the 50% Mass Fuel Burned (MFB50) and kernel formation at given EGR in the case of Corona ignition. Other relevant literature findings also report the potential of the Corona ignition device as lean limit extender to promote the stabilization of combustion events at very low equivalence ratio ($\phi$, fuel–air ratio normalized against stoichiometric) [9–12].

Considering the high attention gained by the use of renewable hydrogen in fuel blends for the next on-road transportation, the exploration of technological solutions to support the ignition of such molecule is of primary interest. Indeed, despite the fact that hydrogen can enhance efficient low load operations at unthrottled conditions due to its larger flammability limit [13,14], there are concerns on its behavior at high loads due to its characteristic very low ignition energy, which results in unacceptable pre-ignition events [13,14]. Since the hydrogen ignition energy is a $\phi$-dependent steep decreasing function, ignition systems capable of operating reliable ignitions in ultra-lean environment such as Corona devices are compulsory. In this respect, in [9] Cruccolini et al. have published the results of experiments on an optical research engine with port fuel feeding of pure methane, pure hydrogen, and a methane–hydrogen mixture, which were ignited with both classical spark and Corona devices. The authors reported that the advantage of equipping the engine with Corona systems is weaker if hydrogen is concerned with respect to hydrocarbons (gasoline, methane). However, it was detected that the combination of hydrogen fuel and Corona ignition leads to a slight extension of the lean limit of classical ignition systems ($\phi$ 0.5 vs. 0.52, respectively) and shorter combustion duration. In light of what described on the effect of Corona discharge on ignitable mixtures including significant amount of hydrogen and carbon dioxide, the characterization of Corona-induced ignition at engine relevant conditions can be crucial also to assess the very early ignition behavior of biogas (CH$_4$ + CO$_2$)-hydrogen blends in SI engines, in which hydrogen play the role of booster of the combustion properties and mixture dilution limit as reported in [13–20].

This work deals with the use of an in-house developed one-dimensional model for the steady state simulation of Corona discharge able to predict the initial discharge radius and the spatial distribution of the discharge-induced radical species, which was tested on mixtures consistent with next low-carbon fuel blends. The code was presented and discussed in a previous work of the present authors [21]. The additional contribution of this work lies in the fact that the chemical kinetics core integrated in the model was improved to address the simulation of renewable fuel mixtures in CO$_2$-rich environment. Methane was considered as benchmark, then, different blending with H$_2$, CO$_2$, and H$_2$-CO$_2$ were tested to represent the effect of adopting hydrogen and biogas. The behavior of the discharge on each mixture is evaluated at fixed dilution with EGR 10%wt as well as at the maximum stable dilution with EGR, which was different for each test mixture. Those upper EGR threshold values were estimated by means of a simplified energetic criterion based on the kernel energy needed to stabilize the combustion after ignition occurs. The latter is
proportional to the fuel consumption rate, equal to the adiabatic laminar flame speed, reached inside the kernel, function of thermodynamics conditions and composition. A Gaussian process regressor fitted on laminar flame speed values obtained with detailed chemical kinetics simulations has been adopted for evaluating eight test mixtures with increasing EGR from 10\% to 44\% by step of 2\%.

2. Methodology

2.1. Test Mixtures

Simulations were run considering eight different test fuels whose composition was set based on literature findings on biogas composition [17–20,22] and hydrogen blending [9]. The composition of each fuel is shown in Figure 1: fuel no. 1 is pure methane, which was considered to set a benchmark; blends from no. 2 to no. 4 are methane–hydrogen blends; blends from no. 5 to no. 8 are different compositions of biogas characterized by the presence of carbon dioxide.

![Figure 1. Volumetric composition of the test fuels in terms of methane, carbon dioxide, and hydrogen.](image)

2.2. Reference Engine Thermodynamic Model

As far as the solution of the plasma physics is concerned, the gas conditions (temperature, density) at which the Corona discharge is simulated are necessary. Therefore, a zero-dimensional engine simulation approach was used in order to determine gas conditions representative of the in-cylinder engine environment during compression stroke. The Diesel power unit-based engine equipped with a Corona tip and operated with SI methane described in [8] was considered as a reference. The main engine data are reported in Table 1. Once the engine was identified, the combustion chamber internal energy balance (Equation (1)) was solved for the gas temperature \(T\) with the Euler forward method together with the perfect gas law (Equation (2)) for the pressure \(P\). In Equation (1) \(m_{\text{trap}}\) is the gaseous mass (air + fuel blend + exhausts) trapped in the cylinder after the intake valve closing, \(c_V\) is the gas specific heat at constant volume, \(V_C\) is the instantaneous engine displacement volume, \(Q_W\) is the energy contribution due to heat losses at the engine walls (head, piston, and cylinder wall were accounted for), \(R\) is the mixture gas constant, and \(\theta\) is the time variable in crank angle degrees.

It is underlined that in Equation (1) the positive energy contribution due to combustion is not taken into account since the engine thermodynamics simulation was run up to the spark timing. The wall heat losses were modeled according to the widely adopted Woschni’s convective formulation [23], which was tuned by a scaling coefficient in order to capture the in-cylinder pressure curve presented in [8] up to the ignition timing.

\[
m_{\text{trap}}c_V \frac{dT}{d\theta} = -P \frac{dV_C}{d\theta} + \frac{dQ_W}{d\theta} \tag{1}
\]
\[ P = \frac{m_{\text{trap}} RT}{V_C} \]  

(2)

**Table 1.** Main specifications of the reference SI engine from [8].

| Engine Geometry |  |
|-----------------|--|
| no. Cylinder    | 1 |
| Displacement    | 2.47 L |
| Bore (mm)       | 139 mm |
| Stroke (mm)     | 163 mm |
| Stroke-Bore ratio (#) | 1.17 |
| Compression ratio (#) | 13:1 |
| Engine speed (r/min) | 1100 |

The presented gas conditions and compositions were included in a simulation matrix aimed at evaluating the effect of the charge dilution with EGR. Firstly, the gaseous composition of the fresh mixture for each fuel blend is calculated considering that since the influence of carbon atoms can be neglected as described in Section 1, methane behaves as hydrogen molecules (2H2). Thus, for methane–hydrogen blends and biogas–hydrogen blends, methane is cumulated in hydrogen during the molar fraction calculation. The presence of oxygen and nitrogen is calculated considering the operated air fuel ratio. In this work, lean operations characterized by \( \phi = 0.57 − 0.65 \) were simulated. Then, compositions were updated by including water vapor, additional carbon dioxide and nitrogen representing EGR, then the molar fractions were re-normalized based on the EGR amount added. It must be underlined that for the reference engine conditions [8], the fuel is provided via external gas injection towards the intake manifold. As a consequence, in spite of the relevance of design factors such as the charge vortex motion intensity (swirl in this case) and the piston bowl shape on the mixture distribution, it was assumed that the use of the nominal mixture compositions is a sufficient representation of the tip local distribution, since considering the present fueling system (no fuel spray direct injection, no wall film), a premixed monophasic uniform mixture should be promoted. Furthermore, it was assumed that the characteristic time scales of the fluid flow are significantly larger than that required to establish the discharge volume with Corona device (1–10 ns). Thus, the species time evolution in this interval due to the vortex-induced mixing was considered negligible with respect to that promoted by the species mutual interactions (chemical kinetics scales) and the species-electrons interactions (electronic collisions scales).

For the sake of comparison, two very different EGR configurations were simulated and discussed: (i) low EGR, in which a fixed amount of 10% EGR is operated, so the charge dilution relies mainly on the lean conditions; (ii) high EGR, in which the exhausts (additional N2, additional CO2, H2O) play a key role in the charge dilution as that of the air excess. It must be considered that the identification of a single value for the high EGR was not viable because relatively high dilution level for methane–hydrogen blends (e.g., around 30% thanks to the presence of hydrogen) is not applicable to biogas mixtures, which are not able to ignite at those EGR also due to the significant presence of CO2. Therefore, in order to perform a fair comparison, the high EGR configuration of each fuel blend was identified as that corresponding to the higher EGR quantity at which the test fuel burns under stable conditions, i.e., no misfire occurs.

### 2.3. Maximum Stable EGR Definition by Detailed Chemical Kinetics

In order to identify the mean energy of the initial flame kernel following the hypothesis of the flamelet method, it is necessary to compute the reaction speed of the combustible mixture, the surface of the kernel and the available energy provided by the fuel (i.e., fuel mass times the LHV (Lower Heating Value)). The reaction speed of a mixture characterized by a given composition and pressure–temperature conditions can be computed by resolving a steady planar and adiabatic laminar flame, where the consumption speed, by definition,
equals the displacement speed obtained at the domain inlet. To perform these simulations for all the considered conditions, the chemical kinetics library Cantera was used, and a one-dimensional domain with successive refinement was resolved, following the strategy described in [24] for the solution procedure and domain length identification. The chemical kinetics scheme adopted was derived from the NUIGMech 1.1 kinetics scheme [25] developed by the Combustion Chemistry Center NUI Galway, by automatically removing all the species and reactions that were not involved in CH$_4$ or H$_2$ pathways, leading to a final mechanism comprising of 40 species and 217 reactions that could be resolved, on average, in 4.7 min on a CPU Intel i7 7700 with 16GB RAM. The validation of the reduced mechanism is shown in Figure 2 for two different conditions (ambient, and $P = 10$ bar, $T = 580$ K) against experimental data [26] recorded for the combustion of pure methane and methane-hydrogen in air. Figure 2 displays that the laminar flame speed simulation with the proposed mechanism (lines) is in nice agreement with experimental data (markers), especially considering the lean-branch of the bell-shaped curves (x-axis left-hand side), which is the range of interest for this application.

![Laminar Flame Speed](image)

**Figure 2.** Comparison between laminar flame speed from premixed flame experimental data (markers) and chemical kinetics simulations (solid lines) for pure methane and a methane–hydrogen blend. The effect of the fuel–air normalized ratio is shown for two environmental pressure-temperature conditions.

Based on the above-mentioned reduced mechanism, laminar flame simulations involving the additional presence of inert gases (N$_2$, CO$_2$, H$_2$O) in quantities corresponding to EGR dilution levels from 10% to 44% should be performed in order to detect the limiting EGR value for each of the eight fuel blends. In order to allow for a more rapid evaluation of the laminar flame speed during the successive calculations, a regression algorithm has been developed and trained on the available dataset. After internal evaluations regarding different algorithms, the Gaussian Process regressor with the classic radial basis function prior was selected for its capacity to interpolate exactly the known values and prediction of the confidence interval and given the limited size of the available dataset (155 points in total). The machine learning workflow adopted consisted in: (i) split of the dataset into train and test set with an 80/20 ratio, to evaluate the accuracy of the algorithm on unseen points; (ii) definition of the minimum and maximum values of the train dataset to scale the input data between 0 and 1; and (iii) train of the regression algorithm on the scaled train set and evaluation of the performance on both train and test set. The overall performance, measured by means of the $R^2$ (coefficient of determination) value was considered appropriate for this application ($R^2 > 0.991$ for both train and test set) without the need for significant optimization effort on the hyperparameters of the model that were left to the default values prescribed in the Scikit-learn open library employed [27], apart from the
alpha value, increased to $1 \times 10^{-5}$ to prevent overfitting and the choice to scale the target data during training.

Once the algorithm was implemented, a reference initial discharge radius was needed to calculate the kernel volume, furthermore, a lower threshold value of the kernel energy that must be achieved was defined. The reference discharge radius was set to 5 mm according to different experimental data on Corona ignition from the literature [9–11]. The minimum energy that must lie in the kernel in order to generate a stable ignition was estimated based on a simplified criterion based on the experimental evidence reported in the experimental reference case [8] for the Corona ignition of methane. Firstly, it was considered that as shown in [8] the Corona ignition of a stoichiometric air–methane mixture in the reference engine can be stably operated with EGR up to 32%, after this value the COV of the IMEP performance index has a steep rise above 2%, which is usually considered the confidence limit in engine experiments. Therefore, assuming a uniform distribution of the mixture around the Corona tip, one can express the minimum energy that must be developed at the ignition time as in Equation (3), in which LHV is 50 MJ/kg for methane, and $M_{F32}$ is the fuel mass that is present downstream the Corona tip at the reference stability limiting conditions, i.e., $\phi = 1$, EGR = 32%. The latter can be computed as shown in Equation (4), in which $w_{F32}$ is the methane mass fraction at the reference stability limiting conditions, $\rho$ is the gas density during compression stroke at the ignition timing. The other terms represent the discharge volume assumed as a sphere of radius equal to the abovementioned reference discharge radius $R_D$. $\bar{w}_{F32}$ was calculated by means of the in-cylinder mass balance between air, fuel, and EGR considering the air–methane stoichiometric mass ratio (17.2) and the limiting EGR (32% of the trapped air). The gas density was calculated by means of the perfect gas law considering the pressure and the temperature values given by Equations (1) and (2). As a result, a minimum kernel energy of around 600 mJ was defined as the lower energy bound for this case.

$$E_{k,MIN} = M_{F32} \text{LHV}$$

$$M_{F32} = \bar{w}_{F32} \rho \frac{4}{3} \pi R_D^3$$

2.4. Corona-Discharge Model

The current paper aims to extend the previous work by the same authors [21] on the characterization of radical species production from Corona discharge generated by a one-tip HFI device under engine-like environmental conditions. In the previous work, a reduced chemical kinetics set accounting for $H_2$, $N_2$, and $O_2$, representing fuel and air, was considered. It is important to remember that interactions involving carbon atoms were neglected because in this type of phenomenon, oxidation events of hydrocarbon molecules are overwhelmed by dissociation reactions that follow a photo-excitation process, acting on a smaller time scale than enthalpy-driven reactions. Therefore, they have a small impact on the cumulative reaction rate of the species. In this work, a more detailed model is proposed implementing the contributions of $H_2O$, $CO_2$, and $CO$ species. Furthermore, the extended version of the solver is now focused on the perspective to test conditions richer in air and $CO_2$, representative of fuel blends comprising biogas and hydrogen. It is underlined that only the pre-flame very early discharge behavior is studied, including observations on the initial discharge volume, while the effects of the follow up combustion event is not taken into consideration. As a result, the code is able to compute the initial discharge radius and every species’ spatial concentration distribution, considering radical recombination given by the additional species.

For the sake of clarity, the complete workflow of the Corona ignition model is schematically represented in Figure 3 with the flow-chart of the algorithm. The code relies on three steps: (i) feeding with swarm transport thermodynamic and electric conditions the electron transport equation for electrons, positive ions and negative ions, coupled with the charge conservation equation; (ii) the Boltzmann equation, which computes the EEDF
(Electron Energy Distribution Function) and collision rates based on cross sections data and operative conditions; and (iii) the extended chemical kernel. The whole process exits from the loop when convergence occurs. Convergence is assumed to be reached when the composition update absolute error is less than the absolute tolerance of $1 \times 10^{-6}$.

![Process flow diagram of the Corona-discharge model.](image)

Figure 3. Process flow diagram of the Corona-discharge model.

The computational grid is a one-dimensional domain in spherical coordinates, with polar and azimuthal symmetry. Along the radial coordinate, the domain is bounded by the tip of the HFI plug device on the one side, and the piston crown on the other side, which is considered as the grounded surface. The grid independence test, which has already been performed in [21], revealed that the species distribution produced by adopting the typical size used in CFD simulations in the spark plug proximity for classical ignition simulation (around 0.1–0.15 mm) were slightly different from those achieved with grid element size in the range 0.01–0.005 mm, which instead have shown almost overlap results. As a consequence, the size of each element promoting mesh convergence while accurately capturing radial variation of the molar fractions was set to 40 µm with a uniform distribution. For the punctual description of the features of the preexisting physical model, the interested reader can refer to [21].

2.4.1. Electron Transport

Considering polar and azimuthal symmetry, transport equation can be rewritten for electrons, positive and negative ions as in Equations (5)–(8), in which subscripts $e$, $p$, $n$ refers to electrons, positive ions and negative ions, respectively. $n$ is the number density ($m^{-3}$); $\mu$ is the mobility coefficient ($m^2 V^{-1} s^{-1}$); $D$ is the diffusion coefficient ($m^2 s^{-1}$); $\alpha$ is the ionization coefficient ($m^{-1}$); $\beta$ is the attachment coefficient ($m^{-1}$); $\beta_{ep}$ is the recombination coefficient for positive ions and electrons ($m^3 s^{-1}$); and $\beta_{np}$ that for positive and negative ions ($m^3 s^{-1}$). The electric field is $E$ ($V/m$), whilst the electric potential electric is $V$ ($V$), $\epsilon_0$ is the vacuum permittivity ($Fm^{-1}$), the electron charge is defined with $e$ (C). Finally, the source term $S_{ph}$ describes the photo-ionization effect.

$$\nabla \cdot (D_e \nabla (n_e) + \nabla \cdot (n_e \mu_e E) + \beta_{ep} n_p n_e - S_{ph}) = -(\alpha - \beta) n_e \mu_e E \tag{5}$$

$$\nabla \cdot (n_p \mu_p E) + \beta_{ep} n_p n_e = \alpha n_e \mu_e E + S_{ph} \tag{6}$$

$$\nabla \cdot (n_n \mu_n E) + \beta_{np} n_n n_p = -\beta n_e \mu_e E \tag{7}$$

$$\nabla^2 V = -e \ (n_p - n_n - n_e) / \epsilon_0 \tag{8}$$

The numerical solution of Equations (5)–(8) is initialized by solving Equation (8) as for a Laplacian field (right hand side equal to zero) and using the theoretical relationship $E = -\nabla V$ to determine the associated initial electric field, which is then used to calculate the initial number density values of charged species according to the system composed of
Equations (5)–(7). Once the number density values are calculated, the complete form of Equation (8) is solved.

2.4.2. Boltzmann Equation

The formulation of the Boltzmann equation for electrons and ionized gas is based on the assumption that inside a non-equilibrium plasma, e.g., Corona discharge and electrons elastic collision are mainly promoted. Considering the small inertia of electrons, the energy loss given by their collision is negligible if compared with that of heavier species. Therefore, the mean thermal speed can be considered as the most influencing property, thus, the electron distribution is considered isotropic. As a result, the Boltzmann steady-state equation for EEDF can be rewritten as in Equation (9), in which $f_0$ is the EEDF, $M_h, m_e$ are the mass of electrons and heavier species (kg), respectively. $u$ is the electrons kinetic energy (eV), $\nu_m$ is the electron elastic collision frequency (m$^3$s$^{-1}$), and $Q(f_0)$ is the inelastic integral (m$^3$kg$^{-1}$s$^{-1}$). The latter is computed as a sum of four contributions, namely excitation, dissociation, attachment and ionization. The values of the collision frequency were calculated by means of the associated cross sections determined via the LxCat database [28], which must be provided with the gas density and temperature, and the nature and concentration of the species involved in collisions.

$$\frac{2e}{3m_e} \frac{d}{du} \left( \frac{u^{3/2}}{\nu_m} \frac{df_0}{du} + \frac{3m_e u^{3/2} \nu_m f_0}{e M_h} \right) + u^{1/2}Q(f_0) = 0 \quad (9)$$

Once the Boltzmann solver has returned the EEDF, the reaction rate $R_{ij}$ of the $j$-th species interacting with electrons according to the $i$-th mechanism (excitation, dissociation, attachment, or ionization) was defined as in Equation (10). For the sake of illustration, the EEDF returned by the Boltzmann solver based on the temperature-density-composition data provided by the engine thermodynamics model is shown in Figure 4 for the case one (reference, pure methane). It is visible that at the HFI tip (radius equal to zero) there is an almost equiprobable distribution of the energies in the visible spectra that electrons may have. Then, the longer is the distance from the tip, the more the electrons’ energy is distributed over the lower values (5–20 eV) due to the electric field magnitude derating. Those results are in line with the evidence shown in [29]. The Boltzmann solver validation has already been performed in the previous work [21], with comparison between the implemented in-house solver and two different open software options. The procedure also compared total ionization and attachment collision rates showing good matching of the results.

$$R_{ij} = x_j n_h n_e \gamma \int_0^{u_f} u \sigma_{ij} f_0 du, \quad \gamma = \left(\frac{2e}{m_e}\right)^{1/2} \quad (10)$$

2.4.3. Extended Chemical Kernel

In order to describe the kinetic behavior of each reaction, a classical Arrhenius model is assumed, comprehensive of the additional species integrated in this work. In addition to both the radical and molecular forms of nitrogen, oxygen and hydrogen, water vapor (H$_2$O), carbon dioxide (CO$_2$), and monoxide (CO) are now considered. The corresponding additional reactions, each one with its kinetic constant $k$ (which is temperature dependent), are expressed by:

- CO + O $\rightarrow$ CO$_2$
- H + OH $\rightarrow$ H$_2$O
Both can be schematized with a classical kinetic law, leading to the usual definition of recombination rates as in Equations (11) and (12), in which $C$ is the species concentration (mol/m$^3$). Then, the solving equation in steady state regime for the generic species was approached according to the Equation (25) reported in [21].

\[
R_{\text{CO}_2,\text{chem}} = k_{\text{CO}_2} C_{\text{CO}} C_{\text{O}} \quad (11)
\]

\[
R_{\text{H}_2\text{O},\text{chem}} = k_{\text{H}_2\text{O}} C_{\text{H}} C_{\text{OH}} \quad (12)
\]

The OH radical molar concentration is approximated as $C_{\text{OH}} = 1 - C_{\text{H}_2\text{O},v}$, where $C_{\text{H}_2\text{O},v}$ refers to the initial water concentration in the fuel mixture. This assumption was necessary because of the lack of the OH cross section needed for its full implementation in the model. The kinetic coefficient of Equation (11) is set as constant value of 49.6847 m$^3$/mol/s as reported in [30]. The kinetic coefficient of water vapor in Equation (12) is considered equal to the coefficient of radical hydrogen, based on [31]. As a result, the given chemical model can account for the mutual inference between species considering the impact of recombination events in the pre-flame composition of the mixture.

3. Results

In this section the presentation of the simulation results is divided into three different sections. Firstly, the stable limiting EGR% from the machine learning algorithm supported by the detailed chemical kinetics simulations for the six blends involving hydrogen is shown. As a result, the complete matrix simulation to provide the Corona discharge model is revealed (Section 3.1). Then, for the mixtures representative of lean + internal EGR operations (iE), the effect of using hydrogen as a booster of the ignition properties and that of including CO$_2$ in the fuel are presented in terms of radial penetration of molecular and radical species (Section 3.2). Finally, the theoretical discharge sphere at the ignition time is plotted for the lean + stable EGR (sE) strategy. Moreover, the mutual influence of hydrogen and dilution is evaluated (Section 3.3).

3.1. EGR Stable Configurations

After running the machine learning algorithm described in Section 2.3, each test fuel was associated with a predicted maximum stable EGR value at lean conditions. The results are shown in Figure 5, in which the stable limiting EGR was shown with respect to the presence of hydrogen in the formed mixture. In this framework, test fuels were
grouped into two different curves: (i) methane with different hydrogen blending (orange marker); (ii) biogas with different level of hydrogen (green marker) for fixed amount of carbon dioxide (60%vol). Figure 5 displays that according to the detailed chemical kinetics simulations conducted on methane–hydrogen combustion in air and the chosen simplified kernel energetic criterion, blending pure methane (FID 1) with increasing hydrogen from 15% to 35% (FID 2,3,4, respectively) leads to the extension of the EGR dilution limit at lean conditions from 15% to 30% without significant derating of the kernel stability. Focusing on biogas (FID5, CH4 + CO2 only), the use of samples including hydrogen (FID 6,7,8) ensures the increasing of the stable limiting EGR as well. However, due to the presence of the carbon dioxide in the biogas options, the initial stability boost provided by hydrogen is less effective. Indeed, for the lower hydrogen content in biogas, the slope of EGR stable increasing is almost halved. At the highest hydrogen fraction in the ignitable mixture, the EGR stable of biogases is in line with that of methane.

As a result, a simulation matrix of 13 points was created comprising: (i) only the iE (internal residual EGR) dilution for pure methane and biogas CH4 40% + CO2 60% (cases 1i, 5i, respectively); (ii) both iE and sE (stable limiting EGR value) for the methane-hydrogen blends (cases 2i–2s, 3i–3s, 4i–4s) and for the two biogas options with the higher hydrogen content (7i–7s, 8i–8s); (iii) the internal EGR and the stable EGR conditions for the low-hydrogen biogas (FID 6) were considered as equal (EGR 10%wt) due to the slight differences between the chosen minimum EGR (iE) and the predicted stable EGR. The mixture composition of the 13 simulation cases is resumed in Figure 6 in which, as mentioned before, methane is not shown because its molar fraction is stack in the hydrogen composition. Besides the mixture compositions shown in Figure 6, the Corona discharge code must be provided with the gas temperature and density at the ignition time. The latter values were determined by means of the engine thermodynamics model (Equations (1) and (2)) resulting in gas temperature around 600 K and gas density around 6 kg/m³ for the internal EGR cases (iX), whilst values around 580 K and 7 kg/m³ were found for the stable EGR cases due to the external EGR cooling effect and the increased gas pressure given by the larger trapped mass, respectively.
with the fuel composition as in Figure 2. Indexes ‘i’ and ‘s’ refer to the internal EGR and stable EGR cases (iX), whilst values around 580 K and 7 kg/m^3 were found for the limiting EGR dilution for each mixture.

### 3.2. Effect of Renewable Fuel Blending on Discharge Radius

In this section two different types of results are presented in double y-axes plots, reporting the molar fractions of radical and molecular forms of hydrogen and carbon dioxide along the radius on the left y-axis, whilst the right y-axis reports their respective reaction rates. Hydrogen and carbon dioxide were chosen among the species of the mixture as representative markers of the behavior of fuel and EGR. It is underlined that for the spatial distribution of the other species, no relevant differences were observed with respect to the previous work [21]. To achieve this, cross-section values for attachment and dissociation events are interpolated, using a spline, on the electrons’ energy spectrum. Then, the reaction rates for each point of the radial domain are computed. The charts also provide information for the successive analysis. In particular, the observations deduced from the following plots can help to identify species expected to show dominant reaction rates in terms of dissociation and attachment events. This kind of approach is chosen to find qualitative correlations between EEDF distribution along the radial domain, electrons population mean energy and cross sections. In particular, the role of hydrogen will be investigated, in terms of penetration power along the radius.

Figure 7 represents the molar fraction (left y-axis) and reaction rates (right y-axis) along radius for the species of interest. Figure 7a,c confirm the greater intrinsic reactivity of hydrogen, in fact, molecular hydrogen is rapidly consumed around the HFI tip for cases 2i and 8i. In both cases the production of diatomic hydrogen begins at an approximate distance of 1.2 mm, this behavior suggests a strong influence of radical recombination of mono-atomic hydrogen.

As a matter of fact, while the molar fraction of H\textsubscript{2} becomes steady, the concentration of the H radical faces two decrease steps due to the simultaneous molecular hydrogen production and water recombination. This behavior is due to the contribution of water formation from radical hydrogen. In fact, water formation reactions develop according to a first order kinetics, whilst molecular hydrogen recombination develops according to second order kinetics. As a confirm, the water production (black curve) in Figure 7a–c arises in association to the second decreasing step of the hydrogen molar fraction occurrence. Thus, hydrogen recombination is slower than water formation, leading to delay between the two mechanism and, also, to the second decrease in radical hydrogen along space in spite of the same values for the kinetics coefficients. In Figure 7b,c the same trend can be noticed for both radical and diatomic configurations of the carbon dioxide in spite of the presence of hydrogen, suggesting that the latter does not affect the overall shape of CO and CO\textsubscript{2} spatial
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distribution. It is underlined that the single radical hydrogen decreasing step approaching the piston crown, which is the grounded surface, is due to water recombination only.

Figure 7. Radial penetration of H, CO radicals and H2, CO2, H2O molecules at the ignition time (left y-axis, dashed lines). The reaction rates of H2, CO2 are also shown on the right y-axis (solid lines). Plot shown for three different fuel blends (methane–hydrogen 15% (a); biogas (b); biogas–hydrogen 14% (c)).

Focusing on the chemical kinetics kernel aspects, one cause of the difference between H and CO in terms of discharge penetration contribution is due to the high reactivity of hydrogen against carbon dioxide. In fact, the kinetics rate associated with radical hydrogen recombination is about 25 times greater than that of carbon monoxide. Furthermore, radical hydrogen is involved in both molecular hydrogen recombination and water recombination mechanisms, resulting in the further consumption with respect to carbon monoxide. For improved clarity on the H, CO dissociation rates behavior, the Boltzmann solution aspects must be also considered. In this respect, Figure 8 shows the plot of the total dissociation cross section for the two discussed species with respect to the electrons' energy spectrum. Figure 8 describes that if electrons with a given energy in the spectrum collide with, e.g., hydrogen, the dissociation of the latter may occur or not depending on the y-axis value, which is normalized against the maximum probability of the dissociation event, which is associated with the zero value. Previous results showed that rates $R_{\text{CO2}}$ and $R_{\text{H2}}$ decrease while along radius, even if with different slope, up to an average stable value. This is due to the total dissociation cross sections, the electrons number density, and their mean energy ($\varepsilon_{\text{mean}} = \int_{0}^{\infty} \varepsilon^{3/2} \text{EEDF}(\varepsilon) \, d\varepsilon$ (eV)), that are strongly correlated with the EEDF. As visible
In Figure 8, there is a significant difference between hydrogen and carbon dioxide cross-section shape: the former shows a steep increase up to maximum dissociation occurrence probability for energy above 30 eV, corresponding to intense applied electric field, thus of mean electron energy; the latter, due to the more complex molecular structure than that of hydrogen, shows a non-monotonous shape characterized by two peaks due to resonance, i.e., as the electrons’ energy value approaches that required by the molecule to dissociate, the dissociation event becomes more likely. This behavior falls into the energy spectrum from 3 to 10 eV in which the electronic impact-induced CO formations is allowed whilst for both lower and higher energy values in the spectrum, the carbon dioxide maintains the molecular form.
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**Figure 8.** Log10 normalized total dissociation cross section for CO$_2$ and H$_2$.

In light of the above, the delayed decrease in CO molar fraction with respect to that of H shown in Figure 7a–c is due to the fact that the carbon dioxide dissociation by electrons collisions is promoted in a wider spatial range from the HFI tip, being the low electrons energy band more likely into the domain along the discharge radius. The simulation results for the other test fuels are in line with the discussion conducted above, thus, they were not reported in the main text. The complete species and dissociation rate distribution results are available in Appendix A for both maximum stable EGR (Figure A1) and internal EGR (Figure A2).

### 3.3. Discharge Radius at Extended Dilution Limit

The aim of this chapter is the comparison between the different fuel blends ignited at the predicted EGR stable limiting values in terms of discharge radius formed around the Corona tip. It must be underlined that the discharge radius is identified as the distance at which the magnitude of the reduced electric field (electric field/number density of neutrals) is lower than 7.5 Td. The latter was chosen since the simulation results have shown that at such magnitude the energetic content is quite low, indeed, electrons number density around $1 \times 10^6$ cm$^{-3}$ were recorded, which are in line with those typical in atmospheric air. Figure 9a,b show the numerical discharge sphere at the ignition timing for the test fuels (methane + hydrogen in Figure 9b, biogas with hydrogen in Figure 9a, respectively) in which hydrogen is included and the mixtures are diluted up to their predicted stable limiting EGR (sE) values. In both Figure 9a or Figure 9b respectively, slight differences can be noticed in the extension of the high energy volume comparing the stable lean EGR-richer ignition conditions. From Figure 9a,b one can deduce that the discharge radius depends on the ratio EGR/H$_2$, which is around 1.6 (red line), 2.0 (blue line), 2.2 (green line) considering biogas (Figure 9a), and around 0.85 (blue line), 1.04 (green line), 1.07 (red line) considering
methane (Figure 9b). Therefore, as discussed, the discharge effect loses performance as more diluted is the fuel (hydrogen in this case) in inert gases. For given fuel–air ratio $\phi$, the higher is the EGR/H$_2$, the larger is the amount of inert gases available to grab free electrons, which would contribute to the hydrogen dissociation. As a consequence, the reduction of the electrons’ population mean energy reduction is promoted, thus, the cross-sections in Figure 8 are pushed towards values on the lower branch of the hydrogen dissociation.
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The aim of this chapter is the comparison between the different fuel blends ignited at the predicted EGR stable limiting values in terms of discharge radius formed around the Corona tip. It must be underlined that the discharge radius is identified as the distance at which the magnitude of the reduced electric field (electric field/number density of neutrals) is lower than 7.5 Td. The latter was chosen since the simulation results have shown that at such magnitude the energetic content is quite low, indeed, electrons number density around $1 \times 10^6$ cm$^{-3}$ were recorded, which are in line with those typical in atmospheric air. Figure 9a,b show the numerical discharge sphere at the ignition timing for the test fuels (methane + hydrogen in Figure 9b, biogas with hydrogen in Figure 9a, respectively) in which hydrogen is included and the mixes are diluted up to their predicted stable limiting EGR (sE) values. In both Figure 9a or Figure 9b respectively, slight differences can be noticed in the extension of the high energy volume comparing the stable lean EGR–richer ignition conditions. From Figure 9a,b one can deduce that the discharge radius depends on the ratio EGR/H$_2$, which is around 1.6 (red line), 2.0 (blue line), 2.2 (green line) considering biogas (Figure 9a), and around 0.85 (blue line), 1.04 (green line), 1.07 (red line) considering methane (Figure 9b). Therefore, as discussed, the discharge effect loses performance as more diluted is the fuel (hydrogen in this case) in inert gases. For given fuel–air ratio $\phi$, the higher is the EGR/H$_2$, the larger is the amount of inert gases available to grab free electrons, which would contribute to the hydrogen dissociation. As a consequence, the reduction of the electrons’ population mean energy reduction is promoted, thus, the cross-sections in Figure 8 are pushed towards values on the lower branch of the hydrogen dissociation.

Figure 9. Representation of the simulated discharge sphere at the ignition time in maximum EGR stable dilution conditions for increasing hydrogen content. Biogas-based hydrogen levels on the left (a) and methane-based hydrogen blends on the right (b). In the legend, sE indicates the %wt value of EGR applied.

4. Discussion

In this work a previously implemented one-dimensional model for simulating Corona discharge was improved focusing on the chemical kernel for allowing increased performance if high content of carbon dioxide and hydrogen are involved in the gas. This step was important applying for the internal combustion engine field, in which the use of renewable fuels including hydrogen and carbon dioxide, and the adoption of highly EGR diluted operations are becoming increasingly important considering the current energetic and climatic scenario. Given the initial gaseous mixture composition, the code is able to return the estimation of the discharge radius, which is representative of the flame kernel size, and its chemical reactivity by means of the calculation of the species free-radical spatial distribution. Firstly, simulations were run to compare different fuel compositions representative of methane–hydrogen blends and biogas giving emphasis to the role of the hydrogen as reactivity booster in lean mixtures associated with internal residual EGR amount (<10%). The spatial penetration of hydrogen and carbon monoxide radicals' have been assessed and commented with respect to the corresponding electron impact dissociation rate in order to verify the mutual influence of those. It is highlighted that the hydrogen radical (H) is characterized by a two-stage consumption profile along space due to the high molecular hydrogen recombination rate (first stage), and to the water recombination rate (second stage). Moreover, detailed chemical kinetics simulations were run in order to
train a machine learning algorithm charged to identify the maximum EGR enrichment at which ignition is stable. Once the machine learning algorithm has been trained, the EGR stability limit was determined for each tested fuel at lean combustion conditions. Results confirm the effect of hydrogen blending above 10% as a driver for the improvement of the mixture ignitability. Furthermore, the hydrogen boost effect derating was observed in biogas fuel blends due to the presence of carbon dioxide in the fuel. The effects of the increasing hydrogen in methane and biogas were observed at lean and EGR maximum dilution conditions in terms of initial discharge radius. The simultaneous presence of hydrogen and high amount of EGR, especially the EGR/H₂ ratio, significantly affects the discharge radii because of the greater concentration in nitrogen which lowers the EEDF and therefore the total dissociation rate of hydrogen.

5. Conclusions

In this work the joint use of a thermodynamics engine approach and detailed chemical kinetics-driven machine learning together with a custom Corona ignition model was presented in the framework of numerical simulation with the focus on next generation engine, being the methodology applied to investigate the role of hydrogen, lean limits, and corona ignition systems in SI engines. The thermodynamics approach and chemical kinetics step was presented as a valuable tool to provide insights on the ignition stability for environmental (lean and EGR rich operations) and technological (hydrogen admixture, Corona device) conditions that will play a key role in the next advances of the transportation sector. In particular, the ability to map the charge dilution limit for given fuel and pressure–temperature conditions trained on the Corona ignition set was shown, thus, guidelines can be provided in the early engine development step on the ignition timing set, EGR intake temperature, and EGR amount for a wide range of operating points in order to address experimental campaigns. Moreover, this numerical methodology step can be used to optimize the hydrogen admixture employment aimed at ensuring the ignition at given conditions since the results displayed in Figure 5 are consistent with experimental observations reported in [9,16]. The complete methodology (thermodynamics approach, chemical kinetics, and Corona ignition model) can be adopted to fill up lookup tables which provide the predicted Corona discharge radius to engine CFD simulations as an equivalent of the spark kernel radius (which is now usually based on past models and then tuned) depending on to the cell values of pressure, temperature, EGR concentration, and hydrogen concentration.

Author Contributions: Conceptualization, G.L.C., E.G., V.M., S.F., G.C. and G.M.B.; Methodology, G.L.C., E.G., V.M., G.C. and L.P.; Software, G.L.C. and L.P.; Validation, G.L.C., E.U., V.M. and L.P.; Formal analysis, G.L.C., E.U. and V.M.; Investigation, G.L.C. and V.M.; Resources, E.G., S.F., G.C., G.M.B. and C.F.; Data curation, G.L.C. and V.M.; Writing—original draft preparation, E.U. and V.M.; Writing—review and editing, E.G., G.L.C., S.F., G.C., G.M.B. and C.F.; Visualization, G.L.C. and V.M.; Supervision, E.G., S.F., G.C., G.M.B. and C.F. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data will be available upon reasonable request.

Acknowledgments: In this section, you can acknowledge any support given which is not covered by the author contribution or funding sections. This may include administrative and technical support, or donations in kind (e.g., materials used for experiments).

Conflicts of Interest: The authors declare no conflict of interest.
Appendix A

Figure A1. Spatial distribution of carbon monoxide, carbon dioxide, radical hydrogen, molecular hydrogen, water vapor, and of the carbon dioxide and hydrogen dissociation rates. Images for each test fuel (composition reported in the title) at maximum EGR dilution (sE acronym indicating the mixture enrichment with the upper ignition stability EGR value).
Figure A2. Spatial distribution of carbon monoxide, carbon dioxide, radical hydrogen, molecular hydrogen, water vapor, and of the carbon dioxide and hydrogen dissociation rates. Images for each test fuel (composition reported in the title) at maximum EGR dilution (iE acronym indicating the presence of internal residual EGR only).
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