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Abstract. We give a new type of Schur-Weyl duality for the representations of a family of quantum subgroups and their centralizer algebra. We define and classify singly-generated, Yang-Baxter relation planar algebras. We present the skein theoretic construction of a new parameterized planar algebra. We construct infinitely many new subfactors and unitary fusion categories, and compute their trace formula as a closed-form expression, in terms of Young diagrams.

1. Introduction

There are three different aspects to this paper. (1) We discover a new parameterized algebra which is the centralizer algebra for a family of quantum subgroups. We study the representations of the centralizer algebra and these quantum subgroups with a flavor reminiscent of Schur-Weyl duality. (2) We define and classify singly-generated, Yang-Baxter relation planar algebras. This can be interpreted as an initial step toward Bisch and Jones suggested skein theoretic classification. (3) We use skein theory to construct our new parameterized algebra as a planar algebra. In this construction, we overcome the three fundamental problems in skein theory: evaluation, consistency, and positivity.

We now outline these aspects, their connections with other areas, and our main results one by one.

1.1. Schur-Weyl duality. Schur studied the representations of $SU(N)$, for all $N$, by studying the representations of its centralizer algebra, which is the symmetric group algebra. This correspondence is well known as Schur-Weyl duality $[\text{Sch27, Wey46}]$. The centralizer algebra and Schur-Weyl duality had been well understood in the last century both for Lie groups $[\text{Bra37, Wey46, Wen88}]$, and for quantum groups $[\text{Jim85, Dri86, TL71, Jon87, BW89, Mur87}]$. These centralizer algebras are known as Brauer algebras, Hecke algebras, and Birman-Murakami-Wenzl (BMW) algebras.

Quantum subgroups were investigated soon afterward. For quantum $SU(2)$, the classification of its subgroups was clarified in the early 90’s, namely the $A_n$, $D_{2n}$, $E_6$, $E_8$ classification. This is a quantum version of the McKay correspondence. See §3.1 in the survey paper $[\text{JMS14}]$ and further references cited in that review. Quantum subgroups and their representations (or modules) were defined in $[\text{Ocn00, Xu98b, Ost03}]$ using different terminologies. In the first two papers, Ocneanu and Xu constructed representations of subgroups of some small rank quantum groups.

Here we extend the Schur-Weyl duality to two families of subgroups of quantum groups, whose rank approaches infinity. We give the first example of a parameterized centralizer algebra $\mathcal{C}_q = \mathcal{C}(q)_q$, defined over the field $\mathbb{C}(q)$ for a family of subgroups of quantum groups. We construct all irreducible representations of the centralizer algebra $\mathcal{C}_q$, and of these quantum subgroups. We compute a closed-form of the quantum dimensions of these representations. Our study of a family of quantum subgroups by its parameterized centralizer algebra follows the philosophy of Schur-Weyl duality.

1
this way, we can study analytic properties of the parameterized centralizer algebra, and capture information that would not be accessible if only worked at roots of unity.

To illustrate these points, we summarize a few main results for Schur-Weyl duality in Figure 1. We conjecture that one can define a parameterized centralizer algebra for quantum subgroups from any family of conformal inclusions.

| Centralizer algebras                  | Lie groups, quantum groups or subgroups |
|--------------------------------------|----------------------------------------|
| the symmetric group algebra          | $SU(N)$                                |
| the Brauer algebra                   | $O(N)$ or $Sp(2N)$                     |
| the Temperley-Lieb algebra           | quantum $SU(2)$                        |
| the type A Hecke algebra             | quantum $SU(N)$                        |
| the Birman-Murakami-Wenzl algebra    | quantum $O(N)$ or $Sp(2N)$             |
| the new algebra $\mathcal{E}_+$, in this paper | quantum subgroups of $SU(N)_{N+2}$ |
| ?                                    | quantum subgroups arising from families of conformal inclusions |

Figure 1. Schur-Weyl duality, with “?” indicating the conjectured, parameterized centralizer algebras.

1.2. Yang-Baxter relation planar algebras. Subfactor theory provides a framework to generalize quantum groups, quantum subgroups, representations and centralizer algebras. (Representations are given by Hilbert space bimodules over factors. Morphisms are bimodule maps. Connes introduced the tensor functor, called Connes fusion [Pop86].) The centralizer algebra of a subfactor is called the standard invariant. A deep theorem of Popa showed that the standard invariant is a complete invariant of strongly amenable subfactors of the hyperfinite factor of type II$_1$ [Pop94]. One can consider this result as the Tannaka-Krein duality for subfactors.

Jones introduced planar algebras for subfactors [Jon98] as an axiomatization of the standard invariant. In the planar algebra framework, one can study the standard invariant by skein theory, in analogy with the presentation theory of geometric groups. Here we have topological relations for the generators in addition to the algebraic ones. Bisch and Jones suggested to classify planar algebras by skein theory [BJ03].

In this paper, we introduce a new type of relation, which we call the Yang-Baxter relation. We are motivated by the Yang-Baxter equation [Yan67, Bax07], which is significant in mathematics and physics. The Yang-Baxter relation generalizes the Yang-Baxter equation and the star triangle equation [Ons44].

Haagerup constructed the first exotic subfactor, well known as the Haagerup subfactor [Haa94]. It is considered to be exotic, since it remains an open question, can it be constructed from conformal field theory? The Yang-Baxter relation provides skein theory for exotic subfactors, such as the Haagerup factor, while the Yang-Baxter equation does not [LP].

Using the Yang-Baxter relation, we define Yang-Baxter relation planar algebras. We give a complete classification of singly-generated, Yang-Baxter relation planar algebras. The Yang-Baxter relation is a global skein relation for planar algebras. It generalizes the local skein relations appearing in the small-dimension classification [BJ00, BJ03, BJL]. The critical dimension of these local skein
relations is no longer an upper bound in our classification. We discover our new algebra $C_\bullet$ from this classification.

1.3. **Skein theoretic construction.** Planar algebras that appeared in previous small-dimension classification were all known, so one do not need to construct them for the classification. The skein theory of these planar algebras is still interesting. In our classification result, we find an unexpected family of generators and relations, different from those of known planar algebras. The bulk of this paper involves the construction of this new family.

When Jones introduced planar algebras, there were three fundamental problems for the skein theoretic construction: evaluation, consistency, and positivity [Jon98]—the last being the most difficult. Overcoming these difficulties were thought to be mission impossible at the time. A few methods were explored to avoid these problems. One powerful method is the embedding theory [JP11, MW10], which was successfully used in the construction of the extended Haagerup subfactor planar algebra [BMPS12]. However, all these methods fail with a parameterized family.

Here we give new methods to overcome the three fundamental problems in a straight forward manner. These methods benefit from results in analysis, algebra, and topology. Our methods also work for other cases.

For example, one problem for proving positivity is to determine the semisimple quotient of the centralizer algebra for non-generic case, i.e., the parameter is a root of unity. Actually, Brauer and Weyl were interested in determining the semisimple quotient of the Brauer algebra. Wenzl resolved this problem in [Wen88]. His proof utilized the representation theory for Lie groups. We can apply our method to determine the semisimple quotient of the Brauer algebra and the BMW algebra without using the representation theory of Lie groups and quantum groups. Our method also works for Bisch-Jones planar algebras [BJ97]. Beliakova and Blanchet gave some ideas on this problem for the BMW algebra in Section 8 in [BB01]. Our method is slightly different from theirs.

1.4. **Connections with other areas.** The centralizer algebras for quantum groups are closed related to link invariants, the Jones polynomial [Jon85], the HOMFLY-PT polynomial [FYH85, PT88] and the Kauffman polynomial [Kau90]. The topological interpretation of these invariants was pointed out by Witten in topological quantum field theory (TQFT) [Ati88, Wit88], and formalized by Reshetikhin and Turaev [RT91].

From the new algebra $C_\bullet$, we construct unitary fusion categories [ENO05] $C^{N,k,l}$, for $N, k, l \in \mathbb{N}^+$, therefore 3D TQFT by Turaev-Viro construction [TV92]. It is not clear that whether the 3D TQFT can be parameterized by three parameters.

The unitary fusion categories $C^{N,1,0}$ and $C^{N,1,1}$ are representation categories of subgroups of quantum groups (or module categories of commutative algebras in modular tensor categories) [Ocn00, Ost03]. When $N = 3, 4$, they are isomorphic to the bimodule categories constructed by Xu from conformal inclusions [Xu98b] by Ocneanu’s classification result [Ocn00]. We conjecture that this is true for all $N$.

We also obtain many new subfactors: the usual subfactors from the Bernoulli shift, the Goodman-Harpe-Jones construction [GdlHJ89], and others from the dihedral group symmetry of certain sub lattices of the Young lattice. In particular, we obtain a sequence of subfactors which is an extension of the $\mathbb{Z}_4$ near-group subfactor [Zau93]. It remains open that whether near-group subfactors live in an infinite family and whether they can be constructed from conformal field theory. Our result answers this question positively for the $\mathbb{Z}_4$ near-group subfactor.

---

1 Bisch-Jones planar algebras are called Fuss-Catalan planar algebras in [BJ97]
The dihedral group symmetry was studied by Suter in algebra \[ Sut02 \] and in geometry \[ Sut \]. We expect to see more relations between these ideas.

1.5. Definitions. For a finite dimensional Hilbert space \( V \), a one parameter family of (unitary) matrices \( R(\cdot) \) on \( V \otimes V \) satisfy the Yang-Baxter equation, if for any \( s,t \),

\[
(1 \otimes R(t))(R(s+t) \otimes 1)(1 \otimes R(s)) = (R(s) \otimes 1)(1 \otimes R(s+t))(R(t) \otimes 1).
\]

By taking the limit at infinity, one obtain a solution of the parameter independent Yang-Baxter equation,

\[
(1 \otimes R)(R \otimes 1)(1 \otimes R) = (R \otimes 1)(1 \otimes R)(R \otimes 1).
\]

It can be interpreted as the Reidemeister move of type III:

\[
= .
\]

We generalize \( V \) as a Hilbert space bimodule over von-Neumann algebras. Inspired by the Yang-Baxter equation, we introduce the Yang-Baxter relation for bimodule maps on \( \text{hom}(V \otimes V) \).

Definition 1.1. We say a triple of bimodule maps \( R_i, R_j, R_k \in \text{hom}(V \otimes V) \) has a Yang-Baxter relation, if

\[
(1 \otimes R_i)(R_j \otimes 1)(1 \otimes R_k) = \sum_{i',j',k'} c_{i,j,k}^{i',j',k'} (R_{k'} \otimes 1)(1 \otimes R_{j'})(R_{i'} \otimes 1),
\]

for some duality coefficients \( c_{i,j,k}^{i',j',k'} \) and \( R_{i'}, R_{j'}, R_{k'} \in \text{hom}(V \otimes V) \). We say the space of bimodule maps \( \text{hom}(V \otimes V) \) has a Yang-Baxter relation, if any triple of bimodule maps has.

The diagrammatic interpretation of the Yang-Baxter relation is

\[
= \sum_{i',j',k'} c_{i,j,k}^{i',j',k'} .
\]

A planar algebra \( \mathcal{P} \) consists of graded vector spaces \( \{ \mathcal{P}_{m,\pm} \}_{m \in \mathbb{N}} \) whose elements can be combined naturally in multilinear operations indexed by planar tangles. (See \[ Jon98 \] and an example in Figure 2)

\[
\text{Figure 2. An example of planar tangles}
\]

The vector in \( \mathcal{P}_{m,\pm} \) can be considered as a diagram with \( 2m \)-boundary points, called a \( m \)-box. Acting by a multiplication tangle, \( \mathcal{P}_{m,\pm} \) forms an algebra, which is usually realized as bimodule maps
on the $m$th (alternating) tensor power of a Hilbert space bimodule by the reconstruction theorem \cite{Ocneanu88, Pop95, GJS10}.

In this paper, we study the planar algebras which can be presented by 2-box generators and Yang-Baxter relations. Furthermore, if the planar algebra has a positive definite Markov trace, then we call it a Yang-Baxter relation planar algebra. The positivity is desired for many reasons.

1.6. Main results. We prove that the partition function of a planar algebra can be evaluated by the intrinsic 2-box structure and the Yang-Baxter relation. (See Theorem 3.4) Therefore one can expect a classification result based on this type of skein theory.

The 2-box space of a planar algebra always contains two Temperley-Lieb diagrams $\begin{array}{c}
\hline
\hline
\end{array}$, $\begin{array}{c}
\hline
\end{array}$. We give a classification of Yang-Baxter relation planar algebras with one more generator in the 2-box space, so that the 2-box space is three dimensional. (See Theorems 4.1, 4.6) We call them singly-generated Yang-Baxter relation planar algebras. From this classification, we obtain an unexpected set of $q$-parameterized relations in addition to the previously known examples. To complete the classification, one needs to work more to prove the consistency of the relations and to construct the corresponding $q$-parameterized planar algebras $\mathcal{C}_\bullet$ by skein theory. Furthermore, one needs to determine all values of $q$, for which the planar algebra has a positive semi-definite Markov trace. Then one obtains a Yang-Baxter relation planar algebra as the quotient of the planar algebra by the null space of the Markov trace.

We give a new method to reduce the algorithmic complexity, and prove consistency. (See Theorem 5.19) Then we obtain the $q$-parameterized planar algebra $\mathcal{C}_\bullet$.

The positivity is proved by the following three steps:

(1) We construct all matrix units of $\mathcal{C}_\bullet$ over the field $\mathbb{C}(q)$. Its principal graph is Young’s lattice. Consequently, the irreducible representations of its $m$-box algebra are indexed by Young diagrams with $m’$ cells, $m’ \leq m$ with the same parity. (See Theorem 6.5)

(2) We compute the trace formula of minimal idempotents. (See Theorem 7.13 which we restate here.)

Theorem 1.2 (Trace formula). The quantum dimension of an irreducible representation indexed by a Young diagram $\lambda$ is given by

$$<\lambda> = \prod_{c \in \lambda} \frac{i(q^{h(c)} + q^{-h(c)})}{q^{h(c)} - q^{-h(c)}}$$

where $h(c)$ is the hook length of a cell $c$ in $\lambda$.

(3) We still have to resolve a special situation: if $q$ is a root of unity, then the planar algebra that we obtain is not semisimple over the filed $\mathbb{C}$. How can one determine the semisimple quotient? Here we have neither the presumed semisimple quotients nor the trace formula. We resolve this problem by constructing the matrix units and computing the trace in a specific (and very delicate) order. Consequently, we show that the planar algebra has a positive Markov trace if and only if $q = e^{\frac{2\pi i}{2N+2}}$, for $N = 1, 2, 3, \cdots$. (See Theorem 8.5)

Now we accomplish the goal and construct a sequence of Yang-Baxter relation planar algebras $\mathcal{C}_\bullet^N$. Thereby we achieve the classification result:
Theorem 1.3 (Classification). Yang-Baxter relation planar algebras generated by a 3 dimensional 2-box space are either:

1. Bisch-Jones planar algebras;
2. Birman-Murakami-Wenzl planar algebras;
3. or the new sequence $C_N$, $N \geq 2$, $N \in \mathbb{N}$.

The principal graph of $C_N^N$ is the sub lattice of the Young lattice consisting of Young diagrams whose (1,1) cell has hook length at most $N$. (See Theorem 8.5 and Figure 3.) We prove that the principal graph of $C_N^N$ has an dihedral group $D_{2(N+1)}$ symmetry, and construct more new subfactors by this symmetry. (See Proposition 9.6, Theorem 9.8 and 9.9) We also construct unitary fusion categories $C_{N,k,l}^N$ and compute their branching formulas. (See Theorems 10.8 and Figure 4) In particular, $C_{N,1,0}^N$ and $C_{N,1,1}^N$ are representation categories of subgroups of $SU(N+2)$ and $SU(N+2)_N$. (See Theorems 10.9 and 10.12) We give an algebraic presentation of the algebra $C_N^N$ in Appendix A (See Theorem A.1).

1.7. Organization of the paper. The paper is organized as follows. In Section 2 we define the Yang-Baxter relation and briefly review subfactor theory and Hecke algebras. In Section 3 we introduce Yang-Baxter relation planar algebras, an evaluation algorithm and some examples. In Section 4 we give a classification for singly-generated Yang-Baxter relation planar algebras. In the classification, we find a $q$-parameterized family of generators and relations. In Section 5 we prove the consistency of the relations and construct a planar algebra $C_N$ over the field $\mathbb{C}(q)$. In Section 6 we construct the matrix units of $C_N$, therefore its representations. In Section 7 we compute the trace formula, i.e. proving Theorem 1.2. In Section 8 we study $C_N$ over the field $\mathbb{C}$ and prove the positivity: find all $q \in \mathbb{C}$, such that the quotient of $C_N$ is a subfactor planar algebra. Then we obtain a sequence of subfactor planar algebras $C_N^N$ and complete the classification, i.e. proving Theorem 1.3. In Section 9 we prove the dihedral group symmetry for $C_N^N$ and construct more subfactors. In Section 10, we construct unitary fusion categories $C_{N,k,l}^N$ involving representation categories of two families of quantum subgroups. In the Appendix we give an algebraic presentation for the centralizer algebra $C_N$, and prove some technical results, which are parts of the proofs of the main theorems.
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Figure 4. The branching formula for $\mathcal{C}^{3,1,0}$, the representation category of the quantum subgroup of $SU(3)_5$.

2. Preliminaries

2.1. Yang-Baxter equations and relations. The Yang-Baxter equation plays an important role in lattice models [Yan67, Bax07]. It is given by

$$(1 \otimes R(t))(R(s + t) \otimes 1)(1 \otimes R(s)) = (R(s) \otimes 1)(1 \otimes R(s + t))(R(t) \otimes 1),$$

where $R(\cdot)$ is one parameter family of (unitary) matrixes on $V \otimes V$ for a finite dimensional Hilbert space $V$.

The parameter independent Yang-Baxter equation

$$(1 \otimes R)(R \otimes 1)(1 \otimes R) = (R \otimes 1)(1 \otimes R)(R \otimes 1).$$

can be interpreted as the Reidemester move of type III:

$$\begin{array}{c|c}
\begin{array}{c}
\downarrow \\
\end{array} & \\
\end{array} \equiv \begin{array}{c|c}
\begin{array}{c}
\downarrow \\
\end{array} & \\
\end{array}.$$  

We refer the reader to [PAY] for a review and interesting examples.

One can find out more solutions when $V$ is a Hilbert space bimodule over von-Neumann algebras. The morphisms are given by bimodule maps. The tensor functor of bimodule categories is known as the Connes fusion [Pop86]. When the von-Neumann algebras are the ground field $\mathbb{C}$, the Connes fusion of bimodules is the usual tensor of Hilbert spaces.
Inspired by the Yang-Baxter equation, we introduce the Yang-Baxter relation for bimodule maps on the tensor of bimodules.

**Definition 2.1.** We say a triple of bimodule maps \( R_i, R_j, R_k \in \text{hom}(H \otimes H) \) has a Yang-Baxter relation, if
\[
(1 \otimes R_i)(R_j \otimes 1)(1 \otimes R_k) = \sum_{i',j',k'} c_{i,j,k}^{i',j',k'} (R_{k'} \otimes 1)(1 \otimes R_{j'})(R_{i'} \otimes 1).
\]
for some scalar \( c_{i,j,k}^{i',j',k'} \) and \( R_{i'}, R_{j'}, R_{k'} \in \text{hom}(H \otimes H) \). We say the algebra \( \text{hom}(H \otimes H) \) has a Yang-Baxter relation, if any triple of bimodule maps \( R_i, R_j, R_k \in \text{hom}(H \otimes H) \).

By linearity, the Yang-Baxter relation is defined by the coefficients \( c_{i,j,k}^{i',j',k'} \) for a basis \( \{R_i\} \) of \( \text{hom}(H \otimes H) \), and we call \( c_{i,j,k}^{i',j',k'} \) duality coefficients.

The diagrammatic interpretation of the Yang-Baxter relation is
\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
R_i \otimes R_j \otimes R_k
\end{array}
\end{array}
\end{array}
\sum_{i',j',k'} c_{i,j,k}^{i',j',k'} \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
R_{i'} \otimes R_{j'} \otimes R_{k'}
\end{array}
\end{array}
\end{array}.
\]

This provides a generalization of the Yang-Baxter equation and the star-triangle equation \cite{Ons44}.

We can also define the Yang-Baxter relation for bimodule maps on the tensor of bimodules \( H_1, H_2, H_3 \). We say a triple of bimodule maps \( R_i \in \text{hom}(H_1 \otimes H_2, H_3 \otimes H_1) \), \( R_j \in \text{hom}(H_1 \otimes H_3, H_2 \otimes H_1) \), \( R_k \in \text{hom}(H_2 \otimes H_3, H_3 \otimes H_2) \) has a Yang-Baxter relations, if
\[
(1 \otimes R_i)(R_j \otimes 1)(1 \otimes R_k) = \sum_{i',j',k'} c_{i,j,k}^{i',j',k'} (R_{k'} \otimes 1)(1 \otimes R_{j'})(R_{i'} \otimes 1).
\]
for some duality coefficient \( c_{i,j,k}^{i',j',k'} \) and \( R_{i'}, R_{j'}, R_{k'} \in \text{hom}(H_1 \otimes H_2, H_2 \otimes H_1) \), \( R_{j'} \in \text{hom}(H_1 \otimes H_3, H_3 \otimes H_1) \), \( R_{k'} \in \text{hom}(H_2 \otimes H_3, H_3 \otimes H_2) \).

**Remark.** The Yang-Baxter relation can be defined on a monoidal category over a field, if the positivity (or unitary) condition is not required.

Inspired by the star-triangle relation for checkerboard lattice models \cite{Ons44}, we also study Yang-Baxter relations with alternating shading which is intrinsic in subfactor theory.

### 2.2. Subfactors

Modern subfactor theory was initiated by Jones \cite{Jon83} and developed by many others to study quantum symmetries \cite{EK88}. We hope that a brief review will be helpful for understanding the motivation and terminology in this paper.

Suppose \( \mathcal{N} \subset \mathcal{M} \) is a subfactor with finite index. Then the standard representation \( L^2(\mathcal{M}) \) forms an irreducible \( (\mathcal{N}, \mathcal{M}) \) bimodule, denoted by \( X \). Its conjugate \( \bar{X} \) is an \( (\mathcal{M}, \mathcal{N}) \) bimodule. The bimodule tensor products \( X \otimes X \otimes \cdots \otimes X, X \otimes \bar{X} \otimes \cdots \otimes X, \bar{X} \otimes X \otimes \cdots \otimes X \) and \( \bar{X} \otimes \bar{X} \otimes \cdots \otimes \bar{X} \) are decomposed into irreducible bimodules over \( (\mathcal{N}, \mathcal{N}), (\mathcal{N}, \mathcal{M}), (\mathcal{M}, \mathcal{N}), (\mathcal{M}, \mathcal{M}) \) respectively, where \( \otimes \) is the Connes fusion of bimodules.

**Definition 2.2.** The principal graph of a subfactor \( \mathcal{N} \subset \mathcal{M} \) is an induction-restriction graph. Its vertices are equivalence classes of irreducible bimodules over \( (\mathcal{N}, \mathcal{N}) \) and \( (\mathcal{N}, \mathcal{M}) \) that appeared in the above tensor powers. The number of edges between two vertices corresponding to an \( (\mathcal{N}, \mathcal{N}) \) bimodule \( Y \) and an \( (\mathcal{N}, \mathcal{M}) \) bimodule \( Z \) is the multiplicity of \( Z \) in \( Y \otimes X \), (or \( Y \) in \( Z \otimes \bar{X} \) by Frobenius reciprocity).
We call a subfactor *finite depth*, if its principal graph is a finite graph. In this case, the statistical dimensions of the bimodules form a vector on the vertices which is the unique Perron-Frobenius eigenvector of the adjacent matrix.

The centralizer algebra of a subfactor is called the *standard invariant*:

\[
\mathbb{C} \subset \text{hom}(X) \subset \text{hom}(X \otimes X) \subset \text{hom}(X \otimes X \otimes X) \subset \cdots
\]

(See [Xu98a] for examples from quantum groups.)

A deep theorem of Popa showed that the standard invariant is a complete invariant of strongly amenable subfactors of the hyperfinite factor of type II \(_1\) [Pop94]. This involves the finite depth case.

The axiomatizations of the standard invariant was given by Ocneanu’s paragroups for finite depth case [Ocn88]; by Popa’s standard \(\lambda\)-lattices [Pop95] in general.

In this paper, we use Jones’ axiomatization: subfactor planar algebras [Jon98]. From planar algebras perspective, one can study subfactors and bimodule categories by skein theory.

### 2.3. Planar Algebras

We refer the reader to Section 2 in [Jon12] for the definitions of planar tangles, (subfactor) planar algebras. For reader’s convenience, we give a brief review here.

**Definition 2.3 (Planar tangles).** A shaded planar tangle has

- finite “input” discs
- one “output” disc
- non-intersecting strings
- alternating shading
- a distinguished interval of each disc marked by $\$  

We define unshaded planar tangles by ignoring shading.

**Definition 2.4 (Composition of tangles).** For two planar tangles \(T = \begin{array}{c}
\end{array}\)

\(S = \begin{array}{c}
\end{array}\)

such that the output disc \(S\) is identical to \(i\)th input disc (the top one) of \(T\), we define the composition as

\[
\begin{array}{c}
\end{array} \circ \begin{array}{c}
\end{array} = \delta
\]

where \(\delta\) is the circle parameter in the ground field.

**Definition 2.5.** A shaded general planar algebra \(\mathcal{P} = \{\mathcal{P}_m, \pm\}_{m \in \mathbb{N}_0}, \mathbb{N}_0 = \{0, 1, 2, \cdots\}\), is a family of \(\mathbb{Z}_2\) graded vector spaces with multilinear maps of \(\mathcal{P}\) indexed by (shaded) planar tangles subject to

- Isotopy invariance
- Naturality
If $P_{0,\pm}$ is one dimensional, and $P_\bullet$ is unital, i.e., the empty diagram is in $P_{0,\pm}$, then $P_\bullet$ is called a planar algebra.

**Definition 2.6.** An unshaded (general) planar algebra $P_\bullet = \{P_m\}_{m \in \mathbb{N}_0}$ is a family of vector spaces with multilinear maps of $P_\bullet$ indexed by unshaded planar tangles subject to isotopy invariance and naturality.

**Definition 2.7.** A planar algebra is called a planar *-algebra, if an involution $*$ is defined on each $P_m$ as an anti-linear map, and it is compatible with the vertical reflection of planar tangles.

**Definition 2.8.** A subfactor planar algebra is an evaluable spherical planar *-algebra over $\mathbb{C}$ with a positive definite Markov trace.

- **Evaluable:** $\dim(P_{0,\pm}) \cong \mathbb{C}$, $\dim(P_{m,\pm}) < \infty$
- **Spherical:** $\begin{bmatrix} s \cdot x \\ \phi \end{bmatrix} = \begin{bmatrix} s \cdot x \\ \phi \end{bmatrix}$
- the Markov trace $\text{tr}(z^*y) = \begin{bmatrix} s \cdot y \\ \phi \end{bmatrix}$ is positive definite.

**Theorem 2.9** (Theorem 4.21, 4.31 [Jon98]). The standard invariant of a finite index extremal subfactor is a subfactor planar algebra. The converse statement is true.

Therefore the vectors in $P_{m,\pm}$ can be realized as bimodule maps.

Let us give some planar tangles and notations.

**Notation 2.10.** Usually we draw the input and output discs of a planar tangle as rectangles with the same number of boundary points on the top and the bottom, and the $\mathcal{S}$ sign on the left. Under this convention, we can omit the $\mathcal{S}$ signs and the output disc of a planar tangle.

1. For two vectors $x \in P_{m,\pm}, y \in P_{m',\pm}$, their tensor product $x \otimes y$ is $\begin{bmatrix} ... \\ x \\ ... \\ y \\ ... \end{bmatrix}$.

2. The $k$th tensor power of $x$ is denoted by $x^\otimes k$.

3. When $m' = m$, their multiplication $xy$ is $\begin{bmatrix} \mathcal{S} \\ x \end{bmatrix}$.
(4) The contragredient of \( x \), i.e. the 180° rotation of \( x \), is denoted by \( \bar{x} \).

(5) The right (or left) side inclusion \( \cdot \otimes 1 \) (or \( 1 \otimes \cdot \)) is adding a through string to the right (or left). We identify an \( m \)-box \( x \) as the \((m + 1)\)-box \( x \otimes 1 \), if there is no confusion.

(6) The Fourier transform \( F \) is given by the 1-click rotation \[
\begin{array}{c}
\text{Diagram}
\end{array}
\]

(7) A shift is a composition of left and right side inclusions, i.e.

(8) The right side conditional expectation is adding a right cap to a (rectangle) diagram, i.e.

(9) The Markov trace on the \( m \)-box space is defined by adding \( m \) right caps to \( m \)-boxes, denoted by \( \text{tr}_m \). We write \( \text{tr} \) for \( \text{tr}_2 \).

(10) The circle parameter of the planar algebra is denoted by \( \delta \).

(11) A cap is the diagram \( \cap \); a cup is the diagram \( \cup \). The multiplication of \( \cap \) and \( \cup \) is given by the 2-box \( \cup \cap \). The multiplication of \( \cup \) and \( \cap \) is \( \delta \).

(12) We write a labeled 2-box as a crossing with the label located at the position of the $.

With the above notation, one can construct a unitary fusion category [ENO05] from a (finite depth) unshaded spherical planar algebra, see Section 4.1 in [MPS10]. We will use this identification in Section [10].

**Definition 2.11.** A diagram is called a standard multiplication form, if it is obtained by adding right caps to the multiplication of \( n \)-box shift tangles partially labeled by \( \cup \), e.g.

**Proposition 2.12.** Any (shaded) planar tangle is isotopic to a standard multiplication form by adding some closed circles.

**Proof.** Suppose the number of boundary points of the output disc of the planar tangle is \( 2m \). Now let us construct a diagram from the planar tangle as follows:

(1) Draw each output disc and input disc of the planar tangle as a rectangle with the same number of boundary points on the top and the bottom, and a $ sign on the left.
(2) Cut the tangle into pieces by pairs of “horizontal” lines around input discs, such that the tangle between each pair of lines is a shift tangle. Note that the planar tangle admits alternating shading, so intersection points on each line has the same parity as $m$.

(3) Add circles over each pair of lines like $\bigcirc$, such that every horizontal line passes through $n$ intersection points, for a fixed $n \geq m$.

(4) Add $\frac{n-m}{2}$ circles over the output disc: make up $n-m$ cups on the right top and caps on the right bottom and add $\frac{n-m}{2}$ pairs of right caps.

The final diagram is isotopic to the disjoint union of original tangle and some closed circles. Moreover, this diagram is a multiplication of $n$-box shift tangles and $n$-box Temperley-Lieb diagrams. Note that each $n$-box Temperley-Lieb diagram is a $n$-box shift tangle labeled by $\bigcirc$. Therefore the diagram is a standard multiplication form. □

Suppose $T$ is a (shaded) planar tangle. Let us draw each output disc and input disc of $T$ as a rectangle with the same number of boundary points on the top and the bottom, and a $\$ sign on the left. Moreover, the strings and the discs intersect orthogonally. Let the strings move along shaded regions counterclockwise, and the total winding angle is denoted by $\theta$. By Proposition 2.12, $\theta = 2m\pi$, for some $m \in \mathbb{Z}$. Let us define $g(T) = e^{i\theta} = (-1)^m$. If we switch the shading of $T$, then the winding number is $-2m\pi$ and $g(T)$ does not change.

More precisely, if $S$ is a standard form isotopic to the disjoint union of $T$ and $k_1$ closed circles. Then the total winding angle of $S$ is the sum of those of $T$ and $k_1$ closed circles. Let the number of labels $\bigcirc$ and right caps in $S$ be $k_1$ and $k_2$, respective. Note that the winding angle of a closed circle, a right cap or $\bigcirc$, is $\pm 2\pi$. They all contribute $-1$ to $g(T)$, thus $g(T) = (-1)^{k_1+k_2+k_3}$.

**Definition 2.13** (Gauge transformation). Given a (shaded) planar algebra $\mathcal{P}$ with the circle parameter $\delta$, we obtain a (shaded) planar algebra $\mathcal{P}^\delta$ with the circle parameter $-\delta$ by changing the action $Z_T$ of a planar tangle $T$ to $Z_T := g(T)Z_T$, called the gauge transformation of $\mathcal{P}$.

**Furthermore**, if $\mathcal{P}$ is unshaded, then $\mathcal{P}^\delta$ is unshaded.

**2.4. Skein theory.** We refer the reader to [Jon98] for the skein theory of planar algebras (in Section 1) and many interesting examples (in Section 2).

Given a generating set $S$, one immediately obtains a planar algebra $\mathcal{W}(S)$, called the universal planar algebra (Definition 1.10 [Jon98]). Its vector space $\mathcal{W}(S)_{m,\pm}$ is the linear span of labeled $2m$-tangles, i.e., planar tangles with $2m$ boundary points whose input discs are labeled by elements in the generating set. Planar tangles act on $\mathcal{W}(S)$ in the natural way. The partition function $Z$ is a linear functional on the 0-box space. The kernel of the partition function $\bigcup_{m,\pm}\{x \in \mathcal{W}(S)_{m,\pm}|Z(tr_m(xy)) = 0, \forall y \in \mathcal{W}(S)_{m,\pm}\}$ is an ideal of $\mathcal{W}(S)$. Modulo this ideal, the action of planar tangles is well-defined on the quotient of the universal planar algebra. If the partition function is multiplicative, then the quotient is unital. If $S$ have an involution $*$, then $\mathcal{W}(S)$ is a planar $*$-algebra. The partition function should satisfy the condition $Z(B^*) = \overline{Z(B)}$, for any 0-box $B$, so that the involution is well defined on the quotient.
The main difficulty is defining a positive partition function for the universal planar algebra, i.e.,
the Markov trace is positive semidefinite with respect to an involution $\ast$. The strategy of skein theory
is to derive a partition function by a proper set of relations of the universal planar algebra. We will
encounter three fundamental problems:

1. **Evaluation:** Enough relations are required, such that the 0-box space is reduced to a scalar in the
ground field. (Usually, we also require that the $n$-box space is reduced to be finite dimensional.)
Then we may define the partition function of the 0-box as this scalar.

2. **Consistency:** Different evaluation processes a 0-box give the same scalar. Then the partition
function is well defined.

3. **Positivity:** The partition function derived from the evaluation is positive semi-definite with
respect to an involution. Then the quotient of the universal planar algebra by the null space of
the partition function is a subfactor planar algebra.

**Remark.** If the consistency holds, then kernel of the partition function contains the ideal generated
by the relations, but not necessarily equal. It is hard to find out the extra relations in the kernel. In
other words, the planar algebra defined by generators modulo relations may be non-semisimple. One
needs to determined the relevant semisimple quotient. We refer the reader to [Wen88] for the case of
Brauer’s centralizer algebras.

Now let us talk about one example for the three problems. (Example 2.2 [Jon98].)

If the generating set is given by 1-boxes with the same shading, then one can introduce relations
to reduce 1-boxes to the ground field: 

$$
\begin{align*}
(x_1 \cdot x_2) & = (x_2 \cdot x_1) = f(x), \\
\end{align*}
$$

where $f$ is a linear functional on the linear span these 1-boxes. Furthermore, one can introduce relations to reduce two adjacent 1-box
generators $x_i, x_j$ to a linear sum of 1-boxes generators, i.e., a multiplication $x_i x_j = \sum_k c_{ij}^k x_k$, for
some formal parameters $c_{ij}^k$. These relations are enough to reduce any 0-box to a polynomial over the parameters $f(x), c_{ij}^k$.

Consistency is equivalent to a set of equations over the parameters which means that the multipli-
cation is associative and $f$ is a trace.

**Positivity** was proved in Theorem 3.16 in [Jon98]. Positivity is already hard for Temperley-
Lieb-Jones planar algebra which has neither generators nor relations. This was achieved in Jones’
remarkable rigidity result [Jon83]: Positivity holds iff the circle parameter $\delta$ belongs to

$$
\{2 \cos \pi \frac{n}{n}, n = 3, 4, \cdots \} \cup [2, \infty].
$$

In general, for a given set of generators, one need to find out a type of relations based on
formal parameters such that any 0-box can be evaluated. Then the planar algebra is completely
determined by these parameters. One can ask for a classification of subfactor planar algebras by this
type of skein theory. The consistency is the constraint of these parameters. The positivity is a
stronger constraint, but rarely used in the skein theoretic classification. See [Liu, BJL, JLW16] for an
application of the positivity in the study of subfactors from the point of view of harmonic analysis.

**Definition 2.14.** We define the complexity for a universal planar algebra to be a map from labeled
tangles to the partially ordered set $\mathbb{N}^m$, for some $m \in \mathbb{N}$. The complexity is called local, if the order
is strictly preserved under the action of labeled annular tangles.

**Definition 2.15.** Given a finite set of generators and relations of a planar algebra and a complexity,
an evaluation algorithm is called local or $n$-local, for $n \in \mathbb{N}$, if the complexity is local and
(1) for any $k \leq 2n$, there are finitely many least complex labeled $k$-tangles, (i.e., tangles can not be
reduced to linear sums of less complex tangles;)

In general, for a given set of generators, one need to find out a type of relations based on
formal parameters such that any 0-box can be evaluated. Then the planar algebra is completely
determined by these parameters. One can ask for a classification of subfactor planar algebras by this
type of skein theory. The consistency is the constraint of these parameters. The positivity is a
stronger constraint, but rarely used in the skein theoretic classification. See [Liu, BJL, JLW16] for an
application of the positivity in the study of subfactors from the point of view of harmonic analysis.
(2) any non-least complex labeled $k$-tangle can be reduced to a linear sum of less complex tangles by applying the relations to an at most $n$-box part of the $k$-tangle.

(3) the empty diagram is the unique least complex labeled $0$-tangle.

Otherwise the evaluation algorithm is called global.

For example, the number of labels of a tangle is a local complexity. One can find interesting local evaluation algorithms by the discharge method, see [BJL, MPS15] for 3 or 4-valent graphs.

For an evaluation algorithm, there is a supremum for the dimension of the $m$-box space. We call this supremum the critical dimension. The critical dimension for the 3-box space is 14 for the local evaluation algorithm of 4-valent graphs in [BJL]. One needs an global evaluation algorithm to go beyond the critical dimension of the local evaluation algorithm. In Section 3 we give a global evaluation algorithm for 4-valent graphs based on the Yang-Baxter relation. One known global evaluation algorithm is given by Thurston for 6-valent graphs [Thu]. Another global one is the Jellyfish evaluation algorithm [BMP12].

Now let us give a general method to prove the consistency for a local evaluation algorithms based on solving polynomial equations. Of course, solving these equations could be hard. The method will not give a proof of the consistency of our global evaluation algorithm, but the idea will be used (see Section 5).

Consistency for a local evaluation algorithm: By condition (2), let us define the partition function as the average of all complexity reducing evaluations. We can prove the consistency by showing that the relations are in the kernel of the partition function.

We want to prove the following statement by induction based on solving polynomial equations: given a $m$-box relation $R$ and an labeled annular tangle $\Phi$ mapping from the $m$-box space to the $0$-box space, the partition function of $\Phi(R)$ is 0.

If the complexity of $\Phi(R)$ is minimal, then by condition (3), $\Phi$ is empty and $R = 0$. So $\Phi(R) = 0$.

We assume that the statement is true for any $\Phi'(R')$ whose complexity is less than that of $\Phi(R)$. Let us compute $\Phi(R)$. For a complexity reducing evaluation, if $\Phi(R)$ is reduced by applying the relations to a part in $\Phi$, then this evaluation is zero by induction. If $\Phi(R)$ is reduced by applying the relations to a part in $\Phi(R)$ which overlaps $R$, then the union of this part and $R$ is in a $k$-box space, $k \leq m + n$. The union can be reduced to a linear sum of least complex tangles in the $k$-box space by condition (2). By induction, it is enough to show that the polynomial coefficients of these least complex tangles are zero.

2.5. The Hecke algebra of type $A$ and the HOMFLY-PT polynomial. Let us recall some results about the Hecke algebra of type $A$ which will be used in Section 6, 7, 8, 10. The HOMFLY-PT polynomial will be used in Section 5.

The HOMFLY-PT polynomial is a link invariant given by a braid satisfying Reidemeister moves I, II, III and the Hecke relation.

\[
\begin{align*}
\text{the Hecke relation:} & \quad \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\draw (0,0) -- (0.5,0);
\end{tikzpicture}
\end{array} - \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\draw (0,0) -- (0.5,0);
\end{tikzpicture}
\end{array} = (q - q^{-1})\begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array},
\\
\text{Reidemeister moves I:} & \quad \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array} = r \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array}; \quad \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array} = r^{-1} \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array};
\\
\text{Reidemeister moves II:} & \quad \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array} = \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array}; \quad \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array} = \begin{array}{c}
\begin{tikzpicture}[baseline=0.5cm]
\draw (-0.5,0) -- (0,0);
\end{tikzpicture}
\end{array},
\end{align*}
\]
Reidemeister moves III:

\[
\begin{array}{c}
\includegraphics{reidemeister_moves_3.png}
\end{array}
\]

circle parameter:

\[
\bigotimes = \bigotimes = \frac{r - r^{-1}}{q - q^{-1}}.
\]

Let \( \sigma_i, i \geq 1 \), be the diagram by adding \( i - 1 \) oriented (from bottom to top) through strings on the left of \( \bigotimes \). The Hecke algebra of type \( A \) is a (unital) filtered algebra \( H_\bullet \). The algebra \( H_n \) is generated by \( \sigma_i, 1 \leq i \leq n - 1 \) and \( H_n \) is identified as a subalgebra of \( H_{n+1} \) by adding an oriented through string on the right. Over the field \( \mathbb{C}(r, q) \), rational functions over \( r \) and \( q \), the matrix units of \( H_\bullet \) were constructed in [Yok97, AM98]. A skein theoretic proof of the trace formula via the \( q \)-Murphy operator was given in [Ais97].

For readers’ convenience, let us sketch the construction of the matrix units in [Yok97] with slightly different notations. The \( (l \)-box) symmetrizer \( f(l) \) and antisymmetrizer \( g(l) \), for \( l \geq 1 \), are constructed inductively as follows,

\[
f(l) = f(l-1) - \frac{[l-1]}{[l]} f(l-1)(q - \sigma_{l-1}) f(l-1); \tag{1}
g(l) = g(l-1) - \frac{[l-1]}{[l]} g(l-1)(q^{-1} + \sigma_1) g(l-1), \tag{2}
\]

where \( f(1) = g(1) = 1 \).

**Proposition 2.16.**

\[
f(l) = 1 \otimes f(l-1) - \frac{[l-1]}{[l]} (1 \otimes f(l-1))(q - \sigma_1)(1 \otimes f(l-1)); \tag{3}
g(l) = 1 \otimes g(l-1) - \frac{[l-1]}{[l]} (1 \otimes g(l-1))(q^{-1} + \sigma_1)(1 \otimes g(l-1)). \tag{4}
\]

**Proof.** Take \( u_1 = 1 \) and \( u_l = \prod_{i=1}^{l-1} \sigma_i \), for \( l \geq 2 \). Then \( u_l \) is a unitary. By Reidemeister moves of \( \bigotimes \), we have

\[
u_l(f_{l-1}) f_l^* = 1 \otimes f_{l-1}. \tag{5}
\]

Since \( f_l \) is a central minimal idempotent in the Hecke algebra \( H_l \), we have \( u_l f_l = \chi_l f_l \), for some \( \chi \), \( |\chi| = 1 \). Then \( f_l u_l = \chi_l f_l \). Thus

\[
u_l f_{l-1} \sigma_{l-1} f_{l-1} u_l^* = u_l f_{l-1} u_l \sigma_{l-1} u_{l-1} f_{l-1} u_l^* = (1 \otimes f_{l-1}) \sigma_1 (1 \otimes f_{l-1}) \]

by Reidemeister moves of \( \bigotimes \). \tag{6}

Therefore

\[
f(l) = u_l f_l u_l^* = u_l \left( f(l-1) - \frac{[l-1]}{[l]} f(l-1)(q - \sigma_{l-1}) f(l-1) \right) u_l^* \]

by Equation (1).
\[= 1 \otimes f^{(l-1)} - \frac{(l-1)}{[l]} (1 \otimes f^{(l-1)})(q - \sigma_1)(1 \otimes f^{(l-1)}) \quad \text{by Equations (6), (5).} \tag{7}\]

We can prove Equation (4) in a similar way. \(\square\)

Given a Young diagram \(\lambda\), we can construct an idempotent by inserting the symmetrizers in each row on the top and the bottom and the antisymmetrizers in each column in the middle as follows.

For example, \[\lambda = \begin{array}{cccc}
1 & 2 \\
3 & 4 \\
5
\end{array}\]

take \[\dot{y}_\lambda = \begin{array}{cccc}
1 & 2 & 3 & 4 & 5 \\
\end{array},\]

where the black boxes and white boxes indicate symmetrizers and antisymmetrizers respectively. Then \[\dot{y}_\lambda^2 = m_\lambda \dot{y}_\lambda.\] The coefficient \(m_\lambda\) was computed in Proposition 2.2 in [Yok97]. Over \(\mathbb{C}(q,r)\), \(m_\lambda\) is non-zero. We can normalize \(y_\lambda\) to \(y_\lambda = \frac{1}{m_\lambda} \dot{y}_\lambda.\) Then \(y_\lambda\) is an idempotent. Moreover, \(\{y_\lambda \mid |\lambda| = n\}\) are inequivalent minimal idempotents in \(H_n\).

**Notation 2.17.** If a Young diagram \(\lambda\) is obtained by adding one cell to a Young diagram \(\mu\), then we say \(\lambda > \mu\) or \(\mu < \lambda\).

For \(\lambda > \mu\), the morphisms \(\dot{\rho}_{\mu < \lambda}\) from \(y_\mu \otimes 1\) to \(y_\lambda\) and \(\dot{\rho}_{\lambda > \mu}\) from \(y_\lambda\) to \(y_\mu \otimes 1\) were constructed in Lemma 2.10 in [Yok97]. Moreover, \((\dot{\rho}_{\mu < \lambda} \dot{\rho}_{\lambda > \mu})^2 = m_{[\mu \mid \lambda \mid \mu]} \dot{\rho}_{\mu < \lambda} \dot{\rho}_{\lambda > \mu}\) and the coefficient \(m_{[\mu \mid \lambda \mid \mu]}\) was also computed there. Over \(\mathbb{C}(q,r)\), \(m_{[\mu \mid \lambda \mid \mu]}\) is non-zero. We normalize \(\dot{\rho}_{\mu < \lambda}\) and \(\dot{\rho}_{\lambda > \mu}\) by \(\rho_{\mu < \lambda} = \frac{1}{m_{[\mu \mid \lambda \mid \mu]}} \dot{\rho}_{\mu < \lambda}\) and \(\rho_{\lambda > \mu} = \dot{\rho}_{\lambda > \mu}\). Then \(\rho_{\mu < \lambda} \rho_{\lambda > \mu}\) is an idempotent and \(\rho_{\lambda > \mu} \rho_{\mu < \lambda} = y_\lambda.\) The branching formula is proved in Proposition 2.11 in [Yok97],

\[y_\mu \otimes 1 = \sum_{\lambda > \mu} \rho_{\mu < \lambda} \rho_{\lambda > \mu}. \tag{9}\]

Therefore the Bratteli diagram of \(H_n\) over \(\mathbb{C}_{q,r}\) is the Young’s lattice, denoted by \(YL\).

For each length \(n\) path \(t\) in \(YL\) from \(\emptyset\) to \(\lambda, |\lambda| = n, n \geq 1\), i.e., a standard tableau \(t\) of the Young diagram \(\lambda\), take \(t’\) to be the first length \((n-1)\) sub path of \(t\) from \(\emptyset\) to \(\mu\). There are two elements \(P_{t'}^+, P_{t'}^-\) in \(H_n\) defined by the following inductive process,

\[P_{\emptyset}^+ = \emptyset,\]
\[P_{t'}^+ = (P_{t'}^+ \otimes 1) \rho_{\mu < \lambda},\]
\[P_{t'}^- = \rho_{\lambda > \mu} (P_{t'}^- \otimes 1).\]

The matrix units of \(H_n\) are given by \(P_{t'}^+ P_{t'}^-\), for all Young diagrams \(\lambda, |\lambda| = n,\) and all pairs of length \(n\) paths \((t, \tau)\) in \(YL\) from \(\emptyset\) to \(\lambda\). Moreover, the multiplication of these matrix units coincides with the multiplication of loops, i.e.,

\[P_{t'}^+ P_{t'}^- P_{\delta_{\tau \sigma}}^+ P_{\delta_{\tau \sigma}}^- = \delta_{\tau \sigma} P_{t'}^+ P_{\delta_{\tau \sigma}}^- .\]
where $\delta_{rs}$ is the Kronecker delta.

Furthermore, when $|q| = |r| = 1$, $H_*$ admits an involution $\ast$, which is an anti-linear anti-isomorphism mapping $\bigotimes$ to $\bigotimes$, $(q$ to $q^{-1}$ and $r^{-1}$ to $r^{-1}$) over the field $\mathbb{C}$. The symmetrizer $f^{(l)}$ and antisymmetrizer $g^{(l)}$ can be constructed by Equation (1) and (2) inductively whenever $[l] \neq 0$. Note that $[l]^* \neq [l]$. By the Hecke relation of $\bigotimes$, we have $(q - \sigma_i)^* = q - \sigma_i$. So $(f^{(l)})^* = f^{(l)}$ and $(g^{(l)})^* = g^{(l)}$ by the inductive construction. Then $y_\lambda$ can be constructed if the required symmetrizers and antisymmetrizers are well-defined and $m_\lambda \neq 0$. For $\lambda > \mu$, $\hat{\rho}_{\lambda,\rho}$ and $\hat{\rho}_{\mu,\lambda}$ can be constructed if $y_\lambda$ and $y_{\mu}$ are well-defined. If $m_{\mu|\lambda|\rho} > 0$, then we have (different) normalization $\hat{\rho}_{\mu,\lambda} = \sqrt{\frac{1}{m_{\mu|\lambda|\rho}}} \rho_{\mu,\lambda}$ and $\hat{\rho}_{\lambda,\rho} = \sqrt{\frac{1}{m_{\mu|\lambda|\rho}}} \rho_{\lambda,\rho}$. By this normalization process (which is permitted over $\mathbb{C}$, but not over $\mathbb{C}(q,r)$), we have $(\hat{\rho}_{\mu,\lambda})^* = \overline{\rho}_{\lambda,\rho}$. Similarly we can define the matrix unit $P^+_t P^-_t$ for a loop $t_{t-1}$ when the morphisms along the paths $t$ and $\tau$ are defined. Then $(P^+_t P^-_t)^* = P^+_t P^-_t$.

We will construct a $q$-parameterized planar algebra $\mathcal{P}_*$ in Section 3. We will use the matrix units of $H_*$ to construct the matrix units of $\mathcal{P}_*$ in Section 3.

We will determine the semisimple quotient of $\mathcal{P}_*$ for the case $q = e^{\frac{i\pi}{N+2}}$, $r = q^N$ in Section 8. For all Young diagrams whose $(1,1)$ cell has hook length at most $N + 1$, one can check that all the corresponding coefficients $[l]$, $m_\lambda$, $m_{\mu|\lambda|\rho}$ are positive. So the corresponding minimal idempotents $y_\lambda$ and morphisms $\rho_{\mu,\lambda}$, $\overline{\rho}_{\lambda,\rho}$ are well-defined. We will construct the null space ideal of $\mathcal{P}_*$ and matrix units of the semisimple quotient modulo the ideal by these well-defined matrix units of $H_*$. These quotients are subfactor planar algebras in (3) of Theorem 1.3.

3. Yang-Baxter relation planar algebras

3.1. General theory.

Definition 3.1. For a planar algebra $\mathcal{P}_*$ over a field $k$, if for any 2-boxes $R_i, R_j, R_k$ with compatible shading, we have

$$(1 \otimes R_i)(R_j \otimes 1)(1 \otimes R_k) = \sum_{i', j', k'} c_{i,j,k}^{i',j',k'} (R_{i'} \otimes 1)(1 \otimes R_{j'})(R_k \otimes 1),$$

for some $c_{i,j,k}^{i',j',k'} \in k$ and 2-boxes $R_{i'}, R_{j'}, R_{k'}$, then its 2-box space is said to have a Yang-Baxter relation.

Definition 3.2. We call $\mathcal{P}$ a Yang-Baxter relation planar algebra, if $k = \mathbb{C}$ and $\mathcal{P}$ is a subfactor planar algebra generated by its 2-boxes with a Yang-Baxter relation.

Remark. There are two different kinds of equations due to the two choices of shadings. This behavior is the same as the star-triangle equation for checkerboard lattice models [Ons54].

The diagrammatic interpretation of the Yang-Baxter relation is

$$R_i \otimes R_j \otimes R_k = \sum_{i', j', k'} c_{i,j,k}^{i',j',k'} R_{i'} \otimes R_{j'} \otimes R_{k'}.$$
It can be considered as a generalization of the Reidemester move of type III.

The generalized Reidemester moves of type I, II are intrinsic in the action of planar tangles as follows. Given a basis $s_i$ and $x_j$ for 1-boxes and 2-boxes respectively, we have the following relations.

**Move I:** For any 2-box $x_j$,

$$x_j \bigcirc = \sum_i b^i_{\ j} \ s_i,$$

for some constants $b^i_{\ j}$.

**Move I':** For any 1-box $s_i$,

$$s_i \bigcirc = b_i,$$

for some constant $b_i$.

**Move II:** For any 2-boxes $x_j$, $x_k$ with compatible shading, we have

$$x_j x_k = \sum_l b^l_{\ jk} x_l,$$

for and constants $b^l_{\ jk}$.

**Move II':** For any 1-box $s_i$ and 2-box $x_j$,

$$s_j \bigcap x_j = \sum_k b (1)^{k}_{ij} x_k,$$

for and constants $b (1)^{k}_{ij}$. Similarly, we have other relations and constants $b (l)^{k}_{ij}$, $l = 1, 2, 3, 4$, when $s_i$ and $x_j$ are connected at four different boundary points.

**Notation 3.3.** Given bases of the 1-box space and the 2-box space, we call the coefficients arising from above moves I, I', II, II', the structure constants of 2-boxes.

A Yang-Baxter relation planar algebra is not determined by the structure constants of 2-boxes, but it is determined by the structure constants of 2-boxes and the duality coefficients of the Yang-Baxter relation.

**Theorem 3.4 (Evaluation).** If a planar algebra is generated by its 2-box space with a Yang-Baxter relation, then it is evaluable by the type I, II, III moves of 2-boxes. Consequently, the planar algebra is determined by the structure constants of 2-boxes and the duality coefficients of the Yang-Baxter relation.

We use the standard multiplication form to describe the complexity of $m$-tangles and evaluate $m$-tangles by generalized type I, II, III moves of 2-boxes.

**Proof.** Note that any vector is a finite linear sum of labeled tangles. By Proposition 2.12, we may assume that these tangles are standard multiplication forms. For each diagram, when we ignore the right caps and view the Temperley-Lieb-Jones 2-boxes as generators, it is a multiplication of shifts of 2-box generators. Similar to Alexander’s argument [Ale23], applying type II and III moves, the
multiplication part could be replaced by a linear sum of multiplications of shifts of generators with only one generator on the right most. If there is a cap on the right in the standard multiplication form, then it acts on the rightmost generator. By type I move, the cap is reduced. Repeating this process, we reduce all the right caps. Therefore the vector is reduced to a linear sum of multiplications of shifts of generators. By the above process, we can assume that there is at most one generator on the rightmost. By induction, we have that the \( m \)-box space is reduced to be finite dimensional, and the 0-box space is at most one dimensional, i.e., the planar algebra is evaluable. \( \square \)

From the above proof, we have

**Proposition 3.5.** If a planar algebra is generated by its 2-box space with a Yang-Baxter relation, then its \( m \)-box space, \( m \geq 1 \), is generated by shifts of 1-boxes and 2-boxes as an algebra.

### 3.2. Examples

We give some examples of Yang-Baxter relation planar algebras.

1. The first “exotic” subfactor was constructed by Haagerup in [Haa94]. Its even part is an unshaded subfactor planar algebra with 4 dimensional 2-box space. By a direct computation, one can show that there is no non-zero solution of the parameter-independent Yang-Baxter equation in its 2-box space. We prove that the planar algebra of the even part of the Haagerup subfactor is a Yang-Baxter relation planar algebra in [LP]. The proof also works for generalized Haagerup subfactors \( 3^G \) [LZ92], for ordered groups \( G \).

**Remark.** Peters gave a skein relation for the planar algebra of the Haagerup subfactor [Pet10].

2. Another example is the Birman-Murakami-Wenzl (BMW) planar algebra [BW89, Mur87]. It is generated by a three dimensional 2-boxes span\{ \( \bigcirc \), \( \bigcirc \), \( \bigcirc \) \}. The element \( \bigcirc \) is the universal \( R \) matrix for quantum groups \( O(N) \) and \( Sp(2N) \). The generator \( \bigcirc \) satisfies the following relations,

- BMW relation: \( \bigcirc - \bigcirc = (q - q^{-1})(\bigcirc - \bigcirc) \),
- Reidemeister moves I: \( \bigcirc = r \bigcirc ; \quad \bigcirc = r^{-1} \bigcirc \),
- Reidemeister moves II: \( \bigcirc = \bigcirc \),
- Reidemeister moves III: \( \bigcirc = \bigcirc \),
- circle parameter: \( \bigcirc = \frac{r - r^{-1}}{q - q^{-1}} + 1 \).

**Remark.** For quantum group \( Sp(2N) \), the corresponding planar algebra has a negative circle parameter. One needs to apply the gauge transformation to get a planar algebra with a positive circle parameter.

3. The Bisch-Jones planar algebras [BJ97] are Yang-Baxter relation planar algebras.

4. One complex conjugate pair of Yang-Baxter relation planar algebras were discovered in [LMP13]. They have the following principal graph. The two depth-two vertices are dual to each other.
(5) All depth two subfactors planar algebras are Yang-Baxter relation planar algebras.

Given a unitary fusion category \([ENO05]\), take the direct sum of its simple objects and dual objects, denoted by \(X\). Then \(\mathcal{I}_n = \text{hom}(X^n)\) forms an unshaded depth two subfactor planar algebra whose even part recovers the original fusion category.

(6) The tensor product of Yang-Baxter relation planar algebras is a Yang-Baxter relation planar algebras.

(7) A non-Yang-Baxter relation planar algebra is given by the group subgroup subfactor planar algebra \(S_2 \times S_3 \subset S_5\). Its 2-box space has a one way Yang-Baxter relation \([\text{Ren}]\).

4. Classifications

Bisch and Jones suggested the skein theoretic classification of subfactor planar algebras \([BJ03]\). Thanks to Theorem 3.4, a Yang-Baxter relation planar algebra is determined by the structure constants of 2-boxes and duality coefficients of the Yang-Baxter relation. Therefore one can ask for a classification of Yang-Baxter relation planar algebras.

The 2-box space of a planar algebra always contains the two Temperley-Lieb diagrams \(\bigcirc \) and \(\bigcirc\). Let us classify Yang-Baxter relation planar algebras with one more 2-box generator, so that the 2-box space is three dimensional. We call them singly-generated, Yang-Baxter relation planar algebras.

The evaluation algorithm for Yang-Baxter relation planar algebras is global. As an advantage, the critical dimension of the local evaluation algorithm in \([BJ00, BJ03, BJL]\) is no longer an restriction. We have to pay the cost while proving the consistency for the Yang-Baxter relation of the unexpected solution in Section 4.2.

Suppose \(\mathcal{P}\) is a non-degenerate planar algebra generated by three dimensional 2-boxes with a Yang-Baxter relation. By Proposition 3.5, we have \(\text{dim}(\mathcal{P}^+) \leq 15\). Actually any 3-box is reduced to a linear sum of the following 15 diagrams,

\[
\begin{align*}
| & \bigcirc \bigcirc | & | & | & | & \bigcirc \bigcirc : \\
\bigcirc & \bigcirc \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc : \\
\bigcirc \bigcirc & \bigcirc \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc : \\
\bigcirc \bigcirc & \bigcirc \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc : \\
\bigcirc \bigcirc & \bigcirc \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc & \bigcirc \bigcirc .
\end{align*}
\]

When \(\text{dim}(\mathcal{P}^+) \leq 14\), the planar algebra has a local evaluation algorithm. The subfactor planar algebras were classified in \([BJL]\). Thus we only consider the case \(\text{dim}(\mathcal{P}^+) = 15\). In this case, the first 15 diagrams forms a basis of the 3-box space. Applying the same argument in the dual
space $\mathcal{P}_{3,-}$, we have that the first 14 diagrams and \[
\begin{array}{c}
\end{array}
\] also form a basis of the 3-box space. From this duality, one can prove that the 2-box space of an unshaded planar algebra with at most 15 dimensional 3-boxes has a Yang-Baxter relation.

Now we assume $\dim(\mathcal{P}_{3,+}) = 15$. Let us set up the structure constants of 2-boxes and the duality coefficients of the Yang-Baxter relation. Suppose $\mathcal{P}$ is a non-degenerate planar algebra generated by a 2-box with a Yang-Baxter relation and $\dim(\mathcal{P}_{2,\pm}) = 15$. Then $\delta \neq 0, \pm 1$, otherwise the 5 Temperley-Lieb-Jones 3-boxes are linearly dependent and $\dim(\mathcal{P}_{2,\pm}) < 15$. Let $e = \frac{1}{\delta}$, $P, Q$ be the three minimal idempotents of $\mathcal{P}_{2,\pm}$. Let $x, y$ be the solution of
\[
\begin{align*}
xtr(P) + ytr(Q) &= 0 \\
xy &= -1
\end{align*}
\]
Take
\[R = xP + yQ.\]
Then $R$ is determined up to a $\pm$ sign. Moreover, $R$ is uncappable, i.e.,
\[
\begin{array}{c}
\end{array}
\]
And $R^2 = aR + id - e$, where $a = x + y$, i.e.,
\[
\begin{array}{c}
\end{array}
\]
Recall that the Fourier transform $\mathcal{F}$ is given by the 1-click rotation. By isotopy, we have $tr(\mathcal{F}(R)\mathcal{F}^3(R)) = tr(R^2)$. Note that $tr(R^2) = tr(id - e) = \delta^2 - 1 \neq 0$, so $\mathcal{F}(R)\mathcal{F}^3(R) = a' \mathcal{F}(R) + id - e$, for some $a' \in \mathbb{C}$, i.e.,
\[
\begin{array}{c}
\end{array}
\]
We will deal with the two cases for $R = \pm R$ in the next two subsections.

We have reduced the structure constants of 2-boxes to $\delta, a, a', \pm 1$. Let us define the duality coefficients for the Yang-Baxter relation for the basis \[
\begin{array}{c}
\end{array}\]. If the triple are not $R, R, R$, then the Yang-Baxter relation is determined by the structure constants of 2-boxes. We set up the duality coefficients for the only non-trivial Yang-Baxter relation as follows.
\[
\begin{array}{c}
\end{array}\]
4.1. **The generator is self-contragredient.** In this section, we deal with the case $R = \mathbb{R}$. We eliminate the structure constants and duality coefficients by solving the polynomial equations derived from the consistency condition. These formal parameters reduce to two parameters. Then we identify this two-parameter family of planar algebras as BMW planar algebras with a singularity which is identified as unshaded Bisch-Jones planar algebras. These unshaded Bisch-Jones planar algebras are *limits* of BMW planar algebras. The limit is defined by the convergence of the structure constants and duality coefficients of these Yang-Baxter relation planar algebras.

When $R = \mathbb{R}$, we have $F(R)^2 = a'F(R) + id - e$. So $R * R = a'R + \delta e - \frac{1}{\delta} id$.

**Theorem 4.1** (Classification1). Suppose $P$ is a non-degenerate planar algebra generated by $R$ in $P_{2,+}$ with a Yang-Baxter relation, such that $\dim(P_{3,+}) = 15$, $R$ is uncappable, $R = \mathbb{R}$, $R^2 = aR + id - e$, $F(R)^2 = a'F(R) + id - e$, and

\[
-\begin{align*}
\mathcal{R} = & A \mathcal{R} + B \mathcal{R} + C(\mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R}) \\
& + D(\mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R}) + E(\mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R}) \\
& + F(\mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R} + \mathcal{R} \mathcal{R}) + G \mathcal{R} \mathcal{R}
\end{align*}
\]

(11) \hspace{1cm} (12) \hspace{1cm} (13) \hspace{1cm} (14)

then

\[
\begin{cases}
G = \pm 1 \\
A = \frac{a}{\delta} \\
B = -A \\
C = 0 \\
(\delta^2 - 2\delta)D = 1 - Ga^2 \delta \\
E = -GD \\
F = 0 \\
a' = Ga
\end{cases}
\]

**Proof.** See Appendix C.1

**Corollary 4.2.** The planar algebra $P$ is unshaded with the relation $GF(R) = R$.

**Proof.** Note that $GF(R)$ in $P_{2,-}$ satisfies the same type I, II, III moves as $R$ by switching shading. Thus the identification between $R$ and $GF(R)$ extends to a symmetric self-duality, i.e., a planar algebra isomorphism $\phi_{\pm}$ from $P_{m,\pm}$ to the dual $P_{m,\mp}$, such that $\phi_{\pm}$ is the identity, (similar to the case in Theorem 3.10 [LMP13]). Therefore $P$ is unshaded by identifying $GF(R)$ as $R$. 

Note that the parameterized BMW planar algebra is generated by a self-contragredient braid satisfying type I, II, III Reidemester moves and the BMW relation (example (2) in Section 3.2). Let us find such a braid which satisfies these relations in $P$. Then $P$ is BMW.

Let $z_1$, $z_2$ be the solution of

\[
\begin{cases}
z_1 + z_2G = -a \\
z_1z_2G = -E
\end{cases}
\]

(15)
For $a_3 \neq 0$, take $a_1 = z_1 a_3$, $a_2 = z_2 a_3$;
\[
R_U = a_1 \bigg| \bigg| + a_2 \bigg| \bigg| + a_3 \bigg| \bigg| ;
\]

**Lemma 4.3** (bi-invertible). *The element $R_U$ satisfies*
\[
\mathcal{F}(R_U)R_U = G(1 - E)a_3^2;
\]

**Proof.** By Equation (15), $E = -GD$ and $(G\delta^2 - 2\delta)D = 1 - Ga^2\delta$, we have
\[
\mathcal{F}(R_U)R_U = (a_1a_2 + a_3^2G) + (a_1^2 + a_2^2 + a_1a_2 - a_3^2G)^{1/\delta} + (a_1Ga_3 + a_2a_3 + a_3^2Ga) \bigg| \bigg| \bigg| \bigg| - \bigg| \bigg| \bigg| \bigg| + (a_1^-)^2 + (\delta - 2G)(-E) - \frac{G}{\delta}a_3^2 + (-aG + Ga) \bigg| \bigg| \bigg| \bigg| ;
\]
\[
= (a_1a_2 + a_3^2G) + (a_1a_2 + (\delta - 2G)(-E) - \frac{G}{\delta}a_3^2 + (-aG + Ga) \bigg| \bigg| \bigg| \bigg| + (a_1^2 + a_2^2 + a_1a_2 - a_3^2G)^{1/\delta} + (a_1Ga_3 + a_2a_3 + a_3^2Ga) \bigg| \bigg| \bigg| \bigg| - \bigg| \bigg| \bigg| \bigg| + (a_1^-)^2 + (\delta - 2G)(-E) - \frac{G}{\delta}a_3^2 + (-aG + Ga)\bigg| \bigg| \bigg| \bigg| ;
\]

\[
R_U(1 \otimes R_U)R_U = (1 \otimes R_U)R_U(1 \otimes R_U).
\]

**Proof.** See Appendix C.2

**Theorem 4.5.** The relations for $R$ in Theorem 4.1 are consistent. The planar algebra given by the generator and relations is BMW when $E \neq 1$; Bisch-Jones when $E = 1$.

(The dimension of the 3-box space of Bisch-Jones planar algebras is at most 12. All BMW subfactor planar algebras are listed in Section 2.4 in [BJL], based on the results in [Wen90, Saw95].)

**Proof.** When $E \neq 1$, let us take $a_3$ to be a square root of $\frac{1}{G(1-E)}$. Then $\mathcal{F}(R_U)R_U = id$ and $R_U(1 \otimes R_U)R_U = (1 \otimes R_U)R_U(1 \otimes R_U)$. In this case, when $G = 1$, we have $R_U - \mathcal{F}(R_U) = (a_1 - a_2)(\bigg| \bigg| - \bigg| \bigg| )$, so $P_-$ is BMW from $O(N)$. When $G = -1$, we have $R_U + \mathcal{F}(R_U) = (a_1 + a_2)(\bigg| \bigg| + \bigg| \bigg| )$, so $P_-$ is BMW from $Sp(2N)$. Consequently the relation for $R$ is consistent.

When $E = 1$, recall that $(G\delta^2 - 2\delta)D = 1 - Ga^2\delta$ and $E = -GD$, we have
\[
\delta^2 - (2 + a^2)\delta G + 1 = 0.
\]

Recall that $R = xP + yQ$ (10) and
\[
\begin{cases}
x + y = a \\
xy = -1,
\end{cases}
\]
so
\[
(\delta - x^2G)(\delta - y^2G) = 0.
\]

Without loss of generality, we assume that $y^2 = G\delta$. Then $xG\delta = -y$. Note that
\[
\begin{cases}
xtr(P) + ytr(Q) = 0 \\
tr(P) + tr(Q) = \delta^2 - 1,
\end{cases}
\]
so
\[
\begin{cases}
tr(P) = G\delta - 1 \\
tr(Q) = \delta^2 - G\delta
\end{cases}
\]
Recall that \( z_1, z_2 \) are the solution of
\[
\begin{align*}
    z_1 + z_2 G &= -a \\
    z_1 z_2 G &= -1.
\end{align*}
\]
Let us take \( z_1 = -x, z_2 = -Gy \). Then
\[
R_U = (-x - Gy \delta) e + (-x + x) P + (-x + y) Q = (y - x) Q.
\]
Note that \( R_U \neq 0 \), so \( y - x \neq 0 \). By Lemma 4.3 we have
\[
F(Q)Q = 0
\]
By Lemma 4.4 we have
\[
Q(1 \otimes Q)Q = (1 \otimes Q)Q(1 \otimes Q).
\]
Observe that the type I, II, III moves of \( Q \) are determined by Equation 16, 17, 18. Moreover, the relation is the same as that of the 2-box \( id \otimes (id - e) \) in the Bisch-Jones planar algebra with parameters \((\delta_a, \delta_b)\), where \( \delta_a \) is a square root of \( \delta \). Therefore \( P_\bullet \) is Bisch-Jones and \( \text{dim}(P_3) \leq 12 \).

**Remark.** The Bisch-Jones planar algebra with parameters \((\delta_a, \delta_b)\) is unshaded. It is a limit of BMW planar algebras as in the above proof.

Recall that \( R \) is determined up to a \( \pm \) sign. However, the duality coefficients \( D, E \) and \( G \) in the Yang-Baxter relation 11 are independent of the choice of \( \pm \). So they are invariants of the planar algebra. Moreover, the condition \( E = 1 \) distinguishes BMW planar algebras and Bisch-Jones planar algebras. Furthermore, the value of \( G = \pm 1 \) distinguishes \( O(N) \) and \( Sp(2N) \) for BMW; distinguishes the two unshaded Bisch-Jones planar algebras.

When \( \delta \neq 2G \), we have \( E = \frac{a^2 \delta - 1}{G \delta^2 - 2\delta} \). Then the planar algebra \( P_\bullet \) is uniquely determined by \( a, \delta, G \). Note that \( a, \delta \) are derived from the traces of the one 1-box and two 2-box minimal idempotents. Thus we can distinguish BMW planar algebras and Bisch-Jones planar algebras by the trace.

When \( \delta = 2G \), we have \( a^2 = \frac{1}{2} \). Up to the choice of \( \pm R, a \) is unique. In this case \( E \) is a free parameter. When \( \delta = 2 \), the planar algebra parameterized by \( E \) is BMW planar algebras subject to \( r = q \). We cannot distinguish BMW planar algebras and Bisch-Jones planar algebras by \( \delta \) and \( a \) in this case. The extended \( D \) subfactor planar algebra is both BMW and Bisch-Jones. The case \( \delta = -2 \) reduces to the case \( \delta = 2 \). Precisely, by the gauge transformation, the trace on \( m \)-boxes \( tr_m \) is replaced by \((-1)^m tr_m \). In particular, we can change \( \delta, a \) to \(-\delta, a \).

### 4.2. The generator is non-self-contragredient

In this section, we deal with the case \( R = -\overline{R} \). We eliminate the structure constants and duality coefficients by solving the polynomial equations derived from the consistency condition. It is unexpected that the circle parameter \( \delta \) survives after solving several equations. Only two subfactor planar algebra were known in this family, the group subfactor planar algebra \( Z_3 \) and the example (4) in Section 3.2. One has to construct these (subfactor) planar algebras by skein theory. We prove the consistency of this parameterized relation in Section 5 and construct a new parameterized planar algebra \( P_\bullet \). We find out all values of the parameter for which \( P_\bullet \) has positivity and constructed a sequence of subfactor planar algebras in Section 8 based on the results in Sections 6 and 7. The algebraic presentation of \( P_\bullet \) is given in the Appendix A.

When \( R = -\overline{R} \), we have \( R^2 = \overline{R}^2 = aR + id - e = -aR + id - e \). So \( a = 0 \) and \( R^2 = id - e \). Similarly we have \( a' = 0 \) and \( F(R)^2 = -id + e \). So \( R R = -\delta e + \frac{1}{\delta} id \).
Theorem 4.6 (Classification 2). Suppose $\mathcal{P}_*$ is a non-degenerate planar algebra generated by $R$ in $\mathcal{P}_{2, +}$ with a Yang-Baxter relation, $\dim(\mathcal{P}_{3, \pm}) = 15$, $R$ is uncappable, $R = -R$, $R^2 = id - e$, $F(R)^2 = -id + e$, and

$$
\begin{align*}
\begin{align*}
\mathcal{X} &= A \mathcal{X} + B \mathcal{Y} + C(\mathcal{Z} + \mathcal{W} + \mathcal{V}) + D(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) + E(\mathcal{X} + \mathcal{Y} + \mathcal{W}) + F(\mathcal{X} + \mathcal{Y} + \mathcal{V}) + G \mathcal{X} \\
\end{align*}
\end{align*}
\right)
$$

Then

$$
\begin{align*}
\begin{cases}
G = \pm i \\
A = 0 \\
B = 0 \\
C = 0 \\
D = -\frac{1}{G\delta^2} \\
E = -\frac{1}{\delta^2} \\
F = 0
\end{cases}
\end{align*}
$$

Proof. See Appendix C.3.

Corollary 4.7. The planar algebra $\mathcal{P}_*$ is unshaded with the relation $G\mathcal{F}(R) = R$.

Proof. Note that $G\mathcal{F}(R)$ in $\mathcal{P}_{2, -}$ satisfies the same type I, II, III moves as $R$. Thus the identification between $R$ and $G\mathcal{F}(R)$ extends to a symmetric self-duality. Therefore $\mathcal{P}_*$ is unshaded by identifying $G\mathcal{F}(R)$ as $R$. □

5. Consistency

In this section, we are going to construct the one-parameter family of unshaded planar algebras whose generator and relations are given in Theorem 4.6 and Corollary 4.7. We only work for the case $G = i$. The case $G = -i$ is given by its complex conjugate.

First we construct the planar algebra $\mathcal{C}_*$ in terms of $\delta$, and $\delta \in \mathbb{R}$. Then we replace $\delta$ by $q$, and the planar algebra can be defined over the field $\mathbb{C}(q)$. (The relation between $\delta$ and $q$ is given by $q = \frac{i + \delta}{\sqrt{1 + \delta^2}}$ and $\delta = \frac{i(q + q^{-1})}{q - q^{-1}}$.)

Definition 5.1. Let us define $\mathcal{C}_*$ to be the unshaded general planar algebra generated by a 2-box $R = (\delta)$ with the following relations: $\mathcal{F}(R) = -iR$; $R$ is uncappable; $R^2 = id - e$; and

$$
\begin{align*}
\begin{align*}
\mathcal{X} &= \frac{i}{\sqrt{2}}(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) - \frac{1}{\sqrt{2}}(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) + \frac{i}{\sqrt{2}} \mathcal{X} \\
\end{align*}
\end{align*}
$$

To show the consistency, it is enough to find a partition function for the universal planar algebra generated by a 2-box $R$, such that (type I, II moves and) the Yang-Baxter relation are in the kernel of the partition function. As we mentioned, the evaluation algorithm of the Yang-Baxter relation is
global. We can not defined the partition function as the average of all complexity reducing evaluations. This is different from the case for local evaluation algorithms. We will define the partition function globally on closed diagrams by induction on the number of labels $R$. To introduce the globally defined partition function, let us solve the Yang-Baxter equation for $C$ first.

**Lemma 5.2.** Take $\tilde{A} \in C_2$, $\tilde{B} \in C_2$,

\[
\tilde{A} = a_1 \begin{array}{c} \bigcirc \end{array} + a_2 \begin{array}{c} \bigcirc \end{array} + a_3 \begin{array}{c} \bigcirc \end{array}, \quad a_3 \neq 0; \\
\tilde{B} = b_1 \begin{array}{c} \bigcirc \end{array} + b_2 \begin{array}{c} \bigcirc \end{array} + b_3 \mathcal{F}(\begin{array}{c} \bigcirc \end{array}), \quad b_3 \neq 0,
\]

and $A = \tilde{A} \otimes 1$, $B = 1 \otimes \tilde{B}$. If $\dim(C_3) = 15$, then $ABA = BAB$ if and only if

\[
a_1 = b_1, a_2 = b_2, b_3 = ia_3, a_1^2 = -\frac{a_3^2}{\delta^2}, a_2^2 = \frac{a_3^2}{\delta^2}.
\]

**Proof.** See Appendix C.4

Observe that the 2-box solution of the Yang-Baxter equation in Lemma 5.2 satisfies the Hecke relation in Section 2.5. We will define the partition function on the universal planar algebra generated by $R$ using the HOMFLY-PT polynomial. Note that the braid generator $\begin{array}{c} \bigcirc \end{array}$ of the Hecke algebra and the Jones projection $\frac{1}{\delta} \begin{array}{c} \bigcirc \end{array}$ have incompatible orientations on the boundary. So the braid and the Jones projection cannot be interpreted as diagrams simultaneously. These make the definition of the partition function complicated. If one wants to prove that the Yang-Baxter relation is in the kernel of the partition function directly, the proof will be incredibly tedious.

We give a new method to reduce the algorithmic complexity by constructing several intermediate quotients from the universal planar generated by $R$ to the quotient $C$. We prove that the relations of the generator $R$ are in the kernel of the partition function on these quotients step by step. This method helps us to utilize repeating data in the proof. One should keep in mind that the 2-box solution of the Yang-Baxter equation in $C$ no longer satisfies the Yang-Baxter equation on these intermediate quotients.

Now let us assume $\delta \in \mathbb{R}$ and define these intermediate quotients from the universal planar generated by the 2-box to the quotient $C$.

**Definition 5.3.** Let $C'$ be the universal planar algebra generated by a single 2-box $R$.

**Definition 5.4.** Let $\text{Ann}_j^i(n)$ be the set of annular tangles labeled by $n$ copies of $R$ from $C_i$ to $C_j$.

**Definition 5.5.** Let $C''$ be the general planar algebra generated by a single 2-box $R$ such that

\[
\bigcirc = \delta, \quad \mathcal{F}(R) = -iR.
\]

**Definition 5.6.** Let us define

\[
\begin{array}{c} \bigcirc \end{array} = \frac{i}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array} + \frac{1}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array} + \frac{\delta}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array}, \quad (20) \\
\begin{array}{c} \bigcirc \end{array} = -\frac{i}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array} + \frac{1}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array} + \frac{\delta}{\sqrt{1 + \delta^2}} \begin{array}{c} \bigcirc \end{array}. \quad (21)
\]

Notation 5.7. Take $D = \frac{\delta}{\sqrt{1 + \delta^2}}$, $r = \frac{\delta i + 1}{\sqrt{1 + \delta^2}}$, $q = \frac{i + \delta}{\sqrt{1 + \delta^2}}$, we have $|r| = |q| = 1$.

Definition 5.8. Let us define
$$R_1 = \infty,$$
$$R_2 = \bigcirc - (\left|\bigcirc\right| - \frac{1}{\delta} \bigcirc),$$
$$R_3 = \bigcirc - \left(\frac{i}{\delta^2}(\bigcirc + \bigcirc + \bigcirc) - \frac{1}{\delta^2}(\left|\bigcirc\right| + \bigcirc + \bigcirc) + i \bigcirc\right),$$
then $F(R_3) = -R_3$ in $C''$.

Notation 5.9. Let us define the general planar algebras $C'' = C' \setminus \{R_1\}$, $C''' = C'' \setminus \{R_2\}$. Then $C = C''' \setminus \{R_3\}$.

On these intermediate quotients, we have the following relations for $\bigcirc$.

Lemma 5.10. The following relations hold in $C'$$'$,

- Fourier relation: $\bigcirc = i \bigcirc$,
- Hecke relation: $\bigcirc - \bigcirc = (q - q^{-1}) \left|\bigcirc\right|$, $\bigcirc - \bigcirc^{-1} = DR_1$;
- Reidemeister moves I: $\bigcirc - r = DR_1$; $\bigcirc - r^{-1} = DR_1$.

Proof. They follow from the definitions.

Lemma 5.11. The following relations hold in $C''$$''$,

- Reidemeister moves II: $\bigcirc - \bigcirc = D^2 R_2$; $\bigcirc - \bigcirc = D^2 R_2$;
- $\bigcirc - \bigcirc = D^2 R_2$; $\bigcirc - \bigcirc = D^2 R_2$.

The other four Reidemeister moves II can be obtained by a 2-click rotation.

Proof.
$$\bigcirc - \bigcirc = \left(\frac{i}{\sqrt{1 + \delta^2}} \left|\bigcirc\right| + \frac{1}{\sqrt{1 + \delta^2}} \bigcirc + D \bigcirc\right) \times$$
$$\times \left(-\frac{i}{\sqrt{1 + \delta^2}} \left|\bigcirc\right| + \frac{1}{\sqrt{1 + \delta^2}} \bigcirc + D \bigcirc\right) - \left|\bigcirc\right|$$
$$= D^2 \bigcirc + \left(\left(\frac{1}{\sqrt{1 + \delta^2}}\right)^2 - 1\right) \left|\bigcirc\right| + \left(\frac{1}{\sqrt{1 + \delta^2}}\right)^2 \bigcirc$$
$$= D^2 \left(\bigcirc - \bigcirc + \frac{1}{\delta} \bigcirc\right)$$
$$= D^2 R_2.$$
Taking the complex conjugate of the above equation, we have
\[ \bar{\mathcal{R}} = D^2 R_2. \]
Applying the Fourier relation in Lemma 5.10, we have
\[ \bar{\mathcal{R}} = D^2 R_2; \quad \mathcal{R} = D^2 R_2. \]

Lemma 5.12. The following relations hold in \( \mathfrak{C}' \):

Reidemeister moves III:
\[ \mathcal{R} - \bar{\mathcal{R}} = D^3 i^3 R_3; \quad \mathcal{R} - \mathcal{R} = D^3 i^3 R_3. \]
The other 46 Reidemeister moves III also hold.

Remark. There are 8 different orientations of the three strings, but only 2 up to rotations. For each orientation, there are 8 choices of the three braids, but only 6 of them admit a Reidemeister move III. So we have 48 Reidemeister moves III in total.

Proof. By the computation in Lemma 5.2, we have
\[ \mathcal{R} - \bar{\mathcal{R}} = D^3 i^3 R_3. \]
By the Hecke relation in Lemma 5.10 and the Reidemeister moves II in Lemma 5.11, we can change the layer of strings and obtain the other 5 Reidemeister moves III with the same boundary orientation, such as
\[ \mathcal{R} - \bar{\mathcal{R}} = D^3 i^3 R_3. \]
Applying the Fourier relation in Lemma 5.10, we can switch the orientation of the string at the bottom of a Reidemeister moves III, such as
\[ \mathcal{R} - \bar{\mathcal{R}} = D^3 i^3 R_3. \]
Once again applying the Hecke relation in Lemma 5.10 and the Reidemeister moves II in Lemma 5.11, we obtain the other 5 Reidemeister moves III with the same boundary orientation but different layers of strings, such as
\[ \mathcal{R} - \bar{\mathcal{R}} = D^3 i^3 R_3. \]
Note that \( \mathcal{F}(R_3) = -R_3 \), we can derive the other Reidemeister moves III with different orientations by rotations. \( \square \)

Proposition 5.13. The following relations hold in \( \mathfrak{C}' \):

the Hecke relation:
\[ \mathcal{R} - \bar{\mathcal{R}} = (q - q^{-1}) \mathcal{I}. \]

Reidemeister moves I:
\[ \circ = r; \quad \circ = r^{-1}; \]

Reidemeister moves II:
\[ \mathcal{R} = \mathcal{R}; \quad \mathcal{R} = \mathcal{R}; \]

Reidemeister moves III:
\[ \mathcal{R} = \mathcal{R}; \quad \mathcal{R} = \mathcal{R}; \]
Other Reidemeister moves II, III with different layers and orientations of strings also hold.

**Proof.** They follow from Lemmas 5.10, 5.11, 5.12. □

Our purpose is to construct a partition function of $C'_\bullet$, such that it is well-defined on the quotient $C_\bullet$. By Proposition 5.10, the restriction of the partition function on link diagrams in $C'_\bullet$ has to be the HOMFLY-PT polynomial. Due to the relations $\bigcirc = \delta, F(R) = -iR$ and linearity, the partition function is uniquely determined by $\delta$. By this observation, we can define the partition function inductively. By linearity, we only need to define the partition function on closed diagrams labeled by $R$.

Now let us define a partition function $\zeta$ of $C'_\bullet$ by induction on the number $n$ of labels $R$ in a closed diagram.

When $n = 0$, we define $\zeta$ on closed Templey-Lieb diagrams to be the evaluation map with respect to the relation $\bigcirc = \delta$.

Suppose $\zeta$ is defined on any closed diagram with at most $n - 1$ labels $R$, $n \geq 1$. Let us define $\zeta(T)$ for a closed diagram $T$ with $n$ labels $R$ by the following process.

Considering $R$ in the diagram $T$ as $R_R R$, a crossing with a label $R$ indicating the position of $. Then $T$ consists of $k$ immersed circles intersecting at $R$’s. Let $\pm(T)$ be the set of $2^k$ choices of orientations of the $k$ circles. For an orientation $\sigma \in \pm(T)$, let $T_\sigma$ be the corresponding oriented diagram. Let $\pm(\sigma)$ be the set of $2^n$ choices of replacing the $n$ copies of the oriented crossing $R$ of $T(\sigma)$ by a braid $R$ or $R$. For a choice $\gamma \in \pm(\sigma)$, we obtain an oriented link $T_\sigma,\gamma$ by replacing the crossings.

Substituting $R$ and $R$ of $T_\sigma,\gamma$ by Equations (20) and (21), i.e.,

\[
\begin{align*}
R &= \frac{i}{\sqrt{1+\delta^2}} \bigg| + \frac{1}{\sqrt{1+\delta^2}} \bigg| + D R \\
R &= -\frac{i}{\sqrt{1+\delta^2}} \bigg| + \frac{1}{\sqrt{1+\delta^2}} \bigg| + D R
\end{align*}
\]

we have a decomposition of $T_\sigma,\gamma$ as

\[
T_{\sigma,\gamma} = \sum_{j=1}^{3^n} T_{\sigma,\gamma}(j)
\]

such that each $T_{\sigma,\gamma}(j)$, $2 \leq j \leq 3^n$, is a scalar multiple of a diagram with at most $n - 1$ labels $R$, and $T_{\sigma,\gamma}(1)$ is $D^n$ times a diagram with $n$ labels $R$. Moreover, we can apply the Fourier transform to the $n$ labels $R$ of this diagram $W_\sigma$ times in total, such that this diagram becomes $T$. Note that $W_\sigma$ mod 4 only depends on $\sigma$.

Recall that $Z(T_{\sigma,\gamma}(j))$, for $2 \leq j \leq 3^n$, have been defined by induction. Let us define $\zeta_{\sigma,\gamma}(T)$ by the following equality,

\[
\text{HOMFLY}_{q,r}(T_{\sigma,\gamma}) = D^n i^{W_\sigma} \zeta_{\sigma,\gamma}(T) + \sum_{j=2}^{3^n} \zeta(T_{\sigma,\gamma}(j)).
\]
Let us define \( \zeta(T) \) as

\[
\zeta(T) = \frac{1}{2^n 2^k} \sum_{\sigma \in \pm(T)} \sum_{\gamma \in \pm(\sigma)} \zeta_{\sigma,\gamma}(T).
\] (23)

By induction and a linear extension, we obtain a function \( \zeta \) on \( \mathcal{C}_\bullet \).

Now let us prove that the function \( \zeta \) is a partition function on \( \mathcal{C}_\bullet \) by passing to the intermediate quotients one by one.

**Lemma 5.14.** The element \( \bigcirc - \delta \) is in \( \text{Ker}(\zeta) \), the kernel of \( \zeta \). Thus the function \( \zeta \) is a partition function of \( \mathcal{C}_\bullet \) with circle parameter \( \delta \).

**Proof.** Let \( T \) be a disjoint union of two closed diagram \( T^1 \) and \( T^2 \).

Case 1: \( T^1 \) and \( T^2 \) are Temperley-Lieb. Obviously \( \zeta(T) = \zeta(T^1)\zeta(T^2) \).

Case 2: \( T^1 \) (or \( T^2 \)) is Temperley-Lieb. Note that 

\[
\text{HOMFLY}_{q,r}(T) = \zeta(\bigcirc),
\]

so \( \text{HOMFLY}_{q,r} \) coincide with \( \zeta \) on closed Temperley-Lieb-Jones diagrams. By an induction on the number of \( R \)'s in \( T^2 \), we have that 

\[
\zeta(T) = \zeta(T^1)\zeta(T^2).
\]

The general case: Note that the choices of orientations and braids in the definition of \( \zeta \) are independent on disjoint components. Moreover, the value of the HOMFLY-PT polynomial of the union of two disjoint links is the multiplication of that of the two links. By an induction on the number of \( R \)'s in \( T^1 \) and \( T^2 \), we have that 

\[
\zeta(T) = \zeta(T^1)\zeta(T^2).
\]

Recall that 

\[
\zeta(\bigcirc) = \delta,
\]

so 

\[
\zeta(T) = \zeta(T^1)\zeta(T^2).
\]

\( \square \)

**Lemma 5.15.** The element \( R - i\mathcal{F}(R) \) is in \( \text{Ker}(\zeta) \). Therefore \( \zeta \) passes to the quotient \( \mathcal{C}''_\bullet \).

**Proof.** For an annular tangle \( \Psi \in \text{Ann}_2^0(n) \), take \( T^0 = \Psi(R) \), \( T^1 = \Psi(\mathcal{F}(R)) \). Then the choices of orientations and braids of \( T^0 \) coincide with those of \( T^1 \), i.e., \( \pm(T^0) = \pm(T^1) \). For any \( \sigma \in \pm(T^0) \), and \( \gamma \in \pm(\sigma) \), by Equation (22), we have

\[
\text{HOMFLY}_{q,r}(T^m_{\sigma,\gamma}) = D_{\sigma,\gamma}^{n+1} W_{\sigma}^m \zeta_{\sigma,\gamma}(T^m) + \sum_{j=2}^{3^n} \zeta(T^m_{\sigma,\gamma}(j)),
\]

for some elements \( T^m_{\sigma,\gamma}(j) \) with at most \( n - 1 \) labels \( R \), \( 2 \leq j \leq 3^n \), \( m = 0, 1 \). Note that

\[
T^0_{\sigma,\gamma} = T^1_{\sigma,\gamma}, \quad T^0_{\sigma,\gamma}(j) = T^1_{\sigma,\gamma}(j), \quad \forall \ 2 \leq j \leq 3^n, \quad W^0_{\sigma} + 1 = W^1_{\sigma},
\]

so

\[
\zeta_{\sigma,\gamma}(T^0) = i \zeta_{\sigma,\gamma}(T^1).
\]

By Equation (23), we have

\[
\zeta(T^0) = i \zeta(T^1), \quad \text{i.e.,} \quad \zeta(\Psi(R - i\mathcal{F}(R))) = 0.
\]

So \( R - i\mathcal{F}(R) \in \text{Ker}(\zeta) \). \( \square \)

**Lemma 5.16.** The element \( R_1 \) is in \( \text{Ker}(\zeta) \). Therefore \( \zeta \) passes to the quotient \( \mathcal{C}'''_\bullet \).
Proof. Let us prove that \( R_1 \in \text{Ker}(\zeta) \) by an inductive argument.

For an annular tangle \( \Psi^0 \in \text{Ann}_{1}^0(0) \), take \( T^0 = \Psi^0(\infty) \). For any \( \sigma \in \pm(T^0) \) and \( \gamma \in \pm(\sigma) \), if \( \infty \) is replaced by \( \infty \) in \( T^0_{\sigma,\gamma} \), then by Equation (22) and the Reidemeister Move I

\[ \infty - r = DR_1 \tag{24} \]

in Lemma 5.10, we have

\[ \text{HOMFLY}_{q,r}(\Psi^0(\infty)) = D\zeta_{\sigma,\gamma}(T^0) + \zeta(\Psi^0(r)) \]

Note that

\[ \text{HOMFLY}_{q,r}(\Psi^0) = \text{HOMFLY}_{q,r}(\Psi^0) = \zeta(\Psi^0) \]

so \( \zeta_{\sigma,\gamma}(T^0) = 0 \). If \( \infty \) is replaced by \( \infty \), \( \infty \), or \( \infty \), then we still have \( \zeta_{\sigma,\gamma}(T) = 0 \) by applying the corresponding Reidemeister Move I in Lemma 5.10 to a similar argument. Therefore \( \zeta(T^0) = 0 \), i.e., \( \zeta(\Psi^0(R_1)) = 0 \) by Equation 23.

Suppose \( \zeta(\Psi^k(R_1)) = 0, \forall \Psi^k \in \text{Ann}_{1}^0(k), k < n \), for some \( n > 0 \). For an annular tangle \( \Psi^n \in \text{Ann}_{1}^0(n) \), take \( T = \Psi^n(\infty) \). For any \( \sigma \in \pm(T) \) and \( \gamma \in \pm(\sigma) \), let us define the annular tangle \( \Psi^n_{\sigma,\gamma} \) to be the restriction of \( T_{\sigma,\gamma} \) on \( \Psi^n \). Replacing the braids of \( \Psi^n_{\sigma,\gamma} \) by Equations (20), (21), we have a decomposition of \( \Psi^n_{\sigma,\gamma} \) as

\[ \Psi^n_{\sigma,\gamma} = \sum_{j=1}^{3^n} \Psi^n_{\sigma,\gamma}(j), \]

such that each \( \Psi^n_{\sigma,\gamma}(j), 2 \leq j \leq 3^n \), is a scalar multiple of an annular tangle with at most \( n - 1 \) labels \( R \), and \( \Psi^n_{\sigma,\gamma}(1) \) is \( D^n \) times an annular tangle with \( n \) labels \( R \).

If \( \infty \) is replaced by \( \infty \) in \( T_{\sigma,\gamma} \), then by Equation (22) and the Reidemeister Move I (24), we have

\[ \text{HOMFLY}_{q,r}(\Psi^n_{\sigma,\gamma}(\infty)) = D^n_{i} W_{\tilde{\sigma},\tilde{\gamma}}(D\zeta_{\sigma,\gamma}(T) + \zeta(\Psi^n(r))) + \sum_{j=2}^{3^n} \zeta(\Psi^n_{\sigma,\gamma}(j)(\infty)). \tag{25} \]

On the other hand

\[ \text{HOMFLY}_{q,r}(\Psi^n_{\sigma,\gamma}(\infty)) = D^n_{i} W_{\tilde{\sigma},\tilde{\gamma}}(\zeta_{\sigma,\gamma}(\Psi^n(\infty))) + \sum_{j=2}^{3^n} \zeta(\Psi^n_{\sigma,\gamma}(j)(\infty)), \tag{26} \]

where \( \tilde{\sigma}, \tilde{\gamma} \) are the choices of orientations and braids of \( \Psi^n \) corresponding to \( \sigma, \gamma \) for \( T \).

By induction and the Reidemeister Move I (24), we have

\[ \zeta(\Psi^n_{\sigma,\gamma}(j)(\infty)) - r \zeta(\Psi^n_{\sigma,\gamma}(j)(\infty)) = D\Psi^n_{\sigma,\gamma}(j)(R_1) = 0 \]

for \( 2 \leq j \leq 3^n \). Moreover,

\[ \text{HOMFLY}_{q,r}(\Psi^n_{\sigma,\gamma}(\infty)) = \text{HOMFLY}_{q,r}(\Psi^n_{\sigma,\gamma}(\infty)). \]
So Equation (25)-r(26) implies
\[ \zeta_{\sigma,\gamma}(T) + r(\zeta(\Psi_n(\cdot)) - \zeta_{\sigma,\gamma}(\Psi_n(\cdot))) = 0. \] (27)

If \( \sigma \) is replaced by \( \overline{\sigma} \) or \( \overline{\overline{\sigma}} \), then we still have Equation (27) by applying the corresponding Reidemester Move I in Lemma 5.10 to a similar argument.

Note that \( \sigma \rightarrow \overline{\sigma} \) is a bijection from \( \pm(\Psi_n(\cdot)) \) to \( \pm(\overline{\sigma}) \). Summing over all \( \sigma,\gamma \) for Equation (27), we have \( \zeta(T) = 0 \), i.e., \( \zeta(\Psi(R_1)) = 0 \) by Equation (23).

By induction, we have \( \zeta(\Psi(R_1)) = 0 \), for any annular tangle \( \Psi \). So \( R_1 \in \text{Ker}(\zeta) \) and \( \zeta \) passes to the quotient \( C^{'''} \).

**Lemma 5.17.** The element \( R_2 \) is in \( \text{Ker}(\zeta) \). Therefore \( \zeta \) passes to the quotient \( C^{'''} \).

**Proof.** The proof is a similar inductive argument as in the proof of Lemma 5.16.

For an annular tangle \( \Psi^0 \in \text{Ann}_{2}(0) \), take \( T^0 = \Psi^0(\text{\ }) \). For any \( \sigma \in \pm(T^0) \) and \( \gamma \in \pm(\sigma) \), if \( \text{\ } \) is replaced by \( \text{\ } \) in \( T^0_{\sigma,\gamma} \), then by Equation (22) and the Reidemester Move II
\[ \text{\ } - \text{\ } = D^2R_2 \] (28)
in Lemma 5.11, we have
\[ \text{HOMFLY}_{q,r}(\Psi^0(\text{\ })) = D^2(\zeta_{\sigma,\gamma}(T^0) + \zeta(\Psi^0(R_2 - \text{\ })) + \zeta(\Psi^0(\text{\ }))) \].

Note that
\[ \text{HOMFLY}_{q,r}(\Psi^0(\text{\ })) = \text{HOMFLY}_{q,r}(\Psi^0(\text{\ } \text{\ })) = \zeta(\Psi^0(\text{\ })) \],
so
\[ \zeta_{\sigma,\gamma}(T^0) + \zeta(\Psi^0(R_2 - \text{\ })) = 0. \] (29)

If \( \text{\ } \) is replaced by the other 7 possibilities, then we still have \( \zeta(\Psi^0(R_2)) = 0 \) by applying the corresponding Reidemester Move II in Lemma 5.11 to a similar argument.

Summing over all \( \sigma,\gamma \), we have \( \zeta(\Psi^0(R_2)) = 0 \).

Suppose
\[ \zeta(\Psi^k(R_2)) = 0, \forall \Psi^k \in \text{Ann}_{2}(k), k < n, \]
for some \( n > 0 \). For an annular tangle \( \Psi^n \in \text{Ann}_{2}(n) \), take \( T = \Psi^n(\text{\ }) \). For any \( \sigma \in \pm(T) \) and \( \gamma \in \pm(\sigma) \), let
\[ \Psi^n_{\sigma,\gamma} = \sum_{j=1}^{n} \Psi^n_{\sigma,\gamma}(j), \]
be the same decomposition as the one in the proof of Lemma 5.16.

If \( \text{\ } \) is replaced by \( \text{\ } \) in \( T_{\sigma,\gamma} \), then by Equation (22), we have
\[ \text{HOMFLY}_{q,r}(\Psi^n_{\sigma,\gamma}(\text{\ })) = D^n_i W_n \left( D^2\zeta_{\sigma,\gamma}(T) + \zeta(\Psi^n(\text{\ } - D^2 \text{\ })) \right) + \sum_{j=2}^{3^n} \zeta(\Psi^n_{\sigma,\gamma}(j)(\text{\ } \text{\ } \text{\ })). \] (30)
On the other hand
\[
\text{HOMFLY}_{q,r}(\Psi^n_{\tilde{\sigma},\tilde{\gamma}}(\Box)) = D^n \mathcal{W}_r(\zeta_{\sigma,\tilde{\gamma}}(\Psi^n(\Box))) + \sum_{j=2}^{3^n} \Psi^n_{\tilde{\sigma},\tilde{\gamma}}(j)(\Box),
\]
(31)
where \(\tilde{\sigma},\tilde{\gamma}\) are the choices of orientations and braids of \(\Psi^n(\Box)\) corresponding to \(\sigma,\gamma\) for \(T\). By induction and the Reidemester Move II \([28]\), we have
\[
\Psi^n_{\tilde{\sigma},\tilde{\gamma}}(j)(\Box) - \Psi^n_{\tilde{\sigma},\tilde{\gamma}}(j)(\Box) = D^n \Psi^n_{\tilde{\sigma},\tilde{\gamma}}(j)(R_2) = 0
\]
for \(2 \leq j \leq 3^n\). Moreover,
\[
\text{HOMFLY}_{q,r}(\Psi^n_{\tilde{\sigma},\tilde{\gamma}}(\Box)) = \text{HOMFLY}_{q,r}(\Psi^n_{\tilde{\sigma},\tilde{\gamma}}(\Box)).
\]
So Equation (30)-(31) implies
\[
D^n \zeta_{\sigma,\gamma}(T) + \zeta(\Psi^n(\Box)) - D^n \zeta_{\tilde{\sigma},\tilde{\gamma}}(\Psi^n(\Box)) = 0.
\]
(32)
By the Reidemester Move II \([28]\), we have
\[
D^n \left(\zeta_{\sigma,\gamma}(T) - \zeta(\Psi^n(\Box))\right) + \zeta(\Psi^n(\Box)) - D^n \zeta_{\tilde{\sigma},\tilde{\gamma}}(\Psi^n(\Box)) + D^n \zeta(\Psi^n(R_2)) = 0.
\]
(33)

If \(\Box\) is replaced by the other 7 possibilities, then we still have Equation (33) by applying the corresponding Reidemester Move II in Lemma \([5.11]\) to a similar argument.

Note that \(\sigma \rightarrow \tilde{\sigma}\) is a bijection from \(\pm(\Psi^n(\Box))\) to \(\pm(\Psi^n(\Box))\), and \(\gamma \rightarrow \tilde{\gamma}\) is a 4-fold cover from \(\pm(\gamma)\) to \(\pm(\tilde{\sigma})\). Recall that \(T = \Psi^n(\Box)\). Summing over all \(\sigma,\gamma\) for Equation (33), we have
\[
\zeta(\Psi^n(R_2)) = 0\]
by Equation (23).

By induction, we have \(\zeta(\Psi(R_2)) = 0\), for any annular tangle \(\Psi\). So \(R_2 \in \text{Ker}(\zeta)\) and \(\zeta\) passes to the quotient \(D^m\).

□

Lemma 5.18. The element \(R_3\) is in \(\text{Ker}(\zeta)\). Therefore \(\zeta\) passes to the quotient \(D^m\).

Proof. The proof is a similar inductive argument as in the proof of Lemma \([5.16, 5.17]\).

For an annular tangle \(\Psi^0 \in \text{Ann}_3(0)\), take \(T^0 = \Psi^0(\Box)\). For any \(\sigma \in \pm(T^0)\) and \(\gamma \in \pm(\sigma)\), if \(\Box\) is replaced by \(\Box\) in \(T^0_{\sigma,\gamma}\), then by Equation (22), we have
\[
\text{HOMFLY}_{q,r}(\Psi^0(\Box)) = D^3 \zeta_{\sigma,\gamma}(T^0) + \zeta(\Psi^0(\Box) - D^3 R_3(\Box)).
\]

On the other hand, take \(S^0 = \Psi^0(\Box)\) and \(\tilde{\sigma} \in \pm(S^0), \tilde{\gamma} \in \pm(\tilde{\sigma})\) such that \(S_{\tilde{\sigma},\tilde{\gamma}}\) is isotopic to \(T_{\sigma,\gamma}\) by a Reidemester move III. Then by Equation (22), we have
\[
\text{HOMFLY}_{q,r}(\Psi^0(\Box)) = D^3 \zeta_{\tilde{\sigma},\tilde{\gamma}}(S^0) + \zeta(\Psi^0(\Box) - D^3 R_3(\Box)).
\]
Note that \(\text{HOMFLY}_{q,r}(\Psi^0(\Box)) = \text{HOMFLY}_{q,r}(\Psi^0(\Box))\). By the Reidemester Move III
\[
\Box - \Box = D^3 R_3
\]
(34)
in Lemma 5.12, we have
\[
i^3 \left( \zeta_{\sigma, \gamma}(T^0) - \zeta(\Psi^0(\text{\textbullet \textcircled{\textbullet}})) \right) - \left( \zeta_{\tilde{\sigma}, \tilde{\gamma}}(S^0) - \zeta(\Psi^0(\text{\textbullet \textcircled{\textbullet}})) \right) + i^3 \zeta(\Psi^0(R_3)) = 0. \tag{35}
\]
If \( \text{\textbullet \textcircled{\textbullet}} \) is replaced other 47 possibilities, then we still have Equation (35) by applying the corresponding Reidemeister Move III in Lemma 5.12 to a similar argument.

Note that \( \sigma \rightarrow \tilde{\sigma} \) is a bijection from \( \pm(T^0) \) to \( \pm(S^0) \), and \( \gamma \rightarrow \tilde{\gamma} \) is a bijection from \( \pm(\sigma) \) to \( \pm(\tilde{\sigma}) \). Summing over all \( \sigma, \gamma \), we have
\[
i^3 \left( \zeta(T^0) - \zeta(\Psi^0(\text{\textbullet \textcircled{\textbullet}})) \right) - \left( \zeta(S^0) - \zeta(\Psi^0(\text{\textbullet \textcircled{\textbullet}})) \right) + i^3 \zeta(\Psi^0(R_3)) = 0.
\]
Recall that \( T^0 = \Psi_0^0(\text{\textbullet \textcircled{\textbullet}}) \), \( S^0 = \Psi_0^0(\text{\textbullet \textcircled{\textbullet}}) \), so \( \zeta(\Psi_0^0(R_3)) = 0 \).

Suppose \( \zeta(\Psi^k(R_3)) = 0 \), \( \forall \Psi^k \in \text{Ann}_3(k) \), \( k < n \), for some \( n > 0 \). For an annular tangle \( \Psi^n \in \text{Ann}_3(0) \), take \( T = \Psi^n(\text{\textbullet \textcircled{\textbullet}}) \). For any \( \sigma \in \pm(T) \) and \( \gamma \in \pm(\sigma) \), let
\[
\Psi^n_{\sigma, \gamma} = \sum_{j=1}^{3^n} \Psi^n_{\sigma, \gamma}(j),
\]
be the same decomposition as the one in the proof of Lemma 5.16.
If \( \text{\textbullet \textcircled{\textbullet}} \) is replaced by \( \text{\textbullet \textcircled{\textbullet}} \) in \( T_{\sigma, \gamma} \), then by Equation (22), we have
\[
\text{HOMFLY}_{q,r}(\Psi^n_{\sigma, \gamma}(\text{\textbullet \textcircled{\textbullet}})) = D^n i^\sigma W_{\sigma} \left( D^3 i^3 \zeta_{\sigma, \gamma}(T) + \zeta(\Psi^n(\text{\textbullet \textcircled{\textbullet}}) - D^3 i^3 \Psi^n(\text{\textbullet \textcircled{\textbullet}})) \right) + \sum_{j=2}^{3^n} \zeta(\Psi^n_{\sigma, \gamma}(j)(\text{\textbullet \textcircled{\textbullet}})). \tag{36}
\]
On the other hand, take \( S = \Psi^n(\text{\textbullet \textcircled{\textbullet}}) \), we have
\[
\text{HOMFLY}_{q,r}(\Psi^n_{\sigma, \gamma}(\text{\textbullet \textcircled{\textbullet}})) = D^n i^\sigma W_{\sigma} \left( D^3 i^3 \zeta_{\sigma, \gamma}(S) + \zeta(\Psi^n(\text{\textbullet \textcircled{\textbullet}}) - D^3 i^3 \Psi^n(\text{\textbullet \textcircled{\textbullet}})) \right) + \sum_{j=2}^{3^n} \zeta(\Psi^n_{\sigma, \gamma}(j)(\text{\textbullet \textcircled{\textbullet}})). \tag{37}
\]
where \( \tilde{\sigma}, \tilde{\gamma} \) are the corresponding choices of orientations and braids of \( \Psi^n(\text{\textbullet \textcircled{\textbullet}}) \), such that \( \Psi^n_{\sigma, \gamma} = \Psi^n_{\tilde{\sigma}, \tilde{\gamma}} \).

By induction and the Reidemeister Move III (34), we have
\[
\zeta(\Psi^n_{\sigma, \gamma}(j)(\text{\textbullet \textcircled{\textbullet}})) - \zeta(\Psi^n_{\tilde{\sigma}, \tilde{\gamma}}(j)(\text{\textbullet \textcircled{\textbullet}})) = D^3 i^3 \zeta(\Psi^n_{\sigma, \gamma}(j)(R_3)) = 0,
\]
for \( 2 \leq j \leq 3^n \). Moreover,
\[
\text{HOMFLY}_{q,r}(\Psi^n_{\sigma, \gamma}(\text{\textbullet \textcircled{\textbullet}})) = \text{HOMFLY}_{q,r}(\Psi^n_{\sigma, \gamma}(\text{\textbullet \textcircled{\textbullet}})).
\]
Applying the Reidemester Move III \((34)\) to Equation \((36)-(37)\), we have
\[
i^{3} \left( \zeta_{\gamma}(T) - \zeta(\Psi^n(\overline{\times})) \right) - \left( \zeta_{\gamma}(S) - \zeta(\Psi^n(\overline{\times})) \right) + i^{3} \zeta(\Psi^n(R_3)) = 0. \tag{38}
\]

If \(\overline{\times}\) is replaced by the other 47 possibilities, then we still have Equation \((38)\) by applying the corresponding Reidemester Move III in Lemma \([5,12]\) to a similar argument.

Note that \(\sigma \rightarrow \overline{\sigma}\) is a bijection from \(\pm(T^0)\) to \(\pm(S^0)\), and \(\gamma \rightarrow \overline{\gamma}\) is a bijection from \(\pm(\sigma)\) to \(\pm(\overline{\sigma})\). Summing over all \(\sigma, \gamma\), we have
\[
i^{3} \left( \zeta(T) - \zeta(\Psi^n(\overline{\times})) \right) - \left( \zeta(S) - \zeta(\Psi^n(\overline{\times})) \right) + i^{3} \zeta(\Psi^n(R_3)) = 0.
\]

Recall that \(T = \Psi^n(\overline{\times}), S = \Psi^n(\overline{\times})\), so \(\zeta(\Psi^0(R_3)) = 0\).

By induction, we have \(\zeta(\Psi(R_1)) = 0\), for any annular tangle \(\Psi\). So \(R_2 \in \text{Ker}(\zeta)\) and \(\zeta\) passes to the quotient \(\mathcal{C}_\bullet\). \(\square\)

**Theorem 5.19** (Consistency). *The general planar algebra \(\mathcal{C}_\bullet\) is a planar algebra over \(\mathbb{C}\) for any \(\delta \in \mathbb{R}\).*

**Proof.** The general planar algebra \(\mathcal{C}_\bullet\) is evaluable by Theorem \([3,3]\). By Lemma \([5,18]\) the partition function \(\zeta\) passes to the quotient \(\mathcal{C}_\bullet\). So any evaluation of a closed diagram \(T\) is \(\zeta(T)\). \(\square\)

Recall that \(q = \frac{i + \delta}{\sqrt{1 + \delta^2}}\), so \(\delta = \frac{i(q^2 + 1)}{q - q^{-1}}\), \(r = iq^{-1}\). Therefore the Yang-Baxter relation \((19)\) for \(\mathcal{C}_\bullet\) is also a relation over the field \(\mathbb{C}(q)\).

**Corollary 5.20.** *The general planar algebra \(\mathcal{C}_\bullet = \mathcal{C}(q)_\bullet\) is a planar algebra over \(\mathbb{C}(q)\).*

**Proof.** Over the field \(\mathbb{C}(q)\), any two evaluations of a closed diagram in \(\mathcal{C}_\bullet\) are two rational functions over \(q\). Moreover, the two rational functions have the same value for \(q = \frac{i + \delta}{\sqrt{1 + \delta^2}}, \delta \in \mathbb{R}\) by Theorem \([5,19]\), so they are the same. Therefore the Yang-Baxter relation is consistent over \(\mathbb{C}(q)\). \(\square\)

6. REPRESENTATIONS

We have constructed the planar algebra \(\mathcal{C}_\bullet\) over the field \(\mathbb{C}(q)\). The next step is to find out all values of \(q\), such that the planar algebra \(\mathcal{C}_\bullet\) has a positive partition function with respect to an involution \(*\). Then (the quotient of) \(\mathcal{C}_\bullet\) is a subfactor planar algebra over the field \(\mathbb{C}\). It is easy to figure out the unique possible involution \(*\) on \(\mathcal{C}_\bullet\). It seems impossible to show that the partition function is positive directly. We prove the positivity by three steps:

1. We construct the matrix units of \(\mathcal{C}_\bullet\) over \(\mathbb{C}(q)\) in this Section. Its minimal idempotents are indexed by Young diagrams.

2. We compute the trace formula for the minimal idempotents of \(\mathcal{C}_\bullet\) over \(\mathbb{C}(q)\) in Section \([7]\). For a minimal idempotent labeled by a Young diagram \(\lambda\), its trace \(<\lambda>\) is given in Theorem \([1,2]\).

Technically, the construction of the matrix units relies on the trace formula. On the other hand, the computation of the trace formula relies on the construction of the matrix units. The order of constructing matrix units and computing the trace formula is special and very delicate.

3. The positivity of partition function can only be obtained at \(q = e^{\frac{iN\pi}{N+1}}\), for \(N \in \mathbb{N}^+\). When \(q = e^{\frac{iN\pi}{N+1}}\), \(\mathcal{C}_\bullet\) is not semisimple over \(\mathbb{C}\). (In this paper, it is semisimple means that it is a direct sum of full matrix algebras over a field \(k\).) We give a method to determine the semisimple quotient...
without knowing the presumed semi-simple quotients. We construct the semi-simple quotient \( C^N \) by showing that certain matrix units are still well-defined while passing from the field \( \mathbb{C}(q) \) to \( \mathbb{C} \). Then we prove that \( C \) has a positive partition function and the semi-simple quotient \( C^N \) is a subfactor planar algebra.

First let us prove that \( C \) is semisimple over \( \mathbb{C}(q) \) and construct its matrix units. Consequently, we obtain all irreducible representations of \( C_m \). They are indexed by Young diagrams with \( m' \) cells, \( m' \leq m \) with the same parity.

Recall that the braid \( \underbrace{\ \ldots \ }_n \) satisfies the Hecke relation, so \( C \) has a subalgebra \( H \), the Hecke algebra of type \( A \) with parameters \( q, r \) subject to \( r = iq^{-1} \). Moreover \( C_n / \mathcal{I}_n \cong H_n \), where \( \mathcal{I}_n \) is the two sided ideal of \( C_n \) generated by the Jones projection, namely the basic construction ideal. The Bratteli diagram of \( H_n \) is Young’s Lattice, denoted by \( YL \), so the principal graph of \( C_n \) is a subgraph of Young’s Lattice. To construct the matrix units of \( C \), we need to decompose minimal idempotents of \( C_n \) in \( C_{n+1} \). This decomposition can be derived from Wenzl’s formula for the basic construction for \( C_{n-1} \subset C_n \) and the branching formula for \( H_n \). The basic construction and Wenzl’s formula will work, if \( C_n \) is semisimple and the trace \( tr_n \) is non-degenerate.

To ensure the two conditions, let us take the ground field to be \( \mathbb{C}(q) \) first. We are going to prove that \( C \) over the field \( \mathbb{C}(q) \) is isomorphic to the string algebra of the Young’s Lattice starting from the empty Young diagram.

**Definition 6.1.** The string algebra \( YL_n \) of \( YL \) over the field \( \mathbb{C}(q) \) is an inclusion of semisimple algebras \( YL_n, n = 0, 1, \ldots \). Moreover, the basis of \( YL_n \) consists of all length \( 2n \) loops of \( YL \) starting from \( \emptyset \). The multiplication of \( YL_n \) is a linear extension of the multiplication of length \( 2n \) loops. The inclusion \( \iota : YL_n \rightarrow YL_{n+1} \) is a linear extension of

\[
\iota(t\tau^{-1}) = \sum_{s(e) = v} t e e^{-1} \tau^{-1},
\]

where \( t \) and \( \tau \) are length \( n \) paths from \( \emptyset \) to some vertex \( v \), and \( s(E) \) is the source vertex of the edge \( E \).

**Definition 6.2.** For \( n \geq 1 \), the vertices of \( YL \), whose distance to \( \emptyset \) is at most \( n - 1 \), and the edges between these vertices form a subgraph of \( YL \), denoted by \( YL^{n-1} \). Let \( IYL_n \) to be the subspace of \( YL_n \) whose basis consisting of all length \( 2n \) loops of \( YL^{n-1} \) starting from \( \emptyset \). Let \( HYL_n \) to be the subspace of \( YL_n \) whose basis consisting of all length \( 2n \) loops passing a vertex in \( YL \setminus YL^{n-1} \) starting from \( \emptyset \).

**Lemma 6.3.** The subspace \( IYL_n \) is a two sided ideal of \( YL_n, YL_n = IYL_n \oplus HYL_n \), and \( HYL_n \cong H_n \) as an algebra, for \( n \geq 1 \).

**Proof.** They follow from the definitions.

**Notation 6.4.** The elements \( x \otimes 1, x \otimes n, x \otimes \cup, \) are adding a string, a cap \( \cap \), a cup \( \cup \) to the right of \( x \) respectively.

**Theorem 6.5** (matrix units). Over the field \( \mathbb{C}(q) \), \( C \cong YL \) as a filtered algebra.

(A trace of a semisimple algebra is non-degenerate if and only if the trace of any minimal idempotent is non-zero.)

**Proof.** Note that \( TL_0 \) and \( C_0 \) are isomorphic to the ground field \( \mathbb{C}(q) \). We set up \( \omega_0 : YL_0 \rightarrow C_0 \) to be the isomorphism. Moreover, the minimal idempotent \( \emptyset \) is 1.

We are going to prove the following properties of \( C_m \) inductively for \( m \geq 1 \).
(1) \( \mathcal{C}_m \) is a finite dimensional semisimple algebra and its trace is non-degenerate. 
Then the two sided ideal \( \mathcal{I}_m \) is a finite dimensional semisimple algebra, so it has a unique 
maximal idempotent, called the support of \( \mathcal{I}_m \). Moreover, its support is central in \( \mathcal{C}_m \). 
Let \( s_m \) be the complement of the support of \( \mathcal{I}_m \).

(2) \( \mathcal{C}_m = \mathcal{I}_m \oplus s_m \mathcal{C}_m \), for a central idempotent \( s_m \in \mathcal{C}_m \) orthogonal to \( \mathcal{I}_m \) with respect \( tr_m \).

Note that \( \mathcal{C}_m \) has a subalgebra \( H_m \) generated by the braid \( \hat{y}_\lambda \). Moreover, \( s_m \) is central and 
\( s_m e_i = 0 \), for any \( 1 \leq i \leq m - 1 \), so \( s_m \mathcal{C}_m = s_m H_m \) by Proposition \[3.5\]. For each equivalence 
class of minimal idempotents of \( H_m \) corresponding to the Young diagram \( \lambda \), \( |\lambda| = m \), we have a 
minimal idempotent \( y_\lambda \) in \( H_m \) (see Section \[2.5\] for the construction of \( y_\lambda \)). Thus \( s_m y_\lambda \) is 
either a minimal idempotent of \( s_m H_m \) or zero.

(3) For any \( |\lambda| = m \), \( y_\lambda = s_m y_\lambda \) is a minimal idempotent in \( \mathcal{C}_m \) with a non-zero trace \( < \lambda > \).

For a length \( m \) path \( t \) in \( YL \) from \( 0 \) to \( \lambda \), take \( t' \) to be the first length \( (m - 1) \) sub path of \( t \) from \( 0 \) to \( \mu \). Let us define \( \hat{P}_t^\pm \) by induction as follows,

\[
\begin{align*}
\hat{P}_0^+ &= 0 \\
\hat{P}_t^+ &= (\hat{P}_{t'}^+ \otimes 1)\rho_{\mu<\lambda}y_\lambda, & \text{when } \mu < \lambda \\
\hat{P}_t^- &= (\hat{P}_{t'}^- \otimes 1)(\rho_{\mu<\lambda} \otimes 1)(y_\lambda \otimes \cap), & \text{when } \mu > \lambda \\
\hat{P}_{t'}^- &= \hat{P}_{t'}^+ \rho_{\mu>\lambda}(y_\lambda \otimes 1), & \text{when } \mu < \lambda \\
\hat{P}_{t'}^+ &= \hat{P}_{t'}^- \rho_{\mu<\lambda}(y_\lambda \otimes 1), & \text{when } \mu > \lambda
\end{align*}
\]

(see Section \[2.5\] for the construction of \( \rho_{\mu<\lambda} \))

(4) The map \( \omega_m : YL_m \rightarrow \mathcal{C}_m \) as a linear extension of 
\[ \omega_m(t^{-1}) = \hat{P}_t^+ \hat{P}_{t'}^- \]
is an algebraic isomorphism.

(5) \( \omega_m(t(x)) = \omega_{m-1}(x) \otimes 1, \forall x \in TL_{m-1} \).

When \( m = 1 \), it is easy to check Properties (1)-(5). Suppose Property (1)-(5) hold for \( m = 1, 2, \ldots, n \), \( n \geq 1 \), let us prove them for \( m = n + 1 \).

By Property (4),(5), we have an isomorphism \( \omega_n : YL_n \rightarrow \mathcal{C}_n \), such that \( \omega_n(t(x)) = \omega_{n-1}(x) \otimes 1 \),
for any \( x \in YL_{n-1} \). So \( \mathcal{C}_{n-1} \subset \mathcal{C}_n \cong YL_{n-1} \subset YL_n \) is an inclusion of finite dimensional semisimple algebras.

By Property (1), \( \mathcal{C}_{n-1} \subset \mathcal{C}_n \) is an inclusion of finite dimensional semisimple algebras with a 
non-degenerate trace. We have the basic construction \( \mathcal{C}_{n-1} \subset \mathcal{C}_n \subset \mathcal{I}_{n+1} \). Then \( \mathcal{I}_{n+1} \) is a 
finite dimensional semisimple algebra. Moreover, the trace of \( \mathcal{I}_{n+1} \) is determined by the trace of 
\( \mathcal{C}_{n-1}. \) Since the trace of any minimal idempotent in \( \mathcal{C}_{n-1} \) is non-zero by Property (1), the trace of 
any minimal idempotent in \( \mathcal{I}_{n+1} \) is also non-zero. So the trace of \( \mathcal{I}_{n+1} \) is non-degenerate.

Let us define \( s_{n+1} \) to be the complement of the support of \( \mathcal{I}_{n+1} \), then \( \mathcal{C}_{n+1} = \mathcal{I}_{n+1} \oplus s_{n+1} \mathcal{C}_{n+1} \). 
Property (2) holds for \( m = n + 1 \).

Moreover, we have \( s_{n+1} \mathcal{C}_{n+1} = s_{n+1} H_{n+1} \). For any \( |\lambda| = n + 1 \), the minimal idempotent 
\( y_\lambda = s_{n+1} y_\lambda \) in \( \mathcal{C}_{n+1} \) has a non-zero trace \( < \lambda > \) by Theorem \[7.13\]. (The computation of \( < \lambda > \) 
in Theorem \[7.13\] only requires the matrix units of \( \mathcal{C}_k \), \( k \leq n + 1 \), which have been constructed by induction.) Property (3) holds for \( m = n + 1 \).

Furthermore, \( s_{n+1} H_{n+1} \cong H_{n+1} \) as a finite dimensional semisimple algebra. Therefore \( \mathcal{C}_{n+1} \) is a 
finite dimensional semisimple algebra. Property (1) holds for \( m = n + 1 \).
By Properties (4) and (5), $\mathcal{C}_{n-1} \subset \mathcal{C}_n \cong YL_{n-1} \subset YL_n$ is an inclusion of finite dimensional semisimple algebras. By the basic construction, we can define an isomorphism $\omega_m : YL_{n+1} \to \mathcal{I}_{n+1}$ with Property (4). Note that $HYL_{n+1} \cong H_{n+1} \cong s_n H_n = s_n \mathcal{C}_n$, $YL_n = HYL_{n+1} \oplus HYL_{n+1}$ and $\mathcal{C}_n = \mathcal{I}_n \oplus s_n \mathcal{P}$, so we can extend $\omega_m$ as an isomorphism $\omega_m : YL_{n+1} \to \mathcal{C}_n$ with Property (4).

Property (5) for $m = n + 1$ follows from Wenzl’s formula (see Appendix B for a proof):

$$\tilde{y}_\mu \otimes 1 = \sum_{\lambda<\mu} <\lambda > (\tilde{y}_\mu \otimes 1) (\tilde{y}_{\lambda} \otimes 1) (\tilde{y}_\lambda \otimes 1) (\tilde{y}_\mu \otimes 1) + \sum_{\lambda>\mu} (\tilde{y}_\mu \otimes 1) (\tilde{y}_{\lambda} \otimes 1) (\tilde{y}_\lambda \otimes 1) (\tilde{y}_\mu \otimes 1), \quad \forall |\mu| \leq n - 1. \quad (39)$$

Therefore Properties (1)-(5) hold for all $m$ by induction, and $\mathcal{C}_n \cong YL_n$ as a filtered algebra \(\square\)

**Corollary 6.6.** The dimension of $\mathcal{C}_n$ is given by

$$\text{dim}(\mathcal{C}_n) = (2m - 1)!!$$

**Proof.** Note that $\mathcal{C}_n \cong YL_n$ is isomorphic to the Brauer algebra as a filtered algebra. Therefore, $\text{dim}(\mathcal{C}_n) = (2m - 1)!!$. \(\square\)

7. THE TRACE FORMULA

Recall that the minimal idempotents of $\mathcal{C}_n = \mathcal{C}(q_1, \ldots, q_n)$ are labeled by Young diagrams. The trace of a minimal idempotent is also called the quantum dimension of the corresponding representation. In this section, we compute the trace formula for $\mathcal{C}_n$ and prove Theorem 1.2. The $q$-Murphy operator is usually constructed by a braid and used to compute the trace formula for centralizer algebras. For the BMW planar algebra, this was done by Beliakova and Blanchet in [BB01] which was inspired by the work of Nazarov in [Naz96].

In $\mathcal{C}_n$, there is no braid. Instead, there is a half-braiding given by the solution of the Yang-Baxter equation in Lemma 5.2. We construct a $q$-Murphy operator for $\mathcal{C}_n$ by the half-braiding.

When $\delta \in \mathbb{R}$, we introduced the notations $D = \frac{\delta}{\sqrt{1 + \delta^2}}$, $r = \frac{\delta i + 1}{\sqrt{1 + \delta^2}}$, $q = \frac{i + \delta}{\sqrt{1 + \delta^2}}$, and $|r| = |q| = 1$. Over the field $\mathbb{C}(q)$, let us define $r = iq^{-1}$, $\delta = \frac{i(q + q^{-1})}{q - q^{-1}}$, and $D = \frac{q + q^{-1}}{2}$.

**Notation 7.1.** Let us define

$$\alpha = \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} D \end{vmatrix}$$

$$\beta = \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} - \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} D \end{vmatrix}$$

Then their inverses are given by

$$\alpha^{-1} = \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} - \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} D \end{vmatrix}$$

$$\beta^{-1} = \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} q-1 \end{vmatrix} \begin{vmatrix} 2 \end{vmatrix} + \begin{vmatrix} D \end{vmatrix}$$

Actually $\alpha = \alpha^{-1}$. The orientation of $\alpha$ was useful in the proof of the consistency, but it would be confusing in the rest computations. We change the notation to $\alpha$.
Proposition 7.2. In $\mathcal{C}_*$, we have
\[
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= -\frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
.
\]
Equivalentlly,
\[
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= \frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
= -\frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
.
\]
Proof. They follow from the definitions and the fact that $\mathcal{F}(R) = -iR$. \(\square\)

Proposition 7.3 (half-braiding). For any element $a \in \mathcal{C}_*$, we have
\[
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= \frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
; \quad \begin{array}{c}
\begin{array}{c}
\text{2} \\
\text{a}
\end{array}
\end{array}
= \frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
.
\]
Proof. By Proposition 7.2 we have
\[
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= i
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= i
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
.
\]
So the equation \[
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{a}
\end{array}
\end{array}
= \frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
\]
holds for $a = \bigcup$. By Lemma 5.2, it also holds for $a = \bigcup$. So it holds for any element $a$ by Proposition 3.5.

We can prove the equation \[
\begin{array}{c}
\begin{array}{c}
\text{2} \\
\text{a}
\end{array}
\end{array}
= \frac{i}{2}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
\]
in a similar way. \(\square\)

Notation 7.4. Let $\alpha_n, \beta_n, \gamma_n$ be the diagrams by adding $n-1$ through strings to the left of $\bigcup$, $\bigcap$, respectively.

Recall that $H_*$ is the Hecke algebra generated by $\bigcup$. The $n$-box, $n \geq 1$,
\[
\varepsilon_n = \begin{array}{c}
\begin{array}{c}
\text{1} \\
\cdot \cdot \cdot \\
\text{1}
\end{array}
\end{array}
\]
is the $q$-Murphy operator of $H_*$.  

---

The operator $\bigcup$ gives a half-braiding while considering the unshaded planar algebra $\mathcal{C}_*$ as a $\mathbb{N} \cup \{0\}$ graded semisimple tensor category.
For $|\mu| = n$, $\lambda > \mu$, $\rho_{\lambda > \mu}$ is an intertwiner from $\lambda$ to $\mu \otimes 1$, and $y_\mu$, $y_\lambda$ are the minimal idempotents corresponding to $\mu$ and $\lambda$ respectively. (See Section 2.5 for the construction.) So $\rho_{\lambda > \mu} = y_\lambda \rho_{\lambda > \mu} (y_\mu \otimes 1)$. Then $\rho_{\lambda > \mu} e_{n+1} = y_\lambda \rho_{\lambda > \mu} (y_\mu \otimes 1) e_{n+1} = y_\lambda \rho_{\lambda > \mu} e_{n+1} (y_\mu \otimes 1)$. It is also an intertwiner from $\lambda$ to $\mu \otimes 1$. The intertwiner space in the Hecke algebra $H_*$ is one dimensional, so $y_\lambda e_{n+1}$ is a multiple of $y_\lambda$. The coefficient was known as follows.

**Proposition 7.5** ([Bla00], Prop. 1.11). For $|\mu| = n$, $n \geq 0$, $\lambda > \mu$,

$$\rho_{\lambda > \mu} e_{n+1} = b_{\lambda -\mu} \rho_{\lambda > \mu},$$

where $b_{\lambda -\mu} = q^{2cn(\lambda -\mu)}$, and $cn(\lambda -\mu) = j - i$ is the content of the cell $\lambda -\mu$, which is in the $i$-th row and $j$-th column of $\lambda$.

**Definition 7.6.** Let us define the $q$-Murphy operator $\tau_n$, $n \geq 1$, for $\mathcal{C}_*$ to be the $n$-box

\[
\tau_n = \begin{array}{cccc}
1 & 1 \\
2 & 2 \\
& & \cdots \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \\
\end{array}
\]

One can rewrite the $q$-Murphy operator $\tau_n$ in terms of one half-braiding by Proposition 7.2.

Similar to $e_n$, the $q$-Murphy operator $\tau_n$ acts diagonally on partial matrix units of $\mathcal{C}_*$ as follows. (See Theorem 6.5 for the construction of matrix units.)

**Proposition 7.7.** For $|\mu| = n$, $n \geq 0$, we have

\[
\begin{align*}
\hat{y}_\lambda \rho_{\lambda > \mu} (\hat{y}_\mu \otimes 1) \tau_{n+1} &= b_{\lambda -\mu} \hat{y}_\lambda \rho_{\lambda > \mu} (\hat{y}_\mu \otimes 1), & \text{for } \lambda > \mu; \\
(\hat{y}_\lambda \otimes \cup) (\rho_{\lambda < \mu} \otimes 1) (\hat{y}_\mu \otimes 1) \tau_{n+1} &= -b_{\mu -\lambda} (\hat{y}_\lambda \otimes \cup) (\rho_{\lambda < \mu} \otimes 1) (\hat{y}_\mu \otimes 1), & \text{for } \lambda < \mu.
\end{align*}
\]

**Proof.** See Appendix C.5.

Let $\Phi_{n+1} : \mathcal{C}_{n+1} \to \mathcal{C}_n$ be the trace preserving conditional expectation, i.e. adding a cap on the right of an $(n+1)$-box. Then $\Phi_{n+1}(\tau_{n+1}) = Z^{(i)}_{n+1}$ defines a central element $Z^{(i)}_{n+1}$ in $\mathcal{C}_n$. We consider the formal power series in $u^{-1}$,

$$Z_{n+1}(u) = \sum_{i \geq 0} Z^{(i)}_{n+1} u^{-i}.$$ 

Then

$$Z_{n+1}(u) = \Phi_{n+1} \left( \frac{u}{u - \tau_{n+1}} \right).$$

By Theorem 6.5 each simple components of $s_n \mathcal{C}_n$ is indexed by a Young diagram $\mu$, $|\mu| = n$. Moreover, $\hat{y}_\mu$ is a minimal idempotent in this component.

**Notation 7.8.** The trace of the minimal idempotent $tr_n (\hat{y}_\mu)$ is denoted by $< \mu >$, i.e. the quantum dimension of the irreducible representation indexed by $\mu$.

Since $Z^{(i)}_{n+1}$ is central in $\mathcal{C}_n$, it is a scalar multiplication on the simple component of $\mathcal{C}_n$. Let us define $Z(\mu, u)$ to be the formal power series in $u^{-1}$ by

$$Z_{n+1}(u) \hat{y}_\mu = Z(\mu, u) \hat{y}_\mu.$$
The relation between $Z_{n+1}$ and the trace formula is given by

**Lemma 7.9.** For $|\mu| = n$, $n \geq 0$, $\lambda > \mu$,

$$< \lambda > = \text{res}_{u = b_{\lambda - \mu}} \frac{Z(\mu, u)}{u},$$

**Proof.** See Appendix C.6 □

Let us compute $Z_n$ recursively.

**Lemma 7.10.** For $n \geq 1$,

$$Z_{n+1} - \frac{\delta}{2} = (Z_n - \frac{\delta}{2}) \frac{(u - \tau_n)^2(u + q^{-2}\tau_n)(u + q^2\tau_n)}{(u + \tau_n)^2(u - q^{-2}\tau_n)(u - q^2\tau_n)}.$$

**Proof.** See Appendix C.7 □

**Notation 7.11.** For a Young diagram $\mu$, let us define

$$\mu_+ = \{ \lambda - \mu \mid \lambda > \mu \};$$

$$\mu_- = \{ \mu - \lambda \mid \lambda < \mu \}.$$

**Lemma 7.12.** For a Young diagram $\mu$, $|\mu| = n$, $n \geq 0$,

$$Z(\mu, u) - \frac{\delta}{2} = \frac{\delta}{2} \prod_{c \in \mu_+} \frac{u + b_c}{u - b_c} \prod_{c \in \mu_-} \frac{u - b_c}{u + b_c}.$$

**Proof.** Note that

$$Z(\emptyset, u) = \sum_{i \geq 0} \delta u^{-i} = \frac{\delta u}{u - 1},$$

so

$$Z(\emptyset, u) - \frac{\delta}{2} = \frac{\delta u + 1}{2 u - 1}.$$

The statement is true for $n = 0$.

For $|\mu| = n$, $n \geq 1$ and $\nu < \mu$, take $W = \tilde{y}_{\mu} \rho_{\mu > \nu} (\tilde{y}_\nu \otimes 1)$. Then by the definitions of $Z_n$ and $Z_n(\cdot, u)$ and Proposition 7.7, we have

$$W Z_n = Z_n(\nu, u) W, \quad W Z_{n+1} = Z(\mu, u) W, \quad W \tau_n = b_{\mu - \nu} W.$$

By Lemma 7.10 we obtain the recursive formula

$$Z_{\mu, u} - \frac{\delta}{2} = (Z_{\nu, u} - \frac{\delta}{2}) \frac{(u - b_{\mu - \nu})^2(u + q^{-2}b_{\mu - \nu})(u + q^2b_{\mu - \nu})}{(u + b_{\mu - \nu})^2(u - q^{-2}b_{\mu - \nu})(u - q^2b_{\mu - \nu})}.$$ (43)

Therefore

$$Z(\mu, u) - \frac{\delta}{2} = \frac{\delta}{2} \prod_{c \in \mu_+} \frac{u + b_c}{u - b_c} \prod_{c \in \mu_-} \frac{u - b_c}{u + b_c}.$$

□

**Theorem 7.13** (Trace formula. This is Theorem 1.2). The quantum dimension of an irreducible representation indexed by a Young diagram $\lambda$ is given by

$$< \lambda > = \prod_{c \in \lambda} \frac{t(q^{h(c)} + q^{-h(c)})}{q^{h(c)} - q^{-h(c)}},$$

where $h(c)$ is the hook length of a cell $c$ in $\lambda$. 
Remark. When \( q = e^{i\theta} \), we have \( \delta = \cot(\theta) \) and
\[
< \lambda > = \prod_{c \in \lambda} \cot(h(c)\theta).
\]

Proof. For \(|\mu| = n, n \geq 0, \lambda > \mu\), by Lemmas 7.9, 7.12, and Proposition 7.7, we have
\[
< \lambda > < \mu > = \delta \prod_{c \in \mu_+} \frac{b_{\lambda-\mu} + b_c}{b_{\lambda-\mu} - b_c} \prod_{c \in \mu_-} \frac{b_{\lambda-\mu} - b_c}{b_{\lambda-\mu} + b_c}.
\] (44)

Without loss of generality, let \( \lambda \) be the above Young diagram. The cell \( \lambda - \mu \) is marked in the diagram. Let \( C \) be the set of cells in \( \mu \) located in the same row or column as \( \lambda - \mu \). The cells in \( \mu_+ \) except \( \lambda - \mu \) are marked by dotted boxes outside \( \mu \), and \( s \) is the leftmost one. The cells in \( \mu_- \) are marked by dotted boxes inside \( \mu \), and \( t \) is the left most one. The cells in \( C \) located in the same column as \( s \) and \( t \) are denoted by \( s' \) and \( t' \) respectively. Then
\[
\begin{align*}
\frac{b_{\lambda-\mu} + b_s}{b_{\lambda-\mu} - b_s} &= \frac{q^{h(s')} + q^{-h(s')}}{q^{h(s') - q^{-h(s')}}}, \\
\frac{b_{\lambda-\mu} - b_t}{b_{\lambda-\mu} + b_t} &= \frac{q^{h(t')-1} - q^{-(h(t')-1)}}{q^{h(t')-1} + q^{-(h(t')-1)}}.
\end{align*}
\]

So
\[
\frac{b_{\lambda-\mu} + b_s b_{\lambda-\mu} - b_t}{b_{\lambda-\mu} - b_s b_{\lambda-\mu} + b_t} = \prod_{k=h(s')} \frac{i(q^k + q^{-k})}{q^k - q^{-k}} \times \left( \frac{i(q^{k-1} + q^{-(k-1)})}{q^{k-1} - q^{-(k-1)}} \right)^{-1}
\]
Therefore the recursive formula (44) can be written as
\[
\begin{align*}
< \lambda > &= \delta \prod_{c \in C} \frac{i(q^{h(c)} + q^{-h(c)})}{q^{h(c)} - q^{-h(c)}} \\
< \mu > &= \delta \prod_{c \in C} \frac{i(q^{h(c)} + q^{-h(c)})}{q^{h(c)} - q^{-h(c)}} - 1
\end{align*}
\]

Note that \( < \emptyset > = 1 \), \( \delta = \frac{i(q + q^{-1})}{q - q^{-1}} \) and \( h(\lambda - \mu) = 1 \), so
\[
< \lambda > = \prod_{c \in \lambda} \frac{i(q^{h(c)} + q^{-h(c)})}{q^{h(c)} - q^{-h(c)}}.
\]

8. Positivity

We have constructed the matrix units and computed the trace formula of \( \mathcal{C} \) over the field \( \mathbb{C}(q) \). In this section, we consider \( q \) as a scalar and \( \mathcal{C} \) as a planar algebra over \( \mathbb{C} \). We are going to find out all values of \( q \) such that (a proper quotient of) \( \mathcal{C} \) is a subfactor planar algebra. We need to be careful while using Wenzl’s formula (39) over the field \( \mathbb{C} \), as the formula is only defined for an idempotent with a non-zero trace. When \( q \) is not a root of unity, by Theorem 7.13, \( < \lambda > \) is non-zero for any Young diagram \( \lambda \). Therefore we have the following:

**Proposition 8.1.** When \( q \) is not a root of unity, we have \( \mathcal{C} \cong YL \) as a filtered algebra over the field \( \mathbb{C} \).

**Proof.** Follows from Theorem 6.5, 7.13

When \( q \) is a root of unity, \( \mathcal{C} \) is no longer semisimple. We need to consider \( (\mathcal{C}/\text{Ker}) \), where Ker is the kernel of the partition function of \( \mathcal{C} \). To show \( (\mathcal{C}/\text{Ker}) \) is a subfactor planar algebra, we need an involution \( * \) which reflects planar tangles vertically and a positive definite Markov trace with respect to the involution. In this case, each \( (\mathcal{C}/\text{Ker}) \) is a \( \mathbb{C}^\ast \)-algebra.

Recall that \( \mathcal{C} \) is generated by \( R \). (See definition 5.1)

**Lemma 8.2.** If \( (\mathcal{C}/\text{Ker}) \) is a subfactor planar algebra, then \( q = e^{\frac{i\pi}{4N}} \), for some \( N \in \mathbb{N}^+ \); and \( R = R^* \) for the generator \( R \).

**Proof.** Recall that \( R^2 = id - e \), so \( R^* = R \).

To obtain a subfactor planar algebra, \( \delta \) has to be a positive number. Recall that \( q = \frac{i + \delta}{\sqrt{1 + \delta^2}} \).

So \( q = e^{i\theta} \), for some \( 0 < \theta < \frac{\pi}{2} \). When \( \frac{\pi}{2N} < \theta < \frac{\pi}{2N}, N \geq 1 \), the minimal idempotents \( \tilde{y}_{[i]} \), \( 1 \leq i \leq N \), can be constructed inductively as in Theorem 6.5, where \( [i] \) is the Young diagram with 1 row and \( N \) columns. However, by Theorem 7.13, \( < [N] > = \cot(N\theta) < 0 \). So the trace is not positive semi-definite, and we will not obtain a subfactor planar algebra. Therefore \( q = e^{\frac{i\pi}{4N}} \), for some \( N \in \mathbb{N}^+ \).

When \( q = e^{\frac{i\pi}{4N}}, N \in \mathbb{N}^+ \), let us define an involution \( * \) as an anti-linear map on the universal planar algebra \( \mathcal{C}/R \) generated by \( R \), in which \( * \) fixes \( R \) and reflects planar tangles vertically. Note that the action of \( * \) on the relations of \( R \) is stable, so \( * \) is well-defined on \( \mathcal{C} \) and \( (\mathcal{C}/\text{Ker}) \). Therefore \( (\mathcal{C}/\text{Ker}) \), becomes a planar \( * \)-algebra.

Let us determine the semisimple quotient \( (\mathcal{C}/\text{Ker}) \). Since we do not have a presumed candidate for the semisimple quotient, we need to construct the matrix units of \( (\mathcal{C}/\text{Ker}) \) in \( \mathcal{C} \). Since \( \mathcal{C} \) is no
longer semisimple, we need to show that the required matrix units are still well-defined while passing from the field \( \mathbb{C}(q) \) to \( \mathbb{C} \). Unlike the semisimple case, the basic construction and Wenzl’s formula do not always work and the complement of the support of the basic construction ideal \( s_m \) is not defined. We give an alternating Wenzl’s formula for \((\mathbb{C}/\text{Ker})_\bullet\) and an alternating definition of \( s_m \) in \( \mathbb{C}_\bullet \) to construct the matrix units for \((\mathbb{C}/\text{Ker})_\bullet\). We also construct \( \text{Ker} \). Then we can determine the semisimple quotient \((\mathbb{C}/\text{Ker})_\bullet\).

Recall that \( \tilde{y}_\lambda \) is defined as \( s_{|\lambda|} y_\lambda \) over \( \mathbb{C}(q) \). If \( \tilde{y}_\lambda \) is well-defined over \( \mathbb{C} \), then we have the trace formula 7.13,

\[
\text{tr}(y_\lambda) = \prod_{c \in \lambda} \cot(h(c) \theta).
\]

The \((1,1)\) cell of a Young diagram \( \lambda \), denoted by \( c_\lambda \), achieves the maximal hook length \( h(c_\lambda) \). Thus

\[
\begin{cases}
\text{tr}(y_\lambda) > 0, & \text{when } h(c_\lambda) \leq N; \\
\text{tr}(y_\lambda) = 0, & \text{when } h(c_\lambda) = N + 1.
\end{cases}
\]

**Notation 8.3 (Truncated Weyl Chambers).** Take

\[
Y(N) = \{ \lambda \mid h(c_\lambda) \leq N \}; \\
B(N) = \{ \kappa > \lambda, \lambda \in Y(N), \kappa \notin Y(N) \}.
\]

Let us define \( YL(N) \) to be the sub lattice of Young’s lattice \( YL \) consisting of \( Y(N) \), and \( YL(N)_\bullet \) to be the string algebra of \( YL(N) \) starting from \( \emptyset \).

(Notation 2.17 for \( \kappa > \lambda \): The Young diagram \( \kappa \) is obtained by adding one cell to \( \lambda \).)

For example, \( YL(4) \) is given in Figure 5.

![Figure 5. The sub lattice \( YL(4) \) of Young’s lattice.](image)

Let \( H_\bullet \) be the Hecke algebra generated by \( \bigwedge \) over \( \mathbb{C} \). By the construction in Section 2.5, for any \( \mu, \lambda \in Y(N) \cup B(N) \), such that \( \mu < \lambda \), we have the well-defined idempotents \( y_\mu, y_\lambda \), and morphisms \( \rho_{\mu < \lambda} \) from \( y_\mu \otimes 1 \) to \( y_\lambda \); \( \rho_{\lambda > \mu} \) from \( y_\lambda \) to \( y_\mu \otimes 1 \). Moreover \( y_\mu^* = y_\mu, y_\lambda^* = y_\lambda \) and \( \rho_{\mu < \lambda}^* = \rho_{\lambda > \mu} \). Then we have the branching formula for \( y_\mu, \mu \in Y(N) \).

\[
y_\mu \otimes 1 = \sum_{\lambda > \mu} \rho_{\mu < \lambda} \rho_{\lambda > \mu}.
\]

Now let us construct \( \tilde{y}_\lambda \) (over \( \mathbb{C} \)) inductively, for \( \lambda \in Y(N) \cup B(N) \). Here we cannot use the former construction of \( \tilde{y}_\lambda \), which was done over \( \mathbb{C}(q) \), since \( s_m \) is not defined over \( \mathbb{C} \) yet.
Set up $\tilde{y}_\mu = \emptyset$. Suppose $\mu \in Y(N)$ and $\tilde{y}_\lambda$ is constructed. For $\kappa \in Y(N) \cup B(N)$, $\kappa > \mu$, let us define $\tilde{y}_\kappa$ as
\[
\tilde{y}_\kappa = \rho_{\kappa > \mu} \left( \tilde{y}_\mu \otimes 1 - \sum_{\lambda < \mu} \frac{<\lambda>_{\mu}}{<\lambda>_{\mu}} (\tilde{y}_\mu \otimes 1)(\rho'_{\mu > \lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap)(\tilde{y}_\lambda \otimes \cup)(\rho'_{\lambda < \mu} \otimes 1)(\tilde{y}_\mu \otimes 1) \right) \rho_{\mu < \kappa}.
\]

Recall that $\rho$ and $\rho'$ are normalization of $\rho$ over $\mathbb{C}(q)$ and $\mathbb{C}$ respectively. So
\[
\tilde{y}_\kappa = \rho_{\kappa > \mu} \left( \tilde{y}_\mu \otimes 1 - \sum_{\lambda < \mu} \frac{<\lambda>_{\mu}}{<\lambda>_{\mu}} (\tilde{y}_\mu \otimes 1)(\rho_{\mu > \lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap)(\tilde{y}_\lambda \otimes \cup)(\rho_{\lambda < \mu} \otimes 1)(\tilde{y}_\mu \otimes 1) \right) \rho_{\mu < \kappa},
\]
which is also defined over $\mathbb{C}(q)$. By Wenzl’s formula \[39\] we have $\tilde{y}_\kappa = s_m y_\kappa$ over $\mathbb{C}(q)$. Therefore the definition of $\tilde{y}_\mu$ over $\mathbb{C}$ is independent of the choice of $\mu$.

We have constructed $\tilde{y}_\lambda$, for $\lambda \in Y(N) \cup B(N)$. Thus Wenzl’s formula \[39\] holds for $\tilde{y}_\mu$, $\mu \in Y(N)$, over $\mathbb{C}$ as follows
\[
\tilde{y}_\mu \otimes 1 = \sum_{\lambda < \mu} \frac{<\lambda>_{\mu}}{<\lambda>_{\mu}} (\tilde{y}_\mu \otimes 1)(\rho'_{\mu > \lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap)(\tilde{y}_\lambda \otimes \cup)(\rho'_{\lambda < \mu} \otimes 1)(\tilde{y}_\mu \otimes 1)
+ \sum_{\lambda > \mu, \lambda \in Y(N)} (\tilde{y}_\mu \otimes 1)\rho'_{\mu < \lambda} y_\lambda y'_{\lambda > \mu}(\tilde{y}_\mu \otimes 1).
\]

**Lemma 8.4.** For a spherical planar algebra $\mathcal{C}_m$, if $p$ is a trace zero minimal idempotent in $\mathcal{C}_m$, then $p$ is in the kernel of the partition function of $\mathcal{C}_m$.

**Proof.** By spherical isotopy, any closed diagram containing $p$ is of the form $tr(px)$ for some $x$ in $\mathcal{C}_m$. By assumption $p$ is a trace zero minimal idempotent, so $tr(px) = 0$. Therefore $p$ is in the kernel of the partition function of $\mathcal{C}_m$. \[\square\]

Note that $h(c_\kappa) = N + 1$, for any $\kappa \in B(N)$. So $tr(y_\kappa) = 0$. By Lemma \[8.4\] we have $y_\kappa \in \text{Ker}$. Therefore in $(\mathcal{C}/\text{Ker})_\bullet$, Wenzl’s formula for $\tilde{y}_\mu$, $\mu \in Y(N)$, is given by
\[
\tilde{y}_\mu \otimes 1 = \sum_{\lambda < \mu} \frac{<\lambda>_{\mu}}{<\lambda>_{\mu}} (\tilde{y}_\mu \otimes 1)(\rho'_{\mu > \lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap)(\tilde{y}_\lambda \otimes \cup)(\rho'_{\lambda < \mu} \otimes 1)(\tilde{y}_\mu \otimes 1)
+ \sum_{\lambda > \mu, \lambda \in Y(N)} (\tilde{y}_\mu \otimes 1)\rho'_{\mu < \lambda} y_\lambda y'_{\lambda > \mu}(\tilde{y}_\mu \otimes 1).
\]

Now let us construct the matrix units of $(\mathcal{C}/\text{Ker})_\bullet$ and show that it is a subfactor planar algebra.

**Theorem 8.5 (Positivity).** When $q = e^{\frac{i\pi}{3}}$, $N \geq 1$, $(\mathcal{C}/\text{Ker})_\bullet$ is a subfactor planar algebra, denoted by $\mathcal{C}^N_\bullet$. Its principal graph is $YL(N)$. See Figure 6.

**Remark.** When $N = 1$, the planar algebra has index 1. When $N = 2$, the planar algebra is the group subfactor planar algebra $\mathbb{Z}_3$. It is exactly the one in the classification result in \[17\], which is not in the two families, Bisch-Jones planar algebras and BMW planar algebras. When $N = 3$, the subfactor planar algebra was constructed in \[13\], i.e., the example (4) in Section 5.2.

**Remark.** For each $q = e^{\frac{i\pi}{3}}$, we obtained a pair of subfactor planar algebras, due to the complex conjugate choice for the generator and relations in Definition \[5.1\].

**Remark.** There are two different ways to identify the group subfactor planar algebra $\mathbb{Z}_3$ as an unshaded planar algebra. The two unshaded ones are complex conjugates of each other.
Proof. Let $\text{Path}(m)$ be the set of all length $m$ paths $t$ in $YL(N)$ starting from $\emptyset$. For $t \in \text{Path}(m)$ from $\emptyset$ to $\lambda$, take $t'$ to be the first length $(m - 1)$ sub path of $t$ from $\emptyset$ to $\mu$. Let us define $\tilde{P}_t^\pm$ inductively as follows,

\[
\begin{align*}
\tilde{P}_\emptyset^\pm &= \emptyset; \\
\tilde{P}_t^+ &= (\tilde{P}_\emptyset^+ \otimes 1)\rho'_{\mu<\lambda} \tilde{y}_\lambda, & \text{when } \mu < \lambda; \\
\tilde{P}_t^- &= \sqrt{\frac{<\lambda>}{<\mu>}}(\tilde{P}_{\emptyset}^- \otimes 1)(\rho'_{\mu<\lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap), & \text{when } \mu < \lambda; \\
\tilde{P}_t^- &= \tilde{P}_\emptyset^+ \rho'_{\mu>\lambda} (\tilde{y}_\lambda \otimes 1), & \text{when } \mu > \lambda.
\end{align*}
\]

By definitions, we have $y_\lambda^* = y_\lambda$ and $(\tilde{P}_t^+)^* = \tilde{P}_t^-$. By Theorem 6.5, the map $\omega_m : YL(N)_m \to \mathcal{C}_m$ as a linear extension of

\[\omega_m(t \tau^{-1}) = \tilde{P}_t^+ \tilde{P}_\tau^-,
\]

is an injective $^*$-homomorphism. Recall that $\text{tr}(y_\lambda) > 0$, for any $\lambda \in Y(N)$, so $\omega_m$ is still injective passing to quotient $(\mathcal{C}/\text{Ker})_m$.

Applying Wenzl’s formula \[45\] to the identity $1_m$ of $(\mathcal{C}/\text{Ker})_m$, we have

\[1_m = \sum_{t \in \text{Path}(m)} \tilde{P}_t^+ \tilde{P}_t^-.
\]

For an $m$-box $x$, if $t, \tau \in \text{Path}(m)$ are paths from $\emptyset$ to different vertices, then $\tilde{P}_t^- x \tilde{P}_\tau^+ = 0$ by Theorem 6.5. If $t, \tau \in \text{Path}(m)$ are paths from $\emptyset$ to $\mu$, then $\text{tr}(\tilde{P}_t^+ \tilde{P}_\tau^- \tilde{P}_t^- \tilde{P}_\tau^+) = <\mu > \neq 0$. Take

\[x_{t, \tau} = \frac{\text{tr}(\tilde{P}_t^+ \tilde{P}_\tau^- x \tilde{P}_\tau^+ \tilde{P}_t^-)}{\text{tr}(\tilde{P}_t^+ \tilde{P}_\tau^- \tilde{P}_t^- \tilde{P}_\tau^+)}.\]

By Theorem 6.5, we have

\[\tilde{P}_t^+ \tilde{P}_\tau^- x \tilde{P}_\tau^+ \tilde{P}_t^- = x_{t, \tau} \tilde{P}_t^+ \tilde{P}_\tau^-.
\]

Let Pair$(m)$ be the set of all pairs of paths $(t, \tau)$ in Path$(m)$ from $\emptyset$ to the same vertex. Then

\[x = \sum_{(t, \tau) \in \text{Pair}(m)} x_{t, \tau} \tilde{P}_t^+ \tilde{P}_\tau^-.
\]

Therefore $\omega_m$ is onto $(\mathcal{C}/\text{Ker})_m$. 

---

**Figure 6.** Principal graphs $YL(N)$, for $N = 2, 3, 4, \cdots$. 
Since $\omega_m : YL(N)_m \to (\mathcal{C}/\text{Ker})_m$ is a *-isomorphism and the trace is positive definite, we have that $(\mathcal{C}/\text{Ker})_\bullet$ is a subfactor planar algebra. Moreover, its principal graph is $YL(N)$. \hfill \qed

**Corollary 8.6.** For each $m$, we have $\mathcal{C}_m = YL(N)_m \oplus \text{Ker}_m$, where $\text{Ker}_m$ is the two sided ideal of the algebra $\mathcal{C}_m$ generated by the trace zero minimal idempotents $\{y_\lambda\}_{\lambda \in B(N), |\lambda| \leq m}$.

**Proof.** Note that $\text{Ker}_m \subset \text{Ker}$ and the decomposition

$$1_m = \sum_{t \in \text{Path}(m)} \tilde{P}_t^+ \tilde{P}_t^-$$

also holds in $\mathcal{C}_m/\text{Ker}_m$, so $\mathcal{C}_m = YL(N)_m \oplus \text{Ker}_m$. \hfill \qed

**Remark.** Our strategy of decomposing the non-semisimple algebra $\mathcal{C}_m$ into a direct sum of a semisimple algebra $(\mathcal{C}/\text{Ker})_m$ and an ideal $\text{Ker}_m$ also works for other cases, such as Temperley-Lieb-Jones planar algebras, BMW planar algebras, Bisch-Jones planar algebras etc.

Usually the (planar) algebra $\mathcal{C}_\bullet$ given by generators and relations is semisimple over the field of rational functions in some parameters. However, it may not be semisimple over $\mathbb{C}$ when the parameters are scalars, in particular roots of unity. First we construct the matrix units for the algebra over rational functions and identify them as loops of a (directed) graph $\Gamma$ starting from a distinguished vertex $\emptyset$. Then we find out the subgraph $Y$ such that the statistical dimensions of vertices in $Y$ are non-zero and the statistical dimensions of vertices in the boundary $B$ of $Y$ are zero. We need to check that the matrix units for the string algebra and the trace zero idempotents are well-defined over the field $\mathbb{C}$. Then we have the decomposition of $\mathcal{C}_\bullet$ over the field $\mathbb{C}$ as a direct sum of the string algebra of $Y$ and an ideal generated by trace zero idempotents corresponding to vertices in $B$.

**Proposition 8.7.** When $q = e^{\frac{2\pi i}{k + 2}}, (k, 2N + 2) = 1$, the quotient $(\mathcal{C}/\text{Ker})_\bullet$ is a spherical semisimple planar algebra, but not a subfactor planar algebra. The fusion category associated with the planar algebra is spherical, but not unitary. Moreover, the simple objects are given by $YL(N)$.

**Proof.** The argument is similar to the case for $q = e^{\frac{2\pi i}{N + 2}}$. \hfill \qed

### 9. Dihedral Group Symmetries

For $N \in \mathbb{N}^+$, $\theta = \frac{2\pi}{2N + 2}$, $q = e^{i\theta}$, we have constructed the unshaded subfactor planar algebra $\mathcal{C}_\bullet^N = (\mathcal{C}/\text{Ker})_\bullet$. Its principal graph is $YL(N)$. We are going to prove that the automorphism group of the graph $YL(N)$ is the dihedral group $D_{2(N+1)}$. From the $\mathbb{Z}_2$ symmetry, we construct another sequence of subfactor planar algebras. From the $\mathbb{Z}_{N+1}$ symmetry, we obtain at least one more subfactor for each odd ordered subgroup of $\mathbb{Z}_{N+1}$.

While considering $\mathcal{C}_\bullet^N$ as a unitary fusion category, its simple objects are given by $Y(N)$. The dimension of the object $\lambda \in Y(N)$ is given in Lemma 7.13. Let $G$ be the set of invertible objects, i.e. $G = \{\lambda \in Y(N) \mid <\lambda> = 1\}$. Then $G$ forms a group under $\otimes$. Moreover, $G$ is a subgroup of the automorphism group Aut($YL(N)$) of the graph $YL(N)$.

**Proposition 9.1.** Let $r_0 = \emptyset$ and $r_k, 1 \leq k \leq N$, be the Young diagram with $k$ rows and each row has $N + 1 - k$ cells. Then $G = \{r_k \mid 0 \leq k \leq N\}$.

**Proof.** Note that $\emptyset$ is in $G$ and it is a univalent vertex in $YL(N)$. So each vertex in $G$ is univalent in $YL(N)$. Then for any vertex $\lambda$ in $G$, $\lambda \neq \emptyset$, and any $\kappa > \lambda$, we have $\kappa \in B(N)$. Thus the Young diagram $\lambda$ is a square with $k$ rows and $N + 1 - k$ columns, for some $1 \leq k \leq N$, denoted by $r_k$. Conversely applying the trace formula in Lemma 7.13 we have that $<r_k> = 1$ by the central symmetry of the Young diagram $r_k$ and the fact $\cot(n\theta)\cot((N + 1 - k)\theta) = 1$. \hfill \qed
Since $\mathcal{E}_r$ is a quotient of $\mathcal{E}_{\ast}$, we keep the notations $\alpha = \bigotimes, \alpha_i, H_{\ast}, y_{\lambda}$ and $\tilde{y}_{\lambda}$ for $\mathcal{E}_r$. Let $s_m$ be the complement of the support of the basic construction ideal of $\mathcal{E}_m$, $m \geq 0$. Then $\pi_m = s_m$ and $s_0[Y_{\lambda}] = \tilde{y}_{\lambda}$, for any $\lambda \in Y(N)$.

**Proposition 9.2.** In $(\mathcal{E}^N)_l$, we have $\bar{y}_{[l]} = \tilde{y}_{[l]}$, for $0 \leq l \leq N$. Thus $r_N \otimes r_1 = r_0$ in $G$.

**Proof.** Recall that $\alpha = \bigotimes$ is the generator of the Hecke algebra. We construct the symmetrizers and anti-symmetrizers $f_l$ and $g_l$ as in Equations 46, 47. Since $\tilde{y}_{[l]} = s_m f_l$ and $\tilde{y}_{[1]} = s_m g_1$, multiplying $s_l$ to Equations 46, 47 we have that

$$\tilde{y}_{[l]} = 1 \otimes \tilde{y}_{[l-1]} - \frac{l}{[l]} \left(1 \otimes \tilde{y}_{[l-1]}\right)s_2(q - \alpha_1)(1 \otimes \tilde{y}_{[l-1]});$$

$$\tilde{y}_{[1]} = \tilde{y}_{[1]} - \frac{l}{[l]} \left(\tilde{y}_{[1]}\right)s_2(q^{-1} + \alpha_1)(\tilde{y}_{[1]}).$$

Note that $s_2(q - \alpha) = s_2(q + \alpha)$ in $(\mathcal{E}^N)_2$. Take the contragredient of Equation 46 in $(\mathcal{E}^N)_l$, we have

$$\bar{y}_{[l]} = \tilde{y}_{[l]} - \frac{l}{[l]} \left(\tilde{y}_{[l]}\right)s_2(q^{-1} + \alpha_1)(\tilde{y}_{[l]}).$$

Since $\bar{y}_{[1]} = 1 = \tilde{y}_{[1]}$, by recursive formulas 47, 48 we have

$$\bar{y}_{[l]} = \tilde{y}_{[l]}.$$

In particular, $\bar{y}_{[N]} = \tilde{y}_{[N]}$. Thus $r_N \otimes r_1 = r_0$ in $G$. \hfill \Box

**Proposition 9.3.** For $N \geq 1$, we have $G = \mathbb{Z}_{N+1}$ and $r_k \otimes r_1 = r_{k+1}$, for $0 \leq k \leq N$, where $r_{N+1} = r_0$.

**Proof.** Let $d(v, w)$ be the distance of vertices $v$ and $w$ in the graph $YL(N)$. Then $r_k \otimes (\cdot)$ as an automorphism of $YL(N)$ preserves $d$, for $0 \leq k \leq N$.

Recall that $r_0 = 0$, so $d(r_0, r_l) = |r_l| = (N + 1 - l)l$. Then

$$d(r_0, r_l) = \begin{cases} N & \text{for } l = 1, N; \\ > N & \text{for } 1 < l < N. \end{cases}$$

Therefore

$$d(r_k, r_k \otimes r_l) = \begin{cases} N & \text{for } l = 1, N; \\ > N & \text{for } 1 < l < N. \end{cases}$$

There is a length $N$ path from $r_k$ to $r_{k+1}$ by removing the last column then adding one row. So $d(r_k, r_{k+1}) = N$.

Therefore the automorphism $\cdot \otimes r_1$ maps a distance-$N$ pair $(r_k, r_{k+1})$ to another distance-$N$ pair $(r_{k'}, r_{k'+1})$. Note that $r_0 \otimes r_1 = r_1$ and $r_N \otimes r_1 = r_0$ by Proposition 9.2, so $r_k \otimes r_1 = r_{k+1}$, for $0 \leq k \leq N$. \hfill \Box

**Notation 9.4.** We define the $\mathbb{Z}_2$ automorphism $\Omega$ on the universal planar algebra $\mathcal{E}_{\ast}$ generated by $R$ by mapping the generator $R$ to $-R$. The action of $\Omega$ on the relations of $R$ is stable, so $\Omega$ is well-defined on the quotient $\mathcal{E}_{\ast}$ and $\mathcal{E}^N$. Therefore $\Omega$ induces an $\mathbb{Z}_2$ automorphism on the principal graph $YL(N)$, still denoted by $\Omega$. 
Proposition 9.5. The induced $\mathbb{Z}_2$ automorphism $\Omega$ on Young diagrams is the reflection of Young diagrams by the diagonal.

Proof. If we switch the symmetrizers and antisymmetrizers in the construction of $y_\chi$ in Formula $[8]$ then we obtain a minimal projection, which is equivalent to $y_{\Omega(\lambda)}$, where $\Omega(\lambda)$ is the reflection of the Young diagram $\lambda$ by the diagonal.

Note that $\Omega(s_m) = s_m$ and $\Omega(s_2(q - \sigma)) = s_2(q^{-1} + \sigma)$. By the recursive formulas $[1]$ and $[2]$, we have $\Omega(s_1 f(l)) = \Omega(s_1 g(l))$. Therefore $\Omega(\tilde{y}_\lambda)$ is equivalent to $\tilde{y}_{\Omega(\lambda)}$. $\square$

In particular, $\Omega(r_k) = r_{N+1-k}$. Then $\Omega(r_k \otimes \Omega(\lambda)) = r_{N+1-k} \otimes \lambda$. So $G$ and $\{\Omega\}$ generates the Dihedral group $D_{2(N+1)}$ in $\text{Aut}(YL(N))$. The Dihedral Symmetries of $YL(N)$ was discovered by Suter in [Sut02]. In our case, it is realized as the invertible objects and automorphisms of $\mathcal{C}^N$.

Furthermore, we have the following

Proposition 9.6. Suppose $\Gamma$ is a sub lattice of the Young lattice $TL$, such that for any $\lambda \in \Gamma$ and $\mu < \lambda$, we have $\mu \in \Gamma$. Then any automorphism of the graph $\Gamma$ fixing $\emptyset$ is either the identity or the reflection by the diagonal. Consequently

$\text{Aut}(YL(N)) = D_{2(N+1)}$.

Proof. For a vertex $\lambda \in \Gamma$, we define the set $\lambda < := \{ \mu \mid \mu < \lambda \}$. Suppose $\lambda \neq \kappa$ and $\lambda < \kappa$, then $|\lambda| = |\kappa|$. Take $c_1$ in $\lambda \setminus \kappa$ and $c_2$ in $\kappa \setminus \lambda$. Then the only element in $\lambda < \kappa$ is $\lambda \setminus \{c_1\}$, and $\lambda \setminus \{c_1\} = \kappa \setminus \{c_2\}$. So $\{\lambda, \kappa\} = \{[2], [1^2]\}$. Therefore,

$$|\lambda| \geq 3 \quad \& \quad \lambda < \kappa \implies \lambda = \kappa. \quad (49)$$

Note that the distance from $\emptyset$ to $\lambda$ is $|\lambda|$. If an automorphism $\Delta$ of the graph $\Gamma$ fixes $\emptyset$, then $|\Delta(\lambda)| = |\lambda|$. Thus $\Delta([1]) = [1]$, and

$$\Delta(\lambda <) = \Delta(\lambda <). \quad (50)$$

If $\Delta([2]) = [2]$ and $\Delta([1^2]) = [1^2]$, then $\Delta$ is the identity map on Young diagrams with at most two cells. By $[29]$ and $[50]$ $\Delta$ is the identity map on $\Gamma$.

If $\Delta([2]) = [1^2]$ and $\Delta([1^2]) = [2]$, then $\Delta = \Omega$ on Young diagrams with at most two cells. By $[49]$ and $[60]$ $\Delta = \Omega$ on $\Gamma$.

When $\Gamma = YL(N)$, the automorphism $\Delta$ fixes the set of univalent vertices $Y(N)$. Note that $G$ acts transitively on $Y(N)$, so $\text{Aut}(YL(N)) = D_{2(N+1)}$. $\square$

Corollary 9.7. In particular, we have the fusion rule for $\mu \otimes [1^N]$ due to the $D_{2(N+1)}$ automorphism of $YL(N)$ constructed in $[Sut02]$. More precisely, the Young diagram $\mu \otimes [1^N]$ is obtained from $\mu$ by removing the first row of $\mu$ and adding one column with $N-k$ cells on the left, where $k$ is the number of cells in the first row of $\mu$.

From the $\mathbb{Z}_2$ automorphism $\Omega$ of $\mathcal{C}^N$, we obtain another subfactor planar algebra $(\mathcal{C}^N)^{\Omega}$ as the fixed point algebra. This process is also known as an orbifold construction or equivariantization. The fusion rules of equivariantizations of fusion categories are given in [BN13]. Thus we can derive the principal graph $YL(N)^{\Omega}$ of $(\mathcal{C}^N)^{\Omega}$ from the principal graph $YL(N)$ of $\mathcal{C}^N$ as follows.

For a vertex $\lambda \in YL(N)$,

1) if $\Omega(\lambda) = \lambda$, then it splits into two vertices $\lambda_0$ and $\lambda_1$ in $YL(N)^{\Omega}$.

2) If $\Omega(\lambda) \neq \lambda$, then $\lambda$ and $\Omega(\lambda)$ combine as one vertex $(\lambda, \Omega(\lambda))$ in $YL(N)^{\Omega}$.

For an edge between $\mu$ and $\lambda$ in $YL(N)$,
(3) If $\Omega(\mu) = \mu$ and $\Omega(\lambda) = \lambda$, then there is an edge between $\mu_k$ and $\lambda_k$, for $k = 0, 1$.
(4) If $\Omega(\mu) \neq \mu$ and $\Omega(\lambda) = \lambda$, then there is an edge between $(\mu, \Omega(\mu))$ and $\lambda_k$, for $k = 0, 1$.
(5) If $\Omega(\mu) \neq \mu$ and $\Omega(\lambda) \neq \lambda$, then there is an edge between $(\mu, \Omega(\mu))$ and $(\lambda, \Omega(\lambda))$.

The Young diagrams invariant under $\Omega$ are the ones in the middle of the graph $YL(N)$. So $TL(N)^\Omega$ is the bottom half of $YL(N)$ with one more copy of the vertices in the middle and adjacent edges. Therefore we have the following:

**Theorem 9.8.** We obtain a sequence of subfactor planar algebras $(\mathcal{C}_N^\bullet)^\Omega$ from the $\mathbb{Z}_2$ action. The principal graphs $YL(N)^\Omega$, for $N = 2, 3, 4, \cdots$, are given by

![Diagram](image)

When $N = 3$, it is a near-group subfactor planar algebra. (Its even part is a near-group fusion category.) It is proved in [LMP13] that its invertible objects forms the group $\mathbb{Z}_4$. This near-group subfactor planar algebra was first constructed by Izumi in [Izu93]. Therefore we obtain a sequence of (complex conjugate pairs of) subfactor planar algebras which is an extension of the near-group subfactor planar algebra for $\mathbb{Z}_4$.

We also obtain some subfactors from the $\mathbb{Z}_{N+1}$ symmetry. Take the stabilizer group of $\lambda$, $G_\lambda = \{g \in \mathbb{Z}_{N+1} \mid g \otimes \lambda = \lambda\}$. Then the irreducible summands of $\lambda \otimes \overline{\lambda}$ has exactly one $g$, for $g \in G_\lambda$. Let $\mathcal{N} \subset \mathcal{M}$ be the reduced subfactor of $\lambda$. Then it has an intermediate subfactor $\mathcal{P}$ and $\mathcal{N} \subset \mathcal{P}$ is the group subfactor $G_\lambda$. Therefore we obtain a subfactor $\mathcal{P} \subset \mathcal{M}$ with index $\frac{<\lambda>^2}{|G_\lambda|}$.

Let $\lambda_{N,m}$ be the following Young diagram,

![Diagram](image)

where $(2m-1)k = N + 1$. This triangle has $\frac{m(m+1)}{2}$ blocks and each block is a square with $k \times k$ cells. Note that $G_\lambda = \mathbb{Z}_{2m-1}$. Therefore

**Theorem 9.9.** For each $N$ and each odd ordered subgroup $\mathbb{Z}_{2m-1}$ of $\mathbb{Z}_{N+1}$, we obtain a subfactor with index $\frac{<\lambda_{N,m}>^2}{2m-1}$. 

10. The centralizer algebra of quantum subgroups

Etingof, Nikshych, and Ostrik introduced fusion categories in [ENO05]. In this section, we construct three-parameter families of unitary fusion categories $\mathcal{C}^{N,k,l}$. In particular, $\mathcal{C}^{N,1,0}$ is the bimodule category associated with the unshaded subfactor planar algebra $\mathcal{C}^N$; $\mathcal{C}^{N,0,1}$ and $\mathcal{C}^{N,1,1}$ are representation categories [Ost03] of (exceptional) subgroups of quantum $SU(N)_{N+2}$ and $SU(N+2)_N$ respectively. These representation categories are called modules or module categories of quantum subgroups by Ocneanu [Ocn00] and Ostrik [Ost03]. From this construction, we see that $\mathcal{C}^N$ is the centralizer algebra of each family of quantum subgroups. With a flavor reminiscent of Schur-Weyl duality, we study these module categories by the representations of $\mathcal{C}^N$ in Sections 6, 8. We also obtain a closed-form of the quantum dimensions of these representations.

When $q = e^{i\pi N}$, we have constructed the subfactor planar algebra $\mathcal{C}^N = \mathcal{C}/\ker$. The subalgebra $H^N$ of $\mathcal{C}^N$ generated by shifts of $\bigotimes$ is a Hecke algebra which is the centralizer algebra for quantum $SU(N)_{N+2}$. Recall that the representation category of quantum $SU(N)_{N+2}$ is obtained from the Hecke algebra modulo a $\mathbb{Z}_N$ periodicity given by the $N$th antisymmetrizer $g^{(N)}$. We are going to show that the $\mathbb{Z}_N$ periodicity extends to $\mathcal{C}^N$. Modulo the $\mathbb{Z}_N$ periodicity, we obtain the unitary fusion category $\mathcal{C}^{N,0,1}$ and it contains the representation category of quantum $SU(N)_{N+2}$ as a subcategory. Therefore it is the module category of an subgroup of quantum $SU(N)_{N+2}$.

The subalgebras of $\mathcal{C}^N$ generated by shifts of $\bigotimes$ is also a Hecke algebra, which is the centralizer algebra for quantum $SU(N+2)_N$. We are going to show that the corresponding $\mathbb{Z}_{N+2}$ periodicity also extends to $\mathcal{C}^N$. Modulo the $\mathbb{Z}_{N+2}$ periodicity, we obtain $\mathcal{C}^{N,1,1}$ as the module category of an subgroup of quantum $SU(N+2)_N$.

We conjecture that the two families of unitary fusion categories $\mathcal{C}^{N,0,1}$ and $\mathcal{C}^{N,1,1}$ are isomorphic to the bimodule categories defined by Xu in [Xu98b] for conformal inclusions $SU(N)_{N+2} \subset SU\left(\frac{N(N+1)}{2}\right)_1$ and $SU(N+2)_N \subset SU\left(\frac{(N+2)(N+1)}{2}\right)_1$ respectively.

Remark. While checking Ocneanu’s list in [Ocn00] with Noah Snyder, we realized that that the zero-graded part of the subgroup $E_6$ of $SU(3)$ is a near-group category with simple objects $1, g, g^2, X$, such that $X \otimes X = \oplus_{k=0}^2 g^k \oplus 6X$. This example is particularly interesting, because $\delta$ is a non-trivial multiple of the order of the group $Z_3$.

Definition 10.1. For an unshaded subfactor planar algebra $\mathcal{J}$, we call a trace one projection $g$ in $\mathcal{J}_m$ a $\mathbb{Z}_m$ grading operator, if there is a partial isometry $u$ from $g \otimes 1$ onto $1 \otimes g$, such that for any $x \in \mathcal{J}_k$, we have $g \otimes x = x \otimes g$.

The Jones projection $e = \frac{1}{\delta} \bigotimes$ is a $\mathbb{Z}_2$ grading operator.

Proposition 10.2. The tensor product of grading operators is a grading operator.
Proof. Suppose \( g_i \) is a \( \mathbb{Z}_m \) grading operator, and \( u_i \) is the partial isometry from \( g_i \otimes 1 \) onto \( 1 \otimes g_i \), for \( i = 1, 2 \), so that Equation 51 holds. Then \( g_1 \otimes g_2 \) is a \( \mathbb{Z}_{m_1 + m_2} \) grading operator, and \( (g_1 \otimes u_2)(u_1 \otimes g_2) \) is the partial isometry from \( g_1 \otimes g_2 \otimes 1 \) onto \( 1 \otimes g_1 \otimes g_2 \), so that Equation 51 holds.

Definition 10.3. For a grading operator \( g \), we call the pair \((g, u)\) a commutative grading, if the following equation holds.

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
g \\
\vdots
\end{array} \\
\begin{array}{c}
\vdots \\
g \\
\vdots
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\vdots \\
g \\
\vdots
\end{array} \\
\begin{array}{c}
\vdots \\
g \\
\vdots
\end{array}
\end{array}.
\]

(52)

If \( h \) is a minimal projection equivalent to \( g \) in \( \mathcal{S}_m \), then \( h \) is also a grading operator. The above definitions only depends on the equivalence class of \( g \).

Proposition 10.4. For any \( \mathbb{Z}_m \) grading operator \( g \) in \( \mathcal{S} \), there are \( m \) commutative gradings.

Proof. The left side of Equation 52 is a partial isometry from \( g \otimes g \) onto \( g \otimes g \). Since \( g \otimes g \) is a minimal projection in \( \mathbb{Z}_m \), we can modify the isometry \( u \) by a phase, such that Equation 52 holds. There are \( m \) choices of the phase corresponding to the \( m \)th roots of unity.

Definition 10.5. A \( \mathbb{Z}_m \) grading operator \( g \) is said to have a periodicity \( k \), if \( k \) is the smallest positive integer, such that \( g \otimes k \) is equivalent to \( e \otimes \frac{2 \pi i}{h} \) in \( \mathcal{S}_m \).

The Jones projection \( e \) is a \( \mathbb{Z}_2 \) grading operator with periodicity 1.

A unshaded subfactor planar algebra \( \mathcal{S} \) is a \( \mathbb{N} \cup \{0\} \) graded monoidal category with the usual tensor functor and the usual multiplication in Notation 2.10. If \( g \) is a \( \mathbb{Z}_m \) grading operator and \((g, u)\) is a commutative grading, then one can consider \( A = \bigoplus_{k=0}^m g \otimes k \) as a commutative algebra with a half-braiding defined in Equation 51 by \((g, u)\). We obtain a \( \mathbb{Z}_m \) graded monoidal category denoted by \( \mathcal{S}/(g, u) \) which is the module category over \( A \). If \((g, u')\) is another commutative grading, then \( \mathcal{S}/(g, u') \) can be derived from \( \mathcal{S}/(g, u) \) using the gauge transformation by the character of \( \mathbb{Z}_m \).

From the pivotal, spherical and positive properties of a planar algebra, one can show that \( \mathcal{S}/g \) is pivotal and spherical. Its simple objects have positive quantum dimensions. Furthermore, if \( \mathcal{S}/g \) has finite depth and \( g \) has a finite periodicity, then \( \mathcal{S}/g \) is a unitary fusion category. See Appendix D for the above construction of the unitary fusion category \( \mathcal{S}/g \).

Definition 10.6. For a finite depth unshaded subfactor planar algebra \( \mathcal{S} \) and a \( \mathbb{Z}_m \) grading operator \( g \) with a finite periodicity, we construct a \( \mathbb{Z}_m \) graded unitary fusion category as \( \mathcal{S} \) modulo a commutative grading \( g \), denoted by \( \mathcal{S}/g \).

Let the \( \text{Ver} \) be the set of vertices of the principal graph of the unshaded subfactor planar algebra \( \mathcal{S} \), then the \( \lambda \) equivalent classes of \( \lambda \) simple objects of \( \mathcal{S} \) as a \( \mathbb{N} \cup \{0\} \) graded monoidal category are indexed by \( \lambda \otimes e^{\otimes k} \) for \( \lambda \in \text{Ver}, k \geq 0 \). The simple objects of \( \mathcal{S}/g \) are indexed by of \( \lambda \otimes e^{\otimes k} \) modulo \( g \). If \( X \) is the object in \( \mathcal{S}/g \) corresponding to the \( 1 \)-box identity in \( \mathcal{S} \), then one can derive the branching formula of \( \mathcal{S}/g \) with respect to \( X \) from the principal graph of \( \mathcal{S} \).

Now let us construct grading operators in \( \mathcal{C}_N^+ \) and related unitary fusion categories. Recall that \( g^{(N)} \) is the \( \lambda \)th antisymmetrizer of the Hecke algebra \( H_N^\lambda \). The trace of \( g^{(N)} = y_{[1N]} \) is one. It has a trace one subprojection \( \tilde{y}_{[1N]} \). Thus \( \tilde{y}_{[1N]} = g^{(N)} \).
Proposition 10.7. The tensor product $(g^{(N)})^\otimes k \otimes e^{\otimes l}$ is a grading operator in $\mathcal{C}_N^{N+1}$ with periodicity $\frac{N+1}{(N+1,k)}$, for $N \geq 1$, and $k,l \geq 0$.

Proof. Take $U = (g^{(N)} \otimes 1) \alpha_N \alpha_{N-1} \cdots \alpha_1$. Then $U$ is a partial isometry from $g^{(N)} \otimes 1$ onto $1 \otimes g^{(N)}$ by type III Reidemeister moves for $\alpha$. By Proposition 7.3, Equation 51 holds for any $x$. Thus $g^{(N)}$ is a $\mathbb{Z}_N$ grading operator. By Proposition 9.3, the periodicity of $g^{(N)}$ is $N+1$. Recall that $e$ is a grading operator. By Proposition 10.2, the tensor product $(g^{(N)})^\otimes k \otimes e^{\otimes l}$ is a grading operator. By Proposition 9.3, the periodicity of the grading operator $(g^{(N)})^\otimes k \otimes e^{\otimes l}$ is $\frac{N+1}{(N+1,k)}$. □

Theorem 10.8. The unshaded finite depth subfactor planar algebra $\mathcal{C}_N^N$ modulo the grading operator $(g^{(N)})^\otimes k \otimes e^{\otimes l}$ is a $\mathbb{Z}_{N+1}$ graded unitary fusion category, denoted by $\mathcal{C}_N^{N,k,l}$.

Proof. Follows from the construction in Appendix D. □

Question. Whether these 3D TQFT can be parameterized by three parameters?

Theorem 10.9. The unitary fusion category $\mathcal{C}_N^{N,0,1}$ is the module category of a subgroups of quantum $SU(N)_N$. Therefore $\mathcal{C}_N$ is the centralizer algebra for these quantum subgroups.

Proof. Note that the unitary fusion category $\mathcal{C}_N^{N,0,1}$ is $\mathcal{C}_N / g^{(N)}$ which contains the representation category of quantum $SU(N)_N$ as a subcategory. Therefore it is the module category of a subgroups of quantum $SU(N)_N$ in the sense of Ocneanu [Ocn00], or in the sense of Ostrik by Theorem 1 in [Ost03]. □

Recall that the subalgebra of $\mathcal{C}_N$ generated by shifts of $\bigotimes \frac{1}{l}$ is also a Hecke algebra, which is the centralizer algebra for quantum $SU(N+2)_N$. Let us construct the antisymmetrizers $h^{(l)}$, $1 \leq l \leq N+2$ from $\beta_i$ as follows,

$$h^{(l)} = h^{(l-1)} - \frac{l-1}{l} h^{(l-1)}(q^{-1} + \beta_i)h^{(l-1)},$$

where $h^{(1)} = 1$. In particular, $h^{(N+2)}$ is a trace one projection. By Proposition 7.3, we have the following:

Proposition 10.10. The operator $h^{(N+2)}$ is $\mathbb{Z}_{N+2}$ grading operator for $\mathcal{C}^N$.

Proposition 10.11. The minimal projection $g^{(N)} \otimes e$ is equivalent to $h^{(N+2)}$ in $\mathcal{C}_N^{N+2}$.

Proof. Let $\Phi$ be the trace preserving condition expectation from $\mathcal{C}_N^{N+2}$ to $\mathcal{C}_N^N$, i.e. adding two caps on the right of a $N+2$ box. Then it is also a trace preserving condition expectation on the Hecke algebra and $\Phi(h^{(N+2)}) = \frac{tr(h^{(N+2)})}{tr(h^{(N)})} h^{(N)}$.

Recall that $s_m$ is the complement of the support of the basic construction ideal of $\mathcal{C}_m^N$, so $s_m \alpha_i = s_m \beta_i$. By the inductive construction of the antisymmetrizer, we have $s_m g^{(l)} = s_m h^{(l)}$, for $1 \leq l \leq N$. Recall that $s_m g^{(N)} = g^{(N)}$, so

$$\Phi(h^{(N+2)}(g^{(N)} \otimes 1 \otimes 1)) = \Phi(h^{(N+2)} g^{(N)}) = \frac{tr(h^{(N+2)})}{tr(h^{(N)})} h^{(N)} g^{(N)}.$$
Therefore the trace one projection $h^{(N+2)}$ is subequivalent to $g^{(N)} \otimes 1 \otimes 1$. Note that

$$1 \otimes 1 = e + \tilde{y}_{[1]} + \tilde{y}_{[2]}.$$ 

When $N \geq 3$, $g^{(N)} \otimes 1 \otimes 1$ has only one trace one subprojection $g^{(N)} \otimes e$. Thus the minimal projection $g^{(N)} \otimes e$ is equivalent to $h^{(N+2)}$ in $\mathcal{C}_{N+2}^\bullet$.

When $N = 1$, $\mathcal{C}^1$ has index one. The statement is true.

When $N = 2$, $\mathcal{C}^2$ is the group subfactor planar algebra $\mathbb{Z}_3$. The 2-box minimal projections are given by $e$, $g^{(2)}$, $h^{(2)}$. Thus $g^{(2)} \otimes e$ is equivalent to $h^{(2)} \otimes h^{(2)}$. Applying two left caps or two right caps to $h^{(4)}$, we obtain a scalar multiple of $h^{(2)}$. Thus $h^{(4)}$ is a subprojection of $h^{(2)} \otimes h^{(2)}$. Both of them have trace one, so $h^{(4)} = h^{(2)} \otimes h^{(2)}$, which is equivalent to $g^{(2)} \otimes e$. □

**Theorem 10.12.** The unitary fusion category $\mathcal{C}^{N,1,1}$ is the module category of a subgroups of quantum $SU(N+2)_N$. Therefore $\mathcal{C}$ is the centralizer algebra for these quantum subgroups.

**Proof.** Note that the unitary fusion category $\mathcal{C}^{N,1,1}$ is isomorphic to $\mathcal{C}^{N}/h^{N+2}$ which contains the representation category of quantum $SU(N+2)_N$ as a subcategory. Therefore it is the module category of a subgroups of quantum $SU(N+2)_N$ in the sense of Ocneanu [Ocn00], or in the sense of Ostrik by Theorem 1 in [Ost03]. □

Let $g$ be the simple object in $\mathcal{C}^{N,k,l}$ corresponding to the minimal projection $g^{(N)}$. We have known the principal graph $YL(N)$ of $\mathcal{C}^\bullet$ and the action of $g$ by tensor product on the principal graph (Corollary 9.7). Therefore we have the branching formula for all $\mathcal{C}^{N,k,l}$ with respect to the generating simple object, which is indexed by the Young diagram $[1]$ with one cell.

Let us compute the branching formula for the case $\mathcal{C}^{3,1,0}$ as an example.

When $N = 3$, the principal graph of $\mathcal{C}^\bullet$ is

(This is the branching formula of $\mathcal{C}^{3,0,1}$.)

The simple objects of $\mathcal{C}^\bullet$ as a $\mathbb{N} \cup \{0\}$ graded monoidal category are indexed by $\lambda \otimes e^{\otimes k}$ for all Young diagrams $\lambda$ and $k \geq 0$.

The grading operator $g = g^{(3)}$ is indexed by the Young diagram $[1^3] = \square$. Its action on $Y(3)$ is given in Figure 7.
Let us fix representatives $\emptyset$ and $[1]$ for the two orbits. The periodicity of $g$ is 4. So $e^\otimes 6$ is equivalent to $g^\otimes 4$ in $\mathcal{C}_{12}^3$, equivalent to $\emptyset$ in $\mathcal{C}_{3,1.0}^3$. Therefore the simple objects of $\mathcal{C}_{3,k,l}^N$ are indexed by $e^\otimes t$ and $[1]^\otimes e^\otimes t$, for $0 \leq t < 6$.

The fusion rule is derived from the principal graph as follows.

\[

e^\otimes 6 \sim g^\otimes 4 \sim_g \emptyset;
\]

\[
[1] \otimes e \sim e \otimes [1];
\]

\[
[1] \otimes [1] \sim e \oplus [2] \oplus [1^2] \sim_g e \oplus ([2] \otimes g) \oplus ([1^2] \otimes g^\otimes 3) \sim e \oplus ([1] \otimes e^\otimes 2) \oplus ([1] \otimes e^\otimes 5),
\]

where $\sim$ means two projections (or objects) are equivalent in $\mathcal{C}_{3}^3$, and $\sim_g$ means two projections (or objects) are equivalent in $\mathcal{C}_{3,1.0}^3$. Thus the $\mathbb{Z}_3$ graded branching formula of $\mathcal{C}_{3,1.0}^3$ is given in Figure 8. (This is Figure 4.)

Ocneanu classified subgroups of quantum $SU(3)$ and $SU(4)$ in [Ocn00]. He also gave their branching formulas. Our branching formulas for $\mathcal{C}_{N,0,1}^N$, $N = 3, 4$, correspond to exceptional subgroups of quantum $SU(3)_5$ and $SU(4)_6$ in Ocneanu’s list. Our branching formulas for $\mathcal{C}_{N,0,1}^N$, $N \geq 5$, are new.

Xu constructed bimodule categories (or unitary fusion categories) from conformal inclusions in [Xu98b], namely the $\alpha$-induction. These bimodule categories contains the representation categories of quantum groups as a subcategory, if the the conformal inclusions are given by corresponding Lie groups. Therefore these bimodule categories are defined as representation categories of quantum subgroups. In this construction, he could compute the branching formula for subgroups of some small rank quantum groups. The branching formula for $\mathcal{C}_{3,1.0}^3$ in Figure 8 is the same as the one computed by Xu for the conformal inclusion $SU(3)_5 \subset SU(6)_1$. We conjecture from this observation:

**Conjecture.** The unitary fusion category $\mathcal{C}_{N,1.0}^N$ is isomorphic to Xu’s bimodule category for the conformal inclusion $SU(N)_{N+2} \subset SU\left(\frac{N(N+1)}{2}\right)_1$.  

The conjecture is true for $N = 2, 3, 4$ by Ocneanu’s classification result.

Recall that $\mathcal{C}_{N,1.1}^N$ is the unitary fusion category $\mathcal{C}_N^N/h$, where $h \sim g \otimes e$. When $N = 3$, the simple objects of $\mathcal{C}_{3,1.1}^3$ are given by $e^\otimes j$, $[1] \otimes e^\otimes j$, for $0 \leq j < 10$. Moreover, the fusion rule is given by

\[
e^\otimes 10 \sim \emptyset
\]
This fusion rule is the same as the one computed by Xu for the conformal inclusion $SU(5)_3 \subset SU(10)_1$.

We conjecture from this observation:

**Conjecture.** The unitary fusion category $\mathcal{C}_{N,1,1}$ is isomorphic to Xu’s bimodule category for the conformal inclusion $SU(N+2)_N \subset SU(\frac{(N+2)(N+1)}{2})_1$.

The conjecture is true for $N = 2$ by Ocneanu’s classification result.

Our branching formula for $\mathcal{C}_{N,1,1}$ is new for $N \geq 4$. Our unitary fusion categories $\mathcal{C}_{N,k,l}$ and branching formulas for other parameters $N,k,l$ are new.
APPENDIX A. AN ALGEBRAIC PRESENTATION

Theorem A.1. The $q$-parameterized Yang-Baxter relation planar algebra $C_\bullet$ constructed in Section 5 has the following algebraic presentation. $\alpha = \left\langle \begin{array}{c} \mu \\ \lambda \end{array} \right\rangle$, $h = \left\langle \begin{array}{c} \lambda \\ \mu \end{array} \right\rangle$

\begin{align*}
\alpha_i - \alpha_i^{-1} &= (q - q^{-1}) \\
\alpha_i\alpha_j &= \alpha_j\alpha_i, \quad \forall |i - j| \geq 2 \\
\alpha_i\alpha_{i+1}\alpha_i &= \alpha_{i+1}\alpha_i\alpha_{i+1} \\
h_i^2 &= \frac{i(q + q^{-1})}{q - q^{-1}}h_i \\
h_ih_j &= h_jh_i, \quad \forall |i - j| \geq 2 \\
h_ih_{i\pm 1}h_i &= h_i \\
\alpha_ih_i &= h_i\alpha_i = qh_i \\
\alpha_ih_j &= h_j\alpha_i \quad \forall |i - j| \geq 2 \\
\alpha_i\alpha_{i+1}h_i &= h_{i+1}\alpha_i\alpha_{i+1} = ih_{i+1}h_i \\
h_i\alpha_{i+1}\alpha_i &= \alpha_{i+1}\alpha_ih_{i+1} = -ih_{i+1} \\
\alpha_ih_{i\pm 1}\alpha_i^{-1} &= \alpha_{i\pm 1}^{-1}h_i\alpha_{i+1} \\
h_ih_{i\pm 1}\alpha_i &= h_i\alpha_{i\pm 1}^{-1} \\
\alpha_ih_{i\pm 1} &= \alpha_{i\pm 1}h_i \\
h_ih_{i\pm 1}h_i &= iq^{-1}h_i
\end{align*}

Proof. Let $A$ be the filtered algebra defined by the above presentation. It is easy to check, these algebraic relations hold for $C_\bullet$. By Proposition 3.5, $C_\bullet$ is a quotient of $A$ as an algebra. Note that the construction of matrix units of $C_\bullet$ only use these algebraic relations. Thus the matrix unit of $C_\bullet$ is also a matrix unit of $A$. Therefore $C_\bullet = A$. □

Remark. If we consider $\alpha$ and $ih$ as generators, then the centralizer algebra $C_\bullet$ is also defined on the field $\mathbb{Z}(q)$.

APPENDIX B. WENZL’S FORMULA

We give a proof of the general Wenzl’s formula in Theorem 6.5.

Proof. Take

\[ x = \hat{y}_\mu \otimes 1 - \sum_{\lambda < \mu} \frac{\lambda > \mu}{\lambda \otimes \mu} (\hat{y}_\mu \otimes 1)(\rho_{\lambda > \mu} \otimes 1)(\hat{y}_\lambda \otimes \cap)(\hat{y}_\lambda \otimes \cup)(\rho_{\lambda < \mu} \otimes 1)(\hat{y}_\mu \otimes 1) \tag{53} \]

and a length $|\mu| + 1$ path $t$ from $0$ to $\lambda'$, $|\lambda'| < |\mu|$.

If $\lambda' < \mu$ does not hold, then

\[ (\hat{y}_\lambda \otimes \cup)(\rho_{\lambda < \mu} \otimes 1)(\hat{y}_\mu \otimes 1)\tilde{P}^+(t) = 0, \quad \forall \lambda < \mu, \]

since it is a morphism from $\hat{y}_\lambda$ to $\hat{y}_\lambda'$. By the Frobenius reciprocity, $(\hat{y}_\mu \otimes 1)\tilde{P}^+(t) = 0$, since it is a morphism from $\hat{y}_\mu \otimes 1$ to $\hat{y}_\lambda$. Therefore $x\tilde{P}^+(t) = 0$.
If $\lambda' < \mu$, then
\[
(\tilde{y}_{\mu} \otimes 1) \tilde{P}^{-}(t) = c(\tilde{y}_{\mu} \otimes 1)(\rho_{\mu \to \lambda'} \otimes 1)(y_{\lambda'} \otimes \cap),
\]
for some constant $c$, because both sides are morphisms from $\tilde{y}_{\lambda} \otimes 1$ to $\tilde{\lambda}'$. Thus
\[
(\tilde{y}_{\lambda} \otimes \cup)(\rho_{\lambda' < \mu} \otimes 1)(\tilde{y}_{\mu} \otimes 1) \tilde{P}^{-}(t)
\]
\[
= c(\tilde{y}_{\lambda} \otimes \cup)(\rho_{\lambda' < \mu} \otimes 1)(\rho_{\mu \to \lambda'} \otimes 1)(y_{\lambda'} \otimes \cap)
\]
\[
= \frac{c < \mu >}{< \lambda' >} \tilde{y}_{\lambda}.
\]
Moreover,
\[
(\tilde{y}_{\lambda} \otimes \cup)(\rho_{\mu < \lambda} \otimes 1)(\tilde{y}_{\mu} \otimes 1) \tilde{P}^{-}(t) = 0,
\]
when $\lambda' \neq \lambda'$, since it is a morphism from $\tilde{y}_{\lambda}$ to $\tilde{\lambda}'$. Therefore
\[
x \tilde{P}^{-}(t) = c(\tilde{y}_{\mu} \otimes 1)(\rho_{\mu \to \lambda'} \otimes 1)(y_{\lambda'} \otimes \cap) - c(\tilde{y}_{\mu} \otimes 1)(\rho_{\mu \to \lambda'} \otimes 1)(y_{\lambda'} \otimes \cap) = 0.
\]
Recall that $Y I_{[\mu]+1} \cong J_{[\mu]+1}$, so $xz = 0$, for any $z \in I_{[\mu]+1}$. Thus $x s_{[\mu]+1} = x$. Note that $s_{[\mu]+1}$ is central and $(\tilde{y}_{\lambda} \otimes \cup)s_{[\mu]+1} = 0$, by Equation (53), we have
\[
x = x s_{[\mu]+1} = (\tilde{y}_{\mu} \otimes 1)s_{[\mu]+1}.
\]
(54)
On the other hand,
\[
(\tilde{y}_{\mu} \otimes 1)s_{[\mu]+1}
\]
\[
= (y_{\mu} s_{[\mu]} \otimes 1)s_{[\mu]+1}
\]
\[
= (y_{\mu} \otimes 1)s_{[\mu]+1}
\]
\[
= \sum_{\lambda > \mu}(y_{\mu} \otimes 1)(\rho_{\mu \to \lambda} y_{\lambda}(\rho_{\mu \to \mu} \otimes 1)) s_{[\mu]+1}
\]
\[
= \sum_{\lambda > \mu}(\tilde{y}_{\mu} \otimes 1)(\rho_{\mu < \lambda} \rho_{\lambda > \mu}) (\tilde{y}_{\mu} \otimes 1).
\]
(55)
By Equations (53), (54), (55), we obtain Wenzl’s formula. 

**APPENDIX C. PROOFS OF THEOREMS AND LEMMAS**

C.1. **Proof of Theorem 4.1.**

**Proof.** There are two different ways to evaluate the 3-box $\equiv$ as a linear sum over the basis. Replacing $\equiv$ by $\equiv$ and lower terms, we have

\[
\equiv = B \equiv + C \equiv + C \equiv
\]
\[
+ D \equiv + D(\equiv + \equiv - \frac{1}{\delta} \equiv) + D \equiv.
\]
\[ + E(a') \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y + E(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) \\
+ F(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) + F \begin{array}{lll} & | & | \end{array} X + F(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) \\
+ G(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| (a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y)). \]

Replacing \begin{array}{lll} & | & | \end{array} X by \begin{array}{lll} & | & | \end{array} Y and lower terms, we have

\[ - G \begin{array}{lll} & | & | \end{array} X = - G \begin{array}{lll} & | & | \end{array} Y + \left| - \frac{1}{\delta} \right| (a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) + A \begin{array}{lll} & | & | \end{array} X + C \begin{array}{lll} & | & | \end{array} Y + D(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) + E(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y) + F(a' \begin{array}{lll} & | & | \end{array} X + \left| - \frac{1}{\delta} \right| \begin{array}{lll} & | & | \end{array} Y). \]

Therefore

\[ (a - F) \begin{array}{lll} & | & | \end{array} X \]

\[ = (E - 2GE \frac{1}{\delta} + G^2 \frac{1}{\delta^2}) \begin{array}{lll} & | & | \end{array} X + (\frac{1}{\delta} - 2D \frac{1}{\delta} + GD) \begin{array}{lll} & | & | \end{array} X \]

\[ + (D + GE)(\left| \right| | | |) + (\frac{1}{\delta} - E \frac{1}{\delta} - GD \frac{1}{\delta} - G^2 \frac{1}{\delta}) \begin{array}{lll} & | & | \end{array} Y \]

\[ + (C + Da + GF)(\begin{array}{lll} & | & | \end{array} X + \begin{array}{lll} & | & | \end{array} Y) + (a \frac{1}{\delta} - 2F \frac{1}{\delta} + GB + GDa') \begin{array}{lll} & | & | \end{array} X \]

\[ + (F + GC + GEa')(\begin{array}{lll} & | & | \end{array} X + \begin{array}{lll} & | & | \end{array} Y) + (A + Ea - 2GF \frac{1}{\delta} - G^2 a' \frac{1}{\delta}) \begin{array}{lll} & | & | \end{array} X \]

\[ + (E + Fa + GD + GFa')(\begin{array}{lll} & | & | \end{array} X + \begin{array}{lll} & | & | \end{array} Y) + (1 + G^2) \begin{array}{lll} & | & | \end{array} X + (GF + G^2 a') \begin{array}{lll} & | & | \end{array} X. \]

Comparing the coefficients of the basis, we have the following equations.

\[ (a - F)G = GF + G^2 a' \]

\[ (a - F)F = E + Fa + GD + GFa' = (-1 + G^2) \]

(56)  (57)
(a − F)E = F + GC + GEa′ = A + Ea − 2GF^1_δ − G^2a′^1_δ

(a − F)D = C + Da + GF = a^1_δ − 2F^1_δ + GB + GDa′

(a − F)C = D + GE = \frac{1}{δ} − E^1_δ − GD^1_δ − G^2^1_δ

(a − F)B = −\frac{1}{δ^2} − 2D^1_δ + GD

(a − F)A = (E − 2GE^1_δ + G^2^1_δ)

Case 1: If F = 0, then equation (57) implies

G^2 = 1, E + GD = 0.

By equation (56), we have

a′ = Ga.

Applying F = 0, a′ = Ga to the first equality of equation (58), we have

C = 0.

Applying F = 0, a′ = Ga, G^2 = 1 to the second equality of equation (58), we have

A = Ga\δ.

Applying F = 0, a′ = Ga, G^2 = 1 to the second equality of equation (59), we have

B = −\frac{Ga}{δ}.

Applying B = −\frac{Ga}{δ} to equation (61), we have

(Gδ^2 − 2δ)D = 1 − Ga^2δ.

We have solved A, B, C, D, E, F, G in terms of a and δ (and D).

Case 2: If F ≠ 0, then equation (57) implies

a = F + \frac{G^2 − 1}{F}.

Note that G ≠ 0, since ☉ has a Yang-Baxter. Substituting a in equation (56), we have

a′ = \frac{G^2^1_δ − F}{G^2}. \]

Substituting a, a′ in the first equalities of equation (57), (58), (59), we have

\[
\begin{bmatrix}
   GC  & + (F + \frac{G^2 − 1}{F})D & -FE = -F \\
   C   & (F + \frac{G^2 − 1}{F})D + E = 1 - G^2
\end{bmatrix}
\]

Let us consider F, G as constants and C, D, E as variables, then the determinant of the coefficient matrix on the left side is

\[
\begin{vmatrix}
   G & 0 & -F \\
   1 & F + \frac{G^2 − 1}{F} & 0 \\
   0 & G & 1
\end{vmatrix} = \frac{G^2 − 1}{F}.
\]
If \( G^2 - 1 \neq 0 \), then we have the unique solution

\[
\begin{aligned}
C &= -F - FG \\
F &= 1 \\
E &= 1 - G - G^2
\end{aligned}
\]

Plugging the solution into the second equality of equation (60), we have

\[
1 + (1 - G - G^2)G = \frac{1}{\delta} (1 - (1 - G - G^2) - G - G^2).
\]

This implies \( (1 + G)^2(1 - G) = 0 \). So \( G = \pm 1 \), and \( G^2 - 1 = 0 \), contradicting the assumption.

If \( G^2 - 1 = 0 \), then \( G = \pm 1 \), \( a = F \), \( a' = -GF \), and

\[
\begin{aligned}
GC - FE &= -F \\
C + FD &= -FG \\
GD + E &= 0
\end{aligned}
\]

So

\[
E = -GD, C = -F(G + D).
\]

By equation (61), we have \((G\delta^2 - 2\delta)D = 1\). So \( G\delta^2 - 2\delta \neq 0 \) and

\[
D = \frac{1}{G\delta^2 - 2\delta}.
\]

From the second equality of equation (58), (59), we have

\[
A = B = \bigg(\frac{1}{\delta} + D\bigg)GF.
\]

We have solved \( A, B, C, D, E, F, G \) in term of \( a \) and \( \delta \).

\[
\begin{aligned}
G &= \pm 1 \\
A &= B = Ga\bigg(\frac{1}{\delta} + D\bigg) \\
C &= -a(G + D) \\
D &= -GE = \frac{1}{G\delta^2 - 2\delta} \\
F &= a \\
a' &= -Ga
\end{aligned}
\] (63)

Adding a cap to the right of the following equation

\[
\begin{aligned}
\bigotimes = A \bigotimes + B \bigotimes + C(\bigotimes \bigotimes + \bigotimes \bigotimes + \bigotimes \bigotimes) \\
&+ D(\bigotimes \bigotimes + \bigotimes \bigotimes + \bigotimes \bigotimes) + E(\bigotimes \bigotimes + \bigotimes \bigotimes + \bigotimes \bigotimes) \\
&+ F(\bigotimes \bigotimes + \bigotimes \bigotimes + \bigotimes \bigotimes) + G \bigotimes
\end{aligned}
\]

we get

\[
0 = A \bigotimes + B\delta \bigotimes + C\delta \bigotimes + 2C \bigotimes + D\delta \bigotimes + 2E \bigotimes + F(a \bigotimes + \bigotimes + \bigotimes - \frac{1}{\delta} \bigotimes + \bigotimes) + \bigotimes.
\]
\[+ Ga(a' \bigotimes + \bigcup - \frac{1}{\delta} \big| \big| - G \frac{1}{\delta} \bigotimes \bigotimes \]
\[= (A + C\delta + F - Gaa' \frac{1}{\delta}) \big| \big| + (B\delta + 2C - F \frac{1}{\delta} + Ga) \bigcup +
\[+ (D\delta + 2E + Fa + Gaa' - G \frac{1}{\delta}) \bigotimes \bigotimes \bigotimes .\]

Therefore

\[0 = A + C\delta + F - Gaa' \frac{1}{\delta}
\[= Ga(\frac{1}{\delta} + D) - a(G + D)\delta + a + a^2 \frac{1}{\delta} , \text{ by the solution} \] 63

Recall that \(a = F \neq 0\), so

\[a = -G(1 + \delta D) + (G + D)\delta^2 - 1\]

If we replace the generator \(R\) by \(-R\) and repeat the above arguments, then \(a, \delta, A, B, C, D, E, F, G\) are replaced by \(-a, \delta, -A, -B, -C, D, E, -F, G\). So we have

\[-a = -G(1 + \delta D) + (G + D)\delta^2 - 1\]

Thus \(a = 0\), contradicting to \(a = F \neq 0\). Therefore there is no solution for Case 2. \(\square\)

C.2. **Proof of Lemma 4.4** Recall that \(R_U = a_1 \big| \big| + a_2 \bigcup + a_3 \bigotimes \bigotimes \), \(a_3 \neq 0\), we have

\[R_U(1 \otimes R_U)R_U = a_1a_1a_1 \big| \big| + a_1a_1a_2 \bigcup + a_1a_1a_3 \bigotimes \bigotimes + a_2a_2a_1 \bigcup + a_2a_2a_2 \bigcup + a_2a_2a_3 \bigotimes \bigotimes \\
+ a_1Ga_3a_1 \bigotimes \bigotimes + a_1Ga_3a_2 \bigotimes \bigotimes + a_1Ga_3a_3 \bigotimes \bigotimes + a_2a_1a_1 \bigcup + a_2a_1a_2 \bigcup + a_2a_1a_3 \bigotimes \\
+ a_2a_2a_1 \bigcup + a_2a_2a_2 \bigcup + a_2a_2a_3 \bigotimes \bigotimes + a_2Ga_3a_1 \bigotimes \bigotimes + a_2Ga_3a_2 \bigotimes \bigotimes + a_2Ga_3a_3 \bigotimes \bigotimes \\
+ a_3a_1a_1 \bigotimes \bigotimes + a_3a_1a_2 \bigotimes \bigotimes + a_3a_1a_3 \bigotimes \bigotimes + a_3a_2a_1 \bigotimes \bigotimes + a_3a_2a_2 \bigotimes \bigotimes + a_3a_2a_3 \bigotimes \bigotimes \\
+ a_3Ga_3a_1 \bigotimes \bigotimes + a_3Ga_3a_2 \bigotimes \bigotimes + a_3Ga_3a_3 \bigotimes \bigotimes \]

and

\[(1 \otimes R_U)(1 \otimes R_U) = a_1a_1a_1 \big| \big| + a_1a_1a_2 \bigcup + a_1a_1a_3 \bigotimes \\
+ a_1a_2a_1 \bigcup + a_1a_2a_2 \bigcup + a_1a_2a_3 \bigotimes \\
+ a_1a_3a_1 \bigotimes + a_1a_3a_2 \bigotimes + a_1a_3a_3 \bigotimes \bigotimes \]
and lower terms, then comparing the coefficients, we have

\[ a_3a_1a_1 \bigg\rangle \bigg\langle + \frac{\delta}{a_2}a_2a_2a_2 - \frac{1}{\delta}a_2a_2a_2 - \frac{1}{\delta}a_2a_2a_2 = a_1a_2a_2 \bigg\rangle \bigg\langle \]

Replacing \( \bigg\langle \bigg\rangle \) by \( \bigg\rangle \bigg\langle \) and lower terms, then comparing the coefficients, we have

\[ R_U(1 \otimes R_U) - (1 \otimes R_U)R_U(1 \otimes R_U) \iff \]

\[ \begin{align*}
a_3Ga_3a_3G &= Ga_3a_3Ga_3 & (64) \\
a_3Ga_3a_3F + a_3Ga_3a_1 &= a_1a_3Ga_3 & (65) \\
a_3Ga_3a_3F + a_1Ga_3a_3 &= Ga_3a_3a_1 & (66) \\
a_3Ga_3a_3F + a_3a_2a_3 &= Ga_3a_2Ga_3 & (67) \\
a_3Ga_3a_3E + a_1a_2a_3 &= a_2a_2Ga_3 + a_2a_3a_1 + a_2a_3Ga_3a' & (68) \\
a_3Ga_3a_3E + a_3a_2a_1 &= a_1a_3a_2 + Ga_3a_2a_2 + Ga_3a_2a_2a' & (69) \\
a_3Ga_3a_3E + a_1Ga_3a_1 &= a_1a_1Ga_3 + Ga_3a_1a_1 + Ga_3a_1Ga_3a' & (70) \\
a_3Ga_3a_3D + a_1Ga_3a_2 + a_3a_2a_2 + a_3Ga_3a_2a &= Ga_3a_2a_1 & (71) \\
a_3Ga_3a_3D + a_2a_2a_3 + a_2Ga_3a_3 &= a_1a_2Ga_3 & (72) \\
a_3Ga_3a_3D + a_1a_2a_3 + a_3a_2a_1 + a_3a_3a_3a &= a_1a_3a_1 & (73) \\
a_3Ga_3a_3C + a_1a_2a_2 + a_3Ga_3a_2 &= a_2a_2a_1 + a_2a_3Ga_3 & (74) \\
a_3Ga_3a_3C + a_2a_2a_1 + a_2Ga_3a_3 &= a_1a_2a_2 + Ga_3a_3a_2 & (75) \\
a_3Ga_3a_3C + a_1a_1a_1 + a_3a_1a_3 &= a_1a_1a_1 + Ga_3a_1Ga_3 & (76) \\
a_3Ga_3a_3B + a_1a_1a_2 + a_2a_1a_1 + a_2a_1a_2\delta + a_2a_2a_2 - \frac{1}{\delta}a_2Ga_3a_3 - \frac{1}{\delta}a_3a_1a_3 - \frac{1}{\delta}a_3Ga_3a_2 &= a_1a_2a_1 & (77) \end{align*} \]
$$a_3 Ga_3 a_3 A + a_1 a_2 a_1 = a_1 a_1 a_2 + a_2 a_1 a_3 + a_2 a_1 a_2 - \frac{1}{\delta} a_2 a_3 Ga_3 - \frac{1}{\delta} Ga_3 a_1 a_3 - \frac{1}{\delta} Ga_3 a_3 a_2$$

Note that (65) ⇐⇒ (66); (68) ⇐⇒ (69); (71) ⇐⇒ (72); (74) ⇐⇒ (75).

Equation (64) always holds.

Since $F = 0$, Equation (65), (67) hold.

By Equation (15), $z_1$ and $z_2 G$ are solutions of $z^2 + az - E = 0$. Since $a_1/a_3 = z_1$, $a_2/a_3 = z_2$, we have

$$(a_2 G)^2 + aa_2 a_3 G - a_2^2 E = 0$$

and

$$a_1^2 + aa_1 a_3 - a_2^2 E = 0$$

Moreover, $a' = Ga$, so Equation (68), (70) hold.

Since $E = -GD$, Equation (71), (73) follow from (68), (70).

Since $C = 0$, Equation (74), (76) hold.

Note that

$$GB + z_1^2 z_2 + z_1 z_2^2 \delta + z_2^3 - \frac{1}{\delta} z_2 G - \frac{1}{\delta} z_1 - \frac{1}{\delta} z_2 G = -G^a \delta + z_1 z_2 \delta + z_2^3 - \frac{1}{\delta} z_2 G - \frac{1}{\delta} z_1 - \frac{1}{\delta} z_2 G$$

since $B = -A = -G^a \delta$,

$$= z_1^2 z_2 + z_1 z_2^2 \delta + z_2^3 - \frac{1}{\delta} z_2 G$$

by Equation (15),

$$=(-a)^2 + (\delta - 2G)(-E) - \frac{G}{\delta}$$

by Equation (15),

$$= 0$$

since $E = -GD$, $(G^2 - 2\delta)D = 1 - Ga^2 \delta$.

So Equation (77) holds.

Since $B = -A$, Equation (78) follows from Equation (77).

Therefore

$$R_U (1 \otimes R_U) R_U = (1 \otimes R_U) R_U (1 \otimes R_U).$$

C.3. **Proof of Theorem 4.6.** Up to the complex conjugate, we only need to consider the case for $G = i$.

**Proof.** There are two different ways to evaluate the 3-box as a linear sum over the basis.

Replacing $\phantom{\otimes}$ by $\phantom{\otimes}$ and lower terms, we have

$$\begin{align*}
\otimes &= B \otimes + C | \otimes - C \otimes \\
&+ D \otimes + D (- \otimes + \frac{1}{\delta} \otimes') + D \otimes \\
&+ E (- \otimes + \frac{1}{\delta} \otimes') + E (\otimes - \frac{1}{\delta} \otimes')
\end{align*}$$
\[ + F(\frac{1}{\delta}) \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R}) + F \otimes F + F(\frac{1}{\delta}) \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R}) + G(\frac{1}{\delta}) \otimes (\mathbb{R} - \frac{1}{\delta} \otimes \mathbb{R}). \]

Replacing \( \mathbb{R} \) by \( \mathbb{R} \) and lower terms, we have

\[ \begin{align*}
- G \otimes \mathbb{R} &= - F \\
&= - (- \frac{1}{\delta} \otimes (\mathbb{R} - \frac{1}{\delta} \otimes \mathbb{R})) \\
&\quad - A \otimes \mathbb{R} + C \otimes (\mathbb{R} - \frac{1}{\delta} \otimes \mathbb{R}) \\
&\quad + D(\otimes \mathbb{R} - \frac{1}{\delta} \otimes \mathbb{R}) + D(- \frac{1}{\delta} \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R})) \\
&\quad + E \otimes \mathbb{R} + E \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R}) \\
&\quad + F(\frac{1}{\delta} \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R})) - F \otimes \mathbb{R} + F(\otimes \mathbb{R} - \frac{1}{\delta} \otimes \mathbb{R}).
\end{align*} \]

Therefore

\[ F \otimes \mathbb{R} = (-E + G^2 \frac{1}{\delta^2}) \otimes \mathbb{R} + \frac{1}{\delta^2} + GD \otimes \mathbb{R} \]
\[ + (D + GE) \otimes \mathbb{R} + (-D - GE) \otimes \mathbb{R} + (- \frac{1}{\delta} + E \frac{1}{\delta} - GD \frac{1}{\delta} - G^2 \frac{1}{\delta^2}) \otimes \mathbb{R} \]
\[ + (C + GF) \otimes \mathbb{R} + (-C + GF) \otimes \mathbb{R} - GB \otimes \mathbb{R} \]
\[ + (F - GC) \otimes \mathbb{R} + (F + GC) \otimes \mathbb{R} - A \otimes \mathbb{R} \]
\[ + (E - GD)(\frac{1}{\delta} \otimes (\mathbb{R} + \frac{1}{\delta} \otimes \mathbb{R})) + (-1 - G^2) \otimes \mathbb{R} - GF \otimes \mathbb{R}. \]

Comparing the coefficients of \( \mathbb{R} \), we have

\[ FG = -GF. \]

Note that \( \mathbb{C}_\bullet \) is a Yang-Baxter relation planar algebra, so \( G \neq 0 \). Then

\[ F = 0. \]

Comparing the coefficients of other diagrams, we have

\[ G^2 = -1, A = 0, B = 0, C = 0, D = - \frac{1}{G \delta^2}, E = - \frac{1}{\delta^2}. \]
Then $G = \pm i$. \hfill \Box

C.4. Proof of Lemma 5.2

**Proof.** Note that

$$ABA = a_1 b_1 a_1 \big| + a_1 b_1 a_2 \big| + a_1 b_1 a_3 \big|$$

$$+ a_1 b_2 a_1 \big| + a_1 b_2 a_2 \big| + a_1 b_2 a_3 \big|$$

$$- a_1 b_3 a_1 \big| + a_1 b_3 a_2 \big| + a_1 b_3 a_3 \big|$$

$$+ a_2 b_1 a_1 \big| + a_2 b_1 a_3 \big| + a_2 b_1 a_0 \big|$$

$$+ a_2 b_2 a_1 \big| + a_2 b_2 a_3 \big| - a_2 b_2 a_0 \big|$$

$$- a_2 b_3 a_1 \big| + a_2 b_3 a_2 \big| + a_2 b_3 a_3 \big|$$

$$- a_3 b_1 a_1 \big| + a_3 b_1 a_3 \big| + a_3 b_1 a_0 \big|$$

$$- a_3 b_2 a_1 \big| - a_3 b_2 a_3 \big| + a_3 b_2 a_0 \big|$$

$$- a_3 b_3 a_1 \big| - a_3 b_3 a_2 \big| - a_3 b_3 a_3 \big|,$$

and

$$BAB = b_1 a_1 b_1 \big| + b_1 a_1 b_2 \big| + b_1 a_1 b_3 \big|$$

$$+ b_1 a_2 b_1 \big| + b_1 a_2 b_2 \big| - b_1 a_2 b_3 \big|$$

$$+ b_1 a_3 b_1 \big| - b_1 a_3 b_2 \big| - b_1 a_3 b_3 \big|$$

$$+ b_2 a_1 b_1 \big| + b_2 a_1 b_2 \big| + b_2 a_1 b_3 \big|$$

$$+ b_2 a_2 b_1 \big| + b_2 a_2 b_2 \big| + b_2 a_2 b_3 \big|$$

$$+ b_2 a_3 b_1 \big| + b_2 a_3 b_2 \big| + b_2 a_3 b_3 \big|$$

$$- b_3 a_1 b_1 \big| + b_3 a_1 b_2 \big| + b_3 a_1 b_3 \big|$$

$$- b_3 a_2 b_1 \big| - b_3 a_2 b_2 \big| - b_3 a_2 b_3 \big|$$

$$+ b_3 a_3 b_1 \big| + b_3 a_3 b_2 \big| + b_3 a_3 b_3 \big|.$$
If \( \dim(C_3) = 15 \), then the 15 diagrams in the above 16 diagrams excluding \( \times \) forms a basis. Replacing \( \times \) by \( \times \) and lower terms and comparing the coefficients of the basis, we have

\[
ABA = BAB \iff
\]

\[
a_3b_3a_3i = b_3a_3b_3 \tag{79}
\]

\[
a_3b_3a_1 = b_1a_3b_3 \tag{80}
\]

\[
a_1b_3a_3 = b_3a_3b_1 \tag{81}
\]

\[
-a_3b_2a_3 = b_3a_2b_3 \tag{82}
\]

\[
a_3b_3a_3 \frac{1}{\delta^2} + a_1b_2a_3 = b_2a_2b_3 + b_2a_3b_1 \tag{83}
\]

\[
a_3b_3a_3 \frac{1}{\delta^2} - a_3b_2a_1 = -b_1a_3b_2 + b_3a_2b_2 \tag{84}
\]

\[
a_3b_3a_3 \frac{1}{\delta^2} - a_1b_3a_1 = -b_1a_1b_3 - b_3a_1b_1 \tag{85}
\]

\[
a_3b_3a_3 \frac{-i}{\delta^2} + a_1b_3a_2 - a_3b_2a_2 = b_3a_2b_1 \tag{86}
\]

\[
a_3b_3a_3 \frac{-i}{\delta^2} - a_2b_2a_3 - a_2b_3a_1 = -b_1a_2b_3 \tag{87}
\]

\[
a_3b_3a_3 \frac{-i}{\delta^2} + a_1b_1a_3 + a_3b_1a_1 = b_1a_3b_1 \tag{88}
\]

\[
a_1b_2a_2 - a_3b_3a_2 = b_2a_2b_1 - b_2a_3b_3 \tag{89}
\]

\[
a_2b_2a_1 + a_2b_3a_3 = b_1a_2b_2 + b_3a_3b_2 \tag{90}
\]

\[
a_1b_1a_1 + a_3b_1a_3 = b_1a_1b_1 - b_3a_1b_3 \tag{91}
\]

\[
a_1b_1a_2 + a_2b_1a_1 + a_2b_1a_2\delta + a_2b_2a_2 - \frac{1}{\delta}a_2b_3a_3 - \frac{1}{\delta}a_3b_1a_3 + \frac{1}{\delta}a_3b_3a_2 = b_1a_2b_1 \tag{92}
\]

\[
a_1b_2a_1 = b_1a_1b_2 + b_2a_1b_1 + b_2a_1b_2\delta + b_2a_2b_2 + \frac{1}{\delta}b_2a_3b_3 + \frac{1}{\delta}b_3a_1b_3 - \frac{1}{\delta}b_3a_3b_2 \tag{93}
\]

Note that \( a_3 \neq 0, b_3 \neq 0 \), by equations \( 79 \), \( 80 \), \( 82 \), we have

\[
b_3 = ia_3, a_1 = b_1, a_2 = b_2.
\]

Then by equations \( 83 \), \( 85 \), we have

\[
a_2^2 = \frac{a_3^2}{\delta^2}, a_1^2 = -\frac{a_3^2}{\delta^2}.
\]

One can check that the other the equations hold under these conditions. \( \square \)
C.5. **Proof of Proposition 7.7.**

**Proof.** Recall that \( s_n \) is the complement of the support of the basic construction ideal of \( \mathcal{C}_n \). Since \( s_2 \alpha = s_2 \beta \), we have

\[
\varepsilon_n s_n = \tau_n s_n. \tag{94}
\]

Then

\[
\begin{align*}
\tilde{y}_\lambda \rho_{\lambda \succ \mu} (\tilde{y}_\mu \otimes 1) \tau_{n+1} \\
= \tilde{y}_\lambda \rho_{\lambda \succ \mu} \tau_{n+1} (\tilde{y}_\mu \otimes 1) & \quad \text{by Proposition 7.3} \\
= \tilde{y}_\lambda \rho_{\lambda \succ \mu} \tau_{n+1} s_{n+1} (\tilde{y}_\mu \otimes 1) & \quad \text{since } \tilde{y} = \tilde{y}s_{n+1} \\
= \tilde{y}_\lambda \rho_{\lambda \succ \mu} s_{n+1} (\tilde{y}_\mu \otimes 1) & \quad \text{by Equation (94)} \\
= b_{\lambda \succ \mu} \tilde{y}_\lambda \rho_{\lambda \succ \mu} (\tilde{y}_\mu \otimes 1) & \quad \text{by Proposition 7.5}
\end{align*}
\]

Note that \((\tilde{y}_\lambda \otimes \cup)(\rho_{\lambda \prec \mu} \otimes 1)(\tilde{y}_\mu \otimes 1)\tau_{n+1} = (\tilde{y}_\lambda \otimes \cup)(\rho_{\lambda \prec \mu} \otimes 1)\tau_{n+1}(\tilde{y}_\mu \otimes 1)\), which is an intertwiner from \( \lambda \) to \( \mu \otimes 1 \). Moreover, the intertwiner space in \( \mathcal{C}^* \) is one dimensional. So Equation (94) holds for some coefficient. Furthermore, the coefficient \(-b_{\mu \prec \lambda}\) is determined by computing the inner product as follows.

Take \( V = (\tilde{y}_\lambda \otimes 1)\rho_{\lambda \prec \mu} \tilde{y}_\mu \) and \( W = \tilde{y}_\mu \rho_{\mu \succ \lambda} (\tilde{y}_\lambda \otimes 1) \). Then

\[
\begin{align*}
\text{tr}_{n+1} ((\tilde{y}_\mu \otimes 1)(\rho_{\mu \succ \lambda} \otimes 1)(\tilde{y}_\lambda \otimes \cap)(\tilde{y}_\lambda \otimes \cup)(\rho_{\lambda \prec \mu} \otimes 1)(\tilde{y}_\mu \otimes 1)\tau_{n+1}) \\
= \text{tr}_{n+1}(Wh_n V \tau_{n+1})
\end{align*}
\]

\begin{center}
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\end{center}

by isotopy,
by sphericality,

by Proposition 7.3

by Proposition 7.2

by Equation (40),

by Proposition 7.2

= − b_{µ−λ} tr_n(WV)
= − b_{µ−λ} tr_{n+1}(W h_n V)
= − b_{µ−λ} tr_{n+1} ( (\hat{y}_μ \otimes 1)(ρ_{µ>λ} \otimes 1)(\hat{y}_λ \otimes \cap)(\hat{y}_λ \otimes \cup)(ρ_{λ<µ} \otimes 1)(\hat{y}_µ \otimes 1)) .

□

C.6. Proof of Lemma [7.9]

Proof. By Wenzl’s formula (39), we have

\[ \hat{y}_µ \otimes 1 = \sum_{λ<µ,λ>µ} p_λ, \]

where

\[ p_λ = \begin{cases} (\hat{y}_μ \otimes 1)(ρ_{µ>λ} \otimes 1)(\hat{y}_λ \otimes \cap)(\hat{y}_λ \otimes \cup)(ρ_{λ<µ} \otimes 1)(\hat{y}_µ \otimes 1), & λ < µ; \\ (\hat{y}_µ \otimes 1)(ρ_{µ<λ} ρ_{λ>µ})(\hat{y}_µ \otimes 1), & λ > µ. \end{cases} \]
Then $p_\lambda$ is an idempotent in $C_{n+1}$ with trace $<\lambda>$. Moreover, by Proposition 7.7,

$$\tau_{n+1}p_\lambda = \begin{cases} 
-b_{\mu-\lambda}p_\lambda & \lambda < \mu; \\
-b_{\lambda-\mu}p_\lambda & \lambda > \mu.
\end{cases}$$

By definitions, we have

$$Z(\mu,u)\hat{y}_\mu = Z_{n+1}(u)\hat{y}_\mu = \sum_{i \geq 0} Z^{(i)}_{n+1} \hat{y}_\mu u^{-i} = \sum_{i \geq 0} \Phi_{n+1}(\tau^{i}_{n+1})\hat{y}_\mu u^{-i} = \sum_{i \geq 0} \Phi_{n+1}(\tau^{i}_{n+1}(\hat{y}_\mu \otimes 1))u^{-i} = \sum_{i \geq 0} \Phi_{n+1}(\tau^{i}_{n+1}(\sum_{\lambda,\mu > \nu} p_\lambda))u^{-i} = \sum_{i \geq 0} \Phi_{n+1}(\sum_{\lambda \mu > \nu} (-b_{\mu-\lambda})^i p_\lambda + \sum_{\nu > \mu} b_{\lambda-\mu} p_\lambda)u^{-i} = \sum_{i \geq 0} \left( \sum_{\lambda \mu > \nu} (-b_{\mu-\lambda})^i <\lambda> <\mu> + \sum_{\lambda \mu > \nu} b_{\lambda-\mu} <\lambda> <\mu> \right)u^{-i} = \left( \sum_{\lambda \mu > \nu} \frac{u <\lambda>}{u + b_{\mu-\lambda} <\mu>} + \sum_{\lambda \mu > \nu} \frac{u <\lambda>}{u - b_{\lambda-\mu} <\mu>} \right) \hat{y}_\mu \quad \text{Fubini's theorem}
$$

Therefore

$$\frac{Z(\mu,u)}{u} = \sum_{\lambda \mu > \nu} \frac{1}{u + b_{\mu-\lambda} <\mu>} <\lambda> + \sum_{\lambda \mu > \nu} \frac{1}{u - b_{\lambda-\mu} <\mu>} <\lambda>.$$

Recall that $b_c = q^{2c_n(c)}$, so $\{-b_{\mu-\lambda}\}_{\lambda \mu > \nu}$ and $\{b_{\lambda-\mu}\}_{\lambda \mu > \nu}$ are distinct. Therefore

$$\frac{<\lambda>}{<\mu>} = \text{res}_{u=-b_{\lambda-\mu}} \frac{Z(\mu,u)}{u}, \text{ for } \lambda > \mu$$

and

$$\frac{<\lambda>}{<\mu>} = \text{res}_{u=b_{\mu-\lambda}} \frac{Z(\mu,u)}{u}, \text{ for } \lambda < \mu.$$
\[ \tau_n \tau_{n+1} = \tau_{n+1} \tau_n; \quad \text{(99)} \]
\[ h_n (u - \tau_{n+1})^{-1} = h_n (u + \tau_n)^{-1}; \quad \text{(100)} \]
\[ (u - \tau_{n+1})^{-1} h_n = (u + \tau_n)^{-1} h_n; \quad \text{(101)} \]
\[ \beta^{-1} - \alpha = -(q - q^{-1}) \bigg| + i(q - q^{-1}) \bigg]; \quad \text{(102)} \]
\[ \beta - \alpha^{-1} = (q - q^{-1}) \bigg| + i(q - q^{-1}) \bigg]; \quad \text{(103)} \]
\[ \Phi_{n+1} (\beta_n \frac{1}{u - \tau_n} \beta_n^{-1}) = \frac{Z_n}{u}. \quad \text{(104)} \]

Recall that we identify an \( n \)-box as an \((n + 1)\)-box by adding a through string to the right.

**Proof.** Equation (95) follows from

![Diagram](image1)

Equation (96) follows from

![Diagram](image2)

Equation (97) follows from

![Diagram](image3)

by Proposition 7.3.
Similarly we have equation (98).
Equation (99) follows from Proposition 7.3.
By Equations (97), (99), we have $h_{n+1}^k = h_n(-\tau_n)^k$. So Equation (100) holds.
Similarly by Equations (98), (99), Equation (101) holds.
Equation (102), (103) follow from the definitions.
By Proposition 7.2, we have

$$\Phi_n^{n+1}(\beta_n \frac{1}{u-\tau_n} \beta_n^{-1}) = \Phi_n^1 \frac{1}{u-\tau_n} = \frac{Z_n}{u}.$$  

Proof of Lemma 7.10.  By Equation (95), we have

$$\beta_n^{-1}(u-\tau_{n+1}) = (u-\tau_n)\beta_n^{-1} + \tau_n(\beta_n^{-1} - \alpha_n).$$

So by Equation (42),

$$\Phi_n^{n+1}(\beta_n \frac{1}{u-\tau_n} \beta_n^{-1}) = \Phi_n^1 \frac{1}{u-\tau_n} = \frac{Z_n}{u}.$$  

Proof of Lemma 7.10.  By Equation (95), we have

$$\beta_n^{-1}(u-\tau_{n+1}) = (u-\tau_n)\beta_n^{-1} + \tau_n(\beta_n^{-1} - \alpha_n).$$

So

$$\frac{1}{u-\tau_n} \beta_n^{-1} = \frac{1}{u-\tau_{n+1}} + \frac{\tau_n}{u-\tau_n}(\beta_n^{-1} - \alpha_n) \frac{1}{u-\tau_{n+1}}.$$  

Therefore

$$\beta_n \frac{1}{u-\tau_n} \beta_n^{-1} = \frac{1}{u-\tau_{n+1}} + \beta_n \frac{\tau_n}{u-\tau_n}(\beta_n^{-1} - \alpha_n) \frac{1}{u-\tau_{n+1}}.$$  

Applying Equation (102), (99), (100) to the right side, we have

$$\beta_n \frac{1}{u-\tau_n} \beta_n^{-1} = \frac{1}{u-\tau_{n+1}} - (q-q^{-1})\beta_n \frac{\tau_n}{u-\tau_n} \frac{1}{u-\tau_{n+1}} + i(q-q^{-1})\beta_n \frac{\tau_n}{u-\tau_n} h_n \frac{1}{u-\tau_{n+1}}$$

$$= \frac{1}{u-\tau_{n+1}} - (q-q^{-1})\beta_n \frac{1}{u-\tau_{n+1}} \frac{\tau_n}{u-\tau_n} + i(q-q^{-1})\beta_n \frac{\tau_n}{u-\tau_n} h_n \frac{1}{u+\tau_n}.$$  

(106)
By Equations (105), (102), (100), we have
\[ \beta_n \frac{1}{u - \tau_{n+1}} = (\beta_n - \beta_n^{-1}) \frac{1}{u - \tau_{n+1}} + \beta_n^{-1} \frac{1}{u - \tau_{n+1}} \]
\[ = (q - q^{-1}) \frac{1}{u - \tau_{n+1}} - \frac{\tau_n}{u - \tau_n} (\beta_n^{-1} - \beta_n^{-1}) \frac{1}{u - \tau_{n+1}} \]
\[ = (q - q^{-1}) \frac{1}{u - \tau_{n+1}} + \frac{\tau_n}{u - \tau_n} \beta_n^{-1} \]
\[ + (q - q^{-1}) \frac{\tau_n}{u - \tau_n} \frac{1}{u - \tau_{n+1}} - i(q - q^{-1}) \frac{\tau_n}{u - \tau_n} \frac{1}{u + \tau_n}. \]  
(107)

By Equation (96), we have
\[ (u - \tau_{n+1}) \beta_n = \beta_n (u - \tau_n) - \tau_{n+1} (\beta_n - \alpha_n^{-1}). \]

So
\[ \beta_n \frac{1}{u - \tau_n} = \frac{1}{u - \tau_{n+1}} \beta_n - \frac{\tau_n}{u - \tau_n} (\beta_n - \alpha_n^{-1}) \frac{1}{u - \tau_n}. \]

Therefore
\[ \beta_n \frac{\tau_n}{u - \tau_n} h_n = -q^{-1} \frac{\tau_n}{u - \tau_{n+1}} h_n - \frac{u \tau_n}{u - \tau_n} (\beta_n - \alpha_n^{-1}) \frac{1}{u - \tau_n} h_n. \]

Note that \( \beta_n h_n = -q^{-1} h_n, \) so
\[ \beta_n \frac{\tau_n}{u - \tau_n} h_n = -q^{-1} \frac{\tau_n}{u - \tau_{n+1}} h_n - \frac{u \tau_n}{u - \tau_n} (\beta_n - \alpha_n^{-1}) \frac{1}{u - \tau_n} h_n. \]

By Equations (103), (99), (98), (101), (42), we have
\[ \beta_n \frac{\tau_n}{u - \tau_n} h_n = q^{-1} \frac{\tau_n}{u + \tau_n} h_n + (q - q^{-1}) \frac{u \tau_n}{(u - \tau_n)(u + \tau_n)} h_n + i(q - q^{-1}) \frac{u \tau_n}{u + \tau_n} \frac{Z_n h_n}{u + \tau_n}. \]  
(108)

Applying Equation (107), (108) to the right side of (106), and applying \( \Phi_{n+1} \) on both sides, we have
\[ \Phi_{n+1} (\beta_n \frac{1}{u - \tau_n} \beta_n^{-1}) \]
\[ = \Phi_{n+1} \left( \frac{1}{u - \tau_{n+1}} \right) \]
\[ - (q - q^{-1})^2 \Phi_{n+1} \left( \frac{1}{u - \tau_{n+1}} \right) \frac{\tau_n}{u - \tau_n} - (q - q^{-1}) \frac{1}{u - \tau_n} \Phi_{n+1} (\beta_n^{-1}) \frac{\tau_n}{u - \tau_n} \]
\[ - (q - q^{-1})^2 \Phi_{n+1} \left( \frac{1}{u - \tau_{n+1}} \right) \frac{\tau_n}{u - \tau_n} + i(q - q^{-1})^2 \frac{\tau_n}{u - \tau_n} \Phi_{n+1} (h_n) \frac{1}{u + \tau_n} \frac{\tau_n}{u - \tau_n} \]
\[ + i(q - q^{-1})^2 \frac{1}{u + \tau_n} \Phi_{n+1} (h_n) \frac{1}{u + \tau_n} + i(q - q^{-1})^2 \frac{u \tau_n}{(u - \tau_n)(u + \tau_n)} \Phi_{n+1} (h_n) \frac{1}{u + \tau_n} \]
\[ - (q - q^{-1})^2 \frac{u \tau_n}{u + \tau_n} \frac{Z_n h_n}{u + \tau_n}. \]

By Proposition (3.3), \( \tau_n, Z_n, Z_{n+1} \) commutes with each other. By Equations (104), (42), we have
\[ \frac{Z_n}{u} = \frac{Z_{n+1}}{u} - (q - q^{-1})^2 \frac{Z_{n+1}}{u} \frac{\tau_n}{u - \tau_n} - i(q - q^{-1}) \frac{\tau_n}{(u - \tau_n)^2} \]
\[ - (q - q^{-1})^2 \frac{Z_{n+1}}{u} \frac{\tau_n^2}{(u - \tau_n)^2} + i(q - q^{-1})^2 \frac{\tau_n^2}{(u - \tau_n)^2(u + \tau_n)} \]
\[ + i (q - q^{-1}) q^{-1} \frac{\tau_n}{(u + \tau_n)^2} + i (q - q^{-1})^2 \frac{u \tau_n}{(u - \tau_n)(u + \tau_n)^2} \]

\[ - (q - q^{-1})^2 \frac{u \tau_n}{u (u + \tau_n)^2}. \]

Recall that \( \delta = \frac{i (q + q^{-1})}{q - q^{-1}}. \) The above equation can be simplified as

\[ \frac{Z_n - \frac{\delta}{2}}{u} \left( 1 + (q - q^{-1})^2 \frac{u \tau_n}{(u + \tau_n)^2} \right) = \frac{Z_{n+1} - \frac{\delta}{2}}{u} \left( 1 - (q - q^{-1})^2 \frac{u \tau_n}{(u - \tau_n)^2} \right). \]

Therefore

\[ Z_{n+1} - \frac{\delta}{2} = (Z_n - \frac{\delta}{2}) (u - \tau_n)^2 (u + q^2 \tau_n) (u - q^2 \tau_n). \]

\[ \square \]

**Appendix D. Planar algebras modulo grading operators**

Suppose \( \mathcal{S} \) is an unshaded finite depth subfactor planar algebra, \( g \in \mathcal{S}_N \) is a grading operator with periodicity \( P \), and \( (g, u) \) is a commutative grading. Let us construct the \( \mathbb{Z}_N \)-graded unitary fusion category \( \mathcal{S}/g \).

Let us define the grading of \( x \in \mathcal{S}_m \) by \( m \), denoted by \( |x| \). Let \( Ver \) be the set of vertices of the principal graph of \( \mathcal{S} \). For each vertex \( \lambda \in Ver \), the distance between \( \lambda \) and the distinguished vertex \( \emptyset \) is denoted by \( |\lambda| \). Take a representative \( \hat{y}_\lambda \), which is a minimal projection in \( \mathcal{S}_{|\lambda|} \). For convenience, we note that the equivalence classes of minimal projections of \( \mathcal{S}_m \) have representatives given by minimal projections \( \hat{y}_\lambda \otimes e^\otimes k \), for all \( \lambda \in Ver, k \geq 0 \), such that \( |\lambda| + 2k = m \). Take

\[ Ver_g = \{ \hat{y}_\lambda \otimes e^\otimes k, \lambda \in Ver, k \geq 0 \mid \hat{y}_\lambda e^\otimes k \sim \hat{y}_\mu e^\otimes l \otimes g \text{ in } \mathcal{S}_{|\lambda|+2k}, \forall \mu \in Ver, l \geq 0 \}. \]

Let us consider \( \mathcal{S} \) as a \( \mathbb{N} \cup \{0\} \)-graded semisimple strict monoidal category with simple objects \( y_\lambda \otimes e^\otimes k \otimes g^\otimes l \) graded by \( |\lambda| + 2k + Nl \), for all \( \lambda \in Ver, k < \frac{Nl}{2}, l \geq 0 \).

Recall that \( (g, u) \) is a commutative grading. We simplify Equations (51) and (52) by the following notations,

\[ g \quad x \quad g = g \quad g \quad g. \]

For objects \( Y_k, 1 \leq k \leq 3 \), let us define \( \iota_l : \text{hom}(Y_1 \otimes Y_2, Y_3) \to \text{hom}((Y_1 \otimes g) \otimes Y_2, Y_3 \otimes g) \) as

\[ \iota_l( \begin{array}{c} Y_1 \\ Y_2 \\ Y_3 \end{array} ) = Y_1 Y_3 Y_2, \]

and \( \iota_r : \text{hom}(Y_1 \otimes Y_2, Y_3) \to \text{hom}(Y_1 \otimes (Y_2 \otimes g), Y_3 \otimes g) \) as

\[ \iota_r( \begin{array}{c} Y_1 \\ Y_2 \\ Y_3 \end{array} ) = Y_1 Y_2 Y_3. \]
Then $\iota\iota? = \iota\iota$. Recall that $g$ is a trace one projection, thus

$$
g \bigg| g \bigg| = g \bigg| g \bigg|.
$$

By this relation, we have that both $\iota\iota$ and $\iota\iota$ are invertible by capping off the $g$ string.

We define a relation $\sim$ for objects and morphisms of the $\N \cup \{0\}$ graded tensor category $\mathcal{S}/g$ as follows. For an object $Y$ and a morphism $x \in \text{hom}(Y_1 \otimes Y_2, Y_3)$,

$$Y \sim Y \otimes g^l$$

for any object $Y$;

$$\iota^{k_1}_l \iota^{k_2}_r(x) \sim \iota^{k_3}_r \iota^{k_4}_l(x),$$

for any morphism $x$ and $k_j \geq 0, 1 \leq 4$.

Since both $\iota\iota$ and $\iota\iota$ are invertible, we have that $\sim$ is an equivalence relation. Modulo the equivalence relation, by Equations (51) and (52), the $6j$-symbol is well defined on the quotient. Moreover, the pentagon condition holds. Therefore the quotient is a $\Z_\N$ graded semisimple strict monoidal category, denoted by $\mathcal{S}/g$.

The simple objects of $\mathcal{S}/g$ are given by $\text{Ver}_g$ and the simple object $\tilde{y}_\lambda \otimes e^{\otimes k}$ is graded by $|\lambda| + 2k = m$ modulo $N$.

Since $g$ has periodicity $P$, we have a non-zero morphism $v$ from $g^{\otimes N+1}$ to $e^{\otimes \frac{NP}{2}}$. For a simple object $\tilde{y}_\lambda \otimes e^{\otimes k}$, we construct the dual object as $\tilde{y}_{\Omega(\lambda)} \otimes e^{\otimes l}$, such that $2|\lambda| + 2k + 2l = N(N + 1)$ or $2N(N + 1)$. The evaluation map and the coevaluation map (up to a scalar) are given by

Thus $\mathcal{S}/g$ is a fusion category. The pivotal property and spherical property follows from the corresponding properties of planar algebras. Since $\mathcal{S}$ has finite depth and $g$ has finite periodicity, $\text{Ver}_g$ is a finite set. Since $\mathcal{S}$ is a subfactor planar algebra, $\mathcal{S}/g$ is a unitary fusion category.

**Remark.** The grading operator $g$ action on $\text{Ver}$ as a $\Z_P$ automorphism. Take a representative $[\lambda]_g$ for each orbit. It is easy to see that $[\lambda]_g \otimes e^{\otimes k}, 0 \leq k < \frac{NP}{2}$ also give representatives for $\text{Ver}_g$.
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