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Abstract

In this paper, we consider jointly optimizing cell load balance and network throughput via a reinforcement learning (RL) approach, where inter-cell handover (i.e., user association assignment) and massive MIMO antenna tilting are configured as the RL policy to learn. Our rationale behind using RL is to circumvent the challenges of analytically modeling user mobility and network dynamics. To accomplish this joint optimization, we integrate vector rewards into the RL value network and conduct RL action via a separate policy network. We name this method as Pareto deterministic policy gradients (PDPG). It is an actor-critic, model-free and deterministic policy algorithm which can handle the coupling objectives with the following two merits: 1) It solves the optimization via leveraging the degree of freedom of vector reward as opposed to choosing handcrafted scalar-reward; 2) Cross-validation over multiple policies can be significantly reduced. Accordingly, the RL enabled network behaves in a self-organized way: It learns out the underlying user mobility through measurement history to proactively operate handover and antenna tilt without environment assumptions. Our numerical evaluation demonstrates that the introduced RL method outperforms scalar-reward based approaches. Meanwhile, to be self-contained, an ideal static optimization based brute-force search solver is included as a benchmark. The comparison shows that the RL approach performs as well as this ideal strategy, though the former one is constrained with limited environment observations and lower action frequency, whereas the latter ones have full access to the user mobility. The convergence of our introduced approach is also tested under different user mobility environment based on our measurement data from a real scenario.
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I. INTRODUCTION

The global increase of mobile users as well as massive newly-formed wireless connections (e.g. autonomous driving cars and Internet of things) have raised unprecedented challenges to cellular communications systems. Rolling out more intelligent network management approaches is the primary direction beyond the 5th generation cellular system (Beyond 5G) [1]. The concept of self-organized network (SON) is summarized in [2] to address this technique trend, where network techniques are enabled with self-configuration, self-healing and self-optimization functionalities. To achieve these goals, the techniques are anticipated to handle the coupling relations between resources allocation, handover management, interference cancellation and coverage optimization, etc.

As a paradigm of the network self-optimization, we consider an automatic way to jointly optimize cell load balance [3] and network throughput. Specifically, the realization is required to be as consistent as the operation mode of current cellular systems (i.e. with a smooth evolution). We observe that the inter-cell handover (HO) criteria and massive MIMO (e.g. full-dimension MIMO (FD-MIMO) [4]) antenna angles are often static in the 4G LTE/LTE advanced system [5]. Motivated by this fact, we consider exploiting the freedom of changing these parameters, i.e. we aim to design an online policy for updating the inter-cell handover thresholds and FD-MIMO antenna tilt angles. More importantly, the optimization objective is no-longer considered as a monopolized metric but with multiple ones.

On the opposite, the non-self-optimization approach is referred to as static optimization approaches where the network parameters are configured according to a pre-assumed model or long-term statistics of the environment. These analytical methods are often unextendable to online fashions due to the bottlenecks of modeling the network dynamics and developing feasible solvers [6]. From the experiments in [7], it demonstrates that directly using the results from a static optimization approach to a dynamic scenario can lead to 85% to 97% hand-over failures and connection outages. Also, the negative impacts of model mismatch (applying long-term measurements based strategies to dynamic situations) are discussed in [8]. Accordingly, we can summarize the practical challenges of using these non-adaptive approaches as follows:

- Model-based utility optimization cannot extensively incorporate all hidden factors into a unique analytical framework.
- Even explicit factors cannot be precisely characterized or timely measured, such as user
mobility and the relation between antenna tilt angles and reference signal receiving power (RSRP), etc.

- Usually, a non-convex batch-based optimization problem has to be solved at the end due to the mixed-integer features of network parameters (Here, the antenna tilt angles are discrete variables due to hardware constraints). The non-convex feature makes the static formulation based approaches being intractable online.

To adaptively adjust network parameters with light efforts, dynamic programming [9] as well as heuristic approaches [10] can be considered. However, these methods often rely on environment assumptions or have uncertainties of their optimality. The randomness of user mobility often results in fluctuated cell-loads and frequent handover [11] which is the hardest part to characterize. To alleviate any assumptions on the environment, we utilize a reinforcement learning framework (RL) for the online algorithm design. The success of the RL mechanism has been justified in different tasks, such as computer games [12]: Atari [13] and StarCraft II [14], chemical reactions [15] and image captioning [16] which is our primary motivation of applying RL-based optimization approaches. In our RL approach, a central agent tracks the user measurements and react to favor the predefined objectives to adjust cell individual offsets (CIOs) and BS antenna tilt angles. More importantly, the RL actions are anticipated to perform in a proactive way rather than reactive, i.e., the actions are taken into account of the prediction on user mobility.

In this paper, we introduce a multi-objective RL method and verify the effectiveness of using our measurement data associated with a comprehensive system-level simulator. The main contributions of this paper are as follows,

- **A New Operational Mode:** Our innovative combination of network handover management and FD-MIMO antenna tilt is a hierarchical approach for user mobility management: The tilt actions essentially change the cell coverage as a large-scale optimization; The handover management which determines user association is considered as a small-scale adjustment since it especially adheres to the cell edge users. This functional separation is explicitly mapped to the network hardware components which enables enhanced flexibility to the network configuration.

- **A New Algorithm:** Most existing RL algorithms can only accumulate scalar rewards for a single objective optimization. Whereas, our method can learn through vector rewards thus
handle multiple objectives optimization online. To the best of our knowledge, it is the first Pareto-optimization based RL algorithm with continuous action space. Accordingly, this extension allows the underlying policy network to generate mixed actions (i.e., both continuous and discrete actions, where the latter can be easily obtained through quantization). Therefore, the policy on controlling handover threshold (continuous variable) and antenna tilt angles (discrete variable) can be jointly optimized.

**Extensive Evaluations:** We evaluate our method based on a comprehensive simulator which is designed according to 3GPP standards on air interface and access networks [17], [18]. The user side power distribution is obtained from our measurement data in a real city environment. Moreover, we include hardware constraints to the network parameters, such that the FD-MIMO antenna tilt and handover are only allowed to be tuned periodically. Moreover, for self-contained evaluation, we formulate the multi-objective optimization problem through a static perspective. Accordingly, brute-force search based methods are introduced as the benchmark: We give these static methods full access to the user mobility and at the same time relax the periodic action constraints to them. Our results demonstrate that the RL method performs fairly well as the static approaches.

In addition, our introduced RL framework can be generalized to handle more than two objectives as well as supporting vector reward with arbitrary dimensions. Also, the action operation can be extended to an asynchronous manner which is considered as a promising direction for our future work.

The rest of this paper is organized as follows: In Section II we will review the network optimization methods including both model-based static/online optimization and learning-based approach. In Section III we will introduce the background on our network configuration including FD-MIMO antenna tilt, handover management, and network utilities. Section IV will elaborate on our vector reward based multiple objective reinforcement learning methods. Evaluation results are presented in Section V where the details of a static solver for the joint optimization will be put in the Appendix as a comparison benchmark. Finally, Section VI will conclude the paper.

**II. RELATED WORK**

Cell load balancing is often considered as the primary objective in network optimization. [9] introduced a near-optimal distributed solver in heterogeneous networks. In [19], an optimizer of user association in massive MIMO systems is proposed. However, the resulting analytical solution
is based on a perfect assumption of the massive MIMO channel and without any specific MIMO operations, such as precoding/beamforming. Meanwhile, [20] introduced a downlink precoding method for mobility load balance. But this method does not include the optimization for user association. Moreover, a stochastic geometry based analytical approach is proposed in [21]. While this method can solve a static user association distribution, it cannot be applied online. Meanwhile, it relies on assumptions of user mobility. Overall, the aforementioned approaches are limited to ideal scenarios and with high computational complexity. In current cellular systems, the user association is defined by handover events. Thus the method [22] containing adaptive optimization on handover parameters by using reference signal receiving power (RSRP) measurements is more relevant. This method is comprised by load prediction and resource adjustment. Indeed, it offers a practical framework for user association optimization. However, it is a heuristic approach, where the optimally cannot be justified.

Rather than the aforementioned single objective or single variable based optimization, [23] considers optimizing load balance and maintaining throughput at the same time, where the solver is formulated as an integer optimization. To overcome the computational bottlenecks of this NP-complete problem, online based multiple objective optimizations are proposed in [24], [25]. [24] introduced jointly solving the frequency reuse and load balance via changing user association. In addition, the method in [25] considered combining the objectives on throughput maximization and load balance. The result shows that it can achieve 60% - 67% optimality. However, these methods often assume ideal RSRP measurements without handover delay.

Although the previous methods offer certain strategies on network parameter optimization, the performance is vulnerable to environment variation due to model mismatch. Alternatively, learning-based approaches were introduced: [26] proposed a Q-learning based algorithm to adaptively adjust cell individual offsets (CIOs), which is shown to be superior to a CIO adjustment strategy with fixed step-size. [27] proposed a mobility load balance algorithm using generalized Q-learning. On the other hand, [28] introduced a framework that operates the handover decision merely through user side calculation. Each user is configured with a reinforcement agent which aims to minimize transmission outage and cell load fluctuation. [29], [30] introduced using RL for CIO control, where the RL observation is well designed environment features which are demonstrated to be able to effectively handle the curse of dimensionality. Alternatively, an asynchronous multi-agent RL framework is proposed to deal with large number of users in [31]. Rather than RL based approaches, [32] introduced a feed-forward neural network based
supervised learning approach, where the input is directly chosen as the point cloud comprised by user locations and power measurements. Accordingly, the network output is chosen as the ideal user association. However, the operations rely on users’ real time feedback to BSs. Meanwhile, predefined training set labels on the optimal user association is required.

Considering the pros and cons of previous methods, we employ a deterministic poly gradient based RL method \[33\] to handle the CIO adjustment as well as FD-MIMO antenna tilting. Regarding multi-objective RL techniques, \[34\] extended using scalar reward to vector reward based Q-learning approach. However, the action space is restricted as discrete values. In addition, a simple treatment on vector reward by transforming it to scalar reward using scalarization function can be found in \[35\]. Nonetheless, this method relies on handcrafted scalarization functions and cross-validation over multiple policies. \[36\] proposed an RL framework by decomposing a single reward into multiple rewards to accelerate the convergence of Q-learning. Moreover, this method aims at optimization on discrete variables rather than continuous variables.

### III. Network Scenario

In this section, we will introduce our network layout and utilities. We consider \(N\) base stations (BSs) distributed in a city area. For ease of discussion, we denominate the coverage of one BS as a cell, where cells are geographically adjacent to each other, such that Fig. 1 depicts a case of four cells. Our RL agent controls the parameters of the adjacent BSs in a centralized way. We assume there are \(K\) users moving around this area. We let \(t\) represent the system time index, \(k\) be the user index, and \(n\) be the BS index.

#### A. FD-MIMO with Antenna E-Tilt

For each BS, it is deployed with a 2D antenna array to facilitate the FD-MIMO operation which can offer an extra degree of freedom to the access network. More than operating beamforming towards narrow directions, BS is enabled with an antenna electrical-tilt (E-Tilt) function as shown in Fig. 2, where the antenna tilt contains both elevation and azimuth directions. The tilt action essentially allows a broadcast beam adaption for downlink transmission. Thus, the adjustment of BSs’ antenna tilt angles can alternatively change the cell coverage. Clearly, the received power by user \(k\) from BS \(n\) at time instant \(t\) is a function of the tilt angle, which we denote as \(p_{n,k}(b_n(t))\). \(b_n(t)\) comes from a predefined dictionary \(\{\theta_0, \theta_1, \ldots, \theta_{M-1}\}\), with \(\theta_m\) being a combination of
azimuth and elevation angles. For simplicity, we collect all BSs’ tilt angles as a vector $b(t)$.

**Remarks**

- The downlink received power $p_{n,k}(b_n(t))$ can be characterized as a function of the channel realization. However, it is challenging to give an analytical expression of $p_{n,k}(b_n(t))$ using both tilt angles and channel coefficients. In our simulation, $p_{n,k}(b_n(t))$ is determined via our measurement data set of RSRP. The received signal to noise ratio (SINR) is defined as
  $$\frac{p_{n,k}(b_n(t))}{\sum_{n' \neq n} p_{n',k}(b_{n'}(t))},$$
  where $n$ is assumed as the serving cell. It is jointly determined by the tilt angles of both serving cell and interference cells. In our system, SINR is first mapped to channel quality indicator (CQI), and then reported to BS in a periodical approach.
- Compared to downlink beamforming, the antenna tilt is a slower action due to hardware
constraints. Meanwhile, the tilt-action impacts a wider range of users such that adjusts the cell coverage.

B. Handover Management

The handover process is introduced to switch the user association between cells. Due to user mobility, handover happens when the signal quality from neighbor cells is better than the serving cell. In our system, users report their RSRP measurement to the serving BS, thereafter the BS determines the handover event according to certain criteria. Particularly, we consider A3-event based inter-cell handover which is defined as

\[ p_{n',k}(t) - p_{n,k}(t) > O_{n',n}(t) + H_{ys} \]

where \( n \) represents the serving cell and \( n' \) represents the neighbor cell; \( O_{n',n}(t) \) is the cell individual offset from cell \( n \) to \( n' \) which is usually symmetrical to \( O_{n,n'}(t) \) such that \( O_{n',n}(t) = -O_{n,n'}(t) \); \( H_{ys} \) is a hysteresis parameter which is set as a constant to avoid frequent handover. When we increase the value of \( O_{n,n'}(t) \), the number of handover users can be reduced. Accordingly, the cell load will change, and vice versa. Therefore, adjusting CIO can control the cell load which motivates us to consider it as a parameter in our optimization framework. For ease of discussion, we stack the CIOs as a matrix \( O(t) \).

C. Network Utilities

Given user SINR and association, we define the following network utilities.

1) Cell Load: We define \( l_k(t) := \min\{C_k(t)/r_k(t), l_{limit}\} \) as the load/bandwidth occupation from user \( k \) per the unit of physical resource blocks (PRBs), where \( r_k(t) \) is the rate of user \( k \) which is calculated by mapping through a CQI table adopted in the system; \( C_k(t) \) is the traffic of UE \( k \) and \( l_{limit} \) is the maximum load allowed for each user; Here, \( C_k(t) \) is a pre-given parameter rather than a variable to optimize. For cell \( n \), the cell load is given by

\[ L_n(I(t), b(t)) = \sum_k I_{n,k} \cdot l_k(t), \]

where \( I_{n,k} \) is the identification for user \( k \)'s association to BS \( n \): \( I_{n,k}(t) = 1 \) when BS \( n \) is associated with user \( k \), \( I_{n,k} = 0 \), otherwise. Note that although we spell out user association rather than handover thresholds as variables of the cell load, CIOs are preferred as the parameters in online optimization due to the feasibility and compatibility. Moreover, the load metric is often normalized by the maximum PRBs per cell.
2) **Cell Throughput**: Given user association, user rate and user load, we can sum them together to obtain the network throughput,

\[ R_n(I(t), b(t)) = \sum_k I_{n,k} \cdot r_k(t) \cdot l_k(t). \]  

Comparing (3) to (2), we see (3) is a weighted summation of the same terms in (2) which indicates a coupling relation between cell load and throughput.

Intuitively, the coupling relation between cell load balancing and throughput maximization can be observed as follows: We suppose users are *unevenly distributed* in a bandwidth-limited system. To achieve a high throughput (an increase of \( \sum_n R_n \)), every BS tends to connect to high rate users. Therefore, users are likely to be selected by their nearest BSs. However, this strategy can result in an increase of the peak load in some cells. Consequently, the available PRBs in the high load cells can potentially be lower than the user needed PRBs which will limit the increase of network throughput. Conversely, if BSs hand over some high rate users to neighbor cells to balance the cell load, a high network throughput can potentially be achieved. This is because neighbor cells can allocate more PRBs to low rate users to compensate for the power loss without sacrificing the overall throughput. Thus, choosing proper user association (via CIOs adjustment) and power allocation (through antenna tilt) are important to cell load balancing as well as network throughput maximizing. Moreover, it is important to notice that choosing load balancing as the sole objective is not enough for the optimization. This is because balancing cell load can trigger user link dropping which decreases the overall network throughput. Therefore, the load balancing and throughput maximizing are jointly considered as the objective in this paper. Moreover, when the network is operating with a low peak load, it is more robust to handle user mobility anomalies. For ease of discussion, we summarize the introduced notations in Table I.

IV. **The Introduced Approach**

In this section, we first introduce some important concepts of reinforcement learning. Then, we will introduce an RL formulation of the online joint optimization between cell loads and throughput. Finally, we will present the details of our algorithm flow.

A. **Preliminary on Reinforcement Learning**

From the perspective of online optimization, reinforcement learning is considered as an approximation to dynamic programming, where the major difference is RL can operate without a
| Symbols | Units | Definition |
|---------|-------|------------|
| $N$     | N/A   | The number/set of BSs; Also the set of BSs |
| $K$     | N/A   | The number/set of users; Also the set of users |
| $T$     | h/s   | The antenna tilt period; Also the RL action period as well as the time index set |
| $b_n(t)$| N/A   | The antenna tilt index of cell $n$ |
| $I_{n,k}(t)$| N/A | Association identification from user $k$ to BS $n$: $I_{n,k}(t) = 1$ when BS $n$ is associated with user $k$, $I_{n,k} = 0$, otherwise |
| $I(t)$ | N/A   | User association matrix |
| $b(t)$  | N/A   | A vector by stacking the tilt index of all BSs |
| $L_n(I(t), b(t))$ or $L_n(t)$ | PRB | The load of cell $n$ |
| $l(t)$  | PRB   | A vector by stacking the load of all cells: $l(t) = [L_1(t), L_2(t), \ldots, L_N(t)]$ |
| $R_n(I(t), b(t))$ or $R_n(t)$ | bit/s | The throughput of cell $n$ |
| $p_{n,k}(b_n(t))$ or $p_{n,k}(t)$ | mW | The $k$th user’s received power from the $n$th cell. |
| $r_k(t)$ | bit/s/PRB | The rate of user $k$, a function of $p$ |
| $l_k(t)$ | PRB | The load of user $k$, $l_k(t) := \min\{C_k(t)/r_k(t), l_{limit}\}$ |
| $l_{limit}$ | PRB | The maximum load constraint for each user |
| $C_k(t)$ | bit/s | The traffic of user $k$, also known as the bit rate requirement |
| $O_{n,n'}(t)$ | mW | The CIO parameter between cell $n$ and cell $n'$ |
| $O(t)$  | mW    | The CIO matrix |
| $e_n(t)$| N/A   | The percentage of cell edge users of cell $n$ |
| $e(t)$  | N/A   | A vector: $e(t) = [e_1(t), e_2(t), \ldots, e_N(t)]$ |

Mathematical model of the environment. There are two components in the RL framework: an environment and an agent. RL algorithms control the agent to interact with the environment and accumulate rewards from the environment. The RL operation can be generally described as a Markov decision process (MDP) which is a 4-tuple $(S, A, P_a(s(t)|s(t-1), r_a(s(t)|s(t-1)))$, where

- $S$ represent the states which are an interface from the environment to the RL agent.
- $A$ is the action set at the RL agent. RL agent takes actions to affect the environment, and then receives a change of the states. The action is taken according to a policy denoted as $\pi$.
- $P_a(s(t)|s(t-1))$ represents the station transition probability from $s(t-1) \in S$ to $s(t) \in S$ with action $a \in A$. 

• \( r_a(s(t)|s(t-1)) \) is the immediate reward after action \( a \) is conducted.

The Markov property of the states is described via the state transition probability \( P_a(s(t)|s(t-1)) \).

The RL agent takes actions in discrete time steps such that: At time \( t \), the agent observes a state \( s(t) \). Then, it selects an action \( a(t) \in A \) according to a policy \( \pi \). The states are updated to \( s(t+1) \) associated with sending the RL agent a feed-back reward \( r_{a(t)}(s(t+1)|s(t)) \).

Accordingly, this transition can be stacked as a 4-tuple \( (s(t), a(t), r_{a(t)}(s(t+1)|s(t)), s(t+1)) \), namely, a record from the RL experiments. More importantly, the underlying state transition \( P_a(s(t)|s(t-1)) \) and reward \( r_a(s(t)|s(t-1)) \) cannot be analytically characterized in most scenarios. Thus, RL based approaches fully rely on the samplings from these distributions.

The objective of an RL agent is to accumulate more rewards from the environment in the near future. To achieve this goal, the RL algorithm has two-fold features: 1) It can learn a policy which can offer good received rewards; 2) It can learn a criterion to evaluate whether the policy is good enough. Here, the criterion is named as “value function” which estimates the future accumulative rewards as a consequence of using policy \( \pi \) from a state \( s \),

\[
V_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_{a(t)}(s(t+1)|s(t)) | s(0) = s \right],
\]

where \( 0 \leq \gamma \leq 1 \) is a discounted factor introduced to characterize the uncertainties on the future environment and avoid cyclic rewards, and \( \mathbb{E}_\pi \) is taken over the states, rewards and policy, where the policy is usually formulated as a conditional probability: \( \pi(a(t)|s(t)) \). This is because of the fundamental trade-off between exploration and exploitation in online learning: The exploitation aims to take the best action based on current experiments; The exploration is to gather more information from the environment. Some standard techniques to achieve this trade-off are \( \epsilon \) greedy, decayed \( \epsilon \) greedy and soft-max, etc. \cite{37}.

With a slight modification to the value function, we can define the action-value function \cite{13},

\[
Q_\pi(s,a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_{a(t)}(s(t+1)|s(t)) | s(0) = s, a(0) = a \right] \\
= \mathbb{E}_\pi \left[ r_a(s(1)|s) + \sum_{t=1}^{\infty} \gamma^t r_{a(t)}(s(t+1)|s(t)) \right] \\
= \mathbb{E} [r_a(s(1)|s) + \gamma Q_\pi(s(1), a(1))],
\]

where the expectation in \cite{7} operates over the state \( s(1) \) and action \( a(1) \). We also see that \cite{7} as a recursive form of the action-value is an unbiased estimation of \( Q_\pi(s,a) \). \( Q_\pi(s,a) \) together
with (7) is known as the Bellman equation. In general, when we set the starting time in (5) as \(t\), we can immediately attain an expression of \(Q_\pi(a(t), s(t))\).

Moreover, we can observe that the calculation of the \(Q\) function requires the statistics in the future, which is a non-causality formulation. Therefore, to evaluate the current states and actions, we have to first estimate the \(Q\) function. This is often achieved by solving the Bellman equation. In many RL algorithms, the solver is based on minimizing a temporal difference (TD) which is defined as

\[
TD(Q) = l(Q_\pi(s(t), a(t)) - r_{a(t)}(s(t+1)|s(t)) - \gamma \mathbb{E}_{\pi'}[Q'_{\pi'}(s(t+1), a(t+1))])
\]

where \(l\) represents a predefined loss function, such as \(\mathbb{E}|\cdot|^2\), \(\pi'\) and \(Q'\) are respectively named as target policy and target value function. In this paper, we consider deterministic policy based optimization. Therefore, the inner expectation \(\mathbb{E}_{\pi'}\) can be dropped. Then, the TD objective becomes

\[
TD(Q) = l(Q_\pi(s(t), a(t)) - r_{a(t)}(s(t+1)|s(t)) - \gamma Q'_{\pi'}(s(t+1), a(t+1))).
\]

We may further notice that the variable of \(TD\) is \(Q\) rather than \(Q_\pi\). This is because we employ an off-policy formulation which allows learning the value function and policy in a decoupled way. In general, off-policy can significantly improve data efficiency and offer a fast convergence. On the other hand, on-policy learning is often leveraged on \(Q'_{\pi'} = Q_\pi\) or \(a(t+1) \sim \pi\) in (8).

The multiple objective reinforcement learning is defined as the total value function can be decomposed as a linear combination of multiple individual value functions. Such as in the case of two,

\[
V_\pi(s) = w_1V^{(1)}_\pi(s) + w_2V^{(2)}_\pi(s)
\]

where \(V^{(1)}_\pi(s)\) and \(V^{(2)}_\pi(s)\) are two separate value functions following the same definition in (4); \(w_1\) and \(w_2\) are weights satisfying \(w_1 + w_2 = 1\).

B. RL Formulation

We follow the routine of MDP to formulate our network parameters optimization.

1) Action Set \(A\) : The action set is considered as antenna tilt and CIOs adjustment as discussed in Section II i.e., at time \(t\), \(a(t) = [b(t), O(t)]\). \(O(t)\) and \(b(t)\) are characterized as random processes, i.e., \(\int P(O(t))dI(t) = 1\) and \(\int P(b(t))db(t) = 1\). The randomness of \(O(t)\) and \(b(t)\) is because of the fundamental trade-off on exploitation and exploration of online learning.
2) State Space \( S \): We define the state vector as a stack of the cell loads and the ratio of cell edge users (denoted as \( e(t) \)), i.e., \( s(t) = [l(t), e(t)] \). A user \( k \) is counted as an edge user if the throughput is smaller than a pre-defined threshold. This handcrafted state definition essentially captures the features of user geometry: The load reveals the density of users inside the cell, and the edge user ratio reflects the number of potential users for handover events. Comparing with directly using user locations as the states, this reduced state dimension can significantly lower the training cost on the feature extraction.

3) Objective (Value Function): For convenience, we first let \( \sum_n F(L_n(I(t), b(t))) \) (briefly noted as \( F(t) \)) represent a function which can measure the level of cell load balance. Then, we define the multiple objective optimization as,

\[
\max_{\{I(t):t>0\}, \{b(t):t>0\}} \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t R(t)\right] + \lambda \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t F(t)\right]
\]

s.t. \( I(t) = \{I_{n,k}(t) : I_{n,k}(t) \in \{0, 1\}, n \in N, k \in K\} \)

\( b(t) = \{b_n(t) : b_n(t) \in \{\theta_0, \theta_1, \ldots, \theta_{L-1}\}, n \in N\} \)

\( I(t) = I(t') \quad \forall t, t' \in (pT', (p+1)T') \quad p \in \mathbb{N} \)

\( b(t) = b(t') \quad \forall t, t' \in (pT, (p+1)T') \quad p \in \mathbb{N} \)

(11)

where the expectation \( \mathbb{E} \) takes into account of all the environmental randomness; \( T \) is the time constraint to changing antenna tilt and \( T' \) represents the minimum handover time; and \( t = 0 \) stands for the initial operation time.

To be consistent with our action space definition, we have an alternative formulation as follows,

\[
\max_{\{a(t):t>0\} \sim \pi} \mathbb{E}_\pi\left[\sum_{t=0}^{\infty} \gamma^t R(t)\right] + \lambda \mathbb{E}_\pi\left[\sum_{t=0}^{\infty} \gamma^t F(t)\right]
\]

s.t. \( O(t) = \{O_{n,n'}(t) : O_{n,n'}(t) \in [O_{min}, O_{max}], n \in N, n' \in N\} \)

\( b(t) = \{b_n(t) : b_n(t) \in \{\theta_0, \theta_1, \ldots, \theta_{L-1}\}, n \in N\} \)

\( O(t) = O(t') \quad b(t) = b(t') \)

\( \forall t, t' \in (pT, (p+1)T') \quad p \in \mathbb{N} \)

(12)

Comparing (11) to (12), we make the following changes,

- The variable \( I(t) \) is replaced by \( O(t) \) which alternatively defines the user association via inter-cell handover. The algorithm is expected to be able to automatically adjust \( O(t) \) to proactively change the user association.
The time constraint on CIO is altered to $T$. We make this modification is to synchronize the network adjustment for ease of RL-based action operations. However, the user association is still determined at every $T'$ according to the definition of the A3-handover events.

- We use $a(t)$ to briefly represent the action policy on $O(t)$ and $b(t)$.

4) **Rewards:** We note that the objective in (12) can be merged as $\mathbb{E}[\sum_{t=0}^{\infty} \gamma^t U(t)]$, where $U(t) := R(t) + F(t)$. By following the definition of the single objective value function in (4), we can consider directly set $U(t)$ as the rewards. However, this simple treatment can result in the following ambiguity issue: Suppose we obtain a reward $U$. $U$ can be either composed by $U = R_1 + \lambda F_1$ or $U = R_2 + \lambda F_2$, but $R_1 \neq R_2$ and $F_1 \neq F_2$. This gives us an intuitive understanding that directly merging the two objectives into one and using scalar-reward can potentially cause convergence issues to the RL-based approaches.

To solve the ambiguity issue, we consider defining the reward as a vector:

$$r_a(t) = [r_a^{(1)}(t), r_a^{(2)}(t)] = [\sum_n R_n(t), \sum_n F_n(t)].$$

(13)

Now, we scale the objective and define $\mathbf{w} = [w_1, w_2]$, where $w_1 = \frac{1}{1+\lambda}$ and $w_2 = \frac{\lambda}{1+\lambda}$. Then, we have the following action-value function,

$$\max_{\{a(t): t>0\} \sim \pi} w_1 \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_a^{(1)}(t)] + w_2 \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_a^{(2)}(t)].$$

(14)

We name the above formulation as a vector reward based multiple objective RL. Intuitively, we can consider $F(t)$ as the peak cell load, i.e., the maximum value of the average cell-load over a period of $T$. Penalizing the peak load can avoid over-loading users in particular cells which alternatively evenly distributes user associations. Accordingly, the reward vector is defined as,

$$r_a(t) = \left[ \frac{1}{T} \sum_{t \in T} \sum_{n \in N} R_n(t), -\max_n \frac{1}{T} \sum_{t \in T} L_n(t) \right]$$

(15)

Moreover, we can consider a composite term to characterize the cell load balance. For instance, let $F(t) = -\max_n \frac{1}{T} \sum_{t \in T} L_n(t) - \sigma(\{L_n(t)\}_{n \in N, t \in T})$, where $\sigma$ is the standard deviation function. Accordingly, the two terms of $F(t)$ can be jointly treated as the last entry in the vector reward. But more generally, the second term of $F(t)$ can be included to the vector reward as a new dimension. Therefore, the optimization on the value-action function becomes,

$$\max_{\{a(t): t>0\} \sim \pi} w_1 \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_a^{(1)}(t)] + w_2 \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_a^{(2)}(t)] + w_3 \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_a^{(3)}(t)].$$

(16)
Thus, the vector reward becomes,

\[ r_a(t) = \left[ \frac{1}{T} \sum_{t \in T} \sum_{n \in N} R_n(t), -\max_n \frac{1}{T} \sum_{t \in T} L_n(t), -\sigma(\{L_n(t)\}_{n \in N, t \in T}) \right] \]  

(17)

Note that the above formulation still addresses the same multiple objective optimization defined in (12) but using a vector reward with more entries. Therefore, the basic idea of vector reward based RL is to map the features of multiple objectives to multiple dimensions of the vector reward.

### C. Pareto Deterministic Policy Gradient

Now, we consider how to solve vector reward based RL problems. For simplicity, we only elaborate the case of two dimensional rewards, where the reward vector with more than two dimensions can be easily obtained. According to the definition of the action-value function in (7), we can rephrase (14) as

\[
Q_\pi(s, a) = w_1 Q_\pi^{(1)}(s, a) + w_2 Q_\pi^{(2)}(s, a)
\]

\[
= w_1 \mathbb{E} \left[ r_a^{(1)}(s(1) | s) + \gamma Q_\pi^{(1)}(s(1), a(1)) \right] + w_2 \mathbb{E} \left[ r_a^{(2)}(s(1) | s) + \gamma Q_\pi^{(2)}(s(1), a(1)) \right]
\]
By rearranging the above equation, we have
\[
E \left[ \left( Q^{(1)}(s, a) - r^{(1)}_a(s(1)|s) - \gamma Q^{(1)}_{\pi}(s(1), a(1)) \right) \right] \\
= -w_2 E \left[ \left( Q^{(2)}(s, a) - r^{(2)}_a(s(1)|s) - \gamma Q^{(2)}_{\pi}(s(1), a(1)) \right) \right].
\]

This equation implies that the temporal differences on \(Q^{(2)}\) and \(Q^{(2)}\) are proportional to each other. Motivated by this fact, we define a new TD objective for the vector reward RL as,
\[
TD(Q^{(1)}, Q^{(2)}) = w_1 TD^{(1)}(Q^{(1)}) + w_2 TD^{(2)}(Q^{(2)}).
\]
where
\[
TD^{(1)}(Q^{(1)}) = l(Q^{(1)}_{\pi}(s(t), a(t)) - r^{(1)}_{a(t)}(s(t + 1)|s(t)) - \gamma Q^{(1)}_{\pi}(s(t + 1), a(t + 1)))
\]
\[
TD^{(2)}(Q^{(2)}) = l(Q^{(2)}_{\pi}(s(t), a(t)) - r^{(2)}_{a(t)}(s(t + 1)|s(t)) - \gamma Q^{(2)}_{\pi}(s(t + 1), a(t + 1))).
\]

By minimizing \(TD(Q^{(1)}, Q^{(2)})\), we can simultaneously optimize the temporal difference of \(TD^{(1)}(Q^{(1)})\) and \(TD^{(2)}(Q^{(2)})\) with weights \(w_1\) and \(w_2\) respectively.

Moreover, we use neural networks to represent the \(Q\) function and policy \(\pi\), where they are respectively denoted as \(Q(s, a|\theta_Q)\) and \(A(s|\theta_A)\). Overall, the learning of \(\theta_Q\) and \(\theta_A\) are briefly summarized as follows:

- Fix \(\theta_A\) and alternatively update \(\theta^{Q(1)}\) and \(\theta^{Q(2)}\) using the gradients of \(TD(Q^{(1)}(\theta^{Q(1)}), Q^{(2)}(\theta^{Q(2)}))\).
- Fix \(\theta^{Q(1)}\) and \(\theta^{Q(2)}\), and update \(\theta_A\) through the chain rule of \(Q(s_t, A(s_t|\theta_A))\).
- Repeat the above two stages until convergence.

This alternative updating rule is also called the actor-critic algorithm in the context of RL. As the name suggested, it operates in an actor-critic way: The actor (Policy Network) performs actions and the critic (Value Network) evaluates the action and critiques the actions when low reward values are received. In addition, the output dimension of \(A(s|\theta_A)\) is the same as the number of parameters defined in (11). Meanwhile, parameters which have integer constraint are quantized afterward.

Overall, the algorithm is summarized in Algorithm 1. We name this method as Pareto deterministic policy gradient algorithm as it optimizes a deterministic policy via using gradient descent according to the action-value objectives. The general framework for the vector reward with more than two dimensions is illustrated in Fig. 3. We can also notice that our method is based on optimization of a single policy network rather than employing cross-validation over multiple policy networks. In addition, the following experimental techniques are included to
Algorithm 1 Pareto Deterministic Policy Descent

**Input:** Coefficients of policy and actor networks: $c_Q$, $c_A$, discounted factor: $\gamma$, soft update parameters: $\tau$, exploration random process: $\mathcal{N}(t)$, normalized tradeoff weights $w = \frac{\lambda}{1+\lambda}$

**Output:** Online action output: $\alpha(t) = [\hat{I}(t), B(t)]$

1: **Initialization** : Replay buffer $\mathcal{R}$; Critic network $Q_1(s,a|\theta_{Q_1} = c_Q)$; Critic network 2 $Q_2(s,a|\theta_{Q_2} = c_Q)$; Actor network $A(s|\theta_A = c_A)$; Target critic networks $\tilde{Q}_1(s,a|\theta_{Q_1} = c_Q)$ and $\tilde{Q}_2(s,a|\theta_{Q_2} = c_Q)$ and target actor network $A'(s|\theta_{A'} = c_A)$; $t = 0$

2: **for** $t$ until the ends **do**
3: Select action $\alpha(t) = A(s(t)|\theta_A) + \mathcal{N}(t)$
4: Render environment and obtain $r(t)^{(1)}$, $r(t)^{(2)}$ and $s(t + 1)$
5: Queue $(s(t), \alpha(t), r^{(1)}(t), r^{(2)}(t), s(t + 1))$ into a buffer $\mathcal{R}$
6: Sample a minibatch $\Omega$ from $\mathcal{R}$
7: Set \( \{y^{(1)}(t') : y^{(1)}(t') = r^{(1)}(t') + \gamma Q'_1(s(t' + 1), A'(s(t' + 1)|\theta_{A'})|\theta_{Q'_1}), t' \in \Omega \} \) and \( \{y^{(2)}(t') : y^{(2)}(t') = r^{(2)}(t') + \gamma Q'_2(s(t' + 1), A'(s(t' + 1)|\theta_{A'})|\theta_{Q'_2}), t' \in \Omega \} \)
8: Update the two critic networks’ coefficients $\theta_{Q_1}$ and $\theta_{Q_2}$ individually by respectively using the gradient $\sum_{t'} \nabla_{\theta_{Q_1}} l(y(t'), Q_1(s(t'), \alpha(t'))|\theta_{Q_1})$ and $\sum_{t'} \nabla_{\theta_{Q_2}} l(y(t'), Q_2(s(t'), \alpha(t'))|\theta_{Q_2})$
9: Update Actor Network $\theta_A$ using the gradient $w \sum_{t'} \nabla_a Q_1(s(t'), A(s(t')|\theta_A)|\theta_{Q_1}) \nabla_{\theta_A} A(s(t')|\theta_A) + (1 - w) \sum_{t'} \nabla_a Q_2(s(t'), A(s(t')|\theta_A)|\theta_{Q_2}) \nabla_{\theta_A} A(s(t')|\theta_A)$

10: $\theta_{Q_1} \leftarrow \tau \theta_{Q_1} + (1 - \tau) \theta_{Q'_1}$
11: $\theta_{Q_2} \leftarrow \tau \theta_{Q_2} + (1 - \tau) \theta_{Q'_2}$
12: $\theta_{A'} \leftarrow \tau \theta_{A} + (1 - \tau) \theta_{A'}$

13: **end for**

stabilize the convergence of our algorithm:

- **Experiment Replay:** We use a replay buffer $\mathcal{R}$ which is a finite-sized cache to record the transition tuples. The replay buffer is a queue structure that can time out the oldest tuple. At each learning step, networks are updated by sampling a minibatch uniformly from the buffer. This is because PDPG is an off-policy algorithm. Using a large replay buffer can store more uncorrelated transitions thus improve the learning convergence.
- **Feature Scaling:** We scale each entry of the state vector into a certain range and adjust the
rewards through shifting and re-scaling. Our experiments prove this technique can make the network learning more effectively.

- **Noise Exploration**: We add an independent Gaussian process with $\sigma$ variance and zero mean to the output of the deterministic policy network to form an exploration policy, i.e., $\alpha(t) = A(s(t)) + \mathcal{N}(t)$. Some other random processes, such as Ornstein-Uhlenbeck process is also widely utilized in the RL literature [33]. Note that the transition history in the experiment replay is based on this exploration policy rather than our target deterministic policy.

- **Soft Target Update**: From TD based learning, it is important to choose an updating rule for the target value function and policy to ensure a stable convergence. We follow the “soft” target update strategy, rather than replacing the coefficients of the target networks directly copying from previous steps. The weights $\tau$ is chosen as a very small value to assure the target networks are with a slow change.

V. Evaluation

We evaluate our algorithm on a simulator which is developed based on 3GPP TS-38.331 and 3GPP TS-38.213 [17], [18]. The simulation environment is a city area with FD-MIMO deployment at BSs. Particularly, we consider applying a RL agent to a 400m $\times$ 400m sub-area with 4 BSs. The RL control signal for the 4 cells are assumed synchronized as they are neighboring to each other. In the coverage area of the 4 cells, the average number of users is set as 80. In the simulator, the user mobility data is generated according to predefined mobility models. Here, we use random way points (RWP) model by default. The model assumes users walking towards random directions with random step sizes. Given users’ locations and BS antenna tilt angles, the downlink RSRPs are calculated according to our measurement data which is stored in a look-up table as a 3 mode-tensor, where the three modes are respectively the index of anchor locations, tilt angle and BSs. The number of measurement anchor locations we have in the sub-area is 24,573. The number of tunable antenna tilt angles for each BS is 11. The maximum time length for the mobility data is set as 200 days.

Given SINR values on the user side, the corresponding CQI values can be obtained. Then the user rate is determined according to a lookup table. In our simulator, the traffic model for each user is set as a constant bit rate (CBR), i.e., $C_k = 1$Mbps. The maximal load for each user is set as 6 PRBs. The total number of PRBs in one cell is 100. The CIO range is $[-12$dB, $12$dB].
When the associated users require more PRBs than the maximal PRBs per cell, the simulator will operate a resource scheduling algorithm afterward, where the eventual PRB allocation is proportional to the rate ranking of scheduled users.

The parameters in Algorithm 1 are configured in the intervals $\gamma = [0.1, 0.6]$ and $\tau = [0.001, 0.01]$. The variance of $\mathcal{N}(t)$ is set as 0.1 at the beginning of the learning stage to conduct the exploration policy. When the number of iterations is beyond a predefined threshold (our experimental value varies from 100 to 500), it is set as a smaller value (such as 100) to promote the exploitation policy. Both the actor-network and critic-network are chosen as a fully-connected feed-forward neural network with three layers, where the activation functions for the intermediate layers are set as ReLU, the output activation function for the actor neural network is chosen as Tanh function and the critic network output activation is set as linear. The number of neurons for the two intermediate layers are set as 50 and 100 respectively. For the RL state vector, the throughput threshold for edge user definition is set as 550 kbps. Finally, in the RL algorithm, the period of the antenna tilt and CIO change is set as 2 hours in terms of the mobility model.

A. Comparison to Different RL Rewards

We first evaluate the performance using different rewards in the RL algorithm. We consider the CDF curves of network throughput samples from every 15 mins in 200 days amid operating the algorithms to the environment. As illustrated in Fig. 4, the x-axis is chosen as normalized network throughput, where the denominator is chosen as 100Mbps. The labels on the legend respectively represent: DDPG [33] algorithm using scalar reward $\frac{1}{T} \sum_{t \in T} \sum_{n \in N} R_n(t)$, DDPG algorithm using scalar reward $- \max_n \frac{1}{T} \sum_{t \in T} L_n(t)$, DDPG algorithm using scalar reward $w_1 \frac{1}{T} \sum_{t \in T} \sum_{n \in N} R_n(t) - w_2 \max_n \frac{1}{T} \sum_{t \in T} L_n(t)$, our introduced PDPG algorithm using vector reward (15), PDPG algorithm using vector reward (17) and DDPG algorithm using scalar reward $w_1 \frac{1}{T} \sum_{t \in T} \sum_{n \in N} R_n(t) - w_2 \max_n \frac{1}{T} \sum_{t \in T} L_n(t) - w_3 \sigma(\{L_n(t)\}_{n \in N, t \in T})$. In this figure, all the weights inside the rewards are well cross-validated to optimize the throughput distribution. In our experience, the vector reward based methods have no much difference on the throughput distributions under different combinations of $w_1$, $w_2$ and $w_3$. Whereas, scalar reward based approaches require more cross-validation tests to obtain the resulting distribution.

In Fig. 5, we have cell load box plots of the underlying 4 cells, where the corresponding throughput is the same to Fig. 4. As we can see, the scalar reward with only throughput reward has less balanced cell load. Consequently, the unbalanced cell load affects the overall throughput
Fig. 4. Throughput CDF of using different RL algorithms.

optimization, in which the algorithm can only converge to a local optimum with less performance advantage. Meanwhile, the scalar reward with only maximum load based approach scarifies the throughput gain to favor a more balanced load which also deviates from the joint optimization purpose. Using linear combination of the previous scalar rewards to form another scalar reward can lead to convergence issue as demonstrated in Fig. 6. This is because of the ambiguity issue by mixing scalar rewards as we discussed in Section IV-B. The convergence curve together with the throughput and cell load distribution corroborate the advantage of choosing the vector reward based approaches. Overall, the vector reward based RL approaches can achieve more balanced cell load and high throughput which yield the joint optimality on our objective.

B. Comparison to Static Approach

To make a self-contained evaluation, we add static optimization based brute-force algorithms to the comparison, where the details of these algorithms can be found in Appendix. Accordingly, the resulting CDF curves of the network throughput are presented in Fig. 7 (See Algorithm 2 and Algorithm 3). Regarding the labels in this figure, the “static optimization 1” stands for Algorithm 3; the “static optimization 2” stands for Algorithm 2, where the antenna tilt angles are only allowed to be changed per 2 hours in terms of the mobility model for these two algorithms; While the “static optimization 3” stands for Algorithm 3 using the best cross validated $w$, but the antenna tilt angles can be changed every 15 mins. We can observe that the CDF curve of our
introduced RL method is very similar to the static optimization 3. Here, the CDF curve of the RL algorithm is with respect to when the RL algorithm converged (The convergence is considered as when the number of iterations are beyond 10000 as shown in Fig. 9). Fig. 8 shows that the RL approach achieves a balanced cell load as similar as the ideal static case - static optimization 3. The cell load obtained from other static optimization approaches have high variance. Thus, the corresponding throughput performance is deteriorated. Moreover, it is important to note our utilized solvers for the static optimization problem are still sub-optimum approach. The computational complexity of finding the true global optimum for the static optimization problem
Fig. 7. Throughput CDF of static optimization and vector reward based RL algorithm.

Fig. 8. Cell load distribution of static optimization and vector reward based RL algorithm.

is prohibitively high. Overall, we believe the RL approach achieves good performance on cell load balancing as well as throughput maximization.

C. Mobility Models

To fully evaluate our introduced RL algorithm, we test the algorithm using another mobility model: self-similar least-action walk (SLAW) model [40], where the SLAW model assumes that user mobility is based on clusters (users only move among these clusters). Fig. 6 shows the convergence of the vector reward based RL algorithm under the two mobility models. Similarly
as our previous findings, using vector reward requires less parameters re-tuning over different mobility models. This is because the vector-formed reward conveys the objective features to the RL value network through a more efficient way. Overall, we conclude that our introduced vector reward based RL algorithm is a robust learning approach with less cross-validation requirements.
VI. CONCLUSION

In this paper, we introduced a vector reward based multiple objective reinforcement learning algorithm. It is utilized to jointly optimize the cell load balance and throughput in mobility management tasks. We choose FD-MIMO antenna tilt and handover CIO adjustment as the RL action space. In addition, the RL reward is designed as a vector, where each entry represents a feature of the joint optimization objective. Accordingly, to promote the Pareto optimality, the introduced RL agent is configured with multiple value networks along with a single policy network. The weighting parameters on the multiple objectives are embedded into the value network which is used for guiding the policy network learning afterward. Moreover, we developed a static formulation for the same joint optimization problem and compare it to our introduced RL algorithm. The algorithm evaluations are presented in different ways including the cell load distribution, throughput distribution and the learning curves of RL algorithms.

For future work, we can consider asynchronous actions based multiple objective learning. Meanwhile, we can include other handover protocols into the framework, such as A2 and A5 events based inter-frequency handover. Moreover, other network features can be incorporated to test the performance of using high dimension vector rewards.
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APPENDIX

We now consider a static formulation of the joint optimization on load balancing and throughput maximization. To do so, we directly drop the expectation and time constraint in (11), and set $\gamma = 0$. Therefore, we have the following formulation,

$$\max_{I(t), b(t)} \sum_{n} R_n(t) + \sum_{n} F_n(t)$$

s.t. $I(t) = \{I_{n,k}(t) : I_{n,k}(t) \in \{0, 1\}, n \in N, k \in K\}$

$b(t) = \{b_n(t) : b_n(t) \in \{\theta_0, \theta_1, \ldots, \theta_{M-1}\}, n \in N\}$,

Comparing the above formulation to (11), we can notice the following difference and practical limitations,

- To solve this static problem, it requires perfect knowledge of all $p_{n,k}(b_n(t))$ at every sample time which imposes a large overhead to the user feedback.
- Due to the integer constraints, the complexity becomes very high. Moreover, it requires BSs to solve out $I(t)$ and $b(t)$ on every time slot.
Algorithm 2 Relaxed Brute-Force for a small $\lambda$

Input: $\mathcal{B}(t)$ (The set of BSs’ tilt angles combinations)

Output: $I(t)$ and $b(t)$

1: **Initialisation** : $\mathcal{O} = \emptyset$, $I(t) = \emptyset$
2: for $b(t) \in \mathcal{B}(t)$ do
3:   for $\exists I_{n,k}(t) = \emptyset$ do
4:     for $n \in N$ do
5:       $I_{n,k}(t) = 1$ and $I_{n',k}(t) = 0$, where $k = \arg\max \{ r_{n,k}(t) : I_{n,k}(t) = \emptyset \}$ and $n' \in N/n$
6:     end for
7:   end for
8: $\mathcal{O} = \mathcal{O} \cup \max_n (L_n(I(t), b(t)))$
9: end for
10: return $I(t), b(t) = \arg\min \mathcal{O}$

- The formulation treats user association as a variable. However, the user association cannot be directly translated to the values of the CIOs in A3-events. Therefore, it is not compatible to the handover operations in current cellular systems.

Therefore, we only consider the above formulation as an evaluation approach to our RL algorithm in the simulation. Ideally, the static way can yield the optimal solution at every time. Thus it can serve as an upper bound for the RL algorithm.

A. **Heuristic Brute-Force Solvers**

Note that (20) can be equivalently written as,

$$\max_{I(t),b(t)} \sum_n F_n(I(t),b(t))$$

s.t. $I(t) = \{ I_{n,k}(t) : I_{n,k}(t) \in \{0,1\}, n \in N, k \in K \}$

$b(t) = \{ b_n(t) : b_n(t) \in \{\theta_0,\theta_1,\cdots,\theta_{M-1}\}, n \in N \}$

$$R_n(I(t),b(t)) > \phi, n \in N$$

where $\phi$ is a parameter to avoid trivial solutions, such as all users are disconnected to BSs (In this case, all cell load are zero). Since we don’t have an analytical expression of the objective, brute-force search is considered as our primary approach. However, the number of user association
Algorithm 3 Relaxed Brute-Force for a fair $\lambda$

**Input:** The set of BSs’ tilt angles combinations: $\mathcal{B}(t)$, A threshold for association policy decision $w = \frac{\lambda}{1+\lambda}$.

**Output:** $I(t)$ and $b(t)$

1. **Initialization** : $\mathcal{O} = \emptyset$, $I(t) = \emptyset$
2. **for** $b(t) \in \mathcal{B}(t)$ **do**
3.  **for** $\exists I_{n,k}(t) == \emptyset$ **do**
4.  **if** $c < w$ **then**
5.     **for** $n \in N$ **do**
6.      $I_{n,k}(t) = 1$ and $I_{n',k}(t) = 0$, where $k = \arg \max \{ r_{n,k}(t) : I_{n,k}(t) = \emptyset \}$ and $n' \in N/n$
7.  **end for**
8.  **else**
9.   Randomly choose $k \in \{ k : I_{n,k} = \emptyset \}$
10. $I_{n,k}(t) = 1$ and $I_{n',k}(t) = 0$, where $n = \arg \max p_{n,k}(b_n(t))$ and $n' \in N/n$
11. **end if**
12. **end for**
13. $\mathcal{O} = \mathcal{O} \cup U_n(I(t), b(t))$
14. **end for**
15. **return** $I(t), b(t) = \arg \min \mathcal{O}$

Combinations is prohibitively large. To narrow down the searching region, we consider a heuristic approach to approximate

$$
\max_{I(t)} \sum_n F_n(I(t), b(t))
$$

for a given $b(t)$. We consider determining the user association in a round-robin manner: Each BS is allocated with an equal number of associated users, where the associated user for each BS is based on the ranking of user rates. Intuitively, this can be considered as a heuristic way to average the throughput $R_n(I(t), b(t))$ over all cells. Accordingly, the algorithm is summarized in Algorithm 2.
Alternatively, the inner loop for user association assignment can be considered as solving

$$\max_{I(t)} \sum_n R_n(I(t), b(t))$$  \hspace{1cm} (23)$$

A heuristic approach is assigning users to the BS with maximum transmission power. This association strategy may break the cell load balance but avoid user failure links. Therefore, we can combine the previous two heuristic association strategies and obtain Algorithm (5). Particularly, the two user association strategies are mixed through a random binary decision, where the decision threshold is proportional to the weight ratio between the two objectives, i.e., \(\frac{\lambda}{1+\lambda}\).
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