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Abstract

We study geometric duality for convex vector optimization problems. For a primal problem with a $q$-dimensional objective space, we formulate a dual problem with a $(q+1)$-dimensional objective space. Consequently, different from an existing approach, the geometric dual problem does not depend on a fixed direction parameter and the resulting dual image is a convex cone. We prove a one-to-one correspondence between certain faces of the primal and dual images. In addition, we show that a polyhedral approximation for one image gives rise to a polyhedral approximation for the other. Based on this, we propose a geometric dual algorithm which solves the primal and dual problems simultaneously and is free of direction-biasedness. We also modify an existing direction-free primal algorithm in a way that it solves the dual problem as well. We test the performance of the algorithms for randomly generated problem instances by using the so-called primal error and hypervolume indicator as performance measures.
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1 Introduction

Vector optimization is a generalization of multiobjective optimization (MO) where the order relation over the objective vectors is determined by a general ordering cone. It has been applied in many fields including risk-averse dynamic programming [34], financial mathematics [2] [18] [36], economics [18] [50], game theory [19] [28].

In vector optimization, generating efficient solutions which correspond to minimal elements in the objective space can be done either by solving single-objective optimization problems formed by the structure of the original problem, called scalarizations (see [17] and
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references therein), or by iterative algorithms which work directly in the decision space (see e.g. [8, 14, 20, 21, 22]). The overall aim for many applications is however to generate either (an approximation of) the whole set of minimal elements in the objective space [5, 49] or the set of all efficient solutions in the decision space [3]. Since the dimension of the decision space is in general much higher than that of the objective space and consequently many efficient solutions might map into a single objective value, the former is usually a more affordable goal.

By this motivation, Benson [5] introduced an outer approximation algorithm in 1998 that aims to generate the Pareto frontier of linear multiobjective optimization problems. This has led to vast literature in vector optimization. In the linear case, many variations of Benson’s algorithm have been proposed [9, 15, 29, 35, 53, 54]. We discuss the objective space-based algorithms in the literature for convex vector optimization problems (CVOPs) in more detail below. For non-convex vector optimization problems with special structure, we refer the reader to the recent works [10, 41, 44].

1.1 Literature review on objective space-based CVOP algorithms

For CVOPs, there are various approximation techniques in the literature, see e.g. [51]. Here, we focus on the approaches which generate approximations to the entire minimal set in the objective space. In 2011, Ehrgott, Shao and Schöbel [16] proposed an extension of Benson’s algorithm for convex MO problems. Later Löhne, Rudloff and Ulus [37] generalized this algorithm for CVOPs and recently, different variants have been proposed in [13, 33]. These algorithms solve a Pascoletti-Serafini [45] scalarization and a vertex enumeration problem in each iteration. This scalarization problem depends on two parameters: a direction vector and a reference point. Specifically, given a point \( v \) in the objective space, it determines the closest point (along a direction \( c \)) to \( v \) in the objective space as well as a corresponding feasible solution in the decision space. In [37], the reference point \( v \) is selected arbitrarily among the vertices of the current approximation and \( c \) is fixed throughout the algorithms, whereas in [13], the reference point \( v \) and a corresponding direction vector \( c \) are selected based on an additional procedure. In [33], several additional rules for selecting the two parameters of the Pascoletti-Serafini scalarization for the same algorithmic setup are proposed and compared.

Recently, for CVOPs, Ararat, Ulus and Umer [1] considered a norm-minimizing scalarization which requires only a reference point but no direction parameter, and proposed an outer approximation algorithm for CVOPs. As the proposed algorithm does not require a direction parameter, direction-biasedness is not a concern. However, the norm-minimizing scalarization has a nonlinear convex objective function, which is not the case for the Pascoletti-Serafini scalarization that is used in the primal algorithm in [37].

Apart from these primal algorithms, in [37], the authors also proposed a geometric dual variant of their primal algorithm, which is based on a geometric duality theory. The general theory of convex polytopes indicates that two polytopes are dual to each other if there exists an inclusion-reversing one-to-one mapping between their faces [26]. Similar to the duality relation between polytopes, a duality relation between the polyhedral image of the primal problem and the polyhedral image of a dual problem was introduced in [31] for multiobjective linear programming problems. Later, Luc [40] introduced parametric duality for these problems and studied the relationship between the parametric and geometric duality
notions. More recently, the equivalence between the two duality notions has been shown in [12].

In [30], a general duality theory is developed for the epigraph of a closed convex function and that of its conjugate function. As a special case, this theory is applied for CVOPs to obtain a duality relation between the primal and dual images; hence, the geometric duality theory in [31] is generalized to the non-polyhedral case. The geometric dual algorithm that is proposed in [37] is based on the duality relation in [30]. Accordingly, the fixed direction $c$ that is used within the primal solution concept and algorithm is also used in the design of the geometric dual problem and the algorithm. Different from the primal algorithms, in the geometric dual algorithm of [37], instead of Pascoletti-Serafini or norm-minimizing scalarizations, only the well-known weighted sum scalarizations, which may be easier to deal with because of their simple structure, are solved.

1.2 The proposed approach and contributions

In this paper, we establish a direction-free geometric duality theory and a dual algorithm to solve CVOPs. More precisely, after recalling the primal solution concept in [1], we propose a direction-free geometric dual problem and a solution concept for it. Then, we prove a geometric duality relation between the images of the primal and dual problems, which is based on an inclusion-reversing one-to-one duality mapping. The proof of this relation is based on the general duality theory for epigraphs in [30]. We also prove that a polyhedral approximation for the primal image yields a polyhedral approximation for the dual image, and vice versa. Different from [30], the proposed geometric dual image does not depend on a fixed direction; but in order to handle this issue, the dimension of the objective space for the dual problem is increased by one. In this sense, it can also be seen as a generalization of the parametric duality for linear MO from [40] to CVOPs. Accordingly, the image of the proposed dual problem is not only a convex set but a convex cone. Due to this conic structure of the dual image, the dimension increase compared to [30] is not an additional source of computational burden, as also confirmed by the numerical results.

Based on the geometric duality theory, we propose a dual algorithm which solves the primal and dual problems simultaneously by solving only weighted sum scalarization problems. More precisely, the algorithm gives a finite $\epsilon$-solution to the dual problem; moreover, it gives a finite weak $\hat{\epsilon}$-solution to the primal problem, where $\hat{\epsilon}$ is determined by $\epsilon$ and the structure of the underlying ordering cone. We also modify the primal algorithm in [1] in a way that it returns a finite $\epsilon$-solution to the dual problem as well.

We compare the proposed geometric duality and the dual algorithm with the ones in [30] and [37], respectively. In particular, we show that the proposed dual image and the dual image in [30] can be recovered from each other. Moreover, by fixing a suitable norm, we show that the dual algorithm in [37] can be seen as a special case of the proposed dual algorithm.

Finally, we test the performance of the proposed algorithm in comparison to the existing ones using two performance measures: primal error (PE) and hypervolume indicator (HV). While PE simply measures the Hausdorff distance between the primal image and its returned polyhedral approximation, novel to this work, we define HV as a hypervolume-based performance metric for convex vector optimization. Our definition is similar to hypervolume-based metrics for MO, see e.g. [4, 56, 57, 58]. The computational results suggest that the proposed
dual algorithm has promising performance.

The rest of the paper is structured as follows. Section 2 presents the basic concepts and notation. Section 3 introduces the primal problem, dual problem, and solution concepts for these problems. The geometric duality between the primal and dual problems is studied in Section 4. Section 5 provides the primal and dual algorithms. In Section 6, we compare the proposed approach with the existing ones in the literature. In Section 7, we provide some test results for performance comparisons.

## 2 Preliminaries

In this section, we provide the definitions and notations used throughout the paper. Let \( q \in \mathbb{N} := \{1, 2, \ldots \} \) be a positive integer. We denote the \( q \)-dimensional Euclidean space by \( \mathbb{R}^q \). Let \( \|\cdot\| \) be an arbitrary norm on \( \mathbb{R}^q \). The associated dual norm is denoted by \( \|\cdot\|_\ast \), that is, \( \|z\|_\ast = \sup\{z^Tx \mid \|x\| \leq 1\} \) for each \( z \in \mathbb{R}^q \). Throughout, \( B(0, \epsilon) := \{z \in \mathbb{R}^q \mid \|z\| \leq \epsilon\} \) denotes the norm ball centered at 0 \( \in \mathbb{R}^q \) with radius \( \epsilon > 0 \).

For a set \( A \subseteq \mathbb{R}^q \), we denote the convex hull, conic hull, interior, relative interior and closure of \( A \) by \( \text{conv} \ A \), \( \text{cone} \ A \), \( \text{int} \ A \), \( \text{ri} \ A \) and \( \text{cl} \ A \), respectively. Recall that \( \text{cone} \ A := \{\lambda a \mid a \in A, \lambda \geq 0\} \). The closed convex cone defined by \( A^+ = \{y \in \mathbb{R}^q \mid \forall a \in A: y^Ta \geq 0\} \) is called the dual cone of \( A \). It is well-known that the dual cone of \( A \) is given by \( A^{++} := (A^+)^+ = \text{cl} \text{cone} \text{conv} A \) whenever \( A \) is nonempty. The recession cone of \( A \) is defined by \( \text{recc} A = \{c \in \mathbb{R}^q \mid \forall \lambda \geq 0, a \in A: a + \lambda c \in A\} \). An element \( d \in \text{recc} A \) is a (recession) direction of \( A \). Let \( A \subseteq \mathbb{R}^q \) be convex and \( F \subseteq A \) be a convex subset. If \( \lambda y^1 + (1 - \lambda)y^2 \in F \) for some \( 0 < \lambda < 1 \) holds only if both \( y^1 \) and \( y^2 \) are elements of \( F \), then \( F \) is called a face of \( A \). A zero-dimensional face is called an extreme point and a one-dimensional face is called an edge of \( A \). If \( A \) is \( q \)-dimensional, then a \((q - 1)\)-dimensional face is called a facet of \( A \). A face of \( A \) that is not the empty set and not \( A \) itself is called a proper face of \( A \). We call \( F \) an exposed face of \( A \) if it can be written as the intersection of \( A \) and a supporting hyperplane of \( A \). If \( A \) is \( q \)-dimensional, then an exposed face of \( A \) is also a proper face; the converse does not hold in general [30, Section 2.2].

Given nonempty sets \( A, B \subseteq \mathbb{R}^q \), their Minkowski sum is defined by \( A + B := \{a + b \mid a \in A, b \in B\} \). For \( \lambda \in \mathbb{R} \), we also define \( \lambda A := \{\lambda a \mid a \in A\} \). In particular, we have \( A - B = A + (-1)B \).

Let \( C \subseteq \mathbb{R}^q \) be a cone. It is called pointed if \( C \cap -C = \{0\} \), solid if it has nonempty interior, and nontrivial if \( C \neq \emptyset \) and \( C \neq \mathbb{R}^q \). If \( C \subseteq \mathbb{R}^q \) is a convex pointed cone, then the relation \( \leq_C := \{(x, y) \in \mathbb{R}^q \times \mathbb{R}^q \mid y - x \in C\} \) is an antisymmetric partial order on \( \mathbb{R}^q \) [32, Theorem 1.18]; we write \( x \leq_C y \) whenever \( (x, y) \in \leq_C \).

Let \( m \in \mathbb{N} \) and \( \mathcal{X} \subseteq \mathbb{R}^m \) be a nonempty convex set. A function \( f : \mathcal{X} \to \mathbb{R}^q \) is said to be \( C \)-convex on \( \mathcal{X} \) if \( f(\lambda x^1 + (1 - \lambda)x^2) \leq_C \lambda f(x^1) + (1 - \lambda)f(x^2) \) for every \( x^1, x^2 \in \mathcal{X} \) and \( \lambda \in [0, 1] \) [32, Definition 2.4]. Given a function \( g : \mathbb{R}^q \to \mathbb{R} \), the function \( g^* : \mathbb{R}^q \to [-\infty, +\infty] \) defined by \( g^*(w) := \sup_{z \in \mathbb{R}^q}(w^Tz - g(z)) \), \( w \in \mathbb{R}^q \), is called the conjugate function of \( g \). For a set \( A \subseteq \mathbb{R}^q \), the function \( I_A \) defined by \( I_A(z) := 0 \) for \( z \in A \), and by \( I_A(z) := +\infty \) for \( z \notin A \) is called the indicator function of \( A \). In this case, taking \( g = I_A \) gives \( g^*(w) = \sup_{z \in A} w^Tz \) for each \( w \in \mathbb{R}^q \); \( g^* \) is called the support function of \( A \); we also define the polar of \( A \) as the set \( A^\circ := \{w \in \mathbb{R}^q \mid g^*(w) \leq 1\} \).
Let \( A \subseteq \mathbb{R}^q \) and let \( C \subseteq \mathbb{R}^q \) be a closed convex pointed cone. The sets 
\[
\text{Min}_C A := \{ y \in A \mid \{ y \} - C \cap A = \emptyset \}, \\
\text{wMin}_C A := \{ y \in A \mid \{ y \} - \text{int} C \cap A = \emptyset \}, \\
\text{Max}_C A := \{ y \in A \mid \{ y \} + C \cap A = \emptyset \}
\]
are called the sets of \( C \)-minimal, weakly \( C \)-minimal, \( C \)-maximal elements of \( A \), respectively [35, Definition 1.41]. An exposed face of \( A \) that only consists of (weakly) \( C \)-minimal elements is called a (weakly) \( C \)-minimal exposed face. An exposed face of \( A \) that consists of only \( C \)-maximal elements is called a \( C \)-maximal exposed face [35, Section 4.5].

Remark 2.1. Let \( A \subseteq \mathbb{R}^q \) be a nonempty convex set and \( C \subseteq \mathbb{R}^q \) be a convex cone. If \( A = A + C \) and \( w \in \mathbb{R}^q \) such that \( \inf_{a \in A} w^T a > -\infty \), then \( w \in C^+ \). Note that \( A = \text{rec} A \) holds [55, Theorem 5.6]. If \( A \subseteq H := \{ z \in \mathbb{R}^q \mid w^T z \geq r \} \) for some \( w \in \mathbb{R}^q \) and \( r \in \mathbb{R} \), then we have \( w \in \text{rec} A \).

3 Primal and dual problems

In this paper, we consider a convex vector optimization problem and its geometric dual. The primal problem is defined as

\[
\text{minimize } f(x) \text{ with respect to } \leq_C \text{ subject to } x \in \mathcal{X}, \quad (P)
\]

where the ordering cone \( C \subseteq \mathbb{R}^q \) is nontrivial, pointed, solid, closed and convex; the vector-valued objective function \( f : \mathcal{X} \to \mathbb{R}^q \) is \( C \)-convex and continuous; and the feasible set \( \emptyset \neq \mathcal{X} \subseteq \mathbb{R}^m \) is compact and convex. The upper image of \((P)\) is defined as

\[
\mathcal{P} := \text{cl}(f(\mathcal{X}) + C),
\]

where \( f(\mathcal{X}) := \{ f(x) \mid x \in \mathcal{X} \} \) is the image of \( \mathcal{X} \) under \( f \). The following proposition collects some basic facts about the problem structure. Its proof is straightforward from the fact that \( \mathcal{X} \) is compact, hence we omit it.

**Proposition 3.1.** The upper image \( \mathcal{P} \) is a closed convex set, the image \( f(\mathcal{X}) \) is a compact set, and it holds \( \mathcal{P} = f(\mathcal{X}) + C \). Moreover, the primal problem \((P)\) is bounded in the sense that \( \{ y \} + C \subseteq \mathcal{P} \) for some \( y \in \mathbb{R}^q \).

For a parameter vector \( w \in C^+ \), the convex program

\[
\text{minimize } w^T f(x) \text{ subject to } x \in \mathcal{X} \quad (\text{WS}(w))
\]

is called the weighted sum scalarization of \((P)\). Let \( p^w \) be the optimal value of \((\text{WS}(w))\), that is, \( p^w := \inf_{x \in \mathcal{X}} w^T f(x) \). Since \( \mathcal{X} \) is a nonempty compact set and \( f \) is a continuous function, it follows that \( p^w \in \mathbb{R} \). The next proposition is a well-known result that will be used in the design of the geometric dual problem.

**Proposition 3.2.** [32, Corollary 5.29] Let \( w \in C^+ \setminus \{ 0 \} \). Then, an optimal solution \( x^w \) of \((\text{WS}(w))\) is a weak minimizer of \((P)\). The converse also holds: for each weak minimizer \( x \in \mathcal{X} \) of \((P)\), there exists \( w \in C^+ \setminus \{ 0 \} \) such that \( x \) is an optimal solution of \((\text{WS}(w))\).
Now, let us define the geometric dual problem of \((P)\) as

\[
\begin{align*}
\text{maximize} \quad & \xi(w) \\
\text{subject to} \quad & w \in \mathcal{W}.
\end{align*}
\]

(D)

In this problem, the objective function \(\xi : \mathbb{R}^q \to \mathbb{R}^{q+1}\) is defined by

\[
\xi(w) := (w_1, \ldots, w_q, p^w)^T, \quad w \in \mathcal{W};
\]

the ordering cone \(K\) is defined by \(K := \text{cone}\{e^{q+1}\} = \{\lambda e^{q+1} \mid \lambda \geq 0\}\), where \(e^{q+1} = (0, \ldots, 0, 1)^T \in \mathbb{R}^{q+1}\); and the feasible set is \(\mathcal{W} := C^+\). The lower image of \((D)\) is defined as

\[
\mathcal{D} := \xi(\mathcal{W}) - K = \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} \mid w \in \mathcal{W}, \alpha \leq p^w\}.
\]

Remark 3.3. Note that the decision space of the dual problem has dimension \(q\), which in general is much less than \(n\), the number of variables of the primal problem. However, the dual objective function involves solving another optimization problem. Indeed, if the feasible region \(\mathcal{X}\) of \((P)\) is given by explicit constraints, then it is also possible to define a geometric dual problem which includes additional dual variables corresponding to these explicit constraints. In particular, the last component of the dual objective function can be defined using the Lagrangian of \((WS(w))\) instead of its value directly. This construction would lead to the same lower image, see also [37, Remark 3.6].

The following proposition follows from the definition of \(\mathcal{D}\), we omit its proof.

Proposition 3.4. The lower image \(\mathcal{D}\) is a closed convex cone.

We define exact and approximate solution concepts for the primal problem \((P)\).

Definition 3.5. [35, Definition 2.20, Proposition 4.7] A point \(\bar{x} \in \mathcal{X}\) is said to be a (weak) minimizer for \((P)\) if \(f(\bar{x})\) is a (weakly) \(C\)-minimal element of \(f(\mathcal{X})\). A nonempty set \(\bar{\mathcal{X}} \subseteq \mathcal{X}\) is called an infimizer of \((P)\) if \(\text{cl conv}(f(\bar{\mathcal{X}}) + C) = P\). An infimizer \(\bar{\mathcal{X}}\) of \((P)\) is called (weak) solution to \((P)\) if it consists of only (weak) minimizers.

Since the upper image of a convex vector optimization problem is not a polyhedral set in general, a finite set \(\bar{\mathcal{X}}\) may not satisfy the exact solution concept in Definition 3.5. Hence, we give an approximate solution concept for a fixed \(\epsilon > 0\) below.

Definition 3.6. [1, Definition 3.5] A nonempty finite set \(\bar{\mathcal{X}} \subseteq \mathcal{X}\) is called a finite \(\epsilon\)-infimizer of \((P)\) if \(\text{conv} f(\bar{\mathcal{X}}) + C + B(0, \epsilon) \supseteq P\). A finite \(\epsilon\)-infimizer \(\bar{\mathcal{X}}\) of \((P)\) is called a finite (weak) \(\epsilon\)-solution to \((P)\) if it consists of only (weak) minimizers.

Note that if \(\bar{\mathcal{X}}\) is a finite (weak) \(\epsilon\)-solution, then we have the following inner and outer approximations of the upper image:

\[
\text{conv} f(\bar{\mathcal{X}}) + C + B(0, \epsilon) \supseteq P \supseteq \text{conv} f(\bar{\mathcal{X}}) + C.
\]

Now, similar to Definition 3.5, we provide an exact solution concept for the dual problem \((D)\).
Definition 3.7. A point $\bar{w} \in W$ is called a maximizer for $(D)$ if $\xi(\bar{w})$ is a $K$-maximal element of $\xi(W)$. A nonempty set $\bar{W} \subseteq W$ is called a supremizer of $(D)$ if $\text{cone conv } \xi(\bar{W}) - K = D$. A supremizer $\bar{W}$ of $(D)$ is called a solution to $(D)$ if it consists of only maximizers.

As for the upper image, in general, the lower image cannot be represented by a finite set $\bar{W}$ using the exact solution concept in Definition 3.7. In the next definition, we propose a novel approximate solution that is tailor-made for the lower image $D$, which is a convex cone; see Remark 3.9 below for the technical motivation.

Definition 3.8. A nonempty finite set $\bar{W} \subseteq W \cap S^{q-1}$ is called a finite $\epsilon$-supremizer of $(D)$ if $\text{cone (conv } \xi(\bar{W}) + \epsilon \{ q+1 \} \setminus K \supseteq D \supseteq \text{cone conv } \xi(\bar{W}) - K$.

Remark 3.9. Let us comment on the particular structure of Definition 3.8. Since the lower image $D$ is a convex cone by Proposition 3.4, we evaluate the conic hull of the Minkowski sum $\text{conv } \xi(\bar{W}) + \epsilon \{ q+1 \}$ so that the error values are scaled properly. With this operation, we ensure that the resulting conic hull is comparable with $D$ (up to the subtraction of the ordering cone $K$).

The next proposition will be used later to prove some geometric duality results.

Proposition 3.10. Let $w \in W \setminus \{ 0 \}$. Then, $\xi(w)$ is a $K$-maximal element of $D$.

Proof. Let $\epsilon > 0$. We prove that $\xi(w) + \epsilon q+1 \notin D = \xi(W) - K$. To get a contradiction, assume the existence of $\bar{w} \in W$ and $\bar{w} \geq 0$ with $\xi(w) + \epsilon q+1 = \xi(\bar{w}) - \epsilon q+1$. By (1), we have $(w_1, \ldots, w_q, \bar{w})^T + \epsilon q+1 = (\bar{w}_1, \ldots, \bar{w}_q, p\bar{w} + \epsilon)^T - \epsilon q+1$, that is, $(w_1, \ldots, w_q, p\bar{w} + \epsilon)^T = (\bar{w}_1, \ldots, \bar{w}_q, p\bar{w} - \epsilon)^T$. Hence, $\inf_{x \in \lambda} \mathbf{w}^T f(x) = \inf_{x \in \lambda} \mathbf{w}^T f(x)$ and $\epsilon = -\bar{w}$. This contradicts $\epsilon > 0$ and $\bar{w} \geq 0$. Hence, $\xi(w) + \epsilon q+1 \notin D$. Since $\epsilon > 0$ is arbitrary, $\xi(w)$ is a $K$-maximal element of $D$.

4 Geometric duality

In this section, we will investigate the duality relation between the primal and dual problems, $(P)$ and $(D)$. First, we will provide the main duality theorem which relates the weakly $C$-minimal exposed faces of $P$ and the $K$-maximal exposed faces of $D$. Then, we will establish some duality properties regarding $P$ and $D$, as well as their polyhedral approximations.
4.1 Geometric duality between $\mathcal{P}$ and $\mathcal{D}$

We will prove that there is a one-to-one correspondence between the set of all weakly $C$-minimal exposed faces of the upper image $\mathcal{P}$ and the set of all $K$-maximal exposed faces of the lower image $\mathcal{D}$. We will also show that the upper and lower images can be recovered from each other.

Let us start by defining

$$\varphi: \mathbb{R}^q \times \mathbb{R}^{q+1} \to \mathbb{R}, \quad \varphi(y, w, \alpha) := w^T y - \alpha,$$

and the following set-valued maps:

$$\mathcal{H}, H: \mathbb{R}^{q+1} \rightrightarrows \mathbb{R}^q, \mathcal{H}(w, \alpha) := \{ y \in \mathbb{R}^q \mid \varphi(y, w, \alpha) \geq 0 \}, H(w, \alpha) := \text{bd } \mathcal{H}(w, \alpha),$$

$$\mathcal{H}^*, H^*: \mathbb{R}^q \rightrightarrows \mathbb{R}^{q+1}, \mathcal{H}^*(y) := \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} \mid \varphi(y, w, \alpha) \geq 0 \}, H^*(y) := \text{bd } \mathcal{H}^*(y).$$

These functions are essential to define a duality map between $\mathcal{P}$ and $\mathcal{D}$. Moreover, for arbitrary $y \in \mathbb{R}^q$ and $(w^T, \alpha)^T \in \mathbb{R}^{q+1}$, we have the following statement:

$$(w^T, \alpha)^T \in H^*(y) \iff y \in H(w, \alpha).$$

With the next proposition we show that, by solving a weighted sum scalarization, one finds supporting hyperplanes to the upper and lower images.

**Proposition 4.1.** Let $w \in \mathcal{W}\backslash\{0\}$ and $x^w$ be an optimal solution to $\text{(WS(w))}$. Then, $H(\xi(w))$ is a supporting hyperplane of $\mathcal{P}$ at $f(x^w)$ such that $\mathcal{P} \subseteq \mathcal{H}(\xi(w))$, and $H^*(f(x^w))$ is a supporting hyperplane of $\mathcal{D}$ at $\xi(w)$ such that $\mathcal{D} \subseteq \mathcal{H}^*(f(x^w))$.

**Proof.** To prove the first statement, we show that $f(x^w) \in H(\xi(w))$ and $\mathcal{P} \subseteq \mathcal{H}(\xi(w))$. As $\xi(w) = (w^T, w^T f(x^w))^T$, we have $\varphi(f(x^w), \xi(w)) = 0$, which implies that $f(x^w) \in H(\xi(w))$. To prove $\mathcal{P} \subseteq \mathcal{H}(\xi(w))$, let $x \in \mathcal{X}$, $c \in C$ be arbitrary. Then, $\varphi(f(x) + c, \xi(w)) = w^T f(x) + w^T c - w^T f(x^w) \geq 0$ as $w \in C^+$ and $x^w$ is an optimal solution of $\text{(WS(w))}$. Therefore, $\mathcal{H}(\xi(w)) \supseteq f(\mathcal{X}) + C = \mathcal{P}$, where the equality follows by Proposition 3.1. On the other hand, having $\varphi(f(x^w), \xi(w)) = w^T f(x^w) - w^T f(x^w) = 0$ also implies that $\xi(w) \in H^*(f(x^w))$. To complete the proof, it is enough to show that $\mathcal{D} \subseteq \mathcal{H}^*(f(x^w))$. Let $(w^T, \alpha)^T \in \mathcal{D}$ be arbitrary. It follows from the definition of $\mathcal{D}$ that $\alpha \leq \inf_{x \in \mathcal{X}} w^T f(x) = w^T f(x^w)$. Hence, $\varphi(f(x^w), w, \alpha) = w^T f(x^w) - \alpha \geq 0$, that is, $(w^T, \alpha)^T \in \mathcal{H}^*(f(x^w))$. 

The following propositions show the relationship between the weakly $C$-minimal elements of $\mathcal{P}$ and the $K$-maximal exposed faces of $\mathcal{D}$, as well as that between the $K$-maximal elements of $\mathcal{D}$ and the weakly $C$-minimal exposed faces of $\mathcal{P}$. Their proofs are based on elementary arguments, hence omitted for brevity.

**Proposition 4.2.** (a) Let $y \in \mathbb{R}^q$. Then, $y$ is a weakly $C$-minimal element of $\mathcal{P}$ if and only if $H^*(y) \cap \mathcal{D}$ is a $K$-maximal exposed face of $\mathcal{D}$. (b) For every $K$-maximal exposed face $F^*$ of $\mathcal{D}$, there exists some $y \in \mathcal{P}$ such that $F^* = H^*(y) \cap \mathcal{D}$.

**Proposition 4.3.** (a) Let $(w^T, \alpha)^T \in \mathbb{R}^{q+1} \backslash \{0\}$. Then, $(w^T, \alpha)^T$ is a $K$-maximal element of $\mathcal{D}$ if and only if $H(w, \alpha) \cap \mathcal{P}$ is a weakly $C$-minimal exposed face of $\mathcal{P}$ satisfying $\mathcal{H}(w, \alpha) \supseteq \mathcal{P}$. (b) For every $C$-minimal exposed face $F$ of $\mathcal{P}$, there exists some $(w^T, \alpha)^T \in \mathcal{D}$ such that $F = H(w, \alpha) \cap \mathcal{P}$.
We now proceed with the main geometric duality result. Let \( \mathcal{F}_P \) be the set of all weakly \( C \)-minimal exposed faces of \( \mathcal{P} \) and \( \mathcal{F}_D^* \) be the set of all \( K \)-maximal exposed faces of \( \mathcal{D} \). Consider the set-valued function

\[
\Psi : \mathcal{F}_D^* \Rightarrow \mathbb{R}^q, \quad \Psi(F^*) := \bigcap_{(w^T, \alpha) \in F^*} H(w, \alpha) \cap \mathcal{P}.
\]

**Theorem 4.4.** \( \Psi \) is an inclusion-reversing one-to-one correspondence between \( \mathcal{F}_D^* \setminus \{(0^T, 0)^T\} \) and \( \mathcal{F}_P \). The inverse map is given by \( \Psi^*(F) := \bigcap_{y \in F} H^*(y) \cap \mathcal{D} \).

**Proof.** We use the geometric duality theory for the epigraphs of closed convex functions developed in [30]. To be able to use this theory, we express \( \mathcal{P} \) and \( \mathcal{D} \) as the epigraphs of closed convex functions, up to transformations. Observe that

\[
\mathcal{D} = \{(w^T, \alpha)^T \in \mathbb{R}^q+ | p^w \geq \alpha, w \in C^+\} = -\{(w^T, \alpha)^T \in \mathbb{R}^q+ | \tilde{p}(w) \leq \alpha\} = -\text{epi} \tilde{p},
\]

where \( \tilde{p} : \mathbb{R}^q \to \mathbb{R} \cup \{+\infty\} \) is the support function of \( \mathcal{P} \), i.e., \( \tilde{p}(w) = \sup_{y \in \mathcal{P}} w^T y \) for every \( w \in \mathbb{R}^q \). Then, the well-known duality between support and indicator functions ([46, Theorem 13.2]) yields that \( \tilde{p} = g^* \), where \( g := I_{\mathcal{P}} \) is the indicator function of \( \mathcal{P} \). We also have \( \text{epi} g = \mathcal{P} \times \mathbb{R}_+ \) and \( \mathcal{P} = P(\text{epi} g) \), where \( P : 2^{\mathbb{R}^q+} \Rightarrow \mathbb{R}^q \) is defined by \( P(F^*) = \{y \in \mathbb{R}^q | (y^T, 0)^T \in F^*\} \) for \( F^* \subseteq \mathbb{R}^q+ \). Let us define a set-valued function \( \tilde{\Psi} : 2^{\mathbb{R}^q+} \Rightarrow \mathbb{R}^q+ \) by

\[
\tilde{\Psi}(F^*) := \bigcap_{(w^T, g^*(w))^T \in F^*} \{(y^T, g(y))^T \in \mathbb{R}^q \times \mathbb{R} | w \in \partial g(y)\}.
\]

Then, by [30, Theorem 3.3], \( \tilde{\Psi} \) is an inclusion-reversing one-to-one correspondence between the set of all \( K \)-minimal exposed faces of \( \text{epi} g^* = -\mathcal{D} \) and the set of all \( K \)-minimal exposed faces of \( \text{epi} g = \mathcal{P} \times \mathbb{R}_+ \). Clearly, a \( K \)-minimal exposed face of \( -\mathcal{D} \) is of the form \( -F^* \), where \( F^* \in \mathcal{F}_D^* \); the converse holds as well. The one-to-one correspondence here is inclusion-preserving.

Next, we show that \( P(\bar{F}) \in \mathcal{F}_P \cup \{\mathcal{P}\} \) whenever \( \bar{F} \) is a \( K \)-minimal exposed face of \( \text{epi} g \). Note that a point \( (y^T, r)^T \in \mathbb{R}^{q+1} \) is a \( K \)-minimal element of \( \text{epi} g = \mathcal{P} \times \mathbb{R}_+ \) if and only if \( y \in \mathcal{P} \) and \( r = 0 \). Let \( \bar{F} \) be a \( K \)-minimal exposed face of \( \text{epi} g \). The previous observation implies that \( \bar{F} \subseteq \mathcal{P} \setminus \{0\} \). By definition, we may write \( \bar{F} = (\mathcal{P} \times \mathbb{R}_+) \cap \bar{H} \) for some supporting hyperplane \( \bar{H} \subseteq \mathbb{R}^{q+1} \) of \( \mathcal{P} \times \mathbb{R}_+ \). Then, \( P(\bar{F}) = P(\mathcal{P} \times \mathbb{R}_+) \cap P(\bar{H}) = \mathcal{P} \cap P(\bar{H}) \). By [30, Lemma 3.1(ii)], there exist \( w \in \mathbb{R}^q \) and \( \alpha \in \mathbb{R} \) such that \( \bar{H} = \{(y^T, r) \in \mathbb{R}^{q+1} | w^T y - r = \alpha\} \). If \( w = 0 \), then \( \bar{F} \subseteq \mathcal{P} \setminus \{0\} \) implies that \( \alpha = 0 \) and we have \( \bar{H} = \mathbb{R}^q \setminus \{0\} \) and \( P(\bar{F}) = \mathcal{P} \). Suppose that \( w \neq 0 \). Then, \( P(\bar{H}) \neq \mathbb{R}^q \) is a supporting hyperplane of \( P(\bar{F}) \) since \( \bar{H} \) is a supporting hyperplane of \( \bar{F} \). It follows that \( P(\bar{F}) = \mathcal{P} \cap P(\bar{H}) \in \mathcal{F}_P \).

Conversely, we define a function \( G \) on \( 2^{\mathbb{R}^q} \) which maps \( \mathcal{F}_P \cup \{\mathcal{P}\} \) into the set of all \( K \)-minimal exposed faces of \( \text{epi} g \). Let \( G(F) := F \times \{0\} \) for every \( F \subseteq \mathbb{R}^q \). By the definitions of \( P \) and \( G \), we obtain \( P(G(F)) = F \) for every \( F \subseteq \mathbb{R}^q \) and \( G(P(F)) = \bar{F} \) for every \( \bar{F} \subseteq \mathbb{R}^q \times \{0\} \). In particular, \( P(G(F)) = F \) for every \( F \in \mathcal{F}_P \cup \{\mathcal{P}\} \) and \( G(P(F)) = \bar{F} \) for every \( K \)-minimal exposed face \( \bar{F} \) of \( \text{epi} g \). It remains to show that \( G(F) \) is a \( K \)-minimal exposed face of \( \text{epi} g \) for all \( F \in \mathcal{F}_P \cup \{\mathcal{P}\} \). First, note that \( G(\mathcal{P}) = \mathcal{P} \times \{0\} = \text{epi} g \cap (\mathbb{R}^q \times \{0\}) \) is a \( K \)-minimal exposed face of \( \text{epi} g \). Next, suppose that \( F \in \mathcal{F}_P \). Then, by Proposition [43(b)], there
exists at least one \((w^T, \alpha)^T \in D\) such that \(F = H(w, \alpha) \cap \mathcal{P}\). Moreover, since \(H(w, \alpha)\) is a supporting hyperplane of \(\mathcal{P}\), it follows that \(\tilde{H}(w, \alpha) := \{(y^T, r)^T \in \mathbb{R}^{q+1} \mid w^Ty - r = \alpha\}\) is a supporting hyperplane of epi \(g\) and \(\tilde{F} := \tilde{H}(w, \alpha) \cap \text{epi } g\) is a \(K\)-minimal exposed face of epi \(g\) by [30, Lemma 3.1(ii)]. Note that \(P(\tilde{F}) = P(\tilde{H}(w, \alpha)) \cap P(\text{epi } g) = H(w, \alpha) \cap \mathcal{P} = F\). Hence, \(G(F) = G(P(\tilde{F})) = \tilde{F}\) is a \(K\)-minimal exposed face of epi \(g\).

Let \(F^* \in \mathcal{F}_D^*\). Then, \(-F^*\) is a \(K\)-minimal exposed face of epi \(g^*\), \(\Psi(-F^*)\) is a \(K\)-minimal exposed face of epi \(g\), and \(P(\Psi(-F^*)) \in \mathcal{F}_P \cup \{\mathcal{P}\}\). Moreover, we have

\[
P(\Psi(-F^*)) = \bigcap_{(w^T, g^*(w))^T \in -F^*} P\left(\{(y^T, g(y))^T \in \mathbb{R}^{q+1} \mid w \in \partial g(y)\}\right)
\]

\[
= \bigcap_{(w^T, -\bar{p}(w))^T \in F^*} P\left(\{(y^T, 0)^T \in \mathbb{R}^{q+1} \mid y \in \mathcal{P}, w \in \mathcal{N}_\mathcal{P}(y)\}\right)
\]

\[
= \bigcap_{(w^T, \alpha)^T \in F^*} \{y \in \mathcal{P} \mid w \in -\mathcal{N}_\mathcal{P}(y)\}
\]

\[
= \bigcap_{(w^T, \alpha)^T \in F^*} H(w, \alpha) \cap \mathcal{P} = \Psi(F^*).
\]

By [30, Theorem 3.3], the inverse of \(\Psi\) is given by

\[
\Psi^{-1}(\tilde{F}) = \bigcap_{(y^T, g(y))^T \in \tilde{F}} \{(w^T, g^*(w))^T \in \mathbb{R}^q \times \mathbb{R} \mid w \in \partial g(y)\}.
\]

Let \(F \in \mathcal{F}_P \cup \{\mathcal{P}\}\). Then, \(-\Psi^{-1}(G(F)) \in \mathcal{F}_D^*\) by the above constructions. Moreover, we have

\[
-\Psi^{-1}(G(F)) = \bigcap_{(y^T, 0)^T \in G(F)} \{(-w^T, -g^*(w))^T \in \mathbb{R}^q \times \mathbb{R} \mid w \in \partial g(y)\}
\]

\[
= \bigcap_{(y^T, -\bar{p}(w))^T \in F \times \{0\}} \{(-w^T, -\bar{p}(w))^T \in \mathbb{R}^q \times \mathbb{R} \mid w \in -\mathcal{N}_\mathcal{P}(y)\}
\]

\[
= \bigcap_{y \in F} \{(w^T, p^w)^T \in \mathbb{R}^q \times \mathbb{R} \mid y \in H(w, p^w)\}
\]

\[
= \bigcap_{y \in F} \{(w^T, p^w)^T \in \mathbb{R}^q \times \mathbb{R} \mid (w^T, p^w)^T \in H^*(y)\}
\]

\[
= \bigcap_{y \in F} \mathcal{H}^*(y) \cap D = \Psi^*(F).
\]

Finally, note that \(\Psi(\{(0^T, 0)^T\}) = \mathcal{P}\). Then, by combining the three one-to-one correspondences established above and excluding the pair formed by \(\{(0^T, 0)^T\}\) and \(\mathcal{P}\), we conclude that \(\Psi\) is an inclusion-reversing one-to-one correspondence between \(\mathcal{F}_D^* \setminus \{\{(0^T, 0)^T\}\}\) and \(\mathcal{F}_P\), and \(\Psi^*\) is its inverse mapping.

\[\square\]
Remark 4.5. Using the notions of second-order subdifferential and indicatrix for convex functions, one can obtain the following polarity relationship between the curvatures of $\mathcal{P}$ and $\mathcal{D}$, which is in the spirit of [30, Theorem 5.7]. Suppose that the function $g = I_\mathcal{P}$ (see the proof of Theorem 4.4) is twice epi-differentiable ([47, Definition 2.2]). Then, for every $K$-maximal exposed face $F^*$ of $\mathcal{D}$, $(w^T, p^w)^T \in F^*$, $y \in \Psi(F^*)$, we have

$$\text{Ind}_\mathcal{P}((w^T, p^w) | (y^T, 1)) := \text{Ind} g^*(-w | y) = (\text{Ind} g(y | -w))^\circ = (\text{Ind}_\mathcal{P}(y | -w))^\circ.$$ 

Here, $\text{Ind} g, \text{Ind} g^*$ are defined as the polars of the corresponding second-order subdifferentials of $g, g^*$, respectively; see [30, Section 4.1], [43, Proposition 4.1], [52, Section 4]. Moreover, we define $\text{Ind}_\mathcal{P}, \text{Ind}_\mathcal{D}$ as indicatrices of $\mathcal{P}, \mathcal{D}$ (with suitable dimensions) by using $\text{Ind} g, \text{Ind} g^*$, similar to the construction in [30, Section 5]. The result is a direct consequence of [52, Lemma 4.6(b)], where it is needed to work with $(w, y)$ such that $-w \in \partial g(y)$. In our case, this condition is verified thanks to the structure of $\Psi(F^*)$ in (??) whenever $(w^T, p^w)^T \in F^*$, $y \in \Psi(F^*)$. We verify the twice epi-differentiability of $g$ for the problem that will be considered in Example [7.1]. To that end, let us take $f(x) = A^Tx$ and $\mathcal{X}' = \{x \in \mathbb{R}^n | x^TPx - 1 \leq 0\}$, where $P \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix, and $A \in \mathbb{R}^{n \times q}$. By [52, Lemma 4.6(a)], $g$ is twice epi-differentiable at $y$ relative to $-w$ if and only if $g^*$ is so at $-w$ relative to $y$. To check the latter, note that, for $w \in C^+$, we have

$$g^*(-w) = \sup_{z \in \mathcal{P}} -w^Tz = \sup_{x \in \mathcal{X}} -w^Tf(x) = \sup\{-w^T(A^Tx) | x^TPx \leq 1\} = \sqrt{(Aw)^TP^{-1}Aw} = \sqrt{w^T(A^TP^{-1}A)w},$$

which follows from standard calculations for finding the support function of an ellipsoid. It follows that $(g^*)^2$ on $\mathbb{R}^q$ is a piecewise linear-quadratic function in the sense of [47, Definition 1.1], which is twice epi-differentiable by [47, Theorem 3.1]. Hence, $g^*$ is also twice epi-differentiable.

Now, we will see that the upper and dual images $\mathcal{P}$ and $\mathcal{D}$ can be recovered from each other using the function $\varphi$ introduced in (2). The following definition will be used to simplify the notation in later steps.

Definition 4.6. For closed and convex sets $\mathcal{P}$ and $\mathcal{D}$, we define

$$\mathcal{D}_\mathcal{P} := \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in \mathcal{P}: \varphi(y, w, \alpha) \geq 0\},$$

$$\mathcal{P}_\mathcal{D} := \{y \in \mathbb{R}^q | \forall (w^T, \alpha)^T \in \mathcal{D}: \varphi(y, w, \alpha) \geq 0\}.$$

Remark 4.7. In view of (2), the sets in Definition 4.6 can be rewritten as

$$\mathcal{D}_\mathcal{P} = \{z \in \mathbb{R}^{q+1} | \forall y \in \mathcal{P}: (y^T, -1)z \geq 0\} = (\mathcal{P} \times \{-1\})^+, \mathcal{P}_\mathcal{D} = \{y \in \mathbb{R}^q | \forall z \in \mathcal{D}: (y^T, -1)z \geq 0\} = \{y \in \mathbb{R}^q | (y^T, -1)^T \in \mathcal{D}^+\}.$$

Proposition 4.8. It holds (a) $\mathcal{D}_\mathcal{P} = \mathcal{D}$, (b) $\mathcal{P}_\mathcal{D} = \mathcal{P}$.
Proof. (a) follows directly from the definitions, Remark 3.1 and Proposition 3.1. To prove (b), let \( y \in \mathcal{P} \) be arbitrary. By Proposition 3.1, \( y = f(x) + c \in \mathcal{P} \) for some \( x \in \mathcal{X}, c \in \mathcal{C} \). For every \((w^T, \alpha)^T \in \mathcal{D}\), we have \( \varphi(f(x) + c, w, \alpha) \geq 0 \), which follows from \( w \in \mathcal{C}^+ \) and \((w^T, \alpha)^T \in \mathcal{D}\). This implies \( f(x) + c \in \mathcal{D}_\mathcal{P} \), hence, \( \mathcal{D}_\mathcal{P} \supseteq \mathcal{D} \). For the reverse inclusion, let \( y \in \mathcal{D}_\mathcal{P} \). By Remark 4.1 and the definition of \( \mathcal{D} \), we have \((y^T, -1)^T \in \mathcal{D}^+ = (\xi(\mathcal{W}) - K)^+\). Hence, for every \( w \in \mathcal{W} \) and \( \alpha \leq p^w \), we have \((y^T, -1)(w^T, \alpha)^T = w^Ty - \alpha \geq 0 \). In particular, by choosing \( w \in \mathcal{C}^+ \setminus \{0\} \) and setting \( \alpha = p^w \), we get \( w^Ty \geq p^w \) for every \( w \in \mathcal{C}^+ \setminus \{0\} \). Note that \( p^w = \inf_{x \in \mathcal{X}} w^Tx = \inf_{y \in \mathcal{P}} w^Ty \) for every \( w \in \mathcal{C}^+ \setminus \{0\} \). Since \( \mathcal{P} \) is a nonempty closed convex set such that \( \mathcal{P} = \mathcal{P} + C \), having \( w^Ty \geq p^w \) for every \( w \in \mathcal{C}^+ \setminus \{0\} \) is equivalent to \( y \in \mathcal{P} \). Hence, \( \mathcal{D}_\mathcal{P} \subseteq \mathcal{P} \). \(\square\)

4.2 Geometric duality between the approximations of \( \mathcal{P} \) and \( \mathcal{D} \)

In Theorem 4.4, we have seen that the upper and lower images can be recovered from each other. In this section, we show that similar relations hold for polyhedral approximations of these sets. Throughout, we call a set \( A \subseteq \mathbb{R}^q \) \((\mathcal{A} \subseteq \mathbb{R}^{q+1})\) an upper set \((\text{a lower set})\) if \( A = A + C \) \((A = A - K)\). We start by showing that a closed convex upper set can be recovered using the transformations introduced in Definition 4.6.

Proposition 4.9. Let \( \emptyset \neq \mathcal{P} \subseteq \mathbb{R}^q \) be a closed convex set. Then, \( \mathcal{P} = \mathcal{D}_\mathcal{P} \).

Proof. Let \( y \in \mathbb{R}^q \). Remark 4.1 implies that \( y \in \mathcal{D}_\mathcal{P} \) is equivalent to \((y^T, -1)^T \in (\mathcal{D}_\mathcal{P})^+ = (\mathcal{P} \times \{ -1 \})^{++}\). By the convexity of \( \mathcal{P} \) and \[4.6\], Theorem 8.2, we have

\[
(\mathcal{P} \times \{ -1 \})^{++} = \text{cl cone}(\mathcal{P} \times \{ -1 \}) = \text{cone}(\mathcal{P} \times \{ -1 \}) \cup (\text{rec}(\mathcal{P} \times \{ 0 \})).
\]

Hence, \((y^T, -1)^T \in (\mathcal{P} \times \{ -1 \})^{++}\) is equivalent to \((y^T, -1)^T \in \text{cone}(\mathcal{P} \times \{ -1 \})\), which is equivalent to \( y \in \mathcal{P} \). Therefore, \( \mathcal{D}_\mathcal{P} = \mathcal{P} \). \(\square\)

Next, for a closed convex lower set \( \mathcal{D} \), we want to investigate the relationship between \( \mathcal{D} \) and \( \mathcal{D}_\mathcal{P} \). While the equality of these sets may not hold in general, the next proposition shows that it holds if \( \mathcal{D} \) is a cone.

Proposition 4.10. Let \( \emptyset \neq \mathcal{D} \subseteq \mathbb{R}^{q+1} \) be a closed convex lower set. Suppose further that \( \mathcal{D} \) is a cone and \( \mathcal{P} \mathcal{D} \neq \emptyset \). Then, \( \mathcal{D}_\mathcal{P} = \mathcal{D} \).

Proof. By Remark 4.1, we have

\[
\mathcal{D}_\mathcal{P} = (\mathcal{P} \times \{ -1 \})^+ = (\{ y \in \mathbb{R}^q \mid (y^T, -1)^T \in \mathcal{D}^+ \} \times \{ -1 \})^+ = (\mathcal{D}^+ \cap (\mathbb{R}^q \times \{ -1 \}))^+.
\]

From this observation, it follows that \( \mathcal{D}_\mathcal{P} \supseteq \mathcal{D}^{++} = \mathcal{D} \) since \( \mathcal{D} \) is a nonempty closed convex cone. To prove the reverse inclusion, let \((w^T, \alpha)^T \in \mathcal{D}_\mathcal{P} \). Then, by the above observation, we have

\[
(y^T, -1)(w^T, \alpha)^T = w^Ty - \alpha \geq 0
\]

for every \( y \in \mathbb{R}^q \) such that \((y^T, -1)^T \in \mathcal{D}^+ \). We show that \((w^T, \alpha)^T \in \mathcal{D} = \mathcal{D}^{++} \). To that end, let \((y^T, \beta)^T \in \mathcal{D}^+ \). We claim that \((y^T, \beta)(w^T, \alpha)^T = w^Ty + \beta \alpha \geq 0 \). First, note that
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\( \beta \leq 0 \) since \((y^T, \beta)^T \in \mathcal{D}^+\) and \(\mathcal{D}\) is a lower set. We consider the following cases.

Case 1: Suppose that \(\beta < 0\). Then, we have \((-\frac{1}{\beta}y^T, -1)^T \in \mathcal{D}^+\) since \(\mathcal{D}^+\) is a cone. In particular, applying (4) for this point yields \(-\frac{1}{\beta}w^Ty - \alpha \geq 0\), that is, \(w^Ty + \beta \alpha \geq 0\). Hence, the claim follows.

Case 2: Suppose that \(\beta = 0\). Since \(\mathcal{D}^+\) is a convex cone, \((y^T, 0)^T\) is a recession direction of \(\mathcal{D}^+\). In particular, for every \(\bar{y} \in \mathcal{P}_\mathcal{D} \neq \emptyset\), we have \((\bar{y}^T, -1)^T \in \mathcal{D}^+\) by Remark 4.7 which implies that \((\bar{y}^T, -1)^T + t(y^T, 0)^T = ((\bar{y} + ty)^T, -1)^T \in \mathcal{D}^+\) for every \(t \in \mathbb{R}_+\). Hence, by Remark 4.7 again, \(\bar{y} + ty \in \mathcal{P}_\mathcal{D}\) for every \(\bar{y} \in \mathcal{P}_\mathcal{D}\) and \(t \in \mathbb{R}_+\), that is, \(y \in \text{recc } \mathcal{P}_\mathcal{D}\). Furthermore, the proof of [16] Theorem 8.2 states that \(\text{recc } \mathcal{P}_\mathcal{D} \times \{0\}\) consists of the limits of all sequences of the form \((\lambda_n((y^n)^T, -1)^T)_{n \in \mathbb{N}}\), where \((\lambda_n)_{n \in \mathbb{N}}\) is a decreasing sequence in \(\mathbb{R}_+\) whose limit is 0, and \(((y^n)^T)_{n \in \mathbb{N}}\) is a sequence in \(\mathcal{P}_\mathcal{D}\). Since \((y^T, 0)^T \in \text{recc } \mathcal{P}_\mathcal{D} \times \{0\}\), such \((\lambda_n)_{n \in \mathbb{N}}\) and \(((y^n)^T)_{n \in \mathbb{N}}\) exist with the additional property that \(\lim_{n \to \infty} \lambda_n y^n = y\). For each \(n \in \mathbb{N}\), having \(y^n \in \mathcal{P}_\mathcal{D}\) implies that \(((y^n)^T, -1)^T \in \mathcal{D}^+\) by Remark 4.7 and hence \(w^Ty^n - \alpha \geq 0\) by (3). Then, \(w^T\lambda_n y^n - \lambda_n \alpha \geq 0\) for each \(n \in \mathbb{N}\). Letting \(n \to \infty\) yields that \(w^Ty = w^Ty + \beta \alpha \geq 0\). Hence, the claim follows.

Therefore, \((w^T, \alpha)^T \in \mathcal{D}^+ = \mathcal{D}\), which completes the proof of \(\mathcal{D}_\mathcal{P}_\mathcal{D} \subseteq \mathcal{D}\). \(\square\)

The next lemma shows that, when computing \(\mathcal{P}_\mathcal{D}\), considering the extreme directions of \(\mathcal{D}\) is sufficient under a special structure for \(\mathcal{D}\). Its proof is quite routine, we omit it.

Lemma 4.11. Let \(\mathcal{D} = \text{cone conv } \xi(\mathcal{W}) - K\) for some \(\mathcal{W} \subseteq \mathcal{W}\). Then, \(\mathcal{P}_\mathcal{D} = \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \xi(\mathcal{W}): \varphi(y, w, \alpha) \geq 0\}\).

The next corollary provides two special cases of Proposition 4.10 which will be used later.

Corollary 4.12. Let \(\mathcal{W} \subseteq \mathcal{W}\) be a nonempty finite set. Then, \(\mathcal{D} = \mathcal{D}_\mathcal{P}_\mathcal{D}\) in each of the following cases.

(a) \(\mathcal{D} = \text{cone conv } \xi(\mathcal{W}) - K\).

(b) \(0 \notin \mathcal{W}\) and \(\mathcal{D} = \text{cone}(\text{conv } \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}) - K\).

Proof. Since \(\mathcal{W}\) is finite, \(\mathcal{D}\) is a closed convex lower set that is also a cone in each case. Next, we show that \(\mathcal{P}_\mathcal{D} \neq \emptyset\).

(a) Let \(\bar{x} \in \mathcal{X}\). We have \(w^T f(x) \geq \inf_{x \in \mathcal{X}} w^T f(x) = p^w\) for every \(w \in \mathcal{W}\), in particular, for every \(w \in \mathcal{W}\). Hence, \(f(\bar{x}) \in \mathcal{P}_\mathcal{D}\) by Lemma 4.11.

(b) By the definition of \(\mathcal{P}_\mathcal{D}\) and simple algebraic manipulations, we have

\[
\mathcal{P}_\mathcal{D} = \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \mathcal{D}: w^Ty \geq \alpha\}
= \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \text{conv } \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}: w^Ty \geq \alpha\}
= \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \text{conv } \xi(\mathcal{W}): w^Ty \geq \alpha + \epsilon\}
= \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \xi(\mathcal{W}): w^Ty \geq \alpha + \epsilon\}.
\]

Since \(0 \notin \mathcal{W}\) and \(\mathcal{W}\) is finite, there exists \(\bar{c} \in \text{int } C\) such that \(w^T\bar{c} \geq \epsilon\) for every \(w \in \mathcal{W}\). Let \(\bar{x} \in \mathcal{X}\). Then, \(w^T(f(\bar{x}) + \bar{c}) \geq p^w + \epsilon\) for every \(w \in \mathcal{W}\). Hence, \(f(\bar{x}) + \bar{c} \in \mathcal{P}_\mathcal{D}\). \(\square\)
5 Algorithms

In this section, we will present two approximation algorithms, namely the primal and dual algorithms, for solving the primal and dual problems, $\mathcal{P}$ and $\mathcal{D}$, simultaneously. First, we will explain the primal algorithm, which is proposed in [1] for solving $\mathcal{P}$ only, and show that by simple modifications, this algorithm also yields a solution to the dual problem $\mathcal{D}$. Next, we will describe the dual algorithm which uses the geometric duality results from Section 4.

Recall that $C$ is assumed to be a nontrivial, pointed, solid, closed and convex cone; the vector-valued objective function $f: \mathcal{X} \rightarrow \mathbb{R}^q$ is $C$-convex and continuous; and the feasible set $\mathcal{X} \subseteq \mathbb{R}^m$ is compact and convex. We further assume the following from now on.

Assumption 5.1. (a) The feasible region of $\mathcal{P}$ has nonempty interior, that is, $\text{int} \mathcal{X} \neq \emptyset$; and (b) the ordering cone $C$ is polyhedral.

Under Assumption 5.1 (b), it is known that $C^+$ is polyhedral. We denote the generating vectors of $C^+$ by $w^1, \ldots, w^J$ and assume without loss of generality that $\|w^j\|_* = 1$ for each $j \in \{1, \ldots, J\}$.

5.1 Primal algorithm

The primal algorithm in [1] is an outer approximation algorithm, that is, it works with polyhedral outer approximations of the upper image $\mathcal{P}$. In particular, it starts by finding a polyhedral outer approximation $\mathcal{P}_0$ of the upper image and iterates by updating the outer approximation with the help of supporting halfspaces of $\mathcal{P}$ until the approximation is sufficiently fine.

In each iteration of the primal algorithm (Algorithm 1), the following norm-minimizing scalarization problem is solved:

$$\min z \quad \text{subject to} \quad f(x) - z - v \in -C, \ z \in \mathbb{R}^q, \ x \in \mathcal{X}, \quad (P(v))$$

where $v \in \mathbb{R}^q$ is a parameter to be set by the algorithm. The Lagrangian dual of $(P(v))$ is given by

$$\max \ \inf_{x \in \mathcal{X}} w^T f(x) - w^T v \quad \text{subject to} \quad \|w\|_* \leq 1, \ w \in C^+. \quad (D(v))$$

Before explaining the details of the algorithm, we present some results regarding $(P(v))$ and $(D(v))$; see [1] for details and further results.

Proposition 5.2. Let $v \in \mathbb{R}^q$. The following statements hold under Assumption 5.1: (a) [1, Proposition 4.2] There exist optimal solutions $(x^v, z^v)$ and $w^v$ to $(P(v))$ and $(D(v))$, respectively, and the optimal values coincide. (b) [1, Proposition 4.6] If $v \notin \text{int} \mathcal{P}$, then $x^v$ is a weak minimizer for $\mathcal{P}$. (c) [1, Remark 4.4] $x^v$ is an optimal solution to $(\text{WS}(w^v))$, i.e., $\inf_{x \in \mathcal{X}} (w^v)^T f(x) = (w^v)^T f(x^v)$.

The primal algorithm is initialized by solving the weighted sum scalarization problem $(\text{WS}(w^j))$ for each generating vector of the dual ordering cone $C^+$. Let $x^j \in \mathcal{X}$ denote the optimal solution of $(\text{WS}(w^j))$ for each $j \in \{1, \ldots, J\}$. By Proposition 3.2, each $x^j$ is a weak minimizer for $\mathcal{P}$. Moreover, from Proposition 3.10 and Definition 3.8, it is known
that each \( w^j \) is a maximizer for \( (\mathcal{D}) \). Hence, we initialize the set to be returned as a weak \( \epsilon \)-solution for \( (\mathcal{P}) \) as \( \bar{X} = \{ x^1, \ldots, x^J \} \); and the set to be returned as an \( \epsilon \)-solution to \( (\mathcal{D}) \) as \( \bar{W} = \{ w^1, \ldots, w^J \} \). Note that by Proposition 4.1 for each \( j \in \{ 1, \ldots, J \} \), the set \( \mathcal{H}(\xi(w^j)) \) is a supporting halfspace of \( \mathcal{P} \) such that \( \mathcal{H}(\xi(w^j)) \supseteq \mathcal{P} \). Then, the initial outer approximation of \( \mathcal{P} \) is defined as \( \mathcal{P}_0 = \bigcap_{j=1}^J \mathcal{H}(\xi(w^j)) \). As part of the initialization, we introduce a set \( \mathcal{V}_{\text{known}} \), which stores the set of vertices that have already been considered by the algorithm and initialize it as \( \mathcal{V}_{\text{known}} = \emptyset \), see lines 1-3 of Algorithm 1. We later introduce a set \( \mathcal{V}_{\text{unknown}} \), which stores the set of vertices of the current approximation that are not yet considered, see line 7.

In each iteration \( k \), the first step is to compute the vertices \( \mathcal{V}_k \) of the current outer approximation \( \mathcal{P}_k \) by solving a vertex enumeration problem (line 6). Then, for each vertex in \( \mathcal{V}_k \) which have not been considered before, optimal solutions for \( (\mathcal{P}(v)) \) and \( (\mathcal{D}(v)) \) are found; the respective solutions are added to sets \( \bar{X} \) and \( \bar{W} \) (see Proposition 5.2(b) and Proposition 3.10); and \( \mathcal{V}_{\text{known}} \) is updated (lines 7-10). Note that by Proposition 5.2(c) and Proposition 4.1, \( \mathcal{H}(\xi(w^v)) \) is a supporting halfspace of \( \mathcal{P} \). If the distance of a vertex \( v \) to the upper image, namely \( \| z^v \| \), is not sufficiently small, then \( \mathcal{H}(\xi(w^v)) = \{ y \in \mathbb{R}^q \mid \varphi(y, w^v, (w^v)^T f(x^v)) \geq 0 \} \) is stored in order to be used in updating the current outer approximation. After each vertex in \( \mathcal{V}_k \) is considered, then the current approximation is updated by intersecting it with those halfspaces (lines 11-16). The algorithm terminates when all the vertices of \( \mathcal{P}_k \) are in \( \epsilon \) distance to the upper image (lines 5 and 18).

**Algorithm 1 Primal algorithm**

1: Compute an optimal solution \( x^j \) of \( (\mathcal{WS}(w^j)) \) for each \( j \in \{ 1, \ldots, J \} \);
2: Let \( \mathcal{P}_0 = \bigcap_{j=1}^J \mathcal{H}(\xi(w^j)) \);
3: \( k \leftarrow 0, \bar{X} \leftarrow \{ x^1, \ldots, x^J \}, \bar{W} \leftarrow \{ w^1, \ldots, w^J \}, \mathcal{V}_{\text{known}} = \emptyset \);
4: repeat
5: \( M \leftarrow \mathbb{R}^q \);
6: Compute the set \( \mathcal{V}_k \) of vertices of \( \mathcal{P}_k \);
7: \( \mathcal{V}_{\text{unknown}} \leftarrow \mathcal{V}_k \setminus \mathcal{V}_{\text{known}} \);
8: for \( v \in \mathcal{V}_{\text{unknown}} \) do
9: Compute optimal solutions \( (x^v, z^v) \) and \( w^v \) to \( (\mathcal{P}(v)) \) and \( (\mathcal{D}(v)) \);
10: \( \bar{X} \leftarrow \bar{X} \cup \{ x^v \}, \bar{W} \leftarrow \bar{W} \cup \{ w^v \}, \mathcal{V}_{\text{known}} \leftarrow \mathcal{V}_{\text{known}} \cup \{ v \} \);
11: if \( \| z^v \| > \epsilon \) then
12: \( M \leftarrow M \cap \mathcal{H}(\xi(w^v)) \);
13: end if
14: end for
15: if \( M \neq \mathbb{R}^q \) then
16: \( \mathcal{P}_{k+1} = \mathcal{P}_k \cap M, k \leftarrow k + 1 \);
17: end if
18: until \( M = \mathbb{R}^q \);
19: return \( \{ \bar{X} : A \text{ finite weak } \epsilon \text{-solution to } (\mathcal{P}) ; \bar{W} : A \text{ finite } \epsilon \text{-solution to } (\mathcal{D}) \} \);
Remark 5.3. A ‘break’ command can be placed between lines 12 and 13 in the algorithm. In the current version, the algorithm goes over all the vertices of the current outer approximation without updating it. With the ‘break’ command, the algorithm updates the outer approximation as soon as it detects a vertex $v$ with $\|z^v\| > \epsilon$.

The next proposition states that Algorithm 1 gives a finite weak $\epsilon$-solution to $[P]$. 

**Proposition 5.4.** ([1, Theorem 5.4]) If the primal algorithm terminates, then it returns a finite weak $\epsilon$-solution $\bar{X}$ to $[P]$.

Next, we show that the primal algorithm yields also a finite $\epsilon$-solution, $\bar{W}$, for the dual problem $[D]$. To that end, we provide the following lemma which shows that inner and outer approximations of the lower image $D$ can be obtained by using a finite $\epsilon$-solution $\bar{X}$ of $[P]$. Then, this lemma will be used in order to prove the main result of this section.

**Lemma 5.5.** For $\epsilon > 0$, let $\bar{X}$ be a finite weak $\epsilon$-solution of $[P]$, and $P_\epsilon := \text{conv} f(\bar{X}) + C + B(0, \epsilon)$. Then, $D_\epsilon := D_{P_\epsilon}$ is an inner approximation of $D$ and

$$\text{cone} \left( (D_\epsilon \cap (S^{q-1} \times \mathbb{R})) + \epsilon \{e^{q+1}\} \right) - K \supseteq D \supseteq D_\epsilon. \quad (7)$$

**Proof.** Since $\bar{X}$ is a finite weak $\epsilon$-solution of $[P]$, $P_\epsilon$ is an outer approximation of the upper image $P$ by Definition 3.6 that is, $P_\epsilon \supseteq P$. By Proposition 4.8(a), $D \supseteq D_\epsilon$.

In order to show the first inclusion in (7), we first note that $P' := \text{conv} f(\bar{X}) + C \subseteq P$ and, by Proposition 4.8(a), we have

$$D' := D_{P'} = \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in P' : \varphi(y, w, \alpha) \geq 0 \} \supseteq D. \quad (8)$$

We claim that

$$(D_\epsilon \cap (S^{q-1} \times \mathbb{R})) + \epsilon \{e^{q+1}\} \supseteq D' \cap (S^{q-1} \times \mathbb{R}) \quad (9)$$

holds. Indeed, observe that

$$(D_\epsilon \cap (S^{q-1} \times \mathbb{R})) + \epsilon \{e^{q+1}\}$$

is the set of points $$(w^T, \alpha)^T \in \mathbb{R}^{q+1}$$ such that:

1. $\forall y \in P_\epsilon : \varphi(y, w, \alpha - \epsilon) \geq 0$.
2. $\forall y \in P' \forall \gamma \in B(0, 1) : \varphi(y + \gamma \epsilon, w, \alpha - \epsilon) \geq 0$.

On the other hand, we have

$$D' \cap (S^{q-1} \times \mathbb{R}) = \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} | \|w\|_\ast = 1, \forall y \in P' : \varphi(y, w, \alpha) \geq 0 \}.$$

Let $(w^T, \alpha)^T \in D' \cap (S^{q-1} \times \mathbb{R})$ be arbitrary. Note that $\varphi(y, w, \alpha) = w^Ty - \alpha \geq 0$ for every $y \in P'$ and $\|w\|_\ast = 1$. Moreover, for every $\gamma \in B(0, 1)$ we have $|w^T\gamma| \leq \|\gamma\| \|w\|_\ast \leq 1$, hence $w^T\gamma \leq -1$. Then, $\varphi(y + \gamma \epsilon, w, \alpha - \epsilon) = w^Ty + \epsilon w^T\gamma - \alpha + \epsilon \geq 0$ holds, that is, $(w^T, \alpha)^T \in (D_\epsilon \cap (S^{q-1} \times \mathbb{R})) + \epsilon \{e^{q+1}\}$, which implies (3).

The next step is to show that

$$\text{cone}(D' \cap (S^{q-1} \times \mathbb{R})) - K = D'. \quad (10)$$
The inclusion $\subseteq$ is straightforward. For the reverse inclusion, let $(w^T, \alpha)^T \in \mathcal{D}'$. First, suppose that $w \neq 0$. Let $\lambda := \frac{1}{\|w\|_*} > 0$. Clearly, $\|\lambda w\|_* = 1$ and $\varphi(y, \lambda w, \lambda \alpha) = \lambda w^T y - \lambda \alpha \geq 0$ holds for each $y \in \mathcal{P}'$. Hence, $(\lambda w^T, \lambda \alpha)^T \in \mathcal{D}' \cap (\mathbb{S}^{q-1} \times \mathbb{R})$ and $(w^T, \alpha)^T \in \text{cone}(\mathcal{D}' \cap (\mathbb{S}^{q-1} \times \mathbb{R}))-K$. Now, suppose that $w = 0$. By the definition of $\mathcal{D}'$, we have $\alpha \leq 0$. Note that $0 \in \text{cone}(\mathcal{D}' \cap (\mathbb{S}^{q-1} \times \mathbb{R}))$ and $(w, \alpha) = (0, \alpha) \in \text{cone}(\mathcal{D}' \cap (\mathbb{S}^{q-1} \times \mathbb{R}))-K$. Therefore, (10) holds.

Finally, (8), (9) and (10) imply $\text{cone}((\mathcal{D}_v \cap (\mathbb{S}^{q-1} \times \mathbb{R}))) + \epsilon\{e^{q+1}\}) - K \supseteq \mathcal{D}$. \hfill \Box

**Proposition 5.6.** If the primal algorithm terminates, then it returns a finite $\epsilon$-solution $\mathcal{W}$ to (D).

**Proof.** By the structure of the algorithm, $\mathcal{W} \neq \emptyset$ and it consists of maximizers by Proposition 3.10. Also the inclusion $\mathcal{W} \subseteq \mathcal{W} \cap \mathbb{S}^{q-1}$ holds, see line 10 of Algorithm 1. To prove the statement, it is sufficient to show that $\mathcal{D} \subseteq \text{cone}(\text{conv} \{\mathcal{W}\} + \epsilon\{e^{q+1}\}) - K$.

Let $\mathcal{D} := \text{cone} \text{conv} \xi(\mathcal{W}) - K$, $\mathcal{P} := \mathcal{P}_D$. By Lemma 4.11 $\mathcal{P} = \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \xi(\mathcal{W}): \varphi(y, w, \alpha) \geq 0\}$. Though not part of the original algorithm, we introduce an alternative for $\mathcal{W}$ that is updated only when the current vertex $v$ is sufficiently far from the upper image, i.e., when $\|z^v\| > \epsilon$. More precisely, let us introduce a set $\mathcal{W}$ that is initialized as $\mathcal{W} = \{w^1, \ldots, w^f\}$ in line 3 of Algorithm 1 and updated as $\mathcal{W} \leftarrow \mathcal{W} \cup \{w^v\}$ in line 12 throughout the algorithm. Observe that $\mathcal{W} \subseteq \mathcal{W}$.

Suppose that the algorithm terminates at the $k$th iteration and let $\mathcal{P}_k$ denote the resulting outer approximation of the upper image. By the construction of $\mathcal{W}$, $\mathcal{P}_k = \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \xi(\mathcal{W}): \varphi(y, w, \alpha) \geq 0\}$. Since $\mathcal{W} \subseteq \mathcal{W}$, we get $\mathcal{P} \subseteq \mathcal{P}_k$.

Let us define $\mathcal{P}_\epsilon := \text{conv} f(\mathcal{X}) + C + B(0, \epsilon)$. By the structure and the termination criterion of the algorithm, for every vertex $v \in \mathcal{V}_k$ of $\mathcal{P}_k$, the scalarization problem (P(v)) is solved; $x^v$ is added to $\mathcal{X}$; and we have $\|z^v\| \leq \epsilon$. Moreover, $v + z^v \in \{f(x^v)\} + C \subseteq \text{conv} f(\mathcal{X}) + C$ holds for every $v \in \mathcal{V}_k$. Thus, $\mathcal{V}_k \subseteq \mathcal{P}_\epsilon$. From Lemma 5.2, the recession cone of $\mathcal{P}_k$ is the ordering cone; hence, $\mathcal{P}_k = \text{conv} \mathcal{V}_k + C$. Moreover, $\mathcal{P}_\epsilon$ is a convex upper set. As a result, we have $\mathcal{P}_k \subseteq \mathcal{P}_\epsilon$. Together with $\mathcal{P} \subseteq \mathcal{P}_k$, the last inclusion implies that $\mathcal{P} \subseteq \mathcal{P}_\epsilon$.

Define $\mathcal{D}_\epsilon := \mathcal{D}_\mathcal{P} = \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} \mid \forall y \in \mathcal{P}_\epsilon: \varphi(y, w, \alpha) \geq 0\}$. By Corollary 4.12(a) and since $\mathcal{P} \subseteq \mathcal{P}_\epsilon$, we have $\mathcal{D} \supseteq \mathcal{D}_\epsilon$. Moreover, using Proposition 5.4 and Lemma 5.5 $\text{cone}((\mathcal{D}_\epsilon \cap (\mathbb{S}^{q-1} \times \mathbb{R}))) + \epsilon\{e^{q+1}\}) - K \supseteq \mathcal{D}$. With $\mathcal{D} \supseteq \mathcal{D}_\epsilon$, this implies

$$\text{cone}((\mathcal{D} \cap (\mathbb{S}^{q-1} \times \mathbb{R}))) + \epsilon\{e^{q+1}\}) - K \supseteq \mathcal{D}.$$ (11)

It is straightforward to check that $(\mathcal{D} \cap (\mathbb{S}^{q-1} \times \mathbb{R}))) + \epsilon\{e^{q+1}\}) \subseteq \text{cone}(\text{conv} \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}) - K$, which implies that

$$\text{cone}((\mathcal{D} \cap (\mathbb{S}^{q-1} \times \mathbb{R}))) + \epsilon\{e^{q+1}\}) - K \subseteq \text{cone}(\text{conv} \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}) - K.$$ (11)

By (11), $\text{cone}(\text{conv} \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}) - K \supseteq \mathcal{D}$; hence, $\mathcal{W}$ is a finite $\epsilon$-solution to (D). \hfill \Box

### 5.2 Dual algorithm

In this section, we describe a geometric dual algorithm for solving problems (P) and (D). The main idea is to construct outer approximations of the lower image $\mathcal{D}$, iteratively.
that, by Proposition 3.4, $\mathcal{D}$ is a closed convex cone; similarly, we will see that the outer approximations found through the iterations of the dual algorithm are polyhedral convex cones.

The dual algorithm (Algorithm 2) is initialized by solving a weighted sum scalarization for some weight vector from $\text{int} \, C^+$. In particular, we solve $\text{(WS}(w^0))$ by taking $w^0 = \sum_{j=1}^{J} w_j / \| \sum_{j=1}^{J} w_j \|_*$. By Propositions 3.2 and 3.10, an optimal solution $x^0$ of $(\text{WS}(w^0))$ is a weak minimizer for $(\mathcal{P})$ and $w^0$ is a maximizer for $(\mathcal{D})$. Hence, we set $\tilde{\mathcal{X}} = \{x^0\}$, $\mathcal{W} = \{w^0\}$. Moreover, using Proposition 4.1 and the definition of the lower image $\mathcal{D}$, we define the initial outer approximation of $\mathcal{D}$ as $\mathcal{D}_0 := \mathcal{H}^*(f(x^0)) \cap (C^+ \times \mathbb{R}) \supseteq \mathcal{D}$; see lines 1-3 of Algorithm 2. Note that $\mathcal{D}_0$ satisfies $\mathcal{D}_0 = \mathcal{D}_0 - \mathcal{K}$ and, under Assumption 5.1, it is a polyhedral convex cone.

Throughout the algorithm, weighted sum scalarizations will be solved for some weight vectors from $\mathcal{W}$. In order to keep track of the already used $w \in \mathcal{W}$, we keep a list $\mathcal{W}_{\text{known}}$ and initialize it as the empty set.

In each iteration $k$, first, the set $\mathcal{D}^\text{dir}_k$ of extreme directions of the current outer approximation $\mathcal{D}_k$ is computed (line 6). The extreme directions in $\mathcal{D}^\text{dir}_k \setminus \{(0) \times \mathbb{R}\}$ are normalized such that $\|w\|_* = 1$, and $\mathcal{D}^\text{dir}_k$ is updated such that it is a subset of $\mathbb{S}^{q-1} \times \mathbb{R}$ (line 7). It will be seen that $\mathcal{D}_k$ is constructed by intersecting $\mathcal{D}_0$ with a set of halfspaces of the form $\mathcal{H}^*(f(x))$, where $x$ is a weak minimizer. Then, by the definitions of $\mathcal{D}_0$ and $\mathcal{H}^*(\cdot)$, it is clear that $\mathcal{D}_k = \mathcal{D}_k - \mathcal{K}$; moreover, $e^{q+1}$ is not a recession direction for $\mathcal{D}_k$. Hence, we have

$$\mathcal{D}_k = \text{cone conv}( \mathcal{D}^\text{dir}_k \cup \{-e^{q+1}\}) = \text{cone conv} \mathcal{D}^\text{dir}_k - \mathcal{K}. \quad (12)$$

For each unknown extreme direction $(w^T, \alpha)^T$, an optimal solution $x^w$ and the optimal value $p^w$ of $(\text{WS}(w))$ are computed (lines 8-10). Recall that $x^w$ is a weak minimizer by Proposition 3.2 and $\xi(w) = (w, p^w)$ is a $\mathcal{K}$-maximal element of $\mathcal{D}$ by Proposition 3.10; we update $\tilde{\mathcal{X}}$ and $\mathcal{W}$ accordingly, and add $(w^T, \alpha)^T$ to the set of known extreme directions (line 11). Since $(w^T, \alpha)^T \in \mathcal{D}_k$ and $\mathcal{D}_k \supseteq \mathcal{D}$, we have $\alpha \geq p^w$. If the difference between $\alpha$ and $p^w$ is greater than the allowed error $\epsilon$, then the supporting halfspace $\mathcal{H}^*(f(x^w))$ of $\mathcal{D}$ is computed and stored. Once all unknown extreme directions are explored, the current outer approximation is updated by using the stored supporting halfspaces (lines 12-14 and 17). The algorithm terminates when every unknown extreme direction $(w^T, \alpha)^T$ is sufficiently close to the lower image in terms of the “vertical distance” $\alpha - p^w$ (line 19).

**Remark 5.7.** A ‘break’ command can be placed between lines 13 and 14 in the algorithm. With the current version, the algorithm goes through all the extreme directions of the current outer approximation without updating it. With the ‘break’ command, the algorithm would update the outer approximation as soon as it detects an extreme direction $w$ with $\alpha - p^w > \epsilon$.

The following lemma will be useful in proving Propositions 5.9 and 5.13.

**Lemma 5.8.** For $\epsilon > 0$, suppose that the algorithm terminates at the $\tilde{k}$th iteration, returns sets $\tilde{\mathcal{X}}, \mathcal{W}$. Let $\bar{\mathcal{P}} := \text{conv} f(\tilde{\mathcal{X}}) + C$, $\mathcal{D} := \mathcal{D}_{\bar{\mathcal{P}}}$ and $\mathcal{D}_\epsilon := \text{cone(conv } \xi(\mathcal{W}) + \epsilon\{e^{q+1}\}) - \mathcal{K}$. Then, $\mathcal{D}_\epsilon \supseteq \mathcal{D}_k \supseteq \mathcal{D} \supseteq \mathcal{D}$, where $\mathcal{D}_k$ denotes the resulting outer approximation of $\mathcal{D}$ at termination.
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Algorithm 2 Dual algorithm

1: Compute an optimal solution \( x^0 \) to \( (\mathcal{WS}(w^0)) \) for \( w^0 = \frac{\sum_{j=1}^{J} w^j}{\| \sum_{j=1}^{J} w^j \|} \);
2: Let \( D_0 = \mathcal{H}^*(f(x^0)) \cap (C^+ \times \mathbb{R}) \);
3: \( k \leftarrow 0, \mathcal{X} \leftarrow \{ x^0 \}, \mathcal{W} \leftarrow \{ w^0 \}, D_{\text{known}} = \emptyset \);
4: repeat
5: \( M \leftarrow \mathbb{R}^{q+1} \);
6: Compute the set \( D_k^\text{dir} \) of extreme directions of \( D_k \);
7: \( D_k^\text{dir} \leftarrow \{ (w^T, \alpha)^T \in \mathbb{R}^{q+1} | (w^T, \alpha)^T \in D_k^\text{dir} \setminus \{ \{0\} \times \mathbb{R} \} \} \);
8: \( D_{\text{unknown}} \leftarrow D_k^\text{dir} \setminus D_{\text{known}} \);
9: for \( (w^T, \alpha)^T \in D_{\text{unknown}} \) do
10: Compute an optimal solution \( x^w \) to \( (\mathcal{WS}(w)) \) and let \( p^w := w^T f(x^w) \);
11: \( \mathcal{X} \leftarrow \mathcal{X} \cup \{ x^w \}, \mathcal{W} \leftarrow \mathcal{W} \cup \{ w \}, D_{\text{known}} \leftarrow D_{\text{known}} \cup \{(w^T, \alpha)^T \} \);
12: if \( \alpha - p^w > \epsilon \) then
13: \( M \leftarrow M \cap \mathcal{H}^*(f(x^w)) \);
14: end if
15: end for
16: if \( M \neq \mathbb{R}^{q+1} \) then
17: \( D_{k+1} = D_k \cap M, k \leftarrow k + 1 \);
18: end if
19: until \( M = \mathbb{R}^{q+1} \)
20: return \( \{ \mathcal{X} \triangleright \text{A finite weak } \bar{\epsilon} \text{-solution to } (\mathcal{P}) ; \mathcal{W} \triangleright \text{A finite } \epsilon \text{-solution to } (\mathcal{D}) \} \);

Proof. First observe that \( \mathcal{P} \subseteq \mathcal{P} \) implies \( \mathcal{D} \supseteq \mathcal{D} \) from Proposition 1.8 Moreover, \( \mathcal{D} \subseteq \{ (w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in f(\mathcal{X}) : \varphi(y, w, \alpha) \geq 0 \} \) holds since \( \mathcal{P} \supseteq f(\mathcal{X}) \). Consider an artificial set \( \mathcal{X} \) that is initialized in line 3 of Algorithm 2 as the empty set, and updated in line 13 as \( \mathcal{X} \leftarrow \mathcal{X} \cup \{ x^w \} \). By the definition of \( \mathcal{X} \), we have \( D_k = \{ (w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in f(\mathcal{X}) : \varphi(y, w, \alpha) \geq 0 \} \) and \( \mathcal{X} \subseteq \mathcal{X} \). Therefore, \( D_k \supseteq \{ (w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in f(\mathcal{X}) : \varphi(y, w, \alpha) \geq 0 \} \). Note that for every \( (w^T, \alpha)^T \in D_k^\text{dir} \subseteq \mathbb{R}^{q-1} \times \mathbb{R} \), the scalarization problem \( (\mathcal{WS}(w)) \) is solved; \( w \) is added to \( \mathcal{W} \) and we have \( \alpha - p^w \leq \epsilon \). Then, we have \( D_k \subseteq \mathcal{W} + \epsilon \{ e^{q+1} \} - K \). On the other hand, \( D_k = \text{cone conv } D_k^\text{dir} - K \), see (12). These imply \( D_k \subseteq \text{cone conv } (\mathcal{W} + \epsilon \{ e^{q+1} \}) - K \). Therefore, \( D_k \subseteq \{ (w^T, \alpha)^T \in \mathbb{R}^{q+1} | \forall y \in f(\mathcal{X}) : \varphi(y, w, \alpha) \geq 0 \} \subseteq D_k \subseteq D_c \).

Next, we prove that the dual algorithm returns a finite \( \epsilon \)-solution to problem (1D).

Proposition 5.9. If Algorithm 2 terminates, then it returns a finite \( \epsilon \)-solution \( \mathcal{W} \) to (1D).

Proof. By the structure of the algorithm and Proposition 5.10 \( \mathcal{W} \) is nonempty and consists of maximizers. Also the inclusion \( \mathcal{W} \subseteq \mathcal{W} \cap \mathbb{S}^{-1} \) holds. From Lemma 5.8 we have \( D \subseteq \text{cone conv } (\mathcal{W} + \epsilon \{ e^{q+1} \}) - K \), which implies that \( \mathcal{W} \) is a finite \( \epsilon \)-solution to (1D). □

The next step is to prove that the algorithm returns also a solution to the primal problem (P). In order to prove this result, the following lemma and propositions will be useful. To
that end, for each $n \in \{2, 3, \ldots \}$, let us define

$$\Delta^{n-1} := \left\{ \lambda \in \mathbb{R}^n_+ \mid \sum_{j=1}^n \lambda_j = 1 \right\}, \quad \Delta_{+}^{n-1} := \left\{ \lambda \in \mathbb{R}_+^n \mid \sum_{j=1}^n \lambda_j \geq 1 \right\}.$$

**Lemma 5.10.** Let $d^1, \ldots, d^n$ be the generating vectors of a pointed convex polyhedral cone $D \subseteq \mathbb{R}^q$, where $n \geq 2$. (a) For every $\lambda \in \Delta^{n-1}$, $\sum_{j=1}^n \lambda_j d^j \neq 0$ holds. (b) It holds $\min_{\lambda \in \Delta^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_* > 0$. (c) It holds $\min_{\lambda \in \Delta_{+}^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_* = \min_{\lambda \in \Delta_{+}^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_*$. Proof. To prove (a), let $\lambda \in \Delta^{n-1}$. Assume to the contrary that $\sum_{j=1}^n \lambda_j d^j = 0$. Since $\sum_{j=1}^n \lambda_j = 1$, we have $\lambda_j > 0$ for at least one $j \in \{1, \ldots, n\}$. Without loss of generality, we may assume that $j = 1$. Hence, $\frac{1}{\lambda_1} \sum_{j=1}^n \lambda_j d^j = -d^1$. Since $D$ is a convex cone, $\frac{1}{\lambda_1} \sum_{j=1}^n \lambda_j d^j \in D$. Therefore, $d^1, -d^1 \in D$, contradicting the pointedness of $D$ [6, Section 2.4.1]. Therefore, $\sum_{j=1}^n \lambda_j d^j \neq 0$.

By (a), $\| \sum_{j=1}^n \lambda_j d^j \|_* > 0$ for every $\lambda \in \Delta^{n-1}$. Since the feasible set $\Delta^{n-1}$ is compact, the minimum of the continuous function $\lambda \mapsto \| \sum_{j=1}^n \lambda_j d^j \|_*$ is attained at some $\bar{\lambda} \in \Delta^{n-1}$. Hence, the minimum $\| \sum_{j=1}^n \bar{\lambda}_j d^j \|_*$ is also strictly positive. This proves (b).

Finally, we prove (c). Since $\Delta^{n-1} \subseteq \Delta_{+}^{n-1}$, we have $\min_{\lambda \in \Delta^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_* \geq \min_{\lambda \in \Delta_{+}^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_*$. To prove the reverse inequality, assume to the contrary that there exists $\tilde{\lambda} \in \Delta_{+}^{n-1}$ such that $\| \sum_{j=1}^n \tilde{\lambda}_j d^j \|_* < \min_{\lambda \in \Delta^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_*$. Then, using $\tilde{\lambda} \in \Delta_{+}^{n-1}$, we have

$$\left\| \sum_{j=1}^n \tilde{\lambda}_j d^j \right\|_* \geq \frac{1}{\sum_{i=1}^n \lambda_i} \left\| \sum_{j=1}^n \tilde{\lambda}_j d^j \right\|_* = \left\| \sum_{j=1}^n \frac{\tilde{\lambda}_j}{\sum_{i=1}^n \lambda_i} d^j \right\|_* \geq \min_{\lambda \in \Delta^{n-1}} \left\| \sum_{j=1}^n \lambda_j d^j \right\|_*,$$

a contradiction. Therefore, $\min_{\lambda \in \Delta^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_* = \min_{\lambda \in \Delta_{+}^{n-1}} \| \sum_{j=1}^n \lambda_j d^j \|_*$. Since the minimum is attained on the left and $\Delta^{n-1} \subseteq \Delta_{+}^{n-1}$, the infimum on the right is also a minimum. \hfill \Box

Next, we show that an inner $\bar{\epsilon}$-approximation of the upper image $\mathcal{P}$ can be obtained by using a finite $\epsilon$-solution $\tilde{W}$ of $[D]$. **Proposition 5.11.** For $\epsilon > 0$, let $\tilde{W}$ be a finite $\epsilon$-solution of $[D]$, and define $\mathcal{D}_\epsilon := \text{cone(} \text{conv} \xi(\tilde{W}) + \epsilon \{e^{q+1}\}) - K$. Then, $\mathcal{P}_\epsilon := \mathcal{P}_{\mathcal{D}_\epsilon}$ is an inner approximation of $\mathcal{P}$ and $\mathcal{P}_\epsilon + B(0, \bar{\epsilon}) \supseteq \mathcal{P} \supseteq \mathcal{P}_\epsilon$, where $\bar{\epsilon} = \epsilon / \min_{\lambda \in \Delta^{n-1}} \| \sum_{j=1}^n \lambda_j w^j \|_*$. Proof. Since $\tilde{W}$ is a finite $\epsilon$-solution of $[D]$, $\mathcal{D}_\epsilon$ is an outer approximation of the lower image $\mathcal{D}$ by Definition 3.8, that is, $\mathcal{D}_\epsilon \supseteq \mathcal{D}$. Therefore, by Proposition 4.8(b), the inclusion $\mathcal{P} \supseteq \mathcal{P}_\epsilon$ holds.

Next, we show that $\mathcal{P}_\epsilon + B(0, \bar{\epsilon}) \supseteq \mathcal{P}$. Assume that there exists $\tilde{y} \in \mathcal{P} \setminus (\mathcal{P}_\epsilon + B(0, \bar{\epsilon}))$. Hence, there exists $\tilde{w} \in \mathbb{R}^{q} \setminus \{0\}$ such that $\tilde{w}^T \tilde{y} < \inf_{y \in \mathcal{P}_\epsilon} \tilde{w}^T y + \inf_{\gamma \in B(0,1)} \bar{\epsilon} \tilde{w}^T \gamma$. Without loss of generality, we may assume that $\| \tilde{w} \|_* = 1$ so that $\inf_{\gamma \in B(0,1)} \bar{\epsilon} \tilde{w}^T \gamma = -\bar{\epsilon} \| \tilde{w} \|_* = -\bar{\epsilon}$. Hence, we have

$$\tilde{w}^T \tilde{y} + \bar{\epsilon} < \inf_{y \in \mathcal{P}_\epsilon} \tilde{w}^T y =: \bar{\alpha}.$$
The definition of $\tilde{\alpha}$ ensures that $\varphi(y, \tilde{w}, \tilde{\alpha}) = \tilde{w}^T \tilde{y} - \tilde{\alpha} \geq 0$ for each $y \in P_\epsilon$, that is, $(\tilde{w}^T, \tilde{\alpha})^T \in D_\epsilon$. By Corollary 5.12(b), we have $D_{P_\epsilon} = D_{P_\epsilon} = D_\epsilon$. Therefore, $(\tilde{w}^T, \tilde{\alpha})^T \in D_\epsilon$. Hence, there exist $\delta \geq 0$, $k \geq 0$, $n \in \mathbb{N}$ and $\mu \in \Delta^{n-1}$, $((\tilde{w}^i)^T, \alpha_i)^T \in \xi(W)$ for each $i \in \{1, \ldots, n\}$ such that

$$(\tilde{w}^T, \tilde{\alpha})^T = \delta \left( \sum_{i=1}^n \mu_i ((\tilde{w}^i)^T, \alpha_i)^T + \epsilon \epsilon^{q+1} \right) - k \epsilon^{q+1}. \quad (14)$$

Using (14), we have $\tilde{w} = \delta \sum_{i=1}^n \mu_i w^i$ and $\tilde{\alpha} = \delta (\sum_{i=1}^n \mu_i \alpha_i + \epsilon) - k$. In particular, having $\|\tilde{w}\|_* = 1$ implies that $\delta = \frac{1}{\|\sum_{i=1}^n \mu_i w^i\|_*}$.

Next, we claim that $(\tilde{w}^T, \tilde{\alpha} - \tilde{\epsilon}) \in D$. Since $W = C^+$ is a convex cone, we have $\tilde{w} \in W$. Therefore, using the definition of $D$, proving the inequality

$$\tilde{\alpha} - \tilde{\epsilon} \leq \inf_{x \in C} \tilde{w}^T f(x) \quad (15)$$

is enough to conclude that $(\tilde{w}^T, \tilde{\alpha} - \tilde{\epsilon}) \in D$. Since $((\tilde{w}^i)^T, \alpha_i) \in \xi(W)$, $\alpha_i = \inf_{x \in C} (\tilde{w}^i)^T f(x)$ for each $i \in \{1, \ldots, n\}$. Hence, using (14) and $k \geq 0$, we have

$$\tilde{\alpha} = \delta \left( \sum_{i=1}^n \mu_i \alpha_i + \epsilon \right) - k \leq \delta \left( \sum_{i=1}^n \mu_i \inf_{x \in C} \tilde{w}^i f(x) + \epsilon \right) = \inf_{x \in C} \tilde{w}^T f(x) + \delta \epsilon.$$

Hence, we have $\tilde{\alpha} - \delta \epsilon \leq \inf_{x \in C} \tilde{w}^T f(x)$.

Let us show that $\delta \epsilon \leq \tilde{\epsilon}$ so that (15) follows. For each $i \in \{1, \ldots, n\}$, since $\tilde{w}^i \in W \subseteq W \cap (S^{q-1} \times \mathbb{R})$, there exists $(\gamma_{i1}, \ldots, \gamma_{ij})^T \in \Delta^{j-1}$ such that $\tilde{w}^i = \sum_{j=1}^J \gamma_{ij} \lambda_j w^j$, where $w^1, \ldots, w^J$ are the generating vectors of $C^+$. It follows that $\sum_{i=1}^n \mu_i \tilde{w}^i = \sum_{j=1}^J \lambda_j w^j$, where $\lambda_j := \sum_{i=1}^n \mu_i \gamma_{ij} \lambda_j w^j \geq 0$ for $j \in \{1, \ldots, J\}$. Note that $\sum_{j=1}^J \lambda_j \geq 1$ since $\sum_{j=1}^J \gamma_{ij} w^j \leq \sum_{j=1}^J \sum_{i=1}^n \mu_i \gamma_{ij} \lambda_j w^j \leq 1$, $\sum_{j=1}^J \gamma_{ij} \lambda_j w^j = 1$ for each $i \in \{1, \ldots, n\}$ and $\sum_{i=1}^n \mu_i = 1$. Therefore, $\lambda = (\lambda_1, \ldots, \lambda_J)^T \in \Delta^{J-1}$. Since the dual cone $C^+$ is convex and pointed, we may use Lemma 5.10 to write

$$\delta \epsilon = \frac{\epsilon}{\| \sum_{j=1}^J \lambda_j w^j \|_*} \leq \frac{\epsilon}{\min_{\lambda \in \Delta^{J-1}} \| \sum_{j=1}^J \lambda_j w^j \|_*} = \frac{\epsilon}{\min_{\lambda \in \Delta^{J-1}} \| \sum_{j=1}^J \lambda_j w^j \|_*} = \tilde{\epsilon}.$$

Therefore, (15) follows and we have $(\tilde{w}^T, \tilde{\alpha} - \tilde{\epsilon})^T \in D$. However, by (13), we have $\varphi(\tilde{y}, \tilde{w}, \tilde{\alpha} - \tilde{\epsilon}) = \tilde{w}^T \tilde{y} - \tilde{\alpha} + \tilde{\epsilon} < 0$ for $\tilde{y} \in P$ and $(\tilde{w}^T, \tilde{\alpha} - \tilde{\epsilon})^T \in D$, a contradiction to Proposition 4.8.

Hence, $P_\epsilon + B(0, \tilde{\epsilon}) \supseteq P$.

The next proposition provides a better bound on the realized approximation error compared to Proposition 5.14; however, it requires post-processing the finite $\epsilon$-solution of (D) provided by the algorithm. We omit its proof for brevity.

**Proposition 5.12.** For $\epsilon > 0$, let $\tilde{W}$ be a finite $\epsilon$-solution of (D). Define $D_\epsilon := \text{cone}(\text{conv} \xi(W) + \epsilon \{\epsilon^{q+1}\}) - K$. Let $F = \{F_1, \ldots, F_T\}$ be the set of $K$-maximal facets of $D_\epsilon$. For each $i \in \{1, \ldots, T\}$, let $\{((w^i)^T, \alpha_i)^T, \ldots, ((w^T)^T, \alpha_i)^T\}$ be the set of extreme directions of $F_i$ and define $f^1_{\text{min}} := \min_{\lambda \in \Delta^{J-1}} \| \sum_{j=1}^J \lambda_j w^j \|_*$. Then, $P_\epsilon := P_{D_\epsilon}$ is an inner approximation of $P$ and $P_\epsilon + B(0, \tilde{\epsilon}) \supseteq P \supseteq P_\epsilon$, where $\tilde{\epsilon} = \epsilon / \min\{f^1_{\text{min}}, \ldots, f^T_{\text{min}}\}$.
**Proposition 5.13.** If the algorithm terminates, then it returns a finite weak $\tilde{\epsilon}$-solution $\tilde{X}$ to $([\mathcal{P}])$, where $\tilde{\epsilon}$ is either as in Proposition 5.11 or as in Proposition 5.12.

**Proof.** Note that every element of $\tilde{X}$ is of the form $x^w$ which is an optimal solution to $([WS(w)])$ for some $w \in C^+ \setminus \{0\}$; by Proposition 3.2, $x^w$ is a weak minimizer of $([\mathcal{P}])$. To prove the statement, we need to show that $\text{conv} \, f(\tilde{X}) + C + B(0, \tilde{\epsilon}) \supseteq \mathcal{P}$ holds. Let us define $\mathcal{P} := \text{conv} \, f(\tilde{X}) + C$, $\mathcal{D} := \mathcal{D}_\mathcal{P}$. From Lemma 5.8 we have $\mathcal{D} \subseteq \mathcal{D}_c = \text{cone}(\text{conv} \, \xi(\mathcal{W}) + \epsilon\{e^{g+1}\}) - K$. Then, Proposition 4.9 implies $\mathcal{P} = \mathcal{P}_{\mathcal{D}} \supseteq \mathcal{P}_{\mathcal{D}_c}$. By Proposition 5.9 and Proposition 5.11 (or Proposition 5.12), we have $\mathcal{P}_{\mathcal{D}_c} + B(0, \tilde{\epsilon}) \supseteq \mathcal{P}$. As $\mathcal{P} \supseteq \mathcal{P}_{\mathcal{D}_c}$, we get $\mathcal{P} + B(0, \tilde{\epsilon}) = \text{conv} \, f(\tilde{X}) + C + B(0, \tilde{\epsilon}) \supseteq \mathcal{P}$, i.e., $\tilde{X}$ is a finite $\tilde{\epsilon}$-solution to $([\mathcal{P}])$. \hfill \square

6 Relationships to similar approaches from literature

In this section, we compare our approach with the approaches in two closely related works.

6.1 Connection to the geometric dual problem by Heyde [30]

In [30], a geometric dual image, which corresponds to the upper image $\mathcal{P}$ of problem $([\mathcal{P}])$, is constructed in $\mathbb{R}^q$ as follows. For a fixed $c \in \text{int} \, C$, a matrix $E \in \mathbb{R}^{q \times (q-1)}$ is taken such that $T = [E \ c] \in \mathbb{R}^{q \times q}$ is orthogonal. Then, the dual image is defined as

$$\mathcal{D}_T := \{(t^T, s) \in \mathbb{R}^{q-1} \times \mathbb{R} \mid c^*(t) \in C^+, s \leq \inf_{x \in X} (c^*(t))^T f(x)\},$$

where $c^* : \mathbb{R}^{q-1} \to \mathbb{R}$ is given by $c^*(t) := T^{-T}(t^T, 1)^T$. Throughout, we denote the identity matrix in $\mathbb{R}^{n \times n}$ by $I_n \in \mathbb{R}^{n \times n}$. Observe from $T^T T^{-1} = I_q$ that $c^T T^{-T} = e_q$ and $E^T T^{-T} = [I_{q-1} \ 0] \in \mathbb{R}^{(q-1) \times q}$ hold true.

We will show that $\mathcal{D}_T$ and the dual image $\mathcal{D}$ constructed in Section 3 are related. For this purpose, we define $\hat{\mathcal{T}} \in \mathbb{R}^{(q+1) \times (q+1)}, \hat{S} \in \mathbb{R}^{(q+1) \times (q+1)}$ and $\hat{P} \in \mathbb{R}^{q \times (q+1)}$ as

$$\hat{\mathcal{T}} := \begin{bmatrix} T & 0 \\ 0 & 1 \end{bmatrix}, \quad \hat{S} := \begin{bmatrix} I_{q-1} & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \hat{P} := [I_q \ 0],$$

where $0$ is the matrix or vector of zeros with respective sizes. The following lemma will be useful for proving the next proposition.

**Lemma 6.1.** Let $H_y := \{(t^T, s) \in \mathbb{R}^{q-1} \times \mathbb{R} \mid c^*(t) \in C^+, s \leq (c^*(t))^T y\}$, where $y \in \mathbb{R}^q$ is fixed. Then,

$$\hat{H}_y := \{(w^T, \alpha)^T \in C^+ \times \mathbb{R} \mid \alpha \leq w^Ty\} = \hat{\mathcal{T}}^{-T} \hat{S} [\text{cone}(H_y \times \{1\})].$$

**Proof.** Note that for any $(t^T, s) \in H_y$, we have $\hat{\mathcal{T}}^{-T} \hat{S} (t^T, s, 1)^T = (c^*(t)^T, s)^T$, $c^*(t) \in C^+$ and $s \leq (c^*(t))^T y$. Hence, $\hat{\mathcal{T}}^{-T} \hat{S} [H_y \times \{1\}] \subseteq \hat{H}_y$ holds. As $\hat{H}_y$ is a cone, we obtain

$$\hat{\mathcal{T}}^{-T} \hat{S} [\text{cone}(H_y \times \{1\})] = \text{cone} \hat{\mathcal{T}}^{-T} \hat{S} [H_y \times \{1\}] \subseteq \hat{H}_y.$$
For the reverse inclusion, let \((w^T, \alpha)^T \in \tilde{H}_y\). Consider \(t = \frac{E^Tw}{c^Tw}, s = \frac{\alpha}{c^Tw}\). Then,

\[
c^*(t) = \frac{1}{k^Tw}T^T(w^TE, w^Tc)^T = \frac{1}{c^Tw}T^T T^Tw = \frac{w}{c^Tw} \in C^+.
\]

Moreover, \(s \leq (c^*(t))^T y\) holds. Hence, \((t^T, s)^T \in H_y\). Similar to the previous case, we have

\[
\hat{T}^{-T}S(t^T, s, 1)^T = (c^*(t)^T, s)^T = \frac{1}{c^Tw}(w^T, \alpha)^T \in \hat{T}^{-T}S[\mathcal{D}^H \times \{1\}],
\]

which implies \((w^T, \alpha)^T \in \text{cone} \hat{T}^{-T}S[\mathcal{D}^H \times \{1\}]\).

The next proposition shows that \(\mathcal{D}\) and \(\mathcal{D}^H\) can be recovered from each other.

**Proposition 6.2.** The following relations hold true for \(\mathcal{D}\) and \(\mathcal{D}^H\):

\[(a) \mathcal{D}^H = P \left[ S\hat{T}^T[\mathcal{D}] \cap \{ z \in \mathbb{R}^{q+1} \mid z_{q+1} = 1 \} \right], \quad (b) \mathcal{D} = \hat{T}^{-T}S \left[ \text{cone}(\mathcal{D}^H \times \{1\}) \right]. \]

**Proof.** To see (a), let \((t^T, s)^T \in P[S\hat{T}^T[\mathcal{D}] \cap \{ z \in \mathbb{R}^{q+1} \mid z_{q+1} = 1 \}]\) be arbitrary. There exists \((w^T, \alpha)^T \in \mathcal{D}\) such that \((t^T, s)^T = P\hat{T}(w^T, \alpha)^T = (w^TE, \alpha)^T\) together with \(c^Tw = 1\). In particular, \(t = E^Tw, s = \alpha\). We have \(w^T = (w^TE, w^Tc) = (t^T, 1)^T\) and \(c^*(t) = T^{-T}(t^T, 1)^T = T^{-T}T^Tw = w \in C^+\) as \((w^T, \alpha)^T \in \mathcal{D}\). Moreover, \(s \leq \inf_{x \in X} (c^*(t))^T f(x)\) holds. Hence, \((t^T, s)^T \in \mathcal{D}^H\). For the reverse inclusion, let \((t^T, s)^T \in \mathcal{D}^H\). Then, \((c^*(t)^T, s)^T \in \mathcal{D}\) and \(S\hat{T}(c^*(t)^T, s)^T = ((c^*(t))^T E, s, c^T c^*(t))^T = (t^T, s, 1)^T\). Hence, \((t^T, s)^T \in P[S\hat{T}^T[\mathcal{D}] \cap \{ z \in \mathbb{R}^{q+1} \mid z_{q+1} = 1 \}].\)

To see (b), let \(H_y, \tilde{H}_y\) be defined as in Lemma 6.1. Noting that \(\mathcal{D}^H = \bigcap_{x \in X} H_f(x)\) and \(\mathcal{D} = \bigcap_{x \in X} \tilde{H}_f(x)\), Lemma 6.1 implies

\[
\hat{T}^{-T}S \left[ \text{cone}(\mathcal{D}^H \times \{1\}) \right] = \hat{T}^{-T}S \left[ \text{cone} \left( \bigcap_{x \in X} (H_f(x) \times \{1\}) \right) \right] = \bigcap_{x \in X} \tilde{H}_f(x) = \mathcal{D}.
\]

**Remark 6.3.** For \(\mathcal{D}^H\) and \(\mathcal{D}\), one can check that the following results hold: (i) A subset \(F \subseteq \mathcal{D}^H\) is an exposed face of \(\mathcal{D}^H\) if and only if \(\hat{T}^{-T}S[\text{cl} \text{cone}(F \times \{1\})]\) is an exposed face of \(\mathcal{D}\). (ii) For every exposed face \(G\) of \(\mathcal{D}\), not lying in the hyperplane \(\hat{T}^{-T}S[\mathbb{R}^q \times \{0\}]\), there is an exposed face \(F\) of \(\mathcal{D}^H\) such that \(\hat{T}^{-T}S[\text{cl} \text{cone}(F \times \{1\})] = G\). The proof relies on a generalization of [37, Lemma 3.1] for the exposed faces of (possibly nonpolyhedral) closed convex sets.

### 6.2 Connection to the geometric dual algorithm by Löhne, Rudloff and Ulus [37]

The geometric dual algorithm proposed in [37] is based on the geometric duality results from [30]. We will now show that by considering a special norm \(\|\cdot\|\) used in Algorithm 2
we recover the dual algorithm from [37]. In particular, assume that the dual norm satisfies \(\|w\|_* = c^T w\) for all \(w \in C^+\), where \(c \in \text{int} \ C\) is fixed.\(^1\)

We denote by \(D^H_k, k \geq 0\) the outer approximations of \(D^H\) that is obtained in the \(k\)th iteration of [37, Algorithm 2]. Let \(w^0, x^0\) be as defined in Section 5.2. Noting that \(\|w^0\|_* = c^T w^0 = 1\) and \(x^0 \in \arg\min_{x \in \mathcal{X}(w^0)^T f(x)}\), in [37, Algorithm 2], the initial outer approximation for \(D^H\) is

\[
D^H_0 = \{(t^T, s)^T \in \mathbb{R}^{q-1} \times \mathbb{R} \mid c^*(t) \in C^+, s \leq c^*(t)^T f(x^0)\} = H_{f(x^0)}.
\]

By Lemma 6.1, we obtain \(D_0 = \tilde{T}^{-T}S[\text{cone}(D^H_0 \times \{1\})]\). Now, assume for some \(k \geq 1\), \(D_k = \tilde{T}^{-T}S[\text{cone}(D^H_k \times \{1\})]\) holds. Then, for any vertex \((t^T, s)^T\) of \(D^H_k\), \(\tilde{T}^{-T}S(t^T, s, 1)^T\) is an extreme direction of \(D_k\). Moreover, for an extreme direction \((w^T, \alpha)\) of \(D_k\), there exists a vertex \(v = (t^T, s)^T\) of \(D^H_k\) such that \(\|w\|_* = \|\tilde{T}^{-T}S(t^T, s, 1)^T\|_*\).

In Algorithm 2, we consider an extreme direction of \(D_k\), say \((w^T, \alpha)^T\) with \(\|w\|_* = 1\) and solve (WS\((w)\)). Assume that \(v = (t^T, s)^T \in D^H_k\) is a vertex satisfying \((w^T, \alpha)^T = \tilde{T}^{-T}S(t^T, s, 1)^T\) and \(\|\tilde{T}^{-T}S(t^T, s, 1)^T\|_* = c^T \tilde{T}^{-T}S(t^T, s, 1)^T = c^T (t^T, s)^T = e^T(q(t^T, 1)^T = 1).\)

We have shown by induction that \(D_k = \tilde{T}^{-T}S[\text{cone}(D^H_k \times \{1\})]\) hold for all \(k \geq 0\) as long as the algorithms consider the extreme directions, respectively the corresponding vertices, in the same order. In that case, \(\mathcal{X}\) returned by both algorithms would also be the same. We conclude that by considering a norm satisfying \(\|w\|_* = c^T w\), the proposed geometric dual algorithm recovers [37, Algorithm 2].

### 7 Numerical examples

We implement the primal and dual algorithms given in Section 5 using MATLAB.\(^2\) For problems \(P(w)\) and \(\text{WS}(w)\), we employ CVX, a framework for specifying and solving convex programs \([24, 25]\). For solving vertex enumeration problems within the algorithms, we use benesolve tools \([7, 38, 39]\).

---

\(^1\)For instance, \(\|w\|_* := \inf \{c^T(v + u) \mid v, u \in C^+, v - u = w\}\) would satisfy this.

\(^2\)We run the experiments in Section 7.2 on a computer with i5-8265U CPU and 8 GB RAM, and the ones in Section 7.3 on a computer with i5-10310U CPU and 16 GB RAM.
7.1 Proximity measures

We measure the performance of the primal and dual algorithms using two indicators. The distance between \( P \) and the furthest point from the outer approximation \( P_o \) returned by the algorithm to \( P \) is referred to as the *primal error indicator*. If the recession cone of \( P_o \) is \( C \), then the primal error indicator is nothing but the Hausdorff distance between \( P_o \) and \( P \), see \[\text{Lemma 5.3}\]. The primal error indicator of an algorithm is calculated by solving \((P(V))\) for the set \( V_o \) of the vertices of \( P_o \). For each \( v \in V_o \), we find an optimal solution \( z^v \) and the corresponding optimal value \( \|z^v\| \) by solving \((P(v))\). Then, the primal error indicator is calculated by \( PE := \max \{\|z^v\| \mid v \in V_o\} \).

Note that the norm used in the definition of \( PE \) is the same (primal) norm that is used in the algorithm. Hence, this indicator depends on the choice of the norm. Motivated by this, we define a **hypervolume indicator for CVOPs** which is free of norm-biasedness. Recall that, for a multiobjective optimization problem, the hypervolume of a set \( S \subseteq \mathbb{R}^q \) of points with respect to a reference point \( r \in \mathbb{R}^q \) is computed as \( \Lambda(\{y \in \mathbb{R}^q \mid s \leq r^+ \ y \leq r^- \ r, \ s \in S\}) \), where \( \Lambda \) is the Lebesgue measure on \( \mathbb{R}^q \) \[\text{(58)}\]. Different from this hypervolume measure, which can be used for convex as well as nonconvex multiobjective optimization problems, we use the fact that \((P)\) is a convex problem and the underlying order relation is induced by cone \( C \). To that end, we define the hypervolume of a set \( S \subseteq \mathbb{R}^q \) with respect to a bounding polytope \( Q \subseteq \mathbb{R}^q \) as \( HV(S, Q) := \Lambda((\text{conv } S + C) \cap Q) \). Let \( P_o, P_i \) be, respectively, the outer and inner approximations of \( P \) returned by an algorithm and \( V_o, V_i \) be the set of vertices of them. Then, we compute the **hypervolume indicator** by \( HV := \frac{HV(V_o, Q) - HV(V_i, Q)}{HV(V_o, Q)} \times 100 \), where \( Q \subseteq \mathbb{R}^q \) is a polytope satisfying \( V_o \cup V_i \subseteq Q \). Suppose that the problem is solved by finitely many algorithms and let \( A \subseteq \mathbb{R}^q \) be the set of all vertices of the outer and inner approximations returned by all algorithms. For our computational tests, in order to have a fair comparison, we fix the polytope \( Q \) such that \( A \subseteq Q \). For this, we set \( Q := \bigcap_{j=1}^{r} \{y \in \mathbb{R}^q \mid (w^j)^T y \leq \max_{a \in A} (w^j)^T a\} \), where \( w^1, \ldots, w^r \) are the generating vectors of \( C^+ \). Note that a smaller hypervolume indicator is more desirable in terms of an algorithm’s performance since it means less of a difference between the inner and outer sets.

7.2 Computational results on Algorithms \[1\] and \[2\]

We assess the performance of the primal and dual algorithms by solving randomly generated problem instances. A problem structure that is simple and versatile is required for scaling purposes, in terms of both the decision space and the image space. To this end, we work with a linear objective function and a quadratic constraint as described in Example \[7.1\].

Example 7.1. **Consider the problem**

\[
\text{minimize } f(x) = A^T x \text{ with respect to } \leq \mathbb{R}^q_+ \text{ subject to } x^T P x - 1 \leq 0,
\]

where \( P \in \mathbb{R}^{n \times n} \) is a symmetric positive definite matrix, and \( A \in \mathbb{R}^{1 \times q}_+ \). In the computational experiments, we generate \( A \) and \( P \) as instances of random matrices.\[3\]

---

\[3\]More precisely, we generate \( A \) as the instance of a random matrix with independent entries having the uniform distribution over \([0, 50]\). To construct \( P \), we first create a matrix \( U \in \mathbb{R}^{n \times n} \) following the same
7.2.1 Results for multiobjective problem instances

This subsection provides the results obtained by solving randomly generated instances of Example 7.1. The computational results are presented in Table 1, which shows the stopping criteria (Stop), number of optimization problems solved (Opt), time taken to solve optimization problems ($T_{opt}$), number of vertex enumeration problems solved (En), time taken to solve vertex enumeration problems ($T_{en}$), and total runtime of the algorithm ($T$) in terms of seconds. As a measure of efficiency for the algorithms, we also provide the average runtime spent per optimization problem ($T_{opt}/\text{Opt}$) and total runtime per weak minimizer in $\mathcal{X}$ ($T/|\mathcal{X}|$).

The performance indicators for the tests are primal error (PE) and hypervolume (HV). For the computations of these, we take the following: For Algorithm 1 $P_0 = P_k$, where $k$ is the iteration number at which the algorithm terminates; for Algorithm 2 $P_0 = \bigcap_{w \in \hat{W}} \mathcal{H}(w, p^w)$ where $\hat{W}$ is the solution to (D) that Algorithm 2 returns. For both algorithms, $P_i = \text{conv} f(\mathcal{X}) + C$, where $\mathcal{X}$ is the solution to (P) that the corresponding algorithm returns.

We take $q = 3$. The results for various choices of the dimension of the decision space ($n$) can be found in Table 1. For each value of $n$, 20 random problem instances are generated using the structure of Example 7.1 and solved by both Algorithms 1 and 2 twice with different stopping criteria. The averages of the results and performance indicators of the 20 instances are presented in the table in corresponding cells.

| $n$ | Alg | Stop | Opt | $T_{opt}$ | $T_{opt}/\text{Opt}$ | En | $T_{en}$ | $T/|\mathcal{X}|$ | PE | HV |
|-----|-----|------|-----|----------|----------------------|----|--------|-----------------|----|----|
| 10  | 0.500 | 52.35 | 19.92 | 0.3801 | 5.05 | 0.09 | 46.41 | 0.91 | 0.4269 | 3.6805 |
| 10  | 0.2877 | 86.25 | 29.03 | 0.3633 | 4.40 | 0.20 | 71.36 | 70.84 | 0.1106 | 1.1973 |
| 10  | 0.1106 | 232.80 | 85.32 | 0.3655 | 6.90 | 0.16 | 200.13 | 0.92 | 0.1052 | 1.2846 |
| 15  | 46.41 | 60.70 | 20.32 | 0.3336 | 4.05 | 0.24 | 48.43 | 0.80 | 0.2244 | 1.8735 |
| 15  | 0.2877 | 105.15 | 34.87 | 0.3341 | 4.70 | 0.26 | 84.58 | 0.80 | 0.1033 | 0.7146 |
| 15  | 0.1033 | 295.30 | 108.74 | 0.3677 | 7.45 | 0.21 | 254.56 | 0.91 | 0.0991 | 0.5690 |
| 15  | 63.54 | 81.75 | 27.01 | 0.3307 | 4.40 | 0.36 | 65.51 | 0.81 | 0.2922 | 1.0703 |
| 20  | 0.500 | 65.45 | 24.62 | 0.3797 | 5.50 | 0.09 | 57.12 | 0.92 | 0.4369 | 3.4845 |
| 20  | 0.2877 | 101.95 | 33.66 | 0.3902 | 4.65 | 0.24 | 81.31 | 0.80 | 0.1052 | 1.0783 |
| 20  | 0.1032 | 284.23 | 104.18 | 0.3672 | 7.35 | 0.19 | 208.73 | 0.91 | 0.1020 | 0.7881 |
| 25  | 57.12 | 74.40 | 24.63 | 0.3241 | 4.30 | 0.29 | 59.06 | 0.80 | 0.1996 | 1.5307 |
| 25  | 0.2877 | 139.25 | 46.13 | 0.3306 | 4.95 | 0.34 | 112.65 | 0.81 | 0.1071 | 0.6154 |
| 25  | 0.1071 | 368.60 | 137.91 | 0.3736 | 7.70 | 0.26 | 340.28 | 1.01 | 0.1034 | 0.5603 |
| 25  | 82.51 | 106.10 | 35.02 | 0.3297 | 4.80 | 0.56 | 84.55 | 0.80 | 0.1878 | 0.8167 |
| 30  | 0.500 | 95.70 | 36.59 | 0.3818 | 6.00 | 0.12 | 91.27 | 0.99 | 0.4690 | 2.2715 |
| 30  | 0.2877 | 150.70 | 51.13 | 0.3386 | 5.15 | 0.43 | 131.15 | 0.87 | 0.1066 | 0.6140 |
| 30  | 0.1066 | 452.70 | 170.22 | 0.3731 | 8.05 | 0.32 | 419.02 | 1.02 | 0.1046 | 0.5420 |
| 30  | 91.27 | 109.00 | 36.89 | 0.3381 | 4.60 | 0.48 | 93.41 | 0.86 | 0.2972 | 0.8947 |

Table 1: Results of randomly generated problems.

In Table 1 the first two rows for each value of $n$ show the results of the primal and dual algorithms when the given $\epsilon_i$ value is fed to the algorithms as stopping criterion. It can be seen that the $\epsilon_i$ values that are used in the algorithms are different. We run Algorithm 1 and obtain a weak $\epsilon_1$-solution to problem (P). When working with Algorithm 2 to obtain eigenvectors. Denoting by $D$ of $\bar{A}$ is the solution to (P) that the corresponding algorithm returns.

The results for various choices of the dimension of the decision space ($n$) can be found in Table 1. For each value of $n$, 20 random problem instances are generated using the structure of Example 7.1 and solved by both Algorithms 1 and 2 twice with different stopping criteria. The averages of the results and performance indicators of the 20 instances are presented in the table in corresponding cells.
also a weak $\epsilon_1$-solution to problem $\mathbb{P}$, we take $\epsilon_2 = \epsilon_1 \min_{\lambda \in \Delta^{J-1}} \left\| \sum_{j=1}^{J} \lambda_j w^j \right\|_*$ based on Proposition 5.11. As a result, we take $\epsilon_1 = 0.5$ for Algorithm 1 and $\epsilon_2 = 0.2887$ for Algorithm 2 as stopping criteria. We observe from the first two rows for each $n$ in Table 1 that Algorithm 1 stops in shorter runtime; however, Algorithm 2 returns smaller primal error and hypervolume indicators.

For further comparison of the algorithms, we also run each algorithm with different stopping criteria. In the third row, we aim to observe the runtime it takes for Algorithm 1 to reach similar primal error that Algorithm 2 returns. Therefore, the PE value in the second row is fed to Algorithm 1 as stopping criterion. Finally, in the fourth row, we aim to observe the primal error and hypervolume indicators of Algorithm 2 when it is terminated after a similar runtime as of Algorithm 1 from the first row. Therefore, $T$ from the first row is fed to Algorithm 2 as stopping criterion.

From Table 1, one can observe that Algorithms 1 and 2 in the first two rows are not comparable. Indeed, while Algorithm 1 in the first row has shorter runtime for each $n$ value, it also gives larger hypervolume results, which indicates worse performance in comparison with Algorithm 2 in the second row. The main reason is that, when Algorithm 2 is run with a stopping criterion that guarantees obtaining a weak $\epsilon_1$-solution to $\mathbb{P}$, the solution that it returns has much higher proximity, for instance, compare $\epsilon_2 = 0.2887$ and $\text{PE}= 0.1106$ in the second row of Table 1.

On the other hand, when we set $\epsilon_3$ in a way that Algorithms 1 and 2 return similar PE values, Algorithm 1 may return slightly better HV results but it requires higher runtime.

In order to have further insights, we analyze the results of Algorithm 1 from the first row and Algorithm 2 from the fourth row in more detail, since they have similar runtimes. Similarly, as they yield similar PE values, we analyze the results of Algorithm 1 from the third row and Algorithm 2 from the second row. In Figure 1, the plots of the PE and HV values for rows one and four of Table 1 are shown (first two figures). One can see that Algorithm 2 has consistently better performance for each value of $n$ in terms of both primal error and hypervolume indicator. Moreover, the plots of total runtimes and HV values corresponding to rows two and three of Table 1 can be seen together with the PE values on the right vertical axis (last two figures). We observe that the difference between the primal error indicators of both algorithms are very similar to each other, although, Algorithm 1 has smaller primal error as expected. With very similar primal error indicators, we observe that Algorithm 2 has around half of the runtime of Algorithm 1. In line with the primal error results, Algorithm 1 has a better HV value than Algorithm 2.

### 7.2.2 Results for different ordering cones and norms

In order to test the performance of the algorithms on problems with different ordering cones and with different norms employed in $\mathbb{P}(v)$ and $\mathbb{D}(v)$, we design some additional experi-

---

4 Note that the actual termination time is slightly higher than the predetermined time limit as we check the time only at the beginning of the loop in the implementation and it takes a couple of more seconds to terminate the algorithm afterwards.

5 After running Algorithm 2 with the predetermined $\epsilon_2$ value (to get a weak $\epsilon_1$-solution for $\mathbb{P}$), in order to compute the realized PE for $\mathbb{P}$, we solve $\mathbb{P}(v)$ problems as explained in Section 7.1. Instead, in order to compute an upper bound for the PE value (which would be a better bound than $\epsilon_1$), one can also use Proposition 5.12.
ments. Although the original stopping criteria in Algorithms 1 and 2 are based on $\epsilon$-closeness, we implement an alternative stopping criterion for the rest of our analysis. In particular, motivated by our analysis in Section 7.2.1, we set a predefined time limit for the algorithms. Note that since $\epsilon$-closeness depends on the choice of the norm used in the scalarization models, using runtime as the stopping criterion results in a fair comparison of the algorithms when considering different norms.

We denote the nonnegative cone by $C_1 = \mathbb{R}_+^3$. The non-standard ordering cones that will be used throughout are:

$C_2 = \text{conv cone}\{(4,2,2)^T, (2,4,2)^T, (4,0,2)^T, (1,0,2)^T, (0,1,2)^T, (0,4,2)^T\}$,

$C_3 = \text{conv cone}\{(-1,-1,3)^T, (2,2,-1)^T, (1,0,0)^T, (0,-1,2)^T, (-1,0,2)^T, (0,1,0)^T\}$.

We consider the 20 instances of Example 7.1 that were generated randomly for our analysis in Section 7.2.1. We solve all instances under the runtime limit of 50 seconds. We consider ordering cones $C_1, C_2, C_3$ and $\ell_p$ norms for $p \in \{1, 2, \infty\}$. While solving some of the instances with different ordering cones or different norms, we encountered some errors in the solvers that we have employed in the algorithms. Hence, we consider a subset of instances which can be solved in all settings and we indicate the size of this subset in a separate column in Table 2 (Size).

First, we fix the $\ell_2$ norm and solve the problem instances with respect to the ordering cones $C_1, C_2$ and $C_3$; second, we fix the ordering cone as $C_1$ and solve the problem instances where we take the norms in $\|P(v)\|$ as $\ell_1, \ell_2$ and $\ell_\infty$, see the left and the right columns of Table 2 respectively. In order to summarize the results, we plot the average PE and HV values obtained by the algorithms, see Figures 2 and 3. From these figures, we observe that for all considered ordering cones and norms, Algorithm 2 has better performance in terms of both PE and HV under time limit.

### 7.3 Comparison with algorithms from the literature

We compare the performance of Algorithms 1 and 2 with similar ones from the literature; in particular with the following algorithms which guarantee returning polyhedral inner and outer approximations to the upper image: the primal (LRU-P) and dual (LRU-D) algorithms

These cones are taken from [1].
Table 2: Results for randomly generated instances of Example 7.1 with different ordering cones (left) and with different norms used in $\|P(v)\|$ (right), when the algorithms are run for $T=50$ seconds.

![Figure 2: Average primal error (first group) and HV (second group) values of random instances of Example 7.1 with different ordering cones $C_1$ (left), $C_2$ (middle) and $C_3$ (right) when the algorithms are run under time limit of 50 seconds.](image1)

![Figure 3: Average primal error (first group) and HV (second group) values of random instances of Example 7.1 with $\ell_p$ norms for $p=1$ (left), $p=2$ (middle) and $p=\infty$ (right), when the algorithms are run for 50 seconds.](image2)
from [37] and the (primal) algorithm (DLSW) from [13].

For the first set of experiments we use the hundred randomly generated problem instances from Section 7.2.1. We solve each instance under runtime limits of 50 seconds and 100 seconds and compare the performances of Algorithms 1, 2, LRU-P, LRU-D and DLSW via empirical cumulative distribution functions of the proximity measures, see Figure 4. In [11], when comparing different solvers with respect to CPU times, they scale the data points by the minimum over different solvers and plot the corresponding empirical cumulative distributions, which are called performance profiles.

![Figure 4: Empirical cumulative distribution functions for PE (first row) and HV (second row) values of random instances from Section 7.2.1 when the algorithms are run under time limit of 50 seconds (left) and 100 seconds (right).](image)

From Figure 4, we see that the dual algorithms perform better than the primal ones in HV and PE under fixed run time. Moreover, Algorithm 2 performs slightly better than LRU-D.

Next, we compare the algorithms over different examples from the literature. Example 7.2 is a special case of Example 7.1 which can be also seen in [16, 37]. In Example 7.3, the objective functions are nonlinear while the constraints are linear, see [16, Examples 5.8], [42]. We solve these examples for different norms and ordering cones as in Section 7.2.2 under fixed runtime of 50 seconds. Since the objective function of Example 7.3 is quadratic, it is not $C$-convex for $C = C_2$, hence we solve it only with ordering cones $C_1$ and $C_3$.

**Example 7.2.** We consider the following problem

\[
\begin{align*}
\text{minimize} & \quad f(x) = x \\
\text{subject to} & \quad \|x - e\|_2 \leq 1, \quad x \in \mathbb{R}^3.
\end{align*}
\]

\[\text{We use MATLAB implementations of these algorithms that were also used in [37] and [33], respectively.}


Example 7.3. Let $a^1 = (1, 1)^T$, $a^2 = (2, 3)^T$, $a^3 = (4, 2)^T$. Consider

$$\text{minimize } f(x) = (\|x - a^1\|_2^2, \|x - a^2\|_2^2, \|x - a^3\|_2^2)$$

subject to $x_1 + 2x_2 \leq 10$, $0 \leq x_1 \leq 10$, $0 \leq x_2 \leq 4$, $x \in \mathbb{R}^2$.

Table 3 shows the Opt, En, |$\bar{X}$|, PE and HV values that the algorithms return when run for 50 seconds. For both examples the minimum HV values are attained by Algorithm 2 in each setting. The same holds true also for PE values for Example 7.3. However, the PE values returned by the algorithms are comparable for Example 7.2.

Table 3: Results for Examples 7.2 and 7.3 with different ordering cones and with different norms used in $|P(v)|$, when the algorithms are run for $T=50$ seconds.

| Cone | p | Alg   | Opt | En | |$\bar{X}$| | PE | HV | Opt | En | |$\bar{X}$| | PE | HV |
|------|---|-------|-----|----|------|-----|-----|----|-----|-----|----|------|-----|-----|----|-----|
| $C_1$ | 1 | 1     | 38  | 5  | 38  | 0.0339 | 1.1788 | 31  | 4  | 31  | 0.4289 | 0.00567 |
|       | 2 | 38  | 4  | 38  | 0.0354 | 0.9296 | 36  | 4  | 36  | 0.2046 | 0.00130 |
|       |   | LRU-P | 41  | 5  | 41  | 0.0019 | 2.5017 | 33  | 4  | 33  | 0.4288 | 0.35351 |
|       |   | LRU-D | 40  | 5  | 34  | 0.0354 | 1.1046 | 34  | 4  | 32  | 0.2790 | 0.00174 |
|       |   | DLSW  | 46  | 11 | 13  | 0.0898 | 3.7211 | 33  | 4  | 33  | 0.4288 | 0.35351 |
| $C_2$ | 2 | 1     | 34  | 5  | 34  | 0.0026 | 3.9598 | 31  | 4  | 31  | 0.3990 | 0.00474 |
|       | 2 | 41  | 4  | 41  | 0.0259 | 3.9608 | 36  | 4  | 36  | 0.1762 | 0.00129 |
|       |   | LRU-P | 44  | 5  | 44  | 0.0266 | 4.0791 | 34  | 4  | 34  | 0.3989 | 0.35351 |
|       |   | LRU-D | 40  | 5  | 34  | 0.0259 | 4.7979 | 33  | 4  | 31  | 0.2672 | 0.00174 |
|       |   | DLSW  | 44  | 13 | 15  | 0.0823 | 10.3820| 44  | 8  | 10  | 0.8495 | 0.01205 |
| $\infty$ | 1 | 1     | 34  | 5  | 34  | 0.0083 | 3.9642 | 31  | 4  | 31  | 0.3126 | 0.00003 |
|       | 2 | 37  | 4  | 37  | 0.0189 | 3.9291 | 36  | 4  | 36  | 0.1206 | 0.00001 |
|       |   | LRU-P | 37  | 5  | 37  | 0.0183 | 4.4641 | 34  | 4  | 34  | 0.3124 | 0.04624 |
|       |   | LRU-D | 37  | 5  | 31  | 0.0189 | 4.3730 | 37  | 5  | 34  | 0.3124 | 0.00091 |
|       |   | DLSW  | 42  | 9  | 11  | 0.0605 | 12.5425| 45  | 10 | 12  | 0.3125 | 0.00006 |
| $C_3$ | 2 | 1     | 36  | 3  | 36  | 0.0166 | 2.3381 | 31  | 4  | 31  | 0.1964 | 2.08492 |
|       | 2 | 41  | 3  | 41  | 0.0148 | 2.1469 | 36  | 3  | 36  | 0.1346 | 1.60544 |
|       |   | LRU-P | 40  | 3  | 40  | 0.0541 | 4.1214 | 30  | 3  | 30  | 0.1964 | 4.38963 |
|       |   | LRU-D | 35  | 4  | 33  | 0.0274 | 3.0475 | 30  | 4  | 24  | 0.3065 | 3.34918 |
|       |   | DLSW  | 45  | 9  | 14  | 0.0541 | 4.1913 | 42  | 9  | 14  | 0.4196 | 3.58336 |

Table 3: Results for Examples 7.2 and 7.3 with different ordering cones and with different norms used in $|P(v)|$, when the algorithms are run for $T=50$ seconds.
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8In Example 7.2 with cone $C_1$, the outer approximations returned by LRU-P contain outlier vertices in the sense that their distances to $f(\bar{X})$ are quite large while distances to $P$ are small. This explains high HV values compared to small PE values.
A (Alternative) Proofs of some results

Proof of Proposition 3.4. Let \((w^i)^\top, \alpha_i\)^\top \in D and \(\lambda_i \geq 0\) for each \(i \in \{1, \ldots, n\}\), where \(n \in \mathbb{N}\). Since \(\mathcal{W} = C^+\) is a convex cone and we have \(w^i \in C^+\) for each \(i \in \{1, \ldots, n\}\), we have \(\sum_{i=1}^{n} \lambda_i w^i \in \mathcal{W}\). Moreover, we have \(\alpha_i \leq \inf_{x \in X}(w^i)^\top f(x)\) for each \(i \in \{1, \ldots, n\}\), which implies that

\[
\sum_{i=1}^{n} \lambda_i \alpha_i \leq \sum_{i=1}^{n} \lambda_i \inf_{x \in X}(w^i)^\top f(x) \leq \inf_{x \in X} \left(\sum_{i=1}^{n} \lambda_i w^i\right)^\top f(x).
\]

Hence, \(\sum_{i=1}^{n} \lambda_i ((w^i)^\top, \alpha_i)^\top \in D\). It follows that \(D\) is a convex cone.

Note that the function \(\phi \mapsto \inf_{x \in \mathcal{X}} \phi(x)\) is a weakly \(C\)-minimal element of \(\mathcal{P}\). By Proposition 3.1, \(y = f(\bar{x}) + \bar{c}\) for some \(\bar{x} \in \mathcal{X}\) and \(\bar{c} \in C\). Moreover, as \(y\) is a weakly \(C\)-minimal element of \(\mathcal{P}\), we have \(y \in \text{bd} \mathcal{P}\) [35, Corollary 1.48]. Then, there exist \(\bar{w} \in \mathbb{R}^n\) and \(\alpha \in \mathbb{R}\) such that \(H := \{\bar{y} \in \mathbb{R}^q \mid \bar{w}^\top \bar{y} = \alpha\}\) supports \(\mathcal{P}\) at \(y\). In particular, we have

\[
\inf_{\bar{y} \in \mathcal{P}} \bar{w}^\top \bar{y} = \bar{w}^\top y = \alpha.
\]

By Remark 2.1, (17) implies that \(\bar{w} \in C^+\). Moreover, using Proposition 3.4 and the fact that \(y = f(\bar{x}) + \bar{c}\), (17) can be rewritten as

\[
\inf_{x \in \mathcal{X}} \bar{w}^\top f(x) + \inf_{c \in C} \bar{w}^\top c = \bar{w}^\top f(\bar{x}) + \bar{w}^\top \bar{c}.
\]

Noting that we have \(\inf_{c \in C} \bar{w}^\top c = 0\), \(\inf_{x \in \mathcal{X}} \bar{w}^\top f(x) \leq \bar{w}^\top f(\bar{x})\) and \(\bar{w}^\top \bar{c} \geq 0\), we obtain \(\bar{w}^\top \bar{c} = 0\) and \(\bar{w}^\top f(\bar{x}) = \inf_{x \in \mathcal{X}} \bar{w}^\top f(x)\). It follows that \(H^*(f(\bar{x})) = H^*(y)\) since \(y = f(\bar{x}) + \bar{c}\) and \(\bar{w}^\top \bar{c} = 0\). Moreover, \(\bar{x}\) is an optimal solution to the problem (WS(\(\bar{w}\))). Hence, \(H^*(f(\bar{x})) = H^*(y)\) is a supporting hyperplane of \(D\) at \(\xi(\bar{w})\) such that \(D \subseteq H^*(f(\bar{x}))\) by Proposition 4.4. Therefore, \(H^*(f(\bar{x})) \cap D\) is a proper face of \(D\) [46, Section 18, page 162].

To show that \(H^*(f(\bar{x})) \cap D\) is a \(K\)-maximal proper face of \(D\), let \((\bar{w}^T, \bar{\alpha})^T \in H^*(f(\bar{x})) \cap D\) be arbitrary. Note that \(\phi(f(\bar{x}), \bar{w}, \bar{\alpha}) = \bar{w}^T f(\bar{x}) - \bar{\alpha} = 0\). On the other hand, the fact \(D \subseteq H^*(f(\bar{x}))\) implies that \(\phi(f(\bar{x}), w, \alpha) = w^T f(\bar{x}) - \alpha \geq 0\) for each \((w^T, \alpha)^T \in D\). Together, these imply that \((\bar{w}^T, \bar{\alpha})^T \notin D\) for every \(\bar{\alpha} > \bar{\alpha}\). Hence, \((\bar{w}^T, \bar{\alpha})^T\) is a \(K\)-maximal element of \(D\).

Conversely, suppose that \(H^*(y) \cap D\) is a \(K\)-maximal proper face of \(D\). Hence, \(H^*(y)\) is a supporting hyperplane of \(D\) [46, Section 18, page 162], and we have either \(D \subseteq H^*(y)\) or \(D \subseteq \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} \mid \phi(y, w, \alpha) \leq 0\}\). We claim that the former relation holds. Indeed, letting \((\bar{w}^T, \bar{\alpha})^T \in H^*(y) \cap D\), we have \(\bar{\alpha} \leq \inf_{x \in \mathcal{X}} \bar{w}^T f(x)\) and \(\phi(y, \bar{w}, \bar{\alpha}) = \bar{w}^T \bar{y} - \bar{\alpha} = 0\). Then, \((\bar{w}^T, \bar{\alpha} - 1)^T \in D\) and \(\phi(y, \bar{w}, \bar{\alpha} - 1) = \bar{w}^T \bar{y} - \bar{\alpha} + 1 > 0\). Hence, \((\bar{w}^T, \bar{\alpha} - 1)^T \notin \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} \mid \phi(y, w, \alpha) \leq 0\}\). Therefore, the claim holds and we have \(D \subseteq H^*(y)\).
Next, we show that \( y \in \mathcal{P} \). To get a contradiction, suppose that \( y \notin \mathcal{P} \). By separation theorem, there exists \( \tilde{w} \in \mathbb{R}^q \setminus \{0\} \) such that
\[
\tilde{w}^T y < \inf_{\bar{y} \in \mathcal{P}} \tilde{w}^T \bar{y} =: \bar{\alpha}.
\]
Note that \( \tilde{w} \in C^+ \) by Remark \( \ref{rem:cone} \). Therefore, we have \((\tilde{w}^T, \bar{\alpha})^T \in \mathcal{D} \subseteq \mathcal{H}^*(y)\), which contradicts \( \tilde{w}^T y - \bar{\alpha} < 0 \). Hence, we have \( y \in \mathcal{P} \).

Finally, we show that \( y \) is a weakly \( C \)-minimal element of \( \mathcal{P} \). To get a contradiction, suppose that there exists \( c \in \text{int} \mathcal{C} \) with \( y - c \in \mathcal{P} \). Without loss of generality, assume that \( y - c \in \text{wMin}_C \mathcal{P} \). From the proof of the previous implication, \( \mathcal{D} \subseteq \mathcal{H}^*(y-c) \). Let \((w^T, \alpha)^T \in \mathcal{H}^*(y) \cap \mathcal{D} \subseteq \mathcal{H}^*(y-c) \). Then, we have \( w^T(y-c) - \alpha = w^T y - w^T c - \alpha \geq 0 \).

Note that \( w^T y - \alpha = 0 \) since \((w^T, \alpha)^T \in \mathcal{H}^*(y) \cap \mathcal{D} \). Hence, we have \( w^T y - w^T c - \alpha = -w^T c \geq 0 \), which contradicts \( w \in \mathcal{W} \) and \( c \in \text{int} \mathcal{C} \). Therefore, \( y \) is a weakly \( C \)-minimal element of \( \mathcal{P} \).

(b) Let \( F^* \) be a \( K \)-maximal proper face of \( \mathcal{D} \). Then, there exists a supporting hyperplane \( H^* \subseteq \mathbb{R}^{q+1} \) of \( \mathcal{D} \) such that \( F^* = H^* \cap \mathcal{D} \) [30, Section 18, page 162]. Then, we may write
\[
H^* = \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} | a^T(w^T, \alpha) = b\}
\]
for some \( a \in \mathbb{R}^{q+1}, b \in \mathbb{R} \). Without loss of generality, we may assume that
\[
\mathcal{H}^* := \{(w^T, \alpha)^T \in \mathbb{R}^{q+1} | a^T(w^T, \alpha)^T \geq b\} \supseteq \mathcal{D}.
\]
Since \( \mathcal{D} \) is a convex cone, \( F^* \) is also a convex cone [23, Lemma 10.2]. Moreover, \( F^* \) is closed as \( \mathcal{D} \) is closed by Proposition \( \ref{prop:closed} \). Therefore, \( 0 \in F^* \subseteq H^* \). Hence, \( b = 0 \).

Next, we show that \( a_{q+1} < 0 \). For every \((\tilde{w}^T, \bar{\alpha})^T \in F^* \), the point \((\tilde{w}^T, \bar{\alpha})^T \) is a \( K \)-maximal element of \( \mathcal{D} \) and it holds \( a^T(\tilde{w}^T, \bar{\alpha}) = 0 \). Moreover, \((\tilde{w}^T, \bar{\alpha})^T \in \mathcal{H}^* \) implies \( a^T(\tilde{w}^T, \bar{\alpha}) \geq 0 \). For every \( \gamma > 0 \), since \((\tilde{w}^T, \bar{\alpha} - \gamma)^T \in \mathcal{D} \subseteq \mathcal{H}^* \), we have \( a^T(\tilde{w}^T, \bar{\alpha} - \gamma) = a^T(\tilde{w}^T, \bar{\alpha}) - \gamma a_{q+1} \geq 0 \). Therefore, \( a_{q+1} \leq 0 \) holds. If \( a_{q+1} = 0 \), then \( a^T(\tilde{w}^T, \bar{\alpha} - 1)^T = 0 \) implies that \((\tilde{w}^T, \bar{\alpha} - 1)^T \in F^* \) contradicting the \( K \)-maximality of \( F^* \). Therefore, \( a_{q+1} < 0 \).

By setting
\[
y := \left(\begin{array}{c}
-a_1 \\
a_{q+1}
\end{array}\right),
\]
we obtain \( H^* = H^*(y) \) and \( \mathcal{D} \subseteq \mathcal{H}^*(y) \).

Finally, we show that \( y \in \mathcal{P} \). Assuming otherwise, there exists \( \tilde{w} \in C^+ \) such that \( \tilde{w}^T y < \inf_{x \in \mathcal{X}} \tilde{w}^T f(x) =: \bar{\alpha} \) by separation arguments. Then, we obtain \((\tilde{w}^T, \bar{\alpha})^T \in \mathcal{D} \setminus \mathcal{H}^*(y) \), which contradicts \( \mathcal{D} \subseteq \mathcal{H}^*(y) \).

\[\Box\]

**Proof of Proposition \( \ref{prop:propagation} \)** (a) Suppose that \((w^T, \alpha)^T \) is a \( K \)-maximal point of \( \mathcal{D} \). Clearly, \( w \in C^+ \), \( \alpha = \inf_{x \in \mathcal{X}} w^T f(x) \) and \((w^T, \alpha)^T = \xi(w) \). Since \( \mathcal{X} \) is a compact set, there exists an optimal solution \( x^w \in \mathcal{X} \) to \((\text{WS}(w))\). By Proposition \( \ref{prop:stability} \) \( H(\xi(w)) = H(w, \alpha) \) is a supporting hyperplane of \( \mathcal{P} \) at \( f(x^w) \) satisfying \( \mathcal{H}(w, \alpha) \supseteq \mathcal{P} \). Then, \( H(w, \alpha) \cap \mathcal{P} \)
is a proper face of \( \mathcal{P} \) [46, Section 18, page 162]. To show that \( H(w, \alpha) \cap \mathcal{P} \) is weakly \( C \)-minimal, let \( \bar{y} \in H(w, \alpha) \cap \mathcal{P} \) be arbitrary. Since \( \bar{y} \in H(w, \alpha) \) and \( w \in C^+ \), we have \( \varphi(y-c, w, \alpha) = w^T \bar{y} - w^T c - \alpha < 0 \) for every \( c \in C \). Note that each \( y \in \mathcal{P} \subseteq H(w, \alpha) \) satisfies \( \varphi(y, w, \alpha) = w^T y - \alpha \geq 0 \). Then, \( \{ \{ \bar{y} \} - \text{int} C \} \cap \mathcal{P} = \emptyset \), hence \( \bar{y} \) is weakly \( C \)-minimal.

Conversely, suppose that \( H(w, \alpha) \cap \mathcal{P} \) is a weakly \( C \)-minimal proper face of \( \mathcal{P} \) such that \( \mathcal{H}(w, \alpha) \supseteq \mathcal{P} \). Then, \( H(w, \alpha) \) is a supporting hyperplane of \( \mathcal{P} \) [46, Section 18, page 162]. By Remark 2.1, we have \( w \in (\text{recc} \mathcal{P})^+ \subseteq C^+ \). Moreover, for each \( y \in \mathcal{P} \), \( \varphi(y, w, \alpha) = w^T y - \alpha \geq 0 \). This implies \( \alpha \leq \inf_{y \in \mathcal{P}} w^T y \), hence \( (w^T, \alpha)^T \in \mathcal{D} \). On the other hand, let \( y = f(x) + c \in H(w, \alpha) \cap \mathcal{P} \) for some \( x \in \mathcal{X} \) and \( c \in C \). Since \( \varphi(y, w, \alpha) = w^T f(x) + w^T c - \alpha = 0 \), we have \( \varphi(y, w, \alpha + \epsilon) = w^T f(x) + w^T c - \alpha - \epsilon < 0 \) for every \( \epsilon > 0 \). This implies

\[
\alpha + \epsilon > \inf_{x \in \mathcal{X}} w^T f(x) + \inf_{c \in C} w^T c = \inf_{x \in \mathcal{X}} w^T f(x).
\]

Since \( \epsilon > 0 \) is arbitrary, we have \( \alpha \geq \inf_{x \in \mathcal{X}} w^T f(x) \). Together, we obtain \( \alpha = \inf_{x \in \mathcal{X}} w^T f(x) \), which implies that \( (w^T, \alpha)^T \) is \( K \)-maximal.

\( b \) Let \( F \) be a \( C \)-minimal proper face of \( \mathcal{P} \). Then, there exists a supporting hyperplane \( H \) of \( \mathcal{P} \) such that \( F = H \cap \mathcal{P} \) [46, Section 18, page 162]. We may write \( H = \{ y \in \mathbb{R}^q \mid w^T y = \alpha \} \) for some \( w \in \mathbb{R}^q \) and \( \alpha \in \mathbb{R} \), and assume that \( \mathcal{P} \subseteq \mathcal{H} := \{ y \in \mathbb{R}^q \mid w^T y \geq \alpha \} \) without loss of generality. By Remark 2.1, we have \( w \in (\text{recc} \mathcal{P})^+ \subseteq C^+ \). Moreover, as \( \mathcal{P} \subseteq \mathcal{H} \), it holds true that \( \alpha \leq \inf_{x \in \mathcal{X}} w^T f(x) \). Hence, \( (w^T, \alpha)^T \in \mathcal{D} \).

\[\Box\]

**Alternative proof of Theorem 4.4** First, for a \( K \)-maximal proper face \( F^* \) of \( \mathcal{D} \), we show that \( \Psi(F^*) \) is a weakly \( C \)-minimal proper face of \( \mathcal{P} \). By Proposition 4.3(a), \( H(w, \alpha) \cap \mathcal{P} \) is a weakly \( C \)-minimal proper face of \( \mathcal{P} \) for each \( (w^T, \alpha)^T \in F^* \). From the definition given by (4), \( \Psi(F^*) \) is a weakly \( C \)-minimal proper face of \( \mathcal{P} \) if it is nonempty. By Proposition 4.2(b), there exists some \( y \in \mathcal{P} \) such that \( F^* = H^*(y) \cap \mathcal{D} \). Therefore, for each \( (w^T, \alpha)^T \in F^* \), we have \( (w^T \alpha)^T \in H^*(y) \), equivalently, \( y \in H(w, \alpha) \), see (3). Then, \( \Psi(F^*) \) is nonempty as \( y \in \Psi(F^*) \).

For a weakly \( C \)-minimal proper face \( F \) of \( \mathcal{P} \), define \( \Psi^*(F) := \bigcap_{y \in F} (H^*(y) \cap \mathcal{D}) \). To show that \( \Psi^*(F) \) is a \( K \)-maximal proper face of \( \mathcal{D} \), let \( y \in F \). By Proposition 4.2(a), \( H^*(y) \cap \mathcal{D} \) is a \( K \)-maximal proper face of \( \mathcal{D} \). Therefore, \( \Psi(F^*) \) is a \( K \)-maximal proper face of \( \mathcal{D} \), if it is nonempty. From Proposition 4.3(b), there exists some \( (w^T, \alpha)^T \in \mathcal{D} \) such that \( F = H(w, \alpha) \cap \mathcal{P} \). Therefore, for each \( y \in F \), we have \( y \in H(w, \alpha) \), equivalently, \( (w^T, \alpha)^T \in H^*(y) \), see (3). Then, \( \Psi^*(F) \) is nonempty as \( (w^T, \alpha)^T \in \Psi^*(F) \).

In order to show that \( \Psi \) is a bijection and \( \Psi^{-1} = \Psi^* \), we will show the following two statements:

(a) \( \Psi^*(\Psi(F^*)) = F^* \) for every \( K \)-maximal proper face \( F^* \) of \( \mathcal{D} \),

(b) \( \Psi(\Psi^*(F)) = F \) for every weakly \( C \)-minimal proper face \( F \) of \( \mathcal{P} \).
(a) Let $F^*$ be a $K$-maximal proper face of $\mathcal{D}$. Assume for a contradiction that $F^* \not\subset \Psi^*(\Psi(F^*))$. Let $(w^T, \alpha)^T \in F^* \setminus \Psi^*(\Psi(F^*))$. Since $\Psi(F^*)$ is nonempty, $(w^T, \alpha)^T \not\in \Psi^*(\Psi(F^*))$ means that there exists $\bar{y} \in \Psi(F^*)$ such that $(w^T, \alpha)^T \not\in H^*(\bar{y}) \cap \mathcal{D}$. This implies $(w^T, \alpha)^T \not\in H^*(\bar{y})$ since $(w^T, \alpha)^T \in \mathcal{D}$. Using (3), we have $\bar{y} \not\in H(w, \alpha)$. Therefore $\bar{y} \not\in \Psi(F^*)$, a contradiction. Hence, $F^* \subset \Psi^*(\Psi(F^*))$. For the reverse inclusion, first note that, from Proposition 4.2 (b), there exists $\bar{y} \in \mathcal{P}$ such that $F^* = H^*(\bar{y}) \cap \mathcal{D}$. Therefore, for each $(w^T, \alpha)^T \in F^*$, we have $(w^T, \alpha)^T \in H^*(\bar{y})$, equivalently, $\bar{y} \in H(w, \alpha)$, see (3). Hence,

$$\bar{y} \in \bigcap_{(w^T, \alpha)^T \in F^*} (H(w, \alpha) \cap \mathcal{P}) = \Psi(F^*).$$

Therefore,

$$\Psi^*(\Psi(F^*)) = \bigcap_{y \in \Psi(F^*)} (H^*(y) \cap \mathcal{D}) \subset H^*(\bar{y}) \cap \mathcal{D} = F^*.$$

Hence, the equality $\Psi^*(\Psi(F^*)) = F^*$ holds.

(b) Let $F$ be a weakly $C$-minimal proper face of $\mathcal{P}$. Assume for a contradiction that $F \not\subset \Psi(\Psi^*(F))$. Let $y \in F \setminus \Psi(\Psi^*(F))$. Then, there exists $(\tilde{w}^T, \tilde{\alpha})^T \in \Psi^*(F)$ such that $y \not\in H(\tilde{w}, \tilde{\alpha}) \cap \mathcal{P}$. This implies $y \not\in H(\tilde{w}, \tilde{\alpha})$ since $y \in \mathcal{P}$. By (3), $(\tilde{w}^T, \tilde{\alpha})^T \not\in H^*(y)$, which implies $(\tilde{w}^T, \tilde{\alpha})^T \not\in \Psi^*(F)$, a contradiction. Hence, $\Psi(\Psi^*(F)) \supset F$. For the reverse inclusion, first note that, by Proposition 4.11 (b), there exists $(\tilde{w}^T, \tilde{\alpha})^T \in \mathcal{D}$ such that $F = H(\tilde{w}, \tilde{\alpha}) \cap \mathcal{P}$. Then, for each $y \in F$, we have $y \in H(\tilde{w}, \tilde{\alpha})$, equivalently, $(\tilde{w}^T, \tilde{\alpha})^T \in H^*(y)$, see (3). Hence,

$$(\tilde{w}^T, \tilde{\alpha})^T \in \bigcap_{y \in F} (H^*(y) \cap \mathcal{D}) = \Psi^*(F).$$

Therefore,

$$\Psi(\Psi^*(F)) = \bigcap_{(w^T, \alpha)^T \in \Psi^*(F)} (H(w, \alpha) \cap \mathcal{P}) \subset H(\tilde{w}, \tilde{\alpha}) \cap \mathcal{P} = F.$$

Hence, the equality $\Psi(\Psi^*(F)) = F$ holds.\hfill \qed

**Proof of Lemma 4.11** Let $\hat{\mathcal{P}} := \{y \in \mathbb{R}^q \mid \forall (w^T, \alpha)^T \in \xi(\mathcal{W}) : \varphi(y, w, \alpha) \geq 0\}$. Since $\mathcal{D} \supset \xi(\mathcal{W})$, we obtain $\hat{\mathcal{P}} \supset \mathcal{P}_\mathcal{D}$. To show the reverse inclusion, let us fix $y \in \hat{\mathcal{P}}$. Let $(w^T, \alpha)^T \in \mathcal{D}$, that is, there exist $n \in \mathbb{N}$, $\lambda_i \geq 0$, $(\tilde{w}_i^T, \tilde{\alpha}_i)^T \in \xi(\mathcal{W})$ for $i \in \{1, \ldots, n\}$, $\beta \geq 0$ such that $(w^T, \alpha + \beta)^T = \sum_{i=1}^n \lambda_i (\tilde{w}_i^T, \tilde{\alpha}_i)^T$. In particular, $\tilde{w}_i^Ty - \tilde{\alpha}_i \geq 0$ for each $i \in \{1, \ldots, n\}$. Then,

$$\varphi(y, w, \alpha) = (w^Ty - \alpha - \beta) + \beta = \sum_{i=1}^n \lambda_i \tilde{w}_i^Ty - \sum_{i=1}^n \lambda_i \tilde{\alpha}_i + \beta = \sum_{i=1}^n \lambda_i (\tilde{w}_i^Ty - \tilde{\alpha}_i) + \beta \geq 0.$$

Since $\varphi(y, w, \alpha) \geq 0$ for each $(w^T, \alpha)^T \in \mathcal{D}$, we conclude that $y \in \mathcal{P}_\mathcal{D}$.\hfill \qed

**Proof of Proposition 5.12** To start with the proof, we have the following observation:

$$\mathcal{D}_\varepsilon = \text{cone conv} \left( (\xi(\mathcal{W}) + \varepsilon \{e^{q+1}\}) \cup \{-e^{q+1}\} \right).$$
This implies that the set of extreme directions of $\mathcal{D}_\epsilon$ is a subset of $(\xi(\mathcal{W})+\epsilon\{e^{q+1}\}) \cup \{-e^{q+1}\}$. Let $i \in \{1, \ldots, T\}$. By [36] Section 18, page 162, we also have

$$\{(w_1^i, \alpha_{1i})^T, \ldots, (w_{M_j}^i, \alpha_{M_ji})^T\} \subseteq (\xi(\mathcal{W})+\epsilon\{e^{q+1}\}) \cup \{-e^{q+1}\}.$$ 

In particular, for $j \in \{1, \ldots, J_i\}$, we have $w_j^i \in \mathcal{W} \cup \{0\}$ and $\alpha_{ij} = \inf_{x \in \mathcal{X}} (w_j^i)^T f(x) + \epsilon = p_{w_j^i} + \epsilon$ if $w_j^i \neq 0$.

By Proposition 5.11 we have $P \supseteq P_\epsilon$. Following similar steps as in the proof of Proposition 5.11 in order to show that $P_\epsilon + B(0, \bar{\epsilon}) \supseteq P$, we assume the contrary. Then, we obtain $y \in P$, $\bar{w} \in \mathbb{R}^q$ with $\|\bar{w}\|_* = 1$ such that

$$\bar{w}^T \bar{y} + \bar{\epsilon} < \inf_{y \in P_\epsilon} \bar{w}^T y =: \bar{\alpha},$$

and we can check that $(\bar{w}^T, \bar{\alpha})^T \in \mathcal{D}_\epsilon$.

By the construction of $\mathcal{D}_\epsilon$, there exists $k \geq 0$ such that $(\bar{w}^T, \bar{\alpha})^T + ke^{q+1} \in \text{bd} \mathcal{D}_\epsilon$ is a $K$-maximal element of $\mathcal{D}_\epsilon$. Hence, there exists $I \in \{1, \ldots, T\}$ such that $F_I$ is a $K$-maximal facet of $\mathcal{D}_\epsilon$ and

$$(\bar{w}^T, \bar{\alpha})^T + ke^{q+1} \in F_I = \text{cone conv}\{((w_1^I)^T, \alpha_{1I})^T, \ldots, ((w_{M_j}^I)^T, \alpha_{M_jI})^T\}. \quad (18)$$

Using the $K$-maximality of $F_I$, we may assume that $w_j^I \neq 0$, hence $\alpha_{Ij} = p_{w_j^I} + \epsilon$ for each $j \in \{1, \ldots, J_I\}$. Then, we can rewrite (18) as

$$(\bar{w}^T, \bar{\alpha})^T + ke^{q+1} \in F_I = \text{cone}\{((w_1^I)^T, p_{w_1^I})^T, \ldots, ((w_{M_j}^I)^T, p_{w_{M_j}^I})^T\} + \epsilon\{e^{q+1}\}.$$ 

Hence, there exist $\delta \geq 0$ and $\mu \in \Delta_{J_I-1}$ such that

$$(\bar{w}^T, \bar{\alpha})^T = \delta \left( \sum_{j=1}^{J_I} \mu_j ((w_j^I)^T, p_{w_j^I})^T + \epsilon e^{q+1} \right) - ke^{q+1}. \quad (19)$$

As exactly in the proof of Proposition 5.11 the aim is to show that $(\bar{w}^T, \bar{\alpha} - \bar{\epsilon})^T \in \mathcal{D}$ in order to get a contradiction. For this purpose, it is sufficient to show that

$$\bar{\alpha} - \bar{\epsilon} \leq \inf_{x \in \mathcal{X}} \bar{w}^T f(x). \quad (20)$$

Following the same steps as in the proof of Proposition 5.11 one can use (19) in order to obtain $\bar{\alpha} - \delta \epsilon \leq \inf_{x \in \mathcal{X}} \bar{w}^T f(x)$ as well as

$$\delta \epsilon \leq \frac{\epsilon}{\min_{\lambda \in \Delta_{J_I-1}} \left\| \sum_{j=1}^{J_I} \lambda_j w_{Ij} \right\|_*} = \frac{\epsilon}{f_{I_{\min}}^T} \leq \frac{\epsilon}{\min\{f_{I_{\min}}^1, \ldots, f_{I_{\min}}^T\}} = \bar{\epsilon}.$$ 

Then, (20) follows from $\bar{\alpha} - \delta \epsilon \leq \inf_{x \in \mathcal{X}} \bar{w}^T f(x)$ and $\delta \epsilon \leq \bar{\epsilon}$. \hfill \square
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