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Abstract

Time-frequency analysis is often used to study nonstationary multicomponent signals, which can be viewed as the superposition of modes. To understand such signals, it is essential to identify the ridges associated with the modes in the time-frequency plane. As existing ridge detectors are often not enough robust to noise, we here develop a novel approach to ridge detection based on the gathering of ridge portions in the time-frequency plane, which we coin RRP-RD. Such a technique is proved to be much more robust to noise than state-of-the-art methods based on the same framework, and we also demonstrate its benefits for mode retrieval.
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I. INTRODUCTION

Many nonstationary signals such as audio signals (music, speech, bird songs) [1], electrocardiogram [2], thoracic and abdominal movement signals [3], can be modeled as a superposition of amplitude- and frequency-modulated (AM/FM) modes. Such signals are called multicomponent signals (MCSs), and time-frequency (TF) analysis is often used to deal with them [4]–[6], essentially because the modes are associated with curves in the TF plane, called ridges. Several techniques were developed for ridge detection using the idea that the ridges correspond to local modulus maxima along the frequency axis (LMMFs) of some time-frequency representation (TFR). It was shown in [7], [8] that, when the TFR is the spectrogram, the locations of the LMMFs in the TF plane are estimates of the instantaneous frequencies (IF) of the modes, the quality of estimation depending on the noise level and on the length of the analysis window. Still for the purpose of IFs estimation, ridge detection has been applied to many other TFRs than the spectrogram, such as the continuous wavelet transform (CWT) [9], the short-time Fourier transform (STFT) [10], or the Wigner-Ville distribution (WVD) [11].

The studies on the quality of IFs estimation using TF ridges often assume a low noise level [7], but at high noise level, the LMMFs that define the ridges in the noiseless case may no longer exist. To define IF estimates in such cases, an algorithmic approach developed in [11], and based on WVD, exploited the ideas that the IFs of the modes vary smoothly and correspond, in the TF plane, to coefficients with large WVD magnitude. However, this last assumption is only valid to a certain extent since a high noise can generate zeros of the TFR at expected IFs TF location. We shall here also mention that there exist alternative techniques to extract the ridges in the TF plane not specifically based on LMMFs but using optimization procedures instead [12], [13]. These ridge detectors (RDs) depend on an initial guess for the ridges, called skeleton of the transform, which is however very hard to obtain in heavy noise situations.

Another important application of RDs is mode retrieval for which many different techniques were developed based on different types of TFR. A mode retrieval technique from CWT was proposed in [9], while from synchrosqueezed CWT (SST) in [14]. When STFT is used as TFR, one may refer to [10], and also to [15] in which the authors use a local linear chirp approximation to improve mode retrieval. As IFs estimation using STFT ridges may be drastically altered when the modes are interfering in the TF plane, thus hampering mode retrieval, several techniques based on adaptive short-time Fourier transform were recently developed to reconstruct the modes [16]. A discrete version of this variant of STFT, known as the signal separation operator, was introduced and then used for mode reconstruction in [17], and then further developed in [18], assuming a linear chirp approximation for the modes. Note that the mathematical analysis of the latter technique is available in [19]. Finally, one shall also mention mode
retrieval techniques based on synchrosqueezed STFT (FSST) as proposed in [20]–[22]. Though very interesting, the robustness of all these mode retrieval techniques remains to be investigated in very noisy situations.

Our goal in this paper is to propose a new RD based on STFT that is competitive in very noisy situations. For that purpose, we first explain how LMMFs can be linked by considering the notion of relevant ridge portions (RRPs) we introduce. These are then gathered together exploiting some specific structures called basins of attraction associated with RRPs [23], and the ridges are finally defined from RRPs using a spline least-square approximation. In the definition of our new RD we make the assumption that the modes are not crossing, though to deal with such situations seems feasible by imposing regularity constraints on the extracted modes [12], or by analyzing the signal in the time domain using a parametric approach [24].

The paper is organized as follows: in Section II, we first introduce basic notations on MCSs, STFT, and on the most commonly used STFT-based RD. Then, we explain how the latter can be made more adaptive by using a local chirp rate estimate, as recently proposed in [25]. The description of the proposed new RD is carried out in Section III, and is followed by two sections, the first one describing a technique to estimate the number of modes and the chirp rate estimate, as recently proposed in [25]. The description of the proposed new RD is then devoted to Section VI is then devoted to the comparison of the proposed new RD with state-of-the-art TF-based RDs, highlighting the improvement brought by the former in heavy noise situations, and mode reconstruction is then discussed. An application to the analysis of gravitational-wave concludes the paper.

II. DEFINITIONS AND NOTATIONS

A. Multicomponent Signal Definition

In this paper, we will study MCSs defined as a superposition of AM/FM components (or modes):

\[
f[n] = \sum_{p=1}^{P} f_p[n] \quad \text{with} \quad f_p[n] = A_p[n] e^{j2\pi\phi_p[n]},
\]

for some finite \( P \in \mathbb{N} \), \( A_p[n] \) and \( \phi'_p[n] \) being respectively the instantaneous amplitude (IA) and IF of \( f_p \) satisfying: \( A_p[n] > 0, \phi'_p[n] > 0 \) and \( \phi'_{p+1}[n] > \phi'_p[n] \) for each time index \( n \). We also assume that \( A_p \) is differentiable with \( |A'_p[n]| \) small, that the modes are separated with resolution \( \Delta \) and their modulations are bounded by \( B_f \). The last two conditions mean that for each time index \( n \),

\[
\forall 1 \leq p \leq P - 1, \quad \phi'_{p+1}[n] - \phi'_p[n] > 2\Delta \\
\forall 1 \leq p \leq P, \quad |\phi'_p[n]| \leq B_f.
\]

B. Short-Time Fourier Transform

Let \( \tilde{f} \) be a complex discrete signal of length \( L \) altered by a complex additive noise \( \varepsilon \), and such that \( \tilde{f}[n] = \tilde{f}(\frac{n}{L}) \):

\[
\tilde{f} := f + \varepsilon,
\]

and \( g \) a discrete real window supported on \([\frac{-M}{L}, \frac{M}{L}]\). The STFT of \( \tilde{f} \) is defined as follows:

\[
V^g_{\tilde{f}}[m, k] := \sum_{n=0}^{N-1} \tilde{f}[n + m - M] g[n - M] e^{-2\pi \frac{k}{L}(n-M)},
\]

with \( 2M + 1 \leq N \), where \( N \) is the number of frequency bins, and the index \( k \) corresponds to the frequency \( k \frac{L}{N} \), \(-\frac{N}{2} \leq k \leq \frac{N}{2} - 1\), to fullfil Nyquist frequency constraint. The STFT is invertible, provided \( g[0] \neq 0 \), since one has:

\[
\tilde{f}[n] = \frac{1}{g[0]N} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} V^g_{\tilde{f}}[n, k].
\]
Note that, as we are going to deal with MCSs of type (1), $V^g_f[n, k]$ is with very low amplitude when $k < 0$. When $\tilde{f}$ is real valued (meaning both $f$ and $\varepsilon$ are real), the reconstruction formula reads:

$$\tilde{f}[n] = \frac{2}{g[0]N} \Re \{ \sum_{k=0}^{N-1} V^g_f[n, k] \},$$

with $\Re \{ X \}$ the real part of complex number $X$.

### C. Classical STFT-based RD

The most commonly used RD was introduced by Carmona et al. [9] to compute the ridges of CWT and can easily be adapted to STFT. It consists of finding the $P$ ridges associated with the modes in the TF plane by computing:

$$\max_{\varphi} \sum_{1 \leq p \leq P} |V^g_f[n, \varphi_p[n]]|^2$$

$$-\alpha \left( \frac{\Delta^1 \varphi_p[n]L^2}{N} \right)^2 - \delta \left( \frac{\Delta^2 \varphi_p[n]L^3}{N} \right)^2,$$

with $\varphi = (\varphi_p)_{p=1, \ldots, P}$ where $\varphi_p : \{0, \ldots, L-1\} \mapsto \{0, \ldots, N-1\}$, $\alpha$ and $\beta$ are both positive, and in which $\Delta^1 \varphi_p[n]L^2 = (\varphi_{p}[n+1] - \varphi_{p}[n])L^2$ and $\Delta^2 \varphi_p[n]L^3 = (\varphi_{p}[n+1] - 2\varphi_{p}[n] + \varphi_{p}[n-1])L^3$ are estimates of $\phi''_p[n]$ and $\phi'''_p[n]$. To consider penalization terms is however not relevant when the IFs of the modes actually correspond to LMMFs, which is the case at low noise level and, as the choice for $\alpha$ and $\delta$ drastically alters ridge detection in a noisy context, penalization terms are often not considered in (7) [26]. Alternatively, one can use the bound $B_f$ on the frequency modulation to extract a first ridge, and then replace (7) by a peeling algorithm. In a nutshell, a first ridge is extracted as follows [25]:

$$\max_{\varphi_1} \sum_{n=0}^{N-1} |V^g_f[n, \varphi_1[n]]|^2, \quad \text{s.t. } |\Delta^1 \varphi_1[n]| \frac{L^2}{N} \leq B_f.$$ 

Then, after $\varphi_1$ is computed, one defines $V^g_{f,0} := V^g_f$, and RD continues replacing $V^g_{f,0}$ by:

$$V^g_{f,1}[n, k] := \left\{ \begin{array}{ll} 0, & \text{if } |k - \varphi_1[n]| \leq \frac{\Delta N}{L} \\ V^g_{f,0}[n, k], & \text{otherwise.} \end{array} \right.$$ 

This enables the computation of $\varphi_2$ replacing $V^g_f$ by $V^g_{f,1}$ in (8), and then the definition of $V^g_{f,2}$ by $V^g_{f,1}$ and $\varphi_1$ by $\varphi_2$ in (9). Such a procedure is iterated until $P$ ridges $(\varphi_p)_{p=1, \ldots, P}$ are extracted.

In practice, to implement (8), one first considers an initial time index $n_0$, then defines:

$$k_0 := \text{argmax}_{0 \leq k \leq N-1} |V^g_f[n_0, k]|,$$

and finally sets $\varphi_1[n_0] := k_0$. To define $\varphi_1$ on $\{n_0 + 1, \ldots, L-1\}$, one then uses the following recurring principle starting from $n = n_0$:

$$\varphi_1[n + 1] := \text{argmax}_{k} \left\{ |V^g_f[n + 1, k]|, |k - \varphi_1[n]| \leq \frac{NB_f}{L^2} \right\}. $$

The same principle is applied on $\{0, \ldots, n_0 - 1\}$, starting from $n = n_0$ and replacing $n + 1$ by $n - 1$ in (11). Finally, the procedure is run again starting from other initial time indices to define other candidates for $\varphi_1$, and the ridge finally kept among all the candidates is the one maximizing the energy in the TF plane, i.e. $\sum_n |V^g_f[n, \varphi_1[n]]|^2$.

This RD will be called Simple Ridge Detection (S-RD) in the sequel.

There are however two strong limitations to S-RD. The first one is that each ridge is built by chaining LMMFs in the TF plane assuming the chain is continuous. However in heavy noise situations, zeros of STFT may appear at TF locations corresponding the IFs of the modes, resulting in the splitting of a chain of LMMFs into two chains of LMMFs at these locations. This is illustrated on a linear chirp in Fig. 1 in which we display the magnitude of
the LMMFs associated with the three largest STFT modulus maxima at each time instant, along with the true IF (SNR = -10 dB).

The second important drawback of S-RD is that the jumps allowed between two successive time indices depend on the modulation parameter $B_f$ which is fixed a priori and positive, and thus this method does not adapt to the local variations of the frequency modulation of the modes. In this regard, we recall, in the following section, how to introduce some kind of adaptivity in RD, as proposed in [25], by removing the dependency of S-RD on the modulation parameter $B_f$.

![Fig. 1: LMMFs corresponding to the three largest STFT modulus maxima for each time instant along with the true IF (dashed line) of the linear chirp (SNR= -10 dB )](image)

D. Adaptive Ridge Detection

To circumvent the lack of adaptivity of S-RD to the local variations of the frequency modulation of the modes, a novel approach called modulation based ridge detection (MB-RD) was proposed in [25]. In a nutshell, this approach considers the following complex modulation operator used in the definition of the second order synchrosqueezing transform [27]:

$$
\hat{q}_f[n,k] = \frac{1}{2i\pi} \frac{V^g_f[n,k]V^g_f[n,k] - (V^g_f[n,k])^2}{V^g_f[n,k]V^g_f[n,k] - V^{tg}_f[n,k]V^g_f[n,k]},
$$

(12)

in which $V^g_f, V^{tg}_f$, $V^{tg'}_f, V^{tg''}_f$ are respectively the STFTs of $\hat{f}$ computed with windows $n \mapsto g'[n], (tg)[n], g''[n]$ and $(tg')[n]$. It is shown in [27] that $\hat{q}_f[n,k] = \Re\left\{\hat{q}_f[n,k]\right\}$, consists of an estimate of the frequency modulation of the closest mode to $[n,k]$ in the TF plane. To extract the first ridge, MB-RD uses the same recurring principle as S-RD introduced in Section II-C but replaces $B_f$ by $\hat{q}_f$, meaning (11) is replaced by:

$$
\varphi_1[n+1] := \arg\max_k \left\{ |V^g_f[n+1,k]|, |k - \varphi_1[n] - \hat{q}_f[n,\varphi_1[n]]| \leq C \right\},
$$

(13)

the user-defined constant $C$ compensating for potential local frequency modulation estimation errors.

MB-RD is proved to be slightly sensitive to $C$ when the noise level is low [25] (the simulations in that paper only considered a SNR larger than 0 dB), but the robustness of $\hat{q}_f$ to heavier noise needs to be further investigated to fully validate this technique. Furthermore, though MB-RD is more adaptive than S-RD, both techniques are based on the assumption that the IF of a mode at each time index can be associated with a LMMF, which may not be the case in heavy noise situations. Another limitation of S-RD and MB-RD is that they build the ridges one after the other using the peeling algorithm recalled in Section II-C: if the ridge detection fails for one mode, it will also fail for the next ones. To deal with all these issues, the concept of relevant ridge portions (RRPs) is introduced in the following section, and subsequently used to define a new RD not based on the just mentioned peeling algorithm.
III. DEFINITION OF A NEW ROBUST RIDGE DETECTOR

A. Definition of Relevant Ridge Portions

One limitation of MB-RD is that it assumes the modulation operator \( \hat{\gamma}_f \) is accurate in noisy situations which is not necessarily the case. Another limitation is that it cannot deal with situations where the IF of a mode is not associated with a continuous chain of LMMFs as illustrated in Fig. 1. Therefore, to try to build a continuous chain of LMMFs based on \( \hat{\gamma}_f \) is not relevant in these situations, and to try to associate with the IF of a mode a set of ridge portions (RPs) seems to be more to the point.

From now on, \( [n, m[n]] \) denotes a generic LMMF, \( m[n] \) being a frequency index, namely \( [n, m[n]] \) is one of the LMMFs at time index \( n \). To keep the adaptivity of MB-RD while taking into account potential inaccuracies in the modulation estimation given by \( \hat{\gamma}_f \), we define RP by linking LMMFs at which the value of \( \hat{\gamma}_f \) corresponds to noise. We now explain how to suppress most RPs related to noise. For that purpose, let us define RP by extending relation (17) in the direction given by \( \hat{\gamma}_f \).

Definition 3.1: Let \( [n, m[n]] \) and \( [n+1, m[n+1]] \) be two LMMFs, then define:

\[
\begin{align*}
[n, m[n]] &\sim [n+1, m[n+1]] \\
\left\{ \begin{array}{l}
m[n+1] := \arg\min_k \{ k - m[n] - \hat{\gamma}_f[n, m[n]] \} \\
\quad \text{s.t.} \quad [n+1, k] \text{ LMMF}
\end{array} \right. \\
m[n] := \arg\min_k \{ m[n+1] - k - \hat{\gamma}_f[n+1, m[n+1]] \} \\
\quad \text{s.t.} \quad [n, k] \text{ LMMF}.
\end{align*}
\]

(14)

Definition 3.1 tells us that \( [n+1, m[n+1]] \) (resp. \( [n, m[n]] \)) is the closest LMMF to \( [n, m[n]] \) (resp. \( [n+1, m[n+1]] \)) at time index \( n+1 \) (resp. \( n \)) in the direction given by \( \hat{\gamma}_f[n, m[n]] \) (resp. \( -\hat{\gamma}_f[n+1, m[n+1]] \)). So \( [n, m[n]] \sim [n+1, m[n+1]] \) also means that \( \hat{\gamma}_f \) computed at these LMMFs corresponds to a stable orientation.

Relation \( \sim \) can then be used to define RPs by extending relation \( \sim \) to LMMFs associated with time indices \( n \) and \( n_0 \), such that \( n \geq n_0 + 1 \), by introducing:

Definition 3.2: Let \( [n, m[n]] \) and \( [n_0, m[n_0]] \) be two LMMFs such that \( n \geq n_0 + 1 \), then define:

\[
\begin{align*}
([n_0, m[n_0]] &\sim [n, m[n]]) \\
\left\{ \begin{array}{l}
\exists \ [n_0+1, m[n_0+1]], \ldots, [n-1, m[n-1]] \text{ LMMFs} \\
\forall i = n_0, \ldots, n-1, \ [i, m[i]] \sim [i+1, m[i+1]]
\end{array} \right.
\end{align*}
\]

(15)

A RP \( \mathcal{R} \) containing LMMF \( [n_0, m[n_0]] \), is finally defined by:

\[
\mathcal{R}[n_0, m[n_0]] = \{ [n, m[n]], \text{s.t.} \ [n, m[n]] \sim [n_0, m[n_0]] \}.
\]

(16)

Note that, if \( [n, m[n]] \in \mathcal{R}[n_0, m[n_0]] \) then \( \mathcal{R}[n, m[n]] = \mathcal{R}[n_0, m[n_0]] \).

The definition of RPs does not take into account the magnitude of the STFT at LMMFs, and thus some RPs may correspond to noise. We now explain how to suppress most RPs related to noise. For that purpose, let us assume that the added complex noise \( \varepsilon \) (see Eq. (3)) is Gaussian white with variance \( \sigma_\varepsilon^2 \). Then it can be shown that \( V_\varepsilon^f[n, k] \) is also Gaussian with zero mean and satisfies [28]:

\[
\text{Var} (\Re\{ V_\varepsilon^f[n, k] \}) = \text{Var} (\Im\{ V_\varepsilon^f[n, k] \}) = \sigma_\varepsilon^2 \|g\|^2_2,
\]

where \( \Im\{X\} \) is the imaginary part of complex number \( X \). Then, remarking that \( \| V_\varepsilon^f[n, k] \|_2^2 \) is \( \chi_2 \) distributed with two degrees of freedom and assuming the variance of the noise \( \sigma_\varepsilon^2 \) is known, the probability that \( | V_\varepsilon^f[n, k] | \geq \beta \sigma_\varepsilon \|g\|_2 \) is smaller than 10% and 0.01% if \( \beta = 2 \) and 3, respectively. So by considering only the LMMFs \( [n, m[n]] \) such that \( | V_\varepsilon^f[n, m[n]] | \geq \beta \sigma_\varepsilon \|g\|_2 \) with \( \beta \geq 2 \) one removes many LMMFs corresponding to noise. Note that, in this paper, to estimate \( \gamma = \sigma_\varepsilon \|g\|_2 \), the robust estimator proposed in [29]:

\[
\hat{\gamma} = \frac{\text{median} \{ |\Re\{ V_\varepsilon^f[n, k] \} |_{n,k} \}}{0.6745},
\]

is used, in which median represents the median of the coefficients. Based on this analysis, one defines

\[
\mathcal{S}(\beta) = \{ [n,k], | V_\varepsilon^f[n,k] | \geq \beta \hat{\gamma} \},
\]

(17)
and then, to eliminate most of the RPs corresponding to noise, one slightly modifies Definition 3.2 into

**Definition 3.3:** Let \([n, m[n]]\) and \([n_0, m[n_0]]\) be two LMMFs such that \(n \geq n_0 + 1\), then define:

\[
\exists [n_0, m[n_0 + 1]], \ldots, [n - 1, m[n - 1]] \text{ LMMFs}
\]

\[
\forall i = n_0, \ldots, n - 1, \left\{ [i, m[i]] \sim [i + 1, m[i + 1]] \right\}
\]

(18)

The LMMFs connected by means of Definition 3.3 are called from now on relevant ridge portions (RRPs), and a LMMF belonging to a RRP is called a relevant LMMF.

A crucial issue is then how to fix the parameter \(\beta\). From now on, we consider that \(g\) is a Gaussian window, first because it has the advantage that the windows \(g'\), \(tg\), \(g''\) and \(tg'\) have analytical expressions, \(g'\) being even proportional to \(tg\). So, for the computation of \(\hat{q}_f\) used in the definition of RRPs, only 3 different STFTs are needed. The second advantage is that the expression of the STFT of a signal that can be locally approximated by a linear chirp is particularly simple [27]. Indeed, let \(g\) be the discrete Gaussian window \(g[n] = e^{-\frac{n^2}{2\sigma^2}}\), where \(\sigma\) is associated with the STFT whose modulus minimizes the Rényi entropy. Such a choice for \(\sigma\) is proved to minimize interferences between the modes in the TF plane [30], [31]. With such a window, if \(f\) can be locally approximated by a linear chirp with constant amplitude \(A\), i.e. \(f[n] \approx Ae^{i\phi[n]}\), with \(\phi\) a second order polynomial, one has [27]:

\[
|V_f^g[n, k]| \approx AL\sigma(1 + \sigma^4\phi''[n]^2)^{-\frac{1}{2}}e^{-\frac{\pi}{4}(k - \phi'[n])^2 + \pi - \frac{\pi}{4}(k - \phi'[n])^2},
\]

(19)

whose standard deviation is:

\[
\Delta_{LC}[n] = \frac{1}{\sqrt{2\pi}\sigma}\sqrt{1 + \sigma^4\phi''[n]^2}.
\]

(20)

In that case, the LMMF associated with the largest STFT modulus maximum at time index \(n\) has its ordinate in the interval \(I[n] = [(\phi'[n] - \Delta_{LC}[n])\frac{N}{2}, (\phi'[n] + \Delta_{LC}[n])\frac{N}{2}]\). When some noise is added, we assess the proportion corresponding to the number of relevant LMMFs with ordinate in \(I[n]\) when \(n\) varies, namely:

\[
\mathcal{P}(\beta) = \frac{\# \{ [n, m[n]] \in S(\beta) \text{ with } m[n] \in I[n] \}}{L},
\]

(21)

where \(\# X\) denotes the cardinal of the set \(X\). Our motivation for the choice for \(\beta\) is to remove as much noise as possible while keeping \(\mathcal{P}(\beta)\) large enough so that a relevant LMMF has its ordinate in \(I[n]\) for most \(n\), because RRPs, on which we are going to found our new RD, will depend on relevant LMMFs. Note that our choice for \(\beta\) is also driven by heavy noise situations (typically input SNR = -10 dB). To find an appropriate value for \(\beta\), we compare \(\mathcal{P}(\beta)\) with the proportion of the number of time indices \(n\), at which the relevant LMMF corresponding to the largest STFT modulus maximum has its ordinate in \(I[n]\).

We carry out such a study for the three signals of Fig. 2 (a), which from top to bottom are more and more modulated, and get the results of Fig. 2 (b) corresponding to an input SNR of -10 dB. First, we note that the more modulated a signal is, the fewer relevant LMMFs are located in the region of interest when \(\beta\) increases. These simulations also highlight the fact that \(\beta = 2\) is appropriate. Indeed, \(\mathcal{P}(3)\) is too low, meaning too many LMMFs in the vicinity of the true IF location are discarded, and, if \(\beta \in [1, 2]\), \(\mathcal{P}(\beta)\) is almost constant for all the signals and then decay faster for larger \(\beta\) when the modulation is higher. So to take \(\beta = 2\) is a good trade-off between a high value for \(\mathcal{P}(\beta)\) and small probability of false detection. From now on, \(\beta\) equals 2 unless mentioned otherwise.

**B. Grouping RRPs Based on Basins of Attraction**

We are now going to explain how to group RRPs based on the basins of attraction (BAs) associated with RRPs. The definition of BAs is tightly connected with the notion of TF reassignment, whose goal is to relocalize the energy of the STFT at TF location \((\frac{L}{N}, k\frac{N}{L})\) to a meaningful location \((\hat{\tau}[n, k], \hat{\omega}[n, k])\), defined by [32]

\[
\hat{\omega}[n, k] = k \frac{L}{N} - Re\left\{ \frac{1}{2\pi} \frac{V_f^g[n, k]}{V_f^g[n, k]} \right\}
\]

\[
\hat{\tau}[n, k] = \frac{n}{L} + Re\left\{ \frac{V_f^g[n, k]}{V_f^g[n, k]} \right\}.
\]

(22)
Fig. 2: (a): from top to bottom: STFT of a linear chirp, of a signal with cosine phase, and of a signal with oscillatory phase; (b): $P(\beta)$ for these three signals when the input SNR equals -10 dB as well as the proportion of time indices $n$, at which the relevant LMMF with ordinate in $I[n]$ corresponds to the largest STFT modulus maximum (curves denoted by ”Max, linear chirp”, ”Max, cosine”, and ”Max, modulated cosine”). The results are average over 100 noise realizations.

In practice, each point in the TF plane corresponding to a non-zero STFT is reassigned to a LMMF, and conversely, each LMMF can be associated with a region of the TF plane by means of this reassignment process. The set of points that are reassigned to one of the relevant LMMF of a RRP, is called the BA of that RRP. It is worth noting here that the concept of BAs has already been used for the purpose of mode retrieval in [23], and we use the same procedure to build them.

In a noisy context, we propose to consider the set of BAs associated with RRPs containing at least one LMMF $[n,m[n]]$ in $S(3)$, and, in these BAs, to keep only the points $[n,k]$ in $S(2)$. With this two threshold procedure we only keep the BAs that most probably correspond to the signal, and then, in these BAs, we only keep the points at which the STFT is above the noise level with great confidence. More formally, let $B_i$ be the BA corresponding to RRP $R_i$, the set of points we actually consider in $B_i$ corresponds to:

$$B^{HT}_i = \begin{cases} B_i \cap S(2) & \text{if } R_i \cap S(3) \neq \emptyset \\ \emptyset & \text{otherwise} \end{cases},$$  

the superscript $HT$ standing for hard-thresholding. We then gather together connected $B^{HT}_i$s in the TF plane to obtain a set of larger TF regions which is denoted by $\{(C^{HT}_j)\}$ in the sequel.

C. New RD Definition

To define the new RD, assuming the number $P$ of modes is known, we use the set $\{(C^{HT}_j)\}$, the elements of which correspond to specific sets of time indices. We first select the $P$ elements in that set that coexist on the longest set of time indices, since these elements are very likely to belong to different modes. We denote by $(C^0_p)_{p=1,\ldots,P}$ these $P$ elements supposed to be reordered according to increasing frequencies. Then, to perform a first approximation of the ridges, we consider a spline approximation based on the LMMFs in $A^0_p = C^0_p \cap S(3)$, as follows:

$$s^0_p = \arg\min_s \left[ (1 - \lambda) \sum_{[n,m[n]] \in A^0_p} |m[n]| \frac{L}{N} - s\left(\frac{n}{L}\right)^2 |V^g_f[n,m[n]]| + \lambda \int_0^1 (s''(t))^2 dt \right],$$  

$p = 1, \ldots, P$, where $s$ is a cubic spline and $\lambda$ a user defined parameter. Then, if $s^0_p$ intersects $C^{HT}_j$ not in $(C^0_p)_{p=1,\ldots,P}$, $C^{HT}_j$ is added to that set and the minimization (24) is recomputed with the updated set. Such a
procedure is iterated until no new elements in \( \{(C_j^{HT})_j\} \) are intersected by the updated \( s_p^0 \). Note that this procedure computes simultaneously the approximations for the \( P \) ridges. For the sake of simplicity, we still denote by \( (s_p^0)_{p=1,\ldots,P} \) the set of cubic splines obtained at the end of this procedure, and by \( (C_j^{HT})_{p=1,\ldots,P} \) the regions involved in the minimization process. After this step, we define an energy associated with the spline approximation as follows:

\[
E_p^0 := \sum_{[n,m]\in A_p} |V_j^0[n,m]|, \tag{25}
\]

in which \([X]\) denotes the nearest integer to \( X \). Note that the condition \([n, [s_p^0[n] N / L]] \in C_p^0\) is added so as to assign some energy only when the approximating spline is close to the LMMFs used for its computation.

The set \( (s_p^0)_{p=1,\ldots,P} \) consists of a first approximation for the \( P \) ridges. Then, one considers the set \( (C_p^1)_{p=1,\ldots,P} \) of \( \{(C_j^{HT})_j\} \) that coexist on the second longest set of time indices, and solve the new following optimization problem, putting \( A_p^1 = (C_p^0 \cup C_p^1) \cap S(3) \):

\[
s_p^1 = \arg\min_s \left[ (1-\lambda) \sum_{[n,m]\in A_p^1} |m| \frac{L}{N} - s(n L) \right] \left[ V_j^0[n,m] \right] + \lambda \int_0^1 (s''(t))^2 dt, \tag{26}
\]

\( p = 1, \ldots, P \). If \( s_p^1 \) intersects \( C_j^{HT} \) not in \( C_p^0 \cup C_p^1 \), the former is added to the latter, and the minimization (26) recomputed. This process is iterated until no new elements in \( \{(C_j^{HT})_j\} \) are intersected. We still denote by \( (s_p^1)_{p=1,\ldots,P} \) the set of splines obtained at the end of this procedure, and we associate an energy \( E_p^1 \) to the spline \( s_p^1 \) the same way as in (25).

Fig. 3: (a): STFT modulus of two noisy linear chirps (SNR = -10 dB, \( \sigma = 0.0188 \)); (b): STFT modulus of two noisy modes with cosine phase, with different modulation (SNR = -10 dB, \( \sigma = 0.0175 \)); (c): STFT modulus of a signal made of a linear chirp and a mode with exponential phase (SNR = -10 dB, \( \sigma = 0.0241 \)); (d): \( (s_p^{fin})_{p=1,2} \) computed for the signal displayed in (a); (e): same as (d) but for the signal whose STFT modulus is displayed in (b); (f): same as (d) but for the signal whose STFT modulus is displayed in (c).
Finally, for any $[p]$, and that of $E$ probably corresponds to the global maximum of $I$ in $A$ of the weighted spline approximation, namely the computation of the set $\{C^HT\}_j$. Finally, the computational cost of the third step is mostly related to the initialization of the weighted spline approximation, namely the computation of the set $(A^0_p)_{p=1,\ldots,P}$ (the computational cost is linear with respect to the number of regions in $\{(C^HT)_j\}$).

### D. Analysis of the Computational Cost

We can analyze the computational cost of RRP-RD by considering each of the above three steps separately. The first step, consisting of the definition of RRs is achieved in $O(N_{LMMF})$ operations, where $N_{LMMF}$ denotes the number of LMMFs (for each LMMF, the computational cost is related to the establishment of connections with neighboring LMMFs based on $\hat{q}_f$). The second step of the algorithm consisting of the definition of the basins of attraction is carried out in $O(LN)$ operations (the computational cost corresponds to the reassignment of TF coefficients to the closest RRP). Finally, the computational cost of the third step is mostly related to the initialization of the weighted spline approximation, namely the computation of the set $(A^0_p)_{p=1,\ldots,P}$ (the computational cost is linear with respect to the number of regions in $\{(C^HT)_j\}$).

### IV. Estimation of the Number of Modes

To compute an estimation of the number of modes, we first introduce the energy of $R_i$ as:

$$E(R_i) = \sum_{[n,k] \in R_i \cap S(3)} |V^2_f[n,k]|,$$

and that of $C^HT$ by:

$$E(C^HT) = \sum_{i \in C^HT} E(R_i).$$

Finally, for any $[n,m]$ belonging to $C^HT$ for some $j$, we set $E[n,m] = E(C^HT)$ (in any other circumstances $E[n,k]$ is set to 0).

We already noticed that for a monocOMPonent signal and at high noise level, a relevant LMMF with ordinate in $\mathcal{I}[n]$ may not correspond to the largest STFT modulus maximum at that time index. But, such a LMMF most probably corresponds to the global maximum of $E$ at that time. To prove this, let us introduce:

$$Q = \frac{\# \left\{ n, \max_k (E[n,k]) > 0 \text{ and } \arg\max_k E[n,k] \in \mathcal{I}[n] \right\}}{L},$$

and then compute, for the three signals of Fig. 2 (a) and when the input SNR varies, $Q$, $P(2)$ and the proportion of time indices $n$ at which a relevant LMMF with ordinate in $\mathcal{I}[n]$ corresponds to the largest STFT modulus maximum. The results depicted in Fig. 4 show that $Q$ is very similar to $P(2)$ for a linear chirp, meaning a LMMF with ordinate in $\mathcal{I}[n]$ at time index $n$ is very likely to correspond to the maximum of $E$ at that time. For the second signal of Fig. 2 (a), $Q$ is significantly smaller than $P(2)$ but still much larger than the proportion of time indices $n$ at which the frequency corresponding to the largest STFT modulus maximum is located in $\mathcal{I}[n]$. If the signal has a more oscillating phase, as the third signal of Fig. 2 (a), the global maxima of $E$ correspond to global maxima of STFT moduli. From this study, it transpires that $E$ evaluated at LMMFs better reflects the presence of a mode than STFT modulus at these locations. This is why we are now going to use $E$ to estimate the number of modes.

Let us first define the global energy of the decomposition as:

$$E_{glob} = \sum_{n=0}^{L-1} \sum_{k=0}^{N-1} E[n,k].$$
Fig. 4: \( P(2) \), \( Q \) and the proportion of time indices \( n \) at which the largest STFT modulus maximum located is located in \( T[n] \) (still with \( \beta = 2 \), denoted by "Max, cosine ", "Max, linear chirp", and "Max, modulated cosine "), when the input SNR varies and for the three signals of Fig. 2 (a). The results are averaged of 30 noise realizations.

Then, for each time index \( n \), we introduce the set of frequencies corresponding to the \( P \) most energetic LMMFs as \( M_P[n] = \{ k; \text{ s.t. } E[n,k] > 0 \text{ is one of the } P \text{ largest values w. r. to } k \} \), and define the proportion of the energy associated with these sets by:

\[
E_{\text{modes}}(P) = \frac{\sum_{n=0}^{L-1} \sum_{k \in M_P[n]} E[n,k]}{E_{\text{glob}}}.
\]  

(31)

We expect that if \( P \) is smaller than the actual number of modes then \( E_{\text{modes}}(P) \) is increasing and much smaller than 1, and that \( E_{\text{modes}}(P) \) stabilizes when \( P \) is larger than the actual number of modes. Setting \( E_{\text{modes}}(0) = 0 \), we thus propose to estimate the number of modes as:

\[
\hat{P} = \arg\max_P 2E_{\text{modes}}(P) - E_{\text{modes}}(P-1) - E_{\text{modes}}(P+1)
\]  

(32)

The validity of such an estimate will be discussed in Section VI.

V. APPLICATION TO MODE RETRIEVAL

We now recall different mode retrieval techniques based on ridge detection, which we will compare in Section VI, mainly to highlight the fact that a good ridge detector, though essential for mode retrieval, is not sufficient in very noisy situations. In these circumstances, we will see that other assumptions have to be made on the modes to enable good reconstruction.

A first simple strategy consists of summing the coefficients above the noise level in the vicinity of the ridges computed by one of the RDs. For that purpose, one introduces intervals \( I_p[n] := [I_p^-[n], I_p^+[n]] \), with

\[
I_p^-[n] := \arg\max_k \{ k < A[n], [n,k] \notin S(2) \}
\]

\[
I_p^+[n] := \arg\min_k \{ k > A[n], [n,k] \notin S(2) \}
\]  

(33)

with \( A[n] = \frac{N}{E} \Phi^\text{fin}(\frac{N}{E}) \) if RD is RRP-RD and \( A[n] = \varphi_p[n] \) when S-RD or MB-RD are considered. Mode reconstruction then consists of summing the coefficients in \( I_p[n] \) for each \( n \), namely

\[
f_p[n] \approx \frac{1}{g[0],N} \sum_{k \in I_p[n]} V_f^\varphi[n,k].
\]  

(34)

As the intervals \( I_p[n] \) and \( I_{p+1}[n] \) may intersect for some time index, in such instances these intervals are replaced by \([I_p^-[n], I_{p+1}^-[n] + I_{p+1}^+[n]]\) and \([I_{p+1}^-[n] + I_{p}^-[n], I_{p+1}^+[n]]\) respectively. These reconstruction procedures are denoted by RRP-MR, S-MR and MB-MR when RD is RRP-RD, S-RD and MB-RD, respectively.
An alternative technique for mode reconstruction was recently proposed in [15], and aims at locally reconstructing the modes based on a local linear chirp approximation for the mode. In our context, the technique proposed in [15] would consider \( k_0 := \lfloor s_p^{\text{fin}}(\frac{n}{L}) \rfloor \), and then the following approximation for the STFT of \( f_p \) (see [15] for details):

\[
V_{f_p}^g[n, k] \approx \frac{\pi \sigma^2 (1 + (s_p^{\text{fin}}(\frac{n}{L}))^2)}{\pi (k_0 + k)^2 + 2 \sigma^2}
\]

\[
V_{f_p}^g[n, k_0] e^{-i \pi (k_0 + k)^2/2\sigma^2}
\]

(35)
in which \( s_p^{\text{fin}} \) and its derivative \( (s_p^{\text{fin}})' \) are estimates of \( \phi_p' \) and \( \phi_p'' \) respectively. If one denotes \( V_{f_p}^g \) the estimation of \( V_{f_p}^g \), given by (35), the retrieval of \( f_p \) is then carried out through:

\[
f_p[n] \approx \frac{1}{g[0]N} \sum_{k=-N}^{N-1} V_{f_p}^g[n, k].
\]

(36)

This technique applied to RRP-RD will be denoted by RRP-LCR-MR (LCR standing for linear chirp reconstruction).

A very close reconstruction formula to (36) can be derived recalling that \( V_{f_p}^g[n, k] \) approximates \( LV_{f_p}^g(\frac{n}{L}, k \frac{L}{N}) \), with \( V_{f_p}^g(t, \eta) = \int_{\mathbb{R}} f(t)e^{-2\pi i \eta (t-t)} dt \), and that a continuous version of (35) is [15]

\[
V_{f_p}^g(t, \eta) \approx \tilde{V}_{f_p}^g(t, \eta) = V_{f_p}^g(t, s_p^{\text{fin}}(t)) e^{-i \frac{\pi \sigma^2 (s_p^{\text{fin}}(t))^2}{2}}
\]

(37)

Indeed, when \( \frac{L}{N} \) is small, we may write that:

\[
f_p[n] = \frac{1}{g[0]N} \sum_{k=-N}^{N-1} V_{f_p}^g[n, k]
\]

\[
\approx \frac{L}{g[0]N} \sum_{k=-N}^{N-1} V_{f_p}^g(n \frac{L}{L}, k \frac{L}{N})
\]

\[
\approx \frac{1}{g[0]N} \int_{-\frac{L}{2}}^{\frac{L}{2}} V_{f_p}^g(n \frac{L}{L}, \eta) d\eta \approx \frac{1}{g[0]} \int_{-\frac{L}{2}}^{\frac{L}{2}} \tilde{V}_{f_p}^g(n \frac{L}{L}, \eta) d\eta
\]

\[
\approx \frac{1}{g[0]N} \int_{\mathbb{R}} V_{f_p}^g(n \frac{L}{L}, s_p^{\text{fin}}(n \frac{L}{L})) e^{-\frac{\pi \sigma^2 (s_p^{\text{fin}}(n \frac{L}{L}))^2}{2}}
\]

\[
= V_{f_p}^g(n \frac{L}{L}, s_p^{\text{fin}}(n \frac{L}{L})) \int_{\mathbb{R}} e^{-\frac{\pi \sigma^2 (s_p^{\text{fin}}(n \frac{L}{L}))^2}{2}} d\eta
\]

\[
= \frac{1}{\sigma} \int_{\mathbb{R}} 1 - i (s_p^{\text{fin}})'(n \frac{L}{L}) \sigma^2 V_{f_p}^g(n \frac{L}{L}, s_p^{\text{fin}}(n \frac{L}{L})).
\]

(38)

Leading to the final estimation, recalling \( (n \frac{L}{L}, s_p^{\text{fin}}(n \frac{L}{L})) \) is not on the time-frequency grid:

\[
f_p[n] \approx \frac{1}{\sigma} \int_{\mathbb{R}} 1 - i (s_p^{\text{fin}})'(n \frac{L}{L}) \sigma^2 V_{f_p}^g[n, k_0] e^{-i \frac{\pi \sigma^2 (s_p^{\text{fin}}(n \frac{L}{L}))^2}{2}}
\]

(39)

So the reconstruction formulae (36) and (39) are very close, since they are based on the same linear chirp approximation for the modes. Note also that a reconstruction formula similar to (38) is used in [18], except that the STFT is replaced by the signal-separation operator which is a discrete version of the adaptive short-time Fourier transform studied for instance in [33]. In that approach, the window parameter \( \sigma \) is locally adapted to better separate the modes in the TF plane before reconstruction. A very interesting future development would certainly be to find a robust algorithm to adapt \( \sigma \) locally so as to ease ridge detection with RRP-RD in very noisy situations, but this beyond the scope of the present article.

The mode reconstruction technique based on (36) can be adapted to S-RD and MB-RD, by replacing \( s_p^{\text{fin}}(n \frac{L}{L}) \) by \( \tilde{\omega}[n, \varphi_p[n]] \) (see [15] for its definition), and \( (s_p^{\text{fin}})'(n \frac{L}{L}) \) by \( \tilde{q}_f[n, \varphi_p[n]] \) in (35). This technique is denoted by S-LCR-MR or by MB-LCR-MR when applied to S-RD or MB-RD, respectively. Note that S-LCR-MR is exactly the technique programmed in [15].
VI. NUMERICAL APPLICATIONS

In this section, we first study the validity of the procedure for the determination of the number of modes introduced in Section IV, then compare RRP-RD with S-RD and MB-RD on simulated MCSs, in Section VI-B, and evaluate the performance of the different mode retrieval techniques on these signals, focusing on the role of ridge detection, in Section VI-C. We finally investigate the behavior of the reconstruction techniques based on RRP-RD on a gravitational-wave signal, in Section VI-D, and compare it with state-of-the-art techniques based on high-order synchrosqueezing transforms [34]. Note that, as mentioned above, to compute STFT, in all cases we use a Gaussian window such that its standard deviation minimizes the Rényi entropy [30] of the TFR associated with STFT moduli. We are aware of recent works on adaptive window determination [16], [33], but though to choose the window adaptively may ease ridge determination, such an approach is hard to carry out in noisy situations. In all the simulations we only consider negative input SNRs since at higher SNRs the ridge detection becomes less challenging.

\[ E_{\text{modes}}(P) \]

Fig. 5: (a): \( E_{\text{modes}}(P) \) for the signal whose STFT modulus is displayed in Fig. 3 (a); (b): same as (a) but for the signal whose STFT modulus is displayed in Fig. 3 (b); (c): same as (a) but for the signal whose STFT modulus is displayed in Fig. 3 (c). The results are averaged over 10 noise realizations.

A. Evaluation of the Procedure to Determine the Number of Modes

To investigate the procedure to determine the number of modes, we compute \( E_{\text{modes}} \) introduced in Section IV for the signals whose STFTs are displayed in Fig. 3 (a), (b) and (c), when the noise level varies. The results displayed in Fig. 5 show that \( E_{\text{modes}}(1) \) is much lower than 1, and that the difference between \( E_{\text{modes}} \) evaluated at \( P = 2 \) and \( P = 3 \) gets smaller and smaller as the noise level decreases. Computing \( \hat{P} \) as explained in (32) leads to \( \hat{P} = 2 \) whatever the noise level.

B. Comparison of RRP-RD, S-RD and MB-RD on Simulated Signals

Our goal in this section is to show that RRP-RD is more relevant in noisy situations than S-RD or MB-RD. For that purpose, we perform ridge detection for the signals whose STFTs are displayed on the first row of Fig. 3, when the input SNR varies between -10 and 0 dB.

For the two linear chirps signal of Fig. 3 (a), the ridge detection results are depicted in Fig. 6 (a) and (d) for mode \( f_1 \) and \( f_2 \), respectively. These simulations first tell us that RRP-RD performs much better than S-RD and MB-RD, the results being very similar for the two modes. It is worth remarking that to consider a higher smoothing parameter \( \lambda \) in RRP-RD enables better ridge detection for that type of signals. Then, comparing the results for S-RD and MB-RD, we notice that the former behaves better than the latter, especially at high noise level. Indeed, to use only the modulation operator \( \hat{q}_{\text{f}} \) for ridge detection leads to inaccuracies as soon the ridge is split, therefore MB-RD fails to follow the different ridge portions corresponding to a mode (in these simulations, \( C \) is set to 2). On the contrary, since S-RD uses the fixed modulation parameter \( B_f \) (here set to 10), it is able to better follow disconnected ridge portions. At higher input SNRs, S-RD and MB-RD lead to very similar results, since, in these cases, the LMMFs corresponding to the two largest STFT modulus maxima are, for most time indices, close to the true IF locations of the modes.
The ridge detection results for the signal of Fig. 3 (b), displayed in Fig. 6 (b) and (e) for modes $f_1$ and $f_2$ respectively, tell us that the behavior of RRP-RD on mode $f_2$ is similar to that on a linear chirp: RRP-RD outperforms the two other tested techniques. The only difference is that a larger smoothing parameter in RRP-RD leads to better results but only when the noise level is very high. As for mode $f_1$, which is much more modulated than $f_2$, RRP-RD is still much better than the other two techniques, and we remark that MB-RD does not achieve ridge detection when high noise is combined with strong frequency modulation.

Finally, the ridge detection results for the signal of Fig. 3 (c) are displayed in Fig. 6 (c) and (f) for modes $f_1$ and $f_2$ respectively, and we only comment on ridge detection for $f_2$ which has an exponential phase: we again notice that RRP-RD behaves much better than the other two tested methods, that the smoothing parameter should be chosen all the larger the higher the noise level is, and that MB-RD is not competitive in that case, for the same reason as before.

C. Comparison of Mode Retrieval Techniques

In this section, we investigate the quality of mode retrieval techniques S-MR, MB-MR, RRP-MR, on the one hand, and, on the other hand, S-LCR-MR, MB-LCR-MR and RRP-LCR-MR, still for the signals displayed on the first row of Fig. 3.

Looking at the results of Fig. 7 (a) related to the signal of Fig. 3 (a), it transpires that while RRP-RD is much better than S-RD and MB-RD this improvement is not as significant in the associated mode reconstruction techniques. We can however remark that RRP-MR always behaves better than the other tested methods, that the smoothing parameter $\lambda$ used in RRP-RD seems to have very little influence on mode reconstruction, and that MB-MR behaves always worse since its performance are hampered by inaccurate ridge detection. So, good ridge detection does not warranty good mode reconstruction, and such a conclusion remains valid when one applies S-MR, MB-MR and RRP-MR to the signals of Fig. 3 (b) and (c). This means that even if RRP-RD finds the right TF location for the modes, the coefficients in the vicinity of the ridges are too damaged by noise to enable an accurate mode retrieval by summing the coefficients in the TF plane.
The results of Fig. 8 compared with those of Fig. 7 first show the superiority of RRP-LCR-MR over RRP-MR: to consider a linear chirp approximation in the vicinity of the detected ridges is more relevant than to sum the coefficients in the TF plane. Then, looking at Fig. 8 only, we notice that RRP-LCR-MR behaves better than the original LCR technique introduced in [15] (S-LCR-MR in the present paper). The reason for such an improvement is that \( s_{f_{p}}^{\text{fin}} \) and \( (s_{f_{p}}^{\text{fin}})' \) are better estimators of \( \phi'_{p} \) and \( \phi''_{p} \) than \( \hat{\omega}[2] \) and \( \hat{q}_{f} \) evaluated on the ridges given by S-RD. To confirm this, we display in Fig. 9 the SNRs associated with the estimation of \( \phi' \) and \( \phi'' \) by \( s_{f_{p}}^{\text{fin}} \) and \( (s_{f_{p}}^{\text{fin}})' \) or by \( \hat{\omega}[2] \) and \( \hat{q}_{f} \) for the first mode of Fig. 3 (a). Going back Fig. 8 we do not display the mode reconstruction results associated with MB-LCR-MR since these are significantly worse than those presented here. Finally we shall mention that the quality of mode reconstruction with RRP-LCR-MR depends only very slightly on the value of the smoothing parameter, and that, with this technique, the quality of mode reconstruction is very similar for most types of modes.
Fig. 9: (a): computation of the output SNR associated with the estimation of \( \phi' \) with \( s_{\text{fin}}^{f/m} \) (computed for different values of \( \lambda \)) or with \( \tilde{\omega}^{[2]} \) for the first mode of Fig. 3 (a); (b): computation of the SNR associated with the estimation of \( \phi'' \) with \( (s_{\text{fin}}')' \) (computed for different values of \( \lambda \)) or with \( \tilde{q}_f \) for the first mode of Fig. 3 (a).

**D. Application to Gravitational-Wave Signals**

In this section, we investigate the applicability of RRP-RD and RRP-LCR-MR to a transient gravitational-wave signal, generated by the coalescence of two stellar-mass black holes. This event, called **GW150914**, was detected by the LIGO detector Hanford, Washington and closely matches the waveform Albert Einstein predicted almost 100 years ago in his general relativity theory for the inspiral, the merger of a pair of black holes and the ringdown of the resulting single black hole [35]. The observed signal has a length of 3441 samples in \( T = 0.21 \) seconds.
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Fig. 10: (a): STFT modulus (\( \sigma = 0.0105 \)) of the Hanford signal along with the ridge obtained with RRP-RD and FSST4; (b): illustration of signal reconstruction based on RRP-LCR-MR and the numerical relativity; (c): SNR corresponding to the reconstruction of the signal using either RRP-LCR-MR, RRP-MR or FSST4-MR (the ground truth is assumed to be the one produced by numerical relativity). The results are average over 40 noise realizations.

We first display in Fig. 10 (a), the modulus of the STFT of such a signal, along with the spline obtained using RRP-RD. For the sake of comparison, we also display the ridge obtained by considering the fourth-order synchrosqueezing transform, an efficient reassignment technique introduced in [34]. Such a ridge is denoted by FSST4 in that figure. We notice that RRP-RD and FFST4 leads to very similar results, and that both techniques enables the detection of the ringdown.

We then investigate the quality of signal reconstruction by comparing it with the one given by the numerical relativity [36], when one uses either RRP-MR, RRP-LCR-MR or the mode reconstruction technique based on FSST4, denoted by FSST4-MR. An illustration of the reconstructed signal obtained with RRP-LCR-MR superimposed on the one given by the numerical relativity is displayed in Fig. 10 (b). Then, we estimate the quality of signal reconstruction with the three techniques when the input SNR varies. The results depicted in Fig. 10 (c) show that the three methods behave similarly, though RRP-MR and RRP-LCR-MR are always slightly better. What is very specific to the studied gravitational wave signal is that the part associated with the strong frequency modulation is
very energetic, and a slight inaccuracy in IF estimation using the spline approximation at the locations corresponding to strong frequency modulation has a strong impact on mode reconstruction with RRP-LCR-MR. For this reason, it may not be that interesting to use the latter technique instead of RRP-MR in that context. It is also worth noting here that FSST4-MR is very specific to signals containing very oscillatory phases, which is the case of the gravitational wave when the ringdown occurs. For any other modes like those studied before, a lower order synchrosqueezing transform would lead to better results [37]. Another limitation of techniques based on synchrosqueezing transforms is that there are not adapted to long signals since the reconstruction of the modes from these transforms when the hop-size is larger than one is not tractable [10]. Finally, as FSST4-MR uses S-RD, it depends on the user defined parameter $B_f$ which is not the case of RRP-MR or RRP-LCR-MR. These last techniques thus offer a nice alternative to the best state-of-the-art techniques for the reconstruction of very complex signals such as gravitational-wave signals.

VII. CONCLUSION

In this paper, we have introduced a novel technique to detect the ridges made by the modes of a multicomponent signal in the time-frequency plane. We focused on the design of a technique enabling the computation of the ridges in very noisy situations. For that purpose, we remarked that when the noise level is high, it is more relevant to associate with a mode ridge portions, rather than try to connect directly local maxima in the time-frequency plane as classical ridge detectors often do. This idea is the key principle to the new proposed ridge detector which is shown to outperform state-of-the-art methods based on time-frequency representations. As far as mode reconstruction is concerned, to combine the proposed ridge with a local linear chirp approximation for each mode results in improved performance compare with other recent techniques, in most cases. Finally, the relevance of the proposed approach is also confirmed by analyzing its behavior on gravitational-wave signals. Some remaining limitations of the present work are that the proposed ridge detector cannot deal with crossing modes and assumes the number of modes is fixed for the whole signal duration. In a near a future, we will investigate how to adapt this algorithm to such situations.
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