CLASSIFICATION OF NONCOMMUTATIVE MONOID STRUCTURES ON NORMAL AFFINE SURFACES
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Abstract. In 2021, Dzhunusov and Zaitseva classified two-dimensional normal affine commutative algebraic monoids. In this work, we extend this classification to noncommutative monoid structures on normal affine surfaces. We prove that two-dimensional algebraic monoids are toric. We also show how to find all monoid structures on a normal toric surface. Every such structure is induced by a comultiplication formula involving Demazure roots. We also give descriptions of opposite monoids, quotient monoids, and boundary divisors.

1. Introduction

An algebraic monoid is an irreducible variety \( X \) together with an associative multiplication map \( \mu: X \times X \to X \), which is a morphism of algebraic varieties and a unit element \( e \in X \). The theory of algebraic monoids pioneered in 1980s in the works by Putcha and Renner (see introductory monographs [8, 9]). Many contributions in the theory were made since then. The study of algebraic monoids involved topics from algebraic geometry, representation theory, and combinatorics. Affine algebraic monoids, i.e., the monoids, which are affine varieties, were of particular interest.

Let \( K \) be an algebraically closed field of characteristic zero. We assume all varieties to be defined over \( K \). The group of invertible elements \( G(X) \) is open in the algebraic monoid \( X \). Rittatore proved in [11] that an algebraic monoid is affine if and only if its group of invertible elements is affine. If \( G(X) \) is an algebraic torus then \( X \) is called a toric monoid and it is fully determined by the underlying variety (see [7]). The classification of algebraic monoids with reductive \( G(X) \) was a result of works of several authors (see [13, 9]). If the group \( G(X) \) is unipotent, then the monoid \( X \) is the group itself. It follows from the fact that orbits of unipotent group action on affine varieties are closed [12, Theorem 7.2.1].

However, there were no attempts to classify general affine algebraic monoids even in low dimensions until recently. In [1], the authors studied commutative monoid structures on affine surfaces. They gave explicit formulas for possible multiplications on \( \mathbb{A}^1 \), \( \mathbb{A}^2 \), and \( \mathbb{A}^3 \). Dzhunusov and Zaitseva classified two-dimensional normal affine commutative monoids in [4]. Besides toric monoids and the two-dimensional additive group there are monoids with \( G(X) \cong \mathbb{G}_a \times \mathbb{G}_m \). All such monoids are isomorphic to a toric variety \( X \) with a comultiplication

\[
\mu^*: \chi^u \mapsto \chi^u \otimes \chi^u (1 \otimes \chi^e + \chi^e \otimes 1)^{(p,u)}
\]

where \( e \) is Demazure root associated to the ray generator \( p \) of the cone of \( X \).

The aim of this work is to provide a full classification of two-dimensional normal affine noncommutative monoids over \( K \). Together with the result of Dzhunusov and Zaitseva it finishes the classification of monoid structures on normal affine surfaces.
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Let $X$ be a two-dimensional normal affine noncommutative algebraic monoid. Then $G(X)$ is a two-dimensional noncommutative connected linear algebraic group. Such group is isomorphic to the semidirect product $G_n = \mathbb{G}_a \rtimes \mathbb{G}_m$ for the action of $\mathbb{G}_m$ on $\mathbb{G}_a$ by the multiplication on the $n$-th power for some positive integer $n$.

First of all, we prove that every two-dimensional (not necessarily normal) affine algebraic monoid is toric (Theorem 3.2). It extends the result of [4] by dropping the assumptions of normality and commutativity (see also [2]).

Then, we give a classification of two-dimensional noncommutative normal affine algebraic monoids in terms of convex cones. The group algebra of $K[X]$ is a subalgebra of $K[G(X)]$. This subalgebra should satisfy some conditions. Since $X$ is a toric surface, the subalgebra $K[X]$ is given by some convex cone. The action of the additive subgroup $\mathbb{G}_a \subset G(X)$ gives some restrictions on the possible form of such cone (Lemma 3.5). We construct the series of convex cones (Construction 3.6) satisfying those restrictions. We prove that these cones induce non-isomorphic monoids and that every monoid is isomorphic to one of this form (Theorem 3.10).

We also present another approach to the classification problem. We show how to find all monoid structures on a normal toric surface up to isomorphism. Every such structure is given by a comultiplication

$$\mu^*: \chi^u \mapsto \chi^u \otimes \chi^u (1 \otimes \chi^{e_1} + \chi^{e_2} \otimes 1)^{(p,u)}$$

where $(e_1, e_2)$ is a pair of Demazure roots associated to the ray generator $p$ (Theorem 3.14). It is a direct generalization of the comultiplication from [4].

In Section 4 we study algebraic properties of monoids. We describe the opposite monoid and the quotients of monoids. Theorem 4.3 gives a description of the subset of non-invertible elements (the boundary divisor). We prove that it is isomorphic to $\mathbb{A}^3$ as a variety and that there is a zero element in it (Theorem 4.3).
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2. Preliminaries

2.1. Notation. Throughout the paper we denote by $K$ an algebraically closed field of characteristic zero. All algebraic varieties are assumed to be defined over $K$ and irreducible. The additive and multiplicative groups of $K$ are denoted by $\mathbb{G}_a$ and $\mathbb{G}_m$ respectively. We denote by $T$ the two-dimensional algebraic torus $\mathbb{G}_m^2$.

2.2. Toric surfaces. An affine toric surface is an affine surface $Z$ together with an open embedding of the algebraic torus $\iota_Z: T \hookrightarrow Z$ such that the action of $T$ on itself extends to an algebraic action on $Z$. A classification of normal affine toric surfaces is well known. We briefly recall some facts which we use later. We refer the reader to the excellent textbook [3] for details.

Let $M \cong \mathbb{Z}^2$ be the character lattice of $T$ and $N$ be the dual lattice of one-parametric subgroups. For $u \in M$ we denote by $\chi^u$ the character corresponding to $u$. We denote by $\langle \cdot, \cdot \rangle: M \times N \to \mathbb{Z}$ the natural pairing between $M$ and $N$.

Let $\sigma$ be a rational strongly convex cone in $N_\mathbb{Q} = N \otimes \mathbb{Q}$, that is, a rational convex cone with no linear subspace in it. Then the dual cone in $M_\mathbb{Q} = M \otimes \mathbb{Q}$ is defined as $\sigma^\vee = \{ w \in M_\mathbb{Q}: \langle w, v \rangle \geq 0 \text{ for all } v \in \sigma \}$. Let $K[\sigma^\vee \cap M] = \bigoplus_{u \in \sigma^\vee \cap M} K\chi^u$ be the linear
span of the characters from $\sigma^\vee \cap M$ in $K[T]$. Then $K[\sigma^\vee \cap M]$ is a finitely generated $T$-invariant subalgebra of $K[T]$ and $Z_\sigma = \text{Spec } K[\sigma^\vee \cap M]$ is a normal toric surface with respect to the action of $T$.

On the other hand, suppose that $Z$ is a normal affine toric surface. Consider the set of characters of $T$-action on $K[Z]$ and take its convex hull $\sigma_Z^\vee$ in $M_Q$. Then $\sigma_Z^\vee$ is a dual cone of some strongly convex cone $\sigma_Z \subset N_Q$ and $Z$ is canonically isomorphic to $Z_{\sigma_Z}$.

A toric surface $Z$ can be also described in terms of $M$-grading on $K[Z]$. A nonzero function $f \in K[Z]$ is homogeneous of degree $u \in M$ if and only if $T$ acts on $f$ by multiplication by character $\chi^u$. Then every homogeneous part of $K[Z]$ has dimension at most one.

A morphism between toric surfaces $\varphi : Z_1 \to Z_2$ is called toric if there exists a homomorphism of groups $\varphi_T : T \to T$ such that the following diagram is commutative:

$$
\begin{array}{ccc}
Z_1 & \overset{\varphi}{\longrightarrow} & Z_2 \\
\iota_{Z_1} \uparrow & & \uparrow \iota_{Z_2} \\
T & \overset{\varphi_T}{\longrightarrow} & T
\end{array}
$$

The map $\varphi_T$ induces a linear map of character lattices $\hat{\varphi} : M \to M$. Tensoring with $Q$ we obtain a map $\hat{\varphi}_Q : M_Q \to M_Q$. If $\sigma_1^\vee, \sigma_2^\vee \subset M$ are cones for $Z_1$ and $Z_2$ then $\hat{\varphi}_Q(\sigma_2) \subset \sigma_1$.

Conversely, given a linear map $\hat{\varphi} : M \to M$ with $\hat{\varphi}_Q(\sigma_2) \subset \sigma_1$ we have a unique toric morphism $\varphi : Z_1 \to Z_2$, which induces $\hat{\varphi}$.

2.3. Demazure roots. A derivation $\delta$ on a commutative algebra $A$ is called locally nilpotent if for every element $f \in A$, there exists a positive integer $n$ such that $\delta^n(f) = 0$. For a toric surface $Z$, the locally nilpotent derivation $\delta$ on $K[Z]$ is called homogeneous if it maps homogeneous elements to homogeneous. There exists a unique element $e \in M$ called the degree of $\delta$ such that $\delta(\chi^u) = c(u)\chi^{u+e}$, where $c(u)$ is an element of $K$, which depends on $u$.

Homogeneous locally nilpotent derivations on a toric surface have a nice combinatorial description. Let $\sigma \subset N$ be a two-dimensional strongly convex cone. Let $p_1$ and $p_2$ be the ray generators of $\sigma$, that is, the primitive lattice points on two edges of $\sigma$.

**Definition 2.1.** An element $e \in M$ is called a Demazure root associated to $p_i$ if $\langle e, p_i \rangle = -1$, and $\langle e, p_j \rangle \geq 0$ for $j \neq i$.

A Demazure root $e$ associated to $p_i$ defines a locally nilpotent derivation $\delta_e$ by

$$
\delta_e(\chi^u) = \langle e, p_i \rangle \chi^{u+e}.
$$

**Example 2.2.** Let $\sigma \subset N$ be a strongly convex cone with ray generators $p_1 = (1,0)$ and $p_2 = (-b, a)$ for integers $b \geq 0$ and $a > 0$. The Demazure roots associated to $p_1$, are given by

$$
e_\ell = (-1, \ell) \in M$$

for $a\ell + b \geq 0$.

2.4. Algebraic monoids. An affine algebraic monoid is an affine variety $X$ together with a multiplication morphism $\mu : X \times X \to X$ and a unit $\eta : \text{Spec } K \to X$, which together satisfy the axioms of an associative product with unit. Equivalently, the algebra $K[X]$ is a bialgebra with a comultiplication $\mu^*$ and a counit $\eta^*$.

The subgroup of invertible elements of $X$ is denoted by $G(X)$.

**Proposition 2.3.** The group of invertible elements $G(X)$ is an affine open subset of the affine algebraic monoid $X$. 
Proof. By Theorem 1 in [10], \( G(X) \) is an open subset of \( X \). It is well known that every quasi-affine algebraic group is affine (see [12, Theorem 8.5.4]), so \( G(X) \) is an affine open subset. \( \square \)

Example 2.4. Let \( \sigma \subset N \) be a strongly convex cone. Suppose that \( p \in N \) is a ray generator of \( \sigma \) and \( e \in M \) is a Demazure root, associated to \( p \). Then the formula

\[
\chi^u \mapsto \chi^u \otimes \chi^u (1 \otimes \chi^e + \chi^e \otimes 1)^{(p_u, u)}
\]

defines a comultiplication on \( \mathbb{K}[\sigma^\vee \cap M] \). We call it the Dzhumusov-Zaitseva comultiplication. This comultiplication turns \( Z_{\sigma} \) into a monoid. These monoids were studied in [4].

2.5. **Two-dimensional solvable groups.** In order to classify noncommutative two-dimensional monoids we should start with two-dimensional groups. Fortunately, all such groups are well-known and can be described easily.

**Notation.** For every positive integer \( n \) we denote by \( G_n \) the semidirect product \( G_a \rtimes G_m \), where \( G_m \) acts on \( G_a \) by multiplication on \( n \)-th power. Explicitly, the product in \( G_n \) is given by

\[
(\alpha_1, \tau_1) \cdot (\alpha_2, \tau_2) = (\alpha_1 + \tau^n \alpha_2, \tau_1 \tau_2).
\]

The group algebra of \( G_n \) is \( \mathbb{K}[x, y, y^{-1}] \), where \( x \) is a coordinate on \( G_a \) and \( y \) is a coordinate on \( G_m \). The comultiplication is given by

\[
x \mapsto x \otimes 1 + y^n \otimes x,
\]

\[
y \mapsto y \otimes y.
\]

On an arbitrary monomial \( x^a y^b \) with integer \( b \) and non-negative integer \( a \) we have

\[
x^a y^b \mapsto (x \otimes 1 + y^n \otimes x)^a (y \otimes y)^b.
\]

**Proposition 2.5.** Let \( G \) be a two-dimensional noncommutative connected linear algebraic group. Then \( G \) is isomorphic to \( G_n \) for some positive integer \( n \).

**Proof.** The group \( G \) is isomorphic to a semidirect product of reductive and solvable subgroups by Levi-Malcev decomposition. By the classification of reductive groups we deduce that \( G \) is solvable.

If \( G \) is unipotent, then it has a center of dimension at least one. But \( G \) has dimension two, so it is commutative. That means that \( G \) is not unipotent.

By the structure theorem for solvable groups, \( G \) is a semidirect product of its maximal torus and the unipotent radical. Both must have dimension 1 so it is a semidirect product of \( G_m \) and \( G_a \), which is isomorphic to \( G_n \) for some \( n \). For the details about the structure of solvable groups see [6, Chapter VII]. \( \square \)

**Proposition 2.6.** The center \( Z(G_n) \) of the group \( G_n \) is a cyclic group of order \( n \). It is generated by an element \( (0, \xi_n) \), where \( \xi_n \) is a primitive \( n \)-th root of unity. Moreover, if \( C_m \subset Z(G_n) \) is a subgroup of order \( m \), then

\[
G_n/C_m \cong G_k,
\]

where \( k = n/m \).

**Proof.** Suppose that \( (\alpha, \tau) \) lies in the center of \( G_n \). For an arbitrary \( (\alpha', \tau') \in G_n \), we have

\[
(\alpha, \tau) \cdot (\alpha', \tau') = (\alpha', \tau') \cdot (\alpha, \tau),
\]

so

\[
(\alpha + \tau^n \alpha', \tau \tau') = (\alpha' + \tau^n \alpha, \tau \tau').
\]
Thus, we have $\alpha = 0$ and $\tau^n = 1$. It follows that the center consists of elements of the form $(0, \tau)$ with $\tau^n = 1$ so it is generated by $(0, \xi_n)$.

The subgroup $C_m \subset Z(G_n)$ is generated by the element $(0, \xi_m)$ where $\xi_m = \xi^k$. Define a surjective homomorphism $\pi: G_n \rightarrow G_k$ by $\pi(\alpha, \tau) = (\alpha, \tau^m)$. Let us check that $\pi$ is a group homomorphism. For $(\alpha, \tau), (\alpha', \tau') \in G_n$, we have

$$\pi((\alpha, \tau) \cdot (\alpha', \tau')) = \pi(\alpha + \tau^n \alpha', \tau \tau') = \pi(\alpha + \tau^n \alpha', \tau^m \tau') = \pi(\alpha, \tau) \cdot \pi(\alpha', \tau').$$

The kernel of $\pi$ consists of the elements of the form $(0, \tau)$ with $\tau^m = 1$, so $\ker \pi = C_m$. Thus, $\pi$ descends to the isomorphism $G_n/C_m \cong G_k$.

\[\text{Corollary 2.7.} \quad \text{The groups } G_n \text{ and } G_n' \text{ are isomorphic if and only if } n = n'.\]

3. Noncommutative monoid structures on normal affine surfaces

The aim of this work is to classify and to study noncommutative monoid structures on normal affine algebraic surfaces. Combining Propositions 2.3 and 2.5, we deduce that every such surface admits an embedding of the group $G_n$ as an open subset such that the actions of $G_n$ on itself both by right and left multiplication extends to the action on the whole surface. In the next paragraph we classify all such embeddings.

3.1. Classification in terms of convex cones. First of all, let us learn more about left and right actions of $G_n$ on itself. Define a map $\rho_n: G_n \times G_n \rightarrow \text{Aut}(G_n)$ as

$$\rho_n(g_1, g_2)(g) = g_1 gg_2^{-1}$$

for $g_1, g_2, g \in G_n$. The kernel of this map is the diagonal embedding of the center $\Delta(Z(G_n)) \subset G_n \times G_n$. Thus, the image is a four-dimensional linear algebraic group with a maximal torus of dimension 2.

**Proposition 3.1.** There is an embedding of the two-dimensional torus $\nu: T = \mathbb{G}_m^2 \hookrightarrow \rho_n(G_n \times G_n)$ such that

$$\nu((t_1, t_2)) \cdot (\alpha, \tau) = (t_1^{-1} \alpha, t_2^{-1} \tau)$$

for $(t_1, t_2) \in T$ and $(\alpha, \tau) \in G_n$. This action endows $G_n$ with the structure of a toric surface.

**Proof.** The action of an element $\rho_n((0, \tau_1) \times (0, \tau_2))$ on $(\alpha, \tau)$ is given by

$$(0, \tau_1)(\alpha, \tau)(0, \tau_2^{-1}) = (\tau_1^n \alpha, \tau_1 \tau_2^{-1} \tau).$$

Thus, we can take $\nu((t_1, t_2)) = \rho((0, t_1^{-\frac{1}{n}}) \times (0, t_1^{-\frac{1}{n}} t_2))$. The kernel of $\rho$ consists of elements of the form $(0, \xi) \times (0, \xi)$ with $\xi^n = 1$, so the choice of $n$-th root does not affect the definition. The action is effective, so it turns $G_n$ into a normal toric surface. \[\square\]

Speaking of $G_n$ as a toric surface we always assume the toric structure from Proposition 3.1 above. The grading on $\mathbb{K}[G_n] = \mathbb{K}[x, y, y^{-1}]$ is given by $\deg x = (1, 0)$, $\deg y = (0, 1)$. Cones for toric surfaces $G_n$ are given by

$$\sigma_{G_n} = \{(a, 0) \in \mathbb{Q}^2 : a \geq 0\},$$

$$\sigma_{G_n}^\vee = \{(a, b) \in \mathbb{Q}^2 : a \geq 0, b \in \mathbb{Q}\}. \quad (2)$$

Now we are ready for one of the main results.

**Theorem 3.2.** Every two-dimensional (not necessarily normal) affine algebraic monoid admits a toric structure.
Proof. The case of normal commutative monoids was proved in [4, Theorem 4]. However, the statement is also true without this assumption. Suppose that $X$ is a commutative two-dimensional affine algebraic monoid. If $G(X)$ is a two-dimensional torus, then $X$ is toric by definition. If the maximal torus of $G(X)$ is trivial then $G(X)$ is unipotent. By [12, Theorem 7.2.1] the orbits of $G(X)$ acting on $X$ are closed. Since $G(X)$ is open in $X$, we have $X = G(X) \cong \mathbb{G}_a^2$, which is toric.

Assume now that $G(X)$ has the maximal torus of dimension one, so $G(X) \cong \mathbb{G}_a \times \mathbb{G}_m$. The algebra of functions on $G(X)$ is isomorphic to $\mathbb{K}[x, y, y^{-1}]$ with the induced action of $G(X)$ given by

$$(\alpha, \tau) \cdot x^a y^b = \tau^{-b}(x - \alpha)^a y^b$$

for $(\alpha, \tau) \in \mathbb{G}_a \times \mathbb{G}_m$ and integers $a \geq 0$, $b$.

The algebra of functions $\mathbb{K}[X]$ on $X$ is a subalgebra of $\mathbb{K}[G(X)]$. The action of $G(X)$ on itself extends to the whole $X$, so $\mathbb{K}[X]$ is invariant under the action of $G(X)$. The action of $\mathbb{G}_m \subset G(X)$ induces a grading on $\mathbb{K}[G(X)]$ with $\deg(x^a y^b) = -b$ and $\mathbb{K}[X]$ is a graded subalgebra.

Take an arbitrary homogeneous element $f \in \mathbb{K}[X]$. It has the form $f = y^b g(x)$, where $g(x)$ is a polynomial in $x$. The action of $\mathbb{G}_a \subset G(X)$ on $f$ is given by $(\alpha, 0) \cdot f = y^b g(x - \alpha)$. The polynomials of the form $g(x - \alpha)$ for $\alpha \in \mathbb{R}$ span the vector subspace of polynomials of degree not greater than the degree of $g$. This means that $x^a y^b \in \mathbb{K}[X]$ for $a \leq \deg g$. In other words, all the monomials in $f$ are in $\mathbb{K}[X]$. It follows that $\mathbb{K}[X]$ is the linear span of monomials $x^a y^b \in \mathbb{K}[X]$ and the grading $\deg(x^a y^b) = (-a, -b)$ defines a toric structure on $X$. This proves the commutative case.

Now we may assume that $X$ is a noncommutative two-dimensional affine algebraic monoid. The group of invertible elements $G(X)$ is a two-dimensional noncommutative connected linear algebraic group, so it is isomorphic to $G_n$ for some $n$ by Proposition 2.5.

Since $\rho(G_n \times G_n)$ is given by right and left multiplications, every automorphism from $\rho(G_n \times G_n)$ extends uniquely to an automorphism of $X$. The toric structure on $G_n$ from Proposition 3.1 is given by an appropriate embedding $T \hookrightarrow \rho(G_n \times G_n)$, so the action of $T$ also extends to $X$.

\[\square\]

Corollary 3.3. Let $X$ be an algebraic monoid with the group of invertible elements isomorphic to $G_n$. There exists a toric structure on $X$ such that the inclusion $G_n \hookrightarrow X$ is toric.

Proof. It follows immediately from the proof of Theorem 3.2. \[\square\]

From now on we fix $n$ and assume that $X$ is a normal affine monoid with the group of invertibles $G_n$. Thus, $X$ is given by the strongly convex cone $\sigma_X \supseteq \sigma_{G_n}$ in $N$ or equivalently by $\sigma_X^\circ \subset \sigma_{G_n}^\circ$ in $M$. We are more interested in the cone $\sigma_X^\circ \subset M$ and we obtain a classification of monoids from the classification of such cones with additional conditions.

So far, we used only left and right $\mathbb{G}_m$ actions on $X$. Action of $\mathbb{G}_a \subset G_n$ on $G_n$ by left and right multiplications induces two locally nilpotent derivations on $\mathbb{K}[G_n] = \mathbb{K}[x, y, y^{-1}]$. Let us write down the action of the element $(\alpha, 0) \in G_n$ on the element $(\alpha_1, \tau_1)$:

$$(\alpha, 1) \cdot (\alpha_1, \tau_1) = (\alpha + \alpha_1, \tau_1),$$

$$(\alpha_1, \tau_1) \cdot (\alpha, 1) = (\alpha_1 + \tau^n \alpha, \tau_1).$$

Hence, the induced derivations are proportional to $\partial_x$ and $y^n \partial_x$ respectively.
Notation. We denote by $\delta_l$ and $\delta_r$ locally nilpotent derivations on $K[G_n]$ given by $\delta_l = \partial_x$ and $\delta_r = y^n \partial_x$. These locally nilpotent derivations are induced by left and right $G_n$ actions on $G_n$.

Remark 3.4. Note that these derivations are defined up to scalar. This scalar depends on the choice of parametrization of $G_n$ in $G_n$.

The actions of $G_n$ extends to the whole $X$, so $K[X]$ should be invariant for $\delta_l$ and $\delta_r$. We use this fact for the next lemma. Recall that the group algebra of $G_n$ is identified with the semigroup algebra $K[\sigma_{G_n}^\vee \cap M]$, where $\sigma_{G_n}^\vee$ is defined in (2). Every subcone $\sigma^\vee \subset \sigma_{G_n}^\vee$ defines a graded subalgebra $K[\sigma^\vee \cap M] \subset K[G_n]$.

Lemma 3.5. Let $\sigma^\vee \subset \sigma_{G_n}^\vee$ be a convex cone. Then $K[\sigma^\vee \cap M]$ is a subalgebra in $K[G_n]$ and the following are equivalent.

1. The comultiplication on $K[G_n]$ restricts to a comultiplication on $K[\sigma^\vee \cap M]$.
2. For every lattice point $(a, b)$ in $\sigma^\vee$ the points $(0, b)$ and $(0, b + na)$ are also in $\sigma^\vee$.

Proof. The point $(a, b)$ is in the cone $\sigma^\vee$ if and only if $x^a y^b \in K[\sigma^\vee \cap M]$.

First, suppose that (1) holds. Then the derivations $\delta_l$ and $\delta_r$ also restrict to $K[\sigma^\vee \cap M]$ and we can write

$$
\delta_l^a x^a y^b = a! y^b,
\delta_r^a x^a y^b = a! y^{b+na}.
$$

That means that $(0, b)$ and $(0, b + na)$ are in $\sigma^\vee$.

Now suppose that (2) holds. Let us expand the brackets in the formula for comultiplication (1):

$$
x^a y^b \mapsto (x \otimes 1 + y^n \otimes x)^a(y \otimes y)^b = \sum_{i=0}^{a} \binom{a}{i} x^{a-i} y^{b+ni} \otimes x^i y^b.
$$

Since $\sigma^\vee$ is convex and it contains points $(a, b)$, $(0, b)$, and $(0, b + na)$, it also contains the points $(a - i, b + ni)$ and $(i, b)$ for $0 \leq i \leq a$. It follows that the comultiplication restricts to $K[\sigma^\vee \cap M]$. \hfill \Box

We are going to introduce a notation for subcones of $\sigma_{G_n}^\vee$, which satisfy the second condition of Lemma 3.5. We will eventually find out that the corresponding toric surfaces are pairwise non-isomorphic noncommutative monoids.

Construction 3.6. Fix a positive integer $n$. Suppose that $a > 0$ and $b \geq 0$ are integers and gcd$(a, b) = 1$. We define series of subcones of $\sigma_{G_n}^\vee$.

1. We denote by $\sigma^\vee(n, a, b)$ the subcone of $\sigma_{G_n}^\vee$, generated by rays $(0, 1)$ and $(a, b)$. Then, $K[\sigma^\vee(n, a, b) \cap M]$ is a subalgebra of $K[G_n]$ and we denote the corresponding surface as $X_n^{a,b} = \text{Spec} K[\sigma^\vee(n, a, b) \cap M]$.
2. We denote by $\overline{\sigma}^\vee(n, a, b)$ the subcone of $\sigma_{G_n}^\vee$, generated by rays $(0, -1)$ and $(a, -na - b)$. Then, $K[\overline{\sigma}^\vee(n, a, b) \cap M]$ is a subalgebra of $K[G_n]$ and we denote the corresponding surface as $Y_n^{a,b} = \text{Spec} K[\overline{\sigma}^\vee(n, a, b) \cap M]$.

Note that, by definition, $X_n^{a,b}$ and $Y_n^{a,b}$ come with a natural open embedding of $G_n$.

Proposition 3.7. The multiplication on $G_n$ extends to a multiplication on $X_n^{a,b}$ or $Y_n^{a,b}$. Hence $X_n^{a,b}$ and $Y_n^{a,b}$ are monoids.
Proof. It is enough to prove that the cones $\sigma^\vee(n, a, b)$ and $\tilde{\sigma}^\vee(n, a, b)$ satisfy the second condition of Lemma 3.5.

First, let us consider the case of $\sigma^\vee(n, a, b)$. Every point $(a', b')$ in $\sigma^\vee(n, a, b)$ has $b' > 0$. Moreover, every point of the form $(0, b'')$ with $b'' \geq 0$ lies in $\sigma^\vee(n, a, b)$. Hence, if $(a', b')$ in $\sigma^\vee(n, a, b)$, then $(0, b')$ and $(0, b' + na')$ are in $\sigma^\vee(n, a, b)$.

The case of $\tilde{\sigma}^\vee(n, a, b)$ is a bit more complicated. Again all the points of the form $(0, b'')$ with $b'' \leq 0$ lie in $\tilde{\sigma}^\vee(n, a, b)$. For every point $(a', b')$ in $\tilde{\sigma}^\vee(n, a, b)$ we have $b' \leq -na'$, hence both $b'$ and $b' + na'$ are non-positive. Thus, the cone $\tilde{\sigma}^\vee(n, a, b)$ also satisfies the second condition of Lemma 3.5.

We now want to prove that $X_n^{a,b}$ and $Y_n^{a,b}$ are pairwise non-isomorphic. To do this let us introduce a sequence of invariants of monoids associated to image ideals of $\delta_l$.

Let $X$ be an algebraic monoid with the group of invertible elements $G_n$. The locally nilpotent derivation $\delta_l$ on $\mathbb{K}[G_n]$ restricts to a locally nilpotent derivation on $\mathbb{K}[X_]$. Then the subspace $\ker(\delta_l) \cap \delta_l^k(\mathbb{K}[X])$ is an ideal in $\ker(\delta_l) \cap \mathbb{K}[X]$. It is called the $k$-th image ideal of $\delta_l$ (see [5, Proposition 1.9]).

Notation. We denote by $\mathcal{L}_k(X)$ the codimension of $k$-th image ideal of $\delta_l$:

$$\mathcal{L}_k(X) = \dim \frac{\ker(\delta_l) \cap \mathbb{K}[X]}{\ker(\delta_l) \cap \delta_l^k(\mathbb{K}[X])}.$$ 

Note that, by Remark 3.4, the locally nilpotent derivation $\delta_l$ is defined up to scalar. However, the definition of $\mathcal{L}_k(X)$ does not depend on this constant.

Lemma 3.8. For monoids $X_n^{a,b}$ and $Y_n^{a,b}$ we have

$$\mathcal{L}_k(X_n^{a,b}) = \left\lceil \frac{k}{b} \right\rceil,$$

$$\mathcal{L}_k(Y_n^{a,b}) = \left\lceil \frac{k}{a} \right\rceil + nk$$

where $\lceil \cdot \rceil$ denotes the ceiling function.

Proof. In case of $X = X_n^{a,b}$ the kernel $\ker(\delta_l) \cap \mathbb{K}[X]$ is equal to $\mathbb{K}[y]$. Thus, the ideal $\ker(\delta_l) \cap \delta_l^k(\mathbb{K}[X])$ is the linear span of the elements of the form $\delta_l^k(x^ky^{a'}) = k! y^{a'}$. Hence,

$$\mathcal{L}_k(X) = \min\{a' \geq 0 : (k, a') \in \sigma^\vee(n, a, b)\} = \left\lfloor \frac{k}{b} \right\rfloor.$$ 

The case of $X = Y_n^{a,b}$ is treated in a similar way.

We can now use invariants $\mathcal{L}_k$ to distinguish between different non-isomorphic monoids.

Proposition 3.9. The monoids from Construction 3.6 are pairwise non-isomorphic.

Proof. Two monoids are not isomorphic if their groups of invertible elements are not isomorphic, so we may fix $n$.

Consider monoids $X_n^{a,b}$ and $X_n^{a',b'}$ for $(a, b) \neq (a', b')$ with integers $a, a' > 0, b, b' \geq 0$, and $\gcd(a, b) = \gcd(a', b') = 1$. By Lemma 3.8 we have $\mathcal{L}_{\gcd(a', b')}(X_n^{a,b}) = a'b$ and $\mathcal{L}_{\gcd(a', b')}(X_n^{a',b'}) = ab'$. Since $\gcd(a, b) = \gcd(a', b')$, we have $a'b \neq ab'$, so the monoids $X_n^{a,b}$ and $X_n^{a',b'}$ are not isomorphic. The same argument works for $Y_n^{a,b}$.

It remains to show that $X = X_n^{a,b}$ and $Y = Y_n^{a',b'}$ are non-isomorphic. If $X$ and $Y$ were isomorphic then there would be an isomorphism between the algebras $\mathbb{K}[X]$ and $\mathbb{K}[Y]$ such that the derivations $\delta_l, \delta_r$ on $\mathbb{K}[X]$ map to the corresponding derivations on $\mathbb{K}[Y]$. The
element \(x^n\) of \(K[X]\) has the property that \(\delta_x = x^n\delta_{x^0}\) but there is no such element in \(K[Y]\). So there is no isomorphism between \(K[X]\) and \(K[Y]\), which preserves \(\delta_x\) and \(\delta_y\).

We are now ready for the main classification result.

**Theorem 3.10.** Let \(X\) be a normal affine two-dimensional noncommutative algebraic monoid. Then \(X\) is isomorphic to one of the following.

1. The group \(G_n\) for the unique \(n\).
2. The monoid \(X_{a,b}^n\) for the unique integers \(n > 0, a > 0,\) and \(b \geq 0\) with \(\gcd(a, b) = 1\).
3. The monoid \(Y_{a,b}^n\) for the unique integers \(n > 0, a > 0,\) and \(b \geq 0\) with \(\gcd(a, b) = 1\).

**Proof.** If \(X\) is a group, then, by Proposition 2.5, it is isomorphic to \(G_n\) for the unique \(n\).

So, we assume that \(X\) is not a group and \(G(X) \cong G_n\) for some \(n\). Fix an embedding of the group of invertible elements \(G_n \to X\). Then, by Corollary 3.3, the toric structure on \(G_n\) extends to a toric structure on \(X\) and \(K[X]\) is obtained from a convex two-dimensional proper subcone \(\sigma_X^\vee \subset \sigma_{G_n}^\vee\). Moreover, the subcone \(\sigma_X^\vee\) satisfies the second condition of Lemma 3.5.

Particularly, \(\sigma_X^\vee\) has points on \(y\)-axis, so either \((0, 1)\), or \((0, -1)\) are in \(\sigma_X^\vee\). Since \(\sigma_X^\vee\) is a proper subcone of \(\sigma_X^\vee\), only one of these points is in \(\sigma_X^\vee\).

Suppose that \((0, 1) \in \sigma_X^\vee\). If \((a', b') \in \sigma_X^\vee\), then \((0, b')\) is in \(\sigma_X^\vee\), so \(b' \geq 0\). So, there are unique \(a\) and \(b\) such that \(\sigma_X^\vee = \sigma_X^\vee(n, a, b)\) and \(X\) is isomorphic to \(X_{a,b}^n\).

Suppose now that \((0, -1) \in \sigma_X^\vee\). If \((a', b') \in \sigma_X^\vee\), then \((0, b' + na')\) is in \(\sigma_X^\vee\), so \(b' \leq -na'\). Again, there are unique \(a\) and \(b\) such that \(\sigma_X^\vee = \tilde{\sigma}_X^\vee(n, a, b)\).

**Corollary 3.11.** Every noncommutative monoid structure on the affine space \(A^2\) up to isomorphism is given on elements \((x_1, y_1), (x_2, y_2) \in A^2\) either by multiplication

\[
(x_1, y_1) \cdot (x_2, y_2) = (x_1y_2^b + y_1^{b+n}x_2, y_1y_2),
\]

or by

\[
(x_1, y_1) \cdot (x_2, y_2) = (x_1y_2^{b+n} + y_1^bx_2, y_1y_2)
\]

for some integers \(n > 0\) and \(b \geq 0\).

**Proof.** The toric surface is isomorphic to \(A^2\) if and only if ray generators of the corresponding cone \(\sigma_A^\vee\) form a basis of \(M\). Thus, all the noncommutative monoid structures on \(A^2\) are isomorphic to \(X_{1,b}^{1}\) or \(Y_{1,b}^{1}\).

The group algebra \(K[X_{1,b}^{1}]\) is generated freely by the elements \(y\) and \(xy^b\). Writing down the comultiplication we obtain

\[
xy^b \mapsto xy^b \otimes y^b + y^{b+n} \otimes xy^b,
\]

\[
y \mapsto y \otimes y.
\]

This comultiplication induces the first multiplication from the statement.

In case of \(Y_{1,b}^{1}\) we use the generators \(y^{-1}\) and \(xy^{-b-n}\) with comultiplication

\[
xy^{-b-n} \mapsto xy^{-b-n} \otimes y^{-b-n} + y^{-b} \otimes xy^{-b-n},
\]

\[
y^{-1} \mapsto y^{-1} \otimes y^{-1}.
\]

This comultiplication induces the second multiplication.

**Example 3.12.** Consider the monoid \(X_{2k+1}^n\) for integers \(n > 0, \ k \geq 0\). The algebra \(K[X_{2k+1}^n]\) has generators

\[
f_1 = y, \ f_2 = xy^{k+1}, \text{ and } f_3 = x^2y^{2k+1}
\]
with the only relation \( f_2^2 = f_1 f_3 \) (see [3, Example 1.1.6]). So \( X_{2k+1}^n \) is isomorphic to a closed subvariety of \( \mathbb{A}^3 \) given by \( \{ (x, y, z) \in \mathbb{A}^3 : xz = y^2 \} \).

The comultiplication is given by

\[
\begin{align*}
  f_1 &= y \mapsto y \otimes y = f_1 \otimes f_1, \\
  f_2 &= x y^{k+1} \mapsto x y^{k+1} \otimes y^{k+1} + y^{n+k+1} \otimes x y^{k+1} = f_2 \otimes f_1^{k+1} + f_1^{n+k+1} \otimes f_2, \\
  f_3 &= x^2 y^{2k+1} \mapsto x^2 y^{2k+1} \otimes y^{2k+1} + 2(xy^{n+2k+1} \otimes x y^{2k+1}) + y^{n+2k+1} \otimes x^2 y^{2k+1} = f_3 \otimes f_1^{2k+1} + 2(f_2 f_1^{n+k} \otimes f_2 f_1^k) + f_1^{n+2k+1} \otimes f_3.
\end{align*}
\]

Thus, the multiplication of the elements \((x_1, y_1, z_1), (x_2, y_2, z_2) \in X_{2k+1}^n \) is given by

\[
(x_1, y_1, z_1) \cdot (x_2, y_2, z_2) = (x_1 x_2, y_1 x_2^{k+1} + x_1^{n+k+1} y_2, z_1 x_2^{2k+1} + 2x_1^{n+k} y_1 x_2^k y_2 + x_1^{n+2k+1} z_2).
\]

Observe that here we can take \( n = 0 \) and obtain the commutative comultiplication from [4, Example 10].

3.2. Demazure roots and comultiplications. Now we are going to describe the monoid structures on the toric surface in terms of Demazure roots. We say that an algebraic monoid \( X \) has rank 1, if the maximal torus of \( G(X) \) is one-dimensional. We have already seen that all noncommutative two-dimensional monoids have rank 1. This paragraph covers also commutative two-dimensional monoids of rank 1 as a special case.

Let \( \sigma \subset N \) be a strongly convex two-dimensional cone. Suppose that \( p \in N \) is a ray generator of \( \sigma \) and \( e \in M \) is a Demazure root associated to \( p \). Let \( v \) be a ray generator of \( \sigma^\vee \), dual to \( p \), that is, \( \langle p, v \rangle = 0 \). We need the following lemma.

**Lemma 3.13.** The pair \((-e, v)\) form a basis of \( M \).

**Proof.** Take arbitrary \( w \in M \). Observe that \( w + \langle p, w \rangle e \) is orthogonal to \( p \). Since \( v \) is primitive, \( w + \langle p, w \rangle e \) equals \( b v \) for some integer \( b \) and \( w = b v - \langle p, w \rangle e \). It follows that every vector can be expressed as a sum of \( -e \) and \( v \) with integer coefficients, hence \((-e, v)\) is a basis of \( M \). \( \square \)

In the basis from Lemma 3.13 we have \( \delta_e = \partial_x \) for \( x = \chi^{(1,0)} \). This basis plays a crucial role in the proof of the next theorem.

**Theorem 3.14.** Suppose that \( \sigma \subset N \) is a strongly convex two-dimensional cone with ray generators \( p_1 \) and \( p_2 \). Let \((e_1, e_2)\) be a pair of Demazure roots associated to \( p_i \) for some fixed \( i \). The map

\[
\chi^u \mapsto \chi^u \otimes \chi^u (1 \otimes \chi^{e_1} + \chi^{e_2} \otimes 1)^{(p_i, u)}
\]

defines a comultiplication on \( \mathbb{K}[Z_\sigma] \) and the corresponding monoid structure on \( Z_\sigma \) has rank 1. Every monoid structure of rank 1 on \( Z_\sigma \) is isomorphic to such structure for some pair \((e_1, e_2)\).

**Proof.** In case \( e_1 = e_2 \) we obtain a cocommutative comultiplication from [4, Theorem 3]. It is proved there that every commutative monoid structure is isomorphic to one of this form (see also Example 2.4). So, we may assume that \( e_1 \neq e_2 \).

Formula (3) does not depend on the basis. So we may use Lemma 3.13 and take the basis \((-e_1, v_i)\), where \( v_i \) is the ray generator of \( \sigma^\vee \), dual to \( p_i \). In this basis, the second ray generator of \( \sigma^\vee \) has the form \((a, b)\) for \( a > 0 \). The ray generator \( p_j \) for \( j \neq i \) is given by \((-b, a)\) in the dual basis. The second Demazure root has the form \( e_2 = (-1, n) \) for some
nonzero integer \( n \). The nonnegativity condition in the definition of Demazure roots implies two inequalities:

\[ \langle p_j, e_1 \rangle = b \geq 0, \]

and

\[ \langle p_j, e_2 \rangle = b + na \geq 0. \]

We now have two possible cases depending on the sign of \( n \).

If \( n > 0 \), write \( x \) for \( \chi^{(1,0)} \) and \( y \) for \( \chi^{(0,1)} \). Then formula (3) transforms into

\[ x^a y^b \mapsto x^{a'} y^{b'} \odot x^{a''} y^{b''} (1 \odot x^{-1} + x^{-1} y^n \odot 1)^{a'} = (y \odot y)^{b'} (x \odot 1 + y^n \odot x)^{a'}, \]

which is the same as the comultiplication in (1). Since the cone \( \sigma^v \) has ray generators \((a, b)\) and \((0, 1)\) with \( a > 0 \) and \( b \geq 0 \), this is a comultiplication, which turns \( Z_\sigma \) into a monoid, which is isomorphic to \( X_n^{a,b} \).

Suppose now that \( n < 0 \). This time write \( x \) for \( \chi^{(1,0)} \) and \( y \) for \( \chi^{(0,-1)} \). Using the same argument, we obtain the comultiplication in (1) and the corresponding monoid structure is isomorphic to \( Y_n^{a,b+na} \).

Let \( \tilde{\tau} : M_Q \to M_Q \) be the linear map, which swaps the ray generators of \( \sigma^v \).

**Corollary 3.15.** If \( \tilde{\tau}(M) \neq M \), then all the monoid structures on \( Z_\sigma \) from Theorem 3.14 are pairwise non-isomorphic. If \( \tilde{\tau}(M) = M \), then the only isomorphisms are between the monoid structures induced by pairs \((e_1, e_2)\) and \( (\tilde{\tau}(e_1), \tilde{\tau}(e_2)) \).

**Proof.** Again, the commutative case is proven in [4, Corollary 1], so we consider pairs of non-equal Demazure roots. We have seen in the proof of Theorem 3.14 that a noncommutative monoid defined by a pair of Demazure roots is isomorphic to \( X_n^{a,b} \) or \( Y_n^{a,b} \). What is more important that the isomorphism from the proof is toric. This implies that if two such monoids are isomorphic then the isomorphism can be chosen to be toric.

If \((e_1, e_2)\) and \((e'_1, e'_2)\) are non-equal pairs of Demazure roots associated to a single ray generator \( p_i \), then they are not isomorphic, since there is no toric automorphism, which maps \((e_1, e_2)\) to \((e'_1, e'_2)\).

If \((e_1, e_2)\) and \((e'_1, e'_2)\) are associated to different ray generators, then the only possible toric automorphism, which maps \((e_1, e_2)\) to \((e'_1, e'_2)\) should be induced by \( \tilde{\tau} \). But \( \tilde{\tau} \) induces an automorphism if and only if \( \tilde{\tau}(M) = M \).

**Remark 3.16.** Note that there is an inaccuracy in the second part of [4, Corollary 1]. It states that there are infinitely many non-isomorphic commutative monoid structures on the surface with one-dimensional cone. The variety corresponding to one-dimensional cone is \( \mathbb{A}^1 \times \mathbb{K}^\times \). Every commutative monoid structure of rank one on this variety should be isomorphic to the group \( G_a \times G_m \). That is why we assume that the cone is full-dimensional in Theorem 3.14.

## 4. Algebraic Properties of Monoids

### 4.1. Opposite monoids.

Let \( X \) be an algebraic monoid. By \( X^{op} \) we denote the opposite algebraic monoid. It is isomorphic to \( X \) as an algebraic variety and the multiplication is given by reversing the order:

\[ x^{op} y^{op} = (yx)^{op}, \]
where \( x, y \in X \) and \( -\text{op} \) is the canonical variety isomorphism from \( X \) to \( X^{\text{op}} \). Note that \( X \) is canonically isomorphic to \( (X^{\text{op}})^{\text{op}} \) with respect to the map \( (-\text{op})^{\text{op}} \). Every group is isomorphic to its opposite via the inversion map \( x \mapsto (x^{-1})^{\text{op}} \).

Let \( \mu_X : K[X] \to K[X] \otimes K[X] \) be a comultiplication for \( X \). We can identify the algebra \( K[X^{\text{op}}] \) with \( K[X] \). Then the comultiplication for \( X^{\text{op}} \) is given by \( \mu_{X^{\text{op}}} = \kappa \circ \mu_X \), where \( \kappa(f \otimes g) = g \otimes f \) for \( f, g \in K[X] \).

**Proposition 4.1.** The monoid \( Y_n^{a,b} \) is isomorphic to the opposite of \( X_n^{a,b} \):

\[
Y_n^{a,b} \cong (X_n^{a,b})^{\text{op}}.
\]

**Proof.** Let \( \hat{\varphi} : M \to M \) be the lattice automorphism given by \( \varphi(0, 1) = (0, -1) \) and \( \varphi(1, 0) = (1, -n) \). Since \( \hat{\varphi}_Q(\varphi(\alpha \beta m, a, b)) = \varphi(\alpha \beta m, a, b) \), it induces a variety isomorphism \( \varphi : Y_n^{a,b} \to X_n^{a,b} \).

Let \( x^a y^b \) be a monomial in \( K[X_n^{a,b}] \). The comultiplication on it is given by (1):

\[
x^a y^b \mapsto (x \otimes 1 + y^n \otimes x)^a(y \otimes y)^b.
\]

The isomorphism \( \hat{\varphi} \) maps \( x^a y^b \) to \( \varphi^*(x^a y^b) = x^a y^{-na-b} \). The comultiplication on \( \varphi^*(x^a y^b) \) is given by

\[
x^a y^{-na-b} \mapsto (x \otimes 1 + y^n \otimes x)^a(y \otimes y)^{-na-b} = (x \otimes y^{-n} + 1 \otimes x)^a(y \otimes y)^{-b},
\]

which is opposite to the comultiplication on \( x^a y^b \):

\[
\varphi^*((x \otimes 1 + y^n \otimes x)^a(y \otimes y)^b) = (x \otimes 1 + y^{-n} \otimes x)^a(y \otimes y)^{-b}.
\]

Till the end of the section we will study algebraic properties of \( X_n^{a,b} \). Their counterparts for \( Y_n^{a,b} \) can be obtained automatically due to the isomorphism \( Y_n^{a,b} \cong (X_n^{a,b})^{\text{op}} \).

4.2. Central subgroups and quotients. Recall from Proposition 2.6 that the center \( Z(G_n) \) of \( G_n \) is a cyclic subgroup of order \( n \).

**Proposition 4.2.** Let \( C_m \subset Z(G_{nm}) \) be a cyclic subgroup of order \( m \). The quotient of \( X_n^{a,b} \) by \( C_m \) is isomorphic to \( X_n^{a',b'} \), where \( a' = \frac{m}{\gcd(m, b)} a \) and \( b' = \frac{m}{\gcd(m, b)} b \).

**Proof.** The homomorphism \( \varphi : G_{nm} \to G_{mn}/C_m \cong G_n \) is toric and the corresponding lattice morphism \( \hat{\varphi} : M \to M \) satisfies \( \hat{\varphi}(1, 0) = (1, 0) \), \( \hat{\varphi}(0, 1) = (0, m) \). Moreover, \( \hat{\varphi}(a', b') = (a', mb') = \frac{m}{\gcd(m, b)}(a, b) \), so \( \hat{\varphi}_Q(\sigma(n, a', b')) = \sigma mn, a, b) \). We have a commutative diagram

\[
\begin{array}{ccc}
K[X_{mn}]^{C_m} & \subset & K[G_{mn}]^{C_m} \\
\uparrow^{\varphi^*} & & \uparrow^{\varphi^*} \\
K[X_n^{a',b'}] & \subset & K[G_n]
\end{array}
\]

with \( \varphi^* \) being an isomorphism. Since \( \hat{\varphi}_Q \) maps \( \sigma(n, a', b') \) bijectively onto \( \sigma mn, a, b \), \( \varphi^*|_{X_n^{a',b'}} \) is also an isomorphism. \( \square \)

As a special case, we obtain that every monoid is a quotient of a monoid on \( \mathbb{A}^2 \) from Corollary 3.11. Explicitly, we have \( X_{an}^{1,b}/C_a \cong X_n^{a,b} \).
4.3. **Boundary divisor.** For an algebraic monoid \( X \) we denote by \( R(X) \) the subset of non-invertible elements, so \( R(X) = X \setminus G(X) \). We call it the **boundary divisor.** Obviously, \( R(X) \) is closed. It turns out that in the two-dimensional case \( R(X) \) is irreducible as well. An element \( 0 \in R(X) \) is called zero if for every element \( x \in X \) we have \( x \cdot 0 = 0 \cdot x = 0 \).

**Theorem 4.3.** The following holds for the boundary divisor \( R = R(X_n^{a,b}) \) of \( X_n^{a,b} \) for integers \( a, b > 0 \):

1. \( R \) is a closed, irreducible subvariety, which is isomorphic to the affine line \( \mathbb{A}^1 \);
2. there is a zero \( 0 \in R \) and the restriction of the multiplication to \( R \) is given by
   \[ x \cdot y = 0 \]
   for \( x, y \in R \).
3. identify \( R \) with \( \mathbb{A}^1 \) such that the zero \( 0 \in R \) is identified with \( 0 \in \mathbb{A}^1 \). Then the action of the group \( G_n \subset X_n^{a,b} \) by left and right multiplications on \( R \) is given by
   \[ (\alpha, \tau) \cdot x = \tau^{b+an} x, \]
   \[ x \cdot (\alpha, \tau) = \tau^b x, \]
   for \( (\alpha, \tau) \in G_n \) and \( x \in R = \mathbb{A}^1 \).

**Proof.** We first give a proof for monoids on affine spaces as in Corollary 3.11. Then we use the isomorphism from Proposition 4.2.

Recall that the surface \( X_n^{a,b} \) is an affine plane if and only if \( a = 1 \). In this case, the multiplication is given by

\[ (x_1, y_1) \cdot (x_2, y_2) = (x_1 y_2^b + y_1^{b+an} x_2, y_1 y_2), \]

for \((x_i, y_i) \in \mathbb{A}^2\). The subgroup \( G_n \) is given by pairs \((\alpha, \tau) \in \mathbb{A}^2\) with nonzero \( \tau \). The set of non-invertible elements is

\[ R(X_n^{1,b}) = \{(x, 0) : x \in \mathbb{K}\}, \]

so \( R(X_n^{a,b}) \cong \mathbb{A}^1 \). This proves (1), while (2) and (3) are obvious from the multiplication formula above. The zero is given by \( 0 = (0, 0) \in R \).

To prove the general case consider the isomorphism \( X_n^{a,b} \cong X_n^{1,b}/C_a \) from Proposition 4.2. We have

\[ R(X_n^{a,b}) = R(X_n^{1,b}/C_a) \cong \mathbb{A}^1, \]

because the quotient of \( \mathbb{A}^1 \) by a cyclic group is always isomorphic to \( \mathbb{A}^1 \) itself. We also obtain (2) and (3), since the quotient preserves multiplication.

Theorem 4.3 says nothing about \( X_n^{1,0} \). This case is special. As a surface \( X_n^{1,0} \) is isomorphic to \( \mathbb{A}^2 \) with multiplication

\[ (x_1, y_1) \cdot (x_2, y_2) = (x_1 + y_n x_2, y_1 y_2), \]

The subset of non-invertible elements is also given by

\[ R(X_n^{1,0}) = \{(x, 0) : x \in \mathbb{K}\}, \]

but the multiplication is

\[ (x_1, 0) \cdot (x_2, 0) = (x_1, 0). \]

The group \( G_n \times G_n \) acts on \( X_n^{a,b} \) by right and left multiplications. For \( x \in X_n^{a,b} \) and \((g, h) \in G_n \), we have \((g, h) \cdot x = g x h^{-1} \).
Corollary 4.4. Let $X = X^{a,b}_n$ for positive integers $a, b$ with $\gcd(a, b) = 1$. There are three orbits of the action of $G_n \times G_n$ on $X$ for positive integers: the group $G_n \subset X^{a,b}_n$, $R(X^{a,b}_n) \backslash \{0\}$, and $\{0\}$.

Proof. It follows immediately from Theorem 4.3(3).
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