END-TO-END LSTM BASED ESTIMATION OF VOLCANO EVENT EPICENTER LOCALIZATION
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ABSTRACT

In this paper, an end-to-end based LSTM scheme is proposed to address the problem of volcano event localization without any a priori model relating phase picking with localization estimation. It is worth emphasizing that automatic phase picking in volcano signals is highly inaccurate because of the short distances between the event epicenters and the seismograph stations. LSTM was chosen due to its capability to capture the dynamics of time varying signals, and to remove or add information within the memory cell state and model long-term dependencies. A brief insight into LSTM is also discussed here. The results presented in this paper show that the LSTM based architecture provided a success rate, i.e., an error smaller than 1.0Km, equal to 48.5%, which in turn is dramatically superior to the one delivered by automatic phase picking. Moreover, the proposed end-to-end LSTM based method gave a success rate 18% higher than CNN.

1. INTRODUCTION

1.1 Volcano event location with P and S wave picking.

Locating sources of volcano-seismic signals is important for monitoring active volcano and understanding volcanic processes (Morioka, Kumagai & Maeda, 2017). Classical estimation of source seismic events is based on phase picking (Pardo, Garfias & Malpica, 2019). The most accurate method of phase selection is the visual inspection of the records by experts, who take advantage of the global information of each event, local clues for phase detection and comparison with records from other stations. However, this activity is highly time demanding.

The location of seismic events and, in particular, volcanic tectonic (VT) events, can be determined by triangulation if the distances of the event to at least 3 stations are known. The distances to each station can be determined, in principle, using the differences in the arrival time of the P and S waves combined with a propagation model (Stein & Wysession, 2009). In the case of VT events, it is possible to distinguish the arrival of P and S waves. As far as we know, the problem of the location of VT events with automatic phase picking has not been addressed or employed in the literature of exhaustively.

As mentioned above, given an event recorded at a station, it is possible to estimate the distance from the epicenter of the event to the sensor using the information about the arrival times of the P and S waves at the station. In a simplified case, a linear relationship between the difference in time between the arrival of the P and S waves and the epicenter-station distance can be applied, approximating the propagation speed to a constant. For this case, which is the simplest one, a circumference is drawn at each station where the event was detected, where the radius is
proportional to the P-S phase difference, and the intersection of these circles would be the location of the event. The more sensors that record the event, the better the location accuracy. This model does not consider the speed changes caused by the different materials that make up the propagation medium, which in turn compromises the method accuracy. More complex propagation models have been included in the last decades and the epicenter-station distance is no longer represented by a circle (Lomnitz, 1977; Fatolazadeh et al., 2020; Bondár et al., 2004). Also, due to the low energy of the signals, sensors need to be positioned in the vicinity of the volcano events to detect them.

Unlike VT events, the problem of automatic phase selection in earthquake tectonic seismic events has been widely addressed in the literature using STA / LTA detectors, kurtosis and asymmetry as shown in (Ross et al., 2014; Álvarez et al., 2013; F. Tan et al., 2019). In recent years, much of the research on automatic phase detectors has focused on deep learning due to the excellent results obtained such as those shown in (Zhu et al., 2019a; Mousavi et al., 2020; Tsai et al., 2018).

The accuracy of the proposed methods for automatic phase selection often depends on the database to which they are applied. In general, their performance depends on a high SNR to be able to discriminate the P and S waves. Furthermore, few of them are applicable to VTs (García, 2019). This may be because, in contrast with tectonic seismology, “when the earthquake source occurs in a volcano, the shallowness, proximity of the source, lower magnitude, and complex propagation path, among other factors, make the S-phase detection more difficult.” (García, 2019). Moreover, according to (Gasparini, Scarpa & Aki, 2012), “the structure inside a volcano is, probably, the most complex subject seismologists have ever encountered on Earth. It is extremely heterogeneous, anisotropic and absorptive with irregular interfaces and topography including cracks of all sizes and orientation. The source processes are also much more complicated than usual tectonic earthquakes, because they involve additional dynamics of gas and fluid magma in generating seismic signals, to be deciphered by seismologists.” As a result, localizing VT events is an open and challenging problem.

1.2 Volcano event location based on machine learning

To the best of our knowledge, the problem of VT event localization with machine learning has not been addressed in the literature exhaustively. In contrast, several methods have been proposed in earthquake seismology. In (Perol, Gharbi & Denolle, 2018) a technique based on CNN is presented using the time domain signals corresponding to the three channels of a single station. The location problem is approached as a classification one dividing the study area into six groups of approximately 100 km² each. They achieve a correct identification of clusters in 74.5% of the cases. In (Kriegerowski, M. et al 2019) a localization method of seismic events with CNN using signals from multiple stations with three channels each was proposed. The employed CNN architecture combines the time domain signals of the stations and obtains a prediction error of less than 200 m in 86% of the cases. In (Mosher & Audet, 2020), machine learning was used to detect and locate seismic events in the northern area of the San Andreas fault by using 76 stations separated by 162km in average. For this, only the vertical component of the seismographic records was employed. A multilayer perceptron neural network was trained, which obtained a 97.4% precision in detection. However, a grid was adopted for earthquake location, which carries a minimum intrinsic error of 4.33 km. In (Zhang, et al., 2020) small earthquakes induced by oil and gas industries are located with low SNR. A 22-layer CNN network was employed, to which the signals are input in the time domain as images. The network was trained with 1013 tagged events, where additional data augmentation was added. The average location error was equal to 4.9 km.
Various machine learning techniques have been applied to analyze volcanic seismic events. Approaches include support vector machines (SVM) (Masotti et al., 2006), hidden Markov models (HMM) (Cassisi et al., 2016; Quang et al., 2015), Gaussian mixture models (Cortés et al., 2014), and multilayer perceptron (MLP) (Esposito et al., 2018; Esposito et al., 2013). Deep learning approaches have also been applied and shown to outperform MLP, SVM, and random forest for the classification of volcanic seismic events (Bicego, Londoño-Bonilla & Orozco-Alzate, 2015). According to (Bicego, Londoño-Bonilla & Orozco-Alzate, 2015), the pre-training initialization of the DNN model was effective in supporting the training process. However, according to the authors, the resulting DNN cannot be applicable from one volcano to another one because of the intrinsic volcano process and event variability. In (Malfante et al., 2018) an analysis of the state-of-the-art in machine learning techniques for volcanic-seismic signals is presented. The problem is divided into stages of detection and classification. Even though the results are promising, the authors point out that the detection and classification of overlapped volcanic-seismic events in continuous records is a difficult task, particularly during an eruption. As can be seen, in volcanology deep learning has been employed mainly for the detection and classification of volcanic events and the epicenter location problem has been rather neglected. Some of the architectures used and their applications are described below.

Convolutional neural networks (CNN) have been used with great success for image recognition (Krizhevsky, Sutskever & Hinton, 2012; Simard, Steinkraus & Platt, 2003) and have also been applied in the field of volcanology. A CNN contains layers that convert the pixel intensities of an image and send them to the next layer. The last layer of the CNN generates the probabilities that the object being evaluated will fall into each class. In (Anantrasirichai et al., 2019), a CNN-based system is presented to detect volcano deformation in satellite images. The authors demonstrate that training with synthetic examples can enhance the ability of CNNs to detect volcano deformation. CNN has also been used in (Lara et al., 2021) for the detection and classification stages of an automatic recognition system for volcanic micro-earthquakes of the Cotopaxi Volcano. The system led to accuracies of 99% and 97% in the detection and classifications procedures, respectively.

### 1.3 Long Short-Term Memory neural networks

Recurrent neural networks (RNN) can translate input sequences into output sequences (LeCun, Bengio & Hinton, 2015; Schmidhuber, 2015) making use of temporal modeling capabilities. This makes the RNN suitable for processing volcanic-seismic events from seismic data, as this is a sequential problem involving complex and highly dimensional dynamic signals. In (Titos et al., 2019) RNN was employed for automatic detection and classification of volcano seismic signals. Surprisingly, RNNs have not been explored exhaustively to address the problem of volcano event epicenter localization.

For very long sequences, the gradient may disappear or explode when computing the derivatives of the error. This imposes restrictions when capturing long-term dependencies (Schmidhuber, 2015; Pascanu, Mikolov & Bengio, 2013). To overcome this problem, a recurring alternative known as long short-term memory (LSTM) was proposed in (Hochreiter & Schmidhuber, 1997).

LSTM has been used for the recognition system of volcanic-seismic events (Titos et al., 2018; Canario et al., 2020), identification of P waves in tectonic seismic data (Zhu et al., 2019b) and prediction of seismic events (Nicolis, Plaza & Salas, 2021). In this paper, LSTM is employed to estimate the epicenter of volcano events by exploring the LSTM inner structure to capture the relevant characteristics of the wave signal to achieve this goal, i.e. the occurrence of P and S waves, on end-to-end basis.
In this section we will provide an insight into LSTM neural networks to justify its use to address the problem of volcano event epicenter estimation without phase picking. Many papers just use machine learning schemes without providing a justification based on theoretical description of the chosen technique. Also, an introduction on LSTM may be useful to those readers that are not familiar with this recurrent neural network. As discussed above, automatic phase picking in volcano events is particularly difficult because the distance between the epicenter and the stations is small. In the problem considered here, we need the recurrent network to capture the time dynamics of volcano signals, and to detect implicitly the P and S waves and the transition between them. LSTM networks can remove or add information within the memory cell state, regulated with several gates that allow information to flow over time and model long-term dependencies. An LSTM unit includes a memory cell, an input gate, an output gate, and a forget gate. The memory cell is used to store values in time intervals -the cell state- that modulates the hidden state/output. The gates control how these values are updated over time. By doing so, an LSTM can process sequential data and retain states over time. A graphical representation of the LSTM cell is shown in Fig. 1. The input, the hidden state (or output) and the cell state are related through the input gate, forget gate and output gate as follows:

$$i_t = \sigma(W_iZ_t + U_i h_{t-1})$$  \(1\)

$$f_t = \sigma(W_fZ_t + U_f h_{t-1})$$  \(2\)

$$o_t = \sigma(W_oZ_t + U_o h_{t-1})$$  \(3\)

$$c_t = \tanh(W_cZ_t + U_c h_{t-1})$$  \(4\)

$$C_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t$$  \(5\)

$$h_t = o_t \odot \tanh(C_t)$$  \(6\)

where $Z_t$, $h_t$, $C_t$ are the exogen input, the hidden state or output and the cell state vectors at frame $t$, respectively; $i_t$, $f_t$, and $o_t$ are the input gate, the forget gate and the output gate vectors at frame $t$, respectively; $W_i$, $W_f$, $W_o$ and $W_c$ are gate weight matrices that corresponding to input $Z_t$; $U_i$, $U_f$, $U_o$ and $U_c$ are the weight matrices corresponding to the previous frame output; and, $\odot$ denotes the pointwise product operator between two vectors. To understand how the LSTM works, the computation of $h_t$, $C_t$ at frame $t$ will be discussed. The network information up to frame $t$ is contained in $h_{t-1}$ and $C_{t-1}$. The information in the cell state can be understood as a vector of weights that modulate the estimation of output $h_t$, which in turn is the endogen input at frame $t+1$. In this sense, "forgetting" or "adding" information is modeled as weighting with values less than 1 or adding values greater than 0, respectively. To achieve these dynamics, $h_{t-1}$ and $Z_t$ are processed to generate vectors that are operated pointwise with the cell state $C_{t-1}$. Forget gate generates a vector with values less than 1, according to the sigmoidal activation function in (2), which weights $C_{t-1}$ by means of the pointwise product operator as can be seen in (5). Input gate generates a vector that is combined with a candidate cell state obtained in (4) by using the pointwise product operator. The result is added to $f_t \odot c_{t-1}$ to determine a new cell state, i.e. $C_t$. Finally, the output gate estimates the next hidden state as follows. First, $o_t$ is estimated according to (3). Then, $h_t$ is estimated as in (6) to decide what information the hidden state should carry. The updated new cell state and the new hidden state are then carried over to the next time step.
2. LSTM BASED END-TO-END VOLCANO EVENT LOCATION

End-to-end based schemes are becoming a promising practical approach that attempts to deliver good results without a priori models (Liu et al., 2019; Shi et al., 2019). It has provided very competitive results in the field of automatic speech recognition by using only input-output information (Audhkhasi et al., 2017; Li et al., 2020; Zeineldeen et al., 2020). In our case, the motivation to use an end-to-end based approach is to avoid the need to detect the P and S waves to estimate the volcano event epicenter from the station signals. As mentioned above, the distance between the seismic stations and volcanic events is short so the automatic discrimination between P and S waves is a difficult problem. As all the information necessary to locate an epicenter is contained in the seismic waves, we propose a LSTM based method to estimate the epicenter position without making an explicit phase picking of the P and S waves.

2.1 Proposed architecture

Recurrent neural networks stand out for their ability to learn sequential patterns or variants over time (Medsker et al., 1999). For this reason, in a seismic location problem where it is essential to estimate the arrival time of P and S waves, it is expected that recurrent networks have the ability to solve this problem. However, as mentioned above, ordinary RNNs are difficult to train since they usually run into the vanishing gradient problem. According to (Staudemeyer & Morris, 2019), this problem prevents RNNs from learning sequences longer than 10 steps. To overcome this challenge, as discussed in section 1.3, the LSTM architecture was introduced to preserve important information while discarding the irrelevant one in a time data sequence. By doing so, LSTM should be able to register the arrival time of P and S waves if it is trained to estimate volcano event epicenters. In contrast, it should ignore any signal component, i.e. noise, that is not relevant for the task. The proposed network architecture is shown in Fig. 2. It employs a multiple layers of LSTM units. The LSTM output at the last frame is input to a feed-forward fully connected neural networks whose output corresponds to the latitude and longitude of the estimated epicenter. Comparative experiments with CNN are also provided because these neural networks have been employed quite extensively in volcanology and also in seismology.

In this paper, only the vertical component of the seismic signals recorded by the monitoring stations was used. As mentioned in (Bormann et al., 2013) a P wave can be divided into two main components, one vertical and one horizontal, where the first record of the P wave is obtained from the vertical axis. On the other hand, in (Trnkoczy et al., 2009) it is shown that there is greater noise in the horizontal components because the sediments show special tilting effects. Moreover, if the noise levels are comparable at the three components, using only the vertical component records should be enough.

2.2 Pre-processing

To keep the experimental conditions under control, all the recorded event signals were segmented to last seven seconds making sure that there was two seconds before the P signal. Then, each signal was subdivided into windows of 0.5 seconds with a 66% overlap. The LSTM network input corresponds to an M-by-N matrix, where M is the number of frames and equal to 39, and N is the number of features per frame. The features (denoted by Z) extraction process is depicted in Fig. 3 and is achieved by applying the 64-sample FFT, absolute value and logarithm at each frame. The two lowest frequency bins were removed, which in turn leads to a total number of features per frame equal to 31. Finally, mean and variance normalization was applied to each feature trajectory. The resulting features correspond to input $Z_t$ in (1), (2), (3) and (4).
3. EXPERIMENTS

3.1 Database

The database was provided by the Southern Andes Volcano Observatory, OVDAS (“Observatorio Volcanológico de los Andes Sur”) and it consists of volcanic seismic events from Chillán Volcano, Chile. This volcano is part of Nevados de Chillán and is a large composite stratovolcano complex in the southern Chilean Andes. It is one of the highest-risk volcanoes in the country due to high levels of historic activity and rapid development of human occupation in the area. In January 2020, Chillán volcano presented an eruption that emitted a column of smoke more than 3,500 kilometers high. Later during the year there were more than five explosions in April, May and June. As a result, the original two-kilometer exclusion zone, decreed by the Chilean National Geology and Mining Service, increased to five kilometers to the northwest and three kilometers to the southwest.

The whole database is composed of three datasets: the first one has 753 events from 2015 to 2017; the second subset corresponds to 220 events from 2019; and, and the third one provides 569 events from 2020. The signals are sampled at a rate of 100Hz. All the signals contain VT (volcano-tectonic) events only from 13 stations as shown in Fig. 4. The time of arrival of waves P and S were manually marked by experts.

The results with LSTM and CNN were obtained by dividing the database randomly in training (80%), validation (10%) and testing (10%) subsets. Each event was observed by the same three stations leading to three signals per event in the training, validation and testing subsets. The reference epicenter location required by the supervised training procedure was obtained as follows: first, each event was represented with the signals monitored by all the available stations that ranged from three to ten depending on the event; then, the reference epicenter locations were obtained by processing this information using the specialized Hyposat software (Schweitzer, 2001). This procedure was adopted because the accuracy in the estimation of the event epicenter with Hyposat depended on the number of stations employed per each event.

Also, for comparison purposes, results were obtained with an automatic phase picker. To do so, a band-pass frequency filter was applied to the testing subset. The cut-off frequencies of the filter were 0.8Hz to 10Hz. The P and S waves were picked automatically with a Matlab toolkit (Kalkan, 2021). Then, the same procedure followed to estimate the reference epicenter location as described above was adopted here.

3.2 Hyperparameter and architecture optimization

The metric employed in this study corresponds to the Mean Absolute Error (MAE) obtained with respect to the reference of the epicenter location mentioned above. This metric was employed for both, the hyperparameter and architecture optimization, and to compare the proposed technique with CNN and automatic phase picking. The percentage of the event epicenter estimations with error lower than 1Km is called “success rate.”

The hyperparameters of the LSTM and the feed-forward fully connected neural networks (see Fig. 2) were optimized with the validation subset. Regarding, the LSTM module, the number of layers and the output dimension were varied from one to six and from 32 to 512 (with power of two steps), respectively. In the case of the fully connected neural network, the number of layers was varied from one to three. Observe that the number of nodes in the first layer of the fully connected neural network is equal to the LSTM output dimension. Also, dropout was applied in this neural network to improve generalization. The learning rate was adjusted in powers of 10
steps ranging from $8 \times 10^{-6}$ to $8 \times 10^{-1}$. The estimated optimal hyperparameters correspond to: number of LSTM layers equal to four; LSTM output dimension equal to 256; and, number of layers in the fully connected neural network equal to two. The optimal learning rate and dropout were equal to $8 \times 10^{-4}$ and 10%, respectively.

The CNN based scheme was also tuned with the validation subset. The best results were obtained using four convolutional layers of 256 3x3 filters for each channel, followed by a three-layer fully connected neural network, where the first two layers have 64 nodes each. As in the case of the proposed LSTM based solution, the last layer of the fully-connected module has two output nodes, i.e. the latitude and longitude of the estimated epicenter. An optimal 30% dropout after each layer was applied.

**4. DISCUSSIONS**

Figure 5 shows the results for event localization with LSTM, CNN and two configurations of the automatic phase picker as described above, i.e. using three and up to ten stations. As can be seen, the best result was obtained with the LSTM based proposed scheme. Using only three sensors as described above, the LSTM based architecture provided a success rate equal to 48.5%. In contrast, the automatic phase picking provided success rates equal to 0.3% and 1% with three and up to ten stations respectively. This comparison demonstrates an overwhelming superiority of LSTM over the automatic phase picking method for volcano event epicenter estimation. As can also be observed in Fig. 5, the proposed end-to-end based LSTM method provides success rate 18% higher than CNN, which in turn delivers a success rate equal to 41%. This result strongly corroborates the initial assumptions that motivated the adoption of LSTM to address the volcano event epicenter problem: first, being a recurrent neural network itself, LSTM provides a suitable framework to capture the dynamics of time series; and second, LSTM allows information to flow over time and model long-term dependencies discarding not relevant temporal information. In contrast, CNN is an architecture that was proposed originally for image recognition. Since then, it has also been employed in fields such as speech processing and seismology. Moreover, CNN was not designed to model long-term dependencies and filter out information that is not pertinent regarding a given task. Notice that both the LSTM and CNN were tuned here in the same conditions.

According to Fig. 6, the accuracy in epicenter estimation decreases when the distance between the volcanic event and the centroid of all the references is larger than 2.5Km, where the reference centroid denotes the mean localization of the training events. Observe that the only exception to this trend corresponds to those events located in the range of 3.5Km-4.0Km from the reference centroid. This finding deserves some discussion. For a radius smaller than 2.5Km there is something like 40% of the training data. In other words, 40% of the training data is allocated in an area of 19.6 Km$^2$. Between 2.5Km and 5.5Km there are 50% of the training data approximately in an area of 75.5Km$^2$, which corresponds to a much lower density of training events in average than in the radius smaller than 2.5Km. However, in the range of 3.5Km-4.0Km from the reference centroid there is a higher concentration of training volcano events that corresponds to approximately 20% of the whole training subset. Quite consistently, the localization accuracy with events between 3.5Km and 4.0Km from the reference centroid is as high as with events that are closer to this centroid. This result suggests that the accuracy of the proposed system depends on the density of training data. Actually, Figure 7 shows a clear trend where the lower the training data density, the lower the success rate. This is quite consistent with the fact that the generalization capability of machine learning methods depends on the amount of training examples in general. What makes the problem addressed here interesting is the fact that training data gets scarcer naturally when the distance to the reference centroid...
increases. Consequently, augmented data techniques could be an interesting approach to increase the generalization capability of the method proposed in this study.

5. CONCLUSION

In this paper, LSTM is applied to address the problem of volcano event localization on an end-to-end basis, i.e. without any a priori model relating phase picking with localization estimation. This is particularly interesting because automatic phase picking in volcano signals is a difficult task due to the short distance between the event epicenters and the seismic stations. LSTM was chosen because of its capability to capture the dynamics of time varying signals, and to remove or add information within the memory cell state and model long-term dependencies. The results reported here show that the LSTM based architecture provided a success rate, i.e. an error smaller than 1.0Km, equal to 48.5% with the information provided by only three stations. In contrast, the automatic phase picking delivered very poor success rates equal to 0.3% and 1% with three and up to ten stations respectively. Also, the proposed end-to-end LSTM based method gave a success rate 18% higher than CNN. These results basically corroborate the assumptions that support the choice of the LSTM based strategy and represents a step forward the automatization of some of the tasks in volcano observatories. The combination of the proposed method with data augmentation is proposed for future research.
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Figure 1: LSTM cell and inner block diagram.

Figure 2: The proposed LSTM based architecture for the estimation of volcano event epicenter, i.e. epicenter latitude and longitude. \( \mathbf{C}_{t,l} \) corresponds to LSTM state at frame \( t \) and layer \( l \); \( \mathbf{Z}_t \) is the input vector corresponding to frame \( t \); \( T \) is the number of frames of the input signal; and, \( L \) is the number of LSTM layers.
**Figure 3**: Signal pre-processing and feature extraction.
Figure 4: Location of Nevados del Chillan volcano. Triangles correspond to the seismic stations.

Figure 5: Accumulated error with LSTM, CNN and automatic phase picking with three and up to ten stations.
Figure 6: % of training events and success rate vs distance to the reference centroid (Km).

Figure 7: Success rate vs. training data density.