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Abstract. The article presents the results of studies on the construction of neural network models that will help reduce risks and increase the efficiency of irrigated agriculture. The projected increase in food production on irrigated land is subject to significant risks of climatic and infrastructural nature. Irrigated agriculture, in the global understanding of interrelationships, is a complex dynamic system with nonlinear dependencies. Therefore, traditional approaches based only on physical modeling of environmental and technical processes and relationships often complicate the search for effective solutions. Technological advances that stimulate unprecedented data growth, the rapid extraction of meaningful information from the modern data flow can increase the efficiency of decisions and minimize risks. An approach based on the implementation of neural network models for predicting agro-climatic parameters and intelligent control of irrigation equipment using neurocontrollers is proposed. The models are implemented in the Matlab. The use of these models can significantly reduce risks and increase the efficiency of irrigated agriculture.

1 Introduction

Agriculture plays a significant role in the global economy due to the global challenges we face. The world's population is growing at a significant rate; according to UN’s forecasts by 2050 it will reach 10 billion people. As a result, the need for food may increase by more than 1.7 times. The key factors influencing the development of agriculture include the need for food, the availability of resources (land and water), as well as natural and climatic capabilities. Over the past 50 years, agricultural production on a global scale has grown 2.5-3 times, and the growth of acreage has been about 12%. According to forecasts, the increase in production will occur due to its intensification on existing arable land. At the same time, the role of irrigation is increasing, since more than 40% of the growth in world food production and 60% of grain production falls on irrigated lands. Currently, world agriculture uses 12% of the land surface and 70% of water for crop production. According to forecasts, by 2050, the area of irrigated land will increase by 6%, the volume of water withdrawn for irrigation will increase by about 10%. An increase in food production on
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irrigated land is predicted by 38% due to the expected increase in the intensity of farming and an increase in productivity [1]. At the same time, the rate of expansion of the area of irrigated land, which in the middle of the last century was over 2% per year, has significantly decreased. Growing water scarcity limits the ability to produce food on irrigated land, especially in the countries and regions most affected by it. The amount of water withdrawn varies greatly from country to country and region to region. Europe consumes only 6% of its domestic resources; of these, only 29% go to the needs of agriculture. Asian economies consume 20% of their domestic renewable resources, of which more than 80% goes to irrigation. In many areas of the Middle East, North Africa and Central Asia with low rainfall, most of the usable water (80–90%) is used for agriculture [2]. The second important component is the technical equipment of irrigated agriculture, which in many countries is at a rather low level. In this regard, as well as in light of the problem of global climate change, the problem of reducing the risks of irrigated agriculture in general and its individual components in particular is urgent.

Irrigated agriculture, in the global understanding of interrelationships, is a complex dynamic natural and technical system with nonlinear dependencies. Therefore, traditional approaches based only on physical modeling of natural and technical processes and relationships often complicate the search for effective solutions. Technological advances that stimulate unprecedented data growth, the rapid extraction of meaningful information from the modern data flow can increase the efficiency of decisions and minimize risks. Along with this, new tools for data mining, deep learning provide improved accuracy by resolving complex relationships in large volumes of natural and synthetic parameters and have great potential.

In recent years, much research has focused on the application of data mining and deep learning techniques to improve irrigation efficiency and reducing the risks. Thus, McCarthy [3] has developed a cotton irrigation management system, Navarro-Hel [4], Giusti [5] decision support systems for irrigation management. New approaches and tools in predicting climatic parameters were presented in the works S. Rasp [6], F. Sévellec [7].

In this regard, the presented study is focused on building neural network models that will help reduce risks and increase the efficiency of irrigated agriculture.

2 Materials and Methods

2.1 Problem statement

Irrigated agriculture belongs to the highly intensive areas of agricultural production. The efficiency of the functioning of irrigated agriculture is influenced by many different factors, among which two key ones can be distinguished - these are environmental and technical.

The most important environmental problem facing humanity in the new 21st century is the rise in temperature of the climate system of our planet - the so-called global warming. So, for example, over the past thirty years on the territory of the Saratov region of Russia during the main growing season of grain crops (May-July) the climate aridity increased: the average air temperature increased by 0.8°C, and the amount of precipitation decreased by 10 mm, which negatively affects the yield spring crops. The amount of precipitation in August decreased, which often worsens the conditions for obtaining seedlings of winter wheat, but at the same time, the amount of autumn-winter precipitation (November-February) increased by 20%, thereby improving the conditions for its wintering [8]. That is, agro-climatic factors have a significant impact on agricultural production, especially in the zones of the so-called risky farming. They largely determine the size and quality of the crop, as well as the characteristics of agro-technical measures for their cultivation. On the other hand, in conditions of stochastic variability of agro-climatic resources, the technical
component, namely, irrigation machines should develop towards improving the accuracy of irrigation, since the ineffective operation of sprinkler equipment leads to significant environmental and economic consequences. In this regard, the diagram of the relationship between the risks of irrigated agriculture can be represented as the interaction of environmental and technical risks (figure 1).

![Diagram of the interaction between environmental and technical risks](image)

**Fig. 1.** The system of interaction

The system of interaction "Environmental risks - Technical risks" is a complex system whose behavior and properties are not the sum of the properties of individual components.

The mathematical model of such a system can be represented in the form of a functional relationship between the variables of the current states of technical risks - \( X(t) \), the current states of natural risks - \( Z(t) \), control actions - \( U(t) \), and the actual response \( Y(t) \) of the system to these exposures (cumulative exposure to risk) at a certain point in time \( t \):

\[
Y(t) = F(X(t), Z(t), U(t)).
\]

- \( X(t) = \{X_i(t_j)\} \) - is a vector, where \( X_i(t_j) \) is the \( i \)-th state of the technical risk system at time \( t_j \);
- \( Z(t) = \{Z_i(t_j)\} \) - is a vector, where \( Z_i(t_j) \) is the \( i \)-th state of the natural risk system at time \( t_j \);
- \( U(t) = \{U_i(t_j)\} \) - is a vector, where \( U_i(t_j) \) is the \( i \)-th control action on the system at time \( t_j \).

The task is to find such control actions \( U(t) \), which will minimize \( Y(t) \).

To solve this problem, it is proposed to use artificial neural networks as universal approximators of functions capable of displaying any complex nonlinear dependence and can intelligently study these functions in the learning process. The ANN's ability to display sets of input / output data with an acceptable range of errors makes them indispensable tools for modeling natural and technical processes.

### 2.2 Description of the method and materials

Artificial neural networks (ANN) are increasingly used in various applied problems [9, 10]. The main element of a neural network is a neuron. An artificial neuron is the simplest analog transforming element that models the basic ideas about the work of a living neuron.
Artificial neural networks are parallel computing devices consisting of many interacting simple processors (neurons).

The mathematical formalization of an artificial neuron is the adder equation [11]

\[ s_k = \sum_{j=1}^{n} w_{j,k} \cdot x_j + b_k \]  

and activation block equation

\[ y_k = \phi(s_k) \].

where, for \( k \)-th neuron, \( x_1, x_2, \ldots, x_n \) - input signals; \( w_{1,k}, w_{2,k}, \ldots, w_{n,k} \) - synoptic weights; \( b_k \) - reference signal level; \( s_k \) - linear adder output; \( \phi(s_k) \) - activation block conversion function; \( y_k \) - output signal.

A set of neurons connected by inputs and outputs makes up an artificial neural network. Artificial neural networks can have different architectures, which leads to different types of ANNs:

• static networks (direct distribution), in which the graphs do not have loops;
• dynamic (recurrent) networks, or networks with feedback.

The simplest static network has a direct data transfer structure: data flows from inputs through hidden elements and eventually arrives at output elements. This structure has stable behavior. This is the simplest kind of neural network. Feedforward networks can be single-layer or multi-layer (Figure 2 left). Dynamic neural networks (Figure 2 on right) are networks that apply branch delays or repeated connections. The component for including the initial and past states of the system is the reverse connection. This connection is repeated either from the output layer or from the hidden layer back to the context unit and after one time step returns to the input layer. Because dynamic networks have memory, they can be trained to learn sequential or time-varying patterns. In dynamic networks, the output depends not only on the current input to the network, but also on previous inputs, outputs, or states of the network. The simplest dynamic network is called Input Delay Neural Network (IDNN). This network consists of a multilayer neural network with a delay drop line at the input layer. Tapped delay lines can be viewed at all hidden layers of the network, which is called a time-delayed distributed neural network [12].

Fig. 2. Functional diagram of a simple multilayer neural network (left) and dynamic neural network (on right)
We propose to use two neural network models that can reduce the natural and technical risks of irrigated agriculture. These models are based on both simple multilayer neural networks and dynamic neural networks. The technical risk reduction is based on the multilayer neural networks model, and the environmental risk reduction is based on the dynamic neural networks model.

As databases for model validation, we use data from official climate reference books, meteorological observations in the Roshydromet system, data from field experiments conducted on the basis of irrigation systems in the Saratov region of Russia, materials from the work of Russian scientists (for example, [13, 14]).

3 Results

Model 1.

Multilayer neural networks can be used to identify and control irrigation systems.

The neural network acts as an adaptive regulator in the control system of sprinkler machines. In the learning process, an optimal control action is formed, which is fed to the input of the system.

The introduction of neurocontrol methods into control systems of sprinkler machines allows to improve the quality of functioning of complex systems with nonlinear objects and connections. Directly in the computational module of the system, a neurocontroller is synthesized, which for a given moment of time at known values of input disturbances, for example, velocities using a neural network, finds the value of the control action with its subsequent implementation to the control module. The task of neural network control is to bring the actual value of the irrigation rate as close as possible to the required one and optimize resources such as water and energy.

It is possible to use various software products, such as Matlab, R, Pyton, etc. for the synthesis of a neurocontroller [15] We have used an algorithm implemented in the Matlab environment (Neral NetworkToolbox package). At the first stage, the initial data were collected from the operating wide-grip sprinklers required for the synthesis of the neurocontroller. The task of synthesizing a neurocontroller is not trivial and requires meticulous work on the selection of the topology of neural networks, training parameters. Ultimately, a neural network should be obtained, which is a model of the controller, correctly generating the output signal on the training set. Based on the results of modeling on the test set, it can be concluded that the neuromodel produces an output signal corresponding to the expected signal, while the error (the difference between the required and the actual value of the irrigation rate) is minimal. The neural network must be able to convey the dynamics of the process. Then this network is connected to the regulator. The weights of the network are considered constant, and only the weights of the network regulator are adjusted, minimizing the discrepancy between the response of the reference model and the given neural networks to the same input signal; the neural network diagram and the convergence of the algorithm are shown in the figure (Fig. 3).
After learning, the regulator is used in the control loop, reducing deviations by up to 1-3%. The model of neurocontrol by speed was investigated in [16], which also shows a functional control diagram with an integrated neuroregulator.

**Model 2:**

Dynamic Artificial Neural Networks are the best use of resources for the agro-climatic forecasting problems and can reduce the environmental risk [17]. We propose to consider a distributed neural network with a time delay (TDNN) as a method for predicting the agro-climatic resources of a region. The prediction parameters may be, for example, the sum of active temperatures above 10 °C for the growing season, the moisture coefficient or average annual rainfall according to observation data. These parameters are included in many indicators characterizing the agro-climatic potential. The model is implemented in the Matlab system [18]. The network architecture as well as the learning algorithm and its convergence are shown in Figure 4.
An analysis of numerical data shows that the average annual precipitation, for example, for the period under review, varied from 249 to 666 mm. Agro-climatic resources change significantly over a 25-year period, therefore the task of their accurate forecasting is very important. Due to significant fluctuations in values, even polynomial regression (Figure 5 top) is not able to achieve a high level of forecast accuracy. Having built a model for predicting the average annual precipitation of a distributed neural network with a time delay (TDNN) in the Matlab system, we get the following graph (Figure 5 bottom).

![Graph of average annual precipitation](image)

**Fig. 5.** Graphs of average annual precipitation (top) and its Matlab - simulations (bottom) - black line, polynomial regression - blue line, ANN predicted values - green line.

As can be seen from the graphs, the forecasting accuracy increases by an order of magnitude, which is especially important for reducing the risks of irrigated agriculture, which includes, for example, the Saratov region, since the loss of gross harvest in such years can be up to 50%.

Thus, we propose the following algorithm for making management decisions based on neural networks that reduce risks in irrigated agriculture: using model 2, a general forecast of agro-climatic resources is constructed, then, on its basis, suitable crops and irrigation technologies are selected. The next step is to use Model 1 to operate the irrigation machine, which allows to reduce technical risks when directly irrigating agricultural fields.
4 Conclusions

Agro-climatic and technical factors have a significant impact on agricultural production, especially in areas of the so-called risky farming. They largely determine the size and quality of the crop, as well as the characteristics of agro-technical measures for their cultivation. Both during periods of intense droughts and favorable years for moisture, effective management is needed to reduce risks for the sustainable development of irrigated agriculture. It is necessary to plan irrigation and technical resources for their effective use, the correct selection of crops and varieties, the use of appropriate agricultural techniques, the rational placement of crops in accordance with their requirements for environmental conditions, and much more. The study proposes an approach to reduce the risks of irrigated agriculture based on artificial neural network models. The proposed models make it possible to reduce both environmental risks, building accurate neuro-forecasts of agro-climatic resources, and technical risks, by introducing neurocontrollers into irrigation systems.

The availability of modern software allows solving complex problems of modeling nonlinear dependencies, taking into account the dynamic components. More accurate forecasting and management allows for more accurate management decisions, which helps to reduce the risks of irrigated agriculture and the sustainability of agricultural production in areas of risky farming.
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