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Abstract—Multiple antenna arrays play a key role in wireless networks for communications but also localization and sensing. The use of large antenna arrays pushes towards a propagation regime in which the wavefront is no longer plane but spherical. This allows to infer the position and orientation of an arbitrary source from the received signal without the need of using multiple anchor nodes. To understand the fundamental limits of large antenna arrays for localization, this paper fusions wave propagation theory with estimation theory, and computes the Cramér-Rao Bound (CRB) for the estimation of the three Cartesian coordinates of the source on the basis of the electromagnetic vector field, observed over a rectangular surface area. To simplify the analysis, we assume that the source is a dipole, whose center is located on the line perpendicular to the surface center, with an orientation a priori known. Numerical and asymptotic results are given to quantify the CRBs, and to gain insights into the effect of various system parameters on the ultimate estimation accuracy. It turns out that surfaces of practical size may guarantee a centimeter-level accuracy in the mmWave bands.

Index Terms—Cramér-Rao bound, near field, spherical wavefront, performance analysis, performance bound, source localization, electric field, planar electromagnetic surfaces.

I. INTRODUCTION

The estimation accuracy of signal processing algorithms for positioning is fundamentally limited by the quality of the underlying measurements. For time-based measurements, high resolution and high accuracy can only be obtained when a large bandwidth is available. Improvements can be achieved by using multiple anchor nodes. Antenna arrays have thus far only played a marginal role in positioning since the small arrays of today’s networks provide little benefit. With future networks, the situation may change significantly. Indeed, the 5G technology standard is envisioned to operate in bands up to 86 GHz [1], while 6G research is already focusing on the so-called sub-terahertz (THz) bands, i.e., in the range 100 – 300 GHz. The small wavelengths of high-frequency signals make it practically possible to envision arrays with a very large number of finely tailorable antennas, as never seen before. The advent of large spatially-continuous electromagnetic surfaces interacting with wireless signals pushes even further this vision. Research in this direction is taking place under the names of Holographic MIMO [2]–[4], large intelligent surfaces [5], and reconfigurable intelligent surfaces [6]. All this opens new dimensions and brings new opportunities for communications but also for localization and sensing.
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An unexplored and unintentional side-effect of using large arrays or surfaces combined with high carrier frequencies, is to push the electromagnetic propagation regime from the Fraunhofer far-field region towards the Fresnel near-field region [4]. This opens the door to new signal processing algorithms that exploit the unique near-field properties to pinpoint the position of the source with high accuracy [5], [8]–[11]. In this context, the question arises of the ultimate accuracy that can be achieved in localization operations. This is important in order to provide benchmarks for evaluating the performance of actual estimators. Motivated by this, this paper starts from first electromagnetic principles and provides the vector field observation over a rectangular spatial region, as a function of the radiation vector at the source. This is then used to compute the CRB for its three Cartesian coordinates. To simplify the analysis, we consider a dipole, located on the line perpendicular to the surface center, with an orientation a priori known.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider the system depicted in Fig. 1 in which an electric current density \( j(s,t) \), inside a source region \( \mathcal{R}_s \), generates an electric field \( e(p,t) \) at a generic location \( p \). We consider only monochromatic sources and fields of the form \( j(s,t) = \Re \{ j(s)e^{j\omega t} \} \) and \( e(p,t) = \Re \{ e(p)e^{j\omega t} \} \), respectively. In this case, Maxwell’s equations can be written only in terms of the current and field phasors, \( j(s) \) and \( e(p) \) [12, Ch. 1].

We denote by \( C \) the centroid of \( \mathcal{R}_s \) and assume that the electric field \( e(p), \) produced by \( j(s) \), is measured over a region \( \mathcal{R}_o \) (observation region) outside \( \mathcal{R}_s \). The electromagnetic field propagates in a homogeneous and isotropic medium with neither obstacles nor reflecting surfaces. In other words, there is only a line-of-sight (LOS) link between \( \mathcal{R}_s \) and \( \mathcal{R}_o \).
A. Signal model

The measured field is the sum of $e(p)$ and a random noise field $n(p)$, i.e.,
\[ \xi(p) = e(p) + n(p) \]  
where $n(p)$ is generated by electromagnetic sources outside $\mathcal{R}_s$. Consider a cartesian coordinate system with the origin in $C$, as shown in Fig. 1, and make the following assumptions.

**Assumption 1.** The observation volume is a square region parallel to the $Y’Z’$ coordinate plane. In particular, $\mathcal{R}_o = \{(x', y', z') : x' = x_o', |y' - y_o'| \leq L/2, |z' - z_o'| \leq L/2\}$, where $(x_o', y_o', z_o')$ are the cartesian coordinates of the center $O$ of $\mathcal{R}_o$ in the system $CX’Y’Z’$.

The cartesian system $OXYZ$, shown in Fig. 1, is obtained by $CX’Y’Z’$ through a pure translation. The position of $C$ in the system $OXYZ$ is given by the three coordinates $(x_C, y_C, z_C)$. Accordingly, we have $x' = x - x_C$, $y' = y - y_C$, and $z' = z - z_C$.

**Assumption 2.** Let $r_o$ be the distance of $C$ from $\mathcal{R}_o$ and denote by $l_s$ the largest dimension of $\mathcal{R}_o$. We assume that $r_o \gg l_s$ and $r_o \gg 2^3_1 / \lambda$, where $\lambda = 2\pi c/\omega$ is the wavelength. These conditions define the so-called far-field or Fraunhofer radiation region [13 Ch. 14].

In the Fraunhofer radiation region, the electric field $e(p)$ can be approximated as [13 Ch. 14]
\[ e(p) = G(r) \left[ R_\theta(\theta, \phi) \hat{\theta} + R_\phi(\theta, \phi) \hat{\phi} \right] \]  
where $(r, \theta, \phi)$ are the spherical coordinates of $p \in \mathcal{R}_o$,
\[ G(r) = -jk\eta \frac{e^{-jk r}}{4\pi r} \]  
is the scalar Green’s function, $k = 2\pi / \lambda$ is the wavenumber, $\eta$ is the characteristic impedance of the medium while $\hat{\theta}$ and $\hat{\phi}$ are unit vectors along the $\theta$ and $\phi$ coordinate curves. Functions $R_\theta(\theta, \phi)$ and $R_\phi(\theta, \phi)$ are the components along the $\theta$ and $\phi$ directions, respectively, of the radiation vector $R(\theta, \phi)$.

This is related to the source current distribution by the following equation [12]
\[ R(\theta, \phi) = \int_{\mathcal{R}_s} j(s) e^{jk(\theta, \phi) \cdot s} ds \]  
where $k(\theta, \phi) = kr$ is the wavenumber vector, $\hat{r}$ is the unit vector in the radial direction, and $k(\theta, \phi) \cdot s$ is the dot product between $k(\theta, \phi)$ and $s$. From (14), it follows that the electric field $e(p)$ depends on the current distribution $j(s)$ through $R_\theta(\theta, \phi)$ and $R_\phi(\theta, \phi)$.

Denote by $\xi_x(p)$, $\xi_y(p)$ and $\xi_z(p)$, the cartesian components of $\xi(p)$ along the $x$, $y$ and $z$ directions, respectively. From (1), we have
\[ \xi_x(p) = e_x(p) + n_x(p) \]  
\[ \xi_y(p) = e_y(p) + n_y(p) \]  
\[ \xi_z(p) = e_z(p) + n_z(p) \]  
where
\[ e_u(p) = e(p) \cdot \hat{u} \]  
with $u \in \{x, y, z\}$. By using (2) we get
\[ e_x(p) = G(r) [R_\theta(\theta, \phi) \cos \theta \cos \phi - R_\phi(\theta, \phi) \sin \phi] \]  
\[ e_y(p) = G(r) [R_\theta(\theta, \phi) \cos \theta \sin \phi + R_\phi(\theta, \phi) \cos \phi] \]  
\[ e_z(p) = -G(r) R_\theta(\theta, \phi) \sin \theta \]  

A statistical model for the random field $n(p)$ is needed. A common assumption (e.g., [14]–[15]) is to model $n(p)$ as a spatially uncorrelated zero-mean complex Gaussian process with correlation function
\[ \mathbb{E}\{n(p) \overline{\mathbb{n}(p')}\} = \sigma^2 \delta(p - p') \]  
where $\delta$ is the identity matrix, $\delta(\cdot)$ is the Dirac’s delta function, and $\sigma^2$ is measured in $V^2$, where $V$ indicates volts [15].

B. Problem formulation

We aim at computing the Cramér-Rao bound (CRB) for the estimation of the position of $C$ based on the noisy observations $\xi(p)$. As noticed earlier, this requires some information about the current distribution inside $\mathcal{R}_s$. Denote by $u = (x_C, y_C, z_C)$ the vector collecting the unknown coordinates of $C$ with respect to the cartesian system $OXYZ$. The CRB for the estimation of the $i$th entry of $u$ is [16]
\[ \text{CRB}(u_i) = [F^{-1}]_{ii} \]  
where $F$ is the Fisher’s Information Matrix (FIM). The latter is a $3 \times 3$ hermitian matrix, whose elements are computed as:
\[ [F]_{m,n} = \frac{1}{\sigma^2} \int \int \frac{\partial e_x}{\partial u_m} \frac{\partial e^*_x}{\partial u_n} + \frac{\partial e_y}{\partial u_m} \frac{\partial e^*_y}{\partial u_n} + \frac{\partial e_z}{\partial u_m} \frac{\partial e^*_z}{\partial u_n} \]  
dydz

where the integration is performed over the observation region $\mathcal{R}_o$. For notational simplicity, in (13) the dependence of $e_x$, $e_y$ and $e_z$ on $p$ has been omitted.

**Remark 1.** A different approach for estimating the position of $C$ is to make use of a scalar, instead of vectorial, field. For example, one could use only one of the three components of $e(p)$. This may simplify the analysis but would result in lower performance, i.e., a larger CRB. An alternative approach is to consider a scalar field that is related to the component of the Poynting vector perpendicular to each point of the planar region. This component is proportional to $||e(p)||^2 \sin \theta \cos \phi$, and the associated scalar field is
\[ E \triangleq e^{-jkr} \sqrt{||e(p)||^2 \sin \theta \cos \phi} = k\eta e^{-jkr} \frac{e_x}{4\pi r^{3/2}} \sqrt{R^2_\theta(\theta, \phi) + R^2_\phi(\theta, \phi)} \]  
In the case of an isotropic radiating source, $R^2_\theta(\theta, \phi)$ is independent of $\theta$ and $\phi$, and thus (14) reduces to the scalar model considered in [3 Eq. (2)]. We stress that
this scalar model represents a specific case, which is not valid in general. We will use (14) in the numerical analysis for comparisons.

III. CRB Computation with A Priori Information About the Current Distribution

To evaluate and quantify the CRB, we assume that the current source is a dipole of length \( l_s \), as shown in Fig. 2 and make the following assumption.

**Assumption 3.** The dipole is oriented along the \( z \)-axis and the orientation is known.

Assumption 3 implies that full information about the source current distribution is available. In this case, we have (e.g. [17, Ch. 4]):

\[
R_\theta(\theta, \phi) = l_s I_{in} \sin \theta \quad R_\phi(\theta, \phi) = 0
\]

where \( I_{in} \) is the uniform current level in the dipole. Plugging (15) into (8)–(10) yields

\[
e_x = jX \frac{e^{-jkr}}{r} \sin \theta \cos \theta \cos \phi
\]

\[
e_y = -jX \frac{e^{-jkr}}{r} \sin \theta \cos \theta \sin \phi
\]

\[
e_z = jX \frac{e^{-jkr}}{r} \sin^2 \theta
\]

where \( \chi = \frac{\eta I_{in} l_s}{2} \) is measured in volts. The dependence of \( e_x, e_y \) and \( e_z \), on \((x_C, y_C, z_C)\) is hidden in \((r, \theta, \phi)\). Indeed, we have

\[
r = \sqrt{x_C^2 + (y - y_C)^2 + (z - z_C)^2}
\]

\[
\cos \theta = \frac{z - z_C}{r}
\]

\[
\tan \phi = \frac{y - y_C}{x_C}
\]

from which it follows that

\[
\sin \theta \cos \theta \cos \phi = \frac{x_C(z - z_C)}{r^2}
\]

\[
\sin \theta \cos \theta \sin \phi = \frac{(y - y_C)(z - z_C)}{r^2}
\]

\[
\sin^2 \theta = 1 - \frac{(z - z_C)^2}{r^2}
\]

By using the above identities into (16)–(18) yields

\[
e_x = jX e^{-jkr} \frac{x_C(z - z_C)}{r^3}
\]

\[
e_y = -jX e^{-jkr} \frac{(y - y_C)(z - z_C)}{r^3}
\]

\[
e_z = jX e^{-jkr} \left[ 1 - \frac{(z - z_C)^2}{r^2} \right].
\]

The computation of the Fisher’s information matrix through (13) requires the derivatives of \( e_x, e_y \) and \( e_z \) with respect to \( x_C, y_C \) and \( z_C \). These can be obtained from (25)–(27) after lengthy but standard calculations, not reported here for space limitations. They are provided in the extended version of this paper [18 App. A].

---

**Fig. 2:** Source model and CPL assumption.

**A. Analysis in the CPL case**

The expression of FIM for a generic position of the dipole is too cumbersome to gain insights into the problem. The analysis becomes much easier if the following assumption is made.

**Assumption 4 (CPL assumption).** The center \( C \) of the dipole is on the line perpendicular to \( R_o \) passing through the point \( O \), as shown in Fig. 2.

Under Assumption 4, we have that \( y_C = 0 \) and \( z_C = 0 \) (but unknown), and the Fisher’s information matrix becomes diagonal (e.g., (5)). The following result is found.

**Lemma 1.** Under Assumption 4 the CRBs for the estimation of \( x_C, y_C \) and \( z_C \), are given by

\[
\text{CRB}(x_C) = [E]^{-1}_{11} = \frac{1}{\text{SNR}(J_1 + J_2)}
\]

\[
\text{CRB}(y_C) = [E]^{-1}_{22} = \frac{1}{\text{SNR}(J_3 + J_4)}
\]

\[
\text{CRB}(z_C) = [E]^{-1}_{33} = \frac{1}{\text{SNR}(J_5 + J_6)}
\]

where \( \text{SNR} = |\chi|^2/\sigma^2 \) is the signal-to-noise ratio and

\[
J_1 \equiv k^2 x_C^2 \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \frac{x_C^2 + y^2}{r^6} dy dz
\]

\[
J_2 \equiv \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} x_C^2 y^4 - 2x_C^2 y^2 z^2 + y^4 z^2 + z^4 \frac{dy dz}{r^6}
\]

\[
J_3 \equiv k^2 \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \frac{y^2 (x_C^2 + y^2)}{r^6} dy dz
\]

\[
J_4 \equiv \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} y^4 + x_C^2 y^2 - y^2 z^2 + 2x_C^2 z^2 + z^4 \frac{dy dz}{r^6}
\]
with Corollary 1. If \( x_C \gg \lambda \), then

\[
\text{CRB}(x_C) \approx \frac{\text{SNR}^{-1}}{\mathcal{J}_1}
\]

(37)

\[
\text{CRB}(y_C) \approx \frac{\text{SNR}^{-1}}{\mathcal{J}_3}
\]

(38)

where \( \mathcal{J}_1 \) can be computed in closed-form

\[
\mathcal{J}_1 = \frac{k^2}{2(1 + \rho^2)} \left[ \frac{7 + 6\rho^2}{\sqrt{1 + \rho^2}} \arctan \frac{\rho}{\sqrt{1 + \rho^2}} + \frac{\rho}{(1 + 2\rho^2)} \right]
\]

(39)

with \( \rho \triangleq L/x_C \). As for \( \mathcal{J}_3 \), we have

\[
\mathcal{J}_3^{(l)} < \mathcal{J}_3 \leq \mathcal{J}_3^{(u)}
\]

(40)

with

\[
k^{-2}\mathcal{J}_3^{(l)} = \frac{3\pi}{8} \ln(1 + \rho^2) - \frac{\rho^2(5\rho^2 + 6)}{16 (1 + \rho^2)^2}
\]

(41)

\[
k^{-2}\mathcal{J}_3^{(u)} = \frac{3\pi}{8} \ln(1 + 2\rho^2) - \frac{\rho^2(5\rho^2 + 3)}{4 (1 + 2\rho^2)^2}
\]

(42)

Analogously, we have that

\[
\mathcal{J}_5^{(l)} < \mathcal{J}_5 \leq \mathcal{J}_5^{(u)}
\]

(43)

with

\[
k^{-2}\mathcal{J}_5^{(l)} = \frac{\pi}{8} \ln(1 + \rho^2) + \frac{\rho^2(\rho^2 - 2)}{16 (1 + \rho^2)^2}
\]

(44)

\[
k^{-2}\mathcal{J}_5^{(u)} = \frac{\pi}{8} \ln(1 + 2\rho^2) + \frac{\rho^2(\rho^2 - 1)}{4 (1 + 2\rho^2)^2}
\]

(45)

Finally, \( \mathcal{J}_6 \) is given by

\[
\begin{align*}
x_C^2 \mathcal{J}_6 & = \frac{\rho(18\rho^4 + 38\rho^2 + 17)}{4(1 + \rho^2)^{5/2}} \arctan \left( \frac{\rho}{\sqrt{\rho^2 + 1}} \right) \\
& + \frac{\rho^2(6\rho^4 + 2\rho^2 - 1)}{4(1 + \rho^2)^2(1 + 2\rho^2)^2}
\end{align*}
\]

(46)

\textbf{Proof.} Can be derived by following the steps in [18 App. C].
CRBs decrease fast with the surface area. An accuracy on the order of tens of centimeters (as required for example in future automotive and industrial applications, e.g., [19]) is achieved for surface areas of practical interest, i.e., in the range 1 \( \leq L^2 \leq 25 \text{ m}^2 \). We notice that, in this range, CRB\((x_C)\) is much lower than CRB\((y_C)\) and CRB\((z_C)\). However, as \( L^2 \) increases, CRB\((x_C)\) converges to the lower limit \( 1/\ln \rho \) whereas the other two decrease unboundedly as \( 1/\ln \rho \). These results corroborate Corollary 2 and show that \( L^2 > 10^4 \text{ m}^2 \) is needed for CRB\((x_C)\) to approach the lower limit. Comparisons are made with the CRBs obtained from \[ 14 \] in Remark 1 (see the curves with markers). Particularly, notice that, under Assumption 3, \( 14 \) reduces to

\[
E = \chi \frac{e^{-jkr}}{r^{3/2}} \sqrt{x_C^2 + y_C^2 + z_C^2}. \tag{50}
\]

Only marginal differences are observed between the two methods for areas of practical interest. However, different limits are achieved as \( L^2 \) increases. In conclusion, both are accurate and might be used to predict scaling behaviors, but the proposed one is needed to study the fundamental limits.

Fig. 3 plots CRBs as a function of the distance \( x_C \) of the dipole when \( L^2 = 9 \text{ m}^2 \) and \( \lambda = 0.01 \) or 0.001 m. The CRBs have the same behavior irrespective of the wavelength \( \lambda \). As expected, higher accuracies are achieved when \( \lambda = 0.001 \text{ m} \). We see that CRB\((y_C)\) and CRB\((z_C)\) increase fast as the distance increases. On the other hand, CRB\((x_C)\) starts to increase when the surface has a size comparable to the distance. In the considered scenario, this happens for \( x_C \geq L/3 \).

V. CONCLUSIONS

Large antenna arrays and high frequencies push towards the near-field regime, which opens up opportunities for new signal processing algorithms for positioning. Motivated by the need of establishing ultimate bounds, we considered the electromagnetic field over a rectangular spatial region as a function of the radiation vector at the source. This was used to compute the CRB for the three-dimensional (3D) spatial location of a dipole, whose center is on the line perpendicular to surface center and whose 3D orientation is a priori known. Numerical results showed that a centimeter-level accuracy can be achieved in the near-field of surfaces of practical size (i.e., in the range of a few meters) in the mmWave and sub-THz bands. Asymptotic expressions were also given in closed-form to show the scaling behaviors with respect to surface area and wavelength.

The ultimate goal of positioning is to precisely estimate not only the 3D spatial location, but also the 3D orientation of the source. This requires the computation of the CRB with no a priori knowledge of the orientation, which is addressed in the extended journal version \[ 18 \].

REFERENCES

[1] J. Lee, E. Tejedor, K. Ranta-aho, H. Wang, K. T. Lee, E. Semaan, E. Mohyeldin, J. Song, C. Bergljung, and S. Jung, “Spectrum for 5G: Global status, challenges, and enabling technologies,” *IEEE Commun. Mag.*, vol. 56, no. 3, pp. 12–18, 2018.

[2] C. Huang, S. Hu, G. C. Alexandropoulos, A. Zappone, C. Yuen, R. Zhang, M. D. Renzo, and M. Debbah, “Holographic MIMO surfaces for 6G wireless networks: Opportunities, challenges, and trends,” *IEEE Wireless Communications*, vol. 27, no. 5, pp. 118–125, 2020.

[3] A. Pizzo, T. L. Marzetta, and L. Sanguinetti, “Spatially-stationary model for holographic MIMO small-scale fading,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 9, pp. 1964–1979, 2020.

[4] D. Dardari and N. Deriche, “Holographic communication using intelligent surfaces,” *CoRR*, vol. abs/2012.01315, 2020.

[5] S. Hu, F. Rusek, and O. Edfors, “Beyond massive MIMO: The potential of positioning with large intelligent surfaces,” *IEEE Trans. Signal Process.*, vol. 66, no. 7, pp. 1761–1774, 2018.

[6] B. Basar, M. Di Renzo, J. De Rosny, M. Debbah, M. Alouini, and R. Zhang, “Wireless communications through reconfigurable intelligent surfaces,” *IEEE Access*, vol. 7, pp. 116753–116773, 2019.

[7] M. Di Renzo, A. Zappone, M. Debbah, M. S. Alouini, C. Yuen, J. De Rosny, and S. Tret’yakov, “Smart radio environments empowered by reconfigurable intelligent surfaces: How it works, state of research, and the road ahead,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 11, 2020.

[8] F. Guidi and D. Dardari, “Radio positioning with EM processing of the spherical wavefront,” *IEEE Trans. Wireless Commun.*, pp. 1–1, 2021.

[9] S. Hu and F. Rusek, “Spherical large intelligent surfaces,” in *2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, 2020, pp. 8673–8677.

[10] J. V. Alegria and F. Rusek, “Cramér-Rao lower bounds for positioning with large intelligent surfaces using quantized amplitude and phase,” in *Asilomar Conference on Signals, Systems, and Computers*, 2019.

[11] J. Yang, Y. Zeng, S. Jin, C.-K. Wen, and P. Xu, “Communication and localization with extremely large lens antenna array,” *IEEE Transactions on Wireless Communications*, vol. 20, no. 5, pp. 3031–3048, 2021.

[12] W. C. Chew, *Waves and Fields in Inhomogenous Media*. Wiley-IEEE Press, 1995.

[13] S. J. Orfanidis, *Electromagnetic Waves and Antennas*. [Online]. Available: http://www.ece.rutgers.edu/orfanidi/ewa/, 2008.

[14] M. A. Jensen and J. W. Wallace, “Capacity of the continuous-space electromagnetic channel,” *IEEE Trans. Antennas Propag.*, vol. 56, no. 2, pp. 524–531, 2008.

[15] F. K. Gruber and E. A. Marengo, “New aspects of electromagnetic information theory for wireless and antenna systems,” *IEEE Transactions on Antennas and Propagation*, vol. 56, no. 11, pp. 3470–3484, 2008.

[16] S. M. Kay, *Fundamentals of statistical signal processing: Estimation theory*. Prentice Hall, 1993.

[17] C. A. Balanis, *Antenna Theory: Analysis and Design 3rd ed.* John Wiley & Sons, Inc., 2005.

[18] A. A. D’Amico, A. de Jesus Torres, L. Sanguinetti, and M. Win, “Cramér-Rao bounds for holographic positioning,” 2021. [Online]. Available: https://arxiv.org/abs/2111.02229

[19] K. Witrisal, P. Meissner, E. Leitinger, Y. Shen, C. Gustafson, F. Tufvesson, K. Haneda, D. Dardari, A. Molisch, A. Conti, and M. Win, “High-accuracy localization for assisted living: 5G systems will turn multipath channels from foe to friend,” *IEEE Signal Process. Mag.*, vol. 33, pp. 59–70, 2016.