Kondo effect in the Kohn–Sham conductance of multiple-level quantum dots
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At zero temperature, the Landauer formalism combined with static density functional theory is able to correctly reproduce the Kondo plateau in the conductance of the Anderson impurity model provided that an exchange-correlation potential is used which correctly exhibits steps at integer occupation. Here we extend this recent finding to multi-level quantum dots described by the constant-interaction model. We derive the exact exchange-correlation potential in this model for the isolated dot and deduce an accurate approximation for the case when the dot is weakly coupled to two leads. We show that at zero temperature and for non-degenerate levels in the dot we correctly obtain the conductance plateau for any odd number of electrons on the dot. We also analyze the case when some of the levels of the dot are degenerate and again obtain good qualitative agreement with results obtained with alternative methods. As in the case of a single level, for temperatures larger than the Kondo temperature, the Kohn–Sham conductance fails to reproduce the typical Coulomb blockade peaks. This is attributed to dynamical exchange-correlation corrections to the conductance originating from time-dependent density functional theory.

1 Introduction Common wisdom has it that density functional theory (DFT) is not able to describe strongly correlated systems although the fundamental theorems of DFT apply to these systems as well. In fact, the difficulties of dealing with strong correlations are not inherent to DFT but to the DFT approximations. In the last years there has been considerable progress in understanding which features a DFT approximation should have in order to capture strong correlation effects [1–13], and the derivative discontinuity of the exchange-correlation energy functional [14] has emerged as one of the key properties. In the context of quantum transport the derivative discontinuity turned out to be crucial to reproduce the conductance plateau [15–17] due to the Kondo effect, a hallmark of strong correlations. In this paper, we extend the analysis of Ref. [15] to multiple levels and finite temperature. In particular we investigate the reliability of the exact Kohn–Sham (KS) conductance in multi-level quantum-dot systems. The paper is organized as follows. In Section 2, we introduce the Constant Interaction Model (CIM) for the description of a multi-level quantum dot, and derive the exact xc potential of the isolated dot as well as an approximate, but accurate, xc potential for the dot coupled to leads. In Section 3, we discuss the self-consistent DFT equations of the CIM and how to calculate the KS conductance at finite bias and temperature. Results on different quantum dots are presented in Section 4. Our main findings are that (i) the zero-temperature KS conductance correctly exhibits plateaus of height $nG_0$ where $G_0 = 2e^2/h$ is the quantum of conductance and $n = 1, \ldots, g$, with $g$ the degeneracy of the levels, (ii) if only $g' \leq g$ degenerate levels are coupled to the leads then the height of the plateaus does not exceed $g'G_0$ and the length of the plateau of height $g'G_0$ is $[2(g - g') + 1]$ times the charging energy, and (iii) the finite temperature KS conductance seriously overestimates...
the true conductance at temperatures higher than the Kondo temperature. We summarize and draw our conclusions in Section 5.

2 The xc potential in the constant interaction model A popular model of quantum dots is the constant interaction model (CIM) described by the Hamiltonian

\[ \hat{H}_{\text{QD}} = \hat{H}_0 + \hat{H}_{\text{int}}, \]

where the non-interacting part of the Hamiltonian is \( \hat{H}_0 = \sum \epsilon_i \hat{c}_i \hat{c}_i^\dagger \). The \( \epsilon_i \) are the single-particle eigenvalues of \( \hat{H}_0 \) (the quantum number \( l = i \sigma \) comprises an orbital, \( l \), and a spin, \( \sigma \), degree of freedom) and, for future reference, \( \phi_i \) are the corresponding single-particle orbitals. The interaction has the simple form [18]

\[ \hat{H}_{\text{int}} = \frac{1}{2} E_C (\hat{N} - N_0)^2, \]

where \( E_C \) is the charging energy, \( \hat{N} = \sum \hat{c}_i \hat{c}_i^\dagger \) is the operator for the total number of electrons and \( N_0 \) is the number of electrons in the charge neutral state. Since \( \hat{H}_{\text{int}} \) depends only on \( \hat{N} \), and \( \hat{N} \) commutes with \( \hat{H}_0 \), the eigenstates of \( \hat{H}_0 \) are also eigenstates of \( \hat{H}_{\text{QD}} \):

\[ \hat{H}_0 |\Psi\rangle = E_0 |\Psi\rangle \Rightarrow \hat{H}_{\text{QD}} |\Psi\rangle = E |\Psi\rangle \]

with

\[ E = E_0 + \frac{1}{2} E_C (N - N_0)^2 \]

and \( \hat{N} |\Psi\rangle = N |\Psi\rangle \). Therefore the eigenstates of \( \hat{H}_{\text{QD}} \) with \( N \) electrons are Slater determinants of \( N \) occupied single-particle eigenfunctions \( \phi_1, \ldots, \phi_N \) and have eigenvalue \( E = \epsilon_i + \ldots \epsilon_i + \frac{1}{2} E_C (N - N_0)^2 \).

The KS system of the CIM is described by the KS Hamiltonian

\[ \hat{H}_{\text{KS}} = \hat{H}_0 + \int \text{d} \mathbf{r} \ v_{\text{HFC}}(\mathbf{r}) \hat{n}(\mathbf{r}). \]

where \( v_{\text{HFC}} \) is the Hartree-\( xc \) potential and \( \hat{n} \) is the density operator whose integral over all space gives the operator \( \hat{N} \). The Hartree-\( xc \) potential is a universal functional of the density, \( v_{\text{HFC}} = v_{\text{HFC}}[N] \), and has the property that for a given temperature \( T \) and chemical potential \( \mu \) the equilibrium density of \( \hat{H}_{\text{QD}} \) and \( \hat{H}_{\text{KS}} \) are identical. Note that we are using the finite-temperature (or ensemble) DFT as formulated in Ref. [19], thus there is no ambiguity in \( v_{\text{HFC}} \) with respect to addition of a constant since the number of particles can fluctuate.

Let us consider the quantum dot at zero temperature and denote by \( E(N) \) the ground-state energy of \( \hat{H}_{\text{QD}} \) with \( N \) electrons. For a given \( \mu \) the number of electrons \( N \) is the largest integer for which the addition energy

\[ A(N) = E(N) - E(N - 1) < \mu. \]

The ground state of \( \hat{H}_{\text{QD}} \) with \( N \) electrons has, in general, degeneracy \( d \) and therefore the zero-temperature density can be written as

\[ n(\mathbf{r}) = \frac{1}{d} \sum_{j=1}^{d} \langle \Psi_j | \hat{n}(\mathbf{r}) |\Psi_j\rangle, \]

where \( |\Psi_j\rangle \) is the \( j \)-th component of the ground-state multiplet. Since every \( |\Psi_j\rangle \) is a Slater determinant the generic term of the sum in Eq. (7) has the form

\[ \langle \Psi_j | \hat{n}(\mathbf{r}) |\Psi_j\rangle = \sum_{k=1}^{N} |\phi_{jk}\rangle^2, \]

where the \( \phi_{jk} \)'s are the eigenfunctions of the Slater determinant \( |\Psi_j\rangle \). We now show that for the KS system to reproduce the same density of the interacting system the Hartree-\( xc \) potential has to be uniform in space and depend only on the total number of particles, i.e.,

\[ v_{\text{HFC}}[n](\mathbf{r}) = v_{\text{HFC}}[N]. \]

Interestingly the fact that \( v_{\text{HFC}} \) is uniform in space is not an exclusive feature of systems invariant under translations, like the electron gas. In the CIM Hamiltonian the one-body part \( \hat{H}_0 \) can be any; the uniformity of \( v_{\text{HFC}} \) is due to the fact that \( \hat{H}_{\text{int}} \) depends only on \( \hat{N} \). To prove Eq. (9) we simply observe that if \( v_{\text{HFC}} \) is independent of \( \mathbf{r} \) then the KS eigenfunctions are identical to the single-particle eigenfunctions \( \phi_i \) and hence the KS density is again given by Eq. (7) provided that \( N \) is the largest integer for which the KS eigenvalue

\[ \epsilon_{\text{H}(N)} + v_{\text{HFC}}[N] < \mu. \]

In Eq. (10) \( \epsilon_{\text{H}(N)} \) is the noninteracting energy of the HOMO level with \( N \) electrons; if we order the single-particle energies according to \( \epsilon_1 \leq \epsilon_2 \leq \epsilon_3 \leq \ldots \) then \( \epsilon_{\text{H}(N)} = \epsilon_1 \). It is easy to show that for any real \( N \) the explicit form of \( v_{\text{HFC}} \) is

\[ v_{\text{HFC}}[N] = A(\tilde{N}) - \epsilon_{\tilde{N}}, \quad \tilde{N} \equiv \text{Int}[N] \]

where \( \tilde{N} \) is the integer part of \( N \). Suppose that there are \( N \) electrons in the quantum dot so that \( A(\tilde{N}) < \mu < A(\tilde{N} + 1) \). Then \( \epsilon_{\tilde{N}} + v_{\text{HFC}}[\tilde{N}] = A(\tilde{N}) < \mu \) whereas \( \epsilon_{\tilde{N}+1} + v_{\text{HFC}}[\tilde{N}+1] = A(\tilde{N} + 1) > \mu \); hence \( \tilde{N} \) is the largest integer for which Eq. (10) is fulfilled. Taking into account the explicit form of the interaction we have

\[ A(\tilde{N}) = \epsilon_{\tilde{N}} + \frac{1}{2} E_C (\tilde{N} - N_0)^2 - \frac{1}{2} E_C (\tilde{N} - 1 - N_0)^2 \]

\[ = \epsilon_{\tilde{N}} + E_C \left( \tilde{N} - N_0 - \frac{1}{2} \right) \]

(12)
and from Eq. (11) we deduce that

$$v_{\text{htc}}[N] = E_C N - E_C \left( N_0 + \frac{1}{2} \right).$$  

(13)

Thus the Hartree-xc potential of the CIM is piece-wise constant with discontinuities $E_C$ every time $N$ crosses an integer. One can verify that the size of the discontinuities coincides with the xc part of the derivative discontinuity of the ground states energy, as it should be. We mention that there exists generalizations of the CIM with $\bar{N}$-dependent discontinuities [20] for which an analytic expression of the Hartree-xc potential can still be derived [21].

Next we discuss how to account for the effects of the coupling between the quantum dot and the leads. We consider a left (L) and a right (R) lead with Hamiltonian

$$\hat{H}_{\text{lead}} = \sum_{k\alpha} \epsilon_{k\alpha} c_{k\alpha}^\dagger c_{k\alpha},$$

(14)

where the operators $c_{k\alpha}$ ($c_{k\alpha}^\dagger$) annihilate (create) an electron of energy $\epsilon_{k\alpha}$ in lead $\alpha = L, R$. In the following we assume that the band-width of the leads is much larger than any other energy scale and that the quantum-dot energies $\epsilon_i$ are all well inside the leads band. This is the Wide Band Limit Approximation (WBLA). The contact between the leads and the quantum dot is described by the tunneling Hamiltonian

$$\hat{H}_T = \sum_{k\alpha} \sum_l T_{k\alpha l} c_{k\alpha}^\dagger c_{l\alpha} + \text{H.c.}$$

(15)

For a single-level quantum dot, $l = 1$, the full Hamiltonian $\hat{H} = \hat{H}_{\text{htc}} + \hat{H}_T + \hat{H}_{\text{lead}}$ reduces to the Hamiltonian of the Anderson model in the case of a single level. The appeal of the CIM with $\bar{N}$-dependent discontinuities [20] for which an analytic expression of the Hartree-xc potential can still be derived [21].

Finally we discuss temperature effects. Thermal fluctuations cause a further smearing of the steps in $v_{\text{htc}}$. However, if we are interested in temperatures $T < \min\{|\Gamma^\prime_l|\}$ the thermal smearing is negligible compared to the smearing induced by the dot-lead coupling. The steady-state value of the isolated quantum dot derived in Eq. (13).

3 Kohn–Sham density and conductance Due to the fact that $v_{\text{htc}}$ is uniform in space the KS Hamiltonian of the quantum dot is diagonal in the basis $\phi_i$ which diagonalizes $\hat{H}_0$:

$$\hat{H}_{\text{KS}} = \sum_i (\epsilon_i + v_{\text{htc}}[N]) \phi_i^\dagger \phi_i.$$  

(21)

Let $h_{\text{KS}}$ be the single-particle Hamiltonian matrix with matrix elements $[h_{\text{KS}}]_{ij} = \delta_{ij} (\epsilon_i + v_{\text{htc}}[N])$ in the basis $\phi_i$. The KS retarded Green’s function for the quantum dot in contact with the leads can be written as

$$G_r(\omega) = \frac{1}{\omega - h_{\text{KS}} + i\Gamma/2},$$  

(22)

where the broadening matrix has been defined in Eq. (19). To deal with out-of-equilibrium situations we split $\Gamma = \Gamma_L + \Gamma_R$ into the sum of the left and right contribution. If we apply a bias $V_o$ on lead $\alpha$ and the system attains a steady state in the long-time limit then the steady-state value of the
The current Landauer formula \cite{25–27} (the KS electrons are effectively the current of the KS system can be calculated using the Eqs. (23) and (24) in which

\begin{equation}
I = \int \frac{d\omega}{2\pi} [f_c(\omega) - f_o(\omega)] \text{Tr} \left[ \mathcal{G}_s(\omega) \Gamma_o \mathcal{G}_s^R(\omega) \right],
\end{equation}

where \( \mathcal{G}_s \) is evaluated at the self-consistent value of \( N \). The current \( I = I(V_L, V_R) \) is a function of \( V_L \) and \( V_R \) and correctly vanishes for \( V_L = V_R \). We are interested in the zero-bias conductance which is defined as

\begin{equation}
G_s = \left. \frac{dI(V/2, -V/2)}{dV} \right|_{V=0}.
\end{equation}

The procedure outlined above is, in essence, the Non-Equilibrium Green’s Functions (NEGF) DFT approach to quantum transport \cite{28–32}. The theorems of DFT guarantee that the equilibrium density is exact (provided that the exact \( v_{\text{hxc}} \) is used) but they do not say anything about out-of-equilibrium situations. In this sense, the NEGF-DFT approach may be viewed as an empirical approach. The rigorous treatment of out-of-equilibrium situations requires to formulate the quantum transport problem within Time-Dependent (TD) DFT \cite{33}. This leads to a correction to Eqs. (23) and (24) in which \( V_L \to V_o + V_{\text{a,xc}} \) where \( V_{\text{a,xc}} \) is the steady-state value of the TD-DFT xc potential in lead \( \alpha \) \cite{34–36}. In the limit of zero bias, \( V_{\text{a,xc}} \) vanishes but \( dV_{\text{a,xc}}/dV \), in general, does not \cite{37–40}, and leads to a dynamical correction to the conductance. Adiabatic approximations to the TD-DFT \( v_{\text{hxc}} \), including the exact DFT Hartree-xc potential \cite{41,42}, do not capture this correction since \( V_{\text{a,xc}} \) is identically zero in this case. Thus the NEGF-DFT approach corresponds to the solution of the TD-DFT equations in the long-time limit and in the adiabatic approximation. This has been nicely confirmed in Refs. \cite{43,44}. In the next section we investigate the performance of the NEGF-DFT approach in quantum dots using a DFT \( v_{\text{hxc}} \), Eq. (18), which is essentially exact in the weak coupling limit. The analysis will help us to understand strengths and limitations of adiabatic approximations in quantum transport.

4 Results and discussions Our first example is a three-level quantum dot with each level doubly degenerate due to spin. The single-particle energies are (in arbitrary units) \( \epsilon_{1\alpha} = 0 + v_0 \) with \( v_0 \) the gate voltage, \( \epsilon_2^e = -3 \) and \( \epsilon_2^o = 2 \), the charging energy \( E_C = 1 \), and the broadening matrices \( \Gamma_o \) are diagonal with diagonal entries equal to \( \gamma/2 \). We take \( \mu = 0 \) and work at temperature \( T = 0.001 \ll \gamma \), so that the thermal broadening can be discarded and Eq. (18) is a good approximation for \( v_{\text{hxc}} \). Since the broadening is the same for all levels we choose the smearing parameter \( W(I) = 0.16\gamma/E_C \) independent of \( I \). In Fig. 1 (top), we show the self-consistent solution of Eq. (23) versus gate voltage \( v_0 \) for three different values of \( \gamma = 0.1, 0.5, 1.0 \). The discontinuity in \( v_{\text{hxc}} \) is crucial to pin the levels to the chemical potential and hence to give rise to the Coulomb blockade ladder. For \( v_0 > 5 \) the quantum dot is empty since all levels are above \( \mu \). For \( v_0 = 5 \) one electron enters the dot and sits on the first energy level. Due to the fact that the addition of a second electron costs a charging energy \( E_C = 1 \) it is not until \( v_0 \) lowers to 4 that a second electron enters. At this point the quantum dot is in a spin singlet with two electrons occupying the first level. The presence of two electrons shifts the unoccupied levels to \( \epsilon_o + v_{\text{hxc}}[2] = \epsilon_o + 2E_C \). Therefore for a third electron to enter the dot \( v_0 \) has to lower to \( v_0 = -\epsilon_o^2 - 2E_C = 3 - 2 = 1 \). These energetic considerations explain the curve \( N \) versus \( v_0 \) from \( N = 0 \), when the quantum dot is empty, to \( N = 6 \), when the quantum dot is totally filled. The message to take home is that the plateaus of the \( N-v \) curve have length \( E_C \) if the number of electrons is odd and \( E_C + \epsilon_o^2 \) if the number of electrons is even.

Once \( N = N(v_0) \) is known we can proceed with the calculation of the conductance. In Fig. 1 (bottom) we show the zero bias KS conductance of Eq. (25). Interestingly \( G_s \) exhibits a plateau whenever \( N \) is odd, and this behavior is the same as that of the true conductance \cite{45–47}. The plateau is indeed a consequence of the fact that at low temperatures the true spectral function exhibits a sharp Kondo peak at the chemical potential. The results of Fig. 1

\[ \text{Figure 1: Top: Self-consistent solution of Eq. (23) for the total number} \]
constitute a generalization to multiple levels of the findings in Refs. [15–17] and can be explained using the Friedel sum rule [48–50]. We can conclude that the NEGF-DFT approach, even though based on an adiabatic approximation, is capable to capture strong correlation effects provided that the exact (discontinuous) Hartree-xc potential is used.

Unfortunately the agreement between the KS conductance and the true conductance deteriorates with increasing temperature. In Fig. 2 we display $G_s$ versus gate voltage for $\gamma = 0.2$ and three different values of the temperature $T = 0.001, 0.01, 0.1$. For temperatures $T$ larger than the Kondo temperature $T_K \leq \sqrt{2E_C/\gamma} e^{-\gamma E_C/4\gamma} \simeq 0.089$ the middle part of the plateau should be suppressed leaving two Coulomb blockade peaks [51, 52]. Instead we see that the entire plateau is suppressed and there is no signature of the Coulomb blockade peaks. As discussed at the end of Section 2, the DFT Hartree-xc potential is weakly dependent on temperature for $T$ smaller than the level broadenings, and therefore our approximation is accurate in this temperature range. Thus, we infer that at finite temperature the adiabatic approximation (which, we recall, is an intrinsic feature of the NEGF+DFT approach) is not able to reproduce the true conductance in the Coulomb blockade regime. In this temperature range the dynamical xc correction of TDDFT is essential [15]. This correction involves the TDDFT kernel with coordinates deep inside the leads [15] and, therefore, is rather difficult to estimate. In fact, the Coulomb blockade regime has remained out of reach until very recently. In Ref. [21] we solved the problem and provided a comprehensive (TD) DFT picture of the Coulomb blockade regime without breaking the spin symmetry.

The inadequacy of the NEGF+DFT approach at finite temperature was somehow expected since the relation [48] between the phase-shift (hence the conductance) and the density does not hold any longer. Independently of temperature, no such relation exists for quantum dots with degenerate levels unless the broadening matrices are diagonal. In these cases we expect that at sufficiently low temperature the KS conductance is again in qualitative good agreement with the true conductance.

Let us consider a six-level quantum dot with single-particle energies $\epsilon_{i\sigma} = \epsilon_i^0 + v_0$ with $v_0$ the gate voltage and $\epsilon_i^0 = -4, \epsilon_i^0 = 0 = -2, \epsilon_i^0 = 2, \epsilon_i^0 = 4$. As in the previous example each level is two-fold degenerate due to spin. We take the charging energy $E_C = 1$, the broadening matrices diagonal, $[\Gamma_{\alpha\sigma}^l]_{i\sigma,j\sigma} = \delta_{ij}\delta_{\alpha\sigma}\gamma/2$, with $\gamma = 0.1$, and hence the smearing parameter $W(l) = 0.16\gamma/E_C$ independent of $l$. The chemical potential is set to $\mu = 0$. In Fig. 3 we show the number of electrons $N$ (top) and KS conductance $G_s$ (bottom) versus gate voltage $v_0$ for two different temperatures $T = 0.001, 0.1$. According to our parameters when $v_0 \gtrless 0$ we have $\epsilon_i^0 + v_0 + v_{\text{bxc}[2]} = -2 + v_0 + 2E_C \gtrless 0$ and therefore the dot has two electrons occupying the lowest energy level. For $v_0 \lesssim 0$ a third electron enters the dot. At this stage the levels $\epsilon_i^0 + v_0 + v_{\text{bxc}[3]}$ are very close to $\mu$ but not exactly pinned to $\mu$ since the occupancy is 1/2 for each of them. The KS conductance is the sum of the noninteracting conductances of two single-level models with occupancy 1/2 since the $F_{\alpha\sigma}$ are diagonal. For occupancy 1/2 the single-level conductance is $G_{0/2}$ and hence $G_s = 2G_{0/2} = G_{0/2}$, in agreement with Fig. 3. Suppose now to lower $v_0$ further until the value $v_0 \simeq -E_C$, when a fourth electron enters the dot. With four electrons the levels $\epsilon_i^0 + v_0 + v_{\text{bxc}[4]}$ are exactly pinned to $\mu$ since the occupancy is 1 for each of them. For occupancy 1 the single-level conductance is $G_{0}$ and hence $G_s = 2G_{0}$. This explains the second plateau at $2G_{0}$ for $-1 \lesssim v_0 \lesssim 0$. With similar arguments we can understand all remaining plateaus. This behavior of $G_s$ is qualitatively similar to that of the true conductance [47, 53]. The effect of increasing
temperature on $G_s$ is to lower the plateaus. The true conductance, instead, develops distinct Coulomb blockade peaks [47, 53]. We conclude that the NEGF-DFT approach accounts for degeneracy effects reasonably well (for diagonal $Γ'$-matrices) whereas it needs to be considerably revised in order to include finite temperature effects (Coulomb blockade regime) [21].

We also studied a variant of the previous six-levels quantum dot in which one of the degenerate levels in each multiplet, say $ε_{3σ}$ and $ε_{3τ}$, do not hybridize with the leads and hence $[Γ_{αβ}]_{3σ3τ} = [Γ_{βα}]_{3σ3τ} = 0$. Consider the dot with two electrons in the lowest energy level $ε_{1σ}$. By lowering $v_0$ a third electron enters the dot. Unlike the previous case this electron does not equally distribute between levels $ε_{2σ}$ and $ε_{3σ}$ but occupies only level $ε_{3τ}$. Indeed $ε_{3σ}$ hybridizes with the leads and hence it gets half populated when $ε_{3σ} = 0 + δ$ with $δ$ a small positive constant. Since any $δ > 0$ is larger than the broadening of level $ε_{3σ}$, this level remains empty. By lowering $v_0$ further we eventually start occupying level $ε_{3σ}$. The population of this level occurs very rapidly since it is not coupled to the leads. From these considerations we see that the form of $v_{1σc}$ in Eq. (17) needs to be modified. For instance, according to the previous argument, for $2 < N < 3$ the smearing parameter $W(3)$ is finite but for $3 < N < 4$ the same smearing parameter vanishes. Therefore we introduce $N$-dependent smearing parameters $W(l, N)$ in Eq. (17) according to

$$ W(3, N) = \theta(3 - N) W, $$

$$ W(4, N) = 0, $$

$$ W(5, N) = \theta(N - 5) W, $$

$$ W(7, N) = \theta(7 - N) W, $$

$$ W(8, N) = 0, $$

$$ W(9, N) = \theta(N - 9) W $$

and $W(1) = W(2) = W(6) = W(10) = W(11) = W(12) = W = 0.16\sqrt{ε_c}$. The self-consistent solution of Eq. (23) is shown in Fig. 4 (top). The modified Hartree-xc potential correctly reproduces the trend of $N$ versus $v_0$ deduced from physical arguments. The transitions $0 \rightarrow 1 \rightarrow 2 \rightarrow 3$ electrons are smooth whereas the transitions $3 \rightarrow 4 \rightarrow 5$ are sharp. The same behavior is observed for the other pair of degenerate levels. The corresponding KS conductance is displayed in Fig. 4 (bottom). The main difference with the previous case is that the plateau at $2G_0$ lowers to $G_0$. This can be understood as follows. With three electrons in the quantum dot the level $ε_{3σ}$ is half filled while level $ε_{3τ}$ is empty. Since level $ε_{3σ}$ is coupled to the leads the conductance is $G_s = G_0$. With four and five electrons level $ε_{2σ}$ remains half filled and level $ε_{3σ}$ is half-filled and totally filled, respectively. This level, however, is not coupled to the leads and hence does not contribute to the conductance which remains equal to $G_0$. With similar energetic considerations we can explain all remaining plateaus. With increasing temperature the thermal broadening of the Fermi function allows for a slight distribution of electrons. When a third electron enters the dot we have little occupancy of level $ε_{3σ}$ as well. Thus level $ε_{3σ}$ is not exactly half filled and the conductance is lower than that with four electrons when level $ε_{3σ}$ is instead half filled.

5 Conclusions and outlook We generalized the findings of Ref. [15] to multiple levels, relevant for quantum dots or molecular junctions. At temperatures below the Kondo temperature and for nondegenerate levels the NEGF-DFT approach is very accurate provided that the exact DFT Hartree-xc potential is used. The success of NEGF-DFT has its origin in the fulfillment of the Friedel sum rule. At finite temperature the Friedel sum rule is of no use to relate the conductance to the density and we indeed find that the KS and true conductances can differ quite substantially. Another situation for which, in general, we cannot use the Friedel sum rule is that of degenerate levels. An exception is that of diagonal $Γ'$ matrices. In this case the NEGF-DFT approach is again exact provided that the exact DFT Hartree-xc potential is employed. For the CIM we constructed an approximation to $v_{1σc}$ which becomes exact in the limit of weak coupling. Our results for the (KS) conductance in good qualitative agreement with numerical renormalization group results [47] and many-body results [53]. In all other cases one has to go beyond the NEGF-DFT approach and include dynamical xc corrections in the theory. This can be done either by finding suitable approximations to the TDDFT kernel and then solving the linear response equations or by including memory effects in the TDDFT Hartree-xc potential [54–58] and then performing time propagations. There has been considerable progress in the implementation of ab initio propagation schemes for open systems [43, 44, 59–66] but, at present, the results are limited to adiabatic Hartree-xc potentials. The
development of propagation algorithms for open systems with nonadiabatic Hartree-xc potentials represents one of the future challenges in quantum transport.
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