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Abstract
The problem of existence and uniqueness of absolutely continuous invariant measures for a class of piecewise deterministic Markov processes is investigated using the theory of substochastic semigroups obtained through the Kato–Voigt perturbation theorem on the $L^1$-space. We provide a new criterion for the existence of a strictly positive and unique invariant density for such processes. The long time qualitative behavior of the corresponding semigroups is also considered. To illustrate our general results we give a detailed study of a two dimensional model of gene expression with bursting.

Keywords: piecewise deterministic Markov process, stochastic semigroup, invariant density, dynamical systems with switching, gene expression models

2010 MSC: 47D06, 60J25, 60J99, 92C40

1. Introduction
We study a class of piecewise-deterministic Markov processes (PDMPs) which we call semiflows with jumps. As defined in [10, 11] a PDMP without active boundaries is determined by three local characteristics $(\pi, \varphi, \mathcal{P})$, where $\pi$ is a semiflow describing the deterministic parts of the process, $\varphi(x)$ is the intensity of a jump from $x$, and $\mathcal{P}(x, \cdot)$ is the distribution of the state reached by that jump. The problem of existence of invariant measures for Markov processes is of fundamental importance in many applications of stochastic processes [11, 18, 24].

We consider semiflows that arise as solutions of ordinary differential equations

$$x'(t) = g(x(t)), \quad (1.1)$$

where $g: \mathbb{R}^d \to \mathbb{R}^d$ is a (locally) Lipschitz continuous mapping. We assume that $E$ is a Borel subset of $\mathbb{R}^d$ such that for each $x_0 \in E$ the solution $x(t)$ of (1.1) with initial condition $x(0) = x_0$ exists and that $x(t) \in E$ for all $t \geq 0$. We denote this solution $\pi_t x_0$. Then the mapping $(t, x_0) \mapsto \pi_t x_0$ is Borel measurable and satisfies

$$\pi_0 x_0 = x_0, \quad \pi_{t+s} x = \pi_t (\pi_s x)$$

for $x \in E$, $s, t \in \mathbb{R}_+$. As concern jumps we consider a family of measurable transformations $T_\theta: E \to E$, $\theta \in \Theta$, where $\Theta$ is a metric space which carries a Borel measure $\nu$, and a family of measurable functions $p_\theta: E \to [0, \infty)$, $\theta \in \Theta$, satisfying

$$\int_\Theta p_\theta(x)\nu(d\theta) = 1, \quad x \in E,$$

so that the stochastic kernel $\mathcal{P}$ is of the form

$$\mathcal{P}(x, B) = \int_\Theta 1_B(T_\theta(x))p_\theta(x)\nu(d\theta), \quad x \in E, \quad (1.2)$$

for $B \in \mathcal{B}(E)$, where $\mathcal{B}(E)$ be the Borel $\sigma$-algebra of subsets of $E$. This roughly means that if the value of the process is $x$ then we jump to the point $T_\theta(x)$ with probability $p_\theta(x)$.
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The following standing assumptions will be made. The intensity function $\varphi$ is continuous and
\[
\lim_{t \to \infty} \int_0^t \varphi(\pi_s x) ds = +\infty \quad \text{for all } x \in E. \tag{1.3}
\]
The mappings $(\theta, x) \mapsto T_\theta(x)$ and $(\theta, x) \mapsto p_\theta(x)$ are measurable so that the stochastic kernel in (1.2) is well defined. We assume also that each mapping $\pi_i : E \to E$ as well as each $T_\theta : E \to E$ is nonsingular with respect to a reference measure $m$ on $E$. Recall that a measurable transformation $T : E \to E$ is called nonsingular with respect to $m$ if the measure $m \circ T^{-1}$ is absolutely continuous with respect to $m$, i.e., $m(T^{-1}(B)) = 0$ whenever $m(B) = 0$.

Let us briefly describe the construction of the PDMP $\{X(t)\}_{t \geq 0}$ with characteristics $(\pi, \varphi, P)$ (see e.g. [10, 11] for details). Define the function
\[
F(t) = 1 - \exp\left(-\int_0^t \varphi(\pi_s x) ds\right), \quad t \geq 0, \quad x \in E, \tag{1.4}
\]
and note that the assumptions imposed on $\varphi$ imply that $F$ is a distribution function of a positive and finite random variable for every $x \in E$. Let $t_0 = 0$ and let $X(0) = X_0$ be an $E$-valued random variable. For each $n \geq 1$ we can choose the $n$th jump time $t_n$ as a positive random variable satisfying
\[
\Pr(t_n - t_{n-1} \leq t | X_{n-1} = x) = F(t), \quad t \geq 0,
\]
and we define
\[
X(t) = \begin{cases} 
\pi_{t_{n-1}}(X_{n-1}) & \text{for } t_{n-1} \leq t < t_n, \\
X_n & \text{for } t = t_n,
\end{cases}
\]
where the $n$th post-jump position $X_n$ is an $E$-valued random variable such that
\[
\Pr(X_n \in B | X(t_n-1) = x) = P(x, B),
\]
and $X(t_n) = \lim_{t \to t_n} X(t) = \pi_{t_n-t_{n-1}}(X_{n-1})$. In this way, the trajectory of the process is defined for all $t < t_\infty := \lim_{n \to \infty} t_n$ and $t_\infty$ is called the explosion time. To define the process for all times, we set $X(t) = \Delta$ for $t \geq t_\infty$, where $\Delta \notin E$ is some extra state representing a cemetery point for the process. The PDMP $\{X(t)\}_{t \geq 0}$ is called the minimal PDMP corresponding to $(\pi, \varphi, P)$. It is said to be non-explosive if $\mathbb{P}_x(t_\infty = \infty) = 1$ for $m$-almost every ($m$-a.e.) $x \in E$, where $\mathbb{P}_x$ is the distribution of the process starting at $X(0) = x$. We denote by $E_x$ the expectation operator with respect to $\mathbb{P}_x$.

Our main result is the following.

**Theorem 1.1.** Assume that the chain $(X(t_n))_{n \geq 0}$ has only one invariant probability measure $\mu$, absolutely continuous with respect to $m$. If the density $f_\varphi = d\mu_x / dm$ is strictly positive a.e. then the process $\{X(t)\}_{t \geq 0}$ is non-explosive and it can have at most one invariant probability measure absolutely continuous with respect to $m$. Moreover, if
\[
\int_E E_x(f_\varphi)(x)m(dx) < \infty, \tag{1.5}
\]
then the process $\{X(t)\}_{t \geq 0}$ has a unique invariant density and it is strictly positive a.e.

The problem of existence and uniqueness of an invariant probability measure for the process $\{X(t)\}_{t \geq 0}$ with comparison to the similar problem for the chain $(X(t_n))_{n \geq 0}$ was studied in [7] in the context of general PDMDPs with boundaries and under some technical assumptions. We also refer the reader to [8, 13] for the study of equivalence between stability properties of continuous time processes and yet another discrete time processes associated with them. Here we concentrate on the existence of absolutely continuous invariant measures and we make use of the results from [34]. That is why we need to assume that the semiflow $(\pi_t)_{t \geq 0}$ satisfies $\pi_t(E) \subseteq E$ for all $t \geq 0$ (this implies that there are no active boundaries) and that the stochastic kernel $P$ describing jumps gives rise to a transition operator $P$ on $L^1$ (see (2.1)) so that we can use [34, Theorem 5.2]. In particular, the kernel $P$ as in (1.2) has the required property and covers many interesting examples. However, any refinements entail considerable mathematical difficulties and are currently under research.

We study the continuous time process with the help of a strongly continuous semigroup of positive contraction operators $\{P(t)\}_{t \geq 0}$ (substochastic semigroup) on the $L^1$ space of functions integrable with respect to the measure $m$. 
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The semigroup can be obtained from the Kato–Voigt perturbation theorem for substochastic semigroups on $L^1$-spaces and this functional analytic framework is recalled in Section 2 as Theorem 1.1. Using results from [34], this gives that the chain $(X(t_n))_{n \geq 0}$ has the property that there exists a unique linear operator $K$ (stochastic operator) on $L^1$ which satisfies: if the distribution of the random variable $X(0)$ has a density $f$, i.e.,

$$\Pr(X(0) \in B) = \int_B f(x)m(dx), \quad B \in \mathcal{B}(E),$$

then $X(t)$ has a density $Kf$. Hence, the density $f$, in Theorem 1.1, is invariant for the operator $K$. Sufficient conditions for the existence of only one invariant density for stochastic operators are described in Section 2 and are based on [28, 29]. Section 3 presents relationships between invariant densities for the semigroup $(P(t))_{t \geq 0}$ and for the operator $K$. Here the most important results are obtained in Theorems 3.3 and 3.10 and give Corollary 3.11 which is our main tool in the proof of Theorem 1.1. Theorems 5.3 and 5.10 together with Corollaries 5.9 and 5.11 should be compared with [7, Theorems 1 and 2] and [25, Theorem 5]. However, we need not to assume that the process is non-explosive and we look for absolutely continuous subinvariant measures. Moreover, in [25] a perturbed substochastic semigroup is obtained with the help of Desch’s theorem [12], which in our setting becomes a particular case of Theorem 3.1.

If for some $t > 0$ and for $x$ from a set of positive Lebesgue measure the absolutely continuous part in the Lebesgue decomposition of the measure $\mathbb{P}_t(X(t) \in \cdot)$ is nontrivial, then the semigroup $(P(t))_{t \geq 0}$ is partially integral as in [27]. This allows us to combine Theorem 1.1 with [27, Theorem 2], recalled in Section 2 as Theorem 2.4, to obtain asymptotic stability of the semigroup $(P(t))_{t \geq 0}$, i.e., the density of $X(t)$ converges to the invariant density in $L^1$ irrespective of the density of $X(0)$. In that case condition (1.5) appears to be not only sufficient but also necessary for the existence of an invariant density for the process, see Corollary 3.16.

In Section 4 we provide sufficient conditions for existence of a unique invariant density for the Markov chain $(X(t_n))_{n \geq 0}$ in terms of the local characteristics of the semiflow with jumps. We also show that dynamical systems with random switching evolving in $\mathbb{R}^d \times I$ with a finite set $I$, as in [2, 5, 27], can be studied with our methods. Section 5 contains a detailed study of a two dimensional model of gene expression with bursting illustrating applicability of our results. Our framework can be used to analyze biological processes described by PDMPs, see e.g., [14, 20, 22] for gene regulatory dynamics with bursting and [6, 19, 30, 31, 38] for dynamics with switching.

2. Asymptotic behavior of stochastic operators and semigroups

Let $(E, \mathcal{E}, m)$ be a $\sigma$-finite measure space and $L^1 = L^1(E, \mathcal{E}, m)$ be the space of integrable functions. We denote by $D(m) \subset L^1$ the set of all densities on $E$, i.e.,

$$D(m) = \{f \in L^1_+ : \|f\| = 1\}, \quad \text{where } L^1_+ = \{f \in L^1 : f \geq 0\},$$

and $\|\cdot\|$ is the norm in $L^1$. A linear operator $P: L^1 \to L^1$ such that $P(D(m)) \subseteq D(m)$ is called stochastic or Markov [18]. It is called substochastic if $P$ is a positive contraction, i.e., $Pf \geq 0$ and $\|Pf\| \leq \|f\|$ for all $f \in L^1_+$.

If $T: E \to E$ is nonsingular then there exists a unique stochastic operator $\tilde{T}: L^1 \to L^1$ satisfying

$$\int_B \tilde{T}f(x)m(dx) = \int_{\tilde{T}^{-1}(B)} f(x)m(dx)$$

for all $B \in \mathcal{E}$ and $f \in D(m)$. The operator $\tilde{T}$ is usually called the Frobenius-Perron operator corresponding to $T$. In particular, if $T: E \to E$ is one-to-one and nonsingular with respect to $m$, then

$$\tilde{T}f(x) = 1_{\tilde{T}(E)}(x)f(\tilde{T}^{-1}(x)) \frac{d(m \circ T^{-1})}{dm}(x) \quad \text{for m-a.e. } x \in E,$$

where $d(m \circ T^{-1})/dm$ is the Radon-Nikodym derivative of the measure $m \circ T^{-1}$ with respect to $m$.

Let $P: E \times \mathcal{E} \to [0, 1]$ be a stochastic transition kernel, i.e., $P(x, \cdot)$ is a probability measure for each $x \in E$ and the function $x \mapsto P(x, B)$ is measurable for each $B \in \mathcal{E}$, and let $P$ be a stochastic operator on $L^1$. If

$$\int_E P(x, B)f(x)m(dx) = \int_B Pf(x)m(dx)$$

(2.1)
for all $B \in \mathcal{E}$, $f \in D(m)$, then $P$ is called the \textit{transition} operator corresponding to $\mathcal{P}$. A stochastic operator $P$ on $L^1$ is called \textit{partially integral} or \textit{partially kernel} if there exists a measurable function $p: E \times E \to [0, \infty)$ such that

$$
\int_E \int_E p(x, y) m(dx) m(dy) > 0 \quad \text{and} \quad Pf(x) \geq \int_E p(x, y)f(y) m(dy)
$$

for $m$-a.e. $x \in E$ and for every density $f$.

We can extend a substochastic operator $P$ beyond the space $L^1$ in the following way. If $0 \leq f_n \leq f_{n+1}$, $f_n \in L^1$, $n \in \mathbb{N}$, then the pointwise almost everywhere limit of $f_n$ exists and will be denoted by $\sup_n f_n$. For $\eta \geq 0$ we define

$$
P f = \sup_n Pf_n \quad \text{for} \quad f = \sup_n f_n, \ f_n \in L^1.
$$

(Note that $Pf$ is independent of the particular approximating sequence $f_n$ and that $Pf$ may be infinite.) Moreover, if $P$ is the transition operator corresponding to $\mathcal{P}$ then (2.1) holds for all measurable nonnegative $f$. A nonnegative measurable $f$ is said to be \textit{subinvariant (invariant)} for a substochastic operator $P$ if $Pf \leq f$ ($Pf = f$). Note that if $f_\ast$ is a subinvariant density for a stochastic operator $P$ then $f_\ast$ is invariant for $P$.

A substochastic operator $P$ is called \textit{mean ergodic} if

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} P^n f \quad \text{exists for all} \quad f \in L^1.
$$

If a substochastic operator has a subinvariant density $f_\ast$ with $f_\ast > 0$ a.e., then it is mean ergodic (see e.g. [16, Lemma 1.1 and Theorem 1.1]). We say that a stochastic operator is \textit{uniquely mean ergodic} if there is an invariant density $f_\ast$ such that

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} P^n f = f_\ast \|f\| \quad \text{for all} \quad f \in L^1_+.
$$

In particular, if $P$ has a unique invariant density $f_\ast$ and $f_\ast > 0$ a.e. then $P$ is uniquely mean ergodic (see e.g. [18, Theorem 5.2.2]). Moreover, an operator with this property can not have a non-integrable subinvariant function as the following result shows. For any measurable $f$ the support of $f$ is defined up to sets of measure $m$ zero by

$$
\text{supp} \ f = \{x \in E : f(x) \neq 0\}.
$$

**Proposition 2.1.** Suppose that a stochastic operator $P$ is uniquely mean ergodic with an invariant density $f_\ast$. If $\tilde{f}_\ast$ is subinvariant for $P$ and $m(\text{supp } f_\ast \cap \{x : \tilde{f}_\ast(x) < \infty\}) > 0$, then $\tilde{f}_\ast \in L^1$.

**Proof.** It is a direct consequence of (2.2) and the fact that the measure $m$ is $\sigma$-finite.

To prove that an operator has a unique strictly positive invariant density we use the approach from [28, 29]. A stochastic operator $P$ is called \textit{sweeping} with respect to a set $B \in \mathcal{E}$ if

$$
\lim_{n \to \infty} \int_B P^n f(x)m(dx) = 0 \quad \text{for all} \quad f \in D(m).
$$

From Lemma 2 and Theorem 2 of [28] we obtain the following result

**Theorem 2.2.** Let $E$ be a metric space and $\mathcal{E} = \mathcal{B}(E)$ be the $\sigma$-algebra of Borel subsets of $E$. Suppose that $P$ is the transition operator corresponding to the stochastic kernel $\mathcal{P}$ satisfying the following conditions

(a) there is no $P$-absorbing sets, i.e., there does not exist a set $B \in \mathcal{E}$ such that $m(B) > 0$, $m(E \setminus B) > 0$ and $\mathcal{P}(x, B) \geq 1_B(x)$ for $m$-a.e. $x \in E$,

(b) for every $x_0 \in E$ there exist $\delta > 0$, a nonnegative measurable function $\eta$ satisfying $\int \eta(y)m(dy) > 0$, and a positive integer $n$ such that

$$
\mathcal{P}^n(x, B) \geq 1_{B(x_0, \delta)}(x) \int_B \eta(y)m(dy)
$$

for $m$-a.e. $x \in E$ and all $B \in \mathcal{B}(E)$, where $B(x_0, \delta)$ is the ball with center at $x_0$ and radius $\delta$. 
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Then either \( P \) is sweeping with respect to compact sets or \( P \) has an invariant density \( f \). In the latter case, \( f \) is unique and \( f > 0 \) a.e.

In order to exclude sweeping we can use a Foster–Lyapunov drift condition \([24,26]\). For the proof of the following see e.g. \([32]\).

**Proposition 2.3.** Let \( P \) be the transition operator corresponding to a stochastic transition kernel \( \mathcal{P} \). Assume that the following condition holds

(c) there exist a set \( B_0 \), two positive constants \( c_1, c_2 \), and a nonnegative measurable function \( V \) satisfying \( m(x : V(x) < \infty) > 0 \) and

\[
\int_E V(y) \mathcal{P}(x, dy) \leq V(x) - c_1 + c_2 1_{B_0}(x), \quad x \in E.
\]

Then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \int_{B_0} P^n f(x) m(dx) \geq \frac{1}{c_2} > 0
\]

for all \( f \in D(m) \) such that \( \int_E V(x) f(x) m(dx) < \infty \). In particular, \( P \) is not sweeping with respect to the set \( B_0 \).

We conclude this section with the notion of stochastic semigroups and a general result from \([27]\) concerning possible asymptotic behavior of such semigroups. A family of substochastic (stochastic) operators \( \{P(t)\}_{t \geq 0} \) on \( L^1 \) which is a \( C_0 \)-semigroup, i.e.,

1. \( P(0) = I \) (the identity operator);
2. \( P(t + s) = P(t) P(s) \) for every \( s, t \geq 0 \);
3. for each \( f \in L^1 \), the mapping \( t \mapsto P(t) f \) is continuous: for each \( s \geq 0 \)

\[
\lim_{t \to s^+} \|P(t) f - P(s) f\| = 0;
\]

is called a substochastic (stochastic) semigroup. A nonnegative measurable \( f_\ast \) is said to be subinvariant (invariant) for the semigroup \( \{P(t)\}_{t \geq 0} \) if it is subinvariant (invariant) for each operator \( P(t) \).

A stochastic semigroup \( \{P(t)\}_{t \geq 0} \) is called asymptotically stable if it has an invariant density \( f_\ast \) such that

\[
\lim_{t \to \infty} \|P(t) f - f_\ast\| = 0 \quad \text{for all } f \in D(m)
\]

and partially integral if, for some \( s > 0 \), the operator \( P(s) \) is partially integral.

**Theorem 2.4** (\([27]\)). Let \( \{P(t)\}_{t \geq 0} \) be a partially integral stochastic semigroup. Assume that the semigroup \( \{P(t)\}_{t \geq 0} \) has only one invariant density \( f_\ast \). If \( f_\ast > 0 \) a.e. then the semigroup \( \{P(t)\}_{t \geq 0} \) is asymptotically stable.

Note that if the semigroup \( \{P(t)\}_{t \geq 0} \) is asymptotically stable then, for each \( s > 0 \), the operator \( P(s) \) is uniquely mean ergodic. Thus, Proposition 2.4 gives the following.

**Corollary 2.5.** Suppose that a stochastic semigroup \( \{P(t)\}_{t \geq 0} \) is asymptotically stable with an invariant density \( f_\ast \). If \( f_\ast \) is subinvariant for \( \{P(t)\}_{t \geq 0} \) and \( m(\text{supp } f_\ast \cap \{x : f_\ast(x) < \infty\}) > 0 \), then \( f_\ast \in L^1 \).

3. Existence of invariant densities for perturbed semigroups

In this section we study the problem of existence of invariant densities for substochastic semigroups on \( L^1 \). We first recall some notation and a generalization of Kato’s perturbation theorem \([13]\).
Let \( \{S(t)\}_{t \geq 0} \) be a substochastic semigroup on \( L^1 \). The infinitesimal generator of \( \{S(t)\}_{t \geq 0} \) is by definition the operator \( A \) with domain \( \mathcal{D}(A) \subset L^1 \) defined as

\[
\mathcal{D}(A) = \{ f \in L^1 : \lim_{t \to 0} \frac{1}{t}(S(t)f - f) \text{ exists} \},
\]

\[
Af = \lim_{t \to 0} \frac{1}{t}(S(t)f - f), \quad f \in \mathcal{D}(A).
\]

The operator \( A \) is closed with \( \mathcal{D}(A) \) dense in \( L^1 \). If for some real \( \lambda \) the operator \( \lambda A - A \) is one-to-one, onto, and \( (\lambda - A)^{-1} \) is a bounded linear operator, then \( \lambda \) is said to belong to the resolvent set \( \rho(A) \) and \( R(\lambda, A) := (\lambda - A)^{-1} \) is called the resolvent at \( \lambda \) of \( A \). If \( A \) is the generator of the substochastic semigroup \( \{S(t)\}_{t \geq 0} \) then \((0, \infty) \subset \rho(A) \) and we have the integral representation

\[
R(\lambda, A)f = \int_0^\infty e^{-ts}S(s)f \, ds \quad \text{for} \quad f \in L^1.
\]

The operator \( \lambda R(\lambda, A) \) is substochastic and \( R(\mu, A)f \leq R(\lambda, A)f \) for \( \mu > \lambda > 0, f \in L^1 \).

We assume throughout this section that \( P \) is a stochastic operator on \( L^1, \varphi : E \to [0, \infty) \) is a measurable function, and that \( \{S(t)\}_{t \geq 0} \) is a substochastic semigroup with generator \( (A, \mathcal{D}(A)) \) such that

\[
\mathcal{D}(A) \subseteq L^1_E \quad \text{and} \quad \int_E Af(x) m(dx) = - \int_E \varphi(x)f(x) m(dx)
\]

for \( f \in \mathcal{D}(A)_+ = \mathcal{D}(A) \cap L^1_+ \), where

\[
L^1_+ = \{ f \in L^1 : \int_E \varphi(x)|f(x)|m(dx) < \infty \}.
\]

Our starting point is the following generation result \([1, 3, 4, 15, 35]\) for the operator

\[
Gf = Af + P(\varphi f) \quad \text{for} \quad f \in \mathcal{D}(A).
\]

**Theorem 3.1.** There exists a substochastic semigroup \( \{P(t)\}_{t \geq 0} \) on \( L^1 \) such that the generator \( (G, \mathcal{D}(G)) \) of \( \{P(t)\}_{t \geq 0} \) is an extension of the operator in (3.2), i.e.,

\[
\mathcal{D}(A) \subseteq \mathcal{D}(G) \quad \text{and} \quad Gf = Gf \quad \text{for} \quad f \in \mathcal{D}(A),
\]

the generator \( G \) of \( \{P(t)\}_{t \geq 0} \) is characterized by

\[
R(\lambda, G)f = \lim_{n \to \infty} R(\lambda, A) \sum_{k=0}^n (P(\varphi R(\lambda, A)))^k f, \quad f \in L^1, \lambda > 0,
\]

and the semigroup \( \{P(t)\}_{t \geq 0} \) is minimal, i.e., if \( \{\tilde{P}(t)\}_{t \geq 0} \) is another semigroup with generator which is an extension of \( (G, \mathcal{D}(A)) \) then \( \tilde{P}(t)f \geq P(t)f \) for all \( f \in L^1 \).

Moreover, the following are equivalent:

1. \( \{P(t)\}_{t \geq 0} \) is a stochastic semigroup.
2. The generator \( G \) is the closure of the operator \( (G, \mathcal{D}(A)) \).
3. There is \( f \in L^1_+, f > 0 \) a.e. such that for some \( \lambda > 0 \)

\[
\lim_{n \to \infty} \|(P(\varphi R(\lambda, A)))^n f\| = 0.
\]

**Remark 3.2.** Note that (see e.g. \([33]\)) the generator of \( \{P(t)\}_{t \geq 0} \) is the operator \( (G, \mathcal{D}(A)) \) if and only if for some \( \lambda > 0 \)

\[
\lim_{n \to \infty} \|(P(\varphi R(\lambda, A)))^n \| = 0.
\]

In particular, if \( \varphi \) is bounded then this condition holds.
We also need the substochastic operator $K: L^1 \to L^1$ defined by

$$Kf = \lim_{t \to 0} P(\varphi R(\lambda, A))f \quad \text{for } f \in L^1. \quad (3.5)$$

It follows from [34, Theorem 3.6] that $K$ is stochastic if and only if the semigroup $\{S(t)\}_{t \geq 0}$ generated by $A$ is strongly stable, i.e.,

$$\lim_{t \to 0} S(t)f = 0 \quad \text{for all } f \in L^1. \quad (3.6)$$

Moreover, if $K$ is mean ergodic then the minimal semigroup $\{P(t)\}_{t \geq 0}$ from Theorem 3.1 is stochastic.

We study relationships between invariant densities of the operator $K$ defined by (3.5) and invariant densities of the minimal semigroup $\{P(t)\}_{t \geq 0}$. Our first main result in this section is the following.

**Theorem 3.3.** Suppose that the operator $K$ has a subinvariant density $f_*$ and let

$$\tilde{f}_* = \sup_{\lambda > 0} R(\lambda, A)f_* \quad (3.7)$$

Then $\tilde{f}_*$ is subinvariant for the semigroup $\{P(t)\}_{t \geq 0}$. In particular, if $\tilde{f}_* \in L^1$ and the semigroup $\{P(t)\}_{t \geq 0}$ is stochastic, then it has an invariant density.

**Proof.** Let $f_\lambda = R(\lambda, A)f_*$ for $\lambda > 0$. Since $R(\lambda, A)$ is the resolvent of a substochastic semigroup, we have $f_\lambda \geq 0$, $f_\lambda \uparrow \tilde{f}_*$, and $\tilde{f}_*$ is nontrivial. From (3.5) it follows that $P(\varphi R(\lambda, A))f_* \leq Kf_* \leq f_*$. We have $\mathcal{D}(A) \subseteq \mathcal{D}(G)$ and $Gf = Af + P(\varphi f)$ for $f \in \mathcal{D}(A)$. Hence

$$GR(\lambda, A)f = \lambda R(\lambda, A)f + P(\varphi R(\lambda, A))f - f$$

for every $f \in L^1$, which implies that $Gf_\lambda \leq Af_\lambda$ for all $\lambda > 0$. The semigroup $e^{-t\mu}P(t)$ has the generator $(G - \mu, \mathcal{D}(G))$, thus

$$f - e^{-t\mu}P(t)f = \int_0^t e^{s\mu}P(s)(\mu - G)f ds$$

for all $t, \mu > 0$ and $f \in \mathcal{D}(G)$. Since $(\mu - G)f_\lambda \geq (\mu - \lambda)f_\lambda \geq 0$ for every $\mu \geq \lambda > 0$, we conclude that

$$f_\lambda - e^{-t\mu}P(t)f_\lambda \geq 0$$

for all $\mu \geq \lambda > 0$ and $t > 0$. Consequently,

$$P(t)f_\lambda \leq e^{t\lambda}f_\lambda \leq e^{t\lambda}\tilde{f}_*,$$

and taking pointwise limits of both sides when $\lambda \downarrow 0$ and then $\mu \downarrow 0$ shows that $\tilde{f}_*$ is subinvariant for $P(t)$. Finally, if $P(t)$ is stochastic and $\tilde{f}_* \in L^1$ then $||\tilde{f}_*|| > 0$ and $\tilde{f}_*/||\tilde{f}_*||$ is an invariant density for $P(t)$. \qed

We now give a useful observation.

**Corollary 3.4.** If the operator $K$ has a subinvariant density $f_*$ and $f_* > 0$ a.e., then the semigroup $\{P(t)\}_{t \geq 0}$ is stochastic and $\tilde{f}_*$ as defined in (3.7) satisfies $\tilde{f}_*>0$ a.e.

**Proof.** Since $Kf_* \leq f_*$ and $f_* > 0$ a.e, the operator $K$ is mean ergodic. Thus $\{P(t)\}_{t \geq 0}$ is stochastic. We have $\tilde{f}_* \geq R(\lambda, A)f_*$ for $\lambda > 0$. Since $R(\lambda, A)$ is a positive bounded operator with dense range, we get $R(\lambda, A)f_* > 0$ a.e. \qed

**Remark 3.5.** Note that if $\{P(t)\}_{t \geq 0}$ has an invariant density $\tilde{f}$ with $\tilde{f} > 0$ a.e. then $\{P(t)\}_{t \geq 0}$ is stochastic. To see this we check that condition (3) of Theorem 3.1 holds. By [34, Remark 3.3], we obtain that

$$||R(1, G)f|| = \lim_{n \to \infty} ||R(1, A)\sum_{k=0}^n (\varphi R(1, A))^k f|| = \lim_{n \to \infty} (||f|| - ||P(\varphi R(1, A))^{n+1}f||)$$

for any $f \in L^1_*$. On the other hand, we have $R(1, G)\tilde{f} = \tilde{f}$, which shows that there is $\tilde{f} \in L^1_*$, $\tilde{f} > 0$ a.e., satisfying (3.4).
Proposition 3.8. gives the following.

The semigroup generated by \( Af = -\varphi f \) where \( \varphi \) is a positive function such that

\[
\sum_{k\in \mathbb{Z}} \frac{1}{\varphi(k)} < \infty.
\]

The semigroup generated by \( Af = -\varphi f, f \in L^1_\varphi \), being of the form

\[
S(t)f(x) = e^{-t\varphi(x)}f(x),
\]

has the resolvent operator \( R(\lambda, A)f = f/(\lambda + \varphi), \lambda > 0 \). Let \( P \) be the Frobenius-Perron operator corresponding to \( T(x) = x + 1 \) so that \( Pf(x) = f(x-1) \). We have \( K = P \) and \( Kf_i = f_i \) for \( i = 1 \). Thus \( \tilde{f}_\varphi = \sup_{t>0} R(\lambda, A)f_i = 1/\varphi \) and \( \tilde{f}_\varphi \in L^1(\mathbb{Z}) \). Since the operator

\[
G f(x) = -\varphi(x)f(x) + \varphi(x-1)f(x-1),
\]

with the maximal domain \( D_{\text{max}} = \{ f \in L^1(\mathbb{Z}) : Gf \in L^1(\mathbb{Z}) \} \) is an extension of the generator \( G \) of the semigroup \( \{P(t)\}_{t\geq 0} \) (see e.g. [13, Theorem 1.1]), we have \( f \in D_{\text{max}} \) and \( GF_{\varphi} = 0 \). It follows from [13, Example 4.3] that \( \{P(t)\}_{t\geq 0} \) is not stochastic. Thus \( f \in D(G) \), because otherwise \( f \) is a strictly positive invariant density for the semigroup \( \{P(t)\}_{t\geq 0} \), implying that \( \{P(t)\}_{t\geq 0} \) is stochastic, by Remark 3.5.

We next also discuss the problem of integrability of \( f \), given by (3.7).

Corollary 3.7. Let \( f \) be defined as in (3.7). If 0 \( \not\in \rho(A) \) then \( f \in L^1 \). In particular, if the function \( \varphi \) is bounded away from 0 then \( f \in L^1 \).

Proof. If 0 \( \not\in \rho(A) \), then \( R(0, A) = A^{-1} \) is a bounded operator and \( R(0, A) = \sup_{t>0} R(t, A) \), which implies that \( f \in L^1 \). Suppose now that there is a positive constant \( \underline{\varphi} \) such that \( \varphi \geq \underline{\varphi} \). It follows from (3.1) that

\[
\int_E Af(x)m(dx) \leq -\underline{\varphi}\|f\|
\]

for all \( f \in D(A) \). Thus the operator \( (A + \varphi, D(A)) \) is the generator of a substochastic semigroup \( \{T(t)\}_{t\geq 0} \) (see e.g. [13, Lemma 4.3]). On the other hand \( T(t) = e^{t\underline{\varphi}}S(t) \) for every \( t > 0 \), which shows that \( \|S(t)f\| \leq e^{t\underline{\varphi}}\|f\| \) for all \( f \in L^1 \) and \( t > 0 \). Hence, 0 \( \not\in \rho(A) \).

The generator \( A \) might not have a bounded inverse operator, but if the semigroup \( \{S(t)\}_{t\geq 0} \) is strongly stable, then \( A \) has always a densely defined inverse operator. We next recall its definition and properties. Let the operator \( R_0 : D(R_0) \to L^1 \) be defined by

\[
R_0f = \int_0^\infty S(s)f ds := \lim_{t\to \infty} \int_0^t S(s)f ds,
\]

(3.8)

\[
D(R_0) = \{ f \in L^1 : \int_0^\infty S(s)f ds \text{ exists} \}.
\]

The mean ergodic theorem for semigroups [34, Chapter VIII.4] together with additivity of the norm in \( L^1 \) and the characterization [17, Theorem 3.1] of the range of the generator of a substochastic semigroup gives the following.

Proposition 3.8. Let \( (R_0, D(R_0)) \) be defined by (3.8). Then \( \text{Im}(R_0) \subseteq D(A) \), \( AR_0f = -f \) for \( f \in D(R_0) \), and

\[
D(R_0) \subseteq \text{Im}(A) = \{ f \in L^1 : \sup_{t\geq 0} \| \int_0^t S(s)f ds \| < \infty \},
\]

where \( \text{Im}(A) = \{ Af : f \in D(A) \} \) is the range of the operator \( A \).

Moreover, if the semigroup \( \{S(t)\}_{t\geq 0} \) is strongly stable then \( D(R_0) \) is dense, \( \text{Im}(A) \subseteq D(R_0) \), \( R_0Af = -f \) for \( f \in D(A) \), and

\[
R_0f = \lim_{\lambda \to 0} R(\lambda, A)f, \quad f \in D(R_0).
\]
We can now prove the following simple fact.

**Corollary 3.9.** Let \((R_0, \mathcal{D}(R_0))\) be defined by (3.8). Suppose that \(K\) is stochastic. Then \(K\) is the unique bounded extension of the densely defined operator \((P(\varphi R_0), \mathcal{D}(R_0))\). Moreover, if \(f_\ast\) is an invariant density for \(K\) then \(\varphi_\ast = \sup_{\lambda > 0} R(\lambda, A)f_\ast \in L^1\) if and only if \(f_\ast \in \mathcal{D}(R_0)\), in which case \(\varphi_\ast = R_0 f_\ast\) and \(\varphi_\ast \in \mathcal{D}(A)\).

**Proof.** We have \(\text{Im}(R_0) \subseteq \mathcal{D}(A)\) and \(\mathcal{D}(A) \subseteq L^1\). Let \(f \in \mathcal{D}(R_0)\). From (3.1) it follows that

\[
\|\varphi R_0 f\| = \int \varphi(x) R_0 f(x) m(dx) = -\int \lambda \varphi(x) R_0 f(x) m(dx).
\]

Since \(AR_0 f = -f\), we obtain that \(\|\varphi R_0 f\| = \|f\|\). The multiplication operator \(M_\varphi: L^1 \to L^1\) defined by \(M_\varphi f = \varphi f\) for \(f \in \mathcal{D}(M_\varphi) = L^1\) is closed. Since \(R_0 f = \lim_{t \to 0} R(\lambda, A)f\) and \(R_0 f \in L^1\), we obtain that \(\lim_{t \to 0} \varphi R(\lambda, A)f = \varphi R_0 f\). Hence, \(Kf = P(\varphi R_0 f)\) and the result follows from Proposition 3.8. \(\square\)

We next prove a partial converse of Theorem 3.3.

**Theorem 3.10.** Suppose that the semigroup \(\{P(t)\}_{t \geq 0}\) has a subinvariant density \(\tilde{f}_t \in \mathcal{D}(G)\). Then \(P(\varphi \tilde{f}_t) < \infty\) a.e. and \(P(\varphi \tilde{f}_t)\) is subinvariant for the operator \(K\). Moreover, if \(\tilde{f}_t \in L^1\) then \(\tilde{f}_t \in \mathcal{D}(A)\).

**Proof.** Let \(\lambda > 0\) be fixed and let \(f_0 = \lambda f_\ast - Gf_\ast\). Since \(e^{-\lambda t} P(t) \tilde{f}_t \leq \tilde{f}_t\), for every \(t > 0\), we obtain that \(G \tilde{f}_t \leq \lambda f_\ast\). Thus \(f_0 \in L^1\). Define

\[
f_n = \sum_{k=0}^{n} (P(\varphi R(\lambda, A)))^k f_0 \quad \text{and} \quad \tilde{f}_n = P(\varphi R(\lambda, A))f_n, \quad n \geq 0.
\]

From (3.8) it follows that

\[
\lim_{n \to \infty} \tilde{f}_n = \lim_{n \to \infty} R(\lambda, A)f_n = R(\lambda, G)(f_0) = \tilde{f}_t.
\]

We have \(0 \leq f_n \leq f_{n+1} \in L^1, \quad n \geq 0\), and \(\sup_n f_n < \infty\) a.e. (see e.g. [4, Lemma 6.17]). Moreover, \(0 \leq \tilde{f}_n \leq \tilde{f}_{n+1} \in \mathcal{D}(A), \quad n \geq 0\), and \(\sup_n \tilde{f}_n = \tilde{f}_t \in L^1\). Thus, we obtain that

\[
P(\varphi \tilde{f}_n) = P(\varphi R(\lambda, A))f_n = f_{n+1} - f_0 \in L^1,
\]

which gives

\[
P(\varphi \tilde{f}_t) = \sup_n P(\varphi \tilde{f}_n) = \sup_n f_n - f_0. \tag{3.9}
\]

Consequently, \(P(\varphi \tilde{f}_t) < \infty\) a.e. Since \(\lambda R(\lambda, A)\) is substochastic, the operator \(R(\lambda, A)\) can be extended to the space of nonnegative measurable functions by setting

\[
R(\lambda, A)f = \sup_{n} R(\lambda, A)f_n, \quad \text{if} \quad f = \sup_{n} f_n.
\]

which implies that

\[
R(\lambda, A)P(\varphi \tilde{f}_t) \leq R(\lambda, A)f = \tilde{f}_t.
\]

Since \(\varphi R(\lambda, A)P(\varphi \tilde{f}_n) \leq \varphi R(\lambda, A)P(\varphi \tilde{f}_{n+1}) \in L^1\), we conclude that

\[
P(\varphi R(\lambda, A))(P(\varphi \tilde{f}_t)) = \sup_n P(\varphi R(\lambda, A)P(\varphi \tilde{f}_n)) \leq P(\varphi \tilde{f}_t), \tag{3.9}
\]

which gives \(K(P(\varphi \tilde{f}_t)) \leq P(\varphi \tilde{f}_t)\) and completes the proof of the first part. Suppose now that \(\varphi \tilde{f}_t \in L^1\). This implies that \(P(\varphi \tilde{f}_t) \in L^1\) and that \(f \in L^1\), by (3.9). Hence, \(\tilde{f}_t = R(\lambda, A)f \in \mathcal{D}(A)\). \(\square\)

**Corollary 3.11.** Suppose that the semigroup \(\{P(t)\}_{t \geq 0}\) has an invariant density \(\tilde{f}_t\). Then \(P(\varphi \tilde{f}_t)\) is subinvariant for the operator \(K\). Moreover, if \(\varphi \tilde{f}_t \in L^1\) and \(K\) is stochastic, then \(|\varphi \tilde{f}_t| > 0\) and \(P(\varphi \tilde{f}_t)/|\varphi \tilde{f}_t|\) is an invariant density for \(K\).
Proof. Recall that \( \tilde{f}_s \) is a fixed point of each operator \( P(t) \) if and only if \( \tilde{f}_s \in \ker(G) = \{ f \in D(G) : Gf = 0 \} \). Thus, \( \tilde{f}_s \in D(G) \) and \( G\tilde{f}_s = 0 \). From Theorem 3.10, \( \tilde{f}_s \in D(A) \), so \( A\tilde{f}_s = 0 \) implies that \( \tilde{f}_s \in \ker(A) \). Since the operator \( K \) is stochastic, condition (3.6) holds. Recall that \( A \) is the generator of the semigroup \( \{ S(t) \}_{t \geq 0} \). Thus \( \ker(A) = \{ 0 \} \) and we infer that \( \tilde{f}_s = 0 \), which contradicts the fact that \( \|f_s\| = 1 \) and completes the proof that \( f_s \) is a density. Because \( K \) is stochastic, the subinvariant \( f_s \) is invariant.

We establish the following useful result when combined with Theorem 3.3.

**Corollary 3.12.** Assume that the operator \( K \) is stochastic and uniquely mean ergodic with an invariant density \( f_s \). Then the semigroup \( \{ P(t) \}_{t \geq 0} \) is stochastic, it can have at most one invariant density, and \( f_s \in L^1 \) for any invariant density \( f_s \). Moreover, if \( R_0f_s \in L^1 \), where \( R_0 \) is as in (3.8), then \( R_0f_s/\|R_0f_s\| \) is the unique invariant density for the semigroup \( \{ P(t) \}_{t \geq 0} \).

**Proof.** From Theorem 3.10, it follows that if \( f \) is an invariant density for \( \{ P(t) \}_{t \geq 0} \) then \( P(\varphi f) < \infty \) a.e. and \( K(P(\varphi f)) \leq P(\varphi f) \). We have \( P(\varphi f) \in L^1 \) by Proposition 2.1, implying that \( \varphi f \in L^1 \). Hence, \( f \in D(A) \) and \( f_s = P(\varphi f)/\|\varphi f\| \) is an invariant density for \( K \), by Corollary 3.11. Suppose now that the semigroup \( \{ P(t) \}_{t \geq 0} \) has two invariant densities \( f_1, f_2 \). We have \( Gf_1 = 0 = Gf_2 \) and \( Gf = Af + P(\varphi f) \) for \( f \in D(A) \). Since \( f_s \) is the unique invariant density for the operator \( K \), we obtain that

\[
\frac{P(\varphi f_1)}{\|\varphi f_1\|} = \frac{P(\varphi f_2)}{\|\varphi f_2\|},
\]

which implies that

\[
\frac{A f_1}{\|\varphi f_1\|} = \frac{A f_2}{\|\varphi f_2\|}.
\]

The operator \( K \) is stochastic thus \( \ker(A) = \{ 0 \} \) by (3.6). Consequently

\[
\frac{f_1}{\|\varphi f_1\|} = \frac{f_2}{\|\varphi f_2\|}
\]

and \( f_1 = f_2 \), because \( \|f_1\| = \|f_2\| = 1 \). The last part follows from Theorem 3.3.

**Remark 3.13.** Observe that if the function \( \varphi \) is bounded then the assumption that \( K \) is mean ergodic is not needed in Corollary 3.12 since then automatically the semigroup is stochastic and \( P(\varphi f) \in L^1 \) for every \( f \in L^1 \). Instead we can only assume that \( K \) has a unique invariant density \( f_s \).

Before we give the proof of Theorem 3.11, we recall the relation established in Section 5.2 between minimal PDMPs and the minimal semigroups. Let \( \{X(t)\}_{t \geq 0} \) be the minimal PDMP on \( E \) with characteristics \((\pi, \varphi, \mathcal{P})\) and let \( m \) be a \( \sigma\)-finite measure on \( E = \mathcal{B}(E) \). We assume that \( P : L^1 \to L^1 \) is the transition operator corresponding to \( \mathcal{P} \) and that the semigroup \( \{ S(t) \}_{t \geq 0} \), with generator \((A, D(A))\) satisfying (3.1), is such that

\[
\int_E e^{-\int_0^t \varphi(\pi, x) ds} 1_B(\pi, x) f(x) m(dx) = \int_B S(t) f(x) m(dx)
\]

for all \( t \geq 0 \), \( f \in L^1 \), \( B \in \mathcal{B} \). Observe that if \( \varphi \) satisfies condition (1.3) then the semigroup \( \{ S(t) \}_{t \geq 0} \) is strongly stable. The semigroup \( \{ P(t) \}_{t \geq 0} \) will be referred to as the minimal semigroup on \( L^1 \) corresponding to \((\pi, \varphi, \mathcal{P})\). The following result combines Theorem 5.2 and Corollary 5.3 from 14.

**Theorem 3.14 (14).** Let \( (t_n) \) be the sequence of jump times and \( t_\infty = \lim_{n \to \infty} t_n \) be the explosion time for \( \{X(t)\}_{t \geq 0} \). Then the following hold:

1. The operator \( K \) as defined in (3.5) is the transition operator corresponding to the discrete-time Markov process \( \{X(t_n)\}_{t \geq 0} \) with stochastic kernel

\[
K(x, B) = \int_0^\infty P(\pi, x, B) \varphi(\pi, x) e^{-\int_0^t \varphi(\pi, x) ds} ds, \quad x \in E, B \in \mathcal{B}(E).
\]
(2) For any $B \in \mathcal{B}(E)$, a density $f$, and $t > 0$
\[ \int_B P(t)f(x)m(dx) = \int_E \mathbb{P}_t(x(t) \in B, t < t_\omega)f(x)m(dx). \]

(3) The semigroup $\{P(t)\}_{t \geq 0}$ is stochastic if and only if
\[ m|_{x \in E : \mathbb{P}_t(x(t) < \infty) > 0} = 0. \]
In that case if the distribution of $X(0)$ has a density $\tilde{f}_0$ then $X(t)$ has the density $P(t)\tilde{f}_0$ for all $t > 0$.

Theorem [1.1] is a direct consequence of the following result. Observe also that it follows from condition [1.5] of Theorem [3.14] that the process $X$ is non-explosive.

**Theorem 3.15.** Let $K$ be the transition operator corresponding to the stochastic kernel given by [3.14]. Suppose that $K$ has a unique invariant density $\tilde{f}_*$ and that $\tilde{f}_* > 0 \text{ a.e.}$ Then the minimal semigroup $\{P(t)\}_{t \geq 0}$ corresponding to $(\pi, \varphi, \mathcal{P})$ is stochastic and it can have at most one invariant density. Moreover, if condition [1.5] holds, then the semigroup $\{P(t)\}_{t \geq 0}$ has a unique invariant density and it is strictly positive a.e.

**Proof.** Since the stochastic operator $K$ has a unique invariant density $\tilde{f}_*$ and $\tilde{f}_* > 0 \text{ a.e.}$, $K$ is uniquely mean ergodic. Thus the first assertion follows from Corollary [3.12]. If, moreover, condition [1.5] holds then $R_0f_* \in L^1$, where $R_0$ is defined by [3.8], since
\[ \|R_0f_*\| = \int_0^\infty \mathbb{E}(t)\|f_*\|dt = \int_0^\infty \int_E e^{-t\rho} \varphi(x,t)m(dx)dt = \int_E \mathbb{E}_\pi(t_0)f_*(x)m(dx). \]
In that case $\tilde{f}_* = R_0f_*/\|R_0f_*\|$ is the unique invariant density for $\{P(t)\}_{t \geq 0}$. \hfill \qed

We conclude this section with the following characterization of asymptotic behavior of the minimal semigroup.

**Corollary 3.16.** Assume that the minimal semigroup $\{P(t)\}_{t \geq 0}$ is partially integral. Suppose that $K$ has a unique invariant density $\tilde{f}_*$ and that $\tilde{f}_* > 0 \text{ a.e.}$ Then $\{P(t)\}_{t \geq 0}$ is asymptotically stable if and only if condition [1.5] holds.

**Proof.** The semigroup $\{P(t)\}_{t \geq 0}$ is stochastic. If condition [1.5] holds then Theorems [1.1] and [2.4] imply asymptotic stability. To get the converse we show that we can apply Corollary [2.5] to $R_0f_*$. Since $P$ is the transition operator corresponding to $\mathcal{P}$, we obtain, by approximation, equation [3.10], and Fubini’s theorem,
\[ \int_B P(x(t))f(x)m(dx) = \int_E \mathbb{E}(x,B)\varphi(x,R_0f(x)m(dx)) = \int_E \mathbb{E}(x,B)f(x)m(dx) \]
for all $B \in \mathcal{B}(E)$ and $f \in D(m)$. Substituting $f = f_*$ and $B = E$ gives
\[ \int_E \varphi(x,R_0f_*(x)m(dx)) = \int_E f_*(x)m(dx) = 1, \]
which implies that $\varphi(x)R_0f_*(x) < \infty$ for $m$-a.e. $x \in E$. Hence $\text{supp} \varphi \subseteq \{x : R_0f_*(x) < \infty\}$. From Corollary [3.12] it follows that $\tilde{f}_* \in L^1$ for any invariant density $\tilde{f}_*$ for the semigroup $\{P(t)\}_{t \geq 0}$, which, by Corollary [3.11] implies that $m(\text{supp} \tilde{f}_* \cap \text{supp} \varphi) > 0$. From Theorem [3.3] it follows that $\tilde{f}_* = R_0f_*$ is subinvariant for the semigroup $\{P(t)\}_{t \geq 0}$. Consequently, $m(\text{supp} \tilde{f}_* \cap \{x : R_0f_*(x) < \infty\}) > 0$ and if the semigroup is asymptotically stable then Corollary [2.5] implies that $R_0f_* \in L^1$ giving condition [1.5]. \hfill \qed

4. Sufficient conditions for existence of a unique invariant density

Let the standing hypothesis from Introduction hold and let $L^1 = L^1(E, \mathcal{B}(E), m)$, where $m$ is the Lebesgue measure on $\mathbb{R}^d$. The transition operator $P$ corresponding to $\mathcal{P}$, as in [1.2], is of the form
\[ Pf = \int_0^\infty \mathbb{T}_0(p_0f)\nu(dt), \quad f \in L^1, \]
where $\hat{T}_d$ is the Frobenius-Perron operator for $T_d$. The stochastic kernel $K$ in (3.14) is given by

$$K(x, B) = \int_0^\infty \int_\Theta 1_{B}(T_d(\pi_s x)) p_0(\pi_s x) \nu(d\theta) \varphi(\pi_s x) e^{-\int_0^\infty \varphi(\pi_s x) ds} ds$$

for $x \in E, B \in \mathcal{B}(E)$, and can be represented as

$$K(x, B) = \int_{\Theta \times (0, \infty)} 1_B(T_{(\theta, s)}(x)) k_{(\theta, s)}(x) \nu(d\theta) ds,$$  

where

$$T_{(\theta, s)}(x) = T_d(\pi_s x) \quad \text{and} \quad k_{(\theta, s)}(x) = p_0(\pi_s x) \varphi(\pi_s x) e^{-\int_0^s \varphi(\pi_s x) ds}$$

for all $(\theta, s) \in \Theta \times (0, \infty), x \in E$. The transition operator $K$ on $L^1$ corresponding to $K$ becomes

$$Kf = \int_{\Theta \times (0, \infty)} \hat{T}_{(\theta, s)}(k_{(\theta, s)}f) \nu(d\theta) ds, \quad f \in L^1.$$

Given $\Theta' = (\theta_1, \ldots, \theta_n) \in \Theta^n$ and $s^n = (s_1, \ldots, s_n) \in (0, \infty)^n$ we denote by $(\Theta', s^n) = (\theta_n, s_n, \ldots, \theta_1, s_1)$. We define inductively transformations $T_{(\theta^n, s^n)}$ for $n \geq 1$, by setting

$$T_{(\theta^n, s^n)}(x) = T_{(\theta_1, s_1)}(x),$$

$$T_{(\theta^{n+1}, s^{n+1})}(x) = T_{(\theta_{n+1}, s_{n+1})(T_{(\theta^n, s^n)}(x))},$$

and nonnegative functions $k_{(\theta^n, s^n)}$ by

$$k_{(\theta^n, s^n)}(x) = k_{(\theta_1, s_1)}(x),$$

$$k_{(\theta^{n+1}, s^{n+1})}(x) = k_{(\theta_{n+1}, s_{n+1})(T_{(\theta^n, s^n)}(x))}.$$

Consequently, the nth iterate stochastic kernel $K^n$ is of the form

$$K^n(x, B) = \int_{\Theta^n \times (0, \infty)^n} 1_B(T_{(\theta^n, s^n)}(x)) k_{(\theta^n, s^n)}(x) \nu^2(d\theta^n) ds^n,$$

where $\nu^n = \nu \times \ldots \times \nu$ denotes the product of the measure $\nu$ on $\Theta^n$.

In the rest of this section we assume that both mappings $(\theta, x) \mapsto T_d(x)$ and $(\theta, x) \mapsto p_0(x)$ are continuous as well as the intensity function $\varphi$. Furthermore, for every $x \in E$ and $\Theta' \in \Theta^n$ let the transformation $s^n \mapsto T_{(\theta^n, s^n)}(x)$ be continuously differentiable and let $\frac{\partial}{\partial s^n} T_{(\theta^n, s^n)}(x)$ denote its derivative.

**Lemma 4.1.** Let $x_0 \in E$. Assume that there exists $(\theta^n, s^n) \in \Theta^n \times (0, \infty)^n$ such that $k_{(\theta^n, s^n)}(x_0) > 0$ and the rank of $\frac{\partial}{\partial s^n} T_{(\theta^n, s^n)}(x_0)$ is equal to $d$. Then there exist a constant $c_0 > 0$ and open sets $U_{x_0}, U_{y_0}$ containing $x_0$ and $y_0 = T_{(\theta^n, s^n)}(x_0)$, respectively, such that for all $B \in \mathcal{B}(E)$ and $x \in E$

$$K^n(x, B) \geq c_0 1_{U_{x_0}}(x) m(B \cap U_{y_0}).$$

**Proof.** We adapt the proof of Lemma 6.3 in [5] to our situation. If the rank of $\frac{\partial}{\partial s^n} T_{(\theta^n, s^n)}(x_0)$ is equal to $d$, then we can choose $d$ variables $s_{i_1}, \ldots, s_{i_d}$ from $s^n = (s_1, \ldots, s_n)$ in such a way that the derivative of the transformation $(s_{i_1}, \ldots, s_{i_d}) \mapsto T_{(\theta^n, s^n)}(x_0)$ is invertible. In that case, we write $u = (s_{i_1}, \ldots, s_{i_d})$ and we take $v$ as the remaining coordinates of $s^n$, so that, up to the order of coordinates, we denote $s^n$ by $(u, v)$. We also write $w$ for $\theta^n$. By assumption, there exists $(\hat{u}, \hat{v}, \hat{w})$ such that $k_{(\hat{u}, \hat{v}, \hat{w})}(x_0) > 0$ and the rank of $\frac{\partial}{\partial s^n} T_{(\hat{u}, \hat{v}, \hat{w})}(x_0)$ is equal to $d$ for $u = \hat{u}, v = \hat{v}, w = \hat{w}$ so, in what follows, we identify every $s^n$ with this particular choice of coordinates $u$ and $v$. Since the rank is a lower semicontinuous function, the rank of $\frac{\partial}{\partial s^n} T_{(u, v, w)}(x_0)$ is equal to $d$ in a neighborhood of $\hat{u}, \hat{v}, \hat{w}, x_0$. For $(u, v)$ we define the mapping $Q = Q_{uw}$ by the formula

$$Q(u, v) = (T_{(u, v)}(x_0), v).$$

Consequently, the determinant of $\frac{\partial}{\partial (u, v)} Q$ is nonzero in a neighborhood of $\hat{u}, \hat{v}, \hat{w}, x_0$. 
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We can rewrite $\mathcal{K}^n$ in the form
\[
\mathcal{K}^n(x, B) = \int_{\partial \Gamma \times (0, \infty)^d} 1_{B_S(0, \infty)^d}(Q(u, v))k_{(v, w)}(x)\psi^d(dw)dv
\]
for all $x \in E$ and $B \in \mathcal{B}(E)$. Using continuity, we can find a positive constant $c$ and open sets $U_0 \subset E$, $U_\delta \subset (0, \infty)^d$, $U_0 \subset (0, \infty)^d$ and $U_\delta \subset \Theta^\nu$ such that $k_{(v, w)}(x)\det\frac{\partial \mathcal{Q}}{\partial \mathcal{W}}|^{-1} \geq c$ for $x \in U_0$, $u \in U_\delta$, $v \in U_\delta$, $w \in U_\delta$. We write $U_\delta$ to indicate that the point $x$ belongs to $U_\delta$. Moreover, for $y_0 = T_{(\theta, \nu)}(x_0)$ we can find an open set $U_0 \subset E$ such that $U_0 \times U_0 \subset Q(U_0 \times U_0)$. Hence, for all $x \in U_0$, and for every set $B \in \mathcal{B}(E)$ we have
\[
\mathcal{K}^n(x, B) \geq c \int_{U_0} \int_{U_0 \times U_0} 1_{B_S(0, \infty)^d}(Q(u, v))\det\left[\frac{\partial Q}{\partial (u, v)}\right] dv du
\]
Substituting $z_1 = T_{(\nu, \theta)}(x)$ and $z_2 = v$ we obtain
\[
\mathcal{K}^n(x, B) \geq c \int_{U_0} \int_{U_0 \times U_0} 1_{B_S(0, \infty)^d}(z_1, z_2)dz_1 dz_2 \psi^d(dw).
\]
By the choice of the set $U_0$, we get
\[
\mathcal{K}^n(x, B) \geq c \int_{U_0} \int_{U_0 \times U_0} 1_{B_S(0, \infty)^d}(z_1, z_2)dz_1 dz_2 \psi^d(dw) = c \int_{B} 1_{U_0}(y)m(dy),
\]
where $c_0 = cm_{n-d}(U_\delta)^\nu(U_\delta)$ and $m_{n-d}(U_\delta)$ is the $n - d$ dimensional Lebesgue measure of the set $U_\delta$ when $d < n$, and it is 1, otherwise.

To apply Lemma 4.1, we have to calculate the rank of $\frac{\partial}{\partial \nu}T_{(\theta, \nu)}(x_0)$, which is the most difficult part. We next describe two possibilities how to make these calculations easier.

Remark 4.2. Using the continuity of derivatives with respect to $s_1, \ldots, s_n$ and taking the limit when each $s_i$ goes to zero from the right, the limit of the derivative $\frac{\partial}{\partial \nu}T_{(\theta, \nu)}(x_0)$ becomes of the form
\[
\left[ T_{\nu}(y_1) \ldots T_{\nu}(y_n) \right]_{\nu=0}^{\nu=1}(y_1) \ldots \left[ T_{\nu}(y_n) \right]_{\nu=0}^{\nu=1}(y_{n-1})
\]
where $y_0 = x_0$ and $y_i$ for $i = 1, 2, \ldots, n$ is given inductively by $y_i = T_{\theta}(y_{i-1})$. Since the transformations $T_{\theta}, \theta \in \Theta$, and the mapping $g$ are explicitly defined, the rank of the matrix in (4.3) can be obtained much easier than the rank of $\frac{\partial}{\partial \nu}T_{(\theta, \nu)}(x_0)$. Moreover, lower semicontinuity of the rank allows us to find $s_\nu$ with positive coordinates.

Remark 4.3. Suppose that $\Theta$ is an open subset of $\mathbb{R}^k$ for some positive $k$ and $\nu$ is the Lebesgue measure. Assume also that transformations $(\theta, s_\nu, x) \mapsto T_{(\theta, s_\nu)}(x)$ are continuously differentiable. Then, for a given $x \in E$ we can consider the derivative of the transformation $\frac{\partial}{\partial \nu}T_{(\theta, s_\nu)}(x)$, which can be written as
\[
\left[ \frac{\partial T_{(\theta, s_\nu)}(x)}{\partial \theta_1} \ldots \frac{\partial T_{(\theta, s_\nu)}(x)}{\partial \theta_k} \right].
\]
Lemma 4.1 remains true under the assumption that the rank of the matrix $\frac{\partial}{\partial \nu}T_{(\theta, s_\nu)}(x)$, instead of $\frac{\partial}{\partial \nu}T_{(\theta, s_\nu)}(x)$, is equal to $d$. As in (2.4), we can introduce the notation
\[
\Xi_n := \Xi_n(x, (\theta^{n+1}, s^{n+1})) = \left[ \frac{\partial T_{(\theta, s)}(y)}{\partial \theta} \right]_{\theta = \theta^{n+1}, s = s^{n+1}}^{y = T_{(\theta, s)}(x)}
\]
\[
\Psi_n := \Psi_n(x, (\theta^{n+1}, s^{n+1})) = \left[ \frac{\partial T_{(\theta, s)}(y)}{\partial s} \right]_{\theta = \theta^{n+1}, s = s^{n+1}}^{y = T_{(\theta, s)}(x)}
\]
where the derivatives are evaluated at $T_{(\theta, s)}(x)$ and $\theta = \theta_{n+1}, s = s_{n+1}$. Here $T_{(\theta, s)}(x) = x$ for $n = 0$. Then the matrix $\frac{\partial}{\partial \nu}T_{(\theta, s_\nu)}(x)$ can be rewritten in the form
\[
\frac{\partial T_{(\theta, s_\nu)}(x)}{\partial (\nu, s_\nu)} = [\Xi_{n-1} \cdots \Xi_1 \psi_0(\Xi_{n-1} \cdots \Xi_2 \psi_1 \cdots [\Xi_{n-1} \psi_{n-2} \psi_{n-1}].
\]
Now we provide sufficient conditions for which the assumptions of Theorem 3.2 are satisfied for the transition operator $K$ corresponding to $\mathcal{K}$ as defined in (4.1). For each $x \in E$ we define the set
\begin{align*}
O^*(x) = \{T_{(\theta^n, s^n)}(x) : \text{the rank of } \frac{\partial T_{(\theta^n, s^n)}(x)}{\partial s^n} \text{ is } d \}\quad \text{and}
\end{align*}
\begin{align*}
k_{(\theta^n, s^n)}(x) > 0 \text{ for } (\theta^n, s^n) \in \Theta^n \times (0, \infty)^n, \quad n \geq 1.
\end{align*}

**Corollary 4.4.** Assume that $O^*(x) \neq \emptyset$ for every $x \in E$. Suppose also that there is no $K$-absorbing sets. Then either $K$ is sweeping with respect to compact subsets of $E$ or $K$ has a unique invariant density $f$. In the latter case, $f, > 0$ a.e.

**Remark 4.5.** Observe that if there is a non-trivial $K$-absorbing set, then there is a non-trivial set $B$ such that
\begin{align*}
\bigcup_{n \geq 1} \bigcup \{T_{(\theta^n, s^n)}(B) : (\theta^n, s^n) \in \Theta^n \times (0, \infty)^n\} \subset B.
\end{align*}

This may be rewritten as
\begin{align*}
\bigcup_{x \in B} O(x) \subset B,
\end{align*}
where $O(x) = \bigcup_{n \geq 1} O_n(x)$ and $O_n(x) = \{T_{(\theta^n, s^n)}(x) : (\theta^n, s^n) \in \Theta^n \times (0, \infty)^n\}, \quad n \geq 1$.

Once we know that a unique invariant density exists for the operator $K$, we can use Corollary 3.16 to prove asymptotic stability of the semigroup $\{P(t)\}_{t \geq 0}$. We need to check that the semigroup $\{P(t)\}_{t \geq 0}$ is partially integral. Our next result gives a simple condition for that.

**Lemma 4.6.** Let $x_0 \in E$, $t > 0$ and $n \geq 1$. Define
\begin{align*}
\Delta_t^n = \{s^n = (s_1, \ldots, s_n) \in (0, \infty)^n : s(n) := s_1 + \ldots + s_n < t\}
\end{align*}
and assume that there exists $(\theta^n, s^n) \in \Theta^n \times \Delta_t^n$ such that $k_{(\theta^n, s^n)}(x_0) > 0$ and the rank of $\frac{\partial}{\partial \theta^n} \pi_{-t\theta^n}(T_{(\theta^n, s^n)}(x_0)$ is equal to $d$. Then there exist a constant $c_0 > 0$ and open sets $U_{\theta^n}, U_{s^n}$ containing $x_0$ and $y_0 = \pi_{-t\theta^n}(T_{(\theta^n, s^n)}(x_0)$, respectively, such that for all $B \subset B(E)$ and $x \in E$
\begin{align*}
P_x(X(t) \in B) \geq c_0 \text{Vol}_{U_{\theta^n}}(x) m(B \cap U_{s^n}).
\end{align*}

In particular, the semigroup $\{P(t)\}_{t \geq 0}$ is partially integral.

**Proof.** Observe that if $x$ is such that $P_x(t_{\infty} < \infty) = 0$, then
\begin{align*}
P_x(X(t) \in B) = \sum_{k=0}^{\infty} P_x(X(t) \in B, t_k \leq t < t_{k+1}).
\end{align*}

Thus, to check whether condition (4.6) is satisfied, it is sufficient to prove that
\begin{align*}
P_x(\pi_{-t\theta^n} X(t_n) \in B, t_n \leq t < t_{n+1}) \geq c_0 \text{Vol}_{U_{\theta^n}}(x) m(B \cap U_{s^n}).
\end{align*}

Since we have
\begin{align*}
P_x(\pi_{-t\theta^n} X(t_n) \in B, t_n \leq t < t_{n+1}) = \int_{\Theta^n \times (0, \infty)^n} 1_{\Delta_t^n}(s^n) 1_B(\pi_{-t\theta^n} T_{(\theta^n, s^n)}(x)) \psi_{-t\theta^n}(T_{(\theta^n, s^n)}(x)) k_{(\theta^n, s^n)}(x)^p d\theta^n ds^n,
\end{align*}
where $\phi$ is a positive continuous function defined by $\psi(x) = e^{-\int_0^t \phi(x,t) dt}$ for $x \in E$, $t \geq 0$, we can obtain (4.7) in an analogous way as in the proof of Lemma 4.1.

As in Remarks 4.2 and 4.3, we can simplify the calculation of the rank of $\frac{\partial}{\partial \theta^n} \pi_{-t\theta^n}(T_{(\theta^n, s^n)}(x_0)$.
Then we can define the intensity function $\varphi(x, i)$ by

$$\varphi(x, i) = \sum_{j \neq i} q_j(x, i)$$

Remark 4.7. Analogously to Remark 4.2, the limit of the derivative $\frac{\partial}{\partial \theta} \pi_{t \rightarrow t_0}^\theta (\theta, s^0)$ when $s_1, \ldots, s_n, t$ go to zero, is of the form

$$\left[ T'_{0}^{\theta}(y_{n-1}) \cdots T'_{0}^{\theta}(y_0) g(y_0) - g(y_0) \right] \cdots \left[ T'_{0}^{\theta}(y_{n-1}) g(y_0) - g(y_0) \right],$$

where $y_0 = x_0$ and $y_i = T_{0}^{\theta}(y_{i-1})$ for $i = 1, 2, \ldots, n$. A similar approach to check this "rank condition" is used in [27, Proposition 3.1] and [29] as well as in [2] and [5].

In the case when $\Theta$ is an open subset of $\mathbb{R}^d$ and we can take derivative with respect to $\theta \in \Theta$ we have

$$\frac{\partial}{\partial \theta} \pi_{t \rightarrow t_0}^\theta (\theta, s^0) = \left[ \frac{\partial}{\partial \theta} \pi_{t \rightarrow t_0}^\theta (\theta, s^0) \right],$$

for $x \in E$. Using the notation as in (4.3) and defining additionally the derivatives

$$\mathcal{T}_n := T_n(x, (\theta^p, s^p), k) = \left[ \frac{\partial}{\partial \theta_k} \right]_{\theta = \theta_0} = [0 - g(T(\theta^p, s^p))(x)],$$

$$\mathcal{T}_{x,n} := \mathcal{T}_{x,n}(x, (\theta^p, s^p)) = \left[ \frac{\partial}{\partial y} \right]_{y = T(\theta^p, s^p)(x)},$$

we have

$$\frac{\partial}{\partial \theta} \pi_{t \rightarrow t_0}^\theta (\theta, s^0) = [\mathcal{T}_n + \mathcal{T}_{x,n} \Xi_{n-1} \cdots \Xi_0 \Psi_{0}] \cdots [\mathcal{T}_n + \mathcal{T}_{x,n} \Xi_{n-1} \Psi_{n-2} \mathcal{T}_n + \mathcal{T}_{x,n} \Psi_{n-1}].$$

We will show how our results can be applied in one particular example in the next section. We conclude this section with the idea how to write dynamical systems with random switching as studied in [2, 5, 27], in our framework. Given a finite or countable set $I$, consider a family of locally Lipschitz functions $g^i : \mathbb{R}^d \to \mathbb{R}^d$, $i \in I$, and the differential equation

$$\begin{cases}
  x'(t) = g^i(x(t)), \\
  \dot{i}(t) = 0.
\end{cases}$$

We assume that there exists a set $M \subset \mathbb{R}^d$ such that for every $i_0 \in I$ and $x_0 \in M$ the solution $x(t)$ of $x'(t) = g^i(x(t))$ with initial condition $x(0) = x_0$ exists and that $x(t) \in M$ for all $t \geq 0$. We denote this solution by $\pi^i_{x_0}(x_0)$. Then, the general solution of the system (4.10) may be written in the form

$$\pi^i_{x_0, i_0} = (\pi^i_{x_0}(x_0), i_0), \quad (x_0, i_0) \in M \times I.$$
and the densities $p_j, j \in I$, by $p_j(x, i) = 0$ and

$$p_j(x, i) = \begin{cases} 
1, & \varphi(x, i) = 0, \ j \neq i, \\
\frac{q_j(x, i)}{\varphi(x, i)}, & \varphi(x, i) \neq 0, \ j \neq i.
\end{cases}$$

As a particular example of dynamical systems with random switching, one can consider a standard birth-death process by taking $q_{i+1}(x, i) = b_i, q_{i-1}(x, i) = d_i$ and $q_i(x, i) = 0$ for $j < i - 1$ or $j > i + 1$. Then $\varphi(x, i) = b_i + d_i < \infty$.

According to [4,2], we can write explicitly formulas for the density

$$k_{i,j}(x, i) = q_j(x, i)e^{-\int_0^t \varphi(x, i)dt}$$

and for the transformation

$$T_{i,j}(x, i) = T_j(x, i) = (\pi'_j x, f).$$

For each $n$ we get a general form of $T_{(\theta^n, e^n)}(x_0, i_0)$ for $\theta^n = (i_1, \ldots, i_n)$ and $e^n = (s_1, \ldots, s_n)$, which is

$$T_{(\theta^n, e^n)}(x_0, i_0) = (\pi'^{i_n}_{s_n} \circ \ldots \circ \pi'^{i_1}_{s_1} \circ \pi'^{i_0}_{s_0} x_0, i_n).$$

This may be rewritten as

$$T_{(\theta^n, e^n)}(x_0, i_0) = (x_n, i_n),$$

where

$$x_n = \pi'^{i_n}_{s_n} \circ \ldots \circ \pi'^{i_1}_{s_1} \circ \pi'^{i_0}_{s_0} x_0 = \pi'^{i_n}_{s_n}(x_{n-1}).$$

Using this notation we adjust the definition of the set in [4,5] as follows

$$O^*(x_0, i_0) = \{(x_n, i_n) \in E : \text{the rank of } \frac{\partial x_n}{\partial s^n} \text{ is } d \text{ and } q_n(x_n, i_{n-1}) \ldots q_1(x_0, i_1) > 0 \text{ for } i_1, \ldots, i_n \in I, \ s_1, \ldots, s_n > 0, \ n \geq 1\}.$$

For such semiflow with jumps, we can modify the proof of Lemma[5,1] to get the next result for the corresponding operator $K$.

**Corollary 4.8.** Assume that $O^*(x, i) \neq \emptyset$ for every $(x, i) \in E = M \times I$. Suppose also that there is no $K$-absorbing sets. Then either $K$ is sweeping with respect to compact subsets of $E$ or $K$ has a unique invariant density $f$. In the latter case, $f > 0$ a.e. In particular, if $M$ is compact, then $K$ has a unique invariant density.

To verify whether the rank of $\frac{\partial x_n}{\partial s^n}$ is equal to $d$, we may use either Remark[4,2] or Lie brackets as in [2, Theorem 3], [5, Theorem 4.4]. It is worth to mention that in [5] it is assumed that the set $M$ is compact.

5. A two dimensional model of gene expression with bursting

In this section we study a particular example of a two dimensional PDMP $X(t) = (X_1(t), X_2(t))$ with values in $E = [0, \infty)^2$. We let $X_1$ and $X_2$ denote the concentrations of mRNA and protein respectively. We assume that the protein molecules undergo degradation at rate $\gamma_2$ and that the translation of proteins from mRNA is at rate $\beta_2$. The mRNA molecules undergo degradation at rate $\gamma_1$ that is interrupted at random times

$$0 < t_1 < t_2 < \ldots < t_n < t_{n+1} < \ldots$$

when new molecules are being produced with intensity $\varphi$ depending at least on the current level $X_2$ of proteins. At each $t_k$ a random amount $\theta_k$ of mRNA molecules is produced, which is independent of everything else and distributed according to a density $h$. Therefore, $p_{\theta}(x) = h(\theta)$ and the transformation $T_{\theta}$ is given by the formula

$$T_{\theta}(x_1, x_2) = (\theta + x_1, x_2), \ \theta \in (0, \infty).$$
Hence, the jump kernel is of the form
\[ \mathcal{P}((x_1, x_2), B) = \int_0^\infty 1_B(\theta + x_1, x_2)h(\theta)d\theta, \]
so that the transition operator \( P \) is as follows
\[ Pf(x_1, x_2) = \int_0^{x_1} f(z, x_2)h(x_1 - z)dz. \]
The semiflow is defined by the solutions of the system of equations
\[ \frac{dx_1}{dt} = -\gamma_1 x_1, \quad \frac{dx_2}{dt} = -\gamma_2 x_2 + \beta_2 x_1, \]
and it can be expressed by the formula
\[ \pi_t(x_1, x_2) = (x_1 e^{-\gamma_1 t}, x_2 e^{-\gamma_2 t} + x_1 \theta(t)), \]
where
\[ \theta(t) = \frac{\beta_2}{\gamma_1 - \gamma_2} (e^{-\gamma_1 t} - e^{-\gamma_2 t}). \]
If \( \gamma_1 > \gamma_2 \) then we have \( \pi_t(E) \subseteq E \) for all \( t \geq 0 \) and the transformation \( T_{(\theta, s)} \) is of the form
\[ T_{(\theta, s)}(x_1, x_2) = (\theta + x_1 e^{-\gamma_1 s}, x_2 e^{-\gamma_2 s} + x_1 \theta(s)). \]
The assumption \( \gamma_1 > \gamma_2 \) is biologically reasonable, see e.g. [37] and references therein, were it was recalled that a fast process of mRNA degradation has been observed in bacteria, i.e. \( E. coli \). The production of mRNA molecules can be described by exponential density with mean \( b \)
\[ h(\theta) = \frac{1}{b} e^{-\theta/b}, \quad \theta > 0, \]
while the intensity \( \varphi \) is a Hill function depending only on the second coordinate,
\[ \varphi(x_1, x_2) = \frac{\kappa_1 + \kappa_2 x_2^N}{1 + \kappa_3 x_2^N}, \]
where \( N, \kappa_1 > 0 \) and \( \kappa_2, \kappa_3 \geq 0 \) are constants. If \( \kappa_3 = 0 \) we assume, additionally, that \( N \leq 1 \) and \( \gamma_2 > b\beta_2\kappa_2/(\gamma_1 - \gamma_2) \).
We show that the minimal semigroup \( \{P(t)\}_{t \geq 0} \) is asymptotically stable.
Taking \( \Theta = (0, \infty) \) with \( \nu \) being the Lebesgue measure on \( (0, \infty) \), we can express the stochastic kernel \( \mathcal{K} \) as in \((4.1)\). With the help of Corollary 4.4 we prove that the transition operator \( K \) corresponding to \( \mathcal{K} \) has a unique invariant density, which is strictly positive a.e. First, we need to check the assumptions of Corollary 4.3. The function \( k_{(\theta, s)}(x) \) defined as in \((4.2)\) is strictly positive for all \( x \in E \) and \( \theta, s > 0 \), since both \( \varphi \) and \( h \) are strictly positive. Taking into account Remark 4.3 we consider the derivative \( \frac{\partial}{\partial (\theta, s)} T_{(\theta, s)}(x) \) instead of \( \frac{\partial}{\partial s} T_{(\theta, s)}(x) \). We have
\[ \Xi_k = \begin{bmatrix} e^{-\gamma_1 s_{x_1}}, & 0 \\ \varphi(x_{k+1}), & e^{-\gamma_2 s_{x_2}} \end{bmatrix}, \quad \Psi_k = \begin{bmatrix} 1, & g(\pi_{x_1} T_{(\theta, s)}(x)) \\ 0, & 1 \end{bmatrix}, \]
where
\[ g(x) = \begin{bmatrix} -\gamma_1 x_1 \\ -\gamma_2 x_2 + \beta_2 x_1 \end{bmatrix} \]
for \( x = (x_1, x_2) \).
For arbitrary \( \theta_1, s_1 > 0 \) we can calculate
\[ \frac{\partial T_{(\theta_1, s_1)}(x)}{\partial (\theta_1, s_1)} = [\Psi_0] = \begin{bmatrix} 1, & -\gamma_1 x_1 e^{-\gamma_1 s_1} \\ 0, & -\gamma_2 x_2 e^{-\gamma_2 s_1} + \frac{\beta_2}{\gamma_1 - \gamma_2} (\gamma_1 e^{-\gamma_1 s_1} - \gamma_2 e^{-\gamma_2 s_1}) \end{bmatrix}. \]
The rank of \( \frac{\partial}{\partial \theta_1} T_{(\theta_1, \gamma_1)}(x) \) is equal to 2 if and only if
\[
-\gamma_2 x_e^{-\gamma_2 \gamma_1} + x_1 \frac{\beta_2}{\gamma_1 - \gamma_2} (\gamma_1 e^{-\gamma_1 \gamma_1} - \gamma_2 e^{-\gamma_2 \gamma_1}) \neq 0.
\]
If this condition does not hold we need to consider \( T_{(\theta_2, \gamma_2)}(T_{(\theta_1, \gamma_1)}(x)) \). We have
\[
\frac{\partial T_{(\theta_1, \gamma_1)}(x)}{\partial (\theta_1, \beta_1)} = \begin{bmatrix} e^{-\gamma_1 \gamma_1} & e^{-\gamma_2 \gamma_1} g_1(\pi_1, x) \\ \theta_1 & \theta_2 \end{bmatrix}
\]
and, looking at the first and the third column, we see that the rank of \( \frac{\partial}{\partial \theta_1} T_{(\theta_1, \gamma_1)}(x) \) is equal to 2. This implies that \( O^*(x) \neq \emptyset \) for every \( x \in E \).

We now show that there is no \( K \)-absorbing sets. By Remark 4.4 it is enough to show that \( (0, \infty)^2 \subset O(x) \) for \( m \)-a.e. \( x \in E \). Assume first that the point \( x = (x_1, x_2) \) is such that \( x_2 < \beta_2 x_1 / \gamma_2 \). Then its trajectory has the shape shown in Figure 1(a). Then the grey area covers the set \( O_1(x) \) and we see that consecutive iterates give the rest. Suppose now that \( x_2 > \beta_2 x_1 / \gamma_2 \). Then the set \( O_1(x) \) is as in Figure 1(b).

![Figure 1: A graphical representation of the set \( O_1(x) \)](image)

Corollary 4.4 implies that either \( K \) is sweeping with respect to compact sets or \( K \) has a unique invariant density \( f_0 \).

To exclude sweeping, we use Proposition 4.4 for the operator \( K \) and we take
\[
V(x) = V(x_1, x_2) = x_1 \frac{\beta_2}{\gamma_1 - \gamma_2} + x_2.
\]
We have
\[
V(X(t_1)) - V(X(0)) = \frac{\beta_2}{\gamma_1 - \gamma_2} \theta_1 - V(X(0))(1 + e^{-\gamma_2 t_1}).
\]
Since \( t_1 \) has the distribution function as in (4.4), we obtain
\[
E_x(1 - e^{-\gamma_2 t_1}) = \gamma_2 \int_0^\infty e^{-\gamma_2 t} e^{-\int_0^t \varphi(\pi_1(x)) dt} dt.
\]
Hence, we get
\[
\int_E V(y)K(x, dy) - V(x) = E_x(V(X(t_1)) - V(X(0))) = \int_0^\infty W(t, x)e^{-\int_0^t \varphi(\pi_1(x)) dt} dt, \tag{5.1}
\]
where
\[
W(t, x) = \frac{b\beta_2}{\gamma_1 - \gamma_2} \varphi(\pi_1(x)) - V(x)\gamma_2 e^{-\gamma_2 t}.
\]
Notice that $W$ is bounded from above by a constant and that $W(t, x)$ tends to $-\infty$ as $\|x\| \to \infty$ for every $t$. Since the function $\varphi$ has a positive lower bound $\varphi$, we obtain

$$
\int_0^\infty e^{-\int_0^t \varphi(x(s))ds} dt \leq \frac{1}{\varphi} \quad \text{for all } x \in E.
$$

From Fatou’s Lemma it follows that

$$
\limsup_{\|x\| \to \infty} \int_0^\infty W(t, x)e^{-\int_0^t \varphi(x(s))ds} dt < 0. \quad (5.2)
$$

The function in (5.1) is continuous, thus bounded on compact sets. Consequently, (5.2) implies that condition (2.3) is satisfied and completes the proof that $K$ has a unique invariant density.

Now we look at the process $X = \{X(t)\}_{t \geq 0}$. The matrices $T_\gamma$ and $T_{\gamma,n}$ from Remark 4.7 are of the form

$$
T_\gamma = \begin{bmatrix}
0, & 0, \\
-\varphi(T_{\gamma,n}(x)), & 0
\end{bmatrix}, \quad T_{\gamma,n} = \begin{bmatrix}
e^{-\gamma_1(t-s(n))}, & 0 \\
\varphi(t-s(n)), & e^{-\gamma_2(t-s(n))}
\end{bmatrix}.
$$

Hence $\frac{\partial}{\partial \theta s, s^2} \pi_{T_{\gamma,n}}(\varphi, \varphi') = (T_{2}) + T_{1,2} \Xi \{T_{2} + T_{1,2} Y\}$ can be expressed by

$$
\frac{\partial \pi_{T_{\gamma,n}}(\varphi, \varphi')}{\partial (s^2)} = \begin{bmatrix}
e^{-\gamma_1(t-s(1))} & \varphi(t-s(2)) + e^{-\gamma_2(t-s(2))} \varphi(s_2), \\
e^{-\gamma_1(t-s(1))} & \varphi(t-s(2)) \end{bmatrix},
$$

where the first and the third column are linearly independent and the remaining columns are not important for the calculation. It is worth to notice that we need to use (4.9) instead of the matrix in (4.8) since its every two columns are linearly dependent. This proves that Lemma 4.6 holds, in other words, the semigroup $\{P(t)\}_{t \geq 0}$ corresponding to the process $X$ is partially integral. We conclude from Corollary 3.16 that the semigroup $\{P(t)\}_{t \geq 0}$ is asymptotically stable.
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