Effect of pseudogap formation on the penetration depth of underdoped high $T_c$ cuprates
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The penetration depth is calculated over the entire doping range of the cuprate phase diagram with emphasis on the underdoped regime. Pseudogap formation on approaching the Mott transition, for doping below a quantum critical point, is described within a model based on the resonating valence bond spin liquid which provides an ansatz for the coherent piece of the Green’s function. Fermi surface reconstruction, which is an essential element of the model, has a strong effect on the superfluid density at $T = 0$ producing a sharp drop in magnitude, but does not change the slope of the linear low temperature variation. Comparison with recent data on Bi-based cuprates provides validation of the theory and shows that the effects of correlations, captured by Gutzwiller factors, are essential for a qualitative understanding of the data. We find that the Ferrell-Glover-Tinkham sum rule still holds and we compare our results with those for the Fermi arc and the nodal liquid models.
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I. INTRODUCTION

The initial discovery of superconductivity in the cuprates precipitated a rush to find higher values of the critical temperature $T_c$. In this onslaught, not only were new superconducting members of the cuprate family discovered but it was quickly realized that, through oxygen doping or doping with other elements, a particular compound could display a range of $T_c$ values. With hole-doping, in particular, these $T_c$ values could be quite high and showed a dome for $T_c$ as a function of doping in the phase diagram. While studying optimal doping for the maximum $T_c$ became the primary focus in initial research, it was later appreciated that the unusual phase diagram of these materials was of great interest in itself. Understanding why a maximum $T_c$ exists and what controls the reduction of $T_c$ away from maximum is hoped to elucidate the physics of the interactions involved. Ideally this would give direction for what might be attempted in materials development in order to enhance $T_c$.

Further research into the general phase diagram occurred on many fronts, with evidence of an antiferromagnetic (AFM) insulating state in the parent compound and at low doping, and strange metallic behavior in the normal state above the superconducting dome. The most intriguing discovery is possibly the presence of what is termed a “pseudogap” feature, occurring in the normal state on the underdoped side of the superconducting dome, which exists for higher temperatures as the AFM state on the underdoped side of the superconducting dome, which exists for higher temperatures as the AFM state is approached. This pseudogap is an energy gap-like feature seen in normal state properties which has led to a number of imaginative theoretical proposals for its existence. Superconductivity in the cuprates is now thought to have $d$-wave superconducting pairing, most likely due to spin-fluctuations. It is thought, therefore, that the approach towards the AFM state should enhance the spin-fluctuation pairing interaction $V$ and hence increase $T_c$. However, if this pseudogap represents a competing phase, possibly associated with the AFM-Mott insulator, it could be responsible for a reduction in the electronic density of states at the Fermi level $N(0)$ which could then reduce the superconducting $T_c$ which depends on $N(0)V$ in simple BCS theory. Consequently, it is natural that many proposals for the pseudogap state have been based on a competing phase, such as, the $d$-density wave theory. Others have been suggested which include the ideas of preformed pairs arising above $T_c$.

The pseudogap phase and how it may affect superconductivity has become a major focus of both theoretical and experimental work. Even knowledge of where the pseudogap line in the phase diagram might end [possibly at $T = 0$ and possibly as a quantum critical point (QCP)] is still a matter of debate. Some experiments suggest it ends on the edge of the superconducting dome on the overdoped side and others place it ending at $T = 0$ inside the superconducting zone anywhere from optimal doping to overdoped. It should be noted that other works on QCPs in heavy fermion superconductors usually suggest such a point existing under the superconducting dome.

In spite of mounting experimental work on the underdoped cuprate superconductors, it has been hard to develop a microscopic theory that can build in the physics associated with the approach from the metallic state to the Mott insulator and give a workable formalism, which includes doping, for providing theoretical insights and predictions for experiments both in the normal and superconducting state (including the idea of a pseudogap). Further to this issue has been the more recent experimental development where a possible reconstruction of the...
Fermi surface in the underdoped cuprates has been found to occur based on seeing Fermi pockets from de Haas-van Alphen experiments,11 and or Fermi arcs in angle-resolved photoemission (ARPES) experiments.12 There has also been one report of an observation of pockets from ARPES.13 Moreover, there has been indirect evidence of arcs from other experiments, such as optical spectroscopy, specific heat, and scanning tunneling spectroscopy measurements. Indeed, attempting to resolve the arc versus pocket debate has been the subject of numerous papers.

One theory which is promising in this regard has been due to Yang, Rice and Zhang (YRZ) which is based on previous studies of a resonating valence bond (RVB) spin liquid state originally proposed by Anderson. The merit of the YRZ approach is that they have used previous numerical and theoretical RVB-type studies to develop an ansatz for the many-body Green’s function that would represent the RVB spin liquid. This ansatz builds in the approach to the AFM-Mott insulator and shows a reconstructed Fermi surface which is a large Fermi surface when there is no pseudogap, above optimal doping, but is reconstructed to small Fermi or Luttinger pockets (which look more like arcs when the quasiparticle weight is included) for the underdoped case. The pseudogap opens up around the AFM Brillouin zone in this theory and it gaps out or reconstructs part of the Fermi surface. So far this theory has been used to evaluate a number of experimental properties with good qualitative agreement and, in the same spirit as BCS theory, of its various limits, given in Section III. In Section IV, we summarize some theoretical formulas associated with the frequency-dependent optical conductivity, a quantity which is also related to the penetration depth. This will aid in our discussion of the Drude weight and the sum rule. We then present our results in Section V and provide our conclusions in Section VI.

II. THEORETICAL MODEL OF YRZ

The YRZ model provides an ansatz for the coherent part of the many-body Green’s function for the case of a doped RVB spin liquid. It includes a dependence on doping x and is given as

\[ G(k, \omega, x) = \frac{\sum_{\alpha=\pm} g_{\alpha} W_{\alpha}^x}{\omega - E_k^x - \Delta_{pg}^x/(\omega + E_k^x)}. \]  

where

\[ E_k^x = \frac{\xi_k - \xi_0}{2} \pm E_k, \]

\[ E_k = \sqrt{\xi_k^2 + \Delta_{pg}^2}, \]

\[ \xi_k = \frac{(\xi_k + \xi_0)}{2}, \]

\[ W_k^x = \frac{1}{2} \left( 1 \pm \frac{\xi_k}{E_k} \right). \]

In these expressions \( \xi_0 \) is the first nearest neighbor tight-binding dispersion, which introduces the antiferromagnetic Brillouin zone boundary (AFBZ) into the Green’s function along which the pseudogap \( \Delta_{pg} \) develops. The band structure \( \xi_k = -2t(x)(\cos k_x a + \cos k_y a) \) is the nearest neighbor tight-binding dispersion, which is doping dependent. Doping dependence enters in three ways into the Green’s function. First, the band structure is doping dependent through the hopping coefficients: \( t(x) = g_1(x)t_0 + 3g_2(x)J_0/8 \), \( t'(x) = g_3(x)t_0' \), and \( t''(x) = g_4(x)t_0'' \). Here \( g_1(x) = 2x/(1 + x) \) and \( g_4(x) = 4/(1 + x)^2 \) are the Gutzwiller factors and \( J/J_0 = 1/3 \) and \( \chi = 0.338 \). YRZ use \( t'/t_0 = -0.3 \), \( t''/t_0 = 0.2 \), a choice of parameters to match this energy dispersion to that calculated for \( \text{Ca}_2\text{CuO}_2\text{Cl}_2 \) (Ref.17). The \( x \)-dependence of these coefficients reflects
the fact that strong correlations will narrow the bands as the Mott insulator is approached. Second, the coherent part of the Green’s function changes with doping with a Gutzwiller factor given by $g_1 \equiv g_1(x)$. Such factors reflect the projection out of doubly occupied states and the approach to the atomic limit. Third, the magnitude of the pseudogap, $\Delta_{\text{pg}}$, and superconducting gap, $\Delta_{\text{sc}}$, are also doping dependent, as inferred from experiment and the behavior of $T_c$. These gaps are taken to be $d$-wave, such that we can write them as $\Delta_{\text{pg}} = \frac{\Delta_{\text{pg}}(x)}{2}(\cos k_x a - \cos k_y a)$ and $\Delta_{\text{sc}} = \frac{\Delta_{\text{sc}}(x)}{2}(\cos k_x a - \cos k_y a)$, respectively, with $a$ the lattice constant, $\Delta_{\text{pg}}(x)/t_0 = 0.6(1 - x/0.2)$ and $\Delta_{\text{sc}}(x)/t_0 = 0.14(1 - 82.6(x - 0.2)^2)$. In general, the gap could contain many higher harmonics as is also the case in conventional superconductors but such complications are not essential for a first understanding. From Eq. (1), one can extract the YRZ spectral function $A(k,\omega)$ and see that there are four energy branches, given by the energies, $\pm E_S^0$, where $E_S^0 = \sqrt{(E_k^0)^2 + \Delta_{\text{sc}}^2}$. Following the usual development of the equations of superconductivity, both the regular and anomalous spectral functions are found to be:

$$A(k,\omega) = \sum_{\alpha = \pm} g_1 W_{\alpha}^2 \left[ (u^\alpha)^2 \delta(\omega - E_S^0) + (v^\alpha)^2 \delta(\omega + E_S^0) \right],$$

$$B(k,\omega) = \sum_{\alpha = \pm} g_1 W_{\alpha}^2 u^\alpha v^\alpha \left[ \delta(\omega - E_S^0) - \delta(\omega + E_S^0) \right],$$

where

$$u^\alpha = \left[ \frac{1}{2} \left( 1 + \frac{E_k^0}{E_S^0} \right) \right]^{1/2},$$

$$v^\alpha = \left[ \frac{1}{2} \left( 1 - \frac{E_k^0}{E_S^0} \right) \right]^{1/2}.$$ 

These two spectral functions enter the expressions for the penetration depth and the optical conductivity which are described in the following sections. In the limit of $\Delta_{\text{sc}} = 0$ but with a finite pseudogap, there are still two branches in the quasiparticle energy dispersion as shown in Fig. 1b) for various symmetry directions in the first quadrant of the square Brillouin zone. The weighting factors $W_{\alpha}^2$ are shown as upright bars of varying height in the third dimension. Comparing with a case for no pseudogap where there is just the one energy dispersion with full weight [Fig. 1a)], we see that a gap in energy due to the pseudogap formation has opened up the antinodal direction in the Brillouin zone quadrant at $(\pi, 0)$ and $(0, \pi)$, and along the AFBZ from $(\pi, 0)$ to $(0, \pi)$. The presence of the two bands gives rise to interband transitions in the frequency-dependent optical conductivity and a depletion of the intraband Drude component as we will later discuss.

In the following model, we will also examine several other models in relation to the YRZ model. We will refer to a Fermi liquid which is just the case of taking the pseudogap to be zero in our formalism. We also use the term YRZ modified (YRZ mod.). In the YRZ model, the presence of the pseudogap reconstructs the large Fermi surface (found on the overdoped side of the phase diagram) into a small Fermi pocket. If we use the YRZ model but take the superconducting $d$-wave gap to be finite only in the region of the Fermi pocket and to be zero beyond the pocket towards the antinodal direction, then we will call this YRZ modified. In conventional superconductors such as Pb and Al, there are directions where the Fermi surface is gapped out by the crystal potential and one finds that the superconducting gap is also zero there. In the present case it is the pseudogap which prevents the superconducting gap from having its full amplitude in certain regions.

Two other models in the literature are the nodal liquid and the Fermi arc model. In these two models, the pseudogap is taken to be on the large Fermi surface given by $\xi_k$. In the nodal liquid, both the pseudogap and superconducting gaps are active over the entire Fermi surface. In the arc model, the pseudogap is only finite in a region of the Fermi surface near that antinodal direction on an arc of the large Fermi surface that is defined by a critical angle $\theta_c$ measured at the $(\pi, \pi)$ point from the Brillouin zone boundary towards the nodal direction.

### III. Penetration Depth

The London penetration depth $\lambda(T)$ is given by the zero frequency limit of the imaginary part of the optical conductivity $\sigma(T, \Omega)$ at temperature $T$. Specifically,

$$\frac{1}{\lambda^2(T)} = \lim_{\Omega \rightarrow 0} \frac{4\pi}{c^2} \Omega \text{Im} \sigma(T, \Omega),$$

where $c$ is the velocity of light. The imaginary part of $\sigma(T, \Omega)$ has both a contribution from the paramagnetic and diamagnetic part of the current. A particularly transparent formal expression, which manifestly vanishes when the superconducting gap vanishes, results when both contributions are treated on the same footing:

$$\frac{1}{\lambda^2(T)} = \lim_{\Omega \rightarrow 0} \frac{16\pi e^2}{c^2} \sum_{\vec{k}} v_{\vec{k}}^2 \times \int d\omega' d\omega'' \lim_{\vec{q} \rightarrow 0} \left( \frac{f(\omega'') - f(\omega')}{\omega'' - \omega'} \right) B(\vec{k} + \vec{q}, \omega') B(\vec{k}, \omega''),$$

where $e$ is the electron charge and $f(\omega)$ is the Fermi function $1/[1 + \exp(\beta \omega)]$, with $\beta = 1/(k_B T)$ and $k_B$ the Boltzmann constant. $B(\vec{k}, \omega)$ is the anomalous spectral density previously introduced and is proportional to the superconducting gap. Consequently, this expression vanishes in the normal state as it must. After some lengthy but straightforward algebra, one arrives at a more ex-
pressed for now the factor of \( g^2 \) which weights this quantity in the YRZ model. We will be presenting all of our numerical work for \( 1/\lambda^2(T) \) in units of \( e^2 t_0/\hbar^2 d \), where \( d \) is the c-axis distance per Cu-O plane (not shown explicitly in the superfluid density formulas given here which are written for 2 dimensions).

Our basic formula, Eq. (9), can be reduced in simpler models such as the nodal liquid or the usual Fermi arc model. In both cases, the pseudogap is placed on the Fermi surface. For the arc model it is nonzero only on arcs about the antinodal direction. To place the pseudogap on the Fermi surface instead of having it on the antiferromagnetic Brillouin zone, we take \( \xi_k \) to be equal to \( \xi_k \) so that \( E^\pm_k = \pm E_k \), and \( W^\pm_k = (1 \pm \xi_k/E_k)/2 \), with \( E_k = \sqrt{\xi_k^2 + \Delta_{pg}^2} \). It follows that

\[
E_S^\pm = \sqrt{\xi_k^2 + \Delta_{pg}^2 + \Delta_{sc}^2} = ES, W^+_k + W^-_k = 1, (u^\pm)^2 = (1 + E_k/ES)/2 \equiv u^2, (v^\pm)^2 = (1 - E_k/ES)/2 \equiv v^2, \text{ and } u^\pm v^\mp = uv = \Delta_{sc}/2ES.
\]

If we further take the pseudogap to be zero \( ES = \sqrt{\xi_k^2 + \Delta_{sc}^2} \) then Eq. (10) becomes a well-known formula for the Fermi liquid (FL) penetration depth in BCS theory. With the pseudogap non-zero, we will refer to Eq. (10) as the nodal liquid limit and if the pseudogap is cut off at a certain critical angle \( \theta_c \) away from the antinodal direction so that there is no pseudogap on an arc about the nodal direction, we will refer to this as the arc model.

Examining various limits of Eq. (10) provides understanding of the physics when a pseudogap is present. We recall that for the BCS case with no pseudogap, at zero temperature the \( \tanh(\beta E/2) \) is equal to 1 and the \( T = 0 \) limit of the penetration depth takes on a particularly simple form

\[
\frac{1}{\lambda^2(0)} = \frac{2\pi e^2}{c^2} N(0)v_F^2 \times \int_0^{2\pi} \frac{d\theta}{2\pi} \int_{-\infty}^{+\infty} \frac{d\epsilon}{\epsilon^2 + [\Delta_{sc}^0 \cos(2\theta)]^2} \frac{[\Delta_{sc}^0 \cos(2\theta)]^2}{(\epsilon^2 + [\Delta_{sc}^0 \cos(2\theta)]^2)^{3/2}},
\]

where the continuum limit of the free electron bands has been taken to simplify the mathematics and \( N(0) \) is the electronic density of states, assumed to be constant. The ratio of the electron density to the electron mass \( n/m_e = N(0)v_F^2 \). Further, the last integral over energy in Eq. (11) is independent of the factor of \( [\Delta_{sc}^0 \cos(2\theta)]^2 \) and equal to 2. The angular integration normalized to \( 2\pi \) is then trivially equal to 1. Thus we obtain the well-known result

![Diagram](image-url)
that $1/\lambda^2(0) = 4\pi ne^2/mc^2$. Moreover, in the limit $T \to 0$, the leading temperature dependence is given by the derivative term $(-\partial/\partial E)$ in Eq. (10). If we write for simplicity $\Delta_S \equiv \Delta_{sc}^0 \cos(2\theta)$, we arrive at

$$\frac{\lambda^2(0)}{\lambda^2(T)} = 1 - \beta \int_0^{2\pi} \frac{d\theta}{2\pi} \int_{-\infty}^{\infty} \frac{dc}{\epsilon^2 + \Delta_S^2} \frac{e^{\beta \sqrt{c^2 + \Delta_S^2}}}{[e^{\beta \sqrt{c^2 + \Delta_S^2}} + 1]^2}. \tag{12}$$

As $T \to 0$ this last integral is strongly peaked about $\epsilon \sim 0$ and $\Delta_S \sim 0$ (i.e., the nodal direction) and we obtain the standard result

$$\frac{1}{\lambda^2(T)} = \frac{4\pi ne^2}{mc^2} \left[1 - 2 \ln 2 \frac{k_BT}{\Delta_{sc}^0}\right]. \tag{13}$$

For the case of the nodal liquid, the pseudogap is assumed to go like $\Delta_{pg}(\theta) = \Delta_{pg}^0 \cos(2\theta)$ over the entire Fermi surface as does the superconducting gap. In this case, expression (13) can be cast in the form of the standard BCS case with two changes: The square of the gap amplitude is to be replaced by the sum of the squares of superconducting and pseudogap, i.e., $\Delta_{sc}^2 \to (\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2$, and an overall factor of $(\Delta_{sc}^0)^2/[(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2]$ now multiplies the entire expression. This leads immediately to the result

$$\frac{1}{\lambda^2(T)} = \frac{4\pi ne^2}{mc^2} \frac{(\Delta_{sc}^0)^2}{(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2} \times \left[1 - 2 \ln 2 \frac{k_BT}{\sqrt{(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2}}\right]. \tag{14}$$

In this case the London penetration depth at $T = 0$ is no longer simply a normal state property but depends explicitly on the value of the superconducting gap amplitude. Also, the normalized slope of the linear-in-temperature term is greatly reduced when the pseudogap is large. While this limit is helpful because of its simplicity, we will see that it does not describe the YRZ results well. By contrast, the arc model which is closely related to the above equations does well in capturing the main physics contained in the more mathematically complex YRZ model. Before turning to this case, we note that at $T = 0$, when the pseudogap is small compared with the superconducting gap, the penetration depth is modified to $1/\lambda^2(0) = (4\pi ne^2/mc^2) \left[1 - (\Delta_{pg}^0/\Delta_{sc}^0)^2\right]$ which tells us that the superfluid density is effectively reduced over its no pseudogap value. The pseudogap competes with the superconductivity for phase space.

Introduction of an arc over which the pseudogap is zero, while finite from antinodal direction to $\theta_c$, modifies Eq. (14) but at the same time leaves the second integral in Eq. (12) completely unaltered because, for sufficiently small temperature, only the angular region very close to the nodal direction is of importance. But in these regions, the pseudogap is zero so that the first derivative term $-\partial/\partial E$ in Eq. (10) is unaffected by the pseudogap. Therefore, we obtain for this term $(4\pi ne^2/mc^2) \left[-(2\ln 2)k_BT/\Delta_{sc}^0\right]$ which is completely unchanged from its Fermi liquid value. This is not so for the value of the zero temperature penetration depth. This quantity does know about the pseudogap. In the continuum approximation, it is given by

$$\frac{1}{\lambda^2(0)} = \frac{2\pi ne^2}{mc^2} \times \int_0^{2\pi} \frac{d\theta}{2\pi} \int_{-\infty}^{+\infty} \frac{dc}{\epsilon^2 + [(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2] \cos^2(2\theta)} \frac{[\Delta_{sc}^0 \cos(2\theta)]^2}{4 + \cos^2(2\theta)} \tag{15}$$

where for simplicity we have assumed the pseudogap to have the same angular dependence as the superconducting gap, namely the $d$-wave $\cos(2\theta)$ dependence. Here the bar on $\Delta_{pg}^0$ is to mean that it is zero in the interval $\theta_c$ to $\pi/4$ and all other symmetry related intervals. Next we note that the energy integral will give $2(\Delta_{sc}^0)^2/[(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2]$ from the regions where $\Delta_{pg}^0$ is nonzero (antinodal) and 2 from the regions where $\Delta_{pg}^0$ is zero (nodal). We finally get

$$\frac{1}{\lambda^2(0)} = \frac{4\pi ne^2}{mc^2} \left[1 - \frac{4\theta_c}{\pi} \frac{(\Delta_{pg}^0)^2}{(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2}\right]. \tag{16}$$

For $\theta_c = 0$ (that is, no pseudogap), we get back the classical London result of Eq. (11) after integration over energy and angle. For $\theta_c = \pi/4$, the nodal liquid result of Eq. (14) in the $T \to 0$ limit is obtained. When the pseudogap $\Delta_{pg}^0 = 0$, we recover the known result of Fermi liquid theory, that the zero temperature value of the penetration depth depends only on normal state parameters and not on the explicit value of the superconducting gap itself. When the pseudogap is small as compared to the superconducting gap, the correction to 1 in Eq. (10) is small and of order $(4\theta_c/\pi)(\Delta_{pg}^0/\Delta_{sc}^0)^2$. In the opposite limit of large pseudogap, the superconducting gap drops out and the correction is $4\theta_c/\pi$, explicitly independent of both gaps. The pseudogap, however, implicitly determines the critical angle $\theta_c$ related to the part of the Fermi surface over which the pseudogap is non-zero.

### IV. OPTICAL CONDUCTIVITY

The real part of the optical conductivity, $\text{Re} \sigma(T, \Omega)$, is given by

$$\text{Re} \sigma(T, \Omega) = \frac{\pi n e^2}{mc^2} \frac{1}{\lambda^2(0)} \frac{2\pi e^2}{mc} \frac{\epsilon^2}{\epsilon^2 + \epsilon^2} \frac{[\Delta_{sc}^0 \cos(2\theta)]^2}{4 + \cos^2(2\theta)}.$$
In the clean limit of the YRZ model, we obtain, after long but straightforward algebra, the expression on the Fermi surface,

these expressions occur when the pseudogap is placed at the Fermi-surface limit of the pseudogap, the sum of the two contributions to the total weight can still be denoted by

\[ \delta \equiv \frac{\pi e^2}{m} \Omega \equiv \frac{\pi e^2}{m} \Omega_p^2/4, \]

a well-known result where \( \Omega_p \) is the normal state plasma frequency. For superconductivity over the entire Fermi surface, but no pseudogap, we get zero as expected. In the clean limit at \( T = 0 \), the entire real part of the conductivity goes into the condensate. This would also hold for the nodal liquid. However, in the arc model with no superconductivity, we have a finite weight \( W_D \), namely \( \lfloor \pi e^2/m \lfloor (1-\theta_c)/\pi) \) corresponding to the gapless arc that remains about the nodal direction. The limit \( \theta_c = 0 \) gives no reduction from its Fermi liquid value and \( \theta_c = \pi/4 \)}
weight is not changed on entering the superconducting state, 
which corresponds to a fully gapped Fermi surface (nodal liquid).

In conventional BCS theory, the Ferrell-Glover-Tinkham sum rule states that the optical spectral weight is not changed on entering the superconducting state. In terms of the notation introduced here, it reads

$$\frac{c^2}{8\lambda^2(T)} + \int_0^\infty d\Omega \text{Re} \sigma_s(T, \Omega) = \int_0^\infty d\Omega \text{Re} \sigma_n(T, \Omega),$$

(23)

where we denote by $S/N$ the superconducting/normal state, respectively. We begin with a discussion of the validity (or lack thereof) of this rule in the YRZ model. We will work only at $T = 0$ which is simplest and where the superconducting gap is fully developed and so has its maximum effect on charge dynamics. Thus we would expect that, if the presence of the pseudogap leads to a violation of Eq. (23), it should be most noticeable here. In Fig. 2(c), we plot several of the relevant quantities as a function of doping, $x$. The solid black dots give $\Omega_p^2/8$, \textit{i.e.}, the right hand entry of Eq. (23). The change in behavior at $x = 0.2$ corresponds to the QCP in our phase diagram and signals the emergence of a finite pseudogap. Since we are in the clean limit, and also in the normal state, $\Omega_p^2/8$ corresponds to $W_D/2$ (green dash-double-dotted curve) in the Fermi liquid region of the phase diagram $x \geq 0.2$. Below this doping, $\Omega_p^2/8$ has two contributions $W_D/2$ from the Drude peak and $W_{IB}$ (long-dashed blue curve) from the interband transitions. A plot which illustrates the two contributions to $\text{Re} \sigma(T = 0, \Omega)$ is shown in Fig. 2(b). For this plot we used a formula for the conductivity which included elastic impurity scattering with quasiparticle scattering rate $\eta$ set equal to $0.01\eta_0$. While the Drude and interband contributions are not completely separated, the two distinct contributions remain clearly identified. The Drude is centered about $\Omega = 0$ and the interband piece is shifted to higher energies with an onset just above $\Omega = 0.2\eta_0$. The plot is for doping $x = 0.14$. This is a case where the pseudogap is larger than the superconducting gap with $\Delta_{\text{ps}}/\eta_0 = 0.18$ which corresponds roughly to the onset mentioned above. Returning to Fig. 2(c), the sum of $W_D/2$ and $W_{IB}$ add up to $\Omega_p^2/8$ in the normal state. As we have already mentioned, in the superconducting state at zero temperature in the clean limit, the entire Drude condenses into the superfluid and there is no contribution to the optical spectral weight $\int_0^\infty d\Omega \text{Re} \sigma(T = 0, \Omega) d\Omega$ from this term, only the interband term remains. Its value as a function of doping is denoted by $W_{IB,SC}$ and is given by the solid black curve. Comparing this with its normal state value (long-dashed blue curve), we see that at doping just below the QCP at $x = 0.2$, this contribution is very small and so most of $W_{IB}$ also goes into the condensate. However, as $x$ decreases towards the more underdoped regime, much less of $W_{IB}$ condenses and by $x \approx 0.1$, this condensation has stopped. This behavior is expected and shows that the interband piece is less susceptible to condensation into Cooper pairs than is the Drude and that this trend increases rapidly as the pseudogap energy becomes large as compared with twice the superconducting gap energy. In our phase diagram, this boundary comes at about $\sim 0.1$ doping as we would expect.

The dot-double-dashed purple curve gives $1/8\lambda(0)^2$. When this is added to $W_{IB,SC}$, we obtain, within our numerical accuracy, the $\Omega_p^2/8$, i.e., the solid black circles. Thus we find that to this precision, the YRZ model also satisfies Eq. (23) which is one of our important results about optical spectral weight distribution in addition to our observation that little of the interband contribution to the conductivity condenses into Cooper pairs when $\Delta_{\text{ps}}$ becomes small as compared to the pseudogap $\Delta_{\text{ps}}$. Finally, in Fig. 2(a), we show our results for the Fermi momentum in the nodal direction (solid black curve) as well as the corresponding Fermi velocity (dashed red curve). Our values agree well with those given in the work of YRZ and will be needed in a following section.

V. RESULTS

We will now present in detail our results and analysis for the penetration depth. Note that up until now, in our formulas and discussion, we have not included the Gutzwiller $g_p$ prefactor for weighting only the coherent part of the Green’s function in Eq. (1). Due to the prod-
The temperature dependence of the penetration depth shown as $1/\lambda^2(T)$ versus $T/t_0$. Here, the $g^2$ prefactor, that arises from the definition of the coherent part of the Green's function, is included. Shown are curves for the Fermi liquid state (FL, solid black curve) and the modification which occurs when a pseudogap is present in the YRZ model (red dashed curve). The curve labeled YRZ mod. (green dash-dotted) is a modification of the YRZ model where the superconducting gap is only non-zero on the Fermi pocket. The three Fermi surfaces involved are illustrated schematically in the inset (see text) including the critical angle $\theta_c$.

The final curve in Fig. 3 (green dash-dotted) is a case where we have cut off the superconducting gap outside the solid angle $1 - 4\theta_c/\pi$ which defines the region of the Luttinger pocket, with $\theta_c$ shown in the lower inset. As we expect from the above arguments this does not change the low temperature slope but does affect the zero temperature value of the superfluid stiffness which is further reduced over its Fermi liquid value. Our motivation for applying this cutoff is the expectation that the superconducting gap will form mainly on the part of the Fermi surface which remains ungapped. This idea is consistent with recent ARPES data and will be discussed further in a future paper.

Figure 4 further emphasizes the insensitivity of the low temperature slope of $1/\lambda^2(T)$ to the formation of the Luttinger pockets and any cut off in the superconducting gap away from the nodal region. Shown in Fig. 4 is $t_0d/dT[1/\lambda^2(T)]$ vs $T/T_c$ for the three cases illustrated in Fig. 3. The line labels are the same. We see perfect agreement between the three curves below $T/T_c \sim 0.3$. With increasing temperature, the Fermi liquid case shows a downward trend while by contrast the two other non-Fermi liquid curves show the opposite. In the inset to the figure we show our results for the slope in the YRZ model (solid black dots) as a function of doping. Also shown for comparison is the formula

$$t_0 \frac{d}{dT} \left[ \frac{1}{\lambda^2(T)} \right] = 4\pi g_i^2 \frac{2\ln 2}{\pi} \frac{v_F}{v_\Delta},$$

(24)

where $v_\Delta = |\nabla \Delta_{sc}(k)|_k = (\Delta_{sc}/\sqrt{2}) |\sin(k_{Fz})|$, with all
the input value \( \Delta \) on the Luttinger pocket is somewhat smaller than the fact that the superconducting gap amplitude. Formula (24) is derived for a Fermi liquid with general band structure and we see here that it also applies to YRZ theory (Fig. 4).

The inset shows tested against the numerical data (dots) as a function of doping \( x \). The temperature dependence of the inverse square of the penetration depth for various dopings. The inset shows the values of the superconducting gap and pseudogap in units of \( \lambda \) for varying doping parameter \( x \). The curve shown in Fig. 3 versus \( T/T_c \) for comparison and includes the pseudogap values used is shown in the inset where we see the QCP at \( T = T_c \). In Fig. 5 we show 1/\( \lambda^2(T) \) vs \( T/T_0 \) for different values of doping \( x \). The phase diagram identifying the superconducting gap and pseudogap values used is shown for reference in the inset where we see the QCP at \( x = 0.2 \) corresponding to the onset of a finite pseudogap which progressively modifies the large Fermi surface of Fermi liquid theory to smaller Luttinger pocket...
expect $1/\lambda^2(0)$ to drop as the Fermi surface arc is reduced because the size of the Luttinger pocket shrinks. The solid black curve corresponds to the product of the Fermi liquid value of $1/\lambda^2(0)$ with the factor $1 - 4\theta_c/\pi$, the latter gives an approximate measure of the ratio of the angle of the remaining Fermi arc compared with that for the Fermi liquid. This curve follows the same general trend as do the results of detailed calculations. This shows that Fermi surface reconstruction is responsible for the drop in solid green diamonds below the Fermi liquid values (solid black circles). We note again in this regard that as the QCP is approached from below ($x < 0.2$), there is a region where the Fermi surface reconstruction is complex (see insert) and is not easily characterized by a single arc length. Here, we use the values previously derived within the context of an application of the YRZ model to the specific heat[4]. This explains why the solid black line starts to deviate from the solid green diamonds in the region near the QCP. We emphasize that the solid green diamonds include a cut off on the superconducting gap.

As can be seen in the approximate qualitative formula \[ c \equiv \frac{-4\theta_c/\pi}{(\Delta_{pg}^0)^2/[(\Delta_{sc}^0)^2 + (\Delta_{pg}^0)^2]} \] returning to Eq. (16), the correction factor of $c$ reduces to $-4\theta_c/\pi$ only when $\Delta_{sc}^0$ is assumed to be zero when $\Delta_{pg}^0$ is finite, the case described so far. If the superconducting gap is allowed to exist over the entire Fermi surface, the correction factor $c$ will be less than $-4\theta_c/\pi$ and we get the blue dash-dotted curve in Fig. 6 as the product of $(1 - c)$ times the Fermi liquid value of $1/\lambda^2(0)$ \[ c \text{opt} = \text{optimal value in the YRZ model}. \] This curve agrees well with the solid red squares which become ill-defined in this case.

We now turn to experiment to assess the validity of the theoretical model due to YRZ. Recent results as a function of doping on the penetration depth of Bi-based cuprates (Bi:2212) have been published by Anukool et al.[5] They give results for a range of doping from underdoped to overdoped and for $T_c$'s reduced by up to 50%. Because their optimal doping is at $p = 0.16$ and our model uses $x = 0.2$, we shifted the data set doping values by 0.04 in order to match their dome with ours. Normalizing to the optimal doping, we then find that their $T_c$ curve matches our $T_c$ dome if we convert our energy gap dome to one for $T_c$ by using a value of the gap ratio $2\Delta_{sc}^0/k_BT_c = 6$ and then taking $\lambda_0 = 165$ meV (our energy units have all been in units of $\lambda_0$). With this we find a good match to the experimental $T_c$ versus doping curve shown in Fig. 7. This now fixes our parameters for the rest of our work. In Fig. 7 (right hand frame) we show the classic Uemura plot of $T_c$ versus $1/\lambda^2(0)$, where we have normalized our results and the data to the value at optimal doping. The agreement with the data is excellent and on the underdoped side, the data appears to favor more the modified YRZ calculation. Furthermore, in Fig. 8 we show the data compared with the inverse penetration depth squared versus doping and once again the data favors the modified YRZ curve. What is clear here is that the data agrees well with the Fermi liquid

![FIG. 6: (Color online) The $T = 0$ inverse square penetration depth as a function of doping, comparing the cases of the Fermi liquid (FL), YRZ and the modified YRZ ansatz. The yellow shade region emphasizes the reduction in this quantity due to Fermi surface reconstruction. The curves are for simple analytic formulas as discussed in the text. The inset shows the Luttinger area (shaded blue) for the case of $x = 0.18$, illustrating an intermediate regime of the Fermi surface reconstruction as a function of doping. This inset also illustrates the critical angle $\theta_c$ for defining the Fermi pocket, which has become ill-defined in this case.](image)

![FIG. 7: (Color online) $T_c$ vs doping and vs the superfluid density normalized to the optimal value in the YRZ model. The solid blue curve is the result of the YRZ model and the red dashed curve is the modified YRZ model as discussed in the text. Comparison has been made with the data of Anukool et al. with the Bi:2212 (solid dots) and Bi(Y):2212 (open dots).](image)
that we extracted the slope values ourselves and so this value of
seen in its ability to give qualitative insight into the pseu-
this could change some of these quantitative numbers.
a very different compound than that of Bi:2212 and so
this could possibly correct the situation. A related issue
our estimate of the Fermi velocity in the YRZ model at
unrealistically large. Another possibility is to note that
adjustment of the gap ratio to keep the good agreement
with the
dogap phase and the good agreement that we find here
with the
Anukool et al. This is shown as a function
of doping scaled to the optimal doping value. The solid blue
curve is the result of the YRZ model and the red dashed curve
is the modified YRZ model as discussed in the text. The inset
shows the slopes of the data as $T \to 0$ in comparison with the
analytic formula discussed in Fig. 4.

It should be noted
non-zero only on
rather than the
is not a rigorous representation of the data and indeed
the temperature-dependence of some of the experimental
curves was unusual in a few cases, but we took the lowest
temperature value of the slope in any event. The optimal
doping curve was in this category as it showed an upturn
at low temperature in the case of the pure sample and so
its slope value and a few of the others could be revised in
the hands of experimental experts. However, the inset of
Fig. 8 (as well as the other comparisons of Figs. 7 and 8)
serves to illustrate that the Gutzwiller prefactor for the
coherent part of the Green’s function, leading to a pref-
actor of $q^2$, appears to be essential in giving the correct
trend of the data with doping. This points to very strong
correlations in these systems.

In Fig. 9 we give results which show the relationship
of the YRZ model with two other prominent models. Both
involve the assumption that the pseudogap acts on the
Fermi surface. This corresponds to taking the limit of $\xi_k \to \xi_k$ in our Eq. (9) for the penetration depth, i.e.,
to replacing the AFBZ energy by the carrier dispersion
curve. As we saw, this greatly simplifies the equation and
reduces it to the familiar form of Eq. (10) for a BCS su-
perconductor with one modification. While in Eq. (10)
the superfluid density remains directly proportional to
a factor of $\Delta_0^2$, so manifestly vanishes in the nor-
mal state, the energy $E_S = \sqrt{\xi_k^2 + \Delta_0^2 + \Delta_{pg}^2}$ involves
the sum of the squares of $\Delta_0$ and $\Delta_{pg}$ rather than
the square of $\Delta_0$ alone. It is only through this factor that
the pseudogap enters in this simplification. The Fermi arc
model doesn’t correspond to taking $\Delta_{pg}$ non-zero only on
an arc centered about the antinodal direction, leaving
an ungapped region centered around the nodal direction
(on the Luttinger pocket) as illustrated by the center in-
sert in Fig. 9. One can construct realistic models
for the momentum variation of the pseudogap on the Fermi

![FIG. 8: (Color online) Comparison of the superfluid density at $T = 0$ with the Bi:2212 (solid dots) and Bi(Y):2212 (open dots) data of Anukool et al. This is shown as a function of doping scaled to the optimal doping value. The solid blue curve is the result of the YRZ model and the red dashed curve is the modified YRZ model as discussed in the text. The inset shows the slopes of the data as $T \to 0$ in comparison with the analytic formula discussed in Fig. 4.](image_url)

![FIG. 9: (Color online) A comparison of the effect that various models have on the square of the inverse penetration depth as a function of temperature. The schematic diagrams illustrate the momentum dependence of the two energy gaps for the Fermi arc model and its modification, relative to the nodal liquid case.](image_url)
The slope of the linear-in-the square of the ratio of superconducting to pseudogap.

\[ \Delta_{\text{pg}} = \frac{\Delta_{\text{pg}}(x)}{2}(\cos k_x a - \cos k_y a) \]

but cut it off on an arc defined by the angle \( \theta_c \) previously introduced. Taking \( \theta_{c,\text{arc}} = 24^\circ \), chosen to get a best fit to the penetration depth curve of the YRZ model (solid black curve), one obtains the red open circles which overlap the black solid curve almost perfectly. Thus with the right choice of \( \theta_{c,\text{arc}} \), one can get an almost perfect match between the two models. If we further assume that the superconducting gap is present only on the un ungapped (by the pseudogap that is, see right hand inset) part of the Fermi surface, we obtain the dashed curve denoted Arc mod. This has pushed the penetration depth down by about the same amount as we saw in Fig. 9 for the full YRZ calculation when we included a superconducting gap modification in this model. The choice of \( \theta_{c,\text{arc}} \) in Fig. 9 is important as can be seen from the dash-dotted blue curve which is also based on an arc model but with a different cut off model \( \theta_{c,YRZ} = 26^\circ \), a value obtained from the size of the arc subtended by the actual Luttinger pocket of the YRZ theory. While this choice decreases further the magnitude of the superfluid density because there is even less ungapped arc, it does not change the qualitative behavior obtained.

Finally, the solid green curve with triangles is our result for the nodal liquid which corresponds to lifting the cut off on the pseudogap. In this case an effective gap of \( \sqrt{\Delta_{c,\text{arc}}^2 + \Delta_{\text{pg}}^2} \) replaces the usual superconducting gap in the standard Eq. (10) for \( 1/\lambda^2(T) \) with one critical difference. In the numerator of Eq. (10), it is still \( \Delta_{c,\text{arc}}^2 \) which remains and not \( \Delta_{c,\text{arc}}^2 + \Delta_{\text{pg}}^2 \). Since we have assumed the same momentum dependence for the superconducting gap and pseudogap, we can replace the explicit \( \Delta_{c,\text{arc}}^2 \) factor in Eq. (10) by \( \Delta_{c,\text{arc}}^2 + \Delta_{\text{pg}}^2 \) and take out the factor of \( (\Delta_{c,\text{arc}}^2/(\Delta_{c,\text{arc}}^2 + \Delta_{\text{pg}}^2)) \) to compensate for this. Thus the equation for the penetration depth becomes the standard one for an effective superconducting gap of \( \sqrt{\Delta_{c,\text{arc}}^2 + \Delta_{\text{pg}}^2} \) but with the difference that a factor of the square of superconducting-to-effective-gap amplitude is to multiply the entire expression as we see explicitly in our simplified expression (11). While these simplifications allow us to obtain simple analytic expressions, we see that this limit fails to give quantitative results when compared with YRZ. Compare the green curve with triangles with the solid black curve in Fig 9. In fact one should not expect the two models to agree. The nodal liquid is the limit when the size of the Luttinger pocket tends to zero. But this is never reached inside the superconducting dome. In our calculations at a doping where \( T_c \) has been depressed to zero, there remains a sizable part of the Fermi surface which is ungapped. It is not surprising then that the nodal liquid should show qualitative behavior not part of the arc model, such as, a superfluid density at \( T = 0 \) which decreases by a factor of the square of the ratio of superconducting to pseudogap. The slope of the linear-in-\( T \) variation at low temperature also becomes inversely proportional to \( \sqrt{\Delta_{\text{pg}}^2 + \Delta_{c,\text{arc}}^2} \) rather than to \( \Delta_{c,\text{arc}} \) and so becomes very flat.

VI. CONCLUSIONS

YRZ have provided a simple model for the coherent part of the charge carrier Green’s function which applies below a quantum critical point characterizing the beginning of pseudogap formation. As the Mott-Hubbard transition to an insulating state is approached with decreasing doping, the magnitude of the pseudogap increases, the bands narrow and the weight of the coherent piece of the Green’s function decreases according to well-defined Gutzwiller factors which account for correlation effects. With increasing pseudogap magnitude, the Fermi surface reconstructs. It goes from the large Fermi surface of Fermi liquid theory to ever smaller Luttinger pockets. This leads directly to a reduction of the value of the zero temperature inverse squared penetration depth because there are fewer ungapped states which are available to form the condensate. We show that this reduction is roughly proportional to the ratio of the remaining arc length, defined by the Luttinger pocket, to the full length of the corresponding Fermi liquid surface. On the other hand, and in sharp contrast, the coefficient of the linear-in-temperature term of \( 1/\lambda^2(T) \) at small \( T \) remains largely unaffected because this quantity depends only on the available very low energy excitations and these are confined to the vicinity of the nodal Dirac points. This region is not importantly affected by pseudogap formation and implied Fermi surface reconstruction.

A comparison of our results with recent experimental data on Bi:2212 gives good qualitative agreement and demonstrates the importance of the strong dependence on doping of the coherence weight in the YRZ model which derives from strong correlation effects. While this is a simple multiplicative factor, it accounts for a significant part of the reduction in superfluid density as the end of the superconducting dome is approached in the deeply underdoped region of the phase diagram. An additional reduction is due to Luttinger pocket formation which starts at the doping associated with the quantum critical point and this effect provides a more abrupt change in magnitude which should be measurable as a signature of Fermi surface reconstruction.

The well-known Ferrell-Glover-Tinkham sum rule of conventional superconductivity was found to apply here as well. The optical weight lost on entering the superconducting state below \( T_c \) reappears in its entirety in the superfluid fraction.

Comparison of our results with those based on an arc model, with pseudogap placed on the Fermi surface rather than on the AFBZ of the YRZ model, can be made to agree very well if the arc length on which the pseudogap is assumed to be non-zero is appropriately chosen to obtain a best fit with the YRZ case. The nodal liquid concept corresponds to the limit when the Fermi
surface is fully gapped by the pseudogap except for the nodal points. This limit is never reached in YRZ theory because the size of the Luttinger pocket remains quite significant at the doping which corresponds to the end of the superconducting dome. Nevertheless, the nodal liquid limit remains valuable because it yields analytic results which can provide useful insight into the deeply underdoped case.
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