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Abstract—Cloud data centers seek to optimize their provision of pooled CPU, bandwidth and storage resources. While over-provision is wasteful, under-provision may lead to violating Service Level Agreements (SLAs) with their consumers; yet the relationship between low-level Key Performance Indicators (KPIs) and SLA violations is not well understood. State-of-the-art monitoring systems typically react to service failures after the fact, partly due to unexpected nonlinearities in the aggregated performance data. We seek to provide better modelling of KPIs using predictive algorithms that could be used for the proactive monitoring and adaptation of cloud services. In this paper, we investigate the Boosted Decision Tree (BDT) regression algorithm. We tested the BDT algorithm in a real monitoring framework deployed on a novel Azure cloud test-bed distributed over multiple geolocations, using thousands of robot-user requests to produce huge volumes of KPI data. The BDT algorithm achieved an R-Squared score of 0.9991 at the 0.2 learning rate. This closely predicted the KPI data and outperformed other approaches, such as Ordinary Least Squares and Stochastic Gradient Descent; and is a promising candidate for making short- and long-term predictions for cloud resource allocation.
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1 INTRODUCTION

Cloud service providers seek to offer timely and adequate services to their consumers. The burden falls on cloud data centers to optimize their provision of pooled CPU, bandwidth and data storage resources across all tenants of the cloud. Over-provision is wasteful, since resources lie idle; but under-provision leads to service degradation and failure. In order to attempt the right balance, cloud data centers employ monitoring mechanisms to measure CPU performance, bandwidth and storage consumption and to detect anomalies [1]. Mostly, this is at the level of Infrastructure-as-a-Service [2], and the Key Performance Indicator (KPI) statistics are used privately by the provider to understand the health of their system.

Cloud consumers are interested in different aspects, such as latency and response times, which are also affected by multi-tenant occupancy on the platform [3], [4]. However, the relationship between low-level resource management and high-level customer experience is poorly understood; and Service Level Agreements (SLAs) may frequently be violated without the consumer knowing. State-of-the-art monitoring often reacts to failures only after the fact. This is partly due to unexpected nonlinearities in the aggregated KPI data and weak predictive models. Understanding the different contributions to service degradation and failure is hard, due to the sheer volume of monitored KPI data (characterized by the ‘4Vs’ of volume, velocity, variety and veracity [5], [6]). This is a kind of Big Data analysis problem, to be solved in real-time [7].

This motivated us to develop a real cloud test-bed that would allow us to read from a variety of push- and pull-notification systems, which at the limit can flood a network with data. It also allowed us to study different predictive models, such as the Boosted Decision Tree algorithm, and test its accuracy in modeling the collected KPI data.

Our goal is to move from reactive responses to proactive adaptation of services to prevent failure. The contributions of this paper include:

- A novel framework for measuring cloud resource consumption, via a set of monitored KPIs, implemented using a realistic cloud test-bed, driven by massively parallel robot users sending requests to a target web service.
- A set of supervised machine learning experiments, applying the Boosted Decision Tree algorithm to different KPIs, achieving an R-squared value of 0.9991 at a learning rate of 0.2, which compares favourably with state-of-the-art benchmark algorithms.
- An evaluation of the BDT’s KPI predictions for short- and long-term planning, in particular, the ability to detect SLA violations in application response times and throughput.

The rest of the paper is organized as follows. We discuss previous work related to this investigation in Section 2. Section 3.1 presents the conceptual framework and the relevant...
mathematical constructs and re-expresses the underlying problem in terms of the boosted decision tree (BDT) supervised machine learning algorithm. Section 4 covers the experimental test bed and describes the procedure and tools used in data sampling for building and evaluating the models for the predictive analytic framework. In Section 5 we provide a critical review of the experimental results based on the boosted decision tree regression method used in predicting and forecasting cloud server KPIs for adaptation purposes. In Section 6 we evaluate and interpret the trained and tested models and compare our results with the state-of-the-art techniques in previous works. Potential applications, benefits and threats to the validity of our work are discussed in Section 7. We summarize our main conclusions in Section 8, where we also include a number of topics for further investigation.

2 RELATED WORK

We extend our discussions on the related work to cover critical analysis of some key machine learning algorithms that have been employed in solving the problem of workload prediction in cloud data centers in the literature. The boosted decision tree algorithm can be used in both classification and regression problem settings. The BDT algorithm can be employed in linear and nonlinear training set examples and for a training set with nonlinear properties, the algorithm does not require any additional steps in transforming the features. One key advantage of the BDT algorithm compared to other non-parametric (e.g., KNN) and classification algorithms is that it is fast, efficient and provides easy interpretation, understanding and visualization of a model.

Ardagna et al. [8] proposed the VM capacity allocation (CA) and load redirection (LR) reactive predictive models that dynamically adapt the resources of cloud infrastructure with the goal of optimizing the mean response times of clients’ requests without violating consumer SLA parameters. In this two-phase framework, the CA model characterizes the complete number and properties of VMs that are required to handle the arrival of clients’ requests per second without violating the average response time in the SLA document. The LR model on the other hand determines at every time the total execution rate of web service requests at a particular site and attempts to redirect workload from overburdened VMs which seem to violate the mean response time. The LR dual reactive scheme addresses an aggregated way of balancing workload in which detailed information about the mean response time of the incoming load is determined in order to project the optimal workload. The main drawback with this approach is that for highly distributed cloud systems, the response time predicted comes with a noticeable network communication overhead. This also leads to a noisier prediction model on the response time with the VM capacity allocation.

Aslanpour et al. [9] proposed an autonomic 3-D mechanism for provisioning cloud resource-aware, SLA-aware and user-behaviour-aware features. They applied the radial basis function (RBF) neural network to predict workload arrival rates projected for future demands. In the RBF implementation, only one hidden layer is used to approximate continuous function to a high degree of accuracy. The function takes the behavioral patterns of users as its input and determines the future load from it. In the resource behaviour analysis, the CPU utilization is sampled every minute from past observations. The weighted moving average (WMA) is then applied in order to increase the measurement accuracy. Experimental results indicate that the proposed mechanism is able to reduce resource provisioning costs by 50%, avoid rushed decisions, and stay resilient against extreme workload and that it is able to efficiently select surplus virtual machines.

Menascé et al. [10, 11] presented a model framework for predicting and comparing performance metrics on resources. Their work focused on the application of queuing theory formulae in building relations between the mean values of response times, throughput or resource utilization and the mean demand placed on the type of requests on the resource. Specifically, they designed experimental techniques in a controlled environment to measure these performance metrics (response time, throughput or resource utilization) in order to estimate the mean demand on the CPU utilization. A similar queuing network built by [12] outperforms the regression-based approximations characterizing the CPU utilization from consumer demands. Both frameworks can be used in estimating and profiling workload characteristics of individual virtual machines that have been provisioned in the cloud.

Kumar et al. [13] applied an artificial neural network and the adaptive differential evolution algorithm in predicting cloud data centers’ workload. They performed experiments on some HTTP server benchmark datasets from NASA and the predictive models are seen to present an optimal mutation. For a given time series obtained from a historical dataset, the techniques of Autoregression Integrated Moving Average (ARIMA), Moving Average (MA), Autoregression (AR), Exponential Smoothing (ES), and Hidden Markov (HMM) models are known to perform quite well on historical sampled datasets with a uniform time interval.

Ban et al. [14] proposed the $k$-nearest neighbor ($k$NN) approach for making predictions on financial time series datasets. This algorithm was again applied by Eddahech et al. [15] to model predictions on multi-media workload fluctuations. $k$NN learners are generally considered lazy trainers and may give rise to high computational cost in the training phase. The combined techniques of neural network and linear regression were presented by Islam et al. [16] in predicting workload variations in data centers. The framework also described the sliding window concept and was tested on historical CPU demand data. Experimental results reveal that the sliding window performs better than the non-sliding window framework.

Tofighy et al. [17] proposed the Bayesian information criterion (BIC) ensemble algorithm for predicting CPU workloads. The proposed algorithm takes, as its inputs, traces from a smooth filter, smooth window and history window and maps these to the predicted resource usage in the output. In each time slot the algorithm selects the best model based on the usage history of the cloud resources. The resources are then monitored for a designated time period to generate a time series from the history of resource consumption which is fed into the prediction model. Both smoothing and fitting functions are applied for smoothing the data points for fitting the model. The proposed scheme outperformed the genetic algorithm (GA) and other state-of-the-art ensemble algorithms.
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schemes, the ML and Heuristic methods significantly improve the network communication overheads as the number of VMs provisioned increases. In comparison with the state-of-the-art, the application of the K-means technique helps achieve a reduction in violations in terms of server over-utilization and network traffic overhead especially in VMs’ off-peak loads management.

Our approach applies the boosted decision tree regression algorithm in building predictive models that can be used for analyzing and forecasting cloud resource allocation and consumption. We benchmarked and compared this approach with state-of-the-art shallow machine learning algorithms such as the ordinary least squares (OLS), Kalman filtering technique (KFT) and stochastic gradient descent (SGD) algorithms. In Section 6 below, in order to demonstrate the benefits of our approach, we will compare it against state-of-the-art methods that use reactive methods for planning capacity by distributed allocation and redirection [8], ensemble methods [17], genetic algorithm (GA) methods [18], and stochastic gradient descent [23], [24].

Deep learning algorithms are known to deliver top-quality results and come with their own preprocessing layers that allow application directly to unstructured data. The main drawback is that deep learning approaches require massive sets of data to flawlessly train a model. We compare our approach of using the BDT algorithm with deep learning approaches such as diffusion convolutional recurrent neural networks (DCRNN) [25], deep belief networks (DBN) [26], traditional neural networks (TNN) [27] and apolyadic canonical decomposition autoencoder models (CP-SAE) [28] in Section 6. Table 1 provides a summary of key previous work related to our study in terms of the evaluation techniques, performance metrics, datasets, advantages and disadvantages.

3 Problem Definition

This section describes the boosted decision tree (BDT) linear regression algorithm as it is applied in making predictions on the server KPIs by building sub-functions within the hypothesis space of an inductive ensemble learning system. The problem of cloud resource provisioning and consumption prediction can be formulated in the language of least squares regression as having the overall aim of building models that can make predictions on z-manifold observations. The goal of teaching the model to predict a server application KPIs like bandwidth fluctuations, latencies or %CPU utilization using a functional hypothesis space can be achieved through the minimization of the mean squared error.

3.1 Conceptual Framework

Our monitoring and adaptation framework has four main building stacks as depicted in Fig. 1.

1: The monitor stack consists of a dashboard that showcases the different purposes for conducting monitoring: The pay-per-use monitor depicts metrics that may be relevant to how resources are consumed and how much the consumer may be required to pay for them. For example, the amount of memory, bandwidth or %CPU utilization can be used here as metrics for evaluating resource consumption, used for billing the client. For the purpose of enforcing an SLA contractual agreement, the SLA monitor can display metrics such as the availability of resources provisioned within the cloud. The fail-over/infrastructure monitoring stack is used to characterize transient and general network issues. This component is generally required to detect failures and anomalous behaviors, so they can be mitigated before the virtual network and the application server become unavailable. The interactions between the components of the conceptual framework are shown in the sequence diagram in Fig. 2.

2: The adaptation stack contains the filtering or machine learning algorithm that is implemented to learn from behavioral patterns displayed by the virtual infrastructure network and the KPIs of the application server. For instance, the implementation of an ensemble learning algorithm (BDT) helps predict future resource consumption patterns. In this case an adaptation strategy such as elastic load balancing, auto-scaling of pooled resources or the migration of a DB workflow can be enforced.

3: The third block of components consists of our application server and the virtual infrastructure network nodes to be monitored. We implemented a webservice...
platform that mimics eBay or Amazon, in the sense that it can allow a huge number of robot users to browse and make purchases from the application. The content management and the metrics polling techniques (push or pull) all constitute our application stack as shown in Fig. 1.

4: The fourth stack is the admin user console that is interfaced with the application in observing the different metrics of the framework. The admin terminal administers all the databases and storage required for the operation of the system as shown in Fig. 1.

3.2 The BDT Algorithm

The boosted decision tree learning methods first derived by Friedman belong to an ensemble group of inductive learning methods [34], [35]. In these algorithms, the idea is to teach a model how to make predictions on a training set example by sequentially constructing a set of hypotheses in each iterative step. The individual hypotheses in the final set of functions or hypothesis space are combined in determining the predicted output [36], [37]. Compared to other training algorithms, BDT is fast, efficient and requires less effort in training unstructured data; it is seen here as a good choice for our problem definition.

Consider a finite hypothesis space \( M \). For each iteration, a newly constructed function at the time interval is weighted to determine its contribution to the output value of the final hypothesis. Assigning weights to each hypothesis added to the predictive model is called boosting [35], [38] (e.g., boosting is normally initialized with a constant value greater than 0). In the next iteration, these weights are increased for results with weaker predictions while the hypotheses with the correct results have their weights decreased. These iterations continue until the final number of functions is generated.

Assuming a training set \( \{x_i, z_i\}_{i=1}^N \) is obtained by measuring the server KPIs of a virtual infrastructure network or an application server provisioned in the cloud, the goal here is to teach a model with the boosted decision tree base-learner to make predictions on the input variable. For instance, if the variable of interest is the bandwidth fluctuation, or the percentage CPU utilisation, then data sets of these kinds can be used to train the decision tree model objective function, to make predictions on these KPIs. The rest of this section presents the mathematical background behind the construction of the boosted decision tree as a predictive model according to [34], [38].

Let the hypothesis space be defined as one comprising the functions generated at each iteration on the training set example \( \{x_i, z_i\}_{i=1}^N \): the parameters for building the functional space include the tree structure, score labels for each leaf and the total number of trees to be generated. Since each step generates its own subtree (also referred to as a sub-hypothesis), the objective function constitutes the sum of all the different hypotheses as defined in Equation (1):

\[
H = \{h_1, h_2, h_3, \ldots h_T\}
\]

where \( T \) is the total number of trees and \( h_1, h_2, \ldots h_T \) are the sub-hypotheses added to the hypothesis space during each running of the training experiment. The boosted decision tree can be constructed from a logical expression by forming the disjunction of all the sub-hypotheses as shown in Equation (2) (see, e.g., [35]).

\[
H = (h_1 \lor h_2 \lor h_3 \lor \ldots \lor h_T)
\]

If the decision tree can be constructed through the combination of the sub-hypotheses in (2), the next steps illustrate how each of these sub-functions can be constructed to fill the defined hypothesis space \( H \).

In building the regression tree from sampled observations on a server’s KPI at different time intervals, one immediate step is to construct the loss function that minimizes the least-squares error. Thus the loss on making inaccurate predictions on the training set data is the sum of the residuals between the predicted and the actual observations, given as follows:

\[
\text{Loss}_{(m)} = \sum_{j=1}^{m} \text{Loss}(z_j, \hat{z}_j)
\]

This error function measures how well the model fits on the training set. According to the formulation of the least square error, if we take this to be the minimization objective function, then the squared loss is given as follows:

\[
\text{Loss} = (z_j - \hat{z}_j)^2
\]

In order to characterize the complexity of the new model, we define an additive \( L_2 \) regularization hyperparameter (see [38], [39] for the definition of the \( L_2 \) regression) as a component of our objective function. This component includes a learning rate factor, \( \lambda \), which ranges from \( 0 < \lambda \leq 1 \) and can be used to tune the model. As a rule of thumb, the model learns faster, the closer the learning rate is to unity, but according to [37], this parameter should be tweaked carefully to avoid overfitting. For the \( j^{th} \) training set \( \{x_j, z_j\} \), the estimate of \( \hat{z}_j \) at sample interval \( j \) is the sum of all the hypotheses generated from the previous estimates. These estimates in the hypothesis space form the decision trees base stumps which are evaluated on if-then clauses in building the tree.

If a total of \( T \) regression trees is desired, then the model function can be summarized (Equation (5)) as the complete objective function. The model characterized by the sum of the heuristic hypotheses can be split from the base-learner into sub-trees consisting of the sub-functions within the ensemble defined in (1) by applying the information gain (see definition in [34], [38], [39]). The complete objective function can be stated as follows:

\[
\text{Loss} = \sum_{j=1}^{m} \text{Loss}(z_j, \hat{z}_j) + \sum_{T} \Psi(h_T)
\]

where \( \sum_T \Psi(h_T) \) defines how complex the tree can be \( (h_T \in H) \) summing all sub-hypotheses at the different iterations to generate the ensemble, and \( T \) is the total number of trees to be grown from the sub-hypotheses. Once the objective function has been completely stated, a prediction at a defined period is simply the sum of the estimation at the
previous and current iterations. This can be expressed mathematically as
\[
\hat{z}_m = \hat{z}_{j(m-1)} + h_m(x_j)
\]
where \(h_m(x_j)\) is the new function added to the growing tree at the \(m^{th}\) round of running the training experiment on the model in predicting the values of \(z\). It is this addition of \(h_m(x_j)\) to the training loss function that is referred to as boosting [34, 38]. Applying the step gradient approach, the sum of squares loss can be reconstructed from (4). If the first and second partial derivatives are applied to Equation (4), then this leads to the following equation. If we consider the total loss by taking the difference between the actual and the predicted estimate as shown in (4), then the new loss square error function can be rewritten as in (7):
\[
\text{Loss} = (z_j - (\hat{z}_{j(m-1)} + h_m(x_j)))^2 + \Psi(h_m(x_j)) + C
\]
where \(C\) is a constant. The goal of combining Equation (4), (5), and (6) to form Equation (7) is to allow the objective function to be derived by applying the gradient descent method. To this end, applying the first and second partial derivatives to Equation (7) and using the Taylor expansion series for linearizing polynomials, the error square objective function can be rewritten as:
\[
\text{Loss} = \sum_{j=1}^{m} [\Delta h_m(x_j) + \frac{1}{2} \Delta^2 h_m(x_j)] + \Psi(h_m)
\]
where \(\Delta\) is partial derivative taken on the loss square error function with respect to the previous estimates \(\hat{z}^{(m-1)}\),
\[
\Delta = \partial_{\hat{z}_{j(m-1)}} \text{Loss}(z_j, \hat{z}_j)
\]
\[
\Delta^2 = \partial_{\hat{z}_{j(m-1)}}^2 \text{Loss}(z_j, \hat{z}_j)
\]
The component \(\Psi(h_m)\), called the regularization parameter, characterizes the complexity of the model. There are several regularization methods in the literature (see [34, 38, 39] for further reading) that can be employed for measuring the complexity of a decision tree model. For this article, the \(L_2\) norm, which is defined as the standard euclidean distance, is used in combination with the learning rate to define the structure of the tree. Thus the model complexity \(\Psi(h_m)\) contains the total number of leaves and the \(L_2\) sums the optimal weights within the ensemble. This formulation can be expressed as:
\[
\Psi(h_m) = \lambda ||\omega_m||^2 + \gamma L
\]
where \(\omega_m\) is the optimal weight assigned to each leaf in a particular round of the training experiment and \(\gamma L\) is the total number of leaves from the tree. Algorithm 1 below presents the pseudo code for the boosted decision tree algorithm (following [34]).

### 3.3 Pseudocode and Time Complexity Analysis

Algorithm 1 shows the steps in the application of the BDT algorithm in making a prediction to a cloud server KPI. The algorithm accepts as input, the server KPI metric as a training set example (e.g., server throughput KPI). By defining a finite set of hypotheses, the algorithm constructs an error function and the base-learner. The read stage of the algorithm computes the negative gradient and includes this to the hypothesis space. The gradient descent is optimized to minimize the square of the loss error objective function.

In terms of time complexity analysis, the boosted decision tree (BDT) algorithm has \(O(N \ast D^2)\) running time, where \(D\) is the number of features. For each level of the decision tree it has \(O(ND)\) running time when constructing each function in a hypothesis space with \(D\) features and a total number of \(N\) hypotheses.

**Algorithm 1. The Boosted Decision Tree Algorithm**

**Inputs:** the sampled server KPIs, \(\{x_i, z_i\}_{i=1}^{N}\); the loss function, \(\text{Loss}(z_i, \hat{z}_i)\); and the number of trees, \(m\)

for \(i \leftarrow 1, m\) do
  Compute the pseudo-residuals for \(i = 1, ..., N\) (the negative gradient is optimized):
  \[
  \text{residual}_{im} = -\frac{\text{Loss}(z_i, \hat{z}_i)}{\partial_{\hat{z}_i} \text{Loss}(z_i, \hat{z}_i)}
  \]
  Construct the base-learner:
  \[
  \hat{h}_m \leftarrow \text{constant}
  \]
  with \(\{x_i, \text{residual}_{im}\}_{i=1}^{N}\) as new inputs
  Compute the multiplier \(\hat{z}_m\) to optimize the following one-dimensional problem:
  \[
  \hat{z}_m = \arg \min_{\hat{z}_m} \sum_{i=1}^{N} \text{Loss}(z_i, f_{m-1}(x_i)) + \hat{z}_m h_m(x_i)
  \]
  Update the model with the estimate:
  \[
  f_m(x) = f_{m-1}(x) + \hat{z}_m h_m(x_i)
  \]
end for

return \(f_m(x)\)

**4 Experimental Design**

This section describes the various experimental methods and tools set up in order to critically evaluate our conceptual framework. This is a real experimental testbed designed in the Microsoft Azure cloud with resources distributed across different geolocations.

We designed and implemented a webservice platform (http://myftgteam.azurewebsites.net) that mimics a shopping application like Amazon or eBay, designed to accept large numbers of hits from simulated virtual users. In Azure we provisioned six logically separate servers, running in three distinct geographical regions (US East Coast, West Coast, and Europe), and migrated the application to each of these servers, to provide a high availability service with a failover mechanism. For instance, if the main site being remotely hosted in these data centers is shut down for any reason, a load-balancer can redirect traffic to one of the six replicated servers. These six servers are networked to communicate with each other with one server controlling the entire domain of the virtual infrastructure.

We then programmed robot virtual users using the JMeter server tool to distribute concurrent virtual users which are driven by scripts under experimental control, and scheduled them to execute concurrently as clients of the sales application. The users come in the form of Java threads that are programmed to send requests to a server. We also provisioned a generic load balancer in Azure that regulates
the network and user traffic that are directed to the application servers.

In addition to the virtual infrastructure network, the web service platform is interfaced with Azure application Insights [40] in order to monitor live server KPIs as the experiment is being run. Instrumenting Google Analytics [41] with the applications also allows the measure of metrics on the remote procedure calls, user behaviour and navigation patterns as they open sessions to the web platform. The techniques of load balancing ensure that users requests are uniformly distributed on the server without overburdening a particular resource. These resources implemented within the Azure cloud form the real testbed in order to measure the key performance indicators characterizing the virtual infrastructure network and the application servers.

Below is a description of the steps taken when conducting the experiments on the virtual infrastructure network and the application server of the web service platform.

### 4.1 The Experiments

For the purpose of our data collection in building our predictive framework with the boosted decision tree algorithm, we performed four main experiments simulating different user scenarios on the web service platform. The results of these experiments are shown in Fig. 3.

We aligned the streaming of the workload characteristics of the virtual machines provisioned in Azure to be homogeneous in terms of CPU and RAM, and adopt the approach in [8], [42]. A homogenous workload influx assumed here can also be applied to heterogenous VMs and cloud resources. In a co-located environment such as Azure, multiple VMs do run in parallel and in cases of high resource demands, workload is evenly distributed among multiple virtual machines [8].

In experiment One, the server was immediately loaded with a high number, $N$, of virtual users from the start of the experiment. The ramp-up period was set to zero, in which case an idle time was set for the server to prepare and process the load influx. The experiment was run for 180 minutes before decreasing the load to zero. For this experiment we employed the standard JMeter thread sampler for the load distribution onto the server.

In experiment Two, the objective was to simulate a real user behavior by employing the concepts of pacing and think time. In a real world web platform, users do not usually execute all their actions at once (in quick succession) when browsing a web application but there is usually some delay in the series of activities referred to as the user “think time”. To simulate the behavior of the virtual users in a realistic manner, the stepping thread group in JMeter was employed. The parameter settings for this experiment can be described as follows:

A maximum constant number, $N$, of virtual users was set on the thread group with a delay of 65 seconds before starting the threads on the application server. After the 65 seconds the experiment began by adding a constant number of threads every 20 seconds with first a ramp-period of 5 seconds. After reaching the maximum load of $N$ virtual users, then the server was programmed to delay the execution of the load for five seconds (the server was kept idle for this period of time). The application then allowed the virtual users to browse the platform for 60 minutes and then it started decreasing the load by 10 virtual users every second.

In Experiment Three, instead of defining a constant maximum load influx, the uniform random timer in JMeter was used so that a random number of virtual users could be added on the application server. This experiment was intended to depict a real-world scenario in which one does not know the rate of user load influx on the application server. It was also intended to show how a server responds to highly randomized user activities.

Experiment Four combined both a constant load influx for a period of time and then the load was decreased to a minimum value and then a random number of load influx was added again. Thus we increased the load and decreased the maximum load randomly to near zero and then increased the load for a constant load before bringing the experiment to an end. The main goal with this experiment is to show a mixture of random and a predetermined user behavior – for instance, a server may be designated to process a constant workload but for one reason or another some additional load can be redirected to this server in a random manner. For this experiment, we employed the ultimate thread
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(a) The sampled average response times of the application server under normal workload ($vU < 1000$) fluctuation at different sites.

![CPU Utilization](image2)

(b) The sampled % CPU utilization under normal workload ($vU < 1000$) fluctuation.

Fig. 3. Experimental results for the average response times and % CPU utilization of the application server and the virtual infrastructure network under normal load ($vU < 1000$) influx.
Can we realistically overload the shopping application from JMeter in distributing the load across the server.

These four main experiments were conducted repeatedly for four weeks to generate and measure the average values of the key performance indicators characterizing the application server and the virtual infrastructure network. In addition to the response times from these experiments, the remaining server KPIs measured included the percentage of CPU utilization, latency, bandwidth fluctuation, server hits per second, and throughput (requests per second) for building the predictive models.

These KPIs are of fundamental importance in cloud data center management especially in designing SLAs, billing, and load admission control. The work presented in [3] describes how consumers use these KPIs when selecting a suitable cloud service provider.

Fig. 3a shows the aggregate results of the average response times presented as box plots on the main experiments conducted for the data collection. As shown in Fig. 3a sampling of the TVs page has the lowest mean and median response time indicated by the red line on the box plots. The shop page has high response times, with a larger number of outliers (indicated by red plus) in the composite plot of Fig. 3. The rest of the pages indicate similar mean response times as shown in the remaining six sampled sites. The mean response times from all the sampled sites indicate an overall predictable average response except for the few outliers highlighting some potential volatilities under a normal workload characteristic. We defer a discussion of the high number of outliers sampled at the shop site and some of the sampling sites until Section 7.1.

Fig. 3b shows the average % CPU utilization that is quite predictable with the mean and maximum utilization of 5.01% and 35.01% respectively. These percentage utilizations correspond to a normal workload influx simulated with slightly more than 1000 virtual users. The maximum utilization of 35.01% is a little above the normal CPU characterization (20%) under normal data center workload as reported in [44]. The volatilities shown in the response time plots (indicated in the outliers) are in line with the % CPU utilization and we present a detailed case study on the root cause of the high degradation of the application performance (see Section 7.1).

### 4.2 Data Collection Procedure

We rolled out live the web application designed for this experiment on the Microsoft Azure cloud hosting environment for virtual users (vU) to interact with the dynamic contents of the application. Clients are required to generate events through the web pages (e.g., by browsing and clicking on a product image or a button) to create an HTTP request object. Simulating client-server activities with a large number of real users simultaneously interacting with the application poses a huge challenge since it is difficult to attract large number of real users on the website over a specified time period.

To simulate realistic user loads, we used the JMeter client-server emulator, which is capable of generating thousands of HTTP requests, something that would not be possible with human test subjects. For a system with 8 GB memory and 4 vCPU cores, JMeter can generate as many as 1000 virtual users per server. Using JMeter, we simulated the number of virtual users with Java thread samplers that allow concurrent users to browse the web application according to the four experiments described in Section 4.1. The JMeter samplers send the HTTP requests to the web page or server and the ramp-up period determines the frequency with which each virtual user accesses a particular page of the application (e.g., 10 vU configured on a ramp-up time of 10 seconds means that JMeter has 10 seconds to get all 10 vU threads up and running. Each thread has access to the server 1 second (10 vU/10) after the previous thread executed its requests). In order to guarantee that we obtain accurate measurements of the metrics we are investigating, we subjected the web application to a prior functional testing regime.

The main task then is to incrementally load all our application servers concurrently with 1000s of HTTP requests and then measure the load-capacity and server performance metrics. Setting up our virtual infrastructure network and the web application with these server configuration parameters allows us to monitor and collect the data needed for building our predictive models.

For instance, based on our simulated data, we want to address such research questions as:

1) *Can we realistically overload the shopping application with users until we see different resource-bounded failure modes?*
2) *Can we train predictive models that react in time before failure occurs?*
3) *Can we provision alternative resources within the time window given by the predictions?*

These are some of the questions we desire to concretely answer and discuss through the experiments described in the previous sections. The next section presents the critical analyses and the evaluation of the machine learning model built with the boosted decision tree algorithm.

### 5 Critical Analysis and Evaluation

From the experiments described in Sections 4.1 and 4.2, we sampled data on the key performance indicators characterizing the web service application server and the virtual infrastructure network, including the server hits per second, latencies/response time, throughput, CPU utilization, and bandwidth consumption. Each dataset was saved as a CSV file that would serve as the input for performing the machine learning experiment.

In Azure machine learning [44], the basic program unit for performing an experiment on a category of dataset is known as a module. Each module is bounded by both input and output ports that enable the flow of information from one module to the next during processing.

The fundamental model features selected from the dataset consist of the number of virtual users (simulated here as the JMeter thread groups), the average response time (which has a direct linear correlation with the latencies), CPU utilization, average throughput, bandwidth, and memory consumption. By training the boosted decision tree regression model using the Azure machine learning studio,
the goal here is to be able to produce predictive analyses on these features (server and VIN KPIs).

We applied the data cleaning module, available in the experimental environment (the Azure machine learning experiment canvas), after uploading the sampled data in order to clean columns and rows with missing and redundant data. We also applied data manipulation queries to transform and clean the raw data into a suitable format that would increase prediction accuracy.

5.1 Inputs and Outputs in the Prediction Tasks

Fig. 4 illustrates the machine learning experiments conducted in Azure to train the models with the boosted decision tree regression algorithm. The figure shows the initial settings and all the modules selected for the complete machine learning experiments for training the dataset. The validation experiment is conducted in a similar fashion, where the results of the entire experiment are converted into a webservice output platform for external users to consume.

The inputs into the components of the framework are the server KPI metrics sampled at constant time intervals from the monitoring components which include the mean response time, number of requests per second, percentage CPU utilization, bandwidth, throughput and server hits per second. The output of the component is the predicted value for the cloud service that is offered to the provider. The predicted value is then used as an input into the adaptation phase (e.g. horizontal or vertical scaling, load balancing or admission control).

To illustrate the construction of the tree with the given inputs, as presented in Algorithm 1, the prediction tasks initially take the server KPIs metric at different time intervals, the loss function and the number of trees as inputs. We then define a base model with the average of the KPI metric as the output to the base model. The first order derivatives (gradients) of the loss function are used to minimize its value. After fitting the base model, we then use the predicted KPI metric again as the input and the output will be the residual. These steps are repeated sequentially together with the learning rate as a multiplicative factor in adding a new subtree until the final value is predicted.

We designed the boosted decision tree algorithm using a single model parameter for the training mode with a fixed learning rate of 1.0. We then experimented with 20-maximum leaves on each tree and a default value of 10 samples per node leading to a total construction of 100 trees per leaf on each run of the experiment. We did not use a random seed number and the webservice parameters were configured to average on the final hypothesis on the evaluated model. Fig. 5 shows the 1st and 100th iterations of the sub-hypotheses in filling the hypothesis space. The iteration trees depicted in these figures are sub-hypotheses of the hypothesis space illustrated in Equation (1). As described in Section 3.1, for example, the 100th iteration tree shown in Fig. 5b represents the new function \( h_m(x_j) \) that is added to the growing tree depicted by Equation (6) at \( j = 100 \). The 100th iteration of the decision trees indicates the final hypothesis constructed for the hypothesis spaces of 100 trees at \( j = 100 \) as shown Fig. 5.

Further, as explained in Section 3.1, for the design of the boosted decision tree model we set out a finite hypothesis space (\( M = 100 \)) that averages over the final hypothesis space as indicated in Equations (1) and (2). Our parameter \( \lambda \) is 0.001 for the \( L_2 \) regulation with a maximum learning rate of 1.0. Both training and validation datasets predict quite well after a learning rate of 0.2 and there is not much variation in the performance of the model as we further increase the learning rate with the same \( \lambda \) parameter tuning. Tuning

---

Fig. 4. These flow diagrams illustrate the machine learning experiments conducted with the boosted decision tree algorithm.

Fig. 5. The figures illustrate the constructed trees at the 1st and 100th stages of the iteration with the BDT algorithm.
the hyperparameters of the model from Equations (7) and (11) gives the final results of the model with the boosted decision tree algorithm. Figs. 5a and 5b show the iterative steps (from 1 to 100) of the different trees generated within the functional hypothesis defined in Equation (2) but we are not able to display all of them.

6 MODEL EVALUATION AND INTERPRETATION

To evaluate the performance of the models built with the boosted decision tree algorithms, we measured the mean absolute error (MAE), root mean squared error (RMSE), absolute error (RAE), and relative squared error (RSE), the standard statistical metrics suitable for describing the performance of a model for regression [45].

The results are presented in Table 2. Averaging the MAE values at their respective learning rates gives a result of 177.29 which is less than 180 for a model to considered a good one [46]. From the results in Table 2, we recorded the best R-squared value at a learning rate of 0.2 and as we further increased the learning rate, there was not much variation in the coefficient of determination (CoD) values.

The results in Table 2 clearly indicate that the chosen algorithm completely replicates the training and testing dataset in the machine learning experiments. Similar results (e.g., dataset on bandwidth, throughput, and server hits etc.) are achieved with the application of the algorithm to the other server KPIs mentioned in this paper but for the sake of brevity, their plots are not included. We can generalize our results and state that the boosted decision tree regression is a suitable algorithm for predicting cloud server KPIs on cloud application servers and the virtual infrastructure networks.

Our comparisons in the next sections demonstrate the superiority of the BDT algorithm over some state-of-the-art shallow and deep learning algorithms. The BDT used here as a base learner has the desirable capability that it can both linear and nonlinear effects which cannot be captured by linear techniques such as the Kalman filtering technique (KFT), Bayesian information criterion (BIC), and ordinary least squares (OLS). Also the synergy of non-linear and threshold effects among inputs can best be handled inherently in the construction of the BDT algorithm in comparison to the state-of-the-art deep learning approaches.

6.1 Comparison With the State-of-the-Art Shallow Machine Learning Algorithms

We benchmark and compare the application of the BDT approach to two standard state-of-the-art models [23], [24], [45]: the ordinary least square linear regression (OLS) and the non-linear stochastic gradient (SGD) algorithms in making predictions on the cloud server KPIs measured in Section 4. For this purpose, we followed the approach in [23] with the L2 regularization.

In order to compare our results to these standard ML techniques we ran extensive machine learning experiments with the non-linear stochastic gradient descent from the range 0 to 1 learning rate. We achieved 0.33 as the best coefficient of determination on both training and test results at a learning rate of 0.7 and any further increase of the learning rate results in a continuous decay of the predicted signal. Based on the mean absolute error and the coefficient of determination, the SGD performs poorly compared to the OLS and the BDT training algorithm. In addition to the metrics shown in Table 3, the SGD requires a longer training time versus accuracy compared to the OLS and BDT in attaining its best training and testing results.

Running the experiments with the ordinary least squares method improves the model accuracy of prediction with a 0.9989 coefficient of determination at the final learning rate of 1 as shown in Table 3. Comparing standard OLS and BDT, both algorithms achieve convergence on the models at a very low learning rate with little variation in model performance as we further increase the learning rates. BDT achieves its best coefficient of determination 0.9991 at a learning rate of 0.3 while the ordinary least squares achieves its best coefficient of determination at a learning rate of 1.0 to closely match the BDT results.

| Model Algorithm       | MAE     | RMSE   | RAE    | RSE    | CoD   | L2    |
|-----------------------|---------|--------|--------|--------|-------|-------|
| Boosted Decision Tree | 177.29  | 569.70 | 0.032033| 0.001192| 0.998808 | 0.001 |
| Ordinary Least Squares| 192.09  | 700.29 | 0.013252| 0.000109| 0.989145 | 0.001 |
| Stochastic Gradient Descent | 6057.18 | 16336.04 | 0.871653 | 0.980027 | 0.332885 | 0.001 |

This Table Compares the Metrics of the Three Regression Algorithms
In addition to comparing the performance of the BDT regression algorithm to the two standard state-of-the-art machine learning algorithms (SGD and OLS) we further compare this approach with the reactive framework presented in [8]. Their experimental results indicate that a maximum percentage error on the average response time estimation is less than 20%. Specifically, their approach is able to provide an accuracy prediction quality that in terms of the mean square error is always less than 10%. The VM cost optimization technique integrated in this framework is one of its main advantages. The mean percentage error of our approach varies between 2% to 5% even at a very low learning rate using the boosted decision tree regression technique as against the total of 10% prediction quality mean square error achieved in the work from [8].

Further to the evaluation of our model we compared its performance with other shallow learning machine algorithms. Specifically we compare our work with the approaches using the Bayesian information criterion (BIC) [17] and the Kalman filtering technique (KFT) [32]. BDT outperforms BIC in terms of average prediction accuracy. The performance of the OLS just beats our BDT approach in the RAE and RSE metrics, but BDT is more accurate overall. Fig. 6a shows a comparison of the different state-of-the-art shallow machine learning algorithms with the BDT algorithm.

6.2 Comparison With Deep Learning Algorithms
In addition, we compare our approach with deep learning algorithms to further evaluate the benefits of the boosted decision tree algorithm in such a non-linear environment. Specifically we compared our approach with the diffusion convolutional recurrent neural networks (DCRNN) [25], the deep belief neural networks (DBN) [26], the traditional neural networks (TNN) presented in [27] and the apolyadic canonical decomposition autoencoder model (CP-SAE) [28]. As shown in Fig. 6b, the DCRNN outperforms both the DBN and the TNN but its performance falls a little below that of the BDT algorithm.

6.3 Comparison With Genetic and Ensemble Algorithms
Finally we evaluated our work against state-of-the-art ensemble (EN) and genetic algorithms (GA) as applied in cloud resource prediction. Comparing the proposed model with previous work in [17], as shown in Fig. 6c, our approach outperforms both GA and EN in final prediction accuracy.

6.4 SLA Violations and Mitigation
We demonstrate in this section, taking as an example the setting of a service level objective (SLO), how SLA violations can be detected by the proposed framework using real world datasets of sampled response times and server throughput. As a service level objective we set for our online shopping service application an average response time of 1 second. Other previous approaches have set a mean response time of 200ms to a maximum of 1200 seconds. Our evaluation here seeks to demonstrate the detection and violation of SLA through the proposed monitoring framework. For our web application we set a total of 470 pages per second as a throughput service level objective.

Consider a typical HTTP GET request to the web server of about 256 bytes of data, running on 100 Mbps Ethernet. Meeting this throughput SLA, when transmitting typical 200kb pages using a standard TCP/IP protocol (180 Bytes), amounts to moving 470 pages every second (calculated as: 100 Mbps × 8 bits/byte = 214292 bits per page).

To evaluate the SLA violations we streamed workload on our application service and monitored the server throughput and the performance of the mean response time. From Fig. 7a, the response seems quite predictable as it increases linearly with the streaming of users sending requests to the server to be processed.

However after 200 seconds, the point at which 200 users were issuing concurrent requests, a continuous degradation of server performance with a doubling of the mean response time occurred. As shown in Fig. 7b, the response becomes quite unpredictable as it increases quadratically with the streaming of users sending requests to the server to be processed.

Fig. 6. Comparison of the different algorithms with BDT in terms of performance degradation (smaller values mean better performance).
time was observed. This suggests congestion within the server due to our aggressive transmission of workload onto the server. At the same time, monitoring the server throughput as shown in Fig. 7b, indicates that the server throughput was pretty good before the 200 seconds of processing the workload. The server throughput begins to degrade at the same period that the response time was violating our set target of 1 second. The monitoring stack described in Fig. 1 simply automates the process of a non-disruptive service by scaling out a cloud resource or live migrating the application to an idle or a less busy server. This process leads to a settling of the response time back to either below or within the mean response time with the throughput starting to increase.

7 POTENTIAL APPLICATIONS AND THREATS TO VALIDITY

We seek to provide a framework for monitoring and predicting service performance in the cloud. The related benefits are different for service consumers and service providers. A service consumer may wish to conduct a comprehensive analysis of Service-Level Agreements, to see under what conditions any of the Quality of Service (QoS) promises may be broken. A service provider may wish to gain a priori knowledge about how their applications are likely to perform when deployed in a given cloud environment, before the service is offered live, so they can make informed choices about storage and bandwidth offered by the cloud host. Finally, the cloud host or broker may operate the predictive engine in real time, in order to detect when failure is imminent and so take suitable corrective action.

The work presented in [47] details the importance of the metrics we have used in our experiments in comparing different cloud service providers. Our predictive model analysis can help in conducting these comparisons in a more comprehensive way. Modeling and being able to predict response time, bandwidth or latency is essential in leveraging the control of workload fluctuations, managing resource contention and making optimal decisions. For instance, having accurate predictions about the performance characteristics of an application can help in deciding how to manage the arrival rates of workload in data centers, especially during peak periods. Adagna et al. [8] in a related work underscored the relevance of these metrics especially in a realistic estimate of the QoS model parameters (which include bandwidth variations, response time and network latencies).

7.1 Case Study

The graphs in Fig. 8 show a box plot of the sampled response time and the percentage CPU utilization measured against a high influx of virtual users opening sessions with the application. With respect to the three training algorithms, the response looks predictable with both BDT and OLS. As a
result of the poor performance of the SGD algorithm, it is unable to detect some of the volatilities that have been captured by BDT and OLS (see Table 3). As shown in the plots, the first half of the experiments indicate a stable response time for the resource but these tend to be volatile in the second half of the experiment. These spikes averaging more than 10 seconds could suggest the limiting factor of the capacity of the provisioned A1-series VM. This could also be due to a virtualization contention or high demands placed on the resources at the backend. The server degrades quickly as we further increase the number of users beyond 1000 even though CPU utilization dynamically scales up to more than 200% as shown in Fig. 8b. Contrary to normal desktops or servers, Azure virtual machines are designed to be highly elastic and scalable, which allows them to dynamically adjust the CPU utilization to as high as 600% [40]. This indicates why as we simulated extremely high workloads, the A-series virtual machine adjusted the CPU utilization to more than 200% which is in tandem with the spikes experienced as shown in the response time box plots in Fig. 8a.

In order to determine the real cause of the abnormal latencies we contacted the Microsoft Azure technical team, who reviewed the platform from the server side and found that there was no additional latency incurred from the application infrastructure. This led to the conclusion that the latency delays could be arising from the application code. Together with the Azure technical team we scanned and analyzed 620 slow requests and identified that module(s) consuming most of the time are the FastCGI Modules (94.07%). Requests are spending most of the time in the CGI module which means that the underlying application code (PHP, NodeJS etc.) is taking a longer time.

Our goal with this case study is not only to demonstrate the efficacy of the BDT and the selected benchmarking training algorithms but also to draw meaningful conclusions that could possibly help in a decision-making process. We observe a linear increase in response time and CPU utilization corresponding to an increase in virtual users. A suitable recommendation here could be a review of the architectural properties of the applications such as scripts for server instantiation or logins to the database that could result in requests queuing.

These discussions lead us to conclude, with regard to the questions in Section 4.2 that with a suitable algorithm (e.g., the BDT) it is possible to project in advance the performance metrics (e.g., response time, CPU, latency etc.) of an application server before an application can be deployed onto the cloud environment. This analysis is helpful in comparing different cloud service providers for the type of resources they offer. We have also been able to demonstrate that our application performed optimally only under normal workload ($\nu U < 1000$). Under an extremely high workload ($\nu U > 1000$), resources degraded quickly where the requests were queuing at the FastCGI module.

The potential threat to validity in the application of this regression algorithm is that, in the presence of outliers and noise, the minimization of the sum of squared errors can have negative performance effects on the algorithm. This constitutes a potential threat to internal validity especially where measurements are performed in a highly dynamic and noisy setup.

The number of trees and tree depth do pose a constraint to performance improvement. Growing excessive trees can cause over-fitting leading to both internal and external threats to validity. We handled this by stopping at the point where the loss value converges and we limited the tree depth to shorter ones in the experiments.

In addition, the problem of data peeking can surface when applying this algorithm to a training set example. Peeking is said to occur when data intended for the testing phase of the model building is somehow leaked to the algorithm before its performance is validated. We mitigated this problem by having a totally different set of training and testing data.

8 Conclusions and Future Work

We employed a realistic cloud testbed to investigate different algorithms for use in proactive monitoring and adaptation. These used a collection of realistic KPIs measuring a virtual infrastructure network and an application service. To this end we designed a web service platform and remotely hosted this at different geolocations. We aimed to simulate real user behavior by programming robot users that open sessions and consume our cloud resources in Microsoft Azure. We employed JMeter as our client-server emulator for distributing a huge amount of workload streamed from different geolocations onto our application server and the virtual infrastructure network. We further interfaced our webservice platform with Google Analytics and the Azure Application Insights for live server-metrics monitoring and sampling.

Our framework applied the BDT machine learning algorithm in training and evaluating models on the KPIs. The application of the boosted decision tree regression method yielded predictions of the cloud server KPIs with accuracies intervals of 98.57% which completely replicates the input signal. The high confidence intervals from the training and testing evaluations are strong indications of how well the model fits to the dataset.

A comparison with some state-of-the-art reactive solutions indicate that the ML approach with the BDT algorithm outperforms these techniques. A further comparison with the well known standard OLS and the non-linear SGD shows that the BDT algorithm has the best performance in terms of prediction accuracy. The framework is suitable for conducting fundamental analyses on cloud application servers before deploying resources to the cloud environment.

The maturity of IoT, cloud/fog/edge and autonomous computing has seen most research activities in the last decade directed towards system performance optimization. Most research activities have applied AI, machine learning, and deep learning algorithms with successful results in increasing system performance. In addition, the emerging trends in next generation computing are directed towards the application of AI/ML - integrated applications particularly in IoT, cloud, fog, edge, serverless and Quantum Computing [48]. A very exciting field is evolving to explore the future of deep learning through the use of transformers, transfer learning, meta-learning, recurrent independent mechanisms in building neural nets that enable a quick adaptation to a new environment.
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