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Abstract: The purpose of the paper is development of a conceptual model for the representation of knowledge as an active intellectual substance and, on this basis, study of metaphysics of knowledge transformation process being produced both individually and collectively in the practice of organizations. The first principle of knowledge engineering, as Edward Albert Feigenbaum noted, says that the power in solving problems that an intellectual subject (person or machine) manifests in the process of activity depends primarily on its knowledge base, and only secondly on the methods of inference used. Strength is hidden in knowledge. The process of producing knowledge is permanent and does not depend on whether an individual is going to use this knowledge or not. Knowledge constantly produces new knowledge regardless of the owner's desire. Besides that, knowledge can't arise from nothing, but always – from some knowledge obtained earlier. As well as the intelligence, knowledge is an emergent instance arising from the collective interaction of a lot of intellectual atomic elements of knowledge (knowledge quanta). Idiosyncrasy of this interaction is expressed precisely in the creation of new knowledge. Due to postulating the knowledge self-organizing, the hierarchical knowledge structures in memory and the process of thinking as a kind of syntax for the procedure of new knowledge generation are described. This is an effort towards understanding the memory mechanisms, the process of thinking, the sources of heuristic knowledge just through the inner nature of knowledge. Also, based on the knowledge self-organization principle, an archetype of the appropriate knowledge-based system architecture is presented too. As an implementation of the concept, the perceptual act model is described, and on its base, a possible scenario for the behavior of a robot meeting an obstacle in its path is considered. As the mutual transformation of tacit and explicit knowledge makes new knowledge, the impact of the self-organization of knowledge on the transformation process as well as conditions of self-organization of both individual knowledge and organizational knowledge are analyzed in detail. Finally, modification of the known model of knowledge dimensions by Nonaka and Takeuchi is proposed. Because of the native activity of knowledge, it is impossible to build a knowledge management system without considering the internal structure of knowledge and its emergent ability to self-organize. Ensuring the natural process of knowledge development at all ontological levels in an organization is an essential prerequisite for the evolution of values in this organization.
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1. Introduction

The root issues of knowledge management (KM) are closely related to the fundamental problems of artificial intelligence. Traditionally, the awareness of artificial intelligence is considered in parallel with the problem of determining intelligence in general. Since such a definition does not exist so far, the natural question arises – why? One of the key signs of the presence of intelligence is the human’s ability to self-awareness, self-analysis. But does the human have the necessary knowledge to be able to cognize himself?

The topics such as the nature of memory of living beings, the essence of the process of thinking or the source of heuristic knowledge are often discussed yet rarely understood. Nevertheless, without a clear understanding of these categories, it is impossible to develop an adequate KM
framework. What do we know detail about our own brain, in addition to the fact that its various areas are responsible for one or another type of activity? Despite this, approach to the development of digital computers by analogy with the functioning of the human brain seems to be the most promising, and “this is a representation based on common sense.” [1]

As for the process of thinking, it is traditionally emulated by formal-logical output schemes implemented in a physical symbol system. Newell-Simon hypothesis states that the system “has the necessary and sufficient means of general intelligent action”, but it goes without saying that intellectual behavior is not just about symbolic calculations. How can symbolic calculations convey emotions and feelings, or how to represent the diverse relationships between real-world objects such as modality, idiomaticity or emergence? This approach is a manifestation of classical rationalism and has been repeatedly criticized, although symbolic systems dominate in studies of artificial intelligence up to nowadays. And this criticism is also a representation based on common sense, according to which the world around us is inherently more irrational than rational. Human behavior is mostly irrational and is controlled by the subconscious. According to the estimates of psychologists, as much as 90% of the decisions we make in life are irrational. It is through irrational behavior that organisms evolve, so in the notion of intelligence emphasis should not be on the ability to handle logical statements about the world, but on the ability to ensure survival and development in this world. Therefore, any development of an artificial intelligence system must be based on two basic themes: “first, the view of intelligence as rooted in culture and society and, therefore, emergent. The second theme is that intelligence is reflected by the collective behaviors of large numbers of very simple interacting, semi-autonomous individuals, or agents. Whether we take these agents to be neural cells, individual members of a species, or a single person in a society, their interaction produce intelligence.” [2] The key term here is “agent interaction”. Undoubtedly, the essence of such interaction lies in the exchange of information and knowledge as well as, possibly, energy. Consequently, the problem of knowledge representation, knowledge’s emergence, development and transfer will be the key one for any approach to artificial intelligence modelling. Thus, knowledge should be regarded as the foundation of consciousness, thinking and ultimately intellect. This is our main working hypothesis.

The prerequisite for the existence of all living beings is their evolution. In the biological world, mutations give impetus to evolution that generate competition between individuals and species. For animals, there is only one type of knowledge – behavioral knowledge, that is knowing how to behave in the environment in order to survive. In the world of people, there are also social and economic relations, the latter being dominant. The role of “mutations” for the human community is played by technologies that are knowledge of how to produce products better and more efficiently than competitors. Such knowledge can and should be managed, such matter in the era of globalization and universal digitizing computer Knowledge Management Systems have appeared. However, in order to manage knowledge in practical activities, it is needed to know how new knowledge arises, how and why they change, where and in what form they are stored, how to extract them as necessary, how to transfer and use them with maximum efficiency.

So, to determine the intellect the necessary intellectual technologies are to be developed. Postulating the intellect as an emergent means of collective adaptation in the environment, this problem can be formulated as follows: is it possible to accumulate knowledge and manipulate them in the same way as community intelligent beings do? In the article, we intend to consider two key moments in the context: knowledge representation model and metaphysics of the transformation of knowledge collectively produced and used in people's practice.

2. Literature Review

2.1. Artificial Intelligence Techniques

Among the Artificial Intelligence (AI) techniques [3, 4] developed up today one can distinguish four basic types:

1. Artificial Neural Networks (ANN).
2. Genetic Algorithms (GA).
3. Multi-agent Systems (MAS).
4. Hybrid systems (combinations of previous and some others, such as fuzzy-logic or probabilistic reasoning).

They allow implementing individual cognitive abilities such as pattern recognition, translation from natural languages, diagnosis of diseases, and others. This is the so-called narrow artificial intelligence”. On the other hand, there is the problem of integrating various intellectual abilities, known as “artificial general intelligence” [5]. Combining some of soft computing methods [6] seems could solve this problem, nevertheless, most hybrid systems are based on ANN and aimed at improving their learning ability with all their inherent disadvantages. Actually the successes of AI development are mainly associated with the machine learning methods of deep learning and reinforcement-learning based on ANN (ANN/ML), but the most advanced direction in the field of AI seems to be the Evolutionary Artificial Neural Networks (EANN) [7, 8, 9], in which neural networks are trained using genetic algorithms and are even able to evolve their architecture.

Despite the certain successes achieved, all these approaches, including hybrid systems, have one common drawback being not able to classify ad hoc knowledge, which means that their adaptive abilities are unsatisfactory, and, in addition, the mechanisms on which intelligent systems make conclusions are far from the natural process of thinking, although they try to imitate it. Each of the mentioned approaches focuses on a certain aspect of the phenomenon of intellectual behaviour, in other words, they are narrowly focused in terms of the versatility of the manifestations of natural intelligence. Let’s briefly consider the advantages and disadvantages of these
approaches in the context of the earlier comments made regarding the epistemology of AI.

Artificial Neural Networks

By far, neurocomputing is the most dynamically developing approach for creating knowledge-based systems. With all the advantages and achievements, ANN clearly lack “intelligence” due to the primitive synthesis of knowledge. They really are a parody of how the brain processes information in the truest sense of the word. The ANN’s thinking mechanism is a “black box”, however, just like the real brain (in this they are similar indeed). Yes, ANN can be trained, but they do not may to synthesize knowledge from previously acquired knowledge. In addition, they need a huge amount of digitized information for training, and although the volume of such data is constantly growing, the question “How many cats will it need to identify a cat?” still has an ironic connotation regarding the intellectual abilities of ANN. Moreover, the problems of “catastrophic forgetfulness” and the “black box” create a precedent for the next AI winter rather than a breakthrough in the creating of artificial general intelligence.

Indeed, with the help of ANN/ML, the problem of pattern recognition is quite successfully solved [10, 11], although the neural network is easy to fool [12]. However, pattern recognition alone does not produce anything without storing these patterns in memory for further quick recognition or, moreover, recognition by partial (truncated) features. It is obvious that this requires a suitable model of knowledge representation, which would provide an autonomous quick search for relevant information in memory and use it to obtain new knowledge.

Genetic algorithms

GA can be used both separately as heuristic methods for solving discrete (including multi-purpose) optimization problems [13-15], and for the training of neural networks [16-20] and even interpreting the results of their work [21]. And, although when choosing between the semantic approach and GA, the latter is given to preference more often, the main drawback of GA is that genetic operators (operators of mutation, selection, crossbreeding) lack semantic content. Inheriting the rule methodology and the neighborhood structure from the Cellular Automata, GA are unnecessarily mechanistic and abstract like the Laplace demon, who is capable of knowing the position and speed of each particle in the Universe to see its evolution both in the future and in the past. Unlike real evolutionary-genetic transformations, GA does not solve the problem of the “survival” of the population as a whole and are aimed at optimizing certain moments in its vital activity, but “... it would be rash to see in optimization the key to understanding how populations and individuals survive” [22]. Both GA and EANN can be quite effective for solving differential equations (including evolutionary ones) and systems of such equations [23-26]. However, using evolutionary computational methods, it is impossible to predict abrupt transitions in the evolution of a complex open system from a state of chaos to a qualitatively new state, since genetic operators alone are not enough to model evolution – understanding the nature of the collective forces of interaction between “individuals” that lead to irreversible and indeterminacy of the phase trajectories of such systems is needed. Meanwhile, such behavior is characteristic of evolving and self-organizing open systems, among which, no doubt, biological and social systems are.

Multi-agent systems

MAS is composed of intelligent agents that actively interact with each other and with the environment. Unlike ANN, in which the interaction of neurons is modeled by a variety of mathematical equations, MAS agents are autonomous, therefore, usually one or more agents are selected that model the network of connections between agents. Functioning each according to its own program, altogether the agents create the context of their collective intellectual interaction, which is usually called Swarm Intelligence (SI) [27, 28]. Naturally, in such a system the coordination control problem (orchestration) arises. There are a lot of models [29] of the orchestration in MAS and some approaches for solving the problem have been proposed too, among them are follows: event-triggered distributed model predictive control approach [30], graph-theory-based approach [31] and holon-based approach, being used in the holonic multi-agent systems [32-35], which provide self-organizing and evolution mechanism but unfortunately have no the ability to represent and use corporate knowledge as well as to allow the user to enter new knowledge “on the go”. In this regard, an approach [36], which generally no mechanisms for coordinating the actions of agents are in and for which just the variety of actions is important, looks more attractive. The result of such a simulation of collective decision-making is obtained as the value averaged over the ensemble, but naturally, some questions are arising in that regarding the averaging technique. In the more common case, each agent may be represented as the set of some unified knowledge units or “hypothesis” [37], each of which is simple and interpretable, what one gives the opportunity to unite different kinds of knowledge and to use generalized algorithms for knowledge processing.

Considering the growth over the past decade the tendency to combine ANN and evolutionary optimization methodologies, let us imagine a hypothetical hybrid system consisting of intelligent agents with the ability to deep learning and specializing each in its narrow cognitive domain. Each of the agents, therefore, is an expert in their field, which is consistent with the distribution of functions between control centers in the brain. However, for such a system to be able to make reasonable decisions, it must be capable of deductive and inductive thinking based on individual knowledge of agents. This problem, in principle, can be solved in two ways: either by highlighting additional agents that would categorize knowledge using the knowledge ontology and connect the necessary agents to the solution of the problem, or by endowing all agents with the ability to independently search for the necessary relevant knowledge in the system, which, in fact, is a self-organization of knowledge. Such an understanding of the self-organization of knowledge is closely related to the concept of emergent intelligence, which arises spontaneously in the society consisting of individual simple
agents that are fundamental thinking beings [38]. Thus, it can be argued that the emergent self-organization of knowledge is just the prerequisite for the creation of collective intelligence. Moreover, the self-organization of knowledge should be considered as a characteristic property of artificial general intelligence systems.

2.2. Knowledge Representation Models

Regardless of the technique used, any implementation of artificial intelligence is impossible without a suitable model of knowledge representation, which would ensure the effective storage of knowledge in memory and its manipulation in the thought process. To date, many models of knowledge representation, based on the study of the principles of the organization of human memory and cognitive psychology, have been proposed. The most famous ones are the following:

1) Model of production rules, in which knowledge is presented in the form of rules “IF <condition> TO <action>”. With many rules, difficulties arise due to the inconsistency of the rules, but the main problem is that the expert’s knowledge is not always possible to represent as a set of rules, not to mention formalizing them. Due to the complexity of changes and the poor scalability of production rules, their scope is limited to specialized diagnostic expert systems, which nevertheless continue to be quite popular [39], and, in particular, hybrid expert systems combining the strengths of neural networks and production rules that allow to operate incomplete and inaccurate data [40-42].

2) Network model (semantic networks), in which knowledge is represented in the form of graphs [43]. The key problem for this model is that in order to obtain a conclusion based on the semantic network, the corresponding ontology of the subject area is necessary. Ontologies based on descriptive logics are the most advanced way of representing knowledge and used where high accuracy of recognition of the semantic relations between objects of the real world is required. However, this is possible only for a specific subject area, since the number of distinguishable concepts in this world is infinite. For this reason, the idea of implementing the Semantic Web [44] as a publicly accessible global semantic network has not yet been realized and can hardly count on success. Both the limits of applicability of ontologies and the adequacy of their application to represent knowledge provide the basis for numerous debates [45]. Most corresponding to modern concepts of human memory organization, semantic networks, however, are faced with the intractable problems such as finding solutions, use, and modification of knowledge with an increasing number of concepts and relations between them in the case of a real complex systems.

3) Minsky Frame model [46], in which knowledge is presented in the form of frames with two types of slots – system and user-defined. The hierarchical structures of frames are well suited for representing taxonomies, but their application is limited by the relatively high complexity of introducing changes to an already created hierarchy. Like semantic networks, frame-based networks are passive structures of knowledge, that is, their languages of knowledge representation do not contain inference mechanisms, therefore, they require integration with other means of knowledge processing, for example, with production rules [47] or logic programming [48].

4) Neural network model, in which knowledge is represented as the sets of synaptic coefficients, getting their values in the process of ANN training with an explicit or implicit teacher (supervised learning), which controls learning by changing the network parameters and, possibly, the network topology, or without it (unsupervised learning). Despite the numerous applications of ANN using supervised learning for solving problems of classification, clustering, and even categorization, it is obviously more natural to train a neural network without a teacher, when the network independently forms the structure of its knowledge by trial and error (such networks are called self-organizing). The most well-known (but not the only) kind of unsupervised learning model is Kohonen Self-Organizing Maps (SOM) [49]. As a result of its training, SOM breaks multidimensional input data into clusters and visually maps them to a two-dimensional grid, but, unlike the semantic network, which patently reflects the semantic relations between concepts of the subject area, SOM allows only to evaluate the semantic closeness (or distance) between the concept-clusters. In addition to the difficulty of semantic interpretation of the network topology and the linking of map’s somites with specific concepts from the subject area, it should also be noted the difficulties of visualization and interpretation of codebooks with increasing dimensionality of input data, as well as the dependence of the results on the initial network parameters. It is also necessary to clarify the meaning of the term “self-organization” as applied to ANN using unsupervised learning. Here, self-organization is understood as the possibility of learning without a teacher, that is, in fact, continual self-organization, which involves an a priori setting of the initial network parameters by the experimenter, in contrast to the emergent coherent self-organization that inherent in open systems with a large number of reflectively interacting elements, which are constantly subject to the influence of the collective forces of interaction that they themselves create. In principle, SOM can exhibit coherent phenomena, but additional methods, such as U-matrix [50], are required to visualize it.

A complete analysis of the problem of knowledge representation is beyond the scope of this article; therefore, we restrict ourselves to stating the common weaknesses for all the above models of knowledge representation, especially since they are well known.
The first drawback is the focus on the presentation of primarily declarative knowledge. The conditional division of knowledge into declarative and procedural, originating from the Newell-Simon problem solver [51], is not justified, since they are always inseparably linked with each other, and the problem is not that there is no universal logical inference mechanism, but that it has not to be built on the basis of formal logic, but on the basis of more general Kant's transcendental logic. The only model of knowledge representation in which declarative and procedural pieces of knowledge are not torn off from each other is the frame model, but it obviously oversimplifies the true state of things. For this reason, many combined ways of knowledge representing have been developed [52], based mainly on the KL-ONE/KL-TWO formalism [53]. And in the end, it is completely incomprehensible what to do with the knowledge which “may be represented in propositions, more of it in imagelike forms, and the rest of it inhabits, vague intuitions, and “gut feelings” that are never verbalized or visualized.... Its fluid, heterogeneous, ever changing, and often inconsistent nature could be better characterized as knowledge soup.” [54]

The second drawback is a consequence of the first one and consists in the fact that they do not ensure the unity and collective integrity of the processes that together form the consciousness, since the thinking process is practically replaced by exhaustive search of production rules, analysis of the topology of semantic or frame networks or precedents considered in the learning process, after which, as a rule, follows the interpretation of the results and determination of the degree of their reliability. In other words, in the process of thinking the leading role is assigned to the inference procedure, and knowledge plays a secondary role. This is wrong since the inference mechanism should really be universal and applicable in any situation, but the result depends, first of all, on the knowledge that is involved in this situation, that is knowledge should be primary, and for this, they should not be in a passive form. Moreover, with such an abundance of hybrid models of knowledge representation and their focus on certain types of knowledge, one does not have to talk about any possibility of creating an integrated way of perceiving the surrounding reality – this is simply unrealistic.

And finally, the third drawback is the lack of a mechanism to support the self-organization of knowledge. It is possible to represent the memory structure in the form of interconnected ontologies or frames or at least self-organizing maps, but the self-organization of knowledge will be imaginary, since knowledge is in a passive form and the complexity of the attached procedures for their processing will be polynomial only in the particular case of a certain subject area, and in the case of self-organizing neural networks this is only the possibility of learning without a teacher, but just not the internal state of knowledge itself, correlated with a certain system of concepts or categories.

The knowledge representation model proposed in this article addresses these shortcomings. But before proceeding to the consideration of the model, we single out several key requirements that the artificial general intelligence system should satisfy in our opinion, considering the advantages and disadvantages of the AI methodologies presented above:

a) Adaptable to changing environmental conditions, scalability, and flexibility of the architecture.

b) Learnability, including through knowledge transfer.

c) Implementation of the mechanism of the thinking process based on the native ability of knowledge to be self-organized and create new knowledge instead of a logical conclusion or analysis of precedents.

d) Self-organization of knowledge in memory as a result of the collective interaction of a lot of simple structural elements of knowledge with the ability to perform a targeted search in the corresponding memory structures.

2.3. Knowledge Management

The subject of KM has been widely presented in publications since the 1990s. “The overall volume of scientific knowledge management works has been growing…, but their key findings are somewhat inconsistent. Most scientific knowledge management research is published in non-knowledge management-centric journals. The knowledge management discipline has deep historical roots. It suffers from a high degree of over-differentiation and is represented by dissimilar research streams.” [55] The trend is obvious – the studies are distributed in many ways, which, in turn, calls for the development of special normative classification schemes [56]. In reference [56] seven categories of studies, each of which is also broken down into some subcategories, are allocated: Knowledge and KM artefacts, KM frameworks and models, KM systems, Ecosystem, Influencing factors, KM reference disciplines, Research design and research method.

On the one hand, this speaks about the growing interest of researchers in the discipline of KM, which affects a great many of the fundamental and applied problems. On the other hand, there is clearly a lack of a common understanding of the phenomenon of knowledge proper as well as a unified approach to the notion of “knowledge management”. There are two historically and territorially developed approaches to KM in the organization: the “Western” approach and the “Japanese” approach. The “Western” approach is characterized by an emphasis on the processing of explicit knowledge based on information technology and systems. The “Japanese” approach is characterized by the organization to be viewed as a living organism with memory and knowledge being created on the basis of subjective, individual tacit knowledge. Common for both approaches feature is that KM must have an impact both on organizational effectiveness and innovations. However, many researchers note the primacy of innovation in assessing the role of KM in organizations. In the context of innovation, the main benefit of KM is the socialization of individual knowledge. This process does not only promote the dissemination of knowledge in the organization, but it is also a prerequisite for the generation of new knowledge. The main obstacle to the socialization of individual knowledge is the cultivation of survival relationships in the organization when employees are...
competitors, not associates. In such conditions, the employees obviously will not have the desire to share knowledge and the whole sense of KM is lost.

Contrariwise, always keep in mind that organizational knowledge is the product of collective intellectual interaction of its employees aimed to achieve common goals and to affirm common values and beliefs. If the organization is a single organism where everything relates to everything, it seems reasonable to develop principles and methods of KM within the framework of the well-known concept “7-S Framework McKinsey”. This concept is implied the management infrastructure of an organization is represented as a set of seven interrelated elements: Shared values (or Superordinate goals), Strategy, Structure, Systems, Staff, Style, Skills. The peculiarity of the 7-S model is its shared-values-centered, so all other elements “rotate” in the field of attraction of these goals, looking like planets in their orbits.

Most research in KM refers to developing KM frameworks. Practically all KM frameworks presented in the literature can be divided into two types [57]: Broad KM Frameworks and Specific KM Frameworks. Common for all Broad Frameworks is the description of the KM process as a set of knowledge manipulation procedures (or functions), such as creation, manifestation, use, and transfer. This approach to developing KM frameworks can be called a functional or descriptive one. An alternative to the descriptive approach would obviously be an approach based on a detailed analysis of the logic of the interrelationships of the elements in the 7-S model in the context of KM and knowledge representation as an interactive resource of the organization.

Unlike Broad KM Frameworks, which cover the overall KM discipline, Specific KM Frameworks focus on specific issues of KM theory, such as the life cycle of knowledge, technologies used, categorization and interpretation of knowledge, perspectives of KM as an organizational asset and others.

One of the most well-known models of the life cycle of organizational knowledge is the epistemological scheme of Nonaka and Takeuchi [58], based on the representation of the process of organizational knowledge creation in the form of a spiral process of transformation of tacit (cannot be formalized) and explicit (can be formalized) knowledge. Knowing as “spiral of knowledge creation”, this model considers four ways of the knowledge transformation: from tacit to tacit (Socialization), from tacit to explicit (Externalization), from explicit to explicit (Combination), from explicit to tacit (Internalization), which all together form the acronym SECI, so the model is named as the SECI Model too.

Certainly, studies of the structure of organizational knowledge affecting concepts such as organizational memory, organizational wisdom or mind deserve special attention. Obviously, in this case, we are talking about collective knowledge and the collective mind, although researchers of such concepts, as a rule, use terms and concepts of cognitive psychology and limit themselves only to one of elements of 7-S Framework such as strategic management [59]. At the level of the organization, the term “knowledge structure” refers to shared values and beliefs [60]. Common values and beliefs, as well as the culture of relationships in the organization, do not develop quickly – it takes years. During this time the organization is learned, and the accumulated knowledge “settles down” in the form of business strategy and business infrastructure, skills and abilities of employees, organizational structure, the structure of information and technical systems, management styles. Today, arguments in support of the message that organizations have additional “reservoirs” of memory and knowledge, apart from the individual brains of their employees, are more than enough, but still, such concepts seem to remain the objects of a few predominantly theoretical studies.

3. Knowledge Representation Model

3.1. Extracting Knowledge from Data

Knowledge can obviously be derived from data, but for this, data must overcome a certain threshold – the line of knowledge, which demonstrates yet another manifestation of the dialectical law of the transition of quantity to quality. The implicit knowledge contained in the data can be extracted with the help of various analysis methods, but they all have some common drawbacks due to the obvious fact that the data is highly susceptible to change. For the analysis, the data must first be structured, that is, the hidden entities must reveal, their properties and characteristics, as well as the relationships between these entities. Data can be modified as a result of both the interaction of the original entities and the evolutionary development of these entities themselves.

Knowledge is extracted from the data by synthesis. The process of synthesizing knowledge from data occurs by establishing the correspondence of the basic (or key) characteristics of the data and is like assembling puzzles. The selection of the basic characteristics of the data is equivalent to their categorization and is based on the method of correspondence. The essence of this method lies in the fact that the basic characteristics of data can be identical to the reference set of characteristics (RSC), which are primary (initial) concepts, from which more complex derivative concepts of the whole set of concepts of the domain, that is conceptual apparatus, are formed. Therefore, the first step in building a KM system is to create an ontology of the related knowledge.

From the point of view of managing actions in interaction with the environment, knowledge will always be primary for a person, whereas data will be secondary. A person receives knowledge from his life experience, constantly perceiving the data coming from the surrounding environment and relying on that primary knowledge received from his parents in his childhood.

Let’s consider the most common situation that every person in his life could observe more than once. Let’s imagine a glade where children play. They carry toys from one part of the glade to another, without thinking where these toys came from. They compare the visual images of toys with their desires and
thus choose the toys they like. So, children use their knowledge, but the toys can evoke new desires of the children, creating an aspiration for new knowledge. Playing, children use their knowledge to control their behavior. They also use the data in the game, picking out toys, for example, by color, shape, texture, but they do not use data to organize the game. To make the game they need knowledge because the game is a certain chain of events controlled by the reaction of players in accordance with certain rules.

The knowledge used by people in their activities is closely related to the processes and operations executed by them in these processes. In his professional work, as well as in any other, a person does not analyze the data, but he synthesizes the knowledge necessary to perform various actions on the way to achieving the goal. Certainly, a person extracts knowledge based on his own life experience, but firstly he analyses neither facts nor events or phenomena, he simply assesses all the happening around him relying on existing life experience. In other words, a person “gets used to” the surrounding reality primarily and only then begins the analysis followed by the synthesis of new knowledge based on both the results of the analysis and already existing knowledge.

### 3.2. Quanta and Clusters of Knowledge

As while creating any other model, one cannot do without postulates:

Postulate 1: Knowledge in the brain is quantized.

Postulate 2: Knowledge quanta can form clusters, creating new knowledge.

Postulate 3: Knowledge quanta have activity being capable to recognize one another.

Knowledge quanta have some characteristic properties:

1. If one compares knowledge in general with a forest in which there are many fir trees with fir-cones, then the knowledge quanta are the fir-cones. These “fir-cones” can grow, ripen, give seeds, from which later new knowledge can grow, and fall (disappear).
2. They can interact with each other. This interaction is due to collective effects, the nature of which is akin to those that cause birds to gather in flocks and control these flocks as a single living organism.
3. Knowledge quanta are wave packets, characterized by a certain polarization value and a set of characteristic frequencies. The specific set of the characteristic frequencies values determines the RSC, that is, it corresponds to a certain concept of the domain. Each RSC is knowledge quantum, but not all knowledge quanta are RSC.
4. Knowledge quanta can be associated and form new RSCs.

Knowledge quanta can form clusters in the memory, but these clusters are virtual. It means that knowledge quanta can form virtual counterparts which clusters are composed of, at that each quantum of knowledge can create his counterparts arbitrarily much. Clusters are formed from knowledge quanta when one or more characteristic frequencies coincide. Note that neurons in the brain form clusters in accordance with the same principle, that is, by the coincidence of the frequencies of the transmitted signals.

A cluster can consist of one quantum if this quantum is an RSC. A quantum that is not an RSC is simply a fact. The facts form the shell of the cluster (husk), which, unlike the cluster, is unstable — the facts can be easily added to the shell and removed from it. The husk consists of knowledge quanta which are different from those contained in the cluster by the special status of the “associated member”. These agglomerates of knowledge quanta correspond to the knowledge stored in the so-called short-term memory. The clusters themselves correspond to the knowledge stored in the so-called long-term memory.

In terms of the coupling strength between knowledge quanta, clusters consisting of these ones have a fairly “dense” core and the “looser” periphery. Knowledge quanta which comprise to the core of cluster have two or more coincident characteristic frequencies and form the elements of the semantic core of a certain domain. The knowledge represented by the periphery of the cluster represents refinements, extensions and additions to this semantic core.

To sum up then all knowledge is divided into RSC and concepts, which derived from RSC, and is represented in memory in the form of clusters, covered with husks of facts.

### 3.3. Knowledge Structures in Memory

In memory, knowledge is formed by a tree-like hierarchical structure, which we will call as the knowledge tree. The knowledge tree consists of five backbone subtrees, in each one the nodes are located on three levels (Figure 1). General management is provided by a control center of knowledge tree, which includes five controllers managing subtrees. Similarly, each of the nodes lying on the 1st, 2nd and 3rd level has five child nodes and, accordingly, five controllers. Each of these controllers directly manages its child node (is “owner” of the node), but still has access to the other four child nodes. The leaf nodes that are children of the third-level nodes have no subordinate nodes and therefore have no controllers.

![Figure 1. Structure of the knowledge tree (fragment).](image)
Direct interaction is possible only between nodes that have a common ancestor. This means that within each of the five backbone subtrees, the nodes can interact directly, that is, over the network data model. Interaction between the nodes of different backbone subtrees is carried out by migration of copies of the node from one subtree to another, and a copy of such node is marked as “alien” in that subtree which this node migrates into.

Each node in the knowledge tree is a container in which clusters of knowledge quanta are stored. Each quantum has five characteristic frequencies, each of which corresponds to one of the five backbone subtrees. If a knowledge quantum falls into one of these subtrees, the exact frequency that corresponds to that subtree is excited. In addition, knowledge quanta contain a bit map of the entire system of nodes of the knowledge tree, that allows to quickly determine which node the given quantum belongs to.

Knowledge possesses activity, and this in principle distinguishes them from data. The process of producing knowledge is permanent and does not depend on whether a person is going to use this knowledge or not. Knowledge constantly produces new knowledge regardless of the person's desire. To do this, the control center of knowledge tree should work with a certain clock frequency and issue commands from a specific set of commands. The total number of commands in this set and the number of instructions executed in a single cycle are the most important characteristics of the control center of the knowledge tree. The main commands are as follows: searching for, adding, removing, duplicating, clustering (association) of knowledge quanta.

Knowledge can’t arise from nothing. The source of knowledge is always some knowledge obtained earlier. The tree of knowledge subsequently grows based on primary knowledge, which transmitted from parents in infancy for everyone. This process is gradual. First, the child is given behavioral knowledge: how to eat, how to walk, how to dress, how to behave with other people, and others. Then verbal knowledge is already transmitted. Animals transmit to their cubs only behavioral knowledge. When knowledge is passed on to the child, it is not indicated where the knowledge should be placed in the knowledge tree – the child himself “introduces” it into his KM system.

The human’s KM system is autonomous absolutely and does not depend on any systems. To function properly it only needs to be recharged with the energy necessary to operate the clock frequency generator of the knowledge tree control center.

Adding new knowledge to the knowledge tree is accompanied by the branching of the backbone subtrees. New knowledge literally grows like branches on a tree from the kidneys. “Kidneys” on the knowledge tree arise accidentally or as a result of a purposeful searching for solutions of problems or tasks. The process of adding new knowledge to the knowledge tree comes about as follows. If a new fact (a quantum of knowledge with a special status) appears, the knowledge quanta which this fact could be associated with are searched. If such quanta are found, the status of the fact is changed to normal and it is added to the found cluster, otherwise it is added to the knowledge tree as a separate quantum.

Searching for the container node for the newly added quantum occurs by the characteristic frequencies that form the vector F (f1, f2, f3, f4, f5). One of the frequencies is the activation frequency and always corresponds to a specific backbone subtree. Each node in the knowledge tree has its own fixed frequency range which is discrete and consists of five subranges. The sampling step of the frequency range is different for nodes of the 1st, 2nd, 3rd level and leaf nodes, and can vary throughout the life of individual. When a quantum is to add to the knowledge tree, the pre-processor of the knowledge tree control center determines the frequency of activation of this quantum by a certain algorithm. Knowing the activation frequency, it is easy to determine the subtree and the container node for the newly added quantum. Then the value of the activation frequency is stored to the corresponding field of the vector F, and the status of this quantum is changed to “original” value. If the quantum is cloned later and its clone migrates to another subtree, the pre-processor of the knowledge tree control center determines the frequency of this clone for just this subtree and the frequency is stored to the corresponding field of the vector F, and the “clone” value is stored to the status field of this quantum. Any different quanta can have the same sets of characteristic frequencies, but the polarization values for them must be different.

As noted above, among the five characteristic frequencies of a knowledge quantum one is the frequency of its activation, it is from the frequency range of that backbone subtree which this quantum is contained in. The activation frequencies are integers from 1 to 1000. This range is divided into five subranges: 1 ÷ 199, 200 ÷ 399, 400 ÷ 599, 600 ÷ 799, 800 ÷ 1000. The other four frequencies are set depending on which subcategory of knowledge the quantum falls into.

Knowledge categories form a hierarchy with 3 levels of nesting. Five basic categories of knowledge are located at the first level of this hierarchy, these are the following:
1. Behavioral knowledge (behavior in the surrounding world).
2. Verbal knowledge (communication with other people).
3. Search engine (information search).
4. Knowledge about the structure of the external environment and its place in it (how the world works).
5. Knowledge of work activity (how to do something).

Each of these basic categories is divided into 5 subcategories, which one, in turn, are also divided into 5 subcategories. For example, in the category “Behavioral knowledge”, one can distinguish the following subcategories:

1.1. Treatment and disease.
1.2. The technique of pattern recognition.
1.3. Social behavior.
1.4. Behavior in extreme situations.
1.5. Life of a biological creature.

The category “Knowledge about the structure of the external environment and its place in it” includes the
following subcategories:
IV.1. Consciousness
IV.2. Microcosm
IV.3. Macrocosm
IV.4. Organic life
IV.5. The states of matter

And subcategory “Consciousness”, in turn, includes the following subcategories:
IV.1.1. Perception
IV.1.2. Thinking
IV.1.3. Memory tree
IV.1.4. Feelings
IV.1.5. Emotions

The polarization vector is used for quantum clustering. The dimension of this one is five: \( \mathbf{P}(\xi, p_1, p_2, p_3, p_4) \), where \( \xi \) is the actual polarization value, which is a complex number and determines the direction of the polarization vector, other four elements are frequencies used to associate the quanta into clusters. The frequency elements of vector \( \mathbf{P} \) are integer and have their ranges of admissible values, which are floating depending on the basic category of knowledge. These elements make sense of the relationship between quantum and cluster, which the quantum is in, for example, relations of generality, aggregation, modality, and others. These relations are divided into sub-ranges arbitrarily as the knowledge tree is filled, that is, as the individual is trained. In the same way, knowledge in the professional activity of a person is accumulated, but all the knowledge obtained in this case falls into one basic category – the fifth one.

The clusters formed in this case have a hierarchic structure with one root element (root quantum of cluster). At the same time, they are quite specific and can be called clusters only conditionally. The existence of the clusters as well as the tree of knowledge is due to the forces of collective interaction that arise at the time of the birth of a person and disappear at the time of his death. These forces are universal: they not only control human knowledge, they can create worlds, and everything that surrounds us is just part of these worlds. In fact, the knowledge tree itself is a world that is created within everyone, but it is not a reflection of the surrounded world – it is the result of the individual’s “living into” this world. Everyone has this inner world, unique and unrepeatable.

Knowledge clusters are identified by the number of the container node in which they are stored as well as by the polarization value. If a quantum (or a cluster) is to be added to a cluster, a clone of this quantum (cluster) is added to this cluster and no connections or relationships between the sub-tree branches are created. By the way, this is the basis for the functioning of associative thinking. The motive for such an association may be the coincidence (partial or full) of the polarization frequencies of this quantum and root quantum of the cluster under consideration. In the case of cluster association, there is the same condition, but it refers to the polarization frequencies of root quanta of associated clusters. The semantics of an association is determined depending on the context. For example, the term “attack” can be associated with such entities as viral disease, hostilities or animal behavior, and others.

The information stored in memory can be lost (forgotten). This process is somewhat reminiscent of waves that diverge in all directions, caused by an object falling into the water. At the first moment, these waves have a maximum amplitude, but eventually they decay and disappear. Knowledge must be requested, otherwise they are also forgotten, but they do not disappear just like waves on water. For some element of knowledge to disappear, it is necessary to remove the corresponding quanta and clusters from the knowledge tree and deactivate possible references to them in other quanta of knowledge.

Knowledge should be relevant at any time, so they can be changed if necessary. However, knowledge can vary in content, but not in structure. This means that the clusters, being created, are not reconstructed in the future. When an external environment changes, the corresponding clusters of knowledge do not change their structure. Structural updating of knowledge is possible only by complete eliminating existing clusters and creating new ones. After the cluster is eliminated, it is not immediately removed from memory, but remains there for some time until search requests are received and disappears completely if the requests terminate. This is like the procedure for deleting records from a database. Records in the database are also not deleted immediately when the deletion transaction is completed, but only marked as such that it should be deleted.

3.4. Knowledge Quanta and Thinking

Knowledge quanta are an active substance that is capable to produce vibrations and thus affected the brain, which in response generates the appropriate commands. The format of these commands includes the action code (or actions) and the identifiers of the participants to which this action refers. If something arises as a result of this action, this something is stored in memory first as a fact, and then – as a quantum of knowledge. Thus, knowledge, as an active substance, affects the brain, and the brain, in turn, can give out commands, as a result of which the knowledge that initiated these commands can be modified. In this way knowledge is self-organized. The ability to self-organizing is their characteristic feature, which makes it possible to distinguish knowledge from ordinary information (not the data) that is passive and simply stored in memory.

To realize the property of self-organization of knowledge quanta, firstly, technologies that would ensure these elements the ability to reproduce themselves, that is, to create their own kind, are needed, and, secondly, they must be intellectual, that is, they must have memory and a mechanism of thinking. Self-organizing elements of knowledge in themselves represent a mechanism of thinking. In other words, thinking is a process of collective interaction of intellectual elements of knowledge that are self-organized, which results to that the new knowledge appears.
The result of the process of thinking is in the construction of chains of interrelated knowledge quanta (chains of thinking). These chains consist of the quanta with the same polarization, which can be in any of the subtrees of the knowledge tree. The chains of thinking are not clusters, they are created dynamically in memory and disappear as a result of clearing memory when switching consciousness to another problem or simply by switching attention to another object. To explain the process of formation of the chains of thinking, let introduce some abstract knowledge-based system, which consists of two main units: Intelligent Control Centre (Central Intelligent Processor related with the system knowledge base, CIP Unit) and Thinking Control Centre (Thinking Co-Processor related with the system fact base, TCP Unit), as shown in Figure 2.

Knowledge quanta are organized in chains of thinking in the order of decreasing importance for the problem under consideration. The importance of quantum is determined by the sum of the scores they collect for a given task. The calculation of the quantum rating in the chain of thinking is carried out according to a certain algorithm by CIP.

When the signals (visual, verbal, tactile, olfactory) come to the sensory inputs, TCP processes these signals, translating them into the quantum polarization value using a special function (matching function), and sends them to CIP for analysis, whether there is a problem that should be resolved. If CIP fixes the presence of a problem, a command is given to find the quanta associated with this problem and construct a chain of thinking, which just is the solution to the problem (let it call as Problem Solution Chain, PSC).

Building PSC begins in CIP with the definition of a quantum, which is the key to the problem being solved. This quantum plays the role of the signature of the problem: in its memory, the entire chain is stored in the form of a list. By the value of polarization, it is always possible to determine the corresponding input signals using the matching function, which obviously must be reversible and unambiguous. While forming a chain of thinking, two or more quanta may have the same importance. In this case, they line up so that a quantum whose frequency of the polarization vector is closer to the frequencies of the previous quantum lies above. Memory for storing PSC is dynamically allocated and released as the interest in the problem is lost (the problem is forgotten). Thus, PSC is stored in the memory of the key quantum of the problem and is read from there as needed, unless previously lost due to lack of motivation for interest in the problem for a long time.

It is important to note that the PSCs are formed by the knowledge quanta themselves after TCP has determined the key quantum of the problem. Knowledge quanta are divided into two types: first kind quanta have a search processor, second kind quanta have no one. The main task of the search engine is to search for quanta in the knowledge tree with a certain polarization value. When building PSC, firstly quanta of the first kind are searched, they form the framework for solving the problem. Then found quanta of the first type trigger the search for the quanta of the second type which are relevant to this problem and provide a more complete representation of the solution to the problem, supplementing it with semantic shades and nuances.

3.5. Self-organization of Knowledge

Knowledge is in a constant movement, they are always active, because namely knowledge provides the survival of the organism, be it either an individual or a society. However, this is possible only if the knowledge is true. It is obvious that false knowledge cannot provide the necessary minimum level of survival. Whether knowledge is true or false depends on their source. If knowledge is obtained from a reliable source, they are true, otherwise – false. It is generally accepted that knowledge gained from experience is true and their source is reliable. Nevertheless, experience is a subjective concept and knowledge obtained by experience is often false, even if they are not contrary to common sense. There is the only reliable source of origin knowledge – the Absolute Fountainhead, all other sources are not reliable.

The criterion of the truth of knowledge can be their success. Knowledge is successful if it allows you to change the environment in favor of the body and thereby increase its life potential. Successful knowledge like sails on a yacht helps to move forward towards the goal. Unsuccessful knowledge, like underwater reefs, can lead to fatal consequences – they are useless.

Knowledge is self-organized as it is accumulated and used, but it should be borne in mind that the property of self-organization is possessed only by true knowledge, and this is a perfectly logical explanation. Knowledge should ensure the correct assessment and analysis of the situation and allow making the right decisions. False knowledge does not allow you to make the right decisions, and this leads to a decrease in the viability of the object that makes such decisions. Such knowledge does not contribute to the survival of the individual in the environment and must be eliminated.
otherwise, there is a threat to the existence of the individual.

If false knowledge is obtained, corresponding knowledge quanta appear in one or more nodes of the knowledge tree. If false knowledge grows to the size of the whole knowledge tree, then knowledge turns into anti-knowledge. If the knowledge tree is filled with half-true knowledge, it “suffers” in the same way as living trees as a result of pests and diseases.

In order knowledge to self-organize and ensure the adoption of correct decisions, they must satisfy several conditions. First, knowledge quanta should be able to create chains of solutions, and this is ensured by their internal structure, i.e. the presence of a polarization vector and search engine that allows them quickly to find each other in the knowledge tree. Knowledge can be self-organized only because knowledge quanta have a search engine that works according the certain algorithm, which essence is as follows. After determining the key quantum of the problem, it starts searching for knowledge quanta with the same polarization as it does. Then it delegates its search activity to the found knowledge quanta, so the search wave comes into being, and those, in turn, start the same search algorithm, but each one – in its own frequency range.

The second necessary condition for the self-organization of knowledge is overcoming the threshold of redundancy, that is, for an adequate decision the individual must have a certain amount of knowledge, not less than a certain threshold value. Only then one can talk about the rationality of choice in decision-making since rationality is provided by enough knowledge. A person does behave rationally, but only if he has enough knowledge, otherwise the classical models of rational choice turn out to be inapplicable. “The theory of rationality, which does not take into account the complexity of solving problems, is certainly imperfect.” [52] This theory is not adequate without the search algorithm for NP-complete problems, but the fact is impossible to create a complete search algorithm in principle, it will certainly be incomplete because of the inevitable abstraction in describing the problem. An alternative to a full search of options could be the model of self-organizing knowledge.

And finally, the third necessary condition for the self-organization of knowledge is to provide access to true knowledge. Every person who has ever faced a choice in the decision-making process is familiar with the situation when, after intensive accumulation of knowledge and their “digestion”, the “insight” moment suddenly comes. At such moment consciousness is turned off, and the solution found is called subconscious or heuristic. Usually, this happens in the morning just after waking up or even in a dream. This is not surprising – access to the subconscious is fully possible when only consciousness is turned off, besides that self-organization of knowledge requires a certain amount of time depending on the complexity of the problem being solved. Hence one can conclude that it is the subconscious to be the source of true knowledge, and access to it is needed the knowledge to self-organize. Self-organization of knowledge is a complex and long-term process. It occurs in the brain of a person while sleeping when the consciousness turned off, and “starts up” only if the knowledge reaches a certain “critical mass”, which is individual for each person.

As a result of the self-organization of knowledge, new knowledge appears. For example, knowledge about the structure of the brain can generate knowledge about the memory inner structure. Thus, the self-organization of knowledge is, in fact, the establishment of a certain syntax for the procedure for creating knowledge. Knowledge can produce new knowledge due to the ability of knowledge quanta, having a search engine, to recognize each other and form clusters. Knowledge has properties that are inherent only to them and nothing else in the Universe, like living beings it can self-similar reproduce. This is the emergent property of knowledge, which can be called as the idiosyncrasy of the collective interaction of knowledge quanta.

3.6. Model of Behavioral Act

In a broad sense, it is customary to understand consciousness as the ability of a person to perceive and cognize the world around him and himself in this world with the help of thinking and his mind. Therefore, the corresponding category of knowledge falls, obviously, into the fourth skeleton subtree in the knowledge tree “Knowledge about the structure of the external environment and its place in it”. Awareness of its place in the external environment is essential for humans, because animals also have consciousness, but they do not recognize themselves as part of the world.

The stem of consciousness is a mental activity based on the transformation of signals from the senses to the brain (perceptual act) into an internal representation which closely related to imagination and memory [61]. These signals are converted into impulses of neurons, which in neuroscience are called codes. In accordance with some modern concepts [62, 63], neural codes are wave packets, the various frequency and space-time characteristics of which carry information about the stimuli acting on an organ. Each sense organ has its own model of perception and, accordingly, its own set of codes. Thus, we will proceed from that neural codes are packets of codes that are processed in the brain simultaneously (in parallel). The result of this processing is the formation of an environmental image (perceptual image). The mechanisms of the image formation are still poorly understood, but there is a hypothesis that the perceived surrounding space activates a group of neurons (“neural ensemble”), which create a common holistic image of this space, and the images of individual objects are created in accordance with certain neural models of perception (detector model, frequency filtering model, and others) [64, 65].

The formation of images of the surrounding space is ongoing. They consist of many blocks: visual, auditory, tactile, taste, olfactory, spatial-orientational, and are recorded in a special area of memory. This vital behavior-driven memory (perceptual memory) serves to ensure the process of perception and should be assigned to the category I.5 “Life of a biological being”, in which the following subcategories can be distinguished:
I.5.1. Attracting life potential (survival)
I.5.2. Perceptual memory
I.5.3. Motor memory
I.5.4. Reproductive function
I.5.5. Communication with the Creator

The volume of perceptual memory compared with the volume of the rest of the memory is obviously small (the most probable value is about 1-2 Tb) and most of it is occupied by visual pictures since visual perception is of particular importance for the life of the body. The corresponding area of perceptual memory (call it perceptual video memory or simply video memory) is constantly reproduced in the internal vision, and, apparently, the pictures are randomly selected. This process continues even in a dream, but in a state of sleep there is no perception and the brain begins to "draw out" pictures or parts of them for reproduction from any of its departments and may even "glance" at the part that can anticipate events in the short term (every person has such an ability, only it differently developed for everyone), and then prophetic dreams arise. Similarly, various representations arise in the inner vision caused by one or another psychoemotional state.

In terms of basic programming algorithms, video memory operates on a queue-by-priority basis, that is, when new pictures arrive in the video memory, the oldest with the lowest priority are reset to the main memory, from where they are deleted over time. At the same time, in addition to perception, sources of newly added pictures can be both imagination and memory. However, some pictures or their details can remain in memory for a rather long time (it can be comparable with the lifetime), since the sensory-emotional state can strongly influence the process of remembering any information (not just visual). For example, if a person is sick, a sense of danger and negative emotions make him perceive much more information and remember it more effectively. The stronger the emotions experienced, the longer the pictures associated with them are stored in memory. Such pictures are stored in the so-called long-term memory, unlike emotionally linked pictures that are stored in short-term memory and disappear with time. In general, there are areas of short-term and long-term memory in all five skeleton subtrees of knowledge tree, differing from each other in quantum activation codes: some of these codes correspond to short-term memory and the others— to long-term memory.

Simultaneously with the formation of the image of the surrounding space in perceptual memory, control signals are generated in the brain that determine the physical activity of the body. The motor reaction can be both on the whole image, and on its individual elements (selectivity of perception). Selective perception is the basis of the body's life, but according to Miller's law "7 ± 2", a person can respond to no more than 7-9 objects simultaneously.

There is every reason to believe that the signals that the brain generates and transmits to muscles are also the wave packets with certain sets of frequencies. For each muscle group, as well as for each organ of perception, there is a certain set of frequencies that are perceived only by these muscles. For each part of the musculoskeletal system, the brain forms its own case of control signals, including packets for certain muscles, and these packets are transmitted through the corresponding channels of the nervous system.

In each muscle, in its head part, there is a nerve node (motor neuron), which plays the role of a controller that controls the work of this muscle. The same node decodes the signals coming from the brain: "reduce", "relax", "degree of reduction/relaxation" and "disconnect".

As the image of environment perception is being formed, the brain simultaneously creates a prototype of the muscle reaction preimage (motor activity) in the given environment, in this situation. This reaction may be immediate or delayed depending on the situation. In any case, the corresponding set of motor operations (motor content) is created and stored in the motor memory (in the knowledge tree this is subcategory "Motor memory" of the category "Life of a biological creature"), from where it can be extracted at any time. Under certain conditions, motor content falls into the area of long-term memory. This way skills are formed.

For example, how does a person learn to dance? At first, his movements are clumsy, constrained, since there are no necessary motor skills in his memory yet, the brain can offer only similar ones. Over time, as he learns the movements become more accurate and coordinated, reaching the level of automatism, that is a person remembers a whole sequence of movements. This can be easily explained if we assume that several motor contents merge into one, which is executed as one movement.

Or the well-known phenomenon of "memory of the hands", when a person cannot remember how to do something, but the hands themselves "remember" the necessary movements. This is possible only if motor skills, or rather physical activity programs and the corresponding operational perception images, are stored in a person's memory and are extracted from there in a problem situation.

And finally, for motor memory, as well as for any kind of memory, forgetting is inherent. If you do not repeat the necessary movements for a long time, they are forgotten, but at the same time, they are restored much faster than during the initial formation due to the preservation of physical activity programs in memory.

Like the image of the environment perception, the corresponding primary prototype of the muscular reaction is created in a certain center of the brain constantly in a state of wakefulness. The formation of such a prototype is an extremely difficult task. Nevertheless, that problem can be solved if there is a virtual model of the motor activity of the body. Today, such models are created using the methods of skeletal 3D animation and the corresponding equipment for capturing movements [66, 67]. Then the task of forming a muscle reaction program can be reduced to the inverting the task of modeling the movement of the corresponding living object.

Repeating movements, such as walking, breathing, blinking, etc., are carried out unconsciously, as if in the background, but according to the same pattern. Some of them turn off in a state of sleep, but others, such as breathing or heart contractions,
are performed continuously.

There is a consciousness control center in the brain that monitors the current state of perceptual video memory and motor activity and, depending on the situation, turns on one or another motor content or is in standby mode. The commands of this center have the highest priority for the brain, so it plays the role of a supervisor for all other control centers of the brain, which act as controllers of various subsystems of the body. The signals entering the brain from various subsystems are naturally processed in parallel, but the corresponding control commands are executed in decreasing order of priority of these subsystems: sensory subsystems (vision, hearing, smell, tactile receptors), musculoskeletal, endocrine, nervous, digestive and excretory. This priority may be violated depending on the level (strength) of the signal. For example, a signal in the form of a strong smell, touching a very hot object or a strong sharp sound signal will be processed first and the corresponding prototype of the muscular reaction will be involved: overlapping (blocking) of the upper respiratory tract, abrupt withdrawal of the limb or turning the head towards the sound source.

As an example of the implementation of the described perceptual act model, we consider a possible scenario for the behavior of a robot meeting an obstacle in its path. First, the robot must identify this obstacle using the video image recognition technique, and then make an appropriate decision. If the control unit is an intelligent device, the circuit of which is shown in Figure 2, where CIP is an analog of the consciousness control center, TCP will start the process of searching for a suitable chain of thinking for a fixed problem or it will be created again. After the CIP completes the analysis of the current situation, a suitable prototype of the muscle reaction will be searched in the memory or, otherwise, it will be created by trial and error until the goal is reached. Thus, the robot is trained to find problem solutions based on its own “life experience”.

To identify an obstacle, the CIP launches a search and pattern recognition mechanism that finds video clips showing a similar object in the memory and starts the pattern recognition procedure. If the object is recognized, the corresponding motor content is searched, with the help of which the problem situation is resolved. Otherwise (the object is not recognized), a new prototype of motor activity associated with the current image of the environment is created, while another motor contents corresponding to the found video frames with images of objects similar to the current one can be used, in accordance with the principle of analogy (obstacles can be different, but the robot can overcome them in like manner). The final decision is made by the CIP based on the analysis of the current situation, using the decision-making methodology. Like the pattern recognition technique, decision-making techniques are key elements in the model of a behavioral act. The knowledge necessary for this is contained in the subcategory 1.5.1.1 “Attracting life potential” of the knowledge tree:

1.5.1.1. Search engine and pattern recognition
1.5.1.2. Decision-making methodology

4. Metaphysics of Organisational Knowledge Transformation

4.1. Explicit and Tacit Knowledge

Knowledge can be transferred from one individual to another verbally or through symbols. The symbolic way of transferring knowledge is the main way of sharing knowledge among people. Representation of knowledge in the form of a sequence of symbols – this is the formalization of knowledge. Not all knowledge is well formalized, there are poorly formalized knowledge or explicit knowledge as well as knowledge which are not formalized at all or tacit knowledge.

Knowledge is formalized well if it is structured. The structure of knowledge can be defined as a categorical one, that is, such as referring to different categories connected with each other by some of the relations. One can define twelve kinds of relations between the categories of knowledge:

1. relation of subordination (genus-specie),
2. relation of generality (general-individual),
3. relation of aggregation (part-integer),
4. relation of modality (conditionally-unconditionally, possibly-impossibly, necessarily-optionally),
5. relation of order (more-less, higher-lower),
6. relation of causality (cause-effect),
7. relation of tactility (degree of semantic proximity),
8. relation of vitality (role in the life of the individual),
9. relation of wisdom (influence on mental abilities in a broad sense),
10. relation of variability (the ability to change the categories themselves),
11. relation of variability (the ability to change the categories themselves),
12. relation of effectiveness (ability to generate control instructions).

Some of these relationships, such as subordination, generality, aggregation, and others, are traditionally used to represent knowledge structures in the semantic networks. Other relationships, such as vitality, wisdom, variability or effectiveness, are highlighted as a result of the study of the relationship between the concepts of organizational memory and organizational knowledge structures [60]. These relationships can obviously reflect the nature of the links between node and quantum of knowledge in the individual knowledge tree, although the relationship between the categories of individual and collective knowledge is yet to be explored.

The formalization of knowledge is closely related to consciousness and, accordingly, to the rational behavior of a person. The source of tacit knowledge is the subconscious, it also provides the irrational behavior of a person. The connections between consciousness and explicit knowledge and between the subconscious and tacit knowledge are like...
highways with constant intense movement in both directions (Figure 3). True knowledge is transferred from the subconscious to the tacit knowledge, and in the opposite direction – information about the state of self-organization and the completeness of knowledge. Information about the state of the environment and assessment of the current situation, which is coming from consciousness, forms an explicit knowledge, whereas knowledge of how to behave in the current situation is transferred in the opposite direction.

The subconscious and the consciousness complement each other, but they are never used in parallel: if the consciousness is active, the subconscious does not work and vice versa. It is possible to access the subconscious in a state where consciousness is active, but it looks like an off-line request by e-mail.

The relationship between explicit and tacit knowledge can be called a transformation, but the fact is that the transformation of tacit knowledge into explicit knowledge is impossible in the general case. As a rule, tacit knowledge cannot be formalized, except for the development of concepts, hypotheses, models and in the case of obtaining heuristic solutions also. The flow of explicit knowledge into tacit knowledge is a common occurrence, for example, in the development of skills, proficiency, development or identification of abilities for a particular activity, etc.

At the same time, the subconscious has an intensive influence on the formation of explicit knowledge, and tacit knowledge provides the consciousness with life experience. Indeed, let's say a person is actively looking for a solution to a problem. The consciousness “scans” explicit knowledge and, if the solution found, issues it in a formalized form. Otherwise, the stream of thoughts is fixed by the subconscious and, when the consciousness is turned off, the search for relevant tacit knowledge starts or they are created again if the conditions for self-organization are satisfied. When the sought-for knowledge is obtained, it is transferred to the consciousness already in a formalized form.

Let the consciousness fixes the current situation in the environment. If the mind is not able to assess this situation, the problematic “package” of thoughts is transferred to the subconscious, which triggers the search for related knowledge, but this takes time. While the search is performed, the situation can change and then the processing of the next situation is started. So, the tacit knowledge found in the previous situation is saved in the form of life experience and can be used later, if the situation repeats again.

4.2. Formalization of Organizational Knowledge

The knowledge contained in the organization's knowledge base must be formalized. The formalization of knowledge is carried out in two stages. At the first stage, knowledge is accumulated in the minds of employees as described above. At the second stage, the knowledge is organized in the form of instructions, technological maps and other official organizational and technical documentation. Procedure of organization of explicit knowledge is similar as the self-organization of individual knowledge, that is, the organization of formal knowledge is also based on categorization and ultimately reduces to building a knowledge tree of the organization or, as it is called, the organization's ontology of knowledge. Explicit knowledge can also be self-organized, for that, obviously, they must be active and satisfy the conditions described above.

The formalization of knowledge means that knowledge must be unified both in structure and in semantics. Unification by structure implies a fixed set of concepts, properties, characteristics and relationships, and unification by semantics is the definition of synonymous representations of the same entities and their types. Unification of knowledge by structure is carried out in the same way as data. Unification of knowledge by semantics is much more difficult since the morphological and syntactic analysis of the elements of knowledge is required.

Knowledge of the individual as well as knowledge of the organization are constantly in motion, they improve, move from one form to another. Explicit knowledge is improved by simply changing its content. Improving tacit knowledge is possible through their formalization, if it is possible, or by improving the relevant skills, which has been developed by the knowledge. That is why the process of developing a corporate culture of knowledge and skills sharing between employees is so important for the organization.

To transmit tacit knowledge that cannot be formalized, special conditions are needed. These conditions are well known and are reduced to providing direct contact of employees, during which they can get from each other information by means of visual observation or verbal discussion of problems which are interesting in both. The effectiveness of such transfer of knowledge depends on many factors both subjective and objective the ability of staff to listen, compare, analyze and draw conclusions, their personal motives and interest in the transfer and improvement of their knowledge.

The effectiveness of the transfer of tacit knowledge through direct contact of staff can be significantly improved if the transfer of knowledge is carried out directly in the
performance of the duties of the knowledge transfer officer and is accompanied by his comments, and for the perception of this knowledge, the other party uses the method of multi-perception. This method is known in cognitive psychology, but, as a rule, it is used inefficiently. When applying the method of multi-perception, the object of perception is divided into several parts, each of which, in turn, is divided into several segments. All segments are perceived simultaneously, but each segment must be perceived as a separate object. As a rule, this condition is neglected, and segments are perceived as elements of some larger structural units, as a result, the segments lose their “individuality” and their characteristics are unified.

Tacit knowledge that can be used only by their owner and no one else and cannot be transferred to other individuals (authentic knowledge) can be reproduced. To do this, first one can try to formalize this knowledge by observing, communicating with the carrier, analyzing the results of its activities, and then replenishing the missing elements empirically. However, to agree to share his authentic knowledge, an employee must be interested in creating conditions under which the achievement of corporate goals is consistent with his personal benefit. This is also the root cause of the intuitive resistance of employees to the introduction of various automated management systems. The fact is that such systems implicitly contribute to the unification of knowledge, and thus can “pull out” the authentic knowledge of employees.

The procedure of knowledge formalization depends on the way knowledge is presented. The easiest way is to present knowledge in the form of database records. In this case, all knowledge belongs in the same logical and physical structure, and access to them is done through the interface of the selected DBMS. This way of representing knowledge can be used to store facts, but to implement active self-organizing elements of knowledge is not applicable.

Representation of knowledge in the form of logical rules or product rules makes it possible to realize the mechanism of logical inference (pseudo-thinking). However, the effectiveness of these ways of representing knowledge is so low that a machine with intelligence on their basis proves to be more stupid than a cat, which is capable to compare various options for achieving an objective and choose the most optimal one.

Usually, tacit knowledge is transferred from the individual to the individual in the process of direct informal communication. In such communication, first, it is important to create conditions for the self-organization of knowledge for each of the participants. The most appropriate option for organizing such communication is the method of brainstorming when the collocutors can exchange views on a given topic without any restrictions.

Thus, a necessary condition for the transfer of tacit knowledge is the free exchange of knowledge with direct contact of interested parties, and enough condition is the self-organization of their knowledge. It should be noted that for the self-organization of knowledge in the process of their transfer, in addition to the above-mentioned internal conditions, external factors must be provided that can vary significantly depending on the type of knowledge, the level of preparedness of participants and the external environment in which knowledge is transferred. These factors particularly include the following: the motivation of participants to perform their roles, the availability of technology tasks or plans, the availability of common goals and focusing on the result.

“Intelligent people” come to “reasonable” conclusions in circumstances where it is not possible to apply classical models of rational choice. We know little about how they do it” [68]. They turn to their subconscious, are not they? If a person making a decision uses only rational resources of his intellect, he is doomed to be satisfied with not more than the maximization of the expected utility, using rational procedures or models for this. Only a small part of what is hidden in the subconscious passes through the stream of consciousness, so one of the main purposes of the organization is to create conditions to open the channels to obtain knowledge through the subconscious of its employees. Nonaka and Takeuchi defined the conditions as follows [58]:

1. existence of an organizational intention, that is, the organization's desire for the set goal;
2. independence (or autonomy) of the actions of individuals;
3. shake-up and creative (deterministic) chaos which is necessary for creating structures of self-organization and transfer to a new order in the organization;
4. redundancy of information, stimulating the exchange of tacit knowledge among employees;
5. diversity of information within the organization.

4.3. Process of Organizational Knowledge Creation

Each new loop of the SECI knowledge creation spiral is formed as the chain:

<distribution of non-formalized knowledge>
<concept>
<check>
<archetype>
<transition to the next level>, followed by the transition to a higher organizational level – from subjective up to inter-organizational. Paying tribute to the authors of the SECI model, which analyzed in detail all possible transitions of tacit and explicit knowledge that really represent the essence of the process of knowledge transformation, let us make some critical remarks. First, it should be noted that the analysis of the transformation of organizational knowledge is carried out without considering the inner properties of the knowledge itself and the state this knowledge is in, that is, its level of self-organization. This is also important because the criteria for transition to a higher ontological level are not clearly defined. In this regard, we note that both tacit and explicit knowledge can be in a different state of order – from complete order to complete chaos, and these conditions differ for the levels of individual and collective knowledge. The transition to the next level spiral of knowledge is possible only under the condition that...
there has been a certain level of order and the formalization degree of knowledge which are adequate in terms of the objective (or sub-objective). If this state is not achieved, the transition to the next level will be premature and finish most likely by returning to the previous or even lower level of the knowledge creation spiral.

Each new loop of the knowledge creation spiral begins with the distribution of information in order to create redundancy in the organization. Then the process goes to the stage of deterministic chaos, which is often created artificially to support the actual distribution of tacit knowledge. For the level of individual knowledge, this is natural. At this level, disparate elements of tacit knowledge are clustering, resulting in ideas, guesses, hypotheses, that is, tacit knowledge is partially formalized. Further, the formed cluster of new knowledge begins its movement (verification) from the unordered and poorly formalized state, seeking to reach a certain threshold of formalization. This is how the working concept is formed. If this threshold is not reached up to the end of the spiral loop, the cluster passes to the next loop or even to the previous loop, but not to the next organizational level.

Thus, the process of organizational knowledge creation is certainly spiraling, but with possible backward returns to previous levels of the spiral if necessary. This process is consistent and progressive: tacit knowledge of employees goes through the stage of self-organization at the level of individual knowledge, partially being formalized, and moves to the level of working groups in the form of a concept, that is, to the next ontological level. At the level, poorly formalized conceptual knowledge passes through the same stages and turns into an archetype, which is ultimately brought to the level of finally formalized and fully ready to use the collective knowledge of the organization. In this way, here is the development of the idea of SECI knowledge creation model on the basis of the concept of self-organizing knowledge.

All things considered, let us note three key, in our opinion, moment for understanding the metaphysics of the transformation of knowledge in an organization: firstly, it is the primacy of the knowledge of individuals, which purposeful synergistic interaction results in collective knowledge creation and makes necessary conditions for the development of an organizational knowledge spiral in space and time; secondly, the mechanism of the mutual knowledge transformation between tacit and explicit knowledge is based on the native activity of knowledge and their capacity for self-organizing; thirdly, an organization should be viewed as an open evolving system, passing in its development the stages of organizational shake-up and creative chaos without which innovation is impossible.

5. Discussion and Conclusion

It should be noted that “full-stack” developing KM framework includes a set of tasks having to be decided: development of a knowledge representation model, clarifying the metaphysics of transformation process of both individual and collective knowledge, development of methods for structuring knowledge, forming requirements for the formalism of representation and manipulation of knowledge and the choice (or development) of an appropriate programming system that implements this formalism, creating a workflow infrastructure. Only some of them that lay the foundation for further research are presented in the article. To sum up, a conceptual model of knowledge representation as an active intellectual substance, which has emerged self-organization property resulted from the idiosyncrasy of collective interaction of atomic structural elements (knowledge quanta), is developed. The forces of collective interaction of knowledge quanta are aimed at ensuring the survival of the organism in the external environment and determine the formation of hierarchical knowledge structures in the memory. As a result, knowledge constantly generates new knowledge due to its ability to be self-organized that is essentially the basis of the mechanism of thinking.

Creating new organizational knowledge is a complex process of mutual transformation of tacit and explicit knowledge. For individual knowledge, this process is affected by the natural interaction of consciousness and subconsciousness. For collective knowledge, certain conditions should be provided that promote, firstly, self-organization and formalization of tacit knowledge of employees and, secondly, the exchange of such knowledge among employees. To do this, the KM system in the organization should play the role of an intersubjective environment for a purposeful dialogue between employees of the company, contributing to the creation of new knowledge and value chains.

Considering knowledge as an active substance with the emergent ability to self-organize and self-reproduce, it is certainly possible to solve the key urgent problems of building the KM framework in organizations, so that such terms as organizational memory, organizational wisdom or mind gain quite a definite meaning and interpretation. The proposed approach to the development of the organizational KM system makes it possible to critically approach the SECI model by Nonaka and Takeuchi, complementing it with two scopes that describe the degree of self-organization and the state of knowledge ordering. Moreover, it makes reconsider the role of the KM system so that it becomes an adaptive environment for conducting and interchanging of knowledge. This evolution of KMS may be called Knowledge Driven System [69].

The issue of the knowledge categorization is affected only to the extent necessary for the completeness of consideration of the proposed model, and it is the subject for peculiar study.
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