Implementation of a Joint System for Waves and Currents in the Black Sea
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Abstract

The objective of this paper is to present the implementation of a joint modeling system able to evaluate the propagation of the polluting agents in the marine environment. The system is composed by circulation model (Mohid) and a spectral wave model (SWAN). The results coming from the circulation model are provided as input to the SWAN simulations. Following this target the Mohid water circulation model was implemented and calibrated in the Black Sea basin. The current simulations were run for one year (2010) with a time step of 24 hours, using wind fields from ECMWF. The results concerning the current fields were introduced into SWAN, and the difference between the results of the SWAN simulations with and without the current input from Mohid was assessed. In this regard, 10 points where the significant wave height difference is higher were considered and analyzed. The conclusion of the work is that such a joint system provides more reliable results concerning the wave and current conditions in the Black Sea as it is very useful in providing the support in the case of environmental alerts that may occur in marine environments.

Keywords: Numerical models, Black Sea, Mohid, SWAN, currents and waves

1. Introduction

In the last decades the constant increase of the economic activities in the nearshore enhanced the importance of a better prediction of the wave and current conditions in such areas. Moreover, the global changes in the climate often induce unusual patterns in the coastal environment and various new scenarios should be considered. The aim of the present work is to establish a methodology, based on numerical models (SWAN and MOHID), for predicting the wave and current climate in the Black Sea basin. Numerical wave models are currently used in the Black Sea basin to assess waves. They present the advantage that can cover large coastal zones and provide operational forecast products. Presently, the most accurate estimation of the wave parameters is given by the spectral phase averaging models and, among them, SWAN is being considered the state of the art. Nevertheless, the capacities of the model were substantially extended in the last years both in offshore and near shore directions. As regards its offshore extension, the main improvements are the high order propagation schemes, almost free of numerical diffusion that is associated to large scale propagations, and the parameterization to counteract the Garden Sprinkler effect that may show up due to this small numerical diffusion associated with a reduced resolution in the spectral space. These new features allow the implementation of the SWAN model for the entire Black Sea basin and then to focus the system on nearshore areas in a multilevel wave prediction system. Such approach presents the major advantage that one single model covers the full scale
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Figure 1 presents the structure of the proposed system. Wind fields are provided by NCEP or ECMWF. Alternatively the implementation of the WRF atmospheric model is also considered. The offshore module consists of the models SWAN for wave generation and MOHID for currents that are run in an interactive manner. For the nearshore module high resolution SWAN computational domains such as SWAN HR or SURF-ISSM are considered together with the SHORECIRC system [1, 2].

2. Theoretical Background of the Mohid Circulation Model

Mohid is a three-dimensional water modeling system, developed by MARETEC (Marine and Environmental Technology and Research Center) at IST (Instituto Superior Tecnico) that belongs to the Technical University of Lisbon. [3]

Mohid evolved from a sequential FORTRAN 77 model to an object oriented model programmed in FORTRAN 95. The structure of the system is divided into several FORTRAN modules. Each of the modules has the functionality of an object class. The modules are combined by geometric requirements and groups of state variables. There is a central module (Module Model) that is in charge of controlling the whole system, which is formed by key modules as WaterProperties, Hydrodynamics, Geometry, AdvectionDiffusion, Atmosphere and Benthos that are used to simulate free surface flows. The Mohid model uses HDF files as input of the different properties, and also for writing the results.

Most Mohid applications use parallelepiped control volumes with orthogonal horizontal axes to simplify the calculations; however Mohid can also use curvilinear grids to compute calculate flows in horizontal anisotropic systems.

The Mohid modeling system was successfully implemented in various coastal areas and estuaries like Minho, Lima, Douro, Mondego, Tejo, Sado, Mira, Arade and Guadiana along the Portugal coast, Rias de Vigo by Taboada [4, 5], Ria de Pontevedra by Taboada and Villarreal [5] and some European estuaries – West Scheldt Holland, Giorde France and Carlingford Ireland by Leitao [6, 7]. Regarding the open sea the model was implemented and validated for the northeast Atlantic area by Neves and Coelho [8].

The model solves the three-dimensional incompressible primitive equations. Hydrostatic equilibrium is assumed as well as Boussinesq and Reynolds approximations. All the equations below have been derived taken into account these approximations. The momentum balance equations for mean flow horizontal velocities are, in Cartesian form
\[ \partial_t v = -\partial_x(uv) - \partial_y(vv) - \partial_z(uw) - f - \frac{1}{\rho_0} \partial_x p + \partial_x \left((v_H + v)\partial_x v + \partial_y \left((v_H + v)\partial_y v + \partial_z \left((v_H + v)\partial_z v\right)\right)\right) \]

\[ \partial_t u = -\partial_x(uu) - \partial_y(uv) - \partial_z(uw) + f v - \frac{1}{\rho_0} \partial_x p + \partial_x \left((v_H + v)\partial_x u + \partial_y \left((v_H + v)\partial_y u + \partial_z \left((v_H + v)\partial_z u\right)\right)\right) \]

(1)

(2)

Where \( u, v \) and \( w \) are the components of the velocity vector in the \( x, y \) and \( z \) directions respectively, \( f \) the Coriolis parameter, \( v_H \) and \( v_t \) the turbulent viscosities in the horizontal and vertical directions, \( v \) is the molecular kinematic viscosity (equal to \( 1.310^{-6} \text{m}^2 \text{s}^{-1} \)), \( p \) is the pressure. The temporal evolution of velocities (term on the left hand side) is the balance of advective transports (first three terms on the right hand side), Coriolis force (fourth term), pressure gradient (next three terms) and turbulent diffusion (last three terms).

The vertical velocity is calculated from the incompressible continuity equation (mass balance equation):

\[ \partial_x u + \partial_y v + \partial_z w = 0 \]

(3)

By integrating between the bottom and the depth \( z \) where \( w \) is to be calculated:

\[ w(z) = \partial_x \int \frac{1}{\rho} \text{d}x + \partial_y \int \frac{1}{\rho} \text{d}y \]

(4)

The free surface equation is obtained by integrating the equation of continuity over the whole water column (between the free surface elevation \( \eta(x, y) \) and the bottom -h):

\[ \partial_t \eta = -\partial_x \int \frac{1}{\rho} \text{d}x - \partial_y \int \frac{1}{\rho} \text{d}y \]

(5)

The hydrostatic approximation is assumed with:

\[ \partial_z p + g \rho = 0 \]

(6)

where \( g \) is gravity and \( \rho \) is density. If the atmospheric pressure \( p_{atm} \) is subtracted from \( p \), and density \( \rho \) is divided into a constant reference density \( p_0 \) and a deviation \( \rho' \) from that constant reference density, after integrating from the free surface to the depth \( z \) where pressure is calculated, we arrive to:

\[ p(z) = p_{atm} + g \rho_0 \eta(z) + g \int \eta \rho' \text{d}z \]

(7)

Equation 7 relates pressure at any depth with the atmospheric pressure at the sea surface, the sea level and the anomalous pressure integrated between that level and the surface. By using this expression and the Boussinesq approximation, the horizontal pressure gradient in the direction \( x \) can be divided in three contributions:

\[ \partial_x p = \partial_x p_{atm} - g \rho_0 \partial_x \eta - g \int \eta \rho' \text{d}z \]

(8)

The total pressure gradient is the sum of the gradients of atmospheric pressure, of sea surface elevation (barotropic pressure gradient) and of the density distribution (baroclinic pressure gradient). This decomposition of the pressure gradient is substituted in Equations 1 and 2. The density is obtained from the salinity and from the temperature, which are transported by the water properties module [9].

3. Theoretical Background of the SWAN

Wave Generation Model

SWAN is a third generation wave model, developed at Delft University of Technology, which computes random, short crested wind-generated waves in coastal regions and inland waters.

Although initially designed especially for nearshore areas, in the last few years, the capabilities of SWAN were substantially extended both in offshore and nearshore directions. As regards its offshore extension the main improvements are: the
high order propagation scheme S&L [10], almost free of numerical diffusion, that is associated to large scale propagations in the non-stationary mode, and the parameterization to counteract the Garden Sprinkler effect [11], that may show up due to small numerical diffusion associated with a reduced resolution in the spectral space. To extend the performance of the model in the nearshore direction, the most recent major improvement concerns designing a phase decoupled approach to account for the diffraction effect [12].

Hence, although probably not so efficient from a computational point of view as WW3 or WAM at oceanic scales, at sub oceanic scales, SWAN seems to be now the most appropriate operational wave model. The main reason is its greater flexibility since it includes various alternatives for modeling and tuning physical processes, either in shallow or deep water. By calibrating the model, an appropriate combination of physical processes and parameters can be identified for a particular geographic site. This leads to better quality predictions of the main wave parameters. Another advantage is that a single model can be employed for the full range of the wave modeling processes and the focusing of the wave prediction system in the nearshore direction is thus straightforward. For this reason a wave prediction system, SWAN based, that covers the entire Black Sea was implemented and validated with both in situ and remotely sensed data [13, 14].

As a third generation wave model, SWAN solves the spectral energy balance equation that describes the evolution of the wave spectrum in time, geographical and spectral spaces [15]. The spectrum that is considered is the action density spectrum (N), rather than the energy density spectrum (E), since in the presence of currents, action density is conserved whereas energy density is not. The action density is equal to the energy density divided by the relative frequency (σ). Hence, the spectral action balance equation is given by:

\[
\frac{\partial N}{\partial t} + \nabla \left[ (\vec{c}_g + \vec{U}) N \right] + \frac{\partial}{\partial \sigma} c_\sigma N + \frac{\partial}{\partial \theta} c_\theta N = \frac{S}{\sigma}.
\]  

(8)

where \( k \) is the wave number related to the relative frequency through the dispersion relationship, \( \theta \) is the wave direction and \( \vec{U} \) the velocity of the ambient current which is considered uniform with respect to the vertical coordinate. The propagation velocities of the wave energy are the group velocity \( \vec{c}_g \) in physical space \( \left( \vec{c}_g = \frac{\partial \sigma}{\partial k} \right) \) and \( c_\sigma = \sigma \) and \( c_\theta = \theta \) in spectral space. For large scale applications this equation relates to the spherical coordinates defined by longitude \( \lambda \) and latitude \( \phi \):

\[
\frac{\partial N}{\partial t} + \frac{\partial}{\partial \lambda} c_\lambda N + \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} c_\phi N \cos \phi + \frac{\partial}{\partial \sigma} c_\sigma N + \frac{\partial}{\partial \theta} c_\theta N = \frac{S}{\sigma}.
\]  

(9)

On the right side of the action balance equation is the source expressed in terms of energy density. In deep water, the source comprises three primary components: the atmospheric input \( (S_{in}) \), whitecapping dissipation \( (S_{w}) \) and nonlinear quadruplet interactions \( (S_{nl}) \). In shallow water, additional phenomena like bottom friction, depth induced wave breaking and triad non-linear wave-wave interactions induced by the finite depth effects \( (S_{fd}) \) may play an important role. Hence the total source becomes:

\[
S_{total} = S_{in} + S_{dis} + S_{nl} + S_{fd}.
\]  

(10)

4. Implementation of the Proposed System

The water movement is computed using Mohid water modeling system by taking into account salinity and temperature fields, wind field, coastlines and bathmetry. The water density fields were obtained from MyOcean website [16] with a geographic coverage of 27.4°E-41.9°E and 40.9°N-46.9°N. The data included in this product are water temperature and salinity with a spatial resolution of about 5km, on 35 depth levels, starting from 2.5m to 2100m. The water density fields are gridded in a 238x132x35 mesh. The wind fields are provided by ECMWF (European Centre for Medium-Range Weather Forecasts). Wind fields are interpolated to fit the water density grid. The initial bathmetry is provided by ETOPO2 Global Gridded 2 minute Database from NOAA. Prior to the analysis a number of Matlab scripts were created to convert the available water density and wind fields into HDF5 format required by Mohid.
Fig. 2. Significant wave height for 15 January, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 3. Significant wave height for 15 February, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 4. Significant wave height for 15 March, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.
Fig. 5. Significant wave height for 15 April, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 6. Significant wave height for 15 May, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 7. Significant wave height for 15 June, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.
Fig. 8. Significant wave height for 15 July, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 9. Significant wave height for 15 August, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 10. Significant wave height for 15 September, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.
Fig. 11. Significant wave height for 15 October, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Fig. 12. Significant wave height for 15 November, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.

Figure 13. Significant wave height for 15 December, hour 12: a) simulations performed using the results from Mohid model, b) simulations performed without the current input from Mohid.
The simulations are carried out with a time step of 24 hours, on a 238x132x35 mesh using the Cartesian domain, for a period of 365 days starting 1st of January 2010.

Alternatively, simulations for the same time period are performed with SWAN. The SWAN simulations are performed in bi-dimensional non-stationary regime with a time step of 1 hour, on a 175x75 grid covering the entire basin of the Black Sea. The wind data for SWAN simulations are also obtained from ECMWF and converted to fit the grid. For every time step the model performs a number of maximum 50 iterations or until it reached a convergence of at least 98%. This set of simulations performed with SWAN, without considering the results from Mohid circulation model, will serve as a base of comparison.

The results obtained with Mohid are converted and inserted into the SWAN model. The different time step used for the two simulations (Mohid and SWAN) did not pose a problem since SWAN is able to interpolate data between the previous and next time steps.

Figures 2-13 present the significant wave height $H_s$ (with black vectors) for the days of 15 of each month of the year 2010, with the influence of currents from Mohid circulation model considered (a) and without (b).

As it can be observed from Figures 2-13, the presence of the currents has an important influence on the significant wave height value and waves vector orientation. In most cases the presence of the currents increases the value of $H_s$, especially in the winter time when current velocities can reach a maximum of 2ms$^{-1}$.

| Point | Jan | Feb | Mar | Apr | May | Jun | July | Aug | Sept | Oct | Nov | Dec |
|-------|-----|-----|-----|-----|-----|-----|------|-----|------|-----|-----|-----|
| H1    | 0.56| 0.65| 0.29| 0.16| 0.07| 0.29| 0.5  | 0.21| 0.15 | 0.16| 0.00| 0.07|
| H2    | 0.34| 0.34| 0.21| 0.11| 0.05| 0.2  | 0.31 | 0.16| 0.14 | 0.14| 0.00| 0.03|
| H3    | 0.3 | 0.82| 0.17| 0.23| 0.11| 0.42| 0.84 | 0.68| 0.29 | 0.19| 0.06| 0.24|
| H4    | 0.36| 0.82| 0.23|-0.04| 0.1  | 0.18| 0.51 | 0.07| 0.15 | 0.21|-0.01| 0.23|
| H5    | 0.1 | 0.65| 0.31| 0.00|-0.01| 0.54| 0.12 | 0.01| 0.04 | 0.12| 0.00| 0.07|
| H6    | 0.25| 0.69| 0.22| 0.38| 0.12| 0.35| 0.98 | 0.12| 0.27 | 0.31| 0.05| 0.27|
| H7    | 0.38| 0.87| 0.36|-0.01| 0.13| 0.28| 0.63 | 0.07| 0.12 | 0.33|-0.02| 0.31|
| H8    | 0.25| 0.46| 0.16|-0.04| 0.05| 0.23| 0.36 | 0.04| 0.04 | 0.58|-0.02| 0.21|
| H9    | 0.09| 0.1 | 0.1 | 0.01| 0.07| 0.27| 0.18 | 0.02| 0.01 | 0.19| 0.05| 0.62|
| H10   | 0.38| 0.64| 0.18| 0.22| 0.11| 0.54| 0.54 | 0.11| 0.28 | 0.21|-0.01| 0.18|
Table 2. Coordinates of the 10 considered points and some statistical analyses of significant wave height difference

| Point | Coordinates       | Minimum (m) | Maximum (m) | Mean (m) | Median (m) | Standard deviation (m) | Skewness | Kurtosis |
|-------|-------------------|-------------|-------------|----------|------------|------------------------|----------|----------|
| H1    | 41.56N, 38.7E     | -0.26       | 6.15        | 0.26     | 0.1        | 0.53                   | 4.85     | 36.58    |
| H2    | 41.96N, 9.42E     | -0.39       | 5.92        | 0.17     | 0.07       | 0.39                   | 6.72     | 74.44    |
| H3    | 41.56N, 7.18E     | -0.37       | 7.15        | 0.36     | 0.11       | 0.64                   | 4.05     | 31.9     |
| H4    | 43.16N, 8.86E     | -0.49       | 6.04        | 0.23     | 0.02       | 0.62                   | 3.72     | 22.71    |
| H5    | 45.48N, 1.98E     | -0.32       | 5.94        | 0.16     | 0.009      | 0.55                   | 5.51     | 42.5     |
| H6    | 41.96N, 5.82E     | -0.48       | 5.25        | 0.33     | 0.08       | 0.69                   | 3.32     | 16.75    |
| H7    | 43N, 28.86E       | -0.47       | 5.36        | 0.28     | 0.03       | 0.7                    | 3.01     | 14.31    |
| H8    | 43.48N, 9.34E     | -0.72       | 6.15        | 0.19     | 0.03       | 0.62                   | 5.05     | 36.95    |
| H9    | 44.44N, 4.78E     | -0.61       | 5.43        | 0.14     | 0.03       | 0.48                   | 5.74     | 49.32    |
| H10   | 42.2N, 36.54E     | -0.33       | 4.85        | 0.28     | 0.08       | 0.57                   | 3.52     | 19.41    |

Fig. 14. The bathymetry of the Black Sea and the position of the 10 considered points.

4. Discussions

In order to obtain a better understanding of the influence that the water movement have on the significant wave height, 10 points where higher differences between the significant wave height with and without currents appear were chosen for a closer look. Figure 14 presents the bathymetry of the Black Sea basin along with the 10 considered points. For each one, $\Delta H_s$ was computed as follows:

$$\Delta H_s = H_s^{\text{currents+wind}} - H_s^{\text{wind}}$$  \hspace{1cm} (11)

Table 1 shows the monthly medium averaged values for each of the considered points. The month of November presents the smallest medium averaged values, ranging from -0.02m for points H7 and H8 to 0.06 for H3. The highest medium averaged values are registered for the months of July, with 0.98m and 0.84m for H6 and H3, and February with 0.87m for H7 and 0.82m for H3 and
H4. The water movement simulations performed with Mohid show higher values for current velocities for the months of January, February and July, and their influence can be clearly observed in the monthly averaged values table. Furthermore, during the water movement simulations it was also observed that the current velocities presents smaller values for the months of November and December. Table 2 presents the coordinates of the 10 considered points along with some statistical analyses performed.

In statistical analysis, the standard deviation measures the data dispersion from the mean value [17]:

\[ \text{Std} = \sqrt{E\left[ (X - \mu)^2 \right]} , \]  \hspace{1cm} (12)

with \( \mu = E[X] \) representing the mean value, where \( E \) is the expectation operator. \( X \) represents a discrete random variable with the probability mass function \( p(x) \). Then the expected value will be:

\[ E\left(X\right) = \sum x_i p\left(x_i\right) . \]  \hspace{1cm} (13)

In probability theory and statistics, skewness is a measure of the symmetry distribution in a certain data set. The skewness value can be positive, negative or undefined [18]. The skewness of a variable \( X \) is defined as the third standardized moment:

\[ \text{Skew} = \frac{\mu_3}{\sigma^3} , \]  \hspace{1cm} (14)

Where \( \mu_3 \) is the third moment above the mean and the \( k^{th} \) moment about the mean is defined as:

\[ \mu_k = E\left[ (X - E[X])^k \right] . \]  \hspace{1cm} (15)

Kurtosis represents the relative concentration of the data in the centre versus in the tails of a frequency distribution when is compared with the normal distribution (which has a kurtosis value of 3). This is equal to the fourth moment around the mean divided by the square of the variance (or the fourth power of the standard deviation) of the distribution minus 3 [19].

\[ Kurt = \frac{\mu_4}{\sigma^4} - 3 . \]  \hspace{1cm} (16)

Figures 15-19 present the variation in time of the \( \Delta H_s \) (m) parameter for each of the 10 considered points.

Table 2 shows that the maximum values of the \( \Delta H_s \) term can reach values of 7.15m as it is the case for H3 point, followed closely by the points marked as H1 and H8 with 6.15m. The mean values range from 0.14m in the point designated as H9 and 0.36 for H3. The median values range from 0.009m for H5 to 0.11 for H3.

The maximum dispersion related to the mean value, or standard deviation, contains values that range from 0.39m for H2 to 0.7 for the point designated H7. Skewness or the measure of the distribution of symmetry of data contain values that vary from 3.01 for H7 to 6.72 for H2.

Kurtosis, which represents the relative concentration of the data in the center versus the frequency distribution when compared with the normal distribution, presents values that range from 14.31 for H7 to 42.39 for H9, with the exception of the point designated as H2, where the kurtosis value reaches a staggering value of 74.44.

Fig. 15. Variation in time of \( \Delta H_s \) (m) in points H1 and H2.
Fig. 16. Variation in time of $\Delta H_s$ (m) in points H3 and H4.

Fig. 17. Variation in time of $\Delta H_s$ (m) in points H5 and H6.

Figure 18. Variation in time of $\Delta H_s$ (m) in points H7 and H8.

Figure 19. Variation in time of $\Delta H_s$ (m) in points H9 and H10.
5. Conclusions

The presence of currents in the simulations modifies not only the value of the Hs term (significant wave height), but also the general direction of the wave vectors, fact proven by figures 2 to 13.

A general increase of the significant wave height is observed when current results from Mohid model are included in SWAN simulations, even if the current velocities have smaller values, as is the case for the Black Sea basin.

Therefore, the present paper validates the importance of the implementation of a joint system that uses current results from a specialized circulation model (Mohid) with a wave generation model (SWAN). The proposed model can be used not only to study the physical phenomena that occur in a marine environment, but also for different purposes. For example, with the addition of a coastal generation model it can be used to predict the oil spill movements in the unfortunate cases of marine or drilling accidents. Such models, like SURF-ISSM, SWAN HR and Shorecirc are considered for future implementations and coupling with the existent system.
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