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Abstract

Binary compounds of SnT family (T = As, Sb, Te, S, Se, P) exhibit novel properties like superconductivity and topologically protected states. Some of these compounds crystallize in NaCl type structure or in layered structure, both of which are considered potentially important for high temperature/unconventional superconductivity. It was previously shown that K-doped BaBiO3 with NaCl type structure exhibits superconducting state below ~30 K. SnAs has crystallographic configuration that is exactly similar to K-doped BaBiO3 and this warrants for the investigation of superconductivity in this material. Previously it was reported that SnAs exhibits weakly coupled type I superconductivity with an energy gap of 0.7 meV. Recently, the electronic band-structure calculations have hinted to the existence of possible topologically protected states in SnAs. This has motivated us to investigate the superconducting nature of SnAs using point contact Andreev reflection spectroscopy. Our investigation revealed that superconductivity in SnAs can be well-explained within the BCS framework in the weak coupling limit.
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1 Introduction

Recently, investigation of the electronic properties of binary compounds of SnT family (T = As, Sb, Te, S, Se, P) has garnered a lot of attention [1–4]. These materials exhibit novel properties and are considered as sister compounds of topological materials (e.g., topological semimetals and topological crystalline insulators), while some were also found to be superconductors [5]. The SnT family of compounds are also candidate materials for topological superconductivity. In the context of superconductivity, In doped SnTe was found to host an unusual pairing mechanism [6–8]. Among the members of this family of materials, being host to anisotropic properties, the materials with NaCl-type structure are most widely studied [9–13]. Even though the NaCl-type structural compounds are not layered, due to highly symmetric nature of NaCl-type SnT, it is possible that due to the presence of a single crystallographically independent site for Sn, the typical mixed valence state of Sn (Sn4+ (5s0) and Sn2+ (5s2)) becomes naturally forbidden. This is quite similar to the case of BaBiO3 where upon doping with Potassium a high temperature superconducting phase was obtained [14, 15]. Therefore, it becomes highly probable that NaCl-type SnT materials may exhibit high Tc superconductivity.

Tin arsenide (SnAs) is a material that belongs to the SnT family and crystallizes in the NaCl-type structure. SnAs was first demonstrated to exhibit superconductivity by Geller and Hull in 1964 [16]. In 2014, Wang et al. performed transport and heat capacity measurements in SnAs and reported that SnAs exhibits weakly coupled type-I superconductivity (λ = 0.62) with a low transition temperature of 3.58 K [17]. Additionally, instead of being in a mixed valence state, Sn was found to exist in a single valence state. Phonon dispersion curves and phonon DOS were studied theoretically which revealed that the As p-states hybridize strongly with Sn p-states at the Fermi level [18]. Moreover, DFT calculations revealed that spin–orbit coupling does not have any significant effect on the band structure. However, ARPES
measurements revealed significant band splitting [5]. More recent investigation of electronic band structure and Density of States (DOS) within the Density Functional Theory (DFT) posited the possibility of non-trivial topology in SnAs bands. Furthermore, the band dispersion obtained for SnAs were also found to closely resemble to that of SnTe, a topological crystalline insulator [5]. These calculations also revealed band inversion, gapped states near the Fermi level, and possible existence of topological surface states. This makes SnAs a good system for studying possible topological superconductivity. While the existence of topological surface states is suggested by bandstructure calculations, the nature of superconductivity in SnAs remains an open problem and needs to be investigated using an intimate spectroscopic technique. Observation of unconventional behavior of superconductivity in SnAs would support the possibility of topological superconductivity. In this paper, we investigated the possibility of unconventional superconductivity in SnAs by performing point contact Andreev reflection (PCAR) spectroscopy at low temperatures and under the presence of high magnetic fields.

2 Experimental

The SnAs single crystals used in this study were grown by following a two-step method as described in our previous report [19]. The point contacts Andreev reflection spectroscopy measurements were performed in a liquid helium cryostat which is equipped with a variable temperature insert (VTI) operational between 1.4 and 300 K. The cryostat is also equipped with a superconducting vector magnet (6 T-1 T-1 T). A home-built probe which utilizes the needle anvil method was used to form point contacts at low temperatures. Here, a mesoscopic point contact junction was formed by engaging a silver (Ag) tip on the surface of SnAs single crystal. Contacts where the diameters were small yielded two peaks in dI/dV spectrum, symmetric about the zero bias. These peaks are signature of Andreev reflection phenomenon [20–23]. Andreev reflection process is observed in ballistic point contacts between a normal metal and a superconductor that leads to a special type of non-linearity in the I-V spectrum. For such point contacts, the non-linearity is directly probed in a dI/dV spectrum. Differential conductance spectra obtained in PCAR experiments are analyzed via the Blonder, Tinkham, and Klapwijk (BTK) model [24–28]. Here, the normal metal/superconductor (N/S) interface is modeled as a δ-function potential barrier and its strength is characterized by Z, a dimensionless parameter. For elemental superconductors, the quasi-particle life-time, introduced in the BTK formalism through the broadening parameter Γ, is very small. Differential conductance spectra obtained for mesoscopic interfaces for such superconductors can be fitted by using just two fitting parameters, the barrier potential and the superconducting energy gap (Δ). For nonzero barrier potential (Z > 1/4), the differential conductance spectrum obtained for a ballistic contact contains Andreev peaks at bias V = ± Δ/e.

3 Result and Discussion

Phase purity of the synthesized SnAs crystal was determined through Rietveld refined XRD pattern, and the result is shown in Fig. 1. The synthesized SnAs crystal has NaCl type cubic structure with Fm-3 m space group symmetry. Parameters obtained from Rietveld refinement are listed in Table 1. More structural details are discussed in our previous report [19]. Superconducting transition near 4 K is evident from inset of Fig. 1 showing field cooled (FC) and Zero field cooled (ZFC) measurements. Magnetization vs. applied Field (M-H) plot at 2 K is shown in left inset of Fig. 1. The wide-open M-H loop shows that the observed superconductivity in synthesized sample gives a hint of weak type-II superconductivity. This result is in contrast with previous reports on SnAs, suggesting the SnAs to be a type I superconductor with a critical field of 150 Oe [5, 17]. More details of the magnetization measurements and the discussion about type I/II superconductivity for SnAs are discussed in detail in ref. 19.

In Fig. 2a, we show a typical point-contact formed using the needle-anvil method. Here, a silver tip was slowly brought into contact with SnAs sample using a differential screw arrangement. The axis of tip coincides with the c-axis of the SnAs crystal with dimensions 4 mm × 3 mm × 0.5 mm. After a contact was established, spectroscopic investigation
was performed. The corresponding normalized dI/dV spectrum obtained for the contact is shown in Fig. 2b where the spectrum was normalized to the conductance at the highest bias value. The spectrum was fitted under the BTK formalism and corresponding fitting parameters used are shown in the figure. It is clearly seen that the spectrum is well-fitted in the range ±2 mV. Additionally, the spectrum also contains two dips in dI/dV at a higher bias arising due to critical current dominated non-linearities in I-V. Differential conductance spectra obtained for a purely ballistic contact can be fitted in the entire range under the BTK formalism. However, additional features due to non-linearities in I-V that arise due to factors related to scattering mechanisms occurring within the contact cannot be fitted within the BTK theory and leads to under-estimation of superconducting energy gap (Δ). By fitting the dI/dV spectra, we estimate Δ to be ∼0.62 meV. This is in agreement with the specific heat results obtained by Bezotosnyi et al. [5].

In order to gain further understanding of the superconducting phase, detailed field and temperature dependent

| Sample | a (Å)    | b (Å)    | c (Å)    | α  | β  | γ  |
|--------|----------|----------|----------|----|----|----|
| SnAs   | 5.721(9) | 5.721(9) | 5.721(9) | 90°| 90°| 90°|

| Fig. 2 | a Needle-anvil technique of point contact formation depicting the SnAs sample geometry and Silver (Ag) tip in contact, b a differential conductance (dI/dV) spectrum obtained in the ballistic regime with corresponding BTK simulated curve along with the values of simulation parameters, and c Field dependence of dI/dV spectrum along with BTK-simulated curves with magnetic field applied along the Z direction (c-axis) of the crystal. The field dependence was performed at T = 1.96 K. The experimental data was normalized and smoothened and presented as dots. The black lines represent the BTK simulated curves. The dI/dV spectrum evolved smoothly with applied field and all spectral features disappeared above 3 kG (d) Δ vs. H plot showing that the superconducting energy gap evolved smoothly with applied magnetic field. The variation of parameters Z, Γ with magnetic field is presented in the Supplemental File. |
measurements were carried out. We applied magnetic field along the axis of the point contact (B∥c). The dI/dV spectra evolved smoothly with applied magnetic field (shown in Fig. 2c). The critical field for a superconducting point contact is the applied field strength for which the peak-dip structure completely vanishes. For our case this happened at 3 kG. All of the spectra were fitted according to the BTK formalism and information regarding change of energy gap with field was extracted. Additionally, with increasing magnetic field, the critical current dip structure was observed to shift inwards. We present the change in ∆ with applied magnetic field in Fig. 2d, where the energy gap is seen to decrease monotonically with applied field strength.

We also studied field dependent measurements on some of the other point contacts, where critical current dominated effects were prominent (shown in Fig. 3). Critical current here refers to the current at which superconductivity is destroyed and the material behaves as a normal metal. The critical current dominated effects appear as dips in the differential conductance spectrum. These dips usually appear at voltage bias between the Andreev peaks and normal state conductance [21]. Recent theoretical simulations on non-ballistic transport in N/S interface revealed that formation multiple point contacts could result in observation of unusual spectroscopic features in PCAR spectrum [32]. However, in case of tunneling spectroscopy (NIS), there are several possible mechanisms behind emergence of such dips such as inelastic tunneling, electron density of states, and band structure change. Such dip-hump structure is known to appear in tunneling spectra of cuprate superconductors [33–36].

Fig. 3  a, c Magnetic field dependence of point contact spectra along with BTK-simulated curves performed at T=2.06 K and T=1.8 K, respectively, with field applied along the c-axis of the crystal. The experimental data was normalized and smoothened and presented as dots. The black lines represent the BTK simulated curves. The conductance spectrum evolved monotonically with applied magnetic field and all spectral features disappeared above 8 kG. b, d corresponding ∆ vs. H plot showing that the superconducting energy gap evolved smoothly with applied magnetic field. The variation of parameters Z, Γ with magnetic field is presented in the Supplemental File
These measurements are shown in Fig. 3. Both spectra were seen to evolve monotonically with applied magnetic field. These spectra were also fitted according to the BTK theory and were normalized to the conductance at highest bias value. The estimated value of $\Delta$ for these contacts is lower than the estimated value for spectra presented in Fig. 2b. This reduction is a result of analyzing a spectrum where critical current dominated features are present. As we have mentioned before, such features lead to underestimation of energy gap. The overall spectroscopic features for these point contacts vanished at a critical field of 8 kG.

The critical field obtained for spectra shown in Fig. 3 is higher than the spectra shown in Fig. 2c. Before explaining this difference in critical field, let us first iterate that while the modified BTK theory that includes the broadening parameter $\Gamma$ can describe the $dI/dV$ spectrum in presence of magnetic field [31], it cannot be used to differentiate between a type-I and type-II superconductor. For a type-I superconductor, in the confined geometry of a point contact, the presence of non-superconducting tip might lead to enhanced local disorder. Such local enhancement in disorder leads to a reduction in the local mean free path and consequently a reduction in local coherence length of the superconducting fraction in the point contact. This effectively drives the superconductor towards type-II regime i.e., the Gingberg-Landau parameter becomes larger than $1/\sqrt{2}$.

This was earlier observed in Pb, which under confinement to mesoscopic dimensions loses its type-I behavior [38–41]. The point contacts may exhibit different critical fields facilitated by such local disorders and impurities which is precisely observed here. Furthermore, either the confined geometry, enhanced local disorder, or both can lead to a difference between the bulk critical field and critical field under a point contact [42].

![Figure 4](image.jpg)

**Fig. 4** a, c Temperature dependent evolution of differential conductance spectra obtained for SnAs/Ag point contact ($B=0$ Oe). The experimental data was normalized and smoothened and presented as dots. The black lines represent the BTK simulated curves. Spectral features such as the Andreev peaks and critical current dips diminish monotonically with increasing temperature and these features completely disappear around 4.2 K. b, d corresponding $\Delta$ vs. $T$ with BCS fitting curve. The variation of parameters $Z$, $\Gamma$ with temperature is presented in the Supplemental File [37]
We present the temperature dependent measurements in Fig. 4. Here, we show temperature dependent data for point contacts where both, spectroscopic signatures associated with Andreev reflection and critical current of point contact, are present. The data is normalized to the conductance at the highest bias value. As expected for superconductors, the spectra evolved smoothly with increasing temperature and the overall spectroscopic features disappeared above 3.8 K. The flat line in the Fig. 4a, c represents dI/dV spectrum.

The flat line in the Fig. 4a, c represents dI/dV spectrum obtained at 4.2 K. Again, as in the case of field dependence, the spectroscopic features appearing due to critical current (dips in dI/dV vs. V) shift towards lower bias value. This indicates temperature dependent suppression of critical current for the point contacts.

Superconducting energy gap and its variation with temperature was obtained by fitting the data under the BTK framework. We have shown the temperature variation of Δ in Fig. 4b, d. The dots represent the estimated value of Δ from BTK simulation of experimental data and the solid line represents the simulated curve following the BCS prediction [29, 30]. The corresponding variation in Z and Γ with temperature is presented in Supplemental File [37]. For Fig. 4b, a sharp decrease in Δ and Z is observed which indicates towards a possible mechanical instability in the point contact. Furthermore, such behavior may also result as fault in fitting. However, error in determining Δ increases with temperature and the values obtained in the range 1.8–2.8 K have least error in estimation. The obtained variation of Δ with temperature aligns with the BCS prediction. Furthermore, the value of Δ as determined by BTK simulation provides the ratio Δ(0)/k_B T_c within the range 1.2–1.78 indicating that superconductivity in SnAs can be explained by BCS theory in the weak coupling limit. Additionally, we did not detect any features associated with unconventional nature of superconductivity.

4 Conclusion

In conclusion, we performed spectroscopic investigation of superconductivity in NaCl structure crystallized SnAs single crystals and obtained a superconducting energy gap of 0.62 meV, estimated from a ballistic point contact. On the basis of detailed temperature and field dependence of various point contacts on SnAs, and corresponding BTK simulated curves, and BCS ratio, it can be said that superconductivity in SnAs can be explained within the BCS framework. The critical temperature for the superconducting point contacts was found to be around 4.2 K with a critical field in range 3–8 kG. On the basis of detailed PCAR spectroscopic investigation, it may be inferred that SnAs behaves as a conventional superconductor.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s10948-022-06261-1.
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