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ABSTRACT

The interface between a metal and a semiconductor is known as Schottky contact and a key factor in semiconductor technologies. Those interfaces normally build an energetic barrier, which is responsible for the exponential current voltage dependence. Analytical models often describe the right trend for the description of the Schottky barrier height, but fail to predict the barrier properties quantitatively correct. To overcome this problem atomistic and quantum mechanical approaches are required such as the here applied density functional theory combined with the non-equilibrium Greens function method. So far, these methods have rarely been applied to wide band gap metal oxides, which leads to a lack in the understanding of oxide electronics. The presented study deals with the image force induced Schottky barrier lowering of a SrTiO$_3$/Pt interface as a model system for wide band gap metal-oxide Schottky contacts. The Schottky barrier lowering is investigated for the case of different doping concentrations/positions and for different voltages. From a defect chemical point of view, oxygen vacancies act as donors in many metal oxides and dominate the electronic conduction in oxide electronics. Consequently, we investigated the Schottky barrier lowering induced by oxygen vacancies. The second doping mechanism is achieved in the sense of classical doping using Nb impurities, which form a conventional n-type donor. The atomistic simulation reveals the Schottky barrier lowering effect for both type of dopants. The results are compared to a standard analytical model regarding the Schottky barrier lowering.
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I. INTRODUCTION

Metal semiconductor interfaces are crucial within many applications of electronic devices. Hence, the understanding of the physical and chemical phenomena at such interfaces is of great importance for the progress in semiconductor technologies. The class of wide band-gap metal oxides is of increasing interest in the new semiconductor application field of oxide electronics. The reason is the broad spectrum of promising properties and applications of metal oxides as gate dielectrics, capacitor based memories, resistive switching memories, ferroelectrics for catalytic applications.\(^1\)-\(^{21}\) Atomistic investigations regarding the quantum chemistry of the Schottky contact formation of these wide band-gap metal oxides compounds are still underrepresented and many questions remain open.\(^22\)-\(^{28}\) Experimentally, the current transport of these metal/oxide Schottky interfaces show an exponential voltage dependence. In the past, analytical expressions have been derived, which connects the current transport to fundamental material properties of the metal and the semiconductor. One example is the determination of the Schottky barrier height by the so called Schottky-Mott rule, which suggests that the Schottky barrier is the result of the difference between the work function in the metal and the electron affinity of the semiconductor. This theoretical rule describes correctly the trend of the Schottky barrier height for different metal/semiconductor systems. Besides the general trend that higher metal work functions lead to higher Schottky barriers, the rule cannot be confirmed quantitatively. Here, quantum chemical mechanism come into account as soon as a significant atomic orbital overlap arises at the Schottky interface, as it has been excellently reviewed by R. T. Tung.\(^29\) Furthermore, the scaling of electronic devices reaches the nanometer scale and classical laws lose their validity. Therefore, atomistic methods are required such as density functional theory (DFT).\(^30\),\(^31\) Today, the focus of existing DFT studies is mainly on covalent bonding semiconductors to investigate the quantum chemical processes of Schottky barrier
formation. Besides the formation of the Schottky barrier itself, there are also effects that lead to a lowering of the Schottky barrier, as the so-called image force induced Schottky barrier lowering. In this mechanism, an electron approaching the Schottky interface induces a screening mirror charge, which leads to attractive forces and a lowering of the Schottky barrier. Similar to the Schottky-Mott rule, an analytical expression has been derived, to connect the Schottky barrier lowering with the material properties. The derivation of this analytical expression is based on classical electrostatics and connects the Schottky barrier reduction with the electric field. By using the maximum electric field it leads to the analytical equation

\[ \Delta \phi(V, N) = e \left( \frac{\epsilon^2 N (V_{\text{in}} - V)}{8\pi^2 \varepsilon \varepsilon_0^2} \right)^{1/4} \]  

(1)

for the Schottky barrier lowering. In equation (1), \( N \) is the doping concentration, \( V \) is the electrostatic potential, \( \varepsilon_0 \) is the permittivity of the semiconductor, \( e \) is the elementary charge, \( V_{\text{in}} \) is the built-in potential defined by the difference of the bulk conduction band level and the Schottky barrier height. Especially Schottky contacts based on a high work function material and a wide band gap intrinsically form a high built-in potential/high electric field. In the presence of such high fields, the electrostatic considerations leading to the Schottky barrier lowering according to equation (1) are not valid anymore. For instance, the high electric fields shift the position of the Schottky barrier less than 1 Å in front of the metal contact. This leads to a significant orbital overlap and quantum mechanical processes dominate the formation of the electronic structure. Thus, quantum mechanical methods are required. Details on this discussion are shown in the supplementary material. Unfortunately, the barrier lowering according to equation (1) is rarely investigated by means of quantum mechanical methods, which leads to the question whether equation (1) still gives meaningful results. So far, only a few studies exist that investigate directly or indirectly the modification of the barrier lowering due to a change in the doping or a change in the applied voltage. These studies are mostly related to silicon as well-known covalent bonding semiconductor. This effect is experimentally analyzed in the work of Schafranek et al. using a SrTiO\(_3\)/Pt Schottky contacts with Nb-doping conditions and oxygen vacancy doping (reduced SrTiO\(_3\)) conditions. They observe a significant change in the Schottky barrier for the case with and without oxygen vacancy doping from 0.5 eV to more than 1.2 eV. Jiao et al. showed that Schottky barrier lowering occurs in TiO\(_2\) for different doping atom positions at zero bias. A detailed study on the Schottky barrier lowering due to an external voltage stress is still lacking.

In this study, we investigate the Schottky barrier lowering of a SrTiO\(_3\)/Pt system with different types of dopants under an applied electric field using atomistic simulations based on DFT combined with the non-equilibriums Green’s function (NEGF) formalism. We discuss whether equation (1) is a reasonable approximation for wide-band gap materials, whether it is still valid under non-dilute dopant concentrations and whether it is still valid for ultimately scaled devices. SrTiO\(_3\) is an established wide band gap ionic semiconductor with many potential application fields and serves here as a model system for oxide electronics. In addition, we investigate whether Schottky barrier lowering occurs beyond the classical electrostatic limit.

In contrast to semiconductors, two types of donor-like dopants are important in oxide electronics. An intrinsically chemically doping based on oxygen vacancies and a conventional doping scenario by an impurity atom on a regular lattice site. The defect chemistry of oxygen vacancies shows that oxygen vacancies form shallow defect states close to the conduction band in SrTiO\(_3\), and hence act like a donor. In many other oxides, oxygen vacancies form shallow donor like defect states, too. Such point defects are unavoidable due to the physical laws of the thermodynamics and therefore named intrinsic doping. As a result, this intrinsic doping is important for understanding the electrical properties in electronic oxides and it is responsible for different observed physical phenomena. As an example for the conventional impurity doping, we substitute a Ti atom with a Nb atom. The Nb atom contains one additional valence electron compared to the Ti atom and thus acts as a donor.

II. METHODS

To describe the Schottky barrier lowering under an external applied voltage on atomistic level, we performed DFT+NEGF simulations as implemented in the code ATK 2017.12 with semi-periodically electrode boundary conditions. The investigated atomic configurations are shown in Figure 1a for the Nb doped system and for the intrinsic \( V_0 \) doped system. The arrows indicate the positions of the two Nb atoms and the single oxygen vacancy in the central device region. The third arrow indicates the position of the Nb atom in the electrode. Comparing to the supercell
volume of the central/device region this corresponds roughly to a doping concentration of \( N \approx 9.3 \times 10^{25} \) cm\(^{-3}\) for both doping systems (one twofold ionizable oxygen vacancies and two single Nb impurity). The interface as shown in Figure 1a has been created with a Pt slab in [100] orientation and a SrTiO\(_3\) slab with [100] orientation using the experimental lattice constant (\( a = 3.905 \) Å).\(^{27}\) To match the small difference in the lattice constant, slight stress is put on the Pt slab.\(^{28}\) The simulations are performed using a single zeta plus polarization local basis set including Troullier-Martins norm-conserving pseudopotentials as implemented in ATK.\(^{29-31}\) The k-point sampling is adjusted to 5x5x100 (5x5x150) and the density mesh cutoff of 150 Ha for the oxygen vacancy (Nb-doped) systems. In advance to the non-zero bias simulations, all structures including the SrTiO\(_3\)/Pt interface have been relaxed below a force of 0.05 eV/Å using a 3x3x100 k-point sampling and a density mesh cutoff energy of 75 Ha with constrained electrodes. For the Nb-doped electrode system, the electrode slab itself contains one Nb impurity and has been relaxed below a force of 0.05 eV/Å prior to the relaxation of the complete structure. In all simulations, we used a Hubbard U of 6 eV on the Sr d-basis, the Ti-d basis, the O-p basis and the Nb-d basis in order to match the experimental band gap of 3.2 eV.\(^{32-33}\) Due to the strong relation of the study to the resistive switching effect it is noted that for calculating the current voltage dependence not only the Schottky barrier lowering effect needs to be considered. Also electron-defect interactions are required, which maybe are not covered by DFT+NEGF.

III. RESULTS AND DISCUSSION

From the DFT+NEGF-calculations, it is possible to extract the three dimensional electrostatic effective potential. The planar average effective potential \( \overline{V}_{\text{eff}}(z, V) \) is defined by the average over the \( xy \)-plane (perpendicular to the transport \( z \)-direction) for different externally applied voltages \( V \). For the oxygen vacancy (V\(_O\)) doped system (see Fig. 1a), the planar average is shown as orange line in Figure 1b. From the planar average, the macroscopic average potential

\[
V_{\text{eff}} = \frac{1}{\Delta_{\text{STO}}} \int_{-0.5a}^{0.5a} \overline{V}_{\text{eff}}(z) \, dz
\]

in the SrTiO\(_3\) layer is derived by averaging over one lattice constant. The macroscopic potential is plotted as blue line in Figure 1b. The macroscopic potential visualizes the band bending within the SrTiO\(_3\).\(^{34-36,60}\) Figure 1c shows the calculated local density of states (LDOS) for the V\(_O\) system.\(^{34}\) In the bright purple region are many electron states and in the black region no states are present, i.e. the band gap. On the Pt side, many states are available at the Fermi-level confirming its metallic character. On the SrTiO\(_3\) side, the black area confirms the semiconducting properties of SrTiO\(_3\). The conduction/valence band of the SrTiO\(_3\) can be defined by the colored states above/below the black band gap. By tracing the edge between the colored and the black region, the band bending can be roughly determined. It shows that a conduction band bending occurs from the SrTiO\(_3\)/Pt interface to the position of the oxygen vacancy, giving rise to the existence of a depletion zone, which is expected from classical semiconductor theory. Hence, the atomistic simulation results show the same properties as expected from classical semiconductor theory. We see this result as a validation for both, the established theory of Schottky contact formation and that our DFT simulation model is able to represent the electronic properties of the SrTiO\(_3\)/Pt contact. Next, we used DFT+NEGF to calculate the planar average potential at different voltages. This planar average effective potential allows to calculate the position dependent voltage drop \( V_{\text{ext}}(z, V) \) based on the externally applied voltage \( V \) by calculating the difference to the planar average potential at zero voltage \( V_{\text{eff}}(V = 0V) \) according to

\[
V_{\text{ext}}(z, V) = \overline{V}_{\text{eff}}(z, V) - \overline{V}_{\text{eff}}(z, V = 0).
\]

A main requirement for the voltage induced Schottky barrier lowering is that the potential drop due to an external voltage occurs at the Schottky barrier, namely over the depletion zone. In Figure 1d, \( V_{\text{ext}} \) is plotted for different voltages \( V \) for the V\(_O\) system. The yellow background shows the depletion zone, which we extracted from the LDOS of Figure 1c. In contrast to the homogenously doped Schottky model with a voltage dependent depletion zone, the depletion zone obtained by DFT+NEGF is the distance between the dopant and the Schottky interface. The external voltage drop occurs uniformly within the Schottky depletion zone. In the simplified sense of an electronic equivalent circuit, this result suggests that the Schottky contact is the highest resistance in the system compared to the connecting electrodes (leads). The voltage drop for the other Nb-doped atomic configuration shows the same behavior (see supplementary material).

The Schottky barrier height is defined as the energetic distance between the (highest point in the) conduction band \( E_c \) and the position of the quasi Fermi-level in the metal electrode \( \varepsilon_f \), leading to \( \Phi = E_c - \varepsilon_f \) (c.f. Fig. 1c). Both, conduction band and Fermi-level, change their energetic position under an external voltage \( V \). Thus, the Schottky barrier lowering is based on a modification of the energetic distance between \( \varepsilon_f \) and the highest point of the conduction band \( E_c \). Hence, these two parameters need to be considered for the barrier lowering. The shift of \( E_c \) can be extracted from the macroscopic potential, which is shown for different applied voltages in Figure 2a and b for the V\(_O\) and the Nb-doped system, respectively. The curve progression can be interpreted as the band bending at the Schottky contact. Both systems show exactly the same trends. The bands bend upwards towards the Schottky interface as it is expected from classical theory. Consistent with the classical theory, the bands in the doped SrTiO\(_3\) region are forced downwards and the band bending increases with increasing reverse bias. As mentioned by Stradi et al, it is possible to locate the highest conduction band position simply by the highest value of the macroscopic potential named \( E_h(V) \).\(^{34}\) In Figure 2a and b, \( E_h(V) \) is located close to the Pt electrode. Thus, it is approximated that the change of the highest point in the conduction band is equal to the change of the highest point in the macroscopic potential \( \Delta E_h = E_h(V) - E_h(V = 0 V) \), which can be extracted from the values in Fig. 2a/b. Second, the change of the Fermi-level position in the metal electrode is considered. In our simulations, the applied voltage is split equally by \( \pm V/2 \) to both electrodes (c.f. Fig 1d) and therefore the Fermi-level in the metal electrode shifts energetically upwards by \( eV/2 \). Taking together the change in the highest conduction band level (\( \Delta E_h \)) and the upwards shift of the Fermi-level (\( eV/2 \)), the change in the barrier lowering is obtained by the addition of both effects, i.e.
As a direct conclusion, it can be seen that the analytical equation based on classical electrostatic suggests values in the same order of magnitude as the quantum mechanical approach. This is a remarkable result, considering that the classical electrostatic approach loses its physical validity to predict the Schottky barrier lowering under high electric fields (cf. supplementary material). Hence, the analytical approach is able to give a meaningful estimation beyond its physical valid range. This bears the key message that an assessment of the Schottky barrier lowering is still possible. Nevertheless, some differences appear in the results of the analytical and quantum mechanical approach. Hence, it is important to discuss several limits and shortcomings of both methods, which need to be considered when analyzing and interpreting the presented results. In the numerical description, we suggested that the DFT simulation has a doping concentration of $9.3 \times 10^{20}$ cm$^{-3}$. Comparing this value with the analytical description, it shows that the DFT concentration is too low. The most probable reason is that the DFT simulation represent a fixed atomic configuration, which cannot be simply transferred to a statistical concentration $N$. For instance, shifting the position of the oxygen vacancy leads to a change in the Schottky barrier lowering, but would not change the concentration $N$ (cf. supplementary material). Additionally, the curve progression of both methods differ, which may also stem from investigating a fixed atomic configuration. It could also stem from the approximation of the maximum electric field in the derivation of equation 1, which also induces a systematic error. In addition, assumptions in the DFT calculations may induce uncertainties in the obtained Schottky barrier lowering results: To overcome the bandgap problem of DFT a Hubbard U has been applied to fit the experimental band gap. Using the same U and numerical parameters in previous publications the electronic transport properties are predicted correctly. Comparing the electronic dispersion (band structure) of Ref. 56 with hybrid potential simulations in Ref. 64 it could be seen that the Hubbard U does not influence the electronic dispersion. Nevertheless, a vague uncertainty due to the bandgap problem remains in the quantitative comparison. Another mismatch may arise by extracting the change in the conduction band using the macroscopic potential. This method may suffer from the computational limit of a few hundred atoms and may misjudge the position of the conduction band. Nevertheless, the analysis of the LDOS shows a similar conduction band lowering.
This limitation of a few hundred atoms also prevents to investigate the Schottky barrier lowering under a statistical interpretation. Having in mind the discussed problems, it can be concluded that Schottky barrier lowering occurs beyond the classical limit and can be roughly estimated using the analytical classical electrostatic approach.

IV. CONCLUSION

In this study, we investigated the Schottky barrier lowering effect of the electronic oxide model system SrTiO$_2$/Pt for two different doping systems: self-doping by oxygen vacancies and conventional doping. The barrier lowering as predicted by classical electrostatics can be observed using quantum mechanical methods for both doping mechanisms. The barrier lowering can be extracted using the macroscopic average potential or the local density of states for different voltages. A comparison between classical electrostatics and quantum mechanics reveals that the Schottky barrier lowering is estimated lower than the DFT results suggested. Besides the mismatches of the two methods, it is possible to find important conclusions. First, we could confirm by quantum mechanical methods that even under high electric fields/non-diluted conditions in wide band gap oxide materials Schottky barrier lowering could be observed on the atomic scale. Second, we showed that the analytical expression and the quantum mechanical methods give quantitatively comparable results. Therefore, it is still possible to estimate the Schottky barrier lowering using classical electrostatic methods under non-diluted conditions.

SUPPLEMENTARY MATERIAL

See supplementary material for additional information for the motivation of the classical limit of calculating the Schottky barrier lowering and further information regarding the voltage drop in the Nb:SrTiO$_2$ system.
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