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\textbf{Abstract}—This paper studies problems on \textit{locally} stopping distributed consensus algorithms over networks where each node updates its state by interacting with its neighbors and decides by itself whether certain level of agreement has been achieved among nodes. Since an individual node is unable to access the states of those beyond its neighbors, this problem becomes challenging. In this work, we first define the stopping problem for generic distributed algorithms. Then, a distributed algorithm is explicitly provided for each node to stop consensus updating by exploring the relationship between the so-called \textit{local} and \textit{global} consensus. Finally, we show both in theory and simulation that its effectiveness depends both on the network size and the structure.
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\section{I. INTRODUCTION}

This work proposes local stopping rules for distributed algorithms with a network of computing nodes, and each node updates its states by only interacting with neighbors. Due to the advantages of cooperation among nodes, they have been widely used in many areas, including distributed localization \cite{1}, cognitive networks \cite{2}, cooperative control of unmanned air vehicles (UVAs) \cite{3}, flocking \cite{4}, and social networks \cite{5}. Since optimality of many distributed algorithms is attained in an asymptotic sense, it is critical for each node of the algorithm to decide \textit{by itself} when to stop updating, which to the best of our knowledge, has not be well studied in the literature. This problem is substantially different from that of a centralized algorithm as it lacks a centralized coordinator to monitor the network.

Most of existing stopping rules are based on that each node will stop updating after an adequately large number of iterations. Clearly, this idea is very easy to implement, but also suffers several limitations. Firstly, the number of iterations depends on quite a few factors, e.g., the network topology, the initial network state, and the convergence rate of distributed algorithms, all of which essentially require \textit{global} information of the system. For instance, the convergence rate of the celebrated consensus algorithm is quantified by the algebraic connectivity of the interaction graph and the initial network state, both of which are difficult to evaluate in a distributed way and also require much more computational and communication overheads. Secondly, the iteration number is always derived from the worst-case point of view, and its conservativeness is case-by-case dependent, which is unable to evaluate. The last but not the least, the number of iterations is impossible to obtain in advance for time-varying networks, especially for stochastically time-varying networks due to the causality issue.

In this work, we formally define the local stopping problem of a distributed algorithm over networks under the following constraints: (i) each node is only able to access information from its neighbors. This enables the rule scalable with the network size. (ii) To save storage capacity, it is not allowed for nodes to store “large” data, e.g., the historical state information. (iii) the rule can be easily checked by an individual node, and (iv) the communication overhead to support the rule is as small as possible.

Then, we propose a fully distributed stopping scheme for general distributed algorithms by allowing each individual node in the network to maintain a vector, which is updated iteratively by using information from its in-neighbors to gradually “learn” the network. Each node will stop updating based on this auxiliary vector.

For distributed consensus algorithms, the earliest concern about this topic has been addressed in \cite{6}, which requires the nodes to simultaneously run minimum and maximum protocols along with the consensus protocol, and both the maximum and minimum protocols are re-initialized per $D$-iterations where $D$ is the diameter of the graph. The drawback of the method is that it requires to communicate three different states of the same dimension at each time slot. This increases the communication burden, especially when the state of a node is a multi-dimensional vector. Moreover, the synchronization problem in re-initializing the minimum and maximum protocols remains difficult in practice. To overcome these issues, an adaptive stopping-recalling mechanism is designed in \cite{7} to stop the push-sum consensus algorithm in finite time. The method permits the “inactive” nodes to recover transmitting again, but the problem is that a node never know whether it will reactive or not even though the whole network has reached consensus, and has to await orders all the time.

In fact, this paper combines the advantages of the above two methods. We adopt the idea of minimum-consensus \cite{8} to check the uniformly local consensus to verify the global consensus. Different from that in \cite{6}, our method needs not to reset minimum-consensus protocol, and the state of the minimum consensus is a discrete-valued scalar even if each node maintains a vector state. To evaluate the performance of our method, we characterize the extra time that the nodes spend to locally detect the global consensus.

An outline of this paper is as follows. In Section \ref{sec:Stop}, we propose the local stopping problem in distributed algorithms. In Section \ref{sec:Local}, a particular local stopping rule for the consensus algorithm is designed. In Section \ref{sec:Sim} we analyze the sensitivity of the method. Finally, some concluding remarks are drawn in Section \ref{sec:Con}.
Notation: Consider a directed graph (digraph) $G = (V, E)$, where $V$ is the set of nodes and $E$ is the set of directed edges $(i, j)$ with $i, j \in V$. For node $i \in V$, its in-neighbors and out-neighbors are respectively defined by $N_i^- := \{ j \in V | (i, j) \in E \}$ and $N_i^+ := \{ j \in V | (j, i) \in E \}$. For two nodes $i_1, i_2 \in V$, the directed path from $i_1$ to $i_2$ is defined by $\{(i_1, i_2), \ldots, (i_{k-1}, i_k)\}$ with $(i_k, i_{k+1}) \in E$ for $k \in [1, j - 1]$. We denote $d_{ij}$ as the distance from $j$ to $i$, i.e., the length of the shortest path from $j$ to $i$. The digraph is said to contain a spanning tree if it has a root node that is connected to any other node in the graph via a directed path, and is strongly connected if each node is connected to every other node in the graph via a directed path. The diameter of the strongly connected digraph $G$ is defined by $D = \max_{i,j \in V} d_{ij}$. Finally, we denote $x_A := \{x_i | i \in A \}$.

II. LOCAL STOPPING SCHEME FOR NETWORKED DISTRIBUTED ALGORITHMS

A. Distributed Algorithms

Let $x_i(k)$ be the state of node $i$ at time slot $k$ in a fixed graph $G = (V, E)$. We are concerned with distributed algorithms of the following form

$$x_i(k+1) = h_i(x_{N_i^- \cup \{i\}}(k), k),$$

where $h_i(\cdot, k)$ is a function of $x_i(k)$ and $x_{N_i^-}(k)$, both of which are directly known to node $i$ at time slot $k$. In different applications, $h_i(\cdot, k)$ may take different forms. Clearly, the update law in (1) is very generic, and contains a lot of important algorithms. Here we present three interesting applications for an illustration.

Example 1 (Consensus algorithm). In discrete consensus algorithms [3], $h_i(\cdot, k)$ is simply a convex combination of $x_i$ and $x_{N_i^-}$, i.e.,

$$x_i(k+1) = \sum_{j \in N_i^- \cup \{i\}} \alpha_{ij} x_j(k),$$

where $\alpha_{ij} > 0$ if and only if $j \in N_i^- \cup \{i\}$, and zero, otherwise. Moreover, $\sum_{j \in N_i^- \cup \{i\}} \alpha_{ij} = 1$. Then, the network state asymptotically converges to consensus (i.e., $\lim_{k \to \infty} ||x_i(k) - x_j(k)|| = 0$) if and only if $G$ contains a spanning tree [10].

Example 2 (Opinion dynamics). In Friedkin-Johnson model of opinions evolution [11], the state of node $i$ is updated as

$$x_i(k+1) = \omega_i \sum_{j \in N_i^- \cup \{i\}} \alpha_{ij} x_j(k) + (1 - \omega_i) x_i(0),$$

where $0 \leq \omega_i \leq 1$ represents the “coupling condition” and $x_i(0)$ is referred to as the node prejudice. Under certain conditions, the network state asymptotically converges [11].

Example 3 (Distributed gradient descend). The aim of the distributed gradient descend (DGD) is to solve the following optimization problem

$$\min \sum_{i \in V} f_i(x),$$

where $f_i(\cdot)$ is a convex function only known by node $i$. In the DGD algorithm, $h_i(\cdot)$ is given as follows

$$x_i(k+1) = \sum_{j \in N_i^- \cup \{i\}} \alpha_{ij} x_j(k) - \zeta(k) \cdot d_i(k),$$

where $\zeta(k)$ is a sequence of appropriately selected stepsizes, $d_i(k)$ is a (sub)-gradient of $f_i$ at $x_i(k)$ and $\alpha_{ij}$ is defined as in [2]. By [12], it follows that if $G$ is balanced and strongly connected, the state of each node asymptotically converges to some common optimal point of the optimization problem [4].

In the above important applications, the convergence of the network state is shown in the asymptotic sense. Then, a natural question is when to stop updating (1) for an individual node to achieve a desired level of “optimality”? If there were a central authority to monitor the network state, the problem is obviously trivial. However, in distributed algorithms over networks, an individual node is unable to directly observe the whole network state, which is quite different from the centralized algorithms, and the local stopping problem requires further investigation.

A naive idea is that the node can simply stop updating (1) after a sufficiently large number of iterations. Indeed, this is very easy to implement. However, to ensure a desired quality of the node state, the number of iterations usually depends on quite a few factors, most of which are global information of the system. Take the consensus algorithm in (2) as an example. Let $d(k) = \max_{i,j \in V} \|x_i(k) - x_j(k)\|_{\infty}$, it follows from [9] that $d(k) \leq c \rho^k d(0)$ where $c > 0$ is positive and independent of network. The decaying rate $\rho$ is the second largest eigenvalue for a symmetric stochastic matrix $A = (\alpha_{ij})$, and strictly less than one if the undirected graph $G$ is connected. To ensure $d(k) \leq \epsilon$, the number of iterations is usually set to satisfy that

$$k \geq \left\lceil \frac{\log \epsilon/(cd(0))}{\log \rho} \right\rceil.$$  

Clearly, $d(0)$ and $\rho$ in the lower bound respectively depend on the initial network state and the network structure, both of which are unavailable to any individual node. One may argue that $d(0)$ can be obtained by using distributed maximum- and minimum-consensus algorithms. However, distributedly estimating $\rho$ is nontrivial [13] and again requires an additional local stopping rule. More importantly, the lower bound is only obtainable for fixed graphs, and there does not exist such a $\rho$ for time-varying graphs. Another idea is to use “fast” communications between the time slots $k$ and $k + 1$ to distributedly evaluate $d(k)$. Although this is possible with a finite number of communications, it certainly increases the communication overhead, and even offset the benefit of distributed algorithms.

Overall, the problem of designing effective rules to locally stop distributed algorithms in (1) largely remains open, which is the focus of this work.

B. Local Stopping Scheme

We are interested in designing local stopping rules of the following form

$$s_i(k+1) = Q_i(x_{N_i^- \cup \{i\}}(k), s_{N_i^- \cup \{i\}}(k)),$$  

where $Q_i(\cdot, \cdot)$ is a convex function only known by node $i$. In the DGD algorithm, $Q_i(\cdot, \cdot)$ is given as follows

$$s_i(k+1) = \sum_{j \in N_i^- \cup \{i\}} \alpha_{ij} s_j(k) - \zeta(k) \cdot d_i(k),$$

where $\zeta(k)$ is a sequence of appropriately selected stepsizes, $d_i(k)$ is a (sub)-gradient of $f_i$ at $x_i(k)$ and $\alpha_{ij}$ is defined as in [2]. By [12], it follows that if $G$ is balanced and strongly connected, the state of each node asymptotically converges to some common optimal point of the optimization problem [4].

In the above important applications, the convergence of the network state is shown in the asymptotic sense. Then, a natural question is when to stop updating (1) for an individual node to achieve a desired level of “optimality”? If there were a central authority to monitor the network state, the problem is obviously trivial. However, in distributed algorithms over networks, an individual node is unable to directly observe the whole network state, which is quite different from the centralized algorithms, and the local stopping problem requires further investigation.

A naive idea is that the node can simply stop updating (1) after a sufficiently large number of iterations. Indeed, this is very easy to implement. However, to ensure a desired quality of the node state, the number of iterations usually depends on quite a few factors, most of which are global information of the system. Take the consensus algorithm in (2) as an example. Let $d(k) = \max_{i,j \in V} \|x_i(k) - x_j(k)\|_{\infty}$, it follows from [9] that $d(k) \leq c \rho^k d(0)$ where $c > 0$ is positive and independent of network. The decaying rate $\rho$ is the second largest eigenvalue for a symmetric stochastic matrix $A = (\alpha_{ij})$, and strictly less than one if the undirected graph $G$ is connected. To ensure $d(k) \leq \epsilon$, the number of iterations is usually set to satisfy that

$$k \geq \left\lceil \frac{\log \epsilon/(cd(0))}{\log \rho} \right\rceil.$$  

Clearly, $d(0)$ and $\rho$ in the lower bound respectively depend on the initial network state and the network structure, both of which are unavailable to any individual node. One may argue that $d(0)$ can be obtained by using distributed maximum- and minimum-consensus algorithms. However, distributedly estimating $\rho$ is nontrivial [13] and again requires an additional local stopping rule. More importantly, the lower bound is only obtainable for fixed graphs, and there does not exist such a $\rho$ for time-varying graphs. Another idea is to use “fast” communications between the time slots $k$ and $k + 1$ to distributedly evaluate $d(k)$. Although this is possible with a finite number of communications, it certainly increases the communication overhead, and even offset the benefit of distributed algorithms.

Overall, the problem of designing effective rules to locally stop distributed algorithms in (1) largely remains open, which is the focus of this work.
where \( s_i(k) \) is embedded in node \( i \) to monitor iterations of distributed algorithms of (1). If a given performance of (1) is achieved, i.e., there exists a performance dependent function \( \mathcal{J}_i(\cdot) \) such that

\[
\mathcal{J}_i(s_i(k)) \geq 0,
\]

then node \( i \) stops updating and will no longer broadcast any information to its out-neighbors. Clearly, \( s_i(k) \) can be distributedly implemented as in (1), and synchronize with the original distributed algorithm, see Fig. 1 for an illustration of implementing a local stopping rule in node \( i \).

Fig. 1. Local stopping rule in node \( i \).

Since \( s_i(k) \) needs to be broadcast, the extra communication overhead is now decided by \( s_i(k) \). The number of bits to represent \( s_i(k) \) should be as small as possible. While to ensure fast detection, it is highly desirable to easily compute both \( Q_i(\cdot) \) and \( \mathcal{J}_i(\cdot) \). Usually, the more information we obtain from the network topology, the simpler form of these two functions are. Moreover, the stopping rule of (7) and (8) needs to be sensitive, meaning that it is able to quickly detect the attainability of the performance quality of distributed algorithms.

In the sequel, we design a local stopping rule of the form (7) and (8) for the distributed consensus algorithm in (2). The case of generic distributed algorithms will be studied in the full version of this work.

### III. Local Stopping Rules for Consensus Algorithms

#### A. Notions of \( \epsilon \)-consensus

Obviously, the consensus algorithm in (2) can be written in the following matrix form

\[
x(k+1) = Ax(k),
\]

where \( A = (a_{ij}) \in \mathbb{R}^{N \times N} \) is row stochastic. It follows from Gershgorin’s disc theorem [14] that \( A^k \rightarrow 1_N v^T \) with \( 1_N^T v = 1 \) if one is the simple eigenvalue of \( A \), which implies that \( x(k) \rightarrow 1_N v^T x(0) \), i.e., \( |x_i(k) - x_j(k)| \rightarrow 0 \) and consensus is asymptotically achieved. By [10], one is the simple eigenvalue of \( A \) if and only if \( \mathcal{G} \) associated with \( A \) contains a spanning tree. To examine the asymptotic behavior of (9), we introduce the concept of global \( \epsilon \)-consensus.

**Definition 1** (global \( \epsilon \)-consensus). Given \( \epsilon > 0 \), the state vector \( x = [x_1, \ldots, x_N] \) of the network is said to reach global \( \epsilon \)-consensus if \( |x_i - x_j| < \epsilon \) for any \( i, j \in \mathcal{V} \).

The main objective of this paper is to provide a local stopping rule of the form (7) and (8) to ensure that the global \( \epsilon \)-consensus is achieved. However, an individual node cannot directly check its attainability. Instead, by directly using states of its in-neighbors and without inducing extra communication, each node can easily check local \( \epsilon \)-consensus below.

**Definition 2** (local \( \epsilon \)-consensus). Given \( \epsilon > 0 \), if the state of node \( i \) satisfies \( \max_{j \in \mathcal{V} - i} |x_i - x_j| < \epsilon \), node \( i \) is said to achieve local \( \epsilon \)-consensus.

A striking distinction between local \( \epsilon \)-consensus and global \( \epsilon \)-consensus lies in that the latter one is attractive, meaning that once the network attains global \( \epsilon \)-consensus, it will stay in this state afterwards. To elaborate it, let \( x_u(k) = \max_i \{x_i(k)\} \), and \( x_i(k) = \min_i \{x_i(k)\} \). It follows from (2) that \( x_u(k) \geq x_i(k+1) + x_j(k+1) \geq x_i(k) \) for all \( i, j \in \mathcal{V} \). Then \( |x_u(k+1) - x_i(k+1)| \leq x_u(k) - x_i(k) = \max_{j \in \mathcal{V} - i} |x_i(k) - x_j(k)| \).

That is, once global \( \epsilon \)-consensus is achieved at time slot \( k \), it will continue to hold at next time slot.

While global \( \epsilon \)-consensus implies local \( \epsilon \)-consensus, the converse does not hold. To bridge the gap of the above two notions of \( \epsilon \)-consensus, we further introduce uniformly local \( \epsilon \)-consensus.

**Definition 3** (uniformly local \( \epsilon \)-consensus). Given \( \epsilon > 0 \), if all the nodes achieve local \( \epsilon \)-consensus, the network achieves uniform \( \epsilon \)-consensus.

Again, global \( \epsilon \)-consensus implies uniformly local \( \epsilon \)-consensus. On the other side, we obtain the following result.

**Lemma 1.** Suppose that \( \mathcal{G} \) is strongly connected. If the state of the network is uniformly local \( \epsilon \)-consensus, it is also in the state of global (\( \epsilon D \))-consensus, where \( D \) is the diameter of the network.

**Proof.** Given two arbitrary nodes \( i, j \in \mathcal{V} \), then there exists a directed path with edges \((i, i_1) \in \mathcal{E}, (i_1, i_2) \in \mathcal{E}, \ldots, (i_m, j) \in \mathcal{E} \) and \( m + 1 \leq D \). For convenience, denote \( i_0 = i \) and \( i_{m+1} = j \). Since the network is in uniformly local \( \epsilon \)-consensus, then \( |x_{i_k} - x_{i_{k+1}}| < \epsilon \) holds for \( k = 0, \ldots, m \). Therefore, \( |x_i - x_j| = |\sum_{k=0}^m (x_{i_k} - x_{i_{k+1}})| \leq \sum_{k=0}^m |x_{i_k} - x_{i_{k+1}}| < (m + 1) \epsilon \leq \epsilon D \), which indicates that the network is in (\( \epsilon D \))-consensus.

If \( \mathcal{G} \) is strongly connected, the above shows that uniformly local \( \epsilon \)-consensus is essentially equivalent to global \( \epsilon \)-consensus. Then, the remaining problem is how to locally check the attainability of uniformly local \( \epsilon \)-consensus. One may consider a straightforward idea by using a certain number of consecutively attaining local \( \epsilon \)-consensus. However, this number cannot be settled as a prior and in fact depends on the initial network state, which is illustrated in the following example.

**Example 4.** Consider a strongly connected ring network with 3 nodes. The associated weighting matrix \( A \) and initial
network state are given by

\[
A = \begin{bmatrix}
0.5 & 0.5 & 0 \\
0 & 0.999 & 0.001 \\
0.5 & 0 & 0.5
\end{bmatrix}, \quad \text{and } x(0) = \begin{bmatrix}
0 \\
0 \\
100
\end{bmatrix}.
\]

Once can readily verify that \(x(3) = [0.1, 0.1748, 12.525]^T\) and node 1 attains local 0.5-consensus at any time slot. However, either uniformly local 0.5-consensus or global 0.5-consensus is not achieved before time slot \(k \leq 3\). It is easy to observe that the attainability of uniformly local \(\epsilon\)-consensus depends on the initial state vector, and cannot be simply checked via a fixed number of consecutively attaining local \(\epsilon\)-consensus.

In the sequel, we shall make the following assumption.

**Assumption 1.** The graph \(G\) is strongly connected.

In fact, Assumption 1 is necessary. If \(G\) is not strongly connected, there exists a node \(i\) that is not reachable from node \(j\). Then, node \(i\) is unable to receive information from node \(j\), which renders node \(i\) generically unable to locally decide the stopping time.

**B. Design of Local Stopping Methods**

To resolve the above mentioned issue for uniformly local \(\epsilon\)-consensus, our idea is to adopt a minimum-consensus algorithm in the form \([1]\) so that each node can track the minimum number of consecutive attaining local \(\epsilon\)-consensus.

To this purpose, each node \(i\) uses \(y_i^\epsilon(k)\) to record the latest number of consecutively attaining local \(\epsilon\)-consensus in the time slot \(k\), i.e.,

\[
y_i^\epsilon(0) = 0,
\]

\[
y_i^\epsilon(k + 1) = \begin{cases}
y_i^\epsilon(k) + 1, & \max_{j \in \mathcal{N}_i^-} |x_i(k) - x_j(k)| \leq \epsilon, \\
0, & \text{otherwise}.
\end{cases}
\]  

Clearly, if \(y_i^\epsilon(k)\) is positive, node \(i\) attains local \(\epsilon\)-consensus at time slot \(k + 1\). If node \(i\) is further able to locally check the positiveness of \(\min_{i \in V} \{y_i^\epsilon(k)\}\), the problem is solved as \(\min_{i \in V} \{y_i^\epsilon(k)\} > 0\) implies that uniformly local \(\epsilon\)-consensus is achieved! To this end, each node may use “fast” communications between time slot \(k\) and \(k + 1\) to send one-bit data for \(D\) times to its out-neighbors, and adopts the minimum-consensus algorithm, i.e.,

\[
s_i(k, 0) = \text{sign}(y_i^\epsilon(k)), \text{ and } s_i(k, m + 1) = \min_{j \in \mathcal{N}_i^- \cup \{i\}} s_j(k, m),
\]  

where \(\text{sign}(x) = 1 \text{ if } x > 0, \text{ and zero, otherwise}\).

Specifically, node \(i\) only needs to broadcast one-bit data to its out-neighbors. If \(G\) is strongly connected, it is clear that \(s_i(k, D) = \min_{i \in V} \{s_i(k, 0)\}\). That is, the minimum-consensus is achieved after \(D\) rounds of communications. If \(s_i(k, D) > 0\), then node \(i\) stops updating \([2]\) at time slot \(k\), and reports that the network attains uniformly local \(\epsilon\)-consensus. However, this approach is not applicable to time-varying graphs. For example, if \(\mathcal{G}(k)\) is not strongly connected, the minimum consensus is not achievable by using \([11]\).

Inspired also motivated by its limitation, we introduce another variable \(z_i^\epsilon\) in node \(i\), which plays a similar role of \(s_i(k, m)\) of \([11]\). Let \(z_i^\epsilon(0) = 0\), and

\[
z_i^\epsilon(k + 1) = \min_{j \in \mathcal{N}_i^- \cup \{i\}} \{z_j^\epsilon(k), y_j^\epsilon(k)\} + 1. \tag{12}
\]

Clearly, both the auxiliary variables \(y_i^\epsilon\) in \([11]\) and \(z_i^\epsilon\) in \([12]\) can be computed in a distributed way.

**Lemma 2.** Consider the distributed algorithms given by \([11]\) and \([12]\), the following statements hold.

(a) For any \(k_1 \geq k_2 \geq 0\), then \(y_i^\epsilon(k_1) \leq y_i^\epsilon(k_2) + k_1 - k_2\) and \(z_i^\epsilon(k_1) \leq z_i^\epsilon(k_2) + k_1 - k_2\).

(b) If \((i, j) \in E\), then \(y_i^\epsilon(k) \geq z_j^\epsilon(k + 1) - 1\).

(c) The network is uniformly local \(\epsilon\)-consensus at time slot \(k\) if and only if \(y_i^\epsilon(k + 1) \geq 1\) for all \(i \in V\).

**Theorem 1.** Consider the distributed algorithms given by \([11]\) and \([12]\) under Assumption 7. If there exists \(i \in V\) such that \(z_i^\epsilon(k) \geq D + 1\), the network attains global \((\epsilon D)\)-consensus at time slot \(k\) from any initial network state.

**Proof.** For any \(j \neq i \in V\), it follows from Assumption 1 that there exists a directed path \((i, i_1), (i_1, i_2), \ldots, (i_m, j)\) from node \(j\) to \(i\) with \(m \leq D - 1\). Since \(z_i^\epsilon(k) \geq D + 1\) and \(i_1 \in \mathcal{N}_i^-\), it follows from Lemma 2(a) and (b) that \(z_i^\epsilon(k - 1) \geq D\), and \(y_i^\epsilon(k - 1) \geq D\). Similarly, it follows that \(z_i^\epsilon(k - 2) \geq D - 1\) and \(y_i^\epsilon(k - 2) \geq D - 1\). Repeat the same steps, we obtain that \(y_i^\epsilon(k - m) \geq D - m\). Note that \(m + 1 \leq D\), it follows from Lemma 2(a) that \(y_i^\epsilon(k - D) \geq y_i^\epsilon(k - m) + m - 1 + m + 1 \geq 1\). As \(j\) is arbitrary, it follows from Lemma 2(c) that the system is in uniformly local \(\epsilon\)-consensus at time \(k - D - 1\). By Lemma 1 the system has already attained global \((\epsilon D)\)-consensus at time slot \(k - D - 1\). Since the state of global \((\epsilon D)\)-consensus is attractive, it is obvious that the network attains global \((\epsilon D)\)-consensus at time slot \(k\).

If the diameter \(D\) of the network is unknown, we may replace it by using the network size \(N - 1\) and obtain the following result.

**Corollary 1.** Consider the distributed algorithms given by \([11]\) and \([12]\) under Assumption 7. If there exists \(i \in V\) such that \(z_i^\epsilon(k) \geq N\), then the network attains global \((\epsilon (N - 1))\)-consensus at time slot \(k\) from any initial network state.

Clearly, it is almost impossible for all nodes in the network to simultaneously detect the attainability of global \(\epsilon\)-consensus. In practice, once the node \(i\) locally determines the attainability of global \(\epsilon\)-consensus, it stops updating. In addition, this node will inform its out-neighbors to stop updating and there is no longer need to broadcast its state. Thus, it maximally takes an additional \(D\) time slots for other nodes to detect the attainability of global \(\epsilon\)-consensus.

Overall, the local stopping method for node \(i\) is detailed in Algorithm 1.
Under Assumption 1, there exists a minimum consensus convergence rate of consensus algorithm in (9). Since \( \tau \) is given in Lemma 3, it follows from Theorem 2 that the network certainly reaches global \( \delta \)-consensus.

Proof. Under Assumption 1, it is obvious that the network state attains the uniformly local \((\delta/D)\)-consensus, each node can locally detect it before time slot \( D + 1 \) by using Algorithm 1. In view of Lemma 1, the network certainly reaches global \( \delta \)-consensus.

Since \( x(k_0 + lh) = A^h x(k_0 + (l - 1)h) \), it follows from Lemma 3 that:

\[
d(k_0 + lh) \leq (1 - \tau(A^h)) d(k_0 + (l - 1)h) \leq (1 - \tau(A^h))^l \delta.
\]

Let \( l \) be selected such that \( (1 - \tau(A^h))^l \delta \leq \delta/D \), i.e.,

\[
l = \left\lceil \frac{\log \frac{D}{\delta}}{\log (1 - \tau(A^h))} \right\rceil,
\]

the network reaches uniformly local \((\delta/D)\)-consensus at time slot time \( k_0 + lh \).

Finally, we obtain that \( T_r \leq lh + D + 1 \), which is explicitly given by

\[
T_r \leq h\left\lceil \frac{\log D}{\log (1 - \tau(A^h))} \right\rceil + D + 1.
\]

That is, the proof is completed.

Remark 2. In (14), the first quantity in the right hand side (RHS) is applied to overcome the conservativeness between global \( \delta \)-consensus and uniformly local \( \delta/D \)-consensus. The additional \( D + 1 \) time slots are for an individual node to detect the attainability of uniformly local \( \delta/D \)-consensus.

The following example illustrates the sensitivity of the stopping method via the response time.

Example 5. Consider the consensus algorithm (9) with

\[
A = \begin{bmatrix} 0.933 & 0.067 & 0 & 0 \\ 0 & 0.722 & 0.129 & 0.149 \\ 0 & 0 & 0.633 & 0.367 \\ 0.111 & 0 & 0 & 0.889 \end{bmatrix}, \quad \text{and } x(0) = \begin{bmatrix} 10 \\ 7 \\ 4 \\ 0 \end{bmatrix}.
\]

In this example, the goal is to achieve global 0.5-consensus. The simulation result in Fig. 2 shows that the first time when stopping condition satisfies in some node is \( k = 24 \), while the global \( \epsilon \)-consensus actually arrives at \( k = 18 \). The result clearly illustrates the effectiveness of Algorithm 1, since each node stops, locally.

The response time for different levels of global consensus are listed in Table.1. Via calculation, we obtain \( h = 2 \), \( D = 3 \), and \( \tau(A^h) = 0.0594 \). It follows from Theorem 2 that \( T_r \leq 40 \). As shown in Table.1, the largest response time is 10, which is smaller than 40 and verifies the correctness of Theorem 2.
Distributed Stopping Rule for Global 0.5-consensus

$k=18$, reach global 0.5-consensus

Fig. 2. Simulation result of Example 1 as $\epsilon = 0.5$.

Table 1: Response time for different levels of global consensus

| Level of consensus | Consensus time | Stopping time | Response time |
|--------------------|----------------|---------------|---------------|
| 1.0                | 15             | 23            | 8             |
| 0.5                | 18             | 24            | 6             |
| 0.1                | 23             | 30            | 7             |
| 0.01               | 34             | 44            | 10            |
| 0.001              | 44             | 51            | 7             |

V. Conclusion

In this paper, we formally defined the local stopping problem for distributed algorithms. Focusing on the consensus algorithm, a distributed stopping method was designed for each node to locally check consensus, and its sensitivity is quantified. The method can be extended to time-varying network and is robust to communication delays, which will be presented in the journal version.
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