Multifractality of quantum wave functions in the presence of perturbations
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We present a comprehensive study of the destruction of quantum multifractality in the presence of perturbations. We study diverse representative models displaying multifractality, including a pseudointegrable system, the Anderson model and a random matrix model. We apply several types of natural perturbations which can be relevant for experimental implementations. We construct an analytical theory for certain cases, and perform extensive large-scale numerical simulations in other cases. The data are analyzed through refined methods including double scaling analysis. Our results confirm the recent conjecture that multifractality breaks down following two scenarios. In the first one, multifractality is preserved unchanged below a certain characteristic length which decreases with perturbation strength. In the second one, multifractality is affected at all scales and disappears uniformly for a strong enough perturbation. Our refined analysis shows that subtle variants of these scenarios can be present in certain cases. This study could guide experimental implementations in order to observe quantum multifractality in real systems.
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I. INTRODUCTION

Many physical systems display patterns that repeat themselves faithfully at every scale. When such systems are characterized by a single non integer dimension, they are called fractals (see e.g. [1]). More generically, multifractality corresponds to the case when different fractal dimensions are required to describe the system. Multifractality characterizes many complex classical phenomena: stock option analysis [2], turbulence [3], cloud imaging [4]. In quantum physics a seminal example where multifractality occurs is the Anderson model for the transport of an electron in a disordered crystal [5]. In the metallic phase the electron wave functions are spread uniformly inside the sample whereas in the insulator phase they are strongly localized. Exactly at the threshold of the transition wave functions show highly nontrivial fluctuations leading to anomalous transport. These fluctuations can be precisely described by a multifractal analysis, see e.g. [6] and references therein. Such types of multifractal wave functions can also be found in dynamical systems whose classical limit is neither integrable nor fully chaotic, which are dubbed pseudointegrable systems [7, 8]. Quantum multifractality in various related systems has been intensively studied on the theoretical side, from a condensed matter perspective [8, 10–19] for both one-body and many-body models and from a semiclassical point of view [20–33]. However experimental characterization of multifractality has been much more challenging, despite some indirect recent attempts in disordered conductors [34] and cold atoms [35, 39]. It is worth mentioning that a recent acoustics experiment simulating the Anderson model has allowed such a measurement [40].

As multifractality has been difficult to observe experimentally, it is crucial to assess how it is affected by perturbations. This analysis is also important from a fundamental viewpoint, since disturbances of the system may affect the wave function at different scales. Considering that multifractality is a multiscale phenomenon, this could lead to a wealth of possible behaviors. The main goal of the present paper is thus to analyze how quantum systems with multifractal properties behave under the effect of an external perturbation. We have considered three paradigmatic one-body models, one being the Power law Random Banded Matrix model (PRBM), the second one the Anderson model, and the third one being representative of pseudointegrable systems. In these systems, we have investigated several natural perturbations in order to specify the robustness of quantum multifractality. At the same time these natural perturbations could account for real experimental situations. We have recently conjectured that quantum multifractality can be in general destroyed by a perturbation following two scenarios [41]. In scenario I, there exists a characteristic length below which multifractality is unchanged; the perturbation acts only by changing the characteristic length. In scenario II, multifractality is affected at all scales and vanishes uniformly when the perturbation increases. In the present paper, we confirm these two broad scenarios by new detailed analytical and numerical results. We also introduce a double scaling analysis to describe a variant of the second scenario where a modified multifractality is observed only below a characteristic scale.

In Sect. I we introduce the models we have studied more precisely and introduce the numerical methods used to obtain our results. In Sect. II we consider a first type of perturbation natural for pseudointegrable models, namely the smoothing of singularities in the potential. In Sect. III we consider a change of parameters which moves the system away from
criticality. In the case of a specific pseudointegrable system, we are able to predict the change of multifractality through an analytical theory that we expose in detail. In Sect. VI we study the perturbation corresponding to a change of basis. Eventually we draw some conclusions in Sect. VII.

II. MODELS AND METHODS

A. Models

Many theoretical investigations on multifractals were first carried out on the example of the PRBM model [14] (see also [6, 11]). This model is defined (in the real periodic case) as the ensemble of symmetric \( N \times N \) matrices with random real coefficients, with zero mean value, and a variance given, for \( 1 \leq i, j \leq N \), by

\[
\langle H^2_{ij} \rangle = 1, \quad \langle H^4_{ij} \rangle = \left[ 1 + \left( \frac{N}{\pi b} \sin \left( \frac{\pi(i-j)}{N} \right) \right)^2 \right]^{-1}.
\]

The parameter \( b \) (effective band width) allows to tune the multifractality of the model from a regime of strong multifractality \((b \ll 1)\) to weak multifractality, where states are close to extended \((b \gg 1)\). We will use this model as a benchmark at specific places, especially since some analytical results are available [6, 11]. However, it is not related directly to physical models, and in most of the following we will concentrate on two other models of more immediate physical relevance.

The second model we consider originates from semiclassical physics [20] (see also [21]) and describes the discrete time dynamics of one quantum particle kicked in one dimension with a classical limit between integrability and chaos (pseudointegrability). This model, called the intermediate map, is defined as the quantization of an interval-exchange map on the torus. The classical map is defined by

\[
p_{n+1} = p_n + \gamma \mod 1, \quad x_{n+1} = x_n + 2p_{n+1} \mod 1.
\]

It is generated by the following Hamiltonian, defined on the phase space as

\[
H(p, x) = p^2 + V(x) \sum_n \delta(t-n),
\]

with \( V(x) = -\gamma \{x\} \), where \( \{x\} \) means the fractional part of \( x \).

For integrable systems motion in phase space is restricted to tori (surfaces of genus one), while for pseudo-integrable systems motion takes place on surfaces of higher genus. For the classical intermediate map with rational \( \gamma = a/b \), motion with initial momentum \( p_0 \) is restricted to the \( b \)-one-dimensional tori (circles) \( p = p_0 + k\gamma \) with \( 0 \leq k \leq b-1 \), thus describing a surface of genus \( b \). For irrational \( \gamma \) the motion is ergodic as in chaotic systems, although no strong chaos is present.

The corresponding quantum map is a unitary operator \( U \) on an \( N \times N \) Hilbert space. For the intermediate map it is given in the momentum basis by the \( N \times N \) unitary matrix

\[
U_{kl} = \frac{e^{-2\pi i k^2/N}}{N} \frac{1 - e^{2\pi i (k-l+i\gamma)N}}{1 - e^{2\pi i (k-l+i\gamma)N}}, \quad 0 \leq k, l \leq N-1.
\]

The dimension of the Hilbert space is related to the effective Planck constant \( h_{\text{eff}} = 2\pi/N \). We also consider a random version of the model, where \( e^{-2\pi i k^2/N} \) is replaced by \( e^{-i\phi_k} \), with \( \phi_k \) independent random variables uniformly distributed in \([0; 2\pi]\). This model allows to get better statistics, and gives similar results as the non-random model, with some specificities that we will present.

The spectral statistics of the quantum map (4) depend on the value of the parameter \( \gamma \). For irrational \( \gamma \), the spectral statistics follow the prediction for the Circular Unitary Ensemble (CUE) of random matrices characteristic of chaotic systems. For rational \( \gamma = a/b \), the spectral statistics depend on the arithmetical properties of \( b \) and are intermediate between the Poisson statistics of integrable systems and the random matrix result of chaotic systems [25, 30]. In the case where \( \gamma \) is a rational number \( \gamma = a/b \), the eigenvectors of the operator (4) in the momentum basis show multifractal properties [33]. The multifractality strength depends on \( b \), from strong multifractality (small \( b \)) to weak multifractality (large \( b \)).

The intermediate map corresponds to the quantization of a dynamical system. It is also known that multifractality can appear in the critical regime of disordered solid-state systems. To discuss this class of systems, we will consider the famous model proposed by Anderson in [3]. The \( d \)-dimensional Anderson model is defined in the basis of lattice sites as

\[
H = \sum_i \epsilon_i |i\rangle \langle i| + \sum_{(i,j)} |i\rangle \langle j|,
\]

where the random on-site energies \( \epsilon_i \) are uniformly distributed in \([-W/2, W/2]\) and \( \langle i, j \rangle \) denotes nearest neighbors. Eigenstates of this model (4) are always exponentially localized in dimension one and two. The situation is different in three dimensions. Indeed for \( d = 3 \) all eigenvectors are localized for large values of the disorder strength \( W \), but the system performs a localization-delocalization transition at a value \( W_c \approx 16.53 \) [12]. For \( W < W_c \), eigenstates in the vicinity of \( E = 0 \) are extended. At the transition point \( W = W_c \), states display multifractal properties [6].

B. Multifractal dimensions

There are several ways of defining multifractal dimensions for quantum states, which in most cases yield similar results [33]. In the present paper we will mainly use the box counting method. A system of linear size \( L \) is decomposed into boxes of size \( \ell \), and a coarse-grained measure of each box \( k \) for a wave vector \( |\psi\rangle \) is defined as \( \mu_k = \sum_{\ell \in k} |\psi_{\ell}|^2 \). We define the moments \( P_q(\ell) \) of order \( q \) as

\[
P_q(\ell) = \sum_k \mu_k^q.
\]
In the limit of vanishing ratio $\ell/L$ between the box size and the system size, the presence of multifractality is characterized by the following behavior

$$P_q(\ell) \sim \left( \frac{\ell}{L} \right)^{\tau_q}, \quad \ell/L \to 0,$$

with a nontrivial exponent $\tau_q$. The main quantity which will be used throughout this paper is the multifractal dimension $D_q = \tau_q/(q-1)$.

Another way of characterizing multifractality is to use the scaling of the moments as a function of the system size $L$. In the systems we study, this method has been shown to be equivalent to the box-counting method [33]. Here it will allow an analytical approach to be developed, which will be used in Section IV B. Nevertheless, this method can be delicate to use in certain cases, especially when looking at wave packets [42]. Another drawback is that in the systems we consider this approach makes it difficult to distinguish the physics at different scales, which is crucial in our study.

Another signature of multifractality is the behavior of correlation functions such as the 2-point correlation function

$$R_2(r) = N^2 \langle |\psi_i|^2 |\psi_{i+r}|^2 \rangle,$$

where $N = L^d$ is the Hilbert space dimension for a system of dimension $d$, and the average is taken over different eigenvectors, disorder (when present) and all indices $i$. It is related to the multifractal exponent $D_2$ [6, 43] via

$$R_2(r) \sim r^{D_2}, \quad \frac{r}{L} \to 0.$$

Alternatively, one may express multifractals properties via the singularity spectrum $f(\alpha)$, which is the Legendre transform of $\tau_q$. Moreover, for disordered systems, one distinguishes between the annealed exponents which describe the scaling of the average moments, and the typical exponents which characterize the average of the logarithm of the moments. For all the systems considered here, the two sets of exponents coincide over a relatively large range of $q$--values in the vicinity of $q = 0$ [33]. As an illustration, Fig. [1] shows an example of multifractal dimensions and singularity spectrum for the intermediate map. In what follows we will mainly concentrate on the set of annealed exponents. We also display in Fig. [1] the correlation function $R_2$ for the intermediate map, together with the slope corresponding to $D_2$, illustrating relation (9).

C. Local multifractal exponents

Multifractality is mathematically defined as a scale invariance which takes place at all scales. In a real setting however, multifractality can be valid only on a certain limited range of scales, e.g. between a lower microscopic length and an upper macroscopic length. As we will show, this is particularly relevant for perturbed systems. In order to investigate the ways in which multifractality is destroyed when a system is perturbed, one can introduce [16, 41] a local multifractal exponent, which characterizes multifractality at a given scale. It is defined as

$$\tilde{D}_q(\ell) = \frac{1}{q-1} \frac{d \ln P_q(\ell)}{d \ln \ell}.$$  

In practice as the scales $\ell$ are discrete numbers we compute the local multifractal exponent at scale $\ell$ as the slope between scale $\ell$ and the scale immediately above.

The local multifractal exponents typically show a plateau which corresponds to the global multifractal exponent defined by (7); as an example, Fig. [2] displays the local multifractal exponents for the PRBM model, together with analytical predictions from [6], and Fig. [3] displays this quantity for the in-

![Diagram](image-url)
termediate map for \( \gamma = 1/5 \) and increasing system sizes \( N = L \). The full lines correspond to \( q = 2 \) while the dashed lines correspond to \( q = 1 \). Black circles: \( N = 2^9 \); red squares: \( N = 2^{10} \); green diamonds: \( N = 2^{11} \); blue up triangles: \( N = 2^{12} \); orange left triangles: \( N = 2^{13} \); brown down triangles: \( N = 2^{14} \). Left: raw data. Right: all the box sizes are rescaled by \( \Xi = N/5 \).
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**FIG. 3:** (Color online) Local multifractal dimensions for the intermediate map for \( \gamma = 1/5 \) and increasing system sizes \( N = L \). The full lines correspond to \( q = 2 \) while the dashed lines correspond to \( q = 1 \). Black circles: \( N = 2^9 \); red squares: \( N = 2^{10} \); green diamonds: \( N = 2^{11} \); blue up triangles: \( N = 2^{12} \); orange left triangles: \( N = 2^{13} \); brown down triangles: \( N = 2^{14} \). Left: raw data. Right: all the box sizes are rescaled by \( \Xi = N/5 \).

D. Natural perturbations and scenarios

In the following Sections, several types of natural perturbations will be applied to these different models. For the intermediate map \( \Xi \), three types of perturbations naturally arise: i) the singular potential in \( \Xi \) can be smoothed; ii) the parameter \( \gamma \) which controls multifractality can be varied away from its critical values; and iii) the measurement basis can be changed. Clearly, all these perturbations can arise in a real experimental setting, such as cold atom \( [35–39] \) or photonic lattice \( [44] \) implementations. In the case of the Anderson model \( \Xi \), the natural perturbations correspond to a change of disorder strength away from criticality and a change of measurement basis.

We will develop a scaling analysis of numerical data combined with analytical approaches in order to show that the different paths to multifractality breakdown always follow one of the two scenarios presented in \( [11] \) and outlined in the introduction: scenario I corresponds to the existence of a characteristic length below which multifractality is unchanged; above this characteristic length which decreases with increasing perturbation strength, multifractality is destroyed. Scenario II corresponds to a multifractality which is affected at all scales and vanishes uniformly when the perturbation increases. We will see that there can be interesting variations depending on the interplay between characteristic lengths of the model and the perturbations.

III. SMOOTHING THE SINGULAR POTENTIAL

In this section various types of smoothing of the intermediate map are described, which aim to account more realistically for experimental constraints. Indeed, in pseudo-integrable systems, generally singularities are present and are one of the reasons for which the classical dynamics is neither integrable nor chaotic. Experimentally, discontinuities such as in the potential in \( \Xi \) have to be smoothed out. In this section we will consider several types of smooth potentials approximating the exact one in different ways. These perturbations have been thought to be relevant for an experimental implementation of the intermediate map. One could envision photonic crystal implementations \( [44] \) where time is taken as a spatial dimension and the potential is etched on a substrate whose refractive index is varied. In this context, the potential singularity will be smoothed over a certain distance which depends on the etching technique. Another possible implementation corresponds to cold atom experiments where atoms are subjected to potentials constructed from laser light standing waves \( [35–39] \). In this context, the smoothing of the potential will take place through the presence of only a fraction of the Fourier components needed to build the exact potential in \( \Xi \). Three possible ways of smoothing the potential \( V(x) \) are considered below, adapted to these two experimental possibilities. We consider both the model with random phases and the deterministic model \( \Xi \) (see section II A), more realistic for experiments.

A. Polynomial smoothing

We first consider a more realistic version of the model for photonics experiments \( [44] \). In this context, we chose to approximate the potential \( V(x) \) as

\[
V(x) = \begin{cases} 
-\gamma x, & 0 \leq x < 1 - \epsilon \\
 a_3 x^3 + a_2 x^2 + a_1 x + a_0, & 1 - \epsilon < x \leq 1 
\end{cases}
\]

(11)

where the \( a_i \) are chosen to make the potential and its first derivative continuous at \( x = 1 - \epsilon \) and \( x = 1 \). The origi-
The local multifractal exponents obey a scaling relation:

$$\tilde{D}_q(\ell) = G_q \left( \frac{\ell}{\xi(\epsilon)} \right),$$  \hspace{1cm} (12)

with $\xi(\epsilon)$ a scaling length which depends only on the perturbation strength and which is well fitted by

$$\xi(\epsilon) \propto \epsilon^{-\alpha}$$  \hspace{1cm} (13)

with $\alpha \approx 1$ (see inset of Fig. 5) and $G_q$ is a scaling function independent of $\epsilon$. This scaling behavior is valid for various values of the parameters $q$ and $N$. Indeed, it was shown in [41] to occur when $N$ is of the form $3^k$ while Fig. 5 shows that it remains also valid for $N$ of the form $3^n$. Moreover, this scaling behavior with exponent $\alpha \approx 1$ applies for different values of $q$ and $\gamma$, and also for polynomial smoothings [11] of higher order (data not shown).

Multifractality in this perturbed model can be further investigated using the 2-point correlation function $R_2(r)$ as defined in [41]. In Fig. 6 $R_2(r)$ is shown for several smoothing widths. Rescaling $r$ by the same scaling parameter $\xi(\epsilon) \propto 1/\epsilon$ leads to the collapse of all the curves, see Fig. 5 right.

A similar behavior can be observed for the model [4] with non-random phases. In Fig. 7 the local multifractal exponent $D_2(\ell)$ for the deterministic model is shown to follow the scaling law (12), in complete analogy with Fig. 5.

The noticeable difference lies in the exponent $\alpha$ of the scaling length $\xi(\epsilon)$ with respect to the smoothing width $\epsilon$, which turns out to be $\alpha = 0.67$ rather than $\approx 1$ for the random phase model. As in the case of the random model, this value of $\alpha \approx 0.67$ does not depend on $N$ or $\gamma$. Results for the 2-point correlation function are shown in Fig. 8 using the same parameters as in Fig. 6. Again the same scaling behavior is observed, with an exponent $\alpha = 0.67$ for the rescaling of $r$. The difference of the scaling exponent $\alpha$ between the random and non-random model reflect the differences of the correlations...
FIG. 6: (Color online) Two-point correlation function $R_2$ as defined in (8) for the random intermediate map smoothed by a polynomial for $N = 3^9$ and $\gamma = 1/5$. Left: raw data. Right: data after rescaling the variable $r$ by $\xi = 1/\epsilon$ following (13). The same color code as in Fig. 5 is used.

FIG. 7: (Color online) Same as Fig. 5 for the non-random intermediate map for $N = 3^9$ and $\gamma = 1/5$. Left: raw data of the local multifractal dimension $\tilde{D}_2$ for different perturbation strengths. Right: data after finite-size scaling. Inset: Variation of the scaling length $\xi$ as a function of $\epsilon$; solid line is the fit corresponding to $13$ with $\alpha = 0.67$, different from the result in Fig. 5. The same color code as in Fig. 5 is used.

FIG. 8: (Color online) Same as Fig. 6 for the non-random intermediate map for $N = 3^9$ and $\gamma = 1/5$. Left: 2-point correlation function as defined in (8). Right: the variable $r$ is rescaled by $\xi(\epsilon) = \epsilon^{-0.67}$, different from the scaling used in Fig. 6. The same color code as in Fig. 5 is used.

trolled with a very high accuracy. One could think that each Fourier component of a periodic potential can then be simulated by one laser so that any potential could be reproduced. The limitation is that it is practically impossible to use a large number of lasers so that only potentials with a small number of non zero Fourier components can be modeled. The potential of the intermediate map is acting on the torus so it can be expanded as a discrete Fourier series. In this section we will investigate how the eigenvector statistics changes when the Fourier expansion of the potential is truncated to $N_f$ terms.

For $N_f = N$ the linear form is recovered. A plot of the potential for different values of $N_f$ is shown in Fig. 9. Contrary to the preceding case, the modification of the potential is not local anymore. In particular, even for large values of $\gamma$. The data discussed in this section show that this kind of smoothing leads to the appearance of a characteristic length below which multifractality is unchanged, indicating that in this case multifractal breakdown occurs following scenario I of Subsection II D.

B. Fourier series smoothing

In a cold atom experiment the potential experienced by the atoms can be created with standing waves of laser light. In these setups the frequencies and the amplitude can be controlled with a very high accuracy. One could think that each Fourier component of a periodic potential can then be simulated by one laser so that any potential could be reproduced. The limitation is that it is practically impossible to use a large number of lasers so that only potentials with a small number of non zero Fourier components can be modeled. The potential of the intermediate map is acting on the torus so it can be expanded as a discrete Fourier series. In this section we will investigate how the eigenvector statistics changes when the Fourier expansion of the potential is truncated to $N_f$ terms.

For $N_f = N$ the linear form is recovered. A plot of the potential for different values of $N_f$ is shown in Fig. 9. Contrary to the preceding case, the modification of the potential is not local anymore. In particular, even for large values of $\gamma$.

FIG. 9: (Color online) Potential of the intermediate map obtained by truncation of Fourier series for $\gamma = 1/5$ and $N = 3^9 = 6561$ for different $N_f$. Black full line: $N_f = N = 6561$; red squares: $N_f = 6559$; green diamonds: $N_f = 6557$; blue up triangles: $N_f = 6555$; orange left triangles: $N_f = 6001$. Inset is a blow up of the same data.
$N_f$ oscillations remain visible far from the discontinuity, see the inset in Fig. [9][11] In this case our investigation shows that even for $N_f$ close to $N$, when almost all the Fourier components are kept, multifractality is completely destroyed. This indicates that this kind of perturbation is always large, and cannot be made arbitrarily small due to the discreteness of the Fourier series. This is illustrated by considering the 2-point correlation function in Fig. [10][12] contrary to Fig. [6] we do not observe a systematic dependence on the perturbation strength, even for $N_f$ close to $N$. Our results therefore show that a naive truncation of the Fourier series is not a good approach to experimentally observe multifractality in such systems.

C. Trigonometric smoothing

In view of the results of the preceding subsection, one may try to search for better approximation schemes using a modified Fourier expansion. Indeed, a more efficient way to approximate the potential for cold atom experiments can be devised by fixing a prescribed number $N_d$ of derivatives at one point in order to force the potential to be approximately linear around that point. Such a potential can be chosen as a trigonometric sum:

$$V(x) = \sum_{l=0}^{K} a_l \sin(\pi l x). \quad (14)$$

We took $K = 3N_d$ and the $a_l$ are fixed by the $N_d$ equations

$$V'(0.5) = -\gamma, \quad V''(0.5) = 0, \ldots, \quad V^{(N_d)}(0.5) = 0. \quad (15)$$

The resulting potential for several values of $N_d$ is shown in Fig. [11][12] Compared with the simple truncation of the Fourier series, the potential change now occurs only in a limited region of space, which gets smaller and smaller as $N_d$ increases.

We found that a scaling analysis similar to the one in Subsection [II A] is possible in this case. As an example, the two-point correlation function for different $N_d$ is displayed in Fig. [12]. The scaling relation follows the formula

$$R_2(r) = \mathcal{R} \left( \frac{r}{\xi(\epsilon)} \right), \quad \xi(\epsilon) \propto \frac{1}{\epsilon}, \quad (16)$$

where $\epsilon = 1/N_d$ and $\mathcal{R}$ is a scaling function independent of $N_d$. This is similar to what is described in Fig. [9].

This way of expanding the potential as a trigonometric series is thus more efficient in order to keep the multifractality of the system, and the disappearance of scale invariance corresponds to scenario I (see Subsection [II D]).
IV. MOVING A PARAMETER AWAY FROM CRITICALITY

In all the models considered, multifractality is predicted only for certain critical values of a parameter. In this Section, we investigate the robustness of multifractal properties when this parameter is moved away from criticality.

A. Change of $W$ in the Anderson model

In the case of the 3D Anderson model, multifractality appears at the metal-insulator transition which corresponds to a specific disorder strength $W_c \approx 16.53$ \cite{12}. A natural choice of perturbation is therefore to change the disorder strength slightly below or above the critical value $W_c$. In this case, it is known that the eigenstates are either localized or delocalized with a characteristic length $\xi$. In the insulating phase $\xi$ corresponds to the localization length, while in the metallic phase it corresponds to the correlation length. Below this characteristic length, the wave functions are multifractal with the same critical multifractal spectrum, and they form a “multifractal insulator” or a “multifractal metal” \cite{45}. This is a consequence of a one-parameter scaling law that governs the multifractal spectrum in the vicinity of the transition \cite{12}. This type of perturbation therefore follows scenario I of quantum multifractality breakdown: quantum multifractality survives unchanged below a certain characteristic length related to the distance to the critical point.

B. Change of $\gamma$ in the intermediate map

1. Numerical results

The behavior of the intermediate map is richer, in the sense that there is in principle an infinite number of critical values of the parameter, i.e. values for which multifractality arises. Indeed, in the intermediate map \cite{4}, multifractality is predicted to appear for rational values of the parameter $\gamma$ (see Section \cite{11}). Multifractality manifests itself all the more strongly when the denominator of $\gamma$ is small, that is, for $\gamma = 1/2, 1/3$ or $1/5$ for instance \cite{31}. In close vicinity of these rationals, one should observe delocalized eigenstates. However, since this difference in behavior only arises in the limit of infinite size, we can expect at finite size $N$ a persistence of multifractal properties if one varies the parameter in some vicinity of these low-denominator rationals. This is illustrated in Fig. 13 where $D_\gamma$ is computed for a fixed vector size $N$ as a function of the parameter $\gamma$ in the vicinity of two rationals, $1/2$ and $1/5$, up to a distance of the order $1/N$ from these rationals. Clearly the curve $D_\gamma(\gamma)$ is not singular at all rationals, but rather smoothed out. An advantage of this model is that it is amenable to analytical treatment via perturbation theory, which allows us to get a clear picture of how parameter changes may affect multifractality. This approach will be carried out in the next subsection.

![Fig. 13](image.png)

FIG. 13: (Color online) Variation of the multifractal dimensions $D_{+1}(\gamma)$ for the intermediate map \cite{4} with random phases and $N = 2^{12}$ in the vicinity of the rational values $\gamma = 1/2$ (top) and $\gamma = 1/5$ (bottom). The red solid line below 1 corresponds to $D_1(\gamma)$, the blue one above 1 to $D_{-1}(\gamma)$. Black dash-dotted parabolas correspond to the theoretical expression Eq. (43) with $\kappa = 1$ and 2 for $\gamma = 1/2$ and $\kappa = 0$ and 1 for $\gamma = 1/5$. Inset: zoom on the right part of the top plot, corresponding to $\kappa = 2$.

A crucial property of this type of perturbation, as our numerical results show, is that multifractal properties for different values of $\gamma$ do not depend on any characteristic length. This can be shown by investigating the 2-point correlation function \cite{8} for this model. Results displayed in Fig. 14 (top) show that $R_2$ behaves as a power law as in Eq. (9) over a broad range of scales and yields a well-defined multifractal dimension $D_2$ which increases toward the ergodic value $D_2 = 1$ when the parameter is tuned away from criticality. The fact that multifractal dimensions change smoothly and uniformly at all scales is a footprint of scenario II. To confirm this effect we have also computed higher order correlation functions, which are known to involve other multifractal dimensions \cite{6}. An example is shown in Fig. 14 (bottom), showing that indeed other multifractal dimensions follow scenario II.
as the ensemble of $N \times N$ unitary matrices of the form

$$U_{mn} = \frac{e^{i\phi_m}}{N} \frac{1 - e^{2\pi i g}}{1 - e^{2\pi i (m - n + g)/N}}, \quad (17)$$

with $\phi_m$ independent random phases uniformly distributed between 0 and $2\pi$, and $g$ some fixed parameter [42].

The perturbation expansion for multifractal dimensions of the Ruijsenaars-Schneider model was obtained in [32] in the weak multifractality limit where $g$ is close to a nonzero integer. The intermediate map at parameter value $\gamma = 1/b + a/N$ coincides with the Ruijsenaars map with parameter $g = N\gamma = N/b + a$. Let $r$ be the remainder of $N$ modulo $b$. The weak multifractality limit for (17) is obtained when $N/b + a$ is close to a nonzero integer, that is, when $a = k - r/b + \epsilon$, with $k$ an integer and $\epsilon$ a small real number. For such a value of $a$, the intermediate map corresponds to the map (17) with parameter $g = k + \epsilon$, where $k = (N - r)/b + k$ is an integer. Thus we expect multifractal dimensions for the intermediate map to be given by a perturbation expansion in $\epsilon$ similar as in [32], but in the vicinity of an integer $\tilde{k}$ which depends on $N$. For simplicity, we will consider the case where $\text{gcd}(\tilde{k}, N) = 1$. We can then define $\tilde{k}^{-1}$ as the inverse of $\tilde{k}$ modulo $N$.

Multifractal dimensions can be obtained from the asymptotic behavior of

$$\sum_n |\Psi_n(\alpha)|^{2q} \sim N^{-D_q(q-1)} \quad (18)$$

at large $N$. Here $\Psi_n(\alpha)$ is the $n$th component of the $\alpha$th eigenvector of the system (17) of size $N$. In the unperturbed case where states are extended, the multifractal dimensions are $D_q^{(0)} = 1$ for all $q$. The perturbative approach allows to express eigenvectors of (17) at first order in $\epsilon$, and thus the moments of the wavefunction. At $\epsilon > 0$, fractal dimensions are given by $D_q = 1 - \frac{q}{2} d_q$, with $d_q$ some small number (the factor $\frac{1}{2}$ is put here for convenience). From (15) one then obtains

$$\sum_n |\Psi_n(\alpha)|^{2q} \sim N^{-1-qd_q/2(q-1)} \quad (19)$$

The first-order correction to the multifractal dimension is thus given by the logarithmic behavior of the perturbative correction of the moments. We first find a closed expression for the first-order correction of the wavefunction moments averaged over the whole spectrum and over disorder configurations (Eqs. (28) and (47)), and then extract the dominant logarithmic contribution in the limit $N \to \infty$ (Eq. (42)), which gives us the correction $d_q$ sought for.

Eventually, the calculations detailed in the next paragraph provide an analytical confirmation that a change of $\gamma$ in the intermediate map leads to a multifractality breakdown following scenario II.
3. Perturbation expansion

Let us consider a perturbation expansion of (24) around \( \tilde{k} \), setting \( g = \tilde{k} + \epsilon \). Let \( M_{mn} = U_{mn} e^{-i\epsilon(1/N)} \); this rescales \( U_{mn} \) by a trivial factor, and

\[
M_{mn} = \delta_{m-n+\tilde{k}} \frac{e^{i\Phi_m}}{N} \frac{\sin \pi \epsilon}{\sin(\pi \epsilon/N)} + (1 - \delta_{m-n+\tilde{k}}) \frac{1 - e^{2i\pi \epsilon}}{1 - e^{2i\pi(m-n+\tilde{k} + \epsilon)/N}} \tag{20}
\]

is then such that both terms have a definite limit when \( \epsilon \to 0 \).

First-order expansion of \( M_{mn} \) reads

\[
M_{mn} \simeq e^{i\Phi_m} \delta_{m-n+\tilde{k}} - \frac{2i\pi \epsilon}{N} e^{i\Phi_m} \frac{1 - \delta_{m-n+\tilde{k}}}{1 - e^{2i\pi(m-n+\tilde{k} + \epsilon)/N}}. \tag{21}
\]

We denote eigenfunctions and eigenvalues of \( M_{mn} \) respectively by \( \Psi_n(\alpha) \) and \( \lambda_\alpha \). Unperturbed eigenstates, that is, eigenvectors of \( e^{i\Phi_m} \delta_{m-n+\tilde{k}} \), are given by

\[
\Psi_n^{(0)}(\alpha) = \frac{1}{\sqrt{N}} \delta_{n-1, n}(\alpha), \quad S_n(\alpha) = \frac{2\pi}{N} n \alpha + n \tilde{\Phi} - \sum_{j=0}^{n-1} \Phi_{\tilde{k}j} \tag{22}
\]

with eigenvalues

\[
\lambda^{(0)} = e^{i\tilde{\Phi} + \frac{2\pi}{N} \alpha}, \tag{23}
\]

where \( \tilde{\Phi} = \frac{1}{N} \sum_{j=0}^{N-1} \Phi_j \). Standard first-order perturbation expansion of eigenvectors gives

\[
\Psi_n(\alpha) = \Psi_n^{(0)}(\alpha) + \sum_{\beta} C_{\alpha\beta} \Psi_n^{(0)}(\beta), \tag{24}
\]

with

\[
C_{\alpha\beta} = \sum_{mn} \Psi_m^{(0)*}(\beta) M_{mn}^{(1)} \Psi_n^{(0)}(\alpha) / (\lambda^{(0)}_\alpha - \lambda^{(0)}_\beta) \tag{25}
\]

and \( M_{mn}^{(1)} \) the order-\( \epsilon \) (off-diagonal) term in (21). Replacing \( \Psi_n^{(0)} \) by its explicit value \( \Psi_n \) in Eq. (24) we get

\[
|\Psi_n(\alpha)|^2 = \frac{1}{N} \left(1 + Q_n(\alpha) + Q^*_n(\alpha) + Q_n(\alpha)Q^*_n(\alpha)\right) \tag{26}
\]

with

\[
Q_n(\alpha) = \sum_{\beta} e^{2i\pi \beta n/N} C_{\alpha \beta + \alpha}. \tag{27}
\]

Taking \( (26) \) to the power \( q \) and summing over \( n \) we get, up to order \( \epsilon^2 \),

\[
\sum_n |\Psi_n(\alpha)|^{2q} = \frac{1}{N^{q-1}} + \frac{q(q-1)}{2N^q} \sum_n (Q_n(\alpha) + Q^*_n(\alpha))^2, \tag{28}
\]

where terms linear in \( q \) sum up to zero because of the normalization of \( \Psi \). Identifying \( (28) \) and \( (19) \), we get

\[
\frac{1}{N} \sum_n (Q_n(\alpha) + Q^*_n(\alpha))^2 \simeq d_q \ln N, \tag{29}
\]

so that the correction to the unperturbed multifractal dimension is indeed given by the logarithmic asymptotic behavior of the sum in \( (29) \).

4. Model with random phases

From the definition \( (27) \) of \( Q_n \) we have

\[
\frac{1}{N} \sum_n Q_n(\alpha)^2 = \sum_{\beta} C_{\alpha\alpha + \beta} C_{\alpha\alpha - \beta}, \tag{30}
\]

and

\[
\frac{1}{N} \sum_n Q_n(\alpha)Q^*_n(\alpha) = \sum_{\beta} C_{\alpha\alpha + \beta} C_{\alpha\alpha - \beta}^*. \tag{31}
\]

We are interested in quantities averaged over all eigenvectors and random phases: we thus have to perform a sum over \( \alpha \) and an integral over the \( \Phi_j \). From Eqs. \( (21) - (25) \), the explicit expression of \( C_{\alpha\beta + \alpha} \) is

\[
C_{\alpha\beta + \alpha} = \frac{i}{2N} \sum_{rs} \frac{t_{(r-s+1)^2}}{\sin \pi \epsilon/n} \exp \left[i(r-s-1)(\frac{2\pi \alpha}{N} + \tilde{\Phi})\right] \times \exp \left[-\frac{2\pi}{N}(s + \frac{1}{2}) \tilde{\beta} - i \sum_{j=0}^{r-1} \Phi_{\tilde{k}j} + i \sum_{j=0}^{s} \Phi_{\tilde{k}j}\right] \tag{32}
\]

(we have changed the summation from \( m, n \) to \( r, s \) with \( r = \tilde{k}^{-1}n \) and \( s = \tilde{k}^{-1}m \)), and

\[
t_x = \frac{\pi \epsilon}{N} \frac{e^{-i\pi x/N}}{\sin \pi x/N} \quad \text{if } x \neq 0, \quad 0 \text{ otherwise.} \tag{33}
\]

Similarly \( C_{\alpha\alpha - \beta} \) can be expressed by a sum over indices \( r' \) and \( s' \). The quantity \( C_{\alpha\beta + \alpha} C_{\alpha\alpha - \beta} \) depends on \( \alpha \) through a factor \( \exp[i(r-s+1+r'-s'-1)(\frac{2\pi \alpha}{N} + \tilde{\Phi})] \). Upon averaging over \( \alpha \), one thus gets a coefficient \( \delta_{r-s+r'-s'-2} \) which kills the terms \( \tilde{\Phi} \). The averaging of \( C_{\alpha\beta + \beta} C_{\alpha\alpha - \beta} \) over random angles then contains a coefficient

\[
\left\langle \exp \left[-i \sum_{j=0}^{r-1} \Phi_{\tilde{k}j} + i \sum_{j=0}^{s} \Phi_{\tilde{k}j} - i \sum_{j=0}^{r'-1} \Phi_{\tilde{k}j} + i \sum_{j=0}^{s'} \Phi_{\tilde{k}j}\right] \right\rangle. \tag{34}
\]

Since \( r-s+r'-s'-2 = 0 \), and \( t_0 = 0 \) (so that contributions with \( r = s+1 \) or \( r' = s'+1 \) vanish), the average \( (34) \) can only be nonzero when \( s = r'-1 \) and \( s' = r-1 \). This yields

\[
\left\langle C_{\alpha\beta + \beta} C_{\alpha\alpha - \beta} \right\rangle_{\alpha, \beta} \simeq \frac{1}{4N^2} \sum_{rs} \frac{t_{(s-r+1)^2}}{\sin^2 \pi \epsilon/N} e^{-\frac{2\pi}{N}(s-r+1)\tilde{\beta}}. \tag{35}
\]
Changing variables \( s - r + 1 = x \) and summing over \( \beta \), we get from (30) and (35)

\[
\left\langle \frac{1}{N} \sum_n Q_n(\alpha)^2 \right\rangle_{\alpha, \Phi} = -\frac{\pi^2 c^2}{4N^3} \sum_{x, \beta} \frac{1}{\sin^2 \left( \frac{\pi x}{N} \right)} \frac{e^{-2\pi x/N}}{\sin^2 \left( \frac{\pi x}{N} + \frac{\pi \beta}{N} \right)}.
\]

(36)

In a similar way, averaging \( C_{\alpha, \alpha + \beta} C_{\alpha, \alpha + \beta}^* \) over \( \alpha \) yields a coefficient \( \delta_{r-s-r'+s'} \), and the average over \( \Phi_j \) then yields the condition \( r = r' \) and \( s = s' \). An expression equivalent to (36) can be found, which, summed together with Eq. (36), yields

\[
\left\langle \frac{1}{N} \sum_n (Q_n(\alpha) + Q_n^*(\alpha))^2 \right\rangle_{\alpha, \Phi} = \frac{\pi^2 c^2}{N^3} \sum_x \frac{x(N-x)}{\sin^2(\pi \kappa x/N)},
\]

(37)

where we have performed the sum over \( \beta \) by using the identity

\[
\sum_{\beta=1}^{N-1} \frac{\sin^2(\pi \beta x/N)}{\sin^2(\pi \beta/N)} = x(N-x).
\]

(38)

From (29) we know that the lowest-order contribution to the multifractal exponent is given by the logarithmic behavior of the sum (47) for large \( N \). Recall that \( \kappa = (N-r)/b + \kappa \) with \( \kappa \) fixed. The sum in (47) can be split into \( b \) subsums, as

\[
\frac{\pi^2 c^2}{N^3} \sum_{c=0}^{b-1} \sum_{x=0}^{[N/b]-1} \frac{(bx+c)(N-bx-c)}{\sin^2 \left( \pi \left( \frac{x}{N} + \frac{(bx+c)}{N} \right) \right)}
\]

(39)

(we obviously omit the case \( c = x = 0 \) in the above sum). The logarithmic contribution to (29) originates from regions where the divergence of the \( \sin^2 \) in the denominator is compensated by a linearly vanishing numerator. This corresponds to the two regions \( bx+c \approx 0 \) and \( bx+c \approx N \) (in all other cases, either the summand is \( \sim 1/x^2 \) and converges, or it gives non-logarithmic divergences which should be compensated by higher-order terms in the perturbation expansion if we assume that the behavior (29) holds). The first region comes from the sum with \( c = 0 \) in (39), the second one from the sum with \( c = r \).

The sum for \( c = 0 \) in (39) can be rewritten as the sum of two terms, namely

\[
\frac{\pi^2 c^2}{N^3} \sum_{x=1}^{[N/b]-1} \frac{bx(N-bx)}{\sin^2 \left( \pi \left( \frac{x}{N} + \frac{(bx+c)}{N} \right) \right)} - \frac{bN^3}{\sin^2 \pi x} \left( \frac{(xb-r)(bx+c)}{N} \right)
\]

(40)

which is a Riemann sum converging to an integral with a finite value, and

\[
\frac{b c^2}{(kb-r)^2} \sum_{x=1}^{[N/b]-1} \frac{1}{x} \approx \frac{b c^2}{(kb-r)^2} \ln N
\]

(41)

which is responsible for the logarithmic divergence. After a change of variables \( x \rightarrow (N-r)/b - x \), the sum for \( c = r \) in (39) can be shown to yield exactly the same contribution as \( c = 0 \). Summing both contributions, one gets

\[
\left\langle \frac{1}{N} \sum_n (Q_n(\alpha) + Q_n^*(\alpha))^2 \right\rangle_{\alpha, \Phi} \approx \frac{2 b c^2}{(kb-r)^2} \ln N
\]

(42)

which, by identification with (29), gives \( d_q \) and thus \( D_q \). Since \( \gamma = 1/b + (\kappa - r/b + \epsilon)/N \), one finally gets

\[
D_q \approx 1 - \frac{q}{b} \left( 1 - \frac{N \gamma b - 1}{kb-r} \right)^2.
\]

(43)

The first maxima of \( D_q \) around \( \gamma = 1/b \) correspond to \( \kappa = 0, \pm 1, \pm 2 \). The dependence in \( N \) in Eq. (43) indicates that this fractal dimension \( D_q \) gives the behavior of wavefunctions of size \( N \) when the parameter \( \gamma \) is considered at a scale \( 1/N \) around the rational \( 1/b \).

The theory can be compared with the numerical results; Fig. 13 shows that indeed it describes correctly the vicinity of rational points for finite \( N \) for positive or negative \( q \).

5. The case of deterministic phases

It is instructive to also analyze the fractal dimensions in the case where random phases are replaced by the phases \( \Phi_k = 2\pi k^2/N \) of the deterministic intermediate model. Numerically, this model yields results which are close but slightly different from those of the model with random phases. While the difference is tiny for most values of the denominator \( b \) of the parameter, the most significant discrepancy occurs in the case \( \gamma = 1/2 \). For instance, as illustrated in Fig. 15 when \( \gamma \) is equal to \( 1/2 \) and \( N \) is a power of \( 2 \), the value of \( 1 - D_1 \) for deterministic phases is twice the value for random phases given by Eq. (43). The method used above can in fact be adapted to explain these discrepancies. In this subsection we will show this for \( \gamma = 1/2 \) and \( N = 2^n \). Other cases can be treated by a similar approach.

To obtain the result for the deterministic model, the main change in the perturbative calculation of \( D_q \) comes from Eq. (34), where the average over random phases is replaced

![Fig. 15: (Color online) Multifractal dimensions \( D_1(\gamma) \) for the intermediate map with random phases (blue solid line) and deterministic phases (red dashed line) in the vicinity of \( \gamma = 1/2 \) for \( N = 2^2 \). Black dash-dotted parabolas correspond to the theoretical expression Eq. (43) for \( \kappa = 1/2 \) while black dotted parabolas correspond to Eq. (44) with an additional prefactor \( 2 \) in front of \( q \).](image)
by a constant term \( \xi _{rs} \xi _{r' s'} \), with
\[
\xi _{rs} = \exp \left[ \frac{2i\pi \kappa}{N} \left( - \sum_{k=0}^{r-1} k^2 + \sum_{k=0}^{s} k^2 \right) \right]. \tag{44}
\]
Performing the same steps as previously, one can show that
\[
\left\langle \frac{1}{N} \sum_{n} (Q_n (\alpha) + Q_n^* (\alpha))^2 \right\rangle _{\alpha} = \frac{\pi \kappa^2}{N^3} \sum_{x} f_N (x), \tag{45}
\]
where the numerator \( x (N - x) \) of Eq. (37) is now replaced by a function
\[
f_N (x) = \frac{1}{2N} \sum_{rr' ss'} \sigma (s' - s) \delta _{r - s - 1 - x} \times \text{Re} \left[ \xi _{r,s} \left( - \xi _{r',s'} \delta _{r' - s' - 1 + x} + \xi _{r',s'}^* \delta _{r' - s' - 1 - x} \right) \right],
\]
with \( \sigma \) an \( N \)-periodic function defined for \( 0 \leq v \leq N - 1 \) by
\[
\sigma (v) \equiv \sum_{\beta} \frac{e^{2\pi iv\beta}}{\sin^2 (\pi \beta / N)} = \frac{N^2 - 1}{3} - 2v (N - v). \tag{47}
\]
As before, the logarithmic behavior of (45) is expected to come from places where \( \sin^2 (\pi \kappa x / N) \) becomes close to zero while the numerator approaches zero linearly. Previously, when the numerator was given by \( x (N - x) \), this only occurred for \( x \approx 0 \) and \( x \approx N \). Here the function \( f_N (x) \) still has a linear behavior in the vicinity of \( x \approx 0 \) but it is much more oscillating for larger \( x \). For illustration, we plot an example of \( f_N (x) \) in Fig. 16 (left panel) for \( N = 2^n \); we concentrate on indices \( x \in [0, N/2] \) since by symmetry the other half yields the same contribution. The only linear contribution would seem to come from \( x \approx 0 \). However, let us consider the case \( N = 2^n \) and \( \gamma = 1/2 \). If we rearrange the labels \( x \) by setting \( x = 2^{n-q} (2y + 1) \) with \( q = 1, 2, \ldots, n \) and \( y = 0, 1, \ldots, 2^{q-2} \), we obtain the right panel in Fig. 16. We see that the linear behavior of \( f_N (x) \) does not occur only for \( x \approx 0 \), but also for all families \( x = 2^{n-q} (2y + 1) \) when \( y \approx 0 \). Namely, for all \( q \) and \( y \) small we observe numerically that
\[
f_N (x) \approx x (N - x) = 2^{2(n-q)} (2y + 1) (2^q - 2y - 1). \tag{48}
\]
For \( \kappa = N/2 + 1 \) and even \( x \), i.e. families \( x = 2^{n-q} (2y + 1) \) with \( 1 \leq q \leq n - 1 \), we have
\[
\sin^2 \left( \frac{2\pi \kappa x}{N} \right) = \sin^2 \left[ \pi \left( \frac{1}{2} + \frac{1}{N} \right) x \right] = \sin^2 \frac{\pi (2y + 1)}{2^q}, \tag{49}
\]
so that (48) will partly compensate (49), and thus for small \( y \) each \( q \)-family with \( q \neq n \) will yield a logarithmic contribution to (43). As before, odd \( x \) do not contribute, since for \( x = 2^q y + 1 \) (the family \( q = n \)) we get
\[
\sin^2 \left( \frac{2\pi \kappa x}{N} \right) = \cos^2 \frac{\pi x}{N} = \cos^2 \frac{\pi (2y + 1)}{2^n}, \tag{50}
\]
so that vanishing of (50) does not correspond to a vanishing of (48). Using (48) and (49), the contribution to (43) of a \( q \)-family \( x = 2^{n-q} (2y + 1) \) with \( 1 \leq q \leq n - 1 \) for small \( y \) reads
\[
\frac{\pi \kappa^2}{N^3} \sum_{y} \frac{2^{2(n-q)} (2y + 1) (2^q - 2y - 1)}{\sin^2 \frac{\pi (2y + 1)}{2^q}} \approx \frac{\epsilon^2}{N} 2^n \sum_{y} \frac{1}{2y + 1}. \tag{51}
\]
Then for large \( q \)
\[
\sum_{y=0}^{2^{q-2}} \frac{1}{2y + 1} = \frac{2^{q-1} + 1}{y} - \frac{1}{2y} \approx \frac{1}{2} \ln 2^q, \tag{52}
\]
and the sum over all contributions (51) gives
\[
\frac{\epsilon^2}{2N} \sum_{q=1}^{n-1} 2^q \ln 2^q \sim \frac{\epsilon^2}{2} \ln N. \tag{53}
\]
So far we considered only the region \( x < N/2 \). The region \( x \in [N/2, N] \) contributes in the same way, so that the total contribution from the oscillating part of \( f_N (x) \) is twice the result (53), that is, \( \epsilon^2 \ln N \). To this contribution one must add the contribution from the linear part of \( f_N (x) \), corresponding to \( x \approx 0 \) (and \( x \approx N \)), see Fig. 16 left; the calculation is the same as for random phases and thus yields the contribution given by Eq. (42). For \( b = 2 \) and \( \kappa = 1 \) this term is equal to \( \epsilon^2 \ln N \). The total of all contributions for deterministic phases is thus \( 2 \epsilon^2 \ln N \), i.e. twice the total for random phases. Figure 15 illustrates this factor 2 between random and deterministic phases.

V. CHANGE OF MEASUREMENT BASIS

An intriguing characteristics of multifractal properties is their dependence on the basis choice. Indeed, it is known
for the intermediate map [20] that multifractal properties for rational $\gamma$, which are visible in the momentum basis, disappear in the position basis. It is all the more surprising that a recent conjecture [23] proposes to link the spectral statistics (independent of the basis) to the multifractal spectrum (a priori basis dependent). Apart from its fundamental interest, this question is also important for experimental implementations. Indeed, it is not always evident to choose the measurement basis at will in an experiment, and it is thus interesting to assess how multifractality is modified when different observables are used. The main idea of this section is thus to identify how the multifractal spectrum varies when the basis is changed.

The results of our analysis have shown that in this case the multifractality breakdown follows the broad picture of scenario II where the multifractality at small scales is uniformly destroyed. However, we have found that this broad picture admits several variants depending on the presence or absence of a characteristic length in the model itself or in the perturbation. In the absence of a perturbation, both the PRBM and the Anderson models have no characteristic length, while the intermediate map exhibits such a length (see Section II). When no characteristic length is present in the unperturbed model, like for the Anderson model, we were able to construct two kinds of perturbations, which themselves may or may not exhibit an intrinsic characteristic length.

In the following, we first discuss in Subsection V.A the PRBM model and the Anderson model in the case where the perturbation does not introduce a characteristic length, showing that in this case the results correspond to scenario II. However, in Subsection V.B we consider the intermediate map and the Anderson model when the perturbation has a characteristic length. In both cases, we show through a two-parameter scaling analysis the presence of a perturbation-dependent characteristic length, below which the multifractality is uniformly destroyed (following scenario II). However, as we shall see, the behavior is different above the characteristic scale.

A. Absence of a characteristic length

1. PRBM model

We first consider the PRBM model defined by (1). We construct a generic change of basis through a smooth deformation of the identity. The unitary matrix defining the basis change is chosen to be

$$U(\epsilon) = e^{i\epsilon M}$$

(54)

where $\epsilon$ is the deformation parameter and $M$ an element of the Gaussian Orthogonal Ensemble (GOE) of random matrices. A matrix $H$ of the PRBM in the new basis becomes $H'$ given by:

$$H' = U(\epsilon) H U(\epsilon)^{-1}.$$  

(55)

In order to get generic results, we average over a sample of matrices $M$ from GOE.

Fig. 17 displays the curves $\tilde{D}_1(\ell)$ of the eigenvectors for different $\epsilon$, showing that an appropriate vertical rescaling enables to collapse them (as opposed to the previous horizontal rescaling performed in Section III). The rescaling here just affects the height of the plateau and not the scale at which it appears, clearly indicating that scenario II is followed: the multifractality disappears uniformly when the perturbation is increased. As Fig. 2 shows at $\epsilon = 0$, multifractal dimensions are given by the plateau appearing at intermediate scales, and therefore the rescaling should be made on these ranges of scales. The scaling parameter $D_1(\epsilon)$ (corresponding to the mean value of the plateau) is displayed in Fig. 18, showing that the multifractal dimension smoothly goes to the ergodic value for large $\epsilon$. It was checked (data not shown) that the same scenario also applies for different values of $q$.

2. Anderson model

Here, we investigate a change of basis for the Anderson model. We consider the effects on the multifractal spectrum of a rotation $U$ of the critical states of the Anderson model. A perturbation of the form (54) would require to calculate the exponential of a full matrix $M$ of size $L^3$ for a 3D system up to $L = 120$. We will use instead the unitary evolution operator associated with the so-called quasiperiodic kicked rotor [47]:

$$H_{KR} = \frac{p^2}{2} + K(t) \cos x \sum_n \delta(t - n),$$  

(56)

with $K(t) = K[1 + \eta \cos(\omega_2 t) \cos(\omega_3 t)]$ a quasiperiodic kicking amplitude with two frequencies $\omega_2 = 2\pi/5$ and $\omega_3 = 2\pi/3$. The main idea of this section is thus to identify how the multifractal spectrum varies when the basis is changed.

FIG. 17: (Color online) Scaling analysis of the local multifractal dimension $D_1$ for the PRBM model (1) for $N = 8192$ and $b = 1$ for different change of basis (55). Left: raw data. Right: data after vertical rescaling of $D_1$ by a factor $D_1(\epsilon)$. Each curve corresponds to a different value of the parameter $\epsilon$ in (54). It is chosen to be of the form $\epsilon = 10^{2\nu^{-1}}$; black circles: $n = 1$; red squares: $n = 3$; green diamonds: $n = 5$; blue up triangles: $n = 7$; yellow left triangles: $n = 9$; brown down triangles: $n = 11$; gray right triangles: $n = 13$; purple pluses: $n = 15$; cyan crosses: $n = 17$; magenta stars: $n = 19$. 10 realizations of GOE matrices in (54) are taken in order to average over 81920 vectors.
FIG. 18: Scaling parameter \( D_1(\epsilon) \) extracted from the analysis of Fig[11]. It is normalized to correspond to the multifractal dimension in the PRBM model[1] with \( N = 2^{12}, b = 1 \) in the limit \( \epsilon \to 0 \). The perturbation parameter \( \epsilon \) quantifies a generic change of basis[50].

FIG. 19: (Color online) Left: Moments \( P_2 \) of the Anderson model with basis change[57] for different values of \( t/\tau_{Th} \), the Thouless time associated with the quasiperiodic kicked rotor. \( W = 16.53 \approx W_\epsilon \), \( L = 120 \) and \( t/\tau_{Th} = 0 \) (black circles), \( 8.9 \times 10^{-11} \) (red squares), \( 1.1 \times 10^{-9} \) (green diamonds), \( 2.8 \times 10^{-7} \) (blue triangles up), \( 8.7 \times 10^{-6} \) (purple triangles tilted), \( 2.3 \) (brown triangles down). Right: Local multifractal dimensions \( \hat{D}_2 \) as a function of \( \ell/L \) for different values of \( t/\tau_{Th} \), same parameters and color code as Left. In both figures each color corresponds to a different couple of \( t \) and \( K \); unperturbed Anderson model (black circles); \( t = 10, K = 21 \) (red squares); \( t = 10, K = 69.5 \) (green diamonds); \( t = 21, K = 760.9 \) (blue triangles up); \( t = 59, K = 2517.7 \) (purple triangles tilted); \( t = 100, K = 998784 \) (brown triangles down). \( \tau_{Th} \equiv N^2/D \) was determined by a numerical determination of the diffusion constant \( D \) of the 1D quasiperiodic kicked rotor.

\[
\omega_3 = 2\pi\sqrt{13} \text{ incommensurate with } 2\pi, \ K \text{ the stochasticity parameter, } \ t \text{ the time, } p \text{ the momentum conjugate to the position } x. \] This 1D system is a variant of the famous periodic kicked rotor[48,49] (obtained with \( \eta = 0 \)), a paradigm of quantum chaos known to exhibit the phenomenon of dynamical localization, i.e. Anderson localization in momentum space. Due to the additional incommensurate frequencies, the quasiperiodic kicked rotor performs an Anderson transition between a localized phase at small \( K \leq K_\epsilon \) and a diffusive metallic phase at large \( K > K_\epsilon \)[33,38,50]. The evolution operator associated with[50] over a unit step of time writes:

\[
U = e^{-i\frac{\pi}{2\omega_3} \phi} e^{-i\frac{\phi}{\hbar}\kappa} \equiv \Phi(\phi \cos x), \quad (57)
\]

where the value of the effective Planck constant is taken as \( \hbar = 2.89 \times 10^{-36} \). We have used this evolution operator[57] in the diffusive metallic phase \( K \gg K_\epsilon \approx 4.7 \) for \( \eta = 0.8 \) to rotate the eigenstates \( |\Psi(\phi\cos x)\rangle \) of the 3D Anderson model[5]. More precisely, we have considered \( \langle i|\Psi(\phi\cos x)\rangle = \Psi_i(\phi\cos x) \) as a vector of size \( N = L^3 \) in the p-space of the quasiperiodic kicked rotor and have made it evolve using the evolution operator \( U \) over a time \( t \).

Figure[12] represents the second moment \( P_2 \) as a function of the box size for different changes of basis, i.e. different values of the diffusion constant \( D \) of the quasiperiodic kicked rotor and different evolution times. In the left panel, \( P_2 \) seems to scale as a power law of the box size \( \ell \) over the whole range accessible. If we study more carefully the local multifractal dimensions \( \hat{D}_2 \) (right panel), they show approximate plateaus with small variations but no systematic change which would...
rotated eigenstates are uniformly distributed over the entire sample.

We have checked that the rotated eigenstates perform a localization-delocalization transition at the same value of disorder strength \( W_c \) as the unperturbed ones. Following the analysis of [12], we have considered the quantity \( \tau_2 \equiv \ln P^{pp}_2/\ln \lambda \) with fixed \( \lambda \equiv \ell/L = 0.1 \) where \( P^{pp}_2 = \exp(\langle \ln P_2 \rangle) \) and \( \langle \cdot \rangle \) stands for an average over disorder realizations, see also Sec. [11].

Figure 21 shows the result of a finite-size scaling analysis for the standard Anderson model and the rotated one. In both cases, we find that our numerical data are compatible with a scaling \( \tau_2 = F(L/\xi) + L^{-\nu} F_{irr}(L/\xi) \) where \( F \) and \( F_{irr} \) are scaling functions and with the localization/correlation length \( \xi \sim |W - W_c|^{-\nu} \) diverging at \( W_c \approx 16.53 \) with the critical exponent \( \nu \approx 1.6 \). The irrelevant exponent \( y \) controls the usual irrelevant corrections (precise values are in the figure caption of Fig. 21 and quite compatible with the known results of [12]). The effect of the rotation is most clearly observed when considering the values of \( \tau_2 \equiv \lim_{L \to \infty} \tau_2(W_c) \) extracted from the finite-size scaling analysis: \( \tau_2^c = 1.66 \) in case (a) and \( \tau_2^c \approx 2.33 \) in case (b) of Fig. 21. The increase of \( \tau_2^c \) with the perturbation strength \( t/T_{Th} \) is in good agreement with the results of Fig. 20.

**B. Presence of a characteristic length**

1. **Intermediate map**

   We now consider a change of basis of the random intermediate map \( (4) \). As for the PRBM model, we construct a deformation matrix \( (54) \) and use it to transform the propagator \( U \) into a new matrix \( U' \). Results are displayed in Fig. 22 where the local multifractal dimension \( D_2 \) is plotted as a function of the box size for various rotation parameters \( \epsilon \). One clearly observes a systematic dependence on \( \epsilon \) which hints to the presence of a characteristic length. However, contrary to the results in Sec. III, a rescaling of the boxsize is not sufficient to collapse the data. Indeed, a double rescaling (both horizontal and vertical) is needed to collapse the data for different \( \epsilon \) values (see Fig. 22 (top)). This indicates that there is a scaling length \( \xi(\epsilon) \) for the box size and a scaling parameter for the multifractal dimension \( D_2(\epsilon) \), both depending on \( \epsilon \). Above the characteristic length, multifractality is destroyed (all multifractal dimensions equal to 1). Below the characteristic length, multifractality survives but the multifractal dimensions smoothly go to 1 when the perturbation is increased (see e.g. Fig. 22 (bottom right)). The data are therefore fully compatible with a variant of scenario II including the presence of a characteristic length, below which multifractality is uniformly destroyed. Here the characteristic length does not come from the perturbation as in Section III A, but originates from the intrinsic characteristic length of the intermediate map.
basis and are linked to certain types of physical observables.

In this subsection we focus on a specific class of basis changes which interpolate between momentum to position basis. Left: raw data. Right: rescaled data. The points corresponding to \( \ell = N/2, N/4 \) and \( N/8 \) have been dropped. Each curve corresponds to a different value of the parameter \( \epsilon \) in (54). It is chosen to be of the form \( \epsilon = 10^{0.1n-2} \); red squares: \( n = 4 \); blue up triangles: \( n = 8 \); yellow left triangles: \( n = 9 \); brown down triangles: \( n = 10 \); gray right triangles: \( n = 11 \); purple pluses: \( n = 12 \); cyan crosses: \( n = 13 \). Bottom: Left: Variation of the scaling length \( \xi \) as a function of \( \epsilon \). Right: Variation of the second scaling parameter \( D_2(\epsilon) \) as a function of \( \epsilon \). Black full symbols are exact data, dashed lines are fitting functions (resp. exponential and second order polynomial).

\( \Xi \) (see Section II) which is modified by the perturbation.

2. From momentum to position basis in the intermediate map

The intermediate map displays multifractal eigenvectors in the momentum representation (4). However in the position basis eigenvectors are extended. It is natural to ask how multifractality is destroyed when one goes from one basis to the other. In this subsection we focus on a specific class of basis changes which interpolate between momentum to position basis and are linked to certain types of physical observables.

The Wigner function of a wavefunction \( \psi \), in our case discrete Wigner function (DWF), is a quasi-probability distribution in phase space and thus provides an adequate testing ground to probe the transition from momentum to position. We use the DWF as described in [51]. If the Hilbert space dimension is \( N \) we define a phase-space grid of \( 2N \times 2N \) points. Let us label the \( 2N \) points \( (X, P) \), with \( 1 \leq X, P \leq 2N \). If the state of the system is given by a density matrix \( \rho \), then the simplest expression for the DWF is

\[
W(X, P) = \text{Tr}[\hat{A}(X, P)\rho]
\]

where \( \hat{A}(X, P) \) are (so-called) point operators defined as the
discrete Fourier transforms of the translation operators
\[ T(a_1, a_2) = U^{a_1} V^{a_2} \exp[i \pi a_1 a_2 / N], \]
with \( a_1, a_2 \) integers. The translations in (59) are defined by shifts \( U \) and \( V \) in position and momentum, such that \( U | X \rangle = | X + 1 \rangle \) and \( V | P \rangle = | P + 1 \rangle \). In [51] it is shown that the DWF thus defined complies with all the properties expected from a Wigner function. Namely, \( \sum_{\rho} W(X, P) \) is the probability \( | \psi_X \rangle^2 \) associated with the wavefunction in position representation. Similarly \( \sum_X W(X, P) \) is associated with intensities in momentum representation. More generally, summing \( W(X, P) \) along straight lines
\[ a_1 P - a_2 X = a_3 \pmod{2N} \]
with fixed \( a_1, a_2 \) and varying \( a_3 \) yields the probability distribution associated with the wavefunction expressed in the basis \( | a_3 \rangle \) of eigenvectors of \( T(a_1, a_2) \). In particular for \( a_1 = 1 \) and \( a_2 = 0 \) we sum over vertical lines and we get momentum basis, while for \( a_1 = 0 \) and \( a_2 = 1 \) we get the position basis. Note that since \( N \) is a power of 2, whenever \( a_1 / a_2 \) is also a power of 2 the lines will be horizontal for \( a_1 > a_2 \) and vertical for \( a_1 < a_2 \). We illustrate this in Fig. 23. By changing \((a_1, a_2)\) we can go from position to momentum basis.

In Fig. 23 we show an example of the (absolute value) of the DWF for one eigenstate of the random intermediate map with \( \gamma = 1/3 \) as well as two examples of lines (60).

In Fig. 24 we show the local multifractal dimension \( \tilde{D}_2(\ell) \) for different values of the slope \( a_2 / a_1 \) of the lines defined in Eq. (60) with \( a_2 = 1 \). In this case, the parameter \( \epsilon = \log_2(N/a_1) \) gives the amplitude of the perturbation. The data displayed in Fig. 24 show that, as in the preceding case, a double rescaling enables to collapse the curves for different \( \epsilon \). Again, a characteristic length \( \xi(\epsilon) \) depending on \( \epsilon \) separates two regimes. Above the scale \( \xi(\epsilon) \), multifractality disappears, while below this scale it is uniformly and smoothly destroyed when \( \epsilon \) increases (see Fig. 25). We conclude that for this more physical change of basis the multifractality breaks down following again a variant of the second scenario.

3. Change of basis with characteristic length scale in the Anderson transition

In the two previous cases considered, a length scale appears below which multifractality is smoothly destroyed. In the case of the PRBM model however, there is no such feature. We believe that the difference reflects the fact that the intermediate map has an intrinsic length scale \( \Xi = N/b \) while the PRBM model does not. The change of basis rescales this characteristic length and that is the reason for scaling laws with two parameters.

In this respect, the Anderson model is similar to the PRBM model: it has no intrinsic length scale in the critical regime. The previous basis change using the quasiperiodic kicked rotor has a characteristic length \( \Lambda = \sqrt{D t} \) associated with diffusion, but since \( \Lambda \gg L \) for the parameters considered so far, this characteristic length does not play any role, as observed in Fig. [19].

In order to study the effect of such a length scale on the basis change, we have to work in a regime where \( \Lambda < L \). Therefore we consider a rotation with the evolution operator of a 3D kicked rotor:
\[ H_{3KR} = \frac{P^2}{2} + K \cos x + \cos y + \cos z \sum_n \delta(t - n), \]

![FIG. 25: (Color online) Left: scaling length \( \xi \) as a function of \( \epsilon \) for the random intermediate map with momentum to position basis change for \( \gamma = 1/3 \) and \( N = 2^{17} \). Right: second scaling parameter \( \tilde{D}_2(\epsilon) \) as a function of \( \epsilon = \log_2(N/a_1) \). The dashed lines are fitting functions (resp. exponential and second order polynomial). Same data as in Fig. 24.](image)

![FIG. 26: (Color online) Double scaling analysis of the local multifractal dimensions for the Anderson model with isotropic basis change. Left: \( \tilde{D}_2 \) as a function of the box size \( \ell \) for different values of \( \epsilon \equiv t/T_{th} \): from bottom to top, \( \epsilon = 0, 0.000125, 0.00025, 0.00062, 0.0013, 0.0023, 0.0035, 0.005, 0.0068, 0.0089, 0.011 \). Here \( T_{th} = L^2/D, L = 80 \) and \( D \approx 0.403 \) the diffusion constant determined numerically for the 3D isotropic periodic Kicked Rotor [61] with \( K = 10 \) and \( h = 2.89 \). Right: Rescaled \( \tilde{D}_2 \) as a function of the rescaled box size for the same values of \( \epsilon \).](image)
with $K = 10$ and $h = 2.89$. For this choice of parameters, the 3D kicked rotor (61) is in the delocalized phase and displays an isotropic 3D diffusion. We considered the evolution over a certain number of periods $t$ of the critical states of the Anderson model. We analyzed their multifractal properties by considering the behavior of $D_2$ as a function of the box size $\ell$, as plotted in Fig. 26. The curves obtained at different perturbation strengths $\epsilon = t/T_{th}$ depend systematically on $\ell$ and $\epsilon$ and collapse onto a single scaling curve when $D_2$ is rescaled by $D_2(\epsilon)$ and $\ell$ is rescaled by $\xi(\epsilon)$. This strongly suggests a picture similar to the scenario obeyed by the intermediate map under a basis change: at small scales $\ell \ll \xi(\epsilon)$, multifractality is smoothly and uniformly changed by the perturbation, with $D_2(\epsilon)$ going from its unperturbed value at $\epsilon = 0$, $D_2(0) \approx 1.3$ to $D_2(\epsilon) = 3$ when $\epsilon \rightarrow 1$ (see Fig. 27).

However, in the present case, $\xi(\epsilon)$ varies similarly to $\Lambda = \sqrt{Dt}$, thus increases as a function of $\epsilon$. In addition, at large scales $\ell \gg \xi(\epsilon)$, the unperturbed multifractality is recovered. In a sense, the multifractal critical states are coarse grained to a size $\Lambda$ by diffusive evolution, which affects multifractality only at small scales $\ell \ll \Lambda$.

**VI. CONCLUSION**

In this paper, we have studied the destruction of quantum multifractality in the presence of different natural perturbations. The models considered are representative of several classes of systems displaying quantum multifractality. The perturbations have been chosen to represent potential experimental constraints in realistic systems. Our numerical and analytical results confirm the conjecture presented in [41]. We found that multifractality can be destroyed in the presence of a perturbation following two scenarios. In scenario I, the perturbation introduces a characteristic scale below which multifractality is unchanged, and above which it is completely destroyed. In our case, this describes the smoothing of the singularity in the intermediate map (Section III) and the Anderson model away from the critical point (Section IV A). Scenario II corresponds to a uniform destruction of multifractality at sufficiently small scales. Depending on the presence of a characteristic scale in the system, there can be two variants of scenario II. If there is no characteristic scale, multifractality is the same at all scales and smoothly goes to the ergodic value for large perturbation. This is illustrated by the case of the intermediate map for a change of slope (Section IV B), and by the change of basis for the PRBM model (Section V A 1) and the Anderson model (perturbation without characteristic scale, Section V A 2). If the system has a characteristic scale, scenario II corresponds to the uniform destruction of multifractality as before but only below this characteristic scale. This behavior can be revealed by a double scaling analysis. Above the characteristic scale, multifractality can be completely absent, as in the case of the change of basis in the intermediate map (Sections V B 1 and 2), or similar to the unperturbed system as in the case of the Anderson model when the change of basis has a characteristic length (Section V B 3). Thus the image presented in [41] is confirmed in this more detailed analysis, but our results show that subtle variations on this broad picture can appear.

The results presented in this paper also give some insight concerning the experimental observation of multifractality in various systems. Indeed, experimental setups are unavoidably subject to imperfections, which will act as perturbations of the ideal model that is implemented, including the measurement in a non optimal basis. The results of Section III show that smoothing the singularity of the kicked potential in the intermediate map preserves the original multifractality below a certain scale, which imposes a minimal resolution to the experimental measurements. This kind of perturbation can appear e.g. if the model is implemented with photonic crystals. The truncation of a Fourier series to simulate the intermediate map could be envisioned in a cold atom context, but here our results show that a huge number of harmonics are needed, and other techniques should be devised to implement the singular potential. Section IV shows that one can afford an imprecision on the slope of the potential for finite-size systems, but multifractality will be modified, however in a way which can be precisely predicted. In an experiment, there will be more natural observables corresponding to specific measurement bases. We have investigated the behavior of multifractal properties under a change of basis, by interpolating between the momentum and position bases, or using a generic change of basis. The truncation of a Fourier series to simulate the intermediate map could be envisioned in a cold atom context, but here our results show that a huge number of harmonics are needed, and other techniques should be devised to implement the singular potential. Section IV shows that one can afford an imprecision on the slope of the potential for finite-size systems, but multifractality will be modified, however in a way which can be precisely predicted. In an experiment, there will be more natural observables corresponding to specific measurement bases. We have investigated the behavior of multifractal properties under a change of basis, by interpolating between the momentum and position bases, or using a generic change of basis built from random unitary matrices. It turns out that a modified multifractality is observable for small rotations of the basis, but subtle behaviors can emerge depending on the presence or absence of a characteristic scale, originating either from the model or the perturbation. This is particularly striking in the case of the Anderson model, where different change of bases could lead to different variants of our second scenario. Interestingly, our results confirm that the change of basis in this case conserves the criticality of the model.

Despite many theoretical works in the recent past, direct experimental observation of multifractality on quantum wave functions has remained elusive up to date. Our results show that experimental imperfections will eventually destroy the multifractal properties if they exceed a certain level, but that
a range of parameters subsists where multifractality could be observed. The scenarios for multifractality breakdown confirmed in this paper could guide the design of future experiments, which would reliably detect multifractality for small imperfection strength and observe the scenarios for larger perturbations.

Acknowledgments

We thank Olivier Herscovici and Claudio Castellani for discussions and insights. We thank CalMiP for access to its supercomputers and the University Paul Sabatier (OMASYC project). This work was supported by Programme Investissements d’Avenir under the program ANR-11-IDEX-0002-02, reference ANR-10-LABX-0037-NEXT, and by the ANR grant K-BEC No ANR-13-BS04-0001-01. JM is grateful to the University of Liège for the use of the NIC4 supercomputer (SEGI facility), and for funding (project C-13/86). I.G.M. received support from ANCyPT grant PICT 2010-1556 and from CONICET grant PIP 114-2011010048. I.G.M. and J.M. received support from CONICET-FNRS bilateral project, and B.G. and I.G.M. from the CONICET-CNRS bilateral project PICS06303.

[1] B. Mandelbrot, Science 156, 636 (1967).
[2] B. B. Mandelbrot, A. J. Fisher and L. E. Calvet, Cowles Foundation Discussion Paper No. 1164 (1997).
[3] C. Meneveau and K. R. Sreenivasan, Phys. Rev. Lett. 59, 1424 (1987); J.-F. Muzy, E. Bacry and A. Arneodo, Phys. Rev. Lett. 67, 3515 (1991).
[4] S. Lovejoy and D. Schertzer, Journal of Geophysical Research 95, 2021 (1990).
[5] B. Mandelbrot, Science 636 (1967).
[6] B. Mandelbrot, A. J. Fisher and L. E. Calvet, Cowles Foundation Discussion Paper No. 1164 (1997).
[7] P. W. Anderson Phys. Rev. 67, 281 (1992).
[8] A. Bouzouina and S. de Bièvre, Comm. Math. Phys. 178, 83 (1994); A. Bäcker and G. Haag J. Phys. A 32, L393 (1999).
[9] I. Guarneri, G. Casati and V. Karle, Phys. Rev. Lett. 63, 046208 (2012).
[10] S. Faez, A. Strybulevych, J. H. Page, A. Lagendijk and M. Segev, Nature 446, 52 (2007); Y. Lahini, A. Avidan, F. Pozzi, M. Sorel, R. Morandotti, D. N. Christodoulides and Y. Silberberg, Phys. Rev. Lett. 100, 013906 (2008); L. Levi, Y. Krivolapov, S. Fishman and M. Segev, Nat. Phys. 8, 912 (2012).
[11] J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 85, 046208 (2012).
[12] P. J. Richens and M. V. Berry, Physica D 4, 495 (1981).
[13] F. Evers and A. D. Mirlin, Rev. Mod. Phys. 62, 495 (1981).
[14] J. N. Bandyopadhyay, J. Wang and J. Gong, Phys. Rev. E 81, 066212 (2010).
[15] S. O’Keefe, O. Giraud and J. Marklof, J. Phys. A 37, L303 (2004).
[16] E. B. Bogomolny and O. Giraud, New J. of Phys. 15, 095013 (2013).
[17] J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 82, 046206 (2010).
[18] A. Richardella, P. Roushan, S. Mack, B. Zhou, D. A. Huse, D. D. Awschalom and A. Yazdani, Science 327, 665 (2010).
[19] J. Chabé, G. Lemarié, B. Grémaud, D. Delande, P. Szriftgiser and J.-C. Garreau, Phys. Rev. Lett. 101, 255702 (2008).
[20] Y. Lahini, A. Avidan, F. Pozzi, M. Sorel, R. Morandotti, D. N. Christodoulides and Y. Silberberg, Phys. Rev. Lett. 100, 013906 (2008); L. Levi, Y. Krivolapov, S. Fishman and M. Segev, Nat. Phys. 8, 912 (2012).
[21] S. O’Keefe, O. Giraud and J. Marklof, J. Phys. A 37, L303 (2004).
[22] A. Bouzouina and S. de Bièvre, Comm. Math. Phys. 178, 83 (1994); A. Bäcker and G. Haag J. Phys. A 32, L393 (1999).
[23] I. Guarneri and G. Mantica, Phys. Rev. Lett. 73, 3379 (1994); R. Ketzmerick, K. Kruse, S. Kraut and T. Geisel, Phys. Rev. Lett. 79, 1959 (1997).
[24] Y. V. Fyodorov, A. Ossipov and A. Rodriguez, J. Stat. Mech. L12001 (2009).
[25] Y. V. Fyodorov, A. Ossipov and A. Rodriguez, J. Stat. Mech. L12001 (2009).
[26] J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 85, 046208 (2012).
[27] J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 82, 046206 (2010).
[28] A. Richardella, P. Roushan, S. Mack, B. Zhou, D. A. Huse, D. D. Awschalom and A. Yazdani, Science 327, 665 (2010).
[29] J. Chabé, G. Lemarié, B. Grémaud, D. Delande, P. Szriftgiser and J.-C. Garreau, Phys. Rev. Lett. 101, 255702 (2008).
[30] G. Lemarié, J. Chabé, P. Szriftgiser, J.-C. Garreau, B. Grémaud and D. Delande, Phys. Rev. A 80, 043626 (2009).
[31] G. Lemarié, H. Lignier, D. Delande, P. Szriftgiser and J.-C. Garreau, Phys. Rev. Lett. 105, 090601 (2010).
[32] M. Lopez, J.-F. Clément, G. Lemarié, D. Delande, P. Szriftgiser and J.-C. Garreau, New J. of Phys. 15, 065013 (2013).
[33] Y. Sagi, M. Brook, I. Almog and N. Davidson, Phys. Rev. Lett. 108, 093002 (2012).
[34] S. Faez, A. Strbyulevych, J. H. Page, A. Lagendijk and B. A. van Tiggeelen, Phys. Rev. Lett. 103, 155703 (2009).
[35] R. Dubertrand, I. García-Mata, B. Georgeot, O. Giraud, G. Lemarié and J. Martin, Phys. Rev. Lett. 112, 234101 (2014).
[36] J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 86, 056215 (2012).
[37] M. Lopez, J.-F. Clément, G. Lemarié, D. Delande, P. Szriftgiser and J.-C. Garreau, New J. of Phys. 15, 065013 (2013).
[38] Y. Sagi, M. Brook, I. Almog and N. Davidson, Phys. Rev. Lett. 108, 093002 (2012).
[39] S. Faez, A. Strbyulevych, J. H. Page, A. Lagendijk and B. A. van Tiggeelen, Phys. Rev. Lett. 103, 155703 (2009).
[40] R. Dubertrand, I. García-Mata, B. Georgeot, O. Giraud, G. Lemarié and J. Martin, Phys. Rev. Lett. 112, 234101 (2014).
[41] I. García-Mata, J. Martin, O. Giraud and B. Georgeot, Phys. Rev. E 86, 056215 (2012).
[42] M. E. Cates and J. M. Deutsch, Phys. Rev. A 35, 4907 (1987).
[43] T. Schwartz, G. Bartal, S. Fishman and M. Segev, Nature 446, 52 (2007); Y. Lahini, A. Avidan, F. Pozzi, M. Sorel, R. Morandotti, D. N. Christodoulides and Y. Silberberg, Phys. Rev. Lett. 100, 013906 (2008); L. Levi, Y. Krivolapov, S. Fishman and M. Segev, Nat. Phys. 8, 912 (2012).
[44] E. Cuevas, V. E. Kravtsov, Phys. Rev. B 76, 235119 (2007).
[45] S. N. M. Ruijsenaars and H. Schneider, Ann. Phys. 170, 370
[47] D. L. Shepelyansky, Physica D: Nonlinear Phenomena 8, 208 (1983).
[48] G. Casati, B. V. Chirikov, F. M. Izraelev and J. Ford, Stochastic Behavior in Classical and Quantum Hamiltonian Systems, Springer (1979).
[49] D. R. Grempel, R. E. Prange and S. Fishman, Phys. Rev. A 29, 1639 (1984).
[50] G. Casati, I. Guarneri and D. L. Shepelyansky, Phys. Rev. Lett. 62, 345 (1989).
[51] C. Miquel, J. P. Paz, and M. Saraceno, Phys. Rev. A 65, 062309 (2002).