Where is the spectral weight in magnetic neutron scattering in the cuprates?
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We present estimates in the Hubbard and Heisenberg models for the spectral weight in magnetic neutron scattering experiments on the cuprates. With the aid of spin-wave theory and the time dependent Gutzwiller approximation we discuss how the spectral weight is distributed among the different channels and between high and low energies. In addition to the well known total moment sum rule we discuss sum rules for each component of the dynamical structure factor tensor which are peculiar for spin 1/2 systems. The various factors that reduce the spectral weight at the relevant energies are singled out and analyzed like: shielding factors, weight at electronic energies, multimagnon process etc. Although about 10% \( \sim 15\% \) of the naively expected weight is detected in experiments after consideration of these factors the missing weight is within the experimental uncertainties. A large fraction of the spectral weight is hard to detect with present experimental conditions.

PACS numbers: 74.25.Ha 78.70.Nx 71.10.Fd,74.72.-h

I. INTRODUCTION

Magnetic neutron scattering (MNS) in high temperature superconducting cuprates usually detects about 10% \( \sim 15\% \) of the spectral weight dictated by a naive application of sum rules. For example the total weight in a wide range of energy and momentum in a recent experiment in La\(_{2−x}\)Ba\(_x\)CuO\(_4\), with \( x = 0.125 \), is \( \sim 0.22\mu_B^2 \) whereas in the insulating phase the naive expectation from sum rules is that one should find \( 2\mu_B^2 \). It is usually argued that this value should be corrected for the hole destruction of moments by a 1 – \( x \) factor which still leaves a large fraction of spectral weight undetected.

This rises various problems in the interpretation of MNS. For example it has been argued that the average of the dynamical susceptibility weighted by the Fourier transform of the magnetic interaction can be used to estimate the energy involved in magnetic pairing and its temperature dependence. Clearly to obtain an absolute estimate the spectral weight problem needs to be sorted out first. Furthermore modeling the dynamical structure factor probed by MNS becomes rather problematic since sensible theoretical models do satisfy sum rules. Indeed any theoretical claim of intensity agreement with the measured dynamical structure factor in absolute units needs to explain how the sum rule is satisfied or why it is violated. This is even more stringent in spin only models for which neither 1 – \( x \) factors nor shielding corrections apply.

The purpose of this work is to explain this apparent discrepancy. We provide theoretical estimates of the various factors which correct the sum rule and estimate what fraction of the spectral weight is accessible to present day experimental conditions. Theoretical estimates are performed in the antiferromagnetic (AFM) phase using the Heisenberg and the Hubbard model combining spin-wave theory, numerical results and the time dependent Gutzwiller approximation (TDGA) and in the doped phase in the Hubbard model within the TDGA. Apart from the mentioned 1 – \( x \) factor we discuss the so called “shielding factors” due to an incomplete formation of magnetic moments. We estimate the spectral weight loss to electronic transitions at energies too high to be detectable by present day inelastic magnetic neutron scattering experiments and also the weight in multimagnon processes which is either at too high energies or is so broad in energy and momentum that it is not detectable in unpolarized neutron scattering experiments. After consideration of all these factors we arrive to the conclusion that within the experimental uncertainties the sum rule is not violated (which is reassuring) on the other hand a major fraction of the spectral weight is very hard to detect with present experimental conditions.

The outline of the paper is as follows. In Sec. III we shortly review the theory of magnetic neutron scattering and the relevant sum rules to fix notations. This section has also a pedagogical character. Apart from the well known total moment sum rule we discuss sum rules for each component of the dynamical structure factor tensor which, to the best of our knowledge, have not been applied in the present context. We also highlight some simple experimental facts that are usually assumed as granted in experimental works, like domain averages (Sec. III C), but often overlooked in theoretical works. In Sec. IV we discuss the spectral weight distribution in the undoped case and in Sec. V we discuss the doped case.
We conclude in Sec. V.

II. MAGNETIC NEUTRON SCATTERING

We start with a short review of magnetic neutron scattering to fix notations and discuss the sum rules that are relevant to our problem.

The magnetic neutron scattering cross section is given by:

\[
\frac{d^2\sigma}{d\Omega dE'} = N_k^2 \left( \frac{\gamma r_e}{2\mu_B} \right)^2 |F(q)|^2 e^{-2W(q)} \\
\times \sum_{\alpha\beta} (\delta_{\alpha\beta} - \hat{q}_\alpha \hat{q}_\beta) S^{\alpha\beta}(q, \omega)
\]  

(1)

where \(e^{-2W(q)}\) is the Debye-Waller factor, \(q \equiv k - k' (\hat{q} \equiv q/|q|), k (k')\) is the initial (final) wave vector of neutrons and \((\gamma r_e/2\mu_B)^2 = 72.65 \times 10^{-3} \text{barn}/\mu^2_B\). The magnetic form factor is given by \(F(q) = \int d\mathbf{r} e^{i\mathbf{q} \cdot \mathbf{r}} \phi(\mathbf{r})^2\) where \(\phi(\mathbf{r})\) is a Wannier orbital and we defined the dynamical structure factor tensor,

\[
S^{\alpha\beta}(q, \omega) = \frac{(g\mu_B)^2}{NZ} \\
\times \sum_{\mu\nu} e^{-\beta E_\nu} \langle \mu | S^\alpha_{-q} | \nu \rangle \langle \nu | S^\beta_{q} | \mu \rangle \delta(h\omega - E_\nu + E_\mu),
\]

where \(g\) is the Landé \(g\)-factor. For free electrons \(g = 2.0023\). In a solid a different value may be appropriate which may also depend on direction. For example Ref. \[11\] quotes \(g = 2.08\) in the plane and \(g = 2.36\) perpendicular to the plane for a typical cuprate. For simplicity we take an isotropic \(g\) unless otherwise specified. \(S^\alpha_{q}\) is the Fourier transform of the \(\alpha\) component of the spin operator and \(Z\) is the partition function. The dynamical structure factor \(S^{\alpha\beta}(q, \omega)\) obeys detailed balance \(S^{\alpha\beta}(q, -\omega) = e^{\beta h\omega} S^{\alpha\beta}(-q, -\omega)\).

A. Sum rules

We will discuss sum rules for effective models of the magnetic dynamics. Because effective models restrict the Hilbert space sum rules turn out to be model dependent and therefore should be applied with care on modeling a real system, as discussed below. Our considerations are based on the two most popular models in this context, namely the Heisenberg and the Hubbard model, respectively.

The so called total moment sum rule is usually formulated within a Heisenberg model with spin \(S\) and reads:

\[
M_0 \equiv \frac{1}{N} \sum_{\alpha} \int_{-\infty}^{\infty} d(h\omega) S^{\alpha\alpha}(q, \omega) = (g\mu_B)^2 S(S+1)
\]

(3)

This applies to a system where magnetic ions have one or several partially filled orbitals (for example a rare earth ion with a partially filled f-shell) and well formed magnetic moments i.e. when double occupancy of a given orbital is negligibly.

Within this work we will restrict to systems where ions have only one partially filled orbital and the system can be model with a one-band Hubbard model:

\[
H = -t \sum_{\langle ij \rangle} c^\dagger_{i\sigma} c_{j\sigma} - t' \sum_{\langle i,j \rangle} c^\dagger_{i\sigma} c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}.
\]

(4)

Here \(c^\dagger_{i\sigma}\) destroys (creates) an electron with spin \(\sigma\) at site \(i\), and \(n_{i\sigma} = \langle c^\dagger_{i\sigma} c_{i\sigma} \rangle\). \(U\) is the on-site Hubbard repulsion and both nearest (\(\sim t\)) and next-nearest (\(\sim t'\)) neighbor hopping has been included. Most of our considerations apply also to other models where ions have only one partially filled orbital per atom, like the usual three-band Hubbard model for cuprates with Cu \(d\) and O \(p\) orbitals.

We define for later use the spin autocorrelation function and the zeroth moment of the diagonal components of the dynamical structure factor as:

\[
S^{\sigma\sigma}(\omega) = \frac{1}{N} \sum_q S^{\sigma\sigma}(q, \omega)
\]

(5)

\[
M_0^\sigma = \int_{-\infty}^{\infty} d(h\omega) S^{\sigma\sigma}(\omega)
\]

(6)

When one has one orbital per site (i.e. a spin 1/2 system) more stringent sum rules than Eq. (3) apply. Indeed each component of the dynamical structure factor satisfies a separate sum rule. For example from Eqs. (2),(5),(6) one finds:

\[
M_0^\sigma = \frac{(g\mu_B)^2}{N^2 Z} \sum_{\mu\nu} e^{-\beta E_\nu} \langle \mu | S^\sigma_{-q} S^\sigma_{q} | \mu \rangle
\]

\[
= \frac{(g\mu_B)^2}{4} (n - 2D)
\]

(7)

where \(S^\sigma_{q} = \sum_i e^{-i\mathbf{q} \cdot \mathbf{r}_i} S^\sigma_i\) with \(S^\sigma_i = (n_{i\uparrow} - n_{i\downarrow})/2\) and we used that \(n_{i\sigma}^2 = n_{i\sigma}\). We also defined the thermal (\langle \rangle) and spacial averages of the orbital occupancy:

\[
n \equiv \frac{1}{N} \sum_{i\sigma} \langle n_{i\sigma} \rangle,
\]

and double occupancy:

\[
D \equiv \frac{1}{N} \sum_i (n_{i\uparrow} n_{i\downarrow}).
\]

(8)

Analogous proofs hold for the other components:

\[
M_0^\sigma = \mu_B (n - 2D)
\]

where we took \(g = 2\). (We will occasionally restore \(g\) below when convenient for clarity). Eq. (3) also follows from the fact that the quantization axis in Eq. (7) is arbitrary.
Eq. (3) is valid in the Heisenberg model where $D = 0$ and $S$ is arbitrary. Eq. (5) in contrast is valid for $S = 1/2$ systems but without restriction in $D$.

The factor $(n - 2D)$ in Eq. (5) is the probability to find an atom singly occupied and reflects the fact that doubly occupied or empty atoms do not produce magnetic scattering of neutrons reducing the total scattering cross section. This is sometimes called “shielding factor”.

One can also prove that the total weight of the off-diagonal components of $S^{\alpha\beta}$ adds to zero. First notice that only the symmetric part of $S^{\alpha\beta}$ contributes to Eq. (4):

$$\sum_{\alpha\beta}(\delta_{\alpha\beta} - \hat{q}_\alpha \hat{q}_\beta)S^{\alpha\beta}(q, \omega) = \frac{1}{2} \sum_{\alpha\beta}(\delta_{\alpha\beta} - \hat{q}_\alpha \hat{q}_\beta)[S^{\alpha\beta}(q, \omega) + S^{\beta\alpha}(q, \omega)].$$

Using the Lehmann representation Eq. (2) one can show that:

$$M_0^{\alpha\beta} = \frac{1}{2N} \sum_q \int_{-\infty}^{\infty} dh(\hbar \omega) [S^{\alpha\beta}(q, \omega) + S^{\beta\alpha}(q, \omega)] = \delta_{\alpha\beta} \mu_B^2 (n - 2D) \tag{9}$$

which gives us a sum rule for each component of $S^{\alpha\beta}(q, \omega)$.

We are not aware of references quoting the sum rule Eq. (9) although the result is so simple that we doubt it is original.

If $S^{zz}(q, \omega)$ is a good quantum number $S^{\alpha\beta}(q, \omega)$ becomes diagonal with $S^{xx}(q, \omega) = S^{yy}(q, \omega)$\textsuperscript{12} In this case we can write the cross section as

$$\frac{d^2\sigma}{d\Omega dE'} = N_s k' \left(\frac{\gamma_T e}{2\mu_B}\right)^2 |F(q)|^2 e^{-2W(q)} \tag{10} \times \left[(1 - \hat{q}_z^2)S^{zz}(q, \omega) + (1 + \hat{q}_z^2)S^{xx}(q, \omega)\right].$$

We will restrict to systems where this expression applies.

B. Ordered states and Bragg scattering

In the presence of long-range magnetic order the system shows magnetic elastic scattering. We will consider phases in which spin rotational invariance is broken with order along the $z$ axis (i.e. stripes, AFM, etc.). We assume a magnetic unit cell with $N_a^M$ atoms ($N_a^M = 2$ for the AFM state at half-filling) at positions $R + \delta_i$, with $R$ the cell position and $\delta_i$ the position of the atoms within the cell ($i = 1, ..., N_a^M$). The vectors $R$ form a Bravais lattice. For such a magnetic structure we have:

$$\langle S_{q_i}^{zz}\rangle = N \sum_{q_M} \delta_{q - q_M} m_{Q_M}$$

where the sum is over the magnetic reciprocal basis vectors and we defined:

$$m_{Q_M} = \frac{1}{N_a^M} \sum_i e^{iQ_M \cdot \delta_i} m_i, \tag{11}$$

and the local site-dependent magnetization $m_i = (n_{i\uparrow} - n_{i\downarrow})/2$.

It is convenient to define the fluctuation operator:

$$\delta S_q^z = S_q^z - \langle S_q^z \rangle.$$

With these definitions the longitudinal structure factor can be put as:

$$S^{zz}(q, \omega) = (g\mu_B)^2 [N \sum_{Q_M} m_{Q_M}^2 \delta(q - Q_M) \delta(h\omega) + \sum_{\nu} |\langle 0|\delta S_q^\nu(q)|2\delta(h\omega - E_{\nu} + E_0)|^2] \tag{12}$$

where for simplicity we set $T = 0$ and $\delta(q)$ is Kronecker’s $\delta$ whereas $\delta(h\omega)$ is Dirac’s $\delta$. The first term in the brackets describes Bragg peaks. The weight of the peaks is given by the square of the Fourier transform of the magnetization inside the magnetic unit cell Eq. (10). The second term describes inelastic scattering. The inelastic part (only!) of the dynamical structure factor is related to the dynamical susceptibility via the fluctuation dissipation theorem.

C. Domain average

For the case discussed above of a diagonal structure factor tensor, the cross section involves the factors $(1 - \hat{q}_z^2)$. These are polarization factors for scattering with unpolarized neutrons and are rooted in the dipolar interaction between neutrons and the electron spin. In experimental works often the polarization factors $(1 - \hat{q}_\alpha^2)$ are included in the definition of the dynamical structure factor and an average over the orientation of domains, $\langle \ldots \rangle_{\text{dom}}$, is done:

$$S^{eff}(q, \omega) = \sum_{\alpha} \langle (1 - \hat{q}_\alpha^2) \rangle_{\text{dom}} S^{\alpha\alpha}(q, \omega) \tag{13}$$

For a paramagnet all directions are equivalent, $S^{\alpha\alpha}(q, \omega)$ does not depend of $\alpha$ and $\langle (1 - \hat{q}_\alpha^2) \rangle_{\text{dom}} = 2/3$. Ordered systems will be characterized by an order parameter that is a vector like the staggered magnetization. In general a real sample will consist of domains with different orientations of the order parameter. For a distribution of orientations that is completely isotropic in spin space $\langle (1 - \hat{q}_\alpha^2) \rangle_{\text{dom}} = 2/3$.

Consider now scattering from a quasi two-dimensional (2d) system with the $c$ direction defined perpendicular to the plane and the $a$ and $b$ directions in the plane. In quasi 2d-systems the most common experimental configuration
is that the planes are parallel to the incident neutron beam and, depending on the energy, the component of \( q \) parallel to the plane, \( q_c \), may be larger than the components in the plane. In the extreme case that \( q_c \gg q_a, q_b \) one can put [c.f. Eq. (13)]:

\[
S^{\text{eff}}(q, \omega) = S^{aa}(q, \omega) + S^{bb}(q, \omega)
\]

This is valid regardless of the domain distribution. In order to evaluate this expression it is convenient to use a domain-dependent reference system in which the \( z \) axis follows the ordered moment of the domain. In the case of an isotropic distribution of domains one recovers \((1 - \hat{q}_a^2))_{\text{dom}} = 2/3\). That is:

\[
S^{\text{eff}}(q, \omega) = \frac{2}{3}[S^{xx}(q, \omega) + S^{yy}(q, \omega)] + \frac{2}{3}S^{zz}(q, \omega)
\]

where we have grouped the transverse contribution. On the other hand, one usually deals with systems that have easy planes or easy axes. In cuprates for example the ordered moment is usually in the Cu-O plane or close to that plane. For a distribution of the ordered moment which is isotropic within the plane and in the above scattering geometry

\[
S^{\text{eff}}(q, \omega) = \frac{1}{2}[S^{xx}(q, \omega) + S^{yy}(q, \omega)] + S^{zz}(q, \omega). \quad (16)
\]

The \( 1/2 \) factor is due to the fact that one transverse mode is perpendicular to the plane and becomes silent in this configuration.

For reasons that will be clear below real experiments detect mainly the transverse structure factor. Comparing Eqs. (14), (16) we see that in order to accurately estimate spectral weights from experiment precise information is needed on the domain distribution since the transverse component appears with different weight.

The condition \( q_c \gg q_a, q_b \) is rather extreme. Instead, in the present scattering geometry, \( q_c/q_a, q_c/q_b \) will gradually decrease as the energy is increased. This will make the factors weighting the transverse and the longitudinal part to depend on energy. Due to the larger sensitivity to the transverse part in a real experiment this will lead to an apparent loss of spectral weight as the energy increases.

In an ideal experiment where all components are detected with equal sensitivity one will not see a loss of spectral weight but rather a transfer of spectral weight from the longitudinal to the transverse part as the energy increases. Indeed \( S^{\text{eff}}(q, \omega) \) satisfies the sum rule

\[
M_0^{\text{eff}} = \frac{1}{N} \sum_q \int_{-\infty}^{\infty} d(\hbar \omega) S^{\text{eff}}(q, \omega) = 2(n - 2D)\mu_B^2
\]

independently of what the distribution of domains or the scattering geometry is.

### D. Experimental Considerations

On analyzing experimental data one should take into account that unpolarized INS experiments magnetic and nonmagnetic scattering can not be unambiguously identified. In the insulating phase this problem can be reduced by fitting the data with a simple model like spin-wave theory. Due to the lack of a simple theory in the doped phase a similar procedure is not possible. In this case the usual experimental practice is to report as “magnetic scattering” only those features which satisfy certain criteria like being reasonably sharp in momentum space and show a “magnetic like” temperature dependence and form factor dependence across different Brillouin zones. All the rest is assumed to be background of unknown origin. Below we analyze the distribution of weight in the insulator to get a hint of the distribution of spectral weight in the different channels and where to expect sharp and where broad features.

## III. HALF-FILLING

### A. Spectral weights in the Heisenberg Model

We start by neglecting the shielding factors and estimate the spectral weights in the Heisenberg model within spin-wave theory (SWT). We will show below how to apply these results when shielding factors are important corrections. Since we are interested in gross distributions of spectral weight for simplicity we consider a Heisenberg model with nearest neighbor interactions and neglect other terms like four-ring exchange.

#### 1. Longitudinal part

In order to write the longitudinal dynamical structure factor we introduce the following notations. For an AFM the \( S_i^z \) operator can be written within SWT as:

\[
S_i^z = (S - N_i)e^{-iQ_{AFM} \cdot r_i}
\]

where \( N_i \) is the number operator for Holstein-Primakoff bosons and \( Q_{AFM} = (\pi, \pi) \) taking the lattice constant \( a = 1 \). For the Fourier transform \( S_q^z = \sum_{\mathbf{r}_i} e^{-iq \cdot \mathbf{r}_i} S_i^z \) we have:

\[
S_q^z = N S \delta(q - Q_{AFM}) - N_q - Q_{AFM}
\]

It is convenient to write \( N_q - Q_{AFM} \equiv \langle N_q - Q_{AFM} \rangle + \delta(N_q - Q_{AFM}) \) with \( \langle N_q - Q_{AFM} \rangle = N \Delta S \delta(q - Q_{AFM}) \) and define \( m_{AFM} \equiv m = S - \Delta S \) as the reduced sublattice magnetization. Here

\[
\Delta S = \frac{1}{N} \sum_q \frac{1}{2} \left[ \frac{1}{\sqrt{1 - \gamma^2_q}} - 1 \right]
\]
is the reduction in the ordered spin moment due to zero-point quantum fluctuations and \( \gamma_q = [\cos q_x + \cos q_y]/2 \) comes from the Fourier-transform of the exchanges in the square lattice.

The one-magnon dispersion relation is given by:

\[
\hbar \omega_q = 2JZ_C\sqrt{1 - \gamma_q^2}
\]  

(18)

where \( J \) is the superexchange constant and \( Z_C \) is a quantum renormalization of the one-magnon energy, near-constant over the Brillouin zone in a first approximation,\textsuperscript{12,13} and estimated as 1.18 to order \( 1/S^2 \) in spin-wave theory\textsuperscript{12} or by series expansions.\textsuperscript{14}

With these definitions we can write the longitudinal dynamical structure factor as:

\[
S_{H,e1}^\pi(q, \omega) = g^2 \mu_B^2 |Nm^2 \delta(q - Q_{A,F,M}) \delta(\hbar \omega)|^2 + \sum_{\nu} |\langle 0 | \delta N_{q - Q_{A,F,M}} [\nu] | \hbar \omega - E_\nu + E_0 \rangle|^2 \delta(\hbar \omega - E_\nu + E_0),
\]

(19)

where the first term in the brackets is the Bragg elastic contribution of the Néel order and the second term is the inelastic contribution.

The sublattice magnetization is well known to be accurately given by linear SWT,\textsuperscript{25} therefore we do not expect significant changes on the elastic intensity if higher order corrections are included. In contrast how the inelastic part is distributed at low-energies (a few \( J \)'s) is expected to be sensitive to such corrections.

The inelastic part can be decomposed into a sum over inelastic processes out of which the dominant term corresponds to two-magnon scattering events with intensity given by\textsuperscript{16}

\[
S_{iM}^\pi(q, \omega) = Z_{2M} \frac{g^2 \mu_B^2}{2N} \times \sum_{q_1, q_2} f(q_1, q_2) \delta(\hbar \omega - \hbar \omega_{q_1} - \hbar \omega_{q_2}) \delta(q + q_1 - q_2).
\]

The two-magnons have opposite spin \( S_z = +1 \) and \( -1 \) such that the total spin \( S^2 \) is unchanged. The scattering cross-section \( f(q_1, q_2) \) depends on the wavevectors of the two magnons via\textsuperscript{16}

\[
f(q_1, q_2) = \text{sinh}^2 \left( \theta_{q_1} - \theta_{q_2} \right), \quad \theta_q = \frac{1}{2} \tanh^{-1} \gamma_q,
\]

(21)

We have included an ad hoc intensity renormalization factor \( Z_{2M} \) to be discussed below. The lineshapes in Eq.\textsuperscript{21} can be evaluated by direct summation or Monte-Carlo methods and the result is illustrated by the dotted areas in Fig.\textsuperscript{11}.

Two-magnon events contribute a continuum band of scattering at energies above the one magnon dispersion \( \hbar \omega_q \). In general the intensity decreases with increasing energy and it is strongest for wavevectors near the antiferromagnetic zone center (\( \pi, \pi \)).

Fig.\textsuperscript{2} shows how the energy-integrated intensity varies in the Brillouin zone, generally following the same trend as the one-magnon intensity. The two-magnon signal cancels at the nuclear zone center (\( 2\pi, 0 \)) as expected from first-moment sum rules for an isotropic antiferromagnet, also made apparent from Eq.\textsuperscript{21} where the cross-section for creating two identical magnons cancels, i.e. for \( q_1 = q_2 \) such that \( q = 0 \), \( f(q_1, q_2) = 0 \).

The lineshapes in Eq.\textsuperscript{21} can be evaluated by direct summation or Monte-Carlo methods and the result is illustrated by the dotted areas in Fig.\textsuperscript{11}.
the maximum magnon energy. In fact most of the two-magnon scattering weight is at energies above the one-magnon cutoff $2Z_{CJ}$.

Due to the broadness of the distribution the two-magnon spectral weight will be quite hard to detect in unpolarized neutron experiments, although we note that recent neutron experiments\textsuperscript{1,17} have observed such a high-energy continuum of excitations in the square-lattice spin-$5/2$ Heisenberg antiferromagnet Rb$_2$MnF$_4$ and the observed intensities were in agreement with neutron scattering by pairs of magnons as described by spin-wave theory. In cuprates, in addition, a large fraction of the spectral weight is at energies that are too high for neutron scattering.

Integrating Eq. (20) over energy and wavevector in a Brillouin zone gives $Z_{2M}\Delta S(1 + \Delta S) g^2\mu_B^2$, whereas the Bragg elastic scattering is $(S - \Delta S)^2 g^2\mu_B^2$. The magnetization reduction can be evaluated numerically as $\Delta S = 0.197$. The corresponding value of $M_0^\alpha$ is shown in Table I. Comparing with the Ising AFM, also shown in Table I, one sees that the effect of the transverse fluctuations is to reduce the sublattice magnetization with a concomitant transfer of spectral weight from the Bragg peak to the two-magnon continuum. Most of the longitudinal scattering is in this spread-out two-magnon continuum. The spin-only sum rule $M_0^\alpha = 1\mu_B^2$ is strongly violated if intensity renormalization is neglected ($Z_{2M} = 1$). Notice that if transverse fluctuations are neglected (Ising limit) the sum rule is exactly satisfied. We can anticipate a similar result in the Hubbard model.

Including higher-order terms in spin-wave theory is expected to produce: \(i\) intensity-lowering of the two-magnon response\textsuperscript{18} and \(ii\) spread out at higher energies due to the contribution of higher multimagnon processes.\textsuperscript{19} For simplicity we assume the intensity renormalization of the two-magnon response to be momentum independent and quantify it with the constant $Z_{2M}$.

Since the Bragg intensity is given accurately by SWT one can get an upper bound for $Z_{2M}$ by neglecting effect \(ii\) and requiring that the sum rule Eq. (17) is fulfilled by Bragg and two-magnon processes: $Z_{2M} \sim 0.67$. Perturbative computations\textsuperscript{15} suggest a value not far from that suggesting that the weight in four magnon and higher multimagnon processes is not high, in agreement with numerical data.\textsuperscript{16} In the following to improve the values of the two-magnon intensity we tentatively adopt $Z_{2M} = 0.67$ given the lack of better estimates (Table I).

It is interesting to remark that the small weight at four magnon and higher multimagnon processes is in striking contrast to the response relevant for infrared experiments which show large weights instead.\textsuperscript{20,21,22,23,24,25} From a theoretical point of view, whereas magnon-magnon interactions have dramatic consequences in the shape of the spectrum of two-magnon excitation relevant for Raman and IR data\textsuperscript{21,22} the effect on the two-magnon line shape relevant for magnetic neutron scattering appears much modest.\textsuperscript{16} This different role of interactions can be traced back to the fact that optical data probes two magnons in different sublattices whereas magnetic neutron scattering probes two magnons on the same sublattice and the interaction is dominant in the first case. The corresponding Green functions at the RPA level for both cases are reported in Ref. 22. In optical data magnon-magnon interactions are responsible for a shift of the main feature from $\sim 4J$ to $\sim 3J$.\textsuperscript{21,22,25} This effect was obtained in Ref. 22 using a high-energy approximation. One can easily see from the RPA equations for the equal-sublattice Green function\textsuperscript{22} that at the same level of approximation the same effect does not show up in the two-magnon neutron scattering line shape. We conclude that interaction effects should be important for the intensity renormalization but they play a very different role here than the one played in optical data.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$\alpha$ & $m_{Q_{AFM}}$ & Elastic & Inelastic & $M_0^\alpha$ \\
\hline
\hline
Ising & $z$ & 0.5 & 1 & 0 & 1 \\
& $x$ & 0 & 0.5+0.5 & 1 \\
SWT & $z$ & 0.3034 & 0.368 & 0.941\textsuperscript{a} & 1.309 \\
& $x$ & 0 & 1.068+0.325\textsuperscript{b} & 1.393\textsuperscript{b} \\
$Z_{2M} = 0.67$ & $z$ & 0.3034 & 0.368 & 0.632\textsuperscript{b} & 1 \\
& $x$ & 0 & 0.609+0.185\textsuperscript{b} & 0.794\textsuperscript{b} \\
$Z_{4M} = 0.57$ & $z$ & 0.3034 & 0.368 & 0.632\textsuperscript{b} & 1 \\
& $x$ & 0 & 0.609+0.185\textsuperscript{b} & 0.794\textsuperscript{b} \\
\hline
\end{tabular}
\caption{Sublattice magnetization $m_{Q_{AFM}}$ and dynamical structure factor spectral weights in units of $\mu_B^2$. We show exact values for the Ising AFM and SWT values for the Heisenberg AFM in the longitudinal channel ($z$) and in one transverse channel ($x$). SWT are the values neglecting all renormalization factors ($Z = 1$). We also include the SWT intensity renormalized by the indicated $Z$ values. The transverse contribution is split in the contribution from the magnetic zone and the nuclear zone as $M_{HIBZ}^z + M_{BZ}^x$. Since we are considering the Heisenberg model ($D = 0$) a “1” in the last column implies that the sum rule is exactly satisfied within the model.}
\end{table}

\textsuperscript{a}Two-magnon contribution.
\textsuperscript{b}One-magnon contribution.
\textsuperscript{c}After Refs. 12,13.
2. Transverse part

The transverse dynamical structure factor is dominated by one-magnon scattering events with intensity given by 15

\[ S_{BZ_\perp}^{\pi}(q, \omega) = g^2 \mu_B^2 Z_d \frac{S}{2} \frac{1 - \gamma_q}{\sqrt{1 - \gamma_q^2}} \delta(\omega - \hbar \omega_q), \quad (22) \]

\( Z_d \) is an intensity-lowering renormalization factor of the one-magnon cross-section due to zero-point fluctuations and magnon-magnon interactions, both neglected at first order in spin-wave theory \((Z_d = Z_X Z_C)\), where \( Z_X \) is the renormalization of the transverse magnetic susceptibility, \( \chi_\perp = Z_X (g \mu_B)^2 / (8 J) \).

The wavevector dependence of the one-magnon intensity is shown in Fig. 2. Although wave-vectors \((2 \pi, 2 \pi)\) weight goes to zero at wave vector \((2 \pi, 0)\) and magnon-magnon interactions, both neglected at first order in spin-wave theory \((Z_d = Z_X Z_C)\), where \( Z_X \) is the renormalization of the transverse magnetic susceptibility, \( \chi_\perp = Z_X (g \mu_B)^2 / (8 J) \).

The wavevector dependence of the one-magnon intensity is shown in Fig. 2. Although wave-vectors \((2 \pi, 0) \equiv (0, 0)\) and \((\pi, \pi)\) are related by symmetry the spectral weight goes to zero at wave vector \((2 \pi, 0)\) and diverges at \((\pi, \pi)\). This difference in intensity is reflected also in doped phases.

Integrating Eq. (22) over energy and wavevector in a Brillouin zone gives the one-magnon intensity for one transverse direction as \((1 + 2 \Delta S) \frac{1}{2} \frac{S}{2} \frac{1 - \gamma_q}{\sqrt{1 - \gamma_q^2}} \delta(\omega - \hbar \omega_q). \)

Experimental works often restrict to the magnetic Brillouin zone around \((0, 0)\) (dashed line in the inset of Fig. 2) hereafter “the magnetic zone” and neglect the small weight on the magnetic Brillouin zone around \((0, 0)\) hereafter “the nuclear zone”. For comparison we split the one-magnon spectral weight in the two zones \( M^f_{MBZ} + M^f_{NBZ} \). One finds the values reported in Table I.

In this case as in the longitudinal channel the sum rule is overestimated if one neglects the intensity renormalization. Estimates of the renormalization from higher-order spin-wave theory give \( Z_d = 0.57 \) at order \( 1/S^2 \), or 0.61(4) by series expansions. Now the sum rule is underestimated. The lacking weight is expected to lay in three-magnon and higher multimagon processes.

An alternative way to estimate \( Z_d \) is to enforce Eq. (4) at large \( S \) and extrapolate to \( S = 1/2 \). With the choice \( Z_d = 1 - \Delta S/S = 0.606 \), the total sum rule \( S(S + 1) \) [c.f. Eq. (4)] is exhausted by elastic \((S - \Delta S)^2\), one-magnon \((1 + 2 \Delta S)(S - \Delta S)\), and two-magnon scattering \( \Delta S(1 + \Delta S) \) (without renormalization), in units of \( g^2 \mu_B^2 \). Such a renormalization of the one-magnon intensity is very close to the results quoted above. Strictly speaking, this argument applies only for \( S > 1/2 \) since the sum rule for each channel Eq. (4), which is exclusive of spin 1/2 systems, is still strongly violated. One the other hand the rapid convergence of the \( 1/S \) expansions often produces accurate results for \( S = 1/2 \) systems as seem to be the case for \( Z_d \).

B. Shielding factor in the Hubbard Model

We now turn to the more realistic Hubbard model. In this section we estimate the shielding factor for \( n = 1 \), within the 2d single-band Hubbard model Eq. (4), to gain some insight on its impact on the sum rule Eq. (4). Here we take for simplicity \( t' = 0 \) and consider the effect of varying \( U/t \). Parameters more specific for the cuprates will be considered in Sec. IV.

The shielding factor is given by the single occupancy probability \( n - 2D \). For a non interacting system, i.e. \( U = 0 \), the double occupancy is just \((n/2)^2\) so one gets \( n - 2D = 1/2 \). Indeed half of the time an atom is singly occupied (up or down) and half of the time it is either empty or doubly occupied and hence does not produce scattering.

For a paramagnetic state in the Hartree-Fock approximation (HF) one gets the same result independently of \( U/t \) (Fig. 4) since correlations are neglected. Correlations can be introduced by treating the paramagnet in the Gutzwiller approximation (GA) 28 which leads to a reduction in double occupancy as

\[ D = \frac{1}{4} \left( 1 - \frac{U}{U_c} \right) \]

becoming zero at the Brinkman-Rice transition point \( U_c/t = 128/\pi^2 \simeq 12.97 \) 28,29. The corresponding value of \( n - 2D \) is plotted also in Fig. 4. The Brinkman-Rice point, however, is never reached since for infinitesimal \( U \) the paramagnetic state is unstable towards a spin-density wave (SDW) which can also be treated in the GA and gives the value of \( n - 2D \) shown in Fig. 4.

Finally for large \( U/t \) one can use a canonical transformation to map the Hubbard model to a Heisenberg model 15,22. It is important to realize that the energies of the low-energy excitations of both models, the “physical” Hubbard model and the low-energy “effective” model coincide to leading order but the correlations functions in general do not coincide. In order to get “physical” correlation functions one needs to use the inverse canonical

![FIG. 4: (Color online) Single occupation probability (shielding factor) for a half-filled Hubbard model in different approximations. The exact results in a 4 x 4 site cluster are computed with the double occupancies given in Ref. 27. The apparent lack of extrapolation of the exact results to the non-interacting limit at \( U = 0 \) is due to a finite size effect.](image-url)
transformation to transform back the “effective” ground state wave function to a physical wave function. Indeed within the Heisenberg model the double occupancy is zero but this does not mean that the double occupancy is zero in the “physical” model. This is obviously very important on evaluating the right hand side of Eq. [8]. Of course if we are interested on evaluating the sum rule within the Heisenberg model it is legitimate to take \( D = 0 \), as done above, but if we want to compare with experiments (or with the “physical” model) one needs to compute the “physical” double occupancy. Fortunately this is very easy in the present case because we can use a trick to avoid the back transformation. We use Hellman-Feynman theorem to write the double occupancy in the Hubbard model as:

\[
D = \frac{1}{N} \frac{\partial E}{\partial U}
\]

with \( E \) the ground state energy. For the latter we use the fact that for large \( U/t \) it coincides with the energy of the Heisenberg model where very accurate numerical estimates exist:

\[
E = -\alpha \frac{4t^2}{U}
\]

and the best estimate for \( \alpha \) is \( \alpha = 0.6696 \) Here we have substituted the superexchange constant by its definition \( J \equiv 4t^2/U \). Since the Heisenberg model has only one parameter it is clear that \( \alpha \) does not depend on \( J \) and we can perform the derivative to obtain:

\[
D = \alpha \frac{4t^2}{U^2}.
\]

The corresponding value of the single occupancy probability \( n - 2D \) is plotted in Fig. [4] and referred to as the “\( t/U \) expansion”. This value is asymptotically exact (within numerically accuracy) \( \delta \) in the large \( U/t \) limit and therefore takes into account all fluctuations effects. Clearly the SDW treated within the GA approximations gives a fairly good approximation for \( n - 2D \) at large \( U \) and interpolates smoothly to the exact result at \( U = 0 \) so we expect it to be quite accurate in all the range of \( U/t \) as can be seen also by comparing with the exact results in a \( 4 \times 4 \) cluster (after Ref. [27]).

We see that the sum rule for one diagonal component of the dynamical structure factor Eq. \( \delta \) changes smoothly from \( \mu_B^2/2 \) in the non-interacting case to \( \mu_B^2 \) in the limit of \( U = \infty \). It is reduced by \( \sim 11\% \) (Table [11] with respect to the full moment value for \( U/t \sim 8 \), as relevant for cuprates [30,31].

C. Distribution of spectral weight in the Hubbard Model

In the previous section we have evaluated the shielding factors that appear due to the finiteness of \( U \) and reduce the total spectral weight compared to spin only models. Another effect, which we study here, is that the total weight is split into a low-energy part at energies of order \( J \) and a high-energy part at energies of order \( U \). Present neutron scattering facilities can measure the spectra up to energies of the order of a few tenth of eV and therefore only the first part is detected. In addition we discuss how the dynamical structure factor is modified for finite \( U \) respect to the SWT result.

To estimate the dynamical structure factor we use the time dependent Gutzwiller approximation of Refs. [7,8,9] [also called GA plus random-phase-approximation (GA+RPA)] applied to a SDW state. We start in the next section by showing how measurements of the dispersion relation in the insulator can be used to estimate \( U \) and \( t \).

1. Transverse part

In the transverse channel MNS experiments reveal the spin-wave excitations of the AFM [30]. Interestingly, whereas spin-wave theory on the Heisenberg model Eq. \( \delta \) predicts a flat dispersion between \( (\pi,0) \) and \( (\pi/2,\pi/2) \) a substantial dispersion has been measured (c.f. Fig. [5]). It has been argued that in cuprates corrections to the Heisenberg model arising as higher orders in a \( t/U \) expansion are relevant [25,30,32,33,34]. The most important of such corrections is a term which cyclically exchanges four spins on a plaquette. A sizable value for this term has been revealed by analyzing phonon-assisted multimagnon infrared absorption [29] and the dispersion relation [30] shown in Fig. [5]. In particular the dispersion between \( (\pi,0) \) and \( (\pi/2,\pi/2) \) is mainly due to this term. Since the dispersion has its origin in the finiteness of \( t/U \) it should show up in the transverse excitations of the
Hubbard model. The computation done in GA+RPA is also shown in Fig. 5. One obtains a very good fit of the dispersion and this provides an accurate way to estimate the strength of the repulsion. We find $U/t = 8$ in good agreement with other estimates, whereas $U/t = 10$ gives a too flat dispersion between $(\pi, 0)$ and $(\pi/2, \pi/2)$ (inset). An equally good fit as the one shown in the main panel can be achieved with $U/t = 8$, $t'/t = 0.0$ and $t = 353.7\text{meV}$. The value of $t'/t$ plays an important role in the doped phase and is close to a first principle estimate.

In Fig. 6 we show the momentum integrated spectral function. We see that for large $U/t$ it approaches the SWT form (Fig. 3). For smaller $U/t$ the maximum is not at the upper edge due to the modified dispersion relation. A small portion of the spectral weight is at high-energy due to spin-flip transitions from the lower to the upper Hubbard band as shown in the inset. We will show that this effect is much larger in the longitudinal channel.

Integrating the spectral intensity one gets the values of $M_0^\mathit{xx}$ shown in Table II. GA+RPA interpolates between the extreme limits $U/t = 0$ (where the sum rule is exactly obeyed) and $U \to \infty$ where one recovers the results of linear spin-wave theory. As a consequence the sum rule in the transverse channel is increasingly more violated as $U/t$ increases with $M_d^\mathit{xx}$ reaching values similar to the unrenormalized SWT results (Table I) for large $U$.

In Fig. 7 we show the experimental intensities as a function of wave vector together with the GA+RPA result. In order to fit the experimental results we introduced an intensity renormalization $Z_d^{U=8t}$ analogous to the SWT intensity renormalization factor. With $Z_d^{U=8t} = 0.65$ the GA+RPA intensities are essentially equivalent to the intensities reported in Fig. 3b of Ref. 30, which have been renormalized by $Z_d^{\exp} = 0.51$ respect to LSWT.

This increase in the value of $Z_d^U$ reflects the fact that cuprates are not in the strict Heisenberg limit $U \to \infty$.

In that limit the $Z_d$ for the RPA should coincide with the value of LSWT given the equivalence of the two approximations. In the extreme case of a non interacting system RPA gives exact intensities and therefore $Z_d^{U=0} = 1$. As $U$ is decreased from infinity the RPA becomes gradually more accurate and therefore $Z_d^U$ should increase respect to the LSWT value as we indeed find.

We caution that the fact that a system is not in the strict Heisenberg limit does not mean by itself that it can not be described by the Heisenberg model. Corrections to the intensity can be introduced as explained in Sec. III D. We estimate this approach is accurate up to $U \sim 15t$ where the dispersion is still Heisenberg like. For smaller $U$ corrections in the dispersion relation due to four spin exchange and other non Heisenberg processes become obvious (c.f. Fig. 5).

2. Longitudinal part

The longitudinal structure factor has a Bragg part and an inelastic part [c.f. Eq. (12)]. For the SDW only one magnetic reciprocal lattice vector contributes to the sum in Eq. (12) namely $Q_{AFM} = (\pi, \pi)$ (we take the lattice constant $a = 1$). The Bragg weight is determined by the sublattice magnetization $m_{Q_{AFM}}$.

At lowest order RPA introduces longitudinal fluctuations in $S^{zz}$ but does not correct one-body expectation values like the sublattice magnetization. (On the contrary it introduces a correction in two-body expectation values like $D$). Therefore in the following we consider the sublattice magnetization at the GA level together with the effect of the longitudinal fluctuations at high energies in $S^{zz}$. The sublattice magnetization can in principle be corrected by including transverse fluctuations.
We will discuss this below.

At the GA we obtain the values of the sublattice magnetization shown in Table II. These values lack the transverse fluctuation corrections and hence converge to the classical value, 0.5 in the large $U$ limit.

To help intuition it is useful to distinguish between the permanent moment $m = \langle \{n_i - n_i^-\} \rangle/2$, which determines the Bragg weight, and an “intrinsic” moment which determines the shielding factor and which we define as $m^* = \sqrt{\langle \{n_i - n_i^-\}^2\rangle/2} = \sqrt{(n - 2D)/2}$. Notice that with this definition a free fermion system has an intrinsic moment which we denote as “trivial”). The paramagnet with small $D$ mentioned in Sec. III B can be considered as a system with well formed (non-trivial) intrinsic moments that are purely dynamical. Indeed the shielding factor is close to 1 but there are no Bragg peaks. In this regard the GA is more flexible than HF which is not able to produce non-trivial intrinsic moments that are not permanent.

Permanent moments are due to the breaking of spin-rotational symmetry. The GA for the SDW smoothly interpolates between the itinerant limit at small $U$ and the localized limit at large $U$ with a permanent moment that increases and reaches $1/2$ for $U \to \infty$. Contrary to the paramagnetic case, quoted above, the difference between permanent and the intrinsic moment in the GA tends to be very small at large $U$. Thus despite the ability of the GA to distinguish the two kinds of moments this ability is not effective at large $U$. In this case the permanent moment in the GA (c.f. Table III) is reduced with respect to the fully polarized value mainly due to covalency effects. On top of this the moment will be reduced due to transverse fluctuations as discussed below.

The covalency reduced Bragg peak does not exhaust the sum rule as can be seen by comparing the “Elastic” column with the last column in Table III. Longitudinal fluctuations, captured by the GA+RPA approach, produce weight at energies of order $U$ as shown in Fig. 8. This is not related to two-magnon processes (as in Sec. III A1) but to fluctuations in the length of the intrinsic moment. The weight in the high-energy part $M_{0,U}$ is also reported in Table III. Adding the Bragg and the $M_{0,U}$ contribution one obtains the values of $M_{0}$ reported in Table III. Comparing with the last column we see that at this level of approximation the sum rule is exhausted (actually slightly overshot) by the Bragg contribution without transverse fluctuations reductions plus the contribution at energy of order $U$.

The small overshot in the sum rule is due to the fact that the last column is computed at the GA level without RPA corrections, whereas $M_{0}$ has RPA corrections to $D$. (An analogous method was used in Ref. 2 to compute fluctuation corrections to $D$). The $M_{0}$ column can be considered as an improved computation of the shielding factor. We see that the difference is very small and for practical purposes we can use the GA result.

From the above results it is clear that neglecting transverse fluctuations the sum rule is well satisfied. This is analogous to the behavior found for the spin only model in the Ising limit (Table I).

At this point we have weight at the Bragg peak and weight at energy of order $U$. How these weights get affected by transverse fluctuations? On top of the covalency reduction transverse fluctuations reduce the permanent moment (keeping the intrinsic moment constant). We have seen above (Sec. III A1) that the reduction of the moment due to transverse fluctuations produces a concomitant large reduction of elastic spectral weight which is transferred to multimagnon processes in the longitudinal channel at energy $\sim J$. A direct computation in the Hubbard model is difficult. In the next section we show how to estimate this effect in the Hubbard model using the SWT results.

We expect that this low-energy rearrangement of spectral weights will neither affect $M_{0,U}$ nor the shielding factor computed above, which, as is clear from Fig. 8 is quite accurate at the present level of approximation. Therefore we expect the present values of $(n - 2D)\mu_B^2 - M_{0,U}^2$ and $M_{0,U}$ (without transverse fluctuations) to be
accurate estimates of the total spectral weight at low (order $J$) and high (order $U$) energies.

D. Effective shielding factor

In this section we would like to show how to use the spin wave theory results together with the results of the previous section to obtain a better distribution of the spectral weight.

According to the discussion of Sec. III C to obtain the “physical” dynamical structure at low energies from the Heisenberg model response, one should apply the canonical transformation back from the effective model to the Hubbard model. Since the processes involved in a $t/U$ expansion have a short spatial range and involve intermediate states at high energies, we do not expect this procedure to lead to a momentum or low-energy dependent correction. Thus the “physical” dynamical correlation functions at low energy can be obtained from the requirement that the sum rule is satisfied as

$$S^{\alpha\alpha}(q,\omega) = (n - 2D - M_{0,U}^{2}/\mu_{B}^{2})S_{\text{Hei}}^{\alpha\alpha}(q,\omega)$$

where $S_{\text{Hei}}^{\alpha\alpha}(q,\omega)$ is the dynamical correlation function of the Heisenberg model and $M_{0,U}^{2}$ is the weight transferred to high energies due to the finiteness of $U$ computed in Sec. III C. Alternatively a model with higher order corrections (ring exchange, etc.) can be taken to compute the response on the right hand side of Eq. (23).

We can consider $(n - 2D - M_{0,U}^{2}/\mu_{B}^{2})$ in Eq. (23) as an effective shielding factor for low-energy spectral weight. One can check from the results of Table III that this works for the Bragg intensities neglecting transverse fluctuations. Indeed we have

$$4m_{Q_{AFM}}^{2}\mu_{B}^{2} = (n - 2D)\mu_{B}^{2} - M_{0,U}^{2}$$

where the left hand side is the Bragg weight in the GA for the Hubbard model without RPA correction and the right hand side is the effective shielding factor times the Bragg weight in the Ising limit of the spin only model $(1/\mu_{B}^{2})$.

Due to the separation of energy scales $D$ and $M_{0,U}^{2}$ will be insensitive to transverse fluctuations. The effect of the latter will be to transfer weight from the Bragg peak to the low-energy continua without affecting the total low-energy spectral weight. Thus Eq. (24) tell us that the total low energy spectral weight (Bragg plus multi-magnon contribution) is accurately given by the mean field value $4m_{Q_{AFM}}^{2}\mu_{B}^{2}$.

As a corollary we see that a good estimate of the longitudinal effective shielding factor is given by the moment in the GA without the need of an RPA computation, i.e. the low-energy part of the longitudinal dynamical structure factor gets rescaled by the mean-field value of $4m_{Q_{AFM}}^{2}\mu_{B}^{2}$. This is consistent with the findings of Hirsch and Tang from numerical data if one takes into account that the HF approximation, used by Hirsch and Tang, gives very similar values of $m_{Q_{AFM}}$ as the GA in the range of $U$ analyzed.

In Fig. 9 we show the two-magnon contribution computed in the Heisenberg model and translated into a Hubbard response according to Eq. (23), together with the longitudinal response at energy $\sim U$ computed directly in the Hubbard model. Additionally there is a Bragg peak (not shown) with weight $16m_{Q_{AFM}}^{2}\mu_{B}^{2}(S - \Delta S)^{2}$ where $m_{Q_{AFM}}$ is computed at mean-field level and $4(S - \Delta S)^{2}$ takes into account the effect of transverse fluctuations. This is our best estimate for the distribution of spectral weight in the longitudinal response of the insulator.

Notice that the transition across the Hubbard bands appears at 2eV. One should remember that on the mapping from the three-band Hubbard model to the one-band Hubbard model the transition across the Hubbard bands of the latter represent the charge transfer transitions of the former, which according to optical data should occur close to $\sim 2$eV. Indeed in the ionic limit, the lower Hubbard band of the one-band model corresponds to O $p^{6}$ states and the upper Hubbard band to Cu $d^{10}$.

E. Estimation of the weights in La$_2$CuO$_4$ and Cu(DC0O)$_2$.4D$_2$O (CFTD)

In La$_2$CuO$_4$ the dynamical structure factor can be fitted in a wide range of momentum and energy by the SWT expressions Eq. (22) with an intensity-lowering renormalization factor $Z_{\text{exp}}^{2} = 0.51 \pm 0.13$. We can use this result to estimate the different contributions to the moments for the one-magnon processes in La$_2$CuO$_4$:

$$M_{N_{BZ}}^{2} = 0.16 \pm 0.04\mu_{B}^{2}$$

$$M_{MBZ}^{2} = 0.54 \pm 0.13\mu_{B}^{2}$$
and

\[ M_0^x = 0.71 \pm 0.18 \mu_B^2. \]

The last value should be interpreted as the weight for one transverse direction in the spin-wave like excitations of La$_2$CuO$_4$. This is not the total weight since part of the weight will be in higher multimagnon processes.

The experimental determination of the intensity lowering factor, $Z_d^{exp}$ neglected shielding factors. Therefore the experimentally determined quantity can be put as:

\[ Z_d^{exp} = Z_d^{eff} = (n - 2D - M_{\text{LDA}}/\mu_B)Z_d. \]

Using an effective shielding factor for $U/t = 8$ as appropriate for La$_2$CuO$_4$, $(n - 2D - M_{\text{LDA}}/\mu_B) = 0.88$ and $Z_d = 0.57$ (SWT) one obtains $Z_d^{eff} = 0.50$ in agreement with the experiment (inclusion of $t'/t = -0.2$ does not change this number appreciably).

Subtracting the observed one-magnon weight from the total expected transverse weight of 0.88$\mu_B$ would then leave a total of 0.17 $\pm 0.18\mu_B^2$ in three, five and higher multi-magnon processes which is within the error bars as illustrated in Fig. 10. Notice that the detected one-magnon spectral weight is significantly lower than 1$\mu_B$, the value expected from the sum-rule neglecting the shielding factors and quantum corrections.

For Cu(DCOO)$_2$:4D$_2$O (CFTD) Ronnow et al. also find $Z_d^{exp} = 0.51 \pm 0.04$ within LSWT. For this compound the ratio of $U/t$ is much larger than in the cuprates and the shielding factor correction should therefore be close to 1. Since the error bars are smaller than in the cuprates this experiment shows, not surprisingly, that multimagnon processes are needed to satisfy the sum rule (see Fig. 10). The similarity for $Z_d^{exp}$ found for the two compounds is to some extent unexpected since there should be a difference due to the shielding factors, however, the expected difference is within the current experimental errors. Notice also that $g$ may also differ in the two compounds.

**IV. A W A Y FROM HALF-FILLING**

**A. Shielding factors**

Taking $g = 2$ and defining the doping as $x = 1 - n$, the shielding factor for general doping changes from $(1 - x^2)/2$ for $U = 0$ to 1 $- |x|$ for $U = \infty$, the latter form being used often in experimental works. In general we expect a dependence on $U/t$ qualitatively similar to the one shown at $x = 0$ (c.f. Fig. 4).

In order to proceed in the doped phase we need a model for the ground state. In this work we are interested in overall distributions of weights and we expect this to be to a large extent insensitive to the details of the ground state if correlations are taken reasonably well into account. This can be seen already at $x = 0$ (c.f. Fig. 4) where we see that the paramagnet and the SDW within the GA give similar shielding factors although the nature of the ground state is completely different. Detailed distributions of spectral weight as measured in Ref. 11 and computed in Ref. 31 will, of course, depend strongly on the ground state and so can be quite helpful to determine it. Since those issues are beyond our present scope we restrict the description of the mean-field states to a minimum.

For the specific system La$_{2-x}$X$_x$CuO$_4$ (X=Sr,Ba) we use a ground state consisting of stripes as suggested by experiment 14. Metallic stripes parallel to the CuO bond can be obtained within the GA for the Hubbard model where a next-nearest neighbor hopping $t'/t = -0.2$ has to be implemented in order to have one doped hole per every second unit cell along the stripe 25 (so called “half-filled” stripes) in agreement with experiments. Note that a similar value for $t'/t$ is predicted by first principle computations 36 for La$_{2-x}$Sr$_x$CuO$_4$.

It should be mentioned that the results at half-filling reported in the previous sections are rather insensitive to the next-nearest neighbor hopping. For $U/t = 8$ and $t'/t = -0.2$ we obtain an analogous dispersion than that reported in Fig. 6 with the only difference that the value for the nearest neighbor hopping has to be scaled to $t = 353.7\text{meV}$. This latter parameter set has been used in order to explain a recent MNS experiment on Ba-codoped LSCO. Overall spectral weights with this extended parameter set are practically the same than those reported in Sec. III.C with $t' = 0$.

In Fig. 10 we show the shielding factor obtained averaging $(n - 2D)$ in the mean-field solutions as a function of doping. We see that the shielding factor has a linear behavior similar to the one for the $U/t = \infty$ case. As expected we find that the shielding factor is similar for other low-energy textures (not shown). For doping $x = 1/8$ we obtain $n - 2D = 0.79$ so there is an extra 10% reduction with respect to the undoped case.

**B. Spectral weights**

**1. Longitudinal Part**

Because the stripe solutions are magnetic the longitudinal structure factor has a Bragg part and an inelastic part [c.f. Eq. (12)].

Since the stripe solutions are metallic, low-energy particle-hole excitations are allowed. Therefore contrary to the result in the insulator (Sec. III.C.2), already at RPA level one finds weight at magnetic energies ($\lesssim 0.3eV$) as shown in Fig. 11. This weight however is broad distributed in momentum space and will most likely pass unnoticed in unpolarized INS as discussed in Sec. III.D. Just as shown in Fig. 2 for the insulator a more elaborate computation, taking into account longitudinal fluctuations, will show in addition weight at the two-magnon excitations. Since the inelastic longitudinal component due to multimagnon scattering is already quite featureless in the insulator (Sec. III.A.1 and III.C.2)
it is reasonably to expect that it will be even more featureless in the doped phase. We conclude that within standard protocols (Sec. II.D) to first approximation all the inelastic longitudinal spectral weight will be assigned to the background.

For the specific case of a striped ground state we can also estimate the elastic spectral weight in the longitudinal channel. For doping \( x = 1/8 \) and an array of \( d = 4 \) SC stripes we find elastic peaks at \( \mathbf{Q}_1 = (1/2 \pm \epsilon, 1/2)2\pi \) and \( \mathbf{Q}_2 = (1/2 \pm 2\epsilon, 1/2)2\pi \) with \( m_{Q_1} = 0.215 \) and very small weight, \( m_{Q_2} \), in the higher harmonics. It was shown in the insulator that if one neglects transverse fluctuations the sum rule in the longitudinal channel is exhausted with a good degree of approximation by the Bragg weight plus the inelastic high energy part.

Is there an analogous behavior in the doped phase? The elastic weight neglecting transverse fluctuations is \( 0 \) and the inelastic high energy weight. The transverse component of the dynamical structure factor shows sharp features due to the propagating spin-wave like modes of the stripes. In addition, since the stripes are metallic, a fraction of the spectral weight is in a broad particle hole continuum. The latter features however are mainly located in the nuclear Brillouin zone (NBZ).

2. Transverse Part

The transverse component of the dynamical structure factor is transfered in which case the system becomes quantum critical or quantum disordered.\(^{22}\)

The elastic weight neglecting transverse fluctuations is roughly half of the one found in the insulator (0.74\(\mu_B\)). Just as in the insulator a large fraction of this weight (at least 60\%) will be transfered to multimagnon excitations if transverse fluctuations are taken into account. It is conceivable that all the weight in the Bragg peak is transfered in which case the system becomes quantum critical or quantum disordered.\(^{22}\)

maximum allowed value \( 1 - x = 0.875 \). This is because RPA becomes less accurate in the metallic phase due to the presence of small energy denominators. The violation however is not as severe as for the transverse channels as reported below.

The elastic weight neglecting transverse fluctuations is roughly half of the one found in the insulator (0.74\(\mu_B\)). Just as in the insulator a large fraction of this weight (at least 60\%) will be transfered to multimagnon excitations if transverse fluctuations are taken into account. It is conceivable that all the weight in the Bragg peak is transfered in which case the system becomes quantum critical or quantum disordered.\(^{22}\)
as in the insulator $Z_d^{U=8} = 0.65$.

The momentum distribution of the transverse spectral weight has been shown in Ref. 31. In Fig. 11 we show the transverse integrated spectral weight compared with the experimental results. At zero doping the spectral weight coincides with the theoretical value (not shown for clarity) as discussed in Sec. III. At finite doping the weight in the MBZ decreases roughly as the screening factor as can be seen by comparing the points labeled La$_{2-x}$Ba$_x$CuO$_4$ (MBZ) and RPA$	imes Z_d^{U=8}$ (MBZ). Comparing Fig. 11 and Fig. 11 we see that whereas in the insulator almost all of the spectral weight is at magnetic energies in the doped phase a large fraction of the spectral weight is at intermediate energies not accessible to MNS. In other words doping induces a transfer of spectral weight from low energies to intermediate energies in this channel. Interestingly optical spectra shows that doping also generates structure at the same energies in the charge channel 39,43,44.

The lower “x” at $x = 1/8$ in Fig. 11 is the RPA moment in the MBZ renormalized by $Z_d^{U=8}$ and restricting the integral only up to the highest energy measured in Ref. 1. $\omega < 0.23$eV. We see that the obtained value is roughly 50% higher than the experimental weight.

In order to see at what energy the disagreement arises we show in Fig. 12 the experimental $S^{\text{eff}}$ compared with the theoretical one using 1/2 as polarization factors [Eq. (10)] and neglecting the longitudinal weight. The lower panel shows a comparison of the partial sum rule weight with the two limiting values of the polarization factor. The theoretical computation shows a strong resonance at $\omega = 58$meV which in the experiment appears with a reduced spectral weight and in part distributed on a broader energy range. (The resonance appears at higher energy if one looks only at the $Q_{AFM}$ response 31). The overall weight integrated up to energies immediately above the resonance is in agreement with the experimental one. As the energy increases there are strong deviations between theory and experiment.

The simplest explanation for the smaller weight in the experiment is that some of the structures that contribute at high energy may be broad and assigned to the background (see Ref. 31). We should say that because we neglect life-time effects even the sharp structures of our computation will be much broader in reality and this will be more important as the energy increases since, quite generally, the phase space for decay processes increases. Also high-energy excitations will be much more sensitive to disorder since they involve short wave-lengths and this will also tend to make them broader. The broad structures will be assigned to the background explaining the difference between theory and experiment. We should also take into account that $Z_d$ can be more depressed due to the larger impact of quantum fluctuations in the metallic phase.

In order to have a broader view of the trends in the evolution of the spectral weight, we show in Fig. 13 a compilation of measurements of $S^{\text{eff}}$ from different groups and at different dopings. For $x = 0, 0.125$ and 0.14 the overall weight seem to be roughly conserved whereas for $x = 0.16$ the detected weight seems to be significantly smaller. It will be interesting to see weather this is due...
to a transfer to high-energies where absolute measurements are not available.

V. CONCLUSIONS

In this work we have analyzed the distribution of spectral weight in neutron scattering experiments in cuprates. In the insulator the spectral weight has been estimated in detail in the Heisenberg model and then translated into a Hubbard response with the use of an effective shielding factor. We find an effective shielding factor which essentially coincides with a proposal of Hirsch and Tang but we expect our results for overall weights to be largely insensitive to the specific texture. One finds extra broad features due to the particle-hole continua plus propagating collective modes. In analogy with the insulator we expect the latter to be reduced in intensity due to quantum fluctuation and to dominate the spectral weight reported in experiments.

We see no reason why the broad/high energy modes can not have a strong impact on the effective attraction between holes relevant for superconductivity and therefore their experimental characterization remains an important open problem.
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