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Abstract. In the transformation process of data integration network, the impact on the business has always been the most important reference factor to measure the quality of network transformation. With the importance of the data network carrying business, we must put forward specific design proposals during the transformation, and conduct a large number of demonstration and practice to ensure that the transformation program meets the requirements of the enterprise data network. This paper mainly demonstrates the scheme of over-migrating point-to-point access equipment in the reconstruction project of power data comprehensive network to migrate the BGP autonomous domain to the specified domain defined in the industrial standard, and to smooth the intranet OSPF protocol Migration into ISIS agreement. Through the optimization design, eventually making electric power data network performance was improved on traffic forwarding, traffic forwarding path optimized, extensibility, get larger, lower risk of potential loop, the network stability was improved, and operational cost savings, etc.

1. Introduction

The migration of AS network integrated power company is the network topology transfer from one domain to another state grid provided in another domain of the project, the project is mainly to the network protocol when migration and migration of BGP AS to ensure the normal operation of the data network. Its characteristic is that the network topology scale is huge in this network, and the service is complex. With the development of computer networks, more and more networks are moving from small networks to large enterprise networks or even wide area networks.

At this stage most of the domestic IGP networks stay at the OSPF level, and most enterprises have not tried to smoothly migrate the OSPF protocol to the ISIS protocol. Therefore, this phenomenon will last for a long time. The comprehensive transformation of the power system data network, from the previous research assessment, the implementation of the project and the results of the transformation point of view, after AS migration and optimization of the upgraded network access to the national grid smoothly, in line with user expectations. So it can give reference for the future power grid IGP smooth migration from OSPF to ISIS[1], as well as to modify BGP AS number.

2. The Key of Technologies

BGP: External Gateway Protocol[2]. Different AS can connect and exchange routes. However, the ability to calculate routes is relatively poor, which is mainly used to deliver routes and manage routes.
MPLS VPN: A routing protocol based on label switching, early to solve the problem of poor performance of routing switching, and later gradually become a VPN technology to achieve business isolation in large-scale networks, mainly based on routing information to form a label switching table.

OSPF: OSPF is a typical routing protocol based on link state[3]. It belongs to the Interior Gateway Protocol (IGP) and is used in the same routing domain and runs inside the autonomous system.

ISIS: A relatively simple and powerful routing protocol[4]. This protocol has no complicated network type nor rich area division, only has the backbone area and the non-backbone area. Therefore, with its simple and performance advantages of low consumption make it one of the most excellent agreement with in the network protocol.

Because ISIS is a hierarchical link state routing protocol based on the DEC net Phase V routing algorithm[5], the modular design of TLV valve thresholds provides strong scalability for ISIS protocol extensions.

In theory, ISIS has optimized Dijkstra's algorithm[6], so ISIS has a more flexible application scenario than OSPF in a large-scale network. ISIS belongs to the second layer of the agreement, and OSPF belongs to the third floor, so the use of ISIS in the network protocol to reduce the transmission and decapsulation of a data package, so the processing of data relative to OSPF will be less, the efficiency of forwarding Will be higher. In addition ISIS increased support for IPv6 better, in line with the tide of network development.

3. Migration and optimization of AS

Due to the limited size of early networks, the division of AS has not been refined to accommodate a diverse network. As a result, the AS in some large networks need to be re-planned. However, the range of networks involved in the AS is too large. Most enterprises are reluctant to re-plan the AS, considering the importance of the services carried on the network. This article analyzes a successful case of modifying an AS.

3.1. The problems of power network

Taking the entire power network in Beijing as an example, the underlying routing protocol of the power integrated data network is OSPF. By dividing the OSPF area into the service division of the entire network, the routing protocol alone can not achieve the isolation of different services. Therefore, MPLS is introduced to distribute labels, and BGP delivers private network routes to form MPLS VPN[7]. As a routing protocol that bears VPN in the network, BGP delivers all VPN route entries directly to other PE(MPLS network edge routers). The OSPF protocol uses a multi-area design approach. The interconnection ports between the core devices belong to area 0, and the ports of the downstream aggregation devices belong to other non-backbone areas. The core devices also serve as OSPF ABR border routers.

As the power network uses OSPF as the internal gateway protocol, the core backbone network operates in area 0. According to the different business and location, the entire network is divided into different OSPF areas. The core backbone equipment serves as the gateway in this area. All the equipment enable MPLS VPN and BGP technology. MPLS VPN is responsible for the generation and forwarding of labels. BGP is responsible for the delivery of service routes. Logical switching is used to implement the logic division of different services so that the traffic between different services will not interfere with each other and the three-dimensional design of service traffic is realized. In a large-scale network, the complexity of the network structure, service traffic, area and OSPF protocol itself leads to complicated network structure and too many layers. The core network equipment has too many roles (gateway, ABR, route forwarding)Network bottleneck. Due to the DV algorithm used in the inter-OSPF area[8], with the further increase of the network complexity, the increased risk of the loop and the future expansion of the network all pose a huge operational risk to the integrated data network of the power.

3.2. The migration method of AS

The main idea of the migration is to adopt an over-mobility solution of the access equipment of the tangent plane. The access equipment is firstly divided into new domains and then used as a bridge to
gradually expand the scope and eventually reach the AS migration. In the internal network protocol migration, firstly, increase the AS value of OSPF, then enable ISIS on the device. After ISIS replaces OSPF, decrease the AS value of ISIS. After the ISIS finally takes effect, you can delete the OSPF protocol to achieve the migration of intranet protocol.

The overall design concept is as follows: First, configure ISIS on the entire network. Because the default management distance of ISIS is higher than that of OSPF, you can enable ISIS directly when the device runs, and then delete the OSPF protocol. In this case, the protocol does not take effect. Then two high performance routers are used as the Route Reflector of new AS[9].

Secondly, a OSPF area of the whole network is selected to complete the Loop-back change, BGP number change and IGP protocol change in the area. The AS is connected to the rest of the network area of the integrated data network through a word-shaped topology and is opened up using cross-domain technologies at both the IPV4 and VPN levels. At the IP level, the devices within the AS are interconnected through the ISIS protocol. To communicate outside the AS, it is done through EBGP cross-domain[10]. On the VPN level, the VPN routing reflection is performed between the devices within the AS through the new RR. If you need to communicate to outside of the AS, you can do it through option-B cross domain means[11]. In the process of transformation, the topological connection between the AS and the rest of the network area of the integrated data network does not need to be interrupted or dismantled.

Finally, the method of "gradual enlargement" is adopted to expand the scope of the area horizontally with the core nodes as the core. Each subsequent renovation will be modestly expanded on the basis of the original area until the changed area is expanded to the whole network. In this case, all the BGP numbers and IGP protocols in the entire network have been changed. The whole network RR also naturally migrate to the new RR.

3.3. Implementation steps of migration

The whole network is configured with ISIS protocol, and the management distance is the default value. In this case, the OSPF management distance is lower and the new IS-IS configuration does not take effect. Newly deployed Shunyi Company 2 in Shunyi District As the second core of Shunyi Company, two independent RRs were newly deployed and connected with Shunyi Company 1 and Shunyi Company 2 respectively.

The port, IGP, BGP configuration of the above three devices, in which the IGP protocol is configured as ISIS, BGP AS number is configured as 57580. Since independent RR is only used as routing control unit and is not used as data forwarding unit, the IGP metric between RR and PE should be increased.

Between RR1 and Shunyi Company 1, RR2 establishes an EBGP neighbor relationship with Tongzhou Company to make the four ASBRs form a word-shaped connection and provides structural support for the OPTION-B cross-domain as shown in figure 1.

![Figure 1. Mouth type graph.](image-url)
In the remodeling window, all PE devices in Area (Area 22) governed by Shunyi Company are sequentially changed into AS 57580. Change the administrative distance of the ISIS agreement to 25 during the transformation to put it into effect. After ensuring that all the PE equipment in Area (Area 22) under Shunyi's operation is completely rebuilt, establish the EBGP neighbor relationship between Shunyi Company 1 and Sunhe to ensure that the word-type connection between the two ASs still exists.

Follow the above steps to repeat, with the backbone equipment as the core along the backbone of the link and gradually cut other areas of OSPF to AS 57580, until expanded to the entire network. In each implementation, the OSPF backbone device is modified first, and then the devices in the OSPF non-backbone area corresponding to the device are changed. After the whole network is changed to AS 57580, the RR2 on which Shunyi is located will be rerouted to the new RR at the front door.

First of all, in the current network equipment R3, add R4 as transfer after RR. R1 is used as the auxiliary cutting equipment and will be removed after the completion. Since the research is focused on the impact of the business on the cutover process, we directly discuss the topology after the R2--R10 cross-domain cutover is completed as shown in figure 2.

Then, after the completion of the topological transformation, the region is divided into the BGP AS2 area. In order to ensure that the service data is not interrupted during the cutover, the two main lines are cut using R5 - R1 and R2 - R1. The idea is: R1 and R2 use cross-domain technology, and R2 and R1 use Option-B cross-domain technology for redundancy to prevent single point of failure. All ISIS configurations are configured to the core. Because the IS value of IS-IS is greater than the AD value of OSPF, IS-IS does not take effect when OSPF co-exists with IS-IS. In this case, the entire network still runs under OSPF.

![Figure 2. AS migration.](image)

Finally, the main structure of the network is as follows: The IP address is configured on the network interface, ISIS and MPLS are enabled, and the ISIS calculation route and MPLS label distribution are implemented. Each device needs to be configured with a unique ISIS NET-ID, which, once repeated, can cause the entire network to fail. To save the number of configuration commands, you can use the BGP group command[12] to configure [instead of using one by one configuration. In the configuration process should pay attention to the RR, as well as sending and receiving community attributes and other matters.
3.4. The testing of Cut-over
This paper mainly tests the window service and recovery time. First, the business of testing non-secant Windows. As shown in figure 3 below, the business traffic of the non-secant window is normal.

![Figure 3. The business of testing non-secant windows.](image)

Second, it is the business of testing the window. When you upgrade R12, determine its impact on other node businesses. You can test it by long ping, and you can see from figure 4 that there is no drop after the upgrade completing. Therefore, it indicates that the upgrade process does not affect the business of non-cutover nodes.

![Figure 4. The business of testing the window.](image)

Finally, the test was cut-over the equipment after the completion of a cut-over its business recovery time: in the cut-over at the same time open two login window, upgrade the modification window, another window test business, the following figure 5 below.

![Figure 5. The business recovery time of testing.](image)

The following topology diagram is shown in figure 6. The cut-over is completed and the topology structure is as follows: at this point, the R8, and R9 has lost the function of the RR, RR has a smooth migration to the R3 and R4, at the same time IGP has changed to ISIS, BGP has also changed to 2. The transformation completed successfully.

![Figure 6. Cut-over completed.](image)

4. Conclusion
In the transformation of the Beijing electric power data network, through continuous exploration and practice, the network structure of electric power integrated data network is optimized, the network performance is improved to forward, effectively strengthen the robustness of the network and the
operation and maintenance costs are obtained Lower, and ultimately to achieve the user's requirements. The AS migration of large networks and the migration of Intranet protocols will almost cover the entire network, so the reasonable implementation scheme is very important for the success of migration. This paper analyzes the successful implementation of AS and Intranet protocols in the power system and ensures the normal operation of business data during the migration process.
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