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ABSTRACT
Minimum redundancy among different elements of an embedding in a latent space is a fundamental requirement or major preference in representation learning to capture intrinsic informational structures. Current self-supervised learning methods minimize a pair-wise covariance matrix to reduce the feature redundancy and produce promising results. However, such representation features of multiple variables may contain the redundancy among more than two feature variables that cannot be minimized via the pairwise regularization. Here we propose the High-Order Mixed-Moment-based Embedding (HOME) strategy to reduce the redundancy between any sets of feature variables, which is to our best knowledge the first attempt to utilize high-order statistics/information in this context. Multivariate mutual information is minimum if and only if multiple variables are mutually independent, which suggests the necessary conditions of factorized mixed moments among multiple variables. Based on these statistical and information theoretic principles, our general HOME framework is presented for self-supervised representation learning. Our initial experiments show that a simple version in the form of a three-order HOME scheme already significantly outperforms the current two-order baseline method (i.e., Barlow Twins) in terms of the linear evaluation on representation features.
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1 Introduction

Representation learning that maps high-dimensional data into the semantic features is a fundamental task in computer vision, machine learning, and artificial intelligence [1]. In particular, self-supervised representation learning (SSRL) on large-scale unlabeled datasets has made great progress and been applied to various applications, such as object detection and segmentation [2], deep clustering [3], medical image analysis [4, 5], etc. To learn meaningful representations without annotations, various pretext tasks were heuristically designed for SSRL, such as denoising auto-encoders [6], context auto-encoders [7], cross-channel auto-encoders or colorization [8, 9], masked auto-encoders [10], rotation [11], patch ordering [12, 13, 14], clustering [15, 16, 17], and instance discrimination [18, 19]. Recently, semantic invariance to predefined transformations of the same instance has been used as a basic pretext task in various SSRL methods [20, 21, 22, 23] due to its effectiveness and efficiency. To avoid trivial solutions (e.g., the features of all samples are a constant vector), these methods use various special techniques, such as large batches or a memory bank [19, 24, 20], momentum updating [2], asymmetric network architecture with additional predictor head and stop gradients [21, 22]. In another direction, W-MSE [25], Barlow Twins [26], and VICReg [27] drive covariance matrices towards the identity matrix to minimize the pairwise correlation, explicitly avoiding trivial solutions without requiring any asymmetric constraint on network architectures nor training process.

Based on the general characteristics of the expected embedding features instead of ad-hoc techniques for SSRL, here we propose a principled approach for self-learning. Clearly, a naturally desired property is that semantically
similar samples have similar embedding features. This can be approximately achieved by the common pretext task of transform invariance that different transformations of the same instance should have the same embedding features. The transformation is randomly performed according to a predefined transform distribution, such as random cropping, horizontal flip, color jittering, grayscale, Gaussian blur, and solarization, assuming that these transformations will not affect the semantic meanings of the original instance. This study highlights the importance of the minimum redundancy among all feature variables; that is, the mutual information between any sets of variables is minimized. With this minimum redundancy constraint, learned features are enriched, concentrated, and decomposed to be informative. Although existing studies [25, 26, 27] proposed to minimize the pairwise correlation by enforcing the off-diagonal elements of a covariance matrix to be zero, the minimum redundancy among multiple feature variables has not been utilized so far. Theoretically, multivariate mutual information [28] or total correlation [29] is minimum if and only if a set of multiple variables are mutually independent, note that pairwise independence cannot ensure mutually independence [30]. Furthermore, the mutual independence means that the mixed moment of multiple feature variables can be factorized into the multiplication of their individual moments. Based on this important observation, we advocate a general framework for High-Order Mixed-Moment-based Embedding (HOME) to empower self-supervised representation learning.

The rest of this paper is organized as follows. In the second section, we describe our general methodology. In the third section, we report our initial experimental results on CIFAR-10. As the first step, a three-order HOME was instantiated and evaluated. The results on CIFAR-10 show that the HOME scheme has achieved a significantly better performance on representation learning (4.1%) than the two-order baseline, i.e., Barlow Twins [25] on the CIFAR-10 dataset, in terms of the commonly used linear classification evaluation on fixed representation features. In the last section, we discuss relevant issues and conclude the paper.

2 Methodology

2.1 General Self-Supervised Framework

![Figure 1: HOME framework for self-supervised representation learning. The black arrows denote the forward data flow, and the red arrows denote the backward gradient flow. Here the high-order constraints among multiple features variables are illustrated with hypercubes.](image)

We aim to train a neural network to extract meaningful features on an unlabeled dataset in a self-supervised learning manner. Our general SSRL framework HOME is shown in Fig. 1 which is formulated into a single branch in the training stage. In each training iteration, a batch of training samples \( \{x_n\}_{n=1}^N \) are first randomly transformed to \( T \) distorted versions \( \{\{x_n^t\}_{n=1}^N\}_{t=1}^T \). In practice, \( T \) is usually set to 2 due to the memory and computational cost although some studies [23] achieved better results using more than two transformations. Then, all transformed images are forwarded to a single model, including an encoder mapping data to the representation features and a projector mapping the representation features to the embedding features; i.e., \( z_n^t = G(F(x_n^t; \theta_F); \theta_G) \in \mathbb{R}^D \), where \( F(\cdot; \theta_F) \) denotes the encoder function with a vector of parameters \( \theta_F \), \( G(\cdot, \theta_G) \) denotes the projector function with another vector of parameters \( \theta_G \), and \( D \) is the dimension of embedding features. This study focuses on learning the generally expected properties of meaningful embedding features, requiring any special constraints on neither the network architecture nor the optimization process.
2.2 High-Order Mixed-Moment-based Embedding

Two properties are expected for meaningful embedding features, i.e., invariance to random transformations and minimum total correlation among all feature variables. The invariance is to drive semantically similar samples close to each other in the embedding space, which has been well established as a basic pretext task in various SSRL methods. Here we underline the reduction of the total correlation among all feature variables so that informative features can be learned into a compact vector, very similar to coordinates of a point in a Cartesian coordinate system. The total correlation among random variables \( z_1, z_2, \ldots, z_D \) is defined as follows:

\[
I(Z_1, Z_2, \ldots, Z_D) = \int_{z_1} \int_{z_2} \cdots \int_{z_D} P(z_1, z_2, \ldots, z_D) \log \left( \frac{P(z_1)P(z_2) \cdots P(z_D)}{P(z_1, z_2, \ldots, z_D)} \right) dz_1 dz_2 \cdots dz_D. \tag{1}
\]

\( I(Z_1, Z_2, \ldots, Z_D) \) measures the amount of information shared among multiple random variables. It can be seen that \( I(Z_1, Z_2, \ldots, Z_D) \) is minimized if and only if the joint probability density distribution (PDF) can be factorized into their individual PDFs; i.e., \( P(z_1, z_2, \ldots, z_D) = P(z_1)P(z_2) \cdots P(z_D) \), which means that all variables are mutually independent. Note that pairwise independence cannot ensure the mutual independence of the entire set of random variables \([30]\), which means that even if the mutual information between every two variables are zero, the multivariate mutual information may still have not been minimized. Therefore, to systematically reduce the informational redundancy among all feature variables, the total correlation should be minimized. Nevertheless, it is generally difficult to estimate the probability distribution of continuous variables so that \( I(Z_1, Z_2, \ldots, Z_D) \) cannot be directly minimized. Furthermore, if all variables are mutually independent, then for every \( K \) variables, \( K \leq D \), and for any \( K \) indices \( 1 \leq d_1 \leq \cdots \leq d_K \leq D \), we have

\[
E[\prod_{k=1}^{K} Z_{d_k}] = \int_{z_{d_1}} \int_{z_{d_2}} \cdots \int_{z_{d_K}} P(z_{d_1}, z_{d_2}, \ldots, z_{d_K}) dz_{d_1} dz_{d_2} \cdots dz_{d_K}, \tag{2}
\]

which means that the mixed moments, \( E[\prod_{i=1}^{K} Z_{d_i}] \), among \( K \) variables can be factorized to the multiplication of their individual expectations. These expected values can be estimated as the means of observed samples. When \( K = 2 \), the general mixed moment is degraded to the pairwise correlation used in \([25, 26, 27]\). If and only if the joint distribution \( P(z_{d_1}, z_{d_2}, \ldots, z_{d_K}) \) is a multivariate normal distribution, the pairwise zero correlation is equivalent to the mutual independence or minimum total correlation. Unfortunately, the joint normal distribution among all features variables cannot be ensured in practice. Hence, the necessary conditions of factorizable mixed moments in Eq. (2) must be satisfied to drive the total correlation towards zero.

Based on the above analysis, we presented a HOME loss as

\[
L = \frac{1}{D} \sum_{d=1}^{D} \frac{2}{(T-1)} \sum_{i,j=1, i \neq j}^{T} (1 - \frac{N}{\sum_{n=1}^{N} z_{nd}^t z_{nd}^j})^2 + \lambda \frac{1}{M} \sum_{K=2}^{T} \sum_{K=2}^{D} \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{K} \left( \frac{z_{nd}^t}{N} \right)^2, \tag{3}
\]

where all feature variables \( z_d \) are normalized with the zero mean and the unit standard deviation, denoted by \( \hat{z}_d^t \) as follows:

\[
\hat{z}_d^t = \frac{z_d^t - \frac{1}{N} \sum_{n=1}^{N} z_{nd}^t}{\sqrt{\sum_{n=1}^{N}(z_{nd}^t - \frac{1}{N} \sum_{n=1}^{N} z_{nd}^t)^2}}. \tag{4}
\]

The first term in Eq. (3) is to enforce the embedding features from different transformations of the same instance to be the same, which is a multi-view variant of the one used in \([26]\). The second term is our novel contribution that constrains the empirical mixed moments to be subject to Eq. (2); i.e., \( E[\prod_{k=1}^{K} \hat{Z}_{d_k}] = \prod_{k=1}^{K} E[\hat{Z}_{d_k}] = 0 \), as \( \forall d_k, E[\hat{Z}_{d_k}] = 0 \) after normalization in Eq. (4), and \( M = \sum_{K=2}^{T} \sum_{K=2}^{D} \frac{K!}{(D-K)!} \) is the total number of combinations for all orders of moments, where \( K \) denotes the order of moments. In this study, we simply set \( \lambda = 1 \).

2.3 Three-Order HOME

Based on the general HOME framework for SSRL, a three-order HOME self-supervised learning method was instantiated; i.e., \( K \in \{2, 3\} \). In this initial study, we used Barlow Twins \([26]\) with the two-order covariance constraint as the
baseline. During the training process of Barlow Twins, two random transformations were forwarded to twin branches and the cross-covariance was calculated. Thus, the difference of the two-order HOME with $T = 2$ from Barlow Twins is that self-covariance is imposed to two transformations separately. To evaluate the effect of our high-order constraint, different variants of two- and three-order HOME were built and evaluated. Specifically, the compared variants include:

- **Barlow Twins**: Original Barlow Twins using two transformations and the cross-covariance constraint.
- **HOME-T3-O2-Cross**: Two-order HOME using three transformations and the cross-covariance constraint, where three cross-covariance matrices between every two transformations are calculated.
- **HOME-T3-O3-Cross**: Three-order HOME using three transformations and cross-mixed-moments, where three cross-covariance matrices between every two transformations and a three-order cross-mixed-moment tensor are calculated.
- **HOME-T2-O3-Self-All**: Three-order HOME using two transformations and self-mixed-moments, where two self-covariance matrices and two three-order cross-mixed-moment tensors are separately imposed on two transformations.
- **HOME-T2-O3-Self-One**: Three-order HOME using two transformations and self-mixed-moments, where one self-covariance matrix and one three-order self-mixed-moment tensor are imposed on one of the two transformations randomly.

The above variant models are summarized in Fig. 2.

2.4 Implementation Details

As the first example, the CIFAR-10 dataset was used to evaluate all the model variants. The commonly used ResNet18 was used as the feature encoder and the three-layer MPL with the dimension 1024 for each layer was used as the projector, which implies the embedding feature dimension $D = 1024$. The SGD optimizer was used with the momentum 0.9 and weight decay rate 0.0005. We used the cosine decay schedule from 0 with 10 warmup epochs towards the final value 0.002. The base learning rate was set to 0.5. The batch size was set to 512. All models were optimized with 800 epochs on a single Tesla V100 GPU.
## 3 Experimental Results

Table 1: **Comparison of different methods on CIFAR-10 with linear probing.** Top-1 and Top-5 accuracies (in %) of ResNet18 are reported. The best two Top-1 accuracies are highlighted in **bold**.

| Methods               | Top-1   | Top-5  |
|-----------------------|---------|--------|
| MoCo (2020)           | 90.0    | -      |
| SimCLR (2020)         | 87.5    | -      |
| SimSiam (2020)        | 90.6    | -      |
| BYOL (2020)           | 91.1    | -      |
| SwAV (2020)           | 88.1    | -      |
| DINO (2021)           | 88.4    | -      |
| NNCLR (2021)          | 89.6    | -      |
| DCL (2022)            | 87.3    | -      |
| Barlow Twins (2021)   | 87.1    | 99.2   |
| HOME-T3-O2-Cross (ours) | 87.3   | 99.5   |
| HOME-T3-O3-Cross (ours) | **91.1** | 99.7   |
| HOME-T2-O3-Self-All (ours) | **91.2** | 99.7   |
| HOME-T2-O3-Self-One (ours) | **91.2** | 99.7   |

The results obtained using different methods on CIFAR-10 are summarized in Table 1, where the numbers in the first block were reproduced by Lightly\(^1\) and the data in the second block were generated in this study. Note that the training settings are basically the same between this study and Lightly, including all models were optimized with the SGD optimizer, batch size of 512, and 800 training epochs. The commonly used linear probing was used to evaluate the representation learning performance of different methods. Specifically, after the self-supervised training, a linear classifier was stacked onto the encoder network with the frozen parameters while the projector was disregarded. Without using any special constraints, such as asymmetric network structures, momentum updating, memory bank, stop gradient, etc, HOME achieved the state-of-the-art results on the CIFAR-10 dataset. Significantly, the three-order HOME outperforms the two-order baseline; i.e., Barlow Twins, by a \(\sim 4\)% in terms of Top-1 accuracy. As discussed in Section 2.3, we assume that the cross-mixed-moment is equivalent to the self-mixed-moment as the embedding features of different transformations tend to be the same, which is demonstrated by our results. Furthermore, we do not have to impose the empirical constraints on all transformations, since randomly selecting one seems sufficient to yield the equivalent results, which helps save the computational cost.

## 4 Discussions and Conclusion

The HOME loss function defined in Eq. (3) indicates that with incorporation of high-order mixed moment orders, the self-learning results can be significantly improved, while the computational cost will be substantially increased as well. In this initial investigation, we only used three-order of moments on a relatively small dataset, and thus the HOME loss can be fully computed. However, it may be not feasible to include many moments for optimizing representation learning models on the large-scale datasets, unless more efficient algorithms can be designed or more powerful computing platforms are used. At this stage, an immediate solution is to randomly select part of high-order elements in each training iteration to fit the limitations of computers. We will report more results on larger datasets in the near future.

In conclusion, this study presents a High-Order Mixed-Moment-based Embedding (HOME) approach for representation learning. HOME, as the general self-supervised learning framework, is promising to reduce the total correlation among all feature variables, making the features rich and compact. Without using any ad-hoc techniques, a three-order HOME has already achieved the state-of-the-art results on the CIFAR-10 dataset, and outperformed the two-order baseline; i.e., Barlow Twins, by a large margin (4.1%) in terms of the linear classification. HOME is effective to learn the generally

---

\(^1\)https://github.com/lightly-ai/lightly
expected properties of representation features, and should have a major impact on the deep learning field after it is
adapted to refined versions and applied to various tasks in different domains.
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