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Abstract

This paper presents a comprehensive review of the design of experiments used in the surrogate models. In particular, this study demonstrates the necessity of the design of experiment schemes for the Physics-Informed Neural Network (PINN), which belongs to the supervised learning class. Many complex partial differential equations (PDEs) do not have any analytical solution; only numerical methods are used to solve the equations, which is computationally expensive. In recent decades, PINN has gained popularity as a replacement for numerical methods to reduce the computational budget. PINN uses physical information in the form of differential equations to enhance the performance of the neural networks. Though it works efficiently, the choice of the design of experiment scheme is important as the accuracy of the predicted responses using PINN depends on the training data. In this study, five different PDEs are used for numerical purposes, i.e., viscous Burger’s equation, Shrödinger equation, heat equation, Allen-Cahn equation, and Korteweg-de Vries equation. A comparative study is performed to establish the necessity of the selection of a DoE scheme. It is seen that the Hammersley sampling-based PINN performs better than other DoE sample strategies.

Keywords: Design of Experiment, Deep Learning, Physics Informed Neural Network, Uncertainty Quantification

1 Introduction

Quantifying uncertainties in a physical system is an active area of research in the science and engineering fields [1]. In design optimization under uncertainty, Monte Carlo simulation (MCS) [2] is the oldest and most widely used technique. The MCS, however, requires large number of model evaluations and computationally is costly for high-fidelity models. Surrogate-assisted models, developed using Design of Experiment (DoE) (Fig. 1), are attractive options.

Once the training data-set through the DoE are generated, different methodologies are used to build the surrogate model (Fig. 1), e.g. response surface method [3], stochastic response surface method [4], polynomial chaos expansion (PCE) [5, 6], Kriging [7, 8], PCE-Kriging [9], high dimensional model representation (HDMR) [10, 11], radial basis function (RBF) [12, 13], support vector regression (SVR) [14], artificial neural network [15], ensemble surrogate [16], etc. The surrogate models minimize the noise between actual and predicted responses using fitting tools (shown in Fig. 1), based on the knowledge of DoE samples.
The purpose of using DoE is that the samples should cover the entire design space; otherwise, predicted responses will be erroneous. Fig. 1 illustrates a schematic diagram of the commonly used surrogate models, DoE schemes and the fitting tools.

Machine learning is a widely used methodology to develop forecasting models and support decision making under uncertainty [17, 18]. The recent research trends devotes on the machine learning techniques that can be used as a surrogate model for regression analysis. Feed-forward neural networks, which is a special class of supervised machine learning technique, a data-driven network, is used in this paper. In this study, we are focusing only on physics-informed neural networks (PINNs), where physical conditions are imposed on feed-forward neural network. The PINN has been widely used in various fields. An overview of variants and applications of PINN is presented here. Raissi and Karniadakis [19] proposed PINN to identify parameters in partial differential equations (PDEs) like the Kortewegde Vries Equation and the Navier-Stokes Equation [20]. The solution to the alloy solidification benchmark problem was investigated by Rad et al. [21]. Shin et al. [22] showed the convergence of PINN to solve PDEs towards the theoretical solution of PDEs using the Schrader approach. PINN is also used to solve physical problems by replacing the finite element method (FEM). Haghighat et al. [23] used PINN to solve the linear elastic problems in the field of solid mechanics. The direct and inverse heat conduction problems of materials were studied by He et al. [24]. Olivieri et al. [25] proposed a PINN based methodology for near-field acoustic holography for contact-less analysis of vibrating structures. PINN is also used to forecast the remaining useful life (RUL) of the rotating machinery in wind firms. Eker et al. [26] proposed a physics-informed model for short-term
prediction of the RUL of the rotating machinery. Yucesan and Viana [27] studied wind turbine main bearing fatigue using PINN. Its application is extended into fluid-structure interaction problems. The performance of vortex and wake induced vibration of the cylinder is studied by Cheng et al. [28] using PINN based on Reynolds Average Navier Stokes equations. Bai and Zhang [29] extended the above work from laminar flow to turbulent flow by adding viscosity into the equations using PINN. To forecast the flow field without any simulation, Sun et al. [30] proposed a PINN-based framework which includes the physical equations, initial and boundary conditions. Tang et al. [31] proposed a transfer learning based PINN to enhance learning efficiency for vortex induced vibration. Another application of the civil engineering field is seismic wave propagation, where time domain wave equations are computationally expensive as they need a lot of memory to store the wavefield solutions. With this in view, Song et al. [32] proposed a PINN-based framework to solve the Helmholtz equation for obtaining wavefield solutions. Karimpouli and Tahmasebi [33], Alkhalifah et al. [34] demonstrated the efficacy of PINN in modelling the wave equation in the time- and frequency-domain. The solutions of isotropic and anisotropic P-wave eikonal equations using PINN were shown by Smith et al. [35], Waheed et al. [36]. To solve the scattered pressure wavefield, Alkhalifah et al. [34] proposed a PINN-based framework. The other applications of PINN are discussed briefly. Patel et al. [37] investigated thermodynamically consistent PINN for hyperbolic shock hydrodynamics systems. The forward and inverse problems related to the nonlinear diffusivity and Biot’s equation were investigated by Kadeethum et al. [38]. They also studied the effects of noisy measurements on inverse problems and addressed the challenge of selecting the hyperparameters of the inverse model. Lu et al. [39] proposed a deep learning algorithm for topology optimization that includes PINN and hard constraints. Schiassi et al. [40] proposed a novel technique of PINN for the solution of point kinetics equations with temperature feedback for nuclear reactor dynamics. They developed a framework that is a combination of PINN with the Theory of Functional Connections and Extreme Learning Machines. The corrosion fatigue modeling, consisting of crack growth and damage bias due to corrosion of the aircraft wings, was proposed by Dourado and Viana [41] using PINN. The multifidelity simulation technique, which is a combination of low-fidelity and high-fidelity simulations using PINN, was studied by Penwarden et al. [42] to reduce the computational cost. Kovacs et al. [43] used PINN to solve magnetostatic and micromagnetic problems. The design of electromagnetic metamaterials using PINN was proposed by Fang and Zhan [44]. Aside from the applications of PINN in various fields, various variants of PINN have been developed, such as conditional PINN [45], conservative PINN (cPINN) [46], variational PINN (vPINN) [47], parareal PINN (pPINN) [48], stochastic PINN (sPINN) [49], fractional PINN (fPINN) [50], nonlocal PINN (nPINN) [51], extended PINN (xPINN) [52] etc. Shukla et al. [53] proposed a domain decomposition based parallel PINN where all hyperparameters of each neural network are optimized separately in each subdomain. Kharazmi et al. [54] proposed a novel hp-Variational PINN based on the sub-domain Petrov–Galerkin method where domain decomposition was used as h-refinement and projection onto space of high order polynomials was used as p-refinement.

The outline of the article is structured as follows. Section 2 describes an overview of DoE schemes. Section 3 provides a comprehensive summary of machine learning techniques in general and PINN. Different applications of PINN using the DoE schemes are presented in Section 4. Finally, Section 5 presents the concluding remarks.

2 Design of Experiment
Sampling Strategy

Experiments used to be performed by trial-and-error to find sample (or training samples or support) points [3]. Fisher [55] introduced the concept of a design of experiment (DoE) strategy in the early 20th century for investigating the probabilistic behaviour of agricultural crop systems. The DoEs are used in the engineering field [56, 57] and are gaining popularity due to the reduction in computational costs. The DoE can be grouped into two categories, i.e., Classical DoE [3, 58–61] and Modern DoE [57, 62–64]. The DoE samples are generated using two approaches, i.e., domain-based (or non-adaptive or model-free)
and response-based (or adaptive or model-based or sequential) approaches. In the domain-based approach, the DoE samples are generated based on the information obtained from the design space, whereas in the response-based approach, the samples are chosen from the information obtained from the surrogate models. In this paper, extensive reviews on generation of DoE sample strategy are presented. The study is mainly focused on four different sampling schemes, i.e., deterministic sampling (classical DoE), space-filling sampling, random sampling, and quasi-random sampling. The DoE schemes are shown in Fig. 2 and further discussed below.

In the deterministic scheme, the sample points are generated uniformly over the design space, and the number of sample points is also fixed with the aim of minimizing the random error of the simulation. Therefore, the samples are generated in such a manner that most of the samples are located at the boundary of the design space, with few samples in the interior space. There are various type of classical DoE scheme available, factorial design [3], central composite design [65], Box-Behnken design [66], optimal design [67], etc. Space-filling sampling also lies within the classical DoE approach. This sampling technique is mainly used to enhance accuracy of the surrogate models. Initially, a surrogate model is built with few samples, and that model is updated iteratively by adding a sample to the previous DoE set used until a satisfactory accuracy is achieved. In this category, simple grids, Latin hypercube [68], orthogonal array [69], and uniform design [70] are the most popular DoE generation schemes.

Random sampling and quasi-random sampling lie within the modern DoE approach. In random sampling, Markov chain Monte Carlo (MCMC) sampling, [71], Gibbs sampling [72], and Metropolis-Hastings sampling [73] are popular. The samples are generated with an equally likely probability of occurrence of samples within the design space. This technique is suitable only when the proper knowledge of design space is available because the clustering or poor coverage regions of samples have been observed for high-dimensional problems. In quasi-random sampling, the popular schemes are centroidal Voronoi tessellation (CVT) [74], maximin Latin hypercube [75], Sobol sampling [76], Halton sampling [77], Hammersley sampling [78], Faure sampling [79], etc.

2.1 Full & Fractional Factorial Design

Factorial design is one of the oldest techniques for the design of experiment samples [3]. Every
input variable is discretized into two or three levels. Fig. 3(a) shows a two-level full factorial design. Every input variable is bounded by lower and upper limits, which are the minimum and maximum values of the variable, expressed by (-1) and (+1). For three-level factorial design, a sample point is taken at the center of the variable, which is the mean value of the input variable. More concisely, a two-level design takes sample points at the lower and upper limits of the variable, whereas a three-level design takes sample points at the lower, upper, and center. In general, the number of runs or simulations required is expressed as $2^n$ or $3^n$ for two- and three-level designs, respectively, where $n$ is the number of input variables. Fig. 3(a) shows a $2^3$ full factorial design.

Though full factorial design is easy to use, it has some drawbacks as the number of runs or simulations depends on the number of input variables considered. For high dimensional problems, the number of runs increases with an increasing number of variables, which becomes computationally expensive for high-fidelity models. The fractional factorial design lowers the computational cost where fewer sampling points are generated than in the full factorial design. For fractional factorial design, the number of samples is expressed as $2^{n-k}$ and $3^{n-k}$, for two- and three-level design, respectively. Fig. 3 depicts a $2^3$ design, i.e. two-level and three factors for full and fractional factorial design. Though factorial design is a commonly used DoE scheme, it fails to capture the nonlinearity of the system responses as it considers only the lower, center, and upper values of the variables.

2.2 Central Composite Design

The central composite design (CCD), proposed by Box and Wilson [65], is a variant of factorial design where additional sampling points are considered at the center and axial directions. Fig. 4 shows the two-level CCD for three factors. The extremity samples are located at the lower and upper limits of each variable, which is the same as in full factorial design. Additionally, two axial points for each variable and the center point of the hypercube are considered. For a two-level central composite design, the number of simulations required for a given number of input variables is $2n + 2n + 1$. The CCD are categorized into three types, i.e., circumscribed (CCC), inscribed (CCI) and faced (CCF). In the CCC design, the axial points are located at the outside of the cube where the cube points take (-1) and (+1) values. CCI design is the same as CCC design, but scaled where the axial points are taken (-1) and (+1) values and cube points are located inside the cube. Unlike in CCC design, where axial points are located on the outside of the cube, in CCF design, the axial points are placed on the face of the cube. Fig. 4 shows all three types of CCD for three factors.

2.3 Box-Behnken Design

The Box-Behnken design (BBD) [66] is similar to CCD, where the sample points are located at the midpoint of each edge and one at the center of the hypercube. It does not have any corners or extreme points. Fig. 5 illustrates the Box-Behnken design for three factors. A comparison of DoE samples obtained from all types of CCD and BBD is shown in Table 1 for three factors. It is seen that BBD requires less number of simulations compared to other CCDs. Like factorial design and CCD, it also suffers “curse of dimensionality” for high dimensional problems as the number of simulations increases with the increasing number of input variables, which affect the computational cost.

2.4 Doehlert Design

Doehlert [80] proposed another efficient design of experiment scheme that takes fewer simulations than CCD and BBD. This strategy has been proven more economical and highly-efficient than other deterministic DoE sample strategies [81]. The main difference between this design and CCD and BBD is that the samples generated from the Doehlert design are not rotatable due to the number of estimations for different input variables or factors. At the same time, this design is efficient in filling the space uniformly. Doehlert design provides different structure for the different number of factors such as, for two variables, samples are generated by forming a circular domain. For three factors, it becomes spherical domain and for four or more factors, it becomes hyperspherical domain [82]. This design allows the total number of simulation as $n^2 + n + 1$, where $n$ is the number of factors. Fig. 6 illustrates the Doehlert design for two and three factors. Table 1 shows the comparison of number of samples generated
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Fig. 3 2-levels (a) full and (b) fractional factorial design

Fig. 4 Central composite design; (a) Circumscribed, (b) Inscribed and (c) Faced
2.5 Optimal Design

The optimal design, proposed by Kiefer and Wolfowitz [67], is one of the common classical DoE strategy in which the optimality of any design is achieved by minimizing the statistical parameters, such as variance of the predicted responses. Later, a number of optimal criteria were developed by Elfving [83], Kiefer [84], Bondar [85], named as $\phi$-optimality criteria. The most common $\phi$-optimality criteria are $D$, $G$, $A$, $I$, $L$, $c$, $\phi_p$ and integrated mean square error, etc. The advantages of optimal design are that it requires less number of samples than other classical DoE approaches because it involves optimization of the predicted responses. The applications of this strategy can be found in [86–89].

2.6 Orthogonal Arrays

The orthogonal array, also known as Taguchi method [69, 90–92], is one of the most popular classical design of experiment schemes. An orthogonal array is expressed as $OA(N, s_1^{m_1}, s_2^{m_2}, \ldots, s_p^{m_p}, \beta)$ of strength $\beta$ is an $N \times m$ where $0 \leq t \leq m$ and $m = m_1 + m_2 + \cdots + m_p$. Every column (i.e. $m_i$) has $s_i \geq 2$ elements such that for any strength $\beta$, all possible combinations of the elements appeared equally in the matrix. For example, $OA(4,3,2,2)$ (sometimes expressed as $OA_4(2^3)$) is the $4/2^3 = 1/2$ fraction of a $2^4$ full factorial design. Table 2 displays $OA(4,3,2,2)$ with the elements (0,0), (0,1), (1,0) and (1,1) appearing in the matrix only once. The orthogonal array for three factors is shown in Fig. 7.

2.7 Random Design

Random design, where the probability of occurrence of all samples is equal, is one of the popular methods for generating random samples. Popular methods under random design are simple random sampling [93, 94], Monte Carlo method (Markov Chain Monte Carlo sampling, Gibbs sampling, Metropolis-Hastings sampling, etc.) [71, 95, 96]. The main drawback of this method is that complete knowledge of the design space is needed. Also, this method shows poor coverage region or clustering for high dimension problems. Fig. 8
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Table 1 A comparison of number of samples generated using factorial, central composite, Box-Behnken and Doehlert design for different factors

| No. of Factors | No. of Coefficient |
|----------------|--------------------|
| 2              | 6                  |
| 3              | 10                 |
| 4              | 15                 |
| 5              | 21                 |
| 6              | 28                 |
| 7              | 36                 |
| 8              | 45                 |

|                | Factorial | CCD | BBD | Doehlert |
|----------------|-----------|-----|-----|----------|
| 2              | 9         | 9   | -   | 7        |
| 3              | 27        | 15  | 13  | 13       |
| 4              | 81        | 25  | 25  | 21       |
| 5              | 243       | 43  | 41  | 31       |
| 6              | 729       | 77  | 61  | 43       |
| 7              | 2187      | 143 | 85  | 57       |
| 8              | 6561      | 273 | 113 | 73       |

Fig. 7 (a) Orthogonal array and (b) Orthogonal array-based Latin hypercube design

Table 2 Orthogonal array, OA(4, 3, 2, 2)

| Row No. | Column No. |
|---------|------------|
|         | 1 2 3      |
| 1       | 0 0 0      |
| 2       | 0 1 1      |
| 3       | 1 0 1      |
| 4       | 1 1 0      |

illustrates the Gibbs sampling and the Metropolis-Hasting sampling for two factors.

2.8 Quasi-Random Design

The quasi-random design has been widely used as a DoE sampling strategy. The samples generated using this scheme are neither fully random nor regular (like classical DoE schemes). Advantages of a quasi-random design are it uses the flexibility of random sampling techniques as well as the advantages of a grid scheme (as used in classical DoE designs). The samples using quasi-random design are uniform for high-dimensional problems, and they are also statistically dependent. Various techniques are available for quasi-random design, e.g. Latinized Centroidal Voronoi Tessellation sampling [74, 97], maximin Latin Hypercube sampling (LHS) [98–100], Sobol sampling [101–103], Halton sampling [104, 105], Hammersley sampling [106, 107], Faure sampling [79], are commonly used quasi-random design, which are discussed briefly in the next section.

2.8.1 Centroidal Voronoi Tessellation Sampling

Centroidal Voronoi tessellation (CVT) is commonly used as a space-filling DoE sampling technique in applied mathematics, engineering and computer science field [74]. In this technique, the
generators, i.e. a set of points and a distance function, are considered. A Voronoi tesselation is a subset of the points which are closer to one of the generators than other generators [108]. CVT is the tesselation when the generators coincide with the center of the mass of each subset. In general, the generators become the centroids of the Voronoi cell in which the region of the cell is defined by the subset. The algorithm of generating sampling using CVT begins with selecting location of the generators chosen randomly. The actual location of the generators are estimated iteratively and summarized in Algorithm 1. The convergence criteria of this iteration is usually taken as the difference of the centroids obtained in two successive iteration. The samples generated using CVT is shown in Fig. 9(a).

2.8.2 Maximin Latin Hypercube Sampling

LHS is a popular DoE sampling strategy [100] for building surrogate models. To generate n samples using LHS, all N dimensions are divided into n equally spaced intervals, and a coordinate value is randomly selected from each interval along a dimension, yielding n coordinate values in all N dimensions. Later, a sample point consisting of N coordinate values is built by randomly selecting one coordinate from each dimension. Thus, a two-dimensional region called the Latin square is formed for every sample. Details of the conventional LHS strategy are shown in Algorithm 2. The main drawback of LHS is that there is no guarantee that the samples generated cover the entire design space uniformly. For this reason, maximin criteria [75], which minimum distance between two samples is maximized, is used during LHS sample generation. Algorithm 3 illustrates the pseudo-code for the maximin LHS strategy. The samples generated using maximin criteria are shown in Fig. 9(b).

2.8.3 Sobol Sampling

The Sobol sequence is commonly used quasi-random design, proposed by Sobol [76]. The samples are generated using Sobol sequence are drawn from a special binary fraction \( (v^j_i) \) of length w bits where \( i = 1, 2, \ldots, w \) and \( j = 1, 2, \ldots, N \). N is the dimension of the problem. The numbers \( v^j_i \) are known as direction numbers. To generate direction numbers of dimension \( j \), a primitive polynomial over the field \( F_2 \) with elements \{0,1\} is considered, which is expressed as

\[
p_j(x) = x^q + b_1 x^{q-1} + \cdots + b_{q-1} x + 1
\]

The direction numbers, \( v^j_i \) in the dimension \( j \) are generated using the following recurrence relation, is given by

\[
v^j_i = b_1 v^j_{i-1} \oplus b_2 v^j_{i-2} \oplus \cdots \oplus b_{q-1} v^j_{i-(q-1)} \oplus v^j_{i-q} \oplus (v^j_{i-q}/2^q); \quad i > q
\]
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Algorithm 1 Pseudo-code for generation of CVT Sampling [108]

1: Aim: Generate \( n \) samples over the \( N \)-dimensional space which are located at centroids of the centroidal Voronoi tessellation.
2: Define the number of iteration (\( N_{\text{Iter}} \)) and the number of random points generated in every iteration (\( m \)).
3: Set the parameters \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) which define how the centroids are updated in every iteration.
   Also, \( \alpha_2, \beta_2 > 0, \alpha_1 + \alpha_2 = 1 \) and \( \beta_1 + \beta_2 = 1 \).
4: Choose an initial set of random samples, \( x_i, i = 1, 2, \ldots, n \) which are assumed centroids over the domain.
5: Set \( p_i = 1, i = 1, 2, \ldots, n \), which represents the number of times every centroid is updated.
6: Begin
7: for Iteration = 1 to \( N_{\text{Iter}} \) do
8: Generate the random samples \( y_k, k = 1, 2, \ldots, m \) according to pre-defined probability density function, \( \rho(x) \)
9: for \( i = 1 \) to \( n \) do
10: Collect the set \( W_i \) of all sample \( y_k \) which are closest to \( x_i \) and estimate their mean \( u_i \).
11: if \( W_i = \phi \) (i.e. null set) then
12: Do nothing
13: else
14: Update the centroid, \( x_i \) as,
15: \[ x_i = \frac{(\alpha_1 p_i + \beta_1) x_i + (\alpha_2 p_i + \beta_2) u_i}{p_i + 1}, \quad p_i = p_i + 1 \]
16: end if
17: end for
18: End
19: If the convergence criteria is satisfied i.e., the difference of centroids obtained in two successive iteration is less than tolerance, terminate.

Algorithm 2 Pseudo-code for generation of basic Latin Hypercube Sampling

1: Aim: Generate \( n \) samples over the \( N \)-dimensional space.
2: Let \( x_{ij} \) is the \( j \)-th coordinate of the \( i \)-th sample, \( x_i \).
3: Begin
4: for \( j = 1 \) to \( N \) do
5: Generate \( P_j \), a random permutation of the set \( \{1, \ldots, n\} \).
6: end for
7: for \( j = 1 \) to \( N \) do
8: for \( i = 1 \) to \( n \) do
9: Generate \( x_{ij} = P_j(i) - U_j(i) \), where \( U_j \) is the uniform random number in between \( [0,1] \).
10: end for
11: end for

In the above equation, the notation \( \oplus \) represents the bitwise XOR. Finally, in the dimension \( j \), the Sobol sequence is written as

\[ x_n^j = a_1 v_1^j \oplus a_2 v_2^j \oplus \cdots \oplus a_w v_w^j \] (3)

where \( n = \sum_{i=0}^{w} a_i 2^i \). The coefficient \( a_i \) is the random number in between \( \{0,1\} \). Fig. 9(c) illustrates the samples generated using the Sobol sequence.

2.8.4 Halton Sampling

The Halton sampling, proposed by Halton [77], is quasi-random designs. Consider, first \( N \) prime numbers as \( m_1, m_2, \ldots, m_N \). The Halton sequence for \( N \)-dimensional space can be expressed as

\[ x_n = \left( \Phi_{m_1}(n), \ldots, \Phi_{m_1}(n), \ldots, \Phi_{m_N}(n) \right) \] (4)
Algorithm 3: Pseudo-code for generation of Maximin Latin Hypercube Sampling \[109\]

1: Aim: Generate \( n \) samples over the \( N \)-dimensional space in which the minimum distance between samples are maximized.

2: Define the number of iteration \( (N_{\text{Iter}}) \) and the number of interchanges for every iteration \( (m) \).

3: Begin

4: for Iteration = 1 to \( N_{\text{Iter}} \) do

5: Generate \( n \) samples using basic Latin hypercube sampling, shown in Algorithm 2.

6: Assume \( p_1 \) and \( p_2 \) are the indices of samples with minimum distance.

7: for \( i = 1 \) to \( m \) do

8: Select index random either \( p_1 \) or \( p_2 \).

9: For a random integer, \( r_{col} \) in \([1, \ldots, N]\), and a random row, \( r_{row} \) in \([1, \ldots, n]\), interchange the values in column \( r_{col} \), rows index and \( r_{row} \).

10: If the minimum distance of samples is increased, accept the interchanges and update the values of \( p_1 \) and \( p_2 \).

11: end for

12: If the minimum distance between samples is smaller than previous iteration, terminate.

13: end for

where \( \Phi_{m_i}(n) \) is the \( i \)-th radical inverse function, which is expressed in the mathematical form as:

\[
\Phi_{m_i}(n) = \sum_{j=0}^{l(i)} a_j(i,n)m_i^{-(i+1)} \tag{5}
\]

In the above equation, \( a_j \) is the integer coefficient, and it is given as \( a_j(i,n) \in [0, m_i - 1] \). Also, the integer terms \( n \) and \( l \) are given by

\[
n = \sum_{j=0}^{l(i)} a_j(i,n)m_i^j, \quad l(i) = \lceil \log_{m_i} n \rceil \tag{6}
\]

The samples generated using the Halton sequence are only bounded in between \([0,1]^N\) which are spread more evenly within the design space compared to random sampling. Fig. 9(d) shows the samples generated using the Halton sequence. It is noted that the samples in Fig. 9(d) are scaled considering the bound \([-1,1]\).

2.8.5 Hammersley Sampling

The Hammersley sampling is a popular quasi-random design, similar to the Halton sequence. The Hammersley sequence differs from the Halton sequence in that the Hammersley sequence employs \((N-1), \Phi \) sequence. The Hammersley sequence for \( N \)-dimensional space is expressed as

\[
x_n = \left(\frac{n}{N}, \Phi_{m_1}(n), \ldots, \Phi_{m_i}(n), \ldots, \Phi_{m_{N-1}}(n)\right) \tag{7}
\]

The primary distinction between the Halton and Hammersley sequences is that the Halton sequence can generate an infinite number of samples (i.e., infinite \( N \)), whereas the Hammersley sequence requires an upper bound on the number of samples. Fig. 9(e) shows the samples generated using the Hammersley sequence.

2.8.6 Faure Sampling

The Faure sequence, which is similar to the Halton sequence, proposed by Faure \[79\], is a well-known quasi-random sample generation technique. Consider, \( m \) is the first prime number such that \( m \geq n \), where \( n \) is the total number of samples. Also, the upper bound of the sample size is \( m^p \). This is the main difference between the Faure and the Halton sequences. For example, if \( n = 50 \) i.e., 50 samples are required to generate, the last Halton sequence (i.e., in dimension 50) uses the 50-th prime number, which is 229, whereas the Faure sequence uses the first prime number after 50. The main advantage of using Faure sampling over Halton sampling is that the Faure sequence is faster to fill the gaps for high dimensional problems. Also, it prevents correlation problems in high dimensions, which are seen in the Halton sequence.
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Fig. 9 Various sampling strategies for quasi-random design
Let \( c_{ij} = \binom{j}{i} \pmod{m} \) where \( 0 \leq j \leq i \leq p \).
This implies \( \{c_{ij} - \binom{j}{i}\} \) is the multiple of \( m \).
The base \( m \) representation of \( n \) is expressed as
\[
  n = \sum_{i=0}^{p-1} a_i(n)m^i
\]
where the coefficients \( a_i \in [0, m) \) takes the integer values.
The samples produced by the Faure sequence are denoted by
\[
  x_n = \sum_{j=0}^{p-1} a_j(n)m^{-(j+1)}
\]
where the coefficient \( a_j = \sum_{i=j}^{p-1} c_{ij}a_i(n) \pmod{p} \), \( j \in \{0, 1, \ldots, p-1\} \).
Fig. 9(f) shows the samples generated using the Faure sequence.

### 2.9 Full Grid Design

Full grid design, also known as the collocation technique, is a well established scheme for generating sample points [110–112].
In this study, a Lagrangian polynomial is used for the interpolation.
Let, \( x_i \) be the support nodes which are expressed as \( x_i^j = \{x_i^1, x_i^2, \ldots, x_i^{n_j}\} \in [-1, 1] \)
be a sequence of abscissas for Lagrange interpolation on \([-1, 1]\). The collocation method is based on one-dimensional Lagrange polynomial interpolation at \( N \) Gauss quadrature points and is expressed as
\[
  \mathcal{U}^j(y) = \sum_{i=1}^{n_j} y(x_i^j) \cdot \mathcal{L}_i^j(x)
\]
where \( n_j \) is the total number of grid points. Also, in the above equation, \( \mathcal{L} \) is the Lagrange polynomial, given by
\[
  \mathcal{L}_i^j(x) = \prod_{k=1, k \neq i}^{n_j} \left( \frac{x - x_i^j}{x_k^j - x_i^j} \right)
\]
Eq. 10 defines the one-dimensional problem. For multi-variate cases, the full tensor product interpolation is written as
\[
  \mathcal{U}^\beta(y) = \left( \mathcal{U}^{j_1} \otimes \mathcal{U}^{j_2} \otimes \cdots \otimes \mathcal{U}^{j_\beta} \right)(y)
  = \sum_{i_1=1}^{n_1} \cdots \sum_{i_\beta=1}^{n_\beta} y(x_{i_1}^{j_1}, x_{i_2}^{j_2}, \ldots, x_{i_\beta}^{j_\beta})
  \mathcal{L}_{i_1}^{j_1}(x) \otimes \mathcal{L}_{i_2}^{j_2}(x) \otimes \cdots \otimes \mathcal{L}_{i_\beta}^{j_\beta}(x)
\]
where \( \beta \) is the dimension of the problem.
Fig. 10 illustrates the grid points generated using the collocation technique for various levels (\( \mu \)) of sparse grid for two and three random variables.

### 2.10 Sparse Grid Design

The sparse grid scheme has been proven an efficient scheme for generating support points [113].
In this study, Smolyak’s algorithm [114] is utilized to generate sampling, based on the hierarchical sampling scheme [115].
The samplings generated from previous interpolation depth are used in the subsequent interpolation to produce the new sampling set.
The sparse grid (\( \mathcal{SG} \)) can be formulated as
\[
  \mathcal{SG}_\mu = \sum_{\sum_{i=1}^{\beta} j_i \leq \mu + \beta - 1} \left( \Delta^{j_1} \otimes \Delta^{j_2} \otimes \cdots \otimes \Delta^{j_\beta} \right)(y)
\]
where \( \mu \) is the level of the sparse grid design and \( \beta \) denotes the dimension of the problem, i.e., the number of variables considered.
In Eq. 13, the difference function, \( \Delta^j \) equals to \( (\mathcal{U}^j - \mathcal{U}^{j-1}) \) where \( \mathcal{U} \) is the interpolation function for the univariate case.
The unidimensional interpolation function can be expressed using quadrature form, is given by
\[
  \mathcal{U}^j(y) = \sum_{i=1}^{n_j} y(x_i^j) \cdot \hat{A}_i^j(x)
\]
In the above equation, \( n_j \) denotes the number of grid points for a given random parameter.
Also, \( \hat{A}_i^j \) is the basis function, which is \( \hat{A}_i^j \in \mathcal{C}([-1, 1]) \),
\( \hat{A}_i^j(x_i^j) = \delta_{ik} \).
Here, \( x_i^j \) are the support nodes, which are expressed as \( x_i^j \in x_j^i = \{x_i^1, x_i^2, \ldots, x_i^{n_j}\} \) and \( x_i^j \in [-1, 1], 1 \leq k \leq n_j \).
The interpolation function for the univariate case, defined in Eq. 14,
can be extended to the multivariate case as:
\[
\left( U_j^1 \otimes U_j^2 \otimes \cdots \otimes U_j^\beta \right) (y) = 
\sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \cdots \sum_{i_\beta=1}^{n_\beta} y \left( x_{i_1}^{j_1}, x_{i_2}^{j_2}, \ldots, x_{i_\beta}^{j_\beta} \right).
\]

The sparse grid interpolation presented above uses two types of basis functions, i.e., piecewise linear and polynomial basis functions. In this study, the Chebyshev-Gauss-Lobatto grid [116] is used, which is one of the most commonly used polynomial grids (i.e., higher order basis functions are considered) and provides the higher accuracy. In the Chebyshev-Gauss-Lobatto grid scheme, the total number of grid points for each random variable and grid points are given as:
\[
n_j = \begin{cases}
1, & \text{if } j = 1 \\
2^{j-1} + 1, & \text{if } j > 1
\end{cases}
\]
\[
x_i^j = -\cos \frac{\pi (i - 1)}{n_j - 1}, \quad i = 1, 2, \ldots, n_j
\]

Also, in Eq. 15, the basis function, \( \tilde{A}_i^j \) is given by
\[
\tilde{A}_i^j = \begin{cases}
\frac{2}{n_j - 1} \left[ 1 - \cos \left( \frac{\pi (i - 1)}{n_j(n_j - 2)} \right) \right], & \text{for } i = 2, \ldots, (n_j - 1) \\
2 \sum_{k=1}^{(n_j-3)/2} \frac{1}{4k^2 - 1} \cdot \cos \frac{2\pi k(i - 1)}{n_j - 1}, & \text{for } i = 1 & n_j
\end{cases}
\]

Fig. 11 shows the grid points generated using a sparse grid scheme for various levels (\( \mu \)) of sparse grid for two and three random variables.

2.11 Rotational Sparse Grid Design

Recently, rotational sparse grid design has been developed as one of the efficient design of experiment schemes, proposed by Wu et al. [117]. In this method, the initial support points are generated through a sparse grid scheme, as mentioned in Section 2.10. To obtain maximum information from those support points, an optimization has been performed by rotating all support points with a fixed angle of rotation. The rotational
matrix is given by for the two-dimensional problem as:

\[ R(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \]  (18)

where \( \theta \) is the angle of rotation. Similarly, for three-dimensional problems, the rotational matrix is written as:

\[ R_x(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{bmatrix} \]  (19a)

\[ R_y(\theta) = \begin{bmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{bmatrix} \]  (19b)

\[ R_z(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  (19c)

In the above equation, \( R_x(\theta) \) is the rotational matrix where the rotation is performed with respect to the x-axis. Similarly, \( R_y(\theta) \) and \( R_z(\theta) \) are the rotational matrix for rotations about the y- and z-axes, respectively. For \( n \)-dimensional problem, the rotational matrix is given by

\[
R(\theta) = \begin{bmatrix}
1 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & \cos \theta & \cdots & -\sin \theta & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & \sin \theta & \cdots & \cos \theta & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{bmatrix}
\]

The support points on \( j \)-th and \( k \)-th axes are rotated with respect to the \( i \)-th axis in this case. The grid points using a sparse grid scheme are shown in Fig. 12 for a two-dimensional problem. The angle of rotation (\( \theta \)) is estimated by performing the optimization problem considering some objective functions from the designer’s perspective.

3 Machine Learning

Machine learning is categorized into four groups, i.e., supervised learning, unsupervised learning,
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Fig. 12 Support points generated using (a) sparse grid and (b) rotational sparse grid scheme for two dimensional problem

semi-supervised learning, and reinforcement learning. Supervised learning is used to develop the predicted models where there is a mapping between the set of input vectors and one or more outputs. Regression and classification problems belong to supervised learning. Unsupervised learning is used to estimate the probability distribution of the provided data. Prediction using this algorithm is not possible because the data is not labeled. Clustering is an example of unsupervised learning. Semi-supervised learning is the combination of supervised and unsupervised learning where few samples are labelled (i.e., supervised) and unsupervised learning is used to enhance the performance of supervised learning. Finally, the reinforced learning interacts with the environment to learn the behaviour of the decision variable by enhancing the expected average reward [118]. Fig. 13 illustrates the applications of machine learning in the science and engineering fields.

3.1 Feed-Forward Neural Networks

Artificial neural networks belong to the supervised learning class, which mimics the neurons of the brain. Generally, it is a mapping between input and output vectors. It consists of at least three layers, i.e., the input layer, the hidden layer, and the output layer. As the information propagates from the input layer through hidden layers to the output layer, it is known as feed-forward neural networks. When more than one hidden layer is used, the network is called “deep” neural network. In each hidden layer, one or more neurons are used. A schematic diagram of the architecture of the neural network is shown in Fig. 14. The output of the network is a linear combination of the neurons, which is related to the weight of the connection, called synaptic weight, and a transfer function, called the activation function.

From Fig. 14, \( x = [x_1, x_2, \ldots, x_n] \) are the \( n \) input variables. The output of a neuron is estimated to be two steps. Firstly, the input vector \( x \) is transformed into a linear combination, i.e.,

\[
  z = w^T x + b \tag{21}
\]

where \( w \) is the synaptic weight and \( b \) is the bias. Second, the neuron output \( a(x) \) is estimated by feeding \( z \) into an activation function, \( \sigma \), in order to obtain the data’s nonlinearity, which is given as

\[
  a(x) = \sigma(z) \tag{22}
\]

The common activation functions used in neural networks are tabulated in Table 3. For accurate prediction of the output response \( (y) \), each synaptic weight in each layer needs to be updated. The backpropagation learning algorithm is used for updating the weights. In that case, the loss function \( (L) \) is taken into account and must be minimized. The commonly used loss functions are tabulated in Table 4. The stochastic gradient
3.2 Physics-Informed Neural Network

A physics-informed neural network (PINN) is a special class of feed-forward neural network where physical conditions are imposed on the neural network as a loss function. The data-driven neural network, as discussed in Section 3.1, is often cost-effective for a complex physical system where a large amount of solution data is required. PINN is used to solve problems where only a few data points are available, such as noisy data from an experiment. To estimate the accurate solution of the physical system, the physical laws of the governing system are imposed on the network. To illustrate the algorithm of PINN, a nonlinear partial differential equation is considered, which is expressed in the following form

\[
\frac{\partial u}{\partial t} + \mathcal{N}[u; \lambda] = 0; \quad x \in \Omega, t \in T
\]  

(24)

The latent solution in the above equation is \(u(x, t)\), which is a function of time \(t \in [0, T]\) and a spatial variable \(x \in \Omega\), where \(\Omega\) represents a space in \(\mathbb{R}^D\). Also, in Eq. 24, \(\mathcal{N}[u; \lambda]\) denotes a non-linear differential operator with coefficients \(\lambda\). Like in feed-forward neural networks, the weights are updated by backpropagation through time (BPTT) with respect to the loss function.
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Table 3: Common activation functions used in neural networks

| No. | Activation Function | Equation | Range       |
|-----|--------------------|----------|-------------|
| 1   | Aranda [119]       | \(\sigma(x) = 1 - (1 + 2e^x)^{-1/2}\) | \([0, 1]\) |
| 2   | Bi-sig1 [120]      | \(\sigma(x) = 0.5\left(\frac{1}{1+e^{-x}} + \frac{1}{1+e^{x}}\right)\) | \([0, 1]\) |
| 3   | Bi-sig2 [120]      | \(\sigma(x) = 0.5\left(\frac{1}{1+e^{-x}} + \frac{1}{1+e^{x}}\right)\) | \([0, 1]\) |
| 4   | Bi-tanh1 [120]     | \(\sigma(x) = 0.5\left[\tanh\left(\frac{x}{2}\right) + \tanh\left(\frac{x+1}{2}\right)\right] + 0.5\) | \([-0.5, 1.5]\) |
| 5   | Bi-tanh2 [120]     | \(\sigma(x) = 0.5\left[\tanh\left(\frac{x-1}{2}\right) + \tanh\left(\frac{x+1}{2}\right)\right] + 0.5\) | \([-0.5, 1.5]\) |
| 6   | Cloglog [121]      | \(\sigma(x) = 1 - e^{-e^x}\) | \([0, 1]\) |
| 7   | Cloglogm [122]     | \(\sigma(x) = 1 - 2e^{-0.7e^x} + 0.5\) | \([-0.5, 1.5]\) |
| 8   | Elliott [123]      | \(\sigma(x) = \frac{0.5x}{1+x^2} + 0.5\) | \([0, 1]\) |
| 9   | ELU [124]          | \(\sigma(x) = \begin{cases} \alpha(e^x - 1), & x < 0 \\ x, & x \geq 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 10  | Gaussian           | \(\sigma(x) = e^{-x^2}\) | \([0, 1]\) |
| 11  | Heaviside          | \(\sigma(x) = \begin{cases} 0, & x < 0 \\ 0.5, & x = 0 \\ 1, & x > 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 12  | Hyperbolic Tangent | \(\sigma(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}\) | \([-\infty, +\infty]\) |
| 13  | Linear             | \(\sigma(x) = x\) | \([-\infty, +\infty]\) |
| 14  | Logarithmic        | \(\sigma(x) = \begin{cases} \ln(1 + x) + 0.5, & x \geq 0 \\ -\ln(1 - x) + 0.5, & x < 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 15  | Loglog [122]       | \(\sigma(x) = e^{-e^{-e^x}} + 0.5\) | \([0.5, 1.5]\) |
| 16  | Logsigmoid [124]   | \(\sigma(x) = x^2 + 0.5\) | \([0.5, 1.5]\) |
| 17  | Log-sigmoid        | \(\sigma(x) = \frac{1}{1+x^2}\) | \([0, 1]\) |
| 18  | Modified Elliott [125] | \(\sigma(x) = \frac{x}{\sqrt{1+x^2}} + 0.5\) | \([-0.5, 1.5]\) |
| 19  | Piece-wise Linear  | \(\sigma(x) = \begin{cases} 1, & x \geq 0.5 \\ x + 0.5, & -0.5 < x < 0.5 \\ 0, & x \leq -0.5 \end{cases}\) | \([-\infty, +\infty]\) |
| 20  | PReLU              | \(\sigma(x) = \begin{cases} \alpha x, & x < 0 \\ x, & x \geq 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 21  | ReLU               | \(\sigma(x) = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 22  | Rootsig [126]      | \(\sigma(x) = \frac{1}{x+1} + 0.5\) | \([-0.5, 1.5]\) |
| 23  | Saturated          | \(\sigma(x) = \frac{2}{x+1} + 0.5\) | \([-0.5, 1.5]\) |
| 24  | Sech               | \(\sigma(x) = \frac{2}{e^x + e^{-x}}\) | \([0, 1]\) |
| 25  | Sign               | \(\sigma(x) = \begin{cases} -1, & x < 0 \\ 0, & x = 0 \\ 1, & x > 0 \end{cases}\) | \([-\infty, +\infty]\) |
| 26  | Sigmoidalm [124]   | \(\sigma(x) = \left(\frac{1}{1+e^{-x}}\right)^4 + 0.5\) | \([0.5, 1.5]\) |
| 27  | Sigmoidalm2 [127]  | \(\sigma(x) = \left(\frac{1}{1+e^{-x}}\right)^4 + 0.5\) | \([0.5, 1.5]\) |
| 28  | Sigt [128]         | \(\sigma(x) = \frac{1}{1+e^{-x}} + \frac{1}{1+e^{x}}\left(1 - \frac{1}{1+e^{-x}}\right)\) | \([0, 1]\) |
| 29  | Skewed-sig [129]   | \(\sigma(x) = \left(\frac{1}{1+e^{-x}}\right)^2 \left(\frac{1}{1+e^{x}}\right)^2 + 0.5\) | \([0.5, 1.5]\) |
| 30  | Softplus           | \(\sigma(x) = \ln(1 + e^x)\) | \([-\infty, +\infty]\) |
| 31  | Softsign [123]     | \(\sigma(x) = \frac{x}{\sqrt{x}} + 0.5\) | \([-0.5, 1.5]\) |
| 32  | Wave [130]         | \(\sigma(x) = (1 - x^2)e^{-x^2}\) | \([-0.055, 1]\) |
and bias in PINN are estimated by minimizing a cost function, which is given as

$$ \mathcal{L} = \mathcal{L}_u + \mathcal{L}_f $$  \hspace{1cm} (25)

where $\mathcal{L}_u$ and $\mathcal{L}_f$ denote the residual of a PDE (i.e., mean square error between $u(x,t)$ and $\hat{u}(x,t)$) and the residual corresponding to initial and boundary conditions, respectively. PINN is used for either data-driven interference or data-driven identification of differential equations. Data-driven interference is a forward problem in which $\lambda$ of the differential equation (Eq. 24) is known and $u(x,t)$ is solved based on initial and boundary conditions, whereas data-driven identification identifies coefficients $\lambda$ of the differential equation based on scattered data of the solution $u(x,t)$. A schematic diagram of PINN is shown in Fig. 15.

4 Numerical Results

In this section, numerical examples are presented to illustrate the performance of a PINN considering various design experiment schemes to generate the training data-set. For this purpose, five different nonlinear differential equations are considered, i.e., Viscous Burger’s equation, Shrödinger equation, one-dimensional heat equation, Allen-Cahn equation and Korteweg-de Vries equation. The neural network is designed to solve those PDEs, which approximates the true solution $u(t,x)$, denoted by $\hat{u}(t,x)$. The number of neurons in the hidden layers is constant for a given problem. The total number of hidden layers and the number of neurons in each hidden layer are obtained by comparing the prediction responses using a neural network with the actual solution multiple times. The hyperbolic tangent $\tanh$ is used as an activation function for every neuron and this is same for all problems. To train the neural network, different DoE schemes are used, i.e., factorial design (FD), central composite design (CCD), centroidal Voronoi tessellation (CVT), maximin Latin hypercube sampling (MLH), Sobol sampling, Halton sampling, Hammersley sampling, Faure sampling, full grid design (FGD), and sparse grid design (SGD). The accuracy of the predicted responses using a neural network depends on the number of DoE samples in the training set. Therefore, preliminary study is devoted to its accuracy by carrying out the

| No. | Loss Function               | Equation                                      |
|-----|------------------------------|-----------------------------------------------|
| 1   | Mean absolute loss          | $y - \hat{y}$                               |
| 2   | Mean squared loss           | $y - \hat{y}^2$                             |
| 3   | Expectation loss            | $y - p(\hat{y})_1$                          |
| 4   | Regularised expectation loss| $y - p(\hat{y})^2_2$                        |
| 5   | Chebyshev loss              | $\max_j | p(\hat{y}^{(j)} - y^{(j)}) |$ |
| 6   | Hinge loss                  | $\sum_j \max \left(0, \frac{1}{2} - y^{(j)}\hat{y}^{(j)}\right)$ |
| 7   | Squared hinge loss          | $\sum_j \max \left(0, \frac{1}{2} - y^{(j)}\hat{y}^{(j)}\right)^2$ |
| 8   | Cubed hinge loss            | $\sum_j \max \left(0, \frac{1}{2} - y^{(j)}\hat{y}^{(j)}\right)^3$ |
| 9   | Cross entropy loss          | $-\sum_j y^{(j)} \log p(\hat{y}^{(j)})$     |
| 10  | Squared log loss            | $-\sum_j \left[y^{(j)} \log p(\hat{y}^{(j)})\right]^2$ |
| 11  | Tanimoto loss               | $-\sum_j \frac{p(y^{(j)}\hat{y}^{(j)})}{p(\hat{y}^{(j)})^2 + y^{(j)}_2}$ |
| 12  | Cauchy-Schwarz Divergence   | $-\log \frac{\sum_j p(y^{(j)}\hat{y}^{(j)})}{p(\hat{y}^{(j)})^2 + y^{(j)}_2}$ |

$y$ and $\hat{y}$ represent true and predicted value $j$ represents the dimension of a given vector $p(\cdot)$ is the probability dimension of a given vector.
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$$f := \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} \left( \frac{0.01}{\pi} \right) \frac{\partial^2 u}{\partial x^2}$$

$$\text{MSE} := \frac{1}{N_u} \sum_{i=1}^{N_u} |u(t_i, x_i) - u^i|^2 + \frac{1}{N_f} \sum_{i=1}^{N_f} |f(t_f^i, x_f^i)|^2$$

Fig. 15 Schematic diagram of physics informed neural network

simulation considering increasing size of the training set (i.e., from 50 to 500 with a step size of 50). The accuracy is evaluated using the mean squared error (MSE) between actual and predicted responses. For the simulation purposes, python using TensorFlow [131] and SciANN [132], MATLAB softwares are used.

4.1 Problem 1: Viscous Burger’s Equation

As the first example, viscous Burger’s equation is illustrated, whose applications are seen in the fluid mechanics, acoustics, and traffic flow fields [133]. The governing PDE equation for viscous Burger’s equation is given by [134]

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} - \nu \frac{\partial^2 u}{\partial x^2} = 0$$  \hspace{1cm} (26)

where \((x, t) \in \Xi = [-1, 1] \times [0, 1]\); \(\nu\) is the viscosity of the system, which is taken as \((0.01/\pi)\).

The initial and boundary conditions of the above equation are given by

$$u(t = 0, x) = -\sin(\pi x); \quad u(t, x = \pm 1) = 0$$  \hspace{1cm} (27)

With the above equation, a function \(f(t, x)\) is constructed which provides the physical information of the neural network. It is expressed as follows:

$$f(t, x) = \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} - \nu \frac{\partial^2 u}{\partial x^2}$$  \hspace{1cm} (28)

The optimal parameters of the neural network are estimated by minimizing the loss function, which is given by

$$\mathcal{L} = \mathcal{L}_u + \mathcal{L}_f$$  \hspace{1cm} (29)

where \(\mathcal{L}_u\) denotes mean square error loss, which is calculated using the data corresponding to the initial and boundary conditions, whereas \(\mathcal{L}_f\) denotes the loss corresponding to the function \(f(t, x)\), defined in Eq. 28. These two loss functions are expressed in the following forms

$$\mathcal{L}_u = \frac{1}{N_u} \sum_{i=1}^{N_u} |u(t_u^i, x_u^i) - u^i|^2$$  \hspace{1cm} (30a)

$$\mathcal{L}_f = \frac{1}{N_f} \sum_{i=1}^{N_f} |f(t_f^i, x_f^i)|^2$$  \hspace{1cm} (30b)

In Eq. 30, \(\{t_u^i, x_u^i, u^i\}\) denotes the initial and boundary training data of the function \(u(t, x)\) where \(N_u\) is the total number of training data. Similarly, \(\{t_f^i, x_f^i\}\) is the training data of the spatio-temporal domain where \(N_f\) is the total number of training data to train \(f(t, x)\).

In this problem, eight hidden layers, each with 20 neurons are used construct the neural network.
The MSE values for various sizes of DoE sets are shown in Fig. 16. From Fig. 16, it is clear that 400 samples are needed to stabilize the MSE values.

Fig. 16 The MSE history for different levels of DoE for solving Viscous Burger’s equation

With this, a comparative study is performed with all DoE schemes and the absolute errors between actual and predicted responses are shown using a Box and Whisker plot as shown in Fig. 17. In Fig. 17, the red line represents the median value of the errors. By comparing the median values, it can be concluded that FD, CCD, and CVT perform the worst over-fitting. Among those, Hammersley performs best due to a lower median value. SGD and Sobol sampling yield the next best results. Once the accuracy is established, the predicted responses are evaluated considering the 400 DoE samples generated using Hammersley sampling. The contour plots of the actual solution \((u(t, x))\) and predicted solution \(\hat{u}(t, x)\) of the viscous Burger’s equation are shown in Fig. 18(a) and Fig. 18(b). The error between these two solutions is shown in Fig. 18(c).

4.2 Problem 2: Shrödinger Equation

Here, the Shrödinger equation is considered as our next example, which is a classical field equation, applied in quantum mechanical systems, nonlinear wave propagation in optical fibres, etc. The non-linear Shrödinger equation subjected to periodic boundary conditions is written as [135]:

\[
i \frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} + u^2 u = 0
\]

\[
u(0, x) = 2 \text{sech}(x); \quad u(t, -5) = u(t, 5)
\]

(31)

where \((x, t) \in \Xi = [-5, 5] \times [0, \pi/2]\). In the above equation, \(u(x, t)\) is a complex-valued function. A loss function is considered, which has to be minimized to estimate the parameters related to neural networks, is given by

\[
\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_b + \mathcal{L}_f
\]

where \(\mathcal{L}_0\), \(\mathcal{L}_b\), and \(\mathcal{L}_f\) are the residual loss functions on the initial data, the periodic boundary condition and Shrödinger equation, are written as

\[
\mathcal{L}_0 = \frac{1}{N_0} \sum_{j=1}^{N_0} \left| u(0, x_j^0) - u_j^0 \right|^2
\]

(33a)

\[
\mathcal{L}_b = \frac{1}{N_b} \sum_{j=1}^{N_b} \left\{ \left| u^j(t_b^j, -5) - u^j(t_b^j, 5) \right|^2 + \left| u_x^j(t_b^j, -5) - u_x^j(t_b^j, 5) \right|^2 \right\}
\]

(33b)

\[
\mathcal{L}_f = \frac{1}{N_f} \sum_{j=1}^{N_f} \left| f(t^j_f, x^j_f) \right|^2
\]

(33c)

In Eq. 33b, \(u_x\) denotes the first partial derivative of \(u\) with respect to \(x\), i.e., \(\partial u/\partial x\). Also, in Eq. 33c, \(f\) is the function representing Shrödinger equation, as in Eq. 31 i.e., \(f = iu_t + 0.5u_{xx} + u^2 u\).

Fig. 19 depicts the MSE values for various DoE set sizes. It is seen that 400 samples are needed to stabilize the MSE values. With this, a comparative study is performed with all DoE schemes and the absolute errors between actual and predicted responses are shown using Box and Whisker plot as shown in Fig. 20. It is seen that FD, CCD and CVT perform the worst by comparing the median values. Apart from FGD, the other DoE strategies such as MLH, SGD, Sobol, Halton, Hammersley, and Faure sampling almost perform the same. Among those, Hammersley sampling slightly performs better. Once the accuracy is established, the predicted responses are evaluated considering the 400 DoE samples generated using
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Fig. 17 Absolute error between original and predicted responses of viscous Burger’s equation considering different DoE strategies

Fig. 18 Viscous Burger’s equation: (a) Exact solution; (b) Solution using PINN and (c) Absolute error between exact solution and solution using PINN
Hammersley sampling. Fig. 21(a) and Fig. 21(b) show the contour plot of predicted solution of the Shr"odinger equation and the error between exact and predicted solutions, respectively.

4.3 Problem 3: 1D - Heat Equation

As an example, consider the one-dimensional heat equation, which is a second-order PDE that describes heat diffusion through a material and is written as

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} \quad (34)
\]

where \((x, t) \in \Xi = [0, L] \times [0, 1]\). Initially, the temperature is a nonzero constant. Therefore, the initial condition is given by

\[ u(x, 0) = T_0 \quad (35) \]

Also, the boundary conditions imposed on the system, which are zero at the left boundary and nonzero at the right boundary, is shown in Fig. 22. The boundary conditions are expressed as

\[ u(0, t) = 0 \quad u(L, t) = 1 \quad (36) \]

In this study, the parameters \(L\) and \(T_0\) are taken as 1 and 0.5, respectively. The optimal neural network parameters are estimated by minimizing the loss function \(\mathcal{L} = \mathcal{L}_u + \mathcal{L}_f\). The two components of the loss function are given by

\[ \mathcal{L}_u = \frac{1}{N_u} \sum_{i=1}^{N_u} \left| u(t^i_u, x^i_u) - u^i \right|^2 \quad (37a) \]

\[ \mathcal{L}_f = \frac{1}{N_f} \sum_{i=1}^{N_f} \left| f(t^i_f, x^i_f) \right|^2 \quad (37b) \]

The loss function corresponding to the initial and boundary conditions is denoted by \(\mathcal{L}_u\), and the loss function corresponding to the function \(f(t, x)\), which is defined as \(f = (u_t - u_{xx})\), is denoted by \(\mathcal{L}_f\). The network contains eight hidden layers, each with 20 neurons. The MSE values for various sizes of DoE sets are shown in Fig. 23. It is seen that 400 samples are needed to stabilize the MSE values. With this, a comparative study is performed with all DoE schemes and the absolute errors between actual and predicted responses are shown using a Box and Whisker plot as shown in Fig. 24. It is seen that FD and CVT perform the worst by comparing the median values. Among others, Hammersley sampling performs better as its median value is the lowest. Once the accuracy is established, the predicted responses are evaluated considering the 400 DoE samples generated using Hammersley sampling. Fig. 25(a) and Fig. 25(b) show the contour plot of the predicted solution of the one-dimensional heat conduction equation and the error between exact and predicted solutions, respectively.

4.4 Problem 4: Allen - Cahn Equation

Allen - Cahn equation, a second - order PDE, is used to represent the physical problems such as crystal growth [136], image segmentation [137], motion by mean curvature flows [138] etc. Mainly, this equation is used to study phase transitions and interfacial dynamics in material science [139]. The governing differential equation is given as

\[
\frac{\partial u}{\partial t} - 0.0001 \frac{\partial^2 u}{\partial x^2} + 5u^3 - 5u = 0 \quad (38)
\]

where \((x, t) \in \Xi = [-1, 1] \times [0, 1]\). The initial and boundary conditions of the above equation are given by

\[
u(t = 0, x) = x^3 \cos(\pi x) \quad u(t, x = 1) = u(t, x = 1) \quad \frac{\partial u}{\partial x}(t, x = 1) = \frac{\partial u}{\partial x}(t, x = 1) \quad (39)\]

The parameters related to the neural networks are estimated by minimizing a loss function, which is
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Fig. 20 Absolute error between original and predicted responses of Schrödinger equation considering different DoE strategies

Fig. 21 Schrödinger equation: (a) Solution for $u$ using PINN and (b) Absolute error between exact solution and solution using PINN

Fig. 22 Heat conduction in a rod expressed in the following form

$$L = L_0 + L_b + L_f$$  

where $L_0$, $L_b$, $L_f$ are the residual loss functions on the initial data, the periodic boundary condition and Allen-Cahn equation, are as follows

$$L_0 = \frac{1}{N_0} \sum_{j=1}^{N_0} |u(0, x_j^0) - u_0^j|^2$$  

$$L_b = \frac{1}{N_b} \sum_{j=1}^{N_b} \left\{ \left| u^j(t_{b,0}^j, -1) - u^j(t_{b,1}^j, 1) \right|^2 + \left| u_x^j(t_{b,0}^j, -1) - u_x^j(t_{b,1}^j, 1) \right|^2 \right\}$$
In Eq. 41c, \( f \) represents the Allen-Cahn equation, which is defined in Eq. 38, i.e., 
\[ f = u_t - 0.0001u_{xx} + 5u^3 - 5u. \]
To solve the second-order PDE representing the Allen-Cahn equation, a neural network is designed which contains four hidden layers, each with 200 neurons. The MSE values for various sizes of DoE sets are shown in Fig. 26. It is seen that 400 samples are needed to stabilize the MSE values. Once the size of the DoE set is fixed for quasi-random sampling schemes, a comparative study is performed with all DoE schemes and the absolute errors between actual and predicted responses are shown using the Box and Whisker plot as shown in Fig. 27. It is seen that Hammersley sampling performs better as its maximum value of absolute error is the lowest compared to others. Once the accuracy is established, the predicted responses are evaluated considering the 400 DoE samples generated using Hammersley sampling. Fig. 28(a) and Fig. 28(b) show the contour plot of the predicted solution of the Allen-Cahn equation and the error between exact and predicted solutions, respectively.

### 4.5 Problem 5: Korteweg-de Vries Equation

As the final example of this study, the Korteweg-de Vries (KdV) equation is considered, which is a nonlinear PDE comprising the higher order derivatives. This equation is used to describe the small amplitude shallow-water waves, ion-phonon waves, and fluctuation phenomena in biological systems, etc. [140, 141]. The governing KdV equation for shallow-water waves is expressed as

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \frac{\partial^3 u}{\partial x^3} = 0
\]

where \((x, t) \in \Xi = [0, 2\pi] \times [0, 1]\). With the above equation, periodic boundary conditions, i.e., \(u(t, x = 0) = u(t, x = 2\pi)\) are considered. The initial condition of the KdV equation is given by

\[
u(t = 0, x) = A \text{sech}^2 \left( \sqrt{\frac{A}{12}}(x - \pi) \right)
\]

The optimal neural network parameters are determined by minimizing the loss functions \(L = L_u + L_f\), which are written as follows

\[
L_u = \frac{1}{N_u} \sum_{i=1}^{N_u} \left| u(t_{i}^u, x_{i}^u) - u^i \right|^2
\]

\[
L_f = \frac{1}{N_f} \sum_{j=1}^{N_f} \left| f(t_{j}^f, x_{j}^f) \right|^2
\]

where \(L_u\) and \(L_f\) are the loss functions corresponding to the initial and boundary conditions, and the function \(f(t, x)\), defined in Eq. 42. The function \(f\) in Eq. 44 represents the KdV equation, defined in Eq. 42, i.e., \(f = u_t + uu_x + u_{xxx}\). To solve the higher-order PDE representing the KdV equation, a neural network is designed which contains seven hidden layers, each with 120 neurons. The MSE values for various sizes of DoE sets are shown in Fig. 29. It is seen that 350 samples are needed to stabilize the MSE values.

Once the size of the DoE set is fixed for quasi-random sampling schemes, a comparative study is performed with all DoE schemes and the absolute errors between actual and predicted responses are shown using the Box and Whisker plot as shown in Fig. 30. It is seen that Hammersley sampling performs better. Once the accuracy is established, the predicted responses are evaluated considering the 350 DoE samples generated using Hammersley sampling. Fig. 31(a) and Fig. 31(b) show the contour plot of the predicted solution of the KdV equation and the error between exact and predicted solutions, respectively.
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5 Conclusion

The selection of the design of experiment strategy plays an important role in predicting the output using surrogate models. The surrogate model predicts the output based on the training data by minimizing the residuals between the output corresponding to the training data and predicted responses. An extensive survey of the different DoE strategies is presented in this study. A review of classical and modern experimental strategy design is also provided. This study is only focused on the physics-informed neural network. In this context, a few salient observations are highlighted below-

- Here, five different partial differential equations i.e., Viscous Burger’s equation, Shrödinger equation, one-dimensional heat equation, Allen-Cahn equation and Korteweg-de Vries equation are considered for investigation purposes. To solve these equations, a physics-based deep neural network method is used, which is trained using the training data generated by different DoE schemes. It is seen that quasi-random sampling techniques, especially the Hammersley sampling scheme, yield better results compared to classical DoE schemes. This argument is established based on comparing the absolute error between the actual and predicted
The MSE values for different number of DoE sets for different DoE techniques for Allen-Cahn equation solutions. This reflects that the Hammersley sampling covers the whole design space better than other DoE strategies.

- The size of the DoE set affects the accuracy of the surrogate model. For high-fidelity models where the computational budget is expensive, the smallest size of the training set is needed to estimate to reduce the computational budget as well as the accuracy of the prediction. In this study, it is seen that at least 350 to 400 DoE samples are taken to get accurate predicted responses.

In general, this paper emphasises the importance of choosing a DoE scheme in order to obtain accurate predicted responses using a physics-informed neural network. In this context, it may be noted that the present study does not consider any sequential method where one sample is added to the DoE set used in the previous iteration based on some performance measures.
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