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ABSTRACT. The backward heat flow on the real line started from the initial condition $z^n$ results in the classical $n$-th Hermite polynomial whose zeroes are distributed according to the Wigner semicircle law in the large $n$ limit. Similarly, the backward heat flow with the periodic initial condition $(\sin^{2\theta}))^n$ leads to trigonometric or unitary analogues of the Hermite polynomials. These polynomials are closely related to the partition function of the Curie-Weiss model and appeared in the work of Mirabelli on finite free probability. We relate the $n$-th unitary Hermite polynomial to the expected characteristic polynomial of a unitary random matrix obtained by running a Brownian motion on the unitary group $U(n)$. We identify the global distribution of zeroes of the unitary Hermite polynomials as the free unitary normal distribution. We also compute the asymptotics of these polynomials or, equivalently, the free energy of the Curie-Weiss model in a complex external field. We identify the global distribution of the Lee-Yang zeroes of this model. Finally, we show that the backward heat flow applied to a high-degree real-rooted polynomial (respectively, trigonometric polynomial) induces, on the level of the asymptotic distribution of its roots, a free Brownian motion (respectively, free unitary Brownian motion).

1. Introduction

1.1. Hermite polynomials and their trigonometric analogues. One possible way to define the classical (probabilist) Hermite polynomials $H_0(z) = 1, H_1(z) = z, H_2(z) = z^2 - 1, \ldots$ is the formula

$$H_n(z) = \exp\left\{-\frac{1}{2} \partial_z^2\right\} z^n = n! \sum_{m=0}^{[n/2]} \frac{(-1)^m}{m!2^m} \frac{z^{n-2m}}{(n-2m)!}, \quad n \in \mathbb{N}_0,$$  \hspace{1cm} (1.1)

where $\partial_z$ denotes differentiation in $z$ and the exponential can be understood as an infinite series which terminates after finitely many non-zero summands. More generally, we have

$$\exp\left\{-\frac{1}{2} \sigma^2 \partial_z^2\right\} z^n = \sigma^n H_n\left(\frac{z}{\sigma}\right), \quad \sigma > 0.$$  \hspace{1cm} (1.2)

This can be expressed by saying that the $n$-th Hermite polynomial arises when solving the backward heat equation $\partial_t f(z; t) = -\frac{1}{2} \partial_z^2 f(z; t)$ on the real line with the initial condition $f(z; 0) = z^n$.

We shall be interested in the trigonometric (or unitary) analogues of the Hermite polynomials. To introduce them, it will be convenient to adopt the following (somewhat unconventional) terminology. A trigonometric polynomial $T_n(\theta)$ of degree $n \in \mathbb{N}_0$ is an expression of the form

$$T_n(\theta) = \frac{P_n(e^{i\theta})}{e^{in\theta/2}},$$  \hspace{1cm} (1.3)
where \( P_n(z) \in \mathbb{C}[z] \) is an algebraic polynomial of degree \( n \) such that \( P_n(0) \neq 0 \). It follows that \( T_n(\theta) \) is a linear combination of the functions \( \theta \mapsto e^{i(k-\frac{1}{2})\theta} \), \( k = 0, \ldots, n \), with complex coefficients (such that the first and the last coefficient do not vanish). If \( n = 2d \) is even, then \( T_n(\theta) \) can be represented as a linear combination of the functions \( 1, \sin \theta, \cos \theta, \ldots, \sin(d\theta), \cos(d\theta) \). This case corresponds to the usual definition of trigonometric polynomials. If \( n = 2d+1 \) is odd, then \( T_n(\theta) \) can be written as a linear combination of the functions \( \sin(\theta/2), \cos(\theta/2) \) with \( \ell = 1, 3, 5, \ldots, n \). This case is somewhat unconventional. From the representation \( P_n(z) = C \prod_{j=1}^{n} (z - z_j) \), where \( z_1, \ldots, z_n \in \mathbb{C}\setminus\{0\} \) are the complex zeroes of \( P_n \), one deduces the existence of a representation

\[
T_n(\theta) = C' \prod_{j=1}^{n} \sin \frac{\theta - \theta_j}{2}
\]

where \( \theta_1, \ldots, \theta_n \in \mathbb{C} \) are chosen to satisfy \( e^{i\theta_j} = z_j \neq 0 \).

If we agree to consider \( z^n \) as the “simplest” algebraic polynomial of degree \( n \), then the “simplest” trigonometric polynomial of degree \( n \) is \( (\sin \frac{\theta}{2})^n \) (up to a coefficient). Indeed, both polynomials have a multiplicity \( n \) root at 0. To derive the trigonometric analogues of the Hermite polynomials \( H_n \), we look at the backward heat flow on \( \mathbb{R} \) with the initial condition \( (\sin \frac{\theta}{2})^n \). More precisely, we take some parameter \( \sigma^2 > 0 \), let \( \partial_\theta \) be the differentiation operator in \( \theta \) and consider, similarly to \( (1.2) \), the expression

\[
\exp \left\{ -\frac{1}{2} \sigma^2 \partial_\theta^2 \right\} \left( \sin \frac{\theta}{2} \right)^n = (2i)^{-n} \exp \left\{ -\frac{1}{2} \sigma^2 \partial_\theta^2 \right\} \frac{(e^{i\theta} - 1)^n}{e^{in\theta/2}}
\]

\[
= (2i)^{-n} \exp \left\{ -\frac{1}{2} \sigma^2 \partial_\theta^2 \right\} \sum_{j=0}^{n} (-1)^{n-j} \binom{n}{j} e^{i(j-\frac{1}{2})}\theta
\]

\[
= (2i)^{-n} \sum_{j=0}^{n} (-1)^{n-j} \binom{n}{j} e^{\frac{1}{2} \sigma^2(j-\frac{n}{2})^2} e^{i(j-\frac{1}{2})}\theta.
\]

In the last line we used the identity \( e^{-\frac{1}{2} \sigma^2 \partial_\theta^2} e^{i\theta} = e^{\frac{1}{2} \sigma^2 e^{2i\theta}}. \) The algebraic polynomials corresponding to these trigonometric polynomials via \( (1.3) \) are given by

\[
H_n(z; \sigma^2) = \sum_{j=0}^{n} (-1)^{n-j} \binom{n}{j} \exp \frac{-\sigma^2 j(j-n)}{2} \right\} z^j, \quad n \in \mathbb{N},
\]

up to a multiplicative constant which was chosen to make \( H_n(z; \sigma^2) \) monic.

1.2. Connection to finite free probability. In the following, we shall refer to the polynomials \( H_n(z; \sigma^2) \) defined by \( (1.5) \) as to unitary Hermite polynomials with parameter \( \sigma^2 > 0 \). These polynomials appeared in the work of Mirabelli \[51\] on finite free probability, a theory developed by Marcus \[48\] and Marcus, Spielman, Srivastava \[49\]. This theory studies the finite free additive convolution \( \boxplus_n \) and the finite free multiplicative convolution \( \boxtimes_n \) which are bilinear operations on the space of algebraic polynomials of degree at most \( n \) defined \[48, 49\] as follows:

\[
\left( \sum_{i=0}^{n} \frac{\alpha_i z^i}{i!} \right) \boxplus_n \left( \sum_{j=0}^{n} \frac{\beta_j z^j}{j!} \right) = \frac{1}{n!} \sum_{\ell=0}^{n} \sum_{i+j=\ell, i+j \leq n} \alpha_i \beta_j,
\]

\[
\left( \sum_{j=0}^{n} \alpha_j z^j \right) \boxtimes_n \left( \sum_{j=0}^{n} \beta_j z^j \right) = \sum_{j=0}^{n} (-1)^{n-j} \frac{\alpha_j \beta_j}{j!} z^j.
\]
It has been shown in [48, 49, 51] that there is an analogue of the central limit theorem for these
convolutions (for every fixed \( n \in \mathbb{N} \)). The classical Hermite polynomials play the role of the normal
distribution for \( \mathfrak{e}_n \); see Theorem 6.7 in [48] and Theorems 3.2, 3.5 in [51]. Similarly, the unitary
Hermite polynomials \( H_n(z; \sigma^2/(n-1)) \) play the role of the normal distribution for \( \mathfrak{e}_n \); see Theo-
rems 3.16, 3.23, 3.32 in [51]. For example, the analogue of the de Moivre-Laplace theorem for \( \mathfrak{e}_n \)
is as follows. Fix some even number \( n = 2d \) and consider degree \( 2d \) polynomials
\[
Q_N(z) := (z^2 - 2z \cos(\sigma/\sqrt{N}) + 1)^d, \quad N \in \mathbb{N},
\]
having two zeroes at \( e^{i\sigma/\sqrt{N}} \) and \( e^{-i\sigma/\sqrt{N}} \), both of multiplicity \( d \). Then, it can be shown that
\[
\lim_{N \to \infty} \frac{Q_N(z) \mathbb{W}_{2d} \ldots \mathbb{W}_{2d} Q_N(z)}{N \text{ times}} = H_{2d} \left( z; \frac{\sigma^2}{2d-1} \right).
\]
The operations \( \mathbb{W}_n \) (respectively, \( \mathfrak{e}_n \)) are known (in a suitable sense) to converge, as \( n \to \infty \), to the
classical free additive (respectively, multiplicative) convolutions \( \mathbb{W} \), respectively, \( \mathfrak{e} \). For information
on (infinite) free probability we refer to [69] and [52], for its finite counterpart to [48, 49, 6, 7, 51].

1.3. Connection to the Curie-Weiss model. It has been observed by Mirabelli [51, Section
3.2.5] that the unitary Hermite polynomials are closely related to the Curie-Weiss model
(or the Ising model on the complete graph), which is one of the simplest models of statistical
mechanics. The partition function of the Curie-Weiss model at inverse temperature \( \beta > 0 \) and with
external magnetic field \( h \in \mathbb{R} \) is given by
\[
Z_n(\beta, h) = \sum_{(\sigma_1, \ldots, \sigma_n) \in \{\pm 1\}^n} e^{\frac{\beta}{2n} (\sum_{k=1}^n \sigma_k)^2 + h \sum_{k=1}^n \sigma_k}.
\] (1.8)
For every \( j \in \{0, \ldots, n\} \) there exist \( \binom{n}{j} \) configurations \( (\sigma_1, \ldots, \sigma_n) \) in which the number of +1’s is
\( j \). Since for every such configuration we have \( \sum_{k=1}^n \sigma_k = 2j - n \), the above partition function can be
written as
\[
Z_n(\beta, h) = \sum_{j=0}^n \binom{n}{j} e^{\frac{\beta}{2n} (2j-n)^2 + h(2j-n)} = H_n \left( -e^{2h}; \frac{4\beta}{n} \right) \cdot e^{n(\frac{4}{2} - h)} \cdot (-1)^n.
\] (1.9)
The behavior of the Curie-Weiss model at real parameters \( \beta \) and \( h \) is very well understood; see [27, 28, 29] as well as the books by Ellis [26, Sections IV.4, V.9] and Friedli and Velenik [22, Chapter 2].
For a recent approach using the theory of mod-\( \phi \)-convergence we refer to [50]. The behavior at complex parameters \( \beta \) and \( h \), and in particular the location of the complex zeroes of \( Z_n(\beta, h) \) is
also of interest and has attracted attention in the theoretical physics literature [35, 45, 19, 20].
These authors were motivated by the Lee-Yang program [72, 46, 30] which relates phase transitions
to the complex zeroes of the partition function. The only rigorous result on the Curie-Weiss model
at complex parameters we are aware of is the paper by Shamis and Zeitouni [58] who analyzed the
partition function and its zeroes at complex \( \beta \) (with \( h = 0 \)) in a small neighborhood of the critical
value \( \beta = 1 \), while the behavior outside this neighborhood remains largely unknown. The results of
the present paper clarify the asymptotic behavior of \( Z_n(\beta, h) \) at complex \( h \) (with fixed real \( \beta > 0 \))
and, in particular, identify the global limiting distribution of the complex zeroes of \( Z_n(\beta, h) \). Thus,
we analyse the so-called Lee-Yang zeroes in contrast to the Fisher zeroes analyzed in [58].
1.4. **Summary of results.** The main results of the present paper, to be stated in Section 2, can be summarized as follows:

(a) We prove that the empirical distribution of zeroes of $H_n(z; \sigma^2/n)$ converges weakly on the unit circle to the free unitary normal distribution $\mathfrak{N}_{\sigma^2}$, thereby identifying the limiting distribution of the Lee-Yang zeroes of the Curie-Weiss model; see Theorem 2.2 and Corollary 2.7.

(b) We compute the asymptotics of $H_n(z; \sigma^2/n)$ for complex $z$ with $|z| \neq 1$, thereby identifying the free energy of the Curie-Weiss model with complex external field; see Theorem 2.4 and Corollary 2.9.

(c) It is well known [54, Section 6.1.2] that the expected characteristic polynomial of a Wigner random matrix of size $n$ coincides with the $n$-th classical Hermite polynomial. We prove a unitary analogue of this result. More precisely, let $(U_n(t))_{t \geq 0}$ be a Brownian motion on the unit circle $U(n)$ such that $U_n(0) = I_n$ is the identity matrix. In Theorem 2.10 we show that

$$
\mathbb{E} \det(xI_n - U_n(t)) = e^{-nt/2} H_n(e^{t/2} x; t), \quad t \geq 0.
$$

(d) Consider a high-degree polynomial (respectively, trigonometric polynomials) whose roots are real and have certain asymptotic distribution. We show that applying the backward heat flow to the polynomial is equivalent, on the level of the asymptotic distribution of the roots, to starting a free Brownian motion (respectively, a free unitary Brownian motion) from the initial distribution of roots; see Theorems 2.11 and 2.14.

(e) We review the properties of the free unitary normal distribution $\mathfrak{N}_{\sigma^2}$ and derive some new ones; see Theorem 2.16 and Proposition 2.19.

**Notation.** Throughout the paper, $\mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \}$ denotes the open unit disk, $\mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \}$ the unit circle, and $\mathbb{H} = \{ \theta \in \mathbb{C} : \text{Im} \theta > 0 \}$ the upper half-plane. The closures of $\mathbb{D}$ and $\mathbb{H}$ are denoted by $\overline{\mathbb{D}}$ and $\overline{\mathbb{H}}$, respectively. We write $a_n \sim b_n$ if $a_n/b_n \to 1$ as $n \to \infty$. Weak and vague convergence of measures are denoted by $\overset{w}{\longrightarrow}$ and $\overset{v}{\longrightarrow}$, respectively.

2. **Main results**

2.1. **Empirical distribution of zeroes.** The *empirical distribution of zeroes* of an algebraic polynomial $P_n(z)$ of degree $n$, i.e. the probability measure assigning to each zero the same weight $1/n$, will be denoted by

$$
\mu_{[P_n]} := \frac{1}{n} \sum_{z \in \mathbb{C}: P_n(z) = 0} \delta_z.
$$

We agree that the roots are always counted with multiplicities. It is well known, see, e.g. [66, 34, 44], that the empirical distribution of zeroes of the classical Hermite polynomial $H_n(z\sqrt{n})$ converges weakly to the Wigner distribution $\gamma_{0,2}$ with the density $x \mapsto \frac{1}{2\pi} \sqrt{4 - x^2}$ on the interval $[-2, 2]$, namely

$$
\mu_{[H_n(\cdot \sqrt{n})]} := \frac{1}{n} \sum_{z \in \mathbb{C}: H_n(z) = 0} \delta_{z/\sqrt{n}} \overset{w}{\longrightarrow} \gamma_{0,2}.
$$

Given that the Wigner law is the analogue of the normal distribution w.r.t. the free additive convolution $\boxplus$, one may conjecture that the limiting empirical distribution of zeroes of the unitary Hermite polynomials should be related to the analogue of the normal distribution w.r.t. the free multiplicative convolution $\boxtimes$. We shall confirm this intuition. We begin by recording the following important property.
Lemma 2.1. All zeroes of the polynomial $H_n(z; \sigma^2)$ are located on the unit circle $\mathbb{T} = \{|z| = 1\}$.  

Proof. The claim is a special case of the Lee-Yang theorem; see [46] Appendix II] (where one takes $x_{\alpha \beta} := e^{-\sigma^2/2}$ for all $\alpha, \beta = 1, \ldots, n$) or [57] Section 5.1. Alternatively, the claim can be deduced from the Pólya-Benz theorem [2, Theorem 1.2] applied to the periodic function $f(\theta) = (\sin \frac{\theta}{2})^n$ and the differential operator $\exp\{-\frac{1}{2} \sigma^2 \partial^2_\theta\}$ (see the remarks preceding Corollary 1.3 in [2] regarding applicability to non-polynomials). The Pólya-Benz theorem implies that all zeroes of $\exp\{-\frac{1}{2} \sigma^2 \partial^2_\theta\}(\sin \frac{\theta}{2})^n$ are real. Recalling (1.4) completes the proof. □

The empirical distribution of zeroes of $H_n(z; \sigma^2/n)$ will be denoted by

$$
\mu_{n;\sigma^2} := \frac{1}{n} \sum_{z \in \mathbb{T} : H_n(z; \sigma^2/n) = 0} \delta_z.
$$

(2.2)

Theorem 2.2. Fix some $\sigma^2 > 0$. Then, as $n \to \infty$, the probability measures $\mu_{n;\sigma^2}$ converge weakly on $\mathbb{T}$ to the free unitary normal distribution $\mathfrak{N}_{\sigma^2}$ with parameter $\sigma^2$; see Section 2.6 for its definition and properties.

One possible way to approach Theorem 2.2 is via the method of moments. Let $z_{1n}, \ldots, z_{nn}$ be the zeroes of $H_n(z; \sigma^2/n)$ and let $p_{k,n}$ be the $k$-th moment of $\mu_{n;\sigma^2}$, that is

$$
p_{k,n} := \frac{1}{n} \sum_{j=1}^n z_{j,n}^k.
$$

On the other hand, let $e_{k,n}$ be the $k$-th elementary symmetric polynomial of the zeroes, that is

$$
e_{k,n} := \sum_{1 \leq j_1 < \ldots < j_k \leq n} z_{j_1,n} \ldots z_{j_k,n} = \binom{n}{k} \exp\left\{-\frac{\sigma^2 k(n-k)}{2n}\right\},
$$

where the second equality follows from Vieta’s identities and (1.3). For every given $k \in \mathbb{N}$, we can express $p_{k,n}$ through $e_{1,n}, \ldots, e_{k,n}$ using the Newton-Girard identities, write the binomial coefficients and the exponentials as series in powers of $n$ and $n^{-1}$, and compute the limit as $n \to \infty$. It turns out that the terms involving $n, \ldots, n^{-1}$ cancel and the limit coincides with the $k$-th moment of $\mathfrak{N}_{\sigma^2}$ (for the latter, see Section 2.6). For example, for $k = 3$ we have

$$
p_{3,n} = \frac{1}{n}(e_{3,n}^2 - 3e_{1,n}e_{2,n} + 3e_{3,n}) \to \frac{1}{2} e^{-3\sigma^2/2}(2 - 6\sigma^2 + 3\sigma^4) = \int_\mathbb{T} z^3 \mathfrak{N}_{\sigma^2}(dz).
$$

Using computer algebra software, it is possible to check that $\lim_{n \to \infty} p_{k,n} = \int_\mathbb{T} z^k \mathfrak{N}_{\sigma^2}(dz)$ for any given $k \in \mathbb{N}$, but we were unable to find a general proof of Theorem 2.2 based on this approach.
2.2. Asymptotics of unitary Hermite polynomials. Our asymptotic results on the polynomials $H_n(z; \sigma^2/n)$ will be stated in terms of certain analytic function $\zeta(t)$ that satisfies

$$
\zeta(t) - t \tan \zeta(t) = \theta,
$$

where $t > 0$ is a parameter and $\theta$ is a complex variable satisfying $\text{Im} \theta > 0$. This function is related to the free unitary Poisson distribution, as has been shown in Section [2.6] below. The next theorem summarizes the main properties of this function; see [11] Section 4] for proofs and further properties.

**Theorem 2.3.** Fix $t > 0$. Let $\mathbb{H} := \{ \theta \in \mathbb{C} : \text{Im} \theta > 0 \}$ be the upper half-plane. For every $\theta \in \mathbb{H}$, the equation $\zeta - t \tan \zeta = \theta$ has a unique, simple solution $\zeta = \zeta(t)$ in $\mathbb{H}$. The function $\zeta(t) : \mathbb{H} \rightarrow \mathbb{H}$ is analytic on $\mathbb{H}$, admits a continuous extension to the closed upper half-plane $\overline{\mathbb{H}}$, and satisfies

$$
\zeta(t + \pi) = \zeta(t) + \pi, \quad \zeta(-\theta) = -\overline{\zeta(\theta)}, \quad \text{Im} \zeta(t) > \text{Im} \theta,
$$

for all $\theta \in \mathbb{H}$. Locally uniformly in $x \in \mathbb{H}$ we have

$$
\zeta(t) = \lim_{n \to \infty} \left( \theta + t \tan(\theta + t \tan(\ldots(\theta + t \tan x)\ldots)) \right), \quad \theta \in \mathbb{H}.
$$

Finally, we have

$$
\zeta(t) - \theta \to \text{it} \quad \text{as} \quad \text{Im} \theta \to +\infty \quad \text{uniformly in} \ \text{Re} \theta \in \mathbb{R}. \quad (2.4)
$$

The next theorem is our second main result.

**Theorem 2.4.** Locally uniformly in $\theta \in \mathbb{H}$ we have

$$
\lim_{n \to \infty} \frac{1}{n} \log \frac{H_n(-e^{i\theta}; \sigma^2/n)}{(-1)^n} = \log \left( 1 + e^{2i\zeta_{\sigma^2/4}(\theta/2)} \right) - \frac{\sigma^2}{2 \left( 1 + e^{2i\zeta_{\sigma^2/4}(\theta/2)} \right)^2},
$$

$$
\lim_{n \to \infty} \frac{1}{n} \log \frac{H'_n(-e^{i\theta}; \sigma^2/n)}{H_n(-e^{i\theta}; \sigma^2/n)} = -\frac{e^{-i\theta}}{1 + e^{2i\zeta_{\sigma^2/4}(\theta/2)}} = -e^{-i\theta} \left( \frac{1}{2} \tan \zeta_{\sigma^2/4}(\theta/2) + \frac{1}{2} \right). \quad (2.6)
$$

The logarithms in (2.5) are chosen such that $\log 1 = 0$ and all functions of the form $\log(\ldots)$ are continuous (and analytic) in $\theta \in \mathbb{H}$.

**Remark 2.5.** We can consider all functions appearing in (2.5) and (2.6) as analytic functions of the variable $z := -e^{i\theta} \in \mathbb{D}$ including the value $z = 0$. Firstly, $z \to 0$ is equivalent to $\text{Im} \theta \to +\infty$. In this regime, (2.4) implies that $\zeta_{\sigma^2/4}(\theta/2) = (\theta/2) + i(\sigma^2/4) + o(1)$ and, consequently, $\text{Im} \zeta_{\sigma^2/4}(\theta/2) \to +\infty$. It follows that the right-hand side of (2.5) converges to 0, while the right-hand side of (2.6) converges to $-e^{-\sigma^2/2}$. Secondly, note that $\theta$ corresponding to a given $z \in \mathbb{D}\setminus\{0\}$ is defined only up to a summand of the form $2\pi n$ with $n \in \mathbb{Z}$. Still, the right-hand sides of (2.5) and (2.6) stay invariant under the substitution $\theta \to \theta + 2\pi n$ (since $\zeta_{\sigma^2/4}(\theta + 2\pi n) = \zeta_{\sigma^2/4}(\theta/2 + \pi n)$ by (2.3)) and hence define analytic functions of $z \in \mathbb{D}$. Analogous observations apply to many similar functions below. Note that convergence in (2.5) and (2.6) stays locally uniform in $z \in \mathbb{D}$. For $z$ outside any small disk around 0, this is stated in Theorem 2.4 while the rest follows from Cauchy’s integration formula.

**Remark 2.6.** Theorem 2.4 describes the asymptotics of $H_n(z; \sigma^2/n)$ for $|z| < 1$. The asymptotics for $|z| > 1$ can be derived from the identity $z^n H_n(1/z; \sigma^2/n) = (-1)^n H_n(z; \sigma^2/n)$ following from (1.5). On the circle $\{ |z| = 1 \}$ one may expect an asymptotic result of Plancherel-Rotach type; see [63] Theorem 8.22.9] for the case of the classical Hermite polynomials.
2.3. Applications to the Curie-Weiss model. We are now going to describe the global limiting distribution of zeroes of $Z_n(\beta, h)$, the partition function of the Curie-Weiss model defined in (1.8). We considered the so-called Lee-Yang zeroes, that is we fix real $\beta > 0$ and allow $h$ to be complex. By the Lee-Yang theorem, all zeroes are purely imaginary; see (1.9) and Lemma 2.1. Observe also that $Z_n(\beta, h + \pi i) = e^{\pi i n}Z_n(\beta, h)$ by (1.8) implying that the zeroes are periodic with period $\pi i$.

Corollary 2.7. Fix $\beta > 0$. For the partition function of the Curie-Weiss model, the following convergence holds vaguely on $\mathbb{R}$:

$$\frac{1}{n} \sum_{y \in \mathbb{R}; Z_n(\beta, iy) = 0} \delta_y \to_{n \to \infty} \nu_\beta.$$

Here, $\nu_\beta$ is a measure on $\mathbb{R}$ which is invariant under the shifts $h \mapsto h + \pi \ell$, $\ell \in \mathbb{Z}$, and is characterized by $\nu_\beta(A) = \mathcal{N}_{4\beta}(-e^{2iy})$ for every Borel set $A \subset (-\frac{\pi}{2}, \frac{\pi}{2}]$, where $\mathcal{N}_{4\beta}$ is the free unitary normal distribution on the unit circle with parameter $\sigma^2 = 4\beta$; see Section 2.6.

Proof. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function with compact support. Define $f^*(y) := \sum_{\ell \in \mathbb{Z}} f(y + \pi \ell)$ for $y \in (-\frac{\pi}{2}, \frac{\pi}{2}]$. Let also $\psi : \mathbb{T} \to (-\frac{\pi}{2}, \frac{\pi}{2}]$ be the inverse map of $y \mapsto -e^{2iy}$. Then, by (1.9),

$$\frac{1}{n} \sum_{y \in \mathbb{R}; Z_n(\beta, iy) = 0} f(y) = \frac{1}{n} \sum_{y \in (-\frac{\pi}{2}, \frac{\pi}{2})} f^*(y) = \frac{1}{n} \sum_{y \in \mathbb{T}; H_n(\beta, iy) = 0} f^*(\psi(z)).$$

By Theorem 2.2 the latter sum converges to $\int_{\mathbb{T}} f^*(\psi(z)) \mathcal{N}_{4\beta}(dz) = \int_{\mathbb{R}} f(y) \nu_\beta(dy)$, and the claim follows. \hfill \Box

Remark 2.8. The Lebesgue density of $\nu_\beta$ on $\mathbb{R}$ is given by $y \mapsto 2f_{4\beta}(-e^{2iy}) = \frac{1}{\pi \beta} \text{Im} \zeta_\beta(y)$, where $f_{4\beta}$ is the function which will be discussed in Theorem 2.16. It follows from this theorem that the support of $\nu_\beta$ is $\mathbb{R}$ for $\beta \geq 1$, while for $0 < \beta < 1$ the support is the union of the intervals

$$\left[\frac{\pi}{2} - \arcsin \sqrt{\beta} - \sqrt{\beta - \beta^2 + \pi \ell}, \frac{\pi}{2} + \arcsin \sqrt{\beta + \sqrt{\beta - \beta^2 + \pi \ell}}\right], \quad \ell \in \mathbb{Z}.$$  

If $\beta$ increases from 0 to $\infty$, then the support of $\nu_\beta$ hits the real axis at $\beta = 1$, which is well known to be the point of phase transition for the Curie-Weiss model.

In the next result we compute the free energy of the Curie-Weiss model in the complex $h$-plane excluding the imaginary axis.

Corollary 2.9. Let $\beta > 0$ and $h \in \mathbb{C}$ with Re $h > 0$. For the partition function of the Curie-Weiss model defined in (1.8) we have

$$\lim_{n \to \infty} \frac{1}{n} \log Z_n(\beta, h) = \lim_{n \to \infty} \frac{1}{n} \log Z_n(\beta, -h) = \frac{\beta}{2} + h + \log \left(1 + e^{2i\zeta_\beta(ih)}\right) - \frac{2\beta}{\left(1 + e^{-2i\zeta_\beta(ih)}\right)^2}.$$  

Proof. Recall that $Z_n(\beta, h) = Z_n(\beta, -h)$ is given by (1.8) and (1.9) and apply Theorem 2.4 with $\sigma^2 = 4\beta$ and $\theta = 2ih$. \hfill \Box

2.4. Expected characteristic polynomial of the Brownian motion on unitary matrices. It is well known [52, Section 6.1.2] that the expected characteristic polynomial of an $n \times n$ Wigner random matrix coincides with the $n$-th Hermite polynomial. Formulas of this type go back to Heine [63, Eqn. (2.2.11)] on p. 27. For this and analogous results on several other types of random matrices including the Wishart matrices whose expected characteristic polynomials are the Laguerre polynomials we refer to [52, Sections 6.2, 6.3], [5, 25, Chapter 9], [22, Theorem 4.1], [15, Eqn. (15)], [21, Proposition 12], [61, Proposition 11], [4, Theorem 1.1]. In this section we prove a similar result.
on unitary Hermite polynomials by relating them to the expected characteristic polynomials of the random matrices obtained by running a Brownian motion on the unitary group \( U(n) \). More precisely, we consider the unitary group \( U(n) \) as a compact Riemannian manifold endowed with the Riemannian metric induced by its natural embedding into \( \mathbb{C}^{n \times n} \equiv \mathbb{R}^{2n^2} \). On the Lie algebra \( \mathfrak{u}(n) = \{ A \in \text{Mat}_{n \times n}(\mathbb{C}) : A^* = -A \} \) (which can be identified with the tangent space of \( U(n) \) at the identity matrix \( I_n \)) the scalar product takes the form \( \langle A, B \rangle = \text{Tr}(AB^*) = -\text{Tr}(AB) \). Let now \( (U_n(t))_{t \geq 0} \) be the Brownian motion on the unitary group \( U(n) \) starting at the identity matrix \( I_n \) at time \( t = 0 \). The eigenvalues \( \lambda_1(t), \ldots, \lambda_n(t) \) of the unitary random matrix \( U_n(t) \) represent a special case of Dyson’s Brownian motions \cite{24} Section III on the circle; see also \cite{39} \cite{18} \cite{12} \cite{37} for further information on this process.

To define Dyson’s Brownian motions on the circle, fix parameters \( n \in \mathbb{N} \) and \( \lambda > 0 \). Let \( (B_1(t))_{t \geq 0}, \ldots, (B_n(t))_{t \geq 0} \) be \( n \) independent standard Brownian motions on \( \mathbb{R} \). We are interested in real-valued stochastic processes \( X_1(t) \leq \ldots \leq X_n(t) \), defined for \( t \geq 0 \) and solving stochastic differential equations

\[
dX_j = dB_j + \lambda \cdot \left( \sum_{k=1, k \neq j}^n \cot \frac{X_j - X_k}{2} \right)dt, \quad j = 1, \ldots, n,
\]

with the initial condition \( X_1(0) = \ldots = X_n(0) = 0 \). If \( \lambda = 1/2 \), then we can identify \( e^{iX_1(t)}, \ldots, e^{iX_n(t)} \) with the eigenvalues \( \lambda_1(t), \ldots, \lambda_n(t) \) of the unitary random matrix \( U_n(t) \). More precisely, it is known that the measure-valued process \( (\sum_{\ell=1}^n \delta_{e^{iX_\ell(t)}})_{t \geq 0} \) has the same distribution as the process \( (\sum_{\ell=1}^n \delta_{\lambda_\ell(t)})_{t \geq 0} \).

We are interested in the following polynomial in \( x \) which, for \( \lambda = 1/2 \), reduces to the characteristic polynomial of \( U_n(t) \):

\[
P_{n,\lambda}(x; t) := \prod_{j=1}^n (x - e^{iX_j(t)}).
\]

**Theorem 2.10.** For every \( \lambda > 0 \), \( n \in \mathbb{N} \), \( t \geq 0 \) and \( x \in \mathbb{C} \) we have

\[
\mathbb{E}P_{n,\lambda}(x; t) = \sum_{j=0}^n (-1)^{n-j} \binom{n}{j} e^{\frac{-1}{2}(n-j)t - \lambda j(n-j)t} x^j = e^{-\frac{1}{2}nt} \mathbb{H}_n(e^{t/2}x; 2\lambda t).
\]

**Proof.** To simplify the notation, we shall usually suppress the dependence of quantities under consideration on \( n \) and \( \lambda \). Let \( e_\ell(t) \) be the \( \ell \)-th elementary symmetric polynomial of \( e^{iX_1(t)}, \ldots, e^{iX_n(t)} \), that is

\[
e_\ell(t) = \sum_{1 \leq j_1 < \ldots < j_\ell \leq n} e^{iX_{j_1}(t) + \ldots + iX_{j_\ell}(t)}, \quad \ell = 1, \ldots, n,
\]

Put also \( e_0(t) = 1 \). Since \( P_{n,\lambda}(x; t) = \sum_{\ell=0}^n (-1)^\ell e_\ell(t)x^{n-\ell} \) by Vieta’s formula, it suffices to show that for all \( \ell \in \{1, \ldots, n\} \) we have

\[
\mathbb{E}e_\ell(t) = \binom{n}{\ell} e^{-\frac{1}{2}t\lambda(n-\ell)t}.
\]

To this end, we shall derive stochastic differential equations satisfied by \( e_\ell(t) \). Using the Itô formula, see, e.g., \cite{53} Chapter IV, Theorem (3.3)], we have

\[
de_\ell = \sum_{1 \leq j_1 < \ldots < j_\ell \leq n} d(e^{iX_{j_1} + \ldots + iX_{j_\ell}}) = \sum_{1 \leq j_1 < \ldots < j_\ell \leq n} \left( \sum_{s=1}^\ell e^{iX_{j_1} + \ldots + iX_{j_s}} dX_j - \frac{\ell}{2} e^{iX_{j_1} + \ldots + iX_{j_\ell}} dt \right).
\]
Write $V(x) := \lambda \cot \frac{x}{2}$. Recalling (2.7), we obtain

$$de_\ell = \sum_{1 \leq j_1 < \cdots < j_\ell \leq n} ie^{iX_{j_1} + \cdots + iX_{j_\ell}} \left( dB_{j_1} + \cdots + dB_{j_\ell} \right) - \frac{\ell}{2} e_\ell dt + R dt \tag{2.8}$$

with

$$R := \sum_{1 \leq j_1 < \cdots < j_\ell \leq n} ie^{iX_{j_1} + \cdots + iX_{j_\ell}} \left( \sum_{m \in \{1, \ldots, n\}} V(X_{j_1} - X_m) + \cdots + \sum_{m \in \{1, \ldots, n\}} V(X_{j_\ell} - X_m) \right)$$

$$= \sum_{1 \leq j_1 < \cdots < j_\ell \leq n} ie^{iX_{j_1} + \cdots + iX_{j_\ell}} \left( \sum_{m \in \{1, \ldots, n\} \setminus \{j_1, \ldots, j_\ell\}} \left(V(X_{j_1} - X_m) + \cdots + V(X_{j_\ell} - X_m)\right)\right),$$

where in the second line we used that $V(-x) = -V(x)$. After some re-indexing, we can write

$$R = \frac{i}{(\ell + 1)!} \sum_{\substack{k_0, \ldots, k_\ell \in \{1, \ldots, n\} \text{ pairwise distinct}}} e^{iX_{k_0} + iX_{k_1} + \cdots + iX_{k_\ell}} \sum_{s,p \in \{0, \ldots, \ell\}} \frac{V(X_{kp} - X_{ks})}{e^{iX_{ks}}} \tag{2.8}$$

$$= \frac{i}{2(\ell + 1)!} \sum_{\substack{k_0, \ldots, k_\ell \in \{1, \ldots, n\} \text{ pairwise distinct}}} e^{iX_{k_0} + iX_{k_1} + \cdots + iX_{k_\ell}} \sum_{s,p \in \{0, \ldots, \ell\}} \left(\frac{V(X_{kp} - X_{ks})}{e^{iX_{ks}}} + \frac{V(X_{ks} - X_{kp})}{e^{iX_{kp}}}\right).$$

To simplify the expression in the brackets, note that

$$\frac{V(x - y)}{e^{ix}} + \frac{V(y - x)}{e^{ix}} = \lambda \cot \left(\frac{x - y}{2}\right) \left(e^{i(x-y)} - 1\right) e^{-ix} = \lambda \left(e^{-ix} + e^{-iy}\right).$$

It follows that

$$R = \frac{-\lambda}{2(\ell + 1)!} \sum_{\substack{k_0, \ldots, k_\ell \in \{1, \ldots, n\} \text{ pairwise distinct}}} e^{iX_{k_0} + iX_{k_1} + \cdots + iX_{k_\ell}} \sum_{s,p \in \{0, \ldots, \ell\}} \left(e^{-iX_{ks}} + e^{-iX_{kp}}\right)$$

$$= -\lambda \ell (n - \ell) e_\ell(t).$$

To justify the last identity, observe that the double sum in the first line must be a multiple of $e_\ell$ for symmetry reasons and that it contains $(n)_{\ell+1} \cdot (\ell + 1) \ell \cdot 2$ summands, while $e_\ell$ contains $\binom{n}{\ell}$ summands. Taking the quotient of these two numbers, it follows that the double sum in the first line equals $2(\ell + 1)! \ell (n - \ell) e_\ell$. Finally, recalling (2.8), we arrive at the stochastic differential equation

$$de_\ell = \left(\frac{\ell}{2} + \lambda \ell (n - \ell)\right) e_\ell dt + \sum_{j=1}^{n} ie^{iX_j} e_{\ell-1}^{(j)} dB_j, \tag{2.9}$$

where $e_{\ell-1}^{(j)}$ is the $(\ell - 1)$-st elementary symmetric polynomial of $e^{iX_1}, \ldots, e^{iX_{\ell-1}}, e^{iX_{\ell+1}}, \ldots, e^{iX_n}$ (excluding $e^{iX_j}$). From the Itô formula it follows that $e^{\frac{1}{2} \ell t + \lambda \ell (n - \ell) t} e_\ell(t)$ is a martingale. Recalling that $e_\ell(0) = \binom{n}{\ell}$ we conclude that

$$\mathbb{E}e_\ell(t) = \binom{n}{\ell} e^{-\frac{1}{2} \ell t + \lambda \ell (n - \ell) t},$$

and the proof is complete. \qed

Biane [10, 11] proved that, as $n \to \infty$, the process $(U_n(t/n))_{t \geq 0}$ converges (in a suitable sense) to the free unitary Brownian motion. In particular, by [10, Theorem 1], the spectral distribution of $U_n(t/n)$ converges weakly the free unitary normal distribution $\mathcal{N}_t$ (making the appearance of
this distribution in Theorem 2.2 (quite natural); see also [16, Section 3.3] for related large deviation results. Exact combinatorial formulas for moments of the form $E[\text{Tr}(U_n^{m_1}(t)) \ldots \text{Tr}(U_n^{m_r}(t))]$ have been derived in [47].

2.5. The action of the backward heat flow on the roots. Consider a sequence of polynomials (or trigonometric polynomials) of increasing degrees whose empirical distributions of roots approach some probability measure. One may ask what happens to the asymptotic distribution of roots if we apply to these polynomials certain operator. One special case, in which the operator is the repeated differentiation, has been studied in [60, 61, 62, 53, 10, 14, 13, 7, 41, 33]. For trigonometric polynomials, it has been shown in [41] that, on the level of roots, the repeated differentiation induces the free unitary Poisson process. In his blog, Tao [64, 65] discusses the evolution of zeroes of a polynomial which undergoes a (backward) heat flow. As this paper was almost complete, Jonas Jalowy brought to our attention the recent preprint by Hall and Ho [35] who studied the action of the backward heat flow on the characteristic polynomials of the Ginibre matrices (whose eigenvalues obey the circular law). We shall consider two settings: algebraic polynomials and trigonometric polynomials, both with real roots, and show that the backward heat flow induces free (additive or unitary) Brownian motion on the level of roots.

Heat flow acting on algebraic polynomials. Let $(P_n(z))_{n \in \mathbb{N}}$ be a sequence of algebraic polynomials from $\mathbb{R}[z]$. We suppose that $P_n(z) = \sum_{j=0}^{n} a_{jn} z^j$ is real-rooted (that is, it has only real roots) and that all roots are contained in some fixed interval $[-C, C]$ with $C$ not depending on $n$. Moreover, we suppose that the empirical distribution of roots of $P_n$ converges weakly to some probability measure $\mu$ on $[-C, C]$, that is

$$\mu[P_n] = \frac{1}{n} \sum_{z \in \mathbb{R}, P_n(z) = 0} \delta_z \xrightarrow{n \to \infty} \mu. \quad (2.10)$$

The roots are counted with multiplicities, as always. We are interested in the action which the backward heat flow induces on the roots of $P_n$, in the large $n$ limit. More precisely, we consider the heat equation on the real line with initial condition given by $P_n(z)$:

$$\partial_t g_n(z; t) = \frac{1}{2} \partial_z^2 g_n(z; t), \quad g_n(z; 0) = P_n(z), \quad z \in \mathbb{R}, \ t \in \mathbb{R}. \quad (2.11)$$

The solution is explicit and can be written as

$$g_n(z; -s) = e^{-\frac{s}{2} \partial_z^2} P_n(z) = \sum_{j=0}^{n} n \partial_z^j e^{-\frac{s}{2} \partial_z^2} z^j = \sum_{j=0}^{n} a_{jn} \text{He}_j \left( \frac{z}{\sqrt{s}} \right) s^{j/2}, \quad z \in \mathbb{R}, \ s \in \mathbb{R}, \quad (2.12)$$

where $\text{He}_j(z)$ is the $j$-th probabilist Hermite polynomial defined by (1.1) or (1.2). Note that the solution exists both for positive and negative times since the term $\text{He}_j(z/\sqrt{s}) s^{j/2}$ does not contain fractional powers of $s$, see (1.1), and makes sense irrespective of the sign of $s$. Moreover, for every $s \in \mathbb{R}$, the function $z \mapsto g_n(z; -s)$ is a polynomial. In the sequel, we shall focus on the case $s > 0$, which corresponds to the backward heat equation. It is known to be ill-posed for initial conditions more general than polynomials. Since we assume that the initial condition $P_n(z)$ is real-rooted, the polynomials $g_n(z; -s)$ remain real-rooted for all $s \geq 0$ by the Pólya-Benz theorem; see [8] or [2, Theorem 1.2]. Another proof of this fact can be found [64].

Theorem 2.11. Fix $r > 0$. Under the above assumptions, the empirical distribution of zeroes of the polynomials $g_n(z; -r^2/n)$ converges weakly (as $n \to \infty$) to the free additive convolution $\mu \ast \gamma_{0, 2r}$ of $\mu$ and the Wigner semicircle distribution $\gamma_{0, 2r}$ with density $x \mapsto \frac{1}{2\pi r^2} \sqrt{4r^2 - x^2}$ on the interval $[-2r, 2r]$. 

To prove this theorem, we shall use a result from finite free probability \[48, 49\]. Recall from \[1.6\] the definition of the finite free additive convolution \(\boxplus\). It is known from \[6,\] Corollary 5.5 and Theorem 5.4, see also \[48, Theorem 4.3\], that, as \(n \to \infty\), the finite free additive convolution \(\boxplus_n\) approaches the free additive convolution \(\boxplus\) in the following sense.

**Proposition 2.12.** Let \((p_n)_{n \in \mathbb{N}}\) and \((q_n)_{n \in \mathbb{N}}\) be sequences of polynomials in \(\mathbb{R}[z]\) whose roots are contained in some fixed interval \([-C, C]\). Suppose that \(\deg p_n = \deg q_n = n\) and the empirical distributions of zeroes of \(p_n\) and \(q_n\) converge weakly to certain probability measures \(\nu\) and \(\rho\) on \([-C, C]\). Then, the empirical distribution of zeroes of \(p_n \boxplus q_n\) (which is also real-rooted by \[44, Theorem 1.3\]) converges weakly to \(\nu \boxplus \rho\).

Indeed, \(\mu[p_n] \to \nu\) and \(\mu[q_n] \to \rho\) (weakly) implies that the moments of \(\mu[p_n]\) and \(\mu[q_n]\) converge to the corresponding moments of \(\nu\) and \(\rho\) (since all measures are concentrated on a fixed interval). By the results cited above, this implies that the moments of the empirical distribution of zeroes of \(p_n \boxplus q_n\) converge to those of \(\nu \boxplus \rho\). This implies that the probability measures \(\mu[p_n \boxplus q_n]\) (which are concentrated on \([-2C, 2C]\) by \[49, Theorem 1.3\]) converge weakly to \(\nu \boxplus \rho\).

**Proof of Theorem 2.11.** It is known \[49\] that \(\boxplus_n\) commutes with differentiation in the sense that 
\[
\partial_z (p(z) \boxplus q(z)) = (\partial_z p(z)) \boxplus q(z)
\]
for arbitrary polynomials \(p(z)\) and \(q(z)\) of degree at most \(n\). By bilinearity of \(\boxplus_n\) it follows that it also commutes with the operator \(\exp\{-\frac{1}{2} \partial^2_z\}\), for all \(s \in \mathbb{R}\). Hence,
\[
g_n(z; -s) = e^{-\frac{1}{2} \partial^2_z} P_n(z) = e^{-\frac{1}{2} \partial^2_z} (P_n(z) \boxplus q(z)^n) = P_n(z) \boxplus q_n \left( e^{-\frac{1}{2} \partial^2_z} z^n \right) = P_n(z) \boxplus q_n \left( \frac{z}{\sqrt{s}} \right)^{s/2},
\]
where we used \([1.2]\) in the last equality. We take \(s = r^2/n\) and let \(n \to \infty\). By a classical result, the empirical distribution of zeroes of the Hermite polynomial \(He_n(z)\) converges weakly to the Wigner distribution with the density \(x \mapsto \frac{1}{2\pi r^2} \sqrt{4r^2 - x^2}\) on the interval \([-2r, 2r]\); see, e.g., \[66, 34\] [44]. Applying Proposition 2.12 completes the proof. \(\square\)

**Remark 2.13.** Tao \[64\] derived the following system of differential equations satisfied by the roots \(z_{1n}(s), \ldots, z_{nn}(s)\) of the polynomial \(g_n(z; -s)\):
\[
\partial_s z_{in}(s) = \sum_{k \neq i} \frac{1}{z_{in}(s) - z_{kn}(s)}, \quad i = 1, \ldots, n,
\]
and proved that the solutions are well-defined for \(s \geq 0\) but may run into a singularity for \(s \leq 0\). These equations are Dyson’s Brownian motions with vanishing variance (or with \(\beta = \infty\); see \[3, Theorem 4.3.2\]. Therefore, one can view Theorem 2.11 as the \(\beta = \infty\) case of \[3, Proposition 4.3.10\]. For other results relating Dyson’s Brownian motions to free convolutions we refer to \[31, 23, 36, 70\].

**Heat flow acting on trigonometric polynomials.** Let us now state analogous results for trigonometric polynomials. For every even number \(n = 2d\), \(d \in \mathbb{N}\), let \(T_n(\theta) := \sum_{\ell = -d}^d c_{\ell n} e^{i\ell \theta}\) be a trigonometric polynomial with complex coefficients \(c_{\ell n}\) satisfying \(c_{-\ell n} = \overline{c_{\ell n}}\) for all \(\ell \in \{-d, \ldots, d\}\) (meaning that \(T_n(\theta)\) takes real values for real \(\theta\)). Moreover, assume that \(T_n(\theta)\) is real-rooted meaning that it has \(n\) real roots \(\theta_1, \ldots, \theta_{n,n}\) (counting multiplicities) and that its empirical distribution of zeroes converges weakly as \(n \to \infty\). The latter assumption will be written in the following form:
\[
\nu[T_n] := \frac{1}{n} \sum_{j=1}^n \delta_{\theta^{(j);n}}(w) \xrightarrow{n \to \infty} \nu
\]
weakly on the unit circle $\mathbb{T}$, for some probability measure $\nu$ on $\mathbb{T}$. Consider the heat equation on the real line with periodic initial condition given by $T_n(\theta)$:

$$\partial_t f_n(\theta; t) = \frac{1}{2} \partial^2_{\theta^2} f_n(\theta; t), \quad f_n(\theta; 0) = T_n(\theta), \quad \theta \in \mathbb{R}, \ t \in \mathbb{R}. \quad (2.15)$$

Its solution is explicit and can be written as

$$f_n(\theta; t) = e^{\frac{t}{2} \partial^2_{\theta^2}} T_n(\theta) = \sum_{\ell=-d}^d c_{\ell} n e^{\frac{t}{2} \ell^2} e^{i\ell \theta} = \sum_{\ell=-d}^d c_{\ell} n e^{-\frac{t}{2} \ell^2} e^{i\ell \theta}. \quad (2.16)$$

For every $t \in \mathbb{R}$, the function $\theta \mapsto f_n(\theta; t)$ is a trigonometric polynomial. In particular, the solution makes sense both for $t \geq 0$ and for $t < 0$. In the sequel we shall focus on the latter case, which corresponds to the backward heat equation. For $s > 0$, the trigonometric polynomial $f_n(\theta; -s)$ remains real-rooted. This claim can be deduced from the Pólya-Benzen theorem [2, Corollary 1.3]. Another proof can be found in [63] (where differential equations analogous to (2.13) in the circular setting are derived; see also [18, 39] for the corresponding stochastic differential equations).

**Theorem 2.14.** Take some $\sigma^2 > 0$. In the setting described above, including Assumption (2.14), the empirical distribution $\nu[ f_n(\theta; -\sigma^2/n) ]$ of zeroes of the solution $f_n(\theta; -\sigma^2/n)$ of the heat equation at time $t_n := -\sigma^2/n, \ t_n \to \infty$ to the free unitary convolution $\nu \boxtimes \mathcal{N}_{\sigma^2}$ of $\nu$ and the free unitary normal distribution $\mathcal{N}_{\sigma^2}$.

We again rely on a result from finite free probability [49, 48]. Recall from (1.7) the definition of the finite free multiplicative convolution $\boxtimes_n$. The following fact proved in [7, Proposition 3.4] (see also [41, Proposition 2.9] for the version stated here) states that, in a suitable sense, $\boxtimes_n$ converges to the free multiplicative convolution $\boxtimes$ as $n \to \infty$.

**Proposition 2.15.** Let $(p_n(z))_{n \in \mathbb{N}}$ and $(q_n(z))_{n \in \mathbb{N}}$ be sequences of polynomials in $\mathbb{C}[z]$ with $\deg p_n = \deg q_n = n$. Suppose that all roots of $p_n$ and $q_n$ are located on the unit circle and that, as $n \to \infty$, the empirical distributions of zeroes $\mu[p_n]$ and $\mu[q_n]$ converge weakly to two probability measures $\nu$ and $\rho$ on $\mathbb{T}$. Then, all roots of the polynomial $p_n \boxtimes_n q_n$ are also located on $\mathbb{T}$ and $\mu[p_n \boxtimes_n q_n]$ converges weakly to $\nu \boxtimes \rho$.

**Proof of Theorem 2.14.** For $t \in \mathbb{R}$ we consider the algebraic polynomial $P_{2d}(z; t)$ in the complex variable $z$ defined by

$$P_{2d}(e^{i\theta}; t) = f_{2d}(\theta; t), \quad (2.17)$$

More concretely, it follows from (2.16) that

$$P_{2d}(z; t) = \sum_{\ell=-d}^d c_{\ell} n e^{\frac{t}{2} \ell^2} z^{t+d} = \sum_{j=0}^{2d} c_{j-d} n e^{\frac{t}{2} (j-d)^2} z^j = \sum_{j=0}^{2d} c_{j-d} n e^{\frac{t}{2} (j^2-2jd+d^2)} z^j. \quad (2.18)$$

It follows from (1.7) and (1.5) that for $t = t_{2d} = -\sigma^2/(2d) < 0$ we can write

$$P_{2d}(z; t) = e^{-\frac{\sigma^2}{2}} \left( \sum_{j=0}^{2d} (-1)^{2d-j} \binom{2d}{j} e^{\frac{t}{2} (j-2d)} z^j \right) \mathbb{E}_{2d} \left( \sum_{j=0}^{2d} c_{j-d} n e^{\frac{t}{2} (j^2-2jd+d^2)} z^j \right)$$

$$= e^{-\frac{\sigma^2}{2}} \left( H_{2d} \left( z; \frac{\sigma^2}{2d} \right) \mathbb{E}_{2d} P_{2d}(z; 0) \right).$$
Recall from Theorem 2.2 that the empirical distribution of zeroes of \( H_{2d}(z; \sigma^2/(2d)) \) converges weakly to \( \mathcal{N}_{\sigma^2} \), while the empirical distribution of zeroes of \( P_{2d}(z; 0) \) converges to \( \nu \) by (2.17) and (2.14):

\[
\frac{1}{2d} \sum_{z \in \mathbb{C} : H_{2d}(z; \sigma^2/(2d)) = 0} \delta_{z} \xrightarrow{d \to \infty} \mathcal{N}_{\sigma^2}, \quad \frac{1}{2d} \sum_{z \in \mathbb{C} : P_{2d}(z; 0) = 0} \delta_{z} = \frac{1}{2d} \sum_{j=1}^{2d} \delta_{e^{i\theta j}; 2d} \xrightarrow{d \to \infty} \nu.
\]

To complete the proof, apply Proposition 2.15.

\[\Box\]

### 2.6. Free unitary normal distribution and its properties

In this section we recall the notion of free multiplicative convolution \( \boxtimes \) of probability measures on the unit circle which was introduced by Voiculescu in [67] and [68]; see also [69, § 3.6]. Also, we recall the definition of the free unitary normal distribution, which was introduced by Bercovici and Voiculescu [9] and studied in [10, 11, 73, 74, 17]. Finally, we shall state some properties of this distribution.

Given two probability measures \( \mu_1 \) and \( \mu_2 \) on the unit circle \( \mathbb{T} \), it is possible to construct a \( C^* \)-probability space and two mutually free unitaries \( u_1 \) and \( u_2 \) with spectral distributions \( \mu_1 \) and \( \mu_2 \), respectively. Then, the free multiplicative convolution of \( \mu_1 \) and \( \mu_2 \), denoted by \( \mu_1 \boxtimes \mu_2 \), is the spectral distribution of \( u_1 u_2 \). It does not depend on the choice of \( u_1 \) and \( u_2 \); see [69] for more details. Free multiplicative convolution is linearized by the \( S \)-transform which is defined as follows. The \( \psi \)-transform of a probability measure \( \mu \) on the unit circle \( \mathbb{T} \) is defined by

\[
\psi_{\mu}(z) = \int_{\mathbb{T}} \frac{u z}{1 - u z} \mu(du) = \sum_{\ell=1}^{\infty} z^\ell \int_{\mathbb{T}} u^\ell \mu(du), \quad z \in \mathbb{D}.
\]  

(2.18)

If \( \psi_{\mu}'(0) = \int_{\mathbb{T}} u \mu(du) \neq 0 \), then the analytic function \( \psi_{\mu} \) has an inverse on some sufficiently small disk around the origin and the \( S \)-transform of \( \mu \) is defined by

\[
S_{\mu}(z) = \frac{1 + z}{z} \psi_{\mu}^{-1}(z).
\]  

(2.19)

The free unitary normal distribution \( \mathcal{N}_{\sigma^2} \) with parameter \( \sigma^2 > 0 \) introduced in [9, Lemmas 6.3], is a probability measure on \( \mathbb{T} \) with

\[
S_{\mathcal{N}_{\sigma^2}}(z) = e^{\sigma^2 (z + \frac{1}{2})}.
\]  

(2.20)
The next theorem summarizes some properties of the free unitary normal distributions; see Figure 2 for the plots of their densities. Almost all of these properties are known from the work of Biane [10, 11 Proposition 10]; see also the discussion in [12 Proposition 2.24] and [47 Remark 6.8] for further pointers to the literature. For similar properties of the free unitary Poisson distribution we refer to [41 Section 5].

**Theorem 2.16.** The density of the free unitary normal distribution $\mathcal{N}_{\sigma^2}$ w.r.t. the length measure on $\mathbb{T}$ is given by

$$f_{\sigma^2}(e^{i\theta}) = \frac{2}{\pi\sigma^2} \Im \zeta_{\sigma^2/4} \left( \theta - \frac{\pi}{2} \right), \quad \theta \in \mathbb{R},$$

(2.21)

where $\zeta_{\sigma^2/4}(\cdot)$ is the function appearing in Theorem 2.3. The distribution $\mathcal{N}_{\sigma^2}$ is invariant under complex conjugation meaning that $f_{\sigma^2}(e^{i\theta}) = \overline{f_{\sigma^2}(e^{i\theta})}$.

(a) For $\sigma^2 > 4$, the function $\theta \mapsto f_{\sigma^2}(e^{i\theta})$ is strictly positive and real analytic on $\mathbb{R}$.

(b) For $0 < \sigma^2 < 4$, the function $\theta \mapsto f_{\sigma^2}(e^{i\theta})$ is continuous on its period $[-\pi, \pi]$. It is strictly positive and real-analytic on the interval $(-m_{\sigma^2}, +m_{\sigma^2})$, and vanishes on its complement $[-\pi, \pi] \setminus (-m_{\sigma^2}, +m_{\sigma^2})$, where

$$m_{\sigma^2} := 2 \arcsin \frac{\sigma}{2} + \frac{\sigma}{2} \sqrt{4 - \sigma^2} = \int_0^\sigma \sqrt{4 - t^2} \, dt.$$  

(2.22)

At the points $\pm m_{\sigma^2}$, the function $\theta \mapsto f_{\sigma^2}(e^{i\theta})$ vanishes and has square-root singularities with

$$f_{\sigma^2}(e^{i(m_{\sigma^2} - \varepsilon)}) = f_{\sigma^2}(e^{i(-m_{\sigma^2} + \varepsilon)}) \sim \frac{1}{\pi\sigma^2} \sqrt{\frac{4\sigma^2 - 4}{\varepsilon}}, \quad \varepsilon \downarrow 0.$$  

(2.23)

(c) For $\sigma^2 = 4$, the function $\theta \mapsto f_{\sigma^2}(e^{i\theta})$ is strictly positive and real-analytic on the interval $(-\pi, \pi)$. At $\theta = \pm \pi$, it vanishes and has cubic-root singularities with

$$f_{\sigma^2}(e^{i(-\pi + \varepsilon)}) = f_{\sigma^2}(e^{i(\pi + \varepsilon)}) \sim \frac{3\varepsilon}{4\pi} \left( \frac{\varepsilon}{2} \right)^{1/3}, \quad \varepsilon \downarrow 0.$$  

(2.24)

**Proof of Theorem 2.16.** We shall show in Lemma 3.3 below that

$$\psi_{\mathcal{N}_{\sigma^2}}(e^{i\theta}) = \frac{i(\theta - 2\zeta_{\sigma^2/4}(\theta/2))}{\sigma^2} - \frac{1}{2}, \quad \theta \in \mathbb{H}.$$  

Consider the Poisson integral of $\mathcal{N}_{\sigma^2}$ given for $z \in \mathbb{D}$ by

$$F_{\mathcal{N}_{\sigma^2}}(z) := \frac{1}{2\pi} \Re \int_{\mathbb{T}} \frac{u + z}{u - z} \mathcal{N}_{\sigma^2}(du) = \frac{1}{2\pi} \Re \int_{\mathbb{T}} \frac{1 + z\bar{u}}{1 - z\bar{u}} \mathcal{N}_{\sigma^2}(du) = \frac{1}{2\pi} \Re(1 + 2\psi_{\mathcal{N}_{\sigma^2}}(z)).$$  

Since the function $\zeta_{\sigma^2/4}$ admits a continuous extension to $\mathbb{H}$, the above formula defines $F_{\mathcal{N}_{\sigma^2}}(z)$ as a continuous function on $\mathbb{D}$. Under these circumstances, it is well known (see, e.g., [41 Lemma 5.2]) that the density of $\mathcal{N}_{\sigma^2}$ with respect to the length measure on $\mathbb{T}$ is given by

$$f_{\sigma^2}(e^{i\theta}) = F_{\mathcal{N}_{\sigma^2}}(e^{i\theta}) = \frac{1}{2\pi} \Re(1 + 2\psi_{\mathcal{N}_{\sigma^2}}(e^{-i\theta})) = \frac{1}{2\pi} \Re(1 + 2\psi_{\mathcal{N}_{\sigma^2}}(e^{i(\pi - \theta)})) = \frac{2}{\pi\sigma^2} \Im \zeta_{\sigma^2/4} \left( \theta - \frac{\pi}{2} \right)$$

for all $\theta \in \mathbb{R}$. All other claims follow from the properties of the function $\zeta_{\sigma^2/4}$ derived in [41 Section 4]. In particular, Equation (2.23) follows from (2.21) and [41 Remark 4.3], while Equation (2.24) is a consequence of [41 Lemma 4.5]. □
Proposition 3.1. Fix $D$ variable ranging in the unit disk through the value $\zeta$ function of $z$ notational convention: $\theta$ argument. $\zeta$ that $\text{Im} \sigma$ and taking $c$ satisfying $As \sigma$ from (2.21) that

\begin{equation}
\text{Proposition 2.19.} \text{ For all } x \in (-2, 2) \text{ we have } \lim_{\sigma \to 0} \sigma f_{\sigma^2}(e^{i\sigma x}) = \frac{1}{2\pi} \sqrt{4 - x^2}.
\end{equation}

**Proof.** We shall only sketch the idea without giving full details. First of all, from (2.22) we have $m_{\sigma^2} \sim 2\sigma$ as $\sigma^2 \downarrow 0$. Let us take $x = 0$. It has been argued in [41, Section 4] that for all $\tau \geq 0$, we have $\zeta_{\sigma^2/4}(-\frac{\pi}{2} + i\tau) = -\frac{\pi}{2} + i\tilde{y}_{\sigma^2/4}(\tau)$, where $\tilde{y} = \tilde{y}_{\sigma^2/4}(\tau) > 0$ is the unique positive solution of $\tilde{y} - \frac{\sqrt{2}}{4}\sigma^2\cotanh \tilde{y} = \tau$. For $\tau = 0$ the equation takes the form $\tilde{y} = \frac{\sqrt{2}}{4}\sigma^2\cotanh \tilde{y}$ and its unique positive solution satisfies $\tilde{y}_{\sigma^2/4}(0) \sim \frac{\sqrt{2}}{8} \sigma^2$ as $\sigma^2 \downarrow 0$. It follows that $\zeta_{\sigma^2/4}(-\frac{\pi}{2}) = -\frac{\pi}{2} + i\tilde{y}_{\sigma^2/4}(0) + o(\sigma)$, and it follows from (2.21) that $\sigma f_{\sigma^2}(1) \sim \frac{1}{4} \cotanh \frac{\sqrt{2}}{8} \sigma^2$ as $\sigma^2 \downarrow 0$. For general $x \in (-2, 2)$, Equation (2.21) expresses $f_{\sigma^2}(e^{i\sigma x})$ through the value $\zeta = \zeta_{\sigma^2/4}(\frac{\sqrt{2}}{8} \sigma^2)$ which solves the equation

$$\zeta - \frac{\sigma^2}{4} \tan \zeta = \frac{\sigma x - \pi}{2}. $$

As $\sigma^2 \downarrow 0$, we can search for a solution in the form $\zeta = -\frac{\pi}{2} + c(x)\sigma + o(\sigma)$ with some unknown $c(x)$ satisfying $c(0) = \frac{1}{2}$ by the above analysis of the case $x = 0$. Inserting this into the equation for $\zeta$ and taking $\sigma^2 \downarrow 0$, we obtain $4c(x) + \frac{1}{c(x)} = 2x$. The solution is $c(x) = \frac{1}{4}x + \frac{1}{4}\sqrt{x^2 - 4}$. It follows that $\text{Im} \zeta_{\sigma^2/4}(\frac{x\pi - \pi}{2}) \sim \frac{\sqrt{2}}{8} \sigma^2$ for $x \in (-2, 2)$, as $\sigma^2 \downarrow 0$. Inserting this into (2.21) completes the argument. 

3. **Proofs of Theorems 2.2 and 2.4**

In this section we prove Theorems 2.2 and 2.4. Throughout the proof, we use the following notational convention: $\theta$ denotes a variable ranging in the upper half-plane $\mathbb{H}$, while $z := -e^{i\theta}$ is a variable ranging in the unit disk $\mathbb{D}$. Most of the time we shall be occupied with the proof of the following result.

**Proposition 3.1.** Fix $\sigma^2 > 0$. If $r = r(\sigma^2) > 0$ is sufficiently small, then locally uniformly in $|z| \leq r$ we have

$$\lim_{n \to \infty} \frac{1}{n} \frac{H_n'(z; \sigma^2/n)}{H_n(z; \sigma^2/n)} = -e^{-i\theta} \frac{-e^{-i\theta}}{1 + e^{-2i\zeta_{\sigma^2/4}(\theta/2)}} = -e^{-i\theta}\left(\frac{1}{2} \tan \zeta_{\sigma^2/4}(\theta/2) + \frac{1}{2}\right).$$

As we argued in Remark 2.5, the right-hand side of (3.1) can be considered as an analytic function of $z \in \mathbb{D}$ including the value $z = 0$ (corresponding to $\text{Im} \theta \to +\infty$) where it equals $-e^{-\sigma^2/2}$. 
3.1. Proof of Theorems 2.2 and 2.4 assuming Proposition 3.1. First we need to compute the \( \psi \)-transforms of the empirical distribution of zeroes of \( H_n(z; \sigma^2/n) \) and of the free unitary normal distribution \( \mathcal{N}_{\sigma^2} \). This is done in the next two lemmas.

**Lemma 3.2.** The \( \psi \)-transform of the probability measure \( \mu_{n,\sigma^2} := \frac{1}{n} \sum_{z \in \mathbb{T}} H_n(z; \sigma^2/n) \delta_z \) is given by

\[
\psi_{\mu_{n,\sigma^2}}(z) = -\frac{z}{n} \frac{H'_n(z; \sigma^2/n)}{H_n(z; \sigma^2/n)}, \quad z \in \mathbb{D}.
\]

**Proof.** Using the definition of the \( \psi \)-transform given in (2.18) and the identity \( \tilde{u} = 1/u \) for \( u \in \mathbb{T} \), we can write

\[
\psi_{\mu_{n,\sigma^2}}(z) = \frac{1}{n} \sum_{\ell=1}^{\infty} \sum_{u \in \mathbb{T}^{F}_n} \frac{z^\ell}{H_n(u; \sigma^2/n) - u} = \frac{1}{n} \sum_{\ell=1}^{\infty} \sum_{u \in \mathbb{T}^{F}_n} \frac{z^\ell}{H_n(u; \sigma^2/n) - u}.
\]

To complete the proof, note that the polynomials \( H_n(z; \sigma^2/n) \) have real coefficients, implying that its non-real zeroes come in complex-conjugated pairs and hence \( \psi_{\mu_{n,\sigma^2}}(\bar{z}) = \overline{\psi_{\mu_{n,\sigma^2}}(z)} \).

**Lemma 3.3.** The \( \psi \)-transform of the free unitary normal distribution \( \mathcal{N}_{\sigma^2} \) with parameter \( \sigma^2 > 0 \) is given by

\[
\psi_{\mathcal{N}_{\sigma^2}}(-e^{i\theta}) = -\frac{1}{2} \tan \frac{\zeta_{\sigma^2/4}(\theta/2)}{2} - \frac{1}{2} = \frac{i(\theta - 2\zeta_{\sigma^2/4}(\theta/2))}{\sigma^2} - \frac{1}{2}, \quad \theta \in \mathbb{H}.
\]

**Proof.** By the definition of \( \mathcal{N}_{\sigma^2} \) given in (2.20), for all complex \( w \) with sufficiently small \(|w|\) we have

\[
w = \psi_{\mathcal{N}_{\sigma^2}} \left( \frac{w}{1 + w e^{\sigma^2(w + \frac{i}{2})}} \right).
\]

Let us use the shorthand \( \zeta := \zeta_{\sigma^2/4}(\theta/2) \) with some \( \theta \in \mathbb{H} \) and put

\[
w := -\frac{i}{2} \tan \zeta - \frac{1}{2} = \frac{i(\theta - 2\zeta)}{\sigma^2} - \frac{1}{2}.
\]

If \( \text{Im} \theta \) is sufficiently large, then \(|w|\) is sufficiently small; see (2.4). Also, the definition of \( w \) implies that

\[
\frac{w}{1 + w e^{\sigma^2(w + \frac{i}{2})}} = \frac{-\frac{1}{2} \tan \zeta - \frac{1}{2}}{\frac{1}{2} \tan \zeta + \frac{1}{2}} e^{i(\theta - 2\zeta)} = \frac{-e^{i\zeta} - e^{-i\zeta}}{e^{i\zeta} + e^{-i\zeta}} - \frac{1}{2} = -e^{-2\zeta} e^{i(\theta - 2\zeta)} = -e^{i\theta}.
\]

Inserting this into (3.2) yields \( \psi_{\mathcal{N}_{\sigma^2}}(-e^{i\theta}) = w = -\frac{i}{2} \tan \frac{\zeta_{\sigma^2/4}(\theta/2)}{2} - \frac{1}{2} \) for all \( \theta \in \mathbb{H} \) with sufficiently large \( \text{Im} \theta \). The latter restriction can be dropped by uniqueness of analytic continuation since both sides are analytic functions of \( \theta \in \mathbb{H} \).

**Proof of Theorem 2.4 assuming Proposition 3.1.** From Proposition 3.1 combined with Lemmas 3.2 and 3.3 we conclude that

\[
\psi_{\mu_{n,\sigma^2}}(z) = -\frac{z}{n} \frac{H'_n(z; \sigma^2/n)}{H_n(z; \sigma^2/n)} \rightarrow -\frac{1}{1 + e^{-2\zeta_{\sigma^2/4}(\theta/2)}} = -\frac{i}{2} \tan \frac{\zeta_{\sigma^2/4}(\theta/2)}{2} - \frac{1}{2} = \psi_{\mathcal{N}_{\sigma^2}}(z), \quad z \in \mathbb{D}.
\]

locally uniformly on \(|z| \leq r\). By Cauchy’s integral formula, this implies the convergence of the derivatives of any order at 0 of the above \( \psi \)-transforms. By (2.18) this means that the Fourier coefficients of \( \mu_{n,\sigma^2} \) converge to those of \( \mathcal{N}_{\sigma^2} \), namely

\[
\int_{\mathbb{T}} u^\ell \mu_{n,\sigma^2}(du) = \psi_{\mu_{n,\sigma^2}}^{(\ell)}(0) = n^{-\infty} \int_{\mathbb{T}} u^\ell \mathcal{N}_{\sigma^2}(du),
\]
for all $\ell \in \mathbb{N}$. Since we are dealing with measures invariant under complex conjugation, this convergence continues to hold for all $\ell \in \mathbb{Z}$. By [13, p. 50], it follows that $\mu_{n,\sigma^2} \to \mathcal{N}_{\sigma^2}$ weakly on $\mathbb{T}$, thus proving Theorem 2.2.

Proof of Theorem 2.4 assuming Theorem 2.2. Let us prove (2.6). Fix $R \in (0, 1)$. Our aim is to prove that uniformly in $|z| \leq R$ we have

$$
\lim_{n \to \infty} \frac{1}{n} \cdot H_n'(z; \sigma^2/n) = \frac{-e^{-i\theta}}{1 + e^{-2i\zeta_{2j/4}(\theta/2)}} = -e^{-i\theta} \left( \frac{1}{2} \tan \frac{\sigma^2}{4} (\theta/2) + \frac{1}{2} \right). 
$$

Recall from (2.18) that the $\psi$-transform of a probability measure $\mu$ on $\mathbb{T}$ is defined by $\psi_\mu(z) = \int_\mathbb{T} \frac{u}{1-uz} \mu(du)$. In view of Lemmas 3.2 and 3.3, it suffices to show that

$$
\lim_{n \to \infty} \int_\mathbb{T} \frac{u}{1-uz} \mu_{n,\sigma^2}(du) = \int_\mathbb{T} \frac{u}{1-uz} \mathcal{N}_{\sigma^2}(du)
$$

uniformly in $|z| \leq R$. The already established weak convergence $\mu_{n,\sigma^2} \to \mathcal{N}_{\sigma^2}$ implies that (3.5) holds pointwise for every $z \in \mathbb{D}$. Let us prove that this convergence is uniform in $|z| \leq R$. Take some $\varepsilon > 0$. Since the family of functions $u \mapsto \frac{u}{1-uz} = g_z(u)$, $|z| \leq R$, is compact in $C(\mathbb{T})$, it can be covered by $\varepsilon$-balls centered at some elements $g_{z_1}, \ldots, g_{z_p}$ from this family. By the pointwise convergence in (3.5) we can find a sufficiently large $N$ such that $\int_{\mathbb{T}} g_{z_j}(u)\mu_{n,\sigma^2}(du) - \int_{\mathbb{T}} g_{z_j}(u)\mathcal{N}_{\sigma^2}(du) \leq \varepsilon$, for all $n \geq N$ and $j \in \{1, \ldots, p\}$. For every $|z| \leq R$ there is $j \in \{1, \ldots, p\}$ with $\|g_z - g_{z_j}\|_\infty \leq \varepsilon$. Using the triangle inequality, we deduce that $|\int_{\mathbb{T}} g_z(u)\mu_{n,\sigma^2}(du) - \int_{\mathbb{T}} g_z(u)\mathcal{N}_{\sigma^2}(du)| \leq 3\varepsilon$, for all $n \geq N$. This proves that (3.5) holds uniformly over $|z| \leq R$.

Let us prove (2.5). Denote the right-hand side of (3.4) by $h_{\sigma^2/4}(z)$ with the usual convention $z = -e^{i\theta}$. Integrating the uniform convergence in (3.4) along the segment joining 0 and $z$ we obtain

$$
\frac{1}{n} \log H_n(z; \sigma^2/n) = -\frac{1}{n} \int_0^z \frac{1}{n} \cdot H_n'(y; \sigma^2/n) \frac{dy}{H_n(y; \sigma^2/n)} \sim \int_0^z h_{\sigma^2/4}(y)dy = \log \left( 1 + e^{2i\zeta_{2j/4}(\theta/2)} \right) - \frac{\sigma^2}{2} \left( 1 + e^{-2i\zeta_{2j/4}(\theta/2)} \right)^2. 
$$

(3.6)

To prove the last equality, one observes that the right-hand side of (3.6) vanishes at $z = 0$ and that its derivative in $z$ is $h_{\sigma^2/4}(z)$; see (3.13) for the details of the calculation.

3.2 Proof of Proposition 3.1. We start with an integral representation of the unitary Hermite polynomials. A related result can be found in [58, Proposition 2.1].

Lemma 3.4. For all $n \in \mathbb{N}$, $\sigma^2 > 0$ and $z \in \mathbb{C}$ we have

$$
H_n(z; \sigma^2/n) = \frac{(-1)^n}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{+\infty} e^{-\frac{1}{2} (1-ze^{it})^2} e^{-\frac{\sigma^2}{2} \left( \frac{1}{2} z^2 \right)} dt. 
$$

(3.7)

Proof. As in [58], we use the Hubbard-Stratonovich trick, that is the identity $e^{\frac{1}{2} a^2} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-\frac{1}{2} s^2} e^{as} ds$, for all $a \in \mathbb{C}$. With $a = \sigma (j - \frac{n}{2})/\sqrt{n}$ it follows that

$$
e^{\frac{1}{2\pi} \sigma^2 (j^2 - \frac{n^2}{4})} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-\frac{1}{2} s^2} e^{i\sigma (j - \frac{n}{2})/\sqrt{n}} ds.
$$

With this in mind, we can represent the unitary Hermite polynomials as follows:

$$
H_n(z; \sigma^2/n) = \sum_{j=0}^{n} \left( \frac{n}{j} \right) (-1)^{n-j} z^j \exp \left\{ \frac{\sigma^2 (j^2 - jn)}{2n} \right\}
$$
\[ e^{-\frac{1}{2} \sigma^2 n} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \sum_{j=0}^{n} \binom{n}{j}(-1)^{n-j} z^j e^{-\frac{1}{2} s^2 e^{-\frac{j}{2} \sigma(j-\frac{n}{2})/\sqrt{n}}} ds \]
\[ = (-1)^n e^{-\frac{1}{2} \sigma^2 n} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} (1 - ze^{\sigma/\sqrt{n}}) e^{-\frac{1}{2} s^2 e^{-\frac{1}{2} \sigma \sqrt{n}}} ds \]
\[ = (-1)^n \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} (1 - ze^{\sigma/\sqrt{n}}) e^{-\frac{1}{2} (s+\frac{1}{2} \sigma \sqrt{n})^2} ds. \]

After the substitution \( t = s\sigma/\sqrt{n} \) we arrive at (3.7).

**Proposition 3.5.** Fix some \( \sigma^2 > 0 \). If \( r = r(\sigma^2) > 0 \) is sufficiently small, then uniformly over the disk \( \{z \in \mathbb{C} : |z| \leq r\} \) we have

\[ \lim_{n \to \infty} \frac{1}{n} \log H_n(z; \sigma^2/n) = \log(1 + e^{2i \zeta \sigma^4/4}) - \frac{\sigma^2}{2(1 + e^{-2i \zeta \sigma^4/4})^2}, \]

where \( \theta \in \mathbb{H} \) is such that \(-e^{i\theta} = z\) if \( z \neq 0 \). In the case \( z = 0 \), which corresponds to \( \text{Im} \theta \to +\infty \), the right-hand side is defined to be 0, by continuity. The branch of the logarithm on the left-hand side is chosen such that \( \log 1 = 0 \) at \( z = 0 \) and the function \( \log(\ldots) \) is continuous (and analytic).

We shall write the integral in (3.7) as \( \int_{-\infty}^{0} + \int_{0}^{+\infty} \) and analyze both summands separately. As we shall show, the main contribution comes from the negative half-axis.

**Saddle point analysis.** With the help of the saddle-point method [59, § 45.4, p. 423] we shall analyze the integral \( \int_{-\infty}^{0} e^{nS(t;z)} dt \), where

\[ S(t; z) = \log(1 - ze^t) - \frac{1}{2} \left( \frac{t}{\sigma} + \frac{\sigma^2}{2} \right)^2, \quad |z| < 1, \text{ Re} t < 0. \]  
(3.8)

Observe that \( S(t; z) \) is an analytic function of its two variables since for \( |z| < 1 \) and \( \text{Re} t < 0 \) we have \( |ze^t| < 1 \), implying that \( \log(1 - ze^t) \) is well-defined and analytic. The saddle-point equation takes the form

\[ \frac{d}{dt} S(t; z) = -\frac{ze^t}{1 - ze^t} - \frac{t}{\sigma^2} - \frac{1}{2} = 0. \]  
(3.9)

**Lemma 3.6.** For every \( z \in \mathbb{D} \), Equation (3.9) has a unique solution \( t_0 := t_0(z; \sigma^2) \) in the left half-plane \( \{ \text{Re} t < 0 \} \). For \( z \in \mathbb{D} \setminus \{0\} \), the solution is given by

\[ t_0(z; \sigma^2) = \frac{i \sigma^2}{2} \tan \zeta \sigma^4/4 = 2i \left( \zeta \sigma^4/4 - \theta/2 \right), \]  
(3.10)

where we recall the notation \( z = -e^{i\theta} \) for some \( \theta \in \mathbb{H} \). For \( z = 0 \), the solution is \( t_0(0; \sigma^2) = -\frac{1}{2} \sigma^2 \).

**Proof.** Let \( z = -e^{i\theta} \neq 0 \) with \( \theta \in \mathbb{H} \). Every complex number \( t \) with \( \text{Re} t < 0 \) can be represented as \( t = i \frac{\sigma^2}{2} \tan \zeta \) with some \( \zeta \in \mathbb{H} \) which is unique up to an additive term of the form \( \pi n, n \in \mathbb{Z} \). With this notation, Equation (3.9) takes the form

\[ 0 = \frac{1}{2} + \frac{t}{\sigma^2} + \frac{ze^t}{1 - ze^t} = \frac{1}{2} + \frac{i}{2} \tan \zeta - \frac{1}{1 - z^{-1}e^{-t}} = \frac{1}{1 + e^{-2i\zeta}} - \frac{1}{1 + e^{-i\theta - i\frac{\sigma^2}{2} \tan \zeta}}. \]

It follows that \( 2i\zeta = i\theta + i \frac{\sigma^2}{2} \tan \zeta + 2\pi in \) for some \( n \in \mathbb{Z} \). Hence, for \( \zeta^* := \zeta - \pi n \) we obtain the equation \( \zeta^* = \frac{i}{2} + \frac{\sigma^2}{4} \tan \zeta^* \). Since \( \zeta^* \in \mathbb{H} \), it follows that \( \zeta^* = \zeta \sigma^4/4 \), see Theorem 2.3 and the proof is complete. \( \square \)
We are now going to apply the saddle-point method \cite{45.4, p. 423} to the integral
\[
\int_{-\infty}^{0} e^{nS(t;z)} dt \sim \sqrt{-\frac{2\pi}{n(\partial^2_t S)(t_0(z); z)}} e^{nS(t_0(z); z)}, \quad \text{as } n \to \infty.
\]  

(3.11)

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure3.png}
\caption{Level lines of the function $t \mapsto \text{Re } S(t; z)$ in the left half-plane $\{\text{Re } t \leq 0\}$. Left panel: $z = 0$. Right panel: $z \neq 0$. In both cases, $\sigma = 2$. The level set passing through the saddle point is shown in black. Level lines where the function takes smaller (respectively, larger) values than at the saddle point are shown in blue (respectively, red).}
\end{figure}
This holds pointwise in $z$ provided $|z|$ is sufficiently small (the uniformity in $z$ will be addressed later). It follows from (3.8) and (3.10) that for $z = -e^{i\theta} \neq 0$ we have
\[
S(t_0(z); z) = \log(1 - ze^{t_0(z)}) - \frac{1}{2} \left( \frac{t_0(z)}{\sigma} + \frac{\sigma}{2} \right)^2 = \log(1 + e^{2i\sigma z/4(\theta/2)}) - \frac{\sigma^2}{2(1 + e^{-2i\sigma z/4(\theta/2))}^2}. \quad (3.12)
\]
Note that for $z = 0$ we have $S(t_0(0); 0) = 0$. For future use let us note the identity
\[
\frac{d}{dz} S(t_0(z); z) = (\partial_1 S)(t_0(z); z) + (\partial_2 S)(t_0(z); z) = (\partial_2 S)(t_0(z); z)
\]
\[
= -\frac{e^{t_0(z)}}{1 - ze^{t_0(z)}} \left( \frac{1}{2} + \frac{t_0(z)}{\sigma^2} \right) = -e^{-i\theta} \left( \frac{1}{2} \tan \left( \frac{e^{t_0(z)}}{\sigma^2} \right) + \frac{1}{2} \right) = \frac{-e^{-i\theta}}{1 + e^{-2i\sigma z/4(\theta/2))}^4}. \quad (3.13)
\]
where we used that $(\partial_1 S)(t_0(z); z) = 0$ since $t = t_0(z)$ solves the saddle-point equation (3.9).

**Contribution of the positive half-axis is negligible.** We claim that if $r = r(\sigma^2) > 0$ is sufficiently small, then uniformly over the disk $|z| \leq r$ it holds that
\[
\int_0^\infty (1 - ze^t)^n e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt = O(e^{-\frac{1}{16}\sigma^2 n}), \quad \text{as } n \to \infty. \quad (3.14)
\]
If $0 \leq t \leq \sigma^2$, then by choosing a sufficiently small $r > 0$ we can achieve that $|1 - ze^t| \leq 1 + |z|e^t < e^{\frac{1}{16}\sigma^2}$ for all $|z| \leq r$ and hence, for all $n \in \mathbb{N}$,
\[
\left| (1 - ze^t)^n e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} \right| \leq e^{\frac{1}{16}\sigma^2 n} e^{-\frac{1}{8}\sigma^2 n} = e^{-\frac{1}{16}\sigma^2 n}.
\]
It follows that
\[
\int_0^{\sigma^2} (1 - ze^t)^n e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt = O(e^{-\frac{1}{16}\sigma^2 n}), \quad \text{as } n \to \infty. \quad (3.15)
\]
For $t \geq \sigma^2$ we argue as follows. Since $1 \leq e^t$ for all $t \geq 0$, we have $|1 - ze^t| \leq 1 + |z|e^t \leq e^t(1 + r)$ provided $|z| \leq r$. It follows that
\[
\left| \int_{\sigma^2}^{\infty} (1 - ze^t)^n e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt \right| \leq (1 + r)^n \int_{\sigma^2}^{\infty} e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt = (1 + r)^n e^{-\frac{1}{8}\sigma^2(n-1)} \int_{\sigma^2}^{\infty} e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt
\]
since $\frac{1}{2}(\frac{e^t - \frac{\sigma}{\theta})^2 \geq \frac{1}{8}\sigma^2$ for $t \geq \sigma^2$. Note that the integral on the right-hand side converges. Also, if $r > 0$ is sufficiently small, then $1 + r \leq e^{-\frac{1}{16}\sigma^2}$ and it follows that
\[
\int_{\sigma^2}^{\infty} (1 - ze^t)^n e^{-\frac{n}{2}(e^t - \frac{\sigma}{\theta})^2} dt = O(e^{-\frac{1}{16}\sigma^2 n}), \quad \text{as } n \to \infty. \quad (3.16)
\]
Combining (3.15) and (3.16) yields (3.14), thus completing the proof that the contribution of the positive half-line is negligible.

**Exact asymptotics of $H_n$.** It follows from (3.11) and (3.14), together with the fact that $S(t_0(z); z)$ converges to 0 as $z \to 0$, that, for sufficiently small $|z|$, the contribution of the positive half-axis is negligible in the sense that
\[
\int_{-\infty}^{\infty} e^{nS(t; z)} dt \sim \sqrt{-\frac{2\pi}{n(\partial_1^2 S)(t_0(z); z)}} e^{nS(t_0(z); z)}, \quad \text{as } n \to \infty.
\]
In view of Lemma 3.4 we can write this as
\[
\frac{H_n(z; \sigma^2/n)}{(-1)^n} \sim \sqrt{\frac{1}{\sigma^2(\partial_1^2 S)(t_0(z); z)}} e^{nS(t_0(z); z)} \quad \text{as } n \to \infty. \tag{3.17}
\]
This holds pointwise for every \(|z| \leq r\) provided that \(r > 0\) is sufficiently small. Although we shall non need this fact, let us mention that after some work it is possible to verify that
\[
(\partial_1^2 S)(t_0; z) = \frac{z^{-1}e^{-t_0(z)}}{(1 - z^{-1}e^{-t_0(z)})^2} - \frac{1}{\sigma^2} = -\frac{1}{4\cos^2 \theta/2} - \frac{1}{\sigma^2}. \tag{3.18}
\]

**Proof of the uniform convergence.** Now we would like to take the logarithm of both sides of (3.17). Observe that the left-hand side cannot become zero for \(z \in \mathbb{D}\) by Lemma 2.1. Trivially, the same conclusion holds for the right-hand side. Therefore, applying the function \(w \mapsto \log |w|\) to both sides of (3.17) and dividing by \(n\) we get
\[
\lim_{n \to \infty} \frac{1}{n} \log \left| \frac{H_n(z; \sigma^2/n)}{(-1)^n} \right| = \text{Re} S(t_0(z); z). \tag{3.19}
\]
This holds pointwise in \(z\) provided \(|z| \leq r\) with \(r > 0\) sufficiently small. Note that we did not apply the function \(w \mapsto \log w\) to avoid difficulties with the choice of the branch. Now, our aim is to prove that
\[
\lim_{n \to \infty} \frac{1}{n} \log \left| \frac{H_n(z; \sigma^2/n)}{(-1)^n} \right| = S(t_0(z); z) \tag{3.20}
\]
locally uniformly in \(|z| < r\) and with the same convention for the logarithm as in Proposition 3.5. To this end, we shall use the following lemma which strengthens [11] Lemma 3.8.

**Lemma 3.7.** Let \(h_1(z), h_2(z), \ldots\) be a sequence of holomorphic functions defined on some domain \(D \subset \mathbb{C}\). If \(\text{Re} h_n(z) \to 0\) pointwise on \(D\) and the sequence \((\text{Re} h_n(z))_{n \in \mathbb{N}}\) is locally uniformly bounded from above on \(D\), then \(h_n'(z) \to 0\) locally uniformly on \(D\).

**Remark 3.8.** If, additionally, \(h_n(y_0) \to 0\) for some \(y_0 \in D\), then, integrating, we conclude that \(h_n(z) \to 0\) locally uniformly on \(D\).

**Proof of Lemma 3.7.** Consider some closed disk \(B\) contained in \(D\) and centered at \(z_0 \in D\). We know that \(\text{Re} h_n(z) \leq C\), for all \(n \in \mathbb{N}\) and \(z \in B\). Also, we know that \(\text{Re} f_n(z_0)\) converges (and hence is bounded below). By Harnack’s inequality applied to the non-negative harmonic functions \(C - \text{Re} h_n(z)\) it follows that \(C - \text{Re} h_n(z)\) is uniformly bounded from above on \(B\). We conclude that the sequence \((\text{Re} h_n(z))_{n \in \mathbb{N}}\) is locally uniformly bounded, both from above and from below.

Take some \(z_0 \in D\) and let \(B_r(z_0) \subset D\) be a closed disk of radius \(r\) centered at \(z_0\) and contained in \(D\). It is known (see, e.g., the proof of Lemma 3.8 in [11]) that for all \(z\) in the interior of \(B_r(z_0)\), we have
\[
h_n'(z) = \frac{1}{\pi i} \oint_{|w-z_0|=r} \frac{\text{Re} h_n(w)}{(w-z)^2} \, dw, \tag{3.21}
\]
where the integration contour is the boundary of \(B_r(z_0)\), oriented counter-clockwise. Having (3.21) at our disposal, we claim that \(h_n'(z) \to 0\) uniformly over \(z \in B_{r/2}(z_0)\). Recall that \(\text{Re} h_n(w)/(w-z)^2 \to 0\) pointwise on \(D\). Additionally, we know that \(|\text{Re} h_n(w)/(w-z)^2| < C_1\) for all \(n \in \mathbb{N}\), \(z \in B_{r/2}(z_0)\) and \(w \in \partial B_r(z_0)\). While the pointwise convergence \(h_n'(z) \to 0\) follows from (3.21) together with the dominated convergence theorem, an additional argument is needed to prove uniformity. Let \(\varepsilon > 0\) be given. By Egorov’s theorem, \(\text{Re} h_n(w) \to 0\) uniformly provided \(w\) stays outside some subset \(A_\varepsilon \subset \partial B_r(z_0)\) of one-dimensional Lebesgue measure at most \(\varepsilon\). Hence, \(\text{Re} h_n(w)/(w-z)^2 \to 0\) pointwise
0 uniformly in $z \in B_{r/2}(z_0)$ and $w \in \partial B_r(z_0) \setminus A_{\varepsilon}$. Thus, the integrals in (3.21) taken over the complement of $A_{\varepsilon}$ converge to 0 uniformly. The integrals over $A_{\varepsilon}$ can be bounded by $C_1 \varepsilon$, and the claim follows. □

We apply Lemma 3.7 with $h_n(z) := \frac{1}{n} \log \frac{H_n(z; \sigma^2/n)}{(-1)^n} - S(t_0(z); z)$. These functions are analytic on $\{ |z| < r \}$ and we have $h_n(0) = 0$ as well as $\text{Re} h_n(z) \to 0$ pointwise, by (3.19). Observe that the functions $(\text{Re} h_n(z))_{n \in \mathbb{N}}$ are locally uniformly bounded from above since by (1.5) and the triangle inequality,

$$\frac{1}{n} \log \left| \frac{H_n(z; \sigma^2/n)}{(-1)^n} \right| \leq \frac{1}{n} \log \left( \sum_{j=0}^{n} \binom{n}{j} |z|^j \right) \leq \log(1 + |z|), \quad z \in \mathbb{C}.$$  

Lemma 3.7 (together with Remark 3.8) yields (3.20). Taking into account (3.12), this proves Proposition 3.5. Since a locally uniform convergence of analytic functions can be differentiated, we infer that

$$\lim_{n \to \infty} \frac{1}{n} \cdot \frac{H_n'(z; \sigma^2/n)}{H_n(z; \sigma^2/n)} = \frac{d}{dz} S(t_0(z); z) = \frac{-e^{-i\theta}}{1 + e^{-2i\sigma^2/4}(\theta/2)} = -e^{-i\theta} \left( \frac{i}{2} \tan \frac{\sigma^2}{4}(\theta/2) + \frac{1}{2} \right);$$

see (3.13). The proof of Proposition 3.1 is complete. □
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