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Concurrent separation logics have helped to significantly simplify correctness proofs for concurrent data structures. However, a recurring problem in such proofs is that data structure abstractions that work well in the sequential setting are much harder to reason about in a concurrent setting due to complex sharing and overlays. To solve this problem, we propose a novel approach to abstracting regions in the heap by encoding the data structure invariant into a local condition on each individual node. This condition may depend on a quantity associated with the node that is computed as a fixpoint over the entire heap graph. We refer to this quantity as a flow. Flows can encode both structural properties of the heap (e.g., the reachable nodes from the root form a tree) as well as data invariants (e.g., sortedness). We then introduce the notion of a flow interface, which expresses the relies and guarantees that a heap region imposes on its context to maintain the local flow invariant with respect to the global heap. Our main technical result is that this notion leads to a new semantic model of separation logic. In this model, flow interfaces provide a general abstraction mechanism for describing complex data structures. This abstraction mechanism admits proof rules that generalize over a wide variety of data structures. To demonstrate the versatility of our approach, we show how to extend the logic RGSep with flow interfaces. We have used this new logic to prove linearizability and memory safety of nontrivial concurrent data structures. In particular, we obtain parametric linearizability proofs for concurrent dictionary algorithms that abstract from the details of the underlying data structure representation. These proofs cannot be easily expressed using the abstraction mechanisms provided by existing separation logics.
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1 INTRODUCTION

With the advent of concurrent separation logics (CSLs), we have witnessed substantial inroads into solving the difficult problem of concurrent data structure verification [Bornat et al. 2005; da Rocha Pinto et al. 2014, 2016; Dinsdale-Young et al. 2013, 2010; Dodds et al. 2016; Gu et al. 2015; Jung et al. 2015; Nanevski et al. 2014; O’Hearn 2004; Vafeiadis 2008; Vafeiadis and Parkinson 2007]. CSLs provide compositional proof rules that untangle the complex interference between concurrent threads operating on shared memory resources. At the heart of these logics lies separation logic (SL) [O’Hearn et al. 2001; Reynolds 2002]. The key ingredient of SL is the separating conjunction operator, which allows the global heap memory to be split into disjoint subheaps. An operation working on one of the subheaps can then be reasoned about compositionally in isolation using so-called frame rules that preserve the invariant of the rest of the heap. To support reasoning about complex data structures (lists, trees, etc.), SL is typically extended with predicates that are defined
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inductively in terms of separating conjunction to express invariants of unbounded heap regions. However, inductive predicates are not a panacea when reasoning about concurrent data structures.

One problem with inductive predicates is that the recursion scheme must follow a traversal of the data structure in the heap that visits every node exactly once. Such definitions are not well-suited for describing data structures with unbounded sharing and overlays of multiple data structures with separate roots whose invariants have mutual dependencies [Hobor and Villard 2013]. Both of these features are prevalent in concurrent algorithms (examples include B-link trees [Lehman and Yao 1981] and non-blocking lists with explicit memory management [Harris 2001]).

Another challenge is that proofs involving inductive predicates rely on lemmas that show how the predicates compose, decompose, and interact. For example, SL proofs of algorithms that manipulate linked lists often use the inductive predicate lseg(x, y), which denotes subheaps containing a list segment from x to y. A common lemma about lseg used in such proofs is that two disjoint list segments that share an end and a start point compose to a larger list segment (under certain side conditions). Unfortunately, these lemmas do not easily generalize from one data structure to another since the predicate definitions may follow different traversal patterns and generally depend on the data structure’s implementation details. Hence, there is a vast literature describing techniques to derive such lemmas automatically, either by expressing the predicates in decidable fragments of SL [Berdine et al. 2004; Bouajjani et al. 2012; Cook et al. 2011; Enea et al. 2017; Iosif et al. 2014; Pérez and Rybalchenko 2011; Piskac et al. 2013; Reynolds et al. 2017; Tatsuta et al. 2016] or by using heuristics [Brotherston et al. 2011; Chlipala 2011; Enea et al. 2015; Nguyen and Chin 2008; Pek et al. 2014]. However, these techniques can be brittle, in particular, when the predicate definitions involve constraints on data.

What appears to be missing in existing SL variants is an abstraction mechanism for heap regions that is agnostic to specific traversal patterns, yet can still express inductive properties of the represented data structure. To address this shortcoming, we here take a radically different approach to abstraction in separation logic. Instead of relying on data-structure-specific inductive predicates, we introduce a new abstraction mechanism that specifies inductive structural and data properties uniformly but independently of each other, without fixing a specific traversal strategy.

As a first step, we describe data structure invariants in a uniform way by expressing them in terms of a condition local to each node of the heap graph. However, this condition is allowed to depend on a quantity associated with the node that is computed inductively over the entire graph. We refer to this inductively defined quantity as a flow. An example of a flow is the function pc that maps each node n to the number of paths from the root of the data structure to n. The property that a given heap graph is a tree can then be expressed by the condition that for all nodes n, pc(n) = 1.

Flows may also depend on the data stored in the heap graph. For instance, in a search data structure that implements a dictionary of key/value pairs, we can define the inset flow. The inset of a node n is a set of keys. Intuitively, a key k is in the inset of n if and only if a search for k in the data structure will have to traverse the node n. The inset flow can be used to express the invariants of search data structure algorithms in a way that abstracts from the concrete data structure implementation (i.e., whether the concrete data structure is a list, a tree, or some more complicated structure with unbounded sharing) [Shasha and Goodman 1988].

We would like to reason compositionally about flows in SL using separating conjunctions. A separating conjunction is defined in terms of a composition operator on the semantic models of SL that yields a so-called separation algebra [Calcagno et al. 2007]. For the standard heap graph model of SL, composition is disjoint graph union: \( G = G_1 \uplus G_2 \). To enable local reasoning about flows, the composition operator needs to ensure that the flow on the resulting graph \( G \) maintains the local conditions with respect to the flows on its constituents \( G_1 \) and \( G_2 \). However, this is typically not the case for disjoint union. For instance, consider again our example of the path-counting flow where
the flow condition bounds the path count of each node. Even if $G_1$ and $G_2$ individually satisfy the bound on the path count, $G_1 \sqcup G_2$ may not since the union of the graphs can create cycles.

We therefore define a disjoint union operator on graphs that additionally asserts that the two subgraphs respect their mutual constraints on the flow of the composite graph. Our key technical contribution is to identify a class of flows that give rise to a separation algebra with this new composition operator. This class is closed under product (which enables reasoning about data structure overlays) and subsumes many natural examples of flows, including the ones given above.

To express abstract SL predicates that describe unbounded graph regions and their flows, we introduce the notion of a flow interface. A flow interface of a graph $G$ expresses the constraints on $G$’s contexts that $G$ relies upon in order to satisfy its internal flow conditions, as well as the guarantees that $G$ provides its contexts so that they can satisfy their flow conditions. In the example of path-counting flows used to express “treeness”, the rely of the flow interface specifies how many paths $G$ expects to exist from the global root in the composite graph to each of the roots in $G$ (there can be many roots in $G$ since it may consist of disconnected subtrees), and the guarantee specifies how many paths there are between each pair of root and sink node in $G$.

The algebraic properties of flows that guarantee that flow composition is well-defined also give rise to generic proof rules for reasoning about flow interfaces. These include rules that allow a flow interface to be split into arbitrary chunks which can be modified and recomposed, enabling reasoning about data structure algorithms that do not follow a fixed traversal strategy.

To demonstrate the usefulness of our new abstraction mechanism, we have instantiated rely/guarantee separation logic (RGSep) [Vafeiadis 2008; Vafeiadis and Parkinson 2007] with flow interfaces (other CSL flavors can be extended in a similar fashion). We have used the new logic to obtain simple correctness proofs of intricate concurrent data structure algorithms such as the Harris list with explicit memory management [Harris 2001], which cannot be easily verified with existing logics. Moreover, we show how the new logic can be used to formalize the edgeset framework for verifying concurrent dictionary data structures [Shasha and Goodman 1988]. We apply this formalization to proving linearizability [Herlihy and Wing 1990] of an algorithm template for concurrent dictionary implementations. The template abstracts from the specifics of the underlying data structure representation allowing it to be refined to diverse concrete implementations (e.g. using linked lists, B+ trees, etc.). By using flow interfaces, the correctness proof of the template can also abstract from the concrete implementation details, enabling proof reuse across the different refinements. We are not aware of any other logic that provides an abstraction mechanism to support this style of proof modularization at the level of data structure algorithms.

This is an extended version of a conference paper [Krishna et al. 2018], containing the following additional material: §5 contains formal definitions of the syntactic shorthands we use in our logic, the formal semantics of our new ghost commands, and some additional lemmas for proving entailments; §A contains proof sketches of the full insert procedure and the delete procedure on the Harris list; §B contains an instantiation of our dictionary framework to the B+ tree data structure; and §C contains an example stability proof, needed to prove safety under interference of other threads, in our logic.

2 MOTIVATING EXAMPLE

Our aim is to prove memory safety and functional properties of concurrent data structures using local reasoning. We begin with a quick reminder of the standard way of specifying data structures in separation logic using inductive predicates. Using the example of the Harris list [Harris 2001], we see the limitations of the standard approach when dealing with concurrent data structures.

Separation logic (SL) is an extension of Hoare logic built for reasoning about programs that access and mutate data stored on the heap. Assertions in SL describe partial heaps (usually represented as
a partial function from program locations to values), and can be interpreted as giving the program
the permission to access the described heap region. Assertions are composed using the separating
conjunction $P \ast Q$ which states that $P$ and $Q$ hold for disjoint regions of the heap. This enables
local reasoning by means of a frame rule that allows one to remove regions of the heap that are not
modified by a program fragment while reasoning about it.

The standard way of describing dynamic data structures (i.e. structures covering an unbounded
and statically-unknown set of locations) in SL is using inductive predicates. For example, one can
describe a singly-linked null-terminated acyclic list using the predicate

$$\text{ls}(x) := x = \text{null} \land \text{emp} \lor \exists y. x \mapsto y \ast \text{ls}(y).$$

A heap $h$ consists of a list from $x$ if either $x = \text{null}$ and $h$ is empty (emp) or $h$ contains a location $x$
whose value is $y$ ($x \mapsto y$) and a disjoint null-terminated list beginning at $y$. The fact that the list is
acyclic is enforced by the separating conjunction, which implies that $x$ is not a node in $\text{ls}(y)$.

One can write similar inductive predicates to describe any other data structure that can be
unrolled and decomposed into subpredicates that do not share nodes. Sequential data structures
such as sorted lists, doubly-linked lists, and binary search trees have been successfully verified in
this manner. However, concurrent data structures often use intricate sharing and overlays.

For instance, consider the concurrent non-blocking linked list algorithm due to Harris [2001].
This algorithm implements a set data structure as a sorted list, and uses atomic compare-and-swap
(CAS) operations to allow a high degree of parallelism. As with the sequential linked list, Harris’
algorithm inserts a new key $k$ into the list by finding nodes $k_1, k_2$ such that $k_1 < k < k_2$, setting $k$
to point to $k_2$, and using a CAS to change $k_1$ to point to $k$ only if it was still pointing to $k_2$. However,
a similar approach fails for the delete operation. If we had consecutive nodes $k_1, k_2, k_3$ and we
wanted to delete $k_2$ from the list (say by setting $k_1$ to point to $k_3$), there is no way to ensure with a
single CAS that $k_2$ and $k_3$ are also still adjacent (another thread could have inserted or deleted in
between them).

Harris’ solution is a two step deletion: first atomically mark $k_2$ as deleted (by setting a mark bit
on its successor field) and then later remove it from the list using a single CAS. After a node is
marked, no thread can insert or delete to its right, hence a thread that wanted to insert $k’$ to the
right of $k_2$ would first remove $k_2$ from the list and then insert $k’$ as the successor of $k_1$.

As described so far, this data structure can still be specified and verified using inductive predicates
as the underlying shape is still a standard linked list. Things get complicated when we want to
free deleted nodes. Since marked nodes can still be traversed by other threads, there may still be
suspended threads accessing a marked node even after we remove it from the list. Thus, we cannot
free the node immediately. A common solution is the so-called drain technique which maintains a
second “free list” to which marked nodes are added before they are unlinked from the main list.
These nodes are then labeled with a timestamp indicating when they were unlinked. When the
starting timestamp of all active threads is greater than the timestamp of a node in the free list, the
node can be safely freed. This leads to the kind of data structure shown in Fig. 1, where each node has two pointer fields: a next field for the main list and an \( f\text{next} \) field for the free list (shown as dashed edges). Threads that have been suspended while holding a reference to a node that was added to the free list can simply continue traversing the next pointers to find their way back to the unmarked nodes of the main list.

Even if our goal is to verify seemingly simple properties such as that the Harris list is memory safe and not leaking memory, the proof will rely on the following nontrivial invariants

(a) The data structure consists of two (potentially overlapping) lists: a list on next edges beginning at \( mh \) and one on \( f\text{next} \) edges beginning at \( fh \).
(b) The two lists are null terminated and \( ft \) is an element in the free list.
(c) The next edges from nodes in the free list point to nodes in the free list or main list.
(d) All nodes in the free list are marked.

One may be tempted to describe the Harris list simply as two lists (using the inductive predicate \( ls \) defined above), each using a different successor field. However, the two lists may overlap and so cannot be described by a separating conjunction of the two predicates. For the same reason, we can also not describe the entire structure with a single inductive predicate that uses separating conjunction because the predicate must describe each node exactly once\(^1\). Here, we could have arbitrarily many nodes in the free list with next edges to the same node in the main list (imagine a series of successive deletions of the predecessor of a node, such as 6, 7, 5 in Fig. 1). Because of this, we cannot describe the list nodes using separating conjunction as there is no way of telling if we are “double-counting” them. Also, using an inductive list predicate to describe the main list would work well only for reasoning about traversals starting from \( mh \), since that is the only possible unrolling of the predicate. By contrast, threads may enter the main list at arbitrary points in the list by following next edges from the free list.

To further complicate matters, the next edges of free list nodes can even point backward to predecessors in the free list (for e.g. 1 points back to 2 in Fig. 1, creating a cycle). This means that even ramification-style approaches that use the overlapping conjunction \cite{Hobor and Villard 2013} would not be able to specify this structure without switching to a coarse abstraction of an arbitrary potentially-cyclic graph (akin to indexed separating conjunctions \cite{Reynolds 2002; Yang 2001}). However, a coarse graph abstraction could not easily capture key invariants such as that every node must be reachable from \( mh \) or \( fh \), which are critical for proving the absence of memory leaks.

In the rest of this paper, we show how to solve these problems and obtain a compositional SL-based framework for reasoning about complex data structures like the Harris list. In §4 we define flows, show how they can be used to encode data structure invariants (both shape and data properties), build a flow-based semantic model for separation logic, and define an abstraction, flow interfaces, to reason compositionally about flow-based properties. §4.2 demonstrates the expressivity of our flow-based approach by showing how to describe many intricate data structures. We then extend a concurrent separation logic with flow interfaces in §5, show some lemmas to prove entailments in §5.5, and use them in §6 to verify memory safety and absence of memory leaks of a skeleton of the Harris list insert operation that abstracts from some of the algorithm’s details but whose proof still relies on the above invariants (a) to (d). Our lemmas for reasoning about flows are data-structure-agnostic, i.e., they generalize across many different data structures. To demonstrate this feature, we show how to formalize the edgeset framework for concurrent dictionaries using flows in §7 and obtain a template algorithm with an implementation-agnostic proof of memory safety and linearizability.

\(^1\)This is essentially because the disjointness of \( * \) makes \( x \leftrightarrow \_ \_ \_ \leftrightarrow \_ \) unsatisfiable.
3 PRELIMINARIES

Notation. The term ITE\(b, t_1, t_2\) denotes \(t_1\) if condition \(b\) holds and \(t_2\) otherwise. If \(f\) is a function from \(A\) to \(B\), we write \(f[x \mapsto y]\) to denote the function from \(A \cup \{x\}\) defined by \(f[x \mapsto y](z) := ITE(z = x, y, f(z))\). We use \(\{x_1 \mapsto y_1, \ldots, x_n \mapsto y_n\}\) for pairwise different \(x_i\) to denote the function \(\epsilon[x_1 \mapsto y_1] \cdots [x_n \mapsto y_n]\), where \(\epsilon\) is the function on an empty domain. If \(f : A \times B \rightarrow C\), then we also write \(dom_1(f), dom_2(f)\) for \(A, B\) respectively. For \(f : A \rightarrow B\) and \(C \subseteq A\) we write \(f|_C : C \rightarrow B\) for the function obtained from \(f\) by restricting its domain to \(C\). For \(f_1 : A \rightarrow B\) and \(f_2 : C \rightarrow B\) if \(A \cap C = \emptyset\) then we write \(f_1 \sqcup f_2\) for the function \(f : A \cup C \rightarrow B\) given by \(f(x) := ITE(x \in A, f_1(x), f_2(x))\). Moreover, we denote by \(f(C)\) the set \(\{f(c) \mid c \in C\}\).

Semirings, \(\omega\text{-cpos},\) and continuous functions. A semiring \((D, +, \cdot, 0, 1)\) is a set \(D\) equipped with binary operators \(+, \cdot : D \times D \rightarrow D\). The operation + is called addition, and the operation \(\cdot\) multiplication. The two operators must satisfy the following properties: (1) \((D, +, 0)\) is a commutative monoid with identity 0; (2) \((D, \cdot, 1)\) is a monoid with identity 1; (3) multiplication left and right distributes over addition; and (4) multiplication with 0 annihilates \(D,\) i.e., \(0 \cdot d = d \cdot 0 = 0\) for all \(d \in D\).

An \(\omega\text{-complete partial order (}\omega\text{-cpo)}\) is a set \(D\) equipped with a partial order \(\sqsubseteq\) on \(D\) such that all increasing chains in \(D\) have suprema in \(D\). A function \(f : D_1 \rightarrow D_2\) between two \(\omega\text{-cpos} (D_1, \sqsubseteq_1)\) and \((D_2, \sqsubseteq_2)\) is continuous if \(f(\sqcup_1 X) = \sqcup_2 f(X)\) for any increasing chain \(X \sqsubseteq D_1\). Here, \(\sqcup_1\) \(X\) denotes the supremum of a chain \(X\) in \(D_1\).

4 THE FLOW FRAMEWORK

This section presents the formal treatment of our flow framework.

Our theory is parameterized by the domain over which flows range. This domain is equipped with operations for calculating flows, which must satisfy certain algebraic properties.

Definition 4.1 (Flow Domain). A flow domain \((D, \sqsubseteq, \sqcup, +, \cdot, 0, 1)\) is a positively ordered \(\omega\text{-complete} \) semiring that is \(\omega\text{-complete} \). That is, \((D, \sqsubseteq)\) is an \(\omega\text{-cpo} \) and \(\sqcup\) its join; \((D, +, \cdot, 0, 1)\) is a semiring; \((\cdot) +\) and \(\cdot\) are continuous with respect to \(\sqsubseteq\); and \(0\) is the smallest element of \(D\). We identify a flow domain with its support set \(D\).

Example 4.2. The natural numbers extended with infinity, \(\mathbb{N}^\infty := (\mathbb{N} \cup \{\infty\}, \leq, \max, +, \cdot, 0, 1)\), form a flow domain and so does \((D, \sqsubseteq, \sqcup, \sqcap, \wedge, \top, \bot)\) for any completely distributive lattice \((D, \sqsubseteq, \sqcup, \sqcap, \wedge, \top)\).

In our formalization, we consider graphs whose nodes are labeled from some set of node labels \(A\) that encode relevant information contained in each node (e.g. the node’s content or the id of the thread holding a lock on the node). We will later build abstractions of graphs that compute summaries of these node labels. For this purpose, we require that \(A\) is equipped with a partial order \(\sqsubseteq\) that induces a join-semilattice \((A, \sqsubseteq, \sqcup, a_e)\) with join \(\sqcup\) and smallest element \(a_e\).

For the remainder of this section we fix a flow domain \((D, \sqsubseteq, \sqcup, +, \cdot, 0, 1)\) and node label domain \((A, \sqsubseteq, \sqcup, a_e)\). We use the same symbols for the partial order and join operator on the two domains. However, it will always be clear from the context which one is meant. All definitions are implicitly parameterized by \(D\) and \(A\).

4.1 Flows

Flows are calculated over directed graphs that serve as an intermediate abstraction of heap graphs. The graphs are partial, i.e., they may have outgoing edges to nodes that are not itself part of the graph. The edges are labeled by elements of the flow domain and the nodes with node labels. Formally, given a (potentially infinite) set of nodes \(N\), a (partial) graph \(G = (N, N^\infty, \lambda, \epsilon)\) consists
of a finite set of nodes \( N \subseteq N \), a finite set of sink nodes \( N^o \subseteq N \) disjoint from \( N \), a node labeling function \( \lambda: N \to A \), and an edge function \( \varepsilon: N \times (N \cup N^o) \to D \). Note that the edge function is total on \( N \times N^o \). The absence of an edge between two nodes \( n, n' \) is indicated by \( \varepsilon(n, n') = 0 \). We let \( \text{dom}(G) = N \) and sometimes identify \( G \) and \( \text{dom}(G) \) to ease notational burden. The (unique) graph defined over the empty set of nodes and sinks is denoted by \( G_o \). We define the disjoint union of two graphs \( G_1 \cup G_2 \) in the expected way:

\[
G_1 \cup G_2 := \begin{cases} 
(N_1 \cup N_2, (N_1^o \setminus N_2) \cup (N_2^o \setminus N_1), \lambda_1 \cup \lambda_2, \varepsilon') & \text{if } N_1 \cap N_2 = \emptyset \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

where \( \varepsilon'(n_1, n_2) := \begin{cases} 
\varepsilon_1(n_1, n_2) & n_1 \in N_1 \land n_2 \in N_1 \cup N_1^o \\
\varepsilon_2(n_1, n_2) & n_1 \in N_2 \land n_2 \in N_2 \cup N_2^o \\
0 & \text{otherwise.}
\end{cases} \)

A graph \( G_1 \) is a subgraph of another graph \( G \), denoted \( G_1 \subseteq G \), if and only if there exists \( G_2 \) such that \( \tilde{G} = G_1 \cup G_2 \).

**Example 4.3.** The graph \( G_1 \) in the middle of Fig. 2 is \( \{n_1, n_2, n_4\}, \{n_3, n_5, n_6\}, \lambda_1, \varepsilon_1 \) for some \( \lambda_1 \) and an \( \varepsilon_1 \) that sets all pairs in \( \{n_1, n_3\}, \{n_1, n_4\}, \{n_2, n_6\} \) to 1 and all other pairs to 0. Similarly, \( G_2 \) on the right is \( \{n_0, n_3, n_5, n_6\}, \{n_1, n_2\}, \lambda_2, \varepsilon_2 \) for appropriate \( \lambda_2 \) and \( \varepsilon_2 \), and the composed graph \( G = G_1 \cup G_2 \) is shown on the left of Fig. 2.

Let \( G = (N, N^o, \lambda, \varepsilon) \) be a graph. A flow of \( G \) is a function \( \text{flow}(in, G): N \to D \) that is calculated as a certain fixpoint over \( G \)'s edge function starting from a given inflow \( in: N \to D \) going into \( G \). To motivate the definition of \( \text{flow}(in, G) \), let us use the flow domain \( \mathbb{N}^{\infty} \) from Example 4.2. We can use this flow domain to define a flow that counts the number of paths between a fixed node and any other node. First, view the edge function \( \varepsilon \) as an adjacency matrix \( E \) indexed by the nodes \( N \cup N^o \). If one looks at the matrix product \( E \cdot E = E^2 \) (using the addition and multiplication operations of the flow domain), then the \((n, n')\)-th entry corresponds to the sum over the products of edge labels on all paths of length 2 between \( n \) and \( n' \). For \( G \) from Fig. 2, for example, the \((n_0, n_3)\)-th entry of \( E^2 \) is 1 as there is exactly 1 non-zero length 2 path, while the \((n_0, n_1)\)-th entry is 0 as there is no non-zero length 2 path. Extending this idea, for any graph where edges are labeled from \( \{0, 1\} \), the \((n, n')\)-th entry of matrix \( E^l \) is the number of \( l \) length paths from \( n \) to \( n' \). Thus, the matrix \( C = I + E + E^2 + \ldots \) tells us the number of all paths between two nodes. Given a root node \( r \), we can look at the \( r \)-th row of this matrix to get the number of paths to any node from the root. To generalize this to multiple roots, we can calculate the number of paths to any node by looking at \( \tilde{in} \cdot C \) where \( \tilde{in} \) is a row vector with a 1 for every root node and 0 otherwise.
Formally, first let the capacity \( \text{cap}(G) : N \times (N \cup N^\circ) \to D \) be the least fixpoint of the following equation:

\[
\text{cap}(G)(n, n') = \text{init}(n, n') + \sum_{n'' \in G} \epsilon(n, n'') \cdot \text{cap}(G)(n'', n') \quad \text{where} \quad \text{init}(n, n') := \text{ITE}(n = n', 1, 0).
\]

Note that the fixpoint exists because \( D \) is \( \omega \)-complete and + and \( \cdot \) are continuous. Then define

\[
\text{flow}(\text{in}, G)(n) := \sum_{n' \in G} \text{in}(n') \cdot \text{cap}(G)(n', n).
\]

**Example 4.4.** In Fig. 2, the capacity of \( G_2 \) is equal to its edge function, the capacity of \( G_1 \) is its edge function with \((n_1, n_3)\) additionally 1, and \( \text{cap}(G) \) is 1 for all pairs \((n, n')\) such that \( n \) is an ancestor of \( n' \) in the tree. For the inflow \( \text{in}(x) = \text{ITE}(x = n_0, 1, 0) \), \( \text{flow}(\text{in}, G) = (\lambda x.1) \).

Finally, a key property of flows is that they can be composed by considering the product flow on the product of their flow domains.

**Lemma 4.5.** Let \((D_1, \subseteq_1, \cup_1, +_1, \cdot_1, 0_1, 1_1)\) and \((D_2, \subseteq_2, \cup_2, +_2, \cdot_2, 0_2, 1_2)\) be flow domains. \((D_1 \times D_2, \subseteq, \cup, +, \cdot, (0_1, 0_2), (1_1, 1_2))\), where \(\subseteq, \cup, +, \cdot\) operate on each component respectively, is a flow domain. Moreover, the flow on the product domain is the product of the flows on each component.

### 4.2 Expressivity

We now give a few examples of flows to demonstrate the range of data structures that can be described using local conditions on flows.

The shape of all common structures that can be described with inductive predicates can be described using flows, e.g. lists (singly and doubly linked, cyclic), trees, and nested combinations of these. By considering products with flows for data properties, we can also describe structures such as sorted lists, binary heaps, and search trees. Going beyond inductive predicates, the flow framework can describe structures with unbounded sharing and irregular traversals (e.g. Harris list), overlays (e.g. threaded and B-link trees), as well as those with irregular shape (e.g. DAGs and arbitrary graphs).

In this section, we assume that the local condition on the flow of each node is specified by a *good condition*. This is a predicate \( \text{good}(n, \text{in}, a, f) \) taking as arguments the node \( n \), the inflow function \( \text{in} \) on the singleton graph containing \( n \), the node label \( a \) of \( n \), and the edge function \( f \) of that singleton graph. The singleton inflow of \( n \) is equal to the flow at \( n \) in the global graph representing the data structure of interest containing \( n \). This fact, as well as the reason for this formalization, will be seen in §4.4. We also assume that we can specify the global inflow of our data structure.

#### 4.2.1 Path-counting Flow

Consider the flow domain \( \mathbb{N}^\infty \) from Example 4.2, with an arbitrary node label domain.

**Lemma 4.6.** For any graph \( G \), if the edge label of every edge \((n, n')\) is interpreted as the number of edges between \( n \) and \( n' \), then \( \text{cap}(G)(n, n') \) is the number of paths from \( n \) to \( n' \). If the inflow \( \text{in} \) takes values in \( \{0, 1\} \) then the path-counting flow \( \text{flow}(\text{in}, G)(n) \) is the number of paths from nodes in \( \{n' \mid \text{in}(n') = 1\} \) to \( n \).

We can use this flow to describe shapes such as lists and trees. For instance, a graph is a tree if and only if every node has exactly one path from the root. Thus, if a graph \( G \) satisfies the good condition

\[
\text{good}_G(n, \text{in}, ...) := \text{in}(n) = 1
\]

at all nodes \( n \), given a global inflow satisfying \( \text{in}(n) = \text{ITE}(n = n_0, 1, 0) \), then \( G \) must be a tree rooted at \( n_0 \). As a singly-linked list is a tree where every node has exactly one outgoing edge, we can
describe it using the good condition
\[
good_{\text{gs}}(n, in, \ldots, f) := \exists n'. \ in(n) = 1 \land (f = \epsilon \lor f = \{(n, n') \mapsto 1\})
\]
where \(\epsilon\) stands for the empty function (i.e. the node has no outgoing edges). A graph \(G\) satisfying \(good_{\text{gs}}\) under a global inflow \(in\) with \(in(n) = \text{ITE}(n = n_0, 1, 0)\) for all \(n\) must be a list beginning at \(n_0\).

To model a null-terminated list, we must further require that the entire graph \(G\) has no outgoing edges. This can be done using our flow interface abstraction in §4.4. If we want to model a list that terminates at a specific node, say \(ft\) as in the free list shown in Fig. 1, we can replace the last clause of \(good_{\text{gs}}\) with \(f = \text{ITE}(n = ft, \epsilon, \{(n, n') \mapsto 1\})\).

Similarly, one can describe cyclic lists by requiring that each node has exactly one outgoing edge and that the path count of each node is \(\infty\). To describe a tree of a particular arity, like a binary tree, one can constrain the path count to be 1 and add a further condition restricting the number of outgoing edges at each node appropriately. For overlaid structures like the threaded tree, which is a tree where all elements also form a list (in an arbitrary order), we can use the product of two path-counting flows, one from the root of the tree and one from the head of the list.

4.2.2 Last-edge Flow. We next show a flow domain where the flow along a path is equal to the label of the last edge on the path.

**Lemma 4.7.** Given an \(\omega\)-cpo \((D, \subseteq, \sqcup)\) with smallest element 0, let \(1\) be a fresh element. There exists a flow domain \((D \sqcup \{1\}, \subseteq, \sqcup, \sqsubset, 0, 1)\), where multiplication is the projection operator, defined as \(d_1 \times d_2 := \text{ITE}(d_1 = 0, 0, \text{ITE}(d_2 = 1, d_1, d_2))\) and the ordering is extended with \(0 \sqsubset 1\).

This flow has many applications; for instance, we can start with a lattice of types and use the last-edge flow to enforce that all reachable nodes are well-typed in the presence of type-unsafe operations. Another example is doubly linked lists, which can be described by using a product of two path-counting flows, one counting paths from the head and the other from the tail, and a last-edge flow to ensure that for any node \(n\), \(n.\text{next}\) is equal to \(n\).

We can also use this flow to encode nested combinations of structures such as trees of lists. We start with a path-counting flow to enforce that the entire graph forms a tree and then take a product with the last-edge flow domain built from the \(\omega\)-cpo on \([0, d_T, d_L]\) where 0 is the smallest element and the others are unordered. We then use the good condition to label all edges to tree nodes with \(d_T\), all edges to list nodes with \(d_L\), and enforce that the label on the incoming edge matches the type of the node and that list nodes have no edges to tree nodes.

4.2.3 Upper and Lower-bound Flows. We next turn to data properties like sortedness. Consider the lower-bound flow domain formed by the integers extended with positive and negative infinities: \((\mathbb{Z} \cup \{-\infty, \infty\}, \geq, \min, \min, \max, -\infty, -\infty)\). Assume further that the node label domain consists of sets of data values and that each node is labeled with the singleton set of its content. If we label each edge of a list with the value at the source node and start with an inflow of \(-\infty\) at the root \(h\), then the flow at a node is the maximum value of its predecessors. This value is like a lower bound for the value of the current node; if the value at every node reachable from \(h\) is greater than its lower-bound flow, then the list beginning at \(h\) is sorted in ascending order. To do this, we use the product of the path-counting and the lower-bound flow domains. We can use the good condition \(good_{\text{sls}}(n, in, a, f) := \exists n', l, k. \ in(n) = (1, l) \land a = \{k\} \land f = \text{ITE}(n' = \text{null}, \epsilon, \{(n, n') \mapsto k\}) \land l \leq k\) and a global inflow \(in(n) = \text{ITE}(n = n_0, (1, -\infty), (0, \infty))\) to describe a sorted list beginning at \(n_0\).

Note that, unlike in the definitions of inductive SL predicates, the data constraints are not tied to the shape constraints – we could just as easily use the lower-bound flow condition of sortedness and the path-counting flow condition of being a tree to describe a min-heap.
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Analogously, we can use the upper-bound flow domain $\langle \mathbb{Z} \cup \{-\infty, \infty\}, \leq, \max, \max, \min, -\infty, \infty \rangle$ to describe lists sorted in descending order and max-heaps. We can also use a product of a lower-bound and an upper-bound flow to describe a binary search tree by enforcing that each node propagates to its child the appropriate bounds on values that can be present in the child’s subtree.

We will see a more general flow, the inset flow, that can be used to specify data properties of dictionary data structures that subsumes the examples above in §7.

### 4.3 Flow Graph Algebras

We next show how to define a separation algebra that can be used to give semantics to separation logic assertions in a way that allows us to maintain flow-dependent invariants. This will enable us to reason locally about graphs and their flows using the $*$ operator of SL.

**Definition 4.8 (Separation Algebra [Calcagno et al. 2007]).** A separation algebra is a cancellative, partial commutative monoid $(\Sigma, \bullet, u)$. That is, $\bullet : \Sigma \times \Sigma \rightarrow \Sigma$ and $u \in \Sigma$ such that the following properties hold:

1. **Identity:** $\forall \sigma \in \Sigma. \sigma \bullet u = \sigma$.
2. **Commutativity:** $\forall \sigma_1, \sigma_2 \in \Sigma. \sigma_1 \bullet \sigma_2 = \sigma_2 \bullet \sigma_1$.
3. **Associativity:** $\forall \sigma_1, \sigma_2, \sigma_3 \in \Sigma. (\sigma_1 \bullet \sigma_2) \bullet \sigma_3 = (\sigma_1 \bullet \sigma_3) \bullet \sigma_2$.
4. **Cancellativity:** $\forall \sigma, \sigma_1, \sigma_1', \sigma_2 \in \Sigma. \sigma = \sigma_1 \bullet \sigma_2 \land \sigma = \sigma_1' \bullet \sigma_2 \Rightarrow \sigma_1 = \sigma_1'$.

Here, equality means that either both sides are defined and equal, or both sides are undefined.

A simple way of obtaining a separation algebra of graphs is to define the composition $\bullet$ in terms of disjoint union. Effectively, this yields the standard model of separation logic. However, suppose we have a graph $G$ satisfying some local condition on the flow at each node that we want to decompose into two subgraphs $G_1$ and $G_2$, say to verify a program that traverses the Harris list. To infer that the subgraph $G_1$ also satisfies the same local condition on the flow, we need to be able to compute the flow of nodes in $G_1$ without looking at the entire graph. We thus want a stricter version of composition that allows us to decompose a flow on $G$ into flows on $G_1$ and $G_2$. Our solution is to use graphs equipped with inflows as the elements of our separation algebra.

Since we allow our graphs to have cycles, it is hard to define the composed inflow of two inflows on subgraphs. Instead, we start with an inflow/graph pair $(in, G)$ and show how to decompose it into an inflow for its constituent subgraphs $G_i$. To do this, we project the inflow $in$ to obtain a new inflow function $in_i$ for $G_i$ that results in the same flow at each node of $G_i$ as $in$ on $G$. The projected inflow $in_i(n)$ of a node in $G_i$ is equal to $in(n)$ plus the contribution of $G_2$ to the flow of $n$ (and vice versa for $in_2$ on $G_2$). We will use projection to define the composition of inflow/graph pairs.

**Definition 4.9.** The projection of an inflow in on a graph $G = G_1 \uplus G_2$ onto $G_1$ is a function $proj(in, G)(G_1) : \text{dom}(G_1) \rightarrow D$ defined as:

$$proj(in, G)(G_1)(n) := in(n) + \sum_{n' \in G \setminus G_1} \text{flow}(in, G)(n') \cdot \epsilon(n', n).$$

The following lemma tells us that the flow induced by the projection of an inflow in onto a subgraph is the same as the flow induced by in on the larger graph. In other words, we can view the inflow as containing all information about the context of a graph that is needed for calculation of the flow of nodes in the graph.

**Lemma 4.10.** If $in$ is an inflow on $G$ and $in_1 = proj(in, G)(G_1)$ for some $G_1 \subseteq G$, then $\text{flow}(in, G)|_{G_1} = \text{flow}(in_1, G_1)$.
Example 4.11. Fig. 2 uses the path-counting flow and shows a split of a graph $G$ into the boxed blue region $G_1$ and its context $G_2$. The inflow on $G$ is $\text{in}(n) = 1T(n = n_0, 1, 0)$, and its projections onto $G_1$ and $G_2$ are shown as curved arrows entering the nodes in each graph.

We next define a first approximation of a composition operator on inflow/graph pairs that preserves the flow at each node. The composition of two inflow/graph pairs $(in_1, G_1)$ and $(in_2, G_2)$, denoted $(in_1, G_1) \bullet (in_2, G_2)$, is the set of all pairs $(in, G)$ such that $G_1$ and $G_2$ compose to $G$ and the component inflows $in_1$ and $in_2$ are the projections of $in$ onto the respective subgraphs:

$$(in, G) \in (in_1, G_1) \bullet (in_2, G_2) \iff G = G_1 \uplus G_2 \land \forall i \in \{1, 2\}. \text{proj}(in, G)(G_i) = in_i.$$  

Lemma 4.10 then ensures that the flow is the same in the composite graph as in the subgraphs. Note that this set may be empty even if $G_1$ and $G_2$ are disjoint since the inflows of the two subgraphs may not be compatible.

Unfortunately, $(in_1, G_1) \bullet (in_2, G_2)$ may contain more than one element since there may be many possible composite inflows $in$ whose projection onto the subgraphs yields $in_1$ and $in_2$. For example, let $G_1, G_2$ be singleton graphs on nodes $n_1, n_2$ respectively that each have an edge with label $\infty \in \mathbb{N}$ to the other. If $in_1 = \{n_1 \mapsto \infty\}$ and $in_2 = \{n_2 \mapsto \infty\}$, then the composite inflow can be $\{n_1 \mapsto \infty\}$ or $\{n_2 \mapsto \infty\}$ (among many others). So we cannot immediately use $\bullet$ to define the partial monoid for our separation algebra. However, as we shall see, all inflows $in$ satisfying the condition of the composition induce the same flow on $G$. Thus, let us define an equivalence relation $\sim_G$ on inflows for a given graph $G$. The relation $\sim_G$ relates all inflows that induce the same flows:

$$in \sim_G in' \iff \text{flow}(in, G) = \text{flow}(in', G).$$

Given an inflow $in$, we denote its equivalence class with respect to $\sim_G$ as $[in]_G$ and extend flow from inflows to their equivalence classes in the expected way. We also write $\text{dom}(in) \coloneqq \text{dom}(in)$ for $In = [in]_G$, and use $\text{IN}$ to denote the set of all inflow equivalence classes.

Using Lemma 4.10 we can show that the equivalence relation $\sim$ is a congruence on $\bullet$:

**Lemma 4.12.** The following two implications hold:

1. $(in, G) \in (in_1, G_1) \bullet (in_2, G_2) \land in_1 \sim_G in'_1 \land in_2 \sim_G in'_2 \land (in', G) \in (in'_1, G_1) \bullet (in'_2, G_2) \Rightarrow in \sim_G in'$.

2. $(in, G) \in (in_1, G_1) \bullet (in_2, G_2) \land in \sim_G in' \Rightarrow \exists in'_1, in'_2. in_1 \sim_G in'_1 \land in_2 \sim_G in'_2 \land (in', G) \in (in'_1, G_1) \bullet (in'_2, G_2)$.

Lemma 4.12 implies that $\bullet$ yields a partial function on pairs of graphs $G$ and their inflow equivalence classes. This suggests the following definition for our separation algebra.

**Definition 4.13 (Flow Graph Algebra).** The flow graph algebra $(FG, \bullet, H_e)$ for flow domain $D$ and node label domain $A$ is defined by

$$H \in FG \coloneqq \{([in]_G, G) \mid in \colon \text{dom}(G) \rightarrow D\}$$

$$([in_1]_{G_1}, G_1) \bullet ([in_2]_{G_2}, G_2) \coloneqq \begin{cases} ([in]_G, G) = G_1 \uplus G_2 \land \forall i \in \{1, 2\}. \text{proj}(in, G)(G_i) \in [in_i]_{G_i} & \text{undefined otherwise} \\ H_e := ([in_e]_{G_e}, G_e) & \end{cases}$$

where $G_e$ is the empty graph and $in_e$ the inflow on an empty domain. We call the elements $H \in FG$ flow graphs. We again let $\text{dom}(H) = \text{dom}(G)$ and write $H$ for $\text{dom}(H)$ when it is clear from the context.

**Theorem 4.14.** The flow graph algebra $(FG, \bullet, H_e)$ is a separation algebra.
4.4 Abstracting Flow Graphs with Flow Interfaces

We can now use flow graphs to give semantics to separation logic assertions. However, we also want to be able to use predicates in the logic that describe sets of such graphs so that the flow of each graph in the set satisfies certain local invariants at each of its nodes. In the following, we introduce semantic objects, which we call flow interfaces, that provide such abstractions. We will then lift the composition operator • from flow graphs to flow interfaces and prove important properties about flow interface composition. In §5, we will use these properties to justify general lemmas for proving entailments in a separation logic with flow interfaces.

Our target abstraction must have certain properties. Recall from §4.2 that to describe data structure invariants as conditions on the flow we fixed a particular inflow to the global graph. Thus, our abstraction must fix the inflow of the abstracted graph. Secondly, our abstraction must be sound with respect to flow graph composition: if we have a graph $G = G_1 \cup G_2$, and $G_1$ and $G_1'$ satisfy the same interface, then $G_1' \cup G_2$ must be defined and satisfy the same interface as $G$.

The second property is a challenging one, for the effect of a local modification in a flow graph are not necessarily local: small changes in $G_1$ may affect the flow of nodes in $G_2$. For example, in Fig. 2 if we modified $G_1$ by adding a new outgoing edge from $n_1$ to $n_6$, then this would increase the path count of $n_6$ to 2 and we can no longer compose with $G_2$ as it expects an inflow of 1 at $n_6$. We need to find a characterization of modifications to $G_1$ that preserve the inflow of every node in $G_2$.

Intuitively, the internal structure of $G_1$ should be irrelevant for computing the flow of $G_2$: from the perspective of $G_2$, $G_1$ should be replaceable by any other flow graph that provides $G_2$ with the same inflow. One may try to define an outflow quantity, analogous to inflow, that specifies the flow that a graph gives to each of its sink nodes. If the interface abstracting $G_1$ also fixes its outflow, then one expects the flow of $G_2$ to be preserved. However, this is not true in the presence of cycles.

On the other hand, if we preserve the capacity between every pair of node and sink node in the modification of $G_1$ to $G_1'$, then the flow of all nodes in $G_2$ stays the same. This is a consequence of the semiring properties of the flow domain and the fact that + and ⋅ are continuous. Moreover, as $G_2$ can only route flow into nodes in $G_1$ with a non-zero inflow, we only need to preserve the capacity from these source nodes. We capture this idea formally by defining the flow map of $H = (In, G)$ as the restriction of $\text{cap}(G)$ onto $G$’s source-sink pairs as specified by $In$:

$$\text{flm}((In, G)) := \text{cap}(G)|_{\{n \in N \mid \exists m \in In. \text{in}(n) > 0\} \times N^o}.$$  

This gives us sufficient technical machinery to define our abstraction of flow graphs.

**Definition 4.15 (Flow Interface).** Given a flow graph $(In, G) \in \text{FG}$, its flow interface is the tuple consisting of its inflow equivalence class, the join of all its node labels, and its flow map:

$$\text{int}(H) := (In, \bigcup_{n \in H} \lambda(n), \text{flm}(H)) \quad \text{where } H = (In, G) \text{ and } G = (N, N^o, \lambda, \epsilon).$$

The set of all flow interfaces is $I := \{\text{int}(H) \mid H \in \text{FG}\}$. The denotation of a flow interface is a set of flow graphs defined as $[I] := \{H \in \text{FG} \mid \text{int}(H) = I\}$.

**Example 4.16.** The interface of $H_1 = ([in_1], G_1)$ from Fig. 2 is $I_1 = ([in_1], a_e, f_1)$ where $f_1$ is the flow map that sets $\{(n_1, n_3), (n_1, n_3), (n_2, n_6)\}$ to 1 and every other pair to 0 (assuming all nodes are labeled with $a_e$). If we now modified $H_1$ to $H_1'$ by removing the edge $(n_1, n_4)$ and adding an edge $(n_1, n_3)$, then $H_1'$ will also be in the denotation $[I_1]$. Note that $H_1'$ still composes with the flow graph on $G_2$, and the flow at all nodes in $G_2$ is the same in this composition.

If we look at a flow interface $I = (In, a, f)$ in the rely-guarantee setting, a flow graph satisfying $I$ relies on getting some inflow in $In$ from its context, and guarantees the flow map $f$ to its context. The third component, $a$, provides a summary of the information contained in the nodes of a graph,
which will be useful, for example, to reason about the contents of data structures. We identify the domain of an interface with the domain of the graphs it abstracts, i.e. \( \text{dom}(\text{In}(a, f)) = \text{dom}(\text{In}). \)

Note that both the inflow class and flow map of a flow interface \( I \) fully determine the domains of the graphs being described by the interface. That is, \( I \) does not abstract from the identity of the nodes in the graphs \([I]\), which is intentional as it allows us to define separation logic predicates in terms of flow interfaces that have precise semantics, without encoding specific traversal patterns of the underlying data structure and without restricting sharing as other methods do.

If we consider the equivalence relation on flow graphs induced by having the same flow interface, then we have the required property that this relation is a congruence on \( \bullet \).

**Lemma 4.17.** If \( H_1, H'_1 \in [I_1], H_2, H'_2 \in [I_2] \) and \( H_1 \bullet H_2 \in [I] \), then \( H'_1 \bullet H'_2 \in [I] \).

We can now lift flow graph composition to flow interfaces, denoted \( I = I_1 \oplus I_2 \), as follows:

\[
I = I_1 \oplus I_2 :\Rightarrow \exists H \in [I]. H_1 \in [I_1], H_2 \in [I_2]. H = H_1 \bullet H_2.
\]

Note that \( \oplus \) is also a partial function for the domains of the graphs may overlap, or the inflows may not be compatible. The identity flow interface \( I_e \) is defined by \( I_e := (\{n_e\}, a_e, f_e) \), where \( f_e \) is the flow map on an empty domain. A simple corollary of Lemma 4.17 is that the flow interface algebra \((F \oplus, \oplus, I_e)\) is also a separation algebra.

As we saw in §4.2, to express properties of different data structures we need to use abstractions of flow graphs that additionally satisfy certain conditions on the flow at each node. To formalize this, we assume the node condition is specified by a predicate \( \text{good}(n, \text{in}, a, f) \) which takes a node \( n \), the inflow \( \text{in} \) of the singleton flow graph containing \( n \), the node label \( a \) of \( n \), and the edge function \( f \) of that singleton graph as arguments. The denotation of a flow interface \( I \) with respect to a good condition \( \text{good} \) is defined as

\[
[I]_{\text{good}} := \{(\text{In}, (N, N^0, \lambda, e)) \in [I] \mid \forall n \in N. \text{good}(n, \text{in}_n, \lambda(n), e_n)\}
\]

where \( \text{in}_n := \{n \mapsto \text{flow}(\text{In}, G)(n)\} \) and \( e_n := \{(n, n') \mapsto e(n, n') \mid n' \in N \cup N^0, e(n, n') \neq 0\} \). Note that the interface of the singleton flow graph containing \( n \) is \((\{n\}, \lambda(n), \text{ITE}((\text{in}_n(n) = 0, e, e_n)))\), but we choose the above formulation for notational convenience.

The following lemma tells us that imposing a good condition on flow interfaces is essentially reducing the domain of flow graphs to those that satisfy the good condition. In other words, the equivalence on flow graphs induced by the denotation of interfaces with respect to a good condition is also a congruence on \( \bullet \).

**Lemma 4.18.** For all good conditions \( \text{good} \) and interfaces \( I = I_1 \oplus I_2 \), if \( H_1 \in [I_1]_{\text{good}} \) and \( H_2 \in [I_2]_{\text{good}} \) then \( H_1 \bullet H_2 \) is defined and in \([I]_{\text{good}}\).

When reasoning about programs, we will sometimes need to modify a flow graph region in a way that will increase the set of inflows. For instance, if we were to add a node \( n \) to a cyclic list, then the equivalence class of inflows will now also contain inflows that have \( n \) as a source. As the flow map is defined from all source nodes, this modification will also change the flow map. However, as long as the flow map from the existing sources is preserved, then the modified flow graph should still be able to compose with any context. Formally, we say an interface \((\text{In}, a, f)\) is contextually extended by \((\text{In}', a', f')\), written \((\text{In}, a, f) \preceq (\text{In}', a', f')\), if and only if \( \text{In} \subseteq \text{In}' \) and

\[
\forall n \in \text{dom}_1(f). \exists n' \in \text{In}. \text{in}(n) \neq 0 \Rightarrow f(n, \cdot) = f'(n, \cdot).
\]

where \( f(n, \cdot) \) is the function that maps a node \( n' \) to \( f(n, n') \). The following theorem states that contextual extension preserves composability and is itself preserved under interface composition.

**Theorem 4.19 (Replacement).** If \( I = I_1 \oplus I_2 \), and \( I_1 \preceq I'_1 \), then there exists \( I' = I'_1 \oplus I_2 \) such that \( I \preceq I' \).
Fig. 3. Inserting a new node \( n \) into a list \( H \) between existing nodes \( l \) and \( r \) obtaining a new list \( H' \). Edges are labeled with edge labels for path counting, and the nodes are labeled with their names. The flow maps of certain subgraphs before and after the modification are shown below.

5 A CONCURRENT SEPARATION LOGIC WITH FLOW INTERFACES

We next show how to extend a concurrent separation logic with flow interfaces. We use RGSep for this purpose as it suffices to prove the correctness of interesting programs, yet is relatively simple compared to other CSL flavors. However, many concurrent separation logics, including RGSep, are parametric in the separation algebra over which the semantics of programs is defined. So the technical development in this section can be easily transferred to these other logics.

RGSep is parametric in the program states (states must form a separation algebra), the language of the assertions (the original paper used the standard variant of separation logic), and the basic commands of the programming language (their semantics need to satisfy a locality property to obtain the frame rule of separation logic). For the most part, we piggyback on the development in [Vafeiadis 2008]. We denote the resulting logic by RGSep[FI]. Once we have shown that RGSep[FI] is a valid instantiation of RGSep, the soundness of all RGSep proof rules immediately carries over to RGSep[FI]. The only extra work that we will need to do before we can apply the logic is to derive a few generic lemmas for proving entailments between assertions that involve flow interfaces.

5.1 Reasoning about the Actual Heap

We first discuss the insert procedure on a singly-linked list as an example to motivate the design of our logic. The insert procedure first traverses the list to find two adjacent nodes \( l \) and \( r \), with some appropriate properties, between which to insert the given node \( n \). It then sets \( n \)'s next field to point to \( r \), and finally swings \( l \)'s next pointer to \( n \). A pictorial representation of the crucial step in this procedure is shown in the top portion of Fig. 3.

Using flow graphs directly as our program state, as presented thus far, poses three key challenges. Firstly, a key assumption SL makes on the programming language is that commands are local [Reynolds 2002]: informally, that if a command runs successfully on a state \( \sigma_1 \) and we run it on a composed state \( \sigma_1 \cdot \sigma_2 \) then it leaves \( \sigma_2 \) unchanged. However, even a basic operation on a flow graph, for instance changing the edge \((l, r)\) to an edge \((l, n)\), can potentially change the flows of all downstream nodes and is hence not local. We have seen that if we can find a region around the modification where the flow map is preserved, then the change will not affect any nodes outside the region. But which region do we choose as the footprint of a given command? Secondly, the programs that we wish to verify may temporarily violate the good condition during an update or a maintenance operation. For example, at the state on the left of Fig. 3 the new node \( n \) has no paths from the root, which violates the good condition describing a list. Thus we also need a way to describe these intermediate states. Finally and most immediately, the programs that we wish to verify operate on a program state that are more akin to standard heap representations than to flow graphs. We thus need a way to abstract the heap to a flow graph.
Our solution to all three problems is based on using the product of heaps and flow graphs as program states. The heap component represents the concrete state, and the standard commands such as heap allocation or mutation affect only the heap. Thus, these standard commands inherit locality from the standard semantics. The graph component is a ghost state and serves as an abstraction of the heap. Since standard commands only modify the heap, this abstraction may not be up-to-date with the heap. We add a new ghost command to `sync` a region of the graph with the current state of the heap, i.e., change the graph component to one that abstracts the heap component (using some abstraction as described below). We say the resulting region of the state is in sync. This `sync` command takes as an argument the new interface of the heap region to sync, and is only successful if the new interface contextually extends the old interface of that region. For instance, in Fig. 3, we cannot sync the region `{l}` as `l`’s outgoing edges have changed, we would have to sync the region `{l, n}` (note that `n` is not a source node in this subgraph). Recall that Theorem 4.19 guarantees that this new region will still compose with the old context, making `sync` a local command and solving our first problem.

The fact that the graph portion of the state is not up-to-date with the heap also gives us a way to solve the problem of temporary violations of the good condition. When executing a series of commands, we delay syncing the graph portion of the state until the point when the good condition has been re-established. Thus, the graph component can be thought of as an abstraction of the heap at the last time it was in a good state. In the concurrent setting, one may wonder if we might expose such dirty regions (where the graph is not in sync with the heap) to other threads; however, if a thread is breaking some data structure invariants in a region, then it must be locked or marked off from interference from other threads in some manner. We add a dirty predicate \( \phi \) to our logic to describe a region where the heap component satisfies \( \phi \) but the flow graph component is potentially out of sync and satisfies the interface \( I \). So to verify the list insert procedure, we would use a dirty predicate to describe \( l \) and \( n \) until we have modified both edges and are ready to use `sync`.

Finally, to solve the problem of relating the concrete heap to the abstract graph, we make use of the good condition. We define good by means of an SL predicate \( \gamma \) that not only describes the good condition on the flow in the graph component, but also describes the relation between a good node in the graph and its representation on the heap. For instance, here is the \( \gamma \) that we use to describe a singly-linked list:

\[
\gamma(n, in, _, f) \equiv \exists n'. n \mapsto n' \land in(n) = 1 \land f = \text{ITE}(n' = \text{null}, e, \{(n, n') \mapsto 1\}).
\]

Note that this is essentially good, from §4.2 with the additional constraint that the edge label in the graph depends on \( n' \), the next pointer of \( n \) on the heap. We will show how to define a good graph predicate \( \text{Gr}(I) \) using such a \( \gamma \) to ensure that the heap and the graph are in sync.

### 5.2 Program States

We model the heap \( h \) as usual in standard separation logic. That is, the heap is a partial map from addresses \( \text{Addr} \) to values \( \text{Val} \). Values include addresses, as well as the flow and node label domains and some auxiliary values for representing ghost state related to flow interfaces:

\[
\text{Val} \supseteq \text{Addr} \cup D \cup A \cup (\text{Addr} \rightarrow D) \cup \text{IN} \cup (\text{Addr} \times \text{Addr} \rightarrow D) \cup \text{FI}
\]

A state augments the heap with an auxiliary ghost state in the form of a flow graph \( H \) that maintains an abstract view of the heap. Each graph node \( n \in \text{dom}(H) \) is an abstraction of potentially multiple heap nodes, one of which is chosen as the representative \( n \). That is, we require \( \text{dom}(H) \subseteq \text{dom}(h) \). Also, we have a node map \( r \) that labels each heap node with the graph node that abstracts it. This map is partial, i.e., we allow heap nodes that are not described by the flow graph.
Assertions are built from sorted terms – one sort per semantic domain of interest. The terms for flow maps are constructed similarly. The composition operator on states is a partial function \( \sigma_1 \cdot \sigma_2 \), defined as

\[
(h_1, H_1, r_1) \cdot (h_2, H_2, r_2) := \begin{cases} 
(h_1 \cdot h_2, H_1 \bullet H_2, r_1 \cup r_2) & \text{if } h_1 \cdot h_2 \text{ and } H_1 \bullet H_2 \text{ defined} \\
\text{undefined} & \text{otherwise.}
\end{cases}
\]

Here, \( h_1 \cdot h_2 \) denotes the standard disjoint union of heaps. The empty state \( \sigma_e \) is defined as \( \sigma_e := (h_e, H_e, r_e) \) where \( h_e \) and \( r_e \) are the empty heap and empty node map, respectively. The fact that states form a separation algebra easily follows from Theorem 4.14.

**Theorem 5.2.** The structure \((\text{State}, \cdot, \sigma_e)\) is a separation algebra.

For simplicity we do not use the variable as resource model [Bornat et al. 2006] for the treatment of stack variables. Instead, we follow [Vafeiadis 2008] and assume that all stack variables are local to a thread, and that all global variables are read-only. Stack variables are allocated on the local heap and global variables on the shared heap. We assume that each program variable \( x \) is located at a fixed address &\( x \). In all assertions occurring in program specifications throughout the rest of the paper we have an implicit &\( x \mapsto x \) for every program variable \( x \) in scope.

### 5.3 Assertions

The syntax of assertions is summarized in Fig. 4. We assume an infinite set of (implicitly sorted) logical variables \( \text{Var} \). The meta variable \( \forall \) stands for a variable of an arbitrary sort and the meta variable \( x \) for a variable of a sort denoting addresses. The sorts of other variables are as expected. Assertions are built from sorted terms – one sort per semantic domain of interest. The terms \( T_d \) denote flow domain values, \( T_a \) node label values, etc. For inflow terms \( T_{in} \), the constant \( e \) denotes the empty inflow \( in_e \), \( T_{in} + T_{in} \) denotes the lifting of + to partial functions\(^2\), and the constant 0 denotes the total inflow that maps all addresses to 0. Terms for flow maps are constructed similarly.

The atomic pure predicates \( P \) include equalities, domain membership tests for interfaces, flow maps, and inflow equivalence classes, as well as contextual extension of flow interfaces. The actual separation logic assertions \( \phi \) include the standard SL assertions as well as the extended assertions \( \text{Gr}(I) \) and \([\phi]^I_1\) related to flow interfaces.

The good graph predicate \( \text{Gr}(I) \) describes a heap region that is abstracted by a good flow graph satisfying the flow interface \( I \). The semantics of the logic is parametric in what constitutes a good graph. For simplicity, we consider only one type of good graph predicate, i.e., all instances of good graph predicates imply the same data structure invariant. The logic can be easily extended to

\[ (f + g)(x) := \text{ITE}(x \in \text{dom}(f), f(x) + g(x), f(x)), \text{ITE}(x \in \text{dom}(g), g(x), \text{undefined}) \]

\(^2(\text{ITE}(x \in \text{dom}(f), f(x) + g(x), f(x)), \text{ITE}(x \in \text{dom}(g), g(x), \text{undefined}))\)
We only discuss the cases for these regions are described using the dirty predicate \( v \), any atom containing an undefined term to be false. The semantics of assertions, terms, for instance interface composition \( T \) to terms \( T' \) that maps the logical variables to values. For a variable \( v \in \text{Var} \), we write \([v]_i\) to mean \( i(v)\) and also extend this function to terms \( T \). We omit the definition of this partial function as it is straightforward. Note that some terms, for instance interface composition \( T_j \oplus T_i \), may be undefined; we define the semantics of any atom containing an undefined term to be false. The semantics of assertions \( \phi \) is given by the satisfaction relation \( \sigma, i \models \phi \) and we denote the induced entailment relation by \( \phi_1 \models \phi_2 \). The satisfaction relation is defined in Fig. 6. Again, we omit some of the obvious cases. Most of the cases are straightforward. In particular, the standard SL assertions have their standard semantics. We only discuss the cases for \( \text{Gr}(I) \) and \([\phi]_I\).

\[
\begin{align*}
\phi[\_] & := \exists v. \phi[v] \quad \text{v fresh in } \phi \\
\phi[I^{\text{ln}}] & := \exists !n. \phi[I] = (\text{ln}, \_ \_ \_ \_) \land \phi[\text{ln}] \\
\phi[I^{\text{ln}}(x)] & := \exists !n. \phi[I] \land \phi[\text{ln}(x)] \\
\phi_1 \iff \phi_2 & := (\phi_1 \ast \text{true}) \land \phi_2 \\
\text{N}(x, I) & := \text{Gr}(I) \land \{x \mapsto \_\} \in I^{\text{ln}} \\
I \simeq I' & := I \preceq I' \land I' \preceq I
\end{align*}
\]

Fig. 5. Some syntactic shorthands for RGSep[FI] assertions.

Fig. 6. Semantics of assertions.

\[
\begin{align*}
(h, H, r), i \models T & \in T_{I,F} & \iff & \exists \, \exists \{T\}_i \in \text{dom}([T_{I,F}]_i) \\
(h, H, r), i \models T_{\text{ln}} & \in T_{\text{ln}} & \iff & \exists \{T_{\text{ln}}\}_i \in \text{dom}([T_{\text{ln}}]_i) \\
(h, H, r), i \models T_I \preceq T' & \iff & \exists \{T_I\}_i \preceq \{T'\}_i \\
(h, H, r), i \models \text{emp} & \iff & h = h_e \land H = H_e \\
(h, H, r), i \models x \mapsto T & \iff & \exists \, \exists \text{dom}(h) = \{[x]_i\} \land h([x]_i) = [T]_i \land H = H_e \\
(h, H, r), i \models \text{Gr}(I) & \iff & \exists \text{dom}(h) = \text{dom}(r) \land H \in \text{dom}(r) \land H \in [I]_i \land \exists H', r'. (h, H', r'), i \models \phi \\
\Sigma, i \models \phi_1 \ast \phi_2 & \iff & \exists \, \exists \Sigma_1, \Sigma_2. (\Sigma = \Sigma_1 \cdot \Sigma_2) \land (\Sigma_1, i \models \phi_1) \land (\Sigma_2, i \models \phi_2)
\end{align*}
\]
The standard commands include the empty command \( \{ &x \mapsto_\_ \exists y. \phi(y) \} \times \mid \phi(x) \{ &x \mapsto x + \phi(x) \} \), \( I \leq I' \land [Gr(I')]_I \) sync\( (I') \) \( \{ Gr(I') \} \)

\[
\begin{align*}
&\{ x \mapsto v * \phi I, y \in I \} mark(x, y) \{ [x] \mapsto v * \phi I \} & x = y \land x \mapsto v \} mark(x, y) \{ [x] \mapsto v I((x \mapsto 0), a_e, e) \} \\
&\{ x \mapsto v * \phi I, x \notin I^m \} unmkark(x) \{ x \mapsto v I \} &\{ x \mapsto v I, I^m = \{ x \mapsto 0 \} \} unmkark(x) \{ x \mapsto v I \}
\end{align*}
\]

Fig. 7. Specifications of ghost commands

The predicate \( Gr(I) \) describes a region whose heap is abstracted by a good flow graph. We tie the concrete representation in the heap \( h \) to the flow graph \( H \) of the state using the good node condition, which we assume is defined by an SL predicate \( \gamma(x, in, a, f) \). This predicate specifies the heap representation of a node \( x \) in the graph as well as any invariants that \( x \) must satisfy on \( \text{flow}(H)(x) \). We restrict \( \gamma \) to standard SL assertions, i.e., \( \gamma \) is not allowed to include occurrences of the predicates \( Gr(I) \) and \( [\phi] I \).

The predicate \( \gamma \) implicitly defines a good node condition \( \text{good}_{h,r} \) on flow interfaces:

\[
\text{good}_{h,r}(n, in, a, f) : = \{(h|_{r^{-1}(n)}), H_e, r_e, e \mid \gamma(n, in, a, f) \}
\]

The semantics of \( Gr(I) \) then uses this condition to tie the flow graph \( H \) to the heap \( h \) and ensures that each node in the graph satisfies its local invariant on the flow. The semantics of \( [\phi] I \) is slightly more complicated. It states that the current flow graph \( H \) satisfies \( I \) and there is some flow interface graph \( H' \) that satisfies \( \phi \) in the current heap.

A precise assertion is one that if it holds for any substate, then it holds for a unique substate. To use our new predicates in actions to describe interference, we require them to be precise.

**LEMMA 5.3.** The graph predicates \( Gr(I) \) and \( [\phi] I \) are precise.

### 5.4 Programming Language and Semantics

The programming language is very similar to the one used in RGSep and its semantics is also mostly identical to the one given in Section 3.2 of [Vafeiadis 2008]:

\[
C \in \text{Com} : = \text{skip} \mid c \mid C_1 ; C_2 \mid C_1 + C_2 \mid C^* \mid (C) \mid C || C
\]

\[
c : = \{ x : \mid \phi(x) \mid \text{sync}(I) \mid \text{mark}(x, y) \mid \text{unmkark}(x) \mid \ldots
\]

The standard commands include the empty command (\text{skip}), basic commands, sequential composition, non-deterministic choice, looping, atomic commands, and parallel composition. Apart from the standard basic commands, we add several special ghost commands to the language, which we describe next. Their axiomatic specifications are given in Fig. 7.

The wishful assignment \( x : \mid \phi(x) \) is a ghost command that allows us to bring a witness to an existentially quantified assertion onto the stack. This helps us to get a handle on the updated flow interface of a modified region so that we can pass it to the \text{sync}. The special ghost command \text{sync} is used to bring a flow graph region back to sync with the heap. The \text{mark} command\(^3\) is used to formally associate a (potentially new) heap node with the graph node that abstracts it. This is useful in cases where many heap nodes are abstracted by the same graph node. Similarly, \text{unmkark} removes the association between a heap and a graph node. Each command has two successful cases, one where the node being (un)marked is the representative of a graph node, and one where it is represented by another node.

The operational semantics of commands \( C \) in RGSep are given by a reduction relation

\[
\rightarrow \subseteq (\text{Com} \times \text{State}) \times ((\text{Com} \times \text{State}) \uplus \{ \text{abort} \}).
\]

\(^3\)not to be confused with the notion of marking logically deleted nodes in Harris’ list
For the SEMANTICS of the new ghost commands are shown in Fig. 8. The semantics of all other commands are inherited from [Vafeiadis 2008]. That is, these commands only affect the heap component of the state and leave the flow graph and node map components unchanged. If a standard command \( C \) modifies an unmarked heap location, then we can use the standard SL specification to reason about it. If it modifies a heap location that is marked, then we can lift the state and leave the flow graph and node map components unchanged. If a standard command \( C \) modifies an unmarked heap location, then we can use the standard SL specification to reason about it. If it modifies a heap location that is marked, then we can lift the state and leave the flow graph and node map components unchanged.

The commands inherited from [Vafeiadis 2008]. That is, these commands only affect the heap component of the state and leave the flow graph and node map components unchanged. If a standard command \( C \) modifies an unmarked heap location, then we can use the standard SL specification to reason about it. If it modifies a heap location that is marked, then we can lift the state and leave the flow graph and node map components unchanged. If a standard command \( C \) modifies an unmarked heap location, then we can use the standard SL specification to reason about it. If it modifies a heap location that is marked, then we can lift the state and leave the flow graph and node map components unchanged. If a standard command \( C \) modifies an unmarked heap location, then we can use the standard SL specification to reason about it. If it modifies a heap location that is marked, then we can lift the state and leave the flow graph and node map components unchanged.

Theorem 5.4. The commands : |, sync, mark, unmkark are local and their semantics satisfies the specifications given in Fig. 7.

Our logic RGSep[FI] thus satisfies all the requirements for a correct instantiation of RGSep.

5.5 Proving Entailments

Finally, we show several generic lemmas for proving entailments about SL assertions with flow interfaces. We only focus on lemmas that involve flow interfaces and omit lemmas about simple pure assertions involving inflows and flow maps. We also omit lemmas about the algebraic properties of flow interface composition, such as associativity. The lemmas are shown in Fig. 9.
We now demonstrate our flow framework by describing and verifying the Harris list. For simplicity, non-deterministically chooses where to insert a node or which node to delete. This is without loss of presentation, we consider a data structure without keys and abstract the algorithm to one that the composition of sorted lists is itself sorted.

APPLICATION 1: THE HARRIS LIST

We now demonstrate our flow framework by describing and verifying the Harris list. For simplicity, non-deterministically chooses where to insert a node or which node to delete. This is without loss of presentation, we consider a data structure without keys and abstract the algorithm to one that the composition of sorted lists is itself sorted.

For example, the lemma (DECOMP) implies that we can pull an arbitrary node \( N(x, I_x) \) from a good graph \( \text{Gr}(I) \) containing \( x \), obtaining a flow interface constraint \( I = I_1 \oplus I_2 \) that remembers that the two parts composed to \( I \). Lemma (COMP) uses \( Q(I) \) to denote either \( \text{Gr}(I) \) or \( [\phi]_I \) for some \( \phi \) and tells us that we can combine two dirty regions if the interfaces they are expecting (\( I'_1 \) and \( I'_2 \)) are compatible. The lemma (GRCOMP) states that we can always abstract two good graphs \( \text{Gr}(I_1) \oplus \text{Gr}(I_2) \) to a larger good graph \( \text{Gr}(I) \) that satisfies the composite interface \( I = I_1 \oplus I_2 \). The validity of this entailment follows from Lemma 4.18. (CONC) and (ABS) allow us to shift our reasoning from graph nodes to their heap representation and back. (ADDIN) and (ADDF) can be used to reason about adding new nodes to the state.

One advantage of our logic is that a lemma like (GRCOMP) is very general and can be used to compose two lists, two sorted lists, or two min-heaps. The good condition will ensure, for instance, that the composition of sorted lists is itself sorted.

6 APPLICATION 1: THE HARRIS LIST

We now demonstrate our flow framework by describing and verifying the Harris list. For simplicity of presentation, we consider a data structure without keys and abstract the algorithm to one that non-deterministically chooses where to insert a node or which node to delete. This is without loss of generality, as we are only proving memory safety and absence of memory leaks. Our proof can

\[
\begin{align*}
\text{Gr}(I) \land x \in I & \models \exists I_1, I_2. N(x, I_1) \ast \text{Gr}(I_2) \land I = I_1 \oplus I_2 \quad \text{(DECOMP)} \\
(\text{Gr}(I_1) \ast \ast \text{Gr}(I)) \land \text{Gr}(I) & \models I_2, \text{Gr}(I_1) \ast \text{Gr}(I_2) \quad \text{(GRDECOMP)} \\
\left[ Q_1(I_1^I) \right]_I \ast \left[ Q_2(I_2^I) \right]_I \land I' = I'_1 \oplus I'_2 & \models \left[ Q_1(I_1^I) \ast Q_2(I_2^I) \right]_{I_1 \oplus I_2} \quad \text{(COMP)} \\
\text{Gr}(I_1) \ast \text{Gr}(I_2) & \models \text{Gr}(I_1 \oplus I_2) \quad \text{(GRCOMP)} \\
(\text{Gr}(I_1) \ast \text{Gr}(I_2)) \land (N(x, I_x) \ast \text{Gr}(I_x)) & \models I_4, \text{Gr}(I_1) \ast N(x, I_x) \ast \text{Gr}(I_4) \quad \text{(DISJ)} \\
\land I_x^a \notin I_1^a & \models N(x, I) \equiv \exists a, f. [\gamma(x, in, a, f)]_I \land in = \{ x \mapsto _- \} \quad \text{(CONC)} \\
\land I = (\{ in \}, a, \text{ITE}(\text{in}(x) = 0, \epsilon, f)) & \quad \text{(ADDIN)} \\
\land I' = (\{ in \}, a, \text{ITE}(\text{in}(x) = 0, \epsilon, f)) & \quad \text{(ADDF)} \\
\land I \leq I' \land in \in I & \models \exists in' \in I'^{in}. \text{in} + 0 = \text{in}' + 0 \quad \text{(ADDIN)} \\
\land I' = I \oplus (\{ x \mapsto 0 \}, '_', '-') \land in \in I & \models \exists in' \in I'^{in}. \text{in} + 0 = \text{in}' + 0 \quad \text{(ADDF)} \\
\land I \leq I' \land I^f = e & \models I'^f = e \quad \text{(REPL)} \\
\land I \leq I' \land I^f = e & \models I'^f = e \quad \text{(REPLF)} \\
\land y \in I_2 & \quad \text{(STEP)} \\
N(x, I_x) \iff \text{Gr}(I) \land (x, y) \in I_x^f \land I^f = e & \models \exists I_y. (N(x, I_x) \ast N(y, I_y)) \iff \text{Gr}(I) \quad \text{(STEP-\iff)}
\end{align*}
\]

Fig. 9. Generic lemmas for proving entailments
procedure insert() {
  // Where: \( \Phi := \exists l. Gr(l) \land \varphi(l) \), \( \varphi(l) := \exists \text{in} \in \text{In}^n. \text{in} + 0 = \{ mh \mapsto (1, 0) \} + \{ fh \mapsto (0, 1) \} + 0 \land l^f = \varepsilon \)
  var l := mh; \[(N(l, l_f) \mapsto \Phi) \land l = mh\]
  var r := getUnmarked(l.next);
  while (r != null & & nondet()) {
    \[ (N(l, l_f) \mapsto \Phi) \land (r \neq null \Rightarrow (N(l, l_f) + N(r, l_f)) \mapsto \Phi) \]
    \}
  if (!isMarked(r)) {
    var n := new Node(r, null); \[(N(l, l_f) \mapsto \Phi) \land (n \mapsto r, null) \mapsto \sim \Phi(mh) \]
    mark(n, n); \[(N(l, l_f) \mapsto \Phi) \land (n \mapsto r, null) \mapsto \sim \Phi(mh) \]// Where: \( I_n := ((n \mapsto (0, 0)), \top, \varepsilon) \)
  atomic {
    // CAS(l.next, r, n)
    if (l.next == r) {
      \[ (l \mapsto n, \_l I \land N(l, I)) \Rightarrow [n \mapsto r, null] \mapsto N(l, I) \land \sim \Phi(mh) \]
      l.next := n;
      \[ (N(l, l_f) \mapsto \Phi) \land (n \mapsto r, null) \mapsto \sim \Phi(mh) \]
    } else var b := false; \[(N(l, l_f) \mapsto \Phi) \land (n \mapsto r, null) \mapsto \sim \Phi(mh) \]
  } ... // If CAS failed, unmark and free n, and call insert() again
}

Fig. 10. A fragment from the insert procedure on the Harris list.

be extended to prove these properties on the full Harris list, and our framework can also prove the key invariants needed to prove linearizability.

We now describe the flows and good conditions we use for this proof. To describe the structural properties, we use the product of two path-counting flows, one counting paths from the head of the main list \( mh \) and one from the head of the free list \( fh \). To reason about marking, we use the node domain \( \mathbb{N} \cup \{ \bot, \top \} \) under the ordering where \( \diamond \) is the smallest element, \( \top \) is the largest element, and all other elements are unordered. We label unmarked nodes with \( \diamond \), and marked nodes with the thread ID \( t \in \mathbb{N} \) of the thread that marked the node. This is in order to enforce that only the thread that marks a node may link it to the free list, a property needed to prove that the free list is acyclic.

Our good condition is specified by the following predicate:

\[
\varphi(n, in, a, f) := \exists n', n''. n \mapsto n', n'' \land a \neq \top \land (M(n') \Leftrightarrow a \neq \diamond) \land (0, 0) < \text{in}(n) \leq (1, 1)
\land (\text{in}(n) \geq (0, 1) \Rightarrow a \neq \diamond) \land (n = f \Rightarrow \text{in}(n) \geq (0, 1)) \land (\text{in}(n) \leq (1, 0) \Rightarrow n'' = \text{null})
\land f = \text{ITE}(u(n') = \text{null}, e, \{(n, u(n')) \mapsto (1, 0)\}) + \text{ITE}(n'' = \text{null}, e, \{(n, n'') \mapsto (0, 1)\}).
\]

This condition expresses that every node \( n \) is a heap cell containing two pointers \( n' \) (for the next field) and \( n'' \) (for the fnext field). \( n \) is either unmarked or marked with a thread ID \( (a \neq \top) \), but only if the value \( n' \) of field next has its mark bit set (encoded using the predicate \( M \)). We next use the path-counting flows to say that \( n \) has exactly 1 path on next edges from \( mh \), on fnext edges from \( fh \), or both. This enforces that all nodes are in at least one of the two lists, and this is how
we establish absence of memory leaks. The next few conjuncts say that all nodes in the free list are marked (\(in \geq (0, 1) \Rightarrow a \neq \diamond\)), that \(fI\) is a node in the free list, and that main list nodes have no \(fnext\) edges. The final line describes the edges: \(n\) has a \(next\) edge (encoded with the edge label \((1, 0)\)) to \(u(n')\) (the unmarked version of \(n'\), i.e. the actual pointer obtained from \(n'\) by masking the mark bit), and an \(fnext\) edge (label \((0, 1)\)) to \(n''\), but only if they are not null.

We use the global data structure invariant \(\Phi\) shown in line 2 of Fig. 10, which gives the appropriate non-zero inflow to \(fh\) and \(mh\). It is easy to see that with good condition \(\gamma\), \(\Phi\) describes a structure satisfying properties (a) to (d) of the Harris list from \(\S 2\).

We now describe the RGSep[Fl] proof for the \texttt{insert} procedure, shown in Fig. 10. Variables that are not program variables in the annotations are implicitly existentially quantified. All the entailments in this proof sketch can be proved with the help of our library of lemmas from \(\S 5.5\).

The procedure starts in a state satisfying \(\Phi\) and sets a variable \(I\) to equal the head of the main list. Since \(I\) is in the domain of the inflow \(In\) we use \texttt{Decomp} to decompose \(\Phi\) and get a single node \((N(I, I))\) included in the larger graph satisfying \(\Phi\) (line 3). We then read \(I.next\), store the unmarked version in \(r\), and enter a loop. At the beginning of the loop (line 5), since \(r \neq null\), we know by \(\gamma\) that \(I\) has a \(next\) edge to \(r\). But since \(\Phi\) implies \(I' = e\), we can use \((\text{STEP} = \rightarrow)\) to extract the node corresponding to \(r\) and obtain the annotation on line 5.

Inside the loop, we move \(1\) to \(r\) and then again read \(I.next\), unmark it, and set it to \(r\) (line 6). This dereference is memory safe because we know that we have access permission to \(1\) (by \(N(r, I)\) on line 5). Finally, to establish the annotation on line 6, we "drop" the node predicate corresponding to the old value of \(1\) and absorb it into \(\Phi\). The second conjunct is derived similar to the annotation on line 5. Note that the annotation at the end of the loop implies the annotation at the beginning of the loop if the loop check succeeds.

The loop terminates when the non-deterministic loop condition fails – presumably at the correct position to insert the new node. Since we only want to insert new nodes into the main list, we ensure \(1\) is unmarked (line 8). We then create the new node with next field \(r\) (which may equal null) in line 9. As this allocation only modifies the heap, the resulting node is described using a standard SL points-to predicate in the local state of the thread. To create a corresponding node in the graph we use the \texttt{mark} ghost command, which creates a new graph node with a zero inflow, the bottom node label, and no outgoing edges. The resulting state is described with a dirty predicate (line 10) as it is neither in sync nor a good node.

The next step is to swing \(I's\) next pointer from \(r\) to \(n\) using a CAS operation. The CAS is expanded into an atomic block (lines 11 to 20) in order to show the intermediate proof steps. Note that inside the atomic block there is no need for separation of shared and local state, as in RGSep one can reason sequentially about atomic executions. If the compare portion of the CAS succeeds, then we know that \(l\) is unmarked (\(I_l^a = \emptyset\)) and its next field equals \(r\) (we use a dirty predicate around \(l\) to express this). We use \((\text{GrDecomp}), (\text{Comp}), (\text{AddIn}),\) and \((\text{AddP})\) to decompose \(\Phi\) at this point and infer that \(I'\), the global interface extended with \(n\), also satisfies the global conditions \(\varphi(I')\) (line 13). The modification to \(1.next\) in the next line is memory safe since we have access permission to \(l\) (by \(l \mapsto r, \_\)).

Before we can bring the graph abstraction back to sync, we must establish that the change to the interface of some region is a contextual extension. As we saw with the example of inserting in a singly-linked list in Fig. 3, we must consider the region containing \(\{l, n\}\). Some pure reasoning about path-counts in this region can be used to infer that \(I_l \odot I_n \approx I_l' \odot I_n'\) (line 15). We then use a wishful assignment (line 16) to take a snapshot of the new interface \(I_1'\) of the region we wish to sync.

\(^4\)\(I \equiv I'\) is shorthand for \(I \leq I' \wedge I' \leq I\).
The other fact to prove before syncing the graph is to show that the region under modification is itself a good state. This is indicated in line 15 by using good node predicates inside the dirty region. To establish that \( n \) is a good node, for instance, we use a new interface \( I_n' \) which gives it an inflow of \((1,0)\), a node abstraction of \( \diamond \), and a flow map of one edge to \( r \) with label \((1,0)\). We then check that the heap representation of \( n \) along with this interface satisfies \( \gamma \). Similarly, we check that \( l \), with its new edge to \( n \) is still a good node. As the entire dirty region is a good state with a contextually extended interface, we can now use \texttt{sync} (line 17) to update the graph. We can then use the (\texttt{Repl}), (\texttt{ReplIn}), (\texttt{ReplF}), and (\texttt{Comp}) rules to establish that the new global interface satisfies the invariant \( \varphi(I'') \).

The final state (line 18) is once again a good state, which means that we have shown both memory safety and absence of memory leaks of this procedure. We have omitted the rest of the insert procedure due to space constraints, which frees the node \( n \) and restarts if the CAS failed, but note that this can be proved in a similar fashion. We have also omitted the reasoning about interference by other threads, which is done in RGSep by checking that each intermediate assertion is stable under the action of other threads. This is a syntactic check that can be done with the help of the entailment lemmas presented in Fig. 9. The full proof can be found in §A. One can also prove linearizability – for the Harris list, this requires a technique such as history variables since linearization points are dynamic – but the invariants of the data structure needed to show linearizability are expressible using flows.

This example shows that reasoning about programs using flow graphs and interfaces is as natural as with inductive predicates, and we can use similar unrolling and abstraction lemmas to reason about traversals of the data structure. Note that the intermediate assertions would have looked almost identical if we did not have a free list – the only place where we reason about the free list is in the global interface on line 2 and when we prove the local property \( I_l \oplus I_n \approx I'_l \oplus I'_n \) on line 15.

7 APPLICATION 2: DICTIONARIES

In this section, we use the flow framework to verify a large class of concurrent dictionary implementations. We base our approach on the edgeset framework of Shasha and Goodman [1988] that provides invariants, in terms of reachability properties of sets of keys, for proving linearizability of dictionary operations (search, insert, and delete). Linearizability means, informally, that each operation appears to happen atomically, i.e. at a single instant in time, and that if operation \( o_1 \) finishes before \( o_2 \) begins, then \( o_1 \) will appear to happen before \( o_2 \).

By encoding the edgeset framework using flows, we obtain a method of proving linearizability as well as memory safety. More importantly, we can use the power of flows to encode the data constraints independently of the shape. Thus our encoding will be data-structure-agnostic, meaning that we can verify any dictionary implementation that falls within the edgeset framework.

We first briefly describe the original edgeset framework, then show how to encode it using flows. We then give an abstract algorithm template and specifications for the dictionary operations that can be instantiated to concrete implementations. In §B we describe such an instantiation to a nontrivial implementation based on B+ trees, and show how we can verify it using this framework.

7.1 The Edgeset Framework

A dictionary is a key-value store that implements three basic operations: search, insert, and delete. For simplicity of exposition, we ignore the data values and treat the dictionary as containing only keys. We refer to a thread seeking to search for, insert, or delete a key \( k \) as an operation on \( k \), and to \( k \) as the operation’s query key. Let \( KS \) be the set of possible keys, e.g., all integers.

The edgeset framework describes certain invariants on the data layout in dictionary implementations and an abstract algorithm that will be correct if the invariants are maintained. These
invariants do not specify the shape of the data structure to be say a tree, list, or hash table, and instead describe properties of an abstract graph representation of the data structure (rather like the flow graph). The nodes in the graph can represent, for instance, an actual heap node (in the case of a list), an array cell (in the case of a hash table), or even a collection of fields and arrays (in the case of a B-tree). Nodes are labeled with the set of keys stored at the node (henceforth, the contents of the node). Each edge is labeled by a set of keys that we call the edgeset, and is defined as follows.

When a dictionary operation arrives at a node \( n \), the set of query keys for which the operation traverses an edge \( (n, n') \) is called the edgeset of \( (n, n') \). For example, in a BST, an operation on \( k \) moves from a node to its left child \( n_l \) if \( k \) is less than the key contained at the node, hence the edgeset of \( (n, n_l) \) is \( \{ k \mid k < n.key \} \). Note that \( k \) can be in the edgeset of \( (n, n') \) even if \( n \) is not reachable from any root; the edgeset is the set of query keys for which an operation would traverse \( (n, n') \) assuming it somehow found itself at \( n \).

The pathset of a path between nodes \( n_1 \) and \( n_2 \) is defined as the intersection of edgesets of every edge on the path, and is thus the set of keys for which operations starting at \( n_1 \) would arrive at \( n_2 \) assuming neither the path nor the edgesets along that path change. For example, in a sorted list, the pathset of a path from the head of a list to a node \( n \) is equal to the edgeset of the edge leading into \( n \) (i.e. the set \( \{ k \mid k < n.key \} \) where \( n' \) is \( n \)'s predecessor). With this, we define the inset of a node \( n \) as the union of the pathset of all paths from the root node to \( n \). \(^5\) If we take the inset of a node \( n \), and remove all the keys in the union of edgesets of edges leaving \( n \), we get the keyset of \( n \).

There are three desirable conditions on graphs representing dictionary data structures:

- (GS1) The keysets of two distinct nodes are disjoint. \(^6\)
- (GS2) The contents of every node are a subset of the keyset of that node.
- (GS3) The edgesets of two distinct edges leaving a node are disjoint.

Intuitively, (GS1) and (GS2) tell us we can treat the keyset of \( n \) as the set of keys that \( n \) can potentially contain. In this case, \( k \) is in the inset of \( n \) if and only if operations on \( k \) pass through \( n \), and \( k \) is in the keyset of \( n \) if and only if operations on \( k \) end up at \( n \). (GS3) requires that there is a deterministic path that operations follow, which is a desirable property that is true of all data structures in common use. A dictionary state that satisfies these conditions is called a good state.

The Keyset Theorem of Shasha and Goodman [1988] states, informally, that if every atomic operation preserves the good state property and \( k \) is in the keyset of a node \( n \) at the point when the operation looks for, inserts, or deletes \( k \) at \( n \), then the algorithm is linearizable. Intuitively, if \( k \) is in the keyset of \( n \), then since the keysets are disjoint we know that no other thread is performing an operation on \( k \) at any other node. And once this operation acquires a lock on \( n \) (or establishes exclusive access in another way, e.g. through a compare and swap), we know that operations on \( n \) will be atomic.

The challenge with using this framework for a formal proof in an SL-based program logic is that the invariants depend on quantities, like the inset, that are not local. The inset of a node \( n \) depends both on the global root as well as all paths in the data structure from the root to \( n \). We show next how to convert the good state conditions into local properties of nodes using flows.

### 7.2 Encoding the Edgeset Framework using Flows

Given a potentially-infinite set of keys, \( KS \), the set of subsets of \( KS \) forms a flow domain: \( (2^{KS}, \subseteq, \cup, \cup, \cap, \emptyset, KS) \). The node domain must contain a set of keys to keep track of the contents of each node, but we also wish to reason about locking. The challenge here is that threads may modify a

\(^5\)If there are multiple roots, then each edge has a different edgeset depending on the root, and hence the definitions of pathset and inset also depend on the particular root. The formalism can be extended to handle multiple roots in this manner.

\(^6\)The original paper required the keysets to partition \( KS \), but we note that this weaker condition is sufficient for linearizability.
Go with the Flow: Compositional Abstractions for Concurrent Data Structures (Extended)

1. procedure dictionaryOp(Key k) {
   \[ \{ \Phi \} \]
   2. var c := r; \[ \{ N(c, I_c) \iff \Phi \} \]
   3. while (true) {
      \[ \{ N(c, I_c) \iff \Phi \} \]
      4. lock(c); \[ \{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \} \]
      5. var n;
      6. if (inRange(c, k)) {
         \[ \{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \land t \in I_c^{in}(c) \} \]
         n := findNext(c, k);
         \[ \{ (N(c, I_c) \lor N(n, I_n)) \iff \Phi \land I_c^a = (\_ \{ t \}) \} \]
      } else {
         \[ \{ (N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \land n = r \} \]
         n := r;
         \[ \{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \land n = r \} \]
      }
      7. unlock(c); \[ \{ N(c, I_c) \iff \Phi \} \]
      8. var res := decisiveOp(c, k); \[ \{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \} \]
      9. unlock(c); \[ \{ N(c, I_c) \iff \Phi \} \]
      10. return res; \[ \{ \Phi \} \]
}

Fig. 11. The give-up template, with proof annotations in our logic.

\[
\begin{align*}
\{ N(c, I_c) \iff \Phi \} & \quad \text{lock(c); } \quad \{ N(c, I_c') \iff \Phi \land I_c^{a'} = (\_ \{ t \}) \land I_c \approx I_c' \} \\
\{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \} & \quad \text{unlock(c); } \quad \{ N(c, I_c') \iff \Phi \land I_c \approx I_c' \} \\
\{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \} & \quad \text{res := inRange(c, k); } \quad \{ N(c, I_c') \iff \Phi \land (res \Rightarrow k \in I_c^{in}(c)) \} \\
\{ N(c, I_c) \iff \Phi \land I_c^a = (\_ \{ t \}) \} & \quad \text{n := findNext(c, k); } \quad \{ N(c, I_c') \iff \Phi \land (n \neq null \land k \in I_c^{f}(c, n) \lor n = null \land \forall x \in I_c^{f}. k \not\in I_c^{f}(c, x)) \} \\
\{ N(c, I_c) \iff \Phi \land I_c^a = (C \{ t \}) \land k \in I_c^{in}(c) \} & \quad \text{res := decisiveOp(c, k); } \quad \{ N(c, I_c') \iff \Phi \land I_c \approx I_c' \land \Psi \}
\end{align*}
\]

where \( \Psi \) = \[
\begin{align*}
I_c^a &= (C \{ t \}) \land res \Rightarrow k \in C & \text{for member} \\
I_c^a &= (C \cup \{ k \}) \land res \Rightarrow k \not\in C & \text{for insert} \\
I_c^a &= (C \setminus \{ k \}) \land res \Rightarrow k \in C & \text{for delete}
\end{align*}
\]

Fig. 12. Specifications for helper functions.

locked node using a series of atomic operations such that the node does not satisfy the good state conditions in between operations, thus making the Keyset Theorem inapplicable. We do not want to use the dirty predicate to reason about such nodes, as this will complicate the global shared state invariant. Instead, we label nodes with elements of \( \mathbb{N} \cup \overline{\mathbb{N}} \), where \( \overline{\mathbb{N}} := \{ \overline{x} | x \in \mathbb{N} \} \). Here, \( \overline{0} \) denotes an unlocked node, \( t \) denotes a node locked by thread \( t \), and \( \overline{t} \) denotes a node locked by
thread $t$ whose heap representation is out of sync. Formally, we use a product of sets of keys and sets of augmented thread IDs as the node domain: $(2^{KS} \times 2^{\text{thread}}, \subseteq, \cup, (\emptyset, \emptyset))$, where $\subseteq$ and $\cup$ are lifted component-wise. In the following, all uses of $t$ implicitly assert that the label is not $\overline{t}$ for any $x \in \mathbb{N}$.

**Lemma 7.1.** For any graph $G$, $\text{cap}(G)(n, n')$ is the set of keys $k$ for which there exists a path from $n$ to $n'$, every edge of which contains $k$ in its edge label. In particular, if $\text{in}(x) = \text{ITE}(x = r, KS, 0)$ is an inflow on $G$, then $\text{flow}(\text{in}, G)(n)$ is the set of keys $k$ for which such a path exists from $r$ to $n$.

If we label each graph edge with its edgeset, then by Lemma 7.1, the flow at each node is the inset of that node. We can encode (GS3) easily using the good condition at each node, and by using sets of keys as the node domain, we can also encode (GS2). We further observe that for graphs with one root, edgesets leaving a node being pairwise disjoint implies that the keysets of every pair of nodes is disjoint. We can thus use a global data structure invariant that the inflow of the root is $KS$ and all other nodes $\emptyset$ to obtain (GS1).

This motivates us to use the following good condition

$$\gamma(x, \text{in}, (C, T), f) := \exists t. \ (\gamma_g(x, \text{in}, C, t, f) \land T = \{t\}) \land C \subseteq \text{in}(x) \land \forall y. \ (C \cap f(x, y) = \emptyset \land \forall z. \ f(x, y) \cap f(x, z) = \emptyset)$$

where $\gamma_g$ and $\gamma_b$ are user-specified SL predicates. $\gamma_g$ is to be instantiated with the heap implementation of a node in sync, and $\gamma_b$ with a description of a node that may not be in sync. The global data structure invariant enforces that the graph has no outgoing edges and that only the root gets a non-zero inflow:

$$\Phi := \exists I. \ \text{Gr}(I) \land \text{in} \in I^\text{in} \land \text{in} + 0 = \{r \mapsto KS\} + 0 \land I^f = \epsilon$$

**Lemma 7.2.** The flow graph component of any state satisfying $\Phi$ satisfies the good state conditions (GS1) to (GS3).

The original edgeset paper [Shasha and Goodman 1988] set out three template algorithms, based on different locking disciplines, along with invariants that implied their linearizability. Of these, we formalize the template based on the give-up technique here. Our method can be easily extended to the lock-coupling template, but we note that most practical algorithms use more fine-grained locking schemes. For the link technique, the third template, we need to encode the inreach, an inductive quantity depending on the keyset and edgesets, viz. $k$ is in the inreach of a node $n$ if $k$ is in the keyset of $n$ or $k$ is in the keyset of $n'$ and for every edge $e$ in the path from $n$ to $n'$, $k$ is in the edgeset of $e$. Being able to express the inreach would also give a simpler way to prove linearizability of the full Harris list. We would need to extend our framework to support second-order flows to define the inreach, and we leave this for future work.

We now describe the give-up template algorithm, shown in Fig. 11. This template can be used to build implementations of all three dictionary operations by defining the function $\text{decisiveOp}$ as described below. The basic idea is that every node stores a range, which is an under-approximation (i.e. always a subset) of its inset. An operation on key $k$ proceeds by starting at the root and enters a loop at line 3 where it follows edges that contain $k$ in their edgeset. Between two nodes, the algorithm has no locks on either node, to allow for more parallelism. Because of this, when it arrives at some node $c$, the first thing it does after locking it is to check $c$’s range field (the call to $\text{inRange}$ in line 6) to ensure that the dictionary operation is at a node whose inset contains $k$. If the check succeeds, then it calls another helper, $\text{findNext}$ at line 7, that checks if there exists a

\[\text{inRange}(x) = \text{shorthand for in}(x) \text{ for some } \text{in} \in I^\text{in}.\]

For graphs with several roots, each edgeset is defined with respect to each root and then this property holds for each root.
node \( n \) such that \( k \) is in the edgeset of \((c, n)\). If there is no such node, then we know that \( k \) must be in the keyset of \( c \), and we break from the loop (line 8) while holding the lock on \( c \). If the inRange check fails, then the algorithm gives up and starts again from the root \( r \) (line 13). If the search continues, the algorithm first unlocks \( c \) on line 15 before reassigning \( c \) to the next node \( n \).

When the algorithm breaks out of the loop, \( k \) must be in the keyset of \( c \) (line 15), so it calls decisiveOp to perform the operation on \( c \). It then unlocks \( c \), and returns the result of decisiveOp.

**Proof.** The proof annotations for this template (also shown in Fig. 11) are fairly straightforward, and entailments between them can be derived using the lemmas in Fig. 9, assuming that the user-provided implementations of the helper functions satisfy the specifications in Fig. 12. Note that these specifications are in terms of the entire shared state, even though the helper functions only modify the current node \( c \). This is a limitation of RGSep, and one can obtain local specifications for these functions by switching to a more advanced logic such as [Feng 2009a]. To reason about interference, we use the following actions to specify the modifications to the shared state allowed by a set of thread IDs \( T \):

\[
\begin{align*}
t \in T \land N(x, (In, (C, \{0\}), f)) \rightarrow N(x, (In, (C, T'), f)) \land T' \subseteq \{t, \overline{t}\} & \quad \text{(Lock)} \\
t \in T \land emp \rightarrow N(x, \{\{x \mapsto 0\}\}, (\emptyset, \{\overline{t}\}), \epsilon) & \quad \text{(Alloc)} \\
t \in T \land Gr(I) \land I^u \subseteq (\_ , \{t, \overline{t}\}) \rightarrow Gr(I') \land I'^u \subseteq (\_ , \{0, t, \overline{t}\}) \land I \preceq I' & \quad \text{(Sync)}
\end{align*}
\]

(Lock) allows a thread \( t \in T \) to lock an unlocked node; (Alloc) allows \( t \) to add new nodes with no inflow, contents, or outgoing edges; and (Sync) allows \( t \) to modify a locked region arbitrarily, as long as the new interface contextually extends the old one. The last action also allows it to unlock nodes it has locked. The guarantee of thread with id \( t_0 \) is made up of the above actions with \( T = \{t_0\} \), while the rely constitutes the above actions with \( T = N \setminus \{t_0\} \). To complete the proof that the template algorithm is memory safe and preserves the global data structure invariant, one must show the stability of every intermediate assertion in Fig. 11. This can be done syntactically using our lemmas, and an example of such a proof can be seen in §C.

**Proving Linearizability.** To prove that the template algorithm is linearizable, we adapt the Keyset Theorem to the language of flows. To show that all atomic operations maintain the good state conditions, we require that every intermediate assertion in our proof implies \( \Phi \). This is true of assertions in our template proof, but also needs to be true in the intermediate assertions used to prove that implementations of helper functions meet their specification. The condition about the query key \( k \) being in the keyset of the node at which a thread performs its operation is captured by the specifications in Fig. 12. We additionally require that each dictionary operation only modifies the contents of the global once, and that no other operation modifies the contents. We thus obtain the following re-statement of the Keyset Theorem:

**Theorem 7.3.** An implementation of the give-up template from Fig. 11 is memory safe and linearizable if the following conditions hold:

1. The helper functions satisfy the specification in Fig. 12 under the rely and guarantee specified above, with all intermediate assertions implying \( [\Phi] \ast \text{true} \).
2. Every execution of decisiveOp must have at most one call to sync that changes the contents of the flow graph.
3. All other calls to sync, including those in maintenance operations, do not change the contents of the graph region on which they operate.

---

\(^9\)We could, in theory, jump to any ancestor of that node. This will require a variable to keep track of the ancestor, and similar reasoning can be used.
Alternatively, our RGSep[FI] proof has established sufficient invariants to directly prove linearizability. One way to do this [Vafeiadis 2009] is to use auxiliary variables to track the abstract state of the data structure (we already have this as the set of contents in the global interface) and atomically execute the specification of each operation on this abstract state at the linearization point. One can then use a write-once variable to store the result of the abstract operation, and at the end of the operation prove that the implementation returns the same value as the specification.

This template algorithm can now be instantiated to any concrete implementation by providing predicates \( \gamma_d \) and \( \gamma_b \) to describe the heap layout of the data structure and implementing the helper functions such that they satisfy the conditions of Theorem 7.3. If there are any maintenance operations, for example splitting or merging nodes, these must also satisfy the invariants in the theorem under the given rely and guarantee. An example implementation of this template, the B+ tree, can be seen in §B.

8 RELATED WORK

Abstraction Mechanisms in Separation Logic. The prevalent mechanism for abstracting unbounded heap regions in separation logic is based on inductive predicates defined by separating conjunctions [Berdine et al. 2004; Brotherston et al. 2011; Cook et al. 2011; Enea et al. 2015; Iosif et al. 2014; Pek et al. 2014; Reynolds 2002]. For simple inductive data structures whose implementation follows regular traversal patterns, inductive predicates can be easier to work with than flow-based abstractions. Certain abstractions, for instance abstracting a list as a sequence of values, while possible to encode in flows, would be more natural with inductive predicates. However, as discussed in §2, inductive predicates are often ill-suited for abstracting concurrent data structures. The reasons include the dependence on specific traversal patterns in the inductive definitions of the predicates, and the implied restrictions on expressing sharing and data structure overlays with separating conjunction.

Ramiﬁcations [Hobor and Villard 2013; Mehnert et al. 2012] offer an alternative approach to reasoning about overlaid data structures and data structures with unrestricted sharing. These approaches express inductively deﬁned graph abstractions by using overlapping conjunctions of subheaps instead of separating conjunction. However, this necessitates complicated ramiﬁcation entailments involving magic wand to reason about updates. We do not need to use combinations of separating conjunction and overlapping conjunction or reason about entailments involving the notorious magic wand. Instead, we shift the reasoning to the composition and decomposition of inﬂows and ﬂow maps. While showing that a ﬂow graph satisﬁes conditions on the ﬂow in general requires computing ﬁxpoints over the graph, in proofs we only need to reason about them when a heap region is modiﬁed. These computations are typically easy because concurrent algorithms modify a bounded number of nodes at a time in order to minimize interference. Finally, we also obtain a uniform, and decoupled, way to reason about both shape and data properties, yielding abstractions that generalize over a wide variety of data structures such as in our encoding of the edgeset framework.

Yet another alternative for abstracting arbitrary graphs in SL is to use iterated separating conjunction [Müller et al. 2016; Raad et al. 2016; Reynolds 2002; Yang 2001]. Similar to ﬂow interfaces, such abstractions are not tied to speciﬁc traversal patterns and can capture invariants that are expressible as local conditions on nodes such as that the graph is closed. However, unlike ﬂow interfaces, iterated separating conjunctions cannot capture inductive properties of a graph (e.g. that the reachable nodes from a root form a tree). In essence, ﬂow interfaces occupy a sweet spot between inductive predicates and iterated separating conjunctions.
**Nondeterministic Monoidal Models of Separation Logic.** Our notion of flow graph composition naturally yields a nondeterministic monoidal model of SL where separating conjunction $*$ is interpreted as a ternary relation. However, the conventional meta-theory of SL [Calcagno et al. 2007; Dockins et al. 2009] requires $*$ to be partial-deterministic. We overcome this mismatch here by defining an appropriate equivalence relation on flow graphs (or, more precisely, their inflows) to enforce a functional interpretation of $*$. However, this solution leads to a slightly stronger model than is strictly necessary. It also adds some artificial complexity to the logic as the inflow equivalence classes must be reasoned about at the syntactic level. We believe that both of these issues can be avoided by considering a nondeterministic monoidal semantics as the starting point for the development of the program logic. Such semantics have been studied in the context of substructural logics, Boolean BI [Galmiche and Larchey-Wendling 2006], and more recently to obtain a more general proof theory of propositional abstract SL [Hou et al. 2014]. To our knowledge, flow graphs constitute the first example of a separation algebra with nondeterministic monoidal structure that has practical applications in program verification.

**Concurrent Separation Logics.** CSL was introduced by O'Hearn [2004]. A recent article by Brookes and O'Hearn [2016] provides a survey of the development of CSLs since then. Among the many improvements that have been developed are the idea of fractional permissions to reason about shared reads [Bornat et al. 2005; Heule et al. 2013], combinations of rely/guarantee reasoning [Feng et al. 2007; Vafeiadis and Parkinson 2007], and abstraction mechanisms for reasoning about different aspects of concurrency such as synchronization protocols for low-level lock implementations [Nanevski et al. 2014], and atomicity abstractions [da Rocha Pinto et al. 2014; Dinsdale-Young et al. 2010; Xiong et al. 2017]. We only discuss the most closely related works and otherwise refer the reader to the detailed discussion in [Brookes and O’Hearn 2016].

Vafeiadis and Parkinson introduced RGSep [Vafeiadis and Parkinson 2007] to marry rely/guarantee reasoning with separation logic. RGSep allows the actions of threads to be described by SL assertions, thereby abstracting from the specifics of the synchronization mechanism between threads. We chose RGSep as the basis for our logic because it provides a good trade-off between flexibility and simplicity when reasoning about concurrent data structure implementations. However, the logic also has limitations. One limitation is that it does not allow the shared state to be split and framed out. This is less of an issue in our work as the global shared state can always be described by a single $\text{Gr}$ predicate and carrying this predicate through all proofs does not add too much complexity. This limitation of RGSep was addressed in local RGSep [Feng 2009b] and our results can be easily adapted to that logic.

Another limitation of RGSep is that it lacks abstraction mechanisms that enable compositional reasoning about data structure clients. A number of solution to this problem have been proposed, including the views framework [Dinsdale-Young et al. 2013], Concurrent Abstract Predicates (CAP) [Dinsdale-Young et al. 2010], and TaDA [da Rocha Pinto et al. 2014]. The abstractions provided by these logics are orthogonal to the ones developed here. These logics have been used, e.g., to verify specifications of concurrent dictionary implementations based on B-trees and skip lists that enable compositional client verification [da Rocha Pinto et al. 2011; Xiong et al. 2017]. We believe that the proofs developed in [Xiong et al. 2017] can be further simplified by introducing flow interfaces as an intermediate abstraction of the considered data structures.

Higher-order concurrent separation logic [Jung et al. 2015; Krebbers et al. 2017] can express ghost state within the assertion language of the logic itself. This feature can be used to eliminate the restriction of RGSep[FI] that the semantics of the flow interface predicates is defined on the meta level and that it does not support nesting of flow interface abstractions (i.e., cases where a node of a flow graph should abstract from another flow graph contained in the node). Similarly,
higher-order CSL can express complex linearizability proofs directly without relegating a part of the proof argument to the meta level.

**Invariant Inference.** There is a large body of work on inferring invariants for heap-manipulating programs (e.g., [Sagiv et al. 2002]), including techniques based on separation logic [Calcagno et al. 2009; Distefano et al. 2006; Vafeiadis 2010]. Many of these approaches rely on some form of abstract interpretation [Cousot and Cousot 1977]. We believe that the least fixpoint characterization of flows in flow interfaces lends itself well to abstract interpretation techniques.

9 CONCLUSION

We have introduced flow interfaces as a novel approach to the abstraction of unbounded data structures in separation logic. The approach avoids several limitations of common solutions to such abstraction, allows unrestricted sharing and arbitrary traversals of heap regions, and provides a uniform treatment of data constraints. We have shown that flow interfaces are particularly well suited for reasoning about concurrent data structures and that they hold great promise for developing automated techniques for reasoning about implementation-agnostic abstractions.
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In the following proof sketches, \( t \) is the thread ID of the current thread. We use an augmented global shared state invariant that also enforces that \( ft \) is a node in the shared state:

\[
\Phi := \exists l. \text{Gr}(I) \land \varphi(I), \quad \varphi(I) := \exists \text{in} \in I^\text{in}. \text{in} + 0 = \{ \text{mh} \implies (1, 0) \} + \{ \text{fh} \implies (0, 1) \} + 0 \land ft \in I \land I' = \varepsilon
\]

\begin{verbatim}
1 procedure insert() {
2     [Φ]
3     var l := mh;  [N(I, I) \to Φ ∧ l = mh]
4     var r := getUnmarked(l.next);
5     while (r != null && nonempty()) {
6         l := r;  r := getUnmarked(l.next);  \[ (N(I, I)) \to Φ ∧ (r \neq null \to (N(I, I) + N(r, r)) \to Φ) \]
7     }
8     if (!isMarked(r)) {
9         var n := new Node(r, null);  \[ N(I, I) \to Φ \land \neg M(r) \]
10        mark(n, n);  \[ N(I, I) \to Φ \land [n \rightarrow r, null]I_n \land \neg M(r) \]  // Where: \( I_n := \{ (n \rightarrow (0, 0), \bot, \varepsilon) \}
11        atomic ( // CAS(l.next, r, n)
12            if (l.next == r) {
13                \left\{ \begin{aligned}
14                    \{ l \rightarrow r, \ldots \} \land N(I, I) & \rightarrow Φ \land \{ n \rightarrow r, null \}I_n \land I'^a = 0 \} & \quad \text{// Conc}
15                    \{ l \rightarrow r, \ldots \} \land N(I, I) & \land \text{Gr}(I_2) \land [n \rightarrow r, null]I_n \land I'^a = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \} & \quad \text{// GrDecomp}
16                    \{ l \rightarrow r, \ldots \} \land N(I, I) & \land \{ n \rightarrow r, null \}I_n \land \text{Gr}(I_2) \land I'^a = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \} & \quad \text{// Comp), \ (AddIn), (ADDF},
17                \end{aligned} \right.
18            }
19            l.next := n;
20            \[ N(I, I') \land \{ n \rightarrow r, null \}I_n \land \text{Gr}(I_2) \land I'^a = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \]
21            \[ N(I, I') \land N(n, I'n) \land \{ n \rightarrow r, null \}I_n \land \text{Gr}(I_2) \land I'^a = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \land I_1 = I_3 \oplus I_4 \]
22            var I' := \{ \text{Gr}(I') \land l \rightarrow \_ \_ \_ \} \in I_n^\text{in};
23            sync(I');
24            \{ N(I, I') \land N(n, I'n) \land \text{Gr}(I_2) \land I'^a = 0 \land I'_n = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \land I_1 = I_3 \oplus I_4 \}
25            \{ N(I, I') \land N(n, I'n) \land \text{Gr}(I_2) \land I'^a = 0 \land I'_n = 0 \land l = I_1 \oplus I_2 \land \varphi(I') \land I_1 = I_3 \oplus I_4 \}
26            var b := true;  \{ (N(I, I') \lor N(I', I')) \land Φ \land I'^a = 0 \land I'_n = 0 \land \varphi(b) \}
27     } else var b := false;  \[ N(I, I) \to Φ \land \{ n \rightarrow r, null \}I_n \land \neg b \]
28     unmark(n);  \[ Φ \land n \rightarrow r, \_ \_ \_ \]
29     free(n);  \[ Φ \]
30     insert();  \[ Φ \]
31     }
32 }
33
34 procedure delete() {
35     [Φ]
36     var l := mh;  [N(I, I) \to Φ ∧ l = mh]
37     var r := getUnmarked(l.next);
38     }
\end{verbatim}
while (r != null && nondet()) {
    \[[N(I, I') \ast N(r, I_r)] \Rightarrow \Phi\]
    l := r; r := getUnmarked(l.next);
    \[[N(I, I') \Rightarrow \Phi \land (r \neq null \Rightarrow \Phi)\]
}

if (r == null) return;
var x := r.next;
if (isMarked(x)) delete();
\[[N(I, I') \ast N(r, I_r)] \Rightarrow \Phi \land \neg M(x)\]

atomic { // CAS(r.next, x, getMarked(x))
    if (r.next == x) {
        \((N(I, I') \ast \{(r \mapsto x, \_ \_ N(r, I_r))\}) \Rightarrow \Phi \land I_{r}^a = \emptyset \land I_r^\text{in} = (1, 0)\)
        r.next := getMarked(x);
        \([N(I, I') \ast \{(r \mapsto x, \_ \_ N(r, I_r'))\}]_{I_r} \Rightarrow \Phi \land I_r^a = t \land I_r^\text{in} = (1, 0)\)
        \(\begin{align*}
            \text{var } I_r' \colon & [N(r, I_r')]_{I_r} \land \{r \mapsto \_ \_\} \in I_r^\text{in}; \\
            \text{sync}(I_r'); & \{(N(I, I')) \ast \{(r \mapsto x, \_ \_ N(r, I_r'))\}]_{I_r} \Rightarrow \Phi \land I_r^a = t \land I_r^\text{in} = (1, 0)\}
        \end{align*}\)
    } else var b := false;
}

if (b) {
    \[[r \mapsto x, \_ \_ N(r, I_r)] \Rightarrow \Phi \land I \in I \land I_r^a = t \land I_r^\text{in}(r) = (1, 0) \land r \neq ft\]
}

while (true) {
    \[[N(ft, I_f) \ast \{(r \mapsto x, \_ \_ N(r, I_r))\}]_{I_r} \Rightarrow \Phi \land I \in I \land I_r^a = t \land I_r^\text{in}(r) = (1, 0)\]
    atomic { // CAS(ft.next, null, r)
        if (ft.next == null) {
            \[[[ft \mapsto \_ \_ N(ft, I_f)] \ast \{(r \mapsto x, \_ \_ N(r, I_r))\}]_{I_r} \Rightarrow \Phi \land I \in I \land I_r^a = t \land I_r^\text{in}(r) = (1, 0)\]
            ft.next := r;
            \[[N(ft, I_f') \ast \{(r \mapsto x, \_ \_ N(r, I_r'))\}]_{I_r} \Rightarrow \Phi \land I \in I \land I_1 = I_f \oplus I_r \approx I_f' \oplus I_r' \land I_r^\text{in} = (1, 1)\]
            \(\begin{align*}
                \text{var } I_r' \colon & \{Gr(I_r')\}_{I_r} \land \{f \mapsto \_ \_ r \mapsto \_ \_\} \in I_r^\text{in}; \\
                \text{sync}(I_r'); & \{(N(ft, I_f') \ast \{(r \mapsto x, \_ \_ N(r, I_r'))\}]_{I_r} \Rightarrow \Phi \land I \in I \land I_r^\text{in} = (1, 1)\}
            \end{align*}\)
        } else var c := false;
    }
    if (c) {
        \[[N(ft, I_f) \ast \{(r \mapsto x, \_ \_ N(r, I_r))\}]_{I_r} \Rightarrow \Phi \land I \in I \land I_r^\text{in} = (1, 1)\]
    }
    ft := r;
    \[[r \mapsto x, \_ \_ N(r, I_r)] \Rightarrow \Phi \land I \in I\]
    break;
}

\}

atomic { // CAS(l.next, r, x)
    if (l.next == r) {
        \[[\{(l \mapsto r, \_ \_ \_ N(I, I_l)) \ast \{(r \mapsto x, \_ \_ N(r, I_r))\}] \Rightarrow \Phi\]
    }
    l.next := x;
    \[[N(I, I_l') \ast N(r, I_r')]_{I_r} \Rightarrow \Phi \land I_1 = I_l \oplus I_r \approx I_l' \oplus I_r'\]
    \(\begin{align*}
        \text{var } I_r' \colon & \{Gr(I_r')\}_{I_r} \land \{l \mapsto \_ \_ r \mapsto \_ \_\} \in I_r^\text{in}; \\
        \text{sync}(I_r'); & \{(N(I, I_l') \ast N(r, I_r')) \Rightarrow \Phi\}
    \end{align*}\)
}

\}

}
In this section we describe the B+ tree data structure and show how it is an instantiation of the give-up template, hence ensuring its memory safety and linearizability.

A B+ tree is a generalization of a binary search tree that implements a dictionary data structure. In a binary search tree (BST), each node contains a value \( k \) and up to two pointers \( y_l \) and \( y_r \). An operation takes the left branch if its query key is less than \( k \) and the right branch otherwise. A B+ tree generalizes this by having \( l \) values \( k_0, \ldots, k_{l-1} \) and \( l + 1 \) pointers \( y_0, \ldots, y_l \) at each node, such that \( l + 1 \) is between \( B \) and \( 2B \) for some constant \( B \). At internal nodes, an operation takes the branch \( y_i \) if its query key is between \( k_{i-1} \) and \( k_i \). From the perspective of the edgeset framework, the edgeset of an edge to \( y_i \) is \( \{ k \mid k_{i-1} \leq k < k_i \} \).

We store the inset of each node in a range field,
shown on the top right of each node as two values \((r_0, r_1)\) that denote the set \(\{k \mid r_0 \leq k < r_1\}\). The values stored at a leaf node are keys and make up the contents of the B+ tree. Nodes also contain \(l\), the number of values in a node, and a lock field to store the thread ID of the thread that holds a lock on the node. Fig. 13(a) shows an example of a B+ tree with \(B = 2\), and the corresponding flow graph is shown in Fig. 13(b).

In our code, we assume that a B+ tree node is implemented by the following struct definition:

```c
struct Node {
    Int lock, len;
    Key range[2];
    Key keys[2B];
    Node ptrs[2B];
}
```

This node structure is described in our logic by the following instantiations of the \(\gamma_g\) and \(\gamma_b\) predicates:

\[
\gamma_g(x, in, C, t, f) := \exists l, r_0, r_1, k, y. x \mapsto t, l, r_0, r_1, k_0, \ldots, k_{2B-1}, y_0, \ldots, y_{2B-1}
\]

\[
\land 0 \leq l < 2B \land in(x) = \{k \mid r_0 \leq k < r_1\} \land r_0 \leq k_0 \land k_{l-1} < r_1
\]

\[
\land C = \text{ITE}(y_0 \neq \text{null}, 0, \{k_i \mid 0 \leq i < l\})
\]

\[
\land f = \{(x, y_i) \mapsto \{k \mid \text{ITE}(i \leq 0, -\infty, k_{l-1}) \leq k < \text{ITE}(i \geq l, \infty, k_l)\} \mid y_i \neq \text{null}\}
\]

\[
\land \forall 0 < i < 2B. (i < l \Rightarrow k_{i-1} < k_i) \land (i \geq l \Rightarrow k_i = \text{null})
\]

\[
\land \exists i'. (i' = 0 \lor i' = l + 1) \land \forall i < 2B. (i' \leq i \Leftrightarrow y_i = \text{null})
\]

\[
\gamma_b(x, t) := x \mapsto t, \ldots, \ldots
\]

We also re-write the global data structure invariant as follows, to simplify notation in our proofs:

\[
\Phi := \exists I. \text{Gr}(I) \land \varphi(I) \quad \varphi(I) := \exists in \in I^{in}. \text{in} + 0 = \{r \mapsto \text{KS}\} + 0 \land I^f = \epsilon
\]

We now show the instantiations of the helper functions for the give-up template algorithm, along with the implementation of the delete operation (the insert and member operations are similar). The code is annotated with intermediate assertions that all imply the global data structure invariant \(\Phi\). We assume that \(t\) is the thread ID of the current thread. We have omitted the stability proofs, but these are syntactic and are similar to the example stability proof shown in §C.

```c
procedure lock(Node c) {
    \[ N(c, I_c) \mapsto \Phi \]
    while (true) {
        atomic { // Action: (Lock)
            if (c.lock == 0) {
                \[ \{ \{ c \mapsto 0, \ldots, \ldots \} \land N(c, I_c) \} \land \text{Gr}(I_c) \land I = I_c \oplus I_2 \land \varphi(I) \]
                c.lock := t;
                \[ \{ \text{Gr}(I_c') \}_C \land \{ c \mapsto t \} \in I_c^{in} ; \]
                var I_c';
                \[ N(c, I_c') \land \varphi(I') \land I_c' = I_c \oplus I_2 \land \varphi(I') \land I_c'^a = (C, t) \]
                break;
            }
        }
    }
}
```

```c
procedure unlock(Node c) {
    \[ N(c, I_c) \mapsto \Phi \land I_c'^a = (\ldots, \{t\}) \]
}
```

```c
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atomic { // Action: (Sync)
    \{(c \rightarrow t, \ldots, _, \ldots) \land N(c, I_c) \land Gr(I_c) \land I = I_c \oplus I_\ell \land \varphi(I)\}
}
c.lock := \emptyset; \{[N(c, I_c')]_{I_c} \land Gr(I_c') \land I = I_c \oplus I_\ell \land \varphi(I) \land I_c \approx I_c' \land I_c' = (C, t) \land I_c' = (C, 0)\}
var I_c' := \{Gr(I_c') \land \{c \rightarrow \}_c \in I_c^{in};
sync(I_c'); \{N(c, I_c') \land I' = I_c' \oplus I_\ell \land \varphi(I') \land I_c' = (C, 0)\}
\} \{N(c, I_c') \rightarrow \Phi \land I_c' \notin (KS, \{t\})\}
}

procedure inRange(Node c, Key k) { \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t})]\}
    \{[\sim y(c, \ldots, \sim, \ldots)]_{I_c} \rightarrow \Phi \land I_c' = (_{t})\}
\}
if (c.range[0] <= k && k < c.range[1]) {
    return true; \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t}) \land k \in I_c^{in}(c)\}
}
return false; \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t}) \land k \notin I_c^{in}(c)\}
}

procedure findNext(Node c, Key k) { \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t})]\}
    var i := 0;
    while (i < c.len && k >= c.keys[i]) {
        i := i + 1;
    }
    \{[c \rightarrow t, I, \ldots, \kappa, \gamma]_{I_c} \rightarrow \Phi \land I_c' = (_{t})\ \land \ITE(i \leq 0, -\infty, k_{i-1}) \leq k < \ITE(i \geq 1, I, k_1)\}
\}
if (i == c.len) {
    return null; \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t}) \land n = \null \land \forall x \in I_c^f. k \notin I_c^f(c, x)\}
} else {
    return c.ptrs[i]; \{[N(c, I_c) \rightarrow \Phi \land I_c' = (_{t}) \land n \neq \null \land k \in I_c^f(c, n)\}
}
}

procedure delete(Node c, Key k) { \{[N(c, I_c) \rightarrow \Phi \land I_c' = (C, \{t\}) \land k \in I_c^{in}(c) \land \forall x \in I_c^f. k \notin I_c^f(c, x)\}
    \{[N(c, I_c) \rightarrow \Phi \land k \in I_c^{in}(c) \land I_c^f = e\} // Because union of outgoing edgsets is KS
}
var i := 0;
while (i < c.len && k >= c.keys[i]) {
    i := i + 1;
}
\{[c \rightarrow \{t, I, \ldots, \kappa, \gamma\}]_{I_c} \rightarrow \Phi \land k \in I_c^{in}(c) \land I_c^f = e \land 0 \leq i \leq l \land (i = l \lor k < k_l)\}
if (i == c.len | | c.keys[i] != k) {
    return false; \{[N(c, I_c) \rightarrow \Phi \land I_c' = (C, \{t\}) \land k \notin C\}
} else {
    \{[c \rightarrow \{t, I, \ldots, \kappa, \gamma\}]_{I_c} \rightarrow \Phi \land 0 \leq i < l \land k = k_l\}
}
// First change node label to T to allow breaking good condition
var I_c' := \{Gr(I_c) \land \{c \rightarrow \}_c \in I_c^{in} \land I_c \approx I_c' \land I_c' = (C, \{t\}) \land I_c' = (C, \{\overline{T}\});
sync(I_c'); // Action: (Sync)
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\[
\left\{ \left[ c \mapsto \left[ t, l, \_ \_ \_ \_ \_ \_ \_ \_ \_ \right] \right] \right\} \Rightarrow \Phi \land 0 \leq i < l \land k \equiv k_i \land I_{c}^{a} = (., \{T\})
\]

while (i < c.len - 1) { // All these actions are also \((\text{Sync})\)s, with unchanged interfaces
  c.keys[i] := c.keys[i + 1];
  i := i + 1;
}

return true;

\]

C. EXAMPLE STABILITY PROOF

In RGSep, to show that an assertion \(S\) is stable under an action \(P \rightsquigarrow Q\), we need to show that \((P \rightsquigarrow S) \ast Q \Rightarrow S\), where \(\rightsquigarrow\) is the septraction operator. Septraction is the dual operator to magic wand \((P \twoheadleftarrow Q \equiv \neg(P \leftrightarrow \neg Q))\), and intuitively \((P \rightsquigarrow S)\) is the state obtained when we remove a state satisfying \(P\) from a state satisfying \(S\).

As an example, we now prove that the intermediate assertion at line 6 of Fig. 11 is stable under the action \((\text{Sync})\). This shows that if a thread has a reference to a node \(c\) that it has locked and it knows that \(k\) is in the inset of \(c\), then this knowledge is preserved after any combination of interference by other threads. Moreover, the global invariant of the data structure described by the good node condition is maintained. Note that this proof does not depend on the concrete good condition predicates, and so holds for any concrete implementation. Proving stability of all intermediate assertions is similarly easy, and furthermore the proofs are purely syntactic, and use generic lemmas that are not specific to the inset flow.

**Lemma C.1.** The formula \(N(c, I_c) \rightsquigarrow \Phi \land I_{c}^{a} = (., \{t\}) \land k \in I_{c}^{ln}(c)\) is stable under action \((\text{Sync})\).

**Proof.** (1) We start with

\[
\left( \left( \left( \text{Gr}(I_1) \land I_{1}^{a} \subseteq (., \{t', T\}) \right) \right) \right) \Rightarrow \left( N(c, I_c) \right) \Rightarrow \Phi \land I_{c}^{a} = (., \{t\}) \land k \in I_{c}^{ln}(c)
\]

(2) By expanding \(\Phi\), the spatial part of this formula is

\[
(\text{Gr}(I_1) \rightsquigarrow (N(c, I_c) \rightsquigarrow \text{Gr}(I))) \ast \text{Gr}(I_1')
\]

(3) \(N(c, I_c) \rightsquigarrow \text{Gr}(I) \equiv (N(c, I_c) \ast \text{true}) \land \text{Gr}(I)\), so we use \((\text{GrDecomp})\) to get

\[
(\text{Gr}(I_1) \rightsquigarrow ((N(c, I_c) \ast \text{Gr}(I_2)) \land \text{Gr}(I))) \ast \text{Gr}(I_1')
\]

(4) We use the SL identity \(P \rightsquigarrow Q \equiv P \rightsquigarrow (Q \land (P \ast \text{true}))\) to get

\[
(\text{Gr}(I_1) \rightsquigarrow ((\text{Gr}(I_1) \ast \text{true}) \land (N(c, I_c) \ast \text{Gr}(I_2)) \land \text{Gr}(I))) \ast \text{Gr}(I_1')
\]

(5) By \((\text{GrDecomp})\)

\[
(\text{Gr}(I_1) \rightsquigarrow ((\text{Gr}(I_1) \ast \text{Gr}(\_)) \land (N(c, I_c) \ast \text{Gr}(I_2)) \land \text{Gr}(I))) \ast \text{Gr}(I_1')
\]
(6) As $I_c^a = (_, \{t\}) \land I_1^a \subseteq (_, \{t', \overline{t}'\}) \land t \neq t' \models I_c^a \not\subseteq I_1^a$, use (Disj)

$\text{Gr}(I_1) \rightarrow \neg((\text{Gr}(I_1) \ast N(c, I_c) \ast \text{Gr}(I_3)) \land \text{Gr}(I)) \ast \text{Gr}(I')$

(7) Using (GrComp) and (Uniq) we get $I = I_1 \oplus I_c \oplus I_3$.

(8) By $P \rightarrow (P \ast Q) \Rightarrow Q$ for precise $P$,

$N(c, I_c) \ast \text{Gr}(I_3) \ast \text{Gr}(I')$

(9) As $I_1 \preceq I_1'$, we use (Repl) to get $I = I_1 \oplus I_c \oplus I_3 \preceq I_1' \oplus I_c \oplus I_3 = I'$.

(10) The pure parts of $\Phi$ were: $\exists \text{in} \in I^\text{ln}$. $\text{in} + 0 = \{r \mapsto \text{KS}\} + 0 \land I^f = \epsilon$. By (ReplIn) and (ReplF) on $I \preceq I'$, we get $\text{in} \in I'^\text{ln} \land I'^f = \epsilon$.

(11) Now use (GrComp) on (8), and by (7) we have

$(N(c, I_c) \ast \text{Gr}(I_3) \ast \text{Gr}(I_1')) \land \text{Gr}(I')$

(12) This implies

$N(c, I_c) \rightarrow \Phi \land I_c^a = (_, \{t\}) \land k \in I_c^{ln}(c)$

\[\square\]