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In this paper we analyze the asymptotic properties of \(\ell_1\) penalized maximum likelihood estimation of signals with piece-wise constant mean values and/or variances. The focus is on segmentation of a non-stationary time series with respect to changes in these model parameters. This change point detection and estimation problem is also referred to as total variation denoising or \(\ell_1\) -mean filtering and has many important applications in most fields of science and engineering. We establish the (approximate) sparse consistency properties, including rate of convergence, of the so-called fused lasso signal approximator (FLSA). We show that this only holds if the sign of the corresponding consecutive changes are all different, and that this estimator is otherwise incapable of correctly detecting the underlying sparsity pattern. The key idea is to notice that the optimality conditions for this problem can be analyzed using techniques related to brownian bridge theory.

1. Introduction. Methods for estimating the mean, trend or variance of a stochastic process from time series data have applications in almost all areas of science and engineering. For non-stationary data it is also important to detect abrupt changes in these parameters and to be able to segment the data into the corresponding stationary subsets. Such applications include failure detection and fault diagnosis. An important case is noise removal from a piecewise constant signal, for which there are a wide range of proposed denoising methods. This problem is also known as step detection, and is a special case of change point detection. We refer to [18, 19] for a recent survey of such methods, including the method of one dimensional total variation (TV) denoising to be analyzed in the current paper. TV denoising was introduced in [26], and is closely related to the fused lasso method/signal approximator, [29, 14], the generalized lasso method, [30], and basis pursuit denoising with

*This work was partially supported by the Swedish Research Council and the Linnaeus Center ACCESS at KTH. The research leading to these results has received funding from the European Research Council under the European Community’s Seventh Framework program (FP7 2007-2013) / ERC Grant Agreement N. 267381.

AMS 2000 subject classifications: Primary 62G08, 62G20

Keywords and phrases: Fused Lasso, TV denoising, Fused Lasso Signal Approximator, change point detection.
a heaviside dictionary, [4]. The idea is use $\ell_1$ norm regularization to promote sparseness. Detection of changes in trends using this framework has recently been studied in the paper [17], where $\ell_1$ trend filtering was introduced. This is an extension of the Hodrick-Prescott filter, [13]. We will analyze in detail the corresponding $\ell_1$ mean filtering algorithm.

The literature on $\ell_1$ regularized estimation methods in statistics is vast, and we have only given some relevant snap-shots of important references. We refer to the papers above for a more complete bibliography. There are several textbooks covering this topic, e.g., [3, 12].

In this paper we analyze the asymptotic properties of the fused lasso method/signal approximator (FLSA), focusing in its ability to approximately detect the location of the change points in the measured signal. Even though the support recovery properties of the fused lasso have already been studied in the literature (see the next subsection for references), and it has been established that as the number of samples increases, the fused lasso cannot recover the location of the change points exactly, our focus is on the approximate recovery of these change points. In particular, we will show that this is possible under well defined circumstances, based on an interesting interpretation of the fused lasso estimate based on duality theory of convex optimization.

The paper is structured as follows: First we will give an intuitive introduction to the methods and the corresponding theory to be studied in the paper. The main results are presented in Section 2. In order to improve the readability of the paper, most of the proofs are collected in the Appendix A, except for those of the main results on consistency and inconsistency of the FLSA algorithm. In Section 3, we discuss extensions including $\ell_1$ variance filtering. The paper is concluded in Section 4.

1.1. Problem formulation. Consider the data $\{y_t, t = 1, \ldots, N\}$ and assume that it has been generated by the non-stationary Gaussian stochastic process

$$y_t \sim \mathcal{N}(m_t, 1), \text{ where } m_{t+1} = m_t \text{ “often”}.$$  

The problem is now to estimate the means $m_t, t = 1, \ldots, N$, from the given data. To start with we have simplified the formulation by assuming a given fixed variance. This assumption will be relaxed in Section 3. In order to solve this problem we first need to specify what we mean by “often”. This could be done by specifying the probability of a change and then using for example multiple model estimation methods [10]. Here we will just assume that the mean value function is piecewise constant as a function of time $t$. One way
to measure the variability of a sequence \( \{m_t, t = 1, \ldots, N\} \) is to calculate its Total Variation (TV): \[
\sum_{t=2}^{N} |m_t - m_{t-1}|.
\]
This is the \( \ell_1 \)-norm of the first-difference sequence and can be seen as a convex approximation/relaxation of counting the number of changes. The fit to the data is measured by the least squares cost function
\[
\frac{1}{2} \sum_{t=1}^{N} (y_t - m_t)^2,
\]
which is related to the Maximum Likelihood (ML) cost function for the normal distributed case. The so-called \( \ell_1 \) mean filter, the TV denoising estimate or the FLSA (fused lasso signal approximator) is given by minimizing a convex combination of these two cost functions,
\[
\min_{m_1, \ldots, m_N} \sum_{t=1}^{N} (y_t - m_t)^2 + \lambda \sum_{t=2}^{N} |m_t - m_{t-1}|.
\]
(1.2)
This is a convex optimization problem with only one design parameter, namely \( \lambda \). The TV cost will promote solutions for which \( m_t - m_{t-1} = 0 \), i.e., a piecewise constant estimate. The choice of the regularization parameter \( \lambda \) is very important and provides a balance between the fit to the data and stressing the structure constraint. The same idea can be used for the multivariate case, i.e., for a vector valued stochastic process. The \( \ell_1 \) norm can then be replaced by a sum of norms and the vector estimate \( m_t \in \mathbb{R}^n \) is given by
\[
\min_{m_1, \ldots, m_N} \sum_{t=1}^{N} \|y_t - m_t\|_2^2 + \lambda \sum_{t=2}^{N} \|m_t - m_{t-1}\|_p,
\]
where typically \( p = 1, 2 \). This is known as sum-of-norms regularization [22].

There are several known results and properties for the FLSA (1.2), but also many open questions: The convex optimization problem (1.2) can be solved very efficiently with a wide range of methods. Standard interior point software can be used for moderate sized problems. For larger size problems (where \( n \times N \) is large) first order methods, such as the alternating direction method of multipliers (ADMM), have nice scaling properties, see [1, 32]. Our focus here will, however, be on theory rather than algorithms.

The key design parameter is \( \lambda \). It is known that for sufficiently large values of \( \lambda \), say \( \lambda \geq \lambda_{\text{max}} \), where \( \lambda_{\text{max}} \) will be defined later, the solution to (1.2) is
the empirical mean estimate

\[ \hat{m}_t = \frac{1}{N} \sum_{j=1}^{N} y_j, \]

i.e., we only have one segment. We will re-derive the expression for \( \lambda_{\text{max}} \) in our analysis to follow. It is also known that the optimal solution \( \hat{m}_t(\lambda) \) is piecewise linear as a function of \( \lambda \), and that by reducing \( \lambda \) we only introduce new change points but will keep the change points obtained from larger values of \( \lambda \). To be more precise, as \( \lambda \) decreases, neither the transition times nor signs change, but only new transition times appear. This is referred to as the boundary lemma in [30], it was first proven in [8] and further discussed in [14].

It is known that problem (1.2) can be reformulated as a standard \( \ell_1 \) lasso problem

\[
\min_{x} \|y - Ax\|^2_2 + \lambda \|x\|_1,
\]

for which necessary conditions for recovery of sparse solutions \( x \) are known. For example the lasso estimator can only asymptotically recover the correct sparsity pattern if the \( A \) matrix satisfies the so-called irrepresentable condition, [34]. However, even if these conditions do not hold the lasso estimator may still produce \( \ell_2 \) consistent estimates, see [21].

Some asymptotic convergence properties of the fused lasso are given in [24], where conditions are derived under which the FLSA detects the exact location of the change points as \( N \to \infty \); however, the results in [24] are not completely right, since, as discussed in [11], it is not possible to recover the exact change points even asymptotically, as the irrepresentable condition does not hold. On the other hand, \( \ell_2 \) consistency of the FLSA holds under more general conditions, c.f. [11]. In [23], a modified version of the FLSA is shown to recover the exact change points as the noise variance goes to zero.

### 1.2. Optimality Conditions

Let us rewrite the FLSA problem (1.2) as

\[
\min_{\{m_t\}_{t=1}^{N}, \{w_t\}_{t=2}^{N}} \frac{1}{2} \sum_{t=1}^{N} (y_t - m_t)^2 + \lambda \sum_{t=2}^{N} |w_t| \quad \text{s.t.} \quad w_t = m_t - m_{t-1}, \quad t = 2, \ldots, N,
\]

and introduce the variables

\[
z_t = \sum_{j=1}^{t-1} (m_j - y_j), \quad t = 2, \ldots, N.
\]
We will now show that \( \{ z_t, t = 2, \ldots, N \} \) are the dual variables (prices) of problem (1.3) and that the Karush-Kuhn-Tucker (KKT) optimality conditions [20] are

\[
\begin{align*}
  z_1 &= z_{N+1} = 0, \\
  |z_t| &\leq \lambda, \ t = 2, \ldots, N, \\
  |z_t| < \lambda \text{ (constant)} &\Rightarrow m_t = m_{t-1}, \\
  |z_{t_k}| = \lambda \text{ (transition)} &\Rightarrow \text{sgn}(m_{t_k} - m_{t_k-1}) = \text{sgn}(z_{t_k}),
\end{align*}
\]

where \( t_0 < t_1 < \cdots < t_M \leq N \) are the optimal transition times (change points).

To prove this, first differentiate the Lagrangian function (using vector notation for its argument)

\[
L(m,w,z) = \frac{1}{2} \sum_{t=1}^{N} (y_t - m_t)^2 + \lambda \sum_{t=2}^{N} |w_t| + \sum_{t=2}^{N} z_t(m_t - m_{t-1} - w_t)
\]

with respect to \( m_t \) to obtain

\[
\begin{align*}
  -(y_1 - m_1) - z_2 &= 0, \\
  -(y_t - m_t) + z_t - z_{t+1} &= 0, \quad t = 2, \ldots, N - 1, \\
  -(y_N - m_N) + z_N &= 0.
\end{align*}
\]

By adding up these equations, setting \( z_1 = z_{N+1} = 0 \), we obtain the expression (1.4) for \( z_t \). The sub-gradient [25] of the Lagrangian (1.6) with respect to \( w_t \) equals

\[
\lambda \text{Sgn}(w_t) - z_t, \quad t = 2, \ldots, N,
\]

where

\[
\text{Sgn}(w_t) \in \begin{cases} 
{-1}, & w_t < 0, \\
[-1,1], & w_t = 0, \\
{1}, & w_t > 0.
\end{cases}
\]

This gives the optimality conditions \( z_t = \lambda \text{Sgn}(w_t) \), \( t = 2, \ldots, N \), which with \( w_t = m_t - m_{t-1} \) (the constraint) proves the second part of (1.5).

An alternative way to derive these conditions is by means of the dual problem of (1.3), namely

\[
\begin{align*}
  \max_{z_t} \quad & -\frac{1}{2} \sum_{t=1}^{N} (z_{t+1} - z_t - y_t)^2 \\
\text{s.t.} \quad & |z_t| \leq \lambda, \quad z_1 = z_{N+1} = 0.
\end{align*}
\]
The solution to the primal problem (1.3) can be recovered from (1.7) as

\[ m_t = y_t + z_{t+1} - z_t. \]

Also notice that the unconstrained solution to (1.8) is

\[ z_t = C_1 + C_2t + \sum (-y_j). \]

These observations can be found in, e.g., [30] and as pointed out in [5] they are related to the taut string algorithm in [6] already published in 2001. Our key observation is that the dual variables \( z_t \) determined by (1.5) can be viewed as a Random Bridge, the discrete equivalent of a Brownian Bridge, i.e., a random walk with changing drift and end constraints,

\[ z_1 = 0, \quad z_t = \sum_{j=1}^{t-1} [m_j - y_j], \quad z_{N+1} = 0. \]

The corresponding visual insight will help us to further analyze the properties of the FLSA.

1.3. Lambda Max. To start with, assume that the optimal solution is the empirical mean with corresponding dual variables

\[ \hat{m} = \frac{1}{N} \sum_{j=1}^{N} y_j, \quad z_t(\hat{m}) = \sum_{j=1}^{t-1} (\hat{m} - y_j). \]

Define

\[ \lambda_{\text{max}} = \max_{k=1,\ldots,N} |z_{k+1}(\hat{m})| = \max_{k=1,\ldots,N} k \left| \frac{1}{N} \sum_{j=1}^{N} y_j - \frac{1}{k} \sum_{t=1}^{k} y_t \right|. \]

Assume that \( \lambda > \lambda_{\text{max}} \) in (1.5). Then

\[ |z_t| \leq \max_{1 \leq k \leq N} |z_{k+1}| = \lambda_{\text{max}} < \lambda, \]

which means that \( |z_t| \) will never reach \( \lambda \) and we can only have one segment. Thus the optimal solution is the empirical mean \( \hat{m} \). This simple analysis provides an intuitive explanation for the \( \lambda_{\text{max}} \) result, e.g., derived in [17].
1.4. The Bias. We will now use the optimality conditions (1.5) to obtain a more precise characterization of $z_t$. Let $\{1 < t_1 < \ldots < t_{M-1} \leq N\}$ be the transition (change point) times, i.e. $|z_{t_k}| = \lambda$. Then (1.5) implies

\[
z_t = \sum_{j=1}^{t-1}(m_j - y_j), \quad z_{t_k} = \lambda \text{sgn}(m_{t_k} - m_{t_{k-1}}).
\]

Here we have used that $m_{t_{k-1}} = m_{t_{k-1}}$, since there is no transition in the interval $t_{k-1} < t < t_k$. Subtracting these expressions gives

\[
z_{t_{k+1}} - z_{t_k} = \sum_{j=t_k}^{t_{k+1}-1} (m_j - y_j).
\]

We can now find the FLSA solution as

\[
m_1 = \frac{1}{t_1 - 1} \sum_{j=1}^{t_1-1} y_j + \frac{\lambda}{t_1 - 1} \text{sgn}(m_{t_1} - m_1),
\]

\[
m_{t_k} = \frac{1}{t_{k+1} - t_k} \sum_{j=t_k}^{t_{k+1}-1} y_j + \frac{\lambda}{t_{k+1} - t_k} \left( \text{sgn}[m_{t_{k+1}} - m_{t_k}] - \text{sgn}[m_{t_k} - m_{t_{k-1}}] \right).
\]

Since

\[
z_t = \lambda \text{sgn}(m_{t_k} - m_{t_{k-1}}) + \sum_{t=t_k}^{t-1} (m_t - y_t), \quad t_k < t < t_{k+1},
\]

we can see that the bias part of $m_{t_k}$, that is,

\[
(1.10) \quad \frac{\lambda}{t_{k+1} - t_k} \left( \text{sgn}[m_{t_{k+1}} - m_{t_k}] - \text{sgn}[m_{t_k} - m_{t_{k-1}}] \right),
\]

will provide a drift term to $z_t$ in the interval $t_k < t < t_{k+1}$. This observation will be of utmost importance in the analysis to follow, which will be illustrated by the next two examples.

1.5. Example 1. Consider a signal $\{y_t\}$ which satisfies $y_t \sim \mathcal{N}(m_t, 1)$, where $\{m_t\}$ is a piece-wise constant sequence:

\[
m_t = \begin{cases} 
  1, & \text{if } 0 < t \leq 1000, \\
  2, & \text{if } 1000 < t \leq 2000, \\
  1, & \text{if } 2000 < t \leq 4000.
\end{cases}
\]
Given 4000 measurements \( \{y_1, \ldots, y_{4000}\} \) plotted in Figure 1, we want to estimate the means \( m_1, \ldots, m_{4000} \). To solve problem (1.2) with \( \lambda = \lambda_{\text{max}}/3 \), c.f. (1.9), a package for specifying and solving convex programs called CVX [9] is used. The data is plotted in Figure 1. Figure 2 shows the true mean, the fused lasso (FLSA) estimate and the polished estimate, where the means have been re-estimated in the detected intervals. The results are good, in the sense that the change points have been correctly estimated (within reasonable precision).
1.6. **Example 2.** Let us now replace the true mean sequence by

\[
  m_t = \begin{cases} 
    1, & \text{if } 0 < t \leq 1000, \\
    2, & \text{if } 1000 < t \leq 2000, \\
    3, & \text{if } 2000 < t \leq 4000.
  \end{cases}
\]

The corresponding data set is plotted in Figure 3, and the resulting estimates are shown in Figure 4. Here we have a detection error in the second interval.

---

**Fig 3. Data Set 2.**

**Fig 4. Results for Data Set 2.**

1.7. **Explanation of Examples 1 and 2.** To explain the different outcomes let us also plot the corresponding optimal dual variables \( \{z_t\} \) called “random
walk” in Figures 5 and 6. We notice that the incorrect detection in Example 2 can be explained by the bias term (1.10) that is zero for that example in the second interval. This means that the drift in the random walk is zero and hence the optimal solution is very sensitive to the noise; in particular, estimated change points appear every time the random walk touches the $+\lambda$ boundary. We will call this the stair-case problem, since the reason is that the sign of the changes are both equal. This will be a key observation in the analysis of FLSA to follow in the next section.

**Fig 5.** Results and corresponding optimal dual variables for Example 1.

**Fig 6.** Results and corresponding optimal dual variables for Example 2.
2. Consistency and Lack of Consistency. In this section we study the sparsity sign consistency (usually called “sparsistency”) of the standard FLSA, given by

\[
\min_{m_1,\ldots,m_N} \frac{1}{2} \sum_{t=1}^{N} (y_t - m_t)^2 + \lambda \sum_{t=2}^{N} |m_t - m_{t-1}|.
\]

(2.1)

where a proper stochastic description of \{y_t\} will be postponed until later. We will rephrase some of the results of the previous section as lemmas.

As seen in Section 1.2, the KKT conditions for the optimal solution of (2.1) are given by

\[
m - y = Az
\]

(2.2)

where \(y := [y_1 \cdots y_N]^T\), \(m := [m_1 \cdots m_N]^T\), and

\[
A := \begin{bmatrix}
1 & 0 & & \\
-1 & 1 & & \\
& \ddots & \ddots & \\
0 & -1 & 1 & \\
\end{bmatrix}, \quad z := \begin{bmatrix}
z_2 \\
\vdots \\
z_N
\end{bmatrix},
\]

(2.3)

\[
z_t = \begin{cases}
\lambda \text{sgn}(m_t - m_{t-1}), & \text{if } m_t \neq m_{t-1} \\
\in [-\lambda, \lambda], & \text{otherwise.}
\end{cases}
\]

Based on the KKT conditions, a simple characterization of the optimal solutions of problem (2.1) can be derived.

**Lemma 2.1 (Characterization of optimal solution).** \(m := [m_1 \cdots m_N]^T\) is an optimal solution of problem (2.1) iff

\[
\max_{1 \leq k \leq N-1} \left| \sum_{t=1}^{k} (m_t - y_t) \right| \leq \lambda
\]

(2.4)

\[
\sum_{t=1}^{t_k-1} (m_t - y_t) = \lambda \text{sgn}(m_{t_{k+1}} - m_{t_k}), \quad k = 1, \ldots, M-1
\]

where \(1 < t_1 < \cdots < t_{M-1} \leq N\) are the values of \(t \in \{1, \ldots, N\}\) at which \(m_t \neq m_{t-1}\), and \(t_0 = 1\).
By using
\[ z_1 = 0, \quad z_j = \sum_{t=1}^{j-1} [m_t - y_t], \quad z_{N+1} = 0, \]
Lemma 2.1 just gives the optimality conditions (1.5) derived in Section 1.2. The bias result in Section 1.4 is given in Lemma 2.2. This lemma establishes the solution of problem (2.1) when the location of the transition times \( 1 = t_0 < t_1 < \cdots < t_{M-1} \leq N \) (see the notation in Lemma 2.1) and the transition signs are known.

**Lemma 2.2** (Solution for known transition times). Following the notation of Lemma 2.1, assume that the transition times \( 1 = t_0 < t_1 < \cdots < t_{M-1} \leq N \) and the signs \( s_k := \text{sgn}(m_{t_k} - m_{t_{k-1}}) \) \((k = 1, \ldots, M-1)\) for an optimal solution \( m \) of problem (2.1) are known. Then, \( m \) is given by

\[
m_1 = \frac{1}{t_1 - 1} \sum_{t=1}^{t_1-1} y_t + \frac{1}{t_1 - 1} \lambda s_1, \\
m_k = \frac{1}{t_{k+1} - t_k} \sum_{t=t_k}^{t_{k+1}-1} y_t + \frac{1}{t_{k+1} - t_k} \lambda(s_{k+1} - s_k); \quad k = 1, \ldots, M-1,
\]
where \( s_m := 0 \).

The following lemma establishes that, as \( \lambda \) is decreased, neither the transition times \( 1 = t_0 < t_1 < \cdots < t_M = N + 1 \) nor the signs \( s_k = \text{sgn}(m_{t_k} - m_{t_{k-1}}) \) change, but only new transition times appear. This lemma is essentially [8][Proposition 2 (A2)] and is similar to the so-called “boundary lemma” of [30]. For a proof, we refer the reader to those references.

**Lemma 2.3** (Immobility of transition times). Following the notation of Lemma 2.2, let \( 1 = t_0^\lambda < t_1^\lambda < \cdots < t_{M^\lambda}^\lambda = N + 1 \) be the transition times for a particular value of \( \lambda \). Then, if \( t \) is a transition time for \( \lambda = \lambda_0 \), i.e., \( t = t_k^\lambda \) for some \( k \in \{1, \ldots, M^\lambda - 1\} \), then for every \( \lambda < \lambda_0 \), \( t = t_{k'}^\lambda \) for some \( k' \in \{1, \ldots, M^\lambda - 1\} \).

Lemmas 2.1, 2.2 and 2.3 give a nice interpretation of the FLSA estimate. Consider Figure 7. Here, \( y_t \) corresponds to the sketch of a noisy piece-wise constant signal, and \( m_t \) is its FLSA estimate. Below this diagram, the dual variables \( z_t = \sum_{j=1}^{t-1} [m_j - y_j] \) are displayed. According to Lemma 2.2, \( z_t \) corresponds to a random bridge (c.f. previous section), i.e., a conditioned random walk with drift whose end points are fixed at zero: \( z_0 = z_N = \ldots \).
0. Furthermore, $m_t$ is such that $|z_t|$ is bounded by $\lambda$, staying constant in segments where $|z_t| < \lambda$. $z_t$ takes the value $\lambda$ at those time instants where $m_t$ increases, and $-\lambda$ when $m_t$ decreases; in other words, $z_t$ is forced to take specific values at the end points of each segment where $m_t$ remains constant. To satisfy these end conditions, $m_t$ is subject to a bias, which is positive or negative depending on whether $m_t$ in the respective segment is a local minimum or maximum, respectively, c.f. Lemma 2.2; in case the segment is part of an ascending or descending “staircase” (i.e., the segments lie between two change points where $m_t$ increases or decreases on both), the bias is zero. Notice in addition that the bias is higher for larger values of $\lambda$; in fact, as $\lambda$ is increased, the values of $m_t$ for consecutive segments get closer, until some critical value of $\lambda$ is reached, beyond which a change point disappears (i.e., some consecutive segments are fused together). However, according to Lemma 2.3, the location of the change points does not change with $\lambda$; they can merely disappear as $\lambda$ increases. As seen in Section 1.3, for $\lambda \geq \lambda_{\text{max}}$, all segments are fused together into one single segment.
The random bridge interpretation is very clear, and gives an intuitive explanation of conditions under which the FLSA provides a consistent estimate. We will digress for the moment, and study the consistency problem from the point of view of the so-called “irrepresentable conditions”.

2.1. The Irrepresentable Conditions. One approach to study the consistency of FLSA is to reformulate it as a standard lasso problem, and then to work with the so-called irrepresentable condition. It is well known [30] that the FLSA can be formulated as an almost standard lasso problem of the form

\[
\min_{\tilde{x}} \frac{1}{2} \| y - \tilde{A} \tilde{x} \|_2^2 + \lambda \sum_{t=2}^{N} |\tilde{x}_t|.
\] (2.5)

To this end, we can define \( \tilde{x}_1 := m_1 \), \( \tilde{x}_t := m_t - m_{t-1} \) for \( t = 2, \ldots, N \), and

\[ \tilde{A} := \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 1 & 1 & \ddots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 1 & 1 & \cdots & 1 \end{bmatrix} \in \mathbb{R}^{N \times N}. \]

Equation (2.5) is not a standard lasso estimator yet, since the \( \ell_1 \) penalty involves only \( N - 1 \) of the \( N \) components in \( \tilde{x} \). However, it is possible to formulate the FLSA as a fully standard lasso, as shown in the following lemma.

\textbf{Lemma 2.4 (Lasso equivalent form of the FLSA).} The FLSA can be reformulated as

\[
\min_{x} \frac{1}{2} \| \tilde{y} - A x \|_2^2 + \lambda \| x \|_1,
\] (2.6)

where \( x \in \mathbb{R}^{N-1} \) is given by \( x_t := \tilde{x}_{t+1} = m_{t+1} - m_t \) for \( t = 1, \ldots, N - 1 \), \( \tilde{y} := y - (N^{-1} \sum_{t=1}^{N} y_t) 1_{N,1} \), and \( A \in \mathbb{R}^{N \times N-1} \) is given by

\[ A_{i,j} = \begin{cases} \frac{j - N}{N}, & i \leq j \\ \frac{j}{N}, & i > j. \end{cases} \]

In addition, the solution of (2.6) can be converted back into that of the FLSA by making

\[
m_1 = \frac{1}{N} \sum_{t=1}^{N} y_t - \frac{1}{N} \sum_{t=1}^{N-1} \sum_{k=1}^{t} x_k; \quad m_t = m_1 + \sum_{k=1}^{t-1} x_k, \quad t = 2, \ldots, N.
\]
Notice, finally, that the new data vector satisfies the equation \( \tilde{y} = Ax_0 + \varepsilon' \), where \( x_0 \in \mathbb{R}^{N-1} \) is given by \( (x_0)_t := (m_0)_{t+1} - (m_0)_t \) for \( t = 1, \ldots, N - 1 \) and \( \varepsilon' := (I_N - N^{-1}1_{N,1}1_{N,1}^T)\varepsilon \), i.e., the new noise vector has zero mean by construction, but it does not have independent components if \( \varepsilon \) had.

As an example, notice that for \( N = 4 \) we have

\[
A = \frac{1}{4} \begin{bmatrix}
-3 & -2 & -1 \\
1 & -2 & -1 \\
1 & 2 & -1 \\
1 & 2 & 3 \\
\end{bmatrix}.
\]

From the previous lemma, the asymptotic properties of the FLSA can be established in principle from the existing body of results on the lasso. The exact support recovery properties, in particular, are known to depend on the fulfillment of the so-called *irrepresentable condition* [34]. This condition, and its several variants, relies on a particular construction depending on the regressor matrix \( A \), which, for the case of the FLSA, is developed in the next two lemmas.

**Lemma 2.5 (Normal matrix for the lasso equivalent of the FLSA).** For the lasso equivalent formulation of the FLSA, given by Lemma 2.4, the normal matrix \( C := \tilde{A}^T \tilde{A} \) is given by

\[
C_{ki} = C_{ik} = \frac{i(N - k)}{N}, \quad \text{for } i \leq k.
\]

**Lemma 2.6 (Interpolation property of the normal matrix).** Let \( C \in \mathbb{R}^{n \times n} \) be as in Lemma 2.5, and consider a set \( K \subseteq \{1, \ldots, n\} \). Then, the matrix \( X := C_{KC,K}C_{K,K}^{-1} \) (where \( K^C := \{1, \ldots, n\} \setminus K \) has the following property\(^1\): for every \( i \in \{1, \ldots, |K^C|\} \), \( k \in \{1, \ldots, |K|\} \),

\[
X_{i,k} = \begin{cases}
0, & K^C(i) < K(k - 1) \\
\frac{K^C(i) - K(k - 1)}{K(k) - K(k - 1)}, & K(k - 1) \leq K^C(i) \leq K(k) \\
\frac{K(k + 1) - K^C(i)}{K(k + 1) - K(k)}, & K(k) < K^C(i) \leq K(k + 1) \\
0, & K^C(i) > K(k + 1).
\end{cases}
\]

\(^1\)We use the following (abusive but convenient) notation: If \( A \) is a given (ordered) set, then \( A : \{1, \ldots, |A|\} \to A \) is a function that maps the index \( i \in \{1, \ldots, |A|\} \) to \( A(i) \), the respective element in \( A \). Furthermore, we take \( A(0) = 0 \) and \( A(i) = n + 1 \) for \( i > |A| \).
The strong irrepresentable condition [34] states that in order for the lasso to achieve support recovery, it is sufficient that $|C_{t,K}C_{K,K}^{-1}s| < \delta$ for some $\delta < 1$ independent of the number of samples $N$, where $K$ is the support of the true $x$, and $s = \text{sgn}(m_{t+1} - m_t)$. Figure 8 provides an interpretation of this condition for the FLSA, based on Lemma 2.6. Here, $m_t$ corresponds to a piece-wise constant signal, and $C_{t,K}C_{K,K}^{-1}s$ is also plotted as a function of $t$; notice that this latter plot is consistent with Lemma 2.6, since $C_{t,K}C_{K,K}^{-1}s$ is basically a linear combination (weighted by the entries of $s$) of linear spline functions with knots at the change points of $m_t^o$.

According to the strong irrepresentable condition, $C_{t,K}C_{K,K}^{-1}s$ should be uniformly bounded in magnitude by some $\delta$ for every $t$ which is not a change point of $m_t^o$; as Figure 8 shows that this is not possible, since $C_{t,K}C_{K,K}^{-1}s$ approaches $\pm 1$ linearly at every change point. Notice the resemblance between the shapes of $C_{t,K}C_{K,K}^{-1}s$ and the dual variables $z_t$, c.f. Figure 7. From this analogy, it is easy to see that the situation is even worse in the presence of a stair-case, c.f. Figure 6, since in this case $|C_{t,K}C_{K,K}^{-1}s| = 1$ for every $t$ in the segment between two change points of the same sign.
While the strong irrepresentable condition is a sufficient criterion for support recovery of the lasso, other variants of this condition are indeed necessary for such property to hold. The reader is referred to [3] for several interesting variants of the irrepresentable condition and related criteria. The following lemma presents a particular variant which is relevant to our analysis of the FLSA.

**Lemma 2.7 (Necessity of the irrepresentable condition of the lasso).** Consider the lasso problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|y - Ax\|^2 + \lambda \|x\|_1, \tag{2.8}
\]

where \(y \in \mathbb{R}^N\). Let \(C := A^T A\), consider a subset \(K \subset \{1, \ldots, n\}\) and assume that the irrepresentable condition

\[
|C_{K^C, K} C_{K, K}^{-1} s| < 1 \tag{2.9}
\]

does not hold component-wisely for some vector \(s \in \{-1, 1\}^{\lvert K \rvert}\). If \(x_0 \in \mathbb{R}^n\) is some vector satisfying \((x_0)_i = 0\) for every \(i \notin K\), and \(\text{sgn}(x_0)_{K} = s_i\), and \(y = Ax_0 + \varepsilon\), where \(\varepsilon \in \mathbb{R}^N\) is such that \(\delta := \min_{\alpha \in \mathbb{R}^N \setminus \{0\}} \min\{P[\alpha^T \varepsilon > 0], P[\alpha^T \varepsilon < 0]\} > 0\), then with probability at least \(\delta\) the solution \(x\) of (2.8) does not satisfy simultaneously

- \(x_i = 0\) for every \(i \notin K\),
- \(\text{sgn}(x_K) = s_i\),

for any value of \(\lambda > 0\). In other words, the lasso cannot estimate the zero entries of \(x_0\) and the sign of its nonzero entries for all possible realizations of \(\varepsilon\), even if this noise is “almost negligible”.

This lemma states that, for many interesting noise distributions (including Gaussian and \(\chi^2\) distributions, c.f. Section 3) the FLSA cannot achieve exact support recovery. In the next sections, we will focus instead on the possibility or impossibility of achieving approximate support set recovery with the FLSA. To this end, we require a new consistency concept, suitable for the study of approximate support set recovery:

**Definition 2.1.** The FLSA estimate is said to be \(\varepsilon\)-sign-consistent if, given any \(\varepsilon, \gamma > 0\), no matter how small, there is an \(N_0 \in \mathbb{N}\) such that, for all \(N \geq N_0\), the probability that there is an \(\lambda > 0\) such that the optimal solution

\[
\text{The matrix } C_{K, L}, \text{ where } K, L \subseteq \{1, \ldots, N\}, \text{ is formed by taking the rows and columns of } C \text{ indexed by } K \text{ and } L \text{ respectively.}
\( \mathbf{m}_N \) of problem (2.1) has all its change points inside an \( \varepsilon N \)-neighborhood of the change points of \( \mathbf{m}_N^0 \), and that for every change point of \( \mathbf{m}_N^0 \), there is a change point of \( \mathbf{m}_N \) at a distance of at most \( \varepsilon N \), is at least \( 1 - \gamma \). Otherwise, the FLSA estimate is said to be \( \varepsilon \)-sign-inconsistent.

Let \( C(\mathbf{m}_N) \) and \( C(\mathbf{m}_N^0) \) be the sets of change points of \( \mathbf{m}_N \) and \( \mathbf{m}_N^0 \), respectively. Then, the statement in Definition 2.1 that \( \mathbf{m}_N \) has all its change points inside an \( \varepsilon N \)-neighborhood of those of \( \mathbf{m}_N^0 \), and that for every change point of \( \mathbf{m}_N^0 \) there is a change point of \( \mathbf{m}_N \) at a distance of at most \( \varepsilon N \), can be formulated as: 

\[
\text{dist}(C(\mathbf{m}_N), C(\mathbf{m}_N^0)) < \varepsilon N,
\]

for any sets \( A, B \subset \{1, \ldots, N\} \).

Notice that the standard notion of support set recovery (applied to the FLSA) is recovered by setting \( \varepsilon = 0 \). The definition of \( \varepsilon \)-sign-consistency is a more reasonable requirement for change point detection than exact change point recovery, since the latter is in general impossible to achieve. On the other hand, the analysis of this new property is more difficult than for support set recovery, due to the slack provided by \( \varepsilon \). Notice in particular that \( \varepsilon \)-sign-consistency assumes a natural order (and topological) relation between the regressors of the \( \mathbf{A} \) matrix associated with the lasso equivalent of FLSA, while most asymptotic results for the lasso and its variants do not consider any relation between its regressors.

2.2. Inconsistency of the FLSA. In this section we will analyze conditions under which the FLSA is inconsistent. To this end, we need the following basic lemma from fluctuation theory (for a proof, see [27][Theorem 3] or [28][pp. 328]):

**Lemma 2.8 (Combinatorial lemma of fluctuation theory).** Let \( \mathbf{x} = [x_1 \cdots x_n]^T \) be a vector of real exchangeable continuous random variables, and

\[
\mathbf{u}_k := \sum_{i=1}^{k} x_i - \frac{k}{n} \sum_{i=1}^{n} x_i, \quad k = 1, \ldots, n.
\]

Then, for \( r = 0, 1, \ldots, n - 1 \), the probability that exactly \( r \) of the sums \( \mathbf{u}_k \) \((k = 1, \ldots, n)\) is positive is \( 1/n \).

The following result is also needed to establish inconsistency of the FLSA:
Lemma 2.9 (Lower bound on crossing probability). Let \( x_t \sim \mathcal{N}(\mu, \sigma^2) \), \( t = 1, \ldots, N \), be independent random variables, and define \( s_t := \sum_{i=1}^{t} x_i \), \( t = 1, \ldots, N \), where \( s_0 := 0 \). Then, given \( \delta > 0 \) small, there exist \( \varepsilon_0 \in (0, 1) \), \( N_0 \in \mathbb{N} \) such that for all \( N \geq N_0 \) and \( 0 \leq \varepsilon \leq \varepsilon_0 \) the probability

\[
Q := P \left\{ s_t \geq t s_N \quad \forall t \in \{1, \ldots, \lfloor \varepsilon N \rfloor \} \cup \{N - \lfloor \varepsilon N \rfloor + 1, \ldots, N\} \right\}
\]

is lower bounded by \( 1/[(1 + \delta) \pi^2 \varepsilon N] \).

Based on the previous lemmas, we can establish a negative result on the inconsistency of the FLSA when two or more successive change points occur in the same direction (i.e., either upwards or downwards). The main ingredient of the proof is that the probability that a random walk, whose ends are fixed at 0, takes only positive values is asymptotically very small; while this result is classical, the definition of \( \varepsilon \)-sign-consistency allows some slack in the location of the endpoints of the random walk, which adds some complications to the proof.

Theorem 2.1 (\( \varepsilon \)-sign-inconsistency). Consider the notation of Lemma 2.1, and assume that the data satisfies an equation of the form \( y_N = m_N^{0} + \varepsilon_N \), where \( \varepsilon_N \) is a random vector of independent and identically distributed normal components. Furthermore, assume that the following conditions hold:

(a) \( \min_{k=2,\ldots,M} (t_k^0 - t_{k-1}^0) \geq cN \).

(b) There is a pair of consecutive signs, \( s_k^0 \) and \( s_{k+1}^0 \), which are equal.

Then, the FLSA is \( \varepsilon \)-sign-inconsistent (c.f. Definition 2.1).

Proof. Fix \( \varepsilon > 0 \) sufficiently small, with \( \varepsilon < c \). Let us assume, without loss of generality, that \( s_k^0 = s_{k+1}^0 = -1 \), and that \( \lambda > 0 \) is chosen so that \( m_N \) has change points within the \( \varepsilon \)-neighborhood of each \( t_k^0 \). Let \( Q(t_i, t_j) \) be the event that \( t_i \) is the largest integer in \( (t_k^0 - \varepsilon N/2, t_k^0 + \varepsilon N/2) \) and \( t_j \) is the smallest integer in \( (t_{k+1}^0 - \varepsilon N/2, t_{k+1}^0 + \varepsilon N/2) \). Conditioned on \( Q(t_i, t_j) \), and assuming that there is no change point between \( t_i \) and \( t_j \), notice that, by Lemma 2.2,

\[
m_t = \frac{1}{t_j - t_i} \sum_{s=t_k}^{t_{k+1}-1} y_s, \quad t = t_k, \ldots, t_{k+1} - 1,
\]

hence the condition for \( m_N \) not having any change points between \( t_i \) and \( t_j \)
is that

\[
\left| \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} y_s - \sum_{s=t_i}^{t_j} y_s - \lambda \right| < \lambda, \quad t = t_i, \ldots, t_j - 1,
\]

i.e.,

\[
(2.10) \quad -2\lambda < \sum_{s=t_i}^{t_j} y_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} y_s < 0, \quad t = t_i, \ldots, t_j - 1.
\]

Now, \( y_t = e_t + m_t^0 \), hence

\[
\sum_{s=t_i}^{t_j} y_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} y_s
\]

\[
= \sum_{s=t_i}^{t_j} e_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} e_s + \sum_{s=t_i}^{t_j} m_s^0 - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} m_s^0
\]

\[
= \sum_{s=t_i}^{t_j} e_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} e_s + \sum_{s=t_i}^{t_j} \left( m_s^0 - \frac{1}{t_j - t_i} \sum_{r=t_i}^{t_j} m_r^0 \right)
\]

\[
> \sum_{s=t_i}^{t_j} e_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} e_s, \quad t = t_i, \ldots, t_j - 1,
\]

since \( m_s^0 - m_{t_k}^0 > 0 \) for \( t_i \leq s < t_k^0 \), \( m_s^0 - m_{t_k}^0 = 0 \) for \( t_k^0 \leq s < t_{k+1}^0 \) and \( m_s^0 - m_{t_k}^0 < 0 \) for \( t_{k+1}^0 \leq s < t_j \) (i.e., \( \sum_{s=t_i}^{t_j} m_s^0 - m_{t_k}^0 \) is strictly concave, hence its graph lies above the chord determined by the points \((t_i,0)\) and \((t_j, \sum_{s=t_i}^{t_j} m_s^0 - m_{t_k}^0)\); this implies that the second term in the fourth line of (2.11) is strictly positive). Now, denote by \( R(t_i, t_j) \) the event that \( \sum_{s=t_i}^{t_j} e_s - \frac{t - t_i}{t_j - t_i} \sum_{s=t_i}^{t_j-1} e_s < 0 \) for all \( t_i < t < t_k^0 + \varepsilon N/2 \) and \( t_{k+1}^0 - \varepsilon N/2 < t < t_j \). By Lemma 2.9, given e.g., \( \delta = 1 \), \( P\{R(t_i, t_j)\} > 2/(2\pi^2 N\varepsilon) \) for all \( N \) sufficiently large and \( \varepsilon \) sufficiently small. Therefore, the probability that (2.10) holds is
upper bounded by

\[
P \left\{ \sum_{s=t_i}^t e_s - \frac{t-t_i}{t_j-t_i} \sum_{s=t_i}^{t_j-1} e_s < 0 \forall t_i < t < t_j \right\} \leq \frac{P \left\{ \sum_{s=t_i}^t e_s - \frac{t-t_i}{t_j-t_i} \sum_{s=t_i}^{t_j-1} e_s < 0 \forall t_i < t < t_j \right\}}{P \{ \mathcal{R}(t_i, t_j) \}}
\]

\[
< \frac{\pi^2 N \varepsilon}{t_j-t_i+1}
\]

\[
< \frac{\pi^2 N \varepsilon}{(c-\varepsilon) N}
\]

\[
= \frac{\pi^2 \varepsilon}{c-\varepsilon}
\]

where Lemma 2.8 has been used. Therefore, taking expectations over \( Q(t_i, t_j) \) we see that for \( 1-\gamma \geq \frac{\pi^2 \varepsilon}{(c-\varepsilon)} \) the statement of the theorem holds. \( \square \)

2.3. Conditions for \( \varepsilon \)-sign-consistency. The characterization provided by Lemma 2.1 can be used to establish conditions for the (almost) sparse support recovery of the optimal solution of problem (2.1). As in the proof of Theorem 2.1, the slack provided by the definition of \( \varepsilon \)-sign-consistency needs some special attention; in particular, to show that the dual variables \( z_i \) do not cross the \( \pm \lambda \) boundary within a given segment, a bound on the min-max value of a sample average has been developed (c.f. Lemma B.4), which seems to be of independent interest.

**Theorem 2.2 (\( \varepsilon \)-sign-consistency).** Consider the notation of Lemma 2.1, and assume that the data satisfies an equation of the form \( y_N = m_N^0 + \varepsilon_N \), where \( \varepsilon_N \) is a random vector of independent sub-exponential continuous components such that \( \kappa := \sup_{N \in \mathbb{N}} \max_{i \in \{1, \ldots, N\}} \| \varepsilon_N \|_{\psi_1} < \infty \) (see Appendix B for definitions of these quantities). Furthermore, suppose that the following conditions are satisfied:

(a) \( M^0 \leq M_1 \).

(b) \( \min_{k=2, \ldots, M^0+1} (t^0_k - t^0_{k-1}) \geq M_2 N \).

(c) \( 0 < M_3 \leq \min_{k=2, \ldots, M^0} |m^0_{t^0_k} - m^0_{t^0_{k-1}}| \leq M_4 \).

(d) \( \lambda_N = M_5 N^{c_1} \) for some \( 1/2 < c_1 < 1 \).

\[3\text{The superscript 0 is used to denote the "true" values of } M, t_1, \ldots, t_M, \text{ and so on.}\]
Fig 9. Sketch of \( z_t = \sum_{k=1}^{t-1} (m_t - y_t) \) (red). According to the optimality conditions from Lemma 2.1, this curve lies between the levels \( \lambda \) and \(-\lambda\) (black), starting and ending at 0. The true change points are located at \( t = t_0^1 \) and \( t = t_0^2 \). \( \varepsilon \)-sign consistency means that the curve touches the levels \( \lambda \) and \(-\lambda\) within an \( \varepsilon \)-neighborhood of \( t_0^1 \) and \( t_0^2 \) (blue bars).

(e) All consecutive signs \( s_k \) are different, i.e., \( s_k = -s_{k+1} \) for all \( k = 1, \ldots, M^0 - 2 \). Then, the optimal solution \( m_N \) of problem (2.1) with \( \lambda = \lambda_N \) is \( \varepsilon \)-sign-consistent, i.e., it satisfies

- \( (m_N)_{(K_N^\varepsilon)^c} = 0 \),
- For every \( i \in K_N^0 := \text{supp}(m_N^0) \), there is a \( k \in I_{i}^{\varepsilon,N} \) such that \( \text{sgn}(m_N)_k = \text{sgn}(m_N^0)_i \),

where \( I_{i}^{\varepsilon,N} := \{ k \in \{1, \ldots, N-1\} : |k - l| < \varepsilon N \} \) for \( i \in \{1, \ldots, N-1\} \), and \( K_N^\varepsilon := \bigcup_{i \in K_N^0} I_{i}^{\varepsilon,N} \).

**Proof.** To simplify the presentation of the proof, consider as an example the sketch in Figure 9.

Our first goal is to show that, with the given choice of \( \lambda \), a sequence \( \{m_t\} \), constant along the intervals of \( (K_N^\varepsilon)^c \), can be chosen such that the random walk \( \{\sum_{k=1}^{t-1} (m_k - y_k)\} \) touches the levels \( \pm \lambda \) at the \( \varepsilon \)-neighborhoods of the true change points, \( I_{t_k^0}^{\varepsilon,N} \), where the sign of the level being reached at each \( t_k^0 \) satisfies the second condition in (2.4). We will require additionally that \( \{\sum_{k=1}^{t-1} (m_k - y_k)\} \) reaches \( \pm \lambda \) at least once before \( t_k^0 \) and after \( t_k^0 \) within \( I_{t_k^0}^{\varepsilon,N} \). Let us denote this event as \( A \). If, for each \( t_k^0 \) we denote by \( t_k^0 - \delta_k^{(1)} \) and \( t_k^0 + \delta_k^{(2)} \) the first and last touching instants within \( I_{t_k^0}^{\varepsilon,N} \) (where, of course,
\[ |\delta_k^{(1)}, \delta_k^{(2)}| < \varepsilon \), then, according to Lemma 2.2, this event is equivalent to

\[
(2.12) \quad \text{sgn} \left( \frac{1}{t_{k+1}^0 - \delta_k^{(1)} - \delta_k^{(2)}} \left[ \sum_{t=t_{k+1}^0 + \delta_k^{(2)}}^{t_k^0 - \delta_k^{(1)} - 1} y_t + \lambda(s_{k+1} - s_k) \right] \right)
\]

where \( s_k := \text{sgn}(m_i^0_k - m_i^{(2)}_{k-1}) \). We can assume without loss of generality that \( s_k = (-1)^{k+1} \), and take into account the nature of the data, with which (2.12) can be rewritten as

\[
\text{sgn} \left( \frac{1}{t_{k+1}^0 - \delta_k^{(1)} - \delta_k^{(2)}} + \frac{1}{t_k^0 - \delta_k^{(1)} - \delta_k^{(2)}} \right) 2\lambda(-1)^{k+1}
\]

In order for the condition to hold, it is sufficient to require that

\[
|2\lambda \left[ \frac{1}{t_{k+1}^0 - \delta_k^{(1)} - \delta_k^{(2)}} + \frac{1}{t_k^0 - \delta_k^{(1)} - \delta_k^{(2)}} \right] + \frac{1}{t_{k+1}^0 - \delta_k^{(1)} - \delta_k^{(2)}} \sum_{t=t_{k+1}^0 + \delta_k^{(2)}}^{t_k^0 - \delta_k^{(1)} - 1} \varepsilon_t - \frac{1}{t_k^0 - \delta_k^{(1)} - \delta_k^{(2)}} \sum_{t=t_k^0 + \delta_k^{(2)}}^{t_{k+1}^0 - \delta_k^{(1)} - 1} \varepsilon_t | \leq |m_i^0_k - m_i^{(2)}_{k-1}|,
\]

and, due to the assumptions of the theorem, it is enough to require that

\[
|\frac{1}{t_{k+1}^0 - \delta_k^{(1)} - \delta_k^{(2)}} \sum_{t=t_{k+1}^0 + \delta_k^{(2)}}^{t_k^0 - \delta_k^{(1)} - 1} \varepsilon_t - \frac{1}{t_k^0 - \delta_k^{(1)} - \delta_k^{(2)}} \sum_{t=t_k^0 + \delta_k^{(2)}}^{t_{k+1}^0 - \delta_k^{(1)} - 1} \varepsilon_t | \leq M_4 - \frac{4M_5}{(M_2 - 2\varepsilon)} N_{c_1}^{-1}.
\]
Therefore, the probability of event \( A \) is bounded by

\[
P\{A\} \geq P\left\{ \frac{1}{t_{k+1}^0 - t_k^0 - \delta_k^{(1)} - \delta_k^{(2)}} \sum_{t=t_k^0 + \delta_k^{(2)}}^{t_{k+1}^0 - \delta_k^{(1)} - 1} \varepsilon_t \right\} \leq M_4 \frac{4M_5}{(M_2 - 2\varepsilon) N^{c_1-1}},
\]

for all \( k = 1, \ldots, M^0 \}

\[
\geq 1 - 2M_1 \exp \left[ -c(M_2 - 2\varepsilon) N \min \left( \frac{1}{\kappa^2} \left( M_4 - \frac{4M_5}{(M_2 - 2\varepsilon) N^{c_1-1}} \right)^2, \frac{1}{\kappa} \left( M_4 - \frac{4M_5}{(M_2 - 2\varepsilon) N^{c_1-1}} \right) \right) \right],
\]

where in the last step we used Lemma B.3, and \( c > 0 \) is an absolute constant.

The next step is to show that it is possible to select \( \{m_t\} \) satisfying \( A \) and the condition that \( \sum_{i=1}^{t-1} (m_i - y_i) \) does not reach the levels \( \pm \) in \( (K^{\varepsilon})^C \). Let us denote this latter event as \( B \). To compute the probability of \( B \), consider a given intermediate segment \( \{t_{k-1}^0, \ldots, t_k^0\} \) where \( 2 \leq k \leq M^0 - 1 \), for example, the segment \( \{t_1^0, \ldots, t_2^0\} \) from Figure 9. The event that the random walk touches at least one of the levels \( \pm \) in the segment \( \{t_{k-1}^0 + \varepsilon N, \ldots, t_k^0 - \varepsilon N\} \) can be decomposed in the events of separately reaching \( \lambda \) and \( -\lambda \); let us consider the former sub-event (reaching \( \lambda \)), since the other can be treated similarly. For simplicity, let us assume also that \( s_k = \text{sgn}(m_{t_k^0} - m_{t_{k-1}^0}) = -1 \). We have that

\[
(2.13)
\]

\[
P \left\{ \sum_{i=1}^{t-1} (m_i - y_i) > \lambda \text{ for some } t_{k-1}^0 + \varepsilon N \leq t \leq t_k^0 - \varepsilon N \right\}
\]

\[
= P \left\{ \sum_{i=t_{k-1}^0}^{t-1} (m_i - y_i) > \lambda - \sum_{i=1}^{t_{k-1}^0 - 1} (m_i - y_i) \text{ for some } t_{k-1}^0 + \varepsilon N \leq t \leq t_k^0 - \varepsilon N \right\}
\]

\[
\leq P \left\{ \sum_{i=t_{k-1}^0}^{t-1} (m_i - y_i) > 0 \text{ for some } t_{k-1}^0 + \varepsilon N \leq t \leq t_k^0 - \varepsilon N \right\}.
\]
Using Lemma 2.3, (2.13) can be upper bounded as follows:

\[(2.14)\]

\[
P\left\{ \sum_{i=t_{k-1}^0}^{t_{k-1}^1} (m_i - y_i) > 0 \text{ for some } t_{k-1}^0 + \varepsilon N \leq t \leq t_{k-1}^0 - \varepsilon N \right\}
\]

\[
= P\left\{ \sum_{i=t_{k-1}^0}^{t_{k-1}^1} \left( \frac{1}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \sum_{j=t_{k-1}^0 + \delta_k^{(2)}}^{t_{k-1}^0 - \delta_k^{(1)}} (m_j^0 + \varepsilon_j) - 2\lambda \right) - m_i^0 - \varepsilon_i \right) > 0 \text{ for some } t_{k-1}^0 + \varepsilon N \leq t \leq t_{k-1}^0 - \varepsilon N \right\}
\]

\[
\leq P\left\{ \frac{1}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \sum_{i=t_{k-1}^0}^{t_{k-1}^1} \left( \tilde{\varepsilon}_i - \frac{1}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \sum_{j=t_{k-1}^0 + \delta_k^{(2)}}^{t_{k-1}^0 - \delta_k^{(1)}} \varepsilon_j \right) > \frac{2M_5 N_{c_1}}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \right\}
\]

\[
= P\left\{ \max_{\varepsilon N \leq t \leq t_{k-1}^0 - \varepsilon N} \left( \frac{1}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \sum_{i=0}^{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \varepsilon_j \right) > \frac{2M_5 N_{c_1}}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \right\}
\]

where \(\tilde{\varepsilon}_t := -\varepsilon_t\). From Corollary B.1,

\[
P\left\{ \max_{\varepsilon N \leq t \leq t_{k-1}^0 - \varepsilon N} \left( \frac{1}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \sum_{i=0}^{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \varepsilon_j \right) > \frac{2M_5 N_{c_1}}{t_k^0 - \delta_k^{(1)} - t_{k-1}^0 + \delta_k^{(2)}} \right\}
\]
\[
\begin{align*}
\max_{1 \leq t \leq N} \frac{1}{t} \sum_{i=0}^{t-1} \left( \varepsilon_i + t^0_k - 1 - \frac{1}{t^0_k - \delta^{(1)}_k - t^0_k + \delta^{(2)}_k} \sum_{j=t^0_k + \delta^{(2)}_k}^{t^0_k - 1} \varepsilon_j \right) \\
> 2M_5N^{c_1-1}
\end{align*}
\]

\[
\leq 2[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{4M_5^2N^{2c_1-1}}{\kappa^2}, \frac{2M_5N^{c_1}}{\kappa} \right) \right],
\]

where \( c > 0 \) is an absolute constant. In the case of the initial segment, \( \{1, \ldots, t^0_1\} \), a similar calculation gives

\[
P \left\{ \sum_{i=0}^{t^0_1-1} (m_i - y_i) > \lambda \text{ for some } 1 \leq t \leq t^0_1 - \varepsilon N \right\}
\leq 2[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{M_5^2N^{2c_1-1}}{\kappa^2}, \frac{M_5N^{c_1}}{\kappa} \right) \right],
\]

and an analogous computation provides a bound for the final segment \( \{t^0_{M^0-1}, \ldots, N\} \).

Combining all the previous results (for the full set of segments \( \{t^0_k, \ldots, t^0_1\} \)) gives the following bound for the probability of event \( B \):

\[
P \{B\} \geq 1 - 8[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{M_5^2N^{2c_1-1}}{\kappa^2}, \frac{M_5N^{c_1}}{\kappa} \right) \right] - 4(M^0 - 1)[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{4M_5^2N^{2c_1-1}}{\kappa^2}, \frac{2M_5N^{c_1}}{\kappa} \right) \right] \]
\[
\geq 1 - 8[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{M_5^2N^{2c_1-1}}{\kappa^2}, \frac{M_5N^{c_1}}{\kappa} \right) \right] - 4(M_1 - 1)[(1 - \varepsilon)N + 1] \exp \left[ -\frac{c\varepsilon}{1 - \varepsilon} \min \left( \frac{4M_5^2N^{2c_1-1}}{\kappa^2}, \frac{2M_5N^{c_1}}{\kappa} \right) \right].
\]

Therefore, \( P \{A\}, P \{B\} \xrightarrow{N \to \infty} 1 \), which establishes the \( \varepsilon \)-sign consistency of the solution of problem (2.1). This concludes the proof.

**Corollary 2.1 (Rate of convergence of \( \varepsilon \)-sign-consistency).** Under the conditions of Theorem 2.2, the probability \( P_N \) that the FLSA fails to recover the true support of \( m^0_N \) is dominated by \( \exp(-N^{2c_1-1}) \) (recall that \( 1/2 < c_1 < 1 \) is the exponent of \( \lambda \)), in the sense that there exists a \( C > 0 \) such that

\[
\lim_{N \to \infty} \frac{-\ln P_N}{N^{2c_1-1}} \leq C.
\]
This corollary implies that the choice of $\lambda$ ultimately determines the rate of convergence of the change points of the FLSA estimate to the true change points of $m_N^\omega$.

Remark 2.1. The results of Sections 2.2 and 2.3 basically show that the FLSA fails to detect the change points of the underlying signal only in the presence of "staircases". This phenomenon may be detected by looking at the dual variables, as the examples in the Introduction suggest, since a staircase forces the dual variables $z_t$ to remain close to the boundaries $\pm \lambda$. Therefore, by observing $z_t$ it is possible to distinguish in a first stage between legitimate change points and those which may be mere staircase artifacts.

3. Extensions.

3.1. Mean and variance filtering. Consider the signal $\{y_t\}$ which satisfies $y_t \sim \mathcal{N}(m_t, \sigma_t^2)$, where both $\{m_t\}$ and $\sigma_t$ are (unknown) piece-wise constant sequences. Assume that the measurements $Y_N := [y_1 \cdots y_N]^T$ are available, and we are interested in estimating $m_1, \ldots, m_N$ and $\sigma_1, \ldots, \sigma_N$. To solve this problem, first notice that the model $y_t \sim \mathcal{N}(m_t, \sigma_t^2)$ is a standard exponential family with canonical parameters $\mu_t := m_t/\sigma_t^2$ and $\eta_t := -1/2\sigma_t^2$, where $\mu_t \in \mathbb{R}$ and $\eta_t \in \mathbb{R}^-$ [Example 1.2]. This means that the log-likelihood of $\{\mu_1, \ldots, \mu_N, \eta_1, \ldots, \eta_N\}$ given $Y_N$ is

$$l(\mu_1, \ldots, \mu_N, \eta_1, \ldots, \eta_N) = \ln \left\{ \frac{1}{(2\pi)^{N/2} \prod_{t=1}^{N} \sigma_t} \exp \left( -\sum_{t=1}^{N} \frac{(y_t - m_t)^2}{2\sigma_t^2} \right) \right\}$$

$$= -\frac{N}{2} \ln(2\pi) - \sum_{t=1}^{N} \ln(\sigma_t) - \sum_{t=1}^{N} \frac{(y_t - m_t)^2}{2\sigma_t^2}$$

$$= -\frac{N}{2} \ln \pi + \frac{1}{2} \sum_{t=1}^{N} \ln(-\eta_t) + \sum_{t=1}^{N} \left[ \eta_t y_t^2 + \mu_t y_t + \frac{\mu_t^2}{4\eta_t} \right]$$

$$= -\frac{N}{2} \ln \pi + \frac{1}{2} \sum_{t=1}^{N} \ln(-\eta_t) + \sum_{t=1}^{N} \frac{\mu_t^2}{4\eta_t} + \sum_{t=1}^{N} (\eta_t y_t^2 + \mu_t y_t).$$

Moreover, by [2][Theorem 1.13] it follows that $l$ is strictly concave on $\{ (\mu_1, \ldots, \mu_N, \eta_1, \ldots, \eta_N) : \mu_t \in \mathbb{R}, \eta_t \in \mathbb{R}^-, t = 1, \ldots, N \}$. In order to impose the prior knowledge on the piece-wise constant character of $\{m_t\}$ and $\{\sigma_t\}$, we propose (inspired by [17]) an estimator based on the solution of the following
optimization problem:

\[
\min_{\mu_1, \ldots, \mu_N, \eta_1, \ldots, \eta_N} \sum_{t=1}^{N} \left( \frac{1}{2} \ln(-\eta_t) + \frac{\mu_t^2}{4\eta_t} + \eta_t y_t^2 + \mu_t y_t \right) + \sum_{t=2}^{N} (\lambda_1 |\mu_t - \mu_{t-1}| + \lambda_2 |\eta_t - \eta_{t-1}|)
\]

s.t. \( \eta_t < 0, \ t = 1, \ldots, N. \) \hspace{1cm} (3.1)

Let us consider now the variance-only case, i.e., where \( m_1 = \cdots = m_N = 0. \) Under this assumption, (3.1) can be written as

\[
\min_{\eta_1, \ldots, \eta_N} -\frac{1}{2} \sum_{t=1}^{N} \ln(-\eta_t) - \sum_{t=1}^{N} \eta_t y_t^2 + \lambda \sum_{t=2}^{N} |\eta_t - \eta_{t-1}|
\]

s.t. \( \eta_t < 0, \ t = 1, \ldots, N, \) \hspace{1cm} (3.2)

where we have dropped the subscript of \( \lambda_2 \) to simplify the notation.

The KKT conditions of the optimal solution of (3.2) are given next.

**Lemma 3.1 (KKT conditions).** The KKT conditions of (3.2) are

\[
y - \sigma = A \tilde{z}, \quad \sigma > 0
\]

where \( y := [y_1^2 \cdots y_N^2]^T, \sigma := [-1/2\eta_1 \cdots -1/2\eta_N]^T = [\sigma_1^2 \cdots \sigma_N^2]^T, \) and

\[
A := \begin{bmatrix}
1 & 0 \\
-1 & 1 \\
& \ddots & \ddots \\
0 & & & -1 & 1 \\
& & & & & -1
\end{bmatrix}, \quad \tilde{z} := \begin{bmatrix}
\tilde{z}_2 \\
\vdots \\
\tilde{z}_N
\end{bmatrix},
\]

\[
\tilde{z}_t \begin{cases} = \lambda \text{sgn}(\eta_t - \eta_{t-1}), & \text{if } \eta_t \neq \eta_{t-1} \\ \in \lambda[-1,1], & \text{otherwise.} \end{cases}
\]

An important observation from Lemma 3.1 is that the KKT conditions for the solution of problem (3.2) coincide with those of the so-called fused lasso (or, more precisely, the FLSA) \([8]\). This is formally established in the following lemma, originally proved in \([33]\).

**Lemma 3.2 (Relation to fused lasso).** The solution of problem (3.2) coincides with the FLSA, given by the solution of the optimization problem:

\[
\min_{\sigma_1^2, \ldots, \sigma_N^2} \frac{1}{2} \sum_{t=1}^{N} |y_t^2 - \sigma_t^2|^2 + \lambda \sum_{t=2}^{N} |\sigma_t^2 - \sigma_{t-1}^2|.
\]
The conclusion is that the theory on FLSA directly applies to the corresponding variance segmentation and estimation problem. The corresponding multivariate covariance matrix problems is more difficult to analyze and is outside the scope of the paper. From a practical point of view it may not be good to square the measurements $y_t^2$, since it amplifies noise and outliers. A solution is to use the more robust Huber penalty function instead of the least squares cost, while still leading to a convex optimization problem.

3.2. Trend Filtering. Another question is how to apply the theory of Section 2 to the trend filtering problem discussed in [17]. Here the mean values should be piece-wise linear. An simple approach would be to apply the FLSA to

$$\Delta y(t) = y(t) - y(t - 1)$$

which would be piece-wise constant. Hence we would expect that the staircase issue would arise if the slopes of consecutive linear segments are increasing (or decreasing). However, the $\ell_1$ filtering algorithm is a bit more involved:

$$\min \{ m_t \}_{t=1}^N, \{ w_t \}_{t=2}^N \frac{1}{2} \sum_{t=1}^N [y_t - m_t]^2 + \lambda \sum_{t=2}^{N-1} |w_t|$$

s.t. $w_t = m_{t+1} - 2m_t + m_{t-1}, \quad t = 2, \ldots, N - 1.$

The KKT optimality conditions can be derived as follows. Let

$$\mathcal{L}(m, w, z) = \frac{1}{2} \sum_{t=1}^N [y_t - m_t]^2 + \lambda \sum_{t=2}^{N-1} |w_t| + \sum_{t=2}^{N-1} z_t(m_{t+1} - 2m_t + m_{t-1} - w_t)$$

with respect to $m_t$ to obtain

$$-(y_1 - m_1) + z_2 = 0,$$
$$-(y_2 - m_2) - 2z_2 + z_3 = 0,$$
$$-(y_t - m_t) + z_{t+1} - 2z_t + z(t-1) = 0, \quad t = 3, \ldots, N - 2,$$
$$-(y_{N-1} - m_{N-1}) + z_{N-1} - 2z_{N-2} = 0,$$
$$-(y_N - m_N) + z_N = 0.$$

The solution of these equations is just the double sum

$$z_t = \sum_{j=3}^{t-2} \sum_{i=1}^{j-1} [m_i - y_i]$$

with proper initial and end constraints given by (1.7). The sub-gradient with respect to $w_t$ is exactly the same as for FLSA. Hence we have an integrated
random walk with endpoints at \( z_t = \lambda \text{sgn}(m_{t+1} - 2m_t + m_{t-1}) \), \( t = 2, \ldots, N - 1 \). To conclude:

\[
|z_t| \leq \lambda, \ t = 2, \ldots, N - 1, \\
|z_t| < \lambda \text{ (constant)} \Rightarrow m_{t+1} - 2m_t + m_{t-1} = 0 \\
|z_{t_k}| = \lambda \text{ (transition)} \Rightarrow \text{sgn}(m_{t_k+1} - 2m_t + m_{t_k-1}) = \text{sgn}(z_{t_k}).
\]

The properties of the corresponding estimates can in principle be analyzed from the bias term of \( z_t \). This will, however, be the topic of future research.

4. Summary. In this paper, the change point detection properties of the fused lasso have been studied. In contrast to previous results in the literature, which establish the impossibility of the fused lasso to exactly determine the true change points of a piece-wise signal, our analysis has focused on the approximate detection of such change points, by defining the concept of \( \varepsilon \)-sign consistency. As a result, we have shown that the \( l_1 \) regularization trick of the fused lasso works or fails in detecting the true change points under well defined conditions, based on the intuition obtained from the Lagrangian dual of the FLSA. It is important to notice, however, that the FLSA is \( \ell_2 \) consistent under milder conditions (given a suitable choice of its regularization parameter).

APPENDIX A: PROOFS

A.1. Proof of Lemma 2.1. The first two equations in (2.4) can be obtained by adding the first \( k \) \((1 \leq k \leq N - 1)\) components of (3.3). By adding all the components of (2.2) we arrive at the third equation of (2.4). The converse can be established by subtracting consecutive components of (2.4). This concludes the proof.

A.2. Proof of Lemma 2.2. From the knowledge of the \( t_k \)'s and \( s_{t_k} \)'s (taking \( s_{t_M} = s_N := 0 \)), the cost of problem (2.1) can be written as

\[
f = \sum_{k=1}^{M} \left[ \frac{1}{2} \sum_{t=t_{k-1}}^{t_k-1} y_i^2 - x_{t_{k-1}} \sum_{t=t_{k-1}}^{t_k-1} y_i + \frac{t_k - t_{k-1}}{2} x_{t_{k-1}}^2 + \lambda s_k(x_{t_k} - x_{t_{k-1}}) \right].
\]
Therefore, by differentiating \( f \) with respect to the \( x_t \)'s and setting the derivatives to zero, we obtain

\[
(t_1 - 1)x_1 - \sum_{t=1}^{t_1-1} y_t - \lambda s_1 = 0
\]

or

\[
(t_{k+1} - t_k)x_{t_k} - \sum_{t=t_k}^{t_{k+1}-1} y_t - \lambda s_{k+1} + \lambda s_k = 0, \quad k = 1, \ldots, M - 1,
\]

This concludes the proof.

\[\square\]

A.3. Proof of Lemma 2.4. By performing the change of variables suggested in the statement of the lemma, (2.5) can be put in the form

\[
(A.1) \quad \min_{x_1, x'} \frac{1}{2} \left\| y - x_1 \mathbf{1}_N - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right\|^2 + \lambda \|x'\|_1.
\]

Since the cost function in (A.1) is quadratic in \( x_1 \), it can be simplified by explicitly minimizing this cost with respect to \( x_1 \). To this end, notice that

\[
\left\| y - x_1 \mathbf{1}_N - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right\|^2 = \left( y - x_1 \mathbf{1}_N - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right)^T \left( y - x_1 \mathbf{1}_N - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right) = \left( y - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right)^T \left( I - \frac{1}{N} \mathbf{1}_{N,N} \right) \left( y - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right) + N \left( x_1 - \frac{1}{N} \mathbf{1}_{1,N} \left( y - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right) \right)^2,
\]

which shows that (A.1) can be replaced by

\[
(A.2) \quad \min_{x'} \frac{1}{2} \left( y - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right)^T \left( I - \frac{1}{N} \mathbf{1}_{N,N} \right) \left( y - \begin{bmatrix} 0_{1,N-1} \\ \mathbf{A}_{N-1} \end{bmatrix} x' \right) + \lambda \|x'\|_1,
\]
and
\[
x_1 = \frac{1}{N} 1_{1,N} \left[ y - \begin{bmatrix} 0_{1,N-1} \\ A_{N-1}^{-1} \end{bmatrix} x' \right] = \frac{1}{N} \sum_{t=1}^{N} y_t - \frac{1}{N} \sum_{t=1}^{N-1} \sum_{k=1}^{t} x_k.
\]
Furthermore, since \( I - N^{-1} 1_{N,N} \) is idempotent, and
\[
\left[ I - \frac{1}{N} 1_{N,N} \right] \left[ y - \begin{bmatrix} 0_{1,N-1} \\ A_{N-1}^{-1} \end{bmatrix} x' \right] = y - \left( N^{-1} \sum_{t=1}^{N} y_t \right) 1_{N,1} - \left[ I - \frac{1}{N} 1_{N,N} \right] \left[ 0_{1,N-1} \\ A_{N-1}^{-1} \end{bmatrix} x' = \tilde{y} - \tilde{A} x',
\]
where we have used the notation in the statement of the theorem, we have that (A.2) is equal to (2.6). This concludes the proof.

A.4. Proof of Lemma 2.5. First notice that \( C \) is symmetric by construction, which establishes the first equality in (2.7). Now, let \( i \leq k \). Then, by Lemma (3.5), we have that
\[
C_{ik} = \sum_{l=1}^{N} A_{li} A_{lk} = \sum_{l=1}^{i} \frac{i - N}{N} k - N \sum_{l=i+1}^{k} \frac{i - k}{N} + \sum_{l=k+1}^{N} \frac{i}{N} k
\]
\[
= \frac{i(i - N)(k - N) + (k - i)i(k - N) + (N - k)ik}{N^2}
\]
\[
= \frac{i(N - k)}{N}.
\]
This proves the Lemma.

A.5. Proof of Lemma 2.6. To simplify the proof, let us extend \( X \) to \( \tilde{X} := C_{:,K} C_{K,K}^{-1} \in \mathbb{R}^{n \times |K|} \) (where we have use Matlab’s notation). This is equivalent to stating that \( C_{K,K} \tilde{X}^T = C_{K,:} \) (due to the symmetry of \( C \)). We will show that for every \( i \in \{1, \ldots, n\}, k \in \{1, \ldots, |K|\}, \)
\[
\tilde{X}_{i,k} = \begin{cases} 
0, & i \leq K(k - 1) \\
\frac{i - K(k - 1)}{K(k) - K(k - 1)}, & K(k - 1) \leq i \leq K(k) \\
\frac{K(k)}{K(k + 1) - i}, & K(k) < i \leq K(k + 1) \\
0, & i > K(k + 1).
\end{cases}
\]
To this end, first notice that if \( i = K(\tilde{k}) \) for some \( \tilde{k} \in \{1, \ldots, |K|\} \), then the \( i \)-th row of \( X \) equals \( e_k^T \) (the \( \tilde{k} \)-th unit row vector in \( \mathbb{R}^{|K|} \)). This is so because \( C_{K,K} e_{\tilde{k}} = C_{K,K} \), which corresponds to the \( i \)-th column of the equation \( C_{K,K} \tilde{X}^T = C_{K,i} \). To conclude the proof, it is enough to show that if \( i \) lies between, say, \( K(\tilde{k}) \) and \( K(\tilde{k} + 1) \) for some \( \tilde{k} \in \{0, \ldots, |K|\} \), the \( i \)-th row of \( X \) is a linear interpolation of the rows \( X_{K(\tilde{k})} \) and \( X_{K(\tilde{k} + 1)} \), or, equivalently, that \( X_{t_i} \) depends affinely on \( i \) between \( K(\tilde{k}) \) and \( K(\tilde{k} + 1) \). This follows directly from the equation \( C_{K,K}(\tilde{X}_{t_i})^T = C_{K,i} \), since for \( K(\tilde{k}) \leq i \leq K(\tilde{k} + 1) \) we have, by Lemma 3.1,

\[
C_{k,i} = \begin{cases} 
C_{k,\tilde{k}} + \frac{k}{N}[K(\tilde{k}) - i], & k \leq \tilde{k} \\
C_{k,\tilde{k}} + \frac{(N - k)}{N}[i - K(\tilde{k})], & k > \tilde{k}.
\end{cases}
\]

Therefore, since the right hand side of \( C_{K,K}(\tilde{X}_{t_i})^T = C_{K,i} \) depends affinely on \( i \) for \( K(\tilde{k}) \leq i \leq K(\tilde{k} + 1) \), so does \( (\tilde{X}_{t_i})^T \). This concludes the proof. \( \square \)

A.6. Proof of Lemma 2.7. Let us assume that condition (2.9) does not hold for a particular \( K \), and pick \( x_0 \in \mathbb{R}^n \) as in the statement of the theorem, i.e., \( \text{sgn}(x_0)_K = s \) and \( (x_0)_{\{1, \ldots, n\}\setminus K} = 0 \). Consider the subdifferential of the cost function of (2.8):

\[
(\nabla_1 \left[ \frac{1}{2} \|y - Ax\|_2^2 + \lambda \|x\|_1 \right]) = A^T(y - Ax) + \lambda \text{Sgn}(x),
\]

where “Sgn” is a set-valued version of sgn, applied component-wisely: \( \text{Sgn}(x) = \{1\} \) if \( x > 0 \), \( \text{Sgn}(x) = \{-1\} \) if \( x < 0 \) and \( \text{Sgn}(0) = [-1, 1] \). Now, \( x \) is an optimal solution of (2.8) iff

\[
0 \in A^T(y - Ax) + \lambda \text{Sgn}(x),
\]

i.e.,

\[
C(x_0 - x) + A^T\varepsilon \in -\lambda \text{Sgn}(x).
\]

Let us assume that \( \text{sgn}(x) = \text{sgn}(x_0) \). This implies that

\[
C_{K^C,K}(x_0 - x)_K + (A^T\varepsilon)_K = -\lambda w
\]

\[
C_{K,K}(x_0 - x)_K + (A^T\varepsilon)_K = -\lambda s,
\]

where \( w \in [-1, 1]^{n-|K|} \) is arbitrary. Combining these equations we obtain

\[
C_{K^C,K}C_{K,K}^{-1}s = \frac{1}{\lambda} \left[ (A^T\varepsilon)_K^{K_C} - C_{K^C,K}C_{K,K}^{-1}(A^T\varepsilon)_K \right] + w.
\]
Let \( i \in K^C \) be such that \( |(C_{K^C,K}C_{K,K}^{-1}s)_i| \geq 1 \). Since \( \delta := \min_{\alpha \in \mathbb{R}^N \setminus \{0\}} \min \{P[\alpha^T \varepsilon > 0], P[\alpha^T \varepsilon < 0]\} > 0 \), with probability at least \( \delta \) we have that

\[
\text{sgn} \left( (A^T \varepsilon)_{K^C, K} C_{K,K}^{-1}(A^T \varepsilon)_{K,K} \right)_i = -\text{sgn}(C_{K^C,K}C_{K,K}^{-1}s)_i.
\]

Under this event, condition (A.3) does not hold, which contradicts the assumption that \( \text{sgn}(x) = \text{sgn}(x_0) \) (since \( |w_i| \leq 1 \)). This concludes the proof.

### A.7. Proof of Lemma 2.9.

We will establish this result by embedding the random walk \( s_t \) into a Brownian motion process. To this end, first notice that this probability is independent of the values of \( \mu \) and \( \sigma^2 \), so we may suppose without loss of generality that \( \mu = 0 \) and \( \sigma^2 = 1/N \). Now, let \( W \) be a standard Brownian motion process [15]. Since \( \{s_1, \ldots, s_N\} \) has the same joint distribution as \( \{W(1/N), \ldots, W(1)\} \), it follows that

\[
Q = P\left\{ W\left( t/N \right) - tW(1) \geq 0 \quad \forall t \in \left\{1, \ldots, \lfloor \varepsilon N \rfloor\right\} \cup \{N - \lfloor \varepsilon N \rfloor + 1, \ldots, N\} \right\}
\geq P\left\{ W(t) - tW(1) \geq 0 \quad \forall t \in [1/N, \lfloor \varepsilon N \rfloor/N] \cup [1 - \lfloor \varepsilon N \rfloor/N + 1/N, 1] \right\}.
\]

The process \( B(t) := W(t) - tW(1), t \in [0, 1], \) is a Brownian bridge [16][eq. (9.31)], and an alternative representation for such a process is \( B(t) = (1-t)\bar{W}(t/(1-t)) \) [16][eq. (9.29)]. This gives

\[
Q \geq P\left\{ (1-t)\bar{W}\left( \frac{t}{1-t} \right) \geq 0 \quad \forall t \in \left[\frac{1}{N}, \frac{\lfloor \varepsilon N \rfloor}{N} \right] \cup \left[1 - \left\lfloor \frac{\varepsilon N}{N} \right\rfloor + \frac{1}{N}, 1\right] \right\}
= P\left\{ \bar{W}(t) \geq 0 \quad \forall t \in \left[\frac{1}{N - 1}, \frac{\varepsilon' N}{1 - \varepsilon'} \right] \cup \left[\frac{1 - \varepsilon'}{\varepsilon'}, N - 1\right] \right\},
\]
where \(|\varepsilon N|/N =: \varepsilon'\). To compute this last probability, we appeal to [15][pp. 278], which gives

\[
P \left\{ W(t) \geq 0 \text{ } \forall t \in [a,b] \cup \left[ \frac{1}{b'}, \frac{1}{a'} \right] \right\}
\]

\[
= \int_{0}^{\infty} dx_{a} \int_{0}^{\infty} dx_{b} \int_{0}^{\infty} dx_{1/a} \int_{0}^{\infty} dx_{1/b} P\{W(a) \in [x_{a}, x_{a} + dx_{a}]\}
\]

\[
	imes P\{W(b) \in [x_{b}, x_{b} + dx_{b}], \text{ } W(t) \geq 0 \forall t \in [a,b] | W(a) \in [x_{a}, x_{a} + dx_{a}]\}
\]

\[
	imes P\{W(1/b) \in [x_{1/b}, x_{1/b} + dx_{1/b}] | W(b) \in [x_{b}, x_{b} + dx_{b}]\}
\]

\[
	imes P \left\{ W(1/a) \in [x_{1/a}, x_{1/a} + dx_{1/a}], \text{ } W(t) \geq 0 \forall t \in \left[ \frac{1}{b'}, \frac{1}{a'} \right] \right\}
\]

\[
W(1/b) \in [x_{1/b}, x_{1/b} + dx_{1/b}] \right\}
\]

\[
= P_{1} - P_{2} - P_{3} + P_{4},
\]

where

\[
P_{1} := \frac{1}{(2\pi)^2 \sqrt{a(b-a)(b^{-1}-b)(a^{-1}-b^{-1})}} \int_{0}^{\infty} dx_{a} \int_{0}^{\infty} dx_{b} \int_{0}^{\infty} dx_{1/b} \int_{0}^{\infty} dx_{1/a}
\]

\[
\exp \left( -\frac{x_{a}^2}{2a} - \frac{(x_{1/b} - x_{b})^2}{2(b^{-1}-b)} - \frac{(x_{a} - x_{b})^2}{2(b-a)} - \frac{(x_{1/b} - x_{1/a})^2}{2(a^{-1}-b^{-1})} \right),
\]

\[
P_{2} := \frac{1}{(2\pi)^2 \sqrt{a(b-a)(b^{-1}-b)(a^{-1}-b^{-1})}} \int_{0}^{\infty} dx_{a} \int_{0}^{\infty} dx_{b} \int_{0}^{\infty} dx_{1/b} \int_{0}^{\infty} dx_{1/a}
\]

\[
\exp \left( -\frac{x_{a}^2}{2a} - \frac{(x_{1/b} - x_{b})^2}{2(b^{-1}-b)} - \frac{(x_{a} + x_{b})^2}{2(b-a)} - \frac{(x_{1/b} - x_{1/a})^2}{2(a^{-1}-b^{-1})} \right),
\]
\[ P_3 := \frac{1}{(2\pi)^2 \sqrt{a(b-a)(b^{-1}-b)(a^{-1}-b^{-1})}} \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty dx_a \ dx_b \ dx_{1/b} \ dx_{1/a} \]
\[ \exp \left( -\frac{x_a^2}{2a} - \frac{(x_{1/b} - x_b)^2}{2(b^{-1}-b)} - \frac{(x_a - x_b)^2}{2(b-a)} - \frac{(x_{1/b} + x_{1/a})^2}{2(a^{-1}-b^{-1})} \right), \]

\[ P_4 := \frac{1}{(2\pi)^2 \sqrt{a(b-a)(b^{-1}-b)(a^{-1}-b^{-1})}} \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty dx_a \ dx_b \ dx_{1/b} \ dx_{1/a} \]
\[ \exp \left( -\frac{x_a^2}{2a} - \frac{(x_{1/b} - x_b)^2}{2(b^{-1}-b)} - \frac{(x_a + x_b)^2}{2(b-a)} - \frac{(x_{1/b} + x_{1/a})^2}{2(a^{-1}-b^{-1})} \right). \]

Now, notice that, using Lemma B.1 of Appendix B,

\[ \frac{1}{\sqrt{2\pi(a^{-1}-b^{-1})}} \int_0^\infty dx_{1/a} \exp \left( -\frac{(x_{1/b} + x_{1/a})^2}{2(a^{-1}-b^{-1})} \right) \]
\[ = \frac{1}{\sqrt{2\pi(a^{-1}-b^{-1})}} \int_{\sqrt{a^{-1}-b^{-1}}}^{x_{1/b}} dx_{1/a} \exp \left( -\frac{x_{1/a}^2}{2} \right) \]
\[ = \frac{1}{2} \pm \frac{x_{1/b}}{\sqrt{2\pi(a^{-1}-b^{-1})}} + O \left( \frac{x_{1/b}^3}{(a^{-1}-b^{-1})^{3/2}} \right) \]
and
\begin{align*}
\frac{1}{2\pi \sqrt{a(a-b)}} & \int_{0}^{\infty} dx_a \exp \left( -\frac{x_a^2}{2a} - \frac{(x_a + x_b)^2}{2(b-a)} \right) \\
& = \frac{1}{2\pi \sqrt{a(b-a)}} \int_{0}^{\infty} dx_a \exp \left( -\frac{x_a^2}{2a} - \frac{x_a^2 + 2x_a x_b + x_b^2}{2(b-a)} \right) \\
& = \frac{1}{2\pi \sqrt{a(b-a)}} \exp \left( -\frac{x_b^2}{2b} \right) \int_{0}^{\infty} dx_a \exp \left( -\frac{b}{2a(b-a)} \left( x_a + \frac{a}{b} x_b \right)^2 \right) \\
& = \frac{1}{\sqrt{2\pi b}} \exp \left( -\frac{x_b^2}{2b} \right) \frac{1}{\sqrt{2\pi}} \int_{\sqrt{\frac{1}{2}} \sqrt{a(b-a)} \sqrt{x_b}}^{\infty} dx_a \exp \left( -\frac{x_a^2}{2} \right) \\
& = \frac{1}{\sqrt{2\pi b}} \exp \left( -\frac{x_b^2}{2b} \right) \left[ \frac{1}{2} \pm \sqrt{\frac{a}{2b(b-a)}} x_b + O \left( \frac{a^{3/2}}{[b(b-a)]^{3/2} x_b^3} \right) \right].
\end{align*}

Therefore,
\begin{align*}
P_{1,2,3,4} &= \frac{1}{2\pi \sqrt{b(b-1-b)}} \int_{0}^{\infty} dx_b \int_{0}^{\infty} dx_{1/b} \exp \left( -\frac{x_b^2}{2b} - \frac{(x_{1/b} - x_b)^2}{2(b-1-b)} \right) \\
& \times \left[ \frac{1}{2} \pm \frac{x_{1/b}}{\sqrt{2\pi(a^{-1} - b^{-1})}} + O \left( \frac{x_{1/b}^3}{(a^{-1} - b^{-1})^{3/2}} \right) \right] \\
& \times \left[ \frac{1}{2} \pm \frac{a}{2\pi b(b-a)} x_b + O \left( \frac{a^{3/2}}{[b(b-a)]^{3/2} x_b^3} \right) \right].
\end{align*}
Performing the integration with respect to $x_{1/b}$ gives

$$\frac{1}{\sqrt{2\pi(b^{-1} - b)}} \int_0^\infty \! dx_{1/b} \exp \left( \frac{(x_{1/b} - x_b)^2}{2(b^{-1} - b)} \right)$$

$$\times \left[ \frac{1}{2} \pm \frac{x_{1/b}}{\sqrt{2\pi(a^{-1} - b^{-1})}} + O \left( \frac{x_{1/b}^3}{(a^{-1} - b^{-1})^{3/2}} \right) \right]$$

$$= \frac{1}{\sqrt{8\pi}} \int_{-\frac{x_b}{\sqrt{b^{-1} - b}}}^{\frac{x_b}{\sqrt{b^{-1} - b}}} \! dx_{1/b} \exp \left( -\frac{x_{1/b}^2}{b} \right)$$

$$\pm \frac{1}{2\sqrt{a^{-1} - b^{-1}}} \int_{-\frac{x_b}{\sqrt{b^{-1} - b}}}^{\frac{x_b}{\sqrt{b^{-1} - b}}} \! dx_{1/b} (x_{1/b}\sqrt{b^{-1} - b} + x_b) \exp \left( -\frac{x_{1/b}^2}{2} \right) + O(a^{3/2})$$

$$= \frac{1}{2} \Phi \left( \frac{x_b}{\sqrt{b^{-1} - b}} \right) + O(a^{3/2})$$

$$\pm \left[ \frac{1}{2\sqrt{a^{-1} - b^{-1}}} \exp \left( -\frac{x_b^2}{2(b^{-1} - b)} \right) + \frac{x_b}{\sqrt{2\pi(a^{-1} - b^{-1})}} \Phi \left( \frac{x_b}{\sqrt{b^{-1} - b}} \right) \right].$$
Hence,

\[ P_{1,2,3,4} \]

\[
= \frac{1}{\sqrt{2\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \left\{ \frac{1}{2} \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right) + O(a^{3/2}) \right\}
\]

\[
\pm \left\{ \frac{1}{2\pi} \sqrt{\frac{b-1 - b}{a-1 - b}} \exp \left( -\frac{x_b^2}{2(b-1 - b)} \right) + \frac{x_b}{\sqrt{2\pi(a-1 - b-1)}} \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right) \right\}
\]

\[
\times \left\{ \frac{1}{2} \pm \sqrt{\frac{a}{2\pi b(b-a)}} x_b + O \left( \frac{a^{3/2}}{(b-a)^{3/2}} x_b^3 \right) \right\}
\]

\[
= \frac{1}{\sqrt{2\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right)
\]

\[
\pm \frac{1}{\sqrt{2\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \frac{1}{2} \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right) \sqrt{\frac{a}{2\pi b(b-a)}} x_b
\]

\[
\pm \frac{1}{\sqrt{8\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \left\{ \frac{1}{2\pi} \sqrt{\frac{b-1 - b}{a-1 - b-1}} \exp \left( -\frac{x_b^2}{2(b-1 - b)} \right) \right. \\
\left. + \frac{x_b}{\sqrt{2\pi(a-1 - b-1)}} \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right) \right\}
\]

\[
\pm \frac{1}{\sqrt{2\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \sqrt{\frac{a}{2\pi b(b-a)}} x_b
\]

\[
\times \left\{ \frac{1}{2\pi} \sqrt{\frac{b-1 - b}{a-1 - b-1}} \exp \left( -\frac{x_b^2}{2(b-1 - b)} \right) + \frac{x_b}{\sqrt{2\pi(a-1 - b-1)}} \Phi \left( \frac{x_b}{\sqrt{b-1} - b} \right) \right\}
\]

\[ + O(a^{3/2}). \]

The first three terms of this last expression for \( P_{1,2,3,4} \) will cancel out when summed up in \( P\{W(t) \geq 0 \ \forall t \in [a, b] \cup [b^{-1}, a^{-1}]\} \), while the fourth term
will appear four times. Therefore,

\[
P \left\{ W(t) \geq 0 \forall t \in [a, b] \cup \left[ \frac{1}{b}, \frac{1}{a} \right] \right\} = O\left( a^{3/2} \right) + \frac{4}{\sqrt{2\pi b}} \int_0^\infty dx_b \exp \left( -\frac{x_b^2}{2b} \right) \sqrt{\frac{a}{2\pi b(b-a)}} x_b
\]
\[
\times \left[ \frac{1}{2\pi} \sqrt{\frac{b-1-b}{a-1-b-1}} \exp \left( -\frac{x_b^2}{2(b-1-b)} \right) + \frac{x_b}{\sqrt{2\pi(a-1-b-1)}} \Phi \left( \frac{x_b}{\sqrt{b-1-b}} \right) \right]
\]
\[
= 2 \pi b \left( \frac{1}{b-a} \int_0^\infty dx_b \left[ \frac{1}{2\pi} \sqrt{\frac{b-1-b}{a-1-b-1}} x_b \exp \left( -\frac{x_b^2}{2b(1-b^2)} \right) + \frac{x_b^2}{\sqrt{2\pi(a-1-b-1)}} \exp \left( -\frac{x_b^2}{2b(1-b^2)} \right) \Phi \left( \frac{x_b}{\sqrt{b-1-b}} \right) \right] + O(a^{3/2}) \right)
\]
\[
\times \left[ \frac{\pi^2}{2} \sqrt{\frac{1}{b-a}} \int_0^\infty dx_b x_b^2 \exp \left( -\frac{x_b^2}{2b(1-b^2)} \right) + \frac{\pi^2}{2} \sqrt{\frac{1}{b-a}} \int_0^\infty dx_b x_b^2 \exp \left( -\frac{x_b^2}{2b(1-b^2)} \right) \Phi \left( \frac{x_b}{\sqrt{b-1-b}} \right) + O(a^{3/2}) \right]
\]
\[
= \frac{\pi^2}{2} \sqrt{\frac{1}{b-a}} \int_0^\infty dx_b x_b^2 \exp \left( -\frac{x_b^2}{2b(1-b^2)} \right) \pi - \arctan \left( \frac{\sqrt{1-b^2}}{b} \right) + b \sqrt{1-b^2} + O(a^{3/2})
\]
\[
= \frac{\pi^2}{2} + o(a) + O(b).
\]

Then, using Lemma B.2 of Appendix B, we obtain

\[
P \left\{ W(t) \geq 0 \forall t \in [a, b] \cup \left[ \frac{1}{b}, \frac{1}{a} \right] \right\} = \frac{\pi^2}{2} + o\left( a^2 \right) + O(b).
\]

This result gives us the desired lower bound for \( Q \), by letting \( a = 1/N \) and \( b = \epsilon’ \), since \( |\epsilon’ - \epsilon| < 1/N \).

APPENDIX B: TECHNICAL DEFINITIONS AND LEMMAS

Definition B.1 (Sub-exponential random variables, [31]). A random variable \( x \) is said to be sub-exponential if any of the following three conditions is met:
(a) $P\{|x| > t\} \leq \exp(1 - t/K_1)$, for all $t \geq 0$,
(b) $(E\{|x|^p\})^{1/p} \leq K_2 p$, for all $p \geq 1$,
(c) $E\{\exp(x/K_3)\} \leq e$,
where $K_1, K_2, K_3 > 0$ are arbitrary constants. In this case, the sub-exponential norm of $x$ is defined as $\|x\|_{\psi_1} := \sup_{p \geq 1} p^{-1} (E\{|x|^p\})^{1/p}$.

Remark B.1. The term “sub-exponential distribution” has unfortunately another standard and almost opposite interpretation in probability (in particular, in queueing theory) than the one given here: a sub-exponential distribution is also a class of heavy-tailed distributions (i.e., those distributions $F$ whose moment generating function $M_F(t) := \int_{-\infty}^{\infty} e^{tx} dF(x)$ is infinite for every $t > 0$). Our definition comes from the theory of random matrices [31].

Remark B.2. Notice that the class of sub-exponential random variables is reasonably large, and it includes for instance all Gaussian, Bernoulli, exponential, chi-square and bounded random variables.

Lemma B.1 (Perturbation of the cumulative normal distribution function). For $x \in \mathbb{R}$,
\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -\frac{t^2}{2} \right) dt = \frac{1}{2} - \frac{1}{\sqrt{2\pi}} x + \frac{1}{\sqrt{72\pi}} x^3 + O(x^5).
\]

Proof.
\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -\frac{t^2}{2} \right) dt = \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} \exp \left( -\frac{t^2}{2} \right) dt - \frac{1}{\sqrt{2\pi}} \int_{0}^{x} \exp \left( -\frac{t^2}{2} \right) dt
\]
\[
= \frac{1}{2} - \frac{1}{\sqrt{2\pi}} \int_{0}^{x} \left[1 - \frac{t^2}{2} + O(t^4)\right] dt
\]
\[
= \frac{1}{2} - \frac{1}{\sqrt{2\pi}} \left[x - \frac{x^3}{6} + O(x^5)\right]
\]
\[
= \frac{1}{2} - \frac{1}{\sqrt{2\pi}} x + \frac{1}{\sqrt{72\pi}} x^3 + O(x^5).
\]
\[\Box\]
Lemma B.2 (Integral). Let \( b \in (0, 1) \), and \( \Phi \) be the cumulative standard normal distribution function. Then,

\[
\int_{0}^{\infty} dx x^2 \exp \left( -\frac{x^2}{2b} \right) \Phi \left( \frac{x}{\sqrt{b^{-1} - b}} \right) = \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \pi - \arctan \left( \frac{\sqrt{1 - b^2}}{b} \right) + b\sqrt{1 - b^2} \right].
\]

Proof.

\[
\int_{0}^{\infty} dx x^2 \exp \left( -\frac{x^2}{2b} \right) \Phi \left( \frac{x}{\sqrt{b^{-1} - b}} \right)
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} dx \int_{-\infty}^{\infty} dy x^2 \exp \left( -\frac{x^2}{2b} - \frac{y^2}{2} \right)
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \int_{0}^{\infty} dx \int_{-\infty}^{\arctan(b/\sqrt{1 - b^2})} dy x^2 \exp \left( -\frac{x^2 + y^2}{2} \right)
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \int_{0}^{\infty} dr \int_{-\pi/2}^{\arctan(b/\sqrt{1 - b^2})} d\theta r r^2 \cos^2(\theta) \exp \left( -\frac{r^2}{2} \right)
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \int_{-\pi/2}^{\arctan(b/\sqrt{1 - b^2})} d\theta \frac{1 + \cos(2\theta)}{2} \right] \cdot 2 \int_{0}^{\infty} du \exp(-u)
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \theta + \frac{1}{2} \sin(2\theta) \right]_{-\pi/2}^{\arctan(b/\sqrt{1 - b^2})} \left[ -ue^{-u} \bigg|_{u=0}^{\infty} + \int_{0}^{\infty} du \exp(-u) \right]
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \arctan(b/\sqrt{1 - b^2}) + \frac{\pi}{2} \right. \left. + \sin(\arctan(b/\sqrt{1 - b^2})) \cos(\arctan(b/\sqrt{1 - b^2})) \right]
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \arctan(b/\sqrt{1 - b^2}) + \frac{\pi}{2} + b\sqrt{1 - b^2} \right]
\]

\[
= \frac{b^{3/2}}{\sqrt{2\pi}} \left[ \pi - \arctan(\sqrt{1 - b^2}/b) + b\sqrt{1 - b^2} \right].
\]
Lemma B.3 (Bound for weighted sub-exponential sums). Let \( \varepsilon \in \mathbb{R}^N \) be a vector of independent zero mean sub-exponential random variables, with \( \kappa := \max_{1 \leq i \leq N} \| \varepsilon_i \|_{\psi_1} \), and let \( \alpha \in \mathbb{R}^N \) be a deterministic vector. Then, for every \( x \geq 0 \),

\[
P\left\{ |\alpha^T \varepsilon| \geq x \right\} \leq 2 \exp \left[ -c \min \left( \frac{x^2}{\kappa^2 \| \alpha \|_2^2}, \frac{x}{\kappa \| \alpha \|_{\infty}} \right) \right],
\]

where \( c > 0 \) is an absolute constant.

**Proof.** See [31][Proposition 5.16].

Lemma B.4 (Min-max probability bound for sub-exponential sums). Let \( \varepsilon \in \mathbb{R}^N \) be a vector of independent zero mean sub-exponential continuous random variables, with \( \kappa := \max_{1 \leq i \leq N} \| \varepsilon_i \|_{\psi_1} \). Then, for every \( \lambda > 0 \) and \( 0 < \delta < 1 \):

\[
P \left\{ \min_{1 \leq t_1 \leq \delta N} \max_{t_1 \leq t_2 \leq N} \frac{1}{t_2 - t_1 + 1} \sum_{t = t_1}^{t_2} \varepsilon_t > \lambda \right\} \leq 2(1 - \delta)N \exp \left[ -(1 - \delta)Nc \min \left( \frac{\lambda^2}{\kappa^2}, \frac{\lambda}{\kappa} \right) \right],
\]

where \( c > 0 \) is an absolute constant.

**Proof.** Let

\[
Q := P \left\{ \min_{1 \leq t_1 \leq \delta N} \max_{t_1 \leq t_2 \leq N} \frac{1}{t_2 - t_1 + 1} \sum_{t = t_1}^{t_2} \varepsilon_t < \lambda \right\}.
\]
Our goal is to obtain an upper bound for $1 - Q$. To this end, notice that (B.1)
\[
Q = P \left\{ \exists 1 \leq t_1 \leq \delta N \text{ s.t. } \max_{t_1 \leq t_2 \leq N} \frac{1}{t_2 - t_1 + 1} \sum_{t=t_1}^{t_2} \varepsilon_t < \lambda \right\} \\
= P \left\{ \exists 0 \leq t_1 \leq \delta N - 1 \text{ s.t. } \forall t_1 < t_2 \leq N, \sum_{t=t_1+1}^{t_2} \varepsilon_t < \lambda(t_2 - t_1) \right\} \\
= P \left\{ \exists 0 \leq t_1 \leq \delta N - 1 \text{ s.t. } \forall t_1 < t_2 \leq N, \sum_{t=1}^{t_2} \varepsilon_t < \lambda(t_2 - t_1) + \sum_{t=1}^{t_1} \varepsilon_t \right\} \\
= P \left\{ \exists (1 - \delta)N + 1 \leq \tilde{t}_1 \leq N \text{ s.t. } \forall 0 \leq \tilde{t}_2 < \tilde{t}_1, \sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda) \right\} \\
= P \left\{ \exists (1 - \delta)N + 1 \leq \tilde{t}_1 \leq N \text{ s.t. } \sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \min_{0 \leq \tilde{t}_2 \leq \tilde{t}_1 - 1} \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda) \right\},
\]
where $\tilde{\varepsilon} \in \mathbb{R}^N$ is a random vector given by $\tilde{\varepsilon}_t := \varepsilon_{N+1-t}$. Furthermore, in the last line of (B.1) we can restrict the range of $\tilde{t}_2$ to $\{0, \ldots, (1 - \delta)N\}$, since if for some $(1 - \delta)N + 1 \leq \tilde{t}_1 \leq N$ the minimizing $\tilde{t}_2 = \tilde{t}_2^*$ is larger than $(1 - \delta)N$, then the inequality obviously holds by taking $\tilde{t}_2 = \tilde{t}_2^*$ and $\tilde{t}_2 = (1 - \delta)N$. Conversely, if
\[
\sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \min_{0 \leq \tilde{t}_2 \leq (1 - \delta)N} \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda),
\]
for some $\tilde{t}_1 = \tilde{t}_1^* \in \{(1 - \delta)N + 1, \ldots, N\}$, then it also holds that
\[
\min_{(1 - \delta)N+1 \leq \tilde{t}_1 \leq N} \sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \min_{0 \leq \tilde{t}_2 \leq \tilde{t}_1 - 1} \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda).
\]
Therefore,
\[
Q = P \left\{ \exists (1 - \delta)N + 1 \leq \tilde{t}_1 \leq N \text{ s.t. } \sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \min_{0 \leq \tilde{t}_2 \leq (1 - \delta)N} \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda) \right\} \\
= P \left\{ \min_{(1 - \delta)N+1 \leq \tilde{t}_1 \leq N} \sum_{t=1}^{\tilde{t}_1} (\tilde{\varepsilon}_t - \lambda) < \min_{0 \leq \tilde{t}_2 \leq (1 - \delta)N} \sum_{t=1}^{\tilde{t}_2} (\tilde{\varepsilon}_t - \lambda) \right\}.
\]
This last expression shows that $Q$ is the probability that the minimum of the random walk $\{\sum_{k=1}^{t}(\tilde{\varepsilon}_k - \lambda)\}_t$ lies in $\{(1-\delta)N+1, \ldots, N\}$ (since the $\varepsilon_t$'s have continuous distributions, the probability that such random walk attains its minimum at more than one time instant is zero). This quantity can be computed in principle by using techniques from fluctuation theory (see, e.g., [7]). In particular, if we denote $\sum_{k=a}^{b}(\tilde{\varepsilon}_k - \lambda)$ by $S(a, b)$, then, inspired by [28][equation (5.3)], we have that

\[
1 - Q = P\left\{\min_{(1-\delta)N + 1 \leq \tilde{t} \leq N} S(1, \tilde{t}_1) > \min_{0 \leq \tilde{t}_2 \leq (1-\delta)N} S(1, \tilde{t}_2)\right\}
\]

\[
= \sum_{t=1}^{(1-\delta)N} P\left\{S(1, t) = \min_{0 \leq \tilde{t} \leq N} S(1, \tilde{t})\right\}
\]

\[
= \sum_{t=1}^{(1-\delta)N} P\left\{S(1, t) < \min_{0 \leq \tilde{t} \leq t-1} S(1, \tilde{t}) \text{ and } S(1, t) < \min_{t+1 \leq \tilde{t} \leq N} S(1, \tilde{t})\right\}
\]

\[
= \sum_{t=1}^{(1-\delta)N} P\left\{\max_{0 \leq \tilde{t} \leq t-1} S(\tilde{t} + 1, t) < 0 \text{ and } \min_{t+1 \leq \tilde{t} \leq N} S(t + 1, \tilde{t}) > 0\right\}
\]

\[
\leq \sum_{t=1}^{(1-\delta)N} P\left\{\min_{t+1 \leq \tilde{t} \leq N} S(t + 1, \tilde{t}) > 0\right\},
\]

where in the fourth equality we have used the additive property of $S$, namely, that $S(a, b) + S(b+1, c) = S(a, c)$ for all $a \leq b \leq c$. Notice that, for all $t \in \mathbb{N}$,

\[
P\left\{\min_{t+1 \leq \tilde{t} \leq N} S(t + 1, \tilde{t}) > 0\right\} = P\left\{\min_{t+1 \leq \tilde{t} \leq N} \sum_{k=t+1}^{\tilde{t}} (\tilde{\varepsilon}_k - \lambda) > 0\right\}
\]

\[
= P\left\{\sum_{k=t+1}^{\tilde{t}} (\tilde{\varepsilon}_k - \lambda) > 0, \forall t + 1 \leq \tilde{t} \leq N\right\}
\]

\[
\leq P\left\{\sum_{k=t+1}^{N} (\tilde{\varepsilon}_k - \lambda) > 0\right\}
\]

\[
= P\left\{\frac{1}{N-t} \sum_{k=t+1}^{N} \tilde{\varepsilon}_k > \lambda\right\}
\]

\[
= P\left\{\frac{1}{N-t} \sum_{k=1}^{N-t} \varepsilon_k > \lambda\right\}.
\]
Therefore, by Lemma B.3 (taking $\alpha = [t^{-1} \cdots t^{-1}]^T \in \mathbb{R}^t$),

$$1 - Q \leq \sum_{t = \delta N}^{N-1} P \left\{ \frac{1}{t} \sum_{k=1}^{t} \varepsilon_k > \lambda \right\} \leq \sum_{t = \delta N}^{N-1} 2 \exp \left[ -ct \min \left( \frac{\lambda^2}{\kappa^2}, \frac{\lambda}{\kappa} \right) \right] \leq 2(1 - \delta)N \exp \left[ -(1 - \delta)Nc \min \left( \frac{\lambda^2}{\kappa^2}, \frac{\lambda}{\kappa} \right) \right].$$

This concludes the proof. \[\Box\]

**Corollary B.1 (Min-max probability bound for centered sub-exponential sums).** Let $\varepsilon \in \mathbb{R}^N$ be a vector of independent zero mean sub-exponential continuous random variables, with $\kappa := \max_{1 \leq i \leq N} \| \varepsilon_i \|_{\psi_1}$. Then, for every $\lambda > 0$ and $0 < \delta \leq 1/2$:

$$P \left\{ \min_{1 \leq t_1 \leq \delta N} \max_{t_2 - t_1 + 1 \leq t_1} \frac{1}{t_2 - t_1 + 1} \sum_{t = t_1}^{t_2} (\varepsilon_t - \bar{\varepsilon}_{t_1}) > \lambda \right\} \leq 2[(1 - \delta)N + 1] \exp \left[ -c\delta N \min \left( \frac{\lambda^2}{\kappa^2}, \frac{\lambda}{\kappa} \right) \right],$$

where $\bar{\varepsilon}_{t_1} := (N - t_1 + 1)^{-1} \sum_{t = t_1}^{N} \varepsilon_t$, and $c > 0$ is an absolute constant.

**Proof.** The proof of Lemma B.4 carries over until (B.2), which changes
to

\[
1 - Q = P \left\{ \min_{(1-\delta)N+1 \leq \tilde{t}_1 \leq N} S(1, \tilde{t}_1) > \min_{0 \leq \tilde{t}_2 \leq (1-\delta)N} S(1, \tilde{t}_2) \right\}
\]

\[
\leq \sum_{t=0}^{(1-\delta)N} P \left\{ S(1, t) < \min_{(1-\delta)N+1 \leq \tilde{t} \leq N} S(1, \tilde{t}) \right\}
\]

\[
\leq \sum_{t=0}^{(1-\delta)N} P \left\{ \min_{(1-\delta)N+1 \leq \tilde{t} \leq N} \sum_{k=t+1}^{\tilde{t}} (\bar{\xi}_k - \bar{\xi}_\tilde{t} - \lambda) > 0 \right\}
\]

\[
= \sum_{t=0}^{(1-\delta)N} P \left\{ \sum_{k=t+1}^{\tilde{t}} (\bar{\xi}_k - \bar{\xi}_\tilde{t} - \lambda) > 0, \forall (1-\delta)N + 1 \leq \tilde{t} \leq N \right\}
\]

\[
\leq \sum_{t=0}^{(1-\delta)N} P \left\{ \frac{1}{N-t} \sum_{k=t+1}^{N} (\bar{\xi}_k - \bar{\xi}_N) > \lambda \right\}
\]

\[
= \sum_{t=0}^{(1-\delta)N} P \left\{ \frac{1}{N-t} \sum_{k=1}^{N-t} (\xi_k - \bar{\xi}_N) > \lambda \right\}
\]

\[
= \sum_{t=\delta N}^{N} P \left\{ \frac{1}{t} \sum_{k=1}^{t} (\xi_k - \bar{\xi}_N) > \lambda \right\},
\]

where \( \bar{\xi}_t := \bar{\varepsilon}_{N+1-t} \), \( \bar{\xi}_\tilde{t} := \tilde{t}^{-1} \sum_{\tilde{t}=1}^{\tilde{t}} \bar{\xi}_t \), and \( S(a, b) := \sum_{k=a}^{b} (\bar{\xi}_k - \lambda) \). The last expression can also be written as

\[
1 - Q \leq \sum_{t=\delta N}^{N} P \left\{ \alpha_t^T \bar{\varepsilon} > \lambda \right\},
\]

with \( \alpha_t^T = [(t^{-1} - N^{-1}) \ldots (t^{-1} - N^{-1}) - N^{-1} \ldots - N^{-1}] \in \mathbb{R}^N \).
Therefore, by Lemma B.3 and the assumption that \( \delta \leq 1/2 \),

\[
1 - Q \leq \sum_{t=\delta N}^{N} 2 \exp \left[ -c \min \left( \frac{\lambda^2}{\kappa^2 \|\alpha_t\|_2}, \frac{\lambda}{\kappa \|\alpha_t\|_\infty} \right) \right]
\]

\[
= 2 \sum_{t=\delta N}^{N} \exp \left[ -c \min \left( \frac{\lambda^2}{\kappa^2 \left( \frac{1}{t} - \frac{1}{N} \right)}, \frac{\lambda}{\kappa \max \left( \left( \frac{1}{\delta N} - \frac{1}{N} \right), \frac{1}{N} \right)} \right) \right]
\]

\[
= 2(N - \delta N + 1) \exp \left[ -c \min \left( \frac{\lambda^2}{\kappa^2 \left( \frac{1}{\delta N} - \frac{1}{N} \right), \frac{\lambda}{\kappa \max \left( \left( \frac{1}{\delta N} - \frac{1}{N} \right), \frac{1}{N} \right)} \right) \right]
\]

\[
= 2[(1 - \delta)N + 1] \exp \left[ -c\delta N \frac{1}{1 - \delta} \min \left( \frac{\lambda^2}{\kappa^2}, \frac{\lambda}{\kappa} \right) \right].
\]

This concludes the proof. \( \square \)

**B.1. Proof of Lemma 3.1.** Problem (3.2) can be expressed as

\[
\begin{align*}
\min_{\eta_1, \ldots, \eta_N, \tau_2, \ldots, \tau_N} & \quad -\frac{1}{2} \sum_{t=1}^{N} \ln(-\eta_t) - \sum_{t=1}^{N} \eta_t y_t^2 + \lambda \sum_{t=2}^{N} \tau_t \\
\text{s.t.} & \quad \eta_t < 0, \quad t = 1, \ldots, N \\
& \quad \eta_t - \eta_{t-1} \leq \tau_t, \quad t = 2, \ldots, N \\
& \quad \eta_{t-1} - \eta_t \leq \tau_t, \quad t = 2, \ldots, N.
\end{align*}
\]

(B.3)

The Lagrangian function of (B.3) is

\[
L(\eta_1, \ldots, \eta_N, \tau_2, \ldots, \tau_N, \mu_2, \ldots, \mu_N) = \sum_{t=1}^{N} \left[ -\eta_t y_t^2 - \frac{1}{2} \ln(-\eta_t) \right] + \sum_{t=2}^{N} [\lambda \tau_t + \mu_2^1 (\eta_t - \eta_{t-1} - \tau_t) + \mu_2^2 (\eta_{t-1} - \eta_t - \tau_t)].
\]

Notice that we have not included Lagrange multipliers associated with the constraints \( \eta_t < 0 \), since the optimal solutions of (B.3) cannot satisfy \( \eta_t = 0 \) (otherwise the cost would be infinite, due to the logarithms \( \ln(-\eta_t) \)). There-
fore, the KKT conditions associated with (B.3) are

\[-y_1^2 - \frac{1}{2\eta_1} - \mu_1^2 + \mu_2^2 = 0\]
\[-y_t^2 - \frac{1}{2\eta_t} + \mu_t^1 - \mu_{t+1}^1 - \mu_t^2 + \mu_{t+1}^2 = 0, \quad t = 2, \ldots, N - 1\]
\[-y_N^2 - \frac{1}{2\eta_N} + \mu_N^1 - \mu_N^2 = 0\]
\[\lambda - \mu_t^1 - \mu_t^2 = 0, \quad t = 2, \ldots, N\]
\[\eta_t < 0, \quad t = 1, \ldots, N\]
\[\eta_t - \eta_{t-1} \leq \tau_t, \quad t = 2, \ldots, N\]
\[\eta_{t-1} - \eta_t \leq \tau_t, \quad t = 2, \ldots, N\]
\[\mu_t^1 \geq 0, \quad t = 2, \ldots, N\]
\[\mu_t^2 \geq 0, \quad t = 2, \ldots, N\]
\[\mu_t^1(\eta_t - \eta_{t-1} - \tau_t) = 0, \quad t = 2, \ldots, N\]
\[\mu_t^2(\eta_{t-1} - \eta_t - \tau_t) = 0, \quad t = 2, \ldots, N.\]

(B.4)

From the fourth set of conditions, we have that \(\mu_t^2 = \lambda - \mu_t^1\) for \(t = 2, \ldots, N\).

In addition, from (B.3) it can be seen that equality has to be achieved for each \(\tau_t\) either for the sixth or seventh set of conditions in (B.4). Hence, (B.4) can be simplified to

\[-y_1^2 - \frac{1}{2\eta_1} + \lambda - 2\mu_2^1 = 0\]
\[-y_t^2 - \frac{1}{2\eta_t} + 2\mu_t^1 - 2\mu_{t+1}^1 = 0, \quad t = 2, \ldots, N - 1\]
\[-y_N^2 - \frac{1}{2\eta_N} + 2\mu_N^1 - \lambda = 0\]
\[\eta_t < 0, \quad t = 1, \ldots, N\]
\[|\eta_t - \eta_{t-1}| = \tau_t, \quad t = 2, \ldots, N\]
\[\mu_t^1 \in [0, \lambda], \quad t = 2, \ldots, N\]
\[\mu_t^1(\eta_t - \eta_{t-1} - \tau_t) = 0, \quad t = 2, \ldots, N\]
\[(\lambda - \mu_t^1)(\eta_{t-1} - \eta_t - \tau_t) = 0, \quad t = 2, \ldots, N.\]

(B.5)

Now, from the last three sets of conditions in (B.5) it follows that

\[\mu_t^1 \begin{cases} 
= 0, & \text{if } \eta_t < \eta_{t-1} \\
= \lambda, & \text{if } \eta_t > \eta_{t-1} \\
\in [0, \lambda], & \text{if } \eta_t = \eta_{t-1}.
\end{cases}\]

(B.6)
If we let $\tilde{\mu}_t = 2\mu_t - \lambda$ for all $t = 2, \ldots, N$, conditions (B.5) can be posed as

\[-y_1^2 - \frac{1}{2\eta_1} = \tilde{\mu}_2\]
\[-y_t^2 - \frac{1}{2\eta_t} = \tilde{\mu}_{t+1} - \tilde{\mu}_t, \quad t = 2, \ldots, N - 1\]
\[-y_N^2 - \frac{1}{2\eta_N} = -\tilde{\mu}_N\]

subject to (B.6). These conditions correspond to (3.3), which concludes the proof.

\[\square\]

**B.2. Proof of Lemma 3.2.** This lemma follows by comparing Lemma 3.1 with [24][equation (2.1) + Lemma A.1]. However, according to Lemma 3.1, the solution of problem (3.2) is required to satisfy $\sigma > 0$, hence we need to show that the solution of (3.5) necessarily satisfies $\sigma > 0$. To this end, let us assume the opposite, i.e., let $S := \{t \in \{2, \ldots, N\} : \sigma_t^2 \neq \sigma_{t-1}^2\} \neq \emptyset$. Consider the vector $\sigma^+ \in \mathbb{R}^N$ given by $(\sigma^+)_t = \max\{\sigma_t, 0\}$ for $t = 1, \ldots, N$.

It is easy to see that the cost in (3.5) for $\sigma^+$ is strictly lower than for $\sigma$, which contradicts the optimality of the latter. This concludes the proof.  

**REFERENCES**

[1] Boyd, S., Parikh, N., Chu, E., Peleato, B., and Eckstein, J. (2011). Distributed optimization and statistical learning via the alternating direction method of multipliers. *Foundations and Trends in Machine Learning* **3**, 1, 1–122.

[2] Brown, L. D. (1986). *Fundamentals of Statistical Exponential Families, With Applications in Statistical Decision Theory*. Institute of Mathematical Statistics.

[3] Bühlmann, P. and van de Geer, S. (2011). *Statistics for High-Dimensional Data: Methods, Theory and Applications*. Springer.

[4] Chen, S. S., Donoho, D. L., and Saunders, M. A. (1999). Atomic decomposition by basis pursuit. *SIAM Journal on Scientific Computing* **20**, 1, 33–61.

[5] Condat., L. (2012). A direct algorithm for 1D total variation denoising. Technical report Hal-00675043, 2012.

[6] Davies, P. L. and Kovac, A. (2001). Local extremes, runs, strings and multiresolution. *The Annals of Statistics* **29**, 1 (Feb.), 1–65.

[7] Feller, W. (1962). *An Introduction to Probability Theory and Its Applications, Vol. I, 2nd Edition*. John Wiley & Sons.

[8] Friedman, J., Hastie, T., Höfling, H., and Tibshirani, R. (2007). Pathwise coordinate optimization. *The Annals of Applied Statistics* **1**(2), 302–332.

[9] Grant, M. C. and Boyd, S. P. (2008). Graph implementations for nonsmooth convex programs. In *Recent Advances in Learning and Control (tribute to M. Vidyasagar)*, V. D. Blondel, S. P. Boyd, and H. Kimura, Eds. Springer-Verlag, 95–110.

[10] Gustafsson, F. (2000). *Adaptive Filtering and Change Detection*. Wiley.
[11] Harchaoui, Z. and Lévy-Leduc, C. (2007). Catching change-points with lasso. In Advances in Neural Information Processing Systems. 617–624.

[12] Hastie, T., Tibshirani, R., and Friedman, J. H. (2003). The Elements of Statistical Learning. Springer.

[13] Hodrick, R. J. and Prescott, E. C. (1997). Postwar U.S. Business Cycles: An Empirical Investigation. Journal of Money, Credit and Banking 29, 1 (Feb.), 1+.

[14] Hœflining, H. (2010). A path algorithm for the fused lasso signal approximator. Journal of Computational and Graphical Statistics 19, 4, 984–1006.

[15] Karlin, S. (1966). A First Course in Stochastic Processes. Academic Press.

[16] Karlin, S. and Taylor, H. M. (1981). A Second Course in Stochastic Processes. Academic Press.

[17] Kim, S.-J., Koh, K., Boyd, S., and Gorinevsky, D. (2009). l1 trend filtering. SIAM Review 51(2), 339–360.

[18] Little, M. A. and Jones, N. S. (2011a). Generalized methods and solvers for noise removal from piecewise constant signals. I. Background theory. Proceedings of the Royal Society A 467, 2135, 3088–3114.

[19] Little, M. A. and Jones, N. S. (2011b). Generalized methods and solvers for noise removal from piecewise constant signals. II. New methods. Proceedings of the Royal Society A 467, 2135, 3115–3140.

[20] Luenberger, D. G. (1984). Linear and Nonlinear Programming, 2nd Edition. Addison-Wesley.

[21] Meinshausen, N. and Yu, B. (2009). Lasso-type recovery of sparse representations for high-dimensional data. The Annals of Statistics, 246–270.

[22] Ohlsson, H., Ljung, L., and Boyd, S. (2010). Segmentation of ARX-models using sum-of-norms regularization. Automatica 46, 1107–1111.

[23] Qian, J. and Jia, J. (2012). On pattern recovery of the fused Lasso. ArXiv e-prints.

[24] Rinaldo, A. (2009). Properties and refinements of the fused lasso. The Annals of Statistics 37(5B), 2922–2952.

[25] Rudin, L. I., Osher, S., and Fatemi, E. (1992). Nonlinear total variation based noise removal algorithms. Physica D: Nonlinear Phenomena 60, 1-4, 259–268.

[26] Sparre Andersen, E. (1953). On the fluctuations of sums of random variables. Math. Scand. 1, 263–285.

[27] Rockafellar, R. T. (1970). Convex Analysis. Princeton University Press.

[28] Zhang, C. and Yu, B. (2006). On model selection consistency of lasso. J. Mach. Learn. Res. 7, 2541–2563.
