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ABSTRACT

We consider a periodic review inventory control problem of minimizing inventory cost, production cost, and lost sales under demand uncertainty, in which product demands are not specified exactly and it is only known to belong to a given uncertainty set. We propose a robust optimization formulation for obtaining lowest cost possible and guaranteeing the feasibility with respect to range of order quantity and inventory level for possible values of the data from the uncertainty set. Our formulation is based on the affinely adaptive robust counterpart, which suppose order quantity is affine function of past demands. We derive certainty equivalent problem via second-order cone programming, which gives 'not too pessimistic' worst-case.
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1. INTRODUCTION

We consider the problem of finding a robust policy to control the inventory level under demand uncertainty. Inventory control is an essential problem and has been extensively studied in the operations research for over many decades. There are two approaches when inventory is short and the demand is not satisfied, lost-sales model, and backorder model. In lost-sales model, the excess demands are lost, whereas in the backorder model, customer will wait for the stock to be replenished. In this paper, we consider the lost-sales inventory control problem. The lost-sales setting can often be seen in many retail environments, and the importance of the model is reasoned by Gruen et al. (2002) revealing that only 15% of the customers who observe a stock out will delay the purchase, and the other 85% of customers will not buy the product at the store. Especially in grocery or apparel industry, it is claimed that 60 to 70 percent of purchases are unplanned (Underhill 2009). Clearly, stock out can lead to lost sales as well as disappointment and frustration for customers. These facts make the lost-sales model an important topic. The survey research on this topic is conducted by Bijvank and Vis (2011). The main focus of this topic has been considering optimal or suboptimal ordering policy for infinite time horizon. Early research on the optimal policy include Bellman et al. (1955) and Karlin and Scarf (1958), where lead time is assumed to be one review period. Morton (1969) extends these models to a general non-zero lead time problem. Zipkin (2008) reformulated the model of Karlin (1958) and Morton (1969) and analyze the structure of the problem using discrete convex analysis. There are also lots of suboptimal policies for different problem settings such as (Gaver 1959, Morse 1959, Pressman 1977, Van Donselaar 1996, Johansen 2001, Downs 2001, Johansen 2001, Janakiraman 2004, Huh 2009). All these models assume that demands are independent and identically distributed i.i.d using Gaussian or Poisson, and few papers model demand distribution with different parameters or correlations between periods. The need to model demand distribution with different parameters between periods arises in several applications, for example, when there are specific forecasts of demands for each period on a short-term basis. Such a setting can often be seen more in the literatures of dynamic lot-sizing problem under demand uncertainty. See Tempelmeier (2013) and Aloulou et al. (2014) for review. These models are finite horizon models and differ from infinite horizon models in that the demand distributions for each period are given and try to minimize some cost function, such as production cost, inventory cost, as well as lost sales. Typical approach is scenario-based approach such as Guan et al. (2006) and Zhou and Guan (2013) and solve the problem by dynamic programming (DP). Although DP is a very powerful approach and works very well for small sized problem, the number of intermediate states used during computation grows exponentially as the number of variables increase, known as “curse of dimensionality”. Therefore, this approach is not applicable for when the problem size becomes large. Another approach is setting order-up-to level during successive replenishment periods such as Tarim and Kingsman (2004), Tunc et al. (2014) via mixed integer programming (MIP). This modelling also includes integer variables and thus are not applicable for larger problems.

Robust optimization has been drawing attention recently as an alternative way to deal with demand uncertainty in the inventory control problem. It can incorporate demand uncertainty into optimization models, in which product demands are not specified exactly and it is only known to belong to a given uncertainty set, yet the
worst-case total cost is minimized while satisfying constraints for all possible values of the data from the uncertainty set. The benefit of the modelling is that problems can be reduced to equivalent deterministic problems, such as linear programming (LP) or second-order cone programming (SOCP), and thus can be solved very fast using efficient algorithms for these problem classes. There are several applications of robust optimization to inventory control problem. Bertsimas and Sim (2003) and Bertsimas and Thiele (2004) applied robust optimization to finite-horizon multi-period inventory control problem. They model the demand uncertainty set using budge of uncertainty robust (BUR) formulation proposed by Bertsimas and Thiele (2006), in which degree of robustness and conservatism are controlled by the scaled deviation of parameters from their nominal values. They proposed LP based model for problem without fixed ordering cost, and MIP based model for problem with fixed ordering cost. Bienstock (2008) studied the optimal base stock level in the same model and proposed algorithms based on decomposition. Another stream of formulation via robust optimization is affinely adjustable robust counterpart (AARC) formulation proposed by Ben-Tal et al. (2004), in which part of the decision variables are assumed to be determined after a portion of the uncertain data is realized and those adjustable variables are modelled to be affine functions of uncertain data. In inventory control context, order quantity can be determined based on the realization of past demands. Ben-Tal et al. (2009) studied retailer-supplier flexible commitment problem with uncertain demand, and Ben-Tal et al. (2005) studied multi-echelon inventory control problem, both using AARC. See and Sim (2010) proposed approximate objective function formulation considering non-zero lead time and demand is a factor based. Solyal et al. (2016) proposed a formulation disaggregating order quantity for the demand of each period by specifying when to place an order to satisfy the demand of a specific period and proposed efficient heuristics to solve the problem.

Even with the progress, however, all of these models are inventory control with backorder model, where all of excess demands are backlogged, and to our best knowledge, no robust optimization model has been proposed to lost-sales inventory control problem. In this paper, we propose a robust optimization formulation for lost-sales inventory control problem in which excess demands are lost. Our formulation is based on the AARC, which suppose order quantity is affine function of past demands. We derive certainty equivalent problem via SOCP, which gives ‘not too pessimistic worst-case’. The outline of the paper is as follows. In section 2, we describe the basic lost-sales inventory control problem, formulated as non-robust models. In section 3, we derive robust models for the problem described in section 2. In section 4, we give numerical results, and in section 5, we present a conclusion and future work.

The reminder of this paper is as follows. In section 2, we review the existing literatures. In section 3, we explain our proposed model. In section 4, we describe the field data used to estimate our model. We then discuss our results and managerial implications based on the behavioural findings. In section 5, we provide conclusion.

2. NON-ROBUST LOST-SALES INVENTORY CONTROL PROBLEM

In this section, we present mathematical formulations of non-robust lost-sales inventory control problem. First, we give a standard non-robust problem including equality and inequality constraints. Then, we eliminate equality constraints from the original problem so as to apply robust optimization and reformulate the problem in a vector-matrix form. Finally, we impose constraints that order quantity should be affine function of the past demand history to apply AARC.

2.1 Floor Representation

The lost-sales inventory control problem is presented as follows

minimize \( \sum_{t=1}^{T}(h_t x_t + c_t u_t + p_t s_t) \)  \hfill (1a)
subject to \( x_t = x_{t-1} + u_t - d_t + s_t \) \hfill (1b)
\( (t = 1, \ldots, T) \)
\( u_t \leq u_t \leq \bar{u}_t \) \hfill (1c)
\( \underline{s}_t \leq s_t \leq \bar{s}_t \) \hfill (1d)
\( s_t \geq 0 \) \hfill (1e)

Decision variable
- \( s_t \): shortage (amount of unmet demand) at time \( t \)
- \( x_t \): inventory level at time \( t \)
- \( u_t \): order quantity at time \( t \)

Parameters
- \( p_t \): Price of product at time \( t \)
- \( c_t \): Unit production cost at time \( t \)
- \( h_t \): Unit inventory holding cost at time \( t \)
- \( d_t \): Forecast of demand at time \( t \)
- \( \underline{x}_t, \bar{x}_t \): under and lower limit for inventory at time \( t \)
- \( \underline{u}_t, \bar{u}_t \): under and lower limit for order quantity at time \( t \)
- \( x_0 \): initial inventory

The objective function is minimizing sum of inventory cost, production cost, and lost sales. Note that this function is same as profit maximization

maximize \( \sum_{t=1}^{T} p_t d_t - \sum_{t=1}^{T}(h_t x_t + c_t u_t + p_t s_t) \)
where sales term \( p_t d_t \) is constant. Constraints (1b) present inventory update equation, in which all excess demands are lost. Constraints (1c,1d) requires order quantity \( u_t \) and inventory \( x_t \) are bounded. This problem is a linear-programming and the optimal solution can be obtained using standard-solver. For the special case where \( x_t \) and \( u_t \) are not bounded, \( i.e., x_t = \)
2.2 Lost Sales Inventory Control Problem in Inequality Form

In robust optimization, uncertain parameter can take all possible values within a given uncertainty set, so satisfying equality constraints including uncertain parameter is impossible. Therefore, equality constraints must be transformed to a set of inequality constraints.

Inventory update constraints (1b) can be transformed by backward substitution as follows:

\[ x_t = x_{t-1} + u_t - d_t + s_t \]
\[ = (x_{t-2} + u_{t-1} - d_{t-1} + s_{t-1}) + u_t - d_t + s_t \]
\[ \vdots \]
\[ = x_0 + \sum_{i=1}^{t} (u_i - d_i + s_i), \]

We can also express this equality using matrix form as

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_T \\
\end{bmatrix} =
\begin{bmatrix}
  x_0 \\
  x_0 \\
  \vdots \\
  x_0 \\
\end{bmatrix}
+ \begin{bmatrix}
  1 & 0 & 0 & \cdots & 0 \\
  1 & 1 & 0 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & 1 & 1 & \cdots & 1 \\
\end{bmatrix}
\begin{bmatrix}
  u_1 - d_1 + s_1 \\
  u_2 - d_2 + s_2 \\
  \vdots \\
  u_T - d_T + s_T \\
\end{bmatrix}
\]

or more compactly,

\[ x = x_0 \mathbf{1} + L(u - d + s) \]

where \( [x_1, \ldots, x_T]^T, u = [u_1, \ldots, u_T]^T, d = [d_1, \ldots, d_T]^T, s = [s_1, \ldots, s_T]^T \) and \( \mathbf{1} \) denotes the vector with all entries one, and \( L \) denotes lower triangular matrix with all entries one. Using this expression, we can reformulate the original problem using matrix form as

\[
\begin{align*}
\text{minimize} & \quad h^T x + c^T u + p^T s \\
\text{subject to} & \quad x = x_0 \mathbf{1} + L(u - d + s) \\
& \quad \mathbf{u} \leq u \leq \mathbf{u} \\
& \quad x \leq x \leq \mathbf{x} \\
& \quad s \geq 0
\end{align*}
\]

By eliminating \( x \), we can reformulate the problem in an inequality form as follows.

\[
\begin{align*}
\text{minimize} & \quad h^T [x_0 \mathbf{1} + L(u - d + s)] + c^T u + p^T s \\
\text{subject to} & \quad \mathbf{u} \leq u \leq \mathbf{u} \\
& \quad u \leq u \leq \mathbf{u} \\
& \quad x \leq x \leq \mathbf{x} \\
& \quad s \geq 0
\end{align*}
\]
\[ \begin{align*}
    &= x_0 h^T 1 + (h^T L + c^T V)d + (h^T L + c^T)w + (h^T L + p^T)s \\
    &= h_0 + z^T d + f^T w + q^T s
\end{align*} \]

where

\[ h_0 = x_0 h^T 1 \]
\[ z = (h^T L + c^T V)^T \]
\[ f = (h^T L + c^T)^T \]
\[ q = (h^T L + p^T)^T \]

and the problem can be reformulated as follows

\[
\begin{align*}
\text{minimize} & \quad h_0 + z^T d + f^T w + q^T s \\
\text{subject to} & \quad u \leq Vd + w \leq \bar{u} \\
& \quad x_0 1 + L(Zd + w + s) \leq \bar{x} \\
& \quad s \geq 0
\end{align*}
\]

(3a)

Subject to

(3b)

(3c)

(3d)

Note that a set of decision variables \((x, u, s)\) are transformed to \((V, w, s)\). Note also that the optimal value of the problem is equivalent to the original problem (1a-1e) in the deterministic demand case, but not in the uncertain demand case.

3. PROBLEM FORMULATION

In this section, we derive robust formulation of the problem. First, we mention demand uncertainty set using ellipsoidal bound. Next, we present two robust models. First model is static robust model derived from the problem (2a-2d), and the second model is dynamic robust model derived from the problem (3a-3d).

3.1 Ellipsoidal Bound for Demand Uncertainty

We assume \(d \in \varepsilon = \{\mu + Ra \mid ||a||_2 \leq 1\} \)

It is known that if \(d\) can be supposed to be Gaussian random vectors with mean \(\mu\) and covariance \(\Sigma, R\) can be expressed as

\[ R = \sqrt{\Phi^{-1}(T, \gamma)} \Sigma^{1/2}, \]

where \(\Phi(n, \gamma)\) is the cumulative distribution function of \(\chi^2\) distributed variable.

3.2 Robust Static Model

Let \(l_t^T\) denote \(t\)-th row vector of lower triangular matrix \(L\). The \(t\)-th row vector of the term \(Ld\) appeared in (2a, 2c) can be expressed as follows:

\[
\begin{align*}
&\max_{d \in \varepsilon} (l_t^T d) = l_t^T u + ||l_t^T Re||_2 \\
&\min_{d \in \varepsilon} (l_t^T d) = l_t^T u - \Delta d_t
\end{align*}
\]

where \(e_t\) denotes the vector with \(t\)-th standard basis vector \((t\)-th entry is one and all other entries are zero\), \(\Delta d_t = ||l_t^T Re||_2\). From (4), we can derive non-robust static model as

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^T h(x_0 + l_t^T (u - \mu + s)) + c_t u_t + p_t s_t \\
\text{subject to} & \quad u_t \leq u_t \leq \bar{u}_t (t = 1, \ldots, T) \\
& \quad x_t \leq x_0 + l_t^T (u - \mu + s) - \Delta d_t (t = 1, \ldots, T) \\
& \quad x_t \geq x_0 + l_t^T (u - \mu + s) + \Delta d_t \leq \bar{x}_t (t = 1, \ldots, T) \\
& \quad s_t \geq 0 (t = 1, \ldots, T)
\end{align*}
\]

(5a)

(5b)

(5c)

(5d)

(5e)

This problem is a LP and thus can be solved efficiently. Note that we did not add \(\Delta d_t\) term in the objective function, because \(\Delta d_t\) is a constant and does not depend on decision variables.

3.3 Dynamic Robust Model

Let \(l_t^T\) denote \(t\)-th row vector of lower triangular matrix \(V, Z_t^T\) denote \(t\)-th row vector of lower triangular matrix \(Z\). Considering the minimum and maximum values for \(zd, V, d, Lzd, V, d, Lzd\) in the same way as in (4), we can derive robust static model as

\[
\begin{align*}
\text{minimize} & \quad h_0 + z^T \mu + ||Rz||_2 + f^T w + q^T s \\
\text{subject to} & \quad u_t \leq \bar{v}_t - ||R \bar{v}_t||_2 + w_t (t = 1, \ldots, T) \\
& \quad \bar{v}_t - ||R \bar{v}_t||_2 + w_t \leq \bar{u}_t (t = 1, \ldots, T) \\
& \quad x_t \leq x_0 + l_t^T (u - \mu + s) - \Delta d_t (t = 1, \ldots, T) \\
& \quad x_t \geq x_0 + l_t^T (u - \mu + s) + \Delta d_t \leq \bar{x}_t (t = 1, \ldots, T)
\end{align*}
\]

(6a)

(6b)

(6c)

(6d)
\begin{align*}
x_0 + \bar{y}_T (u - \mu + s) + \Delta d_t & \leq \bar{x}_t \\
(t = 1, \ldots, T) \\
s_t & \geq 0 \quad (t = 1, \ldots, T)
\end{align*}

In this model, production quantity should be determined based on the observation of past demand history, thus gives "not too pessimistic" worst case. The problem is a SOCP and thus can be solved efficiently.

4. NUMERICAL EXAMPLES

In this section, we give some numerical examples to illustrate the model and variations described before. The data set used in the example is created by modifying the real-world data of an apparel product. The company makes a purchase replenishment order to their supplier within an upper and lower limit of reserved production capacity. All our examples use \( T = 50 \) horizon. Parameters used in the examples are summarized as follows:

- \( \pi \): randomly generated using uniform distribution \( U(10, 20) \)
- \( c_t = 5 \) for \( t = 1, \ldots, T \)
- \( h_t = 3 \) for \( t = 1, \ldots, T \)
- \( (\bar{x}, \bar{x}) = (0, 300) \) for \( t = 1, \ldots, T \)
- \( (\bar{u}, \bar{u}) = (20, 120) \) for \( t = 1, \ldots, T \)
- \( x_0 = 0 \)

We assume demand has \( d_t \) is Gaussian random vectors as

\[
d \sim N(\mu, \Sigma)
\]

\[
\mu_t = (1 + \cos(2\pi t/7)) \times 50
\]

\[
\Sigma_{ij} = \begin{cases} 
0.3 & i = j \\
0.4 & i = j + 1, i = j - 1 \\
0.1 & i = j + 2, i = j - 2 \\
0 & \text{otherwise}
\end{cases}
\]

The real time-series data has a strong weekly seasonal pattern, and we modified the data to the seasonal time-series with a seven-period of cycle. We also found that the time-series data excluding the seasonal pattern can be fitted by the two-dimensional autoregression model, and we use the value of autocorrelation in \( \Sigma \).

Our implementation is coded with MATLAB and SeDuMi solver called from CVX, run on Intel Core i7 3.5GHz x 2, 16GB memory.

To illustrate the robustness of the proposed model, we solve the following three models

Non-robust model (1a-1e) with \( d = \mu \)

1. Robust static model
2. Robust dynamic model

We generate 1,000 random demands and compared models by taking \( u \) obtained from above optimization with respect to the average and 95% confidence interval of total cost, the number of infeasible solutions and CPU time in Table 1. From Table 1, we see that the average total cost of both robust models is lower, and the 95% confidence interval is narrower than the non-robust model. We also see that there are no infeasible solutions in both robust models, whereas the non-robust model gives 9 infeasible solutions. This can be considered as a result of incorporation of robustness in both robust models. Further the dynamic robust model outperforms the other two models. This can be considered as a result of incorporation of dynamic decision-making process in the dynamic robust model. We see that both robust models require less than a second CPU time. This is beneficial in the case where problem must be solved many times, e.g., there are many SKUs.

The cost breakdowns for each of cost items in the objective function for the non-robust model, static robust model and dynamic robust model in Table 2. From Table 2, We see that both robust optimization models have lower lost sales in return for higher inventory cost, in consequence lower total cost than the non-robust model.

In Figure 1 we have plotted the histogram of the distributions of objective functions. Depicted in Figure 1, we see that both robust models are much better in terms of worst-case cost obtained. We also see that robust dynamic model is better in terms of average, best-case, and worst-case cost obtained. This is because of the benefit of dynamic model that the order quantity is determined after observation of past demands. These examples show that effectiveness of applying robust optimization to inventory control problem.

5. CONCLUSION

We have considered a problem of finding an optimal set of inventories, production quantity, and shortage quantity as measured by minimum total cost of inventory holding cost, production cost, and lost sales, subject to inventory and order quantity bounds. We have developed an adjustable robust counterpart model that can be easily reduced to the equivalent non-robust problem via second-order cone programming. In the computational experiment, we compared proposed robust models with standard non-robust model and show the proposed model outperforms the non-robust model.

For future work, we are interested in applying the approximate objective function model with a factor-based demand to explicitly consider correlated demand over time. We are also interested in expanding the model to dynamic lot sizing problem where fixed order cost is incurred.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
 & Total Cost & # of infeasible solutions & CPU time (sec) \\
\hline
Non-robust model & 33,055 ± 7,325 & 9/1,000 & 0.05 \\
Static robust model & 31,888 ± 3,799 & 0/1,000 & 0.09 \\
Dynamic robust model & 29,945 ± 2,391 & 0/1,000 & 0.47 \\
\hline
\end{tabular}
\caption{Total cost (average and 95% trust region for 1,000 times trial), # of infeasible solutions and CPU time}
\end{table}
Table 2 Cost breakdowns (average and 95% trust region of each of cost items for 1,000 times trial)

|                      | Production cost | Inventory cost | Lost sales     |
|----------------------|-----------------|----------------|----------------|
| Non-robust model     | 24,650          | 2,279 ± 1,561  | 6,844 ± 8,586  |
| Static robust model  | 23,901          | 6,712 ± 5,167  | 1,275 ± 2,978  |
| Dynamic robust model | 22,176          | 5,329 ± 3,233  | 1,440 ± 1,934  |

Figure 1 Histogram of the distributions of objective function value (1,000 trials)
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