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Abstract—In this work, we consider a sparse code multiple access uplink system, where \( J \) users simultaneously transmit data over \( K \) subcarriers, such that \( J > K \), with a constraint on the power transmitted by each user. To jointly optimize the subcarrier assignment and the transmitted power per subcarrier, two new iterative algorithms are proposed, the first one aims to maximize the sum-rate (Max-SR) of the network, while the second aims to maximize the fairness (Max-Min). In both cases, the optimization problem is of the mixed-integer non-linear programming (MINLP) type, with non-convex objective functions, which are generally not tractable. We prove that both joint allocation problems are NP-hard. To address these issues, we employ a variant of the block successive upper-bound minimization (BSUM) framework, obtaining polynomial-time approximation algorithms to the original problem. Moreover, we evaluate the algorithms’ robustness against outdated channel state information (CSI), present an analysis of the convergence of the algorithms, and a comparison of the sum-rate and Jain’s fairness index of the novel algorithms with three other algorithms proposed in the literature. The Max-SR algorithm outperforms the others in the sum-rate sense, while the Max-Min algorithm outperforms them in the fairness sense.
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I. INTRODUCTION

The fifth generation (5G) of wireless networks is expected to deliver better coverage and a higher capacity to massively connected users. One of the fundamental aspects to achieve this goal is the design of multiple access techniques. Orthogonal multiple access (OMA) techniques allocate different users into orthogonal network resources, to minimize the interference between users. For instance, time division multiple access (TDMA), code division multiple access (CDMA) and orthogonal frequency division multiple access (OFDMA) assign orthogonal time slots, codes and subcarriers to users, respectively. However, due to the increasing demand for data communications and the introduction of new data-hungry technologies, such as virtual and augmented reality (VR/AR) and massively deployed internet of things (IoT) devices, a tenfold increase in traffic is expected by 2020 [2]. As the number of orthogonal network resources available is finite, this design paradigm is incompatible with the massive traffic and connectivity requirements of 5G networks. Recently, early information-theoretic works on multi-user communications [3, 4] have reemerged under the name non-orthogonal multiple access (NOMA) as a potential solution to deal with this requirement. Although NOMA methods are rooted in the information-theoretic literature, the recent interest has been focused on communication-theoretic aspects such as developing efficient NOMA coding and modulation schemes, with desired error-rate performance and multi-user communication capabilities. Differently from OMA, in NOMA techniques, multiple users are allocated to the same network resources, permitting the allocation of more users and more efficient use of the available resources. In NOMA, each receiver must perform multiuser detection (MUD) to recover the intended transmitted signal. NOMA techniques can be classified into two different groups, power division NOMA (PD-NOMA), code division NOMA (CD-NOMA). Recently, power domain sparse code multiple access (PSMA) [5] has been proposed as a hybrid of PD-NOMA and CD-NOMA. An extensive performance comparison of NOMA methods in a single cell system is found in [6], while the comparison between PD-NOMA and CD-NOMA in heterogeneous network is presented in [5].

In CD-NOMA, the transmitter introduces redundancy to the transmitted symbol, via code and/or spreading, to enable receivers to perform MUD and separate signals from different users. Furthermore, CD-NOMA has additional advantages in comparison to PD-NOMA [7], such as the coding gain and the shaping gain (i.e., methods using multidimensional constellations) [8]. Motivated by these advantages, this paper is focused on one of the promising CD-NOMA techniques, named sparse code multiple access (SCMA) [8]. In SCMA, sparse multidimensional codebooks are assigned to each user, and each user’s data layer is sparsely spread throughout the network resources. In comparison to OFDMA, SCMA allows for more users than subcarriers available to be served simultaneously, while reducing the peak average power ratio (PAPR) due to the sparsity of the subcarrier allocation. SCMA was first proposed in [8], as a multidimensional generalization of the low density spreading code division multiple access (LDS-CDMA) that yielded better results regarding detection error. In [9], a method to design SCMA codebooks based...
on lattice coding was proposed. In [10], a downlink SCMA system is considered, and an algorithm for user pairing along with rate adjustment and a detection strategy is proposed for a multiuser SCMA scheme. It is shown that this scheme can achieve robustness to mobility and high data rates.

A. Related Work

Regarding resource management and allocation in SCMA networks, an algorithm to maximize the rate of successful accesses on a random access massive machine communications network is suggested in [11]. In [12], a resource allocation and subcarrier pairing scheme combining OFDMA and SCMA for a dual-hop multiuser relay network is proposed. The problem of assigning SCMA subcarriers to maximize sum rate in uplink transmission is formulated as matching game in [13]. A grant-free contention based uplink SCMA scheme was proposed in [14]. In [15], the capacity of an SCMA cell with a Gaussian input is derived and a joint subcarrier and power allocation algorithm is proposed. In [16], three algorithms for dynamic subcarrier allocation are presented and their link-level performance is evaluated, one of which takes user fairness in consideration. However, the system-level capacity of these algorithms is not investigated and their fairness is compared in terms of the bit error rate (BER) difference between the best and the worst user. In [17], a low complexity bisection-based power allocation algorithm, aiming to maximize the capacity of the SCMA system with a finite alphabet is proposed. A stochastic geometry framework to obtain the system-wide area spectral efficiency of underlaid and overlaid device-to-device (D2D) SCMA networks is developed in [18] and a power allocation strategy to minimize cross-tier interference in underlaid mode and an optimal subcarrier allocation for the overlaid mode are presented. In [19], a joint subcarrier and power allocation algorithm to maximize the proportional fairness utility function of the downlink SCMA system is proposed. The subcarrier and power allocation are split into two problems. The power allocation problem is transformed to a convex equivalent and the remove-and-reallocate algorithm is proposed to solve the combinatorial subcarrier problem. A similar technique of convexification and alternating optimization is employed in [20] to solve a SCMA resource allocation problem taking into account content caching, energy harvesting and physical layer security.

Despite the extensive body of literature regarding the analytical characterization and resource management in SCMA, a few core issues are yet to be properly addressed. Firstly, the network overloading achieved by non-orthogonal scheduling also results in an additional source of interference. Hence, it is fundamental to approach the resource allocation problem from a fairness perspective, as algorithms that maximize the sum-rate do so at the expense of users with poor channel condition. In this vein, one of the algorithms proposed in this paper follows a fairness maximization path. Secondly, as shown in this manuscript, the joint subcarrier and power allocation problem is NP-hard. The algorithms currently proposed in the literature propose heuristics to achieve sub-optimal solutions. In face of that, we propose a more systematic approach by relaxing the problem and following the BSUM framework.

To the best of our knowledge, no previous works have investigated the fairness in joint subcarrier and power allocation in uplink SCMA transmission in depth. Furthermore, the algorithms proposed in this paper have stronger optimality guarantees in comparison with algorithms proposed in previous works.

B. Contributions

In this paper, we formulate two optimization problems for joint subcarrier and power allocation in SCMA networks, one aiming to maximize the sum-rate and another one for maximizing the fairness and propose two algorithms to solve them. The first algorithm’s goal is to maximize the sum-rate of the network. While this is an essential criterion in cellular networks, fairness between users is equally important. Thus, to include fairness in the optimization, we propose the Max-Min algorithm aimed to maximize the minimum rate among the users. The obtained results demonstrate better performance than the former algorithm in terms of fairness, at the cost of a lowered sum rate.

Both problems are of the non-convex mixed integer nonlinear programming (MINLP) type. We prove that both problems are NP-hard [1]. Then, we propose two algorithms based on the BSUM framework, proposed in [1]. The proposed algorithms maximize a lower bound approximation of the objective functions by updating the optimization variables in blocks. As shown in [1], if the lower bound approximation satisfies some conditions, this approach has guaranteed convergence to a stationary point, assuring a locally optimal solution. Additionally, we compare both algorithms and the ones proposed in [16] in the sum-rate and the Jain’s fairness index sense. Results show that the Max-SR algorithm outperforms all other algorithms regarding sum-rate, while the Max-Min algorithm outperforms all others regarding fairness. Furthermore, we evaluate the fairness and sum-rate performance of the algorithms under outdated CSI. Finally, we compare the BER performance of the two proposed algorithms.

To summarize, the list below presents the main accomplishments in this work:

- We prove that the joint power and subcarrier allocation problem is NP-hard.
- We propose a Max-SR algorithm which achieves a better sum-rate in comparison to the ones proposed in [16].
- We propose a Max-Min algorithm which achieves better fairness, in terms of the Jain’s fairness index, in comparison to the ones proposed in [16].
- We evaluate the robustness of the algorithms against outdated channel state information (CSI).

This paper is organized as follows: Section II contains a brief overview of the SCMA encoder and decoder structure. Also, a description of SCMA signals, and the derivation of its transmission in deep. Furthermore, the algorithms proposed in this paper have stronger optimality guarantees in comparison with algorithms proposed in previous works.

1 As shown in [21], [22] for the energy-efficiency and heterogeneous cloud radio access networks in PD-NOMA networks respectively, this problems can be reformulated as a monotonic optimization problem, and the optimal joint allocation can be found using the polyblock outer-approximation algorithm, albeit, the algorithm complexity grows exponentially with the size of the problem.
are formulated, and an algorithm for sum-rate maximization, and, another for fairness maximization are proposed. Furthermore, in Section 4 numerical results are shown, and the performance of the algorithm is evaluated. Also, a numerical analysis of the convergence is presented. Finally, in Section 5 the conclusions are presented.

C. Notation

Throughout this paper, italic lowercase letters denote real and complex scalar values, and \( x \) denotes the complex conjugate of \( x \). Lower case boldface letters denote vectors, while upper case boldface denote matrices. A lowercase letter with one subscript, \( x_j \), represents the \( i \)-th element of the vector \( x \), while both \( x_{i,j} \) and \( [X]_{i,j} \) are used to denote the element on the \( i \)-th row and \( j \)-th column of matrix \( X \). The operators \( x^H \) and \( X^H \) denote the hermitian conjugate of a vector and of a matrix, respectively. The operator \( \det(X) \) is the determinant of the square matrix \( X \) and \( \text{tr}(X) \) is its trace. The operator \( \text{diag}(X) \) denotes a square matrix with its diagonal components given by \( X \). The operator \( E(\cdot) \) denotes the expected value of a random variable. The function \( p(\cdot) \) represents the probability density function (PDF) of a random variable and \( x \sim \mathcal{C}\mathcal{N}(\mu, K) \), where \( K \in \mathbb{R}^{n \times n} \), denotes that \( x \) is a complex Gaussian random vector, with mean \( \mu \) and covariance matrix \( K \). The sets \( \mathbb{R} \), \( \mathbb{C} \) and \( \mathbb{E} \) are the sets of the real, complex and binary numbers, respectively. A calligraphic uppercase letter, such as \( \mathcal{X} \), represents the sets of the real, complex and binary numbers, respectively.

A. SCMA Overview

Consider a system consisting of one base station (BS), and let \( K \) be the set of available resources (OFDMA subcarriers, MIMO spatial layers and so on), with \(|K| = K\), and \( J \) be the set of users served by the BS, with \(|J| = J\). Each user transmits a symbol from a multidimensional constellation with order \( M \). The SCMA encoder is a mapping \( f: \mathbb{E}^{\log_2(M)} \rightarrow S_j \), with \( s_j = f(b_j) \), where \( b_j \in \mathbb{E}^{\log_2(M)} \) is a vector of bits taken at the output of a channel encoder, \( S_j \subset \mathcal{C}^K \), \(|S_j| = M\) and \( s_j \) is a sparse vector with \( N < K \) nonzero elements for all \( j \in J \). Each user encodes its transmitted signal from a different multidimensional constellation \( S_j \). Therefore, the BS serves up to \( J = \binom{K}{N} \) users simultaneously and up to \( d_f = \binom{K-1}{N-1} \) users are allocated on the same resource. The overloading factor of the cell is given by \( A = J/K \). Figure 1 shows an example of codebooks and a multiplexed codeword for an SCMA system with \( K = 4\), \( J = 6\), \( N = 2\) and \( d_f = 3\). In this figure, each square represents a subcarrier and the different colors represents the codebook of a different user. The texture of the squares is a different symbol from the user’s mother constellation, while the blank square indicates that no signal is transmitted at the subcarrier by the user. In the second row, we give an example of the resulting received signal, which is a superposition of the transmitted symbol by each user, for the transmission of an arbitrary pair of bits by each user.

Optimal SCMA decoding is achieved by maximum a posteriori (MAP) decoding. However, due to the complexity of MAP decoding, message passing algorithms (MPA) that achieve near-optimal decoding, such as belief propagation (BP) [23] are employed, resulting in a complexity of \( O(M^{d_f}) \). In order to reduce the decoding complexity of SCMA, alternative receiver architectures have been proposed, such as the SIC-SCMA decoder [24], [25] which is a hybrid of the SIC and MPA procedure, and the list spherical decoding (LSD) algorithm [25].

The structure of the SCMA code can be neatly conveyed through a factor graph representation. Let \( F \in \mathbb{E}^{K \times J} \) be the factor graph matrix, each element \( f_{k,j} \) indicates if information from the user \( j \) is transmitted on resource \( k \). Figure 2 illustrates a factor graph with \( J = 6\), \( K = 4\), \( N = 2\) and \( d_f = 3 \) corresponding to the codebook shown in Figure 1, where the circular vertices represent each user, the squared vertices denote the resources and the edges between them the allocation of a user to specific resources. The reader may refer to [8] for more details on the encoder/decoder structure of SCMA.

In a SCMA system, the signal received by the BS at the resource \( k \) can be written as

\[
y_k = \sum_{j \in J} f_{k,j} h_{k,j} s_{k,j} + n_k,
\]

where \( h_{k,j} \) is the channel coefficient, \( s_{k,j} \) is the symbol transmitted from user \( j \) on the \( k \)-th resource, with average power \( P_{k,j} = E(|s_{k,j}|^2) \), and \( n_k \) is the \( k \)-th component of \( n \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2 I) \). Here, we assume that \( h_{k,j} = \frac{\alpha R}{\sqrt{d_f}} \). Without loss of generality, we assume \( g_{k,j} \) is a Rayleigh distributed random variable representing the small scale fading of the channel of user \( j \) on subcarrier \( k \), \( r_j \) is the distance of user \( j \) from the BS and \( \alpha \) is the path loss exponent. Throughout this work, it is assumed that the users send a pilot sequence periodically, and, the BS is able to perfectly estimate the CSI. From (1), the received signal vector at the BS is written as

\[
y = \mathbf{H}x + n
\]

where \( y \in \mathbb{C}^K \) is a complex vector, \( \mathbf{H} \in \mathbb{C}^{K \times KJ} \) is a matrix composed of submatrices, such that, \( \mathbf{H} = [\mathbf{H}_1, \mathbf{H}_2, \cdots, \mathbf{H}_J] \), where, \( \mathbf{H}_j = \text{diag}(h_{1,j}, h_{2,j}, \cdots, h_{K,j}) \) \( \forall j \in J \). The vector \( x \in \mathbb{C}^{KJ} \) is given by \( x = [x_1^T \ x_2^T \ \cdots \ x_J^T]^T \), where \( x_j = [f_{1,j}s_{1,j} \ f_{2,j}s_{2,j} \ \cdots \ f_{K,j}s_{K,j}]^T \) \( \forall j \in J \).

In this paper, we consider a centralized resource allocation architecture, where \( K \) users periodically transmit a pilot signal to the BS. We assume the BS obtains perfect CSI, solves the optimization problem described in Section 3 and tells each user which subcarriers, power, and code-rate to use for the next period of time. We assume the channels are quasi-static, so that users can encode at a fixed rate for a period of time. The process is repeated periodically, where the allocations are changed, and the BS tells users to change their transmission accordingly.

The sum-rate of a SCMA system is defined as the maximum mutual information between the received and transmitted sig-
As concluded in [15], if each nonzero coordinate of \( s \) is drawn from centrally symmetric constellations, the cross correlation between the multidimensional symbols from different users is equal to zero, hence, \( E(x_s^H) \) is equal to a \( K \times K \) zero matrix for any \( i \neq j \). Thus, (4) is diagonal. For a more generic derivation, not relying on the central symmetry of the constellation the reader may refer to [28]–[30].

As \( H_j \) is diagonal for all values of \( j \), we have

\[
HK_jH_j^H = \sum_{j=1}^{J} H_j E \left( x_s^H \right) H_j^H
\]

\[
= \begin{bmatrix}
    \sum_{j=1}^{J} h_{1,j} E \left( x_{1,j}x_{1,j}^* \right) h_{1,j}^* & \cdots & 0 \\
    \vdots & \ddots & \vdots \\
    0 & \cdots & \sum_{j=1}^{J} h_{K,j} E \left( x_{K,j}x_{K,j}^* \right) h_{K,j}^*
\end{bmatrix}
\]  

(6)

It is worth noting that such codebook satisfies the design principles established in [9]. With that being said, the SCMA sum-rate in (3) can be simplified as shown in (7), at the top of the next page. Furthermore, by assuming a decoding order starting from user \( J \) to user 1 and using the logarithm identity \( \log_b(a + c) = \log_b(a) + \log_b(1 + \frac{c}{a}) \), it is possible to obtain the achievable rate of user \( j \) on resource \( k \), \( C_{k,j} \), as shown in (8), at the top of the next page. Therefore, the achievable rate of each user, \( C_j \), is given by

\[
C_j = \sum_{k \in K} C_{k,j} = \sum_{k \in K} \left[ 1 + \frac{|h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2 + \sum_{i=1}^{J} |h_{k,i}|^2 f_{k,i} p_{k,i}} \right].
\]  

(9)

In the next section, we formulate the joint subcarrier and power allocation problems and present our proposed method to solve them.

### III. Joint Subcarrier and Power Allocation

we formulate and propose two joint subcarrier and power allocation algorithms to solve two optimization problems: maximizing the sum-rate (\( P_{\text{MaxSR}} \)) and maximizing the min-
\[
C_{\text{SCMA}} = \ln \det \left( I_K + \frac{1}{\sigma_n^2} H H^H \right) = \ln \det \left( \begin{bmatrix}
1 + \frac{1}{\sigma_n^2} \sum_{j \in J} |h_{k,j}|^2 E(x_{k,j}^2) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1 + \frac{1}{\sigma_n^2} \sum_{j \in J} |h_{k,j}|^2 E(x_{k,j}^2)
\end{bmatrix} \right)
\]
\[
= \sum_{k \in \mathcal{K}} \ln \left( 1 + \frac{\sum_{j \in J} |h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2} \right) = \sum_{k \in \mathcal{K}} \ln \left( 1 + \sum_{j \in J} |h_{k,j}|^2 f_{k,j} p_{k,j} \right) \quad \text{(7)}
\]

\[
\ln \left( 1 + \frac{\sum_{j \in J} |h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2} \right) = \ln \left( \frac{\sigma_n^2 + \sum_{j \in J} |h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2} \right)
\]
\[
= \ln \left( \frac{\sigma_n^2 + |h_{k,1}|^2 f_{k,1} p_{k,1}}{\sigma_n^2} \right) + \ln \left( \frac{\sigma_n^2 + |h_{k,2}|^2 f_{k,2} p_{k,2}}{\sigma_n^2} \right) + \cdots + \ln \left( \frac{\sigma_n^2 + \sum_{j=1}^{j-1} |h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2 + |h_{k,j+1}|^2 f_{k,j+1} p_{k,j+1}} \right)
\]
\[
= \sum_{j \in J} \ln \left( 1 + \frac{|h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i}} \right) = \sum_{j \in J} C_{k,j}, \quad \text{(8)}
\]

Theorem 1. Both the \( P_{\text{Max-SR}} \) and the \( P_{\text{Max-Min}} \) problems are \( \text{NP-hard}. \)

Proof. See Appendix A.

In order to solve both these problems, we relax the integer constraint on matrix \( \mathbf{F} \), given in equation \( (14) \), to a continuous one. Afterwards, we apply the block successive lower bound maximization (BSLM), which is the maximization variant of the approach proposed in [1], which converges to a local minimum of the relaxed problem [1].

For the sake of clarity, we list the conditions for the convergence of the BSLM algorithm. First consider the problem below

\[
\max_{\mathbf{x}} f(\mathbf{x})
\]
\[\text{s.t. } \mathbf{x} \in \mathcal{X}, \quad \text{(15)}\]

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is a non-concave and possibly non-smooth function. Let \( \mathcal{X} \) be the cartesian product of \( m \) closed convex sets: \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_m \), with \( \mathcal{X}_i \subseteq \mathbb{R}^{n_i} \) and \( \sum_{i=1}^{m} n_i = n \). Furthermore the optimization variable \( \mathbf{x} \in \mathbb{R}^n \) can be decomposed into \( m \) vectors \( \mathbf{x} = (\mathbf{x}_1, \cdots, \mathbf{x}_m) \), such that \( \mathbf{x}_i \in \mathcal{X}_i \). At iteration \( t \) of the BSLM algorithm, the blocks of
optimization variables are updated cyclically, where for each block the following problem is solved
\[
\max_{x_i} \hat{f}(x_i, x(i-1))
\text{ s.t. } x_i \in X_i,
\]
where \(i = t \mod m\), and \(x(i-1)\) is the previous value of \(x\). The convergence of the BLSM algorithm is guaranteed if the following conditions hold for \(\hat{f}(x_i, x(i-1))\):
\[
\hat{f}(x_i, x) = f(x), \quad \forall x \in X, \forall i \tag{16}
\]
\[
\hat{f}(x_i, y) \leq f(y_1, \cdots, y_{i-1}, x_i, y_{i+1}, \cdots, y_m), \quad \forall x_i \in X_i, \forall y \in X, \forall i \tag{17}
\]
\[
\nabla \hat{f}(x_i, x) = \nabla f(x), \quad \forall i \tag{18}
\]
\[
\hat{f}(x_i, y) \text{ is continuous in } (x_i, y), \quad \forall i \tag{19}
\]
In the rest of this section, we propose lower bound convex approximations to the objective functions of both \(P_{\text{Max-SR}}\) and \(P_{\text{Max-Min}}\) satisfying conditions \([16]-[19]\), and finalize by providing a description of the block update algorithm that converges to locally optimal solutions.

### A. Solving \(P_{\text{Max-SR}}\)

To solve this problem, we first relax the integer constraint in \([14]\), and add a penalty term to the objective function, such that, non-integer solutions to \(F\) are penalized. The \(P_{\text{Max-SR}}\) becomes
\[
P_{\text{Max-SR}}': \max_{P,F} \sum_{k \in \mathcal{K}} \ln \left(1 + \frac{\sum_{j \in J} |h_{k,j}|^2 f_{k,j} p_{k,j}}{\sigma_k^2} \right) + \gamma(F) \tag{20}
\]
\[
\text{s.t. } 0 \leq f_{k,j} \leq 1 \quad \forall k \in \mathcal{K} \text{ and } j \in J \tag{21}
\]
\[
\begin{align}
\text{(11), (12), (13)} \\
\end{align}
\]
where \(\gamma(F) = \lambda \sum_{k \in \mathcal{K}} \sum_{j \in J} (f_{k,j}^2 - f_{k,j})\) is the penalty function.\footnote{By selecting moderately high values for \(\lambda\) (around 20), integer solutions are obtained. As a matter of fact, higher values for \(\lambda\) results in faster convergence to an integer solution, however, it renders the optimization solver iterations more unstable as it contributes to the ill-conditioning of the problem. On the other hand, smaller \(\lambda\) leads to more conservative updates of \(F\) at each BSLM step, resulting in slower convergence, but better optimizers.}
Notice that \(\gamma(F) < 0\) for all non-integer solutions and \(\gamma(F) = 0\) for integer ones. This gives incentive for the algorithm to obtain solutions that minimize \(\gamma(F)\), hence leading to integer solutions of \(F\).

There are two issues that make \(P_{\text{Max-SR}}'\) a hard problem to solve:

- The presence of multi-linear terms of the form \(f_{k,j} p_{k,j}\) in \(\gamma(F)\)\footnote{By selecting moderately high values for \(\lambda\) (around 20), integer solutions are obtained. As a matter of fact, higher values for \(\lambda\) results in faster convergence to an integer solution, however, it renders the optimization solver iterations more unstable as it contributes to the ill-conditioning of the problem. On the other hand, smaller \(\lambda\) leads to more conservative updates of \(F\) at each BSLM step, resulting in slower convergence, but better optimizers.}
- Even if \(F\) and \(P\) are updated cyclically, the objective function in \(\gamma(F)\) is non-concave, due to the addition of \(\gamma(F)\), which is convex.

Now we present two Lemmas that are instrumental to the algorithm that finds a locally optimal solution to \(P_{\text{Max-SR}}'\) in polynomial time.

**Lemma 1.** If \(F\) and \(P\) are updated cyclically in \(P_{\text{Max-SR}}'\), the feasible set of the problem solved in each update step is convex.

**Proof.** All constraints in \(P_{\text{Max-SR}}'\) are linear functions of \(F\) and \(P\), with the exception of constraint \([13]\) which involves a multi-linear term. However, if \(F\) and \(P\) are updated cyclically, only one of the matrices is updated while the other is kept constant and the multi-linear terms in \([13]\) become linear in the variable being updated. Therefore, the feasible sets are convex. \(\square\)

**Lemma 2.** Let the function
\[
\gamma(F') = tr \left[ \nabla \gamma(F')^T (F - F') \right],
\]
where \(\nabla \gamma(F') \in \mathbb{R}^{KxJ}\) is a matrix such that
\[
\nabla \gamma(F')_{k,j} = \frac{\partial \gamma(F)}{\partial f_{k,j}} |_{F=F'},
\]
be an approximation to \([20]\) in the neighborhood of \(F'\) for fixed \(P\). Notice that \([23]\) is a lower bound concave approximation to \([20]\) satisfying conditions \([16]-[19]\).

**Proof.** Firstly, notice that \(\gamma(F') + tr \left[ \nabla \gamma(F')^T (F - F') \right]\) is the first order linear approximation of \(\gamma(F)\) in the neighborhood of \(F'\). So \([16], [13], [19]\) are satisfied. Furthermore, as \(\gamma(F)\) is a convex function, we have
\[
\gamma(F) \geq \gamma(F') + tr \left[ \nabla \gamma(F')^T (F - F') \right].
\]
As the linear approximation is globally less than \(\gamma(F)\), we have that \([23]\) is a lower bound of \([10]\). Thus, \([16]\) is also satisfied. \(\square\)

With Lemmas 1 and 2 in hand, we can derive the convergence of the relaxed problem \(P_{\text{Max-SR}}'\) to a local optimum, as stated in the Theorem below.

**Theorem 2.** By updating \(F\) and \(P\) cyclically with the solutions to \(P_{\text{Max-SR}}'\) and \(P_{\text{Max-SR}}^P\) presented below, we can obtain a locally optimal solution to the relaxed problem \(P_{\text{Max-SR}}'\):
\[
P_{\text{Max-SR}}': \max_P \left[\begin{array}{c}
(10) \\
\end{array}\right] \text{ s.t. } (13),
\]
\[
P_{\text{Max-SR}}^P: \max_F (23) \text{ s.t. } (11), (12), (13), (21)
\]
where \(F' = F(t-1)\), i.e the previous value of \(F\).

**Proof.** From Lemma 1 the feasible set of both \(P_{\text{Max-SR}}^F\) and \(P_{\text{Max-SR}}^P\) are convex. Moreover, from Lemma 2, we have that \([23]\) is a concave lower bound approximation to \([20]\) satisfying the conditions in \([16]-[19]\). Therefore, from the result shown in Theorem 2 in \([1]\), the solution obtained by iteratively updating \(F\) and \(P\) cyclically is a local optimum of \(P_{\text{Max-SR}}'\). \(\square\)

As problems \(P_{\text{Max-SR}}^F\) and \(P_{\text{Max-SR}}^P\) are concave maximizations over a convex set and are readily solvable. Algorithm 1 shows the pseudocode of the Max-SR algorithm, using \(P_{\text{Max-SR}}^F\) and \(P_{\text{Max-SR}}^P\) as subroutines.
Algorithm 1: Maximization of sum-rate

Variable Definition
1. $F^{(t)}$ is the subcarrier allocation matrix at the $t$-th iteration.
2. $P^{(t)}$ is the power allocation matrix at the $t$-th iteration.

Initialization
1. Set the initial values for the power allocation matrix $P^{(0)}$ randomly, within the set defined by constraint (13), and, the subcarrier allocation matrix $F^{(0)}$ within the set defined by constraints (17), (12) and (27).
2. Set the convergence tolerance for the subcarrier allocation $\epsilon_F$ and for the power allocation $\epsilon_P$.
3. $t \leftarrow 0$

Output
1. Optimized power allocation $P^*$.
2. Optimized subcarrier allocation $F^*$.

while $\|F^{(t)} - F^{(t-1)}\| > \epsilon_F$ and $\|P^{(t)} - P^{(t-1)}\| > \epsilon_P$ do

$t \leftarrow t + 1$;

$F^{(t)} \leftarrow \arg \max_{F} P_{\text{Max-SR}}^{(t-1)}, P^{(t-1)}$; (see Theorem 2)

$P^{(t)} \leftarrow \arg \max_{P} P_{\text{Max-SR}}^{(t-1)}, P^{(t-1)}$; (see Theorem 2)

end

$P^* \leftarrow P^{(t)}$;

$F^* \leftarrow F^{(t)}$;

B. Solving $P_{\text{Max-Min}}$

Before solving the problem, notice that its objective function in (15) can be rewritten as

$$
\min_{j \in J} \sum_{k \in K} \ln \left( 1 + \frac{|h_{k,j}|^2 f_{k,i} p_{k,i}}{\sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i}} \right)
$$

$$
= \min_{j \in J} \left[ \sum_{k \in K} \ln \left( \sigma_n^2 + \sum_{i=1}^{j} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) - \ln \left( \sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) \right].
$$

(25)

Both expressions inside the minimum function, $\ln \left( \sigma_n^2 + \sum_{i=1}^{j} |h_{k,i}|^2 f_{k,i} p_{k,i} \right)$ and $\ln \left( \sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right)$ are concave functions, which implies that their difference is non-concave. The summation of non-concave functions is also non-concave, and, by function composition rules [31], the minimum of a non-concave function is non-concave as well.

Similarly to $P_{\text{Max-SR}}$, the first step in solving $P_{\text{Max-Min}}$ is relaxing the integer constraint on the entries of $F$ and adding the same penalty function to its objective, leading to problem $P'_{\text{Max-Min}}$ given below

$$
P_{\text{Max-Min}}': \begin{align*}
\max_{P,F} \min_{j \in J} \sum_{k \in K} & \ln \left( \sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) - \\
& \ln \left( \sigma_n^2 + \sum_{i=1}^{j} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) + \gamma(F) \\
\text{s.t.} & \quad (11), (12), (13), (21).
\end{align*}
$$

(26)

After the relaxation, we have the non-concave term from (25) and the convex penalty function in the objective. The challenges involved in solving $P'_{\text{Max-Min}}$ are

- Just as in $P'_{\text{Max-SR}}$: the presence of multi-linear terms of the form $f_{k,i} p_{k,i}$ in (26) and (13).
- Even if $F$ and $P$ are updated cyclically, the objective function in (26) is non-concave.

To address these issues, we follow the procedure used to solve $P'_{\text{Max-SR}}$ with a few extra steps. Firstly, notice that the feasible sets of $P'_{\text{Max-SR}}$ and $P'_{\text{Max-Min}}$ are the same, and therefore Lemma 1 also holds. We introduce a concave lower bound to (26) in the Lemma below.

Lemma 3. Let $\theta_j(F) = \sum_{k \in K} \ln \left( \sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right)$. The function

$$
\begin{align*}
\min_{j \in J} \sum_{k \in K} & \ln \left( \sigma_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) \\
& - \ln \left( \sigma_n^2 + \sum_{i=1}^{j} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) + \gamma(F') + tr \left( \nabla \gamma(F')^T (F - F') \right),
\end{align*}
$$

(27)

where $\nabla \theta_j(F') \in \mathbb{R}^{K \times J}$ is a matrix such that

$$
[\nabla \theta_j(F')]_{k,n} = \frac{\partial \theta_j(F)}{\partial f_{k,n}} |_{F'=F} = \begin{cases} 
\frac{|h_{k,n}|^2 p_{k,n}}{\sigma_n^2 + \sum_{i=1}^{j} |h_{k,i}|^2 f_{k,i} p_{k,i}}, & \forall \ n < j \\
0, & \text{otherwise},
\end{cases}
$$

is a lower bound concave approximation of (26) for fixed $P$ in the neighborhood of $F'$ which satisfies conditions (16) - (19).

Proof. Firstly, as $\theta_j(F)$ is a concave function we have that

$$
\theta_j(F) \leq \theta_j(F') - tr \left( \nabla \theta_j(F')^T (F - F') \right)
$$

Therefore, the argument of the minimum function in (27) is less than the argument of the minimum function in (26), which implies that (17) holds. Furthermore, (27) is obtained by approximating the non concave terms in (26) by their first order linear approximation in the neighborhood of $F'$ and (27) is continuous, and hence (16), (18), and (19) also hold. Finally,
Lemma 4. Let \( \theta_j(P) = \sum_{k \in \mathcal{K}} \ln \left( \alpha_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) - \theta_j(F') - \text{tr} \left( \nabla \theta_j(F')^T (F - F') \right) \), is concave. By composition rules, the minimum of concave functions is also concave, which proves that (27) is concave. By composition rules [31], the minimum of concave functions is also concave, which proves that (27) is concave. By composition rules [31], the minimum of concave functions is also concave, which proves that (27) is concave.

\[ \sum_{k \in \mathcal{K}} \ln \left( \alpha_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) = \]

\[ \theta_j(F') - \text{tr} \left( \nabla \theta_j(F')^T (F - F') \right) \]

is concave. By composition rules, the minimum of concave functions is also concave, which proves that (27) is concave.

\[ \min_{j \in J} \left[ \sum_{k \in \mathcal{K}} \ln \left( \alpha_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i} p_{k,i} \right) - \theta_j(F') - \text{tr} \left( \nabla \theta_j(F')^T (F - F') \right) \right] + \gamma(F') + \text{tr} \left( \nabla \gamma(F')^T (F - F') \right), \quad (28) \]

where \( \nabla \theta_j(F') \in \mathbb{R}^{K \times J} \) is a matrix such that

\[ \left[ \nabla \theta_j(F') \right]_{k,n} = \begin{cases} \frac{\partial \theta_j(F')}{\partial p_{k,n}} \bigg|_{p=F'} & \forall n < j \\ \frac{\sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i}}{\alpha_n^2 + \sum_{i=1}^{j-1} |h_{k,i}|^2 f_{k,i}} & , \forall n < j \\ 0 & , \text{ otherwise} \end{cases} \]

is a lower bound concave approximation of (28) for fixed \( F \) in the neighborhood of \( F' \) which satisfies conditions (16)-(19).

Proof. See the proof of Lemma 3.

With the results from Lemmas 3 and 4, we can establish the convergence to a local optimum of an algorithm to solve \( P_{\text{Max-Min}} \):

**Theorem 3.** By updating \( F \) and \( P \) cyclically with the solutions to \( P_{\text{Max-Min}}^{(F)} \) and \( P_{\text{Max-Min}}^{(P)} \) presented below, we can obtain a locally optimal solution to the relaxed problem \( P_{\text{Max-Min}}' \):

\[ P_{\text{Max-Min}}' : \max_F \left[ \begin{array}{c} \text{27} \end{array} \right] \text{ s.t. } \left[ \begin{array}{c} \text{13} \end{array} \right], \]

where \( P' \) is the value of \( P \) after the previous update.

\[ P_{\text{Max-Min}}^{(F)} : \max_F \left[ \begin{array}{c} \text{27} \end{array} \right] \text{ s.t. } \left[ \begin{array}{c} \text{11} \{12\}, \{13\}, \{21\} \end{array} \right], \]

where \( F' \) is the value of \( F \) after the previous update.

Proof. From Lemma 2, the domains of \( P_{\text{Max-Min}}^{(F)} \) and \( P_{\text{Max-Min}}^{(P)} \) are convex. Also, from Lemmas 3 and 4, we have that (27) and (28) are concave lower bound approximations to (26) satisfying the conditions in (16)-(19). Therefore, from the result in [1], the solution obtained by iteratively updating \( F \) and \( P \) cyclically is a local optimum of \( P_{\text{Max-Min}}' \).

The complete algorithm to solve the Min-Max problem, \( P_{\text{Max-Min}}' \), is described in Algorithm 2. The algorithm uses \( P_{\text{Max-Min}}^{(F)} \) and \( P_{\text{Max-Min}}^{(P)} \) as subroutines.

**Algorithm 2: Fairness Maximization**

**Variable Definition**

1. \( F^{(t)} \) is the subcarrier allocation matrix at the \( t \)-th iteration.
2. \( P^{(t)} \) is the power allocation matrix at the \( t \)-th iteration.

**Initialization**

1. Set the initial values for the power allocation matrix \( P^{(0)} \) randomly, within the set defined by constraint (74), and, the subcarrier allocation matrix \( F^{(0)} \) within the set defined by constraints (77), (72) and (27).
2. Set the convergence tolerance for the subcarrier allocation \( \epsilon_F \) and for the power allocation \( \epsilon_P \).

**Output**

1. Optimized power allocation \( P^* \).
2. Optimized subcarrier allocation \( F^* \).

While \( \|F^{(t)} - F^{(t-1)}\| > \epsilon_F \) and \( \|P^{(t)} - P^{(t-1)}\| > \epsilon_P \) do

\[ t \leftarrow t + 1; \]

\[ F^{(t)} \leftarrow \text{arg} \max_{P_{\text{Max-Min}}} \left( F^{(t-1)}, P^{(t-1)} \right); \text{ (see Theorem 3)} \]

\[ P^{(t)} \leftarrow \text{arg} \max_{P_{\text{Max-Min}}} \left( P^{(t-1)}, P^{(t-1)} \right); \text{ (see Theorem 3)} \]

end

**P** → \( P^{(t)} \);

**F** → \( F^{(t)} \);

**IV. Numerical Results**

In this section the performance of the algorithms proposed in Section III is presented. Additionally, we compare our results with the three algorithms proposed in [16]: the fixed user order (FUO), opportunistic allocation (OA) and proportional fair (PF) algorithms. In these three algorithms, the users are sorted according to a different criteria, and the resources are allocated sequentially by picking the best available resource for the user in the sorted order. The FUO algorithm performs the allocation in a random order, while the OA algorithm sorts the users according to their overall channel qualities, prior to the channel allocation. The PF algorithm takes into account the L past channel qualities when sorting the allocation order in order to improve fairness. In our evaluation we consider \( L = 10 \) and \( \alpha = 0.9 \).

We consider a scenario where one BS is serving 6 users over 4 subcarriers, with \( N = 2 \) and \( d_f = 3 \), in a circular cell of radius \( R = 300 \) m and the users are uniformly distributed inside the cell. It is worth mentioning that an increase in \( N \) would result in higher diversity, as each user would transmit its signal on more subcarriers. However, as the value of \( d_f \) is tied to \( N \) (i.e. \( d_f = \frac{K}{N-1} \)), \( d_f \) would also increase, resulting in an exponential increase in the decoding complexity. We consider a path loss exponent \( \alpha = 4 \). We consider a noise power density of \(-174 \text{ dBm/Hz}\) and a bandwidth of 180 kHz. Also, we consider a normalized slow fading Rayleigh channel, such that the channel remains constant for the duration of each transmitted symbol. Furthermore, we simulate the algorithms’ performance for a maximum transmit power per user varying between 3 dBm and 10 dBm. We evaluate the performances according to two metrics: the sum-rate and the Jain’s fairness.
Fig. 3. Sum-rate comparison for $J = 6$, $K = 4$, $d_f = 3$ and $N = 2$.

index [32]. The former, is a measure of the overall achievable throughput of the network and the latter is a measure of the fairness of the resource allocation between the users based on their individual achievable throughputs. Let $c \in \mathbb{R}^J$ be a vector, such that, its $i$-th coordinate, $c_i$, corresponds to the throughput of the $i$-th user. The Jain’s fairness index for a given rate vector, $c = [c_1, \cdots, c_J]^T$, is

$$J(c) = \frac{\left( \sum_{j=1}^{J} c_j \right)^2}{J \sum_{j=1}^{J} c_j^2}.$$  \hspace{1cm} (29)

This index varies from $\frac{1}{J}$, meaning no fairness, to 1, meaning perfect fairness. Furthermore, we consider a normalized Rayleigh fading channel, and the performances are averaged over several channel realizations.

To implement the proposed algorithms, we used the convex optimization modeling language CVXPY [33], [34], with the open-source ECOS solver [35], due to its support of exponential cones [36]. The comparison of the sum-rate of the five algorithms is shown in Figure 3. The sum-rate of the Max-SR algorithm outperforms the Max-Min, FUO, OA, and PF algorithms for the whole range of transmitted power evaluated. The three algorithms proposed in [16] present similar performances with the proportional fairness being slightly worse than the other two. Finally, the Max-Min algorithm is greatly outperformed by the other ones. This result is expected since the Max-Min gives up on maximizing the sum-rate in favor of improving the fairness.

Figure 4 shows the Jain’s fairness index achieved by each algorithm. The Max-Min algorithm greatly outperforms the alternatives for the whole range of transmitted powers. It is worth noting that the Jain’s fairness index is bottlenecked by the rate of the user with the worst channel. Therefore, an increase in the maximum transmit power results in a higher throughput for the worst user, consequently, increasing the overall fairness. Furthermore, with increasing maximum transmit power, the fairness of the Max-Min algorithm approaches one. The other algorithms achieve similar fairness performance, with the PF algorithm achieving slightly better fairness than the others.

In order to evaluate the link level performance of the Max-SR and Max-Min allocation, another simulation, evaluating the BER of both allocation algorithms, is presented. In the simulation, each user transmits a multidimensional symbol with $M = 4$ using a quadrature amplitude modulation (QAM) mother constellation [8]. We assume that the users’ channel gains are ordered, such that, $\|H_1\|_F \leq \|H_2\|_F \leq \cdots \leq \|H_J\|_F$, i.e., the first user has the worst channel gain, while the last user has the best one. Figure 5 shows a comparison between the BER of the 6 users using Max-SR and Max-Min allocation. As expected, with Max-SR allocation, the error probabilities are small, but there is a large gap between the best and the worst user. On the other hand, Max-Min allocation results in overall larger error probabilities when compared to the Max-SR, but the performance gap between users with different channel quality is smaller.

A. Performance with Outdated CSI

In this section, we investigate the effect on the performance of the algorithms, under an outdated CSI regime. In the results shown so far, we considered that for every new channel realization the users would send a pilot sequence to the BS, who would run the optimization routine and send the allocations back to the users. This approach requires a large overhead as it requires pilots and allocations to be sent constantly between the users and the BS. Hence, we consider a system where the pilots are sent periodically with period $T$, and the users reuse the same allocation during the period, as illustrated in Figure 6.

In this experiment, we model the temporal relationship between two successive channel realizations as an i.i.d first-
order Gauss-Markov process \[^{37}\] for each \( k \in \mathcal{K} \) and \( j \in \mathcal{J} \), given by
\[
h_{k,j}^{(n+1)} = \rho h_{k,j}^{(n+1)} + w_{k,j}, \tag{30}
\]
where \( h_{k,j}^{(n)} \sim \mathcal{CN}(0,1) \) and \( w_{k,j}^{(n)} \sim \mathcal{CN}(0,1-\rho^2) \) is the innovation component. Moreover, the correlation between successive fading components is given by
\[
\rho = J_0(2\pi f_{\text{max}} T_s), \tag{31}
\]
where \( f_{\text{max}} \) is the maximum Doppler frequency, \( T_s \) is the time between channel updates, and \( J_0 \) is the Bessel function. Figure 7 shows the performance deterioration for \( T \in [1, 50] \), where \( P_{\text{max}} = 10 \text{ dBm}, T_S = 0.01 \text{ s}, \) and four values of \( f_{\text{max}} \) resulting in \( \rho^2 \in \{0.95, 0.62, 0.22, 0.01\} \). Tables I and II summarizes the effects of outdated CSI in the performance of Max-SR and Max-Min algorithms respectively. From the table results we conclude that the Max-SR algorithm is more robust to outdated CSI as for the worst case \( (T = 50 \text{ and } \rho^2 = 0.01) \), it still achieves 85% of the sum-rate with \( T = 1 \), while the Max-Min only achieves 75% of the original fairness. Moreover, as in the proposed model the same allocation is reused for subsequent transmissions, and the less correlated the current CSI is with the one used to obtain the allocation (i.e. longer periods between updates), the more it resembles a random allocation, resulting in a performance decrease. For instance, the Max-Min algorithm maximizes the fairness of the system, hence, its fairness index decreases with longer periods. On the other hand, we observe in Figure 7 that its sum-rate increases with longer periods, thus, we conclude that the Max-Min algorithm increases fairness at the expense of the sum-rate. The same does not happen in the Max-SR algorithm as the fairness remains roughly the same under the effect of outdated CSI.

**B. Convergence Analysis and Algorithm Complexity**

In this section, the convergence rate of the proposed algorithms and their complexity is investigated. The stopping
Fig. 8. Convergence of the $P_{\text{Max-SR}}$, with maximum transmit power of 10 dBm, algorithm for three different initial conditions.

Fig. 9. Convergence of the $P_{\text{Max-Min}}$ algorithm, with maximum transmit power of 10 dBm, for three different initial conditions.

criteria for the procedure is based on the difference between successive updates of the optimization variables $F$ and $P$. When this difference falls below a threshold, $\epsilon_F$ and $\epsilon_P$, respectively, the algorithm has converged. In order to illustrate the convergence, Algorithms 1 and 2 are simulated with $P^{(j)}_{\text{max}} = 10 \text{ dBm}$ for $j \in J$, with the same channel gains and users location, but with three randomly chosen initial conditions ($F^{(0)}$, $P^{(0)}$). Figure 8 shows the convergence of Algorithm 1. Each iteration in Figure 8 consists of a full cycle of updates. In Figure 9, the convergence of Algorithm 2 is shown. The algorithm converges in five steps or less for all three initial conditions. Furthermore, Algorithm 1 consistently converges to a higher sum-rate than Algorithm 2, while Algorithm 2 converges to a higher fairness index as expected.

### Table III

| Procedure                   | Number of Steps |
|-----------------------------|-----------------|
| Subcarrier Allocation Update| $O\left(\sqrt{2J + K + KJ \log_2 \left(\frac{1}{\epsilon}\right)}\right)$ |
| Power Allocation Update     | $O\left(\sqrt{J \log_2 \left(\frac{1}{\epsilon}\right)}\right)$ |
| Total Number of Updates     | $O\left(\frac{1}{\epsilon}\right)$ |

1) Algorithm Complexity: Each update of the Max-SR algorithm involves solving a convex optimization problem, namely $P_{\text{Max-SR}}$ for the subcarrier allocation update and $P_{\text{Max-SR}}^{(F)}$ for the power allocation update. We consider that both update steps are solved using a primal-dual interior point algorithm \[38\] with a logarithmic barrier function.

**Definition 1 ($\epsilon$-optimal solution).** Let

$$\max_x f(x) \text{ s.t. } x \in X,$$

where $f(x)$ is a concave function and $X$ is a convex set be an optimization problem such that $x^*$ is the unique maximizer to the problem. The vector $x' \in X$ is an $\epsilon$-optimal solution to the problem if

$$f(x') - f(x^*) \leq \epsilon. \quad (32)$$

As derived in [39], the number of steps required to obtain an $\epsilon$-optimal solution to a convex optimization problem using the interior point algorithm with logarithmic barrier function is $O\left(\sqrt{n \log_2 \left(\frac{1}{\epsilon}\right)}\right)$, where $n$ is the number of inequality constraints. The problems solved in the update steps $P_{\text{Max-SR}}^{(F)}$ and $P_{\text{Max-SR}}^{(P)}$ have $2J + K + KJ$ and $J$ inequality constraints, respectively. Therefore, the complexity of each subcarrier allocation update is $O\left(\sqrt{2J + K + KJ \log_2 \left(\frac{1}{\epsilon}\right)}\right)$ and the complexity of each power allocation update is $O\left(\sqrt{J \log_2 \left(\frac{1}{\epsilon}\right)}\right)$. In order to establish the total number of iterations required for the convergence of the algorithm, we use the result from Theorem 3.1 in [40]. Let

$$\max_x f(x) \text{ s.t. } x \in X,$$

where $f(x)$ might be non-concave and non-smooth, be a generic non-convex optimization problem, and $x' \in X'$, where $X'$ is the set of the problem’s stationary points. Then, the optimality gap after the $t$-th cyclic update of the BLSM algorithm is given by

$$\Delta_t = f(x') - f(x^{(t)}) \leq \frac{c}{t}, \quad (33)$$

where $c$ is a constant. Therefore, to obtain an $\epsilon$-optimal solution, $O\left(\frac{1}{\epsilon}\right)$ update steps are necessary. The same results apply to the Max-Min algorithm as the same number of constraints are involved to solve the power allocation and subcarrier allocation update problems. Both algorithms complexity are summarized on Table III.
V. CONCLUSIONS

In this paper, two joint channel and power allocation algorithms are proposed: the Max-SR and the Max-Min algorithms. The former aims for sum-rate maximization, while the latter aims for maximizing fairness. The BSUM framework is employed to obtain algorithms converging to locally optimal points of the relaxed problems. We compare the performance of the Max-SR and the Max-Min algorithms with the ones proposed in [16]. The results show that the Max-SR algorithm has better performance on the sum-rate sense, while the Max-Min has better performance on the fairness sense. Moreover, a numerical analysis of the convergence of the algorithms is presented. Finally, we derive the worst-case time complexity of both algorithms. The results show that the Max-SR consistently achieve a better sum-rate, while the Max-Min achieves better fairness. Furthermore, there is a tradeoff between the fairness and the sum-rate. For future works, we intend to investigate new algorithms that can achieve a compromise between sum-rate and fairness.

APPENDIX A

PROOF OF THEOREM[1]

To prove that both problems are NP-hard, we show that the subcarrier assignment subproblem can be reduced in polynomial time to the hypergraph assignment problem (HAP) which is shown to be NP-hard in [41].

We start by briefly introducing the HAP. The HAP takes as input a bipartite graph \( G = (V \cup \mathcal{U}, \mathcal{E}) \) such that \( V \cap \mathcal{U} = \emptyset \), a set of hyperedges \( \mathcal{E} \), and a cost function \( c : \mathcal{E} \to \mathbb{R} \). In addition to that, we have that \( |e \cap V| \geq 1 \) and \( |e \cap \mathcal{U}| \geq 1 \), \( \forall e \in \mathcal{E} \). A hyperassignment is a set \( \mathcal{H} \subseteq \mathcal{E} \) such that every element \( v \in V \cup \mathcal{U} \) appears exactly once in \( \mathcal{H} \). The output of the HAP is an optimal hyperassignment \( \mathcal{H}^* = \arg\min_{\mathcal{H} \subseteq \mathcal{E}} c(\mathcal{H})/|\mathcal{H}| \) is an hyperassignment of \( G \).

Now consider the problem \( P_{\text{Max-SR}} \) in the HAP context, with a fixed power allocation matrix \( P \). Let \( \mathcal{U} = \{SC_1, \ldots, SC_k\} \) and \( V = \{U_{1,1}, \ldots, U_{1,N}, U_{2,1}, \ldots, U_{2,N}, \ldots, U_{J,N}\} \) be the vertex set of available subcarriers and allocated subcarriers, respectively. Notice that \( SC_k \) denotes the \( k \)-th available subcarrier, while \( U_{i,j} \) denotes the \( i \)-th subcarrier allocated to user \( j \), with \( 1 \leq i \leq N \). In this context, a hyperassignment determines which subcarriers are allocated to each user. For instance, a hyperedge \( e = \{SC_1, U_{1,1}, U_{2,2}\} \) indicates that users 1 and 2 are allocated to the first subcarrier. As most \( N \) subcarriers can be allocated to each user, every hyperassignment satisfies [11]. Notice that the subcarrier allocation matrix \( F \) corresponds to the hyperedge incidence matrix of the hypergraph, for instance, the hyperedge \( e = \{SC_1, U_{1,1}, U_{2,2}\} \) would result in \( f_{11} = [1 \ 1 \ 0 \ \cdots \ 0] \), where \( f_{11} \) is the first row of \( F \). Furthermore, consider the hyperedge set \( \mathcal{E} = \{e \in 2^{V \cup \mathcal{U}} : 1 < |e| \leq d_1 + 1 \} \) and let \( F_H \in \mathbb{B}^{K \times J} \) be the incidence matrix of a hypermatch \( \mathcal{H} \subseteq \mathcal{E} \). As \( |e| \leq d_1 + 1 \), \( \forall e \in \mathcal{E} \), constraint (12) is always satisfied. Furthermore, the cost function is given as

\[
c(\mathcal{H}) = \sum_{k \in K} \ln \left( 1 + \frac{\sum f_{k,j}^2}{|\mathcal{H}_k|^2} \right).
\]

So, solving \( P_{\text{Max-SR}} \) with \( P \) fixed, is equivalent to solving an HAP, therefore, \( P_{\text{Max-SR}} \) is NP-hard.

Finally, we also conclude \( P_{\text{Max-Min}} \) is NP-hard using the same HAP formulation, but using the cost function

\[
c(\mathcal{H}) = \sum_{k \in K} \ln \left( 1 + \frac{\sum f_{k,j}^2/\sigma_n^2}{|\mathcal{H}_k|^2} \right).
\]
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