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We study two-state discrimination in chaotic quantum systems. Assuming that one of two $N$-qubit pure states has been randomly selected, the probability to correctly identify the selected state from an optimally chosen experiment involving a subset of $N - N_B$ qubits is given by the trace-distance of the states, with $N_B$ qubits partially traced out. In the thermodynamic limit $N \to \infty$, the average subsystem trace-distance for random pure states makes a sharp, first order transition from unity to zero at $f = 1/2$, as the fraction $f = N_B/N$ of unmeasured qubits is increased. We analytically calculate the corresponding crossover for finite numbers $N$ of qubits, study how it is affected by the presence of local conservation laws, and test our predictions against exact diagonalization of models for many-body chaos.

I. INTRODUCTION

The capability for storing and processing quantum information relies on the ability to discriminate between quantum states. Quantifying distinguishability of quantum states, specifically when only access to subregions is available, is thus a problem of fundamental and practical interest. In chaotic systems initially localized information is ‘scrambled’ into the many degrees of freedom of the system, and subsystem density matrices of generic pure states are nearly indistinguishable from fully thermal states. The ‘nearly’ was specified by Page for pure states and also serve as proxies for eigenstates of chaotic systems, in his classic paper [1]. There he showed that for states the information stored in the smaller subsystem, defined as the deficit of the subsystem entanglement entropy $S_A$ from the maximum entropy of a fully mixed state, is on average smaller subsystem, defined as the deficit of the subsystem.

In chaotic systems, in his classic paper [1]. There he showed that for these states the information stored in the smaller subsystem, defined as the deficit of the subsystem entanglement entropy $S_A$ from the maximum entropy of a fully mixed state, is on average smaller subsystem, defined as the deficit of the subsystem entanglement entropy $S_A$ from the maximum entropy of a fully mixed state, is on average smaller subsystem, defined as the deficit of the subsystem.

For reasonably large systems the entanglement entropy is self averaging and the average $S_A$ is also typical [2, 3]. Conservation laws generally reduce entanglement, increasing thus the capability to store information [2, 4, 5]. If multiple charges are conserved, entanglement is (on average) promoted if the charges fail to commute with each other. That is, Page curves for non-commuting charges lie above that of commuting charges, as recently pointed out in Ref. [12]. Moreover, in the presence of locally conserved charges, the entire charge distributions of initial states are conserved. The largest amount of information can then be stored in states with the broadest charge distribution [13].

While Page’s formula provides information on subsystems, it does not give an answer to state-discrimination in fully information scrambling systems. Specifically, imagine one of two known random pure states $\rho$, $\sigma$, both composed of $N$ qubits, has been randomly selected. What is the (average) probability $P_{\rho\sigma}$ that performing an optimally chosen experiment on $N_A$ of the qubits we correctly identify the selected state, and how is $P_{\rho\sigma}$ affected by conservation laws? In this paper we want to investigate these questions, and the outline is as follows: We start briefly reviewing in Section II the concepts of the trace-distance $D_1$, its generalization the Schatten $n$-distances $D_n$, Page states, and the calculation of $D_1$ from $D_n$ via the replica trick. We then discuss in Section III the combinatorics involved in the calculation of average subsystem Schatten $n$-distances of random pure states. In Section IV we analyze the average subsystem trace-distances of random pure states and consequences of local conservation laws. We conclude in Section V with a summary and discussion, and give further technical details in the Appendices.

II. SCHATTEN-DISTANCES, PAGE STATES, AND REPLICA TRICK

Optimal quantum state discrimination is generally challenging, and the only completely analyzed case is for two states, see e.g. Ref. [14] for a review. The trace-distance provides a natural metric for two-state discrimination. According to the Holevo–Helstrom theorem the best success probability for the latter is encoded in the 1-Schatten- or trace-distance as $P_{\rho\sigma} = \frac{1}{2} (1 + D_1(\rho, \sigma))$ [15]. General Schatten $n$-distances here are defined as $D_n(\rho, \sigma) = \frac{1}{n^{1/n}} ||\rho - \sigma||_n$, with $n$-norm of a matrix $\Lambda$ determined by its singular values $\lambda_i$ as $||\Lambda||_n = (\sum_i \lambda_i^n)^{1/n}$ [16]. Notice that all Schatten distances are symmetric in the inputs, positive semi-definite, equal to zero if and only if inputs are identical, and obey the triangular inequality. That is, they all satisfy the properties of a metric, with normalization here chosen such that $0 \leq D_n \leq 1$. Our focus here is on two-state discrimination and we thus concentrate on the 1-distance.

Consider then a $D$-dimensional Hilbert space with entanglement-cut bi-partitioning the total system into subsystems $A$, $B$ of dimensions $D_A$ and $D_B$, respectively, with $D_AD_B = D$. Without much loss of generality, we focus here on $N$ qubit systems parametrized by $(a, b)$, where the $N_A$-bit vector $a$ labels the $D_A = 2^{N_A}$ states of subsystem $A$ and $b$ the $D_B = 2^{N_B}$ states of $B$, with
Following Page, we then consider two random pure states |ψα⟩ = Σa,b ψαa b(α, b), α = ρ, σ, with Gaussian distributed complex amplitudes ψαa b, chosen to have zero mean and variances

\[ \langle \psi^α_{ab} \psi^β_{cd} \rangle = \frac{1}{D} δ_{ac}δ_{bd} δ_{αβ}. \] (1)

|ψα⟩ describe infinite temperature thermal states of generic chaotic systems, and using Eq. (1) we employ that correlations induced by the normalization constraint are negligible for reasonable large systems. Tracing out subsystem B, information is lost and mixedness of the reduced density matrices,

\[ ρ_A = \text{tr}_B(\rho^α)⟨\rho^α⟩, \quad σ_A = \text{tr}_B(\rho^σ)⟨\rho^σ⟩, \] (2)

increases with the number of partially traced qubits N_B.

To find trace-distances of Eq. (2) we employ the replica trick recently discussed in Ref. [17]. We first calculate Schatten-distances for generic even integers n, analytically continue to real n, and finally take the limit n to unity,

\[ \langle D_1(ρ_A, σ_A) \rangle = \frac{1}{2} \lim_{n \to 1} (\text{tr}(ρ_A - σ_A)^n). \] (3)

Restricting to even integers here is important, since corresponding expression for odd integers vanish (see also below), and a replica limit for the latter is thus trivially zero [17]. Expanding powers in Eq. (3), we are confronted with the averages

\[ \langle \text{tr}(ρ_A - σ_A)^n \rangle = \text{sgn}(σ) \langle ψ^{α1} α2 \cdots ψ^{αn} a_1 b_1 \cdots a_n b_n \rangle, \] (4)

where sums over repeated indices αi = ρ, σ, ai = 1, ..., DA, bi = 1, ..., DB are implicit, and the sign-factor is sgn(σ) = ±1 if an even/odd number of density matrices σA is involved in the product. Following previous works [18] the bookkeeping of index configurations entering the products is conveniently done in a tensor network representation shown in Fig. 1. The solid lines here indicate how the indices of matrices (ψαβ)αβa b=ab are constrained due to matrix multiplication in subspace A, subsystem-traces over B, and state indices α = ρ, σ, respectively (see also figure caption). Further constraints then arise from Gaussian averages Eq. (1). These are indicated by the red lines, keeping track of Hilbert space and state indices after contractions. For Page states, each of the n! contributions resulting from the Gaussian averages of the 2n complex amplitudes in Eq. (4) is weighted by an overall factor 1/Dn, and terms can be organized according to the numbers of free subspace summations, or ‘cycles’, as we discuss next.

### III. COMBINATORICS OF AVERAGES

It is instructive to first focus on the contribution involving only a single state density matrix, say ρA.

\[ \langle \text{tr}(ρ_A^p) \rangle = \langle ψ^{α1} α2 \cdots ψ^{αp} a_1 b_1 \cdots ψ^{αp} a_p b_p \rangle. \] (5)

These averages have been recently discussed in the context of the entanglement entropy [19], and the main observations are [20, 21]: (i) the n! contributions resulting from the average of 2n Gaussian distributed complex variables can be organized as a sum over the permutation group \( \langle \text{tr}(ρ_A^p) \rangle = \frac{1}{|\mathcal{S}_n|} \sum_{\sigma \in \mathcal{S}_n} \langle \sigma^{-1} ρ_A \rangle \langle \rho_A \rangle \), where \( |\mathcal{S}_n| \) is the number of cycles in the permutation p and \( \sigma \) defined by \( \pi(i) = (i + 1) \mod(n) \), (ii) the maximal number of cycles is \( C(\pi^{-1} \circ p) + C(p) = n + 1 \) and is realized by the non-crossing permutations, (iii) their combinatorics is encoded in the Narayana numbers \( N(n, k) \) where k the number of cycles in B, and (iv) contributions of crossing permutations are suppressed in powers of 1/D. Neglecting the latter, one thus arrives at

\[ \langle \text{tr}(ρ_A^p) \rangle = \frac{1}{|\mathcal{S}_n|} \sum_{k} N(n, k) D_A^{-n-k+1} D_B^{-k}, \] which can be

---

**FIG. 1**: Tensor network representation of averages Eq. (4). Top left: Representation of a pair of amplitudes from the expansion \( ρ_A = \sum_{a, b} ψ^{αa b}(α, b) |a⟩⟨b| \), with \( α = ρ, σ \). Each dot represents an index to be contracted, and contractions must be between right- and left-side indices. Top right: Structure of \( (\rho_A - σ_A)^n \), with black lines representing index contractions resulting from matrix multiplication in subspace A (top line), traces in subspace B (middle line), and state indices \( α = ρ, σ \). Bottom: Tensor network contributions from states \( ρ \) (positive sign) and \( σ \) (negative sign) sum to zero in each of the one-element cycles. In the bottom diagram contributions from states \( ρ \) and \( σ \) both come with positive sign and sum to two, i.e. contributions from the three cycles add up to \( 2^n = 8 \).
further organized in power-series defining hypergeometric functions. The calculation of Eq. [5] has thus been succeeded once the Narayana numbers have been identified as the combinatorial coefficients summing all possible non-crossing permutations of the n elements containing k B-cycles.

To extend the calculation to all terms Eq. [4] we introduce the Kreweras numbers,

$$\text{Krew}(\Lambda_n) = \frac{n!}{\lambda_1! \cdots \lambda_n!(n+1-l(\Lambda_n))!}, \quad (6)$$

with $l(\Lambda_n) = \sum_{i=1}^n \lambda_i$. They count the number of non-crossing permutations composed of $\lambda_i$ B-cycles formed of i elements, $\Lambda_n = (1^{\lambda_1}, 2^{\lambda_2}, \ldots, n^{\lambda_n})$, and thus provide more detailed information than the Narayana numbers [22][23]. Specifically, Narayana numbers sum all Kreweras numbers specified by $l(\Lambda_n) = k$ and $\sum_{i=1}^n i\lambda_i = n$ (see also Appendix A). With this additional information we are now ready to tackle the combinatorics required for the calculation of average Schatten n-distances.

Cycles in Eq. [4] can be formed from states $\rho$ or $\sigma$. Both contribute the same in absolute value, however, not always with same sign. That is, while the sign is always positive for $\rho$-cycles it alternates for $\sigma$-cycles depending on whether the number of elements involved in the cycle is even/odd [24]. For permutations with odd element cycles the contributions from $\rho$-cycles and $\sigma$-cycles thus cancel, and therefore only those consisting of even elements contribute. Noting that $b$-indices follow that of state-indices (see also Fig. 1) we arrive at the same conclusion for B-cycles. That is, for non-crossing permutations with k B-cycles only $\Lambda_n = (1^0, 2^{\lambda_2}, 3^{\lambda_3}, \ldots, n^{\lambda_n})$ with all cycles composed of even elements contribute, and summing the two choices $\alpha = \rho, \sigma$ for each of the k cycles adds up to a factor $2^k$. As a corollary we notice that moments in Eq. [4] involving odd powers n vanish, as anticipated above. We are then left with the combinatorial task of counting the number of k-cycles consisting only of even elements. Summing the corresponding Kreweras numbers (see Appendix A for details), we find

$$N_e(n, k) = \frac{2}{n} \binom{n/2}{k} \binom{n}{k-1}. \quad (7)$$

IV. AVERAGE TRACE-DISTANCES

Joining parts, we find the average Schatten n-distances of two random Page states $(D_n(\rho_A, \sigma_A)) = \frac{1}{2\pi} \sum_{k=1}^{n/2} 2^k N_e(n, k) D_A^{n-k+1} D_B^k$, which can be organized into a hypergeometric function (see Appendix B for details). For the latter the replica limit can be taken, and we arrive at the average trace-distance of two random Page states,

$$\langle D_1(\rho_A, \sigma_A) \rangle = \begin{cases} 1 - \frac{1}{4^N}, & x \geq 1, \\ \frac{8\pi x}{\pi^2} F(x), & x \leq 1, \end{cases} \quad (8)$$

where $x = \frac{D_A}{2\pi D_B}$, and $F(x) = 2 F_1\left(\frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, x \right)$ a hypergeometric function. Similar results have been recently derived in Ref. [25] using free probability techniques, and Eq. (8) agrees with their asymptotic expressions.

Fig. 2 shows the trace-distance of Page states for different numbers of qubits $N$ (solid lines) as a function of the fraction $f = N_B/N$ of partially traced qubits, and $x = \frac{1}{2} D^{-1} f^2$. Increasing $N$, one observes a sharp transition from $\langle D_1 \rangle \approx 1$ to $\langle D_1 \rangle \approx 0$ once the partially traced system contains more than half of all qubits, $f > 1/2$, where ‘≈’ indicates equality up to corrections $O(1/D)$ exponentially small in the number of qubits. In the thermodynamic limit, this becomes a first order transition, describing the emergence of self-averaging of the reduced density matrix of random pure states once more than half of the qubits are partially traced out. Two-state discrimination of Page states for $N \to \infty$ is therefore possible with unit probability $P_\sigma = 1$ if the measurement is performed on more than half of the qubits, but becomes essentially impossible, $P_\rho = 1/2$, for measurements involving fractions smaller than half of the qubits. Finite $N$ curves all intersect in $f = 1/2$, and the probability for two-state discrimination using measurements on half of the qubits is $P_\sigma = \frac{1}{2 \pi} \approx 0.78$, in agreement with previous work Ref. [26]. Expanding the trace-distance around $f = 1/2$ one finds $\langle D_1 \rangle \approx \frac{\ln 2}{\pi^2} + 4 f - f N \ln f (1 - 2 f)$. At $f = 1$ the trace-distance is trivially zero for any realization of states, while Eq. (8) predicts a value $O(1/\sqrt{D})$, of the same order as the value at $f = 1 - 1/N$. The erroneous finite value at $f = 1$ reflects that Page states Eq. (1) realize state-normalization only on average, rather than for each realization. We next turn to a discussion on the consequences of local conservation laws.

Conservation laws

Page’s random pure states describe generic quantum states in chaotic systems lacking any structure e.g. induced by conservation laws. For these information scrambling is most efficient, and we next discuss how local conservation of scalar charges, e.g. particle number, uniaxial magnetization, etc., affects two-state discrimination in chaotic systems. More specifically, we consider the presence of a single, extensive conserved scalar operator $Q$ that is subsystem additive: A partition of the system into the two subsystems $A$ and $B$ implies a decomposition $Q = Q_A + Q_B$, and eigenstates $Q(n) = Q(n)\ket{n}$ can be labeled by $n = (a, b)$ with $Q(n) = Q_A(a) + Q_B(b)$. It is then convenient to introduce the spectral distribution of $Q$, $F(Q) = D_Q(Q) = \sum_n \delta_{Q_n Q(n)}$, and corresponding subsystem spectral densities, $F_S(Q_S) = D_S Q_S(Q_S)$, with $S = A, B$. For most cases we can assume that (except from the far tails of the spectrum irrelevant for our considerations) the unit normalized spectral densities are
well approximated by Gaussians,
\[ \Omega(Q) = \Omega(Q, N) = \frac{1}{\sqrt{2\pi\gamma^2 N}} e^{-\frac{\gamma^2}{2 N}}, \tag{9} \]
with \( \gamma \) some \( N \)-independent scale, and correspondingly for subsystem densities \( \Omega_S(Q_S) = \Omega(Q_S, N_S) \). For convenience we here choose \( Q = 0 \) as the value with largest spectral weight.

Focusing then on the two-state discrimination of charge eigenstates, we substitute the average for Page states, Eq. (7), for the symmetry refined version, Eq. (11), for different numbers \( N \) of traced qubits \( f = N_B/N \). System sizes are \( N = 6, 10, 20, 50, 400 \).

Turning to eigenstates at finite charges \( Q \) different from the value of largest spectral weight, we focus on trace-distances at half-partition \( f = 1/2 \) and the limits \( f \to 1/N \), respectively, \( f \to 1 - 1/N \). For \( f = 1/2 \) we find a weak non-monotonous \( Q \)-dependence of the average trace-distance of charge eigenstates. Starting at the value \( \langle D_1 \rangle \approx 0.57 \) at \( Q = 0 \), it increases to a maximum value \( \langle D_1 \rangle \approx 0.58 \) at \( Q = \gamma \sqrt{N} \), before converging to the value \( \langle D_1 \rangle \approx 0.50 \) as \( Q \) is further increased. In the limit \( f \to 1/N \) we find that the average trace-distances decreases with \( Q \) as \( \langle D_1 \rangle \sim 1 - \frac{1}{\sqrt{(\sqrt{N}/D)}e^{-\gamma^2/2 N}} \), while the leading \( Q \)-dependence for \( f \to 1 - 1/N \) is given by \( \langle D_1 \rangle \sim (N^{1/4}/\sqrt{D})e^{-\gamma^2/4 N^2} \). In both limits this corresponds to a substitution of \( \delta_S \to F_s(Q) \) in the result for Page states, accounting for the reduced phase space volume of charge eigenstates (see Appendix \( C \) for more detailed expression).

Numerical analysis

Fig. 3 shows a comparison of the analytical predictions Eqs. (8) and (11) with numerical results obtained from exact diagonalization of Hamiltonians generating many-body chaos. The left panel shows eigenstates of an Sachdev-Ye-Kitaev (SYK) model with all-to-all interaction [28, 29], \( H_{\text{SYK}} = \frac{1}{N} \sum_{i,k,l=1}^{N} \delta_{ij} \sigma_i \sigma_j \chi_k \chi_l \), and the right panel of a spin-1/2 Ising chain with nearest neighbor interaction and longitudinal and transversal fields (30, 31). \( H_S = \sum_{i=1}^{N} (g \sigma_i^z + h \sigma_i^x + J \sigma_i^z \sigma_{i+1}^x) \), and periodic boundary condition \( \sigma_{N+1} = \sigma_1 \). Here \( \{ \chi_i \} \) are Majorana operators and \( \{ \sigma_i^z, \sigma_i^x \} \) Pauli matrices. In both cases we have chosen eigenstates from the center of the band, to calculate their subsystem trace distances [32]. In the SYK-model we average over 50 realizations of couplings \( J_{ijkl} \) (respectively 10 for the largest system size), randomly drawn from a Gaussian distribution with vanishing mean and variance \( \langle J_{ijkl}^2 \rangle = 6J^2/N^2 \) where we set \( J = 2/\sqrt{N} \) for the spin chain we follow Ref. [30, 32], and use parameters \( (g, h, J) = (0.9045, 0.8090, 1.0) \) for which the system has been shown to be thermalizing for small system sizes. Since \( H_S \) is translational invariant, we first block diagonalize and then average over 7 eigenstates from a given momentum sector with energies near the band center, see also Appendix \( D \) for further details.
The SYK model lacks local conservation laws, and we find excellent agreement with Eq. (8) for Page states. For the spin chain with short-range interaction, on the other hand, energy is locally conserved and has to be taken into account as a locally conserved charge. Notice that translational invariance also implies conservation of momentum. This is, however, not subsystem additive and thus does not count as a locally conserved charge. Rather, we restrict to a given momentum sector, as described above, and then find good agreement with Eq. (11) for systems with a single conserved charge that is subsystem additive. Deviations from analytical predictions are larger for the spin chain, which we relate to eigenstates in the average that are not at energies with largest spectral weight and deviations of the density of states from Eq. (9). Overall the agreement with our analytical predictions for subsystem trace distances in absence and presence of locally conserved scalar charges, Eqs. (8) and (11), is very good even for the smallest systems with Hilbert-space dimensions $D = 2^6$.

V. SUMMARY AND DISCUSSION

We have studied two-state discrimination in chaotic quantum systems. Assuming that one of two generic $N$-qubit random pure states $\rho, \sigma$ has been randomly selected, we investigated the average two-state discrimination probability $P_{\rho,\sigma} = \frac{1}{2}(1 + D_1(\rho_A, \sigma_A))$ that the selected state is correctly identified from an optimally chosen experiment on $N_A = N - N_B$ of the qubits. Here $D_1(\rho_A, \sigma_A)$ are the subsystem trace distances of random pure states with $N_B$ of the qubits partially traced out. In the thermodynamic limit $N \to \infty$, the latter makes a sharp, first order transition from unity to zero at $f = 1/2$, as the fraction $f = N_B/N$ of unmeasured qubits is increased. We have given closed analytic expression for the corresponding crossover at finite system sizes $N$, valid up to corrections small in $1/D$.

We further studied the consequences of local conservation laws on two-state discrimination. Specifically, we calculated the average subsystem trace-distances for eigenstates of a single conserved scalar charge. Focusing on the charge $Q = 0$ with largest spectral weight we obtained a closed universal expression for the trace distance that only depends on the numbers of qubits we obtained a closed universal expression for the trace to corrections small in $1/N$. We have given closed analytic expression for the fraction $f = N_B/N$ of unmeasured qubits correctly identified from an optimally chosen experiment on $N_A = N - N_B$ of the qubits. Here $D_1(\rho_A, \sigma_A)$ are the subsystem trace distances of random pure states with $N_B$ of the qubits partially traced out.

In the thermodynamic limit $N \to \infty$, the latter makes a sharp, first order transition from unity to zero at $f = 1/2$, as the fraction $f = N_B/N$ of unmeasured qubits is increased. We have given closed analytic expression for the corresponding crossover at finite system sizes $N$, valid up to corrections small in $1/D$.

We here focused on charge eigenstates and generalizations to other pure states in chaotic systems with locally conserved charges [8–10] should be interesting. Based on recent work [13], we expect that pure states conditioned by broad charge distributions can be discriminated by local measurements (i.e. with probability not exponentially small in $N$) even in the presence of strong information scrambling. Finally, our results may be interesting in the context of the black hole information paradox. Specifically, one may verify whether the analogy between fixed-area states and random tensor networks, encountered for the entanglement entropy [20], continues to hold for two-state discrimination of black hole micro-states.

Acknowledgments:—We thank Fernando de Mello for discussions. T. M. acknowledges collaborations with Alex Altland and David Huse on related topics, and financial support by Brazilian agencies CNPq and FAPERJ. J. T. M. acknowledges financial support by Brazilian agency CAPES.

Appendix A: Summing Kreweras numbers

From Kreweras to Narayanas:—It is instructive to first review how Narayana numbers result from summing Kreweras numbers $\Lambda_n$ with a fixed number of cycles $l(\Lambda_n) = k$. Substituting the explicit expression discussed in the main text, we can organize this counting as

$$N(n, k) = \sum_{\lambda_1=0}^{\infty} \sum_{\lambda_2=0}^{\lambda_1} \cdots \sum_{\lambda_{k-1}=0}^{\lambda_{k-2}} n! \delta_{\sum_{i=1}^k \lambda_i, k} \delta_{\sum_{i=1}^k \lambda_i, n} \frac{n!}{(n-k+1)!} \lambda_1! \lambda_2! \cdots \lambda_n!$$

(A1)

where the two Kronecker-deltas fix the number of cycles to $k$ and total number of elements to $n$, respectively. Implementing the latter in terms of integrals

$$\delta_{x,n} = \frac{1}{2\pi} \int_0^{2\pi} e^{i(x-n)\phi} d\phi,$$

we exchange integration and...
FIG. 3: Left: Comparison of analytical prediction Eq. (8) (solid lines) and numerical simulations of the SYK model (symbols), here for systems of $N = 14, 18$ and $26$ Majorana fermions, corresponding to $N = 6, 8$ and $12$ qubit systems, viz., the fermion occupations in even parity sector. Right: Comparison of analytical prediction Eq. (11) (dashed lines) and numerical simulations of the $\mathcal{H}_{2}$ Ising chain discussed in the main text (symbols), here for $N = 6, 8$ and $12$ spins. Error bars indicate standard deviation, and for deviations at $f = 1$, where $\langle D_1 \rangle = 0$, see discussion in main text.

summation and arrive at,

$$N(n, k) = \frac{n!}{(n-k+1)!} \int \frac{dz}{2\pi i} \int \frac{dw}{2\pi i} \frac{e^{z(w+w^2+\ldots+w^n)}}{z^{k+1}w^{n+1}},$$

(A2)

which, performing pole integrals gives

$$N(n, k) = \left( \frac{\partial^n}{\partial w^n} (w + w^2 + \ldots + w^n) \right) |_{w=0}. \quad (A3)$$

Summing the finite geometric series one then arrives, upon performing the $n$ fold derivative and setting $w = 0$, at the Narayana numbers

$$N(n, k) = \frac{1}{n!} \binom{n}{k} \binom{n}{k-1}. \quad (A4)$$

From Kreweras to ‘even-element’ Narayanas:—We can now extend the calculation to Kreweras numbers $\Lambda_n = (1^n, 2^{\lambda_2}, 3^{\lambda_3}, \ldots, n^{\lambda_n})$, for which all cycles are composed of even elements,

$$N_e(n, k) = \sum_{\lambda_2=0}^{\infty} \sum_{\lambda_3=0}^{\infty} \cdots \sum_{\lambda_n=0}^{\infty} \frac{n! \delta_{\Sigma_{i=1}^{n-1} \lambda_i, k} \delta_{\Sigma_{i=1}^{n} \lambda_i, n}}{(n-k+1)! \lambda_2! \lambda_3! \cdots \lambda_n!} \quad (A5)$$

where $n$ is even. Proceeding then as previously, we find

$$N_e(n, k) = \frac{n!}{(n-k+1)!} \int \frac{dz}{2\pi i} \int \frac{dw}{2\pi i} \frac{e^{z(w^2+w^3+\ldots+w^n)}}{z^{k+1}w^{n+1}}, \quad (A6)$$

which performing pole integrals gives,

$$N_e(n, k) = \left( \frac{\partial^n}{\partial w^n} (w^2 + w^3 + \ldots + w^n) \right) |_{w=0}. \quad (A7)$$

Summing again the finite geometric series, performing the $n$ fold derivative and setting $w = 0$, one then arrives at the ‘even-element’ Narayana numbers,

$$N_e(n, k) = \frac{2}{n} \binom{n/2}{k} \frac{n}{k-1}, \quad (A8)$$

stated in the main text.

Appendix B: Subsystem trace-distance

Re-organizing the expression in the main text we find for even $n$-Schatten distances

$$\langle D_n(\rho_A, \sigma_A) \rangle = \frac{D_A}{nD_B} \sum_{k=1}^{\infty} \binom{n/2}{k} \frac{n}{k-1} \left( \frac{2D_B}{D_A} \right)^k, \quad (B1)$$

where we extended the summation to infinity since the binomial restricts $k \leq n/2$. For $x \equiv 2D_B/D_A \leq 1$ the sum is the hypergeometric function $\mathcal{F}(x) = \sum_{k=1}^{\infty} \binom{n/2}{k} \frac{n}{k-1} \left( \frac{2D_B}{D_A} \right)^k$, which can be generalized to real $n$. Taking then the replica limit $n \to 1$,

$$\langle D_n(\rho_A, \sigma_A) \rangle = \mathcal{F}(x) = \frac{1}{2} \left( \frac{1}{2}, -1, 2, x \right) = 1 - \frac{1}{4x}, \quad (B2)$$

and we recall that $x \leq 1$. For the complementary case $x > 1$, we need to first reorganize the sum [B1], changing $k \to n/2 - k + 1$,

$$\langle D_n(\rho_A, \sigma_A) \rangle = \frac{2D_A}{nD_B} \sum_{k=0}^{\infty} \binom{n/2}{k} \frac{n}{n/2 + 1 + k} \left( \frac{D_A}{2D_B} \right)^k, \quad (B3)$$
where we employed that \( \binom{n}{k} = \binom{n}{n-k} \). The sum defines the hypergeometric function \( F(x) = {}_2F_1 \left( -\frac{1}{2}, 1 - \frac{1}{2}; x \right) \), with \( x = \frac{D_A}{2D_B} \) and can be extended to real \( n \). Taking the replica limit \( n \to 1 \) we then arrive at Eq. (8) in the main text.

### Appendix C: Charge eigenstates

Straightforward generalization to charge eigenstates defined in the main text, we arrive at

\[
\langle D_1(\rho_A, \sigma_A) \rangle = \frac{1}{F(Q)} \sum_{Q_A Q_B} \delta_{Q_A Q_B} \left\{ 
\left( F_A(Q_A) F_B(Q_B) - \frac{1}{2} F_B^2(Q_B) \right) \Theta_\prec 
+ \frac{4\sqrt{2}}{3\pi} F_A^2(Q_A) F_B^2(Q_B) \Theta_\prec \right\},
\]

where \( \Theta_\prec \equiv \Theta(x-1) \), \( \Theta_\succ \equiv \Theta(1-x) \), with \( x \equiv F_A(Q_A)/(2F_B(Q_B)) \), \( F_S(Q) = D_S \Omega_S(Q) \), and \( \Omega_S(Q) = \frac{1}{\sqrt{2\pi \gamma N_S}} \exp \left( -Q_2^2/(2\gamma^2 N_S) \right) \).

\( Q = 0: \) — Concentrating first on the charge with largest spectral weight \( Q = 0 \) where the density of states is peaked, we can substitute \( (N_A, N_B) \) are integers, \( \Theta_\prec = \Theta(N_A - N_B) \) and \( \Theta_\succ = \Theta(N_B - N_A) \). Using further that

\[
\frac{1}{F(0)} \sum_{Q_A} F_A^2(Q_A) F_B^2(-Q_A) = \frac{D_A^2 D_B^m}{(2\pi \gamma^2 N)^{1/2} - 1} D \sqrt{\frac{N_A N_B}{N_A^m N_B^m}} \sqrt{\frac{N}{mN_A + kN_B}},
\]

we arrive at,

\[
\langle D_1(\rho_A, \sigma_A) \rangle = \begin{cases} 
1 - \frac{1}{2\sqrt{x_f}} & x \geq 1, \\
\sum_{k=0}^{\infty} \frac{2\sqrt{x_f}}{(1+2k)\sqrt{(1+2k)^2 - 2x_f}} (1/2) \Gamma(1/2) & x \leq 1,
\end{cases}
\]

where \( x_f \equiv x \sqrt{f/(1-f)} \), \( x = D_A/(2D_B) \), and \( f = N_B/N \), as stated in Eq. (11) in the main text.

**Finite charges:** — Expressions for finite charges \( Q > 0 \) can be derived in a similar way. We here concentrate on half partitions \( N_A = N_B = N/2 \), and the limits \( f \to 1/N \), respectively, \( f \to 1 - 1/N \). For half partitions \( N_A = N_B = N/2 \), we can use that

\[
\frac{1}{F(Q)} \sum_{Q_A} F_A^2(Q_A) F_B^2(Q_A) \theta_S(Q_A) = \frac{D_A^2 D_B^m}{D} \sqrt{2\pi \gamma^2 N} \frac{e^{2km-k+m}}{(\pi \gamma^2 N)^{1/2}} \times
\]

\[
\sum_{Q_A} e^{-\frac{k+m}{\gamma N}} \theta_S(Q + \frac{m}{k+m} Q),
\]

where \( \theta_\prec(Q_a + \frac{m}{k+m} Q) = \theta(Q/2 - \frac{NC}{2Q} - \frac{m}{k+m} Q - Q_A) \), \( \theta_\succ(Q_a + \frac{m}{k+m} Q) = \theta(Q_a - Q/2 + \frac{NC}{2Q} + \frac{m}{k+m} Q) \), and \( C \equiv \gamma^2 \ln 2 \). With this we then arrive at the following expression for the trace-distance at half partition,

\[
\langle D_1(\rho_A, \sigma_A) \rangle = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{N}{2\gamma^2 Q}} \right) \\
- \frac{1}{4} e^{\frac{Q^2}{2\gamma^2 N}} \text{erfc} \left( \frac{NC + Q^2}{Q \sqrt{2\gamma^2 N}} \right) \\
+ \sum_{k=0}^{\infty} \left( \frac{1/2}{k} \right) \frac{1}{k+3/2} \left[ e^{(k+1/2)Q^2/2\gamma^2 N} \right]^{k+1/2} \times \\
\times \text{erfc} \left( \frac{(1+2k)Q^2 - 2NC}{2Q \sqrt{2\gamma^2 N}} \right),
\]

where \( \text{erfc}(x) = (2/\sqrt{\pi}) \int_x^{\infty} e^{-t^2} dt \). This can be evaluated numerically and shows the \( Q \)-dependence discussed in the main text.

For \( f \to 1/N \) we can neglect the contribution involving \( \Theta_\succ \), and find \( \langle D_1 \rangle = 1 - \sqrt{N} e^{Q^2/2\gamma^2 N}/D \). Proceeding similarly in the opposite limit \( f \to 1 - 1/N \), we arrive at \( \langle D_1 \rangle \sim N^{1/4} e^{Q^2/4\gamma^2 N}/\sqrt{D} \), as also stated in the main text.

**FIG. 4:** Subsystem trace-distances from exact diagonalization for a chain of 10 spins. Solid and dashed lines are the analytical predictions in absence and presence of conservation laws, Eqs. (5) and Eq. (11), respectively. Inset: Density of states for zero momentum eigenstates with Gaussian fit (solid line).

### Appendix D: Exact diagonalization

We numerically calculate eigenstates of the spin chain Hamiltonian first block diagonalizing \( \hat{H}_S \) into momentum sectors, and then concentrating on eigenfunctions
within the zero momentum eigenspace. To determine the energy window from which to choose eigenstates we calculate the density of states, see inset of Fig. 4 for the example of the chain with 10 spins. The latter is e.g. peaked at \(-0.4 \pm 0.3\) and reasonably well described by a Gaussian profile (solid line). Taking in this case 5 eigenstates from the window \(~(-0.8, 0.0)\) centered around \(~-0.4\) we arrive at the subsystem trace distance shown in Fig. 4 and compared to the analytical prediction in presence (dashed line) and absence (solid line) of a local conservation law.
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