Arrhythmia Classifier using Binarized Convolutional Neural Network for Resource-Constrained Devices
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Abstract—Monitoring electrocardiogram signals is of great significance for the diagnosis of arrhythmias. In recent years, deep learning and convolutional neural networks have been widely used in the classification of cardiac arrhythmias. However, the existing neural network applied to ECG signal detection usually requires a lot of computing resources, which is not friendly to resource-constrained equipment, and it is difficult to realize real-time monitoring. In this paper, a binarized convolutional neural network suitable for ECG monitoring is proposed, which is hardware-friendly and more suitable for use in resource-constrained wearable devices. Targeting the MIT-BIH arrhythmia database, the classifier based on this network reached an accuracy of 95.67% in the five-class test. Compared with the proposed baseline full-precision network with an accuracy of 96.45%, it is only 0.78% lower. Importantly, it achieves 12.65 times the computing speedup, 24.8 times the storage compression ratio, and only requires a quarter of the memory overhead.

Index Terms—arrhythmia, binary neural network, deep neural network, multi-class classification, real-time computing

I. INTRODUCTION

Arrhythmia is a common disorder that has a considerable impact on human body health, causing morbidity alone or accompanied by other cardiovascular diseases [1]. A large number of people die of sudden death due to arrhythmia every year, so it is of great significance to identify arrhythmia as soon as possible. The recognition of electrocardiogram (ECG) is the most basic and simple method to diagnose arrhythmias for ECG contains the basic information about the state of the heart. However, it will be a lot of wastage of medical resources if ECG signal recognition only relies on related experts or doctors to achieve. And the development of modern computers and information technology makes the identification of ECG signals more convenient. Due to the abundant information contained in ECG signals, accurate analysis of ECG signals is an undoubtedly complex task, which affects the diagnostic results.

Recent years have witnessed the unprecedented success that deep neural network (DNN) has achieved in the fields of speech recognition, image recognition and medical applications, and rhythm recognition using convolution neural network (CNN) has also attracted widespread attention [2], [3]. Though it’s of advantages for CNN to do rhythm recognition tasks, the deployment of CNN models to wearable devices with low computing resources and small memory space is still limited for the derivation of existing CNN model requires a lot of energy. As a computation-intensive and memory-intensive model, CNN’s inference process contains many computations and memory-access operations, which imposes a huge power burden on wearable devices with limited hardware resources. Binarized Neural Networks (BNN) have attracted much attention cause of their lower memory consumption and higher computing speed, but it tends to bring a serious drop in terms of accuracy.

To balance the accuracy of ECG recognition and the overhead of hardware resources, we considered both effective network architecture and means of binarizing the network to reduce the memory overhead while maintaining considerable accuracy. In this study, we explored methods suitable for binarizing 1-D convolutional neural networks and adopted them to the proposed baseline DNN classifier, implementing a five-category binarized classifier for ECG signals. The contribution of this paper has the following three aspects:

- A binarization scheme of CNN models suitable for 1-D ECG signal is proposed, which requires only a small memory overhead and has a high computational speed.
- It introduces a topographic-based strategy for adjusting the learning rate of the binarized network, which has a
great impact on the accuracy of the binarized model.
- We further implement the binarization method and achieve an accuracy of 95.67% in the five-class test, which is only 0.78% lower than that of the baseline full-precision network\(^1\).

Experiments show that the proposed binarized model has considerable recognition performance, yet it achieves a \(3.78 \times\) reduction in runtime memory overhead, a \(24.8 \times\) reduction in storage footprint for weight parameters, and a \(12.65 \times\) runtime speedup. Compared with other state-of-the-arts, the proposed model is more suitable for deployment on resource-constrained wearable devices, making real-time ECG monitoring possible.

The remainder of this article is organized as follows. The background and some related works ever been done will be presented in II. III introduces the methods we use in the experiment. IV shows the results of experiment and comparisons with other models. Finally, we conclude the work of this paper and look forward to future works in V.

II. RELATED WORK

A. Traditional pattern recognition methods applied to ECG

The automatic diagnosis of arrhythmia can be realized by pattern recognition [3], [4], and the support vector machine(SVM) system can also be used for heartbeat recognition and classification [5]–[7]. These methods are based on manually transforming the input into identifiable features, and the extraction of features is very dependent on labor resources.

B. Deep Learning methods applied to ECG recognition

Recently, there has been an increasing amount of literature on ECG recognition applying deep learning methods. Feature extraction is learned autonomously from the model in the Artificial Neural Network(ANN), and deep learning can directly infer the type of arrhythmia from the original ECG signal. For instance, the PhysioNet Challenge proposed by G. D. Clifford et al. has successfully compared the four classifications of short single-lead ECG signals [8]. X. Fan et al. used MS-CNN to effectively extract relevant features from ECG signals [9]. Awni Y. Hannun compared the diagnostic accuracy of DNN models and cardiologists, and found that the classification sensitivity obtained by the ANN model was even better than that of experts [10].

C. Reducing the overhead of deep models

Most of the related studies aim to improve the accuracy of heartbeat classification, but pay little attention to hardware resource consumption [11], [12]. Despite the superior performance of ANN models, one of the main obstacles to deploying DNNs on lightweight hardware is that they often require abundant computing and memory resources. With the increase in the application scenarios of wearable devices and mobile handheld devices, most of these devices have no enough memory and computing resources for the computation of DNN models. Reducing the memory overhead through compressing DNN models is urgently needed.

Current effective network compression methods mainly include Parameter Pruning [13], [14], Parameter Quantization [15], Low-Rank Decomposition [16], [17], Knowledge Distillation [18], [19], and Transferred/Compact Convolutional Filters [20]. Among the existing compression technologies, binarization methods have attracted much attention, in which the network parameters are represented by 1-bit instead of floating-point numbers, reducing the memory overhead greatly. BinaryNet [21] and XNOR-NET [22] both are well-established methods for binarization, achieving \(32 \times\) memory savings on CPUs. Liu Z et al. proposed Bi-Real Net creatively, which can effectively reduce the information loss caused by binarization [23]. The ReActNet proposed by Liu Z et al. can introduce learnable parameters to optimize the activation function [24], thereby increasing the amount of information carried by the activation value of the BNN.

D. Quantization compression of CNN in ECG monitoring

CNNs have been used in monitoring arrhythmias and quite a few quantitative compression methods are applied in reducing memory overhead. Li et al. [25] proposed a hierarchical quantization method based on greedy algorithm, and reached an accuracy of 95.39% in the 17-categories test, which is only 0.33% lower than that of the original network and reduces memory consumption by \(15 \times\). Huang et al. [26] proposed the CNN model with incremental quantization aiming at classifying ECG signals in 17-categories, which achieved an accuracy of 92.76% and a memory occupation of 39.34KB. The bCNN model [27] aimed at ECG binary-classification with binarized weight, and achieved an accuracy of 97.5%.

Nevertheless, a search of the literature revealed few studies which concentrate on ECG classification to achieve an end-to-end binarized network, which is also the focus of our works.

III. METHODOLOGY

In this section, we first introduce the structure of the baseline network and describe some of the means we utilize to binarize the network.

![Fig. 1. Overview of methods adopted](image)

As shown in Fig. 1, the overall implementation process can be divided into two parts. Firstly, a full-precision baseline network was precisely designed. We conducted a lot of experiments to determine the depth of the network and the hyperparameters of each layer. Based on the architecture of

\(^1\)Code is available on: https://github.com/Christyao-ada/ECG-Binarized
the baseline network, we applied binarization methods to the weights and activations of the model, and obtained a binarized classifier.

A. Design of the Baseline Deep Networks

The architecture of the baseline arrhythmia classifier model is shown in Fig. 2. The model is generally composed of seven convolutional basic blocks and a dense layer, in which the basic blocks are used for feature extraction while the dense layer is used for ECG classification. Each basic block contains a convolution layer and a pooling layer, and the ReLU activation function is placed between the basic blocks. For the classification task of five types of ECG signals, the input was the normalized long-term ECG signal, consisting of 3600 sampling points with a duration of 10s. The network depth should not be too small so that the learning effect of the network would be better.

B. Methods of Binarization

The convolutional layers of a convolutional neural network contain lots of convolutional computations, and these operations are all floating-point multiplications and additions. The binarized convolutional network is to train the weight parameters of convolution kernels or activations to +1 or -1:

\[ x_b = \text{Sign}(x_r) = \begin{cases} 
-1, & x < \alpha \\
+1, & x \geq \alpha
\end{cases} \] (1)

where \( x \) represents the weights or activations, \( b \) refers to the binarized weights or activations, and \( r \) refers to real-values i.e. floating-point values. Through this form of conversion, the floating-point multiplication operation in the convolution can be replaced by the 1-bit operation XNOR, and the counting operation can achieve the effect of the floating-point addition operation, as depicted in Fig. 3.

The binarized network model would obtain a higher computing speed obviously, and its bit-widths should be extremely small. However, the problem of vanishing gradients that binarizing network brings should be taken into consideration. The derivative value in the back-propagation (BP) algorithm is obtained by the chain rule. Once the BP algorithm is used directly to process the network parameters which have been processed by the Sign function, the resulting gradients are almost all 0, and there is no point in continuing to train the network. To solve the issue mentioned above, it is needed to preserve the gradients of real-values when training the binarized network. In the forward inference phase, we use \( \text{Sign}(x) \) as the value of the weights or activations described by (1), and let the gradient of \( F(x) \) be the gradient of weights or activations during back-propagation. There are many options for the \( F \) function here, such as \( \tanh \) and \( \text{hard} - \tanh \). In our study, we chose the \( \tanh \) function expressed in (2), and the piecewise polynomial expressed in (3). The gradient of the \( \tanh \) function and the polynomial can be obtained by (4) and (5), respectively.

\[ \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \] (2)

\[ F(x) = \begin{cases} 
-1, & x < -1 \\
2x + x^2, & -1 \leq x < 0 \\
2x - x^2, & 0 \leq x \leq 1 \\
+1, & x > 1
\end{cases} \] (3)

\[ \text{Grad}(x_b) = \frac{\partial \tanh(x_r)}{\partial x_r} = 1 - \tanh^2(x_r) \] (4)

\[ \text{Grad}(x_b) = \frac{\partial F(x_r)}{\partial x_r} = \begin{cases} 
2 + 2x_r, & -1 \leq x_r < 0 \\
2 - 2x_r, & 0 \leq x_r \leq 1 \\
0, & \text{otherwise}
\end{cases} \] (5)

Compared with the \( \tanh \) function, the curve of equation (3) fits the \( \text{Sign} \) function better, as shown in Fig. 4.

As equation (1) described, weights or activations are activated as +1 or -1 depending on their value relative to the

![Fig. 2. The architecture of the baseline network](image)

![Fig. 3. The respective operation methods of full-precision convolution and binary convolution. The top part is full-precision convolution, which includes floating-point multiplication and addition, taking up a lot of computational overhead; the bottom part is binary convolution, the multiplication operation is equivalent to the 1-bit operation XNOR, and the addition operation is replaced by counting.](image)
threshold $\alpha$. A common practice is to set $\alpha$ to 0, meaning that weights or activations less than zero are assigned -1, otherwise +1. In our study, we try to set the threshold $\alpha$ as a learnable variable considering all weights or activations using the same threshold seems inappropriate. Each output channel corresponds to a learnable $\alpha$, including in the dense layer.

IV. EXPERIMENT

In this section, we introduce the dataset used in the experiment and the implementation details of the baseline full-precision network firstly. Based on the baseline network model, we binarize the weights and activations to explore the effects of various binarization methods and explain the proposed topographic-based (TB) strategy for adjusting the learning rate when training binarized networks. Then we compare the accuracy of our binarized network model with the state-of-the-art models proposed by other researchers. Finally, we show the memory overhead and computation and analyze the shortcomings of the model and the points that can be improved. All the experiments have been performed using an Intel-i5 PC, with CPU speed of 2.3 GHz, 16 GB RAM and PyTorch 1.10.2.

A. Dataset and Implementation of the Baseline Network

The dataset used in the experiment comes from the Massachusetts Institute of Technology-Boston’s Beth Israel Hospital (MIT-BIH) Arrhythmia Database [28]. We extracted 7,740 ECG signal fragments with a duration of 10s, 80% of which were selected as training data randomly, with the left 20% as test data. All data were normalized in the experiment, and each signal fragment was categorized into five classes according to the Association for the Advancement of Medical Instrumentation (AAMI) [29]: ventricular ectopic (V), beat against other classes such as non-ectopic (N), supraventricular ectopic (S), fusion (F) and unknown (Q). The training-test splits for each category are shown in Table I.

The baseline network mainly consists of 7 convolutional basic blocks and 1 dense layer. There will be a huge impact on the final result if bias is added to each layer even if it’s small in the binarized network. Aiming at constructing a model structure suitable for binarization, the biases of all convolutional layers and the dense layer are removed. Through extensive experiments, we obtained the structures shown in Table II.

We added a BatchNorm (BN) layer between the convolutional layer and the pooling layer for each convolutional basic block, and a dropout layer between the last basic block and the fully connected layer.

There are 67,376 32-bit floating-point weight parameters in the baseline network in total, among which the required storage size is 263.1875KB, the overall accuracy (OA) of the model is 96.45%, and the classification confusion matrix is shown in Fig. 5. It can be seen that the classification accuracy of categories N and V reached 99% and 95%, respectively, while the classification accuracy of the other three categories was lower, with too little data on those categories.
B. Implementation of Binarized Classifier

In this part, we implement the binarization method mentioned in III-B, train the binarized network model, obtain different models through the combination of different binarization transformation functions, and select the best binarized model.

Compared with the baseline full-precision network, the binarized network comes with poor convergence. It’s clear in our experiments that the loss function won’t be able to converge during training, and the accuracy can’t improve with the BN layer being placed between the convolutional layer and the pooling layer. Only if the BN layer is placed after the pooling layer would there be a different result, thus we fine-tune the position of the BN layer in the architecture of the baseline network. In the binarized network model, the BN layer was placed between the pooling layer and activation layer in each binarized convolutional basic block, as illustrated in Fig. 6. Since activations and weights are binarized, it is equivalent to adding random noise, with regularization and suppression of overfitting.

Considering the attractiveness of bit-operations instead of floating-point operations, we binarized both the weights and activations.

Training the BTTN model. The threshold $\alpha$ in (1) was set to be 0 firstly, with the gradient of $tanh$ being the gradient of both the weight and the activation as described by (4). In this way, we obtained the binary network model (BTTN) with an accuracy of 94.90%. The gradients of weights and activations could be calculated by $tanh(weight)$ and $tanh(activation)$ respectively.

Training the BTPN model. Compared with the $tanh$ function, the curve of the piecewise polynomial $F$ in (3) is more fitted to the $Sign$ function, and its gradient should be more approximate. The threshold $\alpha$ in (1) was still set to be 0, as before. We took the gradient of $tanh(weight)$ as the gradient of the weight and the gradient of $F(activation)$ as the gradient of the activation. The BTPN model with an accuracy of 95.67% was obtained after training.

Training the BPPN and BPTN model. Since BTPN with piecewise polynomial applied achieves higher accuracy, the gradient of piecewise polynomial seems to be more suitable as the gradient for binarization. By further using the gradient of $F(weight)$ as the gradient of the weight, a BPPN model with an accuracy of 95.12% was obtained after completed training. Similarly, we also trained a BPTN model with an accuracy of 94.83% and the accuracy of these two models was lower than that of the BTPN model.

Training the BTPN-$\alpha$ model. We then tried to set the activation threshold $\alpha$ of each output channel as a respective learnable parameter, and the base model for this step was BTPN. Counterintuitively, the accuracy of the obtained BTPN-$\alpha$ model was only 94.96%.

Finally, we got the BTPN model with an accuracy of 95.67%, which is only 0.78% lower than that of the baseline network. The classification confusion matrix for each category is shown in Fig. 7.

![Normalized confusion matrix, with OA=95.67](image)

Fig. 7. Confusion matrix of the proposed BPTN model.

![Accuracy and Loss](image)

Fig. 8. Accuracy and Loss. The strategy used for the learning rate has a great impact on the loss and accuracy of the binarized model.

Here we discuss the TB strategy for adjusting learning rate. After extensive experimentation, we found that if the learning rate throughout the training process is set to a relatively small value, the loss of the model will always remain high, and the accuracy will not be improved which could be observed in Fig. 8. Based on the method proposed by Li, H et al. [30], we plotted the loss topography of the baseline network versus the binarized network. As Fig. 9 presented, the loss surface of the baseline full-precision network is quite smooth, and the loss could easily decrease, while that of the binarized network...
model is undulating. If the learning rate is set too small, the loss during training is likely to fall into a local minimum value, so that the global optimal value cannot be further learned, and the accuracy cannot be improved. If the learning rate is set relatively large in the early stage of training, when the loss is relatively low and the accuracy rate is relatively high, we can reduce the learning rate and keep the loss and accuracy relatively stable. With this strategy, binarized models with higher accuracy could be obtained.

C. Accuracy comparison with other state-of-the-art models

After precise full-precision network design and extensive experiments on binarization, a Full-Binarized Network(proposed BTPN model) with an OA of 95.67% was obtained. For the sake of objectively evaluating the performance of the network model, comparing the proposed BTPN model with the state-of-the-art networks of other excellent researchers is of necessity. To this end, we conducted a comparative study with three methods: TBME2015 [31], ITBCS2019 [32] and ISCAS2021 [27]. Since the AAMI indicator recommends using the V and S categories to evaluate the performance, we chose SEN and PPR indicators of the V-category and overall accuracy to compare the performance of each network.

| Model            | SEN(%) | PPR(%) | OA(%) | Method | Sorts |
|------------------|--------|--------|-------|--------|-------|
| TBME2015 [29]    | 93.9   | 36.0   | 95.6  | FP     | 5     |
| ITBCS2019 [30]   | 91.8   | 38.3   | 95.5  | FP     | 5     |
| ISCAS2021 [31]   | 80.6   | 26.9   | 95.6  | FB     | 2     |
| Baseline Model   | 95.3   | 97.0   | 96.45 | FP     | 5     |
| BTPN(Proposed)   | 94.8   | 96.2   | 95.67 | FB     | 5     |

*aFP refers to Full-Precision, FB refers to Full-Binarized.*

The results of the comparison are shown in Table III. The network architecture of TBME2015 and ITBCS2019 is CNN+MLP, while ISCAS2021, baseline network and BTPN are all CNN-based. What should be noted is that the BTPN model and the above network architectures have different classification categories for ECG signals with diverse processing methods for weights and activations at the same time, thus these two factors should be taken into consideration for fairness when comparing. Despite the fact that the OA of the proposed BTPN is 2.73% lower than that of the full-precision model ITBCS2019 with the highest OA, most of the floating-point operations could be replaced by bit-operations(BOPs) since activations and weights are all 1-bit, reducing the memory overhead and improving the operation speed to a great extent. Compared with ISCAS2021’s binarized network, the proposed BTPN network achieves classification for more categories, and even outperforms ISCAS2021’s BNN on V-category, with OA only 1.13% lower than it. The comparison clearly indicates that our BTPN has considerable accuracy while greatly reducing the memory and computational overhead, making it more suitable for real-time ECG monitoring and deployment on resource-constrained devices.

D. Analysis and discussion

Even if weights in each convolution layer and activations are all 1-bit, the convolution and pooling operations of the first basic block still need to participate in floating-point operations instead of bit operations at runtime for the input ECG signals are floating-point values (or integers, here we use floating-point numbers for analysis). In addition, each BN layer still needs to be stored and operated with floating-point numbers (Floating-point operations in BN layers could be replaced by operations such as shifting [22], the calculation amount of BN layers only accounts for 1/300 of the whole, so here we still consider the operation of BN layers as floating-point operations, and the parameters are stored as floating-point numbers). Most CPUs of modern PCs are 64-bit and can perform 64-bit operations in parallel while processors are practically 32-bit and can only perform 32-bit operations on watches, medical equipments and resource-constrained devices. The floating-point operations are uniformly calculated with 32-bit floating-point numbers, that is, the time to perform one 32-bit floating-point operation is roughly the same as the time to perform 32-bit operations.

The results of calculations are shown in Table IV. It can be seen that compared to the baseline model, the storage footprint of the proposed BTPN model is reduced by $24.8 \times$, the memory overhead at runtime is reduced by $3.78 \times$ and the theoretical calculation speed is $12.65 \times$ faster while the accuracy loss is only 0.78%, which can be said to be a cost-effective trade-off.

Overall, the binarized model greatly compresses the storage footprint and increases the computing speed, while retaining a considerable and reliable accuracy, enabling the deployment of real-time ECG monitoring on resource-constrained wearable devices. Nonetheless, based on the theory of binary computing, our classifier still has tremendous prospects for improvement. The proposed model still has many floating-point operations involved in the calculation, such as operations...
in the first convolution basic block and each BN layer. The storage overhead of the model has not been reduced to an extreme $32 \times$, nor has the computational speed increased to the theoretical performance bottleneck. We will strive to solve the drawbacks mentioned above, so that the model has a higher computing speed, occupies a smaller runtime memory, and is more suitable for real-time monitoring.

**V. CONCLUSION**

In this work, we present an efficient convolutional neural network to recognize 1-D long-term ECG signal segments, dubbed BTPN. Based on the architecture of proposed baseline full-precision network, we adopted the binarization method, thereby replacing most of the floating-point operations with 1-bit operations. It maintains considerable accuracy while increasing computational speed and reducing resource overhead. The classification accuracy of the proposed BTPN model in the MIT-BIH Arrhythmia Database reaches 95.67% in a five-class test. In the future, we will consider the processing of the input signal and the optimization of BatchNorm layers to further improve the computing performance and runtime memory compression ratio, and implement this work on a hardware platform for real-time ECG monitoring.
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