Direct mapping from PET coincidence data to proton-dose and positron activity using a deep learning approach
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Abstract
Objective. Obtaining the intrinsic dose distributions in particle therapy is a challenging problem that needs to be addressed by imaging algorithms to take advantage of secondary particle detectors. In this work, we investigate the utility of deep learning methods for achieving direct mapping from detector data to the intrinsic dose distribution.

Approach. We performed Monte Carlo simulations using GATE/Geant4 10.4 simulation toolkits to generate a dataset using human CT phantom irradiated with high-energy protons and imaged with compact in-beam PET for realistic beam delivery in a single-fraction (∼2 Gy). We developed a neural network model based on conditional generative adversarial networks to generate dose maps conditioned on coincidence distributions in the detector. The model performance is evaluated by the mean relative error, absolute dose fraction difference, and shift in Bragg peak position.

Main results. The relative deviation in the dose and range of the distributions predicted by the model from the true values for mono-energetic irradiation between 50 and 122 MeV lie within 1% and 2%, respectively. This was achieved using 10^5 coincidences acquired five minutes after irradiation. The relative deviation in the dose and range for spread-out Bragg peak distributions were within 1% and 2.6% uncertainties, respectively.

Significance. An important aspect of this study is the demonstration of a method for direct mapping from detector counts to dose domain using the low count data of compact detectors suited for practical implementation in particle therapy. Including additional prior information in the future can further expand the scope of our model and also extend its application to other areas of medical imaging.

1. Introduction

Fast, precise and physically optimized in vivo monitoring for dose and range verification during proton therapy is a challenging and critical task that can expand the scope of treatment planning. There are two main methods to perform dose and range verification. The first method requires the measurement of primary or secondary protons using some invasive implantable device or the direct measurement of high-energy proton beams exiting the tumor (Lu 2008, Watts et al 2009). The scope of the invasive method is limited because it requires implanting a dosimeter in the radiation path of the tumor area, which may not always be possible and applicable; it provides information only at the implanted site.

Alternatively, secondary particles such as positron-annihilation gamma (PAG) and prompt gamma (PG) emitting isotopes generated during proton beam irradiation can also provide dose and range verification information. The inelastic nuclear interaction of high-energy protons with elemental nuclei results in the production of isotopes with an altered nuclear structure from the parent nucleus represented, e.g. by ^16O(p,p–n)^15O. Positron emitting isotopes are a category of daughter nuclei, referred to as secondary particles, which further undergo a β^+ emission. The production intensity of such secondaries depends on their energy-dependent production cross sections. The trail of isotopes left by a proton beam follows the dose distribution closely and ceases to exist when the proton energy drops below the threshold value for that isotope’s production.
This results in a systematic gap from the Bragg peak (Parodi 2000, Min et al 2006), (Parodi et al 2007, Paganetti 2012).

To obtain an accurate PET distribution (Paans and Schippers 1993) requires consideration of photon attenuation, detector efficiency, the uncertainty introduced by non-linearity in the positron range, and randomness and scattering within the detector (Vaquero and Kinahan 2015). For PET image reconstruction, analytical and iterative reconstruction are conventional reconstruction techniques. Analytic reconstruction techniques are based on non-random conjectures and attempt to estimate images using deterministic mathematical solutions (Alessio et al 2005). Analytical reconstruction ignores noise contributions, whereas iterative methods can incorporate noise effects and make the final estimate better than the previous ones, with each iteration updating the image (Tong et al 2010). However, iterative reconstruction methods require an accurate and fast estimation of the system response matrix (SRM), which should include factors such as geometry, noise effects, and local variations like changes in the channel detection efficiency of readouts. The simulation and integration of all components of SRM make it a large-scale, complex, and computationally intensive task (Iriarte et al 2016). Subsequent to PET activity reconstruction, mapping the reconstructed activity profiles to dose distributions is also complicated in actual patient treatment because of the different physical processes involved in the generation of PAG isotopes compared to the dose deposition (Paganetti and El Fakhri 2015).

Two main approaches have been proposed as solutions for validating doses. The first is an indirect method of verifying the dose–activity profile of a positron emitter. One of the methods (Enghardt et al 2004, Fiedler et al 2010) is an interactive solution based on a direct comparison between the simulated and measured signals of $3^2$ superimposed on a CT image. If the positions of the two contours do not match, the probable cause of the deviation is speculated, and the PET signal is recalculated after modifications are made to the treatment planning system. Although the indirect method is satisfactory in accuracy and easy to implement, it cannot directly estimate the difference between delivered and planned doses. The second method is a direct method in which the dose is plotted from the activity profile of the positron emitter. An attempt of this type (Fourkal et al 2009) was presented, implementing an analytical model to estimate the dose from 3D information preserved in PET signals. The estimated kernel, the positron emitter species matrix (PESM), was de-convoluted with the reconstructed positron activity to yield a dose prediction within a 2% difference from the delivered dose. Other proposed methods were analytical methods based on modeling functions applied to reconstructed PET activity profiles and have better accuracy than interactive methods (Parodi and Bortfeld 2006, Attanasii et al 2011, Remmele et al 2011) when evaluating homogeneous phantoms.

A pioneering statistical method (Masuda et al 2019) applied maximum likelihood expectation maximization (MLEM) combined with filtering to obtain a 2D dose distribution, showing promise with mono–energetic and spread-out Bragg peaks (SOBP) under statistical noise. The relative error of the result was within 10%. (Liu et al 2019) trained a recurrent neural network (RNN) using simulated depth distributions of $^{11}$C and $^{15}$O to obtain dose maps. However, the study Liu et al 2019 is based on intrinsic isotopic distributions, which are impossible to measure in a patient and therefore cannot be verified experimentally. The second sequence of the study based on the RNN model combined the PET detector model, the stopping power of the proton beam, and anatomical information using the reconstructed dose mapping profile (Hu et al 2020). Another study Zhang et al 2021 used deep learning methods to predict proton dose in 3D. The study was carried out on a ring–shaped PET prototype with 88 000 crystal elements to reconstruct PET activity using single-slice rebinning reconstruction and 2D OSEM iterative reconstruction algorithms. The PET signal–based dose mapping solutions described above are directly or indirectly based on the activity profiles reconstructed using conventional reconstruction methods. It is desirable to map the dose distributions directly from the detector data without performing traditional reconstruction, and a neural network can be trained on the detector–induced uncertainties.

Previously, a deep learning–based solution named DeepPET using an encoder–decoder model was proposed for diagnostic PET systems, which directly transferred the sinogram data into the activity space after training with high–quality real data. It delivered better image quality than the traditional optimized image reconstruction method (Häggström et al 2019). Another deep learning–based direct reconstruction study was conducted (Ronneberger and Fischer 2015), which showed robustness and accuracy compared to conventional reconstruction methods. Deep learning can be introduced in the dose reconstruction problem after conventional reconstruction of PET activity distribution. This approach is a deep learning–based post-reconstruction filtering to obtain dose maps that still rely on regular reconstruction, as implemented in Hu et al. However, direct proton dose mapping from raw detector data has not yet been explored. In our work, we propose a deep learning framework to directly map the detector data into the corresponding dose distribution without reconstructing the PET activity distribution. The same approach can also be used to directly reconstruct the activity profiles of the isotopes by using the 2D raw coincidence projection data as input information. Previous solutions for in vivo dose monitoring utilized large PET scanners and heavy PG detectors. Compact PET detectors offer the advantage of being integrated with a treatment gantry and being positioned closer to the
patient, which is important for maximizing the available signal and recovering fast-decaying species of positron-emitting isotopes. Our study aims to develop the neural network for such compact PET detectors described in Ozoemela et al (2020), Nemallapudi et al (2021), which are ideal for practical application in the treatment environment where detectors have limited space and maneuverability. Our study’s motivation for using a small detector was to examine the possibility of using a miniature imaging solution combined with the feature extraction capabilities of deep networks as an in vivo monitoring solution. A quantitative study was also conducted to estimate the average number of detector counts required to achieve acceptable accuracy using the palm-sized detector prototype.

The state-of-the-art deep generative models are variant autoencoder (VAE) and GAN models, used extensively for image synthesis problems (Oussidi and Elhassouny 2018). GAN models are superior to VAEs because of their ability to extract features from complex data and generate high-quality images. GANs are a good choice because of their excellent ability to learn domain-dependent and domain-independent features. In our study, we used a deep generative model initially proposed (Mirza and Osindero 2014) as a conditional GAN network and first implemented in an image-to-image translation problem (Isola et al 2017). Zhang et al, also applied the disocGAN variant of generative adversarial networks (GAN), which is close to the model used in our research. However, there are significant differences between our study and their disocGAN-based study. We used only 1024 detector crystal elements and raw coincidence detector data without using image reconstruction algorithms or filters. Our work is supervised learning, which requires labeled pairs of source and target images as training data (Isola et al 2017, Lin et al 2018). In generative models, once the generator and the discriminator are alternately trained, the trained generator model is obtained and used as an independent model for prediction. In our work, dose maps can be obtained as output by importing 2D coincidence projection data into the model. By applying this model, we can train the neural network for the underlying imaging physics, detector geometry, and detector non-uniformity directly from experimental data, thus making the predictions more reliable.

2. Materials and methods

2.1. Simulation setup for proton beam irradiation
We used the Geant4-based simulation framework GATE (Jan et al 2011, Grevillot et al 2011) to generate Monte Carlo simulation data for a proton therapy setup using a mono-energetic proton beam and spread out Bragg peak (SOBP) situation separately. Irradiation of a pencil beam source on an abdominal CT phantom was used for data generation. The phantom dimensions are 302 mm × 302 mm × 180.5 mm with the spatial resolution of 0.589 mm × 0.589 mm × 0.500 mm. The HU range of the phantom was divided into 24 bins according to the scheme described in Schneider et al (2000), and the details are summarized in table 1. The beam propagates along the z axis, and the beam profile was assumed to be a Gaussian distribution with standard deviations $\sigma_x$ and $\sigma_y$ in the iso-center position. For mono-energetic proton beam, we have performed 900 simulations for five different spot sizes with standard deviations ranging from 3 to 5 mm with an interval of 0.5 mm in both x and y dimensions. A total of 150 million protons were used as primary particles having a Gaussian energy spectrum with a standard deviation of 1% from the target proton energy. The simulations were performed for 10 different positions on the CT phantom along the y axis with a mono-energetic proton beam with energies ranging from 50 to 122 MeV in 4 MeV intervals. Each irradiation position is spatially 2 cm apart from the other. A visual description of the irradiation configuration on the DICOM phantom is shown in figure 1(a). The distance between the beam nozzle and the face of the phantom is kept 50 cm. The physics list QSP_BIC_HP_EMZ was employed in our study as it showed more accurate results over QSP_BIC_HP_EMY (Winterhalter et al 2020).

For SOBP simulations, a dataset consists of 360 cases with the SOBP of approximately one-quarter of the total range $R_0$ and the maximum beam energy $E_0$ simulated using weighted superposition of mono-energetic proton beams. We selected 12 maximum energies $E_0$s, ranging from 70 to 118 MeV with an energy gap of 4 MeV and irradiated at 10 positions, as shown in figure 1(a). Three spot sizes with standard deviations varying from 3 to 4 mm and an interval of 0.5 mm in both x and y dimensions were used. Each energy $E_0$ is divided into 15 weighted fractional energies due to a constraint on computing resources. The simulation scheme and weights required for various initial energies are calculated using the analytical framework described in Bortfeld and Schlegel (1996), Jette and Chen (2011).
2.2. Detector simulation setup

A palm-sized dual-head PET has 8 modules. Each module has 64 monolithic LYSO crystals with a size of 3.2 mm $\times$ 3.2 mm $\times$ 20 mm, and the spacing between each module is 0.2 mm, resulting in a detector size in $yz$ of 52 $\times$ 104 mm plane. The spacing between the dual-head PET modules is maintained at 302 mm apart to accommodate the imaged object between the two flat-panel PET modules. The CT phantom in figure 1(a) is placed in the $yz$-plane which is parallel to the detector plane as shown in figure 1(b). Any phantom configuration

Figure 1. (a) The simulation setup for the irradiation of the proton beam with the mono-energetic beam and the SOBP case, where the dose of the mono-energetic case is shown in the middle while the dose of the SOBP case is in the lower middle, and the red positions represent the training positions, whereas the blue positions are used for testing. (b) The detector configuration in which the zero position of the detector $z$-axis is aligned with the beam entry face of the phantom, and the detector is translated along the $y$-axis at each position so that the beam is always centered on the detector.

| HU Range       | (g cm$^{-3}$) | H  | C  | O  | Na | Mg | P  | S  | Cl | K  | Ca | Ar |
|----------------|---------------|----|----|----|----|----|----|----|----|----|----|----|
| [−1050, −950]  | 0.001 290     | 0  | 0  | 75.6 | 23.2 |    |    |    |    |    |    |    | 1.3 |
| [−950, −120]   | 0.880 110     | 10.3 | 10.5 | 3.1 | 74.9 | 0.2 |    |    |    |    |    |    | 0.2 |
| [−120, −82]    | 0.926 691     | 11.6 | 68.1 | 0.2 | 19.8 | 0.1 |    |    |    |    |    |    | 0.1 |
| [−82, −52]     | 0.957 382     | 11.3 | 56.7 | 0.9 | 30.8 | 0.1 |    |    |    |    |    |    | 0.1 |
| [−52, −22]     | 0.984 227     | 11.0 | 45.8 | 1.5 | 41.1 | 0.1 |    |    |    |    |    |    | 0.2 |
| [−22, 7]       | 1.011 170     | 10.8 | 35.6 | 2.2 | 50.9 | 0.1 |    |    |    |    |    |    | 0.2 |
| [7, 18]        | 1.029 550     | 10.6 | 28.4 | 2.6 | 57.8 | 0.1 |    |    |    |    |    |    | 0.2 |
| [18, 80]       | 1.061 601     | 10.3 | 13.4 | 3.0 | 72.3 | 0.2 |    |    |    |    |    |    | 0.2 |
| [80, 120]      | 1.119 903     | 9.4  | 20.7 | 6.2 | 62.2 | 0.6 |    |    |    |    |    |    | 0.3 |
| [120, 200]     | 1.111 150     | 9.5  | 45.5 | 2.5 | 35.5 | 0.1 |    |    |    |    |    |    | 4.5 |
| [200, 300]     | 1.164 774     | 8.9  | 42.3 | 2.7 | 36.3 | 0.1 |    |    |    |    |    |    | 6.4 |
| [300, 400]     | 1.123 741     | 8.2  | 39.1 | 2.9 | 37.2 | 0.1 |    |    |    |    |    |    | 8.3 |
| [400, 500]     | 1.282 950     | 7.6  | 36.1 | 3.0 | 38.0 | 0.1 |    |    |    |    |    |    | 10.1|
| [500, 600]     | 1.342 190     | 7.1  | 33.5 | 3.2 | 38.7 | 0.1 |    |    |    |    |    |    | 5.4 |
| [600, 700]     | 1.401 421     | 6.6  | 31.0 | 3.3 | 39.4 | 0.1 |    |    |    |    |    |    | 6.1 |
| [700, 800]     | 1.460 663     | 6.1  | 28.7 | 3.5 | 40.0 | 0.1 |    |    |    |    |    |    | 6.7 |
| [800, 900]     | 1.519 900     | 5.6  | 26.5 | 3.6 | 40.5 | 0.1 |    |    |    |    |    |    | 7.3 |
| [900, 1000]    | 1.579 142     | 5.2  | 24.6 | 3.7 | 41.1 | 0.1 |    |    |    |    |    |    | 7.8 |
| [1000, 1100]   | 1.638 380     | 4.9  | 22.7 | 3.8 | 41.6 | 0.1 |    |    |    |    |    |    | 8.3 |
| [1100, 1200]   | 1.697 620     | 4.5  | 21.0 | 3.9 | 42.0 | 0.1 |    |    |    |    |    |    | 8.8 |
| [1200, 1300]   | 1.756 860     | 4.2  | 19.4 | 4.0 | 42.5 | 0.1 |    |    |    |    |    |    | 9.2 |
| [1300, 1400]   | 1.816 100     | 3.9  | 17.9 | 4.1 | 42.9 | 0.1 |    |    |    |    |    |    | 9.6 |
| [1400, 1500]   | 1.875 340     | 3.6  | 16.5 | 4.2 | 43.2 | 0.1 |    |    |    |    |    |    | 10.0|
| [1600, 5000]   | 1.946 430     | 3.4  | 15.5 | 4.2 | 43.5 | 0.1 |    |    |    |    |    |    | 10.3|

Table 1. Relative elemental composition and density of different materials in accordance with the range of Hounsfield units (HU) (Schneider et al 2000).
can be opted based on the clinical requirements. In our study, we have chosen phantom placement parallel to the detector plane to keep simulation simple. The detector has an energy resolution of 10% at 511 keV and a temporal resolution of 250 ps FWHM. The detection threshold is the minimum photon energy accepted by the detector, and we implemented this same idea in our simulation and explored different threshold energy values. The low-energy threshold of the detector was kept at 150 keV to reduce low-energy counts and maintain an acceptable noise level similar to that of a realistic detector. The isotope activities of $^{11}$C and $^{15}$O are imported in the same model configuration that was used during proton beam irradiation as described in section 2.1. Voxel-based production and stopping information of $^{11}$C and $^{15}$O were used to generate the coincidence data in the palm-sized PET setting. As we imported the number of isotopes as an activity into GATE, the decay rate constant $\lambda_{^{11}C}$ and $\lambda_{^{15}O}$ of the corresponding isotope were considered to model $^{11}$C and $^{15}$O decay at in-beam PET environment. The positions of the isotopes can be obtained at the level of one voxel, and finer positions are randomly simulated within each 0.2 mm voxel. The simulation of the production activity $A(r, t)$ for $^{11}$C and $^{15}$O preserves the relative spatial distribution of the isotopes. The resulting time distribution approximates a realistic simulation when only the two main isotopes are considered, as seen in equation (1)

$$A(r, t) = \lambda_{^{11}C} \times N_{^{11}C}(r) \exp[-\lambda_{^{11}C}t] + \lambda_{^{15}O} \times N_{^{15}O}(r) \exp[-\lambda_{^{15}O}t],$$

where $N_{^{11}C}$ and $N_{^{15}O}$ are numbers of isotopes of $^{11}$C and $^{15}$O produced during proton irradiation while $\lambda_{^{11}C}$ and $\lambda_{^{15}O}$ are decay constants of the respective isotopes. The coincidence data were recorded for 300 seconds, during which about 81% of $^{15}$O and 15% of $^{11}$C would have decayed. To reduce the simulation time and computational cost, we linearly scaled the activity by a factor of 100 to reach proton fluxes of the order $10^{10}$ since the production of the positron emitters is proportional to the proton fluxes. The proton fluxes required to generate the coincidence data at 110 MeV proton beam energy under different detection conditions, such as low-energy detector thresholds for our palm-sized prototype with the described simulation setup at a distance of 302 mm, are shown in figure 2(a). The number of coincidences recorded at a given proton flux of $\sim 10^{10}$ varies with the proton energy and also with the variation in the phantom sizes. We call the distance between the two PET detection planes the detector spacing. If the detector spacing is adjusted to accommodate different phantom sizes with a marginal gap of 1 mm between the phantom and each detector plane, the number of coincidences detected for different proton energies is shown in figure 2(b).

2.3. Deep learning model

Generally, image mapping problems using measured data can be expressed as:

$$Y = HX,$$

where $Y$ is the measurement matrix, $H$ is the probability matrix, and $X$ is the sought-after image. The nature of our problem is pairwise image translation, where the target $X$: $\{x_i\}$ is in a different domain from the source $Y$: $\{y_j\}$ domain. In the context of our study, $X$ is the dose distribution and $Y$ represents the corresponding measured data, which is a coincidence map in the detectors explained in section 2.4. The cGAN model uses the conditional variant to initiate the training of the model. Conditional constraints can drive the model to converge to the expected results with significant performance stability. For cGAN models, the overall loss function $L_{cGAN}$ can be expressed (Isola et al 2017, Kanezaki et al 2019) in terms of the objective function $U(D, G)$ as:
\[
L_{\text{cGAN}}(D, G) = \min_G \max_D U(D, G)
\]

and

\[
L_{\text{cGAN}}(D, G) = E_{x \sim P_{\text{data}}(x)}[\log_2 D(x|y)] + E_{y \sim P_Y(y)}[\log_2 (1 - D(G(z|y)))].
\]

The first term in equation (4) corresponds to the encoder function \(E\) for the discriminator, while the second term corresponds to the encoder function for the generator. \(G: \{y, z\} \rightarrow x\) is a joint representation of the generator part of the \(cGAN\) model showing the mapping of the dose \(X: \{x_i\}\) from the projection data \(Y: \{y_j\}\) mixed with the noise vector \(Z: \{z_k\}\) from the latent space. Meanwhile, \(D\) describes the discriminator part of the model, which computes the probability that the sample \(x \sim P_{\text{data}}(x)\) is coming from the training data instead of \(G\). In the equation (4), source \(Y: \{y_j\}\) distribution combined with random noise \(z\) is represented as \(z \sim P_Z(y)\). \(G\) strives to tune the parameters to minimize \(\log_2 (1 - D(G(z|y)))\), while \(D\) tunes the parameters to maximize discriminator loss. Training with adversarial loss improves image quality, but cannot guarantee similarity to the target image. To improve accuracy, \(L1\) loss-based regularization \(R_{\text{L1}}\) [Mukherjee et al 2021] is employed in the \(cGAN\) model. \(\lambda\) is the weight of the regularization. Post-regularization the final objective function is expressed as:

\[
G^* = \arg \min_G \max_D L_{\text{cGAN}}(D, G) + \lambda R_{\text{L1}}.
\]

Our deep learning model consists of a discriminator and a generator as two primary components where the output of the generator and discriminator are both conditioned on input.

### 2.3.1. The architecture of the conditional generative adversarial network

This section will describe the implementation of the \(cGAN\) model to convert the coincidence map to a dose map. The model was implemented using the Nvidia GPU Generation GeForce RTX-3090 in the Keras deep learning framework. As described in section 2.3, the model has two main working partners, the discriminator and the generator. The effective discriminator architecture based on the receptive field (RF) consists of a particular classifier named patchGAN implemented as a down-sampling convolution network. It makes a patch-based prediction to flag the real or fake image. It selects a typical size \((70 \times 70)\) pixels and sweeps over the image to calculate the patch-based probability map of real or fake images instead of computing the whole image at once. Two types of inputs are fed into the discriminator \(X: \{x_i\}\) real and \(Y: \{y_j\}\) generated by the generator and the patch-based probability distribution for both images is calculated. For model optimization, we have applied the binary cross-entropy (BCE) as the loss function, which is further used by the model to estimate the penalties in the back-propagation step. The generator part of our model has two symmetric encoder and decoder parts. As shown in figure 3(a), the encoder part downsamples the input image until the bottleneck, while the decoder part performs upsampling. Each encoder and decoder section consists of four blocks. Each normalization block has convolution, pooling, batch normalization, dropout, and activation functions. Feature information may be lost during downsampling and passed to upsampling using connected layers. Connections are represented by assigning the same color codes to layers in figure 3(a). The upsamled final image has the same size as the input image. The implementation of the encoder and decoder is performed using unified encoder and decoder functions that, in turn, build a layer block. The model converges to the final value with scaling of the kernels and layers, but it becomes a computationally expensive task.

We have used the hyperbolic tangent as the activation function at the end of the downsampling, which predicts the generator output in the range of \([-1, 1]\). The generator training is performed with two loss functions. One is the discriminator loss, while the other is \(L_1\) which describes the mean absolute error (MAE) between the generated and actual distributions. Since the total loss function of the generator is a linear combination of the discriminator loss and the MAE loss, the weights of the two loss functions are kept at 0.01 and 1. The higher weight of the MAE loss enforces the generator to produce more plausible distributions instead of producing random images in the target domain. The GAN image translation model encourages keeping the generator stronger than the discriminator. This goal of convergence to the generated images close to the target images is accomplished by defining a double-component standalone model of the generator and discriminator, where the generator is on top of the discriminator.

A batch from the real coincidence-dose pair is first used for every training step to update the discriminator. Then a batch of images generated by the generator is used to update the discriminator, and the discriminator is updated with both real and fake maps. The optimized values of the hyperparameters for the discriminator are given in table 2. The generator is fed by the actual 2D coincidence map at the second training phase to predict the dose distribution. This generated dose map by the generator and the corresponding actual dose map of the corresponding input coincidence map was used to evaluate the loss function on the basis of every single image in the batch and update the generator’s weights. The model is stored after every single epoch for invigilation of the performance. The optimized values of the hyperparameters for the generator and training sets are given in table 3.
2.4. Training data preparation scheme

To explore the underlying structure of the data, algorithms based on deep learning models require input chains of training data specific to the target of the problem of interest. The objective of mapping the target of the dose from coincidence information is explained in section 2.3. Similar to computer vision problems, dose mapping from the raw coincidence information of the detector also requires a feature representation of the data. The

![Diagram](image)

**Figure 3.** (a) Block diagrams of the generator taking a coincidence map as input from left and generating the output dose in the yz-plane following the axis convention in figure 1 (a) (b) Block diagram of the discriminator taking the generated 2D image from generated as input and giving a binary output.

| No. | Parameter                        | Value          |
|-----|----------------------------------|----------------|
| 1   | Alpha for leakyReLU              | 0.2            |
| 2   | Learning rate                    | 0.0002         |
| 3   | Loss weight                      | 1              |
| 4   | Activation function              | Sigmoid        |
| 5   | Loss function                    | Binary cross entropy |
| 6   | Optimization algorithm           | Adaptive moment estimation (ADAM) |
| 7   | Beta parameter                   | 0.5            |

**Table 2.** A summary of the hyperparameters of the discriminator.
The annihilation position of the positron can be estimated by detecting two back-to-back gammas, called a coincidence, using two detector planes. This section describes the organization of the coincidences as a correspondence channel map for two heads of PET, which are further organized according to the photon energy. In the detector simulation, the two detector heads of the dual-head PET prototype are tagged as planes 0 and 1. The geometric layout of each detecting plane is comprised of modules numbered from 0 to 7. The default arrangement of the crystals in each module is designated from 0 to 63 for plane 0 of the prototype in figure 4(a).

A unique crystal index is generated for each module channel from 0 to 511. A corresponding map of size \( 512 \times 512 \) is populated by counting the number of coincidence pairs detected along the column for each crystal in plane 0 and each crystal in plane 1. A typical 2D coincidence map is shown in figure 4(b). We employed both direct coincidence and cross-coincidence to make our data representation similar to the Michelograms (Fahey 2002) originally used for the reconstruction of 3D PET images.

After obtaining all coincidence maps and the corresponding dose maps, we combined them into the paired source and target images, as shown in figure 3(a). Two datasets were generated. The first dataset consists of coincidence maps and the corresponding dose maps as 2D image pairs for different detector thresholds. For the second dataset, the data containing the coincidence map and the corresponding dose map as 2D image pairs have three channels. Three-channel 2D coincidence maps were prepared by filtering coincidences in the three energy windows. The three maps are stacked as three channels of a 2D map. In the remainder of this paper, the three-channel coincidence map and the corresponding dose-paired dataset are designated as the three-energy window (EW3) dataset. The energy windows are: (a) 150–250 keV, (b) 250–475 keV and (c) >474 keV. We irradiated 10 locations at 18 energy levels using 5 different spot sizes and generated 900 corresponding image data. The seven lower positions marked red in figure 1(a) are reserved for training, and the three upper positions marked blue along the vertical line are reserved for testing purposes. We split the total data into training data (70%) and test data (30%) for model evaluation. We used 9% of the training data as validation data for hyper-parameter tuning. The same 70% training data and 30% test data scheme is used for 360 SOBP cases, and hyper-parameter values remain the same as those used for training mono-energetic proton beam.

### 2.5. Model evaluation metrics

To evaluate the prediction of Bragg’s peak position, we used the shift in the BP values of the predicted profile and the true profile. The 2D profiles were converted to 1D profiles and the 5% maximum values around the peak position of the true and predicted profiles were fitted to a Gaussian fit function. The ground truth values are

---

**Figure 4.** (a) The arrangement of module and crystals in one plane, and (b) a 2D coincidence map for a 110 MeV proton beam as an example.

**Table 3. A summary of hyperparameters for the generator.**

| No. | Parameter                           | Value                        |
|-----|-------------------------------------|------------------------------|
| 1   | Alpha for leakyReLU                 | 0.2                          |
| 2   | Loss function (L1)                  | MAE                          |
| 3   | Loss weight (w1)                    | 1 (BCE)                      |
| 4   | Loss weight (w2)                    | 100 (MAE)                    |
| 5   | Activation function                 | tanh                         |
| 6   | Learning rate                       | 0.0002                       |
| 7   | Batch size                          | 2                            |
| 8   | Epochs                              | 100                          |
| 9   | Optimization algorithm              | Adaptive moment estimation (ADAM) |
| 10  | Beta parameter of (ADAM)            | 0.57                         |
known in simulation-based studies, allowing learning-based methods to quantify performance evaluations. We selected three variables as our model evaluation metrics. These metric variables are the mean relative error (MRE), the fractional absolute dose error ($\delta D$), and the shift of the Bragg peak (BP) denoted by ($\delta R$). We evaluated MRE and $\delta D$ at two regions of interest (ROIs). The first region of interest, called ROI$_1$, consists of the entire beam profile region, while the second region of interest, ROI$_2$ contains the region enclosed between the 50% peak values on the proximal and distal sides of the Bragg peak. MRE and $\delta D$ are relevant variables to grade the intensity of the predicted feature, which is related to the verification of the dose in the final image. The metrics are defined as:

$$\text{MRE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{s_i - \hat{s}_i}{\text{max}(s)} \right|,$$

where $\hat{s}_i$ and $s_i$ respectively represent the predicted and true values in a pixel in an ROI and $n$ represents the total number of pixels within. In the MRE formula, $\text{max}(s)$ represents the peak value of the true profile. The fractional absolute dose error is defined as:

$$\delta D = \frac{\int_{-z_d}^{+z_d} \hat{D}(z)dz - \int_{-z_d}^{+z_d} D(z)dz}{\int_{-z_d}^{+z_d} D(z)dz},$$

where $\hat{D}$ denotes the 1D projection of the predicted dose profile, while $D$ denotes the true 1D projection of the dose profile of the simulation used as the ground truth. Here $-z_d$ denotes the position of the dose profile on the left of the BP, while the $+z_d$ denotes the dose position to the right of the BP. The shift in BP assesses the performance using a geometric feature related to range verification as:

$$\delta R = \hat{R}_{BP} - R_{BP}.$$ 

Here, $\hat{R}_{BP}$ shows the BP position of the predicted profile, $R_{BP}$ shows the BP position of the true profile and $\delta R$ is the shift in the predicted profile in mm.

3. Results

3.1. Prediction of dose, and positron-emitting isotope distribution

The results of dose prediction and mapping of positron-emitting isotopes are shown in this section. The key is to consider that the results of dose mapping and positron-emitting isotope mapping correspond to two independently trained models, one for dose prediction and the other for isotope distribution prediction. The first part of this section shows the general predictive capability of the dose. Figures 5(a)–(c) shows the predicted dose map, the true dose map, and the absolute difference between the prediction and true values at 110 MeV energy in the test dataset. In each plot, the horizontal axis represents the longitudinal depth ($z$-axis) along the beam irradiation direction, and the vertical axis represents the transverse depth ($y$-axis) perpendicular to the beam direction. The predicted profile in figure 5(a) agrees well with the ground truth in figure 5(b). To gain more insight, the values of the pixels along the $y$-axis are summed to obtain the 1D dose distribution as a function of longitudinal depth. Figure 5(h) shows that the discrepancy between the true and predicted BP locations is about 0.35 mm, less than 1% of the BP peak position, and an absolute dose uncertainty of less than 2%. Similarly, pixel values along the longitudinal depth are summed to obtain the transverse profile of the dose in figure 5(i). The general prediction capability of the positron-emitting isotopes can be observed in figures 5(d)–(f). The integrated depth profile of the positron-emitting isotopes of $^{13}$C and $^{15}$O was predicted using an AI-based model that took detector coincidence data as input for prediction. The image size remains the same as the dimension of the detector plane. The absolute difference in positron activity is predicted to be within the uncertainty of 2%, while the change in BP was predicted to be $\pm 0.5$ mm, which is less than 1.3% of the longitudinal depth. 1D profiles of positron emitters can be seen in figures 5(i) and (k).

The results of SOBP are shown in figure 6 for a proton beam with a maximum energy of 114 MeV from the test data. Figures 6(a)–(c) shows the predicted dose map, the true dose map, and the absolute difference between the prediction and true values at 114 MeV energy in the test dataset. The dose difference between real and predicted is less than 2.5% and a shift in BP is less than 1 mm can be observed in the 1D profile shown in figure 6(e) along the longitudinal depth. The 1D dose profile along the transverse depth is shown in figure 6(f). The mean values of MRE and $\delta D$ for SOBP in ROI$_1$ and ROI$_2$ are described in table 4 under the SOBP title. ROI$_2$ for SOBP cases is comprised of the spread out Bragg peak region only. This section shows the evaluation of the model on the test data using the mean of the post-training metric variables MRE, $\delta D$, and $\delta R$. MRE, fractional dose shift, and fractional shift in BP for complete test data were calculated from the histograms in figure 7(a)–(c). The results for mono-energetic and SOBP cases with the corresponding error bars are described in table 4.
Figure 5. Results for a 110 MeV mono-energetic proton beam. (a) The dose distribution generated using the AI model, (b) the true simulated dose distribution, and (c) the absolute difference between the generated and true dose distribution. (d) The $\beta^+$ profile generated using the AI model, (e) the real simulated profile of $\beta^+$, and (f) the absolute difference between the generated and real $\beta^+$ distributions. (g) The material density along the irradiation path measured in arbitrary units (a.u.) by normalization to the peak of Hounsfield units, (h) the 1D dose normalized to the target peak position along the irradiation direction, (i) the 1D depth distribution of $\beta^+$ activity, normalized to the target peak position along the irradiation direction, (j) the 1D depth dose in the transverse direction, and (k) the 1D positron-emitting isotopes profile in the transverse direction. The blue, red, and green curves represent the AI prediction, the true contour, and the difference between the predicted and true values, respectively.

Figure 6. SOBP results for the dose at a maximum proton beam energy of 114 MeV. (a) The predicted SOBP profile using the AI model, (b) the true simulated SOBP dose profile, and (c) the absolute difference in the generated and true dose profiles. (d) The material density of the irradiation path normalized to the peak of Hounsfield units presented in arbitrary units (a.u.), (e) 1D dose profile normalized to the peak position of the target along the irradiation direction, and (f) 1D depth dose in the transverse direction.
3.2. Performance evaluation

During model training, we saved the trained model at each epoch to see how the model converged on the metric variables MRE, $\delta D$, and $\delta R$. To obtain reasonably unbiased estimates, we examined the model performance on the test dataset after each epoch to estimate the stable phase of the model for up to 1200 epochs. The stable values of the quality variables were derived from the 1D histograms for each epoch shown in figure 8. The mean value of the histograms for each metric variable represents the model performance at that specific epoch. Considerable convergence can be seen after 250 epochs for MRE, $\delta D$, and $\delta R$. The baseline prediction value of MRE is less than 2%, as shown in figure 8(a), and the error in $\delta D$ drops up to 3% shown in figure 8(b) while the shift in BP is observed within $\pm 0.5\%$ as shown in figure 8(c) after 250 epochs. The uncertainty of the prediction in ROI$_1$ is smaller than ROI$_2$ at all epochs for the three metric variables.

Figure 7. (a) MRE histogram of the test dataset, (b) histogram of the absolute dose difference ($\delta D$) of the entire test dataset in ROI$_1$ and ROI$_2$, (c) BP ($\delta R$) shift histogram for the full test dataset.

Figure 8. (a) MRE as an epoch function of ROI$_1$ and ROI$_2$ for the test dataset. (b) Absolute fractional dose difference as an epoch function of ROI$_1$ and ROI$_2$ for the test dataset. (c) BP shift as a function of epoch.

Table 4. Summary of metrics for mono-energetic and SOBP test datasets.

| ROI  | MRE         | $\delta D$          | $\delta R$ (mm) |
|------|-------------|---------------------|-----------------|
| ROI$_1$ | 0.0162 ± 0.0010 | 0.0218 ± 0.0034 | 0.66 ± 0.12 |
| ROI$_2$ | 0.0200 ± 0.0013 | 0.0240 ± 0.0039 | |

| ROI  | MRE         | $\delta D$          | $\delta R$ (mm) |
|------|-------------|---------------------|-----------------|
| ROI$_1$ | 0.0187 ± 0.0016 | 0.0226 ± 0.0012 | 0.78 ± 0.053 |
| ROI$_2$ | −0.0203 ± 0.0017 | 0.0258 ± 0.0014 | |
3.3. Count-based analysis
The AI model was tested for a number of coincidence data to estimate the minimum number of coincidences on average to predict dose and BP shift. The coincidence counts range from $7.3 \times 10^3$ to $8 \times 10^4$ for the 30 cm phantom case with the palm-sized detector described in section 2.2 with a scan time of 300 s shown in figure 2(b). To check the model performance with different numbers of coincidence events, we have performed training using approximately 10 times more coincidence data for all cases. Figure 9 compares the accuracy of the model as a function of the coincidence data. The number of coincidences detected in our palm-sized prototype detector can be improved by increasing the proton dose shown in figure 2(a). In the count-based analysis, we calculated the average minimum number of coincidences for MRE, fractional dose, and shift in BP only using photopeak data with a threshold of 475 keV, as shown in figures 9(a)–(c). It is worth noting that our photopeak map data range from $2 \times 10^3$ to $1.48 \times 10^5$ counts in a total of 74 bins with an increase of $2.0 \times 10^3$. Table 5 summarizes the number of coincidences required for the prediction uncertainty of ROI1 and ROI2 to be less than 4%, 3%, 2%, and 1%. Analysis for average coincidence was performed for only one threshold corresponding to the photopeak coincidences because preparing a complete test dataset of coincidence maps for all thresholds and energies requires extensively large disk space and analysis time. But we have shown the model performance for 90 MeV proton beam as a function of the coincidences and important threshold conditions, as shown in figure 9(d)–(e). The model was trained with $\times 10^6$ photopeak coincidences for a particular case of 90 MeV proton beam case and the model requires $\sim 10^5$ coincidences to achieve the uncertainty below 2% in dose.

3.4. Effect of detector threshold
This section describes the performance of the model at different detector thresholds. As shown in figure 2(a), the coincidence count rate is a function of the detector threshold. The Compton peak ratio varies with the threshold, and the noise level can decrease significantly as the threshold increases. We trained separately for each threshold and then measured the performance of the model using the test dataset reserved for each threshold. The number of coincidences in the training datasets corresponding to each threshold is the same. The number of photopeak coincidences increases with the threshold, but the total number of coincidences in each training dataset remains...
the same. The prediction accuracy of the model increases as the threshold increases. For the three-energy window (EW3) method, significantly low errors and stable values are observed, as shown in figure 10. EW3 dataset includes three energy windows starting at a threshold of 150 KeV, as described in section 2.4.

3.5. Effect of cross-section and material composition on model performance
Our model is trained using coincidences data, and the effect of the cross-section can be deduced indirectly from the variation in the number of coincidences as the model is not directly sensitive to the cross-section changes but to coincidences. A systematic uncertainty in cross-section may lead to a possible increase or decrease in the coincidence rate and variation in the local coincidence distributions. In our study, we are not taking the local change in coincidence distribution into account but only the overall systematic increase or decrease in coincidences. The behavior of coincidence change in figure 9(e) gives a good idea that after training the model using $10^6$ coincidences, the model is stable with good predictability up to 10 times smaller coincidences.

The variation in the composition of the CT material was implemented by systematically changing the HU values of CT up to ±10 from the original HU value of each voxel in the CT. The systematic change in CT material causes an overall change in the coincidence data but also introduces the changes in the local coincidence distribution. We calculate the change in dose and the change in BP for the systematically modified CT relative to the unmodified CT image. This change in dose and shift from BP is estimated for all varied CT images by using GATE simulations and is denoted by a blue curve. We also predict the change in dose and shift in BP relative to the simulated unmodified CT by using our model, which is denoted by the red curve in figures 11(a)–(b). The zero value on the x-axis corresponds to the results of the unmodified CT in figure 11. We found that the model predicts the 2% dose increase relative to the dose of unmodified CT for a 10% systematic increase in HU values whereas for model predicts the 8.5% decrease in dose for a 10% systematic decrease in CT values. Similarly, the model predicts that for ±10% change in CT values, the shift in BP varies from 1 to 2 mm change. The differences in the simulation and prediction from the model for dose and shift in BP are in agreement with the mean uncertainties of our model shown in table 4.

Table 5. A summary of the count-based study shows the number of photo-peak coincidences needed to achieve the level of uncertainty for $\delta D$, and $\delta R$.

| Quantity | Uncertainty | $\delta D$ | $\delta R$ |
|----------|-------------|------------|------------|
|          |             | ROI$_1$    | ROI$_2$    |
|          | 4%          | 23387      | 23387      |
|          | 3%          | 49098      | 57 749     |
|          | 2%          | 98997      | 101 770    |
|          | 4%          | 4749       | 4749       |
|          | 3%          | 6436       | 6436       |
|          | 2%          | 11 238     | 11 238     |
|          | 1%          | 26911      | 26 911     |

Figure 10. (a) MRE of ROI$_1$ and ROI$_2$ as a function of the detector threshold. (b) The absolute dose difference ($\delta D$) for ROI$_1$ and ROI$_2$ as a function of the detector threshold. (c) Shift in the BP as a function of the detector threshold.
3.6. Sensitivity consideration

The count-based analysis in section 3.3 shows that the performance of the model improves significantly with more coincidence data. However, our detector prototype encountered low sensitivity, and due to the rectangular geometry of the detector, the absolute sensitivity in the $y$ and $z$ directions along the plane was not the same. We calculated the absolute sensitivity by simulating a point source passing through the centerline in the $y$ and $z$ directions. For our prototype, the absolute sensitivity at the mid-plane of the detector’s field of view (FOV) is 0.91%. The off-center sensitivity is normalized to the maximum sensitivity position, which experiences a steep sensitivity loss, as shown in figure 12(a). Increasing the area of the detection plan along the $y$ and $z$ directions can improve the sensitivity. The increase in the detected coincidences for different proton energies and four detector sizes are shown in figure 12(b). By doubling the area of the base detector prototype, we can increase the detected coincidence by a factor of approximately 3. By increasing the area by a factor of 4, the number of detected counts can be increased by a factor of 12. To achieve the most stable prediction stage using the EW3 training method, about $10^5$ coincidences are required, as shown in figure 9(d). To achieve the $10^6$ coincidence, a fourfold increase in detector geometry applies to the extreme case of 30 cm phantom size. Another approach could be used to perform sensitivity correction or introduce some boosting algorithm to encrypt this information in the dataset passed to the deep learning model.

Figure 11. (a) The change in fractional dose with variation in HU values relative to dose of unmodified CT. (b) The change in BP positions with variation in HU values relative to the simulated BP position of the unmodified CT image.

Figure 12. (a) The normalized sensitivity of the basic palm-sized PET module for 30 cm phantom case, and (b) the effect on detected coincidences with increased detector sizes.
4. Discussion

This work demonstrates the feasibility of directly mapping the proton dose from detected coincidences using raw data in less than one second (25 ms) using the trained model. This method can bypass the conventional reconstruction chain and learn features directly from the projection data. We also demonstrate the feasibility of using our model to handle low count rates expected from compact detectors that are built to meet the tight mechanical requirements of proton therapy. Our dual-head setup has a geometrically active area 100 times smaller than the PET solution proposed by Hu et al. (2020).

Generative adversarial networks face challenges in model convergence, stability, and mode collapse. Using diverse data for different energies, positions, and spot sizes help to reduce the chance of model divergence and stability. Mode collapse is another severe problem for GANs models when the generator is not successful enough to produce sufficiently diverse data. Mode collapse is alleviated using cGANs where the model learns conditional probabilities using auxiliary information rather than random noise vectors from latent space.

In order to maximize the detected counts, it is recommended to center the detectors at the location of the Bragg peak in the depth dose distribution for single energy and in the center of the SOBP for multiple energies. Larger detectors can provide more complete information on dose distribution.

To evaluate the performance of our method, we used more realistic and direct variables called mean relative error per pixel, fractional difference in absolute dose, and shift in BP. BP requires 5 to 9 times fewer coincidence data to converge faster than the data required for the dose to converge to the same level of accuracy. Using our detector prototype, the study proposes an estimated number of protons required for dose mapping. According to table 5, approximately 23,000 coincidences are required to obtain absolute dose uncertainty below 4% for ROI1, which is obtained with $2.2 \times 10^{10}$ incident protons. This number is close to the single treatment fraction of $\sim 2$ Gy used to treat patients in multiple sessions. To reach the 4% prediction uncertainty in the BP position, the model needs only 47,000 photo-peak coincidences, which are equivalent to $3 \times 10^9$ protons. To approach an absolute dose difference of 2%, approximately 5 times more photo-peak coincidences are required, which is equivalent to $1.5 \times 10^{10}$ protons. The lower the target uncertainty, the greater the number of coincidences. In the future, as the groups around the world are investigating hypo-fractionated therapy and flash irradiation ($> 30 \text{ Gy s}^{-1}$ (Verhaegen et al. 2021)) higher proton fluxes and therefore, higher coincidences can be expected, which will lead to lower uncertainties on the presented model output. The usage of PET detectors becomes especially relevant in comparison to the prompt gamma detectors, where it is challenging to acquire a large amount of data in a sub-second time frame.

The uncertainties on the CT values can impact the stopping power and hence the dose distribution, it can also lead to a mismatch in the material assignment and hence to a different distribution of the positron emitters. Espagna and Paganetti (2010) show that the uncertainties in the proton range are below 0.5 mm ($\sim 0.2\%$) when the CT conversion used by Monte Carlo is based on stoichiometric techniques such as prescribed by Schneider et al. (2000). Materials such as lungs can have large inhomogeneity and are more challenging to achieve low uncertainties. In our conversion scheme, the variation of the dominant positron emitters for materials for increasing values of HU in our conversion table is smooth and remains under 10% (except lung). The actual variation in the coincidences for a $\pm 10$ HU shift can be expected to be under 2% where the model remains stable. It is recommended that our model be applied to homogeneous materials to achieve better reliability. The model predictions can deviate from the training data significantly for heterogeneous materials such as the lungs due to the possibility of averaging the HU of tissues with a large difference in density values.

The choice of centering the phantom in the detector FOV is based on maximizing the counts and is not an absolute requirement. For cases where off-center positioning is required, the model will have to be trained on that geometry, enabling it to learn the features of off-center-induced asymmetries in the coincidence maps. This is not a limitation of the current model. Furthermore, the model is able to remain stable for small deviations in the positioning. For small offsets less than 10 mm in the irradiation positions, our current model predicts the dose with uncertainty less than 2.5% and a shift in BP below 1 mm.

One potential limitation of the present model is the requirement of time and resources for training purposes. In this work, we have trained the model on various phantom positions and beam energies to demonstrate the robustness of the model. However, for practical application of this model, we recommend training the model in the exact case of the planned energies of treatment at the planned tumor locations. This makes training significantly faster and more reliable. We demonstrate that the provision of additional information on photon energy improves the model accuracy. Using multiple channels in the input condition is a superior approach because it increases the data conditions. Hence, more kernel channels are available for convolution, summed up as a single cross-correlation map. Although photo-peak data are higher in quality, the required counts are 8 times higher to compete with the same level of accuracy, which is achieved using a multi-channel approach. In the future other information pertaining to the beam delivery, the patient DICOM, the photon energy, time-of-flight information measured, etc should be incorporated as prior information to increase the scope of the model.
5. Conclusion

This work demonstrates the potential for 2D dose validation and direct reconstruction using compact palm-sized PET modules using the potential of the cGAN-based deep learning framework. In our study, mean relative error, absolute dose difference, and shift in BP were used as figures of merit. Our method can obtain Bragg peak position results with less than 1% and absolute dose with less than 2% uncertainty achieved with $10^{-1}$ coincidences when irradiating with mono-energetic proton beams between 50 MeV and 120 MeV for less than five minutes of acquisition. Our study opens a window for exploring the application of deep learning models in dose mapping using small amounts of coincidence data. Including auxiliary information corresponding to the detected photon energy by feeding different conditions related to different set thresholds leads to improved stability in the predicted output. The fractional dose difference between the predicted dose and the true dose distribution improves from 2.6% to 1.6% by providing the additional condition corresponding to the photon energy. It is presently recommended that the model be trained for each patient specifically geared to the planned treatment to achieve reliable training in a short time. Including additional information on the material and the beam delivery conditions, and the time and energy information of the individual signals as prior information to the neural network model can further enhance the scope of this model. Our model can be a valuable tool for treatment planning and quality assurance in particle therapy.
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