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SUMMARY: The task of reading drawings on construction sites has significant efficiency and cost problems. Recent products utilising laser projectors attempt to address the issue of drawing comprehension by projecting full scale versions of the drawings onto 3D surfaces, giving an in-place representation of the steps required to complete a task. However, they only allow projection in red or green at a single brightness level due to the inherent constraints of using a laser-based system, which could cause problems depending on the surface to be projected on and the ambient conditions. Thus, there is a need for a solution that is able to adjust the visualisation parameters of the displayed information based on the surface being projected onto. This study presents a system that automatically changes the visualisation parameters based on the colour and texture of the current surface to make drawings visible under any planar-like surfaces. The proposed system consists of software and hardware, and the software algorithm contains of two parts 1) the optimisation run that computes and updates the visualisation parameters and 2) the detection loop which runs continually and checks if the optimisation run needs to be triggered or not. In order to verify the proposed system, tests on 8 subjects with 4 background surfaces commonly found on site were performed. The test subjects were timed to find 10 bolt holes projected onto the surface using the optimisation system, which was then compared to a control case of black lines projected onto a white background. The system allowed users to complete the task on the real-world backgrounds in the same time as the control case, with the system resulting in up to a 600% decrease in recognition time on some backgrounds.
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1. INTRODUCTION

It is well known that the construction sector and mechanical, electrical, and plumbing (MEP) trades in particular have comparatively low productivity compared to other industries. According to the UK Office of National Statistics (Office of National Statistics, 2021), productivity in the UK construction sector is 35-40% lower than other industries such as agriculture and manufacturing, and this low productivity is attributed to the nature of the construction sector that is primarily affected by the productivity of individual workers. The construction industry relies heavily on both unskilled and skilled manual labour, and so the productivity of individual workers is a large proportion of the productivity of the sector as a whole. This individual performance is a direct result of their proportion of time spent on effective work, and for MEP trades in particular more time is spent on contributory tasks than effective work, (Oglesby et al., 1989) reducing their overall productivity. Contributory work for these trades includes tasks such as reading drawings, measuring and marking, (Yates, 2014) so reducing time spent on these tasks would be a direct benefit to the whole industry.

The task of reading drawings on the jobsite can be split into two parts: 1) accessing the drawing, and 2) using it to understand the steps required to complete the current task. Traditional methods using paper drawings have many obvious efficiency and cost problems, with keeping track of versions and distributing change orders being particularly difficult, especially on projects requiring large numbers of workers to have access to the same drawing. There are many existing market solutions that attempt to facilitate drawing access and collaboration between the jobsite and the design office. These solutions solve these issues to some extent. Software solutions such as Autodesk 360 (Autodesk 360, 2021) provide ways to instantly share up to date drawings between designers and workers, allowing effective communication and reducing rework resulting from incorrect information at the jobsite. Specialist hardware products such as the Trimble Rugged Tablet (Trimble, 2021) take this concept further, by not only facilitating up to date drawings access but allowing on site recording of measurements and other survey/inspection data. However, whilst these tools clearly make drawing access faster and more accurate and make collaboration easier, they require specialist skills and knowledge to operate effectively. In addition, they serve only to provide the correct drawing quickly without necessarily helping with understanding it.

Currently, products such as the Z-Laser range of laser projectors (Z-laser, 2021) attempt to address the issue of drawing comprehension by projecting full scale versions of the drawings onto any 3D surface, giving an in-place representation of the steps required to complete a task making the process more intuitive for workers. Unfortunately, these systems are highly optimised towards predictable and repeatable factory setups, not the highly changeable construction site. They are expensive and require complex alignment, setup and specially formatted drawings. Moreover, they only allow projection in red or green at a single brightness level due to the inherent constraints of using a laser-based system, which could cause problems depending on the surface to be projected on and the ambient conditions. In addition, there is currently no proposed solution to adjust the visualisation parameters of the displayed information based on the surface being projected onto. For example, orange lines projected onto a brick surface would not be visible to the user and so render the system ineffective for that situation. As the laser projection system has a wide variety of envisaged use cases, a system that could adapt automatically to any surface is desirable, and would add value to a final product.

The study aims to design a system that is able to automatically change the visualisation parameters such as line thickness and line colour based on the colour and texture of the current surface to make drawings visible under any planar-like surfaces. The organization of this paper is as follows. First, a review on related work and functional requirements required for a solution are presented in Section 2. Section 3 describes the system design of the proposed solution, including software and hardware. Validation tests and their results are presented in Section 4. Finally, Section 5 concludes with a short summary of this study.

2. RESEARCH BACKGROUND

2.1 Related Work

To bridge the gap between the functionality of the high-end solutions and the instant usability of the more common tools, there has been a large amount of research into using new methods, especially using Augmented Reality (AR) and new display technologies, to solve the problems associated with the construction drawing reading. Developing software systems that are able to be used on smartphones and tablets is of particular interest and often focus on use cases needing workers to manually align drawings to actual structures, providing an AR overlay of the drawing
on images of the jobsite (Bae et al., 2013; Feiner et al., 1993). Recently, Wen et al. (2021) showed that AR methods assisted students to better understand complicated 2D drawings.

AR for the Architecture, Engineering and Construction (AEC) sector has been well documented by (Chi et al., 2013; Rankohi and Waugh, 2013; Wang et al., 2013). These methods have been extensively used for construction progress monitoring (Golparvar-Fard et al., 2004; Kim and Kang, 2017; Wen and Kang 2014), site planning (Singh and Delhi, 2018) or hazard identification, training and inspection (Li et al., 2018). Golparvar-Fard et al. (2004) reconstructed time-lapsed images to generate 4D as-built Building Information Models (BIM) and compared them with the as-designed 4D BIM models. Kim and Kang (2017) used static web cameras to generate images and then superimpose them on the physical site using a 4D simulation system for a railway construction project. Zollman et al. (2014) used images from UAV to generate point clouds and implemented this in a 4D simulation system for progress verification on site. Zaher et al. (2018) has added cost to generate a 5D model in Autodesk Navisworks and visualize it on mobile devices.

These applications mainly focus on individual use of the AR model and require a 3D BIM model for their AR system. Another limitation is that they have a relatively low precision if markers are occluded, which is not suitable for tasks like taking measurements and marking. Even if their accuracy could be improved, the applicability of these solutions is limited for the current problem as see-through and video-overlay AR systems provide no image on the surface itself, so there is no way to accurately transfer points into the real world. Some other limitations of these systems are: (1) they employ mobile devices or wearable head-mounted displays that can impede collaboration with other workers (Park et al., 2017) and (2) have relatively narrow field of view which ranges between 30 to 70 degrees diagonally (Low et al., 2001). The latter has a negative impact on human performance on navigation, spatial awareness and visual search tasks (Hubert, 1982; Alfano and Michel, 1990; Arthur, 2000).

2.1.1 Projection based AR methods

Projection based AR is far more useful in this regard, as an image is produced on the surface of interest. These methods have been widely investigated in the literature (Dalsgaard and Halskov, 2011; Bandyopadhyay et al., 2001; Siegl et al., 2015). These methods were originally used to apply textures, colours and patterns on buildings or walls (Raskar et al., 1998; Mine et al., 2012). Then, these evolved into studies deploying multiple projectors which were mounted on reconstructed walls and involved user interactions to paint the walls, however this implementation is specific to the environment setup that they used for their prototype (Low et al., 2001). A portable projection based AR system for interior design “Do It Yourself” users was implemented by Park et al. (2017), where users can design interiors in spaces that are not predefined. However, a prerequisite of their method is that the users need to have a 3D map of their space, which is not always the case in construction sites.

Projection based AR assisted systems have also been widely used by assembly workers in factories (Funk et al., 2017; Hou et al., 2013; Cuperschmid et al., 2016). These studies measured reduction in task completion time by 50% and fewer implementation errors. A laser projection system was developed to display images in an office environment to aid collaboration (Takahashi et al., 2011). Another study proposed a system that projects CAD drawings onto walls at the jobsite using a mobile device attached to a standard hard hat to remove the need for paper plans and allow viewing by multiple workers at a time (Yeh et al., 2012). The main purpose of using these methods is to reduce the dependence on paper. Whilst this would appear to be a perfect solution, there is currently no method for automatically determining the optimum visualisation parameters for the drawing (colour, line thickness etc.), based on the colour and texture of the surface being projected onto. This is crucial because projecting lines of one colour onto a surface of the same colour would render them completely invisible. Rough surface textures could also obscure thin lines and allow detail to be missed, or even make the entire drawing impossible to read at all. To solve this, colours and thicknesses could be adjusted for each surface in the original drawing, but this adds extra tasks for the designer and would be impractical for the worker to do on site. Also colours of surfaces could change between uses, for example applying render or painting a wall. A research has been done into optimum colour schemes for see-through AR headset displays (Gabbard et al., 2005), trying to optimise the viewing of text on the display in general urban outdoor environments. However only text recognition was investigated in the study and projection based displays were not investigated. These displays function quite differently compared to the see-through displays used in the study. To tackle the limitation, this paper presents a system that is able to automatically change the visualisation parameters such as line thickness and line colour based on the colour and texture of the current surface to make drawings visible under any conditions.
2.2 Functional Requirements of a New Solution

The use cases of the final product based on the proposed system are quite varied, from simple projection of points for cabinet installation or other day-to-day job site applications (Figure 1), to projection of entire HVAC systems on top of the already installed system for inspection purposes. It is possible to use the system in a master/slave configuration with the projector communicating with a separate positioning unit that has a known position (useful for large areas), or in standalone mode using positioning targets mounted on the building, allowing the system to be used in more confined areas for applications such as tiling layouts in a small room.

The projector is envisaged to be used over a relatively small range of distances from the surface to maintain the maximum possible brightness of the projected image. In addition, when using the system to transfer markings onto surfaces, the operator will need to keep the same distance from the surface. For these reasons, increasing the size of text and lines when the projector is far from the surface will not be investigated in this study. The system will be used on floors, walls and ceilings, in both external and internal lighting conditions. As such, the visualisation solution needs to function reliably on a large range of different surfaces and under a variety of conditions to be suitable for the system.

![FIG. 1: Usage example of the proposed system.](image)

To work effectively with the proposed software and hardware system, the visualisation solution should:

- Allow drawings to be visible when projected onto any uniform surface, but be especially effective on common construction site surfaces;
- Be responsive and accurate under a variety of lighting conditions;
- Consider both surface colour and texture when optimising the display;
- Be stable with regards to the movement of workers in the camera view, and not take items in the camera view that are not part of the surface into account (workers’ clothing, tools etc.)

It is noteworthy to mention that non-uniform or round surfaces are out of scope of this paper and could be interesting directions for future research. Our proposed visualisation solution is the focus of investigation for this paper, which will decrease the time spent on reading drawings, marking and measuring, and so intends to improve worker productivity and on a larger scale to benefit the overall productivity of the construction industry.

3. PROPOSED SOLUTION

3.1 Overview

3.1.1 Software Overview

The proposed solution for the software algorithm consists of two parts as shown in Figure 2: (1) the optimisation run that computes and updates the visualisation parameters, and (2) the detection loop which runs continuously...
and checks if the optimisation run needs to be triggered or not. These two parts work together to make the system both responsive and robust to environmental changes and user actions.

**FIG. 2: Overview of the proposed software system.**

First, the optimisation run is composed of the following steps: (1) the user takes an image of the surface; (2) the software computes its average colour; (3) it detects the surface texture; and (4) runs the optimisation algorithm based on the computed colour and texture and finally updates the display and the new control values. It is worth mentioning that updating the display is not instant since images should first be captured, then processed and the display parameters should be updated which briefly disrupts the display of the drawing. Therefore, it is important to check whether the environment has changed such that the display needs to be updated. Another important functional requirement of the system is that it should not be changed continuously due to tiny changes in lighting, since this would be disruptive to the user. This technical requirement is achieved by the detection loop.

The detection loop consists of two parts: (1) movement detection and (2) colour detection. First, movement is detected to ensure that the display should not be changed if the worker who marks the surface or takes measurements is in front of the camera. This is because their clothing will be a large part of the captured image, potentially affecting the average background colour. We also assume that the device is being operated by one person. If no movement is detected, the colour of the background is computed and compared to the average colour of the control image which was captured last time. If this average colour differs by a certain amount from the control image, the optimisation run then is triggered and the display is updated.

Further improvements of this solution could be to combine the movement detection output with feedback from the position sensors mounted in the system. However, the system should function as described and detect movement and background changes independent of any movement of the projector or sensors, as large lighting changes could impact the visualisation parameters even if the system and worker position has not changed. Furthermore, movements (translation, rotation) of the system should not necessarily impact the parameters, for example if the background is the same from one position to the next.

### 3.1.2 Hardware Overview

The hardware system consists of two parts: (1) a micro projector and (2) an industrial vision camera which were selected based on their compliance to the user requirements of the system defined above. The projector is an Optoma ML750ST, which is a short throw ultra-compact LED DLP projector. It is highly suited to this application because it has a very short throw lens allowing the system to be used in tight spaces. It is also very compact so that it can be used for integration into a finished product. In terms of power consumption, due to the efficiency of LED light source, the device can be powered from a battery pack, having a high potential for being used on construction sites. Moreover, it is extremely bright so it is not affected by ambient light or external conditions, and the LED technology gives very good colour representation. The camera is an IDS uEye UI-3580-ML (uEye ML Camera, 2021), a 5 mega-pixel USB 3.0 colour camera designed for machine vision. We also used its control software, uEye Cockpit, which (a) allows straightforward adjustment of the camera parameters on the fly, (b) can automatically adjust the camera settings in real time to adapt for ambient lighting conditions and (c) can maintain a consistent image brightness.
The software solution itself was implemented as a plugin for Trimble SketchUp (Sketchup, 2021), a well-known 3D modelling program as mentioned in the literature review. Trimble SketchUp has a rich API written in Ruby (Ruby, 2021). This allows straightforward control of all display colours and line thicknesses, which would otherwise be very difficult to achieve by manipulating JPEG drawing images. We implemented our solution as a software prototype and communication between the plugin and uEye Cockpit has been achieved through VBScripts for speed and ease of testing. In addition, the numerical operations were calculated in MATLAB.

3.2 Proposed System Details

3.2.1 Input image captures

We used low image resolution with 288 pixel by 210 pixel for the captured images of our solution. We selected this resolution since detail is not required to compute an average colour and texture. Higher image resolution would have been slower processing and lower frame rate which would not allow the camera to respond fast to sudden light changes (e.g. when the background of the display changes). We used uEye Cockpit to crop the image down to a small area of interest limited to the drawing window only, so the colour of the menus and surrounding window is not considered. We also used a feature of uEye Cockpit for automatic gain compensation in order to capture images with consistent brightness. This is noteworthy so that filtering parameters and thresholds in the optimisation loop are not sensitive to background colour changes. As a result, our colour detection algorithm gives consistent results under different ambient conditions. We project the image at maximum brightness irrespective of the conditions to always give the best output and the loss of ambient brightness information is not important. Further enhancements of our proposed solution could recover the ambient brightness from the gain value in the metadata of each image.

3.2.2 Background Colour Detection

The captured image is the projected drawing on the surface and is the input of the detection loop, which detects surface changes. We first detect the background colour of an image using a modal average in order to remove any effect of static objects in the camera view (i.e. worker’s hands, mortar between bricks). The mode value of the image is insensitive to these artifacts as opposed to the standard mean value of the average pixel colour. Figure 3 illustrates the difference between a mode and a mean average colour detection on a textured concrete background, and Figure 3(b) shows the even larger difference when a worker’s hand is in the camera view as well.

![Figure 3: Mean and modal colour averages of concrete background: (a) without and (b) with worker’s hand in camera view.](image-url)
A limitation of the modal average is when used on small images. The primary reason for this is that a modal average coupled with the small number of pixels can result in a very small number of pixels having the exact same colour. This gives inconsistent results on some images. For this reason, the pixel colours are first binned by rounding the R, G and B components to the nearest multiple of 10, resulting in only around 16,000 possible colours. This binning technique gives much more reliable results, especially on textured backgrounds with a relatively large range of pixel colours.

3.2.3 Background Texture Detection

Obtaining a measure of surface roughness is crucial for successfully optimising the display as thin lines on rough surfaces such as brick and concrete can be easily obscured. However, it is important that lines remain as thin as possible so that the accuracy of the projected drawings on the surface is maintained. We calculate the image surface roughness based on the background image and then feed this as input to the optimisation algorithm where it is used as a scaling factor for the line thickness.

We compute texture by calculating the variance of pixel intensity over a certain distance from the centered pixel. We designed an algorithm to give large output on surfaces such as concrete and brick whilst ignoring lighting and other artefacts on smooth, single colour surfaces. Since only pixel intensity is used for this calculation, images are first converted to 8 bit gray scale by discarding the colour information. To reject noise and large scale lighting changes across the image, the brightness and contrast are increased by 50 and 150 respectively to highlight any small-scale texture information while discarding gradual changes due to lighting effects. Although we chose those values based on our experiments on test images of various backgrounds, note that the values can vary with different lighting and image conditions. We increase brightness by simply adding a constant to the R, G and B values of each image pixel and then normalizing them. Similarly, we increase brightness by first calculating the correction factor $F$ from the desired increase in contrast $C$ and then use it on the red, green and blue components separately to move the overall pixel colour away from gray (128) and then normalize the values.

We follow the approach proposed by Cao et al., 2010 and the equations below:

$$ F = \frac{259 \ast (C + 255)}{(255 \ast (259 - C))} \quad (1) $$

As an example, the adjusted colour is computed using the formula:

$$ r' = 259 \ast (r - 128 + 128) \quad (2) $$

Figure 4 shows the result of the algorithm that highlights the image details (Figure 4(a)) by increasing the brightness and contrast of the textured background image compared to the result on the non-textured background image (Figure 4(b)) showing a completely white output.

![Figure 4](image)

**FIG. 4:** Background text detection on: (a) textured background after brightness and contrast adjustment; and (b) non-textured background after brightness and contrast adjustment.
3.2.4 Optimisation algorithm

The optimisation algorithm aims to find the display parameters that maximize the view clearness of projected drawings to the users. To this end, it takes the computed values for the background colour and texture, and uses them to adjust the available display parameters of the drawing for optimum viewing on the current surface. Our optimized parameters are: (a) the background colour, (b) face colour, (c) line colour and (d) line thickness of the drawing. The algorithm is based upon the theory that the colour having the most contrast to another has a hue that is 180 degrees different to the first colour.

We first optimize the average colour of the background using a colour correction algorithm that accounts for camera characteristics. We found the coefficients of this correction after experimentation as we will discuss in the Results Section. We then set the background colour as the corrected colour. We then optimize the face colour by adapting it to the lightness of the background colour in an attempt to provide more contrast between the background and line colours without adding yet another colour into the display. We set the face colour to white for surfaces with a lightness of less than 0.65 (dark surfaces) whereas we set it to black for surfaces with lightness above 0.65 (light surfaces) after experimentation. Note that although we chose the threshold based on our experiments on test images of various backgrounds, the threshold can vary with different lighting and image conditions. For the line colour, we use an HSV (Hue, Saturation, Value) compliment technique to achieve maximum contrast against the background since the HSV colour space separates chromatic and achromatic components (Kavitha et al., 2011). We first saturate the background colour and then add 180 degrees to the hue value, which gives a fully saturated opposite colour. This is then set as the line colour for the drawing. We finally calculate the line thickness using the standard deviation from the texture detection function.

3.2.5 Movement detection

The movement detection system is crucial to the reliability of the system as the display should not be updated whilst the hardware is being moved across the site but updated only when the device is stationary in its new position. Workers moving in front of the camera view are also likely to change the average colour seen by the camera, so it is essential to detect their movement without triggering the optimisation run that would cause visualisation colour errors. It is also important that the detection algorithm runs as quickly as possible as it is the largest, most complex part of the detection loop and is always running unlike the colour detection algorithm. For these reasons, the algorithm has been simplified as much as possible to limit the features to only those necessary for the operation of the system.

The first part of the movement algorithm compares the last captured image with the control image, in order to perform background subtraction. Each pixel is compared in turn, and if the R, G and B components of the pixel in the current image are within a certain threshold of the control image, the pixel is considered background and turned black. If they exceed the threshold limits, the pixel is considered foreground and turned white. It is important to note that a control image is the image capture taken with the drawing projected, immediately after the background/line colours are changed.

Figure 5 shows the result of this background subtraction on a background with a worker’s hand in the camera view, as if the worker was marking a point on the surface. The resulting black and white image reduces the amount of information needed to be processed by the following stages.

FIG. 5: (a) Original image capture, (b) background subtraction with worker’s hand in camera view (before filtering) and (c) worker hand after filtering.
Camera sensor noise and lighting effects create artifacts between foreground and background pixels. Therefore, image filtering (blob filter) is applied to remove camera sensor noise and lighting effects based on the following assumptions: (1) foreground features of interest are assumed to be large blocks of pixels (e.g. hand, body); (2) singleton white or black pixels are anomalies or noise. Figure 5(b) shows the background removal with no filtering and Figure 5(c) shows the filtered image. It is important to note that blob filtering is fairly computationally intensive (O(n²)) and gray scale images have been used.

If a number of matching pixels in the blob is below the threshold, the pixel is classified as an anomaly and is flipped after all the other pixels have been tested. The image is filtered in two passes - for the first pass, white anomaly pixels are filtered out and for the second one, black anomaly pixels give a very clean output image.

The resulting filtered foreground image is then compared against the previous filtered foreground image from the last run of the detection loop by counting the number of different pixels between the images. Figure 6 shows the result of when the worker’s hand is moved across the camera view. It is noteworthy that the white pixels denote differences between the first and subsequent image captures. The number of differing pixels is then compared to a threshold (2,000 pixels) and if this is exceeded, movement is detected.

FIG. 6: “Moving” pixels between two frames of a worker moving their hand across the camera view.

4. VALIDATION AND RESULTS

4.1 Description

We designed and conducted a user test to objectively measure the effectiveness of the system on a variety of surfaces. Since this system is designed to be used on surfaces commonly found at construction sites, this study conducted objective testing using materials identified to be common for the use cases of the system, namely: (1) brick, (2) concrete block, (3) concrete, and (4) Oriented strand board (OSB). For ease of testing, the backgrounds were printed out on A3 paper with the textures scaled to match real world material samples, e.g. brick size.

In order to assess the effectiveness of the system, four layouts were tested:

- White background and faces, black lines (control colour scheme without optimisation);
- White background and faces, blue lines;
- The system with colour optimisation only;
- The system with colour and line optimisation.

For each test, the test subject was asked to find and mark the locations of 10 small holes as shown in Figure 7 projected onto the surface in a short time frame. The locations of the holes were randomised for each background and optimisation scheme combination. The holes were sized such that it was difficult (but not impossible) to see them with the control colour schemes on the non-control test surfaces. The time taken to complete this for each surface and optimisation technique was recorded. Each test ran for a maximum of 60 seconds, as the test subjects were not always able to find all the holes with every colour scheme and background combination. In this study, we used eight different test subjects. The white background and white/black colour scheme served as a baseline reading, with the hypothesis that if the time taken to find the holes on the coloured surfaces with the optimisation
system in place was the same as that for the control case, the system was performing sufficiently well and could not be optimised any further. The eight test users’ reading times for each test combination were averaged to give a mean time for each combination.

**FIG. 7:** Example bolt hole test pattern (red circle are only used in this graph to illustrate the position of the holes and they were not part of the pattern).

### 4.2 Results and findings

Figure 8 shows the visualisation results of small bolt holes, without any optimisation, with just colour optimisation and finally with both colour and line optimisation, which increases the visibility of the projected drawings. Table 1 and 2 show the time taken for the 8 subjects to find all the 10 bolt holes and we present the average results for all users in Figure 9. The error bars shown on Figure 9 denote the minimum and maximum times taken by all users to find the holes for a given test combination.

**FIG. 8:** Visualisation results of bolt holes projection: (a) without any optimisation; (b) with colour optimisation only; and (c) with colour and line thickness optimisation.
**TABLE 1:** Time taken to find the 10 bolt holes (in seconds).

| Text Subject | White | Brick | Block | Concrete | OSB |
|--------------|-------|-------|-------|----------|-----|
| 1            | 10    | 60    | 60    | 60       | 47  |
| 2            | 10    | 60    | 60    | 60       | 39  |
| 3            | 10    | 60    | 60    | 60       | 32  |
| 4            | 9     | 60    | 60    | 60       | 60  |
| 5            | 10    | 60    | 60    | 60       | 41  |
| 6            | 10    | 60    | 60    | 60       | 40  |
| 7            | 8     | 60    | 60    | 60       | 45  |
| 8            | 9     | 60    | 60    | 60       | 42  |

**TABLE 2:** Time taken to find the 10 bolt holes (in seconds).

| Text Subject | White | Brick | Block | Concrete | OSB |
|--------------|-------|-------|-------|----------|-----|
| 1            | 10    | 28    | 22    | 30       | 30  |
| 2            | 10    | 22    | 20    | 25       | 18  |
| 3            | 10    | 39    | 13    | 14       | 27  |
| 4            | 9     | 21    | 15    | 14       | 23  |
| 5            | 10    | 25    | 16    | 18       | 24  |
| 6            | 10    | 22    | 15    | 27       | 25  |
| 7            | 8     | 24    | 19    | 21       | 30  |
| 8            | 9     | 26    | 14    | 17       | 29  |

| Text Subject | White | Brick | Block | Concrete | OSB |
|--------------|-------|-------|-------|----------|-----|
| 1            | 9     | 47    | 25    | 45       | 40  |
| 2            | 10    | 60    | 28    | 15       | 55  |
| 3            | 8     | 50    | 16.7  | 13       | 32  |
| 4            | 7     | 60    | 16    | 19       | 22  |
| 5            | 8     | 49    | 19    | 33       | 34  |
| 6            | 10    | 44    | 23    | 16       | 30  |
| 7            | 7     | 51    | 27    | 39       | 39  |
| 8            | 8     | 47    | 22    | 30       | 40  |

| Text Subject | White | Brick | Block | Concrete | OSB |
|--------------|-------|-------|-------|----------|-----|
| 1            | 10    | 19    | 18    | 14       | 16.5|
| 2            | 10    | 14    | 12    | 12       | 11  |
| 3            | 10    | 11    | 9     | 10       | 7   |
| 4            | 9     | 12    | 8     | 7        | 7   |
| 5            | 10    | 16    | 14    | 11       | 8   |
| 6            | 10    | 14    | 17    | 13       | 10  |
| 7            | 8     | 15    | 17    | 12       | 12  |
| 8            | 9     | 15    | 15    | 10       | 9   |
First, the results show the level of importance of solving this optimisation problem. Regarding the control black/white scheme, every user could quickly identify the holes on a white background. However, on the real-world surfaces 75% of the subjects were not able to find all the holes. This would be highly detrimental to a final project as not only would it take more time and possibly decrease the worker’s efficiency compared to standard methods, but missing parts of a drawing can result in mistakes leading to costly rework operations.

It is very clear from the data that overall the system had an obvious effect in decreasing the time taken to find the 10 holes on all the test surfaces, which succeeds in making drawings easier to read on both coloured and textured surfaces. The colour optimisation alone reduced the time taken to read a drawing to around half of the time needed for the black and white control colour scheme. If this is coupled with the line optimisation as well, this time was reduced even further and this result was consistent across all tests.

For the control tests on the white background, the users’ times were very consistent at around 10 seconds for finding all the holes, with a very low variance between the maximum and minimum times. During the tests, 10 seconds was the time taken to physically circle the holes on the surface and no time was taken visually searching for the holes. Based on this observation, we can assume that the system needs at least 10 seconds for the workers to start working on tasks using this system.

The white and blue colour scheme provided a noticeable improvement on all the test surfaces, which was the same result obtained by Gabbard et al. which compared colour schemes for see-through AR displays (Gabbard et al., 2005). This is likely due to “black” colour on the projection making it difficult to identify occlusions in that background (as in see-through AR displays). Therefore, projecting blue instead of no colour gives a better contrast for the user. This suggests the white/blue colour scheme as a satisfactory and straightforward first step to apply instead of white/black for any surface and drawing.

The colour optimisation tests with standard line thicknesses improve the results even further on all surfaces, making especially good improvements on the brick and OSB backgrounds. The block and concrete backgrounds were improved slightly, however not at a significant amount. This is likely since the results of the algorithm on these surfaces are in fact very similar to the white/blue colour scheme as the surfaces are a light grey. This therefore gave a much less noticeable effect compared to the brick and OSB, which were a much more saturated orange colour.

The final test using the full algorithm gave the best results, providing especially good improvements on the highly-textured brick and OSB surfaces. The average times for the surfaces under this scheme were the same (OSB, concrete) or very close (block, brick) to the control time of 10 seconds on the white background, showing the system performed very effectively and has negated the effect of the background surfaces on the visibility of the projection.
In terms of statistical significance, the minimum/maximum times taken for each test shown by the error bars (Figure 9) are quite large in some cases (i.e. concrete surface, white/blue colour) – this was normally due to a single user spending a very large amount of time finding the last hole, or not being able to find a hole at all. Theoretically a test should be designed such that small outliers such as this should not affect the results. However, the comparatively large error bars actually give more insight in this case. For all the surfaces apart from the concrete block, the error bars decrease in size significantly as the average time decreases. This suggests that the optimisation algorithms not only reduce the average time spent, but they also increase the consistency of the results between users, with the lower average times having a much smaller variance.

A t-test was conducted on the results to assess the confidence level between the control tests (black and white) and other optimisation strategies on each background. Table 3 shows the t-test results. All the tests had a confidence level of over 99.9%, with the exception of the white/blue scheme on the OSB background which improved the times with a confidence level of 80%. A t-test was also performed between the colour optimisation only, and the colour and line optimisation on each background to get a confidence level of the improvement after adding the line thickness enhancement part of the algorithm. Experiments with all backgrounds had a confidence level of 99.9% apart from the concrete block background which had a confidence level of 95%.

| Surface     | Control Group | Test Group    | t-value  | Confidence Limit |
|-------------|---------------|---------------|----------|------------------|
| Brick       | Black/white   | White/Blue    | -4.28    | 99.9%            |
|             | Black/white   | Colour        | -16.66   | 99.9%            |
|             | Black/white   | Colour + Line | -52.54   | 99.9%            |
|             | Colour        | Colour + Line | -13.13   | 99.9%            |
| Block       | Black/white   | White/Blue    | -23.64   | 99.9%            |
|             | Black/white   | Colour        | -38.28   | 99.9%            |
|             | Black/white   | Colour + Line | -34.70   | 99.9%            |
|             | Colour        | Colour + Line | -2.25    | 95.0%            |
| Concrete    | Black/white   | White/Blue    | -7.86    | 99.9%            |
|             | Black/white   | Colour        | -18.38   | 99.9%            |
|             | Black/white   | Colour + Line | -63.79   | 99.9%            |
|             | Colour        | Colour + Line | -12.56   | 99.9%            |
| OSB         | Black/white   | White/Blue    | -1.52    | 80.0%            |
|             | Black/white   | Colour        | -5.44    | 99.9%            |
|             | Black/white   | Colour + Line | -10.79   | 99.9%            |
|             | Colour        | Colour + Line | -5.10    | 99.9%            |

4.3 Comparison with initial requirements

Whilst the system clearly improves the visibility of the drawings on the test surfaces, the system also has requirements to fulfil in order to add value to the construction industry as discussed in the introduction:

Requirement 1: It allows drawings to be visible when projected onto any surface, but be especially effective on common construction site surfaces

This requirement has clearly been met as recognition times for the most common construction site materials were dramatically improved by using the system compared to control cases, and initial testing was done on the solid colour printouts allowing the system to function on any background to improve the visualisation to some degree.

Requirement 2: It is responsive and accurate under a variety of lighting conditions

The system is insensitive to external lighting conditions by using the high brightness of the projector to illuminate the surface when capturing images, so it is not dependent on ambient conditions.
**Requirement 3:** It considers both surface colour and texture when optimising the display

Colour and texture are both considered, and combined to create the final display parameters for the given surface. The test results show that the line thickness adjustment further decreases the comprehension time when compared to using the colour optimisation alone.

**Requirement 4:** It is stable with regards to the movements of workers in the camera view, and not consider items that are not part of the surface as foreground in the camera view

The movement detection algorithm effectively determines when items are not part of the surface in the camera view, and the optimisation does not take them into account. The colour detection also uses a modal average to remove the effects of small foreign objects in front of the camera and provides a more reliable result for surfaces that might have multiple major colours such as bricks and mortar between them. Overall, the proposed system fulfills all these requirements and would be valuable for the construction workers to use.

5. CONCLUSIONS AND FUTURE WORK

Current practice in implementing the task of reading drawings on job sites has efficiency and cost problems, some of which include keeping track of versions and distributing change orders. Although recent products utilising laser projectors have attempted to address the issue of drawing comprehension, they only allow projection in red or green at a single brightness level, which could cause visualisation problems depending on the surface to be projected on and the ambient conditions. To tackle this problem, we developed a prototype system in this study to automatically change the visualisation parameters such as line thickness and line colour based on the colour and texture of the current surface so that drawings are visible under any conditions. The proposed system consists of software and hardware, and the software algorithm consists of two modules: (1) the optimisation run that computes and updates the visualisation parameters and (2) the detection loop which runs continuously and checks whether the optimisation run needs to be triggered or not. In order to investigate the feasibility of the proposed system, the system was tested on 8 subjects with 4 background surfaces commonly found on site, with the test subjects timed to find 10 bolt holes projected onto the surface using the optimisation system, which was then compared to a control case of black lines projected onto a white background. The final test using the full algorithm gave the best results, providing especially significant improvements on the highly-textured brick and OSB surfaces. The average times for the surfaces under this scheme were the same or very close to the control time of 10 seconds on the white background, demonstrating that the system performed very effectively and has negated the effect of the background surfaces on the visibility of the projection. In summary, the system allowed users to complete the task on the real-world backgrounds in the same time as the control case, with the system resulting in up to a 600% decrease in recognition time on some backgrounds. From these results, it is envisaged that the proposed visualisation solution can improve the productivity of the worker. The academic contribution of this study is the development of a solution that adjusts the visualisation parameters of the displayed information based on the surface being projected onto to make drawings visible.

However, there are some limitations in the current study that will be the directions for future study. First, as the projected images could be affected by the texture and colour of the surface to be projected, further study on geometric calibration to project drawings on the right region at the construction site is necessary. Second, user-defined thresholds were used for the optimization and detection algorithms, which might be not robust in order to apply the proposed method on real sites. Thus, further analysis on how to determine the threshold is needed. In addition, future research directions could be to use deep learning methods to automatically segment the foreground from background. Our solution and extensions of it have the potential to benefit the overall productivity of the construction industry by decreasing the time spent on reading drawings, marking and measuring.
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