Abstract—Deep Q-learning is one of the most popularly used deep reinforcement learning algorithms which uses deep neural networks to approximate the estimation of the action-value function. Training of the deep Q-network (DQN) is usually restricted to first order gradient based methods. This paper attempts to accelerate the training of deep Q-networks by introducing a second order Nesterov’s accelerated quasi-Newton method. We evaluate the performance of the proposed method on deep reinforcement learning using double DQNs for global routing. The results show that the proposed method can obtain better routing solutions compared to the DQNs trained with first order Adam and RMSProp methods.

1. Introduction

Reinforcement learning (RL) is a machine learning technique where an agent perceives its current state \(s\) and takes actions \(a\) by interacting with an environment. The environment, in return provides a reward \(R\), while the reinforcement learning algorithm attempts to find a policy \(\pi\) for maximizing the cumulative reward for the agent over the course of the problem \([1]\). The Q-learning algorithm is one of the popular off-policy reinforcement learning algorithms that chooses the best action based on estimates of the state-action value \(Q(s, a)\) represented in the form of a table called the Q-table. As the state and action space of the problem increases, the estimation of the state-action value can be slow and time consuming and hence estimated as a function approximation. These function approximations can be represented as a non-convex, non-linear unconstrained optimization problem and can be solved using deep neural networks (known as deep Q-networks).

Training of Deep Q-Networks (DQN) are usually restricted to first order methods such as stochastic gradient descent (SGD), Adam \([2]\), RMSprop \([3]\) etc. Using second order curvature information have shown to improve the performance and convergence speed for non convex optimization problems \([4]\). The BFGS method is one of the most popular second order quasi-Newton method. The Nesterov’s accelerated quasi-Newton (NAQ) method \([5]\) was shown to accelerate the BFGS method using the Nesterov’s accelerated gradient term. In extension to our previous work in \([6]\), we show that the adaptive stochastic Nesterov’s accelerated quasi-Newton method (aSNAQ) allows more stable approximations and is efficient in training DQNs for deep reinforcement learning applications. We evaluate the performance of the proposed method in comparison to popular first order methods in solving the global routing problem using reinforcement learning.

Synthesis and physical design optimizations are the core tasks of the VLSI / ASIC design flow. Global routing has been a challenging problem in IC physical design. Given a netlist with the description of all the components, their connections and positions, the goal of the router is to determine the path for all the connections without violating the constraints and design rules. Conventional routing automation tools are usually based on analytical and path search algorithms which are NP complete. Hence a machine learning approach would be more suitable for this kind of automation problem. Studies that propose AI techniques such as machine learning, deep learning, genetic algorithms deal with only prediction of routability, short violations, pin-access violations, etc. Moreover, the non-availability of large labelled training datasets for a supervised learning model is another challenge. Thus deep reinforcement learning (DRL) is a potential approach to such applications. Recently, a reinforcement learning approach to global routing that uses first order gradient based method for training the DQN was proposed in \([7]\).

This paper attempts to accelerate training of deep Q-networks by introducing a second order Nesterov’s accelerated quasi-Newton method to get better routing solutions using a deep reinforcement learning approach. Also, to further enhance the performance of the DRL model for global routing, we use double deep Q-learning \([8]\). The obtained routing solution is evaluated in terms of total wirelength and overflow and compared with the results of Adam and RMSProp.
2. Background

The Reinforcement Learning problem is modelled as a Markov’s Decision Process (MDP). In order to solve the MDP, the estimates of the value function of all possible actions is learnt using Q-learning method, a form of temporal difference learning [3]. The optimal action-value function \( Q^*(s, a) \) that maximizes the cumulative reward satisfies the Bellman equation and is given as

\[
Q^*(s, a) = E_{\tau \sim \gamma \tau}[R + \gamma \max_{a'} Q^*(s', a')|s, a]
\]  
where \( \gamma \) is the discount factor. The Q-learning algorithm is an off-policy, model-free reinforcement learning algorithm that iteratively learns the optimal action-value function. In deep Q-learning, this function is optimized by a neural network parameterized by \( w \). The inputs to the neural network are the states \( s \) and the output predicted by the neural network correspond to the action values \( Q(s, a; w) \) for each action \( a \). Deep Q-networks use experience replay to train the network. A replay buffer of fixed memory \( D \) stores the transitions \((s, a, r, s')\) of the agent’s experiences from which samples are randomly drawn for training the DQN. The loss function \( L(w) \) as shown in (3) is used in back-propagation and calculation of the gradients for updating the parameters \( w \).

\[
L(w) = E_{(s,a) \sim D}[(Y - Q_{\theta}(s, a))^2]
\]  

where the target function \( Y \) is given as

\[
Y = E_{(s', a') \sim D} [R + \gamma \max_{a'} Q_{\phi}(s', a')]
\]  

DQNs are said to overestimate the update of the action-value function since \( Q_{\theta}(s, a) \) is used to select the best next action at state \( s' \) and apply the action value predicted by the same \( Q_{\theta}(s, a) \). Double Deep Q-learning [8] resolves this issue by decoupling the action selection and action value estimation using two Q-networks.

\[
Y = E_{(s', a') \sim D} [R + \gamma \max_{a'} Q_{\phi}(s', a')]
\]  

\( w \) and \( w' \) represent the parameters of the two Q-networks – primary and target networks respectively. The primary network parameters are periodically copied to the target network using Polyak averaging [3], where \( \tau \) is a small value such as 0.05.

\[
w' \leftarrow \tau w + (1 - \tau) w'
\]  

At each iteration of the training, the parameters of the DQN are updated as \( w_{k+1} = w_k + v_k \). The update vector is given as \( v_k = -\alpha \nabla L(w_k) \) where \( \nabla L(w_k) \) is the gradient of the loss function calculated on a small mini-batch sample drawn at random from the experience replay buffer \( D \).

3. Nesterov’s Accelerated Quasi-Newton Method for Q-learning

First order gradient based methods have been commonly used in training DQNs due to their simple complexity. However approximated second order quasi-Newton methods have shown to significantly speed up convergence in non-convex optimization problems. The Nesterov’s accelerated quasi-Newton (NAQ) [5] and its variants have shown to accelerate convergence compared to the standard quasi-Newton method in various supervised learning frameworks. In this paper, we propose a variant of the Nesterov’s accelerated quasi-Newton method and investigate its feasibility in the reinforcement learning framework. The algorithm is shown in Algorithm 1.

NAQ achieves faster convergence by quadratic approximation of the objective function at \( w_k + \mu v_k \) and by incorporating the Nesterov’s accelerated gradient \( \nabla L(w_k + \mu v_k) \) in its Hessian update. The search direction \( g_k = -H_k \nabla L(w_k + \mu v_k) \) is computed using the two-loop recursion [4], where

\[
\begin{align*}
\mu & = \mu_{\min}, \\
\mu_{\max} & = \mu_{\max}, \\
\varepsilon_{\text{max}} & = \varepsilon_{\text{max}}, \\
\text{FIM buffer} & = \text{FIM buffer}, \\
F & = \text{size of } m_f \\
Y & = \text{curvature pair buffer } (S, Y) \text{ of size } m_f, \\
\phi & = \text{momentum update factor } \phi, \\
D & = \text{experience replay buffer } D
\end{align*}
\]  

**Algorithm 1 Proposed aSNAQ for DQN**

**Require:** minibatch \( X_k, \mu_{\min}, \mu_{\max}, \varepsilon_{\text{max}}, \) FIM buffer

**F of size** \( m_f \) **and curvature pair buffer** \((S, Y)\) **of size** \( m_f, \text{momentum update factor } \phi, \text{experience replay buffer } D\)

**Initialize:** \( w_0 = w_k \in \mathbb{R}^{d_f}, \mu = \mu_{\min}, v_k, o, w_s, v_s, & t = 0 \)

1: for episode \( E = 1, 2, ..., \varepsilon_{\text{max}} \) do
2: Initialize state \( s \)
3: for step \( k = 1, 2, ..., \mu_{\max} \) do
4: Take action \( a \) based on epsilon greedy strategy
5: Store transition \((s, a, r, s')\) in \( D \)
6: Sample random minibatch \( X_k \) from \( D \)
7: Calculate \( \nabla L(w_k + \mu v_k) \)
8: Determine \( g_k \) using two loop recursion
9: \( g_k = g_k / \| g_k \|_2 \)
10: \( v_{k+1} = \mu v_k + \alpha_k g_k \)
11: \( w_{k+1} = w_k + v_{k+1} \)
12: Calculate \( \nabla L(w_{k+1}) \) and store in \( F \)
13: \( w_s = w_s + v_s \) and \( v_s = v_s + v_k \)
14: if \( \text{mod}(k, L) = 0 \) then
15: Compute avg \( w_n = w_s / L \) and \( v_n = v_s / L \)
16: if \( t > 0 \) then
17: if \( L(w_n) > \eta L(w_o) \) then
18: Clear \((S, Y) \) and \( F \) buffers
19: Reset \( w_k = w_o \) and \( v_k = v_o \)
20: Update \( \mu = \max(\mu / \phi, \mu_{\min}) \)
21: continue
22: end if
23: if \( s^T Y > \sigma^2 y^T Y \) then
24: Store curvature pairs \((s, Y)\) in \((S, Y)\)
25: end if
26: end if
27: Update \( w_o = w_n \) and \( v_o = v_n \)
28: \( t = t + 1 \)
29: end if
30: end if
31: end for
32: end for
33: end for
\( H_k^{(0)} \) is initialized based on the accumulated gradient information given as

\[
[H_k^{(0)}]_d = \frac{1}{\sqrt{\sum_{i=0}^{k} \nabla L(w_i)^T}} + \epsilon
\]

aSNAQ uses an accumulated Fisher matrix aFIM for computing the curvature information pair \((s, y)\) for the Hessian computation as shown in Eq. (7) and Eq. (8)

\[
s = w_t - w_{t-1}, \quad (7)
\]

\[
y = \frac{1}{|F|} \sum_{i=1}^{|F|} F_i \cdot s, \quad (8)
\]

where \( w_t \) is the average aggregated weight, \( t \) is the curvature pair update counter, \( F_i = \nabla L(w_{i+1}) \nabla L(w_{i+1})^T \) and \(|F|\) is the number of \( F_i \) entries present in \( F \). The \( y \) vector is computed without explicitly constructing the \( \nabla L(w_{i+1}) \nabla L(w_{i+1})^T \) matrix by just storing the \( \nabla L(w_{i+1}) \) vector. The use of the Fisher Information matrix (aFIM) gives a better estimate of the curvature of the problem. The curvature pair information \((s, y)\) computed based on the average of the weight aggregates and Hessian-vector product reduces the effect of noise and allows for more stable approximations. The curvature pairs are computed every \( L \) steps and stored in the buffer only if sufficiently large. This allows for the updates being made only based on useful curvature information. Further, the curvature pair information \((s, y)\) and hence the Hessian approximation is updated once in \( L \) iterations, thus reducing computational cost. The size of the \((S, Y)\) buffer and aFIM buffer \( F \) are set to \( m_L \) and \( m_F \) respectively, thus optimizing storage cost.

5. Simulation Results

The performance of the proposed second-order Nesterov’s accelerated quasi-Newton method is evaluated on solving global routing. We use the architecture similar to that in [7]. In order to further enhance the performance and stability we use double DQN. The neural network structure used is 12–32–64–32–6 with ReLU activation. A batch size of 32 is chosen. In this paper we consider a two-layer 8x8 grid with a total of 50 nets and maximum two pins in each net. The default capacity is set to 5 and the number of blockages is set to 3. A total of 15 benchmarks were generated using the open-sourced problem set generator [7]. The maximum number of episodes was set to 500. An episode constitutes a single pass over the entire set of pin pairs over all nets. The maximum steps is set to 50. The discount factor \( \gamma \) is set to 0.9. We evaluate the performance of the proposed aSNAQ method in comparison with Adam and RMSprop. All hyperparameters are set to their default values. The performance metrics include the total wirelength and overflow. For all successful solutions i.e all nets routed within the maximum number of episodes, zero overflow was obtained and the corresponding total wirelength was calculated using the ISPD’08 contest evaluator. The A* search solution is set as the baseline for comparison of the performance metrics. A summary of the results of the 15 benchmarks are shown in Table1. The table shows the corresponding capacity decreases. Routing is sequential and hence a common problem is net ordering. Nets routed early can block the routes for later nets due to utilization of the capacity. The study proposed in [7] shows potential scope for reinforcement learning based global routing. In this paper we evaluate the efficiency of our proposed algorithm on the reinforcement learning framework for global routing. For each two-pin, the environment provides the Q-network with 12 states as input and the output is the estimated action value for all 6 actions as described in [7]. A reward \( R(a, s’) \) of +100 is obtained if \( s’ \) is the target pin, otherwise -1. Further we apply double DQN to enhance the performance.
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The wirelength (WL) if all pins were successfully routed.
The **diff** column shows the amount of wirelength reduction obtained in comparison to the baseline (A* solution).
\( R_{best} \) indicates the best cumulative reward obtained and \( E \) is the corresponding episode and maximum number of pins successfully routed. From the table, it can be observed that for 12 out of 15 cases aSNAQ was successful in routing all the pins within 500 episodes while Adam and RMSprop were successful in only 10 out of 15. Furthermore, in most of the cases the routing solution obtained by aSNAQ had significant wirelength reduction compared to the baseline and in fewer episodes compared to Adam and RMSprop. Fig. 1 shows the average loss over 500 episodes for one of the benchmarks. It can be noted that aSNAQ has the least average loss compared to Adam and RMSprop, thus indicating that aSNAQ is effective in training the deep Q-Network.

### 6. Conclusion

First order gradient based methods are popular in training deep neural networks. Incorporating second order curvature information such as the QN and NAQ methods have shown to be efficient in supervised models. This paper shows the feasibility and efficiency of the proposed stochastic Nesterov’s accelerated quasi-Newton (aSNAQ) method in deep reinforcement learning applications as well. Further we apply the proposed algorithm in a deep reinforcement learning framework for global routing. To further enhance the performance, double DQN was used. The results indicate that the DQNs trained using aSNAQ had better routing solutions compared to those trained with Adam and RMSprop and with fewer training episodes. In future works, further analysis of the proposed algorithm on larger netlists, nets with multipins and study on application to other problems will be studied.
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