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Abstract: The removal of direct human involvement from the decision to apply lethal force is at the core of the controversy surrounding autonomous weapon systems, as well as broader applications of artificial intelligence and related technologies to warfare. Far from purely a technical question of whether it is possible to remove soldiers from the ‘pointy end’ of combat, the emergence of autonomous weapon systems raises a range of serious ethical, legal, and practical challenges that remain largely unresolved by the international community. The international community has seized on the concept of ‘meaningful human control’. Meeting this standard will require doctrinal and operational, as well as technical, responses at the design stage. This paper focuses on the latter, considering how value sensitive design could assist in ensuring that autonomous systems remain under the meaningful control of humans. However, this article will also challenge the tendency to assume a universalist perspective when discussing value sensitive design. By drawing on previously unpublished quantitative data, this paper will critically examine how perspectives of key ethical considerations, including conceptions of meaningful human control, differ among policymakers and scholars in the Asia Pacific. Based on this analysis, this paper calls for the development of a more culturally inclusive form of value sensitive design and puts forward the basis of an empirically-based normative framework for guiding designers of autonomous systems.
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1. Introduction

The removal of direct human involvement from the decision to use lethal force raises a number of serious ethical and legal barriers that remain largely unresolved by the international community. Given the lack of human operators that could be held accountable for meeting the standards set by international humanitarian law, potential end-users must rely on alternative measures for ensuring accountability. Central to ensuring continuing accountability for these systems is maintaining meaningful human control, either through doctrinal tools or through deliberate design decisions. Broadly speaking, maintaining meaningful human control over future autonomous systems will require responses that can be grouped into two general categories. First, there will be solutions that target the organisational structures, norms and conceptions that shape how the system is used. In the case of ensuring meaningful human control over future autonomous weapon systems, an example of this kind of response would be the provision of specialised familiarisation training for officers tasked with overseeing deployments of weapon systems with some level of capability to operate autonomously. However, this article focuses on the second category; technical choices at the design stage, which shape the system itself toward more ethically acceptable behaviours and limit their capacity to be utilised for illegitimate purposes. Among the earliest suggested technical responses specific to autonomous weapons was Arkin’s ethical governor model, which remains a useful example of the type of solution under this latter category. Essentially, these categories group responses on the basis of whether they achieve...
an ethical outcome through shaping human behaviour and perceptions of the system, or by ‘baking in’ factors that promote ethical behaviour by the system. The concept of values in design is firmly in the latter category, in that it focuses on proactively embedding human values and ethical standards into the design of systems.

This paper focuses on presenting a consideration of how the value sensitive design methodology could assist policymakers, military planners, researchers and manufacturers in their efforts to develop increasingly autonomous weapon systems and military applications of artificial intelligence that remain ethically sound and under the meaningful control of humans. Through the empirical lens of a previously unpublished survey of policymakers and scholars in the Asia Pacific region, this paper will also challenge the tendency to assume a universalist perspective in the application of value sensitive design, and critically analyse how perspectives of key ethical and value-based factors differ across cultures in the region. Based on this analysis, this paper will present a call, supported by empirical, theoretical and documentary evidence, for the development of a more culturally inclusive form of value sensitive design that would be more amenable to the politically and ethically charged issue of lethal autonomous weapon systems in the Asia Pacific.

2. Review of Literature and Related Work

2.1. A Short Definitional Note on “Autonomous Weapon Systems” and Related Technologies

Before progressing to the main component of this article, it is worth taking a moment to clarify some of the underlying terminology that it will rely upon. One of the challenges in conducting empirical research examining issues related to autonomous weapon systems is that they continue to lack a universally agreed definition or even a set of common technical standards upon which one could base a determination of whether a given weapon system or platform would qualify as an autonomous weapon system.

This statement should not be taken as a suggestion that sterling efforts have not been made. The Group of Governmental Experts on Lethal Autonomous Weapon Systems (LAWS), operating under the auspices of the Convention on Certain Conventional Weapons, continues to work toward consensus, while non-governmental organisations, particularly the Campaign to Stop Killer Robots, and scholars have repeatedly called for binding regulations over their potential use in combat. Rather it is an acknowledgement that, while there is widespread agreement that designers should follow emerging principles (such as retaining meaningful human control), a consensus has not been reached on the specifics of what compliance looks like in practice. Indeed, it is this potential for end-users to hold discordant perceptions of ethical and legal principles that prompted this article to question the utility of the universalist approach at the core of values in design.

A review of the extant literature examining any of the multitude of ethical, legal or political issues stemming from the development of LAWS would illustrate to a reader the plethora of definitions that currently exist. Wyatt (2020) presents an explanatory overview for those with a deeper interest [1]. For this article, one can begin with the most used definitions: the United States military’s definition and the loop categories promoted by Human Rights Watch. The former, contained in Directive 3000.09, essentially defines autonomous weapon systems as those that “can select and engage targets without further intervention by a human operator” [2]. Human Rights Watch presented a categorisation system, splitting relevant systems into one of three categories based on the level of human involvement in their Observe, Orient, Decide and Act (OODA) loop. Semi-autonomous, or human-in-the-loop systems can select and attack targets independent of human command yet include a mechanism that allows a human supervisor to interrupt or terminate the weapon’s engagement process within a limited timeline. Finally, fully autonomous, human out of the loop, systems are capable of true autonomous function once activated by a human operator. While the specifics of this definition remain contested, for the purposes of this article it is sufficient to proceed with a slightly modified version of
the function-based definition adopted by Wyatt: “A fully autonomous Lethal Autonomous Weapon System (LAWS) is a weapon delivery platform, [informed by artificial intelligence], that is able to independently analyse its environment and make an active decision whether to fire without human supervision or guidance” [1].

2.2. Outlining Commonly Cited Approaches to Addressing Ethical Issues Raised by LAWS

The potential emergence of systems that remove, rather than merely distance, humans from the decision to employ lethal force brings with it a raft of ethical, legal and even strategic challenges, not least of which is the question of how to ensure accountability in warfare when there is no longer a direct causal link between the illegitimate use of force and a human who can be held to account in a courtroom. For some, the only solution to the issues raised by the spectre of “killer robots” is the institution of a pre-emptive ban under international humanitarian law on their development or use. While the prospect of a straightforward ban on the use of lethal autonomous weapon systems, modelled on the Ottawa Convention or the Protocol on Blinding Lasers, is theoretically a clear-cut and promising avenue for limiting the potential for harm, the past several years of stalled negotiations and the dual-use nature of the enabling technologies for increasingly autonomous systems suggest that this approach is becoming less feasible over time.

Short of a specific prohibition under international law (for example, through a binding treaty), the international community could pursue a “soft” or normative approach to regulating the use of autonomous weapon systems, central to which would be the establishment of common, if not totally universal, technical standards upon which common behavioural and de-escalation protocols could be built in the early stages of autonomous weapon system proliferation.

The principal argument in favour of a normative approach is premised on the belief that the informal nature of norms would allow technical experts to by-pass the political deadlock that attaches to efforts to formally define the limits of “autonomy”. However, as Bode has noted that the flexibility of a normative-based approach to defining LAWS exacerbates the existing practice of states, as well as interest groups and manufacturers, of shifting how they describe a given system in order to promote it to potential end-users and buyers (by playing up its capacity to operate faster than humans outside of the need for direct control) or to shield a system from potential regulatory action (in which case they may highlight human supervision of critical functions or designate the system as highly automated rather than autonomous) [4]. This effect would then place greater importance on any potential discrepancies in how different state developers of autonomous systems, or even end-users, would apply even universally agreed values (such as the avoidance of harm to civilians).

A further benefit of this approach is the potential to build on pre-existing points of consensus in international humanitarian law, for example the prohibition of hostilities against civilians. Furthermore, the expansion of bilateral and multilateral military training exercises in the post-9/11 era, particularly among western militaries would suggest that military values may be far closer in their perceptions of ethical conduct of warfare than the lack of formal commitment could suggest.

The downside of this approach is that technical standards and normative behavioural frameworks lack the certainty of international law and would only guide rather than necessarily limit how states use autonomous weapon systems. This approach is, therefore, seen as insufficient at best (or a ploy at worst) by those who would prefer the implementation of a binding legal prohibition, and is thus unlikely to receive much attention in the official CCW negotiations.

Beyond questions of geopolitical and legal practicality, the core issue with the above-mentioned approaches is that they are concentrated on implementing state-led controls on how militaries conceptualise and deploy autonomous weapon systems, rather than targeting the design of the systems themselves. In essence, they are organisational-side solutions to issues raised by this disruptive innovation. In a sense focusing on the user-
side of the autonomous weapon system question is an understandable predisposition on the part of state and non-state experts involved in the Group of Governmental Experts negotiations. This is arguably the first time that the international community’s capacity to prevent war crimes stemmed more from the technical characteristics of a weapon system than the training of its operators. While no weapon system could, or should, completely relieve those charged with authorising its use from accountability for the consequences of that deployment, this shift opens a third avenue for addressing the ethical and legal issues posed by autonomous weapon systems, building ethical compliance directly into the design process.

The concept of designing machines to behave ethically is certainly neither as novel nor as outlandish as it has sometimes been presented, particularly in the popular press. Notably, prior to the establishment of the GGE on LAWS, Ronald Arkin proposed that autonomous weapon systems should be programmed to undertake a series of gated decisions (based on simplified versions of the distinction and proportionality principles of international humanitarian law) before committing to the use of force, a feature that Arkin dubbed an “ethical governor” [5]. While there is a significant, and quite interesting, ongoing metaphysical debate over the possibility for an artificial intelligence to eventually develop sapience or its own internal morality, for the modern policymaker, it is unhelpful, and arguably unwise, to expect autonomous weapon systems to develop their own internal morality and act accordingly. Though it was worth distinguishing between morality, by which we mean following an internal, independent but societally influenced understanding of right and wrong, and ethics, which are externally imposed morally positive principles that mould one’s behaviour toward the expectations of a community. As demonstrated by Arkin’s ethical governor proposal, the latter is technically feasible, through the imposition of limitations on the guiding artificial intelligence that constrain the system from engaging in unethical actions. The often-cited concern with the ethical governor approach, however, is that current mechanisms for imposing limitations on a system that force it to behave in a manner that its designers believe is ethically sound are inflexible and often vulnerable to exploitation.

Unfortunately, the modern battlespace, particularly in the ground domain, is often a confused and rapidly evolving environment in which humans often behave in an unexpected manner. While a system may be able to recognise a Red Cross symbol, and thus refuse to engage that target, with a high degree of accuracy in laboratory conditions, there is no guarantee that it would be able to do so in a real battlespace. On a related note, such systems would also be highly vulnerable to perfidious actions by opposing forces, particularly in an urban insurgency. For example, an autonomous weapon system that was bound by a rigid ethical governor may be unable to recognise enemy combatants when their armaments are not in plain view or have been deliberately temporarily discarded [6], or a cunning foe could manipulate the system to accidentally engage targets that present a risk of civilian casualties that would have caused a human soldier to abort. Therefore, while imposing pre-set limitations or minimum criteria for engagement may be a workable solution for systems to be deployed in defensive maritime or aerial environments, it would not be a solution for ground-based systems.

2.3. What Is Value Sensitive Design?

Value sensitive design is a methodology that attempts to resolve these issues by injecting human ethics into an iterative design process. In essence, rather than assuming that technology is, by its nature, value-neutral, a value sensitive design approach sets off from the premise that human choices during and after the design of a technology imbue it with a set of values [7]. As a result, VSD asserts that a proactive integration of positive ethics into the design process is necessary and productive in limiting the possibilities for harm [7]. As a theory, this approach, therefore, sits at the intersection of the embodied values viewpoint [8] and safe-by-design paradigm [9]. Essentially, VSD is predicated on the premise that most misuses of technology can be minimised at the design stage [10],
a perspective that places a great deal of agency, and thus responsibility, in the hands of designers.

At the core of value sensitive design is its tripartite methodology. The first stage is a conceptual investigation. The purpose of this stage (whether it is completed initially or in subsequent iterations) is three-fold, to identify direct and indirect stakeholders, to analyse potential harms or benefits to each stakeholder group, and to identify which values would be connected to the technology [11]. The second stage consists of an empirical evaluation of potential stakeholder experiences and social impacts. The goal is to determine how stakeholders are likely to interact with the technology and determine what “prescriptions for, and restrictions on, action” [12] should be imposed [10]. The third stage is a technical [13] (or technological) [10] investigation, which consists of two steps. The first focuses on determining how the technology may support or constrain human values, while the second focuses on identifying and evaluating how the values identified in the earlier stages could be embedded in the design process [8]. This methodology is intended to be iterative and encourages conceiving of the stages as inter-dependent [13]. Nor are these stages always applied in the order presented here, sometimes one will start with the technical specifications of the system already known, in other cases the designer begins by identifying stakeholders and analysing potential harms. In some cases, for example, with a pre-existing technology where the author has no direct capacity to intervene in subsequent design evolution, it may be more useful to begin with the technical stage, identifying which aspects and functions of the technology harm or benefit values [10]. More important than the order of these investigatory steps is the participation of a multi-disciplinary team and a commitment to iterative experimentation.

2.4. Military Values and How They Are Also of Ethical Import

It is particularly important in this case to consider value sets particular to the military and the extent to which designers of AI and autonomous systems should prioritise or minimise them over more traditional civilian values. The most obvious example of the distinction between military and civilian values is in the taking of human life. Outside of the military context, the decision to inflict harm on another human is generally seen as antithetical to the values promoted by society. For a more specific example, consider that for an engineer overseeing the machine learning process for a program intended to govern a self-driving car, ensuring that the car deployed its brakes, or swerved depending on the speed, to avoid an unexpected pedestrian would almost certainly be the ethical design choice. The designers placed the preservation of human life at a higher ethical priority than delivering the passenger to their destination on time or preventing a minor car accident. In the military context, however, the designer must also consider military necessity. As a result, a designer may instead teach the AI alternative responses that reflect different priorities, such as pushing through neighbouring parked vehicles and continue its journey at speed in order to limit the risk of ambush, a suicide bomber, or an improvised explosive device. Granted, however, both scenarios would require that the system has sufficient autonomous capability, situational awareness and spatial capacity to undertake the ‘ideal’ response.

However, it is also incorrect and unhelpful to merely assume that military officers would dismiss the ethical risks posed by autonomous systems and always push for greater military utility in the design process. A 2020 study of trainee officers at the Australian Defence Force Academy found that reduction in the risk of harm to civilians was ranked as important at almost identically high levels as the reduction in the risk of harm to service personnel and that safety was the most concerning risk when asked to consider deploying into combat alongside autonomous weapon systems [14]. For comparison, reduced procurement and maintenance costs, the potential for deterioration of command authority and potential deterrent effect were all considered significantly less important by that cohort of future Australian military leaders [14].
Of far more value to this discussion is determining to what extent designers should account for potential harms and balance military values with civilian priorities in the development of potentially dual-use technologies. Repeated examples of platforms designed purely for civilian use being deployed in furtherance of armed strikes by state and non-state actors over the past several years have demonstrated that merely ignoring the potential applications of dual-use technologies is unsustainable, and continued debate over definitional minutia does not bode well for the efficacy of an international ban.

However, this is unlikely to happen while the international community, particularly within the academy, does not distinguish between those designers who agree to consider military values in their work and those who are actively developing weapon systems. The Campaign to Stop Killer Robots has led an effective effort to demonstrate the ethical challenges to research in this space and retains an important role in the ongoing UN discussions. Their calls were amplified by the highly publicised decision by Google employees to publicly oppose its participation in Project Maven, and the 2018 academic boycott of KAIST in response to a rumoured partnership with Hanwha Systems to conduct research toward autonomous weapon systems. The impact of these events is made clear in a recently published survey of attitudes among machine learning and artificial intelligence scholars, which found that 58% strongly opposed other researchers working on lethal autonomous weapon systems, 42% of whom would be willing to resign or threaten to resign over their university supporting such research [15].

These efforts can, and arguably have, had a chilling impact on the willingness of researchers to openly consider military values and potential military applications when conducting related research. The same study found that strong opposition was reduced by almost two-thirds, to 20%, when asked about developing AI tools for military surveillance and to only 6% when the AI application was limited to military logistics [16]. This distinction has some fascinating connotations for further research and would, theoretically allow for some level of military value consideration. However, given the current political climate around autonomous weapon systems, how can we expect junior and mid-career researchers to be willing to risk the kind of censure associated with accusations of promoting the development of “killer robots”. Therefore, for value sensitive design to be a legitimate approach for maintaining meaningful human control in increasingly autonomous weapon systems, the international community must be willing to allow engineers and other researchers to openly consider military actors as legitimate stakeholders during each stage of the VSD methodology.

3. Methodology

A crucial first step in understanding how distinct value preferences may influence the implementation of value sensitive design for autonomous weapon systems, is to identify where those differences are. In order to contribute to this issue, this paper will draw on data obtained from a survey of 48 scholars and policymakers in the Asia Pacific, which was conducted in the first half of 2021. Delivered via the Qualtrics online platform, the survey attracted 48 responses from approximately 132 total academics and policymakers contacted (a rate of return around 37%). Participants in this study were all aged over 25 and located in eleven states (all bar two respondents resided in the Asia Pacific at the time of the survey). It is worth noting that participants were not uniformly distributed, this is unsurprising given that the majority of literature on this topic in English has originated in the United States or Europe. The largest groups were ten respondents from Australia and ten from the United States, with five choosing not to identify and 20 from respondents in ASEAN member states. All bar one of the respondents possessed a post-graduate degree (75% held doctoral degrees), and the gender ratio was 35 male, eight female, with five choosing not to identify.

The initial 132 academics that were approached to respond to this survey were chosen out of an initial group of scholars and policy makers identified in a snowballing reverse-literature review. This group was then evaluated to identify which individuals met one
or more of the following three criteria: first, evidence of recently published research on autonomous systems, international humanitarian law, or international relations within Southeast Asia; second, evidence of engagement with related public policy debate in the region; third, employment by a government department or tertiary education institution in the Asia Pacific. Contact was then made with these 132 academics and policy makers utilizing email, and followed ethical requirements set by the University of New South Wales Human Research Ethics Committee. Those respondents who expressed interest was supplied with further participant information and a link to the survey. We also promoted the survey through professional networks and social media platforms.

The survey instrument was developed with the advice of a cross-disciplinary and cross-cultural group of researchers. This voluntary instrument asked respondents to answer thirty-three questions, the majority of which were based around Likert scales or ranked responses. The survey was tested internally among the authors’ professional networks before it was delivered, and the research team have subsequently received constructive feedback from both respondents and reviewers.

It is worth noting that the target audience for this survey was public policy, security studies and International Relations scholars and relevant policymakers with expertise in the Asia Pacific. While some of the contacted academics had published research related to autonomous weapon systems, the primary purpose was to understand the perspective of those in a position to influence policy in the region, rather than to conduct a survey of those specialising in AI, machine learning, or autonomous systems. Due to being comprised of experts in these fields, we must acknowledge that their responses should not be taken as representative of the general public. This was an intentional distinction, as there are already studies available that, at least somewhat, identify public opinion toward autonomous systems. The purpose of this research was to identify concerns among this group toward the potential for value sensitive design to influence autonomous weapon system development.

Identifying these concerns is of direct interest to any debate around the application of VSD to autonomous weapon systems because international relations scholars and policy experts would be well placed to both understand and inform the perspectives of government and military stakeholders in the design process. International relations and security studies academics, as a stakeholder group, are already contributing to the ethical and legal debate, particularly in the Group of Governmental Experts process. This is a group whose writings on key issues, such as operationalizing a definition of autonomy and conceptualizing meaningful human control, continues to have an outsized influence on the discourse. Furthermore, it is worth noting that the public has historically given greater weighting to the opinion of scholars and foreign policy remains largely the domain of policy makers and academics. The former trend was rapidly capitalized upon by groups opposed to autonomous weapon systems who touted academic, as well as industry, opposition in support of their position.

It is also important to flag up front the limitations of this survey. The first is the sample size; while the underlying study was initially envisaged as being delivered in person on a larger scale capitalising on academic conference attendance, the advent of COVID-19 related travel and event restrictions necessitated a scaling down. While the data collected still makes a valuable contribution to the literature, the smaller scale limits broad-scale generalisation of the results prior to a larger iteration in the future. Secondly, this survey is focused on the Asia Pacific, its intention is to prompt further regionalisation of the discussion of autonomous systems and military applications of artificial intelligence, which have to date been underreported in the literature. As this paper focuses on cross-cultural factors, the data is supplemented by previously published data with distinct geographic focuses, including the 2019 and 2020 IPSOS studies, the 2015 Open Robo-Ethics Institute survey, and the 2021 study conducted by Zhang et al. [15].

Despite these limitations, the data presented in this paper makes three key contributions to the literature and the ongoing debate around how best to limit the potential
for negative outcomes when it comes to military applications of AI and autonomous systems. The primary contribution of this data is that it is, to the knowledge of the authors, the most extensive survey conducted of scholars and policymakers in the Asia-Pacific, a region that (with the exception of China and the United States) has remained at the periphery of discussions around autonomous weapon systems. Secondly, the data allows this paper to present an empirically-based consideration of how distinct perceptions of values will have yet unconsidered, impacts on the applicability of value sensitive design to autonomous systems and AI. From this, one can draw the final major contribution of this paper, which is an examination of the flow-on effects of the export of systems designed solely on the basis of the order in which values are prioritised and perceived by designers and exporting states.

4. Results

4.1. Comparative Standards and Expectations of Transparency and Accountability

Although value sensitive design does not mandate that one start with a conceptual investigation, it is generally the logical place to start, particularly when one is looking to identify and evaluate differences in how distinct stakeholder groups prioritise values. To quickly reiterate, there are three goals of the conceptual investigation stage, to identify stakeholders, analyse potential risks and benefits to each group, and identify which values connect to the technology or issue under consideration.

The stakeholders associated with autonomous weapon systems present a particular challenge to the civilian researcher, as AWS are an innovation that, while reliant on dual-use technologies, remains largely under the purview of military laboratories, being designed principally for use by those in uniform, which can be an extremely difficult group to receive authorisation to formally interview, especially across multiple states. However, the military is no longer the isolated fiefdom that it was in the last century, and other groups will have a significant influence on how these systems are designed or whether they even see the light of day. As a result, the data focused on scholars and policymakers, which are stakeholder groups that give insight into how values around autonomous systems and military AI are likely to be perceived by actors and militaries in the region.

Although no state has admitted having fully developed a fully autonomous weapon system, much less outlined the values they followed in its design, the eleven guiding principles adopted by the GGE on LAWS, discussed above, can provide some guidance in identifying values. Reliability, accountability, human responsibility, security, transparency of process and function, and a clear delineation between civilian and military autonomous systems are all clearly apparent in the guiding principles.

We can also consider the flurry of activity in recent years in the closely related field of designing ethical military AI, which as the fundamental enabling technology for autonomous weapon systems, shed direct light on this issue. A recent evaluation of a selection of ethical AI principles conducted by Galliott, Cappuccio and Wyatt (forthcoming) [16] identified reliability, trustworthiness, safety, accountability, transparency, traceability, equity and value alignment, as commonly cited values in codes of AI ethics. As a more specific example, the US Department of Defense has publicly stated that military AI should be responsible, equitable, traceable, using transparent methodologies, data sources, and procedures. Galliott et al. [16] went on to propose a list of eleven principles for ethical military AI, among which these values were prominently featured. Their findings were based around a similar set of ethical principles to those considered in Umbrello’s examination of data arising from the UK Select Committee on artificial intelligence (2019), which found transparency was the most commonly supported value, with accountability (sixth), responsibility (seventh), security (fourth) and privacy (third) all repeatedly being supported by evidence submitted to the committee from a range of stakeholders including academics, NGOs, governmental bodies and industry.
4.2. Cross-Cultural Comparison of Importance Placed on Accountability and Transparency in Autonomous Weapon Systems

While each of the values identified above would be of importance to an engineering team attempting to incorporate value sensitive design into their development of an autonomous weapon system, for the sake of brevity, this paper will focus principally on transparency and accountability to illustrate the level to which cultural paradigms can influence value expectations. The authors chose to focus on Transparency and Accountability partially due to their unique importance in ensuring value-positive autonomous systems and partially due to the fact that transparency and accountability are values that have been defined differently in different states and cultures. What we mean by this is that, with regard to governmental decision making, for example, Russian policy makers are able to make substantive policy decisions under far less public scrutiny and operate with much lower levels of transparency than their Australian counterparts. Russia is ranked 150 on the World Press Freedom Index (Australia is 25th), 137th of the Corruption Perception Index (Australia is 12th), and was scored at 20/100 by Freedom House in 2021 (Australia was given 97). Importantly, this is intended purely as an observation in support of the decision to focus on these values, and the authors have deliberately chosen not to place a moral value on either standard.

Ensuring that a system remains under the control of a responsible actor, and that actor can be reasonably held accountable for the system’s actions, would be a necessary feature for autonomous systems to abide by the tenets of international humanitarian law and human conscience. In a 2019 study, the private research company IPSOS (on behalf of the Campaign to Stop Killer Robots) identified that 54% of those who stated that they opposed lethal autonomous weapon systems cited the belief that they would be “unaccountable” as a key factor in their opposition [17]. Despite Australia and the United States being the only two states that cross-over between the respondent groups in the IPSOS study and the underlying dataset for this paper, there are still some interesting takeaways. Principally, it is noteworthy that while this rate rose to 65% among Australian respondents, it fell to 36% among respondents from the United States. Ensuring accountability is especially important if one is to subscribe to the belief that engineers are capable of reducing or eliminating the potential for a system to be utilised in a manner that causes harm, as the absence of a direct human operator inherently raises the question of how to ensure systems are used in a legitimate manner, and to what extent designers and manufacturers should be held liable where a system is used in a negative or harmful manner.

In the relevant question, participants were presented with a scenario in which a hypothetical system operating within expected technical parameters (to rule out a pre-existing technical failure or manufacturing defect) experiences an unexpected error that leads to the system mistakenly engaging a civilian vehicle (the exact wording of the question was: “An autonomous system experiences an error while operating within manufacturer’s specifications that affects its preprogrammed ‘decision making’ in a manner that leads to the system mistakenly engaging a civilian vehicle. Rank the following in terms of which group should bear responsibility”). Based on this scenario, respondents were asked to rank a series of stakeholders in terms of what level of responsibility they should be assigned for any resulting harm. The presented stakeholders were: The manufacturer as a corporation, the system’s designer/architect, the military officer responsible for overseeing the system, the commander who ordered that the system be put into operational use, the politicians who allocated funding to procuring or developing the system, and the lawyers who completed the legal review of the weapon prior to its deployment. The goal of this question was to identify expectations of how accountability should be assigned in the event of illegitimate harm, which is among the core issues that continue to characterize the international debate. As a baseline, we can first consider the overall total rankings, which reflected a general perception of the most responsible stakeholders (if we combine responses that ranked them from first to third). Overall, the greatest percentage of respondents (56.7%) ranked the manufacturer as a corporation as highly responsible for the theoretical harm (24% first,
This is closely followed by the 56.3% who would blame the system’s designers/architects (21% first, 14.7% second, and 20.6% third). That the most responsibility is placed on these groups is of particular importance given value sensitive design’s contention that it was possible for engineers to eliminate the potential negative use cases of a technology. While the commander who authorised the deployment of the weapon system would be blamed by a smaller 47% of respondents, it is notable that the commander was held second most responsible for the theoretical harm at a significantly higher rate than either the manufacturer or the designers (23.5%), which would suggest that significant accountability should still be placed in the lap of the military officer who authorised forces to utilise the system, even where the manufacturer was believed to have not sufficiently limited the potential for harm. The other category of stakeholders were the politicians who allocated funds or otherwise signed off on the acquisition of the system and the lawyers responsible for conducting the Article 36 legal review, in that they were ranked sixth or seventh by 38.3% and 64.7% of respondents respectively. The overall impression from the data would suggest, therefore, that accountability is perceived to primarily sit with those who have direct input into the design of the system and the decision to place it in the situation where the error leading to harm occurred. In a way, this is similar to how military accountability is perceived with current generation weapon systems, where accountability of harm to civilians is generally assigned to the designers (in the case of a technical failure) or the system’s operators (where the fault stemmed from the incorrect use of the system).

Breaking this data down on the basis of geography and strategic culture, there are some interesting takeaways that should be highlighted. The first is that, while the majority of respondents held those in the design and manufacture stage significantly responsible, this rate was even higher amongst Australian and the United States respondents, while it was placed in the second tier by the majority of Singaporean and Vietnamese respondents, and in the lower rankings by Indonesian and Philippines respondents. The gap is also apparent when respondents ranked the designers of the system’s artificial intelligence, which was placed in the bottom three rankings by the majority of Singaporean respondents, but in the top rung by the majority of those in Australia and Vietnam, and in the middle by those in the United States and Indonesia. At the same time, however, no Australian respondents placed the most blame on the commander who ordered that the offending system be deployed, and only 28% ranked the commander second. Instead, the commander, as well as the directly supervising officer, were placed in the middle band by the majority of Australian respondents. Contrastingly, approximately two-thirds of Indonesian and Singaporean respondents placed the commander among the top-three most responsible for the error leading to harm, with similar rates among Philippine and Vietnamese respondents. Finally, while the majority of respondents placed only a minor level of blame on politicians and policymakers, there was more nuance on the individual state level. For example, 67% of Indonesian respondents and 75% of Singaporean respondents ranked politicians in the top-three most responsible stakeholders. Compare this to the 30% of Australian and 44% of United States respondents who ranked politicians similarly. There was a similar discrepancy in the number of respondents who placed some responsibility on military lawyers. Distinctions in the level of responsibility that policymakers would expect to be placed on different actors in the event of an unintentional or illegal engagement by an autonomous weapon system support the concern that different states may take distinct approaches to ensure accountability in those cases, which raises further concerns as to the continued legitimacy of future uses of force.

Central to ensuring accountability is the need for systems to be sufficiently transparent and recognisable that even those charged with auditing their use externally can understand how the system reached a particular decision or justified a given action. In essence, here we are talking about the “black box” problem (a system “for which we know the inputs and outputs but can’t see the process by which it turns the former into the latter” [18]) and the challenges engineers face in designing systems to be secure and capable of operating
outside of direct human control while still ensuring that their actions remain intelligible, justifiable and auditable.

Certainly, the data collected in this survey supports the contention that developing and implementing effective transparency measures is vital for ensuring the ethicality of future deployments of autonomous weapon systems. When asked to consider this issue against a Likert scale, 72% of respondents considered military transparency to be an important aspect for any deployment of autonomous weapon systems to be ethical, and a further 21.9% considered it somewhat important. There was a similar level of importance placed on government transparency, with 69.7% believing it was important or somewhat important (18%) to ensure the ethics of future deployments. Given that the respondents were all educated scholars and policymakers, this result is unsurprising, and the only significant cultural variation appears in the percentage of respondents who were unsure. There were no respondents who thought government and military transparency were somewhat unimportant or unimportant.

Respondents were then presented with a list of six transparency factors and asked to rank them by the level of importance for ensuring that government and military use of autonomous systems remains ethical. The first factor was the timeliness of public disclosure of when autonomous systems are deployed, which was incidentally ranked most important at the highest rate (44.4%), with a further 29.6% ranking it second. The consistency of government reporting was the second most important factor for the majority of respondents (51.9%). While there was a broader spread of allocation among Australian and American respondents, there were no significant cultural variations between these two factors.

The next factor, openness to NGO oversight and guidance, was ranked fifth in terms of importance for ensuring transparency by 41% of respondents, with 30% placing it third and only 7.4% considering it the most important factor. On the individual state level, it is worth noting that Australian respondents (and one Belgian) were the only ones to consider this the most important, or second most important, factor. The majority ranking for this factor appears to have primarily stemmed from the Indonesian, Singaporean and American respondents, the majority of each of whom considered openness to NGOs as unimportant compared to the other factors for ensuring legitimacy. Overall, however, the fact that the significant majority of respondents considered openness to NGO oversight and guidance as of only middling to lessor importance to government transparency. This raises questions regarding calls for NGOs to take an active role in assessing or applying compliance measures for autonomous weapons, as well as the extent to which the Campaign to Stop Killer Robots should continue to have a significant role in the development of those future regulations.

When we combine this with the rankings that were given to the involvement of NGOs in providing ethics training to soldiers, one is left with concerns as to how much of a role NGOs could have in ensuring the transparent use of autonomous weapon systems. The fact that 77.8% of respondents considered this the least important factor (with a further 15% ranking it as the fifth most important factor) would suggest that respondents would not rely heavily on the non-government sector to teach ethical behaviours and promote transparency among soldiers charged with overseeing autonomous weapons. Arguably more importantly, however, it suggests that the seemingly logical basis for ensuring consistently applied values in design, which is the direct involvement of respected, external, and independent NGOs in training engineers and designers on military ethics, is not considered an important factor in measuring whether a principle one of those values is being met, being transparency. Given this result, it is particularly important for scholars to be pushing states to become first movers in the incorporation of NGOs into how they train their soldiers to operate alongside autonomous systems in a ethical manner.

The fifth factor was the level of detail provided on actual systems adopted and deployed, which most respondents firmly ranked in the middle tier (22.2% third and 48% fourth). Once we split the results based on geography, it is interesting to note that the only respondents who placed this as the most, or second-most, important factor were from the United States (only 22%), Vietnam, and Singapore. Australian, Indonesian, and Malaysian
respondents principally assigned this factor a middle-level ranking. Given the centrality of the question of what should be classified as an “autonomous weapon system” to the legitimacy and effectiveness of any future regulation, as well as the obvious challenges inherent in following the Russian suggestion that such determinations remain solely in the hands of individual states, it was surprising to see that outside the United States, Vietnam and Singapore, none of the respondents considered the public’s capacity to access timely and accurate data on what systems the military is employing to be of significant importance in ensuring the use of those systems is sufficiently transparent. This raises obvious challenges to the concept of public accountability but provides some interesting guidance on how engineers could balance their response to the politically charged “black box” AI issue [19]. In the absence of effective public pressure driving individual states to require such disclosures from manufacturers and designers, the engineers that work in this space are not incentivized, and may even be dis-incentivized, from developing systems that allow for either external regulation or plain language statutory reporting.

The final factor presented to respondents was the clarity of my military’s controls on the use of autonomous systems, which had the most even spread amongst total respondents in terms of the importance of ensuring that government and military applications of autonomous systems remain transparent. While there was not a significant geographic correlation for this factor, the transparency of the operational requirements that a military place on its decision to deploy a given weapon system is of less importance to the design stage.

Overall, this data supports the contention that the question of whether a universal set of ethics and values can be determined and enshrined in regulation is less important than a thorough understanding of how those values are perceived by those charged with implementing design choices. Consider firstly the example given in the accountability question, where an autonomous system experiences an unexpected error and illegitimately uses force against a human. While ‘accountability’ would arguably be the most likely value to be supported for inclusion in any future international regulation of autonomous weapon systems and will almost certainly continue to have pride of place in the CCW discussions, merely requiring its consideration at the design stage would not necessarily lead to its universal implementation. For a moment let us limit ourselves to the Australian and Indonesian respondents. The Australian respondents placed a heavier burden on the manufacturer and AI system designer than the average, while placing the commander who authorised its deployment and the officer charged with overseeing its use in the middle rankings. By contrast, the majority of Indonesian respondents placed the authorising commander in the top-three most responsible actors, and the manufacturer in the middle rankings. The question of which camp is correct is irrelevant for the purposes of this paper. What is interesting is how these diametrically opposed rankings would influence how an Indonesian design team and an Australian design team incorporated accountability into their methodology. Given this data, it would be defensible to argue that the Australian team would be more likely to focus its efforts on measures for ensuring manufacturer accountability (such as improved quality control, the dissemination of safety and technical standards, or the establishment of a government watchdog), while the Indonesian team’s focus would be on measures within the military legal process or in the training and oversight of its commanders. Both teams would state that they have successfully incorporated accountability but would disagree with the other’s approach, and neither would necessarily have met the intention of the hypothetical international regulation. Based on this data, we would expect to see a similar discrepancy if the teams were asked to embed transparency in the design of autonomous systems. For example, ensuring that the system allows for NGOs to provide guidance and feedback, was only considered to be in the top rankings by some Australian (and one Belgian) respondents, while the majority of respondents considered it far less important, would suggest that only the Australian design team would be likely to prioritise design choices that allowed for this involvement, particularly at the expense of other avenues.
However, we should also consider the possibility that these discrepancies are the result of distinct contexts and societal norms, rather than a disagreement on how to define a given value or the standard at which the respondents would believe that value was satisfied. For example, under this approach the difference in accountability levelled against manufacturers could be attributed to respondents from state A living in a society that places a higher legal burden on manufacturers, while state B’s legal regime places greater responsibility on users in cases of harm arising from the use of a product. Even with this approach, however, the central problem is determining how pre-emplaced design constraints can allow a system to behave “ethically” when different environmental contexts would “shift the goalposts” so to speak.

However, in its entirety this data supports a conclusion that, for value sensitive design to be successfully incorporated into the design of autonomous systems and military applications of AI, it must account for the transitions and divergences that occur when geographically-, socially- and culturally-diverse groups translate the high-level value into guiding norms and regulations and then finally into value prioritisation and design choices.

5. Discussion

5.1. VSD as a Technical Design Stage Approach to Meaningful Human Control

A common argument in favour of pursuing a value sensitive design approach to AI and autonomous weapon systems is that part of prioritising ethics in the design process for these technologies would involve embedding meaningful human control elements into their very fabric. However, as with other proposals for making machines behave ethically, a significant problem with a VSD-based approach to autonomous systems and AI is that machines are inherently incapable of morality. Putting aside the concept of General AI, the type of functional, task-based artificial intelligence that is central to this debate does not possess sentience or free will. As they are incapable of forming their own morality, designers must settle for embedding parameters that ideally limit the system’s potential actions to those within established limitations that correspond to, or are reflective of, what the designer would consider ethical boundaries. The realm of possible “ethical” behaviours for AI, particularly those relying on machine learning, is therefore limited to situations and decisions that were sufficiently serious, foreseeable and within the intended use case that they were identified as issues by the engineering team, and that a solution was technically feasible. Outside of these scenarios, current technology would limit the capacity of autonomous systems to behave “ethically” in an unexpected situation. This is further complicated by the fact that the system’s designers can only account for situations that fall within their experiences and that they would consider sufficiently important that a given behaviour or restriction should be prioritised at the expense of another aspect of the project.

5.2. What Are the Problems with VSD in the Context of LAWS?

There are certainly well-reasoned arguments in favour of implementing value sensitive design as a tool for ensuring that future autonomous systems are limited in their potential negative impacts and remain under sufficient levels of meaningful human control regardless of operational and doctrinal decisions (which are generally seen as the domain of individual militaries). Unfortunately, this approach is not without its demerits, and we must now turn to those of particular relevance in the context of increasingly autonomous systems and military applications of artificial intelligence.

The first issue with relying on value sensitive design in this context is that it would require that one commits to the underlying assumption that “certain values are universally held, and that this fact can provide normative direction in design” [20]. While VSD also acknowledges that culture plays a role, it is limited to influencing how these values “play out” in a given time period, and although some values are culturally specific, there are also universally applicable factors upon which the methodology can rest [21]. Those limited values that can be said to be universally present across cultures are outnumbered
by those that are either absent or differently interpreted by different cultures, even within geographic regions. The problem, therefore, with a “universalist” approach has less to do with the existence of globally accepted values among those that are more relative, than it does with the risk that policy-makers and scholars will assume that engineers, designers or even end-users will act in a particular way [22], when in fact holding the same “value” on paper may translate into very different design decisions once it has passed through the lens of culturally distinct normative frameworks. This leads to another potential pitfall in the case of autonomous weapon systems.

Assuming a universally applicable set of values as the starting point for international regulation of an emerging technology presents an additional risk that actors will, whether innocently or maliciously, claim to have designed or procured systems that meet a given value (for example, accountability) but the standards used may be different from those of another state, or even the designer in the case of a purchased system. A related question is that when designing the underlying list of values to be considered by a development team, it becomes necessary to grapple with the question of who should decide which values should be considered and how should value prioritisation decisions be made. If those questions have different answers based on cultural, organisational, legal, doctrinal factors, for example, then we cannot be certain that even if the international community was to agree on a universal set of values that should guide autonomous system development, that it would result in universal design decisions.

Given the centrality identifying, analysing and prioritizing values to the concept of value sensitive design, it is particularly concerning that after seven years of formal discussions, there remains no agreement on the finer details of key concepts in this space [1]. Despite ostensibly being the principal venue for such discussions, the ongoing Group of Governmental Experts on LAWS process, organised under the auspices of the UN and the Convention on Certain Conventional Weapons, has yet to yield a universal definition of autonomous weapon systems, much less technical standards to guide engineering teams. This concern arises from the fact that an absence of commonly agreed definitions, technical standards or governance measures reflects the level of difficulty that is likely to characterize attempts to develop any universalist value set that could guide developers that wish to integrate positive values into autonomous systems.

The closest the process has come to reaching a normative framework was the adoption of the eleven Guiding Principles affirmed by the Group of Governmental Experts on Emerging Technologies in the Area of Lethal Autonomous Weapons System, in September 2020 [23]. The most relevant of these principles to this paper are:

- “Human responsibility for decisions on the use of weapon systems must be maintained since accountability cannot be transferred to machines. This should be considered across the entire life cycle of the weapons system”;
- “Accountability for developing, deploying and using any emerging weapons system in the framework of the CCW must be ensured in accordance with applicable international law, including through the operation of such systems within a responsible chain of human command and control”;
- “Risk assessments and mitigation measures should be part of the design, development, testing and deployment cycle of emerging technologies in any weapons systems”;
- “Discussions and any potential policy measures taken within the context of the CCW should not hamper progress in or access to peaceful uses of intelligent autonomous technologies”.

Although these principles are neither binding nor specific enough to build a domestic legislative framework upon, they do provide some valuable guidance for those interested in incorporating VSD into autonomous weapon systems. The first salient point to draw from these principles is that the GGE clearly places concern on maintaining a sufficient level of control over autonomous weapon systems that human accountability and responsibility can be maintained. That this requirement is reflected so strongly in the principles suggests that the GGE delegations, and the non-governmental representatives, remain
at least somewhat optimistic that a compromise can be reached short of a pre-emptive ban, which would require future systems to retain a sufficient level of meaningful human control, as well as in their capacity to generate an objectively assessable standard for determining whether a given system meets those standards. This is certainly an area where the incorporation of a value sensitive design methodology into autonomous system development and conceptualisation could have a significant impact on translating the GGE’s guiding principles into a technically and diplomatically feasible set of regulations.

We can also see in these principles a commitment to the idea that risk assessment, open communication, and cross-disciplinary consideration of technical and policy challenges should be incorporated into every stage of the conceptualisation, design, testing and development cycle. From this, we can logically infer those considerations of risks, responses, and design decisions would also be expected in the processes by which militaries would select, procure, and incorporate these systems into their arsenals. The tripartite, iterative methodology of value sensitive design would appear to suit these requirements quite well, particularly with its insistence on stakeholder principles guiding, and in turn being shaped by, technically feasible design choices. However, these principles also highlight a problem with applying a universalist methodology in that it would raise the question of who should decide which stakeholders should, and should not, be heard in the process, and what weight should be given to each value in the design process. As well as, arguably more importantly, who should decide in which order values should be prioritised or that a state’s declaration of considering values in the design of an autonomous system meets or fails some external standard for measuring the legitimacy of that process. That being said, however, VSD is conceptualized as an iterative methodology, which suggests that broader thinking is necessary. We could, for example, consider the potential interaction between VSD as a guiding approach that informs, and is informed by, governing bodies, which could make the approach more flexible and capable of evolving alongside shifting policy positions and values among principle-stakeholder groups.

Finally, the guiding principles are clear that the ongoing discussions of a ban under international law should not interfere with the development of civilian technologies. This is particularly problematic given the inherently dual-use nature of both robotics research and artificial intelligence training methods. The question of how to balance protecting the capacity of researchers and corporations to pursue legitimate civilian innovations in these spaces and the desire to limit the potential for autonomous weapon system development or proliferation is both complicated and unresolved. In the absence of some clear way of delineating between the two, additional restrictions on autonomous systems research and continued pressure on those working on research with potential military applications (but not direct weapon systems) will continue to have a chilling effect, particularly among junior researchers and corporate funders. Unfortunately, value sensitive design would not, by itself, resolve the issue, although incorporating transparency and cross-disciplinary cooperation into the research and design processes for AI-related research would be a valuable first step.

Although most state delegations at the most recent meeting of the GGE on LAWS (August 2021 at the time of writing) agreed to support these guiding principles, a closer examination of submissions to meetings of the group, as well as broader literature, is illustrative of deep divisions on the topic of autonomous weapon systems. Somewhat expectedly, the major division between state delegations is between those who have publicly supported a strong legal regulatory regime be established (of which a smaller number support a “ban” in the traditional sense), those who have agreed to participate in the CCW GGE process but stopped short of strong support for additional regulations, and those who have, for various reasons, pushed back on a ban, acted disruptively, or put forward support based on unworkable understandings of “autonomous weapon systems”. In August 2020, Human Rights Watch [24] noted that, of the 97 countries that had publicly commented on the question of autonomous weapon systems, 30 states had expressed support for a ban. These states were Algeria, Argentina, Austria, Bolivia, Brazil, Chile,
China (issues with this inclusion are discussed later in this article), Colombia, Costa Rica, Cuba, Djibouti, Ecuador, El Salvador, Egypt, Ghana, Guatemala, the Holy See, Iraq, Jordan, Mexico, Morocco, Namibia, Nicaragua, Pakistan, Panama, Peru, the State of Palestine, Uganda, Venezuela, and Zimbabwe. Reaching Critical Will maintains a very helpful list of submissions to the GGE, in which countries have announced their position on a legal framework, some of whom have outright called for a developmental or deployment-based ban. States that took the view that a ban on fully autonomous weapons is necessary at the 2020 and 2021 meetings included Brazil, Chile, Mexico [25], Canada, Costa Rica [25], and Venezuela [26]. Somewhat unsurprisingly, none of these are traditional great power states, nor are they known developers of increasingly autonomous military technologies. A less cynical perspective would focus on the fact that their opposition to a ban has been couched in humanitarian terms, following the lead of the Vatican in opposing the transfer of the decision to end human life to a non-human entity on ethical as well as geostrategic grounds.

The second group, those states that have committed to supporting and participating in negotiations within the GGE without calling for a blanket ban on autonomous weapon systems, is also significant. Most support some level of additional legal or normative restrictive frameworks but stop short of supporting a pre-emptive blanket ban. For example, the Philippines delegation has called for a normative and operational framework and legally binding restrictions under the Convention on Certain Conventional Weapons but differentiates these calls from its support for a ban on anti-personnel LAWS [27]. Again, a failure to enthusiastically support calls for a blanket ban on “autonomous weapon systems” is unlikely to be due solely to either geostrategic or ethical concerns. For example, the Finnish delegation in 2021 argued that, while a pre-emptive ban could be imposed on LAWS “that operate in a truly independent manner or which perform tasks with no limitations and/or without a tasking by a human” [28], there remains a significant grey area with emerging technologies and the international community should focus on building processes for separating out legitimate applications so that innovation is not stymied by unrealistic oversight measures [28]. It is noteworthy that states, such as Australia, have instead put forward arguments in favour of more moderate control mechanisms and stated that discussion of “a prevention or ban treaty on LAWS is premature” [29]. It is also worth noting that the application of AI to military logistics have been generally deemed separate from weapon systems and targeting tools in the international discussions. While disagreements remain between states on the specifics of a definition for autonomous weapon systems, published definitions would not cover back-end integrations of AI in any pre-emptive ban. Finally, some states have put forward suggestions on control regimes that build on or incorporate existing compliance mechanisms, including France and Germany.

It is worth explicitly noting here that, despite appearing as a supporting group on the Campaign to Stop Killer Robots list, the Non-Aligned Movement’s submissions to the GGE on LAWS are indicative of a more complex position. With more than 120 member states and a well-known commitment to non-interference, it is difficult to rely on these statements as comprehensively reflective of the individual member’s positions. Indeed the 2018 statement from the Non-Aligned Movement referred to a re-emphasis of the position adopted at the XVII Summit of the NAM and 2018 NAM Ministerial Meeting (the Baku Declaration). However, the 206-page XVII Summit Final Declaration contains only a single paragraph that refers to LAWS, while the Baku Declaration does not actually mention autonomous weapon systems [30]. Taken together, it is difficult to agree with the Campaign that the NAM supports a ban rather than further discussions, and a closer examination of statements made by member states suggests that the NAM is a good case study of a moderate faction within the GGE debate.

The final “faction”, to continue a metaphor, in the ongoing GGE on LAWS discussions are those, typically great power states, who have sought to oppose, disrupt, or block the group’s deliberations, and publicly stated scepticism regarding the need and utility of a ban. Chief amongst these is, of course, the United States, which has an unfortunate
history of reluctance to compromise its pursuit of a military technology at the urging of the international community, examples of which include its continued refusal to sign the Ottawa Mine Ban Treaty, recent walk-back of a domestic policy disallowing the use of anti-personnel mines [31], and its refusal to ratify the UN Treaty on the Prohibition of Nuclear Weapons [32]. Given the centrality of military applications of artificial intelligence and increasingly autonomous weapon systems to the Third Offset Strategy, it is hardly surprising that the United States would not react with great support to efforts to introduce binding international legal restrictions on the perceived basis of their future force. For similar reasons, one may have been surprised by China’s 2018 proclamation that it would support a pre-emptive ban on lethal autonomous weapon systems [1]. However, once one reads the submission carefully, it becomes clear that the Chinese delegation is proclaiming support for a ban on a surprisingly small category of system that would effectively overlook most systems currently proposed by states. For example, their definition of LAWS would discount systems intended principally for anti-vehicle or anti-material roles, as well as those that retain the capacity for any intervention by a human supervisor (including the capacity to manually abort or shut down the system during operations) [1]. Relying on this support would lead to a ban that would only cover a fraction of what opponents of autonomous weapon systems are actually proposing, and the argument that this was a genuine contribution in favour of the pro-ban camp must be considered sceptically by analysts, especially given the centrality of autonomous weapon systems and military AI to “intelligentized warfare” and the expectation among Chinese military planners that autonomous systems will be central to the next Revolution in Military Affairs [33]. The last great power that could be grouped into this final camp is Russia. Given its public and significant investments in military robotics in recent years, it is hardly surprising that the Russian Federation would also take a dim view of the proceedings, and the Russian delegation has repeatedly called for the GGE on LAWS to focus first on developing a universally agreeable definition of autonomous weapon systems, while simultaneously putting forward a definition that would exclude systems that retain some engagement with a human operator (the delegation explicitly supports excluding UAVs from the debate) [34], is limited to physical (rather than cyber) platforms, and that the final responsibility for assessing whether systems meet a definition of “autonomous” and are used responsibly should remain with the individual states [34]. Russia has also argued (as has the United States and others) that existing international law is adequate for regulating the use of autonomous weapon systems [35]. While these are genuine and important issues, when put into the context of Russia’s pattern of disruptive and provocative behaviours in recent years, particularly in cyberspace, it suggests an intention to slow the CCW process before autonomous weapon systems become a reality. It is worth noting that each of these three states has made arguments in support of autonomous weapon systems on ethical grounds, arguing that the technology may be more effective than human operators in certain situations, may assist in the protection of civilians, and that they would lessen the physical and psychological toll on soldiers.

Granted, some of these divisions will have arisen from competing geostrategic or commercial interests; however, the continued debate over the finer details of virtually every term in the autonomous weapon system lexicon does not bode well for the argument that a universalist set of values could be codified. This is further complicated by the fact that the emergence of autonomous weapon systems is occurring in a competitive, multipolar series of development efforts. Therefore, while we can utilize VSD to identify differences between how individual actors are planning to implement meaningful human control and generate a better understanding of where common ground can be found, we cannot operate under the premise that there is a single design process upon which we can impose a VSD conceptual framework.

Implementing a globally accepted approach to value-sensitive autonomous systems would require a variety of trusted actors to represent different stakeholder groups (which creates further issues around how many global militaries and legal systems can be rep-
resented in a manageable stakeholder set), publicly verifiable access to in-development or proposed autonomous weapon systems (as well as the military officers guiding the development of accompanying strategic requirements), and universally agreed and sufficiently specific technical standards that could be applied. At the present time, however, attaining all three of these requirements appears impossible, which represents a serious barrier to implementing VSD on a sufficient scale with uniformity. This is particularly unfortunate given the fact that value sensitive design is built around the concept that one can identify, empirically analyse and prioritise certain values over others in the design of the given technology.

Furthermore, if the international community cannot show a sufficient level of uniformity on what values should apply to autonomous systems, as well as an understanding of how a given military would prioritise those values, then the approach will not be effective. While most advanced western militaries have spent the past two decades promoting the concept of interoperability and coalition operations, there remain differences even between close military allies around operational culture, doctrine, interpretations of international law, and legitimate uses of force. The role of distinct military and strategic cultures on how different states integrate a given technology into their arsenals is well documented in the military innovation literature. Arguably the most comprehensive recent publication on this issue is Adamsky’s *The Culture of Military Innovation* [36], although other useful discussions have been written by Raska [37], Horowitz [38], Goldman and Leslie [39]. Therefore even if one was to limit the discussion to close military allies that share similar cultures and generally hold similar norms of military behaviour, for example, Australia, the United States and the United Kingdom, differences remain in how soldiers are trained to consider the use of force, the legal requirements for testing and adopting new weapon systems, and distinct geostrategic goals and operational taskings, that would complicate the roll out of an autonomous weapon system developed purely by the United States. Obviously, these challenges grow when one considers the impact of a system being developed by Russia or China, both of whom have well-documented track records of exporting advanced weapon systems to nations outside of their traditional sphere of influence.

The distinctions between how autonomous systems are viewed by states and the demonstrated market for remote operated uninhabited systems tie directly into a second problematic aspect of value sensitive design, its assumption that it is possible for engineering and design decisions to substantially, if not completely, remove the possibility that a system will be used in an unintentionally harmful or nefarious manner. Regardless of whether this assumption is generally defensible, which the authors believe it can be, it is particularly problematic in the case of autonomous weapon systems. This comes down to the fact that autonomous systems would lack the capacity to interpret contextual information and apply circumstance through interpretations of pre-programmed frameworks reflective of norms. In effect, the argument goes, the capacity for autonomous weapons to act in an “ethical” manner would depend solely on the capacity of designers to foresee potential scenarios and provide hard-coded guidance prior to deployment. This is further exacerbated by the absence of well-trained and responsible human operators, who would ideally be able to intervene in the event of failure.

Finally, we should consider the fact that, in the absence of universally agreed to technical standards or a common definition, there is an open question as to whether the quality standard deemed acceptable by designing engineers in one state would be accepted by those in another state. Opening the internal decision logic or giving access to core code may somewhat alleviate the impact of this disconnect; however, it would require militaries to be willing to allow external reviewers access to this sensitive data and could further open future autonomous systems to the risk of interference by malicious actors.

However, even if we put aside the question of the technical feasibility and diplomatic challenges involved in relying on a series of separate engineering teams to limit the potential harms of autonomous weapon systems, and accept the premise that engineers can prevent most misuses of technology and implement ethical uses through design choices, which is
a core assumption of value sensitive design, the question remains, whose values are we asking them to impose on autonomous weapon system design?

6. Conclusions

While the authors acknowledge that the preceding analysis is based on a comparatively small dataset, it is nonetheless indicative that there is sufficient divergence in how values are likely to be ranked during the value sensitive design methodology, based at least partially on the culture of the designers and policymakers. Given the fact that autonomous systems will, by definition, be more reliant on engineering and design decisions for ensuring their behaviour remains ethical, it is even more important to identify not only how to technically meet those standards but to understand how those standards and expectations shift across cultures.

With that said, the authors maintain that value sensitive design remains a methodology that has significant promise when it comes to identifying a feasible and practical mechanism for limiting the potential for harm stemming from autonomous weapon systems without resorting to a pre-emptive ban. However, the differences in how stakeholders would rank the above variables in terms of importance for meeting their standards of accountability and transparency suggests that the universalist mindset that continues to permeate the discourse around VSD needs to be altered. While the most straightforward solution would be to insist on some sort of supranational assessment and enforcement mechanism for ensuring that systems are correctly classified as autonomous and that the developer has meaningfully engaged with the value-sensitive design methodology, the fact remains that leading states (particularly the great powers) are unlikely to relinquish control over a technology that has been widely identified as vital to the future force paradigm. Instead, we suggest using the proliferation of cyber security ethics frameworks as a model, where centralised, broad values are identified and championed by industry and professional bodies, but individual designers work toward varying standards based on internal culture and the expectations of their end-users.
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