Multi-ETS carbon prices forecasting based on EMD-SVM model
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Abstract. With the widespread attention of governments around the world on climate issues, carbon pricing-related policies have been gradually adopted by countries to deal with climate change. Among these policy tools, the carbon emissions trading system (ETS) is the most widely used. Carbon price plays a crucial role in this trading system, not only determining the trading activity, but also affecting the market stability. Therefore, carbon price prediction is so significant that we are motivated to study it. However, carbon price presents complex nonlinear dynamic characteristics, which makes some existing methods inaccurate. To address it, this paper combines empirical mode decomposition (EMD) and support vector machine (SVM) to predict carbon prices. The original carbon prices are signal-decomposed by using EMD and the decomposed signal is predicted by using SVM. Based on the EMD-SVM model, this paper conducts empirical analysis on the carbon prices of multi-ETS, including European Union ETS and China ETS pilots. The results of analysis show that the EMD-SVM model has better overall forecasting ability, and carbon prices forecasting performance of China ETS pilots is better than that of the EU ETS, while the short-term forecasting results of the model show the opposite conclusion. The proposed EMD-SVM model is advisable in carbon prices forecasting for market participants and regulatory authorities of multi-ETS.

1 Introduction

Since the industrial revolution, global climate change caused by excessive carbon emissions has had a serious impact on the environment and human life, and experience has shown that it is difficult to achieve the desired goal by government compulsory requirements or voluntary reduction of economic entities. On February 16, 2005, the "Kyoto Protocol" came into effect, and countries established carbon emission trading systems (ETS) successively, so that carbon emission rights have commodity attributes and can be traded in the market. China's united carbon emissions trading market was officially established on December 19, 2017, and is still in its initial stage.

To a certain extent, predicting carbon prices can get rid of China's current passive situation in the international carbon market, improve the risk precaution ability of the enterprise while reducing the loss of its carbon product prices, so the research of this paper has important theoretical and practical significance.

Due to the different maturity of the carbon market around the world, carbon prices are affected by different factors, showing different volatility characteristics, so research models for predicting carbon prices are not the same for different markets. However, models on carbon prices prediction are basically divided into three categories: traditional econometric models, machine learning models and hybrid models.¹ The traditional econometric models mainly includes generalized autoregressive conditional heteroskedasticity model (GARCH)², autoregressive model (AR) and autoregressive moving average model (ARMA)³, Autoregressive Integrated Moving Average (ARIMA) models, etc. For example, Byun et al. (2013)⁴ studied the volatility prediction ability of GARCH-type models, and found that the prediction results of GARCH-type models are better than AR model.

However, carbon prices time series has its own nonlinear and non-stationary characteristics⁵, which makes traditional prediction models in poor performance. As a result, researchers introduced machine learning models to carbon prices prediction. It was considered to have strong promotion, high-speed computing features⁶, such as k-Nearest Neighbour (KNN), back propagation neural network (BPNN), least squares support vector (LSSVM)⁷. However, the use of a single machine learning model does not allow high-precision prediction of complex nonlinear carbon prices predictions. Zhu and Wei (2011)⁷ used the hybrid model of GMDH-PSO-LSSVM to predict the carbon prices of the EU ETS. The results showed that the hybrid model was better than single model.

The above literature rarely compared the prediction effects of different carbon emission systems with a hybrid model containing machine learning model, and studied the applicability of the models under different trading systems. This paper used EMD-SVM hybrid model to forecast carbon prices of the EU ETS and China ETS pilots, in order to compare the prediction effects of the hybrid models in these markets. The empirical mode decomposition (EMD) proposed by Huang et al. (1998)⁸ was widely used in multiple time series fields⁹.¹².
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Based on the above analysis, the carbon prices have a highly complex nonlinear characteristic in the carbon markets around the world. When forecasting carbon prices, this paper uses EMD-SVM hybrid model to predict the carbon prices and observed the prediction performance of the three carbon markets. So that we can find a more suitable carbon prices forecasting market for this model.

2 Methodology

2.1. Empirical Mode Decomposition (EMD)

Empirical Mode Decomposition (EMD) is an adaptive signal decomposition method for nonlinear, non-stationary signals proposed by Huang et al. (1998). [8] It can decompose the fluctuations of different time scales in the signal into several Intrinsic Mode Functions (IMFs) with different frequencies and one residue. And the residue represents the overall trend of original signal. The specific decomposition method of EMD is as follows. [11]

Step 1: The EMD model finds the extreme points of the original sequence \( x(t) \), and uses the cubic spline function to fit the extreme points respectively to form the upper and lower envelopes. Then the model averages the two envelopes and the average envelope \( m_1(t) \) is obtained.

Step 2: Subtract the original sequence \( x(t) \) from the average \( m_1(t) \) obtained in Step 1, and yield a new sequence \( h_1(t) \):

\[
h_1(t) = x(t) - m_1(t) \quad (1)
\]

Step 3: Check \( h_1(t) \). When \( h_1(t) \) meets the definition of IMF, \( h_1(t) \) is defined as an IMF \( c_1(t) \). Otherwise, let

\[
x(t) = h_1(t) \quad (2)
\]

return to the Step 1, and cannot repeat unless \( h_1(t) \) meets the conditions.

Step 4: Subtract the first IMF \( c_1(t) \) from the original sequence \( x(t) \) and obtain the residue \( r_1(t) \),

\[
r_1(t) = x(t) - c_1(t) \quad (3)
\]

Step 5: Perform the steps 1–4 only when the termination criterion is met.

Finally, we obtain

\[
x(t) = \sum_{j=1}^{n-1} c_j(t) + r_n(t) \quad (4)
\]

2.2 Support Vector Machine (SVM)

SVM is a machine learning model proposed by Cortes and Vapnik (1995) [13], which follows the principle of structural risk minimization rather than empirical risk minimization. And it can be accurately implemented for small-sample high-dimensional nonlinear systems, which has a good generalization ability. [14]

To put it simply, nonlinear separable problem is converted into linear separable problem and the real space is transformed into a feature space. The regression function of SVM in high dimensional feature space is:

\[
f(x) = w \cdot \varphi(x) + b \quad (5)
\]

where \( \varphi(x) \) is a nonlinear mapping function, \( x \in R^m \), \( w \) is weighted vector and \( b \) is biased vector.

3 Empirical analysis

3.1 Data description

At present, China's national unified carbon market is still in the construction stage; there is no national trading activity, only transaction data of eight pilots. On June 18, 2013, Shenzhen pilot firstly launched carbon emissions trading in China, then Hubei pilot began trading in the following year. At present, Hubei has become the most significant trading volume among the eight pilots, so this paper selects Hubei and Shenzhen two pilot cities. In order to ensure the data comparability and time consistency, the three markets selected data from May 1, 2014, to March 29, 2018, as shown in Fig. 1. This paper divided the total sample into training samples and test samples in a ratio of 8:2.

Fig. 1. The daily carbon prices of the study areas.

3.2 Empirical results

3.2.1 EMD.

For the adaptive algorithm EMD, it can automatically decompose different numbers of IMF according to the data characteristics, without pre-setting the number of IMF. And the final EMD results of carbon prices were shown in Fig. 2. As shown in Fig. 2(a), the frequency of change of IMF1 is high and the fluctuation is significant, which reflects the noise information of the original signal. The frequency of change of IMF2-IMF6 and the residue is low, including the periodicity and trend information of the original signal.

Comparing the high-frequency signals of the three markets, it is found that the volatility of Fig. 2(a) is more significant than that of Fig. 2(b) and (c). We believe that this phenomenon may be caused by the following factors. The EU ETS has developed rapidly from 2014 to 2018, and carbon prices have also increased. But it has been affected by some exogenous events, such as compliance
events\(^{[15]}\), carbon emissions information disclosure\(^{[16, 17]}\), which would result in higher fluctuations in carbon prices at higher prices.
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**Fig. 2.** Carbon prices decomposition.

### 3.2.2 SVM forecast.

In view of the fact that the radial basis kernel function has fewer parameters and better performance than other kernel functions, the radial basis kernel function is used as the kernel function of SVM. The number of input variables and the coefficient of the insensitive loss function is obtained by cross-validation. This paper normalized the eigenvalues, then returned the results to the real value after deriving the results. The comparison and errors of the forecasting results of the three markets are shown in Figs 3-5.
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**Fig. 3.** EU ETS carbon prices forecasting.

**Fig. 4.** Shenzhen carbon prices forecasting.

**Fig. 5.** Hubei carbon prices forecasting.

Figs 3-5 indicate that the overall trend of the prediction made by the EMD-SVM model is almost the same as the real value, which is consistent with the trend of carbon prices\(^{[18]}\), but the prediction of the specific prices is still not very accurate. Fig. 3 shows the prediction error of the EU carbon prices, the error is still relatively small in the short term, and not significantly fluctuated. But in the long term, as the time increases, the error increases gradually. As shown in Figs 4 and 5, when predicting carbon prices of the China ETS pilots, the short-term forecast has a smaller error and better performance than the long-term forecast. Unlike Figs 3-5 shows that the error fluctuations in the short-term are large, and the stability of the prediction accuracy is poor. Fig. 5 shows a significant fluctuation in one place. Of course, this cannot rule out the accuracy of data statistics.

### 3.3 Error Evaluation

In order to evaluate the forecasting accuracy of the proposed model and measure the error effectively, Sum of Square Error (SSE), Mean Absolute Error (MAE), and Root Mean Square Error (RMSE) are applied as the evaluation criteria in this study. The sizes of these three indicators are able to reflect the accuracy of the prediction, the smaller the size of indicator, the better the prediction performance. The SSE, RMSE, and MAE are defined as:

\[
SSE = \sum_{t=1}^{T} (x_t - \hat{x}_t)^2 \quad (6)
\]

\[
RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (x_t - \hat{x}_t)^2} \quad (7)
\]

\[
MAE = \frac{1}{T} \sum_{t=1}^{T} |x_t - \hat{x}_t| \quad (8)
\]

where \(x(t)\) and \(\hat{x}(t)\) represent the real values and forecasting values at time point \(t\). And \(T\) is the data size of testing set.
The results are listed in Table 1. Besides, the error indicators of the first 100 prediction values in the test set are also calculated as shown in Table 2.

Table 1. Comparison of forecasting performance of different markets.

| Market       | SSE (%) | RMSE | MAE |
|--------------|---------|------|-----|
| EU ETS       | 35.96   | 0.4466| 0.2899|
| Shenzhen pilot | 18.33   | 0.3274| 0.2442|
| Hubei pilot  | 1.49    | 0.0692| 0.0063|

Table 2. Comparison of forecasting performance of first 100 values.

| Market       | SSE (%) | Reduced proportion (%) | MAE | Reduced proportion (%) |
|--------------|---------|------------------------|-----|------------------------|
| EU ETS       | 94.60   | 68.83                  | 0.1076| 62.88                  |
| Shenzhen pilot | 40.84  | 0.3923                | 0.2468| 1.06                   |
| Hubei pilot  | 47.26   | 0.0886                | 0.0527| 20.51                  |

From the results of Table 1, it can be found that, firstly, the EMD-SVM model has a much higher error in the EU ETS on the SSE, RMSE and MAE than these in the two carbon trading pilots of China. Meanwhile, the short-term forecasting performance of the EU ETS is good, and the error fluctuation is small, but SSE, RMSE and MAE measure the overall predictive ability of the model. Secondly, the same model has different prediction performance for different markets. This paper only mines information from historical information to predict carbon prices. However, at some point in different markets, carbon prices contain historical information that is not necessarily equal in length of time, and some information that may be failure to be mined by the model affects the predictions. In terms of overall forecast accuracy, the prediction ability of EMD-SVM in China ETS pilots is superior to that in the EU ETS.

Table 2 is the error indicator of the first 100 predicted values (short-term) in the test set and the comparison with the error of all the test sets. Table 2 dedicates that the SSE, RMSE and MAE of the first 100 predicted values of the EU ETS have a large degree of decline. This fully demonstrates that the short-term forecasting ability of the EMD-SVM model in the EU ETS is far better than that in China ETS pilots.

4 Conclusion

The contributions of this paper are:

1. For the nonlinear and non-stationary characteristics of carbon prices, the EMD-SVM model is used to predict the prices. Firstly, the original carbon prices of multi-ETS are decomposed to obtain different IMFs. The SVM is used to mine historical carbon prices information from IMFs to train the model and predict the future prices.

2. Using the prices data of multi-ETS, this paper conducts empirical analysis to explore the prediction performance of the EMD-SVM model in different markets. The overall trend of the EMD-SVM model in the three markets is almost the same as the real values, which is consistent with the trend of carbon prices. But the prediction of the specific prices does not reach high accuracy. When predicting carbon prices of China ETS pilots, the short-term forecast of this model has a smaller error and better prediction performance than the long-term forecast. In terms of overall forecast accuracy, EMD-SVM is better predicted in China ETS than in the EU ETS.

In this paper, the same prediction model is used for different IMFs, but different IMFs have different frequencies, so the applicability of the model will affect the prediction performance. In future research, we will find suitable models for different IMFs to improve accuracy.
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