Twistronic heterostructures have recently emerged as a new class of quantum electronic materials with properties determined by the twist angle between the adjacent two-dimensional materials. Here we study moiré superlattice minibands in graphene (G) encapsulated in hexagonal boron nitride (hBN) with an almost perfect alignment with both the top and bottom hBN crystals. We show that, for such an orientation of the unit cells of the hBN layers that locally breaks inversion symmetry of the graphene lattice, the hBN/G/hBN structure features a Kagomé network of topologically protected chiral states with energies near the miniband edge, propagating along the lines separating the areas with different miniband Chern numbers.

Recently, graphene-based systems have been shown to host various “weak topological” effects [1] among their electronic properties [2–21], which stem from the Berry phase/curvature in the electronic band structure of monolayer graphene [22, 23] or its Bernal bilayers [3, 11, 16, 18, 21, 24–28]. The topological effects manifest themselves in chiral states forming at the edges of the system or around internal structural defects, and propagating in opposite directions in the two valleys of graphene. These chiral states have been studied in detail in gapped bilayer graphene with either AB/BA domain boundaries [7, 8, 29], or an electrostatically inverted interlayer asymmetry gap [9, 30].

Weak topological states have also emerged in the context of twistronic graphene systems [6, 13, 15, 31–34] and in heterostructures of graphene (G) and hexagonal boron (hBN). The electronic properties of the latter system are qualitatively modified by the moiré superlattice (mSL) with a period $\lambda \approx a/\sqrt{\delta^2 + \theta^2}$ (reaching 14 nm for small misalignment angles $\theta \to 0$, determined by the G-hBN lattice mismatch, $\delta \approx 0.018$). The system features a well-defined first miniband edge on the valence side of graphene’s dispersion in Fig. 1, whose size, together with the Chern numbers of the minibands [40, 41], depends on the lateral offset between the top and bottom hBN crystals. For hBN/G/hBN structures with a small misalignment angle, $\tilde{\theta} \ll \delta$, between the top and bottom hBN
layers, this offset varies across the coordinate space, as
\[ \tau(r) = \tilde{\theta} e_z \times r, \]  
which leads to a long-period, \( \Lambda \approx a/|\tilde{\theta}| \), variation of the mSL properties (see Fig. 2). A peculiar feature of this modulation is the closing and reopening of a minigap at the \( v/v' \) miniband edge, which occurs along the lines forming a Kagomé structure in the real space, sketched in Fig. 1. Below, we study electron states at the \( v/v' \) miniband edge, confined to this Kagomé network and discuss how chiral one-dimensional states (propagating in opposite directions in the \( K^\pm \) valleys) provide this system with a finite conductivity even when its Fermi level would be set between the \( v \) and \( v' \) miniband edges in the gapped areas of the structure, with a characteristic pattern of Aharonov-Bohm oscillations.
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Figure 2. Right. Graphene encapsulated between bottom and top hBN layers with twists \( \theta \pm \frac{1}{2} \tilde{\theta} \), respectively (\( |\tilde{\theta}| \ll \delta \)). The interference of the layers results in a mSL of period \( \Lambda \), featuring a long-period variation of period \( \Lambda \), whose unit cells are shown. Inset. The offset vector \( \tau \) between the unit cells of the top and bottom hBN layers has components \((\tau_x, \tau_y)\) along the zigzag and armchair axes, respectively. Inset. The valley Chern number \( Q \) of miniband \( v \), the gap \( \Delta_{cv} \), and the minigap \( \Delta_{cv'} \) against offset for aligned hBN layers (\( \tilde{\theta} = 0 \)).

The above statement is based on the analysis of local miniband characteristics of the trilayer structure depicted in Fig. 2. Here, the bottom/top hBN monolayers with parallel orientation of their non-symmetric unit cells are twisted with respect to graphene by \( \theta \pm \frac{1}{2} \tilde{\theta} \), respectively, with small mutual misalignment \( |\tilde{\theta}| \ll \delta \), which determines the spatial variation of their local offset in Eq. 1. For each fixed offset \( \tau \), the Hamiltonian [36, 42–44] of electrons in the \( K^\pm \) valley (\( \xi = \pm \)) of graphene is

\[ \begin{align*}
\hat{H} &= -i \hbar v \sigma \cdot \nabla + 2 \sum_{P = \pm 1} \left( \sum_{m = 0}^{5} \mathcal{E}_m e^{iG_m \cdot \tau} U_{P, m} + \frac{1}{2} \Delta_{cv} \sigma_z \right)
\end{align*} \]

\[ \begin{align*}
U_{P, m} &= u_{P, 0}^m P^m + (-P)\frac{1}{2}(u_{P, 5}^m \sigma_z - i \xi u_{P, 0}^m e_m \cdot \sigma)
\end{align*} \]

\[ \begin{align*}
\sigma &= (\xi \sigma_x, \sigma_y), \quad \Delta_{cv} \approx 2 \sum_{m = 0}^{5} (\mathcal{E}_m^2 \Delta_u - \mathcal{E}_m \Delta_h),
\end{align*} \]

\[ \begin{align*}
\mathcal{E}_m &= \cos(\frac{1}{2} g_m \cdot \tau), \quad \mathcal{E}_m = \sin(\frac{1}{2} g_m \cdot \tau).
\end{align*} \]

The values of the parameters used are given in Table S1 in the Supplemental Material (SM) [45], and the expression for graphene encapsulated between hBN monolayers with antiparallel orientation of their unit cells is given in SM S2 [45].

The first term in Eq. (2) is the Dirac Hamiltonian for electrons in monolayer graphene [42]. The second term describes the mSL produced by the layers, with the reciprocal mSL vectors, \( G_m \approx \delta g_m - \tilde{\theta} e_z \times g_m \), expressed in terms of the reciprocal lattice vectors of graphene, \( g_m = \frac{4\pi}{\sqrt{3}a} e_x \times e_m, \quad e_m = (\cos \frac{m\pi}{3}, \sin \frac{m\pi}{3}) \), \( m = 0, 1, ..., 5 \). This term includes mSL potentials, sublattice asymmetry gaps and gauge fields of parity \( P = \pm \) (under spatial inversion), quantified using the parameters \( u_p^m, u_p^5 \) and \( u_p^1 \), respectively.

The orientation and offset \( \tau \) of the unit cells in each hBN layer determine the magnitude of the odd-parity terms in Eq. (2), which are responsible for the inversion symmetry breaking features in the dispersion, such as the opening of a minigap between minibands \( v \) and \( v' \). This corresponds to graphene doping of 4 holes per moiré supercell, with electron density \(-4n_0 \) (\( n_0 = 2/\sqrt{3}a^2 \)). In the parametrisation of Hamiltonian (2), we take into account that the positions of the graphene atoms rearrange to minimise graphene’s adhesion energy with the hBN layers while maintaining the mSL period [44, 46–48].

The in-plane and out-of-plane rearrangements combine with the second term to give the respective contributions, \( \Delta_u \) and \( \Delta_h \), to the sublattice asymmetry gap \( \Delta_{cv} \). This gap appears in the odd parity, non-oscillatory third term, which breaks the sublattice symmetry of graphene. In antiparallel alignment, the contributions to the odd parity terms from each layer cancel, and inversion symmetry is preserved. Instead, we focus on parallel alignment where the inversion symmetry breaking is enhanced, depending strongly on the offset \( \tau \).

To study minibands of Dirac electrons in this system, we diagonalise Hamiltonian (2) using the basis of plane-wave Dirac states, folded onto the mSL Brillouin zone shown in Fig. 1. An example of a typical mini-
band dispersion is shown in Fig. 1, with other examples displayed in SM S3 [45]. Similarly to single-interface 
G/hBN heterostructures [35–37, 49–52], this system features a well-defined first valence miniband, \( v \) for twists 
\(|\theta| \leq 1^\circ \), whereas on the conduction band side the minibands strongly overlap on the energy axis. The inversion 
symmetry breaking produces a minigap, \( \Delta_{v'v} \), at the edge 
between minibands \( v \) and \( v' \), whose magnitude, together with the \( v/v' \) edge position in the Brillouin minizone, 
depends on the offset \( \tau \). The dependence of the minigap \( \Delta_{v'v} \) on the offset \( \tau \) is shown in the bottom inset of 
Fig. 2. This panel shows that \( \Delta_{v'v} \) (which is formally defined below) takes zero value and also changes sign on the 
lines which approximately correspond to the condition \( \xi_m = 0 \). This variation should be contrasted with the \( \tau \)-dependence of the gap \( \Delta_v \) across the main Dirac point at the \( c/v \) miniband edge shown on the top inset, 
where one can see that \( \Delta_v \) never changes sign.

Along the lines on the \( \tau \) maps, where the minigap at the \( v/v' \) miniband edge closes and reopens as a function of \( \tau \), the Chern number \( \xi Q [40, 41] \) of miniband \( v \) also changes (note that the miniband’s Chern number has opposite sign in the \( K^\xi \) valleys, \( \xi = \pm \)). Here, \( Q \) is found by computing the integral of the miniband’s Berry curvature over the mSL Brillouin minizone (see SM S4 [45] for details). The resulting map of \( Q(\tau) \) dependence is displayed as the middle inset in Fig. 2. The correlation between the behavior of the inversion-asymmetry gap \( \Delta_{v'v} \) at its edge with miniband \( v' \) and of its Chern number suggests a simultaneous change of quantum topological properties of states in both \( v \) and \( v' \), captured by the effective Hamiltonian [53] applicable to the part of the 
Brillouin minizone in the vicinity of this edge,

\[
H^{v'v}_q = \epsilon_{v'v} + \frac{1}{2}\Delta_{v'v}\sigma_z + \hbar(\xi v_s q_x \sigma_x + v_s q_y \sigma_y) + \xi \hbar v_s \cdot q, 
\]

whose basis is minibands \( v \) and \( v' \). Here, \( q \) is the wave vector relative to the position of the band edge, \( v_s \) and \( v_a \) are the symmetric and antisymmetric velocity, respectively, (the latter of which tilts the dispersion along the axis parallel to \( v_a \)) \( [53] \) and \( \epsilon_{v'v} \) is a constant energy shift. The parameters in Eq. (3) are fitted numerically to the minibands computed using Eq. (2) SM S5 [45]. The sign of \( \Delta_{v'v} \) is determined by the sign of the Berry curvature at the miniband edge, which changes simultaneously with the change of the Chern number.

The variation of the offset \( \tau \) over the plane of a hBN/G/hBN structure, given by Eq. (1), enables us to map 
the computed dependence of miniband characteristics displayed on the insets in Fig. 2 onto the real space: for this, we only need to rotate those plots by 90° and rescale then by a factor \( 1/\theta \). This produces a Kagomé network of lines where the secondary minigap, \( \Delta_{v'v} \), closes and then inverts its sign, and where the Chern number of miniband \( v \) changes (from 0 to 1).

We show in SM S6 [45] that the shape of this network is independent of the model parameters. Topologically protected chiral channels form along these lines, supporting spin-degenerate, one-dimensional states which propagate in opposite directions in the time-reversed valleys.

The form and dispersion of these states can be found (in SM S7 [45]) by analyzing Hamiltonian (3) with 
\( q \approx (q_\|, -i\partial_x) \) and \( \Delta_{v'v} \approx x_\perp \partial_x \Delta_{v'v} \big|_{x_\| = 0} (\partial_x \Delta_{v'v} \big|_{x_\| = 0} \sim |u_q^x|/\Lambda > 0) \) where \( x_\| \) and \( x_\perp \) are local coordinates along and perpendicular to the Kagomé network line. These states have a Jackiw-Rebbi [54] form

\( \varphi_{q_\parallel} \approx \epsilon_{v'v}^q e \cdot x_{\perp}^{q_\parallel}/2\Lambda \xi_{q_\parallel} \) \((\xi_{q_\parallel} \text{ a two-component vector,})\), with Gaussian confinement within a length \( \Lambda \sim \sqrt{2\hbar v_s \Lambda/|u_q^x|} \) perpendicular to the interface, and disperse linearly, \( \epsilon_{q_\parallel} = \xi \hbar Q_{q_\|} \), with a 1D velocity \( V \sim v_s^a \).

To consider these states independently for each segment of the Kagomé network, we should require \( \lambda < \Lambda \ll \Lambda \), which is satisfied for mismatches \( |\theta| < 0.1^\circ \).

Figure 3. Top left. The hexagonal structural element of the Kagomé network of chiral channels of area \( A = \sqrt{3} a^2/2 \) and containing one \( Q = 0 \) bowtie and one \( Q = 1 \) hexagon. The chiral propagation of electrons in the \( K^\xi \) valley is shown, scattering at the three nodes. Clockwise from top right. The five shortest paths for an electron wave packet to propagate from an injection position \( "i" \) to \( "f" \) (double arrows indicate a channel is traversed twice).

For a gapped moiré miniband spectrum, one could expect insulating behavior of a perfectly aligned hBN/G/hBN doped to the \( v/v' \) miniband edge. For slightly (|\theta| < \delta) misaligned hBN crystals, the long-range variation of the local hBN-hBN offset and a network of chiral states, which it generates inside the minigap \( \Delta_{v'v} \), quenches the resistivity of the hBN/G/hBN structure. While the exact calculations of the limiting resistivity would require a more rigorous consideration, based on the previous experiences of two-dimensional models for
the network of 1D states [31, 32, 55], we expect its value to correspond to a conductivity $\sigma_{xx} \sim e^2/h$ and to exhibit Aharonov-Bohm oscillations as a function of an out-of-plane magnetic field $B$. To describe the latter, we consider coherent electron waves (separately in the $K_\pm$ valleys) on a network sketched in Fig. 3, where the structural element includes three nodes connected by chiral channels. At each node, an incoming wave packet scatters left or right according to the scattering matrix

$$\begin{pmatrix} b \\ b' \end{pmatrix} = S \begin{pmatrix} a \\ a' \end{pmatrix}, \quad S = e^{i\eta/3} \begin{pmatrix} \sqrt{P_R} & i\sqrt{P_L} \\ i\sqrt{P_L} & \sqrt{P_R} \end{pmatrix}$$

(4)

whose factor of $i$ takes into account the Maslov’s phase, and whose scattering probabilities, $P_R$ and $P_L$ ($P_R + P_L = 1$), can be considered as energy-independent within the narrow energy window of $\Delta_{vv'}$ (see SM S8 [45] for details).

As a monochromatic wave of energy $\epsilon$ propagates across the network, its amplitude evolves according to the scattering matrix at the nodes and acquiring phase factors, $e^{i\alpha\Lambda/2V}$, after passing each ballistic segment of the network. At longer distances, partial waves, e.g., split from an incoming wave at “i” (see the side panels in Fig. 3), rejoin and interfere in another ballistic segment “f”. An important feature of a periodic and $C_3$ rotationally symmetric network, such as in Figs. 1 and 3, is that the effect of the interference, constructive or destructive, of chiral edge states that travel from “i” to “f” along paths containing the same number, $N$, of segments does not depend on the exact energy (or wavelength) of the electron. This is because their ballistic phases, $e^{iN\alpha\Lambda/2V}$, are the same, producing the interference contribution determined only by their shapes through the energy-independent scattering amplitudes in Eq. (4). On the contrary, the interference of waves brought together by paths with a different number of segments, such as I and IV in Fig. 3, oscillates from constructive to destructive (and back) upon energy variation at the scale of $\hbar\nu/\Lambda$.

Therefore, in the high-temperature regime, where $k_B T \gg \hbar\nu/\Lambda$, the interference effects between waves arriving from “i” to “f” along paths of different lengths would be wiped out by the smearing of the Fermi step for electrons. The interference between waves brought from “i” to “f” by same-length paths (such as Ia, IIb, III and IV in Fig. 3) would survive thermal averaging, without suppression, though this contribution would be sensitive to the external magnetic field, due to the Aharonov-Bohm phases from magnetic field fluxes encircled by the pairs of same-length paths.

When discussing the interference effects in electronic transport at high temperatures, we are also conscious of the inelastic decoherence of electron waves, which efficiently destroys interference effects for the longer paths. For a system with decoherence length $\ell$, this can be accounted by a suppression factor $e^{-\lambda/4\ell}$ applied to each ballistic segment of the Kagomé network. Therefore, to discuss the high-temperature limit, we consider the shortest paths that can contribute to the interference effect in transport, shown in the side panels of Fig. 3. These paths are related to the ‘forward’ electron propagation from a segment in one network unit cell to the equivalent segment in the next one, counted in the direction of the propagation of the chiral edge state (for valley $K$). These shortest paths contain three (I) and six (IIa, IIb, III, IV) ballistic segments of length $\Lambda/2$, and the interfering amplitude at the point “f” for a wave starting at “i” with unit amplitude would be

$$\psi \approx -e^{i\pi(4/4\lambda)\hbar} \sqrt{P_R^2 + P_L^2} e^{i\lambda/2\hbar}$$

where $z = e^{i\eta/3}e^{i\epsilon\lambda/2V}e^{-\lambda/4\epsilon}$. We also account for additional phases, induced by the out-of-plane magnetic field and described in terms of magnetic field flux, $\phi = BA$ through the unit cell area, $A = \sqrt{3}\lambda^2/2$, of the Kagomé network ($\phi_0 = h/\epsilon$ is the flux quantum).

Then, we express the probability $\langle W \rangle_T$ for the electron to get from the segment “i” to “f”, averaged over the $k_B T$ energy interval near the Fermi level, as

$$\langle W \rangle_T \approx P_R^2 |P_R|^6 + 4P_L^4 |P_R|^4 + 2|P_L^4 P_R^2 - P_L^2 P_R^2|^2 \cos \frac{2\pi \phi}{\phi_0},$$

(5)

whose second line originates from the encircled Aharonov-Bohm phases, which, for the pairs of shortest paths, are all determined by the magnetic field flux through the unit cell area of the Kagomé network. As the probability, described by Eq. (5), is a characteristic of the forward propagation of electrons, its oscillations also determine the Aharonov-Bohm oscillations in the network conductivity (see SM S9 [45] for backwards propagation),

$$\sigma_{xx}(\phi) \approx \frac{e^2}{\hbar} \left[ \alpha + \beta e^{-5\lambda/2\ell} \cos \frac{2\pi \phi}{\phi_0} \right],$$

(6)

where $\alpha, \beta \sim 1$.

Overall, we have demonstrated the existence of a Kagomé network of chiral states lying in the minigap at the edge of the first moiré miniband on the valence band side of graphene encapsulated between hBN with parallel unit cells. This edge state network gives rise to quenched resistivity, $\sim h/e^2$, of graphene even when its Fermi level doping reaches that minigap. This conductivity, in Eq. (6), exhibits Aharonov-Bohm oscillations, whose period is determined by the area of the unit cell of the Kagomé network and, consequently, the misalignment. For the networks with a longer decay length $\ell$ (or a shorter period), the magnitude of those Aharonov-Bohm oscillations should increase, accompanied by the emergence of a finer structure, composed of higher frequency harmonics corresponding to rational factor between the magnetic field flux through the Kagomé network cell and flux quantum, $\phi_0$. Such edge state networks emphasize...
the role of twistronic heterostructures as hosts of topological phenomena and deserve further theoretical studies, e.g., taking into account electron-electron interactions in the chiral channels [56].
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S1. PARAMETERS USED IN HBN/G/HBN HAMILTONIAN IN EQ. (2)

| Parameter | Value       | Reference |
|-----------|-------------|-----------|
| \(a\)     | 0.246 nm    | [1]       |
| \(v\)     | 10^6 m/s    | [1]       |
| \(\delta\) | 0.018       | [2]       |
| \(u_0^\pm\) | \(\pm V_\pm/2\) | [2]       |
| \(u_1^\pm\) | \(- V_\pm\) | [2]       |
| \(u_3^\pm\) | \(-3V_\pm/2\) | [2]       |
| \(V_+\)   | 17 meV     | [3]       |
| \(V_-\)   | 3 meV      | [3]       |
| \(\Delta_u\) | 8 meV      | [4]       |
| \(\Delta_h\) | 2 meV      | [4]       |

Table S1. Table of parameters used in Eq. (2) of the main text.

The table of parameters used in Eq. (2) of the main text is shown in Tab. S1. An alternative parameterisation of the superlattice interaction is found in [2]. The alternative superlattice potentials \(u_{0,1,2,3}\) and \(\tilde{u}_{0,1,2,3}\) are related to the potentials \(u_{0,1,3}\) in this paper by

\[
\begin{align*}
    u_0 &= u_0^+, \\ u_1 &= \frac{\delta}{\sqrt{\theta^2 + \delta^2}} u_1^+, \\ u_2 &= \frac{-\theta}{\sqrt{\theta^2 + \delta^2}} u_1^+, \\ u_3 &= u_3^+. \\
    \tilde{u}_0 &= u_0, \\ \tilde{u}_1 &= \frac{\delta}{\sqrt{\theta^2 + \delta^2}} u_1^-, \\ \tilde{u}_2 &= \frac{-\theta}{\sqrt{\theta^2 + \delta^2}} u_1^-, \\ \tilde{u}_3 &= u_3^-.
\end{align*}
\]

S2. HAMILTONIAN FOR ANTIPARALLEL ORIENTATION OF THE HBN UNIT CELLS

The Hamiltonian of graphene encapsulated between two aligned layers of hBN depends on the alignment of the unit cells in the hBN layers. The Hamiltonian for parallel unit cells is given in Eq. (2) of the main text, featuring odd parity terms that break inversion symmetry. The Hamiltonian for antiparallel unit cells is,

\[
\hat{H} = -i\hbar \sigma \cdot \nabla + 2 \sum_{m=0}^{5} e^{iG_m \cdot \tau} \times
\left\{ [\mathcal{C}_m u_0^+ - (-1)^m \mathcal{G}_m u_0^-] + i[(-1)^m \mathcal{C}_m u_1^+ + \mathcal{G}_m u_1^-] \sigma_z + \xi \mathcal{S}_m (-1)^m \mathcal{C}_m u_3^+ + \mathcal{G}_m u_3^- \mathcal{E}_m \cdot \sigma \right\},
\]

\[
\sigma = (\xi \sigma_x, \sigma_y), \quad \mathcal{C}_m = \cos(g_m \cdot \tau/2), \quad \mathcal{G}_m = \sin(g_m \cdot \tau/2)
\]

\[
G_m \approx \delta g_m - \theta e_z \times g_m, \quad g_m = \frac{4\pi}{\sqrt{3} a_e} e_z \times e_m, \quad e_m = (\cos \frac{m\pi}{3}, \sin \frac{m\pi}{3}), \quad m = 0, 1, ..., 5
\]

where \(\tau\) is the lateral offset between the unit cell centres in each hBN layer. Note that the odd parity superlattice potentials \(\tilde{u}_{0,1,3}\) result in a contribution to the Hamiltonian which has even parity under inversion and inversion symmetry is preserved in this system.
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S3. EXAMPLES OF CALCULATED MINIBAND STRUCTURES

The first term of the Hamiltonians in Eq. (2) of the main text and (S2) is the Dirac Hamiltonian of electrons in graphene. This has plane wave solutions \( \psi_{\alpha} = \frac{1}{\sqrt{2}} (1, \pm e^{i \xi \arctan(k_y/k_x)}) \), corresponding to the conduction \( c_0 \) and valence \( v_0 \) bands of energy \( \pm \hbar v |k| \), respectively. We diagonalise the full Hamiltonians using the zone-folded wavefunction \( \Psi_k(r) = \sum_{\alpha=c_0,v_0} \sum_G c_{\alpha k+G} \psi_{\alpha k+G}(r) \) of wave vector \( k \) in the moiré superlattice (mSL) Brillouin minizone (sBZ). In the space spanned by the coefficients \( \{c_{\alpha k+G}\} \), the Hamiltonian is represented by a \( 2M \times 2M \) matrix \( H_k \). Terms in Eq. (2) of the main text and (S2) containing \( e^{G_m \cdot r} \) give off-diagonal elements in \( H_k \) between coefficients with momenta separated by \( G_m \). We sum over the shortest \( M \) reciprocal mSL vectors \( G_m \) required for the lowest four energy eigenvalues of \( H_k \) to converge. In this case, convergence is reached with the \( M = 19 \) vectors which are the sum of at most two of the six shortest non-zero reciprocal mSL vectors \( G_m \) \((m = 0, 1, \ldots, 5)\).

The conduction and valence band reconstruct into \( 2M \) minibands of energy \( \epsilon_{nk} \) and wavefunction \( \chi_{nk} \) in the coefficient basis. We show the dispersion of the first four valence \((v,v',v'',v''')\) and conduction \((c,c',c'',c''')\) minibands for zero offset \((\tau = 0)\) in Fig. S1. The minibands are similar for each alignment, except antiparallel alignment of the hBN unit cells, which preserves inversion symmetry, gives a gapless spectrum and parallel alignment, which breaks inversion symmetry, gives a gapful spectrum. We also show the dispersions for an offset \( \tau = (0, \sqrt{3}a/4) \) satisfying \( \xi_0 = 0 \). In this case, despite the inversion symmetry breaking, there are band closures in the dispersion for parallel alignment, including the secondary minigap on the valence side between minibands \( v \) and \( v' \) (as discussed in the main text).

We show the density of states for parallel hBN unit cells against the electron density \( n \) (including the four-fold spin and valley degeneracy) for the offset \( \tau = (0, \sqrt{3}a/4) \) satisfying \( \xi_0 = 0 \). For small twists, \(|\theta| < 1^\circ\), the density of states is zero at \( n = -4n_0 \), and there is no overlap between these bands on the energy axis. There is overlap on the conduction side between minibands \( c \) and \( c' \) since the density of states is non-zero at \( n = 4n_0 \). For larger twists, \(|\theta| \geq 1^\circ\), minibands \( v \) and \( v' \) overlap with non-zero density of states at \( n = -4n_0 \).
S4. TOPOLOGICAL CHARACTERISTICS OF THE MINIBANDS

When inversion symmetry is broken, the topology of miniband \( n \) is represented by its valley Chern number \( \xi Q_n \) [5–11], which is given by the integral of the miniband’s Berry curvature \( \Omega_{nk} \) over the mSL Brillouin minizone,

\[
Q_n = \frac{1}{2\pi} \int_{SBZ} d^2 k \Omega_{nk},
\]

\[
\Omega_{nk} = -2 \Im \sum_{m \neq n} \frac{[\chi_{nk}^\dagger (\partial_k H_k) \chi_{mk}] [\chi_{mk}^\dagger (\partial_k H_k) \chi_{nk}]}{(\epsilon_{nk} - \epsilon_{mk})^2}.
\]  

In the expression for the Berry curvature, we sum across the other minibands \( m \). The valley Chern number has opposite signs in each valley since the Berry curvature has odd parity under inversion as a result of time reversal symmetry. In the main text, we define the valley Chern number of the first valence miniband as \( Q \equiv Q_v \). We plot the valley Chern numbers of the second valence miniband \( v' \) to the first conduction miniband \( c \) against offset \( \tau \) in Fig. S3. The valley Chern numbers of minibands \( v \) and \( c \) change as the \( C_m = 0 \) lines are crossed in offset space and the secondary minigaps close.

S5. EFFECTIVE HAMILTONIAN AT THE \( v/v' \) MINIBAND EDGE

The secondary minigap on the valence side, \( \Delta_{vv'} \), closes for offsets along the \( \xi c_m = 0 \) lines. For offsets near these lines (\( \xi c_m \sim 0 \)), the minigap is non-zero at a miniband edge appearing at wavenumber \( k_c \). Expanding about the
miniband edge, \( \mathbf{q} = \mathbf{k} - \mathbf{k}_e \), the first and second valence minibands have dispersions [12],
\[
\epsilon_{v/v'} \approx \epsilon_{vv'} + \xi \hbar \mathbf{v}_a \cdot \mathbf{q} \pm \sqrt{(\hbar v_s^x q_x)^2 + (\hbar v_s^y q_y)^2 + (\Delta_{v/v'}/2)^2}.
\] (S4)

This is parameterised by a constant energy shift \( \epsilon_{vv'} \), symmetric velocity \( v_s \), anti-symmetric velocity \( v_a \) and the secondary minigap \( \Delta_{vv'} \), whose sign is determined by the Berry curvature,
\[
\Omega_{v/v'} \approx \mp \frac{1}{4} \xi \Delta_{vv'} v_s^x v_s^y (\Delta_{vv'}/2)^2 + (v_s \cdot \mathbf{q})^2)^{-3/2}.
\] (S5)

The miniband edge does not appear at a high symmetry point of the mSL Brillouin minizone since the offset is non-zero. Hence, the anti-symmetric velocity is non-zero \( (v_a \neq 0) \), and the dispersion is tilted [12]. The dispersion and Berry curvature are described by the effective Hamiltonian in Eq. (3) of the main text and are plotted in Fig. 1 of the main text. We plot the secondary minigap \( \Delta_{vv'} \) against offset \( \tau \) in Fig. S3. As described in the main text, the sign of the secondary minigap \( \Delta_{vv'} \) changes sign as the \( \mathcal{C}_m = 0 \) lines are crossed, inverting the Berry curvature of the minibands. This transfers a unit of valley Chern number between the minibands, giving the transition in \( \mathcal{Q} \) in Fig. S3.

We can derive a similar effective Hamiltonian at the edge between the first conduction miniband \( c \) and the second conduction miniband \( c' \). This allows us to define the secondary minigap on the conduction side, \( \Delta_{c/c'} \), which we plot in Fig. S3. The minibands undergo a similar inversion at this band edge as the \( \mathcal{C}_m = 0 \) lines are crossed, transferring a unit of valley Chern number between them. Finally, we repeat this process for the edge between the second and third valence minibands, \( v' \) and \( v'' \) respectively, with the corresponding minigap \( \Delta_{v'/v''} \) also changing sign as the \( \mathcal{C}_m = 0 \) lines are crossed. The inversion of the miniband structure at the edges of the second valence miniband with the first and third valence minibands cancels out pairwise and \( \mathcal{Q}_{vv} \equiv 0 \). The principal gap \( \Delta_{cv} \) between the first valence miniband and the first conduction miniband never closes.

## S6. ROBUSTNESS OF THE KAGOMÉ NETWORK OF CHIRAL STATES

Figure S4. The valley Chern number \( \mathcal{Q} \) of the first valence miniband \( v \) against offset \((\tau_x, \tau_y)\) for various modifications to the parameters in Tab. S1.

In Fig. S4., we demonstrate that our main finding of a Kagomé network of topologically protected one-dimensional chiral channels is robust against the choice of model parameters within a reasonable range. The phase transitions of the valley Chern number \( \mathcal{Q} \) of the first valence miniband \( v \) are associated with the change in sign of the secondary minigap \( \Delta_{vv'} \) at its edge with the second valence miniband \( v' \). Hence, flipping the sign of the odd parity superlattice potential \( V_- \) swaps the phases and reverses the direction of the chiral channels while preserving the network. Turning off the inversion symmetry breaking in the interaction with the hBN layers by setting \( V_- = 0 \) prevents the transitions entirely as seen when comparing Fig. 2 of the main text to Fig. S4, and there is no network of channels.

If \( \Delta_{c}/\Delta_{v} > \frac{1}{3} \), then the principal gap \( \Delta_{cv} \) in Eq. (2) of the main text closes near the offset unit cell corners, giving the second phase transition to \( \mathcal{Q} = -1 \) observed in Fig. S4 for \( \Delta_v = 3 \) meV. This would produce a disconnected network of channels in the principal gap, which would not affect the network at the secondary minigap. A full treatment of the relaxation of the graphene layer onto the hBN layers results in terms other than \( \Delta_{vv} \) [4]. The most significant of these mixes the superlattice potentials \( u_j^x \), suppressing the odd potentials \( u_j^y \). With an increased \( V_- = 6 \) meV to compensate, we find the phase diagram in Fig. S4. This forms a Kagomé network which is qualitatively similar to Fig. 2 of the main text.
S7. CHIRAL STATES AT THE $v/v'$ MINIBAND EDGE

We consider interfaces along the $y$-axis in Fig. 1 of the main text, corresponding to the $C_0 = 0$ lines in offset space. The other interfaces are related by the six-fold symmetry of the network. At the edge between the first and second valence minibands, the fitted parameters in Eq. (3) are $v_a^x \approx 0.2v$, $v_a^y \approx 0.9v$, $v_a^z \approx \pm0.1v$ (for interfaces along the $Q = 0$ triangles of shape $\triangledown$ and $\triangleleft$, respectively) and $v_a^y = 0$. We choose the basis with components perpendicular and parallel to the interface with unit vectors $e_\perp = \pm e_x$ and $e_\parallel = \pm e_y$, respectively, such that the gradient of the secondary minigap perpendicular to the interface is $\partial_{x_\perp} \Delta_{y'v'} \approx 0.7\theta|eV/\text{nm}| > 0$.

After performing the substitution $q \rightarrow (q_\parallel, -i\partial_{x_\perp})$ discussed in the main text, we solve with the Jackiw-Rebbi ansatz $\varphi_{q_\perp} = e^{i\theta q_\parallel}/\sqrt{\mathcal{J}_{q_\perp}(x_\perp)}$ for the wavefunction of the channel state which propagates with wavenumber $q_\parallel$ along the interface [13]. We use the finite difference method to find the two-component vector function $\mathcal{J}_{q_\perp}(x_\perp)$ which confines the state perpendicular to the interface, subject to the boundary conditions $\lim_{x_\perp \to \pm\infty} \mathcal{J}_{q_\perp}(x_\perp) = 0$. This takes the Gaussian form $\mathcal{J}_{q_\perp}(x_\perp) \approx e^{-x_\perp^2/2\sigma^2} \zeta_{q_\perp}^i$, where $8 \approx 2\theta^{-1/2}a$ and $\zeta_{q_\perp}^i$ is a two-component vector which is independent of position. The state has linear dispersion $\xi \hbar q_\parallel$, with velocity $V \approx 0.3v$. The direction of propagation is opposite for states along the triangles $\triangledown$ and $\triangleleft$ and for each valley. The channel states and their confinement are shown in Fig. 1 of the main text. We require that the lateral confinement of the channel state is longer than the mSL period ($N > \lambda$) and much shorter than the period of the long-range variation ($N \ll \Lambda$). These give the constraints $|\theta| < 4\delta^2$ and $|\theta| \ll 1/4$, respectively. We assume that the mismatch is small, $|\theta| \ll \delta$, when we construct the system, and the latter constraint is automatically met. Hence, the only constraint is that $|\theta| < 0.1^\circ$.

S8. KAGOMÉ NETWORK SITES AND SCATTERING AMPLITUDES FOR CHIRAL STATES

We show scattering of channel states in the $K^+$ valley at a node of the network. The amplitudes of the incoming ($a_{\triangledown,\triangleleft}$) ($a/a'$ in the main text, respectively) and outgoing ($b_{\triangleleft,\triangledown}$) ($b/b'$ in the main text, respectively) modes along the $Q = 0$ triangles $\triangledown$ and $\triangleleft$, respectively, are highlighted. Right. The five shortest paths for an electron wave packet in the $K^+$ valley to propagate from an injection position “in” to “$b_{\triangleleft}$” (Top and bottom rows respectively). Double arrows indicate a channel is traversed twice.

Figure S5. Left. Scattering of channel states in the $K^+$ valley at a node of the network. The amplitudes of the incoming ($a_{\triangledown,\triangleleft}$) ($a/a'$ in the main text, respectively) and outgoing ($b_{\triangleleft,\triangledown}$) ($b/b'$ in the main text, respectively) modes along the $Q = 0$ triangles $\triangledown$ and $\triangleleft$, respectively, are highlighted. Right. The five shortest paths for an electron wave packet in the $K^+$ valley to propagate from an injection position “in” to “$b_{\triangleleft}$” (Top and bottom rows respectively). Double arrows indicate a channel is traversed twice.

We constrain the scattering amplitudes using the symmetries of the system:

- Unitarity: $(S^{-1} = S^\dagger)$
- Time reversal symmetry: $(S^T = S)$
- Six-fold rotational symmetry:
– 120° rotation: $S$ is the same at each node
– 180° rotation: $S_{p,q} = S_{q,p}$ and $S_{p,q} = S_{q,p}$

This gives the scattering amplitudes $S_{p,q} = S_{q,p} = e^{i\eta/3} \sqrt{P_R}$ and $S_{p,q} = S_{q,p} = i e^{i\eta/3} \sqrt{P_L}$ described in the main text, with real parameters $\eta$, $P_L$ and $P_R = 1 - P_L$ (the latter of which are the left-and right-hand turn probabilities, respectively).

S9. AHARONOV-BOHM OSCILLATIONS OF TRANSPORT CHARACTERISTICS OF THE KAGOMÉ NETWORK

In Fig. 3 of the main text, we show the five shortest paths contributing to an electron wave packet propagating from a position “i” to “f”. The wave packet starts and ends on channels propagating in the same direction, and advances along this direction by a period of the long-range variation during the propagation. These paths are the dominant paths contributing to the Aharonov-Bohm oscillations of the electronic transport against an external magnetic field $-Be_z$ when the decoherence length $\ell$ is comparable to the period of the long-range variation ($\ell \sim A$).

We show in Fig. S5 two more sets of paths contributing to the Aharonov-Bohm oscillations where the propagation direction of the electron wave packet is flipped. The wave packet propagates forwards along the initial direction by half a long-range variation period to “b+” or backwards by half a long-range variation period to “b−”. Summing over the paths shown in Fig. S5, both of these sets of paths have the same total amplitude,

$$
\psi \approx ie^{i\phi/4\phi_0}\sqrt{P_L P_R^3 + i e^{i\phi/2\phi_0}\sqrt{P_L P_R^5}} - 2ie^{i\phi/2\phi_0}\sqrt{P_L^3 P_R^3} + ie^{-i3\phi/2\phi_0}\sqrt{P_L^5 P_R^5},
$$

for $\ell \sim A$, where $z = e^{i\eta/3} e^{i(\Delta/2\hbar)e^{-\Lambda/4\ell}}$ in terms of the energy $\epsilon$. The magnetic flux through a unit cell of the long-range variation is $\phi = BA$ (the area of the unit cell is $A = \sqrt{3}\Lambda^2/2$) and the magnetic flux quantum is $\phi_0 = h/|e|$. The terms in the amplitude $\psi$ correspond to the amplitudes of paths I, II, IIIa/b (with equal contributions) and IV, respectively. The amplitude $\psi$ exhibits Shubnikov-de Haas style oscillations in the energy $\epsilon$ and Aharonov-Bohm oscillations in the flux $\phi$. As for “i” to “f”, the thermal averaging at high temperatures ($k_B T \gg \hbar^2/\Lambda$ in the main text) suppresses the interference of paths of different length, and only the Aharonov-Bohm oscillations of period $\phi_0$ commensurate with the long-range variation remain.

At high temperatures, the Aharonov-Bohm oscillations will only feature harmonics in the flux $\phi$ of period an integer multiple of $\phi_0$ and commensurate with the long-range variation, which we now prove. At such temperatures, only paths of the same length will interfere in the amplitude between two points. The chirality of the channels ensures that the shortest path between the points is unique. We can lengthen the path at each node in one of two ways:

1. Add a clockwise loop around a $Q = 0$ triangle, increasing the length by $3\Lambda/2$ and the Peierls phase by $\pi\phi/4\phi_0$, converting path I to paths II or III.

2. Add a counter-clockwise loop around a $Q = 1$ hexagon, increasing the length by $3\Lambda$ and the Peierls phase by $-3\pi\phi/2\phi_0$.

If the intermediate paths remain connected, then we can add loops and then remove others to create new paths. For example, we convert path I to path IV in Fig. S5 by adding a hexagon and removing a triangle, increasing the length by $3\Lambda/2$ and the Peierls phase by $-7\pi\phi/4\phi_0$. Hence, each time the paths grow $3\Lambda/2$ longer, their Peierls phases increase by $\pi\phi/4\phi_0$ or $-7\pi\phi/4\phi_0$ and the Peierls phase difference is always an integer multiple of $2\pi\phi/\phi_0$.

The paths shown, from “i” to “f” and “b±”, are the leading contributions to the Aharonov-Bohm oscillations at high temperatures. This is because they feature the shortest paths (I) where it is possible to add a hexagon then remove a triangle, increasing the Peierls phase by $-7\pi\phi/4\phi_0$. This gives the Peierls phase difference of $2\pi\phi/\phi_0$ with the paths where a triangle was added, which give the harmonic of period $\phi_0$ which dominates the Aharonov-Bohm oscillations.
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