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Abstract: Multidrug regimes have been considered to constrain selection for resistance compared to monotherapy. However, drug resistance trajectories are influenced by a wide range of conditions which can cause opposing outcomes. Here we employed an in vitro model system to investigate differences in resistance dynamics between mono-, combination and alternating regimes. Across regimes involving three drugs and phage, selection for resistance was decreased in multidrug regimes compared to monotherapy. Surprisingly, across regimes, two out of the four agents used to impose selection had a dominant effect on the overall outcome. Resistance to these agents either caused cross-resistance or obscured the phenotypic effect of other resistance mutations. This indicates that under multidrug therapeutic regimes, a small number of drugs dominate the emergence of antimicrobial resistance.

One Sentence Summary: Resistance evolution in multidrug environments is driven by a small subset of selective agents through pleiotropy and fitness costs.
Microbial populations harbor and rapidly generate tremendous genetic variability. This allows selection to act on them dramatically over brief time scales (days to weeks). Indeed, rapid microbial evolution has been frequently reported in response to a variety of selection pressures, including anthropogenic factors such as pharmaceuticals and agrochemicals (1). Features contributing to rapid evolution in microbial systems include large population sizes, short generation times, and the capacity to horizontally traffic genetic elements between taxa in communities. Identifying the factors determining evolutionary trajectories in microbial populations, and quantifying their impact, is of broad general interest as well as being tantamount to the efficacy of pathogen control efforts. These include tackling the increasing prevalence of antimicrobial resistant microbial infections in human healthcare and animal agriculture. The antimicrobial resistance crisis, rooted in large-scale anthropogenic antimicrobial use over the past decades, is considered to be one of the greatest challenges faced by humanity today (2).

Even the simplest form of adaptation can have numerous off-target consequences on the fitness and phenotype of an organism. For instance, a typical consequence of antimicrobial resistance mutations is impaired growth in the absence of the antimicrobial compared to susceptible cells, denoted as the fitness cost of resistance (3). This is because antimicrobials frequently target key cellular structures (e.g. ribosome or RNA polymerase) or functions (e.g. cell wall synthesis) important for fitness, and resistance mutations modify these very same structures or functions. However, the fitness cost of resistance is a coarse measure reflecting widespread changes in bacterial physiology and gene regulation. These changes can affect various phenotypic features in bacteria in addition to resistance to the selective antimicrobial. Among such pleiotropic phenotypes, those most commonly studied are susceptibilities to other antimicrobials, with cases of cross-resistance and collateral susceptibility often reported (4). From a broader perspective, the physiological consequences of antimicrobial resistance mutations also alter the fitness landscape for further mutations. In line with this, epistatic interactions between antimicrobial resistance mutations and other mutations are commonplace (5, 6). Pleiotropy and epistasis could also cause historical contingency in antimicrobial resistance evolution. A recent study found support for this, showing that resistance mutations to one antimicrobial compound from past exposure could influence the evolution of resistance to a second antimicrobial in the future (7).

Antimicrobial resistance factors experience positive selection when the fitness of resistant cells exceeds the fitness of susceptible cells in a population. The fitness advantage must surpass the physiological fitness-impairing consequences of resistance mutations as well as a threshold level of noise where the selection coefficient is too low to cause directional selection for resistance (8). This so-called minimum selective concentration (MSC) has been reported to occur in vitro at a range of 1/230 to 1/4 of the minimum inhibitory concentration (MIC) preventing the growth of susceptible cells (9). The MSC depends on the antimicrobial compound and type of resistance mutation. Moreover, in realistic habitats and community settings, microbes are often likely to simultaneously experience several abiotic and biotic selection pressures. Additional selective pressures can either obscure or exacerbate selection by the antimicrobial compound. For bacteria, these include bacteriophages i.e. viruses infecting bacteria (hereafter, phages), which are highly prevalent in natural habitats. Phages are also themselves increasingly employed as antimicrobial agents alone or in combination with antimicrobial compounds (10). Phages and antimicrobial compounds typically have different modes of action and targets of resistance mutations (11). This may constrain antimicrobial resistance evolution in phage-antimicrobial combination therapy. Alternatively, as bacterial cells experience double the stress in combination therapy, this may also aggravate selection for resistance mutations (12).
It remains unclear how the factors discussed above contribute to differences in resistance trajectories between three principal regimes: monotherapy, combination therapy and alternating therapy. Choosing the best regime for mitigating resistance (i.e., evolutionarily informed therapy) is critical for extending the shelf-life of existing antimicrobials. Combination therapy has been proposed to be superior to monotherapy by imposing more stringent conditions for resistance evolution at both ecological (rapid population crash shortening time window for \textit{de novo} resistance mutations to occur) and genomic levels (engagement of multiple resistance targets which may also involve fitness trade-offs) \cite{13}. Drawbacks include enhanced selection for multidrug resistance when resistances are genomically coupled, conditions permit the stepwise accumulation of multiple resistance mutations, or multidrug resistance is encoded on mobile genetic elements such as conjugative plasmids. Alternating therapies can be divided into antimicrobial cycling at the level of the population and alternating (i.e., sequential therapy) at the level of the individual \cite{14-17}. Alternating therapies have also been shown to be predominantly superior to monotherapy. Similar to combination therapy, alternating therapy may involve fitness trade-offs between resistances, constraining selection. Limited time windows of selection can also decrease directional selection for individual resistances, especially if accompanied by fitness trade-offs causing reversal of the previous resistance in the presence of the next antimicrobial. Risks associated with alternating protocols include a high likelihood for pleiotropic effects from individual resistances, including cross-resistance to other antimicrobials. The selective conditions may also be less stringent compared to combination therapy allowing the stepwise accumulation of multiple resistance mutations.

Here we set out to investigate the differences in antimicrobial resistance dynamics between monotherapy, combination and alternating therapy using a serial passage experiment with \textit{Escherichia coli}. We used three antimicrobials with different modes of action (nalidixic acid, rifampicin and spectinomycin) as well as the virulent phage T4. For the antimicrobials, we imposed subinhibitory selection ($\frac{1}{2} \times \text{MIC}$) clearly beyond the highest estimate for minimum selective concentration (up to $\frac{1}{4} \times \text{MIC}$) to allow resistance dynamics to be modulated by a wider range of factors compared to high-level selection (causing immediate fixation of resistance alleles present in standing genetic variation). We conducted the experiment for 48 days, including in our alternating therapy setup all 24 possible permutations of four 12-day epochs, consisting of three antimicrobial epochs and one antimicrobial-free epoch (Fig. 1). We performed the experiment at high replication (16 replicates for each unique treatment combination), amounting to a total of approximately 900 serially passaged populations. To investigate resistance evolution, we cross-phenotyped populations and clones isolated from the experimental end-point for resistance to each agent, as well as whole-genome sequencing over 200 clones representing divergent resistance outcomes.
Fig. 1. **Overview of experimental design.** The main experiment on the left was a 48-day serial passage experiment where initially isogenic *E. coli* was subjected to a control environment without antimicrobials; monotherapy or combination therapy with three different antimicrobial compounds; and alternating therapy regimes encompassing all permutations of four environments, including the three antimicrobials and one antimicrobial-free environment. The full experiment was repeated with and without initial introduction of phage representing an alternative type of antimicrobial agent. Each unique treatment combination was replicated 16 times, amounting to a total of 928 independent populations, which were cross-phenotyped over time against resistance to each of the antimicrobials. In addition, a single dominant clone was isolated from all surviving end-point populations (*N* = 900) and phenotyped for growth (optical density, OD, at 600 nm after 24 h culture) at several concentrations of each antimicrobial. To investigate the underlying molecular evolution, a subset of 235 clones representing different therapy regimes and divergent resistance outcomes were also subjected to whole-genome sequencing.

**Resistance dynamics, end-point outcomes and recurrent mutations differ depending on antimicrobial regime**

The three antimicrobial compounds used target different key cellular structures in bacteria: DNA gyrase (*nalidixic acid*, a quinolone-like naphtyridone antibiotic), RNA polymerase (*rifampicin*, a rifamycin antibiotic) and the small subunit of the ribosome (*spectinomycin*, an aminoglycoside-like aminocyclitol antibiotic). All four antimicrobial agents, including the three chemical compounds at subinhibitory levels (0.5 × MIC) and phage (T4), differed considerably in bacterial resistance evolutionary dynamics depending on the therapy regime.

*Nalidixic acid resistance:* Nalidixic acid (quinolone class) alone or in combination with the two other compounds caused resistance to nalidixic acid to evolve in a large proportion of the replicate populations over the course of 48 days (Fig. 2A; antimicrobial regime, *P* < 0.001; for full results, see Table S1). However, selection was not strong enough to cause a marked increase in the number of resistant populations under monotherapy within a 12-day window, representing the
length of a single exposure epoch in the alternating therapy protocol. Nevertheless, selection for resistance did occur within a 12-day window in combination therapy. Moreover, the proportion of replicate populations displaying resistance was a poor proxy for the allele frequency of resistance within the populations, as single dominant clones isolated from the populations at the experimental end-point (likely to represent the dominant genotype) displayed less resistance than the population as a whole (Fig. 2C; Table S2). This indicates that most of the populations displaying resistance had it as part of a minor clone.

Genomic data from the clones supported these findings such that nalidixic acid therapy was associated with a small number of nonsynonymous mutations overall (median of 0 mutations in monotherapy in the absence of phage, equivalent to control environment) as well as a relatively small number of recurrent mutational targets occurring only in a small proportion of the isolates (Fig. 2G). This is consistent with major clones lacking resistance in nalidixic acid monotherapy in the absence of phage (Fig. 2C). These targets include acrR (encoding HTH-type transcriptional regulator), rfaQ (lipopolysaccharide core heptosyltransferase) and ECB_RS03400 (putative phosphoglucomutase). Among these genes, acrR has been previously implicated in quinolone resistance (18), while the product function (LPS biosynthesis) and previous findings suggest that rfaQ (19) and phosphoglucomutase (20, 21) may be associated with resistance to both quinolone and phage. Together these findings show that nalidixic acid causes strong selection for resistance in mono- and combination therapy while causing weak selection for resistance in alternating therapy.

**Rifampicin resistance:** Rifampicin (rifamycin class) alone or in combination with the other two compounds imposed strong directional selection for resistance at the population level, and already within a 12-day epoch window (Fig. 2B; antimicrobial regime, \( P < 0.001 \); for full results, see Table S3). Data on resistant populations was a relatively good proxy for allele frequency of resistance within populations, as dominant clones isolated from resistant end-point populations were also likely to exhibit a resistant phenotype (Fig. 2D; Table S4). This indicates that most of the populations displaying resistance had it as part of a major clone. However, the clone data showed less resistance for alternating therapy compared to the population data (Fig. 2B end-point vs. Fig. 2D). This indicates that resistance had lower allele frequencies in alternating therapy compared to mono- and combination therapy. The vast majority of clones from the monotherapy environment had nonsynonymous mutations (median of 1.5 mutations in the absence of phage) in the gene rpoB (\( \beta \) subunit of RNA polymerase) known to produce rifampicin resistance (22), and the presence of mutations in this gene was almost exclusively associated with a resistance phenotype (Fig. 2G). In addition, five other genes (galU, infB, marR, mreC and mrdB) were recurrently mutated only in the presence of rifampicin (for details on association with resistance, see Supplementary text). Together these findings show that rifampicin causes strong selection for resistance, with selection strength weakening in the following order: mono-, combination and alternating therapy.
Fig. 2. Contingency of phenotypic outcome and mutation landscape on antimicrobial regime. (A) and (B) show resistance dynamics over time for nalidixic acid and rifampicin, respectively (mean ± bootstrapped 95% confidence intervals; 32 replicates per mean data point; data in presence and absence of phage pooled). Grey rectangles denote epoch boundaries for alternating therapy protocols. (C), (D), (E) and (F) show resistance outcomes to nalidixic acid, rifampicin, spectinomycin and phage T4, respectively, for clones isolated from each population at the experimental end-point (logistic regression expected value ± 95% confidence intervals; 16 replicates per mean data point). Resistance has been quantified as a binary variable and indicates the ability to grow at levels exceeding the minimum inhibitory concentration of the ancestral bacterial strain. (G) Mutational landscape. The heat map on the left shows the proportion of sequenced clones containing a nonsynonymous (or infrequently synonymous) mutation in a gene recurrently hit in the dataset. The genes have been ordered by total number of hits. The bar plot on the right shows the median mutation count for clones in each history (lack of bar indicates median of 0 mutations). The y-axis labels indicate the antimicrobial therapy protocol with the following encoding for each of the four 12-day experimental epochs: X = antimicrobial-free environment; N = nalidixic acid; R = rifampicin; S = spectinomycin; A = all three antimicrobial compounds combined.

**Spectinomycin resistance**: Spectinomycin (aminoglycoside class) monotherapy, either in the presence or absence of phage, led to higher mean spectinomycin resistance prevalence among end-point clones compared to the antimicrobial-free control and combination therapy environments, although resistance increased markedly only in the alternating therapy environment in the absence of phage (Fig. 2E; antimicrobial regime, \( P < 0.001 \); for full results, see Table S5). We were unable to obtain robust population-level time series data for spectinomycin, as the data was flooded in...
(majority of populations gave) positive signal masking any potential treatment effect. There are a number of factors that could enable population growth in our selective conditions, resulting in a positive resistance signal despite all or most of the cells remaining sensitive. Resistance may occur only in a subset of the population owing to a low selection coefficient (9), reversible amplifications (23, 24), or plastic gene regulatory changes induced by antimicrobial stress (e.g. SOS or stringent response) (25, 26). Three genes, *nadR* (transcriptional regulator), *trkH* (potassium uptake protein) and ECB_RS09520 (putative carboxyl-terminal processing protease), were recurrently mutated specifically in the presence of spectinomycin (median of 1 nonsynonymous mutation in monotherapy), with only *trkH* reaching high (close to 0.5) frequencies (Fig. 2G). Among these, *trkH* has been previously implicated in aminoglycoside resistance (27, 28), while *nadR* (29) and proteases (30) can, among other functions, be related to the bacterial stress response. Together these findings suggest that spectinomycin monotherapy may cause weak selection pressure for resistance. As much higher resistance levels occur in a subset of the alternating therapy environments, with a shorter spectinomycin selective window, these are expected to arise from the other agents (see following results section).

**Phage resistance:** The majority of bacteria exposed to the phage had a resistant phenotype still at the experimental end-point (i.e. 48 days after phage introduction) (Fig. 2F). Antimicrobial regime significantly affected phage resistance levels (*p* < 0.001; for full results, see Table S6), which showed a decreasing trend from the control environment (approx. 88 % resistance) through monotherapy (approx. 75 % resistance) to combination or alternating therapy (approx. 50 % resistance). This indicates that combination and alternating therapies constrained either selection for or maintenance of phage resistance. Phage exposure caused recurrent mutations in several genomic targets almost exclusively associated with phage resistant phenotypes, with most targets exhibiting low to moderate (<0.5) prevalence among isolates (Fig. 2G). This indicates that resistance to the phage T4 has a wide target in *E. coli* B. This is consistent with earlier studies showing that membrane modifications preventing phage adsorption represent a highly common resistance mechanism of bacteria against virulent phages and can typically be achieved by mutations in a number of genes affecting membrane structure and components (31). Moreover, the phage caused an increase of one nonsynonymous mutation in the median mutation count of the clones, suggesting that individual mutations rather than several mutations in combination were required for phage resistance. The potential phage resistance targets discovered in this study encompass 14 genes: *acrR, asmA, fabR, galU, infB, lpcA, mscM, rfaQ, ECB_RS0200, ECB_RS03400, ECB_RS03925, ECB_RS05770, ECB_RS09520*, and *ECB_RS18465* (Fig. 2G; see Supplementary text for associations between these genes and resistance phenotypes). Together these findings show the phage causes strong selection for resistance, with selection strength weakening (similar to rifampicin) in the following order: mono-, combination and alternating therapy. Overall, different therapies produced different evolutionary effects on the bacteria, both in terms of genetics and the extent of resistance observed in the populations.

**Pleiotropic and fitness effects of strong selective agents, rifampicin and phage, modulate overall resistance outcome**

Unexpectedly, rifampicin monotherapy resulted in an increased probability of nalidixic acid and spectinomycin resistance, specifically in the absence of phage (Fig. 3A). When comparing control and rifampicin monotherapy environments with and without phage, nalidixic acid resistant clones only occurred in rifampicin monotherapy environments without phage. Spectinomycin resistance,
in turn, occurred in a small subset of the populations also in the control environments but was extremely prevalent in the rifampicin monotherapy environment without phage (rifampicin monotherapy vs. control, \(P = 0.039\); phage presence, \(P < 0.001\); interaction, \(P = 0.002\); for full results, see Table S7). Moreover, spectinomycin resistance levels were much higher in alternating therapy protocols in the absence of phage compared to spectinomycin monotherapy. We hypothesized that both observations could result from pleiotropic effects of mutations selected by rifampicin, with either mutational targets being altered or the pleiotropic effect being modulated by the presence of phage. In line with the latter explanation, we found that 6/8 clones containing \(rpoB\) mutations (producing rifampicin resistance) and unexposed to the phage displayed resistance to spectinomycin. Conversely, only 4/17 clones with \(rpoB\) mutations in the presence of phage displayed resistance to spectinomycin. We also found a similar pattern of antimicrobial cross-resistance depending on phage resistance for two other genes: the stringent response gene \(spoT\) which was mutated across experimental treatments and the previously identified spectinomycin-selected gene \(nadR\) (Fig. 3B). Consequently, clones containing mutations in either \(nadR\), \(rpoB\) or \(spoT\) had a high likelihood of exhibiting a spectinomycin resistance phenotype conditioned on occurring in a phage susceptible genomic background (ANOVA for binomial generalized linear model; presence of mutations in \(nadR\), \(rpoB\) or \(spoT\), \(\chi^2_{1,233} = 1.90, P = 0.17\); phage resistance, \(\chi^2_{1,232} = 25.7, P < 0.001\); presence of mutations in \(nadR\), \(rpoB\) or \(spoT\) \(\times\) phage resistance, \(\chi^2_{1,231} = 7.01, P = 0.008\)).

**Fig. 3. Pleiotropy and fitness effect of resistance.** (A) Nalidixic acid and spectinomycin resistance after 48 days of rifampicin monotherapy (mean ± bootstrapped 95% confidence intervals). (B) Influence of phage resistance on whether mutations in the genes \(nadR\), \(rpoB\) or \(spoT\) produce a spectinomycin resistant phenotype (mean ± bootstrapped 95% confidence intervals). The data is for clones from phage-exposed environments (for which phage resistance phenotype was determined). (C) Fitness effect of phage resistance (mean ± bootstrapped 95% confidence intervals). Fitness has been quantified as optical density (OD) at 600 nm wavelength after 24 h culture in liquid medium. The value has here been related to the mean growth of the clones from the control treatment (absence of antimicrobials and phage). The data for all the figures is for clones isolated from populations at the experimental end point (\(N_{\text{total}} = 900\), with subset treatments or phenotypes included in a particular analysis indicated in the figure or legend.

Furthermore, we found that all \(mreC\) mutants (selected by rifampicin) as well as a single \(mreD\) mutant were multidrug resistant. Two of three \(mreC\) mutants (containing the same frameshift mutation, Glu291fs) and the \(mreD\) mutant were resistant to all three drugs, while a single \(mreC\) mutant
(Val46Gly) was resistant to both nalidixic acid and spectinomycin but remained susceptible to rifampicin. Mutations in \textit{mreC} and \textit{mreD}, whose products work in concert to determine cell shape and elongation, did not occur in the presence of phage. In turn, mutations in \textit{marR} selected by rifampicin that occurred only in the presence of phage also resulted in nalidixic acid resistance. These mutations could therefore explain the increased probability of nalidixic acid resistance in the presence of rifampicin. In addition, we found that phage resistance, associated in particular with mutations in \textit{fabR}, \textit{galU} and \textit{ECB_RS18465}, had a strong fitness cost as indicated by reduced bacterial growth after 24 culture (88.8 \% growth of phage sensitive clones) in the absence of the phage or antimicrobial compounds (ANOVA for linear model: phage susceptibility, $F_{1,898} = 84.1$, $P < 0.001$) (Fig. 3C). Together these observations suggest that nalidixic acid and spectinomycin resistance dynamics were to a large extent driven by the other two selective agents (rifampicin and phage) imposing stronger selection through the following three mechanisms: i. cross-resistance (i.e. pleiotropic) mutations selected in the presence of rifampicin; ii. the effect of phage on the strength of selection for antimicrobial resistance and the targets of antimicrobial resistance mutations; iii. the loss of the antimicrobial resistance phenotype of particular mutations in a phage resistant background. Cases ii. and iii. may be related to the strong fitness-impairing consequence of phage resistance.

**Modifying effects of strong selective agents largely explain differences between alternating therapy protocols**

The resistance evolutionary patterns described above largely determined differences in resistance levels between the alternating therapy protocols. First, rifampicin which was the strongest selective antimicrobial compound caused resistance to occur as a function of exposure epoch mainly by selecting for \textit{rpoB} mutations (Figs 4C & S1B; rifampicin exposure epoch, $p = 0.008$; for full results, see Table S8). Second, nalidixic acid resistance occurred at a much lower level in general (Figs 4A,B & S1A). It occurred as a function of rifampicin exposure in the absence of phage where selection by nalidixic acid was weak and rifampicin selected for low levels of nalidixic acid cross-resistance by \textit{mreC} mutations (Figs 4A & S1A; nalidixic acid exposure epoch, $P = 0.48$; rifampicin exposure epoch, $P = 0.003$; for full results, see Table S9). In the presence of phage, however, nalidixic acid resistance was more strongly driven by nalidixic acid exposure selecting for \textit{acrR} and \textit{ECB_RS03400} mutations (Figs 2G, 4B & S1B; nalidixic acid exposure epoch, $P = 0.007$; rifampicin exposure epoch, $P = 0.22$; for full results, see Table S10). This is consistent with the bacterial cells experiencing stronger selection for nalidixic acid resistance in the presence of both phage and nalidixic acid compared to nalidixic acid alone. Finally, in line with cross-selection by rifampicin, spectinomycin resistance level was influenced by both the spectinomycin and rifampicin exposure epochs, although being mainly determined by the presence of phage (Figs 3B & S1C; spectinomycin exposure epoch, $P = 0.012$; rifampicin exposure epoch, $P < 0.001$; phage presence, $P < 0.001$; for full results, see Table S11).
Fig. 4. Antimicrobials driving resistance evolution in alternating therapy regimes. (A) Nalidixic acid resistance over time in the absence of phage as a function of rifampicin exposure epoch. (B) Nalidixic acid resistance over time in the presence of phage as a function of nalidixic acid exposure epoch. (C) Rifampicin resistance over time as a function of rifampicin exposure epoch (both in presence and absence of phage which had no effect on selective antimicrobial as it did for nalidixic acid). All the data is shown as mean resistance ± bootstrapped 95% confidence intervals, and is based on $N = 928$ populations. The shaded area indicates the relevant (antimicrobial color code) exposure epoch.

Because high levels of spectinomycin resistance in the absence of phage accounted for a large proportion of resistance data, multidrug resistance (here referring to resistance to antimicrobial compounds and excluding resistance to the phage) was more likely to occur in the absence of phage despite the phage exacerbating selection for rifampicin and nalidixic acid resistance. As nalidixic acid selection was weak, most cases of multidrug resistance were cases of rifampicin-spectinomycin cross-resistance. Notably, three out of five among the sequenced clones displaying resistance to all three agents contained mutations in the cell-shape determining genes $mreC$ and $mreD$. Although rifampicin resistance levels began to decay after the rifampicin exposure epoch, likely owing to a fitness cost of rifampicin resistance, the effect was too weak to introduce a clear history dependence effect on multidrug resistance levels. Therefore, differences in the resistance outcome between the alternating therapy protocols were mostly accounted for by the following factors: differences in selection strength between the agents; pleiotropic effects of rifampicin resistance; and modifying effects of phage exposure on antimicrobial resistance phenotypes and evolution.

**Inference of ecological past and predictability of evolutionary future are strongest for driver agents**

The strong selective agents (rifampicin and phage) largely accounting for the multidrug resistance landscape, correspondingly, exhibit the strongest predictive power regarding the past drug exposure and future resistance outcome of the bacterial populations (Fig. 5A). As expected based on the strong fitness consequence of phage resistance, machine learning (random forest) models were able to predict past phage exposure with high accuracy based on growth data from end-point clones in the absence or presence of different levels of the experimental antimicrobials. The same data could also be used to train a model to precisely predict the rifampicin exposure epoch, consistent
with rifampicin resistance levels both decaying after exposure and influencing the overall resistance phenotypes. Conversely, in line with expectations, high-accuracy predictive models could not be constructed for the exposure epoch of the weak selective agent nalidixic acid or cross-selected agent spectinomycin. These factors were also seen as in modest predictive power of models predicting the full antimicrobial exposure sequence (i.e., ecological past). Therefore, the ability to predict the ecological past from the current phenotypic state is increased by high selection coefficients and strong fitness effects of resistances and can be obscured by low selection coefficients and pleiotropy.

We further quantified information theoretically the relationship between exposure histories and each of the end point phenotypes individually by evaluating their mutual information (Fig. 5B). A large value of mutual information between an environment and a phenotype indicates that knowing one substantially removes uncertainty about the other. Phage and spectinomycin exhibited strong mutual information (0.27 std 0.03) and adding the detail of the antimicrobial exposure order further increased it to 0.51 std 0.03. For nalidixic acid and rifampicin, knowing whether the exposure history had phage or not carried little information. However, for both compounds, increasing the detail of the antimicrobial exposure order carried information. In contrast to the random forest
modelling results, we noticed that the epoch of exposure to rifampicin did not greatly reduce uncertainty for the individual end-point resistance states. This is due to the random forest model exploiting both population and clone data at multiple MIC values – beyond binary (quantitative OD value instead of 0 for susceptible and 1 for resistant) – as well as using the joint phenotype, respect to all compounds, as its basis for predicting the past exposure environment.

**Discussion**

Inspecting differences in antimicrobial resistance dynamics between mono-, combination and alternating antimicrobial protocols, we found that combination therapy led to a high prevalence of resistances and associated mutations. These patterns were likely influenced by our use of subinhibitory antimicrobial selection. At high (super-MIC) antimicrobial levels, we would expect both ecological conditions (high population extinction probability) and genomic factors (requirement for presence of multiple resistances in standing genetic variation for evolutionary rescue) to impose stronger constraints on resistance evolution (13). Nevertheless, the pleiotropic effects of mutations occurring in the presence of rifampicin which caused strong directional selection for its respective resistance rendered rifampicin monotherapy a similarly potent enhancer of multidrug resistance. Moreover, the presence of phage, causing strong selection for phage resistance associated with a major impairment in bacterial growth, was a powerful modulator of antimicrobial resistance: on the one hand, removing the MIC-increasing effect of mutations causing resistance to one antimicrobial (spectinomycin) and, on the other, increasing directional selection for resistance by two antimicrobials (nalidixic acid and rifampicin). The prevalence of pleiotropic effects of antimicrobial resistance mutations (4) and synergistic or antagonistic effects of phage-antimicrobial combinations on resistance trajectories (12, 32) suggest that our results may reflect a more widespread phenomenon: Particular, strong selective agents can be equally or more critical for multidrug resistance evolution compared to the individual agents and their direct resistance selective properties within a therapy regime.

The strong selective agents (rifampicin and phage) also modulated resistance dynamics in our alternating therapy protocols, with both the rifampicin exposure epoch and the presence of phage exposure influencing the prevalence of resistance at the experimental end-point to all three antimicrobials used. The resistance outcome for the two other antimicrobials was also a function of their own exposure epoch and was either associated with weak selection (nalidixic acid) or co-selection by a variety of experimental conditions (spectinomycin). Therefore, the predictability of the ecological past based on end-point phenotypes or the future evolutionary state based on drug exposure sequence was lower for them compared to the two driver agents in our system. This indicates that pleiotropic effects of adaptive mutations can obscure the ability to predict resistance outcomes in sequential drug therapies and thus complicate therapy optimization. Notably, most cases of resistance in our study were low-level resistance (ability to grow at the MIC of the ancestral strain) owing to subinhibitory selection. The independent selective effect of constituent drugs may be stronger, and predictability for alternating therapies therefore higher, at high-level clinical antimicrobial concentrations (7). Alternatively, fitness trade-offs and epistasis are likely to be stronger for high-level resistance mutations reaching fixation during each antimicrobial exposure period, which may canalize resistance pathways and increase divergence in resistance outcomes between alternating protocols. If this occurs by highly protocol-specific mutational pathways, this may decrease the capacity of general factors to predict the resistance outcome compared to our setup. Despite the variability in resistance outcomes between protocols, we nevertheless found
overall decreased directional selection for and thereby prevalence of resistance in alternating compared to mono- and combination therapy. This supports the general utility of alternating protocols in decreasing resistance levels and extending the shelf-life of existing antimicrobials (16, 17).

The driver agents modified the interplay between selection and the epoch length by exacerbating selection and thus partially removing the desired filtering effect of epochs to resistance evolution. As the driver agents affected resistance evolution to both directions, assessing their overall impact for a specific therapy requires experimentation. Clearly, identifying and testing the impact of such driver agents has potential for therapy optimization and their efficient usage should be studied further using eco-evolutionary control theory (33). Intriguingly, driver agents do not necessarily need to be antimicrobials, for instance, the effects of stress environments can be further modulated by inhibiting global regulators (34).
References

1. P. S. Jørgensen, A. Aktipis, et al., Antibiotic and pesticide susceptibility and the Anthropocene operating space. *Nat. Sustain.* 1, 632–641 (2018).

2. Interagency Coordination Group on Antimicrobial Resistance, “No time to wait: securing the future from drug-resistant infections” (Report to the Secretary General of the United Nations, 2019; https://www.who.int/antimicrobial-resistance/interagency-coordination-group/IACG_final_report_EN.pdf).

3. D. I. Andersson, D. Hughes, Antibiotic resistance and its cost: Is it possible to reverse resistance? *Nat. Rev. Microbiol.* 8, 260–271 (2010).

4. C. Rosenkilde, C. Munck, A. Porse, M. Linkevicius, D. I. Andersson, M. Sommer, Collateral sensitivity constrains resistance evolution of the CTX-M-15 β-lactamase. *Nat. Commun.* 10, 618 (2019).

5. S. Borrell, Y. Teo, F. Giardina, E. M. Streicher, M. Klopper, J. Feldmann, B. Müller, T. C. Victor, S. Gagneux, Epistasis between antibiotic resistance mutations drives the evolution of extensively drug-resistant tuberculosis. *Evol. Med. Public Health* 2013, 65–74 (2013).

6. D. M. Weinreich, N. F. Delaney, M. A. DePristo, D. L. Hartl, Darwinian evolution can follow only very few mutational paths to fitter proteins. *Science* 312, 111–114 (2006).

7. P. Yen, J. A. Papin, History of antibiotic adaptation influences microbial evolutionary dynamics during subsequent treatment. *PLoS Biol.* 15, e2001586 (2017).

8. S. Schiffels, G. J. Szollosi, V. Mustonen, M. Lässig, Emergent neutrality in adaptive asexual evolution. *Genetics* 189, 1361–1375 (2011).

9. E. Gullberg, S. Cao, O. G. Berg, C. Ilbäck, L. Sandegren, D. Hughes, D. I. Andersson, Selection of resistant bacteria at very low antibiotic concentrations. *PLoS Pathog.* 7, e1002158 (2011).

10. K. Asija, C. M. Teschke, Lessons from bacteriophages part 2: A saga of scientific breakthroughs and prospects for their use in human health. *PLoS Pathog.* 14, e1006970 (2018).

11. R. C. Allen, K. R. Pfrunder-Cardozo, D. Meinel, A. Egli, A. R. Hall, Associations among antibiotic and phage resistance phenotypes in natural and clinical *Escherichia coli* isolates. *mBio* 8, e01341-17 (2017).

12. J. Cairns, L. Becks, M. Jalasvuori, T. Hiltunen, Sublethal streptomycin concentrations and lytic bacteriophage together promote resistance evolution. *Philos. Trans. R. Soc. Lond. B Biol. Sci.* 372, 20160040 (2017).

13. M. Tyers, G. D. Wright, Drug combinations: A strategy to extend the life of antibiotics in the 21st century. *Nat. Rev. Microbiol.* 17, 141–155 (2019).

14. S. Sarraf-Yazdi, M. Sharpe, K. M. Bennett, T. L. Dotson, D. J. Anderson, S. N. Vaslef, A 9-Year retrospective review of antibiotic cycling in a surgical intensive care unit. *J. Surg. Res.* 176, e73–e78 (2012).
15. P. Abel zur Wiesch, R. Kouyos, S. Abel, W. Viechtbauer, S. Bonhoeffer, Cycling empirical antibiotic therapy in hospitals: meta-analysis and models. *PLoS Pathog.* **10**, e1004225 (2014).

16. D. Nichol, P. Jeavons, A. G. Fletcher, R. A. Bonomo, P. K. Maini, J. L. Paul, R. A. Gatenby, A. R. Anderson, J. G. Scott, Steering evolution with sequential therapy to prevent the emergence of bacterial antibiotic resistance. *PLoS Comput. Biol.* **11**, e1004493 (2015).

17. R. Roemhild, H. Schulenburg, Evolutionary ecology meets the antibiotic crisis: Can we control pathogen adaptation through sequential therapy? *Evol. Med. Public Health* **2019**, 37–45 (2019).

18. T. Schneiders, S. G. B. Amyes, S. B. Levy, Role of AcrR and RamA in fluoroquinolone resistance in clinical *Klebsiella pneumoniae* isolates from Singapore. *Antimicrob. Agents Chemother.* **47**, 2831–2837 (2003).

19. H. S. Girgis, A. K. Hottes, S. Tavazoie, Genetic architecture of intrinsic antibiotic susceptibility. *PLOS ONE* **4**, e5629 (2009).

20. G. K. Paterson, D. B. Cone, S. E. Peters, D. J. Maskell, The enzyme phosphoglucomutase (Pgm) is required by *Salmonella enterica* serovar Typhimurium for O-antigen production, resistance to antimicrobial peptides and in vivo fitness. *Microbiology (Reading)* **155**, 3403–3410 (2009).

21. S. Correia, J. D. Nunes-Miranda, L. Pinto, H. M. Santos, M. de Toro, Y. Sáenz, C. Torres, J. L. Capelo, P. Poeta, G. Igrejas, Complete proteome of a quinolone-resistant *Salmonella Typhimurium* phage type DT104B clinical strain. *Int. J. Mol. Sci.* **15**, 14191–14219 (2014).

22. D. H. Mariam, Y. Mengistu, S. E. Hoffner, D. I. Andersson, Effect of *rpoB* mutations conferring rifampin resistance on fitness of *Mycobacterium tuberculosis*. *Antimicrob. Agents Chemother.* **48**, 1289–1294 (2004).

23. H. Nicoloff, K. Hjort, B. R. Levin, D. I. Andersson, The high prevalence of antibiotic heteroresistance in pathogenic bacteria is mainly caused by gene amplification. *Nat. Microbiol.* **4**, 504–514 (2019).

24. D. I. Andersson, H. Nicoloff, K. Hjort, Mechanisms and clinical relevance of bacterial heteroresistance. *Nat. Rev. Microbiol.* **17**, 479–496 (2019).

25. E. Strugeon, V. Tilloy, M. C. Ploy, S. Da Re, The stringent response promotes antibiotic resistance dissemination by regulating integron integrase expression in biofilms. *mBio* **7**, e00868-16 (2016).

26. K. Poole, Bacterial stress responses as determinants of antimicrobial resistance. *J. Antimicrob. Chemother.* **67**, 2069–2089 (2012).

27. T. Oz, A. Guvenek, S. Yildiz, E. Karaboga, Y. T. Tamer, N. Mumcuyan, V. B. Ozan, G. H. Senturk, M. Cokol, P. Yeh, E. Toprak, Strength of selection pressure is an important parameter contributing to the complexity of antibiotic resistance evolution. *Mol. Biol. Evol.* **31**, 2387–2401 (2014).

28. V. Lázár, G. Pal Singh, R. Spohn, I. Nagy, B. Horváth, M. Hrtyan, R. Busa-Fekete, B. Bogos, O. Méhi, B. Csörgő, G. Pósfai, G. Fekete, B. Szappanos, B. Kégl, B. Papp, C. Pál, Bacterial evolution of antibiotic hypersensitivity. *Mol. Syst. Biol.* **9**, 700 (2013).
29. Y. Zhang, E. Zbornikova, D. Rejman, K. Gerdes, Novel (p)ppGpp binding and metabolizing proteins of *Escherichia coli*. *mBio* **9**, e02188-17 (2018).

30. E. Culp, G. D. Wright, Bacterial proteases, untapped antimicrobial drug targets. *J. Antibiot. (Tokyo)* **70**, 366–377 (2017).

31. S. J. Labrie, J. E. Samson, S. Moineau, Bacteriophage resistance mechanisms. *Nat. Rev. Microbiol.* **8**, 317–327 (2010).

32. C. Gu Liu, S. I. Green, L. Min, J. R. Clark, K. C. Salazar, A. L. Terwilliger, H. B. Kaplan, B. W. Trautner, R. F. Ramig, A. W. Maresso, Phage-antibiotic synergy is driven by a unique combination of antibacterial mechanism of action and stoichiometry. *mBio* **11**, e01462-20 (2020).

33. M. Lässig, V. Mustonen, Eco-evolutionary control of pathogens. *Proc. Natl. Acad. Sci. U. S. A.* **117**, 19694–19704 (2020).

34. D. F. Jarosz, S. Lindquist, Hsp90 and environmental stress transform the adaptive value of natural genetic variation. *Science* **330**, 1820–1824 (2010).

35. M. Martin, Cutadapt removes adapter sequences from high-throughput sequencing reads. *EMBnet.journal* **17**, 10–12 (2011).

36. P. Ewels, M. Magnusson, S. Lundin, M. Kaller, MultiQC: Summarize analysis results for multiple tools and samples in a single report. *Bioinformatics* **32**, 3047–3048 (2016).

37. B. Langmead, S. L. Salzberg, Fast gapped-read alignment with Bowtie 2. *Nat. Methods* **9**, 357–359 (2012).

38. H. Li, B. Handsaker, A. Wysoker, T. Fennell, J. Ruan, N. Homer, G. Marth, G. Abecasis, R. Durbin, 1000 Genome Project Data Processing Subgroup, Sequence Alignment/Map format and SAMtools. *Bioinformatics* **25**, 2078–2079 (2009).

39. A. McKenna, M. Hanna, E. Banks, A. Sivachenko, K. Cibulskis, A. Kernytsky, K. Garimella, D. Altshuler, S. Gabriel, M. Daly, M. A. DePristo, The Genome Analysis Toolkit: a MapReduce framework for analyzing next-generation DNA sequencing data. *Genome Res.* **20**, 1297–1303 (2010).

40. P. Cingolani, A. Platts, I. Wang, M. Coon, T. Nguyen, L. Wang, S. J. Land, X. Lu, D. M. Ruden, A program for annotating and predicting the effects of single nucleotide polymorphisms, SnpEff: SNPs in the genome of *Drosophila melanogaster* strain w1118; iso-2; iso-3. *Fly (Austin)* **6**, 80–92 (2012).

41. R Core Team, R: A language and environment for statistical computing (R Foundation for Statistical Computing, Vienna, Austria, 2019: http://www.R-project.org/).

42. J. Pinheiro, D. Bates, S. DebRoy, D. Sarkar, R Core Team, nlme: Linear and nonlinear mixed effects models. R package version 3.1-13 (2017).

43. M. W. A Liaw, Classification and regression by randomForest. *R News* **2**, 18–22 (2002).

44. A. Mahto, splitstackshape: Stack and reshape datasets after splitting concatenated values. R package version 1.4.8. (2019).

45. S. W. Max Kuhn, caret: Classification and regression training. R package version 6.0-71 (2016).
46. J. R. Meyer, I. Gudelj, R. Beardmore, Biophysical mechanisms that maintain biodiversity through trade-offs. *Nat. Commun.* **6**, 6278 (2015).

47. R. Staden, K. F. Beal, J. K. Bonfield, The Staden package, 1998. *Methods Mol. Biol.* **132**, 115–130 (2000).

48. S. Kumar, G. Stecher, K. Tamura, MEGA7: Molecular Evolutionary Genetics Analysis version 7.0 for bigger datasets. *Mol. Biol. Evol.* **33**, 1870–1874 (2016).

49. J. Ho, T. Tumkaya, S. Aryal, H. Choi, A. Claridge-Chang, Moving beyond P values: Data analysis with estimation graphics. *Nat. Methods* **16**, 565–566 (2019).

50. N. Harmand, R. Gallet, G. Martin, T. Lenormand, Evolution of bacteria specialization along an antibi-otic dose gradient. *Evol. Lett.* **2**, 221–232 (2018).

51. A. Rodriguez-Verdugo, B. S. Gaut, O. Tenaillon, Evolution of *Escherichia coli* rifampicin resistance in an antibiotic-free environment during thermal stress. *BMC Evol. Biol.* **13**, 50 (2013).

52. P. Anderson, Sensitivity and resistance to spectinomycin in *Escherichia coli*. *J. Bacteriol.* **100**, 939–947 (1969).

53. A. Grove, MarR family transcription factors. *Curr. Biol.* **23**, R142–R143 (2013).

54. K. Gliniewicz, M. Wildung, L. H. Orfe, G. D. Wiens, K. D. Cain, K. K. Lahmers, K. R. Snekvik, D. R. Call, Potential mechanisms of attenuation for rifampicin-passaged strains of *Flavobacterium psychrophilum*. *BMC Microbiol.* **15**, 179 (2015).

55. D. L. Huseby, G. Bransdis, L. P. Alzrigat, D. Hughes, Antibiotic resistance by high-level intrinsic suppression of a frameshift mutation in an essential gene. *Proc. Natl. Acad. Sci. U. S. A.* **117**, 3185–3191 (2020).

56. A. Zorzet, M. Y. Pavlov, A. I. Nilsson, M. Ehrenberg, D. I. Andersson, Error-prone initiation factor 2 mutations reduce the fitness cost of antibiotic resistance. *Mol. Microbiol.* **75**, 1299–1313 (2010).

57. R. Misra, Y. Miao, Molecular analysis of *asmA*, a locus identified as the suppressor of OmpF assembly mutants of *Escherichia coli* K-12. *Mol. Microbiol.* **16**, 779–788 (1995).

58. J. Yang, Y. Fang, J. Wang, C. Wang, L. Zhao, X. Wang, Deletion of regulator-encoding genes *fadR, fabR* and *iclR* to increase L-threonine production in *Escherichia coli*. *Appl. Microbiol. Biotechnol.* **103**, 4549–4564 (2019).

59. L. Cheng, J. Wang, X. Zhao, H. Yin, H. Fang, C. Lin, S. Zhang, Z. Shen, C. Zhao, An antiphage *Escherichia coli* mutant for higher production of L-threonine obtained by atmospheric and room temperature plasma mutagenesis. *Biotechnol. Prog.* e3058 (2020).

60. U. Schumann, M. D. Edwards, T. Rasmussen, W. Bartlett, P. van West, I. R. Booth, YbdG in *Escherichia coli* is a threshold-setting mechanosensitive channel with MscM activity. *Proc. Natl. Acad. Sci. U. S. A.* **107**, 12664–12669 (2010).
62. X. Li, D. Gerlach, X. Du, J. Larsen, M. Stegger, P. Kühner, A. Peschel, G. Xia, V. Winstel, An accessory wall teichoic acid glycosyltransferase protects Staphylococcus aureus from the lytic activity of Podoviridae. Sci. Rep. 5, 17219 (2015).

63. B. R. Levin, F. M. Stewart, L. Chao, Resource-limited growth, competition, and predation: A model and experimental studies with bacteria and bacteriophage. Am. Nat. 111, 3–24 (1977).

64. B. C. Carlton, B. J. Brown, “Gene mutation” in Manual of methods for general bacteriology (American Society for Microbiology, Washington, D.C., 1981), pp. 222–242.

Acknowledgments: We thank Roosa Jokela and Jutta Kasurinen for technical assistance; Chris Illingworth for comments on an earlier version of the manuscript; the group of Leopold Parts in the Wellcome Sanger Institute, UK, for hosting JC as visiting worker in 2019–2020; and CSC – IT Center for Science for the allocation of computational resources.

Funding: This work was funded by the Academy of Finland (grant 106993 to TH; grant 313270 to VM), University of Helsinki HiLIFE AMR consortium (grant 797022004 to TH and VM), as well as Jenny and Antti Wihuri Foundation (grants 190040 and 200034 to JC).

Author contributions: Conceptualization: JC, TH, VM. Supervision: JC, VM. Data curation: JC, TM, FB, VM. Formal analysis, visualization and investigation: JC, VM, FB, TM. Writing – original draft: JC. Writing – review & editing: all authors.

Competing interests: Authors declare no competing interests.

Data and materials availability: Sequence data will be deposited in NCBI SRA. All code and pre-processed data needed to reproduce the downstream analyses and figures will be available via Dryad/GitHub.