Thermal phase transition of generalized Heisenberg models for SU(N) spins on square and honeycomb lattices
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We investigate thermal phase transitions to a valence-bond solid phase in SU(N) Heisenberg models with four- or six-body interactions on a square or honeycomb lattice, respectively. In both cases, a thermal phase transition occurs that is accompanied by rotational symmetry breaking of the lattice. We perform quantum Monte Carlo calculations in order to clarify the critical properties of the models. The estimated critical exponents indicate that the universality classes of the square- and honeycomb-lattice cases are identical to those of the classical XY model with a Z4 symmetry-breaking field and the three-state Potts model, respectively. In the square-lattice case, the thermal exponent, \( \nu \), monotonically increases as the system approaches the quantum critical point, while the values of the critical exponents, \( \eta \) and \( \gamma/\nu \), remain constant. From a finite-size scaling analysis, we find that the system exhibits weak universality, because the Z4 symmetry-breaking field is always marginal. In contrast, \( \nu \) in the honeycomb-lattice case exhibits a constant value, even in the vicinity of the quantum critical point, because the Z4 field remains relevant in the SU(3) and SU(4) cases.

I. INTRODUCTION

The classification of various continuous phase transitions has been successfully discussed from the viewpoint of the Landau-Ginzburg-Wilson (LGW) paradigm [1,2]. The essential principles of the paradigm are the clarification of (local) order parameters and the characterization of breaking symmetries. Recently, the possibility of deconfined critical phenomena (DCP) [3–5] has attracted considerable attention as a quantum phase transition (QPT) beyond the LGW paradigm. DCP have been predicted to occur at the QPT point between a magnetically ordered phase, such as the Néel phase, and the valence-bond solid (VBS) phase in two dimensional (2D) systems. Remarkably, this phase transition is continuous, although the symmetry group in one phase is not the subset of another phase. The well-known models that are expected to exhibit DCP are the generalized Heisenberg models with multibody interactions for SU(N) spins, namely, SU(N) \( J_{Qm} \) models [6]. Considerable effort has been expended to numerically determine whether the QPT of this model family is of the second order or weak first order; however, a satisfactory result has not yet been obtained [6–14].

An interesting aspect of DCP is that the transition may occur independently of the lattice geometry [4,5]. In a previous study [14], we evaluated the critical exponent, \( \nu_{QPT} \), at the QPT point between the Néel and VBS phase in SU(N) \( J_{Qm} \) models on both square and honeycomb lattices using quantum Monte Carlo (QMC) calculations. From the finite-size scaling (FSS) analysis, we confirmed that \( \nu_{QPT} \) is independent of the lattice geometry but depends on the SU(N) symmetry. This result strongly suggested the presence of DCP in the SU(N) \( J_{Qm} \) models. However, \( \nu_{QPT} \) for the SU(3) models exhibits a systematic shift toward the trivial value of \( \nu_{QPT} = 1/D(D = 3) \) as the system size increases. Therefore, the possibility of a first-order transition remains in the case of SU(3).

The nature of the QPT point is important in the discussion of finite-temperature properties, because it can strongly affect the topology of the thermal phase diagram and also the criticality, as shown in Fig. 1. The SU(N) \( J_{Qm} \) models are expected to exhibit a thermal phase transition if the VBS pattern is characterized by spontaneous symmetry breaking of the lattice. Thus, consideration of the critical properties of thermal transitions in the vicinity of the QPT point may yield a different perspective on the possibility of DCP occurring in SU(N) \( J_{Qm} \) models.

The universality class of the thermal transition has been discussed for both SU(2) \( J_{Q2} \) [15] and \( J_{Q3} \) [16] models on the square lattice. The VBS pattern on the square lattice is described by a columnar dimer configuration, which is characterized by the spontaneous breaking of \( \pi/2 \) rotational symmetry around the center of the plaquette. Thus, the Z4 symmetry breaking of the VBS order parameter is expected at the critical temperature. In the 2D case, several models that exhibit Z4 symmetry breaking exist, such as the Ashkin-Teller model [17] including the four-state Potts model [18] and the 2D classical XY spin model with the Z4 field (\( XY + Z4 \) model). In such models, the critical exponent, \( \eta \), always satisfies the condition \( \eta = 1/4 \). However, the observed exponent \( \eta \sim 0.59 \) of the SU(2) \( J_{Q2} \) model differs from the expected value [15]. In the SU(2) \( J_{Q2} \) model, the VBS order is very weak because the QPT point is located in the vicinity of the limit, and the model can only be expressed using the multibody interacting \( Qm \) term (the dimer limit). To enhance the VBS order, Jin and Sandvik have focused on the SU(2) \( J_{Q3} \) models [16]. The QMC results they have obtained [16] indicate that the criticality is well explained by the Gaussian conformal-field theory with central charge \( c = 1 \); the thermal exponent, \( \nu \), monotonically increases as the system approaches the QPT point, while the following relations between the exponents, \( \eta = 1/4 \), \( \gamma/\nu = 7/4 \), and \( \beta/\nu = 1/8 \), are retained. This is...
a characteristic aspect of the 2D weak Ising universality class [19], and the same behavior has also been observed in the 2D XY + Z3 model [20–22]. In the case of the classical spin model, ν monotonically increases as the Z4 symmetry-breaking field, h4, is suppressed and finally diverges at the XY limit, where the Kosterliz-Thouless (KT) transition takes place. Jin and Sandvik [16] have observed that an enhancement of the U(1) symmetry of the VBS order parameter is observed at close proximity to the transition temperature and the QPT point, when the system size is smaller than a characteristic length scale. Since it has been noted that the emergence of additional U(1) symmetry is an important signature of DCP [5,9], the numerical result in Ref. [16] is consistent with the presence of a deconfined critical point in the SU(2) JQ3 model. However, the observation of U(1) symmetry in the vicinity of the QPT point seems to be natural, because the Z3 field in the classical model is always marginal at a transition temperature and the system becomes the pure XY model at the h4 → 0 limit [20]. Thus, the emergence of U(1) symmetry cannot be regarded as sufficient evidence for the presence of a deconfined critical point in this case. Since the possibility of a first-order transition has been suggested in the SU(3) JQ2 model case [14], where the same Z4 field is broken, systematic studies of SU(N) symmetry are necessary.

In contrast to the square-lattice case, the nature of the symmetry-breaking field is different for the honeycomb-lattice case. When the columnar VBS pattern is characterized by π/3 rotational symmetry breaking, the corresponding classical model is expected to be the XY + Z3 model. Since the Z3 field is relevant in two dimensions, the universality class is explained by the 2D three-state Potts model [23], and the emergence of the U(1) symmetry in the VBS order parameter may then be suppressed in the vicinity of the QPT. Although this is correct in the case of SU(2) spins, the higher SU(N)-symmetric case seems to be controversial. The discussion of DCP is based on the noncompact complex projective (NCCP) theory with Zk symmetry-breaking fields [3,5]. In this theory, although the Z3 symmetry-breaking field is relevant, it becomes irrelevant as N increases [4,24]. For the SU(2) case, which corresponds to the NCCP1 theory, recent QMC results have indicated that the Z3 field is relevant but almost marginal at the QPT [13]. Therefore, one can expect the first-order transition at the QPT point in the SU(2) case and a change of criticality as N increases. This indicates that the criticality of the thermal transitions and the topology of the phase diagram are determined based on the order of the QPT. If the QPT is continuous, as is expected for larger values of N, and the system approaches the QPT, whether or not the universality classes of the thermal transition are affected is a nontrivial question.

Our previous QMC calculations suggest that the same criticality exists at the QPT regardless of the lattice geometry [14]. This implies that the phase diagram topologies are identical in both the square- and the honeycomb-lattice cases. If one focuses on the most likely and simplest case, two scenarios for the thermal phase diagram can be expected depending on the order of the QPT point: (a) the QPT transition is of the second order and the thermal transition is always continuous [Fig. 1(a)], and (b) the QPT is a weak first-order transition and the multicritical point exists at a finite temperature [Fig. 1(b)]. When scenario (b) occurs, we expect to observe crossover behavior and for ν to change to the trivial value, ν = 1/D (D = 2). From the above discussion, the importance of calculating the thermal phase diagram for different values of N and various lattice geometries with high accuracy is apparent. Further, such calculations can allow us to consider the possibility of the DCP scenario in the SU(N) JQm models. Thus, in this paper, we systematically study the thermal phase transitions of the JQ2 model on the square lattice and the JQ3 model on the honeycomb lattice for SU(3) and SU(4) spins.

The layout of this paper is as follows. In Sec. II, we study the thermal transition of the SU(N) JQm model. We begin by introducing the model details and the order parameters evaluated in the QMC computations. In Sec. III, we present the results of the finite-size scaling analysis for the obtained numerical data. The criticality of the thermal transition is discussed for the square-lattice and the honeycomb-lattice cases. Then, we discuss possible scenarios for the QPT of both models from the perspective of the thermal phase diagram. Finally, we summarize our results in Sec. IV.

II. MODEL AND METHOD

We consider the SU(N) JQ2 model on the square lattice and the SU(N) JQ3 model on the honeycomb lattice. Both models are simply expressed by the color-singlet-projection operator, Pij, which is defined as

\[ P_{ij} = \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} S_i^\alpha S_j^\beta, \]

where \( S_i^\alpha \) is the SU(N) spin generator and \( \bar{S}_j^\alpha \) is its conjugate. The model Hamiltonian can be expressed as

\[ \mathcal{H} = -J \sum_{\langle ij \rangle} P_{ij} - Q_2 \sum_{\langle ij, kl \rangle} P_{ij} P_{kl}, \tag{1} \]

for the square-lattice case, and

\[ \mathcal{H} = -J \sum_{\langle ij \rangle} P_{ij} - Q_3 \sum_{\langle ij, kl \rangle} P_{ij} P_{kl} P_{mn}, \tag{2} \]

for the honeycomb-lattice case, where \( \langle ij \rangle \) indicates the nearest-neighbor sites. The summation for the \( Q_m \) terms runs
over all pairs without breaking the rotational symmetry of the lattice, as illustrated in Fig. 2. Since the present lattices are bipartite, the fundamental (conjugate) representation is adapted for the SU(N) spins on A(B) sites.

For Hamiltonians (1) and (2), we performed QMC calculations up to \( L = 256 \) for the square-lattice case and \( L = 132 \) for the honeycomb-lattice case, respectively. The number of sites, \( N \), corresponds to \( N = L^2 \) and \( N = 2L^2 \), respectively. The QMC code used here is based on the massively parallelized loop algorithm [25] provided in the ALPS project code [26]. In the computations, we measured the VBS amplitude, which is defined as \( \Psi_r \equiv \sum_{\mu=1}^\mu \exp(\frac{2\pi i \mu}{\mu}) \hat{P}_{r,r} \), where \( \hat{P}_{r,r} \) is the diagonal component of the projection operator, \( z \) is the coordinate number of a lattice, and \( r_r \) represents the neighboring site of \( r \) in the \( \mu \) direction [see Fig. 2 (b)]. From \( \Psi_r \), the VBS order parameter, which is defined as \( \Psi \equiv L^{-2} \sum_r \Psi_r \). After \( \Psi_r \) was evaluated, we obtained further quantities: the Binder ratio, \( B_R \equiv \langle \Psi^4 \rangle / \langle \Psi^2 \rangle^2 \); the VBS correlation function, \( C(r) \equiv \langle \Psi_r \Psi_{r'} \rangle \); the correlation length, \( \xi = \frac{1}{2\pi} \sqrt{\frac{\Delta Q}{\Delta z}} - 1 \); and the static structure factor, \( S(Q) = L^{-2} \sum_{r} \exp(-iQ(r - r')) \langle \Psi_r \Psi_{r'} \rangle \). Here, \( \Delta Q \) denotes the distance between the order wave-vector, \( Q_x = 0 \), and the nearest-neighbor positions, \( (0,2\pi/L_x,0) \) or \( (2\pi/L_x,0,0) \).

In this paper, we discuss the thermal transition criticality by changing the coupling constants, \( J \) and \( Q_m \). It is convenient to introduce a length scale associated with the distance from the QPT point, where the ground state changes from the Néel state to the VBS state. The QPT points were previously evaluated in Ref. [14] and are summarized in Table I. The coupling ratio, \( \lambda = J/(J + Q_m) \), of the QPT point depends strongly on the lattice geometry and also on the degree of freedom of the SU(N) spin. Therefore, we introduce a normalized coupling constant that is defined as \( \Lambda = \lambda \lambda_c \), where \( \lambda_c \) is the critical value at the QPT point. From this definition, one can easily see that \( \Lambda = 0 \) and 1 correspond to the dimer limit and the QPT point, respectively.

### III. Numerical Results and Finite-Size Scaling Analysis

In Figs. 3 and 4, we show the temperature dependence of \( C_R, B_R, \xi/L \), and \( S(Q) \) at \( \Lambda = 0.5 \), which is the middle distance between the QPT point and the dimer limit. Since clear crosses are always observed for \( 0 \lessgtr \Lambda \lessgtr 1 \) as the temperature decreases, the thermal transition from the paramagnetic to the VBS phase is expected to be of the second order.

To discuss the universality class, we performed a FSS analysis of \( \xi, C_R, B_R, \) and \( S(Q) \), assuming the scaling forms \( \xi/L \approx g_x[L^{\gamma} (T - T_c)] \), \( C_R \approx g_c[L^{\gamma} (T - T_c)] \), \( B_R \approx g_B[L^{\gamma} (T - T_c)] \), and \( S(Q) \sim L^{-\gamma} \approx g_S[L^{\gamma} (T - T_c)] \), where \( g_x, g_c, g_B, \) and \( g_S \) are the scaling functions. We applied the Bayesian scaling analysis [27] to the FSS analysis of larger system-size sets and estimated the values as follows. First, the critical temperature, \( T_c \), and \( \gamma \), were evaluated from

![FIG. 2. (Color online) (a) Color-singlet projection operator on a bond. The bold ellipsoids denote a color-singlet dimer state and correspond to \( P_{ij} \)'s. (b) Projection operators for \( Q_2 \) and \( Q_3 \) terms. (c) Coordination index, \( \mu \).](attachment://fig2.png)

![FIG. 3. (Color online) Temperature dependence of \( C_R, B_R, \xi/L \), and \( S(Q) \sim L^{-\gamma} \) in the SU(3) square-lattice model at \( \Lambda = 0.5 \).](attachment://fig3.png)
FIG. 4. (Color online) Temperature dependence of \( C_R, B_R, \xi/L, \) and \( S(Q_c)L^{-2\nu/\gamma} \) for the SU(4) honeycomb-lattice model at \( \Lambda = 0.5 \).

\( \xi \) and \( C_R \) (or \( \xi \) and the Binder ratio \( B_R \)), because their scaling forms contain only two variables, \( T_c \) and \( y_t \). Both \( T_c \) and \( y_t \) were optimized simultaneously from the \( \xi \) and \( C_R \) data set. In detail, we evaluated \( T_c \) and \( y_t \) for several data sets labeled \( L_{\text{max}} \) that include four different system sizes, for example, \( L_{\text{max}} = 72 \) includes \( L = \{32, 48, 64, 72\} \), \( L_{\text{max}} = 96 \) includes \( L = \{48, 64, 72, 96\} \), and so on. Since apparent system-size dependence is observed for \( \Lambda > 0 \), we evaluated the extrapolated values of \( T_c \) and \( y_t \) in the limit \( L_{\text{max}} \to \infty \) from the large-system sets. (One example of this size dependence is the result at \( \Lambda = 0.15 \) for SU(3) shown in Fig. 7.) After we obtained \( T_c \) and \( y_t \) for the thermodynamic limit, \( \eta \) and \( \gamma/\nu \) were independently obtained from the correlation function, \( C(r) \), and \( S(Q_c) \).

We summarize the estimated \( y_t(=\nu^{-1}) \) and \( T_c \) in Fig. 5 for the square-lattice case (the SU(\( N \)) \( Jg^2 \) model). In the square-lattice model, \( y_t \) (\( \nu \)) monotonically decreases (increases) as the system approaches the quantum critical point, in both the SU(3) and the SU(4) cases. In contrast to \( y_t \), we observe that \( \eta \) and \( \gamma/\nu \) take constant values for \( \Lambda < 0.97 \). Figures 6(a) and 6(b) show the \( \Lambda \) dependence of the effective \( \eta \) estimated from the assumption that \( C(R) \sim R^{-\eta} \). From Figs. 6(a) and 6(b), it is apparent that \( \eta \) clearly crosses \( \eta = 1/4 \) at critical temperatures within the error bars. In the same manner, the effective \( \gamma/\nu \) is estimated from the form \( S(Q_c) = 0 \sim L^{\gamma/\nu} \).

FIG. 5. (Color online) (a) Critical temperature and (b) renormalization group eigenvalue, \( y_t \), for temperature in the square-lattice case. The open squares (circles) are the SU(3) [SU(4)] results. \( y_t \) is estimated by extrapolation to the thermodynamic limit, \( \Lambda = 0 \) corresponds to the dimer limit, where \( J = 0 \), and \( \Lambda = 1 \) is the QPT point.

Figures 6(c) and 6(d) present \( \gamma/\nu \) evaluated from the data for \( L \geq 96 \). We can confirm from Fig. 6 that \( \gamma/\nu \) crosses the value 7/4 at critical temperatures. Thus we conclude that \( \eta \) and \( \gamma/\nu \) satisfy \( \eta = 1/4 \) and \( \gamma/\nu = 7/4 \) at critical temperatures, within the error bars. The obtained exponents are the same as those of

FIG. 6. (Color online) \( \Lambda \) dependence of effective \( \eta \) and \( \gamma/\nu \) of SU(\( N \)) \( Jg^2 \) models. All values were evaluated from the assumptions \( C(R = L/V_{\text{crit}})\sim R^{-\eta} \) and \( S(Q_c)\sim L^{\gamma/\nu} \), which are approximately satisfied in the vicinity of the critical temperatures. The vertical colored lines are critical temperatures and the black horizontal lines correspond to the values of the exponents for the 2D Ising universality class (\( \eta = 1/4 \) and \( \gamma/\nu = 7/4 \)).
the 2D Ising universality class. \( y_{t}(\nu) \) itself varies depending on \( \Lambda \), but the other exponents, such as \( \eta \) and \( \gamma/\nu \), are constant. This behavior is known as the 2D Ising weak universality \[19\] and is consistent with the results reported in Ref. \[16\] for the SU(2) \( JQ_3 \) model.

To approach the QPT point from the finite-temperature region, we performed these calculations at very low fixed temperatures by varying \( \lambda \). With limited system size, we observed an apparent increase in \( y_{t} \). However, as we discuss below, this is due to crossover from the mean-field-type behavior to the true asymptotic behavior and should not be taken as an evidence suggesting a first-order transition. (This is a slightly confusing point since the mean-field value for \( y_{t} = 2 \) happens to be equal to the expected value for the first-order transition in two dimensions.) Figure 7 shows the system-size dependence of \( y_{t} \) at \( k_{B}T/(J + Q_2) = 1/20, 1/32, 1/64, \) and \( 1/256 \) for the SU(3) case. Each value of \( y_{t} \) is the FSS result of \( B_{N} \) for several data sets labeled \( L_{\text{max}} \) that include three different system sizes; for example, \( L_{\text{max}} = 48 \) includes \( L = \{24, 32, 48\} \), \( L_{\text{max}} = 72 \) contains \( L = \{48, 64, 72\} \), and so on. At \( k_{B}T/(J + Q_2) = 1/20 \), \( y_{t} \) systematically decreases as \( L_{\text{max}} \) increases and takes the approximate value \( y_{t} \sim 0.23 \) in the thermodynamic limit. However, in the lower-temperature region, we observe that \( y_{t} \) exhibits a crossover from the mean-field value; the data for small \( L_{\text{max}} \) indicate \( y_{t} \sim 2(\approx 1.5) \), but \( y_{t} \) decreases suddenly when the system size becomes larger than a characteristic length, \( L_{c} \). In the case of \( k_{B}T/(J + Q_2) = 1/32 \) and \( k_{B}T/(J + Q_2) = 1/64 \), we estimated \( L_{c} \sim 72 \) and \( L_{c} \sim 192 \), respectively. However, when \( k_{B}T_c/(J + Q_2) = 1/256 \), we obtained a data with the exponents of the mean-field value in both the SU(3) and the SU(4) case. Therefore, we can obtain the correct values from the data for \( L > L_{c} \) in the FSS analysis, while we estimate the mean-field values from the \( L < L_{c} \) data. This \( L_{c} \) is natively related to the development of the correlation length along the imaginary-time direction, \( \xi_{t} \); the thermal criticality can be observed after \( \xi_{t} \) approximately exceeds the inverse temperature, \( \beta \). (It is expected that \( L_{c} \sim \xi_{t} \sim a\beta \), where \( a \) is an unknown constant.) In the present case, the correlation along the real space direction is well developed for \( \xi_{t} < \beta \). Thus, the system can be described by an effective model with long-range interactions. Similar crossover is observed for the critical exponent \( y_{t} = 1/\nu \) in the 2D Ising models with long-range interactions \[28\]. In the Ising model, \( y_{t} \) depends on the ratio between the interaction range and system size. When the interacting range is significantly larger than the system size, mean-field-type behavior is observed. From the extrapolated results for \( y_{t} \), it can be stated that the universality class of the thermal transition for \( k_{B}T_c/(J + Q_2) \gg 1/64 \) is explained by that of the 2D classical XY + \( Z_{2} \) model and is therefore the weak 2D Ising universality class.

Next, we focus on the criticality of the SU(\( N \)) \( JQ_{3} \) model on the honeycomb lattice. In Fig. 8, we summarize \( y_{t}\nu = \nu^{-1} \) and \( T_{c} \) for the SU(3) and SU(4) \( JQ_3 \) models. We find that \( y_{t} = 6/5\nu = 5/6 \) is well satisfied even in the vicinity of the QPT limit of \( \Lambda = 1 \) and that the size dependence of \( y_{t} \) is quite small for \( \Lambda \lesssim 0.95 \). This value is consistent with that of the 2D three-state Potts universality. In Fig. 9, we show \( \eta \) and \( \gamma/\nu \) that were estimated in the same manner as in the square-lattice case. The 2D three-state Potts universality is also confirmed directly; \( \eta = 4/15 \) and \( \gamma/\nu = 26/15 \) are satisfied at the critical temperatures within error bars. The present columnar VBS pattern is characterized by the \( \pi/3 \) rotational symmetry breaking, reflecting the honeycomb-lattice background. Thus, it is expected that the related classical model with the same universality class is the 2D \( XY + Z_{2} \) model. Since the \( Z_{2} \) field is strongly relevant in two dimensions, the exponents are not affected by the coupling constants \( J \) and \( Q_3 \).

The fact that the \( Z_{2} \) field is relevant may help us discuss the possibility of DCP occurring. If the present honeycomb
we expect that the crossover behavior from the mean-field theory exists for $L < 80$, but it is very weak. Therefore, it is difficult to identify the conventional system-size dependence. This result indicates that the development of $L_c$ is relatively suppressed in comparison with the square-lattice case at the same temperature.

The obtained thermal phase diagram for $\Lambda \lesssim 0.99$ supports the possibility of scenario (a) in Fig. 1, because it seems unlikely that $\nu$ will approach the trivial value of $1/D$ in both the square-lattice and the honeycomb-lattice cases. If the scenario (b) occurs, the multicritical point should exist at quite a low temperature, i.e., $k_B T/(J + Q_m) < O(10^{-2})$. This is still consistent with our previous discussion of the QPT point [14]; a systematic increase in $\nu_{QPT}$ towards the trivial value is observed for $L > 128$ in the SU(3) square-lattice model. If the dynamical exponent for the DCP is unity, $k_B T/(J + Q_m) < O(10^{-2})$ corresponds to the length scale $L > O(10^2)$. This implies that the correlation length is very large and almost diverging.

**IV. SUMMARY**

In this paper, we have investigated the thermal transitions of $J Q_1$ models on the square lattice and $J Q_2$ models on the honeycomb lattice for SU(3) and SU(4) spins. We have found that the criticality of the SU(N) square-lattice model is well explained by the 2D weak Ising universality class in both the SU(3) and SU(4) cases, which is in agreement with Jin and Sandvik’s result [16] for the SU(2) $J Q_1$ model. The thermal exponent, $\nu$, monotonically increases as the system approaches the QPT limit, and the decrease in $\nu$ that should occur if $\nu$ eventually reaches its first-order transition value of $1/D$ has not been observed. Thus, the first-order transition appears to be less likely for $k_B T_c/(J + Q_m) > O(10^{-2})$. In the honeycomb-lattice case, reflecting the fact that the $Z_3$ field is strongly relevant, $\nu$ always exhibits the 2D three-state Potts value. From the obtained results, we have discussed possible scenarios for the thermal phase diagram. If the first-order transition occurs, we may observe critical behaviors with strong system-size corrections. However for $k_B T_c/(J + Q_m) > 1/64$, crossover behavior is not observed clearly in our results. To determine the thermal phase diagram (a) or (b) occurring in the present models, the numerical calculations for extremely large system sizes are required, because the drastic development of $L_c$ is expected in the vicinity of the QPT.
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