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Abstract—Due to possible emergency faults and frequency regulation reserve shortage in the multi-infeed hybrid AC-DC (MIDC) system, the emergency frequency control (EFC) with LCC-HVDC systems participating is important for system frequency stability. Nevertheless, the existing decentralized EFC strategies cannot guarantee the transient stability constraints of lines and cannot meet the frequency restoration requirement. To fill this gap, this paper proposes a complementary distributed EFC strategy. By selecting the semi-distributed or fully-distributed control law according to the state of AC system control center, the proposed distributed EFC can improve the control performance with a normal control center and enhance the control reliability in case of control center failure. Then, to derive the semi-distributed and fully-distributed control laws, a general design method is proposed by formulating an optimal EFC problem. Both of these two control laws can guarantee transient stability constraints, restore system frequency and achieve the defined optimal control objective. Moreover, the optimality of the closed-loop is proven, and a Lyapunov analysis shows the asymptotic stability of the closed-loop system with the discontinuous control dynamics. A case study verifies the effectiveness of the proposed distributed EFC strategy.
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I. INTRODUCTION

A. Motivation

Multi-infeed hybrid AC-DC (MIDC) systems widely exist in the power transmission networks nowadays [1]–[3], in which one AC system is connected with multiple line-commutated-converter-based HVDC (LCC-HVDC) systems. For instance, in China, more than ten LCC-HVDC systems feed in the East China regional grid. The frequency stability of the MIDC system faces many challenges. On the one hand, emergency faults (e.g., HVDC block faults) with considerable power imbalances are prone to occur; on the other hand, the feeding of LCC-HVDC systems and the asynchronous connections among regional AC systems might cause frequency regulation reserve shortage and system inertia deficiency [4], [5]. Therefore, traditional frequency regulation strategies may not ensure the frequency stability of the MIDC system, and the emergency frequency control (EFC) strategies are urgently required.

Due to the severe economic losses caused by the conventional EFC strategies (i.e., generator tripping and load shedding operations [6], [7]), the more economic and effective EFC strategies considering LCC-HVDC systems’ participation have been proposed in existing studies. For example, in our previous work [8], a decentralized EFC strategy is proposed, where the short-term overload capability of LCC-HVDC [9] is utilized to provide emergency power support. The objective of existing EFC strategies is to stabilize the system frequency when an emergency fault occurs in the MIDC system, like that of the primary frequency regulation. Hence, the existing EFC strategies will cause a steady-state frequency deviation from the nominal value. Nevertheless, considering the application in engineering practice, the following two requirements need to be met in the design of the EFC strategy:

1) Transient Stability Constraints. In the EFC, both the power imbalance and the power regulation amounts of the LCC-HVDC systems are considerable. Thus, the post-fault steady-state transmission power of the AC transmission lines is prone to exceed the transient stability limits [10], which might lead to transient instability problems. Therefore, the transient stability constraints of transmission lines should be considered in the design of the EFC strategy.

2) Frequency Restoration Requirement. The system recovery after an emergency fault takes a relatively long time. For instance, when an HVDC block fault occurs, the LCC-HVDC system will not resume normal operation until about thirty minutes after fault clearing. It is inappropriate that the system frequency remains a non-nominal value during this period of time. Therefore, the EFC strategy in the MIDC system should be able to restore the system frequency.

Since the existing EFC strategies cannot meet the above two requirements, to fill this gap, considering that the LCC-HVDC systems and the AC system are operated by different control agents, this paper proposes a novel distributed EFC strategy with the cooperative participation of LCC-HVDC systems and generators. The proposed distributed EFC strategy can guarantee the transient stability constraints of transmission lines, restore the system frequency and achieve the designed optimal control objective.

B. Literature Review

To the best of our knowledge, there is no relevant research on considering the transient stability constraints in the EFC design.
However, when the transient stability limits of transmission lines are given by the dispatch center in advance, the transient stability constraints can be regarded as the transmission power constraints. Thus, in this literature review, we focus on the frequency control strategies considering transmission power constraints of lines, which can be divided into three categories. The first category is the sensitivity-based strategy. In [11], a load-side frequency control strategy considering transmission power constraints is proposed, where the controllers that might cause transmission power limits exceeded are blocked according to the sensitivity analysis. In [12], an automatic generation control (AGC) strategy considering security constraints of tie-lines is proposed for the wind power integrated power system, where the sensitivity coefficients are utilized to describe the impact of the wind power fluctuations on the transmission power of tie-lines. Moreover, a sensitivity-based preventive and remedial control is proposed in [13] to ensure that the transmission power of tie-lines does not exceed the limits during the AGC. In the above strategies, the sensitivity coefficients are related to the system parameters; however, the topology and parameters of the power system might change in case of emergency faults, and it is difficult for the system operator to accurately calculate the sensitivity coefficients in real time. Therefore, the sensitivity-based strategies [11]-[13] are inapplicable to the EFC design.

The second category is the centralized strategy with transmission power constraints. In [14], [15], a centralized active power control method is proposed for the wind-thermal integrated system to guarantee the transmission power constraints of the sending-out line. In [16], a satin bowerbird optimization algorithm-based tertiary frequency control strategy is proposed for congestion management, which is essentially an optimal power flow (OPF)-based strategy. A real-time hybrid optimization algorithm-based congestion management strategy is proposed in [17], which requires advanced communication system. The above centralized approaches need a control center that gathers the global information, perform centralized calculations and give control commands; due to the control center dependence and possible single-point failures, the centralized strategies might not work normally in emergency situations. Moreover, in the MIDC system, since the LCC-HVDC systems and the AC system are operated by different control agents and there is no global control center, the centralized strategies are inapplicable.

The third category is the distributed strategy considering transmission power constraints. In [18], [19], a distributed frequency control considering operational constraints (i.e., hard capacity constraints and tie-line power constraints) is proposed. In [20], [21], a port-Hamiltonian approach is utilized to design the optimal fully-distributed frequency regulation strategy, with tie-line power constraints considered. In the above fully-distributed strategies, only the tie-line power constraints are considered; nevertheless, in the EFC of the MIDC system, besides tie-lines, other types of lines (e.g., lines near LCC-HVDC connected buses) also face the risk that the transmission power exceeds the transient stability limits, which are supposed to considered in the EFC design. In addition, in the MIDC system, the AC system usually has a control center which can control its frequency regulation units (e.g., generators) in a centralized way [22]. Thus, due to the extra communication burden and iteration dynamics of the fully-distributed control, the AC system might not be willing to adopt the fully-distributed frequency control when the control center is normal.

C. Contribution

According to the literature review, to design an EFC strategy with transient stability constraints considered, the major challenges are how to make the EFC strategy suitable for the control structure of the MIDC system, and how to enhance the control reliability in emergencies. In this paper, a complementary distributed control design idea is utilized to address these challenges, and the specific control laws are derived by formulating an optimal EFC problem. The contributions of this paper are summarized as follows:

- A complementary distributed EFC strategy considering transient stability constraints is proposed for MIDC systems. By selecting the semi-distributed or fully-distributed control law according to the state of AC system control center, this control strategy is suitable for the control structure of MIDC systems, can improve the control performance with a normal control center and enhance the control reliability in case of control center failure.
- A general design method for both the semi-distributed and fully-distributed control laws is proposed by formulating the optimal EFC problem. Both of the two control laws can guarantee transient stability constraints, restore system frequency and achieve the defined optimal control objective. Furthermore, the implementation method of the proposed strategy in MIDC systems is introduced.
- Two properties of the proposed distributed EFC strategy are analyzed. First, the optimality of the closed-loop equilibrium is proven rigorously. Second, considering the discontinuous control dynamics caused by the transient stability constraints, the asymptotic stability of the closed-loop system is proven by the Lyapunov approach.

D. Organization

The remainder of this paper is organized as follows. Section II introduces the state model of the MIDC system. Section III proposes the complementary distributed EFC strategy, presents the fully-distributed and semi-distributed control laws, and introduces the implementation method of the proposed strategy. Section IV discusses the properties of the distributed EFC. Simulation results of an MIDC test system are given in Section V. Section VI provides the conclusion.

II. State Model of MIDC System

The topology of an MIDC system is shown in Fig.1. In this MIDC system, the AC main system contains $n_G$ generators and is connected with $n_D$ LCC-HVDC systems. There are $m$ LCC-HVDC systems transmitting power from sending-end (SE) systems to the AC main system while ($n_D - m$) LCC-HVDC systems from the AC main system to receiving-end (RE) systems, which are called SE-LCC and RE-LCC systems respectively. The SE 1~$m$ and RE ($m+1$)~$n_D$ systems are collectively called the adjacent AC systems. Since this paper
focuses on the EFC for the AC main system, we ignore the dynamics of the adjacent AC systems in the state modeling.

From the perspective of graph theory, the AC main system can be described by a directed connected graph \( G = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} \) represents the buses and \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \) represents the transmission lines. The buses can be divided into three types, i.e., the generator buses, the LCC-HVDC connected buses and the passive load buses, which are denoted by \( \mathcal{N}_G \), \( \mathcal{N}_D \) and \( \mathcal{N}_P \). We have \( \mathcal{N} = \mathcal{N}_G \cup \mathcal{N}_D \cup \mathcal{N}_P \). The numbers of buses in the above sets are denoted by \( n, n_G, n_D \) and \( n_P \), and \( n = n_G + n_D + n_P \). A transmission line in \( \mathcal{E} \) can be represented by either \( e \in \mathcal{E} \) or \( ij \in \mathcal{E} \). Since graph \( G \) is connected, if \( ij \in \mathcal{E} \), then \( ji \notin \mathcal{E} \). The number of transmission lines is denoted by \( n_e \). Define the set of neighboring buses of bus \( i \) as \( \mathcal{N}_i = \{ j \in \mathcal{N} \mid ij \in \mathcal{E} \} \) or \( ji \in \mathcal{E} \). We have the following assumptions.

**Assumption 1:** 1) A bus in \( \mathcal{N}_D \) is only connected with one LCC-HVDC. 2) An LCC-HVDC connected bus cannot be a generator bus, i.e., \( \mathcal{N}_D \cap \mathcal{N}_G = \emptyset \). 3) The DC power flow is adopted in the modeling, which is reasonable for transmission networks.

Based on the above assumptions, the state model of the MIDC system in Fig. 1 is described by the differential algebraic equations (DAEs) in (1a), where the second-order rotation model of generators and the first-order power regulation inertia model of generators and LCC-HVDC systems are considered [22].

\[
\dot{\theta}_i = \omega_i, \quad i \in \mathcal{N} \tag{1a}
\]

\[
M_i \dot{\omega}_i + D_i \omega_i = P_i^{in} + P_i^{G} - \sum_{e \in \mathcal{E}} C_{i,e} P_e, \quad i \in \mathcal{N}_G \tag{1b}
\]

\[
0 = P_i^{in} + P_i^{D} - \sum_{e \in \mathcal{E}} C_{i,e} P_e, \quad i \in \mathcal{N}_D \tag{1c}
\]

\[
0 = P_i^{in} - \sum_{e \in \mathcal{E}} C_{i,e} P_e, \quad i \in \mathcal{N}_P \tag{1d}
\]

\[
T_i^{G} P_i^G = -P_i^D + P_i^G + u_i^G, \quad i \in \mathcal{N}_G \tag{1e}
\]

\[
T_i^{D} P_i^D = -P_i^D + P_i^G + u_i^D, \quad i \in \mathcal{N}_D \tag{1f}
\]

where \( \theta_i \) is the phase angle with reference to the synchronous rotation coordinate, \( \omega_i \) is the frequency deviation from the nominal value, \( M_i > 0 \) and \( D_i > 0 \) are respectively the inertia time constant and the damping constant of generator \( i \), \( P_i^{in} \) is the total power injection \((>0)\) or demand \((<0)\) excluding generators and LCC-HVDC systems, \( P_i^{G} \) is the active power output of generator \( i \), \( P_i^{D} \) is the transmission power of LCC-HVDC \( i \) which is positive for SE-LCC or negative for RE-LCC, \( P_e \) and \( P_e^G \) are the scheduled values of \( P_i^D \) and \( P_i^G \), \( u_i^G \) and \( u_i^D \) are the control orders for generator \( i \) and LCC-HVDC \( i \) respectively, \( T_i^{G} \) and \( T_i^{D} \) are the power regulation inertia constants, \( P_e \) is the transmission power of line \( e \), and \( C_{i,e} \) is the element of the \( n \times n_e \) node-branch incident matrix \( C \), where \( C_{i,e} = 1 \) if \( e = ij \in \mathcal{E} \), \( C_{i,e} = -1 \) if \( e = ji \in \mathcal{E} \), and \( C_{i,e} = 0 \) otherwise. Under the DC power flow assumption, the transmission power of line \( e = ij \) is represented as:

\[
P_e = P_{ij} = B_{ij} (\theta_i - \theta_j) \tag{2}
\]

where \( B_{ij} \) is the susceptance of line \( ij \). Under the definition of \( P_{ij} \), (1a) can be equivalently represented as:

\[
P_{ij} = B_{ij} (\omega_i - \omega_j), \quad ij \in \mathcal{E} \tag{3}
\]

In practical engineering, the transient stability constraints of transmission lines are usually derived in advance by off-line calculations at the grid dispatch center. Therefore, the transient stability constraints in the control design can be represented as the transmission power constraints:

\[
P_{ij} \leq P_{ij} \leq P_{ij}, \quad ij \in \mathcal{E} \tag{4}
\]

where \( P_{ij} \) and \( P_{ij} \) are the lower and upper bounds which are given constants. The transient stability constraints are only updated when the system operation state changes. Based on the described model of the MIDC system, we further design the distributed EFC strategy.

**III. DISTRIBUTED EMERGENCY FREQUENCY CONTROL**

In this section, we first introduce the overall framework of the complementary distributed EFC strategy. Then, with the general design method, the fully-distributed and semi-distributed control laws are derived respectively by formulating the optimal EFC problem, and the implementation method of the proposed strategy in MIDC systems is presented.

**A. Overall Control Framework**

In the proposed distributed EFC strategy, the generators and LCC-HVDC systems cooperatively participate in the EFC to stabilize the system frequency, further restore the system frequency and guarantee the transient stability constraints of key transmission lines. Note that the LCC-HVDC systems only provide power support in case of emergency faults, and maintain scheduled constant transmission power during slight frequency fluctuations. The short-term overload capability of LCC-HVDC systems is utilized to provide emergency power support [9]. In the existing power grid structure, the AC main system usually has a control center which can control the generators in this system, while the LCC-HVDC systems are controlled by other control agents. Therefore, the distributed control design idea is utilized to adapt to the existing grid structure with multiple control agents. The distributed EFC strategy proposed in this paper contains two complementary control laws, which are applicable for different states (normal or failure) of the control center of the AC main system:

1) Semi-Distributed Control Law. The control center of the AC main system gathers the information of buses in \( \mathcal{N}_G \cup \mathcal{N}_P \) and gives control orders to the generators in a centralized way. Meanwhile, the control center, regarded as a virtual bus, conducts communications and distributed control iterations with LCC-HVDC connected buses in \( \mathcal{N}_D \).

2) Fully-Distributed Control Law. All the buses in \( \mathcal{N} \) only conduct communications and distributed control iterations with
neighboring buses.

The specific semi-distributed and fully-distributed control laws are derived in Section III.D and Section III.C respectively, where the transient stability constraints of transmission lines are considered. In the subsequent analysis and case study, we will see that these two control laws have similar steady-state performance, and compared with the fully-distributed control law, the semi-distributed control law has better transient performance and has less communication burden when there are numerous transmission lines. Based on the aforementioned two control laws, the framework of the complementary distributed EFC strategy is shown in Fig. 2 which mainly includes the following three points:

1) Dead Zone Setting. Since the distributed EFC strategy should only work when emergency faults occur, a dead zone setting is required to determine whether there is an emergency fault and whether to enable the distributed EFC. In this paper, the frequency deviation limitation is utilized to set the dead zone. If the system frequency is within the limitation, only the conventional generator-based frequency regulation strategy works; if the system frequency exceeds the limitation, the distributed EFC strategy is enabled. Considering the determination of the frequency limitation value, since the grid operator would like to give priority to the distributed EFC strategy rather than load shedding to deal with the emergency frequency drops, the limitation value of the dead zone is supposed to be higher than the threshold value of load shedding.

2) Emergency Frequency Control Law Selection. The distributed EFC strategy selects the control law according to the state of the control center of the AC main system. When the control center works normally, the semi-distributed control law works better when transient performance is selected. If the control center fails (e.g., a single-point fault caused by communication failure), the control-center-free fully-distributed control law will be selected as a backup control. Combining these two control laws, the complementary distributed EFC strategy not only improves the control performance with a normal control center, but also avoids the control center dependence and enhances the control reliability in case of control center failure.

3) Optimal Control Design. The optimal semi-distributed and fully-distributed control laws can achieve the defined steady-state optimization objective, with transient stability constraints guaranteed and frequency restored. In the following part of this section, to appropriately allocate the power imbalance among the generators and LCC-HVDC systems, the optimal EFC problem is formulated and the optimal control laws are derived by a general design method.

B. Optimal Emergency Frequency Control Problem with Transient Stability Constraints

In the MIDC system, the power imbalance caused by an emergency fault may be represented as \( \sum_{i \in N} P_{i}^{in} + \sum_{i \in N_D} P_{i}^{G} + \sum_{i \in N_o} P_{i}^{D} \neq 0 \). The optimal EFC problem with transient stability constraints (TS-EFC) is formulated to appropriately allocate this power imbalance by minimizing the designed total control cost. The dead zone setting is not considered in the TS-EFC problem since it has no effect on the system steady state.

We define the cost function of generator \( i \) in a classic form: \( C_{i}^G(u_{i}^{G}) = \frac{1}{2} \alpha_{i}(u_{i}^{G})^{2} \), where \( \alpha_{i} \) is the cost coefficient. For LCC-HVDC \( i \), a general quadratic cost function can be defined, which is applicable for various control objectives. In this paper, to appropriately allocate the power imbalance, we select the control objective as that the LCC-HVDC with a larger regulation margin provides more power support; for more control objectives, we refer to [8]. With the selected control objective, the cost function of LCC-HVDC \( i \) is represented as:

\[
C_{i}^{D}(u_{i}^{D}) = \frac{\beta_{i}}{Z_{i}^{2}} (u_{i}^{D})^{2}
\]

where \( \beta_{i} \) and \( Z_{i}^{2} \) are the cost coefficient and power regulation margin of LCC-HVDC \( i \), respectively. Then, define \( \beta_{i} = \frac{2 \beta_{i}}{(Z_{i}^{2})^{2}} \) is the effective cost coefficient, and the optimization objective of the TS-EFC problem is:

\[
\min \sum_{i \in N} \frac{1}{2} \alpha_{i}(u_{i}^{G})^{2} + \sum_{i \in N_D} \frac{1}{2} \beta_{i}(u_{i}^{D})^{2}
\]

In this TS-EFC problem, to consider the transient stability constraints [4] and to benefit the control design in the following subsections, we introduce a new variable for each bus in \( N \), i.e., the virtual phase angle \( \varphi_{i} \), \( i \in N \). Then, the virtual power flow of line \( e = ij \) is defined as:

\[
\hat{P}_{e} = \hat{P}_{ij} = B_{ij}(\varphi_{i} - \varphi_{j})
\]

In fact, the virtual phase angle \( \varphi_{i} \) is a cyber variable in the designed distributed EFC, and in Theorem 1, we will prove that the virtual power flow \( \hat{P}_{ij} \) equals to the actual power flow \( P_{ij} \) at the optimum of the TS-EFC problem. During the system steady state, (1e) and (1f) yield \( p_{i}^{G} = p_{i}^{G} + u_{i}^{G} \) and \( p_{i}^{D} = p_{i}^{D} + u_{i}^{D} \). By these variable substitutions and adding a quadratic penalty item to (6), the TS-EFC problem is shown as follows:

\[
\min_{p^{G}, p^{D}, \omega, \varphi} \sum_{i \in N} \frac{1}{2} \alpha_{i}(p_{i}^{G} - p_{i}^{G})^{2} + \sum_{i \in N_D} \frac{1}{2} \beta_{i}(p_{i}^{D} - p_{i}^{D})^{2} + \sum_{i \in N} \frac{1}{2} D_{i} \omega_{i}^{2}
\]

s.t. \( P_{i}^{in} + p_{i}^{D} - D_{i} \omega_{i} - \sum_{e \in \mathcal{E}} C_{i,e} P_{e} = 0, \ i \in N_{G} \) (8b)

\( P_{i}^{in} + p_{i}^{D} - \sum_{e \in \mathcal{E}} C_{i,e} P_{e} = 0, \ i \in N_{D} \) (8c)

\( P_{i}^{in} - \sum_{e \in \mathcal{E}} C_{i,e} P_{e} = 0, \ i \in N_{P} \) (8d)

\( P_{i}^{in} + p_{i}^{G} - \sum_{j \in N} B_{ij}(\varphi_{i} - \varphi_{j}) = 0, \ i \in N _{G} \) (8e)
We denote the vectors $x$ where the vectors $\dot{x}$ and $\ddot{x}$ are defined. The TS-OEFC problem can be formulated as follows:

$$P_i^\text{in} + \dot{p}_i^D - \sum_{j \in \mathcal{N}_i} B_{ij}(\varphi_i - \varphi_j) = 0, \quad i \in \mathcal{N}_D \quad (8f)$$

$$P_i^\text{in} - \sum_{j \in \mathcal{N}_i} B_{ij}(\varphi_i - \varphi_j) = 0, \quad i \in \mathcal{N}_P \quad (8g)$$

$$B_{ij}(\varphi_i - \varphi_j) - \mathcal{T}_{ij} \leq 0, \quad ij \in \mathcal{E} \quad (8h)$$

$$\mathcal{P}_{ij} - B_{ij}(\varphi_i - \varphi_j) \leq 0, \quad ij \notin \mathcal{E} \quad (8i)$$

where the vectors $p^G = (p_i^G, i \in \mathcal{N}_G)$, $p^D = (p_i^D, i \in \mathcal{N}_D)$, $\omega^G = (\omega_i, i \in \mathcal{N}_G)$, $\omega^P = (\varphi_i, i \in \mathcal{N}_P)$, $\varphi = (\varphi_i, \varphi_j, i \in \mathcal{N})$. We make the following assumption.

**Assumption 2:** The TS-OEFC problem (8) is feasible.

By choosing the reference angles $\theta_i$ and $\varphi_i$, bus $i \in \mathcal{N}_G$, we define the relative phase angles $\bar{\theta}_i = \theta_i - \theta_1$ and the relative virtual phase angles $\bar{\varphi}_i = \varphi_i - \varphi_1$, $i \in \mathcal{N}$, we have $\bar{\theta}_i = \bar{\varphi}_i = \varphi_i = \varphi_j$, and $\bar{\varphi}_1 = \varphi_1 = 0$. We denote the vectors $\theta = (\theta_i, i \in \mathcal{N})$, $\bar{\theta} = (\bar{\theta}_i, i \in \mathcal{N})$ and $\bar{\varphi} = (\bar{\varphi}_i, i \in \mathcal{N})$.

Note that (3) is a strictly convex optimization problem. Let $\tau = \{\tau_i, i \in \mathcal{N}\}$, $\lambda = \{\lambda_i, i \in \mathcal{N}\}$, $\gamma^+ = \{\gamma^+_ij, ij \in \mathcal{E}\}$ and $\gamma^- = \{\gamma^-ij, ij \in \mathcal{E}\}$ denote the Lagrangian multipliers of constraints (8b), (8d), (8e), (8h) and (8i) respectively. And let $x = (p_i^G, p_i^D, \omega^G, P, \varphi), y = (\tau, \lambda)$ and $z = (\gamma^+, \gamma^-)$. Then, the Lagrangian function of the TS-OEFC problem can be represented as:

$$L(x, y, z) = \sum_{i \in \mathcal{N}_G} \frac{1}{2} \alpha_i (p_i^G - \bar{p}_i^G)^2 + \sum_{i \in \mathcal{N}_D} \frac{1}{2} \beta_i (p_i^D - \bar{p}_i^D)^2$$

$$+ \sum_{i \in \mathcal{N}_G} \frac{1}{2} \lambda_i \tau_i - \sum_{i \in \mathcal{N}_D} \tau_i \sum_{j \in \mathcal{N}_i} C_{i,j} e P_{e}$$

$$+ \sum_{i \in \mathcal{N}_G} \frac{\lambda_i}{2} \left( P_i^\text{in} - \sum_{j \in \mathcal{N}_i} B_{ij}(\varphi_i - \varphi_j) \right)$$

$$+ \sum_{ij \in \mathcal{E}} \gamma^+_ij \left( B_{ij}(\varphi_i - \varphi_j) - \mathcal{T}_{ij} \right)$$

$$+ \sum_{ij \in \mathcal{E}} \gamma^-ij \left( \mathcal{P}_{ij} - B_{ij}(\varphi_i - \varphi_j) \right) \quad (9)$$

We have the following theorem about the TS-OEFC problem.

**Theorem 1:** If Assumption 2 holds, at the optimum of the TS-OEFC problem $x^* = (p^{G^*}, p^{D^*}, \omega^{G^*}, P^*, \varphi^*)$:

1) The system frequency is restored, i.e., $\omega^*_i = 0, \quad i \in \mathcal{N}_G$.

2) The transient stability constraints of transmission lines are guaranteed, i.e., $\mathcal{P}_{ij} \leq P^*_{ij} \leq \mathcal{P}_{ij}, \quad ij \in \mathcal{E}$.

**Proof.** 1) First, under Assumption 2, the optimum $(p^{G^*}, p^{D^*}, \omega^{G^*}, P^*, \varphi^*)$ satisfies the constraints (8b)-(8i) of the TS-OEFC problem. Then, summing all the equations in (8b)-(8d) at the optimum, we have:

$$\sum_{i \in \mathcal{N}_G} P_i^\text{in} + \sum_{i \in \mathcal{N}_G} \bar{p}_i^G + \sum_{i \in \mathcal{N}_D} p_i^D = 0 \quad (10)$$

Similarly, summing all the equations in (8e)-(8g), we have:

$$\sum_{i \in \mathcal{N}_G} P_i^\text{in} + \sum_{i \in \mathcal{N}_G} \bar{p}_i^G + \sum_{i \in \mathcal{N}_D} p_i^D = 0 \quad (11)$$

Combining (10) and (11), we derive $\sum_{i \in \mathcal{N}_G} D_i \omega^*_i = 0$.

Since all the constraints of the TS-OEFC problem are linear, the Slater’s condition holds. Thus, according to the KKT conditions [23], we have:

$$\frac{\partial L}{\partial \omega_i}(x^*, y^*, z^*) = D_i(\omega^*_i - \tau^*_i) = 0, \quad i \in \mathcal{N}_G \quad (12a)$$

$$\frac{\partial L}{\partial P_{ij}}(x^*, y^*, z^*) = \tau^*_i - \tau^*_j = 0, \quad ij \in \mathcal{E} \quad (12b)$$

which yields $\omega^*_i = \omega^*_j$, where $\omega^*_j$ is the steady-state synchronous frequency deviation of the power system. Thus:

$$\sum_{i \in \mathcal{N}_G} D_i \omega^*_i = \omega^*_j \sum_{i \in \mathcal{N}_G} D_i = 0 \quad (13)$$

Due to $D_i > 0$, we have $\omega^*_j = \omega^*_i = 0, \quad i \in \mathcal{N}_G$, which means that the system frequency is restored.

2) Since $\sum_{j \in \mathcal{E}} C_{i,j} e P_{e} = \sum_{j \in \mathcal{N}_i} B_{ij}(\theta_i - \theta_j)$, by setting $\omega^*_i = 0$ in (8b) and comparing (8b) and (8e)-(8i) at the optimum, we have:

$$\sum_{j \in \mathcal{N}_i} B_{ij}(\theta^*_i - \theta^*_j) = \sum_{j \in \mathcal{N}_i} B_{ij}(\varphi^*_i - \varphi^*_j), \quad i \in \mathcal{N} \quad (14)$$

Define the matrix $B = \text{diag}(B_{ij}), ij \in \mathcal{E}$, we can rewrite (14) in the vector form:

$$C B^T \theta^* = C B^T \varphi^* \quad (15)$$

Note that $C B^T$ is the $n \times n$ Laplacian matrix of graph $G$ with line weights $B_{ij}$, thus, the rank of $C B^T$ is $(n-1)$ [24].

Under the definition of the relative phase angles, (15) yields:

$$C B^T \hat{\theta}^* = C B^T \hat{\varphi}^* \quad (16)$$

Note that $\hat{\theta}_1 = 0$ and $\hat{\varphi}_1 = 0$ are constants. Hence, the actual coefficient matrix of the linear equations (16) is an $(n-1)$-order principal minor of $C B^T$ with rank $(n-1)$, and we have $\theta^* = \varphi^*$. Since $\bar{\theta}_1 = -\theta_1 = -\theta_j, \bar{\varphi}_1 = \varphi_1 - \varphi_j$, we have $B_{ij}(\theta^*_i - \theta^*_j) = B_{ij}(\varphi^*_i - \varphi^*_j)$, i.e., $P_i^* = P_j^*, \quad ij \in \mathcal{E}$, which means that the virtual power flow equals to the actual power flow at the optimum. Further, combining constraints (8b)-(8i), we have $\sum_{ij \in \mathcal{E}} \mathcal{P}_{ij} \leq P^*_{ij} \leq \mathcal{P}_{ij}, \quad ij \in \mathcal{E}$, which shows that the transient stability constraints of transmission lines are guaranteed at the optimum.

Theorem 1 elaborates that the TS-OEFC problem implicitly considers the transient stability constraints of transmission lines and the frequency restoration requirement. Since $\omega^*_i = 0$ at the optimum, the third item in (8d) is a penalty item and has no effect on the optimum of the TS-OEFC problem. Then, based on the TS-OEFC problem, we first design the fully-distributed control law, and then elaborate how to derive the semi-distributed control law by the general design method.

**C. Fully-Distributed Control Law**

The optimal fully-distributed control law of the EFC strategy is designed as follows:

$$u_i^G = -\frac{1}{\alpha_i}(\omega_i + \lambda_i), \quad i \in \mathcal{N}_G \quad (17a)$$

$$u_i^D = -\frac{1}{\beta_i}(\omega_i + \lambda_i), \quad i \in \mathcal{N}_D \quad (17b)$$

$$\dot{\lambda}_i = K^\lambda_i \left( d_i(M_i \omega_i + D_i \omega_i) + \sum_{j \in \mathcal{N}_i} B_{ij}(\theta_i - \theta_j) \right)$$
\[
\begin{align*}
- \sum_{j \in N_i} B_{ij}(\varphi_i - \varphi_j), & \quad i \in N 
\end{align*}
\]  
(17c)

\[
\dot{\varphi}_i = K_i^\varphi \left( \sum_{j \in N_i} B_{ij}(\lambda_i - \lambda_j) \right) - \sum_{e \in E} C_{i,e} B_e(\gamma_e^+ - \gamma_e^-), \quad i \in N
\]  
(17d)

\[
\dot{\gamma}_{i,j} = K_{i,j}^\gamma \left[ B_{ij}(\varphi_i - \varphi_j) - \overline{P}_{ij} \right]^{+}, \quad i,j \in \mathcal{E}
\]  
(17e)

\[
\dot{\gamma}_{i,j} = K_{i,j}^\gamma \left[ B_{ij}(\varphi_i - \varphi_j) - \overline{P}_{ij} \right]^{+}, \quad i,j \in \mathcal{E}
\]  
(17f)

where \( K_i^\lambda, K_i^\varphi, K_{i,j}^\gamma \) and \( K_{i,j}^\gamma \) are the positive control parameters, \( d_i = 1 \) for \( i \in N_G \) while \( d_i = 0 \) for \( i \in N_D \cup N_P \), and the projection operator \( [b]_+ \) in (17e)-(17f) is defined as:

\[
[b]_+ = \begin{cases} 
  b, & a > 0 \text{ or } b > 0 \\
  0, & \text{otherwise}
\end{cases}
\]  
(18)

In this optimal control law, (17a)-(17f) are the expressions of the control orders for generators and LCC-HVDC systems, where \( K_i^\lambda \) and \( K_i^\varphi \) are the optimal control coefficients, and (17e)-(17f) are the control dynamics. During the control process, only the communications between neighboring buses are required to exchange their information of the variables \( (\theta, \varphi, \lambda) \), and the line variables \( \gamma_{i,j}^+ \) and \( \gamma_{i,j}^- \) can be iterated at both bus \( i \) and bus \( j \) according to (17e)-(17f), thus, control law (17) is fully-distributed.

Next, we extend the control design rationale, i.e., the distributed control law is designed to make the closed-loop system (17) equivalent to a partial primal-dual algorithm which solves the TS-OEFC problem (6). Let \( \tau^G = \{\tau_i, i \in N_G\}, \tau^D = \{\tau_i, i \in N_D\}, \tau^P = \{\tau_i, i \in N_P\}, \varphi^G = \{\varphi_i, i \in N_G\}, \varphi^D = \{\varphi_i, i \in N_D\}, \varphi^P = \{\varphi_i, i \in N_P\}, \lambda^G = \{\lambda_i, i \in N_G\}, \lambda^D = \{\lambda_i, i \in N_D\}, \lambda^P = \{\lambda_i, i \in N_P\}. \)

First, to solve the TS-OEFC problem, we minimize \( L(x,y,z) \) with respect to \( \omega^G \), which yields:

\[
0 = \frac{\partial L}{\partial \omega_i} = D_i(\omega_i - \tau_i), \quad i \in N_G
\]  
(19)

From (19), we have \( \omega_i = \tau_i, i \in N_G \). Substitute (19) into (5), we have:

\[
L_1(x_1, y_1, z_1) = L(x_1, y_1, z_1)|_{\omega = \tau^G}
\]  
(20)

where \( x_1 = (p^G, p^D, P, \varphi) \) denotes the primal variables, and \( y_1 \) and \( z_1 \) denote the dual variables. Then, we apply a partial primal-dual distributed algorithm (25), (26) to solve the TS-OEFC problem, where \( L_1(x_1, y_1, z_1) \) is maximized with respect to \( \tau^D \) and \( \tau^P \), and thus \( \tau^D \) and \( \tau^P \) have no algorithm dynamic. The partial primal-dual algorithm takes the form:

\[
\dot{p}_i^G = -K_i^G \frac{\partial L_1}{\partial p_i^G} = -K_i^G(\alpha_i(p_i^G - P_i^G) + \tau_i + \lambda_i)
\]  
(21a)

\[
\dot{p}_i^D = -K_i^D \frac{\partial L_1}{\partial p_i^D} = -K_i^D(\beta_i(p_i^D - P_i^D) + \tau_i + \lambda_i)
\]  
(21b)

\[
\dot{p}_{ij} = -K_{ij}^p \frac{\partial L_1}{\partial p_{ij}} = K_{ij}^p(\tau_{ij} - \lambda_j)
\]  
(21c)

\[
\dot{\varphi}_i = -K_i^\varphi \frac{\partial L_1}{\partial \varphi_i} = K_i^\varphi \left( \sum_{j \in N_i} B_{ij}(\lambda_i - \lambda_j) \right)
\]  
(21d)

\[
- \sum_{e \in E} C_{i,e} B_e(\gamma_e^+ - \gamma_e^-)
\]  
(21d)

where \( K_i^G, K_i^D, K_{ij}^p \) and \( K_i^\varphi \) are the stepsizes, \( \epsilon_i = 1 \) for \( i \in N_D \) while \( \epsilon_i = 0 \) for \( i \in N_G \cup N_P \). By identifying \( \tau_i \) with \( \omega_i \), and selecting the stepsizes \( K_i^G = \frac{1}{\epsilon_i}, K_i^D = \frac{1}{\epsilon_i}, K_{ij}^p = B_{ij}, K_i^\varphi = \frac{1}{\epsilon_i} \), (21a)-(21d) are identical to the design of the closed-loop system (17). (21a)-(21d) can be obtained by solving (21a)-(21d) into (21a)-(21d), which yields (17c). Therefore, (21d) and (21b)-(21i) are identical to the designed control dynamics (17).

Based on the above analysis, the closed-loop system (17) is equivalent to the partial primal-dual algorithm (21), which means that in case of emergency faults, this closed-loop system will reach the optimum of the TS-OEFC problem in a distributed algorithm approach. In Section IV.A, we rigorously prove the optimality of the closed-loop equilibrium. Further, according to Theorem 1, the designed optimal fully-distributed control law can guarantee the transient stability constraints and restore the system frequency.

D. Semi-Distributed Control Law

In this subsection, we expand how to transform the fully-distributed control law (17) into a semi-distributed version. Consistent with the design rationale of the fully-distributed control, we expect that the closed-loop system with the semi-distributed control is equivalent to a new partial primal-dual algorithm solving the TS-OEFC problem. Different from (21), in the new partial primal-dual algorithm for semi-distributed design, we minimize \( L_1(x_1, y_1, z_1) \) with respect to \( \varphi \) and \( p \), and maximize \( L_1(x_1, y_1, z_1) \) with respect to \( \lambda \) and \( \lambda \); thus, for \( i \in N_G \cup N_P \), we have:

\[
0 = \frac{\partial L_1}{\partial \varphi_i} = -\sum_{j \in N_i} B_{ij}(\lambda_i - \lambda_j) + \sum_{e \in E} C_{i,e} B_e(\gamma_e^+ - \gamma_e^-)
\]  
(22a)
Based on the above algorithm, considering the control center of the AC main system, the optimal semi-distributed control law is presented as follows: 1) The LCC-HVDC connected buses in $N_D$ conduct the same distributed control law as (17b)-(17d), where the required neighboring information is from the control center. 2) The control center of the AC main system gathers the information of buses in $N_G \cup N_P$, receives the neighboring information from the LCC-HVDC connected buses, solves the linear equations (24) in a centralized way, and gives control orders to generators according to (17e)-(17f). 3) All the LCC-HVDC connected buses and control center can iterate the related local variables $\gamma^+_{ij}$ and $\gamma^-_{ij}$ according to (17e)-(17f).

The linear equations (24) for $i \in N_G \cup N_P$ can be derived by (22a) and (23), which are:

$$
\sum_{j \in N_i} B_{ij} (\lambda_i - \lambda_j) = \sum_{e \in \mathcal{E}} C_{i,e} B_e (\gamma^+_{e} - \gamma^-_{e}) \tag{24a}
$$

and

$$
\sum_{j \in N_i} B_{ij} (\varphi_i - \varphi_j) = d_i (M_i \omega_i + D_i \omega_i) + \sum_{j \in N_i} B_{ij} (\theta_i - \theta_j) \tag{24b}
$$

(24a) and (24b) are two equations that can be solved independently. At the left sides of (24a) and (24b), $\lambda^G$, $\lambda^P$, $\varphi^G$, $\varphi^P$ are the unknown variables, while $\lambda^D$ and $\varphi^D$ are the transmitted variables from the LCC-HVDC connected buses. All the variables at the right sides of (24a) and (24b) are the measured variables or the locally iterated variables. Therefore, for each (24a) and (24b), there are $(n_G + n_P)$ linear equations and $(n_G + n_P)$ unknown variables; moreover, it is easy to verify that the coefficient matrix is an $(n_G + n_P)$-order principal minor of $CBC^T$ with rank $(n_G + n_P)$. Thus, the solution of the equations (24) is unique.

From the perspective of mathematical form, the semi-distributed control law can be derived by letting $\lambda_i = 0, \varphi_i = 0, \ i \in N_G \cup N_P$ in the fully-distributed control law (17). And the optimal expressions of $\lambda^G$, $\lambda^P$, $\varphi^G$ and $\varphi^P$ in the semi-distributed control law can be derived analytically by solving the linear equations (24) in a centralized way, which leads to a better transient performance compared to the fully-distributed control law. In addition, since the closed-loop system with the semi-distributed control is also equivalent to a primal-dual algorithm solving the TS-OEFC problem, the semi-distributed control law can also guarantee the transient stability constraints and restore the system frequency.

**E. Control Implementation**

To implement the designed distributed EFC strategy in the MIDC system, we first analyze and compare the communication networks of the fully-distributed control law and the semi-distributed control law. The communication networks for a 6-bus example system are shown in Fig. 3 where all types of buses, transmission lines, communication lines are displayed. According to the designed control laws in Section III.C and Section III.D, the variable information transmitted by each communication line is also shown in Fig. 3. The fully-distributed control law requires the communications between neighboring buses, while the semi-distributed control law requires the communications between the control center and each bus. Assuming that the communication burden of a control law can be measured by the number of the required communication lines, according to Fig. 3, the number of communication lines in fully-distributed scenario is $2n_e$, while that in semi-distributed scenario is $(2n_e + 2n_C - n_G)$. Thus, for a complex power grid with numerous transmission lines, the inequality $n_e > n - \frac{n}{2} n_P$ usually holds, and the semi-distributed control law has less communication burden.
buses (in fully-distributed scenario), the distributed EFC strategy provides the control order \( u^D_i \) for the LCC-HVDC \( i \) system. Then, the DC power reference \( P^i_{ref} = P^D_i + u^D_i \) is transmitted to the LCC-HVDC bipolar control station which is usually located at the rectifier side. Considering the control mode of the LCC-HVDC system, the rectifier usually adopts the constant power control or constant current control, and the DC current reference can be represented as \( I^D_i \), where \( U^D_i \) is the DC voltage \([27],[28]\). After the LCC-HVDC control, the signal of the phase control is output to the electrical system to regulate the power of the LCC-HVDC system.

Moreover, we show that the designed distributed EFC can be easily integrated with the existing primary frequency control and the droop-based EFC proposed in \([8]\). Let \( k^D_i = \frac{1}{n_i} \) and \( k^D_i = \frac{1}{n_i} \), the first items at the right sides of \([17a],[17b] \), can be represented as \(-k^G_i \omega_i \) and \(-k^D_i \omega_i \), which are exactly the expressions of the droop control laws in the existing primary frequency control and the droop-based EFC. Therefore, the distributed EFC strategy contains droop-like items, and can be easily integrated with the above frequency control strategies through appropriate modifications.

IV. Properties Analysis

In this section, we rigorously prove the optimality of the closed-loop equilibrium and the asymptotic stability of the closed-loop system. Since the distributed EFC strategy contains two control laws and the fully-distributed control law has more complex dynamics than the semi-distributed one, we first prove the above properties of the closed-loop system with fully-distributed control law, and then we elaborate that similar results can be derived for the closed-loop system with semi-distributed control law.

A. Optimality

Since the TS-OEFC problem \([3]\) is strictly convex and all the constraints in \([3]\) are linear, the Slater’s condition holds, and the KKT conditions can be utilized to characterize the primal-dual optimum. Therefore, a point \((x^*, y^*, z^*) = (p^{G*}, p^{D*}, \omega^{G*}, P^*, \varphi^*, \tau^*, \lambda^*, \gamma^+, \gamma^-) \) is the primal-dual optimum of the TS-OEFC problem if this point satisfies the following KKT conditions:

\[
\frac{\partial L}{\partial x} |_{(x^*, y^*, z^*)} = 0 \\
\gamma^+_{ij} (B_{ij}(\varphi^*_i - \varphi^*_j) - P_{ij}) = 0, \quad i, j \in \mathcal{E} \\
\gamma^-_{ij} (B_{ij}(\varphi^*_i - \varphi^*_j)) = 0, \quad i, j \in \mathcal{E} \\
(8a)-(8f), \quad \gamma^+_{ij} \geq 0, \quad \gamma^-_{ij} \geq 0, \quad i, j \in \mathcal{E}
\]

where \((8a)-(8f)\), \((25b)-(25c)\) and \((25m)\) represent the stationarity, complementary slackness and primal-dual feasibility conditions, respectively. Then, for the optimality of the closed-loop equilibrium with the fully-distributed control law, we have the following theorem.

**Theorem 2:** If \((p^{G*}, p^{D*}, \omega^{G*}, P^*, \varphi^*, \lambda^*, \gamma^+, \gamma^-) \) is an equilibrium of the closed-loop system \([17]\), let \( \tau_i = \omega_i, i \in \mathcal{N} \), then the point \((x^*, y^*, z^*) \) is the primal-dual optimum of the TS-OEFC problem.

**Proof.** To prove Theorem 2, we only need to show that the KKT conditions \((25b)-(25m)\) hold at the closed-loop equilibrium. The derivatives of all the state variables with respect to time equal to zero at the equilibrium. Since \( \dot{P}_i^G = 0 \) and \( \dot{P}_i^D = 0 \), combining \((1e)-(1f)\) and \((17a)-(17b)\), we have:

\[
\frac{\partial L}{\partial P^i} |_{(x^*, y^*, z^*)} = 0, \quad \frac{\partial L}{\partial \varphi^i} |_{(x^*, y^*, z^*)} = 0 \tag{26}
\]

Thus, due to \( \dot{P}_{ij} = 0 \), from \((3)\), we have \( \omega^*_j = \omega^*_j, i, j \in \mathcal{E} \); due to \( \tau_i = \omega_i \), we have \( \tau^*_i = \omega^*_i, i \in \mathcal{N} \). Thus:

\[
\frac{\partial L}{\partial P^i} |_{(x^*, y^*, z^*)} = 0, \quad \frac{\partial L}{\partial \omega^i} |_{(x^*, y^*, z^*)} = 0 \tag{27}
\]

Since \( \phi_i = 0 \), from \((17d)\), we have:

\[
\frac{\partial L}{\partial \phi^i} |_{(x^*, y^*, z^*)} = 0 \tag{28}
\]

Equations \((26)-(28)\) show that the stationarity conditions \((25a)\) are satisfied at the closed-loop equilibrium.

According to the definition in \((18), (17c)\) and \((17d)\) have the same form: \( a = k|b|^+, \) where \( k \) is a positive coefficient. It is easy to verify that \( a \geq 0 \) is always satisfied as long as \( a \) starts from a non-negative initial value. If \( \hat{a} = 0 \), we have \( |b|^+ = 0 \). There are two scenarios where \(|b|^+ = 0.1\): \( b^+ = 0 \), \( b^+ \neq 0 \), \( a^+ \leq 0 \) and \( b^+ < 0 \), then due to \( a^+ \geq 0 \), we have \( a^+ = 0 \) in this scenario. Thus, in both of the above scenarios, \( b^* \leq 0 \) and \( a^*b^+ = 0 \) hold. Based on the above analysis, at the closed-loop equilibrium, since \( \gamma^+_{ij} = 0 \) and \( \gamma^-_{ij} = 0 \), the complementary slackness conditions \((25b)-(25c)\) hold, the constraints \((8b)-(8f)\) hold, and \( \gamma^+_{ij} \geq 0, \gamma^-_{ij} \geq 0 \). Moreover, when \( \omega_i = 0 \), \( \lambda_i = 0 \), \((1b)-(1d)\) and \((17c)\) can yield the constraints \((8b)-(8g)\). Therefore, the primal-dual feasibility conditions also hold at the equilibrium. In summary, the KKT conditions \((25)\) hold at the closed-loop equilibrium, which completes this proof.

Theorem 2 shows the optimality of the closed-loop equilibrium with the fully-distributed control law. Since in mathematical form, the semi-distributed control law can be represented as the fully-distributed control law with \( \lambda_i = 0, \phi_i = 0, i \in \mathcal{N} \cup \mathcal{N}_G \), for the closed-loop equilibrium with semi-distributed control law \((p^{G*}, p^{D*}, \omega^{G*}, P^*, \varphi^*, \lambda^+, \gamma^+, \gamma^-) \), let \( \tau_i = \omega_i, i \in \mathcal{N} \) and \((\lambda^G, \lambda^F, \varphi^G, \varphi^F) \) be the solution of \((24)\), we can also prove that \((x^*, y^*, z^*) \) is the primal-dual optimum of the TS-OEFC problem by the same idea as Theorem 2.

B. Asymptotic Stability

In this subsection, we analyze the asymptotic stability of the closed-loop system by the Lyapunov approach. Due to the dead zone setting of the distributed EFC strategy, the post-fault initial state of the system is different from the state where the EFC strategy is enabled. We ignore the effect of the dead zone in the stability analysis, and discuss it in the case study. Moreover, due to the discontinuous dynamics introduced by the projection \( |b|^+ \) in \((17e)-(17h)\), the classic LaSalle’s invariance principle is inapplicable. To solve this problem, an invariance principle for Carathéodory systems \([29]\) is adopted in this paper. Considering the asymptotic stability of the closed-loop system with the fully-distributed control law, we have the following theorem.

**Theorem 3:** Let \( \Omega_E \) be the set of equilibriums of the closed-loop system \([17]\). There exists a domain \( \Psi \subset \mathbb{R}^{2n_G} \times \mathbb{R}^{n_D} \times \mathbb{R}^{2n} \times \mathbb{R}^{3n} \) such that from any initial
state \((y^{G0}, P^{D0}, \omega^G, P^D, P^o, \phi^o, \alpha^0, \gamma^+0, \gamma^-0) \in \Psi\), the system trajectory converges to an equilibrium in \(\Omega_E\).

**Proof.** Since the closed-loop system (17) is equivalent to the partial primal-dual algorithm (21), to prove Theorem 3, we only need to prove the asymptotic stability of the algorithm dynamics (21), where \(\omega_i\) is identified with \(\tau_i\) for \(i \in N\). Let \(x_1 = (y^G, P^D, P, \phi, y_1 = (\tau^G, \lambda)\) and \(z = (\gamma^+, \gamma^-)\). Denote the parameter matrices:

\[
K_{zx} = diag((T^G)_{i \in N^G}, (T^D)_{i \in N^D}, (B_i)_{i \in E}, (1/K^I_{i})_{i \in N})
\]

\[
K_{yu} = diag((M_i)_{i \in N^G}, (1/K^I_{i})_{i \in E})
\]

\[
K^z = diag((1/K^I_{ij})_{i \in E}, (1/K^I_{ij})_{j \in E})
\] (29)

We consider the following Lyapunov function candidate:

\[
V(x, y_1, z) = \frac{1}{2}(x - x_1^*)^T K_{zx}(x - x_1^*) + \frac{1}{2}(y_1 - y_1^*)^T K_{yu}(y_1 - y_1^*) + \frac{1}{2}(z - z_1^*)^T K^z(z - z_1^*)
\]

where \((x_1^*, y_1^*, z_1^*)\) is an equilibrium of the closed-loop system, and \(V\) is positive definite.

Taking the derivative of \(V\) with respect to time, and combining (21), we have:

\[
\dot{V} = -(x - x_1^*)^T \frac{\partial L_1(x_1, y_1, z)}{\partial x_1} + (y_1 - y_1^*)^T \frac{\partial L_1(x_1, y_1, z)}{\partial y_1} + (z - z_1^*)^T \frac{\partial L_1(x_1, y_1, z)}{\partial z}
\] (31)

For the projection \([b]_a^+\), if \(a^* \geq 0\), we have:

\[
(a - a^*)[b]_a^+ \leq (a - a^*)b
\] (32)

which is proven as follows. According to (18), if \([b]_a^+ = b\), we have \((a - a^*)[b]_a^+ = (a - a^*)b; \) if \([b]_a^+ = 0\), which means \(a \leq 0\) and \(b \leq 0\), since \(a^* \geq 0\), we have \((a - a^*)b \leq 0 = (a - a^*)[b]_a^+\). Thus, (32) holds. As mentioned before, \(\gamma_i^+ \geq 0, \gamma_i^- \geq 0\), thus relation (32) can be applied to the third item of (31). Moreover, according to (21f)-(21g), \((\partial L_1/\partial P^D) = 0, (\partial L_1/\partial P^P) = 0\), thus, we have:

\[
(y - y^*)^T \frac{\partial L_1}{\partial y} = (y_1 - y_1^*)^T \frac{\partial L_1}{\partial y}
\] (33)

According to (32) and (33), letting \(w = (y, z)\), we have:

\[
\dot{V} \leq (x_1^* - x_1)^T \frac{\partial L_1(x_1, y_1, z)}{\partial x_1} + (y_1 - y_1^*)^T \frac{\partial L_1(x_1, y_1, z)}{\partial y} + (z - z_1^*)^T \frac{\partial L_1(x_1, y_1, z)}{\partial z}
\]

\[
= (x_1^* - x_1)^T \frac{\partial L_1(x_1, w)}{\partial x_1} + (w - w^*)^T \frac{\partial L_1(x_1, w)}{\partial w}
\] (34)

From (29) and (30), it is easy to verify that \(L_1\) is convex with respect to \(x\) and concave with respect to \(w\). Thus:

\[
\dot{V} \leq L_1(x_1^*, w) - L_1(x_1, w) + L_1(x_1, w^*) - L_1(x_1^*, w^*)
\]

\[
= [L_1(x_1^*, w) - L_1(x_1^*, w^*)] + [L_1(x_1^*, w^*) - L_1(x_1, w^*)]
\] (35)

Since the equilibrium \((x_1^*, w^*)\) is a saddle point of \(L_1\), these two items in (35) are both non-positive. Thus, we have \(\dot{V} \leq 0\). Moreover, since \(V(x_1, y_1, z)\) is radially unbounded, the system trajectory is bounded. It follows from the invariance principle for Carathéodory systems in (29) that the system trajectory \((x_1(t), y_1(t), z(t))\) converges to the largest invariance set \(\Omega_I\) which satisfies \(\dot{V} = 0\) between transitions of the projection \([b]_a^+\) in (21f)-(21g), i.e.

\[
(x_1(t), y_1(t), z(t)) \to \Omega_I
\]

\[
\Omega_I \subseteq \{(x_1, y_1, z) | \dot{V}(x_1(t), y_1(t), z(t)) = 0, t \notin T_p\}
\] (36)

where \(T_p = \{t^p_k, k \in N\}\) is the set of projection transition time.

Next, we show that any trajectory \((x_1(t), y_1(t), z(t)) \in \Omega_I\) is an equilibrium in \(\Omega_E, i.e., \Omega_I \subseteq \Omega_E\). To have \(\dot{V} = 0\), both items in (35) should equal to zero, i.e.:

\[
L_1(x_1, w^*) = L_1(x_1^*, w^*)
\] (37a)

\[
L_1(x_1^*, w^*) = L_1(x_1^*, w^*)
\] (37b)

Differentiating (37a) with respect to time gives:

\[
\left(\frac{\partial L_1(x_1, w^*)}{\partial x_1}\right) \dot{x}_1 = 0 = -\dot{x}_1^T K^z \dot{x}_1
\] (38)

Thus \(\dot{x}_1 = 0\). Similarly, differentiating (37b) with respect to time gives:

\[
\left(\frac{\partial L_1(x_1^*, w^*)}{\partial x_1}\right) \dot{x}_1 + \left(\frac{\partial L_1(x_1^*, w^*)}{\partial z}\right) \dot{z} = 0
\] (39)

\[
\dot{z} = \gamma_1^+ K^w \dot{y}_1 + \left(\frac{\partial L_1(x_1^*, w^*)}{\partial z}\right) \dot{z} = 0
\]

Since both items in (39) are non-negative, we have \(y_1 = 0\). For the second item in (39), if \([\partial L_1/\partial z]_+ = \partial L_1/\partial z, \) according to (39), we have \([\partial L_1/\partial z]_+ = 0, \) thus \(\dot{z} = 0; \) if \([\partial L_1/\partial z]_+ = 0, \) according to (21f)-(21g), \(\dot{z} = 0\) also holds. Therefore, any trajectory in \(\Omega_I\) is an equilibrium.

Finally, we elaborate that the system trajectory will always converge to a single equilibrium in \(\Omega_E\). Based on the aforementioned analysis, the trajectory \((x_1(t), y_1(t), z(t)) \to \Omega_I \subseteq \Omega_E\) and the trajectory is bounded, hence there exists an infinite sequence of time instants \(\{t_k\}\) such that \((x_1(t_k), y_1(t_k), z(t_k)) \to (\hat{x}_1, \hat{y}_1, \hat{z}) \in \Omega_E\). Then, we define \(V\) with the specific equilibrium \((\hat{x}_1, \hat{y}_1, \hat{z})\) according to (39). Since \(V\) is non-increasing with respect to time and \(V\) is quadratic, we have \(V(x_1, y_1, z) \to V(\hat{x}_1, \hat{y}_1, \hat{z}) = 0\) due to the continuity of \(V\), we have \((x_1(t), y_1(t), z(t)) \to (\hat{x}_1, \hat{y}_1, \hat{z})\). Therefore, the system trajectory converges to a single equilibrium in \(\Omega_E\), which completes the proof.

Theorem 3 guarantees the asymptotic stability of the closed-loop system (17). Considering the closed-loop system with the semi-distributed control law, let \(x_2 = (y^G, P^D, P, \phi^o)\), \(y_2 = (\tau^G, \lambda^o)\), and then a quadratic Lyapunov function candidate \(V_2(x_2, y_2, z)\) similar to (30) can be defined and utilized to prove the asymptotic stability of the closed-loop system with the semi-distributed control law, which follows the same idea as Theorem 3.

**V. Case Study**

**A. System Description**

The MIDC test system is a modified IEEE New England system combining the CIGRE LCC-HVDC system (30), of which the topology is shown in Fig. 5. In this test system, the AC main system contains seven generators and is connected with four LCC-HVDC systems, and LCC 1-3 are SE-LCC systems while LCC 4 is an RE-LCC system. We build the full electromagnetic transient (EMT) model of the test system.
on the CloudPSS platform\cite{31,32}. In the CIGRE LCC-HVDC system, the rectifier adopts constant power control and the inverter adopts the constant extinction angle control. The adjacent AC systems adopt the equivalent centre-of-inertia (COI) model.

Figure 5. Topology of the MIDC test system.

To verify the effectiveness of the proposed distributed EFC strategy, the optimal fully-distributed control law and the optimal semi-distributed control law are respectively implemented in the MIDC test system. We set the active power base-value of the test system as 100 MW, and the set cost coefficients of the generators as $\alpha_1 = \alpha_5 = \alpha_6 = 0.16 \text{ p.u.}$ and $\alpha_2 = \alpha_3 = \alpha_4 = \alpha_7 = 0.2 \text{ p.u.}$ According to (17a), the optimal coefficient for generator $i$ can be represented as $\frac{\beta_i}{\beta_i}$. Set the power upper bound of LCC 1-3 as 750 MW and the power lower bound of LCC 4 as 400 MW, and the related parameters of LCC-HVDC systems are shown in Table I. Since the effective cost coefficient of LCC-HVDC $i$ is $\beta_i = \frac{\beta_i}{\beta_i}$, according to (17b), the optimal coefficient for LCC-HVDC $i$ is $\frac{1}{\beta_i}$, which is also shown in Table I. We set the other control parameters as $K_i^1 = 0.01$, $K_i^2 = 0.01$ and $K_i^\gamma = K_i^\gamma = 0.005$. Moreover, we assume that transmission line 2-3 and line 26-27 (red dash lines in Fig. 5) have transient stability constraints, with $P_{2-3} = P_{26-27} = 180 \text{ MW}$ and $\bar{P}_{2-3} = \bar{P}_{26-27} = 250 \text{ MW}$.

As shown in Fig. 6, in scenario (i), the frequency of the AC main system drops to approximately 49.45 Hz, which has already led to severe frequency problem in engineering practice. Hence, only the generator-based primary frequency control might not ensure the frequency stability of the MIDC system in emergencies. In scenario (ii)-(v), with the proposed distributed EFC strategy, the system frequency is restored to the nominal value 50 Hz at approximately 90 s. Comparing the frequencies in scenario (ii) and (iv), we can see that with the fully-distributed EFC, the system frequency has a lower nadir and has a overshoot, while the frequency with the semi-distributed EFC has no overshoot. Thus, compared to the fully-distributed EFC, the semi-distributed EFC has a better transient control performance. From scenario (ii)-(iii) and (iv)-(v), we can find that the dead zone has no effect on the steady-state frequency and has a tiny effect on the transient process of the system frequency. As shown in Fig. 7, when the emergency fault occurs, with the designed EFC strategy, the active power of the LCC-HVDC systems are rapidly regulated to ensure the system

![Figure 5. Topology of the MIDC test system.](image)

![Figure 6. Frequencies of the AC main system.](image)

![Figure 7. Active power of the LCC-HVDC systems. (a) fully-distributed EFC. (b) fully-distributed EFC with dead zone. (c) semi-distributed EFC. (d) semi-distributed EFC with dead zone.](image)

### Table I

**Parameters of LCC-HVDC Systems**

| No. | $P_i^D$ | $Z_i^D$ | $\bar{\beta}_i$ | $1/\beta_i$ |
|-----|---------|---------|----------------|------------|
| LCC1 | 645 MW  | 105 MW  | 0.04 p.u.      | 13.78 p.u. |
| LCC2 | 630 MW  | 120 MW  | 0.04 p.u.      | 18.00 p.u. |
| LCC3 | 660 MW  | 90 MW   | 0.04 p.u.      | 10.13 p.u. |
| LCC4 | 500 MW  | 100 MW  | 0.04 p.u.      | 12.50 p.u. |

**B. Effectiveness of Distributed EFC**

We simulate the following five scenarios to illustrate the effectiveness of the distributed EFC: (i) The distributed EFC is not implemented, and only the generator-based primary frequency control works. (ii) The system is implemented with the fully-distributed EFC. (iii) On the basis of (ii), the EFC has dead zone. (iv) The system is implemented with the semi-distributed EFC. (v) On the basis of (iv), the EFC has dead zone. All the EFC strategies in scenario (ii)-(v) are set with the optimal coefficients. And since the grid code DLT 428-2010\cite{33} specifies that the threshold value of load shedding is supposed not to be higher than 49.5 Hz, we set the limitation value of the dead zone in scenarios (iii) and (v) to 49.8 Hz. The frequencies of the AC main system in the above five scenarios are shown in Fig. 6 and the active power of the LCC-HVDC systems in scenario (ii)-(v) is shown in Fig. 7.
frequency stability. From Fig. 7(a) and Fig. 7(c), the active power with the fully-distributed EFC converges to the steady-state value after a relatively long transient process, while the active power with the semi-distributed EFC converges rapidly and smoothly, which also shows that the semi-distributed EFC has a better transient performance. By comparing Fig. 7(a)(c) and Fig. 7(b)(d), we can also find that the dead zone has little effect on the control performance. The above analysis illustrates the effectiveness of the distributed EFC strategy.

In addition, to verify that the distributed EFC guarantees the transient stability constraints of the transmission lines, the other two groups of simulations are carried out for contrast, where the transient stability constraints of line 2-3 and line 26-27 are not considered in the EFC. Fig. 8 shows the simulation results. In Fig. 8(b)(d), the steady-state transmission power of lines exceeds the transient stability limit $P_{2-3} = P_{26-27} = 250$ MW (black dash lines in Fig. 8), which might lead to transient instability problems in engineering practice. And in Fig. 8(a)(c), when the transient stability constraints are considered, the steady-state transmission power does not exceed the limit. Therefore, the simulation results in Fig. 8 shows that both the designed fully-distributed and semi-distributed EFC strategies can guarantee the transient stability constraints effectively.

![Figure 8. Transmission power of lines.](image)

C. Optimality Verification

In Section III.B, the selected optimal control objective is to appropriately allocate the power imbalance according to the power regulation margin. In this subsection, we verify the optimality of the distributed EFC strategy. The optimal coefficients of the EFC are given in Section V.A. And for contrast, we define the average value of the optimal coefficients as the average coefficient. Thus, the average coefficients of the generators are all 5.54 p.u., and the average coefficients of the LCC-HVDC systems are all 13.60 p.u.. Two groups of simulations are carried out, which adopt the semi-distributed EFC for example) with the optimal coefficients and the average coefficients respectively. The results are shown in Fig. 9.

Since LCC 1-3 have the same power upper bound (black dash lines in Fig. 9), the power regulation margins satisfy $Z_2^T > Z_3^P > Z_3^D$. In Fig. 9(a), with the optimal coefficients, the post-fault steady-state active power of LCC 1-3 is almost same, which means that the power regulations of LCC 1-3 satisfy $u_2^T > u_1^T > u_3^D$. And in Fig. 9(b), the power regulations of LCC 1-3 are almost equal with the average coefficients. Therefore, the optimality of the distributed EFC is verified, i.e., the LCC-HVDC system with a larger regulation margin provides more power support.

![Figure 9. Active power of the LCC-HVDC systems with the semi-distributed EFC.](image)

VI. CONCLUSION

In this paper, a complementary distributed EFC strategy is proposed for the MIDC system to guarantee transient stability constraints of transmission lines and restore system frequency in case of emergency faults. By selecting the semi-distributed or fully-distributed control law according to the state (normal or failure) of the control center of the AC main system, the proposed distributed EFC strategy can improve the control performance with a normal control center and enhance the control reliability in case of control center failure. Then, by formulating the optimal EFC problem with transient stability constraints (TS-OEFC), the optimal semi-distributed and fully-distributed control laws are derived by a general design rationale. Moreover, the implementation method of the distributed EFC strategy is introduced. The optimality of the closed-loop equilibrium is proven rigorously. And the asymptotic stability of the closed-loop system with the discontinuous control dynamics is proven by the Lyapunov approach and an invariance principle for Carathéodory systems.

The simulation results of the MIDC test system on the CloudPSS platform show that the distributed EFC strategy can effectively guarantee transient stability constraints, restore system frequency and achieve the designed optimal control objective.
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