Abstract—Given the potential difficulties in obtaining large quantities of labelled data, many works have explored the use of deep semi-supervised learning, which uses both labelled and unlabelled data to train a neural network architecture. The vast majority of SSL approaches focus on implementing the low-density separation assumption or consistency assumption, the idea that decision boundaries should lie in low density regions. However, they have implemented this assumption by making local changes to the decision boundary at each data point, ignoring the global structure of the data. In this work, we explore an alternative approach using the global information present in the clustered data to update our decision boundaries. We propose a novel framework, CycleCluster, for deep semi-supervised classification. Our core optimisation is driven by a new clustering-based regularisation along with a graph-based pseudo-labels and a shared deep network. Demonstrating that direct implementation of the cluster assumption is a viable alternative to the popular consistency based regularisation. We demonstrate the predictive capability of our technique through a careful set of numerical results.

I. INTRODUCTION

Deep Learning (DL) has achieved state-of-the-art results in many different tasks including object detection e.g. [1], [2], segmentation e.g. [3], [4], [5], [6], deraining e.g. [7], [8] and classification e.g. [9], [10], [11]. The core assumption of these supervised approaches is that they rely upon a large, accurate and representative dataset to allow for good generalisation to unseen examples. However, in real-world applications obtaining annotations are time consuming, expensive and can require expert knowledge in technical domains. This has motivated the fast development of techniques that can exploit unlabelled data [12], [13].

The community has reported promising results in using SSL for image classification, in which the vast majority of approaches are consistency-enforcing approaches including [14], [15], [16], [17]. That is, they follow the key assumptions that allow SSL to work [18], [19]: i) close points are likely to have the same label (i.e. the so-called smoothness assumption), and ii) decision boundaries should lie in low density regions (i.e. the so-called low-density separation assumption). The second assumption can be seen as a special case of the first. The low-density assumption is equivalent to the cluster assumption, points in the same cluster are likely to be in the same class [18]. However, whilst many works have implemented the low-density assumption by adding a domain specific perturbation factor δ to the unlabelled data or weights and enforcing invariant predictions with respect to δ, no one has investigated the impact of directly implementing the cluster assumption.

However, the question of how to set δ is not trivial and relying on random perturbations to form a representative search of the local feature space becomes computational infeasible in high dimensions. There are several works that have addressed this difficulty - for example using Generative Adversarial Nets (GANs) e.g. [20], [16] to learn δ or interpolation e.g. [17] which limits δ to be transformations between unlabelled data points. These alternatives have reported great results on SSL. However, they are also limited by their own construction; for example, it has been recently shown that adversarial training can limit the generalisation capabilities in SSL approaches [21]. However, more fundamentally, these methods treat datasets as a set of single entities, where the impact of δ is designed to affect the feature space around each entity separately. They discount relevant assumptions about SSL such as the strong relationship between entities. The ideal δ for a point xi should be dependent on the distribution of the dataset at xi.

Contributions. In this work, we present a novel general alternative to the domain specific δ-based approaches based around direct implementation of the cluster assumption. We propose a new approach, which we term CycleCluster, based around simultaneously training a shared architecture on an unsupervised cluster based task and a semi-supervised pseudo-label task. Using the cluster assumption we are able to use global information from the unlabelled dataset to learn better decision boundaries which then allows for the generation of more meaningful pseudo-labels. Our modelling hypothesis is that by carefully combining our clustering regularisation approach to pseudo-label approaches we can greatly boost performance. We demonstrate through rigorous experiments on benchmark datasets that this is the case and that clustering regularisation is a strong viable alternative to δ-perturbation techniques. Furthermore, we perform cluster based ablation experiments and show that the common problem of choosing the number of clusters is not a problem in our framework.

II. RELATED WORK

The application of SSL has been widely investigated since the early developments in the area e.g. [22], [23], [24]. With the advent of deep learning, many methods have applied deep
learning to the task of semi-supervised learning. In this related work we first visit the topic of consistency regularisation and graphical pseudo-labels for deep neural networks before exploring the task of cluster based learning.

A. Consistency Regularisation

Several Deep SSL SOTA-models are based on consistency regularisation, in which the main idea is that an induced perturbation $\delta$ on the data input shall not change the value of the output $f(x)$, so that $f(x) = f(x+\delta)$. This condition can be applied to both the labelled and unlabelled data points. Within this philosophy several current works have been proposed.

The $\prod$-model [25] is based on inducing stochastic perturbations, in which output consistency is enforced by evaluating each unlabeled sample twice in the network. The output is then computed by minimising the difference in class probability between the two realisations. In the same work, authors introduced the Temporal Ensembling [25] model. It simplifies the previous model by considering the network predictions over several previous epochs. The $\prod$-model is an special case of the work of Sajjadi et al [26], and a simplification of the $\Gamma$-model [27].

Although Temporal Ensembling [25] was an improvement over previous models, it has a major drawback in that its targets are only updated once per epoch, which bottlenecks the transfer of the learned information to the training process. To mitigate this problem, and what might be the current top reference for deep SSL, Tarvainen & Valpola proposed the Mean Teacher [13] model. The central idea is to maintain an exponential moving average of the network parameters rather than average label predictions.

Following a philosophy close to $\prod$-model, Virtual Adversarial Training (VAT) [16] proposed using adversarial perturbations to measure the local smoothness of the input. They based this approach on the sense of relating distributional divergence to the $\delta$ that maximises the change of the output prediction. The VAT approach has served as complement to other approaches. For example, the work of that [28] which introduces adversarial dropout, in which the divergence term enforces more robust predictions. More recently, the authors of [29] proposed an approach that seeks to map points into the model parameter space. This is then used to minimise the distance between the label and unlabelled data.

Another set of techniques report state-of-the-art results e.g. [30], [31], [32], whilst relying on strong augmentations along with complex optimisations schemes. However, these methods are strongly reliant on strong augmentations and diverge when the augmentation strategy is changed and it is unclear to what extent the performance depends on the methods versus the augmentation choice. With this motivation in mind, we initially limit our comparison to methods that only use weak perturbations, and not strong data augmentation techniques, to fairly compare the effect of clustering regularisation to $\delta$-perturbation techniques. We then demonstrate how augmentation can be combine with our approach to boost performance and provide initial results.

As an alternative, one can exploit the rich structure of a graph to improve predictions. The top reference method for graph based SSL is Label Propagation [33] (LP), whose performance heavily relies upon the initial construction of the graph. Most recent works have push the limits of LP by introducing learnt feature information to construct the graph including [34], [35], [36]. Most recently and closely related work to our work, Iscen et al. [37] scaled the classical work of for Zhou to deep networks.

B. Clustering Task

We also mention the closely related problem of clustering. The central idea is to partition a given dataset into multiple clusters, with maximal inter-cluster similarity and minimal intra-cluster distance. This problem has been widely explored in the literature, and in the field of deep learning including works of that [38], [39], [40]. Recently, in the work of Caron et al. [41], the authors proposed a scalable clustering approach that alternates between the popular k-means algorithm and the updating the parameters of a deep learning network. In semi-supervised learning Margin-Mix [42], use a class margin loss to encourage each class to cluster together and apart from other classes. These class centroids are then used to produce class pseudo-labels. This approach is vastly different to ours as we use a truly unsupervised clustering algorithm, rather than using a class margin loss, which allows us to use an arbitrary number of clusters unlike Margin-Mix where the number of clusters must be the number of classes. Furthermore, our clustering task produces clustering pseudo-labels which are unrelated to the classification problem.

Our hypothesis is that, and unlike existing works relying solely on consistency regularisation, the explicit implementation of the clustering assumption can boost the generalisation of the network. To achieve this, our work is inspired by the principles of deep unsupervised feature learning [38]. Pseudo-label approaches often have a generalisation bottleneck as the initial feature representation is heavily dependent upon the few initial labels. Consistency regularisation investigates points, $f(x + \delta)$, close to the original labels which contains a high amount of mutual information. Instead, we propose using a clustering based approach to learn the global structure of the dataset, improving the feature representation and thus providing better pseudo-labels.

III. Proposed Approach

In this section, we introduce our novel semi-supervised learning approach that builds on the clustering and smoothing assumptions. In what follows, we detail each part and start by explicitly defining the problem at hand.

Problem Statement. From a joint distribution $Z = (X, Y)$ we have a dataset $Z$ of size $n = n_l + n_u$ comprised of a labelled part of joint samples $Z_l = \{x_i, y_i\}_{i=1}^{n_l}$ and an unlabelled part $Z_u = \{x_i\}_{i=n_l+1}^{n_u}$ of single samples on $X$. The labels come from a discrete set of size $C$ $y \in \{1, 2, ... , C\}$. Our task is to train a classifier $f_\theta$, modelled by a neural network with parameter vector $\theta$, which can accurately predict the labels of unseen data samples from the same distribution $X$. The classifier $f$ can be viewed as the composition of two functions $z$ and $g$ such that $f_\theta(x) = g_\theta(z_\theta(x))$. $z_\theta : X \rightarrow \mathbb{R}^{d_f}$ is
Fig. 1. Our approach consists of two separate tasks that share the same architecture. Firstly data is fed into the network and the feature representation is extracted, shown in purple. Using these features we then perform two different methods of pseudo-label generation. Using the top cycle, in blue, we cluster the feature space and output the cluster assignments as unsupervised pseudo-labels, which also acts as the cluster assumption. Using the lower cycle, we construct a graphical representation of our data before diffusing the initial labels to generate semi-supervised pseudo-labels, which also acts as our smoothness assumption. Using the two different sets of pseudo-labels we train the network to predict both the clusters and class of each data point. Note that the same FC layer is used for both tasks. If the number of clusters $K$ is greater than the number of classes $C$, then class prediction is given by the output of neurons $\{1, \ldots, C\}$.

the embedding function mapping our data input to some $d_p$ dimensional feature space and $g_\theta : \mathbb{R}^{d_p} \to \mathbb{R}^C$ projects from the feature space to the classification space.

We address this problem by proposing a novel framework that alternates between two learning tasks on one shared neural architecture and provide Figure 1 as a visual guide. Our first task is a cluster regularisation that pushes decision boundaries to low-density regions in a global sense, and our second is pseudo-label learning from a transductive graph based approach that then can benefit from the better feature representation.

A. Clustering Regularisation

In this paper, we revert back to the original clustering assumption of SSL [43], which motivates our first learning problem - see Fig. 2. In that we assume points in the same cluster are likely to share the same label. The majority of SOTA-models take the equivalent assumption termed low-density separation. Instead, in this work, we argue that by carefully considering the original clustering assumption one can boost overall performance past the level of low-density separation approaches.

With this approach we need to first cluster our data and then extract meaningful labels from which we can train our neural network. In order to cluster large-scale datasets we need a fast yet powerful clustering algorithm. One of the most popular algorithms is Lloyd’s $K$-means [44] algorithm and that is what we use in our approach. Many SOTA models for unsupervised learning, including those based in deep learning e.g. [41], build upon it. However, a major drawback is setting the number of clusters $k$ but we show that this problem can be easily managed in our framework. We take inspiration from an observation in [45], [46] over-segmentation increases discriminative information which have been demonstrate again recently for big datasets such as in [41], [47]. However, the benefits of over-clustering have not been investigated for semi-supervised learning.

More precisely, given input data $X = \{x_n\}_{n=1}^n$, we seek to partition $X$ into $K$ clusters. Each cluster is characterised by a centroid. We take $z_\theta(X)$ as the feature representation of our input and seek to solve a joint optimisation over the centroid matrix $\mathcal{M} \in \mathbb{R}^{d_p \times K}$ and the clusters assignments $\hat{Y} = \{\hat{y}_1, \ldots, \hat{y}_n\}$ where $\hat{y}_i \in \{0, 1\}^k$. We then use the cluster assignments $\hat{Y}$ as unsupervised pseudo-labels and train the
network to predict the clusters assignments. To this end, we seek to solve the following loss:

\[ \theta \leftarrow L_C(X, \hat{Y}; \theta) := \frac{1}{n} \sum_{i=1}^{n} l_u(f_\theta(x_i), \hat{y}_i), \quad (1) \]

In this paper, we use cross-entropy as the loss function. We can use this loss straight from model initialisation as the performance of even randomly initialised ConvNets on standard transfer tasks, is far above the performance of chance. This is linked to the strong prior that the convolutional architecture puts upon the data.

B. Graph-Based Pseudo-Labels

In this section, we discuss our second learning task, semi-supervised learning with pseudo-labels and how it is connects to the cluster regularisation. As well as the clustering assumption, the ability for SSL to yield increases in performance also relies on the smoothness assumption, in that if two points \( x_1, x_2 \) are close then the corresponding outputs \( y_1, y_2 \) should also be close. In the context of neural networks we rewrite this as, if two feature representations \( z_0(x_1), z_0(x_2) \) are close then their outputs \( y_1, y_2 \) should be close to. To enforce this constraint we use the classical label propagation (LP) approach \([48]\) to predict the labels for unlabeled data points and then used these to train our network. In this work, we use the approach of Zhou et al \([22]\) as the backbone of our method and give a brief overview here.

With LP we can generate pseudo-labels \( \hat{y}_i \) for each unlabelled example \( x_i \). How do we do this? We take a dataset \( X = X_L + X_U \) and labels \( Y_L \) to construct a weighted graphical representation of the data. From there we can propagate the initial label information over the graph by minimising the graphical Laplacian functional and a label fidelity term and obtaining the prediction matrix \( F \) as

\[ Q(F) = \frac{1}{2} \sum_{i,j=1}^{n} W_{ij} \left\| \frac{F_i}{\sqrt{D_{ii}}} - \frac{F_j}{\sqrt{D_{jj}}} \right\|^2 + \mu \frac{1}{2} \sum_{i=1}^{n} \left\| F_i - Y_i \right\|^2, \quad (2) \]

where \( W \) is the normalised weighted adjacency matrix, \( D \) is the degree matrix, \( Y \) is the initial label information and \( \mu \) is a balancing parameter. From this we extract the pseudo-labels by taking the row maximum \( \hat{y}_i = \text{argmax}_j F_{ij} \). We can then train our model on the pseudo-labels \( \hat{Y}_U := (\hat{y}_{i+1}, ..., \hat{y}_n) \) for the unlabelled data samples \( Z_U \).

To combat the problems of pseudo-label certainty and class balancing we use a class weight \( \zeta_{y_i} \in (0, 1) \) to account for unbalanced pseudo-labels and to account for pseudo-label uncertainty we use the approach suggest by Iscen et al \([57]\) and include an entropy weight \( w_i \in (0, 1) \) which encodes the certainty of an individual label. Higher entropy pseudo-labels are weighted less favourably compared to lower entropy pseudo-labels. Then our loss function, over both the labelled and unlabelled data points, reads:

\[ L_W(X_u, Y_L, \hat{Y}_U; \theta) := \frac{1}{n_t} \sum_{i=1}^{n_t} \zeta_{y_i} l_s(f_\theta(x_i), \hat{y}_i) + \frac{1}{n-n_t} \sum_{i=n_t+1}^{n} \zeta_{y_i} w_i l_s(f_\theta(x_i), \hat{y}_i) \quad (6) \]

C. Cyclic Optimisation

We combine the optimisation of these two tasks on the same shared framework to simultaneously exploit the clustering and pseudo label generation tasks. We do so in the following way. At the start of each epoch we extract the feature representation of the data and extract the cluster pseudo-labels via \( K \)-means clustering and label propagation. From this we optimise \( L_C(X, \hat{Y}, \theta) \) for one pass through the whole dataset \( Z \) before optimising \( L_W \) for one pass through the unlabelled data. Therefore the labels are produced once at the start of each epoch prior to the parameter updates. The reason for this choice of cyclical rather than joint loss was that the clustering task produces a good feature representation but the clustering task differs from a classification task. Therefore, the semi-supervised classification is used to tune the model to the task at hand. To give further clarity on our methods we provide a full algorithm in Section 1 in the supplementary material.

IV. EXPERIMENTS

In this section, we detail the datasets and evaluation protocol used to evaluate our proposed framework as well as provide implementation, parameter and training details.

A. Datasets Description and Evaluation Protocol

We evaluate our approach using three benchmarking datasets: CIFAR-10 \([51]\), CIFAR-100 \([51]\) and Mini-ImageNet \([52]\). For CIFAR-10 experiments were performed using 500, 1k, 2k and 4k labels whilst for CIFAR-100 and Mini-Imagenet experiments, were ran using 4k and 10k labels. Evaluation Protocol. For each dataset, we use the official partition. We use the error rate as the evaluation metric, over a range of label totals. As is standard practice in the area, we quote the mean error rate and standard deviation over five splits. For fair comparisons in the ablation study and comparisons, we use the suggested splits of \([57]\).

The goal of our work is to directly compare clustering regularisation against \( \delta \) perturbation approaches. This comparison of techniques is obscured by the use of powerful data augmentation and optimisation tricks. Therefore, we first compare our method against \( \delta \) perturbation approaches in the absence of strong augmentation schemes. We compare our work against: Ladder Networks \([24]\), VAT \([16]\), SSL-GAN \([49]\), TSSDL \([50]\), MT \([15]\), LPDSSL \([57]\) and ICT \([17]\). We also experiment with a combination of our approach and MT, when optimising \( L_s(X_L, Y_L; \theta) \), and use the Mean Teacher code provided by the original Mean Teacher approach and use \([15]\). Furthermore, we demonstrate that augmentation can be easily combined with our approach to boost performance and combine our approach with RandAugment \([53]\). In addition to this comparison, we perform ablation experiments relating to
we used the “13-layer” network, that has been used in previous works [23], as the feature extractor. For Mini-ImageNet we use the ResNet-18 architecture [54]. We add an $l_2$ normalisation layer before the fully connected layers and set the dropout rate to zero.

### B. Implementation Details and Training Scheme

**Implementation.** Our approach is built using PyTorch and our experiments were ran on one Nvidia P100 GPU. **Deep Nets Architecture.** For the CIFAR-10 and CIFAR-100 dataset we used the “13-layer” network, that has been used in previous works [23], as the feature extractor. For Mini-ImageNet we use the ResNet-18 architecture [54]. We add an $l_2$ normalisation layer before the fully connected layers and set the dropout rate to zero.

| Method                  | # Labels |
|-------------------------|----------|
| Fully Supervised        | 500      |
|                         | 1k       |
|                         | 2k       |
|                         | 4k       |
| Ladder Networks [22]    | 50.43 ± 0.19 | 39.83 ± 0.18 |
| VAT [16]                | −        | −        | −        | 20.40 ± 0.47 |
| SSL-GAN [49]            | −        | 21.83 ± 0.20 | 19.61 ± 0.20 | 18.63 ± 0.23 |
| TSSDL [50] †            | −        | 21.13 ± 1.17 | 14.65 ± 0.33 | 10.90 ± 0.23 |
| MT [15]                 | 27.45 ± 2.64 | 21.55 ± 1.48 | 15.73 ± 0.31 | 12.31 ± 0.23 |
| ICT [17] †              | −        | 19.56 ± 0.56 | 14.35 ± 0.15 | 11.19 ± 0.14 |
| LPDSSL [37] †           | 32.40 ± 1.80 | 22.02 ± 0.88 | 15.66 ± 0.35 | 12.69 ± 0.29 |
| LPDSSL + MT [37] †      | 24.02 ± 2.44 | 16.93 ± 0.70 | 13.22 ± 0.29% | 10.61 ± 0.28 |
| LGA [29] †              | −        | −        | −        | 12.91 ± 0.15 |
| LGA + VAT [49] †        | −        | −        | −        | 12.06 ± 0.19 |
| CycleCluster            | 19.85 ± 2.52 | 17.46 ± 0.34 | 12.11 ± 0.40 | 10.52 ± 0.45 |

**Table I**

Comparison with SSL methods on CIFAR-10. The error rate is reported. We denote by † error rates obtained by previous works. The number of unlabeled images is 50000 minus the number of labels.

| Method                  | # Labels |
|-------------------------|----------|
| Fully Supervised        | 55.59 ± 0.91 | 40.84 ± 0.34 |
| LDPSSL [42] †           | 46.20 ± 0.76 | 38.43 ± 1.88 |
| MT [15]                 | 45.36 ± 0.49 | 36.08 ± 0.51 |
| LPDSSL + MT [37] †      | 43.75 ± 0.20 | 35.92 ± 0.47 |
| CycleCluster            | 45.19 ± 0.34% | 35.65 ± 0.50 |
| CycleCluster+MT         | 44.34 ± 0.26 | 34.98 ± 0.38 |

**Table II**

Comparison with SSL methods on CIFAR-100 and Mini-ImageNet. The error rate is reported. We denote by † error rates obtained by previous works. For CIFAR-100 and Mini-ImageNet the number of clusters $K$ was set to the number of classes $C$ the number of unlabeled images is 50000 minus the number of labels.

| Method                  | # Labels |
|-------------------------|----------|
| Fully Supervised        | 17.49 ± 0.10% | 60.17 ± 0.50 |
| LDPSSL [42] †           | 70.29 ± 0.81 | 57.58 ± 1.47 |
| MT [15]                 | 72.51 ± 0.22 | 57.55 ± 1.11 |
| LPDSSL + MT [37] †      | 72.78 ± 0.15 | 57.35 ± 1.66 |
| CycleCluster            | 69.12 ± 1.05 | 54.27 ± 0.71 |
| CycleCluster+MT         | 63.30 ± 0.29 | 53.47 ± 0.17 |

**Table III**

The effect of including strong augmentations in the form of one RandAugment (N-RA) and with RandAugment (RA). The experimental parameters used were the same as in the prior experiments. We report results for both CIFAR-10 and MiniImageNet and see a large increase in performance upon the inclusion of RandAugment.

**Hyper-parameters.** For all experiments we used stochastic gradient descent with cosine based annealing [55] with the following parameters: momentum = 0.9 and weight decay $2 \times 10^{-4}$. For Mini-ImageNet and CIFAR-100 we train for 180 epochs with $l_0 = 0.05$ and an annealing finishing point of 210 epochs and for CIFAR-10 we use a longer training length of 400 epochs with $l_0 = 0.03$ and an annealing finishing point of 400 epochs. We perform supervised initialisation on the initial labels for ten epochs. On all datasets, clustering was done for 100 iterations of the $k$-means algorithm. Before clustering the data was normed. For CIFAR-10 we use a batch size $B = 100$ with $B_L = 50, B_U = 50$ whilst for CIFAR-100...
and Mini-ImageNet. we use a batch size of $B = 128$ with $B_L = 88$, $B_U = 40$ for

C. Results and Discussion

In this section we present the experimental results generated from the previously outlined experiments.

Method Comparison. We compare our proposed framework against several different δ-perturbation models which offer a wide variety of the δ-perturbations used in the field. For the compared methods we use the code provided by the authors. CIFAR-10 We present the comparison results for CIFAR-10 in Table I. We see that all methods considered improve their performance with more labelled data. However, the performance of SSL-GAN is particularly poor relatively to the other methods, supporting the prior work that has suggested adversarial training leads to poor generalisation. We note that our approach is the best performing method on CIFAR-10, posting the best result for all label splits. Furthermore, we can see by comparing our approach to LPDSSL that the inclusion of clustering based regularisation to a graphical approach offers far greater performance at low label amounts than a pure graphical approach. CIFAR-100 We present the results for CIFAR-100 in Table II. We find that our approach again performs well producing the lowest error rate for 10k labels but slightly below the performance of LPDSSL+MT on 4K labels. Our approach improves with MT added, decreasing the error rate for both 4K and 10k labels. For CIFAR-10 we found the addition of MT did not change the error rate which we attribute to the simple nature of the CIFAR-10 dataset.

Mini-ImageNet: For Mini-ImageNet Table III our method is by some margin the best method considered. Note that the addition of MT reduces the performance of LPDSSL whilst our approach improves upon the performance of LPDSSL and is considerably better. We would like to highlight the amazing performance that our method combined with MT has on the Mini-ImageNet dataset. CycleCluster + MT achieves error rates of 10.67 and 5.81 better than LPDSSL+MT for 4k and 10k labels respectively. The results on CIFAR-100 and Mini-Imagenet suggests that clustering regularisation maybe particularly suited to certain datasets over others.

As recent approaches such as [11], [30] have shown, the inclusion of stronger augmentation techniques can leave to a dramatic performance increase in the semi-supervised setting. The inclusion of augmentation to our framework is trivial and can be done separately for both the clustering and classification loss. In our case we choose to add one sampled augmentation from RandAugment [33] in addition to our standard flip and crop augmentation whilst keeping all parameters the same. We give results on both CIFAR-10 and Mini-ImageNet for our augmented version in Table III and compare that to the baseline model. We see that the inclusion of data augmentation greatly increases the performance of CycleCluster across all datasets and label numbers, demonstrating that data augmentation can easily be combined with clustering based regularisation.

D. Ablation Study

For clustering methods, the number of clusters $K$ has to be provided as a prior parameter for most methods. Therefore there maybe a risk that choosing a bad value of $K$ could harm performance rather than help. Therefore we perform training using several different values of $K$ to assess the effect on the network, including the over-clustering case where we
use more clusters than classes. We also consider a variant of our approach where the clustering regularisation is completely removed, which we name "Purely Graphical", to isolate its effect on the approach. These results are reported in Tables IV and V. Firstly, we see that, for all values of $K$, clustering based regularisation drastically reduces the error rate from the purely graphical model. On CIFAR-10 we see the benefits of clustering regularisation are particularly strong for small numbers of labeled points. We found that in the CIFAR-10, with its large number of images per class, a small amount of over-clustering increases the classification performance but too much slightly decreased it. For CIFAR-100, we found that the performance increase was not dependent upon $K$ which suggests that the performance increase of clustering regularisation maybe heavily dataset dependent. The improvement in performance from using over-clustering regularisation is very robust to the value of $K$ and choosing the value of $K$ is not a major problem in this framework.

In addition to this baseline we also provide another variation of our model in with we use RandAugment augmentation on both the clustering loss $L_C$ and the semi-supervised loss $L_W$. We use the same RandAugment implementation as the FixMatch approach [31]. We present results for this augmented version of CycleCluster on both CIFAR-10 and MiniImageNet.

V. Conclusions

In the field of SSL, the vast majority of recent approaches rely upon the low density separation assumption to boost performance. The implementation of this assumption is usually done by demanding invariance with respect to perturbations of the data input. However, this local approach to consistency disregards the global structure of the data. Therefore, in this work we propose a novel regularisation for SSL classification based upon the direct implementation of the clustering assumption. We propose a novel framework, termed CycleCluster, which simultaneously uses self-supervised and semi-supervised learning making use of graph-based label propagation. Our experimental results demonstrate that our implementation of clustering regularisation can greatly improve model performance even on complex datasets such as MiniImagenet. Highlighting that clustering regularisation is a strong viable alternative for improved model generalisation.

VI. Supplementary Material

In this section we provide supplementary material for our CycleCluster methods that proposes and explores cluster regularisation for semi-supervised image classification. This document is split in the following way. In Section I we detail optimisation choices and provide a full algorithm for training CycleCluster from start to finish.

A. Optimisation Details

For CycleCluster we iteratively move between generating cluster and class based pseudo-labels and optimising our cluster loss $L_C$ and our semi-supervised loss $L_W$. Referring to Algorithm 1, we first initialise our model on the small amount of labelled data initially available. We then enter our main loop.

We first extract a feature representation of the dataset and use $K$ means clustering to produce cluster pseudo-labels $\hat{Y}$ and graphical propagation with $L_2$ Laplacian to produce the class-based pseudo-labels $\hat{Y}$ at the same point. We additionally compute entropy weights $\omega_i$ for each image and a class weight $\zeta_j$ for each class. We then sequentially optimise $L_C$ for one pass through the whole dataset and optimise $L_W$ for one pass through the unlabelled data. The class and cluster pseudo-labels are then updated and optimisation occurs again etc. We choose this sequentially optimisation rather than a joint optimisation as we found that the final classification accuracy was higher if the model was effectively fine tuned to the task at hand prior to pseudo-label generation.

For the algorithm Lines 2-8 relate to the supervised initialisation. Lines 9-30 cover the main optimisation loop with lines 10-15 covering the calculating of cluster and class pseudo-labels, lines 16-21 covering the creation of entropy and class weighting parameters and finally lines 22-29 covering the sequential optimisation of the clustering and semi-supervised loss.
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