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Abstract. In this paper, we present a prediction model based on the behaviour of each customer using data mining techniques. The proposed model utilizes a supermarket database and an additional database from Amazon Company, both containing information about customers’ purchases. Subsequently, our model analyzes these data in order to classify customers as well as products; whereas being trained and validated with real data. This model is targeted towards classifying customers according to their consuming behaviour and consequently propose new products more likely to be purchased by them. The corresponding prediction model is intended to be utilized as a tool for marketers so as to provide an analytically targeted and specified consumer behavior.
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1 Introduction

During the last years, more and more companies store their data into large data-centers so as to initially analyze them and to further understand how their consumers behave. Every day, a large amount of information is accessed and processed by companies in order to get a deeper knowledge about their products’ sales and consumers’ purchases. From small shops to large enterprises, owners try to record information that probably contains useful data regarding consumers.

In addition, the rapid development of technology provides high quality network services. A large percentage of users utilize the Internet for information of each field. For this reason, companies try to take advantage of this situation by creating systems that store information about users who entered their site in order to provide them with personalized promotions. Companies concentrate on their desired information and personal transactions. Businesses provide their customers with cards so they can record every buying detail. This procedure has led to a huge amount of data and search methods for data processing.

Historically, several analysts have been involved in the collection and processing of data. In modern times, the data volume is so huge that it requires the use of specific methods so as to enable analysts to export correct conclusions. Due to the increased volume for automatic data analysis, methods use complex tools;
along with the help of modern technologies, data collection can be now considered as a simple process. Analyzing a dataset is a key aspect to understanding how customers think and behave during each specific period of the year. There are many classification and clustering methods which can be successfully used by analysts to aid them broach in consumers’ mind. More specifically, supervised machine learning techniques are utilized in the present manuscript in the specific field of supermarket.

Besides the development of web technologies, the abundance of social networks has created a huge number of reviews on products and services, as well as opinions on events and individuals. Concretely, consumers are used to being informed by other users’ reviews in order to carry out a purchase of a product, service, etc. One other major benefit is that businesses are really interested in the awareness of the opinions and reviews concerning all of their products or services and thus appropriately modify their promotion along with their further development. As a previous work on opinion clustering emerging in reviews, one can consider the setup presented in [5].

Furthermore, the emotional attachment of ample customers to a brand name is a topic of interest in recent years in the marketing literature; it is defined as the degree of passion that a customer feels for the brand [13]. One of the main reasons for examining emotional brand attachment is that an emotionally attached person is highly probable to be loyal and pay for a product or service [15]. In [6], authors infer details on the love bond between users and a brand name being considered as a dynamic ever evolving relationship. More concretely, users that have demonstrated emotional connection to the brand through their tweets are considered. Thus, the aim is to find those users that are engaged and rank their emotional terms accordingly.

In this paper, we present a work on modeling and predicting customer behavior using information concerning supermarket ware. More specifically, we propose a new method for product recommendation by analyzing the purchases of each customer. With the use of category of the current dataset, we were able to classify the aforementioned data and subsequently create clusters. According to viral marketing [9], clients influence each other by commenting on specific fields of e-shops. Practically, this method appears in real life when people communicate in real time and affect each other on the products they buy. The aim of this model is to analyze every purchase and propose new products for each customer. More to the point, we want to perform the following steps in the below mentioned order: firstly the analysis of the sales rate is utilized, then the distances of each customer from the corresponding supermarket is clustered and finally the prediction of new products that are more likely to be purchased from each customer separately is implemented.

The remainder of the paper is structured as follows: Section 2 presents the related work. Section 3 presents our model, while in section 4 we utilize our experiments. Moreover, section 5 presents the evaluation experiments conducted and the results gathered. Ultimately, section 6 presents conclusions and draws directions for future work.
2 Related Work

In recent years, a large percentage of companies maintain an electronic sales transaction system aiming at creating a convenient and reliable environment for their customers. On the other hand, retailers are able to gather significant information for the corresponding customers. Moreover, since the number of data is significantly increasing, more and more researchers have developed efficient methods as well as rule algorithms for market basket analysis [2]. Researchers have also developed applications for optimal product selection on supermarket data; one of them being the “Profset model”. Using cross-selling potential, this model selects the most interesting products from a variety of ware. Additionally, Li et al [10] analyzed and designed a model of E-supermarket shopping recommender. Lu et al [12] developed a personalized recommendation system for government to business e-services.

Furthermore, according to [8], researchers have invented a new recommendation system where supermarket customers were able to get new products. This recommendation system was first presented as a part of “SmartPad”, which was a system that allowed customers to prepare their shopping list in advance. In this system, matching products and clustering methods are used so as to provide new products to less frequent customers. The analysis of this method showed 1.8% increase in the income of the supermarket.

In addition, since consumers started to resist to traditional methods of marketing, it was necessary for companies to invent a new advertising method based on alternative strategies. Leskovec et al [9] presented an analysis of a person-to-person recommendation network which included 4 million people along with 16 million recommendations. This model illustrated how effective the recommendation network for both sender and receiver was. Despite the fact that average recommendation networks are not very effective in increasing purchases, this model had successfully managed it.

Another significant model was presented by Dickson and Sawyer [4], where they created a model for a grocery shop so as to analyze how customers respond to price and other point-of-purchase information. Moreover, according to [1], consumers know exactly the price of the product they purchase; the results of this work showed that customers did not pay attention to the price of the products they buy. More specifically, they did not know if the price was reduced since it was on special offer.

In addition, Yao et al [16] created a recommendation system targeted towards supermarket products for consumers since supermarkets are too big to find the desirable product; using RFID technology with mobile agents, they constructed a mobile-purchasing system. Furthermore, Kim et al [7] presented another recommendation system based on the past actions of individuals, where they provided their system to an Internet shopping mall in Korea.

In point of fact, in [3], authors showed a new method on personalized recommendation in order to get further effectiveness and quality since collaborative methods presented limitations such as sparsity. Regarding Amazon.com, they used for each customer many attributes, including item views and subject in-
terests, since they wanted to create an effective recommendation system. This view is echoed throughout [11], where authors analyzed and compared traditional collaborative filtering, cluster models and search-based methods. Also, Weng and Liu [17] analyzed customers’ purchases according to product features and as a result managed to recommend products that are more likely to fit with customers’ preferences.

Finally, authors in [14] analyzed the product range effect in purchase data. Since market society is affected by two factors (e.g. rationality and diversity in the price system), consumers try to minimize their spending and maximize the number of products they purchase. So, researchers invented an analytic framework based on big customers’ transaction data. They observed that customers did not always choose the closest supermarket and then they tried to answer why consumers buy specific products.

3 Model Overview

In our model, we want to predict whether a customer will purchase a product or not based on a supermarket ware dataset using data analytics and machine learning algorithms. We can classify this problem as a classification one, since the opinion class consists of specific options. Furthermore, we have gathered the reviews of Amazon Company and in particular the reviews of each customer, in order to analyze the affection of person-to-person influence in each product’s market.

The overall architecture of the proposed system is depicted in Figure 1 while the proposed modules and sub-modules of our model are modulated in the following steps.

![Figure 1. Supermarket Model](image-url)
3.1 Customer Metrics Calculation

From the supermarket dataset, we randomly sampled 10000 records regarding customers’ purchases, containing information about sales over a vast period of 4 years. More specifically, the implementation of our method goes as follows: initially, we sample the customers as well as the products. Subsequently, the clustering of the products based on the sales rate takes place. Then, we cluster our customers related on the distance of their houses from the supermarket. Furthermore, a recommendation model, with new products separately proposed to each customer based on their consumer behavior, is utilized. Furthermore, we sampled the customers of Amazon Company and then using the rates of the reviews, we came up with the fraction of the satisfied customers.

The training set of the supermarket data contains 8 features, as presented in following Table 1, including customer ID, the category of the product, the product ID, the shop, the number of items purchased, the distance of each supermarket, the price of the product as well as the choice.

| Features       | Description                                |
|----------------|--------------------------------------------|
| Customer ID    | The ID of the customer                     |
| Product Category | The category of the product               |
| Product ID     | The ID of the product                      |
| Shop           | The shop where the customer makes the purchase |
| Number of items | How many products he purchased             |
| Distance Cluster | The cluster of the distance               |
| Product Price  | The price of the product                   |
| Choice         | Whether the customer purchases the product or not |

3.2 Decision Analysis

In this subsection, the choice analysis based on classification and clustering tools is described. This method gathers eight basic features of the supermarket database and eleven different methods of classification in order to further analyze our dataset, as shown in the next section. In [8], researchers used clustering to find customers with similar spending history. Furthermore, as [18] indicate, the loyalty of customers to a supermarket is measured in different ways. Specifically, a person is considered as loyal to a specific supermarket if they purchase specific products and visit the store several times. Despite the fact that the percentage of loyal customers seems to be less than 30%, they purchase more than 50% of the total amount of products.

Since the supermarket dataset included only numbers for each category, we created our own clusters for customers and products. More concretely, we measured the sales of each product as well as the distances and in following we created three clusters for products and two classes for distances.
4 Implementation

The present manuscript utilizes two datasets, e.g. a supermarket database [14] as well as a database from Amazon Company [9] which contains information about the purchases of customers.

Initially, we based our experiments on the supermarket database [14] and we extracted the data using C# language so as to calculate customer metrics. We have implemented an application with which we have measured all the purchases of the customers. In following, a sample of the customers, so as to further analyze the corresponding dataset, was collected. The final dataset consists of 10000 randomly selected purchases with all the information from the supermarket dataset as previously mentioned.

The prediction of any new purchase is based on the assumption that customers are affected by each other. Consumers communicate every day and exchange reviews for products. On the other hand, since their budget is tight, they select products that correspond better to their needs. Therefore, a model that recommends new products to every customer from the supermarket they mostly prefer, is proposed.

By analyzing the prediction model, information about consumers’ behavior is extracted. We measured the total amount of products that customers purchased and then categorized them accordingly. Several classifiers are trained using the dataset of vectors. We separated the dataset and we used 10-Fold Cross-Validation to evaluate training set and test set. The classifiers that were chosen, are evaluated using TP (True Positive) rate, FP (False Positive) rate, Precision, Recall, as well as F-Measure metrics. We chose classifiers from five categories of Weka library\(^1\) including “bayes”, “functions”, “lazy”, “rules” and “trees”. The classifiers from Weka are used with their default settings and the results are introduced in following in Table 3.

Additionally, we evaluated a model using the results of our experiments on Amazon Company [9] since we wanted to measure the number of contented customers regarding five product categories, namely music, book, dvd, video and toy. In Table 2, we show the number of delighted and on the other hand, the number of not satisfied customers.

| Product Category | Satisfied Customers | Not Satisfied Customers |
|------------------|---------------------|-------------------------|
| Music            | 80149               | 15377                   |
| Book             | 235680              | 68152                   |
| DVD              | 41597               | 16264                   |
| Video            | 38903               | 13718                   |
| Toy              | 1                   | 1                       |

\(^1\) Weka toolkit: http://www.cs.waikato.ac.nz/ml/weka/
Next Figure 2 illustrates the amount of customers who are satisfied with products of every category. We can observe that the number of satisfied customers is much bigger than the one of not satisfied ones in four out of five categories (regarding category entitled toy, the number is equal to 1 for both category of customers). With these results, one can easily figure out that Amazon customers are loyal to the corresponding company and prefer purchasing products from the abovementioned categories.

![Customers Reviews](chart.png)

**Fig. 2. Customers Reviews**

5 Evaluation

The reported values in the charts for the classification models are recorded as AdaBoost, J48, JRip, Multilayer Perceptron, PART, REP Tree, RotationForest and SMO. The results for each classifier for their several values are illustrated in Table 3. Depicted in bold, are the selected best classifiers for each value. What is more, Figure 3 depicts the values of F-Measure for each classifier.

We can observe that J48 achieves the highest score in every category except FP rate. Subsequently, REP Tree follows with almost 89% TP rate and F-Measure, whereas JRip has value of F-Measure equal to 84%. In addition, concerning F-Measure metric, the other algorithms range from 42% of Multilayer Perceptron to 77% of Rotation Forest. Moreover, we see that almost all classifiers achieve a TP rate value of above 60%, while the percentages for FP rate are relatively smaller. Precision and Recall metrics have almost the same values for each classifier, ranging from 60% to 92%.
### 6 Conclusions And Future Work

In our work we present a methodology to model and predict the purchases of a supermarket using machine learning techniques. More specifically, two datasets are utilized; a supermarket database as well as a database from Amazon Company which contains information about the purchases of customers. Given the analysis of the dataset from Amazon Company, a model that predicts new products for every customer based on the category and the supermarket they prefer is created. We also examine the influence of person-to-person communication, where we found that customers are greatly influenced by other customer reviews.

As future work, we plan to create a platform using the recommendation network. Customers will have the opportunity to choose among many options on new products with lower prices. Next, we can take into consideration more features of the supermarket dataset, in order to improve classification accuracy. In conclusion, we could use a survey to have further insights and get an alternative verification of user’s engagement.
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