We investigate the purely spatial Lagrangian coordinate transformation from the Lagrangian to the fundamental Eulerian frame. We demonstrate three techniques for extracting the relativistic displacement field from a given solution in the Lagrangian frame. These techniques are (a) from defining a local set of Eulerian coordinates embedded into the Lagrangian frame; (b) from performing a specific gauge transformation; and (c) from a fully non-perturbative approach based on the ADM split. The latter approach shows that this decomposition is not tied to a specific perturbative formulation for the solution of the Einstein equations. Rather, it can be defined at the level of the non-perturbative coordinate change from the Lagrangian to the Eulerian description. Studying such different techniques is useful because it allows us to compare and develop further the various approximation techniques available in the Lagrangian formulation. We find that one has to solve for gravitational waves in the relativistic analysis, otherwise the corresponding Newtonian limit will necessarily contain spurious tensor artefacts at second order, in both the Lagrangian and Eulerian frame. We also derive the magnetic part of the Weyl tensor in the Lagrangian frame, and find that it is not only excited by gravitational waves but also by tensor perturbations which are induced through the non-linear frame-dragging. We apply our findings to calculate for the first time the relativistic displacement field, up to second order, for a ΛCDM Universe in the attendance of a local primordial non-Gaussian component. Finally, we also comment on recent claims about whether mass conservation in the Lagrangian frame is violated.

I. INTRODUCTION

Newtonian perturbation theory has been quite successful in describing the (mildly) non-linear regime of cosmological structure formation. Its basic idea is to describe the cold dark matter (CDM) distribution of the Universe as an irrotational and pressureless fluid; inside the Newtonian regime the fluid evolution is governed by the Euler-Poisson system. Perhaps the most well-known approach is dubbed (Newtonian) Eulerian perturbation theory (NEPT) [1], where the Euler-Poisson system is solved with a perturbation Ansatz for the density and velocity fields. An alternative way to solve the Euler-Poisson system is to transform it to Lagrangian space, where the observer follows the gravitationally induced displacement of a given fluid element. This approach has only a single “perturbation parameter” which is the said displacement (field), and the approach is called Lagrangian perturbation theory (NLPT) [2–9]. Depending on the specific application, both the Eulerian or Lagrangian picture could be favourable, although the Lagrangian approach contains always more non-linear information, and the Lagrangian series is expected to have better convergence properties, i.e., the Lagrangian solution remains significantly longer time-analytic as compared to the Eulerian solution [8].

In the last 20 years it has become very fruitful to apply the Eulerian and Lagrangian approach also to General Relativity (GR) [10–18]. In contrast to the displacement field in the Newtonian theory, its relativistic counterpart is generally not only spatial but also contains a time-like part [19]. Indeed, GR allows for an infinite class of 4-displacements, and each displacement is associated with a given Eulerian frame [16–18]. The Eulerian frame to choose is the one in which the actual physical quantities (the observer wants to describe) can be most easily interpreted. So the choice of the Eulerian frame fixes the 4-displacement and vice versa, whereas the Lagrangian frame is (always) to be identified with a synchronous/comoving coordinate system [19]. Consequently, in order to get the closest possible correspondence to Newtonian cosmology, it is often preferential to fix the 4-displacement field to be only of spatial nature, i.e., to use the (unique!) Eulerian frame where the time-displacement is vanishing [17]. A very important example where a 3-displacement is preferred are cosmological N-body simulations. They usually require the validity of the Newtonian theory and thus also assume an overall cosmological time (i.e., no time-displacement). Certainly, we know from GR that there is no universal time, and consequently the Newtonian theory is nothing but an approximation.
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1 That only NLPT breaks down at shell-crossing but not NEPT is an unfortunate and common misunderstanding. Both NLPT and NEPT are fluid descriptions based on the Euler-Poisson system, so both NLPT and NEPT break down when fluid particle trajectories begin to intersect, simply because the single-stream approximation breaks down.
of the complete relativistic theory. On the other hand, developing fully relativistic \( N \)-body simulations seems to be hopeless in the following years, so the recent folklore is rather to modify existing Newtonian simulations, and to include relativistic corrections in a qualitative way there (e.g., by demanding relativistic initial conditions as in \cite{16–18}).\(^2\)

In this paper, we study the fundamental Eulerian frame in detail, i.e., the one where the temporal component of the \(4\)-displacement is zero. To obtain the resulting \(3\)-displacement we shall use three different ways—not only to clarify the connection to recent/past investigations in the literature, but also to obtain a deeper physical understanding. We try to keep the technical level in the main text to a minimum, and refer the interested reader to the rich appendix, especially Appendix A where we give essential tools to extract the displacement field from a given \(3\)-metric at arbitrary perturbative order. In the main text, we specifically focus on the generation and evolution of secondary tensor perturbations (for the inclusion of primordial tensor perturbations, see the Appendix B). Crucially, if the dynamical evolution of the tensor perturbations is not accounted for, spurious tensor artefacts occur in the Newtonian limit at second order. On the other hand, including the dynamical evolution of the tensors in the analysis, some second-order tensor perturbations (\(\propto a^2\)) which seem to be of “Newtonian origin” cancel out, and only pure gravitational waves and non-dynamical relativistic tensor perturbations (\(\propto a\)) survive. Transforming the Lagrangian metric to the Poisson gauge, which is another Eulerian frame, also this relativistic tensor contribution cancels out; in the tensor sector of the Poisson gauge, all that is left are (primary and) secondary gravitational waves (see Appendix C).

This paper is organised as follows. In section II we introduce some useful notations and report the solutions for the Lagrangian frame. Section III is devoted to the calculation of the displacement field in the three aforementioned approaches. In particular, section III A deals with the calculation in a local Eulerian coordinate system (i.e., it is embedded in the synchronous/comoving coordinate system), in III B we use a specific gauge transformation to obtain the displacement field in terms of the spatial gauge generator of that transformation, and in III C we describe the non-perturbative approach which relies on the ADM decomposition \cite{21}. In section IV we derive the magnetic part of the Weyl tensor to verify that our solutions are fully relativistic, and to show that it is excited by tensor perturbations and vector perturbations, where the latter is commonly referred to the frame dragging (see Refs. \cite{18, 22}). In section V we comment on recent claims about whether mass conservation in the Lagrangian frame is violated. All former sections are restricted to an Einstein-de Sitter Universe (EdS; a matter dominated Universe with vanishing cosmological constant and no global curvature), for simplicity. Then, in section VI, we generalise our findings to a \(\Lambda\)CDM Universe with a primordial component of local non-Gaussianity. We conclude in section VII.

We wish to summarise some essential results briefly at this stage. At initial time, where the impact of the cosmological constant \(\Lambda\) should have negligible impact, it is often sufficient to restrict to an EdS Universe. Then, with the use of the non-linear initial conditions (59), we find the following \(3\)-displacement and density contrast

\[
F_a(t, q) = \frac{3}{2} a t_0^2 \phi_{(a)} - \left(\frac{3}{2}\right)^2 \frac{3}{7} a^2 t_0 \frac{\partial \mu_t}{\sqrt{\mu}} + \frac{3}{2} a t_0 \left( f_{NL} - \frac{5}{3} \right) \partial_a \phi^2 + 5 a t_0^2 (C_{t|a} + R_a),
\]

\[
\delta(t, q) = -\frac{3}{4} a t_0 \nabla^2 \phi_{q} - 3 a t_0^2 \left[ f_{NL} - \frac{5}{3} \right] \phi \nabla \phi + \left[ f_{NL} + \frac{5}{12} \right] \phi_{(a)\phi^{(a)}} + \frac{3}{2} a t_0 \left[ \frac{5}{7} (\nabla^2 \phi)^2 + \frac{2}{3} \phi_{(a)\phi^{(a)}} \right],
\]

where \(q\) are the Lagrangian coordinates. For the magnetic part of the 4-Weyl tensor in a synchronous-comoving coordinate system, \(H_{ab}\), we find that only its following space-space components are non-vanishing

\[
H_{ms}(t, q) = \varepsilon_{(m}^{ab} \left( \frac{a}{2} \frac{\text{waves}}{\nabla q} \right)_{a} + 4 \sqrt{a} t_0 \nabla^2 \left[ \phi_{(a)} \nabla^2 \phi_{b} - \phi_{(a)\phi^{(a)}} \right],
\]

where the first term denotes secondary gravitational waves (i.e., induced through first-order scalar perturbations), and the round bracketed term arises through the non-linear frame-dragging.

Index notation: We use greek letters \( \alpha, \beta, \ldots \) to indicate space-time indices, latin letters \( i, j, \ldots \) to indicate any spatial coordinates, and \( a, b, \ldots \), for spatial Lagrangian coordinates. We denote \( q_0 \) as the Lagrangian coordinate, which labels the initial position of a given fluid element. The Eulerian coordinate is \( x_i \). A comma “,\( i \)“ denotes a partial differentiation w.r.t. any spatial coordinate \( x_i \), whereas a slash “/\( a \)“ denotes a partial differentiation w.r.t. the Lagrangian coordinate \( q_0 \). Summation over repeated indices is assumed. If not otherwise stated, indices are raised and lowered with the Kronecker delta. Dots denote partial derivatives w.r.t. cosmic time. We set \( c = 1 \). Furthermore, in case of possible confusion, we label quantities with an \( \mathcal{L} \) or \( \mathcal{E} \) to indicate whether they are Lagrangian or Eulerian, respectively. Sometimes, for notational simplicity, we write \( 1/\nabla^2 \) instead of \( \nabla^2 = \Delta^{-1} \) for the inverse spatial Laplacian.

\(^2\) See however recent attempts to conduct quasi-relativistic \( N \)-body simulations in the weak-field limit \cite{20}.
II. LAGRANGIAN FRAME: DEFINITIONS AND SOLUTIONS

We begin with the definition of the comoving/synchronous line element which is
\[ ds^2 = -dt^2 + \gamma_{ab}(t, \mathbf{q}) a(t) \, dq^a \, dq^b, \]
where \( t \) is the proper time of the fluid element, and \( a(t) \) is the cosmological scale factor (i.e., we assume cosmological perturbations on an FLRW background). The spatial coordinate \( \mathbf{q} \) is constant in time, hence it labels the initial position of a fluid element. This defines the Lagrangian frame.

Before deriving the Lagrangian displacement field (see the following sections), we introduce the relativistic solution in a synchronous/comoving coordinate system. Here we only review and not explicitly re-derive the well-known solutions for an irrotational dust model; explicit derivations can be found in e.g. [15–18, 23, 24]. Here and in sections III and IV we assume the following linear initial conditions, equivalent to the initial seed metric
\[ k^{(1)}_{ab}(\mathbf{q}) = \delta_{ab} \left[ 1 + \frac{10}{3} \Phi(t_0, \mathbf{q}) \right], \]
where \( \Phi(t_0, \mathbf{q}) \) is the primordial potential, here just a Gaussian random field for simplicity, given at some initial time \( t_0 \). For notational simplicity, we shall suppress its dependence in the following when there is no confusion. Note that we choose the above linear initial conditions to clarify the connection with the former literature (e.g., [15, 23, 24]). In section VI, when we include primordial non-Gaussianity, we shall use non-linear initial conditions, which are more commonly used in recent investigations (e.g., [27–29]).

Using the above seed metric, the solution for the synchronous/comoving metric is easily calculated. The resulting Lagrangian solution up to second order, for an EdS Universe, is
\[ \gamma_{ab}(t, \mathbf{q}) = k^{(1)}_{ab} + 3a(t)t_0^2 \left[ \frac{1}{3} \Phi_{,ab} \left( 1 - \frac{5}{3} \Phi \right) - 5 \Phi_{,a} \Phi_{,b} + 5 \delta_{ab} \Phi_{,c} \Phi_{,c} \right] \]
\[ - \left( \frac{3}{7} \right)^2 \frac{3}{7} a(t)t_0^2 \left[ 4 \Phi_{,ab} \nabla_q^2 \Phi - 2 \delta_{ab} \mu_2 \right] + \left( \frac{3}{7} \right)^2 \frac{19}{7} \left\{ \left[ a(t) t_0 \Phi_{,ac} \Phi_{,c} \right]^2 + \pi_{ab} \right\}, \]
where we have ignored first-order vector and first-order tensor perturbations, and we have defined \( \mu_2 := 1/2 \left( (\nabla^2 \Phi)^2 - \Phi_{,ed} \Phi_{,cd} \right) \). For an EdS Universe we have \( a(t) = (t/t_0)^{2/3} \). The traceless and divergenceless tensor \( \pi_{ab} \equiv \pi_{ab}^{(2)} \) (which includes secondary gravitational waves and non-propagating tensor perturbations) obeys the wave equation
\[ \ddot{\pi}_{ab} + \frac{2}{t} \dot{\pi}_{ab} - \frac{1}{a^2} \nabla_q^2 \pi_{ab} = 27 \frac{t_0^4}{14} \nabla_q^2 S_{ab}, \]
where we have defined the traceless and divergenceless source term (the “tensor part”)
\[ S_{ab}(\mathbf{q}) = \partial_a \partial_b \mu_2 + \delta_{ab} \mu_2 - 2 \, \partial_{(a} \nabla_q^{(2)} \Phi - \Phi_{(ac} \Phi_{c)}^{(2)} \right\}. \]

The solution of the wave equation (7) can be derived by the use of Green’s method and is found to be [24]
\[ \pi_{ab}(t, \mathbf{q}) = -\frac{27}{14} a^2 \gamma_{0a}^4 S_{ab}(\mathbf{q}) - 6a t_0^2 \nabla_q^2 S_{ab}(\mathbf{q}) + \pi_{ab}(t, \mathbf{q}), \]
where \( \pi_{ab}^{(2)} = \pi_{ab}^{\text{const}} + \pi_{ab}^{\text{waves}} \) includes a constant term, \( \pi_{ab}^{\text{const}} \propto \nabla_q^2 \nabla_q^2 S_{ab} \), and another one which denotes gravitational waves, \( \pi_{ab}^{\text{waves}} \); its explicit form is not needed here, but see for example Eq. (4.38) in [24].

Note that the metric (6) contains intrinsic tensor perturbations even if we neglect \( \pi_{ab} \). This is because the non-linear terms in \( \gamma_{ab} = \gamma_{ab} - \pi_{ab} \) excite not only scalar but also vector and tensor perturbations. To our knowledge this has not yet been explicitly noted in the literature. Explicitly, we can write \( \gamma_{ab} \) in the following decomposition
\[ \gamma_{ab} = \frac{\delta_{ab}}{3} \gamma_{c}^c + \left( \partial_a \partial_b - \frac{\delta_{ab}}{3} \nabla_q^2 \right) \gamma_{||}^c + 2 \gamma_{(a|b)}^c + \gamma_{ab}^{(2)} \equiv \gamma_{ab} - \pi_{ab}, \]

3 It is generally impossible to derive the wave equation (7) within the gradient expansion technique [25] at any order, since the term \( \nabla_q^2 \pi_{ab} \) (but also the source term on the RHS) is always of higher order compared to \( \pi_{ab} \). Explicitly, at leading order in a spatial gradient expansion, we obtain from the tracefree part of Einstein’s equations \( \ddot{\pi}_{ab} + \frac{2}{t} \dot{\pi}_{ab} \equiv 0 \). As a consequence, no gravitational waves are generated at any order in the gradient expansion, and the time evolution of generic tensor perturbations differs from the one as obtained from (7). Thus, the gradient expansion fails in predicting the tensor perturbations inside the horizon since it is indeed a long-wavelength approximation.
where $\gamma^\parallel$ and $\gamma^\perp$ are respectively the longitudinal and transverse part of $\bar{\gamma}_{ab}$, and $\gamma^T_{ab}$ is the said intrinsic tensor part. These intrinsic tensor perturbations are not gravitational waves but two non-propagating tensor perturbations $\propto \mathcal{S}_{ab}$ and grow respectively with the scale factor and the scale factor squared. Naively, since the latter ones grow with the same amplitude as the one from the second order Newtonian perturbations, they seem to be of Newtonian origin as well. This is however wrong, since they cancel exactly out if we solve for the gravitational waves. Thus, to account for the proper Newtonian limit beyond linear order, we must include the solution $\pi_{ab}$ of the gravitational wave equation in the analysis. We shall get more insight about its physical interpretation by transforming the Lagrangian solution (6) to a local Eulerian coordinate system, i.e., by choosing a convenient (a triad) decomposition, see the following section.

Before doing so, we calculate the density for the metric (6)

$$\delta(t, q) \simeq \sqrt{\frac{\det[k^{(1)}_{ab}]}{\det[\gamma_{ab}]}} - 1 \simeq -\frac{3}{2} a t_0^2 \nabla^2 \Phi + 3 a t_0^2 \left(\frac{5}{4} \Phi_{,a} \Phi^{,a} + \frac{10}{3} \Phi \nabla^2 \Phi \right) + \left(\frac{3}{2}\right)^2 a^2 t_0^4 F^E_L(q),$$

where we have neglected an initial density perturbation $\delta_0$ (see Eq. (63) and the related footnote 11 later in the text)

$$F^E_L(q) = \left[\frac{5}{7} (\nabla_q^2 \Phi)^2 + \frac{2}{7} \Phi_{,ab} \Phi^{,ab}\right].$$

The first term on the RHS in (11) denotes the density in the Zel’dovich approximation, the term proportional to the round brackets denotes relativistic corrections which are suppressed on small scales and late times, and the square bracketed term is proportional to the second-order density field in NLPT. Equation (11) agrees with Eq. (4.39) in Ref. [24], where their growth function has to be replaced according to $\tau^2/6 \to \frac{3}{2} a t_0^4$, and their $\varphi$ is our $-\Phi$.

III. LAGRANGIAN DISPLACEMENT FIELD

Although not directly apparent, the above metric (6) contains the Lagrangian solution together with its Lagrangian displacement. In this section, we describe three different approaches to obtain the unique 3-displacement field derived

- III A: in a local Eulerian coordinate system;
- III B: from a specific Eulerian gauge transformation;
- III C: by the use of the ADM formalism.

In Fig. 1 we show a simplistic sketch that compares the first two approaches. They are both perturbative. The third approach is the non-perturbative generalisation of the second approach.

Having three different techniques to obtain the identical (perturbative) result might seem to be superfluous. Our motivation to present them all is to demonstrate that we obtain a consistent picture of relativistic Lagrangian perturbation theory. Moreover, the following section also clarifies different approaches which were already used in the literature, and, where possible, we further develop these used techniques.

A. Perturbative displacement field in local Eulerian coordinates

Here we obtain the displacement field not by performing a coordinate transformation but simply by decomposing the synchronous/comoving metric, i.e., the Lagrangian frame, in a convenient way. We develop a Lagrangian frame theory where the synchronous-comoving metric $\gamma$ is written as $\gamma = G_{ij} \mathcal{J}^i \otimes \mathcal{J}^j$, where $G_{ij}$ is by definition not $\delta_{ij}$.

We comment on $\mathcal{J}^i$ below. Our approach is fairly similar to the one of Refs. [13, 14], however in our approach the coframe is not the only dynamical variable, because our $G_{ij}$ contains the dynamical information of the scalar and tensor part of $\gamma$.

The spatial metric $\gamma_{ab}$ of the synchronous slicing of Eq. (4) contains scalar, vector and tensor components, which account in total for 6 physical degrees of freedom. We find it very convenient to decompose $\gamma_{ab}$ as

$$\gamma_{ab} = G_{ij} \mathcal{J}^i_a \mathcal{J}^j_b,$$

$$G_{ij} = \delta_{ij} (1 - 2B) + \chi_{ij},$$

$$\mathcal{J}^i_a = \delta^i_a + F^i|_a.$$
where $B$ and $\chi_{ij}$ is a scalar and tensor component, respectively, and $F^i$ will contain a scalar and a vector component. The tensor $\chi_{ij}$ is trace- and divergenceless, and if $\chi_{ij}$ is dynamical, it can be associated with gravitational waves. We comment on the scalar $B$ below. The Jacobian element $J^i_{\alpha}$ describes the inhomogeneous deformation of the spatial volume element, caused by the gravitational evolution of a fluid element on an FLRW background, and $F^i$ is defined as the spatial Lagrangian displacement field of the spatial coordinate transformation

$$x(t, q) = q + F(t, q),$$

where $q$ are the Lagrangian coordinates of the synchronous/comoving line element (4), and $x$ is the spatial field of the local Eulerian coordinate system. We require scalar initial conditions, and it is because of that that the scalar $B$ is always non-zero in GR, i.e., it contains at least a space-dependent contribution, which is associated with some initial conditions of the scalar type, allocated from primordial physics. More generally, as we shall see below, the scalar $B$ may, in general, it can contain also time-dependent contributions. These contributions arise from non-linearities inherent in GR, and they imply generally the loss of a universal time.

To obtain the displacement field of the metric (6) within the above decomposition, we use the expressions (13)–(15) up to second order. The relation for the 3-metric is thus up to second order

$$\gamma_{ab}(t, q) \simeq \delta_{ab} [1 - 2B(t, q)] + \chi_{ab} + 2F_{(a|b)} [1 - 2B(t, q)] + F_{(c|a)}F^{(c|b)}.$$

Equating this Ansatz for the 3-metric with the solution (6), we can derive the relativistic displacement field $F_a$, the scalar $B$ as well as the tensor $\chi_{ab}$. To do so we have to decompose the above tensor equation into a scalar, solenoidal, transverse and tensor contribution. Solving these contributions separately at a given perturbative order, we obtain (1) from its divergence-less part the transverse part of the displacement field; (2) from its solenoidal part we obtain the longitudinal part of the displacement field; (3) from its scalar part we obtain the scalar $B$. Having then derived all contributions but the tensor ones, it is simple to (4) extract the tensor parts by subtraction. We explain in Appendix A in detail how such a decomposition works. Here we only state the results from such a decomposition for the local Eulerian coordinates in the synchronous metric. We find

$$ds^2 = -dt^2 + a^2(t) [\delta_{ij}(1 - 2B) + \chi_{ij}] [\delta^i_a + F^i_{|a}] [\delta^j_b + F^j_{|b}] dq^a dq^b,$$

with the solutions

$$F_a(t, q) = \frac{3}{2} at_0^2 \Phi_{|a} - \left(\frac{3}{2}\right)^2 \frac{3}{7} a^2 t_0^4 \frac{\partial_a}{\nabla_q} \mu^2 + 5at_0^2 \left(C_{|a} - \partial_a \Phi^2 + R_a\right),$$

$$B(t, q) = -\frac{5}{3} \Phi + \frac{5}{2} at_0^2 \left(\nabla_q^2 \mu^2 - \frac{2}{\Phi} \Phi_{|q} \Phi^{|q}\right),$$

$$\chi_{ij} = \bar{\pi}_{ij} - at_0^2 \nabla_q^{-2} S_{ij},$$
where we have defined
\[
C = \frac{3}{2} \nabla_q^{-2} \nabla_q^{-2} \mu_2 + \frac{1}{2} \nabla_q^{-2} \Phi_{\parallel} \Phi_{\parallel}, \quad R_a = \nabla_q^{-2} \left( \Phi_{\parallel} \nabla_q^2 \Phi - \Phi_{\parallel} \Phi_{\parallel} - 2 \delta_{a} \nabla_q^2 \right). \tag{22}
\]

The first term on the RHS in Eq. (19) is the Lagrangian displacement field in the Zel’dovich approximation [2], the second term is its second-order improvement [1]. Both terms are Newtonian and purely longitudinal. The bracketed term in Eq. (19) is of purely relativistic origin, including both longitudinal and transverse contributions, respectively. The relativistic transverse contribution can be directly associated with a frame-dragging vector potential [18].

As mentioned in section II, the scalar space-space perturbation \(B\) contains the (linear) initial seed (the first term on the RHS in Eq. (20)), but also contains time-dependent terms which deform the spatial volume (“volume dilation”) of the fluid element during the gravitational evolution. In fact, the factor \(\sqrt{1 - 2B}\) can be absorbed in the background scale factor \(a(t) \rightarrow \tilde{a}(t, q)\), which effectively manifests in a local time redefinition \(t \rightarrow \tilde{t}(t, q)\); keeping aside the tensor perturbations for a moment, the resulting 3-metric is spatially flat, but the time coordinate is not synchronous anymore. Needless to say, such a temporal gauge transformation does not change the resulting density contrast \(\delta(t, q)\), if its temporal coordinate is interpreted as a function of the distorted time \(\tilde{t}(t, q)\).

Now we comment on the tensor perturbation \(\gamma_{ab}\), Eq. (21). It contains two contributions, one being the gravitational waves and another tensor perturbation which is not propagating in space. Note the partial cancellation of the non-propagating tensor perturbations in \(\gamma_{ab}\) (cf. the terms proportional to \(a^2\) and \(a\,b\) in Eq. (9) and Eq. (21)). As mentioned above, this partial cancellation is due to the inherent tensor part in the tensor \(\gamma_{ab}\) without the pure tensor tensor perturbation \(\pi_{ab}\), which we wish to report here explicitly
\[
\gamma^T_{ab} \equiv \gamma_{ab} - \pi_{ab} = \frac{27}{14} a^2 t^2 S_{ij} + 5 a t^2 \nabla_q^{-2} S_{ij}, \tag{23}
\]
where \(\gamma^T_{ab}\) means the transverse traceless part of \(\gamma_{ab}\) (so we have \(\pi_{ab}^T \equiv \pi_{ab}\) by definition). The crucial point about these tensor perturbations in (23) is, that they arise through (the scalar, vector, tensor decomposition of) the non-linear terms. Contrary to true gravitational waves, these tensor perturbations are not propagating in space as it is the case for \(\pi^\text{waves}_{ab}\). Rather, these tensor perturbations are “artefacts”, excited because of the tensorial character of Einstein’s equations. In the Lagrangian frame, the first tensor perturbation on the RHS in (23) cancels exactly out with the one from \(\pi_{ab}\), whereas for the second term only the prefactor changes (cf. Eq. (21)). As we shall show explicitly in Appendix C, when we transform the Lagrangian solution (6) to the Poisson gauge, these artefacts disappear entirely such that the divergenceless and traceless part of the 3-metric in the Poisson gauge is just \(\chi^{\text{Poisson}}_{ij} = \gamma^T_{ab}\).

### B. Perturbative displacement field from a specific gauge transformation

Here we show that one can obtain the identical displacement field as above by a conceptionally different procedure, i.e., here we indeed perform a change of the coordinate system. This is possible if the latter coordinate system can be identified with an Eulerian frame. We stick with the same solution \(\gamma_{ab}\) as above, Eq. (6), and transform the Lagrangian solution to the Eulerian gauge where we define the latter with
\[
\begin{align*}
\text{ds}^2 &= -[1 + 2A^{\text{E}}(t, \mathbf{x})] dt^2 + 2a(t) \, w^{\text{E}}(t, \mathbf{x}) \, dt \, dx^i + a^2(t) \, G^{\text{E}}_{ij}(t, \mathbf{x}) \, dx^i \, dx^j, \\
G^{\text{E}}_{ij} &= \delta_{ij} \left(1 - 2B^{\text{E}}(t, \mathbf{x})\right) + \chi_{ij}^{\text{E}}(t, \mathbf{x}),
\end{align*}
\tag{24}
\]
and with the coordinate transformation which is in that specific case
\[
x^\mu(t, \mathbf{q}) = q^\mu + F^\mu(t, \mathbf{q}), \quad \text{with} \quad x^\mu = \left(\begin{array}{c} t \\ \mathbf{x} \end{array}\right), \quad q^\mu = \left(\begin{array}{c} t \\ \mathbf{q} \end{array}\right), \quad \text{and} \quad F^\mu = \left(\begin{array}{c} 0 \\ \mathbf{F} \end{array}\right). \tag{25}
\]

Note that this is a purely spatial coordinate transformation, such that the time coordinate \(t\) in both coordinate systems is formally identical. We shall see, however, that the Eulerian metric will contain a perturbation in its \(dt^2\) component anyway (here at second order), i.e., \(A \neq 0\) in general. This is however nothing but the time dilation known from special relativity due to the fluid’s velocity, i.e., the \(dt^2\) component in the Eulerian metric is the proper time.

---

4 Although not directly apparent, the kernel \(C\) and the transverse vector \(R_a\), Eqs. (22), are identical with Eq. (29) and Eq. (30) in [18].

5 This space-dependent scale factor illustrates the locally inhomogeneous expansion.
Also note that \( \mathbf{w} \) contains in this gauge not only a transverse but also a longitudinal part. Roughly speaking, the above coordinate transformation shifts/pushes the solenoidal and transverse parts of the space-space component to the space-time component \( \mathbf{w} \) of the metric. The Eulerian gauge has been independently introduced in Ref. [28] and Ref. [18]; in the latter it has been (misleadingly) labelled as the synchronous-shear gauge. Also in Ref. [18], it has been shown that this gauge reproduces at leading order the Newtonian equations of motion.\(^6\)

To obtain the displacement field and the perturbations in the Eulerian gauge, we require the invariance of the Lagrangian and Eulerian line element which reads in that case (i.e., the time coordinates are identical)

\[
g_{\mu\nu}(t, \mathbf{q}) = \frac{\partial x^\mu}{\partial \eta} \frac{\partial x^\nu}{\partial \eta} g_{\mu\nu}(t, \mathbf{x}).
\]

Truncating up to second order, the resulting constraints between the Lagrangian metric (6) and the Eulerian metric (24) are

\[
\gamma_{ab}^E(t, \mathbf{q}) \simeq \delta_{ab} [1 - 2B^E(t, \mathbf{x})] + 2F_{(a|b)}^E(t, \mathbf{q}) (1 - 2B^E) + \frac{\partial F^E_{(a|b)}}{\partial t} \delta^E_a \delta^E_b \chi_{ij},
\]

\[
0 \simeq a^2 (1 - 2B^E) \frac{\partial F^E}{\partial t} + a^2 \frac{\partial F^E_{(a|b)}}{\partial t} + a w^E_{(a|b)} \chi_{ij},
\]

\[
-1 \simeq -1 - 2 A^E(t, \mathbf{x}) + 2a w^E \frac{\partial F^E}{\partial t} + a^2 \frac{\partial F^E_{(a|b)}}{\partial t} \chi_{ij},
\]

where we have suppressed some dependences when there is no confusion. One should evaluate the above in an identical coordinate system, e.g., \( B^E(t, \mathbf{x}) = B^E(t, \mathbf{q} + \mathbf{F}) \simeq B^E(t, \mathbf{q}) + B_{(a|b)}^E \mathbf{F}^a + \ldots \).\(^7\) Needless to say, when Eulerian [Lagrangian] quantities are derived, the Eulerian [Lagrangian] spatial dependence is needed. Note also that all spatial derivatives in (27)–(29) are Lagrangian except the ones inherent in \( B^E \), \( w^E \) and \( \chi_{ij} \), but such derivatives are easily transformed to Eulerian ones according to \( \partial / \partial q_a = J^i_a \partial / \partial x_i \), when needed.

Solving these constraints with the same techniques as above (see also [18]), we obtain for the spatial gauge generator, i.e., the 3-displacement field up to second order

\[
F^E_{(a|b)}(t, \mathbf{q}) = \frac{3}{2} a t^2_0 \Phi_{(a|b)}(q) - \left( \frac{3}{2} \right)^2 \frac{3}{7} a^2 t^4_0 \partial^2_{\mathbf{q}} \mu^E_{(a|b)} + 5a t^2_0 (C_{(a|b)} - \partial_a \Phi^2 + R_a).
\]

This agrees exactly with our findings in section IIIA, where we calculated the displacement field in a local Eulerian coordinate system, embedded into the synchronous/comoving metric (4). For the components in the Eulerian line element (24) we obtain

\[
A(t, \mathbf{x}) = -\frac{1}{2} a t^2_0 \Phi_{ij} \Phi^{ij},
\]

\[
B(t, \mathbf{x}) = -\frac{5}{3} \Phi(\mathbf{x}) + \frac{5}{2} a t^2_0 \left[ \nabla^2_{\mathbf{x}} \Phi^2 + \frac{1}{2} \Phi \nabla^2 \Phi \right],
\]

\[
a w_i(t, \mathbf{x}) = -S^N + \partial_i \left[ \frac{5}{3} t \Phi^2 - \frac{10}{3} t C \right] - \frac{10}{3} t R_i,
\]

\[
\chi_{ij}^E = \tilde{\chi}_{ij}^E - a t^2_0 \nabla^2_{\mathbf{x}} \Phi_{ij}^E,
\]

where \( \tilde{\chi}_{ij}^E \) as in Eq. (8) but with dependences and derivatives w.r.t. the Eulerian coordinate \( \mathbf{x} \), \( \mathcal{J}^i_a \) as is defined in Eq. (15), and

\[
S^N = \Phi(\mathbf{x}) t - \frac{3}{2} \frac{1}{2} a t^3_0 \frac{5}{3} \nabla^2 \Phi \nabla^2 \Phi G_2(\mathbf{x}), \quad G_2 = \frac{3}{4} \left( \nabla^2_{\mathbf{x}} \Phi \right)^2 + \Phi \nabla^2_{\mathbf{x}} \Phi^{ij} + \Phi \Phi_{(a|b) \phi(\mathbf{x})}^a \phi(\mathbf{x})^{a|b}.
\]

\( G_2 \) is the well-known second-order EdS kernel for the velocity field at second order in Newtonian perturbation theory [1]. To calculate Eq. (33), recall that the Lagrangian time derivative does not commute with the Eulerian spatial derivative.

---

\(^6\) Note that we have removed the residual gauge freedom in the above defined Eulerian gauge by explicitly setting the time gauge generator in the coordinate transformation (25) to zero. Generally, the time gauge generator in the Eulerian gauge is a temporal constant \( L(q) \). In reference [26], the temporal displacement has been chosen (\( L(q) \neq 0 \)) such that the resulting Eulerian gauge yields exactly the Newtonian fluid density at leading order. Such a temporal displacement however complicates the physical interpretation.

\(^7\) When we expand the spatial dependences out, we implicitly assume small 3-displacements \( \mathbf{F} \). That our findings from this section hold also for arbitrary large displacements follows from the non-perturbative treatment in section III C.
The interpretation of these results is as follows. Since the observer in the Eulerian frame is not comoving with the fluid element, he/she experiences a different time because of the time dilation. Actually, $-2A$ is nothing but the linear peculiar velocity squared. The scalar $B$ consists of the initial condition (here only the linear factor of $-5\Phi/3$) but also experiences a time-dependent and fully relativistic corrections (all other terms on the RHS in (32)). It is because of these relativistic corrections that we cannot define anymore a global time coordinate, as demanded in Newtonian physics.

$S^N$ is the potential of the peculiar velocity $a \mathbf{u}^N := \nabla_x S^N$ from Newtonian perturbation theory up to second order [30]. In fact, $aw_1$ (see Eq. (33)) contains the information about the velocity field, thus includes the relativistic contributions $\mathbf{u}^{GR}$ to $\mathbf{u} \equiv \mathbf{u}^N + \mathbf{u}^{GR}$. Additionally, as we shall see in the following section, $aw_1$ does not only contain information about the velocity field, but also contains the perturbations from the spatial metric $G_{ij}$. Specifically, we find that $w_i = -G_{ij}w_j$, with $\mathbf{u} = a \partial \mathbf{F}/\partial t$.

From the above, it is also easy to derive the corresponding density contrast in the Eulerian gauge. It reads (cf. Eq. (11))

$$
\delta(t, x) = -\frac{3}{2} a t_0^2 \nabla_x^2 \Phi + 3 a t_0^2 \left( \frac{5}{4} \Phi_i \Phi^{,i} + \frac{10}{3} \Phi \nabla_x^2 \Phi \right) \left( \frac{3}{2} \right)^2 a^2 t_0^4 F_2(x),
$$

where $F_2$ is the second-order kernel from NEPT,

$$
F_2(x) = \left[ \frac{5}{4} (\nabla_x^2 \Phi)^2 + \Phi \nabla_x^2 \Phi^{,i} + \frac{2}{3} \Phi \eta^{,im} \Phi^{,m} \right].
$$

Observe the occurrence of the middle term in the last expression, whereas this term is missing in the Lagrangian counterpart (Eq. (12)). This a well-known effect in Newtonian perturbation theory [1], simply stating that the Lagrangian and Eulerian mass density are fundamentally different quantities. Despite of recent claims [32, 33], “the mass conservation” is not violated. For a discussion, see section V.

C. Non-perturbative displacement field from the ADM decomposition

In the ADM decomposition, the space-time continuum is split into spatial hypersurfaces $\Sigma_t$ of constant time $t$, where individual spatial hypersurfaces are separated by the lapse function $\mathcal{N}$. The function $\mathcal{N}^i$ allows to shift within such a space-like slice. The line element in the ADM formalism is [9, 21]

$$
ds^2 = -\mathcal{N}^2 dt^2 + G_{ij} \left( a \, dx^i + \mathcal{N}^i dt \right) \left( a \, dx^j + \mathcal{N}^j dt \right),
$$

with $G_{ij} := \delta_{ij}(1 - 2B) + \chi_{ij}$ as defined in Eq. (15). Recall that $G_{ij}$ is generally coordinate dependent. Since we are modelling irrotational dust, we can set immediately $\mathcal{N} := 1$ in the metric (38). We then have

$$
ds^2 = -dt^2 + G_{ij}(t, x^i) a \left( dx^i + \mathcal{N}^i \frac{dt}{a} \right) a \left( dx^j + \mathcal{N}^j \frac{dt}{a} \right),
$$

$$
= -dt^2 + G_{ij}(t, x^i) a \left( J^i_\alpha dq^\alpha + \frac{\partial x^i}{\partial t} dt + \mathcal{N}^i \frac{dt}{a} \right) a \left( J^j_\beta dq^\beta + \frac{\partial x^j}{\partial t} dt + \mathcal{N}^j \frac{dt}{a} \right).
$$

In the last line we have used the total differential of the coordinate transformation (16)

$$
dx^i = J^i_\alpha dq^\alpha + \frac{\partial x^i}{\partial t} dt.
$$

Comparing Eq. (40) with Eq. (4) which we repeat here for convenience

$$
ds^2 = -dt^2 + G_{ij}(t, q^a) a \, J^i_\alpha a \, J^j_\beta dq^\alpha dq^b,
$$

we realise that we can identify the Lagrangian frame if we set in the line element (40)

$$
\frac{\mathcal{N}^i}{a} := -\frac{\partial x^i}{\partial t}, \quad G^\alpha_\alpha(t, q) = J^i_\alpha J^j_\beta G^\xi_\xi(t, x).
$$

The last expression implies $B^\xi(t, x^i(q^a)) = B^\xi(t, q^a)$ and $\chi^\xi_{ab} = J^i_\alpha J^j_\beta \chi^{\xi}_{ij}$. So the spatial dependences are easily transformed with the use of the spatial transformation (16). Moreover, the spatial dependences of $B^\xi(t, x^i(q^a))$ and
\(B(t, q^a)\) are dynamically related: Suppose that at initial time both Lagrangian and Eulerian frame overlap in their spatial position, i.e., \(B^a(t, x')|_{t=t_0} = B^a(t, x)|_{x=q}\). Then the shift/displacement is just zero at initial time. After some finite time of gravitational evolution, the fluid element will have some finite coordinate velocity in the perturbative peculiar velocity of the fluid element, evaluated at its Eulerian position. This is one of our main results. The square bracketed terms in the above expressions originate from the non-

Using the relations (43) in Eq. (39), we obtain the Eulerian description with the line element

\[
ds^2 = -\left(1 - G^E_{ij} \left[a \frac{\partial x^i}{\partial t} \right] \left[a \frac{\partial x^j}{\partial t} \right] \right) dt^2 - 2G^E_{ij} \left[a \frac{\partial F^E_i}{\partial t} \right] dt a dx^j + G^E_{ij} a dx^i a dx^j. \tag{44}
\]

Using the coordinate transformation (16), we can even reexpress the Eulerian metric in terms of the 3-displacement field \(F^i\)

\[
ds^2 = -\left(1 - G^E_{ij} \left[a \frac{\partial F^E_i}{\partial t} (t, x) \right] \left[a \frac{\partial F^E_j}{\partial t} (t, x) \right] \right) dt^2 - 2G^E_{ij} \left[a \frac{\partial F^E_i}{\partial t} \right] dt a dx^j + G^E_{ij} a dx^i a dx^j, \tag{45}
\]

where \(F^E_i\) depends now on the Eulerian \(x\), and its Lagrangian derivatives have to be transformed to the Eulerian counterpart, e.g., for a Lagrangian derivative of any \(S(t, q)\) we have simply \(\frac{\partial S}{\partial t} = \mathcal{J}^i \frac{\partial S}{\partial x^i} \). If we are only interested at second-order results, these transformations only matter for first-order quantities, and the dependence and derivatives of intrinsically second-order terms can just be replaced.

Note that Eq. (44) has been derived without any assumptions about the displacement field \(F^i\); in fact, the displacement field can take arbitrary large values. Our result is fully non-perturbative, and applies for any cosmological model which assumes an FLRW background. It is also valid for general growth functions.

Relation (45) tells us, that if one has a Lagrangian description with a synchronous metric solution of the decomposed form (15), one can immediately obtain the counterpart in the Eulerian description.

We can also directly apply our findings to obtain fully non-perturbative relations for \(A\), \(B\) and \(w_i\) in case of our cosmological model from section III B. Comparing the individual elements in (24) and (45) we have

\[
A^E(t, x) = -\frac{1}{2} G^E_{ij} \left[a \frac{\partial F^E_i}{\partial t} (t, x) \right] \left[a \frac{\partial F^E_j}{\partial t} (t, x) \right], \tag{46}
\]

\[
B^E(t, x(q)) = B^E(t, q), \quad \chi^E_{ij}(t, x(q)) = J^i_a J^j_b \chi^E_{ij}(t, q), \tag{47}
\]

\[
w^E_i(t, x) = -G^E_{ij} \left[a \frac{\partial F^E_j}{\partial t} \right]. \tag{48}
\]

This is one of our main results. The square bracketed terms in the above expressions originate from the non-perturbative peculiar velocity of the fluid element, evaluated at its Eulerian position.

It is straightforward to verify the above expressions by the use of our second-order results for \(F\) and \(B^E\) from section III A, see Eq. (19) and Eq. (20), respectively, however one should keep in mind to transform not only the spatial dependence but also the spatial derivatives. As explained thoroughly above, this is however trivial when the solution of the displacement field is known.

Note explicitly, that our reported results also hold with the inclusion of tensor perturbations. Whenever tensor perturbations occur at a given order, the tensor perturbations at the higher order will contain spurious elements coming from the spatial coordinate transformation, dictated by the right relation in (47). (In our case, since the tensor perturbations are second order, this will influence the third-order tensors and beyond.) Thus, we conclude that tensor perturbations are only invariant at a given order, but not to all orders. We think this clarifies a common and wrong belief that tensor perturbations are 'gauge invariant' (which is only true to first order!), which might have started with Ref. [37] (see however [24]).

\section*{IV. MAGNETIC PART OF THE WEYL TENSOR}

Having derived the above relations, it is reasonable to ask whether our calculations are fully relativistic. Here we show that our results do indeed excite the magnetic part of the Weyl tensor, as long as tensor perturbations are included in the analysis. For convenience, we shall restrict the following derivations to the Lagrangian frame.

The Weyl tensor \(C_{\alpha\beta\gamma\delta}\) is defined to be the trace-less part of the Riemann tensor

\[
C_{\mu\nu\kappa\lambda} := R_{\mu\nu\kappa\lambda} - \left(g_{\mu[s} g_{\nu]r} R^r_{\\kappa} \lambda + g_{\mu[s} g_{\nu]r} R^r_{\\kappa} \lambda\right) + \frac{R}{3} g_{\mu[s} g_{\nu]r} \lambda. \tag{49}
\]
We define the magnetic part of the Weyl tensor as [31]

$$H_{\mu \nu} = \frac{\sqrt{-g}}{2} u^\alpha \varepsilon_{\alpha \beta \gamma \delta} C^{\alpha \beta}_{\nu} \varepsilon_{\gamma \delta} \lambda,$$  
(50)

where $u^\mu$ is the 4-velocity, $\varepsilon_{\alpha_1(N)\alpha_2(N)\cdots\alpha_N(N)}$ is the $N$-dimensional Levi-Civita symbol with $\alpha_i(N) = 0, 1, \ldots, N$, and $g = \det(g_{\mu \nu})$. Here, the $g_{\mu \nu}$'s are the second-order metric coefficients in the Lagrangian frame, see Eq. (6). In the following, we shall report our results for the decomposition (18)–(21), but we have also checked that we arrive at the same result if we had instead chosen Eq. (6) as the starting point.

In the Lagrangian frame, we have $u^0 = 1$ and $u^i = 0$, so the above expression for $H_{\mu \nu}$ simplifies dramatically, and we find the only non-vanishing (spatial) components

$$H_{ms}(t, q) = \frac{\sqrt{-g}}{2} \varepsilon_{ab(m} C^{ab s) j} 0, \quad \text{(51)}$$

where the "0" indicates a time derivative with respect to $t$. Plugging in the decomposed form of the synchronous metric (cf. Eq. (18)), and truncate the expressions up to second order, we first obtain

$$H_{ms} = \frac{\sqrt{-g}}{2a^2} \varepsilon_{(m ab} \left( \dot{x}_{ba}|a - 2B_{[a} F_{b]} + \varepsilon_{(m ab} \partial_s \left[ \dot{F}_{b[a} - F_{a[c} F_{b]} \right] \right), \quad \text{(52)}$$

where $F$, $B$ and $\chi_{bs}$ can be found in Eqs. (19)–(21). On the RHS of the above expression, the square-bracketed terms combined with the Levi-Civita symbol are called the Cauchy invariants, and state that the "Newtonian part" of the fluid velocity is irrotational [7, 8]. Thus, the very term is only non-zero for (anti-symmetric) non-Newtonian terms combined with the Levi-Civita symbol are called the Cauchy invariants, and state that the "Newtonian part" of the fluid velocity is irrotational [7, 8]. Thus, the very term is only non-zero for (anti-symmetric) non-Newtonian contributions (or if the fluid velocity is rotational); the square bracketed term yields a term $\propto R$ which can be interpreted as a source of the frame-dragging (for the definition of $R$, see Eq. (22)). Also, the round bracketed term in (52) consists of non-Newtonian contributions only, so we are left with the purely relativistic expression

$$H_{ms} = \frac{\sqrt{-g}}{2a^2} \varepsilon_{(m ab} \left( \dot{x}_{ba}|a + 5H a t^2 \left[ \partial_s \Phi_{[a} \Phi_{b]} + \partial_s R_{[a} \right] \right), \quad \text{(53)}$$

where we have expanded the last term with a $\nabla^2 \Delta^{-1}$, and $R_a$ is given in Eq. (22). Since the above is already second order, we can approximate $\sqrt{-g} \approx a^3$. Then, our final result up second-order is

$$H_{ms} = \varepsilon_{(m ab} \left( \frac{\alpha}{2} \dot{x}_{ba}|a + 4\sqrt{-g} \sqrt{-\nabla^2 q} \left[ \Phi_{[a} \Phi_{b]} - \Phi_{ac} \Phi_{c[b]} \right] \right), \quad \text{(54)}$$

This result holds both for linear and non-linear initial conditions with primordial non-Gaussianity (see section (VI), i.e., with the initial seeds given in (5) or (59). As it can be seen from the above, $H_{ms}$ is excited through tensor contributions, see Eq. (21); the first originates from the gravitational waves and the second one is due to a relativistic tensor perturbation.\(^8\)

References [10, 11] have also calculated $H_{ms}$ in the synchronous/comoving gauge, however their results do not agree with ours. We speculate that our results disagree, because the authors of [10, 11] have not solved the wave equation (7) by the use of Green’s method but approximately solved the wave equation inside and outside of the horizon. As a consequence, gravitational waves are discarded and tensor artefacts are artificially excited (see also the discussion related to tensor perturbations in section III A).

V. IS MASS CONSERVATION VIOLATED IN THE LAGRANGIAN FRAME?

Here we wish to comment on recent claims that the mass conservation in the Lagrangian frame is violated [32, 33]. The authors give essentially two arguments for that claim.

---

\(^8\) For an EdS Universe, the *Newtonian limit* of our expression (51) has been recently given in Ref. [13], see their Eq. (83). Unfortunately, their expression contains a typo. In their notation, their Eq. (83) should read $H^i_J = -\frac{1}{2} g_{ab} \varepsilon^{ijkl} f_{[ab}^i f_{[kl]}^j$. The authors give essentially two arguments for that claim.
A. The missing “dipole term” in the density

First, the authors of [32, 33] claim that in the synchronous/comoving gauge (the “B-gauge” in [33]), mass conservation is violated at second order because the density contrast does not have a “dipole term”. From subtracting the second-order kernels for the density, see our Eqs. (12) and (37), we can extract that dipole term $F_L^E - F_E^L = \Phi_1 \nabla^2 \Phi_{\L}$. This term is however well understood as it is not tied to a general relativistic description, but already appears at the Newtonian level [1]; the dipole term appears when relating the Lagrangian mass density, $\delta^L(t, q)$, to the Eulerian mass density, $\delta^E(t, x)$. Then, expanding the explicit coordinate dependence up to second order, we have

$$\delta^E(t, x) = \delta^E(t, q + F) = \delta^E(t, q) + F^a \delta^L_a + \ldots,$$

$$\delta^E(t, q) = q + F(t, q)$$

where the second-order part of the last combination on the RHS is, apart from a time coefficient, the said dipole term. Physically, the Lagrangian and Eulerian mass densities are fundamentally different quantities. The Lagrangian mass density describes the change of (mass per) volume of a given fluid element with Lagrangian label $q$, while the Eulerian density describes the change of mass density, $\delta^L(t, q)$, to the Eulerian frame does not vanish on average, while the one in the Eulerian frame does. This argument is however flawed by the mechanics.

Crucially, the Fourier conjugated variable of the Eulerian [Lagrangian] Fourier space is the Eulerian [Lagrangian] mass density, however, is a field that describes the change of $\delta^E(t, q)$, to the Eulerian frame does not vanish on average, while the one in the Eulerian frame does. This argument is however flawed by the mechanics.

 Related to the above, the authors of [33] state that the (Newtonian) second order density contrast in the Lagrangian frame does not vanish on average, while the one in the Eulerian frame does. This argument is however flawed by the fact that they calculate the very averages of the Lagrangian and Eulerian density in a hypothetically identical Fourier space, and this is by construction wrong. Explicitly, the non-local relations between the Lagrangian and Eulerian densities in their real and their Fourier spaces is

$$\delta^E(t, x) = \int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot x} \delta^E(t, k) \leftrightarrow \tilde{\delta}^E(t, k) = \int \frac{d^3q}{(2\pi)^3} e^{ik \cdot q} \delta^E(t, q)$$

$$\delta^E(t, q) = q + F(t, q)$$

Crucially, the Fourier conjugated variable of the Eulerian [Lagrangian] Fourier space is the Eulerian [Lagrangian] mass density, and the Fourier spaces are related via the displacement field in a non-linear fashion. Indeed, when properly taking the different Fourier spaces into account, also the Lagrangian density leads to a vanishing average, as it should (see, e.g., [6, 34, 35]). In conclusion, the vanishing of the dipole term in the Lagrangian picture does not violate “the” mass conservation, because the Eulerian and Lagrangians densities are physically not equivalent, so there is no unique mass conservation to satisfy. Of course, there is a common mutual agreement on the fact that one should be careful whether the Lagrangian and Eulerian quantity is needed in a given scenario, e.g., in case of calculating matter polyspectra we have to stick with the Eulerian mass density field [32, 33].

B. On gauge artefacts in the synchronous/comoving coordinates

Second, the authors of [33] state that the relativistic perturbation scheme in the synchronous comoving coordinates does not resemble the Lagrangian perturbation theory. Their argument is that there is an integration constant which does not have any counterpart in (Newtonian) LPT. In our language, their statement can be rephrased to the relation of the spatial coordinates

$$x(t, q) = q + F(t, q) + c(q),$$

where $c(q)$ is the said scale-dependent integration constant, and $x$ are the Eulerian coordinates and $q$ the Lagrangian spatial labels. In principle, such an integration constant does not only arise in the general relativistic description, but also in Newtonian Lagrangian perturbation theory [6]; it simply states that the Lagrangian and Eulerian frame are initially not coinciding in their (spatial) positions, and this displacement induces an initial density perturbation. In fact, in this paper we deliberately neglected this initial density perturbation $\delta_0$, since one could in principle demand

---

9 As an striking example that the Fourier spaces are not identical, we transform the Fourier transform of the Eulerian density to the Lagrangian Fourier space. By using the Jacobian of the transformation, $J = |\partial x(q)/\partial q|$, and the (Newtonian) Lagrangian mass conservation $\delta = 1/J - 1$, we can write $\delta^L(t, k) = \int d^3x e^{ik \cdot x} \delta^E(t, x) = \int d^3q e^{ik \cdot (q + F)} (1 - J)$. The last expression is obviously different from $\delta^E(t, k) = \int d^3q e^{ik \cdot q} \delta^E(t, q)$. 

---

...
initial conditions for the general growth functions $D(t)$, $E(t)$, etc. such that $\delta_0 = 0$ is initially guaranteed (for the inclusion of $\delta_0 \neq 0$, see [17]).

Besides of the two shortcomings reported here, the authors of [32, 33] neglect the inherent non-linear constraints from GR, which become important on large scales. We refer the interested reader to the Appendix D, where we derive these non-linear constraints for the density field in a leading-order approximation (in spatial gradients).

### VI. RESULTS FOR $\Lambda$CDM WITH PRIMORDIAL NON-GAUSSIANITY

Here we generalise our findings from above to the case of a $\Lambda$CDM Universe with primordial non-Gaussianity. We begin with the Lagrangian frame. Since the calculational steps and the physical interpretations are exactly the same as before, we only point out the subtleties in the initial conditions used in this section, and then state the final results.

#### A. Lagrangian frame

We take for the primordial potential

$$\Phi = \varphi + f_{\text{NL}}\varphi^2,$$

where $\varphi$ is a Gaussian random field, and $f_{\text{NL}}$ is a constant which parameterises the non-local contribution to the primordial potential. Additionally, to consistently include primordial non-Gaussianity, we demand non-linear initial conditions. We thus demand for the initial seed metric the non-linear expression [28, 29]

$$k_{ab} = \delta_{ab} \exp \left\{ \frac{10}{3} \Phi \right\} = \delta_{ab} \left( 1 + \frac{10}{9} \Phi^2 + \ldots \right),$$

where we neglect spatial gradients which should not play any role in the long-wavelength limit. Explicitly, these initial conditions are identical with (5) only at the linear level. We find up to second order [17, 24, 27]

$$ds^2 = -dt^2 + \gamma_{ab}(t, \mathbf{q}) a(t) d\mathbf{q}^a a(t) d\mathbf{q}^b,$$

with

$$\gamma_{ab}(t, \mathbf{q}) = k_{ab} + 3D(t) \left[ \nabla_\mathbf{q}^2 \varphi - 2\delta_{ab} \mathbf{q}_2 \right] + \left( \frac{3}{2} \right)^2 \frac{E(t)}{3} \left[ \mathbf{q}_{1}^2 \varphi_{1} \mathbf{q}_{1} - 2\delta_{ab} \mathbf{q}_2 \right] + \left( \frac{3}{2} \right)^2 \left[ D^2(t) - 4E(t) \right] \varphi_{ac} \varphi_{bc} + \pi_{ab}^{\Lambda\text{CDM}},$$

where $a(t)$ is now the cosmological scale factor for $\Lambda$CDM, and $\pi_{ab}^{\Lambda\text{CDM}}$ is the solution of the wave equation (here we neglect linear tensor modes)

$$\ddot{\pi}_{ab}^{\Lambda\text{CDM}} + 3H \dot{\pi}_{ab}^{\Lambda\text{CDM}} - \frac{1}{a^2} \nabla_\mathbf{q}^2 \pi_{ab}^{\Lambda\text{CDM}} = - \frac{9}{2a^2} \nabla_\mathbf{q}^2 S_{ab},$$

where $H$ is the Hubble parameter for $\Lambda$CDM. We shall give more details about Eq. (62) in Appendix B, where we also include linear tensor modes. For details about the $\Lambda$CDM growth functions $D$ and $E$ we refer the reader to the same Appendix, but their limits in an EdS Universe for their fastest growing modes are $D \to at_0^3$ and $E \to -3/7at_0^4$. Note however that $D$ and $E$ generally contain also decaying modes which have to be fixed by appropriate initial conditions (see also Ref. [17]). From the solution (61) we immediately obtain the density contrast for $\Lambda$CDM in the Lagrangian

---

10 In GR, one can however not neglect the initial metric perturbation $k_{ij}$ in the density, since this would imply that our space-time would be flat at any time.
Although one could require that the growth functions vanish at initial time, we should nonetheless include \( \delta_0 \) since the double time derivatives of the growth functions can generally yield non-zero contributions to \( \delta_0 \), due to the equivalence principle [18]. We set it here to zero only for simplicity.

\[
\delta^E(t, q) = (1 + \delta_0) \sqrt{\frac{\text{det}[k_{ab}]}{\text{det}[\gamma_{ab}]}} - 1
\]  

(63)

\[
\delta_0 = \frac{3}{2} D(t) \nabla_q^2 \varphi - 3D(t) \left[ \left( f_{\text{NL}} - \frac{5}{3} \right) \varphi \nabla_q^2 \varphi + \left( f_{\text{NL}} + \frac{5}{12} \right) \varphi |\varphi|^a \right] + \frac{3}{2} \left( \frac{2}{5} \right) \left[ D^2(t) - E(t) \right] \left( \nabla_q^2 \varphi \right)^2 + \left[ D^2(t) + E(t) \right] \varphi_{|a|b} \varphi^{|a|b},
\]

(64)

Again, this result holds for \( \Lambda \text{CDM} \) with primordial non-Gaussianity, and even includes decaying modes. In Refs. [28] the above has been calculated within the same cosmology, but they neglected the decaying modes. Our result agrees with their result if we restrict our expressions to the fastest growing modes.

It is also straightforward to obtain the displacement field \( F^E_a \) and the scalar perturbation \( B^E \) in that case. Since the derivation is exactly the same as explained in section III A, we just state the final result for the decomposition

\[
ds^2 = -dt^2 + a^2(t) \left[ \delta_{ij} (1 - 2B) + \chi_{ij} \left[ \delta^E_{|a} + F^E_{|a} \right] \right] dq^a dq^b,
\]

(65)

which are

\[
F^E_a(t, q) = \frac{3}{2} D(t) \varphi^a + \left( \frac{3}{2} \right) E(t) \frac{\partial_{\mu} \varphi^a}{\nabla_q^2} \mu_2 + \frac{3}{2} D(t) \left[ \left( f_{\text{NL}} - \frac{5}{3} \right) \partial_{\mu} \varphi^2 + 5D(t) \left( C_{|a} + R_a \right) \right],
\]

(66)

\[
B^E(t, q) = -\frac{5}{3} \left[ \varphi(q) + \left( \frac{1}{2} + f_{\text{NL}} \varphi^2 \right) \right] + \frac{5}{2} D(t) \left( \nabla_q^{-2} \mu_2 - \frac{1}{2} \varphi^2 \varphi^a \right),
\]

(67)

\[
\chi^E_{ab}(t, q) = -\frac{9}{2} E(t) S_{ab} + 5D(t) \nabla_q^{-2} S_{ab} + \pi^E_{ab} \Lambda \text{CDM}.
\]

(68)

These results are new, and they clearly show how the PNG component affects the displacement field but also the space-space scalar perturbation \( B \), where the latter takes the general relativistic volume dilation into account. The tensor perturbations are unaffected by PNG up to second order.

### B. Local Eulerian frame

With our findings from section III C we can easily transform the quantities (66)–(67) to the Local Eulerian frame. Using the non-perturbative results (46)–(48), we obtain “up to second order”

\[
A^E(t, x) = \frac{9}{8} \mathcal{H}^2 D f_{D}^2(t) \varphi, \dot{\varphi}^l, \dot{\varphi}^l \varphi^l, \quad \text{(69)}
\]

\[
B^E(t, x) = -\frac{5}{3} \left[ \varphi(x) + \left( \frac{1}{2} + f_{\text{NL}} \varphi^2 \right) \right] \right] + \frac{5}{2} D(t) \left( \nabla_x^{-2} \mu_2 + \frac{1}{2} \varphi^2 \varphi^l \right), \quad \text{(70)}
\]

\[
\lambda^E_{ij}(t, x) = -\frac{9}{2} E(t) S^E_{ij} + 5D(t) \nabla_x^{-2} S^E_{ij} + \pi^E_{ij}, \quad \text{(71)}
\]

\[
w^E_i(t, x) = -\frac{3}{2} \mathcal{H} D f_D(t) \varphi_i \left( 1 + \frac{10}{3} \varphi \right) - \left( \frac{3}{2} \right)^2 \mathcal{H} \frac{\partial_i \varphi^2}{\nabla_x^2} G^E_{\Lambda \text{CDM}}(t, x)
\]

\[
-3 \frac{3}{2} \mathcal{H} D f_D(t) \left( f_{\text{NL}} - \frac{5}{3} \right) \partial_i \varphi^2 - 5\mathcal{H} D f_D(t) \left( C_{i} + R_i \right), \quad \text{(72)}
\]

where \( \mathcal{H} := aH \), where \( H \) is the Hubble parameter, and

\[
G^E_{\Lambda \text{CDM}}(t, x) := \left[ \frac{D^2(t)}{2} f_D(t) \nabla_x^2 (\varphi, \varphi^l \dot{\varphi}^l) - 2E(t) f_E(t) \mu_2 \right], \quad \text{(73)}
\]
and we have defined the structure growth rate \( f_X(t) = \frac{d \ln X}{d \ln a} \), with \( X \equiv \{ D, E \} \), such that \( \partial_t X = H f_X X \). Note that for an EdS Universe we have \( f_D \to 1 \), \( f_E \to 2 \), \( H \to 2/(3t) \) [1], and \( G_2^{\Lambda \text{CDM}} \to G_2 a^2 t_0 \), where \( G_2 \) is given in Eq. (35).

For the Eulerian density we obtain

\[
\delta^E (t, x) = -\frac{3}{2} D(t) \nabla_x^2 \varphi(x) - 3 D(t) \left( \left[ f_{NL} - \frac{5}{3} \right] \varphi \nabla_x^2 \varphi + \left[ f_{NL} + \frac{5}{12} \right] \varphi \nabla_x \varphi^l \right) + \left( \frac{3}{2} \right)^2 F_2^{\Lambda \text{CDM}}(t, x), \tag{74}
\]

with

\[
F_2^{\Lambda \text{CDM}}(t, x) := \frac{1}{2} \left( [D^2(t) - E(t)] (\nabla_x^2 \varphi)^2 + 2 D^2(t) \varphi \nabla_x^2 \varphi^l + [D^2(t) + E(t)] \varphi \nabla_{lm} \varphi^{lm} \right). \tag{75}
\]

In the EdS limit the above yields \( F_2^{\Lambda \text{CDM}} \to F_2 a^2 t_0 \), where \( F_2 \) is given in Eq. (37). The expressions derived in this section denote our final result related with the displacement field.

VII. CONCLUSIONS

We have derived relativistic solutions for the Lagrangian (3-)displacement field with vanishing time-displacement for an irrotational dust component up to second order, for both an EdS and \( \Lambda \text{CDM} \) Universe, including a primordial component of local non-Gaussianity. Generally, GR allows for four-dimensional displacements, so the (three) Lagrangian approaches we consider here are the only ones that deliver a purely spatial Lagrangian displacement. Needless to say, in all three approaches we arrive at the same 3-displacement, in which the bulk part is governed by Newtonian Lagrangian perturbation theory, but the derived 3-displacement contains also some relativistic corrections which should become important on large scales. Our starting point is in all three approaches the relativistic solution in a synchronous/comoving coordinate system, which we identify to be the Lagrangian frame. In the first approach, we do not change the coordinate system to arrive at the displacement field, but instead split the synchronous metric in a convenient way (see below). In the second approach, we perform a Eulerian gauge transformation from the Lagrangian to a Eulerian frame, where the displacement field acts as the spatial gauge generator. The third approach is based on the ADM approach, and can be viewed as the non-perturbative generalisation of the second approach. We have not only calculated the non-linear evolution of scalar perturbations (including the Lagrangian and Eulerian density), but also included secondary induced vector and tensor perturbations in the analysis. Crucially, we find that to arrive at a proper Newtonian limit at second order, we have to include the secondary induced vector and tensor perturbations in the analysis (see below). To account for the tensor perturbations, we have solved the gravitational wave equation for an EdS Universe (for \( \Lambda \text{CDM} \) and the inclusion of linear tensor modes see the Appendix B).

Having obtained a relativistic Eulerian/Lagrangian correspondence, we have also derived the accompanied New-

tonian part and the relativistic corrections. To avoid confusion in the following discussion about the relativistic corrections, we stick to the first of the three aforementioned approaches, where the synchronous/comoving line element is split according to

\[
ds^2 = -dt^2 + a^2(t) \gamma_{ab}(t, q) dq^a dq^b = -dt^2 + a^2(t) \left[ \delta_{ij} (1 - 2B) + \chi_{ij} \right] \left[ \delta^i_{\alpha} + F^i_{[\alpha} \right] \left[ \delta^j_{\beta} + F^j_{\beta]} \right] dq^\alpha dq^\beta. \tag{76}
\]

The purely scalar part \( B \) of the relativistic corrections leads to a spatial volume dilation, which consequently leads to a small change of the mass density. The longitudinal part \( F^{||} \) contains the Newtonian and relativistic part of the longitudinal displacement field \( (F = F^{||} + F^{\perp}) \). The vector part of the relativistic corrections, which results from scalar induced perturbations at second order, can be easily interpreted in the Lagrangian formalism as being a transverse component in the displacement field \( F^{\perp} \); it leads to a relative frame dragging between the Lagrangian and Eulerian frame. Again, this effect should be fairly suppressed at scales deep inside the horizon [22]. We have also discussed in detail the secondary induced tensor perturbations at second order, which we can group into three distinct kinds, namely

1. gravitational waves,
2. relativistic non-propagating tensor perturbations, and
3. non-relativistic non-propagating tensor perturbations.

The latter actually cancel entirely out in both the Lagrangian and Eulerian frame, when we solve the gravitational wave equation (7) by the use of Green’s method. Since these non-relativistic non-propagating tensor perturbations vanish when we properly account for the time evolution of the tensors, we consider them to be rather tensor artefacts.
than true “Newtonian tensor perturbations”. If we do not solve for the gravitational waves, these tensor artefacts survive and flaw the Newtonian limit at second order (which should not include any tensor contributions). The tensor perturbations of the second kind cancel only partially out in the synchronous/comoving coordinate system (and also in the Eulerian gauge). The [partial] cancellation of tensor perturbations of the second [third] kind occurs, since we obtain tensor perturbations from two distinct sources, i.e.,

- the synchronous/comoving 3-metric, $\gamma_{ab}$, contains tensor perturbations coming from the solution of the gravitational wave equation ($\pi_{ab}$);
- however and crucially, even without $\pi_{ab}$, the metric $\gamma_{ab}$ contains intrinsic tensor perturbations excited through non-linear terms.

The latter tensor perturbations arise simply because one has to decompose $\gamma_{ab}$ into scalar, vector and tensor perturbations (in Appendix A we describe how such a decomposition works at any order), and since the metric contains non-linear features, it therefore also excites tensor perturbations. We have shown that the tensor perturbations of the second kind are related with the frame dragging. Not only to prove that, but also to show that our solutions are of relativistic origin, we have calculated the magnetic part of the Weyl tensor and find that it is sourced by the tensor perturbations of the first and of the second kind. Using our formalism, we then showed that the non-propagating tensor perturbations of the second kind disappear when we transform our results to the Poisson gauge (see the Appendix C). Thus, the only tensor perturbations which survive in the Poisson gauge are related to actual gravitational waves.\textsuperscript{12} This feature underpins the assertion that the Poisson gauge is generally a preferred Eulerian frame (see e.g., [17]). However, when applied, e.g., to provide relativistic initial conditions in (Newtonian) $N$-body simulations, we believe that the 3-displacement we have derived here is more suitable than the 4-displacement field related with the Poisson gauge, simply because in the case of the Eulerian gauge we only have to displace the particles in their spatial position. Nonetheless, we have given the coordinate conditions which relate the Poisson gauge and the Eulerian gauge (see Eqs. (C16) in the Appendix C).

Recently, there has been claims that the mass conservation in the Lagrangian frame is violated, and we have attributed the section V to give clarifying arguments why this claim seems to be flawed. First and foremost, there is no unique concept of mass conservation simply because the Eulerian and Lagrangian mass density are different quantities by construction. The Lagrangian mass density indicates the (mass per) volume of a given fluid element with Lagrangian label $q$, whereas the Eulerian density is a field that describes the whole density map, i.e., it includes the mass conservation of all (Lagrangian) fluid elements. When properly taking this fact into account, e.g., transforming the Lagrangian density to the Fourier space of the conjugated Eulerian space, the mass is indeed conserved.

Finally, we wish to comment on our choice of initial conditions. To make connections with results known from the earlier literature, we have deliberately used in the beginning sections II and III linear initial conditions equivalent to the linear seed metric $k_{ab}^{(1)} = \delta_{ab}(1 + \frac{\partial}{\partial \Phi})$, whereas in sections IV and VI we have used the non-linear initial conditions $k_{ab} = \delta_{ab} \exp \left(\frac{\partial}{\partial \Phi}\right)$ instead for our calculations. The use of the linear initial conditions is rather historically motivated, and one should use the non-linear initial conditions, since the latter are believed to be provided by inflation. Nonetheless, all final results reported here are given for linear as well as non-linear initial conditions.
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\section*{Appendix A: Generalised Helmholtz-Hodge decomposition}

Here we give some useful relations which are needed to disentangle the various physical contributions in the synchronous metric. The decomposition valid for any tensor $T_{ij}$ is useful [39],

$$T_{ij} = \frac{\delta_{ij}}{3} \hat{Q} + \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \nabla^2 \right) \hat{T}^\parallel + 2 \hat{T}_{(i,j)}^\perp + \hat{T}_{ij}^T,$$

(A1)

\textsuperscript{12} Starting from a different formalism, the disappearance of these non-propagating tensor perturbations has been also noted in Ref. [24].
where \( \hat{Q} \) is the trace of \( T_{ij} \); \( \hat{T}_{ij}^\perp \) is a divergence-free vector; and for the transverse traceless tensor, we have \( \partial^i \hat{T}_{ij}^T = \delta^j T_{ij}^T = 0 \). It is then straightforward to define the corresponding projection operators

\[
\hat{T}^\parallel = \frac{3}{2} \Delta^{-1} \Delta^{-1} \partial^i \partial^j T_{ij} - \frac{1}{2} \Delta^{-1} \hat{Q}, \\
\varepsilon^{kli} \hat{T}_{ij}^\perp = \Delta^{-1} \varepsilon^{kli} \partial^j T_{ij},
\]

where \( \varepsilon^{kli} \) is the Levi-Civita symbol, and \( \Delta^{-1} \) is the inverse Laplacian. Having derived \( \hat{Q} \), \( \hat{T}^\parallel \), and \( \hat{T}_{ij}^\perp \), one can derive the tensor contributions by trivial subtraction

\[
\hat{T}_{ij}^T = T_{ij} - \frac{\delta_{ij}}{3} \hat{Q} - \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \nabla^2 \right) \hat{T}^\parallel - 2 \hat{T}_{(i,j)}^\perp.
\]

For vector fields, a similar decomposition as the one above is well-known, the so-called Helmholtz-Hodge decomposition. Its validity follows from the Helmholtz theorem of vector calculus. That the tensor decomposition (A1) is valid at first order and that these and the following relations hold only for the used cosmology, where

\[
F_{a} = F_{a}^\parallel + F_{a}^\perp, \quad \hat{T}_{ij}^\perp = \hat{T}_{ij}^\perp + \hat{T}_{ij}^\perp,
\]

where \( \varepsilon^{kli} \) is the Levi-Civita symbol, and \( \Delta^{-1} \) is the inverse Laplacian. Having derived \( \hat{Q} \), \( \hat{T}^\parallel \), and \( \hat{T}_{ij}^\perp \), one can derive the tensor contributions by trivial subtraction

\[
\hat{T}_{ij}^T = T_{ij} - \frac{\delta_{ij}}{3} \hat{Q} - \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \nabla^2 \right) \hat{T}^\parallel - 2 \hat{T}_{(i,j)}^\perp.
\]

For vector fields, a similar decomposition as the one above is well-known, the so-called Helmholtz-Hodge decomposition. Its validity follows from the Helmholtz theorem of vector calculus. That the tensor decomposition (A1) is valid at first order and that these and the following relations hold only for the used cosmology, where

\[
F_{a} = F_{a}^\parallel + F_{a}^\perp, \quad \hat{T}_{ij}^\perp = \hat{T}_{ij}^\perp + \hat{T}_{ij}^\perp,
\]

where \( \varepsilon^{kli} \) is the Levi-Civita symbol, and \( \Delta^{-1} \) is the inverse Laplacian. Having derived \( \hat{Q} \), \( \hat{T}^\parallel \), and \( \hat{T}_{ij}^\perp \), one can derive the tensor contributions by trivial subtraction

\[
\hat{T}_{ij}^T = T_{ij} - \frac{\delta_{ij}}{3} \hat{Q} - \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \nabla^2 \right) \hat{T}^\parallel - 2 \hat{T}_{(i,j)}^\perp.
\]

For vector fields, a similar decomposition as the one above is well-known, the so-called Helmholtz-Hodge decomposition. Its validity follows from the Helmholtz theorem of vector calculus. That the tensor decomposition (A1) is valid at any order follows by generalising the Helmholtz theorem to tensor fields, so we call the above decomposition the generalised Helmholtz-Hodge decomposition.

Note that the (generalised) Helmholtz-Hodge decomposition involves the non-local operation \( \Delta^{-1} \). In Newtonian theory, the treatment of \( \Delta^{-1} \) is trivial when the boundary conditions are known. Certainly, \( \Delta^{-1} \) can be generalised to be valid on (pseudo-)Riemannian manifolds, but the boundary conditions will not be space-periodic anymore. In this paper, we are only interested in the Newtonian limit of \( \Delta^{-1} \), and leave a fully relativistic treatment of \( \Delta^{-1} \) for a future investigation.

Equipped with the above operators, it is straightforward to calculate the various contributions from a given tensor iteratively, i.e., we first have to find the leading order solution for such a decomposition and then recursively include the next-to-leading-order corrections. All corrections are superimposed on the lower order perturbations, where the latter are superimposed on the FLRW background. This means, that the lower order perturbations of some field will generally affect its higher order counterpart (e.g., the second-order solution for \( T_{ij}^\parallel \) is sourced by its first-order solution).

### 1. Example: Decomposition as in section III A

For demonstrational purposes we apply the above definitions to the calculation of section III A. There, we demand up to second order that

\[
\gamma_{ab}(t, \mathbf{q}) \simeq \delta_{ab} \left[ 1 - 2 B(t, \mathbf{q}) \right] + \chi_{ab} + 2 F_{(a|b)} \left[ 1 - 2 B(t, \mathbf{q}) \right] + F_{(c|a)} F_{(c|b)}, \tag{A3}
\]

where the displacement can be decomposed into a longitudinal and transverse contribution, i.e., \( F_{a} = F_{a}^\parallel + F_{a}^\perp \), with \( F_{a}^\perp = \varepsilon_{a^{b}c} A_{c|b} \). Again, the LHS of (A3) is given by solving the relativistic constraints and equations of motion, and we want to derive the quantities from the RHS in terms of that solution. Here, we choose \( \gamma_{ab} \) from (6).

First, to find the longitudinal and transverse parts of the displacement field, we apply the operators (A2a)–(A2c) to the Eq. (A3). We find

\[
F_{a} = 4 \left[ 3 \Delta^{-1} \Delta^{-1} \partial^a \partial^b - \delta^{ab} \Delta^{-1} \right] \left[ \gamma_{ab} + 4 F_{(a|b)} B - F_{[a|l]} F_{l|b} \right]^{\parallel}, \tag{A4}
\]

\[
F_{a}^\perp = 2 \Delta^{-1} \Delta^{-1} \gamma_{[a|p],np} = \Delta^{-1} \gamma_{an,n} - \Delta^{-1} \gamma_{an,a}^{\perp}, \tag{A5}
\]

which then yields iteratively (19). Note, that these and the following relations hold only for the used cosmology, where at first order \( F_{a}^{\perp(1)} = \gamma_{ab} = 0 \). These simplifications can be easily rectified, if needed. Having the longitudinal and transverse parts of the displacement field, the trace of Eq. (A3) yields iteratively \( B \), and then it remains to derive the tensor contribution from \( \gamma_{ab} \). We thus have

\[
B = \frac{1}{2} - \frac{1}{6} \delta_{ab} \gamma_{ab} + \frac{1}{3} (1 - 2 B) \nabla^2 F_{a}^{\parallel} + \frac{1}{6} F_{[l|m]} F_{l|m}^{\parallel}, \tag{A6}
\]

\[
\chi_{ab} = \gamma_{ab} - \delta_{ab} \left[ 1 - 2 B \right] - 2 F_{(a|b)} \left( 1 - 2 B \right) - F_{[a|l]} F_{l|b}^{\parallel}. \tag{A7}
\]
It is worthwhile to stretch out the derivation of the second-order solution of $F^{(2)}$. We have, step by step,

$$
F^{(2)} = \frac{1}{4} \left( 3\Delta^{-1} \Delta \partial^a \partial^b - \delta^{ab} \Delta^{-1} \right) \left[ -20aT_0^2 \Phi_{a|ab} \Phi - 15aT_0^2 \Phi_{a|b} \Phi - \left( \frac{3}{2} \right)^2 \frac{12}{T} a^2 T_0^4 \Phi_{a|bc} \Phi_{b|c} \right] \\
= \left( 3\Delta^{-1} \Delta \partial^a \partial^b - \delta^{ab} \Delta^{-1} \right) \frac{5}{4} a T_0^2 \Phi_{a|b} \Phi - \left( \frac{3}{2} \right)^2 \frac{6}{T} a^2 T_0^4 \partial_a \partial_b \left[ \left( \nabla^2 \Phi \right)^2 - \left( \Phi_{(lm)} \Phi_{lm} \right) - \frac{6}{T} \Delta^{-1} \mu_2 \right] \\
= 5aT_0^2 - \left( \frac{3}{2} \right)^2 \frac{3}{7} a^2 T_0^4 \Delta^{-1} \mu_2 .
$$

(A8)

From the second to the third line we have used the identity $\Delta^{-1} \partial^a \partial_a F(t, q) = F(t, q)$ twice (for some arbitrary test function $F$), whose validity in the Newtonian limit can be proven in Fourier space, $\mu_2 = 1/2 \left[ (\nabla^2 \Phi)^2 - \Phi_{(cd)} \Phi_{cd} \right]$, and $C = 3/2 \Delta^{-1} \Delta^{-1} \mu_2 + 1/2 \Delta^{-1} \Phi a \Phi a$.

**Appendix B: Gravitational wave equation**

Here we derive the gravitational wave equation in a $\Lambda$CDM Universe. We choose linear initial conditions (Eq. (5)) and begin with the 3-metric

$$
g_{ab} = a^2 \left\{ \delta_{ab} \left( 1 + \frac{10}{3} \Phi \right) + 3D \left[ \Phi_{ab} \left( 1 - \frac{10}{3} \Phi \right) - 5 \Phi_{a|b} + \frac{5}{6} \Phi_{a|c} \Phi_{b|c} \right] \\
- \frac{9}{2} E \left( S_{ab} - \frac{\partial_{ab} \partial_{\mu_2}}{\nabla^2} \right) + \frac{9}{4} D^2 \Phi_{ab} \Phi_{a|c} \Phi_{b|c} + \alpha_{ab} + \pi_{ab} \right\} , \quad (B1)
$$

where we have used Eqs. (6) and (8). In the following we are interested in solutions for the tensor perturbations $\pi_{ab}^{(1)}$ and $\pi_{ab}^{(2)}$. We therefore define the expansion tensor (which is, up to a sign, identical to the extrinsic curvature) as

$$
\Theta^j_a = -g^{ik} \partial_{kj} , \quad (B2)
$$

and derive the $ij$ component of the Einstein equations in the ADM approach [13]

$$
\ddot{\Theta}^i_j + \Theta \delta^i_j + \frac{1}{4} \left( \Theta^i_l \Theta^l_j - \Theta \Theta \right) \delta^i_j + R^i_j - \frac{1}{4} \delta^i_j R - \frac{1}{2} \Lambda \delta^i_j = 0 , \quad (B3)
$$

where $\Theta = \Theta^a_a$, and $R = g_{ab} R_{ab}(g_{ab})$. Then, we obtain at first and second order respectively

$$
\dot{\pi}_{(1)i}^i + 3H \pi_{(1)i}^i - \frac{1}{a^2} \nabla_q \pi_{(1)i}^i = 0 , \quad (B4)
$$

$$
\dot{\pi}_{(2)i}^i + 3H \pi_{(2)i}^i - \frac{1}{a^2} \nabla_q \pi_{(2)i}^i = -\frac{9}{2} \frac{E}{a^2} \nabla_q \pi_{(2)i}^i = -\frac{9}{2} \frac{E}{a^2} \nabla_q \pi_{(2)i}^i , \quad (B5)
$$

where $H = \dot{a}/a$, and the $\Lambda$CDM time coefficients obey the partial differential equations

$$
\frac{\ddot{a}}{a} + \frac{1}{2} H^2 - \frac{1}{2} \Lambda = 0 , \quad (B6)
$$

$$
\ddot{D} + 3HD - \frac{10}{9} \frac{1}{a^2} = 0 , \quad (B7)
$$

$$
\ddot{E} + 3HE + \frac{1}{2} \dot{D}^2 + \frac{10D}{9} \frac{1}{a^2} = 0 , \quad (B8)
$$

and we have defined

$$
\Xi_{(2)i}^i := -\frac{3}{2} \pi_{(1)i}^i \pi_{(1)i}^i + \frac{10}{3a^2} \partial^2 \pi_{(1)i}^i \partial_a \pi_{(1)i}^a - \frac{1}{a^2} \partial^2 \pi_{(1)i}^i \partial_b \pi_{(1)i}^b - \frac{1}{a^2} \partial^2 \pi_{(1)i}^i \partial_c \pi_{(1)i}^c + \frac{1}{8} \delta^i_j \pi_{(1)i}^i \pi_{(1)i}^j - \frac{1}{2a^2} \delta^i_j \nabla_q \pi_{(1)i}^i \alpha \pi_{(1)i}^j \pi_{(1)i}^j \\
+ \frac{3}{2a^2} \partial^i \pi_{(1)i}^i \pi_{(1)i}^j + \frac{10}{3a^2} \partial^i \pi_{(1)i}^i \partial_a \pi_{(1)i}^a - \frac{5}{3a^2} \partial^i \pi_{(1)i}^i \partial_b \pi_{(1)i}^b - \frac{3}{2} \partial^i \pi_{(1)i}^i \partial_c \pi_{(1)i}^c + \frac{3}{2} D^2 \pi_{(1)i}^i \pi_{(1)i}^j \left( \nabla^2 \Phi - 3D \pi_{(1)i}^i \pi_{(1)i}^j \right) \
- \frac{3}{2a^2} \partial^i \partial_a \pi_{(1)i}^i \partial_b \pi_{(1)i}^b \partial_c \pi_{(1)i}^c + \frac{3}{2a^2} \partial^i \partial_a \pi_{(1)i}^i \partial_b \pi_{(1)i}^b \partial_c \pi_{(1)i}^c \\
- \frac{3}{2a^2} \partial^i \partial_a \pi_{(1)i}^i \partial_b \pi_{(1)i}^b \partial_c \pi_{(1)i}^c + \frac{3}{2a^2} \partial^i \partial_a \pi_{(1)i}^i \partial_b \pi_{(1)i}^b \partial_c \pi_{(1)i}^c \\
+ \frac{3}{4} \delta^i_j \pi_{(1)i}^i \pi_{(1)i}^j + \frac{3}{2a^2} \partial^i \pi_{(1)i}^i \partial_a \pi_{(1)i}^a - \frac{3}{8a^2} \delta^i_j \partial^a \pi_{(1)i}^i \partial_b \pi_{(1)i}^b + \frac{1}{4a^2} \delta^i_j \partial^b \pi_{(1)i}^i \partial_a \pi_{(1)i}^a \right) . \quad (B9)
$$
When linear tensor modes are absent, we have $\Xi^{(2)} = 0$. Also note that Eq. (B6) is a combination of the two Friedmann equations. Equations (B7)–(B8) are actually the evolution equations for the first-order and second-order time coefficients; they agree with the integrated versions in Ref. [17].

**Appendix C: Results in the Poisson gauge**

In this section we revisit the Lagrangian transformation to the Poisson gauge [18], and discuss in detail what happens with the tensor perturbations. For simplicity, we restrict here again to an EdS Universe and neglect the conformal time

We transform the solution $\gamma_{ab}$ from the Lagrangian frame, Eq. (6), to the Poisson gauge, where the latter is associated with a (preferred) Eulerian frame. Some of the results below have already been reported in Refs. [18, 24], but we wish to specifically focus on the transformation of the tensor perturbations. Here we restrict to an EdS Universe, for simplicity.

We transform the Lagrangian solution with coordinates $(t, q)$

$$\text{ds}^2 = g_{\mu\nu}(t, q) \, dq^\mu dq^\nu = -dt^2 + a^2(t) \gamma_{ab}(t, q) \, dq^a dq^b ,$$

(C1)

to the Poisson gauge with coordinates $(\bar{\tau}, \bar{x})$ and corresponding metric $(\bar{\tau}$ is not the conformal time)

$$\text{ds}^2 = g_{\bar{\mu}\bar{\nu}}(\bar{\tau}, \bar{x}) \, d\bar{x}^\bar{\mu} d\bar{x}^\bar{\nu} = -\left[ 1 + 2 \bar{A} \right] d\bar{\tau}^2 + 2a \bar{u}_i d\bar{x}^i + a^2 \left[ 1 - 2 \bar{B} \right] \delta_{ij} + \chi^P_{ij} \right] d\bar{x}^i d\bar{x}^j .$$

(C2)

where $\bar{A}$ and $\bar{B}$ are scalar perturbations, $\bar{u}_i$ is a divergenceless vector perturbation, and $\chi^P_{ij}$ is a divergenceless and traceless tensor perturbation. The two coordinate systems are related by the Lagrangian coordinate transformation

$$\bar{x}^\mu(t, q) = q^\mu + \bar{F}^\mu(t, q) ,$$

(C3)

with

$$\bar{x} = \left( \frac{\bar{\tau}}{\bar{\alpha}} \right), \quad q^\mu = \left( \frac{t}{q} \right), \quad \bar{F}^\mu = \left( \frac{L}{F} \right) .$$

(C4)

Note that we have deliberately chosen the coordinates $(\bar{\tau}, \bar{x})$ instead of $(t, x)$ to account for the coordinate system in the Poisson gauge, i.e., these coordinates are not equivalent to the one from the Eulerian gauge in section (III A). To derive $(\bar{\tau}, \bar{x})$ and the perturbations in the Poisson gauge, we require the following constraints for the space-space and time-space part of the metrics, which read respectively

$$\gamma_{ab}(t, q) \simeq -\frac{\bar{L}_{[a}\bar{L}_{b]}}{a^2} + 2 \frac{\bar{L}_{[a}\bar{u}_{b]}}{a} + \delta_{ab} \left[ 1 - 2 \bar{B}(\tau, x) + \frac{4\bar{L}(t, q)}{3t} + \frac{2\bar{L}^2}{9t^2} - \frac{8\bar{B}\bar{L}}{3t} \right]$$

$$+ 2 \bar{F}_{[a/b]}(t, q) \left( 1 - 2 \bar{B} + \frac{4\bar{L}}{3t} \right) + \bar{F}_{[a]} \bar{F}_{b]} + \chi^P_{ab}(\tau, x) ,$$

(C5)

$$0 \simeq \left[ 1 + 2 \bar{A} + \frac{\partial \bar{L}}{\partial t} \right] \bar{L}_{[a} + a^2(t) \left[ 1 - 2 \bar{B} + \frac{4\bar{L}}{3t} \right] \frac{\partial \bar{F}_{a]}(t, q)}{\partial t} + a^2 \bar{F}_{[a]} \frac{\partial \bar{F}_{]}^i}{\partial t}$$

$$+ a(t) \bar{u}_{a}(\tau, x) \left[ 1 + \frac{2 \bar{L}}{3t} + \frac{\partial \bar{L}}{\partial t} \right] + a \bar{u}^j \bar{F}_{j[a} ,$$

$$-1 \simeq -1 - 2 \bar{A}(\tau, x) - 2 \frac{\partial \bar{L}(t, q)}{\partial t} - 4 \bar{A} \frac{\partial \bar{L}}{\partial t} - \left( \frac{\partial \bar{L}}{\partial t} \right)^2 + 2a \bar{u}_l \frac{\partial \bar{F}^l}{\partial t} + a^2 \frac{\partial \bar{F}^i}{\partial t} \frac{\partial \bar{F}^i}{\partial t} .$$

(C7)

Now, we can dramatically simplify the calculational steps, since we have already decomposed $\gamma_{ab}$ in the local Eulerian coordinates (see section III A), which we repeat here for convenience

$$\gamma_{ab}(t, q) = \delta_{ab} \left[ 1 - 2B(t, q) \right] + \chi_{ab}(t, q) + 2F_{[a]}(t, q) \left[ 1 - 2B(t, q) \right] + F_{[a]} F^b_r ,$$

(C8)

where the results for $B$, $F_a$ and $\chi_{ab}$ are given in Eqs. (19)–(21). The solutions for the 4-displacement are then straightforward to obtain. They are

$$\bar{L}(t, q) = \Phi(t) + \frac{3}{5^3 4^3 8^3 0} \Phi^i \Phi^i e^{-\frac{9}{7} t^5 3^4 12^3 \nabla_q^{-2} \mu_2 - \frac{7}{6} \Phi^2 + 4t C} ,$$

(C9)

$$\bar{F}_{a}(t, q) = F_a(t, q) + a t^2_a \left( C_{[a} + R_{a} \right) ,$$

(C10)
and for the metric perturbations in the Poisson gauge, we find
\[
\bar{A}(\tau, \mathbf{x}) \simeq \phi_N - 4C, \quad \bar{B}(\tau, \mathbf{x}) \simeq \phi_N + \frac{8}{3} C, \quad \bar{w}_i(\tau, \mathbf{x}) = -4\tau^{1/3} i_0^{2/3} R_i, \quad (C11)
\]
\[
\chi^P_{ij}(\tau, \mathbf{x}) = \chi_{ij} + a t_0^2 \nabla_q^{-2} S_{ij} \equiv \tilde{\pi}_{ij}, \quad (C12)
\]
with
\[
\phi_N(\tau, \mathbf{x}) = -\Phi(\mathbf{x}) + \frac{3}{2} a t_0^2 \nabla_x^{-2} \left[ \frac{5}{7} \Phi_{|l|m} + \Phi_{|l|m} + \frac{2}{7} \Phi_{|l|a} \Phi_{|l|m} \right]. \quad (C13)
\]

Having derived the above, it is actually easy to understand where the additional terms in $\bar{F}_a$ and $\chi^P_{ab}$ arise in comparison with $F_a$ and $\chi_{ab}$. These additional terms arise because of the first term on the RHS in Eq. (C5), which is (obviously not apparent in the local Eulerian coordinate system and) induced through space-time mixing
\[
-\frac{\bar{L}_{|a}}{a^2} = -a t_0^2 \Phi_{|a} \Phi_{|b}. \quad (C14)
\]

Applying the operators to extract the solenoidal, transverse, and the traceless/divergenceless part (see section A), which we respectively denote with the superscripts $\parallel$, $\perp$ and $T$, we find
\[
[-a t_0^2 \Phi_{|a} \Phi_{|b}]^\parallel = -a t_0^2 C, \quad [-a t_0^2 \Phi_{|a} \Phi_{|b}]^\perp = -a t_0^2 R, \quad [-a t_0^2 \Phi_{|a} \Phi_{|b}]^T = -a t_0^2 \nabla_q^{-2} S_{ab}. \quad (C15)
\]

This explains the additional terms in $\bar{F}_\parallel$, $\bar{F}_\perp$, and in $\chi_{ab}$, and we are able to state the relation between the Poissonian coordinates $(\bar{\tau}, \bar{\mathbf{x}})$ and the one from the local Eulerian coordinate system, $(t, \mathbf{x})$, which is
\[
\bar{\tau}(t, \mathbf{q}) = t + \bar{L}(t, \mathbf{q}), \quad \bar{\mathbf{x}}(t, \mathbf{q}) = \mathbf{x}(t, \mathbf{q}) + a(t) t_0^2 \left[ \nabla C(\mathbf{q}) + R(\mathbf{q}) \right]. \quad (C16)
\]

Note that the above relation is only valid up to second order, e.g., we have approximated $a(\bar{\tau}) \simeq a(t)$ since the scale factor is decorated with terms which are already second order.

Appendix D: Non-linear initial constraints for the density up to two spatial gradients

In this appendix we are interested in the fully non-linear constraints at large scales, as predicted in GR. Here, our perturbation analysis differs from the one in the rest of this paper, since we assume that on large scales terms decorated with spatial gradients are generally small. Explicitly, we resum all terms in powers of the primordial potential but keep only terms up to two spatial gradients. Here, we also restrict to scalar perturbations only, although similar considerations should hold for vector and tensor perturbations.

From the gradient expansion, we have up to two spatial gradients [16]
\[
\gamma_{ab} = k_{ab} + 9D(t) \left( \hat{R} k_{ab} - 4 \hat{R} \right) = \exp \left\{ \frac{10}{3} \Phi \right\} \left[ \delta_{ab} + \frac{9D(t)}{20} \left( \hat{R} \delta_{ab} - 4 \exp \left\{ -\frac{10}{3} \Phi \right\} \hat{R} \right) \right], \quad (D1)
\]
where the non-linear seed is $k_{ab} = \delta_{ab} \exp\{10/3\Phi\}$, and $\hat{R} = k^{ab}\hat{R}_{ab}(k_{ab})$. The density contrast is then up to two spatial gradients
\[
\delta(t, \mathbf{q}) = \sqrt{\frac{\det k_{ab}}{\det \gamma_{ab}}} - 1 = \frac{1}{\sqrt{\det \left[ \delta_{ab} + \frac{9D(t)}{20} \left( \hat{R} \delta_{ab} - 4 \exp\{ -\frac{10}{3} \Phi \} \hat{R} \right) \right]}} - 1
\approx \frac{9D(t)}{40} \hat{R} \equiv -D(t) \exp \left\{ -\frac{10}{3} \Phi \right\} \left[ \frac{3}{2} \nabla_q^2 \Phi + \frac{5}{4} \Phi_{|l|m} \right], \quad (D2)
\]
where $\delta_0 \simeq 0$. The last line is a very powerful result, since it can be used to estimate the inherent non-linearities in general relativity at any order on superhorizon scales [29]. On large scales, velocity terms $\propto \nabla_q \Phi$ do not survive, such that the above reduces to
\[
\delta^{\text{super-horizon}}(t, \mathbf{q}) \simeq \delta^{(1)}(t, \mathbf{q}) \left[ 1 - \frac{10}{3} \Phi + \frac{50}{9} \Phi^2 - \frac{500}{81} \Phi^3 \right], \quad \delta^{(1)}(t, \mathbf{q}) := -\frac{3}{2} D(t) \nabla_q^2 \Phi. \quad (D3)
\]
Comparing this with the predictions from a cosmology with local-type primordial non-Gaussianity with the large-scale contributions [29]

$$\delta_{\text{super-horizon}}(t, q) \simeq \delta^{(1)}(t, q) \left[ 1 + 2 f_{\text{NL}} \Phi + 3 g_{\text{NL}} \Phi^2 + 4 h_{\text{NL}} \Phi^3 \right],$$  \hspace{1cm} (D4)

we can easily read-off the inherent local non-linearities from GR on large scales

$$f_{\text{NL}}^{\text{GR}} = -\frac{5}{3}, \quad g_{\text{NL}}^{\text{GR}} = \frac{50}{27}, \quad h_{\text{NL}}^{\text{GR}} = -\frac{125}{81}.$$  \hspace{1cm} (D5)

This result is in agreement with the findings in Ref. [29].
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