Existence and asymptotic properties for the solutions to nonlinear SFDEs driven by G-Brownian motion with infinite delay
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Abstract

The aim of this paper is to present the analysis for the solutions of nonlinear stochastic functional differential equation driven by G-Brownian motion with infinite delay (G-SFDEwID). Under some useful assumptions, we have proved that the G-SFDEwID admits a unique local solution. The mentioned theory has been further generalized to show that G-SFDEwID admits a unique strong global solution. The asymptotic properties, mean square boundedness and convergence of solutions with different initial data have been derived. We have assessed that the solution map $X_t$ is mean square bounded and two solution maps from different initial data are convergent. In addition, the exponential estimate for the solution has been studied.
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1 Introduction

The stochastic dynamical systems, in which the future state of the systems not only relies on the current state but also on its past history, lead to stochastic functional differential equations with delays. These equations have tremendous applications in diverse areas of sciences and engineering such as population dynamics [1 24], epidemiology [3], gene expression [25], financial assets [1 33 37] and neural networks [18]. There is now a rather comprehensive mathematical literature on existence, uniqueness, stability, moment estimates and other related results of solutions for stochastic functional differential equations [21 22 23 26 27]. In the framework of G-Brownian motion, the existence and uniqueness theorem for solutions to stochastic functional differential equations with infinite delay has been given by Ren, Bi and Sakthivel. Under the linear growth and Lipschitz conditions, they have used the Picard approximation technique [31] while Faizullah
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has used the Cauchy-Maruyama approximation scheme \cite{12} to develop the mentioned theory. The idea has been extended to non-Lipschitz conditions by Faizullah to prove the existence-uniqueness theorem \cite{9} and \( p \)-th moment estimates for the solutions to these equations \cite{10, 11}. Recently, Faizullah et. al., \cite{7, 8} has generalized the theory to determine existence, stability and the \( p \)-th moment estimates for solutions to neutral stochastic functional differential equations in the G-framework (G-SFDEs). However, to the best of our knowledge, no literature can be found on stochastic functional differential equations driven by G-Brownian motion with infinite delay (G-SFDEwID) in the phase space \( C_q((-\infty, 0]; \mathbb{R}^d) \) defined below. This article will contribute to fill the mentioned gap. By using the truncation method, the global strong solutions for G-SFDEwID will be explored. Furthermore, this article will present a systematic study of the asymptotic properties for the solutions as well as solution maps for G-SFDEwID. The \( L^2_G \) and exponential estimates will also be investigated. Let \( \mathbb{R}^d \) and \( A^r \) denote \( d \)-dimensional Euclidean space and transpose of a matrix or vector \( A \) respectively. Let \( C((-\infty, 0]; \mathbb{R}^d) \) be the collection of continuous functions from \( (-\infty, 0] \) to \( \mathbb{R}^d \), then for a given number \( q > 0 \) we define the phase space with the fading memory \( C_q((-\infty, 0]; \mathbb{R}^d) \) by

\[
C_q((-\infty, 0]; \mathbb{R}^d) = \{ \psi \in C((-\infty, 0]; \mathbb{R}^d) : \lim_{\alpha \to -\infty} e^{\alpha \alpha} \psi(\alpha) \text{exists in } \mathbb{R}^d \}.
\]

The space \( C_q((-\infty, 0]; \mathbb{R}^d) \) is complete with norm \( \| \psi \|_q = \sup_{-\infty < \alpha < 0} e^{\alpha \alpha} |\psi(\alpha)| < \infty \). This is a Banach space of continuous and bounded functions and for any \( 0 < q_1 \leq q_2 < \infty \), \( C_{q_1} \subseteq C_{q_2} \) \cite{14, 36}. Let \( \mathcal{B}(C_q) \) be the \( \sigma \)-algebra generated by \( C_q \) and \( C_{q_0} = \{ \psi \in C_q : \lim_{\alpha \to -\infty} e^{\alpha \alpha} \psi(\alpha) = 0 \} \). Denote by \( L^2(C_q) \) (resp. \( L^2(C_{q_0}) \)) the space of all \( \mathcal{F} \)-measurable \( C_q \)-valued (resp. \( C_{q_0} \)-valued) stochastic processes \( \psi \) such that \( E\| \psi \|^2 < \infty \). Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space, \( B(t) \) be a \( d \)-dimensional G-Brownian motion and \( \mathcal{F}_t = \sigma \{ B(s) : 0 \leq s \leq t \} \) be the natural filtration. Let the filtration \( \{ \mathcal{F}_t \} \) satisfies the usual conditions. Let \( \mathcal{P} \) be the collection of all probability measures on \( (C_q, \mathcal{B}(C_q)) \) and \( L_b(C_q) \) be the set of all bounded continuous functionals. Let \( N_0 \) be the set of probability measures on \( (-\infty, 0] \) such that for any \( \mu \in N_0 \), \( \int_{-\infty}^{0} \mu(da) = 1 \). For any \( m > 0 \) we define \( N_m \) by

\[
N_m = \{ \mu \in N_0 : \mu^{(m)} = \int_{-\infty}^{0} e^{-ma} \mu(da) < \infty \},
\]

where for any \( m \in (0, m_0) \), \( N_{m_0} \subset N_m \subset N_0 \) \cite{36}. Let \( g : C_q((-\infty, 0]; \mathbb{R}^d) \to \mathbb{R}^d \), \( h : C_q((-\infty, 0]; \mathbb{R}^d) \to \mathbb{R}^{d \times m} \) and \( \gamma : C_q((-\infty, 0]; \mathbb{R}^d) \to \mathbb{R}^{d \times m} \) be Borel measurable. Consider the following stochastic functional differential equation driven by G-Brownian motion with infinite delay

\[
dX(t) = g(X_t)dt + h(X_t)d(B,B)(t) + \gamma(X_t)dB(t), \\
\text{on } t \geq 0 \text{ with the given initial data } X_0 = \zeta \in C_q((-\infty, 0]; \mathbb{R}^d) \text{ and } X_t = \{ X(t + \alpha) : -\infty < \alpha \leq 0 \}.
\]

**Definition 1.1.** A continuous \( \mathbb{R}^d \)-valued and \( \mathcal{F}_t \) adapted process \( X(t), -\infty < t < \theta_e \) is called a local strong solution of problem (1.1) with initial data \( \zeta \in C_q((-\infty, 0]; \mathbb{R}^d) \) if \( X(t) = \zeta(t) \) on \( -\infty < t \leq 0 \) and for all \( t \geq 0 \),

\[
X(t) = \zeta(0) + \int_{0}^{t} g(X_s)ds + \int_{0}^{t} h(X_s)d(B,B)(s) + \int_{0}^{t} \gamma(X_s)dB(s),
\]

holds q.s. for each \( m \geq 1 \), where \( \{ \theta_m ; m \geq 1 \} \) is a nondecreasing sequence of stopping times such that \( \theta_m \to \theta_e \) quasi-surely as \( m \to \infty \).
In addition, if \( \limsup_{t \to \theta_{e}} |X(t)| = \infty \) holds q.s. when \( \theta_{e} < \infty \) q.s., then \( X(t) \), \( -\infty < t < \theta_{e} \) is called a maximal local strong solution and \( \theta_{e} \) is called the explosion time. If \( \theta_{e} = \infty \), then it is called a global solution. A maximal local strong solution \( X(t) \), \( -\infty < t < \theta_{e} \) is said to be unique if for any other maximal local strong solution \( Y(t) \), \( -\infty < t < \theta_{e} \), we have \( \theta_{e} = \theta_{e} \) and \( X(t) = Y(t) \) for \( -\infty < t < \theta_{e} \) quasi-surely. The rest of the paper is organized as follows. Section 2 is devoted to some basic concepts required for the subsequent sections of this paper. Section 3 introduces the existence and uniqueness theory of local and global solutions for stochastic functional differential equations driven by G-Brownian motion with infinite delay. Section 4 describes that G-SFDEwID has a bounded solution. Moreover, it shows that two solutions of G-SFDEwID with distinct initial data converge. Section 5 studies the asymptotic properties such as boundedness and convergence of the solutions map \( X_{t} \) of G-SFDEwID. The \( L_{G}^{2} \) and exponential estimates are included in section 6.

2 Preliminaries

Building on the concepts of G-Brownian motion theory, this section includes the basic notions, results and definitions needed for the further study of the subject. For more details on the concepts briefly discussed, readers are refer to the papers [2, 14, 17, 20, 28, 29, 32, 34]. Let \( \Omega \) be a given basic non-empty set. Assume \( \mathcal{H} \) be a space of real functions defined on \( \Omega \). Then \((\Omega, \mathcal{H}, \hat{E})\) is a sublinear expectation space, where \( \hat{E} \) is a sub-expectation defined as the following.

**Definition 2.1.** A functional \( \hat{E} : \mathcal{H} \to \mathbb{R} \) satisfying the following four characteristics is known as a sub-expectation. Let \( X, Y \in \mathcal{H} \), then

1. **Monotonicity:** \( \hat{E}[X] \geq \hat{E}[Y] \) if \( X \geq Y \).

2. **Constant preservation:** \( \hat{E}[K] = K \), for all \( K \in \mathbb{R} \).

3. **Positive homogeneity:** \( \hat{E}[\alpha X] = \alpha \hat{E}[X] \), for all \( \alpha \in \mathbb{R}^{+} \).

4. **Sub-additivity:** \( \hat{E}[X] + \hat{E}[Y] \geq \hat{E}[X + Y] \).

Let \( \hat{E}[Y] = \hat{E}[-Y] = 0 \), \( K \in \mathbb{R} \) and \( \alpha \in \mathbb{R}^{+} \) then \( \hat{E}[K + \alpha Y + X] = K + \hat{E}[X] \). Furthermore, assume that \( \Omega \) be the space of all \( \mathbb{R}^{d} \)-valued continuous paths \( (w(t))_{t \geq 0} \) starting from zero equipped with the norm

\[
\rho(w^{1}, w^{2}) = \sum_{i=1}^{\infty} \frac{1}{2^{i}} \left( \max_{t \in [0,i]} |w^{1}(t) - w^{2}(t)| \wedge 1 \right),
\]

then for any fixed \( T \in [0, \infty) \),

\[
L_{ip}^{0}(\Omega_{T}) = \left\{ \phi(B(t_{1}), B(t_{2}), \ldots, B(t_{d})) : d \geq 1, t_{1}, t_{2}, \ldots, t_{d} \in [0, T], \phi \in C_{b,Lip}(\mathbb{R}^{d \times n}) \right\},
\]

where \( C_{b,Lip}(\mathbb{R}^{d}) \) is a space of bounded Lipschitz functions, for \( w \in \Omega, t \geq 0, B(t) = B(t, w) = w(t) \) is the canonical process, \( L_{ip}^{0}(\Omega_{t}) \subseteq L_{ip}^{0}(\Omega_{T}) \) for \( t \leq T \) and \( L_{ip}^{0}(\Omega) = \cup_{n=1}^{\infty} L_{ip}^{0}(\Omega_{n}) \). The completion of \( L_{ip}^{0}(\Omega) \) under the Banach norm \( \hat{E}[|.|^{p}]^{\frac{1}{p}} \), \( p \geq 1 \) is denoted by \( L_{G}^{p}(\Omega) \), where \( L_{G}^{p}(\Omega_{t}) \subseteq L_{G}^{p}(\Omega_{T}) \subseteq L_{G}^{p}(\Omega) \) for \( 0 \leq t \leq T < \infty \). Generated by the canonical process \( \{B(t)\}_{t \geq 0} \), the filtration is given by
\[ F_t = \sigma \{ B(s), 0 \leq s \leq t \}, \quad F = \{ F_t \}_{t \geq 0}. \]

Let \( \pi_T = \{ t_0, t_1, ..., t_N \}, 0 \leq t_0 \leq t_1 \leq ... \leq t_N \leq \infty \) be a partition of \([0, T]\). Choose \( p \geq 1 \), let \( M^{p, 0}_G(0, T) \) denotes a collection of the following type processes

\[
\eta_t(w) = \sum_{i=0}^{N-1} \xi_i(w) I_{[t_i, t_{i+1}]}(t),
\]

where \( \xi_i \in L^p_G(\Omega_t), i = 0, 1, ..., N - 1 \). Moreover, the completion of \( M^{p, 0}_G(0, T) \) with the norm given below is denoted by \( M^p_G(0, T) \), \( p \geq 1 \)

\[
\| \eta \| = \left\{ \int_0^T \mathbb{E}[|\eta_s|^p] ds \right\}^{1/p}.
\]

**Definition 2.2.** A d-dimensional stochastic process \( \{ B(t) \}_{t \geq 0} \) satisfying the following features is called a G-Brownian motion

1. \( B(0) = 0 \).
2. The increment \( B(t+s) - B(t) \) is \( N(0, [s\sigma^2, s\bar{\sigma}^2]) \)-distributed.
3. The increment \( B(t+s) - B(t) \) is independent of \( B(t_1), B(t_2), ..., B(t_d) \), for every \( d \in \mathbb{Z}^+ \) and \( 0 \leq t_1 \leq t_2 \leq ... \leq t_d \leq t \).

**Definition 2.3.** Let \( \eta_t \in M^{2,0}_G(0, T) \) be given by (2.1). Then the G-Itô’s integral \( I(\eta) \) is defined by

\[
I(\eta) = \int_0^T \eta(s) dB^a(s) = \sum_{i=0}^{N-1} \xi_i \left( B^a(t_{i+1}) - B^a(t_i) \right).
\]

A mapping \( I : M^{2,0}_G(0, T) \rightarrow L^2_G(F_T) \) can be continuously extended to \( I : M^2_G(0, T) \rightarrow L^2_G(F_T) \) and for \( \eta \in M^2_G(0, T) \) the G-Itô integral is still defined by

\[
\int_0^T \eta(s) dB^a(s) = I(\eta).
\]

**Definition 2.4.** The G-quadratic variation process \( \{ \langle B^a \rangle(t) \}_{t \geq 0} \) of G-Brownian motion is defined by

\[
\langle B^a \rangle(t) = \lim_{N \to \infty} \sum_{i=0}^{N-1} \left( B^a(t^N_{i+1}) - B^a(t^N_i) \right)^2 = B^a(t)^2 - 2 \int_0^t B^a(s) dB^a(s),
\]

which is an increasing process with \( \langle B^a \rangle(0) = 0 \) and for any \( 0 \leq s \leq t \),

\[
\langle B^a \rangle(t) - \langle B^a \rangle(s) \leq \sigma_{aa} \tau(t-s).
\]
Assume that $a, \hat{a} \in \mathbb{R}^d$ be two given vectors. Then the mutual variation process of $B^a$ and $B^{\hat{a}}$ is defined by $\langle B^a, B^{\hat{a}} \rangle = \frac{1}{4}(\langle B^a + B^{\hat{a}} \rangle(t) - \langle B^a - B^{\hat{a}} \rangle(t))$. A mapping $H_{0,T} : M_G^{0,1}(0, T) \mapsto L_G^2(\mathcal{F}_T)$ is defined by

$$H_{0,T}(\eta) = \int_0^T \eta(s)d\langle B^a \rangle(s) = \sum_{i=0}^{N-1} \xi_i \left( \langle B^a \rangle(t_{i+1}) - \langle B^a \rangle(t_i) \right),$$

which can be continuously extended to $M_G^1(0, T)$ and for $\eta \in M_G^1(0, T)$ this is still denoted by

$$\int_0^T \eta(s)d\langle B^a \rangle(s) = H_{0,T}(\eta).$$

The G-Itô integral and its quadratic variation process satisfies the following properties [30, 35].

**Proposition 2.5.**

1. $\hat{\mathbb{E}}[\int_0^T \eta(s)dB(s)] = 0$, for all $\eta \in M_G^p(0, T)$.

2. $\hat{\mathbb{E}}[(\int_0^T \eta(s)dB(s))^2] = \mathbb{E}[\int_0^T \eta^2(s)(B, B)(t)] \leq \sigma^2 \mathbb{E}[\int_0^T \eta^2(s)dt]$, for all $\eta \in M_G^2(0, T)$.

3. $\hat{\mathbb{E}}[\int_0^T |\eta(s)|^pdt] \leq \int_0^T \hat{\mathbb{E}}|\eta(s)|^pdt$, for all $\eta \in M_G^p(0, T)$.

The concept of G-capacity and lemma 2.8 can be found in [5].

**Definition 2.6.** Let $\mathcal{B}(\Omega)$ be a Borel $\sigma$-algebra of $\Omega$ and $\mathcal{P}$ be a collection of all probability measures on $(\Omega, \mathcal{B}(\Omega))$. Then the G-capacity denoted by $\hat{C}$ is defined as the following

$$\hat{C}(A) = \sup_{\mathcal{P} \in \mathcal{P}} \mathbb{P}(A),$$

where set $A \in \mathcal{B}(\Omega)$.

**Definition 2.7.** A set $A \in \mathcal{B}(\Omega)$ is said to be polar if its capacity is zero i.e. $\hat{C}(A) = 0$ and a property holds quasi-surely (q.s) if it holds outside a polar set.

**Lemma 2.8.** Let $X \in L^p$ and $\hat{\mathbb{E}}|X|^p < \infty$. Then for each $\delta > 0$, the G-Markov inequality is defined by

$$\hat{C}(|X| > \delta) \leq \frac{\hat{\mathbb{E}}|X|^p}{\delta}.$$ 

For the proof of the following lemmas see [13].

**Lemma 2.9.** Let $p \geq 2$, $\eta \in M_G^2(0, T)$, $a \in \mathbb{R}^d$ and $X(t) = \int_0^t \eta(s)dB^a(s)$. Then there exists a continuous modification $\hat{X}(t)$ of $X(t)$, that is, on some $\Omega \subset \Omega$ with $\hat{C}(\Omega^c) = 0$ and for all $t \in [0, T]$, $C(|X(t) - \hat{X}| \neq 0) = 0$ such that

$$\hat{\mathbb{E}} \left[ \sup_{s \leq t \leq t} |\hat{X}(v) - \hat{X}(s)|^p \right] \leq \hat{K} \sigma_{aa}^p \hat{\mathbb{E}} \left( \int_s^t |\eta(v)|^2dv \right)^{\frac{p}{2}},$$

where $0 < \hat{K} < \infty$ is a positive constant.
Lemma 2.10. Let $p \geq 1$, $\eta \in \mathcal{M}^p(0, T)$ and $a, \hat{a} \in \mathbb{R}^d$, then there exists a continuous modification $X^{a,\hat{a}}(t)$ of $X^{a,\hat{a}}(t) = \int_0^t \eta(s) d(B^a, B^{\hat{a}})(s)$ such that for $0 \leq s \leq t \leq T$,

$$\mathbb{E} \left[ \sup_{0 \leq s \leq v \leq t} |X^{a,\hat{a}}(v) - X^{a,\hat{a}}(s)|^p \right] \leq \left( \frac{1}{4} \sigma_{a+\hat{a}}(a-\hat{a})^r \right)^p (t-s)^{p-1} \mathbb{E} \int_s^t \eta(v)^p dv,$$

The next two lemmas will also be used in the subsequent sections of this article [21].

Lemma 2.11. Let $a, b \geq 0$ and $\epsilon \in (0, 1)$. Then

$$(a + b)^2 \leq \frac{a^2}{\epsilon} + \frac{b^2}{1-\epsilon}.$$

Lemma 2.12. Assume $p \geq 2$ and $\epsilon, a, b > 0$. Then the following two inequalities hold.

(i) $a^{p-1}b \leq \frac{(p-1)\epsilon a^p}{p} + \frac{b^p}{p^{p-1}}$.

(ii) $a^{p-2}b^2 \leq \frac{(p-2)\epsilon a^p}{p} + \frac{2b^p}{p^{p-2}}$.

3 Existence and uniqueness of solutions

In the phase space $BC((\mathbb{R}^d))$, equation (1.1) under the global Lipschitz and growth conditions admits a unique solution [12, 31]. In this section, we study the existence and uniqueness theory for the solutions to (1.1) in the phase space with fading memory $C_q((\mathbb{R}^d))$.

Theorem 3.1. Let there exists two positive constants $L$ and $K$ such that for all $\varphi, \psi \in C_q((\mathbb{R}^d))$ and $t \in [0, T]$, the following conditions hold.

$$|g(\psi) - g(\varphi)|^2 \vee |h(\psi) - h(\varphi)|^2 \vee |\gamma(\psi) - \gamma(\varphi)|^2 \leq L \|\psi - \phi\|_q^2, \quad (3.1)$$

$$|g(\varphi)|^2 \vee |h(\varphi)|^2 \vee |\gamma(\varphi)|^2 \leq K(1 + \|\varphi\|_q^2). \quad (3.2)$$

Then problem (1.1) with initial data $\zeta \in C_q((\mathbb{R}^d))$ admits a unique bounded solution $X(t)$, which is continuous and $\mathcal{F}_t$-adapted on $t \in [0, T]$.

We omit the proof as it can be derived in a similar way like [31]. To extend the above existence-uniqueness result to G-SFDEwID with locally Lipschitz continuous coefficients, we first give the following lemma.

Lemma 3.2. Let $p \geq 1$ and $\lambda < pq$. Then for any $\zeta \in C_q((\mathbb{R}^d))$,

$$\|X(t)\|_q^p \leq e^{-\lambda t} \|\zeta\|_q^p + \sup_{0 \leq s \leq t} |X(s)|^p.$$
Proof. By virtue of the definition of norm $\|\cdot\|$ and observing that $pq > \lambda$ we have
\[
\|X_t\|^p_q = \left[ \sup_{-\infty < \alpha \leq 0} e^{p\alpha} \|X(t + \alpha)\|^p \right] \\
\leq \sup_{-\infty < \alpha \leq 0} e^{\lambda \alpha} \|X(t + \alpha)\|^p \\
\leq \sup_{-\infty < s \leq 0} e^{-\lambda (t-s)} \|X(s)\|^p + \sup_{0 < s \leq t} e^{-\lambda (t-s)} \|X(s)\|^p \\
= e^{-\lambda t} ||\varphi||^p + e^{-\lambda t} \sup_{0 < s \leq t} |X(s)|^p \\
\leq e^{-\lambda t} ||\varphi||^p + \sup_{0 < s \leq t} |X(s)|^p.
\]
The proof is complete. \(\square\)

All through this article we assume that for any $p \geq 1$, $\lambda < pq$.

**Theorem 3.3.** Let for any $m > 0$ there exists a positive constant $K_m$ such that for all $\varphi, \psi \in C_q((-\infty, 0]; \mathbb{R}^d)$ and $t \in [0, T]$, the following local Lipschitz condition hold,
\[
|g(\varphi) - g(\psi)|^2 \vee |h(\psi) - h(\varphi)|^2 \vee |\gamma(\psi) - \gamma(\varphi)|^2 \leq K_m ||\varphi - \psi||^2_q, \quad (3.3)
\]
with $||\varphi|| \vee ||\varphi|| \leq m$. Then the G-SFDEwID (1.1) having the initial data $\zeta \in C_q((-\infty, 0]; \mathbb{R}^d)$ admits a continuous and $\mathcal{F}_t$-adapted unique local solution $X(t)$ quasi-surely on $t \in (-\infty, \theta_e)$, where $\theta_e$ is the potential explosion time.

**Proof.** For any $m \geq m_0$, we define the following stopping time
\[
\theta_m = \inf\{t \geq 0, |X(t)| > m\},
\]
with $\inf \emptyset = \infty$. Let equation (1.1) has two solutions $X(t)$ and $Y(t)$ where
\[
\theta_m = \inf\{t \geq 0, |X(t)| > m\} \wedge \inf\{t \geq 0, |Y(t)| > m\}.
\]
By using the inequality $(\sum_{i=1}^3 a_i)^2 \leq 3 \sum_{i=1}^3 a_i^2$, from (1.1) we have
\[
|Y(t \wedge \theta_m) - X(t \wedge \theta_m)|^2 \leq 3 \int_0^{s \wedge \theta_m} |g(Y_s) - g(X_s)|^2 ds + 3 \int_0^{s \wedge \theta_m} |h(Y_s) - h(X_s)|^2 ds + 3 \int_0^{s \wedge \theta_m} |\gamma(Y_s) - \gamma(X_s)|^2 ds \\
+ 3 \int_0^{s \wedge \theta_m} |\gamma(Y_s) - \gamma(X_s)|^2 ds.
\]
Taking the G-expectation on both sides, using the Holder inequality, lemma 2.9, lemma 2.10 and condition (3.3), there exist positive constants $c, c_1$ and $c_2$ such that
\[
\tilde{\mathbb{E}} \left[ \sup_{0 \leq s \leq t} |Y(s \wedge \theta_m) - X(s \wedge \theta_m)|^2 \right] \leq 3c_1 \tilde{\mathbb{E}} \int_0^{t \wedge \theta_m} |g(Y_s) - g(X_s)|^2 ds + 3c_1 \tilde{\mathbb{E}} \int_0^{t \wedge \theta_m} |h(Y_s) - h(X_s)|^2 ds \\
+ 3c_2 \tilde{\mathbb{E}} \int_0^{t \wedge \theta_m} |\gamma(Y_s) - \gamma(X_s)|^2 ds \\
\leq 3K_m(c + c_1 + c_2) \tilde{\mathbb{E}} \int_0^{t \wedge \theta_m} |Y_s - X_s|^2 ds \\
\leq 3K_m(c + c_1 + c_2) \int_0^t \tilde{\mathbb{E}} \left[ \sup_{0 \leq s \leq t} |Y(s \wedge \theta_m) - X(s \wedge \theta_m)|^2 \right] ds.
\]
The above last inequality is obtained by using lemma (3.2). Finally, the Gronwall inequity yields
\[ \hat{E} \left[ \sup_{0 \leq s \leq t} |Y(s) - X(s)|^2 \right] = 0, \]
which gives that \( Y(t) = X(t) \) quasi-surely. According to the definition of \( \theta_m \), \( \{ \theta_m : m \geq m_0 \} \) is a non-decreasing sequence and as \( m \to \infty \) quasi-surely \( \theta_m \to \theta_\infty \leq \theta_e \). We therefore have \( Y(t) = X(t) \) for all \( t \in (-\infty, \theta_e) \). The uniqueness has been proved. To prove the existence of solutions, for any sufficiently large \( m_0 \) and \( m \geq m_0 \), we set the truncation functions \( g_m, h_m \) and \( \gamma_m \) as follows
\[
\begin{align*}
g_m(\varphi) &= \begin{cases} g(\varphi), & \text{if } \|\varphi\|_q \leq m ; \\
g\left(\frac{m \varphi}{\|\varphi\|_q}\right), & \text{if } \|\varphi\|_q > m, \end{cases} \\
h_m(\varphi) &= \begin{cases} h(\varphi), & \text{if } \|\varphi\|_q \leq m ; \\
h\left(\frac{m \varphi}{\|\varphi\|_q}\right), & \text{if } \|\varphi\|_q > m, \end{cases} \\
\gamma_m(\varphi) &= \begin{cases} \gamma(\varphi), & \text{if } \|\varphi\|_q \leq m ; \\
\gamma\left(\frac{m \varphi}{\|\varphi\|_q}\right), & \text{if } \|\varphi\|_q > m. \end{cases}
\end{align*}
\]

Then \( g_m, h_m \) and \( \gamma_m \) satisfy the assumptions (3.1) and (3.2). By virtue of theorem 3.1, problem
\[ X^{(m)}(t) = \zeta(0) + \int_0^t g_m(X^{(m)}_s)ds + \int_0^t h_m(X^{(m)}_s)d(B,B)(s) + \int_0^t \gamma_m(X^{(m)}_s)d\hat{B}(s), \quad (3.4) \]
adopts a unique bounded solution \( X^{(m)}(t) \), which is continuous and \( \mathcal{F}_t \)-adapted. Notice that for \( 0 \leq t \leq \theta_m \), we have \( g_n(\varphi^n) = g(\varphi^n) \), \( h_n(\varphi^n) = h(\varphi^n) \) and \( \gamma_n(\varphi^n) = \gamma(\varphi^n) \). By using the inequality \( \sum_{i=1}^n a_i^2 \leq \sum_{i=1}^n a_i^2 \), from (1.1) and (3.4) for each \( t \in [0, \theta_m] \), we get
\[
\begin{align*}
|X^{(m)}(t) - X(t)|^2 &\leq 3 \left( \int_0^t |g(X^{(m)}_s) - g(X_s)|ds \right)^2 + 3 \left( \int_0^t |h(X^{(m)}_s) - h(X_s)|d(B,B)(s) \right)^2 \\
&\quad + 3 \left( \int_0^t |\gamma(X^{(m)}_s) - \gamma(X_s)|dB(s) \right)^2.
\end{align*}
\]
Taking the G-expectation on both sides, using the Holder inequality, lemma 2.9, lemma 2.10, condition (3.3) and lemma (3.2), by straightforward calculations in a similar way as above, we derive
\[
\begin{align*}
\hat{E} \left[ \sup_{0 \leq s \leq t} |X^{(m)}(s) - X(s)|^2 \right] &\leq 3c_1 \hat{E} \int_0^t |g(X^{(m)}_s) - g(X_s)|^2 ds + 3c_1 \hat{E} \int_0^t |h(X^{(m)}_s) - h(X_s)|^2 ds \\
&\quad + 3c_2 \hat{E} \int_0^t |\gamma(X^{(m)}_s) - \gamma(X_s)|^2 ds \\
&\leq 3K_n(c + c_1 + c_2) \hat{E} \int_0^t |X^{(n)}_s - X_s|^2 ds \\
&\leq 3K_m(c + c_1 + c_2) \hat{E} \int_0^t \hat{E} \left[ \sup_{0 \leq s \leq t} |X^{(m)}(s) - X(s)|^2 \right] ds
\end{align*}
\]
By virtue of the Grownwall inequity, it follows

$$\mathbb{E}\left[ \sup_{0 \leq s \leq t} |X^{(m)}(s) - X(s)|^2 \right] = 0, \quad 0 \leq t \leq \theta_m, \quad (3.5)$$

The above expression means that for all $t \in [0, \theta_m]$, $X^{(m)}(t) = X(t)$ quasi-surely. Therefore we have $X^{(m)}(t) = X(t)$, for all $t \in (-\infty, \theta_m)$ quasi-surely. Also, by using lemma 3.2 and expression (3.3) we have

$$\mathbb{E}\|X^{(m)}_t - X_t\|_q^2 \leq \mathbb{E}\left[ \sup_{0 \leq s \leq t} |X^{(m)}(s) - X(s)|^2 \right] = 0, \quad 0 \leq t \leq \theta_m,$$

which implies that for all $t \in [0, \theta_m]$, $X^{(m)}_t = X_t$ quasi-surely. Next to show that $X(t)$ is the solution of (1.1), by $X^{(m)}(t \wedge \theta_m) = X(t \wedge \theta_m)$, $X^{(m)}_{t \wedge \theta_m} = X_{t \wedge \theta_m}$ and (3.4), it follows

$$X(t \wedge \theta_m) = \zeta(0) + \int_0^{t \wedge \theta_m} g_m(X_s)ds + \int_0^{t \wedge \theta_m} h_m(X_s)d[B,B](s) + \int_0^{t \wedge \theta_m} \gamma_m(X_s)dB(s)$$

$$= \zeta(0) + \int_0^t g(X_s)ds + \int_0^t h(X_s)d[B,B](s) + \int_0^t \gamma(X_s)dB(s),$$

letting $m \to \infty$, it follows that for any $t \in [0, \theta_e)$,

$$X(t) = \zeta(0) + \int_0^t g(X_s)ds + \int_0^t h(X_s)d[B,B](s) + \int_0^t \gamma(X_s)dB(s),$$

that is, $X(t), t \in (-\infty, \theta_e)$ is a local solution of equation (1.1). The proof stands completed. □

To examine the global existence and uniqueness of solutions for problem (1.1), we assume the following conditions.

(A₁) For any probability measure $\mu_1, \mu_2, \mu_3 \in N_{2q}$ there exists positive constants $\lambda_i$, $i = 1, 2, .., 5$ such that for any $\psi, \varphi \in C_q((\infty, 0]; \mathbb{R}^d)$, we have

$$[\psi(0) - \varphi(0)]^T [g(\psi) - g(\varphi)] \leq -\lambda_1 |\psi(0) - \varphi(0)|^2 + \lambda_2 \int_{-\infty}^0 |\psi(\alpha) - \varphi(\alpha)|^2 \mu_1(\alpha), \quad (3.6)$$

$$[\psi(0) - \varphi(0)]^T [h(\psi) - h(\varphi)] \leq -\lambda_3 |\psi(0) - \varphi(0)|^2 + \lambda_4 \int_{-\infty}^0 |\psi(\alpha) - \varphi(\alpha)|^2 \mu_2(\alpha), \quad (3.7)$$

and

$$|\gamma(\psi) - \gamma(\varphi)|^2 \leq \lambda_5 \int_{-\infty}^0 |\psi(\alpha) - \varphi(\alpha)|^2 \mu_3(\alpha). \quad (3.8)$$

The upcoming lemma will be used in several places all through this article.

Lemma 3.4. Let $p \geq 2$, $\lambda < pq$ and for any $i \in \mathbb{Z}^+$, $\mu_i \in N_t$. Then for any $\zeta \in C_q((\infty, 0]; \mathbb{R}^d)$,

$$\int_0^t \int_{-\infty}^0 |X(s + \alpha)|^p \mu_i(\alpha)ds \leq \frac{\mu_i^{(2q)}}{2q} \|\zeta\|_q^p + \int_0^t |X(s)|^p ds, \quad (3.9)$$

$$\int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^p \mu_i(\alpha)ds \leq \frac{\mu_i^{(pq)}}{2q - \lambda} \|\zeta\|_q^p + \mu_i^{(pq)} \int_0^t e^{\lambda s} |X(s)|^p ds. \quad (3.10)$$
Proof. Noticing that \( \zeta \in C_q((\infty, 0]; \mathbb{R}^d) \) and for any \( i \in \mathbb{Z}^+ \), \( \mu_i \in N_{pq} \), using the definition of norm and the Fubini theorem, we derive

\[
\int_0^t \int_{-\infty}^0 |X(s + \alpha)|^p \mu_i(\alpha) d\alpha ds \\
= \int_0^t \left[ \int_{-\infty}^{-s} e^{pq(s+\alpha)} |X(s + \alpha)|^p e^{-pq(s+\alpha)} \mu_i(\alpha) + \int_{-s}^0 |X(s + \alpha)|^p \mu_i(\alpha) \right] ds \\
\leq \| \zeta \|^p q \int_0^t e^{-pq \alpha} ds \int_{-\infty}^0 e^{-pq \alpha} \mu_i(\alpha) + \int_{-\infty}^0 \mu_i(\alpha) \int_0^t |X(s)|^p ds,
\]

by noticing that \( \int_{-\infty}^0 \mu_i(\alpha) = 1 \) and \( \int_{-\infty}^0 e^{-pq \alpha} \mu_i(\alpha) = \mu_i^{(pq)} \), \( i \in \mathbb{Z}^+ \), we derive

\[
\int_0^t \int_{-\infty}^0 |X(s + \alpha)|^p \mu_i(\alpha) d\alpha ds \leq \frac{\mu_i^{(pq)}}{pq} \| \zeta \|^p + \int_0^t |X(s)|^p ds.
\]

The proof of (3.9) is complete. To prove (3.10), we use similar arguments as used above and proceed as follows

\[
\int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^p \mu_i(\alpha) d\alpha ds \\
= \int_0^t e^{\lambda s} ds \left[ \int_{-\infty}^{-s} |z(s + \alpha)|^p \mu_i(\alpha) + \int_{-s}^0 |X(s + \alpha)|^p \mu_i(\alpha) \right] \\
= \int_0^t e^{\lambda s} ds \int_{-\infty}^{-s} |X(s + \alpha)|^p \mu_i(\alpha) + \int_{-\infty}^0 \mu_i(\alpha) \int_0^t e^{\lambda s} |X(s + \alpha)|^p ds \\
\leq \int_0^t e^{\lambda s} ds \int_{-\infty}^{-s} e^{2q(s+\alpha)} |X(s + \alpha)|^p e^{-2q(s+\alpha)} \mu_i(\alpha) + \int_{-\infty}^0 \mu_i(\alpha) \int_0^t e^{\lambda(s-\alpha)} |X(s)|^p ds \\
\leq \| \zeta \|^p q \int_0^t e^{-(pq+\lambda) s} ds \int_{-\infty}^0 e^{-pq \alpha} \mu_i(\alpha) + \int_{-\infty}^0 e^{-\lambda \alpha} \mu_i(\alpha) \int_0^t e^{\lambda s} |X(s)|^p ds,
\]

by using the definition \( \mu_i^{(m)} = \int_{-\infty}^0 e^{-ma} \mu_i(\alpha) \) and noticing that \( pq > \lambda \), we have

\[
\int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^p \mu_i(\alpha) d\alpha ds \leq \frac{\mu_i^{(pq)}}{pq} \| \zeta \|^p q + \mu_i^{(pq)} \int_0^t e^{\lambda s} |X(s)|^p ds.
\]

The proof of (3.10) stands completed. \( \square \)

**Theorem 3.5.** Let assumptions (3.3) and \( A_1 \) hold. Then the G-SFDEwID (1.1) has a continuous and \( F_t \)-adapted global solution.

**Proof.** For any initial data \( \zeta \in C_q \), in view of local Lipschitz condition \( A_1 \), theorem 3.3 gives that (1.1) admits a unique maximal local strong solution \( X(t) \) on \( t \in (-\infty, \theta_\epsilon) \) and this solution is continuous for any \( t \in (-\infty, \theta_\epsilon) \) and \( F_t \)-adapted. To prove that this solution is global, we only need to show that \( \theta_\epsilon = \infty \) q.s. Note that \( \theta_m \) is increasing as \( m \to \infty \) and \( \theta_m \to \theta_\epsilon \leq \theta_\epsilon \) q.s. If we can prove that \( \theta_\epsilon = \infty \) q.s., then \( \theta_\epsilon = \infty \) q.s., which implies that \( X(t) \) is global. This is equivalent to proving that as \( m \to \infty \), for any \( T > 0, C(\theta_m \leq T) \to 0 \). Applying the G-Itô formula to \( |X(t)|^2 \),
From result (3.9) of lemma 3.4, we have

\[ \mathbb{E}|X(t \wedge \theta_m)|^2 \leq \mathbb{E}|X(0)|^2 + \mathbb{E} \int_0^{t \wedge \theta_m} 2X^\tau(s)g(X_s)ds \]
\[ + k_1 \mathbb{E} \int_0^{t \wedge \theta_m} \left[ 2X^\tau(s)h(X_s) + |\gamma(X_s)|^2 \right] ds. \]  

(3.11)

By using condition (3.6) and the fundamental inequality \(2a_1a_2 \leq \sum_{i=1}^2 a_i^2\) we derive

\[ X^\tau(t)g(X_t) \leq -\left(\lambda_1 - \frac{1}{2}\right)|X(t)|^2 + \frac{1}{2}|g(0)|^2 + \lambda_2 \int_{-\infty}^0 |X(t + \alpha)|^2 \mu_1(d\alpha). \]  

(3.12)

Similar arguments follows

\[ X^\tau(t)h(X_t) \leq -\left(\lambda_3 - \frac{1}{2}\right)|X(t)|^2 + \frac{1}{2}|h(0)|^2 + \lambda_4 \int_{-\infty}^0 |X(t + \alpha)|^2 \mu_2(d\alpha). \]  

(3.13)

By using condition (3.8) and the basic inequality \((\sum_{i=1}^2 a_i^2) \leq 2 \sum_{i=1}^2 a_i^2\) we get

\[ |\gamma(X_t)|^2 \leq 2|\gamma(0)|^2 + 2\lambda_5 \int_{-\infty}^0 |X(t + \alpha)|^2 \mu_3(d\alpha). \]  

(3.14)

On substituting (3.12), (3.13) and (3.14) in (3.11), we derive

\[ \mathbb{E}|X(t \wedge \theta_m)|^2 \leq \mathbb{E}|X(0)|^2 + [|g(0)|^2 + k_1|h(0)|^2 + 2k_1|\gamma(0)|^2]T \]
\[ + (k_1 - 2\lambda_1 - 2k_1\lambda_3 + 1)\mathbb{E} \int_0^{t \wedge \theta_m} |X(s)|^2 ds + 2\lambda_2 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_1(d\alpha)ds \]
\[ + 2k_1\lambda_4 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_2(d\alpha)ds \]
\[ + 2k_1\lambda_5 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_3(d\alpha)ds, \]

letting \(K_1 = \mathbb{E}|X(0)|^2 + [|g(0)|^2 + k_1|h(0)|^2 + 2k_1|\gamma(0)|^2]T\), we obtain

\[ \mathbb{E}|X(t \wedge \theta_m)|^2 \leq K_1 + (-2\lambda_1 - 2k_1\lambda_3 + k_1 + 1)\mathbb{E} \int_0^{t \wedge \theta_m} |X(s)|^2 ds \]
\[ + 2\lambda_2 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_1(d\alpha)ds + 2\lambda_4 k_1 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_2(d\alpha)ds \]
\[ + 2k_1\lambda_5 \mathbb{E} \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_3(d\alpha)ds. \]  

(3.15)

From result (3.9) of lemma 3.4, we have

\[ \int_0^{t \wedge \theta_m} \int_{-\infty}^0 |X(s + \alpha)|^2 \mu_i(d\alpha)ds \leq \frac{1}{2q} ||\zeta||_q^2 \mu_i^{(2q)} + \int_0^t |X(s \wedge \theta_m)|^2 ds. \]  

(3.16)
Substitutions for $i = 1, 2, 3$ in (3.15) give
\[
\hat{E}|X(t \land \theta_m)|^2 \leq K_1 + \frac{1}{q} [\lambda_2 \mu_1^{(2q)} + k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)}] \hat{E}||\zeta||^2_q \\
+ (k_1 + 1 - 2\lambda_1 + 2\lambda_2 - 2k_1 \lambda_3 + 2k_1 \lambda_4 + 2k_1 \lambda_5) \hat{E} \int_0^t |X(s \land \theta_m)|^2 ds \\
= K_2 + K_3 \int_0^t \hat{E}|X(s \land \theta_m)|^2 ds
\]
where $K_2 = K_1 + \frac{1}{q} [\lambda_2 \mu_1^{(2q)} + k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)}] ||\zeta||^2_q$ and $K_3 = k_1 + 1 - 2\lambda_1 + 2\lambda_2 - 2k_1 \lambda_3 + 2k_1 \lambda_4 + 2k_1 \lambda_5$. By virtue of the Grownwall inequality,
\[
\hat{E}|X(t \land \theta_m)|^2 \leq K_2 e^{K_3 t},
\]
taking $t = T$ yields
\[
\hat{E}|X(T \land \theta_m)|^2 \leq K_2 e^{K_3 T}.
\]
By using lemma 2.8, the definition of $\theta_m$ and the above inequality, it follows
\[
\hat{C}(\theta_m \leq T) = \hat{C}(\theta_m \leq T, |X(T \land \theta_m)| > m) \\
\leq \frac{1}{m^2} \hat{E}|X(\theta_m)|^2 1_{\theta_m \leq T} \\
= \frac{1}{m^2} \hat{E}|X(T \land \theta_m)|^2 1_{\theta_m \leq T} \\
= \frac{1}{m^2} \hat{E}|X(T \land \theta_m)|^2 \\
\leq \frac{1}{m^2} K_2 e^{K_3 T}.
\]
Taking limits $m \to \infty$ gives
\[
\lim_{m \to \infty} \hat{C}(\theta_m \leq T) = 0,
\]
which implies that G-SFDEwID (1.1) admits a unique global solution $X(t)$ on $(-\infty, \infty)$ quasi-surely. The proof stands completed. \qed

4 Asymptotic properties of solution

In this section, the mean square boundedness for solution of the G-SFDEwID is proved. Under different initial data, the convergence of solutions is derived.

Theorem 4.1. Let $X(t)$ be the unique solution of problem (1.1) with initial data $\zeta \in C_q((-\infty, 0]; \mathbb{R}^d)$. Assume assumption $A_1$ holds. Let $\lambda_i$, $i = 1, 2, \ldots, 5$ satisfy $2\lambda_1 > 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)} - 2k_1 \lambda_3$. Then there exists $\lambda \in (0, (2\lambda_1 + 2k_1 \lambda_3 - 2\lambda_2 \mu_1^{(2q)} - 2k_1 \lambda_4 \mu_2^{(2q)} - k_1 \lambda_5 \mu_3^{(2q)}) \land 2q)$ such that
\[
\hat{E}[|X(t)|^2] \leq K_4 + K_5 e^{-\lambda t},
\]
where
\[
K_4 = \frac{1}{\lambda} \left( \frac{1}{\epsilon} |g(0)|^2 + \frac{k_1}{\epsilon_1} |h_1(0)|^2 + \frac{k_1}{\epsilon_2} |\gamma(0)|^2 \right)
\]
and
\[ K_5 = \mathbb{E}[|X(0)|^2] + \frac{2\lambda_2 \mu_1}{2q-\lambda} \mathbb{E}\|\zeta\|^2_q + \frac{2k_1 \lambda_3 \mu_2}{2q-\lambda} \mathbb{E}\|\zeta\|^2_q + \frac{k_1 \lambda_5 \mu_3}{(2q-\lambda)(1-\epsilon_2)} \mathbb{E}\|\zeta\|^2_q. \]
and \( \epsilon, \epsilon_1 \) and \( \epsilon_2 \) are sufficiently small such that
\[ 2\lambda_1 - \epsilon - \lambda - k_1 \epsilon_1 + 2k_1 \lambda_3 - 2\lambda_2 \mu_1 - 2k_1 \lambda_4 \mu_2 - \frac{k_1 \lambda_5}{1-\epsilon_2} \mu_3 > 0. \]

**Proof.** Applying the G-Itô formula to \( e^{\lambda t}|X(t)|^2 \), taking the G-expectation on both sides, using properties of G-Itô integral and lemma 2.10, there exists a positive constant \( k_1 \) such that
\[ \mathbb{E}[e^{\lambda t}|X(t)|^2] \leq \mathbb{E}|X(0)|^2 + \mathbb{E}\int_0^t e^{\lambda s} \left[ \lambda |X(s)|^2 + 2X^\tau(s)g(X_s) \right] ds + k_1 \mathbb{E}\int_0^t e^{\lambda s} \left[ 2X^\tau(s)h(X_s) + |\gamma(X_s)|^2 \right] ds. \]

(4.2)

By using condition (3.6) and Lemma 2.12 we derive
\[ X^\tau(t)g(X_t) \leq \left( \frac{\epsilon}{2} - \lambda_1 \right)|X(t)|^2 + \frac{1}{2\epsilon_1} |g(0)|^2 + \lambda_2 \int_{-\infty}^0 |X(t+\alpha)|^2 \mu_1(d\alpha). \]

Similar arguments yield
\[ X^\tau(t)h(X_t) \leq \left( \frac{\epsilon_1}{2} - \lambda_3 \right)|X(t)|^2 + \frac{1}{2\epsilon_2} |h(0)|^2 + \lambda_4 \int_{-\infty}^0 |X(t+\alpha)|^2 \mu_2(d\alpha). \]

In view of condition (3.8) and lemma 2.11 we obtain
\[ |\gamma(X_t)|^2 \leq \frac{1}{\epsilon_2} |\gamma(0)|^2 + \frac{\lambda_5}{1-\epsilon_2} \int_{-\infty}^0 |X(t+\alpha)|^2 \mu_3(d\alpha). \]

By substituting the above obtained inequalities, (4.2) takes the following form
\[ \mathbb{E}[e^{\lambda t}|X(t)|^2] \leq \mathbb{E}|X(0)|^2 + \frac{1}{\lambda \epsilon_1} |g(0)|^2 + \frac{k_1}{\epsilon_1} |h(0)|^2 + \frac{k_1}{\epsilon_2} |\gamma(0)|^2 \left( e^{\lambda t} - 1 \right) + (\epsilon + \lambda - 2\lambda_1 + k_1 \epsilon_1 - 2k_1 \lambda_3) \mathbb{E}\int_0^t e^{\lambda s} |X(s)|^2 ds \]
\[ + 2\lambda_2 \mathbb{E}\int_0^t e^{\lambda s} \int_{-\infty}^0 |X(s+\alpha)|^2 \mu_1(d\alpha) ds \]
\[ + 2k_1 \lambda_4 \mathbb{E}\int_0^t e^{\lambda s} \int_{-\infty}^0 |X(s+\alpha)|^2 \mu_2(d\alpha) ds \]
\[ + k_1 \lambda_5 \frac{1}{1-\epsilon_2} \mathbb{E}\int_0^t e^{\lambda s} \int_{-\infty}^0 |X(s+\alpha)|^2 \mu_3(d\alpha) ds. \]

(4.3)
By result (3.10) in lemma 3.4, we have
\[
\int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^2 \mu_i(\alpha) d\alpha ds \leq \frac{1}{2q - \lambda} \|\zeta\|_q^2 \mu_i^{(2q)} + \mu_i^{(2q)} \int_0^t e^{\lambda s} |X(s)|^2 ds,
\] (4.4)
which on substituting in (4.3) for \(i = 1, 2, 3\) follows
\[
\hat{E}[e^{\lambda t} |X(t)|^2] \leq \hat{E}[|X(0)|^2] + \frac{2\lambda_2 \mu_1^{(2q)}}{2q - \lambda} \hat{E}[\|\zeta\|_q^2] + \frac{2k_1 \lambda_4 \mu_2^{(2q)}}{2q - \lambda} \hat{E}[\|\zeta\|_q^2] + \frac{k_1 \lambda_5 \mu_3^{(2q)}}{(2q - \lambda)(1 - \epsilon_2)} \hat{E}[\|\zeta\|_q^2]
\]
\[+ \frac{1}{\lambda} \left( \frac{1}{\epsilon} |g(0)|^2 + \frac{k_1}{\epsilon_1} |h(0)|^2 + \frac{k_1}{\epsilon_2} |\gamma(0)|^2 \right) (e^{\lambda t} - 1)
\]
\[- (2\lambda_1 - \epsilon - \lambda - k_1 \epsilon_1 + 2k_1 \lambda_3 - 2\lambda_2 \mu_1^{(2q)} - 2k_1 \lambda_4 \mu_2^{(2q)} - \frac{k_1 \lambda_5 \mu_3^{(2q)}}{1 - \epsilon_2} > 0,
\]
we have
\[
E[|X(t)|^2] \leq K_4 + K_5 e^{-\lambda t},
\]
where
\[
K_4 = \frac{1}{\lambda} \left( \frac{1}{\epsilon} |g(0)|^2 + \frac{k_1}{\epsilon_1} |h(0)|^2 + \frac{k_1}{\epsilon_2} |\gamma(0)|^2 \right)
\]
and
\[
K_5 = \hat{E}[|X(0)|^2] + \frac{2\lambda_2 \mu_1^{(2q)}}{2q - \lambda} \hat{E}[\|\zeta\|_q^2] + \frac{2k_1 \lambda_4 \mu_2^{(2q)}}{2q - \lambda} \hat{E}[\|\zeta\|_q^2] + \frac{k_1 \lambda_5 \mu_3^{(2q)}}{(2q - \lambda)(1 - \epsilon_2)} \hat{E}[\|\zeta\|_q^2].
\]
The proof stands completed. \(\square\)

**Remark 4.2.** The above theorem 4.1 shows that the solution of initial value problem (1.1) with given initial data \(\zeta \in C_q((-\infty, 0]; \mathbb{R}^d)\) is mean square bounded.

**Theorem 4.3.** Let all the assumptions of theorem 4.1 hold. Let equation (1.1) has two different solutions \(X(t)\) and \(Y(t)\) corresponding to distinct initial data \(\zeta\) and \(\xi\) respectively. Then
\[
\hat{E}[(X(t) - Y(t))^2] \leq K_6 \hat{E}[\|\zeta - \xi\|_q^2 e^{-\lambda t}],
\] (4.5)
where \(K_6 = 1 + \frac{1}{2q - \lambda} (2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)}).\)

**Proof.** First we define \(\Lambda(t) = X(t) - Y(t), \hat{g}(t) = g(X_t) - g(Y_t), \hat{h}(t) = h(X_t) - h(Y_t)\) and \(\hat{\gamma}(t) = \gamma(X_t) - \gamma(Y_t)\). Then applying the G-Itô formula to \(e^{\lambda t} |\Lambda(t)|^2\), taking the G-expectation on both sides, using properties of G-Itô integral and lemma 2.10 there exists a positive constant \(k_1\) such that
\[
e^{\lambda t} E[|\Lambda(t)|^2] \leq \hat{E}[|\zeta(0) - \xi(0)|^2] + \hat{E} \int_0^t e^{\lambda s} |\Lambda(s)|^2 + 2\Lambda^r(s) \hat{g}(s) ds \]
\[+ k_1 \hat{E} \int_0^t e^{\lambda s} [2\Lambda^r(s) \hat{h}(s) + |\hat{\gamma}(s)|^2] ds.
\] (4.6)
From assumption $A_1$, we have
\[
\Lambda^\tau(t) \dot{g}(t) \leq -\lambda_1 |\Lambda(t)|^2 + \lambda_2 \int_{-\infty}^{0} \Lambda(t + \alpha) \mu_1(d\alpha),
\]
\[
\Lambda^\tau(t) \dot{h}(t) \leq -\lambda_3 |\Lambda(t)|^2 + \lambda_4 \int_{-\infty}^{0} \Lambda(t + \alpha) \mu_2(d\alpha)
\]
and
\[
|\dot{\gamma}(t)|^2 \leq \lambda_5 \int_{-\infty}^{0} \Lambda(t + \alpha) \mu_3(d\alpha).
\]
In view of the above inequalities, (4.6) takes the following form
\[
e^{\lambda t} \hat{E} |\Lambda(t)|^2 \leq \hat{E} |\zeta(0) - \xi(0)|^2 + (\lambda - 2\lambda_1 - 2k_1 \lambda_3) \hat{E} \int_{0}^{t} e^{\lambda s} |\Lambda(s)|^2 ds
\]
\[
+ 2\lambda_2 \hat{E} \int_{0}^{t} \int_{-\infty}^{0} e^{\lambda s} \Lambda(s + \alpha) \mu_1(d\alpha) ds + 2k_1 \lambda_4 \hat{E} \int_{0}^{t} \int_{-\infty}^{0} e^{\lambda s} \Lambda(s + \alpha) \mu_2(d\alpha) ds \quad (4.7)
\]
\[
+ k_1 \lambda_5 \hat{E} \int_{0}^{t} \int_{-\infty}^{0} e^{\lambda s} \Lambda(s + \alpha) \mu_3(d\alpha) ds.
\]
From the result [3.10] of lemma [3.2] for $i = 1, 2, 3$ we have
\[
\int_{0}^{t} \int_{-\infty}^{0} e^{\lambda s} |\Lambda(s + \alpha)|^2 \mu_i(d\alpha) ds \leq \frac{1}{2q - \lambda} \|\zeta - \xi\|_q^2 \mu_i^{(2q)}(0) + \mu_i^{(2q)} \int_{0}^{t} e^{\lambda s} |\Lambda(s)|^2 ds \quad (4.8)
\]
By substituting (4.8) in (4.7) we obtain
\[
e^{\lambda t} \hat{E} |\Lambda(t)|^2 \leq \hat{E} |\zeta(0) - \xi(0)|^2 + \frac{1}{2q - \lambda} \left[ 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)} \right] \hat{E} \|\zeta - \xi\|_q^2
\]
\[- (2\lambda_1 + 2k_1 \lambda_3 - \lambda - 2\lambda_2 \mu_1^{(2q)} - 2k_1 \lambda_4 \mu_2^{(2q)} - k_1 \lambda_5 \mu_3^{(2q)}) \hat{E} \int_{0}^{t} e^{\lambda s} |\Lambda(s)|^2 ds.
\]
In view of the conditions $2\lambda_1 > 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)} - 2k_1 \lambda_3$ and $\lambda \in (0, (2\lambda_1 + 2k_1 \lambda_3 - 2\lambda_2 \mu_1^{(2q)} - 2k_1 \lambda_4 \mu_2^{(2q)} - k_1 \lambda_5 \mu_3^{(2q)}) \land 2q)$ it follows
\[
\hat{E} |\Lambda(t)|^2 \leq \left[ 1 + \frac{1}{2q - \lambda} (2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)}) \right] \hat{E} \|\zeta - \xi\|_q^2 e^{-\lambda t},
\]
consequently,
\[
\hat{E} |X(t) - Y(t)|^2 \leq K_6 \|\zeta - \xi\|_q^2 e^{-\lambda t},
\]
where $K_6 = 1 + \frac{1}{2q - \lambda} (2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_4 \mu_2^{(2q)} + k_1 \lambda_5 \mu_3^{(2q)})$. The proof is complete. \qed

**Remark 4.4.** The above theorem [4.3] describes that two distinct solutions of the initial value problem (1.1) with two distinct initial data are convergent.

From theorem [4.3] we get the following stability result.

**Corollary 4.5.** Let all conditions of theorem [4.3] hold. If $g(0) = h(0) = \gamma(0) = 0$, then the trivial solution of problem (1.1) is mean square exponentially stable.
5 Convergence and boundedness of the solution map

This section examines the asymptotic properties of the solution map \( X_t \). First we find that the solution map \( X_t \) is mean square bounded. Then we show the convergence of distinct solution maps having distinct initial data. Let problem (1.1) with the given initial data \( \zeta \in C_q((\infty, 0]; \mathbb{R}^d) \) has a unique solution \( X(t) \).

**Theorem 5.1.** Let assumption \( A_1 \) holds. Assume that \( \lambda_i, i = 1, 2, \ldots, 5 \) satisfy
\[
2\lambda_1 > 2\lambda_2 \mu_1^{2q} + 1 + 2k_1\lambda_4 \mu_2^{2q} - 2k_1\lambda_5 + k_1 + 2(k_1 \mu_2^{2q} + 2k_3 \mu_3^{2q})\lambda_5 \quad \text{and} \quad \lambda \in \left(0, (2\lambda_1 - 2\lambda_2 \mu_1^{2q}) - 1 - 2k_1\lambda_4 \mu_2^{2q} + 2k_1\lambda_3 - k_1 - 2k_1 \mu_2^{2q} + 2k_3 \mu_3^{2q})\lambda_5 \right) \wedge 2q.
\]
For any initial data \( \zeta \in C_q((\infty, 0]; \mathbb{R}^d) \), we then have
\[
\mathbf{E}\|X_t\|^2 \leq K_7 + K_8e^{-\lambda t},
\]
where \( K_7 = \frac{2}{\lambda} \left((g(0))^2 + k_1|h(0)|^2 + 2(k_1 + 2k_3)|\gamma(0)|^2\right) \) and \( K_8 = 3 + \frac{4}{2q - \lambda}[\lambda_2 \mu_1^{2q} + k_1(\lambda_4 + \lambda_5)\mu_2^{2q} + 2k_3 \lambda_5 \mu_3^{2q}] \).

**Proof.** Applying the G-Itô formula to \( e^{\lambda t}|X(t)|^2 \) and taking the G-expectation on both sides, we have
\[
\mathbf{E}\left[ \sup_{0 < s \leq t} e^{\lambda s}|X(s)|^2 \right] \leq \mathbf{E}|\zeta(0)|^2 + \mathbf{E}\left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s}\left(\lambda |X(s)|^2 + 2X^T(s)g(X_s)\right) ds \right]
+ \mathbf{E}\left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s}\left(2X^T(s)h(X_s) + |\gamma(X_s)|^2\right) d\langle B, B \rangle(s) \right]
+ 2\mathbf{E}\left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s}X^T(s)\gamma(X_s) dB(s) \right].
\]
(5.1)

By straightforward calculations, using (3.12) and then (4.1) we obtain
\[
\mathbf{E}\left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s}\left(\lambda |X(s)|^2 + 2X^T(s)g(X_s)\right) ds \right]
\leq \frac{1}{\lambda}|g(0)|^2(e^{\lambda t} - 1) + \frac{2\lambda_2}{2q - \lambda} \mathbf{E}\|\zeta\|^{2q} + \frac{2\lambda_1 + 2\lambda_2 \mu_1^{2q} + 1}{\lambda} \mathbf{E} \int_0^t e^{\lambda s}|X(s)|^2 ds.
\]
(5.2)
By using (3.13), (3.14), (4.4) and lemma 2.10 there exists a positive constant $k_1$ such that

$$
\mathbb{E} \left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s} (2X^\tau(s)h(X_s) + |\gamma(X_s)|^2) d\langle B, B \rangle(s) \right]
$$

$$
\leq \frac{1}{\lambda} k_1 (|h(0)|^2 + 2|\gamma(0)|^2)(e^{\lambda t} - 1) - k_1 (2\lambda_3 - 1) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds
$$

$$
+ 2k_1 \lambda_4 \mathbb{E} \int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^2 \mu_2(d\alpha) ds
$$

$$
+ 2k_1 \lambda_5 \mathbb{E} \int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^2 \mu_3(d\alpha) ds
$$

simplification yields

$$
\mathbb{E} \left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s} (2X^\tau(s)h(X_s) + |\gamma(X_s)|^2) d\langle B, B \rangle(s) \right]
$$

$$
\leq \frac{1}{\lambda} k_1 (|h(0)|^2 + 2|\gamma(0)|^2)(e^{\lambda t} - 1) - k_1 (2\lambda_3 - 1) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds
$$

$$
+ \frac{2k_1 \lambda_4}{2q - \lambda} \mathbb{E}\|\zeta\|^2 \mu_2(\zeta) + 2k_1 \lambda_4 \mu_2(2q) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds
$$

$$
+ \frac{2k_1 \lambda_5}{2q - \lambda} \mathbb{E}\|\zeta\|^2 \mu_3(\zeta) + 2k_1 \lambda_5 \mu_3(2q) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds,
$$

By utilizing (3.14), the inequality $a_1 a_2 \leq \frac{1}{2} \sum_{i=1}^2 a_i$ and lemma 2.10 there exists a positive constant $k_2$ such that

$$
2 \mathbb{E} \left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s} X^\tau(s) \gamma(X_s) dB(t) \right] \leq 2k_2 \mathbb{E} \left[ \int_0^t e^{\lambda s} |X(s)|^2 e^{\lambda s} |\gamma(X_s)|^2 ds \right]^\frac{1}{2}
$$

$$
\leq \frac{1}{2} \mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right] + 2k_2^2 \mathbb{E} \int_0^t e^{\lambda s} |\gamma(X_s)|^2 ds
$$

$$
\leq \frac{1}{2} \mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right] + 4k_2^2 \frac{1}{\lambda} |\gamma(0)|^2 (e^{\lambda t} - 1)
$$

$$
+ 4k_2^2 \lambda_5 \mathbb{E} \int_0^t \int_{-\infty}^0 e^{\lambda s} |X(s + \alpha)|^2 \mu_3(d\alpha),
$$

by using lemma 3.4 we get

$$
2 \mathbb{E} \left[ \sup_{0 < s \leq t} \int_0^t e^{\lambda s} X^\tau(s) \gamma(X_s) dB(t) \right] \leq \frac{1}{2} \mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right] + 4k_3 \frac{1}{\lambda} |\gamma(0)|^2 (e^{\lambda t} - 1)
$$

$$
+ \frac{4k_3 \lambda_5}{2q - \lambda} \mathbb{E}\|\zeta\|^2 \mu_3(\zeta) + 4k_3 \lambda_5 \mu_3(2q) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds,
$$

(5.4)
where $k_3 = k_2^2$. Noticing that $\zeta(0) \leq \sup_{-\infty < \alpha \leq 0} e^{q\alpha} |\zeta(\alpha)| = \|\zeta\|_q$ and substituting (5.2), (5.3) and (5.4) in (5.1), it follows

$$
\mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right] \leq \frac{2}{\lambda} \left( (|g(0)|^2 + k_1|h(0)|^2 + 2(k_1 + 2k_3)|\gamma(0)|^2) (e^{\lambda t} - 1) + \frac{2}{2q - \lambda} \left( 2q - \lambda + 2\lambda_2 \mu_1^{(2q)} + 2k_1(\lambda_4 + \lambda_5)\mu_2^{(2q)} + 4k_3\lambda_5\mu_3^{(2q)} \right) \mathbb{E} \|\zeta\|_q^2 
- 2 \left( 2\lambda_1 - 2\lambda_2 \mu_1^{(2q)} \right) - 1 - \lambda \right) - 2k_1\lambda_4\mu_2^{(2q)} + 2k_1\lambda_3 - k_1 - 2(k_1\mu_1^{(2q)} + 2k_3\mu_3^{(2q)}) \lambda_5 \right) \mathbb{E} \int_0^t e^{\lambda s} |X(s)|^2 ds.
$$

By using the assumptions $2\lambda_1 > 2\lambda_2 \mu_1^{(2q)} + 1 + 2k_1\lambda_4\mu_2^{(2q)} - 2k_1\lambda_3 + k_1 + 2(k_1\mu_1^{(2q)} + 2k_3\mu_3^{(2q)}) \lambda_5$ and $\lambda \in \left( 0, (2\lambda_1 - 2\lambda_2 \mu_1^{(2q)} - 1 - 2k_1\lambda_4\mu_2^{(2q)} + 2k_1\lambda_3 - k_1 - 2(k_1\mu_1^{(2q)} + 2k_3\mu_3^{(2q)}) \lambda_5) \wedge 2q \right)$, we get

$$
\mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right] \leq \frac{2}{\lambda} \left( (|g(0)|^2 + k_1|h(0)|^2 + 2(k_1 + 2k_3)|\gamma(0)|^2) (e^{\lambda t} - 1) + \frac{2}{2q - \lambda} \left( 2q - \lambda + 2\lambda_2 \mu_1^{(2q)} + 2k_1(\lambda_4 + \lambda_5)\mu_2^{(2q)} + 4k_3\lambda_5\mu_3^{(2q)} \right) \mathbb{E} \|\zeta\|_q^2 \right).
$$

From lemma (5.2), we have

$$
\mathbb{E} \|X_t\|^2 \leq e^{-\lambda t} \mathbb{E} \|\zeta\|_q^2 + e^{-\lambda t} \mathbb{E} \left[ \sup_{0 < s \leq t} e^{\lambda s} |X(s)|^2 \right].
$$

Substituting (5.5) in the above inequality yields

$$
\mathbb{E} \|X_t\|^2 \leq e^{-\lambda t} \mathbb{E} \|\zeta\|_q^2 + \frac{2}{\lambda} \left( (|g(0)|^2 + k_1|h(0)|^2 + 2(k_1 + 2k_3)|\gamma(0)|^2) (1 - e^{-\lambda t}) + \frac{2}{2q - \lambda} \left( 2q - \lambda + 2\lambda_2 \mu_1^{(2q)} + 2k_1(\lambda_4 + \lambda_5)\mu_2^{(2q)} + 4k_3\lambda_5\mu_3^{(2q)} \right) \mathbb{E} \|\zeta\|_q^2 e^{-\lambda t} \right)
\leq K_7 + K_8 e^{-\lambda t}
$$

where $K_7 = \frac{2}{\lambda} \left( (|g(0)|^2 + k_1|h(0)|^2 + 2(k_1 + 2k_3)|\gamma(0)|^2 \right)$ and $K_8 = 3 + \frac{4}{2q - \lambda} \left( \lambda_2 \mu_1^{(2q)} + k_1(\lambda_4 + \lambda_5)\mu_2^{(2q)} + 2k_3\lambda_5\mu_3^{(2q)} \right)$. The proof is complete.

**Remark 5.2.** Theorem 5.1 states that the solution map $X_t$ of the initial value problem (1) with given initial data $\zeta \in C_q((-\infty, 0]; \mathbb{R}^d)$ is mean square bounded.

**Theorem 5.3.** Let assumptions $A_1$ hold. Assume that $\lambda_i$, $i = 1, 2, \ldots, 5$ satisfy $2\lambda_1 > 2\lambda_2 \mu_1^{(2q)} - 2k_1\lambda_3 + 2k_1\lambda_4\mu_2^{(2q)} + (k_1 + 2k_3)\mu_3^{(2q)} \lambda_5$ and $\lambda \in \left( 0, (2\lambda_1 - 2\lambda_2 \mu_1^{(2q)} + 2k_1\lambda_3 - k_1 - 2k_1\lambda_4\mu_2^{(2q)} - (k_1 + 2k_3)\mu_3^{(2q)} \lambda_5) \wedge 2q \right)$. Then for distinct initial data $\zeta, \xi \in C_q$ the respective solution maps $X_t^\zeta$ and $Y_t^\xi$ satisfy

$$
\mathbb{E} \|X_t^\zeta - Y_t^\xi\|_q^2 \leq K_9 \mathbb{E} \|\zeta - \xi\|_q^2 e^{-\lambda t},
$$

where $K_9 = 1 + \frac{4}{2q - \lambda} [\lambda_2 \mu_1^{(2q)} + k_1(2\lambda_4\mu_2^{(2q)} + \lambda_5\mu_3^{(2q)}) + k_3\lambda_5\mu_3^{(2q)}]$. 18
Proof. Keeping in mind the definitions of $\Lambda(t)$, $\hat{g}(t)$, $\hat{h}(t)$ and $\hat{g}(t)$, we apply the G-Itô formula to $e^{\lambda t}|\Lambda(t)|^2$ and then taking G-expectation on both sides to obtain

\[
\begin{align*}
\hat{E}[ \sup_{0<s\leq t} e^{\lambda s}|\Lambda(s)|^2 ] &\leq \hat{E}[ \xi(0) - \xi(0)]^2 + \hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}|\Lambda(s)|^2 + 2\Lambda^2(s) \hat{g}(s) ] ds \\
&+ \hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}[2\Lambda^2(s) \hat{h}(s) + |\hat{g}(s)|^2]d\langle B, B \rangle(s)] \\
&+ 2\hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}\Lambda^2(s) \gamma(X_s) d\langle B(s) \rangle].
\end{align*}
\]

By using (3.6) and then lemma 3.4 we have

\[
\begin{align*}
\hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}[2\Lambda^2(s) \hat{h}(s) + |\hat{g}(s)|^2]d\langle B, B \rangle(s)] \\
&\leq 2\lambda_2 \mu_1(2q) \hat{E}\|\hat{\zeta} - \xi\|_q^2 - (2\lambda_1 - \lambda - 2\lambda_2 \mu_1(2q)) \hat{E}\int_0^t e^{\lambda s}|\Lambda(s)|^2 ds.
\end{align*}
\]

By using (3.7), (3.8), lemma 3.4 and lemma 2.10 there exists a positive constant $k_1$ such that

\[
\begin{align*}
\hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}[2\Lambda^2(s) \hat{h}(s) + |\hat{g}(s)|^2]d\langle B, B \rangle(s)] \\
&\leq -2k_1 \lambda_3 \hat{E}\int_0^t e^{\lambda s}|\Lambda(s)|^2 ds + 2k_1 \lambda_4 \hat{E}\int_0^t \int_{-\infty}^0 e^{\lambda s}|\Lambda(s + \alpha)|^2 \mu_2(d\alpha) ds \\
&+ k_1 \lambda_5 \hat{E}\int_0^t \int_{-\infty}^0 e^{\lambda s}|\Lambda(s + \alpha)|^2 \mu_3(d\alpha) ds \\
&\leq \frac{1}{2q - \lambda} k_1 (2\lambda_4 \mu_2(2q) + \lambda_5 \mu_3(2q)) \hat{E}\|\hat{\zeta} - \xi\|_q^2 - (2k_1 \lambda_3 - 2k_1 \lambda_4 \mu_2(2q) - \lambda_5 k_1 \mu_3(2q)) \hat{E}\int_0^t e^{\lambda s}|\Lambda(s)|^2 ds.
\end{align*}
\]

By utilizing (3.11), the inequality $a_1 a_2 \leq \frac{1}{2} \sum_{i=1}^2 a_i$ and lemma 2.9 there exists a positive constant $k_2$ such that

\[
\begin{align*}
2\hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}\Lambda^2(s) \gamma(X_s) d\langle B(s) \rangle] &\leq 2k_2 \hat{E}\int_0^t e^{\lambda s}|\Lambda(s)|^2 e^{\lambda s}|\gamma(X_s)|^2 ds \\
&\leq \hat{E}(\sup_{0<s\leq t} e^{\lambda s}|F(s)|^2)^\frac{1}{2} \hat{E}(4k_2^2 \int_0^t e^{\lambda s}|\gamma(X_s)|^2 ds)^\frac{1}{2} \\
&\leq \frac{1}{2} \hat{E}(\sup_{0<s\leq t} e^{\lambda s}|\Lambda(s)|^2)^\frac{1}{2} + 2k_2^2 \lambda_5 \hat{E}\int_0^t \int_{-\infty}^0 e^{\lambda s}|\Lambda(s + \alpha)|^2 \mu_3(d\alpha) ds,
\end{align*}
\]

by using lemma 3.4 we get

\[
\begin{align*}
2\hat{E}[ \sup_{0<s\leq t} \int_0^t e^{\lambda s}\Lambda^2(s) \gamma(X_s) d\langle B(s) \rangle] \\
&\leq \frac{1}{2} \hat{E}(\sup_{0<s\leq t} e^{\lambda s}|\Lambda(s)|^2)^\frac{1}{2} + \frac{2k_3 \lambda_5}{2q - \lambda} \hat{E}\|\hat{\zeta} - \xi\|_q^2 + 2k_3 \lambda_5 \mu_3(2q) \hat{E}\int_0^t e^{\lambda s}|X(s)|^2 ds,
\end{align*}
\]
where \( k_3 = k_2^2 \). Substituting all the above derived inequalities in (5.6) we derive

\[
\hat{E}[\sup_{0 < s \leq t} e^{\lambda t} |\Lambda(t)|^2] \leq \frac{1}{2q - \lambda} [2\lambda_2 \mu_1^{(2q)} + k_1(2\lambda_4 \mu_2^{(2q)} + \lambda_5 \mu_3^{(2q)}) + 2\lambda_3 \lambda_5 \mu_3^{(2q)}] \hat{E}\| \zeta - \xi \|_q^2
\]

\[
- [2\lambda_1 - \lambda - 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_3 - 2k_1 \lambda_4 \mu_2^{(2q)}] \hat{E}\int_0^t e^{\lambda s} |\Lambda(s)|^2 ds
\]

\[
+ \frac{1}{2} \hat{E} \left( \sup_{0 < s \leq t} e^{\lambda s} |\Lambda(s)|^2 \right),
\]

simplification yields

\[
\hat{E}[\sup_{0 < s \leq t} e^{\lambda t} |\Lambda(t)|^2] \leq \frac{2}{2q - \lambda} [2\lambda_2 \mu_1^{(2q)} + 2k_1(2\lambda_4 \mu_2^{(2q)} + \lambda_5 \mu_3^{(2q)}) + 2\lambda_3 \lambda_5 \mu_3^{(2q)}] \hat{E}\| \zeta - \xi \|_q^2
\]

\[
- 2[2\lambda_1 - \lambda - 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_3 - 2k_1 \lambda_4 \mu_2^{(2q)}] - (k_1 + 2k_3) \mu_3^{(2q)} \hat{E}\int_0^t e^{\lambda s} |\Lambda(s)|^2 ds.
\]

By using the assumptions \( 2\lambda_1 > 2\lambda_2 \mu_1^{(2q)} - 2k_1 \lambda_3 + 2k_1 \lambda_4 \mu_2^{(2q)} + (k_1 + 2k_3) \mu_3^{(2q)} \lambda_5 \) and \( \lambda \in (0, (2\lambda_1 - 2\lambda_2 \mu_1^{(2q)} + 2k_1 \lambda_3 - 2k_1 \lambda_4 \mu_2^{(2q)} - (k_1 + 2k_3) \mu_3^{(2q)} \lambda_5) \wedge 2q) \), we get

\[
\hat{E}[\sup_{0 < s \leq t} e^{\lambda s} |\Lambda(s)|^2] \leq \frac{2}{2q - \lambda} [2\lambda_2 \mu_1^{(2q)} + 2k_1(2\lambda_4 \mu_2^{(2q)} + \lambda_5 \mu_3^{(2q)}) + 2\lambda_3 \lambda_5 \mu_3^{(2q)}] \hat{E}\| \zeta - \xi \|_q^2
\]

(5.8)

In view of lemma 3.2 we have

\[
\hat{E}\| X_t^\xi - Y_t^\xi \|_q^2 \leq e^{-\lambda t} \hat{E}\| \zeta - \xi \|_q^2 + e^{-\lambda t} \hat{E} \left( \sup_{0 < s \leq t} e^{\lambda s} |\Lambda(s)|^2 \right),
\]

on substituting (5.8) in the above inequality, we derive

\[
\hat{E}\| X_t^\xi - Y_t^\xi \|_q^2
\]

\[
\leq e^{-\lambda t} \hat{E}\| \zeta - \xi \|_q^2 + \frac{4}{2q - \lambda} [\lambda_2 \mu_1^{(2q)} + k_1(2\lambda_4 \mu_2^{(2q)} + \lambda_5 \mu_3^{(2q)}) + k_3 \lambda_5 \mu_3^{(2q)}] \hat{E}\| \zeta - \xi \|_q^2 e^{-\lambda t}
\]

\[
= K_9 \hat{E}\| \zeta - \xi \|_q^2 e^{-\lambda t},
\]

where \( K_9 = 1 + \frac{4}{2q - \lambda} [\lambda_2 \mu_1^{(2q)} + k_1(2\lambda_4 \mu_2^{(2q)} + \lambda_5 \mu_3^{(2q)}) + k_3 \lambda_5 \mu_3^{(2q)}] \). The proof stands completed. \( \square \)

**Remark 5.4.** Theorem 5.3 indicates that two distinct solution maps \( X_t \) and \( Y_t \) from the respective distinct initial data \( \zeta \in C_q((0, 0]; \mathbb{R}^d) \) and \( \xi \in C_q((0, 0]; \mathbb{R}^d) \) are convergent.

### 6 The exponential estimate

To establish the exponential estimate, assume that equation (1.1) with initial data \( \zeta \in C_q((0, 0]; \mathbb{R}^d) \) has a unique solution \( X(t) \) on \( t \in [0, \infty) \). First, we derive the \( L^2_G \) and then the exponential estimates as follows.

---
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Theorem 6.1. Let $E\|\zeta\|_q^2 < \infty$ and assumption $A_1$ hold. Then for all $t \geq 0,$

$$
\hat{E}\left[ \sup_{-\infty < s \leq t} |X(t)|^2 \right] \leq \left[ \hat{E}\|\zeta\|_q^2 + L_1 \right]e^{L_2 t},
$$

where $L_1 = \hat{K} + \frac{2}{q}(q + \lambda_2 \mu_1^{(2q)} + k_1(\lambda_5 \mu_2^{(2q)} + \mu_2^{(2q)}) + 2k_3 \lambda_5 \mu_3^{(2q)})) \hat{E}\|\zeta\|_q^2$, $\hat{K} = 2\|g(0)\|^2 + k_1(|h(0)|^2 + 2|\gamma(0)|^2) + 4k_3|\gamma(0)|^2)$ and $L_2 = 2[2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5].$

Proof. Applying the G-Itô formula to $|X(t)|^2$ and taking the G-expectation on both sides

$$
\hat{E}\left[ \sup_{0 \leq s \leq t} |X(t)|^2 \right] \leq \hat{E}|X(0)|^2 + 2\hat{E}\left[ \sup_{0 \leq s \leq t} \int_0^t X^\tau(s)g(X_s)ds \right] + \hat{E}\left[ \sup_{0 \leq s \leq t} \int_0^t (2X^\tau(s)h(X_s) + |\gamma(X_s)|^2)d\langle B, B \rangle(s) \right] + 2\hat{E}\left[ \sup_{0 \leq s \leq t} \int_0^t X^\tau(s)\gamma(X_s)dB(s) \right] \tag{6.1}
$$

By using (3.12) and then (4.4) we obtain

$$
2\hat{E}\left[ \sup_{0 < s \leq t} \int_0^t X^\tau(s)g(X_s)ds \right] \leq g(0)^2 T + \frac{\lambda_2}{q}\hat{E}\|\zeta\|_q^{2q} + (2\lambda_2 - 2\lambda_1 + 1)\hat{E}\int_0^t |X(s)|^2ds.
$$

By using (3.13), (3.14), (4.4) and lemma 2.10 there exists a positive constant $k_1$ such that

$$
\hat{E}\left[ \sup_{0 \leq s \leq t} \int_0^t (2X^\tau(s)h(X_s) + |\gamma(X_s)|^2)d\langle B, B \rangle(s) \right] \leq k_1\hat{E}\left[ \int_0^t (2X^\tau(s)h(X_s) + |\gamma(X_s)|^2) \right]ds
\leq k_1|h(0)|^2 + 2|\gamma(0)|^2 T + k_1\frac{1}{q}(\lambda_5 \mu_3^{(2q)} + \mu_2^{(2q)})\hat{E}\|\zeta\|_q^2
+ k_1(2\lambda_5 - 2\lambda_3 + 3)\hat{E}\int_0^t |X(s)|^2ds.
$$

By utilizing (3.13), the inequality $a_1a_2 \leq \frac{1}{2}\sum_{i=1}^2 a_i$ and lemma 2.9 straightforward calculations give

$$
2\hat{E}\left[ \sup_{0 < s \leq t} \int_0^t X^\tau(s)\gamma(X_s)dB(t) \right] \leq 2k_2\hat{E}\left[ \int_0^t |X^\tau(s)\gamma(X_s)|^2ds \right]^{\frac{1}{2}}
\leq \frac{1}{2}\hat{E}\left[ \sup_{0 < s \leq t} |X(s)|^2 \right] + 4k_2^2|\gamma(0)|^2 T + 4k_2^2\lambda_5\hat{E}\int_0^t \int_{-\infty}^0 |X(s + \alpha)|^2\mu_3(d\alpha)ds,
$$

by using lemma 3.4 we get

$$
2E\left[ \sup_{0 < s \leq t} \int_0^t X^\tau(s)\gamma(X_s)dB(s) \right]
\leq \frac{1}{2}\hat{E}\left[ \sup_{0 < s \leq t} |X(s)|^2 \right] + 4k_3|\gamma(0)|^2 T + \frac{4k_3\lambda_5}{2q}\hat{E}\|\zeta\|_q^2 + 4k_3\lambda_5\hat{E}\int_0^t |X(s)|^2ds, \tag{6.2}
$$
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where \( k_3 = k_2^2 \). Substituting the above inequalities in (6.1) and then by straightforward calculations, we derive

\[
\hat{E}\left[ \sup_{0 \leq s \leq t} |X(t)|^2 \right] \leq L_1 + L_2 \int_0^t \hat{E}\left[ \sup_{0 \leq s \leq t} |X(s)|^2 \right] ds,
\]

(6.3)

where \( L_1 = \hat{K} + \frac{2}{q}(q + 2\mu_1^{(2q)} + k_1(\lambda_5\mu_3^{(2q)} + \mu_2^{(2q)})) + 2k_3\lambda_5\mu_3^{(2q)}\hat{E}\|\zeta\|_q^2, \hat{K} = 2\left[ |g(0)|^2 + k_1(|h(0)|^2 + 2|\gamma(0)|^2) + 4k_3|\gamma(0)|^2 \right] T \) and \( L_2 = 2[2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5] \). By noticing that

\[
\hat{E}\left[ \sup_{-\infty < s \leq t} |X(s)|^2 \right] \leq \hat{E}\|\zeta\|_q^2 + \hat{E}\left[ \sup_{0 \leq s \leq t} |X(s)|^2 \right],
\]

it follows

\[
\hat{E}\left[ \sup_{-\infty < s \leq t} |X(s)|^2 \right] \leq \hat{E}\|\zeta\|_q^2 + L_1 + L_2 \int_0^t \hat{E}\left[ \sup_{0 \leq s \leq t} |X(s)|^2 \right] ds
\]

\[
\leq \hat{E}\|\zeta\|_q^2 + L_1 + L_2 \int_{-\infty}^t \hat{E}\left[ \sup_{-\infty < s \leq t} |X(s)|^2 \right] ds.
\]

By applying the Grownwall inequality, we get the desired expression. \( \square \)

**Theorem 6.2.** Let \( \hat{E}\|\zeta\|_q^2 < \infty \) and assumption \( A_1 \) hold. Then for all \( t \geq 0 \),

\[
\lim_{t \to \infty} \sup \frac{1}{t} \log |X(t)| \leq M,
\]

where \( M = 2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5 \).

**Proof.** Applying the Grownwall inequality from (6.3), it follows

\[
\hat{E}\left[ \sup_{0 \leq s \leq t} |X(s)|^2 \right] \leq L_1 e^{L_2 t},
\]

(6.4)

where \( L_1 = \hat{K} + \frac{2}{q}(q + 2\mu_1^{(2q)} + k_1(\lambda_5\mu_3^{(2q)} + \mu_2^{(2q)})) + 2k_3\lambda_5\mu_3^{(2q)}\hat{E}\|\zeta\|_q^2, \hat{K} = 2\left[ |g(0)|^2 + k_1(|h(0)|^2 + 2|\gamma(0)|^2) + 4k_3|\gamma(0)|^2 \right] T \) and \( L_2 = 2[2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5] \). By virtue of the above result (6.4), for each \( m = 1, 2, 3, \ldots \), we have

\[
\hat{E}\left[ \sup_{m-1 \leq t \leq m} |X(t)|^2 \right] \leq L_1 e^{L_2 m}.
\]

For any \( \epsilon > 0 \), by using lemma 2.8 we get

\[
\hat{C}\{ w : \sup_{m-1 \leq t \leq m} |X(t)|^2 > e^{(L_2 + \epsilon)m} \} \leq \frac{\hat{E}\left[ \sup_{m-1 \leq t \leq m} |X(t)|^2 \right]}{e^{(L_2 + \epsilon)m}} \leq \frac{L_1 e^{L_2 m}}{e^{(L_2 + \epsilon)m}} = L_1 e^{-\epsilon m}.
\]
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But for almost all \( w \in \Omega \), the Borel-Cantelli lemma yields that there exists a random integer \( m_0 = m_0(w) \) so that
\[
\sup_{m-1 \leq t \leq m} |X(t)|^2 \leq e^{(L_2 + \epsilon)m}, \quad \text{whenever } m \geq m_0,
\]
which implies
\[
\lim_{t \to \infty} \sup_{t} \frac{1}{t} \log |X(t)| \leq \frac{L_2 + \epsilon}{2} = 2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5 + \frac{\epsilon}{2},
\]
but \( \epsilon \) is arbitrary and the above result reduces to
\[
\lim_{t \to \infty} \sup_{t} \frac{1}{t} \log |X(t)| \leq M,
\]
where \( M = 2\lambda_2 - 2\lambda_1 + 1 + k_1(2\lambda_5 - 2\lambda_3 + 3) + 4k_3\lambda_5 \). The proof is complete. \( \square \)

**Remark 6.3.** The above lemma states that the second moment of Lyapunov exponent \([6, 15]\) \( \lim_{t \to \infty} \sup_{t} \frac{1}{t} \log |X(t)| \) is bounded with upper bound \( M \).

### 7 Acknowledgement

This work is supported by the Commonwealth Scholarship Commission in the United Kingdom with project ID Number: PKRF-2017-429. My heartfelt gratitude is due to Professor Chenggui Yuan who not only guided me to embark on this endeavor but also enriched my work through his insightful input throughout this research.

### References

[1] A. Bahar, X. Mao, Stochastic delay Lotka-Volterra model, J. Math. Anal. Appl. 292 (2004) 364-380.

[2] X. Bai, Y. Lin, On the existence and uniqueness of solutions to stochastic differential equations driven by G-Brownian motion with Integral-Lipschitz coefficients, Acta Mathematicae Applicatae Sinica, English Series 3(30) (2014) 589610.

[3] T. Brett, T. Galla, Stochastic processes with distributed delays: Chemical Langevin equation and linear-noise approximation, physical Review Letters, 110 (2013) 250-601.

[4] M-H. Chang, R. K. Youree, The European option with hereditary price structures: basic theory, Appl. Math. Comput. 102 (1999), 279296.

[5] L. Denis, M. Hu, S. Peng, Function spaces and capacity related to a sublinear expectation: Application to G-Brownian motion paths, Potential Anal. 34 (2010) 139-161.

[6] F. Faizullah, On stochastic pantograph differential equations in the framework of G-Brownian motion, Journal of Computational Analysis and Applications, 5(26) (2018) 819-831 doi:[http://www.eudoxuspress.com/images/JOCAAA-VOL-26-2019-ISSUE-5.pdf](http://www.eudoxuspress.com/images/JOCAAA-VOL-26-2019-ISSUE-5.pdf).
[7] F. Faizullah, A.A. Memom, M.A. Rana, M. Hanif, The p-moment exponential estimates for neutral stochastic functional differential equations in the G-framework, Journal of Computational Analysis and Applications, 1(26) (2018) 81-90 doi:(http://www.eudoxuspress.com/images/JOCAAA-VOL-26-2019-ISSUE-1.pdf).

[8] F. Faizullah, M. Bux, MA Rana, G. Rahman, Existence and stability of solutions to non-linear neutral stochastic functional differential equations in the framework of G-Brownian motion, Advances in Difference Equations, 1 (2017) 350-364.

[9] F. Faizullah, Existence and uniqueness of solutions to SFDEs driven by G-Brownian motion with non-Lipschitz conditions, Journal of Computational Analysis and Applications, 2(23) (2017) 344-354.

[10] F. Faizullah, A note on p-th moment estimates for stochastic functional differential equations in the framework of G-Brownian motion, Iran J Sci Technol Trans Sci, 41 (2017) 11311138.

[11] F. Faizullah, On the pth moment estimates of solutions to stochastic functional differential equations in the G-framework, SpringerPlus, 5(872) (2016) 1-11.

[12] F. Faizullah, Existence of solutions for G-SFDEs with Cauchy-Maruyama Approximation Scheme, Abst. Appl. Anal. (2014) 1-8, http://dx.doi.org/10.1155/2014/809431.

[13] F. Gao, Pathwise properties and homeomorphic flows for stochastic differential equations driven by G-Brownian motion, Stoch Proc Appl. 119 (2009) 3356-3382.

[14] M. Hu, S. Peng, Extended conditional G-expectations and related stopping times; arXiv:1309.3829v1[math.PR] (2013).

[15] Y.H. Kim, On the pth moment estimats for the solutions of stochastic differential equations, J. Inequal. Appl. 395 (2014) 1-9.

[16] Y. Kuang, H.L. Smith, Global stability for infinite delay LotkaVolterra type system, J. Differential Equations, 103 (1993) 221246.

[17] X. Li, S. Peng, Stopping times and related Ito’s calculus with G-Brownian motion, Stoch Proc Appl. 121 (2011) 1475-1492.

[18] X. Li, X. Fu, Stability analysis of stochastic functional differential equations with infinite delay and its application to recurrent neural networks, Journal of Computational and Applied Mathematics, 234 (2010) 407417.

[19] J. Luo, stability of stochastic partial differential equations with infinite delay, J. Comput. Appl. Math. 222 (2008) 364371.

[20] P. Luo, F. Wang, On the comparison theorem for multi-dimensional G-SDEs, Statistics and Probability Letters, 96 (2015) 3844.

[21] X. Mao, Stochastic Differential Equations and their Applications, Horwood Publishing Chichester, Coll House England 1997.
[22] X. Mao, Exponential Stability of Stochastic Differential Equations, Marcel Dekker, Inc. 270 Madison Avenue, New York, 1994.

[23] X. Mao, Chenggui Yuan, Stochastic Differential Equations with Markovian Switching, Imperial College Press, London WC2H 9HE, (2006).

[24] X. Mao, C. Yuan, J. Zou, Stochastic differential delay equations of population dynamics, J. Math. Anal. Appl. 304 (2005) 296320.

[25] J. Miekisz, J. Poleszczuk, M. Bodnar, U. Forys, Stochastic models of gene expression with delayed degradation, Bulletin of mathematical biology, 73(9) (2011) 22312247.

[26] S-E A. Mohammed, Stochastic Functional Differential Equations, Research Notes in Mathematics 99, Pitman Advanced Publishing Program, Boston, MA, 1984.

[27] S-E A. Mohammed, M. K. R. Scheutzow, The stable manifold theorem for non-linear stochastic systems with memory. I. Existence of the semiflow, Journal of Functional Analysis, 205 (2003) 271305.

[28] S. Peng, G-expectation, G-Brownian motion and related stochastic calculus of Ito’s type, Stochastic analysis and applications, Berlin Heidelberg, Springer, (2007) 541-567.

[29] S. Peng, Multi-dimentional G-Brownian motion and related stochastic calculus under G-expectation, Stoch Proc Appl 118 (2008) 2223-2253

[30] S. Peng, Nonlinear expectations and stochastic calculus under uncertainty, 2010, preprint archive:1002.4546.

[31] Y. Ren, Q. Bi, R. Sakthivel, Stochastic functional differential equations with infinite delay driven by G-Brownian motion, Math Method Appl Sci. 36(13) (2013) 1746-1759.

[32] Y. Song, Properties of hitting times for G-martingale and their applications, Stoch Proc Appl 8(121) (2013) 1755-1770.

[33] A. Takeuchi, Joint distributions for stochastic functional differential equations, An International Journal of Probability and Stochastic Processes. 5(88) (2016) 711-736.

[34] R. Ullah, F. Faizullah, On existence and approximate solutions for stochastic differential equations in the framework of G-Brownian motion, European Physical Journal Plus, 132 (2017) 435-443.

[35] W. Wei, M. Zhang, P. Luo, Asymptotic estimates for the solution of stochastic differential equations driven by G-Brownian motion, Applicable Analysis, 3 (2017) 1-12.

[36] F. Wu, G. Yin, H. Mei, Stochastic functional differential equations with infinite delay: Existence and uniqueness of solutions, solutionmaps, Markov properties, and ergodicity, J. Differential Equations 262 (2017) 12261252.

[37] Y. Zheng, Asset pricing based on stochastic delay differential equations, Graduate Theses and Dissertations, (2015), [http://lib.dr.iastate.edu/etd/14433](http://lib.dr.iastate.edu/etd/14433)