Comparative Analysis in Execution of Machine Learning in Breast Cancer Identification: A Review
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Abstract. Carcinoma known as breast cancer is a significant common cancer among women worldwide. In line with the global trends, it accounts for many new cancer cases and cancer-related deaths, giving it a substantial public health issue in today’s culture. Early diagnosis is the most effective method to reduce the number of deaths in patients with breast cancer. Effective and early diagnosis of breast cancer ensure like mammography or biopsy to ensure the long-term survival of affected patients. Several conflicts arise in using traditional approaches, such as overdiagnosis or under-diagnosis. Machine learning is used to overcome the issues where it can strengthen the current conventional diagnosing of patients with breast cancer. The application of the classification method for diagnosing breast cancer is reviewed in this paper. Support Vector Machine (SVM), Naïve Bayes, K-Nearest Neighbour (KNN), Decision Tree, Artificial Neural Network (ANN), and logistic regression are six methods presented in the review. These techniques are integrated with conventional methods, often allow physicians to diagnose breast cancer effectively. In summary, machine learning improvises in diagnosing breast cancer in terms of accuracy, sensitivity, and specificity with excellent performance and quality of patients.

1. Introduction
Breast cancer is one of the leading cancers globally, affecting 2.1 million women every year and causes the largest number of cancer-related deaths among women [1]. Table 1 shows that breast cancer is one of the highest cancer-related cases that affect the whole USA populations. In 2017, 250,520 new female breast cancer cases were reported, and 42,000 died of female breast cancer. For every 100,000, 125 new female breast cancer cases have been reported, and 20 died of cancer [2]. In a total of the population in the USA, 15.18% of the population has breast cancer.

Table 1. Statistic of cancers at the whole USA in 2017.

| Cancer Type                        | Female Breast | Lung and Bronchus | Colon and Rectum | Corpus and Uterus, NOS | Thyroid | Melanoma of the Skin | Non-Hodgkin Lymphoma | Kidney and Renal Pelvis | Pancreas | Leukemias |
|------------------------------------|---------------|-------------------|------------------|------------------------|---------|----------------------|----------------------|------------------------|----------|-----------|
| Age-adjusted Rate                  | 125.1         | 49.4              | 32.3             | 27.2                   | 19.4    | 18.1                 | 15.2                 | 11.9                   | 11.3     | 10.5      |
Early diagnosis is one of the essential steps to take to reduce the mortality rate. Early diagnosis of carcinoma is essential to treat the disease quickly; therefore, it is necessary to develop techniques that may help physicians generate accurate diagnosis [3]. Detection of non-invasive carcinoma (ductal carcinoma in place, DCIS) shows a relative survival of affected women of > 94%.

2. Breast cancer

A breast is composed of three main parts: lobules, ducts, and connective tissue. Most breast cancers begin in the ducts or lobules. Breast cancer can spread outside the breast through blood vessels and lymph vessels. When breast cancer spreads to other parts of the body, it is metastasized [4].

There are two most common types of cancer: in situ (or non-invasive) and invasive. Non-invasive cancers stay in the breast in the milk ducts or lobules. They do not grow or invade normal tissues inside or outside the breast. Non-invasive cancers are sometimes referred to as carcinoma in situ (“in the same place”) or pre-cancers. Invasive cancers are those in which cancer cells migrate beyond the ducts’ basement membrane and lobules to the adjacent normal tissue. Most popular breast cancers are Ductal Carcinoma In Situ (DCIS), Lobular Carcinoma In Situ (LCIS), Invasive Ductal Carcinoma (IDC), and Invasive Lobular Carcinoma (ILC) [5]. IDC accounts for approximately 55% of the prevalence of breast cancer on diagnosis [6].

This one of the reasons why early diagnosis is essential. Early diagnose is to ensure all women to detect any anomalies in their breast to prevent severe cases. One of the most common methods used to diagnose cancer is mammography. Mammography is the best screening method that uses low-dose x-rays to detect tumors in the breast picture [7]. There are some setbacks in this diagnostic type, one of which is overdiagnosis[8]. Mammograms are the image that mammography creates. The mammograms are among the most complex diagnostic objects to understand owing to their low contrast and discrepancies between tissue forms. Significant visual clues to breast cancer include tentative signs of mass and calcification clusters [9].

Besides that, breast cancer Dynamic Magnetic Resonance Imaging (MRI) has appeared as a useful diagnostic method for detecting breast cancer due to its high sensitivity. It has shown a position where the results of traditional mammography techniques are inaccurate. MRI currently has a high detection sensitivity of breast cancer estimated as high as 94-100%. However, a lower specificity is estimated at 37-97%, best performed by mammography in specificity [10].

A biopsy is one of the conventional methods that are used to diagnosing breast cancer. Cell or tissue biopsy is required to provide a definitive diagnosis of potentially malignant breast lesions in the vast majority of patients. Core-needle biopsy (CNB) is currently known as the most widely used diagnostic procedure in the world. In contrast, fine-needle aspiration biopsy (FNAB) and surgical biopsy are less commonly used [11]. The purpose of the biopsy is to obtain diagnostic tissue while minimizing morbidity, restricting the possible spread of the tumour, and preventing interference with future treatments. Techniques that have developed to achieve these goals include open surgical biopsy, core biopsy, and fine-needle aspiration (FNA). Open (incisional) biopsy has long been the gold standard for soft tissue mass diagnosis, with a diagnostic accuracy of 94% to 99%.[12]. There is a drawback in using the biopsy method. A breast biopsy can cause architectural changes in the breast, such as scarring and tissue distortion [13].
The other conventional method used to diagnose breast cancer is using ultrasound. Ultrasound imaging is also an effective method for clinical diagnosis. The patient’s health risk is minimal, and procurement costs are comparatively minimal. Speckle is a common phenomenon in ultrasonic pulse-echo measurements. It occurs when a coherent source and non-coherent detector are used to interrogate a rough medium on the wavelength’s scale. Other ultrasound data properties that make visualization and registration difficult are noise inside organ, indistinct or blurred boundary, and signal drop-out [14][15]. By using this method may cause misdiagnosis or deficiency.

These drawbacks can be overcome by integrating with artificial intelligence or AI to reduce the risk of false alarm and overdiagnosis. AI refers to a field of computing dedicated to the creation of systems performing tasks that typically require human intelligence, branching off into different techniques [16]. Several variables are used to calculate the efficiency of the techniques/algorithm. Sensitivity and specificity are statistical measures of the performance of a binary classification test. In mammography, diagnosis sensitivity tests the proportion of real positive results that are correctly detected when it has cancer tissues. Specificity tests the proportion of negatives correctly showed when cancer is not present in the mammogram[17]. To achieve the required classification accuracy, which is expressed as the percentage of patients in the test set that were correctly identified. Besides that cut-off prediction between 0 and 1 had to be selected before any network output (ranging from 0 to 1) could be interpreted as a breast cancer relapse prediction [18].

3. Artificial intelligence and machine learning

Artificial Intelligence (AI) may be a general term that uses a computer to model intelligent behaviour with minimal human intervention [19]. Artificial intelligence is one of the innovations that helps many applications in the medical field. One of them is medical imaging, interpretation, and processing. Besides that, AI also contributes a lot to aided reporting, follow-up planning, data storage, data mining, and many others. Artificial intelligence also eases the health workers to diagnose the patients faster and exact results. Machine learning is an AI that allows computers to learn from the data without being explicitly programmed and has been extensively applied to medical imaging [16][20][21]. Figure 1 above illustrates the relationship between each category of subsets with artificial intelligence.

Numerous classification models in data mining domains are adapted to breast cancer diagnosis based on patients’ historical medical records [22]. Support Vector Machine or SVM is one of the classification models commonly used in a wide variety of applications. The usages are packed in SVM
and can-do face and speech recognition, face detection, and image recognition. SVM is one of the most useful algorithm dates to the 1990s. It is a mathematical, technological, and orthogonal transformation used to translate a set of observations of correlated variables into a collection of values of linearly uncorrelated variables [23][24].

The other classification algorithm that is universally used is Naïve Bayes. Naïve Bayes is a subset of Bayesian decision theory. It is called naive since the formulation gives some naïve suppositions. The text-processing capabilities of Python, which divide a document into a vector, are used. It can be used to find the text. Classifies can be placed in a human-readable form. It is a standard method of classification and conditional independence, over-fitting, and Bayesian methods [25]. However, few drawbacks exist in Naïve Bayes, which is an independent assumption among the features that are not practical in real datasets[26].

One of the simplest algorithms is the K-Nearest Neighbours Algorithm (KNN); it is commonly used in the predictive analysis [27]. When classifying, the basic principle of KNN is to make the closest neighbour instances in the form of a predefined vote on space. Then the new instance class is defined by the most common class of the nearest k neighbours. It is vital to choose the value of Ka Priori; various techniques have been proposed for selecting it, such as cross-validation and heuristics. To prevent tie votes, this value should not be a multiple of the number of groups [21].

Decision tree techniques have been widely used to build classification models. Such models closely resemble human reasoning and are easy to understand [28]. Decision trees, either classification or regression trees, are extremely appealing models for three reasons: they have an intuitive representation. The resulting model is easily interpreted and assimilated by humans. Second, decision trees are non-parametric models; no input is needed by the consumer and are therefore exceptionally good for exploratory information exploration. Finally, efficiency is degraded gracefully by increasing the size of training results [29].

One of the most universally used classification algorithms is an artificial neural network. Artificial Neural Network (ANN) has been widely applied in breast cancer diagnosis using distinctive features. The network can separate non-determined data into the different classes and calculate the probability of belonging to each class [10]. The architecture of the neural network is organized into layers composed of interconnected nodes. Each network node performs a weighted sum of the input data that is then transferred to an activation function. During the training point, weights are dynamically optimized. To improve the performance of traditional ANN when using with the deep architectures, the deep learning (DL) strategy was developed [16].

Besides that, logistic regression is one of the commonly used classification system types. The logit—the normal logarithm of an odds ratio is the fundamental mathematical principle that underlies logistic regression. The most straightforward instance of a logit is extracted from a contingency table of 2 by 2 [30]. Logistic regression works like linear regression, but with a binational response variable. It is easier to handle more than two explanatory variables simultaneously [31].

4. Application of machine learning algorithm in breast cancer diagnosis

There are several machine learning models used to diagnose and quantify breast cancer efficiency. In a study done by Maglogiannis et al. in 2009, they used SVM to diagnose breast cancer using datasets from fine-needle aspiration. The datasets are from Wisconsin Diagnostic Breast Cancer and as well from Wisconsin Prognostic Breast Cancer. The role of the diagnosis is to find the malignant and benign breast masses. The performance results show that, the optimized SVM has accuracy of 96.91%, specificity (up 97.67%) and sensitivity (up to 97.84%) [32]. Wang et al. did another similar study. In 2018 using a support vector machine-based ensemble algorithm for breast cancer diagnosis. The study implements the Weighted Area’s hybridization under the Receiver Operating Characteristic Curve Ensemble and with SVM. The model reduces the variance by 97.89% and increases accuracy by 33.34%, compared to the best single SVM model on The Surveillance, Epidemiology, and End Results (SEER) dataset [22].
In the early year 2014, a simple naïve Bayes used for diagnosing breast cancer by Kharya et al. shows 93% of accuracy [33]. In 2015 a study made by Karabatak used an improvised naïve Bayes to diagnose breast cancer. They used a weighted naïve Bayes classifier to overcome the drawbacks of original naïve Bayes, crisp classes assigned to the training data. The weighted naïve Bayes classifier shows obtain 99.11% sensitivity, 98.25% specificity, and 98.54% the accuracy values, respectively [34]. A performance comparison was made with Tree Augmented Naive Bayes (TAN), Boosted Augmented Naive Bayes (BAN), and Bayes Belief Network (BBN) by Bazila Banu & Thirumalaikolundusubramanian in 2018. The comparison study’s findings using Bayes classifiers such as Bayes network, BAN, and TAN are based on two parameters: patients with benign and malignant cancers [35]. Figure 2 below shows the comparison of classifier result of Bayes network, TAN and BAN.
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**Figure 2.** Comparative Results of Classifiers by Accuracy, Specificity and Sensitivity

In the year 2000, a research study by Sarkar & Leong shows an implementation of the K nearest neighbour algorithm to diagnose breast cancer. It produces the overall classification result 1.17% better than the best result known for this problem. These studies also say the limitation in using KNN, which is the requirement of enormous storage for storing a more extensive set of data [36]. A similar study was made by El-Baz in 2014 using a hybrid intelligent system-based rough set and ensemble classifier. The combined classifier is based on the KNN classifier [37]. A comparative analysis between K-Nearest Neighbor and Modified K-Nearest Neighbor Algorithm was made by Okfalisa et al. in 2017. The analysis concluded that the accuracy ratio was evaluated to find that the maximum accuracy of KNN was 94.95 %. The average accuracy during the test is 93.94 %, while the highest accuracy of MKNN being 99.51 %. The average accuracy during the test was 99.20 % [27].

A study in 2003 by Jerez-Aragonés et al uses decision trees for diagnosing breast cancer. In the paper put into effect a joint neural network and decision trees model for prognosis of breast cancer relapse [18]. Lavanya, in 2012 did a study about an ensemble decision tree classifier for breast cancer data. In the study, decision trees variants used was Classification and regression trees or CART. The classifier is further in comparison to the CART with Feature Selection Method and hybrid approach. It concludes that the hybrid approach produces the highest accuracy of around 95.96%, and the CART with Feature Selection Method has 94.72% accuracy; however, the CART itself has 92.97 accuracies. Those comparisons are made using the datasets of Breast Cancer Wisconsin (Diagnostic) [38].

Besides, the neural network has improved the breast cancer detection process to achieve reliable and efficient outcomes. Dheeba et al. in 2004 investigate a new classification method for finding breast deformities in digital mammograms using the PSOWNN (Particle Swarm Optimized Wavelet Neural Network). The specificity of the PSOWNN is 94.167%, sensitivity is 92.15%, and accuracy of 93.671% [39]. In 2015, a paper published by Bhardwaj & Tiwari used the Genetically Optimized Neural Network (GONN) algorithm for solving classification problems in diagnosing breast cancer.
Their proposed approach has a classification accuracy of 98.24%, 99.63% and 100% for 50-50, 60-40, 70-30 partition tests and 100% for 10 cross-validation [40]. Logistic regression also enhances or strengthens the performance of breast cancer diagnosis. In 2015, a paper published by Seddik & Shawky used the logistic regression approach to diagnose breast cancer. The built-in model has an average classification accuracy of 98.9% of the data set used, with a sensitivity and specificity of 98.5% and 99.1%, respectively [41]. A paper is done in 2009 by Chhatwal et al. used logistic regression model based on the national mammography database format to aid breast cancer diagnosis. The result shows that 90% specificity the sensitivity of the model is 90% [42].

| Classification Method | SVM | Naïve Bayes | Naïve Bayes | KNN | KNN | Decision Tree | Decision Tree | ANN | ANN | Logistic Regression |
|-----------------------|-----|-------------|-------------|-----|-----|---------------|---------------|-----|-----|--------------------|
| Hybridization/Optimized | Optimized | None | Weighted | None | Modified | CART with feature selection | CART | PSOWNN | GNNN | None |
| Specificity (%)       | 97.67 | Null | 98.25 | Null | Null | Null | Null | 94.167 | Null | 99.1 |
| Sensitivity (%)        | 97.84 | Null | 99.11 | Null | Null | Null | Null | 92.15 | Null | 98.5 |
| Accuracy (%)           | 96.91 | 93 | 98.54 | 94.95 | 99.51 | 94.72 | 95.96 | 93.671 | 98.24 | 98.9 |

Table 2 shows a comparison of the classification method and its specificity, sensitivity, and accuracy. Based on the comparison, we can assume that logistic regression does give the highest accuracy among all the classification methods.

5. Conclusion

In conclusion, many machine learning approaches can be used to diagnose breast cancer. Machine learning allows greater precision, sensitivity, and specificity to diagnose breast cancer, showing reliable performance through general. Different approaches may lead to enhance the diagnosis of breast cancer. One way is by hybridizing machine learning with other types of algorithms. This approach can lead to better and reliable outcomes. In future by hybridizing algorithm also can be implemented or integrated to unlock several algorithms that can be experimented, which allow doctors to obtain a complete result and solve the widespread problem faced during a breast cancer diagnosis.
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