ABSTRACT

Cells and cell like particles detection and segmentation are of significant interest to many biological and clinical studies. Traditionally, these tasks are usually performed by visual inspection, which is time consuming, labor intensity and prone to induce subjective bias between different people. These make automatic cell analysis protocols essential for large-scale and objective studies. In recent years, imaging technical has been significantly advanced following the great success by computer vision. In addition, these technologies enable the cross module microscopy analysis, and make the task of cell analysis extremely challenging. Over these decades, computer aided cell detection, counting and segmentation have evolved from earlier filter based methods to the state-of-art deep learning protocols. However, there are still few suitable frameworks that can process multiple source cell images at the same time. In this paper, we seek a different route and propose a novel efficient framework for robust cell analysis based on Long Short Term Memory Channeled Fully Convolution Neural Networks (LSTM-CFCN). The results demonstrates that our framework is able to perform most of cell detection, counting and segmentation tasks from different cell type, and it can also cover most kinds of microscopy images scenarios including dark field, bright field, pathological and electron images. We have perform substantial experiments on several benchmark datasets, the LSTM-CFCN achieves the highest or at least top-2 performance in terms of F1-score, compared with other state-of-the-art methods.
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I. INTRODUCTION

Crowded scene object detection and segmentation is an extremely time consuming and tedious task (especially in videos and images), and has attracted great attentions during the past decades. For biological scientists and clinical researchers, cells’ and cell like particles’ analysis are highest priority tasks for many studies, such as cancer region and cells detection in pathological images, high content and high throughput gene and protein expression analysis, cell morphology researches, molecular markers and phenotype quantification [1]. A efficient cell analysis protocol can reveal critical information that related with the cell physiological status and progress of disease infectious. Such as density estimation for sf9 cells can monitor the cells’ state of health. Especially in the progress of cancer detection, for invasion and immune response analyzing, cells migration and deformation in the level of quantity and quality are also play very important role [2].

Traditionally, the cells counting and segmentation tasks are usually performed manually, this leads to extremely tedious and prone to errors with intra- or inter-individual variability. Automated cell analysis has the benefit of reducing time consuming and labor cost, minimizing errors caused by different persons, furthermore it can improving consistency of results between individuals and clinics. To simplify the task and improve robustness, many scientists stain the cells prior to automatic counting [3], [4], however, this is not feasible for many applications (such as red cells and sf9 cell in bright field). Thus, there is a significant interest and great demand estimation for sf9 cells can monitor the cells’ state of health.
to analysis the position and area distribution of cell nuclei or cell like particles with high accuracy and performance.

With the great progress in object detection and recognition in computer vision community, researchers have developed many methods to perform the same tasks [5], [6]. However, these methods still cannot deal with irregular shape cells and only become effective on single cell category [4]. Moreover, cell analysis task is not simply a general object detection and segmentation in computer vision, which typically deals with extended objects, such as humans and vehicles assistant. In the past decades, developments of machine learning technology promote amounts of supervised learning methods for solving this problem, for example, R-CNN, Fast R-CNN, Faster R-CNN and FCN have become the state of the art algorithms for the extended object detection problem, but most methods can only deal with specific kinds of cells, and can not easy to transfer to small object localization [7]–[11].

In this paper, we consider 3 challenges in the application of deep learning method to cell image analysis: (i) cell detection with point labeled images, (ii) detection of cells or cell like particles from different scales, (iii) jointly of cell detection and segmentation. Particularly, based on these challenges, we introduce a novel multi-task cell analysis framework based on the fully convolution networks. The major contributions are as follows:

- We propose a novel framework for jointing detection, counting and segmentation of extended types cells or cell like particles by using global to local information and their fusion results.
- We proposed an LSTM-CFCN network structural to process the multi-scale images combined with adaptive Gaussian filling mapping protocol to establish a point labeled training process, followed by a NMS processing, we achieve the cells detection and counting.
- We propose a Conditional Random Field (CRF) smoothing protocol for the output of LSTM-CFCN, after several iteration steps on these datasets, it finally accomplish the image level segmentation for the multiple scale cells.

The remainder of this paper is organized as follows. Section II describes related works and Section III describes the materials and proposed method with experiments designing. Experimental results and discussions about the advantages and limitations are given in Section IV, as well as future research directions. Conclusions are drawn in Section VI.

II. RELATED WORKS

Nucleus analysis has attracted many research interests. Most existing methods for this task can be classified into the following categories: non-learning methods including thresholding, morphological operations, region growing, level sets, and graph-cuts. Learning methods give priority to supervised learning include SVM, random forests and deep learning-based methods. Unfortunately, the aforementioned methods commonly focused on specific images or cell types. Furthermore, there is a substantial interest in development of a method that is not dependent on specific images and capable of detection across a wide range of cell/particle types. These methods are reviewed as follows:

A. LOW LEVEL FEATURE BASED CELL ANALYSIS METHODS

Before deep learning stage, many cell analysis methods have been proposed, and most of them are based on segmentation strategy, a comprehensive review can be found in [12]. Traditionally, the basic image process protocol such as image thresholding, feature selection, image morphological, deformable model and region growth method have been used for the cell analysis. A popular choice is Laplacian of Gaussian filter, it treat the cell as a blob to detect the center, besides this, some texture properties have also been used for the same task [13], [14]. All of the aforementioned methods are following the “hand crafted feature”+“classifier” baseline, such as Sobel operator, SIFT, HOG LBP, and etc [15]–[17].

Besides these, one of the common used to detect markers is DT based methods, which assigns each pixel with the distance to the nearest feature point [3]. Park proposed an improved UE operation to exploit a noise-robust measurement of convexity as the stopping criterion for erosion [18]. HIT is also a popular method based on the morphology operation [19]. Compared with DT using all minima as markers, HIT can remove spurious local minima caused by uneven object shapes or noises and generates correct markers. The MSER detector is also used to locate blob objects. Lu have applied this strategy to nucleus detection in Pap smear microscopy images [20], [21]. However, these criteria require empirical selection of the parameter values, which might limit the algorithms applications.

Filter-based methods are usually correspond to the central regions of nuclei or cells in microscopy images. Cosatto proposed detection of cell nuclei using Difference of Gaussian (DoG) followed by Hough transform to find radially symmetrical shapes [13], [22]. Wang proposed a novel filter based on nonlinear transformed sliding band filter which performs well in inset cells images [23]. However, these methods can not be applied to clumping and overlapping cells.

B. LEARNING BASED CELL ANALYSIS METHODS

Supervised learning based methods have attracted much attention for depicting the complex nature of pathological processes from images, especially on histopathology. These methods are mainly classified into two categories, the shallow learning methods and deep learning methods.

For the shallow learning methods, Su applied a binary SVM classifier to automatic mononuclear detection in isolated single muscle fiber fluorescence images [24]. Mao proposed a supervised learning method for nucleus detection and segmentation in bladder cancer images [25]. Random forest is another popular method due to its fast training and testing, and fair error tolerance in training data [26]. Mualla applied a random forest to cell detection in microscopy images [27]. Gall have introduced a general object detection algorithm,
namely Hough forests, which constructs discriminative class-specific part appearance codebooks based on random forests that are able to cast probabilistic votes within the HT framework [28].

For deep learning-based models, especially CNN [29], have attracted particular attention for applying to the problem of cell counting and detection recently [30]–[32]. Different from SVM and random forests that rely on hand crafted features for object classification, CNN can automatically learn multi-level hierarchies of features that are invariant to irrelevant variations of samples while preserving relevant information [31], [33]–[35]. However, the networks were trained to perform in well-controlled environments, with clean background and little cell overlap on synthetic images. Shelhamer proposed an end-to-end FCN [36], [37] method to classify the pixels at image level so that to solve the semantic segmentation problem at pixel level, and can accept any size of the input image by using the deconvolution layer to the last convolution layer. The feature map is up-sampled so that it returns to the same size as the input image. A prediction can be made for each pixel while preserving the spatial information in the original input image, and finally classify the pixels. Xie proposed a FCN-based method to predict counting numbers in RPE cells, and get an ideal result [31].

III. METHODS

A. OVERVIEW

In the proposed framework, we take the multi-task scenario into consideration. We combine cell detection and segmentation into one scheme at pixel level to scale the whole images, and choose a recurrent neuron networks encoder followed by fully convolution networks structure combined with deconvolution part to keep the patches’ sequence and integration of the whole image. Each channel of the FCN can extract the total features of a sequential patches separately and concat them into a whole image. Finally, we evaluate the results on multiple source image data sets. Details are illustrated in Figure 1. The total scheme can be divide into 3 parts as follows:

In step 1, we mainly focus on the training data preparation. We designed a Gaussian kernel to fill the dot label cell images, in this way the cell mask was then generated for the networks training. In step 2, we design a recurrent neuron network(RNN) patches sequence encoder and a stack channel fully convolution network (FCN) model to perform the cell feature extraction. The aim of RNN model is to encode the patch sequence into an integrated image. For each image patch, a parallel deep neural networks which share the weights of layers is employed for cell heat map generation, in this part, Deconvnet model is employed to learn the target heat maps. According to the RNN sequence encoder, we integrate the whole images in this step for the following detection and segmentation tasks. In the third part, our aims is to detect the target cells and perform the cell body segmentation jointly. For the cell detection part, after heat map generation, a non maximal suppression method is employed for local maximal searching, which is assumed the center of each cell. For the cell body segmentation, we choose conditional random field model to smooth the heat map area to generate the accurate results.

To verify the proposed pipeline, we choose four types of cells image data, including pathologically stained whole slide images, confocal microscopy retinal cell images, insect cells under bright field microscopy, and pancreatic vesicle cells under projection electron microscopy. For each dataset, the accuracy of detection and segmentation will be listed and compared with the traditional and deep learning methods.

B. DATA SETS

In this paper, we choose four types of cell datasets: (1) breast cancer pathological cells image, (2) insect cells image, (3) vesicles images, (4) retinal cell images. A multiple scale form of these images are listed in Figure 2. To cover the source scope of cell data, breast cancer pathological cell image dataset is sampled from the public Camlyon 17 dataset, retinal cell images is download from the biological image center of UCSB. Others are prepared by ourselves in biology lab. All of these datasets are labeled manually by biological scientists, and more descriptions are as follows:

Breast pathological cells image dataset

The hematoxylin and eosin (H&E) stain is commonly used to screen abnormal cells in pathological researches and clinical diagnosis. It induces sharp blue/pink contrasts across various (sub)cellular structures and it is applied across many different tissue types [38], [39]. In this part, Camlyon 17 dataset is choose as the template, the region contains normal and cancer cells are selected manually, and then the testing and training sets are labeled manually by biological scientist.
Insect cells image dataset
There are four type insect cell lines commonly used for application, which support various levels of expression and differential glycosylation with the same recombinant protein [40]. We chose the most widely used cell type Sf9, a clonal isolated from the Spodoptera frugiperda cell line IPLB-Sf21-AE, as the host cells. In this paper, all of the training data is collected from bright field microscopy and labeled.

Vesicles image dataset
Vesicles Slices are generated from a human pancreas cell and stained for electronic microscope (EM) imaging. Focused ion beam scanning electron microscopy imaging of our samples are performed. Briefly, the block face was imaged using an electron beam with an acceleration voltage of 3 keV, a current of 2.75 nA, and a dwell time of 15 µs/pixel. We used to remove the 50-nm-thick for the next slice imaging. As a Z-stack image dataset, collector manually labeled as our training and testing sets.

Retinal image dataset
The retinal images datasets are collected by confocal imaging from a 100-µm-thick retinal tissue section for the purpose of understanding the mechanism of the loss and recovery of vision caused by retinal detachment and reattachment [41]. The cells density of photoreceptor has been prove to be close relation with retinal detachment and reattachment [41]. Images dataset used in this paper are from datasets of Retinal Cell Biology Laboratory in Neuroscience Research Institute of University of California [41].

C. TRAINING DATA PREPARATION
1) CELL IMAGE PREPPOSSESSING
Biomedical images collected from microscopy are with multi-scale and large size, such as the pathological images from Camlyon17 is up to 2Gb per image. Most of these data cannot be fed into the network directly. We need to split images for several steps’ processing. Firstly, active sample mining is performed by the OSTU algorithm to extracted the region of interest(ROI) in the whole images, which can remove the background in the original data. We select the high availability area and took the foreground area as large as possible. Then, based on these ROIs, biological scientists label the cell center with dot manner for preparing the training data.

2) MASK GENERATION
In practice scenario, biological scientists usually label the large number of cells use the dots to mark for each cell nucleus, this seems possible for making image-level annotations. Whereas, this manner cannot cover all of the nucleus’ area accurately and efficiently, such as in cell segmentation tasks. With the case of less labeling or incomplete information, we propose a cell area filling process to automatically expand the point label to achieve full cell region mark with weakly supervision. In this situation, we assume that the morphology of the cells is circular, and extend the marker to a circular area based on the size of cell. The cells is filled by a rounded convex region whose radius is near to the cells [4]. Finally, a Gaussian pixel filling protocol is employed to cover the circular area. See figure 3, and the formula 1 describes the
a biological image usually have to be spliced into thousands of patches, and cells are separated in each of them.

In order to merge these patches into a large integrated image, we proposed a LSTM labeled stack channel FCN scheme to accelerate the processing speed and keeping the integrity of result generation, see figure 4.

In this scheme, we use LSTM network to get a fixed-length feature representation for the whole image feature sequence [42], [43]. The channel FCN block and the LSTM block perceive the same patch input in two different views. The channel FCN block views the patch sequence as a univariate time series with multiple time steps. If the it receive N patches, the channel FCN block will receive the data in N time steps. Contrarily, the LSTM block in our frame work receives the input patch sequences as a multivariate time series with a single time step that accomplished by the dimension shuffle layer.

At the same time, the image path sequence are then fed into a stack channel FCN pipeline to perform the cell feature extraction process, details are shown in figure 6. We choose the same structural for each FCN channel to output the probability map with the same size to input image, and indicating the class probability of each pixel. In the convolution part, it has 13 convolution layers, rectification and max pooling are performed between convolutions, and for imposing the class-specific projection, 2 fully connection layers are employed for augmenting. In the deconvolution part, it is a mirror edition of the convolution side, and has several unpooling, deconvolution and rectification layers, which enlarge the activation size with the combination of these layers. Simultaneously, the input image and the target density maps can be connected in the form of end to end. See figure 6.

E. LSTM-CFCN MULTI-TASK LEARNING

As it is stated in the section C, the center of each cell is labeled as dot, the ground truth of cell count for sequent patch i is the total number of labeled dots. In part 2 of section B, we define the counting ground truth density $P^0_i(p)$ for each pixel $p$ in the ith sequent patch as a 2D Gaussian kernel covering area centered at the doted point, as follows:

$$P^0_i(p) = \sum_{d \in A_i} N(p; x, \delta),$$

where, $x, y$ donate the location of labeled dot in the cells center, $\sigma_1, \sigma_2, \mu_x, \mu_y$ is the variance and mean value respectively, and $\rho$ is a constant located in the interval (-1, 1). The two-dimensional Gaussian kernel function $f$ is used to filling the dot labeled images with centered by the label coordinates, and the final aim is to generate a target density map by filling all-zero image. In this way, the average diameter of the cells obtained by analyzing the image to estimate the average cell diameter. Firstly, we transform all values and scale them into 0-1 to make sure the probability of the center point is 1. In addition, the relatively small value of the core is compressed to the same level as the background by a threshold. The marker thus constructed can well optimize the confidence probability of the kernel, and the further away from the kernel with lower probability. Under the situation of bright field cell images, the cells exhibit rounded circle with a blank, we used a reverse Gaussian filter to filling and adjust this area.

D. NETWORK ARCHITECTURE DESIGN

Generally, the content of a high resolution biomedical image can up to 2Gb, and cells in these images usually locates at a small part of area. As an multiple tasks frame that consisted of object detection and segmentation, most of the model can not cover cell and cell like particles under multi-scale sub-sampling process. This means all of the model have to be trained on the ground scale to perform these tasks. This make
where $A_i$ is the set of annotations, $x$ is the pixel of annotation and $\delta$ is the parameter of Gaussian kernel decided by the heat map. The Channel FCN aims to estimate the density map of each cell and the LSTM block is to estimate the relative global cell count for each sequent patch. These two blocks a jointly achieved by end to end training protocol of whole LSTM-CFCN network. Finally the cell density is predicted form the feature map generated by the deconvolution part, here we employ euclidean distance to measure the difference between the detected density map and the ground truth. So our loss function is defined as follows:

$$L_A = \frac{1}{2N} \sum_{i=1}^{N} \sum_{p=1}^{P} \| F_i(p; \Theta_{FCN}) - F_i^0(p) \|^2,$$  \hspace{1cm} (3)

where, $N$ is the batch size, $F_i(p)$ is the estimated cell density map at pixel $p$ in the $i$-th sequential patch, and $\Theta_{FCN}$ is the parameter of CFCN.

For the second task, global cell detection from reality whole images, which is learned from the LSTM block. Its total loss function including two parts: (i) basic cell counting: the integration of the heat map for the relative whole image; (ii) residual cell counting: learned by the LSTM layers. To achieve the final aims, a sum of these two part to get the estimated cell counting results:

$$R_i = C(F_i; \Gamma, \Phi) + \sum_{p=1}^{P} F_i(p),$$  \hspace{1cm} (4)

where, $C(F_i; \Gamma, \Phi)$ represents the residual count, $F_i$ is the estimated heat map for the sequential patch $i$, $\Gamma$ is the LSTM parameter to be learned, and $\Phi$ is the parameters of the fully connected layers. Here we choose the same hypothesize on the optimization protocol with [44]. The loss function of the global cell count is:

$$L_R = \frac{1}{2N} \sum_{i=1}^{N} (R_i - R_i^0)^2,$$  \hspace{1cm} (5)

where, $R_i^0$ is the ground truth in the $i$-th image patch, $R_i$ is the estimated cell number of the same patch. Then the total loss function for the LSTM-CFCN is defined as:

$$L = L_A + \xi L_R,$$  \hspace{1cm} (6)

where $\xi$ is a weight of global cell counting loss, and to be tuned for the best accuracy. Simultaneously, each task can be trained with fewer parameter to achieve a better training process. In the network, we use batch-based Adam optimizer and backpropagation to optimize the total loss function. Finally, our proposed LSTM-CFCN can process different input cell images with multiple scale and achieve a robustness for different field scenes.

Algorithm 1 Fine-Tuning Algorithm

1: for $i < T$ do
2:    new_model_weights $\leftarrow$ initial_model_weights;
3:    Train$_{phase}$(model, initial$_r$, batchsize);
4:    initial_model_weights $\leftarrow$ new_model_weights;
5:    $i \leftarrow i + 1$;
6:    initial$_r$ $\leftarrow$ updateLR(initial$_r$, $i$);
7:    batchsize $\leftarrow$ updateBatchsize(batchsize, $i$);
8: end for

F. MODEL FINE-TUNING

To make sure our framework suitable to various kind of cell image data set, a transfer learning strategy is employed for the knowledge learned from one large dataset can be reused when training another dataset, such that the domain of these four kind of data have some similarity with each other [45]. For the multiple tasks framework, we split the training procedure into two distinct phases. In the initial phase, the optimal hyper parameters are trained on the pathological data set for the initial model, and then we apply the fine-tuning to this initial model. we iterate the transfer learning procedure in the fine-tuning phase using the original dataset step by step based on the previous model weight, and the learning rate is halved at each iteration step. Furthermore, we also halved the batch size once every alternate iteration with the initial learning rate $1e^-4$ and batch size is 32. This procedure is repeated T times, where T is a constant, generally set as 5 in our framework.

G. POST PROCESSING

In step 3, we construct 2 blocks for cell detection and segmentation separately. In the cell detection block, the density map is fed into a Non-Maximum Suppression (NMS) module to screen the cell location. In this paper, the NMS is used to detect the local maximal value, the local maximal is assumed.
the cell center, and details of the NMS is listed in Algorithm 2. In this block, the cell detection task is performed directly from the heat map of LSTM-CFCN by using NMS on the ground scale of the input images that can make sure all of the original location of each cell being located.

In the cell segmentation block, we intend to achieve a coarse to fine segmentation task by integrating into our framework the fully connected CRF model to overcome the limitations of short-range CRFs [46]. We adopt the following energy function

$$E(x) = \sum_i \theta_i(x_i) + \sum_{ij} \theta_{ij}(x_i, x_j),$$

(7)

where,

$$\theta_i(x_i) = -\log P(x_i),$$

$$\theta_{ij}(x_i, x_j) = \mu(x_i, x_j) \sum_{m=1}^{K} \omega_m \cdot k^m(f_i, f_j),$$

$$\mu(x_i, x_j) = \begin{cases} 1 & x_i \neq x_j; \\ 0 & \text{otherwise}. \end{cases}$$

where $x$ represents the pixels assigned label, $\theta_i(x_i)$ is unary potential, and $P(x_i)$ is the output of DCNN represents the probability of label assignment at the position $i$, $\theta_{ij}(x_i, x_j)$ is pairwise potential. In this part, the pair term is omitted for the model’s factor graph is fully connected. The feature $f$ is extracted for pixel $i$ and $j$, and $\omega_m$ weighted Gaussian kernels $k^m$, details are as follows:

$$\omega_1 \exp(-\frac{\|p_i - p_j\|^2}{2\sigma_a^2}) - \frac{\|I_i - I_j\|^2}{2\sigma_p^2}) + \omega_2 \exp(-\frac{\|p_i - p_j\|^2}{2\sigma_y^2}),$$

(8)

in which the first kernel depends on pixel color intensities $I$ and pixel positions $p$, whereas the second kernel depends on pixel position only and the parameters $\sigma_a$, $\sigma_p$, and $\sigma_y$ control the scale of these kernels.

### H. EVALUATION METHODS

1) EVALUATION OF CELL DETECTION AND COUNTING

We evaluate the cell detection and counting results by using the traditional protocol employed in [4], [23], [47], [48]. We compare the results from the proposed LSTM-CFCN framework and other state of the art methods. The performance of detector is evaluated by error criterion according to the following:

$$ER_1 = \frac{1}{N} \frac{CD - GT}{GT},$$

(9)

$$ER_2 = \frac{1}{C} \frac{1}{N} \frac{MD - AV}{AV},$$

(10)

$$AV = \frac{1}{C} \sum MD.$$  

(11)

where, $ER_1$ represents the absolute relative Error Rate of the cell detection block and $ER_2$ represents the absolute relative Error Rate of manual counting. $N$ is the image number of the testing set and $C$ represents the number of lab collaborators who count cells. We manually labeled the cell number as the Ground Truth ($GT$), and the results detected by the cell detection block is defined as Cell Detected (CD). Average number (AV) is the average number of manual counting according to all of the validating dataset. To test the counting effectiveness, we choose some lab collaborators manually detected cells in the images to compare with our cell detection blocks, and the Manual Detected results is defined as $MD$.

For the comparison, we defined that only the detected centroids lie inside the cells are considered as correct one. The results of our framework and other methods are reported in terms of recall, precision and f1-measure values as follows:

$$Recall = \frac{TP}{TP + FN},$$

(12)

$$Precision = \frac{TP}{TP + FP},$$

(13)

$$F1 = \frac{2PR}{P + R}.$$  

(14)

2) EVALUATION OF CELL SEGMENTATION

For the cell segmentation part, we evaluated the segmentation performance by using Quelhas’ methods in [47]. In this part, to get a hand craft ground truth, we use the Kc167 cell data [47] to evaluate the performance of cell segmentation. We map each detected cell body $C_i$ to fit the ground truth $GT_m$. $F_\beta$ score is used as the coverage measure according to the following:

$$F_\beta(C_i, GT_m) = \frac{(1 + \beta^2)p(C_i, GT_m)r(C_i, GT_m)}{p(C_i, GT_m) + \beta^2r(C_i, GT_m)},$$

(15)
where, \( p \) and \( r \) represents precision and recall respectively as follows:

\[
p(C_i, GT_m) = \frac{C_i \cap GT_m}{C_i},
\]

\[
r(C_i, GT_m) = \frac{C_i \cap GT_m}{GT_m},
\]

where \( \beta \) is a parameter for \( F_\beta \) score. In our experiments, we choose \( F_1 \) as it is in cell detection part.

### IV. RESULTS AND DISCUSSIONS

#### A. NETWORK TRAINING

All experiments and test bed are carried out on a PC (Intel Core(TM) i9, 12 cores, 2.90GHz processor with 32 GB of RAM) and a NVIDIA GeForce GTX 1080 Graphics Processor. The software implementation is performed using Tensorflow+Keras. During implementation, as Figure 4 and Figure 6.

The proposed models have been tested on all the 4 kinds of data sets, in this part we divided each data set into two parts, 80% and 20% for training and testing, and data augmentations is applied on these data sets. To make sure the stability of the network parameters, the CFCN block is kept constant throughout all of these experiments. We choose the optimal number of LSTM cells by using hyperparameter search within the range from 8 cells to 128 cells. Concerning about the scale of input pathological images and processing efficiency, we finally choose the N with 8 cells. Training epochs' number is generally kept constant at 2000, but the model requires a longer converge time when it confront the pathological dataset for the image is too large. Whereas, some of the feature sequence can be very long and lead to the training become a frustrated process for the reason that there are no enough memory. When the feature sequence is longer than 5000, a random sampling is employed to summarize the sequence. Furthermore, a truncated back propagation through time technique is also applied to the LSTM model for training [49]. Initial batch size is 128, and it is halved in each successive fine-tuning iteration. All of the models are trained using the Adam optimizer with the starting learning rate 1 - 3 and the final learning 1e - 4, and it is reduced by a factor of \( \frac{1}{\sqrt{2}} \) every 200 epochs of no improvement in the validation score, until the final learning rate is reached.

After the CFCN is fine-runed, we cross-validate the CRF parameters by using default values of \( \omega 2 = 3, \sigma \gamma = 3 \) and we search for the best values of \( \omega 1, \sigma \alpha \) and \( \sigma \beta \) by cross-validation on 100 images from the testing dataset. An coarse to fine searching protocol is employed for find a suitable CRF parameters, we choose the initial search range are \( \omega 1 \) and \( \sigma \beta \) from 3 to 6 with step 1, \( \sigma \alpha \) from 30 to 100 with step 10.

#### B. RESULTS OF CELL DETECTION

The qualitative cell detection of LSTM-CFCN is shown in figure 7, we apply the framework to carry out cell counting task on these four kinds of data sets. For the cell detection task, our aim is to find the center of each cell and calculate the number of these locations. Here we select several results as an indication about the cell detection process and results. As shown in figure 7, we firstly use the LSTM-CFCN generate a suitable heat-map of the cell image, this is indicated in the second column of figure 7, and then a 2D non-maxmal suppression method is employed for the final cell center detection, as shown in the third column, most of the nuclei are labeled accurately by our method. In this part, for a better comparison, we change the CFCN part with CNN based method such as ResNet50, VGG 16 and U-Net, and these methods are state-of-art in object detection and image segmentation, a traditional LoG methods and SSAE are also used for the comparison [50]–[55]. The prediction recall and F1-measure are used to compare proposed detection methods with the others. Some experimental results are listed in 1.

We chose SSAE, ResNet50, VGG 16 and U-Net as the final test bed, each of these model is performed based on the same training and testing data. Totally speaking, see Table 1, our method and U-Net get better results for these 4 kinds data, and the proposed LSTM-CFCN method get the top-3 precision and F1 score. For pathology image, it contains several cell types, and SSAE get a higher result, because this method is designed for pathological images [51]. VGG16, ResNet50 and U-Net get relative lower in precision and F1 score for the limitation of training set. Insect cells, Retinal and Vesicles have relative pure cell component, for these data set deep learning based method exhibited a better
TABLE 1. Results and comparison of cell detection.

| Dataset    | Methods      | Precision(%) | Recall(%) | F1    |
|------------|--------------|--------------|-----------|-------|
| Pathology  | LoG          | 13.7         | 42.7      | 20.7  |
|            | SSAE         | 80.2         | 83.7      | 81.9  |
|            | VGG 16       | 67.2         | 66.1      | 66.7  |
|            | ResNet 50    | 73.6         | 68.7      | 71.1  |
|            | U-Net        | 77.5         | 69.4      | 73.2  |
|            | LSTM-CFCN    | 90.0         | 90.9      | 90.4  |
| Insect cells| LoG          | 18.7         | 12.6      | 15.1  |
|            | SSAE         | 70.6         | 73.1      | 71.8  |
|            | VGG 16       | 83.4         | 87.9      | 85.6  |
|            | ResNet 50    | 85.2         | 77.3      | 81.1  |
|            | U-Net        | 87.4         | 85.1      | 86.2  |
|            | LSTM-CFCN    | 90.2         | 94.4      | 92.3  |
| Vesicles   | LoG          | 11.2         | 92.4      | 20.0  |
|            | SSAE         | 69.5         | 71.9      | 70.7  |
|            | VGG 16       | 84.7         | 90.5      | 87.5  |
|            | ResNet 50    | 88.3         | 82.1      | 85.1  |
|            | U-Net        | 90.6         | 87.9      | 89.2  |
|            | LSTM-CFCN    | 91.7         | 90.2      | 90.9  |
| Retinal    | LoG          | 9.1          | 32.8      | 14.2  |
|            | SSAE         | 53.6         | 60.1      | 56.7  |
|            | VGG 16       | 76.2         | 71.8      | 73.9  |
|            | ResNet 50    | 75.4         | 78.1      | 76.8  |
|            | U-Net        | 82.5         | 81.8      | 82.1  |
|            | LSTM-CFCN    | 82.6         | 83.3      | 82.9  |

performances than SSAE. ResNet, VGG and U-Net are the popular architecture for the cell detection tasks, and get a relative higher accuracy on these dataset. Our proposed framework can get a better results on these cells, but for the retinal cells data, which contain lots of density packed cell, and these cells usually crowded together and cannot be discriminated clearly, the total precision of our method is lower than that in the other data.

We have proposed a manually counting comparison protocol in [4], and this method can highlight the performance of automatic cell counting task from a scientists point of view. Take the scale and labor intensity together into consideration, we have also compare the Error Rate (ER) which is used as an evaluation indicator to compare human counting with our proposed framework at all of these data sets. The results is shown in figure 9. Because of the biomedical image from these four dataset contains multi-scales information, we hence randomly chose 4 scales from these dataset, and 25 patches for each scale to evaluate the error rate of our proposed method and manually counting results. The scale are chose by the discrimination of single cells, scale 1 is from 0 to 25th patches with the fewest cells in each patches, and scale 4 is from the 75th to 100th patches and contains most amount of cells. For pathological images, our lab scientist' error rate is about lower than 5% when the cell number is less than 80 per patch, the manually error rate exhibits a rise up trends with the images amount increase, this is caused by the scientist's personal problems with increased labor intensity and lack of concentration. When the cell number increase such as in the fourth scale, the manually error rate is higher than 10%, on this situation, our proposed framework still keep it around 10%. Here we see a error rate fluctuation of our framework in these four data set, this is caused by the image’s noise on staining differences, uneven lighting intensity and blurred cell boundaries. The lowest and stable changes error rate is from insect cells for the reason that cell density is diluted into a degree of identification for light field microscopy. For retinal cell counting, manually counting lead to a most unstable exhibition from scale 1 to scale 4, for the reason that the cell is with density packed and even can not distinguished with vague edges. Under this situation, our lab scientist can not get a clearly counting results, and our framework can keep a stable error rate at 15% 18%. This results demonstrated that when the training set and cell number is large, our proposed methods can keep a stable error rate, and it can handle a large scale cell detection task when it confront the multiple scale whole scan slice pathology images.
C. RESULTS OF CELL SEGMENTATION

For the cell segmentation problems, most of the state-of-art methods are suitable for only specially kind of cell type and will get a low accuracy when it confront a distinct data set. We proposed a jointly segmentation method based on a CRF smooth manipulation after the detection task follows the heat map of the network output. We have listed the comparison result on heat map generation with FCN and U-Net, see figure 8, Column 1 to column 3, represents origin image, ground truth, LSTM-CFCN outputs without CRF. Column 4 to column 6 represents LSTM-CFCN+CRF with 1 times iteration to 15 times iteration. After CRF smooth on CFCN,
we can get a better results than U-Net and FCN on the same data set, see the fourth column in figure 8. FCN and U-Net need pixel label and end to end model training, here we choose the same training protocol with our framework, the results shows CFCN+CRF can better adapt the edge of the cells.

Segmentation results is shown in figure 10. Here we listed the source image, LSTM-CFCN outputs and 3 CRF smoothed results, which indicates that the proposed framework can get a proper cell segmentation by the CRF block after sever iterations. In this part, we make a separated channel to test the boosting effect of CRF block, the results shows that this block can get a better segmentation.

For a benchmark level comparison, we choose the Kc167 cell line images dataset from the Broad Institute’s Imaging Platform, the ground truth and source image is listed in the first column of figure 11. This dataset is designed for cell detection and segmentation tasks, and divided into cell nuclei and cell cytoplasm separately. We use VGG16, ResNet50, U-Net and our proposed LSTM-CFCN as comparison test bed. During the training phase, we make a data augmentation such as rotation and reversal, a fine tuned protocol of the pre-trained network is also employed to get a better result as much as we can. Table 2 is the segmentation results on this dataset, our proposed method can reach a better result as much as we can. Table 2 is the segmentation results of Kc167 cell line images dataset.

| Cell Type        | Methods    | Precision(%) | Recall(%) | FT  |
|------------------|------------|--------------|-----------|-----|
| f9620 Cell Nuclei| VGG16      | 72.1         | 64.3      | 67.9|
|                  | ResNet50   | 71.6         | 66.7      | 69.1|
|                  | U-Net      | 77.8         | 71.3      | 74.4|
|                  | LSTM-CFCN  | 88.4         | 74.7      | 81.0|
| f9620 Cell Cytoplasm | VGG16      | 54.3         | 28.7      | 37.6|
|                  | ResNet50   | 49.7         | 32.1      | 39.0|
|                  | U-Net      | 55.7         | 31.6      | 40.3|
|                  | LSTM-CFCN  | 46.9         | 36.4      | 40.9|
| A9 Cell Nuclei   | VGG16      | 69.1         | 63.4      | 66.1|
|                  | ResNet50   | 66.7         | 67.2      | 66.9|
|                  | U-Net      | 74.4         | 73.3      | 73.8|
|                  | LSTM-CFCN  | 77.1         | 72.4      | 74.6|
| A9 Cell Cytoplasm| VGG16      | 43.2         | 36.7      | 39.7|
|                  | ResNet50   | 45.6         | 41.2      | 43.3|
|                  | U-Net      | 53.6         | 49.8      | 51.6|
|                  | LSTM-CFCN  | 61.2         | 52.8      | 56.7|

V. CONCLUSION
In this paper, we proposed a LSTM-CFCN framework to establish a multi-task cell analysis platform, and jointly achieve the cell counting, detection and segmentation tasks in variety of medical images. We tested the proposed method on four kinds of cell datasets, and results shows the method performs well. A validation of segmentation on Kc 167 cell line demonstrates that the proposed framework can get a relative higher result than the traditional method and CNN based method. Therefore, our experimental result show that the proposed framework can cover most scenario of microscopic cell datasets from light field, dark field, multi-scale and electrical microscopy. For the disadvantages, our proposed framework can be restricted by the morphology of cells, and we can not handle the cell lines with irregular morphology, this is because of the label manner is only by the way of Gaussian filling protocol. Furthermore, the use of the Gaussian kernel is a significant limitation of the model for many other tasks such as irregular cell types. In the future, our aim will focus on multi-scale feature extraction and fine-tune the structure of the proposed networks that would allow improved performance on prediction.
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