Abstract— Edge computing has become a prominent computing strategy as mobile devices and Internet of Things (IoT) became popular in the last decade where cloud computing proved partly insufficient meeting the computational requirements of these devices/applications. Unlike cloud, edge computing can provide low latency in communication, high quality of service, and support for high mobility. Connected and autonomous vehicles scenarios can be considered as an important application field for edge computing as these are the key requirements to implement a vehicular network. In this paper, we aim to present a remedy to one of the crucial problems in vehicular networks: efficient RSU placement by addressing network coverage and computational demand. We propose an RSU placement framework for generating placement models based on traffic characteristics of a target area. Our work differs from previous studies in that we focus on both communication coverage and the computational demand aspects simultaneously. The proposed framework in this study can be used by infrastructure providers for designing an efficient RSU placement while building a smart city. Moreover, our work includes extending capabilities of a simulation framework designed for edge computing scenarios. To demonstrate the effectiveness of our proposal we evaluated the performance of various placement models in realistic settings.
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I. INTRODUCTION

With the increasing popularity of mobile devices and Internet of Things (IoT) during the last decade, cloud computing had been leveraged to solve the problem of making complex computations with limited device resources by provisioning remote computing and storage resources. Edge computing, on the other hand, was suggested as a new computing paradigm when the limitations of the centralised data centres started to emerge. Satyanarayanan et al. describe these limitations as long WAN latencies and bandwidth-induced delays [1]. Because of these limitations, cloud computing is not a suitable computing strategy for scenarios which requires real-time data processing and relies on fast feedback. Edge computing is a good candidate to solve these problems by bringing computing resources to the edge of the network, usually one hop away from the user. The features of low latency in communication, high quality of service and support for high mobility makes edge computing an optimal solution for the computational requirements of a wide range of applications in different domains. Connected and autonomous vehicles scenarios are considered as a good application field for edge computing [2]. Fig. 1 shows the system components in a reference scenario.

Using their advanced sensors, connected vehicles collect data from their environments. In current state of automotive technology, vehicles process this data to interpret their environment and enable assisted and autonomous driving for a safe navigation. For example, using their ultrasound, infrared, radar and video sensors, vehicles can detect other vehicles on the road, stop for pedestrians, and handle any unexpected circumstances [3]. On the other hand, the automotive industry is working to develop Vehicular Ad-hoc Networks (VANETs), to enable vehicles to share information with other vehicles and road side units (RSUs) through vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication channels [4]. VANET is an essential part of Intelligent Transportation Systems (ITS) which are defined as the future of transportation. VANETs can be utilized for a broad range of safety and non-safety applications, allow for value added services such as vehicle safety, automated toll payment, traffic management, enhanced navigation, location-based services such as finding the closest fuel station, and infotainment applications such as providing access to the internet [5].

Dedicated short-range communication (DSRC), which is a candidate for use in a VANET, offers the potential to

Fig.1. System components for the reference scenario
effectively support V2V and V2I safety communications by providing high data transfer rates with minimum latency [6]. The primary motivation for deploying DSRC is to enable collision prevention applications. These applications depend on frequent data exchanges among vehicles, and between vehicles and roadside infrastructure.

Road Side Units (RSU) are the communication units in VANET which are fixed along the road side or in dedicated locations such as at the junctions or near parking spaces [7]. They are equipped with an antenna to enable wireless communication based on IEEE 802.11p radio technology, a processor, and a read/write memory [8]. Barskar et al. describe main functions and procedures associated with the RSUs as follows [7]:

- To extend the communication range of the ad hoc network for redistributing the information to other vehicles
- Running safety applications and acting as an information source
- Providing internet connectivity to the vehicles

The components of the V2I scenarios can be mapped to edge computing elements as follows:

- RSUs are the edge computing units because of their proximity to the vehicles, providing computational, storage resources and high bandwidth link, and transfer data with minimum latency
- Vehicles are the resource poor clients as they have limited computation and storage resources due to the requirements of small-size and low-cost hardware systems (Yu et al., 2013)
- Vehicular applications are edge applications as they demand complex computation and large storage

Applications collecting information from multiple vehicles have a great potential of increasing road safety and improving quality of traffic. Satyanarayanan proposes a scenario in which crowd sourcing and edge computing can be harnessed to create a shared real-time information system for situational awareness [9]. They claim that collected information can be used to detect critical situations such as accidents, icy road conditions, fallen rocks and advisory messages can be conveyed to the other drivers. Another study proposes an application for intelligent traffic management at intersections to minimize accidents, traffic congestion and environmental costs of road traffic using V2V and V2I communications [10]. Katsaros et al. also design an application that could improve fuel consumption and reduce traffic congestion in junctions using vehicular data through same communication channels [11]. Another study proposes a merging algorithm that optimizes the performance of connected fully automated vehicles through a freeway merging segment for a scenario relying on V2V and V2I communications [12].

All these applications deployed into RSUs receive data from vehicular applications such as trajectory, speed, destination coordinates, etc. in short intervals, aggregate and process it in real time and send response back to senders or to the relevant vehicles within the network range. Here again, low latency and high quality of service are the key factors to build this ecosystem.

RSUs placed in an area should meet two requirements. First, network coverage of the area should be maximised, so that vehicles can stay connected to the RSUs at any time during their journeys and edge applications can work without excluding any territories. Second, edge computing units have limited resource capacities compared to the cloud datacentres [13] and computational demand of the edge applications should be met by the RSUs. It is expected to observe different levels of traffic density in different parts of an area. Placing insufficient number of RSUs in a territory with high traffic volume creates computational demand more than RSUs can handle and this could result in system failure. On the other hand, placing more RSUs than required in a territory with low traffic volume could result in waste of resources and loss of money.

Deploying a specific number of RSUs into an area is a challenging work since satisfying two requirements at the same time brings us to a trade-off problem. RSUs should be placed in an area in a way that satisfies both network coverage for vehicles and computational demand for the edge applications at maximum level considering the traffic density on the road network.

As to be mentioned in Section II, majority of the existing works address RSU placement problem from communication aspect without considering resource consumption of the edge applications. On their survey addressing Mobile Edge Computing, Mach et al. describe the issue of finding an optimal way where to physically place the computation depending on expected user demands as an open research challenge [14].

The objective of this study is to implement an RSU placement framework for generating RSU placement models based on traffic characteristics of an area. We aim to provide a flexible tool that can be configured for designing a placement model in favour of network coverage or computational demand. Additionally, our work includes extending capabilities of an open source simulation framework, EdgeCloudSim1, proposed to evaluate the performance of edge computing scenarios. By adding new modules to support simulations for V2I scenarios and designing realistic traffic scenarios for a target area in London city centre, we evaluate the performance of the generated placement models and validate their functionality [15].

Simulation results show that generated models satisfy network coverage and resource demand in different levels, and can be used to find the optimal placement of the RSUs in the target area. Therefore, our framework can serve as a reliable tool to be used as part of RSU deployment process by infrastructure providers.

The rest of the paper is organised as follows: Section II explains previous RSU studies addressing RSU placement and Edge Computing in Vehicular Networks. In Section III, we describe preliminary work including processing target area map and generating traffic dataset, then, our reference scenario, proposed placement framework and simulation environment is explained. Section II discusses the simulation

1 https://github.com/CagataySonmez/EdgeCloudSim
results and validity of the proposed framework. Finally, we conclude the paper and outline the future work in section III.

II. LITERATURE REVIEW

A. RSU placement

Trullols et al. suggest a maximum coverage approach to the problem of information dissemination in intelligent transportation systems in their study, which can be considered as one of the earliest works addressing this topic as most of the research efforts had focused on the development of protocols and applications suitable for VANET until that period of time [16]. In their study, they propose a heuristic algorithm to solve the problem of maximizing the number of vehicles that get in contact with the Dissemination Points (DPs). Their results also show that, their suggested heuristics can be successfully employed to plan a deployment capable of informing more than 95% of vehicles with a few DPs.

Aslam et al. present two different solutions to the RSUs placement problem with objective of maximizing the information flow from vehicles to RSUs in an urban environment: Binary Integer Programming (BIP) method and a novel Balloon Expansion Heuristic (BEH) method [17]. BIP method utilizes branch and bound method to find optimal solution, whereas, BEH method uses balloon expansion analogy to find optimal solution. Both optimization methods were used to solve the optimization problem of minimizing the average reporting time. They have shown that the novel BEH method is more versatile and can be used to solve the optimization problem.

Balouchzahi et al. also propose an optimization method addressing RSU placement by formulating the problem using BIP [18]. In their work, highway and urban scenarios are separately formulated to improve the model scalability. Their simulation results show that the proposed model reduces the receiving time of traffic information and can reach to a satisfactory level of coverage using less RSUs.

Wu et al. tackle the same problem by presenting a placement strategy referred as Capacity Maximization Placement (CMP) based on Integer Linear Programming (ILP). Apart from direct communication of RSUs and vehicles, their study also covers multi-hop relaying, which takes place when the vehicle is out of RSU’s transmission range [19]. To validate their findings, they compare the results of CMP with two other models: uniformly distributed placement and hot spot placement. The simulation result shows that the proposed model leads to the best performance among all mentioned models.

Our study differs from aforementioned works in a way that they only address the problem from communication and network coverage aspects without taking resource consumption and computational demand of the RSUs into account. Although a placement model can be optimized enough for a cost efficient RSU deployment in an area and provide a quality of communication at a certain level, it is not guaranteed that it can handle computational demand of the edge applications.

B. Edge Computing in Vehicular Networks

Yu et al. propose a hierarchical cloud architecture for vehicular networks [20]. Their architecture consists of central clouds, roadside cloud and vehicular cloud. Central clouds have sufficient cloud resources but large end-to-end communications delay. On the contrary, roadside and vehicular clouds have limited cloud resources but satisfy communications quality. In their study, they focus on efficient resource management in the proposed architecture and they formulate and solve resource competition among virtual machines in a game-theoretical framework.

In their study, Datta et al. seek an alternative of cloud platform to support real time connected vehicular scenarios [21]. They design an IoT framework that includes an edge computing system for the connected vehicles to offer consumer centric services. Their framework primarily utilizes an edge computing platform to support network switching, resource discovery, provisioning, local processing for data fusion and storage of the high-level intelligence for vehicular scenarios. Salahuddin et al. present RSU Clouds as a novel way to offer non-safety application with QoS for VANETs [22]. RSU Clouds consist of traditional RSUs and micro datacentres. Their system can be reconfigured, at a cost, to meet the fluctuating service demands like cloud datacentres. They also focus on concepts such as resource management, minimizing VM migrations, control plane overhead, number of service hosts and infrastructure delay for their proposed architecture.

Although the research described in this section address edge computing in vehicular networks, the researchers mostly suggest new frameworks and architectures in which cloud and edge processing units, and mobile devices/vehicles are integrated into a new ecosystem. Then, they suggest solutions for computational challenges such as resource allocation, scheduling, VM migration, etc. for the computational resources. Our work can be considered as a complementary study in which we focus on provisioning a V2I infrastructure built on top of an existing architecture. Therefore, we assume that low-level computation and communication problems are resolved and we can propose solutions for higher level challenges such as efficient RSU placement.

II. MATERIALS AND METHODS

A. Reference Scenario

In our reference scenario, we consider a smart city equipped with RSUs and support V2I communication. All the vehicles are smart or connected with the ability of running vehicular applications that connect to edge applications deployed into RSUs. Vehicular applications send one task to the nearest RSU per second in case the vehicle is in the network coverage of any RSU. When the task is successfully processed, RSU sends a response back to the vehicular application. There are 4 cases a task can fail:

- Coverage: Vehicle is not in range of any RSU’s network
• Capacity: RSU is out of capacity and cannot process incoming task
• Bandwidth: Task cannot be sent through network due to congestion
• Mobility: Vehicle leaves the RSU network coverage after sending the task

We assume all RSUs have same hardware resources and the tasks sent by the applications are identical. In our scenario, each RSU has 1 Mbps bandwidth. Average task payload size is 1024 bytes for both upload and download operations. We also assume that each RSU has an equipped server with 600Mhz CPU and 500MB RAM, and average task length is 300 MI. Table 1 shows the parameters and their values for RSU and task configurations.

| Parameter               | Value     |
|-------------------------|-----------|
| RSU Network Range       | 300m      |
| RSU Bandwidth           | 1 Mbps    |
| CPU                     | 600 Mhz   |
| Memory                  | 500 MB    |
| Average Task Payload Size | 1024 byte |
| Average Task Length     | 300 MI    |
| Task arrival rate       | 1 Hz      |

The simulations we run are based on these assumptions and parameters.

B. Preliminary Work

1) Target Area

For our scenario, we chose London city centre as the target area for deploying RSUs which covers an area of 3 by 3 kilometres. To be able to run traffic simulations and calculate RSU locations, we needed to extract the road network of the target area. To obtain the road network, we outlined the target area on OpenStreetMap which is a free collaborative map application, then we exported it in xml format. Since the map data includes a variety of information such as buildings, parks, restaurants, etc., we processed the file to only include road network elements such as motorways, intersections and traffic lights. Fig. 2 shows the map of the target area.

2) Traffic Dataset

Due to the lack of publicly available vehicle trajectory dataset for the target area, we used Simulation of Urban Mobility (SUMO) framework to generate realistic traffic dataset. SUMO is an open source, microscopic and continuous road traffic simulation framework designed to handle large road networks [23].

Apart from its simulation capabilities, SUMO includes several scripts for traffic and road network operations. We converted the map data into a network file, which is the SUMO input format that defines the road network. Then, we used randomTrips tool, which is a python script that takes place in SUMO library, to generate the vehicle routes randomly on the road network. The output route file, along with the network file should be provided to SUMO to run the traffic simulation.

We defined two important parameters during route generation: simulation time and vehicle arrival rate. The simulation time we chose as 1 hour, aligns with the time of V2I simulation we conducted in the following steps. Vehicle arrival rate, on the other hand, defines the number of vehicles in the simulation and SUMO generates one specific route for each vehicle. This parameter is set to 1 by default. In our study, traffic density plays an important role on RSU placement process as the load on the RSUs depends on number of vehicles in the system. Thus, to cover scenarios with different traffic volumes, we run the script using different arrival rates. As a result, we generated 8 route files which include 500, 1000, 1500, 2000, 2500, 3000, 3500, and 4000 vehicles routes.

After that, by running SUMO traffic simulation for each route file for a simulation time of 1 hour, we produced 8 traffic output files which comprise our traffic dataset. Each file contains traffic data logged for each simulation second such as vehicle id, type, coordinates, speed, angle, lane, etc. As a result, 8 million logs were produced in total for the traffic dataset.

C. RSU Distribution Models

In this study, we propose 3 RSU distribution models: Uniform, Weighted, and Optimized. This section outlines the algorithms, implementations and results of the models.
1) Uniform RSU Distribution

This placement model only aims for full RSU network coverage by placing RSUs equidistant from each other without considering computational demand. Network range of the RSUs can reach up to 1000 meters if there are no obstructions, and 250-350 meters in cluttered urban areas [24]. For this model, we assumed that each RSU works best with a coverage of 150 meters due to the shadowing effect of the buildings, and we decided to place RSUs 300 meters far from each other. Therefore, to cover an area of 9 km² with RSUs working in their best performances, we needed to have 100 RSUs.

We developed a Java application as the implementation of the algorithm and referred it to RSU Distributor. In this application, we generated a grid on the area map by dividing it into cells each with the size of 300x300 meters. We referred to these cells as territories. Then, we placed one RSU into the centre of each territory, therefore 100 RSUs were evenly distributed to the area. Fig. 3. shows the RSU locations on the target area map based on the uniform distribution. It should be noted that, as its name suggests, an RSU should be placed on the road side to ensure the proximity to the vehicles. However, in an urban scenario in which a complex road structure exists, a territory includes multiple roads and we expect the placed RSU to serve to the vehicles across multiple roads within the coverage area.

Fig. 3. RSU locations on uniform distribution model

2) Weighted RSU Distribution

We used Uniform Distribution model as base model to generate Weighted RSU distribution with a heuristic approach. This model addresses refining RSU locations set up for uniform distribution model by taking computational demand into account. In the uniform distribution model, despite of the full network coverage, we might have high task failure rates since RSUs might not meet the high computational demand using their limited resources. We may especially experience this problem in territories with higher traffic volumes i.e. traffic congestions. An external parameter, $\theta$, is the relocation factor and determines number of the RSUs to be relocated. Relocation step addresses selecting $\theta$% least utilized RSUs and move them to the territories where more computational resources are needed.

Thus, we aim to decrease resource originated task failures by bringing additional computational resources to meet the higher demand. On the other hand, relocated RSUs will cause coverage originated task failures as no RSUs will serve to vehicles at these territories. Value of $\theta$ should be assigned considering the difference of traffic volumes in different territories as this trade-off is only reasonable if total number of task failures decreases after the relocation.

a) Algorithm

The algorithm for this placement model consists of 4 steps:

- **RSU Selection**: This step addresses finding the RSUs placed at the territories with lower traffic volume, thus have low utilization rates. To detect these RSUs, we calculate task assignment rates for each RSUs in the uniform distribution. The RSUs with less task assignment rates are marked to be moved in the territories with higher resource demand. We select $\theta$% least utilized RSUs in this step.

- **Territory Selection**: To detect the territories that need additional resources to meet the high computational demand, we analyse the performance of the RSUs in uniform distribution model under a heavy load. The territories containing the RSUs with higher task failure rates due to insufficient capacity are the candidates to support with additional RSUs.

- **RSU Distribution**: In this step, we first calculate a weight factor using task failure rates for each candidate territory. Then using the weight factor, we calculate number of RSUs to be assigned into each territory. Finally, we distribute the selected RSUs into these territories.

- **RSU Placement**: This step addresses placing selected RSUs into the candidate territories. The first RSU is placed in the middle of territory centre and neighbour territory centre with the highest computational demand among all neighbours. The second RSU is placed between the territory centre and neighbour territory centre with the second highest computational demand, and so on.

As explained above, to refine RSU locations using weighted distribution algorithm, we need to have two metrics from uniform distribution model: task assignment rates and task failure rates of the RSUs. To gather these results, we run V2I simulations on the target area using uniform distribution model and traffic dataset.
b) Simulation Framework

We used EdgeCloudSim as simulation framework which is an open source tool developed by Sonmez et al. [15] to conduct experiments for edge computing scenarios. We extended the capabilities of the framework by defining components and modules specific to V2I scenarios and we referred to this extended simulation environment as V2ISim.

The simulation environment served for two purposes in our study: first, by running simulations for uniform distribution model, we generated the inputs required for weighted distribution algorithm. Second, we needed a simulation environment to make experiments with generated distribution models, therefore we can evaluate the system performance and compare results in the following steps of the study.

| TABLE II | SIMULATION PROPERTIES |
|----------|-------------------------|
| Property             | Value               |
| Total number of traffic logs | 8.147.468         |
| Total number of RSUs  | 100                  |
| RSU placement model   | Uniform             |
| Simulation time       | 1 hour              |

c) Simulation for Uniform Distribution Model

The simulation environment requires two input files: vehicle trajectory data and RSU coordinates. As traffic input data, we provided the traffic dataset we generated using SUMO and as RSU coordinates, we used the coordinates we calculated for uniform distribution model.

We also configured RSU and task characteristics by providing parameters listed in Table 2. We set simulation time to 1 hour and 8.147.468 traffic logs were provided in the traffic dataset as total. Some important simulation properties can be seen in Table 2.

d) Simulation Results

It took 6 hours 10 minutes to run the simulation for uniform distribution model on a laptop with Intel Core i7-8850H CPU and 16GB RAM.

As a result of a simulation 3 output files are generated per traffic input file from the traffic dataset:

- **Generic logs**: this file includes most important simulation results such as number of successfully processed tasks, number of failed tasks, average service time, average network delay and average RSU utilization rate. The values logged in this file are used as metrics while comparing system performances for different RSU placement models.
- **RSU utilization logs**: this file keeps the utilization rates for each RSU logged for each simulation second. These values are used as metrics while comparing system performances from utilization aspect for different RSU placement models.
- **Task assignment logs**: this file is only generated for uniform distribution model simulation and it keeps the logs of number of assigned and failed tasks for each RSU. By processing these values, we can generate the 2 inputs required for weighted distribution algorithm: task assignment rates and task failure rates of the RSUs.

e) Weighted Distribution Algorithm Implementation

We extended RSU Distributor Java application to implement weighted distribution algorithm. From 500 to 4000 vehicles, the simulation run once for each traffic input file and as a result, 8 task assignment log files which include more than 8 million task logs were produced in total. In the application, these logs were aggregated and processed to find the values of task assignment rates and task failure rates of the RSUs.

The number of RSUs we want to select and distribute into new cells are based on the value of θ, relocation factor. By providing 10, 20, and 30 for θ, we run the application and generated 3 different set of RSU placement models for weighted algorithm. For each value of θ, Table 3 shows the selected RSUs for relocation and Table 4 shows number of RSUs to be assigned to each territory.

| TABLE III | RSU IDS SELECTED FOR RELOCATION |
|-----------|---------------------------------|
| θ         | RSU ids                         |
| 10        | 3, 11, 39, 4, 9, 49, 5, 90, 88, 2 |
| 20        | 3, 11, 39, 4, 9, 49, 5, 90, 88, 2, 74, 89, 79, 69, 1, 91, 6, 70, 93, 12 |
| 30        | 3, 11, 39, 4, 9, 49, 5, 90, 88, 2, 74, 89, 79, 69, 1, 91, 6, 70, 93, 12, 84, 98, 92, 87, 8, 99, 14, 59, 80, 19 |

Fig. 4. RSU locations on weighted distribution model for θ = 10
3) Optimized RSU Distribution

As previously discussed, we have two criteria to fulfill while solving the RSU placement problem efficiently: network coverage and computational demand. Our approach for the optimized placement model is to use Linear Programming (LP) to address both of the requirements.

a) Algorithm

Similar to other models, optimized RSU distribution model also does its calculations on a grid generated on the target area map. For this purpose, we used the same grid as we generated for the uniform RSU distribution model to provide consistency. It should be noted that, working with smaller cell size would provide fine-grained results, however this results in an exponential growth on the number of formulations to define the mathematical model on LP.

Binary Integer Programming (BIP), is a subtype of Linear Programming in which all decision variables are defined as binary. In our problem, each cell is a candidate for placing an RSU, meaning that we want to solve the problem that decides whether a cell has an RSU or not. Therefore, our decision variables refer to the condition of each cell having the value of 1 or 0, where 1 states that RSU should be placed, and 0 should not. As a result, we formulated the RSU placement problem using BIP.

b) Problem Formulation

For the grid consisting of 100 cells, the we define the decision variables as follows:

\[ x_0, x_1, x_2, \ldots, x_{99} \]

In the second step, we define the objective function using the decision variables. Our objective is fulfilling the constraints using minimum number of RSUs. Thus, the objective function is:

\[ \min \sum_{i=0}^{99} x_i \]

Finally, we define the constraints in which we model network coverage and resource demand as well as the criteria we want to set as their minimum values.

(1) Network Coverage

We start by formulating the total coverage (\( R \)) of the RSUs using the decision variables. As previously stated, the network range of an RSU is between 250-350 meters in the urban areas (Ligo et al., 2015). The cells have the size of 300x300 meters, whereas we consider the network range of an RSU as also 300 meters. Fig. 7 depicts the positioning of an RSU within a cell along with its network range. As it can be seen in the figure, the area of the RSU’s network coverage exceeds the area of the cell. In this situation, when two RSUs are placed within

| Territory ids and number of RSUs to assign |
|------------------------------------------|
| 0 | Territory ids and number of RSUs to assign |
| 10 | 55(2), 54(1), 45(1), 35(1), 48(1), 33(1), 34(1), 65(1), 53(1) |
| 20 | 55(3), 54(2), 45(2), 35(2), 48(2), 33(1), 34(1), 65(1), 53(1), 58(1), 47(1), 46(1), 75(1), 36(1) |
| 30 | 55(4), 54(3), 45(3), 35(3), 48(3), 33(2), 34(1), 65(1), 53(1), 58(1), 47(1), 46(1), 75(1), 36(1), 25(1), 71(1), 38(1), 63(1) |

Fig 3-5 shows the weighted distribution RSU placements for \( \theta = 10, 20, \) and 30, respectively.

Fig. 5. RSU locations on weighted distribution model for \( \theta = 20 \)

Fig. 6. RSU locations on weighted distribution model for \( \theta = 30 \)
the neighbour cells, there will be an overlap on the area coverage, and an optimized placement solution should minimize these overlaps. Total coverage is defined with this equation:

\[
R = \sum_{i=0}^{99} x_i r_i - \sum_{i=0}^{99} \sum_{j=0}^{99} x_i x_j p_{i,j} + \sum_{i=0}^{99} \sum_{j=0}^{99} \sum_{k=0}^{99} x_i x_j x_k p_{i,j,k}
\]

In the equation, first summation operation denotes addition of network coverage for all the placed RSUs \(i\). Then, as explained above, the overlapped areas as a result of neighbourhood should be subtracted from this sum, and the double summation operation indicates that \(ii\). According to this Fig. 8 which shows 4 example cells, the neighbourhood, which causes network overlapping, exists when RSUs are placed into these cells: A-B, A-C, A-D, B-C, B-D and C-D. Lastly, when there is a case of “L” shape neighbourhood, we need to add the overlapped area of these 3 cells to the equation as dual neighbourhoods takes out that amount of size from the sum as extra. For example, when RSUs are placed into A, B and D cells, the subtract operations defined at step \(ii\) will remove the overlapped areas for A-B, A-D and B-D neighbourhoods, and this will result in subtracting an extra overlapped area for A-B-D neighbourhood. The triple summation operation adds this area back to the equation \(iii\).

(2) Resource Demand

We followed a similar strategy to network coverage while formulating the resource demand \(D\). The main difference is, we had to calculate the resource demand for each cell using the traffic dataset. Then, the same rules we used for the neighbourhood also apply here.

Therefore, total demand is defined with this equation:

\[
D = \sum_{i=0}^{99} x_i d_i - \sum_{i=0}^{99} \sum_{j=0}^{99} x_i x_j s_{i,j} + \sum_{i=0}^{99} \sum_{j=0}^{99} \sum_{k=0}^{99} x_i x_j x_k s_{i,j,k}
\]

(3) Constraints

Lastly, we define the constraints. The constraints below suggest that minimum network coverage and resource demand are user defined parameters and denoted by \(\gamma\) and \(\lambda\). And all the decision variables are binary.

\[
R \geq \gamma \\
D \geq \lambda
\]

\[
x_0, x_1, x_2, \ldots, x_{99} = 1 | 0
\]

Table 5 depicts the notations used in the mathematical formulations.

| Symbol | Description |
|--------|-------------|
| \(i\)  | Candidate grid cell for RSU placement |
| \(x_i\) | Binary variable for RSU placed at cell \(i\) |
| \(R\)  | Total network coverage |
| \(D\)  | Total resource demand |
| \(r_i\) | Network coverage for RSU placed at cell \(i\) |
| \(d_i\) | Satisfied resource demand for RSU placed at cell \(i\) |
| \(p_{i,j}\) | Overlapped network coverage for the RSUs at neighbour cells \(i\) and \(j\) |
| \(s_{i,j}\) | Overlapped supply for the RSUs at neighbour cells \(i\) and \(j\) |
| \(p_{i,j,k}\) | Overlapped network coverage for the RSUs at neighbour cells \(i\), \(j\) and \(k\) |
| \(s_{i,j,k}\) | Overlapped supply for the RSUs at neighbour cells \(i\), \(j\) and \(k\) |
We defined the formulations on an open source LP Solver. We solved the problem by assigning different values for $\gamma$ and $\lambda$. When we targeted for full network coverage ($\gamma = 100$) and full resource supply ($\lambda = 100$), it resulted that 79 RSUs needed to be placed. However, when we decreased both of the values to 99%, the outcome changed to 52 RSUs. For 90% coverage and supply, the problem was solved with 42 RSUs.

Since this tool is designed to serve as a framework to the infrastructure providers, the company will be free to use any values as parameters based on their financial and technical requirements. While they can set high values $\gamma$ and $\lambda$, they can also aim for maximum coverage whereas they ignore the demand, or vice versa. For our simulation in which we compare the performances of the placement models, we use the values $\gamma = 99$ and $\lambda = 99$ since this combination result in a very efficient outcome.

To compare system performances and validate functionalities of the RSU placements we generated using RSU placement framework, we run a set of simulations on V2ISim. To achieve this, we processed the simulation output logs and plotted several graphs using Python matplotlib library.

Fig. 8 shows the final placement of the optimized distribution model.

![Fig. 8. RSU locations on optimized distribution model](image)

We generated 3 distribution models: uniform, weighted, and optimized. The weighted model has 3 variations for the values of $\theta = 10, 20$ and 30. Since we already had the results for uniform distribution model, we run the simulation for weighted and optimized placements. The simulation took 9 hours 6 minutes, 6 hours 36 minutes, and 6 hours 19 minutes for the weighted placement model respectively, and 7 hours 41 minutes for the optimized placement model. All the simulations were run on a laptop with Intel Core i7-8850H CPU and 16GB RAM.

The graph in Fig. 9 shows the comparison of task failure rates for uniform distribution, weighted distribution for $\theta = 10, 20, 30$, and optimized distribution. This can be considered as our most important metric while evaluating system performance. A system with low task failure rates is more reliable and functions better.

We can observe that the system functions best for the optimized distribution model under any traffic volumes, therefore we can suggest that optimized distribution model provides the best results among all models. The graph also shows that when the number of vehicles in the system increases, task failure rates also increase for all RSU distribution models consistently except for the optimized model. Considering the sharp increase between 3500 and 4000 vehicles for all models, we can claim that if the traffic density is over a threshold, RSUs will have difficulty handling the load and the system might even crash.

The graph shows us below 1000 vehicles, there is no significant gap between weighted distribution model for $\theta = 10$ and uniform distribution model, however after this point we can observe an increase on this gap.

On the other hand, while uniform distribution model performs better than the weighted distribution models for $\theta = 20$ and 30 under low traffic volume, weighted distribution model for $\theta = 20$ outperforms it for medium traffic volume and weighted distribution model for $\theta = 30$ outperforms it for high traffic volume. This is because while network coverage is a more important factor for the low traffic volume, resource capacity becomes more critical than the other factors when traffic density increases.
Lastly, the graph shows that relocating less utilized RSUs to the territories with higher load improves the system to a certain point. Weighted distribution model for $\theta = 10$ outperforms uniform model for low, medium and high traffic volumes and it is the most optimal relocation factor among all the others. However, for $\theta = 20$, weighted model only performs better for medium and high traffic volumes, and for $\theta = 30$, it only functions better for high traffic volume. The reason for this is the trade-off between network coverage and resource capacity. When a less demanded RSU is relocated into a position to share the load in a busy area, capacity originated failure rates will decrease for the RSUs in the target territory, however coverage originated failure rates will increase for the original source territory.

As a result, by evaluating the results of Task Failure Rate graph, we can conclude that:

- optimized distribution model outperforms all others under any traffic load.
- uniform distribution model can be used for low traffic volume
- weighted model for $\theta = 20$ can be used for medium and high traffic volumes
- weighted model for $\theta = 30$ does not perform well under any traffic load

Fig. 10 shows the comparison of average service time of the RSUs in the unit of seconds. The service time is sum of download and upload delays and task processing time. As can be seen on the graph, increasing load is positively related to RSU service times for all distribution models except for the optimized model. Optimized distribution model performed better than the other models for all traffic volumes, and all weighted distribution models produced better results than the uniform model. The reason is, both download and upload delays and processing time depend on the demand on the RSU in that particular time. When an RSU needs to serve to higher number vehicles, they experience more delays on network and processing time. And as a result of sharing the high load with relocated RSUs, all weighted models provide better results in terms of service time.

Fig. 12 (a), (b) and (c) show task failure reasons and breakdowns for uniform, weighted for $\theta=10$, and optimized distribution models respectively. In uniform distribution no task failure due to network coverage can be observed since it was designed for the full network coverage. For uniform model when the traffic volume is low, vehicle mobility is the reason for the majority of the task failures. However, when traffic density increases, mobility failure rate decreases and RSU capacity failure becomes the main reason of the task failures. For weighted model, especially for the low traffic volume, network coverage failure is a significant failure reason as a result of RSU relocation. However, when traffic density increases, coverage and mobility failure rates decrease and RSU capacity failure becomes the main reason of the task failures. Lastly, for optimized model, network coverage is the main reason of the task failures for all traffic density levels, and we observe a spike on the bandwidth failures for 4000 vehicles.
III. CONCLUSION

In this study, we propose an RSU placement framework to be used for generating optimal RSU placement models based on traffic characteristics of a target area. Two criteria should be satisfied for an RSU placement problem: network coverage and computational demand. The proposed framework includes 3 distribution models: uniform, weighted and optimized. Uniform distribution model addresses full network coverage and do not consider computational demand. This can serve as a suitable model for a road network in which sparse and evenly distributed traffic is observed on the road network. Weighted distribution is a heuristic model which uses uniform model as the base model. It addresses making improvements by considering the computational demand. The relocation factor (θ), which is an external parameter, is provided to this model to update RSU locations in favour of the computational demand. For a scenario with high traffic volume, it is expected to experience congestions on the road network and this might result in extra load on the RSUs serving in those territories. When the computational demand exceeds the capacity of an RSUs, they may become dysfunctional and this eventually would result a system crush. This scenario can be prevented by providing a meaningful value for θ. Thus, for an effective utilization of the framework, traffic characteristics of the target area should be carefully examined, and a suitable value should be assigned for θ. Lastly, optimized distribution model uses Linear Programming to generate an optimized RSU distribution. This solution guarantees a certain level of network coverage and resource supply using minimum number of RSUs. The constraints are defined with external parameters, γ and λ, and denotes coverage constraint level and resource supply constraint level respectively. Thus, the company that uses this framework will be free to use any values as parameters based on their financial and technical requirements. While they can set high values γ and λ, they can also aim for maximum coverage whereas they ignore the demand, or vice versa.

We needed a simulation environment to test performance of the RSU placement models and validate their functionality. Since we could not find a simulation tool designed for V2I scenarios, we extended the capabilities of EdgeCloudSim, which is a simulation framework designed for edge scenarios. We introduced components and modules specific to V2I scenarios and referred to this extended simulation environment as V2ISim.

In our experiments, we used uniform, optimized, and weighted placement models. For the weighted model, we generated 3 variations for θ=10, 20 and 30. Also we generated a traffic dataset consisting of 8 vehicle trajectory files each representing a different traffic volume. Then, we run a simulation for each placement model using this dataset on V2ISim. The simulation results showed that optimized model outperforms all others under any traffic load. Also, we concluded that uniform distribution model can be used for low traffic volume, weighted model for θ=20 can be used for medium and high, and θ=30 can be used for high traffic volumes. These results align with our expectations and the
experiments validate the functionality of the proposed RSU placement framework.

As future work, we plan to improve our communication model. In this study, we had our main focus on the communication between vehicle and RSU, however inter-RSU communication is an accepted form of communication in Vehicular ad-hoc network (VANET) in which RSUs can exchange data with each other [7]. By implementing this in V2ISim, task transfers between RSUs will be possible and task failures due to vehicle mobility will be prevented. Moreover, some technical factors that can impact the communication between vehicles and RSUs should be studied and findings should be reflected to the study. These can be determining the noise level for the RSUs in close proximity and shadowing effect of the buildings.
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