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Abstract: In this paper, we are concerned with the two-dimensional (2D) incompressible magnetohydrodynamic (MHD) equations with velocity dissipation given by \((-\Delta)^\alpha\) and magnetic diffusion given by reducing about logarithmic diffusion from standard Laplacian diffusion. More precisely, we establish the global regularity of solutions to the system as long as the power \(\alpha\) is a positive constant. In addition, we prove several global a priori bounds for the case \(\alpha = 0\). In particular, our results significantly improve previous works and take us one step closer to a complete resolution of the global regularity issue on the 2D resistive MHD equations, namely, the case when the MHD equations only have standard Laplacian magnetic diffusion.
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1. INTRODUCTION AND MAIN RESULTS

The 2D generalized incompressible magnetohydrodynamic (GMHD) equations take the following form

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + \nu_1 \mathcal{L}_1 u + \nabla p &= (b \cdot \nabla)b, & x \in \mathbb{R}^2, t > 0, \\
\partial_t b + (u \cdot \nabla) b + \nu_2 \mathcal{L}_2 b &= (b \cdot \nabla)u, \\
\nabla \cdot u &= 0, & \nabla \cdot b &= 0, \\
u(x, 0) &= u_0(x), & b(x, 0) &= b_0(x),
\end{align*}
\]

(1.1)

where \(u = (u_1(x, t), u_2(x, t))\) denotes the velocity, \(p = p(x, t)\) the scalar pressure and \(b = (b_1(x, t), b_2(x, t))\) the magnetic field of the fluid. \(u_0(x)\) and \(b_0(x)\) are the given initial data satisfying \(\nabla \cdot u_0 = \nabla \cdot b_0 = 0\). Here \(\nu_1\) and \(\nu_2\) are nonnegative constants. The operators \(\mathcal{L}_i\) \((i = 1, 2)\) are Fourier multipliers with symbol \(m_i(\xi)\), namely,

\(\hat{\mathcal{L}_i f}(\xi) = m_i(\xi)\hat{f}(\xi).\)

When \(\nu_1 > 0\), \(\nu_2 > 0\) and \(m_1(\xi) = m_2(\xi) = |\xi|^2\), (1.1) reduces to the classical MHD equations, which model the complex interaction between the fluid dynamic phenomena, such as the magnetic reconnection in astrophysics and geomagnetic dynamo in geophysics, plasmas, liquid metals, and salt water, etc (see, e.g., [6, 12]). The fundamental concept
behind MHD is that magnetic fields can induce currents in a moving conductive fluid, which in turn creates forces on the fluid and also changes the magnetic field itself.

Due to the physical background and mathematical relevance, the MHD equations attracted a lot of attention. The most fundamental problem concerning the MHD equations is whether physically relevant regular solutions remain smooth for all time or they develop finite time singularities with general initial data. Actually, there have been substantial developments on the global regularity of the MHD equations with various form of the dissipation. Obviously, the classical 2D MHD equations have a unique global smooth solution (e.g. [13]). In the completely inviscid case, namely, \( \nu_1 = \nu_2 = 0 \), the question of whether the local smooth solution develops singularity in finite time remains open. Therefore, it is interesting to consider the intermediate cases. Actually, one of the most interesting intermediate case reads \( m_1(\xi) = |\xi|^{2\alpha}, m_2(\xi) = |\xi|^{2\beta} \), which becomes the so-called 2D fractional MHD equations, namely,

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + (-\Delta)\alpha u + \nabla p &= (b \cdot \nabla)b, & x \in \mathbb{R}^2, t > 0, \\
\partial_t b + (u \cdot \nabla)b + (-\Delta)\beta b &= (b \cdot \nabla)u, \\
\nabla \cdot u &= 0, & \nabla \cdot b &= 0, \\
u(x, 0) &= u_0(x), & b(x, 0) &= b_0(x),
\end{align*}
\]

(1.2)

where the fractional operator \((-\Delta)\gamma\) is defined by the Fourier transform, namely

\[
(-\Delta)^\gamma f(\xi) = |\xi|^{2\gamma} \hat{f}(\xi).
\]

For simplicity, we denote \( \Lambda \triangleq \sqrt{-\Delta} \). We remark the convention that by \( \alpha = 0 \) we mean that there is no dissipation in (1.2), and similarly \( \beta = 0 \) represents that there is no diffusion in (1.2). Recently, a number of works have been dedicated to the study of the global regularity of (1.2) with general initial data (see e.g. [4, 7, 8, 16, 17, 18, 25, 19, 23] and the references cited therein). To the best of our knowledge, the issue of the global regularity for (1.2) with \( \alpha = 0, \beta = 1 \) is still a challenging open problem (see [3, 11]). Interestingly, if more dissipation is added, then the corresponding system do admit a unique global regular solution. On the other hand, when \( \alpha > 0, \beta = 1 \), the global regularity issue was solved by Fan et al. [7], which was further improved by Yuan and Zhao [26] logarithmically. Precisely, they obtained the global regularity of solutions requiring the dissipative operators weaker than any power of the fractional Laplacian. On the other hand, when \( \alpha = 0, \beta > 1 \), the global regularity of smooth solutions for the corresponding system was established in [19] with different approaches, which was also improved by [11, 22] logarithmically. Partially inspired by the result on logarithmically supercritical phenomena for Navier-Stokes equations [11], Wu [18] proved that if \( m_1(\xi) \geq \frac{|\xi|^{2\alpha}}{g_1(\xi)}, m_2(\xi) \geq \frac{|\xi|^{2\beta}}{g_2(\xi)} \) with \( g_1 \geq 1, g_2 \geq 1 \) are nondecreasing functions satisfying

\[
\int_1^\infty \frac{1}{\tau [g_1(\tau) + g_2(\tau)]^2} \, d\tau = +\infty,
\]

where \( \alpha \geq 1, \beta > 0 \) and \( \alpha + \beta \geq 2 \), then (1.1) has a unique global classical solution (see the further improved result on a periodic domain [21]). Subsequently, Tran et al. [15] considered the case \( \alpha \geq 2, \beta = 0 \) and proved that if \( m_1(\xi) \geq \frac{|\xi|^{2\alpha}}{g_1(\xi)} \) and \( g_1 \geq 1 \) is a radial
function satisfying \( g_1(\tau) \leq C \ln(e + \tau) \), then the solution is global regular. This result was later improved by Yamazaki \[20\] only requiring
\[
\int_e^{\infty} \frac{1}{\tau \ln \tau g_1(\tau)} d\tau = +\infty.
\]

Summarizing the results mentioned above, the direct energy method tells us that to get an \( H^1 \)-bound for the solution, we just only have Laplacian magnetic diffusion \( \alpha = 0, \beta \geq 1 \) or we ask for \( \alpha + \beta \geq 2, \beta < 1 \) (see \[17, 18, 15\] for details). If \( \beta < 1 \), the necessary power \( \alpha \) jumps from 0 to \( 2 - \beta \) immediately! This indicates that it is extremely difficult to establish the global regularity of (1.2) with \( \alpha + \beta < 2 \) and \( \beta < 1 \). Actually, up to date, the global existence and uniqueness of regular solution remain completely open for this case \( \alpha + \beta < 2 \) and \( \beta < 1 \) with large initial data. Just as Tao \[14\], since it is very difficult to obtain the global regularity for this case, it is possible to achieve this goal when the magnetic diffusion is some logarithmically weaker than a full Laplacian. In fact, we are able to show that if the magnetic diffusion is some logarithmically weaker than a full Laplacian, then the global \( H^1 \)-bound of the solution can be achieved as long as the fractional dissipation power of the velocity field is positive. More precisely, this paper is devoted to the global regularity problem of the following 2D incompressible GMHD equations

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + (-\Delta)^\alpha u + \nabla p &= (b \cdot \nabla) b, \quad x \in \mathbb{R}^2, \ t > 0, \\
\partial_t b + (u \cdot \nabla) b + \mathcal{L} b &= (b \cdot \nabla) u, \\
\nabla \cdot u &= 0, \quad \nabla \cdot b = 0, \\
u(x, 0) &= u_0(x), \ b(x, 0) = b_0(x),
\end{align*}
\]

where the operator \( \mathcal{L} \) is a Fourier multiplier with symbol \( \frac{|\xi|^2}{g(\xi)} \), namely,
\[
\mathcal{L} b(\xi) = \frac{|\xi|^2}{g(\xi)} \hat{b}(\xi),
\]
with \( g(\xi) = g(|\xi|) \) a radial non-decreasing smooth function satisfying the following two conditions
(a) \( g \) obeys that
\[
g(\xi) \geq C_0 > 0 \quad \text{for all} \quad \xi \geq 0;
\]
(b) \( g \) is of the Mikhlin-H"{o}mander type, namely, a constant \( \tilde{C} > 0 \) such that
\[
|\partial_\xi^l g(\xi)| \leq \tilde{C}|\xi|^{-l}|g(\xi)|, \quad l \in \{1, 2\}, \ \forall \xi \neq 0.
\]

Here we point out that Zhao \[27\] recently proved the global regularity result for (1.3) as long as \( \alpha > \frac{1}{4} \) and \( g \) fulfills
\[
g(\xi) \approx \ln \ln(\sigma + |\xi|) \ln \ln(\sigma + |\xi|) \cdots \ln \ln(\sigma + |\xi|)
\]
with \( \sigma \geq \exp \exp \cdots \exp \triangleq \sigma(k) \). Here and in what follows, \( f \approx g \) means \( C_1 g \leq f \leq C_2 g \) for some absolute constant \( C_2 \geq C_1 > 0 \). As the restrictions in \[27\] are somewhat unnatural, in particular the condition \( \alpha > \frac{1}{4} \), the main goal of this paper is to weaken
the conditions required in [27] from two aspects: \( \alpha \) and \( g \), but the same global regularity result is still guaranteed. More precisely, our main result reads as follows.

**Theorem 1.1.** Let \((u_0,b_0) \in H^s(\mathbb{R}^2) \times H^s(\mathbb{R}^2)\) with \( s \geq 2 \) and satisfy \( \nabla \cdot u_0 = \nabla \cdot b_0 = 0 \). Assume that \( g \) satisfies (a)-(b) and

\[
g(\xi) \leq \tilde{C} \left( \ln(\sigma + |\xi|) \ln(\sigma + |\xi|) \cdots \ln(\sigma + |\xi|) \right)^{\frac{1}{k}},
\]

where the constant \( \tilde{C} > 0 \) and \( \sigma \geq \sigma(k) \). If \( \alpha > 0 \), then (1.3) admits a unique global solution such that for any given \( T > 0 \),

\[
u, \ b \in L^\infty([0,T];H^s(\mathbb{R}^2)), \quad \Lambda^\alpha u, \ \mathcal{L}^\frac{1}{2} b \in L^2([0,T];H^s(\mathbb{R}^2)).
\]

**Remark 1.1.** Compared with [27], we are not only relaxing the assumption of \( g \) from double logarithm to logarithm, but also relaxing \( \alpha > \frac{1}{4} \) to \( \alpha > 0 \). Moreover, in the special case when \( g \) is a positive constant, Theorem 1.1 re-establishes the global regularity for (1.2) with \( \alpha > 0, \beta = 1 \).

**Remark 1.2.** On the one hand, it is interesting to consider the problem whether Theorem 1.1 is still valid when \((\Delta)^\alpha \) is replaced by some logarithmic operators, such as \( [\ln(\epsilon + \Lambda)]^\rho \) for some \( \rho > 0 \). On the other hand, it is also not clear whether Theorem 1.1 holds true when the power one half of (1.4) is replaced by \( \tau \) with \( \tau > \frac{1}{2} \). The only place where we require \( \tau \leq \frac{1}{2} \) lies in proving Lemma 3.2 below. We will investigate these problems further in our future work.

**Remark 1.3.** It follows from the proof of Lemma 3.2 below that the unique global existence classical solution in Sobolev spaces has at least a \((k+1)\)-multiple exponential upper bound uniformly in times, which particularly implies that it is very difficult to obtain the global regular solution even for reducing logarithm-type diffusion for magnetic field. Furthermore, this also indicates that the well-known global regularity problem on the 2D resistive MHD equations is a critical open problem.

Finally, we do not have a complete solution for the case \( \alpha = 0 \), but we are able to establish several global a priori bounds for this case, which may be helpful in the eventual resolution of the global regularity problem for the 2D resistive MHD equations.

**Theorem 1.2.** Consider (1.3) with \( \alpha = 0 \), namely,

\[
\begin{aligned}
\frac{\partial_t u}{\nabla} + (u \cdot \nabla) u + \nabla p &= (b \cdot \nabla) b, & x \in \mathbb{R}^2, \ t > 0, \\
\frac{\partial_t b}{\nabla} + (b \cdot \nabla) b + \mathcal{L} b &= (b \cdot \nabla) u, \\
\nabla \cdot u &= 0, \quad \nabla \cdot b = 0, \\
u(x,0) &= u_0(x), \ b(x,0) = b_0(x).
\end{aligned}
\]

Let \((u_0,b_0) \in H^s(\mathbb{R}^2) \times H^s(\mathbb{R}^2)\) with \( s \geq 2 \) and satisfy \( \nabla \cdot u_0 = \nabla \cdot b_0 = 0 \). If \( g \) satisfies the assumptions stated in Theorem 1.1, then the solution \((u,b)\) of (1.3) admits the following global bounds for any \( r \in [0,1] \)

\[
\|\omega(t)\|_{L^2} + \|\Lambda^r j(t)\|_{L^2} + \|\mathcal{L} b(t)\|_{L^2} \leq C(t, u_0, b_0).
\]

In addition, if \( \Lambda^r \{\mathcal{L} b_0 - (b \cdot \nabla) u_0\} \in L^2(\mathbb{R}^2) \), then it also holds

\[
\|\Lambda^r \{\mathcal{L} b - (b \cdot \nabla) u\}(t)\|_{L^2} \leq C(t, u_0, b_0).
\]
Remark 1.4. It follows from the global \textit{a priori} bound of Lemma 3.2 that (1.5) indeed admits a global $H^1$-weak solution. Although we have derived several global \textit{a priori} bounds in Theorem 1.2, it is not clear if such weak solutions are unique or can be improved to global classical solutions.

The rest of this paper is divided into two sections and an appendix. In Section 2 we collect some properties of the operator $\mathcal{L}$ and the definition of Besov spaces as well as several facts, which will be used in this paper. Section 3 is devoted to the proof of Theorem 1.1. Finally, the proof of Theorem 1.2 is presented in Section 4.

\textbf{Notation:} Throughout this paper, the letter $C$ denotes various positive and finite constants whose exact values are unimportant and may vary from line to line. To emphasize the dependence of a constant on some certain quantities $\rho_1, \rho_2, \cdots$, we write $C(\rho_1, \rho_2, \cdots)$. Moreover, throughout this paper, $C(t, \cdots)$ is nondecreasing in terms of the time variable, and is bounded as $t$ approaches to zero. Let $X$ be a Banach space. For $p \in [1, \infty]$, the notation $L^p(0, T; X)$ or $L^p_T(X)$ stands for the set of measurable functions on $(0, T)$ with values in $X$, such that $t \mapsto \|h(t)\|_X$ belongs to $L^p(0, T)$.

2. Preliminaries

2.1. Several properties of the operator $\mathcal{L}$. This subsection is mainly devoted to establishing some properties for the operator $\mathcal{L}$, which play some important roles in proving our main theorem. We mention that the estimates of this subsection is partially inspired by our previous paper [22]. To begin with, we consider the linear inhomogeneous equation

\[
\begin{aligned}
\partial_t W + \mathcal{L} W &= f, \\
W(x, 0) &= W_0(x).
\end{aligned}
\]  

(2.1)

Thanks to the Fourier transform method, the solution of the linear inhomogeneous equation (2.1) can be explicitly given by

\[ W(t) = K(t) \ast W_0 + \int_0^t K(t - \tau) \ast f(\tau) \, d\tau, \]

where the kernel $K$ satisfies

\[ K(x, t) = \mathcal{F}^{-1}\left( e^{-\frac{t|\xi|^2}{2g(\xi)}} \right)(x). \]

Here and in what follows, $\mathcal{F}^{-1}g$ denotes the inverse Fourier transform of $g$. We also denote $\mathcal{F}g$ as the Fourier transform of $g$.

Now we will establish the following crucial estimate.

\textbf{Lemma 2.1.} For any $k \geq 0$ and $s > k - 1$, there exists a constant $C$ depending only on $s$ and $k$ such that for any $t > 0$

\[ \int_{\mathbb{R}^2} \frac{|\xi|^{2s}}{g^k(\xi)} \, e^{-\frac{t|\xi|^2}{2g(\xi)}} \, d\xi \leq C t^{-(s+1)} g(A_t)^{s-k+1}, \]  

(2.2)
where $A_t > 0$ is the unique solution of the following equation

$$
\frac{g(x)}{x^2} = t.
$$

**(Proof.)** To begin with, we split the integral into two parts

$$
\int_{R^2} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi = \int_{|\xi| \leq R} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi + \int_{|\xi| > R} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi,
$$

where $R > 0$ will be fixed later. Thanks to $s > k - 1$, we have

$$
\int_{|\xi| \leq R} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi = (2t)^{-k} \int_{|\xi| \leq R} |\xi|^{2(s-k)} \left( \frac{2t|\xi|^2}{g(\xi)} \right)^k e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi
\leq C t^{-k} \int_{|\xi| \leq R} |\xi|^{2s-2k} d\xi
\leq C t^{-k} \int_{0}^{R} r^{2s-2k+1} dr
\leq C t^{-k} R^{2(s-k+1)},
$$

where we have used the simple fact

$$
\max_{\lambda \geq 0} (\lambda^k e^{-\lambda}) \leq C(k).
$$

Due to the fact that $g$ is a logarithmic function like (1.4), it is not hard to check that for any $\epsilon > 0$, there exists $C(\epsilon)$ such that (see the end for its proof)

$$
\frac{r^\epsilon}{g(r)} \geq C(\epsilon) \frac{R^\epsilon}{g(R)}, \forall r \geq R.
$$

Thanks to (2.5) and (2.6), one obtains

$$
\int_{|\xi| \geq R} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi = (2t)^{-k} \int_{|\xi| \geq R} |\xi|^{2(s-k)} \left( \frac{2t|\xi|^2}{g(\xi)} \right)^k e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi
\leq C t^{-k} \int_{|\xi| \geq R} |\xi|^{2s-2k} e^{-\frac{t|\xi|^2}{g(\xi)}} d\xi
= C t^{-k} \int_{R}^{+\infty} r^{2s-2k+1} e^{-\frac{tr^2}{g(\xi)}} dr
= C t^{-k} \int_{R}^{+\infty} r^{2s-2k+1} e^{-tr^2 - \frac{t^k}{g(\xi)}} dr
\leq C t^{-k} \frac{2(s+1-k)e^{2s-k}}{2s-k} \frac{1}{g(R)^{2(s-k+1)}}.
$$

Combining (2.4) and (2.7) yields

$$
\int_{R^2} |\xi|^{2s} g^k(\xi) e^{-\frac{2|\xi|^2}{g(\xi)}} d\xi \leq C t^{-k} R^{2(s-k+1)} + C t^{-k} \frac{2(s+1-k)e^{2s-k}}{2s-k} \frac{1}{g(R)^{2(s-k+1)}}
\leq C t^{-k} R^{2(s-k+1)} + C t^{-k} R^2 \frac{2(s+1-k)e^{2s-k}}{2s-k} \frac{1}{g(R)^{2(s-k+1)}}.
$$

Now we fix $R$ such that

$$
t^{-k} R^{2(s-k+1)} = t^{-k} \frac{2(s+1-k)e^{2s-k}}{2s-k} \frac{1}{g(R)^{2(s-k+1)}}.
$$
or equivalently
\[ \frac{g(R)}{R^2} = t. \]

Then we deduce
\[ \int_{\mathbb{R}^2} \frac{|\xi|^{2s}}{g^s(\xi)} e^{-\frac{2t|\xi|^2}{g(\xi)}} d\xi \leq 2Ct^{-(s+1)}g(R)^{s-k+1} = 2Ct^{-(s+1)}g(A_t)^{s-k+1}, \]
which is (2.2). Finally, we say some words about (2.6). Actually, we rewrite (2.6) as
\[ \left( \frac{r}{R} \right)^{\epsilon} \geq C(\epsilon) \frac{g(r)}{g(R)}, \quad \forall r \geq R. \]

Recalling the condition (a) and the fact \( g \) is a logarithmic function like (1.4), we may derive
\[
\begin{align*}
&\begin{cases}
  g(r) \leq g(R^2) \leq C g(R) \leq \frac{C}{C_0} g \left( \frac{r}{R} \right) g(R), & \text{if } r \leq R^2 \\
  g(r) \leq g \left( \frac{r^2}{R^2} \right) \leq C g \left( \frac{r}{R} \right) \leq \frac{C}{C_0} g \left( \frac{r}{R} \right) g(R), & \text{if } r \geq R^2,
\end{cases}
\end{align*}
\]
which yields
\[ \frac{g(r)}{g(R)} \leq \frac{C}{C_0} g \left( \frac{r}{R} \right). \]

Thanks to \( \frac{r}{R} \geq 1 \) and a logarithmic type function \( g \), we conclude
\[ g \left( \frac{r}{R} \right) \leq C_1(\epsilon) \left( \frac{r}{R} \right)^{\epsilon}. \]

One thus has
\[ \frac{g(r)}{g(R)} \leq \frac{C}{C_0} C_1(\epsilon) \left( \frac{r}{R} \right)^{\epsilon}, \]
which of course ensures (2.6) by taking \( C(\epsilon) = \frac{C_0}{C C_1(\epsilon)} \). As a result, this completes the proof of Lemma 2.1.

The following lemma is a consequence of Lemma 2.1.

**Lemma 2.2.** Let \( s > -1 \), then there exists a constant \( C \) depending only on \( s \) such that for any \( t > 0 \)
\[ \| K(t) \|_{\dot{H}^s} \leq C t^{-\frac{s+1}{4}} g(A_t)^{\frac{s+1}{4}}, \]
where \( A_t \) is given by (2.3).

**Proof.** According to (2.2), one obtains
\[
\begin{align*}
\| K(t) \|_{\dot{H}^s}^2 &= \int_{\mathbb{R}^2} |\xi|^{2s} |\tilde{K}(\xi, t)|^2 d\xi \\
&= \int_{\mathbb{R}^2} |\xi|^{2s} e^{-\frac{2t|\xi|^2}{g(\xi)}} d\xi \\
&\leq C t^{-(s+1)} g(A_t)^{s+1}.
\end{align*}
\]
Therefore, we conclude the proof of Lemma 2.2.

Next we would like to show the following lemma.
Lemma 2.3. There exists a constant $C$ such that for any $t > 0$
\[
\|A^{2-\delta}K(t)\|_{L^1} \leq Ct^{-(1-\frac{\delta}{2})}g^{1-\frac{\delta}{2}}(A_t),
\]
where $\delta \in [0, 1)$ and $A_t$ is given by (2.3).

Proof. We first notice that for any radial function $g$ in $\mathbb{R}^2$, there holds
\[
\hat{g}(x) = (\mathcal{F}^{-1}g)(x).
\]
Obviously, $\tilde{K}(\xi, t)$ is a radial function and so does $|\xi|^{2-\delta}\tilde{K}(\xi, t)$. By means of this observation, it yields that
\[
\|A^{2-\delta}K(t)\|_{L^1} = \|\mathcal{F}^{-1}(|\xi|^{2-\delta}\tilde{K}(\xi, t))\|_{L^1}
= \|\mathcal{F}(|\xi|^{2-\delta}\tilde{K}(\xi, t))\|_{L^1}
\leq C\||\xi|^{2-\delta}\tilde{K}(\xi, t)||_{L^2}^\frac{1}{2}\|\nabla^2|\xi|^{2-\delta}\tilde{K}(\xi, t)||_{L^2}^\frac{1}{2},
\]
where in the last line we have applied the interpolation inequality
\[
\|\hat{h}\|_{L^1} \leq C\|h\|_{L^2}^{\frac{1}{2}}\|\nabla^2h\|_{L^2}^{\frac{1}{2}}.
\]
The above interpolation inequality is an easy consequence of the high-low frequency decomposition. More precisely, we have for any $\rho > 1$ that
\[
\|\hat{f}\|_{L^1} = \int_{\mathbb{R}^2} |\hat{f}(\xi)| \, d\xi
= \int_{|\xi| \leq N} |\hat{h}(\xi)| \, d\xi + \int_{|\xi| \geq N} |\hat{f}(\xi)| \, d\xi
= \int_{|\xi| \leq N} |\hat{f}(\xi)| \, d\xi + \int_{|\xi| \geq N} |\xi|^{-\rho}|\xi|^\rho|\hat{f}(\xi)| \, d\xi
\leq CN\left(\int_{|\xi| \leq N} |\hat{f}(\xi)|^2 \, d\xi\right)^\frac{1}{2} + CN^{1-\rho}\left(\int_{|\xi| \geq N} |\xi|^{2\rho}|\hat{f}(\xi)|^2 \, d\xi\right)^\frac{1}{2}
\leq CN\|f\|_{L^2} + CN^{1-\rho}\|A^\rho f\|_{L^2}
\leq C\|f\|_{L^2}^{1-\frac{1}{\rho}}\|A^\rho f\|_{L^2}^{\frac{1}{\rho}},
\]
where in the last line we have fixed $K$ as
\[
K = \left(\frac{\|A^\rho f\|_{L^2}^2}{\|f\|_{L^2}^2}\right)^{\frac{1}{\rho}}.
\]
Using (2.8), we have
\[
\||\xi|^{2-\delta}\tilde{K}(\xi, t)||_{L^2} \leq Ct^{\frac{3-\delta}{\rho}}g^{\frac{3-\delta}{2\rho}}(A_t).
\]
It follows from some direct computations that
\[
|\nabla^2|(|\xi|^{2-\delta}\tilde{K}(\xi, t))| \leq C(|\xi|^{1-\delta}|\tilde{K}(\xi, t)| + |\xi|^{1-\delta}|\nabla\xi\tilde{K}(\xi, t)| + |\xi|^{2-\delta}|\nabla^2\tilde{K}(\xi, t)|).
\]
Recalling $\tilde{K}(\xi, t) = e^{-\frac{|t|\xi^2}{2g(\xi)}}$ and the property $|\partial^k_\xi g(\xi)| \leq \widetilde{C}|\xi|^{-k}|g(\xi)|$, $k \in \{1, 2\}$, straightforward computations lead to the following estimates
\[
|\nabla_\xi\tilde{K}(\xi, t)| \leq C \left(\frac{|t|\xi}{g(\xi)} + \frac{|t|\xi^2}{g^2(\xi)}|\partial_\xi g(\xi)|\right) |\tilde{K}(\xi, t)|
\]
In view of (2.2) again, one concludes

\[
\frac{|\nabla_\xi^2 \hat{K}(\xi, t)|}{g(\xi)} \leq C \left( \frac{t^2|\xi|^2}{g^2(\xi)} + \frac{t^2|\xi|^4|\partial_\xi g(\xi)|^2}{g^4(\xi)} + \frac{t|\xi|^2|\partial_\xi g(\xi)|^2}{g^3(\xi)} \right) \hat{K}(\xi, t)
\]

Therefore, we obtain

\[
|\nabla_\xi^2(|\xi|^{2-\delta} \hat{K}(\xi, t))| \leq C \left( |\xi|^{-\delta} + \frac{t|\xi|^{2-\delta}}{g(\xi)} + \frac{t^2|\xi|^{4-\delta}}{g^2(\xi)} \right) |\hat{K}(\xi, t)|.
\]

In view of (2.2) again, one concludes

\[
\|\nabla_\xi^2(|\xi|^{2-\delta} \hat{K}(\xi, t))\|_{L^2}^2 \leq C \int_{\mathbb{R}^2} |\xi|^{-2\delta} e^{-2|\xi|\xi_1^2} d\xi + Ct^2 \int_{\mathbb{R}^2} |\xi|^{4-2\delta} e^{-2|\xi|\xi_1^2} d\xi
\]

\[
+ C t^4 \int_{\mathbb{R}^2} \frac{|\xi|^{8-2\delta}}{g^4(\xi)} e^{-2|\xi|\xi_1^2} d\xi
\]

\[
\leq Ct^{-1-\delta} g^{1-\delta}(A_t) + Ct^2 t^{-(3-\delta)} g^{1-\delta}(A_t) + C t^4 t^{-(5-\delta)} g^{1-\delta}(A_t)
\]

\[
\leq Ct^{-1-\delta} g^{1-\delta}(A_t),
\]

where \(\delta \in [0, 1)\). Inserting (2.11) and (2.12) into (2.10), we finally gather

\[
\|\Lambda^{2-\delta} K(t)\|_{L^1} \leq C t^{-(1-\frac{\delta}{2})} g^{1-\frac{\delta}{2}}(A_t).
\]

We thus complete the proof of Lemma 2.3. \(\square\)

Now we are ready to show the following key lemma.

**Lemma 2.4.** Under the assumptions of Theorem 1.1, there holds for \(\delta \in (0, 1)\)

\[
\int_0^T \|K(t)\|_{L^2}^{2-\delta} dt + \int_0^T \|\Lambda^{1-\delta} K(t)\|_{L^2} dt + \int_0^T \|\Lambda^{2-\delta} K(t)\|_{L^1} dt \leq C(T).
\]

**Proof.** By (2.8) and (2.9), it follows that

\[
\|K(t)\|_{L^2}^{2-\delta} + \|\Lambda^{1-\delta} K(t)\|_{L^2} + \|\Lambda^{2-\delta} K(t)\|_{L^1} \leq C t^{-(1-\frac{\delta}{2})} g^{1-\frac{\delta}{2}}(R),
\]

where \(R\) satisfies

\[
t = \frac{g(R)}{R^2}.
\]

Obviously, one gets

\[
dt = \left( -2R^{-3} g(R) + R^{-2} g'(R) \right) dR,
\]

which yields

\[
\int_0^T t^{-(1-\frac{\delta}{2})} g^{1-\frac{\delta}{2}}(R) dt = \int_{\infty}^{A_t} R^{2-\delta} \left( -2R^{-3} g(R) + R^{-2} g'(R) \right) dR
\]
\[
= \int_{A_T}^{+\infty} R^{2-\delta} \left( 2R^{-3}g(R) - R^{-2}g'(R) \right) dR \\
= 2 \int_{A_T}^{+\infty} R^{-1-\delta} g(R) dR - \int_{A_T}^{+\infty} R^{-\delta} g'(R) dR \\
\leq C(T),
\]

where in the last line we have used (b) and the fact that \( g \) is a logarithmic function satisfying \((1.4)\). Consequently, we achieve

\[
\int_0^T \|K(t)\|_{L^2}^{-\delta} dt + \int_0^T \|\Lambda^{1-\delta} K(t)\|_{L^2} dt + \int_0^T \|\Lambda^{2-\delta} K(t)\|_{L^1} dt \leq C(T).
\]

This concludes the proof of Lemma 2.4. \(\square\)

2.2. **Besov spaces and some useful facts.** This subsection provides the definition of Besov spaces and several useful facts. Let us recall briefly the definition of the Littlewood-Paley decomposition (see [2] for more details). More precisely, we take some smooth radial non-increasing function \( \chi \) with values in \([0, 1]\) such that \( \chi \in C_0^\infty(\mathbb{R}^2) \) supported in the ball \( B \triangleq \{ \xi \in \mathbb{R}^2, |\xi| \leq \frac{3}{4} \} \) and with value 1 on \( \{ \xi \in \mathbb{R}^2, |\xi| \leq \frac{3}{2} \} \), then we define \( \varphi(\xi) \triangleq \chi(\frac{3}{2}) - \chi(\xi) \). It is clear that \( \varphi \in C_0^\infty(\mathbb{R}^2) \) is supported in the annulus \( C \triangleq \{ \xi \in \mathbb{R}^2, \frac{3}{4} \leq |\xi| \leq \frac{3}{2} \} \) and satisfies

\[
\chi(\xi) + \sum_{j \geq 0} \varphi(2^{-j}\xi) = 1, \quad \forall \xi \in \mathbb{R}^2; \quad \sum_{j \in \mathbb{Z}} \varphi(2^{-j}\xi) = 1, \quad \forall \xi \neq 0.
\]

Let \( h = F^{-1}(\varphi) \) and \( \tilde{h} = F^{-1}(\chi) \), then the inhomogeneous dyadic blocks \( \Delta_j \) of our decomposition by setting

\[
\Delta_j u = 0, \quad j \leq -2; \quad \Delta_{-1} u = \chi(D) u = \int_{\mathbb{R}^2} \tilde{h}(y) u(x - y) dy;
\]

\[
\Delta_j u = \varphi(2^{-j}D) u = 2^{jn} \int_{\mathbb{R}^2} h(2^j y) u(x - y) dy, \quad \forall j \geq 0.
\]

The homogeneous dyadic blocks \( \tilde{\Delta}_j \) reads

\[
\tilde{\Delta}_j u = \varphi(2^{-j}D) u = 2^{2j} \int_{\mathbb{R}^2} h(2^j y) u(x - y) dy, \quad \forall j \in \mathbb{Z}.
\]

It is now time to introduce the inhomogeneous Besov spaces, which are defined by the Littlewood-Paley decomposition.

**Definition 2.1.** Let \( s \in \mathbb{R}, (p, r) \in [1, +\infty]^2 \). The inhomogeneous Besov space \( B^s_{p,r} \) is defined as a space of \( f \in \mathcal{S}'(\mathbb{R}^2) \) such that

\[
B^s_{p,r} = \{ f \in \mathcal{S}'(\mathbb{R}^2); \| f \|_{B^s_{p,r}} < \infty \},
\]

where

\[
\| f \|_{B^s_{p,r}} \triangleq \begin{cases} 
\left( \sum_{j \geq -1} 2^{js} \| \Delta_j f \|_{L^p}^r \right)^{\frac{1}{r}}, & r < \infty, \\
\sup_{j \geq -1} 2^{js} \| \Delta_j f \|_{L^p}, & r = \infty.
\end{cases}
\]
We denote the tempered distributions by \( S'(\mathbb{R}^2) \), and polynomials by \( \mathcal{P}(\mathbb{R}^2) \). Now the homogeneous Besov spaces are defined as follows.

**Definition 2.2.** Let \( s \in \mathbb{R}, (p, r) \in [1, +\infty]^2 \). The homogeneous Besov space \( \dot{B}^s_{p,r} \) is defined as a space of \( f \in S'(\mathbb{R}^2)/\mathcal{P}(\mathbb{R}^2) \) such that

\[
\| f \|_{\dot{B}^s_{p,r}} = \left\{ \sum_{j \in \mathbb{Z}} 2^{js} \| \dot{\Delta}_j f \|_{L^p} \right\}^{\frac{1}{r}}, \quad 1 \leq r < \infty,
\]

\[
\sup_{j \in \mathbb{Z}} 2^{js} \| \dot{\Delta}_j f \|_{L^p}, \quad r = \infty.
\]

The following one is the classical Bernstein type inequality (see [24, Lemma 2.1]).

**Lemma 2.5.** Let \( 1 \leq a \leq b \leq \infty \) and \( \mathcal{C} \) be an annulus and \( \mathcal{B} \) a ball of \( \mathbb{R}^2 \), then

\[
\text{Supp} \hat{f} \subset \lambda \mathcal{B} \Rightarrow \| \nabla^k f \|_{L^b} \leq C_1 \lambda^{k + 2(\frac{1}{q} - \frac{1}{r})} \| f \|_{L^a},
\]

\[
\text{Supp} \hat{f} \subset \lambda \mathcal{C} \Rightarrow C_2 \lambda^k \| f \|_{L^b} \leq \| \nabla^k f \|_{L^b} \leq C_3 \lambda^{k + 2(\frac{1}{q} - \frac{1}{r})} \| f \|_{L^a},
\]

where \( C_1, C_2 \) and \( C_3 \) are positive constants depending on \( k, a \) and \( b \) only.

We next recall the following lower bound associated with the fractional dissipation term, which is due to Chamorro and Lemarié-Rieusset (see [5, Theorem 4.2]).

**Lemma 2.6.** Let \( q \in [2, \infty) \) and \( \alpha \in (0, 1) \), then there is a positive constant \( C(\alpha, q) \) such that

\[
\int_{\mathbb{R}^2} \Lambda^{2\alpha} f(|f|^{q-2}f) \, dx \geq C(\alpha, q) \| f \|_{\dot{B}_{q,q}^{\alpha}}^{\frac{2}{q}}. \tag{2.14}
\]

The final statement is the refined logarithmic Gronwall inequality (see [24, Lemma 2.8]), which will be used to show the global \( H^1 \)-bound of the solution.

**Lemma 2.7.** Assume that \( l(t), m(t), n(t) \) and \( f(t) \) are all nonnegative and integrable functions on \((0, T)\). Let \( A(t) \) and \( B(t) \) be two absolutely continuous and nonnegative functions on \((0, T)\) for any given \( T > 0 \), satisfying for any \( t \in (0, T) \)

\[
A'(t) + B(t) \leq \left[ l(t) + m(t) \ln(A + a_0) + n(t)G(k, \ln(A + B + a_0)) \right] (A + a_0) + f(t),
\]

where \( a_0 = a_0(k) \geq 2 \) is suitably large such that for example \( \underbrace{\ln \cdots \ln}_{k \text{ times}} a_0 \geq 1 \), and

\[
G(k, r) = r \ln r \times \cdots \times \underbrace{\ln \cdots \ln}_{k \text{ times}} r, \quad k \geq 1, \; k \in \mathbb{N}_+.
\]

Assume further that there are three constants \( K \in [0, \infty), \alpha \in [0, \infty) \) and \( \beta \in [0, 1) \) such that for any \( t \in (0, T) \)

\[
n(t) \leq K(1 + A(t))^\alpha (1 + A(t) + B(t))^{\beta}.
\]

Then the following estimate holds true for any \( t \in (0, T) \)

\[
A(t) + \int_0^t B(s) \, ds \leq C.
\]
3. The proof of Theorem 1.1

In this section, we give the proof of Theorem 1.1. By the classical hyperbolic method, there exists a finite time $T_0$ such that the system (1.3) is local well-posedness in the interval $[0, T_0]$ in $H^s$ with $s \geq 2$. Thus, it is sufficient to establish a priori estimates in the interval $[0, T]$ for the given $T > T_0$.

Firstly, we state the following basic $L^2$-energy estimate and the proof of which is straightforward.

Lemma 3.1. Let $(u_0, b_0)$ satisfy the conditions stated in Theorem 1.1, then it holds

$$
\|u(t)\|_{L^2}^2 + \|b(t)\|_{L^2}^2 + \int_0^t (\|\Lambda^\alpha u(\tau)\|_{L^2}^2 + \|\mathcal{L}_\perp^j b(\tau)\|_{L^2}^2) \, d\tau \leq \|u_0\|_{L^2}^2 + \|b_0\|_{L^2}^2, \quad (3.1)
$$

where $\mathcal{L}_\perp^j$ is defined by

$$
\mathcal{L}_\perp^j b(\xi) = \frac{|\xi|}{\sqrt{g(\xi)}} \widehat{b}(\xi).
$$

In order to get the $H^1$-bound of $(u, b)$, we apply $\nabla^\perp \cdot$ to the MHD equations (1.3) to obtain the governing equations for the vorticity $\omega \triangleq \nabla^\perp \cdot u = \partial_{x_1} u_2 - \partial_{x_2} u_1$ and the current $j \triangleq \nabla^\perp \cdot b = \partial_{x_1} b_2 - \partial_{x_2} b_1$ as follows

$$
\begin{cases}
\partial_t \omega + (u \cdot \nabla) \omega + \Lambda^{2\alpha} \omega = (b \cdot \nabla) j, \\
\partial_t j + (u \cdot \nabla) j + \mathcal{L}_\perp j = (b \cdot \nabla) \omega + T(\nabla u, \nabla b),
\end{cases} \quad (3.2)
$$

where

$$
T(\nabla u, \nabla b) = 2\partial_{x_1} b_1 (\partial_{x_1} u_1 + \partial_{x_2} u_2) - 2\partial_{x_2} u_1 (\partial_{x_1} b_1 + \partial_{x_2} b_2).
$$

We now prove that the solution of (1.3) admits a global $H^1$-bound as stated in the following lemma.

Lemma 3.2. Let $(u_0, b_0)$ satisfy the conditions stated in Theorem 1.1, then it holds for any $t \in [0, T]$

$$
\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2 + \int_0^t (\|\Lambda^\alpha \omega(\tau)\|_{L^2}^2 + \|\mathcal{L}_\perp^j \omega(\tau)\|_{L^2}^2) \, d\tau \leq C(t, u_0, b_0). \quad (3.3)
$$

Remark 3.1. After checking the proof of Lemma 3.2 below, one may find that (3.3) is still true for the case $\alpha = 0$.

Proof. Taking the inner products of $\omega$ with $\omega$, $j$ with $j$, adding them up and using the incompressible condition, we find

$$
\frac{1}{2} \frac{d}{dt} (\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^\alpha \omega\|_{L^2}^2 + \|\mathcal{L}_\perp^j j\|_{L^2}^2 = \int_{\mathbb{R}^2} T(\nabla u, \nabla b) j \, dx,
$$

where we have used the following fact

$$
\int_{\mathbb{R}^2} (b \cdot \nabla j) \omega \, dx + \int_{\mathbb{R}^2} (b \cdot \nabla \omega) j \, dx = 0.
$$

By the simple interpolation inequality, it yields

$$
\int_{\mathbb{R}^2} T(\nabla u, \nabla b) j \, dx \leq C \|\nabla u\|_{L^2} \|\nabla b\|_{L^4} \|j\|_{L^4}
$$
which leads to
\[
\frac{1}{2} \frac{d}{dt} (\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^{\alpha}\omega\|_{L^2}^2 + \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2 \leq C \|\omega\|_{L^2}^2 \|j\|_{L^2}^2.
\]

In view of the Littlewood-Paley decomposition and the Bernstein inequality (see Lemma 2.5), we obtain
\[
\|j\|_{L^4}^2 \leq \|j\|_{L^2}^2
\leq \|\Delta_{-1} j\|_{L^4}^2 + \sum_{k \geq 0} \|\Delta_{k} j\|_{L^4}^2
\leq C \|b\|_{L^2}^2 + \sum_{0 \leq k \leq M} \|\Delta_{k} j\|_{L^4}^2 + \sum_{k > M} \|\Delta_{k} j\|_{L^4}^2
\leq C \|b\|_{L^2}^2 + \sum_{0 \leq k \leq M} 2^k \|\Delta_{k} j\|_{L^2}^2 + \sum_{k > M} 2^{-k} \|\Delta_{k} j\|_{L^2}^2
= C \|b\|_{L^2}^2 + \sum_{0 \leq k \leq M} 2^k \|\Delta_{k} \left( \sqrt{g(\Lambda)} \frac{j}{\sqrt{g(\Lambda)}} \right)\|_{L^2}^2
+ \sum_{k > M} 2^{-k} \|\Delta_{k} \left( \sqrt{g(\Lambda)} \frac{\Lambda}{\sqrt{g(\Lambda)}} j \right)\|_{L^2}^2
\leq C \|b\|_{L^2}^2 + \sum_{0 \leq k \leq M} 2^k g(2^k) \|\Delta_{k} \left( \frac{\nabla b}{\sqrt{g(\Lambda)}} \right)\|_{L^2}^2
+ \sum_{k > M} 2^{-k} g(2^k) \|\Delta_{k} \left( \frac{\Lambda}{\sqrt{g(\Lambda)}} j \right)\|_{L^2}^2
\leq C \|b\|_{L^2}^2 + C \sum_{0 \leq k \leq M} 2^k g(2^k) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C \sum_{k > M} 2^{-k} g(2^k) \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2
\leq C \|b\|_{L^2}^2 + C \sum_{0 \leq k \leq M} 2^k g(2^k) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C \sum_{k > M} 2^{-(1-\epsilon)k} \frac{g(2^k)}{2^k} \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2
\leq C \|b\|_{L^2}^2 + C \sum_{0 \leq k \leq M} 2^k g(2^k) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C \sum_{k > M} 2^{-(1-\epsilon)k} \frac{g(2^M)}{2^M} \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2
\leq C \|b\|_{L^2}^2 + C 2^M g(2^M) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C 2^{-(1-\epsilon)M} \frac{g(2^M)}{2^M} \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2
\leq C + C 2^M g(2^M) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C 2^{-M} g(2^M) \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2,
\]
where we have used the property (2.3). As a result, one gets
\[
\|j\|_{L^4}^2 \leq C + C 2^M g(2^M) \|\mathcal{L}^{\frac{1}{2}} b\|_{L^2}^2 + C 2^{-M} g(2^M) \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2.
\]
Therefore, we get
\[
\frac{1}{2} \frac{d}{dt} (\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^{\alpha}\omega\|_{L^2}^2 + \|\mathcal{L}^{\frac{1}{2}} j\|_{L^2}^2
\]
\[ \leq C\|\omega\|_{L^2}^2 \left( 1 + 2^M g(2^M)\|L^{1/2}b\|_{L^2}^2 + 2^{-M} g(2^M)\|L^{1/2}j\|_{L^2}^2 \right) \]
\[ \leq C\|\omega\|_{L^2} \left( 1 + 2^M g(2^M)(1 + \|L^{1/2}b\|_{L^2}^2 + 2^{-M} g(2^M)\|L^{1/2}j\|_{L^2}^2 \right). \]  

(3.4)

We take \( M \) large enough such that
\[ 2^M g(2^M)(1 + \|L^{1/2}b\|_{L^2}^2) \approx 2^{-M} g(2^M)\|L^{1/2}j\|_{L^2}^2, \]
which implies
\[ 2^M \approx \frac{\|L^{1/2}j\|_{L^2}}{1 + \|L^{1/2}b\|_{L^2}}. \]

It follows from (3.4) that
\[ \frac{1}{2} \frac{d}{dt}(\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^\alpha \omega\|_{L^2}^2 + \|L^{1/2}j\|_{L^2}^2 \]
\[ \leq C\|\omega\|_{L^2} + C\|\omega\|_{L^2} \|L^{1/2}j\|_{L^2} \left( \frac{\|L^{1/2}j\|_{L^2}}{1 + \|L^{1/2}b\|_{L^2}} \right) (1 + \|L^{1/2}b\|_{L^2}) \]
\[ \leq \frac{1}{2} \|L^{1/2}j\|_{L^2}^2 + C\|\omega\|_{L^2} + C\|\omega\|_{L^2}^2 g^2 \left( \frac{\|L^{1/2}j\|_{L^2}}{1 + \|L^{1/2}b\|_{L^2}} \right) (1 + \|L^{1/2}b\|_{L^2})^2, \]
which leads to
\[ \frac{d}{dt}(\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^\alpha \omega\|_{L^2}^2 + \|L^{1/2}j\|_{L^2}^2 \]
\[ \leq C\|\omega\|_{L^2} + C\|\omega\|_{L^2}^2 g^2 \left( \frac{\|L^{1/2}j\|_{L^2}}{1 + \|L^{1/2}b\|_{L^2}} \right) (1 + \|L^{1/2}b\|_{L^2})^2. \]  

(3.5)

For simplicity, we denote
\[ G(\xi) \triangleq \ln(\sigma + |\xi|) \ln(\sigma + |\xi|) \cdots \underbrace{\ln \cdots \ln\ln}_{k \text{ times}}(\sigma + |\xi|). \]

We thus deduce from (3.5) and (1.4) that
\[ \frac{d}{dt}(\|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2) + \|\Lambda^\alpha \omega\|_{L^2}^2 + \|L^{1/2}j\|_{L^2}^2 \]
\[ \leq C\|\omega\|_{L^2} + C\|\omega\|_{L^2}^2 G \left( \frac{\|L^{1/2}j\|_{L^2}}{1 + \|L^{1/2}b\|_{L^2}} \right) (1 + \|L^{1/2}b\|_{L^2})^2 \]
\[ \leq C\|\omega\|_{L^2} + C\|\omega\|_{L^2}^2 G \left( \|L^{1/2}j\|_{L^2} \right) (1 + \|L^{1/2}b\|_{L^2})^2 \]
\[ \leq C\|\omega\|_{L^2} + C(1 + \|L^{1/2}b\|_{L^2})^2 \|\omega\|_{L^2}^2 \]
\[ \times \ln(\sigma + \|L^{1/2}j\|_{L^2}) \ln(\sigma + \|L^{1/2}j\|_{L^2}) \cdots \underbrace{\ln \cdots \ln\ln}_{k \text{ times}}(\sigma + \|L^{1/2}j\|_{L^2}). \]  

(3.6)

We denote
\[ A(t) \triangleq \sigma + \|\omega(t)\|_{L^2}^2 + \|j(t)\|_{L^2}^2, \quad B(t) \triangleq \sigma + \|\Lambda^\alpha \omega(t)\|_{L^2}^2 + \|L^{1/2}j(t)\|_{L^2}^2, \]
\[ n(t) \triangleq (1 + \|L^{1/2}b(t)\|_{L^2})^2. \]
Then, one derives from (3.6) that
\[
\frac{d}{dt} A(t) + B(t) \leq n(t) A(t) \ln(\sigma + B(t)) \ln \ln(\sigma + B(t)) \cdots \ln \ln \cdots \ln(\sigma + B(t)). \tag{3.7}
\]
It is easy to check that the function \( n(t) \) is in \( L^1_{loc}(\mathbb{R}_+) \). Moreover, it obeys
\[
n(t) = \left( 1 + \left\| \mathcal{L}^\xi b \right\|_{L^2}^2 \right)^2
\]
\[
= C \left( 1 + \left\| \frac{|\xi|}{\sqrt{g(\xi)}} \hat{b}(\xi) \right\|_{L^2}^2 \right)^2
\]
\[
\leq C \left( 1 + \left\| \hat{b}(\xi) \right\|_{L^2}^2 \right)^2
\]
\[
\leq C \left( 1 + \| \nabla b \|_{L^2} \right)^2
\]
\[
\leq C \left( 1 + \| j \|_{L^2} \right)^2
\]
\[
\leq C A(t),
\]
which shows
\[
n(t) \leq CA(t). \tag{3.8}
\]
Keeping in mind (3.8) and applying the refined logarithmic Gronwall inequality (see Lemma 2.7) to (3.7), it is not hard to obtain (3.3). Therefore, we complete the proof of Lemma 3.2. \( \square \)

Thanks to (3.3) and the \( \dot{H}^r \)-estimate of \( j \), we are able to show the following estimate, whose proof can be performed by repeating the proof of [27, Lemma 3.4].

**Lemma 3.3.** Let \( \alpha > 0 \), then it holds for any \( r \in (0, \alpha) \)
\[
\| \Lambda^r j(t) \|^2_{L^2} + \int_0^t \| \mathcal{L}^{\frac{1}{2}} \Lambda^r j(\tau) \|^2_{L^2} d\tau \leq C(t, u_0, b_0). \tag{3.9}
\]

**Remark 3.2.** In the case when \( \alpha = 0 \), appealing to other approach different from [27, Lemma 3.4], we are still able to show that (see Theorem 1.2 for details)
\[
\| \Lambda^r j(t) \|_{L^2} + \| Lb(t) \|_{L^2} \leq C(t, u_0, b_0)
\]
for any \( r \in (0, 1) \). This indicates that as regards Lemma 3.3, the role of \( \alpha > 0 \) is not critical.

The following result is an easy consequence of (3.3) and (3.9).

**Lemma 3.4.** Let \( \alpha > 0 \), then it holds for any \( r \in (0, \alpha) \)
\[
\| \omega(t) \|^2_{L^2} + \| j(t) \|^2_{\dot{H}^r} + \| b(t) \|^2_{L^\infty} + \int_0^t (\| \Lambda^\alpha \omega \|^2_{L^2} + \| \mathcal{L}^{\frac{1}{2}} j \|^2_{\dot{H}^r}) d\tau \leq C(t, u_0, b_0). \tag{3.10}
\]

To go on, we will encounter even greater difficulty. In order to introduce the reader to the main difficulty, let us consider the endpoint case, namely \( \alpha = 0 \). In this case, our natural target is to derive the \( L^\infty \)-bound of \( \omega \). Regarding the vorticity equation,
to achieve this goal, the significant quantity that one needs to bound in order to get global existence is the $L^\infty$-norm of $\nabla j$. Unfortunately, the main difficulty encountered for global existence is due to the lack of strong dissipation in the magnetic equation because the magnetic diffusion is reducing about logarithmic diffusion from standard Laplacian diffusion. Consequently, we don’t see how to estimate in a suitable way the $L^q$-quantity $L$.

Consequently, we don’t see how to estimate in a suitable way the $L^q$-norm of $\omega$ with $q \in (2, \infty)$ is worthwhile to emphasize that the condition $\alpha > 0$ plays an important role in obtaining the global bound for $(u, b)$ in $H^s$ with $s \geq 2$. It is worthwhile to emphasize that the condition $\alpha > 0$ is crucial to guarantee the validity of (3.11) below.

**Lemma 3.5.** Let $(u_0, b_0)$ satisfy the conditions stated in Theorem 1.1. If $\alpha > 0$, then it holds for any $t \in [0, T]$ and for any $q \in (2, \infty)$

$$\|\omega(t)\|_{L^q} + \int_0^t \|\nabla j(\tau)\|_{L^q} d\tau \leq C(t, u_0, b_0).$$

(3.11)

In particular, it holds

$$\int_0^t \|\nabla b(\tau)\|_{L^\infty} d\tau \leq C(t, u_0, b_0).$$

(3.12)

**Proof.** It follows from (3.2) that

$$\partial_t \Lambda j + \mathcal{L} j = \Lambda \partial_x (b_i \omega - u_i j) + \Lambda T(\nabla u, \nabla b),$$

which along with its Fourier transform reads

$$\partial_t \widetilde{(\Lambda j)}(\xi, t) + \frac{|\xi|^2}{g(\xi)} \widetilde{(\Lambda j)}(\xi, t) = \mathcal{F}(\Lambda \partial_x (b_i \omega - u_i j))(\xi, t) + \mathcal{F}(\Lambda T(\nabla u, \nabla b))(\xi, t).$$

As a result, we have

$$\widetilde{(\Lambda j)}(\xi, t) = e^{-\frac{|\xi|^2}{g(\xi)} t} \widetilde{(\Lambda j_0)}(\xi) + \int_0^t e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} \mathcal{F}(\Lambda \partial_x (b_i \omega - u_i j))(\xi, \tau) d\tau$$

$$+ \int_0^t e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} \mathcal{F}(\Lambda T(\nabla u, \nabla b))(\xi, \tau) d\tau$$

$$= e^{-\frac{|\xi|^2}{g(\xi)} t} \widetilde{j_0}(\xi) + \int_0^t \|\xi|^{2-\delta} e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} |\xi|^\delta \mathcal{F}(\Lambda \partial_x (b_i \omega - u_i j))(\xi, \tau) d\tau$$

$$+ \int_0^t \|\xi|^{1-\delta} e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} |\xi|^{\delta-1} \mathcal{F}(\Lambda T(\nabla u, \nabla b))(\xi, \tau) d\tau$$

$$= |\xi|^{2-\delta} e^{-\frac{|\xi|^2}{g(\xi)} t} \widetilde{j_0}(\xi) + \int_0^t \|\xi|^{2-\delta} e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} \mathcal{F}(\Lambda^{\delta-1} \partial_x (b_i \omega - u_i j))(\xi, \tau) d\tau$$

$$+ \int_0^t \|\xi|^{1-\delta} e^{-\frac{(t-\tau)|\xi|^2}{g(\xi)}} \mathcal{F}(\Lambda^{\delta-1} T(\nabla u, \nabla b))(\xi, \tau) d\tau. $$

(3.13)
where the constant $\delta > 0$ will be fixed later. We thus derive from (3.13) that

$$
\widetilde{(\Lambda j)}(\xi, t) = |\xi|^{2-\delta} e^{\frac{it|\xi|^2}{\delta}} \Lambda^{\delta-1} j_0(\xi) + \int_0^t |\xi|^{2-\delta} e^{\frac{(t-\tau)|\xi|^2}{\delta}} F(\Lambda^{\delta-1} \partial_x_1 (b_i \omega - u_i j))(\xi, \tau) \, d\tau
$$

$$
+ \int_0^t |\xi|^{1-\delta} e^{\frac{(t-\tau)|\xi|^2}{\delta}} F(\Lambda^{\delta} T(\nabla u, \nabla b))(\xi, \tau) \, d\tau.
$$

Applying inverse Fourier transform to above equality shows

$$
\Lambda j(t) = \Lambda^{2-\delta} K(t) * \Lambda^{\delta-1} j_0 + \int_0^t \Lambda^{2-\delta} K(t - \tau) * (\Lambda^{\delta-1} \partial_x_1 (b_i \omega - u_i j))(\tau) \, d\tau
$$

$$
+ \int_0^t \Lambda^{1-\delta} K(t - \tau) * (\Lambda^{\delta} T(\nabla u, \nabla b))(\tau) \, d\tau.
$$

Taking $L^q$-norm (for any $q \in (2, \infty)$) to the both sides of the above equality in terms of space variable and using the Young inequality, it follows that

$$
\| \nabla j(t) \|_{L^q} \leq C \| \Lambda j(t) \|_{L^q}
$$

$$
\leq C \| \Lambda^{2-\delta} K(t) * \Lambda^{\delta-1} j_0 \|_{L^q}
$$

$$
+ C \int_0^t \| \Lambda^{2-\delta} K(t - \tau) * \{ \Lambda^{\delta-1} \partial_x_1 (b_i \omega - u_i j) \}(\tau) \|_{L^q} \, d\tau
$$

$$
+ C \int_0^t \| \Lambda^{1-\delta} K(t - \tau) * \Lambda^{\delta} T(\nabla u, \nabla b)(\tau) \|_{L^q} \, d\tau
$$

$$
\leq C \| \Lambda^{2-\delta} K(t) \|_{L^1} \| \Lambda^{\delta-1} j_0 \|_{L^q}
$$

$$
+ C \int_0^t \| \Lambda^{2-\delta} K(t - \tau) \|_{L^1} \{ \| \Lambda^{\delta} (b_\omega)(\tau) \|_{L^q} + \| \Lambda^{\delta} (u_j)(\tau) \|_{L^q} \} \, d\tau
$$

$$
+ C \int_0^t \| \Lambda^{1-\delta} K(t - \tau) \|_{L^2} \| \Lambda^{\delta} T(\nabla u, \nabla b)(\tau) \|_{L^q} \, d\tau
$$

$$
\leq C \| \Lambda^{2-\delta} K(t) \|_{L^1} \| \Lambda^{\delta} b_0 \|_{L^q}
$$

$$
+ C \int_0^t \| \Lambda^{2-\delta} K(t - \tau) \|_{L^1} \{ \| \Lambda^{\delta} (b \otimes \omega)(\tau) \|_{L^q} + \| \Lambda^{\delta} (u \otimes j)(\tau) \|_{L^q} \} \, d\tau
$$

$$
+ C \int_0^t \| \Lambda^{1-\delta} K(t - \tau) \|_{L^2} \| \Lambda^{\delta} T(\nabla u, \nabla b)(\tau) \|_{L^q} \, d\tau.
$$

Taking $L^1$-norm in terms of time variable and appealing to the convolution Young inequality, one concludes by using (2.13) that

$$
\| \nabla j(t) \|_{L^1 L^q} \leq C \| \Lambda^{2-\delta} K(t) \|_{L^1 L^1} + C \| \Lambda^{1-\delta} K(t) \|_{L^1 L^2} \| \Lambda^{\delta} T(\nabla u, \nabla b) \|_{L^1 L_q^{2/\delta}}
$$

$$
\leq C \| \Lambda^{2-\delta} K(t) \|_{L^1 L^1} \{ \| \Lambda^{\delta} (b_\omega) \|_{L^1 L^q} + \| \Lambda^{\delta} (u_j) \|_{L^1 L^q} \}
$$

$$
\leq C + C \| \Lambda^{\delta} T(\nabla u, \nabla b) \|_{L^1 L_q^{2/\delta}} + C \{ \| \Lambda^{\delta} (b_\omega) \|_{L^1 L^q} + \| \Lambda^{\delta} (u_j) \|_{L^1 L^q} \}. \quad (3.15)
$$

Taking $\delta < \alpha$ and using (3.10), we may derive

$$
C \| \Lambda^{\delta} T(\nabla u, \nabla b) \|_{L^1 L_q^{2/\delta}} \leq C \| \Lambda^{\delta} \nabla u \|_{L^2 L^q} \| \nabla b \|_{L^2 L^q} \| \nabla u \|_{L^1 L^q}
$$

$$
\leq C \| \Lambda^{\delta} \omega \|_{L^2 L^q} \| \nabla j \|_{L^2 L^q} \| \omega \|_{L^1 L^q}
$$
Similarly, one has by taking $\delta < \min\{\alpha, \frac{1}{\delta}\}$ and using (3.10) that
\[
C(||\Lambda^\delta(b\omega)||_{L^1_t L^q} + ||\Lambda^\delta(uj)||_{L^1_t L^q}) \leq C(||b||_{L^\infty_t L^\infty} ||\Lambda^\delta\omega||_{L^1_t L^q} + ||\Lambda^\delta b||_{L^\infty_t L^{\frac{2q}{q-2}}} ||\omega||_{L^1_t L^{\frac{2q}{q-2}}}
\]
\[
+ ||\Lambda^\delta u||_{L^2_t L^2} ||j||_{L^2_t L^2} + ||u||_{L^2_t L^2} ||\Lambda^\delta j||_{L^2_t L^2}
\]
\[
\leq C(||b||_{L^\infty_t L^\infty} ||\Lambda^\delta\omega||_{L^1_t L^q} + ||j||_{L^\infty_t L^2} ||\Lambda^\delta\omega||_{L^1_t L^q})
\]
\[
+ C(||u||_{L^2_t L^2} + ||\omega||_{L^2_t L^2} ||j||_{L^2_t L^2} + ||C^\frac{1}{2} j||_{L^2_t L^2})
\]
\[
\leq C + C ||\Lambda^\delta\omega||_{L^1_t L^q}.
\]
Putting (3.16) and (3.17) into (3.15) shows
\[
||\nabla j(t)||_{L^1_t L^q} \leq C + C ||\omega||_{L^1_t L^q} + C ||\Lambda^\delta\omega||_{L^1_t L^q}.
\]
To bound the terms at the righthand side of (3.18), we deduce from (3.2) that
\[
\frac{1}{q} \frac{d}{dt} ||\omega(t)||_{L^q} + \int_{\mathbb{R}^2} \Lambda^{2\alpha} \omega(|\omega|^{q-2}\omega) \, dx \leq C ||b||_{L^\infty} ||\nabla j||_{L^q} ||\omega||_{L^q}^{q-1}
\]
\[
\leq C ||\nabla j||_{L^q} ||\omega||_{L^q}^{q-1}.
\]
Thanks to (2.14), one obtains
\[
\int_{\mathbb{R}^2} \Lambda^{2\alpha} \omega(|\omega|^{q-2}\omega) \, dx \geq C(\alpha, q) ||\omega||_{B_{\frac{q}{q-2}}}^{2\alpha}.
\]
Putting (3.20) into (3.19) leads to
\[
\frac{1}{q} \frac{d}{dt} ||\omega(t)||_{L^q} + C ||\omega||_{B_{\frac{q}{q-2}}} \leq C ||\nabla j||_{L^q} ||\omega||_{L^q}^{q-1}.
\]
Obviously, it follows from (3.21) that
\[
\frac{d}{dt} ||\omega(t)||_{L^q} \leq C ||\nabla j||_{L^q},
\]
which implies
\[
||\omega(t)||_{L^q} \leq ||\omega_0||_{L^q} + C ||\nabla j||_{L^1_t L^q}.
\]
Keeping in mind (3.21) and making use of (3.22), we are able to show
\[
\int_0^t ||\omega(\tau)||_{L^q}^{\frac{q}{B_{\frac{q}{q-2}}}} \, d\tau \leq C + C \int_0^t ||\nabla j(\tau)||_{L^q} ||\omega(\tau)||_{L^q}^{q-1} \, d\tau
\]
\[
\leq C + C \int_0^t ||\nabla j(\tau)||_{L^q} (1 + ||\nabla j||_{L^1_t L^q})^{q-1} \, d\tau
\]
\[
\leq C + C (1 + ||\nabla j||_{L^1_t L^q})^{q-1} \int_0^t ||\nabla j(\tau)||_{L^q} \, d\tau
\]
\[
\leq C + C ||\nabla j||_{L^1_t L^q}^q,
\]
which gives
\[
||\omega(\tau)||_{L^q}^{\frac{q}{B_{\frac{q}{q-2}}}} \leq C + C ||\nabla j||_{L^1_t L^q}.
\]
Coming back to (3.18) and using (3.23), we derive by further restricting $\delta < \frac{2\alpha}{q}$ that
\[
\|\nabla j(t)\|_{L^1_t L^{q'}} \leq C + C\|\omega\|_{L^1_t L^q} + C\|\Lambda^{\delta} \omega\|_{L^1_t L^q} \\
\leq C + C\|\omega\|_{L^1_t L^q} + C\int_0^t \|\omega(\tau)\|_{L^1_t}^{\frac{1}{2\alpha}} \|\omega(\tau)\|_{L^{\frac{q}{q-2(1-\alpha)\left(1+\delta\right)}}}^{\frac{1}{2\alpha}} d\tau \\
\leq C + C\|\omega\|_{L^1_t L^q} + C\left(\int_0^t \|\omega(\tau)\|_{L^{\frac{q}{q-2(1-\alpha)\left(1+\delta\right)}}}^{\frac{1}{2\alpha}} d\tau\right) \\
\times \left(\int_0^t \|\omega(\tau)\|_{L^{\frac{2\alpha}{q-2(1-\alpha)\left(1+\delta\right)}}}^{\frac{1}{2\alpha}} d\tau\right) \\
\leq C + C\|\omega\|_{L^1_t L^q} + C\|\omega(\tau)\|_{L^1_t}^{\frac{1}{2\alpha}} \|\omega(\tau)\|_{L^{\frac{2\alpha}{q-2(1-\alpha)\left(1+\delta\right)}}}^{\frac{1}{2\alpha}} \\
\leq C + C\|\omega\|_{L^1_t L^q} + C\|\nabla j\|_{L^1_t L^q} \\
\leq \frac{1}{2}\|\nabla j(t)\|_{L^1_t L^q} + C + C\|\omega\|_{L^1_t L^q},
\]
which yields
\[
\|\nabla j(t)\|_{L^1_t L^{q'}} \leq C + C\|\omega\|_{L^1_t L^q}. \tag{3.24}
\]

Denoting
\[
A(t) \triangleq \|\nabla j(t)\|_{L^1_t L^{q'}},
\]
we deduce from (3.22) and (3.24) that
\[
A(t) \leq C + C \int_0^t A(\tau) d\tau.
\]

Applying a Gronwall-type argument to the above inequality, we obtain
\[
A(t) \leq C(t, u_0, b_0),
\]
which further implies for any $q \in (2, \infty)$ that
\[
\|\omega(t)\|_{L^q} + \int_0^t \|\nabla j(\tau)\|_{L^q} d\tau \leq C(t, u_0, b_0).
\]

This achieves the proof of Lemma 3.5. \qed

Finally, we are in a position to prove Theorem 1.1.

**Proof of Theorem 1.1** With a priori estimates achieved above, it is a standard procedure to complete the proof of Theorem 1.1. The first step is to construct a local-in-time solution which can be achieved by quite standard arguments and is thus omitted here. The last step is to show the global $H^s$-bound. To this end, we apply $\Lambda^s$ to the equations $u$ and $b$, and take the $L^2$ inner product of the resulting equations with $(\Lambda^s u, \Lambda^s b)$ to obtain
\[
\frac{1}{2} \frac{d}{dt} \|\Lambda^s u(t)\|_{L^2} + \|\Lambda^s b(t)\|_{L^2} + \|\Lambda^{s+\alpha} u\|_{L^2}^2 + \|\mathcal{L}^{\frac{s}{2}} \Lambda^s b\|_{L^2}^2 = -\int_{\mathbb{R}^2} [\Lambda^s, u \cdot \nabla] u \cdot \Lambda^s u \, dx + \int_{\mathbb{R}^2} [\Lambda^s, b \cdot \nabla] b \cdot \Lambda^s u \, dx
\]
\[-\int_{\mathbb{R}^2} [\Lambda^s, u \cdot \nabla]b \cdot \Lambda^s b \, dx + \int_{\mathbb{R}^2} [\Lambda^s, b \cdot \nabla]u \cdot \Lambda^s b \, dx = J_1 + J_2 + J_3 + J_4,\]

where \([a, b]\) is the standard commutator notation, namely \([a, b] = ab - ba\). To handle the four terms, we need the following Kato-Ponce inequality (see [10])

\[\|\Lambda^s, f\|_{L^p} \leq C\|\nabla f\|_{L^{p_1}} \|\Lambda^{s-1} g\|_{L^{p_2}} + \|g\|_{L^{p_3}} \|\Lambda^s f\|_{L^{p_4}},\]

where \(1 < p_1, p_3 \leq \infty\) and \(1 < p_2, p_4 < \infty\) satisfy \(\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_3} + \frac{1}{p_4}\). As a result, one can deduce that

\[J_1 \leq C\|\nabla u\|_{L^p} \|\Lambda^s u\|_{L^{p_1}}^2\]
\[\leq C\|\nabla u\|_{L^p} \|\Lambda^s u\|_{L^{\frac{2}{\alpha}}}^{2-\frac{2}{\alpha}} \|\Lambda^s u\|_{L^{\frac{2}{\alpha}}}^{\frac{2}{\alpha}} \|\Lambda^s u\|_{L^2},\]

\[\frac{1}{2} \|\Lambda^s u\|_{L^2}^2 + C\|\omega\|_{L^{1+}} \|\Lambda^s u\|_{L^2}^2 + \|\Lambda^s b\|_{L^2}^2,\]

\[J_2 \leq C\|\nabla b\|_{L^\infty} (\|\Lambda^s u\|_{L^2}^2 + \|\Lambda^s b\|_{L^2}^2),\]

\[J_3 \leq C\|\nabla u\|_{L^p} \|\Lambda^s u\|_{L^{p_1}} \|\Lambda^s b\|_{L^2}\]
\[\leq C\|\nabla u\|_{L^p} \|\Lambda^s u\|_{L^{\frac{2}{\alpha}}} \|\nabla b\|_{L^\infty} \|\Lambda^s u\|_{L^2} \|\Lambda^s b\|_{L^2}\]
\[\leq C\|\nabla u\|_{L^p} \|\Lambda^s b\|_{L^2}^{1-\eta} \|\Lambda^s u\|_{L^2}^{\eta} + \|\nabla b\|_{L^\infty} \|\Lambda^s u\|_{L^2} \|\Lambda^s b\|_{L^2}\]
\[\leq \frac{1}{2} \|\nabla u\|_{L^\infty} \|\Lambda^s b\|_{L^2}^2 + C \left(\|\nabla b\|_{L^\infty} \|\Lambda^s u\|_{L^2}^{\frac{2}{\alpha}} + \|\Lambda^s b\|_{L^2}^2 \right),\]

\[J_4 \leq C\|\nabla u\|_{L^p} \|\Lambda^s b\|_{L^2}\]
\[\leq C\|\nabla u\|_{L^p} \|\Lambda^s u\|_{L^2} + \|\nabla u\|_{L^p} \|\Lambda^s b\|_{L^{\frac{2}{\alpha}}} \|\Lambda^s b\|_{L^2}\]
\[\leq \frac{1}{2} \|\nabla u\|_{L^\infty} \|\Lambda^s u\|_{L^2}^2 + C \left(\|\nabla b\|_{L^\infty} \|\Lambda^s u\|_{L^2}^{\frac{2}{\alpha}} + \|\Lambda^s b\|_{L^2}^2 \right).\]

Consequently, we get

\[\frac{d}{dt} (\|\Lambda^s u(t)\|_{L^2}^2 + \|\Lambda^s b(t)\|_{L^2}^2 + \|\Lambda^{s+\alpha} u\|_{L^2}^2) \leq C \left(\|\nabla u\|_{L^{1+}} \|\Lambda^s u\|_{L^2}^2 + \|\Lambda^s b\|_{L^2}^2 \right).\]

Applying the Gronwall type inequality to (3.25) and using the estimates (3.11) as well as (3.12), we eventually obtain

\[\|\Lambda^s u(t)\|_{L^2} + \|\Lambda^s b(t)\|_{L^2} + \int_0^t (\|\Lambda^{s+\alpha} u(\tau)\|_{L^2}^2 + \|\Lambda^s b(\tau)\|_{L^2}^2) \, d\tau \leq C(t, u_0, b_0),\]

which along with (3.1) yields the desired global \(H^s\)-bound. Thanks to the global \(H^s\)-bound with \(s \geq 2\), we thus get that both \(u\) and \(b\) are in \(L^1_{\text{loc}}(\mathbb{R}^+; \text{Lip}(\mathbb{R}^2))\), which imply the uniqueness immediately, and thus omit the details. Consequently, we complete the proof of Theorem 1.1.
4. The Proof of Theorem 1.2

This section mainly focuses on the proof of Theorem 1.2. Precisely, we are going to derive some global a priori bounds for the case $\alpha = 0$, which of course improve the one of (3.11). We believe these bounds will play important roles in the eventual solution of the global regularity problem for the 2D resistive MHD equations. More precisely, the global a priori bounds of Theorem 1.2 can be stated one by one as follows.

**Lemma 4.1.** Let $(u_0, b_0)$ satisfy the conditions stated in Theorem 1.2, then it holds for any $r \in [0, 1)$

$$\|\Lambda^r j(t)\|_{L^2} \leq C(t, u_0, b_0). \quad (4.1)$$

In particular, (4.1) implies

$$\|b(t)\|_{L^\infty} \leq C(t, u_0, b_0). \quad (4.2)$$

Moreover, there also holds

$$\|\mathcal{L}b(t)\|_{L^2} \leq C(t, u_0, b_0). \quad (4.3)$$

**Proof.** Similar to (3.11), we may derive

$$\Lambda^r j(t) = \Lambda^r K(t) * j_0 + \int_0^t \Lambda^{r+1+\epsilon} K(t - \tau) * \Lambda^{-\epsilon-1} \partial_{x_i} \left( b_i \omega - u_{ij} \right)(\tau) \, d\tau$$

$$+ \int_0^t \Lambda^r K(t - \tau) * T(\nabla u, \nabla b)(\tau) \, d\tau,$$

which yields

$$\|\Lambda^r j(t)\|_{L^2} \leq \|\Lambda^r K(t) * j_0\|_{L^2} + \int_0^t \|\Lambda^{r+1+\epsilon} K(t - \tau) * \Lambda^{-\epsilon-1} \partial_{x_i} \left( b_i \omega - u_{ij} \right)(\tau)\|_{L^2} \, d\tau$$

$$+ \int_0^t \|\Lambda^r K(t - \tau) * T(\nabla u, \nabla b)(\tau)\|_{L^2} \, d\tau. \quad (4.4)$$

Thanks to the Plancherel Theorem, one has

$$\|\Lambda^r K(t) * j_0\|_{L^2} = \left\| \widehat{\Lambda^r K(t) * j_0} \right\|_{L^2}$$

$$= \left\| |\xi|^r e^{-\xi^2/2} \hat{j_0} \right\|_{L^2}$$

$$\leq \left\| |\xi|^r \hat{j_0} \right\|_{L^2} = \|\Lambda^r j_0\|_{L^2}. \quad (4.5)$$

Due to $r < 1$, we take $\epsilon \in (0, 1 - r)$, then it follows from (2.13) and the convolution inequality in space variables that

$$\int_0^t \|\Lambda^{r+1+\epsilon} K(t - \tau) * \Lambda^{-\epsilon-1} \partial_{x_i} \left( b_i \omega - u_{ij} \right)(\tau)\|_{L^2} \, d\tau$$

$$\leq C \int_0^t \|\Lambda^{r+1+\epsilon} K(t - \tau)\|_{L^1} \|\Lambda^{-\epsilon-1} \partial_{x_i} \left( b_i \omega - u_{ij} \right)(\tau)\|_{L^2} \, d\tau$$

$$\leq C \int_0^t \|\Lambda^{r+1+\epsilon} K(t - \tau)\|_{L^1} \|\Lambda^{-\epsilon} \left( b_i \omega - u_{ij} \right)(\tau)\|_{L^2} \, d\tau.$$
\[ \leq C \int_0^t \| \Lambda^{r+1+\varepsilon} K(t-\tau) \|_{L^1} (\| b \cdot \nabla (\tau) \|_{L^{r+2}} + \| u_j (\tau) \|_{L^{r+2}}) \, d\tau \]

\[ \leq C \int_0^t \| \Lambda^{r+1+\varepsilon} K(t-\tau) \|_{L^1} \| \nabla (\tau) \|_{L^2} \| T(\nabla u, \nabla b)(\tau) \|_{L^2} \, d\tau \]

\[ \leq C \int_0^t \| \Lambda^{r+1+\varepsilon} K(t-\tau) \|_{L^2} \| \nabla u(\tau) \|_{L^2} \| \nabla b(\tau) \|_{L^2} \, d\tau \]

\[ \leq C \int_0^t \| \Lambda^{r+1+\varepsilon} K(t-\tau) \|_{L^2} \| \omega(\tau) \|_{L^2} \| j(\tau) \|_{L^2} \, d\tau \]

\[ \leq C(t) \int_0^t \| \Lambda^{r+1+\varepsilon} K(\tau) \|_{L^2} \, d\tau \]

\[ \leq C(t), \]

where we have used (3.1) and (3.3). Using (2.13) and the convolution inequality in space variables again, we have

\[ \int_0^t \| \Lambda^r K(t-\tau) \ast T(\nabla u, \nabla b)(\tau) \|_{L^2} \, d\tau \leq C \int_0^t \| \Lambda^r K(t-\tau) \|_{L^2} \| T(\nabla u, \nabla b)(\tau) \|_{L^2} \, d\tau \]

\[ \leq C \int_0^t \| \Lambda^r K(t-\tau) \|_{L^2} \| \nabla u(\tau) \|_{L^2} \| \nabla b(\tau) \|_{L^2} \, d\tau \]

\[ \leq C \int_0^t \| \Lambda^r K(t-\tau) \|_{L^2} \| \omega(\tau) \|_{L^2} \| j(\tau) \|_{L^2} \, d\tau \]

\[ \leq C(t) \int_0^t \| \Lambda^r K(\tau) \|_{L^2} \, d\tau \]

Inserting the above estimates into (4.4) gives

\[ \| \Lambda^r j(t) \|_{L^2} \leq C(t), \]

which is (4.1). The proof of (4.3) is much involved and the argument in dealing with (4.1) does not work. To this end, we first show for any \( q \in [2, \infty) \)

\[ \| L b(t) \|_{L^q L^2} \leq C(t, u_0, b_0). \]  \( (4.6) \)

The equation (4.3) is rewritten as

\[ \partial_t b + L b = (b \cdot \nabla) u - (u \cdot \nabla) b = f. \]  \( (4.7) \)

Obviously, we get

\[ \| f \|_{L^2} \leq \| (b \cdot \nabla) u \|_{L^2} + \| (u \cdot \nabla) b \|_{L^2} \]

\[ \leq C \| b \|_{L^\infty} \| \nabla u \|_{L^2} + \| u \|_{L^q} \| \nabla b \|_{L^2}, \]

which along with (3.1), (3.3), (4.1) and (4.2) yield

\[ \| f(t) \|_{L^\infty L^2} \leq C(t, u_0, b_0). \]  \( (4.8) \)

Taking the \( L^2 \) product of both sides of (4.7) with \( L b \), we are able to show

\[ \frac{1}{2} \frac{d}{dt} \| \dot{L}^2 b(t) \|_{L^2}^2 + \| L b \|_{L^2}^2 = \int f : L b \, dx \]

\[ \leq \| f \|_{L^2} \| L b \|_{L^2} \]
Performing a time integration and using $(4.8)$, we have
\[
\frac{d}{dt} \|L^2 b(t)\|_{L^2}^2 + \|Lb\|_{L^2}^2 \leq C\|f\|_{L^2}^2.
\]
Performing a time integration and using $(4.8)$, we have
\[
\|Lb(t)\|_{L^2} \leq C(t, u_0, b_0).
\] (4.9)
It follows from $(4.7)$, $(4.8)$ and $(4.9)$ that
\[
\|\partial_t b\|_{L^2} \leq C(t, u_0, b_0).
\] (4.10)
Noticing that after checking the proof of $(4.1)$, it seems impossible to derive $(4.3)$ via only the equation $(1.5)$, or the equation $(3.2)$. To bypass this difficulty, we appeal to explore a combined quantity $Lb - (b \cdot \nabla)u$ which obeys the equation
\[
\partial_t \{Lb - (b \cdot \nabla)u\} + L\{Lb - (b \cdot \nabla)u\} = b \cdot \nabla\{(u \cdot \nabla)u\} + b \cdot \nabla(\nabla p) - L\{(u \cdot \nabla)b\} - b \cdot \nabla\{(b \cdot \nabla)b\} - \partial_t b \cdot \nabla u.
\] (4.11)
The derivation of $(4.11)$ can be performed by combining $(1.5)_1$ and $(1.5)_2$. More precisely, we apply $b \cdot \nabla$ to $(1.5)_2$ to conclude
\[
\partial_t (b \cdot \nabla u) + b \cdot \nabla\{(u \cdot \nabla)u\} + b \cdot \nabla(\nabla p) = b \cdot \nabla\{(b \cdot \nabla)b\} + \partial_t b \cdot \nabla u.
\] (4.12)
Applying $L$ to $(1.5)_2$, we thus infer
\[
\partial_t Lb + L\{(u \cdot \nabla)b\} + L\{Lb - (b \cdot \nabla)u\} = 0.
\] (4.13)
As a result, $(4.11)$ is an easy consequence of $(4.13)$ minus $(4.12)$. We note that applying the direct $L^2$-energy method to $(4.11)$ to derive $(4.3)$ is not workable due to the strong nonlinearity at the right-hand side of $(4.11)$. To overcome this difficulty, we formulate $(4.11)$ as the following integral form
\[
\{Lb - (b \cdot \nabla)u\}(t) = K(t) \ast \{Lb_0 - (b_0 \cdot \nabla)u_0\} + \sum_{k=1}^{5} N_k,
\]
where the five terms are given by
\[
N_1 = \int_0^t K(t - \tau) \ast \left( b \cdot \nabla\{(u \cdot \nabla)u\} \right)(\tau) \, d\tau,
\]
\[
N_2 = \int_0^t K(t - \tau) \ast \left( b \cdot \nabla(\nabla p) \right)(\tau) \, d\tau,
\]
\[
N_3 = -\int_0^t K(t - \tau) \ast \left( L\{(u \cdot \nabla)b\} \right)(\tau) \, d\tau,
\]
\[
N_4 = -\int_0^t K(t - \tau) \ast \left( b \cdot \nabla\{(b \cdot \nabla)b\} \right)(\tau) \, d\tau,
\]
\[
N_5 = -\int_0^t K(t - \tau) \ast \left( \partial_t b \cdot \nabla u \right)(\tau) \, d\tau.
\]
By virtue of the Plancherel Theorem, we notice
\[
\|K(t) \ast \{Lb_0 - (b_0 \cdot \nabla)u_0\}\|_{L^2} \leq \|\tilde{K}(t) \mathcal{F}\{Lb_0 - (b_0 \cdot \nabla)u_0\}\|_{L^2},
\]
\[
\leq \| \mathcal{F} \{ \mathcal{L}b_0 - (b_0 \cdot \nabla) u_0 \} \|_{L^2}
\leq C \| \mathcal{L}b_0 - (b_0 \cdot \nabla) u_0 \|_{L^2}
\leq C,
\]

which shows

\[
\| \{ \mathcal{L}b - (b \cdot \nabla) u \} (t) \|_{L^2} \leq C + \sum_{k=1}^{5} \| N_k \|_{L^2}. \tag{4.14}
\]

Next we will claim that

\[
\sum_{k=1}^{4} \| N_k \|_{L^\infty L^2} \leq C(t, u_0, b_0). \tag{4.15}
\]

Actually, by taking \( \varepsilon \in (0, 1) \), one deduces from (2.13) and the convolution inequality in space variables that

\[
\| N_1 \|_{L^2} = \left\| \int_0^t K(t - \tau) * \left( b \cdot \nabla \{ (u \cdot \nabla) u \} \right)(\tau) \, d\tau \right\|_{L^2}
\leq C \int_0^t \| \Lambda^\varepsilon \nabla K(t - \tau) * \Lambda^{-\varepsilon} (b \{ (u \cdot \nabla) u \})(\tau) \|_{L^2} \, d\tau
\leq C \int_0^t \| \Lambda^\varepsilon \nabla K(t - \tau) \|_{L^1} \| \Lambda^{-\varepsilon} (b \{ (u \cdot \nabla) u \})(\tau) \|_{L^2} \, d\tau
\leq C \int_0^t \| \Lambda^\varepsilon \nabla K(t - \tau) \|_{L^1} \| b(\tau) \|_{L^\infty} \| u(\tau) \|_{L^2} \| \nabla u(\tau) \|_{L^2} \, d\tau
\leq C(t) \int_0^t \| \Lambda^\varepsilon \nabla K(\tau) \|_{L^1} \, d\tau
\leq C(t). \tag{4.16}
\]

Similarly, one obtains

\[
\| N_4 \|_{L^2} \leq C(t). \tag{4.17}
\]

Owing to \( \nabla \cdot u = 0 \), we thus deduce from (1.3) that

\[
\nabla p = \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta},
\]

which ensures

\[
\| N_2 \|_{L^2} = \left\| \int_0^t K(t - \tau) * \left( b \cdot \nabla \left( \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta} \right) \right)(\tau) \, d\tau \right\|_{L^2}
\leq \| \int_0^t \Lambda^\varepsilon \nabla K(t - \tau) * \Lambda^{-\varepsilon} \left( b \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta} \right)(\tau) \, d\tau \right\|_{L^2}
\]
The above estimate can be deduced from the Plancherel Theorem where we have used the fact

\[ \| \langle \xi \rangle ^{2\varepsilon - 4} |\hat{\mathcal{L}}f(\xi)|^2 \|_{L^2} \leq C \| \langle \xi \rangle ^{2\varepsilon - 1} |\hat{\mathcal{L}}f(\xi)|^2 \|_{L^2} \]

The above estimate can be deduced from the Plancherel Theorem

\[ \| \langle \xi \rangle ^{2\varepsilon - 4} |\hat{\mathcal{L}}f(\xi)|^2 \|_{L^2} = \left( \int_{\mathbb{R}^2} |\xi|^{2\varepsilon - 4} |\hat{\mathcal{L}}f(\xi)|^2 d\xi \right)^{\frac{1}{2}} = \left( \int_{\mathbb{R}^2} |\xi|^{2\varepsilon - 4} \frac{|\xi|^4}{g^2(\xi)} |\hat{f}(\xi)|^2 d\xi \right)^{\frac{1}{2}} \]
\[
\leq \frac{1}{C_0} \left( \int_{\mathbb{R}^2} |\xi|^{2\varepsilon} |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} \\
\leq \frac{1}{C_0} \|\Lambda^\varepsilon f\|_{L^2}.
\]

Putting the estimates (4.16), (4.17), (4.18) and (4.19) together yields (4.15). For the last term, at this stage, we are only able to show

\[
\|N_5\|_{L^q_t L^2_x} \leq C(t, u_0, b_0) \tag{4.20}
\]
for any \( q < \infty \). As a matter of fact, we also conclude

\[
\|N_5\|_{L^2} = \left\| \int_0^t K(t - \tau) \ast \left( \partial_t b \cdot \nabla u \right)(\tau) \, d\tau \right\|_{L^2}
\leq C \int_0^t \|K(t - \tau)\|_{L^2} \|\partial_t b \cdot \nabla u(\tau)\|_{L^1} \, d\tau
\leq C \int_0^t \|K(t - \tau)\|_{L^2} \|\partial_t b(\tau)\|_{L^2} \|\nabla u(\tau)\|_{L^2} \, d\tau
\leq C(t) \int_0^t \|K(t - \tau)\|_{L^2} \|\partial_t b(\tau)\|_{L^2} \, d\tau.
\tag{4.21}
\]

Applying the convolution inequality in time variables and using (4.21) as well as (4.10), we readily obtain that

\[
\|N_5\|_{L^q_t L^2_x} \leq C \left\| K(t) \right\|_{L^q_t L^2} \|\partial_t b(t)\|_{L^q_t L^2} \leq C(t),
\]
where we have used the following fact due to (2.13)

\[
\|K(t)\|_{L^q_t L^2} \leq C(t).
\]

Plugging (4.15) and (4.20) into (4.14) implies for any \( q \in [2, \infty) \)

\[
\|\{Lb - (b \cdot \nabla)u\}(t)\|_{L^q_t L^2_x} \leq C(t).
\]

This enables us to show

\[
\|Lb(t)\|_{L^q_t L^2_x} \leq \left\| \{Lb - (b \cdot \nabla)u\}(t)\right\|_{L^q_t L^2_x} + \|b \cdot \nabla u(t)\|_{L^q_t L^2_x}
\leq \left\| \{Lb - (b \cdot \nabla)u\}(t)\right\|_{L^q_t L^2_x} + \|b(t)\|_{L^{\infty}_t L^\infty_x} \|\nabla u(t)\|_{L^q_t L^2_x}
\leq C(t),
\]
which is the desired bound (4.6). With (4.6) in hand, we are in a position to prove (4.3). Actually, coming back to (4.21), we have

\[
\|N_5\|_{L^2} \leq C(t) \int_0^t \|K(t - \tau)\|_{L^2} \|\partial_t b(\tau)\|_{L^2} \, d\tau.
\]

This along with the convolution inequality in time variables yields

\[
\|N_5\|_{L^\infty_t L^2_x} \leq C \left\| K(t) \right\|_{L^{\infty}_t L^2} \|\partial_t b(t)\|_{L^q_t L^2} \leq C(t),
\tag{4.22}
\]
where we have used the following fact due to (2.13) again

\[
\|K(t)\|_{L^q_t L^2} \leq C(t).
\]
Putting (4.15) and (4.22) into (4.14) gives the bound
\[ \|\mathcal{L}b - (b \cdot \nabla)u\|_{L_t^\infty L^2} \leq C(t). \]
This also allows us to derive
\[ \|\mathcal{L}b(t)\|_{L_t^\infty L^2} \leq \|\mathcal{L}b - (b \cdot \nabla)u\|_{L_t^\infty L^2} + \|b \cdot \nabla)u(t)\|_{L_t^\infty L^2} \]
\[ \leq \|\mathcal{L}b - (b \cdot \nabla)u\|_{L_t^\infty L^2} + \|b(t)\|_{L_t^\infty L^\infty} \|\nabla u(t)\|_{L_t^\infty L^2} \]
\[ \leq C(t), \]
which is (4.3). Therefore, we complete the proof of Lemma 4.1. □

For the combined quantity $\mathcal{L}b - (b \cdot \nabla)u$ itself, we are able to show that it actually belongs to $L_t^\infty H^r$ for any $r \in [0, 1)$. Precisely, it reads as follows.

**Lemma 4.2.** Let $(u_0, b_0)$ satisfy the conditions stated in Theorem 1.2 then it holds for any $r \in [0, 1)$
\[ \|\Lambda^r \{\mathcal{L}b - (b \cdot \nabla)u\}(t)\|_{L^2} \leq C(t, u_0, b_0). \quad (4.23) \]

**Proof.** According to (4.11), we may get
\[ \Lambda^r \{\mathcal{L}b - (b \cdot \nabla)u\}(t) = K(t) * \Lambda^r \{\mathcal{L}b_0 - (b_0 \cdot \nabla)u_0\} + \sum_{k=1}^5 \tilde{N}_k, \]
where the five terms are given by
\[
\begin{align*}
\tilde{N}_1 &= \int_0^t K(t - \tau) * \Lambda^r \left( b \cdot \nabla \{(u \cdot \nabla)u\\} \right)(\tau) \, d\tau, \\
\tilde{N}_2 &= \int_0^t K(t - \tau) * \Lambda^r \left( b \cdot \nabla (\nabla p) \right)(\tau) \, d\tau, \\
\tilde{N}_3 &= - \int_0^t K(t - \tau) * \Lambda^r \left( \mathcal{L}\{(u \cdot \nabla)b\}\right)(\tau) \, d\tau, \\
\tilde{N}_4 &= - \int_0^t K(t - \tau) * \Lambda^r \left( b \cdot \nabla \{(b \cdot \nabla)b\}\right)(\tau) \, d\tau, \\
\tilde{N}_5 &= - \int_0^t K(t - \tau) * \Lambda^r \left( \partial_i b \cdot \nabla u \right)(\tau) \, d\tau.
\end{align*}
\]

We thus have
\[ \|\Lambda^r \{\mathcal{L}b - (b \cdot \nabla)u\}(t)\|_{L^2} \leq \|K(t) * \Lambda^r \{\mathcal{L}b_0 - (b_0 \cdot \nabla)u_0\}\|_{L^2} + \sum_{k=1}^5 \|\tilde{N}_k\|_{L^2}. \quad (4.24) \]

Due to $\Lambda^r \{\mathcal{L}b_0 - (b_0 \cdot \nabla)u_0\} \in L^2(\mathbb{R}^2)$, according to (4.15), we get
\[ \|K(t) * \Lambda^r \{\mathcal{L}b_0 - (b_0 \cdot \nabla)u_0\}\|_{L^2} \leq C. \]

Obviously, it follows from $\nabla \cdot u = \nabla \cdot b = 0$ that
\[
\begin{align*}
b \cdot \nabla \{(u \cdot \nabla)u\} &= b_i \partial_i (u_j \partial_j u_k) \\
&= \partial_i \{b_i (u_j \partial_j u_k)\} \\
&= \partial_i \{b_i \partial_j (u_j u_k)\} \\
&= \partial_i \partial_j \{b_i (u_j u_k)\} - \partial_i \{\partial_j b_i (u_j u_k)\},
\end{align*}
\]
where we have adopted the Einstein summation convention. In what follows, taking \( \varepsilon \in (0, 1 - r) \), we get from (2.13) and the convolution inequality in space variables

\[
\| \tilde{N}_1 \|_{L^2} = \left\| \int_0^t K(t - \tau) * \Lambda^r \left( \partial_i \partial_j \{ b_i(u_j u_k) \} - \partial_i \{ \partial_j \{ b_i(u_j u_k) \} \} \right) \tau \, d\tau \right\|_{L^2} \\
\leq \left\| \int_0^t K(t - \tau) * \Lambda^r \left( \partial_i \partial_j \{ b_i(u_j u_k) \} \right) \tau \, d\tau \right\|_{L^2} \\
+ \left\| \int_0^t K(t - \tau) * \Lambda^r \left( \partial_i \{ \partial_j \{ b_i(u_j u_k) \} \} \right) \tau \, d\tau \right\|_{L^2} \\
\leq \left\| \int_0^t \Lambda^{r+1+\varepsilon} K(t - \tau) * \Lambda^{-1-\varepsilon} \left( \partial_i \partial_j \{ b_i(u_j u_k) \} \right) \tau \, d\tau \right\|_{L^2} \\
+ \left\| \int_0^t \Lambda^{r+1+\varepsilon} K(t - \tau) * \Lambda^{-1-\varepsilon} \left( \partial_i \{ \partial_j \{ b_i(u_j u_k) \} \} \right) \tau \, d\tau \right\|_{L^2} \\
\leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \Lambda^{-1-\varepsilon} \left( b_i(u_j u_k) \right) \right\|_{L^2} \tau \, d\tau \\
+ C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \Lambda^{-\varepsilon} \left( \partial_j \{ b_i(u_j u_k) \} \right) \right\|_{L^2} \tau \, d\tau \\
\leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left( \left\| \Lambda^{1-\varepsilon} b \right\|_{L^2} \tau \, d\tau \right) + \left\| \Lambda^{1-\varepsilon} u \right\|_{L^2} \right\| u \right\|_{L^2} \| b \|_{L^4} \, d\tau \\
+ C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \partial_j \{ b_i(u_j u_k) \} \right\|_{L^2} \tau \, d\tau \\
\leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \nabla b \right\|_{L^2} \| u \|_{L^4} \, d\tau \\
+ C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| u \right\|_{L^2} \| b \|_{L^4} \, d\tau \\
\leq C(t) \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \tau \, d\tau \\
\leq C(t).
\]

Similarly, we are able to show

\[
\| \tilde{N}_2 \|_{L^2} = \left\| \int_0^t K(t - \tau) * \Lambda^r \left( b \cdot \nabla \left( \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta} \right) \right) \tau \, d\tau \right\|_{L^2} \\
= \left\| \int_0^t \Lambda^{r+1+\varepsilon} K(t - \tau) * \Lambda^{-1-\varepsilon} \nabla \left( b \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta} \right) \tau \, d\tau \right\|_{L^2} \\
\leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) * \Lambda^{-1-\varepsilon} \nabla \left( b \frac{\nabla \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u)}{\Delta} \right) \tau \right\|_{L^2} \tau \, d\tau 
\]
We deduce from (4.7), (4.3) and (4.8) that

\[ \Lambda^\varepsilon \left( b \nabla \cdot (b \cdot \nabla b - u \cdot \nabla u) \right)(\tau) \leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} d\tau \]

According to (2.13) and (4.25), we finally get

\[ \left\| b(\tau) \right\|_{L^\infty} \left\| (b \cdot \nabla b - u \cdot \nabla u)(\tau) \right\|_{L^2} d\tau \]

which also implies

\[ \| \tilde{N}_4 \|_{L^2} \leq C(t). \]

Moreover, we obtain

\[ \left\| \tilde{N}_5 \right\|_{L^2} = \left\| \int_0^t K(t - \tau) * \Lambda^r \left( \mathcal{L}\{(u \cdot \nabla)b\} \right)(\tau) d\tau \right\|_{L^2} \]

\[ = \left\| \int_0^t \Lambda^{r+1+\varepsilon} K(t - \tau) * \left( \Lambda^{-\varepsilon} \mathcal{L}\{(u \cdot \nabla)b\} \right)(\tau) d\tau \right\|_{L^2} \]

\[ \leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \left( \Lambda^{1-\varepsilon} \mathcal{L}\{(u \cdot \nabla)b\} \right)(\tau) \right\|_{L^2} d\tau \]

\[ \leq C \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(t - \tau) \right\|_{L^1} \left\| \left( \Lambda^{1-\varepsilon} \{(u \cdot \nabla)b\} \right)(\tau) \right\|_{L^2} d\tau \]

\[ \leq C(t) \int_0^t \left\| \Lambda^{r+1+\varepsilon} K(\tau) \right\|_{L^1} d\tau \]

\[ \leq C(t), \]

where we have used the following estimate

\[ \left\| \Lambda^{1-\varepsilon} \{(u \cdot \nabla)b\}(t) \right\|_{L^2} \leq C \| \Lambda^{1-\varepsilon} u \|_{L^{\frac{2-\varepsilon}{2}}^{\infty}} \| \nabla b \|_{L^2} + C \| u \|_{L^{\frac{2(2+\varepsilon)}{2-\varepsilon}}} \| \Lambda^{1-\varepsilon} \nabla b \|_{L^{\frac{2-\varepsilon}{2-\varepsilon}}} \]

\[ \leq C \| \omega \|_{L^2} \| \Lambda^{1-\varepsilon} j \|_{L^2} + C \| u \|_{L^{\frac{2(2-\varepsilon)}{2-\varepsilon}}} \| \Lambda^{\frac{2-2\varepsilon+2\varepsilon^2}{2-\varepsilon}} j \|_{L^2} \]

\[ \leq C(t). \]

We deduce from (4.7), (4.3) and (4.8) that

\[ \| \partial_t b \|_{L^\infty L^2} \leq \| \mathcal{L}b \|_{L^\infty L^2} + \| f \|_{L^\infty L^2} \leq C(t). \]  

(4.25)

According to (2.13) and (1.2), we finally get

\[ \| N_5 \|_{L^2} = \left\| \int_0^t \Lambda^r K(t - \tau) * \left( \partial_t b \cdot \nabla u \right)(\tau) d\tau \right\|_{L^2} \]
\[
\begin{align*}
&\leq C \int_0^t \|\Lambda^r K(t-\tau)\|_{L^2} \|\partial_t b \cdot \nabla u(\tau)\|_{L^1} \, d\tau \\
&\leq C \int_0^t \|\Lambda^r K(t-\tau)\|_{L^2} \|\partial_t b(\tau)\|_{L^2} \|\nabla u(\tau)\|_{L^2} \, d\tau \\
&\leq C(t) \int_0^t \|\Lambda^r K(t-\tau)\|_{L^2} \, d\tau \\
&\leq C(t).
\end{align*}
\]

Putting the above five estimates into (4.25), we arrive at the desired bound (4.23). Therefore, we conclude the proof of Lemma 4.2. \qed
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