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Abstract

Major Depressive Disorder (MDD) is a common worldwide mental health issue with high associated socioeconomic costs. The prediction and automatic detection of MDD can, therefore, make a huge impact on society. Speech, as a non-invasive, easy to collect signal, is a promising marker to aid the diagnosis and assessment of MDD. In this regard, speech samples were collected as part of the Remote Assessment of Disease and Relapse in Major Depressive Disorder (RADAR-MDD) research programme. RADAR-MDD was an observational cohort study in which speech and other digital biomarkers were collected from a cohort of individuals with a history of MDD in Spain, United Kingdom and the Netherlands. In this paper, the RADAR-MDD speech corpus was taken as an experimental framework to test the efficacy of a Sequence-to-Sequence model with a local attention mechanism in a two-class depression severity classification paradigm. Additionally, a novel training method, HARD-Training, is proposed. It is a methodology based on the selection of more ambiguous samples for the model training, and inspired by the curriculum learning paradigm. HARD-Training was found to consistently improve – with an average increment of 8.6% – the performance of our classifiers for both of two speech elicitation tasks used and each collection site of the RADAR-MDD speech corpus. With this novel methodology, our Sequence-to-Sequence model was able to effectively detect MDD severity regardless of language. Finally, recognising the need for greater awareness of potential algorithmic bias, we conduct an additional anal-
ysis of our results separately for each gender.
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1. Introduction

Major Depressive Disorder (MDD) is among the world’s most common mental health issues. According to an Organisation for Economic Co-operation and Development (OECD) report released in 2018, approximately 21 million people (4.5%) were living with a depressive disorder across European Region (EU) countries in 2016 [1]. MDD also results in a high number of years lived with disability (YLD) in the European region, with the World Health Organisation estimating depression contributes 859 YLD per 100,000 population [2]. With the ongoing Covid-19 pandemic, the global health situation has deteriorated, and people are even more susceptible to present symptoms related to MDD [3, 4]. Since the beginning of the pandemic, the prevalence of MDD is estimated to have increased by 28% [3].

Due to the prevalence and high associated socioeconomic costs associated with MDD, several initiatives have started to explore new ways to improve the management and treatment of MDD. Remote Assessment of Disease and Relapse in Major Depressive Disorder (RADAR-MDD) is one such initiative [5]. It is a research project developed as part of Remote Assessment of Disease and Relapse – Central Nervous System (RADAR-CNS) [6], a major EU Innovative Medicines Initiative (IMI) research programme that investigates the use of remote measurement technologies (RMT) to monitor people with depression, epilepsy and multiple sclerosis in real-world settings. RADAR-MDD is a longitudinal cohort study examining the utility of multi-parametric RMT, including speech, physical activity, sleep, heart rate, location and social interaction signals, to measure changes in symptoms and predict relapse in people with MDD [5]. The main focus of the work presented in this paper is the 2-class automatic speech-based classification of MDD severity. RADAR-MDD is unique as an experimental speech corpus; it is the first speech-health dataset that contains speech in three languages that were collected with the same tool and protocol [6] [7] [8].

Speech is uniquely placed as a health signal, containing a complex combination of cognitive, neuromuscular and physiological information. It has a pyramidal structure of information levels; running from acoustic information at the lowest level, then onto prosodic, phonetic and finally conversational at the highest level [9] [10]. The acoustic, phonetic and prosodic levels are of particular interest in speech-based depression detection. The acoustic and phonetic levels are directly influenced the physical actions of the respiratory and

\[1\]https://www.radar-cns.org/
articulatory systems, and are affected by depression through related psychomotor effects. Clinically, prosodic abnormalities associated with depression are well documented [6]. Speech affected by depression is often subjectively characterised in clinical settings by decreased verbal activity, decreased utterance length, reduced speech rate and the presence of long pauses [11] [12] [13]. There is a wide range of papers in the relevant literature that support these observations and strengthen the case for speech to be considered a valuable marker of depression. However, the complexity of speech and the natural variety of human voices make robust extraction of speech patterns associated with depression a highly non-trivial task.

A range of deep learning approaches have been explored in relation to speech-based depression detection, with Convolutional Neural Network (CNN) systems being highly prominent, e.g. [14] [15] [16] [17]. While such approaches are popular, helping to overcome the lack of specificity associated with the use of generic multivariate speech representations, they can be highly complex, raising concerns of overfitting when training data is sparse. Moreover, without the addition of recurrent layers, which add further complexity, such systems do not explicitly model temporal changes in speech patterns, which have been shown to contain important information about depression [6]. There has been less focus on Recurrent Neural Network (RNN) based approaches in speech-based depression detection despite their wider use in related tasks such as speech emotion recognition [18]. A small number of depression detection works have utilised RNNs within their speech models, e.g. [19] [20]. Of particular relevance for the work in this paper is the approach proposed in [19]. Key results from that work highlight the suitability of a Recurrent Neural Network (RNN) modelling approach using Mel Frequency Cepstral Coefficients (MFCCs) as input. Experiments on the Distress Analysis Interview Corpus (DIAC) corpus [21] [22] showed a validation accuracy of 76.27% when classifying low versus high levels of depression severity. It is not surprising that such an approach is well suited to depression detection: 1) MFCCs have shown to be suitable for capturing changes in speech motor control effects linked to depression [23] and 2) recurrent layers would help model important temporal changes in the distribution of these features.

Inspired by the system presented in [19], the MDD severity detection system proposed in this paper also uses MFCC’s but in a sequence-to-sequence classification model with local attention mechanisms. Given the widespread success of this paradigm in Natural Language Processing (NLP) tasks, it is not surprising that it has also been used in language-based depression models, e.g. [24] [25]. Despite strong results in related speech tasks [REFS], this approach is arguably under utilised in speech-based depression detection.

Adding to the novelty of the proposed approach is the proposed HARD-Training paradigm. This is based on the concept of Curriculum Learning, in which training instances are presented to a model in increasing levels of modeling difficulty [26]. Again, this approach has been used in related tasks such as emotion recognition; e.g. [27] [22], but to the best of the authors’ knowledge remains under explored within depression detection. During initial experimentation, we observed that when using a curriculum based training approach, only
a sub-section of training samples, those nearest the classification boundary was critical in boosting system performance. Presented results demonstrate that HARD-Training consistently improves system performance over training with all available samples. To the best of the authors’ knowledge, this is the first time such a result has been presented in the speech-health literature. Summarising, the principal paper’s contributions are as follows:

1. Introduce a new and extensive speech database (RADAR-MDD) for the analysis of MDD, containing three different languages (English, Spanish, Dutch), two speech elicitation tasks and an overall size of 59.12 effective hours. To the best of the authors’ knowledge, this is one of the few speech corpus developed for the analysis of any kind of mental disorders of such a large size and with a multilingual perspective [6, 7, 8].

2. Propose a novel approach (HARD-training) for the selection of training samples in the task of MDD binary classification. It is based on a curriculum learning paradigm, improving the generalisation capacity of the proposed classifier with an accuracy increment of 8.6%.

3. Validate the efficacy of HARD-training for MDD severity classification across three languages, and separately for each gender.

The paper structure is as follow: first, we describe the RADAR-MDD corpus, explaining the data collection procedure, study population and speech data. Then, the detection system is depicted, starting from the feature extraction process to a detailed description of the Sequence-to-Sequence classifier. Section 4 describes the basis of Curriculum learning methods, and what lead us to develop a new strategy referred in this paper as HARD-training. Section 5 shows experimental settings and results, and Section 6 comprises our conclusions.

2. RADAR-MDD Speech Corpus – Study Population

RADAR-MDD was an observational cohort study with three recruitment sites: King’s College London (KCL, London, United Kingdom); Amsterdam UMC, Vrije Universiteit (VUmc; Amsterdam, The Netherlands). The full eligibility and exclusion criteria for RADAR-MDD are published in [5]. Briefly, the core eligibility criteria were having met the DSM-5 diagnostic criteria for non-psychotic MDD within the past two years prior to enrolment and having recurrent MDD (lifetime history of at least two episodes). Exclusion criteria included having a history of bipolar disorder, schizophrenia, MDD with psychotic features, or schizoaffective disorder; having dementia; and moderate or severe drug or alcohol use in the six months prior to enrolment. All participants were aged over 18, and were able to give informed consent.

Eligible participants were identified and recruited through several channels. This included existing research cohorts who had consented to be contacted for future research opportunities, primary and secondary mental health services, or advertisements placed on mental health charity websites, circulars or Twitter
Table 1: Extracts from The North Wind and the Sun used in the scripted task

**Extract 1:** The North Wind and the Sun were disputing which was
the stronger, when a traveller came along wrapped in a warm cloak. They agreed that the one who first succeeded in making the traveller
take his cloak off should be considered stronger than the other.

**Extract 2:** Then the North Wind blew as hard as he could, but the
more he blew the more closely did the traveller fold his cloak around him;
and at last the North Wind gave up the attempt.

**Extract 3:** Then the Sun shone out warmly, and immediately the
traveller took off his cloak. And so the North Wind was obliged to
confess that the Sun was the stronger of the two

notices. At the Amsterdam collection site, participants were also partially re-
cruited through Hersenonderzoek.nl (https://hersenonderzoek.nl). All par-
ticipants provided written consent and provided detailed baseline assessments
as outlined in [5].

2.1. Service User Involvement

The RADAR-MDD protocol was co-developed with a patient advisory board
(including service users) who shared their opinions on several user-facing as-
pects of the study including the choice and frequency of survey measures, the
usability of the study app, participant facing documents, selection of optimal
participation incentives, selection and deployment of wearable device as well
as the data analysis plan. The speech task, and subsequent analysis has been
discussed specifically with the patient advisory board.

2.2. Speech Collection in RADAR-MDD

Data were collected in RADAR-MDD using three main methods. First, all pri-
mary and secondary clinical outcome measures were collected every three months
via Research Electronic Data Capture (REDCap) software. Participants
also had to install two purpose-built apps to allow remote data collection. The
first app enabled active RMT (aRMT) data collection, in which users provided
questionnaire and speech data through active user actions with the app. The
second app enabled passive RMT (pRMT) data collection in which background
signals such as Bluetooth and location data as well as activity and cardiovas-
cular parameters from the wrist-worn device were collected with minimal user
interactions. Both apps are part of the the open-source, RADAR-base m-Health
data collection system.

Speech data collection in RADAR-MDD started in London in August 2019,
and in December 2019 at the other centres. Study participants were asked to
complete two speech-recording tasks every two weeks. First, the app produced
notifications each time speech recordings were scheduled. Before starting each
recording task, participants were reminded, via on screen instructions, to find
a quiet place to complete the recordings and to complete the recordings in
Table 2: Description of sociodemographic data and audio file distribution in the scripted (Scrpt) and unscripted (Uns) RADAR-MDD speech files used in this paper

|                     | London-KCL (English) | Amsterdam-VUmc (Dutch) | Barcelona-CIBER (Spanish) |
|---------------------|-----------------------|------------------------|---------------------------|
|                     | Scrpt  | Uns    | Scrpt  | Uns    | Scrpt  | Uns    |
| Participants        | 271    | 258    | 107    | 101    | 108    | 104    |
| Gender M/F          | 59/212 | 56/202 | 25/82  | 22/79  | 33/75  | 22/71  |
| Mean Age            | 45(±16) | 42(±17) | 54(±10) |
| No. Files           | 4,504  | 3,500  | 1,768  | 1,192  | 1,167  | 916    |
| Size (hours)        | 17.62  | 18.92  | 6.89   | 5.86   | 5.52   | 4.42   |

their normal voice. The first recording was a scripted speech task (ST), in which the participants read aloud an extract from Aesop’s fable, The North Wind and the Sun [28]. To help minimise potential confounding effects due to regular repetition of the text, the fable was split into three parts (Table 1). The three extracts were rotated in order such that participants recorded a different extract each time the task was scheduled. The second task was a free-response speech activity (FR) in which participants were asked to speak about what they were looking forward to in the following seven days [31]. Participants were able to re-record their extracts should they wish, and were also given the choice to skip the tasks. In addition to recording their speech, participants also completed a 8-item Patient Health Questionnaire (PHQ-8; [32]) to assess their level of depression. This was administered once every two weeks throughout the duration of follow-up.

2.3. Speech Data Overview

Once recorded, the speech data were encrypted and sent to a secure server. When on the server the collected data were separated into the respective tasks and decrypted into 16 kHz Waveform Audio File Format (WAV) files. All files that either were under five seconds in length were not considered in our analysis. The final number of participants and audio files considered in our analysis are presented in Table 2. There was a higher proportion of female than male participants. Unsurprisingly, as KCL had the largest cohort and had been collecting speech for the longest, the largest amount of speech data was collected in the UK.

During the scripted task, all participants were invited to read the same fragments of a text in the language of the country they were enrolled in. As a result, the standard deviation of audio recordings length was much less in this task than in the unscripted one. Combining this observation with the expected acoustic uniformity in the scripted data, we can consider the scripted corpus as a controlled experimental framework [33]. There are two main sources of variation: speech style and linguistic content [9, 10]. Speech style varies in both tasks, and linguistic content only varies in the unscripted task. Given this, we expect that the effects of depression will be the more dominant source of variation in the scripted data when compared to the free response speech.
The distribution of the audio recording durations in the RADAR-MDD speech corpus is given in Figure 1. The average recording length is 14.5s and 19.0s for the scripted and unscripted tasks respectively.

We assigned a level of depression severity to each file using the concurrently collected PHQ-8 scores. We divided the speech files into two classes: (i) mild and moderate depression severity (PHQ-8 < 10), herein referred to as the low class; and (ii) moderately severe and severe depression (PHQ-8 ≥ 10), herein referred to as the high class. Visualizations of the PHQ-8 distribution are given in Figure 2. Importantly when considering the interpretation of our results on a per-country basis, there are no notable differences related to the distribution of scores between the different tasks when comparing within each collection site.

In the next section, we move on to describing our Sequence-to-Sequence system for the automatic speech-based two-class detection of MDD severity.

3. Sequence-to-Sequence system for speech-based MDD detection

Speech is a useful and informative remote measurement technologies (RMT) signal, which offers additional advantages over other RMT signals. Most notably, it is rich signal that can be collected cheaply and non-invasively using a smartphone. Moreover, we only require a relatively small amount of data (e.g. a few sentences or phrases) to capture depression information [34]. However, robustly classifying this information in a machine learning pipeline is non-trivial [35]. This section explains the algorithm we propose for this task.

3.1. Feature Extraction

Our severity detection system has two main stages: feature extraction and classification. Regarding feature extraction, we converted the speech data into log Mel-filterbank energy, referred to herein as Mel-Spectra, features. This is a popular, yet highly effective speech feature based on the non-linear human ear perception of sound [36, 37]. The suitability of these features in combination
with recurrent neural networks has been established over a range of different speech processing tasks [REFs, see if there is a depression one]. Mel Spectra features captures changes at the acoustic information level of speech; however, when viewed as a sequence, they are also informative of the prosodic and phonetic levels [38]. They are a *low-level* speech descriptor, extracted from very small windows (typically 25 ms in length) of speech to ensure the captured signal has a quasi-periodic structure. Given an audio segment to be processed via short-term sliding windows, the key steps in Mel-Spectra extraction are as follows (Figure 3):

1. Split the speech signal into overlapping short-time frames
2. Apply the Fast Fourier Transformation (FFT) on each frame
3. Filtering the FFT results using a Mel filterbank
4. Compute the log energy of filterbank output

### 3.2. Sequence to Sequence modelling

The classification step of our system is achieved by a sequence-to-sequence model (Figure 4) with a local attention mechanism [39, 40]. The selection of this
model is to enable the longer-term sequential processing of the mel-spectrum features [41, 42]. Our approach is built on Recurrent Neural Network (RNN) architectures which have been shown to be effective in the processing of sequential data [43]. RNNs ability to track and store dependencies throughout a sequence has been key in tasks such as Stock Price Pattern Recognition [44, 45] and health care [46]. The use of RNN’s is further justified given that depression has been shown to alter temporal properties of speech; e.g. [47, 48].

Sequence-to-Sequence (Seq2Seq) models [39] are a powerful extension of the RNN architecture. They have been successfully applied in a range of tasks, including tasks related to depression prediction, such as speech-based emotion recognition [49, 50, 51]. Seq2Seq is a modelling paradigm that uses two sets of RNNs to convert one sequence of items in one domain into a sequence in another domain [52]. The first RNN network is known as the encoder and the second one as decoder. The encoder learns to processes each item of an input sequence and converts this information into a fixed (static) representation vector know as the context vector. The decoder then learns to converts this static representation into new sequence.

The core component of the encoder and decoder set-up is the RNN blocks. In our work, they are realised by a Gated Recurrent Unit (GRU) layers (Fig. 5). In the input, a Batch Normalization layer is applied for decreasing the training time of the model. Linear transformations is also applied for guarantee matrix compatibility between some consecutive blocks. In the decoder, we added a local attention mechanism in order to consider information relevance when processing the output. As we are actually performing a sequence-to-label task, we augment the output of the decoder with a feed-forward layer to performance binary classification.

During our initial system development phase (results not given), we observed
that the selection of training samples had a strong influence on the system performance. Based on these observations and subsequent tests, we developed a new approach, **HARD-Training**. This paradigm is inspired by curriculum learning [27, 26], explained in the next subsection.

### 4. Curriculum learning

Curriculum learning is a method designed to assist in maximising efficacy when training *Deep Neural Networks* (DNNs) [20]. It is based on how we as humans efficiently learn. We learn easy tasks that gradually become more complicated, incorporating new and more complex abstract concepts. By choosing what and when we learn, we can increase the speed at which learning can occur. The goal is to start small, learn easier aspects of the task or easier sub-tasks, and then gradually increase the difficulty level.

In many machine learning applications, the loss function follows a non-convex criterion, having several local minimums [53]. Consequently, we have to find the global minimum of a non-convex training criterion. Curriculum learning has been found beneficial in those cases, being a version of a continuation method optimisation strategy that deals with minimising non-convex criteria [26, 54]. The key idea of continuation methods is to optimise a smooth objective and then gradually consider less smoothing, with the intuition that the smooth version of the problem reveals the global picture. This training approach has been found to increase the training speed and achieve a better generalisation capacity [20]. This generalisation benefit infers that the curriculum learning concept operates similar to a regulariser [55].
Using a curriculum learning method for training, less complex samples feed the DNN with a high weight. In the case of the ambiguous samples, these feed the DNN with a low weight. This weight distribution helps to control the influence of the samples during training. However, applying such an \textit{a priori} assumes that non-ambiguous samples are more informative when updating the gradient, this is not always the case \cite{56}. Underexposure to ambiguous samples could even be detrimental when needing to minimise the variance of gradient updates \cite{56}. In this work, we introduce an alternate strategy to curriculum learning, \textbf{HARD-Training}, which is introduced in the next section.

\subsection*{4.1. HARD-Training methodology for binary classification.}

The method we proposed in this subsection is a variation of the Curriculum Learning approach explained previously. We keep the same key idea where \textit{ambiguous samples for humans are ambiguous for computers as well}. However, we take an opposite view of what samples are more relevant for the training of a binary classifier. We assume that by focusing purely on ambiguous samples will improve the generalization capacity of the network over training with all available samples. This improvement in generalization capacity of the model is translated into a better test performance.

We demonstrate the advantages of HARD-Training through a binary MDD severity detection task, i.e. the low and high classes. During training, the goal of our detection system is to find the optimal separation hyperplane that classifies the samples as high (moderately severe, and severe MDD) or low (mild and moderate MDD). The optimisation process is defined by a non-convex criterion as well. As a result, the decision boundary depicts a non-linear function. Referring ambiguous samples as hard, and non-ambiguous samples as easy, we hypothesise that hard samples are those closest to the optimal separation hyperplane (Fig. 6); it is this proximity that makes them difficult to be classified correctly. On the other side, easy samples are those far from the separation hyperplane.

Based on this assumption, we propose the following concept:

- During the training of a binary classifier, the use of hard (ambiguous) samples only is suitable for learning the optimal separation hyperplane, while easy samples would not lead to an effective approximation. The separation hyperplane defined by easy samples is more likely to follow a linear function due to the greater distance between them. This is not an appropriate function to guarantee the generalisation capacity of the classifier, making ineffective the classification of hard samples. Hard samples are closer to the optimal decision boundary because of their condition as ambiguous. Therefore, optimising the model using only hard samples help us to classify easy samples as well, and with a high accuracy. We conclude that, in training, easy samples can only make noisier the finding of the classifier’s decision boundary.

The next step is to define what samples are ambiguous or not to the model. For our classification task, we use the PHQ-8 scores to define current symptom
severity. A person meets the PHQ-8 criteria for having high depression symptom severity by obtaining a score greater or equal to 10. Moreover, a score less than 5 indicates low/no current depression symptoms, while a score greater than 15 indicates severe depression symptoms. Given this, we assume there is greater ambiguity in the presentation of depression symptoms closer to the cut of score of 10, as it is depicted in Figure 7.

We undertook a simple experiment to validate our easy-hard partition assumption. In it, we trained a smaller version of our Seq2Seq model, using 32 as the hidden size of the GRU layers, from the decoder and encoder. Firstly, we trained the model, randomly picking 128 sequences from the group of easy samples (e.g. PHQ8 ≤ 5 and PHQ8 ≥ 15). Secondly, we initialized the model again and picked another 128 training sequences but from the group of hard samples. Then, we compared the training loss of the model for the easy and hard group respectively. On both cases, the total of training epochs was 500. If our assumption is valid, the training loss should be lower when easy samples are used; this experiment was repeated several times. The Figure 8 shows a sample of what has been the behaviour of the training loss on those experiments.

Initially, both the easy and hard training loss are similar, but after approximately 200 epochs the difference between them becomes clear. It is easy to visualise how difficult it was for the model to assimilate the patterns that came from the hard samples. This was the case most of the time we performed this experiment, which validates our assumption of the intervals defined for easy and hard samples. Nevertheless, there were a few cases were the model was able to learn from easy and hard samples to a similar speed. We attribute this seldom behavior to the high variability of speech features.
5. Experimental settings and results

Our system utilises Mel-spectrum features and a Seq2Seq model as classifier. We extracted 40 dimensional mel-spectrum features using a window of 0.25 ms with a hop of 10 ms via the Librosa Python package. These features were then split into sequence of 500 vectors, representing 5 secs long. The selection of this temporal length was based on our previous experience working on the DAIC-WOZ database, where a 5 seconds length appeared to be the optimal sequence
length. The Seq2Seq model is augmented by a Batch Normalisation layer in the input, as well as unidirectional GRU layers in the encoder and decoder, each with a hidden layer size of 128. We use a local attention mechanism with a window size of 1.5 secs. The total of trainable parameters of the model was 204115. The batch size was set to 128, with 100 epochs of training. The Adam algorithm \cite{kingma2014adam} was taken as optimiser using Binary Cross Entropy as loss function. One cycle learning rate policy \cite{smith2017cyclical} was done to fast up the convergence time of the model. To avoid exploding gradient, Gradient clipping method \cite{pascanu2012understanding} was applied on the last layer of the model.

A 10-Fold speaker-stratified cross-validation strategy was used for the system test on the London and Amsterdam corpus respectively. In the case of Barcelona corpus, a 5-Folds were used because of the smaller total recording length of this corpus. When performing HARD-Training, we removed the easy samples from the training group; however both easy and hard samples were present in the test fold.

Figure 9 compares the results using the classic and HARD-Training approaches. We refer as classic approach to the training process where is not applied a curriculum learning strategy; therefore, every sample (hard and easy) feeds the model during training. The HARD-Training method consistently outperforms the classic approach for every collection place. The biggest difference of performance between them is around 10% of accuracy and the smallest one is around 5%. This means that despite of the training loss is higher for the HARD method in the same amount of epochs, it achieve a better generalisation capacity during test. This was the basis of our hypothesis to follow this training strategy. In addition, we can conclude that the benefits of HARD-Training are steady through different languages.

![Figure 9: Comparison of the Seq2Seq performance when using classic and HARD-Training methods on the scripted and unscripted tasks](image)

The Table 3 depicts the final results of the Seq2Seq model using the proposed HARD-Training method. The results are quite stables with an accuracy from 75.12% to 81.70 throughout the three collection places. Area Under Curve (AUC) values are in most of the cases over 80%, which means a good class separation ability through different decision thresholds. The lowest performance was in the unscripted task of the Barcelona corpus, which is at the same time the smallest corpus. The standard deviation of the accuracy is higher for the unscripted task than for the scripted one in every collection place. We expected
Table 3: Results of the Seq2Seq model using The HARD-Training method

| Collection place (Language) | Task   | Accuracy | AUC     |
|----------------------------|--------|----------|---------|
| London-KCL (English)       | scripted | 76.76 ±- 1.28 | 81.58 ±- 2.34 |
|                            | unscripted | 78.63 ±- 3.71 | 80.67 ±- 4.22 |
| Amsterdam-VUmc (Dutch)     | scripted | 81.70 ±- 4.68 | 83.91 ±- 6.16 |
|                            | unscripted | 77.33 ±- 6.39 | 77.94 ±- 9.15 |
| Barcelona-CIBER (Spanish)  | scripted | 79.15 ±- 2.31 | 81.97 ±- 3.84 |
|                            | unscripted | 75.12 ±- 4.28 | 73.39 ±- 4.61 |

Figure 10: Comparison of the Seq2Seq accuracy for male/female participants

this behaviour because of the open setting condition of the unscripted task.

Finally, to contribute to wider discussion regarding bias and fairness in Artificial Intelligence and machine learning research, we conduct a gender independent analysis of our results. We split the results from Table 3 into male/female participants, as it is showed on Figure 10. As a general trend, the system performs stronger on male participants from KCL and VUmc, however there is not a noticeable drop-off in performance for the female participants when compared to the gender independent results for these sites. This stronger performance for males is surprising given the gender imbalance of the corpus and will investigate further in future research. For the CIBER site, the system performs stronger for females, which is more in line with expectation based purely on weighted gender distributions.

6. Conclusions

The Remote Assessment of Disease and Relapse – Major Depressive Disorder (RADAR-MDD) speech corpus is a new longitudinal dataset containing approximately 60 hours of speech collected from almost 500 participants over an 18 month period. Matching the three collection sites, London, Amsterdam and Barcelona, the data collected is in English, Dutch and Spanish. To the best of
Utilising this dataset, we designed and implemented a Sequence-to-Sequence model with local attention mechanism for a 2-class depression severity detection task. The novel aspect of this model was the proposed HARD-Training paradigm. HARD-Training is based on a Curriculum Learning approach, however, it utilises a different selection criteria in relation to which samples are more relevant for the model training. Consistent results were demonstrated across the three language groups and two different speech tasks with the RADAR-MDD speech corpora. On average, hard training improved the model’s accuracy by 8.6% and achieved an Area Under Curve over 80% in almost every case tested. Finally, a gender-independent analysis was carried out to validate the Sequence-to-Sequence performance according to the gender of the participant. Results were strong for female and male participant’s samples, but the best results were mostly achieved processing samples from male participants. Future work efforts will focus on verifying the benefits of HARD-Training in other scenarios, namely different speech-health tasks and different signals from remote measurement technologies.
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