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It has been shown, that electromagnetic field (EM) has in general case quaternion structure, consisting of four independent fields, which differ each other by the parities under space inversion and time reversal. Generalized Maxwell equations for quaternion four-component EM-field are obtained. Invariants for EM-field, consisting of dually symmetric parts are found. It is shown, that the only one physical conserving quantity corresponds to both Rainich dual and additional hyperbolic dual symmetry of Maxwell equations. It is spin in general case and spirality in the geometry, when vectors $\vec{E}$, $\vec{H}$ are directed along coordinate axes in $(\vec{E}, \vec{H})$ functional space. It is the proof for quaternion four component structure of EM-field to be a single whole. Canonical Dirac quantization method is developed in two aspects. The first aspect is its application the only to observable quantities. The second aspect is the realization along with well known time-local quantization of space-local quantization and space-time-local quantization. It is also shown, that Coulomb field can be quantized in 1D and 2D systems, that is it is radiation field in given low-dimensional systems.
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I. INTRODUCTION AND BACKGROUND

Electromagnetic (EM) field is well studied, however some new theoretical and experimental results, reviewed in introduction and discussed in original part of the report, indicate on the existence of earlier unknown new general properties, which extend the representation on the EM-field nature itself. Basis equations in both classical and quantum electrodynamics (ED) are well known Maxwell equations. They are unique, since they have the most rich symmetry among all fundamental equations in theoretical physics. The symmetry studies of Maxwell equations have started in 1892, when Heaviside [1] has paid attention to the symmetry between electrical and magnetic quantities. Therefore, the symmetry studies of EM-field have a long history, which was starting already in 19-th century and it is continuing hitherto. We will give now very briefly some moments in given studies.

Mathematical formulation of the symmetry between electrical and magnetic quantities, consisting in invariance of Maxwell equations for free EM-field under the duality transformations

$$\vec{E} \rightarrow \pm \vec{H}, \vec{H} \rightarrow \mp \vec{E},$$  \hspace{1cm} (1)

gave Larmor [2]. Duality transformations (1) are particular case of the more general dual transformations, established by Rainich [3]. They are

$$\vec{E}'' \rightarrow \vec{E} \cos \theta + \vec{H} \sin \theta$$

$$\vec{H}'' \rightarrow \vec{H} \cos \theta - \vec{E} \sin \theta,$$  \hspace{1cm} (2)

where parameter $\theta$ is arbitrary continuous variable, $\theta \in [0, 2\pi]$. Dual transformations produce oneparametric abelian group $U_1$, which is subgroup of the group of chiral transformations. More strictly, dual transformations correspond to irreducible representation of the group of chiral transformations in particular case of quaternion number $j = 1$ [4]. It has been found slightly later (in 1909), that maximal local symmetry group of Maxwell equations with sources is fifteen-parametric conform group $C(1,3)$ [5]. $C(1,3)$ group includes linear ten-parametric Poincare group and linear scale transformations, which produce together the maximal local group of linear transformations of coordinates and time, under which Maxwell equations with sources are invariant. It includes also local nonlinear conform transformations according to mapping

$$x_\mu : x_\mu \rightarrow x'_\mu = \frac{x_\mu - b_\mu x_\nu x^{\nu\mu}}{1 - 2b_\mu x^\mu + x_\nu x^\nu b_\nu b^\nu},$$  \hspace{1cm} (3)

where $b_\mu$ are parameters, which belongs to the set of real numbers, $b_\mu \in R$. At the same time the maximal local symmetry group of Maxwell equations without sources is 16-parametric group, which is direct product of $C(1,3)$ group and one-parametric group $U_1$ of Rainich dual transformations, that is $C(1,3) \otimes U_1$. It was proved relatively recently (in 1967) [6]. It was found some time later (in 1979) the existence of nonlocal symmetry of Maxwell equations under transformations of twenty three dimensional Lee algebra, which is direct product of $C(1,3)$ group and $A_8$-algebra, that is $C(1,3) \otimes A_8$ [7]. Lee algebra $A_8$ is isomorphous to Lee algebra $\mathcal{U}(2) \otimes \mathcal{U}(2)$. Some additional algebraic properties of EM-field were studied in recent work [8]. It has been established in [8] the partition of linear space $\langle \mathcal{F}, +, \cdot \rangle$ over the ring of scalars and pseudoscalar set, the vectors in which are sets of contravariant (or covariant) EM-field tensors and pseudotensors $\{F^{\mu\nu}\}, \{\tilde{F}^{\mu\nu}\}$, or $\{F_{\mu\nu}\}, \{\tilde{F}_{\mu\nu}\}$, into four subspaces $\langle \mathcal{F}^{(i)}(\cdot), +, \cdot \rangle$, $i = 1,4$. In subspaces $\langle \mathcal{F}^{(1)}, +, \cdot \rangle, \langle \mathcal{F}^{(2)}, +, \cdot \rangle$ vector $\vec{E}$ is polar vector, and vec-
tor \( \vec{H} \) is axial. At the same time, in contrast to the case of subspace 1, the components of vector \( \vec{E} \) in the subspace 2 correspond to pure space components of field tensor, and the components of vector \( \vec{H} \) correspond to time-space mixed components of given field tensor. Arbitrary element of subspace \( \langle F^\mu(0), +, \cdot \rangle \) is 4-pseudotensor. Its space components are in fact the components of antisymmetric 3-pseudotensor, which determines polar magnetic field vector \( \vec{H} \) (that is vector, which is dual to given tensor), while time-space mixed components are the components of axial 3-vector \( \vec{E} \) of electric field. Therefore, the symmetry properties of the components of vectors \( \vec{E} \) and \( \vec{H} \) under improper rotations in subspace 3 will be opposite to the case of subspace 1. In the 4-th subspace the symmetry properties of the components of \( \vec{E} \) and \( \vec{H} \) under improper rotations will be opposite to those ones in subspace 2.

On the other hand, the analysis of the symmetry properties of EM-field potential 4-vectors \( A_\mu \), performed in [8] on basis of general Lorentz group representations, leads to the same result, that is to existence of four kinds of 4-vectors of EM-field potential, which transform according to direct product of representations of proper Lorentz group and uneven representations of two subgroups (subgroup space- and subgroup time improper rotations) of general Lorentz group.

The algebraic properties of the set of functionals, determined on the space \( \langle F, +, \cdot \rangle \) were also established in [8]. In particular, the statement, indicating, that the set of functionals \( \{ \Phi[F^\mu(x)] \} \), \( \{ \Phi[F^\mu(x)] \} \), presassigned on the space \( \langle F, +, \cdot \rangle \), produces linear space \( \langle \Phi, +, \cdot \rangle \) over a field of scalars \( P \), which is dual to the space \( \langle F, +, \cdot \rangle \), however it is nonselfdual, is proved.

The practical significance of given result consists in the necessity, if some physical phenomenon with participation of EM-field is studied, to take into consideration always both the spaces, that is \( \langle F, +, \cdot \rangle \) and \( \langle \Phi, +, \cdot \rangle \) by analysis of experimental results of interaction of EM-field with matter. More strictly, known Gelfand triple, which includes together with spaces \( \langle F, +, \cdot \rangle \) and \( \langle \Phi, +, \cdot \rangle \) the Hilbert space with topology, determined in the proper way, has to be taken into consideration.

Given conclusion is confirmed by additional theoretical results in [9] and in [10], where was found that the symmetry aspects for EM-field vector-functions in processes of interaction of EM-field with matter are key aspects. New approach, based on transition operator method, was developed for a description of radio- and optical spectroscopic transitions’ dynamics in condensed matter in [9] and in [10]. Very essential is the presence of isomorphism of Pauli matrix algebra and spectroscopic transition operators’ algebra, established in [10], which unambiguously indicates on the even \( \mathcal{P} \)-parity of electric field quantities (electric field and dipole moment), taking part by optical spectroscopical transitions.

Thereby mathematical abstractions in optical Bloch equations became the natural interpretation consisting in that, that \( \vec{E} \) and \( \vec{P} \) represent themselves axial vector-functions of electric field and electrical moment, correspondingly (in reasonable suggestion, that gyroelectric ratio is scalar). Moreover new quantum physics phenomena were predicted - ferroelectric spin wave resonance and antiferroelectric spin wave resonance, which were experimentally detected in [16], [17].

Additional gauge invariance of complex relativistic fields was studied. It has been found, that conserving quantity, corresponding to invariance of generalized relativistic equations under the operations of additional gauge symmetry group - multiplicative group \( R \) of all real numbers (without zero) - is purely imaginary charge. So, it was shown, that complex fields are characterized by complex charges. The following statement was proved

1. **Conserving quantity - complex charge, which is invariant under total gauge transformations, corresponds to any complex relativistic field (scalar, vector, spinor).**

Total gauge transformations are the following

\[
u'(x) = \beta \exp(i\alpha) u(x),
\]

where \( \alpha, \beta \in R, u(x) \) is the set of field functions.

From the statement 1 is obtained the consequence, which seems to be essential and it is formulated in the form of the statement 2.

2. **Conserving quantity - purely imaginary charge, which is invariant under total gauge transformations, corresponds to any real relativistic field (scalar, vector, spinor).**

The proof is evident, if to take into account, that any real quantity, including relativistic field, is particular case of complex quantity.

It is understandable, that transformation of field functions by relation (4) is equivalent to multiplication of field functions by arbitrary complex number. It is well known, that given linear transformation is the simplest example of isomorphism of corresponding linear space, which is given over the field of complex numbers, onto itself, that is, in the case considered the relation (4) give automorphism of the space of field functions. The result obtained is in agreement with general algebraic statement, that automorphism of any linear space leads to a number useful properties of the objects, which belong to given space. In particular, it is evident from results of [8], that by automorphic transformation of the space of EM-field functions by relationship (4) the conservation law for charge will always take place. At the same time the energy conservation law and the conservation of Poynting vector will be fulfilled, if given transformation is applied to EM-field potentials. The force characteristics, that is \( \vec{E}, \vec{H} \)-vector functions can be used to be basis for free EM-field description, since they will represent the full set in free EM-field case. However the energy conservation law and the conservation of Poynting vector, that is mathematical construction, to which enter \( \vec{E}, \vec{H} \)-vector functions, will not be fulfilled by transformation (4) at arbitrary \( \beta \). Given situation is realized by the propagation of the EM-field in the matter with the
velocity \( v \neq c \), that is with the velocity, which is not equal to light velocity in vacuum. The charge remains to be Lorentz invariant quantity (see Sec.III), at the same time both the field characteristics, the energy and impulse (determined by Poynting vector) are not Lorentz invariant quantities. It is remarkable, that the conclusion on charge Lorentz invariance was formulated in [4] to be self-evident. Thus, we see, that the charge conservation law for EM-field is fulfilled even through the energy and impulse conservation laws do not take place. Therefore, the charge conservation law can be considered in given meaning to be more fundamental.

Both the statement give key for correct generalization of field equations, in particular for electrodynamics.

In present paper, the additional dual transformations, under which Maxwell equations are invariant, will be established and their role along with the role of Rainich dual transformations will be studied. It will be shown, that joint dual symmetry of Maxwell equations leads to conclusion on compound character of EM-field, consisting in that, vector quantities, which characterize EM-field are in general case the four vector-component objects with different time - and space P-parities - quaternions. We have to say, that the idea, that vector functions \( \vec{E}(\vec{r}, t) \), \( \vec{H}(\vec{r}, t) \), \( \vec{D}(\vec{r}, t) \), \( \vec{B}(\vec{r}, t) \), which characterize EM-field, are compound quantities and include both gradient and solenoidal parts, that is uneven and even parts relatively space inversion transformation, was put forward earlier in [4]. At the same time given idea in known equations of dual electrodynamics in [4] was presented the only in implicit form. Authors of [14] came to similar conclusion consisting in the possibility to possess by different P-parity for both the electric field \( \vec{E} \) and the magnetic field \( \vec{H} \).

It seems to be substantial the development of the methods of quantization of EM-field. The quantization of EM-field was proposed for the first time still at the earliest stage of quantum physics in the works [24], [25], where quantum theory of dipole radiation was considered and the energy fluctuations in radiation field of blackbody have been calculated. The idea of Born-Jordan EM-field quantization is regarding of EM-field components to be matrices. At the same time quite another idea - to set up in the correspondence to each mode of radiation field the quantized harmonic oscillator, was proposed for the first time by Dirac [26] and it is widely used in quantum electrodynamics (QED) including quantum optics [27], it is canonical quantization. Nevertheless at present in EM-field theory the first idea of quantization is also used. For instance, matrix representation of Maxwell equations in quantum optics [27] corresponds to given idea.

EM-field potentials are used to be field functions by canonical quantization. At the same time to describe free EM-field it is sufficient to choose immediately the observable quantities - vector-functions \( \vec{E}(\vec{r}, t) \) and \( \vec{H}(\vec{r}, t) \) - to be field functions. We use further given idea by EM-field quantization development. Moreover, canonical quantization method is space-global method (although time-local). Independence of coordinates in Minkowski space and their equality in rights give the basis for idea, that the space-local method and in principle space-time-local method of EM-field (and other fields) quantization has to exist too. The confirmation of given idea is also the aim of given work.

II. MATRIX ALGEBRA OF COMPLEX NUMBERS AND ITS SOME CONSEQUENCES FOR QUANTUM THEORY

Let us summarize some useful results from algebra of the complex numbers. The numbers 1 and \( i \) are usually used to be basis of the linear space of complex numbers over the field of real numbers. At the same time to any complex number \( a + ib \) can be set up in conformity the [2x2]-matrix according to bijective mapping

\[
f : a + ib \rightarrow \begin{bmatrix} a & -b \\ b & a \end{bmatrix}.
\]

The matrices

\[
\begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]

produce basis for complex numbers \( a + ib \), \( a, b \in R \) in the linear space of \([2 \times 2]\)-matrices, defined over the field of real numbers. It is convenient often to define the space of complex numbers over the group of real positive numbers, then the dimensionality of the matrices and basis has to be duplicated, since to two unities - positive 1 and negative \(-1\) can be set up in conformity the \([2 \times 2]\)-matrices according to bijective mapping \( \varepsilon \)

\[
\varepsilon : 1 \rightarrow \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, -1 \rightarrow \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},
\]

which allows to recreate the operations with negative numbers without recourse of negative numbers themselves. Consequently, in accordance with mapping \( \zeta \) the following \([4 \times 4]\)-matrices, so called [0,1]-matrices, can be basis of complex numbers

\[
\zeta : 1 \rightarrow \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

\[
i \rightarrow \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{bmatrix},
\]

\[
-1 \rightarrow \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix},
\]

\[
-i \rightarrow \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}.
\]
The choice of basis is ambiguous. Any four $[4 \times 4]$ $[0,1]$-matrices, which satisfy the rules of cyclic recurrence
\begin{equation}
i^1 = i, i^2 = -1, i^3 = -i, i^4 = 1 \tag{10}\end{equation}
can be basis of complex numbers. In particular, the following $[4 \times 4]$ $[0,1]$-matrices
\begin{align*}
[e_1' &= \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad [e_2' &= \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \\
[e_3' &= \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad [e_4' &= \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \tag{11}\end{align*}
can also be basis of complex numbers. Naturally, the set of $[0,1]$-matrices, given by (11) is isomorphic to the set, which is given by (8). It is evident, that the system of complex numbers can be constructed by infinite number of the ways, at that cyclic basis can consist of $m$ units, $m \in N$, starting from three. In particular in the work [11] the apparatus of hypercomplex $n$-numbers was used to calculate the optical properties of 1D carbon zigzag shaped nanotubes, taking into account quantum nature of EM-field. Hypercomplex $n$-numbers were defined to be the elements of commutative ring $\mathbb{Z}_n$, which is direct sum of $n$ complex spaces $C$.
\begin{equation}
\mathbb{Z}_n = C \oplus C \oplus \ldots \oplus C, \tag{12}\end{equation}
$Z_1 = C, n \in N$. It means that any hypercomplex $n$-number $z$ represent itself $n$-dimensional quantity with the components $k_\alpha \in C, \alpha = 0, n-1$, that is in row matrix form $z$ is
\begin{equation}
z = [k_0, k_1, k_2, \ldots, k_{n-1}], \tag{13}\end{equation}
it can be represented also in the form
\begin{equation}
z = \sum_{\alpha=0}^{n-1} k_\alpha \pi_\alpha, \tag{14}\end{equation}
where $\pi_\alpha$ are basis elements of $\mathbb{Z}_n$ (and simultaneously basis elements of the linear space of $n$-dimensional line matrices ($n$-vectors) and $n$-dimensional row matrices). They are
\begin{equation}
\pi_0 = [1, 0, \ldots, 0, 0], \quad \pi_1 = [0, 1, \ldots, 0, 0], \\
\ldots, \pi_{n-1} = [0, 0, \ldots, 0, 1]. \tag{15}\end{equation}
Basis elements $\pi_\alpha$ possess by projection properties
\begin{equation}
\pi_\alpha \pi_\beta = \pi_\alpha \delta_{\alpha \beta}, \quad \sum_{\alpha=0}^{n-1} \pi_\alpha = 1, z \pi_\alpha = k_\alpha \pi_\alpha \tag{16}\end{equation}
In other words, the set of $k_\alpha \in C, \alpha = 0, n-1$ is the set of eigenvalues of hypercomplex $n$-number $z \in \mathbb{Z}_n$, the set of $\{\pi_\alpha\}, \alpha = 0, n-1$ is eigenbasis of $\mathbb{Z}_n$-algebra.

It is remarkable, that the conformity between complex numbers and matrices is realized by bijective mappings. It means, that there is also to be existating the inverse mapping, by means of which to any square matrix, belonging to the linear space with a basis given by (8), or (11), or any other, satisfying the rules of cyclic recurrence like to (10), can be set up in conformity the complex number. In particular to any Hermitian matrix $H$ can be set up in conformity the complex number in correspondence with mapping $\xi$
\begin{equation}
\xi : H \rightarrow S + iA = \begin{bmatrix} S & -A \\ A & S \end{bmatrix}, \tag{17}\end{equation}
where $S$ and $A$ are symmetric and antisymmetric parts of Hermitian matrix.

Given short consideration allows to formulate the following statements.

3. Quantized free EM-field is complex field in general case.

Proof is evident and it is based on (17), if to take into account, that quantized free EM-field can be determined by Hermitian operators $\hat{E}(\vec{r}, t)$ and $\hat{H}(\vec{r}, t)$, representing themselves the full set of quantized free EM-field operator vector-functions, that is, they can serve for basis in corresponding operator vector-functional space (see Sec.III). Given statement can be generalized.

4. Any quantumphysical quantity is complex quantity in general case.

Proof is evident and it is based on the same relationship, since any quantumphysical quantity is determined by Hermitian operator. Therefore, two sets of observables, which are determined by real functions, correspond to any quantumphysical operator quantity in general case.

Practical consequence of the statements 3 and 4 for quantumphysical tasks is the following. In particular, by the solution of main quantummechanical equation - Schrödinger equation $\hat{H}\psi_n = E_n \psi_n$, that is by finding of the eigenvalues $\{E_n\}, n \in N$, of Hamilton operator, $E_n$ has to be represented in complex form. In the application to atom physics $ReE_n$ represent itself the energy of nth atomic level, $ImE_n$ is its dispersion, that is width of given level. Usually used solution by $E_n \in R$ leads to the lost of the half of the possible information. The conclusion is similar for other quantumphysical tasks.

It seems to be also remarkable, that the representation of eigenvalues of Hamilton operator in complex form is used in a practice of theoretical calculations by a number of authors to be self-evident. For instance, in [19] $E_n = E_n^{(0)} - i\Gamma_n$, where $E_n^{(0)}$ is the atom level energy, $\Gamma_n$ is the atom level width in full correspondence with the statements above established. The second example is the following. The authors of the work [20], which represents itself the generalization of linear Luttinger liquid theory, came independently on private case of calculation of characteristics of 1D quantum liquid beyond linear Luttinger liquid model, to the same conclusion. Along
with energetic characteristics of quasiparticles (spinons and holons) spectra, given by dynamic response functions, in particular by the spectral function $A(k, \omega)$, they related for arbitrary momenta and Galilean invariant systems the phase shifts to another set of measurable properties. They took into consideration, that unitary transformation, which removes the interaction term between quasiparticles, is characterized by phase shifts, which are different for different quasiparticle modes.

III. QUATERNION NATURE OF EM-FIELD

The expression (2) is indication in implicit form on compound character of EM-field. Really at fixed $\theta$ the expression (2) will be mathematically correct, if vector-functions $\vec{E}$, $\vec{H}$ will have the same symmetry under improper rotations, that is concerning the parity $P$ under space inversion, both be polar or axial ones, or be both consisting of polar and axial components simultaneously. Analogous conclusion takes place regarding the parity $t$ under time reversal. The possibility to have the same symmetry, that is, the situation, when both the vector-functions $\vec{E}$, $\vec{H}$ are pure polar (axial) vector-functions, or both ones $t$-even ($t$-uneven) simultaneously contradicts to experiment. Consequently it remains the variant, that vector-functions $\vec{E}', \vec{H}'$ in the expression (2) are compound and consists of the components with even and uneven parities under improper rotations. It is in agreement with aforesaid overview on compound symmetry structure of EM-field vector-functions, consisting of both the gradient and solenoidal parts, [4] and also with theoretical assumption in [14].

The conclusion can be easily proved, if to represent relation (2) in matrix form

$$\begin{bmatrix} \vec{E}' \\ \vec{H}' \end{bmatrix} = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \vec{E} \\ \vec{H} \end{bmatrix}. \quad (18)$$

We see, that given matrix has the form, which allows to set up in conformity to it the complex number according to biejective mapping like to (5). Consequently, we have

$$\begin{bmatrix} \vec{E}' \\ \vec{H}' \end{bmatrix} = e^{-i\theta} \begin{bmatrix} \vec{E} \\ \vec{H} \end{bmatrix}, \quad (19)$$

that is

$$\begin{align*}
\vec{E}' &= \vec{E} \cos \theta - i\vec{H} \sin \theta \\
\vec{H}' &= \vec{H} \cos \theta - i\vec{E} \sin \theta.
\end{align*} \quad (20)$$

It means, that to real plane, which is determined by the vectors $\vec{E}$ and $\vec{H}$ can be set in conformity the complex plane for the vectors $\vec{E}'$ and $\vec{H}'$.

It is evident now, that really both the vectors $\vec{E}'$ and $\vec{H}'$ are consisting of both, $P$-even and $P$-uneven components. So, if the first component of, for instance, $\vec{E}'$ will be $P$-even under reflection in the plane situated transversely to absciss-axis, the second component will be $P$-uneven.

Therefore, dual transformation symmetry of Maxwell equations, established by Rainich [3], indicates simultaneous on both complex nature of EM-field in general case, and that both electric and magnetic fields are consisting in general case of the components with various parity under improper rotations.

Let us find the invariants of dually transformed EM-field. It is easily to show, that the following relationship is taking place

$$\left[ \vec{E}^2 - \vec{H}^2 + 2i(\vec{E}\vec{H}) \right] e^{-2i\theta} = \text{inv}, \quad (21)$$

that is, we have at fixed parameter $\theta \neq 0$ two real EM-field invariants

$$(\vec{E}^2 - \vec{H}^2) \cos 2\theta + 2i(\vec{E}\vec{H}) \sin 2\theta = \text{inv}$$

$$2(\vec{E}\vec{H}) \cos 2\theta - (\vec{E}^2 - \vec{H}^2) \sin 2\theta = \text{inv}. \quad (22)$$

It follows from relation (22) that, in particular, at $\theta = 0$ we have well known [15] EM-field invariants

$$(\vec{E}^2 - \vec{H}^2) = \text{inv}$$

$$(\vec{E}\vec{H}) = \text{inv}. \quad (23)$$

It is interesting, that at $\theta = \frac{\pi}{2}$ and at $\theta = \frac{3\pi}{2}$ the invariants of dually transformed EM-field are determined by the same relation (23) and by arbitrary $\theta$ we have two linearly independent combinations of given known invariants.

Subsequent extension of dual symmetry for the EM-field with sources leads also to known requirement of the existence of two type of other physical quantities - two type of charges and two type of intrinsic moments of the particles or the absorbing (dispersive) centers in condensed matter. They can be considered to be the components of complex charge, or dual charge (in another equivalent terminology) of so called dually charged particles, which were described theoretically (see [4]). We have to remark, that setting into EM-field theory of two type of charges and two type of intrinsic moments is actual, since recent discovery of dually charged quasiparticles [16] and the particles with pure imaginary electric intrinsic moments [17] in condensed matter, - respectively, spin-Peierls $\pi$-solitons and Su-Schrieffer-Heeger $\sigma$-solitons in carbynoids, is clear experimental proof, that EM-field theory with complex charges and complex intrinsic moments has physical content. EM-field theory with complex charges and complex intrinsic moments consequently is now real physical base for many applications in contrast to earlier viewpoint to consider the electrodynamics with complex quantities to be the only formal model, which although is very suitable for a number of technical calculations, but it is the only mathematical abstraction. Given conception agrees well with all practice of electric circuits’ calculations. Very fruitful mathematical method for electric circuits’ calculations, which
uses all complex electric characteristics, see for example [18], was also considered earlier the only to be formal, but convenient mathematical technique. Informality of given technique gets now natural explanation. It has to be taken into account however, that in the case \( \theta = 0 \) we have well known electrodynamics with odd \( P \)-parity of electric field and even \( P \)-parity of magnetic field. In given case all the EM-field characteristics are real and by using in calculations of the complex quantities, we have always to add the corresponding complex conjugate quantities. At the same time in the case \( \theta \neq 0 \) it will be incorrect, since both the real observable quantities, which corresponds to any complex EM-field characteristics have to be retained. Independent conclusion follows also from gauge invariance above considered (Sec.I). Really, the presence of complex charge means that 4-vector of current \( j_\mu \) for any complex field is complex vector. In its turn, it means, that independently on starting origin of the charges and currents in the matter all the characteristics of EM-field in the matter have also to be complex-valued. Given conclusion follows immediately from Maxwell equations, since complex current \( j_\mu \) enters explicitly Maxwell equations. It is also substantial, that Maxwell equations are invariant under the total gauge transformation of EM-field by means of relation (4).

Let us designate the terms in (20)

\[
\begin{align*}
E \cos \theta = \vec{E}^1, & \quad E \sin \theta = \vec{E}^2[1]
\end{align*}
\]

The Maxwell equations for the EM-field (\( \vec{E}, \vec{H} \)) in the matter in general case of both type of charged particles (that is, electrically and magnetically charged), including dually charged particles are

\[
\begin{align*}
\nabla \times \vec{E}(\vec{r}, t) &= -\mu_0 \frac{\partial \vec{H}(\vec{r}, t)}{\partial t} - \vec{j}_e(\vec{r}, t), \quad (25) \\
\nabla \times \vec{H}(\vec{r}, t) &= \varepsilon_0 \frac{\partial \vec{E}(\vec{r}, t)}{\partial t} + \vec{j}_m(\vec{r}, t), \quad (26)
\end{align*}
\]

\[
\begin{align*}
(\nabla \cdot \vec{E}(\vec{r}, t)) &= \rho_e(\vec{r}, t), \quad (27) \\
(\nabla \cdot \vec{H}(\vec{r}, t)) &= \rho_m(\vec{r}, t), \quad (28)
\end{align*}
\]

where \( \vec{j}_e(\vec{r}, t), \vec{j}_m(\vec{r}, t) \) are respectively electric and magnetic current densities, \( \rho_e(\vec{r}, t), \rho_m(\vec{r}, t) \) are respectively electric and magnetic charge densities. Taking into account the relation (20) and (24) the system (25), (26), (27), (28) can be rewritten

\[
\begin{align*}
\nabla \times (\vec{E}^{[1]}(\vec{r}, t) - i\vec{E}^{[2]}(\vec{r}, t)) &= -\mu_0 \frac{\partial \vec{H}^{[1]}(\vec{r}, t)}{\partial t} - i \frac{\partial \vec{H}^{[2]}(\vec{r}, t)}{\partial t} - \vec{j}^{[1]}_e(\vec{r}, t) + ij^{[2]}_m(\vec{r}, t), \quad (29)
\end{align*}
\]

\[
\begin{align*}
\nabla \times (\vec{H}^{[1]}(\vec{r}, t) - i\vec{H}^{[2]}(\vec{r}, t)) &= \varepsilon_0 \frac{\partial \vec{E}^{[1]}(\vec{r}, t)}{\partial t} - i \frac{\partial \vec{E}^{[2]}(\vec{r}, t)}{\partial t} + \vec{j}^{[1]}_m(\vec{r}, t) - i\vec{j}^{[2]}_e(\vec{r}, t), \quad (30)
\end{align*}
\]

\[
\begin{align*}
(\nabla \cdot \vec{E}^{[1]}(\vec{r}, t) - i\vec{E}^{[2]}(\vec{r}, t)) &= \rho^{[1]}_e(\vec{r}, t) - i\rho^{[2]}_m(\vec{r}, t), \quad (31)
\end{align*}
\]

\[
\begin{align*}
(\nabla \cdot (\vec{H}^{[1]}(\vec{r}, t) - i\vec{H}^{[2]}(\vec{r}, t))) &= \rho^{[1]}_m(\vec{r}, t) - i\rho^{[2]}_e(\vec{r}, t), \quad (32)
\end{align*}
\]

where \( \vec{j}^{[1]}_e(\vec{r}, t), \vec{j}^{[2]}_m(\vec{r}, t), \vec{j}^{[1]}_m(\vec{r}, t), \vec{j}^{[2]}_e(\vec{r}, t) \) are correspondingly electric and magnetic current densities, which by dual transformations are obeying to relation like to (20) [4], they are designated like to (24), \( \rho^{[1]}_e(\vec{r}, t), \rho^{[2]}_e(\vec{r}, t), \rho^{[1]}_m(\vec{r}, t), \rho^{[2]}_m(\vec{r}, t) \) are correspondingly electric and magnetic charge densities, which transformed and designated like to field strengths and currents. In fact in the system of equations (29), (30), (31), (32) are integrated Maxwell equations for two kinds of EM-fields (photon fields in quantum case), which differ by parities of vector and scalar quantities, entering in equations, under space inversion. So, the components \( \vec{E}^{[1]}(\vec{r}, t), \vec{H}^{[1]}(\vec{r}, t), \vec{j}^{[1]}_e(\vec{r}, t), \vec{j}^{[2]}_m(\vec{r}, t) \) have uneven parity, \( \vec{E}^{[2]}(\vec{r}, t), \vec{H}^{[2]}(\vec{r}, t), \vec{j}^{[2]}_e(\vec{r}, t), \vec{j}^{[1]}_m(\vec{r}, t) \) have even parity, \( \rho^{[1]}_e(\vec{r}, t), \rho^{[2]}_e(\vec{r}, t), \rho^{[1]}_m(\vec{r}, t), \rho^{[2]}_m(\vec{r}, t) \) are scalars, \( \rho^{[2]}_e(\vec{r}, t), \rho^{[1]}_m(\vec{r}, t) \) are pseudoscalars. In the case, when \( \vec{j}^{[1]}_m(\vec{r}, t) = 0, \rho^{[2]}_e(\vec{r}, t) = 0 \) we obtain the equations of usual single charge electrodynamics for compound EM-field in mathematically correct form, which allows to separate the components of EM-field with various parities \( P \) under space inversion. Therefore now the idea, that vector quantities, which characterize EM-field, are compound quantities and include both gradient and solenoidal parts, that is uneven and even parts under space inversion is represented in mathematically correct explicit form by equations (29), (30), (31), (32). Given representation seems to be actual, since field vector and scalar functions with various \( t \)- and \( P \)-parities are mathematically heterogeneous and their simple linear combination, for instance, for \( P \)-uneven and \( P \)-even electric field vector-functions \( \vec{E}^{[1]}(\vec{r}, t), \vec{E}^{[2]}(\vec{r}, t) \)

\[
\alpha_1 \vec{E}^{[1]}(\vec{r}, t) + \alpha_2 \vec{E}^{[2]}(\vec{r}, t)
\]

with coefficients \( \alpha_1, \alpha_2 \) from the field of real numbers, which is taking place in some theoretical and experimental works, is collage. Similar situation was discussed in [10] by analysis of Bloch vector symmetry under improper rotations. Mathematically the objects, which are like to (33) can exist. Actually to the set of \( \{ \vec{E}^{[1]}(\vec{r}, t) \} \) and to the set of \( \{ \vec{E}^{[2]}(\vec{r}, t) \} \) can be put in correspondence the affine space. However given affine space corresponds to direct sum of two usual vector spaces, consisting of different physically objects, that is, it represents in fact
also collage. Really, given direct sum can be represented by direct sum of linear capsule

\[ \left\{ \alpha^1_k \vec{E}^{(1)}(\vec{r}, t) | \alpha^1_k \in R, k \in N \right\}, \]

representing itself three-dimensional vector space of the set \{\vec{E}^{(1)}(\vec{r}, t)\} and linear capsule

\[ \left\{ \alpha^2_l \vec{E}^{(2)}(\vec{r}, t) | \alpha^2_l \in R, l \in N \right\}, \]

representing itself three-dimensional vector space of the set \{\vec{E}^{(2)}(\vec{r}, t)\}. It is substantial, that both the vector spaces cannot be considered to be subspaces of any three-dimensional or six-dimensional vector spaces, consisting of uniform objects. Moreover, it is evident, that the affine space, defined in that way cannot be metrizable, when considering it to be a single whole. It means in turn, that the set of objects, given by (33) are not vectors in usual algebraic meaning. Even Pythagorean theorem, for instance, cannot be used.

It can be shown, that the system, analogous to (29), (30), (31), (32) can be obtained for the second pair of EM-fields (photon fields in quantum case), which differ by parities of vector and scalar quantities, entering in equations, under time reversal. Really it is easy to see, that Maxwell equations along with dual transformation symmetry, established by Rainich, given by relations (2) - (20), are symmetric relatively the dual transformations of another kind of all the vector and scalar quantities, characterizing EM-field, which, for instance, for electric and magnetic field strength vector-functions can be presented in the following matrix form

\[
\begin{bmatrix}
\frac{\vec{E}'}{\vec{H}'} \\
\frac{\vec{H}'}{\vec{E}'}
\end{bmatrix}
= \begin{bmatrix}
\cosh \vartheta & i \sinh \vartheta \\
-i \sinh \vartheta & \cosh \vartheta
\end{bmatrix}
\begin{bmatrix}
\vec{E} \\
\vec{H}
\end{bmatrix},
\]

where \( \vartheta \) is arbitrary continuous parameter, \( \vartheta \in [0, 2\pi] \). The relation (36) can be rewritten in the form

\[
\begin{bmatrix}
\vec{E}' \\
\vec{H}'
\end{bmatrix}
= \begin{bmatrix}
\cos \vartheta & \sin \vartheta \\
-\sin \vartheta & \cos \vartheta
\end{bmatrix}
\begin{bmatrix}
\vec{E} \\
\vec{H}
\end{bmatrix}.
\]

In particular, if \( \vartheta \) is polar angle of coordinate system in the plane, determined by \( \vec{E} \) and \( \vec{H} \), the transformations (36) represent themselves hyperbolic rotations in \( (\vec{E}, \vec{H}) \)-plane. Let us call the transformations (36) by hyperbolic dual transformations. It represents the interest to consider the following particular case of hyperbolic dual transformations. We can define parameter \( \vartheta \) according to relation

\[ \tanh \vartheta = \frac{V}{c} = \beta, \]

where \( V \) is velocity of the frame of reference, moving along \( x \)-axis in 3D subspace of \( ^1R_4 \) Minkowski space.

We can also set up in conformity to the plane \((x_2, x_3)\) in Minkowski space, the plane \((\vec{E}, \vec{H})\), in which \( \vec{E}, \vec{H} \) are orthogonal and are directed along absciss and ordinate axes correspondingly (or vice versa). Then we obtain

\[
\begin{align*}
|\vec{E}'| &= \frac{|\vec{E}| + \beta |\vec{H}|}{\sqrt{1 - \beta^2}}, \\
|\vec{H}'| &= \frac{|\vec{H}| - \beta |\vec{E}|}{\sqrt{1 - \beta^2}},
\end{align*}
\]

(or similar relations, in which \( \vec{E}, \vec{H} \) are interchanged by places). In vector form given transformations are

\[
\begin{align*}
\vec{E}' &= \vec{E} + \frac{1}{2} \left[ \vec{H} \times \vec{V} \right], \\
\vec{H}' &= \vec{H} - \frac{1}{2} \left[ \vec{E} \times \vec{V} \right],
\end{align*}
\]

Therefore it is seen, that \( \vec{E}, \vec{H} \) are transformed like to \( x_0 \) and \( x_1 \) coordinates (or vice versa) of the space \( ^1R_4 \). It follows from here, that both the vectors \( \vec{E}', \vec{H}' \) have \( t \)-even and \( t \)-uneven components in general case. We see also that Lorentz-invariance of Maxwell equations is particular case of hyperbolic dual symmetry. It means, that restriction to only Lorentz-invariance in consideration of Maxwell equations’ symmetry, which usually is used, constrains the concept on the EM-field itself and it is thereby constricting the possibilities for completeness of its practical usage. Taking into account (5) we obtain the relations, which are similar to (19), which can be rewritten in the similar to (20) form, that is, we have

\[
\begin{align*}
\vec{E}' &= \vec{E} \cos i \vartheta - i \vec{E} \sin i \vartheta \\
\vec{H}' &= \vec{H} \cos i \vartheta - i \vec{H} \sin i \vartheta.
\end{align*}
\]

It is proof in general case, that each of two independent Maxwellian field components with even and uneven parities under space inversion is also compound and it consists of two independent components with even and uneven parities under time reversal. Then imposing designations

\[
\begin{align*}
\vec{E} \cos i \vartheta &= \vec{E}^{[0]}, \\
\vec{E} \sin i \vartheta &= \vec{E}^{[4]} \\
\vec{H} \cos i \vartheta &= \vec{H}^{[0]}, \\
\vec{H} \sin i \vartheta &= \vec{H}^{[4]},
\end{align*}
\]

and considering the vector-functions \( (\vec{E}^{[1]}(\vec{r}, t), \vec{E}^{[2]}(\vec{r}, t)) \) and \( (\vec{H}^{[1]}(\vec{r}, t), \vec{H}^{[2]}(\vec{r}, t)) \) to be definitional domain for the vector-functions \( \vec{E}'(\vec{r}, t), \vec{H}'(\vec{r}, t) \) correspondingly, the Maxwell equations for the components of the field \( (\vec{E}^{[1]}, \vec{H}^{[1]}) \) and \( (\vec{E}^{[2]}, \vec{H}^{[2]}) \) have the same form and they are

\[
\begin{align*}
\nabla \times (\vec{E}^{[3]}(\vec{r}, t) - i \vec{E}^{[4]}(\vec{r}, t)) &= \\
- \mu_0 \left[ \frac{\partial \vec{H}^{[3]}(\vec{r}, t)}{\partial t} - i \frac{\partial \vec{H}^{[4]}(\vec{r}, t)}{\partial t} \right] \\
- j_0 \vec{E}^{[3]}(\vec{r}, t) + j_0 \vec{E}^{[4]}(\vec{r}, t),
\end{align*}
\]
\[
\left[ \nabla \times (i\vec{H}^{[3]}(\vec{r}, t) - i\vec{E}^{[4]}(\vec{r}, t)) \right] = \\
e_0 \left[ \frac{\partial \vec{E}^{[3]}(\vec{r}, t)}{\partial t} - i \frac{\partial \vec{E}^{[4]}(\vec{r}, t)}{\partial t} \right] - j e \rho^{[3]}(\vec{r}, t) - j e \rho^{[4]}(\vec{r}, t),
\]

(44)

\[
(\nabla \cdot (\vec{E}^{[3]}(\vec{r}, t) - i\vec{E}^{[4]}(\vec{r}, t))) = \rho_e^{[3]}(\vec{r}, t) - i\mu_e^{[4]}(\vec{r}, t),
\]

(45)

\[
(\nabla \cdot (\vec{H}^{[3]}(\vec{r}, t) - i\vec{H}^{[4]}(\vec{r}, t))) = \rho_g^{[3]}(\vec{r}, t) - i\mu_g^{[4]}(\vec{r}, t),
\]

(46)

where \(\rho_e^{[3]}(\vec{r}, t), \rho_e^{[4]}(\vec{r}, t), \rho_g^{[3]}(\vec{r}, t),\) and \(\rho_g^{[4]}(\vec{r}, t)\) are, correspondingly, electric and magnetic current densities, \(\rho_e^{[3]}(\vec{r}, t), \rho_e^{[4]}(\vec{r}, t), \rho_g^{[3]}(\vec{r}, t),\) and \(\rho_g^{[4]}(\vec{r}, t)\) are, correspondingly, electric and magnetic charge densities, which transformed and designated like to field strengths and currents. In fact the system of equations (43), (44), (45), (46) represent itself correctly integrated Maxwell equations for two kinds of EM-fields (photon fields in quantum case), which differ by parities of vector and scalar quantities, entering equations, under time reversal. So, the components \(\vec{E}^{[3]}(\vec{r}, t), \vec{H}^{[4]}(\vec{r}, t), \vec{J}_e^{[3]}(\vec{r}, t), \vec{J}_e^{[4]}(\vec{r}, t), \vec{J}_g^{[3]}(\vec{r}, t), \vec{J}_g^{[4]}(\vec{r}, t)\) have uneven parity, \(\vec{E}^{[4]}(\vec{r}, t), \vec{H}^{[3]}(\vec{r}, t), \vec{J}_e^{[4]}(\vec{r}, t), \vec{J}_g^{[4]}(\vec{r}, t)\) have even parity, \(\rho_e^{[3]}(\vec{r}, t), \rho_e^{[4]}(\vec{r}, t)\) and \(\rho_g^{[3]}(\vec{r}, t), \rho_g^{[4]}(\vec{r}, t)\) are pseudoscalars. In the case, when \(\vec{J}_e^{[3]}(\vec{r}, t) = 0,\) \(\rho_g^{[4]}(\vec{r}, t) = 0\) we obtain the equations of usual single-charge electrodynamics for two components of EM-field with various parities under space inversion, at that either of the two components consist in its turn also of two components of EM-field with various parity under time reversal.

It is easily to see, that invariants for EM-field, consisting of two hyperdual symmetrically partners, that is at \(\vartheta \neq 0\) have the form, analogous to (21) and they can be obtained, if parameter \(\vartheta\) to replace by \(i\vartheta\). They are

\[
\left[ \vec{E}^2 - \vec{H}^2 + 2i(\vec{E} \times \vec{H}) \right] e^{i \vartheta} = \text{inv}.
\]

(47)

Consequently, two real invariants at \(\vartheta \neq 0\) have the form

\[
(\vec{E}^2 - \vec{H}^2) e^{i \vartheta} = I_1^\prime = \text{inv},
\]

\[
2(\vec{E} \times \vec{H}) e^{i \vartheta} = I_2^\prime = \text{inv}.
\]

(48)

It follows from relation (48), that in both the cases, that is at \(\vartheta = 0\) and at fixed \(\vartheta \neq 0\), we obtain in fact well known EM-field invariants, since factor \(e^{i \vartheta}\) at fixed \(\vartheta\) seems to be insufficient. At the same time at arbitrary \(\vartheta\) the relation

\[
\frac{I_1^\prime}{I_2^\prime} = \frac{I_1}{I_2} = W = \text{inv}
\]

(49)

is taking place. It is seen, that the value of \(W\) is independent on \(\vartheta\). It means physically, that the absolute values of both the vector-functions \(\vec{E}(\vec{r}, t)\) and \(\vec{H}(\vec{r}, t)\) are changed synchronously by hyperbolic dual transformations.

So, the usage of complex number theory allows to represent correctly the electrodynamics for two photon fields, which differs by parities under space inversion or time reversal by the same single system of generalized Maxwell equations. At the same time we have two related sets, that is pairs of complex vector and scalar functions, which are ordered in their P- and t-parities. It corresponds to definition of quaternions. Really any quaternion number \(x\) can be determined according to relation

\[
x = (a_1 + ia_2)e + (a_3 + ia_4)j,
\]

(50)

where \(\{a_m\} \in R, m = 1, 2, 3, 4\) and \(e, i, j, k\) produce basis, elements of which are satisfying the conditions

\[
(ij) = k, (ji) = -k, (ki) = i, (ik) = -j,
\]

\[
(ei) = i, (ei) = j, (ej) = k, (ek) = (ke) = k.
\]

Let us designate the quantities

\[
(\vec{E}^{[1]}(\vec{r}, t) - i\vec{E}^{[2]}(\vec{r}, t)) + (\vec{E}^{[3]}(\vec{r}, t) - i\vec{E}^{[4]}(\vec{r}, t))j = \vec{E}(\vec{r}, t)
\]

\[
(\vec{H}^{[1]}(\vec{r}, t) - i\vec{H}^{[2]}(\vec{r}, t)) + (\vec{H}^{[3]}(\vec{r}, t) - i\vec{H}^{[4]}(\vec{r}, t))j = \vec{H}(\vec{r}, t)
\]

\[
(\vec{J}_e^{[1]}(\vec{r}, t) - i\vec{J}_e^{[2]}(\vec{r}, t)) + (\vec{J}_e^{[3]}(\vec{r}, t) - i\vec{J}_e^{[4]}(\vec{r}, t))j = \vec{J}_e(\vec{r}, t)
\]

\[
(\vec{J}_g^{[1]}(\vec{r}, t) - i\vec{J}_g^{[2]}(\vec{r}, t)) + (\vec{J}_g^{[3]}(\vec{r}, t) + i\vec{J}_g^{[4]}(\vec{r}, t))j = \vec{J}_g(\vec{r}, t)
\]

(51)

(52)

where

\[
(\vec{E}^{[1]}(\vec{r}, t), \vec{H}^{[2]}(\vec{r}, t), \vec{J}_e^{[1]}(\vec{r}, t), \vec{J}_g^{[2]}(\vec{r}, t))
\]

\[
(\vec{E}^{[3]}(\vec{r}, t), \vec{H}^{[4]}(\vec{r}, t), \vec{J}_e^{[3]}(\vec{r}, t), \vec{J}_g^{[4]}(\vec{r}, t))
\]

\[
(\vec{E}^{[4]}(\vec{r}, t), \vec{H}^{[3]}(\vec{r}, t), \vec{J}_e^{[4]}(\vec{r}, t), \vec{J}_g^{[3]}(\vec{r}, t))
\]

\[
(\vec{E}^{[2]}(\vec{r}, t), \vec{H}^{[1]}(\vec{r}, t), \vec{J}_e^{[2]}(\vec{r}, t), \vec{J}_g^{[1]}(\vec{r}, t))
\]

\[
(\vec{E}^{[1]}(\vec{r}, t), \vec{H}^{[3]}(\vec{r}, t), \vec{J}_e^{[1]}(\vec{r}, t), \vec{J}_g^{[3]}(\vec{r}, t))
\]

\[
(\vec{E}^{[4]}(\vec{r}, t), \vec{H}^{[2]}(\vec{r}, t), \vec{J}_e^{[4]}(\vec{r}, t), \vec{J}_g^{[2]}(\vec{r}, t))
\]

are P-uneven, t-even,

(53)

(54)

(55)

(56)
are \(P\)-even, \(t\)-uneven. According to definition of quaternions \(\vec{E}(\vec{r}, t), \vec{H}(\vec{r}, t), \vec{j}(\vec{r}, t), \vec{J}(\vec{r}, t), \rho(\vec{r}, t), \rho_B(\vec{r}, t)\) are quaternions. It means, that EM-field has quaternion structure and dual and hyperbolic dual symmetry of Maxwell equations will take proper account, if all the vector and scalar quantities to represent in quaternion form. Consequently, we have

\[
\nabla \times (\vec{E}(\vec{r}, t)) = -\mu_0 \left[ \frac{\partial \vec{B}(\vec{r}, t)}{\partial t} \right] + \vec{j}(\vec{r}, t),
\]

\[
\nabla \times (\vec{H}(\vec{r}, t)) = \epsilon_0 \left[ \frac{\partial \vec{E}(\vec{r}, t)}{\partial t} \right] + \vec{j}_e(\vec{r}, t),
\]

\[
(\nabla \cdot (\vec{E}(\vec{r}, t))) = \rho_e(\vec{r}, t),
\]

\[
(\nabla \cdot (\vec{H}(\vec{r}, t))) = \rho_B(\vec{r}, t)
\]

Therefore, symmetry of Maxwell equations under dual transformations of both the kinds allows along with generalization of Maxwell equations themselves to extend the field of application of Maxwell equations. It means also, that dual electrodynamics, developed by Tomilchik and co-authors, see for instance [4], obtains additional ground. Basic field equations in dual electrodynamics [4], [14], being to be written separately for two type of independent photon fields with various parities under space inversion or time reversal, will be isomorphic to Maxwell equations in complex form. It was in fact shown partly earlier in [21], [14], where complex charge was taken into consideration. At the same time all aspect of dual symmetry, leading to four-component quaternion form of Maxwell equations seem to be representing for the first time.

IV. CAVITY DUAL ELECTRODYNAMICS

Let us find the conserving quantities, which correspond to dual and hyperbolic dual symmetries of Maxwell equations. It seems to be interesing to realize given task on concrete practically essential example of cavity EM-field. At the same time built the Lagrangian, which is adequate to given task it seems to be reason able to solve the following concomitant task - to find dually symmetric solutions of Maxwell equations. It seems to be understandable, that the general solutions of differential equations can also possess by the same symmetry, which have starting differential equations, nevertheless dual symmetry of the solutions of Maxwell equations was earlier not found.

A. Classical Cavity EM-Field

Suppose EM-field in volume rectangular cavity without any matter inside it and made up of perfectly electrically conducting walls. Suppose also, that the field is linearly polarized and without restriction of commenssness let us choose the one of two possible polarization of EM-field electrical component \(\vec{E}(\vec{r}, t)\) along x-direction. Then the vector-function \(E_x(z, t)\) can be represented in well known form of Fourier sine series

\[
E_x[1](\vec{r}, t) = E_x(z, t) = \sum_{\alpha=1}^{\infty} A_{\alpha}^E q_{\alpha}(t) \sin(k_{\alpha} z) \vec{e}_x,
\]

where \(q_{\alpha}(t)\) is amplitude of \(\alpha\)-th normal mode of the cavity, \(\alpha \in N, \quad k_{\alpha} = \alpha \pi/L, \quad A_{\alpha}^E = \sqrt{2 \epsilon_0 c_m}/V \epsilon_0, \omega_{\alpha} = \alpha \pi c/L, L\) is cavity length along z-axis, \(V\) is cavity volume, \(m_{\alpha}\) is parameter, which is introduced to obtain the analogy with mechanical harmonic oscillator. Let us remember, that the expansion in Fourier series instead of Fourier integral expansion is determined by known diskretness of \(k\)-space, which is the result of finiteness of cavity volume. Particular sine case of Fourier series is consequence of boundary conditions

\[
|\vec{n} \times \vec{E}| = 0, \quad (\vec{n} \vec{H})| = 0,
\]

which are held true for the perfect cavity considered. Here \(\vec{n}\) is the normal to the surface \(S\) of the cavity. It is easily to show, that \(E_x(z, t)\) represents itself a standing wave along z-direction.

Let us analyse the solutions of Maxwell equations for EM-field in a cavity in comparison with known solutions from the literature to pay the attention to some mathematical details, which have however substantial physical conclusions, allowing to extend our insight to EM-field nature. For given reasons, despite on analysis simplicity, we will produce the consideration in detail.

Using the equation

\[
\epsilon_0 \frac{\partial \vec{E}(z, t)}{\partial t} = \left[ \nabla \times \vec{H}(z, t) \right],
\]

we obtain the expression for magnetic field

\[
\vec{H}(\vec{r}, t) = \sum_{\alpha=1}^{\infty} A_{\alpha}^H \frac{\epsilon_0}{k_{\alpha}} \frac{d q_{\alpha}(t)}{dt} \cos(k_{\alpha} z) + f_{\alpha}(t) \vec{e}_y,
\]

where \(\{f_{\alpha}(t)\}, \alpha \in N,\) is the set of arbitrary functions of the time. It is evident, that the expression for \(\vec{H}(\vec{r}, t)\) (64) is satisfying to boundary conditions (62). The partial solution, in which the functions \(\{f_{\alpha}(t)\}\) are identically zero, that is, \(\vec{H}(\vec{r}, t)\) is

\[
\vec{H}[1](\vec{r}, t) = \sum_{\alpha=1}^{\infty} A_{\alpha}^H \frac{\epsilon_0}{k_{\alpha}} \frac{d q_{\alpha}(t)}{dt} \cos(k_{\alpha} z) \vec{e}_y,
\]

is always used in all the EM-field literature. However even in given case it is evident, that the Maxwellian field is complex field. Really using the equation

\[
\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} = -\mu_0 \frac{\partial \vec{H}}{\partial t}
\]
it is easily to find the class of field functions \( \{ q_\alpha(t) \} \). They will satisfy to differential equations

\[
\frac{d^2 q_\alpha(t)}{dt^2} + \frac{k_\alpha^2}{\mu_0 \varepsilon_0} q_\alpha(t) = 0, \quad \alpha \in N. \tag{67}
\]

Consequently, we have

\[
q_\alpha(t) = C_1 e^{i\omega_\alpha t} + C_2 e^{-i\omega_\alpha t}, \quad \alpha \in N, \tag{68}
\]

where \( C_1, C_2, \alpha \in N \) are arbitrary constants. Thus, real-valued free Maxwell field equations result in well-known in the theory of differential equations situation - the solutions are complex-valued functions. It means, that generally the field functions for free Maxwellian field in the cavity produce complex space. So we obtain additional independent argument, that the known concepion, on the only real-quantity definiteness of EM-field, has to be corrected. On the other hand, the equation (67) has also the only real-valued general solution, which can be represented in the form

\[
q_\alpha(t) = B_\alpha \cos(\omega_\alpha t + \phi_\alpha), \tag{69}
\]

where \( B_\alpha, \phi_\alpha, \alpha \in N \) are arbitrary constants. It is substantial, that the functions in real-valued general solution have a definite \( t \)-parity.

Thus, we come independently on the previous consideration in Sec. I and Sec. II, Subsec. A to the conclusion, that classical Maxwellian EM-field can be both real-quantity defined and complex-quantity defined.

It is interesting, that there is the second physically substantial solution of Maxwell equations. Really, from general expression (64) for the field \( \vec{H}(\vec{r}, t) \) it is easy to obtain differential equations for \( \{ f_\alpha(t) \}, \alpha \in N \),

\[
\frac{df_\alpha(t)}{dt} + A^F_\alpha \varepsilon_0 \frac{\partial^2 q_\alpha(t)}{\partial t^2}, \cos(k_\alpha z) - \frac{1}{\mu_0} A^E_\alpha k_\alpha q_\alpha(t) \cos(k_\alpha z) = 0. \tag{70}
\]

The formal solution of given equations in general case is

\[
f_\alpha(t) = A^E_\alpha \cos(k_\alpha z) \left[ \frac{k_\alpha}{\mu_0} \int_0^t q_\alpha(\tau) d\tau - \frac{dq_\alpha(t)}{dt} \right] \cos(k_\alpha z). \tag{71}
\]

Therefore, we have the second solution of Maxwell equations for \( \vec{H}(\vec{r}, t) \) in the form

\[
\vec{H}^{[2]}(\vec{r}, t) = -\sum_{\alpha=1}^{\infty} A^H_\alpha q''_\alpha(t) \cos(k_\alpha z) \tilde{e}_y, \tag{72}
\]

where \( A^H_\alpha = \sqrt{2\omega_\alpha^2 \mu_0 / \varepsilon_0} \). Similar consideration gives the second solution for \( \vec{E}(\vec{r}, t) \)

\[
\vec{E}^{[2]}(\vec{r}, t) = \sum_{\alpha=1}^{\infty} A^E_\alpha q'_\alpha(t) \sin(k_\alpha z) \tilde{e}_x. \tag{73}
\]

The functions \( q'_\alpha(t) \) and \( q''_\alpha(t) \) in relationships (72) and (73) are

\[
q'_\alpha(t) = \omega_\alpha \int_0^t q_\alpha(\tau) d\tau \tag{74}
\]

\[
q''_\alpha(t) = \omega_\alpha \int_0^t q'_\alpha(\tau') d\tau',
\]

correspondingly. Owing to the fact, that the solutions have simple form of harmonic trigonometrical functions, the second solution for electric field differs from the first solution the only by sign, that is substantial, and by inessential integration constants. Integration constants can be taken into account by means of redefinition of factor \( m_\alpha \) in field amplitudes. It is also evident, that if vector-functions \( \vec{E}(\vec{r}, t) \) and \( \vec{H}(\vec{r}, t) \) are the solutions of Maxwell equations, then vector-functions \( \vec{T} \vec{E}(\vec{r}, t) \) and \( \vec{T} \vec{H}(\vec{r}, t) \), where \( \vec{T} \) is time inversion operator, are also the solutions of Maxwell equations. Moreover, if starting vector-function, to which operator \( \vec{T} \) is applied is \( t \)-even, then there is \( t \)-uneven solution, for instance for magnetic component in the form

\[
\frac{\vec{T}[t\vec{H}(\vec{r}, t)]}{t}, \tag{75}
\]

where \( t \) is time. It can be shown in a similar way, that dually symmetric solutions, which are \( P \)-even and \( P \)-uneven are also existing.

Therefore, there are the solutions with various combinations of the signs for vector-functions \( \vec{E}(\vec{r}, t) \) and \( \vec{H}(\vec{r}, t) \), which are realized simultaneously, that is, their linear combination with coefficients from the field \( \vec{C} \) of complex numbers will represent the solution of Cauchy problem for Maxwell equations in correspondence with known theorem, that the solution of Cauchy problem for any systems of homogeneous linear equations in partial derivatives exists and it is unique in the vicinity of any point of the initial surface (in the case, when the point selected is not characteristic point and the function, which determines given hypersurface is continuously differentiable). In other words, we obtain again the agreement with Maxwell equation symmetry consideration. Given property of EM-field seems to be essential, since it permits passing for the processes, which seemingly are forbidden by CPT-theorem. For example, let us consider the resonance system EM-field plus matter in the cavity, in particular, the so called dressed state of some quasiparticles’ system. Suppose, that wave function can be factorized, matter part is \( P \)- and \( t \)-even under space and time inversion transformations, while EM-field part is \( P \)-uneven. CPT-invariance will be preserved, since EM-field has simultaneously with \( t \)-even the \( t \)-uneven component, determined by expression (75). Therefore \( t \)-parity of the function \( q_\alpha(t) \) can be various, and in the case, if we choose \( t \)-parity to be identical to the parity of the function \( q_\alpha(t) \),
the solution will be different in the meaning, that the field vectors will have opposite $t$-parity in comparison with the first solution. It is evident, that boundary conditions are fulfilled for all the cases considered.

To build the Lagrangian we can choose the following sets of EM-field functions $\{u_{\alpha}^{s,\pm}(x)\}$, $s = 1, 2, \alpha \in N$,

\[
\begin{align*}
\{u_{\alpha}^{1,\pm}(x)\} &= \{\sqrt{\mu_0}A_{\alpha}^{\nu}(x)\sin k_{\alpha}(x_4)q_{\alpha}(x_4) \pm iq''_{\alpha}(x_4)\} \\
\{u_{\alpha}^{2,\pm}(x)\} &= \{\sqrt{\mu_0}A_{\alpha}^{\nu}(x)\cos k_{\alpha}(x_4)\left[q''_{\alpha}(x_4) \pm \frac{i}{\omega_{\alpha}}\frac{\partial q_{\alpha}(x_4)}{\partial x_4}\right]\}
\end{align*}
\]

The functions $\{u_{\alpha}^{s,\pm}(x)\}$, $s = 1, 2, \alpha \in N$ are built from the components of the expansion in Fourier series of the fields $\vec{E}^{(1)}(\vec{r}, t)$, $\vec{E}^{(2)}(\vec{r}, t)$ and $\vec{H}^{(2)}(\vec{r}, t)$, $\vec{H}^{(1)}(\vec{r}, t)$ correspondingly. At the same time the sets $\{u_{\alpha}^{s,\pm}(x)\}$, $s = 1, 2, \alpha \in N$ produce at fixed $x$ two orthogonal countable bases, corresponding to $s = 1, 2$ in two Hilbert spaces, which are formed by vectors $\{u_{\alpha}^{1,\pm}(x), u_{\alpha}^{2,\pm}(x), \ldots\}$ for variable $x \in R_4$. Really scalar product of two arbitrary vectors $\{u_{\alpha}^{s,\pm}(x_1), u_{\alpha}^{s',\pm}(x_2), \ldots\}$ and $\{u_{\alpha}^{s,\pm}(x_3), u_{\alpha}^{s',\pm}(x_4), \ldots\}$, that is

\[
\langle u_{\alpha}^{s,\pm}(x_1) | u_{\alpha}^{s',\pm}(x_2) \rangle
\]

is equal to

\[
\sum_{s=1}^{\infty} \int_{1}^{0} u_{s,\pm}^{s}(x_4, z) u_{s,\pm}^{s'}(x_4, z) dz, s = 1, 2,
\]

that means, that it is restricted, since the sum over $s$ represents the energy of the field in restricted volume. Consequently, the norm of vectors can be defined by the relationship

\[
\|u_{\alpha}^{s,\pm}(x)\| = \sqrt{\langle u_{\alpha}^{s,\pm}(x) | u_{\alpha}^{s,\pm}(x) \rangle} =
\]

\[
\sum_{s=1}^{\infty} \int_{1}^{0} u_{s,\pm}^{s}(x_4, z) u_{s,\pm}^{s}(x_4, z) dz, s = 1, 2.
\]

Then vector distance is

\[
d(u_{\alpha}^{s,\pm}(x_1), u_{\alpha}^{s,\pm}(x_2)) = \|u_{\alpha}^{s,\pm}(x_1) - u_{\alpha}^{s,\pm}(x_2)\|.
\]

So we obtain, that the vectors $\{u_{\alpha}^{s,\pm}(x)\}$, $x \in R_4$ produce the space $L_3$ and taking into account the Riesz-Fisher theorem it means, that given vector space is complete, that in its turn means, that the spaces of vectors $\{u_{\alpha}^{s,\pm}(x)\}$, $x \in R_4, s = 1, 2$, are Hilbert spaces. Consequently Lagrangian $L(x)$ can be represented in the following form

\[
L(x) = \sum_{s=1}^{2} \sum_{\mu=1}^{4} \sum_{\alpha=1}^{\infty} \frac{\partial u_{s,\pm}^{s}(x)}{\partial x_{\mu}} \frac{\partial u_{s,\pm}^{s}(x)}{\partial x_{\mu}} - \sum_{s=1}^{2} \sum_{\mu=1}^{4} \sum_{\alpha=1}^{\infty} K(x) u_{s,\pm}^{s}(x) u_{s,\pm}^{s}(x),
\]

where $K(x)$ is factor, depending on the set of variables $x = \{x_{\mu}\}$, $\mu = 1, 4$.

Let us find the conserving quantity, corresponding to dual symmetry of Maxwell equations. Dual transformation, determined by relation (18) is the transformation the only in the space of field three-dimensional vector-functions $\vec{E}, \vec{H}$, (let us designate it by $(\vec{E}, \vec{H})$-space) and it does not touch upon the coordinates. It seems to be conveniet to define in given space the reference frame, then the transformation, given by (18) is the rotation of two component matrix vector-function

\[
\|F\| = \left[ \begin{array}{c} \vec{E} \\ \vec{H} \end{array} \right],
\]

Instead of two Hilbert space for two sets of vectors $\{u_{\alpha}^{s,\pm}(x)\}$, $x \in R_4, s = 1, 2$ we can also define one Hilbert space for row matrix vector function set

\[
\{u_{\alpha}(x)\} = \{u_{\alpha}^{1,\pm}(x)u_{\alpha}^{2,\pm}(x)\}
\]

with the set of components

\[
\{U_{\alpha}(x)\} = \{u_{\alpha}^{1,\pm}(x)u_{\alpha}^{2,\pm}(x)\},
\]

where $\alpha \in N$. In general case instead parameter $\theta$ we can define rotation angles $\theta_{ik}, i, k = 1, 3$ in 2D-planes of $(\vec{E}, \vec{H})$ functional space. It is evident, that $\theta_{ik}$ are antisymmetric under the indices $i, k = 1, 3$. According to Nöther theorem, the conserving quantity, corresponding to parameters $\theta_{ik}$ in dual transformations (18) is

\[
S_{\mu} = \int_{1}^{0} \sum_{s=1}^{\infty} \frac{\partial L}{\partial (\partial_{\mu} u_{\alpha}^{s,\pm}(x))} \|Y_{\alpha}\| + c.c.,
\]

where $\mu = 1, 4$ and it was taken into account, that $\|X_{\alpha}\|$ in matrix relation (85), which is equal to zero. The factor $\frac{\partial L}{\partial (\partial_{\mu} U_{\alpha}^{s,\pm}(x))}$ in (85) is row matrix

\[
\frac{\partial L}{\partial (\partial_{\mu} U_{\alpha}^{s,\pm}(x))} = \left[ \begin{array}{c} \frac{\partial L}{\partial (\partial_{\mu} u_{\alpha}^{1,\pm}(x))} \\ \frac{\partial L}{\partial (\partial_{\mu} u_{\alpha}^{2,\pm}(x))} \end{array} \right],
\]

matrix $\|Y_{\alpha}\|$ is product of matrices $\|I_{\alpha}\|$ and $\|U_{\alpha}(x)\|$, that is

\[
\|Y_{\alpha}\| = \left[ \begin{array}{c} I_{\alpha}^{1,\pm} \\ I_{\alpha}^{2,\pm} \end{array} \right],
\]

where $\|I_{\alpha}\|$ is the matrix, which corresponds to infinitesimal operator of dual or hyperbolic dual transformations of $\alpha$-th mode of cavity EM-field. It represents in general case the product of three matrices, corresponding to rotation along three mutually perpendicular axes in 3D functional space above defined. So $\|I_{\alpha}\| = \|I_{\alpha}^{1}\|\|I_{\alpha}^{2}\|\|I_{\alpha}^{3}\|$. The transformations in the form, which is given by (18) correspond to $\theta_{23} = \theta, \theta_{12} = 0, \theta_{11} = 0$, that is $\|I_{\alpha}\| = \|I_{\alpha}^{2}\| = E$, where $E$ is unit $[2 \times 2]$-matrix. In
the absence of dispersive medium in the cavity $\|I_\alpha\|$ will be independent on $\alpha$. Moreover, it is easily to see, that infinitesimal operator with matrix $\|I_\alpha\|$ is the same for dual transformations, determined by (18) and hyperbolic dual transformations, determined by (36). Really $\|I_\alpha\|$ in both the cases is

$$\|I_\alpha\| = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix},$$

for any $\alpha \in N$.

Conserving quantity is

$$S_{12}^4 = \frac{i}{\epsilon} \int \left\{ \sum_{\alpha=1}^{\infty} \frac{\partial L}{\partial (\partial_{\mu}U^\alpha_\|)} \right\} \|Y_\alpha\| + c.c. \right\} d^3x,$$ (89)

The structure of 89 unambiguously indicates, that it is the component of spin tensor [13, 23], to which dual vector component can be set in the correspondence according to relation

$$S^4_1 = \epsilon_{ijk}S^4_{jk} = \frac{i}{\epsilon} \int \left\{ \sum_{\alpha=1}^{\infty} \frac{\partial L}{\partial (\partial_{\mu}(U^\alpha_\|))} \|Y_\alpha\|_jk + c.c. \right\} d^3x,$$ (90)

where $\epsilon_{ijk}$ is completely antisymmetric Levi-Civita 3-tensor.

Therefore we obtain, that the same physical conserving quantity corresponds to dual and hyperbolic dual symmetry of Maxwell equations. Taking into account the expressions for Lagrangian (81) and for infinitesimal operator (88), in the geometry choosed, when vector $\vec{E}$ is directed along axis, vector $\vec{H}$ is directed along ordinate axis in $(\vec{E}, \vec{H})$ functional space, we have

$$S^\alpha_{12} = \sum_{\alpha=1}^{\infty} \left\{ \frac{\partial u^\alpha_{1+}}{\partial x_\mu} u^\alpha_{2+} - \frac{\partial u^\alpha_{2+}}{\partial x_\mu} u^\alpha_{1+} \right\} + c.c.$$ (91)

and

$$S^4_3 = \epsilon_{312}S^4_{12} = \frac{i}{\epsilon} \int \left\{ \sum_{\alpha=1}^{\infty} \frac{\partial L}{\partial (\partial_{\mu}(U^\alpha_\|))} \|Y_\alpha\| + c.c. \right\} d^3x,$$ (92)

It is projection of spin on the propagation direction. Therefore we have in given case right away physically significant quantity - spirality.

The relations (85), (90), (91), (92) show, that spin of classical relativistic EM-field in the cavity and, correspondingly, spirality are additive quantities and they represent the sum of cavity spin and spirality modes. On the connection of the conserving quantity, which is invariant of dual symmetry with spin was indicated in [4], where free EM-field was considered with traditional Lagrangian, which uses vector potentials to be field functions. The result obtained together with aforecited result in [4] lift dilemma on the necessity of using of given quantity by consideration of classical EM-field. Really, the situation was to some extent paradoxical, and it can be displayed by the following conversation between two disputant physicists. "Spin exists" - has insisted the first, referring on the appearance of additional tensor component in total tensor of moment - intrinsic moment - to be consequence of Minkowsky space symmetry under Lorentz transformations, "Spin does not exists" - has insisted the second, referring on the metrized tensor of the moment, in which spin part is equal to zero [13] in distinction from canonical tensor. In other words, both disputants were in one's own way right. Dual symmetry leads to unambiguous conclusion "Spin exists" and has to be taken into consideration by the solution of tasks, concerning both classical and quantum electrodynamics. Moreover spin takes on special leading significance among the physical characteristics of EM-field, since the only spin (spirality in the simplest case above considered) combine two subsystems of photon fields, that is the subsystem of two fields, which have definite $P$-parity (even and uneven) with the subsystem of two fields, which have definite $t$-parity (also even and uneven) into one system. In fact we obtain the proof for four component structure of EM-field to be a single whole, that is confirmation along with the possibility of the representation of EM-field in four component quaternion form, given by (57), (58), (59), (60), the necessity of given representation. It extends the overview on the nature of EM-field itself. It seems to be remarkable, that given result on the special leading significance of spin is in agreement with result in [10], where was shown, that spin is quaternion vector of the state in Hilbert space, defined under ring of quaternions, of any quantum system (in the frame of the chain model considered) interacting with EM-field.

It is interesting, that the charge and current, being to the components of 4-vector, which are transformed by corresponding representation of Lorentz group, are invariants of hyperbolic dual transformations, that is, they are also Lorentz invariants in the case, when both charge and current are taken separately by $|\vec{E}| = |\vec{H}|$. The proof is evident, if to take into account, that Lorentz transformations are particular case of hyperbolic dual transformations. It is seen immediately from the expressions for 4-current and it means, that observers in various inertial frames will register the same value of the charge in correspondence with conclusion in [4]. It is connected with invariance of Lagrange equations and expressions for 4-current by multiplication of field functions on arbitrary complex number, established in Sec.1, since by hyperbolic dual transformations the multiplication of field functions on some complex number takes place.

### B. Quantized Cavity EM-Field

#### 1. Time-Local Quantization of Cavity EM-Field

We can start like to canonical quantization, from classical Hamiltonian, which for the first partial classical so-
The solution of Maxwell equations is

\[
\mathcal{H}^{(1)}(t) = \frac{1}{2} \iiint [\varepsilon_0 \mathbf{E}^2(z, t) + \mu_0 \mathbf{H}^2(z, t)] \, dxdydz
\]

\[
= \frac{1}{2} \sum_{\alpha=1}^{\infty} \left[ m_\alpha \nu_\alpha^2 \hat{q}_\alpha(t) + \frac{p_\alpha^2(t)}{m_\alpha} \right],
\]

where

\[
p_\alpha = m_\alpha \frac{dq_\alpha(t)}{dt}.
\]

So, taking into consideration the relationship for Hamiltonian \(\mathcal{H}^{(1)}(t)\) we set in correspondence to canonical variables \(q_\alpha(t), p_\alpha(t)\), determined by the first partial solution of Maxwell equations, the operators by usual way

\[
\hat{q}_\alpha(t), \hat{p}_\beta(t) = i\hbar \delta_{\alpha\beta}
\]

\[
[\hat{q}_\alpha(t), \hat{q}_\beta(t)] = [\hat{p}_\alpha(t), \hat{p}_\beta(t)] = 0,
\]

where \(\alpha, \beta \in N\). Introducing the operator functions of time \(\hat{a}_\alpha(t)\) and \(\hat{a}^+_\alpha(t)\)

\[
\hat{a}_\alpha(t) = \frac{1}{\sqrt{2\hbar m_\alpha \omega_\alpha}} \left[ m_\alpha \omega_\alpha \hat{q}_\alpha(t) + i\hbar \hat{p}_\alpha(t) \right]
\]

\[
\hat{a}^+_\alpha(t) = \frac{1}{\sqrt{2\hbar m_\alpha \omega_\alpha}} \left[ m_\alpha \omega_\alpha \hat{q}_\alpha(t) - i\hbar \hat{p}_\alpha(t) \right],
\]

we obtain the operator functions of canonical variables in the form

\[
\hat{q}_\alpha(t) = \sqrt{\frac{\hbar}{2m_\alpha \omega_\alpha}} \left[ \hat{a}^+_\alpha(t) + \hat{a}_\alpha(t) \right]
\]

\[
\hat{p}_\alpha(t) = i \sqrt{\frac{\hbar m_\alpha \omega_\alpha}{2}} \left[ \hat{a}^+_\alpha(t) - \hat{a}_\alpha(t) \right].
\]

Then EM-field operator functions are obtained right away and they are

\[
\hat{E}(\vec{r}, t) = \left\{ \sum_{\alpha=1}^{\infty} \sqrt{\frac{\hbar \omega_\alpha}{V_\epsilon_0}} \left[ \hat{a}^+_\alpha(t) + \hat{a}_\alpha(t) \right] \sin(k_\alpha z) \right\} \vec{e}_x,
\]

\[
\hat{H}(\vec{r}, t) = i \left\{ \sum_{\alpha=1}^{\infty} \sqrt{\frac{\hbar \omega_\alpha}{V_\mu_0}} \left[ \hat{a}^+_\alpha(t) - \hat{a}_\alpha(t) \right] \cos(k_\alpha z) \right\} \vec{e}_y,
\]

Taking into account the relationships (98), (99) and Maxwell equations, it is easily to find an explicit form for the dependencies of operator functions \(\hat{a}_\alpha(t)\) and \(\hat{a}^+_\alpha(t)\) on the time. They are

\[
\hat{a}^+_\alpha(t) = \hat{a}^+_\alpha(t = 0) e^{i\omega_\alpha t},
\]

\[
\hat{a}_\alpha(t) = \hat{a}_\alpha(t = 0) e^{-i\omega_\alpha t},
\]

where \(\hat{a}^+_\alpha(t = 0), \hat{a}_\alpha(t = 0)\) are constant, complex-valued in general case, operators.

Physical sense of operator time dependent functions \(\hat{a}^+_\alpha(t)\) and \(\hat{a}_\alpha(t)\) is well known. They are creation and annihilation operator of the \(\alpha\)-mode photon. They are continuously differentiable operator functions of time. It means, that the time of photon creation (annihilation) can be determined strictly, at the same time operator functions \(\hat{a}^+_\alpha(t)\) and \(\hat{a}_\alpha(t)\) do not carry any information on the place, that is on space coordinates of given event.

It seems to be essential, that complex exponential dependencies in (100) cannot be replaced by the real-valued harmonic trigonometrical functions. Really, if to suggest, that

\[
\hat{a}^+_\alpha(t) = \hat{a}^+_\alpha(t = 0) \cos \omega_\alpha t,
\]

then we obtain, that the following relation has to be taking place

\[
[\hat{a}^+_\alpha(t = 0) - \hat{a}_\alpha(t = 0)]^{-1} [\hat{a}^+_\alpha(t = 0) + \hat{a}_\alpha(t = 0)] = \tan \omega_\alpha t.
\]

We see, that left-hand side in relation (102) does not depend on time, right-hand side is depending. The contradiction obtained establishes an assertion. Therefore, the quantized Maxwellian EM-field is complex-valued field in full correspondence with pure algebraic conclusion in Sec.I.

Consequently, there is difference between classical and quantized EM-fields, since classical EM-field can be determined by both complex-valued and real-valued functions. The fields \(\hat{E}^{(2)}(\vec{r}, t), \hat{H}^{(2)}(\vec{r}, t)\) can be quantized in much the same way. The operators \(\hat{a}''_\alpha(t), \hat{a}''^+_\alpha(t)\) are introduced analogously to (96).

\[
\hat{a}''_\alpha(t) = \frac{1}{\sqrt{2\hbar m_\alpha \omega_\alpha}} \left[ m_\alpha \omega_\alpha \hat{q}'_\alpha(t) + i\hbar \hat{p}'_\alpha(t) \right]
\]

\[
\hat{a}''^+_\alpha(t) = \frac{1}{\sqrt{2\hbar m_\alpha \omega_\alpha}} \left[ m_\alpha \omega_\alpha \hat{q}'_\alpha(t) - i\hbar \hat{p}'_\alpha(t) \right]
\]

For the operators of field function we obtain

\[
\hat{E}^{(2)}(\vec{r}, t) = \left\{ \sum_{\alpha=1}^{\infty} \sqrt{\frac{\hbar \omega_\alpha}{V_\epsilon_0}} \left[ \hat{a}''^+_\alpha(t) + \hat{a}''_\alpha(t) \right] \sin(k_\alpha z) \right\} \vec{e}_x,
\]

\[
\hat{H}^{(2)}(\vec{r}, t) = \left\{ \sum_{\alpha=1}^{\infty} \sqrt{\frac{\hbar \omega_\alpha}{V_\mu_0}} \left[ \hat{a}''^+_\alpha(t) - \hat{a}''_\alpha(t) \right] \cos(k_\alpha z) \right\} \vec{e}_y.
\]

In accordance with definition of complex quantities we can built the following combination of solutions, satisfying Maxwell equations

\[
(\hat{E}^{(1)}(\vec{r}, t), \hat{E}^{(2)}(\vec{r}, t)) \rightarrow \hat{E}^{(1)}(\vec{r}, t) + i\hat{E}^{(2)}(\vec{r}, t) = \hat{E}(\vec{r}, t).
\]

\[
(\hat{H}^{(1)}(\vec{r}, t), \hat{H}^{(2)}(\vec{r}, t)) \rightarrow \hat{H}^{(1)}(\vec{r}, t) + i\hat{H}^{(2)}(\vec{r}, t) = \hat{H}(\vec{r}, t).
\]
Consequently, the electric and magnetic field operators for quantized EM-field, corresponding to general solution of Maxwell equations, are

\[
\vec{E}(\vec{r}, t) = \left( \sum_{\alpha=1}^{\infty} \sqrt{\frac{n_{\omega_\alpha}}{V_\epsilon_0}} \left[ \hat{a}_{\alpha}^+(t) + \hat{a}_{\alpha}(t) \right] \right) \sin(k_{\alpha} z) \vec{e}_x, \\
\vec{H}(\vec{r}, t) = \left( \sum_{\alpha=1}^{\infty} \sqrt{\frac{n_{\omega_\alpha}}{V_\mu_0}} \left[ \hat{a}_{\alpha}(t) - \hat{a}_{\alpha}^+(t) \right] \right) \cos(k_{\alpha} z) \vec{e}_y,
\]

and

\[
\hat{E}(\vec{r}, t) = \left( \sum_{\alpha=1}^{\infty} \sqrt{\frac{n_{\omega_\alpha}}{V_\epsilon_0}} \left[ \hat{a}_{\alpha}^+(t) + \hat{a}_{\alpha}(t) \right] \right) \sin(k_{\alpha} z) \vec{e}_x,
\]

\[
\hat{H}(\vec{r}, t) = \left( \sum_{\alpha=1}^{\infty} \sqrt{\frac{n_{\omega_\alpha}}{V_\mu_0}} \left[ \hat{a}_{\alpha}(t) - \hat{a}_{\alpha}^+(t) \right] \right) \cos(k_{\alpha} z) \vec{e}_y.
\]

It is substantial, that both field operators \( \hat{E}(\vec{r}, t) \) and \( \hat{H}(\vec{r}, t) \) are Hermitian operators.

The method of EM-field quantization above considered is in fact development of canonical quantization, proposed by Dirac. Further development can be made, if to take into account the independence and equal rights of all the coordinates \( x_\mu, \mu = 1,4 \) in Minkowsky space \( ^1R_4 \). Really all physical events are taking place on finite segment of time. It leads in application to electrodynamics to diskretness of \( \omega \)-space of possible light frequencies like to diskretness of \( k \)-space, which is the result of finiteness of cavity volume. It is interesting that, Dirac himself has in [26] written, that the theory proposed is not strictly relativistic, since the time everywhere is considered to be c-number instead of to consider it symmetrically with the space coordinates. From here follows unambiguously, that quantum electrodynamics, based on Dirac canonical EM-field quantization method is not fully relativistic and correspondingly it is not fully quantum theory. We will show in the next subsections the way to obtain fully quantum theory of electrodynamics.

2. Space-Local Quantization of Cavity EM-Field

We will consider for the simplicity the dependence of EM-field vector-functions the only on z-space coordinate, which is choosed in propagation direction in \( R_3 \subset ^1R_4 \). The generalization on 3D-case is simple and will be not considered. Taking into account the independence and equal rights of all the coordinates \( x_\mu, \mu = 1,4 \) in Minkowsky space \( ^1R_4 \) we can also make Fourier transform on the segment \( [0, T] \), where \( T \) is fixed time value, that is to represent the EM-field vector-functions in the form

\[
E^{[1]}_z(z, t) \vec{e}_x = \sum_{\alpha=1}^{\infty} A'_\alpha q_\alpha(z) \sin(\omega_\alpha t) \vec{e}_x,
\]

\[
H^{[1]}_y(z, t) \vec{e}_y = \left\{ -e_\epsilon \sum_{\alpha=1}^{\infty} A'_\alpha \omega_\alpha \frac{1}{\epsilon_0} \int_0^T q_\alpha(z') dz' + H_{\alpha 0}(t) \right\} \vec{e}_y,
\]

where \( q_\alpha(z) \), \( \alpha \in N \), is \( \alpha \)-th normal mode of the 4-dimensional cavity, which include time coordinate along with space coordinates,

\[
k_\alpha = \frac{\alpha \pi}{cT}, A'_\alpha = \sqrt{\frac{2\omega_\alpha^2 m_\alpha}{T \epsilon_0}}, \omega_\alpha = \frac{\alpha \pi}{T},
\]

\[\{H_{\alpha 0}(t)\}, \alpha \in N, \text{ is the set of arbitrary functions of the time. Then the Hamiltonian can be obtained taking into account the expressions for } E^{[1]}_z(z, t), H^{[1]}_y(z, t) \text{ and integrating. So we will have}
\]

\[
G^{[1]}(z) = \frac{1}{2} \sum_{\alpha=1}^{\infty} m_\alpha \omega_\alpha^2 \left\{ \frac{dq'_\alpha(z)^2}{dz} + \frac{1}{c^2} A'_\alpha m_\alpha [q_\alpha'(z)]^2 \right\},
\]

where the case with \( \{H_{\alpha 0}(t)\} \equiv 0, t \in [0, T] \) for all \( \alpha \in N \) is choosed and

\[
q'_\alpha(z) = \int_0^z q_\alpha(z') dz',
\]

By redefinition of the variables in accordance with relations

\[
q'_\alpha(z) = \frac{1}{c \omega_\alpha} q_\alpha(z), \\
p'_\alpha(z) = m_\omega \omega_\alpha \frac{dq'_\alpha(z)}{dz},
\]

the Hamiltonian \( G^{[1]}(z) \) will have the canonical form

\[
G^{[1]}(z) = \frac{1}{2} \sum_{\alpha=1}^{\infty} \left\{ \frac{p'_\alpha(z)^2}{m_\alpha} + m_\alpha \omega_\alpha^2 [q'_\alpha(z)]^2 \right\}.
\]

It means, that space coordinates' dependent quantization of cavity EM-field can be realized in a similar manner with above described time dependent quantization. So, we can define quite analogously the quantization rules by the relationships

\[
[q''_\alpha(z), q''_{\beta}(z)] = i \lambda_0 \delta_{\alpha\beta}, \\
[q''_\alpha(z), p''_{\beta}(z)] = [q''_{\alpha}(z), p''_{\beta}(z)] = 0,
\]

where \( \alpha, \beta \in N, \lambda_0 \) is analogue of Planck constant. It is evident from \( \lambda_0 \)-definition by (117), that \( \lambda_0 \) and Planck constant have the same dimension, however their numerical coincidence seems to be unobvious, since Planck constant characterizes the "seizure" of the time by propagating of EM-field, while \( \lambda_0 \) characterises the "seizure" of the space.
The dependencies of given scalar operator functions on coordinate \( z \) in an explicit form for Maxwellian EM-field can be easily obtained by means of solutions of Maxwell equations and they are

\[
\hat{a}^\dagger_a(z) = \hat{a}^\dagger_a(0) e^{ik_a z}, \quad \hat{a}_a(z) = \hat{a}_a(0) e^{-ik_a z},
\]

(119)

where \( \hat{a}^\dagger_a(0), \hat{a}_a(0) \) are constant, complex-valued in general, operators. Let us remark in passing, that the dependencies (119) on \( z \)-coordinate are similar to dependencies \( \hat{a}_a(t), \hat{a}_a(t) \) on time, which are given by (100).

From relationships (118) we obtain the expressions for operators of canonical variables \( \hat{q}^\dagger_a(z) \) and \( \hat{p}^\dagger_a(z) \) in the form

\[
\begin{align*}
\hat{q}^\dagger_a(z) &= \frac{\sqrt{\lambda_0}}{2 \sqrt{2m_\alpha \omega_\alpha}} \left[ \hat{a}^\dagger_a(z) + \hat{a}_a(z) \right], \\
\hat{p}^\dagger_a(z) &= i \frac{\sqrt{\lambda_0}}{2 \sqrt{2m_\alpha \omega_\alpha}} \left[ \hat{a}^\dagger_a(z) - \hat{a}_a(z) \right].
\end{align*}
\]

(120)

Then it is easily to show, that Hamilton operator \( \hat{G}^{[1]}(z) \) can be represented in the simple form

\[
\hat{G}^{[1]}(z) = \sum_{\alpha=1}^{\infty} \lambda_0 \omega_\alpha \left[ \hat{a}^\dagger_a(z) \hat{a}_a(z) + \frac{1}{2} \right],
\]

(121)

which determines physical meaning of the operators \( \hat{a}^\dagger_a(z) \) and \( \hat{a}_a(z) \). It is evident, that they are operators of creation and annihilation of the photon at space coordinate \( z \). So, we see, that it is possible by space coordinates’ dependent quantization to determine the place of photon creation (annihilation), however it is impossible to determine the time of photon creation (annihilation). Therefore we have reverse picture to the case of time dependent quantization, where (see previous subsection) it is possible to determine the time of photon creation (annihilation) and it is impossible to determine the place of photon creation (annihilation). The view of (121), which is coinciding with view of known expressions for canonical quantization, if \( \lambda_0 \) to replace by \( h \), confirms the conclusion, that dimension of constant of space coordinates’ dependent quantization and dimension of Planck constant are identical, that is \( |\lambda_0| = |h| \).

From relationships (118) and (117) we can obtain the expressions for commutation relations of the creation and annihilation operators \( \hat{a}^\dagger_a(z) \) and \( \hat{a}_a(z) \). They are

\[
[\hat{a}^\dagger_a(z), \hat{a}^\dagger_{\beta}(z)] = \hat{e}_{\alpha \beta},
\]

(122)

where \( \hat{e} \) is unit operator, \( \alpha, \beta \in N \).

It seems to be evident, that the second case of EM-field quantization, that is space coordinates’ dependent quantization is acceptable for the quantization of any Coulomb field, which has nonzero curl, that takes place in 1D and 2D systems. It was passed earlier for impossible to quantize any Coulomb field, see for example [28]. The quantization of Coulomb field in low-dimensional aforesaid systems corresponds to the presence of own life of radiation Coulomb field in given systems, that is Coulomb field in lowdimensional systems has the character of radiation field and it can exist without the sources, which have created given field. Given conclusion seems to be substantial to gain a better understanding, for instance, of the properties of organic conductors, perfect nanowires and nanotubes, graphene and the systems like them, including 1D and 2D biological subsystems.

The expressions for the operators of vector-functions of EM-field are similar in their structure to expressions, given by (108),(109) and they are

\[
\begin{align*}
\hat{E}^{(1)}(\vec{r}, t) &= \{ i \sum_{\alpha=1}^{\infty} \frac{\lambda_0 \omega_\alpha}{2 \epsilon_0} \sin \omega_\alpha t \left[ \hat{a}^\dagger_\alpha(z) - \hat{a}^\dagger_\alpha(z) \right] \}, \\
\hat{\vec{H}}^{(1)}(\vec{r}, t) &= \{ -i \sum_{\alpha=1}^{\infty} \frac{\lambda_0 \omega_\alpha}{2 \mu_0} \cos \omega_\alpha t \left[ \hat{a}^\dagger_\alpha(z) + \hat{a}^\dagger_\alpha(z) \right] \} \vec{e}_y.
\end{align*}
\]

(123)

(124)

We see, that the field operators \( \hat{E}^{[1]}(\vec{r}, t), \hat{\vec{H}}^{[1]}(\vec{r}, t) \) are local operators in the space \( \mathbb{R}_3 \), that allows to enter the photon wave function in coordinate representation, that is, to solve the problem, which was accepted to be unsolvable in the principle [27],[22],[28].

3. Space-Time Local Quantization of Cavity EM-Field

Let us consider general case, corresponding to discrete both \( \omega \)-space of possible light frequencies and \( \vec{r} \)-space of light wave vectors, which are result of finiteness of 4-cavity space volume and time segment. Let us find the relations for EM-field vector-functions. In the case of cavity electrodynamics considered we have two 1D ranges of variables \( t \) and \( z \), which belong to segments \( t \in [0, T], \quad z \in [0, L] \), that is, there is in fact to be given 2D-range \( D(t, z) \), which can be considered to be definition domain of vector-functions \( \hat{E}(\vec{r}, t) \) and \( \hat{\vec{H}}(\vec{r}, t) \) of two variables \( t \) and \( z \). In the case, when given functions are absolutely integrable over both the variables \( t \) and \( z \), they can be represented in the form of multiple series, given by the relations

\[
\hat{E}(\vec{r}, t) = \{ \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\infty} A_{\alpha \beta} E_{\alpha \beta}(t) q_\beta(z) \},
\]

(125)
and
\[ \tilde{H}(\vec{r}, t) = \{ -\sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\infty} A_{\alpha\beta}^{H} \frac{dq_{\alpha}(t)}{dt} \int_{0}^{\hat{z}} q_{\beta}(z')dz' \} \vec{e}_{y}, \] (126)

where \( \{q_{\alpha}(t)\}, \{q_{\beta}(z)\}, \alpha, \beta \in N \) are two systems of orthogonal functions, \( A_{\alpha\beta}^{E}, A_{\alpha\beta}^{H} \) are coefficients in given expansions, which depend on both the indices \( \alpha \) and \( \beta \). Both two-fold series will be two-fold Fourier series, if the sets \( \{q_{\alpha}(t)\}, \{q_{\beta}(z)\} \) are two orthogonal systems of harmonic trigonometric functions. It is evident, that the sets \( \{q_{\alpha}(t)\}, \{q_{\beta}(z)\} \) are independent each other and produce bases with \( \aleph_0 \) dimension in the metrizable complete spaces \( L_{2} \), which are therefore Hilbert spaces. It follows from physical meaning in the case of definite direction of propagation, that between the bases \( \{q_{\alpha}(t)\}, \{q_{\beta}(z)\} \) and correspondingly between both Hilbert spaces the mapping
\[ \Gamma : \{q_{\alpha}(t)\} \rightarrow \{q_{\beta}(z)\} \] (127)
is isomorphism, at that if there is preferential (propagation) direction in \( 1R_{4} \)-space, both the sets have to be ordered in correspondence with running numbers. It means, that
\[ \tilde{E}(\vec{r}, t) = \{ \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\infty} A_{\alpha\beta}^{E} q_{\alpha}(t)q_{\beta}(z) \} \vec{e}_{x} = \] (128)
\[ \{ \sum_{\alpha=1}^{\infty} A_{\alpha}^{E} q_{\alpha}(t)q_{\beta}(z) \} \vec{e}_{x} \]
and
\[ \tilde{H}(\vec{r}, t) = \{ \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\infty} A_{\alpha\beta}^{H} \frac{dq_{\alpha}(t)}{dt} \int_{0}^{\hat{z}} q_{\beta}(z')dz' \} \vec{e}_{y} = \] (129)
\[ \{ \sum_{\alpha=1}^{\infty} A_{\alpha}^{H} dq_{\alpha}(t) \int_{0}^{\hat{z}} q_{\beta}(z')dz' \} \vec{e}_{y}, \]

where \( A_{\alpha}^{E}, A_{\alpha}^{H} \) are coefficients in given expansions, which depend now the only on index \( \alpha \). We have considered the mathematical aspect. Physically the insert of Kronecker symbol \( \delta_{\alpha\beta} \) in double sum in (125), (126) corresponds to renaming of the massive \( \{\beta\} \) in that way, in order to \( \alpha \) and \( \beta \) have run the sets \( \{\alpha\} \) and \( \{\beta\} \) synchronously one after another of number growth. It is additional requirement, since although both the sets \( \{\alpha\} \) and \( \{\beta\} \) have the same cardinal number \( \aleph_0 \) and although the mapping (127) in view of its bijectivity gives one-to-one relation between both the sets, it can be realized along with synchronous running above indicated by infinite number of asynchronous running. The choice of synchronous running is determined by causality principle - the photons by their propagation synchronously "lock on" the space and the time. It means in its turn, that full local quantization of EM-field becomes to be possible.

It can be shown, that along with expression for \( \tilde{H}(\vec{r}, t) \), given by (129), \( z \)-coordinate part can be represented in more symmetrical form like to \( t \)-coordinate part in (65), that is
\[ \tilde{H}(\vec{r}, t) = \{ \sum_{\alpha=1}^{\infty} A_{\alpha}^{H} \frac{1}{\omega_{\alpha}} \frac{dq_{\alpha}(t)}{dt} \left( \frac{1}{k_{\alpha}} \frac{dq_{\alpha}(z)}{dz} \right) \} \vec{e}_{y}, \] (130)
where \( t \in [0, T], z \in [0, L] \) and \( A_{\alpha}^{H} \) is
\[ A_{\alpha}^{H} = \sqrt{\frac{2\omega_{\alpha}^{2}m_{\alpha}}{\mu_{0}VT}}. \] (131)

For \( \tilde{E}(\vec{r}, t) \) we retain the relation, given by (128), in which \( t \in [0, T], z \in [0, L] \) and \( A_{\alpha}^{E} \) is
\[ A_{\alpha}^{E} = \sqrt{\frac{2\omega_{\alpha}^{2}m_{\alpha}}{\epsilon_{0}VT}}. \] (132)

It seems to be essential, that the segment \( [0, T] \) is not arbitrary, \( T \) has to be equal to \( \frac{L}{z_{0}} \), that ensures the synchronization above discussed of the EM-field propagation in the space and in the time. Then discretness of \( \omega_{\alpha} \) space will correspond to discretness of \( \tilde{k}_{\alpha} \)-space.

Let us designate
\[ q_{\alpha}(z)q_{\alpha}(t) = q_{\alpha}(z, t), \]
\[ m_{\alpha} \frac{dq_{\alpha}(t)}{dt} = p_{\alpha}(t), \]
\[ \frac{1}{k_{\alpha}} \frac{dq_{\alpha}(z)}{dz} = p_{\alpha}(z), \]
\[ p_{\alpha}(z)p_{\alpha}(t) = p_{\alpha}(z, t). \] (133)

Then classical Hamiltonian density is
\[ \mathfrak{W}(z, t) = \frac{1}{2} \left\{ \epsilon_{0} \sum_{\alpha=1}^{\infty} \frac{\sqrt{2\omega_{\alpha}^{2}m_{\alpha}}}{\epsilon_{0}VT} q_{\alpha}(z, t) \right\}^{2} + \]
\[ \frac{1}{2} \left\{ \sum_{\alpha=1}^{\infty} \sqrt{\frac{2\omega_{\alpha}^{2}m_{\alpha}}{\epsilon_{0}VT}} p_{\alpha}(z, t) \right\}^{2} \]
\[ \frac{1}{2} \left\{ \sum_{\alpha \neq \beta=1}^{\infty} \frac{2\omega_{\alpha}\omega_{\beta}}{VT} \sqrt{m_{\alpha}m_{\beta}} q_{\alpha}(z, t)q_{\beta}(z, t) \right\} + \]
\[ \frac{1}{2} \left\{ \sum_{\alpha=1}^{\infty} \frac{2}{VT} \sqrt{m_{\alpha}m_{\beta}} p_{\alpha}(z, t) \right\} + \]
\[ \frac{1}{2} \left\{ \sum_{\alpha \neq \beta=1}^{\infty} \frac{2}{VT} \sqrt{m_{\alpha}m_{\beta}} p_{\alpha}(z, t) \right\} \] (134)

It seems to be evident, that by integration over 4-volume both the items with double sum will give contribution, which is equal to zero. It is consequence
of orthogonality of the functions \{q_\alpha(t)\}, \{q_\beta(z)\}. It means, that the Hamiltonian density can be chosen in the canonical form

\[ \mathfrak{m}^{(1)}(z, t) = \frac{1}{VT} \sum_{\alpha=1}^{\infty} m_\alpha \omega_\alpha^2 \hat{q}_\alpha^2(z, t) + \frac{p_\alpha^2(z, t)}{m_\alpha} \] (135)

Then following Dirac canonical quantization method, we have

\[ [\hat{p}_\alpha(z, t), \hat{q}_\beta(z, t)] = i\hbar \hat{g}^{(1)}(z, t) \delta_{\alpha\beta} \]
\[ [\hat{q}_\alpha(z, t), \hat{q}_\beta(z, t)] = [\hat{p}_\alpha(z, t), \hat{p}_\beta(z, t)] = 0, \]

It is substantial, that instead scalar value we have \( \hat{g}^{(1)}(z, t) \), that is operator function of the variables \( z \) and \( t \). Really, taking into account (133), we obtain

\[ [\hat{p}_\alpha(z, t), \hat{q}_\beta(z, t)] = \hat{p}_\alpha(z)\hat{p}_\beta(t) - \hat{p}_{\beta}(z)\hat{p}_\alpha(t) + i\hbar \delta_{\alpha\beta} \hat{p}_\alpha(t)\hat{q}_\beta(t) \] (137)

Therefore, \( \hat{g}^{(1)}(z, t) \) is

\[ \hat{g}^{(1)}(z, t) = i\hbar \delta_{\alpha\beta} \{ h\hat{p}_\alpha(z)\hat{q}_\beta(z) + \lambda_0 \hat{p}_\beta(t)\hat{q}_\beta(t) \} \] (138)

It is seen, that \( \hat{g}^{(1)}(z, t) \) is dependent on both the sequence of indices \( \alpha, \beta \) (in distinction from usual case) and on the sequence of operator functions in (138). In other words there are else three operator functions of analogous structure. They are

\[ \hat{g}^{(2)}(z, t) = -i\hbar \delta_{\alpha\beta} \{ h\hat{p}_\alpha(z)\hat{q}_\beta(z) + \lambda_0 \hat{p}_\beta(t)\hat{q}_\beta(t) \} \] (139)
\[ \hat{g}^{(3)}(z, t) = i\hbar \delta_{\alpha\beta} \{ h\hat{p}_\beta(z)\hat{q}_\alpha(z) + \lambda_0 \hat{p}_\alpha(t)\hat{q}_\alpha(t) \} \] (140)
\[ \hat{g}^{(4)}(z, t) = -i\hbar \delta_{\alpha\beta} \{ h\hat{p}_\beta(z)\hat{q}_\alpha(z) + \lambda_0 \hat{p}_\alpha(t)\hat{q}_\alpha(t) \} \] (141)

It seems to be convenient to define symmetrized operator \( \hat{g} \) by all the four \( \hat{g}^{(j)}(z, t) \), \( j = 1, 2, 3, 4 \), functions, that is

\[ \hat{g} = \frac{1}{4} \sum_{j=1}^{4} \hat{g}^{(j)}(z, t) = -\hbar \lambda_0 \hat{c}, \]

which is scalar, multiplied on unit operator. So

\[ g = -\hbar \lambda_0 \]

The operator functions \( \hat{a}_\alpha(z, t) \) and \( \hat{a}_\alpha^+(z, t) \)

\[ \hat{a}_\alpha(z, t) = \frac{1}{\sqrt{2\hbar \lambda_0 m_\alpha \omega_\alpha}} \left[m_\alpha \omega_\alpha \hat{q}_\alpha(z, t) + i\hat{p}_\alpha(z, t)\right] \] (144)
\[ \hat{a}_\alpha^+(z, t) = \frac{1}{\sqrt{2\hbar \lambda_0 m_\alpha \omega_\alpha}} \left[m_\alpha \omega_\alpha \hat{q}_\alpha(z, t) - i\hat{p}_\alpha(z, t)\right]. \] (145)

Then the operator functions of canonical variables have the form

\[ \hat{q}_\alpha(z, t) = \sqrt{\frac{\hbar \lambda_0}{2m_\alpha \omega_\alpha}} \left[\hat{a}_\alpha(z, t) + \hat{a}_\alpha^+(z, t)\right] \] (146)
\[ \hat{p}_\alpha(z, t) = i\sqrt{\frac{\hbar \lambda_0 m_\alpha \omega_\alpha}{2}} \left[\hat{a}_\alpha^+(z, t) - \hat{a}_\alpha(z, t)\right]. \] (147)

It is easily to show, that operator functions \( \hat{a}_\alpha(z, t) \) and \( \hat{a}_\alpha^+(z, t) \) satisfy the following relation

\[ [\hat{a}_\alpha(z, t), \hat{a}_\beta^+(z, t)] = -i\hbar \delta_{\alpha\beta} \hat{c} \] (148)

Taking into account the expressions for \( \hat{E}(r, t) \) and \( \hat{H}(r, t) \), given by (128), (130), we have for operators of EM-field vector functions

\[ \hat{E}(r, t) = \sum_{\alpha=1}^{\infty} A^{\alpha,E}_\alpha \hat{q}_\alpha(t)\hat{q}_\alpha(z) \] (149)
\[ \hat{H}(r, t) = \sum_{\alpha=1}^{\infty} A^{\alpha,H}_\alpha \hat{p}_\alpha(t)\hat{p}_\alpha(z) \] (150)

which using the relations (133) (147) can be rewritten

\[ \hat{E}(r, t) = \sum_{\alpha=1}^{\infty} A^{\alpha,E}_\alpha \left[\frac{1}{\omega_\alpha} \frac{d\hat{q}_\alpha(t)}{dt} - \frac{1}{k_\alpha} \frac{d\hat{q}_\alpha(z)}{dz}\right] \] (151)

Therefore by means of operator functions \( \hat{a}_\alpha^+(z, t) \), \( \hat{a}_\alpha(z, t) \) the local quantization of EM-field is realized, which allows to determine simultaneously along with time of creation (annihilation) of photons the space coordinate of given process.

C. Cavity 4-Currents

It represents the interest to calculate the 4-currents for given task. Let us place all the vector-functions in pairs in accordance with their parity. Then we have the following pairs

\[ (\mathcal{E}^{[1]}(r, t), \mathcal{E}^{[2]}(r, t)), (\mathcal{H}^{[3]}(r, t), \mathcal{H}^{[4]}(r, t)) \] (152)
in which both the \( \vec{E} \)-vectors and \( \vec{H} \)-vectors have the same space parity (polar and axial correspondingly) and differ each other by t-parity, t-even and t-uneven in accordance with their numbers in pairs. It means, that they trasform like to \( x_2 \) and \( x_1 \) coordinates in \( \mathbf{I}_H \). In a similar manner can be set the vector-functions with opposite to the tensor.

\[
(\vec{E}^{[3]}(r,t), \vec{E}^{[4]}(r,t)), (\vec{H}^{[1]}(r,t), \vec{H}^{[3]}(r,t)).
\]  

(153)

Then taking into account the definition of complex quantities to be pair of real defined quantities, taken in fixed order, we come in a natural way once again to concept of complex vector-functions, which describe Maxwellian EM-field equations. In other words, we have in fact the quantities

\[
\vec{E}^{[1]}(r,t) + i \vec{E}^{[2]}(r,t) = \vec{E}_{c,p}(r,t),
\]

\[
\vec{H}^{[2]}(r,t) + i \vec{H}^{[1]}(r,t) = \vec{H}_{c,a}(r,t),
\]

(154)

and

\[
\vec{E}^{[3]}(r,t) + i \vec{E}^{[4]}(r,t) = \vec{E}_{c,a}(r,t),
\]

\[
\vec{H}^{[4]}(r,t) + i \vec{H}^{[3]}(r,t) = \vec{H}_{c,p}(r,t),
\]

(155)

where complex plane put in correspondence to \( (y, z) \) real plane, subscrips a and p mean axial and polar respectively. It seems to be convenient to determine the space of EM-field vector-functions under the ring of quaternion with another basis in comparison with basis, given by (51). We will use now the quaternion basis \( \{a_i\}, i = \mathbf{I}_3 \) with algebraic operations between elements, satisfying to relationships

\[
e_i e_j = e_{ijk} e_k + \delta_{ij} e_o e_j = e_i e_j = e_o, i, j, k = \mathbf{I}_3,
\]

(156)

where \( e_{ijk} \) is completely antisymmetric Levi-Chivita 3-tensor.

Let us define the vector biqutationer

\[
\Phi = (\vec{E}^{[1]} + \vec{H}^{[2]}) + i(\vec{H}^{[1]} + \vec{E}^{[2]}),
\]

which can be represented to be the sum of the biquationier

\[
\Phi = \vec{F} + \vec{F},
\]

(158)

where \( \vec{F} = \vec{E}^{[1]} + i(\vec{H}^{[1]}), \vec{F} = \vec{H}^{[2]} + i\vec{E}^{[2]} \). Then Maxwell equations for instance for two free photon fields with different t-parity are

\[
\nabla \Phi = 0.
\]

(159)

The generalized Maxwell equations in quaternion form with quaternion basis, given by (51), can also be rewritten in fully quaternion form, if to use both the bases. It seems to be consequence of independence of basis definition for both the quaternion forms.

1. Classical Cavity 4-Currents

It is evident, that

\[
j_{\mu, \pm}(x) = j_{\mu, \pm}^{(1)}(x) + i j_{\mu, \pm}^{(2)}(x),
\]

(160)

where subscript \( \pm \) corresponds to two possibilities for definition of complex vector-functions. Along with relationships (154), (155) they can be defined by the change of addition sign in (154), (155) to opposite. The quantity \( j_{\mu, \pm}^{(1)}(x) \) is well known quantity, and it is determined by

\[
\begin{align*}
\n & j_{\mu, \pm}^{(1)}(x) = -\frac{ie}{\hbar c} \sum_{\alpha=1}^{2} \sum_{s=1}^{2} \left[ \frac{\partial L(x)}{\partial (\partial_{\mu} u_{s, \pm}^{(\alpha)}(x))} u_{s, \pm}^{(\alpha)}(x) \right] \\
& + \frac{ie}{\hbar c} \sum_{\alpha=1}^{2} \sum_{s=1}^{2} \left[ \frac{\partial L(x)}{\partial (\partial_{\mu} u_{s, \pm}^{(\alpha)}(x))} u_{s, \pm}^{(\alpha)}(x) \right],
\end{align*}
\]

(161)

where \( L(x) \) is Lagrange function and \( u_{s, \pm}^{(\alpha)}(x) \), \( s = 1, 2 \) are

\[
\begin{align*}
 & u_{1, \pm}^{(s)}(x) = \sqrt{\varepsilon_0} A_{s, \pm}^E \sin k_3 x_3 |q_s(x_3) \mp i q''_s(x_3)| \\
 & u_{2, \pm}^{(s)}(x) = \sqrt{\varepsilon_0} A_{s, \pm}^H \cos k_3 x_3 [-q'_s(x_3) \mp i q''_s(x_3)].
\end{align*}
\]

(162)

The functions \( u_{s, \pm}^{(\alpha)}(x) \), \( s = 1, 2 \), \( \alpha \in N \) are built from the components of the expansion in Fourier series of the fields \( \vec{E}^{[1]}(r,t), \vec{E}^{[2]}(r,t) \) and \( \vec{H}^{[2]}(r,t), \vec{H}^{[1]}(r,t) \) correspondingly.

To determine the current density \( j_{\mu, \pm}^{(2)}(x) \) we have to take into consideration, that gauge symmetry group of EM-field is two-parametric group \( \Gamma(\alpha, \beta) = U_1(\alpha) \otimes \mathfrak{R}(\beta) \), where \( \mathfrak{R}(\beta) \) is abelian multiplicative group of real numbers (excluding zero). It leads also to existence for EM-field of complex 4-currents including complex charge density component. Since the current density \( j_{\mu, \pm}^{(2)}(x) \) is

\[
\begin{align*}
 & j_{\mu, \pm}^{(2)}(x) = -\frac{ie}{\hbar c} \sum_{\alpha=1}^{2} \sum_{s=1}^{2} \left[ \frac{\partial L(x)}{\partial (\partial_{\mu} u_{s, \pm}^{(\alpha)}(x))} u_{s, \pm}^{(\alpha)}(x) \right] \\
& - \frac{ie}{\hbar c} \sum_{\alpha=1}^{2} \sum_{s=1}^{2} \left[ \frac{\partial L(x)}{\partial (\partial_{\mu} u_{s, \pm}^{(\alpha)}(x))} u_{s, \pm}^{(\alpha)}(x) \right].
\end{align*}
\]

(163)

It can be easily shown, that \( j_{1, \pm}^{(\pm)}(r,t) \) is always equal to zero for any set of twice continuously differentiable functions \( \{q_\alpha(t)\}, \alpha \in N \). The expression for arbitrary set of twice continuously differentiable functions \( \{q_\alpha(t)\}, \alpha \in N \), for \( j_{3, \pm}^{(\pm)}(r,t) \) is

\[
\begin{align*}
 & j_{3, \pm}^{(\pm)}(r,t) = -\frac{2ie}{\hbar c V} \sum_{\alpha=1}^{\infty} m_\alpha \omega_\alpha^3 \sin 2k_3 x_3 \\
& \quad \left\{ i[q_\alpha(t) \pm i\omega_\alpha^2 t \int_0^{t'} q_\alpha(t') dt' \int_{t'}^{\infty} q_\alpha(t'') dt'' \right]^2 \right. \\
& \quad - \left[ \omega_\alpha \int_0^{t'} q_\alpha(t') dt' \mp i \int_0^{t'} \frac{dq_\alpha(t')}{dt'} dt' \right]^2 \right\}.
\end{align*}
\]

(164)
The relationship (164) is true for both the variants in superposition

\[
\hat{H}^{i[i]}(\vec{r}, t) + i\hat{H}^{[i]}(\vec{r}, t) = \hat{H}^{[i]}(\vec{r}, t), \quad i \neq j, j = 1, 2.
\]

Taking into account relationship (68), that is the set \( \{q_\alpha(t)\}, \alpha \in N, \) which satisfy the Maxwell equations we will have

\[
j_{3}^{1,\pm}(\vec{r}, t) = -\frac{8ie}{hc^{2}V} \sum_{\alpha=1}^{\infty} m_{\alpha} \omega_{\alpha}^{3} \sin 2k_{\alpha}z \times
\]

\[
[C_{1\alpha}C_{2\alpha}e^{2i\omega_{\alpha}t} + C_{1\alpha}^{*}C_{2\alpha}e^{-2i\omega_{\alpha}t}],
\]

the expression for arbitrary set of twice continuously differentiable functions \( \{q_\alpha(t)\}, \alpha \in N, \) for \( j_{3}^{1,\pm}(\vec{r}, t) \) is

\[
j_{3}^{1,\pm}(\vec{r}, t) = -\frac{2e}{hc^{2}V} \sum_{\alpha=1}^{\infty} m_{\alpha} \omega_{\alpha}^{3} \sin 2k_{\alpha}z \times
\]

\[
\frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times \frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times
\]

\[
\frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times \frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times
\]

\[
\frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times \frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}q_{\alpha}(t)}{dt^{2}} \pm i\omega_{\alpha}q_{\alpha}(t) \times
\]

where \( q_{\alpha}(t) = \omega_{\alpha}^{2} \int_{0}^{t} q_{\alpha}(t')dt' \). It is evident from relationship (167), that in the case of real-valued sets of twice continuously differentiable functions \( \{q_\alpha(t)\}, \alpha \in N, \) \( j_{3}^{1,\pm}(\vec{r}, t) \) is equal to zero. For complex-valued functions, determined by (68), we will have

\[
j_{3}^{1,\pm}(\vec{r}, t) = \frac{8ie}{hc^{2}V} \sum_{\alpha=1}^{\infty} m_{\alpha} \omega_{\alpha}^{3} \frac{|C_{1\alpha}|^{2} - |C_{2\alpha}|^{2}}{2}.
\]

It is seen from (168), that \( j_{3}^{1,\pm}(\vec{r}, t) \) in the case of Maxwellian EM-field is constant, which is equal to zero at \( |C_{1\alpha}| = |C_{2\alpha}| \), that is for all real-valued functions and for complex-valued functions \( \{q_\alpha(t)\}, \alpha \in N, \) which differ each other by arguments of constants \( C_{1\alpha} \) and \( C_{2\alpha} \).

\[
j_{4}^{1,\pm}(\vec{r}, t) = -\frac{2e}{hc^{2}V} \sum_{\alpha=1}^{\infty} m_{\alpha} \omega_{\alpha}^{3} \sin 2k_{\alpha}z \frac{d}{dt} \left| q_{\alpha}(t) \right|^{2} + \frac{\omega_{\alpha}^{3} d}{dt} \left[ \int_{0}^{t} \int_{0}^{t'} q_{\alpha}(t')dt' dt'' \right] \times i\omega_{\alpha}^{2} \pm \frac{d}{dt} \left[ \int_{0}^{t} q_{\alpha}(t')dt' \right] i\omega_{\alpha}^{2} + m_{\alpha} \omega_{\alpha}^{3} \cos 2k_{\alpha}z \times
\]

\[
\left\{ \frac{1}{\omega_{\alpha}^{2}} \frac{d^{2}}{dt^{2}} \left| q_{\alpha}(t) \right|^{2} \right\} \pm \frac{d}{dt} \left( \frac{dq_{\alpha}(t)}{dt} \right) \int_{0}^{t} q_{\alpha}(t')dt' \}
\]

(169)

For complex-valued functions, determined by (68), we obtain

\[
j_{4}^{1,\pm}(\vec{r}, t) = \frac{8ie}{hc^{2}V} \sum_{\alpha=1}^{\infty} m_{\alpha} \omega_{\alpha}^{3} \cos 2k_{\alpha}z \times
\]

\[
[C_{1\alpha}C_{2\alpha}e^{2i\omega_{\alpha}t} - C_{1\alpha}^{*}C_{2\alpha}e^{-2i\omega_{\alpha}t}].
\]

It can be shown, that continuity equations

\[
\frac{\partial j_{4}^{1,\pm}(x)}{\partial x_{\mu}} = 0
\]

(171)

is fulfilled for both general case and for Maxwellian EM-field functions considered.

### D. Quantized Cavity 4-Currents

Let us calculate the 4-currents, which correspond to quantized dually symmetric EM-field, that is to the field, which consist of two components with even and uneven parities under time reversal or space inversion of both the EM-field vector functions \( \vec{E}(\vec{r}, t) \) and \( \vec{H}(\vec{r}, t) \). Let us consider for distinctness the case of two-component EM-field, in which \( \vec{E}(\vec{r}, t) \)- components and \( \vec{H}(\vec{r}, t) \)- components have the same \( P \)-parity (uneven and even correspondingly) and differ each other by \( t \)-parity. Given choose corresponds to classical consideration in previous subsection, that allows to compare the results for classical and quantized dually symmetric EM-field. Consequently, we can use the set of EM-field vector functions, analogous to (162), in which the operator functions are set up in conformity to canonical variables.

\[
\vec{u}_{\pm}(x), s = 1, 2
\]

\[
\vec{u}_{1}^{\pm}(x) = \sqrt{e_{0}}A_{0}^{\pm} \sin k_{\alpha}(x)q_{\alpha}(x) \pm i\eta_{\alpha}(x)q_{\alpha}(x)
\]

\[
\vec{u}_{2}^{\pm}(x) = \sqrt{\mu_{0}}A_{0}^{\pm} \cos k_{\alpha}(x)q_{\alpha}(x)
\]

\[
[-q_{\alpha}(x) \pm \frac{i}{\omega_{\alpha}} \frac{dq_{\alpha}(x)}{dx}]_{\mp}
\]

(172)
where $\bar{c}_1 \equiv \bar{c}_x$, $\bar{c}_2 \equiv \bar{c}_y$, $q'_\alpha(x_4)$, $q''_\alpha(x_4)$ are operator functions, which are setting up in the conformity to classical variables $q'_\alpha(x_4)$, $q''_\alpha(x_4)$, defined by (74). They are

$$q'_\alpha(t) = \omega_\alpha \int_0^t \dot{q}_\alpha(\tau)d\tau$$

(173)

$$q''_\alpha(t) = \omega_\alpha \int_0^t \dot{q}'_\alpha(\tau')d\tau'$$

correspondingly. The functions $u_s^{\alpha \pm}(x)$, $s = 1, 2, \alpha \in N$ can be built from the components of the expansion in Fourier series of quantized dually symmetric EM-field, which consist of two components with even and uneven parities under time reversal $\hat{E}^{[1]}(\vec{r}, t), \hat{E}^{[2]}(\vec{r}, t)$ and $\hat{H}^{[2]}(\vec{r}, t), \hat{H}^{[1]}(\vec{r}, t)$, given by (109). Therefore we have

$$\hat{a}_\alpha^{1, \pm}(\vec{r}, t) = \sqrt{\frac{\hbar \omega_\alpha}{V}} \left[ [\hat{a}_\alpha(t) + \hat{a}^+_\alpha(t)] + i \left[ \hat{a}'''_\alpha(t) - \hat{a}'_\alpha(t) \right] \right] \bar{c}_x,$$

(174)

$$\hat{a}_\alpha^{2, \pm}(\vec{r}, t) = \sqrt{\frac{\hbar \omega_\alpha}{V}} \left[ [\hat{a}_\alpha(t) - \hat{a}^+_\alpha(t)] + i \left[ \hat{a}'''_\alpha(t) + \hat{a}'_\alpha(t) \right] \right] \bar{c}_y,$$

(175)

where superscript $\pm$ means, that in (106) and (107) by definition of complex EM-field vector function operators $\hat{E}(\vec{r}, t)$ and $\hat{H}(\vec{r}, t)$ along with the sign plus, the sign minus can be used. We also consider the case of $\hat{H}(\vec{r}, t)$ formation along with given by (107) (with both the signs in the sum) the following case

$$(\hat{H}^{[1]}(\vec{r}, t), \hat{H}^{[2]}(\vec{r}, t)) \rightarrow \hat{H}^{[1]}(\vec{r}, t) + \pm i \hat{H}^{[2]}(\vec{r}, t) = \hat{H}(\vec{r}, t).$$

(176)

It seems to be evident, that 4-current operator can be determined by the expressions, coinciding with classical relations (160), (161), (163) in which all the physical quantities are operators. For the operator $\hat{j}_3^{1, \pm}(\vec{r}, t)$ we have

$$\hat{j}_3^{1, \pm}(\vec{r}, t) = Re \hat{j}_3^{1, \pm}(\vec{r}, t) = \frac{ie}{2cV} \sum_{\alpha=1}^{\infty} k_\alpha \omega_\alpha \sin 2k_\alpha x \times$$

$$\left[ \left[ i \left[ \hat{a}'''_\alpha(t) - \hat{a}'_\alpha(t) \right] + [\hat{a}_\alpha(t) - \hat{a}^+_\alpha(t)] \right]^2 + i^2 \left[ \hat{a}'''_\alpha(t) - \hat{a}'_\alpha(t) \right] + [\hat{a}_\alpha(t) - \hat{a}^+_\alpha(t)] \right]^2 ,$$

(177)

which is equaled to zero. The same result is obtained in the case of magnetic field operator, determined by (176). For the operator $\hat{j}_3^{2, \pm}(\vec{r}, t)$ we obtain the relation

$$\hat{j}_3^{2, \pm}(\vec{r}, t) = Im \hat{j}_3^{2, \pm}(\vec{r}, t) = -\frac{2ie}{cV} \sum_{\alpha=1}^{\infty} k_\alpha \omega_\alpha \sin 2k_\alpha x \times$$

$$\left[ [\hat{a}_\alpha(t)]^2 + [\hat{a}'_\alpha(t)]^2 + [\hat{a}'''_\alpha(t)]^2 + [\hat{a}'_\alpha(t)]^2 \right] ,$$

(178)

which is the same for magnetic field operator, determined by (176). Therefore the operator of current density $\hat{j}_3^{1, \pm}(\vec{r}, t)$ is independent on sign in expressions for the field operators, based on (109) and it is independent on the sequence of $\hat{H}^{[i]}(\vec{r}, t), i = 1, 2$, in

$$\hat{H}^{[i]}(\vec{r}, t) = \hat{H}^{[i]}(\vec{r}, t) \pm i \hat{H}^{[j]}(\vec{r}, t),$$

(179)

where $i, j = 1, 2, i \neq j$.

It seems to be essential, that EM-field quantization is not bound to Maxwell equations in general case. It means, that the relations (177), (178) are true for more general fields. In the case of Maxwellian EM-field, using explicit expressions for operator scalar functions given by (100) for $\hat{a}_\alpha(t), \hat{a}'_\alpha(t)$ and similar relations for $\hat{a}'''_\alpha(t), \hat{a}'_\alpha(t)$ the expression (178) has the form

$$\hat{j}_3^{2, \pm}(\vec{r}, t) = Im \hat{j}_3^{2, \pm}(\vec{r}, t) = -\frac{2ie}{cV} \sum_{\alpha=1}^{\infty} k_\alpha \omega_\alpha \sin 2k_\alpha x \times$$

$$\left[ [\hat{a}_\alpha(t = 0)]^2 e^{-i\omega_\alpha t} + [\hat{a}'_\alpha(t = 0)]^2 e^{i\omega_\alpha t} + [\hat{a}'''_\alpha(t = 0)]^2 e^{-i\omega_\alpha t} + [\hat{a}'_\alpha(t = 0)]^2 e^{i\omega_\alpha t} \right].$$

(180)

Let us find now the fourth component of 4-vector operator of current density $\hat{j}_4^{\pm}(\vec{r}, t)$, which determines the charge density. For real part $\hat{j}_4^{1, \pm}(\vec{r}, t)$ we have

$$\hat{j}_4^{1, \pm}(\vec{r}, t) = Re \hat{j}_4^{1, \pm}(\vec{r}, t) =$$

$$\pm 2e \frac{\sum_{\alpha=1}^{\infty} k_\alpha \omega_\alpha^2}{V} \left[ [\hat{a}'''_\alpha(t), \hat{a}'_\alpha(t)] - [\hat{a}_\alpha(t), \hat{a}'''_\alpha(t)] \right] ,$$

(181)

where the expressions in braces are anticommutators. In the case of there is the connection between $\hat{a}_\alpha(t), \hat{a}'_\alpha(t)$ and $\hat{a}'''_\alpha(t), \hat{a}'_\alpha(t)$, since although they correspond to different particular solutions of Maxwell equations, the solution are related and the connection between them can be found. It leads to connection between corresponding creation and annihilation operators for two related EM-fields with different $t$-parity. It can be shown, that the following relations take place

$$\hat{a}'''_\alpha(t) = \omega_\alpha^2 \int_0^t \dot{\hat{a}}_\alpha(t')dt'$$

(182)

$$\hat{a}'_\alpha(t) = \omega_\alpha^2 \int_0^t \hat{a}'_\alpha(t')dt',$$
Then taking into account expressions for operator scalar functions given by (100) for \( \hat{a}_\alpha(t) \), \( \hat{a}_\alpha^+(t) \) and similar relations for \( \hat{a}_\mu^\prime (t), \hat{a}_\mu^\prime + (t) \) we obtain from (181), that for Maxwellian EM-field \( \Re \hat{J}_\mu^\pm (\vec{r}, t) \) is equal to zero. Therefore we see, that all real part of 4-vector \( \hat{J}_\mu^\pm (\vec{r}, t) \) is equal to zero. It corresponds to well known case of nondual single charge electrodynamics.

For imaginary part \( \hat{J}_\mu^\pm (\vec{r}, t) \) we have the relation

\[
\hat{J}_\mu^\pm (\vec{r}, t) = \Im \hat{J}_\mu^\pm (\vec{r}, t) = \frac{2ie}{c^2V} \sum_{\alpha=1}^{\infty} \frac{\omega_{\alpha}^2}{\alpha} \left[ \left[ \hat{a}_\alpha^+(t) \right]^2 - \left[ \hat{a}_\alpha^-(t) \right]^2 \right] + \frac{2ke}{\alpha} \omega_{\alpha} \cos 2k_{\alpha} z - 2\omega_{\alpha}^2 \frac{\varepsilon}{\varepsilon_0}.
\]

from which the relation for Maxwellian EM-field can be obtained in the manner, analogous to obtaining of expression (180).

Let us verify the implementation of differential conservation law

\[
\frac{\partial \hat{J}_\mu^\pm (x)}{\partial x_\mu} = 0. \quad (184)
\]

Taking into account (178) and (183) in the case of \( \Im \hat{J}_{\mu, \pm} (x) \) we have

\[
\frac{\partial \Im \hat{J}_{\mu, \pm} (x)}{\partial x_\mu} = \frac{\partial \hat{J}_{\mu, \pm}^\pm (\vec{r}, t)}{\partial x_\mu} + \frac{\partial \hat{J}_{\mu, \pm}^\pm (\vec{r}, t)}{\partial x_\mu} = - \frac{4ie}{c^2V} \sum_{\alpha=1}^{\infty} \frac{k_{\alpha}^2 \omega_{\alpha}}{\alpha} \cos 2k_{\alpha} z \left[ \left[ \hat{a}_\alpha^+(t) \right]^2 - \left[ \hat{a}_\alpha^-(t) \right]^2 \right] + \frac{4ke}{\alpha} \omega_{\alpha} \cos 2k_{\alpha} z - \frac{2\omega_{\alpha}^2}{\varepsilon_0} \frac{\varepsilon}{\varepsilon_0}.
\]

Here the commutation relations

\[
\hat{a}_\alpha (t), \hat{a}_\alpha^+ (t) = \hat{c}, \alpha \in N, \quad (186)
\]

and the relations

\[
\frac{d\hat{a}_\alpha (t)}{dt} = \frac{1}{\hbar} \left[ \hat{a}_\alpha (t), \hat{H}_\alpha (t) \right], \quad \alpha \in N, \quad (187)
\]

where \( \hat{H}_\alpha (t) \) is the Hamiltonian, corresponding to cavity \( \alpha \)-mode. It is given by relation

\[
\hat{H}_\alpha (t) = \hbar \omega_{\alpha} \left[ \hat{a}_\alpha^+ (t) \hat{a}_\alpha (t) + \frac{1}{2} \right]. \quad (188)
\]

For calculation of derivatives of operators \( \hat{a}_\alpha^+ (t), \hat{a}_\alpha^-(t), \hat{a}_\alpha^\prime (t) \) the relations analogous to (187) were used. Taking into account (181), (186), (187), (188) in the case of \( \Re \hat{J}_{\mu, \pm} (x) \) we have

\[
\frac{\partial \Re \hat{J}_{\mu, \pm} (x)}{\partial x_\mu} = \frac{\partial \hat{J}_{\mu, \pm}^\pm (\vec{r}, t)}{\partial x_\mu} = \pm \frac{2e}{c^2V} \omega_{\alpha} \sum_{\alpha=1}^{\infty} \left[ \left[ \hat{a}_\alpha^+(t), \hat{a}_\alpha^-(t) \right] + \left[ \hat{a}_\alpha^-(t), \hat{a}_\alpha^+ (t) \right] \right] - \frac{2e}{c^2V} \sum_{\alpha=1}^{\infty} \omega_{\alpha}^3 \left[ \left[ \hat{a}_\alpha^+(t), \hat{a}_\alpha^-(t) \right] + \left[ \hat{a}_\alpha^-(t), \hat{a}_\alpha^+ (t) \right] \right] = 0. \quad (189)
\]

Therefore differential conservation law, given by (184), is fulfilled both for Maxwellian EM-field and in general case. It is seen also, that direct calculation gives really nonzero imaginary part for current densities for free cavity EM-field. It can be considered to be direct confirmation of above obtained conclusion on the existence of imaginary component of charge in free EM-field. It gives the possibility to define the set of EM-field functions in general case, that is for EM-field with and without sources. EM-field functions can be defined to be the components of 4-current density, or in normalized form, if to divide each component into complex conductivity of the medium \( \sigma \). It means in its turn, that the propagation of EM-field in vacuum, that is free EM-field is also characterized by the value of vacuum conductivity \( \sigma_v \), like to dielectric \( \varepsilon_0 \) and magnetic \( \mu_0 \) vacuum permittivities. Therefore, instead unobservable vector and scalar potentials, EM-field can be characterized by, for instance, electric field 4-vector-function with the components \( E_\alpha (\vec{r}, t) = \{E_x (\vec{r}, t), E_y (\vec{r}, t), E_z (\vec{r}, t) \} \), where \( \Im \rho_\alpha (\vec{r}, t) = \left( \hat{J}_4 (\vec{r}, t) \right) \)-component of 4-current density, corresponding to contribution of electric component of EM-field. For the case of EM-field propagation in vacuum \( \sigma = \sigma_v \). Alternative characterization by means of magnetic field 4-vector-function \( H_\mu (\vec{r}, t) = \{H_x (\vec{r}, t), H_y (\vec{r}, t), H_z (\vec{r}, t) \} \) seems to be equivalent for free EM-field in vacuum, if to take into account, that for Maxwellian free EM-field the components of electric field 3-vector-functions and magnetic field 3-vector-functions are bounded up between themselves by Cauchy-Riemann analyticity condition. Here \( \Im \rho_\alpha (\vec{r}, t) \) is the \( \hat{J}_4 (\vec{r}, t) \)-component of 4-current density, corresponding to contribution of magnetic component of EM-field. However the characterization by means of the only single 4-vector-function, for instance, by \( H_\mu (\vec{r}, t) \) becomes to be nonequivalent in general case, in particular, in the case of single-charge ED, for which \( \rho_\mu (\vec{r}, t) = 0 \). It means, that in general case both 4-vector-functions \( E_\alpha (\vec{r}, t) \) and \( H_\mu (\vec{r}, t) \) have to be used.

It is remarkable, that the notion of characteristic medium resistance, including characteristic vacuum resistance \( Z_0 = \sqrt{\frac{\mu_0}{\varepsilon_0}} = 120\pi \) Ohm is widely used in technique, connected with EM-wave propagation, in particular, in radiospectroscopy technique [29]. Therefore, \( \lambda_v = \frac{1}{2\pi \sigma_v} = \frac{1}{120\pi} \) Ohm^{-1}.

The proof of the existence for EM-field along with vector force characteristics \( \vec{E}(\vec{r}, t) \)-field strength vector-function and \( \vec{H}(\vec{r}, t) \)-field strength vector-function the additional scalar force characteristic - charge, allows to be nearing to understanding of, in Dirac characterization, "strange peculiarity of light quantum" [26], consisting in that, that according to Dirac, light quantum, apparently, discontinues its existence, when it is in one of its stationary states - in zero state - in which its impulse and energy are equal to zero. Absorption process according to Dirac is the jump of light quantum in zero state and emission process is the jump from given state in the state.
where its existence is physically evident, so it seems that
it was recreated. From the absence of restriction on num-
ber of light quanta, which can be emerged by given way,
Dirac suggested [26], that there is infinitely many of light
quanta in zero state, that is, in vacuum state in modern
terminology.

V. CONCLUSIONS

It is shown on the basis of complex number theory,
that any quantumphysical quantity is complex quantity.

Additional hyperbolic dual symmetry of Maxwell equa-
tions is established, which includes Lorentz-invariance to
be its particular case. The essence of additional hyper-
bolic dual symmetry of Maxwell equations is that, that
Maxwell equations along with dual transformation sym-
metry, established by Rainich, given by (2), (20), are
symmetric relatively the dual transformations of another
kind, which are the following

$$\begin{bmatrix}
E' \\
H'
\end{bmatrix} = \begin{bmatrix}
\cosh \psi & i \sinh \psi \\
-i \sinh \psi & \cosh \psi
\end{bmatrix} \begin{bmatrix}
E \\
H
\end{bmatrix},$$

(190)

where $\psi$ is arbitrary continuous parameter, $\psi \in [0, 2\pi]$.

Generalized Maxwell equations are obtained on the ba-
sis of both dual and hyperbolic dual symmetries of EM-
field. It is shown, that in general case both scalar and
vector quantities, entering the equations, are quaternion
quantities, four components of which have different par-
ties under improper rotations.

Invariants for EM-field, consisting of dually symmetric
parts, for both the cases of Rainich dual symmetry and
hyperbolic dual symmetry are found. It is concluded,
that Maxwell equations with all quaternion vector and
quaternion scalar variables give concrete connection be-
tween dual and gauge symmetries of EM-field.

The example of free classical and quantized cavity EM-
field is considered. It is shown, that the same physical
conserving quantity corresponds to both dual and hyper-
bolic dual symmetry of Maxwell equations. It is spin in
general case and spirality in the geometry choosed, when
vector $\vec{E}$ is directed along absciss axis, $\vec{H}$ is directed along
ordinate axis in $(\vec{E}, \vec{H})$ functional space. Spin takes on
special leading significance among the physical charac-
teristics of EM-field, since the only spin (spirality in the
geometry considered) combine two subsystems of photon
fields, which have definite $P$-parity (even and uneven)
with the subsystem of two fields, which have definite $t$
-parity (also even and uneven) into joint single system. It
is considered to be the proof for four component structure
of EM-field to be a single whole, that is, it is the con-
firmation along with the sufficiency of the representation
of EM-field in four component quaternion form, given by
(57), (58), (59), (60), the necessity of given representa-
tion. It extends the overview on the nature of EM-field
itself. It seems to be remarkable, that given result on the
special leading significance of spin is in agreement with
result in [10], where was shown, that spin is quaternion
vector of the state in Hilbert space, defined under ring of
quaternions, of any quantum system (in the frame of the
chain model considered) interacting with EM-field.

New principle of EM-field quantization is proposed. It
is development of canonical Dirac quantization method,
which is realized in two aspects. The first aspect con-
sist in choosing of immediately observable quantities -
vector-functions $\vec{E}(\vec{r}, t)$ and $\vec{H}(\vec{r}, t)$ - to be field func-
tions. The second aspect is the realization along with
well known time-local quantization of space-local quan-
tization and space-time-local quantization, which allow
to establish correspondingly the time of photon creation
(annihilation), the space coordinate of photon creation
(annihilation) and the the space and time coordinates
simultaneously of photon creation (annihilation).

It is shown, that Coulomb field can be quantized in
1D and 2D systems, that is, it is radiation field in given
low-dimensional systems.
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