Abstract—This paper considers Lorden’s minimax quickest change detection (QCD) problem with a privacy constraint. The goal is to sanitize a signal to satisfy inference privacy requirements while being able to detect a change quickly. We show that the Generalized Likelihood Ratio (GLR) CuSum achieves asymptotic optimality with a properly designed sanitization channel. We formulate the design of this sanitization channel as an optimization problem, which is however challenging to solve. We propose relaxations to the optimization problem and develop algorithms to obtain a solution. We also consider the privacy-aware QCD problem under a decentralized framework and propose algorithms to solve the relaxed channel design problem under this framework.
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I. INTRODUCTION

Quickest change detection (QCD) is the problem of sequentially detecting a change in the statistical properties of a signal. Given a sequence of independent and identically distributed (i.i.d.) observations \( \{x_t : t \in \mathbb{N}\} \) with distribution \( f \) up to an unknown change point \( \nu \) and distribution \( g \neq f \) after, the goal is to detect this change as quickly as possible, subject to false alarm constraints. Traditionally, applications of QCD can be found in manufacturing, in areas such as quality control [1] where any change in the quality of products must be quickly detected. With the proliferation of low-cost sensors, QCD methods have also found applications in other areas such as fraud detection [2], cognitive radio [3] and power system line outage detection [4].

As sensor and computing technology become increasingly ubiquitous and powerful, it becomes easier for an adversary to infer sensitive information, such as lifestyle preferences and location information, from available data. In many practical QCD applications, rather than having one distribution, the distribution that generates the signal in the post-change regime belongs to a finite set \( G = \{g_1, \ldots, g_M\} \). In some applications, the distribution of some sensitive information \( U \) may depend on the post-change distribution. Thus, knowing which distribution \( g \in G \) generates the signal in the post-change regime may reveal some information about \( U \). One example of such an application is occupancy detection. In an Internet of Things (IoT) based occupancy detection system, the occupancy sensor continuously measures attributes such as infrared radiation, temperature, humidity and carbon dioxide levels, to quickly detect when a room becomes occupied so that certain functions like turning on the air conditioning system can be automated. A baseline distribution can be used to model the fluctuation of these attributes with time when the room is empty. However, fluctuations in these attributes when the room is occupied can reveal the number of people and the activity conducted in the room, leading to privacy leakage if an adversary has access to the raw attribute signals. The goal of privacy-aware QCD is to sanitize the attribute signals so that the change from a vacant to an occupied room can still be detected, while preserving the privacy of the occupants in the room. In practice, we are unable to know the adversary’s intent and hence would like to sanitize the signal so that the largest improvement an adversary can achieve, over all possible queries, is controlled.

In other applications, \( G \) may be partitioned into two sets, a private set \( I_1 \) and a public set \( I_2 \). We would like to sanitize the signal so that it is difficult for an adversary to deduce the distribution when a post-change distribution from the private set \( I_1 \) is generating the signal. On the other hand, we would like to retain the ability to deduce the distribution when a post-change distribution from the public set \( I_2 \) is generating the signal. One example of such an application is activity monitoring using wearables. In this application, we would like to quickly detect any change from a resting state to an active state. There are many possible active states such as walking, running, typing on a computer, and using a mobile phone. We would like to protect the privacy of some of these active states, like typing on a computer or using a mobile phone, while still being able to accurately track the other active states. Hence, the goal of privacy-aware QCD is to perform QCD while protecting the privacy of some active states and maintaining some distinguishability for the other active states.

In this paper, we address the QCD problem with multiple post-change distributions while maintaining a privacy constraint for two different privacy metrics. For each of the privacy metrics, we propose a signal sanitization algorithm and a stopping time that is able to identify the critical change quickly while preserving a pre-determined level of privacy.

A. Related Work

In the QCD problem with a single post-change distribution, when the pre- and post-change distributions are fully specified and the change point \( \nu \) is unknown but deterministic, the Cumulative Sum (CuSum) test, developed by Page [5], is optimal as the false alarm rate goes to zero. For the case where the post-change distribution is not fully specified, the GLR CuSum test is asymptotically optimal for the case of finite multiple post-change distributions. For a comprehensive
overview of the QCD problem, we refer the reader to [6]–[9] and the references therein.

In many applications, observations are obtained through measurements taken from several wireless sensors in the network and a fusion center decides if a change has taken place based on the information received from these sensors. Due to power and bandwidth constraints, the sensors are constrained to send messages belonging to a finite alphabet to the fusion center. This is an example in which the information for decision-making is decentralized. The QCD problem with a decentralized framework was first introduced in [10] and further studied in [11]–[14] under various settings. All the aforementioned works on QCD do not consider any privacy constraints.

Existing work on protecting or quantifying privacy can be divided into two main categories: data privacy and inference privacy [15]–[17]. Data privacy refers to the protection of the sensors’ raw information from being obtained by the fusion center. In contrast, inference privacy refers to the protection from an adversary’s attempt to deduce properties of an underlying distribution. Privacy metrics proposed to quantify data privacy include local differential privacy [18]–[20], k-anonymity [21] and homomorphic encryption [22]. On the other hand, privacy metrics proposed to quantify inference privacy include average information leakage [23], [24], mutual information privacy [15], [25], information privacy [26]–[30], maximal leakage privacy [31], [32], local differential privacy, hypothesis testing adversary privacy [33], and compressive privacy [34], [35]. We refer the reader to [15], [17] for a comprehensive discussion on the relationship between data and inference privacy. In this paper, we use maximal leakage privacy, and sequential hypothesis testing adversary privacy, which is the sequential analog to the privacy metric proposed in [33], to quantify the gain which the adversary obtains through the observation of the signal.

There are several works in the literature that present privacy-preserving frameworks for different signal processing tasks [30], [36]–[38]. In [38], the authors developed differentially private algorithms, which assume that the adversary knows all entries of the database except one, for the purpose of change-point detection. Unlike [38], we consider a weaker form of privacy as this assumption may be too strong for some applications. Furthermore, we provide theoretical guarantees on the average run length to false alarm and the worst-case detection delay, which are more relevant to the QCD task as compared to guarantees on the accuracy of the estimated change-point provided by [38], which are more suited for the change-point detection task. In [36], the sanitization channel is designed for general signal processing tasks while preserving privacy, where the utility of the sanitized signal is measured using general information theoretic quantities such as mutual information, minimum mean-square error (MMSE), and probability of error. In [30], [37], the authors consider a fixed sample size problem of hypothesis testing while preserving privacy, where the utility of the sanitized signal is measured by the Bayes error or the Type II error of the test.

B. Our Contributions

In this paper, we consider the problem of optimizing QCD performance while preserving privacy. Furthermore, unlike the papers mentioned above, we consider sequential signals. It is thus possible for the adversary to obtain an arbitrarily large number of samples to improve his guess. Our main contributions are summarized as follows:

- We formulate the QCD problem with two privacy constraints, the maximal leakage privacy metric and the sequential hypothesis testing privacy metric.
- We show that the GLR CuSum stopping time together with a properly designed sanitization channel is asymptotically optimal.
- We propose relaxations and algorithms for both the centralized and decentralized versions of the QCD problem with privacy constraints.

A preliminary version of this paper was presented in [39].

The rest of this paper is organized as follows. In Section II, we present our signal model and problem formulation. We derive the asymptotic optimality of the GLR CuSum stopping time and formulate an optimization problem to design the optimal sanitization channel in Section III. We propose relaxations to the channel design problem in Section IV and present methods to solve the relaxed channel design problem in Section V. We present the signal and sanitization model for the decentralized privacy-aware QCD problem in Section VI and propose methods to solve the corresponding relaxed channel design problem in Section VI-A. Results from numerical experiments are presented in Section VII. We conclude in Section VIII.

II. Problem Formulation

Let \( X \) be a measurable space, where \( X \) is a finite alphabet. We consider a sequence of random variables \( X_1, X_2, \ldots \) taking values in \( X \) and independent and identically distributed (i.i.d.) according to different distributions before and after an unknown change point. Let \( f \) be the pre-change distribution and \( G = \{ g_1, g_2, \ldots, g_{|G|} \} \) be the set of possible post-change distributions on \( X \) such that \( f \neq g_i \) for all \( i \in \{1, 2, \ldots, |G|\} \). Let \( I \) be a random variable on the indices of \( G \) with distribution \( p_I \). We assume that the sequence of random variables \( X_1, X_2, \ldots \) satisfy the following:

\[
\begin{cases} 
X_t \sim f & \text{i.i.d. for all } t < \nu, \\
X_t \sim g_i & \text{i.i.d. for all } t \geq \nu,
\end{cases}
\]

(1)

where \( \nu \geq 0 \) is an unknown but deterministic change point, \( i \) is the realization of the random variable \( I \) which remains fixed for all \( t \geq \nu \). We further assume that an adversary is interested in obtaining information about a random variable \( U \), unknown to the data curator, which takes on values in a finite set \( \mathcal{U} \), and that \( U \) can be expressed as a randomized function of \( I \), i.e., the identity of the post-change distribution informs us about \( U \).

We restrict our analysis to memoryless privacy mechanisms. A privacy mapping or sanitization channel \( q \) maps an observation \( X \in X \) to a random variable \( Y \in \mathcal{Y} \), where \( \mathcal{Y} \) is a discrete alphabet such that \( |\mathcal{Y}| \leq |X| \). The sanitization
channel \( q \) can be represented by the conditional probability
\[ P(Y = y \mid X = x) \] Let \( T_q \) be a column-stochastic matrix with
\[ [T_q]_{y,x} = P(Y = y \mid X = x) \] where \([T]_{y,x}\) denotes the \((y,x)\) entry of a matrix \( T \). Likewise, we represent a distribution \( h \) on \( \mathcal{X} \) as a column vector with \([h]_x = h(x)\) and similarly for a distribution on \( \mathcal{Y} \).

At each time \( t \), we apply a sanitization channel \( q \) to obtain \( Y_t = q(X_t) \). The sanitized signal \( Y_t \) is generated i.i.d. by the distribution \( \tilde{T} = T_1 f \) in the pre-change regime and by the distribution \( T_q g_i \) in the post-change regime, for some \( 1 \leq i \leq |G| \). For a fixed \( q \), let
\[ \mathcal{G} = \{ T_q g_i : 1 \leq i \leq |G| \} \]
to be the set of possible post-change distributions. Since the distributions \( T_q g_i \) may not be distinct, we have \(|\mathcal{G}| \leq |G|\).

In this paper, we study the QCD problem with privacy constraints using two different privacy metrics. We assume that, at each time \( t \), the adversary knows the pre-change distribution \( f \), the set \( G \) of post-change distributions, change-point \( \nu \), the sanitization channel \( q \), the current and all previous observations \( Y^{1:t} = \{ Y_1, Y_2, \ldots, Y_t \} \).

The first privacy metric we consider is maximal leakage, first proposed in [31], to quantify the amount of information leakage an adversary can achieve in guessing \( Y \) by observing the signal \( \nu \in \mathbb{N} \), where \( \mathbb{N} \) is the set of positive integers. Given two random variables \( A \in A \) and \( B \in B \), the maximal leakage from \( A \) to \( B \) is defined as
\[
\mathcal{L}_{\text{max}}(A \rightarrow B) = \sup_{U \sim A-B-\hat{U}} \log \frac{\mathbb{P}(\hat{U} = U)}{\max_{u \in \mathcal{U}} \mathbb{P}(U = u)},
\]
where \( U - A - B - \hat{U} \) denotes a Markov chain and the supremum is taken over all such Markov chains. The quantity \( \mathcal{L}_{\text{max}}(A \rightarrow B) \) can be interpreted as the maximum gain in bits (if log is base 2) an adversary can achieve in guessing \( U \) by observing \( B \), where \( U \) is a randomized function of \( A \). The expression in (2) is equivalent [31] to
\[
\mathcal{L}_{\text{max}}(A \rightarrow B) = \log \left( \sum_{a \in A} \max_{b \in B} \mathbb{P}(B = b \mid A = a) \right).
\]
Thus, at each time \( t \), the maximum gain in bits an adversary can achieve in guessing \( U \) is \( \mathcal{L}_{\text{max}}(I \rightarrow Y^{\nu:t}) \).

The second privacy metric we consider is the sequential hypothesis testing privacy metric. It quantifies the amount of gain an adversary is able to achieve by performing a sequential hypothesis test. Using this privacy metric, we are able to protect a subset of the post-change hypotheses from the inference of an adversary while ensuring the distinguishability of the rest of the post-change hypotheses. Given a sanitization channel \( q \) and a partition \( I_1 \cup I_2 \) of the index set of \( G \) with \(|I_1| > 1\), such that \( I_1 \) is the set of indices of the post-change hypotheses to be protected, we define
\[
\mathcal{K}_1(T_q) = \max_{i \in I_1} \min_{j \in I_1} D(T_q g_i \mid T_q g_j),
\]
\[
\mathcal{K}_2(T_q) = \min_{i \in I_2} \min_{j \in I_1 \cup I_2} D(T_q g_i \mid T_q g_j),
\]
where \( D(\cdot \mid \cdot) \) is the Kullback-Leibler (KL) divergence.

Using standard results from sequential hypothesis testing [6, Theorem 4.3.1], assuming that the adversary is willing to accept a misclassification rate of \( \eta \), the expected number of samples required to identify a distribution with index in \( I_1 \) is at least \( \log \eta \|\mathcal{K}_1(T_q)\) asymptotically as \( \eta \to 0 \). Similarly, the expected number of samples required to identify a distribution with index in \( I_2 \) is at most \( \log \eta \|\mathcal{K}_2(T_q)\) asymptotically as \( \eta \to 0 \).

For a fixed sanitization channel \( q \), the QCD problem is to detect a change in distribution as quickly as possible by observing the sanitized signal \( Y_1 = q(X_1), Y_2 = q(X_2), \ldots \), while keeping the false alarm rate low. In a typical sequential change detection procedure, at each time \( t \), a test statistic \( S(t) \) is computed based on the observations \( Y_1, \ldots, Y_t \) up to time \( t \), and the observer decides that a change has occurred at a stopping time \( \tau = \inf \{ t : S(t) > b \} \), which is the first \( t \) such that \( S(t) \) exceeds a pre-determined threshold \( b \). The QCD performance of a stopping time \( \tau \) can be quantified using the trade-off between two quantities, the average run length to false alarm, \( \text{ARL}(\tau) \), and the expected worst-case average detection delay, \( \text{EWADD}(\tau) \), defined as
\[
\text{ARL}(\tau) = \mathbb{E}_{\infty} [\tau],
\]
\[
\text{EWADD}(\tau) = \mathbb{E} [\text{WADD}_{\tau}(\tau)],
\]
\[
\text{WADD}_{\tau}(\tau) = \sup_{\nu \geq 1} \text{ess sup} \mathbb{E}_{\nu,t} (|\tau - \nu_t + 1|^{|Y_0^{\nu_t} - 1|},
\]
where \( \text{ess sup} \) is the essential supremum operator, \( \mathbb{E}_{\nu,t} \) is the expectation operator assuming the change-point is at \( \nu \) with post-change distribution \( g_t \), and \( \mathbb{E}_{\infty} \) is the expectation operator assuming the change does not occur. We should note that typically, there are several sanitization channels \( q \) that satisfy a privacy constraint. As the pre and post-change distributions, \( \{ f \} \cup \mathcal{G} \), vary with the sanitization channel \( q \), we expect that the QCD performance varies with \( q \) as well. It is then important for us to select the sanitization channel \( q \) that provides the best QCD performance while satisfying the privacy constraint.

Our privacy-aware QCD problem can be formulated as an optimization problem as follows: given a privacy admissible set \( Q \) and an average run length requirement \( \gamma \), we seek a stopping time \( \tau \), and a sanitization channel \( q \) such that they are optimal solutions to the following problem:
\[
\min_{\tau,q} \text{EWADD}(\tau)
\]
subject to \( \text{ARL}(\tau) \geq \gamma \),
\[
q \in Q
\]
where under the first privacy metric, the privacy admissible set \( Q \) is defined as
\[
Q = \{ q : \sup_{0 \leq \nu \leq t} \mathcal{L}_{\text{max}}(I \rightarrow Y^{\nu:t}) \leq \epsilon \}
\]
for some given privacy budget \( \epsilon > 0 \), and under the second privacy metric,
\[
Q = \{ q : \mathcal{K}_1(T_q) \leq \epsilon_1, \mathcal{K}_2(T_q) \geq \epsilon_2 \}
\]
for some given privacy budget \( \epsilon_1 \) and distinguishability level \( \epsilon_2 > 0 \).
III. ASYMPTOTIC OPTIMALITY

In this section, we present the GLR CuSum stopping time for the privacy-aware QCD problem and study its asymptotic properties as $q \to \infty$. First, we note that the minimization over the sanitization channel $q$ and stopping time $\tau$ can be decoupled in Problem (4). For a fixed $q \in Q$, we define the GLR CuSum stopping time $\omega_q$ and the GLR CuSum test statistic $S(t)$ as follows:

$$
\omega_q = \inf \{ t : S(t) \geq b \},
$$

$$
S(t) = \max_{1 \leq j \leq |G|} S_j(t),
$$

$$
\begin{cases}
S_j(t) = \max\left( S_j(t-1) + \log \frac{q_j(g_{(y)})}{f_{(y)}} , 0 \right) & \text{for } 1 \leq j \leq |G|, \\
S_j(0) = 0,
\end{cases}
$$

When the signal $\{X_t : t \in \mathbb{N}\}$ is sanitized using the channel $q$, the GLR CuSum stopping time $\omega_q$ is asymptotically optimal [40] for the following problem:

$$
\begin{align*}
\text{minimize} & \quad \text{EWADD}(\tau) \\
\text{subject to} & \quad \text{ARL}(\tau) \geq \gamma,
\end{align*}
$$

with the asymptotic ARL-EWADD trade-off given as

$$
\text{EWADD}(\omega_q) = \mathbb{E}\left[ \frac{1}{D(T_q g_I \| T_q f)} \right](1+o(1))
$$

as $q \to \infty$, where the expectation is taken with respect to $I$. Let $q^*$ be an optimal solution to the following problem:

$$
\begin{align*}
\text{minimize} & \quad \mathbb{E}\left[ \frac{1}{D(T_q g_I \| T_q f)} \right] \\
\text{subject to} & \quad q \in Q,
\end{align*}
$$

with $\text{ARL}(\omega_{q^*})$ asymptotically optimal for Problem (4) as $q \to \infty$.

We call Problem (6) the channel design problem and note that it is challenging to solve for several reasons. First, the objective function is neither concave nor convex. Second, it is difficult to obtain a closed form expression for the maximal leakage privacy constraint since the alphabet size of $Y^{\nu:t}$ increases quickly as $t \to \infty$. The sequential hypothesis testing privacy constraints are also neither concave nor convex. In the next section, we present relaxations of the constraint and objective function of Problem (6) to improve its computational tractability.

IV. RELAXATION OF THE CHANNEL DESIGN PROBLEM

A. Relaxation of the Objective Function

In this subsection, we provide a relaxation of the objective function in Problem (6). We propose to relax the objective function using Jensen’s inequality:

$$
\mathbb{E}\left[ \frac{1}{D(T_q g_I \| T_q f)} \right] \geq \frac{1}{\mathbb{E}\left[ D(T_q g_I \| T_q f) \right]}.
$$

By replacing the objective function with its lower bound, we obtain the following relaxed problem:

$$
\begin{align*}
\text{maximize} & \quad \mathbb{E}\left[ D(T_q g_I \| T_q f) \right] \\
\text{subject to} & \quad q \in Q.
\end{align*}
$$

For a fixed post-change distribution $g_i$, with $1 \leq i \leq N$, the expected rate of growth of $S(t)$ in the post-change regime is given as $D(T_q g_i \| T_q f)$. Thus, we can interpret the new objective function as the expected rate of growth of $S(t)$ averaged over the different post-change distributions. Since the stopping time $\omega_q$ declares that a change has taken place when the test statistic $S(t)$ exceeds a pre-defined threshold $b$, this means that, heuristically, a larger expected rate of growth of $S(t)$ gives a smaller EWADD. This intuition agrees with the relaxed problem (7) obtained by replacing the objective function with its lower bound $1/\mathbb{E}\left[ D(T_q g_I \| T_q f) \right]$ in Problem (6).

B. Relaxation of Privacy Constraints

1) Maximal Leakage privacy: In this subsection, we focus on the relaxation of the constraint $q \in Q$ when the privacy metric is the maximal leakage privacy. Under the maximal leakage privacy metric, Problem (7) becomes:

$$
\begin{align*}
\text{maximize} & \quad \mathbb{E}\left[ D(T_q g_I \| T_q f) \right] \\
\text{subject to} & \quad \max_{0 \leq \nu \leq t} L_{\text{max}}(I \to Y^{\nu:t}) \leq \epsilon.
\end{align*}
$$

As it is difficult to obtain a closed form expression for the maximal leakage $L_{\text{max}}(I \to Y^{\nu:t})$, we approximate it using an upper bound which is easily computable. Let $J$ be a random variable on the indices of $G = \{g_1, g_2, \ldots, g_{|G|}\}$, such that

$$
\mathbb{P}(J = j | I = i) = \begin{cases} 1 & \text{if } g_j = T_q g_i, \\ 0 & \text{otherwise.} \end{cases}
$$

Let $U$ be a randomized function of $I$. According to our signal model, we have the following factorization,

$$
P_{J, I, Y^{\nu:t}, U} = P_{J, I, U} P_{Y^{\nu:t} | I, J, U}
$$

$$
= P_{J, I} P_{Y^{\nu:t} | J}
$$

$$
= P_U P_{I} P_{U | I} P_{Y^{\nu:t} | J},
$$

where we use $P_X$ to denote the probability mass function (pmf) of $X$ and $P_{X|Y}$ to denote the conditional pmf of $X$ given $Y$. The following proposition provides the motivation to relax the privacy constraint in Problem (8) to $L_{\text{max}}(I \to J) \leq \epsilon$.

**Proposition 1.** For any $t \in \mathbb{N}$, we have $L_{\text{max}}(I \to Y^{\nu:t}) \leq L_{\text{max}}(I \to J)$. Hence, we have

$$
\sup_{0 \leq \nu \leq t} L_{\text{max}}(I \to Y^{\nu:t}) \leq L_{\text{max}}(I \to J).
$$

**Proof:** See Appendix A. □

Replacing the privacy constraint $\sup_{0 \leq \nu \leq t} L_{\text{max}}(I \to Y^{\nu:t}) \leq \epsilon$ in (8) with $L_{\text{max}}(I \to J) \leq \epsilon$, we obtain the relaxed channel design problem:

$$
\begin{align*}
\text{maximize} & \quad \mathbb{E}\left[ D(T_q g_I \| T_q f) \right] \\
\text{subject to} & \quad L_{\text{max}}(I \to J) \leq \epsilon.
\end{align*}
$$

Proposition 1 guarantees that any solution to Problem (9) satisfies the original privacy constraint $\sup_{0 \leq \nu \leq t} L_{\text{max}}(I \to Y^{\nu:t}) \leq \epsilon$. **
2) Relaxation of the sequential hypothesis testing privacy constraint: In this subsection, we focus on the relaxation of the constraint \( q \in Q \) when the privacy metric is the sequential hypothesis testing privacy metric. Under the sequential hypothesis testing privacy metric, Problem (7) becomes:

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}[D(T_q g_t \mid T_q f)] \\
\text{subject to} & \quad K_1(T_q) \leq \epsilon_1, \; K_2(T_q) \geq \epsilon_2.
\end{align*}
\] (10)

Problem (10) is non-convex as the constraints \( K_1(T_q) \leq \epsilon_1 \) and \( K_2(T_q) \geq \epsilon_2 \) are non-convex. This makes it difficult to have any theoretical guarantees of the global optimality of solutions found for Problem (10). We focus on a restricted sanitization model in order to improve the computational tractability of Problem (10). Let \( C = \{q_1, q_2, \ldots, q_n\} \) be a finite set of sanitization channels with column-stochastic matrices \( T_1, \ldots, T_n \). At each time instance \( t \), we assume that the observer obtains an observation \( Y_t = (Z_t, A_t) \) where \( Z_t = q_{A_t}(X_t) \) is a randomized function of the random variable \( X_t \) under the sanitization channel \( q_{A_t} \). Further assume that \( \{A_t\}_{t \in \mathbb{N}} \) are i.i.d. generated with distribution \( \phi \) over \( \{1, 2, \ldots, n\} \). Under the restricted sanitization model, rather than designing the sanitization channel \( q \), we design the distribution \( \phi \) that samples a sanitization channel \( q_{A_t} \) from \( C \) at each time instance \( t \) and use \( q_{A_t} \) to sanitize the signal.

For a fixed set of sanitization channels \( C = \{q_1, q_2, \ldots, q_n\} \) and a fixed distribution \( \phi \), the asymptotic ARL-EWADD trade-off of the GLR CuSum stopping time under the restricted sanitization model can be derived, using similar arguments from [41], to be

\[
\text{EWADD}(\omega_\phi) = \mathbb{E} \left[ \log \gamma \right] \sum_{c=1}^{n} \frac{\log \gamma}{\phi(c) D(T_c g_t \mid T_c f)} (1 + o(1)),
\]

as \( \gamma \to \infty \). Furthermore, we have

\[
\mathbb{E}[D(T_q g_t \mid T_q f)] = \sum_{c=1}^{n} \phi(c) \mathbb{E}[D(T_c g_t \mid T_c f)].
\]

Thus, Problem (10) becomes

\[
\begin{align*}
\text{maximize} & \quad \sum_{c=1}^{n} \phi(c) \mathbb{E}[D(T_c g_t \mid T_c f)] \\
\text{subject to} & \quad \max_{i \in I_2} \min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_t \mid T_c g_j) \leq \epsilon_1, \\
& \quad \sum_{c=1}^{n} \phi(c) = 1, \\
& \quad \phi(c) \geq 0, \; c \in \{1, \ldots, n\}, \\
& \quad \sum_{c=1}^{n} \phi(c) D(T_c g_t \mid T_c g_j) \geq \epsilon_2
\end{align*}
\] (11)

for \( i \in I_2 \) and \( j \in I_1 \cup I_2 \).

Since \( D(T_c g_t \mid T_c f), D(T_c g_t \mid T_c g_j) \) can be pre-computed for all \( c \in \{1, \ldots, n\} \) and \( i, j \in \{1, \ldots, |G|\} \), Problem (11) without the constraint

\[
\max_{i \in I_2} \min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_t \mid T_c g_j) \leq \epsilon_1
\]

is a linear program. In the next section, we show that Problem (11) can be expressed as a mixed-integer linear program (MILP).

V. ALGORITHMS FOR PRIVACY-AWARE QCD

In this section, methods that provide globally and locally optimal solutions for Problems (9) and (11) are presented.

A. Maximal Leakage Privacy

1) Exact Method: From (3), \( 2^{\mathcal{L}_{\max}(I \rightarrow J)} \) is an integer since the conditional probability \( \mathbb{P}(J = j \mid I = i) \in \{0, 1\} \) is an integer. Hence, the constraint \( \mathcal{L}_{\max}(I \rightarrow J) \leq \epsilon \) in Problem (9) is equivalent to

\[
\sum_{i} \max_{j} \mathbb{P}(J = j \mid I = i) \leq m, \tag{12}
\]

where \( m = \lceil 2^\epsilon \rceil \). There are at most \( \sum_{m} \lceil \frac{|G|}{m} \rceil \) different conditional pmfs \( P_{IJ} \) satisfying (12), where the Stirling number of the second kind \( \{a \}_{m} \) counts the number of ways to partition a set of \( a \) labeled objects into \( b \) nonempty unlabeled subsets [42]. For each conditional pmf \( P_{IJ} \), we solve the following problem:

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}[D(T_q g_t \mid T_q f)] \\
\text{subject to} & \quad T_q g_t = \tilde{g}_j \\
& \quad \text{for all } i, j \text{ such that } \mathbb{P}(J = j \mid I = i) = 1.
\end{align*}
\] (13)

For a fixed conditional pmf \( P_{IJ} \), Problem (13) is maximizing a convex function over a convex bounded polytope. Therefore, an extreme point achieves the maximum value, and we are able to solve Problem (13) by enumerating over the finite number of extreme points of the convex bounded polytope defined by the linear constraints of (13). A globally optimal solution for Problem (9) can be obtained by enumerating over all conditional pmfs \( P_{IJ} \) represented by a zero-one matrix satisfying (12), and solving Problem (13) for each of these conditional pmfs.

However, we still need to solve at least exponentially many convex maximization problems with respect to the number of post-change distributions \( |G| \), since \( \lceil \frac{|G|}{m} \rceil \approx \frac{m}{e^m} \) as \( |G| \to \infty \). This may be computationally undesirable when \( |G| \) is large.

2) Augmented Lagrangian Method: We further relax the channel design problem by relaxing the discrete constraint (12). This relaxation allows the application of the augmented Lagrangian method for cases where the exact method is computationally undesirable. The constraint (12) is equivalent to \( \{T_q g_i : 1 \leq i \leq |G|\} \leq m \). In order to count the number of distinct elements in the set \( \{T_q g_i : 1 \leq i \leq |G|\} \), we can use the following continuous approximation,

\[
\| \{T_q g_i : 1 \leq i \leq |G|\} \|_1 = 1 + \sum_{i=2}^{\lfloor \frac{|G|}{2} \rfloor} \prod_{j=1}^{i-1} 1 \neq T_q g_j
\]

\[
\approx 1 + \sum_{i=2}^{\lfloor \frac{|G|}{2} \rfloor} \prod_{j=1}^{i-1} \left( 1 + \frac{1}{\pi} \arctan(k \|T_q g_i - T_q g_j\|_1) \right).
\]
where $k$ is a chosen to be large and $\| \cdot \|_1$ refers to the $L_1$ norm. Putting this back into Problem (9), we obtain the following continuous optimization problem:

$$
\max_q \mathbb{E} [D(T_q g_n \| T_q f)]
$$

subject to

$$
\sum_{i=2}^{\left| G \right|} \prod_{j=1}^{i-1} \left( \frac{1}{2} + \frac{1}{\pi} \arctan(k \| T_q g_i - T_q g_j \|_1) \right) \leq m - 1,
$$

for which an augmented Lagrangian Solver [43], [44] can be used to obtain locally optimal solutions [45].

### B. Sequential Hypothesis Testing Privacy

In this subsection, we show that Problem (11) is equivalent to a MILP. First, we require the following proposition.

**Proposition 2.** For distribution $\phi$ on $\{1, \ldots, n\}$, $\phi$ satisfies

$$
\max_{i \in I_1} \min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_i \| T_c g_j) \leq \epsilon_1
$$

if and only if there exist functions

$$
\xi : I_1 \to \mathbb{R},
$$

$$
\delta : I_1 \times I_1 \to \{0, 1\}
$$

such that

$$
\xi(i) \leq \epsilon_1,
$$

$$
\sum_{j \in I_1} \delta(j, i) = 1,
$$

$$
\sum_{c=1}^{n} \phi(c) D(T_c g_i \| T_c g_j) \geq \xi(i),
$$

$$
\sum_{c=1}^{n} \phi(c) D(T_c g_a \| T_c g_j) \leq \xi(i) + (1 - \delta(j, i)) M,
$$

where $M = \max_{c \in \{1, \ldots, n\}} \max_{i,j \in I_1} D(T_c g_i \| T_c g_j)$, and $i, j \in I_1$.

**Proof:** See Appendix B.

By Proposition 2, Problem (11) is equivalent to the following MILP:

$$
\max_{\phi} \sum_{c=1}^{n} \phi(c) \mathbb{E} [D(T_c g_1 \| T_c f)]
$$

subject to

$$
\sum_{c=1}^{n} \phi(c) D(T_c g_i \| T_c g_j) \geq \epsilon_2
$$

for $i \in I_2$ and $j \in \{1, \ldots, |G|\}$,

$$
\xi(i) \leq \epsilon_1 \quad \text{for } i \in I_1,
$$

$$
\delta(j, i) \in \{0, 1\} \quad \text{for } i, j \in I_1,
$$

$$
\sum_{c=1}^{n} \phi(c) = 1
$$

$$
\phi(c) \geq 0 \quad c \in \{1, \ldots, n\},
$$

$$
\sum_{j \in I_1} \delta(j, i) = 1 \quad \text{for } i \in I_1,
$$

$$
\sum_{c=1}^{n} \phi(c) D(T_c g_i \| T_c g_j) \geq \xi(i) \text{ for } i, j \in I_1,
$$

for $i, j \in I_1$.

A global optimal solution to Problem (20) can be obtained using branch-and-bound methods on a linear program solver [46].

### VI. Decentralized QCD with Independent Sensor Observations

We assume that the sequence of random variables $X_1, X_2, \ldots$ satisfy the observations obtained at each sensor at any time instance are independent before the change point, and conditionally independent given $I$ after the change point. The observation obtained by the $k$-th sensor at time $t, X_{k,t}$, taking values in $\mathcal{X}$, satisfy the following:

$$
\begin{cases}
X_{k,t} \sim f_k & \text{i.i.d. for all } t < \nu, \\
X_{k,t} \sim g_{k,i} & \text{i.i.d. for all } t \geq \nu,
\end{cases}
$$

for $k \in \{1, \ldots, K\}$. The observations $X_1, X_2, \ldots, X_{K,t}$ are mutually independent, $\nu \geq 0$ is an unknown but deterministic change point and $i$ is the realization of the random variable $I$ which remains fixed for all $t \geq \nu$. We denote the marginal distribution of $X_{k,t}$ under $f$ and $g_i$ as $f_k$ and $g_{k,i}$ respectively.

For the task of privacy-aware decentralized QCD, we apply a memoryless privacy mechanism locally at each sensor $k$ for $k \in \{1, \ldots, K\}$. For each sensor $k$, a local privacy mapping or sanitization channel $q_k$ maps the observation $X$ to $\mathcal{X}$ obtained at sensor $k$ to a random variable $Y \in \mathcal{Y}$, where $\mathcal{Y}$ is a discrete alphabet such that $|\mathcal{Y}| \leq |\mathcal{X}|$. The local privacy mechanism $q_k$ can be represented by a conditional probability $P(Y = y \mid X = x)$. Let $T_{q_k}$ be a column-stochastic matrix with $[T_{q_k}]_{y,x} = P(Y = y \mid X = x)$ where $[T_{q_k}]_{y,x}$ denotes the $(y,x)$ entry of the matrix $T_{q_k}$. Likewise, we represent a distribution $h$ on $\mathcal{X}$ as a column vector with $[h]_x = h(x)$ and similarly for a distribution on $\mathcal{Y}$.

At each time $t$ and sensor $k$, we apply the local sanitization channel $q_k$ to obtain $Y_{k,t} = q_k(X_{k,t})$. The sanitized signal $Y_{k,t}$ is generated i.i.d. by the distribution $T_{q_k} f_k$ in the pre-change regime and by the distribution $T_{q_k} g_{k,i}$ in the post-change regime, for some $1 \leq i \leq |G|$. For a fixed set of sanitization channels $\{q_1, \ldots, q_K\}$, we let $\tilde{G}_{\{q_1, \ldots, q_K\}} = \{\tilde{g}_1, \ldots, \tilde{g}_{|G|}\}$ to be the set of possible post-change distributions where $\tilde{g}_j$ is the post-change distribution generating the sanitized signal by applying the set of sanitization channels $\{q_1, \ldots, q_K\}$ to the observations generated by $g_i$ for some $i \in \{1, \ldots, |G|\}$.

#### A. Algorithms for Decentralized Privacy-Aware QCD

For the task of decentralized privacy-aware QCD, the sanitization channels are only allowed to use local observations to achieve sanitization of the signal. This introduces additional constraints on the structure of the sanitization channel $q$. In this section, we present algorithms for solving Problems (9) and (11) for the task of decentralized privacy-aware QCD.
B. Maximal Leakage Privacy

In this subsection, we present the Local Exact Method which solves Problem (9) exactly and has computational complexity that scales linearly with respect to the number of sensors \( K \).

First, for each conditional pmf \( P_{j|j} \) satisfying \( \mathbb{P}(J = j | I = i) \in \{0, 1\} \) for all \( 1 \leq i \leq |G| \), \( 1 \leq j \leq |G| \) and \( \mathcal{L}(I \rightarrow J) \leq \epsilon \), we solve the following problem:

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}[D(T_{q_1} \| T_{q_2} | f_k)] \\
\text{subject to} & \quad \mathbb{P}(J = j | I = i) = 1, \quad \mathcal{L}(I \rightarrow J) \leq \epsilon, \\
& \quad \text{for all } i, j, \end{align*}
\]

for \( k \in \{1, \ldots, K\} \). Similar to Problem (13), Problem (22) is maximizing a convex function over a convex bounded polytope. Therefore, we are able to solve Problem (22) by enumerating over the finite number of extreme points on the convex bounded polytope.

Next, for each \( k \in \{1, \ldots, K\} \), we let \( q_k^*(P_{j|j}) \) be an optimal solution to Problem (22) corresponding to the conditional probability distribution \( P_{j|j} \) and solve the following problem:

\[
\begin{align*}
P_{j|j}^* &= \arg\max_{P_{j|j}} \sum_{k=1}^K \mathbb{E}[D(T_{q_k}^{P_{j|j}}(P_{j|j}) \| T_{q_k}^{P_{j|j}}(P_{j|j}))] \\
\text{subject to} & \quad \mathbb{P}(J = j | I = i) \in \{0, 1\} \quad \text{for all } i, j, \\
& \quad \mathcal{L}(I \rightarrow J) \leq \epsilon. \end{align*}
\]

There is a maximum of \( \binom{G}{2} \) conditional distributions \( P_{j|j} \) that satisfy \( \mathcal{L}(I \rightarrow J) \leq \epsilon \) where \( m = |2^G| \) and \( \binom{G}{2} \) is the Stirling number of the second kind [42]. Thus, a solution for Problem (23) can be obtained by enumerating over the finite set of conditional probabilities \( P_{j|j} \).

In the next proposition, we show that the set of sanitization channels obtained by the Local Exact method above is an optimal solution to Problem (9) under the decentralized QCD setting.

**Proposition 3.** Suppose the observations follow the signal model described in (21). Under the decentralized QCD setting, \( \{q_k^*(P_{j|j}), \ldots, q_k^*(P_{j|j})\} \) is an optimal solution to Problem (9). In particular, if \( g_{1,i} = g_{2,i} = \ldots = g_{K,i} \) for \( i \in \{1, \ldots, G\} \) then \( \{q_k^*(P_{j|j}), \ldots, q_k^*(P_{j|j})\} \) is an optimal solution to Problem (9).

**Proof:** See Appendix C.

C. Sequential Hypothesis Testing Privacy

Similar to the general case, Problem (10) for the decentralized privacy-aware QCD problem is non-convex as the constraints \( K_1(T_q) \leq \epsilon_1 \) and \( K_2(T_q) \geq \epsilon_2 \) are non-convex. We use a restricted sanitization model to improve the computational tractability of Problem (10). However, in the decentralized version of the problem, each sensor is allowed to select its sanitization channel independent of the rest of the sensors. Let \( C_k = \{q_{k,1}, q_{k,2}, \ldots, q_{k,n}\} \) be a finite set of local sanitization channels at sensor \( k \) with column-stochastic matrices \( T_{k,1}, \ldots, T_{k,n} \). At each time instance \( t \), we assume that sensor \( k \) obtains an observation \( Y_{k,t} = (Z_{k,t}, A_{k,t}) \) where \( Z_{k,t} = q_{A_{k,t}}(X_{k,t}) \) is a randomized function of the random variable \( X_{k,t} \) under the sanitization channel \( q_{A_{k,t}} \). We further assume that \( \{A_{k,t} \} \in \mathbb{N} \) are i.i.d. generated with distribution \( \phi_k \).

Under the restricted sanitization model, rather than designing the sanitization channel \( q \) we design the distribution \( \phi_k \) that samples the sanitization channel \( q_{A_{k,t}} \) from \( C_k \) at each sensor \( k \) and time instance \( t \). We then apply \( q_{A_{k,t}} \) to \( X_{k,t} \) to locally sanitize the signal.

Using similar arguments from [41], the asymptotic ARL-EWADD trade-off of the GLR CuSum stopping time under the restricted sanitization model is given as

\[
\text{EWADD}(\omega_\eta) = \mathbb{E} \left[ \log \frac{\gamma}{\sum_{k=1}^n \phi_k(\epsilon) D(T_{q_k} | T_{q_{k,0}})} \right] (1 + o(1)),
\]

as \( \gamma \rightarrow \infty \). We also have

\[
\mathbb{E}[D(T_q g_q | T_q f)] = \mathbb{E} \left[ \sum_{k=1}^n \phi_k(\epsilon) D(T_{q_k} | T_{q_{k,0}}) \right].
\]

Thus, Problem (10) becomes

\[
\begin{align*}
\text{maximize} & \quad \sum_{k=1}^n \sum_{c=1}^n \phi_k(c) E[D(T_{q_k} | T_{q_{k,0}})] \\
\text{subject to} & \quad \sum_{i=1}^n \sum_{j=1}^n \phi(c) D(T_{q_k} | T_{q_{k,0}}) \leq \epsilon_1, \\
& \quad \sum_{k=1}^n \phi(c) = 1, \\
& \quad \phi(c) \geq 0, \quad c \in \{1, \ldots, n\} \quad \text{and} \quad k \in \{1, \ldots, K\}, \\
& \quad \sum_{k=1}^n \phi(c) D(T_{q_k} | T_{q_{k,0}}) \geq \epsilon_2, \quad \text{for } i \in I_2 \quad \text{and} \quad j \in \{1, \ldots, G\}.
\end{align*}
\]

Using similar arguments from Proposition 2, Problem (24) is equivalent to the following MILP,

\[
\begin{align*}
\text{maximize} & \quad \sum_{k=1}^n \sum_{c=1}^n \phi(c) E[D(T_{q_k} | T_{q_{k,0}})] \\
\text{subject to} & \quad \sum_{i=1}^n \sum_{j=1}^n \phi(c) D(T_{q_k} | T_{q_{k,0}}) \leq \epsilon_1, \\
& \quad \sum_{k=1}^n \phi(c) = 1, \\
& \quad \phi(c) \geq 0, \quad c \in \{1, \ldots, n\} \quad \text{and} \quad k \in \{1, \ldots, K\}, \\
& \quad \sum_{k=1}^n \phi(c) D(T_{q_k} | T_{q_{k,0}}) \geq \epsilon_2, \quad \text{for } i \in I_2 \quad \text{and} \quad j \in \{1, \ldots, G\}.
\end{align*}
\]
A global optimal solution to Problem (25) can be obtained using branch-and-bound methods on a linear program solver [46].

VII. NUMERICAL EXPERIMENTS

In this section, we present numerical results of experiments of the various methods introduced under the different signal models. The simulations were performed using MATLAB R2017a on a laptop with Intel(R) Core(TM) i7-6500U CPU@2.50GHz and 16.0GB RAM.

A. Privacy-Aware QCD

![Trade-off between E[D(Tqg,Tqf)] and privacy budget ϵ](image)

Fig. 1: Trade-off between the privacy budget ϵ and the expected KL divergence E[D(Tqg,Tqf)] for the Exact and augmented Lagrangian method.

1) Maximal Leakage Privacy: In this subsection, we present numerical results for the privacy-aware QCD task under the maximal leakage privacy metric. We consider the signal model with pre-change distribution f, set of possible post-change distribution G = {g1, g2, ..., g|G|} where f and G are randomly generated, uniform prior p1 on the pre-change distributions and X = Y = {1, 2, ..., |G|}.

Using algorithms described in Section V-A, we solve the relaxed channel design problem (9) exactly and problem (14) using the augmented Lagrangian method. First, we present results to illustrate the trade-off between the privacy budget ϵ and the expected KL divergence in Figs. 2 to 4, we plot the pmf of the original distributions, sanitized distributions when ϵ = log2 1 and sanitized distributions when ϵ = log2 3, respectively. In Fig. 1, the expected KL divergence obtained by each of the methods is plotted against the privacy budget ϵ. When the privacy budget ϵ = log2 5 ≈ 2.3, the privacy constraint Lmax(I → J) ≤ ϵ becomes redundant as it is trivially satisfied. Problem (4) then reduces to a standard QCD problem without any sanitization of the observations. It should be noted that two graphs intersect the y-axis at a positive value rather than at zero. This is because when our privacy budget ϵ is zero, we only remove all information that allows us to identify the post-change distributions. Thus, it is possible to distinguish the post-change distributions from the pre-change distribution in some cases. As the augmented Lagrangian method only guarantees local optimality, the channel obtained by solving Problem (14) achieves a lower value of the objective function as compared to the channel obtained by solving Problem (9). Next, we plot the compute time required for each of the methods against the privacy budget ϵ in Fig. 5. The results indicate that the augmented Lagrangian method requires significantly lesser compute time compared to the Exact method. It should be noted that the compute time required by the Exact Method is directly proportional to |G|.

The peak observed in Fig. 5 corresponds to |G| = 5 when |G| = 5.
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Fig. 2: Pmf of pre- and post-change distributions.

![Probability mass functions of sanitized distributions](image)

Fig. 3: Pmf of pre- and post-change sanitized distributions for ϵ = log2 1.

2) Sequential Hypothesis Testing Privacy: In this subsection, we present numerical results for the centralized QCD task under the sequential hypothesis testing privacy metric. We consider the signal model with pre-change distribution f, set of possible post-change distribution G = {g1, g2, ..., g6} with I1 = {1, 2, 3} and I2 = {4, 5, 6}, a uniform prior p2 on the post-change distributions, X = Y = {1, 2, 3, 4} and the

\[
\sum_{k=1}^{K} \sum_{c=1}^{n} \phi_k(c)D(T_{qg_k,c} \| T_{qf,c}) \geq \epsilon_2
\]

for \(i \in I_2\) and \(j \in \{1, \ldots, |G|\}\),

\[
\sum_{k=1}^{K} \sum_{c=1}^{n} \phi_k(c)D(T_{qg_k,c} \| T_{qf,c}) \geq \xi(t)
\]

for \(i, j \in I_1\).

A global optimal solution to Problem (25) can be obtained using branch-and-bound methods on a linear program solver [46].
Fig. 4: Pmf of pre- and post-change sanitized distributions for $\epsilon = \log_2 3$.

Fig. 5: Comparison of the time taken to solve the relaxed channel design problem for the Exact and augmented Lagrangian method.

Fig. 6: Pmf of pre- and post-change original distributions.

Fig. 7: Pmf of pre- and post-change sanitized distributions for $\epsilon_1 = 0.0012$ and $\epsilon_2 = 0.0024$.

Fig. 8: Trade-off between the privacy budget $\epsilon_1$ and the expected KL divergence for different distinguishability levels $\epsilon_2$.

set of deterministic functions from $X$ to $Y$ as the finite set of sanitization channel $C$. We generate $f$ and $G$ randomly.

Using algorithms described in Section V-B, we solve the relaxed channel design problem (11) by solving the MILP in Problem (20). By the data processing inequality $K_1(T_q) \leq \max_{i \in I_1} \min_{j \in I_1} D(g_i \parallel g_j) = 0.9387$ and $K_2(T_q) \leq \min_{i \in I_2} \min_{j \in I_1 \cup I_2} D(g_i \parallel g_j) = 0.0855$, thus we focus our attention to the region where $0 \leq \epsilon_1 \leq 0.9387$ and $0 \leq \epsilon_2 \leq 0.0855$. In Figs. 6 and 7, we plot the pmf of the original distributions, sanitized distributions when $\epsilon_1 = 0.0012, \epsilon_2 = 0.0024$, respectively. We compare the trade-off between the privacy $\epsilon_1$ of $I_1$ in $G$ and the expected KL divergence in Fig. 8 and the trade-off between the distinguishability $\epsilon_2$ of $I_1$ in $G$ and the expected KL divergence in Fig. 9. In both Fig. 8 and Fig. 9, we observe that the average KL divergence increases as $\epsilon_1$ increases and $\epsilon_2$ decreases which is consistent with the behaviour expected of the optimal value of Problem (11).

B. Decentralized Privacy-Aware QCD

1) Maximal Leakage Privacy: In this subsection, we present numerical results for the decentralized QCD task under the maximal leakage privacy metric. We consider the signal model described in (21). We generate $f_k$ and $g_{k,i}$ randomly.
Trade-off between $E[D(TqgI \parallel Tqf)]$ and distinguishability of $G_2$ in $G$

![Graph showing trade-off between $E[D(TqgI \parallel Tqf)]$ and distinguishability of $G_2$ in $G$.]

Fig. 9: Comparison of trade-off between the distinguishability $\epsilon_2$ of $I_2$ in $G$ and the expected KL divergence for different privacy $\epsilon_1$ of $I_1$ in $G$.

such that $g_{k_1,i} = g_{k_2,i}$ for all $k_1, k_2 \in \{1, \ldots, K\}$ and $i \in \{1, \ldots, 5\}$, use a uniform prior $p_\ell$ on the post-change distributions and let $\mathcal{X} = \mathcal{Y} = \{1, 2, \ldots, 5\}$.

![Graph showing trade-off between $E[D(TqgI \parallel Tqf)]$ and privacy budget $\epsilon$.]

Fig. 10: The trade-off between the expected KL divergence and the privacy budget $\epsilon$ for different number of sensors.

![Graph showing relationship between $E[D(TqgI \parallel Tqf)]$ and number of sensors $K$.]

Fig. 11: The expected KL divergence achieved by the solved sanitization channel for different number of sensors.

We solve the relaxed channel design problem (9) using the Local Exact method described in Section VI-B for different number of sensors $K$. In Fig. 10, we plot the trade-off between the expected KL divergence and the privacy budget $\epsilon$ for different number of sensors $K$. In Fig. 11, we plot the expected KL divergence for the privacy budget $\epsilon = 0, 1, \log_2 5$ as the number of sensors vary between 1 and 150. The results from the experiments indicate that for the case where the signal observed at each of sensors are identically distributed, the expected KL divergence grows linearly with respect the number of sensors $K$. Next, we compare the compute time taken to solve Problem (9) using the Exact method and the Local exact method. We solve the relaxed channel design problem (9) with a privacy budget of $\epsilon = 1$ using the Exact method described in Section V-A and the Local Exact method described in Section VI. In Fig. 12, we plot the compute time required to solve Problem (9) against the number of sensors $K$ for the Exact method and the Local exact method respective. The simulation result indication that the compute time required by Exact method increases exponentially with respect to the number of sensors $K$ while the compute time required by the Local Exact method remains reasonably low.

2) Sequential Hypothesis Testing Privacy: In this subsection, we present numerical results for the decentralized QCD task under the sequential hypothesis testing privacy metric. We consider the signal model described in (21). We generate $f_k$ and $g_{k,i}$ randomly such that $g_{k_1,i} = g_{k_2,i}$ for all $k_1, k_2 \in \{1, \ldots, K\}$ and $i \in \{1, \ldots, 6\}$, use a uniform prior $p_\ell$ on the post-change distributions, partition the index set of $G$ into $I_1 = \{1, 2, 3, 4\}$ and $I_2 = \{5, 6\}$, and let $\mathcal{X} = \mathcal{Y} = \{1, 2, 3\}$.

![Graph showing compute time taken to solve a set of sanitization channels.]

![Graph showing relationship between $E[D(TqgI \parallel Tqf)]$ and number of sensors $K$.]

Fig. 12: Comparison of compute time for the Exact and Local Exact method.

We solve the relaxed channel design problem (9) using by solving the MILP described in Section VI-C for the privacy budget $\epsilon_1 = 0.025, \epsilon_2 = 0.05$. In Fig. 13, we present the simulation results to illustrate the relationship between the number of sensors and the expected KL divergence under the decentralized signal model. As the number of sensor increases, the privacy constraint $K_1(T_q) \leq \epsilon_1$ becomes more difficult to satisfy and the distinguishably constraint $K_2(T_q) \geq \epsilon_2$ becomes easier to satisfy. Thus, we do not expect that the expected KL divergence to grow linearly with the number of sensors. The simulation indicates that the expected KL divergence does not increase linearly with the number of sensors $K$.

Next, we present the relationship between the average compute time required to solve Problem (9) and the number of sensors $K$. In Fig. 11, we plot the expected KL divergence for the privacy budget $\epsilon = 0, 1, \log_2 5$ as the number of sensors vary between 1 and 150. The results from the experiments indicate that for the case where the signal observed at each of sensors are identically distributed, the expected KL divergence grows linearly with respect the number of sensors $K$. Next, we compare the compute time taken to solve Problem (9) using the Exact method and the Local exact method. We solve the relaxed channel design problem (9) with a privacy budget of $\epsilon = 1$ using the Exact method described in Section V-A and the Local Exact method described in Section VI. In Fig. 12, we plot the compute time required to solve Problem (9) against the number of sensors $K$ for the Exact method and the Local exact method respective. The simulation result indication that the compute time required by Exact method increases exponentially with respect to the number of sensors $K$ while the compute time required by the Local Exact method remains reasonably low.
of sensors \( K \). We randomly generate 500 sets of distributions satisfying \( g_{k_1, i} = g_{k_2, i} \) for all \( k_1, k_2 \in \{1, \ldots, K \} \) and \( i \in \{1, \ldots, 6 \} \). For each set of distribution, we randomly sample \( \epsilon_1 \) with uniform probability in the interval \( [0, \max_{i \in I_1} \min_{j \in I_1} D(g_i \| g_j)] \) and \( \epsilon_2 \) with uniform probability in the interval \( [0, \min_{i \in I_2} \min_{j \in I_1 \cup I_2} D(g_i \| g_j)] \). In the event when the sampled \( \epsilon_1, \epsilon_2 \) makes Problem (9) infeasible, we resample \( \epsilon_1, \epsilon_2 \). The compute time taken to solve the MILP for each set of distributions is recorded and the relationship between the average compute time and the number of sensors \( K \) is present in Fig. 14. The simulation results suggests that the average compute time increases with respect to the number of sensors \( K \) in a super-linear manner. This may be a potential challenge for applications when the number of sensors is large.

Fig. 13: The trade-off between the expected KL divergence and the privacy budget \( \epsilon \) for different number of sensors.

Fig. 14: Relationship between average compute time and the number of sensors \( K \).

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a framework for privacy-aware QCD using two different privacy metrics for both centralized and decentralized QCD tasks. We also proposed optimization problems for which the solution provides a sanitization channel where the GLR CuSum stopping time is asymptotically optimal under each of the scenarios. We derived relaxations to the channel design problem and provided algorithms to obtain exact solutions to the relaxed channel design problem. For the maximal leakage privacy metric, a continuous relaxation for the channel design problem is proposed so that locally optimal solutions can be obtained when the exact solutions are computationally intractable. An algorithm that scales linearly with the number of sensors is also proposed for the decentralized QCD tasks when the signal received at the sensors are mutually independent. One drawback of the proposed signal and sanitization model for privacy-aware QCD under maximal leakage privacy metric is the discreteness of the privacy constraint \( L_{max}(I \rightarrow J) \). Using a randomization of multiple possible sanitization channels, the privacy constraint \( L_{max}(I \rightarrow J) \) is able to achieve a continuous interval of values. The optimization problem related to this new channel design problem is, however, much harder to solve and is a potential direction for future work.

For the sequential hypothesis testing privacy metric, a modified sanitization model is proposed to relax the channel design problem into a MILP for both centralized and decentralized QCD tasks. One interesting direction of future work can be done to determine the pairs \( (\epsilon_1, \epsilon_2) \) where Problem (11) is feasible. It will also be interesting to design an algorithm with computation complexity that grows sub-linearly with the number of sensors for the decentralized QCD task with the sequential hypothesis testing privacy metric.

APPENDIX A

PROOF OF PROPOSITION 1

We define the following matrices \( \Delta \in \mathbb{R}^{G \times U} \), \( \Theta \in \mathbb{R}^{\gamma^{r-1} \times G} \), \( \Phi_0 \in \mathbb{R}^{U \times \gamma^{r-1}} \) and \( \Phi_1 \in \mathbb{R}^{U \times \hat{G}} \) such that

\[
[\Delta]_{i,u} = P_{U|I}(u \mid i)P_I(i),
\]

\[
[\Theta]_{j,v^r,t} = P_{\gamma^r \rightarrow I|j}(v^r \mid j),
\]

\[
[\Lambda]_{j,i} = = P_{J|j}(j \mid i),
\]

and

\[
[\Phi_0]_{u,y^r:t} = \begin{cases} 
1 & \text{if } u = \arg \max_{u \in U} P_{U,Y^r:t}(u, y^r:t), \\
0 & \text{otherwise}. 
\end{cases}
\]

\[
[\Phi_1]_{u,j} = \begin{cases} 
1 & \text{if } u = \arg \max_{u \in U} P_{U,J}(u, j), \\
0 & \text{otherwise}. 
\end{cases}
\]

For a fixed random variable \( U \) that is a randomized function of \( I \), we have

\[
\sum_{y^{r:t}} \max_{u \in U} P_{U,Y^r:t}(u, y^{r:t}) = \sum_{y^{r:t}} \max_{u \in U} \sum_{j=1}^{(|\hat{G}|)} \sum_{i=1}^{(|G|)} P_{J,I,Y^r:t}(j, i, y^{r:t}, u)
\]

\[
= \sum_{y^{r:t}} \max_{u \in U} \left( \sum_{i=1}^{(|\hat{G}|)} P_{I}(i) \left( \sum_{j=1}^{(|\hat{G}|)} P_{Y^r:t,J}(j, y^{r:t}) P_{J|I}(j \mid i) \right) \right).
\]
Similarly, we have
\[
\sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J}(u,j) = \sum_{j=1}^{\tilde{g}_i} \max_{u \in U} \sum_{y_{\nu,t}} P_{t,J,Y_{\nu,t}}(j,i,y_{\nu,t}, u) = \sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J}(u | i) P_I(i) P_{J|I}(j | i).
\]

From (26) and (27), we can see that (28) and (29) can be expressed using matrix operations
\[
\sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J}(u,j) = \text{Trace} (\Lambda \Delta \Phi_1),
\]
\[
\sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J,Y_{\nu,t}}(u,y_{\nu,t}) = \text{Trace} (\Lambda \Delta \Phi_0),
\]

Furthermore, \( \Phi_1 \) is a solution to the following problem,
\[
\Phi_1 = \arg \max_{\Gamma} \text{Trace}(\Lambda \Delta \Gamma),
\]
where the maximization is taken over all column stochastic matrices \( \Gamma \). Since \( \Phi_0, \Theta \) are column stochastic matrices, we have
\[
\text{Trace}(\Lambda \Delta \Phi_0 \Theta) \leq \text{Trace}(\Lambda \Delta \Phi_1),
\]
and thus
\[
\sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J,Y_{\nu,t}}(u,y_{\nu,t}) \leq \sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J}(u,j).
\]

Hence, for a fixed random variable \( U \) that is a randomized function of \( I \), we have
\[
\sum_{y_{\nu,t}} \max_{u \in U} P_{t,J,Y_{\nu,t}}(u,y_{\nu,t}) \leq \sum_{j=1}^{\tilde{g}_i} \max_{u \in U} P_{t,J}(u,j).
\]

Using the following equations \[31\],
\[
\mathcal{L}_{\max}(I \rightarrow Y_{\nu,t}) = \sup_{U} \sum_{y_{\nu,t}} \max_{u \in U} P_{t,J,Y_{\nu,t}}(u,y_{\nu,t}) \max_{u \in U} P_{t,J}(u),
\]
\[
\mathcal{L}_{\max}(I \rightarrow J) = \sup_{U} \sum_{j} \max_{u \in U} P_{t,J}(u,j) \max_{u \in U} P_{t,J}(u).
\]

to compute maximal leakage, where the supremum is taken over all randomized functions \( U \) of \( I \), we have
\[
\mathcal{L}_{\max}(I \rightarrow Y_{\nu,t}) \leq \mathcal{L}_{\max}(I \rightarrow J).
\]

The proof is now complete.

\textbf{APPENDIX B}

\textbf{PROOF OF PROPOSITION 2}

(\( \Rightarrow \)) Suppose the distribution \( \phi \) on \( \{1, \ldots, n\} \) satisfies (15). Define \( \xi : I_1 \rightarrow \mathbb{R} \) and \( \delta : I_1 \times I_1 \rightarrow \{0,1\} \) such that
\[
\xi(i) = \min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j) \quad \text{for } j \in I_1,
\]
\[
\delta(j,i) = \begin{cases} 1 & \text{if } j = \text{arg min}_{c=1}^{n} \sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j), \\ 0 & \text{otherwise}. \end{cases}
\]

We can check that \( \xi \) and \( \delta \) as defined satisfy (16) to (19).

(\( \Leftarrow \)) Now suppose that there exist functions \( \xi : I_1 \rightarrow \mathbb{R} \) and \( \delta : I_1 \times I_1 \rightarrow \{0,1\} \) such that the distribution \( \phi \) on \( \{1, \ldots, n\} \) satisfies (16) to (19). Fix \( i \in I_1 \). From (18), we have
\[
\sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j) \geq \xi(i),
\]
for each \( j \in I_1 \). Taking minimum over \( j \in I_1 \), we obtain
\[
\min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j) \geq \xi(i).
\]

From (17), we have
\[
\sum_{j \in I_1} \delta(j,i) = 1.
\]

Since \( \delta(j,i) \in \{0,1\} \), there exists a unique \( j' \) such that \( \delta(j',i) = 1 \). Putting this together with (19), we obtain
\[
\min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j) = \xi(i).
\]

By (16), we obtain
\[
\max_{i \in I_1} \min_{j \in I_1} \sum_{c=1}^{n} \phi(c) D(T_c g_i || T_c g_j) \leq \epsilon_1.
\]

The proposition is proved.

\textbf{APPENDIX C}

\textbf{PROOF OF PROPOSITION 3}

Let \( q_1^+, \ldots, q_K^+ \) be an optimal solution to Problem (9) under the decentralized QCD setting, \( P_{j|i}^+ \) be the corresponding conditional probability distribution of \( J \) given \( I \), and \( \mu^+ \) be the corresponding optimal value.

Since the observations obtained by the sensors are mutually independent, we have
\[
\mathbb{E} \left[ D(\tilde{g}_I || f) \right] = \sum_{k=1}^{K} \mathbb{E} \left[ D(T_{q_k} g_k,J || T_{q_k} g_k) \right].
\]

By our construction of \( q_k^+(P_{j|i}) \), we have
\[
\mathbb{E} \left[ D(T_{q_k^+} (p_{j|i}) g_k,J || T_{q_k^+} (p_{j|i}) g_k) \right] \geq \mathbb{E} \left[ D(T_{q_k} g_k,J || T_{q_k} g_k) \right],
\]
for each \( k \in \{1, \ldots, K\} \). Let \( \mu^+ \) be the value achieved by the cost function in Problem (9) corresponding to \( \{q_1^+(P_{j|i}), \ldots, q_K^+(P_{j|i})\} \) and we obtain
\[
\mu^+ = \sum_{k=1}^{K} \mathbb{E} \left[ D(T_{q_k^+} (p_{j|i}) g_k,J || T_{q_k^+} (p_{j|i}) g_k) \right] \geq \sum_{k=1}^{K} \mathbb{E} \left[ D(T_{q_k} g_k,J || T_{q_k} g_k) \right] = \mu^+. \]
where the inequality from (31) to (32) is a consequence of our choice of $P^{\ast}_{J|I}$ in (23) and the inequality from (32) to (33) is obtained by summing (30) over $k \in \{1, \ldots, K\}$. Since $P^{\ast}_{J|I}$ also satisfies
\[
\mathcal{L}(I \rightarrow J) \leq \epsilon,
\]
\[
\{q^*_{k}(P^{\ast}_{J|I})\}_{k=1}^{q} \}
\]
also is an optimal solution to Problem (9). The proof is now complete.

REFERENCES

[1] T. L. Lai, “Sequential changepoint detection in quality control and dynamical systems,” J. of the Roy. Statistical Soc., pp. 613–658, 1995.
[2] R. J. Bolton and D. J. Hand, “Statistical fraud detection: A review,” Statistical Sci., pp. 235–249, 2002.
[3] L. Lai, Y. Fan, and H. V. Poor, “Quickest detection in cognitive radio: A sequential change detection framework,” in IEEE Conf. Global Telecommun. IEEE, 2008, pp. 1–5.
[4] T. Banerjee, Y. C. Chen, A. D. Dominguez-Garcia, and V. V. Veeravalli, “Power system line outage detection and identification-A quickest change detection approach,” in Proc. IEEE Int. Conf. Acoust., Speech, and Signal Process. IEEE, 2014, pp. 3450–3454.
[5] E. S. Page, “Continuous inspection schemes,” Biometrika, vol. 41, no. 1/2, pp. 100–114, 1954.
[6] A. Tartakovski, I. Nikiforov, and M. Basseville, Sequential analysis: Hypothesis testing and changepoint detection. CRC Press, 2014.
[7] H. V. Poor and O. Hadijiadiis, Quickest detection. Cambridge University Press Cambridge, 2009, vol. 40.
[8] T. S. Lau and W. P. Tay, “A binning approach to quickest change detection with unknown post-change distribution,” IEEE Trans. Signal Process., vol. 67, no. 3, pp. 609 – 621, Feb. 2019.
[9] T. S. Lau and W. P. Tay, “Quickest change detection in the presence of a nuisance change,” IEEE Trans. Signal Process., vol. 67, no. 20, pp. 5281 – 5296, Oct. 2019.
[10] V. V. Veeravalli, “Decentralized quickest change detection,” IEEE Trans. Inf. Theory, vol. 47, no. 4, pp. 1657–1665, 2001.
[11] Y. Mei, “Information bounds and quickest change detection in decentralized decision systems,” IEEE Trans. on Inform. theory, vol. 51, no. 7, pp. 2669–2681, 2005.
[12] A. G. Tartakovski and V. V. Veeravalli, “Asymptotically optimal quickest change detection in distributed sensor systems,” Sequential Analysis, vol. 27, no. 4, pp. 441–475, 2008.
[13] O. Hadijiadiis, H. Zhang, and H. V. Poor, “One shot schemes for decentralized quickest change detection,” IEEE Trans. Inf. Theory, vol. 55, no. 7, pp. 3346–3359, 2009.
[14] T. Banerjee, V. V. Veeravalli, and A. Tartakovski, “Decentralized data-efficient quickest change detection,” in Proc. IEEE Int. Conf. Symp. Inform. Theory. IEEE, 2013, pp. 2587–2591.
[15] W. Wang, L. Ying, and J. Zhang, “On the relation between identifiability, differential privacy, and mutual-information privacy,” IEEE Trans. Inf. Theory, vol. 62, no. 9, pp. 5018–5029, Sep 2016.
[16] M. Sun and W. P. Tay, “Inference and data privacy in IoT networks,” in Proc. IEEE Workshop on Signal Proc. Advances in Wireless Commun., Hokkaidoa, Japan, Jul. 2017.
[17] M. Sun and W. P. Tay, “On the relationship between inference and data privacy in decentralized IoT networks,” IEEE Trans. Inf. Forensics Security, vol. 15, pp. 852 – 866, 2020, in press.
[18] C. Dwork, “Differential privacy,” in Proc. Int. Colloquium on Automata, Languages and Programming. Springer, 2006, pp. 1–12.
[19] S. Xiong, A. D. Sarwate, and N. B. Mandayam, “Randomized requantization with local differential privacy,” in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Processing, Shanghai, 2016, pp. 2198–2193.
[20] J. C. Duchi, M. I. Jordan, and M. J. Wainwright, “Local privacy and statistical minimax rates,” in Proc. IEEE Symp. on Foundations of Computer Science, Berkeley, 2013, pp. 429–438.
[21] R. Gupta and U. P. Rao, “Achieving location privacy through CAST in location based services,” IEEE J. Commum. Netw., vol. 19, no. 3, pp. 239–249, Jul. 2017.
[22] D. Boneh, E.-J. Goh, and K. Nissim, “Evaluating 2-DNF formulas on ciphersheets,” in Proc. Int. Conf. on Theory of Cryptography, Cambridge, MA, 2005, pp. 325–341.