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Abstract
While normalized bibliometric indicators are expected to resolve the subject-field differences between organizations in research evaluations, the identification of reference organizations working on similar research topics is still of importance. Research organizations, policymakers and research funders tend to use benchmark units as points of comparison for a certain research unit in order to understand and monitor its development and performance. In addition, benchmark organizations can also be used to pinpoint potential collaboration partners or competitors. Therefore, methods for identifying benchmark research units are of practical significance. Even so, few studies have further explored this problem. This study aims to propose a bibliometric approach for the identification of benchmark units. We define an appropriate benchmark as a well-connected research environment, in which researchers investigate similar topics and publish a similar number of publications compared to a given research organization during the same period. Four essential attributes for the evaluation of benchmarks are research topics, output, connectedness, and scientific impact. We apply this strategy to two research organizations in Sweden and examine the effectiveness of the proposed method. Identified benchmark units are evaluated by examining the research similarity and the robustness of various measures of connectivity.
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Introduction

In the practice of research management and evaluation, the identification of benchmark units is of importance. Research organization managers, policymakers and research funding providers tend to use benchmark units as points of comparison for a given research body in order to
understand and monitor its development and performance. They can further promote researchers to establish collaborations with colleagues at such organizations to learn and improve from benchmark units with excellent performance. Relatively often, comparison to benchmark organizations is also one of the cornerstones for further policy initiatives. For this reason, as bibliometric researchers, we often receive commissions in relation to the identification of benchmark units from both university administrators and research funder managers.

Few publications in the fields of scientometric studies and research evaluation have focused on this problem. To our knowledge, only three studies have explored the identification of benchmark units. One is an early study by Noyons et al., (1999, in which they introduce a strategy to identify benchmarks for a micro-electronic research center. Later, Carayol et al. (2012) propose a method for selecting peer universities and departments, and a study by Andersen et al. (2017) develop a bibliometric-based approach for choosing proper benchmarks. The explanations for the lack of studies on this topic might be threefold. One reason might be that normalized bibliometric indicators are frequently used to deal with differences in research fields and publication output between organizations, and this solution may be seen as sufficient. However, size still matters especially when evaluating the research performance of organizations that change in size over time (Andersen et al., 2017; Katz, 2000). Frenken et al. (2017, as cited in Rousseau, 2020) also consider that benchmarking of universities can be misleading, and indicate that “benchmarking is most meaningful between universities of a similar size” Field-normalized citation indicators that work well for large organizations and at a certain granularity of field classification may also be misleading for smaller organizations with a more narrow research focus (Ruiz-Castillo & Waltman, 2015; Zitt et al., 2005), where comparisons against relevant benchmarks may be more suitable. Another reason for this situation might be the inferior data quality of research addresses. The identification of benchmark units tends to be used for detecting comparable groups for university departments or research organizations at the equivalent level. As widely recognized, however, research address data at that level are tremendously confusing (e.g. Glänzel, 1996; Melin & Persson, 1996), which paralyzes publication retrieval for such research organizations. Therefore in practice, expert opinions have usually been adopted for the identification of benchmark units, which implies the understanding of benchmark depends on the expert’s perspective. Yet, experts may point out those outstanding organizations in their research areas, but it remains uncertain if those are comparable, and the experts may be unfamiliar with the research organizations that are located outside their particular regions. Furthermore, the lack of access to large-scale bibliographic databases may also hamper explorations on this topic.

Under such circumstances, the present work attempts to contribute to this important topic in the field of research evaluation and policy through a precise definition of benchmark research units and a well-connected framework for operationalization. To do so, we begin with an overview of the benchmark concept. It is then followed by the definition of a benchmark research unit and a set of criteria for the identification. Next, two research institutions are used as examples to demonstrate the present approach and evaluate its effectiveness. Finally, several different strategies are applied for the evaluation and validation of our results.

Overview of the benchmark concept

To provide an overview of how the term “benchmark” is used in general, we reviewed related studies. According to Ettorchi-Tardy et al. (2012), the benchmark method was first implemented by the Xerox Company where they compared the features and quality of their
productions with related competitors in order to lower the production costs (Fedor et al., 1996). At the same time, numerous companies, such as Ford, General Motors and AT&T (Pryor, 1989), also applied such methods for continuous quality improvement in production and management practices (Bi, 2017).

Since then, benchmark methods have become conceptualized (e.g. Jac Fitz-enz, 1993; Kumar et al., 2006; Moriatry, 2011). Here we list a few definitions. Camp (1989) consider benchmarks as the best industry practices and by the implementation of these practices, counterparts would achieve exceptional performance (Anand & Kodali, 2008); Lucerti et al. (1995) define benchmark method as an approach used for evaluating and improving the company performance in comparison with the companies with the best performance; Jansen et al. (2010) consider benchmark method as “systematic comparison of the performance of (parts of) organizations and their similar services, processes and routines, on the basis of predetermined indicators, with the goal that organizations can improve their performance by learning from one another” (pp. 214). As Amaral and Sousa (2009) summarized, despite subtle differences among these definitions, the core procedures and central purposes of applying benchmark methods remain rather similar, which is to improve the performance of organizations through comparing with and learning from the best.

In management practices, the use of benchmark methods has spread over companies in various industries “to improve their understanding of the most successful practices in their field” (González & Álvarez, 2001, pp. 518). Moreover, public administration has also adopted benchmark methods to enhance their services. Sankey and Padró (2016) present the findings of utilizing benchmarks that the Australasian Council on Open, Distance and E-learning created to assist higher education institutions to promote their e-learning activities. In their study, benchmarks are considered a quality improvement measure where universities are encouraged to self-assess against benchmarks and consequently improve their activities to meet expectations. Besides this, benchmark methods have been applied to promote e-government services (Jansen et al., 2010; Kromidha, 2012; Petrović et al., 2012), and also applied in New Zealand’s transportation system to improve the performance of transport and achieve sustainability and environmental targets (Henning et al., 2011).

We note that the term “benchmark” has also been used in many other scientific fields in recent years, for instance, researchers use benchmark methods in medical science to improve healthcare service quality (Ettorchi-Tardy et al., 2012; Tuzkaya et al., 2019). In the field of engineering and computer science especially machine learning and artificial intelligence, benchmark methods have been seen as essential for unbiased comparisons of the performance between relevant algorithms (Hoffmann et al., 2019; Hothorn et al., 2005; Kistowski et al., 2015).

Furthermore, studies exploring principles and methods to build and select benchmarks can be found in various research areas (e.g. Carpinetti & De Melo, 2002; Dattakumar & Jagadeesh, 2003; Huppler, 2009). For instance, Bast and Korzen (2017) build a benchmark for evaluating the quality of tools for text extraction from PDF; Lou and Yuen (2019) propose a method to construct benchmark test suites for examining the performance of evolutionary algorithms; Hougaard and Tvende (2002) and Hougaard and Keiding (2004) propose models of benchmark selections in operational research.
Definition and attributes of a benchmark research unit

In this section, we turn to the specific use of benchmarks in research evaluation and policy. As mentioned above, few previous studies in this field have investigated the identification of benchmark research organizations. Noyons et al. (1999) select benchmark institutes for a micro-electronics research center in order to analyze its position in the world. The identified benchmarks in their study present similar research profiles and publish a similar number of publications with the evaluative center. Carayol and colleagues (2012) consider that the quantity of scientific production and their impact are the two essential attributes for a benchmark unit. In addition to these two attributes, Andersen and colleagues stress the importance of research topics in the selection of benchmarks (2017). More specifically, they hold that “the topicality or subject profile” of a benchmark unit should be approximately similar to the treatment.

In practice, identifying benchmark research units is done for various reasons. Benchmark units can be used to compare, track and monitor the research performance of a given organization, while others might be interested in discovering similar research environments and further establishing collaboration relationships. Despite the difference in starting points, the premise of conducting such analyses lies in the existence of research similarities between a treatment and its benchmark units. We, therefore, consider similar research topics as the most important attribute for a benchmark research unit.

Second, a benchmark unit is expected to have a similar scale as the treatment. This is because the size of research organizations could greatly affect our assessment when tracking their academic performance over time. Scales of research organizations can be measured from various aspects, such as the number of researchers, research grants, and scientific output, etc. Yet, if the number of researchers is used to assess scales of organizations, other issues need to be considered, for instance, the structure of academic age, the combination of research and teaching time, and so forth. Besides this, it is less possible and feasible to acquire the detailed information of researchers and research funding for research organizations. Given these limitations, scientific output is more appropriate to measure the scales of organizations.

Furthermore, researchers at a benchmark unit are expected to be well connected, in other words, they should already have established collaboration relations to some extent. Of course, we acknowledge that researchers may not collaborate with their colleagues for many reasons. From the perspective of research management, a research unit with a certain degree of internal collaboration is more meaningful for further comparison and investigation.

The last attribute of benchmark units is research impact, which implies that a benchmark unit is expected to have a comparable or better research impact compared to the treatment. This is because the identification of excellent units could be helpful for the researchers at the treatment to learn from, collaborate with, and even surpass. The attribute of collaboration relations and research impact may not be necessary for certain analyses, however, it should be stressed that the present approach is quite flexible which allows users to adjust parameter values according to their specific perspective of analyses.

Based on these considerations, we conceive of a benchmark unit as a well-connected research environment where researchers work on the same topics, publish a similar number of papers, and present a comparable or better research impact in relation to the
treatment group during the same time period. The four essential attributes of a research organization to consider when identifying benchmark units are therefore, (i) research topics, (ii) scale, (iii) connectedness, and (iv) research impact.

**Methodology**

In this section, we elaborate on how to operationalize our definition of benchmark units, and we go through the four attributes in turn below.

**Research topics**

Delineating the research topics of an evaluative organization is the most important procedure for the identification of benchmarks. In this study, research topics were defined as publication clusters and constructed with the use of the clustering method of Waltman and Van Eck (2012, 2013) based on direct citation links. The reasons for choosing this strategy were summarized in Wang (2018). Our employed clustering system assigned around 36 million publications (namely, articles and reviews) into 5053 clusters.¹ These publications were published from 1980 to 2019 and were covered by the Web of Science (WoS) database. It has a similar scale compared to the one used in Leiden Ranking (2020), which consists of around 4000 clusters.²

---

¹ This study is based on data from the in-house bibliometric database (BIBMET) of the library at KTH.
² More detailed information on the fields in Leiden Ranking is available at https://www.leidenranking.com/information/fields.
Research topics of a treatment unit are, then, described by the clusters that include its publications. By mapping the distributions of the 15 research centers in Sweden, we conclude that the distributions of publications over clusters are usually highly skewed, as shown in Fig. 1, despite that most of the centers are not interdisciplinary oriented. It is of little significance to delineate the research profile of a treatment group using the clusters that only have an extremely small number of its publications. In addition to this, it should be noted that the size of clusters varies greatly in our clustering system. Over the 38 years, the largest cluster consists of around 56,000 publications, whereas the smallest has only 500. Therefore, it would be more reasonable to consider the relative number of a treatment group’s publications in each cluster when defining its dominant research topics.

To be specific, let \( p_{i,ts,te}^k \) denote the number of publications of evaluative unit \( i \) in cluster \( k \) from the year \( ts \) to \( te \), then its total number of publications can be expressed as \( P_{i,ts,te} = \sum p_{i,ts,te}^k \). Let \( k^i_{ts,te} \) denote the total number of publications in cluster \( k \) from the year \( ts \) to \( te \), and \( d_{i,ts,te}^k \) denote the share of publications for \( i \) in cluster \( k \), then we have

\[
d_{i,ts,te}^k = \frac{p_{i,ts,te}^k}{\sum p_{i,ts,te}^k}
\]

To pinpoint dominant clusters for unit \( i \), we intend to select the clusters with a high \( a \). Let \( r \) denote the rank of \( a \) in decreasing order, and it hence satisfies \( d_{i,ts,te}^{k(r)} \geq d_{i,ts,te}^{k(r-1)} \). Let \( d_{i,ts,te} \) denote the share of publications for unit \( i \) in the first \( n \) clusters, then we have

\[
d_{i,ts,te} = \frac{p_{i,ts,te}^{k(1)} + p_{i,ts,te}^{k(2)} + \cdots + p_{i,ts,te}^{k(r)} + p_{i,ts,te}^{k(n)}}{\sum p_{i,ts,te}^k} = \frac{\sum p_{i,ts,te}^{k(r)}}{\sum p_{i,ts,te}^k}
\]

To identify the dominant clusters, we require \( d_{i,ts,te} \geq d_{\text{min}} \) where \( d_{\text{min}} \) is a parameter that determines a minimum share of publications for unit \( i \) in the first \( n \) clusters. Moreover, we also need to avoid selecting the clusters with an extremely small number of publications for evaluative unit \( i \) and for treatment organization \( j \), which requires \( p_{i,ts,te}^{k(r)} \geq p_{\text{min}} \) and \( p_{j,ts,te}^{k(r)} \geq p_{\text{min}} \). The parameter \( p_{\text{min}} \) is used to define the minimum number of publications. By setting the parameter values, \( n \) clusters can be selected to delineate the research profile for unit \( i \).

**Scales**

As discussed above, the number of publications is used to assess the scale of research organizations. After the selection of the dominant clusters, publications between year \( ts \) and \( te \) in the \( n \) clusters can be aggregated into research organizations based on the affiliations of authors. Let \( P_{j,ts,te} \) denote the publications of organization \( j \) in the \( n \) clusters, which can be expressed as \( P_{j,ts,te} = \sum p_{j,ts,te}^{k(r)} \). As discussed, for a research unit to be considered as a benchmark, it should have a similar number of publications with the treatment, that is \( P_{j,ts,te} \in (P_{i,ts,te} - \Delta p, P_{i,ts,te} + \Delta p) \). \( \Delta p \) refers to the differences in the number of publications between evaluative unit \( i \) and treatment unit \( j \).

**Connectedness**

Researchers at a benchmark unit are expected to be connected to some extent. In this work, a weighted measure of the clustering coefficient (Opsahl & Panzarasa, 2009) has been applied to examine the extent to which researchers working at a benchmark unit are well connected. According to Opsahl and Panzarasa (2009), the clustering coefficient evaluates the total value of closed triplets in a weighted network in comparison with the total value.
of triplets. The higher the clustering coefficient, the more connected a network is. They have proposed several measures for calculating the weighted triplet value, including arithmetic, mean, geometric mean, maximum and minimum, and further indicated the choice of the weighted measure should be based on the research question at hand.

In our network, nodes represent researchers and links refer to the number of their collaborated publications. We assume that as long as researchers A and B, A and C have established collaboration relations respectively, B and C are then likely to collaborate. We, therefore, choose the minimum measure. Let \( h_{j,bs,te} \) denote the clustering coefficient of a benchmark unit, then we require that \( h_{j,bs,te} \geq h_{\text{min}} \), in which the parameter \( h_{\text{min}} \) is used to set the minimum clustering coefficient for treatment \( j \).

**Research impact**

A benchmark unit should present at least a comparable scientific impact in relation to the evaluative unit. This work uses PP(top 10%) to measure impact. PP(top 10%) is the proportion of the publications of an organization that is compared with the other publications with the same document type, in the same scientific fields and same year belong to the top 10% most frequently cited (Waltman & Schreiber, 2013). PP(top 10%) has been frequently used in research evaluation and university rankings. As introduced in the Leiden Ranking, fields of science tend to be defined by aggregations of related journals such as the WoS subject category system and the Scopus All Science Journal Classification. However, this approach is problematic to assign multidisciplinary journals to a specific field. Therefore, following the strategy applied in the Leiden Ranking, this analysis use citation-based clusters, as explained above, to define fields of science. The individual publication level classification system can assign each publication into one field, resolving the problem caused by multidisciplinary journals. Let \( c_{i,bs,te} \) denote the PP(top 10%) of unit \( i \). For an organization \( j \) to be considered as a benchmark, it should have at least a similar impact compared to the treatment, that is \( c_{j,bs,te} \geq c_{\text{min}} \). The parameter \( c_{\text{min}} \) defines the minimum PP(top 10%) for treatment \( j \).

In summary, a benchmark research unit should satisfy each of the following criteria:

1. it should present similar research interests with the treatment;
2. it should have a certain amount of research output published in the main research topics of the treatment;
3. it should have comparable research output;
4. its researchers should be well connected; and
5. it should exert at least a comparable scientific impact.

**Data**

Two research organizations are served as examples to demonstrate the proposed methods. The first is the Hero-m,\(^3\) at the Royal Institute of Technology. This center aims “to develop tools and competence for fast, intelligent, sustainable and cost-efficient product development for Swedish industry. Continuous scientific breakthroughs are exploited to enable

\(^3\) The current name of Hero-m is Hero-m 2 Innovation (Hero-m 2i) and that is a continuation of Hero-m.
design of materials from atomistic scales to finished products”. Based on the information available on their webpage, we collected 255 publications between 2007 and 2019. PP(top 10%) and connectivity of Hero-m are 19% and 0.39 respectively.

Another example is the Science for Life Laboratory (SciLifeLab), which uses as a national research infrastructure “for the advancement of molecular biosciences in Sweden”. It was established in 2010 and aims to provide access to advanced and latest facilities for life science researchers across major universities in Sweden, and hence research carried out at SciLifeLab have a broad range, “from understanding, diagnosing and treating diseases to microbial bioenergy production and environmental monitoring”. We collected 5284 WoS-covered publications for the SciLifeLab between 2007 and 2019, and its PP(top 10%) and connectivity are 22% and 0.37.

The two research institutes differ greatly in terms of scales and scopes of research activities. SciLifeLab covers rather broad research topics despite under the field of life science, while Hero-m shows a rather concentrated research interest on microstructure and mechanical properties of materials such as steels, cemented carbides, and advanced electronic materials. The use of these two cases enables us to further examine the performance of the present method. Detailed information regarding the research topics of Hero-m and SciLifeLab can be found in supplementary materials (Supplementary1 Research topics of Hero-m and SciLifeLab).

### Results

To examine the effectiveness and sensitiveness of this approach, two sets of parameter values were employed, which were summarized in Table 1. Specifically, we expect the first \( n \) clusters, ranked by the share of a treatment’s publications over clusters, to have about 80% of its total publications (\( d_{\text{min}} = 80P_{i,ts,te} \)). Furthermore, these clusters would be considered dominant only if they include more than five of the treatment’s publications (\( p_{\text{min}} = 5 \)). We further require the total publications of a potential benchmark in those dominant clusters to be within the range between 0.7 and 1.3 times the treatment’s total publications, which means \( \Delta p = 0.3 \). Also, the connectivity and PP(top 10%) of a benchmark

| Table 1 | Two sets of parameter values |
|---------|-------------------------------|
| Parameter sets for Hero-m | Parameter sets for SciLifeLab |
| Set—1 | Set—2 | Set—1 | Set—2 |
| \( d_{\text{min}} \) | 212 (80% \( P_{i,ts,te} \)) | 159 (60% \( P_{i,ts,te} \)) | 4227 (80% \( P_{i,ts,te} \)) | 3170 (60% \( P_{i,ts,te} \)) |
| \( p_{\text{min}} \) | 5 | 10 | 5 | 10 |
| \( \Delta p \) | 53 (30% \( P_{i,ts,te} \)) | 132.5 (50% \( P_{i,ts,te} \)) | 3785 (30% \( P_{i,ts,te} \)) | 2642 (50% \( P_{i,ts,te} \)) |
| \( c_{\text{min}} \) | 0.39 (\( c_{i,ts,te} \)) | 0.3 (80% \( c_{i,ts,te} \)) | 0.37 (\( c_{i,ts,te} \)) | 0.3 (80% \( c_{i,ts,te} \)) |
| \( h_{\text{min}} \) | 19% (\( h_{i,ts,te} \)) | 15% (80% \( h_{i,ts,te} \)) | 22% (\( h_{i,ts,te} \)) | 17.6% (80% \( h_{i,ts,te} \)) |

---

4 More detailed information regarding the Hero-m center is available at [https://www.kth.se/hero-m-2i/about-hero-m-2i](https://www.kth.se/hero-m-2i/about-hero-m-2i).

5 More information regarding SciLifeLab is available at [https://www.scilifelab.se/about-us](https://www.scilifelab.se/about-us).

6 Research at SciLifeLab: [https://www.scilifelab.se/research/?filter=all](https://www.scilifelab.se/research/?filter=all).
should be equal to or larger than the treatment \((c_{\text{min}} = c_{i,t,s,e})\) and \((h_{\text{min}} = h_{i,t,s,e})\). For the second set, the treatment’s publications in the dominant clusters should account for 60% of its total output and each dominant should include no fewer than 10 of the treatment’s publications. Accordingly, potential benchmarks are the research organizations that have publications in these dominant clusters. More specifically, a benchmark should satisfy the criteria that its total publications are between 0.5 and 1.5 times the treatment’s publications, and its connectivity and scientific impact are equal to or larger than 80% of the treatment. In short, the second set of parameters is

\[
d_{\text{min}} = 0.80P_{i,t,s,e}, \quad p_{\text{min}} = 5, \quad \Delta p = 0.3, \quad c_{\text{min}} = 0.80c_{i,t,s,e} \quad \text{and} \quad h_{\text{min}} = 0.80h_{i,t,s,e}.
\]

For Hero-m, the two sets of parameter values yielded 2 and 18 benchmark units respectively, and all identified from the first set of parameters were also founded by the second set. Table 2 presents the name and country of the identified organizations and also indicates that they were identified according to which set of parameters. The number of publications, connectivity, and PP(top10%) of each benchmark can be found in this table as well.

For SciLifeLab, no research organizations were identified with the use of the first set of parameters, this is mainly because of the criterion of research impact. The PP(top10%) of SciLifeLab is quite high at 22%, and unfortunately no potential benchmark units display an equivalent research impact using our methodology. As we relax parameter values, 102 benchmark units were identified for the SciLifeLab. We consider the number of identified organizations reasonable, the first set of parameter values is comparatively rigorous since it requires benchmark units to have quite similar characteristics with the treatment in each of

| Identified benchmark unit | Country | Set | No. of publications | Connectivity | PP(top10%) |
|---------------------------|---------|-----|---------------------|--------------|------------|
| University of Oxford     | UK      | Set—1 | 219                  | 0.44         | 28%        |
| University of Tennessee  | US      | Set—1 | 299                  | 0.46         | 28%        |
| University of Tennessee  | US      | Set—2 | 214                  | 0.62         | 29%        |
| Los Alamos National Laboratory | US | Set—2 | 343                  | 0.38         | 27%        |
| University of Oxford     | UK      | Set—2 | 143                  | 0.40         | 25%        |
| University of Michigan   | US      | Set—2 | 227                  | 0.49         | 25%        |
| Pennsylvania State University | US      | Set—2 | 153                  | 0.37         | 24%        |
| Delft University of Technology | NL | Set—2 | 249                  | 0.35         | 23%        |
| Pacific Northwest National Laboratory | US | Set—2 | 168                  | 0.50         | 20%        |
| Deakin University        | AU      | Set—2 | 141                  | 0.30         | 19%        |
| University of Paris-Saclay | FR | Set—2 | 137                  | 0.59         | 19%        |
| RWTH Aachen University   | GE      | Set—2 | 194                  | 0.38         | 18%        |
| The University of Texas at El Paso | US | Set—2 | 179                  | 0.48         | 18%        |
| Pohang University of Science and Technology | KR | Set—2 | 370                  | 0.35         | 18%        |
| Uppsala University      | SE      | Set—2 | 223                  | 0.56         | 17%        |
| Argonne National Laboratory | US | Set—2 | 179                  | 0.62         | 16%        |
| Northwestern Polytechnical University | CN | Set—2 | 210                  | 0.60         | 16%        |
| University of California, Berkeley | US | Set—2 | 141                  | 0.38         | 16%        |
| Shanghai Jiao Tong University | CN | Set—2 | 332                  | 0.53         | 16%        |
| Karlsruhe Institute of Technology | GE | Set—2 | 289                  | 0.55         | 16%        |
the four attributes. Due to space constraints, we visualized the identified benchmark units for the SciLifeLab with the program VOSviewer (Van Eck & Waltman, 2010). A network of collaboration relations was constructed based on the publications of the SciLifeLab and its identified benchmark units, as shown in Fig. 2. Specifically, nodes represent identified research organizations, with sizes proportional to the number of publications and colors proportional to the connectivity values, and links indicate the strength of collaboration. As shown, most identified organizations have already established collaboration relations between themselves. But it is also acceptable that some relatively isolated organizations were shown on the map such as Tsinghua University and the University of Barcelona, which we assume is mainly because they are the only ones identified from their respective countries.

It should be noted that we label the identified benchmark units using the name of their affiliated universities or institutions at an equivalent level. This is because address data of research organizations in WoS at the department level is relatively messy. Departments are also likely to experience transformations of organization structure, which leads to changes in research addresses. Therefore, to avoid such issues, the name of affiliated universities were used instead. Second, note that an identified unit could be a mixture of several departments at a university or could be a subgroup of a department. It should be stressed that researchers at a benchmark unit are not necessary to be physically located in the same working place, instead, they are required to present a well-connected collaboration network. A further discussion of this point can be found in the final section.

**Validation**

In this section, we further test the effectiveness of the proposed method. Fundamentally, the validation depends on determining whether the benchmark units and the treatment have a relatively large overlap in research interests. Accordingly, it is important to examine if the
identified benchmark units are consistent with our treatment in terms of research topics. Next, we also need to evaluate the robustness of using the minimum measure for assessing the connectivity of benchmark units. The reliability of using the number of publications and PP(top10%) will not be evaluated here, since they are well-developed measures to assess scientific output and research impact, and are frequently used in various types of research evaluations.

First, the Latent Dirichlet Allocation (LDA) was employed to generate underlying research topics from the publications of each identified benchmark. LDA is a natural language processing method in accordance with the assumption of “bag of words”. For LDA, each document can be characterized by a mixture of latent topics and each topic can be further represented by a set of terms (Blei et al., 2003). This work adopted an R package for fitting topic models (Hornik and Grün, 2011). In our work, abstracts of publications were used to generate topics. Some common terms were considered as stop words, such as “theory”, “data”, and “method” and so forth. Since Hero-m is not a multidisciplinary research center with broad and diverse research topics, we decided to generate simply two topics for this center and each identified benchmark. Furthermore, for each topic, we listed the first 20 terms according to their probabilities of the inferred topics. The result of LDA for both treatment and benchmarks are presented in Table 3 and supplementary materials (Supplementary2 Topics of benchmarks) respectively. Comparing the results in the two tables, the topics of Hero-m and its benchmarks are rather similar, focusing on properties, structure, and calculation of materials. But we have noticed that some benchmarks have one of the topics regarding nuclear, ray, radiation, and irradiation, which seems not to be a major research interest at Hero-m, at least from the Hero-m publications we collected. For instance, one of the research focuses at Pacific Northwest National Laboratory 7 is relevant to nuclear materials, which “refers to the metals uranium, plutonium, and thorium, in any form, according to the IAEA”.8 However, Hero-m has indeed a small number of publications on this topic, such as Li and Korzhavyi’s study in 2015 (Interactions of point defects with stacking faults in oxygen-free phosphorous-containing copper) and Xu and colleagues in 2020 (Nuclear and magnetic small-angle neutron scattering in self-organizing nanostructured Fe1–xCrx alloys). For this reason, some organizations with a focus on nuclear materials, such as Pacific Northwest National Laboratory, have been identified.

For SciLifeLab, we examined its similarity, in terms of research topics, with those identified benchmark units that they have not established any collaborations with, for instance the University of Barcelona. This selection was done since it is reasonable to assume that SciLifeLab and its collaborative organizations share research interests, in part determined by their co-published articles, so it provides a poor basis for evaluation. To evaluate the extent of subject overlap, we constructed a term map of keywords that were collected from the publications of both SciLifeLab the University of Barcelona (Fig. 3). The yellow nodes indicate that a keyword was used in the publications from both organizations, purple otherwise. As shown, yellow nodes scatter in the entire map, suggesting the overlap of research topics for the two organizations. Some differences in research interests for the two organizations were also observed. For instance, SciLifeLab presents fewer publications that have used the keywords “Chagas disease” (i.e. a tropical parasitic disease caused

---

7 More detailed information on Pacific Northwest National Laboratory are available at https://www.pnnl.gov/materials-science and https://en.wikipedia.org/wiki/Pacific_Northwest_National_Laboratory.

8 More information regarding nuclear materials is available at https://en.wikipedia.org/wiki/Nuclear_material.
| Topic-1                                                                 | Topic-2                                                                 |
|------------------------------------------------------------------------|------------------------------------------------------------------------|
| Hero-m Phase, alloys, experimental, properties, thermodynamic, calculations, magnetic, materials, simulations, interactions, temperature, calculated, material, energy, parameters, diffusion, principles, modeling, composition, order | Formation, grain, steels, carbon, high, surface, martensite, size, energy, density, ferrite, structure, growth, due, low, degrees, alloy, temperatures, atoms, micro-structure |
Despite that, we consider that the treatment and benchmark units having slightly different research profiles, is practical and acceptable. An identical distribution of publications over dominant research topics between a treatment and its benchmark units is not required in this study.

As discussed in the methods section, there are various measures to calculate connectivity in a weighted network. Taking the context of this analysis into account, we have chosen

![Fig. 3 Co-occurrence term map between SciLifeLab and the University of Barcelona](image)

|        | Arithmetic mean | Geometric mean | Minimum | Maximum |
|--------|-----------------|----------------|---------|---------|
| Arithmetic mean | 1               |                |         |         |
| Geometric mean   | 0.99            | 1              |         |         |
| Minimum          | 0.96            | 0.98           | 1       |         |
| Maximum          | 0.99            | 0.97           | 0.91    | 1       |

by Trypanosoma cruzi\(^9\) and “solid phase synthesis” (i.e. a type of chemical synthesis\(^10\)). Despite that, we consider that the treatment and benchmark units having slightly different research profiles, is practical and acceptable. An identical distribution of publications over dominant research topics between a treatment and its benchmark units is not required in this study.

As discussed in the methods section, there are various measures to calculate connectivity in a weighted network. Taking the context of this analysis into account, we have chosen

\(^9\) More detailed information regarding Chagas disease is available at [https://en.wikipedia.org/wiki/Chagas_disease](https://en.wikipedia.org/wiki/Chagas_disease).

\(^10\) More detailed information regarding solid phase synthesis is available at [https://en.wikipedia.org/wiki/Solid-phase_synthesis](https://en.wikipedia.org/wiki/Solid-phase_synthesis).
the minimum measure. However, it is necessary to examine if the results are robust when another measure was used. We have therefore applied the four different measures to calculate connectivity for the benchmark units of Hero-m (i.e. as shown in Table 2) identified with the use of both sets of parameter values. The results can be found in supplementary materials (Supplementary3 Measures of connectivity). We used the Pearson correlation coefficient to examine their consistency, which results are summarized in Table 4. As can be seen, connectivity values obtained with different measures present a high correlation with each other.

Discussion and conclusions

This study has defined benchmark research units and presented a model for how appropriate benchmarks can be discovered. In accordance with the definition, a framework for the identification was proposed. Using two research institutions as examples, we demonstrated the presented method and reported the identified benchmark units. Finally, various analyses were applied to assess the effectiveness of the proposed method.

Despite being frequently used in research management and evaluation, the term “benchmark” still lacks a precise conceptual framework. We hope that our elaboration on the definition of benchmark research units, as well as their most important attributes can help to rectify this situation. We, as bibliometric researchers, have noted that the expectation of benchmark units differs greatly among stakeholders from our practical work. Therefore, the construction of a precise definition can improve our understanding of the different aspects of benchmark research units, as well as clarify potential misunderstandings. Another merit is the flexibility of the proposed method, which allows users to adjust parameter values according to the purpose of their analyses. If, for instance, research impact is not the main concern in a certain analysis, one can easily set the parameter $h_{\text{min}}$ as zero; on the other hand, one can increase the parameter value $c_{\text{min}}$ if relatively integrated research environment are required.

One may argue that a treatment and identified benchmark units may show inconsistent distributions of publications over their dominant research topics. For instance, the treatment may have a similar number of publications in three dominant clusters; however, the publications of an identified benchmark unit can belong to merely one of these three clusters. We acknowledge the existence of such a scenario. Nevertheless, further restrictions on the distribution of publications seem unnecessary, since this study was carried out on a fine-grained science classification system and hence the three dominant clusters can be quite similar to each other. Even so, other ways to compare the full distribution of publications over research topics could improve the identification of benchmarks, and is an area of future research.

Besides the validation tests mentioned in the previous section, we have also examined the performance of using the WoS subject categories as research topics, instead of publication clusters. However, 69% of Hero-M’s publications belong to the category, Material Science Multidisciplinary, which is a rather broad research topic and cannot precisely describe the research focus of the center. Thus we believe a finer classification system must be used for this type of study. However, using a classification that is too granular can instead run the risk of creating self-referential categories, meaning that most publications in individual clusters are from one individual research group. By analyzing the share of organizations in each cluster, we found that, only in 21 clusters in our classification system, a single
organization accounts for more than 40% of the total publications. In other words, the classification system used here does not seem to present a self-referential problem.

Another challenge of this approach can be its reliability in terms of identifying benchmark units for multi- or inter-disciplinary research organizations. We consider that one may suffer from such problems if a coarse system, for instance, the WoS journal classification system, was applied to delineate research topics of organizations. For a fine-grained system constructed at the individual publication level, publications focusing on interdisciplinary research questions can be aggregated to form a cluster. We, therefore, suggest proceeding with the identification of benchmark units on fine-grained, publication-level classification systems.

**Limitations**

A potential limitation of this study is that an identified benchmark unit might consist of a group of connected researchers from several departments at the same university and might also be a subgroup of a university department. Considering the data quality issue, we avoid using the information of research addresses at the department level, which raises the difficulties in verifying if researchers at a potential benchmark are physically working together. Even if the data quality problem can be resolved to some extent by data cleaning or better algorithms to delineate research groups, other issues like organization transformations and researcher mobility are still quite thorny. However, the method requires the benchmark units to have a similar level of connectivity as the evaluative unit, which should be sufficient for most purposes, and we argue that co-location is not a mandatory requirement for benchmark units (or evaluative units), as long as they collaborate. To further understand this issue, we have examined the publications’ research address for each identified benchmark unit of Hero-m, through extensive data cleaning. In this case, we found that researchers at an identified benchmark unit tend to be a subgroup at the same department-level research organization, which summary can be found in Table 5. The reason for this might be the small size of Hero-m. But this may also suggest researchers working on the same topics are more likely to be assigned to the same sub-organization at a university. Therefore we believe a well-connected research environment is sufficiently meaningful for an appropriate benchmark unit.

Second, we acknowledge that our approach has a trade-off between precision and recall. Unfortunately, there is no well-defined pool of suitable benchmarks for each evaluative unit, and hence the magnitude of the trade-off is difficult to estimate. Nevertheless, we consider that precision is more important than recall in terms of the present research question. In other words, identifying appropriate comparable research units seems to be more meaningful in practical applications. It should be stressed that our approach is quite flexible, which allows users to adjust parameter values to detect benchmarks according to their specific purposes.

Finally, we also acknowledge that our approach may be hard to implement in practice, since it requires direct access to a bibliometric database and the ability to process the data. However, the current trend towards open bibliometric datasets (as part of the open science movement), such as OpenAlex, may make the application of these bibliometric methods more accessible in the near future.

---

11 More detailed information regarding OpenAlex is available at https://openalex.org.
Appendix

See Table 5.

### Table 5 Research address of identified benchmark units for Hero-m

| Identified benchmark unit | Research address |
|--------------------------|------------------|
| University of Oxford     | Dept Mat, University of Oxford |
| University of Tennessee  | Dept Mat Sci & Engn, Knoxville, University of Tennessee |
| Los Alamos National Laboratory | Los Alamos National Laboratory, US |
| University of Michigan   | Dept Nucl Engn & Radiol Sci, University of Michigan |
| Pennsylvania State University | Dept Mat Sci & Engn, Pennsylvania State University |
| Delft University of Technology | Dept Mat Sci & Engn, Delft University of Technology |
| Fac Aerosp Engn, Delft University of Technology | |
| Pacific Northwest National Laboratory | Pacific NW Natl Lab, Richland, WA 99,352 USA |
| Deakin University        | Ctr Mat & Fibre Innovat, Deakin University |
| University of Paris-Saclay | Lab Anal Microstruct Mat, University of Paris-Saclay |
| DEN Serv Rech Met Appl, University of Paris-Saclay | |
| RWTH Aachen University   | Dept Ferrous Met, Univ Aachen, Rhein Westfal TH Aachen |
| The University of Texas at El Paso | Dept Mat & Mat Engn, The University of Texas at El Paso |
| Ctr Struct & Funct Mat Res & Innovat, The University of Texas at El Paso | |
| Pohang University of Science and Technology | Grad Inst Ferrous Technol, Pohang University of Science and Technology |
| Uppsala University      | Dept Phys & Astron, Uppsala University |
| Argstrom Tribomat Grp, Uppsala University | |
| Argonne National Laboratory | Div Mat Sci, Argonne National Laboratory |
| Northwestern Polytechnical University | Natl Key Lab thermostruct Composite Mat, Northwestern Polytechnical University |
| Sch Mat Sci & Engn, Northwestern Polytechnical University | |
| University of California, Berkeley | Dept Nucl Engn, Berkeley, University of California, Berkeley |
| Lawrence Berkeley Lab, Div Mat Sci, University of California, Berkeley | |
| Shanghai Jiao Tong University | Natl Die & Mold CAD Engn Res Ctr, Shanghai Jiao Tong University |
| Karlsruhe Institute of Technology | Inst Appl Mat, Karlsruhe Institute of Technology |
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