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When the reduced state of a many-body quantum system is independent of its remaining parts, we say it shows what has become known by shielding property. Under some assumptions, equilibrium states of quantum transverse Ising models do manifest such phenomenon. Namely, imagine a many-body quantum system described by a lattice in the presence of an external magnetic field. Suppose there exists a separating interface on this lattice splitting the system into two subsets such that they only interact one another through that interface. In addition, suppose also that the applied external magnetic field is null on the interface. The shielding property states that the reduced state of the set in one side of the interface has no dependence on the Hamiltonian parameters of the set in the other side. This statement was proved in [N. Möller et al, PRE 97, 032101 (2018)] for the case where there is only one site in the interface. For lattices with more sites in the interface, it was conjectured that the shielding property is true when the system is in the ground state. For the case of positive temperatures, it does not hold and there are counterexamples to show that. Here we show that the conjecture does hold true for ground states, but under an additional condition. This condition is met, in particular, if the Hamiltonian terms associated to the interface are frustration-free.

I. INTRODUCTION

The Ising model is the simplest model to explain ferromagnetism, but it has shown to be much richer than a toy model. Almost one century has passed after its creation and it is still an active topic of research [1]. Its quantum version, the transverse Ising model [2] is even richer. It can be exactly solved using the Jordan-Wigner transformation [3,4]. It exhibits a phase transition between paramagnetic and ferromagnetic phases at null temperature [5]. One generalization, where one adds a longitudinal field, can also be solved via conformal field theory [6,7].

It is usually difficult to find exact solutions for complex many body models. Then, the quantum Ising model is often used as a benchmark for checking the solution of other models or for verifying the effectiveness of new approximation techniques [8,9]. It is a paradigmatic model to study, introduce or illustrate many features and concepts of quantum many body systems, such the relation between entanglement and phase transitions [10], decoherence of open quantum systems [11], definitions of work in quantum thermodynamics [12], and geometric and topological characterizations of many body models [13,14].

The transverse Ising model is not strictly theoreti-
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trapped ions [17], NMR simulators [18], Rydberg quantum simulators [19], and even crystals [20].

The dynamics of the quantum Ising model with first
neighbours interactions satisfy a finite group velocity, which can be proved theoretically [21,22] and experimentally [19]. As an extreme case of this behaviour, if one sets to zero the external magnetic field on one site in an Ising chain, it leads to a null propagation velocity on that point [24]. Actually, this null group velocity feature is common to all commuting Hamiltonians. Setting to zero the external magnetic field on some site of an Ising chain makes its Hamiltonian to become a commuting Hamiltonian, and then it would be just a particular case of that class.

Ising models have an equilibrium property quite analogous to that dynamical behaviour, not shared with any other model. For thermal equilibrium (Gibbs) states it is called shielding property [24]. Assume first a chain described by the Ising model, where on one site the external magnetic field is null. Suppose that this system is in a thermal equilibrium state, i.e., a Gibbs state for some inverse temperature β. Then, the reduced state of one side of this chain, with respect to that site, has no dependence on the Hamiltonian parameters of the other side of the chain.

The same result can be extended for some types of n-dimensional lattices, to some extent. Let A be a finite lattice, X and Y be two subsets of A such that X ∪ Y = A. Denote A = X \ Y, B = Y \ X and S = X ∩ Y, with S being called interface. If i ∈ A
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and \( j \in B \), we suppose that \( i \) and \( j \) are not connected by an edge. Furthermore, we always consider that the external magnetic field applied on the sites of the interface is null. Our definitions are illustrated in Fig. \ref{fig:interface}.

Note that, in the context of quantum Markov networks, it is said that region \( A \) is shielded from region \( B \) by \( S \). Moreover, regions \( A, B, \) and \( S \) will form a Markov chain, since the Hamiltonian can be written as \( H = H_X + H_Y \), with \( X = A \cup S \) and \( Y = S \cup B \), where \( H_X \) commutes with \( H_Y \).

![FIG. 1: Two illustrations for the type of lattices we are treating in this paper. They are composed by the sets \( X, Y, A, B, \) and \( S \). The sites in black belong to the set \( A \), in red to \( S \) and in blue to \( B \). We also have that \( X = A \cup S \) and \( Y = B \cup S \). The sites of \( A \) and \( B \) do not interact directly with each other. The set \( S \) is called interface.](image)

In this paper, our main result answers some questions brought up in reference \cite{24}. There, the interface \( S \) contained only one site, as pictured in Fig. \ref{fig:interface}. We point out that chains and Bethe (or tree) lattices are particular cases of lattices like these. Moreover, we discussed whether this property would be valid for lattices with more than one site in the interface, and although we were not able to provide a complete answer, some examples were worked out. Strikingly, we found out that whilst the shielding property does not hold true for positive temperatures, it seems to be valid for null temperatures, by which we mean the normalized projection onto the ground space. Here, we show that the shielding property in fact holds, in a suitable sense, for the ground state.

![FIG. 2: Particular case of the lattices from Fig. \ref{fig:interface}. The special feature here is that the interface \( S \) contains only one site.](image)

In Sec. \ref{sec:shielding} we briefly review the main statements of Ref. \cite{23}, including the shielding property for lattices of the type shown in Fig. \ref{fig:interface} and a conjecture which states how the shielding property would be for lattices of the type shown in Fig. \ref{fig:interface}. In Sec. \ref{sec:main_result} we present our main result, which is the shielding property for these more general lattices. In Sec. \ref{sec:discussion} we discuss a specific lattice already considered in reference \cite{24}. With the results of Sec. \ref{sec:main_result} we are now able to explain the reduced states of this system. The shielding property in the general case is different from the one found in \cite{24}, where an implicit dependence can exists within the reduced states, which is the main issue of Sec. \ref{sec:discussion}. Moreover, the shielding property in the general case is related to frustration freeness, which is discussed in Sec. \ref{sec:frustration}. In addition, we discuss correlations between the sides of chain where the shielding property holds. In Sec. \ref{sec:conclusion} we make our final remarks.

II. THE SHIELDING PROPERTY ON THE QUANTUM ISING MODEL

In this section, we review the shielding property and the main results of \cite{24}.

The transverse Ising model is given by the Hamiltonian

\[
H = -\sum_{i,j} J_{ij} \sigma_i^x \sigma_j^x - \sum_i h_i \sigma_i^z, \tag{1}
\]

where \( \sigma_i^k \), for \( k = x, y, z \), are the Pauli matrices on the state space associated to a lattice site \( i \). The coefficients \( J_{ij} \) represent the strength of interaction between sites \( i \) and \( j \), while \( h_i \), an external magnetic field applied on site \( i \). The edges of the lattice determine which systems interact: \( J_{ij} \neq 0 \) if sites \( i \) and \( j \) are connected by an edge otherwise \( J_{ij} = 0 \).

The strongest form of the shielding property happens for a lattice as described in the Introduction, with only one site in the interface (Fig. \ref{fig:interface}). It can be stated as follows.

**Theorem 1.** Let \( \Lambda \) be a lattice composed of two sets \( X \) and \( Y \) such that \( X \cup Y = \Lambda \) and \( X \cap Y = \{ L \} \), where \( L \) is some site of the lattice. Assume the sites \( i \in X \) and \( j \in Y \) such that \( i, j \neq L \) are not connected. Assume that the system Hamiltonian is:

\[
H = -\sum_{i,j} J_{ij} \sigma_i^x \sigma_j^x - \sum_i h_i \sigma_i^z - \sum_i g_i \sigma_i^y, \tag{2}
\]

where \( h_L = g_L = 0 \). For any temperature, the reduced state on the set \( Y \) of the Gibbs state of the whole lattice has no dependence on \( h_i, g_i \) and \( J_{ij} \), for all \( i, j \in X \).
Furthermore, the reduced state is given by
\[ \rho_Y = \frac{e^{-\beta H''}}{\text{Tr}(e^{-\beta H'})}, \]
where \( H'' = -\sum_{i,j \in B} (J_{ij} \sigma_i^x \sigma_j^x + h_i \sigma_i^z + g_i \sigma_i^y) \).

As it was pointed out in [24], this theorem assures an unexpected property since the strength of the interactions \( J_{ij} \), which intermediate the interactions between sets \( A \) and \( B \), could be arbitrarily large.

But when the lattice has more sites in the interface the proofs used to show the above theorem are inconclusive (for the more interested reader see [26]). Actually, Theorem [1] is not valid in the case of positive temperature and in [24] counterexamples are given.

On the other hand, for the case of null temperature, we could not show in [24] a counterexample, neither prove the validity of the shielding property. So it was conjectured that the shielding property would work for systems in general lattices in the ground state, which is stated as

**Conjecture 1.** Let \( \Lambda \) be a lattice composed of two sets \( X \) and \( Y \) such that \( X \cup Y = \Lambda \) and \( X \cap Y = S \). Furthermore, assume the sites \( i \in X \) and \( j \in Y \) such that \( i, j \notin S \) are not connected. Suppose there is a system which can be described by this lattice with the Hamiltonian
\[ H = -\sum_{i,j} J_{ij} \sigma_i^x \sigma_j^x - \sum_i h_i \sigma_i^z - \sum_i g_i \sigma_i^y, \]
and suppose that on the sites \( l \in S \) we have \( h_l = g_l = 0 \). The reduced state on the set \( Y \) of the ground state has no dependence on \( h_i, g_i \) and \( J_{ij} \), for all \( i, j \in X \).

In the next section, we show that this conjecture is true under some additional hypothesis.

**III. THE SHIELDING PROPERTY IN GENERAL LATTICES**

In this section, we present the shielding property in the general case where the interface has more than one site. It is stated in the following theorem.

**Theorem 2.** Let \( \Lambda \) be a lattice composed of two sets \( X \) and \( Y \) such that \( X \cup Y = \Lambda \) and \( X \cap Y = S \). Furthermore, assume the sites \( i \in X \) and \( j \in Y \) such that \( i, j \notin S \) are not connected. Let \( |S| = m \) and label its sites by \( L_1, \ldots, L_m \). Consider a system described by the transverse Ising model in this lattice, in its ground state. Suppose that the external magnetic field applied on the sites of \( S \) is null, and also that
\[ |\langle \sigma_{L_i}^z \sigma_{L_j}^z \rangle| = 1, \]
for all \( i, j = 1, \ldots, m \), such that \( i \neq j \). Then the reduced state of set \( Y \) has no explicit dependence on the Hamiltonian parameters of set \( A \).

Namely, there is a fixed set \( \{ s_1^*, \ldots, s_m^* \} \), where each \( s_i^* = 1 \) or \(-1\), such that \( \langle \sigma_{L_i}^z \sigma_{L_j}^z \rangle = s_i^* s_j^* \), for all \( i, j = 1, \ldots, m, i \neq j \), and the reduced ground state of set \( Y \) is given by
\[
\rho_{gy} = \frac{1}{2^n} \bigotimes_{i=1}^{m} \frac{1}{2} \left( 1 + s_i^* \sigma_{L_i}^z \right) \otimes \text{GS}[H'(s_1^*, \ldots, s_n^*)]
\]
\[ + \frac{1}{2} \bigotimes_{i=1}^{m} \frac{1}{2} \left( 1 - s_i^* \sigma_{L_i}^z \right) \otimes \text{GS}[H''(-s_1^*, \ldots, -s_n^*)], \]
where
\[ H''(s_1^*, \ldots, s_n^*) = -\sum_{k,l \in B} J_{kl} \sigma_{L_k}^z \sigma_{L_l}^z - \sum_{k \in B} h_k \sigma_{L_k}^z \]
\[ - \sum_{i=1}^{m} s_i^* J_{L_i}, \]
nand
\[ \text{GS}[H] = \lim_{\beta \to \infty} \frac{e^{-\beta H}}{\text{Tr}e^{-\beta H}} \]
is the normalized projection into the ground space of a Hamiltonian \( H \).

The proof of this Theorem can be found in App. [X]. Notice, though, that whilst the conditions in Theorem [2] are quite similar to what has been required in Theorem [1] there exist some fundamental differences between these two results. As a matter of fact, while Theorem [2] allows for an arbitrary number of sites in \( S \), it asks for the additional condition expressed in Eq. (5). Moreover, Theorem [1] holds for thermal equilibrium states of any temperature. Theorem [2] only holds for the ground state, because a system in the Gibbs state would not satisfy condition (5). Finally, the conclusion of Theorem [2] refers to the absence of an explicit dependence, while Theorem [1] guarantees total independence of the reduced state of side \( A \) with the parameter of \( B \).

For a deeper understanding of this implicit dependence, let us consider a lattice where \( S \) has two sites and denote them by \( L \) and \( L' \). Condition (5) is reduced then to
\[ \langle \sigma_{L_i}^z \sigma_{L_j}^z \rangle = 1 \quad \text{or} \quad \langle \sigma_{L_i}^z \sigma_{L_j}^z \rangle = -1 \]
If $\langle \sigma_i^x \sigma_j^x \rangle = 1$ we get that
\[
\rho_{GV} = \frac{1}{2} \left( I_L + \frac{1}{2} \otimes \frac{1}{2} \right) \otimes \sigma_L^x \otimes GS[(H^{(1,1)}]
\]
\[
+ \frac{1}{2} \left( I_L - \frac{1}{2} \otimes \frac{1}{2} \right) \otimes \sigma_L^x \otimes GS[H^{(1,-1)}].
\] (9)

If $\langle \sigma_i^x \sigma_j^x \rangle = -1$, we get
\[
\rho_{GV} = \frac{1}{2} \left( I_L + \frac{1}{2} \otimes \frac{1}{2} \right) \otimes \sigma_L^x \otimes GS[(H^{(1,-1)}]
\]
\[
+ \frac{1}{2} \left( I_L - \frac{1}{2} \otimes \frac{1}{2} \right) \otimes \sigma_L^x \otimes GS[H^{(1,-1)}].
\] (10)

Note that the two above states are different, but both have no explicit dependence on the parameters of set $A$. Once the value of $\langle \sigma_i^x \sigma_j^x \rangle$ is determined to be 1 or -1, then the form of the state $\rho_{GV}$ is determined. It could be the case, however, that the value of $\langle \sigma_i^x \sigma_j^x \rangle$ has a dependence on the Hamiltonian parameters of set $A$, leading to an implicit dependence of $\rho_{GV}$ on these parameters. In Sec. V we explore in detail an example with implicit dependence.

Condition (5) can never be satisfied by a system in the Gibbs state with positive temperature, but it can be for ground states. A system in a ferromagnetic phase, for example, would satisfy it with $\langle \sigma_i^x \sigma_j^x \rangle = 1$ for all $i, j$. In the next sections the reader will find some examples that in fact satisfy this condition.

IV. EXAMPLE: LATTICE WITH FOUR SITES

Comparing the shielding property for the case of lattices with more than one site on the interface with the case of lattices with only one site on the interface, we can observe that the former requires one additional condition on the magnetization of the spins of the interface, namely, one must ensures that Eq. (5) holds true.

The system pictured in Fig. 3 shows how important the addition condition (5) is for the shielding property:

![Fig. 3: Example of system which satisfies the shielding property in the ground state.](image)

The Hamiltonian of this system is given by
\[
H = -\sigma_1^x \sigma_2^x - \sigma_2^x \sigma_3^x - h_1 \sigma_1^z
- \sigma_2^y \sigma_3^y - \sigma_3^y \sigma_4^y - h_4 \sigma_4^z
\] (11)

Such a system has already been approached to in reference [24]. When it is in a thermal equilibrium state it was shown that it does not satisfy the shielding property for positive temperatures, but do satisfy it for null temperature. It means that the reduced state of sites 2, 3 and 4 has no dependence on $h_1$ when the system is in the ground state.

We can show that if the system is in the Gibbs state, then the reduced state of the interface spins is given by
\[
\rho_{2,3} = \frac{1}{4} I + \frac{1}{4} f(\beta, h_1, h_4) \sigma_2^x \sigma_3^x,
\] (12)

where $f$ is a function of the inverse of the system temperature $\beta$, and of the external magnetic fields $h_1$ and $h_4$, meaning that
\[
\langle \sigma_2^x \sigma_3^x \rangle = f(\beta, h_1, h_4).
\] (13)

We can show that $0 \leq f(\beta, h_1, h_4) < 1$ for finite values of $\beta$ and for all $h_1, h_4$, and then condition (5) is not satisfied in this case. It agrees with the fact that this system does not satisfy the shielding property for positive temperatures. When $\beta \to \infty$ we have that $f(\beta, h_1, h_4) \to 1$ for all $h_1, h_4$, and then the system satisfies condition (5). Thus, Theorem 2 guarantees that this system satisfies the shielding property for the ground state, which agrees with the explicit calculations done in [24]. Appendix B shows the details of the function $f(\beta, h_1, h_4)$.

Finally, we point out that there are more examples of lattices with more sites in the interface which satisfy the shielding property on the ground state but do not satisfy for positive temperatures. In [24] Fig.3 we showed two more examples of systems featuring this behaviour.

V. IMPLICIT DEPENDENCE

Theorem 1 says that the reduced state of one side of a lattice described by the transverse Ising model has no dependence on the parameters from the other side of the lattice if the external magnetic field is null on the interface which contains only one site. Upon similar conditions, Theorem 2 states that the reduced state of this first side has no explicit dependence on the parameters of the other, but here the interface can contain more sites.

In the case of more than one site in the interface, once the set $\{s_1^z, \ldots, s_n^z\}$ is fixed, the reduced state of set $Y$ has no dependence on the parameters of set $A$. However, the numbers $s_1^z, \ldots, s_n^z$ could have depen-
dence on the parameters of set $A$, causing a more subtle dependence of the reduced state of set $Y$ on these parameters.

Take the lattice depicted in Figure 4. Suppose that the Hamiltonian of this system is given by the Ising model, with the external magnetic field being null in all sites and the strength of interactions labeled in this figure. In this same figure, we can see the labeling of each site. We will consider the interface given by the two sites in the intersection of the pentagons, colored in red. The sites in black are in set $A$ and the sites in blue are in set $B$. The interaction labeled with $a$ is a free parameter which we will change in set $A$ to observe the modifications in set $Y$.

![Figure 4: Example of lattice system which the reduced state of set $Y$ has implicit dependence on the parameters of set $A$.](image)

Now, suppose that we wish to measure the observable $\sigma_6^x \sigma_7^z$. We can show that if $a > 0, 5$ we will always measure $\sigma_6^x \sigma_7^z = 1$, if $a < 0, 5$ we will always measure $\sigma_6^x \sigma_7^z = -1$ and if $a = 0, 5$ the answer of this measurement is random (see Appendix C for detailed calculations). So, if someone has access only to the set $Y$, they can infer if $a$ is larger or smaller than 0, 5, but this person could not infer the actual value of $a$. This shows the implicit dependence of the reduced state of $Y$ on the parameters of $A$.

We can show the same conclusions we have got for the above system for a arbitrarily large system. In Figure 5 we show a system which is an extension of the previous one. In this figure, we have drawn a system with six ‘pentagons’, but we can choose one with an arbitrarily large number of ‘pentagons’ and our conclusions would be the same. To calculate the ground state of these systems we use the same arguments which we have used in the previous example (more details can be found in Appendix C). In these cases, we can also find a couple of sites $i$ and $j$ located in the right part of the lattice such that the observable $\sigma_i^z \sigma_j^z$ equals if $a > 0, 5$ and equal $-1$ if $a < 0, 5$.

![Figure 5: Example of a lattice system arbitrarily large which the reduced state of set $Y$ has dependence on the parameters of set $A$.](image)

VI. FRUSTRATION-FREE SATISFIES THE SHIELDING PROPERTY

The shielding property enunciated in Theorem 2 is related to frustration-free Hamiltonians. For this assertion, we also need the hypothesis that the interface $S$ is a connected set. Before discussing our results, let us define what we mean by frustration-free and by $S$ as a connected set.

Take a lattice system on a lattice $\Lambda$ with arbitrary Hamiltonian $H = \sum_{X \subseteq \Lambda} H_X$. We say that the system is frustration-free if the ground state $\rho_0$ also minimizes the energy associated with each term of the Hamiltonian separately:

$$\text{Tr}(\rho_0 H_X) = \min_{\text{Tr}(\rho H_X)} \mathbb{E}(\rho_H), \quad (14)$$

for all $X \subseteq \Lambda$. That is, any global ground state $\rho$ is a ground state for each $H_X$.

We can also define the system being frustration-free only on a portion of the lattice. Thus, we say that the Hamiltonian is frustration-free on the subset $Z \subseteq \Lambda$ if equation (14) holds for all the sets $X \subseteq Z$.

Now, considering the interface $S$, we say that it is a connected set if for all sites $L_i, L_j$ which do not interact directly, it is possible to find a path of sites $L_k, ..., L_l \in S$, such that $L_i$ interacts with $L_{k1}, L_{k2}$ interacts with $L_j$, and $L_{l1}$ interacts with $L_{l(l'+1)}$ for all $l' = 1, ..., l - 1$. That is, we cannot separate $S$ into two disconnected sets.

With these definitions we can state the following.

**Corollary 1.** Let a lattice system be described on the finite lattice $\Lambda$ by the transverse Ising model. Suppose that we have two subsets $X$ and $Y$, with $X \cup Y = \Lambda$, $X \cap Y = S$ and the magnetic field applied on the sites of $S$ is null. Furthermore, assume the sites $i \in X$ and $j \in Y$ such that $i, j \notin S$ are not connected. If the system is frustration-free on the interface $S$ and it is a connected set, then the reduced state of the subset $Y$ has no dependence on the parameters of the subset $A$.

This corollary holds since the condition of frustration-free with the interface being a connected
set guarantee that condition 5 is satisfied. In fact, since the system is frustration-free, the ground state minimizes the energy of each term of the Hamiltonian, and in particular, minimizes $J_{L_iL_j} \langle \sigma^z_{L_i} \sigma^z_{L_j} \rangle$ for all $L_i, L_j \in S$, such that $J_{L_iL_j} \neq 0$. Thus, if the sites $L_i$ and $L_j$ interact, then the condition of frustration-free gives us that $\langle \sigma^z_{L_i} \sigma^z_{L_j} \rangle = -J_{L_iL_j}$. If the sites do not interact, then the hypothesis that $S$ is connected gives us that there is a path from $L_{k1}, ..., L_{kl} \in S$ between $L_i$ and $L_j$ and the condition of frustration-free gives us that

$$\langle \sigma^z_{L_i} \sigma^z_{L_j} \rangle = \langle \sigma^z_{L_{k1}} \sigma^z_{L_{k2}} \rangle \cdot \cdots \cdot \langle \sigma^z_{L_{k(l-1)}} \sigma^z_{L_{k(l)}} \rangle. \quad (15)$$

We point out that this equation is consistent given the condition of frustration-free. Thus, condition 5 is satisfied, and Theorem 2 guarantees that this system satisfies the shielding property, as stated in the above corollary.

For instance, consider the lattice given in Figure 6. Take the Hamiltonian of the Ising model, but make all the external magnetic fields null. The sites have interaction if they are connected by an edge and the strength of the interactions is labeled in the figure. It is fixed $-1$ for some interaction and equals a variable $M$ for the others. If $M < 0$, it is easy to see that all the spins are aligned when the system is in the ground state and then the system is frustration-free. Note that $|\langle \sigma^z_3 \sigma^z_1 \rangle|$ is equal to 1 in this situation.

**Figure 6:** Example of system which is frustration-free when $M < 0$ and satisfies the shielding property. The shielding property is dropped only for $M = 2$, when the system is frustrated.

But suppose that we take $M \gg 0$. We expect that the sites 1, 2, 5 and 6 turn to be anti-aligned between each other, that is, site 2 opposite to site 1, site 1 opposite to site 6, and so on. Thus, it could also change the state of sites 3 and 4, and consequently the value of $\langle \sigma^z_3 \sigma^z_1 \rangle$. This is exactly what happens if we take $M > 2$. In this case the value of $|\langle \sigma^z_3 \sigma^z_1 \rangle|$ will be smaller than 1 and the ground state is not unique anymore.

**VII. CORRELATIONS AND THE SHIELDING PROPERTY**

Broadly speaking, the shielding property says that the reduced state of set $Y$ has no dependence on the parameters of set $A$. However, it does not guarantee that these sets do not have correlations. Take for example a chain of three sites with external magnetic field null in sites 2 and 3 and Hamiltonian given by

$$H = -J_1 \sigma^z_1 - J_2 \sigma^z_2 - J_3 \sigma^z_3. \quad (16)$$

This example was considered in reference [24, App. C], and from the calculations made there it is possible to obtain that the correlation $\langle \sigma^z_1 \sigma^z_3 \rangle - \langle \sigma^z_1 \rangle \langle \sigma^z_3 \rangle$ between sites 1 and 3 is given by

$$\langle \sigma^z_1 \sigma^z_3 \rangle - \langle \sigma^z_1 \rangle \langle \sigma^z_3 \rangle = \tanh(\beta J_2) \cdot \frac{\gamma J_1}{\sqrt{J_1^2 + h^2}}. \quad (17)$$

which is non-zero for positive values of $\beta$ and also for $\beta \to \infty$. It means that this system does not exhibit correlations only for infinite temperature.

Another interesting example to be considered is that of a chain containing five sites where the external magnetic field is null on sites 2 and 4 (Figure 7a). The Hamiltonian of this system is given by

$$H = -h_1 \sigma^z_1 - \sigma^z_2 \sigma^z_4 - h_3 \sigma^z_2 \sigma^z_5 - h_5 \sigma^z_5. \quad (18)$$

By Theorem 1 we have that neither $\langle \sigma^z_2 \rangle$ nor $\langle \sigma^z_4 \rangle$ have dependence on $h_3$. However, we can show that the correlation $\langle \sigma^z_1 \sigma^z_5 \rangle - \langle \sigma^z_1 \rangle \langle \sigma^z_5 \rangle$ has dependence on $h_3$ for positive temperatures. This can be explained looking at this chain in a bit different way, as shown in Figure 7b.

**Figure 7:** a) A chain with 5 sites described by the transverse Ising model with external magnetic field null in sites 2 and 4. The observables on site 1 and on site 5 separately have no dependence on the parameter $h_3$. However, the correlations still exist. b) To explain the fact that the correlations still exist we can see the chain as a two dimensional lattice where the interface considered now has two sites.

Now we regard this chain as a two dimensional lattice, where sets 2 and 4 are the interface, site 3 is the only site in set $A$ and sites 1 and 5 compose the set $B$. Note that with this approach we have that $\langle \sigma^z_1 \sigma^z_5 \rangle$ can
be understood as a local observable and that the interface contains more than one site. We can show that

$$\langle \sigma_z^2 \sigma_z^4 \rangle = g(\beta, h_3)$$  \hspace{1cm} (19)$$

where $g$ is a function of the inverse of the system temperature $\beta$, and of the external magnetic fields $h_3$. For positive temperatures we have that $0 < \langle \sigma_z^2 \sigma_z^4 \rangle < 1$ and then Theorem 2 allows the observable $\langle \sigma_z^2 \sigma_z^4 \rangle$ to be dependent on the parameter $h_3$, which in fact happens. This last assertion can be proved making explicit calculations for the state. For null temperature we have that $\langle \sigma_z^2 \sigma_z^4 \rangle = 1$, and then Theorem 2 guarantees that the observable $\langle \sigma_z^2 \sigma_z^4 \rangle$ has no dependence on the parameter $h_3$, which agrees with our explicit calculation for this observable.

VIII. CONCLUSION

The Shielding Property for the thermal equilibrium states of the quantum Ising chains was derived in [24]. It means that if the whole system is in the Gibbs state and one sets to zero the external magnetic field of one site of the chain, then the reduced state of one side of the chain, relative to that site, has no dependence on the parameters of the Hamiltonian of the other side. This property is not restricted only to chains, but also for lattices with only one site in the interface, i.e., that site which the magnetic field is null.

In this paper we have derived the shielding property for the case of lattices with more than one site in the interface. We have showed that when the spins belonging to the interface have their magnetization aligned towards the same direction, i.e., when $|\langle \sigma_L^z \sigma_R^z \rangle| = 1$, then the reduced state of one side of the lattice has no explicit dependence on the Hamiltonian parameters of the other side.

We have also shown an example of a system not satisfying the shielding property for positive temperatures, although satisfying it for the ground state. This was already known, but with our new results we could explain the reason of this odd behaviour. We also discussed the implicit dependence exploring another example of system, which could be arbitrarily large. Furthermore, we showed that frustration-free Hamiltonians satisfy the shielding property. Finally, we discussed the existence of correlations, even for the case of chain and how the shielding property in lattices of higher dimensions might explain that.

In conclusion, with this paper we answered the remained question of the shielding property validity limits and derived some consequences of them.
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Here we present the proof of Theorem 2. In the first subsection we present the proof for a specific lattice and in the second section we present the proof for the general case. The arguments are similar in both cases and we make them separated for the better understanding of the proof.

1. Proof for a Particular Example

Let us consider a lattice which is ‘almost’ a chain as we can see in the Figure 8. The interface is given by the red sites and are labeled by $L$ and $L'$. The set $A$ is on the left of the interface and its sites are in black, labeled from 1 to $L - 1$; the set $B$ is on the right of the interface and its sites are in blue, labeled from $L + 1$ to $N$.

![Figure 8: A lattice which is almost a chain. The interface contains two sites (in red) which we label by $L$ and $L'$. The sites of set $A$ (in black) are on the left of the interface and we label them by 1, 2, ..., $L - 1$. The sites of set $B$ (in blue) are on the right of the interface and we label them by $L + 1$, ..., $N$.](image)

The Hamiltonian of this system is given by Equation (1), with $h_L = h_{L'} = 0$. We will decompose this Hamiltonian in three terms:

$$H = H^I + H^S + H^{II},$$

where

$$H^S = -J_{LL'} \sigma^z_L \sigma^z_{L'},$$

$$H^I = - \sum_{i=1}^{L-2} J_i \sigma^z_i \sigma^z_{i+1} - \sum_{i=1}^{L-1} h_i \sigma^z_i$$

$$- J_{L-1} \sigma^z_{L-1} \sigma^z_L - J_{L'} \sigma^z_{L'} \sigma^z_{L'},$$

and

$$H^{II} = - \sum_{i=L+1}^{N-1} J_i \sigma^z_i \sigma^z_{i+1} - \sum_{i=L+1}^{N} h_i \sigma^z_{i}$$

$$- J_L \sigma^z_L \sigma^z_{L+1} - J_{L'} \sigma^z_{L'} \sigma^z_{L+1}.$$

Note that these three operators commute with $\mathbb{1}_{1...1} \sigma^z_L \mathbb{1}_{L+1...N}$ and $\mathbb{1}_{1...1} \sigma^z_{L'} \mathbb{1}_{L+1...N}$. Then we can write $H^I$, $H^{II}$ and $H^S$ in a basis of eigenvectors of the operators $\mathbb{1}_{1...1} \sigma^z_L \mathbb{1}_{L+1...N}$ and $\mathbb{1}_{1...1} \sigma^z_{L'} \mathbb{1}_{L+1...N}$. They assume the following form

$$H^S = -J_{LL'} \mathbb{1}_{1,...,L-1} \sigma^z_L \mathbb{1}_{L+1,...,N}$$

$$= - \sum_{s,s'=1,1} \sigma^z_L \mathbb{1}_{L+1,...,N}$$

$$H^I = H' \otimes \mathbb{1}_{L+1,...,N}$$

$$= \sum_{s,s'=1,1} \left( H'(s,s') \otimes \mathbb{1}_L + s' \sigma^z_L \otimes \mathbb{1}_{L+1,...,N} \right),$$

$$H^{II} = \mathbb{1}_{1,...,L-1} \otimes H''$$

$$= \sum_{s,s'=1,1} \left( \mathbb{1}_{1,...,L-1} \otimes \mathbb{1}_L + s' \sigma^z_L \otimes H''(s,s') \right).$$
where

\[
H''(s,s') = \left( - \sum_{i=L+1}^{N} J_i \mathbb{1}_{L+1,\ldots,i-1} \sigma_i^x \sigma_{i+1}^x \mathbb{1}_{i+2,\ldots,N} - \sum_{i=L+1}^{N} h_i \mathbb{1}_{L+1,\ldots,i-1} \sigma_i^z \mathbb{1}_{i+1,\ldots,N} \right) - s J_{L+1} \sigma_L^x \mathbb{1}_{L+2,\ldots,N} - s' J'_{L+1} \sigma_L^z \mathbb{1}_{L+2,\ldots,N}.
\] (A9)

Note that \(H^I, H^S\) and \(H^{II}\) are operators in the Hilbert space correspondent to the full lattice, \(H'\) is an operator in the Hilbert space correspondent to set \(X = A \cup S\), \(H''(s,s')\) to the set \(A\), \(H''\) to the set \(Y = S \cup B\) and \(H''(s,s')\) to the set \(B\).

We wish to calculate the reduced state of the Gibbs state in each side of the ‘chain’. To do this, first note that

\[
[H^I, H^{II}] = 0, \quad [H^I, H^S] = 0
\]

and

\[
[H^S, H^{II}] = 0,
\] (A10)

then the Gibbs state is proportional to

\[
e^{-\beta H} = e^{-\beta H^I} e^{-\beta H^S} e^{-\beta H^{II}}
\] (A11)

\[
= \left( e^{-\beta H'} \mathbb{1}_{L+1,\ldots,N} \right)
\]

\[
\left( \mathbb{1}_{1,\ldots,L-1} e^{-\beta \sigma_L^x \sigma_L^z} \mathbb{1}_{L,\ldots,N} \right)
\]

\[
\left( \mathbb{1}_{1,\ldots,L-1} e^{-\beta H'} \right).
\] (A12)

Now, let \(P_i\) be some orthogonal projectors summing up to the identity and \(B_i\) some operators. We have that

\[
e^{-\beta \sum_i P_i \otimes B_i} = \sum_n \left( \frac{-\beta}{n!} \right)^n \left( \sum_i P_i \otimes B_i \right)^n
\]

\[
= \sum_n \left( \frac{-\beta}{n!} \right)^n \sum_i P_i \otimes B_i^n
\]

\[
= \sum_i P_i \otimes e^{-\beta B_i}.
\] (A13)

Noting that \(\mathbb{1}_L + s \sigma_L^x \otimes \mathbb{1}_L + s' \sigma_L^z \otimes \mathbb{1}_L\), for \(s, s' = 1, -1\), are orthogonal projectors summing up to the identity, we can write then

\[
e^{-\beta H''} = \sum_{s,s'=1,1} \left( \mathbb{1}_L + s \sigma_L^x \otimes \mathbb{1}_L + s' \sigma_L^z \otimes e^{-\beta H''(s,s')} \right).
\] (A14)

We also have

\[
e^{-\beta H'} = \sum_{s,s'=1,1} \left( e^{-\beta H''(s,s')} \otimes \frac{\mathbb{1}_L + s \sigma_L^z}{2} \otimes \frac{\mathbb{1}_{L'} + s' \sigma_L^z}{2} \right),
\] (A15)

and

\[
e^{\beta J_{LL'} \sigma_L^x \sigma_L^z} = \sum_{s,s'=1,1} \left( e^{\beta s s' J_{LL'} \sigma_L^x \sigma_L^z} \otimes \frac{\mathbb{1}_L + s \sigma_L^z}{2} \otimes \frac{\mathbb{1}_{L'} + s' \sigma_L^z}{2} \right).
\] (A16)

Thus, the Gibbs state is proportional to

\[
e^{-\beta H} = \sum_{s,s'=1,1} \left( e^{\beta s s' J_{LL'} \sigma_L^x \sigma_L^z} \otimes \frac{\mathbb{1}_L + s \sigma_L^z}{2} \otimes \frac{\mathbb{1}_{L'} + s' \sigma_L^z}{2} \otimes e^{-\beta H''(s,s')} \right).
\] (A17)

Now, let us consider a parity operator on the sites \(1,\ldots,L-1\), defined by

\[
P = \prod_{i=1}^{L-1} \sigma_i^x.
\] (A18)

It satisfies then

\[
PH''(s,s') P = H''(-s,-s'),
\] (A19)

for \(s, s' = 1, -1\), which can be verified directly. Using the cyclic property of the trace and that \(P^2 = \mathbb{1}_{1,\ldots,L-1}\), we have

\[
\text{Tr} \left( H''(s,s') \right) = \text{Tr} \left( PH''(s,s') P \right) = \text{Tr} \left( H''(-s,-s') \right).
\] (A20)

which means that

\[
\text{Tr} \left( H''(1,1) \right) = \text{Tr} \left( H''(-1,-1) \right)
\] (A21)

and

\[
\text{Tr} \left( H''(1,-1) \right) = \text{Tr} \left( H''(-1,1) \right).
\] (A22)

Using this property we can compute the partial trace of
Now, we will use the hypothesis, that for the ground state we have to make the difference between Eq. (10). Thus, the reduced ground state becomes

\[ \rho_{gw} = \lim_{\beta \to \infty} \frac{\text{Tr} \{ e^{-\beta H} \} }{\text{Tr} \{ e^{-\beta H} \}} \]

(A25)

Since the operators \( e^{-\beta H^{(1,-1)}} \) and \( e^{-\beta H^{(1,1)}} \) are positive, it implies that not only the limit of the trace is zero, but also of the operators, so we have

\[ \lim_{\beta \to \infty} \left( e^{-\beta J_{LL'}} \frac{\text{Tr} \{ e^{-\beta H^{(1,-1)}} \} }{\text{Tr} \{ e^{-\beta H} \}} \right) = 0 \]

and

\[ \lim_{\beta \to \infty} \left( e^{-\beta J_{LL'}} \frac{\text{Tr} \{ e^{-\beta H^{(1,1)}} \} }{\text{Tr} \{ e^{-\beta H} \}} \right) = 0. \]

Thus, the reduced ground state becomes

\[ \rho_{gw} = \left( \frac{1}{2} \text{Id}_{LL'} \otimes \frac{1}{2} \text{Id}_{LL'} \right) \]

(A29)

which is exactly the Eq. (9). If we had supposed that \( \langle \sigma_L^i \sigma_L^j \rangle = -1 \), by similar arguments we would find Eq. (10).

**2. Proof for the General Case**

Finally, this proof and conclusions can be generalized for any lattice and any number \( m \) of sites in the interface. Let us maintain the labeling that \( i \in A \), for \( i = 1, \ldots, L - 1 \) and \( i \in B \) for \( i = L + 1, \ldots, N \) and label the sites of the interface \( S \) by \( L_1, \ldots, L_m \). Associated to these sites, it will appear variables \( s_1, \ldots, s_m \) and we denote them by \( \bar{s} \). The sums over these variables are made for each \( s_i = \pm 1 \) and we will omit this range for simplicity. The Hamiltonian is also given by \( H = H^1 + H^S + H^T \), and now the Hamiltonian terms are

\[ H^S = - \sum_{i,j=1}^{m} J_{L_iL_j} \sigma_L^i \sigma_L^j, \]

(A30)

\[ H^1 = - \sum_{i,j=1}^{L} J_{L_iL_j} \sigma_L^i \sigma_L^j + \sum_{i=1}^{L-1} h_i \sigma_L^i \]

(A31)

\[ - \sum_{i=1}^{L-1} \sum_{j=1}^{m} J_{L_iL_j} \sigma_L^i \sigma_L^j \]
These operators can be rewritten as

\[
H^I = \sum_{i,j=L+1}^{N} J_{i,j} \sigma_i^\uparrow \sigma_j^\uparrow + \sum_{i=L+1}^{N} h_i \sigma_i^\uparrow \\
- \sum_{i=L+1}^{N} \sum_{j=1}^{m} J_{i,L_j} \sigma_i^\uparrow \sigma_{L_j}^\uparrow.
\]

These operators can be rewritten as

\[
H^S = 1_A \otimes H^s \otimes 1_B, \\
H' = H' \otimes 1_B, \\
H_{II} = 1_A \otimes H''
\]

where

\[
H^s = \sum_{i,j=1}^{m} J_{i,L_j} \sum_{\vec{s}} s_i \sigma_i^\uparrow \otimes \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\uparrow \right),
\]

\[
H' = \sum_{\vec{s}} H'(\vec{s}) \otimes \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\uparrow \right),
\]

with

\[
H'(\vec{s}) = \sum_{i,j=1}^{L-1} J_{i,j} \sigma_i^\downarrow \sigma_j^\downarrow \\
- \sum_{i=1}^{L-1} h_i \sigma_i^\downarrow - \sum_{i=1}^{L-1} \sum_{k=1}^{L} s_k J_{i,L_k} \sigma_{L_k}^\downarrow,
\]

and

\[
H'' = \sum_{s_1, \ldots, s_m = \pm 1} \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\downarrow \otimes H''(\vec{s}) \right)
\]

with

\[
H''(\vec{s}) = \sum_{i,j=1}^{N} J_{i,j} \sigma_i^\downarrow \sigma_j^\downarrow \\
- \sum_{i=L+1}^{N} h_i \sigma_i^\downarrow - \sum_{k=1}^{L} \sum_{i=L+1}^{N} s_k J_{i,L_k} \sigma_{L_k}^\downarrow.
\]

Thus, the Gibbs state is proportional to

\[
e^{-\beta H} = \frac{e^{\sum_{i,j=1}^{L} J_{i,j} s_i s_j \cdot e^{-\beta H'(\vec{s})}}}{\sum_{\vec{s}} e^{\sum_{i,j=1}^{L} J_{i,j} s_i s_j \cdot e^{-\beta H'(\vec{s})}}} \otimes \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\downarrow \otimes e^{-\beta H''(\vec{s})} \right)
\]

Using the parity operator of Equation (A18) we get that

\[
\text{Tr} \left( e^{-\beta H'(\vec{s})} \right) = \text{Tr} \left( e^{-\beta H'(\vec{s})} \right)
\]

the partial trace of the Gibbs state becomes

\[
\frac{\text{Tr}_A \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H} \right)} = \frac{\sum_{\vec{s}} e^{\sum_{i,j=1}^{L} J_{i,j} s_i s_j} \text{Tr} \left( e^{-\beta H'(\vec{s})} \right)}{2 \text{Tr} \left( e^{-\beta H} \right)} \cdot e^{-\beta H''(\vec{s})}
\]

Now, we use the hypothesis that, for the ground state, there is fixed set \( \vec{s}^* = \{ s_1^*, \ldots, s_m^* \} \), where each \( s_i^* = 1 \) or \(-1\) and that \( \langle \sigma_{L_k}^\downarrow \sigma_{L_j}^\downarrow \rangle = s_i^* s_j^* \), for \( i,j = 1, \ldots, m, i \neq j \). With it and with the fact that the ground state is normalized, we can find that

\[
\lim_{\beta \to \infty} \left( e^{\sum_{i,j=1}^{L} J_{i,j} s_i^* s_j^*} \otimes \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\downarrow \otimes H''(\vec{s}) \right) \right) = 0
\]

for all \( \vec{s} \neq \pm \vec{s}^* \).

With this, the reduced ground state becomes

\[
\rho_{GV} = \left( \otimes_{i=1}^{\vec{n}} \frac{1}{2} \left( \sum_{k=1}^{\vec{L}_k} \sigma_{L_k}^\downarrow \otimes e^{-\beta H''(\vec{s})} \right) \right) \times \lim_{\beta \to \infty} \frac{\text{Tr} \left( e^{-\beta H'(\vec{s})} \right)}{2 \text{Tr} \left( e^{-\beta H} \right)} \cdot e^{-\beta H''(\vec{s})}
\]

which is exactly Equation (6).

\[\square\]

**Appendix B: Details of the Calculus of some Systems**

In this appendix we show some details of the calculations for the systems of Secs. IV and VII.

For the system of Sec. IV we stated that \( \langle \sigma_{L_k}^\downarrow \sigma_{L_j}^\downarrow \rangle = f(\beta, h_1, h_2) \). From Eqs. (D12) and (D17) from reference [24] we get the reduced state of sites 2, 3 and 4. Tracing out site 4 from this state we get that the reduced state of site 2 and 3 is given by Equation (12), with

\[
f(\beta, h_1, h_2) = \frac{AD + BC}{AC + BD}
\]
where
\[ A = f_1(\beta, h_1), \quad B = f_2(\beta, h_1), \quad (B2) \]
\[ C = f_1(\beta, h_4), \quad D = f_2(\beta, h_4) \quad (B3) \]
and
\[ f_1(\beta, h_i) = \cosh(\sqrt{4 + h_i^2 \beta}) + \cosh(|h_i|\beta), \quad (B4) \]
\[ f_2(\beta, h_i) = \cosh(\sqrt{4 + h_i^2 \beta}) - \cosh(|h_i|\beta). \quad (B5) \]

Making the calculations with these functions one can find that \( 0 \leq f(\beta, h_3, h_4) < 1 \) for finite \( \beta \) and that \( \lim_{\beta \to \infty} f(\beta, h_1, h_4) = 1 \), as stated in Sec. IV.

For the system of Sec. VII we can show by similar calculations that
\[ g(\beta, h_3) = \frac{f_2(\beta, h_3)}{f_1(\beta, h_3)}. \quad (B6) \]

Appendix C: Calculation for the Ising Lattice with Implicit Dependence

In this appendix we will show the calculations of the ground state of the system of Figure 4 as a function of the parameter \( a \). The ground state of the system shown in Figure 5 can be determined in a similar way, even though it is of arbitrary size.

FIG. 9: A second system builded to help the calculations of the energies of the ground state of the system illustrated in Figure 4. We take \( M \ll -1 \), which obligates the sites which have interactions of strength \( M \) to be with spins aligned in the same direction.

Now, in the system of Figure 4 since the external magnetic field is null in all the sites and the interactions are only in the \( z \)-direction, we have that the ground state is given by states where the magnetization in each site are only in the \( z \)-direction. Thus, it suffices to calculate the energy of each configuration of the spins in the \( z \)-direction. The configurations with the smallest energy are the ground states.

To calculate the ground state of this system we will calculate first the ground state of the system of Figure 9. In this system we can see that we have two couples of sites connected by an interaction of strength \( M \). We choose this number \( M \) to be negative but sufficiently large in modulus, which guarantees that two sites connected by this interaction are always found with their spins aligned in the same direction. With this hypothesis we can make a correspondence between the systems of Figures 4 and 9. Let the following correspondence between the sites of these systems
\[ 2_A \rightarrow 2_B \quad 3_A \rightarrow 3_B \quad 4_A \rightarrow 4_B \]
\[ 6_A \rightarrow 6_B \quad 7_A \rightarrow 7_B \quad 8_A \rightarrow 8_B \]
\[ 1_A \rightarrow \{1_B \cup 1_B'\} \quad 5_A \rightarrow \{5_B \cup 5_B'\} \quad (C1) \]
Each site outside the interface of the first system has correspondence with another site of the second system and the sites of the interface has correspondence with a set of two sites. Since the spins of sites \( 1_B \) and \( 1_B' \) (5_B and 5_B') are equal, then the spin of this couple of sites has the same degree of freedom as the spin of site 1_A (5_A).

If the system of Figure 9 is a state where all spins satisfy property 5 and has energy \( E + 2M \), then the correspondent state of the system of Figure 4 has energy \( E \).

To calculate the energy of the states of the system of Figure 9, we shall compute the energy of a system which is a simple pentagon, shown in Figure 10. It is also described by the Ising model with external magnetic field null in all the sites and the interactions strength are given in the figure.

FIG. 10: A system described by the Ising model, where the external magnetic field is null in all the sites and the strength of the interactions are labeled in this figure.

In Figure 11 we can find the energy of each configuration of the spins of the system of Figure 10. Note that the energy for a system described by the Ising model with external magnetic field null in all sites is defined by the relative alignment of the spins between each other, and not by their spatial alignment. If we take a certain configuration with energy \( E \), the configuration where we invert all the spins to their opposite direction, comparing with the previous configuration,
has also energy $E$. Because of this, in Figure 11 we had only drawn half of the possible configurations.

![Figure 11: Energy values for the system of Figure 10 for the possible alignment of the spins. Note that since the external magnetic field is null in all the sites the energy of a certain spins alignment is the same for the state with opposite alignment. Because of this we have just illustrated half of the spins alignment possibilities. We highlight the two configurations of smallest energy, one for $a \geq 0.5$ with energy $-3 - a$ and the other for $a \leq 0.5$ with energy $-4 + a$.](image)

In Figure 11 we highlight the configurations of smallest energy. One of them happens for $a \geq 0.5$ and has energy $-3 - a$ and the other happens for $a \leq 0.5$ with energy $-4 + a$. We will call the configuration with energy $-3 - a$ which is drawn in the Figure 11 by $C_1$ and the configuration with energy $-3 - a$ but with opposite alignment (which is not drawn) by $C_1'$. The configuration with energy $-4 + a$ drawn in Figure 11 we call by $C_2$ and the one with energy $-4 + a$ but with opposite alignment (which is not drawn) by $C_2'$.

Now, let us turn our attention to the system of Figure 9. The left subset, that of sites $1_B$, $2_B$, $3_B$, $4_B$, and $5_B$, is in correspondence with the system of Figure 10 making

$$1_B \rightarrow 1_C, \quad 2_B \rightarrow 2_C, \quad 3_B \rightarrow 3_C, \quad 4_B \rightarrow 4_C, \quad 5_B \rightarrow 5_C$$  \hspace{1cm} (C2)

Thus, the configurations of smallest energy for this subset are $C_1$ and $C_1'$ for $a \geq 0.5$ and $C_2$ and $C_2'$ for $a \leq 0.5$.

Making $a = 0.5$, the right subset, that of sites $1_B'$, $5_B'$, $6_B$, $7_B$, and $8_B$, is in the following correspondence with the system of Figure 10

$$1_B' \rightarrow 1_C, \quad 5_B' \rightarrow 5_C, \quad 6_B \rightarrow 4_C, \quad 7_B \rightarrow 3_C, \quad 8_B \rightarrow 2_C.$$  \hspace{1cm} (C3)

The configurations of minimum energy for this subset are $C_1$, $C_1'$, $C_2$, and $C_2'$.

Now, let us analyse the whole system. Suppose that the state of the right and left subsets are both with the configuration $C_i$ (or $C_i'$), given the above correspondences, then we will say that the state of whole system is with the configuration $C_i C_i$ (or $C_i C_i'$).

Once the subset of the left is with some configurations where the sites $1_B$ and $5_B$ has positive spins, for example, it obligates, via the interactions of strength $M$, the right subset to have a configuration where $1_B'$ and $5_B'$ are also positive. Thus, if the system is in the ground state and the left subset is with the configuration $C_i$, then the subset of the right is with the configurations $C_i$ or $C_i'$, respectively, for $i = 1, 2$.

We can conclude that the ground state of the system of Figure 9 is the combination of configurations $C_1 C_1$ and $C_1 C_1'$ for $a \geq 0.5$ the combination of the configurations $C_2 C_2$ and $C_2 C_2'$ for $a \leq 0.5$. The conclusion is exactly the same for the system of Figure 10 as we have already explained in the beginning of the example.

Now, take the observable $\sigma_{i}^{z} \sigma_{i}^{z}$, $\sigma_{i}^{z} \sigma_{i}^{z}$. If $a > 0.5$ we have that the system is in the configuration $C_i C_1$ and $C_1 C_1'$, where these two spins are always in agreement. We would always measure $\sigma_{i}^{z} \sigma_{i}^{z} = 1$. Similarly, if $a < 0.5$ we would always measure $\sigma_{i}^{z} \sigma_{i}^{z} = -1$ and if $a = 0.5$ the answer of this measurement would be random. This is the conclusion which we have stated in the main text.

![Figure 12: A second system builded to help the calculations of the energies of the ground state of the system illustrated in Figure 5. It is used in the same way that the system of Figure 10 is used to make the calculations for the system of Figure 9](image)

In the main text, we have also mentioned a system (Figure 5) which is an extension of the system of Figure 4. In that figure, we have drawn a system with six pentagons, but it could have an arbitrarily large number of pentagons.

The calculation of the ground state of this system follows the same lines as the one which we have just computed in this section. For that we use the system of Figure 12 instead of the one of Figure 9, where the dotted interactions also have strength $M$ arbitrarily large. The rest of the proof is analogous to the first one.