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Abstract

We consider designing reward schemes that incentivize agents to create high-quality content (e.g., videos, images, text, ideas). The problem is at the center of a real-world application where the goal is to optimize the overall quality of generated content on user-generated content platforms. We focus on anonymous independent reward schemes (AIRS) that only take the quality of an agent’s content as input. We prove the general problem is NP-hard. If the cost function is convex, we show the optimal AIRS can be formulated as a convex optimization problem and propose an efficient algorithm to solve it. Next, we explore the optimal linear reward scheme and prove it has a \(\frac{1}{2}\)-approximation ratio, and the ratio is tight. Lastly, we show the proportional scheme can be arbitrarily bad compared to AIRS.

1 Introduction

User-generated content (UGC) platforms have become a major source for users to acquire information, knowledge, and entertainment. Representative platforms are video-sharing platform YouTube, question-and-answer platform Quora, online encyclopedia Wikipedia and lifestyle platforms Instagram and TikTok. According to several measurements [Luca, 2015; Zhang and Sarvary, 2014; Park et al., 2014], the UGC industry is just as important, if not more, as the search engine industry. These platforms are fundamentally different from search engines. The content returned by the former is generated by content providers (agents), while the latter returns mainly from professional authorities (at least for the first few pages). On the one hand, user-generated content presents diversity that is vital for the success of these platforms; on the other hand, the platforms face challenges in maintaining an overall high quality of the massive content generated. From an economic perspective, the platforms are required to design an incentive scheme that rewards high-quality content, given a restricted budget [Ghosh and Hummel, 2013; Jain et al., 2014]. This is the central theoretical problem investigated in this paper.

The center designs a reward scheme, namely a reward function that maps a profile of agents’ content (each with a real-valued quality score) to a reward profile. The goal is to maximize the overall quality of content on the platform with a fixed budget. The proportional scheme where each agent gets the reward is proportional to her contribution has been widely studied by many researchers [Xia et al., 2014; Ghosh and Hummel, 2014; Ghosh and McAfee, 2011; Tullock, 1980]. The proportional scheme has been proven easy to reach Nash equilibria among agents in the full information setting [Xia et al., 2014].

In this paper, we will focus on designing anonymous independent reward schemes (AIRS) in which the reward only depends on the quality of the individual content. Unlike the proportional mechanism, it does not depend on the quality of other agents’ content either. The merit of the independent reward model is that it is easier for an agent to compute her best strategy. For the sake of fairness, we restrict the anonymity of the reward function, which is required by almost all real-world UGC platforms.

In our model, the agents have cost functions that are convex in their content quality to capture the idea that the additional cost to improve the marginal quality becomes heavier [Ghosh and McAfee, 2011; Ghosh and Hummel, 2014]. Specifically, each agent has a type \(t\) indicating the ability, and she costs \(c(x) \cdot h(t)\) to produce content with quality \(x\). When the type \(t\) is higher, function \(h(t)\) is lower. The type of users can be regarded as the skills of video clips or the design of the content. In this paper, we assume the quality of content entirely depends on the producer. We consider the Bayesian setting where each agent’s ability is private information, and others only know its distribution.

In our model, the UGC platform has a limited budget to reward, such as money or web traffic. Given a simple reward function, an agent can choose how much effort to make to generate her content to maximize utility. Due to the incomplete information of each agent’s ability, we assume the budget constraint is only required to be satisfied in expectation. The problem faced by the designer is then to optimize the sum of all content’s quality by designing anonymous independent reward functions, subject to a fixed budget. Our model can be
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applied when a central organization needs to incentivize the community to accomplish some tasks.

We model the problem of finding an optimal AIRS as an optimization problem in Section 2. In Section 3 we show that the optimization problem is equivalent to a convex optimization problem. Based on the analysis of the structure of the solution, we propose an efficient algorithm in Section 4.

In Section 5, we claim the assumption of the cost function is somehow necessary since it is NP-hard to compute the optimal AIRS for general cost functions. In Section 6, we explore the linear reward scheme, which is a special case of the AIRS. We show the optimal linear reward scheme is a 2-approximation to the optimal AIRS and the ratio is tight.

In Section 7 we exhibit the superiority of AIRS over other reward schemes. When agents are independent and identically distributed, the optimal AIRS beats any reward scheme implemented in a symmetric Bayes-Nash equilibrium. For the proportional reward scheme, we show it cannot be better than the optimal AIRS in the full information setting. It could be arbitrarily bad compared to the optimal AIRS.

1.1 Related Work

Our work contributes to the body of literature on pricing problem [O’Neill et al., 2005; Bjørndal and Jörnsten, 2008; Azizan et al., 2020]. Azizan et al. [2020] consider the same setting but focus on dealing with agents’ non-convex cost functions in an approximation way. We focus on the optimal solution in the convex cost setting. They allow different reward functions for different agents while we do not.

Our problem of designing optimal reward schemes is related to the principal-agent problem in contract theory. The principal designs compensation schemes (contracts) which incentivize agents to choose actions that maximize the principal’s utility [Holmstrom, 1982; Babaioff et al., 2006; Dutting et al., 2021]. The contracts they considered are different among agents while we design the common reward schemes. Nonetheless, there also exist researches on common contract design for multiple agents [Alon et al., 2020; Xiao et al., 2020]. The significant differences between our model and the principal-agent model are: (1) the action spaces are usually finite and discrete in the principal-agent problem while we consider continuous action spaces, (2) we have a budget constraint in our model while principal-agent model does not have that.

Another line of literature is crowdsourcing, where individuals or organizations seek ideas or collect information from a large group of participants. The objective is to obtain ideas or solutions to some problems, and they only care about the best one [Chawla et al., 2019; Moldovanu and Sela, 2006]. In contrast, we are interested in the sum of the quality of the content.

2 Preliminaries

Let \( N = \{1, 2, \ldots, n\} \) be the set of all agents. Each agent \( i \) has a type, denoted by a real number \( t_i \), which stands for the ability of the agent to produce content. For each agent, the type is private information and drawn from a set \( T_i \) with a probability mass function \( f_i \). Set \( T_i \) and function \( f_i \) is publicly known. We assume \( T_i \) is discrete and has a finite size. They are standard assumptions for compensation schemes design in the contract theory. We also define the union of type space \( T = \bigcup_i T_i = \{t_1, \ldots, t_m\} \) and the sum of probabilities as \( f(t) = \sum_{i=1}^n f_i(t) \). W.l.o.g., we assume \( t_1 < t_2 < \cdots < t_m \). Every agent posts content (e.g., an article or a short video) on the platform. We use a non-negative number to represent the quality of the content (e.g., the expected number of views or likes) in which the platform is interested. We assume an agent can regulate the quality of her content and her action is choosing the quality. To produce content with quality \( x \in \mathbb{R}_{\geq 0} \), an agent with type \( t \) suffers from a cost \( \text{cost}(x, t) \). We consider cost functions in the form of \( \text{cost}(x, t) = c(x) \cdot h(t) \) where \( h(t) \) is always positive. We assume an agent with a higher type can produce content with the same quality using a lower cost, i.e., the function \( h(t) \) is decreasing in \( t \). We assume \( c(x) \) is convex, strict increasing and \( c(0) = 0 \).

The platform designs a reward scheme, which is essentially a reward function \( R : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) that maps a quality profile of agents’ content to a reward profile. We also define \( R_i : \mathbb{R}_{\geq 0}^{n} \rightarrow \mathbb{R}_{\geq 0} \) to be the reward function for agent \( i \), i.e., \( R(x) = (R_1(x), \ldots, R_n(x)) \) where \( x = (x_1, x_2, \ldots, x_n) \). For agent \( i \), we use \( x_i \in \mathbb{R}_{\geq 0} \) to represent her action of producing content with quality \( x_i \) and use \( x^{-i} \in \mathbb{R}_{\leq 0}^{n-1} \) to represent other agents’ actions similarly. An agent’s utility is defined as the reward she receives minus the cost in producing her content, i.e., agent \( i \)’s utility function \( u_i : \mathbb{R}^{n} \times T_i \rightarrow \mathbb{R} \) that maps the quality profile of all agents’ content and her type to her utility is defined as \( u_i(x, x^{-i}, t^i) = R_i(x, x^{-i}) - c(x^i)h(t^i) \).

In this paper, we analyze the problem of incentivizing high-quality content in the Bayesian information setting. The platform aims to maximize the gross product which is defined as the expectation of the overall quality of all content on the platform within a fixed budget \( B \). We assume the budget constraint is only required to be satisfied in expectation. In addition, we assume the reward scheme satisfies individual rationality property so that an agent will not transfer money to the platform, i.e., the reward must be non-negative.

We focus on a relatively simple reward scheme called Anonymous Independent Reward Scheme (AIRS), A reward scheme is an Anonymous Independent Reward Scheme if

1. the reward each agent receives is only determined by the quality of her content, i.e., for any \( i \), \( R_i(x^i, x^{-i}) = R_i(x^i, (x^i)^{-i}) \) for any \( x^i \in \mathbb{R}_{\geq 0}, x^{-i}, (x^i)^{-i} \in \mathbb{R}_{\leq 0}^{n-1} \), and

\(^2\text{Note that in this paper, the superscript refers to the agent while the subscript refers to the order of types.}\)
Lemma 1. The reward function always assigns the same reward to any two agents if they produce content with the same quality, i.e., for any \(i, j\), if \(x_i = x_j\), \(R_i(x_i, x^{-i}) = R_j(x_j, x^{-j})\) for any \(x^{-i}, x^{-j} \in \mathbb{R}^{n-1}_0\).

With a slight abuse of notation, we use function \(R : \mathbb{R}^{\geq 0} \mapsto \mathbb{R}_\geq 0\) to represent the reward function in an AIRS. It only takes the quality of an agent’s content as the input and specifies the agent’s reward.

We assume every agent is strategic and will produce content with the optimal quality to maximize her utility. Given the reward function, it is obvious that an agent’s action only depends on her type. For convenience, we focus on an agent’s type instead of her index number from now on. We formulate the problem as an optimization problem presented as below.

\[
\begin{align*}
\max_{X_k \subseteq \mathbb{R}^{\geq 0}, \ G_k \in \Delta(\mathbb{R}^{\geq 0})} & \sum_{k \in [m]} f(t_k) \int_{x \in X_k} x \ dG_k(x), \\
\text{s.t.} & \quad \forall k \in [m], x \in \mathbb{R}^{\geq 0}, y \geq 0, \quad (P1) \quad R(x) - c(x)h(t_k) \geq R(y) - c(y)h(t_k), \\
& \quad \sum_{k \in [m]} f(t_k) \int_{x \in X_k} R(x) \ dG_k(x) \leq B, \\
& \quad R(x) \geq 0, \forall x \geq 0.
\end{align*}
\]

Here \(X_k\) represents the union of actions taken by all agents of type \(t_k\), \(\Delta(X_k)\) represents the set of all cumulative probability distributions over \(X_k\), and \(G_k\) is one cumulative probability distribution function over \(X_k\) that represents the combined mixed strategies used by agents of type \(t_k\). We will use a triple \((X, G, R)\) to represent a solution to this problem. The first constraint refers to agents choosing the best actions to maximize the utilities. Let \([m]\) represent the set \(\{1, 2, \ldots, m\}\) throughout the paper. The second constraint refers to the budget constraint. The last constraint refers to individual rationality.

3 The Optimal AIRS

Problem P1 is complicated because it involves the design of mixed strategies \(G_k\) and a reward function \(R\) which involves a huge design space. To overcome these difficulties, we show that, w.l.o.g., we can assume the agents are using pure strategies. In addition, we reduce the design of the entire reward function to the design of the rewards on a set of specific values. At last, we show the optimal AIRS can be found by solving a convex optimization problem.

We first state that an agent with a higher type will post content with (weakly) higher quality.

Lemma 1. We pick two numbers \(k, l \in [m]\) and assume \(k < l\). Given a feasible solution \((X, G, R)\) to Problem P1, for any \(x_k \in X_k\) and \(x_l \in X_l\), we have \(x_k \leq x_l\).

We omit all proofs due to the lack of space, that are included in the full version of this paper.

Given a reward scheme, an agent might have multiple best actions and thus can use a mixed strategy. However, we can construct a solution where agents only use pure strategies. For any solution \((X, G, R)\) to Problem P1, we define \(x_k = \int_{x \in X_k} x \ dG_k(x)\) and \(X_k = \{x_k\}\). We set \(G_k(x) = 0\) for \(x < x_k\) and \(G_k(x_k) = 1\). In other words, an agent with type \(t_k\) will produce content with quality \(x_k\) deterministically. By Lemma 1, \(X_k\) is point-wise weakly larger than \(X_{k-1}\). Then the expectation of any distribution over \(X_k\) is weakly larger than the expectation of any distribution over \(X_{k-1}\), i.e., \(x_k \geq x_{k-1}\). Therefore it is proper to define \(\hat{R}(x) = \max_y \{R(y) - c(y)h(t_k)\} + c(x_k)h(t_k)\) for \(x \in [x_k, x_{k+1}]\) where \(x_{m+1}\) denotes infinity. We have the following result.

Lemma 2. Given a feasible solution \((X, G, R)\) to Problem P1, \((X, G, R)\) is also a feasible solution to Problem P1 and scheme \(\hat{R}\) achieves the same gross product as scheme \(R\).

Function \(\hat{R}\) is a step function. It is characterized by its break points \(\{x_k\}\) and rewards on these points. It enables us to focus on these break points instead of the whole reward function. We continue to construct a new reward function \(\tilde{R}\) under which every agent’s best action does not change, and the reward given by the platform weakly decreases. We define \(\tilde{R}(0) = 0\) and \(x_0 = 0\). For \(x \in [x_k, x_{k+1}], k \in [m]\), we define

\[
\tilde{R}(x) = \hat{R}(x_{k-1}) + (c(x_k) - c(x_{k-1}))h(t_k).
\]

Lemma 3. Under reward function \(\tilde{R}, x_k\) is one best action for an agent with type \(t_k\). In addition, \(\tilde{R}(x_k) \geq \hat{R}(x_k)\) for \(k \in [m]\).

Given that \(\tilde{R}\) is budget feasible, the above lemma tells us scheme \(\tilde{R}\) is budget feasible. Furthermore, it suffices to find the optimal reward schemes \(\tilde{R}\) to solve Problem P1. Figure 1 shows how function \(\tilde{R}\) looks like. Function \(\tilde{R}\) is fully characterized by the best action profile \(\{x_k\}\). To simplify the problem, we rewrite \(\hat{R}\) and constraints in terms of functions \(c, h\) and \(x_k\). By repeatedly using the definition of \(\tilde{R}\) in Eq. (1), we will get

\[
\tilde{R}(x_k) = c(x_k)h(t_k) + \sum_{l=1}^{k-1} c(x_l)(-h(t_{l+1}) + h(t_l)).
\]

The total reward given to agents can be written as

\[
\sum_{k \in [m]} \tilde{R}(x_k)f(t_k)
\]
Given \( P_2 \)’s optimal solution, we define the Lagrangian

\[
\lambda \left( B - \sum_{k \in [m]} \alpha_k c(x_k) \right) + \sum_{k \in [m]} \mu_k (x_k - x_{k-1}).
\]

The KKT conditions for Problem \( P_2 \) are:

\[
f(t_k) - \lambda \alpha_k c' \left( x_k \right) + \mu_k - \mu_{k+1} = 0, k \in [m], \tag{4}
\]

\[
\lambda \left( B - \sum_{k \in [m]} \alpha_k c(x_k) \right) = 0, \tag{5}
\]

\[
\mu_k (x_k - x_{k-1}) = 0, k \in [m], \tag{6}
\]

\[
\sum_{k \in [m]} \alpha_k c(x_k) \leq B, \tag{7}
\]

\[
x_{k-1} - x_k \leq 0, k \in [m], \tag{8}
\]

\[
\lambda \geq 0, \mu_k \geq 0, k \in [m]. \tag{9}
\]

To handle the case where function \( c(\cdot) \) does not have a derivative, we consider sub-derivatives such that \( c'(x) \) can be any value in \([\partial^{-} c(x), \partial^{+} c(x)]\).

In Eq. (4), we set \( \mu_{m+1} = 0 \). If we sum up Eq. (4) for all \( k \), we get \( \lambda > 0 \). In addition, by Eq. (5), we deduce that there is no surplus in the budget.

To find the solution, it is important to determine the set of \( k \)’s where \( \mu_k = 0 \). We define \( S = \{ k \mid \mu_k = 0, k \in [m+1] \} \). Note that \( m + 1 \in S \). There exists a unique number, denoted as \( q \), such that \( \{1, \ldots, q\} \cap S = \{q\} \). For \( k \in S \) and \( k \neq q \), we define \( \text{pre}(k) \) as the “predecessor” element such that \( \{\text{pre}(k), \text{pre}(k) + 1, \ldots, k-1\} \cap S = \{\text{pre}(k)\} \). The ratio between the sum of \( f \) and the sum of \( \alpha \) shows a nice structure which can help us determine the set \( S \). We first show a relation between the ratio and the dual variable \( \lambda \). For convenience, we define \( \text{avg}(l, k) = \left( \sum_{j=l}^{k-1} f(t_j) \right) / \sum_{j=l}^{k-1} \alpha_j \). For \( k \in [m] \), we define \( \text{avg}(k) = \max_{1 \leq l < k} \{ \text{avg}(l, k) \} \). For \( 2 \leq k \leq m + 1 \), we define \( \gamma(k) = \max \{ |l| : \text{avg}(l) = \text{avg}(k) \} \).

The following theorem states a strong connection between functions \( \pre(\cdot) \) and \( \gamma(\cdot) \).

**Theorem 2.** For any \( k \in S \) and \( k < q \), we have \( \pre(k) = \gamma(k) \). For \( \gamma(k) \leq j < k-1 \), variable \( x_j \) has the same value. Furthermore, \( \lambda c'(x_j) = \text{avg}(k) \).

For any integer larger than 1, function \( \gamma(\cdot) \) maps it to a smaller integer, so there exists an integer \( d \) such that \( \gamma(d)(m+1) = \gamma(\gamma(\gamma(m+1))) = 1 \). Thus it is convenient for us to define \( S_B = \{ \gamma(d)(m+1), \gamma(d)(m+1), \ldots, m+1 \} \).

Lemma 2 tells us that for any \( k > q \) in \( S \), we have \( \pre(k) = \gamma(k) \). Therefore, the set \( S \) consists of every element in \( S_B \) that is no less than \( q \).

The next lemma states the monotonicity between any two consecutive elements in \( S_B \). We design an \( O(m) \)-algorithm (Algorithm 1) based on the monotonicity to compute \( S_B \).

**Lemma 4.** For any \( k_1, k_2 \in S_B \) and \( k_1 < k_2 \), we have \( \text{avg}(\gamma(k_1), k_1) \leq \text{avg}(\gamma(k_2), k_2) \).

**Theorem 3.** Algorithm 1 computes \( S_B \) in \( O(m) \) time.

We provide the intuition here. The input can be equivalently regarded as a sequence of ratio \( f(t_k)/\alpha_k \) with weight \( \alpha_k \).

While Algorithm 1 is searching a set of break points to "iron" the given sequence into a non-decreasing sequence consists of \( \text{avg}(\gamma(k), k) \). Note that each element can be pushed into the stack at most once and be popped out at most once. So the amortized time for each element in the array is \( O(1) \). Then the total running time is \( O(m) \) as a result.

Given \( S_B \), we still need \( q \) to determine \( S \). The next lemma gives a way to determine \( q \) based on the value of \( \lambda c'(0) \). The optimal solution of Problem \( P_2 \) must satisfy \( x_m > 0 \) and thus \( q \leq m \). Then we have \( \lambda c'(0) \leq \lambda c'(x_m) = \text{avg}(m+1) \) which is an upper bound for \( \lambda c'(0) \).

**Lemma 5.** If \( \lambda c'(0) \in \left( \text{avg}(\gamma(k)), \text{avg}(k) \right) \) for some \( k \in S_B \) such that \( \gamma(k) > 1, k \leq m \), we have \( q = \gamma(k) \). If \( \lambda c'(0) \in \left[ 0, \text{avg}(k) \right] \) for the \( k \in S_B \) such that \( \gamma(k) = 1 \), we have \( q = \gamma(k) \).

Up to now, we only make use of constraints (4),(6),(8), and (9) in KKT conditions. Given a parameter \( \lambda \), if we leave alone the constraints (5) and (7), we can determine \( S \) and further
Algorithm 1 An $O(m)$ algorithm to compute $S_B$

Input: $f(t_i), \alpha_i, \forall i \in [m]$

Initialize empty stack $S_B$, AG and WT

for each $k \in [1, m]$ do
    $\text{avg} \leftarrow \frac{f(t_k)}{\alpha_k}$, weight $\leftarrow \alpha_k$
    while $S_B$ is not empty do
        if AG.top $>$ avg then
            $\text{avg} \leftarrow \frac{\text{avg} \times \text{weight} + \text{AG.top} \times \text{WT.top}}{\text{weight} + \text{WT.top}}$
            weight $\leftarrow \text{weight} + \text{WT.top}$
            Pop($S_B$), Pop(AG) and Pop(WT)
        else
            break
        end if
    end while
    Push($S_B, k + 1$), Push(AG, avg), Push(WT, weight)
end for

Push($S_B, 1$)

return $S_B$

Algorithm 2 Algorithm to solve P2

Input: $f(t_i), \alpha_i, \forall i \in [m], B, c(\cdot), \epsilon$

for each $k \in [m]$ do
    $\text{avg}(k) = \max_{1 \leq l < k} \{\text{avg}(l, k)\}$
end for

Compute $S_B$ by Algorithm 1

$\gamma(m + 1) = \max\{S_B \mid m + 1\}$

$\lambda_l = \frac{\Delta}{\gamma(m + 1)/c'(c^{-1}(\frac{B}{\alpha_m}))}$

$\lambda_h = \frac{\Delta}{\gamma(m + 1)/c'(c^{-1}(\frac{B}{\sum_{k \in [m]} \alpha_k}))}$

while $\lambda_h - \lambda_l > \epsilon(\Delta - \Delta)$ do
    $\lambda = (\lambda_h + \lambda_l)/2$,
    $S = \{k \mid \text{avg}(k), k \in S_B\}$
    if $S \neq S_B$ then
        $S = S \cup \max\{S_B/S\}$
    end if
end while

for each $k \in S$ do
    $x_i = c'^{-1}(\text{avg}(k)/\lambda), k_0 < i \leq k$
end for

if $\sum_{k \in [m]} \alpha_k c(x_k) = B$ then break
else if $\sum_{k \in [m]} \alpha_k c(x_k) > B$ then $\lambda_l = \lambda$
else $\lambda_h = \lambda$
end if

return $\lambda, \{x_k\}$

The true $\lambda$ satisfies the equation $\sum_k \alpha_k c(x_k) = B$. Since $\sum_k \alpha_k c(x_k)$ is decreasing in $\lambda$, the true $\lambda$ can be searched by bisection method. In the last step, there are two cases for the true $\lambda$. In one case, there is a unique solution profile $\{x_k\}$. In the other case, the possible values of $\sum_{k \in [m]} \alpha_k c(x_k)$ constitute a continuous interval due to the multiple solutions of $x_k$ given the value of $c'(x_k)$. Actually, for any solution satisfies the constraint $\sum_{k \in [m]} \alpha_k c(x_k) = B$ would be an optimal solution.

Let $\lambda$ and $\lambda$ denote the lower bound and the upper bound of $\lambda$ respectively given by Lemma 7. We give the time complexity of Algorithm 2 for certain precision in the following theorem.

Theorem 4. Suppose that $\lambda^*$ is the optimal solution of Problem P2. Given $\epsilon > 0$, the run time of Algorithm 2 to find $\lambda$ such that $|\lambda - \lambda^*| < \epsilon|\lambda - \lambda|$ is $O(m \log \frac{1}{\epsilon})$. 

Figure 2: $\sum_k \alpha_k c(x_k)$ is decreasing in $\lambda$ on $[\lambda, \lambda]$. 

\[ \sum_k \alpha_k c(x_k) \]
5 NP-Hardness
In the two previous sections, we consider the convex cost function and propose an efficient algorithm to solve Problem P1. If we relax the specific form of $c(x, t)$ and the convexity, the problem becomes difficult to solve, even in the full information setting. We consider the following cost function.

$$
cost(x, t) = \begin{cases} 
0, & 0 \leq x < 1, \\
t, & 1 \leq x \leq 1 + t, \\
+\infty, & 1 + t \leq x.
\end{cases}
$$

We show the decision version of the reward design problem with $\text{cost}(x, t)$ is an NP-hard problem. Given every agent type $t^i, i \in [n]$ and the above cost function, is there an AIRS that can achieve gross product $V$ within budget $B$? When there are multiple best actions, we assume an agent will choose the highest quality. We call this decision problem the “General Cost Problem” for convenience.

Theorem 5. The General Cost Problem is NP-hard.

6 The Linear Reward Scheme
This section focuses on a simpler scheme where the reward function is linear, denoted by $R(x) = px$. Here $p$ is the per unit price of contribution. We will show the optimal linear reward function can achieve at least $\frac{1}{2}$ gross product of that achieved by the optimal AIRS.

Theorem 6. Optimal linear reward scheme is a $\frac{1}{2}$-approximation to the optimal AIRS. The ratio is tight.

The proof of $\frac{1}{2}$-approximation is deferred to the appendix. We show the ratio is tight by providing an example. There is only 1 agent and she has a unique type $t$ and $h(t) = 1$. The budget is 1. We let

$$c(x) = \begin{cases} 
\epsilon x, & x \leq 1, \\
(1 + \epsilon)x - 1, & 1 < x.
\end{cases}$$

We design an AIRS such that

$$R(x) = \begin{cases} 
0, & x < \frac{2}{1+\epsilon}, \\
1, & x \geq \frac{2}{1+\epsilon}.
\end{cases}$$

Under scheme $R$, the agent will choose $x = \frac{2}{1+\epsilon}$. We consider the linear reward scheme. If the price $p$ is set larger than 1, the agent’s action $x$ should be at most 1 according to the budget constraint. If the price $p$ is set at most 1, the agent’s action $x$ is at most 1 according to the cost function. When $p = 1$, agent’s best action would be 1. Thus the agent’s action $x$ is at most 1. The ratio between the two schemes is $1/\frac{2}{1+\epsilon}$, which approaches $\frac{1}{2}$ when $\epsilon$ moves towards zero.

7 Superiority over Other Schemes
This section demonstrates that the optimal AIRS gains high gross product compared to other reward schemes. We first show that when agents’ types are independent and identically distributed, the optimal AIRS has superiority over other anonymous schemes implemented in symmetric Bayes-Nash equilibrium. Then we prove that the proportional scheme, which divides the reward according to the proportion of quality, can perform arbitrarily badly in the worst case. At last, since the Bayes-Nash equilibrium is not known for the proportional reward scheme, we only consider the full information setting and show the optimal AIRS beats the proportional reward scheme.

Theorem 7. When agents are independent and identically distributed, the optimal AIRS has superiority over other anonymous schemes implemented in symmetric Bayes-Nash equilibrium.

This theorem indicates that AIRS might be the optimal anonymous reward scheme. Next, we focus on the proportional scheme [Ghosh and Hummel, 2014]. Formally, the utility of agent $i$ in this scheme can be represented as

$$u_i(x^i, x^{-i}, t^i) = \frac{x^i B}{\sum_{j=1}^{n} x^j} - c(x^i) h(t^i).$$

For completeness, let $u_i(x^i, x^{-i}) = 0$ if $x^i = 0$ for all $i$. This scheme has no guarantee on the gross product compared to the optimal AIRS, even in the full information setting.

Theorem 8. There are two agents, for any $\epsilon > 0$, there exists $h(\cdot), c(\cdot)$ and $(t^1, t^2)$ such that the Nash equilibrium $(x^*_{\text{Prop}^1}, x^*_{\text{Prop}^2})$ of the proportional scheme and for actions $(x^{*,1}, x^{*,2})$ achieved in the optimal AIRS, we have

$$x^{*,1} + x^{*,2} \leq \epsilon(x^{*,1} + x^{*,2}).$$

Theorem 8 is proved by constructing an instance that the proportional scheme can perform arbitrarily bad compared to the optimal AIRS. The idea is as follows. When there is an agent $A$ with high ability and an agent $B$ with low ability, agent $A$ can get a big enough reward with mediocre content since agent $B$ has a low ability. Though the proportional scheme is not an AIRS, the following theorem shows that there is an AIRS such that agents choose the same actions across two schemes and this AIRS demands less budget.

Theorem 9. Given agents’ types, we can design an AIRS that achieves the same gross product as in the proportional scheme. In addition, every agent chooses the same action across two schemes.

8 Conclusion
We consider designing anonymous reward schemes for platforms to maximize the overall quality of all content. This paper introduces the anonymous independent reward scheme. We first show the intractability of the general problems. Then, when the cost function is convex, we propose an efficient algorithm. We also give a tight approximation ratio for the optimal linear reward scheme compared to the optimal AIRS. Finally, we show the superiority of AIRS over other anonymous schemes under several settings. Many open problems remain in this research direction. How to compute the Bayes-Nash equilibrium in the proportional reward scheme in the Bayesian information setting? Will the reward scheme benefit from using the rank information? What is the optimal anonymous reward scheme?
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