MULTIVARIATE GENERALIZED SPLINES AND SYZYGIES ON GRAPHS
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ABSTRACT. Given a graph $G$ whose edges are labeled by ideals of a commutative ring $R$ with identity, a generalized spline is a vertex labeling of $G$ by the elements of $R$ so that the difference of labels on adjacent vertices is an element of the corresponding edge ideal. The set of all generalized splines on a graph $G$ with base ring $R$ has a ring and an $R$-module structure.

In this paper, we focus on the freeness of generalized spline modules over certain graphs with the base ring $R = k[x_1, \ldots, x_d]$ where $k$ is a field. We first show the freeness of generalized spline modules on graphs with no interior edges over $k[x, y]$ such as cycles or a disjoint union of cycles with free edges. Later, we consider graphs that can be decomposed into disjoint cycles without changing the isomorphism class of the syzygy modules. Then we use this decomposition to show that generalized spline modules are free over $k[x, y]$ and later we extend this result to the base ring $R = k[x_1, \ldots, x_d]$ under some restrictions.

1. INTRODUCTION

The concept of spline has been studied in two major approaches: Classical splines and generalized splines. Classical splines are collections of polynomials defined on the faces of a polyhedral complex that agree to a certain degree of smoothness on the intersection of faces. They are useful tools to control the curvature of objects in industry and have many applications related to numerical analysis, geometric design and solutions of partial differential equations. They form a module. For these and other applications, it is useful to study splines as a module.

Generalized splines are defined on edge labeled graphs. Given a finite graph $G = (V, E)$ and a commutative ring $R$ with identity, an edge labeling function $\alpha$ is a function that labels the edges of $G$ by the ideals of $R$. The pair $(G, \alpha)$ is called an edge labeled graph. A generalized spline on an edge labeled graph $(G, \alpha)$ is a vertex labeling $F \in R^{|V|}$ such that for each edge $uv \in E$, the difference $f_u - f_v$ is an element of the ideal $\alpha(uv) \in R$ where $f_v$ denotes the label on vertex $v \in V$. The set of all generalized splines on $(G, \alpha)$ with base ring $R$, denoted by $R(G, \alpha)$, has a ring and an $R$-module structure. If $R$ is a multivariate polynomial ring, we call such generalized splines as multivariate generalized splines. We use two notations for generalized splines: the column matrix notation with entries in order from bottom to top and the vector notation. Consider the edge labeled graph $(G, \alpha)$ in Figure 1.

![Figure 1. Edge labeled graph $(G, \alpha)$](image)
A generalized spline on \((G, \alpha)\) can be presented by \(F = \begin{bmatrix} x^2 + 2x + 1 \\ x + 1 \\ 1 \end{bmatrix}\) or \(F = (1, x + 1, x^2 + 2x + 1)\).

The motivation for studying generalized splines is based on algebraic geometry and topology. Studies in these areas showed that the ring structure of generalized splines corresponds to the equivariant cohomology rings of toric and other algebraic varieties \([5, 11, 12]\). Goresky and the others \([5]\) studied the combinatorial structure of the equivariant cohomology ring corresponding to an algebraic variety \(X\) with a proper torus action. In this work, they defined the edge labeled graph \((G_X, \alpha)\) corresponds to the algebraic variety \(X\) and showed that the equivariant cohomology ring of \(X\) agrees with the ring structure of \(R((G_X, \alpha))\) where \(R\) is a polynomial ring. Thus the algebraic structure of generalized splines over polynomial rings has importance.

Our interest in the paper is to study the freeness of generalized splines as a module. In \([8]\), Rose studied classical splines and observed that the module of splines on a polyhedral complex \(\Delta\) can be viewed as a direct sum of the syzygy module of its dual graph with edges labeled by powers of linear forms. In \([9]\), by using a decomposition of an edge labeled graph \(G\) without changing the isomorphism class of the syzygy module, Rose obtained results related to the freeness of the syzygy module generated by linear edge labels that meet certain conditions. We extend these ideas to generalized splines on arbitrary graphs which can be decomposed into disjoint cycles and free edges.

This paper consists of five sections. In Section 2, we present basic definitions and properties related to projective modules and dimension. In Section 3, we discuss the rank of a cycle and the relation between rank and projective dimension. In Section 4, we first introduce the module \(M_v\), then we define the edge decomposition operations and finally we analyze the effects of these operations on the isomorphism class of the generalized spline module. The main results of this paper are presented in Section 5. In this section, we first prove the freeness of \(R((G, \alpha))\) where \(R = k[x, y]\) and \(G\) is a cycle. Then we generalize this result to a graph containing only one cycle or having no interior edges. In the case of \(R = k[x_1, \ldots, x_d]\), we first give freeness criteria for generalized spline modules on cycles and then we generalize our results to graphs that decompose into disjoint cycles and free edges under some conditions as the final result of the paper.

In the rest of the paper, we refer to multivariate generalized splines as splines.

2. PROJECTIVE MODULES AND PROJECTIVE DIMENSION

Let \(P\) be an \(R\)-module. \(P\) is said to be projective if for every surjective module homomorphism \(f : A \rightarrow B\) and every module homomorphism \(g : P \rightarrow B\), there exists a module homomorphism \(h : P \rightarrow A\) such that the following diagram commutes, namely \(f \circ h = g\).

\[
\begin{array}{ccc}
P & \overset{f}{\longrightarrow} & B \\
\downarrow{h} & & \downarrow{g} \\
A & \longrightarrow & 0
\end{array}
\]

Every free module is projective, but the converse is not true in general. If \(R\) is a principal ideal domain, then every projective \(R\)-module is free. Every finitely generated projective module over polynomial rings is also free by Quillen-Suslin Theorem. Basic properties of projective modules are given below.

**Proposition 2.1.** Let \(P\) be an \(R\)-module. Then

a) \(P\) is projective if and only if all short exact sequences \(0 \rightarrow A \rightarrow B \rightarrow P \rightarrow 0\) of \(R\)-modules split.
b) $P$ is projective if and only if it is a direct summand of a free $R$-module.

Proof. See Proposition 6.73 and Theorem 6.76 in [10].

Proposition 2.2. Let $\{P_i \mid i \in I\}$ be a family of $R$-modules. Then $P = \bigoplus_{i \in I} P_i$ is projective if and only if $P_i$ is projective for all $i \in I$.

Proof. See Proposition 6.75 in [10].

Let $A$ be an $R$-module. A projective resolution of $A$ is an exact sequence

$$P_\bullet : \ldots \rightarrow P_2 \rightarrow P_1 \rightarrow P_0 \rightarrow A \rightarrow 0$$

in which each $P_i$ is projective. Every $R$-module $A$ has a projective resolution. The length of a shortest projective resolution of $A$ is called the projective dimension of $A$, denoted by $\text{pd } A$. If $A$ has no finite projective resolution, then $\text{pd } A = \infty$. An $R$-module $A$ is projective if and only if $\text{pd } A = 0$.

The following theorem is given without proof in [7] page 76.

Theorem 2.3. Let $0 \rightarrow B \rightarrow P \rightarrow A \rightarrow 0$ be a short exact sequence of $R$-modules with $P$ is projective. Then $\text{pd } A = a > 0$ implies $\text{pd } B = a - 1$.

Proof. Let $\text{pd } A = a > 0$ and $\text{pd } B = b$. We show that $a = b + 1$. Since $\text{pd } B = b$, then there is a projective resolution of $B$ with length $b$ such as $0 \rightarrow P_b \rightarrow \ldots \rightarrow P_1 \rightarrow P_0 \rightarrow B \rightarrow 0$ and we get a finite projective resolution of $A$ with length $b + 1$ by setting $0 \rightarrow P_b \rightarrow \ldots \rightarrow P_1 \rightarrow P_0 \rightarrow P \rightarrow A \rightarrow 0$. Hence we conclude that $a \leq b + 1$.

Now assume that $a < b + 1$. Let $0 \rightarrow Q_b \rightarrow \ldots \rightarrow Q_1 \rightarrow Q_0 \rightarrow B \rightarrow 0$ be a projective resolution of $B$ with length $b$. This complex breaks up into short exact sequences $0 \rightarrow B_{i+1} \rightarrow Q_i \rightarrow B_i \rightarrow 0$ of $R$-modules with $B_0 = B$ and $B_{b+1} = 0$. We can do the same thing to a projective resolution of $A$ with length $a$. The resolution $0 \rightarrow P_a \rightarrow \ldots \rightarrow P_1 \rightarrow P_0 \rightarrow A \rightarrow 0$ breaks up into short exact sequences $0 \rightarrow A_{i+1} \rightarrow P_i \rightarrow A_i \rightarrow 0$ of $R$-modules with $A_0 = A$ and $A_{a+1} = 0$. Applying Schanuel Lemma to the following short exact sequences

$$0 \rightarrow B \rightarrow P \rightarrow A \rightarrow 0$$

$$0 \rightarrow A_1 \rightarrow P_0 \rightarrow A \rightarrow 0$$

gives $P \oplus A_1 \cong P_0 \oplus B$. Now applying Schanuel Lemma to the following short exact sequences

$$0 \rightarrow P \oplus B_1 \rightarrow P \oplus Q_0 \rightarrow P \oplus B \rightarrow 0$$

$$0 \rightarrow P \oplus A_2 \rightarrow P \oplus P_1 \rightarrow P \oplus A_1 \rightarrow 0$$

gives us $P_0 \oplus Q_0 \oplus P \oplus A_2 \cong \text{Projective } P \oplus P_1 \oplus P_0 \oplus B_1$.

Iterating this argument yields $\text{Projective } \oplus A_{j+1} \cong \text{Projective } \oplus B_i$. Here $A_a$ is projective, so that $\text{Projective } \oplus A_a$ is projective. Hence $B_{a-1}$ is projective by Theorem 2.2 so the resolution for $B$ ends at $B_{a-1}$ or before. Then $b \leq a - 1$, which is a contradiction to our assumption. Hence $a = b + 1$. □

An upper bound for the projective dimension of modules over polynomial rings is given by Hilbert Syzygy Theorem.

Theorem 2.4. (Hilbert Syzygy Theorem) Let $R = k[x_1, \ldots, x_n]$ be the polynomial ring and $M$ be a finitely generated $R$-module. Then $\text{pd } M \leq n$. 
Proof. See Corollary 10.167 in [10].

In order to give a useful property of the projective dimension, we need the concept of regular sequences. Given a ring $R$, an $R$-regular sequence is a finite sequence of elements $r_1, \ldots, r_k \in R$ such that $r_i$ is not a zero divisor of $R/(r_1, \ldots, r_{i-1})$ for each $i$ and $\langle r_1, \ldots, r_k \rangle R \neq R$. Here $k$ is called the length of the sequence.

**Theorem 2.5.** Let $R$ be a commutative ring with identity and $I \subset R$ be an ideal generated by an $R$-regular sequence of length $n$. Then $\text{pd} \, R/I = n$.

Proof. Let $I = \langle x_1, \ldots, x_n \rangle$ where $x_1, \ldots, x_n$ is an $R$-regular sequence. We use induction on $n$. For $n = 1$, we have the following short exact sequence

$$0 \to R \xrightarrow{f} R \xrightarrow{\pi} R/I_{<x_1>} \to 0$$

such that $f(r) = x_1r$ for all $r \in R$ and $\pi$ is the natural quotient map. By Equation 1 we obtain $\text{pd} \, R/I_{<x_1>} \leq 1$. Assume that $\text{pd} \, R/I_{<x_1>} = 0$, then $R/I_{<x_1>}$ is projective and so $I_{<x_1>}$ is a direct summand of $R$. Thus $x_1$ is an idempotent element, namely $x_1^2 = x_1$. Since $R$ is an integral domain, either $x_1 = 0$ or $x_1 = 1$. However both these cases are impossible since $x_1$ itself is an $R$-regular sequence. This contradicts our assumption. Hence we conclude that $\text{pd} \, R/I_{<x_1>} = 1$.

For $n > 1$, we fix $R^* = R/I_{<x_1>}$. Since $x_1, \ldots, x_n$ is an $R$-regular sequence, $x_2^*, \ldots, x_n^*$ is an $R^*$-sequence of length $n - 1$. Hence we get $\text{pd} \, R^*(R^*/<x_2^*, \ldots, x_n^*>) = \text{pd} \, R^*(R^*/<x_1, \ldots, x_n>) = n - 1$ by the induction hypothesis. Therefore we obtain

$$\text{pd} \, R(R^*/<x_2, \ldots, x_n>) = 1 + \text{pd} \, R^*(R^*/<x_1, \ldots, x_n>) = 1 + n - 1 = n$$

by the first change of rings theorem. \qed

3. The Rank of a Cycle

Let $(C_n, \alpha)$ be an edge labeled cycle with edge labels $l_1, \ldots, l_n$. The rank of $C_n$, denoted by $\text{rk} \, C_n$ is the dimension of the linear span $\langle l_1, \ldots, l_n \rangle$. In particular, the rank can be seen as the codimension of the intersection of the hyperplanes $l_i = 0$ for all $i$ when all $l_i$ are linear.

Given an edge labeled cycle $(C_n, \alpha)$ with edge labels $\{l_1, \ldots, l_n\}$, fix the ideal $I = \langle l_1, \ldots, l_n \rangle$. In the case all edge labels are homogeneous and linear, the relation between $\text{rk} \, C_n$ and $\text{pd} \, R/I$ is given by the following theorem.

**Theorem 3.1.** Let $(C_n, \alpha)$ be an edge labeled cycle with all edge labels are linear and homogeneous. Then

$$\text{pd} \, R/I = \text{rk} \, C_n.$$ 

Proof. See Theorem 4.2 in [8]. \qed

If the edge labels are not linear, then the statement of Theorem 3.1 does not hold. In this case, there is no even inequality between $\text{rk} \, C_n$ and $\text{pd} \, R/I$. The following example illustrates this fact:

**Example 3.2.** Consider the following edge labeled 3-cycles $(G_1, \alpha_1)$ and $(G_2, \alpha_2)$ with base rings $k[x, y, z]$ and $k[x, y, z, t]$ respectively.
Fix the ideals $I_1 = \langle x^3 + yz^2, x^2 + y^2, xz^2 + y^3 \rangle$ and $I_2 = \langle x^2, y^2, xz + yt \rangle$. It can be computed by Macaulay2 [6] that $\text{rk } G_1 = 3$, $\text{pd } (k[x,y,z]/I_1) = 2$ and $\text{rk } G_2 = 3$, $\text{pd } (k[x,y,z,t]/I_2) = 4$.

Even though Theorem 3.1 does not hold in general, we have the following theorem for cycles of rank at most two.

**Theorem 3.3.** Let $(C_n, \alpha)$ be an edge labeled cycle with rank at most two. Then $\text{pd } R/I \leq \text{rk } C_n$.

**Proof.** Let $(C_n, \alpha)$ be an edge labeled cycle with edge labels $\{l_1, \ldots, l_n\}$. Fix the ideal $I = \langle l_1, \ldots, l_n \rangle$. We suppose that $\text{rk } C_n = 2$. Thus $I$ has a generating set with two elements, which may not be minimal. Without loss of generality, say $I = \langle l_1, l_2 \rangle$.

If $l_1, l_2$ are coprime, then $l_1, l_2$ is an $R$-regular sequence. In order to see this, assume that $l_1, l_2$ are coprime but not an $R$-regular sequence. Hence $l_2$ is a zero divisor of $R/(l_1)$, namely there exists an element $0 \neq r \in R/(l_1)$ such that $rl_2 \in \langle l_1 \rangle$ and so $l_1$ divides $rl_2$. Since $l_1, l_2$ are coprime $l_1$ divides $r$ but this contradicts the fact that $0 \neq r \in R/(l_1)$. Therefore $l_1, l_2$ is a regular sequence so that by Theorem 2.5

$\text{pd } R/I = 2$.

If a greatest common divisor $(l_1, l_2) \neq l_1$ or $l_2$ then there exists a nonconstant common factor $r \in R$ satisfying $l_1 = f_1 r$ and $l_2 = f_2 r$, where $f_1, f_2 \in R$ are coprime, so that $\langle f_1, f_2 \rangle \cong \langle l_1, l_2 \rangle$ as an $R$-module isomorphism via the map

$$\alpha : \langle f_1, f_2 \rangle \to \langle l_1, l_2 \rangle \quad \alpha(f) = rf.$$ 

Hence $\text{pd } R/I = \text{pd } R/(f_1,f_2) = 2$ as explained above.

If we assume that without loss of generality $l_1 = rl_2$, where $r \in R$ is a nonconstant, then $I = \langle l_1, l_2 \rangle = \langle l_2 \rangle$. Since $R$ is an integral domain, $l_2$ is an $R$-regular sequence of length 1 and hence $\text{pd } R/I = 1$ by Theorem 2.5. Thus the inequality holds. In particular, when $r$ is constant or equivalently $\text{rk } C_n = 1$ we have $\text{pd } R/I = 1 = \text{rk } C_n$.

\[\square\]

### 4. Decomposition of Edge Labeled Graphs

In this section, we first present the module $M_v$ introduced by Tymoczko and the others in [4] to give a characterization of $R_{(G,\alpha)}$. Then we touch on decompositions of an edge labeled graph given by Rose in [9].

Let $(G, \alpha)$ be an edge labeled connected graph and fix a vertex $v \in V$. Then every spline $f \in R_{(G,\alpha)}$ can be expressed uniquely as $f = r\mathbf{1} + f^v$, where $\mathbf{1}$ is the trivial spline whose all entries are 1, $f^v \in R_{(G,\alpha)}$ with $f^v_v = 0$ and $r = f_v$. In order to see this, define $f^v$ to be the spline $f^v = f - r\mathbf{1}$. Hence $f^v_v = f_v - r\mathbf{1}_v = r - r = 0$. This observation leads to the following theorem.
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**Theorem 4.1.** \[4\] Let \((G, \alpha)\) be an edge labeled connected graph and \(v \in V\). If \(M_v = \langle f : f_v = 0 \rangle\) then \(R_{(G, \alpha)} = R1 \oplus M_v\) as \(R\)-modules.

We can relate the module \(M_v\) to the syzygy module generated by the edge labels as follows: Suppose that \(G\) is the dual graph of a hereditary polyhedral complex \(\Delta\) and \(R = \mathbb{R}[x_1, \ldots, x_n]\). Let \(l_e\) be an affine form that generates the polynomials vanishing on the intersection of faces in \(\Delta\) corresponding to each edge \(e\) of \(G\). Define the edge labeling function \(\alpha\) as \(\alpha(e) = l_e\) and let \(B_{(G, \alpha)} = \{(r_1, \ldots, r_{|E|}) \in R^{|E|} : \sum_{e \in C} r_e l_e = 0\} \) for all cycles \(C \in G\).

Rose \[8\] proved that \(R_{(G, \alpha)} \cong R \oplus B_{(G, \alpha)}\) as \(R\)-modules. Together with Theorem 4.1, we conclude that \(M_v \cong B_{(G, \alpha)}\) as \(R\)-modules for a fixed \(v \in V\). We use \(B_{(G, \alpha)}\) instead of \(M_v\) for the rest of the paper.

We want to delete all interior edges from a cycle \(C\) without changing the isomorphism class of \(B_{(G, \alpha)}\) if it is possible. We give the following definition.

**Definition 4.2.** Let \((G, \alpha)\) be an edge labeled graph and \(e \in E\). If \(e\) is contained in two or more cycles, we call \(e\) an interior edge. If \(e\) is contained in only one cycle, we call \(e\) an exterior edge, otherwise we call \(e\) a free edge.

We represent the removal of an edge \(e_i\) from a single cycle algebraically, by replacing the current value of \(l_i\) with zero. Notice that when a cycle \(C\) splits off, it does so with the removable edges deleted and their endpoints identified.

**Example 4.4.** Consider the following edge labeled diamond graph \((D_{3,3}, \alpha)\).
The edge $l_5$ is an interior edge. It is removable from the right-side 3-cycle of $(D_{3,3}, \alpha)$ since $l_5 = yl_3 - xl_4$. Hence we obtain the following graph $G'$ by setting $l_5$ zero on the right-side 3-cycle.

Finally we split off the right-side 3-cycle as follows:

The following theorem shows that the decomposition operations do not affect the isomorphism class of the module $B_{(G, \alpha)}$. Theorem 4.5 and Corollary 4.7 are proved in [9] for classical spline case. However, the proofs are identical for generalized splines.

**Theorem 4.5.** If $G$ decomposes into $G''$, then

$$B_{(G, \alpha)} \cong B_{(G'', \alpha'')}$$

as $R$-modules.
Proof. See Theorem 4.7 in [9].

**Example 4.6.** Consider the edge labeled graphs given in Figures 3, 4 and 5. Recall that the module \( B(G, \alpha) \) is represented as the kernel of the following matrix

\[
A = \begin{pmatrix}
x & -y & 0 & 0 & -x^2 - y^2 \\
0 & 0 & -y & x & -x^2 - y^2 \\
0 & 0 & -y & x & 0
\end{pmatrix}.
\]

Since \( B(G', \alpha') \) and \( B(G'', \alpha'') \) are both given by the following matrix:

\[
A' = \begin{pmatrix}
x & -y & 0 & 0 & -x^2 - y^2 \\
0 & 0 & -y & x & 0
\end{pmatrix},
\]

where the matrix \( A' \) corresponds to the graph \( G' \) obtained by removing the edge \( e_5 \) from the right-side 3-cycle of \( (D_{4,3}, \alpha) \), simply setting the label of \( e_5 \) to be 0 in Figure 3, they are isomorphic. Now we consider a map between \( B(G, \alpha) \) and \( B(G', \alpha') \) defined by

\[
\phi : B(G, \alpha) \rightarrow B(G', \alpha')
\]

\[
(r_1, r_2, r_3, r_4, r_5) = (r_1, r_2, r_3 + yr_5, r_4 - xr_5, r_5).
\]

It can be easily observed that \( \phi \) is an \( R \)-module isomorphism so that \( B(G, \alpha) \cong B(G', \alpha') \). Alternatively, \( G \) decomposes into \( G' \) and finally into two disjoint cycles in \( G'' \). Hence by Theorem 4.5 we obtain the same result.

**Corollary 4.7.** If \( G'' \) is a decomposition of \( G \) into disjoint cycles \( C_1, \ldots, C_s \) and \( p \) free edges, then

\[
B(G, \alpha) \cong \bigoplus_{i=1}^{s} B(C_i, \alpha_i) \oplus R^p.
\]

as \( R \)-modules.

Proof. See Corollary 4.9 in [9].

Corollary 4.7 shows that, if \( G \) has no interior edges then \( B(G, \alpha) \) is isomorphic to the direct sum of the syzygy modules of cycles in \( G \) and the number of free edges copy of \( R \).

In case all edge labels of graph \( G \) are homogeneous polynomials of the same degree, each isomorphism in Theorem 4.1, Theorem 4.5 and Corollary 4.7 is a graded \( R \)-module isomorphism. In this case, we can talk about the Hilbert series of the syzygy module \( B(G, \alpha) \).

**Proposition 4.8.** Let \( (G, \alpha) \) be an edge labeled graph such that all edge labels are homogeneous with the same degree \( r \). Then \( R(G, \alpha) \cong R \oplus B(G, \alpha) \) as graded \( R \)-modules with a degree shift in \( B(G, \alpha) \) of \( r \).

Proof. See Theorem 2.2 in [8].

**Proposition 4.9.** If \( G \) decomposes into disjoint cycles \( C_1, \ldots, C_s \) and \( p \) free edges, then

\[
\mathcal{HS}(B(G, \alpha)) = \mathcal{HS}(B(C_1, \alpha_1)) + \cdots + \mathcal{HS}(B(C_s, \alpha_s)) + \frac{p}{(1-t)^d}
\]

where \( \mathcal{HS}(M) \) denotes the Hilbert series of \( M \).

Proof. See Corollary 4.9 in [9].

**Example 4.10.** The edge labeled graph \( (G, \alpha) \) in Figure 6 decomposes into disjoint cycles \( C_1 \) and \( C_2 \) in Figure 7.
Here we have
\[ B_{(G, \alpha)} = \langle (y^2, x^2, 0, 0, 0), (0, 0, x^2, y^2, 0), (1, -1, -1, 1, 1) \rangle, \]
\[ B_{(C_1, \alpha_1)} = \langle (y^2, x^2, 0), (1, -1, 1) \rangle, \]
\[ B_{(C_2, \alpha_2)} = \langle (x^2, y^2) \rangle. \]

It follows that the Hilbert series of these syzygy modules are given by
\[ \text{HS}(B_{(G, \alpha)}) = 1 + 2t^2(1-t)^2, \]
\[ \text{HS}(B_{(C_1, \alpha_1)}) = \frac{t^2 + 2t^4}{(1-t)^2}, \]
\[ \text{HS}(B_{(C_2, \alpha_2)}) = \frac{1}{(1-t)^2}. \]

We conclude that \( \text{HS}(B_{(G, \alpha)}) = \text{HS}(B_{(C_1, \alpha_1)}) + \text{HS}(B_{(C_2, \alpha_2)}) \), in agreement with Proposition 4.9. In particular,
\[ \text{HS}(R_{(G, \alpha)}) = \frac{t^2 + 2t^4}{(1-t)^2} + \frac{1}{(1-t)^2} \]
with a degree shift in \( B_{(G, \alpha)} \) of 2 by Proposition 4.8.

More details on graded generalized spline modules can be found in [2].

5. FREENESS OF THE SPLINE MODULE \( R_{(G, \alpha)} \)

Let the base ring \( R = k[x_1, \ldots, x_d] \) and \( (C_n, \alpha) \) be an edge labeled cycle with edge labels \( \{l_1, \ldots, l_n\} \). Fix the ideal \( I = \langle l_1, \ldots, l_n \rangle \). Then there exists a canonical short exact sequence as follows:
\[ 0 \to I \to R \to R/I \to 0 \]
and by Theorem [2,3] we obtain \( \text{pd} \ I = \text{pd} \ R/I - 1 \) if \( \text{pd} \ R/I > 0 \).

Another short exact sequence can be given as follows:
\[ 0 \to B_{(C_n, \alpha)} \xrightarrow{i} R^n \xrightarrow{j} I \to 0 \]
where \( i \) is the inclusion map and \( f : R^n \to I \) defined by \( f(r_1, \ldots, r_n) = \sum_{t=1}^{n} r_tl_t \). From this short exact sequence, we conclude that \( \text{pd} \ B_{(C_n, \alpha)} = \text{pd} \ I - 1 \) by Theorem [2,3] if \( \text{pd} \ I > 0 \). Combining two results obtained from (2) and (3), we have
\[ \text{pd} \ B_{(C_n, \alpha)} = \text{pd} \ R/I - 2. \]
This observation leads us to the following result.

**Proposition 5.1.** Let \( (C_n, \alpha) \) be an edge labeled cycle and the base ring \( R \) be the bivariate polynomial ring \( k[x,y] \). Then \( R_{(C_n, \alpha)} \) is a free \( R \)-module.
Proof. Fix the ideal \( I = \langle l_1, \ldots, l_n \rangle \) generated by the edge labels on \((C_n, \alpha)\). If \( \text{pd } R/I > 0 \) and \( \text{pd } I > 0 \), then
\[
\text{pd } B_{(C_n, \alpha)} = \text{pd } R/I - 2 - 2 = 0
\]
since \( \text{pd } R/I \leq 2 \) by the Hilbert Syzygy Theorem. Hence we conclude that \( \text{pd } B_{(C_n, \alpha)} = 0 \) and therefore \( B_{(C_n, \alpha)} \) is a projective \( R \)-module. Since \( R_{(C_n, \alpha)} \cong B_{(C_n, \alpha)} \oplus R \), the spline module \( R_{(C_n, \alpha)} \) is also projective. By Quillen-Suslin Theorem, \( R_{(C_n, \alpha)} \) is a free \( R \)-module.

If \( \text{pd } R/I = 0 \), then \( R/I \) is a projective \( R \)-module and hence the short exact sequence (2) splits so that \( R^n \cong B_{(C_n, \alpha)} \oplus I \). Therefore \( B_{(C_n, \alpha)} \) is projective by Theorem 2.2. Since \( R_{(C_n, \alpha)} \cong B_{(C_n, \alpha)} \oplus R \), the spline module \( R_{(C_n, \alpha)} \) is also projective. By Quillen-Suslin Theorem, \( R_{(C_n, \alpha)} \) is a free \( R \)-module.

If \( \text{pd } I = 0 \), then \( I \) and \( B_{(C_n, \alpha)} \) are projective \( R \)-modules as explained above. Hence \( R_{(C_n, \alpha)} \) is also projective and so it is a free \( R \)-module. \( \square \)

We can generalize Proposition 5.1 to graphs that contain only one cycle as follows:

**Corollary 5.2.** Let \((G, \alpha)\) be an edge labeled graph and \( R \) be the bivariate polynomial ring \( k[x, y] \). If \( G \) contains only one cycle, then \( R_{(G, \alpha)} \) is a free \( R \)-module.

**Proof.** Let \( C_n \subset G \) be the only cycle contained in \( G \) with edge labels \( \{l_1, \ldots, l_n\} \). Then \( B_{(G, \alpha)} \cong B_{(C_n, \alpha)} \oplus R^p \) by Corollary 4.7 where \( p \) is the number of the free edges of \( G \). Here \( B_{(C_n, \alpha)} \) is projective by Proposition 5.1 and so is \( B_{(G, \alpha)} \). Hence \( R_{(G, \alpha)} \) is also projective and it is free. \( \square \)

Another generalization of Proposition 5.1 can be given as follows:

**Corollary 5.3.** Let \((G, \alpha)\) be an edge labeled graph with no interior edges and \( R \) be the bivariate polynomial ring \( k[x, y] \). Then \( R_{(G, \alpha)} \) is a free \( R \)-module.

**Proof.** If \( G \) has no interior edge, then we can assume that \( G \) consists of disjoint cycles \( C_1, \ldots, C_s \) and \( p \) free edges. Then \( B_{(G, \alpha)} \cong \bigoplus_{i=1}^s B_{(C_i, \alpha_i)} \oplus R^p \) by Corollary 4.7. Here \( B_{(G, \alpha_i)} \) is projective for all \( i \) by Proposition 5.1 and hence \( B_{(G, \alpha)} \) is also projective. Thus \( R_{(G, \alpha)} \) is free. \( \square \)

If \( G \) has interior edges, then \( R_{(G, \alpha)} \) may not be free even the base ring is \( k[x, y] \). We consider the following example:

**Example 5.4.** Let \((G, \alpha)\) be the diamond graph as in the Figure 8.

![Figure 8. Edge labeled diamond graph](image)

In this example \( e_{12} \) is an interior edge which is not removable. Computations on CoCoA 4.7.5 show that the spline module \( R_{(G, \alpha)} \) is not free.
As a result of Corollary 4.7, we obtain the following outcome:

**Corollary 5.5.** Let \( R = k[x,y] \). If \((G, \alpha)\) decomposes into disjoint cycles with \( p \) free edges, then \( R_{(G, \alpha)} \) is a free \( R \)-module.

**Example 5.6.** Consider the diamond graph \( G \) in Figure 3, discussed in Example 4.4. This graph decomposes into two disjoint cycles as in Figure 5 and hence \( R_{(G, \alpha)} \) is free by Corollary 5.5.

Proposition 5.1 holds also for cycles of rank at most two on \( R = k[x_1, \ldots, x_d] \). In this case, we use Theorem 3.3 to prove the proposition below:

**Proposition 5.7.** Let \((C_n, \alpha)\) be an edge labeled cycle and the base ring \( R \) be the polynomial ring \( k[x_1, \ldots, x_d] \). If \( \text{rk} C_n \leq 2 \), then \( R_{(C_n, \alpha)} \) is a free \( R \)-module.

**Proof.** Fix the ideal \( I = \langle l_1, \ldots, l_n \rangle \) generated by the edge labels on \((C_n, \alpha)\). Here \( \text{pd} R/I \leq \text{rk} C_n \leq 2 \) by Theorem 3.3 and thus \( R_{(C_n, \alpha)} \) is free by Proposition 5.1.

As a result of Proposition 5.7, Corollaries 5.2, 5.3 and 5.5 can be generalized as follows.

**Corollary 5.8.** Let \( R = k[x_1, \ldots, x_d] \).

(a) If \( G \) contains only one cycle \( C_n \) and \( \text{rk} C_n \leq 2 \), then \( R_{(G, \alpha)} \) is a free \( R \)-module.

(b) If \( G \) decomposes into disjoint cycles \( C_1, \ldots, C_s \) and \( p \) free edges where \( \text{rk} C_i \leq 2 \) for all \( i \), then \( R_{(G, \alpha)} \) is a free \( R \)-module.

The following example shows that the converse of Corollary 5.8 is false.

**Example 5.9.** Consider the edge labeled 3-cycle \( G_1 \) over \( R = k[x,y,z] \) in Figure 2. Let \( I = \langle x^3 + yz^2, x^2 + y^2, xz^2 + y^3 \rangle \) be an ideal of \( R \). By using Macaulay2, we obtain \( \text{pd} (R/I) = 2 \). It follows that the syzygy module is free by (4) and thus \( R_{(G_1, \alpha)} \) is free although \( \text{rk} G_1 = 3 \).
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