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Abstract: Underwater thermal vehicles, as ocean observation tools, are frequently affected by environment disturbances such as waves and currents, which may cause degradation of the observation accuracy of the vehicles. Consequently, it is important to design a controller for a vehicle that can resist ocean disturbance. In this study, an underwater thermal vehicle principle is introduced, and the mathematical model is established in the vertical plane motion. On this basis, an adaptive digital disturbance suppression control method is proposed. For known disturbance parameters, this controller could compensate for external disturbances by pre-setting control parameters using the internal model principle and parameterizations method. For the case where the disturbance parameters are unknown, disturbance parameter estimation method based on forgetting factor least-squares method is proposed to transform the unknown parameter disturbance into a disturbance with known parameters, which is then suppressed by the adaptive digital disturbance rejection control approach. This solution could effectively solve the challenges caused by parameter uncertainty and unknown time-varying ocean external disturbances. Finally, simulations are carried out for the Petrel underwater thermal glider as an example. The simulation results show the proposed control method’s superiority and inherent robustness.
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1. Introduction

The ocean plays the very important role in maintaining the ecological environment of the earth. The exploration of the ocean has never been interrupted [1–3]. For a long time, most of ocean exploration relies on ships or satellites. However, these tools only could cover the surface of the ocean but were unable to detect the deep ocean [4,5]. In recent years, with the increasing demand for deep ocean exploration, underwater vehicles (Argo, underwater gliders, etc.) have emerged. There are many studies on underwater vehicles, such as lift drag characteristics [6,7], guidance [8], communication [9], and cooperative network control [10,11], and so on. The studies on underwater vehicles have been increasingly mature. The underwater vehicles are gradually being applied to practical observation in the ocean, and they have collected a large amount of valuable ocean environmental information for ocean scientists [12,13]. At present, there is a trend towards using underwater vehicles to observe complex ocean environments.

As an underwater vehicle, underwater thermal vehicles have the advantages of safety, environmental friendliness, a long time in position, and long-range (theoretically up to 40,000 km) [14]. It represents future development. This type of vehicle can harvest ocean thermal energy through a heat transfer medium and convert the collected energy into kinetic energy for the propulsion of the vehicle. Compared to typical underwater vehicles, underwater thermal vehicles usually have several heat transfer tubes, which contain PCM (phase change material) and working fluid.
The observation accuracy is an important indicator of the underwater thermal vehicle as a marine exploration equipment. However, due to its operating mode, the speed of the underwater thermal vehicle is slower, and it is more susceptible to environmental disturbances (such as waves or currents), which results in poor motion stability [15], which can significantly affect the observation accuracy in the ocean environment. Thus, the stability control of underwater thermal vehicles is critically important.

Currently, there is numerous research on control strategies such as Proportion Integration Differentiation control (PID), Model Prediction Control (MPC), Linear Quadratic Regulator Control (LQR), $H_\infty$ control, Sliding Mode Control (SMC), and Adaptive Control (AC) for underwater vehicles, and have achieved many achievements.

The PID is a direct and straightforward method for underwater vehicles and is mainly applied to the pitch control [16,17]. However, this algorithm has poor performance in robust and response time for disturbances rejection.

The principle of the MPC algorithm is that the current control action is obtained by solving a finite time domain open-loop optimal control problem [18]. At present, this algorithm has been preliminary used in underwater vehicles. It has achieved a good effect in disturbance suppression [19–23]. In actuality, this algorithm needs to be optimized in real-time based on measurement information, which strongly depends on the sensors. However, with a limited energy carrying capacity, the underwater thermal vehicle cannot carry enough sensors to provide sufficient information. Therefore, the application of this algorithm in underwater thermal vehicles is very restricted.

In recent years, LQR control and $H_\infty$ control have been utilized in underwater vehicles. E. Roche, S. Roy et al. have proposed a full-order $H_\infty$ controller for underwater vehicles [24–26]. Ismaila B et al. [27] proposed an LQR control method based on a multi-objective differential evolutionary algorithm that was successfully applied to the underwater vehicle. B. Ulah et al. [28] proposed an LQR control strategy for external disturbances (ocean currents, etc.) in the motion of an underwater glider. Feng et al. [29] proposed a lowest-order $H_\infty$ control strategy, and the effectiveness of this strategy was verified in simulation experiments. While this control strategy has excellent robustness, it also has some limitations. Since the disturbance information is not fully utilized in the controller design, this leads to a conservative controller design. This could lead to the controller gain being too large.

As a nonlinear control method, the SMC algorithm has received widespread attention from researchers in the field of underwater vehicles, and some successful results have been achieved. Mai The Vu et al. designed an over-driven Autonomous Underwater Vehicle (AUV) motion control strategy based on Dynamic Sliding Mode Control (DSMC) theory for the problem of various environmental disturbances due to underwater vehicle currents, propulsion systems, and unmodeled disturbances [30–32]. H. Joe et al. [16] designed a second-order SMC method to suppress an underwater vehicle’s disturbance. Cui et al. [33] proposed a multivariate SMC decoupling algorithm for the underwater vehicle. Zhou et al. [34] propose an adaptive robust control method based on a nonlinear disturbance observer, which effectively overcomes the problems posed by parameter uncertainty and unknown time-varying external disturbances. However, because of the discontinuous derivative in the sliding surface, this effect will easily cause the actuator to shake, which is detrimental to the system.

Currently, the AC has been widely applied to underwater vehicles [18,35,36]. It can be self-tuned at any time against the disturbance. Huang et al. [15] proposed a self-optimal control method. This controller can be used to effectively compensate for external disturbances, which may adversely affect the underwater thermal vehicle’s pitching attitude maintenance or switching. This type of control can provide better performance to deal with the uncertain disturbance of the underwater vehicle.

Considering the shortage of PID, MPC, LQR, $H_\infty$, and SMC control strategies in disturbance rejection, an adaptive disturbance rejection digital control strategy is proposed in this paper with the adaptive control architecture. Compared with the existing literature,
the main contributions of this work lie in the following:

1. At the current stage, the development of control strategies for underwater vehicles is mainly focused on the traditional analog controller design. Although the accuracy of analog controllers is relatively high, the structure is very complex. It is not suitable for underwater vehicles. With breakthroughs in digital computer technology, digital controllers have excellent performance and low cost-effectiveness. Compared with analog controllers, this paper’s digital controller has a simple structure, strong anti-interference ability, and a more straightforward control structure, making it easier to implement in hardware;

2. A robust digital controller is designed. When the disturbance signal is known, the low-order disturbance can be well rejected by the simple parameterized controller. When the disturbance signal is unknown, the unknown frequency and amplitude can be accurately and quickly identified by the system identification algorithm, thus achieving a perfect estimation of the disturbance signal. On this basis, the parameterized controller can then be used for disturbance rejection. Compared to adaptive frequency estimators [19,37–39] and adaptive observers [40–42], the robust digital controller approach based on parameter identification is easier to deal with random signals and un-modeled dynamics in real-time for multiple frequencies. It can be applied in the application of underwater vehicle disturbances rejection.

This paper is organized as follows. Section 2 introduces the basic principle and mathematical model of the underwater thermal vehicle. Section 3 proposes the adaptive robust digital controller for suppressing disturbances with known and unknown frequency information, respectively. In Section 4, the effectiveness of the controller is demonstrated by simulation. At last, Section 5 presents the conclusions.

2. Working Principle and Mathematical Model

2.1. Working Principle

The “Petrel” underwater thermal vehicle is shown in Figure 1. It includes vehicle body and thermal engine. The functionality of the thermal engine is to harvest ocean thermal energy, and transform it into hydraulic potential energy which can be easily utilized. Compared with the conventional way of storing heat, this type of vehicle utilizes the volume difference between solid and liquid conditions of PCM to harvest thermal energy [43]. The underwater thermal vehicle working principle is shown in Figure 2 [44].

Figure 1. Underwater thermal vehicle.
1. The vehicle initially drift on the sea surface, as shown in Figure 2a. Because of the high temperature of seawater, the PCM in the thermal machine is in liquid state. At this stage the working fluid is stored in the external bladder.

2. When the vehicle is prepared to dive, as shown in Figure 2b. The solenoid valve is opened, and the working fluid flows from the external bladder to the internal bladder. The volume of the vehicle is reduced, resulting in less buoyancy than gravity, and the vehicle sails to the deep ocean. When the vehicle sails to the deep sea, as shown in Figure 2c, the PCM solidifies and shrinks, causing a negative pressure in the thermal engine. Then the transfer fluid in the internal bladder flows into the thermal engine under this pressure difference.

3. When the vehicle is ready to ascend from the deep sea to the surface of the ocean, the channel in the solenoid valve that connects the accumulator to the external bladder is opened, as shown in Figure 2d. The working fluid stored in the accumulator flows into the external bladder. As a result, the volume of the vehicle increases, which causes the buoyancy force to be higher than gravity, and the vehicle sails upward.

4. When the vehicle dives up to warmer waters, the temperature around it gets higher. As a consequence, the PCM transforms from solid into liquid and expands. The working fluid in the thermal engine is then compressed into the accumulator for energy storage. When the PCM is completely melted, the thermal vehicle will return to the initial state shown in Figure 2a for the next cycle.

Figure 2. The thermodynamic cycle of underwater thermal vehicle. (a) Equilibrium conditions at surface before descent. (b) Descent with heat flow to water. (c) Beginning of ascent. (d) Ascent, heat flowing from water, returned to equilibrium as in (a) [44].

2.2. Mathematical Model

The schematic diagram of the vehicle and the coordinate system are shown in Figure 3. In accordance with Fossen’s definition, the underwater thermal vehicle dynamics are
described in this paper under two reference coordinate systems [45]: The coordinate body reference and inertial coordinate reference. The coordinate body reference is fixed to the vehicle, with the floating center position as the coordinate origin and the X-axis as the direction of the vehicle’s axis. The inertial coordinate reference is the geodetic coordinate system. It records the global movement of the vehicle. Due to the non-linearity of the underwater vehicle itself and the uncertainty of its environment [46], the following assumptions are required before building the mathematical model to facilitate the design of the controller.

**Figure 3.** Underwater vehicle with body and earth-fixed reference frames.

1. The center of buoyancy in a thermal vehicle can be considered to be constant. Buoyancy can be alternately reduced or increased by its buoyancy adjustment system while maintaining a nearly constant overall vehicle mass. The system decreases or increases the buoyancy to achieve a descending or ascending motion of the vehicle in the ocean;
2. The change of mass distribution in the vehicle caused by the actuator motion is neglected. The mass of the center of gravity adjustment is very small, and it can be neglected compared to the total mass and length of the thermal vehicle;
3. Since the underwater vehicle is rarely adjusted in the roll and yaw directions. Therefore, only considering the motion of the underwater vehicle in the vertical plane;
4. Pitching angle $\theta$ range from $-\pi/2$ to $\pi/2$.

Based on the above assumptions, the mathematical model of the underwater thermal vehicle in the vertical plane can be described as follows [41,47]:

$$
\begin{align*}
\dot{\theta} &= \omega_2 \\
\dot{\omega}_2 &= \frac{1}{J_z + m_s s} \left[ \left( (m_f - m_f) v_1 v_3 + M_f \right) \\
&- rm_s (v_1 + s \omega_2) + s P_{p3} \omega_2 \\
&- m_s (r \sin(\theta) + s \cos(\theta)) \\
&- r (P_{p3} \omega_2 - m_s v_3 \omega_2 - m_s r \omega_2^2) - su \right] \\
\dot{s} &= \frac{1}{m_s} (P_{p3} - v_3 - r \omega_2) \\
P_{p3} &= u
\end{align*}
$$  

(1)
where $\theta$ is pitch angle, $\omega_2$ is velocity of pitching, $J_2$ is moment of inertia of the vehicle, and $M_{fc}$ is the hydrodynamic coefficient of the vehicle, its expression is shown in Equation (2). $v_1$ and $v_3$ respectively represent the axial, longitudinal velocity of underwater vehicle, $m_f$, $m_f$ are added mass and slider mass, $m_3$, is the stationary body mass of vehicle, $P_{f3}$ is the vertical moment of inertia. $s$ and $r$ are the position of vehicle in the vertical plane, in which the slider is fixed in the axial movement position, so $r$ can be set as a constant. $g$ is gravity acceleration, $u$ is the power for the axial movement of the slider.

$$M_{fc} = (K_{M0} + K_M)\left(v_1^2 + v_3^2\right)$$  \hspace{1cm} (2)

where the $K_{M0}$ and $K_M$ are constant coefficients. $a$ is the trim angle. This model is a standard one, derived using airfoil theory and potential flow calculations and then verified using experimental observations [48].

Generally, there are natural limits on the linear and angular velocities of an underwater thermal vehicle. Therefore, the following boundary conditions can be defined:

$$\omega_{2_{\text{min}}} \leq \omega_2 \leq \omega_{2_{\text{max}}}$$  \hspace{1cm} (3)

where $\omega_{2_{\text{min}}}$ and $\omega_{2_{\text{max}}}$ are the upper and lower bounds of the angular velocity of underwater vehicles, and both can be obtained from the prototype design.

To facilitate controller design, the underwater thermal vehicle vertical plane dynamics as described in Equations (1) and (2) can be represented by the following nonlinear discrete state equation:

$$
\begin{align*}
\begin{cases}
x(t + 1) = f_1(x(t)) + Bu(t) \\
y(t) = Cx(t)
\end{cases}
\end{align*}
$$  \hspace{1cm} (4)

where $x(t) = [\theta(t), \omega_2(t), s(t), P_{f3}(t),]^T$, $B = [0, -\frac{s}{J_2 + rmss}, 0, 1]^T$, $C$ as described in Equations (1) and (2) can be represented by the following nonlinear discrete state equation:

$$
\begin{align*}
\begin{cases}
x(t + 1) = f_1(x(t)) + Bu(t) \\
y(t) = Cx(t)
\end{cases}
\end{align*}
$$  \hspace{1cm} (4)

where $x(t) = [\theta(t), \omega_2(t), s(t), P_{f3}(t),]^T$, $B = [0, -\frac{s}{J_2 + rmss}, 0, 1]^T$, $C$ as described in Equations (1) and (2) can be represented by the following nonlinear discrete state equation:

$$
\begin{align*}
\begin{cases}
x(t + 1) = f_1(x(t)) + Bu(t) \\
y(t) = Cx(t)
\end{cases}
\end{align*}
$$  \hspace{1cm} (4)

Because we only care about the change of the pitch angle $\dot{\theta}$, $y(t)$ is set to $\dot{\theta}$. Therefore, $C$ is set as $[1, 0, 0, 0]^T$.

3. Controller Design
3.1. Linearization of the Mathematical Model

To facilitate the expression, the state variables of the system can be defined as follows:

$$
\begin{align*}
x_1(t) &= \dot{\theta} \\
x_2(t) &= \dot{\omega}_2 \\
x_3(t) &= s \\
x_4(t) &= P_{f3}
\end{align*}
$$  \hspace{1cm} (5)

where the $x_1(t)$, $x_2(t)$, $x_3(t)$, $x_4(t)$ are each expressed as follows:

$$x(t) = [ x_1(t) \ x_2(t) \ x_3(t) \ x_4(t) ]^T.$$  \hspace{1cm} (6)

Since the thermal vehicle runs slowly and works in a relatively single state, it can be generally considered to work only near its working point. Setting the working point
of the vehicle as \([\theta_c, \omega_{2c}, s_c, P_{p3c}]\), then the nonlinear model shown in Equation (3) can be linearized around its working point to obtain the following linear model:

\[
\begin{align*}
\Delta x_1(t) &= \Delta x_2(t - 1) \\
\Delta x_2(t) &= a_{21}\Delta x_1(t - 1) + a_{22}\Delta x_2(t - 1) + a_{23}\Delta x_3(t - 1) + a_{24}\Delta x_4(t - 1) + b_2u(t - 1) \\
\Delta x_3(t) &= a_{32}\Delta x_2(t - 1) + a_{34}u(t - 1) \\
\Delta x_4(t) &= u(t - 1).
\end{align*}
\] (7)

The coefficients in Equation (7) are shown in Equations (8)–(14), respectively.

\[
a_{21} = \frac{gm_c(r \cos(\theta_c) - s_c \sin(\theta_c))}{(f_2 + rm_sc)}
\] (8)

\[
a_{22} = \frac{s_cP_{p3c} - r(m_3v_3 - P_{p3c} + 2m_r\omega_{2c}) + m_r(2\omega_{2c}s_c + v_1)}{(f_2 + rm_sc)}
\] (9)

\[
a_{23} = \frac{-m_r\biggl((K_{M0} + K_{Ma})(v_1^2 + v_2^2) + s_cu_c \biggr) - r(P_{p3c}\omega_{2c} + m_3v_3\omega_{2c} + m_r\omega_{2c}^2) + m_sg(v_s(\sin(\theta_c) + s \cos(\theta_c)) + (m_f3 - m_f1v_1v_3)}{f_2 + rm_sc}
\] (10)

\[
a_{24} = \frac{\omega_{2c}(r + s_c)}{f_2 + rm_sc}
\] (11)

\[
a_{32} = -r
\] (12)

\[
a_{34} = -\frac{1}{m_s}
\] (13)

\[
b_2 = -\frac{s_c}{f_2 + rm_sc}.
\] (14)

In order to facilitate the design of discrete controllers, in this paper, we describe the discrete-time system by introducing the delay operator \(q^{-1}\). For example, the state \(\varphi(t - 1)\) at \(t - 1\) moments can be described as \(q^{-1}\varphi(t)\). Thus, Equation (7) can be described as:

\[
\left(1 - a_{22}q^{-1} - (a_{21} + a_{23}a_{32})q^{-2}\right)\Delta x_1(t) = q^{-1}\left((a_{23}a_{34} + a_{24})q^{-1} + b_2q^{-2}\right)u(t).
\] (15)

Let the expressions of \(A(q^{-1})\), \(B(q^{-1})\) respectively be in the form shown in Equations (16) and (17), then Equation (15) can be rewritten as in Equation (18).

\[
A(q^{-1}) = 1 - a_{22}q^{-1} - (a_{21} + a_{23}a_{32})q^{-2}
\] (16)

\[
B(q^{-1}) = b_2q^{-1} + (a_{23}a_{34} + a_{24})q^{-2}
\] (17)

\[
y(t) = \frac{\Delta x_1(t)}{A(q^{-1})}u(t).
\] (18)

Assuming that the disturbance of the ocean environment is \(p(t)\) and it directly acts on the output of the underwater thermal vehicle, then the mathematical model of the underwater thermal vehicle with consideration of the environmental disturbance can be written as:
\[ y(t) = \frac{q^{-1}B(q^{-1})}{A(q^{-1})} u(t) + p(t). \]  

(19)

Generally, the environmental random disturbance signal can be expressed as a discrete-time white noise signal as input and the output signal of some structural filter. Its general expression is shown in the following form (Auto Regressive and Moving Average: ARMA) [49]:

\[ p(t) = \frac{N(q^{-1})}{D(q^{-1})} e(t) \]  

(20)

where \( e(t) \) is the normalized discrete-time white noise signal. \( N(q^{-1}) \) and \( D(q^{-1}) \) are coprime polynomials in \( q^{-1} \), with degrees \( n_N \) and \( n_D \). Since ocean disturbances are generally bandwidth limited, the roots of \( D(q^{-1}) \) are on the units circle [50]. The energy of the disturbance is represented by \( D(q^{-1}) \), the contribution of the \( N(q^{-1}) \) is very weak and can be neglected.

By taking Equation (20) into Equation (19), the ARMAX model of the ocean thermal underwater vehicle can be obtained as shown in Equation (21).

\[ y(t) = \frac{q^{-1}B(q^{-1})}{A(q^{-1})} u(t) + \frac{N(q^{-1})}{D(q^{-1})} e(t). \]  

(21)

3.2. Controller Design for Disturbances with Known Parameters

3.2.1. RS Controller Structure

The polynomial controller (RS) controller is a polynomial output feedback controller structure with polynomials \( R(q^{-1}) \) and \( S(q^{-1}) \). Assume that the relationship between the controller structure polynomials \( R(q^{-1}) \) and \( S(q^{-1}) \) and the system input \( u(t) \) and output \( y(t) \) is shown as follows [39]:

\[ S(q^{-1})u(t) = -R(q^{-1})y(t) \]  

(22)

where \( S(q^{-1}) \) and \( R(q^{-1}) \) is the controller structure which can be expressed as:

\[ S(q^{-1}) = 1 + s_1 q^{-1} + \cdots + s_{ns} q^{-ns} \]  

(23)

\[ R(q^{-1}) = r_0 + r_1 q^{-1} + \cdots + r_{nr} q^{-nr} \]  

(24)

where \( ns \) is the degree of the polynomial \( S(q^{-1}) \) and \( nr \) is the degree of the polynomial \( R(q^{-1}) \).

By bringing Equation (22) into Equation (21), the relationship between the output and the disturbances of the underwater thermal vehicle can be obtained, as follows:

\[ y(t) = \frac{S(q^{-1})N(q^{-1})}{p(q^{-1})D(q^{-1})} e(t) \]  

(25)

where:

\[ p(q^{-1}) = A(q^{-1})S(q^{-1}) + q^{-1}B(q^{-1})R(q^{-1}). \]  

(26)

In order to be able to asymptotically stabilize the closed-loop polynomial \( p(q^{-1}) \) of the system, \( S(q^{-1}) \) can be pre-designed to contain the disturbance term, which with the following form:

\[ S(q^{-1}) = S'(q^{-1})D(q^{-1}) \]  

(27)

where \( S'(q^{-1}) \) is part of the controller \( S(q^{-1}) \) that is to be designed.
Equation (26) defines the closed-loop poles of the system and it also determines the dynamic response behavior of the system. The order relationship of each polynomial in Equation (26) are shown as follows:

\[
\begin{align*}
    n_p & \leq n_A + n_B + d - 1 \\
    n_S & = n_B + d - 1 \\
    n_R & = n_A - 1.
\end{align*}
\]  

(28)

In order to obtain a good anti-disturbance performance for the thermal vehicle, the method of pole assignment is used to optimize the positioning of the closed-loop poles of Equation (18).

3.2.2. Pole Assignment

The $H_\infty$ method is utilized to obtain the optimal closed-loop pole position. To implement this idea, this paper rewrites Equation (11) in the form of the following linear time-invariant equation:

\[
\begin{bmatrix}
\dot{\hat{y}}(t) \\
\dot{\hat{y}}(t-1)
\end{bmatrix} = \begin{bmatrix}
-a_{22} & -(a_{21} + a_{23}a_{32}) \\
1 & 0
\end{bmatrix} \begin{bmatrix}
\hat{y}(t) \\
\hat{y}(t-1)
\end{bmatrix} + \begin{bmatrix}
b_2 \\
0
\end{bmatrix} \begin{bmatrix}
a_{23}a_{34} + a_{24} \\
a_{23}a_{34} + a_{24}
\end{bmatrix} \begin{bmatrix}
u(t-2) \\
u(t-3)
\end{bmatrix} + p(t)
\]  

(29)

\[
y(t) = \begin{bmatrix}
1 & 0
\end{bmatrix} \begin{bmatrix}
\hat{y}(t) \\
\hat{y}(t-1)
\end{bmatrix} + p(t)
\]  

(30)

Let:

\[
A_1 = \begin{bmatrix}
-a_{22} & -(a_{21} + a_{23}a_{32}) \\
1 & 0
\end{bmatrix}
\]  

(31)

\[
B_1 = \begin{bmatrix}
b_2 \\
0
\end{bmatrix} \begin{bmatrix}
a_{23}a_{34} + a_{24} \\
a_{23}a_{34} + a_{24}
\end{bmatrix}
\]  

(32)

\[
C_1 = \begin{bmatrix}
1 & 0
\end{bmatrix}
\]  

(33)

\[
\hat{\phi}(t + 1) = \begin{bmatrix}
\hat{y}(t) \\
\hat{y}(t-1)
\end{bmatrix}
\]  

(34)

Then, Equation (29) can be abbreviated as the following form:

\[
\begin{bmatrix}
\hat{\phi}(t + 1) \\
y(t)
\end{bmatrix} = \begin{bmatrix}
A_1 & B_1 \\
C_1 & 0
\end{bmatrix} \begin{bmatrix}
\hat{\phi}(t) \\
u(t - 2)
\end{bmatrix} + p(t)
\]  

(35)

The following state feedback control law is adopted:

\[
u(t) = -K\hat{\phi}(t).
\]  

(36)

For Equation (35), the following theorem can be obtained.

**Theorem 1.** For the system Equation (35), under the condition of without considering the interference of output, if there is a definite symmetric matrix, which make the following linear matrix inequality established:

\[
\begin{bmatrix}
-M_0 & M_0A & BN_0 \\
* & -M_0 + \Phi & M_0C^T \\
* & * & -\Phi
\end{bmatrix} < 0.
\]  

(37)

Then, the state feedback control gain $K$ can be obtained, which is as follows.
\[ K = N_0 M_0^{-1}. \]  

**Proof.** By substituting Equation (36) into (35), the closed-loop system is obtained as:

\[ \dot{\Phi}(t + 1) = A\dot{\Phi}(t) - BK \dot{\Phi}(t - 2). \]  

\[ \square \]

Denoting the following Lyapunov function:

\[ V(t) = \dot{\Phi}^T(t) P \dot{\Phi}(t) + \sum_{i=1}^{2} \dot{\Phi}^T(t - i) M \dot{\Phi}(t - i). \]  

The following equation can be obtained by differentiating Equation (41):

\[ \Delta V(t) = V(t + 1) - V(t) = \dot{\Phi}^T(t + 1) P \dot{\Phi}(t + 1) + \sum_{i=1}^{2} \dot{\Phi}^T(t - i + 1) M \dot{\Phi}(t - i + 1) - \dot{\Phi}^T(t) P \dot{\Phi}(t) - \sum_{i=1}^{2} \dot{\Phi}^T(t - i) M \dot{\Phi}(t - i) = (A\Phi(t) + BK \Phi(t - 2))^T P (A\Phi(t) + BK \Phi(t - 2)) - \dot{\Phi}^T(t) (P - M) \dot{\Phi}(t) - \dot{\Phi}^T(t - 2) M \dot{\Phi}(t - 2). \]

Rewrite \( \Delta V(t) + y^T(t)y(t) \) in equivalent matrix form as:

\[ \begin{bmatrix} \dot{\Phi}^T(t) \\ \dot{\Phi}^T(t - 2) \end{bmatrix} \Theta \begin{bmatrix} \dot{\Phi}^T(t) \\ \dot{\Phi}^T(t - 2) \end{bmatrix} \]  

where \( \Theta = \begin{bmatrix} A^T PA - P + M + C^T C & A^T PBK \\ * & (BK)^T PBK - M \end{bmatrix} \).

In accordance with Schur-Complementary principle, \( \Theta < 0 \) can be represented as follows:

\[ \begin{bmatrix} -P^{-1} & A & BK \\ * & -P + M & C^T \\ * & * & -M \end{bmatrix} < 0. \]  

Equation (43) is transformed by using pre-multiplication and post-multiplication in the matrix \( \text{diag}(I, P^{-1}, P^{-1}) \), letting \( M_0 = P^{-1}, N_0 = KP^{-1} = KM_0, \Phi = PMP^{-1} \), to obtain Equation (38).

Suppose that the state feedback gain obtained by solving using Equation (38) is shown as follows:

\[ K = \begin{bmatrix} k_{11} & k_{12} \\ k_{21} & k_{22} \end{bmatrix}. \]  

Bringing Equation (44) to Equation (29), the following expression can be obtained:

\[ \begin{bmatrix} \hat{g}(t) \\ \hat{g}(t - 1) \end{bmatrix} = \begin{bmatrix} -a_{22} & -(a_{21} + a_{23}a_{32}) \\ 1 & 0 \end{bmatrix} \begin{bmatrix} \hat{g}(t - 1) \\ \hat{g}(t - 2) \end{bmatrix} + \begin{bmatrix} b_2 \\ 0 \end{bmatrix} \begin{bmatrix} a_{23}a_{34} + a_{24} \\ 0 \end{bmatrix} \begin{bmatrix} k_{11} & k_{12} \\ k_{21} & k_{22} \end{bmatrix} \begin{bmatrix} \hat{g}(t - 3) \\ \hat{g}(t - 4) \end{bmatrix}. \]  

Expanding the above formula, the following expression can be obtained:
\[
\hat{y}(t) = -a_{22}\hat{y}(t-1) - (a_{21} + a_{23}a_{32})\hat{y}(t-2) \\
+ (b_{2}k_{11} + k_{21}(a_{23}a_{34} + a_{24}))\hat{y}(t-3) \\
+ (b_{2}k_{12} + k_{22}(a_{23}a_{34} + a_{24}))\hat{y}(t-4).
\]

(46)

Transforming the above equation in the form of the matrix, we can obtain the following structure.

\[
\Psi_3(t) = \Psi\Psi_3(t-1).
\]

(47)

In which:

\[
\Psi = \begin{bmatrix}
-a_{22} & -(a_{21} + a_{23}a_{32}) & b_{2}k_{11} + k_{21}(a_{23}a_{34} + a_{24}) & b_{2}k_{12} + k_{22}(a_{23}a_{34} + a_{24}) \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\]

(49)

Specifically, \(\Psi\) is the autonomous state matrix of the closed-loop system (35), and its eigenvalues are the closed-loop desired poles obtained by employing the H∞ configuration.

Suppose that the eigenroots obtained by solving the characteristic roots for \(\Psi\) are \(p_1, p_2, p_3, p_4\). Then the closed-loop expectation polynomial \(p(q^{-1})\) of the system can be expressed as follows:

\[
p(q^{-1}) = 1 + p_1q^{-1} + p_2q^{-2} + p_3q^{-3} + p_4q^{-4}.
\]

(50)

3.2.3. Disturbance Suppression Controller Design

When \(p(q^{-1})\) is determined, it is necessary to design both \(R(q^{-1})\) and \(S(q^{-1})\). In this paper, we adopt the Youla–Kucera parametrization (Q-parametrization) of all stable controllers [51], the controller polynomials \(R(q^{-1})\) and \(S(q^{-1})\) can be rewritten as the following form [52]:

\[
R(q^{-1}) = R_0(q^{-1}) + A(q^{-1})Q(q^{-1})
\]

(51)

\[
S(q^{-1}) = S_0(q^{-1}) - q^{-1}B(q^{-1})Q(q^{-1})
\]

(52)

where \(Q(q^{-1})\) is the controller parameter with degree \(n_Q\), and has the following form [52]:

\[
Q(q^{-1}) = q_0 + q_1q^{-1} + \cdots + q_{n_Q}q^{-n_Q}.
\]

(53)

The central controller \(R_0(q^{-1})\) and \(S_0(q^{-1})\) can be computed by solving the following equation:

\[
P(q^{-1}) = A(q^{-1})S_0(q^{-1}) + q^{-1}B(q^{-1})R_0(q^{-1}).
\]

(54)

In order to solve \(Q(q^{-1})\), it is necessary to solve the following dropfantine equation:

\[
S_0(q^{-1}) = S'(q^{-1})D(q^{-1}) + q^{-1}B(q^{-1})Q(q^{-1})
\]

(55)

where \(D(q^{-1}), B(q^{-1}), \) and \(S_0(q^{-1})\) are known. The polynomial formulation of \(Q(q^{-1})\) and \(S'(q^{-1})\) can be obtained by solving Equation (55). Taking them into Equations (51) and (52), we can obtain the RS controller.

3.3. Controller Design for Disturbances with Unknown Parameters

During the above controller design process, the structure of the disturbance signals is already known. However, in the real ocean environment, the underwater thermal vehicle’s motion mainly receives the influence of factors such as currents and winds. The velocity changes of such disturbances are generally more fractionally slow, but their structural parameters usually cannot be known beforehand. In this case, the disturbance rejection
control algorithm proposed in Section 2.2 for the disturbed structure and the understood parameters is not sufficient. In this case, in order to improve the disturbance rejection effect of the system and improve the response speed. The model for identifying the ocean disturbance signal parameters is preferred in this section to transform the disturbance model with unknown parameters into the known one. Based on this, the RS controller designed in Section 2.2 of this paper is used to suppress the disturbance signals obtained from the discrimination.

Assume that the unknown disturbance signal encountered by the underwater thermal vehicle in operation is of a sinusoidal form and that the disturbance is of a single frequency at any moment. Then the continuous disturbance signal:

\[ p(t) = A_0(t) \sin(\omega(t)) \]  

where \( A_0 \) is the unknown amplitude of the disturbance signal and \( \omega \) is the unknown disturbance frequency. By discretizing the above equation, the discrete model of the disturbance signal can be expressed as follows:

\[ p(t) = \frac{n_0 + n_1 q^{-1}}{1 + d_1 q^{-1} + d_2 q^{-2}} e(t) \]

where \( n_0, n_1, d_1, \) and \( d_2 \) are the unknown parameters of the disturbance.

Bringing Equation (57) into Equation (21), the following results can be obtained:

\[ A(q^{-1})D(q^{-1})y(t) = q^{-1}B(q^{-1})u(t) + A(q^{-1})N(q^{-1})e(t). \]  

Then, we can reformulate Equation (58) into the following format:

\[
y(t) = \begin{bmatrix}
-y(t-1) + a_{22}y(t-2) + (a_{21} + a_{23}a_{32})y(t-3) + b_2u(t-4) \\
-y(t-2) + a_{22}y(t-3) + (a_{21} + a_{23}a_{32})y(t-4) + b_2u(t-5) \\
-a_{22}e(t-1) - (a_{21} + a_{23}a_{32})e(t-2) \\
-a_{22}e(t-2) - (a_{21} + a_{23}a_{32})e(t-3)
\end{bmatrix}^T \begin{bmatrix}
d_1 \\
d_2 \\
n_0 \\
n_1
\end{bmatrix} + n_0 e(t).
\]  

Let \( \Gamma_1(\ell) \) to be set as:

\[
\chi \text{ to be set as } \begin{bmatrix} d_1 & d_2 & n_0 & n_1 \end{bmatrix}^T; \quad \Gamma_2 \text{ is to be set as } \begin{bmatrix} y(t-1) & y(t-2) & u(t-2) & u(t-3) \end{bmatrix}^T; \quad \eta_2 \text{ to be set as } \begin{bmatrix} a_{22} & a_{21} + a_{23}a_{32} & b_2 & a_{23}a_{34} + a_{24} \end{bmatrix}^T; \quad \omega(t) \text{ is to be set as } n_0 e(t). \text{ Then the Equation (59) can be abbreviated to the following form:}
\]

\[ y(t) = \Gamma_1^T(\ell)\chi + \Gamma_2^T(\ell)\eta_2 + \omega(t). \]  

For the sake of calculation, in this paper, we take \( z(t) \) as \( y(t) - \Gamma_1^T(\ell)\eta_2. \) That is, Equation (60) can be transformed into the standard parameter identification system as follows:
\[ z(t) = \Gamma_1^T(t) \chi + \omega(t). \] (61)

In this paper, the parameter vector \( \chi \) can be solved by the forgetful factor least squares method. Before solving, since \( \omega(t) \) is not measurable, only its estimated value \( \hat{\omega}(t) \) can be used instead. The estimate of \( \hat{\omega}(t) \) can be obtained by the following equation:

\[
\hat{\omega}(t) = z(t) - \hat{z}(t) = z(t) - \Gamma_1^T(t) \hat{\chi}(t) \] (62)

where \( \Gamma_1 \) is set as:

\[
\begin{bmatrix}
-y(t-1) + a_{22}y(t-2) + (a_{21} + a_{23}a_{32})y(t-3) + (a_{24} + a_{23}a_{34})u(t-3) + b_2u(t-4) \\
-y(t-2) + a_{22}y(t-3) + (a_{21} + a_{23}a_{32})y(t-4) + (a_{24} + a_{23}a_{34})u(t-4) + b_2u(t-5) \\
-a_{22}\hat{e}(t-1) - (a_{21} + a_{23}a_{32})\hat{e}(t-2) \\
-a_{22}\hat{e}(t-2) - (a_{21} + a_{23}a_{32})\hat{e}(t-3)
\end{bmatrix}.
\]

The performance indicators is designed as:

\[
J = \sum_{t=1}^{L} \lambda^{L-t} \left( z(t) - \Gamma_1^T(t) \hat{\chi}(t) \right)^2
\] (63)

where \( \lambda \) is the forgetting factor (0 < \( \lambda \) ≤ 1), \( L \) is the observation time.

Aiming at the target function shown in Equation (63), the following forgetting factor least squares algorithm can be used to estimate \( \hat{\chi}(t) \) [53]:

\[
\begin{aligned}
\hat{\chi}(t) &= \hat{\chi}(t-1) + K(t) (z(t) - \Gamma_1^T(t) \hat{\chi}(t)) \\
K(t) &= \frac{P(t-1) \Gamma_1(t)}{\lambda + \Gamma_1^T(t) P(t-1) \Gamma_1(t)} \\
P(t) &= \frac{1}{\lambda} (I - K(t) \Gamma_1(t)) P(t-1).
\end{aligned}
\] (64)

With Equation (64), we can obtain the estimated value of \( \chi \) at time \( t \), that is, the unknown disturbance signal can be identified as the known one. Then, we can use the control law designed in Section 2.2 of this paper to suppress the external disturbance. The detailed algorithm steps are shown as follows:

1. Solve \( S_0(q^{-1}), R_0(q^{-1}) \) by the pre-set poles \( P(q^{-1}) \), utilizing Equation (54).
2. Obtain \( \hat{\omega}(t) \) by outputting \( y(t+1) \) applying control \( u(t) \), via Equation (62).
3. Estimate the \( \hat{\chi}(t) \) related perturbation parameters (i.e., the parameters of the polynomial \( D(q^{-1}) \)) with the parameter estimation Equation (64).
4. The control parameter \( Q(q^{-1}) \) can be obtained by solving the equation of the droopfan diagram by bringing \( D(q^{-1}) \) obtained in the previous step into Equation (55).
5. Bring the \( S_0(q^{-1}) \) and \( R_0(q^{-1}) \) obtained from the first step and the \( Q(q^{-1}) \) obtained from the fourth step into Equations (51) and (52), and then the controller parameters can be solved.

4. Simulation Results and Discussion

In order to verify the control algorithm's effectiveness, this section conducts a simulation of the controller proposed in this paper under Matlab/Simulink. The simulation parameters are shown in Table 1. Simultaneously, to compare and analyze the control effect of the RS controller, the PID controller with optimized and adjusted parameters is taken as a comparison. The control law of the proposed PID controller is shown as follows:

\[
u_{\text{PID}}(t) = -0.008294(\theta_r - \theta(t)) - 7.1307 \int (\theta_r - \theta(t)) \, dt + 0.00921(\theta_r - \dot{\theta}(t)).
\] (65)
Table 1. Parameters of longitudinal plane motion model of underwater glider [41,47,54].

| Parameters | Value      | Parameters | Value      |
|------------|------------|------------|------------|
| $J_2$      | 12 kg·m²   | $M_{f1}$   | 5 kg       |
| $r$        | 0.05 m     | $v_1$      | 0.26 m·s⁻¹ |
| $M_s$      | 40 kg      | $M_{f3}$   | 70 kg      |
| $a$        | ±3°        | $v_3$      | ±0.08 m·s⁻¹ |
| $K_{M0}$   | 0.3 kg     | $K_M$      | 61.92 kg   |

In this paper, three different cases are analyzed in this paper by individual cases. In case 1, the external interference is a single frequency sinusoidal interference with known structure and parameters. In case 2, the external interference is a single frequency sinusoidal interference, but the disturbance signal parameters are unknown. In case 3, the observed data of the current disturbance shown in the literature [3] is retrieved as the unknown external disturbance. The reference pitch angle $\theta_r$ is taken as:

\[
\begin{align*}
\theta_r(t) &= -17 & 0 \leq t \leq 2000 \text{ s} \\
\theta_r(t) &= 17 & 2000 < t \leq 4000 \text{ s}. \quad (66)
\end{align*}
\]

Case 1: The disturbance is sinusoidal and its form is shown as follows:

\[
p(t) = A \cos(2\pi ft) \quad (67)
\]

where $A$ and $f$ are the amplitude and frequency of the disturbance signal, respectively, and these parameters are known. For the achievement in simulation, let $A = 1$. The frequencies $f = 0.01, 0.05, 0.1, 1$ Hz are considered. The closed-loop desired pole $P(q^{-1})$ of the system obtained by the pole configuration method is shown in Equation (68). The RS controller obtained from this paper is as shown in Equation (69).

\[
P(q^{-1}) = 1.0000 - 0.7417q^{-1} + 0.2019q^{-2} \quad (68)
\]

\[
\begin{align*}
R(q^{-1}) &= -0.0173 + 0.0138q^{-1} + 0.0001q^{-2} \\
S(q^{-1}) &= 1.0000 - 1.4679q^{-1} - 0.3450q^{-2} + 0.8129q^{-3} \quad (69)
\end{align*}
\]

The simulation results are shown in Figure 4 for different controllers, and the controller outputs are shown in Figure 5. This paper quantifies the 5% over-tuning time ($T_s$) and steady-state error ($E_s$) as indicators to validate the control algorithm’s effectiveness under different frequency conditions. The smaller these two performance indicators are, the better the disturbance suppression effect.

The 5% over-tuning time ($T_s$) and steady-state errors ($E_s$) of the different object for the vibration with different frequencies are shown in Table 2. As can be seen from Figure 4 and Table 2, the time to reach the set value with the RS controller is significantly shorter than the PID control strategy. This indicates that the dynamic tracking performance of the RS controller is better under the influence of different frequency disturbances. Besides, the steady-state error with RS controller is smaller when the disturbance frequency ranges between 0.01 Hz and 0.05 Hz. That is, the RS controller is more effective in disturbance suppression. However, when the frequency increases above 0.1 Hz, the control strategy cannot effectively suppress the disturbance. This indicates that the control algorithm proposed in this paper is effective in suppressing low-frequency sinusoidal disturbances. In other words, the effectiveness of the RS controller for suppressing low-frequency disturbances can be verified.
Figure 4. Pitch angle $\theta(t)$ with different frequency disturbance. (a) $f = 0.01$ Hz, (b) $f = 0.05$ Hz, (c) $f = 0.1$ Hz, and (d) $f = 1$ Hz.

Figure 5. The controller outputs $u(t)$ with different frequency disturbance. (a) $f = 0.01$ Hz, (b) $f = 0.05$ Hz, (c) $f = 0.1$ Hz, and (d) $f = 1$ Hz.
Table 2. The 5% over-tuning time (T_s) and steady-state errors (E_s) of the different object for the vibration with different frequencies. PID: Proportion Integration Differentiation.

| Frequency | RS | PID |
|-----------|----|-----|
|           | T_s (s) | E_s (Deg) | T_s (s) | E_s (Deg) |
| 0.01 Hz   | 56 | 0.06 | 1115 | 0.76 |
| 0.05 Hz   | 55 | 0.53 | 783  | 0.93 |
| 0.10 Hz   | 42 | 2.26 | 645  | 1.14 |
| 1.00 Hz   | 40 | 3.45 | 930  | 1.07 |

Besides the disturbance suppression effect, the energy consumption level of the actuator also needs to be considered. The actuator’s output force directly reflects the level of energy consumption required by the underwater vehicle to achieve the desired control effect. The higher the value, the higher the level of energy consumption.

Figure 5 shows the value of the controller output force. As can be seen, compared with the PID control strategy, the RS controller needs to adjust the control force’s magnitude and direction \( u(t) \) in real-time to suppress the environmental disturbances. When the disturbance frequency is less than 0.05 Hz, the frequency and magnitude of the change in the control force \( u(t) \) are slightly greater than the PID controller’s output force, but the difference is negligible. The level of energy consumption using the RS controller can still reach a relatively low level at this time. When the disturbance frequency is greater than 0.1 Hz, the control force’s frequency and amplitude \( u(t) \) increase significantly compared to the traditional PID control strategy, which means that the actuator needs to consume more energy to meet the control force demand.

Case 2: The disturbance is set as a segmented unknown sinusoidal disturbance and the expression is given as follows:

\[
p(t) = \begin{cases} 
A_1 \cos(2\pi f_1 t) & t \in [0, 1000) \cup [2000, 3000) \\
A_2 \cos(2\pi f_2 t) & t \in [1000, 2000) \cup [3000, 4000)
\end{cases}
\tag{70}
\]

where \( A_1, A_2 \) are the unknown amplitude parameters set to 0.5 and 2.0 respectively in the simulation. \( f_1, f_2 \) are the unknown frequencies, which are set to 0.05 Hz, 0.01 Hz respectively in the simulation. In the simulation, the sampling period \( T_s \) is 1 s.

The estimated values of external disturbances are shown in Figure 6. As can be seen, concerning the estimation of the frequency, the method described in this paper can perform good tracking and estimating of the disturbance’s frequency. In terms of amplitude estimation, when \( t \in [0, 1000) \cup [2000, 3000) \) s, the estimation result is 0.407° by the parameter identification method, which is slightly lower than the predefined value (0.5°). The estimation error is about 18.6%. When \( t \in [1000, 2000) \cup [3000, 4000) \) s, the estimated result is 1.63° by the parameter identification method, which is slightly lower than the predefined value (2°). The estimation error is about 18.5%. To summarize, the disturbance estimation method proposed in Section 2 of this paper is effective.

The control effect of the pitch angle \( \theta \) is shown in Figure 7. When \( t \in [0, 1000) \cup [2000, 3000) \) s, for the RS controller, the \( T_s \) and \( E_s \) are 57 s and 0.26°, respectively; for the PID controller, the \( T_s \) and \( E_s \) are 910 s and 0.97°, respectively. When \( t \in [1000, 2000) \cup [3000, 4000) \) s, the \( E_s \) with the RS controller and PID controller are 0.11° and 2.08°, respectively. This result indicates that the RS controller has a significant advantage in the disturbance suppression effect and response time. Besides, when the disturbance changes suddenly, the pitch angle varies, as shown in the partial plot in Figure 7. As can be seen, the pitch angle \( \theta \) with the RS controller can quickly capture this change and correct it. The adjustment rate of the PID controller is slightly slower. The above results indicate that the controller can effectively reject the disturbance of unknown frequency and amplitude. Besides, the simulation results also show that the rejection effect decreases as the disturbance frequency increases.
Figure 6. External disturbance estimation.

Figure 7. Pitch Angle $\theta(t)$ with unknown frequency disturbance.

Figure 8 shows the controller output force in Case 2. Similar to Case 1, the RS controller requires real-time adjustment of the control force’s magnitude and direction. Hence, its energy consumption level shows an increase compared to the PID controller, but the difference is negligible. As can be seen from the partial diagram in Figure 8, the RS controller output force can be adjusted immediately when the disturbance appears to change to achieve disturbance suppression. Compared with RS, the PID control algorithm shows a weaker real-time adjustment capability.
Figure 8. The controller outputs $u(t)$ with unknown frequency disturbance.

Case 3: In order to evaluate the effectiveness of the control algorithm proposed by this paper in the case of a real ocean environment, the waves measured in the literature [3] were extracted as the disturbance signal, as shown in Figure 9. It can be seen from the figure that the wave signal state information is unknown and the frequency varies with time.

Figure 9. Wave disturbance.

The simulation results of the pitch angle $\theta$ are shown in Figure 10. As can be seen, the pitch angle $\theta$ with the RS controller has more minor fluctuations under simulated waves’ interference conditions. The steady-state error of the whole process is less than 0.73°. The pitch angle $\theta$ with the PID control strategy shows fluctuation with the fluctuation of the sea current, and the steady-state error is up to 2.42° when it reaches the set value. Compared with the PID control strategy, the adaptive RS control strategy proposed in this
paper has significant advantages in suppressing disturbances. The effectiveness of this control strategy for ocean environment disturbance suppression has been verified.

Figure 10. Pitch angle $\theta(t)$ with wave disturbance.

Figure 11 shows the value of the controller output force. As can be seen, the control force is about 2 N, and it needs to change following the disturbance signal. Compared with the PID control strategy, while the disturbance rejection effect is improved, its control energy consumption also increases.

Figure 11. The controller outputs $u(t)$ with wave disturbance.

5. Conclusions

An adaptive control strategy based on the internal model principle was proposed for the ocean thermal underwater vehicle’s pitch angle control problem. Simulation experiments verified the effectiveness of the designed controller, and the following conclusions could be drawn:
1. For known parameters and bounded external disturbance, this controller could compensate the disturbance by pre-setting the control parameters using the internal model principle and parameterization method. The simulation results showed that this approach was particularly effective in low and medium frequency bands.

2. In the case where the parameters of perturbation were unknown, in this paper, firstly, we used the parameter identification method to estimate the environmental disturbances. This approach could transform the disturbance with unknown parameters into a known one, which the RS type controller could then suppress. Simulation analysis with unknown parameters and time-varying wave signals as disturbances showed that the proposed strategy was effective.

The adaptive digital control algorithm designed in this paper was simple in structure. It could be applied to the precise measurement of specific areas that need to be attended to. Considering the economic and observable accuracy, the underwater thermal vehicle with RS controller should operate in the following form:

1. When the vehicle needs to reach a location quickly or when the trial area’s sea conditions are good, this controller will be turned off, and only the PID will be used to control the pitch angle;

2. When the environmental disturbances (such as currents, waves, etc.) are significant, which significantly affects the vehicle’s observation in the focused region, this controller can be turned on to reduce the impact of environmental disturbances on it. The controller can be turned on to minimize the effect of environmental disturbances on the vehicle and make the vehicle sail more smoothly, thus achieving high accuracy observation.
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