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Abstract

Embedded, continual learning for autonomous and adaptive behavior is a key application of neuromorphic hardware designed to mimic the dynamics and architecture of biological neural networks. However, neuromorphic implementations of embedded learning at large scales that are both flexible and efficient have been hindered by a lack of a suitable algorithmic framework. As a result, most neuromorphic hardware are trained off-line on large clusters of dedicated processors or GPUs and transferred post hoc to the device. We address this by introducing the neural and synaptic array transceiver (NSAT), a neuromorphic computational framework facilitating flexible and efficient embedded learning. NSAT supports event-driven supervised, unsupervised and reinforcement learning algorithms including deep learning. We demonstrate the NSAT in a wide range of tasks, including the simulation of Mihalas–Niebur neuron, dynamic neural fields, event-driven random back-propagation for event-based deep learning, event-based contrastive divergence for unsupervised learning, and voltage-based learning rules for sequence learning. We anticipate that this contribution will establish the foundation for a new generation of devices enabling adaptive mobile systems, wearable devices, and robots with data-driven autonomy.

Introduction

Using biological brains as an inspiration for designing novel computing paradigms can lead to massively distributed computing technologies that operate on extremely tight power budgets, while being robust to ambiguities in real-world sensory information and resilient to component failures. To devise such technology, neuromorphic electronic systems strive to closely mimic the building blocks of biological neural networks and dynamics in custom digital or mixed signal CMOS technologies.

In neuromorphic systems, similarly to biological neural networks, only spike-events are communicated between neurons, and neural and synaptic state components are local. This organization can overcome some of the fundamental inefficiencies of the Von Neumann architecture when scaled to massively distributed systems. However, to deploy such an architecture on real-world workloads, neuromorphic systems necessitate a suitable computational and learning framework that can efficiently operate within the constraints dictated by the architecture and dynamics of the neural substrate, i.e. that states and parameters local to the neuron, and global communication is mediated by all-or-none events which are sparse in space and time. Although recent progress has significantly advanced the systematic synthesis of dynamical systems onto neural substrates and their neuromorphic VLSI counterparts, their applications continue to rely on off-line and off-device learning, calibration techniques, or dedicated digital processors that cannot be directly and efficiently embedded in neuromorphic hardware. For many industrial applications involving controlled environments, where existing (labeled) data is readily available or where streaming data can be quickly transmitted to a mainframe computer, such off-line learning or calibration techniques are acceptable. Following this approach, many academic and industrial research groups have successfully demonstrated dedicated hardware for inference tasks. For mobile applications beyond
these constraints, learning must be performed in an on-going fashion, using data streaming to the device. Recent work on neuromorphic systems can potentially achieve this feat with a thousandfold less power than GPUs [69, 70], while matching or surpassing the accuracy of dedicated machine learning accelerators [16, 40], and operating on-line.

This article presents one such system, called Neural and Synaptic Array Transceiver (NSAT), and demonstrates proof-of-concept learning applications. The NSAT is a general-purpose spiking neural network simulator designed on the assumptions that extreme efficiency in scalable neuromorphic learning frameworks for data-driven autonomy and algorithmic efficiency hinges on the establishment of neural algorithms in which the computational power of the Synaptic Operation (SynOp) are on the same order as that of a Multiply Accumulate (MAC) unit; and a neuromorphic design that emphasizes locally dense and globally sparse communication using hierarchical event-based communication [47, 74].

To achieve extreme efficiency, the NSAT framework takes advantage of tractable linear neural model dynamics, multiplier–less design, fixed–width representation and event-driven communication, while being able to simulate a wide range of neural and plasticity dynamics. An NSAT core is composed of a large number of state components that can be flexibly coupled to form multi-compartment generalized integrate-and-fire neurons, allowing the implementation of several existing neural models [60, 38] (Fig. 1). While biological interpretation is not necessary, the state components forming the neuron can be interpreted as somatic potential, dendritic potential, synaptic currents, neuromodulator concentration or calcium currents, depending on its interactions with other state components or pre-synaptic neurons. The communication between cores and event-driven sensors is routed via inter-core spike events.

While there already exist neuromorphic VLSI circuits for synaptic learning [77, 88, 5], our framework is novel in that it is equipped with a flexible and scalable event–based plasticity rule that is tightly guided by algorithmic considerations and matched to the neuron model. Scalability is achieved using only forward lookup access of the synaptic connectivity table [72], permitting scalable, memory-efficient implementation compared to other implementations requiring reverse table lookups or memory-intensive architectures such as crossbar arrays. Flexibility in the learning dynamics is achieved using a reconfigurable event–based three-factor rule [95, 19] consistent with other established plasticity dynamics such as STDP [12, 54], membrane-voltage based rules [19] and calcium based dynamics [87, 41]. Its three factor dynamics enable unsupervised, supervised and reinforcement learning [27] using local information. We demonstrate that NSAT supports a form of gradient back-propagation in deep networks [80, 28, 102], unsupervised learning in spike-based Restricted Boltzmann Machines (RBMs) [68], and unsupervised learning of sequences using a competitive learning [42]. Furthermore, we show that learning in digital NSAT requires fewer SynOps compared to MACs in equivalent digital hardware, suggesting that a custom hardware implementation of NSAT can be more efficient than mainstream computing technologies by a factor equal to the J/MAC to J/Synop ratio.

This article is organized as follows: In the Material & Methods section we describe the neuron model and its mathematical equations. We present the NSAT architecture and software simulator (publicly available under GPLv3 license). In the Results section we show that the neuron model can simulate the Mihalas–Niebur neuron [60] and thus demonstrate a rich repertoire of spike behaviors. In addition, we simulate three different neural fields models [8], and event-driven variants of commonly used machine learning algorithms.

**Materials and Methods**

In this section we introduce the mathematical description of the NSAT framework and the details regarding its architecture and its software implementation.
From Leaky Integrate-and-Fire Neurons to the NSAT Neuron and Synapse Model

We start our description with the leaky integrate-and-fire neuron (LIF) model, which forms the basis of the NSAT neuron:

\[ \tau_m \frac{d}{dt} V(t) = -V(t) + RI(t). \] (1a)

If \( V(t) \geq \theta \) then \( V(t) = V_r \) and \( s = 1 \),

where \( V(t) \) is the neuron’s membrane potential, \( \tau_m \) is the membrane time constant, \( R \) is the membrane resistance and \( I(t) \) is the driving current. When the membrane potential is greater or equal to a threshold value \( (\theta) \), the neuron fires a spike and the membrane potential value at that time step is set to a reset value \( V_r \) (resting potential).

The dynamical properties of LIF neurons can be extended with synaptic dynamics or other internal currents such as calcium channels, potassium channels and other biophysical variables. For instance, the concentration of some neurotransmitter or ion, \( U \) currents such as calcium channels, potassium channels and other biophysical variables. For instance, the concentration of some neurotransmitter or ion, \( U \)

For instance, the concentration of some neurotransmitter or ion, \( U \) currents such as calcium channels, potassium channels and other biophysical variables. For instance, the concentration of some neurotransmitter or ion, \( U \) concentrations such as calcium concentration, although the biological interpretation is not indispensable for the NSAT framework. The term \( \sum_k \delta(t-t_k) \) indicates the pre-synaptic incoming spikes to the current post-synaptic neuron (\( \delta \) is the Dirac function\(^1\)). If we rewrite the summation term as \( S(t) = \sum_k \delta(t-t_k) \) then the dynamics become the linear system:

\[
\begin{bmatrix}
\dot{V}(t) \\
\dot{U}(t)
\end{bmatrix} = 
\begin{bmatrix}
-\frac{1}{\tau_m} & 0 \\
0 & -\frac{1}{\tau_c}
\end{bmatrix}
\begin{bmatrix}
V(t) \\
U(t)
\end{bmatrix} + 
\begin{bmatrix}
\frac{RI(t)}{\tau_m} \\
\frac{S(t)}{\tau_c}
\end{bmatrix}.
\] (3)

A generalization of such linear dynamics to \( N \) dimensions can be written in the following vector notation:

\[ \frac{d}{dt} x(t) = Ax(t) + Z(t), \] (4)

where the temporal evolution of state \( x(t) = (x_0(t), x_1(t), x_2(t), \cdots, x_N(t)) \) is characterized by the solution of Eq. (4). \( A \) is the state transition matrix and \( Z(t) \) the time-varying external inputs or commands to the system. Solutions to linear dynamical systems of Eq. (4) are given by:

\[ x(t) = \exp(At)x(t_0) + \int_{t_0}^{t} \exp(A(t-\tau))Z(\tau)d\tau. \] (5)

Equation (5) can be computed numerically by using the Putzer algorithm\(^7\) for computing the matrix exponential. Numerical solutions of equation (4) can be obtained using several numerical integration methods, such as the Forward Euler which is computationally simple and fast.

NSAT Neuron and Synapse Model

The NSAT neuron consists in linear dynamics described by Eq. (4) extended with firing thresholds, resets mechanisms and inputs \( Z(t) \) written in open form:

\[ \frac{dx(t)}{dt} = Ax(t) + (\Xi(t) \otimes W(t)) \cdot s(t) + \eta(t) + b. \] (6a)

If \( x(t) \geq \theta \) then \( x(t) = X_r \),

If \( x_0(t) \geq \theta_0 \) then \( s_0(t) = \delta(t) \).

\[ 1 \delta(t) = \infty, \text{if } t = 0 \text{ otherwise } \delta(t) = 0. \] In the discrete version we have \( \delta(t) = 1 \), if \( t = 0 \) otherwise \( \delta(t) = 0 \).
The state components \( \mathbf{x} = (x_0, ..., x_i, ...) \) describe the dynamics of a neural compartment or variable such as membrane potential, internal currents, synaptic currents, adaptive thresholds and other biophysical variables, although a biological interpretation is not necessary. \( \mathbf{A} \) is the state-transition square matrix that describes the dynamics of each state component and their couplings. \( \Xi \) is a random variable drawn from a Bernoulli distribution and introduces multiplicative stochasticity to the NSAT, which is an important feature for learning [101, 89, 10] inspired by synaptic failures [100, 69]. \( \mathbf{W} \) is the synaptic strength matrix and defines the connectivity and the strength of each connectivity between neurons. \( \mathbf{s} \) is a vector that takes values in \{0, 1\} and registers whether the neuron has spiked. The \( \otimes \) symbol defines an element-wise multiplication (or Hadamard product). \( \eta \) is the additive normal noise with zero mean and programmable variance. And finally, \( \mathbf{b} \) is a constant value that is added to each state component acting as a constant input (i.e. current injection from a neuroscience point of view or bias from a machine learning point of view). When a component \( x_i \) crosses its threshold value (\( \theta_i \)) then it is subject to reset to some predefined value \( X_{r_i} \). Additionally if the zero state of a neuron (\( x_0(t) \)) crosses its threshold value then that neuron fires a spike as shown in Eq. (6), with (\( s_0(t) = \delta(t) \)) and a new setting of \( X_{r_0} \). After the neuron has spiked, the membrane potential is clamped during a programmable refractory period, during which it is not permitted to fire.

Figure 1: The Neural and Synaptic Array Transceiver (NSAT) (a) Sample run externally modulated STDP, showing raster plot of 25 neurons and detailed temporal dynamics of the four components of the first neuron’s (neuron number 0) state. The first component represents the membrane potential (\( V_m \)), the second component represents the synaptic state (\( I_{syn} \)), while the third is the plasticity modulation (\( x_m \)). The latter state is driven externally by a spike train that is active between time steps 400 and 600, and white noise of constant amplitude. (b) NSAT Neurons consist of compartments that can be coupled to trading off the number of neurons vs. neuron complexity (number of compartments), (c-d) NSAT information flow and envisioned layout of the NSAT cores using Hierarchical Address–Event Routing (HiAER) [47, 71] for scalable and expandable neural event communication with reconfigurable long-range synaptic connectivity.

The NSAT features a modulated Spike-Timing-Dependent-Plasticity (STDP) learning rule. The classical STDP rule is a form of Hebbian [43] learning that affects the synaptic strengths of connected pre- and post-synaptic neurons based on their spikes firing history in the following way [12, 88]: if a post-synaptic neuron generates action potential within a time interval after the pre-synaptic neuron has fired multiple spikes then
the synaptic strength between these two neurons becomes stronger (long–term potentiation–LTP). On the other hand if the post-synaptic neuron fires multiple spikes before the pre–synaptic neuron generates action potentials within that time–interval then the synaptic strength becomes weak (long–term depression–LTD).

The classical STDP rule requires the spiking firing history of all pre–synaptic and post–synaptic neurons that are connected in order to be implemented. This renders STDP difficult to implement in hardware due to computational and memory requirements. To overcome such limitations, NSAT uses a forward table–based, pre–synaptic event-triggered, nearest–neighbor STDP rule [72]. This method implements both causal and acausal weight updates using only forward lookup access of the synaptic connectivity table, permitting memory-efficient implementation. A single timer variable for each neuron is sufficient to implement this rule.

Exact STDP is recovered in the case of refractory periods greater than the STDP time window, and otherwise it closely approximates exact STDP cumulative weight updates [72]. The mathematical formulation of the NSAT learning rule is given by:

\[ \epsilon_{ij}(t) = x_m^j(t) K(t - t_i) + K(t_j - t), \]  

(7a)

\[ \frac{d}{dt} w_{ij}(t) = \epsilon_{ij}(t) \delta_j(t), \]

(7b)

where \( \epsilon_{ij}(t) \) is the eligibility of the synapse between the \( i \)–th pre–synaptic neuron and the \( j \)–th post-synaptic neuron update, \( K(\cdot) \) is the STDP learning window, \( t_i \) is the last time that the \( i \)–th pre–synaptic neuron fired a spike, and \( t_j \) is the last time that the post-synaptic neuron fired a spike. The kernel (or learning window) \( K(t - t_i) \) refers to the causal (positive) STDP update and the term \( K(t_j - t) \) refers to the acausal (negative) STDP update. \( x_m^j(t) \) is the \( m \)–th state component of the post–synaptic neuron that dynamically modulates the amplitude of the STDP kernel.

**Difference Equations of NSAT (Quantized) Framework**

The NSAT software simulator consists in discrete-time versions of the above equations, based on fixed point arithmetics without any multiplications. The continuous–time dynamics of NSAT described by Eq. (6) and Eq. (7) are rewritten here in a discrete (quantized) form:

\[ x[t + 1] = x[t] + A \otimes x[t] + (\Xi[t] \otimes W[t]) \cdot s[t] + \eta[t] + b. \]

(8a)

If \( x[t + 1] \geq \theta \) then \( x[t + 1] \leftarrow X_r. \)

If \( s_0[t + 1] \geq \theta_0 \) then \( s_0[t + 1] \leftarrow 1. \)

(8b)

(8c)

where the entries of matrices \( A \) and \( b \) are integer constants. Some other parameters such as the variance of the additive noise \( \eta \) are defined \textit{a priori} by the user. More details regarding the parameters are provided later (see Implementation Details paragraph).

The operator \( \otimes \), which is described by Algorithm 1, plays the role of a multiplication implemented with bit shift operations. In particular, it ensures that all state components leak towards the resting state in the absence of external input (current).

**Algorithm 1** Zero-rounding bit shift operation (\( \otimes \))

function \( a \otimes x \)

\[ y = a \cdot x \]

if \( y \neq 0 \) and \( a = 0 \) then

return \( sgn(-y) \)

derelse

return \( a \)

dend if

dend function

The \( \cdot \) symbol in Algorithm 1 defines an operator for a custom bit shift. It performs a multiplication by power of two using only bitwise operations as Algorithm 2 indicates. The reason for using \( \otimes \) rather than left
Algorithm 2 Bit shift multiplication operation (\(\odot\))

1: function \(a \odot x\)
2: 
3: \[\text{if } a \geq 0 \text{ then}\]
4: \[\text{return } x \ll a\]
5: \[\text{else if } a < 0 \text{ then}\]
6: \[\text{return } \text{sign}(x)(|x| \gg -a)\]
7: \[\text{end if}\]
8: \[\text{end function}\]

and right bit shifting is because integers stored using a two’s complement representation have the property that right shifting by \(a\) of values such that \(x > -2^a\), \(\forall a' < a\) is \(-1\), whereas \(0\) is expected in the case of a multiplication by \(2^{-a}\). The \(\odot\) operator corrects this problem by modifying the bit shift operation such that \(-2^a \odot a = 0, \forall a' < a\). Such multiplications by powers of \(2\) have the advantage that the parameters are stored on a logarithmic scale, such that fewer bits are required to store parameters. A logarithmic scale for the parameters is suitable since solutions to the equations consist of sums of exponentials of these parameters \(\frac{5}{5}\). For example, \((-3 \odot x_0)\) is the NSAT equivalent of \(-2^{-3} x_0[t]\).

The learning rule given by Eq. (7) is also discretized:

\[
\begin{align*}
\epsilon_{ij}[t] &= x_j^m[t] \odot \left(K[t - t_i] + K[t_j - t] \right), \\
\Delta w_{ij}[t + 1] &= \text{Clip}(w_{ij}[t] + \epsilon_{ij}[t]s_j[t], w_{\text{min}}, w_{\text{max}}). \\
\end{align*}
\]

Where Clip\(\cdot, w_{\text{min}}, w_{\text{max}}\) clips its first argument to within the range \([w_{\text{min}}, w_{\text{max}}]\) dictated by the fixed point representation of the synaptic weights at every time step.

Optionally, the weight updates can be randomized using a discretized version of randomized rounding \(\frac{63}{63}\), which interprets the \(r\) least significant bits of \(\Delta w\) as a probability, as follows:

\[
\Delta w_{ij}^r = (\Delta w \gg r) + \begin{cases} 
1 & \text{if } \text{random}(0,1) < p \\
0 & \text{otherwise.}
\end{cases}
\]

where \(p\) is the number formed by the \(r\) least significant bits of \(\Delta w_{ij}\).

Figure [1a] shows an example of NSAT operation with externally modulated STDP. In this example, each neuron consisted in 4 components. The first and second component correspond to classical leaky integrate and fire dynamics with current-based synapses. The third state component driven externally to modulate the STDP update. As a result most weights updates are concentrated around high modulation states.

Implementation of the NSAT Framework

The NSAT Architecture

Figures [1c], (d) and [2] illustrate the NSAT architecture consisting of multiple interconnected cores (or threads each simulating one NSAT core). Only addresses of a neuron’s spike are transmitted in inter- and intra-thread communication. A global clock keeps track of the simulation time and synchronizes all NSAT threads. At every simulation time step (or tick) each thread runs independently, executing NSAT dynamics in two stages. In the first stage each thread integrates the neural dynamics of its neurons based on Eq. (8) without accumulating the synaptic inputs on the neuron state. Then threads detect new spike-events and transmit them accordingly to their destinations. All the detected inter- and intra-core spike events at time \(t\) are made available to the next time step \((t + 1)\).

In the second stage, the detected spike events (including the external ones) are accumulated onto the neural states components \(x_i\) according to \((\mathcal{E}[t] \odot \mathcal{W}[t]) \cdot s[t]\). Synaptic weights are multiplied with a
predefined constant (implemented as a bit shift operation) to trade off precision and range limitations imposed by fixed point integer arithmetic. When the learning is enabled, Eq. (9) is computed. First, threads compute the causal and then the acausal part of the STDP learning curve. After learning, the STDP counters of neurons that have spiked are set to their new values (either the last time that a neuron spiked, or a neuron clock starts ticking until expiration). The final steps in the second stage perform update of modulator dynamics ($x_i^m$) and reset of the neuron state components that spiked. The modulator state component ($x_m$) adjusts the amplitude of the STDP function as in three-factor synaptic plasticity rules [96].

![The NSAT Architecture](image)

**Figure 2: The NSAT Architecture** Multiple NSAT threads receive external events and generate event responses in two stages. Each thread consists of two major instruction sets (cyan boxes), one for evaluating neuron dynamics and the other for implementing an event-based STDP learning rule. The instructions are shown in the two large gray boxes. Arrows indicate the flow of the information within an NSAT thread during simulation.

**Software Implementation Details**

In order to demonstrate the capabilities of the proposed NSAT framework, we implemented a software simulator in the C [79] programming language. The software has been designed to accommodate foreseeable specifications imposed by the hardware, and thus all operations use 16-bit integer (fixed-point) and binary arithmetics (no multiplications) as described in the Difference Equations of NSAT Framework section. Algorithm 3 illustrates and summarizes the flow and the basic logic of the NSAT software implementation.
Algorithm 3 Algorithmic (software) NSAT implementation (see text for more details).

Require: Synaptic Weights, Parameters, Learning Parameters

Ensure: Spike events, States, Synaptic Weights

for $t \leftarrow 1 \ldots t_{\text{final}}$ do
  for all $p$ in \{Threads\} do
    for all $i$ in \{Neurons\} do
      spike_list $\leftarrow$ external_events
      Compute $x^t_i$ using equations (8)
      if $X^i_{\text{ref}} \neq 0$ then
        $x^t_i \leftarrow X^i_{\text{ref}}$
      end if
      if Spike is Enabled then
        if $x^t_i \geq \theta_i$ then
          spike_list $\rightarrow$ id $\leftarrow$ i
          spike_list $\rightarrow$ ts $\leftarrow$ t
          $s^t_i = 1$
        end if
      else if Adaptive $\theta$ is Enabled then
        if $x^t_0 \geq x^t_i$ then
          spike_list $\rightarrow$ id $\leftarrow$ i
          spike_list $\rightarrow$ ts $\leftarrow$ t
          $s^t_i = 1$
        end if
      end if
      $x^t_i \leftarrow x^t_i(\Xi^t_i \otimes W^t_i) \cdot s^t_i$
      $W^t_i \leftarrow W^t_i \otimes G^t_i$
      if Learning is Enabled then
        Compute equations (9) and (10)
      end if
      if $s^t_i = 1$ and Reset is Enabled then
        for all $k$ in \{State components\} do
          $x^t_k \leftarrow X^i_k$
        end for
      end if
    end for
  end for
end for

Data structures Each thread is implemented as a large data structure that contains all the necessary data structures for implementing NSAT. The most significant data structure is the one that implements the neuron. Each neuron unit structure carries all the parameters necessary for integrating the neuron’s dynamics and performing learning (Fig. 3). We distinguish the neurons into two main categories, external neurons and internal (NSAT) neurons. External neurons have plastic (adjustable) post–synaptic weights and STDP counters, but no dynamics. Internal neuron dynamics follow Eq. (6). Every neuron consists of a synaptic tree implemented as a linked list containing all the post–synaptic weights and the id number of the post–synaptic neurons. Only internal neurons have access to the NSAT params structure and to the Learning params structure. In addition, a state data structure is added to the internal neurons for keeping track of the dynamics (state of the neuron).

Every thread data structure has as members the neuron’s data structure (internal and external), the spike event lists, some temporary variables that are used for storing results regarding NSAT dynamics, variables
Figure 3: Schematic representation of NSAT data structures and information flow. The neuron structure is the main component of the NSAT software simulator. The neuron’s dynamics, learning and state parameters data structures are shown. Red and black arrows represent pointers and information flow, respectively. See the text for more information regarding the parameters and information flow.

that gather statistics, monitor flags, filenames strings for on–line storing of spike events or other variables (such as neuron states and synaptic weights), and finally shared to neuron parameters such as number of neurons (internal and external) within a thread, and other parameters (see Parameters paragraph below).

Random Number Generator  The random number generator (RNG) is implemented in two different ways. First, we used the PCG RNG library\(^2\) to implement a uniform random number generator with long period. Based on the PCG library we implemented a Box–Muller\(^{13}\) transformation in order to acquire normal distributions for the additive noise of the NSAT framework.

The second implementation is used for simulating hardware implementations of the NSAT framework. In order to reliably generate uniformly distributed random numbers in a hardware implementation, we used a linear feedback shift register (LFSR) in combination with a cellular automata shift register (CASR)\(^{24}\). Such types of RNGs are suitable for hardware devices and provide a quite robust and reliable random number generator. This implementation is used for bit accurate simulations of future NSAT hardware implementations.

\(^2\)http://www.pcg-random.org/
Parameters  NSAT framework parameters can be split into three main classes. The first one contains global parameters related to the entire simulation and the configuration of the NSAT framework. The second class includes parameters for neurons dynamics and for the learning process. Figure 3 shows the neuron’s and learning parameters (NSAT_params and Learning_params structures, respectively). The third class contains parameters local to each thread.

Parameters of the first class are the number of simulation time steps (or ticks), the total number of threads, the seeds and the initial sequences for the random number generators, a flag (Boolean variable) that indicates which of the two random number generators is used, a learning flag (Boolean variable) that enables learning, and the synaptic strengths boundary control flag (Boolean variable) that enables a synaptic weight range check to more closely match hardware implementations.

The second class of parameters, the neuron parameters (refer to NSAT params struct), includes the state transition matrix $A$, the constant current or bias $b$, and $sA$ matrix which contains the signs of matrix $A$. $\sigma$ is the variance for the additive normal distributed noise and $p$ is the blank-out probability (corresponding to $\Xi$ in Eq. (5)). In addition, it contains the spike threshold ($\theta$), the reset value ($X_r$), the upper ($X_{up}$) and the lower boundaries ($X_{low}$) for each neural state component. The latter two constants define the range of permitted values for each state component. The spike increment value increases or decreases the after-spike state component value instead of resetting it. A Boolean parameter enables or disables the reset of a neuron. An optional parameter permits variable firing threshold, whereby component $x_1$ is used as firing threshold for the neuron. An integer parameter defines which state component is assigned as plasticity modulator. Finally, another parameter sets the synaptic weights gains.

The third group consists of learning parameters. Each neural state component has its own synaptic plasticity parameters (see Fig. 3), enabled by a single flag. The rest of the learning parameters define the STDP kernel function ($K(\cdot)$ in Eq. (9)). The STDP kernel function is either a piecewise linear function or a piecewise exponential one that can approximate the classical STDP exponential curve or other kernel functions. The approximation uses either three linear segments for which we define the length, the height (level) and the sign or three exponential-like segments for which we define the length, the height, the sign and the slope, thus we have eight parameters that define the kernel function (four for the causal part and four for the acausal one).

Fig. 4(c) illustrates a realization of NSAT approximated STDP kernel function. $tca$ ($tac$) controls the length (time dimension), $hica$ ($hiac$) controls the amplitude (height), $sica$ ($siac$) defines the sign for the causal (acausal) part, and $slca$ ($slac$) characterizes the slope of the exponential approximation. On a given thread, different types of neurons and synapses can be defined by assigning them to separate parameter groups.

Finally, the third parameter group concerns the core configuration. Each parameter group specifies the number of internal and external units within a thread, states configurations per thread and in addition some extra parameters for the use of temporary variables necessary in simulations.

Python Interface

In order to facilitate the use of the software simulator (and the hardware later on) we developed a high-level interface in Python. The Python Interface (pyNSAT from now on) is based on Numpy, Matplotlib, Scipy, pyNCS and Scikit-learn Python packages. The pyNCS [91] is used for generating spike trains, read and write data from/to files and it provides proper tools for data analysis and visualization of simulations results.

Figure 5 illustrates an example of pyNSAT script simulating a neuron with four state components ($x_i, i = 0 \ldots 3$). The script mainly consists of five parts. First we instantiate the configuration class. This class contains all the necessary methods to configure the simulation architecture and define the global parameters for the simulation, such as the total number of threads (or cores) to be used, number of neurons per thread, number of state components per neuron per thread, number of input neurons per thread and the simulation time (in ticks), Fig. 5(a). NSAT model parameters such as the matrix $A$ of the NSAT dynamics, the biases $b$ and many other parameters regarding the dynamics of the neuron and the model are defined as shown in Fig. 5(b). The next step is to define the synaptic connectivity (the architecture of the network), Fig. 5(c). Fig. 5(d) illustrates how the pyNSAT writer class is invoked for writing all the binary files containing the
Figure 4: **NSAT STDP learning rule.** (a) A pre–synaptic neuron (black node) projects to three post-synaptic neurons (blue, magenta and cyan nodes). Three spikes are emitted by the post-synaptic neurons (corresponding colored arrows) and then a spike is fired by the pre–synaptic neuron. Then an acausal update takes place as the red shaded box indicates. Most recent post-synaptic spikes cause a causal update (black shaded boxes). (b) Temporal evolution of the post-synaptic weights. The acausal and causal updates are aligned with panel’s (a) spikes. (c) The STDP kernel function (linear and exponential approximations) used in this simulation (only the linear part). Black and red colors indicate the causal (positive) and the acausal (negative) parts of the STDP kernel function, respectively. Darker–colored lines illustrate the linear approximated STDP curves, and lighter–colored ones the exponential approximation (both types are supported by the NSAT framework).

parameters that the C library will use to execute the simulation. Finally, we call the C NSAT library and execute the simulation (see Fig. 5(e)).

The current example is a single neuron with adaptive threshold (more details regarding this neural model are given in Mihalas–Niebur Neuron paragraph in Results section). After simulating the model, we can visualize the results (see the right bottom panel in Fig. 5). The first row shows the membrane potential (state component $x_0[t]$, blue line) of the neuron, the second row indicates the adaptive threshold ($x_1[t]$, black line), and the third and fourth rows are two internal currents ($x_2[t]$ and $x_3[t]$, magenta and cyan colors), respectively.

**Simulation Details**

The software simulator uses a bit-accurate simulator implemented in the C Programming Language. All the source code used in this work are distributed under the GPL v3.0 License and are available on-line (https://github.com/nmi-lab-ucsd/HiAER-NSAT). All simulation parameters are provided in the source code accompanying this work and in the Supplementary Information. The Python interface for the NSAT framework has been written for Python 2.7.

**Results**

In this section we demonstrate NSAT capabilities by performing five different tasks. First, we show that NSAT supports a wide variety neural responses, such as tonic, bursting and phasing spiking. The second task is a simulation of Amari’s neural fields [3] in three different applications: stationary “bump” solutions, target selection and target tracking. Then, we illustrate three learning tasks using supervised and unsupervised learning.
NSAT Neuron Dynamics Support a Wide Variety of Neural Responses

The Mihalas–Niebur neuron (MNN) model \([11]\) is a linear leaky integrate-and-fire neuron that is able to capture a wide spectrum of neural responses, such as tonic spiking, bursts of spikes, type I and type II spike responses. Here, we show that the NSAT neuron model can implement the MNN model and thus simulate a similar spectrum of neural responses.

The MNN model consists of \(N + 2\) equations, where the first two equations describe the membrane potential and an adaptive threshold, respectively. The remaining \(N\) equations define internal currents of the...
neural computational models. The original Amari’s neural field equation is given by:

\[
\frac{dV(t)}{dt} = \frac{1}{C_m} \left( I_e - g(V(t) - E_L) + \sum_{j=1}^{N} I_j(t) \right),
\]

\[
\frac{d\Theta(t)}{dt} = a(V(t) - E_L) - b(\Theta(t) - \Theta_\infty),
\]

\[
\frac{dI_j(t)}{dt} = -k_j I_j(t), \quad j = 1, \ldots, N,
\]

where \( V(t) \) is the membrane potential of the neuron, \( \Theta(t) \) is the instantaneous threshold, \( I_j(t) \) is the \( j \)-th internal current and \( k_j \) is the conductance constant of the \( j \)-th internal current. \( C_m \) is the membrane capacitance, \( I_e \) is the external current applied on the neuron, \( g \) is a conductance constant, \( E_L \) is a reversal potential. \( a \) and \( b \) are some constants, \( \Theta_\infty \) is the reversal threshold.

Amari’s Neural Fields

Neural fields are integro-differential equations usually modeling spatiotemporal dynamics of a cortical sheet, firstly introduced by Shun’ichi Amari in 1977 in his seminal paper [3]. Neural fields have a rich repertoire of dynamical behaviors (waves, breathers, stationary solutions [14, 21], winner-take-all) and are thus key components of computational neuroscience and (ii) in the MNN original paper [59] all the 20 different neural behaviors reduce to three different classes in terms of implementation. Our results produce very similar responses compared to the original MNN ones [60]. Fig. 6 illustrates the results of all these six simulations. The black lines show the membrane potential of the neuron \( V(t) \), the red dashed lines indicate the adaptive threshold \( \Theta(t) \), and the vertical blue line segments show the spike trains for each simulation. Some of the simpler neural responses and behaviors provided by Mihalas and Niebur can be achieved by NSAT in a simpler way. For instance, a linear integrator can be implemented in the NSAT by just solving the equation

\[
x_0[t + 1] = x_0[t] + (x_0[t] + \sum_{j=1}^{n} w_{ij} s_j[t]),
\]

where the sum reflects the synaptic input to the neuron.

\[
x_0[t + 1] = x_0[t] + (x_0[t] + \sum_{j=1}^{n} w_{ij} s_j[t]),
\]

where \( w_{ij} \) is the synaptic weight from neuron \( j \) to neuron \( i \), and \( s_j[t] \) is the spike train of neuron \( j \) at time \( t \). The adaptive threshold \( \Theta(t) \) is given by

\[
\Theta(t) = \max(\Theta_r, \Theta(t)),
\]

where \( \Theta_r \) is the reset threshold and \( \Theta(t) \) is the instantaneous threshold.

Amari’s Neural Fields

Neural fields are integro-differential equations usually modeling spatiotemporal dynamics of a cortical sheet, firstly introduced by Shun’ichi Amari in 1977 in his seminal paper [3]. Neural fields have a rich repertoire of dynamical behaviors (waves, breathers, stationary solutions [14, 21], winner-take-all) and are thus key components of computational neuroscience.

The original Amari’s neural field equation is given by:

\[
\tau \frac{\partial u(r, t)}{\partial t} = -u(r, t) + \int_{\Omega} w(|r - r'|) f(u(r', t)) dr' + I_{ext} + h,
\]

where \( u(r, t) \) is the average neural activity at position \( r \) and at time \( t \) of a neural population, \( \tau \) is a time constant, \( w(|r - r'|) \) is a connectivity function (usually it is a difference of Gaussian functions or a difference of exponential functions) that defines the connectivity strength between neurons at positions \( r \) and \( r' \). \( I_{ext} \) is an external input that is applied on the neural field (subcortical inputs for instance) and \( h \) is the resting potential of the neural population. The function \( f(r) \) is the activation or transfer function of the system and in Amari’s case is a Heaviside function:

\[
f(r) = \begin{cases} 
1, & \text{if } x > 0 \\
0, & \text{otherwise}.
\end{cases}
\]
In order to numerically solve Eq. (13), we temporally discretize it using the Forward Euler method and thus we have,

\[
u_i [t + 1] = u_i [t] + \frac{dt}{\tau} \left(-u_i [t] + I_i^{ext} + h_i + dx \sum_{j=1}^{k} w_{ij} f(u_j [t])\right),
\]

where \(i\) is the spatial discrete node (unit or neuron), \(dt\) is the Euler’s method time step and \(dx\) is the spatial discretization step. The kernel function in this case is a Difference of Gaussians (DoG, see Fig. 7(a)),

\[
w(r) = K_e \exp \left(-\frac{r^2}{2\sigma_e^2}\right) - K_i \exp \left(-\frac{r^2}{2\sigma_i^2}\right),
\]

where \(K_e\), \(K_i\) and \(\sigma_e\), \(\sigma_i\) are the excitatory and inhibitory amplitudes and variances, respectively. As input to the neural field we use a Gaussian function with variance of 0.3 (black dashed line in Fig. 7(a)). At the end of the simulation the neural field has converged to its stable solution which is a “bump”, as expected with a DoG kernel function (Fig. 7(a), red line). Figure 7(b) depicts the temporal evolution of numerical integration of Eq. (13) using the following parameters: \(K_e = 1.5\), \(K_i = 0.75\), \(\sigma_e = 0.1\) and \(\sigma_i = 1.0\). The integral is defined in \(\Omega = [0, 1]\) and we simulate for 50 seconds. After about 7 seconds (200 simulation steps) the numerical solution converges to a fixed point (see Amari’s seminal work [3] for more details and a more mathematical description regarding the existence of such “bump” solutions).

Here, we show the implementation of neural fields in the NSAT framework. First, we observe that the dynamics of each \(i\) unit in Eq. (15) is a leaky integrate-and-fire neuron if we consider \(f(r)\) as a pre–synaptic spike–event indicator function. Taking into account that the transfer function \(f(r)\) is a Heaviside, we can then model every unit \(i\) as a leaky integrate–and–fire neuron. This implies that the first state component of neuron \(i\) reflects the \(i\)-th neural field unit, and the rest of the neuron’s state components remain idle. This methodology has been previously used to implement spiking neural fields [17, 97, 23].

We quantize kernel function \(w(r)\) using a uniform quantizer \(Q(r) = \Delta \cdot \left[\frac{r}{\Delta} + 0.5\right]\) (see Fig. 8(a)). Neural resetting is disabled to match the neural fields behavior (described by Eq. (13) and Eq. (13)). Neurons fire when they reach the firing threshold, but their states are not reset after spiking.

Figure 6: NSAT Mihalas-Niebur Simulation. Results from an NSAT simulation of MNN model. (a) Tonic spiking, (b) mixed mode, (c) class I neuron, (d) class II neuron, (e) phasic spiking, and (f) tonic burst. Black and red lines indicate the membrane potential (state \(x_0(t)\)) and the adaptive threshold (state \(x_1(t)\)), respectively. Blue vertical line segments represent spike events.
Figure 7: **Amari’s Neural Field of Infinite Precision.** A numerical simulation of Eq. (15). In (a) Blue and red solid lines indicate the lateral connectivity kernel \( w(r) \) and a solution \( u(r,t^*) \) for a fixed time step \( t^* \), respectively. The black dashed line displays the input \( I_{\text{ext}} \) to the neural field Eq. (15). In (b) is illustrated the temporal numerical evolution of Eq. (15) for every spatial unit \( i \). It is apparent that after about 7 seconds the system has reached its equilibrium point.

Figure 8: **Neural Field Implementation.** Three different neural field models were simulated in NSAT. Three different lateral connectivity kernels \( w(r) \) are illustrated in (a). Blue, green and red lines correspond to stationary solution, action–selection and tracking neural field models, respectively. The first neural field model generates a stationary (or “bump”) solution (b), a tracking neural field model follows a moving target on the vertical axis \( y \) as (d) illustrates. Finally the action–selection model selects one out of two input stimuli (c), red lines indicate the firing rate of the two stimuli. In panels (c) and (d), the purple colormap indicates the neural activity (white—no activity, purple—high activity).

We test the NSAT neural fields implementation on three different tasks. The first model expresses a sustained activity or stationary “bump” solution [20, 13]. We simulate 100 internal neurons, all-to-all connected and 100 external neurons (no dynamics) connected with internal neurons in a one-to-one relation. The external neurons transmit spikes generated by a Poisson distribution with maximum firing rate 35 Hz for neurons indexed from \( i = 40 \) to \( i = 60 \) and 10 Hz for the rest of the neurons. The total duration of the input signal injection is 400 simulation ticks and the total simulation time is 2500 ticks. Thus we create an input similar to the Gaussian function used in the continuous case (see Fig. 7). Figure 8(a) shows the quantized
kernel \(w_{ij}\) (blue line) and Fig. 8(b) indicates the spatial solution of the neural field implementation at the equilibrium point. The solution obtained with the NSAT neural field implementation in Fig. 8(b) is similar to the one in Fig. 7(a) (red line, Amari’s neural field “bump” solution).

The second task involves target tracking. Asymmetric neural fields have been used for solving target tracking\[15\]. We use the same number of neurons (internal and external) and the same simulation time as above, and modify the kernel to an asymmetric one as Fig 8(a) indicates (red line). The stimulus consists in Poisson-distributed spike trains that are displaced along the \(y\)-axis every 500 ticks. Figure 8(c) illustrates the NSAT neural field to track the moving target. In this case, a small fraction of neurons receive Poisson–distributed spike trains at a firing rate of 50 Hz, while the rest of the neurons do not receive any kind of input.

Finally, we implemented an action–selection and attention model in neural fields \[99\]. In this case we use the same architecture as in the previous task. The difference is that now we have changed the kernel function and the input. The modified kernel function has weaker excitatory component as Fig. 8(a) shows (green line). The input consists in spike trains drawn from a Poisson distribution with two localized high firing rates regions (50 Hz, neurons indexed from \(i = 20\) to \(i = 40\) and from \(i = 70\) to \(i = 90\)) for 500 simulation ticks (all the other internal units receive no input). Figure 8(d) shows activity when we apply the input stimulus for 500 simulation ticks. The neural field selects almost immediately one of the two stimuli and remains there during the entire simulation (even after the stimuli removal).

We have shown how NSAT can simulate firing rate models \[31\] and particularly neural fields \[3, 14\]. NSAT can thus contribute a generic framework for neuromorphic implementations of neural fields \[81\] and potentially enhance them with learning features, as described in the following results.

**Supervised Event-based Deep Learning**

Deep neural networks, and especially their convolutional and recurrent counterparts constitute the state-of-the-art of a wide variety of applications, and therefore a natural candidate for implementation in NSAT. The workhorse of deep learning, the gradient descent Back Propagation (BP) rule, commonly relies on high-precision computations and the availability of symmetric weights for the backward pass. As a result, its direct implementation on a neuromorphic substrate is challenging and thus not directly compatible with NSAT. Recent work demonstrated an event-driven Random Back Propagation (eRBP) rule that uses a random error-modulated synaptic plasticity for learning deep representations. eRBP builds on the recent advances in approximate forms of the gradient BP rule \[49, 50, 51, 9\] for event-based deep learning that is compatible with neuromorphic substrates, and achieves nearly identical classification accuracies compared to artificial neural network simulations on GPUs \[70\].

We use a two-layer network in NSAT for eRBP equipped with stochastic synapses, and applied to learning classification in the MNIST dataset. The network of two feed-forward layers (Fig. 9) with \(N_d\) “data” neurons, \(N_h\) hidden neurons and \(N_p\) prediction (output) neurons. The class prediction neuron and label inputs which project to the error neurons with opposing sign weights. The feedback from the error population is fed back directly to the hidden layers’ neurons through random connections. The network is composed of three types of neurons: hidden, prediction and error neurons.

The dynamics of a hidden neuron follow integrate-and-fire neuron dynamics:

\[
\tau_{syn} \frac{d}{dt} V^h = -V^h + \sum_k \xi(t) w_{ik} s_k(t) \\
\tau_m \frac{d}{dt} m^h = -m^h + \sum_k g_k (E^+ s_k^+(t) - E^- s_k^-(t)) \\
\text{if } V^h(t) > V_T \text{ then } V_i^h \leftarrow 0 \text{ during refractory period } \tau_{refr}.
\]

(17)

where \(s_k(t)\) are the spike trains produced by the previous layer neurons, and \(\xi\) is a stochastic Bernouilli process with probability \((1 - p)\) (indices \(i, j\) are omitted for clarity). Each neuron is equipped with a plasticity modulation compartment \(m^h\) following similar subthreshold dynamics as the membrane potential and where
for each hidden neuron. The modulation compartment is not directly coupled to the membrane potential \( V^h \), but indirectly through the learning dynamics. For every hidden neuron \( i \), \( \sum_j w^E_{ij} = 0 \), ensuring that the spontaneous firing rate of the error-coding neurons does not bias the learning. The synaptic weight dynamics follow an error-modulated and membrane-gated rule:

\[
\frac{d}{dt} w^h_j \propto m^b \Theta(V^h) s_j(t).
\]

where \( \Theta \) is a boxcar function with boundaries \( b_{\text{min}} \) and \( b_{\text{max}} \) and the proportionality factor is the learning rate. Weight values were clipped to the range \([-128, 127]\) (8 bits). To mitigate the adverse effect of low-precision weights in gradient descent learning, we used randomized rounding where the first \( r = 6 \) bits of \( \Delta w \) were interpreted as probability. Prediction neurons and associated synaptic weight updates follow the same dynamics as the hidden neurons except for the modulation, where one-to-one connections with the error neurons are formed (rather than random connections).

Error is encoded using two neurons, one encoding positive error \( E^+ \), the other encoding negative error \( E^- \). The positive error neuron dynamics are:

\[
\frac{d}{dt} V^{E^+}_i = w^L s_i^P(t) - s_i^L(t)
\]

if \( V^{E^+}_i > V^{E^+}_i \) then \( V^{E^+}_i \leftarrow V^{E^+}_i - V^{E^+}_i \),

where \( s_i^P(t) \) and \( s_i^L(t) \) are spike trains from the prediction neurons and labels. The membrane potential is lower bounded to 0 to prevent negative activity to accumulate across trials. Each error neuron has one negative counterpart neuron. Negative error neurons follow the exact same dynamics with \( w^L \) of opposite sign. The firing rate of the error-coding neurons is proportional to a linear rectification of the inputs. For simplicity, the label spike train is regular with firing rate equal to \( \tau_{\text{refr}}^{-1} \). When the prediction neurons classify correctly, \( (s_i^P(t) - s_i^L(t)) = 0 \), such that the error neurons remain silent.

Input spike trains were generated as Poisson spike trains with rate proportional to the intensity of the pixel. Label spikes were regular, \( \text{i.e.} \) spikes were spaced regularly with inter-spike interval equal to the refractory period. All states were stored in 16 bit fixed point precision (ranging from \(-32768 \) to \( 32767 \)), except for synaptic weights which were stored with 8 bit precision (ranging from \(-128 \) to \( 127 \)). To prevent the network from learning (spurious) transitions between digits, the synaptic weights did not update in the first 400 ticks of each digit presentation (1500 ticks).

We trained fully connected feed-forward networks MNIST hand-written digits, separated in three groups, training, validation, and testing (50000, 10000, 10000 samples respectively). During a training epoch, each of the training digits were presented in sequence during 150ms (Fig. 9). Although experiments here focused on a single layer network, random back-propagation can be extended to networks with several layers, including convolutional and pooling layers [9].

Consistent with previous findings, simulations of eRBP on NSAT in a quantized 784-100-10 network show that eRBP still performs reasonably well under these conditions. To highlight the potential benefits of the NSAT, we compare the number of synaptic operations (SynOp) necessary to reach a given classification accuracy (Fig. 9(c)) to the number of multiply operations in standard artificial neural networks. Although larger networks trained with eRBP were reported to achieve error rates as low as 2.02% [67], this NSAT network with 100 hidden units converges to around 4% error. As two meaningful comparisons, we used one artificial neural network with the same number of hidden units (100) and one with 30 hidden units. The latter network was chosen to achieve similar peak accuracies as the simulated NSAT network. The artificial neural network was trained using mini-batches and exact gradient back-propagation using TensorFlow (GPU backend). As previously reported, up moderate classification accuracies (here 4%), the NSAT requires an equal or fewer number of SynOps compared to MACs to reach a given accuracy for both networks. We note here that only multiply operations in the matrix multiplications were taken into account in the artificial network. Other operations such as additions, non-linearities were ignored, which would further favor NSAT.

\( s^E(t) \) is the spike train of the error-coding neurons and \( g^E_j \) is a fixed random vector drawn independently for each hidden neuron.
Figure 9: Training an MNIST network with event-driven Random Back-propagation compared to GPU simulations (a-b) MNIST Classification error on the test set using a fully connected 784-100-10 network on NSAT (8 bit fixed-point weights, 16 bits state components) and on GPU (TensorFlow, floating-point 32 bits). (c) Energy efficiency of learning in the NSAT (lower left is best). The number of operations necessary to reach a given accuracy is lower or equal in the spiking neural network (NSAT–SynOps) compared to the artificial neural network (GPU–MACs) for classification errors at or above 4% (d) Histogram of synaptic weights of the NSAT network after training. One epoch equals a full presentation of the training set.

in this comparison. The smaller or equal number of operations, compounded with the fact that a SynOp requires many fold less energy [58] makes a very strong argument for NSAT in terms of energy efficiency for low to moderate accuracies. In summary, a standard computer (e.g. GPU) is the architecture of choice if classification accuracy on a stationary dataset is the target, regardless of energy efficiency. However, if real–time learning is necessary, or if the streaming data is non-stationary, our results suggest that NSAT can outperform standard architectures in terms of energy efficiency at least by a factor equal to the achieved J/MAC to J/SynOp ratio.

Unsupervised Representation Learning

Synaptic Sampling Machines (S2M) are a class of neural network models that use synaptic stochasticity as a means to Monte Carlo sampling in Boltzmann machines [69]. Learning is achieved through event–driven Contrastive Divergence (eCD), a modulated STDP rule and event–based equivalent of the original Contrastive Divergence rule [44]. Unsupervised learning in RBMs and S2Ms are useful for learning representations of unlabeled data, and perform approximate probabilistic inference [44, 66, 69].

The NSAT synaptic plasticity dynamics are compatible with eCD under the condition that the refractory period is larger than the STDP learning window in order to maintain weight symmetry. Here, we demonstrate on-line unsupervised learning implementing S2Ms in NSAT using the network architecture depicted in Fig. 10(a). First we use two types of input neurons, excitatory and inhibitory (red and blue nodes in Fig. 10(a), respectively). These are the external units that provide the inputs to the event-based Restricted Boltzmann Machine (eRBM) visible units and their synaptic strengths are constant during learning. The visible units (see Fig. 10(a)) are all–to–all connected with the hidden ones. Two modulatory units, one excitatory and one inhibitory, are connected with the visible and hidden units (black and gray nodes in Fig. 10(a)). The two modulatory units are active in an alternating way, providing an implementation for the positive (only the excitatory unit is on) and the negative (only the inhibitory unit is active) phases of the Contrastive Divergence rule.

In the S2M, weight updates are carried out even if a spike is dropped at the synapse. This speeds up learning without adversely affecting the entire learning process because spikes dropped at the synapses are valid samples in the sense of the sampling process. During the data phase, the visible units were driven with constant currents equal to the logit of the pixel intensity (bounded to the range $[10^{-5}, 0.98]$ in order to avoid infinitely large currents), plus a white noise process of low amplitude $\sigma$ to simulate sensor noise.

We run the eRBM with eCD using single precision arithmetic (eRBMhp–integers of 16 and eRBM–8
Figure 10: Event–based Restricted Boltzmann Machine (eRBM). (a) Event–based RBM neural network architecture. One excitatory and one inhibitory unit project on the visible units providing the input to the eRBM. Two modulatory units project to all the visible and hidden units. (b) Training error over 300 epochs for the eRBMhp (single precision, green triangles), eRBM (low precision, discs) and the classic RBM (blue crosses). The orange solid line indicates the minimum acceptable error for all three different algorithms. (c) Number of operations versus test error for the eRBMhp (single precision, green triangles, number of synaptic operations), eRBM (low precision, discs, number of synaptic operations) and the classic RBM (blue crosses, MACs). The orange dashed line indicates the minimum acceptable error for all three different implementations. (d) Receptive fields (synaptic weights from visible to hidden units) of the RBM (double precision, 64 bit), (e) eRBM (single precision, 32 bit), and (f) eRBM (low precision, 8 bit).

bits), as well as a classical RBM with batch size 32 samples as a reference, on the bars and stripes data set. Previous work has shown that, when pre–synaptic and post–synaptic neurons firing follow Poisson statistics, eCD is equivalent to CD. We trained eRBM and eRBMhp using 32 samples per epoch and for 50 epochs. the RBM was trained using 1 batch of 32 samples and 3000 epochs (until it reaches a similar error as the eRBM and eRBMhp did). At every epoch of the eRBM and the eRBMhp learning we run a test on all 32 different samples and we measure the classification error (how many missed classifications). For the RBM we run a test every 50 epochs. Figure 10(b) shows the test set error against the training epochs. The eRBM (black discs) and eRBMhp (green triangles) approach the performance of the classical RBM (blue crosses) faster. Figure 10(c) shows the test set error against the number of operations required for each of the implementations to reach the minimum acceptable error (orange solid line). Similarly to the supervised learning case, eRBM (black discs) and eRBMhp (green triangles) perform less or the same number of operations (synaptic operations) with the classical RBM (MACs). The three panels Fig. 10(d), (e) and (f) illustrate the synaptic weights (receptive fields) of hidden units for the RBM, eRBM and eRBMhp, respectively. For all three implementations we used 100 hidden units and 18 visible ones. It is apparent that the receptive fields are qualitatively similar among the three different implementations (for illustration purposes we show only 64 out of 100 receptive fields).

The similarity of this S2M implementation with previous ones and the RBM suggest that NSAT is capable of unsupervised learning for representation learning and approximate probabilistic inference at SynOp – MAC parity.
Unsupervised Learning in Spike Trains

So far, the results have mostly focused on static data encoded in the firing rates of the neurons. The NSAT learning rule is capable of learning to recognize patterns of spikes. Here we demonstrate a recently proposed post-synaptic membrane potential dependent plasticity rule [86] for spike train learning. Unlike STDP, where synaptic weights updates are computed based on spike timing of both pre– and post–synaptic neurons, this rule triggers a weight update only on pre–synaptic spiking activity. The neuron and synapse dynamics are governed by the following equations.

\[
\tau_m \frac{dV}{dt} = -V + \sum_{j=1}^{N} w_j s_j(t), \quad (20a)
\]

\[
\tau_{Ca} \frac{dCa_i}{dt} = -Ca + w^\gamma s(t), \quad (20b)
\]

where \(V\) is the membrane potential and \(Ca\) is the calcium concentration, \(w_j\) is synaptic weight, \(\gamma\) the constant increment of the calcium concentration, and \(s_j(t), s(t)\) are the pre–synaptic and post–synaptic spike trains. The synaptic weight update dynamics are given by the equations below:

\[
\Theta_m = \delta(V(t) > V_{th}) \eta_+ - \delta(V(t) < V_{th}) \eta_- \quad (21a)
\]

\[
\text{mod} = \Theta - \eta_h (Ca - Ca), \quad (21b)
\]

\[
\Delta w_j = \text{mod} s_j(t), \quad (21c)
\]

\(V_{th}\) is the membrane threshold that determines LTP or LTD, \(\eta_+ = 8\) and \(\eta_- = -2\) the corresponding magnitudes of LTP and LTD, \(Ca\) is a constant denoting the steady-state calcium concentration and \(\eta_h\) magnitude of homeostasis.

These equations can be efficiently translated to the NSAT using four (4) components per neuron state. Hence component \(x_0\) is the membrane potential \(V_{mem}\), \(x_1\) the calcium concentration \(Ca_i\), \(x_2\) the LTP/LTD state based on thresholded membrane component \(x_0\), and \(x_3\) represents the weight modulation (value by which a weight will be updated). The first two state components follow exponential decay dynamics. State components \(x_2\) and \(x_3\) are used to compute the effective weight updates based on the current value of membrane potential and calcium concentration. This is done by exploiting the fact that, at any given point in time, the weight update magnitude (if any) is given purely by the post synaptic states and is the same for every incoming spike within one time step.

We demonstrate these dynamics in learning to identify a hidden spike pattern embedded in noisy spike train. We use 100 input neurons projecting to 5 neurons. A randomly generated fixed spike pattern is repeatedly presented, interspersed with random spike patterns of the same firing rate as Fig. 11(a) top raster plot indicates. The initial weights were randomly initialized from a uniform distribution. Over time the synaptic weights converge such that the post–synaptic neurons (indexed 1–5, black line segments in the bottom raster plot of Fig. 11(a)) selectively spike only on presentation of the spike pattern as Fig. 11(a) bottom raster plot illustrates. The temporal evolution of four components dynamics of the second neuron’s state are given in Fig. 11(c)–(f).

This particular learning rule is suitable for hardware implementation as it has been already shown [86] and it accounts for unsupervised temporal learning. Here, we have shown how the NSAT framework can implement such an algorithm and individual neurons learn in an unsupervised way to detect spatiotemporal spike patterns.

Discussion

We introduced a neuromorphic computing platform and framework, called Neural and Synaptic Array Transceiver (NSAT), that is able to provide flexible and dynamic learning (on-line) well suited for efficient digital implementation. The NSAT is based on a linear integrate-and-fire neuron model with multiple
neural states components rendering it flexible in many aspects. As with existing neuromorphic systems, only (digital) spike events are communicated across cores and between cores using an event-based routing system. For reasons related to efficiency in projected digital hardware implementations, the proposed framework operates using fixed-point representation. In addition, all the multiplications are implemented as bit shift operations, i.e. multiplications by powers of two. These operations are many-fold more power-efficient compared to floating-point multiply accumulates implemented in digital CMOS.

In this work, we demonstrated the capabilities of NSAT by showing first that neuron models with rich behavior such as the Mihalas-Niebur neuron can be implemented, with comparable spiking dynamics [60]. Next, we demonstrated the simulation of neural field models [3, 14, 21]. We demonstrated three core neural field behaviors, (i) a stationary “bump” solution (winner-take-all, working memory), (ii) an action-selection process where the neural field chooses between two input signals, and (iii) a target tracking task, where the neural field tracks a moving target. These neural field behaviors form the backbone of many computational models using neural field, such as movement [30], pattern generation [84], soft state machines [65] and navigation [61].

NSAT is capable of on-line, event-based learning in supervised and unsupervised settings. The implementation of these learning algorithms is a significant achievement, as most machine learning algorithms rely on network-wide information and batch learning. In contrast to machine learning algorithms implemented in standard computers, the NSAT learning is based on information that is locally available at the neuron, i.e. 1) neurons only read weights on their own synapses, 2) they communicate through all-or-none events (spikes), and 3) their elementary operations are limited to highly efficient multi-compartment integrate–and–fire. Such implementations can be more scalable compared to their Von Neumann counterparts since the access...
to system-wide information funnels through the von Neumann bottleneck, which dictates the fundamental limits of the computing substrate.

Learning is achieved using three-factor, spike-driven learning rules, i.e. where the third factor modulates the plasticity, in addition to a programmable STDP-like learning rule [72]. In the NSAT, the third, modulating factor is one of the state components of the neuron. The use of a neural state component as a third factor is justified by the fact that gradient descent learning rules in spiking neurons often mirror the dynamics of the neurons and synapses [74, 103], while being addressable by other neurons in the network for error-driven or reward-driven learning. Three factor rules are thus highly flexible and can support multiple different learning rules on a single neuron, thereby enabling the same neuron model to be programmed for supervised, unsupervised and reinforcement learning.

Building on previous work, we demonstrated three specific algorithms: 1) event-based deep learning using and event-based Random Back-propagation algorithm for supervised settings, a Contrastive-Divergence algorithm used to train a Restricted Boltzmann Machine implemented on NSAT for unsupervised settings and a Voltage-based learning rule for spike-based sequence learning.

Embedded learning algorithms are necessary components for real-time (on-chip) learning, which can confer adaptability in uncontrolled environments and more fine-grained context awareness in behaving cognitive agents. This makes NSAT suitable for environments where data are not available a priori but are instead streamed in real-time to the device, i.e. using event-based sensors [52].

The NSAT computes with limited numerical precision of neural network states parameters. Often, artificial neural networks require higher precision parameters to average out noise and ambiguities in real-world data (e.g., stochastic gradient descent) [22, 93], and introduce challenges at all levels of implementation [7, 46]. The NSAT framework mitigates the effect of low precision using a discretized version of randomized rounding [63], where a programmable number of bits are interpreted as update probability. The randomized rounding has been demonstrated in the event-based random back propagation algorithm [70], a model that is sensitive to weight precision. We find that the networks perform quite well even when the synaptic weights are bounded to 256 levels (8 bits precision).

Under the selected specification, large-scale hardware implementation of NSAT is well within reach of current memory technology and can guide (and benefit from) the development of emerging memory technologies [78, 32, 62, 64].

While we cannot provide direct energy comparisons at this stage, our results consistently highlight a SynOp to MAC parity in learning tasks, i.e. the number of operations required to reach a given proficiency. The significance of this parity is that the SynOp requires manyfold less energy in reported large-scale neuromorphic implementations [58] compared to equivalent algorithms implemented on standard computers and GPUs. Thus, learning in NSAT is potentially more power efficient compared to standard architectures by a factor at least equal to the ratio J/MAC to J/SynOp, while achieving comparable accuracies.

Relation to State-of-the-Art and Other Research

Several research groups investigated brain-inspired computing as an alternative to non-von Neumann computing and as a tool for understanding the mechanisms by which the brain computes.

IBM’s TrueNorth delivered impressive machine learning implementations in terms of power [33]. TrueNorth’s domain of application is limited to off-line learning, partly to be able to meet targeted design specifications, and partly due to the lack of suitable learning algorithms. Possibly due to similar reasons, TrueNorth is also limited in the scope of its temporal dynamics, which constrains it in large part to feed-forward networks (but see [26]).

On-chip spike-driven, bistable learning rules were successfully demonstrated in mixed signal neuromorphic hardware [18, 77]. Also, significant effort has gone into learning in digital systems [98]. Earlier prototypes of IBM’s TrueNorth [85] also demonstrated the feasibility of low-power embedded learning using STDP, and evolutionary algorithms were recently applied to FPGA-based spiking neural networks [24]. Stanford’s Neurogrid team was among the first to demonstrate STDP learning in mixed-signal neuromorphic hardware [6]. Other related neuromorphic projects on learning with neuromorphic hardware are the SpiNNaker [36] and BrainScales [82], as part of the Human Brain Project. SpiNNaker is a parallel multi-core computer
architecture composed of half million ARM968 processors (each core is capable of simulating 1,000 neurons) providing a massive implementation of spiking neural networks. The BrainScales project and their subsequent developments are based on an analog neuromorphic chip, with its main functional blocks consisting of time-accelerated leaky integrate-and-fire neurons [1]. There, the proposed learning rule is a hybrid implementation using an on-chip SIMD processor programmable with a range of modulated STDP rules [35]. Both projects are targeted to accelerating simulations of biological neural networks, using technologies that favor speed over compactness and/or power. In contrast, the NSAT design favors compactness and power over speed, and targets application-oriented, flexible, ultra low-power neural and synaptic dynamics for real-time learning tasks.

From the design perspective, the NSAT framework is closest to the TrueNorth ecosystem, but adds on-line learning capabilities and inference dynamics that are compatible with some existing event-based learning dynamics. For instance, NSAT allows for programmable weights and stochastic synapses, a combination that has been shown to be extremely successful in both unsupervised and supervised learning settings.

We believe that the algorithmic-driven design of the NSAT framework, combined with the provided open-source implementation will engage the research community to further investigate brain-inspired, event-based machine learning algorithms.

NSAT Software Developments

The software stack is a critical component to interface between the majority of potential end-users and the NSAT framework. Our software development efforts are targeted to providing a general purpose framework for Computational Neuroscience and Machine Learning applications that combines the power of machine learning frameworks (such as TensorFlow [2], Neon) and neuromorphic hardware network description (e.g. pyNCS, TrueNorth Corelet [4]). To this end, we are expanding the software for automatic network generation in deep neural network-like scenarios (e.g. automatic differentiation). Such a software stack will enable end users to simulate neural networks (artificial, spiking or compartmental and even firing rate models) without knowledge of NSAT’s technical details.

In this article, we briefly introduced PyNSAT, an interface for our NSAT software implementation that can serve as an Application Programming Interface (API) for the NSAT framework. PyNSAT offers a rapid way to program and use the NSAT framework through the Python environment, thereby leveraging the wide capabilities of Python’s application ecosystem. Current developments of pyNSAT are targeting proof-of-concept approaches for network synthesis in machine learning applications, in-line with existing machine learning libraries such as Keras (Tensorflow) or Neon.
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