ON THE WIDOM FACTORS FOR $L_p$ EXTREMAL POLYNOMIALS
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Abstract. We continue our study of the Widom factors for $L_p(\mu)$ extremal polynomials initiated in [3]. In this work we characterize sets for which the lower bounds obtained in [4] are saturated, establish continuity of the Widom factors with respect to the measure $\mu$, and show that despite the lower bound $[W_{2,n}(\mu_K)]^2 \geq 2S(\mu_K)$ for the equilibrium measure $\mu_K$ on a compact set $K \subset \mathbb{R}$ the general lower bound $[W_{p,n}(\mu)]^p \geq S(\mu)$ is optimal even for measures $d\mu = wd\mu_K$ with polynomial weights $w$ on $K \subset \mathbb{R}$. We also study pull-back measures under polynomial pre-images introduced in [10, 23] and obtain invariance of the Widom factors for such measures. Lastly, we study in detail the Widom factors for orthogonal polynomials with respect to the equilibrium measure on a circular arc and, in particular, find their limit, infimum, and supremum and show that they are strictly monotone increasing with the degree and strictly monotone decreasing with the length of the arc.

1. Introduction

Let $K$ be a compact subset of $\mathbb{C}$ which contains infinitely many points and $\mu$ be a finite (positive) Borel measure such that $\text{supp}(\mu) = K$. For $0 < p \leq \infty$ and $n \in \mathbb{N}$, a monic polynomial $T_n$ is called an $L_p(\mu)$ extremal polynomial if

$$\|T_n\|_{L_p(\mu)} = \inf_{P_n \in \Pi_n} \|P_n\|_{L_p(\mu)}$$

(1.1)

where $\Pi_n$ is the set of all monic polynomials of degree $n$, $\|P_n\|_{L_\infty(\mu)} = \|P_n\|_{K} := \sup_{z \in K} |P_n(z)|$ and $\|P_n\|_{L_p(\mu)} = (\int |P_n(z)|^p d\mu(z))^{1/p}$, for $0 < p < \infty$. We set

$$t_{p,n}(\mu) := \inf_{P_n \in \Pi_n} \|P_n\|_{L_p(\mu)}.$$  

(1.2)

We remark that $n$-th $L_p(\mu)$ extremal polynomial is unique if $p \in (1, \infty]$ and not necessarily unique if $p \in (0, 1]$. For $p = 2$ the extremal polynomials are orthogonal polynomials and for $p = \infty$ they are called Chebyshev polynomials.

We need several concepts from potential theory to discuss Widom factors and refer the reader to [25, 27] for potential theoretic preliminaries. Let $\text{Cap}(K)$ denote...
the logarithmic capacity. If $\text{Cap}(K) > 0$ then we denote the equilibrium measure of $K$ by $\mu_K$. In this case, $g_K$ denotes the Green function, that is,
\[ g_K(z) = -\log \text{Cap}(K) + \int \log |z - \zeta| \, d\mu_K(\zeta), \quad z \in \mathbb{C}. \quad (1.3) \]

The outer domain $\Omega_K$ is the unbounded component of $\mathbb{C} \setminus K$. Throughout, regularity of a set or a point means regularity with respect to the Dirichlet problem in $\Omega_K$.

When $K$ is non-polar, Widom factors are defined by
\[ W_{p,n}(\mu) := \frac{t_{p,n}(\mu)}{\text{Cap}(K)} \quad (1.4) \]
For $p = \infty$, we use the notation $W_{\infty,n}(K)$ because in this case this quantity does not depend on the measure. For a fuller treatment of the results on Widom factors we refer the reader to [1–6, 8–14, 17, 28, 31–35, 37].

Let $d\mu = w \, d\mu_K + d\mu_s$ be the Lebesgue decomposition of $\mu$ with respect to $\mu_K$. We introduce the exponential relative entropy of $\mu$ (relative to $\mu_K$) by
\[ S(\mu) = S_K(w) := \exp \left[ \int \log w(z) \, d\mu_K(z) \right]. \quad (1.5) \]

It was recently proved that (first in [2] for $p = 2$ then for $0 < p < \infty$ in [4])
\[ [W_{p,n}(\mu)]^p \geq S(\mu), \quad n \in \mathbb{N}, \quad 0 < p < \infty. \quad (1.6) \]

Although (1.6) is stated in [4] for unit measures, it is clear that $[W_{p,n}(\mu)]^p/S(\mu)$ remains unchanged after normalizing the measure so (1.6) is valid for finite measures. It was also shown in [4] that for any $0 < p < \infty$ and $n \in \mathbb{N}$,
\[ \inf_{\mu} [W_{p,n}(\mu)]^p/S(\mu) = 1, \quad (1.7) \]
where the infimum is taken over probability measures on $[-2, 2]$.

Nonetheless, the improved lower bound
\[ [W_{2,n}(\mu)]^2 \geq 2S(\mu), \quad n \in \mathbb{N}, \quad (1.8) \]
holds in the following cases (see Sections 3-5 in [4]): $\mu$ is the equilibrium measure of a non-polar compact subset of $\mathbb{R}$, $\mu$ is in the isospectral torus of a finite gap set, and $\mu$ is given by the Jacobi weight for a certain range of parameters.

A natural question that arises is what features of the weight $w$ are responsible for the doubling of the lower bound for $[W_{2,n}(w\mu_K)]^2$. We prove that when $K$ is a non-polar compact subset of $\mathbb{R}$, (1.7) holds if the infimum is taken over all finite measures of the form $\mu = w\mu_K$ where $w$ is a polynomial weight positive on $K$. In particular, this shows that analyticity of the weight is not one of the features which leads to the improved lower bound (1.8).

In the case of Chebyshev polynomials (i.e., $p = \infty$) the analogous lower bounds for the Widom factors of a non-polar compact set $K$ are well known. When $K \subset \mathbb{C}$ (see [25, Theorem 5.5.4]),
\[ W_{\infty,n}(K) \geq 1, \quad n \in \mathbb{N}, \quad (1.9) \]
and when $K \subset \mathbb{R}$ (see [28]),
\[ W_{\infty,n}(K) \geq 2, \quad n \in \mathbb{N}. \tag{1.10} \]
In Theorem 1.2 and Theorem 1.1 in [12], for a fixed $n$, complete characterizations of the sets $K$ for which equality is attained in (1.9) and (1.10), respectively, were given.

Note that for the equilibrium measure $\mu_K$ of a non-polar set $K$ we have $S(\mu_K) = 1$ by (1.5) and hence
\[ [W_{p,n}(\mu_K)]^p \geq 1, \quad n \in \mathbb{N}, \quad 0 < p < \infty, \tag{1.11} \]
for non-polar compact $K \subset \mathbb{C}$ by (1.6) and
\[ [W_{2,n}(\mu_K)]^2 \geq 2, \quad n \in \mathbb{N}, \tag{1.12} \]
for non-polar compact $K \subset \mathbb{R}$ by (1.8).

For a fixed $n$, we describe the sets $K$ for which equality is attained in (1.11) and (1.12), respectively, provided that the set is regular. It turns out that $[W_{2,n}(\mu_K)]^2$ and $W_{\infty,n}(K)$ realize their respective theoretical lower bounds simultaneously.

Similarities between the asymptotics and bounds for $[W_{2,n}(\mu_K)]^2$ and $W_{\infty,n}(K)$ go well beyond this. See [2, Corollary 1.5] for a recent result on boundedness from above. When $K$ is a $C^{2+}$ smooth Jordan curve, $W_{\infty,n}(K) \to 1$ (Section 8, [37]). It follows from (1.11) and the fact that $W_{2,n}(\mu_K) \leq W_{\infty,n}(K)$ (since the $L_p$-norm with respect to a probability measure is non-decreasing in $p$) we also have $W_{2,n}(\mu_K) \to 1$ in this case.

When $K$ is a circular arc we evaluate $\lim_{n \to \infty} [W_{2,n}(\mu_K)]^2$ in (5.3). Comparing with the asymptotics of the Chebyshev polynomials on the circular arc $K$ [14, Corollary 2.6] then shows that $\lim_{n \to \infty} [W_{2,n}(\mu_K)]^2 = \lim_{n \to \infty} W_{\infty,n}(K)$.

Considering the above results, we raise the question on whether $[W_{2,n}(\mu_K)]^2$ and $W_{\infty,n}(K)$ have the same limit when $K$ is a smooth (say $C^{2+}$) Jordan arc. Note that a limit exists for $[W_{2,n}(\mu_K)]^2$ by [37, Theorem 12.3.] but it is unclear whether there should be a limit for $W_{\infty,n}(K)$.

Given a finite Borel measure $\mu_0$ with compact support in $\mathbb{C}$, using a polynomial transformation it is possible to construct a new measure $\mu$ on the polynomial pre-image of $\text{supp}(\mu_0)$ such that the extremal polynomials for $\mu$ and $\mu_0$ have many properties in common, see [16], [23]. We show invariance of relative entropy and Widom factors under a polynomial transformation. The novelty in our approach is to consider Lebesgue decomposition with respect to the equilibrium measure. We discuss Widom factors for reflectionless measures (see Section 3 for the definition). We also derive $L_p(\mu)$ extremal polynomials for $1 \leq p < \infty$ on the pre-image of the polynomial $T(z) = z^N$ when $\text{supp}(\mu_0) \subset \partial \mathbb{D}$.

The plan of the paper is as follows. In Section 2 we show the convergence $W_{p,n}(\mu_j) \to W_{p,n}(\mu)$ as $j \to \infty$ if $\text{Cap}(\text{supp}(\mu_j)) \to \text{Cap}(\text{supp}(\mu))$ and $\mu_j \to \mu$ in the weak star sense. Then we prove (1.7) for polynomial weights. In Section 3 we derive several formulas for the extremal polynomials on polynomial pre-images. In Section 4 we investigate precisely when the equality holds in (1.11) and (1.12).
In Section 5 we give explicit formulas for $\inf_n [W_{2,n}(\mu_K)]^2$, $\sup_n [W_{2,n}(\mu_K)]^2$ and $\lim_{n \to \infty} [W_{2,n}(\mu_K)]^2$ when $K$ is a circular arc and show that the Widom factors $W_{2,n}(\mu_K)$ are strictly increasing with respect to $n$. In addition, for each $n$ fixed, we establish strict monotonicity of $W_{2,n}(\mu_K)$ and $\alpha_n(\mu_K)$ ($n$-th Verblunsky coefficient) with respect to the length of circular arc.

2. Widom factors

In this section we prove continuity of the Widom factors $W_{p,n}(\mu)$ with respect to the measure $\mu$ and as an application strengthen (1.7) by showing that the lower bound (1.6) is sharp even for measures $d\mu = w d\mu_K$ on an arbitrary non-polar set $K \subset \mathbb{R}$ with analytic, in fact, polynomial weight $w$.

Theorem 2.1. Let $\mu, \mu_j, j \in \mathbb{N}$, be finite Borel measures supported on a common bounded subset of $\mathbb{C}$ and such that $\mu_j \to \mu$ in the weak star sense. Then for any $p \in (0, \infty)$ and $n \in \mathbb{N}$,

$$\lim_{j \to \infty} t_{p,n}(\mu_j) = t_{p,n}(\mu). \quad (2.1)$$

In addition, if $\text{Cap}(\text{supp}(\mu_j)) \to \text{Cap}(\text{supp}(\mu))$, in particular, if $\text{supp}(\mu) = \text{supp}(\mu_j)$ for all $j$, then

$$\lim_{j \to \infty} W_{p,n}(\mu_j) = W_{p,n}(\mu). \quad (2.2)$$

Proof. Let $D \subset \mathbb{C}$ be a closed disc that supports all the measures. Then the weak star convergence $\mu_j \to \mu$ means $\int f d\mu_j \to \int f d\mu$ for any continuous function $f$ on $D$. By a compactness argument we also have $\int f d\mu_j \to \int f d\mu$ uniformly in $f$ on any compact set in the space of continuous functions on $D$. Since the subspace of polynomials of degree at most $n$ is finite dimensional, any closed bounded set in this subspace is compact and any continuous image of such a set is also compact. Thus, the set $S = \{|Q|^p : Q \in \Pi_n, \|Q\|_D \leq M\}$ is compact and hence

$$\int f d\mu_j \to \int f d\mu \text{ uniformly in } f \in S. \quad (2.3)$$

Now let $T, T_j \in \Pi_n$ be extremal polynomials in $L_p(\mu)$ and $L_p(\mu_j)$ respectively, that is, $t_{p,n}(\mu) = \|T\|_{L_p(\mu)}$ and $t_{p,n}(\mu_j) = \|T_j\|_{L_p(\mu_j)}$. Since the zeros of each $T_j$ lie on $D$, the coefficients of $T_j$’s are uniformly bounded in $j$ and hence there is a number $M$ such that $\|T_j\|_D \leq M$ for all $j$. Thus, by the uniform convergence (2.3), we have $\int |T_j|^p d\mu_j \to \int |T|^p d\mu$ and hence (2.1) holds. Finally, (2.2) follows from (2.1) and (1.1). \qed

Theorem 2.2. For any non-polar compact set $K \subset \mathbb{R}$ and any $p \in (0, \infty)$, $n \in \mathbb{N}$,

$$\inf_{\mu} \left[ W_{p,n}(\mu) \right]^p / S(\mu) = 1, \quad (2.4)$$

where the infimum is taken over measures $\mu$ with polynomial densities with respect to the equilibrium measure $\mu_K$, that is, $d\mu(z) = w(z) d\mu_K(z)$ with a polynomial $w(z)$ positive on $K$. 
Proof. By shifting $K$ we may assume that $0 \in K$ and that it is a regular point, that is, $g_K(z) \to 0$ as $z \to 0$. Consider $d\mu_\varepsilon(z) = w_\varepsilon(z)d\mu_K(z)$ with the weight $w_\varepsilon(z) = (z^2 + \varepsilon^2)^{-np/2}$. Then, using $x^n$ as a trial polynomial, we obtain

$$[t_{p,n}(\mu_\varepsilon)]^p \leq \int |x^n|^p w_\varepsilon(x)d\mu_K(x) = \int \left| \frac{x^2}{x^2 + \varepsilon^2} \right|^{np/2} d\mu_K \leq 1.$$  

Using (1.3) and the fact that $0 \in K$ is a regular point, we also get

$$S(\mu_\varepsilon) = \exp \left( -\frac{np}{2} \int \log \left( \frac{|z + i\varepsilon|}{|z - i\varepsilon|} \right) d\mu_K(z) \right)$$

$$= \exp \left( -\frac{np}{2} (g_K(i\varepsilon) + g_K(-i\varepsilon)) \right) \Cap(K)^{-np} \to \Cap(K)^{-np}$$  

as $\varepsilon \to 0$. Thus,

$$\limsup_{\varepsilon \to 0} \frac{[W_{p,n}(\mu_\varepsilon)]^p}{S(\mu_\varepsilon)} \leq 1.$$  

Next, for a fixed $\varepsilon \in (0, 1)$ we approximate $w_\varepsilon$ by polynomials $w_j$ in the uniform norm on $K$. Since $w_\varepsilon \geq c > 0$ on $K$ we may assume $w_j > 0$ on $K$ for each $j$ and

$$\left\| 1 - \frac{w_j}{w_\varepsilon} \right\|_K \leq \frac{1}{c} \left\| w_\varepsilon - w_j \right\|_K \to 0 \text{ as } j \to \infty.$$  

Let $d\mu_j = w_jd\mu_K$, then $\mu_j \to \mu_\varepsilon$ in the weak star sense and hence, by Theorem 2.1

$$\lim_{j \to \infty} W_{p,n}(\mu_j) = W_{p,n}(\mu_\varepsilon)$$  

and, by the uniform convergence (2.8),

$$S(\mu_j)/S(\mu_\varepsilon) = \exp \left[ \int \log \frac{w_j(x)}{w_\varepsilon(x)} d\mu_K \right] \to 1 \text{ as } j \to \infty.$$  

Thus,

$$\lim_{j \to \infty} \frac{[W_{p,n}(\mu_j)]^p}{S(\mu_j)} = \frac{[W_{p,n}(\mu_\varepsilon)]^p}{S(\mu_\varepsilon)}.$$  

The theorem now follows from (1.6), (2.7) and (2.11). □

3. Inverse polynomial images

Throughout this section let $T(z) = \tau z^N + \ldots, \tau \neq 0$, be a polynomial of degree $N \geq 1$ and $\mu_0$ be a finite Borel measure with compact support $K_0$ in $\mathbb{C}$. We will consider the polynomial pre-image set

$$K := T^{-1}(K_0)$$  

and a measure $\mu$ on $K$ defined via a certain pull-back procedure from $\mu_0$. For this, let $\{T_j^{-1}\}_{j=1}^N$ be a complete set of inverse branches of $T$ and $R(z) = \tau z^{N-1} + \ldots$ be a polynomial of degree $N - 1$ with the same leading coefficient as $T$ and such that

$$0 < R(z)/T'(z) < \infty, \quad z \in K,$$  

(3.2)
after possibly canceling the common zeros of $R$ and $T'$. For example, $R = T'/N$ satisfies these conditions. Then (see (1.9) in [23]) there exists a finite positive Borel measure $\mu$ with supp($\mu$) = $K$ such that

$$\int f(z) \, d\mu(z) = \sum_{j=1}^{N} \int f(T_j^{-1}(z)) \frac{R(T_j^{-1}(z))}{T'(T_j^{-1}(z))} \, d\mu_0(z), \quad f \in C(K). \quad (3.3)$$

In fact, given $T$, $R$, and $\mu_0$ (3.3) uniquely determines $\mu$ and we define the linear map $U_{T,R}^{\mu_0}$ := $\mu$. The identity (3.3) extends to all $f \in L_1(\mu)$. If $R$ satisfies the above assumptions for a set $K_0$ then it automatically satisfies them for any subsets $K_1 \subset K_0$ since $T^{-1}(K_1) \subset T^{-1}(K_0)$. Thus, in fact, the transformation $U_{T,R}^{\mu_0}$ is well defined for all measures supported on $K_0$. When $R = T'/N$ we will use the simplified notation $U_T := U_{T,R}^{\mu_0}$. By Lemma 4 in [23], the transformation $U_T$ maps the equilibrium measure on $K_0$ into the equilibrium measure on $K$, $U_T(\mu_{K_0}) = \mu_K$. \quad (3.4)

**Lemma 3.1.** Under the above assumptions on $T$ and $R$ we have for all $z \in K_0$,

$$\sum_{j=1}^{N} \frac{R(T_j^{-1}(z))}{T'(T_j^{-1}(z))} = 1. \quad (3.5)$$

Hence, the transformation $\mu = U_{T,R}^{\mu_0}$ preserves the total mass of $\mu_0$, that is, $\mu(K) = \mu_0(K_0)$.

**Proof.** Fix $z \in K_0$ and consider the partial fraction decomposition

$$\frac{R(y)}{T(y) - z} = \sum_{j=1}^{N} \frac{A(T_j^{-1}(z))}{y - T_j^{-1}(z)}, \quad y \in \mathbb{C}\setminus K, \quad (3.6)$$

where $A = R/T'$ which by assumption has no poles on $K$. Then letting $y \to \infty$ and comparing the $1/y$ terms yields (3.5). Taking $f \equiv 1$ in (3.3) and using (3.5) implies $\mu(K) = \mu_0(K_0)$.

**Theorem 3.2.** Let $d\mu_0 = w \, d\mu_{K_0} + d\mu_{0,s}$ be the Lebesgue decomposition of $\mu_0$ with respect to $\mu_{K_0}$, that is, $w$ is the Radon–Nikodym derivative of $\mu_0$ with respect to $\mu_{K_0}$ and $\mu_{0,s}$ is the singular part of $\mu_0$ with respect to $\mu_{K_0}$. Then:

(i) $\mu = U_{T,R}^{\mu_0}$ has the following Lebesgue decomposition with respect to $\mu_K$,

$$d\mu = \frac{N R}{T'} \, w \circ T \, d\mu_{K} + d\mu_s \quad (3.7)$$

where $\mu_s$ is the singular part of $\mu$ with respect to $\mu_K$. In addition, $U_{T,R}$ maps absolutely continuous, singular continuous, pure point parts of $\mu_0$ to absolutely continuous, singular continuous, pure point parts of $\mu$ respectively. In particular,

$$U_{T}^{\mu_0}(\mu_0) = w \circ T \, d\mu_K + d\mu_s. \quad (3.8)$$
(ii) If \( \mu = U^{T,R}(\mu_0) \) then \( S(\mu) = S_K(NR/T')S(\mu_0) \). In particular, if \( \mu = U^T(\mu_0) \) then \( S(\mu) = S(\mu_0) \).

**Proof.** (i) First, we assume that \( \mu_{0,s} = 0 \), that is, \( d\mu_0 = wd\mu_{K_0} \).

Since \( U^T(\mu_{K_0}) = \mu_K \), for any \( g \in C(K) \),

\[
\int g(z) \frac{R(z)}{T'(z)} w(T(z)) d\mu_K(z) = \int \frac{1}{N} \sum_{j=1}^{N} \left( g(T_j^{-1}(z)) \frac{R(T_j^{-1}(z))}{T'(T_j^{-1}(z))} \right) w(z) d\mu_{K_0}(z).
\]

(3.9)

is satisfied in view of (3.3) and (3.4). This implies that for the measure \( d\nu(z) = \frac{NR(z)}{T'(z)} w(T(z)) d\mu_K(z) \) and \( g \in L_1(\nu) \),

\[
\int g(z) d\nu(z) = \int \frac{1}{N} \sum_{j=1}^{N} \left( g(T_j^{-1}(z)) \frac{R(T_j^{-1}(z))}{T'(T_j^{-1}(z))} \right) w(z) d\mu_{K_0}(z).
\]

Thus, \( d\mu(z) = \frac{NR(z)}{T'(z)} w(T) d\mu_K(z) \).

Now, we assume that \( \mu_{0,s} \neq 0 \). Clearly \( U^{T,R}(d\mu_0) = U^{T,R}(wd\mu_{K_0}) + U^{T,R}(d\mu_{s,0}) \). Let \( \nu_1 := U^{T,R}(d\mu_{s,0}) \) and \( d\nu_1 = hd\mu_K + d\nu_{1,s} \). Let \( A \) be a Borel subset of \( K_0 \) such that \( \mu_{K_0}(A) = 1 \) and \( \mu_{s,0}(A) = 0 \). Then \( \nu_1(T^{-1}(A)) = 0 \). This implies that \( h = 0 \) \( \mu_K \)-a.e since

\[
0 = \int 1_{T^{-1}(A)} d\nu_1 \geq \int 1_{T^{-1}(A)} h d\mu_K = \int \frac{1}{N} \sum_{j=1}^{N} h(T_j^{-1}(z)) d\mu_{K_0}(z) = \int h d\mu_K.
\]

(3.11)

Hence, this proves (3.7). In particular (3.7) implies that \( U^{T,R} \) maps absolutely continuous and singular parts of \( \mu_0 \) to absolutely continuous and singular parts of \( \mu \) respectively. It follows from (3.3) that \( U^{T,R} \) maps singular continuous and pure point parts of \( \mu_0 \) to singular continuous, and pure point parts of \( \mu \) respectively.

(ii) Let \( \varepsilon > 0 \). Since \( \log(w(T) + \varepsilon) \in L_1(\mu_K) \), it follows from (3.3), (3.4) that

\[
\int \log(w(T(z)) + \varepsilon) d\mu_K(z) = \int \log(w(z) + \varepsilon) d\mu_{K_0}(z).
\]

(3.12)

Letting \( \varepsilon \downarrow 0 \) and using a simple argument involving the monotone convergence theorem we get

\[
\int \log(w(T(z))) d\mu_K(z) = \int \log(w(z)) d\mu_{K_0}(z).
\]

(3.13)

Thus by (3.7) and (3.13) we get \( S(\mu) = S_K(NR/T')S(\mu_0) \). In particular, when \( \mu = U^T(\mu_0) \) we have \( S(\mu) = S(\mu_0) \). \( \square \)

In the following we will assume that \( K_0 \) and hence also \( K = T^{-1}(K_0) \) have positive capacity. The next result shows that the Widom factors are invariant under the transformation \( U^{T,R} \).
Theorem 3.3. Let $\mathcal{T}(z) = \tau z^N + \ldots$ be a degree $N \geq 1$ polynomial, $p \in [1, \infty)$, $\mu_0$ be a finite Borel measure, and $\{T_n\}_{n=1}^\infty$ be monic extremal polynomials in $L_p(\mu_0)$ with $\deg(T_n) = n$. Then
\[
S_{nN}(z) = \tau^{-n} T_n(\mathcal{T}(z)), \quad n \in \mathbb{N},
\]
are monic extremal polynomials in $L_p(\mu)$ for $\mu = \mathcal{U}^T, \mathcal{R}(\mu_0)$ and the corresponding Widom factors satisfy
\[
W_{p,nN}(\mu) = W_{p,n}(\mu_0), \quad n \in \mathbb{N}.
\]

Proof. The identity (3.14) follows from [23, Theorem 3]. Then, by (3.3) and (3.5),
\[
\text{Widom factors satisfy}
\]
are monic extremal polynomials in $L_p(\mu)$ for $\mu = \mathcal{U}^T, \mathcal{R}(\mu_0)$ and the corresponding Widom factors satisfy
\[
W_{p,nN}(\mu) = W_{p,n}(\mu_0), \quad n \in \mathbb{N}.
\]

Proving Theorem 3.3 follows from [23, Theorem 3]. Then, by (3.3) and (3.5),
\[
\|S_{nN}\|_{L_p(\mu)}^p = |\tau|^{-np} \int |T_n(\mathcal{T}(z))|^p d\mu(z)
\]
\[
= |\tau|^{-np} \sum_{j=1}^N \frac{\mathcal{R}(T_j^{-1}(z))}{T'(T_j^{-1}(z))} |T_n(z)|^p d\mu_0(z)
\]
\[
= |\tau|^{-np} \int |T_n(z)|^p d\mu_0(z) = |\tau|^{-np} \|T_n\|_{L^p(\mu_0)}^p.
\]

(3.16)
Let $K_0 = \text{supp}(\mu_0)$, then $K = \mathcal{T}^{-1}(K_0) = \text{supp}(\mu)$ and, by [25, Theorem 5.2.5], we have $\text{Cap}(K)^N = \text{Cap}(K_0)/|\tau|$. Therefore,
\[
W_{p,nN}(\mu) = \frac{\|S_{nN}\|_{L_p(\mu)}}{\text{Cap}(K)^nN} = \frac{\|T_n\|_{L^p(\mu_0)}^n}{(\text{Cap}(K_0)/|\tau|)^n} = W_{p,n}(\mu_0).
\]

(3.17)

Next, we apply the above theorem to reflectionless measures on finite gap sets. A set $K \subset \mathbb{R}$ is called finite gap if $K = \bigcup_{k=1}^{\ell+1} [a_k, b_k]$ with $a_1 < b_1 < a_2 < \cdots < b_{\ell+1}$. The class of reflectionless measures on $K$ consists of absolutely continuous measures $\mu$ of the form
\[
d\mu(x) = \frac{1_K(x)}{\pi |(x-a_1)(x-b_{\ell})|^{1/2}} \prod_{k=1}^{\ell} \frac{|x-d_k|}{|(x-b_k)(x-a_k+1)|^{1/2}} dx = \prod_{k=1}^{\ell} \frac{|x-d_k|}{x-c_k} d\mu_K(x),
\]

(3.18)
where $d_k \in [b_k, a_{k+1}], k = 1, \ldots, \ell$, are arbitrary points in gaps and $\{c_k\}_{k=1}^\ell$ are the critical points of the Green function $g_K$ on $\mathbb{R} \setminus K$. The equilibrium measure $\mu_K$ is a representative of this class corresponding to the choice $d_k = c_k, k = 1, \ldots, \ell$. If $K \subset \mathbb{R}$ is a polynomial pre-image $K = \mathcal{T}^{-1}([-1, 1])$ then the critical points $\{c_k\}_{k=1}^\ell$ are the zeros of $\mathcal{T}'$ outside of $K$.

The following result provides a partial resolution to the open problems 1 and 2 in [4], namely it establishes strengthened versions of the conjectured inequalities for a subsequence of Widom factors.
Corollary 3.4. Let $K \subset \mathbb{R}$ be a polynomial pre-image $K = \mathcal{T}^{-1}([-1, 1])$ for some polynomial $\mathcal{T}$ of degree $N$. Then for each reflectionless measure $\mu$ on $K$ and, in particular, the equilibrium measure of $K$,

$$[W_{p,nN}(\mu)]^p = \frac{2^p}{\sqrt{\pi}} \frac{\Gamma\left(\frac{p+1}{2}\right)}{\Gamma\left(\frac{p}{2} + 1\right)}, \quad n \in \mathbb{N}, \quad p \geq 1. \quad (3.19)$$

Proof. First suppose that $\mu$ is a reflectionless measure (3.18) with $d_k \in (b_k, a_{k+1})$ for all $k = 1, \ldots, \ell$ and define the polynomial

$$\mathcal{R}(x) = \frac{1}{N} \mathcal{T}'(x) \prod_{k=1}^{\ell} \frac{x - d_k}{x - c_k}. \quad (3.20)$$

Then (3.2) holds and $\mathcal{R}$ satisfies the assumptions stated at the beginning of this section. Let $\mu_0$ be the equilibrium measure of $K_0 = [-1, 1]$, that is, $d\mu_0(x) = \frac{1_{K_0}}{\pi \sqrt{1 - x^2}} dx$. Then, by (3.7), we have $\mu = \mathcal{U}^{\mathcal{T}, \mathcal{R}}(\mu_0)$.

By (6.1) in [4], $[W_{p,n}(\mu_0)]^p = \text{RHS of (3.19)}$ for all $n \in \mathbb{N}$. Then (3.19) for the reflectionless measure $\mu = \mathcal{U}^{\mathcal{T}, \mathcal{R}}(\mu_0)$ follows from (3.15).

Finally, to get (3.19) for a general reflectionless measure $\mu$ (i.e., with some $d_k$’s at the gap edges) we approximate $\mu$ by the special reflectionless measures considered above (i.e., with all $d_k$’s lying inside the gaps) and apply Theorem 2.1. \hfill \Box

In the next result we show that in the special case of $\mu_0$ supported on the unit circle, $\mathcal{T}(z) = z^N$, and $\mu = \mathcal{U}^T(\mu_0)$ the entire sequence of extremal polynomials in $L_p(\mu)$ and the corresponding Widom factors can be obtained.

As a preliminary we recall a characterization for extremal polynomials. Let $\mu$ be a finite Borel measure with compact support in $\mathbb{C}$ and $p \in [1, \infty)$. Then (see e.g., p. 51 in [7]) a monic polynomial $S_n$ of degree $n$ is an extremal polynomial for $L_p(\mu)$ if and only if

$$\int z^k |S_n(z)|^{p-2} \overline{S_n(z)} \, d\mu(z) = 0, \quad k = 0, 1, \ldots, n - 1. \quad (3.21)$$

Theorem 3.5. Let $\mathcal{T}(z) = z^N$ with $N \geq 2$, $p \in [1, \infty)$, $\mu_0$ be a finite Borel measure supported on the unit circle, and $\{T_n\}_{n=0}^{\infty}$ be monic extremal polynomials in $L_p(\mu_0)$ with $\deg(T_n) = n$. Then

$$S_{\ell+nN}(z) = z^\ell T_n(z^N), \quad \ell \in \{0, \ldots, N-1\}, \quad n \in \mathbb{N}_0, \quad (3.22)$$

are monic extremal polynomials in $L_p(\mu)$ for $\mu = \mathcal{U}^T(\mu_0)$ and the corresponding Widom factors satisfy

$$W_{p,\ell+nN}(\mu) = \text{Cap}(K)^{-\ell} W_{p,n}(\mu_0), \quad \ell \in \{0, \ldots, N-1\}, \quad n \in \mathbb{N}_0. \quad (3.23)$$

Proof. It suffices to verify (3.21) for the polynomials in (3.22). The case $S_0 \equiv 1$ is trivial. Assume $\ell + nN \geq 1$, fix $k \in \{0, \ldots, \ell + nN - 1\}$, and let $\ell' \in \{0, \ldots, N-1\}$
and \( \tilde{n} \in \mathbb{N}_0 \) be such that \( k = \tilde{\ell} + \tilde{n}N \). Since \( \mu_0 \) is supported on \( \partial \mathbb{D} \) so is \( \mu \) by (3.21). Then, by (3.22) and (3.3), we have

\[
\int z^k |S_{\ell+nN}(z)|^{p-2} S_{\ell+nN}(z) d\mu(z) = \int z^{k-\ell} |T_n(z^N)|^{p-2} T_n(z^N) d\mu(z)
\]

\[
= \int z^{\tilde{\ell}-\ell} (z^N)^{\tilde{n}} |T_n(z^N)|^{p-2} T_n(z^N) d\mu(z)
\]

\[
= \frac{1}{N} \sum_{j=1}^{N} (T_j^{-1}(z))^{\tilde{\ell}-\ell} z^{\tilde{n}} |T_n(z)|^{p-2} T_n(z) d\mu_0(z).
\]

(3.24)

For each fixed \( z \in \partial \mathbb{D} \), the \( N \) pre-images \( T_j^{-1}(z) \) are some equispaced points on the unit circle, say \( \exp(i2\pi j/N) \), \( j = 1, \ldots, N \). Then if \( \tilde{\ell} \neq \ell \), we have \( 0 < |\tilde{\ell} - \ell| \leq N - 1 \) hence \( e^{2\pi i(\tilde{\ell}-\ell)/N} \neq 1 \) and we obtain

\[
\sum_{j=1}^{N} (T_j^{-1}(z))^{\tilde{\ell}-\ell} = e^{i(\tilde{\ell}-\ell)} \sum_{j=1}^{N} (e^{2\pi i(\tilde{\ell}-\ell)/N})^j = 0.
\]

(3.25)

Thus, if \( \tilde{\ell} \neq \ell \), the RHS of (3.24) is zero. If \( \tilde{\ell} = \ell \) the RHS of (3.24) becomes

\[
\int z^{\tilde{n}} |T_n(z)|^{p-2} T_n(z) d\mu_0(z)
\]

(3.26)

and since \( k = \tilde{\ell} + \tilde{n}N \leq \ell + nN - 1 \) we have \( \tilde{n} \leq n - 1 \). Then the expression in (3.26) is zero by (3.21) since by assumption \( T_n \) is an extremal polynomial in \( L_p(\mu_0) \). Thus, the RHS of (3.24) is zero in either case and hence \( S_{\ell+nN}(z) \) satisfies (3.21) for all \( k \in \{0, \ldots, \ell + nN - 1\} \) and so is an extremal polynomial in \( L_p(\mu) \).

The identity (3.23) for \( \ell = 0 \) is a special case of (3.15) and for \( \ell > 0 \) it follows from \( \|S_{\ell+nN}\|_{L_p(\mu)} = \|S_{nN}\|_{L_p(\mu)} \) which is a consequence of (3.22). \( \Box \)

4. Extremal sets

In this section we investigate for which sets the lower bounds (1.11) and (1.12) become saturated.

For a compact set \( K \subset \mathbb{C} \), the boundary \( \partial \Omega_K \) is called the outer boundary of \( K \) and will be denoted by \( O\partial(K) \). It is known [25, Theorem 3.7.6] that the equilibrium measure \( \mu_K \) for a set \( K \) is supported on the outer boundary of \( K \), that is, \( \text{supp}(\mu_K) \subset O\partial(K) \). In the next lemma we show that for regular sets \( K \) the support of the equilibrium measure \( \mu_K \) is equal to the outer boundary of \( K \).

**Lemma 4.1.** If \( K \subset \mathbb{C} \) is a compact regular set then \( \text{supp}(\mu_K) = O\partial(K) \).

**Proof.** By the regularity assumption the Green function \( g_K = 0 \) on \( \partial \Omega_K \). Suppose by contradiction that there exists \( z_0 \in \partial \Omega_K \setminus \text{supp}(\mu_K) \). Then \( g_K(z_0) = 0 \). Since \( g_K \geq 0 \) and \( g_K \) is harmonic on \( \mathbb{C} \setminus \text{supp}(\mu_K) \) it follows from the minimum principle for harmonic functions that \( g_K \) is identically zero on the component of \( \mathbb{C} \setminus \text{supp}(\mu_K) \) containing \( z_0 \) and, in particular, on \( \Omega_K \), which is a contradiction. Thus, \( \text{supp}(\mu_K) = \partial \Omega_K = O\partial(K) \). \( \Box \)
Now we can characterize the sets $K$ for which the lower bound $W_{p,n}(\mu_K) \geq 1$ is saturated in terms of the outer boundary of $K$.

**Theorem 4.2.** Let $K \subset \mathbb{C}$ be a compact regular set and $\mu_K$ be the equilibrium measure on $K$. Then $W_{p,n}(\mu_K) = 1$ for some $p \in (0, \infty)$ and $n \in \mathbb{N}$ if and only if $O \partial (K) = Q_n^{-1}(\partial \mathbb{D})$ for some polynomial $Q_n$ of degree $n$. In addition, in this case $W_{p,kn}(\mu_K) = 1$ for all $p \in (0, \infty)$ and $k \in \mathbb{N}$.

*Proof.* Suppose the outer boundary of $K$ is a polynomial pre-image of the unit circle, that is, $O \partial (K) = \{z \in \mathbb{C} : |Q_n(z)| = 1\}$ for some polynomial $Q_n(z) = cz^n + \ldots, c \neq 0$. In this case, $\text{Cap}(K)^n = \text{Cap}(O \partial (K))^n = 1/|c|$. Now consider a trial monic polynomial $P_n = c^{-1}Q_n$. Since $\mu_K$ is supported on $O \partial (K)$ and $|Q_n| = 1$ on $O \partial (K)$ we have

$$\|D^k_{\mu_K}\|_{L_p(\mu_K)} = |c|^{-k}\|Q_n^k\|_{L_p(\mu_K)} = |c|^{-k} = \text{Cap}(K)^{nk}. \quad (4.1)$$

Thus, $W_{p,kn}(\mu_K) \leq 1$ hence, by (4.1), $W_{p,kn}(\mu_K) = 1$ for all $p \in (0, \infty)$ and $k \in \mathbb{N}$.

Conversely, suppose $W_{p,n}(\mu_K) = 1$ for some $p \in (0, \infty)$ and $n \in \mathbb{N}$. Let $P_n$ be a monic extremal polynomial of degree $n$ in $L_p(\mu_K)$, that is, $\|P_n\|_{L_p(\mu_K)} = \text{Cap}(K)^n$. By Jensen’s inequality and Frostman’s theorem, we have

$$\|P_n\|_{L_p(\mu_K)} = \exp \left( \log \left( \int |P_n|^p d\mu_K \right) \right) \geq \exp \left( \int \log |P_n|^p d\mu_K \right) \geq \text{Cap}(K)^n,$$

hence the condition $\|P_n\|_{L_p(\mu_K)} = \text{Cap}(K)^n$ implies equality in Jensen’s inequality,

$$\log \int |P_n(z)|^p d\mu_K(z) = \int \log |P_n(z)|^p d\mu_K(z) \quad (4.3)$$

which holds if and only if $|P_n(z)|$ is constant $\mu_K$-a.e. By Lemma 1.1, $\text{supp}(\mu_K) = O \partial (K)$ and hence $|P_n(z)| = \text{Cap}(K)^n$ for all $z \in O \partial (K)$. Thus, by the maximum principle,

$$\|P_n\|_K = \text{Cap}(K)^n, \quad (4.4)$$

and hence, by [12] Theorem 1.2], there exists a polynomial $Q_n$ of degree $n$ such that $O \partial (K) = Q_n^{-1}(\partial \mathbb{D})$. \hfill $\square$

Theorem 4.2 combined with [12] Theorem 1.2] implies the following result:

**Corollary 4.3.** Let $K$ be a regular compact subset of $\mathbb{C}$, $n \in \mathbb{N}$, and $p \in (0, \infty)$. Then $W_{\infty,n}(K) = 1$ if and only if $W_{p,n}(\mu_K) = 1$. If equalities hold then $n$-th monic extremal polynomial in $L_p(\mu_K)$ is the $n$-th monic Chebyshev polynomial on $K$.

Next, we characterize the sets $K \subset \mathbb{R}$ for which the lower bound $W_{2,n}(\mu_K) \geq \sqrt{2}$ is saturated.

**Theorem 4.4.** Let $K \subset \mathbb{R}$ be a regular compact set. Then $W_{2,n}(\mu_K) = \sqrt{2}$ if and only if $K = Q_n^{-1}([-1, 1])$ for some polynomial $Q_n$ of degree $n$. 
Proof. If \( K = Q_n^{-1}([-1, 1]) \subset \mathbb{R} \), then \( W_{2,n}(\mu_K) = \sqrt{2} \) by Corollary 3.4.

Next, suppose \( K \subset \mathbb{R} \) is a regular compact set such that \( W_{2,n}(\mu_K) = \sqrt{2} \). Let \( x : \mathbb{D} \to \overline{\mathbb{C}} \setminus K \) be the universal covering map of \( \overline{\mathbb{C}} \setminus K \) normalized by \( x(0) = \infty \) and \( \lim_{z \to 0} z x(z) > 0 \). Then \( x \) is a meromorphic function of bounded characteristic (see Theorem 1, Section 5.1, Chapter 7 in [22]) and it has non-tangential boundary values a.e. on \( \partial \mathbb{D} \) (see Theorem 2, Section 5.4, Chapter 7 in [22] or [36, Theorem V.9]) and \( x(e^{i\theta}) \in K \) a.e. (see Section 5.5, Chapter 7 in [22]), hence \( x_{1:0} \in L_\infty(d\theta) \). This implies (see Section 2.4 in [15]) that

\[
\int f d\mu_K = \int f(x(e^{i\theta})) \frac{d\theta}{2\pi}, \quad f \in L_1(\mu_K).
\]

(4.5)

Let \( \Gamma \) be the Fuchsian group of Möbius transformations (see Section 9.5 in [30]) on \( \mathbb{D} \) so that \( x(z) = x(w) \) if and only if there is a \( \gamma \in \Gamma \) with \( z = \gamma(w) \). Define the Blaschke product \( B \) by

\[
B(z) = \prod_{\gamma \in \Gamma} \frac{|\gamma(0)|}{|\gamma(0)|} \gamma(z), \quad z \in \mathbb{D}.
\]

(4.6)

It is known (see e.g. [20, Theorem 16.11] or [24]) that \( B(z) \) is an analytic function with \( |B(e^{i\theta})| = 1 \) a.e. on \( \partial \mathbb{D} \); simple zeros at \( \mathfrak{c}^{-1}(\infty) \), and

\[
|B(z)| = e^{-\varrho_K(x(z))}.
\]

(4.7)

Then, in particular, we have (cf. (9.7.35) and (9.7.37) in [30])

\[
\lim_{z \to 0} x(z) B(z) = \text{Cap}(K).
\]

(4.8)

Let \( P_n \) be the \( n \)-th monic orthogonal polynomial for \( \mu_K \). Since \( K \subset \mathbb{R} \), the polynomial \( P_n \) is real. The function \( B(z)^n P_n(x(z)) \) has only removable singularities and therefore it can be identified with a bounded analytic function on \( \mathbb{D} \) such that \( \lim_{z \to 0} B(z)^n P_n(x(z)) = \text{Cap}(K)^n \). Since \( P_n(x(e^{i\theta})) \in \mathbb{R} \) for a.e. \( \theta \) we have, as in the proof of [31, Theorem 3.1],

\[
2C(K)^n = \int_0^{2\pi} P_n(x(e^{i\theta}))(B(e^{i\theta})^n + B(e^{i\theta})^n) \frac{d\theta}{2\pi}.
\]

(4.9)

Then, by Cauchy–Schwarz inequality,

\[
2C(K)^n \leq \left[ \int_0^{2\pi} P_n(x(e^{i\theta}))^2 \frac{d\theta}{2\pi} \right]^{\frac{1}{2}} \left[ \int_0^{2\pi} (B(e^{i\theta})^n + B(e^{i\theta})^n)^2 \frac{d\theta}{2\pi} \right]^{\frac{1}{2}}
\]

(4.10)

\[
= \|P_n\|_{L_2(\mu_K)} \left[ \int_0^{2\pi} 2 + 2\text{Re}(B(e^{i\theta})^{2n}) \frac{d\theta}{2\pi} \right]^{\frac{1}{2}}
\]

(4.11)

\[
= \|P_n\|_{L_2(\mu_K)} \left[ 2 + 2\text{Re}(B(0)^{2n}) \right]^{\frac{1}{2}} = \sqrt{2} \|P_n\|_{L_2(\mu_K)},
\]

(4.12)

hence \( \|P_n\|_{L_2(\mu_K)} \geq \sqrt{2} \text{Cap}(K)^n \). Since, by assumption, \( \|P_n\|_2 = \sqrt{2} \text{Cap}(K)^n \) we have equality in the Cauchy–Schwarz inequality (4.10) which occurs only when the
two functions are proportional hence for some constant \(c\) and a.e. \(\theta\),
\[
|P_n(x(e^{i\theta}))|^2 = c(B(e^{i\theta})^n + B(e^{i\theta})^{-n})^2 = c(B(e^{i\theta})^n + B(e^{i\theta})^{-n})^2.
\]  
(4.13)

Let \(F(z) := P_n(x(z))/B(z)^n + B(z)^{-n}) = P_n(x(z))B(z)^n/(B(z)^{2n} + 1)\) and note that the only singularities of \(F\) on \(\mathbb{D}\) are removable. Since \(P_n(x(e^{i\theta})) \in \mathbb{R}\) for a.e. \(\theta\) it follows from (4.13) that \(F(e^{i\theta})^2 = c\) for a.e. \(\theta\) and hence \(F^2\) is identically constant on \(\mathbb{D}\). By (4.8), \(\lim_{n \to 0} F(z) = \text{Cap}(K)^n\) hence \(F \equiv \text{Cap}(K)^n\) and so
\[
P_n(x(z)) = \text{Cap}(K)^n(B(z)^n + B(z)^{-n}), \quad z \in \mathbb{D}.
\]  
(4.14)

Hence, we have, by (4.7), (4.14) that
\[
|P_n(z)| \leq \text{Cap}(K)^n(e^{-ng(z)} + e^{ng(z)}), \quad z \in \mathbb{C}\setminus K.
\]  
(4.15)

Since \(K\) is regular (4.15) implies \(\|P_n\|_K \leq 2\text{Cap}(K)^n\) which combined with (1.10) yields
\[
\|P_n\|_K = 2\text{Cap}(K)^n.
\]  
(4.16)

Then, by [12] Theorem 1.1 or [32] Theorem 1, there exists a polynomial \(Q_n\) of degree \(n\) such that \(K = Q_n^{-1}([-1, 1])\).

\[\square\]

Theorem 4.4 and [12] Theorem 1.1 lead to the following corollary:

**Corollary 4.5.** Let \(K \subset \mathbb{R}\) be a regular compact set and \(n \in \mathbb{N}\). Then \(W_{\infty,n}(K) = 2\) if and only if \(\|W_{2,n}(\mu_K)\| = 2\). If equalities hold then the \(n\)-th monic extremal polynomials in \(L_{\infty}(K)\) and \(L_2(\mu_K)\) are the same.

5. **Widom factors for the equilibrium measure on a circular arc**

Let \(\mu\) be a unit Borel measure such that \(\text{supp}(\mu) \subset \partial \mathbb{D}\) and \(\text{supp}(\mu)\) contains infinitely many points. Then for each \(n \in \mathbb{N}_0\), the \(n\)-th Verblunsky coefficient \(\alpha_n\) (or \(\alpha_n(\mu)\)) is defined by (see [29] Eq. (1.5.20))] \(\alpha_n = -\Phi_{n+1}(0)\) where \(\Phi_{n+1}\) is the monic orthogonal polynomial for \(\mu\) of degree \(n + 1\).

In this section we consider orthogonal polynomials on the circular arc
\[
K_\gamma = \{e^{i\theta} : \theta \in [\pi - \gamma, \pi + \gamma]\}, \quad 0 < \gamma < \pi.
\]  
(5.1)

In the case of the uniform measure \(d\mu_\gamma = \mathbf{1}_{K_\gamma}(e^{i\theta})\frac{d\theta}{2\pi}\) on \(K_\gamma\), the orthogonal polynomials have been investigated in [19] in connection with the Grünbaum–Delsarte–Janssen–Vries problem. One of the main results of [19], stated in terms of the Widom factors, asserts that the sequence \(\{W_{2,n}(\mu_\gamma)\}_{n=1}^\infty\) is strictly monotone increasing. In addition, it is shown in [19] that the Verblunsky coefficients are negative and their absolute values are decreasing with \(\gamma\). Below we extend these results to the equilibrium measure on \(K_\gamma\).

Recall that (e.g., [29] Eq. (9.7.13)) the equilibrium measure \(\mu_{K_\gamma}\) is given by \(d\mu_{K_\gamma}(e^{i\theta}) = \mathbf{1}_{K_\gamma}(e^{i\theta})w(\theta)\frac{d\theta}{2\pi}\) where
\[
w(\theta) = \frac{\sin(\theta/2)}{\sqrt{\cos^2((\pi - \gamma)/2) - \cos^2(\theta/2)}} = \frac{\sin(\theta/2)}{\sqrt{\sin^2(\gamma/2) - \cos^2(\theta/2)}}.
\]  
(5.2)
Theorem 5.1. Let $0 < \gamma < \pi$ and $0 < \gamma_1 < \gamma_2 < \pi$.

(i) The sequence $\{W_{2,n}(\mu_{K,\gamma_1})\}_{n=1}^{\infty}$ is strictly monotone increasing with $n$,

$$\lim_{n \to \infty} \left[ W_{2,n}(\mu_{K,\gamma}) \right]^2 = 1 + \cos(\gamma/2),$$  \hspace{1cm} (5.3)

and

$$\inf_{n \in \mathbb{N}} \left[ W_{2,n}(\mu_{K,\gamma}) \right]^2 = 1 + \cos^2(\gamma/2), \quad \sup_{n \in \mathbb{N}} \left[ W_{2,n}(\mu_{K,\gamma}) \right]^2 = 1 + \cos(\gamma/2).$$ \hspace{1cm} (5.4)

(ii) The Verblunsky coefficients $\alpha_n(\mu_{K,\gamma})$ are negative and their absolute values are strictly monotone decreasing with $\gamma$,

$$|\alpha_n(\mu_{K,\gamma_1})| > |\alpha_n(\mu_{K,\gamma_2})|, \quad n \in \mathbb{N}_0.$$ \hspace{1cm} (5.5)

(iii) The Widom factors $W_{2,n}(\mu_{K,\gamma})$ are strictly monotone decreasing with $\gamma$,

$$W_{2,n}(\mu_{K,\gamma_1}) > W_{2,n}(\mu_{K,\gamma_2}), \quad n \in \mathbb{N}.$$ \hspace{1cm} (5.6)

Proof. (i) It is a result of Widom [37, Theorem 12.3 and 6.2] that the sequence $W_{2,n}(\mu_{K,\gamma})$ has a limit and

$$\lim_{n \to \infty} \left[ W_{2,n}(\mu_{K,\gamma}) \right]^2 = 2\pi R(\infty) \text{Cap}(K,\gamma),$$ \hspace{1cm} (5.7)

where $R(\cdot)$ is the unique non-vanishing analytic function on $\mathbb{C}\setminus K_{\gamma}$ with $R(\infty) > 0$ and boundary values satisfying $|R(e^{i\theta})| = \frac{1}{2\pi} w(\theta)$ on $K_{\gamma}$. Consider the function

$$F(z) = \frac{z - 1}{\sqrt{(z + 1)^2 - 4\sin^2(\gamma/2)z}}$$ \hspace{1cm} (5.8)

with the branch of the square root chosen such that $F(\infty) = 1$. Then

$$|F(e^{i\theta})| = \left| \frac{e^{i\gamma/2} - e^{-i\gamma/2}}{\sqrt{(e^{i\gamma/2} + e^{-i\gamma/2})^2 - 4\sin^2(\gamma/2)}} \right| = w(\theta)$$ \hspace{1cm} (5.9)

and $F$ is analytic on $\overline{\mathbb{C}\setminus K_{\gamma}}$ with a single simple zero at $z = 1$. To remove this zero, consider the function

$$B(z) = \frac{\cos(\gamma/2)}{\sin(\gamma/2)} \left( \sqrt{\left( \frac{z + 1}{z - 1} \right)^2 + \left( \frac{\sin(\gamma/2)}{\cos(\gamma/2)} \right)^2} - \frac{z + 1}{z - 1} \right)$$ \hspace{1cm} (5.10)

with the branch of the square root chosen such that $B$ has a zero at $z = 1$. Then $B(\cdot)$ has no other zeros, is analytic on $\overline{\mathbb{C}\setminus K_{\gamma}}$, satisfies $|B| = 1$ on $K_{\gamma}$, and

$$B(\infty) = \frac{1 - \cos(\gamma/2)}{\sin(\gamma/2)} = \frac{\sin(\gamma/2)}{1 + \cos(\gamma/2)}.$$ \hspace{1cm} (5.11)

It follows that $R(z) = \frac{1}{2\pi} F(z)/B(z)$ and hence

$$R(\infty) = \frac{1}{2\pi} \frac{1 + \cos(\gamma/2)}{\sin(\gamma/2)}.$$ \hspace{1cm} (5.12)
In addition, by [25, Table 5.1],

$$\text{Cap}(K_\gamma) = \sin(\gamma/2).$$  \hfill (5.13)

Thus, (5.3) follows from (5.7), (5.12), and (5.13).

Next, we show that the sequence \(\{W_{2,n}(\mu_{K_\gamma})\}_{n=1}^\infty\) is strictly monotone increasing. We start by expressing the Widom factors in terms of the Verblunsky coefficients \(\{\alpha_k\}_{k=0}^\infty\) of the measure of orthogonality \(\mu_{K_\gamma}\),

$$W_{2,n}(\mu_{K_\gamma}) = \text{Cap}(K_\gamma)^{-n} \prod_{j=0}^{n-1} \sqrt{1 - |\alpha_j|^2}.$$  \hfill (5.14)

Since, by (5.7), \(W_{2,n+1}(\mu_{K_\gamma})/W_{2,n}(\mu_{K_\gamma}) \to 1\) it follows from (5.14) and (5.13) that

$$\lim_{n \to \infty} |\alpha_n| = \cos(\gamma/2).$$  \hfill (5.15)

In addition, by (5.14), \(W_{2,n+1}(\mu_{K_\gamma}) > W_{2,n}(\mu_{K_\gamma})\) is equivalent to

$$|\alpha_n| < \cos(\gamma/2).$$  \hfill (5.16)

To show this inequality we will use the Szegő mapping and the inverse Geronimus relations [29, Section 13.1]. Let \(\mu = S\mu_{(K_\gamma)}\), that is, \(d\mu(x) = f(x)dx\), where \(f(x)\) satisfies \(w(\theta) = \pi \sqrt{4 - x^2} f(x)\) with \(x = 2 \cos \theta\). Using \(\cos^2(\theta/2) = \frac{1}{4}(2 + x)\) and \(\sin^2(\theta/2) = \frac{1}{4}(2 - x)\) we get from (5.2) that

$$w(\theta) = \frac{\sqrt{2 - x}}{\sqrt{-2 \cos(\gamma) - x}} = \frac{\sqrt{4 - x^2}}{\sqrt{(-2 \cos(\gamma) - x)(2 + x)}}.$$  \hfill (5.17)

Setting \(c := -2 \cos(\gamma)\) and \(L_\gamma := [-2, c]\) then yields

$$d\mu(x) = \frac{1}{\pi} \frac{1_{L_\gamma}(x)}{\sqrt{(c - x)(2 + x)}} \, dx.$$  \hfill (5.18)

hence \(\mu = \mu_{L_\gamma}\), the equilibrium measure of the interval \(L_\gamma\). The monic orthogonal polynomials \(P_n\) in \(L_2(\mu_{L_\gamma})\) are just the classical Chebyhev polynomials of the first kind, \(T_n\left(\frac{1}{2}(z + z^{-1})\right) = \frac{1}{2}(z^n + z^{-n})\), appropriately shifted and rescaled,

$$P_n(x) = 2a^n T_n\left(\frac{x - b}{2a}\right), \quad n \in \mathbb{N},$$  \hfill (5.19)

where \(a = (c + 2)/4 = \sin^2(\gamma/2)\) and \(b = (c - 2)/2\). For convenience of notation we set \(P_0(x) := 2\) which is compatible with (5.19) for \(n = 0\) since \(T_0(x) \equiv 1\). Then, by the inverse Geronimus relations [29, Theorem 13.1.10],

$$\alpha_{2k} = -\frac{u_k - v_k}{u_k + v_k}, \quad \alpha_{2k+1} = 1 - \frac{1}{2}(u_{k+1} + v_{k+1}), \quad k \in \mathbb{N}_0,$$  \hfill (5.20)
where
\begin{align*}
u_k &= \frac{P_{k+1}(2)}{P_k(2)} = \frac{T_{k+1}((6 - c)/(2 + c))}{T_k((6 - c)/(2 + c))} > 0, \quad (5.21) \\
v_k &= -\frac{P_{k+1}(-2)}{P_k(-2)} = -\frac{T_{k+1}(-1)}{T_k(-1)} = a > 0, \quad k \in \mathbb{N}_0. \quad (5.22)
\end{align*}

Note that particular choice of $P_0$ affects only $u_0$ and $v_0$ but does not affect the value of $\alpha_0$ in (5.20). Introduce a new variable
\[ s := \frac{6 - c}{2 + c} = \frac{2}{\sin^2(\gamma/2)} - 1. \quad (5.23) \]

Since $s > 1$ we obtain from
\[ T_k(s) = \frac{1}{2} \left[ (s + \sqrt{s^2 - 1})^k + (s - \sqrt{s^2 - 1})^k \right] \quad (5.24) \]

that the $u_k$'s strictly increase as $k$ increases and $u_0 = 2 - a$. Then since $0 < a < 1$ it follows from (5.20) that both subsequences $\alpha_{2k}$ and $\alpha_{2k+1}$ are negative and strictly decreasing. This strict monotonicity combined with the limit (5.15) then yields (5.16) and hence the Widom factors $W_{2,n}(\mu_{K_\gamma})$ are strictly monotone increasing.

Finally, since $u_0 = 2 - a$ and $v_0 = a$ we have $\alpha_0 = a - 1 = -\cos^2(\gamma/2)$ hence $1 - |\alpha_0|^2 = \sin^2(\gamma/2)(1 + \cos^2(\gamma/2))$ and so $[W_{2,1}(\mu_{K_\gamma})]^2 = 1 + \cos^2(\gamma/2)$. Combined with the monotonicity and the limit of $[W_{2,n}(\mu_{K_\gamma})]^2$ this yields (5.4).

(ii) Note that $s$ increases as $\gamma$ decreases. Hence it is enough to show that $|\alpha_n|$ strictly increases as $s$ increases. Since $\alpha_n$ is negative we have to show that $-\alpha_n$ strictly increases as $s$ increases. We consider the cases of $n$ even and odd separately.

First, let $n = 2k$ for some $k \in \mathbb{N}_0$. Then by (5.20), (5.21) and (5.22), we have
\[ -\alpha_n = \left( \frac{T_{k+1}(s)}{T_k(s)} - 1 \right) \div \left( \frac{T_{k+1}(s)}{T_k(s)} + 1 \right). \quad (5.25) \]

By [26, Eq. (1.104)] we have
\[ \left( \frac{T_{k+1}(s)}{T_k(s)} \right)' > 0 \quad \text{for} \quad s > 1. \quad (5.26) \]

Since $T_{k+1}(1)/T_k(1) = 1$ it follows from (5.26) and (5.25) that $-\alpha_n$ strictly increases as $s$ increases.

Next, let $n = 2k + 1$ for some $k \in \mathbb{N}_0$. We introduce a new variable $\Theta$ by
\[ s = \cosh(\Theta). \quad (5.27) \]

Here $\Theta \in (0, \infty)$ for $s \in (1, \infty)$ and $s$ increases as $\Theta$ increases. Thus, it suffices to show that $-\alpha_n$ strictly increases as $\Theta$ increases. Since (see [18, Section 1.4])
\[ T_n(s) = \cosh(n\Theta), \quad (5.20), \quad (5.21) \text{ and } (5.22) \text{ yield} \]
\[-\alpha_n = \frac{1}{1 + s} \left( \frac{1}{1 + \frac{T_{k+2}(s)}{T_{k+1}(s)}} \right) - 1 = \frac{1}{1 + \cosh(\Theta)} \left( \frac{1 + \cosh((k + 2)\Theta)}{\cosh((k + 1)\Theta)} \right) - 1 \]
\[= \frac{\cosh((k + 2)\Theta) - \cosh(\Theta) \cosh((k + 1)\Theta)}{(1 + \cosh(\Theta)) \cosh((k + 1)\Theta)} = \frac{\sinh(\Theta) \sinh((k + 1)\Theta)}{1 + \cosh(\Theta) \cosh((k + 1)\Theta)} = \tanh(\Theta/2) \tanh((k + 1)\Theta). \quad (5.28) \]

The derivative of the expression in (5.28) is
\[\text{sech}^2(\Theta/2) \tanh((k + 1)\Theta) \quad (5.29)\]

hence, by (5.28) and (5.29), \(-\alpha_n\) strictly increases as \(\Theta\) increases.

(iii) Let \(0 < \gamma_1 < \gamma_2 < \pi\) and denote by \(\Phi_k\) and \(P_k\) the \(k\)-th monic orthogonal polynomials for \(\mu_{K\gamma}\) and \(\mu_{L\gamma}\), respectively. By (1.4), the required inequality (5.6) is equivalent to
\[\left[ W_{2,n}(\mu_{K\gamma_2}) \right]^2 = \left[ W_{2,n}(\mu_{K\gamma_1}) \right]^2 < \frac{\|\Phi_n\|^2_{L_2(\mu_{K\gamma_1})} \text{Cap}(K\gamma_1)^{-2n}}{\|\Phi_n\|^2_{L_2(\mu_{K\gamma_2})} \text{Cap}(K\gamma_2)^{-2n}}. \quad (5.30)\]

We will verify this inequality for \(n\) even and odd separately. As a preliminary note that by Theorem 4.4,
\[\|P_k\|^2_{L_2(\mu_{L\gamma})} = 2\text{Cap}(L\gamma)^{2k} = 2[\sin(\gamma/2)]^{4k}. \quad (5.31)\]

First, assume that \(n = 2k\) for some \(k \in \mathbb{N}\). By [29, Eq. (13.1.15)] we have
\[\|P_k\|^2_{L_2(\mu_{L\gamma})} = 2(1 - \alpha_{2k-1})^{-1} \|\Phi_{2k}\|^2_{L_2(\mu_{K\gamma})}. \quad (5.32)\]

Combining (5.32) with (5.31) and (5.13) for \(\gamma = \gamma_1\) and \(\gamma = \gamma_2\) shows that (5.30) is equivalent to
\[\frac{1 - \alpha_{2k-1}}{1 - \alpha_{2k-1}} < 1. \quad (5.33)\]

The inequality (5.33) holds true by part (ii) and the fact that the \(\alpha_j\)'s are negative. Next, let \(n = 2k + 1\) for some \(k \in \mathbb{N_0}\). By [29, Eq. (13.1.21)] we have
\[\|P_{k+1}\|^2_{L_2(\mu_{L\gamma})} = 2(1 + \alpha_{2k+1})^{-1} \|\Phi_{2k+1}\|^2_{L_2(\mu_{K\gamma})}. \quad (5.34)\]

Combining (5.34) with (5.31) and (5.13) for \(\gamma = \gamma_1\) and \(\gamma = \gamma_2\) shows that (5.30) is equivalent to
\[\left( \frac{\sin^2(\gamma_2/2)}{1 + \alpha_{2k+1}(\mu_{K\gamma_2})} \right) / \left( \frac{\sin^2(\gamma_1/2)}{1 + \alpha_{2k+1}(\mu_{K\gamma_1})} \right) < 1. \quad (5.35)\]

To prove (5.35) it suffices to show that
\[\frac{\sin^2(\gamma/2)}{1 + \alpha_{2k+1}(\mu_{K\gamma})} \quad (5.36)\]
strictly decreases as $\gamma$ increases. This is equivalent to showing that

$$
1 + \frac{\alpha_{2k+1}(\mu_{K_{\gamma}})}{\sin^2(\gamma/2)}
$$

(5.37)
is strictly decreasing when $s$, defined in (5.23), is increasing. Note that

$$
\sin^2(\gamma/2) = \frac{a}{2} = \frac{2}{1+s}.
$$

(5.38)
It follows from (5.20), (5.21), (5.22) that

$$
1 + \frac{\alpha_{2k+1}(\mu_{K_{\gamma}})}{\sin^2(\gamma/2)} = \frac{T_{k+1}(s) + 2sT_{k+1}(s) - T_{k+2}(s)}{(1+s)T_{k+1}(s)}.
$$

(5.39)
Combining (5.39) and (5.38) we get

$$
1 + \frac{\alpha_{2k+1}(\mu_{K_{\gamma}})}{\sin^2(\gamma/2)} = \frac{1}{2} + \frac{2sT_{k+1}(s) - T_{k+2}(s)}{2T_{k+1}(s)}.
$$

(5.40)
The three-term recurrence relation $2sT_{k+1}(s) - T_{k+2}(s) = T_k(s)$ then implies

$$
1 + \frac{\alpha_{2k+1}(\mu_{K_{\gamma}})}{\sin^2(\gamma/2)} = \frac{1}{2} + \frac{T_k(s)}{2T_{k+1}(s)}.
$$

(5.41)
It follows from (5.41) and (5.26) that the expression in (5.37) strictly decreases as $s$ increases. This completes the proof.
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