Measurement of inclusive electrons from open heavy-flavor hadron decays in $p+p$ collisions at $\sqrt{s} = 200$ GeV with the STAR detector
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We report a new measurement of the production cross section for inclusive electrons from open heavy-flavor hadron decays as a function of transverse momentum ($p_T$) at mid-rapidity ($|y| < 0.7$) in $p+p$ collisions at $\sqrt{s} = 200$ GeV. The result is presented for $2.5 < p_T < 10$ GeV/$c$ with an improved precision above 6 GeV/$c$ with respect to the previous measurements, providing more constraints on perturbative QCD calculations. Moreover, this measurement also provides a high-precision reference for measurements of nuclear modification factors for inclusive electrons from open-charm and -bottom hadron decays in heavy-ion collisions.

I. INTRODUCTION

In $p+p$ collisions, heavy (charm and bottom) quarks are dominantly produced in initial hard parton scatterings. As the masses of the heavy quarks ($m_Q$) are much larger than the QCD scale parameter $\Lambda_{\text{QCD}}$, such partonic scattering processes can be calculated by perturbative QCD (pQCD) down to low transverse momentum ($p_T$). Detailed study of heavy-quark production and the comparison to experimental data allows us to test pQCD in different kinematic regions ($p_T < m_Q$, $p_T \sim m_Q$, $p_T >> m_Q$). It also provides an important testing ground for the pQCD calculations that deal with other processes of high interest involving multiple hard scales ($m_Q$, $p_T$) such as weak boson production, Higgs boson production and physics beyond the Standard Model [1–3].

In heavy-ion collisions, heavy quarks are produced before the creation of Quark Gluon Plasma (QGP) [11–13] because their masses are much larger than the temperature of QGP, $T_{\text{QGP}}$. Heavy quarks experience all stages of QGP evolution and thus are an excellent probe of the QGP [6]. Heavy quark production in $p+p$ collisions serves as an important reference to compare with that in heavy-ion collisions for understanding the nature of interactions of heavy quarks with the QGP and the parton energy loss mechanisms in general. Significant suppression of the charm meson yield at large $p_T$, resulting from the substantial energy loss of heavy quarks in the QGP, has been observed at both RHIC and the LHC [7–12], indicating significant interactions between heavy quarks and the medium.

Charmed hadron production in $p+p$ collisions has been measured by the Solenoidal Tracker at RHIC (STAR) [13], and was found to be consistent with the upper limit of Fixed-Order Next-to-Leading Logarithm (FONLL) calculations [2]. Due to a large combinatorial background, these measurements have a limited $p_T$ range ($p_T < 6$ GeV/$c$). Electrons from semileptonic decays of heavy-flavor hadrons, referred to as Heavy Flavor Electrons (HFEs), have also been used as proxies to measure heavy quarks [14–16]. Although kinematic information regarding the parent heavy-flavor hadrons is incomplete, and the HFE sample is usually a mixture of electrons from both charm and beauty hadron decays, HFEs are still widely used to study heavy quark production because they have higher branching ratios than the hadronic decays of open heavy-flavor hadrons and data collection of high-$p_T$ electrons can be enhanced in an experiment by dedicated triggers. The inclusive HFE production in $p+p$ collisions at $\sqrt{s} = 200$ GeV has been studied by the STAR [14] and PHENIX [17] experiments at RHIC. These earlier results are seen to be consistent with pQCD FONLL calculations, however their constraining power at high $p_T$ is limited by the large experimental uncertainties.

In this paper, we report a new measurement of the inclusive HFE cross section at mid-rapidity ($|y| < 0.7$) in $p+p$ collisions at $\sqrt{s} = 200$ GeV. The cross section for inclusive HFE as a function of $p_T$ ($2.5 < p_T < 10$ GeV/$c$) is obtained, with a higher precision at $p_T > 6$ GeV/$c$ than the previously published results [14, 17]. The paper is organized as follows. In Sec. II, components of the STAR detector relevant to this analysis are briefly discussed. Section III is dedicated to the details of the data analysis of inclusive HFE production. Finally, the results are reported and compared with published results and model calculations in Sec. IV.

II. EXPERIMENTAL SETUP

A. Detector

STAR [18] is a multi-purpose detector with a large acceptance at RHIC. In this analysis, three main STAR subsystems are used: the Time Projection Chamber (TPC) [19], the Barrel Electromagnetic Calorimeter (BEMC) [20], and the Beam-Beam Counters (BBC) [21]. The TPC is a gas-filled detector providing tracking of charged particles with the pseudorapidity range of $|\eta| < 1$ and full azimuthal coverage. It is used for momentum determination and particle identification via energy loss measurement ($dE/dx$) for charged particles with

---

\(^1\) Deceased

\(^2\) $p^0 \to e^+ + X$ (BR = 6.5%), $D^+ \to e^+ + X$ (BR = 16.1%), $B^0 \to e^+ + X$ (BR = 10.1%), $B^+ \to e^+ + X$ (BR = 10.8%).
$p_T > 0.2\text{ GeV}/c$. The BEMC is a lead-scintillator sampling calorimeter surrounding the TPC with a depth of 21 radiation lengths, covering the full azimuth ($\phi$) and $|\eta| < 1$. The BEMC is segmented into 4800 projective towers, each with a size of 0.05 × 0.05 in $\phi \times \eta$. It is used for electron identification and provides online triggers for high-$p_T$ electrons. The BBC, covering $3.3 < |\eta| < 5.0$, is located on both sides of the center of the detector at a distance of 3.75 m. Each BBC is made up of 18 hexagonal scintillator tiles. Signals in both BBCs form a prompt coincidence to provide a minimum bias trigger.

B. Triggers and datasets

The reported measurement of HFE production in $p+p$ collisions at $\sqrt{s} = 200$ GeV utilizes data recorded by the STAR experiment in 2012 that satisfy the High Tower (HT) triggers in addition to the BBC minimum bias trigger condition. HT triggers require the transverse energy ($E_T$) deposition in at least one single BEMC tower to pass a given Analog to Digital Converter (ADC) threshold. The tower ADC value is proportional to the $E_T$ deposited by particles. Events used in this analysis are from two HT triggers with $E_T$ thresholds of 2.6 GeV (HT0) and 4.2 GeV (HT2), which correspond to integrated luminosities of 1.4 and 23.5 pb$^{-1}$, respectively. In these HT triggered events, particle tracks in the TPC are projected onto the BEMC tower plane, and only those electron candidates whose projected trajectories can be associated to BEMC clusters that include trigger towers are selected. The results presented in this paper combine HT0 events for $p_T < 4.5\text{ GeV}/c$ and HT2 for $p_T \geq 4.5\text{ GeV}/c$.

III. DATA ANALYSIS FOR INCLUSIVE HFE PRODUCTION

A. Analysis principles

Four steps are carried out to measure HFE production in this analysis:

1. identification and purity correction of inclusive electrons (INE),
2. identification and efficiency correction of the photonic electrons (PHE), and subtraction of PHE from the INE sample,
3. efficiency correction of non-photonic electrons (NPE),
4. subtraction of remaining background sources called hadron decayed electrons (HDE), including di-electron decays of light vector mesons ($\rho$, $\omega$, $\phi$), quarkonium decays ($J/\psi$, $\Upsilon$), Drell-Yan processes, and kaon semi-leptonic decays ($K_{e3}$).

The first three steps can be summarized by

$$N_{\text{NPE}} = \frac{N_{\text{INE}} \times P_{\text{e}} - N_{\text{PHE}} / \varepsilon_{\text{PHE}}}{\varepsilon_{\text{total}}}$$  \hspace{1cm} (1)$$

where $N_{\text{NPE}}$ is the non-photonic electron yield, $N_{\text{INE}}$ is the inclusive electron candidate yield, $P_{\text{e}}$ is the purity of the candidate electron sample, $N_{\text{PHE}}$ is the photonic electron yield, $\varepsilon_{\text{PHE}}$ is the photonic electron identification efficiency, and $\varepsilon_{\text{total}}$ is the overall efficiency for triggering, tracking and particle identification of electrons.

In the first step, electron candidates are identified using combined information from the TPC and BEMC, and a purity correction to account for hadron contamination statistically (as described in Sec. [III C]) is applied to obtain the inclusive electron sample ($N_{\text{INE}} \times P_{\text{e}}$). In the second step, the yield of PHE, which is the main source of background in this analysis, is calculated. It consists of electrons from photon conversion in the detector material and Dalitz decays of $\pi^0$ and $\eta$ mesons ($\pi^0 \to \gamma e^+e^-$, $\eta \to \gamma e^+e^-$). The contribution of PHE is evaluated by reconstructing the di-electron mass ($M_{e^+e^-}$) spectrum (as described in Sec. [III D]). The observed PHE yield is corrected for PHE identification efficiency ($N_{\text{PHE}} / \varepsilon_{\text{PHE}}$) and subtracted from the inclusive electron sample. In the third step, the remaining electrons in the inclusive electron sample are then corrected for single electron tracking, triggering, and identification efficiencies to obtain the NPE yield. In the last step, the HDE background is subtracted, after which the electron sample is from open charm and bottom hadron decays.

B. Event selection and electron identification

During data processing, the event vertex is reconstructed offline in 3 dimensions, based on charged particle trajectories in the TPC, and it is called the primary vertex. In addition, at least two tracks contributing to vertex determination are required to either match to hits in the fast BEMC or Time-of-Flight [22] detectors or cross the TPC central membrane, to suppress pileup. To ensure a uniform TPC acceptance, only events with primary vertices located within ±35 cm from the geometrical center of the TPC along the beam line direction and within 2 cm in the radial direction are selected.

A set of selection criteria is applied to ensure a high quality sample of tracks in the analysis. The number of points measured in the TPC (TPC hits) on a track is required to be at least 20 to ensure good tracking. At least 15 of these TPC hits must be used to measure the charged particle ionizing energy loss in the TPC gas to ensure a good $dE/dx$ resolution. The ratio of the number of used to the maximum possible number of TPC hits, which accounts, e.g., for inactive electronic channels, is required to be higher than 0.52 to avoid split tracks. The distance-of-closest-approach (DCA) between a track trajectory in the TPC and the primary vertex (gDCA) is required to
be less than 1.5 cm to suppress background electrons produced in the detector material. Additional selections are applied to minimize photonic electron background from photon conversions in detector material. Tracks are required to have $|\eta| < 0.7$ to avoid the beam pipe support structure. Also, to suppress photon conversion in the TPC gas, we require at least one hit within the first three TPC pad rows.

Electrons are identified using $dE/dx$ in the TPC and energy deposition in the BEMC. First, the BEMC clusters are associated with the TPC tracks by projecting track trajectories onto the BEMC tower plane, and electron candidates are required to have the momentum-to-energy ratio ($p/E$) from 0.3 to 1.5 \cite{24}, where energy is that of the most energetic tower in a BEMC cluster and momentum is measured by the TPC. Second, tracks with $-0.5 < n\sigma_E < 3$ are selected, where $n\sigma_E$ represents a standardized energy loss expected for electrons. The $n\sigma_E$ is defined as $n\sigma_E = \ln((dE/dx_{\text{mea}})/(dE/dx_{\text{th}}))/\sigma_{dE/dx}$, where $dE/dx_{\text{mea}}$ is the measured value, $dE/dx_{\text{th}}$ is the theoretical value for electrons and $\sigma_{dE/dx}$ is the experimental $dE/dx$ resolution. Electron candidates that pass all the aforementioned selection criteria are called the inclusive electrons. They are composed primarily of electrons, including HFE, PHE, and HDE sources, but also contain hadron contamination.

C. Electron purity

The electron purity of the inclusive electron sample is estimated by a constrained fit to the $n\sigma_E$ distribution of inclusive electron candidates with the $p/E$ cut in each $p_T$ bin, prior to the $n\sigma_E$ selection being applied. Three Gaussian functions representing the distributions of $\pi^\pm$, $K^\pm + p(\bar{p})$, and $e^\pm$ are summed together to fit the $n\sigma_E$ distribution. The constraints on the Gaussian function representing electrons are obtained from the $n\sigma_E$ distribution of a pure electron sample, i.e. photonic electrons selected with a tight invariant mass cut $M_{e^-e^+} < 0.1 \text{GeV}/c^2$, as described in Sec. [III.D]. For each $p_T$ bin, the pure electron $n\sigma_E$ distribution is fit with a single Gaussian function and the obtained mean and width are used to constrain the electron shape in the three-Gaussian fit. The $n\sigma_E$ distributions for hadrons are also expected to follow Gaussian distributions. The initial mean $n\sigma_E$ values are obtained from theoretical Bichsel function calculations [24] and the initial widths are set to be one. Figure 1 (a) shows an example of the three-Gaussian fit to the inclusive electron candidates at $4.5 < p_T < 5.0 \text{ GeV}/c$. The purity is obtained by taking the ratio of the integral of the electron fit function to that of the overall fit function in the $n\sigma_E$ cut range ($-0.5 < n\sigma_E < 3$). Figure 1 (b) shows the purity of the inclusive electron sample as a function of $p_T$ with statistical and systematic uncertainties as described in Sec. [IV].

D. Photonic electron subtraction

Photonic electrons arise from 2-body $\gamma$ conversions ($\gamma \rightarrow e^+e^-$) and 3-body Dalitz decays of $\pi^0$ and $\eta$ mesons ($\pi^0/\eta \rightarrow e^+e^-\gamma$). Electrons among the inclusive electron sample, referred to as the tagged electrons in the following, are paired with oppositely charged tracks (partner electrons) in the TPC in the same event to reconstruct the invariant mass of their photonic parent, $\gamma$, $\pi^0$, or $\eta$. Such pairs are called unlike-sign (US) pairs. Unless specified otherwise, the $p_T$ assigned to an electron pair is that of its tagged electron. A looser set of quality cuts ($|\eta| < 1$, at least 15 TPC hits used for track reconstruction and $p_T > 0.3 \text{ GeV}/c$), compared to the tagged electrons, is applied to select partner electrons, in order to enhance the probability of finding them. No $n\sigma_E$...
or BEMC $p/E$ cuts are applied to the partner electrons since the invariant mass cut alone is sufficient to identify photonic electrons. One complication is that the primary momentum of a track, used for an electron candidate so far, is calculated with the assumption it originates from the primary vertex, and thus the primary vertex is included in the track trajectory. However, since photon conversions mostly take place in detector material away from the primary vertex, using the track momentum determined including the primary vertex will bias the reconstruction of photonic parents. Instead, the so-called global track momentum, which is calculated without including the primary vertex, is used. In order to ensure that a partner electron has the same origin as the tagged electron, a maximum DCA of 1.0 cm between two electron tracks is required.

To account for the combinatorial background present in the selected $e^+e^-$ pairs, tagged electrons are also paired with same-charge partner electrons (like-sign (LS) pairs) in the same event. Figure 2 (a) shows an example of invariant mass distributions for all $e^+e^-$ pairs and the combinatorial background at $4.5 < p_T < 5.0$ GeV/c. The photonic electron yield is calculated as $N_{\text{PHE}} = (N_{\text{US}} - N_{\text{LS}})$, where $N_{\text{US}}$ and $N_{\text{LS}}$ are the numbers of unlike-sign and like-sign tagged electrons with an invariant mass cut of $M_{e^+e^-} < 0.24$ GeV/c$^2$. Such a cut is chosen to account for the broadening of the invariant mass distribution at high tagged electron $p_T$. The invariant mass cut efficiency decreases from 99% to 94% with increasing $p_T$.

The photonic electron identification efficiency, $\varepsilon_{\text{PHE}}$, which accounts for finding a partner electron and passing the pair DCA and invariant mass cuts, is calculated by propagating $\pi^0$, $\eta$ decays and $\gamma$ conversions through the GEANT [27] simulation of the STAR detector before embedding them into real events. The combined events then go through the same reconstruction and analysis software chain as the real data. Such events are called embedded events. The published $\eta$ [20,29] and the average charged and neutral pion spectra [26,30,31] are used as the inputs for $\eta$ and $\pi^0$ Dalitz decays. The input $\gamma p_T$ spectrum is a sum of measured direct $\gamma$ by the PHENIX experiment [32,33] and simulated $\pi^0 \rightarrow \gamma\gamma/e^+e^-\gamma$ and $\eta \rightarrow \gamma\gamma/e^+e^-\gamma$ processes using PYTHIA 6.419 [34] with default settings, in which the aforementioned $\pi^0$ and $\eta$ spectra are used as inputs. The rapidity distributions of $\pi^0$ and $\eta$ are parametrized with a Gaussian-like function $\cosh^{-2}(3\sigma(1-\frac{m}{2\sqrt{s}/m_N}))/\sqrt{s}$, where $\sigma = \sqrt{\ln(\sqrt{s}/(2m_N))}$, $\sqrt{s}$ is a nucleon-nucleon center of mass energy, $m$ is the particle mass, and $m_N$ is the nucleon mass [30,33]. All these photonic electron sources are then combined together, according to their yields. Figure 2 (b) shows $\varepsilon_{\text{PHE}}$ as a function of $p_T$ for $\gamma$ conversion and two types of Dalitz decays in $p+p$ collisions. The $\pi^0$ Dalitz decays have higher efficiencies than other sources due to the narrower $e^+e^-$ invariant mass distributions and higher partner electron mean $p_T$. The combined $\varepsilon_{\text{PHE}}$, which starts from about 40% at low $p_T$ and increases to about 60% at $p_T \sim 10$ GeV/c, is also shown in Fig. 2 (b), along with a fit using the functional form $A/(e^{-(p_T-p_0)/p_1}+1)+C$, where $A$, $p_0$, $p_1$, and $C$ are free parameters.

After statistical subtraction of hadron contamination and photonic electrons, the remaining electrons are the non-photonic ones. Figure 4 shows the yield ratio of non-photonic electrons to photonic electron background as a function of $p_T$.
Electrons ($\epsilon_{\text{total}}$ in Eq. 1) are obtained in $p+p$ collisions at $\sqrt{s}=200$ GeV. The circles and squares are the efficiencies for HT0- and HT2-triggered electrons, respectively. The vertical bars represent statistical uncertainties while the boxes represent systematic uncertainties (details in Sec. IV).

FIG. 4. Overall electron detection efficiency ($\epsilon_{\text{total}}$ in Eq. 1) as a function of $p_T$ in $p+p$ collisions at $\sqrt{s}=200$ GeV. The circles and squares are the efficiencies for HT0- and HT2-triggered electrons, respectively. The vertical bars represent statistical uncertainties while the boxes represent systematic uncertainties (details in Sec. IV).

E. Track reconstruction and electron identification efficiency

Before removing the HDE background, the non-photic electron sample needs to be corrected for the overall efficiency ($\epsilon_{\text{total}}$ in Eq. 1) of triggering, tracking reconstruction and electron identification. This overall efficiency is studied with a combination of data-driven approaches and utilization of the embedded events of single electrons. The combined detector acceptance and tracking efficiency is studied based on the embedded events of single electrons, which is about 69% at low $p_T$ and 70% at high $p_T$. The $n_{\text{eff}}$ cut efficiency is calculated based on the Gaussian fit to the pure electron sample, as described in Sec. IV, which decreases with $p_T$ and is about 55%-50%. The BEMC particle identification (PID) and trigger efficiencies are studied in embedded events with GEANT simulated BEMC responses to electrons. The BEMC PID efficiency is evaluated by taking the ratio of electrons with and without the BEMC selection, and is roughly 79%. The trigger efficiency is obtained by requiring the offline ADC value of the most energetic tower in a BEMC cluster, matched to an electron track, to be larger than the threshold, and about 35% at low $p_T$ and increases to about 99% at $p_T \sim 10$ GeV/c. Figure 4 shows the overall efficiency as a function of $p_T$ for HT0- and HT2-triggered electrons. It is about 10–30% and increases with $p_T$. The solid points are used in this analysis, while the open points are only for comparison purpose.

F. Hadron decayed electron background

Electrons from di-electron decays of light vector mesons ($\rho$, $\omega$, $\phi$), heavy quarkonium decays ($J/\psi$, $\Upsilon$), Drell-Yan processes, and kaon semi-leptonic decays ($K_{e3}$) are additional sources of background which need to be subtracted in order to obtain electrons from semileptonic decays of open heavy flavors.

Inclusive $J/\psi$ spectra have been measured in 200 GeV $p+p$ collisions at mid-rapidity by both the STAR [39] and PHENIX [40] collaborations, and the combined $J/\psi$ $p_T$ spectra are parametrized with the Tsallis statistics [41-43]. The $J/\psi$ rapidity distribution is from PYTHIA [44]. Since decayed electrons from non-prompt $J/\psi$ are one of the components of bottom-decayed electrons, the FONLL+CEM calculations [41,45] are used to remove the non-prompt $J/\psi$ contribution from the inclusive $J/\psi$ spectrum. The fraction of non-prompt $J/\psi$ to inclusive $J/\psi$ starts from 0.02 ($\pm 0.01$) and increases with increasing $J/\psi$ $p_T$, becoming up to 0.18 ($\pm 0.06$) for $p_T = 11.75$ GeV/c. $J/\psi$ mesons are generated according to the parametrized $p_T$ spectrum, after removing the non-prompt $J/\psi$ contribution, and EvtGen [46] is utilized to describe their decays to electrons. In this procedure, $J/\psi$ is assumed to be unpolarized, which is consistent with the STAR measurement [47]. $J/\psi$ decayed electron cross section is represented by the dot-dashed line in Fig. 5.

The $\Upsilon$ decay electron contribution is estimated in a similar way as that for the $J/\psi$ except that the $\Upsilon$ spectrum and rapidity distributions are used as inputs. The $p_T$ spectra of $\Upsilon$ states are parametrized with the following function: $f = C \times \frac{p_T}{e^{p_T/1} + 1}$, where the values of the $T$ and $C$ (free parameters) are taken from Ref. [48]. The rapidity distribution of $\Upsilon$ is parametrized with the Gaussian-like function mentioned in Sec. IV. The cross section of the electrons from $\Upsilon$ decay is represented by
the dotted line in Fig. 5.

The vector meson spectra are obtained through \( m_T (\sqrt{p_T^2 + m^2}) \) scaling of the \( \pi^0 \) \( p_T \)-shape, i.e. replacing the \( p_T \) with \( \sqrt{p_T^2 + m^2} \), in the fit function to the \( \pi^0 \) spectrum, where \( m \) is the mass of the vector meson. The absolute yield is determined by matching the ratio of vector meson over \( \pi^0 \) to the measured values at high \( p_T \). Their rapidity distributions are also obtained from calculation of the Gaussian-like function mentioned in Sec. III D. EvtGen is used to decay \( \omega \) and \( \phi \), while PYTHIA 6.419 with default settings is used to decay \( \rho \) since EvtGen doesn’t provide the electron decay channel for \( \rho \). The following decay channels \( \rho \rightarrow e^+e^-, \omega \rightarrow e^+e^- , \omega \rightarrow \pi^0 e^+e^- , \phi \rightarrow e^+e^- , \phi \rightarrow \eta e^+e^- \) are included in the calculation, and the resulting decayed electron cross section is shown as the long dashed line in Fig. 5.

The Drell-Yan contribution is estimated by the PYTHIA simulation, which has the same settings as those in the PHENIX Drell-Yan measurement [55], and is shown as the long dash-dotted line in Fig. 5. Furthermore, STAR simulation studies find that the \( K_{\text{el}} \) contribution is less than 1% at \( p_T > 2 \text{ GeV}/c \) in \( p+p \) collisions at \( \sqrt{s} = 200 \text{ GeV} \) [51] and thus neglected. The overall HDE contribution, represented by the solid line in Fig. 5, is subtracted from the NPE sample. This amounts to a 16% reduction to the NPE yield integrated over the measured \( p_T \) region. The remaining electrons are HFE reported in Sec. IV. The uncertainty of the HDE contribution will be discussed in Sec. IV.

The HFE cross section in \( p+p \) collisions is obtained as:

\[
E^2 \frac{d^3 \sigma}{dp^3} (\text{HFE}) = \frac{1}{2 L} \frac{N_{\text{NPE}}}{2 \pi p_T \Delta p_T \Delta y} - E^2 \frac{d^3 \sigma}{dp^3} (\text{HDE}),
\]

where \( L \) is the integrated luminosity, \( p_T \) is the weighted average of the bin, \( \Delta p_T \) and \( \Delta y \) are the \( p_T \) and rapidity intervals, respectively. \( L = \frac{N_{\text{events}}}{N_{\text{trig}}} \), where \( N_{\text{events}} \) is the equivalent number of minimum bias events of the triggered data and \( \sigma_{\text{NSD}} \) is the non-singly diffractive cross section (\( \sigma_{\text{NSD}} = 30.0 \pm 2.4 \text{ mb} \) [13]).

The total systematic uncertainty is obtained as the square root of the quadratic sum of the individual systematic uncertainties discussed below. The uncertainties in the NPE reconstruction efficiency are estimated by changing the following selections in data and simulation simultaneously: (i) the number of TPC hits used for track reconstruction and \( dE/dx \) calculation from 20 and 15 to 25 and 18 (the larger impact of the two variations on the electron cross section. The uncertainty from the Drell-Yan measurement is subtracted from the NPE sample. This amounts to a 16% reduction to the NPE yield integrated over the measured \( p_T \) region. The remaining electrons are HFE reported in Sec. IV. The uncertainty of the HDE contribution will be discussed in Sec. IV.

The uncertainties in the parametrization of \( \pi^0 \) and \( \eta \) decays, tracking efficiency of partner electrons and variations in the PHE selection criteria, i.e., changing \( M_{e^+e^-} < 0.24 \text{ GeV}/c^2 \) to \( M_{e^+e^-} < 0.15 \text{ GeV}/c^2 \) and partner electron \( p_T \) from 0.3 GeV/c to 0.2 GeV/c. Parametrization uncertainties are taken as the 68% confidence interval of the fit functions. Such an approach is also used in estimating the parametrization uncertainties described in the following. The uncertainty of the \( n_{\sigma_e} \) cut efficiency is estimated from the parameter errors in fitting the pure electron \( n_{\sigma_e} \) distribution with a Gaussian function, taking into account the correlation between the mean and the width, and from varying the INE selection cut from \(-0.5 < n_{\sigma_e} < 3.0 \) to \( 0.0 < n_{\sigma_e} < 3.0 \). The uncertainty of the HDE contribution includes those from \( J/\psi \), \( \Upsilon \), vector meson, and Drell-Yan contributions. The parametrization uncertainty for the inclusive \( J/\psi \) spectrum and the uncertainty from FONLL+CEM calculations of the non-prompt \( J/\psi \) contribution are taken into account. So are the uncertainties in the \( \Upsilon \) yield and spectrum shape [43]. The uncertainties in the parametrization of the \( \pi^0 \) spectrum as well as in the measured yield ratios of vector mesons to \( \pi^0 \) are also propagated to the decayed electron cross section. The uncertainty from the Drell-Yan contribution is estimated using the same method as in the PHENIX published Drell-Yan result [55]. The uncertainty in the BBC trigger and vertex reconstruction

IV. RESULTS

FIG. 5. Invariant cross sections of the electrons from decays of prompt \( J/\psi \) (dot-dashed line), \( \Upsilon \) (dotted line), Drell-Yan (long dash-dotted line), light vector mesons (long dashed line) and the combined HDE contributions (solid line) in \( p+p \) collisions at \( \sqrt{s} = 200 \text{ GeV} \). The bands represent systematic uncertainties (details in Sec. IV).
TABLE I. Summary of systematic uncertainties, in percentage, for the HFE cross section. A range is given if the uncertainty varies with HFE $p_T$.

| Source                                    | Uncertainty         |
|-------------------------------------------|---------------------|
| NPE reconstruction efficiency             | 1.6-7.8%            |
| Electron purity extraction                 | 0.1-7.3%            |
| PHE identification efficiency              | 2.2-7.3%            |
| $n\sigma$ cut efficiency                   | 2.5-10.8%           |
| BBC trigger and vertex reconstruction      | 4.9-5.2%            |
| HDE contribution                           | 0.7-1.4%            |
| Luminosity                                | 8%                  |
| Total                                     | 10.4%-17.4%         |

The measurement of the cross section for production of electrons from open-charm and open-bottom hadron decays for $2.5 < p_T < 10$ GeV/c in $p+p$ collisions at $\sqrt{s} = 200$ GeV is reported. The result without subtracting the $J/\psi$, $\Upsilon$, and Drell-Yan contributions is consistent with the STAR and PHENIX published results, and significantly improved precision relative to the previous measurements is seen above 6 GeV/c. The result, with all background hadronic decay sources removed, is qualitatively consistent with the FONLL upper limit and provides further constraints on theoretical calculations. Furthermore, this result provides a precise reference for nuclear modification factor measurements for heavy flavor decayed electrons in heavy-ion collisions. It also facilitates a study on the separation of the charm and bottom contributions in HFE in $p+p$ collisions.

V. SUMMARY

The measurement of the cross section for production of electrons from open-charm and open-bottom hadron decays for $2.5 < p_T < 10$ GeV/c in $p+p$ collisions at $\sqrt{s} = 200$ GeV is reported. The result without subtracting the $J/\psi$, $\Upsilon$, and Drell-Yan contributions is consistent with the STAR and PHENIX published results, and significantly improved precision relative to the previous measurements is seen above 6 GeV/c. The result, with all background hadronic decay sources removed, is qualitatively consistent with the FONLL upper limit and provides further constraints on theoretical calculations. Furthermore, this result provides a precise reference for nuclear modification factor measurements for heavy flavor decayed electrons in heavy-ion collisions. It also facilitates a study on the separation of the charm and bottom contributions in HFE in $p+p$ collisions.
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\textbf{FIG. 7.} (a) The HFE cross section at STAR in \( p+p \) collisions at \( \sqrt{s} = 200 \) GeV from 2012 (filled circles) and the FONLL calculation (curves). (b) Ratio of data over FONLL calculation. The vertical bars and the boxes represent statistical and systematic uncertainties, respectively.
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