Scaled lattice rules for integration on $\mathbb{R}^d$ achieving higher-order convergence with error analysis in terms of orthogonal projections onto periodic spaces
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Abstract

We introduce a new method to approximate integrals $\int_{\mathbb{R}^d} f(x) \, dx$ which simply scales lattice rules from the unit cube $[0,1]^d$ to properly sized boxes on $\mathbb{R}^d$, hereby achieving higher-order convergence that matches the smoothness of the integrand function $f$ in a certain Sobolev space of dominating mixed smoothness. Our method only assumes that we can evaluate the integrand function $f$ and does not assume a particular density nor the ability to sample from it. In particular, for the theoretical analysis we show a new result that the method of adding Bernoulli polynomials to a function to make it “periodic” on a box without changing its integral value over the box, is equivalent to an orthogonal projection from a well chosen Sobolev space of dominating mixed smoothness to an associated periodic Sobolev space of the same dominating mixed smoothness, which we call a Korobov space. We note that the Bernoulli polynomial method is often not used because of its excessive computational complexity and also here we only make use of it in our theoretical analysis. We show that our new method of applying scaled lattice rules to increasing boxes can be interpreted as orthogonal projections with decreasing projection error. Such a method would not work on the unit cube since then the committed error caused by non-periodicity of the integrand would be constant, but for integration on the Euclidean space we can use the certain decay towards zero when the boxes grow. Hence we can bound the truncation error as well as the projection error and show higher-order convergence in applying scaled lattice rules for integration on Euclidean space. We illustrate our theoretical analysis by numerical experiments which confirm our findings.

1 Introduction

Lattice rules are one important branch of quasi-Monte Carlo (QMC) methods traditionally applied in the approximation of multivariate integrals over the unit cube $[0,1]^d$ with periodic integrand functions, see, e.g., the classical references [23, 27]. In many applications integration over $\mathbb{R}^d$ arises. In this paper we study how to apply lattice rules in this setting with the aim of obtaining higher-order convergence, i.e., to obtain error bounds which show that the error can be bounded by $O(n^{-\alpha})$ for $\alpha > 1$, with $n$ the number of integrand evaluations. Typically the smoothness of the integrand is related to $\alpha$ by the number of derivatives that exist (in all directions) and are, e.g., $L_2$ integrable (see further for details). More specifically, we are interested in using...
lattice rules to approximate the integral by first truncating to a box \([a, b] := \Lambda_{i,j=1}^d[a_j, b_j]\), with all \(a_j \leq b_j\), and then mapping the lattice rule to the box:

\[
\int_{\mathbb{R}^d} f(x) \, dx \approx \int_{[a, b]} f(x) \, dx \approx \frac{\prod_{j=1}^d (b_j - a_j)}{n} \sum_{i=1}^n f(p_{i,j}^{[a,b]}).
\]

The quadrature nodes \(p_{i,j}^{[a,b]}\) are obtained from a rank-1 lattice point set \(\Lambda(z, n)\), defined by two parameters, the number of points \(n\) and the generating vector \(z \in \mathbb{Z}_n^d\),

\[\Lambda(z, n) := \left\{ p_i := \frac{iz}{n} \mod 1 \right\}_{i=1}^n \subset [0, 1]^d,\]

and the nodes are mapped from the unit cube \([0,1]^d\) to the box \([a, b]\) by

\[p_{i,j}^{[a,b]} := (b_j - a_j) p_{i,j} + a_j\]

where \(p_{i,j}^{[a,b]}\) is the \(j\)-th component of \(p_{i,j}^{[a,b]}\), and likewise, \(p_{i,j}\) is the \(j\)-th component of \(p_i\). By the triangle inequality we have

\[
\left| \int_{\mathbb{R}^d} f(x) \, dx - \prod_{j=1}^d \frac{(b_j - a_j)}{n} \sum_{i=1}^n f(p_{i,j}^{[a,b]}) \right| \\
\leq \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[a, b]} f(x) \, dx \right| + \left| \int_{[a, b]} f(x) \, dx - \prod_{j=1}^d \frac{(b_j - a_j)}{n} \sum_{i=1}^n f(p_{i,j}^{[a,b]}) \right|,
\]

i.e., the total error is bounded by the sum of the truncation error and the integration error. We will select the box \([a, b]\) and the number of lattice points \(n\) to balance both errors. Our major concern however will be how to analyse the error of integrating the non-periodic integrand on the box \([a, b]\) by a lattice rule.

Different approaches exist in the literature to apply quasi-Monte Carlo methods designed for integration over the unit cube \([0, 1]^d\) to integration over \(\mathbb{R}^d\), e.g., [5, 22, 20, 17, 14, 21, 16]. In [20] analytic functions with exponential decay in the physical and in the Fourier space are studied and exponential convergence is obtained using a regular grid with appropriate scaling in each direction. In [5] integration with respect to the Gaussian measure is considered where integrand functions are in some unanchored Sobolev spaces. Therein, higher-order convergence is achieved using linearly transformed higher-order digital nets on a box. Similarly, in [21] higher-order convergence is achieved with interlaced polynomial lattice rules where a different type of function spaces, namely anchored Sobolev spaces, are considered. In [22] randomly shifted lattice rules are studied in combination with an inverse mapping of the considered cumulative density function, and first order convergence is achieved.

In the present paper, we consider linearly transformed lattice rules on a box of increasing size, without random shifting or inverse mapping, and we derive explicit conditions to obtain higher-order convergence.

Apart from the problem of adjusting from the unit cube \([0, 1]^d\) to \(\mathbb{R}^d\), we also need to handle that the integrand function \(f\) on the box \([a, b]\) is non-periodic. The analysis of lattice rules for numerical integration is typically done in a periodic setting with absolutely converging Fourier series expansions. In this setting the smoothness \(\alpha\) as previously defined, means that the function values and its derivative values (up to a certain order) will match on the boundaries of the unit cube. To apply lattice rules in the non-periodic setting on the unit cube \([0, 1]^d\) one can apply...
so-called “periodizing transformations” \cite{27, 26, 18}. This method applies a variable substitution to the integral, dimension-by-dimension, to end up with a periodic integrand function while preserving the value of the integral. The problem with this strategy is that this “blows up the norm”, as noted by many researchers \cite{12, 11, 30, 15}. A second approach is known as the “method of Bernoulli polynomials” \cite{30, 15, 27}. In this method we add Bernoulli polynomials to the original integrand in such a way that function values (and derivative values) match at the boundaries of the unit cube, making the integrand periodic, while preserving the value of the integral, since those Bernoulli polynomials integrate to zero. As pointed out by many researchers \cite{30, 15, 27, 2}, this method does not blow up the norm, but the amount of terms that need to be added increases exponentially (by correcting the value of the original integrand on all possible boundaries of the hypercube, and, by the need to analytically calculate the derivatives of the original integrand, which might also grow exponentially by, e.g., the need to use the chain rule). This is probably the reason why this last method appears to be not used as much. Both the periodizing transformation and the method of Bernoulli polynomials can transform a non-periodic function of smoothness $\alpha$ into a periodic function with the same smoothness, hence achieving $O(n^{-\alpha})$. Since the periodizing transformation might blow up the norm and the method of Bernoulli polynomials could increase the cost of evaluating the integrand, the recent literature on lattice rules mostly applies two other techniques: “random shifting” and the “tent-transform”, which can also be combined \cite{12, 8, 4, 11}. This method is much easier and does not have the previously mentioned defects, but the convergence is limited to $O(n^{-1})$ and $O(n^{-2})$.

Here we take yet another approach which has not been studied yet. First we analyse what the effect is of integrating a non-periodic function with a lattice rule in terms of a measure of how non-periodic the function is. We can measure the non-periodicity of a function by quantifying how much the function and its derivatives (up to a certain order) differ at the boundaries of the domain. We derive an explicit error bound taking this difference into account. Since the method of Bernoulli polynomials actually corrects this non-periodicity, we use it in the theoretical analysis to get hold of the non-periodicity. The advantage of this approach is that we never have to actually construct the modified integrand. Of course, since, this defect is constant, such an approach would not work on the unit cube, or any fixed box. However, in the setting of integration over $\mathbb{R}^d$ we can use the fact that as we increase the boundaries of our box $[a, b]$ to cover more and more of $\mathbb{R}^d$, then the function will differ less and less on the boundaries of our box. If we demand a certain decay of the function values and its derivatives up to a certain order, then our integrand function becomes more and more periodic as our box increases. It turns out that in our setting, where the integrand functions are from a certain reproducing kernel Hilbert space which we call an unanchored Sobolev space, the modified integrand which can be obtained by applying the Bernoulli polynomial method, is actually the orthogonal projection of the original function from the unanchored Sobolev space to an associated Korobov space, and this lets us apply the lattice rule without blowing up the norm, see Proposition 3 and Proposition 6. Along the way we also show a new representation for functions in our Sobolev spaces, see Proposition 2 and Proposition 4. Using the orthogonal projection we can thus decompose the integrand into a periodic part and a non-periodic part where those two parts are orthogonal in the unanchored Sobolev space. Hence, for integration over $\mathbb{R}^d$, by using this orthogonal projection we can divide the analysis of the error into three parts: the truncation error, the integration error of the periodic part, and the projection error:

$$\left| \int_{\mathbb{R}^d} f(x) \, dx - \frac{\prod_{i=1}^d (b_i - a_i)}{n} \sum_{i=1}^n f(p_i^{[a,b]}) \right|$$
\[
\begin{align*}
\leq & \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[a,b]} f(x) \, dx \right| \\
& + \left| \int_{[a,b]} F_{[a,b]}(x) \, dx - \frac{\prod_{j=1}^{d} (b_j - a_j)}{n} \sum_{i=1}^{n} F_{[a,b]}(p_i^{[a,b]}) \right| \\
& + \left| \frac{\prod_{j=1}^{d} (b_j - a_j)}{n} \sum_{i=1}^{n} \left( F_{[a,b]}(p_i^{[a,b]}) - f(p_i^{[a,b]}) \right) \right|,
\end{align*}
\]

where \( F_{[a,b]} \) is the projected part of \( f \) onto the Korobov space on the box \([a, b]\) and we have \( \int_{[a,b]} f(x) \, dx = \int_{[a,b]} F_{[a,b]}(x) \, dx \). To control the projection error, we will ask the integrand to become more and more periodic as the box increases. The speed of becoming periodic will be carefully chosen such that the convergence of the total error is not deteriorated by the non-periodicity. It is important to remark that the speed of becoming periodic is governed by the decay of the integrand function, and its partial derivatives, towards infinity, see Proposition 7, and this same decay on the integrand function itself is also needed for the truncation error, see Proposition 8.

Combining Proposition 7 and Proposition 8 with the integration error of the lattice rule, see Lemma 5, will lead us to our main result in Theorem 1. As a simple example we state the following two results which follow from Theorem 1. For the particular definition of the function spaces we refer to (23) and Section 2. The lattice rule we refer to should be a “good” lattice rule for the standard Korobov space on the unit cube, see Lemma 5.

**Theorem 1a.** Let \( g \) have mixed smoothness \( \alpha \) on any finite box \([a, b]\) \( \subset \mathbb{R}^d \) with all \( |g^{(\tau)}| \) for \( \tau \in \{0, \ldots, \alpha - 1\}^d \) bounded by a polynomial and let \( p_s \) be the product logistic density with scale parameter \( s \), then the function \( f(x) = g(x) p_s(x) \) has mixed smoothness \( \alpha \) on \( \mathbb{R}^d \) and satisfies our exponential decay condition (21) with \( q = 1 \) and \( \beta = 1/s \). To approximate

\[
\int_{\mathbb{R}^d} g(x) p_s(x) \, dx,
\]

our algorithm will select boxes

\([-a, a]^d \quad \text{with} \quad a = a(n) = \alpha s \log(n)\]

for a lattice rule with \( n \) points. The error will converge like \( O(n^{-\alpha + \epsilon}) \) for arbitrary small \( \epsilon > 0 \).

**Theorem 1b.** Let \( g \) have mixed smoothness \( \alpha \) on any finite box \([a, b]\) \( \subset \mathbb{R}^d \) with all \( |g^{(\tau)}| \) for \( \tau \in \{0, \ldots, \alpha - 1\}^d \) bounded by a polynomial and let \( \phi \) be the product normal density with variance \( \sigma^2 \), then the function \( f(x) = g(x) \phi(x) \) has mixed smoothness \( \alpha \) on \( \mathbb{R}^d \) and satisfies our exponential decay condition (21) with \( q = 2 \) and \( \beta = 1/(2\sigma^2) \). To approximate

\[
\int_{\mathbb{R}^d} g(x) \phi(x) \, dx,
\]

our algorithm will select boxes

\([-a, a]^d \quad \text{with} \quad a = a(n) = \sqrt{2\alpha \sigma^2 \log(n)}\]

for a lattice rule with \( n \) points. The error will converge like \( O(n^{-\alpha + \epsilon}) \) for arbitrary small \( \epsilon > 0 \).
The algorithm itself takes the super straightforward form presented in Algorithm 1. We present numerical examples for the two cases above in Section 5. Similar results for a polynomial decay of the integrand function $f$ can also be found in Theorem 1.

Current research on QMC methods is often concerned with very high dimensional integrals and is interested in function space settings in which approximation of such integrals is tractable. Tractability is mostly achieved by considering a sequence of positive weights which model the importance of different subsets of dimensions, see e.g., [9, 28, 29] and [7, Section 4]. Our current method does not use such weighted spaces and therefore suffers from the curse of dimensionality. We focus here on the problem of obtaining higher-order convergence for integration on $\mathbb{R}^d$ and leave the question of tractability for future work.

The rest of the present paper is organized as follows. In Section 2 we introduce the needed reproducing kernel Hilbert spaces on the unit cube and also on a general box $[a, b] = \prod_{j=1}^{d} [a_j, b_j]$. Section 3 introduces the orthogonal projection from our unanchored Sobolev space to the associated Korobov space. Section 4 gives the result for the total integration error using lattice rules for integration on $\mathbb{R}^d$. In Section 5 we demonstrate our method with numerical examples. Finally, Section 6 concludes this paper.

Throughout this paper, $\mathbb{R}$ denotes the set of all real numbers, $\mathbb{Z}$ denotes the set of all integers, $\mathbb{Z}_n := \{0, 1, \ldots, n - 1\}$ is the set of integers modulo $n$, $\mathbb{N} := \{1, 2, \ldots\}$ is the set of all natural numbers. By $i$ we mean the imaginary unit. For $\mathbb{w} \subseteq \{1, \ldots, d\}$ we write $[a_{\mathbb{w}}, b_{\mathbb{w}}] := \prod_{j \in \mathbb{w}} [a_j, b_j]$ and $[a_{\mathbb{m}}, b_{\mathbb{m}}] = \prod_{j \in \mathbb{m}} [a_j, b_j] := \prod_{j \in \{1, \ldots, d\} \setminus \mathbb{w}} [a_j, b_j]$ with $-\mathbb{w} := \{1, \ldots, d\} \setminus \mathbb{w}$. Similarly $x_{\mathbb{w}} := (x_j)_{j \in \mathbb{w}}$ and $x_{-\mathbb{w}} := (x_j)_{j \notin \mathbb{w}}$.

2 Reproducing kernel Hilbert spaces

We consider integration for functions in unanchored Sobolev spaces. In the context of high-dimensional integration and QMC methods these are basically tensor products of one-dimensional spaces where derivatives up to a certain order $\alpha$ are $L_2$ integrable; and where in the multi-variate setting these derivatives can be taken up to order $\alpha$ in each dimension simultaneously. In different literature, such spaces are often said to have “dominating mixed-smoothness”. In our analysis, we connect this space to the Korobov spaces, which are similar function spaces of “periodic functions” and where it is known that lattice rules can achieve the optimal order of convergence [23, 27]. We first introduce those spaces on the unit cube $[0, 1]^d$ and then on a box $[a, b] \subset \mathbb{R}^d$.

In the classical references the function spaces are mostly Banach spaces. Here we want to make use of the connection between the Hilbert spaces $L_2$ and $\ell_2$ with respect to Fourier coefficients by making use of the Parseval theorem to be able to express $L_2$ norms of derivatives as $\ell_2$ norms of the Fourier coefficients of the original function. Our function spaces are therefore reproducing kernel Hilbert spaces (RKHS). Secondarily, since we are now in a Hilbert space setting, we can later use the idea of an orthogonal projection and its complement to analyze the effect of integrating a non-periodic function by a lattice rule.

These function spaces are tensor-products of one dimensional spaces. For the one-dimensional spaces we will make use of the fact that if $f$ is absolutely continuous on $[a, b]$ then $f$ has a derivative $f'$ almost everywhere that is Lebesgue integrable on $[a, b]$, $-\infty < a < b < \infty$, and for which

$$f(x) = f(a) + \int_a^x f'(t) \, dt \quad \text{for all } x \in [a, b],$$

and in particular $\int_a^b f'(t) \, dt = f(b) - f(a)$, see [25]. As a shorthand we sometimes write $\int_a^b f'(t) \, dt = f(t)|_{t=a}^b = [f(t)]_{t=a}^b = f(b) - f(a)$. The one-dimensional Sobolev spaces we describe
We recall some well known properties of Bernoulli polynomials, see, e.g., [10], which will be denoted by $B_{\tau}$, where $\tau$ is the degree of the polynomial. The first few Bernoulli polynomials are $B_0(x) = 1$, $B_1(x) = x - \frac{1}{2}$, $B_2(x) = x^2 - x + \frac{1}{6}$, $B_3(x) = x^3 - \frac{3}{2}x^2 + \frac{1}{2}x$, ... We are interested in their properties on the interval $[0,1]$. We also define scaled Bernoulli polynomials for usage on arbitrary intervals $[a,b]$, with $a < b$, with equivalent properties. Those will be denoted by $\hat{B}^{[a,b]}_{\tau}$.

The following properties are well known, for $\tau, \tau' \in \{0,1,2,\ldots\}$,

$$\int_0^1 B_\tau(x) \, dx = \begin{cases} 1, & \text{if } \tau = 0, \\ 0, & \text{if } \tau \neq 0 \end{cases}, \quad \frac{d^{\tau'}}{dx^{\tau'}} B_\tau(x) \frac{1}{\tau!} = \frac{B_{\tau'}(x)}{\tau'} \frac{1}{\tau!} \begin{cases} 0, & \text{if } \tau' > \tau, \\ \frac{B_{\tau-\tau'}(x)}{(\tau - \tau')!}, & \text{if } \tau' \leq \tau \end{cases}$$

On the interval $[0,1]$ the Bernoulli polynomials have the following Fourier expansion which we will use to define the “periodic Bernoulli polynomials” denoted by $\hat{B}_{\tau}$ as follows

$$\frac{\hat{B}_{\tau}(x)}{\tau!} := -\frac{1}{(2\pi i)^\tau} \sum_{0 \neq h \in \mathbb{Z}} \frac{\exp(2\pi i h x)}{h^\tau} \begin{cases} \text{for } \tau = 2,3,\ldots \text{ and } (x \mod 1) \in [0,1], \text{ or}, \\ \text{for } \tau = 1 \text{ and } (x \mod 1) \in (0,1). \end{cases}$$

For $\tau = 2,3,\ldots$ we have $\hat{B}_{\tau}(x) = B_{\tau}(x)$ when $x \in [0,1]$ and for $\tau = 1$ we have $\hat{B}_{1}(x) = B_{1}(x)$ when $x \in (0,1)$. From here it follows that for $\tau = 1,2,3,\ldots$,

$$\int B_{\tau}(z-y) \frac{1}{\tau!} dy = \frac{1}{(2\pi i)^{\tau+1}} \sum_{0 \neq h \in \mathbb{Z}} \frac{\exp(2\pi i h (z-y))}{h^{\tau+1}} = \frac{-\hat{B}_{\tau+1}(z-y)}{(\tau+1)!} \begin{cases} \text{for } \tau = 2,3,\ldots \text{ and } (x \mod 1) \in [0,1], \text{ or}, \\ \text{for } \tau = 1 \text{ and } (x \mod 1) \in (0,1). \end{cases}$$

We also have the following property, for $\tau = 0,1,2,\ldots$,

$$\hat{B}_{\tau}(x-y) = (-1)^\tau \hat{B}_{\tau}(y-x),$$

which follows immediately from the symmetry $B_{\tau}(x) = (-1)^\tau B_{\tau}(1-x)$ for $x \in [0,1]$ and $(1 - (x-y)) \mod 1 = (y-x) \mod 1$.

We now define scaled Bernoulli polynomials on the interval $[a,b]$, $a < b$, making sure that the same properties as for the standard Bernoulli polynomials on the interval $[0,1]$ hold. Define, for $\tau = 0,1,2,\ldots$,

$$\hat{B}^{[a,b]}_{\tau}(x) := (b-a)^{\tau-1} B_{\tau}((x-a)/(b-a)).$$

Note that $\hat{B}^{[a,b]}_{0}(x) = (b-a)/2$ and $\hat{B}^{[a,b]}_{1}(x) = B_{1}((x-a)/(b-a))$ such that $\hat{B}^{[a,b]}_{1}(a) = B_{1}(0) = -1/2$ and $\hat{B}^{[a,b]}_{1}(b) = B_{1}(1) = 1/2$. These properties will be essential, e.g., in the proof of
Lemma 4. It can be easily verified that

\[
\int_a^b B_{\tau}^{[a,b]}(x) \, dx = \begin{cases} 
1, & \text{if } \tau = 0, \\
0, & \text{if } \tau \neq 0,
\end{cases}
\]

and

\[
\frac{d^{\tau'}}{dx^{\tau'}} B_{\tau}^{[a,b]}(x) = \frac{B_{\tau}^{[a,b]}(x)}{\tau!} = \begin{cases} 
0, & \text{if } \tau' > \tau, \\
B_{\tau-\tau'}^{[a,b]}(x), & \text{if } \tau' \leq \tau.
\end{cases}
\]

For the Fourier series on the interval \([a, b]\) we fix the basis functions, for \(h \in \mathbb{Z}\), to be

\[
\varphi_h^{[a,b]}(x) := \frac{\exp(2\pi i h(x - a)/(b - a))}{\sqrt{b - a}},
\]

such that they are orthogonal and normalized with respect to the standard \(L_2\)-inner product on \([a, b]\), i.e., for \(h, h' \in \mathbb{Z}\), we have

\[
\int_a^b \varphi_h^{[a,b]}(x) \varphi_{h'}^{[a,b]}(x) \, dx = \begin{cases} 
1, & \text{if } h = h', \\
0, & \text{if } h \neq h'.
\end{cases}
\]

We can now also define periodic Bernoulli polynomials on the interval \([a, b]\) as follows

\[
\tilde{B}_\tau^{[a,b]}(x) := \frac{-(b - a)^{-1/2}}{(2\pi i)^\tau} \sum_{0 \neq h \in \mathbb{Z}} \frac{\varphi_h^{[a,b]}(x)}{h^\tau}
\]

for \(\tau = 2, 3, \ldots\) and \(x \in T[a, b]\), or, for \(\tau = 1\) and \(x \in T(a, b)\),

in which the notation \(x \in T[a, b]\) means that the value of \(x\) is identified with its value on the closed torus \([a, b]\), likewise for \(x \in T(a, b)\) where \(x\) is identified with its value on the open torus \((a, b)\). Obviously for \(\tau = 2, 3, \ldots\) we have \(\tilde{B}_\tau^{[a,b]}(x) = B_\tau^{[a,b]}(x)\) when \(x \in [a, b]\) and for \(\tau = 1\) we have \(\tilde{B}_1^{[a,b]}(x) = B_1^{[a,b]}(x)\) when \(x \in (a, b)\). The periodicity implies that

\[
\tilde{B}_\tau^{[a,b]}(x) = \tilde{B}_\tau^{[a,b]}(x + k(b - a)) \quad \forall x \in \mathbb{R}, \forall k \in \mathbb{Z}.
\]

It follows that for \(\tau = 1, 2, 3, \ldots\),

\[
\int_a^b \tilde{B}_\tau^{[a,b]}(x) \, dx = \frac{-(b - a)^{-1/2+1}}{(2\pi i)^{\tau+1}} \sum_{0 \neq h \in \mathbb{Z}} \frac{\varphi_h^{[a,b]}(x)}{h^{\tau+1}} = \frac{\tilde{B}_\tau^{[a,b]}(x)}{(\tau+1)!}
\]

and, again for \(\tau = 1, 2, 3, \ldots\),

\[
\int_a^b \tilde{B}_\tau^{[a,b]}(x - y) \, dy = \frac{-(b - a)^{-1/2+1}}{(2\pi i)^{\tau+1}} \sum_{0 \neq h \in \mathbb{Z}} \frac{\varphi_h^{[a,b]}(z - y)}{h^{\tau+1}} = \frac{\tilde{B}_\tau^{[a,b]}(z - y)}{(\tau+1)!}.
\]

We also have the following property, for \(\tau = 0, 1, 2, \ldots\),

\[
\tilde{B}_\tau^{[a,b]}(x - y + a) = (-1)^\tau \tilde{B}_\tau^{[a,b]}(b - (x - y) - (b - a)) = (-1)^\tau \tilde{B}_\tau^{[a,b]}(y - x + a),
\]
which followed immediately from the symmetry $B_{t}^{[a,b]}(a + t) = (-1)^{t} B_{t}^{[a,b]}(b - t)$ for $t \in [0, b - a]$ and the periodicity with period $(b - a)$.

The maximal magnitude of the scaled Bernoulli polynomials on the interval $[a, b]$ can be bounded by

$$\forall x \in [a, b], \forall \tau \geq 2 : \quad |B_{\tau}^{[a,b]}(x)| \leq (b - a)^{\tau - 1} \frac{2 \tau!}{(2\pi)^{\tau}} \bigg\{ \begin{array}{ll} \zeta(\tau), & \text{if } \tau \equiv 0 \pmod{2}, \\ 1, & \text{otherwise}, \end{array} \bigg\}$$

where $\zeta(\tau) := \sum_{k \geq 1} k^{-\tau}$ is the Riemann zeta function. For the derivation of this bound we refer to [19]. Note that this means that, for any interval $[a, b]$ with $a < b$,

$$\forall x \in [a, b], \forall \tau \geq 1 : \quad \frac{|B_{\tau}^{[a,b]}(x)|}{\tau!} \leq \frac{(b - a)^{\tau - 1}}{2}.$$ (6)

### 2.2 RKHSs on the unit cube

With $\mathcal{H}(K)$ we denote the reproducing kernel Hilbert space which corresponds to a reproducing kernel $K : [0, 1]^{d} \times [0, 1]^{d} \to \mathbb{R}$. By $\|f\|_{K}$ and $(f, g)_{K}$ we mean the corresponding norm of $f \in \mathcal{H}(K)$ and inner product of $f$ and $g$ for $f, g \in \mathcal{H}(K)$. We always have $\|f\|_{K} = (f, f)_{K}$. The key property of a reproducing kernel Hilbert space is that the kernel reproduces the function values by means of the inner product, i.e.,

$$(f, K(\cdot, y))_{K} = f(y) \quad \forall y \in [0, 1]^{d} \text{ and } \forall f \in \mathcal{H}(K).$$

We first define our non-periodic function space on the unit cube. For the derivatives of a function $f$ we use the notation

$$f^{(\tau)}(x) = \frac{\partial^{\tau_{1} + \cdots + \tau_{d}} f(x)}{\partial x_{1}^{\tau_{1}} \cdots \partial x_{d}^{\tau_{d}}}.$$ The spaces on the unit cube which we introduce here are well known and can also be found in, e.g., [24]. We introduce them to be able to explicitly see the parallels and differences with the spaces on a box which we will define in the next subsection. We remind the reader that we use the shorthands $[0_{m}, 1_{m}] = \prod_{j \in m} [0, 1] = [0, 1]^{|m|}$ and $[0_{m}, 1_{m}] = \prod_{j \notin m} [0, 1] = [0, 1]^{d - |m|}$.

**Definition 1.** For $\alpha \in \mathbb{N}$ the space $\mathcal{H}(K_{\alpha}^{\text{Sob}})$ is an unanchored Sobolev space on the unit cube $[0, 1]^{d}$, which is a reproducing kernel Hilbert space with inner product

$$\langle f, g \rangle_{K_{\alpha}^{\text{Sob}}} := \sum_{\tau \in \{0, \ldots, \alpha\}^{d}} \int_{[0_{m}, 1_{m}]} \left( \int_{[0_{m}, 1_{m}]} f^{(\tau)}(x) \, dx_{-m} \right) \left( \int_{[0_{m}, 1_{m}]} g^{(\tau)}(x) \, dx_{-m} \right) \, dx_{m},$$

and reproducing kernel

$$K_{\alpha, d}^{\text{Sob}}(x, y) := \prod_{j=1}^{d} \left( 1 + \sum_{\tau_{j}=1}^{\alpha} \frac{B_{\tau_{j}}(x_{j})}{\tau_{j}!} \frac{B_{\tau_{j}}(y_{j})}{\tau_{j}!} + (-1)^{\alpha+1} \frac{B_{2\alpha}(x_{j} - y_{j})}{(2\alpha)!} \right).$$

Functions in this space have mixed partial derivatives up to order $\alpha - 1$ in each variable which are absolutely continuous and of which the highest derivatives of order $\alpha$ are $L_{2}$ integrable. We will consider next a function space with the same properties, but in addition ask that the functions are “periodic”.

8
All functions in the periodic function space will allow to be expressed as absolutely converging Fourier series (which implies pointwise equality of the Fourier series)

\[ f(x) = \sum_{h \in \mathbb{Z}^d} \hat{f}(h) \exp(2\pi i h \cdot x), \quad \hat{f}(h) := \int_{[0,1]^d} f(x) \exp(-2\pi i h \cdot x) \, dx. \]

We define the periodic function space in such a way that the norms of the periodic functions are equal in both spaces for the same integer smoothness.

**Definition 2.** For \( \alpha > 1/2 \) the space \( \mathcal{H}(K_{\alpha,d}^{\text{Kor}}) \) is a Korobov space on the unit cube \([0,1]^d\), which is a reproducing kernel Hilbert space with inner product

\[ \langle f, g \rangle_{K_{\alpha,d}^{\text{Kor}}} := \sum_{h \in \mathbb{Z}^d} \hat{f}(h) \overline{\hat{g}(h)} |r_{\alpha,d}(h)|^2, \]

and reproducing kernel

\[ K_{\alpha,d}^{\text{Kor}}(x,y) := \sum_{h \in \mathbb{Z}^d} \exp(2\pi i h \cdot (x-y)) \frac{|r_{\alpha,d}(h)|^2}{|r_{\alpha,d}(h)|^2} \prod_{j=1}^{d} \left( 1 + (-1)^{\alpha+j+1} \frac{\hat{B}_{2\alpha}(x_j-y_j)}{(2\alpha)!} \right), \tag{7} \]

where the second form holds when \( \alpha \in \mathbb{N} \), and with

\[ r_{\alpha,d}(h) := \prod_{j=1}^{d} r_{\alpha}(h_j), \quad r_{\alpha}(h_j) := \begin{cases} 1, & \text{for } h_j = 0, \\ |2\pi h_j|^\alpha, & \text{for } h_j \neq 0. \end{cases} \]

For \( \alpha \in \mathbb{N} \) the normalization in \( r_{\alpha,d} \) is chosen in such a way that the inner product and norm coincides with that of the unanchored Sobolev space \( \mathcal{H}(K_{\alpha,d}^{\text{Sob}}) \) of smoothness \( \alpha \) for functions in \( \mathcal{H}(K_{\alpha,d}^{\text{Kor}}) \). Functions in the Korobov space \( \mathcal{H}(K_{\alpha,d}^{\text{Kor}}) \) have mixed partial derivatives up to order \( \alpha - 1 \) in each variable which are absolutely continuous, and of which derivatives of order \( \alpha \) are \( L_2 \) integrable, and, additionally, the derivatives up to order \( \alpha - 1 \) have matching values on the boundaries, i.e., periodic boundary conditions,

\[ \forall \tau \in \{0, \ldots, \alpha - 1\}^d, \forall j = 1, \ldots, d : f^{(\tau)}(x) \big|_{x_j=1} = f^{(\tau)}(x) \big|_{x_j=0}, \]

and as a consequence,

\[ \forall \tau \in \{1, \ldots, \alpha\}^d, \forall \nu \subseteq \{1, \ldots, d\} \setminus \{ j : \tau_j = \alpha \}, \nu \neq \emptyset, \forall j \in \nu : \]

\[ \int_{[0,1]^{|\tau|}} f^{(\tau)}(x) \, dx = \int_{[0,1]^{|\tau|}-1} f^{(\tau-1)}(x) \big|_{x_j=1} - f^{(\tau-1)}(x) \big|_{x_j=0} \, dx_{\nu \setminus \{j\}} = 0. \tag{8} \]

For \( \tau \in \{0, \ldots, \alpha\}^d \) the mixed partial derivatives can be written in terms of Fourier series with modified coefficients:

\[ f^{(\tau)}(x) = \sum_{h \in \mathbb{Z}^d \setminus \{ h \in \mathbb{Z}^d : h_j \neq 0 \text{ for } \tau_j \neq 0 \}} \prod_{j=1}^{d} (2\pi i h_j)^{\tau_j} \hat{f}(h) \exp(2\pi i h \cdot x) \quad \text{(a.e. when any } \tau_j = \alpha \text{),} \]

which is \( L_2 \) integrable since \( \|f\|_{K_{\alpha,d}^{\text{Kor}}}^2 < \infty \) for \( f \in \mathcal{H}(K_{\alpha,d}^{\text{Kor}}) \). We do remark that as soon as any of the \( \tau_j = \alpha \) then the above equality holds only in the almost everywhere sense and we then
have a so-called weak derivative. This is of no concern to us as we do not need point evaluation of the highest order derivatives in any of our derivations. It is obvious that the Korobov space is a subspace of the Sobolev space and using the previous periodicity properties in the integrals in the inner product of the Sobolev space (for the $\tau_j \in \{1, \ldots, \alpha - 1\}$) it can be seen that for $f, g \in H(K_{\alpha, d}^\text{Kor})$ the inner product for $H(K_{\alpha, d}^\text{Kor})$ with $\alpha \in \mathbb{N}$ can be written in two ways: using Fourier series or using derivatives

$$
\langle f, g \rangle_{K_{\alpha, d}^\text{Kor}} = \sum_{h \in \mathbb{Z}^d} \tilde{f}(h) \overline{\tilde{g}(h)} \left| r_{\alpha, d}(h) \right|^2 = \sum_{\tau \in \{0, \alpha\}^d} \int_{[0, \alpha - 1]^d} \left( \int_{[0, \alpha - 1]^d} f(\tau)(x) \, dx \right) \left( \int_{[0, \alpha - 1]^d} g(\tau)(x) \, dx \right) \, dx_{\tau},
$$

where the sum in the second line is now only over $\tau$ with components 0 or $\alpha$ because of the periodicity of the functions $f$ and $g$.

### 2.3 RKHSs on a box

We now want to define a function space for non-periodic functions on a box $[a, b]$ where the inner product is a direct extension of the one over the unit cube from the previous section.

**Definition 3.** For $\alpha \in \mathbb{N}$ the space $H(K_{\alpha, d}^{\text{Sob}, [a, b]})$ is an unanchored Sobolev space on the box $[a, b]$, which is a reproducing kernel Hilbert space with inner product

$$
\langle f, g \rangle_{K_{\alpha, d}^{\text{Sob}, [a, b]}} := \sum_{\tau \in \{0, \alpha\}^d} \int_{[a, b]^d} \left( \int_{[a, b]^d} f(\tau)(x) \, dx \right) \left( \int_{[a, b]^d} g(\tau)(x) \, dx \right) \, dx_{\tau}, \quad (9)
$$

and reproducing kernel

$$
K_{\alpha, d}^{\text{Sob}, [a, b]}(x, y) := \prod_{j=1}^d \left( \frac{1}{(b_j - a_j)^2} + \sum_{\tau_j = 1}^{\alpha - 1} \frac{B_{\tau_j}^{[a_j, b_j]}(x_j)}{\tau_j!} \frac{B_{\tau_j}^{[a_j, b_j]}(y_j)}{\tau_j!} \right) + (b_j - a_j) \frac{B_{\alpha}^{[a_j, b_j]}(x_j)}{\alpha!} \frac{B_{\alpha}^{[a_j, b_j]}(y_j)}{\alpha!} + (-1)^{\alpha + 1} \frac{B_{2\alpha}^{[a_j, b_j]}(x_j - y_j + a_j)}{(2\alpha)!}. \quad (10)
$$

We will show in Proposition 5 that $K_{\alpha, d}^{\text{Sob}, [a, b]}$ is indeed the kernel corresponding to the inner product above.

For the periodic space we define scaled periodic basis functions which are just the tensor product of the one-dimensional Fourier basis on $[a, b]$ given in (5), that is, for $h \in \mathbb{Z}^d$, we define

$$
\varphi_{h}^{[a, b]}(x) := \prod_{j=1}^d \varphi_{h_j}^{[a_j, b_j]}(x_j) = \prod_{j=1}^d \frac{\exp(2\pi i h_j (x_j - a_j)/(b_j - a_j))}{\sqrt{b_j - a_j}}.
$$
They form an orthogonal and normalized set of basis functions against the standard $L_2$ inner product on the box $[a, b]$. Therefore, our periodic functions are expressed as absolutely converging Fourier series with respect to the basis $\phi_h^{[a,b]}$ as follows

$$f(x) = \sum_{h \in \mathbb{Z}^d} \hat{f}(a,b)_h \phi_h^{[a,b]}(x), \quad \hat{f}(a,b)_h := \int_{[a,b]} f(x) \phi_h^{[a,b]}(x) \, dx.$$ 

**Definition 4.** For $\alpha > 1/2$ the space $\mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})$ is a Korobov space on the box $[a, b]$, which is a reproducing kernel Hilbert space with inner product

$$\langle f, g \rangle_{\mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})} := \sum_{h \in \mathbb{Z}^d} \hat{f}(a,b)_h \overline{\hat{g}(a,b)_h} \left[ r_{\alpha,d}^{[a,b]}(h) \right]^2,$$

and reproducing kernel

$$K_{\alpha,d}^{\text{Kor},[a,b]}(x,y) := \sum_{h \in \mathbb{Z}^d} [r_{\alpha,d}^{[a,b]}(h)]^{-2} \phi_h^{[a,b]}(x) \overline{\phi_h^{[a,b]}(y)}$$

$$= \prod_{j=1}^d \left( \frac{1}{(b_j - a_j)^2} + (-1)^{\alpha+1} \frac{B_2(\alpha)}{2\alpha} (x_j - y_j + a_j) \right),$$

where the second form holds when $\alpha \in \mathbb{N}$, and with

$$r_{\alpha,d}^{[a,b]}(h) := \prod_{j=1}^d r_{\alpha}^{[a_j,b_j]}(h_j), \quad r_{\alpha}^{[a,b]}(h_j) := \begin{cases} \sqrt{b_j - a_j}, & \text{for } h_j = 0, \\ \frac{|2\pi h_j|}{(b_j - a_j)^2}, & \text{for } h_j \neq 0. \end{cases}$$

The choice of $r_{\alpha}^{[a,b]}$ made in the definition is chosen such that functions in the Sobolev space of smoothness $\alpha \in \mathbb{N}$ which are periodic will have the same norm in this Korobov space. This is shown in the next lemma.

**Lemma 1.** For $\alpha \in \mathbb{N}$ and $f \in \mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})$ we have $\mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]}) \subset \mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})$ and

$$\|f\|_{\mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})} = \|f\|_{\mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})}.$$ 

**Proof.** As is the case in the unit cube we only need to consider partial derivatives of order 0 and $\alpha$ in the norm of the Sobolev space when the function is periodic as all the interior integrals vanish due to the periodicity, see (8). For $f, g \in \mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})$ we can thus write

$$\langle f, g \rangle_{\mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})} = \sum_{\tau \in \{0, \alpha\}^d} \int_{[a_m,b_m]} \left( \int_{[a_m,b_m]} f^{(\tau)}(x) \, dx_m \right) \left( \int_{[a_m,b_m]} g^{(\tau)}(x) \, dx_m \right) \, dx_m.$$

Therefore, for $f \in \mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})$ and $\tau \in \{0, \alpha\}^d$ we have, with $m = \{j : \tau_j = \alpha\}$,

$$\int_{[a_m,b_m]} \left( \int_{[a_m,b_m]} f^{(\tau)}(x) \, dx_m \right)^2 \, dx_m.$$
\[
\int_{[a_m,b_m]} \left( \sum_{h_j \in \mathbb{Z}^d, h_j \neq 0 \text{ for } j \in m} \tilde{f}^{(a,b)}(h) \left[ \prod_{j \in m} \frac{(2\pi i h_j)^\alpha}{|b_j - a_j|} \varphi_{h_j}^{(a,b)}(x_j) \right] \left[ \prod_{j \notin m \in m} \frac{b_j - a_j}{|b_j - a_j|} \varphi_{h_j}^{(a,b)}(x_j) \right] \right)^2 \, dx_m
\]

\[
= \int_{[a_m,b_m]} \left( \sum_{h_j \in \mathbb{Z}^d, h_j \neq 0 \text{ for } j \in m} \tilde{f}^{(a,b)}(h) \left[ \prod_{j \in m} \frac{(2\pi i h_j)^\alpha}{|b_j - a_j|} \varphi_{h_j}^{(a,b)}(x_j) \right] \right)^2 \, dx_m
\]

\[
= \left( \prod_{j \notin m} \sqrt{|b_j - a_j|} \right)^2
\]

\[
\int_{[a_m,b_m]} \left( \sum_{h_m \in \mathbb{Z} \setminus (0)} \tilde{f}^{(a,b)}(h_m; 0_{-m}) \left[ \prod_{j \in m} \frac{(2\pi i h_j)^\alpha}{|b_j - a_j|} \varphi_{h_j}^{(a,b)}(x_j) \right] \right)^2 \, dx_m
\]

\[
= \sum_{h_m \in \mathbb{Z} \setminus (0)} \sum_{m \subseteq \{1, \ldots, d\}} \left| \tilde{f}^{(a,b)}(h_m) \right|^2 \left| r_{\alpha,d}^{(a,b)}(h_m) \right|^2,
\]

and thus for \( f \in \mathcal{H}(K^{\text{Kor},(a,b)}) \)

\[
\| f \|^2_{K^{\text{Kor},(a,b)}} = \sum_{h \in \mathbb{Z}^d} \left| \tilde{f}^{(a,b)}(h) \right|^2 \left| r_{\alpha,d}^{(a,b)}(h) \right|^2
\]

\[
= \sum_{m \subseteq \{1, \ldots, d\}} \sum_{h_m \in \mathbb{Z} \setminus (0)} \left| \tilde{f}^{(a,b)}(h_m) \right|^2 \left| r_{\alpha,d}^{(a,b)}(h_m) \right|^2 = \| f \|^2_{K^{\text{Sob},(a,b)}}. \quad \Box
\]

Since we will apply a scaled lattice rule to a function in \( \mathcal{H}(K^{\text{Kor},(a,b)}) \) we show how to bound the error in terms of the worst-case error of the same lattice rule on the unit cube.

**Proposition 1.** For \( \alpha \in \mathbb{N} \) and \( f \in \mathcal{H}(K^{\text{Kor},(a,b)}) \subset \mathcal{H}(K^{\text{Sob},(a,b)}) \) the error of using an \( n \)-point lattice rule with generating vector \( z \in \mathbb{Z}^d \) and scaled nodes \( p^0_i^{(a,b)} \) can be bounded as

\[
\left| \frac{1}{n} \sum_{i=1}^n f(p^0_i^{(a,b)}) - \int_{[a,b]} f(x) \, dx \right|
\]

\[
\leq \| f \|_{K^{\text{Kor},(a,b)}} \left( \sum_{0 \neq h \in \Lambda^+(z,n)} \left| r_{\alpha,d}^{(a,b)}(h) \right|^{-2} \prod_{j=1}^d (b_j - a_j) \right)^{1/2}
\]

\[
\leq \| f \|_{K^{\text{Kor},(a,b)}} \left( \prod_{j=1}^d \max(1, b_j - a_j)^{\alpha + 1/2} \right) \left( \sum_{0 \neq h \in \Lambda^+(z,n)} \left| r_{\alpha,d}^{(a,b)}(h) \right|^{-2} \right)^{1/2},
\]

where \( \Lambda^+(z,n) := \{ h \in \mathbb{Z}^d : h \cdot z \equiv 0 \text{ (mod } n) \} \) is the dual of the lattice. The norm \( \| f \|_{K^{\text{Kor},(a,b)}} \) can be replaced by the norm in the associated Sobolev space since \( \| f \|_{K^{\text{Kor},(a,b)}} = \| f \|_{K^{\text{Sob},(a,b)}} \) for the spaces here defined with \( f \in \mathcal{H}(K^{\text{Kor},(a,b)}) \subset \mathcal{H}(K^{\text{Sob},(a,b)}) \).
Proof. First we note that

\[ \hat{f}_{[a,b]}(0) \prod_{j=1}^{d} \sqrt{b_j - a_j} = \int_{[a,b]} f(x) \, dx. \]

Therefore

\[
\prod_{j=1}^{d} \frac{(b_j - a_j)}{n} \sum_{i=1}^{n} f(p_i^{[a,b]}) - \int_{[a,b]} f(x) \, dx
\]

\[
= \sum_{h \in \mathbb{Z}^d} \hat{f}_{[a,b]}(h) \prod_{j=1}^{d} \frac{\sqrt{b_j - a_j}}{n} \sum_{i=1}^{n} \exp(2\pi i h \cdot (z_i/n)) - \hat{f}_{[a,b]}(0) \prod_{j=1}^{d} \sqrt{b_j - a_j}
\]

\[
= \left[ \prod_{j=1}^{d} \sqrt{b_j - a_j} \right] \sum_{h \notin \Lambda_{n}(z,n)} \hat{f}_{[a,b]}(h),
\]

where we made use of the character property, for \( t \in \mathbb{Z} \),

\[
\frac{1}{n} \sum_{i=1}^{n} \exp(2\pi i t i/n) = \begin{cases} 1, & \text{if } t \equiv 0 \pmod{n}, \\ 0, & \text{otherwise}, \end{cases}
\]

with \( t = h \cdot z \). The result now follows by multiplying and dividing with \( r_{[a,b]}^{[a,b]}(h) \) and applying the Cauchy–Schwarz inequality to arrive at the norm of \( f \) in the Korobov space \( \mathcal{H}(K_{\alpha,d}^{Kor}) \). The last inequality in the claim follows from using the definitions of \( r_{[a,b]}^{[a,b]}(h) \) and \( r_{[a,b]}(h) \).

\[ \square \]

3 The Bernoulli polynomial method as a projection

The Bernoulli polynomial method was introduced by Korobov [15] and Zaremba [30]. We first revisit the method on the unit cube and show it can be interpreted as an orthogonal projection and then we generalize this analysis to arbitrary boxes \([a,b] \). In Section 4, this projection will be used for measuring the non-periodicity of a function.

3.1 The Bernoulli polynomial method on the unit cube

We first review the Bernoulli polynomial method on the unit cube and conclude that this method coincides with an orthogonal projection from an unanchored Sobolev space \( \mathcal{H}(K_{\alpha,d}^{Sob}) \) to a Korobov space \( \mathcal{H}(K_{\alpha,d}^{Kor}) \) where those two spaces have exactly the same norms for a function \( f \in \mathcal{H}(K_{\alpha,d}^{Kor}) \subset \mathcal{H}(K_{\alpha,d}^{Sob}) \).

In [15], the Bernoulli polynomial method was originally introduced. In the present paper, to introduce the method we follow the definition by [2, 27] for the sake of notational simplicity. Define the recursion

\[
\begin{cases}
F_{0}^{[a,b]}(x) := f(x), \\
F_{j}^{[a,b]}(x) := F_{j-1}^{[a,b]}(x) - \sum_{\tau_j=1}^{\alpha} B_{\tau_j}(x_j) \frac{\partial^{r_j-1} F_{j-1}^{[a,b]}(x)}{\partial x_j^{r_j-1}} \bigg|_{x_j=0} \\
&\quad = F_{j-1}^{[a,b]}(x) - \sum_{\tau_j=1}^{\alpha} B_{\tau_j}(x_j) \frac{\partial^{r_j} F_{j-1}^{[a,b]}(x)}{\partial x_j^{r_j}} \, dx_j 
\end{cases}
\]

\[ (11) \]
where we used that in our setting all derivatives up to order $\alpha - 1$ are absolutely continuous such that we can replace the difference by an integral. The final function

$$F := F_d$$

now has the property of the Korobov space in that it satisfies that all derivatives up to order $\alpha - 1$, in all dimensions, have matching boundary values. Furthermore, since the Bernoulli polynomials integrate to zero, the integral of $F$ is equal to the integral of the original function $f$.

From the recursive definition above we can reach the following expression [30, p. 61], see Lemma 2 below,

$$F(x) := f(x) + \sum_{a \neq \tau \in \{0, \ldots, \alpha\}^d} (-1)^{|u|} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \sum_{m \subseteq u} (-1)^{|m|} f(\tau_u - 1_{\cdot}0_{\cdot} - 1_{\cdot}u)(0_m, 1_{u \setminus m}, x_{-u})$$

$$= f(x) + \sum_{a \neq \tau \in \{0, \ldots, \alpha\}^d} (-1)^{|u|} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} f(\tau)(x) \, dx_u. \tag{12}$$

We remark that the product over $j \in u$ could be replaced by the full product over $j = 1, \ldots, d$ since $B_{0,0}(x)/0! = 1$, however, when we extend this method in the next section to arbitrary boxes $[a, b]$ this property is not true anymore since $B_{a,b}^\alpha(x) = 1/(b-a)$ by our definition (4). We will therefore take care to write the expressions such that their generalization to arbitrary boxes stays transparent. We also like to point out that often we will have products $\prod_{j \in u}$ where $\tau_j$ could be zero for $j \in u$, this is unlike normal appearances in QMC literature. In the proof of the next lemma we demonstrate that (11) and (12) are the same by an inductive proof, as this formal method returns later in the proof of Lemma 3 and Proposition 2. For conciseness we use the integral form (12) which holds since in our setting all derivatives up to order $\alpha - 1$ are absolutely continuous.

**Lemma 2.** The recursive definition (11) and (12) are the same.

**Proof.** We prove this inductively. We start with the base case and obtain immediately from (11) that

$$F_{[1]}(x) = \sum_{u \subseteq \{1\}} (-1)^{|u|} \sum_{\tau_u \in \{1, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} f^{(\tau_1, 0, \ldots, 0)}(x) \, dx_u,$$

since for $u = \emptyset$ we have $\tau_1 = 0$ and obtain $f(x) = F_{[0]}(x)$, while for $u = \{1\}$ we obtain the sum over $\tau_1 = \tau_j$ from (11) with $F_{[0]}(x) = f(x)$. Now assume the first $j - 1$ dimensions are handled and $F_{[j-1]}(x)$ can be written as follows (by the induction hypothesis)

$$F_{[j-1]}(x) = \sum_{u \subseteq \{1, \ldots, j-1\}} (-1)^{|u|} \sum_{\tau_u \in \{1, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} f^{(\tau_1, \ldots, \tau_{j-1}, 0, \ldots, 0)}(x) \, dx_u,$$

then, by the recursion formula and the same reasoning as for the expression of the base case,

$$F_{[j]}(x) = \sum_{u \subseteq \{j\}} (-1)^{|u|} \sum_{\tau_u \in \{1, \ldots, \alpha\}^{|u|}} \sum_{u \subseteq \{1, \ldots, j-1\}} (-1)^{|u|} \sum_{\tau_u \in \{1, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} f^{(\tau_1, \ldots, \tau_{j-1}, 0, \ldots, 0)}(x) \, dx_u,$$
For this expression it is clear that we can merge the disjunctive sets \( u \) and \( \tau \) to obtain

\[
F_{[d]}(x) = \sum_{u \subseteq \{1, \ldots, d\}} (-1)^{|u|} \sum_{\tau_u \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \right] \int_{[0,1]^{|u|}} f^{(\tau_1, \ldots, \tau_d, \ldots, \tau_0, \ldots, 0)}(x) \, dx_u \, dx_v.
\]

The expression for \( F_{[d]} = F \) can then be rewritten in the form (12) by pulling out \( u = \emptyset \) to obtain \( f(x) \) and joining the sums over \( u \) and \( \tau_u \).

Our main building block is the following lemma which connects the Bernoulli polynomial method (12) and the orthogonal projection shown in Proposition 3.

**Lemma 3.** For a function \( f \) on the unit cube having mixed partial derivatives up to order \( \alpha - 1 \) in each variable which are absolutely continuous and of which the derivatives with the highest order \( \alpha \) are integrable, the following holds for all \( x \in [0,1]^d \):

\[
\sum_{u \subseteq \{1, \ldots, d\}} (-1)^{d-|u|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \right] \int_{[0,1]^{|u|}} f^{(\tau)}(x) \, dx_u
\]

\[
= \int_{[0,1]^d} \left[ \prod_{j=1}^d \frac{\tilde{B}_{\alpha}(x_j - y_j)}{\alpha!} \right] f^{(\alpha, \ldots, \alpha)}(y) \, dy,
\]

where the integral over the empty domain \([0,1]^{|u|}\) when \( u = \emptyset \) is the identity operation. In this way the term for \( u = \emptyset \) in the left hand side corresponds to \((-1)^d f(x)\).

**Proof.** First we prove the one-dimensional case. For \( \tau = 1, \ldots, \alpha - 1 \) define

\[
F_\tau(x) := \int_0^1 f^{(\tau)}(y) \frac{\tilde{B}_\tau(x - y)}{\tau!} \, dy.
\]

Making use of the properties of the Bernoulli polynomials from Section 2.1 we obtain the following results. For \( \tau = 1, \ldots, \alpha - 1 \), using integration by parts on \( F_\tau(x) \) gives

\[
\int_0^1 f^{(\tau)}(y) \frac{\tilde{B}_\tau(x - y)}{\tau!} \, dy = \left[ f^{(\tau)}(y) - \frac{\tilde{B}_{\tau+1}(x - y)}{(\tau + 1)!} \right]_{y=0}^{y=1} - \int_0^1 f^{(\tau+1)}(y) \frac{\tilde{B}_{\tau+1}(x - y)}{(\tau + 1)!} \, dy
\]

\[
\Leftrightarrow F_{\tau+1}(x) - F_\tau(x) = \frac{\tilde{B}_{\tau+1}(x)}{(\tau + 1)!} \left( f^{(\tau)}(1) - f^{(\tau)}(0) \right) = \frac{\tilde{B}_{\tau+1}(x)}{(\tau + 1)!} \int_0^1 f^{(\tau+1)}(y) \, dy.
\]

We remark that the integration by parts, \( \int u \, dv = uv - \int v \, du \), is valid since \( u = f^{(\tau)}(y) \) is absolutely continuous for all \( \tau = 0, \ldots, \alpha - 1 \) and \( dv = (\tilde{B}_\tau(x - y)/\tau!) \, dy \) is Lebesgue integrable [25]. Therefore, using a telescoping sum, we obtain

\[
F_\alpha(x) - F_1(x) = \sum_{\tau=1}^{\alpha-1} (F_{\tau+1}(x) - F_\tau(x)) = \sum_{\tau=1}^{\alpha-1} \frac{\tilde{B}_{\tau+1}(x)}{(\tau + 1)!} \int_0^1 f^{(\tau+1)}(y) \, dy
\]
where the last line is already written in the notation of the multivariate statement since this is
\[ \int_{0}^{1} f^{(\tau)}(y) \, dy \quad \text{for } x \in [0, 1]. \quad (13) \]

Note that the last line is obtained by shifting the index and since \( \tilde{B}_x(x) = B_x(x) \) for \( \tau \geq 2 \) and \( x \in [0, 1] \). Furthermore, for \( \tau = 1 \), we can also use integration by parts with the roles of \( u \) and \( dv \) interchanged, carefully splitting the integral at the discontinuity of \( \tilde{B}_1 \), such that for \( x \in [0, 1] \) we have

\[
F_1(x) = \int_{0}^{x^-} \tilde{B}_1(x-y)f'(y) \, dy + \int_{x^+}^{1} \tilde{B}_1(x-y)f'(y) \, dy
= \int_{0}^{x^-} B_1(x-y)f'(y) \, dy + \int_{x^+}^{1} B_1(x-y+1)f'(y) \, dy
= \left[ B_1(x-y)f(y) \right]_{y=0}^{y=x^-} + \int_{0}^{x^-} f(y) \, dy + \left[ B_1(x-y+1)f(y) \right]_{y=x^+}^{y=1} + \int_{x^+}^{1} f(y) \, dy
= -f(x) + B_1(x)(f(1) - f(0)) + \int_{0}^{1} f(y) \, dy,
\]

where \( x^- \) and \( x^+ \) are the one-sided limits from left and right, respectively. Substituting this into (13) then gives, for \( x \in [0, 1] \),

\[
F_\alpha(x) = -f(x) + \sum_{\tau=1}^{\alpha} \frac{B_\tau(x)}{\tau!} \int_{0}^{1} f^{(\tau)}(y) \, dy + \int_{0}^{1} f(y) \, dy
= -f(x) + \sum_{\tau=0}^{\alpha} \frac{B_\tau(x)}{\tau!} \int_{0}^{1} f^{(\tau)}(y) \, dy
= \sum_{u \subseteq \{1\}} (-1)^{|u|} \sum_{\pi \subseteq \{0, \ldots, \alpha\} |u| \text{ for } \tau_j = 0 \text{ for } j \not\in \pi} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{0}^{1} f^{(\tau_1)}(x_1) \, dx_u,
\]

where the last line is already written in the notation of the multivariate statement since this is

\[
\int_{[0,1]^d} \left[ \prod_{j=1}^{d} \frac{\tilde{B}_0(x_j - y_j)}{\alpha!} \right] f^{(\alpha, \ldots, \alpha)}(y) \, dy
= \int_{[0,1]^{d-1}} \left[ \prod_{j=2}^{d} \frac{\tilde{B}_0(x_j - y_j)}{\alpha!} \right] \left[ \int_{0}^{1} \frac{\tilde{B}_0(x_1 - y_1)}{\alpha!} f^{(\alpha, \ldots, \alpha)}(y_1) \, dy_1 \right] \, dy_{-1}
\]

\[16\]
where \( y_{-1} = (y_2, \ldots, y_d) \) is the complement w.r.t. the full dimensional set, i.e., \( \{1, \ldots, d\} \setminus \{1\} \); at this point the part under the outside integral on the second line of the previous expression is of the form we started from and we repeat the procedure now for the second dimension to obtain

\[
= \sum_{u \subseteq \{1, \ldots, 2\}} \left( -1 \right)^{|u|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} B_{\tau_j}(x_j) \frac{1}{\tau_j!} \right] \int_{[0,1]^{|u|}} \left[ \int_{[0,1]^{d-2}} \left[ \prod_{j=3}^{d-2} \frac{\tilde{B}_\alpha(x_j - y_j)}{\alpha!} \left[ \int_0^1 \frac{\tilde{B}_\alpha(x_2 - y_2)}{\alpha!} f^{(\alpha, \alpha, \ldots, \alpha)}(x_1, x_2, y_{-1}, 2) dy_2 \right] dy_{-1,2} \right] \right] dx_u \]

\[
= \sum_{u \subseteq \{1, \ldots, 2\}} \left( -1 \right)^{|u|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} B_{\tau_j}(x_j) \frac{1}{\tau_j!} \right] \left[ \sum_{\nu \subseteq \{0, \ldots, \alpha\}^{|u|}} \left( -1 \right)^{|\nu|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|\nu|}} \left[ \prod_{j \in \nu} B_{\tau_j}(x_j) \frac{1}{\tau_j!} \right] \int_{[0,1]^{|\nu|}} \left[ \int_{[0,1]^{d-2}} \left[ \prod_{j=3}^{d-2} \frac{\tilde{B}_\alpha(x_j - y_j)}{\alpha!} f^{(\alpha, \alpha, \ldots, \alpha)}(x_1, x_2, y_{-1,2}) dy_{-1,2} \right] \right] dx_u \right] dx_u \]

\[
= \sum_{u \subseteq \{1, \ldots, 2\}} \left( -1 \right)^{|u|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} B_{\tau_j}(x_j) \frac{1}{\tau_j!} \right] \int_{[0,1]^{|u|}} \left[ \int_{[0,1]^{d-2}} \left[ \prod_{j=3}^{d-2} \frac{\tilde{B}_\alpha(x_j - y_j)}{\alpha!} f^{(\alpha, \alpha, \ldots, \alpha)}(x_1, x_2, y_{-1,2}) dy_{-1,2} \right] \right] dx_u \]

and therefore

\[
= \sum_{u \subseteq \{1, \ldots, 2\}} \left( -1 \right)^{|u|} \sum_{\tau \in \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \in u} B_{\tau_j}(x_j) \frac{1}{\tau_j!} \right] \int_{[0,1]^{|u|}} f^{(\tau)}(x) dx_u. \]
This concludes the proof.

It is useful to compare the representation of a function \( f \) as in the previous statement to another representation from the literature in [6].

**Proposition 2.** For a function \( f \) on the unit cube having mixed partial derivatives up to order \( \alpha - 1 \) in each variable which are absolutely continuous and of which the derivatives with the highest order \( \alpha \) are integrable, we have the following equivalent representations for all \( x \in [0, 1]^d \): (i) series representation in terms of Bernoulli polynomials with remainder term

\[
f(x) = \sum_{\emptyset \neq u \subseteq \{1, \ldots, d\}} (-1)^{|u|+1} \sum_{\tau_u \in \{0, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} f^{(\tau)}(x-u, y_u) \, dy_u \\
+ (-1)^d \int_{[0,1]^d} \prod_{j=1}^d \frac{\tilde{B}_{\alpha}(x_j - y_j)}{\alpha!} f^{(\alpha, \ldots, \alpha)}(y) \, dy,
\]

(ii) series representation in terms of Bernoulli polynomials with mixed remainder terms

\[
f(x) = \sum_{u \subseteq \{1, \ldots, d\}} (-1)^{d-|u|} \sum_{\tau_u \in \{0, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{|u|}} \prod_{j \notin u} \frac{\tilde{B}_{\alpha}(x_j - y_j)}{\alpha!} f^{(\tau)}(y) \, dy.
\]

**Proof.** Representation (i) follows immediately from Lemma 3. For representation (ii) we start from the one-dimensional form (16), which, says that for all such \( f \) and for all \( x \in [0, 1] \) we have the representation

\[
f(x) = \sum_{\tau=0}^{\alpha} \frac{B_{\tau}(x)}{\tau!} \int_0^1 f^{(\tau)}(y) \, dy - \int_0^1 \frac{\tilde{B}_{\alpha}(x-y)}{\alpha!} f^{(\alpha)}(y) \, dy \\
= \sum_{u \subseteq \{1\}} (-1)^{|u|} \sum_{\tau_u \in \{0, \ldots, \alpha\}^{|u|}} \prod_{j \in u} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_0^1 \prod_{j \notin u} \frac{\tilde{B}_{\alpha}(x_j - y_j)}{\alpha!} f^{(\tau)}(y_1) \, dy_1.
\]

If we apply this expansion dimension by dimension then we arrive at the claimed form with the proof technique of Lemma 2.

We note that representation (ii) from Proposition 2 is equivalent to the following form which was used in [6, Equation (3.13) in Theorem 3.5]

\[
f(x) = \sum_{m \subseteq \{1, \ldots, d\}} \sum_{v \subseteq m} (-1)^{|v|} \sum_{\tau_m \in \{1, \ldots, \alpha\}^{|m|}} \prod_{j \in m \setminus v} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^d} \prod_{j \notin m \setminus v} \frac{\tilde{B}_{\alpha}(x_j - y_j)}{\alpha!} f^{(\tau)}(y) \, dy,
\]
by considering \( j \notin u \) in the formula for (ii) to be \( j \in v \) in this formula, and using \( B_0(x)/0! = 1 \)
and we already used \( B_0(x-y) = (-1)^0 B_0(y-x) \) in comparison with the original formula in [6].
The latter formula is advantageous if considering weighted spaces or when access to the ANOVA
decomposition of \( f \) is required. The advantage of representation (i) over (ii) and the equivalent
form just discussed is that (i) does not contain products with other Bernoulli polynomials when
considering the term with \( \prod_{j=1}^d \tilde{B}_\alpha(x_j - y_j)/\alpha! \). We will make use of this form (modified for
arbitrary boxes as in the next subsection) in Section 4 to bound the projection error.

Now we are ready to state the important result of this section, namely, that the Bernoulli
polynomial method is an orthogonal projection.

**Proposition 3.** Let \( f \in H(K_{\alpha,d}^{Sob}) \), then we have

\[
F(y) = \langle f, K_{\alpha,d}^{Kor}(\cdot, y) \rangle_{K_{\alpha,d}^{Sob}},
\]

where \( F \) is the function obtained by applying the Bernoulli polynomial method (12) to \( f \). Therefore,
the transformed function \( F \) does not have a bigger norm than the original function \( f \),

\[
\|F\|_{K_{\alpha,d}^{Kor}} = \|F\|_{K_{\alpha,d}^{Sob}} \leq \|f\|_{K_{\alpha,d}^{Sob}}.
\]

**Proof.** For this proof, we introduce a shorthand notation for the result of Lemma 3. Instead of
writing \( \tau_u \in \{0, \ldots, \alpha\}^d \) we write the multiindex \( \tau \in \{0, \ldots, \alpha\}^d \) where now whenever \( \tau_j = \bar{u} \)
this would be \( j \notin u \) in the original notation. Lemma 3 can then be written as

\[
\sum_{\tau \in \{0, \ldots, \alpha\}^d} (-1)^{|\tau|} \prod_{j \in \tau} \frac{B_{\tau_j}(x_j)}{\tau_j!} \int_{[0,1]^{d-|\tau|}} f^{(\tau)}(x) \, dx_{-\tau} = \int_{[0,1]^d} \left[ \prod_{j=1}^d \frac{\tilde{B}_\alpha(x_j - y_j)}{\alpha!} \right] f^{(\alpha, \ldots, \alpha)}(y) \, dy,
\]

where we interpret \( \bar{0} = 0 \) for the derivatives and where \(-\bar{u} = \{1, \ldots, d\} \setminus \bar{u} \). In the following we
will use this with \( x \) and \( y \) interchanged and where the derivatives of order \( \alpha \) in the right hand side
appear for a certain subset \( v \subseteq \{1, \ldots, d\} \) such that the left hand side is modified accordingly.
More precisely, for given \( v \subseteq \{1, \ldots, d\} \) and \( \tau_{-v} = \tau_{(1, \ldots, d) \setminus v} = 0 \) we will use

\[
\sum_{\tau \in \{0, \ldots, \alpha\}^d} (-1)^{|\tau|} \prod_{j \in v} \frac{B_{\tau_j}(y_j)}{\tau_j!} \int_{[0,1]^{d-|\tau|}} f^{(\tau)}(y_{v \setminus \tau}, y_{\tau}, x_{-v}) \, dy_{v \setminus \tau} = \int_{[0,1]^d} \left[ \prod_{j \in v} \frac{\tilde{B}_\alpha(y_j - x_j)}{\alpha!} \right] f^{(\alpha, 0, \ldots, 0)}(x_v, x_{-v}) \, dx_v,
\]

which, after integrating on both sides over \( x_{-v} \) gives

\[
\sum_{\tau \in \{0, \ldots, \alpha\}^d} (-1)^{|\tau|} \prod_{j \in v} \frac{B_{\tau_j}(y_j)}{\tau_j!} \int_{[0,1]^{d-|\tau|}} f^{(\tau)}(y) \, dy_{-\tau}
\]
\[ = \int_{[0,1]^d} \left[ \prod_{j \in \mathbb{m}} \tilde{B}_\alpha(y_j - x_j) \right] f^{(\alpha_m, 0 - m)}(x) \, dx. \quad (17) \]

We now start by expanding the inner product of the Sobolev space \( K^{\text{Sob}}_{\alpha, d} \) for \( f \) and the kernel of the Korobov space \( K^{\text{Kor}}_{\alpha, d} \) with one leg fixed to \( y \):

\[
\langle f, K^{\text{Kor}}_{\alpha, d} (\cdot, y) \rangle_{K^{\text{Kor}}_{\alpha, d}} = \sum_{\tau \in \{0, \ldots, \alpha\}^d \atop \mathbb{m} := \{ j \mid \tau_j = \alpha \}} \left( \int_{[0,1]^d} f^{(\tau)}(x) \, dx \right) \left( \int_{[0,1]^{d-|\mathbb{m}|}} K^{\text{Kor}}_{\alpha, d}(\tau, y) \, dx \right) \, dx, \]

here we have, cf. (7) and (3),

\[
K^{\text{Kor}}_{\alpha, d}(\tau, y) = \prod_{j=1}^d \left( \delta_{\tau_j, 0} [B_0]_0^2 + (-1)^{\alpha_j+1} \frac{\tilde{B}_{2\alpha_j-\tau_j}(x_j - y_j)}{(2\alpha_j-\tau_j)!} \right),
\]

where we have put \( B_0 = B_0(x) = 1 \) for ease of generalization to the box later where \( B_0^{(a_j, b_j)}(x) = 1/(b_j - a_j) \) (and thus integrates to one on \([a_j, b_j]\)). Hence integrating with respect to \( x_j \) with \( j \in -\mathbb{m} \), i.e., \( \tau_j \neq \alpha \), vanishes unless \( \tau_j = 0 \). Therefore only \( \tau_j = 0 \) and \( \tau_j = \alpha \) remain and we obtain, with \(-\mathbb{m} = \{1, \ldots, d\} \setminus \mathbb{m} \) and using (17),

\[
\langle f, K^{\text{Kor}}_{\alpha, d} (\cdot, y) \rangle_{K^{\text{Kor}}_{\alpha, d}} = \sum_{\tau \in \{0, \ldots, \alpha\}^d \atop \mathbb{m} := \{ j \mid \tau_j = \alpha \}} (-1)^{|\mathbb{m}|} \left[ \prod_{j \in \mathbb{m}} B_0(y_j) \right] \left[ \prod_{j \in \mathbb{m}} \tilde{B}_\alpha(y_j - x_j) \frac{(-1)^{\alpha_j+1} \tilde{B}_{2\alpha_j-\tau_j}(x_j - y_j)}{(2\alpha_j-\tau_j)!} \right] \int_{[0,1]^{d-|\mathbb{m}|}} f^{(\tau)}(y) \, dy \]

\[
= \sum_{\mathbb{m} \subseteq \{1, \ldots, d\}} (-1)^{|\mathbb{m}|} \sum_{\tau \in \{0, \ldots, \alpha\}^d \atop \mathbb{m} := \{ j \mid \tau_j = \alpha \}} (-1)^{|\mathbb{m}|+1} \left[ \prod_{j \in \mathbb{m}} B_\tau(y_j) \frac{B_{2\alpha_j-\tau_j}(y_j)}{\tau_j!} \right] \int_{[0,1]^{d-|\mathbb{m}|}} f^{(\tau)}(y) \, dy \]

\[
= \sum_{\tau \in \{0, \ldots, \alpha\}^d \atop \mathbb{m} := \{ j \mid \tau_j = \alpha \}} (-1)^{|\mathbb{m}|} \prod_{j \in \mathbb{m}} B_\tau(y_j) \left[ \prod_{j \in \mathbb{m}} \frac{B_{2\alpha_j-\tau_j}(y_j)}{\tau_j!} \right] \int_{[0,1]^{d-|\mathbb{m}|}} f^{(\tau)}(y) \, dy \quad (18)
\]

where for the last equality we used the inclusion-exclusion principle

\[
\sum_{\tau \in \{0, \ldots, \alpha\}^d} A(\tau) = \sum_{\tau \in \{0, \ldots, \alpha\}^d} A(\tau) - \sum_{j=1}^d \sum_{\tau_{-\{j\}} \in \{0, \ldots, \alpha\}^{d-1}} A(\tau) + \cdots + (-1)^d \sum_{\tau = 0} A(\tau)
\]
Projection by inner product

\[ f \in \mathcal{H}(K_{\alpha,d}^{\text{Sob}}) \]

Korobov space \( \mathcal{H}(K_{\alpha,d}^{\text{Kor}}) \)

\[ F = \left\langle f, K_{\alpha,d}^{\text{Kor}} \right\rangle_{K_{\alpha,d}^{\text{Sob}}} \]

0

Figure 1: The Bernoulli polynomial method as an orthogonal projection.

\[ = \sum_{w \subseteq \{1, \ldots, d\}} (-1)^{d-|w|} \sum_{\tau_w \in \{0, \ldots, \alpha\}^{|w|} \tau_j = 0 \text{ for } j \notin w} A(\tau), \]

for any function \( A(\tau) \) defined for multiindices \( \tau \in \{0, \ldots, \alpha, \overline{\alpha}\}^d \), where here

\[ A(\tau) = (-1)^{d-|\overline{\tau}|} \prod_{j \in -\overline{\tau}} \frac{B_{\tau_j}(y_j)}{\tau_j!} \left[ \int_{[0,1]^d-\overline{\tau}} f^{(\tau)}(y) \, dy \right] \text{ with } \overline{\tau} := \{ j : \tau_j = \overline{\alpha} \} \]

and we used \((-1)^{|w|}(-1)^{|\overline{\tau}|} = (-1)^{2d}(-1)^{-|w|}(-1)^{-\overline{\tau}} = (-1)^{d-|w|}(-1)^{d-\overline{\tau}}\). Note that in the derivation we wrote \( \overline{\tau} := \{ j \in w : \tau_j = \overline{\alpha} \} \) under the sums with \( j \in w \) for clarity, but here in fact we could have just written \( \{ j : \tau_j = \overline{\alpha} \} \) in the derivation as well. We conclude the proof by noting that (18) and (12) are the same by our definition of the symbol \( \overline{\alpha} \).

3.2 The Bernoulli polynomial method on a box

We first generalize Lemma 3 to a general box \([a, b]\).

**Lemma 4.** For a function \( f \) on the box \([a, b]\) having mixed partial derivatives up to order \( \alpha - 1 \) in each variable which are absolutely continuous and of which the derivatives with the highest order \( \alpha \) are integrable, the following holds for all \( \mathbf{x} \in [a, b] \):

\[ \sum_{w \subseteq \{1, \ldots, d\}} (-1)^{d-|w|} \sum_{\tau_w \in \{0, \ldots, \alpha\}^{|w|} \tau_j = 0 \text{ for } j \notin w} \left[ \prod_{j \in w} \frac{B_{\tau_j}(y_j)}{\tau_j!} \right] \int_{[a, b]^{|w|}} f^{(\tau)}(\mathbf{x}) \, d\mathbf{x} \]

\[ = \int_{[a, b]^d} \left[ \prod_{j=1}^d \frac{\partial_{\tau_j}^{(\alpha)}(\mathbf{x})}{\alpha!} \right] f^{(\alpha, \ldots, \alpha)}(\mathbf{y}) \, d\mathbf{y}. \]

**Proof.** The proof is similar to the proof of Lemma 3. We show the one-dimensional results which follow from the properties of the scaled Bernoulli polynomials from Section 2.1. Define

\[ P_{\tau}^{[a,b]}(x) := \int_a^b f^{(\tau)}(y) \frac{\partial_{\tau_j}^{(\alpha)}(x-y+a)}{\tau!} \, dy, \]
then, as is the case for the interval \([0, 1]\), we here obtain, for \(\tau = 1, \ldots, \alpha - 1\), using integration by parts,

\[
P_{\tau+1}^{[a,b]}(x) - F_{\tau}^{[a,b]}(x) = \frac{\widetilde{B}_{\tau+1}^{[a,b]}(x)}{(\tau + 1)!} \int_a^b f^{(\tau+1)}(y) \, dy.
\]

We also obtain for \(F_{\tau}^{[a,b]}\) using integration by parts with the terms interchanged and for \(x \in [a, b]\)

\[
\int_a^b \widetilde{B}_1^{[a,b]}(x - y + a) f'(y) \, dy = \int_a^b \widetilde{B}_1^{[a,b]}(x - y + a) f'(y) \, dy + \int_{x+}^b \widetilde{B}_1^{[a,b]}(x - y + b) f'(y) \, dy
\]

\[
= \int_a^x \widetilde{B}_1^{[a,b]}(x - y + a) f'(y) \, dy \quad \int_{x+}^b \widetilde{B}_1^{[a,b]}(x - y + b) f'(y) \, dy
\]

\[
= \left[B_1^{[a,b]}(x - y + a) f(y)\right]_{y=a}^{y=x} + \int_{x+}^b \frac{f(y)}{b - a} \, dy
\]

\[
+ \left[B_1^{[a,b]}(x - y + b) f(y)\right]_{y=x}^{y=b} + \int_a^b \frac{f(y)}{b - a} \, dy
\]

\[
= - f(x) + B_1^{[a,b]}(x) (f(b) - f(a)) + \frac{B_1^{[a,b]}(x) \int_a^b f(y) \, dy},
\]

where we used the scaling of our Bernoulli polynomials on the box, cf. (4). Therefore we have the following representation for one-dimensional functions on \([a, b]\)

\[
f(x) = \sum_{\tau=0}^{\alpha} \frac{B_\tau^{[a,b]}(x)}{\tau!} \int_a^b f^{(\tau)}(y) \, dy - \int_a^b \frac{\widetilde{B}_\alpha^{[a,b]}(x - y + a)}{\alpha!} f^{(\alpha)}(y) \, dy. \tag{19}
\]

Using the same induction argument as in the proof of Lemma 3 the result for the multivariate case now follows. \(\square\)

Using this result we can represent functions in \(\mathcal{H}(K_{\alpha,d}^{\text{Sob}}, [a,b])\) similarly as those in \(\mathcal{H}(K_{\alpha,d}^{\text{Sob}})\), cf. Proposition 2.

**Proposition 4.** For a function \(f\) on the box \([a, b]\) having mixed partial derivatives up to order \(\alpha - 1\) in each variable which are absolutely continuous and of which the derivatives with the highest order \(\alpha\) are integrable, we have the following equivalent representations for all \(x \in [a, b]\): (i) series representation in terms of Bernoulli polynomials with remainder term

\[
f(x) = \sum_{0 \neq \mu \subseteq \{1, \ldots, d\}} (-1)^{|\mu|+1} \sum_{\tau \mu \subseteq \{0, \ldots, \alpha\}^{|\mu|}} \left[ \prod_{j \in \mu} B_{\tau_j}^{[a_j, b_j]}(x_j) \right] \int_{[a_\mu, b_\mu]} f^{(\tau)}(x - u, y_\mu) \, dy_\mu
\]

\[
+ (-1)^d \int_{[a,b]} \left[ \prod_{j=1}^d \widetilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j) \right] \frac{f^{(\alpha, \ldots, \alpha)}(y)}{\alpha!} \, dy,
\]

(ii) series representation in terms of Bernoulli polynomials with mixed remainder terms

\[
f(x) = \sum_{u \subseteq \{1, \ldots, d\}} (-1)^{d-|u|} \sum_{\tau \mu \subseteq \{0, \ldots, \alpha\}^{|u|}} \left[ \prod_{j \not\in u} B_{\tau_j}^{[a_j, b_j]}(x_j - y_j + a_j) \right] \int_{[a_u, b_u]} f^{(\tau_u)}(x - u, y_u) \, dy_u.
\]
\[
\prod_{j \in u} B_{\tau_j}^{[a_j,b_j]}(x_j) \int_{[a,b]} \prod_{j \notin u} \frac{\tilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j)}{\alpha!} \] \cdot f(\tau)(y) \, dy.
\]

**Proof.** The proof is similar to the proof of Proposition 2, making use of the one-dimensional representation (19).

We are now finally in a position to show that \(K_{\alpha,d}^{\text{Sob},[a,b]}\) is in fact the reproducing kernel of \(\mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})\) by making use of the representations just given.

**Proposition 5.** The function \(K_{\alpha,d}^{\text{Sob},[a,b]}\), given in (10), is the reproducing kernel corresponding to the inner product (9) of the space \(\mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})\). That is

\[
\langle f, K_{\alpha,d}^{\text{Sob},[a,b]}(\cdot, y) \rangle_{K_{\alpha,d}^{\text{Sob},[a,b]}} = f(y) \quad \forall y \in [a,b] \text{ and } \forall f \in \mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]}).
\]

**Proof.** We need to calculate

\[
\langle f, K_{\alpha,d}^{\text{Sob},[a,b]}(\cdot, y) \rangle_{K_{\alpha,d}^{\text{Sob},[a,b]}} = \sum_{\tau \in \{0,\ldots,\alpha\}^d} \int_{[a_m,b_m]} \left( \int_{[a_{m-1},b_{m-1}]} \cdots \left( \int_{[a_1,b_1]} \right) \frac{\tilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j)}{\alpha!} \right) \, dx_{-m} \right) \, dx_m.
\]

For \(\tau \in \{0,\ldots,\alpha\}^d\), we have

\[
K_{\alpha,d}^{\text{Sob},[a,b]}(\tau)(x, y) = \prod_{j=1}^d \left( \sum_{\tau' = \tau_j}^{\alpha - 1} \frac{B_{\tau'_{j+1}}^{[a_j,b_j]}(x_j) B_{\tau'_{j+1}}^{[a_j,b_j]}(y_j)}{(\tau' - \tau_j)!} \right) + (b_j - a_j) \frac{B_{\tau_j}^{[a_j,b_j]}(x_j) B_{\alpha}^{[a_j,b_j]}(y_j)}{(\alpha - \tau_j)!} \frac{B_{\alpha}^{[a_j,b_j]}(y_j)}{\alpha!} \frac{B_{\alpha}^{[a_j,b_j]}(y_j)}{\alpha!}
\]

\[
+ (-1)^{\alpha+1} \frac{\tilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j)}{(2\alpha - \tau_j)!}.
\]

Therefore, integrating over the \(x_j\) for which \(\tau_j \neq \alpha\) gives

\[
\int_{[a_m,b_m]} K_{\alpha,d}^{\text{Sob},[a,b]}(\tau)(x, y) \, dx_{-m} = \left[ \prod_{j \notin m} \frac{B_{\tau_j}^{[a_j,b_j]}(y_j)}{\tau_j!} \right] \prod_{j \in m} \left( \frac{B_{\alpha}^{[a_j,b_j]}(y_j)}{\alpha!} + (-1)^{\alpha+1} \frac{\tilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j)}{\alpha!} \right).
\]

It follows that

\[
\langle f, K_{\alpha,d}^{\text{Sob},[a,b]}(\cdot, y) \rangle_{K_{\alpha,d}^{\text{Sob},[a,b]}} = \sum_{\tau \in \{0,\ldots,\alpha\}^d} \int_{[a_m,b_m]} \left( \int_{[a_{m-1},b_{m-1}]} \cdots \left( \int_{[a_1,b_1]} \right) \frac{\tilde{B}_{\alpha}^{[a_j,b_j]}(x_j - y_j + a_j)}{\alpha!} \right) \, dx_{-m} \right) \, dx_m
\]

which is equivalent to representation (ii) in Proposition 4. \(\square\)
We now define the Bernoulli polynomial method on a box \([a, b]\). For a function \(f\) on the box \([a, b]\) having mixed partial derivatives up to order \(\alpha - 1\) in each variable which are absolutely continuous and of which the derivatives with the highest order \(\alpha\) are integrable, we define

\[
P^{[a,b]}(x) := f(x) + \sum_{0 \neq \tau \in \{0, \ldots, \alpha\}^d, u = \text{supp}(\tau)} (-1)^{|u|} \prod_{j \in u} \frac{B^{[a_j,b_j]}(x_j)}{\tau_j!} \sum_{m \subseteq u} (-1)^{|m|} f^{(\tau_u-1_u, 0_{\tau-u})}(a_m, b_{u \setminus m}, x_{-u})
\]

\[
= f(x) + \sum_{0 \neq \tau \in \{0, \ldots, \alpha\}^d, u = \text{supp}(\tau)} (-1)^{|u|} \prod_{j \in u} \frac{B^{[a_j,b_j]}(x_j)}{\tau_j!} \int_{[a_u,b_u]} f^{(\tau)}(x) \, dx_u.
\]  

(20)

The next result is the orthogonal projection property for the Bernoulli polynomial method on a box, cf. Proposition 3.

**Proposition 6.** Let \(f \in \mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})\), then the function \(P^{[a,b]} \in \mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})\), obtained by the Bernoulli polynomial method on the box \([a, b]\), cf. (20), is equivalent to the orthogonal projection on \(\mathcal{H}(K_{\alpha,d}^{\text{Kor},[a,b]})\), i.e., for all \(x \in [a, b]\),

\[
P^{[a,b]}(x) = \langle f, K_{\alpha,d}^{\text{Kor},[a,b]}(\cdot, x) \rangle_{K_{\alpha,d}^{\text{Sob},[a,b]}}.
\]

Furthermore

\[
\int_{[a,b]} P^{[a,b]}(x) \, dx = \int_{[a,b]} f(x) \, dx
\]

and

\[
\|P^{[a,b]}\|_{K_{\alpha,d}^{\text{Kor},[a,b]}} = \|P^{[a,b]}\|_{K_{\alpha,d}^{\text{Sob},[a,b]}} \leq \|f\|_{K_{\alpha,d}^{\text{Sob},[a,b]}}.
\]

**Proof.** The proof is the equivalent of the proof of Proposition 3 but then making use of Lemma 4.

\[\square\]

### 4 Error analysis for integration over \(\mathbb{R}^d\)

In this section, the integration error for approximating an integral over \(\mathbb{R}^d\) using a scaled lattice rule is shown. Our proposed algorithm is simple: first we truncate the domain to a box \([a, b]\), and then we apply a lattice rule to compute the integral \(\int_{[a,b]} f(x) \, dx\). We assume that the function \(f\) and its derivatives decay fast enough, so that we can exploit the fact that the bigger box we truncate to, the smaller the orthogonal complement of the projected function becomes. We start with the following lemma.

**Lemma 5.** Let \(N(z, n)\) be the nodes of an \(n\)-point lattice rule with generating vector \(z\). The integration error of using the scaled lattice rule, with nodes \(P^{[a,b]}_n\), to integrate a function \(f \in \mathcal{H}(K_{\alpha,d}^{\text{Sob},[a,b]})\) is bounded by

\[\text{24}\]
\[
\left| \frac{\prod_{j=1}^{d} (b_j - a_j)}{n} \sum_{i=1}^{n} f(p_i^{[a,b]}) - \int_{[a,b]} f(x) \, dx \right|
\]
\[
\leq \|f\|_{K_{n,d}^{\text{Sob}}} \left( \prod_{j=1}^{d} \max(1, b_j - a_j)^{n+1/2} \right) \left( \sum_{0 \neq h \in \Lambda^+(z,n)} [r_{\alpha,d}(h)]^{-2} \right)^{1/2}
\]
\[
+ \left| \frac{\prod_{j=1}^{d} (b_j - a_j)}{n} \sum_{i=1}^{n} (p_{i}^{[a,b]}(p_{i}^{[a,b]}) - f(p_{i}^{[a,b]})) \right|,
\]
where the term \( (\sum_{0 \neq h \in \Lambda^+(z,n)} [r_{\alpha,d}(h)]^{-2})^{1/2} \) is the worst-case error for a standard lattice rule on the unit cube \([0,1]^d\). There exist lattice rules \(\Lambda(z,n)\) for any \(n \geq 2\), such that the worst-case error for integration in \(K_{n,d}^{\text{cor}}\) on the unit cube \([0,1]^d\) is bounded like
\[
\left( \sum_{0 \neq h \in \Lambda^+(z,n)} [r_{\alpha,d}(h)]^{-2} \right)^{1/2} \leq C_{\alpha,d} \frac{(\log n)^{\alpha d}}{n^\alpha},
\]
where \(C_{\alpha,d}\) is a constant only depending on \(\alpha\) and \(d\).

**Proof.** We use Proposition 6 to obtain
\[
\frac{\prod_{j=1}^{d} (b_j - a_j)}{n} \sum_{i=1}^{n} f(p_i^{[a,b]}) - \int_{[a,b]} f(x) \, dx
\]
\[
= \prod_{j=1}^{d} \frac{(b_j - a_j)}{n} \sum_{i=1}^{n} F^{[a,b]}(p_i^{[a,b]}) - \int_{[a,b]} F^{[a,b]}(x) \, dx
\]
\[
- \prod_{j=1}^{d} \frac{(b_j - a_j)}{n} \sum_{i=1}^{n} (F^{[a,b]}(p_i^{[a,b]}) - f(p_i^{[a,b]})).
\]
The result now follows from applying the triangle inequality and Proposition 1 and the fact that \(F^{[a,b]}\) is obtained by a projection such that \(\|F^{[a,b]}\|_{K_{n,d}^{\text{cor}}} = \|F^{[a,b]}\|_{K_{n,d}^{\text{Sob}}} \leq \|f\|_{K_{n,d}^{\text{Sob}}}\).

For the existence of such lattice rules, we refer to [27].

The previous lemma tells us that the integration error of a non-periodic function on the box by a lattice rule is bounded by a sum of two terms: the integration error of the projected (and periodic) function \(F^{[a,b]}\) and the projection error, which is the difference \(F^{[a,b]} - f\). We will first show that this projection error can be driven to zero by enlarging the box \([a,b]\) and asking the function \(f\) and its derivatives to decay towards infinity. We consider two decay conditions: one for which the function and its derivatives decay exponentially fast, and one for which the decay is only polynomial. Both conditions are quite natural if one assumes the integrand to be the product of a function with a probability density. E.g., we would have exponential decay in this sense for any polynomial multiplied with the normal density. From the construction of \(F^{[a,b]}\) we can then show pointwise convergence to \(f\).

**Proposition 7.** Let \(F^{[a,b]}\) be the periodic function on the box \([a,b]\) obtained by applying the Bernoulli polynomial method on the box \((20)\) to a function \(f\) on the box \([a,b]\) having mixed partial derivatives up to order \(\alpha - 1\) in each variable which are absolutely continuous and of which the
derivatives with the highest order $\alpha$ are integrable. Then the following hold true.

(i) If $f$ satisfies the exponential decay condition

$$\|f\|_{\alpha,\beta,p,q} := \sup_{x \in \mathbb{R}^d, \tau \in \{0,\ldots,\alpha-1\}^d} \exp(\beta \|x\|_p^p) f(\tau)(x) < \infty,$$

for some $\beta > 0$, $1 \leq p \leq \infty$ and $1 \leq q < \infty$, then the projection error can be bounded for all $x \in [a, b]$ by

$$|F^{[a,b]}(x) - f(x)| \leq (\alpha + 1)^d \left[ \prod_{j=1}^d \max(1, b_j - a_j)^{\alpha-1} \right] \|f\|_{\alpha,\beta,p,q} \exp(-\beta \min_{1 \leq j \leq d} \min\{|a_j|^q, |b_j|^q\}).$$

(ii) If $f$ satisfies the polynomial decay condition

$$\|f\|_{\alpha,\beta,p} := \sup_{x \in \mathbb{R}^d, \tau \in \{0,\ldots,\alpha-1\}^d} \|x\|_p^{\beta} f(\tau)(x) < \infty,$$

for some $\beta > 0$ and $1 \leq p \leq \infty$, then the projection error can be bounded for all $x \in [a, b]$ by

$$|F^{[a,b]}(x) - f(x)| \leq (\alpha + 1)^d \left[ \prod_{j=1}^d \max(1, b_j - a_j)^{\alpha-1} \right] \|f\|_{\alpha,\beta,p} \left( \min_{1 \leq j \leq d} \min\{|a_j|, |b_j|\} \right)^{-\beta}.$$

Proof. (i) Using the definition of $F^{[a,b]}$, see (20), the bound on the maximum magnitude of the Bernoulli polynomials (6) and the decay condition (21) we obtain

$$|F^{[a,b]}(x) - f(x)|$$

$$= \left| \sum_{0 \neq \tau \in \{0,\ldots,\alpha\}^d \atop u = \text{supp}(\tau)} (-1)^{|u|} \left[ \prod_{j \in u} \binom{b_j - a_j}{\tau_j} \right] \sum_{\delta \subseteq u} (-1)^{|\delta|} f(\tau_{\delta} - 1_u, 0_{\delta^c})(a_w, b_{u \backslash \delta}, x_u) \right|$$

$$\leq \sum_{0 \neq \tau \in \{0,\ldots,\alpha\}^d \atop u = \text{supp}(\tau)} \left[ \prod_{j \in u} \frac{(b_j - a_j)_{\tau_j} - 1}{\tau_j!} \right] \left(2^{|u|} \|f\|_{\alpha,\beta,p,q} \max_{x \in \delta([a,b])} \exp(-\beta \|x\|_p^p) \right)$$

$$\leq \sum_{0 \neq \tau \in \{0,\ldots,\alpha\}^d \atop u = \text{supp}(\tau)} \left[ \prod_{j \in u} \frac{(b_j - a_j)_{\tau_j} - 1}{\tau_j!} \right] \left(2^{|u|} \|f\|_{\alpha,\beta,p,q} \max_{x \in \delta([a,b])} \exp(-\beta \|x\|_p^p) \right)$$

$$\leq \sum_{0 \neq \tau \in \{0,\ldots,\alpha\}^d \atop u = \text{supp}(\tau)} \left[ \prod_{j \in u} \frac{(b_j - a_j)_{\tau_j} - 1}{\tau_j!} \right] \left(2^{|u|} \|f\|_{\alpha,\beta,p,q} \exp(-\beta \min_{j \in u} \min\{|a_j|^q, |b_j|^q\}) \right),$$

where we used that the point $(a_w, b_{u \backslash \delta}, x_u)$ is always on the boundary of the box $[a, b]$, which we denoted by $\delta([a,b])$ in the derivation above, since $u \neq \emptyset$. Next we used that $\| \cdot \|_p \leq \| \cdot \|_{\infty}$ for $p, q \geq 1$. From here the result follows.

(ii) For the second claim the proof is similar.
As we mentioned in Section 1, the remaining part of the total error is the truncation error
\[ \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[a,b]} f(x) \, dx \right|. \]

We are going to bound this truncation error where the appropriate truncation box is given depending on the decay condition. We will propose to use a box $[-a, a]^d$ with a single parameter $a > 0$.

If the user knows more about the anisotropy of the integrand’s decay, or if the decay is off-center, then this knowledge can be used to recenter and rescale the decay in the different directions.

**Proposition 8.** (i) Suppose an integrand function $f$ satisfies the exponential decay condition (21) for $\alpha = 1$,
\[ \|f\|_{1, \beta, p, q} = \sup_{x \in \mathbb{R}^d} |\exp(\beta \|x\|_q^p) f(x)| < \infty, \]
for some $\beta > 0$, $1 \leq p \leq \infty$ and $1 \leq q < \infty$, then, by choosing the box to be $[-a, a]^d$, for some $a > 0$, the truncation error is bounded for any suitable $\alpha \in \mathbb{N}$ by
\[ \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[-a,a]^d} f(x) \, dx \right| \leq \frac{2^d d}{\beta^d q^q} [d/q]! \|f\|_{\alpha, \beta, p, q} \exp(-\beta a^q) \max\{1, (\beta a^q)^{d/q}\}. \]

(ii) Suppose an integrand function $f$ satisfies the polynomial decay condition (22) for $\alpha = 1$,
\[ \|f\|_{1, \beta, p} = \sup_{x \in \mathbb{R}^d} |\|x\|_p^\beta f(x)| < \infty, \]
for some $\beta > d$ and $1 \leq p \leq \infty$, then, by choosing the box to be $[-a, a]^d$, for some $a > 0$, the truncation error is bounded for any suitable $\alpha \in \mathbb{N}$ by
\[ \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[-a,a]^d} f(x) \, dx \right| \leq \frac{2^d d}{\beta - d} \|f\|_{\alpha, \beta, p} a^{-\beta + d}. \]

**Proof.** (i) We have
\[ \left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[a,b]} f(x) \, dx \right| \leq \|f\|_{\alpha, \beta, p, q} \int_{\mathbb{R}^d \setminus [a,b]} \exp(-\beta \|x\|_p^q) \, dx \]
\[ \leq \|f\|_{\alpha, \beta, p, q} \int_{\mathbb{R}^d \setminus [a,b]} \exp(-\beta \|x\|_\infty^q) \, dx \]
\[ \leq \|f\|_{\alpha, \beta, p, q} \int_{\mathbb{R}^d \setminus [-a,a]^d} \exp(-\beta \|x\|_\infty^q) \, dx, \]
where we have set $a = \min_{1 \leq j \leq d} \min\{|a_j|, |b_j|\}$. By setting $r = \|x\|_\infty$ and integrating from $a$ to $\infty$, the volume element is $2^d d r^{d-1} \, dr$, and hence
\[ \int_{\mathbb{R}^d \setminus [-a,a]^d} \exp(-\beta \|x\|_\infty^q) \, dx = \int_a^\infty \exp(-\beta r^q) 2^d d r^{d-1} \, dr \]
\[ = \frac{2^d d}{\beta^q} \int_{a^q}^\infty \exp(-t) t^{(d/q) - 1} \, dt \]
\[ = \frac{2^d d}{\beta^q} \Gamma((d/q), \beta a^q), \]
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where $\Gamma(s, z)$ is the upper incomplete Gamma function with $s = d/q > 0$ and $z = \beta a^q > 0$. From [10, §8.8.2] we can use recursion to reduce the first argument of the incomplete Gamma function to be in the interval $(0, 1)$, i.e.,

$$
\Gamma(s, z) = \Gamma(s - [s], z) \left[ \prod_{i=1}^{[s]} (s - i) \right] + \exp(-z) \sum_{j=1}^{[s]} \left[ \prod_{i=1}^{j-1} (s - i) \right] z^{s-j}.
$$

Next we use [10, §8.10.1] which states that $\Gamma(s', z) \leq z^{s'-1} \exp(-z)$ for $0 < s' \leq 1$ and $z > 0$ to obtain

$$
\Gamma(d/q, \beta a^q) = \Gamma(s, z) \leq \exp(-z) \sum_{j=0}^{[s]} \left[ \prod_{i=1}^{j} (s - i) \right] z^{s-j} = \exp(-z) \sum_{j=0}^{[s]} \left[ \prod_{i=1}^{j} (s - i) \right] z^{s-j} \leq \frac{\exp(-z)}{z} [s]! \max\{1, z^s\},
$$

which follows by considering the cases $s \in \mathbb{N}$, for which $\prod_{i=1}^{[s]} (s - i) = \prod_{i=1}^{s} (s - i) = 0$ and so we have $[s]$ terms in the sum and $[s] [s-1]! \leq [s]!$, and $s \not\in \mathbb{N}$, for which $[s] + 1 \leq [s]$, separately. 

(ii) Similar to case (i) we have, for $\beta > d$,

$$
\left| \int_{\mathbb{R}^d} f(x) \, dx - \int_{[a,b]} f(x) \, dx \right| \leq \|f\|_{\alpha, \beta, p} \int_{\mathbb{R}^d \setminus [a,b]} \|x\|^{-\beta} \, dx \\
\leq \|f\|_{\alpha, \beta, p} \int_{\mathbb{R}^d \setminus [a,b]} \|x\|^{-\beta} \, dx \\
\leq \|f\|_{\alpha, \beta, p} \int_{a}^{\infty} r^{-\beta} 2^d d r^{d-1} \\
= \|f\|_{\alpha, \beta, p} 2^d \frac{a^{-\beta+d}}{\beta - d}.
$$

To make the statement for integration over $\mathbb{R}^d$ we need to know how the norm in $\mathcal{H}(K_{\alpha, d}^{\text{unanch}}, [a,b])$ of our integrand function behaves as the box grows larger. Since our inner product (9) is an “unanchored” one, meaning that we first integrate out all dimensions in which we take derivatives lower than the smoothness $\alpha$ of the space, we cannot avoid that for certain boxes our norm becomes very small (e.g., some of these integrals might vanish for non-zero functions). This would be different with a more classical norm in which this inner integration is not present, and the outer $L_2$ integral integrates over all dimensions. In such a case the norm can only grow bigger when the box increases. To be able to state results for arbitrary boxes using our unanchored norm leads us to define a norm which captures the worst possible box as follows

$$
\|f\|_{\alpha, d}^{\text{anch}, [a,b]} := \sup_{[a,b] \subseteq \mathbb{R}^d} \|f\|_{\alpha, d}^{\text{unanch}, [a,b]}.
$$

We can now make the main statement of the paper.
Theorem 1. Suppose \( f \in \mathcal{H}(K_{n,d}^{\text{Sob}}[a,b]) \) for increasing boxes \([a,b]\), i.e., \( \|f\|_{K_{n,d}^{\text{Sob}}.*} < \infty \), cf. (23).

(i) If additionally, \( f \) satisfies the exponential decay condition (21),

\[
\|f\|_{\alpha,\beta,p,q} = \sup_{x \in \mathbb{R}^d} \left| \exp(\beta \|x\|_p^q) f(\tau x) \right| < \infty,
\]

for some \( \beta > 0 \), \( 1 \leq p \leq \infty \) and \( 1 \leq q < \infty \), then, by choosing the box proportional to \([-a,a]^d\) with

\[
a = (\log(n^{\alpha/\beta}))^{1/q},
\]

and using a good lattice rule \( \Lambda(z,n) \) for the unit cube \([0,1]^d\) as per Lemma 5, the total error for \( n \) large enough is bounded by

\[
\left| \int_{\mathbb{R}^d} f(x) \, dx - \sum_{i=1}^{n} f(p_i^{[a,b]}) \right| \leq C \left( \|f\|_{K_{n,d}^{\text{Sob}}.*} + \|f\|_{\alpha,\beta,p,q} \right) \frac{(\log n)^{\alpha d + (\alpha + 1/2) d/q}}{n^\alpha},
\]

where the constant \( C \) is independent of \( n \) and \( f \) but depending on \( \alpha, \beta, q \) and \( d \).

(ii) If additionally, \( f \) satisfies the polynomial decay condition (22),

\[
\|f\|_{\alpha,\beta,p} = \sup_{x \in \mathbb{R}^d} \left| \|x\|_p^q f(\tau x) \right| < \infty,
\]

for some \( \beta > d \max\{\alpha - 1, 1\} \) and \( 1 \leq p \leq \infty \), then, by choosing the box proportional to \([-a,a]^d\) with

\[
a = n^{\alpha/(\beta + td/2)}
\]

with \( t = 3 \) for \( \alpha \geq 2 \) and \( t = 1 \) for \( \alpha = 1 \), and using a good lattice rule \( \Lambda(z,n) \) for the unit cube \([0,1]^d\) as per Lemma 5, the total error for \( n \) large enough is bounded by

\[
\left| \int_{\mathbb{R}^d} f(x) \, dx - \sum_{i=1}^{n} f(p_i^{[a,b]}) \right| \leq C \left( \|f\|_{K_{n,d}^{\text{Sob}}.*} + \|f\|_{\alpha,\beta,p} \right) n^{-\alpha + \frac{\alpha(\alpha + 1)}{2} d/q} (\log n)^{\alpha d},
\]

where the constant \( C \) is independent of \( n \) and \( f \) but depending on \( \alpha, \beta, q \) and \( d \).

Proof. The total error of our approximation can be considered the sum of three errors, cf. (2), which we can bound by using Proposition 8 for the truncation error, using Proposition 1 and Lemma 5 for the cubature error of the periodic function \( F^{[a,b]} \), and finally using Proposition 7 for the projection error between \( F^{[a,b]} \) and \( f \).

(i) For the exponential decay and truncating to a box \([a,b] = [-a,a]^d\) with \( a \) chosen such that \( \beta a^q = \log(n^{\alpha}) \), for \( n \geq 3 \) and \( \log(n^{\alpha}) \geq \beta/2^t \) such that \( t \geq 1/2 \), we obtain

\[
\left| \int_{\mathbb{R}^d} f(x) \, dx - \sum_{i=1}^{n} f(p_i^{[a,b]}) \right| \\
\leq C_1 \|f\|_{\alpha,\beta,p,q} \max\{1, (\beta a^q)^d/q \} \frac{\exp(-\beta a^q)}{\beta a^q} \\
+ C_2 \|f\|_{K_{n,d}^{\text{Sob}}[a,b]} \max\{1, 2a\}^{(\alpha + 1/2) d} \frac{(\log n)^{\alpha d}}{n^\alpha}.
\]
We here demonstrate our method on two test cases, but first we want to draw the reader’s attention to the fact that our algorithm is indeed very simple. We do not require any inverse sampling, nor any complicated method to turn our point sets into higher-order point sets, or any periodizing transform or complicated adjustments involving calculating derivatives. We simply need the user to assess the decay of the integrand function, which is mostly just dictated by the decay of the actual distribution, as is the case in our examples here. E.g., any polynomially increasing function integrated against the standard normal distribution will fit the exponential decay with $q = 2$ and $\beta = 1/2$. Similarly, any polynomially increasing function integrated against the logistic density with scale parameter $s > 0$ will fit the exponential decay with $q = 1$ and

$$+ C_3 \left\| f\right\|_{\alpha,\beta,p,q} \max\{1, 2a\}^{(a-1)d} \exp(-\beta a^q) \leq C \left( \left\| f\right\|_{\alpha,\beta,p,q} + \left\| f\right\|_{K_{\alpha,d}^{\text{cub}.*}} \right) (\log n)^{\alpha d + (\alpha + 1)/2} n^{-\alpha}.$$

(ii) For the polynomial decay and truncating to a box $[a, b] = [-a, a]^d$ with $a = n^{\alpha/(\beta + 3d/2)}$, and assuming $n$ is large enough such that $a \geq 1/2$, we obtain by equalizing the exponent of $n$ for the cubature error and the projection error with $\alpha \geq 2$,

$$\left| \int_{\mathbb{R}^d} f(x) \, dx - \frac{\prod_{j=1}^d (b_j - a_j)}{n} \sum_{i=1}^n f(p_i[a,b]) \right| \leq C_1 \left\| f\right\|_{\alpha,\beta,p} a^{-\beta + d} + C_2 \left\| f\right\|_{K_{\alpha,d}^{\text{cub}.*}} \max\{1, 2a\}^{(a+1/2)d} (\log n)^{\alpha d} n^{-\alpha} + C_3 \left\| f\right\|_{\alpha,\beta,p} \max\{1, 2a\}^{(a-1)d} a^{-\beta} \leq C \left( \left\| f\right\|_{\alpha,\beta,p} + \left\| f\right\|_{K_{\alpha,d}^{\text{cub}.*}} \right) \max\left\{ n^{1/2 + 3\alpha/(2\beta + 3d)}, n^{1/2 + (\alpha + 1)/2}, n^{1/2 + (\alpha - 1)/2}, n^{1/2 + (\alpha - 1)/2} \right\} (\log n)^{\alpha d} \leq C \left( \left\| f\right\|_{\alpha,\beta,p} + \left\| f\right\|_{K_{\alpha,d}^{\text{cub}.*}} \right) n^{-\alpha + \alpha/(\beta + 3d/2)} (\log n)^{\alpha d}.$$

For this to converge we need $\beta > (\alpha - 1) d$. When $\alpha = 1$ we instead equalize the truncation error with the cubature error and taking $a = n^{1/(\beta + d/2)}$ we obtain in the same manner

$$\left| \int_{\mathbb{R}^d} f(x) \, dx - \frac{\prod_{j=1}^d (b_j - a_j)}{n} \sum_{i=1}^n f(p_i[a,b]) \right| \leq C \left( \left\| f\right\|_{1,\beta,p} + \left\| f\right\|_{K_{1,d}^{\text{cub}.*}} \right) n^{-1 + 3/(\beta + 3d/2)} (\log n)^{\alpha d},$$

with the condition $\beta > d$.

We want to remark that when the considered integrand has slow decay, such as calculating expectations under heavy-tailed distributions (e.g., the Student-t distribution and the alpha-stable distribution with stable parameter smaller than 2), the method here proposed still works. Those problems especially occur in finance and extreme value theory. For such distributions the classical Gaussian-type quadrature cannot be constructed for arbitrary number of nodes since such distributions do not have higher-order moments.

5 Numerical experiments

We here demonstrate our method on two test cases, but first we want to draw the reader’s attention to the fact that our algorithm is indeed very simple. We do not require any inverse sampling, nor any complicated method to turn our point sets into higher-order point sets, or any periodizing transform or complicated adjustments involving calculating derivatives. We simply need the user to assess the decay of the integrand function, which is mostly just dictated by the decay of the actual distribution, as is the case in our examples here. E.g., any polynomially increasing function integrated against the standard normal distribution will fit the exponential decay with $q = 2$ and $\beta = 1/2$. Similarly, any polynomially increasing function integrated against the logistic density with scale parameter $s > 0$ will fit the exponential decay with $q = 1$ and
We consider the following function, being finitely smooth with parameter $\sigma \in \mathbb{R}\setminus \mathbb{Z}$ and $\sigma > 0$:

$$f_1(x) := \prod_{j=1}^{d} \left( 1 + 4x_j + 10\cos^2(x_j) + \text{sign}(x_j - \mu_j) \frac{|x_j - \mu_j|^\sigma}{\Gamma(\sigma + 1)} \frac{\exp((x_j - \mu_j)/s_j)}{(1 + \exp((x_j - \mu_j)/s_j))^2 s_j} \right).$$
5.2 Integration against the normal distribution

Next, we consider the following integrand with \( \sigma \geq 0 \):

\[
f_2(x) := \frac{\exp(-\|x\|^2/2)}{(2\pi)^{d/2}} \prod_{j=1}^{d} \left( 1 + |x_j|^\sigma \right),
\]

which is basically a product of moments against the normal distribution and has exact value:

\[
\int_{\mathbb{R}^d} f_2(x) \, dx = \left( 1 + \frac{(\sqrt{2})^\sigma \Gamma((\sigma + 1)/2)}{\sqrt{\pi}} \right)^d.
\]
Figure 2: Relative errors for $f_1$ with $d = 2$. 
Figure 3: Relative errors for $f_1$ with $d = 3$. 
For $\sigma \in \mathbb{R} \setminus \mathbb{Z}$ and $\sigma > 0$ we again have that $|x|^\sigma$ has finite smoothness and $|x|^\sigma \in K_{n,1}^{\text{Sob},[a,b]}$ for all $\alpha < \sigma + 1/2$, and thus $f_2 \in K_{n,d,*}^{\text{Sob},\alpha}$ for $\alpha < \sigma + 1/2$, which follows from the Leibniz rule for the product of this function with the Gaussian probability density function. This integrand satisfies the exponential decay condition (21) with parameters $q = 2$ and $\beta = 1/2$. We choose three different values $\sigma = 0.6, 1.6$ and $2.6$ which respectively translate to smoothness $\alpha = 1, 2$ and $3$ in $d = 2$ and $3$ dimensions.

We compare our method with a tensor product Gauss–Hermite quadrature with the number of points being $2^m + 1$ in each dimension with $m \in \mathbb{N}$, a sparse grid based on the same one-dimensional $2^m + 1$ point Gauss–Hermite rules and the scaled interlaced Sobol’ points as described in the previous section. For the sparse grid we use the Sparse Grids Matlab Kit [1] and use the default Smolyak construction. We remark that neither the tensor product rule, nor the sparse grid explicitly truncate the domain.

The result is exhibited in Figures 4 and 5. Again, we expect that our method and the scaled interlaced Sobol’ points achieve order $\alpha$ convergence. Contrary to the result for $f_1$, here the scaled interlaced Sobol’ points do give the expected higher order convergence, but they still underperform and leave a gap with the scaled lattice rules for the higher order, which seems to increase as the dimension or the smoothness goes up. For the tensor product Gauss–Hermite rule it was already observed in [5] that the convergence was not optimal, and also here we observe this behavior. The sparse grid performs better than the tensor product rule, as expected, and seems to catch up with the performance of the scaled interlaced Sobol’ points. Nevertheless, in all cases, the scaled lattice rule outperforms all other methods and achieves the claimed convergence rates in accordance with the theory.

6 Conclusion

We considered a very simple algorithm based on scaled lattice rules for integration over $\mathbb{R}^d$. We derived explicit conditions where scaled lattice rules can obtain higher-order convergence. In our new strategy of the error analysis, the total error is divided into three parts: the truncation error, the projection error of the integrand onto the periodic space inside the box and the cubature error for the projected function in the truncated box. By making use of this projection, we can measure the non-periodicity of the integrand, and by imposing a decay condition towards zero, our integrand becomes more and more periodic inside the increasing boxes. Since lattice rules are known to have higher-order convergence for periodic functions, we can achieve higher-order convergence using properly scaled lattice rules for integration over $\mathbb{R}^d$.

We numerically verified our theoretical statements and showed that our method outperforms scaled interlaced Sobol’ points for both an example involving the logistic probability density and the normal density, as well as tensor product Gauss–Hermite rules and the sparse grid method based on such Gauss–Hermite rules for the example involving the normal density. Our scaled lattice rule, which used just a single “off-the-shelf” generating vector of a base 2 lattice sequence constructed for order 1, achieved the convergence rates of order 2 and 3 by proper scaling as shown in the theoretical statements.
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Figure 4: Relative errors for $f_2$ with $d = 2$. 
Figure 5: Relative errors for $f_2$ with $d = 3$. 
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