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Abstract—Continuous monitoring of blood pressure (BP) can help individuals manage their chronic diseases such as hypertension, requiring non-invasive measurement methods in free-living conditions. Recent approaches fuse Photoplethysmograph (PPG) and electrocardiographic (ECG) signals using different machine and deep learning approaches to non-invasively estimate BP; however, they fail to reconstruct the complete signal, leading to less accurate models. In this paper, we propose a cycle generative adversarial network (CycleGAN) based approach to extract a BP signal known as ambulatory blood pressure (ABP) from a clean PPG signal. Our approach uses a cycle generative adversarial network that extends the GAN architecture for domain translation, and outperforms state-of-the-art approaches by up to 2× in BP estimation.

I. INTRODUCTION

Blood pressure (BP) monitoring is critical for early detection of cardiovascular diseases [1]. High blood pressure can be the source of mortality and morbidity for the aging population [2]. Hence, continuous monitoring of BP – via the biomarkers systolic (SBP) and diastolic blood pressure (DBP) – can help diagnose chronic severe conditions. Currently the established method for measuring SBP and DBP (usually in mmHg) is to use a medical-grade cuff-based instrument, which is neither comfortable nor feasible for continuous BP monitoring in everyday settings.

Thanks to recent advances in Internet-of-Things (IoT), it is now possible to record vital signs in everyday settings. For instance, smartwatches can record heart rate and blood oxygen using photoplethysmograph (PPG) and electrocardiogram (ECG) sensors. PPG sensors emit and reflect light into/from blood vessels, whose measurement form a signal that is proportional to continuous blood volume in the unit of time. This signal has been shown to correlate strongly with BP [3] as shown in Fig. 1.

State-of-the-art approaches have investigated different methods ranging from feature-based statistical estimations [4], [5], [3] to deep learning-based [6], [7] approaches to estimate BP (i.e., SBP and DBP). The former approaches are limited to a pre-defined set of features that can diminish the information of the entire input signal. Furthermore, this needs an expert to define such features. However, the second approach utilizes convolutional layers to embed the segmented signal and absorb more information into a training model. Although these approaches accurately estimate SBP and DBP values, they fail to reconstruct the entire ambulatory blood pressure (ABP) signal. It has been shown that the waveform itself contains a rich set of information on the underlying causes of cardiovascular diseases [8], [9]. Moreover, to measure other cardiovascular features, such as cardiac volume, there is a need for the ABP waveform [10].

In this paper, we propose a deep learning method based on cycle generative adversarial network (CycleGAN) [11] to reconstruct the entire ABP waveform using a PPG signal. CycleGAN has been widely used in unsupervised learning for domain transformation. We train and test our model on Multi-parameter Intelligent Monitoring in Intensive Care (MIMIC) II online waveform database [12] using 5-fold cross-validation with more than 90 subjects. In addition, since state-of-the-art approaches train and test on the same subjects’ data, we perform a similar mechanism to compare our proposed model against the related work in the literature. On cross-subject evaluation, our proposed model achieves prediction error ($\frac{\text{MAE} \pm \sigma}{\sqrt{\text{MMSE}}}$) of $2.89 \pm 4.52$ mmHg and $3.22 \pm 4.67$ mmHg for SBP and DBP, respectively. Furthermore, per-subject evaluation outperforms the results of the state-of-the-art methods ($2.29 \pm 0.88$ mmHg for SBP and $1.93 \pm 2.61$ mmHg for DBP). In summary, our CycleGAN method outperforms the state-of-the-art approaches for ABP waveform construction, as well as SBP and DBP estimations improving the estimation accuracy by up to 2×.

II. RELATED WORK

Blood pressure estimation has been investigated in prior work [4], [6], [13], [3]. The majority of the related works attempt to extract SBP and DBP using ECG and/or PPG signals [7], [6]. Recent methods mainly rely on machine learning and deep learning by extracting features from the input signals [14]. The limitation of such studies would be the under-utilization of the information in the signal.
On the other hand, thanks to the progress in deep learning methods, researchers have focused on building deep neural networks that can generate embeddings of a given signal [7] to address the limitation of feature engineering.

On the other hand, synthesizing the entire ABP signal instead of extracting numerical SBP and DBP values can lead to a valuable source of information. There exists a few studies on BP waveform reconstruction. The state-of-the-art uses statistical methods as well as a wavelet neural network to reconstruct the ABP signal [3], [8]. While these studies minimally fulfill the standards, we show the estimation accuracy can be significantly enhanced (up to 2×) by proposing a CycleGAN-based model that reconstructs the ABP signals.

III. MATERIAL AND METHODS

A. Dataset

We employed the MIMIC-II online waveform database [12], which contains different bio-signals of thousands of subjects hospitalized between 2001 and 2012. This dataset contains PPG and corresponding ABP signal with the sampling frequency of \( f_s = 125 \text{Hz} \). We use 5 minutes of recording for 92 subjects to evaluate our model. For this dataset, we randomly select 75 subjects for training and 17 subjects for testing. We repeat this procedure using 5-fold cross-validation while keeping each subject’s data in only one fold. Furthermore, to compare our results with literature, we randomly select 20 subjects to train and test for each subject separate from others (the first 80% for training and the rest for testing).

B. Pre-processing

The obtained signals had minor noises; hence, we apply the traditional Fourier Transform (FFT) approach to eliminate unwanted information. We use a band-pass filter with cutoff frequencies of 0.1 and 8 Hz to remove noises from the PPG signal. On the contrary, we utilize a low-pass filter with a cutoff frequency of 5 Hz to clean the ABP signal. For both PPG and ABP, we normalize the values of the signals. Afterward, each signal is divided into windows of 256 samples with 25% overlap for the downstream learning task using CycleGAN.

C. Evaluation metrics

We utilize the mean absolute error (MAE), and root mean square error (RMSE) to evaluate the performance of ABP construction for both SBP and DBP. These metrics have been widely used in the literature and show the difference between predicted and the true value. MAE and RMSE can be calculated as follows:

\[
MAE_{S/DBP} = \frac{1}{N} \sum_{i=1}^{N} |T_{S/DBP}^i - P_{S/DBP}^i| \tag{1}
\]

\[
RMSE_{S/DBP} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (T_{S/DBP}^i - P_{S/DBP}^i)^2} \tag{2}
\]

As these formulas show, MAE and RMSE are proportional to the averages of absolute and square differences between true (T) and predicted (P) values of all samples (N).

In addition, we compare our results with British Hypertension Society (BHS) [15] guidelines. This guideline divides the accuracy of blood pressure measurement into three groups based on the different ranges of estimations. Table I summarizes these ranges with their corresponding fraction of data.

Furthermore, Bland-Altman plots have been utilized to illustrate the agreement between the true and predicted values. The X-axis of this plot shows the mean, and the Y-axis represents the differences between the estimated and the true value and provides 95% confidence intervals.

D. PPG to ABP Translator (PAT)

In this work, we use the Cycle Generative Adversarial Networks (CycleGAN) to reconstruct ABP signals from raw PPG signals. Recent studies have already shown that the CycleGAN can be employed as one of the most powerful tools for signal-to-signal translation [16], [17].

The CycleGAN proposed by Jun-Yan Zhu et al. [18] is an extension of the GAN architecture. The GANs are composed of a generator network and a discriminator network. The generator network is trained to learn the real data distribution. It starts from a latent space as input and attempts to generate new data similar to the original domain. The discriminator network aims to take the generated data as an input and predict whether it is from the dataset (real) or the generated one (fake). After each epoch, the generator is updated to better fool the discriminator, while the discriminator is updated to accurately detect the generator’s fake data.

The CycleGAN consists of two generators and two discriminator networks working in pairs. The idea behind the CycleGAN is to take data from the first domain as an input and generate data for the second domain as an output, and vice versa. In the PAT module, the goal of CycleGAN is
to learn the mapping between PPG signals (domain $X$) and ABP signals (domain $Y$).

Each domain contains a set of training samples $\{x_i\}_{i=1}^N \in X$ and $\{y_i\}_{i=1}^N \in Y$ used directly from MIMIC-II dataset. There are two generators in this module with mapping functions as $G : X \rightarrow Y$ and $F : Y \rightarrow X$. The two discriminators are named $D_X$ and $D_Y$. $D_X$ aims to distinguish between the real PPG signals ($x_i$) and the generated PPG signals ($F(y_i)$), while $D_Y$ aims to distinguish between the real ABP signals ($y_i$) and the generated ABP signals ($G(x_i)$).

The adversarial losses [19] are used to match the distribution of the synthetic signals to the data distribution of the original signals. They are applied to both mapping functions ($G : X \rightarrow Y$ and $F : Y \rightarrow X$). The objective of the mapping function $G$ as a generator and its discriminator $D_Y$ is expressed as below: (We indicate the distributions of our data as $x \sim p_{data}(x)$ and $y \sim p_{data}(y)$.)

$$L_{GAN}(G, D_Y, X, Y) = E_{y \sim p_{data}(y)}[\log D_Y(y)] + E_{x \sim p_{data}(x)}[\log(1 - D_Y(G(x)))]$$

(3)

where $G$ attempts to generate ABP signals ($G(x)$) that look similar to original ABP collected from MIMIC-II dataset (domain $Y$), while $D_Y$ aims to discriminate between generated ABP signals ($G(x)$) and real samples ($y$). Similarly, adversarial loss for the mapping function $F$ is expressed as $L_{GAN}(F, D_Y, Y, X)$.

The adversarial losses as the final objective loss function are not sufficient enough to guarantee that the learned functions can translate an individual input from the first domain into a desired output in the second domain. Therefore, cycle consistency losses are added to the final objective loss function. The cycle consistency losses guarantee the mapping from an individual input ($x_i$) to a desired output ($y_i$) by considering learned mapping functions to be cycle consistent. Cycle consistency means for each PPG signal $x$ from domain $X$ we must have $x \rightarrow G(x) \rightarrow F(G(x)) \approx x$ while for each ABP signals $y$ we have $y \rightarrow F(y) \rightarrow G(F(y)) \approx y$. The cycle consistency behavior is indicated as:

$$L_{cycle}(G, F) = E_{x \sim p_{data}(x)}[||F(G(x)) - x||_1] + E_{y \sim p_{data}(y)}[||G(F(y)) - y||_1]$$

(4)

The final objective is the weighted sum of the above loss functions:

$$L(G, F, D_X, D_Y) = L_{GAN}(G, D_Y, X, Y) + L_{GAN}(F, D_X, Y, X) + \lambda L_{cycle}(G, F)$$

(5)

where $\lambda$ controls the relative importance of the two objective functions and is set to 10 in our work. $G$ aims to minimize the objective while an adversary $D$ attempts to maximize it. Therefore, our model aims to solve:

$$G^*, F^* = \arg \min_{G,F} \max_{D_X,D_Y} L(G, F, D_X, D_Y)$$

(6)

We use the CycleGAN architecture proposed by [18] in our work. The architecture of generative networks contains two stride-2 convolutions, nine residual blocks [20], and
TABLE III: Our results in regards to BHS standard ranges.

| SBP | DBP |
|-----|-----|
| Percentage Error | ≤ 5 mmHg | ≤ 10 mmHg | ≤ 15 mmHg |
| 85% | 95% | 98% |

TABLE IV: Comparison of our CycleGAN-based model performance with prior works.

| Waveform | MAE | RMSE | µ | σ |
|----------|-----|------|---|---|
| Our work | 2.29 | 3.22 | 0.88 | 2.99 |
| [5] | 3.70 | 4.06 | 0.73 | 3.57 |
| [6] | 4.00 | 4.25 | 0.75 | 3.60 |
| [7] | 3.70 | 4.06 | 0.73 | 3.57 |
| [8] | 3.62 | 4.04 | 0.72 | 3.54 |
| [9] | 3.42 | 3.82 | 0.66 | 3.49 |
| [10] | 3.36 | - | - | 3.59 |
| [11] | 3.8 | - | - | 3.46 |

![Fig. 5: Per-subject Bland-Altman plots for SBP (a) and DBP (b).](image)

procedures for a fair comparison. For this purpose, we select 20 random subjects from the MIMIC-II database whose ABP and PPG signals are retained. Table [IV] shows the results of our proposed model as well as the recent related work for per-subject evaluation. Our model outperforms the studies with waveform reconstruction as well as those with only SBP-DBP values estimation. Moreover, Fig. 5 presents the Bland-Altman plots for these subjects (the colors show different subjects) within the agreement limits (95% confidence intervals).

V. CONCLUSION

Monitoring blood pressure is essential for early detection and treatment of cardiovascular disease. Conventional methods utilize statistical and machine learning models to estimate SBP and DBP using PPG, a low-cost and straightforward signal; however, they fail to generate the entire signal or synthesize an accurate waveform. In this work, we leveraged the cycle generative adversarial network (CycleGAN) for the first time in the blood pressure estimation domain, and our model achieved $\text{MAE}$ of 2.89 mmHg and 3.22 mmHg for SBP and DBP in a cross-subject setting. The per-subject evaluation’s performance was 2.29 mmHg for SBP and 1.93 mmHg for DBP, outperforming state-of-the-art approaches by up to 2x for improving the BP estimation accuracy.
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