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**ABSTRACT**

In this work, we explore a new problem of frame interpolation for speech videos. Such content today forms the major form of online communication. We try to solve this problem by using several deep learning video generation algorithms to generate the missing frames. We provide examples where computer vision models despite showing high performance on conventional non-linguistic metrics fail to accurately produce faithful interpolation of speech videos. With this motivation, we provide a new set of linguistically-informed metrics specifically targeted to the problem of speech videos interpolation. We also release several datasets to test computer vision video generation models of their speech understanding.

**1. INTRODUCTION**

Video frame interpolation and extrapolation is the task of synthesizing new video frames conditioned on the context of a given video [1]. Contemporary applications of such interpolation are video playback software for increasing frame rates, video editing software for creating slow motion effects, and virtual reality software to decrease resource usage. From the early per-pixel phase-based shifting approaches such as by [2], current approaches have shifted to generating video frames using techniques like optical flow or stereo methods [1, 3]. These types of approaches typically involve two steps: motion estimation and pixel synthesis. While motion estimation is needed to understand the movement of different objects of the images across frames, pixel synthesis focuses on the generation of the new data.

A related task to video frame interpolation is talking face generation. Here, given an audio waveform, the task is to automatically synthesize a talking face [4, 5]. In recent times, these approaches have become popular with both academic and non-academic purposes [6]. While, on one hand, they are being used to extend speechreading models to low resource languages [7], on the other, many of them are also used to generate fake news and paid content as well.

The literature on talking face generation, as well as video interpolation and extrapolation use the conventional video quality metrics such as root mean squared (RMS) distance, structural similarity index, etc. to measure the quality of generated videos [8]. Although this evaluates the quality of generated pixels well, but none of the research works show how it translates to linguistically plausible video frames. This is important since speech being a linguistic problem, cannot be solely addressed by non-linguistic metrics like RMS distance. The goal of this paper is to investigate how the different video interpolation and extrapolation algorithms are able to capture linguistic differences between the generated videos.

Speech as a natural signal is composed of three parts [9]: visual modality, audio modality and the context in which it was spoken (crudely the role played by language). Correspondingly, there are three tasks for modeling speech: speech-reading (or popularly known as lipreading) [7, 10], speech recognition (or ASR) [11] and language modeling [12]. The part of speech which is closest to the speech video generation task is the visual modality of speech; and visemes are the fundamental units of this part of speech. Calculating metrics such as mean squared error (MSE) over the whole video does not directly yield any information on these aspects of speech which makes us question the faithfulness of the thus attained reconstruction. Therefore, the focus of this work is to investigate video generation model’s understanding of the visual speech modality. To this end, we propose six tasks for looking at different aspects of the visual speech modality. Hence, with this work, we try to make the following contributions:

1. We explore different video interpolation and extrapolation networks for usage on speechreading videos and propose a new auxiliary method of ROI loss using an visemic ROI unit for attaining faithful reconstructions.
2. For the first time in literature, we test the video frame generation algorithms on different aspects of speech such as visemic completion, generating prefix and suffix from con-
text, word-level understanding, etc. These facets of language are critical to a model’s language understanding. We show that most of these networks are not able to capture the language aspect of a speech video.

3. We release six new challenge datasets corresponding to different language aspects. These have been verified automatically and manually and are meant to facilitate reproduction and follow-up testing and interpretation.

2. EVALUATION METHODS

Most of the previous research on speech video reconstruction and interpolation focuses on conventional metrics like MSE, SSIM and PSNR, which although ensure good quality reconstructions [13, 3], can be misleading in terms of the nuances of the underlying dataset. Videos of the same person saying two different things can have fairly high values of the mentioned metrics thus indicating faithful reconstruction, which makes the evaluation difficult (Figures 1, 2)\(^1\). We propose the following evaluation methods and corresponding datasets \(^2\) (Table 3) for the speech videos to take into account the underlying language and speech information.

1. RANDOM FRAME: In this type of frame corruption, the frames at random timestamps are replaced with white noise. In a real scenario, the missing frames are dropped however the indices of the dropped frames are generally available [14]. To indicate the missing frames, we insert white noise images in their place. We do this type of corruption in two settings: 40% and 75% corruption rate. We call the 75% case as one with the extreme sparsity. A model that can work in such conditions can deal with extremely sparse speech videos and high dropping rates. Random corruption tests if the model effectively interpolates between different poses, facial expressions and probable word completions.

2. VISEMIC CORRUPTION: A viseme is a specific facial image corresponding to a particular sound [9]. In this type of corruption, we choose visemically equivalent sub-words in two or more words and corrupt the first viseme within the subword. For example, consider the words ‘million’ and ‘billion’, both are visemically equivalent. We corrupt the first common viseme - ‘p’ and show the results for such corruption in Table 5. The dataset also includes the cases where the visemic equivalence does not occur at the start of the word. For example, the first common viseme which is corrupted is ‘@’, in ‘Probably’ and ‘Possibly’, when the phonetic phrase “ebli” is spoken in both. The timestamps of specific phonemes are obtained through the Montreal Forced Aligner [15]. After that, the phonemes were converted to visemes. Through this type of corruption, we test the model’s knowledge of specific visemes given the context. We list the SSIM metrics after reconstructing each viseme is detailed in Table 8 of the Appendix.

3. INTERWORD AND INTRAWORD CORRUPTIONS:

In this type of corruption, we corrupt 80% of approximately 20,000 unigram and bigram combinations. Corruption was done such that for a particular gram, 10% each of the prefix and suffix of the overall gram remains in the original state after the corruption. For example, consider the bigram ‘United States’, the corruption of this bigram results in ‘Un*********es’. A model that works well on such corruptions understands the context of the words well and is robust to corruptions during the transition from one word to another.

4. PREFIX COMPLETION: For this corruption, we remove the start frames of a video. We do this for two levels of corruptions- a low level, 40% and a high level corruption (75%).

5. SUFFIX COMPLETION: Similar to the PREFIX COMPLETION test, we corrupt the ending frames from the sequence of input, which is also performed for 40% and 75% corruption. These two tests make sure that the model understands both the word start and word end and is not biased towards either. While predicting word start requires context from the previous word and the remaining part of the word, predicting the end of the word requires context from the prefix and the next word.

6. POS TAGGED CORRUPTIONS: In this type of corruption, we identify nouns, pronouns, verbs, adjectives and determinants using Spacy’s English language POS tagger\(^3\). The corresponding timestamps for all such tagged words were obtained through MFA. Following this, we decided to corrupt these words for further study. For example, in a video from LRS3, the speaker says ‘The short answer to the question is that no, it’s not the same thing’. The POS tagger identifies the three words ‘answer’, ‘question’ and ‘thing’ as nouns. Thus all of the frames belonging to these three words were corrupted while inducing corruptions to nouns.

By introducing such corruptions, we test how well do the models understand semantic features of the language spoken. For example, for a particular model proper nouns may be more difficult to predict than pronouns. This test helps to bring such nuances into forefront.

3. APPROACH

3.1. Dataset

We choose LRS3 dataset [16] for testing out the speech video frame generation models and making the six challenge sets

\(^1\)We provide two examples in the Figures 1 and 2 and a few more in the Figure 5 in the Appendix.

\(^2\)We make the datasets available at https://sites.google.com/view/yaman-kumar/speech-and-language/linguistically-informed-lrs-3-dataset. Training scripts for the models in Section 3.2 are available at https://github.com/midas-research/linguistically-informed-frame-interpolation/

\(^3\)https://spacy.io/api/tagger/
Table 1: SSIM obtained upon reconstruction of corrupted videos in the Visemeric Corruption dataset, averaged across the videos being corrupted for each viseme.

| Viseme | FCN3D | LSTM | FCN3D | Super SloMo |
|--------|-------|------|-------|-------------|
| @      | 0.8974 | 0.7489 | 0.9086 | 0.9660      |
| a      | 0.8838 | 0.7410 | 0.9152 | 0.9566      |
| E      | 0.8902 | 0.7425 | 0.9231 | 0.9656      |
| f      | 0.8922 | 0.7465 | 0.9197 | 0.9617      |
| i      | 0.8923 | 0.7387 | 0.9239 | 0.9761      |
| k      | 0.8910 | 0.7434 | 0.9242 | 0.9684      |
| O      | 0.9059 | 0.7513 | 0.9213 | 0.9558      |
| p      | 0.8921 | 0.7415 | 0.9256 | 0.9715      |
| r      | 0.8998 | 0.7446 | 0.9255 | 0.9731      |
| s      | 0.8920 | 0.7497 | 0.9238 | 0.9662      |
| S      | 0.8829 | 0.7398 | 0.9237 | 0.9556      |
| t      | 0.8945 | 0.7443 | 0.9268 | 0.9702      |
| T      | 0.9087 | 0.7436 | 0.9185 | 0.9771      |
| u      | 0.8918 | 0.7503 | 0.8936 | 0.9395      |

Table 3: Statistics for the challenge datasets made for each task. Legend: # Sp: Number of speakers, # Ut: Number of utterances, # Wl: Number of word instances, Vo: Vocabulary.

| Corruption Types                  | # Sp | # Ut | # Wl | Vo  |
|-----------------------------------|------|------|------|-----|
| RandomFrame and Extreme Sparsity  | 4,004| 31,982| 356,940| 17,545|
| Viseme                            | 1,883| 6,152| 138,207| 16,663|
| Interword                         | 3,008| 10,421| 141,850| 12,621|
| Intra-word                        | 2,756| 10,580| 141,296| 11,824|
| Prefix and Suffix                 | 4,004| 31,982| 356,940| 17,545|
| POS Tagged Corruptions            | 4,004| 31,982| 356,940| 17,545|

Table 4: Overview of LRS-3 dataset used for experimentation. To train our models, we used the ‘Pretrain’ section of the dataset and the ‘trainval’ section as the testing set. We also sample the linguistically aware evaluation datasets (Section 2) from the ‘trainval’ section itself. The ‘test’ set of LRS3 has very few videos (1321) and was dropped to simplify the distribution.

| Metrics               | Pretrain | Trainval | Test  |
|-----------------------|----------|----------|-------|
| # Speakers            | 5091     | 4005     | 413   |
| # Utterances           | 118,516  | 51,982   | 1321  |
| # Word instances       | 3,894,800| 807,375  | 9890  |
| Vocab                 | 51,211   | 17,546   | 2002  |

Table 2: Metrics obtained on the test set for the different experiments conducted. For each experiment, two different levels of corruption were tested, a low 40% and a high 75% corruption. It also highlights how the behaviors of models vary across different experiments, thus further reaffirming the need for a more comprehensive test suite. We share more detailed metrics in appendix Table 6.

| Corruption                | 40%    | 75%    |
|---------------------------|--------|--------|
| FCN3D                     | 0.9271 | 23.7161| 0.8554 | 21.8354|
| BDLSTM                    | 0.8119 | 21.6103| 0.8199 | 22.3904|
| FCN3D + ROI               | 0.9326 | 28.3123| 0.8654 | 24.7521|
| Super SloMo               | 0.9849 | 30.3459| 0.9603 | 28.2660|

as described in the last section. We chose LRS3 for this task since it has a high variety of speakers (5091), number of utterances (118k) and has longer average speech length. Other datasets are generally much less diverse both in terms of speakers and number and length of videos [17, 18]. In LRS3, the standard frame rates are 24, 30 and 60 fps. Therefore, we choose a standard frame rate of 32 to train our models and pad it with random noise. We train and evaluate our models using the LRS3 dataset with slight modifications, as explained in Table 4. We evaluate the models’ generated videos on MSE, SSIM and PSNR metrics [3].

3.2. Models

We perform the tests on 4 different models. We perform the baseline tests on standard methods comprising of Convolutional Bi-Directional LSTM (BDLSTM) and Fully Convolutional Neural Network consisting of 3D convolutions (FCN3D). Further, we compare them with the proposed 3D Fully Convolutional Network with ROI unit. FCN3D have been heavily used in 3D image synthesis based tasks such as [13] while convolutional BDLSTM has been used for sequential image synthesis [19]. For the FCN3D model, we select a 3D De-noising auto-encoder based approach which has been known to be robust for video and 3D image synthesis related tasks [20, 21]. We also compare the results with NVIDIA’s Super-Slo-Mo model [3] which is a state of the art method for interpolating frames with suitable modifications for the test suite.

In this approach, we take a set of noisy frames as input
and generate the denoised frames and train the network as a denoising autoencoder [22]. The network is expected to learn interpolations based on the available frames in the video sequence without any additional information. We test the model on two different percentages of corruptions and show the results for sparse reconstruction in the Figure 3. The network is trained with the corrupted frames with the original frames as the output. We tried for two kinds of losses, L1 and L2, since L2 is well known to produce blurring we define the reconstruction loss in equation 1.

\[ L_{frame} = \frac{1}{N} \sum_{x \in X} ||f(x_{corr}) - y||_1 \]  

where \( x_{corr} \) is the corrupted input image for an image \( x \) in the set of images \( X \). The network learns to interpolate the missing frames based on the available set of uncorrupted frames.

3.2.1. Region of Interest (ROI) Unit

We noticed that all the models described before and their losses pay attention to images as a whole, where as, the speech videos have an important component in the form of visemes. Since there are no viseme centric losses in the conventional approaches, thus they largely are governed by other aspects of the images and not the visemes. To counter this problem, we propose an ROI loss which is calculated by computing the reconstruction loss computed between the ROI, i.e., the mouth region of the reconstructed output and ground truth. The mouth region is extracted using the facial landmarks obtained by the Blaze package [23].

From the facial landmarks, we extract the mouth region as a proxy for viseme for a particular frame and then compute the L1 loss between the mouth region extracted for the ground truth and the generated videos. This loss helps us understand the discrepancy that might arise when reconstruction is trained for full-frame instead of being trained on specific aspects like viseme for speech video reconstruction.

Further we introduce a new unit for extracting ROI from the reconstructed frames (as shown in the Figure 4). During the experiments we noticed that the the ROI extraction is performed best from the last three output channels. The ROI extraction unit consists of 2 convolutional layers and a spatial transformer layer proposed by [24]. They key idea is that the convolutional layers learn to focus on the ROI while the STN learns to extract only the mouth region. We show that the FCN3D model shows a much greater boost in terms of metrics for even sequential tasks such as prefix and suffix corruptions, coming close to the performance of that of bi-directional LSTMs for sequential reconstructions.

The ROI loss can be defined as:

\[ L_{roi} = \frac{1}{N} \sum_{x \in X} ||f_{stn}(x_{corr}) - y_{roi}||_1 \]  

where \( y_{roi} \) are the ground truth ROI features extracted

![Image](image1.png)

Fig. 1: To show the ineffectiveness of the existing metrics such as PSNR, SSIM, MSE we create a new synthetic video clip of size 32 frames by replicating the first frame 16 times and the last frame 16 times in the second image. We notice that even though contextually the information is incorrect since only two frames are used to construct the complete video, the metrics show high values indicating that the synthetic video is a faithful reconstruction of the original video. This result reinforces the fact that we need better metrics to compensate for the underlying context and comes in par with the metrics obtained by training FCN3D in Table 2. However, the proposed method takes into account the visemic reconstruction thus enabling to get a more faithful reconstruction.

| Model               | SSIM    | PSNR   |
|---------------------|---------|--------|
| Viseme Corruption   |         |        |
| FCN3D               | 0.8385  | 18.5201|
| BDLSTM              | 0.7269  | 17.2827|
| FCN3D + ROI         | 0.9106  | 26.5401|
| Super SloMo         | 0.9129  | 25.2605|
| Word Level Corruption|       |        |
| FCN3D               | 0.8109  | 18.4554|
| BDLSTM              | 0.7411  | 18.0665|
| FCN3D + ROI         | 0.8804  | 25.3279|
| Super SloMo         | 0.8800  | 24.5971|
| Multi Word Corruption|      |        |
| FCN3D               | 0.8064  | 19.6111|
| BDLSTM              | 0.7411  | 18.0665|
| FCN3D + ROI         | 0.8308  | 23.1206|
| Super SloMo         | 0.8481  | 23.8295|

Table 5: Metrics obtained on the newly introduced challenge datasets. It can be seen that even the simpler models trained with ROI unit embedding give results close to the baseline (Super SloMo). More details can be found in Table 8 in appendix.
The above images are part of the original and Super-SloMo interpolated videos for the phrase ‘I don’t exactly walk around with a hundred and thirty five million dollars in my wallet’. Although the interpolated frames have an excellent quality, and achieve very high scores on the metrics, zooming on them reveals that they are not able to reproduce the lip movements. For instance, in the figure above, the speaker closes his mouth several times but in the bottom one, the speaker does not close his mouth at all. This interpolated video despite achieving excellent scores, will look asynchronous to a viewer.

![Corrupt Input](image1)

![Ground Truth](image2)

![Generated](image3)

**Fig. 2**: Sample Completion using ROI stream, the top image is the corrupt input, the left column contains the ground truth and the right column contains the generated output ROI and frame reconstructions.

Thus the total loss during training is

$$L_{total} = L_{frame} + L_{ROI}$$

However, for computing metrics we take into account only the reconstructed frames since ROI loss is only an auxiliary for frame reconstruction.

In this section, we present the experimental results for the models given in the Section 3.2 on the tests explained in the Section 2. Results of the test suite are given in the Table 2. We notice that for random corruption, though fully convolutional models beat bi-directional LSTMs for low levels of noise, the bi-directional LSTMs gives a much better performance for longer sequential frame reconstructions. We see that the ROI extraction unit helps boost the performance of the FCN.
model. The ROI stream network helps attain a better PSNR and SSIM comparable with LSTM. This can be attributed to the model’s ability to focus more on visemes indirectly by learning a better reconstruction of the ROI for speech videos. The secondary stream is a very shallow network consisting of two convolutions and a spatial transformer which helps extract the mouth ROI from the already generated output. Thus, ROI loss further helps the network learn more about the visemic structure of the reconstruction and help attain better scores on the metrics.

We also show a quantitative comparison with Super SloMo [3]. Since Super SloMo only allows for the prediction of the contiguous frame we had to significantly modify the experimental setup to make any comparisons with it. The architecture did not allow the first and last frame of the batch from being corrupted. Therefore, though the quantitative results are the best for it, Super-SloMo suffers from severe experimental restrictions unlike the other models presented. In the case of continuous corruption, it will require the start and the end frames to reconstruct the intermediate ones, hence it is difficult to implement it in real time while taking into account the random nature of the noise/corruption.

If we look at the results on viseme and word-level datasets (Table 5), it can be seen that FCN3D with ROI outperforms SuperSloMo in terms of SSIM in word level corruption and PSNR for Viseme corruption attaining a PSNR of 26.54 against 25.2605 by Super SloMo. This is due to the smaller duration of corruption in these datasets as compared to those in Table 2. This is also likely to be the practical corruption distribution for real-time speech video streaming where networks like Super SloMo cannot function since they generate frames for only third time $t_3$ step between $t_1$ and $t_2$ (one of which may not exist). The proposed models are not restricted by this limitation and for the speech videos, capture a longer temporal context (not just the frames at timestamps $t_1$ and $t_2$) besides focusing on the mouth region using the ROI unit. As evident from Table 2 for random corruption FCN3D+ROI gives a high PSNR value of 24.75 beating BDLSTM and coming in close with Super SloMo with a PSNR value of 28.26, while LSTM outperforms FCN3D+ROI for prefix and suffix corruptions however with a smaller difference of 2.21, while Super SloMo outperforms both with a higher margin due to its ability to incorporate optical flow. This highlights a key limitation of such methods for speech video interpolation tasks due to their inability to capture context also reinforcing the need for a better test suite for a more faithful evaluation of speech video interpolation.

5. CONCLUSION

In this paper, we demonstrate the necessity of a comprehensive linguistically-informed test suite that encompasses all the major aspects of speech in the task of speech video interpolation and reconstruction. We release six challenge datasets for this purpose. We also compare several different contemporary deep learning models for the different tasks proposed. We show the importance of incorporating visemic loss and provide a natural proxy to judge the visemic nature of reconstruction. In the future, we would like to cover more such linguistic aspects of speech. A parallel task would also be to take the audio-modality into account while reconstructing the corrupted and missing frames in video interpolation.
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## 7. APPENDIX

| Model               | Corruption (%) | MSE          | L1           | SSIM         | PSNR        |
|---------------------|----------------|--------------|--------------|--------------|-------------|
| **Random Corruption** |                |              |              |              |             |
| FCN3D               | 75             | 0.00676463761| 0.045407488131| 0.85548661841| 21.835453811 |
| BDLSTM              | 75             | 0.003376746131| 0.04577421668 | 0.8199831679 | 22.3904257   |
| FCN3D + ROI         | 75             | 0.0042412771 | 0.03334277668 | 0.8654025606 | 24.75212616  |
| Super SloMo         | 75             | 0.0032095665 | 0.01857670849 | 0.9603758130 | 28.26607934  |
| FCN3D               | 40             | 0.00457458   | 0.035658672   | 0.92712117736| 23.7161957   |
| BDLSTM              | 40             | 0.007817896078| 0.003908948039| 0.8119493937 | 21.61034683  |
| FCN3D + ROI         | 40             | 0.001789543358| 0.02319063034 | 0.9326486659 | 28.31231905  |
| Super SloMo         | 40             | 0.001827087549| 0.01178585826 | 0.9849396967 | 30.34593392  |
| **Prefix Corruption** |                |              |              |              |             |
| FCN3D               | 75             | 0.03386275504| 0.1280372506 | 0.5230895327 | 14.72089311 |
| BDLSTM              | 75             | 0.01924806966| 0.09155410213| 0.6288598475 | 17.60978618  |
| FCN3D + ROI         | 75             | 0.03076031727| 0.1183280068 | 0.5208106449 | 15.3950073   |
| Super SloMo         | 75             | 0.01147114887| 0.0528111567 | 0.7387903618 | 20.8218895   |
| FCN3D               | 40             | 0.01442131055| 0.06817412473| 0.768064321  | 18.45132821  |
| BDLSTM              | 40             | 0.007817896078| 0.05492175745| 0.8119493937 | 21.61034683  |
| FCN3D + ROI         | 40             | 0.01163159572| 0.05775547531| 0.7721097014 | 19.67188354  |
| Super SloMo         | 40             | 0.00629138803| 0.03642695826| 0.8411455717 | 23.1864927   |
| **Suffix Corruption** |                |              |              |              |             |
| FCN3D               | 75             | 0.03294822413| 0.1267357732 | 0.5301524016 | 14.83449745 |
| BDLSTM              | 75             | 0.01685405068| 0.08765571195| 0.628108149 | 17.85060638 |
| FCN3D + ROI         | 75             | 0.03108713292| 0.1189973814 | 0.5161932313 | 15.34146382 |
| Super SloMo         | 75             | 0.01606990903| 0.0645460370 | 0.6952581282 | 19.83196098 |
| FCN3D               | 40             | 0.01340424056| 0.0664626308 | 0.7816231303 | 18.75181294 |
| BDLSTM              | 40             | 0.009791911686| 0.06129637416 | 0.7682148904 | 20.48639619 |
| FCN3D + ROI         | 40             | 0.01134652429| 0.05662384959| 0.777493871 | 19.77901653  |
| Super SloMo         | 40             | 0.01155048322| 0.04815621729 | 0.8140604513 | 22.4334380   |

**Table 6**: The above table shows the metrics obtained on the test set for the different experiments conducted. For each experiment 2 different levels of corruptions have been tested, 40% and a very high corruption 75%. The above table also experimentation highlights how the behaviours of models vary across different experiments, thus further reaffirming the need for a more comprehensive test suite.
| Metrics          | Train | Eval | Test |
|------------------|-------|------|------|
| # Speakers       | 5091  | 4005 | 413  |
| # Utterances     | 118,516 | 31,982 | 1321 |
| # Word instances | 3,894,800 | 807,375 | 9890 |
| Vocab            | 51,211 | 17,546 | 2002 |
| Avg. Video Length| XXX   | XXX  | XXX  |

Table 7: Overview of LRS-3 dataset used for experimentation

MSE: 0.01086
PSNR: 19.64074
SSIM: 0.7619643

Fig. 5: Another example to show the case where we get relatively high SSIM and PSNR values despite the usage of only two frames to create the synthetic clip. This reinforces the fact that we need better metrics to compensate for the underlying context.

| Model           | MSE      | L1       | SSIM          | PSNR          |
|-----------------|----------|----------|---------------|---------------|
| Viseme Corruption |         |          |               |               |
| FCN3D           | 0.01460618444 | 0.0568077997 | 0.83858460187 | 18.52015423  |
| BDLSTM          | 0.02084208424 | 0.0828854019 | 0.72696408065 | 17.28277912  |
| FCN3D + ROI     | 0.00229573487 | 0.0268876856 | 0.91065606555 | 26.54016680  |
| Super SloMo     | 0.00377557111 | 0.0265828257 | 0.91293388146 | 25.26056400  |

| Word Level Corruption |         |          |               |               |
| FCN3D               | 0.01476183945 | 0.0596284348 | 0.81098916828 | 19.45544786  |
| BDLSTM              | 0.01841032799 | 0.0762009256 | 0.74111890852 | 18.06654904  |
| FCN3D + ROI         | 0.00313893227 | 0.03035552080 | 0.88049633604 | 25.32792884  |
| Super SloMo         | 0.00426348229 | 0.0304555968 | 0.88005496244 | 24.59719328  |

| Multi Word Corruption |         |          |               |               |
| FCN3D                | 0.01131341632 | 0.0555250485 | 0.80642498433 | 19.6113891  |
| BDLSTM               | 0.01841032808 | 0.0762009258 | 0.74111890912 | 18.06654899 |
| FCN3D + ROI          | 0.00538372894 | 0.0382826699 | 0.83086333181 | 23.13544090 |
| Super SloMo          | 0.00524661909 | 0.0348772242 | 0.84817349957 | 23.82953434 |

Table 8: The above table shows similar metrics for the same models on the newly introduced datasets. It can be seen that simpler models trained with ROI embedding give results close to the baseline.