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Abstract—Generative adversary networks (GANs) suffer from training pathologies such as instability and mode collapse, which mainly arise from a lack of diversity in their adversarial interactions. Co-evolutionary GAN (CoE-GAN) training algorithms have shown to be resilient to these pathologies. This article introduces Mustangs, a spatially distributed CoE-GAN, which fosters diversity by using different loss functions during the training. Experimental analysis on MNIST and CelebA demonstrated that Mustangs trains statistically more accurate generators.

Index Terms—generative adversarial networks, co-evolutionary algorithms, neural networks

I. INTRODUCTION

Generative adversarial networks (GANs) have emerged as a powerful machine learning paradigm for the task of estimating a distribution function underlying a given set of samples [1]. The successes of GANs in generating realistic, complex, multi-variate distributions motivated a growing body of applications, such as realistic image generation [2], video prediction [3], and text to image synthesis [4].

A GAN consists of two neural networks (NN), a generator and a discriminator, which apply adversarial learning to train their weights against each other (formulated as a minmax optimization problem). The discriminator is trained to correctly discern the “natural/real” samples from “artificial/fake” samples produced by the generator. The generator is trained to transform a random input into samples that fool the discriminator. GANs are notoriously hard to train, frequently showing pathologies such as mode collapse or vanishing gradients [5], [6].

Co-evolutionary training (CoE) has shown to be resilient to the GAN training degenerative behaviors by evolving two populations of NNs (one of generators against one of discriminators) towards convergence while keeping genome diversity [6]. This article summarizes our previous research [7], in which we proposed a CoE GAN training method named MUtation SpaTial gANs (Mustangs). Mustangs combines the ideas of two successful GAN training approaches that foster diversity by applying different strategies: Evolutionary GAN (E-GAN), which injects diversity by applying three different NN mutations [5], and Lipizzaner, which applies a spatially distributed cellular CoE training [8]. The main aim of this research was to show that combining ideas from both training methods improve diversity, and therefore, is better than either one of them.

II. MUTATION SPA TIAL GANS TRAINING

Mustangs applies a spatially distributed CoE to train GANs. It evolves two populations, $P_u = \{u_1, \ldots, u_T\}$ a population of generators and $P_v = \{v_1, \ldots, v_T\}$ a population of discriminators to create diversity in genomes spaces. Both populations ($P_u$ and $P_v$) are distributed on the cells of a two dimensional toroidal grid [6]. The fitness $L$ of each generator $u_i \in P_u$ and discriminator $v_j \in P_v$ are assessed according to their interactions with a set of discriminators from $P_v$ and generators from $P_u$, respectively. The fittest individuals are used to generate the new of individuals (generators and discriminators) by applying mutation. The new individuals replace the ones in the current population if they perform better (better fitness) to produce the next generation.

Instead of applying the CoE in an all-vs-all flavor, the cell’s neighborhood defines the subset of individuals (sub-populations) of $P_u$ and $P_v$ to interact with and it is specified by its size $s_n$. In our study, we use a five-cell neighborhood, i.e, one center and four adjacent cells. In Mustangs, each neighborhood (sub-population) performs an instance of the CoE to update its center cell with the fittest NN after each training epoch. Besides, the fittest individuals are sent to the neighborhood cells to update the sub-populations of the grid.

![Fig. 1. Mutation used in Mustangs.](image)

At the time of writing the article, CoE applied the mutation based on stochastic gradient descent (SGD) to create the offspring by minimizing only one objective/loss function, which generally attempts to minimize the distance between the generated fake data and real data distributions according to a given measure [8]. Instead, Mustangs generates the offspring by applying SGD-based mutation that randomly picks a giving training objective function (see Fig.1). Mustangs applies mutations introduced by E-GAN [5]: Minmax mutation (BCE), Least-square mutation (LSE), and Heuristic mutation (HEU).
III. EXPERIMENTAL ANALYSIS

This section summarizes the main outcomes of the empirical analysis shown in our previous work [7]. **Mustangs** was evaluated on two common image data sets: MNIST and CelebA. The experiments took into account: GAN-BCE, a standard GAN which uses BCE objective; E-GAN; a spatial CoE that applies each one of the objective functions, Lip-BCE, Lip-MSE, and Lip-HEU; and Mustangs. All evaluated methods used the same computational budget.

The Frechet inception distance (FID) was evaluated to assess the accuracy of the generated fake data [9] and the total variation distance (TVD) for diversity.

Table I shows the best FID values on MNIST. **Mustangs** has the lowest (best) median. All the spatially distributed methods are better than E-GAN and GAN-BCE. The results indicate that Mustangs is robust to the varying performance of the individual loss functions (lowest deviation). This helps to strengthen the idea that diversity, both in genome and mutation space, provides robust GAN training. A ranksum test with Holm correction confirms that the difference between Mustangs and the other methods is significant at confidence levels of $\alpha < 0.01$.

Table II summarizes TVD results on MNIST. The methods that provide genome diversity generate more diverse data samples than the other two analyzed methods. The three algorithms with the lowest (best) FID score (Mustangs, Lip-BCE, and Lip-HEU) also provide the lowest (best) TVD values. The best TVD result is obtained by Lip-HEU.

IV. CONCLUSIONS AND FUTURE WORK

The research carried out showed that GAN training can be improved by boosting diversity. Mustangs tested on the MNIST and CelebA datasets showed the best accuracy, robustness, and high diversity in label space. This research was the root of other published studies [10], [11].
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