Network Diversity and Affect Dynamics: The Role of Personality Traits

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

Citation
Alshamsi, Aamena, Fabio Pianesi, Bruno Lepri, Alex Pentland, and Iyad Rahwan. "Network Diversity and Affect Dynamics: The Role of Personality Traits." Edited by Alain Barrat. PLoS ONE 11, no. 4 (April 1, 2016): e0152358.

As Published
http://dx.doi.org/10.1371/journal.pone.0152358

Publisher
Public Library of Science

Version
Final published version

Citable link
http://hdl.handle.net/1721.1/103078

Terms of Use
Creative Commons Attribution

Detailed Terms
http://creativecommons.org/licenses/by/4.0/
Network Diversity and Affect Dynamics: The Role of Personality Traits

Aamena Alshamsi¹, Fabio Pianesi², Bruno Lepri²,³, Alex Pentland³, Iyad Rahwan¹,³*

¹ Department of Electrical Engineering and Computer Science, Masdar Institute of Science & Technology, Abu Dhabi, United Arab Emirates, ² Foundation Bruno Kessler, Trento, Italy, ³ Media Laboratory, Massachusetts Institute of Technology, Cambridge, Massachusetts, United States of America

* irahwan@acm.org

Abstract

People divide their time unequally among their social contacts due to time constraints and varying strength of relationships. It was found that high diversity of social communication, dividing time more evenly among social contacts, is correlated with economic well-being both at macro and micro levels. Besides economic well-being, it is not clear how the diversity of social communication is also associated with the two components of individuals’ subjective well-being, positive and negative affect. Specifically, positive affect and negative affect are two independent dimensions representing the experience (feeling) of emotions. In this paper, we investigate the relationship between the daily diversity of social communication and dynamic affect states that people experience in their daily lives. We collected two high-resolution datasets that capture affect scores via daily experience sampling surveys and social interaction through wearable sensing technologies: sociometric badges for face-to-face interaction and smart phones for mobile phone calls. We found that communication diversity correlates with desirable affect states—e.g. an increase in the positive affect state or a decrease in the negative affect state—for some personality types, but correlates with undesirable affect states for others. For example, diversity in phone calls is experienced as good by introverts, but bad by extroverts; diversity in face-to-face interaction is experienced as good by people who tend to be positive by nature (trait) but bad for people who tend to be not positive by nature. More broadly, the moderating effect of personality type on the relationship between diversity and affect was detected without any knowledge of the type of social tie or the content of communication. This provides further support for the power of ubiquitous sensing in understanding social dynamics, and in measuring the effect of potential interventions designed to improve well-being.

Introduction

The advent of communication technologies and the ease of mobility have made our social networks more diverse. Almost on a daily basis, we contact different people from diverse backgrounds and relationships. One straightforward way to measure the diversity of our social
networks is through considering the uniqueness of people who we interact with, possibly quantify it according to the number of people we communicate with (number of different social contacts) [1], types of relationships (e.g. friend and/or family) [2, 3] or backgrounds (e.g. ethnicities) [4, 5]. By using these measures, diversity in social networks appears to lead or correlate with desirable societal outcomes [6] such as better health [2, 3] and higher creativity [7], as well as with less desirable ones such as distrust, less voting and donation [4] and low performance in schools [8]. Social network diversity seems connected also with affect, namely the experience/feeling of emotions, in the context of daily interaction [9] and social (emotional, financial or informational) support from other people [10].

Nevertheless, the above concept of diversity does not consider the role that time plays in shaping our social interactions and, in particular, in having each of us allocate different time to different people (social contacts [11]). Such time-sensitive notion of social communication diversity (dividing time more or less evenly among social ties) has been shown to associate with economic well-being indices, such as economic development in communities [12] and individual’s financial status [13], as well as with individual outcomes such as study performance [8].

In this paper, we try to extend this body of work by investigating the relationships (if any) between such notion of diversity—which we will refer to by the term diversity of social communication—and two important components of subjective well-being: positive and negative affect. Specifically, positive and negative affect are two independent dimensions representing the self-reported or inferred experience (feeling) of emotions [14–16]. Positive affect (PA) reflects the degree of feeling “enthusiastic”, “active” and “alert”, whereas negative affect (NA) reflects “distress and not pleasurable engagement” feelings e.g. “anger, disgust, guilt, fear and nervousness”. Although positive affect and negative affect intuitively look inversely correlated, they exhibit a degree of distinction and independence from each other according to their intensities [15]. The presence (absence) of one type of affect does not entail the absence (presence) of the other; they are measured separately [17].

We chose affect as a proxy for subjective well-being because it has an impact on different aspects of people’s lives. For example, positive affect is associated with many desirable outcomes e.g. success [18], creative problem solving, [18] motivation and performance [19]. However, negative affect is associated and correlated with stress [20] and health complaints [21]. Interestingly, affect plays a role in organizations [22, 23], especially between groups [24].

What we are interested in understanding, therefore, is whether the changing diversity of social communication, measured on a daily basis, is anyhow related to the dynamics of positive and negative affect states, measured again on a daily basis. In psychology, affect states are momentary experiences (e.g. when a person feels anxious or angry at a particular moment).

A more complete picture of such relationship, however, cannot neglect the possible modulating role of different stable individual dispositions, called traits. Indeed, affect states are known to associate with positive and negative affect traits and the Big-Five personality traits [25–28] in such a way that, e.g. a person who has a high score on the positive affect trait will tend to experience higher levels of positive affect states. Personality and affect traits refer to stable characteristics of an individual, e.g. habitual patterns of behaviour and emotions. Hence, traits are relatively stable over time, different across individuals (e.g. some people are outgoing whereas others are shy), and influencing behaviour. Whether and how the different individual traits interact with the diversity of social interaction to yield daily affect states is open to investigation. This work brings affect and personality traits into the picture, aiming at clarifying the way (if any) they modulate the relationships between affect states and diversity of social communication.
Other aspects that should be considered are the possible differences due to the communication modality and the communication setting. Conceivably, face-to-face communication can impose different time limitations than, e.g., phone calls. Similarly, interactions in workplaces can impose different constraints (e.g., they are time limited and partially random) than daily spontaneous interactions with friends and relatives. Hence, this could reflect in diversity of social interaction and in the way it relates to affect states. In order to control for these possibilities, we exploited two data sets, one containing face-to-face interactions in a workplace and the other daily cell-phone calls.

The first dataset contains the face-to-face interactions of 52 people who wore the sociometric badge for 30 working days. The sociometric badges are wearable devices that are capable of detecting face-to-face interaction through embedded infrared sensors. The second dataset contains the cell-phone calls of 119 people, recorded for a period of 26 days. Daily experience sampling surveys were used in both cases to collect information about daily affect states.

The notion of diversity of social communication can be operationalized in two partially different ways. Starting from the distribution of time allocated to each contact during a given day, we can model the diversity as the distributional uniformity, with diversity decreasing when few social contacts consume more communication time than other contacts. In this view, diversity of social communication becomes similar to Shannon entropy. A slightly different approach exploits the concept of inequality: diversity is high when every contact is allocated the same amount of time and it decreases when fewer contacts take a bigger share of the available time; such a notion can be operationalized through the Gini coefficient. In principle, this quantity has an inverse relationship with Shannon entropy. However, this relationship breaks down when the number of social contacts is 1, as both Gini and Shannon entropy yield a zero value.

**Methods**

**Data Collection**

High-resolution sensors have made collecting and analyzing enormous amounts of social interaction data possible, alleviating the exclusive reliance on self-reports based on people’s memory. Moreover, sensors can log data at very fine time-scales without interfering with people’s routines or consuming their time, making it easier to investigate short-duration phenomena. Therefore, we used two types of wearable sensors to track the social interaction of participants in two separate experiments: (1) sociometric badges and (2) smart phones. We collected also the affect states and traits of participants through surveys.

**Sociometric Badges Dataset.** Sociometric Badges, designed and built by author Pentland, are equipped with accelerometer, microphone, bluetooth and infrared sensors that can be used to capture (i) body movements, (ii) prosodic speech features (e.g., pitch), (iii) proximity to colocation with other people and (iv) face-to-face interactions respectively. In this work, we exploit infrared sensors to recognize similar sensors facing them, implying that the two participants wearing them had a face-to-face interaction. In order for a badge to be detected through infrared sensors from another badge, the two badges must have a direct line of sight and the receiving badge’s infrared must be within the transmitting badge’s infrared signal cone of height $h < 1$ meter and a radius of $r < h \tan \theta$, where $\theta = 15^\circ$ degrees; the infrared transmission rate (TRir) was set to 1Hz.

We used these badges to track face-to-face interactions of fifty two individuals and conducted three daily experience sampling surveys to collect information about their affect states: high positive affect (HPA), low positive affect (LPA), high negative affect (HNA) and...
low negative affect (LNA) – Fig 1(i). In addition, affect and personality (stable) traits were measured at the beginning and at the end of the study.

The study lasted 30 working days during work hours at the premises of a research organization in northern Italy. The participants are employees in a research institution in Italy who volunteered to participate in the experiment for six weeks (working days are considered only). They belong to five units whereby all the employees of these units participated in the experiment along with the heads of these units. Their ages range from 23 to 53 with an average of 36. Forty seven participants are men (90.3%) and five are women (9%). Forty seven participants are Italian (90.3%) and five participants are from other countries (9%). Forty six out of the fifty two participants were researchers in computer science belonging to four research groups; the remaining six participants were part of the full-time IT support staff. Their educational level varies from high school diplomas to PhD degrees. Following the Italian regulations, all participants were asked to sign an informed consent form and the study was conducted in accordance to the form. The general study and the form were also approved by the ethical committee of Ca’ Foscari University of Venice.

Procedure. The participants wore sociometric badges every working day within the institution. At the beginning and at the end of the experiment, the participants filled extended surveys about personality and affect traits. During the six weeks, participants were asked to fill three daily experience sampling surveys about their transient affect states that they have experienced in the last 30 minutes. It is very unlikely that people would have experienced significantly varying affect states during such a short period of time. The surveys were triggered to be sent via email every working day at 11:00 AM, 2:00 PM and 5:00 PM. The participants were given
2.5 hours to fill the surveys. We refer to the first survey as the morning survey, the second survey as the midday survey and the third survey as the afternoon survey.

Experience sampling surveys elicit dynamic states of affect. Questions in these surveys report participants’ states which were experienced in the last 30 minutes. The short version of Positive and Negative Affect Schedule (PANAS) was used to evaluate the affect states of participants [39]. Specifically, high positive affect (HPA) was assessed using 3 items: *enthusiastic, interested and active*. High negative affect (HNA) was assessed using 3 items: *sad, bored and sluggish*. Low positive affect (LPA) was assessed using 2 items: *calm and relaxed*, while low negative affect (LNA) was assessed using 2 items *lonely and isolated*. Respondents were asked to report a number on a scale from 1 to 5 (1 = Very Slightly or Not At All and 5 = Extremely) for each item. Then, we averaged the numbers assigned to the items describing a given state (e.g. *enthusiastic, interested and active for HPA*).

Note that the experience sampling method has a long history and is highly reliable in measuring dynamics of psychological states within individuals [40]. For those interested in the caveats around the use of experience sampling, we also point to extensive discussions elsewhere [41].

On the other hand, the Italian version of the Big Five Marker Scale (BFMS) [42] was used to assess personality traits at the beginning and at the end of the experiment. This scale is an adjective list composed by 50 items. Our sample was composed of almost 90% Italian native speakers and the subjects who were not Italian native speakers received a validated translation of the BFMS. Similarly, Multidimensional Personality Questionnaire (MPQ) was utilized to measure the affect traits of our participants [43].

**Preprocessing the surveys.** We take the average of the daily scores of dynamic affect states of each participant to associate it with the daily diversity in communication that take place before the last filled survey.

**Dispositional Traits of Personality and Affect.** We considered the trait scores that were reported by participants at the end of the experiment. Then, we normalized the trait scores of participants using the mean and the standard deviation. To discuss the statistical interaction between traits and social-situational factors associated with a given transition, we focused only on participants with high scores in the trait (+1 standard deviation) and participants with low scores in the trait (-1 standard deviation). By using this method, we are able to know how levels of traits moderates the association between the social-situational factors and the variability in states. For example, we are interested to know how introverts respond to an increase in the diversity in social communication in comparison to extroverts’ response to the same increase.

**Mobile Territorial Lab Dataset.** Mobile phones allow for unobtrusive and cost-efficient access to huge streams of previously inaccessible data related to daily social behavior [44–47]. Recently, the social psychologist Miller wrote “The Smartphone Psychology Manifesto” in which he argued that the smartphones should be seriously considered as new research tools for psychology. In his opinion, these tools could revolutionize all fields of psychology and other behavioural sciences making these disciplines more powerful, sophisticated, and grounded in real-world behaviour [48]. Indeed, several works have started using smartphone activity data in order to predict personality traits [49–51], daily mood [52] and stress levels [53].

**Procedure.** We leveraged the sensing technologies that are available in smart phones and tracked the daily call social networks of 119 participants—the interlocutors could be within or outside the community of participants—in Trento, Italy for 26 days. Simultaneously, daily experience sampling surveys were conducted to collect two affect states and their corresponding traits—high positive affect (HPA) and high negative affect (HNA)—Fig 1(iii). At the beginning of the study affect and personality (stable) traits were measured.

The study was conducted within the Mobile Territorial Lab (http://www.mobileterritoriallab.eu), a joint initiative created by Telecom Italia, Fondazione Bruno Kessler, MIT Media Lab and...
Telefonica [54]. Following the Italian regulations, all participants were asked to sign an informed consent form and the study was conducted in accordance to it. The general study and the form were also approved by a joint Ethical Committee of University of Trento and Province of Trento (for more details about Mobile Territorial Lab, check S1 File).

A total of 119 volunteers from the MTL chose to participate in our data collection of daily affect states. Their ages range from 28 to 50 with an average of 39. Forty three participants are men (36%) and seventy six are women (63%). 115 participants are Italian (96.6%) and four participants are from other countries (3.4%). They held a variety of occupations and education levels, ranging from high school diplomas to PhD degrees. All were savvy Android users who had used the smartphones provided by the MTL since November 2012.

During the 26 days, participants were asked to fill daily experience sampling surveys about transient affect states that they experience. The surveys were triggered to be sent via email and via SMS every day at 8:00 PM and the participants were given four hours to fill the surveys.

The short version of Positive and Negative Affect Schedule (PANAS) was used to evaluate the affective daily states of participants [39]. Specifically, positive affect (PA) was assessed using 5 items: alert, inspired, determined, attentive and active. Negative affect (NA) was assessed using 5 items: upset, hostile, ashamed, nervous and afraid.

At the beginning of the study, the participants filled extended surveys about personality and affect traits. The long version of Positive and Negative Affect Schedule (PANAS) was used to measure the affect traits’ scores of our participants [14].

Preprocessing the surveys. The data comprise 1499 surveys by the 119 participants. Ideally, the number of filled surveys should be 3094 (119 participants × 1 daily surveys × 26 days). However, participants sometimes do not fill the daily surveys or fill them late. Because we aimed at relating the affect states to the preceding diversity in communication, the time window of the preceding communication is about twenty four hours approximately. Therefore, many surveys were not taken into consideration. Regarding the affect states, we took the exact daily reported scores.

Dispositional Traits of Personality and Affect. We followed the same described approach for the sociometric badges dataset in Section “Sociometric Badges Dataset”.

Dynamic Social networks for both Datasets

We created dynamic temporal networks of face-to-face interaction and mobile phone communication for each participant in the two datasets. For each day, we created the participant’s temporal dynamic social network based on the social ties that the infrared sensor has detected or the phone calls that the participant has received or initiated. We considered only social networks that took place before the last filled daily survey.

Due to the difference in the types of the communication, the scope of the networks in the two types differ too. The sociometric badges detect face-to-face interaction between participants only, while smart phones can track calls between participants and other people--participants or non-participants.

The dynamic social networks of the two datasets in a particular day are depicted in Fig 2. Fig 3 show the distribution of aggregate communication and social network sizes of participants in the two datasets.

Diversity

Diversity as Distributional Uniformity. One way of modeling the diversity of social interaction is through using the notion of distributional uniformity, with: a) diversity is high when all social contacts receive the same amount of interaction time and b) diversity decreases
when fewer social contacts receive more interaction time than other social contacts. By measuring the uncertainty of a random variable, Shannon entropy is a good summary measure of distributional uniformity and for this reason, it has been exploited to address diversity [1, 12, 13].

Entropy is adapted to suite interaction networks by first calculating, for node (person) $i$, the share of communication time ($p_{ij}$) he/she has shared with each of his/her interacting partners (other nodes) $j$, using Formula 1 where: $V_{ij}$ is the communication volume between node $i$ and $j$ (number of infrared contacts in face-to-face communication or the total call duration).

$$p_{ij} = \frac{V_{ij}}{\sum_{j=1}^{k} V_{ij}}$$  \hspace{1cm} (1)

$p_{ij}$ is then plugged in Formula 2 where $k$ is the degree of node $i$ (the number of $i$’s contacts) and $p_{ij}$ is the proportion of $i$’s total communication volume that involves $j$, normalized by $\log_2(k)$.

$$D_{social}(i) = -\frac{\sum_{j=1}^{k} p_{ij} \log_2(p_{ij})}{\log_2(k)}$$  \hspace{1cm} (2)

### Diversity as inequality.

If we assume that a given person, on a given day, has a given amount of time to distribute among his/her (potential) social contacts, then the diversity of social interaction comes close to inequality. This quantity is low when every contact is allocated the same amount of time and it increases as soon as fewer contacts take a bigger share of the available time. When seen from this perspective, the diversity of social interaction can be operationalized through the Gini coefficient, whose typical application has been the measurement of the inequality of income distribution in a given population [32].
We used Formula 3 to compute the Gini coefficient, where \( k \) is the number of contacts and \( V_{ij} \) is the volume of communication that involves \( j \).

\[
D_{social}(i) = \frac{2}{k} \sum_{j=1}^{k} jV_{ij} \frac{k + 1}{k}
\]  

(3)

Gini coefficient will be zero (no inequality) in two cases: a) when there are \( n > 1 \) contacts and the communication is equally distributed among them and b) when there is just one contact who takes all the communication time. The latter case fully accords with the view of diversity as inequality: as there are no competing contacts, there is no inequality. In principle, Gini has an inverse relationship with Shannon entropy. This relationship breaks down when the number of contacts is 1, as both Gini and Shannon entropy yield a zero value (no uncertainty = no uniformity but no inequality). For more details, we compare the behaviour of each diversity index in different scenarios in S1 File.
Results

We first describe the statistical model that we used. Then, we present our results and discuss them.

Statistical Model

Both our independent variables (levels of the various traits and diversity measures—either Shannon entropy or Gini coefficient) and dependent variables (HPA, LPA, HNA and LNA-state levels) are continuous. Hence, we used linear regression to model the relationship between dependent and independent variables. As both datasets contain longitudinal data, with repeated measures, OLS-based models are not an appropriate option, given that they do not capture within-subject correlation. We therefore used linear mixed models that allow for a flexible modeling of within-subject dependencies through different choices of co-variance structures. Other advantages of exploiting linear mixed models are: the inclusion of both random and fixed effects—which allows for to consider subjects as a random sample from the population—and higher robustness to unbalanced longitudinal data set with respect to repeated measure ANOVA.

Goodness of fit. It is essential to measure how well our model performs. Hence, we used the variance explained (R$^2$) but its calculation is not straightforward in mixed models. Recently, Nakagawa and Schielzeth proposed two types of variance explained R$^2$: (1) marginal R$^2$ and (2) conditional R$^2$ [55]. Marginal $R^2$ addresses the variance explained by fixed effects, while the conditional $R^2$ addresses the variance explained by fixed and random effects together. We used their method to calculate the $R^2$. In our case, the marginal $R^2$ (addressing the variance explained by fixed effects) is more relevant to quantify the goodness of model fit.

The role of diversity

In the context of face-to-face interactions, we analyzed 912 daily records of 52 participants and addressed four affect state: high and low positive affect (HPA/LPA) along with high and low negative affect (HNA/LNA). In phone call networks, we analyzed 1499 daily records of 119 participants and addressed two affect states: high positive affect (HPA) and high negative affect (HNA). Fig 4 depicts the within-subject variations in the HPA dynamic state and the between-subject variations in the HPA stable trait. The trait can partially explain the accompanying scores of the dynamic states. Nevertheless, there is a lot of variations that traits alone do not seem to be able to explain that are expected to exist due to situational factors. In this case, we consider the diversity of social communication as a situational factor that can explain some of the variability in the affect states.

We started with our basic model that consists of a diversity measure: entropy or Gini, ($X_{ij}$) that captures its fixed and random effects. $X_{ij}$ is the diversity of the social communication of participant $i$ at day $j$. Let $Y_{ij}$ denotes the addressed affect state of participant $i$ at day $j$. For each affect state and communication type (face-to-face or phone calls), we fit the model in Formula 4 where $\beta_0$ is a constant (intercept), $\beta_1$ is the fixed effect slope of the used diversity measure, $\beta_2$ is the random slope of the used diversity measure, $u_j$ is the fixed intercept of individuals and $e_{ij}$ is the time-specific error of participant $i$ at time $j$.

$$Y_{ij} = \beta_0 + \beta_1 X_{ij} + \beta_2 X_{ij} + u_j + e_{ij}$$ (4)

According to our results, we found that the role of diversity in social communication is not present in all settings, e.g. types of communication and affect states. In some cases, the two diversity measures (Gini and entropy) gave statistically significant results. However, in these
cases, the direction of the relationship between the diversity and the affect state is not consistent. Moreover, the $R^2$ (variance explained of models containing only diversity measures) is very small ($< 0.1$). See S1 File for details. Therefore, the relationship between diversity in communication and affect dynamic states is weak and insufficient alone to explain the dynamics of daily affect states.

**Individual Differences**

Motivated by the fact that personality traits can partially explain the variability in affect states [27, 28, 56]–it is also observed in Fig 4–especially when the traits are supported by situational
factors [26, 57], we hypothesize that the interplay between the trait and the diversity of communication (the situational factor) can better explain affect dynamics.

We turn now to consider the role (if any) played by the traits. We started with a visual inspection by plotting the interaction bar plot of the affect states, broken down by traits and diversity measures. Fig 5 shows the relationship between the level of positive affect *trait* (x-axis), the score of the positive affect *state* (y-axis) and the discretized level of the Gini score—black bars represent low scores of Gini and gray bars represent high scores of Gini. We discretized the values of the trait and the diversity measure (high and low) to demonstrate the role of the interaction between the trait and the diversity measure in affect dynamics. Obviously, the affect *state* scores correspond to the affect *trait* scores. In other words, people with high scores in the trait almost experience high scores of the affect state as well. However, when we consider the Gini coefficient, one can notice the effect of the trait score on the state score depends on the level of Gini score. When the trait is high, the mean score of the state is relatively low when Gini is high, while the mean score of the state is relatively high when Gini is low. The opposite can be witnessed in the case of low trait scores. Hence, the plot suggests that traits might indeed play a role in mediating the relationship between diversity in social communication and affect states. The purpose of the visualization is illustrating the suggested role of the interaction between traits and diversity measures in one example. Nevertheless, not all results are this

Fig 5. The bar plot demonstrates the mediating effect of traits in the relationship between the diversity measure and the score of the dynamic affect state. Generally, high scores of the trait correspond to high scores of the state. However, if we look for within-trait variation of dynamic state, we can see that diversity plays different roles in different levels of the trait. For example, when the trait level is low, the score of the state is relatively high for high scores of Gini and low for low scores of Gini. In contrast, when the trait level is high, the score of the state is relatively high for low scores of Gini and low for high scores of Gini.

doi:10.1371/journal.pone.0152358.g005
clearly visible because the data is based on longitudinal studies, in which addressed variables (diversity and affect state) are sampled many times for each participant.

This visualization is giving us a hint that the role of diversity in affect dynamics is mediated by traits. However, we need to affirm the significance of the initial observations statistically using an appropriate statistical tool for longitudinal data. Therefore, we used the complete model that contains all the variables in the basic model plus the chosen individual trait \((T_i)\) of participant \(i\) and the interaction between the trait and the diversity measure \((T_i \times X_{ij})\) where \(\beta_3\) is the fixed effect of the trait and \(\beta_4\) is the fixed effect of the interaction between the trait and the diversity measure in Equation 5.

\[
Y_{ij} = \beta_0 + \beta_1 X_{ij} + \beta_2 X_{ij} + \beta_3 T_i + \beta_4 T_i \times X_{ij} + u_j + e_{ij} \tag{5}
\]

**Deviance Test.** In addition to considering the significance of the fixed effect parameters, it is important to also investigate whether the more complex model indeed provides a better fit to the data. To this end, we exploit the deviance test which compares the deviances of the two models (the negative of twice the log-likelihood of each model) and checks whether the more complex one has a significantly lower deviance than the basic one. If so, we can confidently conclude that the more complex model yields a better fit to the data. Otherwise, the basic model is preferred.

We found that the role of diversity of communication is dependent on the addressed affect state, the psychological trait, the selected diversity measure and the communication type. For instance, in the context of face-to-face interaction, diversity (calculated by Gini) correlates negatively with high positive affect (HPA) for individuals who have low scores in the corresponding HPA, while it correlates positively with HPA state for individuals who have high scores in the HPA trait (Marginal \(R^2 = 0.3\) and \(pr(\chi^2) = 0.03\)). In the context of call networks, however, the diversity, measured by Gini, correlates positively with HPA for introverts and vice versa for extroverts (Marginal \(R^2 = 0.013\) and \(pr(\chi^2) = 0.06\)). We can see that the moderating trait differs according to the mode of communication in the case of HPA. In other words, it is not only the case that traits can moderate the effect of situational aspects (diversity in communication), but also the moderating trait and the direction of the interaction can vary according to the scenario (face-to-face vs phone call). In the context of calls, we found also that diversity, measured by entropy, correlates positively with high negative affect (HNA) for individuals who have low scores in the corresponding trait, while diversity correlates negatively with HNA for people with low scores in HNA trait (Marginal \(R^2 = 0.11\) and \(pr(\chi^2) = 0.03\)). According to the results, the complete model outperforms the basic model in most cases—as measured by \(\chi^2\) test. Said differently, the additional variance explained by the interaction of the diversity measures and traits is statistically significant in comparison to the models that include the traits only. For more details, check S1 File.

**Discussion**

Methodologically, our work demonstrates how to dynamically capture common types of social communication, face-to-face communication and phone calls, and link them to affect dynamics using automated sensors and experience sampling respectively. Our methodology can be adopted by similar studies that aim at relating social communication with dynamic characteristics and behaviours. Through our methodology, we showed that despite using minimal features of interaction—without the need to know the time or content of conversations, even the types of social relationship—we can still predict variation in affect states. We relied merely on pure structural properties of dynamic social networks of individuals, specifically diversity of social
communication, and their personality traits to infer scores of affect states. With such a non-intrusive approach, we were able to delineate the relationship between diversity of social communication and subjective well-being.

While network diversity was directly correlated with economic well-being in earlier studies, we found that the association between network diversity and subjective well-being is dependent on individual differences and communication modes. Specifically, we found that diversity of communication is beneficial for certain personality types in some communication types, while it is not beneficial for other personality types. For example, diversity in phone calls is experienced as good by introverts, but bad by extroverts; diversity in face-to-face interaction is experienced as good by people who tend to be positive by nature (trait) but bad for people who tend to be not positive by nature. Our findings contribute to the growing literature in social psychology that focuses on understanding the role of situational factors in the variability of our affect. Also, our findings bring attention to the role of individual differences (personalities) and the necessity of considering them while studying affect dynamics.

Interestingly, our results suggest also that the diversity as inequality (Gini) captures the relationship between diversity in social communication and affect dynamics better than the diversity as uniformity (entropy), in particular in the face-to-face interaction scenario. Further investigation is required to confirm this result.

Although our study is a pioneer in studying the relationship between affect dynamics and diversity in social communication, the nature of the observational studies from which the data-sets were collected, restricts our conclusions to be correlational rather than causal. The confirmation of the causality of the results requires conducting controlled experiments in which different interventions should be introduced to different groups of people in order to elicit the causal effect of diversity of social communication.

In this study, we focused only on direct communication: phone calls and face-to-face communication. Nowadays, people do not only communicate through these modes, but also use social media and instant messaging heavily. Therefore, it would be interesting to study the relationship between diversity of social communication through these passive types of communication and affect dynamics.
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