Spectral properties of local gauge invariant composite operators in the $SU(2)$ Yang–Mills–Higgs model
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Abstract The spectral properties of a set of local gauge (BRST) invariant composite operators are investigated in the $SU(2)$ Yang–Mills–Higgs model with a single Higgs field in the fundamental representation, quantized in the ’t Hooft $R_{\xi}$-gauge. These operators can be thought of as a BRST invariant version of the elementary fields of the theory, the Higgs and gauge fields, with which they share a gauge independent pole mass. The two-point correlation functions of both BRST invariant composite operators and elementary fields, as well as their spectral functions, are investigated at one-loop order. It is shown that the spectral functions of the elementary fields suffer from a strong unphysical dependence from the gauge parameter $\xi$, and can even exhibit positivity violating behaviour. In contrast, the BRST invariant local operators exhibit a well defined positive spectral density.

1 Introduction

The principle of gauge invariance is the ultimate guideline to formulate quantum field theories of the fundamental interactions as, for example, the electroweak theory $[1,2]$. In non-Abelian gauge theories, genuine local gauge invariant quantities are associated to composite operators. It is therefore remarkable that the Standard Model is successfully described by employing non-gauge invariant fields as the Higgs and the $W$ and $Z$ elementary fields. Needless to say, the high order calculations of the pole masses and cross sections worked out by means of these non-gauge invariant fields are in very accurate agreement with the experimental data, see e.g. $[3–6]$ for a few illustrations.

At the theoretical level, the gauge parameter independence of the pole masses of both transverse $W$ and $Z$ bosons as well as of the Higgs field two-point correlation functions are understood by means of the so-called Nielsen identities $[7–13]$, which follow from the Slavnov–Taylor identities encoding the exact BRST symmetry of quantized non-Abelian gauge theories. Nevertheless, as one easily figures out, the direct use of the non-gauge invariant fields displays several limitations, which become more severe in the case of a non-Abelian gauge theory. For instance, in the case of the $U(1)$ Higgs model, the transverse component of the Abelian gauge field $A_\mu$ is gauge invariant, so that the two-point correlation function $\mathcal{P}_{\mu\nu}(p)(A_\mu(p)A_\nu(−p))$, where $\mathcal{P}_{\mu\nu}(p) = (\delta_{\mu\nu} − P_{\mu}P_{\nu}p^{2})$ is the transverse projector, turns out to be independent from the gauge parameter $\xi$. However, this is no more true in the non-Abelian case, where both Higgs and gauge boson two-point functions, i.e. $(h(p)h(−p))$ and $\mathcal{P}_{\mu\nu}(p)(A_\mu^a(p)A_\nu^a(−p))$, where $h$ stands for the Higgs field and $A_\mu^a$ for the gauge boson field, exhibit a strong gauge dependence from $\xi$. As a consequence, the understanding of the two-point correlation functions of both Higgs field $h$ and gauge vector boson $A_\mu^a$ in terms of the Källén–Lehmann (KL) spectral representation is completely jeopardized by an unphysical dependence from the gauge parameter $\xi$, obscuring a direct interpretation of the above mentioned correlation functions in terms of the elementary excitations of the physical spectrum, namely the Higgs and the vector gauge boson particles. We also note here that from a lattice perspective, it is expected that the spectrum of a gauge (Higgs) theory should be describable in terms of local gauge invariant operator correlation functions, with concrete physical information hiding in the various (positive and gauge invariant) spec-
eral functions, not only pole masses, decay widths, but also transport coefficients at finite temperature etc. Clearly, such information will not correctly be encoded in gauge variant, non-positive spectral functions.

Within this perspective, the use of manifest gauge invariant variables to describe the Higgs and the vector gauge bosons is certainly very welcome. This endeavour was first proposed by ‘t Hooft in [1], and later on formalized by Fröhlich, Morchio and Strocchi (FMS) in [14,15]. These authors were able to build, out of the elementary fields, a set of local composite gauge invariant operators \{\hat{O}(x)\} which, when expanded around the value \(\Phi = \text{constant}\) which minimizes the Higgs potential present in the starting classical action, give rise to two-point functions which enjoy the important symmetry, a property which will imply useful relations for their two-point correlation functions.

The present work is organized as follows. In Sect. 2, we give a review of the SU(2) Yang–Mills–Higgs model with a single Higgs field in the fundamental representation, of the gauge fixing procedure and its ensuing BRST invariance. In Sect. 3 we calculate the two-point correlation functions of the elementary fields up to one-loop order. In Sect. 4, we define the BRST invariant local composite operators \((O(x), R^a_{\mu}(x))\) corresponding to the BRST invariant extension of \((h, A^a_{\mu})\) and calculate their one-loop correlation functions. In Sect. 5, we discuss the spectral properties of both elementary and composite operators.

In order to give a more general idea of the behavior of the spectral functions, we shall be using two sets of parameters which we shall refer as to Region I and Region II. To some extent, Region II can be associated to the perturbative weak coupling regime, while in Region I we keep the gauge coupling a little bit larger, while decreasing the vev (vacuum expectation value) of the Higgs field. Section 6 is devoted to our conclusion and outlook. The technical details are all collected in the Appendices.

2 The action and its symmetries

The Yang–Mills action with a single Higgs field in the fundamental representation is given by

\[
S_0 = \int d^4x \left[ \frac{1}{4} F_{\mu\nu}^a F^{a\mu\nu} + (D^{ij}_\mu \Phi^i)(D^{j\mu}_{\mu} \Phi^j) \right] + \frac{\lambda}{2} \left( \Phi^i \Phi^i - \frac{1}{2} \Phi^2 \right) 
\]

with

\[
F_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g \epsilon^{abc} A^b_\mu A^c_\nu
\]

and

\[
D^{ij}_\mu \Phi^j = \partial^i_\mu \Phi^j - \frac{i}{2} g (\tau^a)^{ij} A^a_\mu \Phi^j
\]
with the Pauli matrices $\tau^a$ ($a = 1, 2, 3$) and the Levi-Civita tensor $\epsilon^{abc}$ referring to the gauge symmetry group $SU(2)$. The scalar complex field $\Phi(x)$ is in the fundamental representation of $SU(2)$, i.e., $i, j = 1, 2$. Thus, $\Phi$ is an $SU(2)$-doublet of complex scalar fields that can be written as

$$\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi_1 + i \phi_2 \\ \phi_3 + i \phi_4 \end{pmatrix}. \quad (5)$$

We will work in Euclidean space-time throughout this paper.

The configuration which minimizes the Higgs potential in the expression (2) is

$$\langle \Phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} v \\ 0 \end{pmatrix} \quad (6)$$

and we write down $\Phi(x)$ as an expansion around the configuration (6), so that

$$\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} v + h + i \rho_3 \\ i \rho_1 - i \rho_2 \end{pmatrix}, \quad (7)$$

where $h$ is the Higgs field and $\rho^a, a = 1, 2, 3$, the would-be Goldstone bosons. We can use the matrix notation$^1$:

$$\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} v + h + i \rho_3 \\ i \rho_1 - i \rho_2 \end{pmatrix} \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (8)$$

so that the second term in Eq. (2) becomes

$$(D_i^\mu \Phi^i)^\dagger D_i^\alpha \Phi^\alpha = \frac{1}{2} \left[ (\partial_\mu h) \cdot 1 - i \partial_\mu \rho^a \tau^a + \frac{i g}{2} \tau^a D_i^\mu \left[ (v + h) 1 - i \rho^b \tau^b \right] - \frac{1}{2} \left( \tau^a \rho^d (v + h) 1 - i \rho^d \tau^d \right) \right] \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (9)$$

with $\tilde{L}_i$ the $i$th term in powers of $A_\mu$:

$$\tilde{L}_0 = \frac{1}{2} \left( (\partial_\mu h)^2 + \partial_\mu \rho^a \partial_\mu \rho^a \right), \quad \tilde{L}_1 = -\frac{1}{2} \left[ g v A_\mu^a \partial_\mu \rho^a - g A_\mu^a \rho^a \partial_\mu h + \frac{g}{2} A_\mu^a (\partial_\mu \rho^a) h + g e^{abc} \partial_\mu \rho^a \rho^b A_\mu^c \right], \quad \tilde{L}_2 = \frac{g^2}{8} A_\mu^a A_\mu^a \left[ (v + h)^2 + \rho^b \rho^b \right], \quad (10)$$

and we have the full action

$$S_0 = \int d^4 x \left\{ \frac{1}{2} F_{\mu \nu} F_{\mu \nu} + \frac{1}{4} v^2 g^2 A_\mu^a A_\mu^a + (\partial_\mu h)^2 \right\} + \frac{1}{8} \left( (\partial_\mu h)^2 + \partial_\mu \rho^a \partial_\mu \rho^a - g v A_\mu^a \partial_\mu \rho^a + g A_\mu^a \rho^a \partial_\mu h - g A_\mu^a (\partial_\mu \rho^a) h - g e^{abc} \partial_\mu \rho^a \rho^b A_\mu^c \right)
+ \frac{g^2}{4} A_\mu^a A_\mu^a \left[ 2 v h + h^2 + \rho^b \rho^b \right] + g v A_\mu^a \partial_\mu \rho^a + g A_\mu^a \rho^a \partial_\mu h - g e^{abc} \partial_\mu \rho^a \rho^b A_\mu^c
+ \frac{g^2}{4} A_\mu^a A_\mu^a \left[ 2 v h + h^2 + \rho^b \rho^b \right] + \frac{g}{2} (h^2 + \rho^a \rho^a)^2 + \xi b^a b^a + 2 i b^a \partial_\mu A_\mu^a + 2 \bar{c} \partial_\mu A_\mu^a \bar{c} - 2 i \bar{c} \rho^b \rho^b \rho^b
- 2 \xi \bar{c} \rho^a \bar{c} \rho^b \rho^c \right\} \quad (11)$$

$^1$ This is of course possible thanks to the fact that $\Phi$ counts 3 Goldstone modes and that $SU(2)$ has three generators. This “numerology” is essentially what leads to a large custodial symmetry in the $SU(2)$ case.
Appendix A. Notice that in the gauge choice \([2]\), we will assume that \(s \delta S_{\text{full}} = 0\).

The Feynman rules for the full action (17) are given in Appendix A. Notice that in the \(R_t\)-gauge the tree-level propagator \(\langle A_\mu^a(x)A_\nu^b(y) \rangle\) vanishes, a well-known feature of this gauge choice [2]. We will assume that \(\xi \geq 0\) to avoid tachyon poles in elementary propagators, see Eq. (A1).

2.2 Custodial symmetry

As already mentioned, apart from the BRST symmetry, there is an extra global symmetry, which we shall refer to as the custodial symmetry:

\[
\begin{align*}
\delta A_\mu^a &= \epsilon^{abc} \beta^b A_\mu^c, \\
\delta \rho^a &= \epsilon^{abc} \beta^b \rho^c, \\
\delta \bar{c}^a &= \epsilon^{abc} \beta^b \bar{c}^c, \\
\delta b^a &= \epsilon^{abc} \beta^b b^c, \\
\delta \bar{h} &= 0,
\end{align*}
\]

where \(\beta^a\) is a constant parameter, \(\partial_\mu \beta^a = 0\),

\[
\delta S_{\text{full}} = 0.
\]

One notices that all fields carrying the index \(a = 1, 2, 3\), i.e. \((A_\mu^a, b^a, \bar{c}^a, \bar{c}^a, \rho^a)\), undergo a global transformation in the adjoint representation of \(SU(2)\). The origin of this symmetry is an \(SU(2)_{\text{gauge}} \times SU(2)_{\text{global}}\) symmetry of the action in the unbroken phase, see Appendix B. The exception is the Higgs field \(h\), which is left invariant, i.e. it is a singlet. As we shall see in the following, this additional global symmetry will provide useful relationships for the two-point correlation functions of the BRST invariant composite operators.

3 One-loop evaluation of the correlation function of the elementary fields

For the elementary fields \(h(x)\) and \(A_\mu^a\), the correlation functions are calculated up to first loop order in Appendices C0a and C0b. In what follows, we will always spell out again the momentum-dependent logarithms and explicit Feynman parameter dependence, that is, we will in the eventual correlation functions replace again the notational shorthands introduced in Eq. (C1). The Feynman parameter integration itself was handled via (F1). We have used the explicit expression (F1) to numerically construct our spectral function plots (see later). More about that integral (F1) can be found in [26, 27].

For the Higgs field, for the propagator we get

\[
\langle h(p)h(-p) \rangle = \frac{1}{p^2 + m_h^2} \left[ -\frac{1}{(p^2 + m_h^2)^2} \Pi_{hh}(p^2) + \mathcal{O}(h^2) \right],
\]

with \(\Pi_{hh}(p^2)\) the one-loop correction to the self-energy calculated in Appendix C0a. For \(d = 4\), this correction is divergent. Employing the procedure of dimensional regularization, i.e. setting \(d = 4 - \epsilon\), the divergent part for \(\Pi_{hh}(p^2)\) is given by:

\[
\Pi_{hh, \text{div}}(p^2) = \frac{g^2 \left( 3m_h^4 - 3\xi m_h^2 - 3\xi p^2 + 9 p^2 \right)}{32 \pi^2 \epsilon},
\]

which, following the \(\overline{\text{MS}}\)-scheme, is re-absorbed by the introduction of suitable local counterterms. We remain thus with the finite part of the Higgs self-energy

\[
\Pi_{hh}(p^2) = \frac{3g^2}{8(4\pi)^2} \int_0^1 dx \left\{ 2\xi \left( m_h^2 + p^2 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) - 2\xi m_h^2 + 2 \left( 6m^2 - p^2 \right) \ln \left( \frac{m^2}{\mu^2} \right) + (12m^2 + p^4 - 4p^2) \ln \left( \frac{m^2 + p^2(1-x)x}{\mu^2} \right) \right. \\
- \left( \frac{p^4}{m^2} - \frac{m_h^4}{m^2} \right) \ln \left( \frac{m^2 + p^2(1-x)x}{\mu^2} \right) + \left( \frac{p^4}{m^2} - \frac{m_h^4}{m^2} \right) \ln \left( \frac{m_h^2 + p^2(1-x)x}{\mu^2} \right) + 3 \ln \left( \frac{m_h^2 + p^2(1-x)x}{\mu^2} \right) \right\},
\]

Before trying to resum the self-energy \(\Pi_{hh}(p^2)\), we notice that this resummation is tacitly assuming that the second term in (22) is much smaller than the first term. However, we see that Eq. (22) contains terms of the order of \(\frac{p^4}{(p^2 + m_h^2)^2} \ln \left( \frac{m^2 + p^2(1-x)x}{\mu^2} \right)\) which cannot be resummed for big values of \(p^2\).

Indeed, if one proceeds naively and include these large contributions into a resummation, spurious tachyon poles will be induced in the correlator, analogous as in the earlier investigated \(U(1)\) case in [24]. The need for care in resumming these contributions was also strengthened and worked out in great detail in [28].
We therefore proceed as in [23,24] and use the identity
\[ p^4 = (p^2 + m_h^2)^2 - m_h^4 - 2p^2m_h^2 \]  
(25)
to rewrite
\[ \frac{p^4}{(p^2 + m_h^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2} = \ln \frac{p^2x(1-x) + m^2}{\mu^2} - \frac{(m_h^4 + 2p^2m_h^2)}{(p^2 + m_h^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2}. \]
(26)
The term which has been underlined in Eq. (26) can be safely resummed, as it decays fast enough for large values of \( p^2 \). We hence rewrite
\[ \frac{\Pi_{hh}(p^2)}{(p^2 + m_h^2)^2} = \frac{\bar{\Pi}_{hh}(p^2)}{(p^2 + m_h^2)^2} + C_{hh}(p^2), \]
with
\[ \bar{\Pi}_{hh}(p^2) = \frac{3g^2}{8(4\pi)^2} \int_0^1 dx \left\{ 2\xi \left( m_h^2 + p^2 \right) \ln \left( \frac{m_h^2 + p^2}{\mu^2} \right) -2\xi m_h^2 + 2 \left( 6m^2 - p^2 \right) \ln \frac{m^2}{\mu^2} \right. \]
\[ -12m^2 - \left( \frac{m_h^4 + 2p^2m_h^2}{m^2} \right) + 4p^2 \]
\[ \times \ln \left( \frac{m^2 + p^2(1-x)x}{\mu^2} \right) - \left( \frac{2m_h^4 + 2p^2m_h^2}{m^2} \right) \ln \left( \frac{m_h^2 + p^2(1-x)x}{\mu^2} \right) \]
\[ -12m^2 - 2\xi p^2 + 2p^2 - \frac{m_h^4}{m^2} \left( -2 \ln \frac{m_h^2}{\mu^2} \right) + 3 \ln \left( \frac{m_h^2 + p^2(1-x)x}{\mu^2} \right) + 2 \} \]
(28)
and
\[ C_{hh}(p^2) = -\frac{3g^2}{8m^2(4\pi)^2} \int_0^1 dx \left\{ \ln \frac{p^2x(1-x) + m^2}{\mu^2} - \ln \frac{p^2x(1-x) + \xi m^2}{\mu^2} \right\}. \]
(29)
Thus, for the one-loop Higgs propagator, we get
\[ \langle h(p)h(-p) \rangle = \frac{1}{p^2 + m_h^2 - \bar{\Pi}_{hh}(p^2)} + C_{hh}(p^2) + O(h^2). \]
(30)
For the gauge field, we split the two-point function into transverse and longitudinal parts in the usual way
\[ \langle A^a_{\mu}(p)A^b_{\nu}(-p) \rangle = \left[ D_{AA}^T(p^2)P_{\mu\nu}(p) + D_{AA}^L(p^2)\mathcal{L}_{\mu\nu}(p) \right] \delta^{ab}, \]
(31)
where we have introduced the transverse and longitudinal projectors, given respectively by
\[ P_{\mu\nu}(p) = \delta_{\mu\nu} - \frac{p_{\mu}p_{\nu}}{p^2}, \quad \mathcal{L}_{\mu\nu}(p) = \frac{p_{\mu}p_{\nu}}{p^2}. \]
(32)
We find
\[ D_{AA}^T(p^2) = \frac{1}{p^2 + m^2} + \frac{1}{(p^2 + m^2)^2} \Pi_{AA}^T(p^2) + O(h^2), \]
(33)
with \( \Pi_{AA}^T(p^2) \) the one-loop correction to the self-energy calculated in Appendix C2b. For \( d = 4 - \epsilon \), following the procedure of dimensional regularization, we find that the divergent part for \( \Pi_{AA}^T(p^2) \) is given by:
\[ \Pi_{AA}^T(p^2) = \frac{g^2}{\pi^2\epsilon} \left( -\frac{9m^4}{16m_h^2} - \frac{3m_h^4 - m^2}{8} - \frac{3m^2}{32} - \frac{\xi p^2}{8} + 25p^4 \right), \]
(34)
and these terms can be, following the \( \overline{\text{MS}} \)-scheme, absorbed by means of appropriate counterterms. We remain with the finite part of the self-energy\(^2\)
\[ \Pi_{AA}^T(p^2) \]
\[ = -\frac{g^2}{36(4\pi)^2m^4p^2m_h^2} \int_0^1 dx \left\{ -27m^4p^2m_h^2 \ln \left( \frac{m_h^2}{\mu^2} \right) \right. \]
\[ -27m^6\xi p^2m_h^2 \ln \left( \frac{m_h^2}{\mu^2} \right) \]
\[ +3m^4m_h^4 \left( m_h^2 - m^2 + 2p^2 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) \]
\[ +27m^4p^2m_h^2 \left( m_h^2 + m^2 \xi \right) \]
\[ -3m^4\xi m_h^2 \left( 2m^4(\xi - 1) + m^2(4\xi + 1) \right) \]
\[ +2(\xi + 9)p^4 \ln \left( \frac{m_h^2}{\mu^2} \right) \]
\[ +3m^4 \ln \left( \frac{m_h^2}{\mu^2} \right) \left( -m_h^4 + m_h^2 \left( m^4(2\xi - 1) \right. \right. \]
\[ +m^2(4\xi + 45)p^2 + 2(\xi + 9)p^4 \right) - 54m^4p^2 \]
\[ +m^4 \left( 6m^2m_h^4 + m_h^2 \left( 3m^4(2\xi - 2)\xi + 1 \right. \right. \]
\[ +3m^2(\xi - 1)(4\xi - 1)p^2 + 2(3\xi(\xi + 4) - 17)p^4 \right) \]
(34)
For notational simplicity, we will call this finite part \( \Pi_{AA}^T \) again. We will follow this notational convention as well for later correlation functions that we will encounter.
\[-3m_h^6 + 54m^4 p^2 - 3m_h^3 \left[ m^4(2p^2 \left(m_h^2 - 5m^2\right) + \left(m_h^2 - m^2\right)^2 + p^4)\right] \]
\[-2 \left(m^2 + p^2\right)^2 \left(m^4(\xi - 1)^2 + 2m^4(\xi - 5)p^2 + p^4\right)\]
\[\times \ln \left(\frac{p^2(1-x)x + \xi m^2(1-x) + m^2x}{\mu^2}\right)\]
\[+ p^2 \left(p^2 - m^4\right) \left(4m^2\xi + p^2\right)\]
\[\times \ln \left(\frac{p^2(1-x)x + \xi m^2}{\mu^2}\right)\]
\[+ p^2 \left(4m^2 + p^2\right) \left(12m^4 - 20m^2p^2 + p^4\right)\]
\[\times \ln \left(\frac{p^2(1-x)x + m^2}{\mu^2}\right)\].

We see that (33) contains again terms of the order \(\frac{p^4}{(p^2 + m^2)^2}\) and \(\frac{p^6}{(p^2 + m^2)^2}\) which cannot be resummed for big values of \(p^2\). We use

\[
\frac{p^4}{(p^2 + m^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2} = \ln \frac{p^2x(1-x) + m^2}{\mu^2} - \frac{(m^4 + 2p^2m^2)}{(p^2 + m^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2}
\]

and

\[
\frac{p^6}{(p^2 + m^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2} = (p^2 - 2m^2) \ln \frac{p^2x(1-x) + m^2}{\mu^2} + \frac{2m^6 + 3p^2m^4}{(p^2 + m^2)^2} \ln \frac{p^2x(1-x) + m^2}{\mu^2}.
\]

The underlined terms in (36) and (37) can be safely resummed. We rewrite

\[
\frac{\Pi_{AA\tau}(p^2)}{(p^2 + m_h^2)^2} = \frac{\hat{\Pi}_{AA\tau}(p^2)}{(p^2 + m_h^2)^2} + C_{AA\tau}(p^2),
\]

with

\[
\hat{\Pi}_{AA\tau}(p^2) = -\frac{g^2}{36(4\pi)^2 m^4 p^2 m_h^2} \int_0^1 dx \left\{-27m^4 p^2 m_h^4 \ln \left(\frac{m_h^2}{\mu^2}\right) - 27m^6 \xi p^2 m^2 \ln \left(\frac{m^2 \xi}{\mu^2}\right) + 3m^4 m_h^4 \left(m_h^2 - m^2 + 2p^2\right) \ln \left(\frac{m_h^2}{\mu^2}\right) + 27m^4 p^2 m_h^2 \left(m_h^2 + m^2 \xi\right) - 3m^4 \xi m_h^2 \left(2m^4(\xi - 1) + m^2(4\xi + 7)p^2\right) + 2(\xi + 9)p^4 \ln \left(\frac{m^2 \xi}{\mu^2}\right) + 3m^4 (-m^2 m_h^2 + m_h^2 m^4(2\xi - 1) + m^2(4\xi + 5)p^2 + 2(\xi + 9)p^4) - 54m^4 p^2 \ln \left(\frac{m^2}{\mu^2}\right) + m^4 (6m^2 m_h^4 + m_h^2 m^4(2\xi - 2\xi + 1) + m^2(17\xi - 1)\xi - 1)p^2 + 2(3\xi(\xi + 4) - 1)\xi - 1)p^2 - 3m_h^2 \left[m^4 \left(2p^2 \left(m_h^2 - 5m^2\right) + \left(m_h^2 - m^2\right)^2 + p^4\right) \times \ln \left(\frac{p^2(1-x)x + (1-x)m_h^2 + m^2x}{\mu^2}\right) - 2m^4 \left(\xi - 1\right)^2 \left(m^2 + p^2\right)^2 \times \ln \left(\frac{p^2(1-x)x + \xi m^2(1-x) + m^2x}{\mu^2}\right) + \left(-2m^4(4\xi - 1)p^2 \left(m_h^2 + p^4\right) \times \ln \left(\frac{p^2(1-x)x + \xi m^2}{\mu^2}\right) + (66m^6 p^2 - 33m^4 p^4) \ln \left(\frac{p^2(1-x)x + m^2}{\mu^2}\right)\right]\right\}.
\]

and

\[
C_{AA\tau}(p^2) = \frac{g^2}{12(4\pi)^2 m^4} \int_0^1 dx \left\{-4m^2(\xi - 5) - 2p^2 \times \ln \left(\frac{p^2(1-x)x + \xi m^2(1-x) + m^2x}{\mu^2}\right) + 2(4\xi m^2 + p^2 - 2m^2) \ln \left(\frac{p^2(1-x)x + \xi m^2}{\mu^2}\right) + (-18m^2 + p^2) \ln \left(\frac{p^2(1-x)x + m^2}{\mu^2}\right)\right\}.\]

Finally

\[
D_{AA\tau}(p^2) = \left(\frac{1}{p^2 + m^2 - \Pi_{AA\tau}(p^2) + C_{AA\tau}(p^2)} + O(h^2)\right).
\]
4 One-loop evaluation of the correlation function of the local BRST invariant composite operators

4.1 Correlation function of the scalar BRST invariant composite operator \( O(x) \)

The gauge and BRST invariant local scalar composite operator \( O(x) \) is given by

\[
O(x) = \Phi^+ \Phi - \frac{v^2}{2}, \quad s \ O(x) = 0, \tag{42}
\]

which, after using the expansion (8), becomes

\[
O(x) = \frac{1}{2} \left[ \begin{pmatrix} 1 & 0 \end{pmatrix} \begin{pmatrix} (v + h)1 - i\rho^a e^a \end{pmatrix} (v + h)1 \\
+i\rho^b e^b (0) \right] - \frac{v^2}{2} = \frac{1}{2} \left( h^2(x) + 2vh(x) + \rho^a(x)\rho^a(x) \right). \tag{43}
\]

Notice that the operator \( O(x) \) does not depend on the FP ghost field. Therefore,

\[
\langle O(x)O(y) \rangle = v^2 \langle h(x)h(y) \rangle + v \langle h(x)\rho^b(y)\rho^b(y) \rangle + v \langle h(x)h(y)^2 \rangle \\
+ \frac{1}{4} \langle h(x)^2\rho^b(y)\rho^b(y) \rangle + \frac{1}{4} \langle h(x)^2h(y)^2 \rangle \\
+ \frac{1}{4} \langle \rho^a(x)\rho^a(x)\rho^b(y)\rho^b(y) \rangle. \tag{44}
\]

Looking at the tree level expression of Eq. (44), one easily obtains

\[
\langle O(p)O(-p) \rangle_{\text{tree}} = v^2 \langle h(p)h(-p) \rangle_{\text{tree}} = v^2 \frac{1}{p^2 + m_h^2}, \tag{45}
\]

showing that the BRST invariant scalar operator \( O(x) \) is directly linked to the Higgs propagator.

Concerning now the one-loop calculation of expression (44), after evaluating each term, see Appendix D for details, we find that the two-point correlation function of the scalar composite operator \( O(x) \) develops a geometric series in the same way as the elementary field \( h(x) \). This allows us the make a resummed approximation. Using dimensional regularization in the \( \text{MS} \)-scheme, we find that, in the \( R_\xi \)-gauge

\[
\langle O(p)O(-p) \rangle(p^2) = \frac{v^2}{p^2 + m_h^2} + \frac{v^2}{(p^2 + m_h^2)^2} \Pi_{O \circ \varphi}(p^2) + \mathcal{O}(\hbar^2), \tag{46}
\]

with \( \Pi_{O \circ \varphi}(p^2) \) the one-loop correction calculated in Appendix D. Following the procedure of dimensional regularization for \( d = 4 - \epsilon \), we find that the divergent part of the one-loop correction is given by

\[
\Pi_{O \circ \varphi, \text{div}}^{-1} = \frac{1}{4\nu^2\pi^2\epsilon} \left( \frac{9g^4 p^2 v^2}{16\lambda} + \frac{9g^4 v^4}{16} \right. \\
+ \frac{9g^2 p^2 v^2 + p^4 + \frac{1}{2} \lambda p^2 v^2 + \lambda^2 v^4}{2}, \tag{47}
\]

which can be accounted for by appropriate counterterms, following the \( \text{MS} \)-scheme renormalization procedure. A full renormalization analysis will be presented elsewhere. Notice that expression (47), when multiplied again with the factored-out \( v^2 \) of Eq. (46), is a polynomial in \( p^2, v^2 \), in full accordance with power counting renormalizability.

We remain with the finite part, given by

\[
\Pi_{O \circ \varphi}(p^2) = \frac{1}{32\nu^2\pi^2 m_h^2} \int_0^1 dx \left\{ -24m_h^2 m^4 \\
- 6m^2 p^2 (m_h^2 + 6m^2) \ln \left( \frac{m^2}{\mu^2} \right) \\
- m_h^2 (p^2 - 2m_h^2)^2 \ln \left( \frac{m_h^2 + p^2 x(1 - x)}{\mu^2} \right) \\
- 3m_h^2 (12m^4 + 4m^2 p^2 + p^4) \ln \left( \frac{m^2 + p^2 x(1 - x)}{\mu^2} \right) \\
+ 6p^2 (m_h^2 + m_h^2 m^2 + 2m^4) - 6m_h^4 p^2 \ln \left( \frac{m_h^2}{\mu^2} \right) \right\}. \tag{48}
\]

Since (46) contains terms of the order of \( \frac{p^4}{(p^2+m^2)^2} \ln(p^2) \), we follow the steps (36)–(38) to find the resummed correlation function in the one-loop approximation

\[
G\circ \varphi(p^2) = \frac{v^2}{p^2 + m_h^2 - \Pi_{O \circ \varphi}(p^2)} + C\circ \varphi(p^2) \tag{49}
\]

with

\[
\Pi_{O \circ \varphi}(p^2) = \frac{1}{32\nu^2\pi^2 m_h^2} \int_0^1 dx \left\{ -24m_h^2 m^4 \\
- 6m^2 p^2 (m_h^2 + 6m^2) \ln \left( \frac{m^2}{\mu^2} \right) \\
- m_h^2 (3m_h^4 - 6m_h^2 p^2) \ln \left( \frac{m_h^2 + p^2 x(1 - x)}{\mu^2} \right) \\
- 3m_h^2 (12m^4 + 4m^2 p^2 - m_h^2 - 2p^2 m_h^2) \times \ln \left( \frac{m^2 + p^2 x(1 - x)}{\mu^2} \right) \\
+ 6p^2 (m_h^4 + 6m_h^2 m^2 + 2m^4) - 6m_h^4 p^2 \ln \left( \frac{m_h^2}{\mu^2} \right) \right\}. \tag{50}
\]
\[ C_{OO}(p^2) = -\frac{1}{32\pi^2} \int_0^1 dx \left\{ \ln \left( \frac{m^2 + p^2 x (1-x)}{\mu^2} \right) + 3 \ln \left( \frac{m^2 + p^2 x (1-x)}{\mu^2} \right) \right\}. \]  

(51)

Expressions (49) and (51) show that, as expected, and unlike the Higgs propagator, Eq. (30), the correlator \( \langle O(p)O(-p) \rangle \) is independent from the gauge parameter \( \xi \).

4.2 Vectorial composite operators

We identify three gauge invariant vector composite operators, following the definitions of 't Hooft in [1], namely

\[ O_{\mu}^3 = i \phi^T D_{\mu} \phi, \]

\[ O_{\mu}^+ = \phi^T \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) D_{\mu} \phi, \]

\[ O_{\mu}^- = (O_{\mu}^+)\dagger. \]  

(52)

The gauge invariance of \( O_{\mu}^3 \) is apparent. For \( O_{\mu}^+ \), we can show the gauge invariance by using the following 2×2 matrix representation of a generic \( SU(2) \) transformation,

\[ U = \left( \begin{array}{cc} a & -b^* \\ b & a^* \end{array} \right) \]  

(53)

with determinant \( |a|^2 + |b|^2 = 1 \). Thus, we find that under a \( SU(2) \) transformation

\[ O_{\mu}^+ \rightarrow (U \phi)^T \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) D_{\mu} (U \phi) \]

\[ = \phi^T U^T \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) U D_{\mu} \phi \]

\[ = \phi^T \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) D_{\mu} \phi = O_{\mu}^+. \]  

(54)

which shows the gauge invariance of \( O_{\mu}^+ \) and, subsequently, of \( O_{\mu}^- \). After using the expansion (8), the first composite operator reads

\[ O_{\mu}^3 = i \phi^T D_{\mu} \phi \]

\[ = i \phi^+ \partial_{\mu} \phi + \frac{1}{2} g \phi^+ \tau^a A_{\mu}^a \phi \]

\[ = \frac{i}{2} \left[ (v + h) \partial_{\mu} h + i (v + h) \partial_{\mu} \partial_{\mu} h - i \rho^3 \partial_{\mu} \rho^1 + \rho^a \partial_{\mu} \rho^a + i \rho^3 \partial_{\mu} \rho^1 - i \rho^2 \partial_{\mu} \rho^1 \right] \]

\[ + \frac{1}{2} g (v + h)^2 A_{\mu}^3 + i g (v + h) (A_{\mu}^1 \rho^2 - A_{\mu}^2 \rho^1) \]

\[ + i \frac{1}{2} g \rho^a A_{\mu}^3 \rho^a - i g \rho^3 A_{\mu}^h \rho^h \]

\[ = \frac{1}{2} \left[ - (v + h) \partial_{\mu} \rho^3 + \rho^3 \partial_{\mu} h - \rho^1 \partial_{\mu} \rho^2 \right]. \]

and since the last term, i.e., \( \frac{1}{2} \partial_{\mu} O \), is BRST invariant, the sum of the others terms has to be BRST invariant too. Therefore, we can introduce the following three “reduced” vector composite operators \( R_{\mu}^a \) with \( a = 1, 2, 3 \):

\[ R_{\mu}^1 = \frac{i}{2} (O_{\mu}^+ - O_{\mu}^-), \]

\[ R_{\mu}^2 = \frac{1}{2} (O_{\mu}^+ + O_{\mu}^-), \]

\[ R_{\mu}^3 = O_{\mu}^3 - \frac{i}{2} \partial_{\mu} O, \]  

(56)

so that

\[ R_{\mu}^a = \frac{1}{2} \left[ - (v + h) \partial_{\mu} \rho^a + \rho^a \partial_{\mu} h - \epsilon^{abc} \rho^b \partial_{\mu} \rho^c + \frac{1}{2} g (v + h)^2 A_{\mu}^a - g (v + h) \epsilon^{abc} (\rho^b A_{\mu}^c) \right] \]

\[ - \frac{1}{2} g A_{\mu}^a \rho^m \rho^m + \rho^a A_{\mu}^m \rho^m \]. \]  

(57)

with \( R_{\mu}^a \) both gauge and BRST invariant, thus

\[ s R_{\mu}^a(x) = 0. \]  

(58)

Notice that, as in the case of the scalar operator \( O(x) \), the quantities \( R_{\mu}^a(x) \) do not contain FP ghosts. Remarkably, the BRST invariant operators \( R_{\mu}^a \) transform like a triplet under the custodial symmetry \( (20) \), namely

\[ \delta R_{\mu}^a = \epsilon^{abc} \beta^b R_{\mu}^c. \]  

(59)

In work in progress [29], we shall see that the operators \( R_{\mu}^a \) are the unique dimension three triplet vector operators belonging to the non-trivial BRST-cohomology and that they renormalize in the expected fashion [30], that is, up to BRST-exact terms and terms proportional to the equations of motion, complemented with contact terms to render their correlations fully finite, thereby generalizing the construct of [25].

Concerning the existence of possible mixings at the quantum level involving the vector composite operators \( R_{\mu}^a \), we can already anticipate here the output of the analysis which we shall present in detail in the forthcoming paper [29]. In particular, we have studied the cohomology of the BRST operator in the space of the local dimension three operators carrying a vector index as well as an \( SU(2) \) index \( a \), i.e. we have looked at the equation

\[ s A_{\mu}^a = 0. \]  

(60)
with \( \Delta^a_\mu \) the most general local polynomial in the fields and their derivatives of dimension three, carrying a vector index as well as an \( SU(2) \) index. After a quite lengthy analysis, it turns out that the most general solution of Eq. (60) is given by

\[
\Delta^a_\mu = a_1 R^a_\mu + a_2 s(e^{abc} A^{b}_\mu \xi^c) + a_3 i \partial_\mu \xi^c. \tag{61}
\]

where \((a_1, a_2, a_3)\) are free coefficients. From the previous expression one sees that, unlike the \( U(1) \) case in which the \( U(1) \) vector operator \( V_\mu \) can mix with \( \partial_\mu F_{\mu\nu} \) (see [25]), in the non-Abelian case the operators \( R^a_\mu \) can mix only with irrelevant BRST exact terms. The reasons behind this result are twofold. First, the non-Abelian analogue of \( \partial_\mu F_{\mu\nu} \), i.e. \( D^a_\mu F^{b}_\nu \), is not BRST invariant, rather it transforms covariantly, namely

\[
s(D^a_\mu F^{b}_\nu) = e^{abc} D^b_\nu F^{d}_\mu \xi^c. \tag{62}
\]

One sees thus that, unlike the operators \( R^a_\mu \), the quantity \( D^a_\mu F^{b}_\nu \) does not enjoy the property of being strictly BRST invariant. As such, it cannot show up as a solution of Eq. (60).

The second reason is that, as it will be shown in details in the paper in preparation [29], the BRST vector operators \( R^a_\mu \) are actually corresponding to the conserved Noether currents of the custodial symmetry, Eq. (20), an observation which has great consequences at the quantum level, being at the origin of a very powerful new local Ward identity which, much alike the \( U(1) \) case (see [25]), enables us to work out the anomalous dimension of the operator \( R^a_\mu \) in a purely algebraic way as well as to face the calculation of the correlator \( \langle R^a_\mu(x) R^{a\nu}(y) \rangle \) via Ward identities. As said before, all this will be presented in great details in the forthcoming paper [29].

Since the only rank two invariant tensor is \( \delta^{ab} \), we can write, moving to momentum space,

\[
\langle R^a_\mu(p) R^{b}_\nu(-p) \rangle = \delta^{ab} R_{\mu\nu}(p^2) \to R_{\mu\nu}(p^2) = \frac{1}{3} \langle R^a_\mu(p) R^{a}_\nu(-p) \rangle, \tag{63}
\]

as well as

\[
R_{\mu\nu}(p^2) = R(p^2) P_{\mu\nu}(p) + L(p^2) \mathcal{L}_{\mu\nu}(p), \tag{64}
\]

so that in \( d \) dimensions,

\[
R(p^2) = \frac{1}{3 (d - 1)} \langle R^a_\mu(p) R^{a}_\nu(-p) \rangle, \tag{65}
\]

and

\[
L(p^2) = \frac{1}{3} \mathcal{L}_{\mu\nu}(p) \langle R^a_\mu(p) R^{a}_\nu(-p) \rangle. \tag{66}
\]

One recognizes that Eqs. (63)–(66) display exactly the same structure of the gauge vector boson correlation function \( \langle A^a_\mu(p)A^a_\nu(-p) \rangle \).

In the \( R_\xi \)-gauge, the non-vanishing contributions, up to first order in \( h \), to the correlation function \( \langle R^a_\mu(p) R^{b}_\nu(-p) \rangle \) are

\[
\langle R^a_\mu(p) R^{b}_\nu(-p) \rangle = \frac{1}{16} g^2 v^4 \langle A^a_\mu(p) A^a_\nu(-p) \rangle
\]

\[
- \langle (\rho^a \partial_\mu h)(p) (\partial_\nu \rho^a h)(-p) \rangle
\]

\[
+ \frac{1}{4} p_\mu p_\nu \langle (\rho^a h)(p) (\rho^a h)(-p) \rangle
\]

\[
+ \frac{1}{8} p_\mu p_\nu \langle (\rho^a \rho^b)(p)(\rho^a \rho^b)(-p) \rangle
\]

\[
- \frac{1}{2} \langle (\rho^a \partial_\mu \rho^b)(p)(\partial_\nu \rho^b)(-p) \rangle
\]

\[
+ \frac{1}{4} g^2 v^3 \langle A^a_\mu(p) A^a_\mu(h)(-p) \rangle
\]

\[
- \frac{i}{4} g v^3 p_\mu \langle A^a_\mu(p) \rho^a(-p) \rangle
\]

\[
+ \frac{1}{4} v^2 p_\mu p_\nu \langle \rho^a(p) \rho^a(-p) \rangle
\]

\[
+ \frac{1}{6} g^2 v^2 \langle (\rho^a A^b_\mu)(p)(\rho^a A^b_\mu)(-p) \rangle
\]

\[
- \frac{1}{24} g^2 v^2 \langle (\rho^a \rho^a A^b_\mu)(p) A^b_\mu(-p) \rangle
\]

\[
+ \frac{1}{8} g^2 v^2 \langle (h A^a_\mu)(p)(A^a_\mu)(-p) \rangle
\]

\[
+ \frac{1}{4} g^2 v^2 \langle (h A^a_\mu)(p)(h A^a_\mu)(-p) \rangle
\]

\[
+ \frac{i}{4} v^2 g p_\mu \langle (h \rho^a)(p) A^a_\mu(-p) \rangle
\]

\[
+ \frac{1}{2} g v^2 \langle (\partial_\mu h \rho^a)(p) A^a_\mu(-p) \rangle
\]

\[
+ \frac{i}{2} g v^2 \rho^a p_\mu \langle (h A^a_\mu)(p)(h A^a_\mu)(-p) \rangle
\]

\[
- \frac{1}{4} g v^2 e^{abc} \langle A^a_\mu(p)(\rho^a \partial_\mu \rho^c)(-p) \rangle
\]

\[
- \frac{1}{4} g v^2 e^{abc} p_\mu \langle \rho^a(p) (\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2 e^{abc} p_\mu \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]

\[
- \frac{i g v^2}{2} e^{abc} \rho^a(p)(\rho^a \rho^c)(-p) \rangle
\]
where we can see that, apart from the constant factor $\frac{3}{2}v^2$ appearing in the longitudinal sector, the transverse component reproduces exactly the transverse gauge tree-level propagator.

Collecting the results from Appendix E, we see that the transverse part of the correlator (65) in the $R_\xi$-gauge is

$$R(p^2) = \frac{1}{16} g^2 v^4 \left( \frac{1}{p^2 + m_\xi^2} + \frac{1}{(p^2 + m_\xi^2)^2} \Pi_R(p^2) \right) + \mathcal{O}(h^2)$$

(69)

where the divergent part of the one-loop correction is

$$\Pi_{R, \text{div}}(p^2) = \frac{g^2}{\epsilon \pi^2} \left( \frac{m_h^2 p^4}{32m^4} + \frac{9m^4}{16m_h^4} + \frac{9m^2 p^2}{8m_h^2} \right. \\
+ \frac{m_h^2 p^2}{8m^2} + \frac{m_h^2}{16} - \frac{p^6}{48m^4} + \frac{23p^4}{96m^2} + \frac{7p^2}{8} \left. \right)$$

(70)

which is accounted for by appropriate counterterms in the MS-scheme renormalization procedure. Notice that, compatible with power counting, expression (70) is again a polynomial in $p^2, v^2$ upon re-instanting the factored-out $v^4$ of Eq. (69).

We remain with

$$\Pi_R(p^2) = \frac{3}{36\pi^2 g^2 v^4 m_h^2} \int_0^1 dx \left\{ 6m^4 \left( m_h^2 + 3m^4 \right) \\
- \frac{p^4 m_h^2}{3} \left( 9m_h^2 + 35m^2 + 4p^2 \right) \\
+ p^2 \left( m^4 m_h^4 + 10m^2 m_h^4 + m_h^6 + 36m^6 \right) \\
+ m_h^2 \left( -p^2 \left( m_h^2 + 11m^2 \right) - 6m^4 + p^4 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) \\
+ m_h^2 \left( 2p^4 \left( m_h^2 - 5m^2 \right) + \left( m^2 - m_h^2 \right)^2 p^2 + p^6 \right) \times \ln \left( \frac{p^2(1-x)x + (1-x)m_h^2 + x m^2}{\mu^2} \right) \\
+ m_h^2 \left( 48m^6 - 68m^4 p^2 - 16m^2 p^4 + p^6 \right) \times \ln \left( \frac{p^2(1-x)x + m^2}{\mu^2} \right) \\
+ m_h^2 \left( -48m^4 - 17m^2 p^2 + 3p^4 \right) \times \ln \left( \frac{p^2(1-x)x + m^2}{\mu^2} \right) \\
+ p^2 m_h^4 - 54 \left( m^6 + 2m^4 p^2 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) \right\}.$$  

(71)

Since (71) contains terms of the order of $\frac{p^4}{(p^2 + m^2)^2} \ln(p^2)$ and $\frac{p^6}{(p^2 + m^2)^2} \ln(p^2)$, we follow the steps (36)–(38) to find the resummed propagator in the one-loop approximation, namely

$$G_R(p^2) = \frac{1}{16} g^2 v^4 \left( \frac{1}{p^2 + m_h^2} - \Pi_R(p^2) \right) + C_R(p^2) \quad (72)$$

with

$$C_R(p^2) = \frac{3}{36\pi^2 g^2 v^4 m_h^2} \int_0^1 dx \left\{ 6m^4 \left( m_h^2 + 3m^4 \right) \\
- \frac{p^4 m_h^2}{3} \left( 9m_h^2 + 35m^2 + 4p^2 \right) \\
+ p^2 \left( m^4 m_h^4 + 10m^2 m_h^4 + m_h^6 + 36m^6 \right) \\
+ m_h^2 \left( -p^2 \left( m_h^2 + 11m^2 \right) - 6m^4 + p^4 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) \\
+ m_h^2 \left( 2m^4 - 2m_h^4 \right) \ln \left( \frac{m^4}{m_h^4} \right) + m_h^4 \left( m_h^4 - 2m_h^4 \right) \right\}.$$  

(73)

Looking now at the longitudinal part $L(p^2)$, it turns out to be

$$L(p^2) = \frac{1}{4} v^2 \left\{ \frac{m^4 - 3m_h^4 \ln \left( \frac{m_h^2}{\mu^2} \right) + 9m^4 - 27m^4 \ln \left( \frac{m_h^2}{m^2} \right)}{2m_h^2} \right. \\
- \left. \frac{1}{4} \left( m_h^2 - 9 \frac{m^4}{m_h^4} \right) \right\}.$$  

(75)

As it happens in the tree-level case, expression (75) is independent from the momentum $p^2$, meaning that it does not correspond to the propagation of some physical mode, a feature which is expected to be valid in general. This will be discussed elsewhere, as it requires an in-depth analysis of
non-trivial Ward identities and their consequent restrictions on the correlation functions of the composite operators.

5 Spectral properties

In this section, we will calculate the spectral properties associated with the correlation functions obtained in the last section. In Sect. 5.1, we will shortly remind the techniques employed in [23] to obtain the pole mass, residue and spectral density up to first order in \( \hbar \). In Sect. 5.2.2, we analyze the spectral properties of the elementary fields. In Sect. 5.4, the spectral properties of the composite operators \( O(x) \) and \( \mathcal{R}_\mu(x) \) are discussed.

5.1 Obtaining the spectral function

We compare the Källén-Lehmann\(^3\) spectral representation for the propagator of a generic field \( \tilde{O}(p) \)

\[
\langle \tilde{O}(p)\tilde{O}(-p) \rangle = G(p^2) = \int_0^\infty dt \frac{\rho(t)}{t + p^2}, \tag{76}
\]

where \( \rho(t) \) is the spectral density function and \( G(p^2) \) stands for the resummed propagator

\[
G(p^2) = \frac{1}{p^2 + m^2 - \Pi(p^2)}. \tag{77}
\]

The pole mass for any massless or massive field excitation is obtained by calculating the pole of the resummed propagator, that is, by solving

\[
p^2 + m^2 - \Pi(p^2) = 0 \tag{78}
\]

and its solution defines the pole mass \( p^2 = -m^2_{\text{pole}}. \) As consistency requires us to work up to a fixed order in perturbation theory, we should solve Eq. (78) for the pole mass in an iterative fashion. Therefore, to first order in \( \hbar \), we find

\[
m^2_{\text{pole}} = m^2 - \Pi^{1-\text{loop}}(-m^2) + \mathcal{O}(\hbar^2), \tag{79}
\]

where \( \Pi^{1-\text{loop}} \) is the first order, or one-loop, correction to the propagator. Now, we write Eq. (77) in a slightly different way, namely

\[
G(p^2) = \frac{1}{p^2 + m^2 - \Pi(p^2)}
= \frac{1}{p^2 + m^2 - \Pi^{1-\text{loop}}(-m^2) - (\Pi(p^2) - \Pi^{1-\text{loop}}(-m^2))}
= \frac{1}{p^2 + m^2_{\text{pole}} - \Pi(p^2)}, \tag{80}
\]

where we defined \( \Pi(p^2) = \Pi(p^2) - \Pi^{1-\text{loop}}(-m^2). \) At one-loop, expanding \( \Pi(p^2) \) around \( p^2 = -m^2_{\text{pole}} = -m^2 + \mathcal{O}(\hbar) \) gives the residue

\[
Z = \lim_{p^2 \to -m^2_{\text{pole}}} \frac{p^2 + m^2_{\text{pole}}}{G(p^2)}
= \frac{1}{1 - \partial_{p^2}\Pi(p^2)|_{p^2=-m^2}}
= 1 + \partial_{p^2}\Pi(p^2)|_{p^2=-m^2} + \mathcal{O}(\hbar^2). \tag{81}
\]

We now write (80) to first order in \( \hbar \) as

\[
G(p^2) = \frac{Z}{(p^2 + m^2_{\text{pole}} - \Pi(p^2))Z}
= \frac{Z}{p^2 + m^2_{\text{pole}} - \Pi(p^2) + (p^2 + m^2_{\text{pole}} - \Pi(p^2)|_{p^2=-m^2})}
= \frac{Z}{p^2 + m^2_{\text{pole}} + \Pi(p^2) - (p^2 + m^2_{\text{pole}} - \Pi(p^2)|_{p^2=-m^2})^2}
+ Z \left( \frac{\Pi(p^2) - (p^2 + m^2_{\text{pole}} - \Pi(p^2)|_{p^2=-m^2})^2}{(p^2 + m^2_{\text{pole}})^2} \right). \tag{82}
\]

where in the last line we used a first-order Taylor expansion so that the propagator has an isolated pole at \( p^2 = -m^2_{\text{pole}}. \) In (76) we can isolate this pole in the same way, by defining the spectral density function as \( \rho(t) = Z\delta(t - m^2_{\text{pole}}) + \tilde{\rho}(t), \) giving

\[
G(p^2) = \frac{Z}{p^2 + m^2_{\text{pole}}} + \int_0^\infty dt \frac{\tilde{\rho}(t)}{t + p^2} \tag{83}
\]

and we identify the second term in each of the representations (82) and (83) as the reduced propagator

\[
\tilde{G}(p^2) \equiv G(p^2) - \frac{Z}{p^2 + m^2_{\text{pole}}}, \tag{84}
\]

so that

\[
\tilde{G}(p^2) = \int_0^\infty dt \frac{\tilde{\rho}(t)}{t + p^2}
= Z \left( \frac{\Pi(p^2) - (p^2 + m^2_{\text{pole}} - \Pi(p^2)|_{p^2=-m^2})^2}{(p^2 + m^2_{\text{pole}})^2} \right). \tag{85}
\]
Finally, using Cauchy’s integral theorem from complex analysis, we can find the spectral density \( \tilde{\rho}(t) \) as a function of \( \tilde{G}(p^2) \), giving
\[
\tilde{\rho}(t) = \frac{1}{2\pi i} \lim_{\epsilon \to 0^+} \left( \tilde{G}(-t - i\epsilon) - \tilde{G}(-t + i\epsilon) \right). \tag{86}
\]

5.1.1 Pole masses

There is an interesting consequence of the definition of the first-order pole mass, Eq. (79). When calculating one-loop corrections to the two-point function of the composite operators \( O(p) \) and \( R^a(p) \), we find that
\[
\Pi_{\text{composite}}(p^2) = \Pi_{\text{elementary}}(p^2) + \Pi_{1-\text{leg}}(p^2)(p^2 + m^2) + \Pi_{0-\text{leg}}(p^2)(p^2 + m^2)^2, \tag{87}
\]
where \( \Pi_{1-\text{leg}}(p^2) \) and \( \Pi_{0-\text{leg}}(p^2) \) are the composite one-loop contributions to the correction of the composite field’s two-point functions, with one external leg and zero external legs, respectively. From this, we see immediately that
\[
\Pi_{\text{composite}}(-m^2) = \Pi_{\text{elementary}}(-m^2) \tag{88}
\]
and therefore, up to first order in \( \hbar \), we find
\[
m^2_{\text{pole,composite}} = m^2_{\text{pole,elementary}} \tag{89}
\]
which means that the elementary operators and their composite extensions share the same mass. We remind here that the order-per-order gauge parameter independence of the pole masses in the elementary correlation functions \( \langle A_\mu^a(x)A_i^b(y) \rangle \) and \( \langle h(x)h(y) \rangle \) can also be shown using the Nielsen identities, which themselves can be derived from the Slavnov–Taylor identity following the BRST tools of e.g. [9,11], see also [23] for an explicit verification in the \( U(1) \) case. This is an important feature, providing an alternative way to the Nielsen identities, to understand why the pole masses of the elementary particles are gauge invariant and not just gauge parameter independent.

5.2 Spectral properties of the elementary fields

We first discuss the spectral properties of the elementary fields: the scalar Higgs field \( h(x) \) and the transverse part of the gauge field \( A_\mu^a(x) \). We will work with two sets of parameters, set out in Table 1. All values are given in units of the energy scale \( \mu \). Also, we have that \( m^2 = \frac{1}{4} \theta^2 v^2 \) and

| Table 1 Parameter values used in the spectral density functions |
|---------------------------------|-----------------|
| Region I                        | Region II       |
| \( v \)                         | 0.8 \( \mu \)  |
| \( g \)                         | 1.2             |
| \( \lambda \)                   | 0.3             |
|                                 | 1 \( \mu \)    |
|                                 | 0.5             |
|                                 | 0.205           |

Fig. 1 Dependence of the residue \( Z \) for the Higgs field propagator on the gauge parameter \( \xi \), for Region I (blue), and Region II (orange)

For the Higgs fields, following the steps from Sect. 5.1, we find the pole mass to first order in \( \hbar \) to be: for Region I
\[
m_h^2 = 0.207 \mu^2, \tag{90}
\]
and for Region II
\[
m_h^2 = 0.206 \mu^2, \tag{91}
\]
for all values of the parameter \( \xi \). This means that while the Higgs propagator (24) is gauge dependent, the pole mass is gauge independent. This is in full agreement with the Nielsen identities of the \( SU(2) \) Higgs model studied in [10]. The residue, however, is gauge dependent, as is depicted in Fig. 1. For small values of \( \xi \), including the Landau gauge \( \xi = 0 \), the residue is not well-defined, and we cannot determine the spectral density function, as we will explain further in the next section.

In Fig. 2, we find the spectral density functions both regions, for three values of \( \xi : 1, 2, 5 \). Looking at Region I, we see the first two-particle state appearing at \( t = (m_0 + m_h)^2 = 0.768 \mu^2 \), followed by another two-particle state at \( t = (m + m)^2 = 0.922 \mu^2 \). Then, we see that there is a negative contribution, different for each diagram, at \( t = (\sqrt{\xi} m + \sqrt{\xi} m)^2 \). This corresponds to the (unphysical) two-particle state of two Goldstone bosons. For \( \xi < 3 \), this leads to a negative contribution for the spectral function, probably due to the large-momentum behaviour of the Higgs propagator (24), for a detailed discussion see [23]. For Region II, we find essentially the same behaviour: a Higgs two-particle state at \( t = (m + m)^2 = 0.25 \mu^2 \), and a gauge field two-particle state at \( t = (m + m)^2 = 0.81 \mu^2 \), and a gauge field two-particle state at \( t = (m + m)^2 = 0.25 \mu^2 \). We
also see a negative contribution different for each diagram at \( t = (\sqrt{\xi} m + \sqrt{\xi} m)^2 \), corresponding to the (unphysical) two-particle state of two Goldstone bosons.

### 5.2.2 The transverse gauge field

For the gauge field propagator, following the steps from Sect. 5.1, we find the first-order pole mass of the transverse gauge field to be: for Region I

\[
m^2_{\text{pole}} = 0.274 \mu^2 \tag{92}
\]

and for Region II

\[
m^2_{\text{pole}} = 0.065 \mu^2 \tag{93}
\]

for all values of the parameter \( \xi \), so that the pole mass is independent from the gauge parameter. The residue is, however, gauge dependent as is depicted in Fig. 3. For small values of \( \xi \) the residue is not well-defined, as we will explain further in the next section.

In Fig. 4, we find the spectral density functions for both regions, for three values of \( \xi \): 1, 2, 5. Looking at Region I, we see the first two-particle state appearing at \( t = (m_h + m)^2 = 0.843 \mu^2 \), followed by a two-particle state at \( t = (m + m)^2 = 0.922 \mu^2 \). Then, we see that there is a negative contribution, different for each diagram, at \( t = (m + \sqrt{\xi} m)^2 \). This corresponds to the (unphysical) two-particle state of a gauge and Goldstone boson. For Region II, we find a gauge field two-particle state at \( t = (m + m)^2 = 0.25 \mu^2 \). We also see a negative contribution different for each diagram at \( t = (m + \sqrt{\xi} m)^2 \), corresponding to the (unphysical) two-particle state of two Goldstone bosons.

### 5.3 Unphysical threshold effects

From the Feynman vertex rules given in Appendix A, for certain values of the masses, unphysical threshold effects can occur. These effects imply that for certain values of the (physical and unphysical) parameters, a “decay” occurs of a gauge and Higgs boson into two other particles, see Fig. 5. We distinguish three cases:

1. Decay of a gauge vector boson in two Goldstone bosons: this happens when \( m > 2\sqrt{\xi} m \).
2. Decay of a Higgs boson in two gauge vector bosons: this happens when \( m_h > 2m \).
3. Decay of a Higgs boson in two Goldstone bosons: this happens when \( m_h > 2\sqrt{\xi} m \).

In order to guarantee the stability of the gauge boson, we therefore need from (1) that \( \xi > \frac{1}{4} \). This means that for the Landau gauge \( \xi = 0 \), the elementary gauge boson is not stable. For the Higgs particle, to guarantee stability we need from (2) that \( m_h < 2m \). Then, from (3) we find that \( \xi > \frac{m^2}{4m^2} \). This is the window in which we can work with a
stable model. We can have a look at what happens when we go outside of this window. For the Higgs particle, we see that for \( m_h > 2m, \) or \( \lambda < g^2, \) we will find a complex value for the first order pole mass, calculated through (78). For \( \lambda \geq g^2, \) we will always find a real pole mass. Since the pole mass is gauge invariant, we find that this is true for all values of \( \xi. \) However, we do find that for \( \xi > \frac{m_h^2}{3m^2} \) and \( \lambda > g^2, \) the real value of the pole mass is a real point inside the branch cut. This means that we cannot achieve the usual differentiation around this point. As a consequence, we cannot consistently construct the residue, so that we are unable to obtain a first-order spectral function. For the gauge field, we find the same problem when \( \xi < \frac{1}{4}. \)

The foregoing mathematically correct observations clearly show that there is something physically wrong with using the elementary fields’ spectral functions. Luckily, all of these shortcomings are surpassed by using the gauge invariant composite operators.

5.4 Spectral properties for the composite fields

For the scalar composite operator \( O(x), \) whose two-point function is given by expression (48), we find the first-order pole mass for Region I

\[
m^2_{O, \text{pole}} = 0.207 \mu^2,
\]

and for Region II

\[
m^2_{O, \text{pole}} = 0.206 \mu^2,
\]

which is equal to the pole mass of the elementary Higgs field in (90), as we expect from Eq. (89). Following the steps from Sect. 5.1, we find the first-order residue

\[
Z = 1.11 \nu^2
\]

for Region I and

\[
Z = 1.01 \nu^2
\]

for Region II. The first order spectral function for \( \langle O(x) O(y) \rangle \) is shown in Fig. 6. Comparing this result with that of the spectral function of the Higgs field in Fig. 4, we see a two-particle state for the Higgs field at \( t = (m_h + m_h)^2, \) and a two-particle state for the gauge vector field, starting at \( t = (m + m)^2. \) The difference is that for the gauge invariant correlation function \( \langle O(x) O(y) \rangle \) we no longer have the unphysical Goldstone two-particle state. Due to the absence of this negative contribution, the spectral function is positive throughout the spectrum. In fact, we see that for bigger values of \( \xi, \) we find that the spectral function of the elementary Higgs field resembles more and more the spectral function of the composite operator \( O(x). \) This makes sense, since for \( \xi \to \infty, \) we are approaching the unitary gauge which has a more direct link

Fig. 4 Spectral functions for the propagator \( (A_\mu^a(p) A_\nu^b(-p))^T, \) for \( \xi = 1 \) (green, dotted), \( \xi = 3 \) (red, solid), \( \xi = 5 \) (yellow, dashed), with \( t \) given in units of \( \mu^2, \) for Region I (left) and Region II (right) with the parameter values given in Table 1

Fig. 5 Possible decays of the gauge boson (above) and the Higgs boson (below). The arrows indicate the momentum flow
with the physical spectrum of the elementary excitations. In Appendix G, one finds a detailed discussion about the unitary gauge limit $\xi \to \infty$ as well as the calculation of the spectral function. Of course, the unitary gauge is not well-suited for computations at the quantum level due to the non-renormalizability issue in general, and non-curable overlapping divergences in particular, but for gauge invariant quantities, it was already noted in [32] that (for the $\beta$-functions) the unitary gauge choice can still be useful, at least up to one-loop order. Therefore, in Appendix G, we have analyzed, at one-loop order where there are no overlapping divergences yet, the scalar and vector correlation functions directly in the unitary gauge and we do find that their finite pieces are identical to those obtained in the $R_\xi$-gauge discussed so far. Given that several propagators are trivial in the unitary gauge, the computations in the latter gauge are evidently far more economical. A similar observation was already made in the $U(1)$ case as well, see [25].

The asymptotic (constant) behaviour is directly related to the (classical) dimension of the used composite operator.

5.4.1 The vector composite operator $R^\alpha_\mu(x)$

For the transverse part of the two-point correlation function $G(p^2)$, Eq. (72), for our set of parameters we find the first-order pole mass: in Region I

$$m^2_{R,pole} = 0.274 \mu^2$$

(98)

and Region II

$$m^2_{R,pole} = 0.065 \mu^2$$

(99)

which is the same as the pole mass of the transverse gauge field, Eq. (92), in agreement with Eq. (89). Following the steps from 5.1, we find the first-order residue

$$Z = \frac{1}{16} g^2 v^4 (1.05)$$

(100)

for Region I and

$$Z = \frac{1}{16} g^2 v^4 (1.05)$$

for Region II. The first order spectral function for $G(p^2)$ is shown in Fig. 7. Comparing this to the spectral function of the gauge vector field in Fig. 4, we see a two-particle state at $t = (m_h + m)^2$, and a two-particle state for the gauge field, starting at $t = (m+m)^2$. Again, as in the case of the two-point correlation function of the scalar operator $O(x)$, the difference is that for this gauge invariant correlation function we no longer have the unphysical Goldstone/gauge boson two-particle state. Due to the absence of this negative contribution, the spectral function is positive throughout the spectrum. In fact, we see that for bigger values of $\xi$, we find that the spectral function of the elementary gauge field resembles more and more the spectral function of the composite operator $R^\alpha_\mu(x)$. As already mentioned previously, this relies on the fact that in the limit $\xi \to \infty$ we are approaching the unitary gauge, see Appendix G. Also here, the linear increase at large $t$ follows from the operator dimension.

6 Conclusion and outlook

This work is the natural extension of previous studies [23–25], where the Abelian $U(1)$ Higgs model has been scrutinized by employing two local composite BRST invariant operators [1,14,15], whose two-point correlation functions provide a fully gauge independent description of the elementary excitations of the model, namely the Higgs and the massive gauge boson.

This formulation generalizes to the non-Abelian Higgs model as, for example, the $SU(2)$ Yang–Mills theory with a single Higgs in the fundamental representation [1,14,15]. This is the model which has been considered in the present analysis. The local gauge and BRST invariant composite
operators \((O(x), R^a_{\mu}(x))\) which generalize their \(U(1)\) counterparts are given in Eq. (43) and in Eqs. (56) and (57).

The two-point correlation functions \(\langle O(x)O(y)\rangle\) and \(\langle R^a_{\mu}(x)R^b_{\nu}(y)\rangle^T\), where the superscript \(T\) stands for the transverse component, have been evaluated at one-loop order in the \(R\)-gauge and compared with the corresponding correlation functions of the elementary fields \(\langle h(x)h(y)\rangle\) and \(\langle A^a_{\mu}(x)A^b_{\nu}(y)\rangle^T\). It turns out that both \(\langle O(x)O(y)\rangle\) and \(\langle h(x)h(y)\rangle\) share the same gauge independent pole mass, Eqs. (90), (91), (94) and (95), in agreement with both Nielsen identities [7–13] and the BRST invariant nature of \(O(x)\). Nevertheless, unlike the residue and spectral function of the elementary correlator \(\langle h(x)h(y)\rangle\), which exhibit a strong unphysical dependence from the gauge parameter \(\xi\), Fig. 2, the spectral density of \(\langle O(x)O(y)\rangle\) turns out to be \(\xi\)-independent and positive over the whole \(p^2\) axis, Fig. 6. The same features hold for \(\langle A^a_{\mu}(x)A^b_{\nu}(y)\rangle^T\) and \(\langle R^a_{\mu}(x)R^b_{\nu}(y)\rangle^T\). Again, both correlation function share the same \(\xi\)-independent pole mass, Eqs. (92), (93), (98) and (99). Though, unlike the \(\xi\)-dependent spectral function associated to \(\langle A^a_{\mu}(x)A^b_{\nu}(y)\rangle^T\), Fig. 4, that corresponding to \(\langle R^a_{\mu}(x)R^b_{\nu}(y)\rangle^T\), Fig. 7, turns out to be independent from the gauge parameter \(\xi\) and positive. As such, the local composite operators \((O(x), R^a_{\mu}(x))\) provide a fully BRST consistent description of the observable scalar (Higgs) and vector boson particles.

It is worth mentioning here that, besides the BRST invariance of the gauge fixed action, the model exhibits an additional global custodial symmetry, Eqs. (20) and (21), according to which all fields carrying the index \(a = 1, 2, 3\), i.e. \((A^a_{\mu}, b^a, c^a, \bar{c}^a, \rho^a)\), undergo a global transformation in the adjoint representation of \(SU(2)\). The same feature holds for the composite operators \((O(x), R^a_{\mu}(x))\) which transform exactly as \(h\) and \(A^a_{\mu}\). More precisely, the operator \(O(x)\) is a singlet under the custodial symmetry, while the operators \(R^a_{\mu}\) transform like a triplet, Eq. (59), so that the correlation function \(\langle R^a_{\mu}(p)R^b_{\nu}(-p)\rangle\) displays the same \(SU(2)\) structure of the elementary two-point function \(\langle A^a_{\mu}(p)A^b_{\nu}(-p)\rangle\), Eqs. (63)–(66). Although not being the aim of the present analysis, we expect that the existence of a global custodial symmetry will imply far-reaching consequences for the renormalization properties of the composite operators \((O(x), R^a_{\mu}(x))\) encoded in the corresponding Ward identities, allowing a generalization of the \(U(1)\) renormalizability analysis of [25].

The analysis of the spectral properties of the operators \((O(x), R^a_{\mu}(x))\) worked out here could pave the route for more ambitious projects which might lead to an interesting interplay with possible future investigation on the lattice of the correlators \(\langle O(x)O(y)\rangle\) and \(\langle R^a_{\mu}(x)R^b_{\nu}(y)\rangle\)\(^T\), as already mentioned in [16,17]. The BRST invariant nature of \((O(x), R^a_{\mu}(x))\) makes them natural candidates to attempting at facing the challenge of investigating the infrared non-perturbative behaviour of the model, trying to make contact with the analytical lattice predictions of Fradkin and Shenker [33], see also [34] for a general overview and [35] for a new take on these matters. This study would enable us to shed some light on the issue of the positivity of the spectral densities in the non-perturbative region, a topic which is currently under intensive investigation in confining Yang–Mills theories without the presence of Higgs fields, see [36–73]. Finally, it would be worth to investigate to which extent the BRST invariant correlation functions \(\langle O(x)O(y)\rangle\), \(\langle R^a_{\mu}(x)R^b_{\nu}(y)\rangle^T\) could be affected by the existence of the non-perturbative effect of the Gribov copies, by means of the recent BRST invariant formulation of the (Refined) Gribov–Zwanziger horizon function [74,75].

Another most promising avenue to further explore is the \(SU(2) \times U(1)\) setting of the electroweak theory, where the gauge invariant description of electric charge will necessitate the combination of the (local) gauge invariant composite operators set out here and (non-local) dressed gauge invariant operators, see [76].
Appendix A: Propagators and vertices

The tree level elementary propagators of the fields are easily computed, for example by coupling a source $J_\nu$ to each field $\varphi$ and computing at leading order the functional derivative
\[ \frac{\delta S_{\varphi}}{\delta J_\nu(p)} \] with $Z$ the generating functional of connected two-point functions. This leads to
\[
\begin{align*}
\langle A^a_\mu(p)A^b_\nu(-p) \rangle & = \frac{\delta^{ab}}{p^2 + m^2} \mathcal{P}_{\mu\nu}(p) \\
& \quad + \frac{\delta^{ab}}{p^2 + \xi m^2} \mathcal{L}_{\mu\nu}(p), \\
\langle \rho^a(p)\rho^b(-p) \rangle & = \frac{\delta^{ab}}{p^2 + m^2}, \\
\langle h(p)h(-p) \rangle & = \frac{1}{p^2 + m^2}, \\
\langle A^a_\mu(p)b^b(-p) \rangle & = \frac{\delta^{ab} P_{\mu}}{p^2 + m^2}, \\
\langle b^a(p)b^b(-k) \rangle & = \frac{\delta^{ab} i m}{p^2 + \xi m^2} \\
\langle c^a(p)c^b(-p) \rangle & = \frac{\delta^{ab}}{p^2 + \xi m^2}
\end{align*}
\]
for the ghost propagator. All other propagators are zero. This includes the mixed propagator, $\langle A^a_\mu(x)\rho^b(y) \rangle = 0$, a well-known feature of the $R_\xi$-gauge [2, Chap. 21].

For all vertices, adopting the convention that the momentum is flowing towards the vertex, we get
- The $AA\rho$-vertex: $\Gamma^{Aa} A^b \rho^c(-p_1, -p_2, -p_3) = \frac{g}{2} \epsilon^{abc} \delta_{\mu\nu} \delta^{ab} \delta(p_1 + p_2 + p_3)$.
- The $ppA$-vertex: $\Gamma^{Aa} \rho^b \rho^c(-p_1, -p_2, -p_3) = \frac{g^2}{2} \delta_{\mu\nu} \delta^{ab} \delta(p_1 + p_2 + p_3)$.
- The $A\rho\rho$-vertex: $\Gamma^{Aa} A^b \rho^c(-p_1, -p_2, -p_3) = i \frac{g}{2} \delta^{ab} \delta(p_1 + p_2 + p_3)$.
- The $hhh$ vertex: $\Gamma^{Aa} A^b A^c(-p_1, -p_2, -p_3) = -3 \lambda \nu \delta(p_1 + p_2 + p_3)$.
- The $h\rho\rho$ vertex: $\Gamma^{Aa} h \rho^b \rho^c(-p_1, -p_2, -p_3) = -\lambda \nu \delta^{ab} \delta(p_1 + p_2 + p_3)$.
- The $AAA$-vertex: $\Gamma^{Aa} A^b A^c(-p_1, -p_2, -p_3, -p_4) = -ig f^{abc} \left[(p_1 - p_3)_\mu \delta_{\mu\nu} + (p_3 - p_2)_\mu \delta_{\nu\sigma} + (p_2 - p_1)_\sigma \delta_{\nu\mu}\right] \delta(p_1 + p_2 + p_3)$.
- The $\phi\phi\phi$ vertex: $\Gamma^{Aa} \phi \phi \phi(-p_1, -p_2, -p_3) = -i g f^{abc} \delta_{\mu\nu} \delta(p_1 + p_2 + p_3)$.

Appendix B: Custodial symmetry

The custodial symmetry given in Sect. 2.2 is a result of the fact that the unbroken action is invariant under an $SU(2)_{\text{gauge}} \times SU(2)_{\text{global}}$ symmetry. This can be seen by writing $\Phi$ in the form of a bi-doublet [77]
\[ \Phi = \begin{pmatrix} \phi^0\phi^+ \\ -\phi^{+*} \phi^0 \end{pmatrix}. \]
Clearly, the action,
\[ \mathcal{L}_\Phi = \frac{1}{2} \text{Tr} \left(D_\mu \Phi \right)^\dagger \left(D_\mu \Phi \right) - \frac{\lambda}{4} \left(\text{Tr} \Phi^4 - \nu^2\right)^2, \]
is invariant under the $SU(2)_{\text{gauge}} \times SU(2)_{\text{global}}$ transformation
\[ \Phi \rightarrow U(x) \Phi M^{-1}, \]
where $M$ is an arbitrary $x$-independent matrix from $SU(2)_{\text{global}}$. In the bidoublet notation, the expansion in Eq. (8) becomes
\[ \Phi = (h + \nu) \mathbf{1} + i \rho^a \gamma^a. \]
so the vev \( \langle \Phi \rangle \) is not invariant under the transformation (B3). However, it is invariant under the global diagonal \( SU(2) \times SU(2) \) subgroup corresponding to \( U(x) = M \). This is the custodial symmetry, given in infinitesimal form in Eq. (20).

Appendix C: Elementary propagators in the \( R_2 \)-gauge

Here we will calculate the one-loop corrections to the Higgs and gauge field propagator. This requires the calculation \(^4\) of the Feynman diagrams as shown in Figs. 8 and 9. To shorten the intermediate expressions, we will use the following functions:

\[
\eta(m_1, m_2) = \frac{1}{(4\pi)^{d/2}} \Gamma \left( 2 - \frac{d}{2} \right) \int_0^1 dx \left( x^2 (1 - x) + x m_1 + (1 - x) m_2 \right)^{d/2-2},
\]

\[
\chi(m_1) = \frac{1}{(4\pi)^{d/2}} \Gamma \left( 1 - \frac{d}{2} \right) m_1^{d/2-1}.
\]

Notice that the last four diagrams for both particles are zero for \( \langle h \rangle = 0 \). In fact, including these diagrams has the same effect as making a shift in the vev of the scalar field \( \Phi \) to demand \( \langle h \rangle = 0 \), see the Appendix of [23] for the technical details. In the context of the FMS operators, we found it more convenient to expand around the (classical) \( v \) that is gauge invariant, and thus to include the tadpoles. Expanding the FMS operator around the quantum corrected vev would lead to cancellations in that quantum vev coming from the propagator loop corrections to render it gauge invariant again, indeed the minimum of the quantum corrected effective Higgs potential is not gauge invariant itself.

a. Higgs propagator

The first diagrams contributing to the Higgs self-energy are of the snail type, renormalizing the masses of the internal fields. The Higgs boson snail (first diagram in the first line of Fig. 8):

\[
\Gamma_{hh,1}(p^2) = -\frac{3\lambda x (m_1^2)}{2 (m_h^2 + p^2)^2},
\]

the Goldstone boson snail (second diagram in the first line of Fig. 8):

\[
\Gamma_{hh,2}(p^2) = -\frac{3\lambda x (m_1^2)}{2 (m_h^2 + p^2)^2},
\]

and the gauge field snail (third diagram in the first line of Fig. 8):

\[
\Gamma_{hh,3}(p^2) = -\frac{3(d-1)g^2 x (m_1^2)}{4 (m_h^2 + p^2)^2} - \frac{3g^2 \chi (m_1^2 \xi)}{4 (m_h^2 + p^2)^2}.
\]

Next, we meet a couple of sunset diagrams. The Higgs boson sunset (fourth diagram in the first line of Fig. 8):

\[
\Gamma_{hh,4}(p^2) = \frac{9\lambda^2 v^2 \eta (m_h^2, m_1^2)}{2 (m_h^2 + p^2)^2},
\]

the gauge field sunset (first diagram in the second line of Fig. 8):

\[
\Gamma_{hh,5}(p^2) = \frac{3g^2 \eta (m_h^2, m_1^2)}{8m_1^2 (m_h^2 + p^2)^2} + \frac{3g^2 (2m_1^2 \xi + p^2)^2 \eta (m_h^2, m_1^2)}{8m_1^2 (m_h^2 + p^2)^2} - \frac{3g^2 (m_1^2 \xi - 1)^2 + 2m_1^2 \xi^2 + 2m_1^2 p^2 + p^4) \eta (m_h^2, m_1^2)}{4m_1^2 (m_h^2 + p^2)^2} + \frac{3g^2 (m_1^2 \xi - 1) \chi (m_1^2)}{4 (m_h^2 + p^2)^2},
\]

the ghost sunset (second diagram in the second line of Fig. 8):

\[
\Gamma_{hh,6}(p^2) = -\frac{3g^2 m_1^2 \xi^2 \eta (m_1^2 \xi, m_1^2 \xi)}{4 (m_h^2 + p^2)^2},
\]

the Goldstone boson sunset (third diagram in the second line of Fig. 8):

\[
\Gamma_{hh,7}(p^2) = \frac{3\lambda^2 v^2 \eta (m_1^2 \xi, m_1^2 \xi)}{2 (m_h^2 + p^2)^2},
\]

and a mixed Goldstone-gauge sunset (fourth diagram in the second line of Fig. 8):

\[
\Gamma_{hh,8}(p^2) = \frac{3g^2 \left( (m_1^2 \xi - 1) + p^2 \right)^2 + 4m_1^2 p^2) \eta (m_h^2, m_1^2 \xi)}{4m_1^2 (m_h^2 + p^2)^2} - \frac{3g^2 (m_1^2 \xi + p^2)^2 \eta (m_h^2, m_1^2 \xi)}{4m_1^2 (m_h^2 + p^2)^2} + \frac{3g^2 \chi (m_1^2 \xi) \left( m_1^2 \xi (m_1^2 \xi - 1) + p^2 \right)}{4m_1^2 (m_h^2 + p^2)^2} - \frac{3g^2 \chi (m_1^2) \left( m_1^2 \xi (m_1^2 \xi - 1) + p^2 \right)}{4m_1^2 (m_h^2 + p^2)^2}.
\]

\(^4\) We have used from [78] the technique of modifying integrals into “master integrals” without numerators.
Finally, we have the tadpole diagrams. The Higgs tadpole (first diagram on the third line of Fig. 8):

\[ \Gamma_{hh,9}(p^2) = \frac{9\lambda^2 v^2 \chi \left( m_h^2 \right)}{2m_h^2 \left( m_h^2 + p^2 \right)^2}, \]  
(C10)

gives a contribution:

\[ + \frac{3 \left( m_h^2 + p^2 \right)}{4m^2} \chi \left( m^2 \xi \right) \]  
\[ + \frac{3m_h^2}{4m^2} \chi \left( m_h^2 \right) \]  
\[ \times \frac{1}{\left( p^2 + m_h^2 \right)^2}. \]  
(C14)

b. Gauge field propagator

The first diagram contributing to transverse part of the gauge field self-energy is the gauge field snail (first diagram in the first line of Fig. 9) and gives a contribution:

\[ \Pi_{AAT,1}(p^2) = \frac{2g^2 \left( p^2 - d \left( d^2 - 3d + 3 \right) p^2 \right) \chi \left( m^2 \right)}{(d - 1)dp^2 \left( m^2 + p^2 \right)^2} \]  
\[ - \frac{2g^2 \xi \left( d - 2 \right)dp^2 + p^2 \chi \left( m^2 \xi \right)}{(d - 1)dp^2 \left( m^2 + p^2 \right)^2}. \]  
(C15)

The second diagram is the Goldstone boson snail (second diagram in the first line of Fig. 9):

\[ \Pi_{AAT,2}(p^2) = -\frac{3g^2 \chi \left( m^2 \xi \right)}{4 \left( m^2 + p^2 \right)^2}. \]  
(C16)

The third diagram is the Higgs boson snail (third diagram in the first line of Fig. 9):

\[ \Pi_{AAT,3}(p^2) = -\frac{g^2 \chi \left( m_h^2 \right)}{4 \left( m^2 + p^2 \right)^2}. \]  
(C17)
The fifth diagram is the ghost sunrise (first diagram in the second line of Fig. 9):

\[
\Pi_{AA^\tau,5}(p^2) = g^2 \left\{ \eta \left( m^2, m^2 \xi \right) \left( \frac{2m^2 \xi}{(d-1)(m^2 + p^2)^2} - \frac{p^2}{2(d-1)(m^2 + p^2)^2} \right) - \chi \left( m^2 \xi \right) \right\}.
\]

The sixth diagram is the Goldstone sunrise (second diagram in the second line of Fig. 9):

\[
\Pi_{AA^\tau,6}(p^2) = g^2 \left\{ \eta \left( m^2, m^2 \xi \right) \left( \frac{m^2 \xi}{(d-1)(m^2 + p^2)^2} - \frac{p^2}{4(d-1)(m^2 + p^2)^2} \right) + \chi \left( m^2 \xi \right) \right\}.
\]

The seventh diagram is the mixed Goldstone-Higgs sunrise (third diagram in the third line of Fig. 9):

\[
\Pi_{AA^\tau,7}(p^2) = g^2 \left\{ -\left( \frac{(-m_h^2 + m^2 \xi + p^2)^2 + 4m_h^2 p^2}{4(d-1)p^2 (m^2 + p^2)^2} \right) \eta \left( m_h^2, m^2 \xi \right) \right.\]

\[
\left. + \chi \left( m_h^2 \right) \frac{(-m_h^2 + m^2 \xi + p^2)}{4(d-1)p^2 (m^2 + p^2)^2} \right.\]

\[
\left. + \left( \frac{m_h^2 - m^2 \xi + p^2}{4(d-1)p^2 (m^2 + p^2)^2} \right) \right\}.
\]

The eighth diagram is the mixed Higgs-gauge field sunrise (fourth diagram in the second line of Fig. 9):

\[
\Pi_{AA^\tau,8}(p^2)
\]
Finally, we have four tadpole diagrams. The Higgs boson tadpole (first diagram of the third line in Fig. 9):
\[ \Pi_{AA^7,5}(p^2) = \frac{3g\lambda m\chi(m_h^2)}{2v (m^2 + p^2)^2}. \]  
(C23)

the Goldstone boson tadpole (second diagram of the last line in Fig. 9):
\[ \Pi_{AA^7,6}(p^2) = \frac{3g\lambda m\nu\chi(m^2\xi)}{2m_h^2 (m^2 + p^2)^2}. \]  
(C24)

The gauge field tadpole (third diagram of the last line in Fig. 9):
\[ \Pi_{AA^7,7}(p^2) = \frac{3(d - 1)g^2m^2\chi(m^2)}{2m^2 (m^2 + p^2)^2} + \frac{3g^2m^2\epsilon\chi(m^2\xi)}{2m^2 (m^2 + p^2)^2}. \]  
(C25)

and finally, the ghost tadpole (fourth diagram of the last line in Fig. 9):
\[ \Gamma_{AA^7,8}(p^2) = -\frac{3g^2m^2\epsilon\chi(m^2\xi)}{2m^2 (m^2 + p^2)^2}. \]  
(C26)

Combining all these contributions (C15)–(C26), we find the total one-loop correction to the gauge field self-energy
\[ \langle A_b^0(p)A_b^0(p)\rangle_T = \frac{g^{ab}}{p^2 + m^2} + \frac{g^{ab}g^2}{p^2 + m^2} \left\{ -\frac{(2(3 - 2d)m^2p^2 + m_h^4(m^2 - p^2) + m^4 + p^4)}{4(d - 1)p^2} \eta(m^2, m_h^2) \right. 
\]  
\[ + \frac{(m^2 + p^2)^2}{2(d - 1)m^4} \left( 2m^2p^2(-2d + \xi + 3) + m^4(\xi - 1) + p^4 \right) \eta(m^2, m^2\xi) \right. 
\]  
\[ + \frac{(m^4 - p^4)}{4(d - 1)m^4} \eta(m^2, m^2\xi) - \frac{(4m^2 + p^2)}{4(d - 1)m^4} \eta(m^2, m^2\xi) \]  
\[ + \frac{(m_h^2(-m^2p^2(8d^2 - 24d + 4\xi + 13) - 2p^4(4d + \xi - 7) + m^4(1 - 2\xi)) + 6(d - 1)^2m^4p^2 + m_h^4m^2p^2}{4(d - 1)m^2m^2p^2} \chi(m^2) \]  
\[ - \frac{(d - 2)^2p^2 + m_h^2 - m^2}{4(d - 1)p^2} \chi(m_h^2) + \frac{(m^2p^2(5d + 4\xi - 13) + 2p^4(4d + \xi - 7) + m^4(\xi - 1))}{4(d - 1)m^2p^2} \chi(m^2\xi) \right. 
\]  
\[ \left. + \frac{3}{4}\chi(m^2\xi) \right\} \frac{1}{(p^2 + m^2)^2}. \]  
(C27)
The diagrams which contribute to the correlation function are depicted in Fig. 11. The first term (first box in Fig. 11) is given by Eq. (C27). The second term (second box in Fig. 11) is given by 

\[
\frac{1}{(p^2 + m_{\xi}^2)^2}.
\]  

(E2)

Appendix E: Contributions to \(R^a_p(p)\) in the \(R_{\xi}\)-gauge

The third term (third box in Fig. 11) is

\[
-\frac{1}{2} \left\{ \rho^a(x) \partial_\mu \rho^b(x), \partial_\nu \rho^a(-y) \rho^b(y) \right\}
\]

The fourth term (fourth box in Fig. 11) is

\[
\frac{1}{4} g^\nu \left\{ A^a_{\mu} h(x), A^a_{\nu} h(y) \right\}
\]

\[
\frac{3m^2 \left( (-m_{\xi}^2 + m^2 + p^2)^2 + 4m^2 \rho^2 \right)}{2(d-1)p^2 (m^2 + p^2)} \eta (m_{\xi}^2, m^2)
\]

\[
+ \frac{3m^2 \eta (m^2, m_{\xi}^2)}{2(d-1)p^2 (m^2 + p^2)} \left( 4p^2 (m_{\xi}^2 - (d-1)m^2) + (-m_{\xi}^2 + m^2 + p^2)^2 \right)
\]

\[
+ \frac{3m^2 \chi (m_{\xi}^2) \left( \frac{m_{\xi}^2 - m^2 + p^2}{(d-1)p^2} - \frac{3}{m^2} \right)}{2(m^2 + p^2)}
\]

\[
+ \frac{3m^2 \chi (m_{\xi}^2) \left( \frac{m_{\xi}^2 - m^2 + p^2}{(d-1)p^2} - \frac{3}{m^2} \right)}{2(m^2 + p^2)}
\]

\[
- \frac{3m^2 \chi (m_{\xi}^2) \left( 6(d-1)m_{\xi}^2 p^2 + m_{\xi}^2 + m_{\xi}^2 (p^2 - m^2) \right)}{2(d-1)m_{\xi}^2 p^2 (m^2 + p^2)} \right\} \mathcal{P}_{\mu\nu}(p).
\]  

(E3)
The fifth term (fifth box in Fig. 11) is
\[
\frac{1}{6} g^2 v^2 \left\{ \rho^a(x) A^a_\mu(x), \rho^a(y) A^a_\nu(y) \right\} \\
= \left\{ -\frac{3}{2} \left( (m^2 \xi - 1) + p^2 \right)^2 - 4(d-2)m^2 p^2 \right\} \eta(m^2, m^2 \xi) \\
+ \frac{3(4m^2 \xi + p^2) \eta(m^2, m^2 \xi)}{2(d-1)p^2} + \frac{3 \chi(m^2) (m^2 (\xi - 1) + p^2)}{2(d-1)p^2} \\
- \frac{3 \chi(m^2) (m^2 (\xi - 1) + p^2)}{2(d-1)p^2} \mathcal{P}_{\mu\nu}(p). \tag{E4}
\]

The sixth term is
\[
-\frac{1}{24} g^2 v^2 \left\{ \rho^a(x) \rho^b(x) A^b_\mu(x), A^b_\nu(y) \right\} \\
= -\frac{3g^2 v^2 \chi(m^2)}{8(m^2 + p^2)} \mathcal{P}_{\mu\nu}(p). \tag{E5}
\]

The seventh term (seventh box in Fig. 11) is
\[
\frac{1}{8} g^2 v^2 \left\{ h(x) h(x) A^a_\mu(x), A^a_\nu(y) \right\} = \frac{3g^2 v^2 \chi(m^2)}{8(m^2 + p^2)} \mathcal{P}_{\mu\nu}(p). \tag{E6}
\]

The eighth term (eighth box in Fig. 11) is
\[
\frac{1}{4} g^2 v^2 \left\{ h(x) A^a_\mu(x), h(y) A^n_\nu(y) \right\} \\
= -\frac{3m^2}{4(d-1)m^2 p^2} \left\{ \left(-m^2_\mu + m^2_\nu + p^2\right)^2 + 4m^2_\mu p^2 \right\} \eta(m^2_\mu, m^2_\nu) - \frac{\eta(m^2, m^2) \left(4p^2 (m^2_\mu - (d-1)m^2) + (m^2_\mu + m^2 - p^2)^2\right)}{4(d-1)m^2 p^2} \\
+ \frac{\chi(m^2) (m^2_\mu + m^2 - p^2)}{4(d-1)m^2 p^2} \frac{\chi(m^2) (m^2_\mu - m^2 + p^2)}{4(d-1)m^2 p^2} \\
- \frac{(\xi - 1) \chi(m^2_\mu)}{4(d-1)p^2} \mathcal{P}_{\mu\nu}(p). \tag{E7}
\]

The ninth term (ninth box in Fig. 11) is
\[
\frac{1}{2} g v^2 \left\{ \partial_\mu h(x) \rho^a(x), A^a_\nu(y) \right\} \\
= -\frac{3g^2 v^2}{2} \left\{ \left(-m^2_\mu + m^2_\xi + p^2\right)^2 + 4m^2_\mu p^2 \right\} \eta(m^2_\mu, m^2_\xi) \\
+ \frac{\chi(m^2_\mu) (-m^2_\mu + m^2_\xi + p^2)}{4(d-1)p^2 (m^2 + p^2)} \\
+ \frac{\chi(m^2_\mu) (m^2_\mu - m^2 + p^2)}{4(d-1)p^2 (m^2 + p^2)} \mathcal{P}_{\mu\nu}(p). \tag{E8}
\]

The tenth term (tenth box in Fig. 11) is
\[
-\frac{1}{4} g v^2 \varepsilon^{abc} \left\{ A^a_\mu(x), \rho^b \partial_\alpha \rho^c \right\} \\
= -\frac{3}{4} g^2 v^2 \left\{ \left(4m^2_\xi p^2 + p^4\right) \eta(m^2_\xi, m^2_\xi) \\
- \frac{\chi(m^2_\xi) (m^2_\xi)}{(d-1) (m^2 + p^2)} \mathcal{P}_{\mu\nu}(p) \right\}. \tag{E9}
\]
and together these terms give the transverse part of the correlation function of the scalar composite operator \( R^a_\mu \) up to first order in \( \hbar \)

\[
\langle R^a_\mu(x), R^b_\nu(y) \rangle_T = \frac{3}{16} g^2 v^4 \frac{1}{p^2 + m^2} - 3 \left\{ -\frac{p^2}{4(d-1)} \left( \frac{2(3 - 2d)m^2 p^2 - 2m^2_h (m^2 - p^2) + m^2 + p^4}{4(d-1)} \right) \eta(m^2, m^2_h) \\
- \frac{(4m^2 + p^2)}{4(d-1)m^2 + 4(3 - 2d)m^2 p^2 + p^4} \eta(m^2, m^2) \\
+ \chi(m^2) \left( m^2_h (-8 (d^2 - 3d + 2)m^4 + (15 - 8d)m^2 p^2 + 3p^4) - 6(d-1)^2 m^4 (m^2 + 2p^2) + p^2 m^4_h \right) \\
+ \chi(m^2) \left( -2(d-1)m^4 (5 - 4d)m^2 p^2 - p^2 m^2_h + p^4 \right) \right\} \frac{1}{(m^2 + p^2)^2}.
\]

(E10)

**Appendix F: Fundamental Feynman integral**

\[
\int_0^1 dx \ln \frac{p^2 x(1 - x) + x m^2_\perp (1 - x) m^2_\perp}{m^2_\perp} \\
= -2 + \frac{1}{2p^2} \left[ \frac{m^2_h (m^2_\perp) + m^2_\perp (m^2_h)}{m^2_\perp} + p^2 \ln \frac{m^2_h m^2_\perp}{m^2_\perp} \right] \\
- 2 \sqrt{\frac{-m^4_\perp + 2m^2_\perp m^2_\perp - 2m^2_\perp p^2 - m^4 - 2m^2_\perp p^2 - p^4}{2}} \times \tan^{-1} \left[ \sqrt{\frac{-m^4_\perp + 2m^2_\perp m^2_\perp - (m^2_\perp + p^2)^2}{-m^4_\perp + 2m^2_\perp m^2_\perp - (m^2_\perp + p^2)^2}} \right] \\
+ 2 \sqrt{\frac{-m^4_\perp + 2m^2_\perp m^2_\perp - 2m^2_\perp p^2 - m^4 - 2m^2_\perp p^2 - p^4}{2}} \times \tan^{-1} \left[ \sqrt{\frac{-m^4_\perp + 2m^2_\perp m^2_\perp - (m^2_\perp + p^2)^2}{-m^4_\perp + 2m^2_\perp m^2_\perp - (m^2_\perp + p^2)^2}} \right].
\]

(F1)

**Appendix G: A digression on the unitary gauge**

It is well-known that in the unitary gauge the unphysical fields, like the Goldstone and ghost fields, decouple, a feature which allows for a more direct link with the spectrum of the elementary excitations of the model. However, this gauge is known to be non-renormalizable. In fact, working directly with the elementary tree level propagators taken a priori in the unitary limit, i.e. \( \xi \to \infty \), and following the steps of dimensional regularization, we find that the divergent part of the inverse Higgs propagator reads

\[
G^{-1}_{hh, \text{div}}(p^2) = \frac{3g^2 (m^4_h + 6m^2 p^2 + p^4)}{64\pi^2 m^2}.
\]

(G1)

We used here that the surviving tree level propagators in the unitary gauge are

\[
\langle A^a_\mu(p) A^b_\nu(-p) \rangle = \frac{\delta^{ab}}{p^2 + m^2} P_{\mu\nu}(p) \\
+ \delta^{ab} \frac{1}{m^2} \mathcal{L}_{\mu\nu}(p) = \frac{\delta^{ab}}{p^2 + m^2} (\delta_{\mu\nu} + \frac{P_\mu P_\nu}{m^2}),
\]

with all other propagators, i.e. the Goldstone and Faddeev–Popov ghost propagators, vanishing. In expression (G1) we clearly see the presence of the term \( \sim \frac{p^4}{m^2} \), signalling the aforementioned issue of the non-renormalizability. In essence, this can be traced back to the tree level presence of \( \frac{P_\mu P_\nu}{m^2} \), a non power-counting controllable term.

Nevertheless, it is interesting to observe that, if we remove the divergent part (G1) anyway, we obtain the spectral function as shown in Fig. 12. This spectral function is almost identical to that obtained for the composite operator \( O(x) \), see Fig. 6.

For the inverse gauge field propagator, proceeding in the same way, we find the divergent part

\[
G^{-1}_{AA, \text{div}}(p^2) = \frac{1}{\epsilon} \left( -\frac{9g^2 m^4 H^2}{16\pi^2 m^2} - \frac{g^2 p^6}{96\pi^2 m^4} \\
+ \frac{7g^2 p^4}{48\pi^2 m^2} + \frac{3g^2 m^2}{32\pi^2} + \frac{83g^2 p^2}{96\pi^2} - \frac{3\lambda m^2}{8\pi^2} \right)
\]

(G3)

which shows again the non-renormalizability of unitary gauge, through the terms \( \sim \frac{p^4}{m^2} \) and \( \sim \frac{p^4}{m^2} \). However, if we remove also here those terms by hand, we obtain the spectral function as shown in Fig. 13.

Apart from the by hand removal of the divergences in this unitary gauge exercise, the nice behaviour of the spectral
densities for the Higgs and gauge field obtained by a direct use of the tree level propagators already taken in the unitary limit, $\xi \to \infty$, can be, to some extent, justified by the fact that we are working at the one-loop order in perturbation theory. Since overlapping divergences start from two-loop onward, we can easily figure out that the naive use of the elementary tree level propagators taken already in the unitary limit will run into severe non-renormalizability issues, making the removal of the (overlapping) divergent parts (G1), (G3) quite problematic beyond the current one-loop level.

Now for what concerns the composite operators, since $O(x)$ is BRST invariant, any choice for the gauge fixing should give the same expression for the correlation function $G_{OO}(p^2)$. So again using the unitary gauge, Eq. (44) simplifies to

$$\langle O(x)O(y) \rangle_{\text{unitary}} = v^2 \langle h(x)h(y) \rangle_{\text{unitary}} + v \langle h(x)h(y) \rangle^2_{\text{unitary}} + \frac{1}{4} \langle h(x)^2h(y)^2 \rangle_{\text{unitary}}, \tag{G4}$$

with the consecutive terms displayed diagrammatically by the respective boxes in Fig. 14. Using dimensional regularization in the MS-scheme with $(d = 4 - \epsilon)$ and switching to momentum space, we find

$$v^2 \langle h(p)h(-p) \rangle_{\text{unitary}} = \frac{3}{52\pi^2} \int_0^1 dx \frac{1}{\epsilon} \left( 2m_h^4 + 12m^2 p^2 + 2p^4 \right)$$

$$+ 2m_h^4 \ln \left( \frac{m_h^2}{\mu^2} \right) + 2 \left( 6m^4 - m^2 p^2 \right) \ln \left( \frac{m^2}{\mu^2} \right)$$

$$- 3m_h^4 \ln \left( \frac{p^2(1-x)+m_h^2}{\mu^2} \right)$$

$$- (12m^4 + 4m^2 p^2 + p^4) \ln \left( \frac{p^2(1-x)+m^2}{\mu^2} \right)$$

with the consecutive terms displayed diagrammatically by the respective boxes in Fig. 15.

\[\text{Notice that these dropped divergences do not contribute anyhow to the branch cut discontinuity and this spectral function.}\]
Fig. 13 Spectral function for the propagator $\langle A_\mu^a(p) A_\nu^b(-p) \rangle$ in the unitary gauge, with $t$ given in unity of $\mu^2$, for the Region I (left) and Region II (right), with parameter values given in Table 1.

Fig. 14 One-loop contributions for the propagator $\langle O(x) O(y) \rangle$ in the unitary gauge. Curly lines represent the gauge field and dashed lines the Higgs field. The • indicates the insertion of a composite operator.

Fig. 15 One-loop contributions for the propagator $\langle R_\mu^a(x) R_\nu^a(y) \rangle$ in the unitary gauge. Curly lines represent the gauge field and dashed lines the Higgs field. The • indicates the insertion of a composite operator.
We find in momentum space

\[
\frac{1}{16} g^2 v^4 (A_{\mu}^{\alpha}(p) A_{\nu}^{\beta}(p))_{\text{unitary}}
\]

\[
= \frac{g^4 v^4}{32(4\pi)^2} \int_0^1 dx \left\{ -\frac{1}{\epsilon} \frac{1}{6m^4_{m_h} (9m^4_{m_h} + m^2_{m_h}(-9m^6 - 83m^2_{m_h} - 14m^2 p^2 + 9m^4 p^2 + 54m^6))} \right. \\
+ \frac{m^2_{m_h}}{p^2} \left( -m^2_{m_h} + m^2 + 7p^2 \right) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) \\
+ \frac{1}{2m^2_m p^2 m^2_{m_h}} \left( m^2_{m_h} - m^2_{m_h}(m^6 + 47m^4 p^2 + 16m^2 p^4 + 54m^6 p^2) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) \right. \\
+ \frac{1}{2p^2} \left( -2m^2_{m_h} (m^2 - p^2) + m^4 + m^4 \\
- 10m^2 p^2 + p^4 \right) \ln \left( \frac{p^2(1-x)x + (1-x)m^2_{m_h} + m^2 x}{\mu^2} \right) \\
+ \frac{1}{2m^2} (4m^2 + p^2) (12m^4 - 20m^2 p^2 + p^4) \\
\times \ln \left( \frac{m^2 + p^2(1-x)x}{\mu^2} \right) \\
+ \frac{1}{6m^4 p^2 m^2_{m_h}} \left( 3m^4_{m_h} - 3m^4_{m_h}(2m^6 + 9m^4 p^2 + 2m^2 p^4 - 26m^6 p^2 - 2p^8) \right. \\
+ \frac{m^2_{m_h}(3m^8 - 9m^6 p^2 - 2m^4 p^4 - 26m^6 p^8 - 6p^8)}{m^4_{m_h} + 9m^4 (m^8 - 9m^6 p^2 - 2m^4 p^4 - 26m^6 p^8 - 2p^8)} \\
\left. - \frac{54m^8 p^2}{m^4_{m_h} + 9m^4 (m^8 - 9m^6 p^2 - 2m^4 p^4 - 26m^6 p^8 - 2p^8)} \right\} \frac{\mathcal{P}_{\mu\nu}(p)}{(p^2 + m^2_{m_h})^2} \bigg| \frac{g^4 v^4}{32(4\pi)^2} \int_0^1 dx \left( \frac{1}{\epsilon} \frac{1}{m^2_{m_h}} \right) \times \left( m^2_{m_h} (3m^2 + p^2) - 3m^4_{m_h} - 18m^4 \right) \\
- \frac{3}{2p^2} \left( (m^2_{m_h} - m^2 + p^2) (m^2_{m_h} + m^2 + p^2) \\
\times \ln \left( \frac{p^2(1-x)x + (1-x)m^2_{m_h} + m^2 x}{\mu^2} \right) \right. \\
- \frac{3}{2p^2} \left( 5m^2 - 2m^2 \\
+ m^2_{m_h} (m^4 - m^2 p^2) + m^2_{m_h} + 6m^4 p^2 \right) \bigg) \mathcal{L}_{\mu\nu}(p), \\
1 \frac{1}{4} g^2 v^2 (A_{\mu}^{\alpha}(p) A_{\nu}^{\alpha}(p))_{\text{unitary}}
\]

\[
= - \frac{3m^2_{m_h} m^2}{32 \pi^2} \int_0^1 dx \left( \frac{2}{\epsilon} \right) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) + 1 \bigg| \left( \frac{1}{p^2 + m^2_{m_h}} \mathcal{P}_{\mu\nu}(p) + \frac{1}{2m^2_{m_h}} \mathcal{L}_{\mu\nu}(p) \right) \bigg), \quad \text{(G11)}
\]

\[
\frac{1}{4} g^2 v^2 (h A_{\mu}^{\alpha}(p) (h A_{\nu}^{\beta}(p))_{\text{unitary}}
\]

\[
= \frac{1}{32 \pi^2} \int_0^1 dx \left( \frac{1}{\epsilon} - (3m^2_{m_h} + 9m^2 - p^2) \right. \\
\left. + \frac{m^2_{m_h}}{2p^2} (m^2 + p^2 - m^2_{m_h}) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) \right. \\
+ \frac{m^2_{m_h}}{2p^2} \left( m^2 - m^2 + p^2 \right) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) \\
\left. + \frac{1}{2p^2} (2p^2 (m^2 - 5m^2) + (m^2 - m^2_{m_h})^2 + p^4) \\
\times \ln \left( \frac{p^2(1-x)x + (1-x)m^2_{m_h} + m^2 x}{\mu^2} \right) \right. \\
+ \frac{1}{6p^2} \left( 3m^2 - m^2_{m_h} - 9p^2 (m^2 + m^2_{m_h}) - 2p^4 \right) \bigg| \mathcal{P}_{\mu\nu}(p) \\
+ \frac{3}{32 \pi^2} \int_0^1 dx \left( \frac{1}{\epsilon} \left( -m^2_{m_h} + 3m^2 + p^2 \right) \right. \\
\left. + \frac{m^2_{m_h}}{2p^2} (-m^2_{m_h} + m^2 - p^2) \ln \left( \frac{m^2_{m_h}}{\mu^2} \right) \right) \bigg), \quad \text{(G12)}
\]
\[ \frac{\mu^2}{2p^2} \left( m_h^2 - m^2 + p^2 \right) \ln \left( \frac{m_h^2}{\mu^2} \right) \]
\[ - \frac{1}{2p^2} \left( (m - m_h)^2 + p^2 \right) \left( (m_h + m)^2 + p^2 \right) \times \ln \left( \frac{p^2 x (1 - x) + (1 - x)m_h^2 + x m^2}{\mu^2} \right) \]
\[ - \frac{1}{2p^2} \left( (m - m_h)^2 + 3p^2 m_h^2 - p^2 m^2 \right) \{ \mathcal{L}_{121}(p) \} \]

and putting everything together, also here we see that \( \langle R_{\mu}^\alpha(p) R_{\nu}^\beta(−p) \rangle_{\text{unitary}} = \langle R_{\mu}^\alpha(p) R_{\nu}^\beta(−p) \rangle_{R_h} \) upon dropping the divergences.
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