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Abstract

Gradient-descent (GD) based algorithms are an indispensable tool for optimizing modern machine learning models. The paper considers distributed stochastic GD (D-SGD)—a network-based variant of GD. Distributed algorithms play an important role in large-scale machine learning problems as well as the Internet of Things (IoT) and related applications. The paper considers two main issues. First, we study convergence of D-SGD to critical points when the loss function is nonconvex and nonsmooth. We consider a broad range of nonsmooth loss functions including those of practical interest in modern deep learning. It is shown that, for each fixed initialization, D-SGD converges to critical points of the loss with probability one. Next, we consider the problem of avoiding saddle points. It is well known that classical GD avoids saddle points; however, analogous results have been absent for distributed variants of GD. For this problem, we again assume that loss functions may be nonconvex and nonsmooth, but are smooth in a neighborhood of a saddle point. It is shown that, for any fixed initialization, D-SGD avoids such saddle points with probability one. Results are proved by studying the underlying (distributed) gradient flow, using the ordinary differential equation (ODE) method of stochastic approximation.
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1. Introduction

With the rise of deep learning, nonconvex optimization has emerged as a crucial component of machine learning, data science, and signal processing. Applications often involve large optimization problems that are addressed using first-order techniques such as gradient descent. In this paper we study distributed (i.e., network-based) variants of gradient descent for nonconvex optimization.

There are several important reasons for considering distributed algorithms. Foremost, they are an important tool for handling large-scale optimization problems that cannot be accommodated on a single machine (Lian et al., 2017). Such problems are increasingly commonplace in machine learning applications, where data sets can be enormous. Distributed algorithms are also useful for federated learning (Konečný et al., 2015), and have applications in a range of important domains including vehicular networks (Chang et al., 2020), edge computing (Wang et al., 2019), and distributed control (Duchi et al., 2011).

Formally, we will consider the following setup: Suppose there are $N$ computing nodes, or agents. Each agent $n = 1, \ldots, N$ possesses a private function $f_n : \mathbb{R}^d \rightarrow \mathbb{R}$ that is nonconvex and possibly nonsmooth, and accessible only to agent $n$. Agents are assumed to be equipped with an overlaid communication network that may be used to communicate with neighboring agents. We are interested in optimizing the sum function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ given by

$$f(x) := \sum_{n=1}^{N} f_n(x). \tag{1}$$

Problems of this form are common in machine learning, with the most prominent example being empirical risk minimization. Concretely, suppose that $\mathcal{D}_n = \{(x_i, y_i)\}_i$ represents a local data set collected or stored by agent $n$. Let $\ell(\cdot, \cdot)$ denote some predefined loss function, and let $h(\cdot, \theta)$ denote a parametric hypothesis class, with parameter $\theta$. In empirical risk minimization, the objective is to minimize the empirical risk over the data held by all agents, i.e., solve the optimization problem

$$\min_{\theta} \sum_{(x, y) \in \mathcal{D}} \ell(h(x, \theta), y) = \min_{\theta} \sum_{n=1}^{N} \sum_{(x, y) \in \mathcal{D}_n} \ell(h(x, \theta), y),$$

where the objective above fits the form of (1) with $f_n(\theta) = \sum_{(x, y) \in \mathcal{D}_n} \ell(h(x, \theta), y)$. Non-convexity in this setting is typically induced by the function $h$ (Goodfellow et al., 2016).

A basic but crucial theoretical guarantee for nonconvex optimization is that an algorithm converges to local minima. This is known to occur for many centralized first-order algorithms (Lee et al., 2016, 2019; Pemantle, 1990). However, this issue is not well understood in the distributed setting. Despite the importance of distributed algorithms for multi-agent and large-scale processing, basic theoretical guarantees are lacking, and there is a paucity of tools for gaining insight into the fundamental structure of distributed optimization dynamics near saddle points. Motivated by these issues, in this paper we consider distributed stochastic gradient descent (D-SGD)—a simple distributed variant of SGD. We will characterize fundamental convergence properties of D-SGD (namely, avoidance of saddle points and convergence to local minima).

The main results of the paper will be formally presented in the next section but may be summarized as follows:
1. D-SGD converges to critical points of (1) when each $f_n$ is nonconvex and nonsmooth (but locally Lipschitz; see Theorems 1 and 6).

2. D-SGD avoids saddle points of (1) if each $f_n$ is sufficiently smooth in a neighborhood of the saddle point (see Theorems 3 and 7).

Regarding the first contribution, there have been many excellent prior works considering the convergence of D-SGD (and other distributed algorithms) to critical points. See Section 2.6 for a detailed discussion. Motivated by applications in machine learning, here we consider convergence to critical points under more general nonsmoothness assumptions than previously considered. Previous work on distributed nonconvex nonsmooth optimization typically assumes that nonsmoothness enters the global loss function via an additive convex (or difference of convex) nonsmooth regularizer (Di Lorenzo and Scutari, 2016; Scutari and Sun, 2019). This allows for nonsmooth regularization but precludes important cases such as training neural networks with nonsmooth activation functions. In this paper we consider a substantially relaxed notion of nonsmoothness that encompasses a wide range of popular neural network architectures.

Showing nonconvergence to saddle points is considerably more challenging than showing convergence to critical points. To our knowledge, these results represent the first rigorous analysis of D-SGD showing nonconvergence to saddle points. More precisely, we will show nonconvergence to saddle points with nonsingular Hessian. In the optimization literature, a point is sometimes called second-order stationary if it meets the second-order criteria for optimality (the gradient is zero and the Hessian is positive semidefinite). Together, our results demonstrate, for the first time, convergence of D-SGD to second-order stationary points. We note that several recent works including (Vlaski and Sayed, 2021a,b; Daneshmand et al., 2020, 2018; Hong et al., 2018) have obtained important related results concerning saddle point avoidance in distributed settings. See Section 2.6 for a detailed positioning of our results in the literature.

Our analysis techniques for establishing these results notably rely on studying underlying ordinary differential equations (ODEs). There has been a line of recent work that analyses optimization algorithms using an ODE approach (Su et al., 2014; Krichene et al., 2015; Shi et al., 2021; Davis et al., 2020). This is a powerful technique that can significantly simplify the analysis and distill the problem to a setting where fundamental intuition is far more transparent. The analysis approach we take in this paper follows that tradition.

Organization: The remainder of the paper is organized as follows. Section 2 presents the main results, reviews related literature, and introduces notation to be used in the proofs. Sections 3–8 prove the main results (see Section 2.8 for an overview of these sections and the general proof strategy). Section 9 concludes the paper.

2. Setup and Main Results

We will now present the D-SGD algorithm and main results of the paper. We begin in Sections 2.1–2.2 by presenting our main results in the context of smooth loss functions. Subsequently, in Section 2.3 we generalize our results to the case where loss functions are
nonsmooth. To simplify the presentation, Sections 2.1–2.3 only contain the statements of the main results without detailed discussion. In Sections 2.4–2.5 we give an in-depth discussion of the results and assumptions used. Section 2.6 discusses related work. Section 2.7 gives a high-level overview of proof techniques, including our use of ODE-based methods. Section 2.8 gives a detailed roadmap of the proof strategy to be used through the rest of the paper. Finally, Section 2.9 sets up the notation to be used through the rest of the paper.

In D-SGD, agents are assumed to be equipped with a communication network, represented by an undirected, unweighted graph $G = (V, E)$, where the set of vertices $V$ represents the set of agents and an edge $(i, j) \in E$ between vertices represents the ability of agents to communicate.

**D-SGD Algorithm:** Let $k \geq 1$ be an integer (representing discrete time steps) and let $x_n(k)$ denote agent $n$’s estimate of a minimizer of (1) at iteration $k$. The D-SGD algorithm is defined agentwise by the recursion

$$x_n(k + 1) = x_n(k) - \alpha_k (\nabla f_n(x_n(k)) + \xi_n(k + 1)) + \beta_k \sum_{\ell \in \Omega_n} (x_{\ell}(k) - x_n(k)), \quad (2)$$

for $n = 1, \ldots, N$, where $\{\alpha_k\}_{k \geq 1}, \{\beta_k\}_{k \geq 1} \subset (0, 1]$ are scalar weight parameters, $\xi_n(k)$ is zero-mean noise, and $\Omega_n$ represents the set of neighbors of agent $n$ in the graph $G$. The algorithm is initialized by setting the vector $(x_n(0))_{n=1}^N$ to some point $x_0 \in \mathbb{R}^{Nd}$.

**Intuition:** The D-SGD algorithm above follows the discrete-time consensus+innovations form (Kar et al., 2012) and is related to the class of diffusion (Chen and Sayed, 2012) and distributed gradient descent (DGD) (Nedic and Ozdaglar, 2009) processes for distributed optimization.

In order to see how D-SGD relates to classical (centralized) SGD, observe that the algorithm consists of two components: a consensus term $\beta_k \sum_{\ell \in \Omega_n} (x_{\ell}(k) - x_n(k))$ and a local (stochastic) gradient descent term $-\alpha_k (\nabla f_n(x(k)) + \xi_n(k + 1))$. The consensus term is related to well-studied consensus algorithms (Dimakis et al., 2010) (in particular, if one sets $f_n \equiv 0$, then (2) reduces to a standard consensus algorithm). Intuitively, the consensus term asymptotically forces each $x_n(k)$ towards the network mean $\bar{x}(k) := \frac{1}{N} \sum_{n=1}^N x_n(k)$. In turn, the network mean behaves (nearly) like a classical stochastic gradient descent process. To see this, one takes the average over agents on both sides of (2) to obtain

$$\bar{x}(k + 1) \approx -\alpha_k \left( \nabla f(\bar{x}(k)) + \tilde{\xi}(k + 1) \right),$$

where $\tilde{\xi}(k) := \frac{1}{N} \sum_{n=1}^N \xi_n(k)$ is the network-averaged noise and $f$ is given by (1). Thus, all together, we will see that $\bar{x}(k)$ behaves like classical SGD and $x_n(k) \to \bar{x}(k)$ for each agent $n$. It is important to note that rigorously establishing these relationships is nontrivial. However, the intuition established here provides guidance for how to approach the analysis and interpret results.

---

1. The results of Section 2.3 are more general than those of Sections 2.1–2.2 However, because handling nonconvex nonsmooth loss functions requires concepts and notation that are not mainstream, we have elected to present these results separately to improve readability.

2. The approximate equality is due to the fact that it deals with $\nabla f(\bar{x}(k))$ rather than $\sum_{n=1}^N \nabla f_n(x_n(k))$. This is made rigorous in Section 4.
2.1 Convergence to Critical Points

We will now consider convergence to critical points when loss functions are smooth. We will make the following assumptions, recalling that a detailed discussion of assumptions can be found in Section 2.5. When we make an assumption concerning $f_n$, we mean that the assumption holds for each $f_n$ in (1).

**Assumption A.1** $f_n : \mathbb{R}^d \rightarrow \mathbb{R}$ is continuously differentiable with locally Lipschitz continuous gradient.

**Assumption A.2** There exists a radius $R > 0$ and constants $C_1, C_2 > 0$ such that

$$\langle \nabla f_n(x), \frac{x}{\|x\|} \rangle \geq C_1$$

and

$$\|\nabla f_n(x)\| \leq C_2 \|x\|$$

for all $\|x\| \geq R$.

**Assumption A.3**

1. The graph $G = (V, E)$ is undirected, unweighted, and connected.
2. $\alpha_k = \Theta(k^{-\tau_a})$ and $\beta_k = \Theta(k^{-\tau_b})$ with $0 < \tau_b < \tau_a$, $\frac{1}{2} < \tau_a \leq 1$.
3. The gradient noise at each agent $n$ satisfies

$$\mathbb{E}(\xi_n(k) | F_{k-1}) = 0 \quad \text{and} \quad \mathbb{E}(\|\xi_n(k)\|^2 | F_{k-1}) \leq B$$

for some $B > 0$, and all $k \geq 1$.

**Assumption A.4** Let $\text{CP}_f \subset \mathbb{R}^d$ denote the set of critical points of $f$. The set $\mathbb{R}\setminus f(\text{CP}_f)$ is dense in $\mathbb{R}$.

Assumption A.1 is a standard smoothness assumption. Assumption A.2 ensures that the gradient points outwards asymptotically, and imposes a mild restriction on the growth rate of the gradient. Note that this assumption is satisfied in the case of $\ell_1$ and $\ell_2$ regularization. Assumption A.3, part 1 ensures that information can diffuse through the network. Part 2 assumes a convenient form for the update weights (see Section 2.9 for a formal definition of $\Theta(\cdot)$ notation). Part 3 makes a standard assumption that the gradient noise is zero mean with bounded variance.

Finally, in Assumption A.4 we recall that a point $x^*$ is said to be a critical point of $f$ if $\nabla f(x^*) = 0$. The set of critical values is given by the image of the set of critical points, $f(\text{CP}_f)$. Assumption A.4 simply states that the set of non-critical values is dense in $\mathbb{R}$. While this assumption is quite technical, we emphasize that it is a mild assumption commonly used obtain convergence to critical points in stochastic approximation procedures; cf. (Davis et al., 2020; Duchi and Ruan, 2018; Benaim et al., 2005). The assumption holds in many practical circumstances of interest involving nonsmooth loss functions (Davis et al., 2020). For further discussion of assumptions, we refer readers to Section 2.5.

Our first main result, stated next, is that D-SGD achieves consensus and converges to critical points under these assumptions.
Theorem 1 (Convergence to Critical Points) Let \( \{(x_n(k))_{n=1}^{N}\}_{k \geq 1} \) be a D-SGD process (2) with \( f \) given by (1). Suppose Assumptions A.1–A.4 hold. Then, given any fixed initial condition, for each \( n = 1, \ldots, N \) the following hold with probability 1:

(i) Agents achieve consensus in the sense that \( \lim_{k \to \infty} \|x_n(k) - x_\ell(k)\| = 0 \) for all \( \ell = 1, \ldots, N \).

(ii) \( x_n(k) \) converges to the set of critical points of \( f \).

We note that in this result and many of the following results, \( x_n(k) \) converges to the set of critical points. This is because the critical point set may contain a connected set. See Section 2.9 for the definition of setwise convergence. An extension of Theorem 1 for the case of nonsmooth loss functions will be given in Theorem 6.

2.2 Avoiding Saddle Points

Next, we consider the issue of avoiding saddle points when loss functions are smooth. We say that \( x^* \in \mathbb{R}^d \) is a saddle point of \( f \) if \( \nabla f(x^*) = 0 \) and \( x^* \) is neither a local maximum or minimum of \( f \). We will consider saddle points satisfying the following notion of regularity.

Definition 2 (Regular Saddle Point) A saddle point \( x^* \) of \( f \) will be said to be regular (or nondegenerate) if the Hessian \( \nabla^2 f(x^*) \) is an invertible matrix.

Note that this is equivalent to requiring all eigenvalues of \( \nabla^2 f(x^*) \) to be nonzero.\(^3\)

To ensure D-SGD avoids saddle points, we will require the following assumption. While the assumption is quite technical, it is relatively mild.

Assumption A.5 (Differentiability of Eigenvectors) Suppose \( x^* \in \mathbb{R}^d \) is a saddle point of (1). For each \( n \), the eigenvectors of \( \nabla^2 f_n(x) \) are differentiable at \( x^* \) in the sense that, for each \( x \) in a neighborhood of \( x^* \), there exists an orthonormal matrix \( U_n(x) \) that diagonalizes \( \nabla^2 f_n(x) \) such that \( x \mapsto U_n(x) \) is differentiable in a neighborhood of \( x^* \).

We emphasize that this assumption is relatively innocuous and should be satisfied by most functions encountered in practice. The assumption does not arise in centralized optimization but is needed to rule out certain highly pathological cases that can arise in the distributed setting, e.g., see Example 19 in (Swenson et al., 2021). The assumption is, in fact, guaranteed to hold under more familiar (and less technical) conditions. For example, the assumption always holds when each eigenvalue of \( \nabla^2 f_n(x^*) \) is unique or if each \( f_n \) is analytic (Kato, 2013). However, we have chosen to state Assumption A.5 in its present form in order to keep it as unrestricted as possible. Further discussion of this assumption and a simple illustrative example can be found in Section 2.5. Discussion of why the assumption is needed in the distributed setting can be found in Section 6 (see Remark 22).

In order to prevent D-SGD from getting trapped in “bad” sets (e.g., saddle points or stable manifolds), we must assume that the noise provides some minimum excitation.

---

3. The term nondegenerate is commonly used for this concept in the optimization community. However, since we will deal with nonconvergence to these points, we prefer to use the term “regular” in this paper to avoid frequent (and confusing) use of double negatives.
Assumption A.6 For every unit vector $\theta \in \mathbb{R}^d$ and some constant $c_1 > 0$ we have
\[ \mathbb{E}((\bar{\xi}(k)\theta)^+ | \mathcal{F}_{k-1}) \geq c_1, \]
where $\bar{\xi}(k) := \frac{1}{N} \sum_{n=1}^{N} \xi_n(k)$ and for $a \in \mathbb{R}$ we let $(a)^+ := \max\{0, a\}$.

Intuitively, Assumption A.6 simply asserts that the networked-average noise occasionally perturbs in all directions. The assumption is easily satisfied, for example, if each $\xi_n(k)$ is independently drawn from a nondegenerate (with positive definite covariance) Gaussian distribution or a uniform distribution over the $d$-dimensional unit sphere at each agent.

Finally, we will assume a slightly stronger smoothness condition than required earlier for convergence to critical points (cf. Assumption A.1).^4

Assumption A.7 $f_n : \mathbb{R}^d \to \mathbb{R}$ is three times continuously differentiable.

Theorem 3 (Nonconvergence to Saddle Points) Suppose $\{(x_n(k))_{n=1}^{N}\}_{k \geq 1}$ is a D-SGD process (2), $f$ is given by (1), and $x^*$ is a regular saddle point of $f$. Suppose Assumptions A.2–A.3 and A.5–A.7 hold. Then, for each $n = 1, \ldots, N$, and for any initialization $x_0 \in \mathbb{R}^{Nd}$
\[ \mathbb{P}(x_n(k) \to x^*) = 0. \]

Finally, as an immediate consequence of Theorems 1 and 3, we obtain the following local-minimum convergence guarantee.

Theorem 4 (Convergence to Local Minima) Suppose $\{(x_n(k))_{n=1}^{N}\}_{k \geq 1}$ is a D-SGD process (2) with $f$ given by (1). Suppose Assumptions A.2–A.7, hold and that every saddle point of $f$ is regular. Then for each $n = 1, \ldots, N$, and for any initial condition, $\lim_{k \to \infty} \|x_n(k) - x_\ell(k)\| = 0$ for all $\ell$, and $x_n(k)$ converges to the set of local minima of $f$ with probability 1.

An extension of Theorems 3 and 4 to the case of nonsmooth loss functions will be given in Theorems 7–8.

2.3 Extension: Nonsmooth Loss Functions

In the previous two sections we focused on smooth loss functions. However, nonsmooth loss functions play a critical role in many machine learning applications, e.g., deep learning with ReLU activation functions or $\ell_1$ regularization. In this section we will obtain the following generalizations of the above results:

1. If $f_n$ is nonsmooth, then D-SGD still converges to critical points.

---

^4 In the optimization literature, smoothness often means that a function has a Lipschitz continuous gradient, as in Assumption A.1. In the differential equations literature, the degree of smoothness refers to the number of times a function is continuously differentiable. We will use the term smoothness to refer to both concepts. However, note that if a function is more than twice continuously differentiable, it has a locally Lipschitz gradient, so Assumption A.7 is stronger than Assumption A.1.
2. If \( f_n \) is nonsmooth in general, but is smooth in a \emph{neighborhood} of a saddle point, then we still obtain nonconvergence to the saddle point.

We will formalize these generalizations now. Instead of Assumption A.1, consider the following assumption.

**Assumption A.8** \( f_n \) is locally Lipschitz continuous.

Under this assumption it is a well-known consequence of Rademacher’s theorem that \( f_n \) is differentiable almost everywhere (Evans and Gariepy, 2015, Ch. 3). Thus one may define the following generalization of the gradient for such functions:

**Definition 5 (Generalized Gradient)** Given a locally Lipschitz continuous function \( h \), the generalized gradient of \( h \) is given by
\[
\partial h(x) := \text{co} \left\{ \lim_{i \to \infty} \nabla h(x_i) : x_i \to x, \nabla h(x_i) \text{ exists} \right\},
\]
where \text{co} denotes the convex hull.

Properties of the generalized gradient and further discussion of this definition can be found in (Clarke, 1990). Of particular note, if \( h \) is locally Lipschitz continuous, then \( \partial h(x) \) is a nonempty compact convex set for all \( x \). If \( h \) is continuously differentiable, then \( \partial h(x) \) coincides with the traditional gradient and if \( h \) is convex, then \( \partial h(x) \) simply gives the subgradient set.

Given Definition 5, a point \( x^* \) is said to be a critical point of \( f \) if \( 0 \in \partial f(x^*) \) and \( x^* \) will be called a saddle point if it is a critical point but not a local maximum or minimum.

We will make the following direct generalization of Assumption A.2 for nonsmooth functions.

**Assumption A.9** There exists a radius \( R > 0 \) and constants \( C_1, C_2 > 0 \) such that
\[
\left\langle \frac{v}{\|v\|}, \frac{x}{\|x\|} \right\rangle \geq C_1 \quad \text{and} \quad \|v\| \leq C_2 \|x\|
\]
for all \( v \in \partial f_n(x) \) and \( \|x\| \geq R \).

In this context, D-SGD is given by the recursion
\[
x_n(k + 1) = x_n(k) + \beta_k \sum_{\ell \in \Omega_n} (x_\ell(k) - x_n(k)) - \alpha_k(v(k) + \xi_n(k + 1)), \quad (3)
\]
where \( v(k) \in \partial f_n(x_n(k)) \).

Finally, in order to ensure that D-SGD will descend the objective function, we require the following technical assumption.

**Assumption A.10 (Chain rule)** For any absolutely continuous function \( x : [0, \infty) \to \mathbb{R}^d \), \( f \) satisfies the chain rule
\[
\frac{d}{dt} f(x(t)) = \left\langle v, \frac{d}{dt} x(t) \right\rangle,
\]
for some \( v \in \partial f(x(t)) \), and almost all \( t \geq 0 \).
This assumption is a technical regularity condition needed to avoid pathological cases—we expect it to be satisfied by most functions encountered in practice. Further intuition for why the assumption is needed can be found in (Daniilidis and Drusvyatskiy, 2020) (see also Remark 12 below). In particular, the assumption is guaranteed to hold for a wide range of functions including common nonsmooth neural network architectures (Davis et al., 2020, Sec. 5).

Under these relaxed assumptions we obtain convergence to critical points of nonsmooth loss functions. The following result generalizes Theorem 1.

**Theorem 6 (Convergence to Critical Points)** Suppose \( \{(x_n(k))_{n=1}^N\}_{k \geq 1} \) satisfies (3) with \( f \) given by (1). Suppose Assumptions A.3–A.4 and A.8–A.10 hold. Then for each agent \( n \) we have that: (i) agents reach consensus in the sense that \( \|x_n(k) - x_{\ell}(k)\| \to 0 \) for each \( \ell = 1, \ldots, N \) and (ii) \( x_n(k) \) converges to the set of critical points of \( f \).

The next theorem generalizes Theorem 3. Critically, note that in the theorem we only assume smoothness in a neighborhood of \( x^* \).

**Theorem 7 (Nonconvergence to Saddle Points)** Suppose \( \{(x_n(k))_{n=1}^N\}_{k \geq 1} \) satisfies (3) with \( f \) given by (1). Suppose Assumptions A.3, A.5–A.6, and A.8–A.10 hold. Suppose \( x^* \) is a regular saddle point and there exists some neighborhood of \( x^* \) on which Assumption A.7 holds. Then for each \( n = 1, \ldots, N \) and for any initialization \( x_0 \in \mathbb{R}^{Nd} \) we have

\[
P(x_n(k) \to x^*) = 0.
\]

Finally, combining Theorems 6 and 7 we immediately obtain the following result, generalizing Theorem 4.

**Theorem 8 (Convergence to Local Minima)** Suppose \( \{(x_n(k))_{n=1}^N\}_{k \geq 1} \) satisfies (3) with \( f \) given by (1). Suppose Assumptions A.3–A.6, and A.8–A.10 hold. Suppose that for every saddle point \( x^* \), \( x^* \) is regular and A.7 holds in some neighborhood of \( x^* \). Then for each \( n = 1, \ldots, N \), and for any initial condition \( x_0 \in \mathbb{R}^{Nd} \), \( \lim_{k \to \infty} \|x_n(k) - x_{\ell}(k)\| = 0 \) for each \( \ell \), and \( x_n(k) \) converges to the set of local minima of \( f \) with probability 1.

2.4 Discussion

The main novelty of these results is that they show (i) convergence to critical points of D-SGD under weak nonsmoothness assumptions and (ii) nonconvergence to saddle points. Regarding (i), convergence to critical points is shown under Assumption A.8 (Lipschitz continuous loss functions), which is essentially the weakest assumption one can make while still ensuring the generalized gradient still exists. In this sense, our results hold for a very broad class of nonsmooth functions. In order to obtain convergence to critical points, additional technical assumptions are made, but as discussed in Section 2.5, these are all fairly mild. From a practical standpoint, our result showing convergence to critical points (Theorem 6) applies to most nonsmooth neural network architectures used in practice today, cf. (Davis et al., 2020).

Regarding (ii), most previous work on D-SGD has focused on showing convergence to critical points under various assumptions but has not dealt with nonconvergence to saddle points (see Section 2.6 for a discussion of related work). Analyzing nonconvergence to saddle
points is challenging as it requires dealing with tools that are not standard in optimization. In particular, one typically deals with stable manifolds—a concept from classical dynamical systems theory (Coddington and Levinson, 1955). Stable manifolds have been used to study gradient dynamics in the centralized regime and show nonconvergence to saddle points (Lee et al., 2016; Pemantle, 1990). However, showing nonconvergence of D-SGD to saddle points is more challenging than in the centralized case because the classical theory for stable manifolds does not apply. This is because the scaling factors $\alpha_k$ and $\beta_k$ in (2) make the dynamics nonautonomous (meaning the right hand side depends on time). The nonautonomous nature of the dynamics is an intrinsic part of their operation—by changing the relative weight placed on the consensus vs gradient descent terms over time, the consensus term gradually “overpowers” the gradient descent term, ensuring that consensus is reached, but at a point that also optimizes the loss function. Classical stable manifold theory, which is traditionally applied to show nonconvergence to saddle points, does not apply to nonautonomous systems.

To our knowledge, no analogous theory for stable manifolds exists for generic nonautonomous systems, which necessitates much of the analysis in the present paper. In particular, the backbone of our proof is a novel stable manifold theorem for (continuous-time) distributed gradient flow (DGF) developed in (Swenson et al., 2021).

Our analysis, both for showing convergence to critical points and nonconvergence to saddle points, will rely on studying the ordinary differential equation (ODE) that underlies D-SGD. ODE-based methods for studying optimization dynamics have grown in popularity recently (Su et al., 2014; Krichene et al., 2015; Wibisono et al., 2016). These powerful techniques often allow for much simpler analysis and provide deep insights by characterizing the qualitative properties of the underlying ODE. A high-level discussion of proof techniques and our use of ODE-based methods will be given in Section 2.7 and a more detailed roadmap of the proof strategy will be given in Section 2.8.

It is worth noting that the problem of minimizing (1) in a distributed setting can be viewed as a subspace-constrained optimization problem (see Section 3). Subspace-constrained optimization problems have many applications in engineering, including distributed optimization and inference (Hajinezhad and Hong, 2019; Nassif et al., 2020a,b). While this paper is motivated by the application of distributed nonconvex optimization and our main results will be stated in this context, all of our results are in fact proved for the broader class of subspace-constrained optimization problems. See Sections 2.8 and 3 for more details.

2.5 Discussion of Assumptions

In order to keep the presentation of the main results concise, we have deferred an in-depth discussion of assumptions to this section. For convenience, a table summarizing the assumptions and their usage in the main results can be found in Figures 1 and 2.

We will begin by discussing assumptions related to convergence to critical points. Theorem 6 is a strict generalization of Theorem 1, hence we will focus on the assumptions made in that theorem. Assumption A.8 is a standard notion of continuity. (Note that it is weaker than the standard smoothness assumption A.1 used in Theorem 1.) Assumption A.8 is essentially the weakest assumption under which the generalized gradient can be ensured to exist, and hence under which D-SGD dynamics are well defined. For a discussion of other notions of nonsmoothness, see (Li et al., 2020).
Assumption A.9 (the generalization of A.2 to nonsmooth functions) is nonstandard, but is relatively straightforward. The assumption comes in two parts. The first statement in the assumption is essentially a weak form of coercivity. A standard coercivity assumption in the context of optimization is to assume that \( f(x) \to \infty \) as \( \|x\| \to \infty \). In contrast, the first part of Assumption A.9 merely assumes that the gradient points outward asymptotically. On the other hand, the second part of Assumption A.9 is not related to coercivity. It is a restriction on the asymptotic growth rate of the gradient. The assumption is effectively equivalent to requiring that \( f_n \) be bounded by a quadratic function in the sense that \( f_n(x) \leq C\|x\|^2 \) for some \( C > 0 \). This relationship can be obtained by integrating the inequality in A.9 and applying the fundamental theorem of calculus. This assumption is needed to rule out unbounded oscillations that can occur due to discretization error. The only place in the paper it is directly applied is the proof of Lemma 13 (see in turn, Lemma 14) where we show that iterates of D-SGD remain in a compact set. This is required to show convergence to critical points using the ODE method of stochastic approximation—see Theorem 17, item 1 and (Davis et al., 2020). Notably, the assumption is not required to obtain convergence to critical points in the continuous-time settings—see Assumption A.3 and Theorem 3 in (Swenson et al., 2021). To the best of our understanding, the fact that we needed this assumption is an artifact of discretization.

Assumption A.10 is a technical assumption that is required to ensure that a generalized gradient descent process actually descends the objective function when it is nonsmooth (i.e., under Assumption A.8). To understand why the assumption is needed, note that in the context of smooth optimization, if \( h \) is a differentiable function and \( x(t) \) is a gradient flow trajectory, so that \( \frac{d}{dt} x(t) = -\nabla h(x(t)) \), we have

\[
\frac{d}{dt} h(x(t)) = \langle \nabla h(x(t)), \frac{d}{dt} x(t) \rangle = -\|\nabla h(x(t))\|^2,
\]

where the first equality follows from the standard chain rule. This equality establishes the critical relationship that a gradient flow trajectory descends the objective. For generalized gradient descent processes on nonsmooth functions (e.g., satisfying A.8), the chain rule need not hold and it is possible that a descent relationship such as (4) does not hold. Examples where this occurs are typically pathological and are not likely be encountered in practice (Daniilidis and Drusvyatskiy, 2020). Hence, the assumption is quite mild but is required for technical reasons.

Assumption A.3 is standard. Assumption A.4 is technical but is a standard assumption for obtaining convergence to critical points in stochastic approximation algorithms (Duchi and Ruan, 2018; Davis et al., 2020), and the assumption is quite mild.

We will now discuss the assumptions made for nonconvergence to saddle points. We will focus on the Assumptions of Theorem 7 as this generalizes Theorem 3. Assumption A.5 is not a standard assumption and is specifically required to handle the setting of distributed optimization. To clarify the assumption, the following example provides an illustration of what is meant by “differentiable eigenvectors” in the assumption.

**Example 1** Consider the function \( f(x, y) = \frac{x^4}{12} + xy + \frac{y^2}{2} \). The Hessian of this function will take the form

\[
\nabla^2 f = \begin{bmatrix} x^2 & 1 \\ 1 & 1 \end{bmatrix}.
\]
We may compute that the eigenvectors of this matrix are given by

\[ v_1(x) = \begin{bmatrix} \frac{x^2-1-\sqrt{5-2x^2+x^4}}{2} \\ 1 \end{bmatrix}, \quad v_2(x) = \begin{bmatrix} \frac{x^2-1+\sqrt{5-2x^2+x^4}}{2} \\ 1 \end{bmatrix} \]

If we define

\[ U(x, y) = \begin{bmatrix} |v_1(x)| & |v_2(x)| \\ |v_1(x)| & |v_2(x)| \end{bmatrix} \]

then \( U \) is a unitary matrix which diagonalizes \( \nabla^2 f \). One can verify that the components of this matrix are differentiable in \( (x, y) \), and hence this matrix would satisfy the “differentiable eigenvectors” assumption. We notice that \( U(x, y) \) is not the only matrix diagonalizing \( \nabla^2 f \) at any given point, but this particular choice does give a differentiable function. Assumption A.5 is known to hold for analytic functions (Kato, 2013, p. 111), and counterexamples where the assumption fails to hold must be carefully constructed to demonstrate the pathology (Swenson et al., 2021, Example 19) (Kato, 2013, p. 111). Hence, we anticipate it holds in many common situations.

Regarding Assumption A.5, it is worth noting that the property we will require in proofs is that the Hessian of the sum function \( (x_n)_{n=1}^N \mapsto \sum_n f_n(x_n) \) has differentiable eigenvectors. However, because the Hessian of this function is block diagonal, it is equivalent to assume that the property holds for each block, which is what is done in Assumption A.5. This is why the assumption deals with the individual functions and not the sum function.

In words, Assumption A.6 assumes that the noise occasionally perturbs in all directions. It is the same assumption made in (Pemantle, 1990). The assumption enables gradient dynamics to escape saddle points by knocking the optimization process out of any undesirable sets it could get trapped in. Finally, to ensure nonconvergence to a saddle point, Assumption A.7 requires that each \( f_n \) is three times continuously differentiable (i.e., \( C^3 \)) in a neighborhood of the saddle point. The reason the assumption is needed is because we use the existence of a stable manifold near the saddle point to establish nonconvergence to the saddle point. The techniques for establishing the existence of stable manifolds typically require the function to be locally \( C^3 \).

2.6 Related Work

There has been a significant body of recent research on first-order algorithms for nonconvex optimization in classical (centralized) settings. Research on saddle-point nonconvergence and saddle-point escape time in centralized gradient methods includes (Lee et al., 2018; Ge et al., 2015; Du et al., 2018; Jin et al., 2021; Murray et al., 2019; Du et al., 2018, 2019). Reference (Pemantle, 1990) considers nonconvergence to unstable points (such as saddle points) in autonomous stochastic recursive dynamical systems (such as centralized gradient descent). Some of the key techniques used in the present paper to study D-SGD are inspired by the techniques developed in (Pemantle, 1990). We stress, however, that the nonautonomous nature of the distributed dynamics makes the problem here more challenging and precludes the use of classical stable manifold theorems that crucially underpin all of above results.
Table of assumptions:

| Assumption | Short description of assumption |
|------------|----------------------------------|
| A.1        | $f_n$ is $C^1$ with Lipschitz gradient. |
| A.2        | $\nabla f_n$ points outward as $x \to \infty$ |
| A.3        | The connectivity graph is connected, weights $\alpha_k, \beta_k$ have appropriate decay, and the noise injection is mean zero and finite variance. |
| A.4        | The set of critical values of $f$ has a dense complement. |
| A.5        | The matrix $\nabla^2 f_n(x)$ may be diagonalized using a differentiable matrix $U(x)$. |
| A.6        | The noise provides some minimal excitation in all directions. |
| A.7        | $f_n$ is thrice differentiable. |
| A.8        | $f_n$ is locally Lipschitz continuous. |
| A.9        | The generalized gradient also points outward as $x \to \infty$. |
| A.10       | A generalized chain rule holds for gradient flow paths. |

Figure 1: Table of main assumptions, with brief descriptions.

Table of theorems:

| Theorem | Short description of theorem | Assumptions used |
|---------|-----------------------------|------------------|
| 1       | D-SGD achieves consensus and converges to critical points (when $f_n$ has Lipschitz gradient). | A.1-A.4 |
| 3       | D-SGD does not converge to saddle points which are regular (assuming $f_n$ is $C^3$) | A.2-A.3, A.5-A.7 |
| 4       | D-SGD converges to local minimizers assuming that all saddle points are regular and $f_n$ is $C^3$. | A.2-A.7 |
| 6       | D-SGD achieves consensus and converges to critical points in non-smooth case (generalizes Theorem 1) | A.3-A.4, A.8-A.10 |
| 7       | D-SGD does not converge to saddle points which are regular and thrice differentiable near the saddle point (generalizes Theorem 3). | A.3, A.5-A.6, A.8-A.10 |
| 8       | D-SGD must converge to local minimizers in non-smooth case, assuming all saddle points are regular enough to apply Theorem 7. | A.3-A.6, A.8-A.10 |

Figure 2: Table of main results, with brief descriptions.
Distributed gradient algorithms for convex optimization have been the subject of intensive research over the past decade, see e.g., (Nedic and Ozdaglar, 2009; Rabbat and Nowak, 2004; Duchi et al., 2011; Ram et al., 2010; Scaman et al., 2019; Jakovetić et al., 2014; Nedić and Olshevsky, 2014) and references therein. Important considerations include time-varying vs. static communication graphs (Nedić and Olshevsky, 2014), directed vs. undirected communication graphs (Nedić and Olshevsky, 2014), communication efficiency (Mota et al., 2013), rate of convergence (Jakovetić et al., 2014; Scaman et al., 2019; Jakovetić, 2018; Uribe et al., 2020; Scaman et al., 2019; Mokhtari and Ribeiro, 2016), and mitigating communication overhead (Koloskova et al., 2019).

Distributed algorithms for nonconvex optimization have been a subject of more recent focus. The majority of work on distributed gradient methods for nonconvex optimization have focused on addressing various challenging issues related to convergence to critical points (Bianchi and Jakubowicz, 2012; Di Lorenzo and Scutari, 2016; Sun et al., 2016; Scutari and Sun, 2019; Tatarenko and Touri, 2017; Tian et al., 2018; Sun and Hong, 2019; Wai et al., 2017). More recent work has focused on refined convergence guarantees. References (Daneshmand et al., 2020, 2018) consider deterministic DGD and nonconvergence to saddle points. It is shown that for sufficiently small constant step size, DGD avoids regular saddle points and converges to the neighborhood of a second-order stationary point from almost all initializations. The result relies on the classical stable manifold theorem applied to an appropriate Lyapunov function that captures both the consensus dynamics and the gradient dynamics descending \( \text{(1)} \) given a fixed step size. In a similar vein, the work (Vlaski and Sayed, 2021a,b) considers a constant-step size gradient-based algorithm for distributed stochastic optimization. It is shown that the algorithm avoids saddle points, and a polynomial escape time bound is established. The work (Vlaski and Sayed, 2021c) considers relaxed conditions on gradient noise variance to escape saddle points. Our work differs from these in that we consider a decaying step size (and stochastic, vis-à-vis (Daneshmand et al., 2020)) version of D-SGD that is able to asymptotically handle noise and obtain convergence to consensus and convergence to local minima, rather than a neighborhood of local minima or recurrence to minima. Moreover, we explicitly characterize the mean dynamics of D-SGD (i.e., continuous-time DGF), which is a powerful technical tool and provides significant insight into the structure of distributed gradient algorithms near saddle points. We also note that a primal-dual method for distributed nonconvex optimization with local minima convergence guarantees was considered in (Hong et al., 2018). In this paper, however, we focus explicitly on properties of distributed gradient descent.

The present work is closely related to (Bianchi and Jakubowicz, 2012) which considers a slightly different variant of D-SGD for constrained optimization. In order to handle the constraint, (Bianchi and Jakubowicz, 2012) utilizes a projection step integrated with each D-SGD iteration. Reference (Bianchi and Jakubowicz, 2012) showed convergence of this algorithm to the set of KKT points. Our work may be seen as a partial generalization of (Bianchi and Jakubowicz, 2012) in that we consider unconstrained optimization of \( \text{(1)} \) (thus omitting the projection step) for nonsmooth functions and study the problem saddle point avoidance. We note that, in order to focus on the essential problems in evasion of saddle points in distributed optimization, we have decided to focus on the relatively simple setting of time-invariant directed communication graphs. Future work may consider extensions to undirected and time-varying graphs.
The topic of distributed optimization when loss functions are both nonconvex and nonsmooth has received limited attention in the literature. References (Di Lorenzo and Scutari, 2016) and (Scutari and Sun, 2019) consider convergence to critical points when the distributed objective is the sum of a smooth nonconvex component and a nonsmooth convex component (or difference-of-convex with smooth convex part). More recently, (Kungurtsev, 2022) studied a variant of D-SGD assuming agents' private loss functions are obtained as the maximum of the set of smooth loss functions and have bounded Lipschitz constant. This assumption captures many problems of interest but does not permit, for example, ℓ₂ regularization. In contrast, centralized SGD for nonsmooth nonconvex optimization was studied in the recent paper (Davis et al., 2020), which demonstrated convergence of SGD to critical points under very broad assumptions that include nonsmooth neural network architectures and typical regularization schemes. The current paper demonstrates convergence of D-SGD to critical points under similar assumptions to (Davis et al., 2020), with the exception that, due to the distributed setting, we also require Assumption A.5 (See Theorem 6 above).

As discussed above, we reiterate this additional assumption is quite weak.

In a companion paper (Swenson et al., 2021) (see also (Swenson et al., 2019b)), we study the problem of nonconvergence to saddle points for (continuous-time) DGF and establish a stable manifold theorem for DGF. The stable manifold for DGF plays a key role in the analysis of saddle point avoidance for D-SGD in the present paper. We also remark that a distributed gradient-based algorithms for computing global minima have recently been considered in (Swenson et al., 2019a, 2020). In these algorithms, noise is deliberately added in order to escape local minima and seek out global minima.

2.7 High-Level Discussion of Proof Techniques

Our approach for proving the main results will be to study a differential equation (or inclusion) that approximates the dynamics (3) asymptotically. A standard technique in the ODE method of stochastic approximation is to relate the limit set of a discrete-time process to its continuous-time analog. Typically, one shows that the limit set of the discrete-time process is contained in the limit set of the continuous-time analog. Proving convergence of the discrete-time process to some set then reduces to simply proving convergence of the continuous-time analog to the set. This is the approach that we will take to proving convergence to critical points. In particular, we will leverage the results of (Davis et al., 2020), which provides powerful tools for analyzing processes when the continuous-time analog is a differential inclusion.

Proving nonconvergence to saddle points requires a different tack. Showing nonconvergence of the continuous-time analog to a point is not sufficient to ensure that the discrete-time process will not converge to it. Instead, we wish to identify some underlying structure from which the discrete-time dynamics are “repelled.” Near a saddle point, one can show the
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5. Aside from Assumption A.5, our assumptions are nearly identical to those made in (Davis et al., 2020), modulo minor differences; e.g., (Davis et al. 2020) assumes iterates remain bounded, while we explicitly assume loss functions to be coercive (Assumption A.9) in order to ensure bounded iterates (via Lemma 14).
Figure 3: In orange, the stable manifold for continuous GD applied to a fixed (autonomous) function over $\mathbb{R}^2$ with a saddle point at the origin. The proof that D-SGD avoids saddle points (Theorems 3 and 7) is intricate, but the underlying intuition is simple and is captured in this figure. First, we will see that D-SGD (2) (or (3)) approximates some continuous gradient flow as $k \to \infty$. The underlying gradient flow will be referred to as DGF. We compute the stable manifold for DGF near saddle points—a low-dimensional surface passing through the saddle point. The stable manifold for DGF is the key object in our analysis: It is precisely the set that D-SGD is repelled from (asymptotically, and in expectation). Utilizing this property, we prove that D-SGD avoids saddle points. The figure visualizes only classical centralized GD in two dimensions. In D-SGD, and in higher dimensions, the stable manifold is more complex (and time varying), but the basic idea is the same. This technique originated in (Pemantle, 1990).
existence of a stable manifold for gradient flows (Chicone, 2006). In (Pemantle, 1990) it was shown that for autonomous systems (ODEs where the right-hand side does not depend on time) discrete-time dynamics are asymptotically repelled from the stable manifold of the underlying continuous-time system. We will prove our results following a similar strategy. As noted earlier, because D-SGD is nonautonomous, classical theory does not apply. In (Swenson et al., 2021) the existence of stable manifolds was proved for the continuous-time variant of D-SGD. In this paper, we will show that D-SGD is repelled from the stable manifold of its continuous-time analog. This will imply nonconvergence to the saddle point, almost surely.

2.8 Roadmap of Proof Strategy

Our approach to proving the main results (Sections 2.1–2.3) will be as follows. First, we note that we will focus on proving results in the nonsmooth setting, as results in the smooth setting follow as a special case. Thus, we will prove Theorems 6 and 7.

Next, we observe that the problem of minimizing (1) in a distributed setting is a special case of a general subspace-constrained optimization problem. (This observation has been made in several other recent papers, e.g., (Hong et al., 2018).) Rather than focus only on the particular setting of distributed gradient descent, we will study the broader problem of subspace-constrained optimization, and we will prove our main results about D-SGD as direct corollaries to results in this general framework. We emphasize that the move to a more general framework will not come at the cost of a more complex presentation. The effect is the opposite—the general framework allows us to dispense with cumbersome notation associated with distributed consensus processes. The D-SGD dynamics (3) simply become the gradient descent dynamics for an objective function plus a quadratic penalty. Proofs are simplified and intuition is more transparent.

In Section 3 we introduce the general subspace-constrained optimization problem. We also introduce dynamics for solving said optimization problem that generalize (3).

In Section 4 we prove convergence to critical points (i.e., Theorem 6). Convergence to critical points can be studied by approximating D-SGD with an appropriate gradient flow system. We will prove our results using the so-called ODE approach to stochastic approximation (Benaim, 1996). More precisely, in order to prove results in the context of nonsmooth loss functions, we will study differential inclusions, rather than ODEs. A key tool in this analysis will be results developed in (Davis et al., 2020).

We will then turn our attention to the problem of showing nonconvergence to saddle points. Our approach to addressing this problem will again rely on approximating D-SGD with a continuous-time gradient flow, which we refer to as DGF. However, unlike the case of studying convergence to critical points, there are no standard tools to be applied in this case. To address this problem, we first consider the DGF ODE. In (Swenson et al., 2021) it was shown that a stable manifold exists for DGF near regular saddle points. In classical ODE theory it is well known that the stable manifold is a Lyapunov unstable set. The same holds for the stable manifold for DGF. As a consequence, D-SGD will be shown to be “repelled” from from the DGF stable manifold. Intuitively, leveraging this property we will be able to

---

6. In fact, we will consider a continuous-time version of our generalized dynamics introduced in Section 3.2. But for simplicity we refer to this as continuous-time DGF here.
show almost sure nonconvergence to saddle points. See Figure 3 for further intuition and a low-dimensional visualization of this idea for classical GD.

More precisely, in Section 5 we state our general saddle-point nonconvergence result for the subspace-constrained setting (Theorem 19) and briefly review how this implies Theorem 7.

In Section 6 we review the stable-manifold theorem for DGF from (Swenson et al., 2021). Here we will also prove an important smoothness property of the stable manifold (Lemma 24) which will be necessary in proving nonconvergence to saddle points.

In Section 7 we further characterize the stable manifold for DGF and prove a key inequality (see (38) and Proposition 36). Informally, this inequality states that D-SGD is repelled from the stable manifold. We note that this is the most technically involved aspect of the paper.

Finally, in Section 8 we perform the stochastic analysis of D-SGD and formally prove nonconvergence to saddle points (Theorem 7). Importantly, we note that our approach to proving Theorem 7 builds upon the techniques developed in (Pemantle, 1990) to characterize nonconvergence to unstable points in autonomous dynamical systems. However, in studying D-SGD we are required to study nonautonomous dynamics which makes the problem substantially more challenging.

### 2.9 Notation

Throughout the paper, we use bold face letters, e.g., $x(t)$ to refer to continuous-time processes where $t \in \mathbb{R}$ is the time index, and we use non-bold letters, e.g., $x(k)$ to refer to discrete-time processes, where $k$ is a positive integer. When referring to weight parameters such as $\alpha_t$ and $\beta_t$, in order to reduce clutter we will place the time index in the subscript (since there is no need to specify an agent $n$ associated with these quantities). We say that $g \in C^r(\mathbb{R}^m; \mathbb{R}^n)$, for integer $r \geq 1$, if $g : \mathbb{R}^m \to \mathbb{R}^n$ is a function that is $r$-times continuously differentiable. When the domain and codomain are clear from the context, we simply use the shorthand $g \in C^r$ or say $g$ is $C^r$. If $g$ is $C^1$, we use the notation $D[g, x]$ to denote the derivative of $g$ at the point $x$. Treating $D[g, x] : \mathbb{R}^m \to \mathbb{R}^n$ as a linear operator, we use the notation $D[g, x](y)$, $y \in \mathbb{R}^m$ to indicate the action of $D[g, x]$ on $y$. When the meaning is clear from the context, we will sometimes use the shorthand $Dg(x)$ to denote $D[g, x]$, and treat $D[g, x]$ and $Dg(x)$ as $n \times m$ matrices. When $g \in C^2$, then we use $D^2[g, x]$ to indicate the second derivative of $g$ at $x$, where $D^2[g, x] : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}^n$ is a bilinear operator, and we use the notation $D^2[g, x](y, z)$ to indicate its action on inputs $y, z \in \mathbb{R}^m$. Moreover, in the case that $g : \mathbb{R}^n \to \mathbb{R}$ is $C^2$, we often use the standard notation $\nabla g$ and $\nabla^2 g$ to refer to the gradient and Hessian of $g$ respectively. Given functions $g, h : \mathbb{R} \to \mathbb{R}$ we say that $g(t) = \Theta(h(t))$ if there exist constants $a, b > 0$ such that $ah(t) \leq g(t) \leq bh(t)$ for all $t$ sufficiently large.

At a few points in the manuscript we move to Einstein notation, in which any repetition in subscripts denote an implied summation over that index: i.e. $A_{ij} b_j = \sum_j A_{ij} b_j$. This convention condenses tensor operations, and is particularly useful for chain rule computations for vector fields. As this notation is less standard in the optimization literature, we only use it in specific situations where matrix notation would become cumbersome, e.g. Lemma 24.

We will use $\| \cdot \|$ to denote the standard Euclidean norm. Given a set $S \subset \mathbb{R}^d$ and point $x \in \mathbb{R}^d$, we let $\text{dist}(x, S) := \inf_{y \in S} \|x - y\|$ and for $\delta > 0$ we let $B_\delta(S) := \{x : \text{dist}(x, S) < \delta\}$.
When we say $x(k) \to S$ as $k \to \infty$, we mean that $\lim_{k \to \infty} \text{dist}(x(k), S) = 0$. Given $a, b \in \mathbb{R}$, $a \wedge b$ is the minimum of $a$ and $b$. $A \otimes B$ indicates the Kronecker product of matrices $A$ and $B$. Given a matrix $A \in \mathbb{R}^{d \times d}$, $\text{diag}(A)$ is the $d$-dimensional vector containing the diagonal entries of $A$. In an abuse of notation, given a vector $v \in \mathbb{R}^d$, we also use $\text{diag}(v)$ to denote the $d \times d$ diagonal matrix with entries of $v$ on the diagonal.

Given a graph $G = (V, E)$, the set of vertices $V = \{1, \ldots, N\}$ will be used to denote the set of agents and an edge $(i, j) \in E$ will denote the ability of two agents to exchange information. In this paper we will assume $G$ is undirected, meaning that $(i, j) \in E$ implies that $(j, i) \in E$. We let $\Omega_n$ denote the set of neighbors of agent $n$, namely $\Omega_n = \{i \in 1 \ldots N : i \neq n, (i, n) \in E\}$, and we let $d_n = |\Omega_n|$. The graph Laplacian is given by the $N \times N$ matrix $L = D - A$, where $D = \text{diag}(d_1, \ldots, d_N)$ is the degree matrix and $A = (a_{ij})$ is the adjacency matrix defined by $a_{ij} = 1$ if $(i, j) \in E$ and $a_{ij} = 0$ otherwise. Further details on spectral graph theory can be found in (Chung, 1997).

Suppose that $F : \mathbb{R}^d \to \mathbb{R}$ is of class $C^1$, and consider the general gradient-descent differential equation

$$\dot{x} = -\nabla F(x), \quad (5)$$

where $x : \mathbb{R} \to \mathbb{R}^d$ and $\dot{x}$ denotes $\frac{d}{dt} x(t)$. We say $x$ is a solution to (5) with initial condition $x_0$ at time $t_0$ if $x$ is $C^1$, satisfies $x(t_0) = x_0$, and satisfies (5) for all $t \geq t_0$.

It is known that the generalized gradient (Definition 5) is upper semicontinuous when the function in question is locally Lipschitz continuous (Clarke, 1990). This concept will be important in the subsequent analysis and is formally defined as follows.

**Definition 9** A set-valued function $G : \mathbb{R}^m \to \mathbb{R}^m$ is said to be upper semicontinuous at $x$ if for any $\varepsilon > 0$ there exists a $\delta > 0$ such that for all $y \in B_\delta(x)$, $G(y) \subset B_\varepsilon(G(x))$

We will consider recursive stochastic processes $\{y(k)\}_{k=1}^{\infty}$ of the form $y(k + 1) = y(k) + G(y(k), \xi(k + 1), k)$, where $G : \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d$, $\xi(k + 1)$ denotes a noise term and $k$ denotes the iteration number. We use $\mathcal{F}_k = \sigma(\{x(j), \xi(j)\}_{j=1}^{k})$ to denote the filtration representing the information available at iteration $k$.

A list of shorthand symbols commonly used throughout the paper (e.g., $N =$ number of agents) can be found in the appendix.

### 3. Generalized Setup: Subspace-Constrained Optimization

The problem of minimizing (1) in a distributed setting is equivalent to the subspace-constrained optimization problem

$$\min_{\substack{n=1, \ldots, N \ \ x_n \in \mathbb{R}^d \ \ \ x_1=x_2=\cdots=x_N}} \sum_{n=1}^{N} f_n(x_n). \quad (6)$$

Rather than focus on the particular problem (6), we will study the broader class of all subspace-constrained optimization problems, of which (6) is a special case. There are several advantages to taking this approach. Notation is simplified, proofs and intuition are more transparent, and results apply in a more general context.
In this section, we introduce a simple subspace-constrained optimization problem (generalizing (6)) that will be considered in the remainder of the paper. We then set up optimization dynamics extending (3) which address the general subspace-constrained optimization problem.

The general optimization problem and dynamics will be set up in Section 3.2. However, before setting up the general framework, we will first briefly review continuous-time DGF and discuss a key time change operation in Section 3.1. In particular, after a time-change, D-SGD and DGF will admit a clean and intuitive interpretation in terms of gradient descent with respect to a penalty function. This interpretation will be described in Section 3.2.

3.1 Continuous-Time DGF and Time Changes

The approach we will take for analyzing (2) throughout the paper will be to approximate the algorithm with a continuous-time ODE that is easier to study (i.e., DGF). Let $x_n(t)$ represent agent $n$’s estimate of a minimizer of (1) at time $t \in [0, \infty)$. We define DGF agentwise by the ODE

$$\dot{x}_n(t) = \beta_t \sum_{\ell \in \Omega_n} (x_\ell(t) - x_n(t)) - \alpha_t \nabla f_n(x_n(t))$$

for $n = 1, \ldots, N$, where $t \mapsto \alpha_t \in (0, 1]$ and $t \mapsto \beta_t \in (0, 1]$ are weight parameters.

The ODE (7) may be expressed compactly as

$$\dot{x} = \beta_t (L \otimes I_d)x - \alpha_t (\nabla f_n(x_n))_{n=1}^N,$$

where we let $x : \mathbb{R} \to \mathbb{R}^{Nd}$ be the vectorization $x := (x_1, \ldots, x_N)$, where $x_n : \mathbb{R} \to \mathbb{R}^d$ represents the state of agent $n$, and, as before, we assume $\alpha_t = o(\beta_t)$. It will often be convenient to study this ODE under a time change. In particular, assuming $\alpha_t > 0$ for $t \geq 0$, set $S(t) = \int_0^t \alpha_r \, dr$ and let $T(\tau)$ denote the inverse of $S(t)$, so that $T(S(t)) = t$. Letting $y(\tau) = x(T(\tau))$ we have

$$\frac{d}{d\tau} y(\tau) = \gamma_{\tau} (L \otimes I_d)y(\tau) - (\nabla f_n(y(\tau)))_{n=1}^N,$$

where $\gamma_{\tau} = \frac{\beta_{T(\tau)}}{\alpha_{T(\tau)}} \to \infty$ as $\tau \to \infty$. Likewise, if we set $S(t) = \int_0^t \beta_r \, dr$ and let $T(\tau)$ denote the inverse of $S(t)$ we have

$$\dot{y}(\tau) = (L \otimes I_d)y(\tau) - \tilde{\gamma}_{\tau} (\nabla f_n(y(\tau)))_{n=1}^N,$$

where $\tilde{\gamma}_{\tau} = \frac{\alpha_{T(\tau)}}{\beta_{T(\tau)}} \to 0$ as $\tau \to \infty$. Thus, processes of the form (8) or (9), with $\gamma_t \to \infty$ or $\tilde{\gamma}_t \to 0$ respectively, generalize dynamics of the form (7). When convenient, we will study (8) or (9) (with associated parameter $\gamma_{\tau}$ or $\tilde{\gamma}_{\tau}$) in lieu of (7).

3.2 Subspace-Constrained Optimization Framework

Consider the optimization problem

$$\min_{x \in \mathbb{R}^M} h(x)$$

subject to $x^T Q x = 0$, 

(P.1)
where $h : \mathbb{R}^M \rightarrow \mathbb{R}$ is a $C^1$ function and $Q \in \mathbb{R}^{M \times M}$ is a positive semidefinite matrix. We will often denote the constraint set by

$$C := \{ x \in \mathbb{R}^M : x^T Q x = 0 \}.$$  \hfill (10)

Since $Q$ is positive semidefinite, $C$ is precisely $\{ x : Q x = 0 \}$, i.e., the nullspace of $Q$; we write the constraint in its quadratic form because we will solve this problem using a penalization approach that connects directly with the quadratic form. In the remainder of the paper we will focus on algorithms for computing local minima of (P.1).

**Continuous-Time Dynamics.** Suppose $h$ is $C^1$ and consider the following continuous-time dynamical system for solving (P.1):

$$\dot{x} = -\gamma_t Q x - \nabla h(x),$$  \hfill (11)

where the weight $\gamma_t \to \infty$. Note that these may be viewed as the gradient descent dynamics associated with the (time-varying) function $x \mapsto h(x) + \gamma_t x^T Q x$, i.e.,

$$\dot{x} = -\nabla_x (h(x) + \gamma_t x^T Q x).$$

The term $\gamma_t x^T Q x$ may be thought of as a quadratic penalty term that punishes deviations from $C$ with increasing severity as $t \to \infty$.

**Discrete-Time Dynamics.** Suppose $h$ is locally Lipschitz continuous, and consider the following discrete-time dynamics for solving (P.1):

$$x(k+1) = x(k) - \alpha_k \left( v(k) + \gamma_k Q x(k) + \xi(k+1) \right),$$  \hfill (12)

where $v(k) \in \partial h(x(k))$, $\gamma_k \to \infty$, $\alpha_k \to 0$, and $\{ \xi(k) \}_{k \geq 1}$ represents noise given by a Martingale difference sequence (i.e., conditionally zero-mean noise as in Assumption A.3). If $h \in C^1$, the recursion (12) may be viewed as a perturbed discretization of the ODE (11) with (diminishing) step size $\alpha_k$, in the sense that, the expected update satisfies

$$\mathbb{E}(x(k+1)|\mathcal{F}_k) = x(k) + \alpha_k \left( -\gamma_k Q x(k) - \nabla h(x(k)) \right).$$

Letting $\beta_k = \alpha_k \gamma_k$, using similar reasoning to the continuous-time case, the discrete-time D-SGD process (3) may be seen as a special case of (12), where we use $\gamma_k$ to be consistent with the penalty interpretation of Section 3.1.

---

7. The behavior of DGF with nonsmooth loss functions was considered in (Swenson et al., 2021). In this paper, when we study DGF it will be in the neighborhood of saddle points where we will always assume $h$ is smooth. Thus, when studying the descent process (11) in this paper we will always consider the gradient $\nabla h$, not the generalized gradient $\partial h$. However, when discussing discrete-time processes below, we will consider nonsmooth loss functions and generalized gradients.
3.3 Interpreting Results: From General Framework to D-SGD Framework

All of the results in the remainder of the paper will be proved in the context of Problem (P.1) and optimization dynamics (12). Under Assumptions A.3–A.7, the problem of optimizing (1) under the D-SGD dynamics (3) is a special case of this general framework in which we let the dimension be $M = Nd$, the state $x \in \mathbb{R}^{Nd}$ is given by the vectorization of all agents’ states $x = (x_n)_{n=1}^N$, the objective function is given by $h(x) = \sum_{n=1}^N f_n(x_n)$, and the penalty term is generated by the matrix $Q = (L \otimes I_d)$, where $I_d$ is the $d \times d$ identity matrix and $L$ denotes the graph Laplacian of $G$. Under Assumption A.3, the nullspace of $(L \otimes I_d)$ is the consensus subspace \( \{ (x_n)_{n=1}^N \in \mathbb{R}^{Nd} : x_1 = \cdots = x_N \} \). Thus, the constraint space $\mathcal{C}$ in (10) is given by the consensus subspace in the context of D-SGD.

We now introduce some conventions that will simplify presentation. Unless otherwise noted, without loss of generality assume the coordinate system is rotated so that the constraint space is given by

$$\mathcal{C} = \{ x \in \mathbb{R}^M : x_{d+1} = \cdots = x_M = 0 \},$$

where we let $d = \text{dim} \mathcal{C}$. Given a vector $x \in \mathbb{R}^M$, we will use the decomposition

$$x = (x_c, x_{nc}),$$

$x_c \in \mathbb{R}^d$, $x_{nc} \in \mathbb{R}^{M-d}$, where the subscripts indicate the “constraint” and “not constraint” components respectively. In a slight abuse of notation, given $x_c \in \mathbb{R}^d$ we let

$$h|\mathcal{C}(x_c) := h(x_c,0).$$

Given $x \in \mathbb{R}^M$ define $\partial x h(x) := \{ z \in \mathbb{R}^d : (z,y) \in \partial h(x), \text{ for some } y \in \mathbb{R}^{M-d} \}$. In a slight abuse of terminology, we say that $x^* = (x^*_c, x^*_{nc}) \in \mathbb{R}^M$ is a critical point of $h|\mathcal{C}$ if $0 \in \partial x h(x^*_c,0)$, or equivalently, if $0 \in \partial h|\mathcal{C}(x^*_c)$.

In the D-SGD framework of Section 2, convergence of D-SGD to consensus corresponds here to convergence of (12) to $\mathcal{C}$. Likewise, critical points of (1) correspond to critical points of $h|\mathcal{C}$.

In order to show the main results in Section 2 (Theorems 6 and 7), we will show that the following hold with probability 1: (12) converges to $\mathcal{C}$ (see Theorem 10); (12) converges to critical points of $h|\mathcal{C}$ (see Theorem 10); (12) does not converge to regular saddle points of $h|\mathcal{C}$ (see Theorem 19).

4. Convergence to Critical Points

In this section we show that (12) converges to critical points of $h|\mathcal{C}$. We begin by presenting several assumptions. We emphasize that the assumptions made through the remainder the paper are distinct from all assumptions made thus far in that all subsequent assumptions apply to the general subspace-constrained optimization framework of (P.1) and (12). We will make sufficiently broad assumptions so that the D-SGD framework of Section 2 is special case of the general framework. To distinguish the assumptions pertaining to each framework, the assumptions for the distributed framework are numbered A.1, A.2, etc., while the assumptions for the general subspace-constrained framework will be numbered B.1, B.2, etc.
**Assumption B.1** \( h \) is locally Lipschitz continuous.

**Assumption B.2** For some radius \( R > 0 \) and constants \( C_1, C_2 > 0 \) the following conditions hold:

\[
\langle x, v \rangle \geq C_1\|x\|\|v\| \quad \text{and} \quad \|v\| \leq C_2\|x\|,
\]

(15)

for all \( v \in \partial h(x) \) and \( \|x\| \geq R \).

Note that the first part of (15) simply ensures that asymptotically, the negative gradient points inwards. The second part of (15) ensures that the function is asymptotically sub-quadratic in the sense that (selections of) the generalized gradient grow more slowly than the gradient of some quadratic function.

**Assumption B.3** Let \( \text{CP}_{h|_{\mathcal{C}}}, h|_{\mathcal{C}} \) be the set of critical points of \( h|_{\mathcal{C}} \). Assume the set \( \mathbb{R} \setminus h|_{\mathcal{C}}(\text{CP}_{h|_{\mathcal{C}}}) \) is dense in \( \mathbb{R} \).

**Assumption B.4** For any absolutely continuous function \( z : [0, \infty) \to \mathbb{R}^d \), \( h|_{\mathcal{C}} \) satisfies the chain rule

\[
\frac{d}{dt} h|_{\mathcal{C}}(z(t)) = \langle v, \frac{d}{dt} z(t) \rangle,
\]

for some \( v \in \partial f(z(t)) \), and almost all \( t \geq 0 \).

**Assumption B.5** \( Q \in \mathbb{R}^{M \times M} \) is positive semidefinite with at least one zero eigenvalue.

**Assumption B.6** \( \alpha_k = \Theta(k^{-\tau_\alpha}) \) and \( \gamma_k = \Theta(k^{\tau_\gamma}) \) where \( \frac{1}{2} < \tau_\gamma < \tau_\alpha \leq 1 \), \( \alpha_k, \gamma_k \neq 0 \).

Finally, we will assume the following regarding the noise process \( \{\xi(k)\}_{k \geq 1} \) in (12). We recall that we assume a coordinate rotation so \( \mathcal{C} = \{x \in \mathbb{R}^M : x_{d+1} = \ldots = x_M = 0\} \), and let \( \xi(k) \) be decomposed as \( \xi(k) = (\xi_{c}(k), \xi_{nc}(k)) \).

**Assumption B.7** For all \( k \geq 1 \), \( \mathbb{E}(\xi_{c}(k) | \mathcal{F}_{k-1}) = 0 \) and \( \mathbb{E}(\|\xi(k)\|^2 | \mathcal{F}_k) < B \) for some \( B > 0 \).

We will prove the following result.

**Theorem 10** Let \( \{x(k)\}_{k \geq 1} \) be a solution to (12) and suppose that Assumptions B.1-B.7 hold. Then,

(i) \( x(k) \to \mathcal{C} \) as \( k \to \infty \).

(ii) \( x(k) \) converges to the set of critical points of \( h|_{\mathcal{C}} \) as \( k \to \infty \).

**Remark 11 (Proving Theorem 6)** By Section 3.3 we see that optimizing (1) using D-SGD is a special case of optimizing (P.1) using (12). Note that Assumption A.3, part 1 implies that \( L \otimes I_d \) has exactly \( d \) zero eigenvalues, and thus is a special case of Assumption B.5. From here it is straightforward to verify that the remaining Assumptions hold and see that Theorem 10 implies Theorem 6 (which, in turn, implies Theorem 1).
Remark 12 (On Assumption B.4) Suppose \( g : \mathbb{R}^d \to \mathbb{R} \) is some smooth function and \( x(t) \) a gradient flow trajectory for \( g \), i.e., \( \frac{d}{dt} x(t) = \nabla g(x(t)) \). Then by the chain rule we have

\[
\frac{d}{dt} g(x(t)) = \langle \nabla g(x(t), \frac{d}{dt} x(t) \rangle = -\| \nabla g(x(t)) \|^2.
\]

This condition allows us to guarantee that \( x(t) \) descends \( g \), i.e., when \( x(t) \) is not at a critical point of \( g \) we have \( \frac{d}{dt} g(x(t)) < 0 \). This property is crucial for Lyapunov-function based analysis. When dealing with nonsmooth loss functions, ensuring that gradient flow trajectories possess the descent property is nontrivial. Assumption B.4 (respectively, Assumption A.10) ensures that we have a descent property for gradient flows of \( h|_C \) (respectively, \( f \)).

The proof of Theorem 10 will be given in Sections 4.1–4.2 below. In particular, the theorem will follow immediately from Lemmas 16 and 18 below.

4.1 Convergence to the Constraint Space

We now prove that \( x(k) \) converges to \( C \). Note that under the coordinate change in (13), \( Q \) has block diagonal form

\[
Q = \begin{pmatrix} 0 & 0 \\ 0 & \widehat{Q} \end{pmatrix}
\]

where \( \widehat{Q} \in \mathbb{R}^{(M-d) \times (M-d)} \) is positive definite and here 0 denotes a zero matrix of appropriate dimension. Let \( x(k) \) be decomposed as

\[
x(k) = \begin{pmatrix} x_c(k) \\ x_{nc}(k) \end{pmatrix},
\]

where \( x_c(k) \in \mathbb{R}^d \) and \( x_{nc}(k) \in \mathbb{R}^{M-d} \).

We begin with the following technical lemma.

Lemma 13 Suppose Assumptions B.2, B.5, and B.6 hold. Then for all \( k \) sufficiently large, \( \| x \| \geq R \) and \( v \in \partial h(x) \) we have

\[
\langle x - \frac{1}{2} \alpha_k (v - \gamma_k Qx), v + \gamma_k Qx \rangle > 0.
\]

Proof Throughout the proof we let \( v \in \partial h(x) \). We break the analysis into two cases. First, suppose that \( Qx = 0 \). Expanding the inner product we obtain

\[
\langle x - \frac{1}{2} \alpha_k (v - \gamma_k Qx), v + \gamma_k Qx \rangle = \langle x, v \rangle - \frac{\alpha_k}{2} \| v \|^2 \geq C_1 \| x \| \| v \| - \frac{\alpha_k}{2} \| v \|^2 \geq \frac{C_1}{C_2} \| v \|^2 - \frac{\alpha_k}{2} \| v \|^2 > 0,
\]

where the second line follows using the first part of (15), the third line from the second part of (15), and the last inequality holds for \( t \) large as \( \alpha_k \to 0 \) as \( k \to \infty \).
Suppose now that $Qx \neq 0$. Let $\lambda_{\text{min}}$ denote the magnitude of the smallest nonzero eigenvalue of $Q$ and let $\lambda_{\text{max}}$ denote the magnitude of the largest eigenvalue of $Q$. Expanding the inner product and again employing (15) as above we obtain

$$
\langle x - \frac{1}{2} \alpha_k (v - \gamma_k Qx), v + \gamma_k Qx \rangle
$$

$$= \langle x, v + \gamma_k Qx \rangle \frac{\alpha_k}{2} \|v + \gamma_k Qx\|^2
$$

$$\geq \langle x, v \rangle + \gamma_k \langle x, Qx \rangle - \frac{\alpha_k}{2} \left( \|v\|^2 + \gamma_k^2 \lambda_{\text{max}} \|x\|^2 + 2\gamma_k \langle v, Qx \rangle \right)
$$

$$\geq C_1 \|x\| \|v\| + \gamma_k \lambda_{\text{min}} \|x\|^2 - \frac{\alpha_k}{2} \|v\|^2 - \frac{\alpha_k \gamma_k^2}{2} \lambda_{\text{max}} \|x\|^2 - \alpha_k \gamma_k \lambda_{\text{max}} \|v\| \|x\|$$

$$\geq \frac{C_1}{C_2} \|v\|^2 + \gamma_k \lambda_{\text{min}} \|x\|^2 - \frac{\alpha_k}{2} \|v\|^2 - \frac{\alpha_k \gamma_k^2}{2} \lambda_{\text{max}} \|x\|^2 - C_2 \alpha_k \gamma_k \lambda_{\text{max}} \|x\|^2$$

$$= \left( \frac{C_1}{C_2} - \alpha_k \right) \|v\|^2 + \gamma_k \left( \lambda_{\text{min}} - \frac{\alpha_k \gamma_k}{2} \lambda_{\text{max}} - C_2 \alpha_k \gamma_k \lambda_{\text{max}} \right) \|x\|^2$$

where the last inequality holds for $t$ sufficiently large as $\alpha_k \to 0$ and $\alpha_k \gamma_k \to 0$ as $k \to \infty$. ■

The next lemma is a key result showing that iterates of (12) remain some compact set.

**Lemma 14** Let $\{x(k)\}_{k \geq 1}$ be a solution to (12) and suppose that Assumptions B.1–B.2 and B.5–B.7 hold. Then with probability 1, there exists a compact set $K \subset \mathbb{R}^M$ such that $x(k) \in K$ for all $k \geq 1$.

**Proof** By our recursion relation (12), we have

$$
\|x(k+1)\|^2 = \|x(k)\|^2 - 2\langle x(k) - \frac{1}{2} \alpha_k w(k), \alpha_k w(k) \rangle
$$

$$- 2\langle \alpha_k \xi(k+1), x(k) - \alpha_k w(k) \rangle + \alpha_k^2 \|\xi(k+1)\|^2,
$$

where we let $w(k) = v(k) + \gamma_k Qx(k)$, $v(k) \in \partial h(x(k))$. By Lemma 13, for $\|x(k)\| > R$ we obtain

$$
\|x(k+1)\| \leq \sqrt{\|x(k)\|^2 - 2\langle \alpha_k \xi(k+1), x(k) - \alpha_k w(k) \rangle + \alpha_k^2 \|\xi(k+1)\|^2}.
$$

This then gives

$$
\|x(k+1)\| \leq \|x(k)\| \sqrt{1 - 2\langle \alpha_k \xi(k+1), \frac{x(k) - \alpha_k w(k)}{\|x(k)\|^2} \rangle + \alpha_k^2 \|\xi(k+1)\|^2}.
$$

Note that $\sqrt{y} \leq y$, for all $y \geq 0$. This follows by observing that $y \mapsto \sqrt{y}$ is concave and estimating with a first-order approximation at $y = 1$. Using this in the display above we obtain

$$
\|x(k+1)\| \leq \|x(k)\| \left(1 - 2\langle \alpha_k \xi(k+1), \frac{x(k) - \alpha_k w(k)}{\|x(k)\|^2} \rangle + \alpha_k^2 \|\xi(k+1)\|^2 \right).
$$

(18)
Consider the random variable
\[ z(k) = \max(\|x(k)\|, R) + \sum_{i=k}^{\infty} \alpha_i^2 \frac{\|\xi(i+1)\|^2}{2R}. \]
As the \( \xi(k) \) have bounded variance and the \( \alpha_k \) are square summable, the second sum is almost surely finite (Williams, 1991, Sec. 12.2). Then, by (18), we have that
\[ z(k+1) \leq z(k) - 2 \left( \alpha_k \xi(k+1), \frac{x(k) - \alpha_k w(k)}{\|x(k)\|} \right) \]
As the \( \xi(k) \) are mean zero (Assumption B.7), this implies that \( \{z(k)\}_{k \geq 1} \) is a non-negative supermartingale. By Doob’s supermartingale inequality (Durrett, 2010, Section 4.4), we see that \( \mathbb{P}(\sup_{k \geq 1} z(k) \geq \lambda) \leq \frac{E(z(1))}{\lambda} \) for every \( \lambda > 0 \). Sending \( \lambda \rightarrow \infty \) we see that \( \mathbb{P}(\sup_{k \geq 1} z(k) = \infty) = 0 \). In turn this implies that \( \sup_{k \geq 1} \|x(k)\| < \infty \), almost surely. ■

The following result from (Kar et al., 2013) will be useful.

**Lemma 15 (Kar et al. (2013), Lemma 4.1)** Let \( \{z_k\}_{k \geq 1} \) be an \( \mathbb{R}^+ \) valued sequence satisfying
\[ z_{k+1} \leq (1 - r_1(k)) z_k + r_2(k), \]
where \( \{r_1(k)\}_{k \geq 1} \) and \( \{r_2(k)\}_{k \geq 1} \) are deterministic sequences with
\[ \frac{a_1}{(k+1)^{\delta_1}} \leq r_1(k) \leq 1 \quad \text{and} \quad r_2(k) \leq \frac{a_2}{(k+1)^{\delta_2}}, \]
and \( a_1, a_2 > 0, 0 \leq \delta_1 < 1, \delta_2 > 0 \). Then, if \( \delta_1 < \delta_2 \), \( (k+1)^{\delta_0} z_k \rightarrow 0 \) as \( k \rightarrow \infty \) for all \( 0 \leq \delta_0 < \delta_2 - \delta_1 \).

The next result shows that (12) converges to \( C \).

**Lemma 16** Let \( \{x(k)\}_{k \geq 1} \) be a solution to (12) and suppose that Assumptions B.1–B.2 and B.5–B.7 hold. Then \( x(k) \rightarrow C \) as \( k \rightarrow \infty \), with probability 1.

**Proof** Let \( C \) and \( Q \) be as given in (13) and (16) and let \( x(k) \) be decomposed as (17). By (12) we have
\[ x_{nc}(k+1) = x_{nc}(k) - \alpha_k \gamma_k \hat{Q} x_{nc}(k) + \alpha_k r(x(k)) + \alpha_k \xi_{nc}(k+1), \]
where \( r(x(k)) \in [-\partial h(x(k))]_{i=d+1}^M, \) and \( \xi_{nc}(k) = [\xi_i(k)]_{i=d+1}^M \). By Lemma 14, \( x(k) \) remains in a compact set \( K \) with probability 1. Using Assumption B.1, let \( L > 0 \) be the local Lipschitz constant for \( h \) over the set \( K \) so that \( \|h(x) - h(y)\| \leq L \) for all \( x, y \in K \), and, in particular, \( \|\partial h(x)\| \leq L \) for all \( x \in K \). By Assumption B.7, we may choose the previous \( L \) sufficiently large so that we also have \( \|\xi_{nc}(k)\| < L \) for all \( k \). Let \( \lambda_{\min} \) be the smallest eigenvalue of \( \hat{Q} \) (where \( \lambda_{\min} \) is necessarily positive, since, by construction, \( \hat{Q} \) is positive definite). From (19) we have
\[ \|x_{nc}(k+1)\| \leq (1 - \alpha_k \gamma_k \lambda_{\min}) \|x_{nc}(k)\| + \alpha_k 2L. \]
Invoking the step size requirement in Assumption B.6, Lemma 15 implies that \( \|x_{nc}(k)\| \rightarrow 0 \). ■
4.2 Convergence to Critical Points

We now prove that $x(k)$ converges to critical points of $h|_C$. This result will follow as a simple consequence of the following result from (Davis et al., 2020) and the results of the previous section. In the statement of the theorem we will use the convention that for a (possibly set-valued) function $H$ mapping from $\mathbb{R}^{m_1}$ to $\mathbb{R}^{m_2}$, $H^{-1}$ denotes the preimage of $H$, i.e., $H^{-1}(z) = \{x \in \mathbb{R}^{m_1} : z \in H(x)\}.$

**Theorem 17 (Davis et al. (2020), Theorem 3.2)** Let $m \geq 1$ be an integer and suppose that $\{w_k\}_{k \geq 1} \subset \mathbb{R}^m$ is a sequence satisfying the recursive relationship

$$w_{k+1} = w_k + a_k (y_k + \eta_k),$$

where $w_k, y_k, \eta_k \in \mathbb{R}^m$ and $a_k$ is a scalar. Suppose that $G: \mathbb{R}^m \to \mathbb{R}^m$ is a set-valued map and that the following conditions hold:

1. $\sup_k \|w_k\| < \infty$ and $\sup_k \|y_k\| < \infty$.
2. $\{a_k\}_{k \geq 1}$ satisfies $a_k \geq 0$, $\sum_k a_k = \infty$ and $\sum_k a_k^2 < \infty$.
3. $\lim_{n \to \infty} \sum_{k=1}^n a_k \eta_k$ exists, with probability 1.
4. For any bounded increasing sequence $\{k_j\}_{j \geq 1}$ such that $w_{k_j}$ converges to a point $\bar{w}$ it holds that

$$\lim_{n \to \infty} \text{dist} \left( \frac{1}{n} \sum_{j=1}^n y_{k_j}, G(\bar{w}) \right) = 0.$$

Suppose, moreover, that $\phi: \mathbb{R}^m \to \mathbb{R}$ is a candidate Lyapunov function satisfying the following conditions:

5. For a dense set of values $r \in \mathbb{R}$, the intersection $\phi^{-1}(r) \cap G^{-1}(0)$ is empty.
6. Whenever $z: \mathbb{R} \to \mathbb{R}^m$ is a trajectory of the differential inclusion

$$\frac{d}{dt} z(t) \in G(z),$$

and $0 \notin G(z(0))$, there exists a real $T > 0$ satisfying

$$\phi(z(T)) < \sup_{t \in [0,T]} \phi(z(t)) \leq \phi(z(0)).$$

Then every limit point of $\{w_k\}_{k \geq 1}$ lies in $G^{-1}(0)$ and $\phi(w_k)$ converges to a limit as $k \to \infty$.

**Lemma 18** Let $\{x(k)\}_{k \geq 1}$ be a solution to (12) and suppose that Assumptions B.1–B.7 hold. Then $x(k)$ converges to the set of critical points of $h|_C$, almost surely.
Proof The problem at hand fits the template of Theorem 17 as follows. Let the dimension \( m \) from Theorem 17 be given by \( m = \dim \mathcal{C} \). Let \( x(k) \), \( v(k) \), and \( \xi(k) \) be as given in (12), and decompose each of these as in (13)–(14) to obtain \( x_c(k) \), \( v_c(k) \), and \( \xi_c(k) \). Let \( x_k \), \( y_k \) and \( \eta_k \) in (20) be assigned as follows. Let \( x_k = x_c(k) \); let \( y_k = v_c(k) \); and let \( \eta_k = \xi_c(k) \). For \( x_c \in \mathbb{R}^{\dim \mathcal{C}} \), let \( \phi \) and \( G \) from Theorem 17 be assigned as \( \phi(x_c) = h|_{\mathcal{C}}(x_c) \) and \( G(x_c) = \partial h|_{\mathcal{C}}(x_c) \).

We now verify that the conditions of Theorem 17 hold. Condition 1 holds as a consequence of Lemma 14. Condition 2 holds by Assumption B.6 where we let \( a_k = \alpha_k \). To verify that Condition 3 holds, recall that if \( X_1, X_2, \ldots \) are random variables with \( \mathbb{E}X_i = 0 \) and \( \sum_{i=1}^{\infty} \text{Var}(X_i) < \infty \), then \( \sum_{i=1}^{\infty} X_i \) converges with probability 1 (Durrett, 2010, Sec. 1.8, Theorem (8.3)). It then follows that Condition 3 holds by Assumptions B.6 and B.7. That Condition 4 holds follows from the fact that \( \partial h|_{\mathcal{C}}(\cdot) \) is upper semicontinuous (Definition 9) and convex (Clarke, 1990), and the fact that \( x_{nc}(k) \to 0 \) (Lemma 16). Condition 5 holds by Assumption B.3. To verify that Condition 6 holds, note that in the present context, the differential inclusion (21) is given by

\[
\frac{d}{dt} z(t) \in \partial x_c h(z(t)).
\]

Suppose that \( 0 \notin \partial h|_{\mathcal{C}}(z(0)) \). By upper semicontinuity of \( \partial h|_{\mathcal{C}}(\cdot) \) we have that \( 0 \notin \partial h|_{\mathcal{C}}(z) \) for \( z \) in an open neighborhood of \( z(0) \). Using Assumption B.4 it follows that \( t \mapsto h(z(t)) \) is monotonically nonincreasing for \( t \geq 0 \) and for any \( t > 0 \) we have

\[
h|_{\mathcal{C}}(z(t)) < h|_{\mathcal{C}}(z(0)).
\]

Thus, Condition 6 holds. Having verified the conditions of Theorem 17, the result immediately follows.

5. Non-Convergence to Saddle Points: General Result

We now state our main result concerning nonconvergence to saddle points in the context of the subspace-constrained setup of Section 3. (In the context of D-SGD, the next result implies Theorem 7). Before stating the result we will require the following three additional assumptions.

Assumption B.8 For some constant \( c_1 > 0 \) there holds

\[
\mathbb{E}((\xi(k)\mathbf{\theta})^+ | \mathcal{F}_{k-1}) \geq c_1,
\]

for every unit vector \( \mathbf{\theta} \in \mathcal{C} \).

In the next two assumptions, \( x^* \) denotes some saddle point of interest.

Assumption B.9 Assume that the eigenvectors of \( \nabla^2 h(x) \) are differentiable near \( x^* \) in the sense that for each \( x \) near \( x^* \), there exists an orthonormal matrix \( U(x) \) that diagonalizes \( \nabla^2 h(x) \) such that \( x \mapsto U(x) \) is differentiable at \( x^* \).
This assumption is used to make the analysis more tractable. In particular, it is needed to apply the stable manifold theorem. (See Section 6 and Remark 22 below for more details.) The assumption is relatively mild only needed to rule out pathological functions (see Example 19 in (Swenson et al., 2021)). Finally, we assume that $h$ is slightly more regular in a neighborhood of $x^\ast$ as follows.

**Assumption B.10** $h \in C^3$ in a neighborhood of $x^\ast$.

**Theorem 19** Let $\{x(k)\}_{k \geq 1}$ satisfy (12). Let $x^\ast$ be a regular saddle point of $h|_{C}$. Suppose Assumptions B.1–B.2, B.5–B.8 hold and B.9–B.10 hold relative to $x^\ast$. Then for any initialization,

$$\mathbb{P}\left(\lim_{k \to \infty} x(k) = x^\ast\right) = 0.$$

Theorem 19 is the focal point of the paper. It implies Theorem 7 (and, of course, Theorem 3). See Remark 20 below for more details. The remainder of the paper will focus on proving Theorem 19. In (Swenson et al., 2021) it was shown that a time-varying stable manifold exists for DGF near saddle points. The key idea of the proof of Theorem 19 will be to show that solutions of (12) are repelled from this stable manifold.

The proof of Theorem 19 will proceed as follows: In Section 6 we will review the stable manifold theorem for DGF and will prove a key smoothness property of the stable manifold (Theorem 24). Next, in Section 7 we will consider the relationship of the discrete-time process (12) to the stable manifold for DGF and establish a key inequality relating to the instability of the stable manifold (Proposition 36, Property 4). Finally, in Section 8 we will carry out the stochastic analysis of (12) required to prove Theorem 19.

We emphasize that our approach to proving Theorem 19 is based upon the techniques developed in (Pemantle, 1990). We note, however, that (Pemantle, 1990) studies autonomous dynamical systems. The dynamics (12) (and (11)) are non-autonomous, and the approach used in (Pemantle, 1990) requires substantial modification to address the non-autonomous setting.

**Remark 20 (Proving Theorem 7)** Recall that (12) is a generalization of (3) where $Q = L \otimes I_d$ (see Section 3.2). Note that assumption A.3, part 1 implies that $L \otimes I_d$ has exactly $d$ zero eigenvalues, and thus is a special case of Assumption B.5. From here, it is straightforward to verify the remaining assumptions and see that Theorem 19 implies Theorem 7.

**6. Continuous-Time Dynamics and the Stable-Manifold Theorem**

The analysis of Section 7 will build off of the stable-manifold theorem derived in (Swenson et al., 2021). In this section, we review the key results from (Swenson et al., 2021) that will be required later in the paper. In particular, in Section 6.1 we review the stable-manifold theorem for DGF.\(^8\) In Section 6.2 we review some key definitions from (Swenson et al., 2021) that will be required in the subsequent analysis.\(^9\) In Section 6.3 we prove an important smoothness property of the stable manifold that will be required later.

---

8. In fact, the stable manifold applies to the process (11). However, to simplify nomenclature we refer to it as the stable manifold for DGF.

9. In order to minimize the overlap between this paper and (Swenson et al., 2021), Sections 6.1–6.2 review only the material from (Swenson et al., 2021) that is required to keep the present paper self contained.
6.1 The Stable-Manifold Theorem for DGF

The following result states the stable manifold theorem for DGF.

**Theorem 21 ((Swenson et al., 2021), Theorem 21)** Suppose that \( h \) is \( C^2 \) in a neighborhood of \( x^* \) and \( x^* \) is a regular saddle point of \( h|_{\mathcal{C}} \). Suppose that Assumptions B.5 and B.9 hold and the weight function \( t \mapsto \gamma_t \) is \( C^1 \) and satisfies \( \gamma_t \to \infty \). Let \( q \) denote the number of negative eigenvalues of \( \nabla^2 h|_{\mathcal{C}}(x^*) \). Then there exists a \( C^1 \) manifold \( S \subset [0, \infty) \times \mathbb{R}^M \) with dimension \( M - q + 1 \) such that the following holds: For all \( t_0 \) sufficiently large, a solution \( x \) to (11) converges to \( x^* \) if and only if \( x \) is initialized on \( S \), i.e., \( x(t_0) = x_0 \), with \( (t_0, x_0) \in S \).

**Remark 22 (On the eigenvector differentiability assumption)** We require Assumption B.9 to establish a stable manifold theorem for DGF, but an analogous assumption is not needed in the classical setting. At a high level, the reason Assumption B.9 is needed here is because we are dealing with constrained optimization and penalty methods that operate from the exterior of the constraint set. That is, trajectories to our optimization dynamics generally reside outside the constraint set. As trajectories are brought towards a point in the constraint set \( \mathcal{C} \) (or the consensus subspace in the case of DGF), it can occur that that the eigenvectors along the path rotate without converging to a limit, e.g., Example 19 in (Swenson et al., 2021). Assumption B.9 allows us to rule out such pathological behavior.

6.2 Stable Manifold: Key Definitions and Notation

In (Swenson et al., 2021) the stable manifold is constructed using a change of coordinates. The stable manifold is simpler to express and analyze under this change of coordinates. For the sake of subsequent manipulations, we will review the coordinate change now and review other key properties of the stable manifold for DGF.

For convenience, we will consider critical point of \( h|_{\mathcal{C}} \) residing at the origin. The following result from (Swenson et al., 2021) establishes the existence of a time-varying critical point of the penalized function \( h(x) + \gamma_t x^T Q x \) near 0.

**Lemma 23 ((Swenson et al., 2021), Lemma 23)** Suppose that \( h \) is \( C^2 \) in a neighborhood of 0 and 0 is a regular saddle point of \( h|_{\mathcal{C}} \). Suppose that Assumptions B.5 and B.9 hold and the weight function \( t \mapsto \gamma_t \) is \( C^1 \) in \( t \) and satisfies \( \gamma_t \to \infty \). Then there exists a constant \( \gamma_0 > 0 \) and a function \( g : [\gamma_0, \infty) \to \mathbb{R}^M \) such that (i) \( \nabla h(g(\gamma)) - g(\gamma)^T Q = 0 \) for all \( \gamma \geq \gamma_0 \) and (ii) \( g(\gamma) \to 0 \) as \( \gamma \to \infty \). Moreover, the arc length of \( \{g(\gamma) : \gamma \geq \gamma_0 \} \) is finite, where \( \gamma_0 \) is a sufficiently large constant, i.e.,

\[
\int_{\gamma_0}^{\infty} |g'(s)| \, ds < \infty.
\]

Having established the existence of the time-varying critical point \( g(t) \), it will be convenient to consider a time-varying coordinate change that recenters the coordinate system about \( g(t) \) and rotates the coordinate system so as to make the Hessian of \( h(x) + \gamma_t x^T Q x \) diagonal at \( g(t) \). We will do this next. We note that this same change of coordinates is used in (Swenson et al., 2021) (see proof of Lemma 24 therein). However, we repeat the construction of the coordinate change here because several of the intermediate quantities defined during this construction will be critical to the analysis later in the paper.
For $t \geq 0$ let
\[
A(t) := -\nabla^2_x \left( h(x) + \gamma_t \frac{1}{2} x^\top Q x \right) \bigg|_{x = g(\gamma_t)}
\]
(22)
be the linearization of the right hand side of (11) centered about $g(\gamma_t)$. Letting $y = x - g(\gamma_t)$, we let
\[
F(y, t) := -\nabla_x h(y + g(\gamma_t)) - \gamma_t Q(y + g(\gamma_t)) - A(t)y
\]
(23)
represent the error between the linearized and nonlinear dynamics.

For each $t \geq 0$, let $U(t)$ be a unitary matrix that diagonalizes $A(t)$ (which is possible as $A(t)$ is always symmetric), so that
\[
\Lambda(t) := U(t)A(t)U(t)^\top,
\]
(24)
where $\Lambda(t)$ is diagonal. Since $\gamma_t \in C^1$, by Assumption B.9 we may construct $U(t)$ as a differentiable function with $U(t)$ converging to some fixed matrix as $t \to \infty$ (see (Swenson et al., 2021)). The stable manifold can be constructed by recentering about $g(\gamma_t)$ and rotating by $U(t)$. In particular, letting $z(t) := U(t) (x(t) - g(\gamma_t))$ we obtain the convenient coordinate-changed ODE
\[
\dot{z}(t) = U(t) \left( A(t)U(t)^\top z(t) + F(U(t)^\top z(t), t) - g'(\gamma_t)\gamma_t \right) + \dot{U}(t)U(t)^\top z(t)
\]
(25)
\[
=: H(z(t), t).
\]

Let the diagonal matrix $\Lambda(t)$ above be decomposed as
\[
\Lambda(t) = \begin{pmatrix} \Lambda^u(t) & 0 \\ 0 & \Lambda^s(t) \end{pmatrix}
\]
(26)
where $\Lambda^s(t) \in \mathbb{R}^{n_s \times n_s}$ and $\Lambda^u(t) \in \mathbb{R}^{(M - n_s) \times (M - n_s)}$ denote the ‘stable’ and ‘unstable’ diagonal submatrices respectively, and $n_s$ denotes the number of ‘stable’ coordinates. It can be shown that for $t$ sufficiently large, all entries in $\Lambda^u(t)$ are less than some constant $c < 0$ and all entries in $\Lambda^s(t)$ are greater than $0$; see (Swenson et al., 2021), proof of Lemma 24.

With this in mind, when defining the dimension $n_s$ above, we implicitly take time sufficiently large.\(^{11}\)

Let the matrices
\[
V^u(t_2, t_1) := \begin{pmatrix} e^{\int_{t_1}^{t_2} \Lambda^u(\tau) d\tau} & 0 \\ 0 & 0 \end{pmatrix}, \quad V^s(t_2, t_1) := \begin{pmatrix} 0 & 0 \\ 0 & e^{\int_{t_1}^{t_2} \Lambda^s(\tau) d\tau} \end{pmatrix}
\]
(27)
denote the respective evolution operators corresponding to the stable and unstable elements in $\Lambda(t)$.

---

\(^{10}\) To simplify notation in this paper, the ordering of coordinates in the following equations has been changed from that used in (Swenson et al., 2021).

\(^{11}\) Alternatively, $n_s$ can be computed as the number of negative eigenvalues in $\nabla^2 h|_{C}(x^*)$ plus $M - \dim C$ (where $M - \dim C =$ the number of “off-constraint” directions). Intuitively, the penalty makes all off-constraint directions stable for $t$ sufficiently large.
Similar to (23), after recentering and rotating, the error between the linearized and nonlinear dynamics is given by

$$\tilde{F}(z, t) := U(t)F(U(t)^T z, t) + \dot{U}(t)U(t)z$$  \hspace{1cm} (28)

Note that $\tilde{F}(0, t) = 0$ and $\tilde{F}(z, t) = o(|z|^2)$ for $t \geq 0$. Consequently, for any $\epsilon > 0$ there exists an $r > 0$ and a $T \geq 0$ such that for all $t \geq T$ we have

$$|\tilde{F}(z, t) - \tilde{F}(\tilde{z}, t)| \leq \epsilon |z - \tilde{z}|, \hspace{1cm} \forall \ z, \tilde{z} \in B_r(0).$$  \hspace{1cm} (29)

Let $t_0 \in \mathbb{R}$, $a^s \in \mathbb{R}^{n_s}$, and $t \geq t_0$.

Solutions of the following integral equation may be used to compute the stable manifold.

$$u(t, (t_0, a^s)) = V^s(t, t_0) \begin{pmatrix} 0 \\ a^s \end{pmatrix}$$  \hspace{1cm} (30)$$

$$+ \int_{t_0}^{t} V^s(t, \tau) \left( \tilde{F}(u(\tau, (t_0, a^s)), \tau) - U(\tau)g'(\gamma_\tau)\gamma_\tau \right) d\tau$$

$$- \int_{t}^{\infty} V^u(t, \tau) \left( \tilde{F}(u(\tau, (t_0, a^s)), \tau) - U(\tau)g'(\gamma_\tau)\gamma_\tau \right) d\tau,$$

where $u : \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n_s} \rightarrow \mathbb{R}^M$ and $0$ is a vector of zeros of appropriate dimension. To be precise, we have included the initial time $t_0$ as a parameter in $u$. However, in most of our analysis $t_0$ will be fixed. Thus, in an abuse of notation, we will generally suppress the $t_0$ argument and only specify $u$ in terms of the arguments $t$ and $a^s$, i.e., $u(t, a^s)$.

It is important to note that (30) is not only useful for constructing the stable manifold (via Picard iteration (Coddington and Levinson, 1955)) but it also provides an extremely useful representation formula for the stable manifold that will be used extensively in the sequel.

We may choose constants $\sigma > 0$ and $K > 0$ such that the following estimates hold

$$\|V^s(t_2, t_1)\| \leq Ke^{-(\nu+\sigma)(t_2-t_1)}, \hspace{1cm} t_2 \geq t_1$$

$$\|V^u(t_2, t_1)\| \leq Ke^{\sigma(t_2-t_1)}, \hspace{1cm} t_2 \leq t_1.$$  \hspace{1cm} (31)

One useful property of solutions to (30) is that they are exponentially stable in the sense that

$$|u(t, a^s)| \leq 2K(1 + |a^s|)e^{-\alpha(t-t_0)},$$  \hspace{1cm} (31)$$

for some constant $\alpha > 0$.

Given the above construction, the stable manifold is defined as follows. For each $t \in [T, \infty)$ define the component map $\psi_j : \mathbb{R} \times \mathbb{R}^{n_s} \rightarrow \mathbb{R}$ by

$$\psi_j(t_0, z^0) := u_j(t_0, (t_0, z^0)), \hspace{1cm} j = n_s + 1, \ldots, M,$$  \hspace{1cm} (32)

12. Recent work has considered optimization dynamics near “strict” saddle points, where the Hessian has at least one negative eigenvalue (but may have zero eigenvalues) (Ge et al. 2015). An important reason we consider regular rather than strict saddle points, is one cannot in general guarantee that this estimate holds near saddle points that are merely strict.
and let \( \psi = (\psi_j)^M_{j=n_s+1} \). The stable manifold is defined with respect to the \( z \)-coordinate system as
\[
S := \{(t_0, z_0^s, \psi(t_0, z_0^s)), t_0 \geq T, z_0^s \in \mathbb{R}^k \cap B_{\xi}(0)\}.
\]
The stable manifold for (11) in the original coordinates, denoted here by \( \tilde{S} \), is obtained by an appropriate change of coordinates, \( \tilde{S} := \{(t, x) \in \mathbb{R} \times \mathbb{R}^M : U(t)(x - g(\gamma_t)) \in S\} \).

We will rely heavily on the definition of the stable manifold in terms of (32) (and (30)) in the sequel.

### 6.3 Stable-Manifold: Higher-Order Smoothness

In this section we will strengthen the continuity assumption made in Theorem 21 slightly. We will show that if \( h \) is one degree smoother than assumed in Theorem 21, then the stable manifold is also one degree smoother (see Assumption B.10). To simplify the presentation, in the following proof we (sparingly) use Einstein notation, wherein repeated indices denote summation over that index.

**Lemma 24** Suppose that \( x^* \) is a regular saddle point of \( h|_C \) and Assumptions B.5 and B.9-B.10 hold. Assume the weight function \( t \mapsto \gamma_t \) is \( C^1 \) and satisfies \( \gamma_t \to \infty \). Then the stable manifold \( S \) is \( C^2 \), uniformly in \( t \). That is, the functions \( \psi_i \) used to define \( S \) in (32) are \( C^2 \) and the second derivatives of each \( \psi_i \) are bounded uniformly in \( t \).

**Proof** The proof of this result is an extension of the proof in the classical autonomous case (Coddington and Levinson, 1955, Sec. 13.4) to the present setting. Let \( u(t, a^s) \) be the solution to (30) given \( a^s \in \mathbb{R}^{n_s} \). Given \( u \), fix \( i \in \{1, \ldots, n_s\} \) and suppose \( z(t, a^s) \) solves
\[
z(t, a^s) = V^s(t, t_0) + \int_{t_0}^{t} V^s(t, \tau) D_x \tilde{F}(u(\tau, a^s), \tau) z(\tau, a) d\tau - \int_{t}^{\infty} V^u(t, \tau) D_x \tilde{F}(u(\tau, a^s), \tau) z(\tau, a) d\tau.
\]
In (Swenson et al., 2021), Lemma 24, it was shown that there exists a unique solution to (33) for \( \|a^s\| \) sufficiently small. Moreover, it was shown that if \( z(t, a_s) \) solves (33) then \( z(t, a_s) = (\frac{\partial u(t, a^s)}{\partial a^s})^M_{j=1} \); this is precisely how \( S \) was shown to be \( C^1 \).

In addition to \( i \) fixed above, fix \( j \in \{1, \ldots, n_s\} \). We will compute the vector of partial derivatives \( (\frac{\partial u(t, a^s)}{\partial a^s})_{\ell=1}^M \). Consider the integral equation, for vector \( w \) with coordinates \( w_\ell \), using Einstein notation and writing \( V^s_{\ell,m} \) and \( V^u_{\ell,m} \) to be the entries of the matrices \( V^s \) and \( V^u \):
\[
w_\ell(t, a^s) = \int_{t}^{t_0} V^s_{\ell,m}(t, \tau) \left[ z^T(\tau, a^s) D^2_x \tilde{F}_m(u(\tau, a^s), \tau) z(\tau, a^s) + D_x \tilde{F}_m(u(\tau, a^s), \tau) w(\tau, a^s) \right] d\tau
- \int_{t}^{\infty} V^u_{\ell,m}(t, \tau) \left[ z^T(\tau, a^s) D^2_x \tilde{F}_m(u(\tau, a^s), \tau) z(\tau, a^s) + D_x \tilde{F}_m(u(\tau, a^s), \tau) w(\tau, a^s) \right] d\tau.
\]
Again using standard successive approximation techniques, i.e., Picard iterations, we see that for \( a^s \) sufficiently small and \( t_0 \) sufficiently large, there exists a unique solution (in the class of continuous functions) to (34).

Using the same reasoning used to show that \( z(t, a^s) = \left( \frac{u_j(t, a^s)}{\partial a^s_j} \right)_{j=1}^M \) in the proof of Lemma 25 in (Swenson et al., 2021), it follows that \( w(t, a^s) = \left( \frac{\partial z_j(t, a^s)}{\partial a^s_j} \right)_{j=1}^M = \left( \frac{\partial u_j(t, a^s)}{\partial a^s_j} \right)_{j=1}^M. \)

We now show that \( w(t, a^s) \) is uniformly bounded in \( t \). Using (34) we have

\[
\| w(t, a^s) \| \leq \int_{t_0}^t \| V^s(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| z(\tau, a^s) \|^2 d\tau \\
+ \int_{t_0}^t \| V^u(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| w(\tau, a^s) \| d\tau \\
+ \int_{t}^{\infty} \| V^u(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| z(\tau, a^s) \|^2 d\tau \\
+ \int_{t}^{\infty} \| V^u(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| w(\tau, a^s) \| d\tau.
\]

Recall that \( F \) is defined in (23), and \( \tilde{F} \) is obtained from \( F \) by (28). From (23), and the assumption that \( h \in C^3 \), we see that \( \| D_z^2 F(x, t) \| \) is uniformly bounded for all \( t \geq t_0 \) and \( x \) in a neighborhood of 0. Since \( u(t, a^s) \to 0 \) as \( t \to \infty \) and \( U(t) \) is a unitary transformation, this implies that \( \| D_z^2 \tilde{F}(u(t, a^s), t) \| \) is uniformly bounded for all \( t \geq t_0 \).

It can be shown that \( z(t, a^s) \) satisfies

\[
|z(t, a^s)| \leq 2K |a^s| e^{-\alpha(t-t_0)}
\]

(Swenson et al., 2021, Equation (30)). Thus, we may bound the \( w \)-independent components of (35) as

\[
\int_{t_0}^t \| V^s(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| z(\tau, a^s) \|^2 d\tau \\
+ \int_{t}^{\infty} \| V^u(t, \tau) \| \| D_z^2 \tilde{F}(u(\tau, a^s), \tau) \| \| z(\tau, a^s) \|^2 d\tau \\
\leq C \int_{t_0}^t e^{-(\sigma + \alpha)(t-\tau)} d\tau + C \int_{t}^{\infty} e^{\sigma(t-\tau)} d\tau \leq C \frac{2}{\sigma},
\]

for some constant \( C > 0 \).

Let \( \varepsilon > 0 \) be such that \( \frac{K\varepsilon}{\sigma} < \frac{1}{2} \). Let \( t_0 \) be such that \( \| D_z \tilde{F}(u(t, a^s), t) \| < \varepsilon \) for all \( t \geq t_0 \) and all \( a^s \) sufficiently small. Returning to (35) we have

\[
\| w(t, a^s) \| \leq \frac{2C}{\sigma} + K\varepsilon \int_{t_0}^t e^{-(\alpha + \sigma)(t-\tau)} \| w(\tau, a^s) \| d\tau + K\varepsilon \int_{t}^{\infty} e^{\sigma(t-\tau)} \| w(\tau, a^s) \| d\tau.
\]

Letting \( M = \sup_{t\geq t_0} \| w(t, a^s) \| \) the above yields

\[
M \leq \frac{2C}{\sigma} + \frac{2K\varepsilon M}{\sigma}.
\]

Since \( \frac{2K\varepsilon M}{\sigma} < \frac{M}{\sigma} \), we get \( M < \frac{4C}{\sigma} \), which concludes the proof. \( \blacksquare \)
7. A Key Inequality: D-SGD is Repelled from the Stable Manifold

In this section our goal is to characterize the manner in which state-time pairs \((x, t)\) are repelled from the DGF stable manifold \(\mathcal{S}\) under the dynamics (12). For convenience, let

\[ J(x, t) := -\nabla h(x) - \gamma t Q_x \]  

(37)

denote the right hand side of (11). Informally, our goal is to show an inequality of the following form:

\[ \text{dist}((x + \varepsilon J(x, t), t), \mathcal{S}) \geq (1 + c_2 \varepsilon) \text{dist}((x, t), \mathcal{S}) - c_3 \varepsilon^2, \]  

(38)

where here, dist refers to a notion of distance that we have not yet defined, \(\varepsilon \in [0, 1]\), and \(c_2, c_3 > 0\) are constants. The idea is that the expected movement of a step of (12) (which is an Euler approximation of (11)) pushes state-time iterates \((x, t)\) away from the stable manifold \(\mathcal{S}\). This will be formalized below.\(^{13}\)

Proving an inequality of this form will be main goal of this section. This will be accomplished in Proposition 36, property 4.\(^{14}\) (The remaining properties in Proposition 36 are straightforward, but are included as they will be required in Section 8.)

In broad strokes, the main ideas underlying the proof of (38) (or rather, Proposition 36, property 4) are as follows.

- To simplify the analysis, we will consider a change of coordinates that “straightens out” the stable manifold of (11). This is accomplished in (39)–(41). The vector field of the “rectified” ODE is given by \(G\), defined in (41).

- The key inequality (38) will follow by examining a linearization of \(G\). In particular, we will need the matrix representing the linearization of \(G\), denoted by \(W_t\) (see (56)), to have a \textit{uniform spectral gap}, i.e., for all \(t\) sufficiently large, \(W_t\) has at least one positive and one negative eigenvalue, and there exists some constant \(c > 0\) (independent of \(t\)) such that any eigenvalue \(\lambda \in \sigma(W_t)\) satisfies \(|\lambda| \geq c\). Once this property is obtained, it is clear that there is an exponential dichotomy near the saddle point, and the proof of (38) follows readily. Thus, a large portion of this section will focus on deriving the existence of the spectral gap for \(W_t\).

- In order to show the existence of a spectral gap, it is helpful to characterize the geometry of \(\mathcal{S}\) as \(t \to \infty\). This is because the rectified ODE is explicitly defined to “straighten out” \(\mathcal{S}\). By showing that time slices \(S_{t_0} := \{(x, t) \in \mathcal{S} : t = t_0\}\) converge in some sense as \(t_0 \to \infty\), one may deduce that \(D_x G\) (and hence \(W_t\)) has a simple structure as \(t \to \infty\) (see Lemma 32).

---

\(^{13}\) Here, we treat the nonautonomous vector field as an augmented autonomous vector field with \(\frac{dt}{dt} = 1\). Also, we note that the \(\varepsilon^2\) term is simply a consequence of handling nonlinearities in the dynamics. As \(\varepsilon \to 0\), this intuition holds arbitrarily close to \(\mathcal{S}\).

\(^{14}\) The stable manifold is most easily studied under a change of coordinates. \(T\) in property 4 represents the appropriate change of coordinates. The function \(\eta(x, t)\), defined in (58), represents the “distance” from a point \((x, t)\) to the stable manifold. Note that \(\eta\) is defined with respect to the coordinate change \(T\), so points must pass through \(T\) before being fed to \(\eta\).
The structure of $S$ is elucidated by studying the "constrained" dynamics obtained by restricting the ODE (11) to $C$ (see (42)). In particular, one sees that as $t_0 \to \infty$, $S_{t_0}$ approximates the stable manifold of the constrained system in an appropriate sense (see Lemma (27)).

Above, we have tried to capture the motivation and main ideas of how we approach the proof. The precise steps we will follow are these:

1. We define the rectified ODE (41).

2. We define the autonomous in-constraint ODE (42).

3. We show that time slices of the non-autonomous stable manifold, given by $S_{t_0}$, converge to the stable manifold of (42) as $t_0 \to \infty$ (Lemma 27).

4. We show that $W_t$ has a uniform spectral gap (Lemma 32).

5. We show that the desired inequality for $\eta$ holds in the context of the rectified system (Lemma 35).

6. We prove (38) (Proposition 36, item 4).

We now proceed as outlined above. Without loss of generality we assume $x^* = 0$ and let $C = \text{span}\{e_1, e_2, \ldots, e_{\dim C}\}$, where $e_i$ denotes the $i$-th canonical vector in $\mathbb{R}^M$. Let the constraint space $C$ be decomposed as

$$C = E_s + E_u,$$

where

$$E_s := \text{span}\{x \in C : \nabla^2 h(0)x = \lambda x, \lambda < 0\}$$

and

$$E_u := \text{span}\{x \in C : \nabla^2 h(0)x = \lambda x, \lambda \geq 0\}.$$

Here, $E_s$ and $E_u$ correspond to the stable and unstable eigenspaces of the gradient-flow system restricted to $C$ and linearized about the origin.

The (nonautonomous) stable manifold $S$ constructed in Section 6 may be represented locally as a function $\psi : E_s \times C^\perp \times [0, \infty) \to E_u$. More precisely, the stable manifold may be represented locally as

$$S = \{(x, t) : x_u = \psi(x_s, x_{nc}, t), t \geq t_0, \|x_s\| < \delta, \|x_{nc}\| < \delta\},$$

for some $\delta > 0$. Note that this representation of the stable manifold is with respect to the coordinate change discussed in Section 6.2.

---

15. Note that a stable input $a_s$ for (32) corresponds to $a_s = (x_s, x_{nc})$. The idea is that for $t$ sufficiently large, these coordinates are the stable coordinates in the sense that they correspond to negative eigenvalues in $\Lambda(t)$, given in (24).
For convenience, we now construct a map which flattens out the stable manifold. Namely, we define

\[ \Phi(x, t) := \begin{pmatrix} x_u \\ x_s \\ x_{nc} \end{pmatrix} - \begin{pmatrix} \psi(x_s, x_{nc}, t) \\ 0 \\ 0 \end{pmatrix}. \]  

(39)

This function locally maps the stable manifold \( S \) to the subspace \( \{(y, t) : y_i = 0 \text{ for } i \in 1 \ldots n_u \} := U \), where \( n_u \) is the number of unstable coordinates.

Next, we notice that

\[ D_x \Phi(x, t) = \begin{pmatrix} I_{n_u} & D_{(x_s, x_{nc})}\psi \\ 0 & I_{M-n_u} \end{pmatrix}, \]  

(40)

where \( D_{(x_s, x_{nc})} \) denotes a single derivative bundling the \( x_s \) and \( x_{nc} \) coordinates. Since \( D\psi(0, t) = 0 \) (Lemma 25 in (Swenson et al., 2021); see also (36) above) and since \( \psi \) is \( C^1 \) in \( x \) uniformly in time (Lemma 24), we may use the inverse function theorem to establish that there exist a \( C^1 \) function \( x \mapsto \Phi^{-1}(\cdot, t) \) in some ball \( B(0, r) \), for any time \( t \). We emphasize that \( \Phi^{-1}(\cdot, t) \) inverts the first argument given a time \( t \).

Now, suppose that \( x(t) \) satisfies the ODE \( \dot{x} = H(x, t) \), with \( H \) as given in (25). If we let \( w(t) = \Phi(x(t), t) \), then, by construction of \( \Phi \), the space \( U := \{ x \in \mathbb{R}^M : x_i = 0 \text{ for } i \in 1 \ldots n_u \} \) is (forward) invariant for \( w \); i.e., \( w(t_0) \in U \implies w(t) \in U \) for all \( t \geq t_0 \). A chain rule computation shows that \( w \) satisfies the ODE

\[ \dot{w} = G(w, t) := D_x [\Phi, \Phi^{-1}(w, t)] H(\Phi^{-1}(w, t), t) + D_t [\Phi, (\Phi^{-1}(w, t), t)]. \]  

(41)

In particular, note that \( U \) is the “straightened out” stable manifold for the above ODE. Consequently, we sometimes refer to (41) as the rectified ODE.

Our first result in this section will be to show that \( \Phi(\cdot, t) \) converges to a limit as \( t \to \infty \). Equivalently, this may be thought of as showing that “time slices” of the stable manifold converge to a limit as \( t \to \infty \). To this end, consider the (autonomous) ODE

\[ \frac{d}{dt} \tilde{x}(t) = -\nabla h|_C(\tilde{x}(t)), \]  

(42)

with \( \tilde{x} : [0, \infty) \to \mathbb{R}^{\dim C} \). Supposing that 0 is a regular saddle point of \( h|_C \), by the classical stable manifold theorem there exists a stable manifold \( S^* \) for (42), associated with the rest point at the origin (Chicone, 2006). Let \( \psi^* : \mathbb{R}^{\dim(C)-n_u} \to \mathbb{R}^{n_u} \) be the function defining \( S^* \), i.e.,

\[ S^* = \left\{ x \in \mathbb{R}^{\dim C} : x_u = \psi^*(x_s) \right\}. \]  

(43)

Let \( \Phi^* : \mathbb{R}^{\dim C} \to \mathbb{R}^{\dim C} \) be given by

\[ \Phi^*(x) := \begin{pmatrix} x_u \\ x_s \end{pmatrix} - \begin{pmatrix} \psi^*(x_s) \\ 0 \end{pmatrix}, \]  

(44)

where here 0 denotes the zero vector in \( \mathbb{R}^{\dim C-n_u} \). Here, \( \Phi^* \) serves an analogous role to \( \Phi \) in (39), straightening out the stable manifold of the autonomous system into the stable eigenspace of the autonomous system.

Until now, we have been able to restrict our analysis of (11) to a neighborhood of \( x^* \) (where, by Assumption B.10, \( h \) is smooth). In the following lemma, we consider global
behavior of (11). Consequently, we must treat (11) as a differential inclusion rather than a differential equation. (This will be the only point in the paper where treating the differential inclusion for the continuous dynamics is explicitly required.) In particular, instead of (11), consider the differential inclusion
\[
\dot{x} \in -\gamma_t Qx - \partial h(x).
\]
(45)

Note that this is equivalent to (11) in a neighborhood of a saddle point satisfying Assumption B.10. We will say that \(x: \mathbb{R} \rightarrow \mathbb{R}^M\) is a solution to (45) if it is absolutely continuous and satisfies (45) for almost all \(t\). Under Assumption B.1, the set \(\partial h(x)\) is a nonempty, convex, and compact (Clarke, 1990). Consequently, solutions to (45) in the above sense exist (though they may not be unique) (Aubin and Cellina, 1984).

The next lemma shows that that we obtain uniform convergence to \(C\) for initializations in a neighborhood of the origin.

**Lemma 25 (Uniform convergence to \(C\))** Suppose Assumptions B.1, B.2, and B.5 hold. For any open neighborhood \(N\) of 0 and any \(\varepsilon > 0\) there exists a \(\bar{t} > 0\) such that for any solution \(x(t)\) of (45) with initial condition \(x(t_0) = x_0 \in N, t_0 \geq 0\), there holds \(\text{dist}(x(t), C) \leq \varepsilon\) for all \(t \geq \bar{t}\).

**Remark 26** The assumption that \(h\) is coercive (Assumption B.2) in Theorem 19 stems from this lemma.

**Proof** Without loss of generality, let \(C\) be as given in (13) and let \(x(t)\) be decomposed as
\[
x(t) = \begin{pmatrix} x_c(t) \\ x_{nc}(t) \end{pmatrix}.
\]

By Assumption B.2 there exists a compact set \(K \ni 0, K \subset \mathbb{R}^M\) that is invariant under (11). Without loss of generality, assume that \(N \subset K\). Let \(\overline{M} = \sup \{\|z\| : z \in \partial h(x), x \in K\}\). Let \(\lambda_{\text{min}}\) be the smallest positive eigenvalue of \(Q\). Choose \(t_1\) so that \(\gamma_t \lambda_{\text{min}} \varepsilon > 2\overline{M}\) for all \(t \geq t_1\). Then for all \(t \geq t_1\) and all \(x\) with \(\|x_{nc}(t)\| > \varepsilon\) we have
\[
\frac{d}{dt}\|x_{nc}(t)\| = \frac{x_{nc}(t)}{\|x_{nc}(t)\|} \cdot \frac{d}{dt}x_{nc}(t) \leq \overline{M} - \gamma_t \lambda_{\text{min}} \varepsilon
\]

Hence, for \(t \geq t_1\), \(\|x_{nc}(t)\| \leq \|x_{nc}(t_1)\| - \overline{M}(t - t_1)\). But since \(K\) is invariant we have \(\|x_{nc}(t)\| \leq C\) for \(C = \sup_{x \in K} \|x\|\). Setting \(\bar{t} = t_1 + \frac{C - \varepsilon}{\overline{M}}\) yields the desired result. \(\blacksquare\)

The following lemma shows that \(x \mapsto \Phi(x, t)\) has a limit as \(t \to \infty\). We will require the following definition. Let
\[
P_C := (I_{\dim C} 0) \in \mathbb{R}^{\dim C \times M}
\]
be the orthogonal projection onto \(C = \text{span}\{e_1, \ldots, e_{\dim C}\}\), where here 0 is the zero matrix of appropriate dimension.
Lemma 27 Suppose Assumptions B.2, B.5 and B.9·B.10 hold and that 0 is a regular saddle point of \( h|_{C} \). Let \( \Phi \) and \( \Phi^{*} \) be the maps (39) and (44) respectively. Let \( x \) be decomposed as \( x = (x_{u}, x_{s}, x_{nc}) \). For all \( x \) in a neighborhood of 0 we have that \( \lim_{t \to \infty} P_{C} \Phi^{*}(x_{u}, x_{s}, x_{nc}, t) = \Phi^{*}(x_{u}, x_{s}) \).

**Proof** Recall that \( \Phi \) and \( \Phi^{*} \) are defined using the stable manifolds of (11) and (42). The stable manifolds for each ODE, in turn, are constructed using appropriate integral equations (e.g., (30) and (Chicone, 2006, Ch. 4)). We will prove the theorem by recasting the result in terms of the integral equations defining \( S \) and \( S^{*} \).

Let \( U(t) \in \mathbb{R}^{M \times M} \) be the diagonalization of \( A(t) \) defined after (24). We remind the reader that \( A(t) \) is the linear part of the evolution of \( y \), which is governed by the nonautonomous differential equation after recentering at the perturbed saddle point \( g(\gamma_{t}) \); see equations (22)–(24). Let \( B \) be given by

\[
B := -\nabla^{2}h|_{C}(0),
\]

so that \( B \) represents the linearization of (42) about the origin, and let \( U \in \mathbb{R}^{\dim C \times \dim C} \) be a unitary matrix that diagonalizes \( B \) so \( B = U \Lambda^{*} U^{\top} \), where \( \Lambda^{*} = \text{diag}(\Lambda^{*u}, \Lambda^{*s}) \), and where \( \Lambda^{*u}, \Lambda^{*s} \in \mathbb{R}^{\dim C_{u} \times \dim C_{u}} \) has positive diagonal entries and \( \Lambda^{*u}, \Lambda^{*s} \in \mathbb{R}^{\dim C_{u} \times \dim C_{u}} \) has negative diagonal entries. Thus far, we have assumed coordinates to be rotated so that \( C = \text{span}\{e_{1}, \ldots, e_{\dim C}\} \). Without loss of generality, we will now assume a rotation of coordinates within \( C \); namely, we will assume that \( U = I_{\dim C} \).

Analogous to (27), define

\[
\hat{V}^{u}(t_{2}, t_{1}) := \begin{pmatrix} e^{\Lambda^{*u}(t_{2} - t_{1})} & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{V}^{s}(t_{2}, t_{1}) := \begin{pmatrix} 0 & 0 \\ 0 & e^{\Lambda^{*s}(t_{2} - t_{1})} \end{pmatrix}.
\]

Finally, for \( x_{c} \in \mathbb{R}^{\dim C} \), let \( \hat{F}(x_{c}) := -\nabla h|_{C}(x_{c}) - B_{c} x \). Solutions to the following equation define the “classical” stable manifold of the (\( C \)-restricted) gradient system (42) (Chicone, 2006, Ch. 4)

\[
w(t, a^{s}) = \hat{V}^{s}(t, t_{0}) \begin{pmatrix} 0 \\ a^{s}_{c} \end{pmatrix} + \int_{t_{0}}^{t} \hat{V}^{s}(t, \tau) \hat{F}(w(\tau, a^{s}_{c})) d\tau - \int_{t}^{\infty} \hat{V}^{u}(t, \tau) \hat{F}(w(\tau, a^{s}_{c})) d\tau, \tag{47}
\]

where \( a^{s}_{c} \in \mathbb{R}^{\dim C_{c} - n_{u}} \). Note that this is the classical analog of (30). We emphasize that in this classical setting one does not have any \( t \) dependence (outside of \( w \)) within the integrals; the inclusion of \( t \) dependence in \( \hat{F} \) necessitated the analysis in (Swenson et al., 2021).

Let \( T : \mathbb{R}^{M} \times [0, \infty) \to \mathbb{R}^{M} \) be given by

\[
T(u, t) := U(t)(u - g(\gamma_{t})), \tag{48}
\]

where \( g(\gamma) \) and \( U(t) \) are defined in Section 6.2. Note that \( T \) is the coordinate transformation used to recenter and diagonalize in the computation of the nonautonomous stable manifold (see Lemma 24 in (Swenson et al., 2021)). Note that \( T^{-1}(u, t) := U^{T}(t)u + g(\gamma_{t}) \) is well defined and (i) by Assumption B.9 we have \( U(t) \to U = I \) and (ii) by Lemma 23 we have \( g(\gamma_{t}) \to 0 \) as \( t \to \infty \).

Given \( a^{s} \in \mathbb{R}^{n_{s}} \) (where \( n_{s} = M - n_{u} \)) let \( u(t, a^{s}) \) be the solution to (30). Let \( a^{s}_{c} = P_{C} a^{s} \) (the subscripts indicating the ‘in-constraint’ component of \( a^{s} \)) and let \( w(t, a^{s}_{c}) \) be the solution to (47) given \( a^{s}_{c} \).
Recall that $\Phi$ and $\Phi^*$ ((39) and (44)) are defined in terms of $\psi$ and $\psi^*$. In turn, $\psi$ is defined in (32) and $\psi^*$ is defined as

$$\psi_j^*(a^s_c) := w(t_0, a^s_c), \quad (49)$$

$j = 1, \ldots, n_u$, where $t \mapsto w(t, a^s_c)$ is the solution to (47) given $a^s_c$ and initialization time $t_0$ (Chicone, 2006, Ch. 4).\(^{16}\) Thus, loosely speaking, to show the claim in the lemma, it suffices to show that the relevant coordinates of $u(t_0, a_s)$ and $w(t_0, a^s_c)$ converge in some appropriate sense as $t_0 \to \infty$. However, since $u$ was constructed with respect to the coordinate change (48), in order to compare $u$ and $w$ we first need to move them into comparable coordinate systems.

To make this precise, recall that in (30), $u$ was defined using the arguments $u(t, t_0, a^s)$ (though we have typically suppressed the argument $t_0$ for brevity). Below, we will require explicit mention of the initial time argument $t_0$. The lemma holds if we show that

$$\lim_{t_0 \to \infty} \|P_C T^{-1}(u(t_0, t_0, a^s), t_0) - w(t_0, a^s_c)\| = 0, \quad (50)$$

where $\tilde{a}^s = T((a^s, 0), t_0), a_s \in \mathbb{R}^{M-n_u}, 0 \in \mathbb{R}^{n_u}$ (this simply shifts $a_s$ into the appropriate coordinate system). In words, (50) may be interpreted as follows:

1. We are given some “stable” initialization $a_s \in \mathbb{R}^{\dim C}$ and a time $t_0$.

2. $a^s_c$ extracts the in-constraint components of $a^s$ and $w(t_0, a^s_c)$ returns the unique point in $\mathbb{R}^{\dim C}$ lying on $S^*$ corresponding to $a^s_c$ (see (49) and (43)).

3. $\tilde{a}^s$ is the transformation of $a_s$ into the alternate coordinate system (via (48)). The map $u(t_0, (t_0, \tilde{a}^s))$ returns the unique point in $\mathbb{R}^M$ on the stable manifold $S$ (defined with respect to the alternate coordinate system) corresponding to $\tilde{a}^s$. Afterwards, $T^{-1}(\cdot, t_0)$ moves this point back into the regular coordinate system in $\mathbb{R}^M$. Finally, the projection $P_C$ projects this down to the $d$-dimensional space $C$ so it may be compared with $w(t_0, a^s_c)$.

Given that we wish to show (50), for brevity of notation we will again return to expressing $u$ as a function of two arguments so that $u(t, a^s)$ means $u(t, t_0, a^s)$. Explicitly expanding $T^{-1}(u(t_0, \tilde{a}^s), t_0)$ and using (30) we have

$$T^{-1}(u(t_0, \tilde{a}^s), t_0) = U^T(t_0) \begin{pmatrix} \tilde{a}^s \\ 0 \end{pmatrix} - U^T(t_0) \int_t^\infty V^u(t_0, \tau) \hat{F}(u(\tau, \tilde{a}^s), \tau) d\tau$$

$$- U^T(t_0) \int_t^\infty V^u(t_0, \tau) U(\tau) g'(\gamma^s) \gamma^s d\tau + g(\gamma_{t_0}).$$

Using this expression along with (47) and the triangle inequality, we obtain the bound

$$\|P_C T^{-1}(u(t_0, \tilde{a}^s), t_0) - w(t_0, a^s_c)\| \leq (a) + (b) + (c), \quad (51)$$

\(^{16}\) We remark that, in an abuse of notation $\psi$ and $\psi^*$ have been defined using the natural indexing associated with $w$ and $u$. This has been done to sidestep the distracting minutia of indexing. We emphasize that these are simply maps with domain/codomain $\psi : \mathbb{R}^{n_u} \to \mathbb{R}^{n_u}$ and $\psi^* : \mathbb{R}^{\dim C-n_u} \to \mathbb{R}^{n_u}$.
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We now bound the first term in on the RHS of (52). Let \( \Lambda(\tau) \) where \( i \)earlier (see (39)) and similarly for elements of \( \Lambda \). By Lemma 41 we see that the elements \( \lambda \) and, since \( \hat{\lambda} \) independent of \( t \) have are uniformly Lipschitz in a neighborhood of 0. By (31) (and a similar argument for construction, we have \( \tilde{V} \) and note that the bracketed term simply gives \( |\tilde{\lambda}|_\infty \int^{\infty}_t V^u(t_0, \tau) \tilde{F}(\tilde{u}(t_0, \tilde{a}^s), t_0) d\tau - \int^{\infty}_t V^u(t_0, \tau) \tilde{F}(\tilde{w}(t_0, \tilde{a}^s)) d\tau \) \( (52) \) of \( \Lambda(\tau) \) is uniformly bounded for \( \tau, a \). Hence, we have,

\[
\left| \int^{\infty}_t (P_C U^T V^u \tilde{F} d\tau - \tilde{V}^u \tilde{F}) \right| d\tau \leq \int^{\infty}_t \left| (P_C U^T V^u - \tilde{V}^u) \tilde{F} + \tilde{V}^u \tilde{F} - \tilde{V}^u \tilde{F} \right| d\tau \leq \int^{\infty}_t \left| (P_C U^T V^u - \tilde{V}^u) \tilde{F} \right| d\tau + \int^{\infty}_t \left| \tilde{V}^u (P_C \tilde{F} - \tilde{F}) \right| d\tau,
\]

where in the last line we simply observe that \( \tilde{V}^u_{\text{aug}} = (\tilde{V}^u 0) \tilde{F} = \tilde{V}^u P_C \tilde{F} \).

We now bound the right hand side of (52), beginning with the second term. By construction, we have \( \tilde{F}(0, t_0) = 0 \) and \( \tilde{F}(0) = 0 \). Moreover, by construction \( \tilde{F}(\cdot, t_0) \) and \( \tilde{F} \) are uniformly Lipschitz in a neighborhood of 0. By (31) (and a similar argument for \( \tilde{w} \)), we have \( \tilde{u}(\tau, a_s) \leq c e^{-\alpha (\tau - t_0)} \) and \( \tilde{w}(\tau, a_s) \leq c e^{-\alpha (\tau - t_0)} \) for some constants \( c > 0 \) and \( \alpha > 0 \), independent of \( t_0 \). Hence,

\[
|P_C \tilde{F}(\tilde{u}(t_0, \tilde{a}^s), t_0) - \tilde{F}(\tilde{w}(t_0, \tilde{a}^s))| \leq 2 c e^{-\alpha (\tau - t_0)},
\]

and, since \( \tilde{V}^u(t_0, \tau) \) is uniformly bounded for \( \tau \geq t_0 \), we have

\[
\lim_{t_0 \to \infty} \int^{\infty}_t \left| \tilde{V}^u(t_0, \tau)(P_C \tilde{F}(\tilde{u}(\tau, a^s), \tau) - \tilde{F}(\tilde{w}(\tau, a^s))) \right| d\tau = 0.
\]

We now bound the first term in on the RHS of (52). Let \( \Lambda(t) \) be as defined in (24). Let the elements \( \lambda_1(t), \ldots, \lambda_M(t) \) of \( \Lambda(t) \) be ordered respecting the ordering assumed for \( x \) earlier (see (39)) and similarly for elements of \( \Lambda \). By Lemma 41 we see that \( \lambda_i(t) \to \lambda_i, i = 1, \ldots, \dim C \). Thus,

\[
\lim_{t_0 \to \infty} \sup_{\tau \geq t_0} \left| e^{\lambda_i(\tau - t_0)} - e^{\int_{t_0}^{\tau} \lambda_i(s) ds} \right| = 0
\]

for \( i = 1, \ldots, n_s \). Since \( P_C U^T(t_0) \to (I_{\dim C} 0) \) this implies

\[
\lim_{t_0 \to \infty} \sup_{\tau \geq t_0} \left| P_C U^T(t_0) V^s(t_0, \tau) \left( \tilde{a}^s \right) - \tilde{V}^s(t_0, \tau) \left( \tilde{a}^s \right) \right| = 0, \quad (53)
\]
where we recall that \( \tilde{a}^s \) is given after (50) and \( a^*_c = P_Ca^s \).

By (53), we have that \(|P_CU^T(t_0)V^u(t_0, \tau) - \hat{V}^u(t_0, \tau)| \leq c\) for some constant \( c > 0 \) for all \( t_0 \) sufficiently large and all \( t \geq t_0 \). Again using the facts that \( \tilde{F}(0, t) = 0 \) for all \( t \), \( \tilde{F}(\cdot, t) \) is uniformly Lipschitz in a ball about zero, and the estimate that \(|u(t, a^s)| \leq e^{-\alpha(t-t_0)} \) holds in a ball about the origin, uniformly for all \( t \), we get that

\[
\lim_{t_0 \to \infty} \int_{t_0}^{\infty} (P_CU^T(t_0)V^u(t_0, \tau) - \hat{V}^u(t_0, \tau)) \tilde{F}(u(t_0, a^s), \tau) \, d\tau = 0.
\]

Finally, handling (c), we note that, as \( \int_{t_0}^{\infty} |g'(\gamma_\tau)\hat{\gamma}_\tau| \, d\tau < \infty \) by Lemma 23, and as \( V^u \) is bounded, we can deduce that

\[
\lim_{t_0 \to \infty} U^T(t_0) \int_{t_0}^{\infty} V^u(t_0, \tau)U(\tau)g'(\gamma_\tau)\hat{\gamma}_\tau \, d\tau = 0.
\]

This accounts for all terms on the right hand side of (51), thus giving (50). \( \blacksquare \)

**Remark 28** The intuitive interpretation of Lemma 27 is that the stable manifolds of (11) and (42) asymptotically aligned, in some sense. A technical but important detail to note when interpreting this lemma is that \( \Phi \) is defined with respect to the change of coordinates \( T \) (see (48)) while \( \Phi^* \) is not. However, since \( g(\gamma_t) \to 0 \) and the rotation matrix \( U(t) \) asymptotically aligns with \( U \), \( \Phi \) and \( \Phi^* \) are asymptotically defined with respect to the same coordinate system.

When approximating D-SGD with DGF, we will make the following assumption about the growth rate of \( \gamma_t \) for the continuous-time process. When we approximate D-SGD, this assumption will easily be satisfied as a consequence of Assumption B.6

**Assumption B.11** \( \gamma_t \) takes the form \( \gamma_t = \Theta(t^r) \) for some \( r > 0 \).

**Lemma 29** Suppose Assumption B.11 holds. The following technical condition holds: For fixed \( t_0 \),

\[
\int_{t_0}^{t} \gamma_t e^{-\int_{t_0}^{t} \gamma_s \, ds} e^{-\alpha(\tau-t_0)} \, d\tau \to 0 \quad \text{as} \quad t \to \infty
\]

where \( \alpha > 0 \).

**Proof** Given the assumed form for \( \gamma_t \), there will exist a \( \kappa > 0 \) so that for any \( t > \tau > t_0 \) satisfying \( t - \tau > \kappa \) (or, equivalently, \( \tau < t - \kappa \)) we have that \( e^{-(t-\tau)} \geq e^{-\int_{\tau}^{t} \gamma_s \, ds} \). We may then estimate

\[
\gamma_t \int_{t_0}^{t} e^{-(t-\tau)} e^{-\alpha(\tau-t_0)} \, d\tau \leq \gamma_t \int_{t_0}^{t-\kappa} e^{-(t-\tau)-\alpha(\tau-t_0)} \, d\tau + \gamma_t \int_{t-\kappa}^{t} e^{-\alpha(\tau-t_0)} \, d\tau
\]

\[
\leq \gamma_t \int_{t_0}^{t} e^{-(t-\tau)-\alpha(\tau-t_0)} \, d\tau + \gamma_t \int_{t-\kappa}^{t} e^{-\alpha(\tau-t_0)} \, d\tau
\]

\[
\leq Ct^\kappa e^{-\alpha t} \to 0 \quad \text{as} \quad t \to \infty,
\]

for some constant \( C > 0 \), depending on \( t_0 \). \( \blacksquare \)
Lemma 30 Suppose Assumptions B.5 and B.9–B.11 hold and that 0 is a regular saddle point of $h|c$. Then $D_t \Phi(0,t) \to 0$ and $D_{xt} \Phi(0,t) \to 0$ as $t \to \infty$.

Proof Recalling that $\Phi$ is defined in (39), the result is equivalent to $\frac{\partial^2}{\partial t^2} \psi(t,0) \to 0$ and $\frac{\partial^2}{\partial t \partial x} \psi(t,0) \to 0$, where $\psi$ is defined componentwise in (32) and where $u(t,a^*)$ denotes a solution to (30) with stable initialization $a^*$.

Thus, the claim holds if $\frac{\partial}{\partial t} u(t,0) \to 0$ and $\frac{\partial^2}{\partial x \partial t} u(t,0) \to 0$, where $u$ satisfies

$$\\begin{align*}
  u(t,a^*) &= V^s(t,t_0) \left( a^* \right) \\
  &+ \int_{t_0}^t V^s(t,\tau) \left( \dot{F}(u(\tau,a^*),\tau) - U(\tau)g'(\gamma_\tau)\dot{\gamma}_\tau \right) d\tau \\
  &- \int_t^\infty V^u(t,\tau) \left( \dot{F}(u(\tau,a^*),\tau) - U(\tau)g'(\gamma_\tau)\dot{\gamma}_\tau \right) d\tau,
\\end{align*}$$

(54)

We begin by estimating $\frac{\partial}{\partial t} u(t,0) \to 0$. Note that the first term on the RHS of (54) is zero (as $a_0 = 0$) and so the time derivative of this term is also zero. For the second term on the RHS of (54), taking a derivative in $t$ we obtain that this term is equal to

$$\dot{F}(u(t,0),t) - U(t)g'(\gamma_t)\dot{\gamma}_t + \int_{t_0}^t \Lambda(t)V^s(t,\tau) \left( \dot{F}(u(\tau,a^*),\tau) - U(\tau)g'(\gamma_\tau)\dot{\gamma}_\tau \right) d\tau. \quad (55)$$

The first term above clearly goes to zero as $u(0,t) \to 0$ (by (31)) and $\dot{F}$ satisfies (29), with $\dot{F}(0,t) = 0$.

The second term in (55) goes to zero as $t \to \infty$ by the fact that $U(t)$ converges to a limit (by Assumption B.9) and $g'(\gamma_t)\dot{\gamma}_t \to 0$ by Lemma 23.

Note that for $\lambda_i(t)$ in the stable block of $\Lambda(t)$ (see (26)), either $\lambda_i(t)$ converges to a limit (by Lemma 41) or $\lambda_i(t) \to -\infty$ at rate $\lambda_i(t) = \Theta(\gamma_t)$. By (29), (31), and Lemma 23 we see that $\|\dot{F}(u(\tau,a^*),\tau) - U(\tau)g'(\gamma_\tau)\dot{\gamma}_\tau\|$ remains bounded for $\tau \geq t_0$. Thus, by Lemma 29 the third term in (55) also goes to zero.

The third term on the RHS of (54) is bounded similarly, with the simplification that elements in the unstable block of $\Lambda(t)$ are actually bounded (i.e., they converge to a finite limit by Lemma 41). The $D_{xt}$ terms are handled in a completely analogous way.

Let

$$W_t := D_x G(0,t), \quad (56)$$

where $G$ is given in Equation (41).

The next lemma considers basic properties of “approximate” eigenvalues and eigenvectors of a matrix that will be used to characterize the eigenstructure of $W_t$.

Lemma 31 Suppose that $A$ is a symmetric, $m \times m$ matrix and for some $\|x\| = 1$ we have that $(A - \lambda I)x = y$ and $\|y\|_2 = \epsilon$. Then $\text{dist}(\lambda, \sigma(A)) \leq \epsilon \sqrt{m}$. Suppose, moreover, that there is a set of $k$ orthogonal vectors $\{x^i\}$ satisfying $(A - \lambda I)x^i = y_i$ with $\|y_i\| \leq \epsilon$. Then $A$ has at least $k$ mutually orthogonal eigenvectors whose eigenvalues satisfy $|\lambda - \lambda_i| \leq C\epsilon$, where $C > 0$ depends on $k$ and $m$. 
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Proof Let $\lambda_i \in \mathbb{R}$ and $v_i \in \mathbb{R}^m$ be the eigenvalue/eigenvector pairs of $A$ satisfying $\|v_i\| = 1$. Because $A$ is symmetric it possesses orthogonal eigenvectors and we have $x = \sum_{i=1}^{m} (v_i \cdot x)v_i$. Thus, we may write
\[
(A - \lambda I)x = \sum_{i=1}^{m} (\lambda_i - \lambda)(v_i \cdot x)v_i = y.
\]
In turn, we have that, for all $i$, $v_i \cdot x = \frac{v_i \cdot y}{\lambda_i - \lambda}$. As $|y \cdot v_i| \leq \epsilon$, and as $|v_i \cdot x|$ must be greater than $1/\sqrt{m}$ for at least one $i$, we then have that there exists an $i$ such that $|\lambda_i - \lambda| \leq \epsilon \sqrt{m}$.

Let $P_{\lambda, \epsilon}$ be the projection onto the eigenspace associated with all the eigenvalues within distance $K\epsilon$ of $\lambda$. Using the same argument as above, on can verify that $\|(I - P_{\lambda, \epsilon})x^i\|_2^2 \leq \frac{m}{K}$, and hence $\|P_{\lambda, \epsilon}x^i\| \geq \sqrt{1 - \frac{m}{2K}} \geq 1 - \frac{m}{2K}$ for each of the $x^i$. As the $x^i$ are orthonormal, we can use this to infer that $\|P_{\lambda, \epsilon}x^i \cdot P_{\lambda, \epsilon}x^j\| \leq \frac{3m}{2K}$ for $i \neq j$. Thus for $K$ large enough, one has that the $P_{\lambda, \epsilon}x^i$ are linearly independent, and hence the projection has rank at least $k$, which completes the proof. \qed

The next lemma characterizes the spectral gap of $W_t$. This is the key ingredient establishing that (41) has an exponential dichotomy and that the stable manifold is a linearly unstable set.

Lemma 32 (Spectral gap of $W_t$) Suppose that $h \in C^2$, Assumptions B.2, B.5, B.9, and B.11 hold, and that 0 is a regular saddle point of $h|_C$. The following two properties hold:
(i) For all $t$ sufficiently large, $W_t$ has precisely $m - n_u$ negative eigenvalues and $n_u$ positive eigenvalues.
(ii) There exists a $t^*$ such that $\inf\{\lambda \in \sigma(W_t) : \lambda > 0, t \geq t^*\} > 0$.

Proof By Equation (40) and Lemma 25 in (Swenson et al., 2021) we have $D_x \Phi(0, t) = I$. By Lemma 27 we have $\Phi^{-1}(0, t) \rightarrow 0$ as $t \rightarrow \infty$. By Lemma 30 we have $D_x \Phi(0, t) \rightarrow 0$ as $t \rightarrow \infty$.

From (41) and (56) we see that
\[
W_t = D_x [D_x [D_x [\Phi, (\Phi^{-1}(0, t), t)]H(\Phi^{-1}(0, t), t)] - D_t [\Phi, (\Phi^{-1}(0, t), t)], (\Phi^{-1}(0, t), t)]
\]
\[
= D_x^2 [\Phi, (\Phi^{-1}(0, t), t)]H(\Phi^{-1}(0, t), t, \cdot) + D_x \Phi(0, t)D_x H(\Phi^{-1}(0, t), t)D_x \Phi^{-1}(0, t)
\]
\[
+ D_{x_t} \Phi(\Phi^{-1}(0, t), t)D_x \Phi^{-1}(0, t).
\]

By Lemmas 27 and 30 we obtain that
\[
W_t = D_x H(\Phi^{-1}(0, t), t) + o(1) = -D_x^2 h(0) - \gamma_t Q + o(1).
\]

Let
\[
-D_x^2 h(0) - \gamma_t Q = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix} - \gamma_t \begin{pmatrix} 0 & 0 \\ 0 & Q_{nc} \end{pmatrix},
\]
where $Q$ has the above structure by our assumption on the ordering of coordinates (and the fact that $\mathcal{C}$ is the nullspace of $Q$) and where we have ordered coordinates so that the first column represents the action in on-constraint directions and the second column represents the action in off-constraint directions. In particular, we have $A_1 \in \mathbb{R}^{\dim \mathcal{C} \times \dim \mathcal{C}}$ and $A_4 \in \mathbb{R}^{(M-\dim \mathcal{C}) \times (M-\dim \mathcal{C})}$. 
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We remark that $A_1$ is precisely the Hessian of $h|_C(0)$. Let $e = (0, v)$ satisfy $|e| = 1$ and $Q_{nc}v = \lambda v$. Then $(W_t + \gamma_t \lambda) e = (A_2 v, A_4 v) + o(1)$. Dividing these matrices by $\gamma_t$ and applying the previous lemma gives that, for large $t$, $W_t$ has at least rank$(Q)$ linearly independent eigenvectors with eigenvalue given by $-\gamma_t \lambda + O(1)$, where $\lambda$ is an eigenvalue of $Q_{nc}$.

Similarly, if we let $v$ be a unit length eigenvector of $A_1$ with eigenvalue $\lambda$, then we have

$$(W_t - \lambda I) \left( \gamma_t^{-1} Q_{nc}^{-1} A_3 v \right) = O(1).$$

Applying Lemma 31 to these approximate eigenvectors, and using the fact that $A_1$ has a spectral gap (since we assume that 0 is a regular saddle point of $h|_C$) then completes the proof.

Having established that $W_t$ has a spectral gap, the next lemma shows that, under our choice of coordinates, $W_t$ has a convenient structure.

**Lemma 33** Suppose that $h \in C^2$, Assumptions B.2, B.5, B.9, and B.11 hold and that 0 is a regular saddle point of $h|_C$. Then for all $t$ sufficiently large, $W_t$ has the block diagonal form

$$W_t = \begin{pmatrix} P_t & 0 \\ 0 & Q_t \end{pmatrix},$$

where $P_t$ is positive definite and $Q_t$ is negative definite.

We remark that the block diagonal structure of $W_t$ noted above is a direct consequence of the fact that we are dealing with the vector field for which the stable manifold has been rectified. We now prove the lemma.

**Proof** First, recall that, by construction, $\mathcal{U} := \{ x \in \mathbb{R}^M : x_1 = \cdots = x_{n_u} = 0 \}$ is invariant under (41). Note that, if an eigenvector of $W_t$ has positive eigenvalue, then it must lie in $\mathcal{U}$. If this were false, then the space $\mathcal{U}$ would not be stable under (41). By Lemma 32, for $t$ sufficiently large, $W_t$ has precisely $n_u$ positive eigenvalues and $M - n_u$ negative eigenvalues. Let the eigenstructure be arranged so that $\lambda_1, \ldots, \lambda_{n_u}$ are positive and the remaining eigenvalues are negative for $t$ sufficiently large. (This does not conflict with previous assumptions about ordering or rotation of components.) The corresponding eigenvectors of $v_1, \ldots, v_M$ of $W_t$ are divided into two sets so that $\text{span}\{v_1, \ldots, v_{n_u}\} = \text{span}\{e_1, \ldots, e_{n_u}\} = \mathcal{U}$ and $\text{span}\{v_{n_u+1}, \ldots, v_M\} = \text{span}\{e_{n_u+1}, \ldots, e_M\} = \mathcal{U}^\perp$.

Letting $V = [v_1, \ldots, v_M]$ be the matrix formed by taking the eigenvectors as columns, by orthogonality $V$ has block diagonal structure

$$V = \begin{pmatrix} V_1 & 0 \\ 0 & V_2 \end{pmatrix},$$

and for $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_M)$, we have

$$W_t = V \Lambda V^T = \begin{pmatrix} V_1 & 0 \\ 0 & V_2 \end{pmatrix} \begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix} \begin{pmatrix} V_1^T & 0 \\ 0 & V_2^T \end{pmatrix} = \begin{pmatrix} V_1 \Lambda_1 V_1^T & 0 \\ 0 & V_2 \Lambda_2 V_2^T \end{pmatrix}.$$
We now define a function that gives a convenient notion of distance to the stable manifold. Let
\[ d^2(x) := \sum_{i=1}^{n_u} x_i^2, \]  
and \[ \eta(x,t) := d(\Phi(x,t)). \]

The following lemma characterizes the manner in which taking a step in (11) pushes away from the set \( U = \{ x \in \mathbb{R}^M : x_1 = \cdots = x_{n_u} = 0 \} \) (i.e., roughly, the “straightened-out” version of \( S \)).

**Remark 34** (Use of \( h \in C^3 \) assumption) We remark that the following lemma is the only point in the paper at which Assumption B.10 \( (h \in C^3) \) and Lemma 24 are (directly) used. All other uses of Assumption B.10 in the paper propagate from this lemma.

**Lemma 35** Suppose Assumptions B.2, B.5 and B.9–B.10 hold and that 0 is a regular saddle point of \( h|_{C} \). Then there exists a constant \( c > 0 \) and a \( \delta > 0 \) such that
\[ d^2(x + \varepsilon G(x,t)) \geq (1 + \varepsilon c)d^2(x) \]
for all \( \varepsilon \in [0,1] \), \( x \in B_\delta(0) \), and all \( t \) sufficiently large, where \( G \) is given in Equation (41).

**Proof** Recall that \( U = \{ x : x_1 = \cdots = x_{n_u} = 0 \} \) is an invariant set for (41). This implies that \( G_i(x,t) = 0 \) for \( x \in U \), \( i = 1, \ldots, n_u \). In turn, this implies that, for \( x \in U \),
\[ \frac{\partial G_i(x,t)}{\partial x_j \partial x_k} = 0, \quad \text{if} \ j, k \in \{n_u + 1, \ldots, M\} \]  
(i.e., if \( j, k \) are both “stable” coordinates). By Taylor’s theorem, for \( i = 1, \ldots, n_u \) we have
\[ G_i(x,t) = (W_{i} x)_i + R_i(x,t), \]
where, given an integer \( n \), we use the notation \( [n] := \{1, \ldots, n\} \), and where \( R_i(x,t) \) denotes the remainder term. Noting that \( G \in C^2 \) since \( H \in C^2 \) (which follows from Assumption B.10), we may express the remainder term as
\[ R_i(x,t) = \sum_{|\alpha|=2} R_{i,\alpha}(x,t)x^\alpha \]
where
\[ R_{i,\alpha}(x,t) = \int_0^1 (1-s)D^\alpha G_i(sx,t)ds, \]
and where here we use the notation $\alpha = (\alpha_1, \ldots, \alpha_M)$ to denote a multi-index, $|\alpha| = \alpha_1 + \ldots + \alpha_M$ denotes the cardinality, $D^\alpha G_i$ denotes $\frac{\partial^2 G_i(x,t)}{\partial x_{\alpha_1} \cdots x_{\alpha_M}}$ and $x^\alpha = x_{\alpha_1} \ldots x_{\alpha_M}$ (Konigsberger, 2013). Recalling (59) we see that $R_i(x,t)$ takes the form

$$R_i(x,t) = \sum_{j \in \{n_u\}} c_{i,j}(x,t) x_j x_k.$$  

By Lemma 24 we have that $\|D^2_G(x, t)\| \leq C$ for some $C > 0$, for all $t \geq t_0$ and all $x$ in a neighborhood of zero. Using the integral form for the remainder above, we see that the bounded second derivative for $G$ implies that for all $x$ in a neighborhood of zero and all $t \geq 0$ we have

$$|R_i(x,t)| \leq c \left| \sum_{j \in [M]} x_j x_k \right|.$$  

for some $c > 0$. Note that if we restrict $x \in B_\delta(0)$ then clearly we have the componentwise estimate $|x_j| < \delta$, $j \in [M]$. Implementing this simple estimate in (60) we see that

$$R_i(x,t) \leq \delta c d(x)$$  

for some $c > 0$ and $x \in B_\delta(0)$.

For $\varepsilon \in [0, 1]$, we now compute

$$d^2(x + \varepsilon G(x,t)) = \sum_{i=1}^{n_u} (x + \varepsilon G(x,t))_i^2$$

$$= \sum_{i=1}^{n_u} ((x + \varepsilon W_t x)_i + \varepsilon R_i(x,t))^2$$

$$= \sum_{i=1}^{n_u} (x + \varepsilon W_t x)_i^2 + \sum_{i=1}^{n_u} (2(x + \varepsilon W_t x)_i \varepsilon R_i(x,t) + \varepsilon^2 R_i(x,t)^2),$$

and we define $R(x,t)$ as in the last line above. Note that $W_t$ is bounded in unstable directions and so $\|W_t x\| \leq d(x)$. By (61) and the definition of $R(x,t)$ we see that we may choose a constant $\hat{c} > 0$ and $\delta > 0$ such that

$$R(x,t) \leq \hat{c} d^2(x)$$  

for all $x \in B_\delta(0)$ and $t \geq t_0$.

We now focus on estimating the first term on the right-hand side (last line) of (62). For $t$ sufficiently large, $W_t$ has the block diagonal structure indicated in Lemma 33. Let $P_t$ be the positive definite block. Let $\lambda^*_t$ denote smallest positive eigenvalue of $W_t$ at time $t$ and note that by Lemma 32 there exists a time $t^*$ such that $\lambda := \inf_{t \geq t^*} \lambda^*_t > 0$. Thus we see that

$$\sum_{i=1}^{n_u} (x + \varepsilon W_t x)^2_i = (x_u + \varepsilon P_t x_u)^T (x_u + \varepsilon P_t x_u) = x_u^T (I + \varepsilon P_t) (I + \varepsilon P_t) x_u \geq (1 + \varepsilon \lambda)^2 d^2(x),$$
for all $t$ sufficiently large. Choose $\delta \in (0, \epsilon \lambda)$ in (63) and a corresponding $\delta > 0$. Letting $c = \lambda - \frac{\delta}{\epsilon}$, noting that $(1 + \epsilon \lambda)^2 \geq (1 + \epsilon \lambda)$, and returning to (62) this implies that
\[
   d^2(x + \epsilon G(x, t)) \geq (1 + \epsilon c) d^2(x)
\]
for all $x \in B_\delta(0)$ and $t$ sufficiently large. 

The following lemma reviews the properties of $d$ and $\eta$ defined in (57) and (58). More to the point, the lemma characterizes the relationship between taking discretized steps of (12) and the stable manifold $S$, in particular, showing that (12) is repelled from $S$. The properties demonstrated in this lemma will be used in the following section to prove Theorem 19.

Before stating the lemma, we recall that we use the following notational convention: If $g$ is $C^1(\mathbb{R}^m; \mathbb{R}^n)$, we use the notation $D[g, x]$ to denote the derivative of $g$ at the point $x$. Treating $D[g, x] : \mathbb{R}^m \to \mathbb{R}^n$ as a linear operator, we use the notation $D[g, x](y)$ or $D[g, x] \circ y$, $y \in \mathbb{R}^m$ to indicate the action of $D[g, x]$ on $y$. We also recall that $J$ is the vector field defined in (37).

**Proposition 36** Suppose Assumptions B.2, B.5 and B.9–B.10 hold and that $0$ is a regular saddle point of $h|_C$. Assume that $t \mapsto \gamma_t$ is $C^2$. Let $J$ be defined in (37). Then $d(\cdot)$ and $\eta(\cdot, \cdot)$ have the following properties.

1. $d(cx) = cd(x)$ for all $c > 0$
2. $d(\cdot)$ is convex
3. $d(\cdot)$ is Lipschitz continuous
4. There exist constants $c_2, c_3 > 0$ and a $\delta > 0$ such that
   \[
   \eta(T(x + \epsilon J(x, t), t + \epsilon), t + \epsilon)) \geq (1 + c_2 \epsilon) \eta(T(x, t), t) - c_3 \epsilon^2
   \]
   for $\epsilon \in [0, 1]$, $x \in B_\delta(0)$, and $t$ sufficiently large.
5. Let $\tilde{\eta}(x, t) = \eta(T(x, t), t)$. For $\tilde{\eta}(x, t) \neq 0$, $x$ in a neighborhood of 0 and all $t \geq 0$, we have
   \[
   D[\tilde{\eta}(x, t)](J(x, t), 1) > 0.
   \]

**Remark 37 (S as the repelling object)** In this paper we have discussed stable manifolds for continuous-time systems. Discrete-time systems (with constant step size) also possess stable manifolds (Shub, 2013), and these manifolds generally differ from their continuous-time counterparts (when the discrete-time processes is obtained by discretization of a continuous time process). It is important to note that, in each case, the associated stable manifold is precisely the set that the process (be it discrete or continuous-time) is repelled from. Note that in Proposition 36, we study the continuous-time stable manifold $S$ as a repelling object for a discretization of (11) with step size $\epsilon$. Because we are using the “wrong” stable manifold, these dynamics are not perfectly repelled from $S$; this is captured by the error term at the end of property 4 above, indicating that arbitrarily close to $S$, the discretization may not
step away from $S$. However, as $\varepsilon \to 0$, $S$ approximates the stable manifold of the discretized system with higher fidelity, and this error term goes to zero. Since Theorem 19 considers a discretization of (11) with decaying step size (i.e., (12)), $S$ is asymptotically repelling for these dynamics.

**Proof** The proof of this proposition is similar to the proof of Proposition 3 in (Pemantle, 1990). Properties 1–3 follow readily from the definition of $d$. Property 5 follows from Property 4 by taking $\varepsilon \to 0$. Property 4 is proved as follows. First, note that if $\dot{x} = J(x,t)$, so that $x$ satisfies (11), and $y = T(x,t)$, then

$$
\dot{y} = DT \circ \left( \frac{J(x,t)}{1} \right) = DT \circ \left( \frac{J(T^{-1}(y,t),t)}{1} \right),
$$

where here we use $DT$ as shorthand for $D[T,(x,t)]$. Note that, by construction, the right hand side above coincides with the vector field $H$ defined in (25). (This may also be verified directly using (25) and (48).)

In the computations below we take derivatives of $\Phi$ with respect the base point $(T(x,t),t)$, so $D_x\Phi$ represents $D_x[\Phi, (T(x,t),t)]$ and likewise for $D_t\Phi$. Derivatives of $T$ are taken with respect to the base point $(x,t)$. Taking the Taylor expansion of $\Phi \circ T$ we have

$$
\Phi(T(x+\varepsilon J(x,t),t+\varepsilon),t+\varepsilon) = \Phi(T(x,t),t) + \varepsilon D_x\Phi \circ DT \circ \left( \frac{J(x,t)}{1} \right) + \varepsilon D_t\Phi + O(\varepsilon^2)
$$

$$
= \Phi(T(x,t),t) + \varepsilon D_x\Phi \circ DT \circ \left( \frac{J(T^{-1}(y,t),t)}{1} \right) + \varepsilon D_t\Phi + O(\varepsilon^2)
$$

$$
= \Phi(y,t) + \varepsilon D_x\Phi \circ H(y,t) + \varepsilon D_t\Phi + O(\varepsilon^2)
$$

$$
= w + \varepsilon D_x\Phi \circ H(\Phi^{-1}(w,t),t) + \varepsilon D_t\Phi + O(\varepsilon^2)
$$

$$
= w + G(w,t) + O(\varepsilon^2)
$$

where in the first line, the $O(\varepsilon^2)$ term follows from Taylor’s theorem using the fact that $\Phi$ is $C^2$ (this follows from (39) and Lemma 24) and $T$ is $C^2$ (which follows by (48) and the fact that $\gamma_t$ is assumed to be $C^2$), in the second line we let $y = T(x,t)$, in the third line we use the form of $H$ given above, in the fourth line we let $w = \Phi(y,t)$, and in the last line we use the definition of $G$ in (41). Thus, we see that

$$
\eta(T(x+\varepsilon J(x,t),t+\varepsilon),t+\varepsilon) = d(\Phi(T(x+\varepsilon H(x,t),t+\varepsilon),t+\varepsilon))
$$

$$
= d \left( \Phi(T(x,t),t) + G(y,t) + O(\varepsilon^2) \right)
$$

$$
\geq (1 + c_2\varepsilon)d(\Phi(T(x,t),t)) - c_3\varepsilon^2
$$

$$
= (1 + c_2\varepsilon)\eta(T(x,t),t) - c_3\varepsilon^2,
$$

for constants $c_2, c_3 > 0$, where the inequality follows by Lemma 35 and the fact that $d$ is Lipschitz. \hfill \blacksquare
8. Stochastic Analysis

We now prove Theorem 19. Our analysis follows a similar approach to (Pemantle, 1990, Sec. 4). The strategy of our analysis will rely on the observation that (12) is a noisy discretization of the continuous-time process (11). As a consequence, we will see that solutions to (12) are asymptotically repelled from the stable manifold of (11).

To be more precise, suppose that the hypotheses of Theorem 19 hold. Note that the stable manifold constructed in Theorem 21 depends not only on \( h \) and \( Q \), but also on the (continuous-time) weight parameter \( \gamma_t \). In order to construct appropriate continuous-time weight parameters given discrete-time weights \( \alpha_k \) and \( \gamma_k \), let \( t \mapsto \gamma_t \) be a smooth interpolation of \( \gamma_k \) so that \( \gamma_t \) and \( \gamma_k \) coincide when \( t = k \), \( k \in \{1, 2, \ldots\} \) and \( \gamma_t \in C^2 \). (Note that if \( \gamma_k \) satisfies B.6, then \( \gamma_t \) can be constructed to satisfy Assumption B.11.) Per Theorem 21, let \( S \) be the stable manifold associated with the process (11) at the given saddle point, given \( \gamma_t \). We will see that solutions to (12) are repelled from \( S \), thus constructed.

For \( k \geq 1 \) let

\[
\zeta_k := \sum_{j=1}^{k} \alpha_j.
\]

Informally, (12) may be thought of as an Euler approximation of (11) with (diminishing) step size \( \alpha_k \). In this interpretation, \( \zeta_k \) represents the time elapsed by iteration \( k \).

Let \( d(\cdot) \) and \( \eta(\cdot, \cdot) \) be as in (57) and (58). With \( T \) defined in (48), let \( z(k) = T(x(k), \zeta_k) \), let

\[
S_k := \eta(z(k), \zeta_k),
\]

let \( X_k := S_k - S_{k-1} \), and let \( F_k := \sigma(\{x(j), \xi(j)\}_{j=1}^{k}) \), for \( k \geq 1 \), where \( \sigma(\cdot) \) denotes the \( \sigma \)-algebra generated by a random variable (Durrett, 2010). Here, \( S_k \) represents the distance of the D-SGD process, \( x(k) \), from the stable manifold at iteration \( k \), and \( X_k \) represents the incremental process.\(^{17} \)

To show Theorem 19 it is sufficient to show that \( \mathbb{P}(S_k \not\to 0) = 1 \). Intuitively, the proof of Theorem 19 may be broken down into two parts. First, the nondegenerate nature of the noise sequence \( \{\xi(k)\} \) (Assumption B.8) ensures that \( S_k \) will eventually wander far from zero (Lemma 38 below). Second, due to the instability of \( S \) under (11), \( S_k \) has positive drift so that, if \( S_k \) wanders far from 0, it is unlikely to return (Lemma 39 below). After proving Lemmas 38–39, a brief proof of Theorem 19 is given in Section 8.1.

**Lemma 38** Suppose that the hypotheses of Theorem 19 hold. Then there exists a constant \( c_4 > 0 \) such that for all \( k \) sufficiently large,

\[
\mathbb{P} \left( \sup_{j \geq k} S_j > c_4 k^{1/2 - \tau_0} \left| F_k \right. \right) \geq 1/2.
\]

\(^{17} \) \( \eta \) takes as inputs points in the alternate coordinate system defined by \( T \). Hence, we pass \( z(k) \) to \( \eta \) rather than \( x(k) \).
The analysis is easily extended to the case where this property only holds locally near \( D \). Where the second line follows using the fact that \( \tau \) is the decay rate of \( \alpha_k \) assumed in Assumption B.6. We will prove the result by considering the growth of the second moment of \( \mathbb{E}(S_m^2|\mathcal{F}_k) \). To that end, for \( m \geq k \), we begin by estimating the incremental growth

\[
\mathbb{E}(S_{T\wedge(m+1)}^2|\mathcal{F}_k) - \mathbb{E}(S_{T\wedge m}^2|\mathcal{F}_k) = \mathbb{E}(1_{T>m}(2X_{m+1}S_m + X_{m+1}^2)|\mathcal{F}_k) \\
= \mathbb{E}(\mathbb{E}(1_{T>m}2X_{m+1}S_m|\mathcal{F}_m)|\mathcal{F}_k) \\
+ \mathbb{E}(\mathbb{E}(1_{T>m}X_{m+1}^2|\mathcal{F}_m)|\mathcal{F}_k).
\]

(64)

We will estimate both of the terms on the right hand side above, beginning with the term \( \mathbb{E}(1_{T>m}2X_{m+1}S_m|\mathcal{F}_m) \). Note that \( 1_{T>m} \) and \( S_m \) are \( \mathcal{F}_m \)-measurable and so may be pulled out of the conditional expectation.

We will now estimate a lower bound on \( \mathbb{E}(X_{m+1}|\mathcal{F}_m) \). Let \( \Phi(x,t) := \Phi(T(x,t),t) \). Observe that

\[
\mathbb{E}(X_{m+1}|\mathcal{F}_m) = \mathbb{E}(\eta(z(m+1),\zeta(m+1)) - \eta(x(m),\zeta_m)|\mathcal{F}_m) \\
= \mathbb{E}(d(\Phi(x(m+1),\zeta_{m+1})|\mathcal{F}_m) - S_m \\
\geq d(\mathbb{E}(\Phi(x(m+1),\zeta_{m+1}|\mathcal{F}_m)) - S_m, \quad (65)
\]

where the inequality follows from Jensen’s inequality and the convexity of \( d \). Taking the first-order Taylor approximation of \( \Phi \) and continuing from (65) above we obtain

\[
\ldots = d \left( \mathbb{E}(\Phi(x(m),\zeta_{m+1}) + D_x[\Phi, (x(m),\zeta_{m+1})]\{x(m+1) - x(m)\}) \\
+ O(|x(m+1) - x(m)|^2)\big|\mathcal{F}_m\right) - S_m \\
= d(\Phi(x(m),\zeta_{m+1}) + D_x[\Phi, (x(m),\zeta_{m+1})]\mathbb{E}(x(m+1) - x(m)|\mathcal{F}_m)) \\
+ O(\mathbb{E}(|x(m+1) - x(m)|^2|\mathcal{F}_m)) - S_m, \quad (66)
\]

where the second line follows using the fact that \( D^2\Phi \) is uniformly bounded in \( t \) (Lemma 24), so that \( D_x\Phi \) is Locally Lipschitz in \( x \) with a constant that holds uniformly across time.

Using (12) and Assumption B.7, we see that

\[
\mathbb{E}(\mathbb{E}(\Phi(x(m+1) - x(m))|\mathcal{F}_m)) \leq \alpha_m^2 C
\]

for some \( C > 0 \). Thus, continuing from (66) above, employing this estimate, the Lipschitz estimate from Proposition 36, and the step-size assumption B.6. we obtain,

\[
\ldots = d(\Phi(x(m),\zeta_{m+1}) + D_x[\Phi, (x(m),\zeta_{m+1})]\alpha_mJ(x(m),\zeta_m)) + O(m^{-2\tau_0}) - S_m,
\]

18. The analysis is easily extended to the case where this property only holds locally near \( x^* \) using a simple coupling argument, identical to the end of (Pemantle, 1990, Sec. 4).
where we recall that $J$ is the right hand side of (11) (see (37)). Next we “undo” the Taylor approximation to obtain

$$
\ldots = d(\tilde{\Phi}(x(m) + \alpha_m J(x(m), \zeta_m), \zeta_{m+1})) + O(|m^{-\tau_0} J(x(m), \zeta_m)|^2) + O(m^{-2\tau_0}) - S_m
$$

$$
= \eta(T(x(m) + \alpha_m J(x(m), \zeta_m), \zeta_m), \zeta_{m+1}) + O(m^{-2\tau_0}) - S_m
$$

$$
\geq (1 + c_2 \alpha_m) \eta(T(x(m), \zeta_m), \zeta_m) - c_3 m^{-2\tau_0} - S_m
$$

$$
\geq C m^{-\tau_0} S_m - c_3 m^{-2\tau_0},
$$

where the first inequality follows from Property 4 of Proposition 36 and the second inequality follows from Assumption B.6. Thus we see that

$$
\mathbb{E}(2X_{m+1} S_m | F_m) \geq C m^{-\tau_0} S_m^2 + c_3 m^{-2\tau_0} S_m,
$$

for some $C > 0$.

We now estimate the second term on the right hand side of (64). We will use the following convention: At $x = 0$, where $d$ is not differentiable, we will take $D[d, 0]$ to be the particular subgradient of $d$ given by $D[d, 0] = \lim_{\delta \to 0} D[d, \delta \hat{x}]$ where $\hat{x} = (1_{n_u}, 0_{M-n_u})$, where $1$ and $0$ denote vectors of ones and zeros of appropriate size, so that, by (57) we have $D[d, 0] = (1_{n_u}, 0_{m-n_u})$. Similarly, at points where $\Phi(x, t) = 0$, we define $D[\eta/(x, t)]$ in terms of the previously mentioned definition of $D[d, 0]$.

Define $\tilde{\eta}(x, t) := \eta(T(x, t), t) = d(\tilde{\Phi}(x, t))$. Observe that

$$
X_{m+1} = \tilde{\eta}(x(m+1), \zeta_{m+1}) - \tilde{\eta}(x(m), \zeta_m)
$$

$$
= d(\tilde{\Phi}(x(m+1), \zeta_{m+1})) - d(\tilde{\Phi}(x(m), \zeta_m))
$$

$$
\geq D[d, (\tilde{\Phi}(x(m), \zeta_m))](\tilde{\Phi}(x(m+1), \zeta_{m+1}) - \tilde{\Phi}(x(m), \zeta_m))
$$

$$
= D[d, (\tilde{\Phi}(x(m), \zeta_m))](D_x [\tilde{\Phi}(x(m), \zeta_m)](x(m+1) - x(m))
$$

$$
+ D_t [\tilde{\Phi}(x(m), \zeta_m)] \alpha_m + O(||(x(m+1) - x(m), \alpha_m)||^2)
$$

$$
= \alpha_m D[\tilde{\eta}, (x(m), \zeta_m)] \left( J(x(m), \zeta_m) + \xi(m+1) \right) + O(m^{-2\tau_0})
$$

for some $C > 0$, where the first inequality follows by convexity of $d$, the fourth line follows by smoothness of $\Phi$, and in the last line we use the fact that $\zeta_{m+1} - \zeta_m = \alpha_m$ and again use the fact that $D^2 \Phi$ is uniformly bounded in $t$ (Lemma 24) to obtain the $O(m^{-2\tau_0})$ bound on the error.

There exists a constant $c_5 > 0$ such that, for all $x$ in a neighborhood of zero, all $t$ sufficiently large,

$$
\|D[\tilde{\eta}, (x, t)]\| \geq c_5.
$$

This follows using the facts that $\|D[d, x]\| = \sqrt{n_u}$ for all $x$ (by our earlier choice of a conventional subgradient for $d$), $\Phi \in C^1$ (by (39) and Lemma 24), $D_t \Phi(0, t) \to 0$ as $t \to \infty$.  
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(by Lemma 30), and $D_x \Phi(0, t) \to I$ as $t \to \infty$. From here we get
\[
E(X_{m+1}^+ \mid F_m) \geq \alpha_m E \left( D[\tilde{\eta}, (x(m), \zeta_m)] \left( J(x(m), \zeta_m + \xi(m + 1)) \right)_1 \mid F_m \right) + O(m^{-2\tau_0})
\]
\[
\geq \alpha_m E \left( \left( \frac{D[\tilde{\eta}, (x(m), \zeta_m)] \left( \xi(m + 1) \right)}{D\|x\|} \cdot \left( \xi(m + 1) \right)_0 \right) \mid F_m \right) + O(m^{-2\tau_0})
\]
\[
\geq c_4 m^{-\tau_0} + O(m^{-2\tau_0}),
\]
where the second line follows from Proposition 36, property 5, the third line follows from (69) and the fourth line follows from Assumption B.8.

The above inequality implies that
\[
E(X_{m+1}^2 \mid F_m) \geq Cm^{-2\tau_0}
\] (70)
for some $C > 0$.

We may now complete the estimate in (64). Suppose that $S_m = O(m^{-\tau_0})$. Then the r.h.s. of (70) dominates the r.h.s. of (68) and we have
\[
E(2X_{m+1} S_m + X_{m+1}^2 \mid F_m) \geq Cm^{-2\tau_0}
\] (71)
for some $C > 0$. On the other hand, if $S_m$ is not $O(m^{-\tau_0})$, then the r.h.s. of (68) grows at least as fast as $m^{-2\tau_0}$, and (71) still holds. Returning to (64), this gives
\[
E \left( S_{T \wedge (m+1)} \mid F_k \right) - E \left( S_{T \wedge m} \mid F_k \right) \geq E \left( 1_{T > m} \frac{C}{m^{2\tau_0}} \mid F_k \right)
\]
\[
\geq Cm^{-2\tau_0} P(T = \infty \mid F_k).
\]

By induction we have
\[
E \left( S_{T \wedge m} \mid F_k \right) \geq S_k^2 + C P(T = \infty \mid F_k) \sum_{j=k}^{m-1} \frac{1}{j^{2\tau_0}}
\]
\[
\geq C P(T = \infty \mid F_k) \left( \frac{1}{k^{2\tau_0-1}} - \frac{1}{(m-1)^{2\tau_0-1}} \right). \] (72)

We will now compute an upper bound on $E(S_{T \wedge m}^2 \mid F_k)$. Observe that
\[
E \left( S_{T \wedge m}^2 \mid F_k \right) = E \left( (S_{T \wedge m}-1 + X_{T \wedge m})^2 \mid F_k \right)
\]
\[
= E \left( S_{T \wedge m}-1 \mid F_k \right) + 2E \left( S_{T \wedge m}-1 X_{T \wedge m} \mid F_k \right) + E \left( X_{T \wedge m}^2 \mid F_k \right)
\]
\[
\leq \frac{c_4^2}{k^{2\tau_0-1}} + 2 \frac{c_4^2}{k^{\tau_0-\frac{1}{2}}} E \left( X_{T \wedge m} \mid F_k \right) + E \left( X_{T \wedge m}^2 \mid F_k \right),
\]
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where the last line follows by using the definition of $T$. Observe that
\[
E \left( X^2 \left| \tau m \right. \right) = E \left( 1 \left( m-1 > \mathcal{T} \right) \right) \frac{E \left( X_m \left| \mathcal{F}_{m-1} \right. \right) \left| \mathcal{F}_k \right. \right) \leq \alpha_k^2 C,
\]
for some $C > 0$, where the last inequality follows by using Assumption B.7, (12), and the fact that $\eta$ is Lipschitz. Likewise, we see that \( \|E \left( X \left| \tau m \right. \right) \| \leq \alpha_k^2 C \) for some $C > 0$.

Using the step size bound in Assumption B.6 we obtain
\[
E \left( S^2 \left| \tau m \right. \right) \leq c_2 \frac{2}{k^2 - \tau} - \alpha_k - 1 + \frac{2c_2}{k^2 - \tau} C,
\]
for all $k$ sufficiently large.

Combining (72) and (73) we get
\[
\frac{2c_2}{k^2 - \tau} \geq C \mathbb{P}(\mathcal{T} = \infty \left| \mathcal{F}_k \right. \right) \left( \frac{1}{k^2 - \tau} - \frac{1}{m^2 - \tau} \right).
\]
Letting $m \to \infty$ we get that $\mathbb{P}(\mathcal{T} = \infty \left| \mathcal{F}_k \right. \right)$ is bounded by a constant times $c_2$. This can be made smaller than $\frac{1}{2}$ by choosing $c_2$ small enough (which is permissible as we are setting $c_2$ in this lemma) in which case we have
\[
\mathbb{P} \left( \sup_{m \geq k} S_m \geq c_4 k^{1/2 - \tau} \left| \mathcal{F}_k \right. \right) = 1 - \mathbb{P}(\mathcal{T} = \infty \left| \mathcal{F}_k \right. \right) \geq 1/2.
\]

**Lemma 39** Suppose that the hypotheses of Theorem 19 hold. Then there exists a constant $a > 0$ such that
\[
\mathbb{P} \left( \inf_{j \geq k} S_j \geq \frac{c_4}{2} k^{1/2 - \tau} \left| \mathcal{F}_k, S_k \geq c_4 k^{1/2 - \tau} \right. \right) > a.
\]

The proof of this lemma is nearly identical to the proof of Lemma 2 in (Pemantle, 1990), and is omitted for brevity.

**Remark 40** We remark that the only difference in the proofs is that in Lemma 39 above we are required to handle noise with bounded variance rather than noise that is bounded almost surely. In particular, Equation (16) in (Pemantle, 1990) must be obtained using Assumption B.7 rather than a bounded noise assumption. This is accomplished by observing that for $Y_k = X_k - \mathbb{E}(X_k \left| \mathcal{F}_{k-1} \right. \right)$, we have $\mathbb{E}(Y_k \left| \mathcal{F}_{k-1} \right. \right) = 0$. Thus, for the stopping time $\mathcal{T} := \{ j \geq k : S_j \leq \frac{c_4}{2} k^{1/2 - \tau} \}$ we have
\[
\mathbb{E} \left[ \left( \sum_{j=k}^{\mathcal{T}} Y_j \right)^2 \right] = \sum_{j=k}^{\mathcal{T}} \mathbb{E}(Y_j^2) \leq C \sum_{j=k}^{\infty} \alpha_j \leq C \frac{1}{k^{2 - \tau}},
\]
for some $C > 0$, where the first equality follows by observing that for cross terms $j < k$ we have
\[
\mathbb{E}(Y_k Y_j) = \mathbb{E}(Y_j \mathbb{E}(Y_k \left| \mathcal{F}_j \right. \right)) = 0,
\]
where the last inequality from Assumption B.6.
Informally, we note that the lemma follows from the observation that for $m \geq k$ we have $\mathbb{E}(X_{m+1} | \mathcal{F}_m) > 0$, locally, so that $S_k$ has positive drift. This follows from the estimate derived in (65)–(67) and the fact that we condition on the event $S_k \geq c_k k^{1/2 - \tau_\alpha}$ in Lemma 39.

8.1 Proof of Theorem 19

Theorem 19 follows from Lemmas 38 and 39 as follows. Note that the event that $S_k$ converges to zero, i.e., the event $E := \{S_k \to 0\}$, is contained in $\mathcal{F}_\infty := \bigcup_{k \geq 1} \mathcal{F}_k$. Suppose, for the sake of contradiction, that $\mathbb{P}(E) > 0$. Then, there exists a sequence of events $(E_k)_{k \in \mathbb{N}}$, $E_k \in \mathcal{F}_k$ such that $E_k \supset E$ and $\mathbb{P}(E_k \setminus E) \to 0$ as $k \to \infty$. Thus, for all $k$ sufficiently large, there exists a neighborhood $\mathcal{N}$ of 0 such that the probability of leaving $\mathcal{N}$ conditioned on $E_k$ may be made arbitrarily large; in particular, larger than $1 - a/2$. But by Lemmas 38 and 39 the probability of leaving $\mathcal{N}$ conditioned on any event in $\mathcal{F}_k$ is greater than $a/2$ for all $k$ sufficiently large. Thus, by contradiction, we see that $\mathbb{P}(S_k \to 0) = 0$.

9. Conclusions

The paper considered distributed stochastic gradient descent (D-SGD) for nonconvex optimization. In order to obtain convergence guarantees in the presence of noise, the paper considered decaying step size algorithms. It was shown that D-SGD achieves local-minimum convergence guarantees similar to those known to hold in the centralized setting. In particular, it was shown that D-SGD converges to critical points for nonconvex nonsmooth loss functions and avoids saddle points when the function is smooth in a neighborhood of the saddle point and the saddle point is regular (see Definition 2). The assumption that a saddle is regular is similar to (but slightly stronger than) the commonly employed assumption that a saddle is “strict” (Ge et al., 2015). Proof techniques relied on the method of stochastic approximation. In particular, D-SGD was approximated with a continuous-time distributed gradient flow (referred to as DGF). Nonconvergence to saddle points was obtained by studying the (nonclassical) stable manifold for DGF. Because the dynamics are nonclassical, standard theoretical tools could not be applied, and new tools for handling nonautonomous systems were developed.

We note several potential directions for future research. First, we note that the paper makes the assumption that saddle points are regular (Definition 2). It may be worthwhile considering extensions to strict saddle points (Ge et al., 2015), or higher-order saddle points e.g., (Anandkumar and Ge, 2016). The paper assumes that gradient noise is bounded (Assumption A.3). This assumption is simply made for analytical convenience and can likely be relaxed. The paper also makes the strong assumption that agents communicate over an undirected time-invariant graph. This assumption was made for analytical convenience, and can likely also be relaxed. It may be worthwhile to study applications of the results obtained for the general framework of Section 3.2 to time-varying and directed communication graphs. Another important future research direction may be to study the role of stable manifolds and the techniques developed in this paper in order to understand saddle point nonconvergence in important practical scenarios such as D-SGD with compressed inter-agent message passing, quantization, or other errors. Finally future work may also consider extending the techniques
developed here to more sophisticated distributed first-order algorithms, such as those with momentum or adaptive step sizes.
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Appendix A.

The following lemma characterizes the asymptotic properties of the linearization of (11) near saddle points.

**Lemma 41** Let $A(t)$ be given by (22) and let $B$ be given by (46). Let $d = \dim \mathcal{C}$, let \{\lambda_1(t), \ldots, \lambda_M(t)\} and \{\lambda_1, \ldots, \lambda_d\} denote the eigenvalues of $A(t)$ and $B$ respectively, and assume that $\lambda_i(t) \leq \lambda_j(t)$, $i < j$, and likewise for the $(\lambda_i)_{i=1}^d$. Assume $h$ is $C^2$ and Assumption B.9 holds. Then $\lambda_i(t) \to \lambda_i$, $i = 1, \ldots, d$, and $\lambda_i(t) \to \infty$, $i = d + 1, \ldots, M$.

**Proof** This follows by the continuity of eigenvalues as a function of matrices which holds under Assumption B.9 and the assumption that $h$ is $C^2$, e.g., see (Kato, 2013, p. 110).

Summary of Some Common Notational Conventions:

- $f =$ sum function (1)
- $N =$ number of agents
- $\mathcal{C} =$ constraint subspace (see (10))
- $d =$ dimension of domain of $f$ or dimension of $\mathcal{C}$
- $M =$ dimension of ambient space in general setup (see Section 3)
- $h : \mathbb{R}^M \to \mathbb{R}$ is general objective function (see (P.1))
- $Q \in \mathbb{R}^{M \times M}$ is quadratic penalty function matrix (see (P.1))
- $x^* =$ critical point of interest
- $n_u =$ number of positive (i.e., “unstable”) eigenvalues of $\nabla^2 h|_{\mathcal{C}}(x^*)$
- $n_s = M - n_u =$ dimension of stable eigenspace of $\nabla^2 h(x^*) + \gamma Q$, for $\gamma > 0$ large (see above (26))
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