Abstract—Paraphrase identification is a crucial task in natural language understanding, especially in cross-language information retrieval. Nowadays, Multi-Task Deep Neural Network (MT-DNN) has become a state-of-the-art method that brings outstanding results in paraphrase identification [1]. In this paper, our proposed method based on MT-DNN [2] to detect similarities between English and Vietnamese sentences, is proposed. We changed the shared layers of the original MT-DNN from original the BERT [3] to other pre-trained multi-language models such as M-BERT [3] or XLM-R [4] so that our model could work on cross-language (in our case, English and Vietnamese) information retrieval. We also added some tasks as improvements to gain better results. As a result, we gained 2.3% and 2.5% increase in evaluated accuracy and F1. The proposed method was also implemented on other language pairs such as English – German and English – French. With those implementations, we got a 1.0%/0.7% improvement for English – German and a 0.7%/0.5% increase for English – French.
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I. INTRODUCTION

Paraphrase Identification (PI) is a task in Natural Language Processing (NLP) that concerns detecting a pair of text fragments that has the same meaning at different textual levels [1]. PI has a relation with the way we would quantify the fragments that has the same meaning at different textual levels.

A few solutions have been proposed for the mentioned problem such as the Fuzzy-based method and the BabelNet semantic network [5] or Siamese LSTM (Long-Short Term Memory) [6] but they are still limited.

II. LITERATURE REVIEW

A. Pre-Trained Model and Transfer Learning

Transfer learning is a method of using pre-trained models and then optimize them for our purposes. A pre-trained model is a model that has been previously trained with a large dataset or with advanced methods to reduce the effort of training from scratch [8]. The model can then be further trained to fit the

Table I. An example of two English paraphrased sentences and their translation into Vietnamese.

| Sentence A | Sentence B |
|------------|------------|
| Singapore is already the United States’ 12th-largest trading partner, with two-way trade totaling more than $34 billion. | Mặc dù là một thành phố nhỏ, Singapore là đối tác thương mại lớn thứ 12 của Hoa Kỳ, với tổng kim ngạch thương mại hai chiều hơn 33 tỷ USD. |

With the use of transfer learning by applying the pre-trained model in machine learning models, NLP tasks in general or the PI task in particular had significant improvements in their results. Among many pre-trained models, Bidirectional Encoder Representation Transformer (BERT) [3], used to be considered as a state-of-the-art model, with impressive results in many NLP tasks. In this paper, the MT-DNN model was applied which is a combination of pre-trained models like BERT [3], Multilingual BERT (M-BERT) [3], or Cross-Language Model RoBERTa (XLM-R) [4] with Multi-Task Learning (MTL). The objective of this study is to improve the PI task between pairs of multilingual documents (namely English and Vietnamese) through applying transitional learning from a better pre-trained language model, with an MTL approach, including adding new improved tasks.
actual data set or used directly in a machine learning problem. Between the pre-trained models, BERT [3] which was a state-of-the-art model in 2019, is still a solution worth considering. Specifically, BERT was constructed based on transformer (or attention's mechanism), which is a deep learning model having combined inputs and outputs where the model calculates their weights. BERT was trained on 2 main tasks: MLM (Masked Language Modeling) and NSP (Next Sentence Prediction). BERT has been applied in many applications [9, 10]. M-BERT is a single language model pre-trained from 104 languages (including English and Vietnamese). It showed abilities to not only generalize cross-lingual but also to transform scripts between many languages without having lexical overlap [3]. XLM-R was trained with MLM only, but with much more data and was based on Large-BERT. The solution used in XLM-R to deal with the burden of multilinguality was to increase model capacity by learning much more data than before. Authors in [4] showed that for the first time we can have a single large model for all languages without losing performance for any language.

B. Paraphrase Identification Methods

Before the rising of deep learning, the most common solutions were lexical, syntactic, semantic, or hybrid techniques. After that, some sophisticated approaches have been applied by supervised or unsupervised learning.

B. Updating the Pretrained Model

With the change of subject in our model from a single language to cross-language, we need to change the shared layers of the original MT-DNN in Figure 1 due to two main reasons:

- The original BERT used in MT-DNN only can be used for English but for no other languages.
- With many other multi-language pre-trained models, we can achieve not only better embedding but also a positive effect on our results from the transfer learning method. We replaced BERT with M-BERT and XLM-R to be able to work on the English-Vietnamese language pair. M-BERT was not trained specifically for having shared presentations through languages.
C. Adding More Tasks

1) CoLA-Vie (Corpus of Linguistic Acceptability in Vietnamese)

The existing CoLA [16] dataset was added to our model. Translating the original dataset to Vietnamese and training our model on this dataset could create a mapping in grammaticality between Vietnamese and English. The CoLA dataset in the original language (English) helped the model to learn and get many unacceptable sentences for various reasons such as pragmatical anomalies, unavailable meanings, syntactic or semantic violations, etc. [16]. By translating the original CoLA dataset to Vietnamese, we want our model to be able to learn when to accept a sentence in Vietnamese with the same reasoning, which creates mappings in how we include and exclude sentences between Vietnamese and English. With our evaluation task, which is MRPC, if two sentences in Vietnamese and English are both acceptable, they will be more likely to be similar or paraphrased.

2) SST-Vie (Stanford Sentiment Treebank in Vietnamese)

Contrary to the original SST, this dataset instead of using 5 classes (very negative, negative, neutral, positive, very positive), only uses 2 classes (positive and negative) which allows us to create easier and more accurate mapping. It does not only look for specific words such as love or hate (which can be wrong in cases of sarcasm or negative words being positive) but checks the whole sentence. With this, we can make use of pre-trained models presenting the context much better than only considering some words. The dataset was translated to Vietnamese because:

- It can help the model learn the presentation of context and vocabulary in Vietnamese in order to improve accuracy when doing tasks that involved Vietnamese.
- To create class mapping in order to make our model able to differentiate negative or positive in Vietnamese. Thus, if two sentences in Vietnamese and English are both in the same class, the chance they are paraphrased is higher.

3) NER-Vie (Named Entity Recognition in Vietnamese)

We used the datasets from CoNLL (English) [17] and VLSP (Vietnamese) [18] in order to recognize the named entities – which can help us extract information and get tags for words in a sentence - in both languages and create the mapping between them. When the classes between CoNLL and VLSP datasets were compared, it was found that they had the same labels. With that, we added this task to:

- Help our model to learn how to recognize the named entities in both Vietnamese and English so it can extract information more efficiently (which is the original purpose of this task).
- Create mappings of the named entities between two languages. If two sentences in cross-language have several same-named entities, they are more likely to be relevant than those that do not.

4) Pos-Vie (Part-of-Speech Tagging in Vietnamese)

With the same idea of NER, we tried to make our model recognize PoS tags. When checking the dataset of CoNLL and VLSP, we saw differences in quantity (49 to 35) and

Fig. 3. The proposed model.
number of similar tags (approximately 80%). The reasons behind this utilization are:

- Learning how to tag PoS for sentences in both Vietnamese and English could not only help our model to extract information but also to check the grammar in both languages.
- If we have more identical part-of-speech tags in both sentences, the chance of being relevant will be higher. Because the number of similar tags is little, we want our model to be able to create mappings between different tags in both languages.

5) WiC (Word in Corpus) [19]

The dataset of this task included 3,832 samples with 4 attributes. Originally, this task is a binary classification problem. We translated the dataset as follows: (Vietnamese and English) to create Single-Vietnamese-Sentence Classification (SVSC).

To make it more appropriate with our problems, we used 9 of 10 datasets (Vietnamese and English) to create Single-Vietnamese-Sentence Classification (SVSC). We also translated the answer to Vietnamese.

6) SemEval Task 8 – 2010 [20]

This dataset includes 8,000 samples with 3 attributes. By adding this dataset, we tried to expand MNLI (Multi-Genre Natural Language Inference) and SNLI (Single Natural Language Inference). While MNLI only has some simple relationships (contradiction, neutral, and entailment), this task will specify the relationships with more details by increasing the number of relationships (19 classes in the dataset which includes 9 pairs of active or passive relationships and 1 class for others) and the positions of relationship’s subjects in the sentences. By using this task in the proposed model, we are able:

- To use the benefit from NER and PoS tasks if they improve our result, especially the specified pair of subjects in sentences so we can specify the relationship between them.
- To expand the benefits from MNLI and SNLI for a more specific classification of relationships. If two words belong to the same classification, they will be more likely to be paraphrased.

### IV. IMPLEMENTATION

#### A. Preparing the Dataset

We started with the original GLUE (General Language Understanding Evaluation) dataset [21]. We used 9 out of 10 tasks in our dataset (excluding the AX dataset for format reasons). These 9 datasets represent 4 tasks that will be learned in our model. To make it more appropriate with our problems, we translated the dataset as follows:

- Single-Sentence Classification (CoLA and SST-2): We translated all to Vietnamese and used both versions (Vietnamese and English) to create Single-Vietnamese-Sentence Classification (SVSC).
- Pairwise Text Classification (MNLI, RTE, WNLI, QQP, and MRPC dataset) and Text Similarity (STS-B - Question-Answering Natural Language Inference): We kept the question in English and translated the answer to Vietnamese. The AX (diagnostic in GLUE) dataset was excluded because we should create labels by using a model trained on MNLI.
- Relevance Ranking (QLNI - Question-Answering Natural Language Inference): We kept the question in English and translated the answer to Vietnamese.

Then, NER and POS from CoNLL for English and from VLSP for Vietnamese were added to make a mapping in entities from English to Vietnamese and backwards.

In the end, we added the WiC-TSV and SemEval-Task 8 2010 datasets to enhance the connection of words and relationships in English. We also translated SemEval-Task 8 2010 to Vietnamese for learning relationships in this language.

---

**TABLE II. THE CONFIGURATION OF MT-DNN ARCHITECTURE OF BOTH XLM-R AND M-BERT**

| Embeddings         | num_embeddings | embedding_dim | padding_idx |
|--------------------|----------------|---------------|-------------|
| Word_embeddings    | 250002         | 768           | 1           |
| Position_embeddings| 514            | 768           | 1           |

| Encoder: Include 11 linear BERT layers |
|---------------------------------------|
| BertSelfAttention                     | 768 | 768 | TRUE |
| BertSelfOutput                        | 768 | 768 | TRUE |
| BertIntermediate                      | 768 | 3072| TRUE |
| BertOutput                            | 3072| 768 | TRUE |

| Pooler |
|--------|
| Dense layer | 768 | 768 | TRUE |

| Scoring list: Number of layers = number of tasks |
|------------------------------------------------ |
| Linear | 768 | number of classes of this task | TRUE |

---

**www.etasr.com**

**Chi et al.: English-Vietnamese Cross-Lingual Paraphrase Identification Using MT-DNN**
After each translation, we used preprocessing scripts to code our data with XLM-R (or M-BERT) to make input for our model. So, our model inputs and outputs were:

- **Inputs:** A pair of sentences in English - Vietnamese
- **Output:** Whether they are paraphrased or not

Example: Inputs: There are 103 Democrats in the Assembly and 47 Republicans - Dân chủ chiếm ưu thế trong Quốc hội trong khi Đảng Cộng hòa kiểm soát Thường viễn. Output: Not paraphrased (True - in original methods they are marked as paraphrased)

**B. Training**

For each time of training, we selected the task we wanted to add to our original model and the hyperparameters. After many epochs, we got the checkpoint model which had best results on our MPRC dataset.

**C. Fine-Tuning**

In the fine-tuning stage, we stripped the task-specific layers (included other tasks which are not MRPC) and trained our model (which has the best checkpoint from training) with the MRPC dataset again to achieve as best results as possible. The reason for our fine-tuning step is that it improves the result significantly with a little consumption of time and resources. As in the training step, we got the checkpoint model which had the best results on the MPRC dataset after many epochs.

**D. Configuration**

We used Google Colaboratory Pro configuration with: Intel Xeon R (2 cores) 2.20 Ghz CPU, NVIDIA V100-SXM2 (16GB VRAM HBM2) GPU, 12.72GB RAM, and 150GB Hard Disk.

**TABLE III. RESULTS OF VIETNAMESE-ENGLISH PAIRS**

| Task | No finetuning | With finetuning |
|------|--------------|-----------------|
|      | Accuracy | F1 Score | Accuracy | F1 Score |
| Original Architecture (XLM-R) – Standard result | 82.8 | 87.6 | 84.3 | 88.5 |
| Original Architecture (XLM-R) + SVSC | 80.1 | 86.2 | 85.7 | 89.6 |
| Original Architecture (XLM-R) + SVSC, NER (English), POS (English) | 79.1 | 85.2 | 84.8 | 88.8 |
| Original Architecture (XLM-R) + SVSC, NER (English) | 77.9 | 84.3 | 81.6 | 86.3 |
| Original Architecture (XLM-R) + SVSC, POS (English) | 80.6 | 86.3 | 85.5 | 88.6 |
| Original Architecture (XLM-R) + SVSC, POS (English, Vietnamese) | 82.1 | 87.3 | 83.3 | 87.3 |
| Original Architecture (XLM-R) + SVSC, NER (English, Vietnamese) | 79.4 | 85.4 | 85.2 | 89.2 |
| Original Architecture (XLM-R) + SVSC, WiC-TSV | 83 | 88.1 | 87 | 91 |
| Original Architecture (XLM-R) + SVSC, WiC-TSV, NER (English, Vietnamese) | 80.6 | 86.7 | 86 | 89.7 |

When configuring the pre-trained models, we used M-BERT and XLM-R with the following hyperparameter specifications:

- **Batch-size:** 8
- **Learning rate:** $5 \times 10^{-5}$
- **Gradient accumulation step:** 4 (for making training more stable and faster)
- **While they have a different number of parameters, both XLM-R and M-BERT have the same structure as presented in Table II.**

**TABLE IV. SPECIFICATIONS OF M-BERT AND XLM-R**

| Name  | Number of layers | Detail name (in Huggingface) |
|-------|-----------------|------------------------------|
| M-BERT | 177865744 | bert-base-multilingual-cased |
| XLM-R  | 278060566 | xlm-roberta-base |

**TABLE V. RESULT OF THE ORIGINAL MODEL WITH M-BERT AND XLM-R**

| Dataset | Pretrained model | No finetuning | With finetuning |
|---------|-----------------|---------------|----------------|
|         | Accuracy | F1 Score | Accuracy | F1 Score |
| All Dataset in Glue | M-BERT | 73.2 | 81.4 | 73.7 | 81.3 |
| All Dataset in Glue | XLM-R | 82.8 | 87.6 | 84.3 | 88.5 |

On the other hand, XLM-R was trained with Common Crawl [4] which helps in gaining data from languages with low resources. With the result of 84.3% in Accuracy and 88.5% in F1 score, we chose that result as our standard to compare when adding the improvement tasks. In Table III, when we look at the Accuracy and F1 score in adding CoLA-vie and SST-vie, the results were all decreased by approximately 1-4% (Accuracy) and 0.5-3% (F1 score). Only the model with the additional WiC task had a slightly higher result. After the finetuning stage, the results improved. The accuracy increased by 0.5-2.7% and the F1 score by 0.3-2.5% (with the highest result firmly belonging to the model which the WiC task). In the final model, we had 83% and 88.1% before finetuning (Accuracy and F1 score respectively). After the finetuning stage, those numbers increased to 87% and 91%. Besides this increase, adding NER-en and POS-en tasks made our model's performance decrease.

While the change of the evaluation’s result after the finetuning stage was proved in the paper, adding PoS-en and PoS-vie did not improve the result. When looking at the data...
from CoNLL (English) and VLSP (Vietnamese), they have differences in the number of total and identical tags. Due to this, we must transfer those data to a universal PoS tag. Because of the differences in sentence structure, accurate mappings could not be created between the two languages and the context of learning was different, which incommodated our model.  

When we added NER-en and NER-vie, we also found that the result did not improve because the units in the vocabulary of English and Vietnamese have differences. In English, a word is a single unit while in Vietnamese, a word can be formed by many units (e.g. in English we have "toothbrush" whereas in Vietnamese will be "bàn-chai"). Adding the WiC task made the difference in terms of Accuracy and F1 score. Because this task did not care about the way words are built like NER or POS but concerned more about the meaning of the sentence or the connection between words, which improved our model significantly. In Table VI, by applying the above improvements (SVSC + WiC-TSV) in German and French, we proved that adding this task not only worked for the original pair but also for other language pairs. More specifically, the result for English – German increased by 1.0% in terms of Accuracy (from 86.2% to 87.2%) and 0.7% in F1 score (from 90.1% to 90.8%). In English – French, those numbers were 0.7% (from 85.5% to 86.2%) and 0.5% (from 89.7% to 90.2%).

| Language pair         | No finetuning | With finetuning |
|-----------------------|---------------|-----------------|
|                       | Accuracy F1 Score | Accuracy F1 Score |
| English - French      | 83.5  88.4   | 83.5  89.7   |
| English - German      | 80.3  86.6   | 86.2  90.2   |
|                       | 81.8  87      | 86.2  90.1   |

For further improvements, many pre-trained models with better results could be applied to the model. Another improvement is to standardize the dataset in the translation step so it could make the mappings more accurate.

VI. CONCLUSION

In this paper, the application of MT-DNN with transfer learning (by using a pre-trained model improved from BERT, M-BERT, and XLM-R), combined with modified MTL for the cross-language English - Vietnamese pair to achieve competitive performance in paraphrase identification task, was studied and presented. The result evaluation stage confirmed the suitability of the proposed model which includes XLM-R, SVSP, and TSV of WiC which helped obtaining better results, such as 87% and 91% in Accuracy and F1 Score. Besides the original language pair, our proposed method also had a good performance for English – German and English – French pairs with Accuracy and F1 Score of 86.2% and 90.2% and 87.2% and 90.8% respectively. Our model can be improved by changing the pre-trained models with a state-of-the-art model in the future.
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