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Abstract

Most studies on learning from noisy labels rely on unrealistic models of i.i.d. label noise, such as class-conditional transition matrices. More recent work on instance-dependent noise models are more realistic, but assume a single generative process for label noise across the entire dataset. We propose a more principled model of label noise that generalizes instance-dependent noise to multiple labelers, based on the observation that modern datasets are typically annotated using distributed crowdsourcing methods. Under our labeler-dependent model, label noise manifests itself under two modalities: natural error of good-faith labelers, and adversarial labels provided by malicious actors. We present two adversarial attack vectors that more accurately reflect the label noise that may be encountered in real-world settings, and demonstrate that under our multimodal noisy labels model, state-of-the-art approaches for learning from noisy labels are defeated by adversarial label attacks. Finally, we propose a multi-stage, labeler-aware, model-agnostic framework that reliably filters noisy labels by leveraging knowledge about which data partitions were labeled by which labeler, and show that our proposed framework remains robust even in the presence of extreme adversarial label noise.

1 Introduction

Learning from labeled data relies on the availability of accurate labels. However, obtaining accurate labels on large datasets is costly, sometimes prohibitively so [37, 22, 28, 46], which has led to crowdsourcing as an attractive and cost-effective solution for distributed label gathering [109, 68, 96, 95, 114, 79, 76]. Unfortunately, the labels obtained via crowdsourcing are of unreliable veracity, and models trained naively on such unreliable data are vulnerable to overfitting on noisy labels [106, 113]. Furthermore, some labelers on crowdsourcing platforms may be adversarial, providing intentionally incorrect labels and greatly increasing the incidence of label noise [34, 41, 53, 10].

Learning in the presence of noisy labels has emerged as an area of active research [23, 1, 84], and generally follows one of two modalities. The learning from crowds approach assumes that labels are generated by multiple annotators, each with an associated but unknown probability of generating a correct label [21, 69, 101, 111, 20], while the learning from noisy labels approach treats the label noise as i.i.d., with an unobserved label flipping process governing the incidence of label noise for all examples [32, 8, 103, 6]. While both approaches have been successful for addressing label uncertainty under their respective assumptions, they each depend on unrealistic restrictions. Methods for learning from crowds rely on redundant labels, with the “wisdom of the crowd” overruling unreliable or adversarial labels [75, 108, 91]. However, requiring multiple labels per data instance greatly increases the burden of label gathering, running counter to the original problem of label gathering. Meanwhile, both class-conditional and instance-dependent approaches for learning from noisy labels ignore important information about the source of each label that can be leveraged for more robust performance, as well as the possibility of non-i.i.d. label noise distributions [32, 23].
We address these drawbacks by combining the strengths of each approach. We propose a labeler-dependent model of label noise that inherits the multiple-labeler paradigm of crowdsourcing without requiring overlapping label redundancy, while simultaneously incorporating instance-dependent noise modeling and introducing the threat of adversarial labels. We believe that our framework more accurately models the types of label noise that a learner may encounter in a real-world scenario.

Furthermore, to address the challenges introduced by our multimodal label noise model, we propose a novel three-stage learning framework. We draw inspiration from social learning theory as well as theory of mind, which provide evidence for humans modeling the unobserved opinions of others during their own learning and decision-making processes. First, we create an ensemble of semi-supervised models of each labeler, and query each labeler model for an estimate of the label that its corresponding labeler would have provided for each data instance, thus achieving synthetic label redundancy without requiring overlapping labels directly from each labeler. Then, we integrate the queried labels into a single label per instance that is more reliable than the queried labels using methods for learning from crowds. Finally, we use our filtered (but still noisy) labels to train a classifier using algorithms for learning from noisy labels. Our framework is modular and agnostic to its component algorithms, allowing for refinement in each stage as respective advances continue in the fields of semi-supervised learning, learning from crowds, and learning from noisy labels.

2 Preliminaries

For a $K$-class problem, we define the label space $Y$ as a $K \times K$ identity matrix for one-hot encoding of the classes, with $y_k$ representing the $k$th class label. The true label for instance $x_i$ is denoted as $y_i \in Y$, and a noisy label for instance $x_i$ is denoted as $\hat{y}_i \in \{Y \setminus y_i\}$.

Class-conditional label noise Label noise is commonly treated as a class-conditional phenomenon, where the noisy labels are treated strictly as a function of the true label. Two common forms of $T$ for performing evaluations of noisy label learning include symmetric and asymmetric noise. Under symmetric noise, $T$ follows a uniform distribution, with each label $y_i$ having an equal probability of corruption to any other label $y_k$. In contrast, under asymmetric label noise $T$ is deliberately constructed to place higher probabilities on classes heuristically similar to $y_i$.

Instance-dependent label noise Both symmetric and asymmetric label noise are attractive schemes for synthetically generating label noise, as they allow complete control over the amount of label noise injected into the dataset. However, these approaches ignore the data-driven dependencies of the labels, and produce unrealistic data-label distributions. More realistic models include early work on feature-dependent label noise, and, more recently, instance-dependent noise. One such approach involves projecting each instance onto a randomly-sampled set of $K$ vectors and sampling from a combination of this projection with the clean label to generate a noisy label. Other approaches generate instance-specific noise by training a deep neural network on the clean training dataset and using its noisy outputs; some authors use the entire set of noisy labels generated by the network, while others retain only a percentage of the noisy labels. The polynomial margin diminishing noise introduced in extends confidence-based noise to stochastically flip labels based on the outputs of a neural network trained on clean labels.

Noisy labels from crowdsourcing Both class-conditional and instance-dependent noise models assume that the noisy labels are generated by a single process for the entire training dataset. This is an unrealistic assumption in the context of big data, where labels may be gathered via distributed methods such as crowdsourcing. Addressing unreliable labels is a fundamental objective of learning from crowds, and can be traced to the seminal work of Dawid and Skene, who modeled the accuracy of each labeler as a hidden confusion matrix. The GLAD model adds instance-specific dependence by modeling the difficulty of correctly labeling each instance alongside each labeler’s expertise. A parameterization assuming that labels are generated from a Gaussian mixture model encoding both the labeler- and instance-specific noise was proposed in. The personal classifiers model assumes that labels are generated by labeler-specific logistic regression models, characterized by their deviation from an optimal base classifier.
In conventional crowdsourcing, the full training dataset $X$ is drawn from the underlying distribution $P_X$, and $J$ labelers provide redundant labels $\hat{Y}_j$ on $X$. Our model assumes that each labeler $j$ observes an independently-drawn subset $X_j \sim P_X$, and provides labels $\hat{Y}_j$ only on $X_j$. In both models, the parameters $\theta_j$ are trained on independently-drawn data $X_{tr}^j \sim P_X$.

Adversarial label noise Despite a considerable body of work on adversarial evasion attacks against deep neural networks, there is comparatively little research on adversarial label attacks. The possibility of adversarial labelers in crowdsourcing was acknowledged in [96], but without explicitly addressing such threats. Other efforts have investigated the vulnerability of support vector machines to label flipping attacks [9], and have studied identifying adversarial workers in crowdsourcing [34]. Arbitrary adversaries that violate the Dawid-Skene model, which may even be in collusion, were considered in [41]; their work was extended to the task assignment matrix not being dense in [53].

3 Labeler-dependent noise: mixing natural error and adversarial labels

In this section, we propose a hybrid labeler-dependent model for noisy labels that integrates key insights from each of the previously-discussed settings. To our knowledge, ours is the first work that has attempted to extend instance-dependent label noise to the multiple-labelers paradigm.

Multiple labelers We introduce the multiple-labelers paradigm from crowdsourcing into the instance-dependent noise model by modeling the training dataset $X$ as the concatenation of multiple partitioned subsets $X_j$, each labeled by an independent labeler $j$. We note the differences between our proposed model and the conventional crowdsourcing model, which assumes that all labelers provide redundant labels on the same dataset $X$; instead, we consider that each data instance is associated with only a single label. Assuming that each $X_j$ is drawn from the same underlying distribution $P_X$, the resultant dataset $X = \bigcup_j X_j$ is identical to a supervised dataset with noisy labels, but with additional information about which subsets of data were labeled by which labeler. The differences between the conventional crowdsourcing model and our proposed model are shown in Figure 1.

Natural error of good-faith labelers We consider each labeler $j$ to generate labels following a categorical distribution parameterized by $\theta_j$ such that $\hat{y}_{ij} \sim \text{Cat}(Y | \pi_{ij})$, where $\pi_{ij} = f_{\theta_j}(x_i)$ can be thought of as the softmax output of the classifier $f_{\theta_j}$ with $\theta_j$ learned on an unobserved training dataset $D_{tr}^j = \{X_{tr}^j \not\in X, Y_{tr}^j\}$. The natural classification error of each labeler assumes the role of instance-dependent label noise; our model is similar to the instance-dependent noise technique of training a deep neural network on the cleanly-labeled training data and using its outputs as noisy labels. However, we distinguish our model in two ways: (i) the noisy labels are generated not by a single neural network but by an ensemble of independent networks, causing more complex instance- and labeler-dependent label noise dynamics; and (ii), the parameters $\theta_j$ are not learned on the same data for which the noisy labels are provided, avoiding data leakage and maintaining a more realistic model of the relations between the labelers and the data.

Adversarial labels from bad-faith labelers The good-faith labeler model can be extended to describe adversarial labelers. We posit that an intelligent adversary will present the learner with a false label based on not only its own best guess as to the correct label, but also its second best
guess. We define the function \( \arg_2 \max \) as identical to the \( \max \) function, except that \( \arg_2 \max (A) \) returns the index of the element of \( A \) with the second highest value instead of the maximum (with ties broken arbitrarily). An adversarial labeler therefore provides noisy labels following

\[
\hat{y}_{ij} = \arg_2 \max_k f_{0_i}(x_i).\tag{1}
\]

The labels that the adversary presents are representative of the adversary’s best guess about the false labels that are most likely to be confused with the correct labels. This approach is similar to that in [112], where the label of the second most-confident category is integrated into the noise model. Note that the adversary may itself have an incorrect belief about the true label, and in its attempt to provide a false label may accidentally provide a correct label.

Following the crowdsourcing paradigm, we assume that the label gathering process draws from a pool of labelers containing a mixture of both good-faith (but imperfect) labelers and malicious, adversarial labelers. By combining natural and adversarial noise from multiple labelers, we define a multimodal, labeler-dependent model that is both more realistic than class-conditional approaches and more general than single-process instance-dependent approaches. We note that the characteristics of both natural and adversarial noise will vary from labeler to labeler, and that even when adversarial noise is absent there may be variations in the levels and characteristics of the natural error associated with each labeler.

**Multiple-labeler adversarial attack vectors** We define two realistic vectors of adversarial attacks that should form the basis of future work on adversary-aware learning from noisy labels. A data flooding attack occurs when a single adversary provides an overwhelming quantity of adversarial labels relative to the quantity of labels provided by the good-faith labelers. A multiple adversaries attack occurs when multiple bad-faith labelers invade the labeling process; unlike the data flooding attack, each adversarial labeler need not provide large quantities of labels. Both attacks exploit vulnerabilities in distributed label collection, especially in crowdsourcing and online learning scenarios, and have the capability to introduce large amounts of adversarial noise into the training data.

Under our model, an algorithm for learning from noisy labels must be resilient to both natural and adversarial label noise, and algorithmic robustness can be measured as its vulnerability to increasing levels of adversarial labels. While the most favorable learning environment will include no adversarial noise, a robust algorithm will exhibit little to no reduction in performance as more noise is introduced; a weak algorithm, however, will be heavily compromised by increasingly adversarial labels, and its performance will be negatively impacted.

### 4 A three-stage framework for labeler- and adversary-aware learning

**Algorithm 1** Stage one: semi-supervised labeler modeling.

**Inputs:** \( D = \{D_1, \ldots, D_J\} \), the set of data-label pairs provided by each label source \( j \in J \); SSL, a semi-supervised classification algorithm

1. \( \Phi \leftarrow \) Initialize an empty set of trained models
2. for each labeler \( j = 1 \) to \( J \) do
   3. \( X_L, \hat{Y}_L \leftarrow D_j \) (Gather labeled data from labeler \( j \))
   4. \( X_U \leftarrow \{ \bigcup_{\ell \neq j} X_{\ell} \} \forall \ell \in J \) (Gather unlabeled data from all other labelers \( \ell \neq j \))
   5. \( \phi_j \leftarrow \text{SSL}(X_L, \hat{Y}_L, X_U) \) (Estimate \( \theta_j \))
   6. \( \Phi \leftarrow \{ \Phi \cup \phi_j \} \)
7. end for

**Output:** \( \Phi \), the set of estimates of labeler parameters

We consider the set of partitioned subsets of noisily-labeled data provided by each labeler, \( D = \{D_1, \ldots, D_J\} \), where each \( D_j = \{X_j, \hat{Y}_j\} \). Because each labeler \( j \) provides labels only on \( X_j \), and each \( X_j \) is disjoint from every other \( X_{\ell \neq j} \), we cannot directly use methods for learning from crowds to exploit our labeler-aware knowledge. To accommodate this scenario, Stage 1 of our framework trains a set of models \( \Phi = \{\phi_1, \ldots, \phi_J\} \), respectively estimating each \( \theta_j \), which can then be queried to obtain estimates of the labels that each labeler \( j \) might have provided. To do so, we observe that while the labels \( \hat{Y}_{\ell \neq j} \) from all labelers \( \ell \neq j \) are uninformative for estimating \( \theta_j \), the data \( X_{\ell \neq j} \) may be
still be exploited assuming that each $X_j$ are drawn from the same underlying distribution $P_X$. We leverage semi-supervised learning (SSL) to train each $\phi_j$ by treating the data-label pairs $\{X_j, Y_j\}$ as labeled data, and the union $\bigcup_{j \neq j} X_j$ as unlabeled data. For modularity, we place no restrictions on which SSL methods may be used. It is also not essential for any $\phi_j$ to achieve high accuracy on test data; in this stage, we are interested only in estimating, as closely as possible, the parameters $\theta_j$ that describe the label generation dynamics of each labeler $j$, regardless of generalization performance. The procedure for semi-supervised labeler modeling is shown in Algorithm 1.

**Algorithm 1** Semi-supervised labeler modeling

**Inputs:** $D_j = \{D_1, \ldots, D_j\}$, the set of data-label pairs provided by each label source $j \in J$; $\Phi = \{\phi_1, \ldots, \phi_J\}$, the set of estimates of each $\theta_j$ for each label source $j$; LFC, an algorithm for classification by learning from crowds.

1: Initialize an empty $J \times N$ matrix of labels from $J$ labelers on $N$ instances.
2: for each dataset $\ell = 1$ to $J$ do
3: for each labeler $j = 1$ to $J$ do
4: $\mathcal{W}_{j\ell} \leftarrow \left\{ \hat{Y}_j, g_{\theta_j}(X), \right\} \quad \ell \neq j$
5: end for
6: end for
7: $\hat{Y} \leftarrow \text{LFC}(\mathcal{W})$ (Estimate true labels from labels matrix using learning from crowds)

**Output:** $\hat{Y}$, the set of estimates for the true labels of $X$.

Once all $\phi_j$ are obtained, Stage 2 of our framework queries each model to obtain synthetic labels on the entire set of training data. Combining these synthetic labels (queried from $\phi_j$) with the labeler-provided labels $\hat{Y}_j$ (generated by $\theta_j$), we now have a full set of $J$ redundant labels for each $x_i \in X$. Hence, we can use learning from crowds to integrate the redundant noisy labels into a single filtered label per instance. As in Stage 1, we place no restrictions on which methods for learning from crowds may be utilized. Combining real and synthetic labels is shown in Algorithm 2.

**Algorithm 2** Stage two: combining real and synthetic labels with learning from crowds.

**Inputs:** $D = \{D_1, \ldots, D_J\}$, the set of data-label pairs provided by each label source $j \in J$; $\Phi = \{\phi_1, \ldots, \phi_J\}$, the set of estimates of each $\theta_j$ for each label source $j$; LFC, an algorithm for classification by learning from crowds.

1: $\mathcal{W} \leftarrow \frac{J \times N}{J}$ matrix of labels from $J$ labelers on $N$ instances.
2: for each labeler $j = 1$ to $J$ do
3: for each dataset $\ell = 1$ to $J$ do
4: $\mathcal{W}_{j\ell} \leftarrow \left\{ \hat{Y}_j, g_{\phi_j}(X), \right\} \quad \ell = j$
5: end for
6: end for
7: $\hat{Y} \leftarrow \text{LFC}(\mathcal{W})$ (Estimate true labels from labels matrix using learning from crowds)

**Output:** $\hat{Y}$, the set of estimates for the true labels of $X$.

While methods for learning from crowds are effective at filtering adversarial noise, the labels that they produce are not free of natural noise. To reduce the impact of natural noise, we use the labels produced in Stage 2 to train $\Theta$, a model for learning from noisy labels. The first two stages therefore constitute a bootstrapping procedure (similar to [71]), with Stage 3 being stacked on top of the bootstrapped labels. As before, we place no restrictions on which methods for learning from noisy labels can be used. The complete procedure for our three-stage framework is shown in Algorithm 3.

**Algorithm 3** Three-stage framework for labeler-aware learning under adversarial label noise.

**Inputs:** $D = \{D_1, \ldots, D_J\}$, the set of data-label pairs provided by each label source $j \in J$; SSL, a semi-supervised classification algorithm; LFC, an algorithm for classification by learning from crowds; LNL, an algorithm for learning from noisy labels.

1: Learn $\Phi(D, \text{SSL})$ following Algorithm 1
2: Learn $\hat{Y}(\mathcal{D}, \Phi, \text{LFC})$ following Algorithm 2 to filter adversarial noise
3: Learn $\Theta \leftarrow \text{LNL}(\hat{Y})$ to filter natural noise

**Output:** $\Theta$, a classifier for learning from multiple noisy labelers.

5 Comparisons to state-of-the-art under adversarial label noise

We demonstrate our label-gathering process, as well as our proposed algorithm for addressing multi-modal label noise, via experiments that simulate the process under both data flooding and multiple adversaries attack scenarios. We used the MNIST [45] and SVHN [60] datasets, two commonly-used benchmark datasets for learning from noisy labels. We evaluate against the DivideMix [47], self-evolution average label (SEAL) [12], and progressive label correction (PLC) [112] algorithms, representing the current state-of-the-art in learning from noisy labels under both class-conditional and instance-dependent noise models. We also compare the effectiveness of our framework using only the first two stages against the complete three-stage framework.
Experimental setup Our labeler-dependent noise model generates noisy labels as a function of $\theta_j$, preventing precise control of the amount of label noise. Instead, we parameterize each experiment by the amount of data provided by adversarial labelers. For data flooding attack, we fix the amount of data provided by good-faith labelers and vary the amount of data provided by a single adversarial labeler; for the multiple adversaries attack, we fix the number of labelers and the amount of data provided by each labeler, and vary the number of adversarial labelers.

For each experiment, we modeled $J$ label sources by training $J$ neural networks $\theta_j$ on small subsets $D_j^{tr}$, drawn without replacement from the training dataset $D$. Each labeler $j$ then provided labels on randomly-partitioned subsets $X_{j'}$ of the remainder of the training data, with $\bigcup_j X_{j'} = \{X \setminus \bigcup_j X_j^{tr}\}$. Good-faith labelers provided labels following $\hat{y}_{ij} = \arg\max_k f_{\theta_j}(x_i)$ (Eqn. [1]). For the MNIST dataset, we set $J = 10$, $N_{tr} = 200$, and each $\theta_j$ was a randomly-initialized ResNet-18 [30], producing ~7.6% natural error. For the SVHN dataset, we set $J = 5$, $N_{tr} = 20,000$, and each $\theta_j$ was a randomly-initialized Wide ResNet-50 [105], producing ~9% natural error. The complete experimental procedure is detailed in Appendix C.

Once the noisy labels were generated by each labeler, the noiseily-labeled data were passed to the learning algorithm under test. For our labeler-aware approach, we provided each labeler’s data-label pairs $\{X_j, \hat{Y}_j\}$ as separate datasets. For the labeler-agnostic approaches, we combined the data-label pairs from each source into a single dataset (i.e. as they would be observed under labeler-agnostic assumptions). We repeated each experiment ten times for MNIST and five times for SVHN, and we report the results as the mean classification accuracies in response to increasing adversarial noise, bounded by their 95% confidence intervals based on the two-sided Student’s $t$-test.

Model selection and hyperparameter tuning Due to modular nature of our framework, the selections for the semi-supervised learning, learning from crowds, and learning from noisy labels algorithms to use for each stage constitute its main high-level hyperparameters. We note that our framework’s modularity allows for the seamless replacement of any or all of these algorithmic choices; we demonstrate this modularity by selecting different SSL algorithms for each experiment. For the MNIST dataset, we use auxiliary deep generative models as our SSL algorithm due to its small parameter footprint [55]; for the SVHN dataset, we chose the FixMatch algorithm as representative of the current state-of-the-art for semi-supervised learning [62]. For both datasets, we use OpinionRank as our learning from crowds algorithm due to its nonparametric nature and fast performance [19], and selected DivideMix for learning from noisy labels due to its state-of-the-art performance on a wide variety of noisy labels tasks [47].

Since we cannot assume the presence of a clean validation set, we do not perform any ground truth-based hyperparameter tuning or model selection, as in [6]. Instead, the hyperparameters for each component of our modular framework, as well as those of the algorithms against which we are comparing, were selected based on the suggestions of the original authors of each algorithm, available in their publicly-available online implementations. We made only minor adjustments in order to accommodate differences in intended datasets, and in all cases we tested our changes in the non-adversarial setting to ensure fair comparison. All implementation details and experimental parameters can be found in Appendix C.

Due to lack of any fine-tuning, we are likely reporting conservative results for all algorithms, including our own. However, we are emphatically not presenting our results as benchmark scores; rather, we are interested in the overall trends of behavior that characterize the vulnerabilities of each algorithm to increasing intensities of adversarial attacks. While it may be possible to obtain minor improvements through extensive hyperparameter tuning on a clean validation dataset, we argue that because we cannot assume the existence of such a set, such tuning would constitute unfair data leakage. More importantly, we believe that such minor improvements would not change the overall structure of our results with respect to the characteristics of each algorithm’s vulnerability to adversarial label noise.

Data flooding For the MNIST dataset, nine good-faith labelers each provided $N_j = 1,000$ labels featuring only natural error, and a single adversarial labeler provided noisy labels varying between 0 and 49,000. For the SVHN dataset, four good-faith labelers each provided $N_j = 20,000$ labels featuring only natural error, and a single adversarial labeler provided noisy labels varying between 0 and 424,000. For data flooding experiments, the total amount of data visible to the learner varies with the size of the adversary, with the total amount of good-faith labeled data remaining fixed.
Figure 2: Classification accuracy under data flooding attacks evaluated on the MNIST (top row) and SVHN (bottom row) datasets. Shaded regions show the 95% confidence intervals based on the two-sided Student’s $t$-test. **Left column:** Horizontal axis scaled to the adversarial attack size. **Right column:** Horizontal axis scaled to the approximate label noise rate. Vertical grey bars indicate standard deviation about the mean of experimental noise rates.

Figure 2 shows the classification accuracies of each algorithm in response to increasing amounts of label noise from a single adversary. We observe that all three state-of-the-art algorithms for learning from noisy labels fail under increasing levels of adversarial noise. In contrast, our labeler-aware approach remains robust even under extreme adversarial label noise. These results indicate that recognizing the multiple-labeler paradigm of label gathering is critical in designing robust algorithms for learning from noisy labels. We also note the ablative comparisons between the naïve application of the DivideMix algorithm, our two-stage framework without stacking, and our three-stage framework that stacks DivideMix on top of our bootstrapped filtered labels. While labeler-agnostic DivideMix is vulnerable to adversarial noise, and our two-stage labeler-aware framework is robust to adversarial labels but suffers from natural noise, our complete three-stage framework successfully achieves robust performance against both types of noise.

**Multiple adversaries** For the MNIST dataset, each of the ten labelers provided $N_j = 5,800$ noisy labels, and the number of adversaries $A$ was varied between 0 and 9. For the SVHN dataset, each of the five labelers provided $N_j = 100,000$ noisy labels, and $A$ was varied between 0 and 4. For multiple adversaries experiments, the total amount of data visible to the learner is fixed.

Figure 3 shows the classification accuracies of each algorithm in response to increasing amounts of adversarial noise caused by multiple adversaries. We observe that our labeler-aware framework remains robust against larger fractions of adversarial labelers compared to other methods. Naturally, all algorithms, including ours, fail under extreme numbers of adversarial labelers, a well-known phenomenon from ensemble learning that can be traced back to the Condorcet jury theorem [19] and its modern extensions [38, 27, 63, 49].
Figure 3: Classification accuracy under multiple adversaries attacks evaluated on the MNIST (top row) and SVHN (bottom row) datasets. Shaded regions show the 95% confidence intervals based on the two-sided Student’s $t$-test. **Left column:** Horizontal axis scaled to the adversarial attack size. **Right column:** Horizontal axis scaled to the approximate label noise rate. Vertical grey bars indicate standard deviation about the mean of experimental noise rates.

6 Limitations

As discussed above, an important limitation of our labeler-aware framework is its inability to handle extreme fractions of adversarial labelers. This difficulty is well-known in the context of learning from crowds [114, 96, 36], and remains an area of open research.

We also note that while our multimodal noisy labels model is more principled than transition matrix-based models, the label noise generation procedure used in our experiments restricts the datasets on which comparisons can be made. For example, while the CIFAR-10 dataset is a very popular dataset, it is too small in relation to its difficulty to apply our experimental procedure. This is because there is no amount of labeler training data $D^T_j$ (drawn without replacement from the full training dataset) that would allow us to train the labeler models $\theta_j$ to a reasonable level of accuracy while still retaining enough data to provide observable labels to the algorithms under test. Any dataset on which experiments are performed under our labeler-dependent noise model must be either simple enough to learn to a reasonable degree of proficiency on a small subset of the training data (such as the MNIST dataset), or large enough that a greater absolute number of examples could be sampled without replacement to train the labeler models (such as the SVHN dataset). We note, however, that the severe impact of adversarial noise is still highly damaging to state-of-the-art approaches even on simple datasets, so these datasets remain valuable as testing environments.

Finally, we acknowledge that our multi-stage framework for learning from multiple labelers requires sufficient computational resources. Stage 1 models may however be trained in parallel, saving on
time expenditure; alternatively, an online label gathering environment allows for pipelined training of semi-supervised labeler models as labelers submit their data.

7 Conclusion

In this work, we discussed the assumptions and limitations of conventional models of label noise, including transition matrix-based class-conditional noise, instance-dependent noise, and the presence of unreliable or adversarial labelers in the crowdsourcing setting. We propose a more realistic, labeler-dependent characterization of label noise that integrates both natural error and adversarial labels, acknowledging the reality of multiple-labeler practices for label gathering. We define two vectors of adversarial label attacks, and propose to evaluate the robustness of noisy label algorithms as their vulnerability to adversarial label noise. Finally, we present a labeler-aware, multi-stage, modular framework for learning under our multimodal label noise model, and demonstrate our framework’s superior robustness against more challenging adversarial noise when compared against state-of-the-art methods for learning from noisy labels.

8 Broader Impacts

Future research directions The ubiquity of label noise in real-world data cannot be overstated, a fact that is reflected in the increasingly large body of work focused on mitigating its effects. While conventional models of class-conditional label noise have made great strides, recent work on instance-dependent noise has rightfully pointed out that real-world noise is not necessarily class-conditional. Our extension of this observation from feature-awareness to labeler-awareness marries the parallel fields of learning from noisy labels and learning from crowds. This marriage, along with the natural integration of adversarial threats, should form the basis for future research in this critical area.

Adversarial threat modeling As with any work proposing consideration of novel attack vectors, the types of attacks described in this work pose serious and potentially destabilizing threats to systems that ignore the threat of adversarial labelers. There is real-world precedent for the types of attacks we describe: Microsoft’s infamous Twitter chatbot Tay [97], its successor Zo [78], and even commonplace home assistant tools such as Google Home and Amazon Echo [110] have all been subject to malicious data flooding attacks from multiple adversaries. By codifying these threats and proposing methods for addressing them, our work serves as a preliminary effort in proactively establishing robust defensive measures against adversarial label attacks.

Labeler-dependent biases Labeler-dependent biases may exist as natural label noise based on the characteristics of the data on which a labeler learned their beliefs. In the case of machine labelers, these characteristics will reflect the biases that may be present in the model’s training data. In the case of human labelers, this “training data” may take the form of the social, cultural, economic, or educational backgrounds and experiences that inform their beliefs. Our proposed methods do not leverage these biases, and in fact attempt to minimize the effect of such biases on the downstream classifier.

Practical applications We foresee that our work may be of great benefit for industrial applications, where large volumes of noisily-labeled data are commonplace. We also envision our framework seamlessly integrating into future work on continual or online learning as autonomous agents require the ability to synthesize information from multiple unreliable data sources.

Labeler-aware datasets Finally, we hope to initiate an awareness and a shift in how labeled data are gathered, with datasets retaining the information about which data were labeled by which, and by how many, labelers. With recent work discussing labeling errors in commonly-used benchmark datasets [71, 70, 62, 61], we are convinced that labeler-aware approaches such as ours are better equipped to more reliably produce accurate labels, identify mislabeled instances, and promote further study and refinement of label quality in standard benchmarks.
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A Additional remarks on labeler-dependent noise

A.1 Labeler-dependent noise is a general form of instance-dependent noise

Consider instance-dependent noise models that assume a single label noise generation process for the entire training dataset (such as those described in Section 2 of the main paper). For these models, a noisy label $\hat{y}_i$ for instance $x_i$ can be said to be generated following

$$\hat{y}_i \sim \text{Cat}(Y|\pi_i)$$  \hspace{1cm} (2)

where $\pi_i = h(x_i)$ is an instance-dependent probability distribution characterized by the generating dynamics $h$ of the instance-dependent noise model. By adding a labeler dependency following

$$\hat{y}_{ij} \sim \text{Cat}(Y|\pi_{ij})$$  \hspace{1cm} (3)

with $\pi_{ij} = h_j(x_i)$, we obtain the formulation of labeler-dependent noise defined in Section 3 of the main paper. Instance-dependent noise of any form can therefore be considered a special case of labeler-dependent noise where $J = 1$. We note that while for this work we choose $h_j = f\theta_j$, our labeler-dependent noise model holds without loss of generality even if $h$ is chosen to be a different process.

A.2 On the importance of labeler awareness

Assume the existence of a theoretical mapping $F_{\theta^*} : \mathcal{X}^* \to Y$, where $\mathcal{X}^*$ is the set of all possible data and $Y$ is the label space, parameterized by an optimal set of parameters $\theta^*$. Consider that each labeler $j$ generates labels following the parameters $\theta_j$, where $\theta_j$ was learned on an unobserved training dataset $D_{j,\theta} = \{x_{ij} \subseteq \mathcal{X}^*, y_{ij}\}$. $\theta_j$ represents a mapping $F_{\theta_j} : \mathcal{X}^* \to Y$ that approximates, but does not equal, $F_{\theta^*}$. We observe that for any pair of labelers $\{j, \ell \ | \ j \neq \ell\}$, under the assumption that $\theta_j \neq \theta_\ell$, the mappings of each labeler will differ, $F_{\theta_j} \neq F_{\theta_\ell}$. We note that differences between $\theta_j$ and $\theta_\ell$ may arise due to different parameterizations, differing $D_{j,\theta} \neq D_{\ell,\theta}$, or both.

Suppose that the data partitions on which each labeler provides data are sampled randomly from $\mathcal{X}^*$ such that $\mathcal{X}_j \neq \mathcal{X}_\ell$ and $\{\mathcal{X}_j, \mathcal{X}_\ell\} \subseteq \mathcal{X}^*$. The labels of the data concatenation $\mathcal{X} = \{\mathcal{X}_j, \mathcal{X}_\ell\}$ are therefore generated as a mixture model $\mathcal{F}$, which includes information from both $F_{\theta_j}$ and $F_{\theta_\ell}$. Without knowledge of which data were labeled by which labeler, the agent being trained on $\mathcal{X}$ is attempting to learn the mixture model $\mathcal{F}$. Under the assumption that either or both of $j$ or $\ell$ may be adversarial, this mixture model may deviate strongly from $F_{\theta^*}$, forcing the agent to learn extreme bias.

By retaining information about which labeler provided labels on which data, the agent has the ability to estimate the individual labeler mappings (as in Stage 1 of our proposed framework). Because each labeler mapping is learned using only the labels provided by that labeler, the damage caused by an adversarial labeler is restricted to only the learner’s estimate of the adversary’s mapping, thus minimizing the adversary’s potential impact.

A.3 Examples of labeler-dependent noise

Visual examples of instance-dependent noise removing the class-conditional assumption for label noise by generating featurer-dependent labels can be found in previous works, such as [12]. Here, we illustrate labeler-dependent noise as a generalization of instance-dependent noise. We trained ten labelers identically as described in Appendix C.2, with seven labelers being good-faith and three being adversarial. In Table 1, we see how the labels generated by each labeler vary widely as a function of both the random initializations as well as the data $\mathcal{X}_j^{\text{tr}}$ on which was labeler was trained. Furthermore, even within just the pool of good-faith labelers, there is a wide variability between labelers with respect to the incorrect label each labeler provides; if label noise were simply instance-dependent, then we would expect to see the same incorrect label provided by all labelers. We note that the labels provided by adversarial labelers are not random, but rather represent the adversary’s best guess about which label will cause maximum confusion to the learning agent; this “maximum confusion” approach is illustrated via the coincidence of adversarial labels with erroneous labels provided by good-faith labelers. Sometimes, however, the adversaries are wrong in their beliefs; in this run, we identified 1168 instances where an adversary would have accidentally provided the correct label.
Table 1: Examples of labeler-dependent noisy labels produced by seven good-faith labelers and three
adversarial labelers on the MNIST dataset. The labels in each row were produced by the same labeler.
Adversarial labels were generated by selecting the second-highest-confidence label based on the
adversary’s beliefs about the true labels. Correct labels in boldface; incorrect labels marked in red.

| True label | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|------------|---|---|---|---|---|---|---|---|---|---|
| **Good-faith labelers** |   |   |   |   |   |   |   |   |   |   |
| 1          | 1 | 9 | 3 | 9 | 5 | 2 | 3 | 8 | 9 |   |
| 0          | 1 | 6 | 2 | 4 | 2 | 0 | 8 | 8 | 4 |   |
| 6          | 4 | 5 | 8 | 4 | 6 | 4 | 9 | 4 | 9 |   |
| 4          | 8 | 2 | 3 | 4 | 5 | 5 | 7 | 8 | 3 |   |
| 0          | 3 | 0 | 3 | 2 | 0 | 6 | 7 | 9 | 7 |   |
| 0          | 1 | 2 | 7 | 4 | 5 | 8 | 9 | 5 | 9 |   |
| 7          | 8 | 2 | 3 | 1 | 5 | 6 | 7 | 8 | 7 |   |
| **Adversarial labelers** |   |   |   |   |   |   |   |   |   |   |
| 5          | 8 | 9 | 2 | 2 | 7 | 0 | 5 | 9 | 5 |   |
| 6          | 6 | 9 | 7 | 9 | 6 | 2 | 8 | 9 | 7 |   |
| 7          | 3 | 6 | 1 | 1 | 6 | 2 | 9 | 1 | 7 |   |

Table 2: Examples of labeler-dependent noisy labels produced by seven good-faith labelers and three
adversarial labelers on the SVHN dataset. The labels in each row were produced by the same labeler.
Adversarial labels were generated by selecting the second-highest-confidence label based on the
adversary’s beliefs about the true labels. Correct labels in boldface; incorrect labels marked in red.

| True label | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|------------|---|---|---|---|---|---|---|---|---|---|
| **Good-faith labelers** |   |   |   |   |   |   |   |   |   |   |
| 0          | 1 | 9 | 4 | 5 | 6 | 7 | 3 | 0 |   |   |
| 0          | 3 | 2 | 3 | 4 | 5 | 6 | 7 | 0 | 9 |   |
| 3          | 1 | 5 | 6 | 8 | 7 | 0 | 7 | 8 | 9 |   |
| 6          | 7 | 1 | 5 | 2 | 5 | 6 | 3 | 8 | 4 |   |
| 0          | 5 | 2 | 3 | 7 | 9 | 8 | 8 | 2 |   |   |
| 5          | 1 | 2 | 3 | 0 | 0 | 9 | 7 | 6 | 9 |   |
| 9          | 6 | 3 | 8 | 4 | 3 | 5 | 9 | 5 | 0 |   |
| **Adversarial labelers** |   |   |   |   |   |   |   |   |   |   |
| 6          | 8 | 7 | 2 | 2 | 3 | 4 | 2 | 1 | 4 |   |
| 5          | 4 | 7 | 9 | 0 | 3 | 8 | 1 | 6 | 0 |   |
| 3          | 4 | 3 | 5 | 1 | 6 | 8 | 2 | 5 | 8 |   |

Table 2 shows an example of labels produced on the SVHN dataset following the same procedure as
for Table 1.

B Visualization and remarks on our three-stage learning framework

Our multi-stage learning framework is illustrated in Figure 4. We depict an example with \( J = 3 \)
labelers; the framework extends easily to any number of labelers. After each labeler provides
noisy labels \( \hat{Y}_j \) on their data partitions \( X_j \), in Stage 1 of our framework we construct artificial
semi-supervised datasets by treating the labeled data from labelers \( \ell \neq j \) as unlabeled. Each semi-
supervised dataset is then used to train models \( \phi_j \approx \theta_j \) by exploiting the labels only from labeler
\( j \). Each \( \phi_j \) is then queried to obtain estimates of what labels \( g_{\phi_j}(X) \) labeler \( j \) would provide for all
available data \( \mathcal{X} = \{X_1, \ldots, X_J\} \). Note that Stage 1 is completely parallel, and so can be completed
efficiently given appropriate resources. In Stage 2, the full set of \( J \) labels for all available data are
combined into filtered labels \( \hat{Y} \) using methods for learning from crowds. Finally, in Stage 3 we train
a classifier \( \Theta \) using the filtered (but still noisy) labels from Stage 2 using an algorithm for learning
from noisy labels.
Note that for all three stages, there is no prescription on which specific algorithms must be used. In this sense, our framework is highly modular and adaptive to improvements and advances in each area. Furthermore, because each stage is self-contained, our framework is able to leverage the theoretical guarantees of each component algorithm achieve the objectives of each stage.

B.1 Remarks on semi-supervised learning of labeler models

In Stage 1 of our framework, we estimate the label generation dynamics $\theta_j$ of each labeler $j$ by leveraging semi-supervised learning to train a representative model $\phi_j$. The labeled data comprises the data-label pairs provided by labeler $j$ directly, and the unlabeled data comprises the data (but not the labels) provided by every other labeler $\ell \neq j$. A critical consideration is that any label set $\hat{Y}_j$ may be adversarial, and exhibit extreme label noise; therefore, in this case the $\theta_j$ that is being estimated by $\phi_j$ will be a poor model for learning a classifier. Our framework explicitly does not attempt to correct this potential label noise in Stage 1, because there is no way to know a priori whether a label set $\hat{Y}_j$ is adversarial. Therefore, in the presence of adversarial label sources, it is almost surely guaranteed that the corresponding models $\phi_j$ will be poor general classifiers, as the label sets that they produce upon being queried in Stage 2 will exhibit labels of similar quality to those produced by $\theta_j$. 
B.2 Remarks on learning from crowds from queried labels

Methods for learning from crowds assume that the observed labels are provided directly by each labeler; we are not aware of any literature that attempts to impute missing labels as we do in Stage 1. We note that our framework subtly violates the parametric assumptions of many methods for learning from crowds by adding an additional layer of joint estimation \( \phi_j \) between the original labeler and the queried labels. While we have remained intentionally agnostic regarding the parameters \( \theta_j \) and \( \phi_j \), a considerable drawback of commonly-used approaches such as expectation-maximization [96, 74] or Bayesian inference [95] is their dependence on the correct modeling of the precise parameters being estimated. For this reason, we suggest using nonparametric approaches, such as weighted majority voting [79, 89] or OpinionRank [18].

B.3 Remarks on learning from bootstrapped noisy labels

In Stage 2, we filter adversarial label noise; in Stage 3, we bootstrap off of the filtered labels \( \tilde{Y} \) generated in Stage 2 to further filter natural-error label noise. This treatment is supported by our empirical results, particularly the ablative comparisons between our framework without the third stage and our complete framework including bootstrapping (Section 5 of the main paper).

C Experimental details

In this section, we report the detailed parameters of each experiment, including the exact parameters of each algorithm.

C.1 Datasets

Our experiments investigating algorithmic robustness to data flooding and multiple adversaries attacks are performed on the MNIST [45] and SVHN [60] datasets. We would like to acknowledge some other datasets that are commonly used in literature for learning from noisy labels.

The CIFAR-10 dataset [43] comprises 50,000 training images and 10,000 test images in ten classes. While we attempted to use the CIFAR-10 dataset for our experiments (following the procedure in Appendix C.2), we found that we could not find an amount of data \( D_{tr}^j \) on which to train each labeler model \( \theta_j \) to a reasonable level of accuracy (~90%) such that the remaining observable data \( D \setminus \{ \bigcup_j D_{tr}^j \} \) was sufficient to train a classifier. We consider this inability to be a limitation of our experimental procedure, as the CIFAR-10 dataset is a difficult problem to learn in the low-data regime. However, we emphasize that this experimental limitation does not extend to the broader impacts of our labeler-aware model, as the severe impact of adversarial label attacks is clearly evident on both the MNIST and SVHN datasets.

The Clothing1M dataset [100] comprises one million images of clothing in 14 classes. The images are scraped from websites of fashion retailers, and the labels contain a large, but unknown, amount of label noise. Because labels for this dataset were gathered using frequency analysis of the text surrounding each image, the dataset does not have any labeler information that can be used to fairly evaluate our proposed learning framework. Furthermore, because the amount of label noise is unknown, we cannot apply the experimental procedure described in Appendix C.2 to perform fair comparisons as the procedure assumes experimental availability of clean ground truth labels. However, we note that although the attacks described in this work are not directly applicable to this type of label gathering, the methods used to obtain the labels for this dataset are vulnerable to adversarial attacks in the form of false descriptions in the text surrounding each image. We leave a further investigation of this attack vector for future work.

The WebVision dataset [48] comprises approximately 2.4 million images in 1,000 classes. The images were obtained by crawling from the Flickr website, as well as Google Images search. The labels for this dataset were assigned as the crawl queries that generated each image. Similarly to the Clothing1M dataset, because there is a large, unknown amount of label noise present in the dataset we cannot apply the experimental procedure described in Appendix C.2 to perform fair comparisons. Furthermore, this dataset’s label-gathering procedure does not retain information about individual labelers, relying instead on the accuracy of the tagging systems of Flickr and Google Images. While the authors did use crowdsourcing methods to obtain “clean” labels for the validation and test sets,
the information about which labelers assigned which labels to which data has been lost. As with the Clothing1M dataset, we note the vulnerability of this procedure to adversarial false tagging attacks; we leave the study of this method of attack to future work.

C.2 Labeler modeling

Algorithm 4 Multiple-labeler multimodal label noise generation.

Inputs: $J$, the number of label sources; $A$, the number of adversarial labelers; $N_{tr}$, the number of data on which to train each source; $N_j$, the number of data on which labels were provided by each source $j \in J$; $\mathcal{D} = \{\mathcal{X}, \mathcal{Y}\}$, the full training dataset with ground truth labels; $\theta$, the labeler model architecture

1: $\mathcal{D}_L \leftarrow$ Initialize the set of noisy label datasets
2: for each labeler $j = 1 \rightarrow J$ do
3: Sample $\mathcal{D}_{tr}^j \subset \mathcal{D}$ with $|\mathcal{D}_{tr}^j| = N_{tr}$
4: $\mathcal{D} \leftarrow \{\mathcal{D} \setminus \mathcal{D}_{tr}^j\}$ (remove labeler training data from pool)
5: Train $\theta_j$ on $\mathcal{D}_{tr}^j = \{\mathcal{X}_{tr}^j, \mathcal{Y}_{tr}^j\}$
6: Sample $\mathcal{D}_j \subset \mathcal{D}$ with $|\mathcal{D}_j| = N_j$
7: $\mathcal{D} \leftarrow \{\mathcal{D} \setminus \mathcal{D}_j\}$ (remove labeler’s provided data from pool)
8: if $j \notin A$ then
9: $\hat{\mathcal{Y}}_j \leftarrow \text{argmax}_k f_{\theta_j}(\mathcal{X}_j)$ (select most confident class as good-faith label)
10: else
11: $\hat{\mathcal{Y}}_j \leftarrow \text{argmax}_k f_{\theta_j}(\mathcal{X}_j)$ (select the second most confident class as adversarial label)
12: end if
13: $\mathcal{D}_L \leftarrow \{\mathcal{D}_L \cup \{\mathcal{X}_j, \hat{\mathcal{Y}}_j\}\}$
14: end for

Output: $\mathcal{D}_L$

For all experiments, labeler-dependent noisy labels were generated following Algorithm 4. For the MNIST dataset, each labeler model $\theta_j$ was trained from a randomly-initialized ResNet-18 [30]. For the SVHN dataset, each labeler model $\theta_j$ was trained from a randomly-initialized Wide ResNet-50 [105]. Both types of $\theta_j$ architectures were initialized using the implementation provided by PyTorch [65]. All $\theta_j$ models were trained using the AdamW optimizer with default parameters [52]. The learning rate for all $\theta_j$ models followed the 1cycle policy [80] with a maximum learning rate of 0.003. For the MNIST dataset, the training dataset size for each $\theta_j$ was $N_{tr} = 200$, with a minibatch size of 10. For the SVHN dataset, the training dataset size for each $\theta_j$ was $N_{tr} = 20,000$, with a minibatch size of 512. All labeler hyperparameters for both datasets were tuned such that the accuracy of each $\theta_j$ would be approximately 90-95%. We note that because we discard both the $\theta_j$ models as well as the $\mathcal{D}_{tr}^j$ on which they were trained after obtaining their labels $\hat{\mathcal{Y}}_j$, tuning the hyperparameters for the labeler models does not constitute data leakage.

For the MNIST dataset, the total number of labelers was $J = 10$, which allowed each labeler to provide a reasonable amount of labels while still retaining a large pool of data for which the adversarial labeler could provide labels in the data flooding experiments. For the SVHN dataset, the total number of labelers was $J = 5$; due to the much larger amount of data required for each $\mathcal{D}_{tr}^j$, a smaller total number of labelers was required such that the adversarial labeler could still flood the dataset in the data flooding experiments.

C.2.1 Labeler accuracy distributions

To estimate the consistency of our simulated labelers, we trained 10,000 $\theta_j$ models on random samples from the MNIST training dataset. Each model was trained on 200 randomly-sampled examples, and we recorded the accuracy of each model as well as its adversarial counterpart on the MNIST test set. The distributions of the good-faith and adversarial labeler models are shown in Figure 5.

We observe that even without adversarial labels, the distribution of good-faith labelers trained on very small subsets of the training data do not generalize to 100% accuracy on the testing data. Furthermore, there is a relatively wide variance in the accuracy distribution, supporting our hypothesis that label
Figure 5: Experimental labeler model accuracy distributions for the MNIST dataset. **Left:** Accuracy distribution for adversarial labelers. **Right:** Accuracy distribution for good-faith labelers.

...noise from multiple labelers will have more complex behavior than assuming a single labels generation process for the entire training dataset.

C.3 Implementation details and hyperparameters

Similarly to [6], we do not assume the existence of a cleanly-labeled validation set on which to perform hyperparameter tuning or model selection. Instead, as described below most hyperparameters were kept at the default suggested values found in the publicly-available implementations of each authors’ algorithms. Generally, we only adjusted hyperparameters to speed up experimental procedures; in each case where this was done, we performed initial training runs to verify that the adjusted hyperparameters were fair. As in the main paper, we emphasize that due to our lack of hyperparameter fine-tuning, we are likely reporting slightly conservative scores for all algorithms, including our own. However, we are not interested in squeezing out optimal performance, but rather in obtaining representative evaluations of how each algorithm behaves in response to adversarial label noise.

C.3.1 Hyperparameters for MNIST experiments

All algorithms under test used the same parameters on both the data flooding and multiple adversaries experiments on the MNIST dataset. All experiments were repeated ten times using uncontrolled random seeds, and our results are reported in the main paper as the mean testing accuracy bounded by the 95% confidence interval computed using the two-sided Student’s t-test. Sources of variability include the randomly-sampled data on which each $\theta_j$ are trained, the random initializations of each network’s weights and biases, and any random data augmentation that may be performed as part of any algorithm under test.

A summary of algorithmic hyperparameters is shown in Table 3.

**Progressive label correction (PLC)** For the PLC algorithm [112], we used the open-source implementation provided by the authors, available at https://github.com/pxiangwu/PLC. Following the authors’ suggestions, the minibatch size was 128, and the base network was a randomly-initialized PreAct ResNet-34 [31]. The optimizer was SGD with Nesterov momentum [86], with an initial learning rate of 0.01, momentum of 0.9, and weight decay of 0.0005, and the warm-up period was 8 epochs. Our implementation differs from that of the original authors by training for 30 epochs, and performing learning rate annealing on the 20th epoch. These changes are due to the difference in dataset, and our preliminary experiments showed that continuing to train past 30 epochs did not lead to improved performance. Therefore, we truncated the training process to conserve computational resources and speed up experiments.

**Self-evolution average label (SEAL)** For the SEAL algorithm [12], we used the open-source implementation provided by the authors, available at https://github.com/chenpf1025/IDN. Because the authors provide their code for training on the MNIST dataset, we used their suggested...
Table 3: Hyperparameters for MNIST experiments. Parameters marked with a * follow the recommended settings of the original authors.

| Algorithm | Parameter     | Value                                |
|-----------|---------------|-------------------------------------|
| PLC [112] | Base model    | PreAct ResNet-34                    |
|           | Minibatch size | 128                                 |
|           | Optimizer*    | SGD with Nesterov momentum          |
|           | Initial LR*   | 0.01                                |
|           | LR annealing  | 0.1 at epoch 20                     |
|           | Momentum*     | 0.9                                 |
|           | Weight decay* | 0.0005                              |
|           | Warm-up*      | 8 epochs                            |
|           | Epochs        | 30                                  |
| SEAL [12] | Base model*   | Custom CNN* (Table 4)               |
|           | Minibatch size | 64                                 |
|           | Optimizer*    | SGD with momentum                   |
|           | Initial LR*   | 0.01                                |
|           | Momentum*     | 0.5                                 |
|           | Epochs per iteration* | 50                      |
|           | Iterations*   | 10                                  |
| DivideMix [47] | Base model* | PreAct ResNet-18                    |
|           | Minibatch size | 128                                 |
|           | Optimizer*    | SGD with momentum                   |
|           | Initial LR*   | 0.02                                |
|           | Momentum*     | 0.9                                 |
|           | Weight decay* | 0.0005                              |
|           | Epochs        | 30                                  |
| Auxiliary DGM [55] | dim($\alpha, z$)* | 100                                 |
|           | dim($h$)*     | 600                                 |
|           | Minibatch size* | 200                                |
|           | Optimizer*    | Adam                                |
|           | Initial LR*   | 0.0003                              |
|           | $\beta_1, \beta_2$ * | 0.9, 0.999              |
|           | Classification loss weight* | $\frac{N_d+N_u}{N_t}$ |
|           | Warm up*      | 200 steps                           |
|           | Epochs*       | 200                                 |

Table 4: Custom convolutional neural network used by SEAL for the MNIST dataset.

| Layer         | Parameters                | Activation |
|---------------|---------------------------|------------|
| 2D convolution| 20 channels, 5 x 5 filters| ReLU       |
| 2D max pool   | 2 x 2                     | –          |
| 2D convolution| 50 channels, 5 x 5 filters| ReLU       |
| 2D max pool   | 2 x 2                     | –          |
| Flatten       | –                         | –          |
| Fully-connected| 500 output features      | ReLU       |
| Fully-connected| 10 output features      | Log softmax|
hyperparameters. The minibatch size was 64, and the base model was a randomly-initialized custom convolutional neural network (Table 4). The optimizer was SGD with momentum, with an initial learning rate of 0.01 and momentum of 0.5. Each iteration was trained for 50 epochs, and the network was trained for 10 iterations.

**DivideMix** For the DivideMix algorithm [47], we used the open-source implementation provided by the authors, available at https://github.com/LiJunnan1992/DivideMix. Following the authors’ suggestions, the base networks were both a randomly-initialized PreAct ResNet-18 [31] and the optimizers were SGD with momentum, with an initial learning rate of 0.02, momentum of 0.9, and weight decay of 0.0005. Our implementation differs from that of the original authors by training for 30 epochs, with a minibatch size of 128. These changes are due to the difference in dataset, and our preliminary experiments showed that continuing to train past 30 epochs did not lead to improved performance. Therefore, we truncated the training process to conserve computational resources and speed up experiments.

**Our framework** For our framework, we require the selection of three component algorithms to use for each of the three stages:

- We used auxiliary deep generative models [55] as our semi-supervised learning algorithm for estimating labeler models. We used the open-source implementation available at https://github.com/wohlert/semi-supervised-pytorch.
- We used OpinionRank [18] as our learning from crowds algorithm for integrating redundant labels. Our implementation is available in our supplemental code.
- We used DivideMix [47] as our algorithm for learning from noisy labels. We used the open-source implementation provided by the authors, available at https://github.com/LiJunnan1992/DivideMix.

Auxiliary deep generative models were randomly initialized with \( \text{dim}(z) = 100 \), \( \text{dim}(h) = 600 \), and \( \text{dim}(a) = 100 \), and were trained for 200 epochs with a minibatch size of 200. The optimizer was Adam [40], with an initial learning rate of 0.0003 and default \( \beta \) parameters of \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). The classification loss weight was \( \alpha = \frac{N_L + N_U}{N_L} \), following [55]. A deterministic warm-up period of 200 steps was used, following [83].

OpinionRank is a nonparametric, deterministic algorithm, and so did not require any hyperparameter selection.

Our usage of DivideMix as the third stage of our framework was implemented identically as described above.

### C.3.2 Hyperparameters for SVHN experiments

All algorithms under test used the same parameters on both the data flooding and multiple adversaries experiments on the SVHN dataset. All experiments were repeated five times using uncontrolled random seeds, and our results are reported in the main paper as the mean of these results bounded by the 95% confidence interval computed using the two-sided Student’s \( t \)-test. Sources of variability include the randomly-sampled data on which each \( \theta_j \) are trained, the random initializations of each network’s weights and biases, and any random data augmentation that may be performed as part of any algorithm under test. We combined the standard set of 73,257 training examples with the extra set of 531,131 additional training examples to use as the training dataset \( D \).

A summary of algorithmic hyperparameters is shown in Table 5.

**Progressive label correction (PLC)** For the PLC algorithm [112], we used the open-source implementation provided by the authors, available at https://github.com/pxiangwu/PLC. Following the authors’ suggestions, the minibatch size was 128, and the base network was a randomly-initialized PreAct ResNet-34 [31]. The optimizer was SGD with Nesterov momentum [86], with an initial learning rate of 0.01, momentum of 0.9, and weight decay of 0.0005, and the warm-up period was 8 epochs. Our implementation differs from that of the original authors by training for 30 epochs, and performing learning rate annealing on the 20th epoch. These changes are due to the difference in dataset, and our preliminary experiments showed that continuing to train past 30 epochs did not lead...
Table 5: Hyperparameters for SVHN experiments. Parameters marked with a * follow the recommended settings of the original authors.

| Algorithm | Parameter             | Value                          |
|-----------|-----------------------|--------------------------------|
| PLC [112] | Base model*           | PreAct ResNet-34               |
|           | Minibatch size*       | 128                            |
|           | Optimizer*            | SGD with Nesterov momentum     |
|           | Initial LR*           | 0.01                           |
|           | LR annealing          | 0.1 at epoch 20                |
|           | Momentum*             | 0.9                            |
|           | Weight decay*         | 0.0005                         |
|           | Warm-up*              | 8 epochs                       |
|           | Epochs                | 30                             |
| SEAL [12] | Base model            | ResNet-50                      |
|           | Minibatch size        | 256                            |
|           | Optimizer*            | SGD with momentum              |
|           | Initial LR*           | 0.01                           |
|           | Momentum*             | 0.5                            |
|           | Epochs per iteration* | 50                             |
|           | Iterations*           | 3                              |
| DivideMix [47] | Base model*         | PreAct ResNet-18               |
|           | Minibatch size        | 128                            |
|           | Optimizer*            | SGD with momentum              |
|           | Initial LR*           | 0.02                           |
|           | Momentum*             | 0.9                            |
|           | Weight decay*         | 0.0005                         |
|           | Epochs                | 30                             |
| FixMatch [82] | Base model*         | Wide ResNet-28                 |
|           | Minibatch size*       | 64                             |
|           | Optimizer*            | SGD with Nesterov momentum     |
|           | Initial LR*           | 0.03                           |
|           | Momentum*             | 0.9                            |
|           | Weight decay*         | 0.0005                         |
|           | EMA decay*            | 0.999                          |
|           | Unlabeled minibatch size ratio* | 7                          |
|           | Unlabeled loss coefficient* | 1.0                        |
|           | Pseudo label temperature* | 0.95                      |
|           | Training steps        | 9,000                          |

To improved performance. Therefore, we truncated the training process to conserve computational resources and speed up experiments.

**Self-evolution average label (SEAL)** For the SEAL algorithm [12], we used the open-source implementation provided by the authors, available at [https://github.com/chenpf1025/IDN](https://github.com/chenpf1025/IDN). Following the authors’ suggestions, the optimizer was SGD with momentum, with an initial learning rate of 0.01 and momentum of 0.5. Our implementation differs from that of the original authors in that the minibatch size was 256, and the base model was a randomly-initialized ResNet-50 [30]. Each iteration was trained for 50 epochs, and the network was trained for 3 iterations. These changes are due to the difference in dataset, and are based on the authors’ recommendations for other datasets; our preliminary experiments showed that these hyperparameter settings yielded strong performance in the scenario with no adversarial label noise, so we considered them to be fair for the purposes of our experiments.

**DivideMix** For the DivideMix algorithm [47], we used the open-source implementation provided by the authors, available at [https://github.com/LiJunnan1992/DivideMix](https://github.com/LiJunnan1992/DivideMix). Following the authors’ suggestions, the base networks were both a randomly-initialized PreAct ResNet-18 [31], and
the optimizers were SGD with momentum, with an initial learning rate of 0.02, momentum of 0.9, and weight decay of 0.0005. Our implementation differs from that of the original authors by training for 30 epochs, with a minibatch size of 128. These changes are due to the difference in dataset, and our preliminary experiments showed that continuing to train past 30 epochs did not lead to improved performance. Therefore, we truncated the training process to conserve computational resources and speed up experiments.

Our framework For our framework, we require the selection of three component algorithms to use for each of the three stages:

- We used FixMatch [82] as our semi-supervised learning algorithm for estimating labeler models. We used the open-source implementation available at https://github.com/kekmodel/FixMatch-pytorch.
- We used OpinionRank [18] as our learning from crowds algorithm for integrating redundant labels. Our implementation is available in our supplemental code.
- We used DivideMix [47] as our algorithm for learning from noisy labels. We used the open-source implementation provided by the authors, available at https://github.com/LiJunnan1992/DivideMix.

The base network for FixMatch was a randomly-initialized Wide ResNet-28 [105]. Following the original authors' suggestions, the minibatch size was 64, the optimizer was SGD with Nesterov momentum [86] with an initial learning rate of 0.03 and momentum of 0.9, the weight decay was 0.0005, the EMA decay rate was 0.999, the unlabeled minibatch size ratio was 7, the unlabeled loss coefficient was 1.0, and the pseudo label temperature was 0.95. Our implementation differs from that of the original authors by training for 9,000 steps. This change is due to the difference in dataset, and our preliminary experiments showed that continuing to train past 9,000 steps did not lead to improved performance. Therefore, we truncated the training process to conserve computational resources and speed up experiments.

OpinionRank is a nonparametric, deterministic algorithm, and so did not require any hyperparameter selection.

Our usage of DivideMix as the third stage of our framework was implemented identically as described above.

C.4 Hardware

Each experiment was performed on a single Nvidia Titan RTX on an internal cluster. Experiments were performed in parallel, as our cluster supports multiple such GPUs. Our dual-socket cluster is served by two Intel Xeon Gold 5218 2.30 GHz 16-core CPUs.

C.5 Licenses

The original authors’ DivideMix code is licensed under the terms of the MIT license, available at https://github.com/LiJunnan1992/DivideMix. Jesper Wohlert's implementation of auxiliary deep generative models is licensed under the terms of the MIT license, available at https://github.com/wohlert/semi-supervised-pytorch. Jungdae Kim's implementation of FixMatch is licensed under the terms of the MIT license, available at https://github.com/kekmodel/FixMatch-pytorch.

We pledge to release our non-anonymized code (available in anonymized form in these supplemental materials) under the MIT license upon acceptance of this work.