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NMR spectroscopy is one of the basic tools for molecular structure elucidation. Unfortunately, the resolution of the spectra is often limited by inter-nuclear couplings. The existing workarounds often alleviate the problem by trading it for another deficiency, such as spectral artefacts or difficult sample preparation and, thus, rarely used. We suggest an approach using the coupling deconvolution in the framework of Compressed Sensing (CS) spectra processing that leads to a major increase in resolution, sensitivity, and overall quality of NUS reconstruction. A new mathematical description of the decoupling by deconvolution explains the effects of thermal noise and reveals a relation with the underlying assumption of the CS. The gain in resolution and sensitivity for challenging molecular systems is demonstrated for the key HNCA experiment used for protein backbone assignment applied to two large proteins: intrinsically disordered 441-residue Tau and a 509-residue globular bacteriophytochrome fragment. The approach will be valuable in a multitude of chemistry applications, where NMR experiments are compromised by the homonuclear scalar coupling.

Nuclear magnetic resonance (NMR) is among the main analytical techniques allowing atomic-level studies of proteins. The prerequisite step for most of protein NMR work is a resonance-specific spectral assignment, i.e. association of resonance frequencies with atoms in the protein amino acid chain. The HNCA[24] is by far the most sensitive and thus often the only feasible triple resonance experiment that provides sequential connectivities between neighbouring protein residues. In principle, a sequence-specific resonance assignment could be obtained using the HNCA experiment alone. Unfortunately, low signal resolution relative to the dispersion of the protein $^{13}$C resonances results in massive ambiguity of the assignment even for relatively small proteins. For large systems with many amino acid residues as well as for intrinsically disordered proteins (IDP) characterized by the particularly low resonance dispersion, one has to rely on additional experiments at the expense of sensitivity loss, a significant increase of measurement time, and more complicated and tedious analyses.

Slow transverse relaxation of the $^{13}$C spins, which can be further decreased by deuteration, corresponds to the natural linewidth of 5-8 Hz even for relatively large protein systems. Unfortunately, the practical resolution in the HNCA spectra is usually almost ten times worse. Two main factors limit the resolution in the HNCA: (i) a large number of time-increments in the $^{13}$C dimension needed in the 3D experiment to achieve the high resolution. This leads to too long measurement time that can be unaffordable because of short sample stability and/or limitation on the measurement time at an NMR instrument; (ii) homonuclear one-bond coupling between $^{13}$C and $^{1}$H spins that produces a doublet with separation of approximately 35 Hz for every $^{13}$C signal and thus effectively broadens the spectral line. The former issue is well addressed by using fast pulsing[25] and non-uniform sampling (NUS) techniques. An A large number of methods for handling of the $^{1}$J($^{13}$C$^{a}$-$^{1}$H) coupling had been introduced over the last decades, including biochemical unlabelling of the $^{1}$H carbon atom to $^{13}$C$^{a}$ constant time evolution[19] band-selective homonuclear decoupling, and IPAP decoupling.[21,22] However, broad practical use of these techniques is hindered due to
the inherent compromises in sensitivity, extra demands on sample isotope labelling, inability to deal with serine and threonine residues, and/or significant spectral distortions and artefacts.

A viable alternative to these experimental approaches is the virtual decoupling that is the post-acquisition deconvolution of the J-coupling, i.e. in- and anti-phase peak multiplets, at the signal processing stage.\textsuperscript{24,29} The aim of this communication is to investigate the possibility of effective deconvolution in compressed sensing (CS) algorithms that are among the most powerful for the NUS spectra – to propose a method of selective deconvolution of individual spectral regions; and to demonstrate the relation of the deconvolution to the cornerstone CS concept of sparseness with the resulting benefits for the effectiveness of CS.

The fundamental relation between the NMR signal $f(t)$ detected in the time domain and the spectrum $s$ is

$$f = Fs$$  

(1)

where $F$ is the measurement matrix composed of rows from the inverse Fourier transform matrix for every point in $f$. Thus, reconstruction of a spectrum from $f$ reduces to solving the inverse linear system in Eq. (1). For an undersampled (i.e. NUS) signal, the solution is not unique and additional constraints on the spectrum $s$ are usually imposed. For example, using generalized Tikhonov regularization, the spectrum can be obtained as:

$$s = \arg \min_{x \in \mathbb{C}^n} \|Fx - f\|^2_Q + \|x\|^2_D$$  

(2)

where, for a vector $y$ and matrix $G$, $\|y\|_G^2$ denotes the weighted norm square $y^*Gy$ with $y^*$ denoting the conjugate transpose of $y$; $Q = \sigma^{-2}I$ is the inverse covariance matrix of noise in $f$, which is multiple of the identity matrix $I$ and $\sigma$ is the standard deviation of the noise; $D$ is a diagonal matrix including weightings of the spectrum points and the Tikhonov regularization term. As will be shown below, $Q$ is useful when dealing with the $^1J(C\alpha-C\beta)$ coupling, while matrix is the essential element of the Iterative Reweighted Least Squares (IRLS), one of the most popular algorithms for compressed sensing reconstruction of the NUS spectra (see Supplementary information).\textsuperscript{30}\textsuperscript{31}

Assuming the same value of active $^1J(C\alpha-C\beta)$ coupling for all signals, the measured in experiment $^{13}C\alpha$ signal $f$ and the signal without the J-coupling $\tilde{f}$ are related as:

$$f = CF \tilde{f}$$  

(3)

where $C$ is a diagonal matrix with elements $\cos(\pi Jt)$ for every time point $t$ in $f$.\textsuperscript{23} If points in the measured signal $f$ are corrupted by noise with inverse covariance matrix $Q = \sigma^{-2}I$, the noise in $\tilde{f}$ has the inverse covariance matrix $Q = \sigma^{-2}(CC^t)$. Then, the deconvoluted spectrum is

$$\tilde{s} = \arg \min_{x \in \mathbb{C}^n} \|Fx - f\|^2_Q + \|x\|^2_D$$  

(4)

or equivalently (see Supplementary information),

$$\tilde{s} = \arg \min_{x \in \mathbb{C}^n} \|CFx - f\|^2_Q + \|x\|^2_D.$$  

(5)

The last equation shows that the post-acquisition deconvolution can be achieved in IRLS and any other algorithm based on equation akin to Eq. (2), e.g. Maximum Entropy\textsuperscript{24,27,29} and Multi-Dimensional Decomposition (MDD)\textsuperscript{9} by using measurement matrix $CF$ instead of $F$. Finally, we note that the deconvoluted spectrum contains half of the peaks relative to the undeconvoluted spectrum. Thus, it is \textit{sparser}, and in accordance with the theory of compressed sensing\textsuperscript{33,34} it requires nearly half of the measured data points for successful reconstruction. This means that the virtual decoupling not only enhances spectral resolution but also provides conditions for higher quality CS reconstruction (see theory in SI).

Use of the deconvolution for the HNCA experiment is based on the assumption that $^1J(C\alpha-C\beta)$ coupling constants are nearly the same for all residues in the protein. The variation of the coupling values $\pm 2.5$ Hz\textsuperscript{30} is lower than the line width determined by the transverse relaxation of $^{13}C\alpha$ spins and, thus, does not pose a problem for the reconstruction (see Supplementary information). However, signals (singlets) from Gly residues that do not have $C\beta$ atoms, have no sparse representation in the columns of measurement matrix $CF$. Figure 1 illustrates that this not only corrupts the Gly peaks in the deconvoluted spectrum but also affects other signals and reduces the overall quality of the reconstruction. To tackle this, we suggest a procedure of deconvolution-IRLS (D-IRLS) with the Gly-region selection as outlined in Figure 1 (more details are found in the Supplementary information). We start with reconstructing the full undecoupled spectrum using matrix $F$. Because the $^{13}C\alpha$ atoms usually have distinctly different chemical shifts with values lower than 45 ppm, we can subtract the well-reproduced signals in the Gly region from the original time-
domain signal $f$, which is then used to reconstruct the spectrum with all signals except for Gly using Eq. $(5)$ with the measurement matrix $CF$. Finally, signals of Gly and other residues are combined into the full decoupled spectrum in the frequency domain.

Selection of the NUS acquisition schedule has a profound effect on the reconstruction quality. As $f$ is multiplied by $C^{-1}$ in Eq. $(5)$, the noise is amplified the most for the points in $f$ at times, where $\cos(\pi J t)$ function has small values (i.e. near $t = k/(2J), k = 1, 3, 5$). In the weighted least squares method used to derive Eq. $(4)$, these points are used with low weights and thus contain relatively low information value. In the NUS schedule, it is logical to avoid these points and instead invest spectrometer time into more informative measurements. We used the signal amplitude matched NUS schedule with the sampling density corresponding to $|\cos(\pi J t)|$ and rejecting points with probability less than 0.2\cite{33,34} (Supplementary Figure S1). Additionally, the schedule was in all cases relaxation-matched.

We demonstrate the new D-IRLS procedure using examples of two representative systems: intrinsically disordered human 441-residue Tau protein (the longest hTau40 isoform)\cite{35} and the monomeric variant of the 509-residue globular photosensory module PAS-GAF-PHY of Deinococcus radiodurans phytochrome (DrBphP$_{PSM}$).\cite{36} For each protein, Figure 2 shows the traditional low-resolution 3D HNCA spectrum superimposed with the resolution-enhanced spectrum obtained using D-IRLS with Gly-region selection. For DrBphP$_{PSM}$ the two experiments were reconstructed using nearly the same number of NUS points corresponding to the same measurement time; for Tau, the low resolution experiment was around two times shorter. In the shown examples, the dramatically improved resolution of the D-IRLS spectrum allows us to observe sequential connectivities that are ambiguous in the traditional spectrum.

Figures 2, S2, and S3 demonstrate that, in addition to the enhanced resolution, the D-IRLS spectra show higher or similar sensitivity in comparison to both the traditional low resolution and non-deconvoluted spectra. The peak connecting A87 and A88 in DrBphP$_{PSM}$ spectra (Figure 2B) provides a specific example of this. It is clearly seen in the 1D cross-sections in the D-IRLS spectrum. In the traditional experiment, the weak peak is completely masked by the slope of a stronger peak. In the non-deconvoluted spectrum, only one of the doublet components is present, which gives a completely wrong idea of the peak position.

Figure S2 shows the $^{13}$C/$^{15}$N projections from the spectra of both studied proteins, which confirms the superior quality of the spectra reconstructed with Gly-region selective D-IRLS. While the improved resolution in the spectra is anticipated from the deconvolution, the remarkable sensitivity of the D-IRLS spectrum can be explained by the increased sparsity favourable for the NUS reconstruction.

In order to extensively test the proposed D-IRLS method, we conducted simulations using synthetic peaks added to the 3D HNCA signal of Tau. Adding the simulated components with known positions and intensities to the time domain signal makes it possible to define the precision of the correlation peak parameters derived from the reconstructed spectrum.\cite{39} A detailed description of the simulations can be found in the Supplemen-
Supplementary Information

The Supplementary information contains extended mathematical description of D-IRLS, sample preparation and experimental details, and results of simulations with injected peaks.
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