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Abstract. The concept of the maximal contact is the key in Hironaka’s resolution theory. It treats local theory, and it is not effective in positive characteristics. This is the essential reason why Hironaka’s theory treats only the case of characteristic zero.

In this article we propose the substitute for the maximal contact, which is effective in any characteristics of the ground field. We replace the maximal contact by a theorem in the theory of torus embeddings.

Using essential ideas here, we would like to establish the theory of resolution of singularities in arbitrary characteristics in a global sense in the forthcoming articles.

1. Introduction

The concept of the maximal contact is the key in Hironaka’s resolution theory. (Hironaka [15], [14], [12](II, Chapter III, sections 7-10), Giraud [10], [9], Hauser [11].) It treats local theory, and it is not effective in positive characteristics. This is the essential reason why Hironaka’s theory treats only the case of characteristic zero. The maximal contact is closely related to the multiplicity of a hypersurface singularity and the Hilbert-Samuel function of a general singularity.

In this article we propose the substitute for the multiplicity and the maximal contact, which is effective in any characteristics of the ground field. We replace the multiplicity by the degree of the Weierstrass polynomial, or, the height of the Newton polyhedron, and we replace the maximal contact by a theorem in the theory of torus embeddings (Kempf et al. [19], Fulton [8]).

The idea of the degree of the Weierstrass polynomial can be found in Hironaka [13] in low dimensional cases. However, he did not manipulate higher dimensional cases, because he did not apply the theory of torus embeddings. See also Cossart et al. [7].

Some ideas in this article are inspired by the appendix of Abhyankar [2] and Bogomolov [5].

Let $k$ be any algebraically closed field in any characteristics; let $n$ be any positive integer, let $z, x(1), x(2), \ldots, x(n)$ be $(n + 1)$ of variables over $k$; let $A$ denote the ring of formal power series of variables $z, x(1), x(2), \ldots, x(n)$ with coefficients in $k$.
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By $A'$ we denote the $k$-subalgebra of $A$ consisting of power series of $n$ of variables $x(1), x(2), \ldots, x(n)$. The unique maximal ideal of $A$ (respectively, $A'$) is denoted by $M(A)$ (respectively, $M(A')$). The set of invertible elements of $A$ (respectively, $A'$) is denoted by $A^\times$ (respectively, $A'^\times$). We have $A = M(A) \cup A^\times, M(A) \cap A^\times = \emptyset, A' = M(A') \cup A'^\times, M(A') \cap A'^\times = \emptyset.$ Let $\mathcal{Z}_0$ and $\mathbb{Z}_+$ denote the set of non-negative integers and the set of positive integers respectively, and let $P = \{z, x(1), x(2), \ldots, x(n)\}$. Note that $P$ is a parameter system of $A$ and $P - \{z\} = \{x(1), x(2), \ldots, x(n)\}$ is a parameter system of $A'$. For any $\phi \in A$ with $\phi \neq 0$ by $\Gamma_+(P, \phi)$ we denote the Newton polyhedron of $\phi$ over $P$.

Any element $\phi \in A$ satisfying $\phi = z^h + \sum_{i=0}^{h-1} \phi'(i)z^i$ for some $h \in \mathbb{Z}_0$ and some mapping $\phi' : \{0, 1, \ldots, h - 1\} \rightarrow M(A')$ is called a z-Weierstrass polynomial over $P$, and the non-negative integer $h$ is called the degree of $\phi$.

We consider any $\phi \in A$ with $\phi \neq 0$. The Newton polyhedron $\Gamma_+(P, \phi)$ is of z-Weierstrass type, if and only if, there exist uniquely $u \in A^\times, a \in \mathbb{Z}_0, h \in \mathbb{Z}_0$, a mapping $b : \{1, 2, \ldots, n\} \rightarrow \mathbb{Z}_0$ and a mapping $\phi' : \{0, 1, \ldots, h - 1\} \rightarrow M(A')$ satisfying $\phi = uz^h \prod_{i=1}^{n} x(i)^{b(i)}z^h + \sum_{i=0}^{h-1} \phi'(i)z^i$ and $\phi'(0) \neq 0$ if $h \geq 1$. If $\Gamma_+(P, \phi)$ is of z-Weierstrass type, and if moreover, any compact face $F$ of $\Gamma_+(P, \phi)$ satisfies $\dim F \leq 1$, then we say that $\Gamma_+(P, \phi)$ is z-simple. See Section 2 for the definition of z-simplesness. In case where $\Gamma_+(P, \phi)$ is of z-Weierstrass type and $h \geq 1$, any face of $\Gamma_+(P, \phi)$ satisfying a certain condition is called a z-removable faces. See Section 2 also for the definition of z-removable faces.

Let $R$ be any complete regular local ring, and let $\phi \in R$. We consider a parameter system $Q$ of $R$. We say that $\phi$ has normal crossings over $Q$, if $\phi = u\prod_{x \in \mathcal{X}} x^{a(x)}$ for some invertible element $u \in R$ and some mapping $\Lambda : \mathcal{X} \rightarrow \mathbb{Z}_0$. We say that $\phi$ has normal crossings, if $\phi$ has normal crossings over $Q$ for some parameter system $Q$ of $R$.

Furthermore, we denote

$$PW(1) = \{ \phi \in A | \phi = u \prod_{\chi \in \mathcal{X}} (z + \chi)^{a(x)} \prod_{i=1}^{n} x(i)^{b(i)} \}$$

for some $u \in A^\times$, some $r \in \mathbb{Z}_0$, some finite subset $\mathcal{X}$ of $M(A')$, some mapping $a : \mathcal{X} \rightarrow \mathbb{Z}_+$, and some mapping $b : \{1, 2, \ldots, n\} \rightarrow \mathbb{Z}_0.$

For any $h \in \mathbb{Z}_+$ with $h \geq 2$, we denote

$$W(h) = \{ \phi \in A | \phi = z^h + \sum_{i=0}^{h-1} \phi'(i)z^i \}$$

for some mapping $\phi' : \{0, 1, \ldots, h - 1\} \rightarrow M(A')$ satisfying

$$\chi^h + \sum_{i=0}^{h-1} \phi'(i)\chi^i \neq 0 \text{ for any } \chi \in M(A').\}$$

$$PW(h) = \{ \phi \in A | \phi = \psi \phi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1).\}$$

$$SW(h) = \{ \phi \in A | \phi = \psi \phi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that } \Gamma_+(P, \phi) \text{ has no z-removable faces, and } \Gamma_+(P, \phi) \text{ is z-simple.}\}$$
Note that $A$ is a unique factorization domain (Matsumura [20]), $1 \in PW(1) \neq \emptyset$, $A = \{0\} \cup \cup_{h \in \mathbb{Z}_+} PW(h)$ if $n = 1$, and $\Gamma_+(P, \phi)$ is $z$-simple for any $\phi \in A$ with $\phi \neq 0$ if $n = 1$. We consider any integer $h$ with $h \geq 2$, $0 \neq W(h) \subset PW(h) \neq 0$, $\emptyset \neq SW(h) \subset PW(h)$. For any $\psi \in W(h)$, the Newton polyhedron $\Gamma_+(P, \psi)$ is of $z$-Weierstrass type, and the integer $h$ is equal to the $z$-height of $\Gamma_+(P, \psi)$. For any $\phi \in PW(h)$, the Newton polyhedron $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type, and there exist uniquely $\psi \in W(h)$ and $\psi' \in PW(1)$ with $\phi = \psi \psi'$.

Our main theorem, Theorem 4.1 in this article claims the following: For any integer $h$ with $h \geq 2$ and any $\phi \in SW(h)$, there exists a composition $\sigma : \Sigma \to Spec(A)$ of finite blowing-ups with centers in closed irreducible smooth subschemes of codimension two such that at any closed point $\alpha \in \Sigma$ with $\sigma(\alpha) = M(A)$ the element $\sigma^*(\phi) \in \mathcal{O}_{\Sigma, \alpha}$ has normal crossings.

Note here that $\dim A' = \dim A - 1 < \dim A = n + 1$, and any $\phi' \in A'$ with $\phi' \neq 0$ has normal crossings over $P - \{z\}$ if $n = 1$. Therefore, we decide that we use induction on $n$, and we can assume the following claim ($*$):

\[ (*) \quad \text{For any } \phi' \in A' \text{ with } \phi' \neq 0, \text{there exists a composition } \sigma' : \Sigma' \to Spec(A') \text{ of finite blowing-ups with centers in closed irreducible smooth subschemes such that at any closed point } \alpha' \in \Sigma' \text{ with } \sigma'(\alpha') = M(A') \text{ the element } \sigma'^*(\phi') \in \mathcal{O}_{\Sigma', \alpha'} \text{ has normal crossings}. \]

Let $\sigma' : \Sigma' \to Spec(A')$ be any composition of finite blowing-ups with centers in closed irreducible smooth subschemes. We consider a morphism $Spec(A) \to Spec(A')$ induced by the inclusion ring homomorphism $A' \to A$, the product scheme $\Sigma = \Sigma' \times_{Spec(A')} Spec(A)$, the projection $\sigma : \Sigma \to Spec(A)$, and the projection $\pi : \Sigma \to \Sigma'$. We know the following (See Lemma 3.3):

1. The morphism $\sigma$ is a composition of finite blowing-ups with centers in closed irreducible smooth subschemes.
2. The pull-back $\sigma^*Spec(A/zA)$ of the smooth prime divisor $Spec(A/zA)$ of $Spec(A)$ by $\sigma$ is a smooth prime divisor of $\Sigma$, and $\sigma^*Spec(A/zA) \supset \sigma^{-1}(M(A))$.
3. The projection $\pi : \Sigma \to \Sigma'$ induces an isomorphism $\sigma^*Spec(A/zA) \to \Sigma'$. Furthermore, we show the following three claims, assuming the above ($*$):

First, for any integer $h$ with $h \geq 2$ and any $\phi \in PW(h)$, there exists a composition $\sigma' : \Sigma' \to Spec(A')$ of finite blowing-ups with centers in closed irreducible smooth
subschemas such that considering the product scheme \( \Sigma = \Sigma' \times_{\Spec(A')} \Spec(A) \), the projection \( \sigma : \Sigma \to \Spec(A) \) and the projection \( \pi : \Sigma \to \Sigma' \), at any closed point \( \alpha \in \Sigma \) with \( \sigma(\alpha) = M(A) \) there exists an isomorphism \( \rho : \mathcal{O}_{\Sigma, \alpha} \to A \) of \( k \)-algebras such that \( \rho \sigma^*(z) = z \), \( \rho \pi^*(\mathcal{O}_{\Sigma', \pi(\alpha)}) = A' \), and either \( \rho \sigma^*(\phi) \in SW(h) \) or \( \rho \sigma^*(\phi) \in PW(g) \) for some positive integer \( g \in \mathbb{Z}^+ \) with \( g < h \). (Theorem 4.2 and Theorem 4.4.)

Second, for any \( \phi \in A \) with \( \phi \neq 0 \), there exists a composition \( \sigma' : \Sigma' \to \Spec(A') \) of finite blowing-ups with centers in closed irreducible smooth subschemes such that considering the product scheme \( \Sigma = \Sigma' \times_{\Spec(A')} \Spec(A) \), the projection \( \sigma : \Sigma \to \Spec(A) \) and the projection \( \pi : \Sigma \to \Sigma' \), at any closed point \( \alpha \in \Sigma \) with \( \sigma(\alpha) = M(A) \) there exists an isomorphism \( \rho : \mathcal{O}_{\Sigma, \alpha} \to A \) of \( k \)-algebras such that \( \rho \sigma^*(z) = z \), \( \rho \pi^*(\mathcal{O}_{\Sigma', \pi(\alpha)}) = A' \) and \( \rho \sigma^*(\phi) \in PW(h) \) for some \( h \in \mathbb{Z}^+ \). (Theorem 4.3)

Third, for any \( \phi \in PW(1) \), there exists a composition \( \sigma : \Sigma \to \Spec(A) \) of finite blowing-ups with centers in closed irreducible smooth subschemes such that at any closed point \( \alpha \in \Sigma \) with \( \sigma(\alpha) = M(A) \) the element \( \sigma^*(\phi) \in \mathcal{O}_{\Sigma, \alpha} \) has normal crossings. (Theorem 4.6)

Now, we would like to establish the theory of resolution of singularities in arbitrary characteristics in a global sense. The problem is to glue up local blowing-ups obtained by repeated application of the above four claims, and to construct a global blowing-up. In case \( n = 1 \) it is easy to glue up them. We would like to solve this problem in case \( n \geq 2 \) and would like to write forthcoming articles, cooperating with Professor Heisuke Hironaka and young mathematicians.

We give proofs only to difficult parts of our claims. Most of our claims follow from definitions.
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We consider any \( h \in \mathbb{Z}_+ \) with \( h \geq 2 \) and any \( \phi \in SW(h) \) and we consider the face cone decomposition associated with the Newton polyhedron \( \Gamma_+(P, \phi) \), which is a \( z \)-simple convex polyhedral cone decomposition in the dual vector space. Starting from a simplicial cone in the dual vector space, repeating barycentric subdivisions, we construct the most natural simplicial subdivision of the face cone decomposition which we call the upward subdivision. By the theory of torus embeddings, we have a repeatedly blown-up space corresponding to the simplicial subdivision. Then, there exists an inequality which holds simultaneously at any point on the repeatedly blown-up space in the inverse image of the origin of the space containing the hypersurface defined by \( \phi \). This inequality guarantees that any hypersurface singularity can be improved by blowing-ups.

2. Notations and basic concepts

We arrange notations and basic concepts related to Newton polyhedrons and commutative rings.

We denote
\[
\mathbb{Z}_0 = \{ t \in \mathbb{Z} | t \geq 0 \}, \quad \mathbb{Z}_+ = \{ t \in \mathbb{Z} | t > 0 \}, \\
\mathbb{Q}_0 = \{ t \in \mathbb{Q} | t \geq 0 \}, \quad \mathbb{Q}_+ = \{ t \in \mathbb{Q} | t > 0 \}, \\
\mathbb{R}_0 = \{ t \in \mathbb{R} | t \geq 0 \}, \quad \mathbb{R}_+ = \{ t \in \mathbb{R} | t > 0 \}.
\]

For any set \( Z \) and any scheme \( \Sigma \), by \( \text{id}_Z \) and \( \text{id}_\Sigma \) we denote the identity mapping \( Z \to Z \) and the identity morphism \( \Sigma \to \Sigma \) of schemes respectively. For any set \( Z \), the set of all subsets of \( Z \) is denoted by \( 2^Z \).

Let \( Z \) be any set, and let \( X \) and \( Y \) be any subsets of \( Z \). The union \( X \cup Y \) and the intersection \( X \cap Y \) are defined. They are subsets of \( Z \). The set of elements of \( X \) not belonging to \( Y \) is denoted by \( X - Y \), and is called the difference of \( X \) and \( Y \). \( X - Y = \{ z \in Z | z \in X, z \notin Y \} \).

Below assume that \( Z \) is an abelian group.

We consider any \( r \in \mathbb{Z}_0 \) and any mapping \( x : \{ 1, 2, \ldots, r \} \to Z \). For any \( s \in \{ 0, 1, \ldots, r \} \) we define inductively
\[
\sum_{i=1}^s x(i) = \begin{cases} 
0 & \text{if } s = 0, \\
\sum_{i=1}^{s-1} x(i) + x(s) & \text{if } s \neq 0.
\end{cases}
\]

Note that \( \sum_{i=1}^r x(i) \in Z \), \( \sum_{i=1}^r x(i) = 0 \) if \( r = 0 \), and \( \sum_{i=1}^r x(i) = \sum_{i=1}^r x(\nu(i)) \) for any bijective mapping \( \nu : \{ 1, 2, \ldots, r \} \to \{ 1, 2, \ldots, r \} \).

We consider any finite set \( J \) and any mapping \( x : J \to Z \). Let \( r \in \mathbb{Z}_0 \) be the number of elements in \( J \). Choosing a bijective mapping \( \nu : \{ 1, 2, \ldots, r \} \to J \), we define
\[
\sum_{j \in J} x(j) = \sum_{i=1}^r x(\nu(i)).
\]

Note that \( \sum_{j \in J} x(j) \in Z \) and \( \sum_{j \in J} x(j) \) does not depend on the choice of the bijective mapping \( \nu : \{ 1, 2, \ldots, r \} \to J \) we used for the definition. If \( J = \emptyset \), then \( \sum_{j \in J} x(j) = 0 \).

We call \( \sum_{j \in J} x(j) \) the sum of \( x(j), j \in J \).
We consider any finite set $J$ and any mapping $X$ from $J$ to the set $2^Z$ of all subsets of $Z$. We define 
\[
\sum_{j \in J} X(j) = \{ z \in Z | z = \sum_{j \in J} x(j) \text{ for some mapping } x : J \to Z \text{ satisfying } x(j) \in X(j) \text{ for any } j \in J \} \in 2^Z.
\]
Note that $\sum_{j \in J} X(j)$ is a subset of $Z$, $\sum_{j \in J} X(j) = \{0\}$ if $J = \emptyset$, and $\sum_{j \in J} X(j) = \emptyset$, if and only if, $J \neq \emptyset$ and $X(j) = \emptyset$ for some $j \in J$.

We call $\sum_{j \in J} X(j)$ the sum of $X(j), j \in J$.

For any $r \in \mathbb{Z}_+$ and for any mapping $X$ from $\{1, 2, \ldots, r\}$ to the set of all subsets of $Z$ we also write 
\[
X(1) + X(2) + \cdots + X(r) = \sum_{j \in \{1, 2, \ldots, r\}} X(j).
\]

For any subset $X$ of $Z$, we denote $-X = \{ z \in Z | z = -x \text{ for some } x \in X \}$.

Let $X$ and $Y$ be any sets. The set of mappings from $X$ to $Y$ is denoted by $\text{map}(X, Y)$. The set $\text{map}(X, Y)$ has a natural structure of an abelian group, if $Y$ is an abelian group. It has a natural structure of an abelian semigroup, if $Y$ is an abelian semigroup. It has a natural structure of a vector space over $\mathbb{R}$, if $Y$ is a vector space over $\mathbb{R}$. In addition, let $Z$ be a set containing $Y$. Note that the inclusion mapping $Y \to Z$ induces the inclusion mapping $\text{map}(X, Y) \to \text{map}(X, Z)$, and we can regard $\text{map}(X, Y)$ as a subset of $\text{map}(X, Z)$. If $Z$ is an abelian group and $Y$ is a subgroup of $Z$, then $\text{map}(X, Y)$ is a subgroup of $\text{map}(X, Z)$. If $Z$ is an abelian semigroup and $Y$ is a semisubgroup of $Z$, then $\text{map}(X, Y)$ is a semisubgroup of $\text{map}(X, Z)$. If $Z$ is a vector space over $\mathbb{R}$ and $Y$ is a vector subspace of $Z$ over $\mathbb{R}$, then $\text{map}(X, Y)$ is a vector subspace of $\text{map}(X, Z)$ over $\mathbb{R}$.

Let $X$ be any set; let $Z$ be any abelian group, and let $Y$ be any subset of $Z$ with $0 \in Y$. For any $a \in \text{map}(X, Y)$ we denote 
\[
supp(a) = \{ x \in X | a(x) \neq 0 \},
\]
and we call $\text{supp}(a)$ the support of $a$. It is a subset of $X$. We denote 
\[
\text{map}'(X, Y) = \{ a \in \text{map}(X, Y) | \text{supp}(a) \text{ is a finite set.} \}.
\]
$\text{map}'(X, Y) \subset \text{map}(X, Y)$. If $Y$ is a subgroup of $Z$, then $\text{map}'(X, Y)$ is a subgroup of $\text{map}(X, Y)$. If $Y$ is a semisubgroup of $Z$, then $\text{map}'(X, Y)$ is a semisubgroup of $\text{map}(X, Y)$. If $Z$ is a vector space over $\mathbb{R}$ and $Y$ is a vector subspace of $Z$ over $\mathbb{R}$, then $\text{map}'(X, Y)$ is a vector subspace of $\text{map}(X, Y)$ over $\mathbb{R}$. If $X$ is a finite set, we have $\text{map}'(X, Y) = \text{map}(X, Y)$.

In the case where $Y$ is a semisubgroup of $Z$ containing $0$, for any $a \in \text{map}'(X, Y)$ we denote 
\[
\sum_{x \in X} a(x) = \sum_{x \in \text{supp}(a)} a(x) \in Y.
\]

We call $\sum_{x \in X} a(x)$ the sum of $a(x), x \in X$.

Let $V$ be any finite dimensional vector space over $\mathbb{R}$, and let $X$ be any subset of $V$. The subset $X$ is called convex, if $X \neq \emptyset$ and for any two different points $x, y$ of $X$, the segment $\{ a \in V | a = (1 - t)x + ty \text{ for some } t \in \mathbb{R} \text{ with } 0 \leq t \leq 1 \}$ joining $x$ and $y$ is contained in $X$. It is called an affine space, if $X \neq \emptyset$ and for any two different points $x, y$ of $X$, the line $\{ a \in V | a = (1 - t)x + ty \in \mathbb{R} \text{ for some } t \in \mathbb{R} \}$ joining $x$ and $y$ is contained in $X$. It is called a cone, if $0 \in X$ and for any
$x \in X$ and any $t \in \mathbb{R}_0$, we have $tx \in X$. It is called a convex cone, if $0 \in X$ and for any $x, y \in X$ and any $t, u \in \mathbb{R}_0$, we have $tx + uy \in X$. It is called a vector space over $\mathbb{R}$, or simply a vector space, if $0 \in X$ and for any $x, y \in X$ and any $t, u \in \mathbb{R}$, we have $tx + uy \in X$. It is called closed, if the limit of any convergent sequence of elements in $X$ with respect to the natural Hausdorff topology of $V$ belongs to $X$ again. In case $X \neq \emptyset$ the minimum convex subset (respectively, minimum affine space) with respect to the inclusion relation containing $X$ is denoted by $\text{conv}(X)$ (respectively, $\text{affi}(X)$). We define $\text{conv}(\emptyset) = \text{affi}(\emptyset) = \emptyset$. The minimum cone (respectively, minimum convex cone, minimum vector space over $\mathbb{R}$, minimum vector space over $\mathbb{Q}$, minimum closed subset) with respect to the inclusion relation containing $X$ is denoted by $\text{cone}(X)$ (respectively, $\text{convcone}(X), \text{vect}(X), \mathbb{Q}\text{-vect}(X), \text{clos}(X)$).

The subset $X$ is called a convex polyhedron, (respectively, convex polyhedral cone), if there exists a finite subset $Y$ of $V$ satisfying $X = \text{conv}(Y)$ and $Y \neq \emptyset$ (respectively, $X = \text{convcone}(Y)$). The subset $X$ is called a convex polyhedron, if there exist finite subsets $Y, Z$ of $V$ satisfying $X = \text{conv}(Y) + \text{convcone}(Z)$ and $Y \neq \emptyset$. The subset $X$ is called a lattice, if there exists a basis $B$ of $V$ over $\mathbb{R}$ such that $X = \{a \in V| a = \sum_{b \in B} \lambda(b)b \text{ for some } \lambda \in \text{map}(B, \mathbb{Z})\}$. Any lattice $N$ of $V$ is a free $\mathbb{Z}$-submodule of $V$ with $\text{rank} N = \text{dim} V$. For any $t \in \mathbb{R}$ we write $tX = \{a \in V| a = tx \text{ for some } x \in X\}$. We know $(-1)X = -X$, and $0X = \{0\}$ if $X \neq \emptyset$. We write $\text{stab}(X) = \{a \in V| X + \{a\} \subset X\}$, and call it the stabilizer of $X$ in $V$. The stabilizer of $X$ in $V$ is a semisubgroup of $V$ containing 0. In addition, we consider any lattice $N$ in $V$. The subset $X$ is called a simplicial cone over $N$, if $X = \text{convcone}(C)$ for some basis $B$ of $N$ over $\mathbb{Z}$ and a subset $C$ of $B$. Any simplicial cone is a convex polyhedral cone. Affine spaces, vector spaces, convex polyhedrons, convex polyhedral cones, and convex pseudo polyhedrons are non-empty closed convex subsets of $V$. If $X$ is convex (respectively, a cone, a convex cone), then $\text{clos}(X)$ is again convex (respectively, a cone, a convex cone).

For any subset $T$ of $\mathbb{R}$ and for any $a \in V$ we denote $Ta = \{b \in V| b = ta \text{ for some } t \in T\}$, and it is a subset of $V$.

The dual vector space $V^* = \text{Hom}_\mathbb{R}(V, \mathbb{R})$ is a vector space over $\mathbb{R}$ with $\text{dim} V^* = \text{dim} V$. We define the canonical bilinear form

$$\langle \cdot , \cdot \rangle : V^* \times V \to \mathbb{R},$$

by putting $\langle \omega , a \rangle = \omega(a) \in \mathbb{R}$ for any $\omega \in \text{Hom}_\mathbb{R}(V, \mathbb{R}) = V^*$ and any $a \in V$. The dual vector space $V^{**}$ of $V^*$ is identified with $V$ by the natural isomorphism $V \to V^{**}$ of vector spaces over $\mathbb{R}$.

We consider any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$. Putting

$$\pi^*(\alpha) = \alpha \pi \in \text{Hom}_\mathbb{R}(V, \mathbb{R}) = V^*,$$

for any $\alpha \in \text{Hom}_\mathbb{R}(W, \mathbb{R}) = W^*$, we define a mapping $\pi^* : W^* \to V^*$, and we call $\pi^*$ the dual homomorphism of $\pi$. The dual homomorphism $\pi^*$ is a homomorphism of vector spaces over $\mathbb{R}$. For any $\omega \in W^*$ and for any $a \in V$ the equality $\langle \pi^*(\omega) , a \rangle = \langle \omega , \pi(a) \rangle$ holds.

The dual homomorphism $\pi^{**}$ of $\pi^*$ is equal to $\pi$.

If $\pi$ is injective, then $\pi^*$ is surjective. If $\pi$ is surjective, then $\pi^*$ is injective.
We have \( \text{id}_V^* = \text{id}_V \), and for any finite dimensional vector spaces \( V', V'' \) and for any homomorphisms \( \pi : V \to V', \pi' : V' \to V'' \) we have \( (\pi' \pi)^* = \pi^* \pi'^* \).

Let \( N \) be a lattice in \( V \). We denote 
\[
N^* = \{ (\omega, a) \in V^* \mid \omega \in V, a \in \mathbb{Z} \text{ for any } a \in N \},
\]
and call \( N^* \) the dual lattice of \( N \). Indeed, \( N^* \) is a lattice in \( V^* \). The dual lattice \( N^{**} \) of \( N^* \) is equal to \( N \). Let \( S \) be any convex cone in \( V \). We denote
\[
S^\vee|V = \{ (\omega, a) \in V^* \mid \omega \in V, a \geq 0 \text{ for any } a \in S \},
\]
and call \( S^\vee|V \) the dual cone of \( S \) over \( V \). Indeed, \( S^\vee|V \) is a closed convex cone in \( V^* \). The dual cone \( S'^\vee|V^* \) of \( S^\vee|V \) is equal to the closure \( \text{cl}(S) \) of \( S \) in \( V \).

The number of elements of a finite set \( P \) is denoted by \( \sharp P \). Let \( P \) be any non-empty finite set. Note that map\((P, \mathbb{R})\) is a finite dimensional vector space over \( \mathbb{R} \) with dim(map\((P, \mathbb{R})\)) = \( \sharp P \). map\((P, \mathbb{Z})\) is a lattice in map\((P, \mathbb{R})\), map\((P, \mathbb{R}_0)\) is a simplicial cone over map\((P, \mathbb{Z})\) in map\((P, \mathbb{R})\) with vect(map\((P, \mathbb{R}_0)\)) = map\((P, \mathbb{R})\), and map\((P, \mathbb{Z}_0)\) = map\((P, \mathbb{Z})\) \cap map\((P, \mathbb{R}_0)\). Let \( x \in P \). Let \( y \in P \). Putting
\[
f^P_x(y) = \begin{cases} 1 & \text{if } y = x, \\ 0 & \text{if } y \neq x, \end{cases}
\]
we define an element \( f^P_x \in \text{map}(P, \mathbb{Z}_0) \). Note that the subset \( \{ f^P_x \mid x \in P \} \) of map\((P, \mathbb{Z}_0)\) is an \( \mathbb{R} \)-basis of map\((X, \mathbb{R})\), it is a \( \mathbb{Z} \)-basis of map\((P, \mathbb{Z})\), and map\((P, \mathbb{R}_0)\) = convcone\((\{ f^P_x \mid x \in P \})\). The dual basis of \( \{ f^P_x \mid x \in P \} \) is denoted by \( \{ f^{P\vee}_x \mid x \in P \} \).

Indeed, \( \{ f^{P\vee}_x \mid x \in P \} \) is a \( \mathbb{R} \)-basis of the dual vector space map\((P, \mathbb{R})^*\) of map\((P, \mathbb{R})\), it is a \( \mathbb{Z} \)-basis of the dual lattice map\((P, \mathbb{Z})^*\) of map\((P, \mathbb{Z})\), and map\((P, \mathbb{R}_0)^\vee = \text{convcone}(\{ f^{P\vee}_x \mid x \in P \})\).

A commutative ring with the identity element is called simply a ring. The identity element and the zero element of a ring are denoted 1 and 0 respectively. We assume that any ring homomorphism \( \lambda \) preserves the identity elements, in other words, the equality \( \lambda(1) = 1 \) holds.

Let \( R \) be any ring. We assume that for any \( R \)-module \( L \) and any element \( x \in L \), the equality \( 1x = x \) holds. The equality \( 1 = 0 \) holds, if and only if, \( R = \{ 0 \} \). We say that a subset \( S \) of \( R \) is a subring of \( R \), if \( 1 \in S \), \( a - b \in S \) for any \( a \in S \) and any \( b \in S \), and \( ab \in S \) for any \( a \in S \) and any \( b \in S \). We say that a subset \( I \) of \( R \) is an ideal of \( R \), if \( 0 \in I \), \( a - b \in I \) for any \( a \in I \) and any \( b \in I \), and \( ab \in I \) for any \( a \in I \) and any \( b \in R \). For any ideal \( I \) of \( R \), \( 1 \in I \), if and only if, \( I = R \). We say that an ideal \( I \) of \( R \) is prime, if \( 1 \not\in I \) and \( ab \not\in I \) for any \( a \in R - I \) and any \( b \in R - I \). We say that an ideal \( I \) of \( R \) is maximal, if \( 1 \not\in I \) and \( I = J \) for any ideal \( J \) of \( R \) satisfying \( 1 \notin J \) and \( I \subseteq J \). Any maximal ideal of \( R \) is a prime ideal of \( R \). \( R \) has at least one maximal ideal, if and only if, \( R \) has at least one prime ideal, if and only if, \( 1 \neq 0 \). Let \( X \) be any subset of \( R \) and let \( S \) be any subring of \( R \). The minimum ideal of \( R \) with respect to the inclusion relation containing \( X \) is denoted by \( XR \) or \( RX \). The minimum subring of \( R \) with respect to the inclusion relation containing \( S \) and \( X \) is denoted by \( S[X] \). In the case where \( X \) contains only one element \( x \), we
also write simply $xR$, $Rx$, $S[x]$, instead of $\{x\}R$, $R\{x\}$, $S\{x\}$ respectively. We say that $R$ is noetherian, if for any ideal $I$ of $R$, there exists a finite subset $X$ of $I$ with $I = XX$. We say an element $a \in R$ is invertible, if there exists an element $b \in R$ with $ab = 1$. The set of all invertible elements in $R$ is denoted by $R^\times$. $R^\times \subset R$ and $R^\times$ is an abelian group with respect the multiplication. We say that $R$ is reduced, if $a = 0$ for any $a \in R$ and any $i \in \mathbb{Z}_+$ satisfying $a^i = 0$. We say that $R$ is an integral domain, if $1 \neq 0$ and $a = 0$ or $b = 0$ for any $a \in R$ and any $b \in R$ satisfying $ab = 0$. We say that $R$ is a field, if $R$ is an integral domain and $R^\times = R - \{0\}$. Any ring with a unique maximal ideal is called a local ring.

We consider any $r \in \mathbb{Z}_0$ and any mapping $x : \{1, 2, \ldots, r\} \to R$. For any $s \in \{0, 1, \ldots, r\}$ we define inductively

$$\prod_{i=1}^{s} x(i) = \begin{cases} 1 & \text{if } s = 0, \\ (\prod_{i=1}^{s-1} x(i))x(s) & \text{if } s \neq 0. \end{cases}$$

Note that $\prod_{i=1}^{r} x(i) \in R$, $\prod_{i=1}^{r} x(i) = 1$ if $r = 0$ and $\prod_{i=1}^{r} x(i) = \prod_{i=1}^{r} x(\nu(i))$ for any bijective mapping $\nu : \{1, 2, \ldots, r\} \to \{1, 2, \ldots, r\}$.

We consider any finite set $J$ and any mapping $x : J \to R$. Let $r \in \mathbb{Z}_0$ be the number of elements in $J$. Choosing a bijective mapping $\nu : \{1, 2, \ldots, r\} \to J$, we define

$$\prod_{j \in J} x(j) = \prod_{i=1}^{r} x(\nu(i)) \in R.$$ 

Note that $\prod_{j \in J} x(j)$ does not depend on the choice of the bijective mapping $\nu : \{1, 2, \ldots, r\} \to J$ we used for the definition. If $J = \emptyset$, then $\prod_{j \in J} x(j) = 1$.

We call $\prod_{j \in J} x(j)$ the product of $x(j)$, $j \in J$.

Let $R$ be any ring and let $I$ be any ideal of $R$. There exist a ring $S$ and a surjective ring homomorphism $\lambda : R \to S$ such that $I = \lambda^{-1}(0)$. When a pair $(S, \lambda)$ satisfies this condition, we denote $S$ by a symbol $R/I$, we call the ring $R/I$ a residue
ring of $R$ by $I$ and we call $\lambda : R \to R/I$ the canonical homomorphism. If $T$ is a ring, $\mu : R \to T$ is a ring homomorphism satisfying $I \subset \mu^{-1}(0)$ and $\lambda : R \to R/I$ is the canonical homomorphism, then there exists uniquely a ring homomorphism $\nu : R/I \to T$ satisfying $\nu\lambda = \mu$. The ideal $I$ is prime, if and only if, the residue ring $R/I$ of $R$ by $I$ is an integral domain. The ideal $I$ is maximal, if and only if, the residue ring $R/I$ of $R$ by $I$ is a field.

A ring $R$ is an integral domain, if and only if, the subset $\{0\}$ of $R$ is a prime ideal of $R$.

A ring $R$ is a field, if and only if, the subset $\{0\}$ of $R$ is a maximal ideal of $R$, if and only if, the subset $\{0\}$ of $R$ is a prime ideal of $R$ and any ideal $I$ of $R$ satisfies $I = R$ or $I = \{0\}$. Any field is an integral domain, it is a local ring and it is noetherian.

Let $R$ be any integral domain. The ring $R$ is reduced. There exist a field $K$ and an injective ring homomorphism $\lambda : R \to K$ such that for any $c \in K$ there exist $a \in R - \{0\}$ and $b \in R$ satisfying $\lambda(ab) = \lambda(c)$. When the pair $(K, \lambda)$ satisfies this condition, we call $K$ a quotient field of $R$ and we call $\lambda : R \to K$ the canonical homomorphism. If $L$ is a field, $\mu : R \to L$ is an injective ring homomorphism, $K$ is a quotient field of $R$ and $\lambda : R \to K$ the canonical homomorphism, then there exists uniquely an injective ring homomorphism $\nu : K \to L$ satisfying $\nu\lambda = \mu$.

A ring $R$ is local, if and only if, $R - R^\times$ is an ideal of $R$. 
Let $R$ be any local ring. The unique maximal ideal of $R$ is denoted by $M(R)$. We have $R = R^\times \cup M(R), R^\times \cap M(R) = \emptyset$ and $1 \neq 0$. If $R$ is noetherian, then the Krull dimension $\dim R \in \mathbb{Z}_0$ of $R$ is defined. A local ring $R$ is called regular, if $R$ is noetherian, and the dimension $\dim R$ of $R$ is equal to the dimension of the residue module $M(R)/M(R)^2$ as a vector space over the residue field $R/M(R)$. It is known that a regular local ring is a unique factorization domain. A finite subset $P$ of a regular local ring $R$ is called a parameter system of $R$, if $P \subset M(R), PR = M(R)$, and $\sharp P = \dim R$.

Let $S$ be a ring. The pair $(R, \lambda)$ of a ring $R$ and a ring homomorphism $\lambda : S \to R$ is called an algebra over $S$, or an $S$-algebra. Let $(R, \lambda)$ and $(R', \lambda')$ be algebras over $S$. A ring homomorphism $\mu : R \to R'$ satisfying $\mu \lambda = \lambda'$ is called a homomorphism over $S$, an $S$-homomorphism or a homomorphism of $S$-algebras. A ring isomorphism $\mu : R \to R'$ satisfying $\mu \lambda = \lambda'$ is called an isomorphism over $S$, an $S$-isomorphism or an isomorphism of $S$-algebras. We say that $S$-algebras $(R, \lambda)$ and $(R', \lambda')$ are isomorphic as $S$-algebras, if there exists an isomorphism $\mu : R \to R'$ over $S$.

Consider $S$-algebras $(S, \text{id}_S)$ and $(R, \lambda)$. Note that if $\mu : S \to R$ is an isomorphism of $S$-algebras, then we have $\mu = \lambda$.

To avoid complication, often we avoid mentioning a ring homomorphism $\lambda : S \to R$ explicitly for an algebra $R$ over $S$. When $S$ is a subring of $R$, we consider the inclusion homomorphism $S \to R$. When an ideal $I$ of a ring $R$ is given, we consider the canonical surjective homomorphism $R \to R/I$ to the residue ring $R/I$ and we regard $R/I$ as an $R$-algebra. If $(R, \lambda)$ is an $S$-algebra and $(Q, \kappa)$ is an $R$-algebra, we consider the composition $\kappa \lambda : S \to Q$ and we regard $Q$ as an $S$-algebra.

Let $R$ be any noetherian local ring and let $I$ be any ideal of $R$. We assume either $I$ is contained in any maximal ideal of $R$, or $R$ is an integral domain and $I \neq R$. We call the projective limit $\lim_{\leftarrow \in \mathbb{Z}_+} R/I^i$ the completion of $R$ with respect to $I$. It is a ring containing $R$ as a subring. On the completion of $R$ we can define a Hausdorff topology called an $I$-adic topology.

Let $R$ be any noetherian local ring. We call the completion of $R$ with respect to $M(R)$ simply the completion of $R$, and we denote it by $R^c$. $R^c = \lim_{\leftarrow \in \mathbb{Z}_+} R/M(R)^i$. The ring $R^c$ is a noetherian local ring, it contains $R$ as a subring, $M(R) = M(R^c) \cap R, M(R^c) = M(R)R^c, \dim R^c = \dim R$, the induced homomorphism $R/M(R) \to R^c/M(R^c)$ by the inclusion homomorphism $R \to R^c$ is an isomorphism, $R^c$ is faithfully flat over $R$, for any prime ideal $p$ of $R$, there exists a prime ideal $q$ of $R^c$ satisfying $p = q \cap R$, and $R^c = (R^c)^c$. If, moreover, $R$ is regular, then $R^c$ is also regular, and any parameter system of $R$ is a parameter system of $R^c$.

We say that any noetherian local ring $R$ is complete, if $R = R^c$.

Consider any complete regular local rings $S$ and $S'$ containing a field $k$ as a subring. Rings $S$ and $S'$ are isomorphic as $k$-algebras, if and only if, $\dim S = \dim S'$ and residue fields $S/M(S)$ and $S'/M(S')$ are isomorphic as $k$-algebras. Assume that $\dim S = \dim S', \hat{\rho} : S/M(S) \to S'/M(S')$ is an isomorphism of $k$-algebras, $P$ is a parameter system of $S$, $P'$ is a parameter system of $S'$ and $\sigma : P \to P'$ is a bijective mapping. Then, there exists uniquely an isomorphism $\rho : S \to S'$ of $k$-algebras such that the morphism $S/M(S) \to S'/M(S')$ induced by $\rho$ coincides with $\hat{\rho}$ and $\rho(x) = \sigma(x)$ for any $x \in P$.

See Matsumura [20].
Let $k$ be any field. Let $A$ be any complete regular local ring such that $\dim A \geq 1$, $A$ contains $k$ as a subring, and the residue field $A/M(A)$ is isomorphic to $k$ as algebras over $k$. Let $P$ be any parameter system of $A$. We have $PA = M(A) \supset P$ and $\sharp P = \dim A$.

We fix the above notations, $k$, $A$ and $P$ throughout this article.

Let $\phi$ be any element of $A$. Then, there exists a unique element $c \in \text{map(map}(P, \mathbb{Z}_0), k)$ with

$$\phi = \sum_{\Lambda \in \text{map}(P, \mathbb{Z}_0)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}.$$ 

The infinite sum in the right-hand side is the limit with respect to the $M(A)$-adic topology on $A$. We take the unique element $c \in \text{map}(\text{map}(P, \mathbb{Z}_0), k)$ satisfying the above equality. The element $c$ depends on $\phi$ and $P$. Let $\Lambda \in \text{map}(P, \mathbb{Z}_0)$.

We call $\Lambda$ the index, $\prod_{x \in P} x^{\Lambda(x)} \in A$ a monomial over $P$, $c(\Lambda) \in k$ a coefficient of $\phi$, $c(\Lambda) \prod_{x \in P} x^{\Lambda(x)} \in A$ a term of $\phi$, and $\sum_{\Lambda \in \text{map}(P, \mathbb{Z}_0)} c(\Lambda)$ the degree of the index $\Lambda$, of the monomial $\prod_{x \in P} x^{\Lambda(x)}$, or of the term $c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}$. Note that $0 \in \text{map}(P, \mathbb{Z}_0)$. We denote $\phi(0) = c(0)$ and we call $\phi(0) \in k$, the constant term of $\phi$. $\phi - \phi(0) \in M(A)$.

We denote

$$\text{supp}(P, \phi) = \text{supp}(c) = \{\Lambda \in \text{map}(P, \mathbb{Z}_0) | c(\Lambda) \neq 0\},$$

and we call $\text{supp}(P, \phi)$ the support of $\phi$ over $P$. It is a subset of $\text{map}(P, \mathbb{Z}_0)$. Note that $\phi = 0 \iff c = 0 \iff \text{supp}(P, \phi) = \emptyset$.

Below, we consider the case $\phi \neq 0$ for a while.

We say that $\phi$ has normal crossings over $P$, if $\phi = u \prod_{x \in P} x^{\Lambda(x)}$ for some $\Lambda \in \text{map}(P, \mathbb{Z}_0)$ and some invertible element $u \in A^\times$. We say that $\phi$ has normal crossings, if $\phi$ has normal crossings over $Q$ for some parameter system $Q$ of $A$.

We define

$$\Gamma_+(P, \phi) = \text{conv(\text{supp}(P, \phi))) + \text{map}(P, \mathbb{R}_0),}$$

and call $\Gamma_+(P, \phi)$ the Newton polyhedron of $\phi$ over $P$. By definition we have $\Gamma_+(P, \phi) \subset \text{map}(P, \mathbb{R}_0) \subset \text{map}(P, \mathbb{R})$. We can show that there exists a non-empty finite subset $Y$ of $\text{supp}(P, \phi)$ with $\Gamma_+(P, \phi) = \text{conv}(Y) + \text{map}(P, \mathbb{R}_0)$, and $\Gamma_+(P, \phi)$ is a convex pseudo polyhedron in $\text{map}(P, \mathbb{R})$. (Lemma 10.12, Lemma 10.13.) By $V(\Gamma_+(P, \phi))$ we denote the union of all vertices (in other words, faces with dimension zero. See Definition 10.2 for the definition of vertices and faces.) of $\Gamma_+(P, \phi)$.

By definition we have

$$V(\Gamma_+(P, \phi)) = \{a \in \Gamma_+(P, \phi) \text{ there exists } \omega \in \text{map}(P, \mathbb{R}_0) \text{ such that for any } b \in \Gamma_+(P, \phi) \text{ with } \langle \omega, b \rangle = \langle \omega, a \rangle \text{ we have } b = a\}.$$ 

We call $V(\Gamma_+(P, \phi))$ the skeleton of $\Gamma_+(P, \phi)$. The set $V(\Gamma_+(P, \phi))$ is a non-empty finite subset of $\text{supp}(P, \phi)$, and $\Gamma_+(P, \phi) = \text{conv}(V(\Gamma_+(P, \phi))) + \text{map}(P, \mathbb{R}_0)$. We denote $c(\Gamma_+(P, \phi)) = \sharp V(\Gamma_+(P, \phi)) \in \mathbb{Z}_+$, and we call $c(\Gamma_+(P, \phi))$ the characteristic number of $\Gamma_+(P, \phi)$.

We know that $\Gamma_+(P, \phi)$ has only one vertex $\iff c(\Gamma_+(P, \phi)) = 1 \iff \phi$ has normal crossings over $P$, and that these equivalent conditions always hold, if $\dim A = 1$.

Let $\omega \in \text{map}(P, \mathbb{R}_0) \text{ be any element. We know that } \{\langle \omega, a \rangle | a \in \text{supp}(P, \phi)\} \subset \mathbb{R}_0$, the minimum element $\min\{\langle \omega, a \rangle | a \in \text{supp}(P, \phi)\}$
exists, and \( \min \{ \langle \omega, a \rangle | a \in \supp(P, \phi) \} = \min \{ \langle \omega, a \rangle | a \in \mathcal{V}(\Gamma_+(P, \phi)) \} \). We define

\[
\ord(P, \omega, \phi) = \min \{ \langle \omega, a \rangle | a \in \supp(P, \phi) \} \in \mathbb{R}_0,
\]

\[
\supp(P, \omega, \phi) = \{ a \in \supp(P, \phi) | \langle \omega, a \rangle = \ord(P, \omega, \phi) \} \subset \supp(P, \phi),
\]

\[
in(P, \omega, \phi) = \sum_{\Lambda \in \supp(P, \omega, \phi)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)} \in A.
\]

We consider the case \( \phi = 0 \). We introduce a symbol \( \infty \) satisfying the following conditions: for any \( t \in \mathbb{R} \), we have \( \infty > t, \infty \geq t, \infty \neq t, t < \infty, t \leq \infty, t \neq \infty, \infty + t = t + \infty = \infty \), and moreover \( \infty + \infty = \infty \). Let \( \omega \in \map(P, \mathbb{R}_0)^\vee \) be any element. We define

\[
\ord(P, \omega, 0) = \infty,
\]

\[
in(P, \omega, 0) = 0.
\]

Let \( \omega \in \map(P, \mathbb{R}_0)^\vee \) be any element. In the general case including the case of \( \phi = 0 \), we have defined \( \ord(P, \omega, \phi) \in \mathbb{R}_0 \cup \{ \infty \} \) and \( \in(P, \omega, \phi) \in A \). We call \( \ord(P, \omega, \phi) \in \mathbb{R}_0 \cup \{ \infty \} \) the order of \( \phi \) over \( P \) with respect to \( \omega \). By definition, \( \ord(P, \omega, \phi) = \infty \) if and only if \( \phi = 0 \). We call \( \in(P, \omega, \phi) \) the initial sum of \( \phi \) over \( P \) with respect to \( \omega \). By definition \( \in(P, \omega, \phi) = 0 \) if and only if \( \phi = 0 \).

Let \( F \) be any subset of \( \map(P, \mathbb{R}) \). We denote

\[
\ps(P, F, \phi) = \begin{cases}
\sum_{\Lambda \in \supp(P, \phi) \cap F} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)} & \text{if } \supp(P, \phi) \cap F \neq \emptyset, \\
0 & \text{if } \supp(P, \phi) \cap F = \emptyset,
\end{cases}
\]

and we call \( \ps(P, F, \phi) \in A \) the partial sum of \( \phi \) over \( P \) with respect to \( F \).

Here we assume \( \dim A \geq 2 \) for a while. Again, we assume \( \phi \neq 0 \). In addition, let \( z \) be any element of \( P \).

Note that for any \( a \in \mathcal{V}(\Gamma_+(P, \phi)) \), we have \( \langle f_z^{P_\phi}, a \rangle \in \mathbb{Z}_0 \). We define

\[
\height(z, \Gamma_+(P, \phi)) = \max \{ \langle f_z^{P_\phi}, a \rangle | a \in \mathcal{V}(\Gamma_+(P, \phi)) \} - \min \{ \langle f_z^{P_\phi}, a \rangle | a \in \mathcal{V}(\Gamma_+(P, \phi)) \} \in \mathbb{Z}_0,
\]

and we call \( \height(z, \Gamma_+(P, \phi)) \) the height of \( \Gamma_+(P, \phi) \) with respect to \( z \), or simply \( z \)-height of \( \Gamma_+(P, \phi) \). It is a non-negative integer. By definition, \( \height(z, \Gamma_+(P, \phi)) = 0 \) if and only if the value \( \langle f_z^{P_\phi}, a \rangle \) does not depend on \( a \in \mathcal{V}(\Gamma_+(P, \phi)) \).

Let \( a \in \mathcal{V}(\Gamma_+(P, \phi)) \). We say that \( \{ a \} \) is a \( z \)-top vertex of \( \Gamma_+(P, \phi) \), if \( \langle f_z^{P_\phi}, a \rangle = \max \{ \langle f_z^{P_\phi}, b \rangle | b \in \mathcal{V}(\Gamma_+(P, \phi)) \} \). We say that \( \{ a \} \) is a \( z \)-bottom vertex of \( \Gamma_+(P, \phi) \), if \( \langle f_z^{P_\phi}, a \rangle = \min \{ \langle f_z^{P_\phi}, b \rangle | b \in \mathcal{V}(\Gamma_+(P, \phi)) \} \).

Any element \( \phi \) in \( A \) such that \( \phi = z^h + \sum_{i=0}^{h-1} \phi'(i) z^i \) for some \( h \in \mathbb{Z}_0 \) and some mapping \( \phi' : \{ 0, 1, \ldots, h-1 \} \to M(A') \) is called a \( z \)-Weierstrass polynomial over \( P \), and the integer \( h \) is called degree of \( \phi \).

We say that \( \Gamma_+(P, \phi) \) is of \( z \)-Weierstrass type, if there exists \( a \in \Gamma_+(P, \phi) \) satisfying the equality \( \langle f_z^{P_\phi}, a \rangle = \ord(P, f_z^{P_\phi}, \phi) \) for any \( x \in P \setminus \{ z \} \).

Let \( b = \ord(P, f_z^{P_\phi}, \phi) \in \mathbb{Z}_0 \) and let \( h = \height(z, \Gamma_+(P, \phi)) \in \mathbb{Z}_0 \). Let \( A' \) denote the completion of \( k[P \setminus \{ z \}] \) with respect to the maximal ideal \( k[P \setminus \{ z \}] \cap M(A) \).

The ring \( A' \) is a local subring of \( A \) and \( M(A') = M(A) \cap A' = (P \setminus \{ z \}) A' \). The completion of \( A'[z] \) with respect to the prime ideal \( z A'[z] \) is isomorphic to \( A \) as \( A'[z] \)-algebras. The set \( P \setminus \{ z \} \) is a parameter system of \( A' \).

Under the assumption that \( \Gamma_+(P, \phi) \) is of \( z \)-Weierstrass type, by Weierstrass’ preparation theorem we know the following (Lemma \[10.13.8\]):
(1) height($z, \Gamma_+(P, \phi)$) = 0 $\Leftrightarrow$ $\Gamma_+(P, \phi)$ has only one vertex $\Leftrightarrow$ $c(\Gamma_+(P, \phi)) = 1$ $\Leftrightarrow$ $\phi$ has normal crossings over $P$.

(2) The Newton polyhedron $\Gamma_+(P, \phi)$ has a unique $z$-top vertex. Below, by $\{a_1\}$ we denote the unique $z$-top vertex of $\Gamma_+(P, \phi)$.

(3) Consider any $a \in \Gamma_+(P, \phi)$. The equality $(f_P^{\nu^o}, a) = \text{ord}(P, f_P^{\nu^o}, \phi)$ holds for any $x \in P - \{z\} \Leftrightarrow a - a_1 \in \mathbb{R}_0 f_P^P$.

(4) $(f_P^{\nu^o}, a_1) = b + h$.

(5) There exist uniquely an invertible element $u \in A^\times$ and a mapping $\phi' : \{0, 1, \ldots, h - 1\} \to M(A')$ satisfying

$$\phi = uz^b \prod_{x \in P - \{z\}} x^{(f_P^{\nu^o}, a_1)}(z^h + \sum_{i=0}^{h-1} \phi'(i)z^i),$$

and $\phi'(0) \neq 0$ if $h > 0$.

Under the above notations we know that the following two conditions are equivalent (Lemma [10.13.9]):

(1) The Newton polyhedron $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type.

(2) There exist uniquely an invertible element $u \in A^\times$, a mapping $c : P \to \mathbb{Z}_0$, an invertible element $y \in A^\times$, and a mapping $\phi' : \{0, 1, \ldots, g - 1\} \to M(A')$ satisfying

$$\phi = u \prod_{x \in P} x^{c(x)}(z^g + \sum_{i=0}^{g-1} \phi'(i)z^i),$$

and $\phi'(0) \neq 0$ if $g > 0$.

The concept of $z$-removable faces is very important.

Assume that $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type. Let $b$, $h$ and $A'$ be the same as above. By $\{a_1\}$ we denote the unique $z$-top vertex of $\Gamma_+(P, \phi)$. Assume moreover that $h > 0$. Under these assumptions we can give the definition of $z$-removable faces.

A subset $F$ of map($P, \mathbb{R}$) is a face of $\Gamma_+(P, \phi)$, if and only if, there exists $\omega \in \text{map}(P, \mathbb{R})^\vee$ such that $F = \{a \in \Gamma_+(P, \phi) | \langle \omega, a \rangle = \text{ord}(P, \omega, \phi)\}$. Any face of $\Gamma_+(P, \phi)$ is a non-empty closed subset of $\Gamma_+(P, \phi)$, and is a convex pseudo polyhedron. (See Definition [10.2].)

Let $F$ be a face of $\Gamma_+(P, \phi)$. We say that $F$ is $z$-removable, if $a_1 \in F$ and there exist an invertible element $u \in A^\times$ and an element $\chi \in M(A')$ satisfying $\chi \neq 0$ and

$$\text{ps}(P, F, \phi) = u z^b \prod_{x \in P - \{z\}} x^{(f_P^{\nu^o}, a_1)}(z + \chi)^h.$$ 

We would like to explain the relation between the concept of $z$-removable faces and Hironaka’s maximal contact here. We assume that the field $k$ has characteristic zero, and consider any $z$-Weierstrass polynomial $\psi \in A$ of positive degree. We take the unique pair of a positive integer $h$ and a mapping $\psi' : \{0, 1, \ldots, h - 1\} \to M(A')$ satisfying the equality $\psi = z^h + \sum_{i=0}^{h-1} \psi'(i)z^i$. Let $\hat{z} = z + (\psi'(h - 1)/h) \in M(A)$ and let $\hat{P} = \{\hat{z}\} \cup (P - \{z\})$. We know that $\hat{P}$ is a parameter system of $A$ and the Newton polyhedron $\Gamma_+(\hat{P}, \psi)$ is of $\hat{z}$-Weierstrass type and has no $\hat{z}$-removable faces. Now, we assume moreover that $\psi$ has multiplicity $h$, in other words, $\psi \in M(A)^h - M(A)^{h+1}$. This condition is equivalent to that $\psi'(i) \in M(A')^{h-i}$ for any
We know that the smooth subscheme Spec($A/\hat{z}A$) of Spec($A$) is Hironaka’s maximal contact of the subscheme Spec($A/\psi A$). (See Giraud [10].)

Note that we cannot define the element $\hat{z} = z + (\psi'(h-1)/h) \in A$, if the characteristic of $k$ is positive and the characteristic divides $h$.

The concept of $z$-simple is also very important.

We say that $\Gamma_+(P, \phi)$ is $z$-simple, if $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type and any compact face $F$ of $\Gamma_+(P, \phi)$ satisfies $\dim F \leq 1$.

If $\dim A = 2$, then always $\Gamma_+(P, \phi)$ is $z$-simple. If $\Gamma_+(P, \phi)$ is $z$-simple, then $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type.

3. Basic scheme theory

We develop the basic scheme theory. By $k$ we denote any field.

Let $\Sigma$ be a scheme. Any pair $(\Gamma, \gamma)$ where $\Gamma$ is a scheme and $\gamma: \Gamma \to \Sigma$ is a morphism of schemes is called a scheme over $\Sigma$, or a $\Sigma$-scheme, and $\gamma$ is called the structure morphism of $\Sigma$-scheme $\Gamma$. Let $(\Gamma, \gamma)$ and $(\Gamma', \gamma')$ be $\Sigma$-schemes. A morphism $\tau: \Gamma \to \Gamma'$ of schemes satisfying $\gamma' \tau = \gamma$ is called a morphism over $\Sigma$, a $\Sigma$-morphism or a morphism of $\Sigma$-schemes. An isomorphism $\tau: \Gamma \to \Gamma'$ of schemes satisfying $\gamma' \tau = \gamma$ is called an isomorphism over $\Sigma$, a $\Sigma$-isomorphism or an isomorphism of $\Sigma$-schemes. We say that two $\Sigma$-schemes $(\Gamma, \gamma)$ and $(\Gamma', \gamma')$ are isomorphic, if there exists an isomorphism $\tau: \Gamma \to \Gamma'$ over $\Sigma$.

In case where a ring $R$ is given, we say that a scheme over $R$, an $R$-scheme, a morphism over $R$, an $R$-morphism, a morphism of $R$-schemes, an isomorphism over $R$, an $R$-isomorphism, an isomorphism of $R$-schemes, instead of, a scheme over Spec($R$), a Spec($R$)-scheme, a morphism over Spec($R$), a Spec($R$)-morphism, a morphism of Spec($R$)-schemes, an isomorphism over Spec($R$), a Spec($R$)-isomorphism, an isomorphism of Spec($R$)-schemes, respectively.

Let $\Sigma$ be a scheme, and let $\alpha \in \Sigma$ be a point. For any open subset $U$ of $\Sigma$ containing $\alpha$ we have the restriction homomorphism $O_{\Sigma}(U) \to O_{\Sigma(U),\alpha}$ from the ring of regular functions $O_{\Sigma}(U)$ on $U$ to the local ring $O_{\Sigma,\alpha}$ of $\Sigma$ at $\alpha$. The restriction homomorphisms define the canonical morphism $\text{Spec}(O_{\Sigma,\alpha}) \to \Sigma$ of schemes.

Let $\Sigma$ be an irreducible scheme. There exists a unique point $\alpha \in \Sigma$ such that $\{\alpha\}$ is dense in $\Sigma$. The unique point satisfying this condition is denoted by $[\Sigma]$, and we call $[\Sigma]$ the generic point of $\Sigma$. If moreover, $\Sigma$ is irreducible and reduced, then the local ring $O_{\Sigma,[\Sigma]}$ of $\Sigma$ at $[\Sigma]$ is a field, and we call $O_{\Sigma,[\Sigma]}$ the function field of $\Sigma$.

Let $\Gamma$ and $\Sigma$ be an irreducible schemes, $\gamma: \Gamma \to \Sigma$ a morphism of schemes. We say that $\gamma$ is dominant, if the image $\gamma(\Gamma)$ is dense in $\Sigma$. If $\gamma$ is dominant, then for any non-empty open set $V$ of $\Gamma$ and any non-empty open set $U$ of $\Sigma$ with $\gamma(V) \subset U$ the homomorphism $\gamma^*: O_{\Sigma}(U) \to O_{\Gamma}(V)$ is injective, and an injective homomorphism $\gamma^*: O_{\Sigma,[\Sigma]} \to O_{\Gamma,[\Gamma]}$ between the local rings at the generic point is induced. We say that $\gamma$ is birational, if it is dominant and the induced homomorphism $\gamma^*: O_{\Sigma,[\Sigma]} \to O_{\Gamma,[\Gamma]}$ is an isomorphism. For any $\alpha \in \Sigma$ the canonical morphism $\text{Spec}(O_{\Sigma,\alpha}) \to \Sigma$ is dominant and birational, since $\Sigma$ is irreducible.

A scheme over $k$ which is separated, irreducible, reduced and of finite type over $k$ is called a variety over $k$, or $k$-variety. Any $k$-variety is a noetherian scheme.
Let $\Sigma$ be any $k$-scheme, and let $\alpha \in \Sigma$ be any point. Note that the structure morphism defines an injective ring homomorphism $k \to O_{\Sigma,\alpha}$, and $O_{\Sigma,\alpha}$ is a $k$-algebra. The point $\alpha \in \Sigma$ is called $k$-valued, if the residue field $O_{\Sigma,\alpha}/M(O_{\Sigma,\alpha})$ is isomorphic to $k$ as $k$-algebras. The set of all $k$-valued points on $\Sigma$ is denoted by $\Sigma(k)$. $\Sigma(k) \subset \Sigma$, and the topology on $\Sigma$ defines the relative topology on $\Sigma(k)$.

For any $\alpha \in \Sigma(k)$ and any $\phi \in O_{\Sigma,\alpha}$ we can define the value $\phi(\alpha) \in k$ of a function $\phi$ at a point $\alpha$ belonging to $k$, and $\phi - \phi(\alpha) \in M(O_{\Sigma,\alpha})$.

If the local ring $O_{\Sigma,\alpha}$ of a scheme $\Sigma$ at a point $\alpha \in \Sigma$ is noetherian and regular, then we say that $\Sigma$ is smooth at $\alpha \in \Sigma$. We say that a scheme $\Sigma$ is smooth, if $\Sigma$ is smooth at any point $\alpha \in \Sigma$.

Let $\Sigma$ be any scheme, and let $I$ be any ideal sheaf in the structure sheaf $O_{\Sigma}$, in other words, any sheaf of $O_{\Sigma}$-modules which is a subsheaf of $O_{\Sigma}$. The ideal sheaf $I$ is called locally principal, if for any $\alpha \in \Sigma$ there exists $\phi \in O_{\Sigma,\alpha}$ such that $\phi$ is not a zero-divisor of $O_{\Sigma,\alpha}$ and $I_\alpha = \phi O_{\Sigma,\alpha}$, where $I_\alpha$ denotes the stalk of $I$ at $\alpha$. Note that for any scheme $\Gamma$ and for any morphism $\gamma : \Gamma \to \Sigma$ of schemes, the pull-back $\gamma^*I$ of $I$ as an ideal sheaf is defined, and $\gamma^*I$ is a sheaf of $O_{\Gamma}$-modules which is a subsheaf of $O_{\Gamma}$.

Grothendieck showed that there exists a scheme $\Sigma'$ and a morphism $\sigma : \Sigma' \to \Sigma$ satisfying the following universal mapping property:

1. The ideal sheaf $\sigma^*I$ is locally principal.
2. If $\Gamma$ is a scheme, $\gamma : \Gamma \to \Sigma$ is a morphism, and the ideal sheaf $\gamma^*I$ is locally principal, then there exists a unique morphism $\tau : \Gamma \to \Sigma'$ with $\sigma \tau = \gamma$.

By the universal mapping property we know that the pair $(\Sigma', \sigma)$ satisfying the above conditions is unique up to isomorphism of schemes over $\Sigma$. The pair $(\Sigma', \sigma)$ satisfying the above conditions is called the blowing-up with center in an ideal sheaf $I$, or the blowing-up with center in $\Phi$, where $\Phi$ denotes the closed subscheme of $\Sigma$ defined by the ideal sheaf $I$. Note that any closed subscheme of $\Sigma$ has a unique ideal sheaf in $O_{\Sigma}$ defining it. If $I$ is locally principal, then $\sigma$ is an isomorphism.

Let $(\Sigma', \sigma)$ be the blowing-up with center in $I$. By $\Phi$ we denote the closed subscheme of $\Sigma$ defined by the ideal sheaf $I$. We call the inverse image $\sigma^{-1}(\Phi)$ the exceptional divisor of $\sigma$. By Grothendieck’s description we know moreover the following:

1. The morphism $\sigma$ is surjective. The exceptional divisor of $\sigma$ is a subscheme of $\Sigma'$ of codimension one defined by the locally principal ideal sheaf $\sigma^*I$, and the induced morphism $\sigma : \Sigma' - \sigma^{-1}(\Phi) \to \Sigma - \Phi$ is an isomorphism.
2. If $\Sigma$ is locally noetherian, then $\sigma$ is proper.
3. If $\Sigma$ is separated, then $\Sigma'$ is also separated. If $\Sigma$ is noetherian, then $\Sigma'$ is also noetherian.
4. If $\Sigma$ is irreducible, then $\Sigma'$ is also irreducible and $\sigma$ is birational.
5. If $\Sigma$ is a $k$-variety, then $\Sigma'$ is also a $k$-variety.
6. If $\Sigma$ and $\Phi$ are smooth, then $\Sigma'$ and $\sigma^{-1}(\Phi)$ are also smooth. If $\Sigma$ and $\Phi$ are smooth and irreducible, then $\Sigma'$ and $\sigma^{-1}(\Phi)$ are also smooth and irreducible.
Let \( \Sigma \) be any separated irreducible noetherian smooth scheme with \( \dim \Sigma \geq 1 \). We denote
\[
\text{prm}(\Sigma) = \text{The set of non-empty closed irreducible reduced subschemes of codimension one of } \Sigma,
\]
\[
\text{div}(\Sigma) = \text{map}'(\text{prm}(\Sigma), \mathbb{Z}) = \{ \Delta \in \text{map}(\text{prm}(\Sigma), \mathbb{Z}) | \text{supp}(\Delta) \text{ is a finite set.} \},
\]
\[
\text{div}(\Sigma)_0 = \text{map}'(\text{prm}(\Sigma), \mathbb{Z}_0) = \{ \Delta \in \text{map}(\text{prm}(\Sigma), \mathbb{Z}_0) | \text{supp}(\Delta) \text{ is a finite set.} \},
\]
\[
\text{div}(\Sigma)_0' = \text{The union of the set of non-empty closed subschemes of codimension one of } \Sigma \text{ and } \{ \text{the empty subscheme} \}.
\]
We know that \( \text{div}(\Sigma) \) is a subgroup of \( \text{map}(\text{prm}(\Sigma), \mathbb{Z}) \), and \( \text{div}(\Sigma)_0 \) is a semigroup of \( \text{div}(\Sigma) \) containing 0 and generating \( \text{div}(\Sigma) \). We call \( \text{div}(\Sigma) \) the divisor group of \( \Sigma \). Any element of \( \text{div}(\Sigma) \) is called a divisor of \( \Sigma \), and any element of \( \text{prm}(\Sigma) \) is called a prime divisor of \( \Sigma \). Let \( \Delta \) be a divisor of \( \Sigma \). Any element \( \Lambda \in \text{ prm}(\Sigma) \) with \( \Delta(\Lambda) \neq 0 \) is called a component of \( \Delta \). The set of all components of a divisor \( \Delta \) is denoted by \( \text{comp}(\Delta) \), which is a finite set of prime divisors. For any \( \Lambda \in \text{ prm}(\Sigma) \) the integer \( \Delta(\Lambda) \) is called the multiplicity of \( \Lambda \) in \( \Delta \). The divisor \( \Delta \) is effective, if and only if, for any prime divisor \( \Lambda \) of \( \Sigma \) the multiplicity \( \Delta(\Lambda) \) of \( \Lambda \) in \( \Delta \) is non-negative.

The union of all components of \( \Delta \) is denoted by \( \text{supp}(\Delta) \), and we call \( \text{supp}(\Delta) \) the support of \( \Delta \).

For any \( \Gamma \in \text{div}(\Sigma)_0' \), the ideal sheaf in \( \mathcal{O}_\Sigma \) defining \( \Gamma \) is locally principal. Conversely, for any locally principal ideal sheaf \( \mathcal{I} \) in \( \mathcal{O}_\Sigma \), there exists a unique element \( \Gamma \in \text{div}(\Sigma)_0' \) whose defining ideal sheaf is equal to \( \mathcal{I} \). Thus, the set \( \text{div}(\Sigma)_0' \) is identified with the set of locally principal ideal sheaves in \( \mathcal{O}_\Sigma \). The empty subscheme in \( \text{div}(\Sigma)_0' \) is identified with \( \mathcal{O}_\Sigma \) itself.

We have a unique one-to-one correspondence \( \Phi : \text{div}(\Sigma)_0' \to \text{div}(\Sigma)_0' \) satisfying the following conditions: Let \( \Gamma \in \text{div}(\Sigma)_0' \). We write \( \Delta = \Phi(\Gamma) \in \text{div}(\Sigma)_0' \). By \( \mathcal{I} \) we denote the ideal sheaf in \( \mathcal{O}_\Sigma \) defining \( \Gamma \). For any \( \Lambda \in \text{ prm}(\Sigma) \) by \( \mathcal{J}_\Lambda \) we denote the ideal sheaf in \( \mathcal{O}_{\mathcal{I}} \) defining \( \Lambda \). Then, we have \( \mathcal{I} = \prod_{\Lambda \in \text{comp}(\Delta)} \mathcal{J}_\Lambda^{\Delta(\Lambda)} \). If \( \Gamma \in \text{div}(\Sigma)_0' \) and \( \Delta = \Phi(\Gamma) \in \text{div}(\Sigma)_0' \), then the set of irreducible reduced components of \( \Gamma \) is equal to \( \text{comp}(\Delta) \), and \( \Gamma_{\text{red}} = \text{supp}(\Delta) \), where \( \Gamma_{\text{red}} \) denotes the reduced subscheme corresponding to \( \Gamma \). Using \( \Phi : \text{div}(\Sigma)_0' \to \text{div}(\Sigma)_0' \) we identify \( \text{div}(\Sigma)_0' \) and \( \text{div}(\Sigma)_0' \). The empty scheme is identified with 0.

Let \( \Gamma \) and \( \Sigma \) be separated irreducible noetherian smooth schemes with \( \dim \Gamma \geq 1 \) and \( \dim \Sigma \geq 1 \), and let \( \gamma : \Gamma \to \Sigma \) be a dominant morphism. Since \( \gamma \) is dominant, we know that the pull-back \( \gamma^* \mathcal{I} \) of any locally principal ideal sheaf \( \mathcal{I} \) in \( \mathcal{O}_\Sigma \) by \( \gamma \) is a locally principal ideal sheaf in \( \mathcal{O}_\Gamma \). Thus, we can define a semigroup homomorphism
\[
\gamma^* : \text{div}(\Sigma)_0 \to \text{div}(\Gamma)_0
\]
such that if \( \Delta \in \text{div}(\Sigma)_0 \), and the ideal sheaf defining \( \Delta \) is \( \mathcal{I} \), then the ideal sheaf \( \gamma^* \mathcal{I} \) defines \( \gamma^* \Delta \in \text{div}(\Gamma)_0 \). We know \( \gamma^* 0 = 0 \). We have a unique group homomorphism
\[
\gamma^* : \text{div}(\Sigma) \to \text{div}(\Gamma),
\]
extending \( \gamma^* : \text{div}(\Sigma)_0 \to \text{div}(\Gamma)_0 \). For any divisor \( \Delta \in \text{div}(\Sigma) \), the divisor \( \gamma^* \Delta \in \text{div}(\Gamma) \) is called the pull-back of \( \Delta \) by \( \gamma \). If \( \Delta \) is effective, then \( \gamma^* \Delta \) is also effective.

Let \( \Gamma \) and \( \Sigma \) be separated irreducible noetherian smooth schemes with \( \dim \Gamma \geq 1 \) and \( \dim \Sigma \geq 1 \); and let \( \gamma : \Gamma \to \Sigma \) be a surjective birational morphism, and let \( \Lambda \) be any prime divisor of \( \Sigma \). Since \( \gamma \) is surjective and birational, we have a unique
component $\Lambda'$ of $\gamma^*\Lambda$ with $\gamma(\Lambda') = \Lambda$. This unique component $\Lambda'$ is called the strict transform of $\Lambda$ by $\gamma$. The multiplicity of $\Lambda'$ in $\gamma^*\Lambda$ is always equal to one.

Let $\Sigma$ be a separated irreducible noetherian smooth scheme with $\dim \Sigma \geq 1$; let $\Delta$ be an effective divisor of $\Sigma$, and let $\alpha \in \Sigma$ be a point. Since $\Sigma$ is irreducible, the canonical morphism $\Spec(\mathcal{O}_{\Sigma, \alpha}) \to \Sigma$ is dominant. The inclusion homomorphism from $\mathcal{O}_{\Sigma, \alpha}$ to its completion $\mathcal{O}_{\Sigma, \alpha}^c$ is faithfully flat, and the induced morphism $\Spec(\mathcal{O}_{\Sigma, \alpha}^c) \to \Spec(\mathcal{O}_{\Sigma, \alpha})$ of affine schemes is surjective. Their composition $\delta : \Spec(\mathcal{O}_{\Sigma, \alpha}^c) \to \Sigma$ is defined, it is dominant, and the pull-back $\delta^*\Delta$ of $\Delta$ by this composition morphism $\delta$ is defined. We say that $\Delta$ has normal crossings at $\alpha \in \Sigma$, if there exist a parameter system $P$ of the completion $\mathcal{O}_{\Sigma, \alpha}^c$ of the local ring $\mathcal{O}_{\Sigma, \alpha}$ of $\Sigma$ at $\alpha$, and an element $\Lambda \in \text{map}(P, \mathbb{Z}_0)$ such that $\delta^*\Delta = \Spec(\mathcal{O}_{\Sigma, \alpha}/\prod_{x \in P} x^{\Lambda(x)} \mathcal{O}_{\Sigma, \alpha})$.

We say that $\Delta$ has normal crossings or $\Delta$ is a normal crossing divisor, if it has normal crossings at any point of $\Sigma$.

Here we give the definition of the concept of normal crossing schemes over an algebraically closed field and introduce some notations associated with it. We assume that the field $k$ is algebraically closed below in this section.

A pair $(\Sigma, \Delta)$, satisfying the following five conditions is called a normal crossing scheme over $k$.

(1) The first item $\Sigma$ is a separated irreducible noetherian smooth scheme over $k$ with $\dim \Sigma \geq 1$ such that any closed point $\alpha \in \Sigma$ is a $k$-valued point.

(2) The second item $\Delta$ is a non-zero effective normal crossing divisor of $\Sigma$.

We use the following notations: The set of components of $\Delta$ is denoted by $\text{comp}(\Delta)$. For any point $\alpha \in \Sigma$ we denote $\text{comp}(\Delta)(\alpha) = \{\Lambda \in \text{comp}(\Delta) | \alpha \in \Lambda\}$, and $(\Delta)_0 = \{\alpha \in \Sigma | \sharp \text{comp}(\Delta)(\alpha) = \dim \Sigma\}$. For any $\alpha \in (\Delta)_0$ we write $U(\Sigma, \Delta, \alpha) = \Sigma - (\bigcup_{\Lambda \in \text{comp}(\Delta) - \text{comp}(\Delta)(\alpha)} \Lambda)$.

We write simply $U(\alpha)$, instead of $U(\Sigma, \Delta, \alpha)$, when we need not refer to the pair $(\Sigma, \Delta)$.

(3) For any non-empty subset $Q$ of $\text{comp}(\Delta)$ with $\bigcap_{\Lambda \in Q} \Lambda \neq \emptyset$, the intersection scheme $\bigcap_{\Lambda \in Q} \Lambda$ is irreducible and smooth.

(4) For any non-empty subset $Q$ of $\text{comp}(\Delta)$ with $\bigcap_{\Lambda \in Q} \Lambda \neq \emptyset$, there exists $\alpha \in (\Delta)_0$ such that $Q \subseteq \text{comp}(\Delta)(\alpha)$.

(5) For any $\alpha \in (\Delta)_0$, $U(\alpha)$ is an affine open subset of $\Sigma$.

Let $(\Sigma, \Delta)$ be a normal crossing scheme over $k$. We call $\Sigma$ the support of $(\Sigma, \Delta)$. For any $\alpha \in (\Delta)_0$, we consider a mapping $\xi_{\alpha} : \text{comp}(\Delta)(\alpha) \to \mathcal{O}_\Sigma(U(\alpha))$.

Let $\alpha \in (\Delta)_0$. If $\xi_{\alpha}$ satisfies the following two conditions, then we call $\xi_{\alpha}$ a coordinate system of $(\Sigma, \Delta)$ at $\alpha$:

(1) For any $\Lambda \in \text{comp}(\Delta)(\alpha)$ we have $\Lambda \cap U(\alpha) = \Spec(\mathcal{O}_\Sigma(U(\alpha))/\xi_{\alpha}(\Lambda)\mathcal{O}_\Sigma(U(\alpha)))$. 
(2) For any $k$-valued point $\beta \in U(\alpha)(k)$, the set \[ \{ \xi_\alpha(\Lambda) - \xi_\alpha(\Lambda)(\beta) | \Lambda \in \text{comp}(\Delta)(\alpha) \} \]

is a parameter system of the local ring $O_{U(\alpha),\beta}$.

If $\xi_\alpha$ is a coordinate system of $(\Sigma, \Delta)$ at $x$ for any $x \in (\Delta)_0$, then we call the collection $\xi = \{ \xi_\alpha | x \in (\Delta)_0 \}$ a coordinate system of $(\Sigma, \Delta)$. For a coordinate system $\xi$ of $(\Sigma, \Delta)$ we denote the element of $\xi$ corresponding to $x \in (\Delta)_0$ by $\xi_x$.

A triplet $(\Sigma, \Delta, \xi)$ such that the pair $(\Sigma, \Delta)$ is a normal crossing scheme over $k$ and $\xi$ is a coordinate system of $(\Sigma, \Delta)$ is called a coordinated normal crossing scheme over $k$.

Example 3.1. Let $A$ be any complete regular local ring such that $A$ contains $k$ as a subring, the residue field $A/M(A)$ is isomorphic to $k$ as $k$-algebras, and $\dim A \geq 1$; let $P$ be any parameter system of $A$; and let $\Lambda \in \text{map}(P, \mathbb{Z}_+)$.

Note that $M(A) \in \text{Spec}(A)$ and $M(A)$ is the unique closed point of $\text{Spec}(A)$.

Let $\Delta = \text{Spec}(A/\prod_{x \in P} x^{A(x)}A)$. The pair $(\text{Spec}(A), \Delta)$ is a normal crossing scheme over $k$. We have $(\Delta)_0 = \{ M(A) \}$, $\text{comp}(\Delta) = \text{comp}(\Delta)(M(A)) = \{ \text{Spec}(A/xA) | x \in P \}$, and $U(\text{Spec}(A), \Delta, M(A)) = \text{Spec}(A)$. For any $x \in P$, we put $\xi_{M(A)}(\text{Spec}(A/xA)) = x$. We obtain a mapping $\xi_{M(A)} : \text{comp}(\Delta)(M(A)) \to O_{\text{Spec}(A)}(U(\text{Spec}(A), \Delta, M(A)))$. The mapping $\xi_{M(A)}$ is a coordinate system of $(\text{Spec}(A), \Delta)$ at $M(A)$, and the triplet $(\text{Spec}(A), \Delta, \{ \xi_{M(A)} \})$ is a coordinated normal crossing scheme over $k$.

Note that $P$ is algebraically independent over $k$. We consider the subring $k[P]$ of $A$. We denote $M_0 = k[P] \cap M(A)$. Note that $M_0 = Pk[P], M_0 \in \text{Spec}(k[P])$ and $M_0$ is a closed point of $\text{Spec}(k[P])$. Let $\Delta = \text{Spec}(k[P]/\prod_{x \in P} x^{A(x)}k[P])$. The pair $(\text{Spec}(k[P]), \Delta)$ is a normal crossing scheme over $k$. We have $(\Delta)_0 = \{ M_0 \}$, $\text{comp}(\Delta) = \text{comp}(\Delta)(M_0) = \{ \text{Spec}(k[P]/xk[P]) | x \in P \}$, and $U(\text{Spec}(k[P]), \Delta, M_0) = \text{Spec}(k[P])$. For any $x \in P$, we put $\xi_{M_0}(\text{Spec}(k[P]/xk[P])) = x$. We obtain a mapping $\xi_{M_0} : \text{comp}(\Delta)(M_0) \to O_{\text{Spec}(k[P])}(U(\text{Spec}(k[P]), \Delta, M_0))$. The mapping $\xi_{M_0}$ is a coordinate system of $(\text{Spec}(k[P]), \Delta)$ at $M_0$, and the triplet $(\text{Spec}(k[P]), \Delta, \{ \xi_{M_0} \})$ is a coordinated normal crossing scheme over $k$.

The four lemmas below easily follow from definitions.

Lemma 3.2. Let $(\Sigma, \Delta)$ be a normal crossing scheme over $k$.

1. The set $\text{comp}(\Delta)$ is non-empty and finite.

2. For any non-empty subset $Q$ of $\text{comp}(\Delta)$ with $\bigcap_{\Lambda \in Q} \Lambda \neq \emptyset$, $\bigcap_{\Lambda \in Q} \Lambda$ is a closed irreducible smooth subscheme of $\Sigma$, and $\dim \bigcap_{\Lambda \in Q} \Lambda = \dim \Sigma - \sharp Q$.

3. The set $(\Delta)_0$ is a non-empty finite set of $k$-valued points of $\Sigma$.

4. For $\alpha \in (\Delta)_0$ and $\beta \in (\Delta)_0$, $\text{comp}(\Delta)(\alpha) = \text{comp}(\Delta)(\beta)$, if and only if, $\alpha = \beta$.

5. $\Sigma = \bigcup_{\alpha \in (\Delta)_0} U(\alpha)$.

6. For any open set $U$ of $\Sigma$ with $\Sigma(k) \subset U$, we have $U = \Sigma$.

Let $Q$ be any subset of $\text{comp}(\Delta)$ with $\sharp Q \geq 2$ and $\bigcap_{\Lambda \in Q} \Lambda \neq \emptyset$. We denote $\Phi = \bigcap_{\Lambda \in Q} \Lambda$, and the blowing-up with center in $\Phi$ by $\sigma : \Sigma' \to \Sigma$. Furthermore, by $\Theta'$ we denote the exceptional divisor of $\sigma$, and by $\Lambda'$ we denote the strict transform of $\Lambda \in \text{comp}(\Delta)$ by $\sigma$ for any $\Lambda \in \text{comp}(\Delta)$.

7. The pair $(\Sigma', \sigma^*\Delta)$ is a normal crossing scheme over $k$.

8. $\Theta' \in \text{comp}(\sigma^*\Delta). \text{comp}(\sigma^*\Delta) = \{ \Lambda' | \Lambda \in \text{comp}(\Delta) \}$. $\sharp \text{comp}(\sigma^*\Delta) = \sharp \text{comp}(\Delta) + 1$. 


(9) For any $\Lambda \in \text{comp}(\Delta) - Q$, we have $\sigma^*\Lambda = \Lambda'$. For any $\Lambda \in Q$, we have $\sigma^*\Lambda = \Lambda' + \Theta'$.

(10) $\sigma((\sigma^*\Delta)_0) = (\Delta)_0$.

(11) For any $\alpha \in (\Delta)_0$ with $\alpha \notin \Phi$, we have $\sharp(\sigma^{-1}(\alpha) \cap (\sigma^*\Delta)_0) = 1$, and the unique element $\alpha'$ in $\sigma^{-1}(\alpha) \cap (\sigma^*\Delta)_0$ satisfies $\{\alpha'\} = \bigcap_{\Lambda \in \text{comp}(\Delta)(\alpha)} \Lambda'$, $\text{comp}(\sigma^*\Delta)(\alpha') = \{\Lambda' | \Lambda \in \text{comp}(\Delta)(\alpha)\}$, and $U(\Sigma', \sigma^*\Delta, \alpha') = \sigma^{-1}(U(\Sigma, \Delta, \alpha))$.

If moreover, a mapping $\xi_\alpha : \text{comp}(\Delta)(\alpha) \to O_{\Sigma}(U(\Sigma, \Delta, \alpha))$ is a coordinate system of $(\Sigma, \Delta)$ at $\alpha$, then there exists a unique coordinate system $\xi'_{\alpha'} : \text{comp}(\sigma^*\Delta)(\alpha') \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'))$ of $(\Sigma', \sigma^*\Delta)$ at $\alpha'$ satisfying $\sigma^*(\xi_\alpha(\Lambda)) = \xi'_{\alpha'}(\Lambda')$ for any $\Lambda \in \text{comp}(\Delta)(\alpha)$, where $\sigma^* : O_{\Sigma}(U(\Sigma, \Delta, \alpha)) \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'))$ denotes the ring homomorphism induced by $\sigma$.

(12) For any $\alpha \in (\Delta)_0$ with $\alpha \notin \Phi$, we have $\sharp(\sigma^{-1}(\alpha) \cap (\sigma^*\Delta)_0) = \sharp Q \geq 2$, and there exists a unique one-to-one mapping $\alpha' : Q \to \sigma^{-1}(\alpha) \cap (\sigma^*\Delta)_0$ such that for any $\Xi \in Q$ we have $\{\alpha'(\Xi)\} = \Theta' \cap \bigcap_{\Lambda \in \text{comp}(\Delta)(\alpha) - \{\Xi\}} \Lambda'$, $\text{comp}(\sigma^*\Delta)(\alpha'(\Xi)) = \{\Theta'\} \cup \{\Lambda' | \Lambda \in \text{comp}(\Delta)(\alpha) - \{\Xi\}\}$, and $U(\Sigma', \sigma^*\Delta, \alpha'(\Xi)) = \sigma^{-1}(U(\Sigma, \Delta, \alpha)) - \Xi'$.

If moreover, a mapping $\xi_\alpha : \text{comp}(\Delta)(\alpha) \to O_{\Sigma}(U(\Sigma, \Delta, \alpha))$ is a coordinate system of $(\Sigma, \Delta)$ at $\alpha$, then for any $\Xi \in Q$, there exists a unique coordinate system $\xi'_{\alpha'(\Xi)} : \text{comp}(\sigma^*\Delta)(\alpha'(\Xi)) \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'(\Xi)))$ of $(\Sigma', \sigma^*\Delta)$ at $\alpha'(\Xi)$ satisfying

$$\sigma^*(\xi_\alpha(\Lambda)) = \begin{cases} 
\xi'_{\alpha'(\Xi)}(\Theta') & \text{if } \Lambda = \Xi, \\
\xi'_{\alpha'(\Xi)}(\Lambda') \xi'_{\alpha'(\Xi)}(\Theta') & \text{if } \Lambda \in Q - \{\Xi\}, \\
\xi'_{\alpha'(\Xi)}(\Lambda') & \text{if } \Lambda \in \text{comp}(\Delta)(\alpha) - Q, 
\end{cases}$$

for any $\Lambda \in \text{comp}(\Delta)(\alpha)$, where $\sigma^* : O_{\Sigma}(U(\Sigma, \Delta, \alpha)) \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'(\Xi)))$ denotes the ring homomorphism induced by $\sigma$.

Let $(\Sigma, \Delta)$ be a normal crossing scheme over $k$.

We call a non-empty closed subscheme $\Phi$ of $\Sigma$ such that there exists a non-empty subset $Q$ of $\text{comp}(\Delta)$ satisfying $\Phi = \bigcap_{\Lambda \in Q} \Lambda$ a stratum of $\Delta$. We call a blowing-up whose center is a stratum of $\Delta$ an admissible blowing-up over $\Delta$.

Let $Q$ be any subset of $\text{comp}(\Delta)$ with $\sharp Q \geq 2$ and $\bigcap_{\Lambda \in Q} \Lambda \neq \emptyset$. Let $\sigma : \Sigma' \to \Sigma$ denote the admissible blowing-up with center in $\bigcap_{\Lambda \in Q} \Lambda$. We call the normal crossing scheme $(\Sigma', \sigma^*\Delta)$ over $k$ the pull-back of $(\Sigma, \Delta)$ by $\sigma$. Let $\alpha' \in (\sigma^*\Delta)_0$ be any element, and let $\xi_{\sigma(\alpha')} : \text{comp}(\Delta)(\sigma(\alpha')) \to O_{\Sigma}(U(\Sigma, \Delta, \sigma(\alpha'))) \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'))$ be a coordinate system of $(\Sigma, \Delta)$ at $\sigma(\alpha')$. We have the coordinate system $\xi'_{\alpha'} : \text{comp}(\Delta)(\alpha') \to O_{\Sigma}(U(\Sigma', \sigma^*\Delta, \alpha'))$ of $(\Sigma', \sigma^*\Delta)$ at $\alpha'$ described in Lemma 3.2.11 or Lemma 3.2.12. The coordinate system $\xi'_{\alpha'}$ is called the transformed coordinate system of $\xi_{\sigma(\alpha')}$. Let $\xi = \{\xi_\alpha | \alpha \in (\Delta)_0\}$ be a coordinate system of $(\Sigma, \Delta)$. We denote $\sigma^*\xi = \{\xi'_{\alpha'} | \alpha' \in (\sigma^*\Delta)_0\}$, and call $\sigma^*\xi$ the transformed coordinate system of $\xi$ by $\sigma$. Note that triplets $(\Sigma, \Delta, \xi)$ and $(\Sigma', \sigma^*\Delta, \sigma^*\xi)$ are coordinated normal crossing scheme over $k$. We call the coordinated normal crossing scheme $(\Sigma', \sigma^*\Delta, \sigma^*\xi)$ over $k$ the pull-back of $(\Sigma, \Delta, \xi)$ by $\sigma$. 

Let \( \Sigma' \) be a scheme, and let \( \sigma : \Sigma' \to \Sigma \) be a morphism. We call \( \sigma \) an \textit{admissible composition of \textit{blowing-\textit{ups over \( \Delta \)}}} if there exist a non-negative integer \( m \), \((m+1)\) of normal crossing schemes \((\Sigma(i), \Delta(i))\), \( i \in \{0, 1, \ldots, m\} \), and \( m \) of morphisms \( \sigma(i) : \Sigma(i) \to \Sigma(i-1), i \in \{1, 2, \ldots, m\} \) satisfying the following two conditions:

1. \( \Sigma(0) = \Sigma, \Delta(0) = \Delta, \Sigma(m) = \Sigma' \) and \( \sigma = \sigma(1)\sigma(2) \cdots \sigma(m) \).

2. For any \( i \in \{1, 2, \ldots, m\} \), \( \sigma(i) \) is an admissible blowing-up over \( \Delta(i-1) \) and \( \Delta(i) = \sigma(i)^* \Delta(i-1) \).

If moreover, the center of \( \sigma(i) \) has codimension two for any \( i \in \{1, 2, \ldots, m\} \), then we call \( \sigma \) an admissible composition of blowing-ups \textit{with centers of codimension two over \( \Delta \)}.

\textbf{Lemma 3.3.} 1. Let \( (\Sigma, \Delta) \) be a normal crossing scheme over \( k \); let \( \Sigma' \) be a scheme, and let \( \sigma : \Sigma' \to \Sigma \) be an admissible composition of blowing-ups over \( \Delta \). Then, the pair \( (\Sigma', \sigma^* \Delta) \) is a normal crossing scheme over \( k \).

2. Let \( (\Sigma, \Delta, \xi) \) be a coordinated normal crossing scheme over \( k \); let \( \Sigma' \) be a scheme, and let \( \sigma : \Sigma' \to \Sigma \) be an admissible composition of blowing-ups over \( \Delta \). Assume that \( m \in \mathbb{Z}_{\geq 0}, (m+1) \) of normal crossing schemes \((\Sigma(i), \Delta(i))\), \( i \in \{0, 1, \ldots, m\} \), and \( m \) of morphisms \( \sigma(i) : \Sigma(i) \to \Sigma(i-1), i \in \{1, 2, \ldots, m\} \) satisfy the above two conditions. We write \( \sigma^* \xi = \sigma(m)^* \sigma(m-1)^* \cdots \sigma(1)^* \xi \). Then, the triplet \( (\Sigma', \sigma^* \Delta, \sigma^* \xi) \) is a coordinated normal crossing scheme over \( k \), and the coordinate system \( \sigma^* \xi \) of \( (\Sigma', \sigma^* \Delta) \) does not depend on the choice of \( m \in \mathbb{Z}_{\geq 0}, (m+1) \) of normal crossing schemes \((\Sigma(i), \Delta(i))\), \( i \in \{0, 1, \ldots, m\} \), and \( m \) of morphisms \( \sigma(i) : \Sigma(i) \to \Sigma(i-1), i \in \{1, 2, \ldots, m\} \) satisfying the above two conditions. We call \( \sigma^* \xi \) the \textit{transformed coordinate system} of \( \xi \) by \( \sigma \). We call the coordinated normal crossing scheme \( (\Sigma', \sigma^* \Delta, \sigma^* \xi) \) over \( k \) the \textit{pull-back} of \( (\Sigma, \Delta, \xi) \) by \( \sigma \).

\textbf{Lemma 3.4.} Let \( (\Sigma, \Delta) \) and \( (\Sigma, \Delta') \) be normal crossing schemes over \( k \) with the same support \( \Sigma \) such that \( \text{supp}(\Delta) \subset \text{supp}(\Delta') \).

1. \( \text{comp}(\Delta) \subset \text{comp}(\Delta') \).

2. \( \text{comp}(\Delta)(\alpha) \subset \text{comp}(\Delta')(\alpha) \) for any \( \alpha \in \Sigma \).

3. \( \Delta_0 \subset (\Delta')_0 \).

4. For any \( \beta \in (\Delta')_0 \) there exists \( \alpha \in (\Delta)_0 \) with \( \beta \in U(\Sigma, \Delta, \alpha) \).

5. If \( \beta \in (\Delta')_0 \), \( \alpha \in (\Delta)_0 \) and \( \beta \in U(\Sigma, \Delta, \alpha) \), then \( U(\Sigma, \Delta', \beta) \subset U(\Sigma, \Delta, \alpha) \).

6. If \( \text{supp}(\Delta) = \text{supp}(\Delta') \), then \( \text{comp}(\Delta) = \text{comp}(\Delta') \), \( \text{comp}(\Delta)(\alpha) = \text{comp}(\Delta')(\alpha) \) for any \( \alpha \in \Sigma \), \( (\Delta)_0 = (\Delta')_0 \), and \( U(\Sigma, \Delta', \alpha) = U(\Sigma, \Delta, \alpha) \) for any \( \alpha \in (\Delta)_0 \).

Let \( \xi = \{ \xi_\alpha | \alpha \in (\Delta)_0 \} \) be a coordinate system of \( (\Sigma, \Delta) \).
Lemma 3.5. Recall that \( k \) denotes any algebraically closed field. Let \( A \) be any complete regular local ring such that \( A \) contains \( k \) as a subring, the residue field

(7) If \( \text{supp}(\Delta) = \text{supp}(\Delta') \), then \((\Sigma, \Delta', \xi)\) is a coordinated normal crossing scheme over \( k \).

Let \((\Sigma, \Delta)\) and \((\Sigma, \Delta')\) be normal crossing schemes over \( k \) with the same support \( \Sigma \) such that \( \text{supp}(\Delta) \subseteq \text{supp}(\Delta') \). Let \( \xi = \{ \xi_\alpha | \alpha \in (\Delta)_0 \} \) be a coordinate system of \((\Sigma, \Delta)\). For any \( \alpha \in (\Delta)_0 \) we have \( \xi_\alpha : \text{comp}(\Delta)(\alpha) \rightarrow \mathcal{O}_2(U(\Sigma, \Delta, \alpha)) \).

If for any \( \beta \in (\Delta')_0 \), there exists \( \alpha \in (\Delta)_0 \) and a coordinate system \( \xi'_\beta : \text{comp}(\Delta')(\beta) \rightarrow \mathcal{O}_2(U(\Sigma, \Delta', \beta)) \) of \((\Sigma, \Delta')\) at \( \beta \) such that \( \beta \in U(\Sigma, \Delta, \alpha) \) and for any \( \lambda' \in \text{comp}(\Delta')(\beta) \cap \text{comp}(\Delta)(\alpha), \xi'_\beta(\lambda') = \text{res}_{U(\Sigma, \Delta', \beta)}^{U(\Sigma, \Delta, \alpha)}(\xi_\alpha(\lambda')) \) where \( \text{res}_{U(\Sigma, \Delta', \beta)}^{U(\Sigma, \Delta, \alpha)} : \mathcal{O}_2(U(\Sigma, \Delta, \alpha)) \rightarrow \mathcal{O}_2(U(\Sigma, \Delta', \alpha)) \) denotes the restriction homomorphism, then we say that the coordinate system \( \xi \) is extendable to \((\Sigma, \Delta')\). In the case where \( \xi \) is extendable to \((\Sigma, \Delta')\), choosing an element \( \alpha \in (\Delta)_0 \) and a coordinate system \( \xi'_\beta : \text{comp}(\Delta')(\beta) \rightarrow \mathcal{O}_2(U(\Sigma, \Delta', \beta)) \) of \((\Sigma, \Delta')\) at \( \beta \) such that \( \beta \in U(\Sigma, \Delta, \alpha) \) and \( \xi'_\beta(\lambda') = \text{res}_{U(\Sigma, \Delta', \beta)}^{U(\Sigma, \Delta, \alpha)}(\xi_\alpha(\lambda')) \) for any \( \lambda' \in \text{comp}(\Delta')(\beta) \cap \text{comp}(\Delta)(\alpha) \), we define a coordinate system \( \xi'_\beta \) of \((\Sigma, \Delta')\) at \( \beta \) for any \( \beta \in (\Delta')_0 \). We call \( \xi' = \{ \xi'_\beta | \beta \in (\Delta')_0 \} \) an extension of \( \xi \) to \((\Sigma, \Delta')\).

Let \((\Sigma, \Delta, \xi)\) be a coordinated normal crossing scheme over \( k \). Let \( \Sigma' \) be a scheme, and let \( \sigma : \Sigma' \rightarrow \Sigma \) be a morphism. We call \( \sigma \) a weakly admissible composition of blowing-ups over the pair \((\Delta, \xi)\), if there exist a non-negative integer \( m \), \( m + 1 \) of coordinated normal crossing schemes \((\Sigma(i), \Delta(i), \xi(i)), i \in \{0, 1, \ldots, m\}, \) and \( \) of morphisms \( \sigma(i) : \Sigma(i) \rightarrow \Sigma(i - 1), i \in \{1, 2, \ldots, m\} \) satisfying the following three conditions:

(1) \( \Sigma(0) = \Sigma, \Delta(0) = \Delta, \xi(1) = \xi, \Sigma(m) = \Sigma' \) and \( \sigma = \sigma(1) \sigma(2) \cdots \sigma(m) \).
(2) For any \( i \in \{1, 2, \ldots, m\} \), \( \sigma(i) \) is an admissible blowing-up over \( \Delta(i - 1) \) and \( \text{supp}(\Delta(i)) \supset \text{supp}(\sigma(i) \Delta(i - 1)) \).
(3) For any \( i \in \{1, 2, \ldots, m\} \), the coordinate \( \sigma^* \xi(i - 1) \) of \((\Sigma(i), \Delta(i), \xi(i))\) is extendable to \((\Sigma(i), \Delta(i))\), and \( \xi(i) \) is an extension of \( \sigma^* \xi(i - 1) \) to \((\Sigma(i), \Delta(i))\).

If moreover, the center of \( \sigma(i) \) has codimension two for any \( i \in \{1, 2, \ldots, m\} \), then we call \( \sigma \) a weakly admissible composition of blowing-ups with centers of codimension two over \((\Sigma, \Delta, \xi)\).

Let \((\Sigma, \Delta, \xi)\) and \((\Sigma', \Delta', \xi')\) be a coordinated normal crossing schemes over \( k \). Let \( \sigma : \Sigma' \rightarrow \Sigma \) a weakly admissible composition of blowing-ups over \((\Delta, \xi)\). We say that \((\Sigma', \Delta', \xi')\) is an extended pull-back of \((\Sigma, \Delta, \xi)\) by \( \sigma \), if there exist a non-negative integer \( m \), \( m + 1 \) of coordinated normal crossing schemes \((\Sigma(i), \Delta(i), \xi(i)), i \in \{0, 1, \ldots, m\}, \) and \( \) of morphisms \( \sigma(i) : \Sigma(i) \rightarrow \Sigma(i - 1), i \in \{1, 2, \ldots, m\} \) satisfying the following three conditions:

(1) \( \Sigma(0) = \Sigma, \Delta(0) = \Delta, \xi(1) = \xi, \Sigma(m) = \Sigma' \) and \( \sigma = \sigma(1) \sigma(2) \cdots \sigma(m) \).
(2) For any \( i \in \{1, 2, \ldots, m\} \), \( \sigma(i) \) is an admissible blowing-up over \( \Delta(i - 1) \) and \( \text{supp}(\Delta(i)) \supset \text{supp}(\sigma(i) \Delta(i - 1)) \).
(3) For any \( i \in \{1, 2, \ldots, m\} \), the coordinate \( \sigma^* \xi(i - 1) \) of \((\Sigma(i), \Delta(i), \xi(i))\) is extendable to \((\Sigma(i), \Delta(i))\), and \( \xi(i) \) is an extension of \( \sigma^* \xi(i - 1) \) to \((\Sigma(i), \Delta(i))\).
A/M(A) is isomorphic to k as algebras over k, and dim A ≥ 2, let P be any
parameter system of A, and let z ∈ P be any element.

Let A′ denote the completion of k[P − {z}] with respect to the maximal ideal
k[P − {z}] ∩ M(A). The ring A′ is a local subring of A and M(A′) = M(A) ∩ A′ =
(P − {z})A′. The completion of A′[z] with respect to the prime ideal zA′[z] is
isomorphic to A as A′[z]-algebras. The set P − {z} is a parameter system of A′.

Let σ′ : Σ′ → Spec(A′) be any composition of finite blowing-ups with centers
in closed irreducible smooth subschemes. We consider a morphism Spec(A) →
Spec(A′) induced by the inclusion ring homomorphism A′ → A, the product scheme
Σ = Σ′ ×Spec(A′) Spec(A), the projection σ : Σ → Spec(A), and the projection
π : Σ → Σ′. We know the following:

(1) The morphism σ is a composition of finite blowing-ups with centers in closed
irreducible smooth subschemes.

(2) The pull-back σ′ Spec(A/zA) of the prime divisor Spec(A/zA) of Spec(A)
by σ is a smooth prime divisor of Σ, and σ′ Spec(A/zA) ∩ σ′(M(A)) = σ−1(M(A)).

(3) The projection π : Σ → Σ′ induces an isomorphism σ′ Spec(A/zA) → Σ′.

Let Δ = Spec(A/ ∏x∈P xA), and let Δ′ = Spec(A′/ ∏x∈P−{z} xA′). For any
x ∈ P, we put ξM(A)(Spec(A/xA)) = x. We obtain a coordinate system ξM(A) :
comp(Δ)(M(A)) → OSpec(A)U(Spec(A), Δ, M(A)) of (Spec(A), Δ) at M(A), and a coor-
dinate system ξ = {ξM(A)} of (Spec(A), Δ). For any x ∈ P − {z} we put
ξ′M(A′)(Spec(A′/xA′)) = x. We obtain a coordinate system ξM(A′) : comp(Δ′)(M(A′)) → OSpec(A′)U(Spec(A′), Δ′, M(A′)) of (Spec(A′), Δ′) at M(A′), and a coor-
dinate system ξ′ = {ξM(A′)} of (Spec(A′), Δ′).

(4) If σ′ is an admissible composition of blowing-ups over Δ′, then σ is an
admissible composition of blowing-ups over Δ.

(5) If σ′ is a weakly admissible composition of blowing-ups over (Δ′, ξ′), then
σ is a weakly admissible composition of blowing-ups over (Δ, ξ).

Below we assume that σ′ is a weakly admissible composition of blowing-ups over
(Δ′, ξ′), and we consider any extended pull-back (Σ′, Δ′, ξ′) of a coordinated normal
crossing scheme (Spec(A′), Δ′, ξ′) by σ′. We denote Δ = π ∗ Δ′ + σ ∗ Spec(A/zA) ∈
div(Σ).

(6) The pair (Σ, Δ) is a normal crossing scheme over k. (Δ)0 = π−1((Δ′)0) ∩
σ ∗ Spec(A/zA). For any α ∈ (Δ)0 we have π(α) ∈ (Δ′)0. The mapping
π : (Δ)0 → (Δ′)0 induced by π is bijective.

(7) For any α ∈ (Δ)0, we have comp(Δ)(α) = {π ∗ Λ|Λ ∈ comp(Δ′)(π(α))} ∪
{σ ∗ Spec(A/zA)}, and U(Σ, Δ, α) = π−1(U(Σ′, Δ′, π(α))).

Consider any α ∈ (Δ)0. We put ξα(π ∗ Λ) = π∗(ξ∗α(Λ)) for any Λ ∈ comp(Δ′)(
π(α)), and we put ξα(σ ∗ Spec(A/zA)) = σ ∗ (z). We have a mapping ξα : comp(Δ)(α)
→ OSU(Σ, Δ, α). Let ξ = {ξα|α ∈ (Δ)0}.

(8) For any α ∈ (Δ)0 the mapping ξα is a coordinate system of (Σ, Δ) at α,
and ξ is a coordinate system of (Σ, Δ).

4. Main results

We state our main results. Their proofs will be given in Section 20 and Section 21.

We fix notations used throughout this section.
Let $k$ be any algebraically closed field; let $A$ be any complete regular local ring such that $A$ contains $k$ as a subring, the residue field $A/M(A)$ is isomorphic to $k$ as $k$-algebras, and $\dim A \geq 2$; let $P$ be any parameter system of $A$, and let $z \in P$ be any element.

Let $A'$ denote the completion of $k[P - \{z\}]$ with respect to the maximal ideal $k[P - \{z\}] \cap M(A)$. The ring $A'$ is a local subring of $A$ and $M(A') = M(A) \cap A' = (P - \{z\})A'$. The completion of $A'[z]$ with respect to the prime ideal $zA'[z]$ is isomorphic to $A$ as $A'[z]$-algebras. The set $P - \{z\}$ is a parameter system of $A'$.

Let $\Delta = \text{Spec}(A/\prod_{x \in P} xA)$, and $\Delta' = \text{Spec}(A'/\prod_{x \in P - \{z\}} xA')$. We define a coordinate system $\xi_{M(A)} : \text{comp}(\Delta) \to A$ of the normal crossing scheme (Spec$(A), \Delta$) at $M(A)$ by putting $\xi_{M(A)}(\text{Spec}(A/xA)) = x$ for any $x \in P$. Let $\xi = \{\xi_{M(A)}\}$. We define a coordinate system $\xi'_{M(A')} : \text{comp}(\Delta') \to A'$ of the normal crossing scheme (Spec$(A'), \Delta'$) at $M(A')$ by putting $\xi'_{M(A')}(\text{Spec}(A'/xA')) = x$ for any $x \in P - \{z\}$. Let $\xi' = \{\xi'_{M(A')}\}$. The triplets $(\text{Spec}(A), \Delta, \xi)$ and $(\text{Spec}(A'), \Delta', \xi')$ are coordinate normal crossing schemes over $k$.

For any $\phi \in A$ with $\phi \neq 0$ the Newton polyhedron $\Gamma_+(P, \phi)$ of $\phi$ over $P$ is defined.

Furthermore, we denote

$$PW(1) = \{\phi \in A| \phi = u \prod_{\chi \in \mathcal{X}} (z + \chi)^{a(\chi)} \prod_{x \in P - \{z\}} x^{b(x)}\}$$

for some $u \in A^\times$, some finite subset $\mathcal{X}$ of $M(A)'$, some mapping $a : \mathcal{X} \to \mathbb{Z}_+$, and some mapping $b : P - \{z\} \to \mathbb{Z}_+$.

For any $h \in \mathbb{Z}_+$ with $h \geq 2$, we denote

$$W(h) = \{\phi \in A| \phi = z^h + \sum_{i=0}^{h-1} \phi'(i)z^i\}$$

for some mapping $\phi' : \{0, 1, \ldots, h - 1\} \to M(A')$ satisfying

$$\chi^h + \sum_{i=0}^{h-1} \phi'(i)\chi^i \neq 0 \text{ for any } \chi \in M(A').\}$$

$$PW(h) = \{\phi \in A| \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1).\},$$

$$RW(h) = \{\phi \in A| \text{with } \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that } \Gamma_+(P, \psi) \text{ has no } z\text{-removable faces}.\},$$

$$SW(h) = \{\phi \in A| \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that } \Gamma_+(P, \psi) \text{ has no } z\text{-removable faces, and } \Gamma_+(P, \phi) \text{ is } z\text{-simple}.\}.$$
For the proof of our main theorem below, we apply the theory of convex sets and the theory of torus embeddings. By our main theorem any element in $SW(h)$ is reduced to an element in $PW(g)$ with $g < h$.

**Theorem 4.1.** For any $h \in \mathbb{Z}_+ \cap h \geq 2$ and any $\phi \in SW(h)$, there exist a smooth scheme $\Sigma$ over $Spec(A)$ and an admissible composition of blowing-ups $\sigma : \Sigma \to Spec(A)$ with centers of codimension two over $\Delta$ such that for any closed point $\alpha \in \Sigma$ with $\sigma(\alpha) = M(A)$, there exist $\beta \in (\sigma^*\Delta)_0$, an isomorphism $\rho : O^c_{\Sigma, \alpha} \to A$ of $k$-algebras, and $g \in \mathbb{Z}_+$ satisfying the following four conditions:

1. $\alpha \in U(\Sigma, \sigma^*\Delta, \beta)$.
2. $\rho(P) = P$.
3. $\rho\sigma^*(\phi) \in PW(g)$.
4. $g < h$.

By the theorem below any element in $PW(h)$ is reduced to an element in $RW(h)$.

**Theorem 4.2.** For any $h \in \mathbb{Z}_+ \cap h \geq 2$ and any $\phi \in PW(h)$, there exists an element $\chi \in M(A')$ satisfying $\rho(\phi) \in RW(h)$ where $\rho$ denotes the unique isomorphism $\rho : A \to A$ of $k$-algebras satisfying $\rho(z + \chi) = z$ and $\rho(x) = x$ for any $x \in P - \{z\}$.

We would like to solve the following problem:

**Problem 4.3.** Show that for any $\phi \in A$ with $\phi \neq 0$, there exists a weakly admissible composition of blowing-ups $\sigma : \Sigma \to Spec(A)$ over $(\Delta, \xi)$ and an extended pull-back $(\Sigma, \Delta, \xi)$ of the coordinated normal crossing scheme $(Spec(A), \Delta, \xi)$ by $\sigma$ satisfying $\text{supp}(\sigma^*(Spec(A)/\phi A + \Delta)) \subset \text{supp}(\Delta)$.

Note here that dim $A' = \text{dim } A - 1 < \text{dim } A$, and any $\phi' \in A'$ with $\phi' \neq 0$ has normal crossings over $P'$ if dim $A' = 2$. Therefore, we decide that we use induction on dim $A$, and we can assume the following claim (*):

(*) For any $\phi' \in A'$ with $\phi' \neq 0$, there exists a weakly admissible composition of blowing-ups $\sigma' : \Sigma' \to Spec(A')$ over $(\Delta', \xi')$ and an extended pull-back $(\Sigma', \Delta', \xi')$ of the coordinated normal crossing scheme $(Spec(A'), \Delta', \xi')$ by $\sigma'$ satisfying $\text{supp}(\sigma'^*(Spec(A'/\phi' A' + \Delta'))) \subset \text{supp}(\Delta')$.

In the case of dim $A = 2$, putting $(\Sigma', \Delta', \xi') = (Spec(A'), \Delta', \xi')$ and considering the identity morphism $\sigma' : \Sigma' \to Spec(A') = \Sigma'$, we know that $\sigma'$ is a weakly admissible composition of blowing-ups over $(\Delta', \xi')$ and $\text{supp}(\sigma'^*(Spec(A'/\phi' A' + \Delta'))) \subset \text{supp}(\Delta')$ for any $\phi' \in A'$ with $\phi' \neq 0$.

Let $\sigma' : \Sigma' \to Spec(A')$ be any weakly admissible composition of blowing-ups over $(\Delta', \xi')$, and let $(\Sigma', \Delta', \xi')$ be an extended pull-back of the coordinated normal crossing scheme $(Spec(A'), \Delta', \xi')$ by $\sigma'$. We consider a morphism $Spec(A) \to Spec(A')$ induced by the inclusion ring homomorphism $A' \to A$, the product scheme $\Sigma = \Sigma' \times_{Spec(A')} Spec(A)$, the projection $\sigma : \Sigma \to Spec(A)$, and the projection $\pi : \Sigma \to \Sigma'$. We know the following (See Lemma 3.5.):

1. The morphism $\sigma$ is a weakly admissible composition of blowing-ups over $(\Delta, \xi)$.
(2) The pull-back $\sigma^*\text{Spec}(A/zA)$ of the prime divisor $\text{Spec}(A/zA)$ of $\text{Spec}(A)$ by $\sigma$ is a smooth prime divisor of $\Sigma$, and $\sigma^*\text{Spec}(A/zA) \supset \sigma^{-1}(M(A))$.

(3) The projection $\pi : \Sigma \to \Sigma'$ induces an isomorphism $\sigma^*\text{Spec}(A/zA) \to \Sigma'$.

Let $\tilde{\Delta} = \pi^*\Delta' + \sigma^*\text{Spec}(A/zA)$.

(4) The pair $(\Sigma, \tilde{\Delta})$ is a normal crossing scheme over $k$. $(\tilde{\Delta})_0 = \pi^{-1}((\Delta')_0) \cap \sigma^*\text{Spec}(A/zA)$. For any $\alpha \in (\tilde{\Delta})_0$, we have $\pi(\alpha) \in (\Delta')_0$. The mapping $\pi : (\tilde{\Delta})_0 \to (\Delta')_0$ induced by $\pi$ is bijective.

(5) For any $\alpha \in (\tilde{\Delta})_0$, we have $\text{comp}(\Delta)(\alpha) = \{\pi^*\Lambda|\Lambda \in \text{comp}(\Delta')(\pi(\alpha))\} \cup \{\sigma^*\text{Spec}(A/zA)\}$, and $U(\Sigma, \Delta, \alpha) = \pi^{-1}(U(\Sigma', \Delta', \pi(\alpha)))$.

Consider any $\alpha \in (\tilde{\Delta})_0$. We put $\xi_\alpha(\pi^*\Lambda) = \pi^*(\xi_{\pi(\alpha)}(\Lambda))$ for any $\Lambda \in \text{comp}(\Delta')(\pi(\alpha))$, and we put $\xi_\alpha(\sigma^*\text{Spec}(A/zA))) = \sigma^*(z)$. We have a mapping $\xi_\alpha : \text{comp}(\Delta)(\alpha) \to O_{\Sigma}(U(\Sigma, \Delta, \alpha))$. Let $\xi = \{\xi_\alpha|\alpha \in (\tilde{\Delta})_0\}$.

(6) For any $\alpha \in (\tilde{\Delta})_0$, $\xi_\alpha$ is a coordinate system of $(\Sigma, \tilde{\Delta})$ at $\alpha$, and $\xi$ is a coordinate system of $(\Sigma, \tilde{\Delta})$.

By the theorem below any element in $RW(h)$ is reduced to an element in $SW(h)$ or an element in $PW(g)$ with $g < h$.

**Theorem 4.4.** Assume the above $(\ast)$. For any $h \in \mathbb{Z}_+$ with $h \geq 2$ and any $\phi \in RW(h)$, there exist a smooth scheme $\Sigma'$ over $\text{Spec}(A')$, a weakly admissible composition of blowing-ups $\sigma' : \Sigma' \to \text{Spec}(A')$ over $(\Delta', \xi')$ and an extended pull-back $(\Sigma', \tilde{\Delta}', \xi')$ of the coordinated normal crossing scheme $(\text{Spec}(A'), \Delta', \xi')$ by $\sigma'$ with the following properties:

We consider the product scheme $\Sigma = \Sigma' \times_{\text{Spec}(A')} \text{Spec}(A)$, the projection $\sigma : \Sigma \to \text{Spec}(A)$ and the projection $\pi : \Sigma' \to \Sigma'$. Let $\tilde{\Delta} = \pi^*\Delta' + \sigma^*\text{Spec}(A/zA)$.

Consider any $\alpha \in (\tilde{\Delta})_0$. We put $\xi_\alpha(\pi^*\Lambda) = \pi^*(\xi_{\pi(\alpha)}(\Lambda))$ for any $\Lambda \in \text{comp}(\Delta')(\pi(\alpha))$, and we put $\xi_\alpha(\sigma^*\text{Spec}(A/zA)) = \sigma^*(z)$. We have a coordinate system $\xi_\alpha : \text{comp}(\Delta)(\alpha) \to O_{\Sigma}(U(\Sigma, \tilde{\Delta}, \alpha))$ of $(\Sigma, \tilde{\Delta})$ at $\alpha$, and a coordinate system $\xi = \{\xi_\alpha|\alpha \in (\tilde{\Delta})_0\}$ of $(\Sigma, \tilde{\Delta})$.

Under the above notations, at any closed point $\alpha \in \Sigma$ with $\sigma(\alpha) = M(A)$ there exist $\beta \in (\tilde{\Delta})_0$ and an isomorphism $\rho : O_{\Sigma, \alpha} \to A$ of $k$-algebras satisfying the following three conditions:

(1) $\alpha \in U(\Sigma, \tilde{\Delta}, \beta)$.

We denote $\bar{P} = \{\xi_{\beta}(\Lambda) - \xi_{\beta}(\Lambda)(\alpha)|\Lambda \in \text{comp}(\Delta)(\beta)\}$, which is a parameter system of $O_{\Sigma, \alpha}$, and we consider the ring homomorphism $\sigma^* : A \to O_{\Sigma, \alpha}$ induced by $\sigma$.

(2) $\rho(\bar{P}) = P$ and $\rho(\sigma^*(z)) = z$.

(3) $\sigma^*(\phi) \in SW(h)$ or $\rho(\sigma^*(\phi)) \in PW(g)$ for some positive integer $g \in \mathbb{Z}_+$ with $g < h$.

By the theorem below any non-zero element in $A$ is reduced to an element in $\bigcup_{h \in \mathbb{Z}_+} PW(h)$.

**Theorem 4.5.** Assume the above $(\ast)$. For any $\phi \in A$ with $\phi \neq 0$, there exist a smooth scheme $\Sigma'$ over $\text{Spec}(A')$, a weakly admissible composition of blowing-ups $\sigma' : \Sigma' \to \text{Spec}(A')$ over $(\Delta', \xi')$ and an extended pull-back $(\Sigma', \tilde{\Delta}', \xi')$ of the coordinated normal crossing scheme $(\text{Spec}(A'), \Delta', \xi')$ by $\sigma'$ with the following properties:
We consider the product scheme $\Sigma = \Sigma' \times_{\text{Spec}(A')} \text{Spec}(A)$, the projection $\sigma : \Sigma \to \text{Spec}(A)$ and the projection $\pi : \Sigma \to \Sigma'$. Let $\hat{\Delta} = \pi^*\Delta' + \sigma^*\text{Spec}(A/zA)$. We have a normal crossing scheme $(\Sigma, \hat{\Delta})$ with $(\hat{\Delta})_0 \subset \sigma^*\text{Spec}(A/zA)$.

Consider any $\alpha \in (\hat{\Delta})_0$. We put $\xi_0(\pi^*\Lambda) = \pi^*(\xi_0'(\Lambda))$ for any $\Lambda \in \text{comp}(\hat{\Delta}')\pi(\alpha)$, and we put $\xi'_{\alpha} = \xi'(\sigma^*\text{Spec}(A/zA)) \in \sigma^*(z)$. We have a coordinate system $\bar{\xi} = \text{comp}(\hat{\Delta}')(\alpha) \to \mathcal{O}_\Sigma(U(\Sigma, \hat{\Delta}, \alpha))$ of $(\Sigma, \hat{\Delta})$ at $\alpha$, and a coordinate system $\xi = \{\xi_{\alpha} \mid \alpha \in (\hat{\Delta})_0\}$ of $(\Sigma, \hat{\Delta})$.

Under the above notations, at any closed point $\alpha \in \Sigma$ with $\sigma(\alpha) = M(\Delta)$, there exist $\beta \in (\hat{\Delta})_0$ and an isomorphism $\rho : \mathcal{O}_{\Sigma, \alpha}^c \to A$ of $k$-algebras satisfying the following three conditions:

1. $\alpha \in U(\Sigma, \hat{\Delta}, \beta)$.
2. $\rho(\bar{P}) = P$ and $\rho\sigma^*(z) = z$.
3. $\rho\sigma^*(\phi) \in \bigcup_{h \in \mathbb{Z}_+} PW(h)$.

By the theorem below any element in $PW(1)$ is reduced to an element with normal crossings.

**Theorem 4.6.** Assume the above $(\ast)$. For any $\phi \in PW(1)$, there exist a smooth scheme $\Sigma$ over $\text{Spec}(A)$, a weakly admissible composition of blowing-ups $\sigma : \Sigma \to \text{Spec}(A)$ over $(\Delta, \xi)$ and an extended pull-back $(\Sigma, \hat{\Delta}, \xi)$ of the coordinated normal crossing scheme $(\text{Spec}(A), \Delta, \xi)$ by $\sigma$ satisfying $\text{supp}(\sigma^*(\text{Spec}(A/\phi A) + \Delta)) \subset \text{supp}(\hat{\Delta})$.

**Conjecture 4.7.** Let $(\Sigma_0, \Delta_0, \xi_0)$ be any coordinated normal crossing scheme over $k$, and let $\Phi_0$ be any effective divisor of $\Sigma_0$. There exist a weakly admissible composition of blowing-ups $\sigma : \Sigma \to \Sigma_0$ over $(\Delta_0, \xi_0)$ and an extended pull-back $(\Sigma, \Delta, \xi)$ of the coordinated normal crossing scheme $(\Sigma_0, \Delta_0, \xi_0)$ by $\sigma$ satisfying $\text{supp}(\sigma^*(\Phi_0 + \Delta_0)) \subset \text{supp}(\hat{\Delta})$.

Obviously solution of Conjecture 4.7 implies solution of Problem 4.3.

Now, to solve Conjecture 4.7 we have to glue up local blowing-ups obtained by repeated application of theorems in this section, and have to construct global blowing-ups. In case $\dim \Sigma_0 \leq 2$ it is easy to glue up them. We would like to solve Conjecture 4.7 in case $\dim \Sigma_0 \geq 3$ and would like to write forthcoming articles, cooperating with Professor Heisuke Hironaka and young mathematicians.

5. Ring theory

We explain some basic theory on rings. (Matsumura [20], Hironaka et al [18].)

**Lemma 5.1.** Let $k$ be any field. Let $A$ be any complete regular local ring such that $\dim A \geq 1$, $A$ contains $k$ as a subring, and the residue field $A/M(A)$ is isomorphic to $k$ as algebras over $k$. Let $P$ be any parameter system of $A$.

1. The ring $A$ is a unique factorization domain.
The parameter system $P$ is a non-empty finite subset of $A$ with $\sharp P = \dim A \in \mathbb{Z}_+$. For any element $\phi$ of $A$, there exists a unique element $c \in \text{map}(\text{map}(P, \mathbb{Z}_0), k)$ satisfying
\[
\phi = \sum_{\Lambda \in \text{map}(P, \mathbb{Z}_0)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}.
\]

The infinite sum in the right-hand side is the limit with respect to the $M(A)$-adic topology on $A$. $P$ is algebraically independent over $k$.

In Section 2 we defined the constant term $\phi(0) \in k$ of $\phi$ and the support $\text{supp}(P, \phi)$ of $\phi$ over $P$ for any $\phi \in A$.

(3) Consider any $\phi \in A$. $\phi(0) \in k$ and $\phi - \phi(0) \in M(A)$. $\phi \in M(A)$, if and only if, $\phi(0) = 0$.

(4) If $\phi \in A$, $c \in \text{map}(\text{map}(P, \mathbb{Z}_0), k)$ and $\phi = \sum_{\Lambda \in \text{map}(P, \mathbb{Z}_0)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}$, then $\phi(0) = c(0)$ and $\text{supp}(P, \phi) = \text{supp}(c) = \{\Lambda \in \text{map}(P, \mathbb{Z}_0) | c(\Lambda) \neq 0\}$.

(5) Consider any $\phi \in A$. $\text{supp}(P, \phi) \subset \text{map}(P, \mathbb{Z}_0)$. $\text{supp}(P, \phi) = \emptyset$, if and only if, $\phi = 0$. $0 \notin \text{supp}(P, \phi)$, if and only if, $\phi \in M(A)$.

(6) Consider any $\phi \in A$, any $\psi \in A$ and any $\alpha \in k$ with $\alpha \neq 0$.
\[
\text{supp}(P, -\phi) = \text{supp}(P, \phi) = \text{supp}(P, \alpha \phi),
\]
\[
\text{supp}(P, \phi + \psi) \subset \text{supp}(P, \phi) \cup \text{supp}(P, \psi),
\]
\[
\text{supp}(P, \phi \psi) \subset \text{supp}(P, \phi) + \text{supp}(P, \psi).
\]

(7) The set $\text{map}(P, \mathbb{R})$ is a finite dimensional vector space over $\mathbb{R}$ with $\dim \text{map}(P, \mathbb{R}) = \sharp P$. The set $\text{map}(P, \mathbb{Z})$ is a lattice of $\text{map}(P, \mathbb{R})$. The set $\text{map}(P, \mathbb{R}_0)$ is a simplicial cone over $\text{map}(P, \mathbb{Z})$ in $\text{map}(P, \mathbb{R})$ with $\text{vect}(\text{map}(P, \mathbb{R}_0)) = \text{map}(P, \mathbb{R})$, $\text{map}(P, \mathbb{Z}_0) = \text{map}(P, \mathbb{R}_0) \cap \text{map}(P, \mathbb{Z})$. The set $\text{map}(P, \mathbb{Z}_0)$ is a semigroup of $\text{map}(P, \mathbb{R})$ containing $0$.

In Section 2 we defined an element $f^P_x \in \text{map}(P, \mathbb{Z}_0)$ for any $x \in P$.

(8) The set $\{f^P_x \mid x \in P\}$ is a basis of $\text{map}(P, \mathbb{R})$ over $\mathbb{R}$. It is a basis of $\text{map}(P, \mathbb{Z})$ over $\mathbb{Z}$. $\text{map}(P, \mathbb{R}_0) = \text{convcone}\{f^P_x \mid x \in P\} = \sum_{x \in P} \mathbb{R}_0 f^P_x$.
\[
\text{map}(P, \mathbb{Z}_0) = \sum_{x \in P} \mathbb{Z}_0 f^P_x.
\]

We denote the dual basis of $\{f^P_x \mid x \in P\}$ by $\{f^P_x \mid x \in P\}$. For any convex cone $S$ in $\text{map}(P, \mathbb{R})$ we denote the dual cone $S^\vee | \text{map}(P, \mathbb{R})$ in $\text{map}(P, \mathbb{R})^\vee$ simply by $S^\vee$.

(9) The set $\{f^P_x \mid x \in P\}$ is a basis of $\text{map}(P, \mathbb{R})^\vee$ over $\mathbb{R}$. It is a basis of $\text{map}(P, \mathbb{Z})^\vee$ over $\mathbb{Z}$. $\text{map}(P, \mathbb{R}_0)^\vee = \text{convcone}\{f^P_x \mid x \in P\} = \sum_{x \in P} \mathbb{R}_0 f^P_x$.

(10) Consider any $\phi \in A$ with $\phi \neq 0$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.
\[
\emptyset \neq \{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \subset \mathbb{R}_0. \text{ For any } t \in \mathbb{R}_0, \text{ the intersection }
\{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \cap \{u \in \mathbb{R}_0 | u \leq t\} \text{ is a finite set. There exists the minimum element min}\{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \text{ of the subset } \{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \text{ of } \mathbb{R}_0, \text{ and min}\{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \in \mathbb{R}_0.$
According to definitions in Section 3, for any $\phi \in A$ with $\phi \neq 0$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$

\[
\text{ord}(P, \omega, \phi) = \min \{\omega, \Lambda | \Lambda \in \text{supp}(P, \phi)\} \in \mathbb{R}_0, \\
\text{supp}(P, \omega, \phi) = \{\Lambda \in \text{supp}(P, \phi) | \langle \omega, \Lambda \rangle = \text{ord}(P, \omega, \phi)\} \subset \text{supp}(P, \phi), \\
\text{in}(P, \omega, \phi) = \sum_{\Lambda \in \text{supp}(P, \omega, \phi)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)} \in A,
\]

where $c \in \text{map}(\text{map}(P, \mathbb{Z}_0), k)$ is the unique element satisfying

\[
\phi = \sum_{\Lambda \in \text{map}(\text{map}(P, \mathbb{Z}_0), k)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}.
\]

Furthermore, for any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$, $\text{ord}(P, \omega, 0) = \infty$ and $\text{in}(P, \omega, 0) = 0 \in A$, where $\infty$ is a symbol satisfying $\infty + \infty = \infty$, $\infty + t = t + \infty = \infty$, $t \leq \infty$, \infty > t, t < \infty, \infty > t, \infty \neq \infty$ and $\infty \neq t$ for any $t \in \mathbb{R}$.

(11) Consider any $\phi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.

\[
\text{ord}(P, \omega, \phi) = \text{ord}(\text{in}(P, \omega, \phi)), \text{ord}(P, \omega, \phi)) = \text{ord}(P, \omega, \phi).
\]

(12) Consider any $\phi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.

\[
\text{ord}(P, \omega, \phi) = 0. \\
\text{in}(P, \omega, \phi) = 0.
\]

(13) Consider any $\phi \in A$, any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$ and any $k$ with $\alpha \neq 0$.

\[
\text{ord}(P, \omega, \phi) = \text{ord}(P, \omega, \phi). \\
\text{in}(P, \omega, \phi) = -\text{in}(P, \omega, \phi).
\]

(14) Consider any $\phi \in A$, any $\psi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.

\[
\text{ord}(P, \omega, \phi + \psi) \geq \min \{\text{ord}(P, \omega, \phi), \text{ord}(P, \omega, \psi)\}. \\
\text{ord}(P, \omega, \phi + \psi) = \min \{\text{ord}(P, \omega, \phi), \text{ord}(P, \omega, \psi)\}, \text{only if}, \text{ord}(P, \omega, \phi) \neq \text{ord}(P, \omega, \psi) \text{ or in}(P, \omega, \phi) + \text{in}(P, \omega, \psi) \neq 0. \\
\text{in}(P, \omega, \phi + \psi) \neq \text{in}(P, \omega, \phi) + \text{in}(P, \omega, \psi) \neq 0. \\
\text{in}(P, \omega, \phi + \psi) \neq \text{in}(P, \omega, \phi) + \text{in}(P, \omega, \psi). \\
\text{in}(P, \omega, \phi + \psi) \neq \text{in}(P, \omega, \phi) + \text{in}(P, \omega, \psi).
\]

(15) Consider any $\phi \in A$, any $\psi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.

\[
\text{ord}(P, \omega, \phi + \psi) = \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi). \\
\text{in}(P, \omega, \phi + \psi) = \text{in}(P, \omega, \phi) + \text{in}(P, \omega, \psi).
\]

(16) Consider any parameter system $\hat{P}$ of $A$ and any bijective mapping $\sigma : P \rightarrow \hat{P}$.

Take the unique isomorphism $\rho : A \rightarrow A$ of $k$-algebras satisfying $\rho(x) = \sigma(x)$ for any $x \in P$.

Note that $\sigma$ induces an isomorphism $\sigma^* : \text{map}(\hat{P}, \mathbb{R}) \rightarrow \text{map}(P, \mathbb{R})$ of vector spaces over $\mathbb{R}$, and it induces an isomorphism $(\sigma^*)^* : \text{map}(\hat{P}, \mathbb{R})^* \rightarrow \text{map}(P, \mathbb{R})^*$ of vector spaces over $\mathbb{R}$. $(\sigma^*)^*(\text{map}(P, \mathbb{R}_0)^\vee) = \text{map}(P, \mathbb{R}_0)^\vee | \text{map}(\hat{P}, \mathbb{R})$.

Consider any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee$.

If $\text{ord}(P, \omega, \sigma(x)) = \text{ord}(P, \omega, x)$ for any $x \in P$, then, $\text{ord}(P, \omega, \phi) = \text{ord}(\hat{P}, (\sigma^*)^*(\omega), \phi)$ and $\rho(\text{in}(P, \omega, \phi)) = \text{in}(\hat{P}, (\sigma^*)^*(\omega), \phi)$ for any $\phi \in A$. 

(17) Consider any \( \phi \in A \) with \( \phi \neq 0 \), any \( \omega \in \text{map}(P, R_0)^{\vee} \), any \( \chi \in \text{map}(P, R_0)^{\vee} \) and any \( t \in \mathbb{R} \) with \( 0 \leq t \leq 1 \). \((1 - t) \omega + t \chi \in \text{map}(P, R_0)^{\vee} \) and \( \text{ord}(P, (1 - t) \omega + t \chi, \phi) \geq (1 - t)\text{ord}(P, \omega, \phi) + t\text{ord}(P, \chi, \phi) \).

**Proof.** See Matsumura \[20\] for the proofs of claim 1 and 2. Below we give the proof only to claim 10 and 15. (Hironaka et al \[13\]) Other claims follow easily.

10. Consider any \( \phi \in A \) with \( \phi \neq 0 \) and any \( \omega \in \text{map}(P, R_0)^{\vee} \).

By \( 5 \neq \text{supp}(P, \phi) \subset \text{map}(P, Z_0) \subset \text{map}(P, R_0) \). Since \( \omega \in \text{map}(P, R_0)^{\vee} \), we know \( \omega \neq 0 \). \( \bar{P} \) is a finite set. For any \( \omega, \bar{P} \neq 0 \). Put \( \bar{P} = \{ x \in P | \langle \omega, f_x^P \rangle \neq 0 \} \). \( \bar{P} \subset P \). Let \( \pi : \text{map}(P, R) \to \text{map}(\bar{P}, R) \) denote the surjective homomorphism of vector spaces over \( \mathbb{R} \) induced by the inclusion mapping \( \bar{P} \to P \). The dual homomorphism \( \pi^* : \text{map}(\bar{P}, R)^{\vee} \to \text{map}(P, R)^{\vee} \) is injective. Since \( \omega = \sum_{x \in \bar{P}} \langle \omega, f_x^P \rangle f_x^P \), there exists a unique element \( \bar{\omega} \in \text{map}(\bar{P}, R)^{\vee} \) with \( \bar{\omega} = \pi^*(\bar{\omega}) \). We take the unique element \( \bar{\omega} \in \text{map}(\bar{P}, R)^{\vee} \) with \( \omega = \pi^*(\bar{\omega}) \).

Since \( \omega \in \text{map}(P, R_0)^{\vee} \), \( \langle \bar{\omega}, f_x^{\bar{P}} \rangle = \langle \omega, f_x^P \rangle > 0 \) for any \( x \in \bar{P} \). For any \( t \in R_0 \), sets \( \bar{\Lambda} \in \text{map}(\bar{P}, Z_0) \rangle \bar{\omega}, \bar{\Lambda} \rangle \leq t \) and \( \langle \bar{\Lambda} \in \text{map}(\bar{P}, Z_0) \rangle \bar{\omega}, \bar{\Lambda} \rangle = t \) are finite.

We define a total order called the *lexicographic order* on the vector space \( \text{map}(\bar{P}, R) \). Let \( r = z \bar{P} \in Z_0 \). Take any bijective mapping \( x : \{1, 2, \ldots, r\} \to \bar{P} \). Let \( \bar{\Lambda} \in \text{map}(\bar{P}, R) \) and \( \bar{\Gamma} \in \text{map}(\bar{P}, R) \) be arbitrary elements. We write \( \bar{\Lambda} < \bar{\Gamma} \) or \( \bar{\Gamma} > \bar{\Lambda} \), if there exists \( i \in \{1, 2, \ldots, r\} \) such that \( \langle f_{x(i)}^P, \bar{\Gamma} - \bar{\Lambda} \rangle = 0 \) for any \( j \in \{1, 2, \ldots, i - 1\} \) and \( \langle f_{x(i)}^P, \bar{\Gamma} - \bar{\Lambda} \rangle > 0 \). We write \( \bar{\Lambda} \leq \bar{\Gamma} \) or \( \bar{\Gamma} \geq \bar{\Lambda} \), if \( \bar{\Lambda} < \bar{\Gamma} \) or \( \bar{\Gamma} > \bar{\Lambda} \). We know that the relation \( \leq \) is a total order on the abelian group \( \text{map}(\bar{P}, R) \). In other words, the following five conditions hold for any \( \bar{\Lambda} \in \text{map}(\bar{P}, R) \), any \( \bar{\Gamma} \in \text{map}(\bar{P}, R) \) and any \( \bar{\Delta} \in \text{map}(\bar{P}, R) \).

1. \( \bar{\Lambda} \leq \bar{\Gamma} \) or \( \bar{\Gamma} \leq \bar{\Lambda} \).
2. If \( \bar{\Lambda} \leq \bar{\Gamma} \) and \( \bar{\Gamma} \leq \bar{\Delta} \), then \( \bar{\Lambda} \leq \bar{\Delta} \).
3. If \( \bar{\Lambda} \leq \bar{\Gamma} \) and \( \bar{\Gamma} \leq \bar{\Lambda} \), then \( \bar{\Lambda} = \bar{\Gamma} \).
4. If \( \bar{\Lambda} \leq \bar{\Gamma} \), then \( \bar{\Lambda} + \bar{\Delta} \leq \bar{\Gamma} + \bar{\Delta} \).
(5) $\bar{\Lambda} < \bar{\Gamma}$, if and only if, $\bar{\Lambda} \leq \bar{\Gamma}$ and $\bar{\Lambda} \neq \bar{\Gamma}$.

Consider any $\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)$. We denote

$$
\delta(\bar{\Lambda}) = \{(\bar{\Gamma}, \bar{\Delta})|\bar{\Gamma} \in \text{map}(\bar{P}, Z_0), \bar{\Delta} \in \text{map}(\bar{P}, Z_0), \bar{\Gamma} + \bar{\Delta} = \bar{\Lambda}\}
$$

$$
\subset \text{map}(\bar{P}, Z_0) \times \text{map}(\bar{P}, Z_0).
$$

We know that $\delta(\bar{\Lambda})$ is a non-empty finite subset of $\text{map}(\bar{P}, Z_0) \times \text{map}(\bar{P}, Z_0)$.

Let $B$ denote the completion of $k[P - \bar{P}]$ with respect to the prime ideal $k[P - \bar{P}] \cap M(A)$. $B$ and $B[\bar{P}]$ are subrings of $A$. $B$ is a complete regular local ring such that $\dim B \leq \dim A$, $B$ contains $k$ as a subring, and the residue field $B/M(B)$ is isomorphic to $k$ as algebras over $k$. $P - \bar{P}$ is a parameter system of $B$. $B$ is an integral domain. $\bar{P}$ is algebraically independent over $B$. The completion of $B[\bar{P}]$ with respect to the prime ideal $\bar{P}B[\bar{P}]$ is equal to $A$.

Consider any $\phi \in A$. By 2 we know that there exists uniquely an element $\bar{c} \in \text{map}(\text{map}(\bar{P}, Z_0), B)$ satisfying

$$
\phi = \sum_{\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)} \bar{c}(\bar{\Lambda}) \prod_{x \in \bar{P}} x^{\bar{A}(x)}.
$$

We take the unique element $\bar{c} \in \text{map}(\text{map}(\bar{P}, Z_0), B)$ satisfying the above equality. We denote

$$
\text{supp}(\bar{P}, \phi) = \text{supp}(\bar{c}) = \{\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)|\bar{c}(\bar{\Lambda}) \neq 0\} \subset \text{map}(\bar{P}, Z_0).
$$

We know that the following claims hold:

1. $\text{supp}(\bar{P}, \phi) = \pi(\text{supp}(P, \phi))$.
2. $\{(\bar{\omega}, \bar{\Lambda})|\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)\} \subset \mathbb{R}_0$.
3. $\{(\bar{\omega}, \bar{\Lambda})|\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)\} = \emptyset$, if and only if, $\phi = 0$.
4. If $\phi \neq 0$, then the minimum element $\min\{\bar{\omega}, \bar{\Lambda}|\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)\}$ of the non-empty subset $\{(\bar{\omega}, \bar{\Lambda})|\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)\}$ of $\mathbb{R}_0$ exists.
5. If $\phi \neq 0$, then $\text{ord}(P, \omega, \psi) = \min\{\bar{\omega}, \bar{\Lambda}|\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)\}$.

Consider any $\phi \in A$ and any $\psi \in A$. We would like to show the equality

$$
\text{ord}(P, \omega, \phi \psi) = \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi).
$$

If $\phi = 0$ or $\psi = 0$, then we have $\phi \psi = 0$, $\text{ord}(P, \omega, \phi) = \infty$ or $\text{ord}(P, \omega, \psi) = \infty$, and $\text{ord}(P, \omega, \phi \psi) = \infty = \text{ord}(P, \omega, \psi) + \text{ord}(P, \omega, \psi)$.

Below we assume $\phi \neq 0$ and $\psi \neq 0$.

Take elements $\bar{c} \in \text{map}(\text{map}(\bar{P}, Z_0), B)$, $\bar{d} \in \text{map}(\text{map}(\bar{P}, Z_0), B)$, and $\bar{e} \in \text{map}(\text{map}(\bar{P}, Z_0), B)$ satisfying

$$
\phi = \sum_{\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)} \bar{c}(\bar{\Lambda}) \prod_{x \in \bar{P}} x^{\bar{A}(x)},
$$

$$
\psi = \sum_{\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)} \bar{d}(\bar{\Lambda}) \prod_{x \in \bar{P}} x^{\bar{A}(x)},
$$

$$
\phi \psi = \sum_{\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)} \bar{e}(\bar{\Lambda}) \prod_{x \in \bar{P}} x^{\bar{A}(x)}.
$$

We know that $\bar{e}(\bar{\Lambda}) = \sum_{(\bar{\Gamma}, \bar{\Delta}) \in \delta(\bar{\Lambda})} \bar{c}(\bar{\Gamma}) \bar{d}(\bar{\Delta})$ for any $\bar{\Lambda} \in \text{map}(\bar{P}, Z_0)$.

If $\phi \psi = 0$, then $\text{ord}(P, \omega, \phi \psi) = \infty \geq \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$. We consider the case $\phi \psi \neq 0$.

We take any $\bar{\Lambda} \in \text{supp}(\bar{P}, \phi)$ with $\text{ord}(P, \omega, \phi \psi) = \langle \bar{\omega}, \bar{\Lambda} \rangle$. $0 \neq \bar{e}(\bar{\Lambda}) = \sum_{(\bar{\Gamma}, \bar{\Delta}) \in \delta(\bar{\Lambda})} \bar{c}(\bar{\Gamma}) \bar{d}(\bar{\Delta})$. We know that there exists $(\bar{\Gamma}, \bar{\Delta}) \in \delta(\bar{\Lambda})$ satisfying $\bar{c}(\bar{\Gamma}) \neq 0$.
and $d(\Delta) \neq 0$. We take an element $(\bar{\Gamma}, \Delta) \in \delta(\Lambda)$ satisfying $c(\bar{\Gamma}) \neq 0$ and $d(\Delta) \neq 0$. We know $\Lambda = \bar{\Gamma} + \Delta$, $\Lambda \in \text{supp}(P, \phi)$, $\Delta \in \text{supp}(P, \psi)$, $\langle \bar{\omega}, \Lambda \rangle \geq \text{ord}(P, \omega, \phi)$, and $\langle \bar{\omega}, \Delta \rangle \geq \text{ord}(P, \omega, \psi)$. Therefore, ord$(P, \omega, \phi \psi) = \langle \bar{\omega}, \Lambda \rangle = \langle \bar{\omega}, \bar{\Gamma} + \Delta \rangle = \langle \bar{\omega}, \bar{\Gamma} \rangle + \langle \bar{\omega}, \Delta \rangle \geq \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$.

We know ord$(P, \omega, \phi \psi) \geq \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$.

Now, the set $\{\bar{\Gamma} \in \text{supp}(P, \phi) | \langle \bar{\omega}, \bar{\Gamma} \rangle = \text{ord}(P, \omega, \phi)\}$ is a non-empty finite subset of supp$(P, \phi)$. Let $\Gamma_0$ denote the minimum element in this set with respect to the lexicographic order $\leq$. $\Gamma_0 \in \text{supp}(P, \phi)$ $\langle \bar{\omega}, \Gamma_0 \rangle = \text{ord}(P, \omega, \phi)$. If $\Gamma \in \text{supp}(P, \phi)$ and $\langle \bar{\omega}, \Gamma \rangle = \text{ord}(P, \omega, \phi)$, then $\Gamma_0 \leq \Gamma$. The set $\{\Delta \in \text{supp}(P, \psi) | \langle \bar{\omega}, \Delta \rangle = \text{ord}(P, \omega, \psi)\}$ is a non-empty finite subset of supp$(P, \psi)$. Let $\Delta_0$ denote the minimum element in this set with respect to the lexicographic order $\leq$. $\Delta_0 \in \text{supp}(P, \psi)$ $\langle \bar{\omega}, \Delta_0 \rangle = \text{ord}(P, \omega, \psi)$. If $\Delta \in \text{supp}(P, \psi)$ and $\langle \bar{\omega}, \Delta \rangle = \text{ord}(P, \omega, \psi)$, then $\Delta_0 \leq \Delta$.

Let $\Lambda_0 = \bar{\Gamma}_0 + \Delta_0 \in \text{map}(P, \mathcal{Z}_0)$.

We know $\langle \bar{\omega}, \Lambda_0 \rangle = \text{ord}(P, \omega, \phi \psi)$ and $\text{ord}(P, \omega, \phi \psi) = \langle \bar{\omega}, \bar{\Gamma}_0 \rangle + \langle \bar{\omega}, \Delta_0 \rangle = \langle \bar{\omega}, \bar{\Gamma}_0 \rangle + \langle \bar{\omega}, \bar{\Lambda}_0 \rangle$.

We conclude ord$(P, \omega, \phi \psi) \leq \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$ and ord$(P, \omega, \phi \psi) = \langle \bar{\omega}, \bar{\Gamma}_0 \rangle + \langle \bar{\omega}, \Delta_0 \rangle = \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$.

We know that for any $\phi \in A$, any $\psi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^Y$, the equality ord$(P, \omega, \phi \psi) = \text{ord}(P, \omega, \phi) + \text{ord}(P, \omega, \psi)$ holds.

Consider any $\phi \in A$, any $\psi \in A$ and any $\omega \in \text{map}(P, \mathbb{R}_0)^Y$. We would like to show the equality in$(P, \omega, \phi \psi) = \text{in}(P, \omega, \phi) \text{in}(P, \omega, \psi)$.

If $\phi = 0$ or $\psi = 0$, then $\phi \psi = 0$, in$(P, \omega, \phi) = 0$ or in$(P, \omega, \psi) = 0$, and

\[ \text{in}(P, \omega, \phi \psi) = 0 = \text{in}(P, \omega, \phi) \text{in}(P, \omega, \psi). \]

Below we assume $\phi \neq 0$ and $\psi \neq 0$. By 11 we have ord$(P, \omega, \phi - \text{in}(P, \omega, \phi)) > \text{ord}(P, \omega, \phi)$, ord$(P, \omega, \text{in}(P, \omega, \phi)) = \text{ord}(P, \omega, \phi)$, ord$(P, \omega, \psi - \text{in}(P, \omega, \psi)) > \text{ord}(P, \omega, \psi)$, ord$(P, \omega, \psi)$, ord$(P, \omega, \psi)$).

Therefore, ord$(P, \omega, \psi - \text{in}(P, \omega, \psi)) = \text{ord}(P, \omega, \psi)$, ord$(P, \omega, \psi) = \text{ord}(P, \omega, \psi)$, ord$(P, \omega, \psi - \text{in}(P, \omega, \psi)) = \text{ord}(P, \omega, \psi)$, ord$(P, \omega, \psi - \text{in}(P, \omega, \psi)) = \text{ord}(P, \omega, \psi)$, ord$(P, \omega, \psi)$, ord$(P, \omega, \psi)$, ord$(P, \omega, \psi)$).

Since $\phi \psi - \text{in}(P, \omega, \phi) \text{in}(P, \omega, \psi) = (\phi - \text{in}(P, \omega, \phi)) (\psi - \text{in}(P, \omega, \psi)) + \text{in}(P, \omega, \phi) (\psi - \text{in}(P, \omega, \psi)) + (\phi - \text{in}(P, \omega, \phi)) \text{in}(P, \omega, \psi)$, we know ord$(P, \omega, \phi \psi - \text{in}(P, \omega, \phi) \text{in}(P, \omega, \psi)) > \text{ord}(P, \omega, \phi \psi)$.

Take the elements $c \in \text{map}(P, \mathcal{Z}_0), d \in \text{map}(P, \mathcal{Z}_0), k)$ satisfying $\phi = \sum_{r \in \text{map}(P, \mathcal{Z}_0)} c(r) \prod_{x \in P} x^{1(x)}$ and $\psi = \sum_{\Delta \in \text{map}(P, \mathcal{Z}_0)} d(\Delta) \prod_{x \in P} x^{\Delta(x)}$. 
We know that there exist $\Gamma \in \map(P, \mathbb{Z}_0) \setminus \{0\}, \langle \omega, \Gamma \rangle = \ord(P, \omega, \phi) \neq 0$, $\supp(P, \omega, \phi) = \{ \Delta \in \map(P, \mathbb{Z}_0) \mid d(\Delta) \neq 0, \langle \omega, \Delta \rangle = \ord(P, \omega, \psi) \neq 0 \}$, $\supp(P, \omega, \psi) = \{ \delta \in \supp(P, \omega, \psi) \mid \delta \in \sum_{\Delta \in \supp(P, \omega, \psi)} d(\Delta) \prod_{x \in P} x^{\Delta(x)} \neq 0 \}$.

We know that

$$0 \neq \supp(P, \omega, \phi) \cap \supp(P, \omega, \psi)$$

$$= \{ \sum_{\Gamma \in \supp(P, \omega, \phi)} c(\Gamma) \prod_{x \in P} x^{\Gamma(x)} \} \prod_{\Delta \in \supp(P, \omega, \psi)} \sum_{x \in P} \frac{d(\Delta)}{} \prod_{x \in P} x^{\Delta(x)}$$

$$= \sum_{\Lambda \in \map(P, \mathbb{Z}_0)} \prod_{(\Delta, \Gamma) \in \supp(P, \omega, \phi) \times \supp(P, \omega, \psi)} \supp(P, \omega, \phi) \supp(P, \omega, \psi) \prod_{x \in P} x^{\Lambda(x)}.$$

Consider any $\Lambda \in \supp(P, \supp(P, \omega, \phi) \cap \supp(P, \omega, \psi))$. $\Lambda \in \map(P, \mathbb{Z}_0)$ and we know

$$\sum_{(\Gamma, \Delta) \in \supp(P, \omega, \phi) \times \supp(P, \omega, \psi), \Gamma + \Delta = \Lambda} c(\Gamma) \prod_{x \in P} x^{\Lambda(x)} \neq 0.$$

We know that there exist $\Gamma \in \supp(P, \omega, \phi)$ and $\Delta \in \supp(P, \omega, \psi)$ satisfying $\Gamma + \Delta = \Lambda$. We take $\Gamma \in \supp(P, \omega, \phi)$ and $\Delta \in \supp(P, \omega, \psi)$ satisfying $\Gamma + \Delta = \Lambda$. We know $\langle \omega, \Gamma \rangle = \ord(P, \omega, \phi)$ and $\langle \omega, \Delta \rangle = \ord(P, \omega, \psi)$. Therefore, $\langle \omega, \Lambda \rangle = \langle \omega, \Gamma + \Delta \rangle = \langle \omega, \Gamma \rangle + \langle \omega, \Delta \rangle = \ord(P, \omega, \phi) + \ord(P, \omega, \psi) = \ord(P, \omega, \phi) + \ord(P, \omega, \psi)$.

We know that for any $\Lambda \in \supp(P, \supp(P, \omega, \phi) \cap \supp(P, \omega, \psi))$, $\langle \omega, \Lambda \rangle = \ord(P, \omega, \phi)$ and $\supp(P, \omega, \phi) \supp(P, \omega, \psi) = \supp(P, \omega, \phi) \supp(P, \omega, \psi)$ and $\supp(P, \omega, \psi) = \supp(P, \omega, \psi) \supp(P, \omega, \psi)$.

By (1) we conclude $\supp(P, \omega, \phi) \supp(P, \omega, \psi) = \supp(P, \omega, \phi) \supp(P, \omega, \psi)$.

We know that for any $\phi \in A$, any $\psi \in A$ and any $\omega \in \map(P, \mathbb{R}_0)^Y$, the equality $\supp(P, \omega, \phi) \supp(P, \omega, \psi) = \supp(P, \omega, \phi) \supp(P, \omega, \psi)$ holds.

Recall that we denote the set of all mappings from $X$ to $Y$ by $\map(X, Y)$ for any sets $X$ and $Y$. When $Y$ is a subset of an abelian group $Z$ with $0 \in Y$, we denote $\map'(X, Y) = \{ a \in \map(X, Y) \mid \supp(a) \text{ is a finite set} \}$.

(Section 2)

Note that for any set $X$ and any ring $R$, the set $\map(X, R)$ has the natural structure of an $R$-module, and $\map'(X, R)$ is an $R$-submodule of $\map(X, R)$.

Let $R$ be any ring; let $S$ be any subring of $R$, and let $P$ be any finite subset of $R$.

We call $P$ a variable system of $R$ over $S$, if for any $\phi \in R$ there exists uniquely an element $c \in \map'(\map(P, \mathbb{Z}_0), S)$ satisfying

$$\phi = \sum_{\Lambda \in \map(P, \mathbb{Z}_0)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}.$$

Any element of a variable system of $R$ over $S$ is called a variable of $R$ over $S$. We call $P$ a polynomial ring over $S$, if there exists a variable system $P$ of $R$ over $S$. We call any element $\phi \in R$ a variable over $S$, if $R$ is a polynomial ring over $S$.

Assume that $R$ is a polynomial ring over $S$ and $P$ is a variable system of $R$ over $S$. We consider any element $\phi \in R$. We take the unique element $c \in \map'(\map(P, \mathbb{Z}_0), S)$ satisfying $\phi = \sum_{\Lambda \in \map(P, \mathbb{Z}_0)} c(\Lambda) \prod_{x \in P} x^{\Lambda(x)}$. We denote $\supp(P, \phi) = \supp(c) = \{ \Lambda \in \map(P, \mathbb{Z}_0) \mid c(\Lambda) \neq 0 \} \subset \map(P, \mathbb{Z}_0)$.
and we call \(\text{supp}(P, \phi)\) the support of \(\phi\) over \(P\). \(\text{supp}(P, \phi)\) is a finite subset of \(\text{map}(P, \mathbb{Z}_0)\).

Note that \(\phi = 0 \iff c = 0 \iff \text{supp}(P, \phi) = \emptyset\).

We introduce a symbol \(-\infty\) satisfying \(-\infty + (-\infty) = -\infty, (-\infty) = -(-\infty), -(-\infty) = \infty, -\infty < \infty, \infty > -\infty, -\infty \neq \infty, \infty \neq -\infty, -\infty \leq \infty, \infty \geq -\infty\) and satisfying \((-\infty) + t = t + (-\infty) = -\infty, -\infty < t, t > -\infty, -\infty \neq t, t \neq -\infty, -\infty \leq t, t \geq -\infty\) for any \(t \in \mathbb{R}\).

Putting \(\delta_0(\Lambda) = \sum_{x \in P} \Lambda(x) \in \mathbb{R}\) for any \(\Lambda \in \text{map}(P, \mathbb{R})\), we define an element \(\delta_0 \in (\text{map}(P, \mathbb{R}_0)^{\vee} | \text{map}(P, \mathbb{R}))^\circ \cap \text{map}(P, \mathbb{Z})^* \subset \text{map}(P, \mathbb{R})^*\). The element \(\delta_0\) is equal to the barycenter of the simplicial cone \(\text{map}(P, \mathbb{R}_0)^{\vee} | \text{map}(P, \mathbb{R})\) over \(\text{map}(P, \mathbb{Z})^*\). (See Definition 5.2.)

Let \(\omega \in \text{map}(P, \mathbb{R})^*\) be any element. We denote

\[
\text{deg}(P, \omega, \phi) = \begin{cases} 
\max\{\omega, \Lambda| \Lambda \in \text{supp}(P, \phi)\} & \text{if } \phi \neq 0, \\
-\infty & \text{if } \phi = 0, 
\end{cases}
\]

and

\[
\text{deg}(P, \phi) = \text{deg}(P, \delta_0, \phi).
\]

We call \(\text{deg}(P, \omega, \phi) \in \mathbb{R} \cup \{-\infty\}\) the degree of \(\phi\) over \(P\) with respect to \(\omega\), and we call \(\text{deg}(P, \phi) \in \mathbb{Z}_0 \cup \{-\infty\}\) the degree of \(\phi\) over \(P\).

**Lemma 5.2.** Let \(R\) be any ring; let \(S\) be any subring of \(R\), and let \(P\) be any finite subset of \(R\).

1. The following two conditions are equivalent:
   (a) \(P\) is a variable system of \(R\) over \(S\).
   (b) For any ring \(T\) such that there exists a ring homomorphism from \(S\) to \(T\), any ring homomorphism \(\mu : S \to T\) and any \(\kappa \in \text{map}(P, T)\), there exists uniquely a ring homomorphism \(\lambda : R \to T\) satisfying \(\lambda(s) = \mu(s)\) for any \(s \in S\) and \(\lambda(x) = \kappa(x)\) for any \(x \in P\).

Below, we assume that \(P\) is a variable system of \(R\) over \(S\) and \(R\) is a polynomial ring over \(S\).

2. Let \((\bar{R}, \bar{\lambda})\) be an \(S\)-algebra isomorphic to \(R\) and let \(\mu : R \to \bar{R}\) be any \(S\)-isomorphism.
   Then, \(\bar{\lambda} : S \to \bar{R}\) is injective, \(\bar{R}\) is a polynomial ring over \(\bar{\lambda}(S)\), and \(\mu(P)\) is a variable system of \(\bar{R}\) over \(\bar{\lambda}(S)\).

3. For any variable system \(P\) of \(R\) over \(S\), \(\sharp P = \sharp P\).

4. Let \(\mathcal{I}\) denote the set of all ideals \(I\) in \(R\) such that the residue ring \(R/I\) is isomorphic to \(S\) as \(S\)-algebras.

   For any \(a \in \text{map}(P, S)\), the subset \(\{x - a(x)|x \in P\}\) of \(R\) is a variable system of \(R\) over \(S\) and \(\{x - a(x)|x \in P\}R \in \mathcal{I}\).

   The mapping from \(\text{map}(P, S)\) to \(\mathcal{I}\) sending \(a \in \text{map}(P, S)\) to \(\{x - a(x)|x \in P\}R \in \mathcal{I}\) is bijective.

   If \(S\) is an integral domain, then \(\mathcal{I} \subset \text{Spec}(R)\). If \(S\) is a field, then \(\mathcal{I}\) is equal to the set of \(S\)-valued points \(\text{Spec}(R)(S)\) on \(\text{Spec}(R)\). (Section 5.3)

5. Consider any \(\omega \in \text{map}(P, \mathbb{R})^*\), any \(\phi \in R\), any \(\psi \in R\) and any non-zero element \(a \in S - \{0\}\).
   (a) \(\text{supp}(P, \phi) = \emptyset \iff \text{deg}(P, \omega, \phi) = -\infty \iff \phi = 0\).
   (b) \(\text{supp}(P, \phi + \psi) \subset \text{supp}(P, \phi) \cup \text{supp}(P, \psi)\).
(c) \( \text{supp}(P, a\phi) \subseteq \text{supp}(P, \phi) \). If \( S \) is an integral domain, then \( \text{supp}(P, a\phi) = \text{supp}(P, \phi) \).

(d) \( \text{supp}(P, \phi\psi) \subseteq \text{supp}(P, \phi) + \text{supp}(P, \psi) \).

(e) \( \text{deg}(P, \omega, \phi + \psi) \leq \max\{\text{deg}(P, \omega, \phi), \text{deg}(P, \omega, \psi)\} \).

(f) \( \text{deg}(P, \omega, \phi) = \text{deg}(P, \omega, -\phi) \).

(g) If \( \text{deg}(P, \omega, \phi) \neq \text{deg}(P, \omega, \psi) \), then

\[
\text{deg}(P, \omega, \phi + \psi) = \max\{\text{deg}(P, \omega, \phi), \text{deg}(P, \omega, \psi)\}.
\]

(h) \( \text{deg}(P, \omega, a\phi) \leq \text{deg}(P, \omega, \phi) \). If \( S \) is an integral domain, then

\[
\text{deg}(P, \omega, a\phi) = \text{deg}(P, \omega, \phi).
\]

(i) \( \text{deg}(P, \omega, \phi\psi) \leq \text{deg}(P, \omega, \phi) + \text{deg}(P, \omega, \psi) \). If \( S \) is an integral domain, then \( \text{deg}(P, \omega, \phi\psi) = \text{deg}(P, \omega, \phi) + \text{deg}(P, \omega, \psi) \).

(6) \( R \) is an integral domain, if and only if, \( S \) is an integral domain.

If these equivalent conditions are satisfied, then \( R^x = S^x \).

(7) \( R \) is noetherian, if and only if, \( S \) is noetherian.

Below, furthermore, we assume that \( S \) is a field.

(8) \( R \) is a noetherian integral domain. \( \dim R = \sharp P \).

Let \( K \) denote the quotient field of \( R \). Let \( \iota : R \to K \) denote the canonical homomorphism. The homomorphism \( \iota \) is an injective ring homomorphism. Using \( \iota \), we regard \( R \) as a subring of \( K \).

(9) \( PR \in \text{Spec}(R) \) and the local ring \( R_{PR} \) of \( R \) at \( PR \) is defined.

The ring \( R_{PR} \) is a subring of \( K \), it is a regular local ring, it contains \( S \) and \( R \) as subrings, the residue field \( R_{PR}/M(R_{PR}) \) is isomorphic to \( S \) as \( S \)-algebras, and \( P \) is a parameter system of \( R_{PR} \).

(10) \( \text{map}(P, \mathbb{R}_0)^\vee|\text{map}(P, \mathbb{R}) \subseteq \text{map}(P, \mathbb{R})^* \).

(11) \( \text{ord}(P, \omega, \phi) = -\text{deg}(P, -\omega, \phi) \) for any \( \omega \in \text{map}(P, \mathbb{R}_0)^\vee|\text{map}(P, \mathbb{R}) \) and any \( \phi \in R \).

(12) Consider any \( \omega \in \text{map}(P, \mathbb{R}_0)^\vee|\text{map}(P, \mathbb{R}) \) and any \( \phi \in R \). If \( \phi \neq 0 \), then \( \text{ord}(P, \omega, \phi) \leq \text{deg}(P, \omega, \phi) \).

\[
\text{ord}(P, \omega, \phi) = \text{deg}(P, \omega, \phi), \text{ if and only if, } \phi \neq 0 \text{ and } \phi = \ln(P, \omega, \phi).
\]

Let \( R \) be any ring and let \( S \) be any subring of \( R \). Assume that \( R \) is a polynomial ring over \( S \).

If \( n \in \mathbb{Z}_0 \) and there exists a variable system \( P \) of \( R \) over \( S \) with \( n = \sharp P \in \mathbb{Z}_0 \), then we say that \( R \) is a polynomial ring over \( S \) with \( n \) variables. By the claim 3 of the above lemma, if \( n \in \mathbb{Z}_0 \) and \( R \) is a polynomial ring over \( S \) with \( n \) variables, then \( n = \sharp P \) for any variable system \( P \) of \( R \) over \( S \).

### 6. Basic Theory of Convex Sets

In this section to develop the theory of torus embeddings we begin the study of convex sets. The theory of convex sets will be applied to the proof of our main theorem, Theorem 4.1 in Section 2.

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \).

In Section 2 we defined eight mappings

\[
\text{conv, affi, cone, convcone, vect, } \mathbb{Q}\text{-vect, clos, stab} : 2^V \to 2^V.
\]

**Lemma 6.1.** Let \( X \) be any subset of \( V \).
(1) \[ \text{conv}(\emptyset) = \text{affi}(\emptyset) = \text{clos}(\emptyset) = \emptyset, \]
\[ \text{cone}(\emptyset) = \text{convcone}(\emptyset) = \text{vect}(\emptyset) = \mathbb{Q}\text{-vect}(\emptyset) = \{0\}, \]
\[ \text{stab}(\emptyset) = V. \]

(2) \[ \text{conv}(X) = \{a \in V | a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x \text{ for some } \lambda \in \text{map}'(X, \mathbb{R}_0) \text{ with} \]
\[ \sum_{x \in \text{supp}(\lambda)} \lambda(x) = 1\}, \]
\[ \text{affi}(X) = \{a \in V | a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x \text{ for some } \lambda \in \text{map}'(X, \mathbb{R}) \text{ with} \]
\[ \sum_{x \in \text{supp}(\lambda)} \lambda(x) = 1\}, \]
\[ \text{cone}(X) = \begin{cases} \{a \in V | a = \lambda x \text{ for some } \lambda \in \mathbb{R}_0 \text{ and some } x \in X\} & \text{if } X \neq \emptyset, \\ \{0\} & \text{if } X = \emptyset, \end{cases} \]
\[ \text{convcone}(X) = \{a \in V | a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x \text{ for some } \lambda \in \text{map}'(X, \mathbb{R}_0)\}, \]
\[ \text{vect}(X) = \{a \in V | a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x \text{ for some } \lambda \in \text{map}'(X, \mathbb{R})\}, \]
\[ \mathbb{Q}\text{-vect}(X) = \{a \in V | a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x \text{ for some } \lambda \in \text{map}'(X, \mathbb{Q})\}. \]

(3) If \( X \) is a finite set, then we have \( \text{convcone}(X) = \sum_{x \in X} \mathbb{R}_0 x, \) \( \text{vect}(X) = \sum_{x \in X} \mathbb{R} x, \) and \( \mathbb{Q}\text{-vect}(X) = \sum_{x \in X} \mathbb{Q} x. \)

(4) For any finite dimensional vector space \( W \) over \( \mathbb{R} \) and any homomorphism \( \pi : V \rightarrow W \) of vector spaces over \( \mathbb{R} \), we have \( \pi(\text{conv}(X)) = \text{conv}^{\prime}(\pi(X)) \), \( \pi(\text{affi}(X)) = \text{affi}(\pi(X)) \), \( \pi(\text{cone}(X)) = \text{cone}(\pi(X)) \), \( \pi(\text{convcone}(X)) = \text{convcone}(\pi(X)) \), \( \pi(\text{vect}(X)) = \text{vect}(\pi(X)) \), and \( \pi(\mathbb{Q}\text{-vect}(X)) = \mathbb{Q}\text{-vect}(\pi(X)) \).

(5) For any \( a \in V \), we have \( \text{conv}(X + \{a\}) = \text{conv}(X) + \{a\} \), \( \text{affi}(X + \{a\}) = \text{affi}(X) + \{a\} \).

(6) \[ X \subset \text{conv}(X) \subset \text{affi}(X) \subset \text{vect}(X), \]
\[ X \cup \{0\} \subset \text{cone}(X) \subset \text{convcone}(X) \subset \text{vect}(X), \]
\[ \text{conv}(X) \subset \text{convcone}(X), \]
\[ X \cup \{0\} \subset \mathbb{Q}\text{-vect}(X) \subset \text{vect}(X), \]
\[ X \subset \text{clos}(X). \]

(7) For any subset \( Y \) of \( V \) with \( \emptyset \subset Y \), we have \( \text{conv}(X) \subset \text{conv}(Y), \) \( \text{affi}(X) \subset \text{affi}(Y), \) \( \text{cone}(X) \subset \text{cone}(Y), \) \( \text{convcone}(X) \subset \text{convcone}(Y), \) \( \text{vect}(X) \subset \text{vect}(Y), \) \( \mathbb{Q}\text{-vect}(X) \subset \mathbb{Q}\text{-vect}(Y), \) and \( \text{clos}(X) \subset \text{clos}(Y). \)

(8) \[ \text{conv}(\text{conv}(X)) = \text{conv}(X), \text{affi}(\text{affi}(X)) = \text{affi}(X), \text{cone}(\text{cone}(X)) = \text{cone}(X), \]
\[ \text{convcone}(\text{convcone}(X)) = \text{convcone}(X), \text{vect}(\text{vect}(X)) = \text{vect}(X), \]
\[ \mathbb{Q}\text{-vect}(\mathbb{Q}\text{-vect}(X)) = \mathbb{Q}\text{-vect}(X), \] and \( \text{clos}(\text{clos}(X)) = \text{clos}(X). \)
(9) 
\[
\text{vect}(\text{conv}(X)) = \text{conv}(\text{vect}(X)) = \text{vect}(X), \\
\text{vect}(\text{affi}(X)) = \text{affi}(\text{vect}(X)) = \text{vect}(X), \\
\text{vect}(\text{cone}(X)) = \text{cone}(\text{vect}(X)) = \text{vect}(X), \\
\text{vect}(\text{convcone}(X)) = \text{convcone}(\text{vect}(X)) = \text{vect}(X).
\]

(10) 
\[
\text{convcone}(\text{conv}(X)) = \text{convcone}(\text{convcone}(X)) = \text{convcone}(X), \\
\text{convcone}(\text{cone}(X)) = \text{cone}(\text{convcone}(X)) = \text{convcone}(X). \\
\text{convcone}(\text{affi}(X)) = \text{cone}(\text{affi}(X)) \subset \text{affi}(\text{convcone}(X)) = \text{affi}(\text{cone}(X)) = \text{vect}(X), \\
\text{affi}(\text{conv}(X)) = \text{conv}(\text{affi}(X)) = \text{affi}(X). \\
\text{affi}(\text{conv}(X)) = \text{conv}(\text{affi}(X)) = \text{affi}(X).
\]

Lemma 6.2. Let $X$ and $Y$ be any subsets of $V$.

1. $\text{conv}(X) + \text{conv}(Y) = \text{conv}(X + Y)$.
2. $\text{affi}(X) + \text{affi}(Y) = \text{affi}(X + Y)$.
3. $\text{cone}(X \cup Y) \subset \text{cone}(X) + \text{cone}(Y) \subset \text{conv}(\text{cone}(X \cup Y))$.
4. $\text{convcone}(X) + \text{convcone}(Y) = \text{convcone}(X \cup Y)$.
5. $\text{vect}(X) + \text{vect}(Y) = \text{vect}(X \cup Y)$.
6. For any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$, we have $\pi(X) + \pi(Y) = \pi(X + Y)$.

In Section 2 we defined concepts of segments, lines, convex sets, affine spaces, cones, convex cones, vector spaces, vector spaces over $\mathbb{Q}$, and closed subsets.

Lemma 6.3. Let $S$ be any non-empty subset of $V$.

1. The following three conditions are equivalent:
   (a) $S$ is convex.
   (b) $S \supset \text{conv}(S)$.
   (c) $S = \text{conv}(X)$ for some non-empty subset $X$ of $V$.
2. If $S$ is convex, then $\text{clos}(S)$ is also convex, and $\text{affi}(S) = \text{affi}(\text{clos}(S))$.
3. The following three conditions are equivalent:
   (a) $S$ is an affine space.
   (b) $S \supset \text{affi}(S)$.
   (c) $S = \text{affi}(X)$ for some non-empty subset $X$ of $V$.
4. The following three conditions are equivalent:
   (a) $S$ is an affine space containing 0.
   (b) $S$ is an affine space with $S = \text{stab}(S)$.
   (c) $S$ is a vector space.
(5) Assume that \( S \) is an affine space. Then, \( \text{stab}(S) \) is a vector space, and for any \( x \in S \) we have \( S = \text{stab}(S) + \{x\} \) and \( \text{stab}(S) = S + \{-x\} \).

(6) Any affine space is closed and convex.

(7) \( 0 \in \text{stab}(S) \subset \text{stab(affi}(S)) \subset \text{vect}(S) \). \( \text{stab}(S) + \text{stab}(S) = \text{stab}(S) \).

(8) The following three conditions are equivalent;
   (a) \( S \) is a cone.
   (b) \( S \supset \text{cone}(S) \).
   (c) \( S = \text{cone}(X) \) for some non-empty subset \( X \) of \( V \).

(9) Any cone contains \( 0 \).

(10) If \( S \) is a cone, then \( \text{clos}(S) \) is also a cone, and \( \text{vect}(S) = \text{vect(\text{clos}(S))} \).

(11) The following four conditions are equivalent;
   (a) \( S \) is a convex cone.
   (b) \( S \) is convex and \( S \) is a cone.
   (c) \( S \supset \text{convcone}(S) \).
   (d) \( S = \text{convcone}(X) \) for some non-empty subset \( X \) of \( V \).

(12) Any convex cone contains \( 0 \).

(13) If \( S \) is a convex cone, then \( \text{clos}(S) \) is also a convex cone, and \( \text{vect}(S) = \text{vect(\text{clos}(S))} \).

(14) If \( S \) is a convex cone, then \( S \cap (-S) \) is the maximal vector space contained in \( S \) with respect to the inclusion relation.

(15) The following three conditions are equivalent;
   (a) \( S \) is a vector space.
   (b) \( S \supset \text{vect}(S) \).
   (c) \( S = \text{vect}(X) \) for some non-empty subset \( X \) of \( V \).

(16) Any vector space contains \( 0 \).

(17) Any vector space is closed, it is an affine space containing \( 0 \), and it is a convex cone.

(18) The following three conditions are equivalent;
   (a) \( S \) is a vector space over \( \mathbb{Q} \).
   (b) \( S \supset \mathbb{Q}\text{-vect}(S) \).
   (c) \( S = \mathbb{Q}\text{-vect}(X) \) for some non-empty subset \( X \) of \( V \).

(19) Any vector space over \( \mathbb{Q} \) contains \( 0 \).

(20) The following three conditions are equivalent;
   (a) \( S \) is closed.
   (b) \( S \supset \text{clos}(S) \).
   (c) \( S = \text{clos}(X) \) for some non-empty subset \( X \) of \( V \).

**Lemma 6.4.** Let \( S \) and \( T \) be any subsets of \( V \).

(1) If \( S \) and \( T \) are convex, then \( S + T \) is convex. If \( S \) and \( T \) are convex and \( S \cap T \neq \emptyset \), then \( S \cap T \) is convex.

(2) If \( S \) and \( T \) are affine spaces, then \( S + T \) is an affine space. If \( S \) and \( T \) are affine spaces and \( S \cap T \neq \emptyset \), then \( S \cap T \) is an affine space.

(3) If \( S \) and \( T \) are cones, then \( S + T \) and \( S \cap T \) are cones.

(4) If \( S \) and \( T \) are convex cones, then \( S + T \) and \( S \cap T \) are convex cones.

(5) If \( S \) and \( T \) are vector spaces, then \( S + T \) and \( S \cap T \) are vector spaces.

(6) If \( S \) and \( T \) are vector spaces over \( \mathbb{Q} \), then \( S + T \) and \( S \cap T \) are vector spaces over \( \mathbb{Q} \).

(7) If \( S \) and \( T \) are closed, then \( S \cap T \) is closed.
For any vector space $S$ over $\mathbb{R}$ of $V$, the dimension $\dim S$ of $S$ over $\mathbb{R}$ is defined. $\dim S \in \mathbb{Z}_0$ and $0 \leq \dim S \leq \dim V$.

**Definition 6.5.** For any affine space $S$ of $V$, we define

$$\dim S = \dim \text{stab}(S) \in \mathbb{Z}_0,$$

and we call $\dim S$ the dimension of $S$.

**Lemma 6.6.**

(1) Let $S$ be an affine space of $V$. $\dim S \in \mathbb{Z}_0$, and $0 \leq \dim S \leq \dim V$. If $S$ contains 0, then the dimension of $S$ as an affine space and the dimension of $S$ as a vector space are equal.

(2) Let $S$ and $T$ be affine spaces of $V$ with $S \subset T$. We have $\dim S \leq \dim T$, and $\dim S = \dim T$ if and only if $S = T$.

**Definition 6.7.** Let $S$ be any convex subset of $V$. We define

$$\dim S = \dim \text{affi}(S) \in \mathbb{Z}_0,$$

and we call $\dim S$ the dimension of $S$.

We define

$$\partial S = S \cap \text{clos(affi}(S) - S),$$

$$S^o = S - \text{clos(affi}(S) - S),$$

we call $\partial S$ the boundary of $S$, and we call $S^o$ the interior of $S$.

**Lemma 6.8.**

(1) Let $S$ be a convex subset of $V$. $\dim S \in \mathbb{Z}_0$, and $0 \leq \dim S \leq \dim V$. If $S$ is an affine space, then the dimension of $S$ as a convex set and the dimension of $S$ as an affine space are equal.

(2) For any convex set $S$ of $V$, we have $\dim S = \dim \text{affi}(S) = \dim \text{clos}(S)$.

(3) Let $S$ and $T$ be convex subsets of $V$ with $S \subset T$. We have $\dim S \leq \dim T$.

(4) Let $S$ be a convex subset of $V$. $\partial S \cup S^o = S$. $\partial S \cap S^o = \emptyset$. $S^o$ is a non-empty open subset of affi$(S)$. If $S$ is closed, then $\partial S$ is also closed.

(5) For any convex cone $S$ of $V$, we have affi$(S) = \text{vect}(S)$, $\dim S = \dim \text{vect}(S)$, $\partial S = S \cap \text{clos(vect}(S) - S)$, $S^o = S - \text{clos(vect}(S) - S)$ and $S^o$ is a non-empty open subset of vect$(S)$.

**Remark.** It does not follow $S = T$ from only the assumptions $S \subset T$ and $\dim S = \dim T$ for convex subsets $S$, $T$ of $V$.

In Section 2 we defined concepts of convex polyhedrons, convex polyhedral cones, and convex pseudo polyhedrons.

**Lemma 6.9.**

(1) Any convex polyhedron in $V$ is convex, compact and closed.

(2) Any convex polyhedral cone in $V$ is a closed convex cone.

(3) Any convex pseudo polyhedron in $V$ is convex and closed.

(4) Any vector space in $V$ is a convex polyhedral cone.

(5) Any affine space in $V$ is a convex pseudo polyhedron. Any convex polyhedral cone in $V$ is a convex pseudo polyhedron. Any convex polyhedron in $V$ is a convex pseudo polyhedron.

**Proof.** 1. We consider any convex polyhedron $S$ in $V$. We take any non-empty finite subset $X$ of $V$ with $S = \text{conv}(X)$. By Lemma 6.16 we have $S = \text{conv}(X) \supset X \neq \emptyset$. Therefore, $S \neq \emptyset$. By Lemma 6.18 we have conv$(S) = \text{conv(\text{conv}(X))) = conv(X) = S$. By Lemma 6.31 we know that $S$ is convex.
Let \( \Lambda = \{ \lambda \in \text{map}(X, \mathbb{R}_0) \mid \sum_{x \in X} \lambda(x) = 1 \} \), which is a compact subset of the finite dimensional vector space \( \text{map}(X, \mathbb{R}) \). Putting \( \pi(\lambda) = \sum_{x \in X} \lambda(x)x \in V \) for any \( \Lambda \in \text{map}(X, \mathbb{R}) \), we define a homomorphism \( \pi : \text{map}(X, \mathbb{R}) \to V \) of vector spaces over \( \mathbb{R} \). By Lemma 6.1.2 we know \( S = \text{conv}(X) = \pi(\Lambda) \). Since \( \Lambda \) is compact and \( \pi \) is continuous, we know that \( S \) is compact and closed.

2. We consider any convex polyhedral cone \( S \) in \( V \). We take any finite subset \( X \) of \( V \) with \( S = \text{convcone}(X) \). By Lemma 6.1.6 we have \( S = \text{convcone}(X) \neq \emptyset \). Therefore, \( S \neq \emptyset \). By Lemma 6.1.8 we have \( \text{convcone}(S) = \text{convcone}(\text{convcone}(X)) = \text{convcone}(X) = S \). By Lemma 6.3.11 we know that \( S \) is a convex cone.

Let \( W = S \cap (-S) \). By Lemma 6.3.14 we know that \( W \) is the maximal vector space contained in \( S \). Let \( \pi : V \to V/W \) denote the canonical surjective homomorphism of vector spaces to the residue vector space \( V/W \), and \( \sigma : V/W \to V \) be an injective homomorphism of vector spaces satisfying \( \pi\sigma(x) = \bar{x} \) for any \( \bar{x} \in V/W \). Putting \( \phi(x) = (x - \sigma(x), x(x)) \in W \times (V/W) \) for any \( x \in V \), we have an isomorphism of vector spaces \( \phi : V \to W \times (V/W) \). We have \( \phi(S) = W \times \pi(S) \), and \( \pi(S) \cap (-\pi(S)) = \{ 0 \} \). Therefore, in order to show that \( S \) is closed, it suffice to show that \( \pi(S) \) is closed, applying the condition \( \pi(S) \cap (-\pi(S)) = \{ 0 \} \). By Lemma 6.1.4 we know \( \pi(S) = \pi(\text{convcone}(X)) = \text{convcone}(\pi(X)) \) and \( \pi(X) \) is a finite subset of \( V/W \).

We show that \( \pi(S) \) is closed. If \( \pi(S) = \{ 0 \} \), then obviously \( \pi(S) \) is closed. Below we assume \( \pi(S) \neq \{ 0 \} \) and denote \( \bar{X} = \pi(X) - \{ 0 \} \). We know that \( \bar{X} \) is a non-empty finite subset of \( V/W \), \( 0 \notin \bar{X} \), and \( \pi(S) = \text{convcone}(\bar{X}) = \{ x \in V/W \mid x = \sum_{x \in \bar{X}} \lambda(x)x \text{ for some } \lambda \in \text{map}(\bar{X}, \mathbb{R}_0) \} \) by Lemma 6.1.2.

For any \( \lambda \in \text{map}(\bar{X}, \mathbb{R}_0) \), we denote \( |\lambda| = \sum_{x \in \bar{X}} \lambda(x) \in \mathbb{R}_0 \). For any \( \lambda \in \text{map}(\bar{X}, \mathbb{R}_0) \), we have \( |\lambda| > 0 \) if and only if \( \lambda \neq 0 \). We denote \( \Lambda = \{ \lambda \in \text{map}(\bar{X}, \mathbb{R}_0) \mid |\lambda| = 1 \} \). The set \( \Lambda \) is a non-empty compact subset of \( \text{map}(\bar{X}, \mathbb{R}_0) \). For any \( \lambda \in \text{map}(\bar{X}, \mathbb{R}_0) - \{ 0 \} \), we have \( \lambda/|\lambda| \in \Lambda \).

Let \( a \in \text{clos}(\pi(S)) \) be any point. If \( a = 0 \), then obviously we have \( a = 0 = \pi(S) \).

Below we assume \( a \neq 0 \). We take an infinite sequence \( \lambda(i), i \in \mathbb{Z}_0 \) of elements of \( \text{map}(\bar{X}, \mathbb{R}_0) \) satisfying \( a = \lim_{i \to \infty} \sum_{x \in \bar{X}} \lambda(i)(x)x \).

Assume that there exists \( i_0 \in \mathbb{Z}_0 \) such that \( \lambda(i) = 0 \) for any \( i \in \mathbb{Z}_0 \) with \( i \geq i_0 \). We have \( 0 \neq a = 0 \), a contradiction. We know that for any \( i_0 \in \mathbb{Z}_0 \) there exists \( i \in \mathbb{Z}_0 \) with \( i \geq i_0 \) and \( \lambda(i) \neq 0 \).

Below we assume that \( \lambda(i) \neq 0 \) for any \( i \in \mathbb{Z}_0 \), replacing \( \lambda(i), i \in \mathbb{Z}_0 \) by some subsequence. We have an infinite sequence \( \lambda(i)/|\lambda(i)|, i \in \mathbb{Z}_0 \) of elements of \( \Lambda \).

Below we assume that there exists the limit \( \lim_{i \to \infty} \lambda(i)/|\lambda(i)| \in \Lambda \), replacing \( \lambda(i), i \in \mathbb{Z}_0 \) by some subsequence. We denote \( \bar{\lambda} = \lim_{i \to \infty} \lambda(i)/|\lambda(i)| \in \Lambda \). We know that there exists the limit \( \lim_{i \to \infty} \sum_{x \in \bar{X}} (\lambda(i)(x)/|\lambda(i)|)x \in V/W \), and 

\[
\lim_{i \to \infty} \sum_{x \in \bar{X}} (\lambda(i)(x)/|\lambda(i)|)x = \sum_{x \in \bar{X}} \lambda(x)x.
\]

We have

\[
a = \lim_{i \to \infty} |\lambda(i)| \sum_{x \in \bar{X}} (\frac{\lambda(i)(x)}{|\lambda(i)|})x.
\]

We have two cases, the case where \( \{|\lambda(i)|i \in \mathbb{Z}_0\} \subset \mathbb{R}_0 \) is not bounded, and the case where \( \{|\lambda(i)|i \in \mathbb{Z}_0\} \subset \mathbb{R}_0 \) is bounded.

We consider the case where \( \{|\lambda(i)|i \in \mathbb{Z}_0\} \subset \mathbb{R}_0 \) is not bounded.
Below we assume that \( \lim_{i \to \infty} |\lambda(i)| = \infty \), replacing \( \lambda(i), i \in \mathbb{Z}_0 \) by some subsequence. We have
\[
0 = \lim_{i \to \infty} \frac{a}{|\lambda(i)|} = \sum_{x \in X} \tilde{\lambda}(x)x.
\]
Since \( \tilde{\lambda} \in \Lambda \), there exists \( \bar{x} \in \bar{X} \) with \( \tilde{\lambda}(\bar{x}) > 0 \). We take \( \bar{x} \in \bar{X} \) with \( \tilde{\lambda}(\bar{x}) > 0 \), and putting \( \mu(x) = \tilde{\lambda}(x)/\tilde{\lambda}(\bar{x}) \in \mathbb{R}_0 \) for any \( x \in \bar{X} - \{\bar{x}\} \), we define an element \( \mu \in \text{map}(\bar{X} - \{\bar{x}\}, \mathbb{R}_0) \). We know that
\[
\bar{x} \in \bar{X} \subset \text{convcone}(\bar{X}) = \pi(S), \quad \text{and} \quad -\sum_{x \in \bar{X} - \{\bar{x}\}} \mu(x)x \in -\text{convcone}(\bar{X}) = -\pi(S)
\]
by Lemma 6.1.2. We conclude \( \bar{x} \in \pi(S) \cap (-\pi(S)) = \{0\} \) and \( \bar{x} = 0 \). On the other hand, since \( \bar{x} \in \bar{X} \neq 0 \), we have \( \bar{x} \neq 0 \), which is a contradiction. The case under consideration never occurs.

We consider the case where \( \{\lambda(i)||i \in \mathbb{Z}_0\} \subset \mathbb{R}_0 \) is bounded.

Below we assume that there exists the limit \( \lim_{i \to \infty} |\lambda(i)| \in \mathbb{R}_0 \), replacing \( \lambda(i), i \in \mathbb{Z}_0 \) by some subsequence. We have
\[
a = \sum_{x \in X} (\lim_{i \to \infty} |\lambda(i)|)\tilde{\lambda}(x)x \in \text{convcone}(\bar{X}, \mathbb{R}_0) = \pi(S),
\]
by Lemma 6.1.2.

We know that \( \text{clos}(\pi(S)) \subset \pi(S) \). By Lemma 6.3.20 we conclude that \( \pi(S) \) is closed, and \( S \) is closed.

3. We consider any convex pseudo polyhedron \( S \) in \( V \). We take any finite subsets \( X, Y \) of \( V \) with \( S = \text{conv}(X) + \text{convcone}(Y) \) and \( X \neq \emptyset \). By Lemma 6.1.6 we know \( \text{convcone}(Y) \ni 0 \) and \( S = \text{conv}(X) + \text{convcone}(Y) \supset \text{conv}(X) \supset X \neq \emptyset \). Therefore, \( S \neq \emptyset \). By Lemma 6.2.1, Lemma 6.1.8 and Lemma 6.1.10 we have
\[
\text{conv}(S) = \text{conv}(\text{conv}(X) + \text{convcone}(Y)) = \text{conv}(\text{conv}(X)) + \text{conv}(\text{convcone}(Y)) = \text{conv}(X) + \text{convcone}(Y) = S.
\]
By Lemma 6.3.1 we know that \( S \) is convex.

We consider any element \( a \in \text{clos}(S) \). We take an infinite sequence \( b(i), i \in \mathbb{Z}_0 \) of elements of \( S \) with \( a = \lim_{i \to \infty} b(i) \). For any \( i \in \mathbb{Z}_0 \) we take \( c(i) \in \text{conv}(X) \) and \( d(i) \in \text{convcone}(Y) \) with \( b(i) = c(i) + d(i) \). Note that \( \text{conv}(X) \) is compact by 1.

Below we assume that there exists the limit \( \lim_{i \to \infty} c(i) \in \text{conv}(X) \), replacing \( b(i), i \in \mathbb{Z}_0 \) by some subsequence.

Since \( d(i) = b(i) - c(i) \) for any \( i \in \mathbb{Z}_0 \), we know that there exists the limit \( \lim_{i \to \infty} d(i) \in \text{clos}(\text{convcone}(Y)) \).

By 2 we know \( \text{clos}(\text{convcone}(Y)) = \text{convcone}(Y) \). We know that \( a = \lim_{i \to \infty} b(i) = \lim_{i \to \infty} (c(i) + d(i)) = \lim_{i \to \infty} c(i) + \lim_{i \to \infty} d(i) \in \text{conv}(X) + \text{convcone}(Y) = S \).

By Lemma 6.3.20 we conclude that \( \text{clos}(S) \subset S \) and \( S \) is closed.

4, 5. Easy.

In Section 2 we defined concepts of lattices, dual lattices and simplicial cones.

By definition we know that there exists a lattice \( N \) of \( V \). Let \( N \) be any lattice of \( V \).

**Definition 6.10.** Let \( S \) be any subset of \( V \).
We say that $S$ is a rational convex polyhedral cone over $N$, or a convex polyhedral cone $S$ is rational over $N$, if there exists a finite subset $X$ of $\mathbb{Q}\text{-vect}(N)$ with $S = \text{convcone}(X)$.

(2) We say that $S$ is a rational convex pseudo polyhedron over $N$, or a convex pseudo polyhedron $S$ is rational over $N$, if there exist finite subsets $X, Y$ of $\mathbb{Q}\text{-vect}(N)$ with $S = \text{conv}(X) + \text{convcone}(Y)$ and $X \neq \emptyset$.

The dual lattice $N^*$ is defined. We have

$$N^* = \{ \omega \in V^* | \langle \omega, a \rangle \in \mathbb{Z} \text{ for any } a \in N \} \subset V^*,$$

by definition.

**Lemma 6.11.**

(1) $N$ is a submodule of $V$, $N$ is a free module of finite rank over $\mathbb{Z}$ with $\text{rank} N = \dim V$, and $\text{vect}(N) = V$.

(2) Any basis of $N$ over $\mathbb{Z}$ is a basis of $\mathbb{Q}\text{-vect}(N)$ over $\mathbb{Q}$, and is a basis of $V$ over $\mathbb{R}$.

(3) For any non-empty finite subset $F$ of $N$, the following three conditions are equivalent:

(a) $F$ is linearly independent over $\mathbb{Z}$.

(b) $F$ is linearly independent over $\mathbb{Q}$.

(c) $F$ is linearly independent over $\mathbb{R}$.

(4) The dual lattice $N^*$ of $N$ is a lattice of the dual vector space $V^*$ of $V$. The dual lattice $N^{**}$ of $N^*$ is equal to $N$.

(5) A convex polyhedral cone $S$ in $V$ is rational over $N$, if and only if, $S = \text{convcone}(X)$ for some finite subset $X$ of $N$.

(6) For any vector space $S$ in $V$ the following three conditions are equivalent:

(a) $S$ is a rational polyhedral cone over $N$.

(b) $S = \text{vect}(X)$ for some finite subset $X$ of $N$.

(c) $N \cap S$ is a lattice of $S$.

(7) For any rational polyhedral cone $S$ over $N$, vect$(S)$ is a rational vector space over $N$ in $V$.

(8) For any non-empty subset $S$ of $V$, the following two conditions are equivalent:

(a) $S$ is a simplicial cone over $N$ in $V$ and $\dim S = 1$.

(b) $S$ is a rational convex polyhedral cone over $N$ in $V$, $\dim S = 1$, and $S \neq \text{vect}(S)$.

(9) A convex pseudo polyhedron $S$ in $V$ is rational over $N$, if and only if, $S = \text{conv}(X) + \text{convcone}(Y)$ for some non-empty finite subset $X$ of $\mathbb{Q}\text{-vect}(N)$ and some finite subset $Y$ of $N$.

(10) For any affine space $S$ in $V$, the following two conditions are equivalent:

(a) $S$ is a rational convex pseudo polyhedron over $N$.

(b) $S = \{ x \} + \text{vect}(Y)$ for some $x \in \mathbb{Q}\text{-vect}(N)$ and some finite subset $Y$ of $N$.

(11) For any rational affine space $S$ over $N$ in $V$, stab$(S)$ is a rational vector space over $N$ in $V$.

(12) For any rational convex pseudo polyhedron $S$ over $N$ in $V$, affi$(S)$ is a rational affine space over $N$ in $V$.

We consider any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$. The dual homomorphism $\pi^* : W^* \to V^*$ is defined, and is a homomorphism of vector spaces over $\mathbb{R}$. The kernel $\pi^{-1}(0)$ of
The following seven conditions are equivalent:
(a) \( \pi^{-1}(0) \) is rational over \( N \).
(b) \( N \cap \pi^{-1}(0) \) is a lattice of \( \pi^{-1}(0) \).
(c) \( \pi(N) \) is a lattice of \( \pi(W) \).
(d) There exists a lattice \( Q \) of \( W \) satisfying \( Q \cap \pi(V) = \pi(N) \).
(e) \( \pi^*(W^*) \) is rational over \( N^* \).
(f) \( N^* \cap \pi^*(W^*) \) is a lattice of \( \pi^*(W^*) \).
(g) There exists a lattice \( \bar{Q} \) of \( W^* \) satisfying \( \pi^*(\bar{Q}) = N^* \cap \pi^*(W^*) \).

Assume that equivalent seven conditions in the above 14 hold. For any lattice \( \bar{Q} \) of \( W^* \) satisfying \( \pi^*(\bar{Q}) = N^* \cap \pi^*(W^*) \), \( \bar{Q} \cap \pi^{-1}(0) \) is a lattice of \( \pi^{-1}(0) \).

For any lattice \( Q \) of \( W \), the following two conditions are equivalent:
(a) \( Q \cap \pi(V) = \pi(N) \).
(b) \( \pi^*(Q^*) = N^* \cap \pi^*(W^*) \).

For any lattice \( \bar{Q} \) of \( W^* \), the following two conditions are equivalent:
(a) \( \pi^*(\bar{Q}) = N^* \cap \pi^*(W^*) \).
(b) \( \bar{Q} \cap \pi(V) = \pi(N) \).

7. Convex cones and convex polyhedral cones

We study convex cones and convex polyhedral cones. Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \), and let \( N \) be any lattice of \( V \).

In Section 2 we defined the dual cone \( S^\vee | V \) of any convex cone \( S \) in \( V \). By definition
\[
S^\vee | V = \{ \omega \in V^* | \langle \omega, a \rangle \geq 0 \text{ for any } a \in S \} \subset V^*,
\]
for any convex cone \( S \) in \( V \).

**Lemma 7.1.** Let \( S \) be any convex cone in \( V \).

(1) The dual cone \( S^\vee | V \) of \( S \) is a closed convex cone in the dual vector space \( V^* \) of \( V \).

(2) Let \( W \) be any vector subspace in \( V \) with \( S \subset W \). \( S \) is a convex cone in \( W \) and the dual cone \( S^\vee | W \) of \( S \) in \( W^* \) is defined.

Let \( \iota : W \to V \) denote the inclusion homomorphism. The dual homomorphism \( \iota^* : V^* \to W^* \) is defined, which is surjective.
\[
S^\vee | V = \iota^{-1}(S^\vee | W).
\]

(3) \( S^\vee | V^* \cap V^* = \text{clos} ( S) \).

(4) \( S^\vee | V^* \cap V^* = S \), if and only if, \( S \) is closed.

**Proof.** 1.2. Easy.

3. We know \( (\omega, a) \geq 0 \) for any \( \omega \in S^\vee | V \) and for any \( a \in \text{clos} ( S) \), and \( S^\vee | V^* \cap V^* \supset \text{clos} ( S) \).

We have to show the opposite inclusion relation.

We take any positive definite symmetric bilinear form \( ( , ) : V \times V \to \mathbb{R} \), and putting \( |x| = \sqrt{(x,x)} \in \mathbb{R}_0 \) for any \( x \in V \), we define a norm \( | | : V \to \mathbb{R}_0 \).

We consider any point \( a \in V - \text{clos} ( S) \).
Lemma 7.2. Let $S$ and $T$ be any convex cones in $V$. 

1. If $S \subseteq T$, then $S^V \supseteq T^V$.
2. Assume that $S$ and $T$ are closed. $S \subseteq T$, if and only if, $S^V \supseteq T^V$.
3. $(S + T)^V = S^V \cap T^V$.
4. Assume that $S$ and $T$ are closed. $(S \cap T)^V = \text{clos}(S^V \cap T^V)$.
5. Assume that $S$ is a vector space. By $\iota : S \to V$ we denote the inclusion homomorphism. $\iota^* : V^* \to S^*$.

\[ S^V = \{ \omega \in V^* | \langle \omega, a \rangle = 0 \text{ for any } a \in S \} = \iota^{-1}(0) \subseteq V^*, \]

$S^V$ is also a vector space, and $\dim S + \dim S^V = \dim V$.
6. $\text{vect}(S)^V = S^V \cap (-S^V)$. $\text{vect}(S)^V$ is the maximal vector space contained in $S^V$ with respect to the inclusion relation.
7. Assume that $S$ is closed. $\text{vect}(S^V) = (S \cap (-S))^V$ and $\dim S^V = \dim V - \dim (S \cap (-S))$.
8. $\dim S + \dim S^V \geq \dim V$. $\dim S + \dim S^V = \dim V$, if and only if, $S$ is a vector space.
9. We denote $n = \dim V \in \mathbb{Z}_0$. Let $e : \{1, 2, \ldots, n\} \to V$ be any mapping such that the image $e(\{1, 2, \ldots, n\})$ of $e$ is a basis of $V$, and let $I, J, K, L$ be any subset of $\{1, 2, \ldots, n\}$ such that $I \cup J \cup K \cup L = \{1, 2, \ldots, n\}$ and the intersection of any two of $I, J, K, L$ is empty. We denote the dual basis of $\{e(i) | i \in \{1, 2, \ldots, n\}\}$ by $\{e^V(i) | i \in \{1, 2, \ldots, n\}\}$. We assume

\[ \langle e^V(i), e(j) \rangle = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases} \]

for any $i \in \{1, 2, \ldots, n\}$ and any $j \in \{1, 2, \ldots, n\}$. 

When we need not refer to $V$, we also write simply $S^V$, instead of $S^V|V$. 
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If
\[
S = \sum_{i \in I} \{0\}e(i) + \sum_{j \in J} \mathbb{R}e(j) + \sum_{k \in K} \mathbb{R}e(k) + \sum_{\ell \in L} \mathbb{R}0(-e(\ell)),
\]
then
\[
S^\vee = \sum_{i \in I} \mathbb{R}e^\vee(i) + \sum_{j \in J} \{0\}e^\vee(j) + \sum_{k \in K} \mathbb{R}e^\vee(k) + \sum_{\ell \in L} \mathbb{R}0(-e^\vee(\ell)).
\]

(10) \text{If } S \text{ is a simplicial cone over } N \text{ with } \dim S = \dim V, \text{ then } S^\vee \text{ is a simplicial cone over } N^* \text{ with } \dim S^\vee = \dim V^*.

Remark. \text{Assume } V = \mathbb{R}^3, S = \{(x, y, z) \in V | x \geq 0, y \geq 0, z \geq -2\sqrt{xy}\} \text{ and } T = \{(x, y, z) \in V | x = 0, z \geq 0\}. \text{S and T are closed convex cones in the vector space } V \text{ with } \dim V = 3. \text{(0, 0, -1)} \in \text{ clos}(S + T) \text{ and } (0, 0, -1) \notin S + T. \text{Therefore } S + T \text{ is not closed.}

Definition 7.3. \text{Let } S \text{ be any convex polyhedral cone in } V. \text{ We consider the dual cone } S^\vee = S^\vee|V \subset V^* \text{ of } S.

(1) \text{For any } \omega \in S^\vee, \text{ we denote}
\[
\Delta(\omega, S|V) = \{x \in S | \langle \omega, x \rangle = 0\} \subset S.
\]
\text{When we need not refer to } V \text{ or to the pair } (S, V), \text{ we also write simply } \Delta(\omega, S) \text{ or } \Delta(\omega), \text{ instead of } \Delta(\omega, S|V).

(2) \text{Let } F \text{ be any subset of } S. \text{ We say that } F \text{ is a face of } S, \text{ if } F = \Delta(\omega, S|V) \text{ for some } \omega \in S^\vee.

\text{It is easy to see that any face } F \text{ of } S \text{ is a closed convex cone, and the dimension } \dim F \in \mathbb{Z}_0 \text{ of } F, \text{ the boundary } \partial F \text{ of } F \text{ and the interior } F^\circ \text{ of } F \text{ are defined.}

(3) \text{By } F(S) \text{ we denote the set of all faces of } S.
\text{For any } i \in \mathbb{Z}, \text{ the set of all faces } F \text{ with } \dim F = i \text{ is denoted by } F(S)_i, \text{ and the set of all faces } F \text{ with } \dim F = \dim S - i \text{ is denoted by } F(S)^i.

(4) \text{Let } F \text{ be any face of } S. \text{ We denote}
\[
\Delta^\circ(F, S|V) = \{\omega \in S^\vee | F = \Delta(\omega, S|V)\} \subset S^\vee \subset V^*,
\]
\[
\Delta(F, S|V) = \{\omega \in S^\vee | F \subset \Delta(\omega, S|V)\} \subset S^\vee \subset V^*.
\]

We call } \Delta^\circ(F, S|V) \text{ the open face cone of } F, \text{ and we call } \Delta(F, S|V) \text{ the face cone of } F.

\text{When we need not refer to } V \text{ or to the pair } (S, V), \text{ we also write simply } \Delta^\circ(F, S) \text{ or } \Delta^\circ(F), \Delta^\circ(F, S) \text{ or } \Delta(F) \text{ respectively, instead of } \Delta^\circ(F, S|V), \Delta(F, S|V).

Proposition 7.4. \text{Let } S \text{ be any convex polyhedral cone in } V, \text{ and let } X \text{ be any finite subset of } V \text{ with } S = \text{ convcone}(X). \text{ We consider the dual cone } S^\vee = S^\vee|V \subset V^* \text{ of } S. \text{ For simplicity we denote } s = \dim S \in \mathbb{Z}_0, L = S \cap (-S) \subset S, \ell = \dim L \in \mathbb{Z}_0, M = S^\vee \cap (-S^\vee) \subset S^\vee.

(1) \text{We consider any finite dimensional vector space } U \text{ over } \mathbb{R} \text{ with } \dim S \leq \dim U \leq \dim V, \text{ any injective homomorphism } \nu : U \rightarrow V \text{ of vector spaces over } \mathbb{R} \text{ such that } S \subset \nu(U), \text{ and any subset } F \text{ of } S. \text{ The inverse image } \nu^{-1}(S) \text{ is a convex polyhedral cone in } U. \text{ The set } F \text{ is a face of } S, \text{ if and only if } \nu^{-1}(F) \text{ is a face of } \nu^{-1}(S).
(2) We consider any finite dimensional vector space $W$ over $\mathbb{R}$ with $\dim V \leq \dim W$, any injective homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$, and any subset $F$ of $S$. The image $\pi(S)$ is a convex polyhedral cone in $W$.

The set $F$ is a face of $S$, if and only if $\pi(F)$ is a face of $\pi(S)$.

(3) $\ell \leq s$. $\ell = s \iff L = S \iff S = \text{vect}(S)$.

(4) Let $F$ be any face of $S$.
   (a) $F = \text{convcone}(X \cap F) = S \cap \text{vect}(F)$. $\text{vect}(F) = \text{vect}(X \cap F)$.
   (b) $F$ is a convex polyhedral cone in $V$.
   (c) If $S$ is rational over $N$, then $F$ is also rational over $N$. If $S$ is a simplicial cone over $N$, then $F$ is also a simplicial cone over $N$.
   (d) $L = F \cap (-F) \subset F$. $\ell \leq \dim F \leq s$.
   (e) Let $G$ be any face of $S$ with $G \subset F$. We have $\dim G \leq \dim F$. $\dim G = \dim F$, if and only if, $G = F$.
   (f) Let $G$ be any subset of $F$. $G$ is a face of the convex polyhedral cone $F$, if and only if, $G$ is a face of $S$ with $G \subset F$.

(5) Assume $\ell < s$. For any face $G$ of $S$ with $G \neq S$ there exists a face $F$ of $S$ with $\dim F = s - 1$ and $G \subset F$. There exists a face $F$ of $S$ with $\dim F = s - 1$.

(6) $\mathcal{F}(S)$ is a finite set. $S \in \mathcal{F}(S)_s$ and $\mathcal{F}(S)_s = \{S\}$. $S$ contains any face of $S$. $L \in \mathcal{F}(S)_\ell$ and $\mathcal{F}(S)_\ell = \{L\}$. $L$ is contained in any face of $S$. $L = \text{convcone}(X \cap L) = \text{vect}(X \cap L)$. For any $i \in \mathbb{Z}_0$, $F(S)_i \neq \emptyset$ if and only if $\ell \leq i \leq s$.

(7) Let $F$ and $G$ be any face of $S$ with $F \subset G$. We denote $f = \dim F$ and $g = \dim G$. $\ell \leq f \leq g \leq s$. There exist $(s-\ell+1)$ of faces $F(\ell), F(\ell+1), \ldots, F(s)$ satisfying the following three conditions:
   (a) For any $i \in \{\ell, \ell+1, \ldots, s-1\}$, $F(i) \subset F(i+1)$.
   (b) For any $i \in \{\ell, \ell+1, \ldots, s\}$, $\dim F(i) = i$.
   (c) $F(\ell) = L, F(f) = F, F(g) = G, F(s) = S$.

(8) Let $F$ be any face of $S$.
   (a) $F = \partial F \cup F^o$. $\partial F \cap F^o = \emptyset$.
   (b) $F^o = F \iff \partial F = \emptyset \iff F = L$.
   (c) $\partial F = \bigcup_{G \in F^o(F) - \{F\}} G$.

   (d) $F^o$ is a non-empty open subset of $\text{vect}(F)$. For any $a \in F^o$ and for any $b \in F$, $\text{conv}\{a, b\} - \{b\} \subset F^o$. $F^o$ is convex. $\text{cl}(F^o) = F$.

(9) Consider any $m \in \mathbb{Z}_+$ and any mapping $F : \{1, 2, \ldots, m\} \to \mathcal{F}(S)$. The intersection $\cap_{i \in \{1, 2, \ldots, m\}} F(i)$ is a face of $S$.

(10) We consider any two faces $F, G$ of $S$. $F^o \cap G \neq \emptyset$, if and only if, $F \subset G$. $F^o \cap G^o \neq \emptyset$, if and only if, $F \subset G$.

(11) $M = \Delta(S) = \text{vect}(S)^\vee$. If $S$ is rational over $N$, then $M$ is rational over $N^*$.

(12) Assume $\ell < s$. Let $F \in \mathcal{F}(S)_1$ be any element.
   (a) $M \subset \Delta(F)$. $\Delta(F)$.
   (b) For any $\omega_F \in \Delta(F) - M$ we have $\Delta(F) = \mathbb{R}_0 \omega_F + M$.
   (c) If $S$ is rational over $N$, then $(\Delta(F) - M) \cap N^* \neq \emptyset$. 
(13) Note that \( \ell < s \), if and only if, \( F(S)^1 \neq \emptyset \). In case \( \ell < s \) we take any element \( \omega_F \in \Delta(F) - M \) for any \( F \in F(S)^1 \).

\[ S^\vee = \text{convcone}(\{\omega_F | F \in F(S)^1\}) + M, \quad S = \bigcap_{F \in F(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S). \]

(14) \( S^\vee \) is a convex polyhedral cone in \( V^* \). If \( S \) is rational over \( N \), then \( S^\vee \) is rational over \( N^* \).

(15) Let \( F \) be any face of \( S \).
   \( a \) \( \Delta(F) \) is a face of \( S^\vee \).
   \( b \) \( \Delta(F) = \text{vect}(F)^\vee \cap S^\vee \). \( \text{vect}(\Delta(F)) = \text{vect}(F)^\vee \).
   \( c \) \( \Delta^0(F) = \Delta(F)^0 \). \( \Delta(F) = \text{clos}(\Delta^0(F)) \).

(16) For any face \( F \) of \( S \), \( \Delta(F,S|V) \) is a face of \( S^\vee \), and \( \dim \Delta(F,S|V) = \dim V - \dim F \). For any two faces \( F, G \) of \( S \) with \( F \subset G \), \( \Delta(F,S|V) \subset \Delta(G,S|V) \).

   For any face \( G \) of \( S^\vee \), \( \Delta(F,G|V^*) \) is a face of \( S^\vee \), and \( \dim \Delta(F,S^\vee|V^*) = \dim V - \dim F \). For any two faces \( F, G \) of \( S^\vee \) with \( F \subset G \), \( \Delta(F,G|V^*) \subset \Delta(G,S^\vee|V^*) \).

   The mapping from \( F(S) \) to \( F(S^\vee) \) sending \( F \in F(S) \) to \( \Delta(F,S|V) \in F(S^\vee) \) and the mapping from \( F(S^\vee) \) to \( F(S) \) sending \( F \in F(S^\vee) \) to \( \Delta(F,G|V^*) \in F(S) \) are bijective mappings reversing the inclusion relation between \( F(S) \) and \( F(S^\vee) \), and they are the inverse mappings of each other. Furthermore, if \( F \in F(S) \) and \( F \in F(S^\vee) \) correspond to each other by them, \( \dim F + \dim F = \dim V \).

(17) Assume \( \ell < s \). Let \( F \in F(S)_{\ell+1} \) be any element.
   \( a \) \( L \subset F \). \( L \neq F \).
   \( b \) For any \( t_F \in F - L \) we have \( F = \mathbb{R}_0 t_F + L \).

(18) In case \( \ell < s \) we take any element \( t_F \in F - L \) for any \( F \in F(S)_{\ell+1} \). Note that \( \ell < s \), if and only if, \( F(S)_{\ell+1} \neq \emptyset \).

\[ S = \text{convcone}(\{t_F | F \in F(S)_{\ell+1}\}) + L, \quad S^\vee = \bigcap_{F \in F(S)_{\ell+1}} (\mathbb{R}_0 t_F)^\vee \cap \text{vect}(S^\vee). \]

(19) The family \( \{F^\circ | F \in F(S)\} \) of subsets of \( S \) gives the equivalence class decomposition of \( S \). In other words, the following three conditions hold:
   \( a \) \( F^\circ \neq \emptyset \) for any \( F \in F(S) \).
   \( b \) If \( F \in F(S) \), \( G \in F(S) \), and \( F^\circ \cap G^\circ \neq \emptyset \), then \( F^\circ = G^\circ \).
   \( c \) \( S = \bigcup_{F \in F(S)} F^\circ \).

(20) \( F(S) \) is a convex polyhedral cone decomposition in \( V \), and the support of \( F(S) \) is equal to \( S \). In other words, the following four conditions hold:
   \( a \) \( F(S) \) is a non-empty finite set whose elements are convex polyhedral cones in \( V \).
   \( b \) For any \( F \in F(S) \) and for any \( G \in F(S) \), \( F \cap G \) is a face of \( F \), and \( F \cap G \) is a face of \( G \).
   \( c \) If \( F \in F(S) \) and \( G \) is a face of \( F \), then \( G \in F(S) \).
   \( d \) \( S = \bigcup_{F \in F(S)} F \).
(21) If $S$ is rational over $N$, then any $F \in \mathcal{F}(S)$ is rational over $N$. If $S$ is a simplicial cone over $N$, then any $F \in \mathcal{F}(S)$ is a simplicial cone over $N$.

(22) Consider any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$. The image $\pi(S)$ is a convex polyhedral cone in $W$, and it satisfies $\pi(S)^\circ = \pi(S^\circ)$.

**Proof.** We give proofs only to claims 4, 5, 8, 13 and 15. Other claims follow easily.

4. Let $F$ be any face of $S$. We take $\omega \in S^\vee$ with $F = \Delta(\omega) = \{x \in S|\langle \omega, x \rangle = 0\}$.

(a). We consider any point $a \in F$. $a \in F \subset S = \text{convcone}(X) = \{\sum_{x \in X} \lambda(x)x|\lambda \in \text{map}(X, \mathbb{R}_0)\}$. We take $\lambda \in \text{map}(X, \mathbb{R}_0)$ with $a = \sum_{x \in X} \lambda(x)x$. Since $X \subset \text{convcone}(X) = S$ and $\omega \in S^\vee$, $\langle \omega, x \rangle \geq 0$ for any $x \in X$, and $\langle \omega, x \rangle > 0$ for any $x \in X - F$. Since $\sum_{x \in X} \lambda(x)\langle \omega, x \rangle = \langle \omega, a \rangle = 0$, $\lambda(x) = 0$ for any $x \in X - F$. We know $a = \sum_{x \in X \cap F} \lambda(x)x \in \text{convcone}(X \cap F)$, and $F \subset \text{convcone}(X \cap F)$.

Since $F$ is a convex cone and $F \supset X \cap F$, $F = \text{convcone}(F) \supset \text{convcone}(X \cap F)$.

We know $F = \text{convcone}(X \cap F)$, and vect($F$) = vect(\text{convcone}(X \cap F)) = vect($X \cap F$).

(b). (c). They follow from (a).

(d). Obviously $L = S \cap (-S) \supset F \cap (-F)$.

We consider any $a \in S \cap \text{vect}(F)$. $a \in \text{vect}(F) = \{\sum_{x \in \text{supp}(\lambda)} \lambda(x)x|\lambda \in \text{map}(F, \mathbb{R})\}$. We take $\lambda \in \text{map}(F, \mathbb{R})$ with $a = \sum_{x \in \text{supp}(\lambda)} \lambda(x)x$. We have $\langle \omega, x \rangle = 0$ for any $x \in \text{supp}(\lambda) \subset F$. Therefore, $\langle \omega, a \rangle = \sum_{x \in \text{supp}(\lambda)} \lambda(x)\langle \omega, x \rangle = 0$ and $a \in F$, since $a \in S$. We know $F \supset S \cap \text{vect}(F)$ and $F = S \cap \text{vect}(F)$.

Assume $\dim G = \dim F$. We have $\dim \text{vect}(G) = \dim \text{vect}(F)$, and vect($G$) = vect($F$).

(e). Let $G$ be any face of $S$ with $G \subset F$. We have vect($G$) $\subset$ vect($F$) and $\dim G = \dim \text{vect}(G) \leq \dim F = \dim \text{vect}(F)$.

Conversely, assume $G = F$. Obviously, we have $\dim G = \dim F$.

(f). Let $G$ be any face of the convex polyhedral cone $F$. $G \subset F \subset S$. We take $\chi \in F^\vee \subset V^\vee$ with $G = \Delta(\chi, F)$.

Since $X \subset \text{conv}(X) = S$, $\langle \omega, x \rangle \geq 0$ for any $x \in X$. $\langle \omega, x \rangle = 0$, if and only if, $x \in X \cap F$, $\langle \omega, x \rangle > 0$ for any $x \in X - F$.

Since $X \cap F \subset F$, $\langle \chi, x \rangle \geq 0$ for any $x \in X \cap F$. $\langle \chi, x \rangle = 0$, if and only if, $x \in X \cap G$, $\langle \chi, x \rangle > 0$ for any $x \in (X \cap F) - (X \cap G)$.

We consider any $\lambda \in \mathbb{R}$, $\langle \chi + \lambda \omega, x \rangle = \langle \chi, x \rangle + \lambda(\omega, x)$ for any $x \in X$. For any $x \in X \cap G$, $\langle \chi, x \rangle = 0$, $\langle \omega, x \rangle = 0$, $\langle \chi, x \rangle + \lambda(\omega, x) = 0$. For any $x \in (X \cap F) - (X \cap G)$, $\langle \chi, x \rangle > 0$, $\langle \omega, x \rangle = 0$, $\langle \chi, x \rangle + \lambda(\omega, x) = \langle \chi, x \rangle > 0$. For any $x \in X - F$, $\langle \chi, x \rangle \in \mathbb{R}$, $\langle \omega, x \rangle > 0$, $\langle \chi, x \rangle + \lambda(\omega, x) > 0$, if and only if, $\lambda > -\langle \chi, x \rangle/\langle \omega, x \rangle$.

Note that $X - F$ is a finite set. We take any $\lambda \in \mathbb{R}$ satisfying

$$\lambda > \max\{ -\frac{\langle \chi, x \rangle}{\langle \omega, x \rangle} | x \in X - F \}$$

if $X - F \neq \emptyset$.

We know that $\langle \chi + \lambda \omega, x \rangle = 0$ for any $x \in X \cap G$, and $\langle \chi + \lambda \omega, x \rangle > 0$ for any $x \in X - G$. 
We consider any point \( a \in S = \text{conv}(X) = \{ \sum_{x \in X} \mu(x)x | \mu \in \text{map}(X, \mathbb{R}_0) \} \).
We take any \( \mu \in \text{map}(X, \mathbb{R}_0) \) with \( a = \sum_{x \in X} \mu(x)x \). \( \langle \chi + \lambda \omega, a \rangle = \sum_{x \in X} \mu(x)\langle \chi + \lambda \omega, x \rangle \geq 0 \), and if \( \langle \chi + \lambda \omega, a \rangle = 0 \), then \( \mu(x) = 0 \) for any \( x \in X - G \). We know \( \chi + \lambda \omega \in S' \). If \( a \in \Delta(\chi + \lambda \omega, S) \), then \( a = \sum_{x \in X \cap G} \mu(x)x \in \text{conv}(X \cap G) = G \). We know \( \Delta(\chi + \lambda \omega, S) \subset G \).

We consider any point \( a \in G \). \( a \in G \subset F \subset S \). \( a \in G = \text{conv}(X \cap G) = \{ \sum_{x \in X \cap G} \mu(x)x | \mu \in \text{map}(X \cap G, \mathbb{R}_0) \} \). We take any \( \mu \in \text{map}(X \cap G, \mathbb{R}_0) \) with \( a = \sum_{x \in X \cap G} \mu(x)x \). \( \langle \chi + \lambda \omega, a \rangle = \sum_{x \in X \cap G} \mu(x)\langle \chi + \lambda \omega, x \rangle = 0 \), and \( a \in \Delta(\chi + \lambda \omega, S) \). We know \( G \subset \Delta(\chi + \lambda \omega, S) \), and \( G = \Delta(\chi + \lambda \omega, S) \).

We know that \( G \) is a face of \( S \) with \( G \subset F \).

Conversely, we consider any face \( G \) of \( S \) with \( G \subset F \). We take any \( \chi \in S' \) with \( G = \Delta(\chi, S) \). Since \( S \supset F \), we have \( \chi \in S' \subset F' \). \( G = G \cap F = \Delta(\chi, S) \cap F = \{ x \in S | \langle \chi, x \rangle = 0 \} \cap F = \{ x \in F | \langle \chi, x \rangle = 0 \} = \Delta(\chi, F) \).

We know that \( G \) is a face of the convex polyhedral cone \( F \).

5. Assume \( \ell < s \). We consider any face \( G \) of \( S \) with \( G \neq S \).

Assume moreover, that a face \( F \) of \( S \) satisfying \( G \subset F \subset S \) and \( \dim F = \dim S - 1 \) does not exist. We will deduce a contradiction from this assumption.

\( G \in \{ F \in F(S) | G \subset F \subset S, F \neq S \} \).

We consider any \( F \in F(S) \) with \( G \subset F \subset S \) and \( F \neq S \). By 4(e) we know \( \dim G \leq \dim F \leq s - 1 \). By assumption we know \( \dim F \leq s - 2 \). Put
\[
\delta = \max\{ \dim F | F \in F(S), G \subset F \subset S, F \neq S \}.
\]
We know \( \dim G \leq \delta \leq s - 2 \).

Let \( F \) be any face of \( S \) with \( \dim F = \delta \) and \( G \subset F \subset S \). Let \( \omega \in S' \) be any element with \( F = \Delta(\omega) \).

\( F = \text{conv}(X \cap F) \). Since \( F \neq S \), \( X - F \neq \emptyset \). \( X - F \) is a non-empty finite set. \( \langle \omega, x \rangle = 0 \) for any \( x \in X \cap F \), and \( \langle \omega, x \rangle > 0 \) for any \( x \in X - F \).

We denote \( D_\omega = \{ x \in \text{vect}(S) | \langle \omega, x \rangle = 0 \} \). \( D_\omega \) is a vector subspace of \( \text{vect}(S) \) with \( \dim D_\omega \geq s - 1 \). Take any element \( x_0 \in X - F \neq \emptyset \). \( x_0 \in X - F \subset C \subset \text{vect}(S) \) and \( \langle \omega, x_0 \rangle > 0 \). We know that \( D_\omega \neq \text{vect}(S) \) and \( \dim D_\omega = s - 1 \).

\( \text{vect}(F) \subset \text{vect}(S) \), \( \dim \text{vect}(F) = \dim F = \delta \leq s - 2 \). \( \dim \text{vect}(S) = s \).

We know that there exists a vector subspace \( E \) of \( \text{vect}(S) \) of dimension \( s - 1 \) such that \( \text{vect}(F) \subset E \subset \text{vect}(S) \) and \( E \neq D_\omega \). We take a vector subspace \( E \) of \( \text{vect}(S) \) of dimension \( s - 1 \) such that \( \text{vect}(F) \subset E \subset \text{vect}(S) \) and \( E \neq D_\omega \). We take \( \chi \in V^* \) with \( E = \{ x \in \text{vect}(S) | \langle \chi, x \rangle = 0 \} \). Since \( X \cap F \subset F \subset \text{vect}(F) \subset E = \{ x \in \text{vect}(S) | \langle \chi, x \rangle = 0 \} \), \( \langle \chi, x \rangle = 0 \) for any \( x \in X \cap F \).

Let
\[
\lambda = \max\{ -\frac{\langle \chi, x \rangle}{\langle \omega, x \rangle} | x \in X - F \} \in \mathbb{R}.
\]
For any \( x \in X - F \), \( \langle \omega, x \rangle > 0 \), \( \lambda \geq -\frac{\langle \chi, x \rangle}{\langle \omega, x \rangle} \) and \( \langle \chi + \lambda \omega, x \rangle = \langle \chi, x \rangle + \lambda \omega(x) \geq 0 \). There exists \( x \in X - F \) with \( \langle \chi + \lambda \omega, x \rangle = 0 \). For any \( x \in X \cap F \), \( \langle \chi, x \rangle = 0 \), \( \langle \omega, x \rangle = 0 \), and \( \langle \chi + \lambda \omega, x \rangle = \langle \chi, x \rangle + \lambda \omega(x) = 0 \).

Let
\[
Y = (X \cap F) \cup \{ x \in X - F | \langle \chi + \lambda \omega, x \rangle = 0 \}.
\]
\( X \cap F \subset Y \subset X \) and \( X \cap F \neq Y \). For any \( x \in X \), \( \langle \chi + \lambda \omega, x \rangle \geq 0 \), and \( \langle \chi + \lambda \omega, x \rangle = 0 \), if and only if, \( x \in Y \).

We consider any point \( a \in S = \{ \sum_{x \in X} \mu(x)x | \mu \in \text{map}(X, \mathbb{R}_0) \} \). We take \( \mu \in \text{map}(X, \mathbb{R}_0) \) with \( a = \sum_{x \in X} \mu(x)x \). We have \( \langle \chi + \lambda \omega, a \rangle = \sum_{x \in X} \mu(x)\langle \chi + \lambda \omega, x \rangle \geq 0 \), and if \( \langle \chi + \lambda \omega, a \rangle = 0 \), then \( \mu(x) = 0 \) for any \( x \in X - Y \).
We know \( \chi + \lambda \omega \in S^\vee \) and \( \text{convcone}(Y) \supset \Delta(\chi + \lambda \omega, S) \).

We consider any point \( a \in \text{convcone}(Y) = \{ \sum_{x \in Y} \mu(x) x | \mu \in \text{map}(Y, \mathbb{R}_0) \} \). \( a \in \text{convcone}(Y) \subset \text{convcone}(X) \). We take \( \mu \in \text{map}(Y, \mathbb{R}_0) \) with \( a = \sum_{x \in Y} \mu(x) x \).

We have \( \langle \chi + \lambda \omega, a \rangle = \sum_{x \in Y} \mu(x)(\chi + \lambda \omega, x) = 0 \), and \( a \in \Delta(\chi + \lambda \omega, S) \).

We know \( \text{convcone}(Y) \subset \Delta(\chi + \lambda \omega, S) \) and \( \text{convcone}(Y) = \Delta(\chi + \lambda \omega, S) \in \mathcal{F}(S) \).

Since \( X \cap F \subset Y, \quad F = \text{convcone}(X \cap F) \subset \text{convcone}(Y) \). Since \( Y - (X \cap F) \subset \text{convcone}(Y) \) and \( \emptyset \neq Y - (X \cap F) \nsubseteq F, \quad F \neq \text{convcone}(Y) \). By 4. we have \( \delta = \text{dim} F < \text{dim} \text{convcone}(Y), \quad \text{convcone}(Y) = S, \) and \( \text{vect}(Y) = \text{vect}(\text{convcone}(Y)) = \text{vect}(S) \).

We consider any \( a \in \text{vect}(S) = \text{vect}(Y) = \{ \sum_{x \in Y} \mu(x) x | \mu \in \text{map}(Y, \mathbb{R}) \} \). We take \( \mu \in \text{map}(Y, \mathbb{R}) \) with \( a = \sum_{x \in Y} \mu(x) x \). \( \langle \chi + \lambda \omega, a \rangle = \sum_{x \in Y} \mu(x)(\chi + \lambda \omega, x) = 0 \).

We know that \( \langle \chi + \lambda \omega, a \rangle = 0 \) for any \( a \in \text{vect}(S) \).

We consider any point \( a \in D_\omega \). \( a \in D_\omega \subset \text{vect}(S) \) and \( \langle \omega, a \rangle = 0 \). Therefore \( \langle \chi, a \rangle = \langle \chi, a \rangle + \lambda \langle \omega, a \rangle = \langle \chi + \lambda \omega, a \rangle = 0 \), and \( a \in E \).

We know \( D_\omega \subset E \). Since \( \text{dim} D_\omega = \text{dim} E = s - 1 \), we know \( D_\omega = E \), which contradicts \( D_\omega \neq E \).

We know that there exists a face \( F \) of \( S \) with \( G \subset F \subset S \) and \( \text{dim} F = s - 1 \).

Assume that \( \Delta(\omega) = S \) for any \( \omega \in S^\vee \). For any \( a \in S \) and for any \( \omega \in S^\vee \) we have \( \langle \omega, a \rangle = 0 \).

We consider any \( a \in S \) and any \( \chi \in \text{vect}(S^\vee) = \{ \sum_{x \in S^\vee} \lambda(x) \omega | \lambda \in \text{map}'(S^\vee, \mathbb{R}) \} \). We take \( \lambda \in \text{map}'(S^\vee, \mathbb{R}) \) with \( \chi = \sum_{x \in S^\vee} \lambda(x) \omega \). For any \( \omega \in \text{supp}(\lambda) \subset S^\vee \) we have \( \langle \omega, a \rangle = 0 \), and \( \langle \chi, a \rangle = \sum_{x \in S^\vee} \lambda(x) \langle \omega, a \rangle = 0 \).

We know that for any \( a \in S \) and any \( \chi \in \text{vect}(S^\vee) \), \( \langle \chi, a \rangle = 0 \) and \( S \subset \text{vect}(S^\vee)^\vee = L^\vee = L \). Since \( S \supset L \), we know that \( S = L \) and \( \ell = s \) by 2, which contradicts the assumption \( \ell < s \).

We know that there exists \( \omega \in S^\vee \) with \( \Delta(\omega) \neq S \). We take \( \omega \in S^\vee \) with \( \Delta(\omega) \neq S \). Putting \( G = \Delta(\omega) \), we apply the above result.

We know that there exists a face \( F \) of \( S \) with \( \text{dim} F = s - 1 \).

8.

(a). It follows from definitions.

(b), (c). By \( (a) F^0 = F \Leftrightarrow \partial F = \emptyset \).

First, we consider the case \( F = L \). We have \( F = L = \text{vect}(L) = \text{vect}(F) \), and \( \partial F = F \cap \text{clos}(\text{vect}(F) - F) = F \cap \text{clos}(\emptyset) = \emptyset \). For any \( \omega \in F^\vee = \text{vect}(F)^\vee \) we have \( \Delta(\omega) = \{ x \in F [\omega, x] = 0 \} = F \). Therefore, \( \mathcal{F}(F) = \{ F \}, \quad \mathcal{F}(F) - \{ F \} = \emptyset \) and \( \cup_{G \in \mathcal{F}(F) - \{ F \}} G = \emptyset = \partial F \).

We consider the case \( F \neq L \). By 5 we know \( \mathcal{F}(F)^1 \neq \emptyset \), and \( \cup_{G \in \mathcal{F}(F)^1} G = \cup_{G \in \mathcal{F}(F)} G \neq \emptyset \). We consider any point \( a \in \cup_{G \in \mathcal{F}(F)} G \). We take \( G \in \mathcal{F}(F)^1 \) with \( a \in G \), and \( \omega \in F^\vee \) with \( G = \Delta(\omega, F) \). \( a \in G \subset F \), and \( a \in G \subset \text{vect}(G) \subset \text{vect}(F) \). Since \( \text{dim} \text{vect}(G) = \dim G = \dim F - 1 = \dim \text{vect}(F) - 1, \quad \text{vect}(G) = \{ x \in \text{vect}(F) [\omega, x] = 0 \} \) and \( F \subset \{ x \in \text{vect}(F) [\omega, x] = 0 \} \). We know that there exists an infinite sequence \( b(i), i \in \mathbb{Z}_0 \) of elements in \( \text{vect}(F) \) such that \( a = \lim_{i \to \infty} b(i) \) and \( \langle \omega, b(i) \rangle < 0 \) for any \( i \in \mathbb{Z}_0 \). We take an infinite sequence \( b(i), i \in \mathbb{Z}_0 \) of elements in \( \text{vect}(F) \) such that \( a = \lim_{i \to \infty} b(i) \) and \( \langle \omega, b(i) \rangle < 0 \) for any \( i \in \mathbb{Z}_0 \). Since \( \langle \omega, b(i) \rangle < 0 \) for any \( i \in \mathbb{Z}_0 \) and \( F \subset \{ x \in \text{vect}(F) [\omega, x] = 0 \} \), \( b(i) \in \text{vect}(F) - F \) for any \( i \in \mathbb{Z}_0 \). Therefore, \( a \in F \cap \text{clos}(\text{vect}(F) - F) = \partial F \). We know \( \partial F \supset \cup_{G \in \mathcal{F}(F)} G \), and \( \partial F \neq \emptyset \).

We consider any point \( a \in \partial F \cap \text{clos}(\text{vect}(F) - F). \quad a \in F \). We take infinite sequence \( a(i), i \in \mathbb{Z}_0 \) of elements of \( \text{vect}(F) - F \) with \( a = \lim_{i \to \infty} a(i) \).
We take any positive definite symmetric bilinear form $(\cdot,\cdot) : V \times V \to \mathbb{R}$, and putting $|x| = \sqrt{(x,x)} \in \mathbb{R}_+$ for any $x \in V$, we define a norm $|\cdot| : V \to \mathbb{R}_+$. We know $\lim_{t \to \infty} |a - a(i)| = 0$.

We consider any $i \in \mathbb{Z}_0$. We take any point $b(i) \in F$ with $|a(i) - b(i)| = \min \{|a(i) - c| : c \in F\}$. By the proof of Lemma 7.14, we know $|a(i) - b(i)| > 0, (b(i) - a(i), b(i)) = 0$, and $(b(i) - a(i), c) \geq 0$ for any $c \in F$. We take $\omega(i) \in V^*$ such that $(\omega(i), x) = (b(i) - a(i), x)$ for any $x \in V$. Since $(\omega(i), c) = (b(i) - a(i), c) \geq 0$ for any $c \in F$, $\omega(i) \in F^\lor$. Since $b(i) \in F$ and $(\omega(i), b(i)) = (b(i) - a(i), b(i)) = 0$, we know $b(i) \in \Delta(\omega(i), F)$.

Now, $\Delta(\omega(i), F) = \{x \in F | (\omega(i), x) = 0\} = \{x \in F | (b(i) - a(i), x) = 0\} \subset \{x \in \text{vect}(F) | (b(i) - a(i), x) = 0\}$. Since $b(i) \in F \subset \text{vect}(F), a(i) \in \text{vect}(F) - F \subset \text{vect}(F)$, we know $b(i) - a(i) \in \text{vect}(F)$ and $\{x \in \text{vect}(F) | (b(i) - a(i), x) = 0\}$ is a vector subspace of $\text{vect}(F)$ of codimension one. Therefore $\dim \Delta(\omega(i), F) \leq \dim \{x \in \text{vect}(F) | (b(i) - a(i), x) = 0\} = \dim F - 1$ and $\Delta(\omega(i), F) \neq F$.

Since $a \in F$, $|a(i) - b(i)| \leq |a(i) - a| = |a - a(i)|$. $0 \leq |a - b(i)| \leq |a - a(i)| + |a(i) - b(i)| \leq 2|a - a(i)|$.

Now, since $\lim_{t \to \infty} |a - a(i)| = 0$, we know $\lim_{t \to \infty} |a - b(i)| = 0$ and $a = \lim_{t \to \infty} b(i)$. Note that $\Delta(F, F)$ is a finite set. Below we assume that $\Delta(\omega(i), F) \in F(F) - \{F\}$ does not depend on $i \in \mathbb{Z}_0$, replacing $b(i), i \in \mathbb{Z}_0$ by some subsequence. Put $G_0 = \Delta(\omega(0), F) \in F(F) - \{F\}$. For any $i \in \mathbb{Z}_0$ we have $b(i) \in \Delta(\omega(i), F) = G_0$. Therefore $a = \lim_{t \to \infty} b(i) \in G_0 \subset \bigcup_{G \in F(F) - \{F\}} G$.

We know $\partial F \subset \bigcup_{G \in F(F) - \{F\}} G$ and $\partial F = \bigcup_{G \in F(F) - \{F\}} G$.

(d) By Lemma 6.3.4 we know $F^\lor \neq \emptyset$.

We consider any $a \in F^\lor$ and any $b \in F$. We would like to show that $\text{conv}\{a, b\} - \{b\} \subset F^\lor$. If $a = b$, then $\text{conv}\{a, b\} - \{b\} = \emptyset \subset F^\lor$. Below we assume $a \neq b$. We consider any point $c \in \text{conv}\{a, b\} - \{b\}$ and we take $t \in \mathbb{R}$ such that $c = ta + (1 - t)b$ and $0 < t < 1$.

Since $\{a, b\} \subset F$ and $F$ is convex, $c \in \text{conv}\{a, b\} \subset \text{conv}(F) = F$. Assume $c \notin F^\lor$. $c \in \partial F$. We take $G \in F(F)$ with $c \in G$ and $G \neq F$, and we take $\omega \in F^\lor$ with $G = \Delta(\omega, F)$. We know that $c \in \Delta(\omega, F)$ and $(\omega, c) = 0$. Since $\{a, b\} \subset F$, $(\omega, a) \geq 0$ and $(\omega, b) \geq 0$. Since $a \in F^\lor$, $a \notin \partial F$, $a \notin G$ and $(\omega, a) > 0$. We have $0 = (\omega, c) = (\omega, ta + (1 - t)b) = t(\omega, a) + (1 - t)(\omega, b) > 0$, which is a contradiction.

We know $c \in F^\lor$ and $\text{conv}\{a, b\} - \{b\} \subset F^\lor$.

Consider any $a, b \in F^\lor$. By the above $\text{conv}\{a, b\} = (\text{conv}\{a, b\} - \{b\}) \cup \{b\} \subset F^\lor$. We know that $F^\lor$ is convex.

Since $F^\lor \subset F$ and $F$ is closed, $\text{clos}(F^\lor) \subset \text{clos}(F) = F$. Consider any $b \in F$. We take an $a \in F^\lor \neq \emptyset$ with $a \neq b$. Since $\text{conv}\{a, b\} - \{b\} \subset F^\lor$, $ta + (1 - t)b \in F^\lor$ for any $t \in \mathbb{R}$ with $0 < t \leq 1$. Therefore, $b = \lim_{t \to 0} ta + (1 - t)b \in \text{clos}(F^\lor)$. We know $\text{clos}(F^\lor) \supset F$ and $\text{clos}(F^\lor) = F$.

13. In case $\ell < s$ we take any element $\omega_F \in \Delta(F) - M$ for any $F \in F(F)$\!. Note that $\ell < s$, if and only if, $F(F) \neq \emptyset$.

Consider any $F \in F(F)$\!. Since $\omega_F \in \Delta(F) \subset S^\lor$, we have $\text{Re}_Q \omega_F \subset S^\lor$ and $S = S^{\lor \lor} \subset (\text{Re}_Q \omega_F)^\lor$.

Since $S \subset \text{vect}(S)$, we know

$$S \subset \bigcap_{F \in F(F)} (\text{Re}_Q \omega_F)^\lor \cap \text{vect}(S).$$
If \( \ell = s \), then we have \( S = \text{vect}(S) \) by 2, \( \mathcal{F}(S)^1 = \emptyset \) by 5, and \( S = \text{vect}(S) = \bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S) \).

Assume
\[
\bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S) - S \neq \emptyset.
\]

We will deduce a contradiction from this assumption.

It follows \( \ell < s \) and \( \mathcal{F}(S)^1 \neq \emptyset \).

Take any \( a \in (\bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S) - S \), and take any \( b \in S^c \neq \emptyset \).

We denote \([0,1] = \{ t \in \mathbb{R} | 0 \leq t \leq 1 \}\). We know \( \{(1-t)a+tb|t \in [0,1]\} = \text{conv}(\{a,b\}) \subset \text{vect}(S) \). Let \( I = \{ t \in [0,1] | (1-t)a+tb \in S \} \). \( 0 \notin I \), \( I \in \mathcal{I} \) and \( I \) is a closed interval contained in \([0,1]\), since \( S \) is a closed convex cone. Since \( b \in S^c \) and \( S^c \) is an open subset of \( \text{vect}(S) \), we know that there exists \( t_1 \in [0,1] \) such that \( t_1 \neq 1 \) and \( \{ t \in [0,1] | t_1 < t \leq 1 \} \subset I \). We know that there exists \( t_0 \in [0,1] \) such that \( t_0 \neq 1 \), \( t_0 \neq 0 \) and \( \{ t \in [0,1] | t_0 \leq t \leq 1 \} = I \). Let \( c = (1-t_0)a+t_0b \in \text{vect}(S) \). Since \( t_0 \in I \), \( c \in S \). For any \( t \in \mathbb{R} \) with \( 0 \leq t < t_0 \), \( t \notin I \) and \( (1-t)a+tb \in \text{vect}(S) - S \).

We know \( c = \lim_{t \to t_0^-} (a+t_0b) \in \text{conv}(\text{vect}(S) - S) \), and \( c \in S \cap \text{conv}(\text{vect}(S) - S) = \partial S \).

By 8 we know that there exists a face \( G_0 \) of \( S \) satisfying \( G_0 \neq S \) and \( c \in G_0 \).

By 3 we know that \( G_0 \cap S = \text{vect}(S) \) and \( c \in G_0 \cap S \). We take a face \( G_0 \) of \( S \) satisfying \( G_0 \neq S \) and \( c \in G_0 \).

We know \( G_0 \cap S = \text{vect}(S) \) and \( c \in G_0 \cap S \). We take a face \( G_0 \) of \( S \) satisfying \( G_0 \neq S \) and \( c \in G_0 \).

We know \( G_0 \cap S = \text{vect}(S) \) and \( c \in G_0 \cap S \). We take a face \( G_0 \) of \( S \) satisfying \( G_0 \neq S \) and \( c \in G_0 \).

By 3 we know that \( G_0 \cap S = \text{vect}(S) \) and \( c \in G_0 \cap S \). We take a face \( G_0 \) of \( S \) satisfying \( G_0 \neq S \) and \( c \in G_0 \).

Now, since \( a \in \bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S) \subset (\mathbb{R}_0 \omega_F_0)^\vee \), \( \langle \omega_{F_0}, a \rangle \geq 0 \).

Since \( b \in S \) and \( \omega_{F_0} \in \Delta(F_0) \subset S^\vee \), \( \langle \omega_{F_0}, b \rangle \geq 0 \). Since \( b \notin \partial S = \bigcup_{G \in \mathcal{F}(S) - \{S\}} G \), \( b \notin F_0 \). \( F_0 \subset \Delta(\omega_{F_0}) \subset S \). If \( \Delta(\omega_{F_0}) = S \), then \( \omega_{F_0} \in \Delta(S) = M \), which contradicts \( \omega_{F_0} \notin M \). Therefore, \( \Delta(\omega_{F_0}) \neq S \) and \( \dim \Delta(\omega_{F_0}) = s - 1 \) by 4.(e).

Since \( \dim F_0 = s - 1 \), we have \( F_0 = \Delta(\omega_{F_0}) \) by 4.(e) and \( \omega \notin \Delta(\omega_{F_0}) \). We know \( \langle \omega_{F_0}, b \rangle > 0 \). Since \( 0 < t_0 < 1 \), we have \( 0 = \langle \omega_{F_0}, c \rangle = \langle \omega_{F_0}, (1-t_0)a+t_0b \rangle = (1-t_0)(\omega_{F_0}, a) + t_0(\omega_{F_0}, b) > 0 \), which is a contradiction.

We know \( \bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S) = \emptyset \) and
\[
S = \bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S).
\]

By Lemma 7.24 and Lemma 6.92 we know
\[
S^\vee = \bigcap_{F \in \mathcal{F}(S)^1} (\mathbb{R}_0 \omega_F)^\vee \cap \text{vect}(S)^\vee
\]
\[= \text{clos}\left( \sum_{F \in \mathcal{F}(S)^1} \mathbb{R}_0 \omega_F + \text{vect}(S)^\vee \right)
\]
\[= \sum_{F \in \mathcal{F}(S)^1} \mathbb{R}_0 \omega_F + \text{vect}(S)^\vee
\]
\[= \text{convcone}(\{\omega_F | F \in \mathcal{F}(S)^1\}) + M.
\]

15. Let \( F \) be any face of \( S \).

(a) Take any \( a \in F^\circ \), \( a \in F^\circ \subset F \subset S = S^\vee \). Consider any \( \omega \in \Delta(F, S) \). \( \omega \in S^\vee \), \( a \in F \subset \Delta(\omega) \) and \( \langle \omega, a \rangle = 0 \). We know \( \omega \in \Delta(a, S) \) and \( \Delta(F, S) \subset \Delta(a, S^\vee) \).

Consider any \( \omega \in \Delta(\omega, S) \). \( \omega \in S^\vee \), \( \langle \omega, a \rangle = 0 \) and \( a \in \Delta(\omega, S) \). Since \( a \in F^\circ \cap \Delta(\omega, S) \neq \emptyset \), we know \( F \subset \Delta(\omega, S) \) by 9, \( \omega \in \Delta(F, S) \), and \( \Delta(F, S) \supset \Delta(a, S^\vee) \).
We know $\Delta(F) = \Delta(F, S) = \Delta(a, S')$ is a face of $S'$. 

(b). By definition $\Delta(F) \subset S'$. Consider any $\omega \in \Delta(F)$. By definition $F \subset \Delta(\omega)$ and $\langle \omega, a \rangle = 0$ for any $a \in F$. Consider any $b \in \text{vec}(F) = \{\sum_{a \in \text{supp}(\lambda)} \lambda(a) a | \lambda \in \text{map}'(F, \mathbb{R})\}$. We take any $\lambda \in \text{map}'(F, \mathbb{R})$ with $b = \sum_{a \in \text{supp}(\lambda)} \lambda(a) a$. For any $a \in \text{supp}(\lambda)$, $a \in \text{supp}(\lambda) \subset F$ and $\langle \omega, b \rangle = \sum_{a \in \text{supp}(\lambda)} \lambda(a) \langle \omega, a \rangle = 0$. We know $\omega \in \text{vec}(F)'$, and $\Delta(F) \subset \text{vec}(F)' \cap S'$. 

Consider any $\omega \in \text{vec}(F)' \cap S'$. Since $\omega \in \text{vec}(F)'$, $\langle \omega, a \rangle = 0$ for any $a \in \text{vec}(F)$. Since $F \subset \text{vec}(F) \cap S$, $a \in S$ and $\langle \omega, a \rangle = 0$ for any $a \in F$. Therefore, $F \subset \Delta(\omega)$, $\omega \in \Delta(F)$, and $\Delta(F) \supset \text{vec}(F)' \cap S'$. 

We know $\Delta(F) = \text{vec}(F)' \cap S'$.

Now, $\Delta(F) = \text{vec}(F)' \cap S' = (\text{vec}(F) + S)'$ by Lemma \[723. We denote $W = (\text{vec}(F) + S) \cap (- \text{vec}(F) + S))$. $W$ is a subspace of $V$ with $\text{vec}(F) \subset W$. Consider any $a \in W$. $a \in \text{vec}(F) + S$. We take $b \in \text{vec}(F)$ and $c \in S$ with $a = b + c$. $-a \in W \subset \text{vec}(F) + S$. We take $b' \in \text{vec}(F)$ and $c' \in S$ with $-a = b' + c'$. $0 = a + (-a) = (b + b) + (c + c')$ and $c + c' = -(b + b') \in S \cap \text{vec}(F) = F$. We take any $\omega \in S'$ with $F = \Delta(\omega)$. $\langle \omega, c + c' \rangle = 0$. We have $\langle \omega, c \rangle \geq 0$, and $\langle \omega, c' \rangle \geq 0$. Since $\langle \omega, c \rangle + \langle \omega, c' \rangle = \langle \omega, c + c' \rangle = 0$, we know $\langle \omega, c \rangle = 0$, $\langle \omega, c' \rangle = 0$, $c \in \Delta(\omega) = F \subset \text{vec}(F)$. Therefore, $a = b + c \in \text{vec}(F)$, $\text{vec}(F) \supset W$ and $\text{vec}(F) = W$. $\text{vec}(\Delta(F)) = \text{vec}((\text{vec}(F) + S)') = W' = \text{vec}(F)'$.

We know $\text{vec}(\Delta(F)) = \text{vec}(F)'$.

By (b), $\dim \Delta(F) = \dim \text{vec}(\Delta(F)) = \dim \text{vec}(F)' = \dim V - \dim \text{vec}(F) = \dim V - \dim F$. Replacing the pair $(F, S)$ by $(\Delta(F), S')$, we know $\Delta(F) \in \mathcal{F}(S)$ by (a). By (b), $\dim \Delta(F) = \dim \text{vec}(\Delta(F)) = \dim \text{vec}(F)' = \dim V - \dim \Delta(F) = \dim V - \dim F = \dim F$. 

Consider any $a \in F$. For any $\omega \in \Delta(F)$, $a \in \Delta(\omega)$, $\langle \chi, a \rangle = 0$, and $\omega \in \Delta(a)$. We know $\Delta(F) \subset \Delta(a)$, and $a \in \Delta(F)$. We know $F \subset \Delta(F)$.

Since $\dim F = \dim \Delta(F)$, we know $\Delta(F) = F$.

Consider any $\omega \in \Delta(F) \subset S'$ and $F = \Delta(\omega)$. We know $\omega \in \Delta(F)$.

Consider any $\Lambda \in \mathcal{F}(\Delta(F))$ with $\Lambda \neq \Delta(F)$. Assume $\omega \in \Lambda$. We will deduce a contradiction from this assumption. Replacing the pair $(F, S)$ by $(\Lambda, S')$, we know $\Delta(\Lambda) \in \mathcal{F}(S)$ by (a). We denote $G = \Delta(\Lambda)$. Furthermore, by (a) we know $\Delta(F) \subset \Delta(\Lambda) = \Lambda$.

By (b) we know $\text{vec}(G) = \text{vec}(\Lambda)'$ and $\text{vec}(\Delta(F)) = \text{vec}(G)' = \text{vec}(\Lambda)$. Therefore, $\dim G = \dim \text{vec}(G) = \dim \text{vec}(\Lambda)' = \dim V - \dim \text{vec}(G) = \dim V - \dim \Lambda > \dim V - \dim \Delta(F) = \dim F$, and $\dim G = \dim \text{vec}(\Delta(F)) = \dim \text{vec}(\Lambda) = \dim \Lambda$.

We consider any $\chi \in \Lambda$. For any $a \in G = \Delta(\Lambda)$, $\chi \in \Lambda \subset \Delta(a)$. Therefore, $\langle \chi, a \rangle = 0$, $G \subset \Delta(\chi)$, and $\chi \in \Delta(G)$. (By 8.1 we have $\chi \in \Delta(G)$). Since $\dim \Delta(G) = \dim \Lambda$, we know $\omega \in \Lambda = \Delta(G)$, and $G \subset \Delta(\omega) = F$. We have $\dim F < \dim G \leq \dim F$, which is a contradiction.

We know $\omega \notin \Lambda$. $\omega \notin \partial \Delta(F)$ by 8.(c). Therefore, $\omega \in \Delta(F) - \partial \Delta(F) = \Delta(F)^\circ$. 

We know $\Delta(F) \subset \Delta(F)^\circ$.

Consider any $\omega \in \Delta(F)^\circ$. Since $\omega \in \Delta(F)^\circ \subset \Delta(F)$, $F \subset \Delta(\omega)$. Consider any $a \in \Delta(\omega)$. $\langle \omega, a \rangle = 0$ and $\omega \in \Delta(a) \cap \Delta(F)^\circ = \emptyset$. By 10 we know $\Delta(F) \subset \Delta(a)$ and $a \in \Delta(\Delta(F)) = F$. We know $F \supset \Delta(\omega)$, $F = \Delta(\omega)$ and $\omega \in \Delta(F)$. 

We know $\Delta(F) \subset \Delta(F)^\circ$, and $\Delta(F)^\circ = \Delta(F)^\circ$. 

By 8.(d) we know $\Delta(F) = \text{clos}(\Delta(F)^\circ) = \text{clos}(\Delta(F))$. □
Corollary 7.5.  
(1) For any convex polyhedral cone \( S \) in \( V \), the dual cone \( S^\vee \) is a convex polyhedral cone in \( V^* \). If moreover, \( S \) is rational over \( N \), then \( S^\vee \) is rational over \( N^* \).
(2) For any convex polyhedral cones \( S \) and \( T \) in \( V \), \( S + T \) and \( S \cap T \) are convex polyhedral cones in \( V \). If moreover, \( S \) and \( T \) are rational over \( N \), then \( S + T \) and \( S \cap T \) are rational over \( N \).
(3) For any convex polyhedral cones \( S \) and \( T \) in \( V \), \( (S + T)^\vee = S^\vee \cap T^\vee \) and \( (S \cap T)^\vee = S^\vee + T^\vee \).
(4) For any convex polyhedral cone \( S \) in \( V \), any finite dimensional vector space \( W \) over \( \mathbb{R} \) and any homomorphism \( \pi : V \to W \) of vector spaces over \( \mathbb{R} \), \( \pi(S) \) is a convex polyhedral cone in \( W \). If moreover, \( S \) and \( \pi^{-1}(0) \) are rational over \( N \), then \( \pi(S) \) is rational over \( Q \) for any lattice \( Q \) of \( W \) with \( \pi(N) = Q \cap \pi(V) \).
(5) For any convex polyhedral cone \( S \) in \( V \), any finite dimensional vector space \( U \) over \( \mathbb{R} \) and any homomorphism \( \nu : U \to V \) of vector spaces over \( \mathbb{R} \), \( \nu^{-1}(S) \) is a convex polyhedral cone in \( U \). If moreover, \( S \) and \( \nu(U) \) are rational over \( N \), then \( \nu^{-1}(S) \) is rational over \( K \) for any lattice \( K \) of \( U \) with \( \nu(K) = N \cap \nu(U) \).

Lemma 7.6. Let \( m \in \mathbb{Z}_+ \) be any positive integer, and let \( S \) be any mapping from the set \( \{1, 2, \ldots, m\} \) to the set of all convex polyhedral cones in \( V \). We denote

\[
\bar{S} = \bigcap_{i \in \{1, 2, \ldots, m\}} S(i) \subset V.
\]

(1) \( \bar{S} \) is a convex polyhedral cone in \( V \). \( \bar{S}^\vee = \sum_{i \in \{1, 2, \ldots, m\}} S(i)^\vee \). If \( S(i) \) is rational over \( N \) for any \( i \in \{1, 2, \ldots, m\} \), then \( \bar{S} \) is rational over \( N \).
(2) If \( \cap_{i \in \{1, 2, \ldots, m\}} S(i)^\circ \neq \emptyset \), then \( \bar{S}^\circ = \cap_{i \in \{1, 2, \ldots, m\}} S(i)^\circ \).

Let \( \bar{F} \) be any face of \( \bar{S} \).
(3) There exists uniquely a face \( F(i) \) of \( S(i) \) with \( \bar{F}^\circ \subset F(i)^\circ \) for any \( i \in \{1, 2, \ldots, m\} \).

Below, we assume that \( F(i) \in \mathcal{F}(S(i)) \) and \( \bar{F}^\circ \subset F(i)^\circ \) for any \( i \in \{1, 2, \ldots, m\} \).
(4) \( F \subset F(i) \) for any \( i \in \{1, 2, \ldots, m\} \).
(5) \( \bar{F} = \bigcap_{i \in \{1, 2, \ldots, m\}} F(i) \).
(6) \( \bar{F}^\circ = \bigcap_{i \in \{1, 2, \ldots, m\}} F(i)^\circ \).
(7) \( \text{vect}(\bar{F}) = \bigcap_{i \in \{1, 2, \ldots, m\}} \text{vect}(F(i)) \).
(8) \( \Delta(\bar{F}, \bar{S}) = \sum_{i \in \{1, 2, \ldots, m\}} \Delta(F(i), S(i)) \).

Let \( G(i) \) be any face of \( S(i) \) for any \( i \in \{1, 2, \ldots, m\} \).
(9) The intersection \( \cap_{i \in \{1, 2, \ldots, m\}} G(i) \) is a face of \( \bar{S} \).
(10) If \( \bar{F} \subset G(i) \) then \( F(i) \subset G(i) \), for any \( i \in \{1, 2, \ldots, m\} \).
(11) If
\[ F = \bigcap_{i \in \{1, 2, \ldots, m\}} G(i), \]
then \( F(i) \subseteq G(i) \) for any \( i \in \{1, 2, \ldots, m\} \) and the following three conditions are equivalent:

(a) \( \bigcap_{i \in \{1, 2, \ldots, m\}} G(i) \neq \emptyset \).

(b) \( F(i) = G(i) \) for any \( i \in \{1, 2, \ldots, m\} \).

(c) \( \overline{F} = \bigcap_{i \in \{1, 2, \ldots, m\}} G(i) \).

8. Simplicial cones

We study simplicial cones.

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \), and let \( N \) be any lattice of \( V \).

Lemma 8.1. Let \( S \) be any simplicial cone over \( N \) in \( V \).

(1) The cone \( S \) is a rational polyhedral cone over \( N \) in \( V \) satisfying \( S \cap (-S) = \{0\} \).

(2) \( \mathbb{Z} \mathcal{F}(S)_1 = \dim S. 0 \leq \dim S \leq \dim V \).

(3) The intersection \( N \cap \text{vect}(S) \) is a lattice of \( \text{vect}(S) \). \( S \) is a simplicial cone over \( N \cap \text{vect}(S) \) in \( \text{vect}(S) \). The residue module \( N/(N \cap \text{vect}(S)) \) is a free module over \( \mathbb{Z} \) of finite rank. \( \text{rank}(N/(N \cap \text{vect}(S))) = \dim V - \dim S \).

(4) Any face of \( S \) is a simplicial cone over \( N \) in \( V \). The set \( \{0\} \) is a face of \( S \). For any face \( F \) of \( S \), \( \mathcal{F}(F) \subset \mathcal{F}(S) \) and \( \mathcal{F}(F)_1 \subset \mathcal{F}(S)_1 \).

(5) If \( \dim S = 1 \), then there exists uniquely an element \( b_{S/N} \) of \( S \cap N \) satisfying \( S \cap N = \mathbb{Z} \sum b_{S/N} \).

Definition 8.2. Let \( S \) be any simplicial cone over \( N \) in \( V \).

If \( \dim S = 1 \), we take the unique element \( b_{S/N} \) of \( S \cap N \) satisfying \( S \cap N = \mathbb{Z} b_{S/N} \).

If \( \dim S \neq 1 \), we put
\[
 b_{S/N} = \sum_{E \in \mathcal{F}(S)_1} b_{E/N} \in S \cap N.
\]

We call \( b_{S/N} \in S \cap N \) the barycenter of \( S \) over \( N \). When we need not refer to \( N \), we also write simply \( b_S \), instead of \( b_{S/N} \).

Lemma 8.3. Let \( S \) be any simplicial cone over \( N \) in \( V \).

(1) The set \( \{b_E|E \in \mathcal{F}(S)_1\} \) is a basis over \( \mathbb{Z} \) of the lattice \( N \cap \text{vect}(S) \) of \( \text{vect}(S) \), and it is a basis over \( \mathbb{R} \) of the vector space \( \text{vect}(S) \).

\[
 S = \sum_{E \in \mathcal{F}(S)_1} \mathbb{R} b_E = \text{convcone}(\{b_E|E \in \mathcal{F}(S)_1\}),
\]

\[
 S^\circ = \sum_{E \in \mathcal{F}(S)_1} \mathbb{R}^+_b E.
\]

For any \( E \in \mathcal{F}(S)_1 \), \( E = \mathbb{R} b_E. \mathcal{F}(S)_1 = \{\mathbb{R} b_E|E \in \mathcal{F}(S)_1\} \).
(2) If a basis $B$ over $\mathbb{Z}$ of $N$ and a subset $C$ of $B$ satisfies $S = \text{convcone}(C)$, then $|C| = \dim S$ and $C = \{b_E | E \in \mathcal{F}(S)_1\}$.

(3) $\mathcal{F}(F)_1 \subseteq 2^{\mathcal{F}(S)_1}$ and $\sharp \mathcal{F}(F)_1 = \dim F$ for any $F \in \mathcal{F}(S)$. $\mathcal{F}(F)_1 \subset \mathcal{F}(G)_1$ for any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$ satisfying $F \subset G$.

$$\sum_{E \in \mathcal{X}} E \in \mathcal{F}(S) \text{ and } \dim(\sum_{E \in \mathcal{X}} E) = \sharp X \text{ for any } X \in 2^{\mathcal{F}(S)_1}. \sum_{E \in \mathcal{X}} E \subset \sum_{E \in \mathcal{Y}} E \text{ for any } X \in 2^{\mathcal{F}(S)_1} \text{ and } Y \in 2^{\mathcal{F}(S)_1} \text{ satisfying } X \subset Y.$$

The mapping from $\mathcal{F}(S)$ to $2^{\mathcal{F}(S)_1}$ sending $F \in \mathcal{F}(S)$ to $\mathcal{F}(F)_1 \in 2^{\mathcal{F}(S)_1}$ and the mapping from $2^{\mathcal{F}(S)_1}$ to $\mathcal{F}(S)$ sending $X \in 2^{\mathcal{F}(S)_1}$ to $\sum_{E \in X} E \in \mathcal{F}(S)$ are bijective mappings preserving the inclusion relation between $\mathcal{F}(S)$ and $2^{\mathcal{F}(S)_1}$, and they are the inverse mappings of each other.

Furthermore, if $F \in \mathcal{F}(S)$ corresponds to $X \in 2^{\mathcal{F}(S)_1}$ by them, then $\dim F = \sharp X$. The element $\{0\} \in \mathcal{F}(S)$ corresponds to $\emptyset \in 2^{\mathcal{F}(S)_1}$ by them, and $S \in \mathcal{F}(S)$ corresponds to $\mathcal{F}(S)_1 \in 2^{\mathcal{F}(S)_1}$ by them.

(4) For any $X \in 2^{\mathcal{F}(S)_1}$ and any $Y \in 2^{\mathcal{F}(S)_1}$,

$$\left(\sum_{E \in \mathcal{X}} E \right) \cap \left(\sum_{E \in \mathcal{Y}} E \right) = \sum_{E \in \mathcal{X} \cap \mathcal{Y}} E,$$

$$\left(\sum_{E \in \mathcal{X}} E \right) + \left(\sum_{E \in \mathcal{Y}} E \right) = \sum_{E \in \mathcal{X} \cup \mathcal{Y}} E.$$

(5) For any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$ the following claims hold:

(a) $F \cap G \in \mathcal{F}(S)$ and $\mathcal{F}(F \cap G)_1 = \mathcal{F}(F)_1 \cap \mathcal{F}(G)_1$.

(b) $F + G \in \mathcal{F}(S)$ and $\mathcal{F}(F + G)_1 = \mathcal{F}(F)_1 \cup \mathcal{F}(G)_1$. $F \subset F + G$ and $G \subset F + G$. If $H \in \mathcal{F}(S)$ satisfies $F \subset H$ and $G \subset H$, then $F + G \subset H$.

(c) $F \cap G = \{0\}$ and $F + G = S$, if and only if, $\mathcal{F}(F)_1 \cap \mathcal{F}(G)_1 = \emptyset$ and $\mathcal{F}(F)_1 \cup \mathcal{F}(G)_1 = \mathcal{F}(S)_1$

**Definition 8.4.** Let $S$ be any simplicial cone over $N$ in $V$, and let $F$ be any face of $S$. We denote

$$F^{\text{op}}|S = \sum_{E \in \mathcal{F}(S)_1 - \mathcal{F}(F)_1} E \in \mathcal{F}(S),$$

and we call $F^{\text{op}}|S$ the opposite face of $F$ over $S$. When we need not refer to $S$, we also write simply $F^{\text{op}}$, instead of $F^{\text{op}}|S$.

**Lemma 8.5.** Let $S$ be any simplicial cone over $N$ in $V$.

(1) For any face $F$ of $S$, the following claims hold:

(a) $F^{\text{op}}|S$ is a face of $S$. $\dim F + \dim F^{\text{op}} = \dim S$.

(b) $F \cap F^{\text{op}} = \{0\}$ and $F + F^{\text{op}} = S$. If $G \in \mathcal{F}(S)$, $F \cap G = \{0\}$ and $F + G = S$, then $G = F^{\text{op}}$.

(c) $(F^{\text{op}})^{\text{op}} = F$.

(d) $\mathcal{F}(F^{\text{op}})_1 \subset \mathcal{F}(S)_1 - \mathcal{F}(F)_1$. If $G \in \mathcal{F}(S)$ and $\mathcal{F}(G)_1 = \mathcal{F}(S)_1 - \mathcal{F}(F)_1$, then $G = F^{\text{op}}$.

(2) $\{0\}^{\text{op}} = S$. $S^{\text{op}} = \{0\}$.

(3) For any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$, the following holds:

(a) $F \subset G$, if and only if, $F^{\text{op}} \supset G^{\text{op}}$.

(b) $(F \cap G)^{\text{op}} = F^{\text{op}} + G^{\text{op}}$.

(c) $(F + G)^{\text{op}} = F^{\text{op}} \cap G^{\text{op}}$. 
Consider any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$ with $F \subset G$. $F \in \mathcal{F}(G)$, $F^{\text{op}}|G = (F^{\text{op}}|S) \cap G$, $F^{\text{op}}|S = (F^{\text{op}}|G) + (G^{\text{op}}|S)$ and $(F^{\text{op}}|G) \cap (G^{\text{op}}|S) = \{0\}$.

The mapping from $\mathcal{F}(S)$ to itself sending $F \in \mathcal{F}(S)$ to $F^{\text{op}} \in \mathcal{F}(S)$ is a bijective mapping reversing the inclusion relation. Its inverse mapping is equal to itself.

Lemma 8.6. (1) For any simplicial cone $S$ over $N$ in $V$ with $\dim S = \dim V$, the set $\{b_E|E \in \mathcal{F}(S)_1\}$ is a basis of $N$ over $\mathbb{Z}$.

For any basis $B$ of $N$ over $\mathbb{Z}$, $\text{convcone}(B)$ is a simplicial cone over $N$ in $V$ with $\dim \text{convcone}(B) = \dim V$.

The mapping sending any simplicial cone $S$ over $N$ in $V$ with $\dim S = \dim V$ to $\{b_E|E \in \mathcal{F}(S)_1\}$ and the mapping sending any basis $B$ of $N$ over $\mathbb{Z}$ to $\text{convcone}(B)$ are bijective mappings between the set of all simplicial cones $S$ over $N$ in $V$ with $\dim S = \dim V$ and the set of all bases $B$ of $N$ over $\mathbb{Z}$, and they are the inverse mappings of each other.

Below we consider any simplicial cone $S$ over $N$ in $V$ with $\dim S = \dim V$. Note that $\{b_E|E \in \mathcal{F}(S)_1\}$ is a basis of $N$ over $\mathbb{Z}$ and it is a basis of $V$ over $\mathbb{R}$. By $\{b_E^\vee|E \in \mathcal{F}(S)_1\}$ we denote the dual basis of $\{b_E|E \in \mathcal{F}(S)_1\}$, which is a basis of $V^*$ over $\mathbb{R}$. We assume that for any $D \in \mathcal{F}(S)_1$ and any $E \in \mathcal{F}(S)_1$

$$\langle b_D^\vee, b_E \rangle = \begin{cases} 1 & \text{if } D = E, \\ 0 & \text{if } D \neq E. \end{cases}$$

(2) The set $\{b_E^\vee|E \in \mathcal{F}(S)_1\}$ is a basis of $N^*$ over $\mathbb{Z}$.

(3) $S^\vee$ is a simplicial cone over $N^*$ in $V^*$ with $\dim S^\vee = \dim V^*$.

$S^\vee = \text{convcone}(\{b_E^\vee|E \in \mathcal{F}(S)_1\})$.

For any $E \in \mathcal{F}(S)_1$, $\mathbb{R}_0b_E^\vee \in \mathcal{F}(S^\vee)_1$ and $b_{\mathbb{R}_0b_E^\vee} = b_E^\vee$. $\mathcal{F}(S^\vee)_1 = \{\mathbb{R}_0b_E^\vee|E \in \mathcal{F}(S)_1\}$, and $\{b_D|D \in \mathcal{F}(S^\vee)_1\} = \{b_E^\vee|E \in \mathcal{F}(S)_1\}$.

(4) For any subset $X$ of $\mathcal{F}(S)_1$

$$\Delta((\sum_{E \in X} \mathbb{R}_0b_E)^{\text{op}}, S) = \sum_{E \in X} \mathbb{R}_0b_E^\vee,$$

$$\Delta((\sum_{E \in X} \mathbb{R}_0b_E^\vee)^{\text{op}}, S^\vee) = \sum_{E \in X} \mathbb{R}_0b_E.$$

Lemma 8.7. Let $S$ be any simplicial cone over $N$ in $V$.

(1) Let $W$ be any finite dimensional vector space over $\mathbb{R}$; let $Q$ be any lattice of $W$, and let $T$ be any simplicial cone over $Q$ in $W$. $\dim S = \dim T$, if and only if, there exists an isomorphism $\phi : \text{vect}(S) \to \text{vect}(T)$ of vector spaces over $\mathbb{R}$ satisfying $\phi(S) = T$ and $\phi(N \cap \text{vect}(S)) = Q \cap \text{vect}(T)$.

(2) $b_S = b_{S \cap N} \in S^\vee \cap N$. $\mathbb{R}_0b_S \cap N = \mathbb{Z}b_S$.

(3) Consider any $a \in S \cap N$ with $\mathbb{R}_0a \cap N = \mathbb{Z}a$. $\phi(a) = a$ for any homomorphism $\phi : \text{vect}(S) \to \text{vect}(S)$ of vector spaces over $\mathbb{R}$ satisfying $\phi(S) = S$ and $\phi(N \cap \text{vect}(S)) = N \cap \text{vect}(S)$, if and only if, $a = 0$ or $a = b_S$.

(4) $b_S = 0 \iff \dim S = 0$. $\mathbb{R}_0b_S \subset S$. $\mathbb{R}_0b_S = S \iff \mathbb{R}_0b_S$ is a face of $S \iff \dim S \leq 1$.

(5) Assume $F \in \mathcal{F}(S), \dim F \geq 1, \Lambda \in \mathcal{F}(S)$, and $F \not\subset \Lambda$.

(a) $\Lambda + \mathbb{R}_0b_F$ is a simplicial cone over $N$ in $V$. $\dim(\Lambda + \mathbb{R}_0b_F) = \dim \Lambda + 1$. 
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(b) \( R_0 b_F \in F(\Lambda + R_0 b_F) \). \( \Lambda \in F(\Lambda + R_0 b_F) \). \( R_0 b_F \cap \Lambda = \{0\} \). \( R_0 b_F = \Lambda^{\text{op}}(\Lambda + R_0 b_F) \). \( \Lambda = (R_0 b_F)^{\text{op}}(\Lambda + R_0 b_F) \).

(c) \( F(\Lambda) \subset \{ \Lambda' \in F(S) \mid F \not\supset \Lambda' \} \). \( \Lambda \in F(\Lambda + R_0 b_F) \). \( \{ \Lambda' + R_0 b_F \mid \Lambda' \in F(\Lambda) \} = \{ \Lambda' \in F(\Lambda + R_0 b_F) \mid R_0 b_F \not\subset \Lambda' \} \).

(d) \( \Lambda + R_0 b_F \subset \Lambda + F \in F(S) \). \( \Lambda + R_0 b_F \cap (\Lambda + F)^{\circ} \).

(e) If \( \dim F \geq 2 \), then \( \Lambda + R_0 b_F \not\in F(S) \). If \( \dim F = 1 \), then \( \Lambda + R_0 b_F = \Lambda + F \in F(S) \).

6 Assume \( F \in F(S) \) and \( \dim F \geq 1 \).

(a) \( \{ E^{\text{op}}( \mid E \in F(F) \} \) is equal to the set of maximal elements in \( \{ \Lambda \in F(S) \mid F \not\subset \Lambda \} \) with respect to the inclusion relation.

(b) \( S = \bigcup_{\Lambda \in F(S), F \not\subset \Lambda} (\Lambda + R_0 b_F) = \bigcup_{E \in F(F)} ((E^{\text{op}}(S) + R_0 b_F) \).

(c) \( S - \bigcup_{\Lambda \in F(S), F \not\subset \Lambda} \Lambda = \bigcup_{\Lambda \in F(S), F \subset \Lambda} \Lambda^{\circ} = \bigcup_{\Lambda \in F(S), F \not\subset \Lambda} (\Lambda + R_0 b_F)^{\circ} \).

(d) If \( \dim F = 1 \), then \( \{ \Lambda + R_0 b_F \mid \Lambda \in F(S), F \not\subset \Lambda \} = \{ \Lambda \in F(S) \mid F \subset \Lambda \} \).

9. Convex polyhedral cone decompositions

We begin the study of convex polyhedral cone decompositions. We define notations and concepts to develop our theory.

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \), and let \( N \) be any lattice of \( V \). Let \( E \) be any finite set whose elements are convex polyhedral cones in \( V \).

We say that \( E \) is rational over \( N \), if any \( \Delta \in E \) is rational over \( N \). We say that \( E \) is simplicial over \( N \), if any \( \Delta \in E \) is a simplicial cone over \( N \).

We denote

\[ |E| = \bigcup_{\Delta \in E} \Delta \subset V, \]

\[ |E|^{\circ} = \bigcup_{\Delta \in E} \Delta^{\circ} \subset V. \]

We call \( |E| \) and \( |E|^{\circ} \) the support of \( E \) and the open support of \( E \) respectively. We denote

\[ E^{\text{max}} = \{ \Delta \in E \mid \text{If } \Lambda \in E \text{ and } \Delta \subset \Lambda, \text{ then } \Delta = \Lambda \} \subset E. \]

We call any element in \( E^{\text{max}} \) a maximal element of \( E \) and we call \( E^{\text{max}} \) the set of maximal elements of \( E \).

Note that \( F(\Delta) \) is a non-empty finite set whose elements are convex polyhedral cones in \( V \) for any \( \Delta \in E \). We denote

\[ E^{\text{fc}} = \bigcup_{\Delta \in E} F(\Delta) \subset 2^V, \]
and we call \( E^{\text{fc}} \) the function closure of \( E \).

In case \( E \neq \emptyset \) we define

\[
\dim E = \max \{ \dim \Delta : \Delta \in E \} \in \mathbb{Z}_+,\]

and we call \( \dim E \) the dimension of \( E \). In case \( E = \emptyset \) we do not define \( \dim E \). For any \( i \in \mathbb{Z} \) we denote

\[
E_i = \{ \Delta \in E : \dim \Delta = i \},
\]

\[
E^i = \begin{cases} 
\{ \Delta \in E : \dim \Delta = \dim E - i \} & \text{if } E \neq \emptyset, \\
\emptyset & \text{if } E = \emptyset.
\end{cases}
\]

\( E_i \) and \( E^i \) are subsets of \( E \).

Consider any subset \( F \) of \( V \). We denote

\[
E \setminus F = \{ \Delta \in E : \Delta \subset F \} \subset E,
\]

\[
E / F = \{ \Delta \in E : \Delta \supset F \} \subset E.
\]

Consider any finite dimensional vector space \( W \) and any homomorphism \( \pi : V \to W \) of vector spaces over \( \mathbb{R} \). We denote

\[
\pi_* E = \{ \pi(\Delta) : \Delta \in E \} \subset 2^W,
\]

and we call \( \pi_* E \) the push-down of \( E \) by \( \pi \).

Consider any finite dimensional vector space \( U \) and any homomorphism \( \nu : U \to V \) of vector spaces over \( \mathbb{R} \). We denote

\[
\nu^* E = \{ \nu^{-1}(\Delta) : \Delta \in E \} \subset 2^U,
\]

and we call \( \nu^* E \) the pull-back of \( E \) by \( \nu \).

**Lemma 9.1.** Let \( E \) be any finite set whose elements are convex polyhedral cones in \( V \).

1. \( |E| \) is a closed subset of \( V \). If \( |E| \neq \emptyset \), \( |E| \) is a cone in \( V \).
2. \( |E|^\circ \subset |E| \). \( \text{clos}(|E|^\circ) = |E| \).
3. \( E^{\text{max}} \subset E \). \( (E^{\text{max}})^{\text{max}} = E^{\text{max}} \). \( |E^{\text{max}}| = |E| \).
4. \( E^{\text{fc}} \) is a finite set whose elements are convex polyhedral cones in \( V \). \( E \subset E^{\text{fc}} \).
5. \( (E^{\text{fc}})^{\text{fc}} = E^{\text{fc}} \). \( |E^{\text{fc}}| = |E| \). If \( E \) is rational over \( N \) in \( V \), then \( E^{\text{fc}} \) is also rational over \( N \) in \( V \). If \( E \) is simplicial over \( N \) in \( V \), then \( E^{\text{fc}} \) is also simplicial over \( N \) in \( V \).
6. Consider any finite dimensional vector space \( W \) and any homomorphism \( \pi : V \to W \) of vector spaces over \( \mathbb{R} \). The set \( \pi_* E \) is a finite set whose elements are convex polyhedral cones in \( W \). \( |\pi_* E| = \pi(|E|) \). If \( E \) and \( \pi^{-1}(0) \) are rational over \( N \) in \( V \), then \( \pi_* E \) is rational over \( Q \) for any lattice \( Q \) of \( W \) with \( \pi(N) = Q \cap \pi(V) \).
7. Consider any finite dimensional vector space \( U \) and any homomorphism \( \nu : U \to V \) of vector spaces over \( \mathbb{R} \). The set \( \nu^* E \) is a finite set whose elements are convex polyhedral cones in \( U \). \( |\nu^* E| = \nu^{-1}(|E|) \). If \( E \) and \( \nu(U) \) are rational over \( N \), then \( \nu^* E \) is rational over \( K \) for any lattice \( K \) of \( U \) with \( \nu(K) = N \cap \nu(U) \).
Definition 9.2. 

(1) Any subset \( D \) of \( 2^{V} \) satisfying the following three conditions is called a \emph{convex polyhedral cone decomposition} in \( V \).

(a) The set \( D \) is a non-empty finite set whose elements are convex polyhedral cones in \( V \).

(b) For any \( \Delta \in D \) and any \( \Lambda \in D \), \( \Delta \cap \Lambda \) is a face of \( \Delta \), and \( \Delta \cap \Lambda \) is a face of \( \Lambda \).

(c) For any \( \Delta \in D \) and any face \( \Lambda \) of \( \Delta \), \( \Delta \in D \).

(2) We say that \( D \) is a \emph{rational convex polyhedral cone decomposition} over \( N \) in \( V \), if \( D \) is a convex polyhedral cone decomposition in \( V \) and \( D \) is rational over \( N \).

(3) We say that \( D \) is a \emph{simplicial cone decomposition} over \( N \) in \( V \), if \( D \) is a convex polyhedral cone decomposition in \( V \) and \( D \) is simplicial over \( N \).

(4) Let \( D \) be any convex polyhedral cone decomposition in \( V \). We call an element \( L \in D \) the \emph{minimum element} of \( D \), if \( \dim L \leq \dim \Delta \) for any \( \Delta \in D \).

(5) Let \( D \) and \( E \) be any finite sets whose elements are convex polyhedral cones in \( V \).

If for any \( \Delta \in D \) there exists \( \Lambda \in E \) with \( \Delta \subset \Lambda \), then we say that \( D \) is a \emph{subdivision} of \( E \).

If \( D \) is a subdivision of \( E \) and \( |D| = |E| \), we say that \( D \) is a \emph{full subdivision} of \( E \).

(6) Let \( J \) be any finite set and let \( E \) be any mapping from \( J \) to the set of all finite sets whose elements are convex polyhedral cones in \( V \). For any \( j \in J \), \( E(j) \) is a finite set whose elements are convex polyhedral cones in \( V \). We denote

\[
\bigcap_{j \in J} E(j) = \{ \Delta \in 2^V | \Delta = \cap_{j \in J} \Delta(j) \text{ for some mapping } \Delta : J \to 2^V \text{ such that } \Delta(j) \in E(j) \text{ for any } j \in J \} \subset 2^V,
\]

and we call \( \cap_{j \in J} E(j) \) the \emph{real intersection} of \( E(j), j \in J \).

Note that \( \cap_{j \in J} E(j) \) is different from the intersection \( \cap_{j \in J} E(j) \) of \( E(j), j \in J \).
When \(J = \{1, 2, \ldots, m\}\) for some \(m \in \mathbb{Z}_+\), we also denote
\[
\mathcal{E}(1) \cap \mathcal{E}(2) \cap \cdots \cap \mathcal{E}(m) = \bigcap_{j \in J} \mathcal{E}(j).
\]

(7) Let \(\mathcal{D}\) be any convex polyhedral cone decomposition in \(V\); let \(W\) be any finite dimensional vector space over \(\mathbb{R}\); let \(T\) be any subset of \(W\); and let \(\phi : |\mathcal{D}| \rightarrow T\) be any mapping.

We say that \(\phi\) is piecewise linear, if for any \(\Delta \in \mathcal{D}\) there exists a homomorphism \(\phi_\Delta : \text{vect}(\Delta) \rightarrow W\) of vector spaces over \(\mathbb{R}\) such that \(\phi(a) = \phi_\Delta(a)\) for any \(a \in \Delta\).

(8) Let \(\mathcal{D}\) be any convex polyhedral cone decomposition in \(V\), and let \(\phi : |\mathcal{D}| \rightarrow \mathbb{R}\) be any piecewise linear function.

Assume that \(\mathcal{D}\) is rational over \(N\). We say that \(\phi\) is rational over \(N\), if for any \(\Delta \in \mathcal{D}\), there exists a linear function \(\phi_\Delta : \text{vect}(\Delta) \rightarrow \mathbb{R}\) such that \(\phi(a) = \phi_\Delta(a)\) for any \(a \in \Delta\) and \(\phi_\Delta(N \cap \text{vect}(\Delta)) \subset \mathbb{Q}\).

Assume that the support \(|\mathcal{D}|\) of \(\mathcal{D}\) is convex. We say that \(\phi\) is convex over \(\mathcal{D}\), if the following two conditions are satisfied:

(a) For any \(a \in |\mathcal{D}|\), any \(b \in |\mathcal{D}|\) and any \(t \in \mathbb{R}\) with \(0 \leq t \leq 1\), \(\phi(1-ta + tb) \geq (1-t)\phi(a) + t\phi(b)\).

(b) If \(a \in |\mathcal{D}|\), \(b \in |\mathcal{D}|\), \(t \in \mathbb{R}\), \(0 < t < 1\) and \(\phi((1-t)a + tb) = (1-t)\phi(a) + t\phi(b)\), then \(\{a, b\} \subset \Delta\) for some \(\Delta \in \mathcal{D}\).

**Example 9.3.** Let \(S\) be any convex polyhedral cone in \(V\). \(\mathcal{F}(S)\) is a convex polyhedral cone decomposition in \(V\). \(|\mathcal{F}(S)| = S\). If \(S\) is a simplicial cone over \(N\) in \(V\), then \(\mathcal{F}(S)\) is a simplicial cone decomposition over \(N\) in \(V\).

**Lemma 9.4.** Let \(\mathcal{D}\) be any convex polyhedral cone decomposition in \(V\).

1. \(\Delta \cap \Lambda \in \mathcal{D}\) for any \(\Delta \in \mathcal{D}\) and any \(\Lambda \in \mathcal{D}\).

2. Consider any \(\Delta \in \mathcal{D}\) and any \(\Lambda \in \mathcal{D}\). The following three conditions are equivalent:
   (a) \(\Delta \subset \Lambda\).
   (b) \(\Delta\) is a face of \(\Lambda\).
   (c) \(\Delta^\circ \cap \Lambda \neq \emptyset\).

3. Consider any \(\Delta \in \mathcal{D}\) and any \(\Lambda \in \mathcal{D}\). The following three conditions are equivalent:
   (a) \(\Delta = \Lambda\).
   (b) \(\dim \Delta = \dim \Lambda\) and \(\Delta \subset \Lambda\), or \(\dim \Delta = \dim \Lambda\) and \(\Delta \supset \Lambda\).
   (c) \(\Delta^\circ \cap \Lambda^\circ \neq \emptyset\).

4. \(\mathcal{D} = \mathcal{D}^{\text{lc}} = (\mathcal{D}^{\text{max}})^{\text{lc}}\). \(|\mathcal{D}| = |\mathcal{D}^\circ| = |\mathcal{D}^{\text{max}}|\). The suppart \(|\mathcal{D}|\) is a closed subset of \(V\). For any subset \(\mathcal{E}\) of \(\mathcal{D}\), \(\mathcal{E}^{\text{lc}} = \mathcal{D}\setminus|\mathcal{E}|\subset \mathcal{D}\). For any \(\Delta \in \mathcal{D}\), \(\mathcal{F}(\Delta) = \{\Delta\}^{\text{lc}} = \mathcal{D}\setminus \Delta \subset \mathcal{D}\).

5. The family \(\{\Delta^\circ | \Delta \in \mathcal{D}\}\) of subsets of \(V\) gives an equivalence class decomposition of \(|\mathcal{D}|\), in other words, the following three conditions hold:
   (a) \(\Delta^\circ \neq \emptyset\) for any \(\Delta \in \mathcal{D}\).
   (b) If \(\Delta^\circ \cap \Lambda^\circ \neq \emptyset\), then \(\Delta^\circ = \Lambda^\circ\) for any \(\Delta \in \mathcal{D}\) and any \(\Lambda \in \mathcal{D}\).
   (c) \(|\mathcal{D}| = \bigcup_{\Delta \in \mathcal{D}} \Delta^\circ\).

6. For any subset \(\mathcal{E}\) of \(\mathcal{D}\), the following three conditions are equivalent:
(a) $E$ is a convex polyhedral cone decomposition in $V$.
(b) $E \neq \emptyset$ and $D \setminus \Delta \subset E$ for any $\Delta \in E$.
(c) $E \neq \emptyset$ and $E = E^c$.

(7) For any non-empty subset $E$ of $D$, $E^c$ is a convex polyhedral cone decomposition in $V$.

(8) Consider any subset $F$ of $V$. If $D \setminus F \neq \emptyset$, then $D \setminus F$ is a convex polyhedral cone decomposition in $V$. If $D - (D/F) \neq \emptyset$, then $D - (D/F)$ is a convex polyhedral cone decomposition in $V$.

(9) For any subset $X$ of $|D|$, the following three conditions are equivalent:
(a) $X$ is a closed subset of $V$.
(b) $X$ is a closed subset of $|D|$.
(c) $X \cap \Delta$ is a closed subset of $\Delta$ for any $\Delta \in D$.

(10) For any subset $Y$ of $|D|$, the following two conditions are equivalent:
(a) $Y$ is an open subset of $|D|$.
(b) $Y \cap \Delta$ is an open subset of $\Delta$ for any $\Delta \in D$.

(11) $\Delta \in D^{\text{max}}$, if and only if, $\Delta^c$ is an open subset of $|D|$ for any $\Delta \in D$.

(12) $D^{\text{max}} \supset D^0 \neq \emptyset$. $D^{\text{max}} = D^0$, if and only if, $\dim \Delta = \dim D$ for any $\Delta \in D^{\text{max}}$.

The following four conditions are equivalent:
(a) $\dim D = \dim \text{vect}(|D|)$ and $D^{\text{max}} = D^0$.
(b) $\dim \Delta = \dim \text{vect}(|D|)$ for any $\Delta \in D^{\text{max}}$.
(c) $\text{vect}(\Delta) = \text{vect}(|D|)$ for any $\Delta \in D^{\text{max}}$.
(d) $\text{vect}(\Delta) = \text{vect}(\Lambda)$ for any $\Delta \in D^{\text{max}}$ and any $\Lambda \in D^{\text{max}}$.

(13) Consider any $L \in D$. The following three conditions are equivalent:
(a) $L$ is the minimum element of $D$, in other words, $\dim L \leq \dim \Delta$ for any $\Delta \in D$.
(b) $L \subset \Delta$ for any $\Delta \in D$.
(c) $L = \Delta \cap (-\Delta)$ for any $\Delta \in D$.

There exists a unique element $L \in D$ satisfying the above three conditions.

Below, we assume that $L \in D$ is the minimum element of $D$.

(14) The minimum element $L$ is a vector subspace over $\mathbb{R}$ of $V$. If $\Delta \in D$ and $\Delta$ is a vector subspace over $\mathbb{R}$ of $V$, then $\Delta = L$. $\dim L \leq \dim D$.

(15) $D_{\dim L} = \{L\}$. $D_i \neq \emptyset$, if and only if, $\dim L \leq i \leq \dim D$ for any $i \in \mathbb{Z}$.
$D^i \neq \emptyset$, if and only if, $0 \leq i \leq \dim D - \dim L$ for any $i \in \mathbb{Z}$.

(16) $\Delta + L = \Delta, \Delta^c + L = \Delta^c$ and $\text{vect}(\Delta) + L = \text{vect}(\Delta)$ for any $\Delta \in D$.

(17) $D$ is rational over $N$, if and only if, one of the following two conditions hold:
(a) $\dim L = \dim D$ and $L$ is rational over $N$.
(b) $\dim L < \dim D$ and any $\Delta \in D$ with $\dim \Delta = \dim L + 1$ is rational over $N$.

Below, we consider any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \rightarrow W$ of vector spaces over $\mathbb{R}$ satisfying $\pi^{-1}(0) \subset L$.

(18) The push-down $\pi_* D$ is a convex polyhedral cone decomposition in $W$, and $\pi^* \pi_* D = D$.

(19) For any $\Delta \in D$, $\pi(\Delta) \in \pi_* D$.
For any $\Delta \in \pi_* D$, $\pi^{-1}(\Delta) \in D$.
The mapping from $\mathcal{D}$ to $\pi_* \mathcal{D}$ sending any $\Delta \in \mathcal{D}$ to $\pi(\Delta) \in \pi_* \mathcal{D}$ and the mapping from $\pi_* \mathcal{D}$ to $\mathcal{D}$ sending any $\Delta \in \pi_* \mathcal{D}$ to $\pi^{-1}(\Delta) \in \mathcal{D}$ are bijective mappings preserving the inclusion relation between $\mathcal{D}$ and $\pi_* \mathcal{D}$, and they are the inverse mappings of each other.

Furthermore, if $\Delta \in \mathcal{D}$ and $\bar{\Delta} \in \pi_* \mathcal{D}$ correspond to each other by them, the following equalities hold:

(a) $\dim \bar{\Delta} = \dim \Delta - \dim \pi^{-1}(0)$.
(b) $\text{vect}(\bar{\Delta}) = \pi(\text{vect}(\Delta)), \pi^{-1}(\text{vect}(\bar{\Delta})) = \text{vect}(\Delta)$.
(c) $\Delta^o = \pi(\bar{\Delta}^o), \pi^{-1}(\Delta^o) = \bar{\Delta}^o$.
(d) $\mathcal{F}(\Delta) = \pi_* \mathcal{F}(\Delta), \pi_* \mathcal{F}(\bar{\Delta}) = \mathcal{F}(\Delta)$.

**Lemma 9.5.** Let $\mathcal{E}$ be any non-empty finite set whose elements are convex polyhedral cones in $V$ satisfying the following two conditions $Z$:

(a) $\Delta \cap \Lambda$ is a face of $\Delta$, and $\Delta \cap \Lambda$ is a face of $\Lambda$ for any $\Delta \in \mathcal{E}$ and any $\Lambda \in \mathcal{E}$.
(b) $\Delta \cap (-\Delta) = \Lambda \cap (-\Lambda)$ for any $\Delta \in \mathcal{E}$ and any $\Lambda \in \mathcal{E}$.

Choosing any element $\bar{\Delta} \in \mathcal{E}$, we put $L = \Delta \cap (-\Delta) \subset V$. $L$ does not depend on the choice of $\Delta \in \mathcal{E}$. Put $\mathcal{D} = \mathcal{E}^c$.

1. $\mathcal{D}$ is a convex polyhedral cone decomposition in $V$.
2. $\mathcal{D} \supset \mathcal{E}$. $|\mathcal{D}| = |\mathcal{E}|$, $\mathcal{D}^\max = \mathcal{E}^\max$.
3. $L \in \mathcal{D}$. $L$ is the minimum element of $\mathcal{D}$.
4. If $\mathcal{E}$ is rational over $N$, then $\mathcal{D}$ is rational over $N$. If $\mathcal{E}$ is simplicial over $N$, then $\mathcal{D}$ is a simplicial cone decomposition over $N$.

Assume $\dim V \geq 2$. Let $S$ be any convex polyhedral cone in $V$ with $\dim S = \dim V$; let $m \in \mathbb{Z}_0$, let $H$ be any mapping from $\{1, 2, \ldots, m\}$ to the set of all vector subspaces of $V$ of codimension one satisfying the following three conditions:

(c) $H(i) \neq H(j)$ for any $i \in \{1, 2, \ldots, m\}$ and any $j \in \{1, 2, \ldots, m\}$ with $i \neq j$.
(d) $H(i) \cap S^o \neq \emptyset$ for any $i \in \{1, 2, \ldots, m\}$.
(e) $H(i) \cap H(j) \cap S^o = \emptyset$ for any $i \in \{1, 2, \ldots, m\}$ and any $j \in \{1, 2, \ldots, m\}$ with $i \neq j$.

5. The difference $S^o - (\cup_{i \in \{1, 2, \ldots, m\}} H(i))$ is a non-empty open set of $V$. It has $(m+1)$ connected components. The closure of any connected component of it is a convex polyhedral cone in $V$ whose dimension is equal to $\dim V$.

Let $\bar{\mathcal{E}}$ denote the finite set whose elements are $(m+1)$ of closures of connected components of $S^o - (\cup_{i \in \{1, 2, \ldots, m\}} H(i))$. Let $\bar{\mathcal{D}} = \bar{\mathcal{E}}^c$, and let $\bar{\mathcal{L}} = S \cap (-S) \cap (\cap_{i \in \{1, 2, \ldots, m\}} H(i))$.

6. $\bar{\mathcal{E}}$ satisfies the above two conditions $Z$.
7. $\bar{\mathcal{D}}$ is a convex polyhedral cone decomposition in $V$. $\dim \bar{\mathcal{D}} = \dim V$. $|\bar{\mathcal{D}}| = S$. $\bar{\mathcal{D}}^\max = \bar{\mathcal{D}}^0 = \bar{\mathcal{E}}$. $\bar{\mathcal{L}}$ is the minimum element of $\bar{\mathcal{D}}$. $\{\Delta \in \bar{\mathcal{D}}^1 | \Delta^o \subset S^o\} = \{H(i) \cap S | i \in \{1, 2, \ldots, m\}\}$. $\bar{\mathcal{D}}^0 = \{\Delta \in \bar{\mathcal{D}}^1 | \Delta^o \subset S^o\} + 1 = m + 1$. For any $\Delta \in \bar{\mathcal{D}}$ with $\dim \Delta \leq \dim V - 2$, $\Delta \subset \partial S$. If $S$ is rational over $N$ and $H(i)$ is rational over $N$ for any $i \in \{1, 2, \ldots, m\}$, then $\bar{\mathcal{D}}$ is rational over $N$.

**Lemma 9.6.** Let $\mathcal{D}$, $\mathcal{E}$ and $\mathcal{F}$ be convex polyhedral cone decompositions in $V$.

1. The following three conditions are equivalent:
Lemma 9.7. Let $D$ be any convex polyhedral cone decomposition in $V$ such that the support $|D|$ of $D$ is a convex polyhedral cone in $V$. By $L \in D$ we denote the minimum element of $D$.

(1) $D$ is a full subdivision of $F(|D|)$.
(2) $\dim D = \dim |D| = \dim \vect(|D|)$. $D^\max = D^0$.
(3) For any $\Delta \in D^\max$, $\Delta^0 \subset |D|^0$.
(4) For any $\Delta \in D$, $\Delta \not\subset \partial |D|$, if and only if, $\Delta^0 \subset |D|^0$.
(5) Consider any $\Lambda \in F(|D|)$. $|D\setminus \Lambda| = \Lambda$. $D\setminus \Lambda$ is a full subdivision of $F(\Lambda)$. $\dim(D\setminus \Lambda) = \dim \Lambda$. $(D\setminus \Lambda)^\max = (D\setminus \Lambda)^0 = \{\Delta \cap (D\setminus \Lambda) \in D^0, \dim(\Delta \cap \Lambda) = \dim \Lambda\}$.
(6) Consider any $\Delta \in D$. Take the unique $\Lambda \in F(|D|)$ with $\Delta^0 \subset \Lambda^0$. Then, $\Delta \in D\setminus \Lambda$, $(D\setminus \Lambda)^\max / \Delta \neq \emptyset$, $\Delta = \cap_{\Delta \in (D\setminus \Lambda)^\max/\Delta} \Delta$, and $|D\setminus \Delta| + \vect(\Delta) = |D| + \vect(\Delta)$.
(7) $L \subset |D| \cap (-|D|)$. $\dim L \leq \dim(|D| \cap (-|D|)) \leq \dim |D|$.
(8) Assume $\dim(|D|) - \dim L \geq 1$. Consider any $\Delta \in D^1$.

$\vect(\Delta) \subset \vect(|D|)$, and $\dim \vect(|D|) = \dim \vect(\Delta) + 1$. Let $H''$ and $H'''$ denote two connected components of $\vect(|D|) - \vect(\Delta)$. Let $H' = \clos(H'')$, and let $H''' = \clos(H''')$. $H' \cup H''' = \vect(|D|)$. $H' \cap H''' = \vect(\Delta)$.

We consider the case where $\Delta \not\subset \partial |D|$. $\partial(D^0/\Delta) = 2$. Let $\Delta'$ and $\Delta''$ denote the two elements of $D^0/\Delta$. $\{\Delta' + \vect(\Delta), \Delta'' + \vect(\Delta)\} = \{H', H''\}$, and $\Delta' + \vect(\Delta) \neq \Delta'' + \vect(\Delta)$. |
We consider the case where \( \Delta \subset \partial |\mathcal{D}| \), \( \sharp(\mathcal{D}^0/\Delta) = 1 \). Let \( \Delta' \) denote the unique element of \( \mathcal{D}^0/\Delta \). \( \Delta' + \text{vect}(\Delta) = |\mathcal{D}| + \text{vect}(\Delta) \). \( |\mathcal{D}| + \text{vect}(\Delta) = H' \) or \( |\mathcal{D}| + \text{vect}(\Delta) = H'' \).

**Lemma 9.8.** Let \( J \) be any finite set and let \( \mathcal{E} \) be any mapping from \( J \) to the set of all finite sets whose elements are convex polyhedral cones in \( V \). For any \( j \in J \), \( \mathcal{E}(j) \) is a finite set whose elements are convex polyhedral cones in \( V \). We consider the real intersection \( \bigcap_{j \in J} \mathcal{E}(j) \) of \( \mathcal{E}(j), j \in J \). By definition

\[
\bigcap_{j \in J} \mathcal{E}(j) = \{ \hat{\Delta} \in 2^V | \hat{\Delta} = \bigcap_{j \in J} \Delta(j) \text{ for some mapping } \Delta : J \to 2^V \text{ such that } \Delta(j) \in \mathcal{E}(j) \text{ for any } j \in J \} \subset 2^V.
\]

1. \( \bigcap_{j \in J} \mathcal{E}(j) \) is a finite set whose elements are convex polyhedral cones in \( V \).
2. \( \bigcap_{j \in J} \mathcal{E}(j) \) is a subdivision of \( \mathcal{E}(j) \) for any \( j \in J \).

Let \( \mathcal{D} \) be any finite set whose elements are convex polyhedral cones in \( V \). If \( \mathcal{D} \) is a subdivision of \( \mathcal{E}(j) \) for any \( j \in J \), then \( \mathcal{D} \) is a subdivision of \( \bigcap_{j \in J} \mathcal{E}(j) \).

3. \( |\bigcap_{j \in J} \mathcal{E}(j)| = \bigcap_{j \in J} |\mathcal{E}(j)| \).

4. If \( J = \emptyset \), then \( \bigcap_{j \in J} \mathcal{E}(j) = \{ V \} \). \( \bigcap_{j \in J} \mathcal{E}(j) = \emptyset \), if and only if, \( J \neq \emptyset \) and \( \mathcal{E}(j) = \emptyset \) for some \( j \in J \).

5. If \( \mathcal{E}(j) \) is a convex polyhedral cone decomposition for any \( j \in J \), then \( \bigcap_{j \in J} \mathcal{E}(j) \) is also a convex polyhedral cone decomposition.

6. If \( \mathcal{E}(j) \) is rational over \( N \) for any \( j \in J \), then \( \bigcap_{j \in J} \mathcal{E}(j) \) is also rational over \( N \).

7. For any subsets \( J', J'' \) of \( J \) with \( J' \cup J'' = J \) and \( J' \cap J'' = \emptyset \),

\[
\bigcap_{j \in J} \mathcal{E}(j) = (\bigcap_{j \in J'} \mathcal{E}(j)) \cap (\bigcap_{j \in J''} \mathcal{E}(j)).
\]

8. For any bijective mapping \( \sigma : J \to J \)

\[
\bigcap_{j \in J} \mathcal{E}(\sigma(j)) = \bigcap_{j \in J} \mathcal{E}(j).
\]

**Lemma 9.9.** Let \( m \in \mathbb{Z}_+ \) be any positive integer, and let \( \mathcal{D} \) be any mapping from the set \( \{1, 2, \ldots, m\} \) to the set of all convex polyhedral cone decompositions in \( V \). For any \( i \in \{1, 2, \ldots, m\} \), \( \mathcal{D}(i) \) is a convex polyhedral cone decomposition in \( V \). We denote

\[
\hat{\mathcal{D}} = \bigcap_{i \in \{1, 2, \ldots, m\}} \mathcal{D}(i) \subset 2^V.
\]

Let \( \hat{\Delta} \) be any element of \( \hat{\mathcal{D}} \).

1. There exists uniquely an element \( \Delta(i) \in \mathcal{D}(i) \) with \( \hat{\Delta} \subset \Delta(i)^o \) for any \( i \in \{1, 2, \ldots, m\} \).

Below, we assume that \( \Delta(i) \in \mathcal{D}(i) \) and \( \hat{\Delta} \subset \Delta(i)^o \) for any \( i \in \{1, 2, \ldots, m\} \).

2. \( \hat{\Delta} \subset \Delta(i) \) for any \( i \in \{1, 2, \ldots, m\} \).
NEW IDEAS FOR RESOLUTION OF SINGULARITIES

\( \bar{\Delta} = \bigcap_{i \in \{1, 2, \ldots, m\}} \Delta(i) \).

\( \bar{\Delta}^\circ = \bigcap_{i \in \{1, 2, \ldots, m\}} \Delta(i)^\circ \).

\( \text{vect}(\bar{\Delta}) = \bigcap_{i \in \{1, 2, \ldots, m\}} \text{vect}(\Delta(i)) \).

Consider any subset \( \bar{\Lambda} \) of \( \bar{\Delta} \). \( \bar{\Lambda} \) is a face of \( \bar{\Delta} \), if and only if, there exists a mapping \( \Lambda : \{1, 2, \ldots, m\} \rightarrow 2^V \) such that \( \bar{\Lambda} = \bigcap_{i \in \{1, 2, \ldots, m\}} \Lambda(i) \) and \( \Lambda(i) \) is a face of \( \Delta(i) \) for any \( i \in \{1, 2, \ldots, m\} \).

Let \( \Lambda(i) \) be any element of \( \mathcal{D}(i) \) for any \( i \in \{1, 2, \ldots, m\} \).

The intersection \( \bigcap_{i \in \{1, 2, \ldots, m\}} \Lambda(i) \) is an element of \( \bar{\mathcal{D}} \).

If \( \bar{\Delta} \subset \Lambda(i) \) then \( \Delta(i) \subset \Lambda(i) \), for any \( i \in \{1, 2, \ldots, m\} \).

\( \bar{\Delta} = \bigcap_{i \in \{1, 2, \ldots, m\}} \Lambda(i) \),

then \( \Delta(i) \subset \Lambda(i) \) for any \( i \in \{1, 2, \ldots, m\} \) and the following three conditions are equivalent:

(a) \( \bigcap_{i \in \{1, 2, \ldots, m\}} \Lambda(i)^\circ \neq \emptyset \).

(b) \( \Delta(i) = \Lambda(i) \) for any \( i \in \{1, 2, \ldots, m\} \).

(c) \( \bar{\Delta}^\circ = \bigcap_{i \in \{1, 2, \ldots, m\}} \Lambda(i)^\circ \).

(10) \( \bar{\mathcal{D}} \) is a convex polyhedral cone decomposition in \( V \). \( |\bar{\mathcal{D}}| = \bigcap_{i \in \{1, 2, \ldots, m\}} |\mathcal{D}(i)| \).

If \( \mathcal{D}(i) \) is rational over \( N \) for any \( i \in \{1, 2, \ldots, m\} \), then \( \bar{\mathcal{D}} \) is rational over \( N \).

(11) \( \bar{\mathcal{D}} \) is a subdivision of \( \mathcal{D}(i) \) for any \( i \in \{1, 2, \ldots, m\} \).

Let \( \bar{\mathcal{E}} \) be any convex polyhedral cone decomposition in \( V \). If \( \bar{\mathcal{E}} \) is a subdivision of \( \mathcal{D}(i) \) for any \( i \in \{1, 2, \ldots, m\} \), then \( \bar{\mathcal{E}} \) is a subdivision of \( \bar{\mathcal{D}} \).

Lemma 9.10. Let \( \mathcal{D} \) be any convex polyhedral cone decomposition in \( V \); let \( U \) be any finite dimensional vector space over \( \mathbb{R} \); and let \( \nu : U \rightarrow V \) be any homomorphism of vector spaces over \( \mathbb{R} \).

The pull back \( \nu^*\mathcal{D} \) of \( \mathcal{D} \) by \( \nu \) is a convex polyhedral cone decomposition in \( U \).

10. Convex pseudo polyhedrons

We study convex pseudo polyhedrons.

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \), and let \( N \) be any lattice of \( V \).

Lemma 10.1. Let \( S \) be any convex pseudo polyhedron in \( V \), and let \( X \) and \( Y \) be any finite subset of \( V \) satisfying \( S = \text{conv}(X) + \text{convcone}(Y) \) and \( X \neq \emptyset \).
(1) \( \text{stab}(S) = \text{convcone}(Y) \). \( \text{stab}(S) \) is a convex polyhedral cone in \( V \). If \( S \) is rational over \( N \), then \( \text{stab}(S) \) is also rational over \( N \).

(2) \( \text{vect}(\text{stab}(S)) \subset \text{stab}(\text{affi}(S)) \).

(3) The following four conditions are equivalent:
   (a) \( S \) is a convex polyhedron.
   (b) \( S = \text{conv}(X) \).
   (c) \( \text{stab}(S) = \{0\} \).
   (d) \( S \) is compact.

(4) The following three conditions are equivalent:
   (a) \( S \) is a convex polyhedral cone.
   (b) \( \text{conv}(X) \cap \text{stab}(S) \cap (\text{stab}(S)) = \emptyset \) and \( \text{conv}(X) \subset \text{stab}(S) \).
   (c) \( S = \text{stab}(S) \).

(5) We consider the dual vector space \( V^* \) of \( V \) and the dual cone \( \text{stab}(S)^\vee = \text{stab}(S)^\vee\vert_{V \subset V^*} \) of \( \text{stab}(S) \).

   For any \( \omega \in V^* \), the following three conditions are equivalent:
   (a) \( \omega \in \text{stab}(S)^\vee \).
   (b) There exists the minimum element \( \min\{\langle \omega, x \rangle \mid x \in S \} \) of the subset \( \{\langle \omega, x \rangle \mid x \in S \} \) of \( \mathbb{R} \).
   (c) The subset \( \{\langle \omega, x \rangle \mid x \in S \} \) of \( \mathbb{R} \) is bounded below.

**Definition 10.2.** Let \( S \) be any convex pseudo polyhedron in \( V \). We consider the dual cone \( \text{stab}(S)^\vee = \text{stab}(S)^\vee\vert_{V \subset V^*} \) of \( \text{stab}(S) \).

(1) For any \( \omega \in \text{stab}(S)^\vee \), we denote
   \[
   \text{ord}(\omega, S\vert_V) = \min\{\langle \omega, x \rangle \mid x \in S \} \in \mathbb{R}
   \]
   \[
   \Delta(\omega, S\vert_V) = \{x \in S \mid \langle \omega, x \rangle = \text{ord}(\omega, S\vert_V)\} \subset S.
   \]

   When we need not refer to \( V \) or to the pair \((S, V)\), we also write simply \( \text{ord}(\omega, S) \) or \( \text{ord}(\omega) \), \( \Delta(\omega, S) \) or \( \Delta(\omega) \) respectively, instead of \( \text{ord}(\omega, S\vert_V) \), \( \Delta(\omega, S\vert_V) \).

(2) Let \( F \) be any subset of \( S \). We say that \( F \) is a face of \( S \), if \( F = \Delta(\omega, S\vert_V) \) for some \( \omega \in \text{stab}(S)^\vee \).

   It is easy to see that any face \( F \) of \( S \) is a closed convex subset of \( V \), and the dimension \( \dim F \in \mathbb{Z}_0 \) of \( F \), the boundary \( \partial F \) of \( F \), and the interior \( F^\circ \) of \( F \) are defined.

   Any face \( F \) of \( S \) with \( \dim F = 0 \) is called a vertex of \( S \). Any vertex of \( S \) is a subset of \( S \) with only one element. Any face \( F \) of \( S \) with \( \dim F = 1 \) is called an edge of \( S \).

(3) By \( \mathcal{F}(S) \) we denote the set of all faces of \( S \).

   For any \( i \in \mathbb{Z} \), the set of all faces \( F \) with \( \dim F = i \) is denoted by \( \mathcal{F}(S)_i \), and the set of all faces \( F \) with \( \dim F = \dim S - i \) is denoted by \( \mathcal{F}(S)^\perp_i \).

(4) Let \( \ell = \dim(\text{stab}(S) \cap (\text{stab}(S)) = \mathbb{Z}_0 \). We denote
   \[
   c(S) = \sharp\mathcal{F}(S)_\ell \in \mathbb{Z}_0,
   \]
   \[
   \mathcal{V}(S) = \bigcup_{F \in \mathcal{F}(S)_\ell} F \subset S,
   \]
   we call \( c(S) \) the characteristic number of \( S \), and we call \( \mathcal{V}(S) \) the skeleton of \( S \). We call any face \( F \) of \( S \) with \( \dim F = \ell \) a minimal face of \( S \).
Let $F$ be any face of $S$. We denote
\[ \Delta^\circ(F, S|V) = \{ \omega \in \text{stab}(S)^\vee | F = \Delta(\omega, S|V) \} \subset \text{stab}(S)^\vee \subset V^*, \]
\[ \Delta(F, S|V) = \{ \omega \in \text{stab}(S)^\vee | F \subset \Delta(\omega, S|V) \} \subset \text{stab}(S)^\vee \subset V^*. \]

We call $\Delta^\circ(F, S|V)$ the open face cone of $F$, and we call $\Delta(F, S|V)$ the face cone of $F$.

When we need not refer to $V$ or to the pair $(S, V)$, we also write simply $\Delta^\circ(F, S)$ or $\Delta^\circ(F)$, $\Delta(F, S)$ or $\Delta(F)$ respectively, instead of $\Delta^\circ(F, S|V)$, $\Delta(F, S|V)$.

(6) We denote 
\[ D(S|V) = \{ \Delta(F, S|V) | F \in \mathcal{F}(S) \} \subset 2^{\text{stab}(S)^\vee} \subset 2V^*, \]
and we call $D(S|V)$ the face cone decomposition of $S$.

When we need not refer to $V$, we also write simply $D(S)$, instead of $D(S|V)$.

Let $W$ be any finite dimensional vector space over $\mathbb{R}$ containing $V$ as a vector subspace over $\mathbb{R}$ with $\dim W = \dim V + 1$, and let $z \in W - V$ be any point.

Let $\pi : V \to W$ denote the inclusion homomorphism. Putting $\pi'(t) = tz \in W$ for any $t \in \mathbb{R}$ we define an injective homomorphism $\pi' : \mathbb{R} \to W$ of vector spaces over $\mathbb{R}$.

For any $a \in W$, choosing the unique pair $b \in V$ and $t \in \mathbb{R}$ with $a = b + tz$ and putting $\rho(a) = b$ and $\rho'(a) = t$ we define homomorphisms $\rho : W \to V$ and $\rho' : W \to \mathbb{R}$ of vector spaces over $\mathbb{R}$.

Putting $\iota(\omega) = \omega(1) \in \mathbb{R}$ for any $\omega \in \mathbb{R}^* = \text{Hom}_\mathbb{R}(\mathbb{R}, \mathbb{R})$, we define an isomorphism $\iota : \mathbb{R}^* \to \mathbb{R}$ of vector spaces over $\mathbb{R}$. For any $\omega \in \mathbb{R}^*$ and any $t \in \mathbb{R}$ we have $\langle \omega, t \rangle = \iota(\omega)t$. Below, using this isomorphism $\iota$ we identify $\mathbb{R}^*$ with $\mathbb{R}$. For any $t \in \mathbb{R} = \mathbb{R}^*$ and any $u \in \mathbb{R}$ we have $\langle t, u \rangle = tu$.

We have eight homomorphisms of vector spaces over $\mathbb{R}$.

\[
\begin{align*}
\pi & : V \to W, & \pi' & : \mathbb{R} \to W, \\
\rho & : W \to V, & \rho' & : W \to \mathbb{R}, \\
\pi* & : W^* \to V^*, & \pi'^* & : W^* \to \mathbb{R}, \\
\rho* & : V^* \to W^*, & \rho'^* & : \mathbb{R} \to W^*.
\end{align*}
\]

Four homomorphisms $\pi, \pi', \rho, \rho'$ are injective. The other four $\rho, \rho', \pi^*, \pi'^*$ are surjective. We denote $H = V + \mathbb{R}z \subset W$ and $\zeta = \rho'^*(1) \in W^*$.

**Lemma 10.3.**

(1) $\rho \pi = \text{id}_V$, $\rho \pi' = \text{id}_\mathbb{R}$, $\pi \rho + \pi' \rho' = \text{id}_W$, $V = \pi(V) = \rho'^{-1}(0)$, $\mathbb{R}z = \pi'(\mathbb{R}) = \rho^{-1}(0)$, $\pi'(1) = z$. For any $x \in W$, $\rho'(x) = \iota(\xi, x)$.

(2) $\pi* \rho* = \text{id}_V$, $\pi* \rho'^* = \text{id}_\mathbb{R}$, $\rho* \pi^* + \rho'^* \pi'^* = \text{id}_{W^*}$, $(\mathbb{R}z)^\vee = \rho^*(V^*) = \pi'^{-1}(0)$, $V^\vee = \mathbb{R} \xi = \rho^*(\mathbb{R}) = \pi'^{-1}(0)$. For any $\xi \in W^*$, $\pi'^*(\xi) = \iota(\xi, z)$.

(3) $N + \mathbb{Z}z$ is a lattice of $W$. $H$ is a rational convex polyhedral cone over $N + \mathbb{Z}z$ in $W$. $\dim H = \dim W = \dim V + 1$. $H = \{ x \in W | \rho'(x) \geq 0 \}$.

$W = H \cup (\neg H) = \text{vec}(H) = \text{vec}(\neg H)$. $V = H \cap (\neg H) = \partial H = \partial(\neg H)$.

$z \in H^\circ = V + \mathbb{R}z = \{ x \in W | \rho'(x) > 0 \}$.

(4) $(N + \mathbb{Z}z)^* = \rho^*(N^*) + \mathbb{Z} \xi$. $H^\vee$ is a simplicial cone over $(N + \mathbb{Z}z)^*$ in $W^*$ with $\dim H^\vee = 1$. $H^\vee \cap (N + \mathbb{Z}z)^* = \mathbb{Z} \xi$. $H^\vee = \mathbb{R} \xi$. $V^\vee = H^\vee \cup (\neg H^\vee) = \text{vec}(H^\vee) = \text{vec}(\neg H^\vee)$. $\{ 0 \} = H^\vee \cap (\neg H^\vee) = \partial H^\vee = \partial(\neg H^\vee)$. $\neg H^\vee = (\neg H)^\vee$. 
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Putting $\sigma(a) = \rho(a)/\rho'(a) \in V$ for any $a \in H^\circ$, we define a mapping $\sigma: H^\circ \to V$.

If $a \in H^\circ$, $b \in V$, $t \in \mathbb{R}$ and $a = b + tz$, then $t > 0$ and $\sigma(a) = b/t$.

**Lemma 10.4.**  
(1) $\sigma$ is surjective. For any $a \in H^\circ$, $\{\sigma(a) + z\} = (\mathbb{R}_+ a) \cap (V + \{z\}) = (\mathbb{R}a) \cap (V + \{z\})$ and $\sigma^{-1}(\sigma(a)) = \mathbb{R}_+ a$. For any $b \in V$, $\sigma^{-1}(b) = \mathbb{R}_+(b + z)$.

(2) Consider any convex polyhedral cone $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^\circ \neq \emptyset$ and any finite subset $Z$ of $H$ satisfying $\Delta = \text{convcne}(Z)$.
   
   (a) $\sigma(\Delta \cap H^\circ) = \text{conv}(\sigma(\Delta \cap H^\circ)) + \text{convcone}(\Delta Z)$.  

   If $\Delta$ is rational over $N + \mathbb{Z}$, then $\sigma(\Delta \cap H^\circ)$ is rational over $N$.

   $\dim \Delta = \dim (\Delta \cap H^\circ) + 1$. $\Delta \cap V = \text{stab}(\sigma(\Delta \cap H^\circ))$.

   (b) $\Delta \cap H^\circ = \sigma^{-1}(\sigma(\Delta \cap H^\circ))$. $\Delta = \text{clos}(\sigma^{-1}(\sigma(\Delta \cap H^\circ)))$.

(3) Consider any convex polyhedral cone $S$ in $V$ and any finite subsets $X$, $Y$ of $V$ satisfying $S = \text{conv}(X) + \text{convcone}(Y)$ and $X \neq \emptyset$.

   (a) $\text{clos}(\sigma^{-1}(S)) = \text{convcone}((X + \{z\}) \cup Y)$.

   $\text{clos}(\sigma^{-1}(S))$ is a convex polyhedral cone in $W$. $\text{clos}(\sigma^{-1}(S)) \subset H$.

   $\text{clos}(\sigma^{-1}(S)) \cap H^\circ \neq \emptyset$. $\text{clos}(\sigma^{-1}(S)) \cap V = \text{stab}(S)$.

   If $S$ is rational over $N$, then $\text{clos}(\sigma^{-1}(S))$ is rational over $N + \mathbb{Z}$.

   (b) $\text{clos}(\sigma^{-1}(S)) \cap H^\circ = \sigma^{-1}(S)$. $\sigma(\text{clos}(\sigma^{-1}(S)) \cap H^\circ) = S$.

(4) For any subsets $\Lambda$, $\Lambda$ of $H$ satisfying $\Delta \cap H^\circ \neq \emptyset$, $\Delta \cap H^\circ \neq \emptyset$ and $\Delta \subset H$.

   $\sigma(\Delta \cap H^\circ) \subset \sigma(H \cap H^\circ)$.

   For any non-empty subsets $S$, $T$ of $V$ satisfying $S \subset T$, $\text{clos}(\sigma^{-1}(S)) \subset \text{clos}(\sigma^{-1}(T))$.

   For any non-empty closed subsets $S$, $T$ of $V$, $S \cap T = \emptyset$, if and only if

   $\text{clos}(\sigma^{-1}(S)) \cap \text{clos}(\sigma^{-1}(T)) \cap H^\circ = \emptyset$.

(5) For any convex polyhedral cone $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^\circ \neq \emptyset$, $\sigma(\Delta \cap H^\circ)$ is a convex polyhedral cone in $V$.

   For any convex polyhedron $S$ in $V$, $\text{clos}(\sigma^{-1}(S))$ is a convex polyhedral cone in $W$, $\text{clos}(\sigma^{-1}(S)) \subset H$ and $\text{clos}(\sigma^{-1}(S)) \cap H^\circ \neq \emptyset$.

   The mapping sending any convex polyhedral cone $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^\circ \neq \emptyset$ to $\sigma(\Delta \cap H^\circ)$ and the mapping sending any convex polyhedron $S$ in $V$ to $\text{clos}(\sigma^{-1}(S))$ are bijective mappings preserving the inclusion relation between the set of all convex polyhedral cones $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^\circ \neq \emptyset$ and the set of all convex polyhedrons in $V$, and they are the inverse mappings of each other.

   Furthermore, if a convex polyhedral cone $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^\circ \neq \emptyset$ and a convex polyhedron $S$ in $V$ correspond to each other by them, then $\Delta = \text{clos}(\sigma^{-1}(S))$, $S = \sigma(\Delta \cap H^\circ)$ and the following claims holds:
Proposition 10.6. Let $\Delta$ be any convex polyhedral cone $\Delta$ in $W$ satisfying $\Delta \subset H$ and $\Delta \cap H^0 \neq \emptyset$. We denote

\begin{align*}
L &= \Delta \cap (\Delta^c) \subset \Delta, \\
\ell &= \dim L \in \mathbb{Z}_0, \\
S &= \sigma(\Delta \cap H^0) \subset V, \\
H^\vee &= H^\vee|W \subset W^*, \\
\Delta^\vee &= \Delta^\vee|W \subset W^*, \\
\partial_\Delta^\vee &= \{\omega \in \Delta^\vee|\{\omega\} + \text{vect}(H^\vee) \cap \Delta^\vee \subset \{\omega\} + H^\vee \} \subset \Delta^\vee, \\
F(\Delta)_* &= \{\Lambda \in F(\Delta)|\Lambda \cap H^0 \neq \emptyset \} \subset F(\Delta), \\
F(\Delta^\vee)_* &= F(\Delta^\vee)|\partial_\Delta^\vee \subset F(\Delta^\vee).
\end{align*}

(1) $L = (\Delta \cap V) \cap (-(\Delta \cap V)) = \text{stab}(S) \cap (-(\text{stab}(S))) \subset V$. $L \in F(\Delta) - F(\Delta)_*$. $\Delta \in F(\Delta)_* \neq \emptyset$. If $\Lambda \in F(\Delta)_*$, $\Gamma \in F(\Delta)$ and $\Lambda \subset \Gamma$, then $\Gamma \in F(\Delta)_*$. For any $\Lambda \in F(\Delta)_*$, there exists $\Gamma \in F(\Delta)_*$ such that $\Lambda \supset \Gamma$ and $\dim \Gamma = \ell + 1$.

(2) $H^\vee \subset \Delta^\vee$. $-H^\vee \not\subset \Delta^\vee$. $\Delta^\vee + \pi^*-1(0) = (\Delta \cap V)^\vee|W = \pi^*-1((\Delta \cap V)^\vee|V)$. $\pi^*(\Delta^\vee) = (\Delta \cap V)^\vee|V = \text{stab}(S)^\vee|V$.

(3) $0 \neq \partial_\Delta^\vee \subset \Delta^\vee = \partial_\Delta^\vee + H^\vee$. $\pi^*(\partial_\Delta^\vee) = \text{stab}(S)^\vee|V$. The mapping $\pi^* : \partial_\Delta^\vee \to \text{stab}(S)^\vee|V$ induced by $\pi^*$ is bijective.

(4) For any face $\Lambda$ of $\Delta$ the following three conditions are equivalent:

\begin{itemize}
  \item[(i)] $\Lambda \cap H^0 \neq \emptyset$. \hspace{1cm} (Convex polyhedron condition)
  \item[(ii)] $\text{stab}(\Lambda \cap H^0) = \text{stab}(\Lambda \cap V)$. \hspace{1cm} (Stability condition)
  \item[(iii)] $\Lambda \in F(\Delta)_*$. \hspace{1cm} (Face condition)
\end{itemize}
(a) $\Lambda \in \mathcal{F}(\Delta)_*$. 
(b) $\Delta(\Lambda, \Delta[W]) \in \mathcal{F}(\Delta^\vee)^*$. 
(c) $\Delta(\Lambda, \Delta[W]) \cap \partial_\vee \Delta^\vee \neq \emptyset$.

(5) $|\mathcal{F}(\Delta^\vee)^*| = \partial_\vee \Delta^\vee$. $\Delta^\vee \cap (-\Delta^\vee) \in \mathcal{F}(\Delta^\vee)^* \neq \emptyset$. $\dim \mathcal{F}(\Delta^\vee)^* = \dim \Delta^\vee - 1 = \dim \text{stab}(S)^\vee = \dim V - \ell$. $(\mathcal{F}(\Delta^\vee)^*)^{\text{max}} = (\mathcal{F}(\Delta^\vee)^*)^0$.

(6) For any $\omega \in \partial_\vee \Delta^\vee$ the following claims hold:
(a) $\Delta(\omega, \Delta[W]) \in \mathcal{F}(\Delta)_*$. 
(b) $\text{ord}(\pi^*(\omega), S[V]) = -\langle \omega, z \rangle$. 
(c) $\Delta(\omega, \Delta[W]) \cap H^\circ = \sigma^{-1}(\Delta(\pi^*(\omega), S[V]))$. 
(d) $\sigma(\Delta(\omega, \Delta[W]) \cap H^\circ) = \Delta(\pi^*(\omega), S[V])$.

(7) For any $\Lambda \in \mathcal{F}(\Delta)_*$, $\sigma(\Lambda \cap H^\circ) \in \mathcal{F}(\Lambda)$. 
For any $F \in \mathcal{F}(S)$, $\text{clo}(\sigma^{-1}(F)) \in \mathcal{F}(\Delta)_*$.

The mapping from $\mathcal{F}(\Delta)_*$ to $\mathcal{F}(S)$ sending $\Lambda \in \mathcal{F}(\Delta)_*$ to $\sigma(\Lambda \cap H^\circ) \in \mathcal{F}(\Lambda)$ and the mapping from $\mathcal{F}(S)$ to $\mathcal{F}(\Delta)_*$ sending $F \in \mathcal{F}(S)$ to $\text{clo}(\sigma^{-1}(F)) \in \mathcal{F}(\Delta)_*$ are bijective mappings preserving the inclusion relation between $\mathcal{F}(\Delta)_*$ and $\mathcal{F}(S)$, and they are the inverse mappings of each other.

(8) Assume $\Lambda \in \mathcal{F}(\Delta)_*$, $F \in \mathcal{F}(S)$, $F = \sigma(\Lambda \cap H^\circ)$ and $\Lambda = \text{clo}(\sigma^{-1}(F))$.
The following claims hold:
(a) $F$ is a convex pseudo polyhedron in $V$. If $S$ is rational over $N$, then $F$ is also rational over $N$. $\text{stab}(F)$ is a face of $\text{stab}(S)$.
(b) $\dim \Lambda = \dim F + 1$.
(c) $\Delta^\circ(\Lambda, \Delta[W]) \subset \Delta(\Lambda, \Delta[W]) \subset \partial_\vee \Delta^\vee$.
(d) $\Delta(F, S[V]) = \pi^*(\Delta(\Lambda, \Delta[W]))$. $\pi^{-1}(\Delta(F, S[V])) \cap \partial_\vee \Delta^\vee = \Delta(\Lambda, \Delta[W])$.
$\Delta(F, S[V])$ is a convex polyhedral cone in $V^\vee$.
(e) $\Delta^\circ(F, S[V]) = \pi^*(\Delta^\circ(\Lambda, \Delta[W]))$. $\pi^{-1}(\Delta^\circ(F, S[V])) \cap \partial_\vee \Delta^\vee = \Delta^\circ(\Lambda, \Delta[W])$.
$\Delta^\circ(F, S[V]) = \Delta(F, S[V]^\circ)$.
(f) $\text{vec}(\Delta(\Lambda, \Delta[W])) \cap \pi^{-1}(0) = \{0\}$.
$\text{vec}(\Delta(F, S[V])) = \pi^*(\text{vec}(\Delta(\Lambda, \Delta[W]))) = \text{stab}(\text{aff}(F))^\vee|V$.

(9) For any $\Lambda^* \in \mathcal{F}(\Delta^\vee)^*$, $\pi^*(\Lambda^*) \in \mathcal{D}(S[V])$.
For any $\Lambda^* \in \mathcal{D}(S[V])$, $\pi^{-1}(\Lambda^*) \cap \partial_\vee \Delta^\vee \in \mathcal{F}(\Delta^\vee)^*$. 

The mapping from $\mathcal{F}(\Delta^\vee)^*$ to $\mathcal{D}(S[V])$ sending $\Lambda^* \in \mathcal{F}(\Delta^\vee)^*$ to $\pi^*(\Lambda^*) \in \mathcal{D}(S[V])$ and the mapping from $\mathcal{D}(S[V])$ to $\mathcal{F}(\Delta^\vee)^*$ sending $\Lambda^* \in \mathcal{D}(S[V])$ to $\pi^{-1}(\Lambda^*) \cap \partial_\vee \Delta^\vee \in \mathcal{F}(\Delta^\vee)^*$ are bijective mappings preserving the dimension and the inclusion relation between $\mathcal{F}(\Delta^\vee)^*$ and $\mathcal{D}(S[V])$, and they are the inverse mappings of each other.

(10) The face cone decomposition $\mathcal{D}(S[V])$ of $S$ in $V$ is a convex polyhedral cone decomposition in $V^\vee$. $|\mathcal{D}(S[V])| = \text{stab}(S)^\vee|V$. If $S$ is rational over $N$, then $\mathcal{D}(S[V])$ is rational over $N^\vee$.

(11) For any $F \in \mathcal{F}(S)$, $\text{vec}(\Delta(F, S[V])) = \text{stab}(\text{aff}(F))^\vee|V$ and $\dim F$ + $\dim \Delta(F, S[V]) = \dim V$.
For any $F \in \mathcal{F}(S)$ and $G \in \mathcal{F}(S)$, $F \subset G$, if and only if, $\Delta(F, S[V]) \subset \Delta(G, S[V])$.

The mapping from $\mathcal{F}(S)$ to $\mathcal{D}(S[V])$ sending $F \in \mathcal{F}(S)$ to $\Delta(F, S[V]) \in \mathcal{D}(S[V])$ is a bijective mapping.

(12) The function $\text{ord}(\cdot, S[V]) : \text{stab}(S)^\vee|V \to \mathbb{R}$ sending $\omega \in \text{stab}(S)^\vee|V$ to $\text{ord}(\omega, S[V]) \in \mathbb{R}$ is a piecewise linear convex function over $\mathcal{D}(S[V])$. 
If $S$ is rational over $N$, then this function $\text{ord}(\cdot, S[V])$ is rational over $N^*$.  

(13) Denote

$$\Sigma(D(S|V), \text{ord}(\cdot, S[V])) = \{\xi \in W^* | \xi = \rho(\tilde{\omega}) + t\zeta \text{ for some } \tilde{\omega} \in |D(S|V)| \}
\text{and some } t \in \mathbb{R} \text{ with } t \geq -\text{ord}(\tilde{\omega}, S[V]).$$

Then, $\Sigma(D(S|V), \text{ord}(\cdot, S[V])) = \Delta^\vee$, $\Sigma(D(S|V), \text{ord}(\cdot, S[V]))^\vee|W^* = \Delta$, and $\sigma(\Sigma(D(S|V), \text{ord}(\cdot, S[V]))^\vee|W^*) \cap \mathcal{H}^0 = S$.

**Proof.** We give only the proof of 4.

Since $L \subset V = \{x \in W|\langle \zeta, x \rangle = 0\}$, $\langle \zeta, b \rangle = 0$ for any $b \in L$.

Consider any face $\Gamma$ of $\Delta$ with $\dim \Gamma = t + 1$. We take any point $e_{\Gamma} \in \Gamma - L$. We have $\Gamma = \emptyset e_{\Gamma} + L$. Since $e_{\Gamma} \in \Gamma \subset \Delta \subset H = \{x \in W|\langle \zeta, x \rangle \geq 0\}$, $\langle \zeta, e_{\Gamma} \rangle \geq 0$.

We know $\Delta = \sum_{\Gamma \in F(\Delta)_{t+1}} \emptyset e_{\Gamma} + L$. Take any point $a \in \Delta \cap H^\circ \neq \emptyset$, $a \in \Delta = \sum_{\Gamma \in F(\Delta)_{t+1}} \emptyset e_{\Gamma} + L$. Take any function $t : F(\Delta)_{t+1} \to \emptyset$ and $b \in L$ with $a = \sum_{\Gamma \in F(\Delta)} t(\Gamma) e_{\Gamma} + b$. Since $a \in H^0 = \{x \in W|\langle \zeta, x \rangle \geq 0\}$, $0 < \langle \zeta, a \rangle = \sum_{\Gamma \in F(\Delta)} t(\Gamma) \langle \zeta, e_{\Gamma} \rangle + \langle \zeta, b \rangle = \sum_{\Gamma \in F(\Delta)} t(\Gamma) \langle \zeta, e_{\Gamma} \rangle$.

We know that there exists $\Gamma \in F(\Delta)_{t+1}$ with $\langle \zeta, e_{\Gamma} \rangle > 0$.

Consider any face $\Lambda$ of $\Delta$. We know $\Lambda = \sum_{\Gamma \in F(\Delta)_{t+1}} \emptyset e_{\Gamma} + L$. 

(a) $\Rightarrow$ (b). Assume (a). $\Lambda \cap H^\circ \neq \emptyset$. Take any point $a \in \Lambda \cap H^\circ$. Since $a \in H^0 = \{x \in W|\langle \zeta, x \rangle \geq 0\}$, $0 = \sum_{\Gamma \in F(\Delta)_{t+1}} \emptyset e_{\Gamma} + L$. Take any function $t : F(\Delta)_{t+1} \cap \emptyset e_{\Gamma} + b \in L$ with $a = \sum_{\Gamma \in F(\Delta)} t(\Gamma) \emptyset e_{\Gamma} + b$. $0 < \langle \zeta, a \rangle = \sum_{\Gamma \in F(\Delta)_{t+1}} t(\Gamma) \langle \zeta, e_{\Gamma} \rangle + \langle \zeta, b \rangle = \sum_{\Gamma \in F(\Delta)} t(\Gamma) \langle \zeta, e_{\Gamma} \rangle$.

We know that there exists $\Gamma \in F(\Delta)_{t+1} \cap \emptyset e_{\Gamma} + b$ with $\langle \zeta, e_{\Gamma} \rangle > 0$.

Note that $H^\vee = \emptyset e_{\zeta}$ and $\text{vect}(H) = \emptyset e_{\zeta}$.

Consider any $\omega \in \Delta(\Lambda, \Delta|W)$. $e_{\Gamma} \in \Gamma \subset \Delta(\omega, \Delta|W)$. $\langle \omega, e_{\Gamma} \rangle = 0$.

Consider any $\chi \in \{\{\omega\} \cap \Delta(\omega, \Delta|W)\} \cap \Delta^\vee$. Take $t \in \emptyset$ with $\chi = \omega + t \zeta$. Since $\chi \in \Delta^\vee$ and $e_{\Gamma} \in \Gamma \subset \Delta \subset \Delta$, we have $0 \leq \langle \chi, e_{\Gamma} \rangle = \langle \omega + t \zeta, e_{\Gamma} \rangle = \langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle = t \langle \zeta, e_{\Gamma} \rangle$. Since $\langle \zeta, e_{\Gamma} \rangle > 0$, we know $t \geq 0$ and $\chi = \omega + t \zeta \in \{\omega\} + \emptyset e_{\zeta} = \{\omega\} + H$.

We know $\langle \omega \rangle \cap \Delta(\omega, \Delta|W) \cap \Delta^\vee \subset \{\omega\} + H$ and $\emptyset e_{\zeta} \in \Delta(\omega, \Delta|W)$. 

We know $\Delta(\Lambda, \Delta|W) \subset \emptyset e_{\zeta}$.

(c) $\Rightarrow$ (a). Assume (c) does not hold. $\Lambda \cap H^\circ = \emptyset$. Since $\Lambda \subset \Delta \subset H$, $\Lambda \subset H - H^0 = \emptyset H = V = \{x \in W|\langle \zeta, a \rangle = 0\}$, and $\langle \zeta, a \rangle = 0$ for any $a \in \Lambda$. In particular, $\langle \zeta, e_{\Gamma} \rangle = 0$ for any $\Gamma \in F(\Delta)_{t+1} \cap \emptyset e_{\Gamma} = \emptyset$. If $\Gamma \in F(\Delta)_{t+1}$ and $\langle \zeta, e_{\Gamma} \rangle > 0$, then $\emptyset \not\subset \Lambda$.

Consider any $\omega \in \Delta^\circ(\Lambda, \Delta|W)$. $\omega \in \Delta^\vee$. Since $L \subset \Lambda = \Delta(\omega, \Delta|W)$, $\langle \omega, b \rangle = 0$ for any $b \in L$. Consider any $\Gamma \in F(\Delta)_{t+1}$. If $\emptyset \subset \Lambda$, then $e_{\Gamma} \in \emptyset \subset \Delta(\omega, \Delta|W)$ and $\langle \omega, e_{\Gamma} \rangle = 0$. It is easy to see that if $\emptyset \not\subset \Lambda$, then $\langle \omega, e_{\Gamma} \rangle > 0$

Consider any $t \in \mathbb{R}$. For any $b \in L$ we have $\langle \omega + t \zeta, b \rangle = \langle \omega, b \rangle + t \langle \zeta, b \rangle = 0 + t = 0$. For any $\Gamma \in F(\Delta)_{t+1}$, $\langle \omega + t \zeta, e_{\Gamma} \rangle = \langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle$. $\omega + t \zeta \in \Delta^\vee$, if and only if, $\langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle \geq 0$ for any $\Gamma \in F(\Delta)_{t+1}$.

Consider any $\Gamma \in F(\Delta)_{t+1}$. If $\emptyset \subset \Lambda$, then $\langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle = 0 + t = 0$. If $\emptyset \not\subset \Lambda$ and $\langle \zeta, e_{\Gamma} \rangle = 0$, then $\langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle = \langle \omega, e_{\Gamma} \rangle > 0$. We consider the case $\emptyset \not\subset \Lambda$ and $\langle \zeta, e_{\Gamma} \rangle > 0$. We have $\langle \omega, e_{\Gamma} \rangle > 0$, $-\langle \omega, e_{\Gamma} \rangle / \langle \zeta, e_{\Gamma} \rangle < 0$ and $\langle \omega, e_{\Gamma} \rangle + t \langle \zeta, e_{\Gamma} \rangle \geq 0$, if and only if, $t \geq -\langle \omega, e_{\Gamma} \rangle / \langle \zeta, e_{\Gamma} \rangle$. Put

$$t_0 = \max\{-\langle \omega, e_{\Gamma} \rangle / \langle \zeta, e_{\Gamma} \rangle| \Gamma \in F(\Delta)_{t+1}, \langle \zeta, e_{\Gamma} \rangle > 0\} \in \mathbb{R}.$$
Remark. Assume $\dim V = 3$. There exists a rational convex polyhedral cone decomposition $\mathcal{D}$ over $N^*$ in $V^*$ such that $|D| = V^*$ and there does not exist a piecewise linear convex function $|D| \to \mathbb{R}$ over $\mathcal{D}$.

See Fulton [8] page 71.
Proposition 10.8. Let $S$ be any convex pseudo polyhedron in $V$, and let $X,Y$ be any finite subsets of $V$ satisfying $S = \text{conv}(X) + \text{conv}(Y)$ and $X \neq \emptyset$. We consider the dual cone $\text{stab}(S)^\vee = \text{stab}(S)^\vee|V \subset V^*$ of $\text{stab}(S)$. For simplicity we denote $s = \dim S \in \mathbb{Z}_0$, $L = \text{stab}(S) \cap (\text{stab}(S)) \subset \text{stab}(S)$, $\ell = \dim L \in \mathbb{Z}_0$.

(1) We consider any finite dimensional vector space $U$ over $\mathbb{R}$ with $\dim S \leq \dim U \leq \dim V$, any injective homomorphism $\nu : U \to V$ of vector spaces over $\mathbb{R}$, any point $a \in V$ such that $S \subset \nu(U) + a$, and any subset $F$ of $S$.

Putting $\bar{\nu}(x) = \nu(x) + a \in V$ for any $x \in U$ we define an injective mapping $\bar{\nu} : U \to V$. $S \subset \bar{\nu}(U)$. The inverse image $\bar{\nu}^{-1}(S)$ is a convex polyhedral cone in $U$. The set $F$ is a face of $S$, if and only if $\bar{\nu}^{-1}(F)$ is a face of $\bar{\nu}^{-1}(S)$.

(2) We consider any finite dimensional vector space $W$ over $\mathbb{R}$ with $\dim V \leq \dim W$, any injective homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$, any point $b \in W$ and any subset $F$ of $S$. Putting $\bar{\pi}(x) = \pi(x) + b$ for any $x \in V$ we define an injective mapping $\bar{\pi} : V \to W$. The image $\bar{\pi}(S)$ is a convex polyhedral cone in $W$. The set $F$ is a face of $S$, if and only if $\bar{\pi}(F)$ is a face of $\bar{\pi}(S)$.

(3) $\ell \leq s$. $\ell = s \Leftrightarrow L + \{a\} = S$ for some $a \in V \Leftrightarrow S = \text{aff}(S)$.

(4) Let $F$ be any face of $S$.

(a) $F$ is a convex pseudo polyhedron in $V$. $\text{stab}(F)$ is a face of $\text{stab}(S)$.

(b) If $\omega \in \text{stab}(S)^\vee$ and $F = \Delta(\omega, S)$, then $\text{stab}(F) = \Delta(\omega, \text{stab}(S))$.

(c) $\text{stab}(F) = \text{convcone}(Y \cap \text{stab}(F))$. $\text{vect}(\text{stab}(F)) = \text{vect}(Y \cap \text{stab}(F))$.

(d) $F = \text{conv}(X \cap F) + \text{stab}(F) = S \cap \text{aff}(F)$. $\text{aff}(F) = \text{aff}(X \cap F) + \text{vect}(\text{stab}(F))$.

(e) If $S$ is rational over $N$, then $F$ is also rational over $N$.

(f) $L = \text{stab}(F) \cap (\text{stab}(F)) \subset \text{stab}(F) \subset \text{vect}(\text{stab}(F)) \subset \text{stab}(\text{aff}(F))$.

$\ell \leq \dim \text{stab}(F) \leq \dim F \leq s$.

(g) Let $G$ be any face of $S$ with $G \subset F$. We have $\dim G \leq \dim F$. $\dim G = \dim F$, if and only if, $G = F$.

(h) Let $G$ be any subset of $F$. $G$ is a face of the convex pseudo polyhedron $F$, if and only if, $G$ is a face of $S$ with $G \subset F$.

(5) Assume $\ell < s$. For any face $G$ of $S$ with $G \neq S$ there exists a face $F$ of $S$ with $\dim F = s - 1$ and $G \subset F$. There exists a face $F$ of $S$ with $\dim F = s - 1$.

(6) $\mathcal{F}(S)$ is a finite set. $S \in \mathcal{F}(S)_s$ and $\mathcal{F}(S)_s = \{S\}$. $S$ contains any face of $S$. For any $i \in \mathbb{Z}_0$, $\mathcal{F}(S)_i \neq \emptyset$ if and only if $\ell \leq i \leq s$. The characteristic number $c(S)$ of $S$ is equal to $\sharp \mathcal{F}(S)_s$. $c(S)$ is a positive integer.

(7) $L = \text{convcone}(Y \cap L) = \text{vect}(Y \cap L)$.

Any face $G$ of $S$ with $\dim G = \ell$ is an affine space in $V$ with $\text{stab}(G) = L$.

For any face $F$ of $S$ and any face $G$ of $S$ with $\dim G = \ell$, $F \subset G$, if and only if, $F \cap G \neq \emptyset$.

For any faces $F$, $G$ of $S$ with $\dim F = \dim G = \ell$, $F = G$, if and only if, $F \cap G \neq \emptyset$.

For any face $F$ of $S$, there exists a face $G$ of $S$ such that $\dim G = \ell$ and $F \supset G$.

Consider any face $G$ of $S$ with $\dim G = \ell$ and any point $\omega \in \text{vect}(\text{stab}(S)^\vee)$. The function $\langle \omega, \cdot \rangle : G \to \mathbb{R}$ sending $x \in G$ to $\langle \omega, x \rangle \in \mathbb{R}$ is a constant function on $G$. 
(8) The skeleton $\mathcal{V}(S)$ of $S$ is a non-empty closed subset of $S$. Any connected component of $\mathcal{V}(S)$ is an affine space $G$ in $V$ with $\text{stab}(G) = L$. The set of connected components of $\mathcal{V}(S)$ is equal to $\mathcal{F}(S)_\ell$. The number of connected components of $\mathcal{V}(S)$ is equal to $c(S)$.

For any point $\omega \in \text{vect}(\text{stab}(S)^\vee)$, the function $\langle \omega, \_ \rangle : \mathcal{V}(S) \to \mathbb{R}$ sending $x \in \mathcal{V}(S)$ to $\langle \omega, x \rangle \in \mathbb{R}$ is constant on each connected component of $\mathcal{V}(S)$, and this function has only finite number of values.

For any face $F$ of $S$, the intersection $F \cap \mathcal{V}(S)$ is non-empty and union of some connected components of $\mathcal{V}(S)$.

(9) Let $F$ and $G$ be any face of $S$ with $F \subset G$. We denote $f = \dim F$ and $g = \dim G$. $f \leq g \leq s$. There exist $(s-f+1)$ of faces $F(\ell), F(\ell+1), \ldots, F(s)$ satisfying the following three conditions:

(a) For any $i \in \{\ell, \ell+1, \ldots, s-1\}$, $F(i) \subset F(i+1)$.

(b) For any $i \in \{\ell, \ell+1, \ldots, s\}$, $\dim F(i) = i$.

(c) $F(f) = F, F(g) = G, F(s) = S$.

(10) Let $F$ be any face of $S$.

(a) $F = \partial F \cup F^\circ$. $\partial F \cap F^\circ = \emptyset$.

(b) $F^\circ = F \iff \partial F = \emptyset \iff \dim F = \ell$.

(c) $\partial F = \bigcup_{G \in F(F) - \{F\}} G$.

(d) $F^\circ$ is a non-empty open subset of $\text{aff}(F)$. For any $a \in F^\circ$ and any $b \in F \text{ conv}(\{a, b\}) - \{b\} \subset F^\circ$. $F^\circ$ is convex. $\text{cl}(F^\circ) = F$.

(11) For any face $G$ of $S$ satisfying $\dim G = \ell$ we take any point $a_G \in G$.

(a) $S = \text{conv}(\{a_G \mid G \in F(S)_\ell\}) + \text{stab}(S)$.

(b) For any $\omega \in \text{vect}(\text{stab}(S)^\vee)$, $\{\langle \omega, x \rangle | x \in \mathcal{V}(S)\} = \{\omega, a_G \mid G \in F(S)_\ell\}$.

(c) For any $\omega \in \text{stab}(S)^\vee$, $\text{ord}(\omega, S|V) = \text{min}\{\langle \omega, a_G \rangle | G \in F(S)_\ell\}$.

(d) For any face $F$ of $S$, $F = \text{conv}(\{a_G \mid G \in F(F)_\ell, G \subset F\}) + \text{stab}(F)$.

(12) Consider any $m \in \mathbb{Z}_+$ and any mapping $F : \{1, 2, \ldots, m\} \to F(S)$. If $\cap_{i \in \{1, 2, \ldots, m\}} F(i) \neq \emptyset$, then the intersection $\cap_{i \in \{1, 2, \ldots, m\}} F(i)$ is a face of $S$.

(13) The face cone decomposition $\mathcal{D}(S|V)$ of $S$ is a convex polyhedral cone decomposition in $V^\vee$. $|[\mathcal{D}(S|V)]| = \text{stab}(S)^\vee$. $\dim \mathcal{D}(S|V) = \text{dim \text{stab}(S)^\vee} = \dim V - \ell$. $c(S) = 2\mathcal{D}(S|V)^0$. If $S$ is rational over $N$, then $\mathcal{D}(S|V)$ is rational over $N^*$. The minimum element of $\mathcal{D}(S|V)$ is $\Delta(S, S|V)$. $\Delta^\circ(S, S|V) = \Delta(S, S|V) = \text{stab}(\text{aff}(S)^\vee|V)$. $\dim \Delta(S, S|V) = \dim V - s$.

For any $i \in \mathbb{Z}$, $\mathcal{D}(S|V)_i \neq \emptyset$ if and only if $\dim V - s \leq i \leq \dim V - \ell$, and $\mathcal{D}(S|V)_i \neq \emptyset$ if and only if $0 \leq i \leq s - \ell$.

(14) Let $F$ be any face of $S$.

(a) $\Delta(F, S|V) \in \mathcal{D}(S|V)$.

(b) $\text{vect}(\Delta(F, S|V)) = \text{stab}(\text{aff}(F)^\vee|V)$.

(c) $\dim F + \dim \Delta(F, S|V) = \dim V$.

(d) $\Delta(F, S|V) = \Delta(F, S|V)^\circ$.

(e) $\Delta(F, S|V) = \text{cl}(\Delta(F, S|V))$.

(f) $\Delta(F, S|V) \subset \Delta^\circ(\text{stab}(F), \text{stab}(S)|V) \in F(\text{stab}(S)^\vee)$.

(15) For any faces $F, G$ of $S$, $F \subset G$, if and only if, $\Delta(F, S|V) \supset \Delta(G, S|V)$.

The mapping from $F(S)$ to $\mathcal{D}(S|V)$ sending $F \in F(S)$ to $\Delta(F, S|V) \in \mathcal{D}(S|V)$ is a bijective mapping reversing the inclusion relation.
Consider any two faces $F, G$ of $S$. The following four conditions are equivalent:

(a) $F \subset G$.
(b) $F^\circ \cap G \neq \emptyset$.
(c) $\Delta(F) \supset \Delta(G)$.
(d) $\Delta(F) \cap \Delta^\circ(G) \neq \emptyset$.

The following six conditions are also equivalent:

(a) $F = G$.
(b) $F^\circ = G^\circ$.
(c) $F^\circ \cap G^\circ \neq \emptyset$.
(d) $\Delta(F) = \Delta(G)$.
(e) $\Delta^\circ(F) = \Delta^\circ(G)$.
(f) $\Delta^\circ(F) \cap \Delta^\circ(G) \neq \emptyset$.

The number of connected components of $V(S) \in \mathbb{Z}_+$.

The following three conditions are equivalent:

(a) $c(S) = 1$.
(b) $D(S[V]) = F(\text{stab}(S)^\vee)$.
(c) There exists $a \in V$ satisfying $S = \{a\} + \text{stab}(S)$.

The family $\{F^\circ | F \in \mathcal{F}(S)\}$ of subsets of $S$ gives the equivalence class decomposition of $S$, in other words, the following three conditions hold:

(a) $F^\circ \neq \emptyset$ for any $F \in \mathcal{F}(S)$.
(b) $F^\circ = G^\circ$, if and only if, $F^\circ \cap G^\circ \neq \emptyset$ for any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$.

(c) $S = \bigcup_{F \in \mathcal{F}(S)} F^\circ$.

The family $\{\Delta^\circ(F) | F \in \mathcal{F}(S)\}$ of subsets of $\text{stab}(S)^\vee$ gives the equivalence class decomposition of $\text{stab}(S)^\vee$, in other words, the following three conditions hold:

(a) $\Delta^\circ(F) \neq \emptyset$ for any $F \in \mathcal{F}(S)$.
(b) $\Delta^\circ(F) = \Delta^\circ(G)$, if and only if, $\Delta^\circ(F) \cap \Delta^\circ(G) \neq \emptyset$ for any $F \in \mathcal{F}(S)$ and any $G \in \mathcal{F}(S)$.

(c) $\text{stab}(S)^\vee = \bigcup_{F \in \mathcal{F}(S)} \Delta^\circ(F)$.

The function $\text{ord}(\cdot, S[V] : \text{stab}(S)^\vee \to \mathbb{R}$ sending $\omega \in \text{stab}(S)^\vee$ to $\text{ord}(\omega, S[V]) \in \mathbb{R}$ is a piecewise linear convex function over $D(S[V])$.

If $S$ is rational over $N$, then this function $\text{ord}(\cdot, S[V])$ is rational over $N^\ast$.

Let $m = \dim \Delta(S) \in \mathbb{Z}_+$, $m = \dim V - s$. For any $\Lambda \in D(S[V])_{m+1}$ we take any point $\omega_\Lambda \in \Lambda - \Delta(S)$. Then,

$$S = \bigcap_{\omega \in \text{stab}(S)^\vee} \{x \in V | (\omega, x) \geq \text{ord}(\omega, S[V])\} \cap \text{aff}(S)$$

$$= \bigcap_{\Lambda \in D(S[V])_{m+1}} \{x \in V | (\omega_\Lambda, x) \geq \text{ord}(\omega_\Lambda, S[V])\} \cap \text{aff}(S).$$
(23) Consider any finite dimensional vector space $W$ over $\mathbb{R}$ and any homomorphism $\pi : V \to W$ of vector spaces over $\mathbb{R}$. The image $\pi(S)$ is a convex pseudo polyhedron in $W$, and $\pi(S)^{\circ} = \pi(S^\circ)$.

If $S$ is a convex polyhedron in $V$, then $\pi(S)$ is a convex polyhedron in $W$. If $S$ is a convex polyhedral cone in $V$, then $\pi(S)$ is a convex polyhedral cone in $W$.

Lemma 10.9. Consider any convex pseudo polyhedrons $S, T$ in $V$.

$S + T$ is a convex pseudo polyhedron in $V$, $\text{stab}(S + T) = \text{stab}(S) + \text{stab}(T)$, $\text{stab}(S + T)^\vee = \text{stab}(S)^\vee \cap \text{stab}(T)^\vee$, and $\mathcal{D}(S + T|V) = \mathcal{D}(S|V)^\vee \cap \mathcal{D}(T|V)$.

If $S$ and $T$ are rational over $N$, then $S + T$ is also rational over $N$.

If $S$ and $T$ are convex polyhedrons, then $S + T$ is also a convex polyhedron.

If $S$ and $T$ are convex polyhedral cones, then $S + T$ is also a convex polyhedral cone.

Corollary 10.10. Consider any convex pseudo polyhedron $S$ in $V$ and any convex polyhedral cone $\Delta$ in $V$.

$S + \Delta$ is a convex pseudo polyhedron in $V$, $\text{stab}(S + \Delta) = \text{stab}(S) + \Delta$, $\text{stab}(S + \Delta)^\vee = \text{stab}(S)^\vee \cap \Delta^\vee$, and $\mathcal{D}(S + \Delta|V) = \mathcal{D}(S|V)^\vee \cap \mathcal{D}(\Delta|V)$.

If $S$ and $\Delta$ are rational over $N$, then $S + \Delta$ is also rational over $N$.

$S \subset S + \Delta$. For any $\omega \in \text{stab}(S + \Delta)^\vee$, we have $\omega \in \text{stab}(S)^\vee$, $\text{ord}(\omega, S) = \text{ord}(\omega, S + \Delta)$, and $\Delta(\omega, S) = \Delta(\omega, S + \Delta) \cap S$.

Definition 10.11. We call any convex pseudo polyhedron $S$ in $V$ satisfying the following three conditions a Newton polyhedron over $N$ in $V$:

1. The stabilizer $\text{stab}(S)$ of $S$ is a simplicial cone over $N$.
2. $\dim \text{stab}(S) = \dim V$.
3. $\mathcal{V}(S) \subset N$.

Let $S$ be a Newton polyhedron over $N$ in $V$, $\text{stab}(S) \cap (-\text{stab}(S)) = \{0\}$, and $S$ has a vertex. The skeleton $\mathcal{V}(S)$ of $S$ is a non-empty finite subset of $S$, and $\mathcal{V}(S)$ is the union of all vertices of $S$.

Lemma 10.12. Consider any simplicial cone $\Delta$ over $N$ in $V$ with $\Delta = \dim V$ and any subset $X$ of $N$ such that $X \subset \{a\} + \Delta$ for some $a \in V$.

There exists a finite subset $Y$ of $X$ satisfying $\text{conv}(X) + \Delta = \text{conv}(Y) + \Delta$, and $\text{conv}(X) + \Delta$ is a Newton polyhedron over $N$ in $V$.

Remark. The subset $X$ of $N$ above is not necessarily finite.

Lemma 10.13. Let $k$ be any field. Let $A$ be any complete regular local ring such that $\dim A \geq 1$, $A$ contains $k$ as a subring, and the residue field $A/M(A)$ is isomorphic to $k$ as algebras over $k$. Let $P$ be any parameter system of $A$. Let $\phi$ be any non-zero element of $A$.

1. The Newton polyhedron $\Gamma_+(P, \phi)$ of $\phi$ over $P$ is a Newton polyhedron over $\text{map}(P, \mathbb{Z})$ in $\text{map}(P, \mathbb{R})$ in the meaning of Definition [10.17] $\text{map}(P, \mathbb{R}_0)$ of $\Gamma_+(P, \phi) = \text{map}(P, \mathbb{R}_0)$. $\Gamma_+(P, \phi) \subset \text{map}(P, \mathbb{R}_0)$.

2. The face cone decomposition $\mathcal{D}(\Gamma_+(P, \phi)|\text{map}(P, \mathbb{R}))$ of $\Gamma_+(P, \phi)$ is a rational convex polyhedral cone decomposition over $\text{map}(P, \mathbb{Z})^*$ in $\text{map}(P, \mathbb{R})^*$. $|\mathcal{D}(\Gamma_+(P, \phi)|\text{map}(P, \mathbb{R}))| = \text{map}(P, \mathbb{R}_0)^\vee \cap |\text{map}(P, \mathbb{R})|$.

3. The Newton polyhedron $\Gamma_+(P, \phi)$ has a vertex. The skeleton $\mathcal{V}(\Gamma_+(P, \phi))$ of $\Gamma_+(P, \phi)$ is a non-empty finite subset of $\text{map}(P, \mathbb{Z}_0)$, and $\mathcal{V}(\Gamma_+(P, \phi))$ is
the union of all vertices of $\Gamma_+(P, \phi)$.

\[ \mathcal{V}(\Gamma_+(P, \phi)) = \{ a \in \Gamma_+(P, \phi) \mid \text{There exists } \omega \in \text{map}(P, \mathbb{R}_0)^\vee \mid \text{map}(P, \mathbb{R}) \text{ such that} \]

\[ \text{for any } b \in \Gamma_+(P, \phi) \text{ with } \langle \omega, b \rangle = \langle \omega, a \rangle, \text{ we have } b = a \}. \]

(4) $c(\Gamma_+(P, \phi)) = \sharp \Delta(\Gamma_+(P, \phi)|\text{map}(P, \mathbb{R})) = \sharp \mathcal{V}(\Gamma_+(P, \phi)) = \sharp \mathcal{F}(\Gamma_+(P, \phi))_0$

(5) For any $\omega \in \text{map}(P, \mathbb{R}_0)^\vee \mid \text{map}(P, \mathbb{R})$, we have

\[ \text{ord}(P, \omega, \phi) = \text{ord}(\omega, \Gamma_+(P, \phi)|\text{map}(P, \mathbb{R})), \text{ and} \]

\[ \text{in}(P, \omega, \phi) = \text{ps}(\Delta(\omega, \Gamma_+(P, \phi)|\text{map}(P, \mathbb{R})), \phi). \]

(6) $c(\Gamma_+(P, \phi)) = 1$, if and only if, $\phi$ has normal crossings over $P$.

(7) If $\dim A = 1$, then $c(\Gamma_+(P, \phi)) = 1$.

Let $z \in P$ be any element.

Let $b = \text{ord}(P, f_z^{P_\mathcal{V}}, \phi) \in \mathbb{Z}_0$ and let $h = \text{height}(z, \Gamma_+(P, \phi)) \in \mathbb{Z}_0$. Let $A'$ denote the completion of $k[P - \{ z \}]$ with respect to the maximal ideal $k[P - \{ z \}] \cap M(A)$. The ring $A'$ is a local subring of $A$ and $M(A') = M(A) \cap A' = (P - \{ z \})A'$. The completion of $A'[z]$ with respect to the prime ideal $zA'[z]$ is isomorphic to $A$ as $A'[z]$-algebras. The set $P - \{ z \}$ is a parameter system of $A'$.

(8) Assume that $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type.

(a) $\text{height}(z, \Gamma_+(P, \phi)) = 0 \Leftrightarrow \Gamma_+(P, \phi)$ has only one vertex $\Leftrightarrow c(\Gamma_+(P, \phi)) = 1 \Leftrightarrow \phi$ has normal crossings over $P$.

(b) The Newton polyhedron $\Gamma_+(P, \phi)$ has a unique $z$-top vertex.

Below, by $\{ a_1 \}$ we denote the unique $z$-top vertex of $\Gamma_+(P, \phi)$.

(c) Consider any $a \in \Gamma_+(P, \phi)$. The equality $\langle f_z^{P_\mathcal{V}}, a \rangle = \text{ord}(P, f_z^{P_\mathcal{V}}, \phi)$ holds for any $x \in P - \{ z \} \Leftrightarrow a - a_1 \in R_0 f_z^{P_\mathcal{V}}$.

(d) $\langle f_z^{P_\mathcal{V}}, a_1 \rangle = b + h$.

(e) There exist uniquely an invertible element $u \in A^\times$ and a mapping $\phi' : \{ 0, 1, \ldots, h - 1 \} \rightarrow M(A')$ satisfying

\[ \phi = uz^b \prod_{x \in P - \{ z \}} x^{\langle f_z^{P_\mathcal{V}}, a_1 \rangle} (z^h + \sum_{i=0}^{h-1} \phi'(i)z^i), \]

and $\phi'(0) \neq 0$ if $h > 0$.

(9) The following two conditions are equivalent:

(a) The Newton polyhedron $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type.

(b) There exist uniquely an invertible element $u \in A^\times$, a mapping $c : P \rightarrow \mathbb{Z}_0$, a non-negative integer $g \in \mathbb{Z}_0$ and a mapping $\phi' : \{ 0, 1, \ldots, g - 1 \} \rightarrow M(A')$ satisfying

\[ \phi = u \prod_{x \in P} x^{c(x)} (z^g + \sum_{i=0}^{g-1} \phi'(i)z^i), \]

and $\phi'(0) \neq 0$ if $g > 0$.

(10) If $\dim A = 2$, then $\Gamma_+(P, \phi)$ is $z$-simple.

(11) If $\Gamma_+(P, \phi)$ is $z$-simple, then $\Gamma_+(P, \phi)$ is of $z$-Weierstrass type.

(12) Let $r = c(\Gamma_+(P, \phi)) \in \mathbb{Z}_+$. The Newton polyhedron $\Gamma_+(P, \phi)$ is $z$-simple, if and only if, the following three conditions are satisfied:

(a) For any $a \in \mathcal{V}(\Gamma_+(P, \phi))$ and any $b \in \mathcal{V}(\Gamma_+(P, \phi))$, $\langle f_z^{P_\mathcal{V}}, a \rangle \neq \langle f_z^{P_\mathcal{V}}, b \rangle$. 
Below we take the unique bijective mapping \( a : \{1, 2, \ldots, r\} \rightarrow V(\Gamma_+(P, \phi)) \) satisfying \( (f_z^{PV}, a(i)) > (f_z^{PV}, a(i+1)) \) for any \( i \in \{1, 2, \ldots, r-1\} \), if \( r \geq 2 \).

(b) For any \( x \in P - \{z\} \), \( (f_x^{PV}, a(2) - a(1)) \geq 0 \), if \( r \geq 2 \).

(c) For any \( i \in \{1, 2, \ldots, r-2\} \) and any \( x \in P - \{z\} \),

\[
\frac{(f_x^{PV}, a(i+1) - a(i))}{(f_x^{PV}, a(i) - a(i+1))} \leq \frac{(f_x^{PV}, a(i+2) - a(i+1))}{(f_x^{PV}, a(i+1) - a(i+2))},
\]

if \( r \geq 3 \).

Furthermore, if the above equivalent conditions are satisfied, then the following claims hold:

(d) There exists \( x \in P - \{z\} \) with \( (f_x^{PV}, a(2) - a(1)) > 0 \).

(e) For any \( i \in \{1, 2, \ldots, r-2\} \), there exists \( x \in P - \{z\} \) with

\[
\frac{(f_x^{PV}, a(i+1) - a(i))}{(f_x^{PV}, a(i) - a(i+1))} < \frac{(f_x^{PV}, a(i+2) - a(i+1))}{(f_x^{PV}, a(i+1) - a(i+2))},
\]

if \( r \geq 3 \).

(13) Assume that \( \Gamma_+(P, \phi) \) is of \( z \)-Weierstrass type. Let \( \{a_1\} \) denote the unique \( z \)-top vertex of \( \Gamma_+(P, \phi) \). We take an invertible element \( u \in A^\times \) and a mapping \( \phi' : \{0, 1, \ldots, h-1\} \rightarrow M(A') \) satisfying

\[
\phi = uz^b \prod_{x \in P - \{z\}} x^{(f_z^{PV}, a_1)}(z^h + \sum_{i=0}^{h-1} \phi'(i)z^i),
\]

and \( \phi'(0) \neq 0 \) if \( h > 0 \). Then, \( \Gamma_+(P, \phi) \) is \( z \)-simple, if and only if, there exist positive integer \( r \), and a mapping \( c : \{1, 2, \ldots, r\} \rightarrow \text{map}(P, Z_0) \) satisfying the following conditions:

(a) \( 1 \leq r \leq h + 1 \). \( r = 1 \Leftrightarrow h = 0 \).

(b) \( c(1) = hf_z^{PV} \). \( (f_z^{PV}, c(r)) = 0 \).

(c) For any \( i \in \{1, 2, \ldots, r-1\} \), we have \( (f_z^{PV}, c(i) - c(i+1)) > 0 \), if \( r \geq 2 \).

(d) For any \( x \in P - \{z\} \), we have

\[
(f_x^{PV}, c(2) - c(1)) \geq 0,
\]

if \( r \geq 2 \).

(e) There exists \( x \in P - \{z\} \) with

\[
(f_x^{PV}, c(2) - c(1)) > 0,
\]

if \( r \geq 2 \).

(f) For any \( i \in \{1, 2, \ldots, r-1\} \) and any \( x \in P - \{z\} \), we have

\[
\frac{(f_x^{PV}, c(i+1) - c(i))}{(f_x^{PV}, c(i) - c(i+1))} < \frac{(f_x^{PV}, c(i+2) - c(i+1))}{(f_x^{PV}, c(i+1) - c(i+2))},
\]

if \( r \geq 3 \).

(g) For any \( i \in \{1, 2, \ldots, r-1\} \), there exists \( x \in P - \{z\} \) with

\[
\frac{(f_x^{PV}, c(i+1) - c(i))}{(f_x^{PV}, c(i) - c(i+1))} < \frac{(f_x^{PV}, c(i+2) - c(i+1))}{(f_x^{PV}, c(i+1) - c(i+2))},
\]

if \( r \geq 3 \).
Lemma 11.2. For any \( i \in \{2, 3, \ldots, r\} \) and any \( x \in P - \{z\} \), we have
\[
\text{ord}(P, f^P_x, \phi'(\langle f^P_x, c(i) \rangle)) = \langle f^P_x, c(i) \rangle,
\]
if \( r \geq 2 \).

(i) For any \( i \in \{1, 2, \ldots, r - 1\} \), any \( j \in \mathbb{Z} \) with \( \langle f^P_x, c(i + 1) \rangle < j < \langle f^P_x, c(i) \rangle \)
and any \( x \in P - \{z\} \), we have
\[
\text{ord}(P, f^P_x, \phi'(j)) \geq \frac{j - \langle f^P_x, c(i + 1) \rangle}{\langle f^P_x, c(i) - c(i + 1) \rangle} \left( \langle f^P_x, c(i) \rangle - \langle f^P_x, c(i + 1) \rangle \right) \frac{\langle f^P_x, c(i) \rangle}{\langle f^P_x, c(i) - c(i + 1) \rangle} - \langle f^P_x, c(i) \rangle,
\]
if \( r \geq 2 \).

(14) For any non-zero element \( \phi \in A \) and any non-zero element \( \psi \in A \),
\[
\Gamma_+(P, \phi \psi) = \Gamma_+(P, \phi) + \Gamma_+(P, \psi),
\]
\[
\mathcal{D}(\Gamma_+(P, \phi \psi) \mid \text{map}(P, \mathbb{R})) = \mathcal{D}(\Gamma_+(P, \phi) \mid \text{map}(P, \mathbb{R})) \cap \mathcal{D}(\Gamma_+(P, \psi) \mid \text{map}(P, \mathbb{R})).
\]

11. Barycentric subdivisions

We study barycentric subdivisions of simplicial cone decompositions.

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \); let \( N \) be any lattice of \( V \); let \( \mathcal{D} \) be any simplicial cone decomposition over \( N \) in \( V \) with \( \dim \mathcal{D} \geq 1 \); and let \( F \in \mathcal{D} \) be any element with \( \dim F \geq 1 \). For simplicity we denote the barycenter \( b_{F/N} \) of \( F \) over \( N \) by \( b. b \in F^c \cap N \).

Lemma 11.1. Consider any element \( \Lambda \in \mathcal{D} \) satisfying \( \Lambda + F \in \mathcal{D} \) and \( F \not\subset \Lambda \).

1. \( \Lambda + R_0 b \) is a simplicial cone over \( N \) in \( V \). \( R_0 b \in \mathcal{F}(\Lambda + R_0 b) \).
2. \( \Lambda + R_0 b \subset \Lambda + F \in \mathcal{D}/F. (\Lambda + R_0 b)^\circ \subset (\Lambda + F)^\circ \). If \( \dim F = 1 \), then \( R_0 b = F \), and \( \Lambda + R_0 b = \Lambda + F \). If \( \dim F \geq 2 \), then \( \Lambda + R_0 b \neq \Lambda + F \).
3. \( \dim(\Lambda + R_0 b) = \dim(\Lambda + 1) \leq \dim(\Lambda + F). \Lambda^{\circ}|(\Lambda + F) \in \mathcal{F}(F) \subset \mathcal{F}(\Lambda + F) \).
4. \( \dim(\Lambda^{\circ}|(\Lambda + F)) \geq 1 \). \( \dim(\Lambda^{\circ}|(\Lambda + F)) = 1 \iff \dim(\Lambda + R_0 b) = \dim(\Lambda + F) \).
5. \( \{\Lambda' + R_0 b | \Lambda' \in \mathcal{F}(\Lambda)\} = \mathcal{F}(\Lambda + R_0 b) R_0 b \subset \mathcal{F}(\Lambda + R_0 b) \).
6. \( \forall \Lambda' \in \mathcal{D} - (\mathcal{D}/F) \), we have \( (\Lambda + R_0 b) \cap \Lambda' = \Lambda \cap \Lambda' \in \mathcal{F}(\Lambda') \), and \( \Lambda \cap \Lambda' \in \mathcal{F}(\Lambda) \subset \mathcal{F}(\Lambda + R_0 b) \).

Lemma 11.2. Consider any element \( \Lambda \in \mathcal{D} \) satisfying \( \Lambda + F \in \mathcal{D} \) and \( F \not\subset \Lambda \) and any element \( \Lambda' \in \mathcal{D} \) satisfying \( \Lambda' + F \in \mathcal{D} \) and \( F \not\subset \Lambda' \).

1. \( (\Lambda \cap \Lambda') + F \in \mathcal{D}. F \not\subset \Lambda \cap \Lambda' \).
2. \( (\Lambda + R_0 b) \cap (\Lambda' + R_0 b) = (\Lambda \cap \Lambda') + R_0 b \in \mathcal{F}(\Lambda + R_0 b) R_0 b \).
3. \( (\Lambda + F) \cap (\Lambda' + F) = (\Lambda \cap \Lambda') + F \).
4. \( \Lambda + R_0 b \subset \Lambda' + R_0 b \iff \Lambda \subset \Lambda' \).
5. \( \Lambda + R_0 b = \Lambda' + R_0 b \iff \Lambda = \Lambda' \).

Lemma 11.3. Consider any element \( \Delta \in \mathcal{D}/F \).

1. \( F \in \mathcal{F}(\Delta) \). \( \mathcal{F}(F) \subset \mathcal{F}(\Delta) \).
(2) \( \{E^\text{op}|\Delta| E \in \mathcal{F}(F) \} \subset \{\Delta \in \mathcal{F}(\Delta)|F \not\subseteq \Lambda, \Lambda + F = \Delta\} \subset \{\Lambda \in \mathcal{D}|F \not\subseteq F \subseteq \Lambda\} \subset \{\Lambda \in \mathcal{D}|F \not\subseteq \Lambda, \Lambda + F \in \mathcal{D}\} \).

(3)
\[
\bigcup_{E \in \mathcal{F}(F)} ((E^\text{op}|\Delta) + \mathbb{R}_0 b) = \bigcup_{\Lambda \in \mathcal{F}(\Delta), F \not\subseteq \Lambda, \Lambda + F = \Delta} (\Lambda + \mathbb{R}_0 b) = \bigcup_{\Lambda \in \mathcal{F}(\Delta), F \not\subseteq \Lambda} (\Lambda + \mathbb{R}_0 b) = \Delta^0
\]

(4)
\[
\bigcup_{\Lambda \in \mathcal{F}(\Delta), F \not\subseteq \Lambda, \Lambda + F = \Delta} (\Lambda + \mathbb{R}_0 b)^\circ = \Delta^0
\]

Definition 11.4. We denote
\[
\mathcal{D} \ast F = (\mathcal{D} - (\mathcal{D}/F)) \cup \{\Delta \in 2^V|\Delta = \Lambda + \mathbb{R}_0 b \text{ for some } \Lambda \in \mathcal{D} \}
\]
and we call \( \mathcal{D} \ast F \) the barycentric subdivision of \( \mathcal{D} \) with center in \( F \).

Lemma 11.5. (1) \( \mathcal{D} \ast F \) is a simplicial cone decomposition over \( N \) in \( V \). \( \mathcal{D} \ast F \) is a full subdivision of \( \mathcal{D} \). \( |\mathcal{D} \ast F| = |\mathcal{D}| \). \( \dim \mathcal{D} \ast F = \dim \mathcal{D} \).

(2) \( \mathbb{R}_0 b \in (\mathcal{D} \ast F)_1 \). \( |\mathcal{D} \ast F/\mathbb{R}_0 b|^\circ = |\mathcal{D}/F|^\circ \).

(3)
\[
(\mathcal{D} \ast F) - (\mathcal{D} \ast F/\mathbb{R}_0 b) = \mathcal{D} - (\mathcal{D}/F). \quad \mathcal{D} \ast F/\mathbb{R}_0 b = \{\Delta \in 2^V|\Delta = \Lambda + \mathbb{R}_0 b \text{ for some } \Lambda \in \mathcal{D} \}
\]

(4) If \( \dim F = 1 \), then \( \mathbb{R}_0 b = F \in \mathcal{D}_1 \) and \( \mathcal{D} \ast F = \mathcal{D} \). If \( \dim F \geq 2 \), then \( \mathbb{R}_0 b \not\subseteq \mathcal{D} \), \( \mathcal{D} \ast F \not\subseteq \mathcal{D} \). \( (\mathcal{D} \ast F)_1 = \mathcal{D}_1 \cup \{\mathbb{R}_0 b\} \), and \( \sharp(\mathcal{D} \ast F)_1 = \sharp \mathcal{D}_1 + 1 \).

(5) Consider any \( \Delta \in \mathcal{D} \ast F/\mathbb{R}_0 b \). We denote \( \Lambda = (\mathbb{R}_0 b)^{\text{op}}|\Delta \in \mathcal{F}(\Delta) \).

(a) \( \Delta = \Lambda + \mathbb{R}_0 b \). \( \Lambda \cap \mathbb{R}_0 b = \{0\} \). \( \mathbb{R}_0 b \in \mathcal{F}(\Delta)_1 \). \( \Lambda \in \mathcal{F}(\Delta)^\circ \).

(b) \( \Lambda + F = \Delta + F \in \mathcal{D} \). \( \Delta^\circ \subseteq (\Lambda + F)^\circ = (\Delta + F)^\circ \).

(6) \((\mathcal{D} \ast F)^{\text{max}} - (\mathcal{D} \ast F/\mathbb{R}_0 b) = \mathcal{D}^{\text{max}} - (\mathcal{D}/F) \). \((\mathcal{D} \ast F)^{\text{max}} \cap (\mathcal{D} \ast F/\mathbb{R}_0 b) = \{\Delta \in 2^V|\Delta = (E^\text{op}|\Lambda) + \mathbb{R}_0 b \text{ for some } E \in \mathcal{F}(F)_1 \text{ and some } \Lambda \in \mathcal{D}^{\text{max}}/F\} \).

Example 11.6. Assume \( \dim V \geq 3 \). Consider any simplicial cone \( S \) over \( N \) in \( V \) with \( \dim S = 3 \). Let \( E(1), E(2), E(3) \) denote the three edges of \( S \). We denote \( b(i) = b_{E(i)/N} \in E(i)^\circ \cap N \) for any \( i \in \{1, 2, 3\} \) for simplicity. \( E(i) = \mathbb{R}_0 b(i) \) for any \( i \in \{1, 2, 3\} \).

Put
\[
T(1) = \mathbb{R}_0 b(1) + \mathbb{R}_0 (b(1) + b(2)) + \mathbb{R}_0 (b(1) + b(3)),
\]
\[
T(2) = \mathbb{R}_0 b(2) + \mathbb{R}_0 (b(2) + b(3)) + \mathbb{R}_0 (b(2) + b(1)),
\]
\[
T(3) = \mathbb{R}_0 b(3) + \mathbb{R}_0 (b(3) + b(1)) + \mathbb{R}_0 (b(3) + b(2)),
\]
\[
T(4) = \mathbb{R}_0 (b(1) + b(2) + b(3)) + \mathbb{R}_0 (b(1) + b(2)) + \mathbb{R}_0 (b(1) + b(3)),
\]
\[
T(5) = \mathbb{R}_0 (b(1) + b(2) + b(3)) + \mathbb{R}_0 (b(2) + b(3)) + \mathbb{R}_0 (b(2) + b(1)),
\]
\[
T(6) = \mathbb{R}_0 (b(1) + b(2) + b(3)) + \mathbb{R}_0 (b(3) + b(1)) + \mathbb{R}_0 (b(3) + b(2)).
\]

For any \( i \in \{1, 2, \ldots, 6\} \), \( T(i) \) is a simplicial cone over \( N \) in \( V \) with \( \dim T(i) = 3 \).

Let \( \mathcal{E} = \bigcup_{i \in \{1, 2, \ldots, 6\}} \mathcal{F}(T(i)) \subset 2^V \). \( \mathcal{E} \) is a simplicial cone decomposition over \( N \) in \( V \). \( \dim \mathcal{E} = 3 \) and \( |\mathcal{E}| = S \). \( \mathcal{E} \) is a full subdivision of the simplicial cone decomposition \( \mathcal{F}(S) \).

For any \( \tilde{F} \in \mathcal{F}(S)_2 \), \( \mathbb{R}_0 b_{\tilde{F}/N} \in \mathcal{E} \), and \( \mathcal{E} \) is not a subdivision of \( \mathcal{F}(S) \ast \tilde{F} \).

\( \mathbb{R}_0 b_{S/N} \in \mathcal{E} \), and \( \mathcal{E} \) is not a subdivision of \( \mathcal{F}(S) \ast S \).
12. Iterated barycentric subdivisions

We study iterated barycentric subdivisions of simplicial cone decompositions.

Let $V$ be any finite dimensional vector space over $\mathbb{R}$; let $N$ be any lattice of $V$; and let $D$ be any simplicial cone decomposition over $N$ in $V$ with $\dim D \geq 1$.

**Definition 12.1.** Let $m \in \mathbb{Z}_0$ be any non-negative integer. We call a mapping $F$ from $\{1, 2, \ldots, m\}$ to the set $2^V$ of all subsets of $V$ satisfying the following two conditions a *center sequence* of $D$ of length $m$:

1. $F(i)$ is a simplicial cone over $N$ in $V$ and $\dim F(i) \geq 2$ for any $i \in \{1, 2, \ldots, m\}$.
2. There exists uniquely a mapping $\bar{D}$ from $\{0, 1, \ldots, m\}$ to the set of all simplicial cone decompositions over $N$ in $V$ satisfying the following two conditions:
   a. $\bar{D}(0) = D$.
   b. $F(i) \in \bar{D}(i - 1)$ and $\bar{D}(i) = \bar{D}(i - 1) \ast F(i)$ for any $i \in \{1, 2, \ldots, m\}$.

Consider any $m \in \mathbb{Z}_0$ and any center sequence $F$ of $D$ of length $m$. There exists uniquely a mapping $\bar{D}$ from $\{0, 1, \ldots, m\}$ to the set of all simplicial cone decompositions over $N$ in $V$ satisfying the above two conditions (a) and (b). Since simplicial cone decomposition $\bar{D}(m)$ is uniquely determined by $\bar{D}$ and the center sequence $F$ of $D$, we denote $\bar{D}(m)$ by the symbol

$$\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m),$$

and we call $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$ the *iterated barycentric subdivision* of $D$ along the center sequence $F$ of $D$.

Consider any simplicial cone decomposition $\mathcal{E}$ over $N$ in $V$. If $\mathcal{E} = \bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$ for some $m \in \mathbb{Z}_0$ and some center sequence $F$ of $D$ of length $m$, then we call $\mathcal{E}$ an *iterated barycentric subdivision* of $D$.

**Lemma 12.2.** Consider any $m \in \mathbb{Z}_0$ and any center sequence $F$ of $D$ of length $m$.

1. $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$ is a simplicial cone decomposition over $N$ in $V$. $\dim \bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m) = \dim D$. $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$ is a full subdivision of $D$. $|\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)| = |D|$. If $D^{\text{max}} = D^0$, then $(\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m))^{\text{max}} = (D \ast F(1) \ast F(2) \ast \cdots \ast F(m))^0$.
2. $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m) = \bar{D}$, if $m = 0$.
   - If $m = 1$, then $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$ is equal to the barycentric subdivision $\bar{D} \ast F(1)$ of $D$ with center in $F(1)$.
3. If $\dim D = 1$, then $m = 0$ and $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m) = \bar{D}$.
4. For any $i \in \{0, 1, \ldots, m\}$, the composition of the inclusion mapping $\{1, 2, \ldots, i\} \to \{1, 2, \ldots, m\}$ and $F : \{1, 2, \ldots, m\} \to 2^V$ is a center sequence of $\bar{D}$ of length $i$.
5. Assume $m \geq 1$ and consider any $i \in \{1, 2, \ldots, m\}$. $\dim F(i) \geq 2$. $F(i) \in \bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(i - 1)$. $\bar{D} \ast F(1) \ast \cdots \ast F(i - 1) \ast F(i) = \bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(i)$.
6. Assume $m \geq 2$ and consider any $i \in \{2, 3, \ldots, m\}$. The mapping $G : \{1, 2, \ldots, m - i + 1\} \to 2^V$ satisfying $G(j) = F(i + j - 1)$ for any $j \in \{1, 2, \ldots, m - i + 1\}$ is a center sequence of $\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(i - 1)$ of length $m - i + 1$, and $(\bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(i - 1)) \ast F(i) \ast F(i + 1) \ast \cdots \ast F(m) = \bar{D} \ast F(1) \ast F(2) \ast \cdots \ast F(m)$. 
and let $V$ be any simplicial cone decomposition over $N$ in $V$. $|\mathcal{E}| \subset |\mathcal{D}|$.

(9) Let $\ell = \sharp\{i \in \{1, 2, \ldots, m\} | F(i) \subset |\mathcal{E}|\} \in \mathbb{Z}_0$ and let $\nu : \{1, 2, \ldots, \ell\} \rightarrow \{1, 2, \ldots, m\}$ be the unique injective mapping preserving the order and satisfying $\nu(\{1, 2, \ldots, \ell\}) = \{i \in \{1, 2, \ldots, m\} | F(i) \subset |\mathcal{E}|\}$.

The composition $F\nu$ is a center sequence of $\mathcal{E}$ of length $\ell$, and $\mathcal{E} * F\nu(1) * F\nu(2) * \cdots * F\nu(\ell) = (F * F(1) * F(2) * \cdots * F(m))|\mathcal{E}| \subset D * F(1) * F(2) * \cdots * F(m)$.

(10) If $F(i) \subset |\mathcal{E}|$ for any $i \in \{1, 2, \ldots, m\}$, then the sequence $F$ is a center sequence of $\mathcal{E}$ of length $m$, and $\mathcal{E} * F(1) * F(2) * \cdots * F(m) = (D * F(1) * F(2) * \cdots * F(m))|\mathcal{E}| \subset D * F(1) * F(2) * \cdots * F(m)$.

(11) For any $n \in \mathbb{Z}_0$ and any center sequence $G$ of $\mathcal{E}$ of length $n$, the sequence $G$ is a center sequence of $\mathcal{D}$ of length $n$, and $\mathcal{E} * G(1) * G(2) * \cdots * G(n) = (D * G(1) * G(2) * \cdots * G(n))|\mathcal{E}| \subset D * G(1) * G(2) * \cdots * G(n)$.

**Example 12.3.** Assume $\dim V \geq 3$. Consider any simplicial cone $S$ over $N$ in $V$ with $\dim S = 3$. Let $E(1), E(2), E(3)$ denote the three edges of $S$. We denote $b(i) = b_{E(i)/N} \in E(i)^\circ \cap N$ for any $i \in \{1, 2, 3\}$ for simplicity. $E(i) = \mathbb{R}_0 b(i)$ for any $i \in \{1, 2, 3\}$.

Let

$$F(1) = \mathbb{R}_0 b(1) + \mathbb{R}_0 b(3), \quad F(2) = \mathbb{R}_0 b(2) + \mathbb{R}_0 b(3), \quad G(1) = \mathbb{R}_0 b(1) + b(3) + \mathbb{R}_0 b(2), \quad G(2) = \mathbb{R}_0 b(2) + b(3) + \mathbb{R}_0 b(1).$$

$\dim F(1) = \dim F(2) = \dim G(1) = \dim G(2) = 2$.

We consider two mappings $H$ and $\tilde{H}$ from $\{1, 2, 3\}$ to $2^V$ satisfying $(H(1), H(2), H(3)) = (F(1), F(2), G(1))$ and $(H(1), H(2), \tilde{H}(3)) = (F(2), F(1), G(2))$. Mappings $H$ and $\tilde{H}$ are center sequences of the simplicial cone decomposition $F(S)$ of length 3.

$$F(S) * F(1) * F(2) * G(1) = F(S) * F(2) * F(1) * G(2).$$

**13. Simplicity and semisimplicity**

Simplicity and semisimplicity are very important concepts.

Let $V$ be any finite dimensional vector space over $\mathbb{R}$ with $\dim V \geq 1$; let $N$ be any lattice of $V$; let $\mathcal{D}$ be any convex polyhedral cone decomposition in the dual vector space $V^*$ of $V$ such that the support $|\mathcal{D}|$ of $\mathcal{D}$ is a simplicial cone over the dual lattice $N^*$ of $N$ in $V^*$ and $\dim |\mathcal{D}| \geq 1$; let $H \subset F(|\mathcal{D}|)_1$ be any edge of the simplicial cone $|\mathcal{D}|$; let $S$ be any convex pseudo polyhedron in $V$ such that $|\mathcal{D}(S|V)| = \text{stab}(S)^\vee |V$ is a simplicial cone over $N^*$ in $V^*$ and $\dim |\mathcal{D}(S|V)| \geq 1$, and let $G \subset F(|\mathcal{D}(S|V)|)_1$ be any edge of the simplicial cone $|\mathcal{D}(S|V)|$. 
We denote $L = \text{stab}(S) \cap (-\text{stab}(S)) = \text{vect}([D(S|V)]^\vee |V^* \subset V$ and $\ell = \text{dim} L \in \mathbb{Z}_0$. $L$ is the maximum vector subspace over $\mathbb{R}$ in $V$ contained in $\text{stab}(S)$.

Note that for any $E \in F([D(S|V)]_1$, any $F \in F(S)_\ell$, any $a \in F$ and any $b \in F$, $E \subset [D(S|V)] \subset \text{vect}([D(S|V)]$, and we have $\langle b_{E/N^*}, a \rangle = \langle b_{E/N^*}, b \rangle$.

(Proposition 10.8.7.)

We define $S$ to be any minimal face of $\ell$. Let $\rho : V \rightarrow W$ denote the canonical surjective homomorphism of vector spaces over $\mathbb{R}$ to $W$.

(1) We say that $D$ is semisimple, if $\dim \Delta \geq \dim D - 1$ for any $\Delta \in D$ satisfying $\Delta^\circ \subset |D|^\circ$.

(2) We say that $D$ is of $H$-Weierstrass type, if $D\backslash(H^{op}|D|) = F(H^{op}|D|)$.

(3) We say that $D$ is $H$-simple, if $D$ is semisimple and $D$ is of $H$-Weierstrass type.

(4) We say that $S$ is semisimple, if $\dim F \leq \ell + 1$ for any face $F$ of $S$ satisfying $\text{stab}(F) = L$.

(5) We say that $S$ is of $G$-Weierstrass type, if there exists only one face $F$ of $S$ satisfying $\text{stab}(F) = \Delta(G^{op}|D(S|V)|, |D(S|V)||V^*)$.

(6) We say that $S$ is $G$-simple, if $S$ is semisimple and $S$ is of $G$-Weierstrass type.

(7) Let $F \in F(S)_\ell$ be any minimal face of $S$.

We say that $F$ is $G$-top, if $\langle b_{G/N^*}, a \rangle = \max \{ \langle b_{G/N^*}, c \rangle | c \in V(S) \}$ for some $a \in F$.

We say that $F$ is $G$-bottom, if $\langle b_{G/N^*}, a \rangle = \min \{ \langle b_{G/N^*}, c \rangle | c \in V(S) \}$ for some $a \in F$.

(8) We define $\text{height}(G, S) = \max \{ \langle b_{G/N^*}, c \rangle | c \in V(S) \} - \min \{ \langle b_{G/N^*}, c \rangle | c \in V(S) \} \in \mathbb{R}_0$, and we call $\text{height}(G, S)$ $G$-height of $S$.

(1) $S$ is semisimple, if and only if, $D(S|V)$ is semisimple.

(2) $S$ is of $G$-Weierstrass type, if and only if, $D(S|V)$ is of $G$-Weierstrass type.

(3) Note that $L \subset \text{vect}(G^{op}|D(S|V)|)^\vee |V^* \subset V$ and $\dim \text{vect}(G^{op}|D(S|V)|)^\vee |V^* = \ell + 1$. Let $W = V/\text{vect}(G^{op}|D(S|V)|)^\vee |V^*$ denote the residue vector space, and let $\rho : V \rightarrow W$ denote the canonical surjective homomorphism of vector spaces over $\mathbb{R}$ to $W$.

$\rho(N)$ is a lattice in $W$, $\rho(S)$ is a convex pseudo polyhedron in $W$, $\text{stab}(\rho(S))$ is a simplicial cone over $\rho(N)$ in $W$, and $\dim \text{stab}(\rho(S)) = \dim W = \dim V - \ell - 1$.

$S$ is of $G$-Weierstrass type $\iff c(\rho(S)) = 1$ $\iff$ there exists $c \in S$ satisfying $\text{ord}(b_{E/N^*}, S|V) = \langle b_{E/N^*}, c \rangle$ for any $E \in F(|D(S|V)|)_1 - \{ G \}$.

(4) Assume that $S$ is of $G$-Weierstrass type. $S$ has a unique $G$-top minimal face, $c(S) = 1$, if and only if, $\text{height}(G, S) = 0$.

(5) $S$ is $G$-simple, if and only if, $D(S|V)$ is $G$-simple.

(6) If $\dim |D| = 1$, then $D = F(|D|)$.

If $\dim |D| \leq 2$, then $D$ is $H$-simple.

If $\dim |D(S|V)| = 1$, then $S = \{ a \} + \text{stab}(S)$ for some $a \in S$.

If $\dim |D(S|V)| \leq 2$, then $S$ is $G$-simple.

(7) Let $k$ be any field. Let $A$ be any complete regular local ring such that $\dim A \geq 1$, $A$ contains $k$ as a subring, and the residue field $A/M(A)$ is isomorphic to $k$ as algebras over $k$. Let $P$ be any parameter system of $A$. Let $z \in P$ be any element. Let $\phi \in A$ be any non-zero element. We consider the Newton polyhedron $\Gamma_+(P, \phi)$ over the lattice map$(P, \mathbb{Z})$.
in the vector space map \( \text{map}(P, \mathbb{R}) \). (See Section 3.) Let \( G_z = \mathbb{R}_0 f_z^P \in \mathcal{F}(\text{map}(P, \mathbb{R}_0)^\vee |\text{map}(P, \mathbb{R})) \).

\( \Gamma_+(P, \phi) \) is \( z \)-Weierstrass type, if and only if, it is of \( z \)-Weierstrass type.

\( \Gamma_+(P, \phi) \) is \( z \)-simple, if and only if, it is \( G_z \)-simple.

\[ \text{height}(z, \Gamma_+(P, \phi)) = \text{height}(G_z, \Gamma_+(P, \phi)). \]

(8) Let \( F \in \mathcal{F}(S) \) be an any minimal face of \( S \).

\( F \) is \( G \)-bottom \( \iff \) \( F \subset \Delta(b_{G/N^*}, S[V]) \iff G \subset \Delta(F, S[V]). \)

If \( F \) is \( G \)-top, then \( \dim(\Delta(F, S[V]) \cap (G^{\text{op}}||D[S[V]])) = \dim |D[S[V]]| - 1 \)
and \( \Delta(F, S[V]) \subset (\Delta(F, S[V]) \cap (G^{\text{op}}||D[S[V]])) + G. \)

(9) If \( D \) is semisimple, then \( \sharp D = \sharp(\Delta \in D^1 |\Delta^\circ \subset |D|^\circ + 1. \)

(10) Let \( \Lambda \) be any simplicial cone over \( N^* \in V^* \) satisfying \( \Lambda \subset |D| \) and \( \dim \Lambda \geq 1. \)

If \( D \) is semisimple, then \( D \setminus \Lambda \) is also semisimple for any \( \Lambda \in \mathcal{F}(|D|) \) with \( \dim \Lambda \geq 1. \)

(12) Assume that \( D \) is of \( H \)-Weierstrass type. For any \( \Delta \in D^0, \)
\[ \dim(\Delta \cap (H^{\text{op}}||D||)) = \dim |D| - 1, \]
if and only if, \( \Delta \cap (H^{\text{op}}||D||) \), and there exists only one element \( \Delta \in D^0 \) satisfying these equivalent conditions.

(13) If \( D \) is of \( H \)-Weierstrass type, then \( D \setminus \Lambda \) is also \( H \)-Weierstrass type for any \( \Lambda \in \mathcal{F}(|D|) \) with \( \dim \Lambda \geq 1. \)

(14) If \( D \) is \( H \)-simple, then \( D \setminus \Lambda \) is also \( H \)-simple for any \( \Lambda \in \mathcal{F}(|D|) \) with \( \dim \Lambda \geq 1. \)

(15) Assume that \( D \) is \( H \)-simple. We denote \( D^1 = \{ \Delta \in D^1 |\Delta^\circ \subset |D|^\circ \} \cup \{ H^{\text{op}}||D|| \}. \)

(a) \( H^{\text{op}}||D|| \in D^1. \) \( \bar{D}^1 \subset D^1. \) \( \sharp D^0 = \sharp \bar{D}^1. \)

(b) We denote \( \Delta \leq \Lambda, \) if \( \Delta + H \subset \Lambda + H \) for any \( \Delta \in D^0 \) and any \( \Lambda \in D^0. \)

Then, the relation \( \leq \) is a total order on \( D^0. \)

(c) We denote \( \Delta \leq \Lambda, \) if \( \Delta + H \subset \Lambda + H \) for any \( \Delta \in D^1 \) and any \( \Lambda \in \bar{D}^1. \)

Then, the relation \( \leq \) is a total order on \( D^1. \)

Let \( r = \sharp D^0 = \sharp \bar{D}^1 \in \mathbb{Z}_+. \)

We consider the total order \( \sharp D^0 \) described in (b). Let \( \Delta : \{1, 2, \ldots, r\} \rightarrow D^0 \) denote the unique bijective mapping preserving the order.

We consider the total order on \( D^1 \) described in (c). Let \( \Delta : \{1, 2, \ldots, r\} \rightarrow \bar{D}^1 \) denote the unique bijective mapping preserving the order.

(d) Consider any \( i \in \{1, 2, \ldots, r\} \) and any \( E \in \mathcal{F}(|D|) \) - \( \{H\}. \) There exists a unique real number \( c(D, i, E) \in \mathbb{R} \) depending on the pair \((i, E)\) satisfying \( b_{E/N^*} + c(D, i, E)b_{H/N^*} \in \text{vect}(\Delta(i)). \)

Below we assume \( c(D, i, E) \in \mathbb{R} \) and \( b_{E/N^*} + c(D, i, E)b_{H/N^*} \in \text{vect}(\bar{\Delta}(i)) \)
for any \( i \in \{1, 2, \ldots, r\} \) and any \( E \in \mathcal{F}(|D|) \) - \( \{H\}. \)

(e) For any \( i \in \{1, 2, \ldots, r\} \), \( \bar{\Delta}(i) = \text{convcone}([b_{E/N^*} + c(D, i, E)b_{H/N^*} | E \in \mathcal{F}(|D|) \} \}

(f) For any \( \Gamma \in \bar{D}^1, \) \( \Gamma = \text{vect}(\Gamma) \cap |D|. \)

(g) For any \( E \in \mathcal{F}(|D|) \} \)

(h) If \( r \geq 2, \) then \( c(D, i, E) \leq c(D, i + 1, E) \) for any \( i \in \{1, 2, \ldots, r - 1\} \)
and any \( E \in \mathcal{F}(|D|) \}

(i) If \( r \geq 2 \) and \( i \in \{1, 2, \ldots, r - 1\}, \) then \( c(D, i, E) < c(D, i + 1, E) \) for some \( E \in \mathcal{F}(|D|) \}

(j) \( D \) is rational over \( N^*, \) if and only if, \( c(D, i, E) \in \mathbb{Q} \) for any \( i \in \{2, 3, \ldots, r\} \) and any \( E \in \mathcal{F}(|D|) \) - \( \{H\}. \)
If $r \geq 2$, then $\Delta(i) = \bar{\Delta}(i) + \Delta(i + 1)$ for any $i \in \{1, 2, \ldots, r - 1\}$.

(l) $\Delta(r) = \bar{\Delta}(r) + H$.

(m) Let \( \{ \Lambda \in \mathcal{D} \mid \Lambda \notin \mathcal{F}(|\mathcal{D}|/H) \} = \mathcal{D}^0 \cup \mathcal{D}^1 \).

(n) \( \bar{\Delta}(1) = H^{op} \mid \mathcal{D} \subset \partial \mathcal{D} \), \( \mathcal{D}^0 / \bar{\Delta}(1) = \{ \Delta(1) \} \).

For any $i \in \{2, 3, \ldots, r\}$, \( \bar{\Delta}(i) \cap \mathcal{D}^0 \subset |\mathcal{D}|^c \), $\bar{\Delta}(i) \notin \partial |\mathcal{D}|$, and $\mathcal{D}^0 / \bar{\Delta}(i) = \{ \Delta(i - 1), \Delta(i) \}$.

(o) \( H \subset \Delta(r) \). \( \mathcal{D}^1 \setminus \Delta(r) = \{ \bar{\Delta}(r) \} \).

For any $i \in \{1, 2, \ldots, r - 1\}$, $H \notin \Delta(i)$, \( \mathcal{D}^1 \setminus \Delta(i) = \{ \Delta(i), \bar{\Delta}(i + 1) \} \).

(p) If $r \geq 2$, then $\Delta(i) \cap \Delta(j) = \bar{\Delta}(i + 1) \cap \Delta(j)$ for any $i \in \{1, 2, \ldots, r - 1\}$ and any $j \in \{2, 3, \ldots, r\}$ with $i < j$.

(q) Consider any $\omega \in \text{vect}(H^{op}|\mathcal{D})$.

Take the unique function $\bar{\omega} : \mathcal{F}(H^{op}|\mathcal{D})_1 \to \mathbb{R}$ satisfying $\omega = \sum_{E \in \mathcal{F}(H^{op}|\mathcal{D})_1} \bar{\omega}(E)b_{E/N}$.

For any $i \in \{1, 2, \ldots, r\}$, put $t(i) = \sum_{E \in \mathcal{F}(H^{op}|\mathcal{D})_1} \bar{\omega}(E)c(E, i, E) \in \mathbb{R}$.

(i) $t(1) = 0$.

(ii) For any $i \in \{1, 2, \ldots, r\}$, the following claims hold:

(A) $\{ \omega \} + \mathbb{R}b_{H^{op}} \cap \text{vect}(\bar{\Delta}(i)) = \{ \omega + t(i)b_{H^{op}} \}$.

(B) $\omega + t(i)b_{H^{op}} \in \bar{\Delta}(i) \iff \omega \in H^{op}|\mathcal{D}$.

(C) $\omega + t(i)b_{H^{op}} \in \bar{\Delta}(i)^c \iff \omega \in (H^{op}|\mathcal{D})^o$.

(iii) The following claims hold for any $i \in \{1, 2, \ldots, r - 1\}$, if $r \geq 2$.

(A) If $\omega \in H^{op}|\mathcal{D}$, then $t(i) \leq t(i + 1)$.

(B) $\{ \omega \} + \mathbb{R}b_{H^{op}} \cap \Delta(i)$

(iv) $(\{ \omega \} + \mathbb{R}b_{H^{op}}) \cap \Delta(r)$

(v) $(\{ \omega \} + \mathbb{R}b_{H^{op}}) \cap \Delta(r)^c$

(r) Let $\pi : \text{vect}(|\mathcal{D}|) \to \text{vect}(H^{op}|\mathcal{D})$ denote the unique surjective homomorphism of vector spaces over $\mathbb{R}$ satisfying $\pi^{-1}(0) = \text{vect}(H)$ and $\pi(x) = x$ for any $x \in \text{vect}(H^{op}|\mathcal{D})$.

$\pi(|\mathcal{D}|) = H^{op}|\mathcal{D}$. For any $\Delta \in \mathcal{D}$, $\pi(\Delta) \in \mathcal{F}(H^{op}|\mathcal{D})$, $\pi^{-1}(\pi(\Delta)) \cap |\mathcal{D}| \in \mathcal{F}(|\mathcal{D}|)/H$.

For any $\Delta \in \mathcal{D}$ with $\text{vect}(H) \subset \text{vect}(\Delta)$, $\dim \pi(\Delta) = \dim \Delta - 1$.

For any $\Delta \in \mathcal{D}$ with $\text{vect}(H) \not\subset \text{vect}(\Delta)$, $\dim \pi(\Delta) = \dim \Delta$.

For any $\Delta \in \mathcal{D}$ with $\Delta \not\subset H^{op}|\mathcal{D}$, $\Delta^c \subset (\pi^{-1}(\pi(\Delta)) \cap |\mathcal{D}|)^o$. 
(s) If $\Delta \in \mathcal{D}$, $\Lambda \in \mathcal{F}(\langle \mathcal{D} \rangle)$, $\Delta^0 \subset \Lambda^0$ and $\Delta \not\subset H^0 \parallel \mathcal{D}$, then $H \subset \Lambda$, and
$$\dim \Delta = \dim \Lambda \text{ or } \dim \Delta = \dim \Lambda - 1.$$ 
If $\Delta \in \mathcal{D}$, $\Lambda \in \mathcal{F}(\langle \mathcal{D} \rangle)$, $\Delta^0 \subset \Lambda^0$ and $\Delta \subset H^0 \parallel \mathcal{D}$, then $\Delta = \Lambda$ and
$$\dim \Delta = \dim \Lambda.$$

(16) Assume that $\mathcal{D}$ is $H$-simple. Consider any $\Lambda \in \mathcal{F}(\langle \mathcal{D} \rangle)/H$.
We use the same notations $\overline{\mathcal{D}}^1$, $\overline{\Delta}$ and $\overline{\Delta}$ as above. We denote $\overline{\mathcal{D}\setminus\Lambda} = \{\overline{\Gamma} \in \overline{\mathcal{D}\setminus\Lambda} \cap \Delta^0 \} \cup \{H^0 \parallel \Lambda\}$.

(a) $\overline{\mathcal{D}\setminus\Lambda} = \{\overline{\Gamma} \in \mathcal{D}\setminus\Lambda \cap \Delta^0 \}$.

(b) $\nu(\overline{\mathcal{D}\setminus\Lambda}) = \nu(\overline{\Delta})$.

(c) $\overline{\mathcal{D}\setminus\Lambda} = \{\overline{\Gamma} \in \mathcal{D}\setminus\Lambda \cap \Delta^0 \}$.

(d) $\overline{\mathcal{D}\setminus\Lambda} = \{\overline{\Gamma} \in \mathcal{D}\setminus\Lambda \cap \Delta^0 \}$.

(e) $\overline{\mathcal{D}\setminus\Lambda} = \{\overline{\Gamma} \in \mathcal{D}\setminus\Lambda \cap \Delta^0 \}$.

We consider the total order on $\overline{\mathcal{D}\setminus\Lambda}$ described in (15). The bijective mapping $\{1, 2, \ldots, \overline{\mathcal{D}\setminus\Lambda}\}$ sending $i \in \{1, 2, \ldots, \overline{\mathcal{D}\setminus\Lambda}\}$ to $\overline{\mathcal{D}\setminus\Lambda}$ preserves the order.

(f) For any $j \in \mathbb{Z}$ with $1 \leq j < \nu(1)$, $\Delta(j) \cap \Lambda = \Delta \nu(1) \cap \Lambda$.
For any $i \in \{2, 3, \ldots, \overline{\mathcal{D}\setminus\Lambda}\}$ and any $j \in \mathbb{Z}$ with $\nu(i-1) < j < \nu(i)$, $\Delta(j) \cap \Lambda = \Delta \nu(i) \cap \Lambda$.

(g) For any $j \in \mathbb{Z}$ with $1 \leq j < \nu(1)$, $\Delta(j) \cap \Lambda = \Delta \nu(1) \cap \Lambda$.
For any $i \in \{2, 3, \ldots, \overline{\mathcal{D}\setminus\Lambda}\}$ and any $j \in \mathbb{Z}$ with $\nu(i-1) < j < \nu(i)$, $\Delta(j) \cap \Lambda = \Delta \nu(i) \cap \Lambda$.

Consider any $A \in \mathcal{F}(S)_\ell$ and any $E \in \mathcal{F}(\langle \mathcal{D}(S[V]) \rangle)$. For any $a \in A$, the real number $\langle b_{E[N^*]} A \rangle$ does not depend on the choice of $a \in A$ and it depends only on $A$ and $E$. We take any $a \in A$ and we define $\langle b_{E[N^*]} A \rangle = \langle b_{E[N^*]} a \rangle$.

(17) $S$ is $G$-simple, if and only if, the following three conditions are satisfied:

(a) For any $A \in \mathcal{F}(S)_\ell$ and any $\tilde{A} \in \mathcal{F}(S)_\ell$, $\langle b_{G[N^*]} A \rangle = \langle b_{G[N^*]} \tilde{A} \rangle$, if and only if, $\tilde{A} = \tilde{A}$.

We assume that the first condition is satisfied. Let $r = c(S)$. Let $A : \{1, 2, \ldots, \overline{\mathcal{D}(S)}\} \rightarrow \mathcal{F}(S)$ be the unique bijective mapping satisfying $\langle b_{G[N^*]} A(i-1) \rangle > \langle b_{G[N^*]} A(i) \rangle$ for any $i \in \{2, 3, \ldots, \overline{\mathcal{D}(S)}\}$, if $\overline{\mathcal{D}(S)} \geq 2$.

(b) $\langle b_{E[N^*]} A(2) \rangle \geq \langle b_{E[N^*]} A(1) \rangle$ for any $E \in \mathcal{F}(\langle \mathcal{D}(S[V]) \rangle) \setminus \{G\}$, if $\overline{\mathcal{D}(S)} \geq 2$.

(c) $\langle b_{E[N^*]} A(i) \rangle - \langle b_{E[N^*]} A(i-1) \rangle \leq \langle b_{E[N^*]} A(i+1) \rangle - \langle b_{E[N^*]} A(i) \rangle$ for any $i \in \{2, 3, \ldots, \overline{\mathcal{D}(S[V])} \setminus \{G\}$, if $\overline{\mathcal{D}(S)} \geq 3$.

(18) Assume that $S$ is $G$-simple. Let $r = c(S) \in \mathbb{Z}_+$. Let $A : \{1, 2, \ldots, \overline{\mathcal{D}(S)}\} \rightarrow \mathcal{F}(S)$ be the unique bijective mapping satisfying $\langle b_{G[N^*]} A(i-1) \rangle > \langle b_{G[N^*]} A(i) \rangle$ for any $i \in \{2, 3, \ldots, \overline{\mathcal{D}(S)}\}$, if $\overline{\mathcal{D}(S)} \geq 2$. 

We denote $\bar{D}(S[V])^1 = \{\Delta \in D(S[V])^1|\Delta^o \subset D(S[V])^o\} \cup \{G^o||D(S[V])\} \subset D(S[V])^1$, and $\bar{D} = \Delta(G^o||D(S[V])^1|D(S[V])||V^*) \in \mathcal{F}(\text{stab}(S))^1$. The following claims hold:

(a) There exists $E \in \mathcal{F}(D(S[V]))_{1} - \{G\}$ with $(b_{E/N^*}, A(2)) > (b_{E/N^*}, A(1))$, if $r \geq 2$.

(b) For any $i \in \{2, 3, \ldots, r - 1\}$ there exists $E \in \mathcal{F}(\text{stab}(S)^{1})_{1} - \{G\}$ with

\[
(b_{E/N^*}, A(i)) - (b_{E/N^*}, A(i - 1)) = \frac{(b_{E/N^*}, A(i + 1)) - (b_{E/N^*}, A(i))}{(b_{E/N^*}, A(i)) - (b_{E/N^*}, A(i + 1))},
\]

if $r \geq 3$.

(c) $A(1) + \Delta_G \in \mathcal{F}(S)_{1}$. stab($A(1) + \Delta_G$) = $\Delta_G$. $\Delta(A(1) + \Delta_G, S[V]) = G^o||D(S[V])^1|$. If $A \in \mathcal{F}(S)_{1}$ and $\text{stab}(A) = \Delta_G$, then $A = A(1) + \Delta_G$.

(d) $\text{conv}(A(1) \cup A(i)) \in \mathcal{F}(S)_{1}$, $\text{stab}(\text{conv}(A(i - 1) \cup A(i))) = L$, $\text{conv}(A(1) \cup A(i)), S[V]) \in D(S[V])^1$, and $\Delta(\text{conv}(A(i - 1) \cup A(i)))$.

We define a bijective mapping $\hat{\Delta} : \{1, 2, \ldots, r\} \rightarrow \bar{D}(S[V])^1$ by putting $\hat{\Delta}(1) = \Delta(A(1) + \Delta_G, S[V])$ and $\hat{\Delta}(i) = \Delta(\text{conv}(A(i - 1) \cup A(i)), S[V])$ for any $i \in \{2, 3, \ldots, r\}$. For any $i \in \{1, 2, \ldots, r\}$ and any $E \in \mathcal{F}(D(S[V])_1 - \{G\}$, we take a unique real number $c(D(S[V]), i, E) \in \mathbb{R}$ satisfying $b_{E/N^*} + c(D(S[V]), i, E)b_{G/N^*} \in \text{vect}(\hat{\Delta}(i))$.

For any $i \in \{2, 3, \ldots, r\}$, $\hat{\Delta}(i - 1) + G \supset \hat{\Delta}(i) + G$, if $r \geq 2$. If we define a total order described in 15.(c) on $\bar{D}(S[V])^1$, the mapping $\hat{\Delta}$ preserves the order.

For any $i \in \{2, 3, \ldots, r\}$ and any $E \in \mathcal{F}(\bar{D}(S[V])^1)$, $c(D(S[V]), i, E) = \frac{(b_{E/N^*}, A(i)) - (b_{E/N^*}, A(i - 1))}{(b_{G/N^*}, A(i)) - (b_{G/N^*}, A(i + 1))}$, if $r \geq 2$.

**Definition 13.3.** Assume that $D$ is $H$-simple. We denote $D^1 = \{\Delta \in D^1|\Delta^o \subset |D|\} \cup \{H^o||D]\}$.  

(1) We call $D^1$ the $H$-skeleton of $D$.

(2) We call the total order on $D^0$ described in Lemma 13.2 the $H$-order.

(3) We call the total order on $D^1$ described in Lemma 13.2 the $H$-order.

(4) We consider the $H$-order on $D^1$. Let $r = 2D^1 \in \mathbb{Z}_+$. Let $\hat{\Delta} : \{1, 2, \ldots, r\} \rightarrow \bar{D}^1$ be the unique bijective mapping preserving the order. Consider any $i \in \{1, 2, \ldots, r\}$ and any $E \in \mathcal{F}(|D|)_1 - \{H\}$. By Lemma 13.2 there exists uniquely a real number $c(D, i, E) \in \mathbb{R}$ depending on the pair $(i, E)$ satisfying $b_{E/N^*} + c(D, i, E)b_{H/N^*} \in \text{vect}(\hat{\Delta}(i))$.

We call $c(D, i, E)$ the structure constant of $D$ corresponding to the pair $(i, E)$. 

14. Basic subdivisions

We define the concept of basic subdivisions.

Let $V$ be any finite dimensional vector space over $\mathbb{R}$ with $\dim V \geq 2$; let $N$ be any lattice of $V$; let $H$ be any one-dimensional simplicial cone over $N$ in $V$; let $C$ be any simplicial cone decomposition over $N$ in $V$ satisfying $\dim C = \dim \text{vect}(|C|) \geq 2$, $C^{\text{max}} = C^0$, $H \in C_1$ and $C = (C/H)^c$. Furthermore, we know $C = (C/H) = F(H^{\text{op}}|\Delta)$.

**Example 14.1.** Let $\Delta$ be any simplicial cone over $N$ in $V$ such that $\dim \Delta \geq 2$ and $H \in F(\Delta)_1$. Let $C = F(\Delta)$. $C$ is a simplicial cone decomposition over $N$ in $V$, and it satisfies $\dim C = \dim \text{vect}(|C|) = \dim \Delta \geq 2$, $C^{\text{max}} = C^0$, $H \in C_1$ and $C = (C/H)^c$. Furthermore, we know $C = (C/H) = F(H^{\text{op}}|\Delta)$.

**Lemma 14.2.**

1. $\{0\} \subset C - (C/H) \subset C$. $C - (C/H)$ is a simplicial cone decomposition over $N$ in $V$. $(C - (C/H))_1 \neq \emptyset$.
2. For any $\Delta \in C/H$, $H \in F(\Delta)_1$ and $H^{\text{op}}|\Delta \in C - (C/H)$. For any $\hat{\Delta} \in C - (C/H)$, $\Delta + H \in C/H$.
   The mapping from $C/H$ to $C - (C/H)$ sending $\Delta \in C/H$ to $H^{\text{op}}|\Delta \in C - (C/H)$ and the mapping from $C - (C/H)$ to $C/H$ sending $\Delta \in C - (C/H)$ to $\Delta + H \in C/H$ are bijective mappings preserving the inclusion relation between $C/H$ and $C - (C/H)$, and they are the inverse mappings of each other.
   Furthermore, if $\Delta \in C/H$ and $\hat{\Delta} \in C - (C/H)$ correspond to each other by them, then $\dim \Delta = \dim \hat{\Delta} + 1$.
3. $|C| = |C - (C/H)| \cup |C/H|$. $|C - (C/H)| \cap |C/H| = \emptyset$.
4. $C^{\text{max}} \subset C/H$. For any $\Delta \in C^{\text{max}}$, $\text{vect}(\Delta) = \text{vect}(|C|)$.

Let $\pi_H : V \rightarrow V/\text{vect}(H)$ denote the canonical surjective homomorphism of vector spaces over $\mathbb{R}$ to the residue vector space $V/\text{vect}(H)$.

5. $\pi_H(N)$ is a lattice of $V/\text{vect}(H)$.
6. $\pi_H, C = \pi_{H*}(C - (C/H))$. $\pi_H, C$ is a simplicial cone decomposition over $\pi_H(N)$ in $V/\text{vect}(H)$. $\dim \pi_H, C = \dim \text{vect}(|\pi_H, C|) = \dim C - 1$. $\text{vect}(|\pi_H, C|) = \pi_H(\text{vect}(|C|))$. $(\pi_H, C)^{\text{max}} = (\pi_{H*} C)^0$.
7. For any $\Delta \in C - (C/H)$, $\pi_H(\hat{\Delta}) \in \pi_{H*} C$.
   The mapping from $C - (C/H)$ to $\pi_{H*} C$ sending $\Delta \in C - (C/H)$ to $\pi_H(\hat{\Delta}) \in \pi_{H*} C$ and the mapping from $\pi_{H*} C$ to $C - (C/H)$ sending $\hat{\Delta} \in \pi_{H*} C$ to $\pi^{-1}_H(\hat{\Delta}) \in C - (C/H)$ are bijective mappings preserving the inclusion relation and the dimension between $C - (C/H)$ and $\pi_{H*} C$, and they are the inverse mappings of each other.
8. $\pi_H(|C|) = \pi_H(|C - (C/H)|) = |\pi_{H*} C|$. The mapping $\pi_H : |C - (C/H)| \rightarrow |\pi_{H*} C|$ induced by $\pi_H$ is a continuous bijective mapping whose inverse mapping is also continuous.

In addition, we consider any non-negative integer $m \in \mathbb{Z}_0$ and any mapping $E : \{1, 2, \ldots, m\} \rightarrow (C - (C/H))_1$.

For any $i \in \{1, 2, \ldots, m\}$, $E(i) \in (C - (C/H))_1$.
For any $i \in \{0, 1, \ldots, m\}$ and any $\hat{E} \in (C - (C/H))_1$, putting $s(i, \hat{E}) = \sharp(\{1, 2, \ldots, i\} \cap \hat{E}^{-1}(\hat{E})) \in \mathbb{Z}_0$, putting
Lemma 14.3.\(\) (1) They are uniquely determined depending on the mapping \(E\).

Below, for simplicity we denote
\[
B = C \ast F(1) \ast F(2) \ast \cdots \ast F(m) \subset 2^V.
\]
For any \(i \in \{1, 2, \ldots, m\}\), we put
\[
B(i) = (B/(G(i) + H(i)))^{fc} \subset B \subset 2^V.
\]
For \(m + 1\), we put
\[
B(m + 1) = (B/H(m + 1))^{fc} \subset B \subset 2^V.
\]
We obtain a mapping
\[
B : \{1, 2, \ldots, m + 1\} \to 2^V.
\]
Lemma 14.4. \(1 \) \( \mathcal{B} \) is a simplicial cone decomposition over \( N \) in \( V \). \( \dim \mathcal{B} = \dim \text{vect}(|\mathcal{B}|) = \dim \mathcal{C} \). \( \text{vect}(|\mathcal{B}|) = \text{vect}(|\mathcal{C}|) \).
\( \mathcal{B}^{\text{max}} = \mathcal{B}^0 \). \( \mathcal{B} \) is an iterated barycentric subdivision of \( \mathcal{C} \). \( |\mathcal{B}| = |\mathcal{C}| \).
\(2 \) For any \( i \in \{1, 2, \ldots, m\} \), \( G(i) \in \mathcal{B}_1 \), \( G(i) + H(i) \in \mathcal{B}_2 \), and \( F(i)^0 \subset |\mathcal{C}/H|^o \). For any \( i \in \{1, 2, \ldots, m+1\} \), \( H(i) \in \mathcal{B}_1 \).
\(3 \) For any \( \Delta \subset \mathcal{C}/H \), \( |\mathcal{B} \setminus \Delta| = \Delta \) and \( \mathcal{B} \setminus \Delta \) is \( H \)-simple.
\(4 \) \( \mathcal{B} \setminus |\mathcal{C}/H| = \mathcal{C} - (\mathcal{C}/H) \).
\(5 \) For any \( i \in \{1, 2, \ldots, m+1\} \), \( \mathcal{B}(i) \) is a simplicial cone decomposition over \( N \) in \( V \), \( \dim \mathcal{B}(i) = \dim \text{vect}(|\mathcal{B}(i)|) = \dim \mathcal{C}, \) \( \text{vect}(|\mathcal{B}(i)|) = \text{vect}(|\mathcal{C}|) \), \( \mathcal{B}(i)^{\text{max}} = \mathcal{B}(i)^0 \), \( H(i) \in \mathcal{B}(i)_1 \), and \( \mathcal{B}(i) = (\mathcal{B}(i)/H(i))^E \).
\(6 \) For any \( i \in \{1, 2, \ldots, m\} \), \( G(i) + H(i) = |\mathcal{B}(i)| \cap (E(i) + H) \in \mathcal{B}(i)_2 \), \( G(i) = |\mathcal{B}(i) - (\mathcal{B}(i)/H(i))| \cap (G(i) + H(i)) \in \mathcal{B}(i)_1 \), \( \mathcal{B}(i) = (\mathcal{B}(i)/G(i)/H(i))^E \subset (\mathcal{B}(i)/G(i))^E \), and \( H(i) = \mathcal{B}(i) - (\mathcal{B}(i)/G(i)) \cap (G(i) + H(i)) \in \mathcal{B}(i)_1 \) \( \mathcal{B}(i) = (\mathcal{B}(i)/G(i)) \cap (G(i) + H(i)) \in \mathcal{B}(i)_1 \subset \mathcal{B}(i)_1 \).
\(7 \) For any \( i \in \{1, 2, \ldots, m\} \) any \( j \in \{2, 3, \ldots, m+1\} \) with \( i < j \), \( \mathcal{B}(i) \cap \mathcal{B}(j) = \mathcal{B}(i) - (\mathcal{B}(i)/G(i)) \cap (\mathcal{B}(j) - (\mathcal{B}(j)/H(j))) \).
\(8 \) \( |\mathcal{C} - (\mathcal{C}/H)| \cup \left( \bigcup_{i \in \{1, 2, \ldots, m+1\}} |\mathcal{B}(i)/H(i)^H| \right) = |\mathcal{C}| \).
\(9 \) For any \( i \in \{0, 1, \ldots, m+1\} \), \( |\mathcal{C} - (\mathcal{C}/H)| \cap |\mathcal{B}(i)/H(i)^H| = \emptyset \).
\(10 \) \( (\mathcal{C} - (\mathcal{C}/H)) \cup \left( \bigcup_{i \in \{1, 2, \ldots, m+1\}} (\mathcal{B}(i)/H(i)) \right) = \mathcal{B} \).
\(11 \) For any \( i \in \{0, 1, \ldots, m+1\} \), \( (\mathcal{C} - (\mathcal{C}/H)) \cap (\mathcal{B}(i)/H(i)) = \emptyset \).
\(12 \) \( \bigcup_{i \in \{1, 2, \ldots, m+1\}} \mathcal{B}(i)^{\text{max}} = \mathcal{B}^{\text{max}} \).
\(13 \) For any \( i \in \{0, 1, \ldots, m+1\} \) and any \( j \in \{0, 1, \ldots, m+1\} \) with \( i \neq j \), \( \mathcal{B}(i)/H(i) \cap (\mathcal{B}(j)/H(j)) = \emptyset \).
\(14 \) \( X(0) = |\mathcal{C} - (\mathcal{C}/H)| \cup \left( \bigcup_{j \in \{1, 2, \ldots, i\}} |\mathcal{B}(j)/H(j)| \right) \subset |\mathcal{C}| \).
\(15 \) \( X(0) = |\mathcal{C} - (\mathcal{C}/H)| \cup \left( \bigcup_{j \in \{1, 2, \ldots, i\}} |\mathcal{B}(j)| \right) \).
\(16 \) \( X(0) = X(i) \) and \( X(i) \) is a closed subset of \( |\mathcal{C}| \).
Lemma 14.5.\quad (1) For any $i \in \{1, 2, \ldots, m+1\}$, the following claims hold:

(a) $B^o(i)_{\max} \subset B^o(i) \subset B(i)$. ($B(i)_{\max}^{fc} = B^o(i)_{\max} = B(i)$. $|B(i)_{\max}| = |B^o(i)| = |B(i)| \supset |B^o(i)|^o$. 

(b) $B^o(i) = B(i) \iff |B^o(i)|^o = |B(i)| \iff i = m+1$.

(c) If $i \neq m+1$, then $B(i) = B^o(i) \cup (B(i) - (B(i)/G(i)))$, $B^o(i) \cap (B(i) - (B(i)/G(i))) = \emptyset$, $|B(i)| = |B^o(i)|^o \cup |B(i) - (B(i)/G(i))|$, and $|B^o(i)|^o \cap |B(i) - (B(i)/G(i))| = \emptyset$.

(d) For any $\Theta \in B^o(i)/H(i)$, $H(i)^{op}|\Theta \in B^o(i) - (B^o(i)/H(i))$. For any $\Lambda \in B^o(i) - (B^o(i)/H(i))$, $\Lambda + H(i) \in B^o(i)/H(i)$.

The mapping from $B^o(i)/H(i)$ to $B^o(i) - (B^o(i)/H(i))$ sending $\Theta \in B^o(i)/H(i)$ to $H(i)^{op}|\Theta \in B^o(i) - (B^o(i)/H(i))$ and the mapping from $B^o(i) - (B^o(i)/H(i))$ to $B^o(i)/H(i)$ sending $\Lambda \in B^o(i) - (B^o(i)/H(i))$ to $\Lambda + H(i) \in B^o(i)/H(i)$ are bijective mapping preserving the inclusion relation between $B^o(i)/H(i)$ and $B^o(i) - (B^o(i)/H(i))$, and they are the inverse mappings of each other.

Furthermore, if $\Theta \in B^o(i)/H(i)$ and $\Lambda \in B^o(i) - (B^o(i)/H(i))$ correspond to each other by them, then $\dim \Theta = \dim \Lambda + 1$.

(2) $\bigcup_{i \in \{1, 2, \ldots, m+1\}} |B^o(i)|^o = |C|$

(3) For any $i \in \{0, 1, \ldots, m + 1\}$ and any $j \in \{0, 1, \ldots, m + 1\}$ with $i \neq j$, $|B^o(i)|^o \cap |B^o(j)|^o = \emptyset$.

(4) $\bigcup_{i \in \{1, 2, \ldots, m+1\}} B^o(i) = B$

(5) For any $i \in \{0, 1, \ldots, m + 1\}$ and any $j \in \{0, 1, \ldots, m + 1\}$ with $i \neq j$, $B^o(i) \cap B^o(j) = \emptyset$.

For any $i \in \{0, 1, \ldots, m + 1\}$, we denote

$Y(i) = \bigcup_{j \in \{i+1, i+2, \ldots, m+1\}} |B^o(j)|^o \subset |C|$. 

(6) $Y(0) = |C|$. $Y(m + 1) = \emptyset$.

For any $i \in \{1, 2, \ldots, m + 1\}$, $Y(i - 1) \supset Y(i)$, $Y(i - 1) \neq Y(i)$. For any $i \in \{1, 2, \ldots, m\}$, $|B(i)| \cap Y(i) = |B(i) - (B(i)/G(i))|$. 

(7) For any $i \in \{0, 1, \ldots, m + 1\}$,

$Y(i) = \bigcup_{j \in \{i+1, i+2, \ldots, m+1\}} |B(j)|$, 

$|B \setminus Y(i)| = Y(i)$, 

and $Y(i)$ is a closed subset of $|C|$.
Definition 14.6. We denote $B = E * F(1) * F(2) * \cdots * F(m)$ above by the symbol
$$B(V, N, H, C, m, E) \subset 2^V,$$
and we call it the basic subdivision associated with the sextuplet $(V, N, H, C, m, E)$, because $B$ is uniquely determined depending on the sextuplet $(V, N, H, C, m, E)$.

$B(V, N, H, C, m, E)$ is an iterated barycentric subdivision of $C$, it is a simplicial cone decomposition over $N$ in $V$, and for any $\Delta \in C/H$, $B(V, N, H, C, m, E) \Delta$ is $H$-simple. $|B(V, N, H, C, m, E)| = |C|$. Note that depending on the sextuplet $(V, N, H, C, m, E)$, six mappings
$$s : \{0, 1, \ldots, m\} \times (C - (C/H))_1 \to \mathbb{Z}_0,$$
$$F, G : \{1, 2, \ldots, m\} \to 2^V,$$
$$H : \{1, 2, \ldots, m, m + 1\} \to 2^V,$$
$$B : \{1, 2, \ldots, m, m + 1\} \to 2^{2^V},$$
$$B^o : \{1, 2, \ldots, m, m + 1\} \to 2^{2^V},$$
are defined.

We denote these six mappings by $s(V, N, H, C, m, E)$, $F(V, N, H, C, m, E)$, $G(V, N, H, C, m, E)$, $H(V, N, H, C, m, E)$, $B(V, N, H, C, m, E)$ and $B^o(V, N, H, C, m, E)$ respectively, and we express the dependence explicitly.

Remark. We denote two different objects by the same symbol $B(V, N, H, C, m, E)$. One satisfies $B(V, N, H, C, m, E) \subset 2^{2^V}$ and the other $B(V, N, H, C, m, E)$ is a mapping from $\{1, 2, \ldots, m + 1\}$ to $2^{2^V}$. It is easy to distinguish them.

Lemma 14.7. Consider any subset $\hat{C}$ of $C$ satisfying $\dim \hat{C} = \dim \mathrm{vect}(|\hat{C}|) \geq 2$, $\hat{C}^{\text{max}} = \hat{C}^0$, $H \in \hat{C}_1$ and $\hat{C} = (\hat{C}/H)^{\text{lc}}$.

We know that $\emptyset \neq \hat{C} = \hat{C}^{\text{lc}}$ and $\hat{C}$ is a simplicial cone decomposition over $N$ in $V$.

Note that $\emptyset \neq (\hat{C} - (\hat{C}/H))_1 \subset (\hat{C} - (C/H))_1$ and $E^{-1}((\hat{C} - (C/H))_1) \subset \{1, 2, \ldots, m\}$. Let $\hat{m} = zE^{-1}((\hat{C} - (\hat{C}/H))_1) \subset \mathbb{Z}_0$. Let $\hat{s} : \{1, 2, \ldots, \hat{m}\} \to \{1, 2, \ldots, m\}$ be the unique injective mapping preserving the order and satisfying $\hat{s}(\{1, 2, \ldots, \hat{m}\}) = E^{-1}((\hat{C} - (\hat{C}/H))_1)$. Putting $\hat{s}(0) = 0$ and $\hat{s}(\hat{m} + 1) = m + 1$, we define an extension $\hat{s} : \{0, 1, 2, \ldots, \hat{m}, \hat{m} + 1\} \to \{0, 1, 2, \ldots, m, m + 1\}$ of $\hat{s} : \{1, 2, \ldots, \hat{m}\} \to \{1, 2, \ldots, m\}$. Let $\hat{E} : \{1, 2, \ldots, \hat{m}\} \to (\hat{C} - (\hat{C}/H))_1$ be the unique mapping satisfying $\iota \hat{E} = E \hat{s}$, where $\iota : (\hat{C} - (C/H))_1 \to (\hat{C} - (C/H))_1$ denotes the inclusion mapping.

(1) $B(V, N, H, C, m, E) \hat{C} = B(V, N, H, \hat{C}, \hat{m}, \hat{E})$.

(2) Let $s = s(V, N, H, C, m, E)$ and $\hat{s} = s(V, N, H, \hat{C}, \hat{m}, \hat{E})$.

For any $\hat{E} \in (\hat{C} - (\hat{C}/H))_1$, any $i \in \{0, \ldots, \hat{m}\}$ and any $j \in \{0, \ldots, m\}$ with $\hat{s}(i) \leq j < \hat{s}(i + 1)$, $\hat{s}(i, \hat{E}) = s(j, \hat{E})$, $\hat{s}(i, \hat{E}) = s(\hat{s}(i), \hat{E})$, and $\hat{s}(i, \hat{E}) = s(\hat{s}(i + 1) - 1, \hat{E})$.

(3) Let $F = F(V, N, H, C, m, E)$, $G = G(V, N, H, C, m, E)$,
$$\hat{F} = F(V, N, H, \hat{C}, \hat{m}, \hat{E})$$
and $\hat{G} = G(V, N, H, \hat{C}, \hat{m}, \hat{E})$.

(4) $\hat{B} = F \hat{s}$, and $\hat{G} = G \hat{s}$.
Lemma 14.8. Let $\hat{H} = H\hat{\tau}$.

(b) $B(\hat{m} + 1) = B\hat{\tau}(\hat{m} + 1)\setminus \hat{C} = B(m + 1)\setminus \hat{C}.$

(c) For any $i \in \{1, 2, \ldots, \hat{m}\}$,
\[ B(i) \subseteq B\hat{\tau}(i)\setminus \hat{C}, \text{ and} \]
\[(B\hat{\tau}(i)\setminus \hat{C}) - \hat{B}(i) \subseteq (B\hat{\tau}(i) - (B\hat{\tau}(i)/G\hat{\tau}(i)) \cap (B\hat{\tau}(i) - (B\hat{\tau}(i)/H\hat{\tau}(i)).]$

(d) For any $j \in \{1, 2, \ldots, m\} - \hat{\tau}(\{1, 2, \ldots, \hat{m}\})$,

\[ B(j)\setminus \hat{C} \subseteq (B(j) - (B(j)/G(j)) \cap (B(j) - (B(j)/H(j)). \]

(e) For any $i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$, $B\hat{\tau}(i) = B\hat{\tau}(i)\setminus \hat{C}$, and $|B\hat{\tau}(i)|^\circ = |B\hat{\tau}(i)|^\circ \setminus \hat{C}.$

(5) For any $j \in \{1, 2, \ldots, m\}$, $\hat{\tau}(\{1, 2, \ldots, \hat{m}\}) \Rightarrow E(j) \in (\hat{C} - (\hat{C}/H))_1 \Rightarrow F(j) \subseteq (\hat{C} - (\hat{C}/H))_1 \Rightarrow G(j) \subseteq (\hat{C} - (\hat{C}/H))_1.$
\[ \{F(i)|i\in\{1,2,\ldots,\hat{m}\}\} = \{F\hat{\tau}(i)|i\in\{1,2,\ldots,\hat{m}\}\} = \{F(j)|j\in\{1,2,\ldots,m\},F(j)\subseteq\hat{C}\}. \]
\[ \{G(i)|i\in\{1,2,\ldots,\hat{m}\}\} = \{G\hat{\tau}(i)|i\in\{1,2,\ldots,\hat{m}\}\} = \{G(j)|j\in\{1,2,\ldots,m\},G(j)\subseteq\hat{C}\}. \]
\[ \{H(i)|i\in\{1,2,\ldots,\hat{m},\hat{m}+1\}\} = \{H\hat{\tau}(i)|i\in\{1,2,\ldots,\hat{m},\hat{m}+1\}\} = \{H(j)|j\in\{1,2,\ldots,m+1\},H(j)\subseteq\hat{C}\}. \]

(6) For any $j \in \{1, 2, \ldots, m + 1\}$, $\hat{\tau}(\{1, 2, \ldots, \hat{m} + 1\}) \Rightarrow |B\hat{\tau}(j)|^\circ \cap \hat{C} \neq \emptyset.$

For any $i \in \{1, 2, \ldots, \hat{m} + 1\}$ and any $\Theta \in B\hat{\tau}(i)/H\hat{\tau}(i)$, $\Theta \subseteq \hat{C}$, if and only if, $H\hat{\tau}(i)^\circ\Theta \subseteq \hat{C}$.

(7) If $i \in \{1, 2, \ldots, \hat{m}\}$, $j \in \{1, 2, \ldots, m\}$ and $\hat{\tau}(i) \leq j < \hat{\tau}(i + 1)$, then
\[ X(j) \cap \hat{C} = (\hat{C}/H) \cup \bigcup_{k \in \{i+1, i+2, \ldots, \hat{m}+1\}} |\hat{B}(k)|, \]
\[ Y(j) \cap \hat{C} = \bigcup_{k \in \{i, i+1, i+2, \ldots, \hat{m}+1\}} |\hat{B}(k)|, \]

where $X(j)$ and $Y(j)$ are subsets of $\hat{C}$ defined in Lemma 14.4 and in Lemma 14.5, respectively.

Lemma 14.8. Consider any $\Delta \in C/H$ with dim $\Delta \geq 2$.

Note that $|F(\Delta)| = \Delta$, dim $F(\Delta) = \dim\text{vect}(|F(\Delta)|) = \dim \Delta \geq 2$, $F(\Delta)^\max = F(\Delta)^N$, $H \subseteq F(\Delta)_1$, and $F(\Delta) = (F(\Delta)/H)^\varepsilon$.

Note that $0 \neq (F(\Delta) - (F(\Delta)/H))_1 \subseteq (C - (C/H))_1$ and $E^{-1}((F(\Delta) - (F(\Delta)/H))_1) \subseteq \{1, 2, \ldots, m\}$.

Let $\hat{m} = 2^{E^{-1}((F(\Delta) - (F(\Delta)/H))_1)} \in \mathbb{Z}_0$. Let $\hat{\tau} : \{1, 2, \ldots, \hat{m}\} \rightarrow \{1, 2, \ldots, m\}$ be the unique injective mapping preserving the order and satisfying $\hat{\tau}(\{1, 2, \ldots, \hat{m}\}) = E^{-1}((F(\Delta) - (F(\Delta)/H))_1)$. Putting $\hat{\tau}(0) = 0$ and $\hat{\tau}(\hat{m} + 1) = m + 1$, we define an extension $\hat{\tau} : \{0, 1, 2, \ldots, \hat{m}, \hat{m} + 1\} \rightarrow \{0, 1, 2, \ldots, m, m + 1\}$ of $\hat{\tau} : \{1, 2, \ldots, \hat{m}\} \rightarrow \{1, 2, \ldots, m\}$. Let $E : \{1, 2, \ldots, \hat{m}\} \rightarrow (F(\Delta) - (F(\Delta)/H))_1$ be the unique mapping satisfying $\iota E = E\hat{\tau}$, where $\iota : (F(\Delta) - (F(\Delta)/H))_1 \rightarrow (C - (C/H))_1$ denotes the inclusion mapping.

Let $H^\op = H^{\op}|\Delta \subseteq F(\Delta)^N, \hat{B} = B(V, N, H, F(\Delta), \hat{m}, \hat{E}), \hat{s} = s(V, N, H, F(\Delta), \hat{m}, \hat{E}), \hat{F} = F(V, N, H, F(\Delta), \hat{m}, \hat{E}),$
\[ \hat{G} = G(V, N, H, F(\Delta), \hat{m}, \hat{E}), \hat{H} = H(V, N, H, F(\Delta), \hat{m}, \hat{E}), \]
and \[ \mathcal{B} = B(V, N, H, F(\Delta), \hat{m}, \hat{E}). \]

For any \( i \in \{1, 2, \ldots, \hat{m} + 1\} \), we denote
\[ \Theta(i) = |\hat{B}(i)| \subset \Delta, \text{ and} \]
\[ \hat{\Theta}(i) = |\hat{B}(i) - (\hat{B}(i)/\hat{H}(i))| \subset \Theta(i). \]

1. If \( \dim \Delta = 2 \), then \( \hat{\mathcal{F}(H^{op})}_1 = 1 \), and for the unique element \( \hat{E} \in \mathcal{F}(H^{op})_1 \)
and any \( i \in \{0, 1, \ldots, \hat{m}\} \), \( \hat{s}(i, \hat{E}) = i \).

2. For any \( i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\} \), \( \Theta(i) \), \( \hat{\Theta}(i) \), \( \Theta(i) + H \) and \( \Theta(i) \) are simplicial cones over \( N \) in \( V \), \( \dim \Theta(i) = \dim \Delta - 1 \), \( \dim(\Theta(i) + H) = \dim \Theta(i) = \dim \Delta \), \( \Theta(i) \subset \Theta(i) \subset H \subset \Delta \), \( \Theta(i) + H = \Theta(i) + H, \hat{H}(i) \in \mathcal{F}(\Theta(i))_{\hat{1}}, \Theta(i) = \Theta(i) + H(i) \subset \Delta \), \( \text{vect}(\Theta(i)) = \text{vect}(\Delta), \text{vect}(H) \cap \text{vect}(\Theta(i)) = \{0\}, \text{vect}(H) + \text{vect}(\Theta(i)) = \text{vect}(\Delta), \Theta(i) = \text{vect}(\Theta(i)) \subset \Delta \), \( \Theta(i) + \text{vect}(H) = \Theta(i) + \text{vect}(H) = \Delta + \text{vect}(H), \hat{B}(i) = \mathcal{F}(\Theta(i)), \hat{B}(i) - (\hat{B}(i)/\hat{H}(i)) = \mathcal{F}(\Theta(i)), \hat{\Theta}(i) = \text{convcone}\{b_{E/N, -}, \hat{s}(i-1, E)b_{H/N, E} | E \in \mathcal{F}(H^{op})_1\} \subset \Delta \), and \( (\mathcal{F}(\Delta) \ast \hat{F}(1) \ast \hat{F}(2) \ast \cdots \ast \hat{F}(i-1))^{\max} = \{\Theta(j)| j \in \{1, 2, \ldots, i - 1\} \cup \{\Theta(i) + H\} \} \).

3. Consider any \( i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\} \).

For any \( \hat{E} \in \mathcal{F}(H^{op})_1 \), \( \hat{E} + H \in \mathcal{F}(\Delta)_{\hat{2}}/H, \hat{\Theta}(i) \cap (\hat{E} + H) \in \mathcal{F}(\Theta(i))_{\hat{1}} \).

The mapping from \( \mathcal{F}(H^{op})_1 \) to \( \hat{\mathcal{F}(\Theta(i))}_{\hat{1}} \) sending \( \hat{E} \in \mathcal{F}(\Theta(i))_{\hat{1}} \) to \( \Theta(i) \cap (\hat{E} + H) \in \mathcal{F}(\Theta(i))_{\hat{1}} \) is a bijective mapping.
\( H \subset \Theta(i) \Leftrightarrow i = \hat{m} + 1 \).
\( \Theta(i) \notin \Delta^o \Leftrightarrow \hat{\Theta}(i) \subset \partial \Delta \Leftrightarrow \hat{\Theta}(i) = H^{op} \Leftrightarrow i = 1. \)

4. For any \( i \in \{1, 2, \ldots, \hat{m}\} \) and any \( j \in \{2, 3, \ldots, \hat{m} + 1\} \) with \( i < j \), \( \Theta(i) \cap \Theta(j) = \Theta(i) \cap (\Theta(j) + H) = \Theta(i + 1) \cap \Theta(j). \)

5. Consider any \( i \in \{1, 2, \ldots, \hat{m}\} \).
\( \hat{F}(i) = (\hat{\Theta}(i) + H) \cap (\hat{E}(i) + H) \in \mathcal{F}(\Theta(i) + H_{\hat{2}}/H, \hat{\Theta}(i) + 1) = \hat{G}(i)^{op}\Theta(i) \in \mathcal{F}(\Theta(i))^{\hat{1}} \).
\( H(i) = \Theta(i + 1) \cap (\hat{G}(i) + H) \in \mathcal{F}(\Theta(i))_{\hat{1}}, \Theta(i) \cap (\hat{G}(i) + H) = (\hat{G}(i) + H)^{op}\Theta(i), \{\Lambda \in \mathcal{F}(\Theta(i))^{\hat{2}} \cap \Delta^o \cap \Delta^o \cup (H^{op})^o \} = \{\Theta(i), \hat{\Theta}(i), \Theta(i + 1)^o \}. \)

For any \( \hat{E} \in \mathcal{F}(H^{op})_1 - \{\hat{E}(i)\}, \Theta(i) \cap (\hat{E} + H) = \Theta(i) \cap (\hat{G}(i) + H) \in \mathcal{F}(\Theta(i) \cap (\Theta(i) + 1)) = \mathcal{F}(\Theta(i))_{\hat{1}} - \{\hat{G}(i), \hat{H}(i)\}. \)

The mapping from \( \mathcal{F}(H^{op})_1 - \{\hat{E}(i)\} \) to \( \mathcal{F}(\Theta(i))_{\hat{1}} - \{\hat{G}(i), \hat{H}(i)\} \) sending \( \hat{E} \in \mathcal{F}(H^{op})_1 - \{\hat{E}(i)\} \) to \( \Theta(i) \cap (\hat{E} + H) \in \mathcal{F}(\Theta(i))_{\hat{1}} - \{\hat{G}(i), \hat{H}(i)\} \) is a bijective mapping.
\( \Theta(i) \cap (\hat{E} + H) = \hat{G}(i) + H \in \mathcal{F}(\Theta(i))_{\hat{2}}. \)

6. \( H = H(\hat{m} + 1) \in \mathcal{F}(\Theta(\hat{m} + 1))_{\hat{1}}, \hat{\Theta}(\hat{m} + 1) = H^{op}\Theta(\hat{m} + 1) \in \mathcal{F}(\Theta(\hat{m} + 1))^{\hat{1}}. \)

\( \{\Lambda \in \mathcal{F}(\Theta(\hat{m} + 1))^{\hat{2}} \cap \Delta^o \cup (H^{op})^o \} = \{\Theta(\hat{m} + 1), \hat{\Theta}(\hat{m} + 1)\}. \)

For any \( \hat{E} \in \mathcal{F}(H^{op})_1, \Theta(\hat{m} + 1) \cap (\hat{E} + H) \in \mathcal{F}(\Theta(\hat{m} + 1))_{\hat{2}}. \)

The mapping from \( \mathcal{F}(H^{op})_1 \) to \( \hat{\mathcal{F}(\Theta(\hat{m} + 1))}_{\hat{2}} \) sending \( \hat{E} \in \mathcal{F}(H^{op})_1 \) to \( \Theta(\hat{m} + 1) \cap (\hat{E} + H) \in \mathcal{F}(\Theta(\hat{m} + 1))_{\hat{2}} \) is a bijective mapping.

7. \( \mathcal{B} \) is the iterated barycentric subdivision of \( \mathcal{F}(\Delta) \), it is a simplicial cone decomposition, and it is determined by the sextuplet \( (V, N, H, \mathcal{F}(\Delta), \hat{m}, \hat{E}) \) uniquely. \( |\mathcal{B}| = \Delta. \)

\( \mathcal{B} \) is \( H \)-simple. Let \( \mathcal{B}^2 = \{\Lambda \in \mathcal{B}^1 | \Lambda^o \subset \Delta^o\} \cup \{H^{op}\} \) denote the \( H \)-skeleton of \( \mathcal{B} \).

\( \mathcal{B}^0 = \mathcal{B}^1 = \hat{m} + 1. \mathcal{B}^0 = \{\Theta(i)| i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}\}. \mathcal{B}^1 = \{\Theta(i)| i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}\}. \)
We consider the $H$-order on $\tilde{B}^0$. The bijective mapping from $\{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$ to $\tilde{B}^0$ sending $i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$ to $\Theta(i) \in \tilde{B}^0$ preserves the $H$-order.

We consider the $H$-order on $\tilde{B}^1$. The bijective mapping from $\{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$ to $\tilde{B}^1$ sending $i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$ to $\Theta(i) \in \tilde{B}^1$ preserves the $H$-order.

Consider any $E \in \mathcal{F}(\mathcal{H}^{\text{op}})_1$ and any $i \in \{1, 2, \ldots, \hat{m}, \hat{m} + 1\}$. The structure constant of $\tilde{B}$ corresponding to the pair $(i, E)$ is equal to $\bar{s}(i - 1, \bar{E}) \in \mathbb{Z}_0$.

15. Upper Boundaries and Lower Boundaries

Let $V$ be any finite dimensional vector space over $\mathbb{R}$ with $\dim V \geq 1$; let $N$ be any lattice of $V$; let $H$ be any simplicial cone over $N$ in $V$ with $\dim H = 1$; let $\pi_H : V \to V/\text{vect}(H)$ denote the canonical surjective homomorphism of vector spaces over $\mathbb{R}$ to the residue vector space $V/\text{vect}(H)$; and let $\Delta$ be any convex polyhedral cone in $V$ such that $\text{vect}(H) \subset \text{vect}(\Delta)$.

**Definition 15.1.** Let $X$ be any subset of $V$. We denote
\[
\partial^H X = \{a \in X | (a) + \text{vect}(H)) \subset \{a\} + (-H)\},
\]
\[
\partial_X^H = \{a \in X | (a) + \text{vect}(H)) \subset \{a\} + H\},
\]
and we call $\partial^H X$ and $\partial_X^H$ the $H$-upper boundary of $X$ and the $H$-lower boundary of $X$ respectively.

**Lemma 15.2.**
\[ \partial^H \Delta = |\{\Lambda \in \mathcal{F}(\Delta)| H \not\subset \Delta + \text{vect}(\Lambda)\}| \]
\[ = |\{\Lambda \in \mathcal{F}(\Delta)| H \not\subset \Delta + \text{vect}(\Lambda), \dim \Lambda = \dim \Delta - 1\}|, \]
\[ \partial^H \Delta = |\{\Lambda \in \mathcal{F}(\Delta)| - H \not\subset \Delta + \text{vect}(\Lambda)\}| \]
\[ = |\{\Lambda \in \mathcal{F}(\Delta)| - H \not\subset \Delta + \text{vect}(\Lambda), \dim \Lambda = \dim \Delta - 1\}|, \]
\[ \partial^H \Delta \cup \partial^H \Delta = \{\Lambda \in \mathcal{F}(\Delta)| \text{vect}(H) \not\subset \text{vect}(\Lambda)\} \]
\[ \subset \{\Lambda \in \mathcal{F}(\Delta)| \text{vect}(H) \not\subset \text{vect}(\Lambda), \dim \Lambda = \dim \Delta - 1\}| \]
\[ \subset \Delta. \]

(2) $\partial^H \Delta = \emptyset \iff H \subset \Delta$. $\partial^H \Delta = \emptyset \iff -H \subset \Delta$.

(3) If $\partial^H \Delta \neq \emptyset$, then $\pi_H(\partial^H \Delta) = \pi_H(\Delta)$ and the mapping $\pi_H : \partial^H \Delta \to \pi_H(\Delta)$ induced by $\pi_H$ is a continuous bijective mapping whose inverse mapping is also continuous.

If $\partial^H \Delta \neq \emptyset$, then $\pi_H(\partial^H \Delta) = \pi_H(\Delta)$ and the mapping $\pi_H : \partial^H \Delta \to \pi_H(\Delta)$ induced by $\pi_H$ is a continuous bijective mapping whose inverse mapping is also continuous.

(4) $\partial^H \Delta \cap \partial^H \Delta = |\{\Lambda \in \mathcal{F}(\Delta)| \Lambda \subset \partial^H \Delta \cap \partial^H \Delta, \dim \Lambda \leq \dim \Delta - 2\}|.$

(5) Consider any $a \in V$. Note that $\pi_H(a) \in V/\text{vect}(H)$ and $\pi_H^{-1}(\pi_H(a)) = \{a\} + \mathbb{R}b_{H/N}$.
(a) If $\pi_H(a) \in \pi_H(\Delta)$ and $\partial^H_+ \Delta \neq \emptyset$, then there exists uniquely a real number $t_+ \in \mathbb{R}$ satisfying $a + t_+b_{H/N} \in \partial^H_+ \Delta$.

In the case where $\pi_H(a) \in \pi_H(\Delta)$ and $\partial^H_+ \Delta \neq \emptyset$, we take the unique $t_+ \in \mathbb{R}$ satisfying $a + t_+b_{H/N} \in \partial^H_+ \Delta$.

(b) If $\pi_H(a) \in \pi_H(\Delta)$ and $\partial^H_- \Delta \neq \emptyset$, then there exists uniquely a real number $t_- \in \mathbb{R}$ satisfying $a + t_-b_{H/N} \in \partial^H_- \Delta$.

In the case where $\pi_H(a) \in \pi_H(\Delta)$ and $\partial^H_- \Delta \neq \emptyset$, we take the unique $t_- \in \mathbb{R}$ satisfying $a + t_-b_{H/N} \in \partial^H_- \Delta$.

(c) If $\pi_H(a) \in \pi_H(\Delta)$, $\partial^H_+ \Delta \neq \emptyset$ and $\partial^H_- \Delta \neq \emptyset$, then $t_- \leq t_+$.

(d) \[ \{\langle a \rangle + \mathbb{R}b_{H/N} \cap \Delta \} = \begin{cases} \emptyset & \text{if } \pi_H(a) \notin \pi_H(\Delta), \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t_- \leq t \leq t_+\} & \text{if } \pi_H(a) \in \pi_H(\Delta), \partial^H_+ \Delta \neq \emptyset \text{ and } \partial^H_- \Delta \neq \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t \leq t_+\} & \text{if } \pi_H(a) \in \pi_H(\Delta), \partial^H_+ \Delta \neq \emptyset \text{ and } \partial^H_- \Delta = \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t \leq t_-\} & \text{if } \pi_H(a) \in \pi_H(\Delta), \partial^H_+ \Delta = \emptyset \text{ and } \partial^H_- \Delta \neq \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}\} & \text{if } \pi_H(a) \in \pi_H(\Delta), \partial^H_+ \Delta = \emptyset \text{ and } \partial^H_- \Delta = \emptyset. \end{cases} \]

(e) If $\pi_H(a) \in \pi_H(\Delta)^\circ$, $\partial^H_+ \Delta \neq \emptyset$ and $\partial^H_- \Delta \neq \emptyset$, then $t_- < t_+$.

(f) \[ \{\langle a \rangle + \mathbb{R}b_{H/N} \cap \Delta \}^\circ = \begin{cases} \emptyset & \text{if } \pi_H(a) \notin \pi_H(\Delta)^\circ, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t_- < t < t_+\} & \text{if } \pi_H(a) \in \pi_H(\Delta)^\circ, \partial^H_+ \Delta \neq \emptyset \text{ and } \partial^H_- \Delta \neq \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t < t_+\} & \text{if } \pi_H(a) \in \pi_H(\Delta)^\circ, \partial^H_+ \Delta \neq \emptyset \text{ and } \partial^H_- \Delta = \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}, t_- < t\} & \text{if } \pi_H(a) \in \pi_H(\Delta)^\circ, \partial^H_+ \Delta = \emptyset \text{ and } \partial^H_- \Delta \neq \emptyset, \\ \{a + tb_{H/N} \mid t \in \mathbb{R}\} & \text{if } \pi_H(a) \in \pi_H(\Delta)^\circ, \partial^H_+ \Delta = \emptyset \text{ and } \partial^H_- \Delta = \emptyset. \end{cases} \]

16. Height, characteristic functions and compatible mappings

In this section we consider the following objects: Let $V$ be any finite dimensional vector space over $\mathbb{R}$ with dim $V \geq 2$; let $N$ be any lattice of $V$; let $H$ be any one-dimensional simplicial cone over the dual lattice $N^*$ of $N$ in the dual vector space $V^*$ of $V$; let $C$ be any simplicial cone decomposition over $N^*$ in $V^*$ satisfying dim $C = \text{dim vect}(|C|) \geq 2$, $c_{\text{max}} = c_0$, $H \in C$, and $C = (C/H)^e$; let $S$ be any rational convex pseudo polyhedron over $N$ in $V$ satisfying dim$(|D(S)|) \geq 2$ and $|C| \subset |D(S)|$; and let $T$ be any convex pseudo polyhedron in $V$ satisfying dim$(|D(T)|) \geq 1$ and $H \subset \text{vect}(|D(T)|)$.

Lemma 16.1. \begin{enumerate} 
  \item \{\langle b_{H/N}, a \rangle \mid a \in \mathcal{V}(T) \} is a non-empty finite subset of $\mathbb{R}$.
  \item $0 < \sharp\{\langle b_{H/N}, a \rangle \mid a \in \mathcal{V}(T) \} \leq c(T)$.
  \item If $T$ is rational over $N$, then the subset 
    \[ \{m \in \mathbb{Z} \mid ma \in (N + (\text{vect}(|D(T)|)^\circ |V^*|)) \cap \mathcal{V}(T) \} \] 
    of $\mathbb{Z}$ is an ideal of the ring $\mathbb{Z}$ containing a positive integer.
\end{enumerate}

Proof. It follows from Proposition 10.8.7. \hfill $\Box$

Note that $H \subset |C| \subset |D(S)| \subset \text{vect}(|D(S)|)$. We denote $\ell = \text{dim vect}(|D(S)|)^\circ |V^*| = \text{dim}(\text{stab}(S) \cap (-\text{stab}(S))) \in \mathbb{Z}_0$. 

Definition 16.2. (1) We define functions 
\[ [\ ] : \mathbb{R} \to \mathbb{Z}, \]
by putting 
\[ [r] = \min\{i \in \mathbb{Z} | r \leq i\}, \quad [r] = \max\{i \in \mathbb{Z} | r \geq i\}, \]
for any \( r \in \mathbb{R} \).

(2) We define 
\[ \mathcal{H}(H, T) = \{ (b_{H/N^*}, a) | a \in \mathcal{V}(T) \} \subset \mathbb{R}, \]
height(\( H, T \)) = \max \mathcal{H}(H, T) - \min \mathcal{H}(H, T) \in \mathbb{R}_0, 
and we call \( \mathcal{H}(H, T) \) and \( \text{height}(H, T) \), the \( H \)-height set of \( T \) and the \( H \)-height of \( T \) respectively.

(3) Assume that \( T \) is rational over \( N \). By \( \text{den}(T/N) \) we denote the minimum positive integer in the ideal 
\[ \{ m \in \mathbb{Z} | ma \in (N + (\text{vect}(|\mathcal{D}(T)|V))^\vee|V^*) \} \]
for any \( a \in \mathcal{V}(T) \).
and we call \( \text{den}(T/N) \in \mathbb{Z}_+ \) the denominator of \( T \) over \( N \).

(4) We define 
\[ (\mathcal{C}, \mathcal{F}(S)_\ell) = \{ F \in \mathcal{F}(S)_\ell | \dim(\Delta(F, S|V) \cap \Delta) = \dim \Delta \text{ for some } \Delta \in \mathcal{C}^{\text{max}} \} \subset \mathcal{F}(S)_\ell, \]
\[ \mathcal{V}(\mathcal{C}, S) = \bigcup_{F \in (\mathcal{C}, \mathcal{F}(S)_\ell)} F \subset \mathcal{V}(S), \]
\[ \mathcal{H}(H, \mathcal{C}, S) = \{ (b_{H/N^*}, a) | a \in \mathcal{V}(\mathcal{C}, S) \} \subset \mathbb{R}, \]
height(\( H, \mathcal{C}, S \)) = \max \mathcal{H}(H, \mathcal{C}, S) - \min \mathcal{H}(H, \mathcal{C}, S) \in \mathbb{R}_0, 
and we call \( (\mathcal{C}, \mathcal{F}(S)_\ell), \mathcal{V}(\mathcal{C}, S), \mathcal{H}(H, \mathcal{C}, S) \) and \( \text{height}(H, \mathcal{C}, S) \), the set of minimal faces of the pair \( (\mathcal{C}, S) \), the skeleton of the pair \( (\mathcal{C}, S) \), the \( H \)-height set of the pair \( (\mathcal{C}, S) \) and the \( H \)-height of the pair \( (\mathcal{C}, S) \) respectively.

(5) For any \( h \in (\mathcal{H}(H, \mathcal{C}, S)) \) we denote 
\[ \mathcal{E}(h) = \{ \Delta(F, S|V) \cap \Delta | F \in (\mathcal{C}, \mathcal{F}(S)_\ell), \Delta \in \mathcal{C}^{\text{max}}, \dim(\Delta(F, S|V) \cap \Delta) = \dim \Delta, \}
\[ \langle b_{H/N^*}, a \rangle = h \text{ for some } a \in F \} \subset \mathcal{D}(S|V)\hat{\cap}\mathcal{C}, \]
\[ \mathcal{D}(h) = \{ \Delta(F, S|V) \cap \Delta | F \in (\mathcal{C}, \mathcal{F}(S)_\ell), \Delta \in \mathcal{C}^{\text{max}}, \dim(\Delta(F, S|V) \cap \Delta) = \dim \Delta, \}
\[ \langle b_{H/N^*}, a \rangle \geq h \text{ for some } a \in F \} \subset \mathcal{D}(S|V)\hat{\cap}\mathcal{C}. \]

Consider any \( \Delta \in \mathcal{C}/H. \ S + (\Delta|V^*) \) is a rational conex pseudo polyhedron over \( N \) in \( V \). 
\( \text{stab}(S + (\Delta|V^*)) = \Delta|V^*. \ H \subset \mathcal{D}(S + (\Delta|V^*)|V) = \text{stab}(S + (\Delta|V^*))|V = \Delta \subset |\mathcal{C}| \subset |\mathcal{D}(S|V)| \subset \text{vect}(|\mathcal{D}(S|V)|). \mathcal{D}(S + (\Delta|V^*)|V) = \mathcal{D}(S|V)\hat{\cap}\mathcal{F}(\Delta). \)

Lemma 16.3. (1) The set \( \mathcal{H}(H, T) \) is a non-empty finite subset of \( \mathbb{R} \). \( 0 < \mathcal{Z}(H, T) \leq c(T). \)

If \( T \) is rational over \( N \), then \( \mathcal{H}(H, T) \subset (1/\text{den}(T/N))\mathbb{Z} \subset \mathbb{Q} \) and \( \text{height}(H, T) \in (1/\text{den}(T/N))\mathbb{Z}_0 \subset \mathbb{Q}_0. \)

If \( T \) is rational over \( N \) and \( \mathcal{V}(T) \subset N + (\text{vect}(|\mathcal{D}(T|V)|V^*) \), then \( \text{den}(T/N) = 1, \mathcal{H}(H, T) \subset \mathbb{Z} \) and \( \text{height}(H, T) \in \mathbb{Z}_0. \)
\( \theta \neq (C, F(S)) \subset F(S) \).

\( \theta \neq \mathcal{V}(C, S) \subset \mathcal{V}(S) \). The set \( \mathcal{V}(C, S) \) is the union of some connected components of \( \mathcal{V}(S) \).

\( \emptyset \neq \mathcal{H}(H, C, S) \subset \mathcal{H}(H, S) \subset (1/\text{den}(S/N))\mathbb{Z} \subset \mathbb{Q} \). The set \( \mathcal{H}(H, C, S) \) is a non-empty finite subset of \( \mathbb{Q} \).

\( \min \mathcal{H}(H, C, S) = \min \mathcal{H}(H, S) \), \( \text{height}(H, C, S) \leq \text{height}(H, S) \).

\( \text{height}(H, S) \in (1/\text{den}(S/N))\mathbb{Z}_0 \subset \mathbb{Q}_0 \).

\( \text{height}(H, C, S) \in (1/\text{den}(S/N))\mathbb{Z}_0 \subset \mathbb{Q}_0 \).

If \( \mathcal{V}(S) \subset N + (\text{vect}((D(S)|V)|V^*)) \), then \( \text{den}(S/N) = 1 \), \( \mathcal{H}(H, C, S) \subset \mathcal{H}(H, S) \subset \mathbb{Z} \), \( \text{height}(H, S) \in \mathbb{Z}_0 \) and \( \text{height}(H, C, S) \in \mathbb{Z}_0 \).

(3) Consider any \( \Delta \in \mathcal{C}/H \).

\( \mathcal{H}(H, S + (\Delta^\vee|V^*)) \subset \mathcal{H}(H, C, S) \subset \mathbb{Q} \).

\( \min \mathcal{H}(H, S + (\Delta^\vee|V^*)) = \min \mathcal{H}(H, C, S) \).

\( \text{height}(H, S + (\Delta^\vee|V^*)) \leq \text{height}(H, C, S) \).

\( \text{den}(S/N) = \text{a multiple of} \text{den}(S + (\Delta^\vee|V^*)/N) \).

\( \mathcal{H}(H, S + (\Delta^\vee|V^*)) \subset (1/\text{den}(S + (\Delta^\vee|V^*)/N))\mathbb{Z} \subset (1/\text{den}(S/N))\mathbb{Z} \subset \mathbb{Q}_0 \).

\( \text{height}(H, S + (\Delta^\vee|V^*)) \in (1/\text{den}(S + (\Delta^\vee|V^*)/N))\mathbb{Z}_0 \subset (1/\text{den}(S/N))\mathbb{Z}_0 \subset \mathbb{Q}_0 \).

If \( \mathcal{V}(S) \subset N + (\text{vect}((D(S)|V)|V^*)) \), then \( \text{den}(S + (\Delta^\vee|V^*)/N) = 1 \), \( \mathcal{H}(H, S + (\Delta^\vee|V^*)) \subset \mathcal{C}/H \).

\( \max \mathcal{H}(H, C, S) = \max \{ \text{height}(H, S + (\Delta^\vee|V^*)) | \Delta \in \mathcal{C}/H \} \).

\( \text{height}(H, C, S) = \max \{ \text{height}(H, S + (\Delta^\vee|V^*)) | \Delta \in \mathcal{C}/H \} \).

(5) Consider any subset \( C \) of \( \mathcal{C} \) satisfying \( \dim \hat{C} = \dim \text{vect}(|\hat{C}|) \geq 2 \), \( \hat{C}^{\text{max}} = \hat{C}^0 \), \( H \in C_1 \) and \( \hat{C} = (C/H)^{\text{fc}} \).

Note that \( \hat{C} \) is a simplicial cone decomposition over \( N^* \) in \( V^* \), and \( |\hat{C}| \subset |C| \subset |D(S)| \).

\( \mathcal{V}(\hat{C}, S) \subset \mathcal{V}(C, S) \). \( \mathcal{H}(H, \hat{C}, S) \subset \mathcal{H}(H, C, S) \). \( \min \mathcal{H}(H, \hat{C}, S) = \min \mathcal{H}(H, C, S) \).

\( \text{height}(H, \hat{C}, S) \leq \text{height}(H, C, S) \).

(6) \( D(S)|V|C \) is a rational convex polyhedral cone decomposition over \( N^* \) in \( V^* \).

\( \dim D(S)|V|C = \dim \text{vect}((D(S)|V|C)) = \dim \mathcal{C} \). \( \text{vect}((D(S)|V|C)) = \text{vect}(C) \).

\( \text{dim}(D(S)|V|C)^{\text{max}} = (D(S)|V|C)^{0} \).

(7) Consider any \( h \in \mathcal{H}(H, C, S) \). \( \mathcal{E}(h) \) and \( D(h) \) are rational convex polyhedral cone decompositions over \( N^* \) in \( V^* \).

\( \dim \mathcal{E}(h) = \dim \text{vect}(|\mathcal{E}(h)|) = \dim \mathcal{C} \).

\( \text{vect}(|\mathcal{E}(h)|) = \text{vect}(C) \).

\( \mathcal{E}(h)^{\text{max}} = \mathcal{E}(h)^{0} \).

\( \dim D(h) = \dim \text{vect}(|D(h)|) = \dim \mathcal{C} \).

\( \text{vect}(|D(h)|) = \text{vect}(C) \).

\( D(h)^{\text{max}} = D(h)^{0} \).

\( \mathcal{E}(h) \subset D(h) \subset D(S)|V|C \).

(8) Consider any \( g \in \mathcal{H}(H, C, S) \) and any \( h \in \mathcal{H}(H, C, S) \). \( g \leq h \Leftrightarrow D(g) \supseteq D(h) \Leftrightarrow |D(g)| \supseteq |D(h)| \).

\( g = h \Leftrightarrow D(g) = D(h) \Leftrightarrow |D(g)| = |D(h)| \).

(9) We consider any \( F \in F(S)_{\ell} \) and any \( G \in F(S)_{\ell} \) such that \( \langle b_{H/N^*}, a \rangle = \langle b_{H/N^*}, b \rangle \) for some \( a \in F \) and some \( b \in G \).

\( \partial^H_+ (\Delta(F, S|V) \cup \Delta(G, S|V)) = \partial^H_+ \Delta(F, S|V) \cup \partial^H_+ \Delta(G, S|V) \), and

\( \partial^H_- (\Delta(F, S|V) \cup \Delta(G, S|V)) = \partial^H_- \Delta(F, S|V) \cup \partial^H_- \Delta(G, S|V) \).
Below in this section, we assume moreover that \( \mathcal{D}(S|V) \cap \mathcal{F}(\Delta) \) is \( H \)-simple for any \( \Delta \in C^\text{max} \). We denote
\[
\max = \max H \in \mathcal{H}(H, C, S) \in (1/\text{den}(S/N))\mathbb{Z},
\]
\[
\min = \min H \in \mathcal{H}(H, C, S) \in (1/\text{den}(S/N))\mathbb{Z}.
\]
By \( \pi_H : V^* \to V^*/\text{vect}(H) \) we denote the canonical surjective homomorphism of vector spaces over \( \mathbb{R} \) to the residue vector space \( V^*/\text{vect}(H) \).

**Lemma 16.4.** Consider any \( h \in \mathcal{H}(H, C, S) \).

1. \( \max \geq \min \). \( \text{height}(H, C, S) = \max - \min \). \( \text{height}(H, C, S) = 0 \iff \max = \min \iff \ell \) is a subdivision of \( \mathcal{D}(S|V) \).
2. \( \partial_H^H|\mathcal{E}(h)| \neq \emptyset \iff h \neq \min. \partial_H^H|\mathcal{E}(h)| \neq \emptyset. \)
3. If \( h \neq \min \), then \( \pi_H(\partial_H^H|\mathcal{E}(h)|) = \pi_H(|\mathcal{E}(h)|) \) and the mapping \( \pi_H : \partial_H^H|\mathcal{E}(h)| \to \pi_H(|\mathcal{E}(h)|) \) induced by \( \pi_H \) is a continuous bijective mapping whose inverse mapping is also continuous.

\[
\pi_H(\partial_H^H|\mathcal{E}(h)|) = \pi_H(|\mathcal{E}(h)|) \quad \text{and} \quad \pi_H : \partial_H^H|\mathcal{E}(h)| \to \pi_H(|\mathcal{E}(h)|)
\]
induced by \( \pi_H \) is a continuous bijective mapping whose inverse mapping is also continuous.

4. Consider any \( a \in V^* \). Note that \( \pi_H(a) \in V^*/\text{vect}(H) \) and \( \pi_H^{-1}(\pi_H(a)) = \{a\} \oplus \mathbb{R}b_{H/N} \). \( \pi_H^{-1}(\pi_H(a)) = \{a\} \oplus \mathbb{R}b_{H/N} \). \( \pi_H^{-1}(\pi_H(a)) = \{a\} \oplus \mathbb{R}b_{H/N} \).

(a) If \( \pi_H(a) \in \pi_H(|\mathcal{E}(h)|) \) and \( h \neq \min \), then there exists uniquely a real number \( t_+ \in \mathbb{R} \) satisfying \( a + t_+b_{H/N} \in \partial_H^H|\mathcal{E}(h)| \).

(b) If \( \pi_H(a) \in \pi_H(|\mathcal{E}(h)|) \), then there exists uniquely a real number \( t_- \in \mathbb{R} \) satisfying \( a + t_-b_{H/N} \in \partial_H^H|\mathcal{E}(h)| \).

(c) If \( \pi_H(a) \in \pi_H(|\mathcal{E}(h)|) \), then \( t_- \leq t_+ \).

(d) \( \{a\oplus \mathbb{R}b_{H/N}\} \cap |\mathcal{E}(h)| \)
\[
= \begin{cases} 
\emptyset & \text{if } \pi_H(a) \notin \pi_H(|\mathcal{E}(h)|), \\
\{a + tb_{H/N} | t \in \mathbb{R}, t_- \leq t \leq t_+\} & \text{if } \pi_H(a) \in \pi_H(|\mathcal{E}(h)|) \text{ and } h \neq \min, \\
\{a + tb_{H/N} | t \in \mathbb{R}, t_- \leq t\} & \text{if } \pi_H(a) \in \pi_H(|\mathcal{E}(h)|) \text{ and } h = \min.
\end{cases}
\]

5. \( \partial_H^H|\mathcal{D}(h)| \neq \emptyset \iff h \neq \min. \partial_H^H|\mathcal{D}(h)| = |\mathcal{D}(h)| \cap |C - (\mathcal{C}/H)| \neq \emptyset. \)

6. If \( h \neq \min \), then \( \pi_H(\partial_H^H|\mathcal{D}(h)|) = \pi_H(|\mathcal{D}(h)|) \) and the mapping \( \pi_H : \partial_H^H|\mathcal{D}(h)| \to \pi_H(|\mathcal{D}(h)|) \) induced by \( \pi_H \) is a continuous bijective mapping whose inverse mapping is also continuous.

\[
\pi_H(\partial_H^H|\mathcal{D}(h)|) = \pi_H(|\mathcal{D}(h)|) \quad \text{and} \quad \pi_H : \partial_H^H|\mathcal{D}(h)| \to \pi_H(|\mathcal{D}(h)|)
\]
induced by \( \pi_H \) is a continuous bijective mapping whose inverse mapping is also continuous.

7. Consider any \( a \in V^* \). Note that \( \pi_H(a) \in V^*/\text{vect}(H) \) and \( \pi_H^{-1}(\pi_H(a)) = \{a\} \oplus \mathbb{R}b_{H/N} \).

(a) If \( \pi_H(a) \in \pi_H(|\mathcal{D}(h)|) \) and \( h \neq \min \), then there exists uniquely a real number \( t_+ \in \mathbb{R} \) satisfying \( a + t_+b_{H/N} \in \partial_H^H|\mathcal{D}(h)| \).

In the case where \( \pi_H(a) \in \pi_H(|\mathcal{D}(h)|) \) and \( h \neq \min \), we take the unique \( t_+ \in \mathbb{R} \) satisfying \( a + t_+b_{H/N} \in \partial_H^H|\mathcal{D}(h)| \).

(b) If \( \pi_H(a) \in \pi_H(|\mathcal{D}(h)|) \), then there exists uniquely a real number \( t_- \in \mathbb{R} \) satisfying \( a + t_-b_{H/N} \in \partial_H^H|\mathcal{D}(h)| \).
In the case where $\pi_H(a) \in \pi_H(|D(h)|)$, we take the unique $t_- \in \mathbb{R}$ satisfying $a + t_+ b_{H/N^*} \in \partial H|D(h)|$.

(c) If $\pi_H(a) \in \pi_H(|D(h)|)$ and $h \neq \min$, then $t_- \leq t_+$.

(d) $(\{a\} + \mathbb{R} b_{H/N^*}) \cap |D(h)|$

\[
\begin{cases}
\emptyset & \text{if } \pi_H(a) \notin \pi_H(|D(h)|), \\
\{a + tb_{H/N^*} \mid t \in \mathbb{R}, t_- \leq t \leq t_+\} & \text{if } \pi_H(a) \in \pi_H(|D(h)|) \text{ and } h \neq \min, \\
\{a + tb_{H/N^*} \mid t \in \mathbb{R}, t_- \leq t\} & \text{if } \pi_H(a) \in \pi_H(|D(h)|) \text{ and } h = \min.
\end{cases}
\]

(8) If $h = \max$, then $D(h) = \mathcal{E}(h)$.

(9) Assume $h \neq \max$. Put $g = \min\{f \in \mathcal{H}(H, C, S) \mid f > h\} \in \mathcal{H}(H, C, S)$.

\[
D(h) = D(g) \cup \mathcal{E}(h). |D(h)| = |D(g)| \cup |\mathcal{E}(h)|, \quad \partial H|D(g)| \neq \emptyset, \quad \partial H|\mathcal{E}(h)| \neq \emptyset.
\]

(10) If $h = \min$, then $D(h) = D(S[V] \cap C) \text{ and } |D(h)| = |C|$.

\[
\pi_H(|D(h)|) \subset |\pi_H \cap C|
\]

\[
clos(|\pi_H \cap C| - \pi_H(|D(h)|)) = |\{\Delta \in (\pi_H \cap C)_{\max} \mid \Delta \subset \pi_H(|D(h)|)\}|
\]

(12) Consider any $\bar{E} \in (C - (C/H))_1$. If height$(H, C, S) > 0$ and $\pi_H(\bar{E}) \subset \pi_H(|D(max)|)$, then there exists uniquely a real number $\gamma(\bar{E}) \in \mathbb{R}$ satisfying $b_{E/N^*} + \gamma(\bar{E}) b_{H/N^*} \in \partial H\!|D(max)$.

Below we assume moreover that height$(H, C, S) > 0$.

Definition 16.5. We define a function $\gamma : (C - (C/H))_1 \to \mathbb{R}$.

Consider any $\bar{E} \in (C - (C/H))_1$. If $\pi_H(\bar{E}) \subset \pi_H(|D(max)|)$, then we take the unique real number $\gamma(\bar{E}) \in \mathbb{R}$ satisfying $b_{E/N^*} + \gamma(\bar{E}) b_{H/N^*} \in \partial H\!|D(max)$. If $\pi_H(\bar{E}) \not\subset \pi_H(|D(max)|)$, then we put $\gamma(\bar{E}) = 0 \in \mathbb{R}$.

We call $\gamma$ the characteristic function of the triplet $(H, C, S)$.

Lemma 16.6. Let $\gamma : (C - (C/H))_1 \to \mathbb{R}$ denote the characteristic function of $(H, C, S)$.

(1) For any $\bar{E} \in (C - (C/H))_1$, $\gamma(\bar{E}) \in \mathbb{Q}_0$.

(2) Consider any $\Delta \in C_{\max}$. There exists $\bar{E} \in F(H^{op}\!|\Delta)_1$ satisfying $\gamma(\bar{E}) > 0 \iff \pi_H(\Delta) \subset \pi_H(|D(max)|) \iff \pi_H(\Delta) \not\subset \clos(|\pi_H \cap C| - \pi_H(|D(max)|))$.

(3) Consider any $\Delta \in C_{\max}$ satisfying $\pi_H(\Delta) \subset \pi_H(|D(max)|)$. Note that $H \in F(\Delta)_1$ and $F(H^{op}\!|\Delta)_1 \subset (C - (C/H))_1$.

\[
D(S + (\Delta|V^*)|V) \subset D(S[V] \cap F(\Delta)) \text{ is } H\text{-simple, and } c(S + (\Delta|V^*)|V) = 2.
\]

For any $\bar{E} \in F(H^{op}\!|\Delta)_1$, $\gamma(\bar{E}) = c(D(S + (\Delta|V^*)|V), 2, \bar{E})$, where $c(D(S + (\Delta|V^*)|V), 2, \bar{E})$ denotes the structure constant of $D(S + (\Delta|V^*)|V)$ corresponding to $(2, \bar{E})$.

(4) There exists $\bar{E} \in (C - (C/H))_1$ with $\gamma(\bar{E}) > 0$.

(5) For any $\bar{E} \in (C - (C/H))_1$ satisfying $\pi_H(\bar{E}) \subset \clos(|\pi_H \cap C| - \pi_H(|D(max)|))$, $\gamma(\bar{E}) = 0$. 

(6) Consider any $\tilde{E} \in (C - (C/H))_1$ satisfying $\gamma(\tilde{E}) \notin \mathbb{Z}$. Then, there exists uniquely $h(\tilde{E}) \in \mathcal{H}(H,C,S)$ satisfying

$$\{h \in \mathcal{H}(H,C,S) | b_{\tilde{E}/N^*} + |\gamma(\tilde{E})| b_{H/N^*} \in \mathcal{D}(h) - \partial^H_+ \mathcal{D}(h)\}$$

$$= \{h \in \mathcal{H}(H,C,S) | h \leq h(\tilde{E})\},$$

and if $h(\tilde{E}) \in \mathcal{H}(H,C,S)$ satisfies this equality, then $h(\tilde{E}) \neq \max$.

**Definition 16.7.** Let $\gamma : (C - (C/H))_1 \to \mathbb{R}$ denote the characteristic function of $(H,C,S)$. For any $\tilde{E} \in (C - (C/H))_1$ satisfying $\gamma(\tilde{E}) \notin \mathbb{Z}$, we take the unique element $h(\tilde{E}) \in \mathcal{H}(H,C,S)$ satisfying

$$\{h \in \mathcal{H}(H,C,S) | b_{\tilde{E}/N^*} + |\gamma(\tilde{E})| b_{H/N^*} \in \mathcal{D}(h) - \partial^H_+ \mathcal{D}(h)\}$$

$$= \{h \in \mathcal{H}(H,C,S) | h \leq h(\tilde{E})\}.$$

Let

$$m = \sum_{\tilde{E} \in (C - (C/H))_1} |\gamma(\tilde{E})|,$$

$$\bar{m} = \sum_{\tilde{E} \in (C - (C/H))_1} |\gamma(\tilde{E})|, \text{ and }$$

$$\mathcal{R} = \{\tilde{E} \in (C - (C/H))_1 | \gamma(\tilde{E}) \notin \mathbb{Z}\}.$$

Note that $m \in \mathbb{Z}_+$, $\bar{m} \in \mathbb{Z}_0$, $\bar{m} \leq m$, and $m - \bar{m} = z\mathcal{R}$.

Consider any mapping $E : \{1,2,\ldots,m\} \to (C - (C/H))_1$.

We say that the mapping $E$ is compatible with $S$, if the following three conditions are satisfied:

1. For any $\tilde{E} \in (C - (C/H))_1$, $\sharp\{1,2,\ldots,\bar{m}\} \cap E^{-1}(\tilde{E}) = [\gamma(\tilde{E})]$.
2. $E(\{\bar{m} + 1, \bar{m} + 2, \ldots, m\}) = \mathcal{R}$.
3. If $m - \bar{m} \geq 2$, then $h(E(i)) \geq h(E(i+1))$ for any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m - 1\}$.

**Lemma 16.8.** Let $\gamma : (C - (C/H))_1 \to \mathbb{R}$ denote the characteristic function of $(H,C,S)$. Let $m = \sum_{\tilde{E} \in (C - (C/H))_1} |\gamma(\tilde{E})| \in \mathbb{Z}_+$, $\bar{m} = \sum_{\tilde{E} \in (C - (C/H))_1} [\gamma(\tilde{E})] \in \mathbb{Z}_0$, and $\mathcal{R} = \{\tilde{E} \in (C - (C/H))_1 | \gamma(\tilde{E}) \notin \mathbb{Z}\} \subset (C - (C/H))_1$.

1. There exists a compatible mapping $E : \{1,2,\ldots,m\} \to (C - (C/H))_1$ with $S$.
2. Assume that a mapping $E : \{1,2,\ldots,m\} \to (C - (C/H))_1$ is compatible with $S$.
   a. For any $\tilde{E} \in (C - (C/H))_1$, $\sharp E^{-1}(\tilde{E}) = [\gamma(\tilde{E})]$, and $\sharp\{1,2,\ldots,\bar{m}\} \cap E^{-1}(\tilde{E}) = [\gamma(\tilde{E})]$.
   b. $E(\{\bar{m} + 1, \bar{m} + 2, \ldots, m\}) = \mathcal{R}$, and the mapping $E : \{\bar{m} + 1, \bar{m} + 2, \ldots, m\} \to \mathcal{R}$ induced by $E$ is bijective.
   c. $E(\{1,2,\ldots,m\}) = \{\tilde{E} \in (C - (C/H))_1 | \gamma(\tilde{E}) > 0\}$.
   d. For any $i \in \{1,2,\ldots,m\}$, $\pi_H(E(i)) \subset \pi_H(\mathcal{D}(\max))$ and $\pi_H(E(i)) \notin \text{ clos}(\pi_H(\mathcal{C}) - \pi_H(\mathcal{D}(\max)))$.

Consider any subset $\tilde{\mathcal{C}}$ of $\mathcal{C}$ satisfying $\dim \tilde{\mathcal{C}} = \dim \text{ vect}(|\tilde{\mathcal{C}}|) \geq 2$, $\tilde{\mathcal{C}}^{\text{max}} = \tilde{\mathcal{C}}^0$, $H \in \mathcal{C}_1$, and $\mathcal{C} = (\mathcal{C}/H)^{\text{ex}}$.

Note that $\tilde{\mathcal{C}}$ is a simplicial cone decomposition over $N^*$ in $V^*$, $\emptyset \neq (\tilde{\mathcal{C}} - (\mathcal{C}/H))_1 \subset (\mathcal{C} - (\mathcal{C}/H))_1$ and $|\tilde{\mathcal{C}}| < |\mathcal{C}| < |\mathcal{D}(S)|$. 
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(3) \text{height}(H, \hat{c}, S) \leq \text{height}(H, c, S).
   \text{height}(H, \hat{c}, S) = \text{height}(H, c, S), \text{ if and only if, } \gamma(\tilde{E}) > 0 \text{ for some } \tilde{E} \in (\hat{c} - (\hat{c}/H))_1

(4) If \( \gamma(\tilde{E}) > 0 \) for some \( \tilde{E} \in (\hat{c} - (\hat{c}/H))_1 \), then \( \text{height}(H, \hat{c}, S) > 0 \) and the composition \((\hat{c} - (\hat{c}/H))_1 \to \mathbb{R} \) of the inclusion mapping \((\hat{c} - (\hat{c}/H))_1 \to (C - (C/H))_1 \) and \( \gamma : (C - (C/H))_1 \to \mathbb{R} \) coincides with the characteristic function of \((H, \hat{c}, S)\).

(5) Consider any compatible mapping: \( E : \{1, 2, \ldots, m\} \to (C - (C/H))_1 \) with \( S \).
   Let \( \tilde{m} = E^{-1}(\{\hat{c} - (\hat{c}/H)\}) \in \mathbb{Z}_0 \) and \( \hat{m} = E^{-1}(\{\hat{c} - (\hat{c}/H)\}) \in \mathbb{Z}_0 \). Let \( \hat{\tau} : \{1, 2, \ldots, \hat{m}\} \to \{1, 2, \ldots, m\} \) be the unique injective mapping preserving the order and satisfying \( \hat{\tau}(\{1, 2, \ldots, \hat{m}\}) = \{E^{-1}(\{\hat{c} - (\hat{c}/H)\})\} \). Let \( \hat{E} : \{1, 2, \ldots, \hat{m}\} \to (C - (C/H))_1 \) be the unique mapping satisfying \( \hat{E} = E\hat{\tau} \), where \( \iota : (\hat{c} - (\hat{c}/H))_1 \to (C - (C/H))_1 \) denotes the inclusion mapping.
   If \( \gamma(\tilde{E}) > 0 \) for some \( \tilde{E} \in (C - (C/H))_1 \), then \( \hat{m} = \sum_{\hat{E} \in (C - (C/H))_1} \gamma(\tilde{E}) \)
   and \( \hat{E} \) is compatible with \( S \).
   If \( \gamma(\tilde{E}) = 0 \) for any \( \tilde{E} \in (\hat{c} - (\hat{c}/H))_1 \), then \( \hat{m} = 0 \).

Lemma 16.9. Assume \( \sharp C^{\text{max}} = 1 \).

Let \( \Delta \in C^{\text{max}} \) denote the unique element. \( \Delta \) is a simplicial cone over \( N^* \) in \( V^* \), \( H \in F(\Delta)_1 \) and \( \dim \Delta = \dim C \geq 2 \), \( C = F(\Delta) \), \( C - (C/H) = F(H^{op}(\Delta)) \), and \( \text{height}(H, S + (\Delta^\vee V^*)) = \text{height}(H, C, S) > 0 \).

Note that \( D(S + (\Delta^\vee V^*))|V) = D(S|V)\hat{\tau}F(\Delta) \) is \( H \)-simple and \( c(S + (\Delta^\vee V^*)) \geq 2 \).

Let \( \gamma, m, \tilde{m} \) and \( R \) be the same as in above Lemma 16.8.

For any \( i \in \{1, 2, \ldots, c(S + (\Delta^\vee V^*))\} \) and any \( \tilde{E} \in F(H^{op}(\Delta)_1 \), we can consider the structure constant \( c(D(S + (\Delta^\vee V^*))|V), i, \tilde{E}) \in \mathbb{Q}_0 \) of \( D(S + (\Delta^\vee V^*))|V \) corresponding to the pair \( (i, \tilde{E}) \).

Denote\[
\hat{m} = \sum_{\tilde{E} \in F(H^{op}(\Delta)_1} [c(D(S + (\Delta^\vee V^*))|V), 2, \tilde{E})] \in \mathbb{Z}_+, \\
\check{m} = \sum_{\tilde{E} \in F(H^{op}(\Delta)_1} [c(D(S + (\Delta^\vee V^*))|V), 2, \tilde{E})] \in \mathbb{Z}_0, \text{ and } \\
\hat{R} = \{ \tilde{E} \in F(H^{op}(\Delta)_1} | c(D(S + (\Delta^\vee V^*))|V), 2, \tilde{E}) \notin \mathbb{Z} \} \subset F(H^{op}(\Delta)_1.
\]

For any \( \tilde{E} \in \hat{R} \), denote
\[
c(\tilde{E}) = \max\{j \in \{2, 3, \ldots, c(S + (\Delta^\vee V^*))\} | \\
c(D(S + (\Delta^\vee V^*))|V), j, \tilde{E}) < [c(D(S + (\Delta^\vee V^*))|V), 2, \tilde{E})] \}
\in \{2, 3, \ldots, c(S + (\Delta^\vee V^*))\}.
\]

(1) \( \gamma(\tilde{E}) = c(D(S + (\Delta^\vee V^*))|V), 2, \tilde{E}) \) for any \( \tilde{E} \in F(H^{op}(\Delta)_1 \).

(2) \( \tilde{m} = m, \hat{m} = \tilde{m}, \hat{R} = R \).

(3) A mapping \( E : \{1, 2, \ldots, m\} \to (C - (C/H))_1 = F(H^{op}(\Delta)_1 \) is compatible with \( S \), if and only if, the following three conditions are satisfied:
(a) For any $\tilde{E} \in \mathcal{F}(H^{op}|\Delta)_1$, \(\sharp\{1, 2, \ldots, \tilde{m}\} \cap E^{-1}(\tilde{E})\) = \([c(D(S + (\Delta^\vee|V^*)|V), 2, \tilde{E})] \).
(b) \(E(\{\tilde{m} + 1, \tilde{m} + 2, \ldots, \tilde{m}\}) = R\).
(c) If \(m - \tilde{m} \geq 2\), then \(\tilde{c}(E(i)) \leq \tilde{c}(E(i + 1))\) for any \(i \in \{\tilde{m} + 1, \tilde{m} + 2, \ldots, m - 1\}\).

(4) Assume that a mapping \(E : \{1, 2, \ldots, m\} \to \mathcal{F}(H^{op}|\Delta)_1\) is compatible with \(S\).
(a) For any $\tilde{E} \in \mathcal{F}(H^{op}|\Delta)_1$, \(\sharp\{1, 2, \ldots, \tilde{m}\} \cap E^{-1}(\tilde{E})\) = \([c(D(S + (\Delta^\vee|V^*)|V), 2, \tilde{E})] \).
(b) \(E(\{\tilde{m} + 1, \tilde{m} + 2, \ldots, \tilde{m}\}) = R\), and the mapping \(E : \{\tilde{m} + 1, \tilde{m} + 2, \ldots, m\} \to R\) induced by \(E\) is bijective.
(c) \(E(\{1, 2, \ldots, m\}) = \{\tilde{E} \in \mathcal{F}(H^{op}|\Delta)_1|c(D(S + (\Delta^\vee|V^*)|V), 2, \tilde{E}) > 0\}\).

17. The height inequalities

We show the height inequalities.

In this section we consider the following objects: Let \(V\) be any finite dimensional vector space over \(\mathbb{R}\) with \(\dim V \geq 2\); let \(N\) be any lattice of \(V\); let \(H\) be any one-dimensional simplicial cone over the dual lattice \(N^*\) of \(N\) in the dual vector space \(V^*\) of \(V\); let \(C\) be any simplicial cone decomposition over \(N^*\) in \(V^*\) satisfying \(\dim C = \dim \text{vect}(C) \geq 2\), \(C^\text{max} = C^0\), \(H \in C_1\) and \(C = (C/H)^\text{fc}\); and let \(S\) be any rational convex pseudo polyhedron over \(N\) in \(V\) satisfying \(\dim(D(S|V)) \geq 2\) and \(|C| \subset |D(S|V)|\).

In this section we assume that \(D(S|V) \cap F(\Delta)\) is \(H\)-simple for any \(\Delta \in C^\text{max}\) and \(\text{height}(H, C, S) > 0\).

Let \(\gamma : (C - (C/H))_1 \to \mathbb{R}\) denote the characteristic function of \((H, C, S)\). Denote
\[
m = \sum_{E \in (C - (C/H))_1} [\gamma(\tilde{E})] \in \mathbb{Z}_+,
\]
\[
\tilde{m} = \sum_{E \in (C - (C/H))_1} [\gamma(\tilde{E})] \in \mathbb{Z}_0, \text{ and}
\]
\[
\mathcal{R} = \{\tilde{E} \in (C - (C/H))_1|\gamma(\tilde{E}) \notin \mathbb{Z}\} \subset (C - (C/H))_1.
\]

@ We know \(\text{height}(H, S) \in (1/den(S/N)|Z_+\), \(\text{height}(H, C, S) \in (1/den(S/N)|Z_+\) and \(\text{height}(H, C, S) \leq \text{height}(H, S)\).

We denote \(\ell = \dim(\text{vect}(|C|)^\vee|V^*)| \in \mathbb{Z}_0\).

Consider any simplicial cone \(\Theta\) over \(N^*\) in \(V^*\) satisfying \(\Theta \subset |C|\) and any \(G \in \mathcal{F}(\Theta)_1\). \(\dim \Theta \leq \dim(\text{vect}(|C|) = \dim V - \ell. \) \(S + (\Theta^\vee|V^*)\) is a rational convex pseudo polyhedron over \(N\) in \(V\). \(\text{stab}(S + (\Theta^\vee|V^*)) = \Theta^\vee|V^*\). \(G \subset |D(S + (\Theta^\vee|V^*)|V)| = \text{stab}(S + (\Theta^\vee|V^*))^\vee|V = \Theta \subset |C| \subset |D(S|V)| \subset \text{vect}(|D(S|V)|)).\n
\(D(S + (\Theta^\vee|V^*)|V) = \mathcal{F}(\Theta)^\vee|V^*|\cap \mathcal{F}(\Theta). \text{stab}(S + (\Theta^\vee|V^*)) \cap (\text{vect}(|D(S|V)|))^\vee|V^* = \text{vect}(|D(S + (\Theta^\vee|V^*)|V)|)^\vee|V^* = \text{vect}(|C|)^\vee|V^* = \text{vect}(\mathcal{C})^\vee|V^*\).

If \(\dim \Theta = \dim(\text{vect}(|C|)), \text{then vect}(|D(S + (\Theta^\vee|V^*)|V)|)^\vee|V^* = \text{vect}(|C|)^\vee|V^*\) and \(\dim(\text{vect}(|D(S + (\Theta^\vee|V^*)|V)|)^\vee|V^* = \ell.\)

**Theorem 17.1.** Consider any compatible mapping \(E : \{1, 2, \ldots, m\} \to (C - (C/H))_1\) with \(S\).
Let
\[ B = B(V^*, N^*, H, C, m, E) \]
be the basic subdivision associated with the sextuplet \((V^*, N^*, H, C, m, E)\).

Let \( s = s(V^*, N^*, H, C, m, E) \), \( H = H(V^*, N^*, H, C, m, E) \), and \( B = B(V^*, N^*, H, C, m, E) \). We have three mappings
\[ s : \{0, 1, \ldots, m\} \times (C - (C/H))_1 \to \mathbb{Z}_0, \]
\[ H : \{1, 2, \ldots, m + 1\} \to 2^V^*, \]
\[ B : \{1, 2, \ldots, m + 1\} \to 2^{2V^*}. \]

(1) \( \bar{m} \in \mathbb{Z}_0, m \in \mathbb{Z}_+ \). \( \bar{m} \leq m \). \( m - \bar{m} = \mathbb{Z} \).

(2) For any \( \bar{E} \in (C - (C/H))_1 \), \( s(\bar{m}, E) = [\gamma(\bar{E})] \) and \( s(m, \bar{E}) = [\gamma(\bar{E})] \).

(3) \( B \) is an iterated barycentric subdivision of \( C \), and it is a simplicial cone decomposition over \( N^* \) in \( V^* \). \( B = |C| \subset \text{stab}(S)/(V = D(S^V)) \).
\[ \dim B = \dim \text{vect}([B]) = \dim C. \quad \text{vect}([B]) = \text{vect}([C]) \]. \( B^{\text{max}} = B^0 \).

(4) Consider any \( i \in \{1, 2, \ldots, m + 1\} \).

(a) \( B(i) \) is a simplicial cone decomposition over \( N^* \) in \( V^* \). \( B(i) \subset B \).
\[ |B(i)| \subset |B|, \quad \dim B(i) = \dim \text{vect}([B(i)]) = \dim C. \quad \text{vect}([B(i)]) = \text{vect}([C]). \]
\[ B(i) \cap F = (B(i)/H(i))^C \).

(b) For any \( \Theta \in B(i), \Theta \cap V^* \) is a rational polyhedral cone over \( N \) in \( V \), \( \dim \Theta \cap V^* = \dim V \), \( S + (\Theta \cap V^*) \) is a rational convex polyhedron over \( N \) in \( V \), \( \text{stab}(S + (\Theta \cap V^*)) = \Theta \cap V^* \), \( D(S + (\Theta \cap V^*)) = D(S)/(V^*) = D(S^V)/(\Theta \cap V^*) = D(S^V)/(S \cap (\Theta \cap V^*) = D(S^V)/(S \cap (\Theta \cap V^*) \cap F(\Theta) \text{ is semisimple.} \]

(c) \( [\text{The height inequality}] \quad \text{height}(H(i), B(i), S) < \text{height}(H, C, S) \).

(5) Consider any \( i \in \{1, 2, \ldots, \bar{m}\} \).

For any \( \Theta \in B(i), D(S^V)/(\Theta \cap F(\Theta) = F(\Theta) \) and \( S^V + (\Theta \cap V^*) = \{a\}^V \) for any \( \bar{a} \in V(C, S) \) satisfying \( \langle b_{H/N^*}, a \rangle = \max H(C, S) \).
\[ \text{height}(H(i), B(i), S) = 0. \]

(6) For any \( \Theta \in B(\bar{m} + 1 \}^{\text{max}} \), \( D(S^V)/(\Theta \cap F(\Theta) \text{ is semisimple.} \]

(7) Consider any \( \Delta \in \mathcal{C}^{\text{max}} \). \( \text{height}(H, S + (\Delta V^*)) = \text{height}(H, C, S) \), if and only if, \( \gamma(E) > 0 \) for some \( E \in F(H^{op})D_1 \).

(8) Consider any \( \Delta \in \mathcal{C}^{\text{max}} \) such that \( \gamma(\bar{E}) = 0 \) for any \( \bar{E} \in F(H^{op})D_1 \).
\[ \text{height}(H, S + (\Delta V^*)) < \text{height}(H, C, S). \]
\[ \Delta \subset |B(\bar{m} + 1)|, B(\bar{m} + 1) \setminus \Delta = \emptyset \cap F(\Delta). \]
For any \( i \in \{1, 2, \ldots, m\} \), \( |B(i)| \cap \Delta \in F(H^{op})D_1 \), \( |B(i)| \cap \Delta \neq H^{op} \), and \( B(i) \setminus \Delta = \emptyset \cap F([B(i)]) \).

Below we consider any \( \Delta \in \mathcal{C}^{\text{max}} \) such that \( \gamma(E) > 0 \) for some \( E \in F(H^{op})D_1 \).

By 7 we know \( \text{height}(H, S + (\Delta V^*)) = \text{height}(H, C, S) > 0. \)

Note that \( D(S^V)/(\Delta V^*) = D(S^V)/(\Delta V^*) \) is \( H \)-simple and the characteristic function \( c(S + (\Delta V^*)) \) of \( S + (\Delta V^*) \) satisfies \( c(S + (\Delta V^*)) \geq 2 \). Let \( D(S^V)/(\Delta V^*)) \) denote the \( H \)-skeleton of \( D(S^V)/(\Delta V^*) \).
\[ c(D(S^V)/(\Delta V^*)) \geq 2 \frac{c(S + (\Delta V^*))}{c(S + (\Delta V^*))}. \]

We consider the \( H \)-order on \( D(S^V)/(\Delta V^*) \).
Let \( \Lambda : \{1, 2, \ldots, c(S + (\Delta V^*))\} \to D(S^V)/(\Delta V^*) \).

denote the unique bijective mapping preserving the \( H \)-order.

We consider the \( H \)-order on \( D(S^V)/(\Delta V^*) \).
Let \( \bar{\Lambda} : \{1, 2, \ldots, c(S + (\Delta V^*))\} \to D(S^V)/(\Delta V^*) \),
For any \( \bar{\Delta} \) denote the unique bijective mapping preserving the \( H \)-order.

There exists uniquely a bijective mapping \( A : \{1, 2, \ldots, c(S + (\Delta^V|V^*)|V)\} \rightarrow \mathcal{F}(S + (\Delta^V|V^*)|V) \) satisfying \( \Lambda(i) = \Delta(A(i), S + (\Delta^V|V^*)|V) \) for any \( i \in \{1, 2, \ldots, c(S + (\Delta^V|V^*)|V)\} \). We take the bijective mapping \( A : \{1, 2, \ldots, c(S + (\Delta^V|V^*)|V)\} \rightarrow \mathcal{F}(S + (\Delta^V|V^*)|V) \) satisfying \( \Lambda(i) = \Delta(A(i), S + (\Delta^V|V^*)|V) \) for any \( i \in \{1, 2, \ldots, c(S + (\Delta^V|V^*)|V)\} \).

For any \( i \in \{1, 2, \ldots, c(S + (\Delta^V|V^*)|V)\} \) and any \( \hat{E} \in \mathcal{F}(H^\text{op}|\Delta)_1 \), we can consider the structure constant \( c(\mathcal{D}(S + (\Delta^V|V^*)|V), i, \hat{E}) \in \mathcal{Q}_0 \) of \( \mathcal{D}(S + (\Delta^V|V^*)|V) \) corresponding to the pair \((i, \hat{E})\).

Denote
\[
\hat{m} = \sum_{\hat{E} \in \mathcal{F}(H^\text{op}|\Delta)_1} |c(\mathcal{D}(S + (\Delta^V|V^*)|V), 2, \hat{E})| \in \mathbb{Z}_+,\n\hat{\bar{m}} = \sum_{\hat{E} \in \mathcal{F}(H^\text{op}|\Delta)_1} |c(\mathcal{D}(S + (\Delta^V|V^*)|V), 2, \hat{E})| \in \mathbb{Z}_0, \text{ and } \n\hat{\mathcal{R}} = \{ \hat{E} \in \mathcal{F}(H^\text{op}|\Delta)_1 | c(\mathcal{D}(S + (\Delta^V|V^*)|V), 2, \hat{E}) \not\in \mathbb{Z} \} \subset \mathcal{F}(H^\text{op}|\Delta)_1.
\]

(10) \( \hat{m} \in \mathbb{Z}_+ \), \( \hat{\bar{m}} \in \mathbb{Z}_0 \), \( \hat{m} \leq \hat{\bar{m}} \), \( \hat{m} = \sharp E^{-1}(\mathcal{F}(H^\text{op}|\Delta)_1) \), \( \hat{\bar{m}} = \sharp \{\{1, 2, \ldots, \hat{m}\} \cap E^{-1}(\mathcal{F}(H^\text{op}|\Delta)_1)\} \), and \( \hat{\mathcal{R}} = \mathcal{R} \cap \mathcal{F}(H^\text{op}|\Delta)_1 \).

Let \( \breve{\dot{\tau}} : \{1, 2, \ldots, \hat{m}\} \rightarrow \{1, 2, \ldots, \hat{\bar{m}}\} \) be the unique injective mapping preserving the order and satisfying \( \breve{\dot{\tau}}(\{1, 2, \ldots, \hat{m}\}) = E^{-1}(\mathcal{F}(H^\text{op}|\Delta)_1) \). Let \( \hat{E} : \{1, 2, \ldots, \hat{m}\} \rightarrow \mathcal{F}(H^\text{op}|\Delta)_1 \) be the unique mapping satisfying \( \breve{\dot{E}} = \hat{E}\breve{\dot{\tau}} \) where \( \breve{\dot{\tau}} : \mathcal{F}(H^\text{op}|\Delta)_1 \rightarrow (\mathcal{C} - (C/H))_1 \) denotes the inclusion mapping.

Let \( \hat{B} = B(V^*, N^*, H, \mathcal{F}(\Delta), \hat{m}, \hat{E}) \subset 2^{V^*}, \hat{G} = G(V^*, N^*, H, \mathcal{F}(\Delta), \hat{m}, \hat{E}), \hat{H} = H(V^*, N^*, H, \mathcal{F}(\Delta), \hat{m}, \hat{E}) \), \( \hat{\mathcal{B}} = \mathcal{B}(V^*, N^*, H, \mathcal{F}(\Delta), \hat{m}, \hat{E}) \).

\[
\hat{G} : \{1, 2, \ldots, \hat{m}\} \rightarrow 2^{V^*},
\hat{H} : \{1, 2, \ldots, \hat{m} + 1\} \rightarrow 2^{V^*},
\hat{\mathcal{B}} : \{1, 2, \ldots, \hat{m} + 1\} \rightarrow 2^{V^*}.
\]

For any \( i \in \{1, 2, \ldots, \hat{m} + 1\} \), we denote
\[
\Theta(i) = |\hat{\mathcal{B}}(i)| \subset \Delta, \text{ and } \n\Theta(i) = |\hat{\mathcal{B}}(i) - (\hat{\mathcal{B}}(i)/\hat{H}(i))| \subset \Theta(i).
\]

Denote
\[
\breve{c}(i) = \max\{j \in \{2, 3, \ldots, c(S + (\Delta^V|V^*)|V)\} | c(\mathcal{D}(S + (\Delta^V|V^*)|V), j, \hat{E}(i)) < |c(\mathcal{D}(S + (\Delta^V|V^*)|V), 2, \hat{E}(i))| \}
\]
\[
\in \{2, 3, \ldots, c(S + (\Delta^V|V^*)|V)\}
\]
for any \( i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m}\} \).

(11) \( \hat{E} \) is compatible with \( S \).

(12) If \( \hat{m} \geq 1 \), then \( \breve{c}(i) \in \{2, 3, \ldots, c(S + (\Delta^V|V^*)|V)\} \) for any \( i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m}\} \). If \( \hat{m} \geq 2 \), then \( \breve{c}(i) \leq \breve{c}(i + 1) \) for any \( i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m} - 1\} \).

(13) \( \mathcal{F}(H^\text{op}|\Delta) \cap \mathcal{A}(2) \) \( \subset \mathcal{F}(H^\text{op}|\Delta) \). \( \mathcal{F}(H^\text{op}|\Delta) \cap \mathcal{A}(2) = 0 \). \( \mathcal{F}(H^\text{op}|\Delta) \cap \mathcal{A}(2) \cup \hat{E}(\{1, 2, \ldots, \hat{m}\}) = \mathcal{F}(H^\text{op}|\Delta) \). \( \mathcal{F}(H^\text{op}|\Delta) \cap \mathcal{A}(2) \cap \hat{E}(\{1, 2, \ldots, \hat{m}\}) = 0 \).
(14) For any $i \in \{1, 2, \ldots, \hat{m} + 1\}$, $\hat{H}(i) \in \mathcal{F}(\Theta(i))_{1\ell}$, $\hat{\Theta}(i) = \hat{H}(i)^{op}|\Theta(i) \in \mathcal{F}(\Theta(i))_{1\ell}$, $\dim \Theta(i) = \dim \text{vect}(\mathcal{C})$, and $\dim \text{vect}(\mathcal{D}(S + (\Theta(i)^{\vee}|V^*)|V^*)) = \ell$.

(15) Consider any $i \in \{1, 2, \ldots, \hat{m}\}$. $\mathcal{D}(S|V)\cap \mathcal{F}(\Theta(i)) = \mathcal{F}(\Theta(i))$. $S + (\Theta(i)^{\vee}|V^*) = \mathcal{A}(1) + \mathcal{A}(\Theta(i)^{\vee}|V^*)$. $\text{height}(\hat{H}(i), S + (\Theta(i)^{\vee}|V^*)) = 0 < \text{height}(H, S + (∆|V^*))$. For any $j \in \{2, 3, \ldots, c(S + (∆|V^*))\}$, $\Lambda(j) \cap (\Theta(i)^{\vee} \cup \Theta(i)^{\vee}) = \emptyset$.

(16) $\mathcal{D}(S|V)\cap \mathcal{F}(\Theta(\hat{m} + 1)) = \hat{H}(\hat{m} + 1)$-simple.

(17) Assume $\hat{m} \neq \tilde{m}$. Consider any $i \in \{\tilde{m} + 1, \hat{m} + 2, \ldots, \hat{m}\}$.

$\mathcal{D}(S|V)\cap \mathcal{F}(\Theta(i))$ is semisimple.

$\mathcal{F}(S + (\Theta(i)^{\vee}|V^*))_{\ell} = \{A(j)|j \in \{1, 2, \ldots, \tilde{c}(i)\}\}$.

Take any point $a(j) \in \mathcal{A}(j)$ for any $j \in \{1, 2, \ldots, \tilde{c}(i)\}$. For any $j \in \{2, 3, \ldots, \tilde{c}(i)\}$, $0 < b_{H(i)/N\ell}(a(j) - a(j)) < \langle b_{H(i)/N\ell}, a(j) - a(j) \rangle$.

For any $j \in \{2, 3, \ldots, c(S + (∆|V^*))\}$, $\Lambda(j) = \Lambda(j)|G(i)^{\vee} + \hat{H}(i)^{\vee}) \neq \emptyset \Leftrightarrow \Lambda(j)\cap(\Theta(i)^{\vee} \cup \Theta(i)^{\vee}) \neq \emptyset$.

(18) $\mathcal{D}(S|V)\cap \mathcal{F}(\Theta(\hat{m} + 1))$ is semisimple.

$\mathcal{F}(S + (\Theta(\hat{m} + 1)|V^*))_{\ell} = \{A(j)|j \in \{k, k + 1, \ldots, \hat{m} + 1\}\}$ for some $k \in \{2, 3, \ldots, \hat{m} + 1\}$.

If $\tilde{m} = \hat{m}$, then $\mathcal{F}(S + (\Theta(\hat{m} + 1)|V^*))_{\ell} = \{A(j)|j \in \{2, 3, \ldots, \hat{m} + 1\}\}$. $\text{height}(\hat{H}(\hat{m} + 1), S + (\Theta(\hat{m} + 1)|V^*)) < \text{height}(S + (∆|V^*))$.

(19) The following three conditions are equivalent:

(a) $\hat{B}$ is a subdivision of $\mathcal{D}(S + (∆|V^*))|V^*|$.

(b) $c(S + (∆|V^*))|V^*| = 2$ and $\hat{m} = \tilde{m}$.

(c) $c(S + (∆|V^*))|V^*| = 2$ and $\mathcal{D}(S + (∆|V^*))|V^*|, 2, \tilde{E}(i)) \in \mathbb{Z}$ for any $\tilde{E} \in \mathcal{F}(H^{op}|\Delta)$.

Below we assume that $\hat{B}$ is a subdivision of $\mathcal{D}(S + (∆|V^*))|V^*|$.

(20) $\hat{m} = \tilde{m} \geq 1$. $c(S + (∆|V^*)) = 2$. $\hat{\Lambda}(1) = \hat{\Theta}(1) = H^{op}\Delta$. $\Lambda(1) \cap \Lambda(2) = \hat{\Lambda}(2) = \hat{\Theta}(\tilde{m} + 1)$.

(21) $\{\Theta(\theta^{\vee} \subset ∆^{\vee}) \}
\{\Theta(i)|i \in \{1, 2, \ldots, \hat{m} + 1\}\} \cup \{\hat{\Theta}(i)|i \in \{2, 3, \ldots, \tilde{m}\}\} \cup \{\hat{\Theta}(\hat{m} + 1)\}$.

$\Theta \in \Theta^{\vee} \subset ∆^{\vee}$. The unique element $\Delta \in \mathcal{D}(S + (∆|V^*))|V^*$ satisfying $\Theta \subset ∆^{\vee}$ satisfies $\dim \Lambda = \dim ∆ - 1 = \{\Theta(\hat{m} + 1)\}$.

(22) $H = \hat{H}(\hat{m} + 1) \in \mathcal{F}(\Theta(\hat{m} + 1))_{1\ell}$. $H \in \mathcal{F}(\Delta)_{1\ell}$. $\hat{\Theta}(\hat{m} + 1) + H = \hat{\Theta}(\hat{m} + 1) \in \mathcal{B}^{\max}$. $\hat{\Theta}(\hat{m} + 1) \cap H = \{0\}$.

$\hat{\Theta}(\hat{m} + 1) \subset \Lambda(1)$. $\hat{\Theta}(\hat{m} + 1) \subset \Lambda(2)$. $\hat{\Theta}(\hat{m} + 1) \not\subset \Lambda(1)$. $\hat{\Theta}(\hat{m} + 1) \subset \Lambda(2)$. $\hat{\Theta}(\hat{m} + 1) \cap 2 \subset \Lambda(2)$. $\hat{\Theta}(\hat{m} + 1) \not\subset \Lambda(1)$. $\hat{\Theta}(\hat{m} + 1) \subset \Lambda(2)$.

Let $a(1) \in A(1)$ and $a(2) \in A(2)$ be any points. Let $F = A(2) + (\text{vect}(\Theta(\hat{m} + 1)|V^*))$.

(23) $\hat{\Theta}(\hat{m} + 1) \subset \hat{\Theta}(\hat{m} + 1) \subset ∆ \subset |\mathcal{D}(S|V)|$, and $S + (\hat{\Theta}(\hat{m} + 1)|V^*) \subset S + (\Theta(\hat{m} + 1)|V^*) \subset S + (∆|V^*) \subset S$.

$S + (\Theta(\hat{m} + 1)|V^*) = A(2) + (\Theta(\hat{m} + 1)|V^*) = \{a(2)\} + (\Theta(\hat{m} + 1)|V^*)$.
$S + (\Theta(\hat{m} + 1)|V^*) = A(2) + (\Theta(\hat{m} + 1)|V^*) = \{a(2)\} + (\Theta(\hat{m} + 1)|V^*)$.
$S + (∆|V^*) = \text{conv}(A(1) \cup A(2)) + (∆|V^*) = \text{conv}(\{a(1), a(2)\}) + (∆|V^*)$. 

(24) \( F \in \mathcal{F}(S + (\Theta(\hat{m} + 1)^\gamma|V^*)) \). \( F \cap (S + (\Theta(\hat{m} + 1)^\gamma|V^*)) \in \mathcal{F}(S + (\Theta(\hat{m} + 1)^\gamma|V^*)) \).

\( \Delta(F, S + (\Theta(\hat{m} + 1)^\gamma|V^*)) = \Delta(F \cap (S + (\Theta(\hat{m} + 1)^\gamma|V^*)), S + (\Theta(\hat{m} + 1)^\gamma|V^*)) \).

\( F \subseteq \{a(2)\} + (\text{vect}(\Theta(\hat{m} + 1)^\gamma|V^*)) = \text{aff}(\{a(1), a(2)\} + (\text{vect}(\Delta)^\gamma|V^*)).

\( F \cap (S + (\Theta(\hat{m} + 1)^\gamma|V^*)) = A(2) + \Delta(\Theta(\hat{m} + 1), \Theta(\hat{m} + 1)|V^*) = \{a(2)\} + \mathbb{R}_0(a(1) - a(2)) + (\text{vect}(\Delta)^\gamma|V^*) \).

\( F \cap (S + (\Delta^\gamma|V^*)) = \text{conv}(A(1) \cup A(2)) = \text{conv}(\{a(1), a(2)\}) + (\text{vect}(\Delta)^\gamma|V^*) \).

(25) \( \langle b_{H/N}, a(1) \rangle > \langle b_{H/N}, a(2) \rangle \).

\( \{\langle b_{H/N}, a \rangle \in F \} = \mathbb{R} \).

\( \{\langle b_{H/N}, a \rangle \mid a \in F \cap (S + (\Theta(\hat{m} + 1)^\gamma|V^*)) = \{t \in \mathbb{R} | (b_{H/N}, a(2)) < t \} \}

\( \{\langle b_{H/N}, a \rangle \mid a \in F \cap (S + (\Delta^\gamma|V^*)) = \{t \in \mathbb{R} | (b_{H/N}, a(2)) < t \} \}

\( \max\{\langle b_{H/N}, a \rangle \mid a \in F \cap (S + (\Delta^\gamma|V^*)) \}

\( \min\{\langle b_{H/N}, a \rangle \mid a \in F \cap (S + (\Delta^\gamma|V^*)) \}

\( \langle b_{H/N}, a(1) \rangle - \langle b_{H/N}, a(2) \rangle \)

\( \text{height}(H, S + (\Delta^\gamma|V^*)) \)

Below we consider any rational convex pseudo polyhedrons \( T \) and \( U \) over \( N \) in \( V \) satisfying \( T + U = S \).

(27) \( \mathcal{D}(T|V) \cap \mathcal{D}(U|V) = \mathcal{D}(S|V) \).

\( \mathcal{D}(T + (\Delta^\gamma|V^*))|V| = \mathcal{D}(T|V) \cap \mathcal{F}(\Delta) \) is \( H \)-simple. \( \mathcal{D}(U + (\Delta^\gamma|V^*))|V| = \mathcal{D}(U|V) \cap \mathcal{F}(\Delta) \) is \( H \)-simple. \( \text{height}(H, T + (\Delta^\gamma|V^*)) \) and \( \text{height}(H, S + (\Delta^\gamma|V^*)) \) are equal.

Let \( \tilde{D}(T + (\Delta^\gamma|V^*))|V| \) and \( \tilde{D}(U + (\Delta^\gamma|V^*))|V| \) denote the \( H \)-skeleton of \( \mathcal{D}(T + (\Delta^\gamma|V^*))|V| \) and \( \mathcal{D}(U + (\Delta^\gamma|V^*))|V| \) respectively.

(28) \( \tilde{D}(T + (\Delta^\gamma|V^*))|V| \cup \tilde{D}(U + (\Delta^\gamma|V^*))|V| = \tilde{D}(S + (\Delta^\gamma|V^*))|V| \).

(29) For any \( i \in \{1, 2, \ldots, \hat{m}\} \), \( \text{height}(H(i), T + (\Theta(i)^\gamma|V^*)) = 0 \).

(30) Assume \( \hat{m} \neq \hat{m} \). Consider any \( i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m}\} \). \( \text{If } 0 < \text{height}(H(i), T + (\Theta(i)^\gamma|V^*)) \).

(31) \( \text{height}(H(\hat{m} + 1), T + (\Theta(\hat{m} + 1)^\gamma|V^*)) \leq \text{height}(H, T + (\Delta^\gamma|V^*)) \).

(32) Let \( r_U = c(U + (\Delta^\gamma|V^*)) \in \mathbb{Z}_+ \). Assume that the structure constant of \( \mathcal{D}(U + (\Delta^\gamma|V^*)) |V| \) corresponding to the pair \((i, E)\) is an integer for any \( i \in \{1, 2, \ldots, r_U\} \) and any \( E \in \mathcal{F}(\Theta^\gamma|\Delta) \).

Proof. We show only claim 17. This is the most important. Claim 4.(c) follows from claims 7, 8, 15, 17 and 18.

Assume \( \hat{m} \neq \hat{m} \). \( \hat{m} - \hat{m} > 1 \). Consider any \( i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m}\} \). Since \( \Theta(i) \subseteq \Delta \) and \( \mathcal{D}(S|V) \cap \mathcal{F}(\Delta) \) is \( H \)-simple, \( \mathcal{D}(S|V) \cap \mathcal{F}(\Delta) \) is semisimple and we know \( \mathcal{D}(S|V) \cap \mathcal{F}(\Theta(i)) = \mathcal{D}(S|V) \cap \mathcal{F}(\Theta(i)) \) is semisimple by Lemma 10.3.2.

Let \( \hat{s} = s(|V^*|, N^*, H, F(\Delta), \hat{m}, \hat{E}) \).

Then \( \hat{s} \in \mathcal{F}(H^\Theta|\Delta) \times \{0, 1, \ldots, \hat{m}\} \rightarrow \mathbb{Z}_0 \).

Note that \( \mathcal{D}(S + (\Theta(i)^\gamma|V^*))|V| = \mathcal{D}(S|V) \cap \mathcal{F}(\Theta(i)) \neq \mathcal{D}(S|V) \cap \mathcal{F}(\Theta(i)) \).

\( \Lambda(j) \cap \Theta(i)^\gamma \neq \emptyset \).
\[ \partial^H \Theta(i) = \Theta(i) = \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} \mathbb{R}_0(b_{\bar{E}/N^*} + \hat{s}(i-1, \bar{E})b_{H/N^*}) \]
\[ = \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1 - \{\bar{E}(i)\}} \mathbb{R}_0(b_{\bar{E}/N^*} + \hat{s}(i-1, \bar{E})b_{H/N^*}) \]
\[ + \mathbb{R}_0(b_{\bar{E}(i)/N^*} + \hat{s}(i-1, \bar{E}(i))b_{H/N^*}), \]
\[ \partial^H \Theta(i) = \Theta(i + 1) = \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} \mathbb{R}_0(b_{\bar{E}/N^*} + \hat{s}(i, \bar{E})b_{H/N^*}) \]
\[ = \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1 - \{\bar{E}(i)\}} \mathbb{R}_0(b_{\bar{E}/N^*} + \hat{s}(i-1, \bar{E})b_{H/N^*}) \]
\[ + \mathbb{R}_0(b_{\bar{E}(i)/N^*} + \hat{s}(i, \bar{E}(i))b_{H/N^*}), \]
\[ \hat{s}(i-1, \bar{E}(i)) = [c(D(S + (\Delta^N|V^*)|V^*), 2, \bar{E}(i))] \]
\[ < c(D(S + (\Delta^N|V^*)|V^*), 2, \bar{E}(i)) \leq c(D(S + (\Delta^N|V^*)|V^*), \bar{c}(i), \bar{E}(i)) \]
\[ < c(D(S + (\Delta^N|V^*)|V^*), 2, \bar{E}(i))] = \hat{s}(i, \bar{E}(i)). \]

Consider any \( j \in \{1, 2, \cdots, \bar{c}(i)\} \) with \( j \neq c(S + (\Delta^N|V^*)|V^*), j \leq \bar{E}(i) \) \( \leq \bar{r}_j \leq \bar{s}(i, \bar{E}(i)) \) and \( \bar{c}(i) \leq \bar{r}_j \leq \bar{s}(i, \bar{E}(i)) \), \( j \in \{1, 2, \cdots, \bar{c}(i)\} \), \( j \leq \bar{E}(i) \), and there exist a mapping \( t_j : \mathcal{F}(H^{op}|\Delta)_1 \to \mathbb{R}_+ \) and a real number \( u_j \) satisfying
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})\hat{s}(i-1, \bar{E}) < u_j < \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})\hat{s}(i, \bar{E}) \]
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})c(D(S + (\Delta^N|V^*)|V^*), j, \bar{E}) < u_j \]
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})c(D(S + (\Delta^N|V^*)|V^*), j + 1, \bar{E}). \]

We take a mapping \( t_j : \mathcal{F}(H^{op}|\Delta)_1 \to \mathbb{R}_+ \) and a real number \( u_j \) satisfying the above conditions. We know \( \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})b_{\bar{E}/N^*} + u_jb_{H/N^*} \in \Lambda(j)^o \cap \Theta(i)^o \neq \emptyset. \)

We know that if \( \bar{c}(i) \neq c(S + (\Delta^N|V^*)|V^*) \), then for any \( j \in \{1, 2, \cdots, \bar{c}(i)\} \), \( \Lambda(j)^o \cap \Theta(i)^o \neq \emptyset. \)

Consider the case \( \bar{c}(i) = c(S + (\Delta^N|V^*)|V^*) \). We denote \( j = \bar{c}(i) = c(S + (\Delta^N|V^*)|V^*) \).

There exists a real number \( r_j \) satisfying \( \hat{s}(i-1, \bar{E}(i)) \leq r_j \leq \bar{s}(i, \bar{E}(i)) \) \( \leq \bar{r}_j \leq \bar{s}(i, \bar{E}(i)) \) and \( \bar{c}(i) \leq \bar{r}_j \leq \bar{s}(i, \bar{E}(i)) \), and there exist a mapping \( t_j : \mathcal{F}(H^{op}|\Delta)_1 \to \mathbb{R}_+ \) and a real number \( u_j \) satisfying
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})\hat{s}(i-1, \bar{E}) < u_j < \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})\hat{s}(i, \bar{E}) \]
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})c(D(S + (\Delta^N|V^*)|V^*), j, \bar{E}) < u_j \]
\[ \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})c(D(S + (\Delta^N|V^*)|V^*), j + 1, \bar{E}). \]

We take a mapping \( t_j : \mathcal{F}(H^{op}|\Delta)_1 \to \mathbb{R}_+ \) and a real number \( u_j \) satisfying the above conditions. We know \( \sum_{E \in \mathcal{F}(H^{op}|\Delta)_1} t_j(\bar{E})b_{\bar{E}/N^*} + u_jb_{H/N^*} \in \Lambda(j)^o \cap \Theta(i)^o \neq \emptyset. \)
We know that if \( \bar{c}(i) = c(S + (\Delta | V^*)) \), then for any \( j \in \{1, 2, \ldots, \bar{c}(i)\} \), \( \Lambda(j) \circ \Theta(i) \neq 0 \).

We know that for any \( j \in \{1, 2, \ldots, \bar{c}(i)\} \), \( \Lambda(j) \circ \Theta(i) \neq 0 \).

Consider any \( j \in \{1, 2, \ldots, c(S + (\Delta | V^*))\} \) satisfying \( \Lambda(j) \circ \Theta(i) \neq 0 \). We know that there exists \( \hat{E} \in \mathcal{F}(H^0|\Delta) \) satisfying \( c(D(S + (\Delta | V^*))|V^*), j, \hat{E} < \hat{s}(i, \hat{E}) \). We take \( \hat{E} \in \mathcal{F}(H^0|\Delta) \) satisfying \( c(D(S + (\Delta | V^*))|V^*), j, \hat{E} < \hat{s}(i, \hat{E}) \).

If \( \hat{E} \notin R \), then \( c(D(S + (\Delta | V^*))|V^*), j, \hat{E} < \hat{s}(i, \hat{E}) = c(D(S + (\Delta | V^*))|V^*), 2, \hat{E} \) and \( j = 1 \leq \bar{c}(i) \).

If \( \hat{E} \in R \), then there exists \( k \in \{\bar{m} + 1, \bar{m} + 2, \ldots, \bar{m}\} \) satisfying \( \bar{E} = \hat{E}(k) \). We take \( k \in \{\bar{m} + 1, \bar{m} + 2, \ldots, \bar{m}\} \) satisfying \( \bar{E} = \hat{E}(k) \).

Consider the case \( k \leq i \). We have \( c(D(S + (\Delta | V^*))|V^*), j, \hat{E}(k) = c(D(S + (\Delta | V^*))|V^*), j, \hat{E} < \hat{s}(i, \hat{E}) = \hat{s}(i, \hat{E}(k)) = [c(D(S + (\Delta | V^*))|V^*), 2, \hat{E}(k)] \) and \( 1 \leq j \leq \bar{c}(k) \leq \bar{c}(i) \).

Consider the case \( k > i \). We have \( c(D(S + (\Delta | V^*))|V^*), j, \hat{E}(k) = c(D(S + (\Delta | V^*))|V^*), j, \hat{E} < \hat{s}(i, \hat{E}) = \hat{s}(i, \hat{E}(k)) = [c(D(S + (\Delta | V^*))|V^*), 2, \hat{E}(k)] < c(D(S + (\Delta | V^*))|V^*), 2, \hat{E}(k)) \) and \( j = 1 \leq \bar{c}(i) \).

We know that for any \( j \in \{1, 2, \ldots, c(S + (\Delta | V^*))\} \) satisfying \( \Lambda(j) \circ \Theta(i) \neq 0 \), \( j \in \{1, 2, \ldots, \bar{c}(i)\} \).

Therefore, \( D(S + (\Theta(i)|V^*))|V^0 = \{\Lambda(j) \circ \Theta(i)|j \in \{1, 2, \ldots, c(S + (\Delta | V^*))\}, \Lambda(j) \circ \Theta(i) \neq 0\} = \{\Lambda(j) \circ \Theta(i)|j \in \{1, 2, \ldots, \bar{c}(i)\}\} \). Since \( \dim \Theta(i) = \dim \Delta = \dim \mathcal{C} \), we know \( \mathcal{F}(S + (\Theta(i)|V^*))|V^0 \) is \( \{\Lambda(j)|j \in \{1, 2, \ldots, \bar{c}(i)\}\} \).

For any \( j \in \{1, 2, \ldots, c(S + (\Delta | V^*))\} \) we take any point \( a(j) \in A(j) \).

Consider any \( j \in \{2, 3, \ldots, \bar{c}(i)\} \).

\[
\langle b_{H/N}, a(j - 1) - a(j) \rangle > 0 \text{ and } c(S + (\Delta | V^*), 2, \hat{E}(i)) \leq c(S + (\Delta | V^*), j, \hat{E}(i)) \leq c(S + (\Delta | V^*), \bar{c}(i), \hat{E}(i)) < [c(S + (\Delta | V^*), 2, \hat{E}(i))] < 1.
\]

By Lemma 13.2.18.(f) we have

\[
\langle b_{H/N}, a(j - 1) - a(j) \rangle = \langle b_{\hat{E}(i)/N}, a(j - 1) - a(j) \rangle = \langle b_{\hat{E}(i)/N}, a(j - 1) - a(j) \rangle + [c(S + (\Delta | V^*), j, \hat{E}(i)) \langle b_{H/N}, a(j - 1) - a(j) \rangle] + [c(S + (\Delta | V^*), 2, \hat{E}(i)) \langle b_{H/N}, a(j - 1) - a(j) \rangle] = (\langle c(S + (\Delta | V^*), 2, \hat{E}(i)) \rangle - c(S + (\Delta | V^*), j, \hat{E}(i)) \langle b_{H/N}, a(j - 1) - a(j) \rangle) > 0.
\]

And

\[
\langle b_{H/N}, a(j - 1) - a(j) \rangle = \langle c(S + (\Delta | V^*), 2, \hat{E}(i)) \rangle - c(S + (\Delta | V^*), j, \hat{E}(i)) \langle b_{H/N}, a(j - 1) - a(j) \rangle < \langle b_{H/N}, a(j - 1) - a(j) \rangle.
\]
We know

\[
\max\{\langle b_{H(i)/N^*}, a(j) \rangle | j \in \{1, 2, \ldots, c(i)\}\} = \langle b_{H(i)/N^*}, a(1) \rangle,
\]
\[
\min\{\langle b_{H(i)/N^*}, a(j) \rangle | j \in \{1, 2, \ldots, c(i)\}\} = \langle b_{H(i)/N^*}, a(c(i)) \rangle,
\]
\[
\text{height}(\bar{H}(i), S + (\Theta(i)^{\circ} | V^*)^\perp) = \langle b_{H(i)/N^*}, a(1) \rangle - \langle b_{H(i)/N^*}, a(c(i)) \rangle
\]
\[
= \langle \bar{b}_{H(i)/N^*}, a(1) - a(c(i)) \rangle = \sum_{j=2}^{c(i)} \langle \bar{b}_{H(i)/N^*}, a(j) - a(j) \rangle
\]
\[> 0, \text{ and}\]
\[
\text{height}(\bar{H}(i), S + (\Theta(i)^{\circ} | V^*)^\perp) = \sum_{j=2}^{c(i)} \langle \bar{b}_{H(i)/N^*}, a(j) - a(j) \rangle
\]
\[
\leq \sum_{j=2}^{c(i)} \langle \bar{b}_{H/N^*}, a(j) - a(j) \rangle \leq \sum_{j=2}^{c(S + (\Delta^V | V^*)^\perp)} \langle \bar{b}_{H/N^*}, a(j - 1) - a(j) \rangle
\]
\[
= \langle b_{H/N^*}, a(1) - a(c(S + (\Delta^V | V^*)^\perp)) \rangle = \langle b_{H/N^*}, a(1) \rangle - \langle b_{H/N^*}, a(c(S + (\Delta^V | V^*)^\perp)) \rangle
\]
\[= \text{height}(H, S + (\Delta^V | V^*)^\perp).
\]

Consider any \( j \in \{2, 3, \ldots, c(S + (\Delta^V | V^*)^\perp) \} \).

By definition of \( \bar{c}(i) \), we know \( j \in \{2, 3, \ldots, c(i)\} \Leftrightarrow c(D(S + (\Delta^V | V^*)^\perp), j, \hat{E}(i)) < [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] \). Since \( \hat{E}(i) \in \hat{R}, [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] \leq [c(D(S + (\Delta^V | V^*)^\perp), j, \hat{E}(i))]. \) Therefore, \( c(D(S + (\Delta^V | V^*)^\perp), j, \hat{E}(i)) < [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] \Leftrightarrow [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] \). Since \( \hat{G}(i) + \bar{H}(i) = \mathbb{R}_0(b_{E(i)/N^*}, [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))]b_{H/N^*} + \mathbb{R}_0(b_{E(i)/N^*}, \hat{E}(i))]b_{H/N^*}, \) we know \( [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] \).

\( \Lambda(j) \cap \Theta(i)^{\circ} \neq \emptyset, \Lambda(j) \cap \Theta(i)^{\circ} \neq \emptyset. \) Take any point \( \omega \in \Lambda(j) \cap \Theta(i)^{\circ}. \) Let \( \chi = b_{E(i)/N^*} + c(D(S + (\Delta^V | V^*)^\perp), j, \hat{E}(i))b_{H/N^*} \in \Lambda(j). \) We know that there exists a real number \( \epsilon_0 \) with 0 < \( \epsilon \leq \epsilon_0 \) such that (1 - \( t\omega + \chi \in \Lambda(j) \cap \Theta(i)^{\circ} \) for any real number \( t \) with 0 < \( t \leq \epsilon \), since \( [c(D(S + (\Delta^V | V^*)^\perp), 2, \hat{E}(i))] < [c(D(S + (\Delta^V | V^*)^\perp), j, \hat{E}(i))] \). It follows \( \Lambda(j) \cap \Theta(i)^{\circ} \neq \emptyset. \) Therefore, \( \Lambda(j) \cap \Theta(i)^{\circ} \neq \emptyset \Rightarrow \Lambda(j) \cap \Theta(i)^{\circ} \neq \emptyset \Rightarrow \emptyset = \emptyset. \)

18. Upward subdivisions and the hard height inequalities

Let \( V \) be any finite dimensional vector space over \( \mathbb{R} \) with \( \text{dim} V \geq 2; \) let \( N \) be any lattice of \( V; \) and let \( S \) be any rational convex pseudo polyhedron over \( N \) in \( V \) such that \( \text{dim} \mathcal{D}(S | V) \geq 2. \)

By \( \mathcal{HC}(V, N, S) \) we denote the set of all pairs \( (H, C) \) of a one-dimensional simplicial cone \( H \) over the dual lattice \( N^* \) of \( N \) in the dual vector space \( V^* \) of \( V \) and a simplicial cone decomposition \( C \) over \( N^* \) in \( V^* \) such that \( \text{dim} C = \text{dim} \text{vect}(|C|) \geq 2, \)
any $i$ there exists $\emptyset$ such that $\text{height}(H, C, S) \in \{C / H\} \subset |D(S)|$ and $D(S)|F(\Delta)$ is $H$-simple for any $\Delta \in C^\text{max}$.

In this section we consider the case $\mathcal{H}(V, N, S) \neq \emptyset$. We assume $\mathcal{H}(V, N, S) \neq \emptyset$ below.

Note that $\text{height}(H, C, S) \in (1 / \text{den}(S/N)) \mathbb{Z}_0$ for any $(H, C) \in \mathcal{H}(V, N, S)$. Therefore, for any infinite sequence $(H(i), C(i)), i \in \mathbb{Z}_0$ of elements of $\mathcal{H}(V, N, S)$ such that $\text{height}(H(i), C(i), S) \geq \text{height}(H(i + 1), C(i + 1), S)$ for any $i \in \mathbb{Z}_0$, there exists $i_0 \in \mathbb{Z}_0$ such that $\text{height}(H(i), C(i), S) = \text{height}(H(i_0), C(i_0), S)$ for any $i \in \mathbb{Z}_0$ with $i \geq i_0$.

Consider any $(H, C) \in \mathcal{H}(V, N, S)$.

By $\mathcal{S}(H, C, S)$ we denote the set of all pairs $(M, F)$ of a non-negative integer $M \in \mathbb{Z}_0$ and a center sequence $F$ of $C$ of length $M$ such that $\text{dim} F(i) = 2$ for any $i \in \{1, 2, \ldots, M\}$, $F(i) \not\subset |C - (C/H)|$ for any $i \in \{1, 2, \ldots, M\}$, and $C \ast F(1) \ast F(2) \ast \cdots \ast F(M)$ is a subdivision of $\mathcal{D}(S)|C$.

Below, we use induction on $\text{height}(H, C, S)$, we will show that $\mathcal{S}(H, C, S) \neq \emptyset$, and we will define a non-empty subset $\mathcal{U}(H, C, S)$ of $\mathcal{S}(H, C, S)$.

Consider any $(H, C) \in \mathcal{H}(V, N, S)$ satisfying $\text{height}(H, C, S) = 0$. By 0c we denote the unique center sequence $C$ of length $0$. By Lemma 16.16.1 we know that $C$ is a subdivision of $\mathcal{D}(S)|C$ and therefore $(0, 0c) \in \mathcal{S}(H, C, S) \neq \emptyset$. We define $\{0, 0c\} = \mathcal{U}(H, C, S)$. Obviously $\emptyset \neq \mathcal{U}(H, C, S) \subset \mathcal{S}(H, C, S)$.

Consider any $(H, C) \in \mathcal{H}(V, N, S)$ satisfying $\text{height}(H, C, S) > 0$.

By induction hypothesis we can assume that a non-empty subset $\mathcal{U}(H, C, S)$ of $\mathcal{S}(H, C, S)$ is defined for any $(H, C) \in \mathcal{H}(V, N, S)$ satisfying $\text{height}(H, C, S) < \text{height}(H, C, S)$. Below we assume this claim.

The characteristic function $\gamma : (C - (C/H)|C) \to \mathbb{Q}_0$ of $(H, C, S)$ is defined. Let $m = \sum_{E \in (C - (C/H))} |\gamma(E)| \in \mathbb{Z}_+$ and $\bar{m} = \sum_{E \in (C - (C/H))} \gamma(E) \in \mathbb{Z}_0$. Obviously $\bar{m} \leq m$.

Let $\mathcal{E}$ denote the set of all compatible mappings $E : \{1, 2, \ldots, m\} \to (C - (C/H))$ with $S$. By Lemma 16.16.1 we know $\mathcal{E} \neq \emptyset$. Consider any $E \in \mathcal{E}$.

Let $F = F(V^*, N^*, H, C, m, E)$ and $B = B(V^*, N^*, H, C, m, E)$. We have a mapping $F : \{1, 2, \ldots, m\} \to 2^{V^*}$.

By Lemma 14.3.4 and 2 we know that $F$ is a center sequence of $C$ of length $m$ such that $\text{dim} F(i) = 2$, $F(i) \subset E(i)+H$ and $F(i) \not\subset |C - (C/H)|$ for any $i \in \{1, 2, \ldots, m\}$. By definition $B = C \ast F(1) \ast F(2) \ast \cdots \ast F(m)$. By Lemma 14.3.1 we know that $B$ is a simplicial cone decomposition over $N$ in $V$, $\text{dim} B = \text{dim} \text{vect}(|B|) = \text{dim} C$, $\text{vect}(|B|) = \text{vect}(|C|)$, $B^{\text{max}} = B^0$, $B$ is an iterated barycentric subdivision of $C$, and $|B| = |C|$.

We have mappings

$$H = H(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*},$$

and

$$B = B(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*}.$$

By Lemma 14.3.2, Lemma 14.3.4 and Theorem 17.1.4(c) we know that $H(i)$ is a one-dimensional simplicial cone over $N^*$ in $V^*$, $B(i)$ is a simplicial cone decomposition over $N^*$ in $V^*$, $\text{dim} B(i) = \text{dim} \text{vect}(|B(i)|) = \text{dim} C$, $\text{vect}(|B(i)|) = \text{vect}(|C|)$, $B(i)^{\text{max}} = B(i)^0$, $H(i) \in B(i)$, $B(i) = (B(i)/H(i))^k$, $B(i) \subset B$, $|B(i)| \subset |B| = |C| \subset |D(S)|$, and $\text{height}(H(i), B(i), S) < \text{height}(H, C, S)$ for any $i \in \{1, 2, \ldots, m + 1\}$.
By Theorem 17.1.5 we know that \( B \setminus |B(i)| = B(i) = D(S|V) \cap B(i) \) and \( B \setminus |B(i)| \) is a subdivision of \( D(S|V) \cap B(i) \) for any \( i \in \{1, 2, \ldots, \bar{m}\} \).

Consider any element \( \mu \in \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \).

By induction we will show that there exist mappings
\[
M: \{\bar{m}, \bar{m} + 1, \ldots, \mu\} \to \mathbb{Z}_+,
\]
and
\[
\bar{F}: \{1, 2, \ldots, M(\mu)\} \to 2^V
\]
satisfying the following conditions:

1. \( M(\bar{m}) = m \) and \( M(i - 1) \leq M(i) \) for any \( i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, \mu\} \).
2. \( \bar{F}(j) = F(j) \) for any \( j \in \{1, 2, \ldots, m\} \).
3. \( \bar{F}(j) \) is a simplicial cone over \( N^* \) in \( V^* \) and \( \dim \bar{F}(j) = 2 \) for any \( j \in \{1, 2, \ldots, m, M(\mu)\} \), and \( \bar{F} \) is a center sequence of \( C \) of length \( M(\mu) \).
4. \( \bar{F}(j) \subset [B(i)] \) and \( \bar{F}(j) \not\subset [B(i) \setminus (B(i)/H(i))] \) for any \( i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, \mu\} \) and any \( j \in \{M(i - 1) + 1, M(i - 1) + 2, \ldots, M(i)\} \).
5. \( \bar{F} * \bar{F}(1) * \bar{F}(2) * \cdots * \bar{F}(M(\mu) \setminus |B(i)|) \) is a subdivision of \( D(S|V) \cap B(i) \) for any \( i \in \{1, 2, \ldots, \mu\} \).
6. Consider any \( i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, \mu\} \).

Denote \( \bar{C}(i) = \bar{F} * \bar{F}(1) * \bar{F}(2) * \cdots * \bar{F}(M(\mu - 1) \setminus |B(i)|) \).

Let \( \bar{F}(i): \{1, 2, \ldots, M(i) - M(i - 1)\} \to 2^V \) denote the mapping satisfying \( \bar{F}(i)(j) = \bar{F}(M(i - 1) + j) \) for any \( j \in \{1, 2, \ldots, M(i) - M(i - 1)\} \).

\[
|\bar{C}(i)| = |B(i)|, (H(i), \bar{C}(i)) \in \mathcal{H}(V, N, S), \text{height}(H(i), \bar{C}(i), S) < \text{height}(H, C, S) \text{ and } (M(i) - M(i - 1), \bar{F}(i)) \in \mathcal{USD}(H(i), \bar{C}(i), S).
\]

Consider the case \( \mu = \bar{m} \). We define \( M(\bar{m}) = m \) and \( \bar{F}(j) = F(j) \) for any \( j \in \{1, 2, \ldots, m\} \). We know that mappings
\[
M: \{\bar{m}, \bar{m} + 1, \ldots, \mu\} = \{\bar{m}\} \to \mathbb{Z}_+,
\]
and
\[
\bar{F} = F: \{1, 2, \ldots, M(\mu)\} = \{1, 2, \ldots, m\} \to 2^V
\]
satisfy the above conditions.

Assume that \( \mu > \bar{m} \) and there exist mappings
\[
M: \{\bar{m}, \bar{m} + 1, \ldots, \mu - 1\} \to \mathbb{Z}_+,
\]
and
\[
\bar{F}: \{1, 2, \ldots, M(\mu - 1)\} \to 2^V
\]
satisfying the above conditions in which \( \mu \) is replaced by \( \mu - 1 \). We take mappings
\[
M: \{\bar{m}, \bar{m} + 1, \ldots, \mu - 1\} \to \mathbb{Z}_+,
\]
and
\[
\bar{F}: \{1, 2, \ldots, M(\mu - 1)\} \to 2^V
\]
satisfying the above conditions in which \( \mu \) is replaced by \( \mu - 1 \).

Let \( \bar{C}(\mu) = C * \bar{F}(1) * \bar{F}(2) * \cdots * \bar{F}(M(\mu - 1) \setminus |B(\mu)|) \). We know that \( \bar{C}(\mu) = B * \bar{F}(\bar{M}(\bar{m} + 1) * \bar{F}(\bar{M}(\bar{m} + 2) * \cdots * \bar{F}(\bar{M}(\mu - 1) \setminus |B(\mu)|)) \).

\( \bar{C}(\mu) \) is a simplicial cone decomposition over \( N^* \) in \( V^* \), \( \dim \bar{C}(\mu) = \dim \text{vect}(\bar{C}(\mu)) = \dim C, \text{vect}(\bar{C}(\mu)) = \text{vect}(C), \bar{C}(\mu)^\max = \bar{C}(\mu)^B, \bar{C}(\mu) \) is a subdivision of \( B(\mu) \) and \( |\bar{C}(\mu)| = |B(\mu)| \).

Since \( D(S|V) \cap F(\Theta) \) is semisimple for any \( \Theta \in B(\mu)^\max \), we know that \( D(S|V) \cap F(\Theta) \) is semisimple for any \( \Theta \in \bar{C}(\mu)^\max \).

Note that
\[
\bar{F}(j) \subset |C - (C/H)| \cup \bigcup_{i \in \{1, 2, \ldots, \mu - 1\}} |B(i)|.
\]
for any $j \in \{M(\bar{m}) + 1, M(\bar{m}) + 2, \ldots, M(\mu - 1)\}$,

\[
(|C - (C/H)| \cup \bigcup_{i \in \{1, 2, \ldots, \mu - 1\}} |B(i)|) \cap |B(\mu)| = |B(\mu) - (B(\mu)/H(\mu))|,
\]

and $B \ast \tilde{F}(M(\bar{m}) + 1) \ast \tilde{F}(M(\bar{m}) + 2) \ast \cdots \ast \tilde{F}(M(\mu - 1)) \setminus (|C - (C/H)| \cup \bigcup_{i \in \{1, 2, \ldots, \mu - 1\}} |B(i)|)$ is a subdivision of $D(S[V])$.

Let $\ell = \sharp\{j \in \{M(\bar{m}) + 1, M(\bar{m}) + 2, \ldots, M(\mu - 1)\} | \tilde{F}(j) \in |B(\mu) - (B(\mu)/H(\mu))|\}$ and let $\tau : \{1, 2, \ldots, \ell\} \to \{M(\bar{m}) + 1, M(\bar{m}) + 2, \ldots, M(\mu - 1)\}$ denote the unique injective mapping preserving the order and satisfying $\tau(\{1, 2, \ldots, \ell\}) = \{j \in \{M(\bar{m}) + 1, M(\bar{m}) + 2, \ldots, M(\mu - 1)\} | \tilde{F}(j) \in |B(\mu) - (B(\mu)/H(\mu))|\}$. We know that $\bar{C}(\mu) = B(\mu) \ast \tilde{F}(1) \ast \tilde{F}(2) \ast \cdots \ast \tilde{F}(\ell)$. Since $\tilde{F}(\tau(j)) \subset |B(\mu) - (B(\mu)/H(\mu))|$ for any $j \in \{1, 2, \ldots, \ell\}$, we know that $H(\mu) \in \bar{C}(\mu)_1$, $\bar{C}(\mu) = (\bar{C}(\mu)/H(\mu))^{\#}$, $|\bar{C}(\mu)| = |B(\mu)|$, $|\bar{C}(\mu) - (\bar{C}(\mu)/H(\mu))| = |B(\mu) - (B(\mu)/H(\mu))|$ and $\height(H(\mu), \bar{C}(\mu), S) = \height(H(\mu), B(\mu), S) < \height(H, C, S)$.

Consider any $\Theta \in \bar{C}(\mu)_{\max}$, $D(S[V]) \cap F(\Theta)$ is semisimple. $\Theta \in \bar{C}(\mu)/H(\mu)$, and $H(\mu)^{\op} \Theta \in \bar{C}(\mu) - (\bar{C}(\mu)/H(\mu))$. On the other hand we know $\bar{C}(\mu) - (\bar{C}(\mu)/H(\mu)) = (\bar{C}(\mu)|B(\mu) - (B(\mu)/H(\mu))| = B \ast \tilde{F}(M(\bar{m}) + 1) \ast \tilde{F}(M(\bar{m}) + 2) \ast \cdots \ast \tilde{F}(M(\mu - 1))\setminus |B(\mu) - (B(\mu)/H(\mu))| = B \ast \tilde{F}(M(\bar{m}) + 1) \ast \tilde{F}(M(\bar{m}) + 2) \ast \cdots \ast \tilde{F}(M(\mu - 1))\setminus (|C - (C/H)| \cup \bigcup_{i \in \{1, 2, \ldots, \mu - 1\}} |B(i)|)\setminus |B(\mu) - (B(\mu)/H(\mu))|$, and $\bar{C}(\mu) - (\bar{C}(\mu)/H(\mu))$ is a subdivision of $D(S[V])$. Therefore $D(S[V]) \cap F(H(\mu)^{\op}\Theta) = F(H(\mu)^{\op}\Theta)$, and we know that $D(S[V]) \cap F(\Theta)$ is $H(\mu)$-simple.

We know that $(H(\mu), \bar{C}(\mu)) \in \mathcal{HC}(V, N, S)$, $\height(H(\mu), \bar{C}(\mu), S) < \height(H, C, S)$, and a non-empty subset $USD(H(\mu), \bar{C}(\mu), S)$ of $SD(H(\mu), \bar{C}(\mu), S)$ is defined.

Take any element $(L, G) \in USD(H(\mu), \bar{C}(\mu), S)$. Put $M(\mu) = M(\mu - 1) + L$, and put $\tilde{F}(j) = G(j - M(\mu - 1))$ for any $j \in \{M(\mu - 1) + 1, M(\mu - 1) + 2, \ldots, M(\mu)\}$. We obtain extended mappings

\[
M : \{\bar{m}, \bar{m} + 1, \ldots, \mu\} \to \mathbb{Z}_+,
\]

\[
\tilde{F} : \{1, 2, \ldots, M(\mu)\} \to 2^V^*
\]

satisfying the above conditions.

By induction on $\mu$ we know that there exist mappings

\[
M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+,
\]

\[
\tilde{F} : \{1, 2, \ldots, M(\mu)\} \to 2^V^*
\]

satisfying the following conditions:

1. $M(\bar{m}) = m$ and $M(i - 1) \leq M(i)$ for any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\}$.
2. $\tilde{F}(j) = F(j)$ for any $j \in \{1, 2, \ldots, m\}$
3. $\tilde{F}(j)$ is a simplicial cone over $N^*$ in $V^*$ and $\dim \tilde{F}(j) = 2$ for any
   and any $j \in \{1, 2, \ldots, M(\mu + 1)\}$, and $\tilde{F}$ is a center sequence of $C$ of length $M(\mu + 1)$.
4. $\tilde{F}(j) \subset |B(i)|$ and $\tilde{F}(j) \not\subset |B(i) - (B(i)/H(i))|$ for any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\}$ and any $j \in \{M(i - 1) + 1, M(i - 1) + 2, \ldots, M(\mu)\}$.
5. $C \ast \tilde{F}(1) \ast \tilde{F}(2) \ast \cdots \ast \tilde{F}(M(\mu + 1))\setminus |B(i)|$ is a subdivision of $D(S[V]) \cap B(i)$ for any $i \in \{1, 2, \ldots, m + 1\}$.
6. Consider any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\}$.

Denote $\bar{C}(i) = C \ast \tilde{F}(1) \ast \tilde{F}(2) \ast \cdots \ast \tilde{F}(M(i - 1))\setminus |B(i)|$.

Let $\tilde{F}(i) : \{1, 2, \ldots, M(i) - M(i - 1)\} \to 2^V^*$ denote the mapping satisfying $\tilde{F}(i)(j) = \tilde{F}(M(i - 1) + j)$ for any $j \in \{1, 2, \ldots, M(i) - M(i - 1)\}$. 
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\[ |\tilde{C}(i)| = |\mathcal{B}(i)|, (H(i), \tilde{C}(i)) \in \mathcal{HC}(V, N, S), \text{height}(H(i), S, \tilde{C}(i)) < \text{height}(H, C, S) \text{ and } (M(i) - M(i - 1), \tilde{F}(i)) \in \mathcal{USD}(H(i), \tilde{C}(i), S). \]

Put
\[ \mathcal{USD}(E, H, C, S) = \{(M(m + 1), \tilde{F})| M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \rightarrow \mathbb{Z}_+, \tilde{F} : \{1, 2, \ldots, M(m + 1)\} \rightarrow 2^{V^*}, M \text{ and } \tilde{F} \text{ satisfy the above conditions.} \} \]

We know that \( \emptyset \neq \mathcal{USD}(E, H, C, S) \subset \mathcal{SD}(H, C, S). \)
Recall that \( E \in \mathcal{E} \) is an arbitrary element. Define
\[ \mathcal{USD}(H, C, S) = \bigcup_{E \in \mathcal{E}} \mathcal{USD}(E, H, C, S). \]
We know that \( \emptyset \neq \mathcal{USD}(H, C, S) \subset \mathcal{SD}(H, C, S). \)
Consider any \((H, C) \in \mathcal{HC}(V, N, S)\) and any \((M, F) \in \mathcal{USD}(H, C, S)\). We call \( F \) an upward center sequence of \((H, C, S)\), and we call \( C * F(1) * F(2) * \cdots * F(M) \) an upward subdivision of \((H, C, S)\).

**Theorem 18.1.** Assume \( \mathcal{HC}(V, N, S) \neq \emptyset \), and consider any \((H, C) \in \mathcal{HC}(V, N, S)\).

1. \( \mathcal{USD}(H, C, S) \neq \emptyset \).
2. For any \((M, F) \in \mathcal{USD}(H, C, S)\), \( F \) is a center sequence of \( C \) of length \( M \), \( \dim F(i) = 2 \) and \( F(i) \not\subset |C - \{C/H\}| \) for any \( i \in \{1, 2, \ldots, M\} \), and \( C * F(1) * F(2) * \cdots * F(M) \) is a subdivision of \( D(S|V)^\cap \mathcal{C} \).
3. By \( \mathcal{C} \) we denote the unique center sequence of \( C \) of length \( 0 \). The following three conditions are equivalent:
   (a) \( \text{height}(H, C, S) = 0 \).
   (b) \( \{0, 0_c\} \in \mathcal{USD}(H, C, S) \).
   (c) \( \{(0, 0_c)\} = \mathcal{USD}(H, C, S) \).

Consider any \((M, F) \in \mathcal{USD}(H, C, S)\). We denote \( \tilde{C} = C * F(1) * F(2) * \cdots * F(M) \) for simplicity.

4. For any \( \Delta \in C_0 \cup C_1 \), \( \tilde{C} \backslash \Delta = D(S|V)^\cap \mathcal{F} \backslash (\Delta) = F(\Delta) \).
5. \( \tilde{C} \backslash (C - \{C/H\}) = (D(S|V)^\cap C) \backslash |C - \{C/H\}| = C - \{C/H\} \).
6. Consider any subset \( \tilde{C} \) of \( C \) satisfying \( \dim \tilde{C} = \dim \text{vect}(\tilde{C}) \geq 2 \), \( \tilde{C}^{\\text{max}} = \tilde{C}^0 \), \( H \in \mathcal{C}_1 \) and \( \tilde{C} = (C/H)^{\\text{le}} \).
   Let \( \tilde{M} = \#\{i \in \{1, 2, \ldots, M\}|F(i) \subset |\tilde{C}|\} \), and \( \tau : \{1, 2, \ldots, \tilde{M}\} \rightarrow \{1, 2, \ldots, M\} \) denote the unique injective mapping preserving the order and satisfying \( \tau(\{1, 2, \ldots, \tilde{M}\}) = \{i \in \{1, 2, \ldots, M\}|F(i) \subset |\tilde{C}|\} \).
   Then, \( (H, \tilde{C}) \in \mathcal{HC}(V, N, S) \), \( (M, F\tau) \in \mathcal{USD}(H, \tilde{C}, S) \), and \( \tilde{C} \backslash \tilde{C} = \tilde{C} \ast F\tau(1) \ast F\tau(2) \ast \cdots \ast F\tau(M) \).
7. Consider any \( \Delta \in C_2 / H \).
   \( \tilde{C} \backslash \Delta = (D(S|V)^\cap \mathcal{F}(\Delta)) = \Delta \).
   \( \tilde{C} \backslash \Delta \) is the minimum simplicial cone subdivision of \( D(S|V)^\cap \mathcal{F}(\Delta) \) over \( N^* \) in \( V^* \), in other words, the following three conditions hold:
   (a) \( \tilde{C} \backslash \Delta \) is a simplicial cone decomposition over \( N^* \) in \( V^* \).
   (b) \( \tilde{C} \backslash \Delta \) is a subdivision of \( D(S|V)^\cap \mathcal{F}(\Delta) \).
   (c) If \( \mathcal{E} \) is a simplicial cone decomposition over \( N^* \) in \( V^* \) and \( \mathcal{E} \) is a subdivision of \( D(S|V)^\cap \mathcal{F}(\Delta) \), then \( \mathcal{E} \) is a subdivision of \( \tilde{C} \backslash \Delta \).
Below, we consider the case \( \text{height}(H, C, S) > 0 \). Assume \( \text{height}(H, C, S) > 0 \).

The characteristic function \( \gamma : (C - (C/H))_1 \to \mathbb{Q}_0 \) of \((H, C, S)\) is defined. Let \( m = \sum_{E \in (C - (C/H))_1} [\gamma(E)] \in \mathbb{Z}_+ \) and \( \bar{m} = \sum_{E \in (C - (C/H))_1} [\gamma(E)] \in \mathbb{Z}_0 \). Obviously \( \bar{m} \leq m \).

(8) \( m \leq M \).

(9) There exists uniquely a pair \((E, M)\) of a compatible mapping \( E : \{1, 2, \ldots, m\} \to (C - (C/H))_1 \) with \( S \) and a mapping \( M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+ \) satisfying the following three conditions. We denote

\[
F_E = F(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m\} \to 2^{V^*}
\]

\[
H_E = H(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*},
\]

\[
B_E = B(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*}.
\]

We take the unique pair \((E, M)\) of a compatible mapping \( E : \{1, 2, \ldots, m\} \to (C - (C/H))_1 \) with \( S \) and a mapping \( M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+ \) satisfying the above three conditions, and we denote

\[
F_E = F(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m\} \to 2^{V^*},
\]

\[
H_E = H(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*},
\]

\[
B_E = B(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*}.
\]

We put \( M(i) = m \) for any \( i \in \{0, 1, \ldots, \bar{m} - 1\} \). We obtain an extension \( M : \{0, 1, \ldots, m + 1\} \to \mathbb{Z}_+ \) of \( \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+ \). \( M(0) = m, M(m + 1) = M, M(i - 1) \leq M(i) \) for any \( i \in \{1, 2, \ldots, m + 1\} \).

Consider any \( i \in \{1, 2, \ldots, m + 1\} \). We denote \( \bar{C}(i) = C * F(1) * F(2) * \cdots * F(M(i - 1)) \{B_E(i)\} \). Let \( F(i) : \{1, 2, \ldots, M(i) - M(i - 1)\} \to 2^{V^*} \) denote the mapping satisfying \( F(i)(j) = F(M(i - 1) + j) \) for any \( j \in \{1, 2, \ldots, M(i) - M(i - 1)\} \).

(10) For any \( i \in \{1, 2, \ldots, m + 1\} \), \( \bar{C}(i) = |B_E(i)| \), \( (H_E(i), \bar{C}(i)) \in \mathcal{HC}(V, N, S) \), \( \text{height}(H_E(i), \bar{C}(i), S) < \text{height}(H, C, S) \) and \( (M(i) - M(i - 1), \bar{F}(i)) \in \mathcal{USD}(H_E(i), \bar{C}(i), S) \).

(11) For any \( i \in \{1, 2, \ldots, m + 1\} \), \( \bar{C} \{B_E(i)\} = (C * F(1) * F(2) * \cdots * F(M(i))) \{B_E(i)\} = \bar{C}(i) * F(1) * F(2) * \cdots * F(M(i) - M(i - 1)) \).

(12) For any \( i \in \{1, 2, \ldots, \bar{m}\} \), \( \text{height}(H_E(i), \bar{C}(i), S) = 0, M(i) - M(i - 1) = 0 \), and \( \bar{C} \{B_E(i)\} = (C * F(1) * F(2) * \cdots * F(m))) \{B_E(i)\} = \bar{C}(i) * F(1) * F(2) * \cdots * F(M(i) - M(i - 1)) = \bar{C}(i) = B_E(i) \).

(13) \( \bar{C} = (C - (C/H)) \cup \bigcup_{i \in \{1, 2, \ldots, m + 1\}} ((\bar{C} \{B_E(i)\}) - (\bar{C} \{B_E(i) - (B_E(i)/H_E(i))\})). \)

\( (C - (C/H)) \cap ((\bar{C} \{B_E(i)\}) - (\bar{C} \{B_E(i) - (B_E(i)/H_E(i))\})) = \emptyset \),

for any \( i \in \{1, 2, \ldots, m + 1\} \).
We know such that the following three conditions. We denote $(m_1, m_2)$ and $E = (B_E(i)/H_E(i))$.

Consider the case $\text{height}(H, E) = 1$. For any $i \in \{1, \ldots, \tilde{m} \}$, we have $\{ \Gamma \in \tilde{C}_1 \mid \Gamma \subseteq |B_E(i)|, \Gamma \not\subseteq |B_E(i) - (B_E(i)/H_E(i))| \} = \{ H_E(i) \}$. For any $i \in \{ \tilde{m} + 1, \tilde{m} + 2, \ldots, m + 1 \}$, we define $\{ \Gamma \in \tilde{C}_1 \mid \Gamma \subseteq |B_E(i)|, \Gamma \not\subseteq |B_E(i) - (B_E(i)/H_E(i))| \} = \{ H_E[i] \}$.

Consider any $(H, C) \in \mathcal{HC}(V, N, S)$ and any $(M, F) \in \mathcal{USD}(H, C, S)$. We denote $\overline{C} = C \ast F(1) \ast F(2) \ast \cdots \ast F(M)$ and $\overline{C}_i = \{ \Gamma \in \tilde{C}_i \mid \forall \Gamma \in \overline{C} \}$ for simplicity. We know $\overline{C}_0 = M + 1$.

By induction on $\text{height}(H, C, S)$ we define three mappings

$I(V, N, H, C, S, M, M) : C_0 \to \{1, \ldots, M + 1\}$,

$A(V, N, H, C, S, M, F) : \tilde{C}_1 \to 2^{2^{V_+}}$, and

$A^0(V, N, H, C, S, M, F) : \tilde{C}_1 \to 2^{2^{V_+}}$

such that $A(V, N, H, C, S, M, F)(\Gamma)$ is a simplicial cone decomposition over $N_+^*$ in $V_+$ and $A^0(V, N, H, C, S, M, F)(\Gamma) \subseteq A(V, N, H, C, S, M, F)(\Gamma)$ for any $\Gamma \in \tilde{C}_1$.

Consider the case $\text{height}(H, C, S) = 0$. We know $M = 0$, $\overline{C} = C$, and $\overline{C}_0 = \{ H \}$. We define

$I(V, N, H, C, S, M, M)(H) = 1$,

$A(V, N, H, C, S, M, F)(H) = C$,

$A^0(V, N, H, C, S, M, F)(H) = C$.

Consider the case $\text{height}(H, C, S) > 0$.

The characteristic function $\gamma : (\overline{C} - (\overline{C}/H)) \to \mathbb{Q}_0$ of $(H, C, S)$ is defined. Let $m = \sum_{E \in (C - (C/H))} \gamma(E) \in \mathbb{Z}_+$ and $\tilde{m} = \sum_{E \in (C - (C/H))} |\gamma(E)| \in \mathbb{Z}_0$. We know $\tilde{m} \leq m \leq M$.

We take the unique pair $(E, M)$ of a compatible mapping $E : \{1, \ldots, m\} \to (\overline{C} - (\overline{C}/H))$ with $S$ and a mapping $M : \{ \tilde{m}, \tilde{m} + 1, \ldots, m + 1 \} \to \mathbb{Z}_+$ satisfying the following three conditions. We denote

$F_E = F(V_+, N_+, H, C, m, E) : \{1, 2, \ldots, m\} \to 2^{V_+}$

$H_E = H(V_+, N_+, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V_+}$, and

$B_E = B(V_+, N_+, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{2^{V_+}}$.

(1) $F(j) = F_E(j)$ for any $j \in \{1, 2, \ldots, m\}$. 

$$((\overline{C} \setminus |B_E(i)|) - (\overline{C} \setminus |B_E(i) - (B_E(i)/H_E(i))|))$$

for any $i \in \{1, 2, \ldots, m + 1\}$ and any $j \in \{1, 2, \ldots, m + 1\}$ with $i \neq j$. 

(14) If $\Gamma \in \tilde{C}_1$ and $\Gamma \not\subseteq |\overline{C} - (\overline{C}/H)|$, then there exists uniquely $i \in \{1, 2, \ldots, m + 1\}$ satisfying $\Gamma \subseteq |B_E(i)|$ and $\Gamma \not\subseteq |B_E(i) - (B_E(i)/H_E(i))|$. If $\Gamma \in \tilde{C}_1$, $i \in \{1, 2, \ldots, m + 1\}$, and $\Gamma \subseteq |B_E(i)|$ and $\Gamma \not\subseteq |B_E(i) - (B_E(i)/H_E(i))|$, then $\Gamma \not\subseteq |\overline{C} - (\overline{C}/H)|$.

For any $i \in \{1, 2, \ldots, \tilde{m}\}$,

$$\{ \Gamma \in \tilde{C}_1 \mid \Gamma \subseteq |B_E(i)|, \Gamma \not\subseteq |B_E(i) - (B_E(i)/H_E(i))| \} = \{ H_E(i) \}.$$
(2) \( M(\bar{m}) = m, M(m + 1) = M \) and \( M(i - 1) \leq M(i) \) for any \( i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\} \).

(3) \( F(j) \subset [B_E(i)] \) and \( F(j) \not\subset (B_E(i) - (B_E(i)/H_E(i))] \) for any \( i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\} \) and any \( j \in \{M(i - 1) + 1, M(i - 1) + 2, \ldots, M(i)\} \).

For any \( i \in \{0, 1, \ldots, \bar{m} - 1\} \), we put \( M(i) = m \). We obtain an extension \( M : \{0, 1, \ldots, m + 1\} \to \mathbb{Z}_+ \) of \( M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+ \). For any \( i \in \{1, 2, \ldots, m + 1\} \), we denote \( \tilde{C}(i) = (C \ast F(1) \ast F(2) \ast \cdots \ast F(M(i - 1))) \setminus B_E(i) \), and we take the mapping \( \tilde{F}(i) : \{1, 2, \ldots, M(i) - M(i - 1)\} \to 2^{V^*} \) satisfying \( \tilde{F}(i)(j) = F(M(i - 1) + j) \) for any \( j \in \{1, 2, \ldots, M(i) - M(i - 1)\} \). We know
\[
\begin{align*}
\langle H_E(i), \tilde{C}(i) \rangle & \in H_C(V, N, S), |	ilde{C}(i)| = |B_E(i)|, |	ilde{C}(i) - \langle \tilde{C}(i)/H_E(i) \rangle| = |B_E(i) - (B_E(i)/H_E(i))|, \\
& \text{height}(H_E(i), \tilde{C}(i), S) \leq \text{height}(H, C, S), (M(i) - M(i - 1), \tilde{F}(i)) \in USD(H_E(i), \tilde{C}(i), S), \text{and} \tilde{C}(i) \ast \tilde{F}(1) \ast \tilde{F}(2) \ast \cdots \ast \tilde{F}(M(i) - M(i - 1)) = \tilde{C} \setminus B_E(i) \text{ for any } i \in \{1, 2, \ldots, m + 1\}.
\end{align*}
\]
We denote
\[
G_E = G(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m\} \to 2^{V^*}.
\]
Consider any \( \Gamma \in \bar{C}_1^\circ \). Take the unique \( i \in \{1, 2, \ldots, m + 1\} \) satisfying \( \Gamma \subset [B_E(i)] \) and \( \Gamma \not\subset (B_E(i) - (B_E(i)/H_E(i))) \). We know \( \Gamma \subset (\langle \tilde{C}(i)/H_E(i) \rangle, \tilde{C}(i) \setminus \langle \tilde{C}(i)/H_E(i) \rangle) \). By induction hypothesis we know that
\[
\langle I(V, N, H_E(i), \tilde{C}, S, M(i) - M(i - 1), \tilde{F}(i)), A(V, N, H_E(i), \tilde{C}, S, M(i) - M(i - 1), \tilde{F}(i)) \rangle = \langle I(V, N, H, C, S, M, F) \rangle \cap \langle I(V, N, H, C, S, M, F) \rangle.
\]
In case \( i \neq m + 1 \), we define
\[
\mathcal{A}^\circ(V, N, H, C, S, M, F) = \{ \Theta \in \mathcal{A}^\circ(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), \tilde{F}(i)), A(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), \tilde{F}(i)) | \Theta^\circ \subset [B_E(i)/G_E(i)]^\circ \}.
\]
In case \( i = m + 1 \), we define
\[
\mathcal{A}^\circ(V, N, H, C, S, M, F) = \{ \Theta \in \mathcal{A}^\circ(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), \tilde{F}(i)), A(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), \tilde{F}(i)) | \Theta^\circ \subset [B_E(i)/G_E(i)]^\circ \}.
\]
We call the mapping \( I(V, N, H, C, S, M, F) \) the \textit{H-ordered enumeration} of \( \bar{C}_1^\circ \). Let \( \Gamma \in \bar{C}_1^\circ \). We call the simplicial cone decomposition \( A(V, N, H, C, S, M, F) \) the \textit{H-lower part} of \( \bar{C} \) below \( \Gamma \), and we call the subset \( \mathcal{A}^\circ(V, N, H, C, S, M, F) \) the \textit{H-lower main part} of \( \bar{C} \) below \( \Gamma \).

**Lemma 18.2.** Assume \( H_C(V, N, S) \neq \emptyset \). Consider any \( (H, C) \in H_C(V, N, S) \) and any \( (M, F) \in USD(H, C, S) \). We denote \( \bar{C} = C \ast F(1) \ast F(2) \ast \cdots \ast F(M) \), \( \bar{C}_1^\circ = \{ \Gamma \in \bar{C}_1 | \Gamma \not\subset [C - (C/H)] \} \),
\[
I = I(V, N, H, C, S, M, F) : \bar{C}_1^\circ \to \{1, 2, \ldots, M + 1\},
\]
\[
A = A(V, N, H, C, S, M, F) : \bar{C}_1^\circ \to 2^{V^*}, \text{ and}
\]
\[
\mathcal{A}^\circ = \mathcal{A}^\circ(V, N, H, C, S, M, F) : \bar{C}_1^\circ \to 2^{V^*}.
\]
(1) The mapping \( I \) is bijective. \( H \in \bar{C}_1^\circ \). \( I(H) = M + 1 \).
(2) Consider any $\Gamma \in \bar{\mathcal{C}}^0_1$.
\[ \mathcal{A}(\Gamma) \text{ is a simplicial cone decomposition over } N^* \text{ in } V^* . \]
\[ \dim \mathcal{A}(\Gamma) = \dim \text{vect}(\mathcal{A}(\Gamma)) = \dim \mathcal{C} \geq 2 . \]
\[ \text{vect}(\mathcal{A}(\Gamma)) = \text{vect}(\mathcal{C}) . \]
\[ \Gamma \in \mathcal{A}(\Gamma) \Leftrightarrow \mathcal{A}^\circ(\Gamma) = \mathcal{A}(\Gamma) \Leftrightarrow \Gamma = H . \]

(3) \[
|\mathcal{C}| = |\mathcal{C} - (\mathcal{C}/H)| \cup \bigcup_{\Gamma \in \bar{\mathcal{C}}^0_1} |\mathcal{A}(\Gamma)/\Gamma| \circ .
\]
For any $\Gamma \in \bar{\mathcal{C}}^0_1$, $|\mathcal{C} - (\mathcal{C}/H)| \cap |\mathcal{A}(\Gamma)/\Gamma| \circ = \emptyset$.
For any $\Gamma \in \bar{\mathcal{C}}^0_1$ and any $\Gamma \in \bar{\mathcal{C}}^0_1$ with $\Gamma \neq \Gamma$, $|\mathcal{A}(\Gamma)/\Gamma| \cap |\mathcal{A}(\Gamma)/\Gamma| = \emptyset$.

(4) \[ \bar{\mathcal{C}} = (\mathcal{C} - (\mathcal{C}/H)) \cup \bigcup_{\Gamma \in \bar{\mathcal{C}}^0_1} (\mathcal{A}(\Gamma)/\Gamma) . \]
For any $\Gamma \in \bar{\mathcal{C}}^0_1$, $(\mathcal{C} - (\mathcal{C}/H)) \cap (\mathcal{A}(\Gamma)/\Gamma) = \emptyset$.
For any $\Gamma \in \bar{\mathcal{C}}^0_1$ and any $\Gamma \in \bar{\mathcal{C}}^0_1$ with $\Gamma \neq \Gamma$, $(\mathcal{A}(\Gamma)/\Gamma) \cap (\mathcal{A}(\Gamma)/\Gamma) = \emptyset$.

(5) \[ \bar{\mathcal{C}} \supseteq \bigcup_{\Gamma \in \bar{\mathcal{C}}^0_1} \mathcal{A}(\Gamma) . \]
For any $\Gamma \in \bar{\mathcal{C}}^0_1$ and any $\Gamma \in \bar{\mathcal{C}}^0_1$ with $\Gamma \neq \Gamma$, $\mathcal{A}(\Gamma) \cap \mathcal{A}(\Gamma) = \emptyset$.

(6) \[ |\mathcal{C}| = \bigcup_{\mathcal{C}_ \in \bar{\mathcal{C}}^0_1} |\mathcal{A}(\Gamma)| \circ . \]
For any $\Gamma \in \bar{\mathcal{C}}^0_1$ and any $\Gamma \in \bar{\mathcal{C}}^0_1$ with $\Gamma \neq \Gamma$, $|\mathcal{A}(\Gamma)| \circ \cap |\mathcal{A}(\Gamma)| \circ = \emptyset$.

(7) \[ \bar{\mathcal{C}} = \bigcup_{\mathcal{C}_ \in \bar{\mathcal{C}}^0_1} \mathcal{A}(\Gamma) . \]
For any $\Gamma \in \bar{\mathcal{C}}^0_1$ and any $\Gamma \in \bar{\mathcal{C}}^0_1$ with $\Gamma \neq \Gamma$, $\mathcal{A}(\Gamma) \cap \mathcal{A}(\Gamma) = \emptyset$.

For any $i \in \{0, 1, \ldots, M + 1\}$, we denote
\[ X(i) = |\mathcal{C} - (\mathcal{C}/H)| \cup \bigcup_{\Gamma \in \bar{\mathcal{C}}^0_1, \mathcal{I}(\Gamma) \leq i} |\mathcal{A}(\Gamma)/\Gamma| \circ \subset V^* , \]
\[ Y(i) = \bigcup_{\Gamma \in \bar{\mathcal{C}}^0_1, \mathcal{I}(\Gamma) > i} |\mathcal{A}(\Gamma)/\Gamma| \circ \subset V^* . \]

(8) \[ X(0) = |\mathcal{C} - (\mathcal{C}/H)|, \ X(M + 1) = |\mathcal{C}|, \ Y(0) = |\mathcal{C}|, \ Y(M + 1) = \emptyset . \]
For any $i \in \{1, 2, \ldots, M + 1\}$, $X(i - 1) \subset X(i)$, $X(i - 1) \neq X(i)$,
$Y(i - 1) \supset Y(i)$, and $Y(i - 1) \neq Y(i)$.

(9) For any $i \in \{1, 2, \ldots, M + 1\}$,
\[ X(i - 1) \cap |\mathcal{A}^i - 1(i)| = |\mathcal{A}^i - 1(i)| - |\mathcal{A}^i - 1(i)/I^i - 1(i)| \circ , \]
\[ Y(i) \cap |\mathcal{A}^i - 1(i)| = |\mathcal{A}^i - 1(i)| - |\mathcal{A}^i - 1(i)| \circ . \]
(10) For any \(i \in \{0, 1, \ldots, M + 1\}\),
\[
X(i) = |C - (C/H)| \cup (\bigcup_{\Gamma \in \mathcal{C}^*_1, l(\Gamma) \leq i} |C(\Gamma)|),
\]
\[
Y(i) = \bigcup_{\Gamma \in \mathcal{C}^*_1, l(\Gamma) > i} |C(\Gamma)|,
\]
and \(X(i)\) and \(Y(i)\) are closed subsets of \(V^*\).

(11) Consider any subset \(\bar{C}\) of \(C\) satisfying \(\dim \bar{C} = \dim \vect(\bar{C}) \geq 2\), \(\hat{C}_{\max} = \hat{C}_0\), \(H \in \mathcal{C}_1\) and \(\mathcal{C} = (\mathcal{C}/H)^k\).

Let \(M = \{i \in \{1, 2, \ldots, M\}| F(i) \subset |\bar{C}|\}\), and \(\tau : \{1, 2, \ldots, \hat{M}\} \to \{i \in \{1, 2, \ldots, M\}| F(i) \subset |\bar{C}|\}\).

By Theorem 18.1.6 we know that \(\hat{M}, F\tau \in USD(H, \bar{C}, S)\), and \(\bar{C}|C = \bar{C} \ast F\tau(1) \ast F\tau(2) \ast \cdots \ast F\tau(\hat{M})\).

We denote
\[
\hat{I} = I(V, N, H, \bar{C}, S, \hat{M}, F\tau) : \bar{C}_1^0\setminus|\bar{C}| \to \{1, 2, \ldots, \hat{M} + 1\},
\]
\[
\hat{A} = A(V, N, H, \bar{C}, S, \hat{M}, F\tau) : \bar{C}_1^0\setminus|\bar{C}| \to 2^{2^{V^*}},
\]
\[
\hat{A}^0 = A^0(V, N, H, \bar{C}, S, \hat{M}, F\tau) : \bar{C}_1^0\setminus|\bar{C}| \to 2^{2^{V^*}}.
\]

(b) Let \(\kappa : \{1, 2, \ldots, M + 1\} \to \{1, 2, \ldots, M + 1\}\) denote the composition mapping \(I \circ I^{-1}\), where \(i : \bar{C}_1^0\setminus|\bar{C}| \to \bar{C}_1^0\) denotes the inclusion mapping.

The mapping \(\kappa\) is injective and preserves the order. \(\kappa(\hat{M} + 1) = M + 1\).

(c) For any \(\Gamma \in \bar{C}_1^0\setminus|\bar{C}|\), \(\hat{A}(\Gamma)/\Gamma = (A(\Gamma)/\Gamma)\setminus|\bar{C}|\) and \(|\hat{A}(\Gamma)/\Gamma|^0 = |A(\Gamma)/\Gamma|^0 \cap |\bar{C}|\).

(d) For any \(\Gamma \in \bar{C}_1^0\setminus|\bar{C}|\), \(\hat{A}^0(\Gamma) = A^0(\Gamma)\setminus|\bar{C}|\) and \(|\hat{A}^0(\Gamma)|^0 = |A^0(\Gamma)|^0 \cap |\bar{C}|\).

Below, we consider the case \(\text{height}(H, C, S) > 0\). Assume \(\text{height}(H, C, S) > 0\).

The characteristic function \(\gamma : (C - (C/H))_1 \to Q_0\) of \((H, C, S)\) is defined. Let \(m = \sum_{E \in (C - (C/H))_1} [\gamma(\bar{E})] \in Z_+\) and \(\bar{m} = \sum_{E \in (C - (C/H))_1} [\gamma(\bar{E})] \in Z_0\). We know \(\bar{m} \leq m \leq M\).

We take the unique pair \((E, M)\) of \(V\)-pairs \((C - (C/H))_1\) with \(S\) and a mapping \(M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to Z_+\) satisfying the following three conditions. We denote
\[
F_E = F(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m\} \to 2^{V^*},
\]
\[
H_E = H(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{V^*}, \text{ and}
\]
\[
B_E = B(V^*, N^*, H, C, m, E) : \{1, 2, \ldots, m + 1\} \to 2^{2^{V^*}}.
\]
(a) $F(j) = F_E(j)$ for any $j \in \{1, 2, \ldots, m\}$.
(b) $M(m) = m$, $M(m + 1) = M$ and $M(i - 1) \leq M(i)$ for any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\}$.
(c) $F(j) \subset |B_E(i)|$ and $F(j) \nsubseteq |B_E(i) - (B_E(i)/H_E(i))|$ for any $i \in \{\bar{m} + 1, \bar{m} + 2, \ldots, m + 1\}$ and any $j \in \{M(i) - 1 + 1, M(i) - 1 + 2, \ldots, M(i)\}$.

For any $i \in \{0, 1, \ldots, \bar{m} - 1\}$, we put $M(i) = m$. We obtain an extension $M : \{0, 1, \ldots, m + 1\} \to \mathbb{Z}_+$ of $M : \{\bar{m}, \bar{m} + 1, \ldots, m + 1\} \to \mathbb{Z}_+$. For any $i \in \{1, 2, \ldots, m + 1\}$, we denote $\tilde{C}(i) = (\mathcal{C} * F(1) * F(2) * \cdots * F(M(i) - 1)\}) \backslash |B_E(i)|$, and we take the mapping $\tilde{F}(i) : \{1, 2, \ldots, M(i) - M(i - 1)\} \to 2^V$ satisfying $\tilde{F}(i)(j) = F(M(i - 1) + j)$ for any $j \in \{1, 2, \ldots, M(i) - M(i - 1)\}$. We know $(H_E(i), \tilde{C}(i)) \in \mathcal{HC}(V, N, S)$, $|\tilde{C}(i)| = |B_E(i)|$, $|\tilde{C}(i) - (\tilde{C}(i)/H_E(i))| = |B_E(i) - (B_E(i)/H_E(i))|$, $\text{height}(H_E(i), \tilde{C}(i), S) < \text{height}(H, \mathcal{C}, \mathcal{S})$, $(M(i) - M(i - 1), F(i)) \in \mathcal{USD}(H_E(i), \tilde{C}(i), S)$, and $\tilde{C}(i) * \tilde{F}(1) * \tilde{F}(2) * \cdots * \tilde{F}(M(i) - M(i - 1)) = \tilde{C}|B_E(i)|$ for any $i \in \{1, 2, \ldots, m + 1\}$. We denote

$$G_E = G(V^*, N^*, H, \mathcal{C}, m, E) : \{1, 2, \ldots, m\} \to 2^V.$$

For any $i \in \{0, 1, \ldots, m + 1\}$, we put $L(i) = i + M(i) - m$. We obtain a mapping $L : \{0, 1, \ldots, m + 1\} \to \mathbb{Z}_0$.

(13) $L(0) = 0$. $L(m + 1) = M$. $L(i - 1) < L(i)$ and $L(i) - L(i - 1) = M(i) - M(i - 1) + 1$ for any $i \in \{1, 2, \ldots, m + 1\}$. $L(i) = i$ for any $i \in \{0, 1, \ldots, \bar{m}\}$.

(14) For any $i \in \{1, 2, \ldots, m + 1\}$, $H_E(i) \in \tilde{C}^2$ and $(I_H(E(i))) = L(i)$.

For any $i \in \{1, 2, \ldots, m + 1\}$, $I_H(E(i)) = i$.

(15) Consider any $\Gamma \in \tilde{C}^2$ and any $i \in \{1, 2, \ldots, m + 1\}$. $\Gamma \subset |B_E(i)|$ and $\Gamma \nsubseteq |B_E(i) - (B_E(i)/H_E(i))| \Leftrightarrow L(i - 1) < I(\Gamma) \leq L(i) \Leftrightarrow |A(\Gamma)| \subset |B_E(i)| \Leftrightarrow |A(\Gamma)|^0 \subset |B_E(i)|$.

(16) If $\Gamma \in \tilde{C}^2$, $i \in \{1, 2, \ldots, m + 1\}$, $\Gamma \subset |B_E(i)|$ and $\Gamma \nsubseteq |B_E(i) - (B_E(i)/H_E(i))|$, then $I(\Gamma) = L(i - 1) + I(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), F(i))((\Gamma))$, and $A(\Gamma) = A(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), F(i))((\Gamma))$.

(17) If $\Gamma \in \tilde{C}^2$ and $i \in \{1, 2, \ldots, m\}$, $\Gamma \subset |B_E(i)|$ and $\Gamma \nsubseteq |B_E(i) - (B_E(i)/H_E(i))|$, then $A^0(\Gamma) = \{\Theta \in A^0(V, N, H_E(i), \tilde{C}(i), S, M(i) - M(i - 1), F(i))| \Theta^0 \subset |B_E/G_E(i)|^0\}$.

If $\Gamma \in \tilde{C}^2$, $\Gamma \subset |B_E(m + 1)|$ and $\Gamma \nsubseteq |B_E(m + 1) - (B_E(m + 1)/H_E(m + 1))|$, then $A^0(\Gamma) = A^0(V, N, H_E(m + 1), \tilde{C}(m + 1), S, M(m + 1) - M(m), F(m + 1))((\Gamma))$.

(18) For any $i \in \{1, 2, \ldots, m\}$, $A^0(H_E(i)) = \{\Theta \in A(H_E(i))| \Theta \subset |B_E/G_E(i)|^0\}$.

$$A^0(H_E(m + 1)) = A(H_E(m + 1)).$$

(19) Consider any $\Gamma \in \tilde{C}^2$ and any $i \in \{1, 2, \ldots, m + 1\}$ satisfying $\Gamma \subset |B_E(i)|$ and $\Gamma \nsubseteq |B_E(i) - (B_E(i)/H_E(i))|$. If $\Theta \in A(\Gamma)/\Gamma$, $\Delta \in \mathcal{C}$ and $\Theta \subset \Delta$, then $H_E(i) \subset \Delta$.

Theorem 18.3. Assume $\mathcal{HC}(V, N, S) \neq \emptyset$. Consider any $(H, \mathcal{C}) \in \mathcal{HC}(V, N, S)$ and any $(M, F) \in \mathcal{USD}(H, \mathcal{C}, S)$. We denote $\tilde{C} = \mathcal{C} * F(1) * F(2) * \cdots * F(M)$, $\tilde{C}^2 = \{\Gamma \in \tilde{C}^2|\Gamma \nsubseteq |\mathcal{C} - (\mathcal{C}/H)|\}$ and $A^0 = A^0(V, N, H, \mathcal{C}, S, M, F) : \tilde{C}^2 \to 2^{2^V}$.

Consider any $\Theta \in \tilde{C}$ satisfying $\Theta \nsubseteq |\mathcal{C} - (\mathcal{C}/H)|$. 
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(1) There exists uniquely an element $\Lambda \in \mathcal{D}(\Sigma|V)^{\wedge}C$ satisfying $\Theta^o \subset \Lambda^o$.

(2) There exists uniquely an element $\Delta \in C$ satisfying $\Theta^o \subset \Delta^o$.

(3) There exists uniquely an element $A \in F(S + (\Theta^o|V^*))$ satisfying $\Delta(A, S + (\Theta^o|V^*))|V) = \Theta$.

(4) There exists uniquely an element $\Gamma \in \mathcal{C}_1$ satisfying $\Theta \in \mathcal{A}^o(\Gamma)$.

We take the unique element $\Lambda \in \mathcal{D}(\Sigma|V)^{\wedge}C$ satisfying $\Theta^o \subset \Lambda^o$, the unique element $\Delta \in C$ satisfying $\Theta^o \subset \Delta^o$, the unique element $A \in F(S + (\Theta^o|V^*))$ satisfying $\Delta(A, S + (\Theta^o|V^*))|V) = \Theta$ and the unique element $\Gamma \in \mathcal{C}_1$ satisfying $\Theta \in \mathcal{A}^o(\Gamma)$.

(5) $\Theta^o \subset \Lambda^o \subset \Delta^o$. $\Delta \in C/H$. $\dim \Lambda = \dim \Delta$ or $\dim \Lambda = \dim \Delta - 1$. $\Gamma \subset \Delta$.

(6) $\dim A = \dim V - \dim \Theta$. $S + (\Delta^o|V^*) \subset S + (\Theta^o|V^*)$. $A \cap (S + (\Delta^o|V^*)) \in F(S + (\Delta^o|V^*))$. $\Delta(A \cap (S + (\Delta^o|V^*)), S + (\Delta^o|V^*))|V) = \Lambda$.

(7) If $\dim \Lambda = \dim \Delta$, then $\langle \omega, a \rangle = \langle \omega, b \rangle$ for any $\omega \in \text{vect}(\Delta)$, any $a \in A \cap (S + (\Delta^o|V^*))$, and any $b \in A \cap (S + (\Delta^o|V^*))$.

(8) If $\dim \Lambda = \dim \Delta - 1$, then $\text{height}(H, S + (\Delta^o|V^*)) > 0$ and $\Gamma \in \mathcal{C}_1$ satisfies the following five conditions:

(a) $\Gamma \subset \Delta$. $\Gamma \not\subset \text{vect}(\Lambda)$. $\Gamma \not\subset \Theta$. $\Theta + \Gamma \in \mathcal{A}^o(\Gamma)/\Gamma \subset \mathcal{C}_1$.

(b) $\text{vect}(\Lambda) + \Gamma = \text{vect}(\Lambda) + H$.

(c) The subset $\{\langle b_{T,N^o}, a \rangle | a \in A \cap (S + (\Delta^o|V^*))\}$ of $\mathbb{R}$ is a non-empty bounded closed interval.

(d) [The hard height inequality]

$$\max\{\langle b_{T,N^o}, a \rangle | a \in A \cap (S + (\Delta^o|V^*))\} - \min\{\langle b_{T,N^o}, a \rangle | a \in A \cap (S + (\Delta^o|V^*))\} \leq \text{height}(H, S + (\Delta^o|V^*))$$

(e) The equality

$$\max\{\langle b_{T,N^o}, a \rangle | a \in A \cap (S + (\Delta^o|V^*))\} - \min\{\langle b_{T,N^o}, a \rangle | a \in A \cap (S + (\Delta^o|V^*))\} = \text{height}(H, S + (\Delta^o|V^*))$$

holds, if and only if, $c(S + (\Delta^o|V^*)) = 2$ and the structure constant of $\mathcal{D}(\Sigma|V)^{\wedge}F(\Delta)$ corresponding to the pair $(2, E)$ is an integer for any $E \in F(\Delta)_{1 - \{H\}}$.

(9) If $\dim \Lambda = \dim \Delta - 1$, and the equivalent conditions in 8.(e) are satisfied, then $\Theta = \Lambda$ and $\Gamma = H$.

Below we consider any rational convex pseudo polyhedrons $T$ and $U$ over $N$ in $V$ satisfying $T + U = S$.

(10) $\mathcal{D}(T|V)^{\wedge}\mathcal{D}(U|V) = \mathcal{D}(S|V)$. $(H, C) \in \mathcal{HC}(V, N, T)$. $(H, C) \in \mathcal{HC}(V, N, U)$.

(11) If $\dim \Lambda = \dim \Delta - 1$, then $\Lambda \in \mathcal{D}(T + (\Delta^o|V^*))|V) \cap \mathcal{D}(U + (\Delta^o|V^*))|V) \cap \mathcal{D}(S|V) = \mathcal{D}(T + (\Delta^o|V^*))|V) \cap \mathcal{D}(U + (\Delta^o|V^*))|V) \cap \mathcal{D}(S|V)$.

(12) Assume $\dim \Lambda = \dim \Delta - 1$ and $\Lambda \in \mathcal{D}(T + (\Delta^o|V^*))|V) \cap \mathcal{D}(U + (\Delta^o|V^*))|V) \cap \mathcal{D}(S|V) = \mathcal{D}(T + (\Delta^o|V^*))|V) \cap \mathcal{D}(U + (\Delta^o|V^*))|V) \cap \mathcal{D}(S|V) = \mathcal{D}(T + (\Delta^o|V^*))|V) \cap \mathcal{D}(U + (\Delta^o|V^*))|V) \cap \mathcal{D}(S|V) = \Lambda$.

We take the unique element $A_T \in F(T + (\Delta^o|V^*))$ satisfying $\Delta(A_T, T + (\Delta^o|V^*))|V) = \Lambda$.

We take the unique element $A_T \in F(T + (\Delta^o|V^*))$ satisfying $\Delta(A_T, T + (\Delta^o|V^*))|V) = \Lambda$.

The element $\Gamma \in \mathcal{C}_1$ satisfies the following three conditions:
(a) The subset $\{b_T/N^*, a|a ∈ A_T\}$ of $\mathbb{R}$ is a non-empty bounded closed interval.

(b) [The hard height inequality]

$$\max\{b_T/N^*, a|a ∈ A_T\} - \min\{b_T/N^*, a|a ∈ A_T\} \leq \text{height}(H, T + (\Delta^\vee|V^*)).$$

(c) Let $r_U = c(U + (\Delta^\vee|V^*)) ∈ \mathbb{Z}_+$. If $\max\{b_T/N^*, a|a ∈ A_T\} - \min\{b_T/N^*, a|a ∈ A_T\} = \text{height}(H, T + (\Delta^\vee|V^*))$ and the structure constant of $D(U + (\Delta^\vee|V^*))|V)$ corresponding to the pair $(i, E)$ is an integer for any $i ∈ \{1, 2, \ldots, r_U\}$ and any $E ∈ F(H^{op}|\Delta)_1$, then $c(T + (\Delta^\vee|V^*)) = 2$, the structure constant of $D(T + (\Delta^\vee|V^*)|V)$ corresponding to the pair $(2, E)$ is an integer for any $E ∈ F(H^{op}|\Delta)_1$ and $Θ = Λ$.

Proof. We show only claim 8 and 9.

Assume $HC(V, N, S) ≠ \emptyset$. Consider any $(H, C) ∈ HC(V, N, S)$ and any $(M, F) ∈ USD(H, C, S)$. We denote $C = C * F(1) * F(2) * \cdots * F(M)$, $\tilde{C}_i = \{Γ ∈ \tilde{C}_i|Γ ≡ |C - (C/H)|\}$ and $A^\circ = A^\circ(V, N, H, C, S, M, F) : \tilde{C}_i^\circ → 2^{A^\vee_i}$.

Consider any $Θ ∈ \mathcal{C}$ satisfying $Θ ⊆ (C/H)$.

We take the unique element $Λ ∈ D(S)∗\mathcal{C}$ satisfying $Θ^o ⊆ Δ^o$, the unique element $Λ ∈ F(S + (Θ^\vee|V^*))$ satisfying $Δ(A, S + (Θ^\vee|V^*)|V) = Θ$ and the unique element $Γ ∈ \tilde{C}_i^\circ$ satisfying $Θ ∈ A^\circ(Γ)$.

By 5 and 6 we know that $Θ^o ⊆ Δ^o ⊆ C/H, \dim Λ = \dim Δ$ or $\dim Δ = \dim Δ - 1, Γ ⊆ Δ, \dim Λ = \dim V - \dim Θ, S + (Δ^\vee|V^*) ⊆ S + (Θ^\vee|V^*), A ∩ (S + (Δ^\vee|V^*)) ∈ F(S + (Δ^\vee|V^*))$, and $Δ(A ∩ (S + (Δ^\vee|V^*)), S + (Δ^\vee|V^*)) = Λ$.

Furthermore, assume $dim Λ = dim Δ - 1$.

Let $H ∈ F(Δ)_1$ and $D(S + (Δ^\vee|V^*))|V)$ is $H$-simple, since $Δ ⊆ C/H$. Let $\tilde{D}(S + (Δ^\vee|V^*))|V)|V = \tilde{Λ}(a ∈ D(S + (Δ^\vee|V^*))|V)|V = Λ ≡ \{H^{op}|Δ\}$ denote the $H$-skeleton of $D(S + (Δ^\vee|V^*))|V)$. We know $Λ ∈ D(S + (Δ^\vee|V^*))|V), Λ ≠ H^{op}|Δ$, $c(S + (Δ^\vee|V^*)) = \tilde{D}(S + (Δ^\vee|V^*))|V)|V ≥ 2$, and height$(H, S + (Δ^\vee|V^*)) > 0$.

We consider the $H$-order on $D(S + (Δ^\vee|V^*))|V^0$. Let $\tilde{Λ} : \{1, 2, \ldots, c(S + (Δ^\vee|V^*))\} → D(S + (Δ^\vee|V^*))|V^0$ denote the unique bijective mapping preserving the $H$-order. Let $\ell = \dim vect(Δ^\vee|V^*) ∈ \mathbb{Z}_0$ and let $\hat{Λ} : \{1, 2, \ldots, c(S + (Δ^\vee|V^*))\} → F(S + (Δ^\vee|V^*))|V$ denote the unique bijective mapping satisfying $Δ(\hat{Λ}(i), S + (Δ^\vee|V^*)) = \hat{Λ}(i)$ for any $i ∈ \{1, 2, \ldots, c(S + (Δ^\vee|V^*))\}$. For any $i ∈ \{1, 2, \ldots, c(S + (Δ^\vee|V^*))\}$, we take any point $\hat{a}(i) ∈ \hat{Λ}(i)$.

We consider the $H$-order on $D(S + (Δ^\vee|V^*))|V^1$. Let $\hat{Λ} : \{1, 2, \ldots, c(S + (Δ^\vee|V^*))\} → D(S + (Δ^\vee|V^*))|V^1$ denote the unique bijective mapping preserving the $H$-order. We take the unique element $i_A ∈ \{2, 3, \ldots, c(S + (Δ^\vee|V^*))\}$ satisfying $\hat{Λ}(i_A) = Λ$.

Now, by 5 we know $Γ ⊆ Δ$.

If $Γ ⊆ Θ$, then $Θ = Θ + Γ ∈ A^\circ(Γ)/Γ$. If $Γ ∉ Θ$, then $Θ + Γ ∈ A^\circ(Γ)/Γ$ by Lemma 182. We know $Θ + Γ ∈ A^\circ(Γ)/Γ ⊆ A^\circ(Γ) ∈ \tilde{C}$.

Since $Δ(A ∩ (S + (Δ^\vee|V^*)), S + (Δ^\vee|V^*))|V) = Ω = Ω(i_A) = Ω(i_A) ∩ Ω(i_A - 1)$ and $Δ^o ⊆ Δ^o$, we know that $A ∩ (S + (Δ^\vee|V^*)) = conv(Ω(i_A) ∪ Ω(i_A - 1)) = \text{conv}(Ω(i_A) ∪ Ω(i_A - 1))$.
conv\((\hat{a}(i_\Lambda), \hat{a}(i_\Lambda - 1))\) + (\text{vect}(\Delta)^V|V^*)\). Therefore, if vect(\Lambda) + \Gamma = vect(\Lambda) + H, then 
\(\{b_{T/N^*}, \hat{a}(i_\Lambda)\} < \{b_{T/N^*}, \hat{a}(i_\Lambda - 1)\}, \{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*)) = \{t \in \mathbb{R}|(b_{T/N^*}, \hat{a}(i_\Lambda)) \leq t \leq (b_{T/N^*}, \hat{a}(i_\Lambda - 1))\},\) and the subset \(\{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*))\) of \(\mathbb{R}\) is a non-empty bounded closed interval. If \(\Gamma \subset vect(\Lambda)\), then 
\(\{b_{T/N^*}, \hat{a}(i_\Lambda)\} = \{b_{T/N^*}, \hat{a}(i_\Lambda - 1)\}, \{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*)) = \{((b_{T/N^*}, \hat{a}(i_\Lambda)), \{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*))\} = \{t \in \mathbb{R}|(b_{T/N^*}, \hat{a}(i_\Lambda)) \geq t \leq (b_{T/N^*}, \hat{a}(i_\Lambda - 1))\},\) and the subset \(\{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*))\) of \(\mathbb{R}\) is a non-empty bounded closed interval.

We know that the subset \(\{b_{T/N^*}, a\} \in A \cap (S + (\Delta^V|V^*))\) of \(\mathbb{R}\) is a non-empty bounded closed interval.

Let \(M = z[i \in \{1, 2, \ldots, M\}|F(i) \subset \Delta] \in Z_0\). We take the unique injective mapping \(\tau : \{1, 2, \ldots, \hat{M}\} \to \{1, 2, \ldots, M\}\) preserving the order and satisfying \(\tau(\{1, 2, \ldots, \hat{M}\}) = \{1, 2, \ldots, \hat{M}\}|F(i) \subset \Delta\). By Theorem 18.6 we know that 
\((H, F(\Delta)) \in \mathcal{H}\mathcal{C}(V, N, S), (M, F_r) \in \mathcal{U}\mathcal{S}\mathcal{D}(H, F(\Delta), S),\) and \(\bar{C} \Delta = F(\Delta) \ast F(\tau(1)) \ast F(\tau(2)) \ast \ldots \ast F(\tau(\hat{M}))\).

We denote \(\bar{F}(\Delta) = F(\Delta) \ast F(\tau(1)) \ast F(\tau(2)) \ast \ldots \ast F(\tau(\hat{M}))\), and the subset \(\bar{A} = A^{\hat{V}}(V, N, H, F(\Delta), S, M, F_r) = \bar{F}(\Delta) \to 2^{\hat{V}}\).

Since \(\Gamma \subset \Delta, \Gamma \in \bar{F}(\Delta)\) and \(\bar{A} = A^{\hat{V}}(\Gamma) \subset \Delta\). Since \(\Theta \subset \Delta, \Theta \in \bar{A} = A^{\hat{V}}(\Gamma)\). For any \(j \in \{1, 2, \ldots, c(S + (\Delta^V|V^*))\}\) and any \(\bar{E} \in (\mathcal{F}(H^{op}\Delta)]_1\), we denote the structure constant of \(D(S + (\Delta^V|V^*))\) corresponding to the pair \((j, \bar{E})\) by \(c(D(S + (\Delta^V|V^*))|V^*), j, \bar{E})\).

Let \(\hat{m} = \sum_{\bar{E} \in \mathcal{F}(H^{op}\Delta)_{1, c(D(S + (\Delta^V|V^*))|V^*}, 2, \bar{E})} \in Z_+\) and 
\(\hat{m} = \sum_{\bar{E} \in \mathcal{F}(H^{op}\Delta)_{1, c(D(S + (\Delta^V|V^*))|V^*}, 2, \bar{E})} \in Z_0\). We know that \(\hat{m} \leq \hat{m} \leq \hat{M}\).

We take the unique pair \((\hat{E}, \hat{M})\) of a compatible mapping \(\hat{E} : \{1, 2, \ldots, \hat{m}\} \to \mathcal{F}(H^{op}\Delta)\) with \(S\) and a mapping \(\hat{M} : \{\hat{m}, \hat{m} + 1, \ldots, \hat{m} + 1\} \to Z_+\) satisfying the following three conditions. We denote

\[
F_{\hat{E}} = F(V^*, N^*, H, F(\Delta), \hat{m}, \hat{E}) : \{1, 2, \ldots, \hat{m}\} \to 2^{V^*}
\]

\[
H_{\hat{E}} = H(V^*, N^*, H, F(\Delta), \hat{m}, \hat{E}) : \{1, 2, \ldots, \hat{m} + 1\} \to 2^{V^*},\]

\[
B_{\hat{E}} = B(V^*, N^*, H, F(\Delta), \hat{m}, \hat{E}) : \{1, 2, \ldots, \hat{m} + 1\} \to 2^{V^*}.
\]

(a) \(F(\tau(j)) = F_{\hat{E}}(j)\) for any \(j \in \{1, 2, \ldots, \hat{m}\}\).

(b) \(\hat{M}(\hat{m}) = \hat{m}, \hat{M}(\hat{m} + 1) = M\) and \(\hat{M}(i - 1) \leq \hat{M}(i)\) for any \(i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m} + 1\}\).

(c) \(F(\tau(j)) \subset |B_{\hat{E}}(i)|\) and \(F(\tau(j)) \subset |B_{\hat{E}}(i) - (B_{\hat{E}}(i)/H_{\hat{E}}(i))|\) for any \(i \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m} + 1\}\) and any \(j \in \{M(i - 1) + 1, \hat{M}(i - 1) + 2, \ldots, \hat{M}(i)\}\).

For any \(i \in \{1, 2, \ldots, \hat{m} + 1\}\), we denote \(\hat{\Delta}(i) = |B_{\hat{E}}(i)|\subset \Delta\) and \(\hat{\Delta}(i) = H_{\hat{E}}(i)^{op}\Delta(i) \subset \Delta(i)\). For any \(i \in \{0, 1, \ldots, \hat{m} - 1\}\) we put \(\hat{M}(i) = \hat{m}\). For any \(i \in \{1, 2, \ldots, \hat{m} + 1\}\), let \(\bar{C}(i) = F(\Delta) \ast F(\tau(1)) \ast F(\tau(2)) \ast \ldots \ast F(\tau(M(i - 1) - 1))\) denote the mapping satisfying \(F(\tau(j)) = F(\tau(M(i - 1) - 1))\) for any \(j \in \{1, 2, \ldots, M(i - 1) - 1\}\).}

Note that we have \(\bar{C}(i) = \Delta(i), (H_{\hat{E}}(i), \bar{C}(i) \in \mathcal{H}\mathcal{C}(V, N, S), (\hat{M}(i) - \hat{M}(i - 1), F(i)) \in \mathcal{U}\mathcal{S}\mathcal{D}(H_{\hat{E}}(i), \bar{C}(i), S),\) height\(H_{\hat{E}}(i), \bar{C}(i), S) = \text{height}(H_{\hat{E}}(i), S + (\bar{\Delta}(i)^V|V^*)) < \text{height}(H, S + (\Delta^V|V^*))\) for any \(i \in \{1, 2, \ldots, \hat{m} + 1\}\) by Theorem 18.10.
There exists uniquely \( i_r \in \{1, 2, \ldots, \hat{m} + 1 \} \) satisfying \( \Gamma \subset \Delta(i_r) \) and \( \Gamma \not\subset \hat{\Delta}(i_r) \). We take the unique \( i_r \in \{1, 2, \ldots, \hat{m} + 1 \} \) satisfying \( \Gamma \subset \hat{\Delta}(i_r) \) and \( \Gamma \not\subset \Delta(i_r) \).

By Lemma 18.2.17 we know \( \Theta \in \mathcal{A}^\circ(\Gamma) \subset \mathcal{A}^\circ(V, N, \hat{H}_\hat{E}(i_r), \hat{C}(i_r), S, M(i_r) - M(i_r - i), i_r)(\Gamma) \) and \( \Theta \subset |\mathcal{A}^\circ(\Gamma)| \subset |\mathcal{A}^\circ(V, N, \hat{H}_\hat{E}(i_r), \hat{C}(i_r), S, M(i_r - M(i_r - i), \hat{F}(i_r))|) \subset |\mathcal{C}(i_r)| = \Delta(i_r) \). Consider the case \( i_r = \hat{m} + 1 \). \( \Theta^\circ \subset \Delta(i_r) \cap \Delta^\circ = \hat{\Delta}(i_r)^\circ \cup \Delta(i_r)^\circ \). Consider the case \( i_r \neq \hat{m} + 1 \). We denote

\[
G_{\hat{E}} = G(V^*, N^*, H, F(\Delta), \hat{m}, \hat{E}) : \{1, 2, \ldots, \hat{m}\} \to 2^{V^*}.
\]

By Lemma 18.2.17 \( \Theta^\circ \subset |\mathcal{F}(\hat{\Delta}(i_r))/G_{\hat{E}}(i_r)|^\circ = \hat{\Delta}(i_r) - (G_{\hat{E}}(i_r)^{op}\Delta(i_r))^\circ \). Therefore, \( \Theta^\circ \subset (\hat{\Delta}(i_r) - (G_{\hat{E}}(i_r)^{op}\Delta(i_r))) \cap \Delta^\circ = \hat{\Delta}(i_r)^\circ \cup \Delta(i_r)^\circ \).

We know \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \cup \Delta(i_r)^\circ \).

Since \( \Theta \in \hat{F}(\Delta), \{\hat{\Delta}(i_r), \Delta(i_r)\} \subset \mathcal{F}(\Delta) \ast F_T(1) \ast F_T(2) \ast \cdots \ast F_T(\hat{m}), \) and \( \hat{F}(\Delta) \) is a subdivision of \( \mathcal{F}(\Delta) \ast F_T(1) \ast F_T(2) \ast \cdots \ast F_T(\hat{m}) \), we know that \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \) or \( \Theta^\circ \subset \Delta(i_r)^\circ \).

We take the unique element \( \Delta_0 \in \mathcal{C}(i_r)/H_{\hat{E}}(i_r) \) satisfying \( \Theta^\circ \subset \Delta_0^\circ \cup (H_{\hat{E}}(i_r)^{op}\Delta_0)^\circ \). \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \), if and only if, \( \Theta^\circ \subset \Delta_0^\circ \). \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \), if and only if, \( \Theta^\circ \subset (H_{\hat{E}}(i_r)^{op}\Delta_0)^\circ \).

Since \( \Theta \in \mathcal{A}^\circ(V, N, \hat{H}_\hat{E}(i_r), \hat{C}(i_r), S, M(i_r) - M(i_r - i), \hat{F}(i_r))|) \subset |\mathcal{C}(i_r)| = \Delta(i_r) \). Consider the case \( i_r = \hat{m} + 1 \). \( \Theta = \hat{\Delta}(i_r)^\circ \). \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \), if and only if, \( \Theta^\circ \subset \Delta(i_r)^\circ \).

Let \( \hat{s} = s(V^*, N^*, H, F(\Delta), \hat{m}, \hat{E}) : \{0, 1, \ldots, \hat{m}\} \to \mathcal{F}(H^{op}\Delta_0) \to 2^\omega \).

Assume that \( i_r \neq \hat{m} + 1 \). By Theorem 17.15 we know \( \hat{m} - \hat{m} \geq 1 \), \( i_r \in \{\hat{m} + 1, \hat{m} + 2, \ldots, \hat{m}\} \), since \( \Lambda \cap \hat{\Delta}(i_r)^\circ \cup \hat{\Delta}(i_r)^\circ \neq \emptyset \). Since \( \Lambda = \hat{\Delta}(i_r) \) and \( \Lambda \cap \hat{\Delta}(i_r)^\circ \cup \hat{\Delta}(i_r)^\circ \neq \emptyset \), we know \( c(\mathcal{D}(S + (\Delta^\circ[V^*])|V^*), i_r, \hat{E}(i_r)) = \hat{s}(i_r, \hat{E}(i_r)) \) by Theorem 17.17.

It follows that if \( i_r \neq \hat{m} + 1 \), then \( H_{\hat{E}}(i_r) \not\subset \text{vect}(\Lambda) \) and \( \text{vect}(\Lambda) + H_{\hat{E}}(i_r) = \text{vect}(\Lambda) + H \). Obviously, if \( i_r = \hat{m} + 1 \), then \( H_{\hat{E}}(i_r) = H, \text{vect}(\Lambda) \not\subset \text{vect}(\Lambda) \) and \( \text{vect}(\Lambda) + H_{\hat{E}}(i_r) = \text{vect}(\Lambda) + H \). We know that \( H_{\hat{E}}(i_r) \not\subset \text{vect}(\Lambda) \) and \( \text{vect}(\Lambda) + H_{\hat{E}}(i_r) = \text{vect}(\Lambda) + H \). Furthermore, it follows that \( \dim \Lambda \cap \Delta_0 \leq \dim \Delta_0 - 1 \).

We have two cases.

1. \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \).
2. \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \).

We consider the case \( \Theta^\circ \subset \hat{\Delta}(i_r)^\circ \). \( \Theta^\circ \subset \Delta_0^\circ \). \( \Lambda \cap \Delta_0 \in \mathcal{D}(S|V)^{\cap \mathcal{F}(\Delta_0)} \). \( \Theta^\circ \subset \Lambda^\circ \cap \Delta_0^\circ = (\Lambda \cap \Delta_0)^\circ \cap \Delta_0^\circ \). Since \( \mathcal{D}(S|V)^{\cap \mathcal{F}(\Delta_0)} \) is \( H_{\hat{E}}(i_r) \)-simple, we know \( \dim(\Lambda \cap \Delta_0) \geq \dim \Delta_0 - 1 \), \( \dim(\Lambda \cap \Delta_0) = \dim \Delta_0 - 1 \) and \( \text{vect}(\Lambda \cap \Delta_0) = \text{vect}(\Lambda) \cap \text{vect}(\Delta_0) \).

Since \( \text{height}(H_{\hat{E}}(i_r), S + (\Delta^\circ[V^*])) < \text{height}(H, S + (\Lambda^\circ[V^*])) \), by induction on height we know that the following claims hold:

(a) \( \Gamma \subset \Delta_0 \). \( \Gamma \not\subset \text{vect}(\Lambda \cap \Delta_0) \).

(b) \( \text{vect}(\Lambda \cap \Delta_0) + \Gamma = \text{vect}(\Lambda \cap \Delta_0) + H_{\hat{E}}(i_r) \).

(c) The subset \( \{a \in \mathcal{C}(S + (\Delta^\circ[V^*])) \} \) of \( \mathbb{R} \) is a non-empty bounded closed interval.
(d) \[
\max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \\
- \min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \\
\leq \text{height}(H_{E}(ir), S + (\Delta_0^\vee|V^*))
\]

Since \(\Gamma \subset \Delta_0 \subset \text{vect}(\Delta_0)\) and \(\Gamma \not\subset \text{vect}(\Lambda \cap \Delta_0) = \text{vect}(\Lambda \cap \text{vect}(\Delta_0))\), we know \(\Gamma \not\subset \text{vect}(\Lambda)\). Since \(\Theta \subset \Lambda \subset \text{vect}(\Lambda)\), we know \(\Gamma \not\subset \Lambda\) and \(\Gamma \not\subset \Theta\).

Note that \(\Lambda = \text{vect}(\Lambda) \cap \Delta\). Since \(H_{E}(ir) \not\subset \Lambda\) and \(H_{E}(ir) \subset \Delta\), we know \(H_{E}(ir) \not\subset \text{vect}(\Lambda)\). Since \(\text{vect}(\Lambda \cap \Delta_0) + \Gamma = \text{vect}(\Lambda \cap \Delta_0) + H_{E}(ir)\) and \(\text{vect}(\Lambda \cap \Delta_0) \subset \text{vect}(\Lambda)\), we know \(\text{vect}(\Lambda) + \Gamma = \text{vect}(\Lambda) + H_{E}(ir) = \text{vect}(\Lambda) + H\).

Since \(\Delta_0 \subset \Delta\), we know that \(A \cap (S + (\Delta_0^\vee|V^*)) \subset A \cap (S + (\Delta_0^\vee|V^*))\), \(\max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \leq \max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\}\), \(\min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \geq \min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\}\), \(\max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} - \min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \leq \max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} - \min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\}\) \(\leq \text{height}(H_{E}(ir), S + (\Delta_0^\vee|V^*))\) and \(\text{height}(H_{E}(ir), S + (\Delta_0^\vee|V^*))\) < \(\text{height}(H, S + (\Delta_0^\vee|V^*))\).

We consider the case \(\Theta^O \subset \hat{\Delta}(ir)^O\).

\(\Theta \subset \hat{\Delta}(ir)^O = (\hat{\Delta}(ir)^O \times H_{E}(ir))(\hat{\Delta}(ir)^O \times H_{E}(ir))(\hat{\Delta}(ir)^O \times H_{E}(ir))(\hat{\Delta}(ir)^O \times H_{E}(ir))\) and we know \(\Theta + H_{E}(ir) \in \hat{\Delta}(ir)^O\).

Since \(\Theta = H_{E}(ir)^O\), \(\Theta + H_{E}(ir)\), we know \(\Delta_0 = \Theta + H_{E}(ir)\) and \(\dim \Theta = \dim \Delta_0 - 1\).

Since \(\Theta \subset \Lambda \cap \Delta_0\), \(\dim \Delta_0 - 1 = \dim \Theta \leq \dim \Lambda \cap \Delta_0 \leq \dim \Delta_0 - 1\), \(\dim \Theta = \dim \Lambda \cap \Delta_0 \subset \text{vect}(\Theta) = \text{vect}(\Lambda \cap \Delta_0) \cap \text{vect}(\Lambda \cap \Delta_0) = \text{vect}(\Theta) \cap \Delta_0 = \text{vect}(\Theta) \cap (\Lambda \cap \Delta_0) = \Theta\). We know \(\Theta \subset \Lambda \cap \Delta_0\).

Since \(\Gamma \not\subset \hat{\Delta}(ir)\) and \(\Theta \subset \hat{\Delta}(ir)\), we know \(\Gamma \not\subset \Theta\). Since \(\Gamma \not\subset \Theta = \Lambda \cap \Delta_0\) and \(\Gamma \subset \Delta_0\), we know \(\Gamma \not\subset \Lambda\). Since \(\Gamma \not\subset \Lambda = \text{vect}(\Lambda) \cap \Delta\) and \(\Gamma \subset \Delta\), we know \(\Gamma \not\subset \text{vect}(\Lambda)\).

Since \(\Gamma^O \cup H_{E}(ir)^O \subset \Delta_0 - (H_{E}(ir)^O)^O\Delta_0\), we know \(\text{vect}(\Lambda) + \Gamma = \text{vect}(\Lambda) + H_{E}(ir) = \text{vect}(\Lambda) + H\).

We know \(\text{vect}(\Lambda) + \Gamma = \text{vect}(\Lambda) + H\), \(\text{vect}(\Lambda) \cap (S + (\Delta_0^\vee|V^*)) = \{t \in \mathbb{R}|(b_{T/N^*}, \hat{a}(i_{\Lambda} - 1))\} \), \(\max\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\} \) \(= \min\{b_{T/N^*}, a|a \in A \cap (S + (\Delta_0^\vee|V^*))\}\) \(\leq \text{height}(H_{E}(ir), S + (\Delta_0^\vee|V^*))\).

By Lemma \(15,22,12\) we know \(b_{H_{E}(ir)/N^*} - b_{T/N^*} \in N^* \cap \text{vect}(\Theta) \subset \text{vect}(\Lambda) = \text{vect}(\hat{a}(i_{\Lambda}))\). Since \(\hat{a}(i_{\Lambda} - 1) \in \text{conv}(\hat{a}(i_{\Lambda} - 1) \cup \hat{a}(i_{\Lambda})) \in \mathcal{F}(S + (\Delta_0^\vee|V^*))\), \(\Delta(\hat{a}(i_{\Lambda} - 1) \cup \hat{a}(i_{\Lambda})) = S + (\Delta_0^\vee|V^*)\) and \(\hat{a}(i_{\Lambda} - 1) \in \text{vect}(\Lambda) \cap \Delta\), we know \(b_{H_{E}(ir)/N^*} - b_{T/N^*} \in \text{vect}(\Lambda) = \text{vect}(\hat{a}(i_{\Lambda} - 1))\).

We have two cases.

(1) \(\Lambda \neq \hat{\Delta}(ir)\).
(2) \(\Lambda = \hat{\Delta}(ir)\).
Consider the case $\Lambda \neq \hat{\Lambda}(i_1)$.

Since $\hat{\Lambda}(i_1) = \Lambda \neq \hat{\Lambda}(i_1)$, we know $\hat{\Lambda}(i_1) \cap \hat{\Lambda}(i_1)^c \neq \emptyset$, $\hat{\Lambda}(i_1 - 1) \cap \hat{\Lambda}(i_1)^c \neq \emptyset$, and $\hat{\Lambda}(i_1) \cap \hat{\Lambda}(i_1)^c \neq \emptyset$, $\{b_{H,\nu} \cap F(S + (\Delta^V[V^*]))\} \subset \mathcal{F}(S + (\Delta^V[V^*]))$, and $\langle b_{H,\nu} \cap F(S + (\Delta^V[V^*])) \rangle = \text{height}(S + (\Delta^V[V^*]))$. We know that $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} \leq \text{height}(S + (\Delta^V[V^*]))$, and that $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$, if and only if, $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$.

Now, by the arguments until here we know that the inequality $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} \leq \text{height}(S + (\Delta^V[V^*]))$, and the equality $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$ holds, if and only if, $\Theta^\circ \subset \hat{\Lambda}(i_1)^c$, $\Lambda = \hat{\Lambda}(i_1)$ and $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$.

Assume $\Theta^\circ \subset \hat{\Lambda}(i_1)^c$, $\Lambda = \hat{\Lambda}(i_1)$ and $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$ holds.

We know that $\text{max}\{\{b_{T,\nu}, a\} \in A \cap (S + (\Delta^V[V^*])) \} = \text{height}(S + (\Delta^V[V^*]))$, then $c(S + (\Delta^V[V^*]) = 2$ and the structure constant of $\mathcal{D}(S)V \cap \mathcal{F}(\Delta)$ corresponding to the pair $(2, E)$ is an integer for any $E \in \mathcal{F}(\Delta) - \{H\}$.

Conversely, assume that $c(S + (\Delta^V[V^*]) = 2$ and the structure constant of $\mathcal{D}(S)V \cap \mathcal{F}(\Delta)$ corresponding to the pair $(2, E)$ is an integer for any $E \in \mathcal{F}(\Delta) - \{H\}$.

Claim 12 follows from similar arguments as in claim 8 and 9 and Theorem 17.1.20-26.
19. Schemes associated with simplicial cone decompositions

We develop the theory of torus embeddings (Kempf et al. [19], Fulton [8]). We define schemes associated with simplicial cone decompositions and examine their properties.

Let us begin with the ring theory.

Let \( R \) be any ring. The set of all prime ideals of \( R \) is denoted by \( \text{Spec}(R) \). If \( R \) is a field, then \( \text{Spec}(R) = \{\{0\}\} \). We define a topology on \( \text{Spec}(R) \) called the Zariski topology. We define that a subset \( \mathcal{X} \) of \( \text{Spec}(R) \) is closed, if there exists a subset \( X \) of \( R \) satisfying \( \mathcal{X} = \{p \in \text{Spec}(R) | X \subseteq p\} \). A subset \( U \) of \( \text{Spec}(R) \) is open, if the complement \( \text{Spec}(R) - U \) of \( U \) in \( \text{Spec}(R) \) is closed. We say that a point \( p \in \text{Spec}(R) \) is a closed point, if the set \( \{p\} \) is a closed subset of \( \text{Spec}(R) \).

For any \( \phi \in R \) we denote \( \text{Spec}(R)_{\phi} = \{p \in \text{Spec}(R) | \phi \notin p\} \) and we call \( \text{Spec}(R)_{\phi} \) the principal open subset or the principal open set of \( \text{Spec}(R) \) associated with \( \phi \).

Let \( Q \) be another ring and let \( \lambda : R \rightarrow Q \) be any ring homomorphism. We can check easily that \( \lambda^{-1}(p) \in \text{Spec}(R) \) for any \( p \in \text{Spec}(Q) \). Putting \( \lambda^*(p) = \lambda^{-1}(p) \in \text{Spec}(R) \) for any \( p \in \text{Spec}(Q) \), we define a mapping \( \lambda^* : \text{Spec}(Q) \rightarrow \text{Spec}(R) \).

**Lemma 19.1.**

1. Let \( R \) be any ring.

   The empty set is an open subset of \( \text{Spec}(R) \). \( \text{Spec}(R) \) is an open subset of \( \text{Spec}(R) \). For any open subset \( U \) of \( \text{Spec}(R) \) and any open subset \( V \) of \( \text{Spec}(R) \), the intersection \( U \cap V \) is an open subset of \( \text{Spec}(R) \). For any non-empty set \( U \) whose elements are open subsets of \( \text{Spec}(R) \), the union \( \bigcup_{U \in U} U \) is an open subset of \( \text{Spec}(R) \).

   The Zariski topology on \( \text{Spec}(R) \) is a topology on \( \text{Spec}(R) \).

2. Let \( R \) be any ring and let \( p \in \text{Spec}(R) \) be any prime ideal of \( R \).

   The closure of the subset \( \{p\} \) of \( \text{Spec}(R) \) is equal to \( \{q \in \text{Spec}(R) | p \subseteq q\} \).

   The point \( p \) of \( \text{Spec}(R) \) is closed, if and only if, \( p \) is a maximal ideal of \( R \).

3. For any ring \( R \), any ring \( Q \) such that there exists a ring homomorphism from \( R \) to \( Q \) and any ring homomorphism \( \lambda : R \rightarrow Q \), the mapping \( \lambda^* : \text{Spec}(Q) \rightarrow \text{Spec}(R) \) is continuous and preserves the inclusion relation.

4. For any ring \( R \), \( \text{id}_R^* \) is equal to the identity mapping of \( \text{Spec}(R) \).

5. For any ring \( R \), any ring \( Q \), any ring \( P \) such that there exists a ring homomorphism from \( R \) to \( Q \) and there exists a ring homomorphism from \( Q \) to \( P \) and any ring homomorphism \( \lambda : R \rightarrow Q \) and any ring homomorphism \( \mu : Q \rightarrow P \), \( (\mu \lambda)^* = \lambda^* \mu^* \).

Let \( K \) be any field and let \( R \) be any subring of \( K \).

A subset \( S \) of \( R \) is called a multiplicatively closed subset, if \( 1 \in S \), \( 0 \notin S \) and \( \phi \psi \in S \) for any \( \phi \in S \) and any \( \psi \in S \).

Let \( S \) be any multiplicatively closed subset of \( R \). We denote

\[
R_S = \{\psi_\phi | \psi \in R, \phi \in S\} \subseteq K,
\]

and we call \( R_S \) the localization of \( R \) with respect to \( S \). We can check easily that \( R_S \) is a subring of \( K \) containing \( R \).

Let \( p \in \text{Spec}(R) \) be any prime ideal of \( R \). We can check easily that the complement \( R - p \) of \( p \) in \( R \) is a multiplicatively closed subset of \( R \). We denote

\[
R_p = R_{R-p} = \{\psi_\phi | \psi \in R, \phi \in R - p\} \subseteq K,
\]
and we call $R_p$ the local ring of $R$ at $p$. $R_p$ is a subring of $K$ containing $R$.

Note that $\{0\}$ is the unique ring contained in $K$ and satisfying $1 = 0$. The set $\{0\}$ is not a subring of $K$.

For any open subset $U$ of $\text{Spec}(R)$, we denote

$$\mathcal{O}_R(U) = \begin{cases} \bigcap_{p \in U} R_p & \text{if } U \neq \emptyset, \\ \{0\} & \text{if } U = \emptyset. \end{cases}$$

For any open subset $U$ of $\text{Spec}(R)$, $\mathcal{O}_R(U)$ is a ring contained in $K$, and if $U \neq \emptyset$, then $\mathcal{O}_R(U)$ is a subring of $K$, it contains $R$ and it is contained in $R_p$ for any $p \in U$.

Consider any open subset $U$ of $\text{Spec}(R)$ and any open subset $V$ of $\text{Spec}(R)$ satisfying $U \subset V$. If $U \neq \emptyset$, then $V \neq \emptyset$ and $\mathcal{O}_R(U) \supset \mathcal{O}_R(V)$. If $U = \emptyset$, then $\mathcal{O}_R(U) = \{0\}$ and there exists uniquely a surjective homomorphism $\mathcal{O}_R(V) \to \mathcal{O}_R(U)$. We define a mapping $\text{res}_U^V : \mathcal{O}_R(V) \to \mathcal{O}_R(U)$ called restriction homomorphism by putting

$$\text{res}_U^V = \begin{cases} \text{the inclusion homomorphism} & \text{if } U \neq \emptyset, \\ \text{the unique surjective homomorphism} & \text{if } U = \emptyset. \end{cases}$$

The restriction homomorphism $\text{res}_U^V$ is a ring homomorphism.

We denote the pair of sets $\{\mathcal{O}_R(U)|U \text{ is an open subset of } \text{Spec}(R)\}, \{\text{res}_U^V|U \text{ and } V \text{ are open subsets of } \text{Spec}(R) \text{ with } U \subset V\}$ by a simple symbol $\mathcal{O}_R$.

Consider any $p \in \text{Spec}(R)$ and any open subset $U$ of $\text{Spec}(R)$ with $p \in U$. We define a mapping $\text{res}_U^V : \mathcal{O}_R(U) \to R_p$ called restriction homomorphism by putting $\text{res}_U^V$ as the inclusion mapping. The restriction homomorphism $\text{res}_U^V$ is a ring homomorphism.

**Lemma 19.2.** Let $K$ be any field; let $R$ be any subring of $K$ and let $S$ be any multiplicatively closed subset of $R$.

1. $\{0\} \in \text{Spec}(R)$. $U \neq \emptyset$, if and only if, $\{0\} \in U$ for any open subset $U$ of $\text{Spec}(R)$. For any non-empty open subset $U$ of $\text{Spec}(R)$ and any non-empty open subset $V$ of $\text{Spec}(R)$, the intersection $U \cap V$ is non-empty.

2. $R_S$ is a subring of $K$ containing $R$. $S \subset R^*_S$.

   By $\nu : R \to R_S$ we denote the inclusion ring homomorphism.

   Consider any ring $T$ such that there exists a ring homomorphism $\mu : R \to T$ from $R$ to $T$ satisfying $\mu(S) \subset T^*$. For any ring homomorphism $\mu : R \to T$ satisfying $\mu(S) \subset T^*$, there exists uniquely a ring homomorphism $\tilde{\mu} : R_S \to T$ satisfying $\tilde{\mu} \nu = \mu$.

3. For any $p \in \text{Spec}(R_S)$, $p \cap R \in \text{Spec}(R)$ and it satisfies $(p \cap R) \cap S = \emptyset$ and $(p \cap R)R_S = p$.

4. For any $p \in \text{Spec}(R)$ satisfying $p \cap S = \emptyset$, $pR_S \in \text{Spec}(R_S)$ and $pR_S \cap R = p$.

5. The mapping from $\text{Spec}(R_S)$ to $\{p \in \text{Spec}(R)|p \cap S = \emptyset\}$ sending $p \in \text{Spec}(R_S)$ to $p \cap R$ and the mapping from $\{p \in \text{Spec}(R)|p \cap S = \emptyset\}$ to $\text{Spec}(R_S)$ sending any $p \in \text{Spec}(R)$ satisfying $p \cap S = \emptyset$ to $pR_S \in \text{Spec}(R_S)$ are bijective mappings preserving the inclusion relation, and they are the inverse mappings of each other.

   If $p \in \text{Spec}(R_S)$ and $p \in \text{Spec}(R)$ satisfying $p \cap S = \emptyset$ correspond to each other by these bijective mappings, then $(R_S)p = R_p$.

6. Furthermore, if we define the topology on $\text{Spec}(R_S)$ and we define the topology on $\{p \in \text{Spec}(R)|p \cap S = \emptyset\}$ induced by the topology on $\text{Spec}(R)$, then the
mapping from Spec($R_S$) to \{p \in \text{Spec}(R) \mid p \cap S = \emptyset\} sending \bar{p} \in \text{Spec}(R_S)
to \bar{p} \cap R is a continuous bijective mapping whose inverse mapping is also continuous.

(7) If $R$ is noetherian, then $R_S$ is also noetherian.

(8) Consider any prime ideal $p \in \text{Spec}(R)$ of $R$.
\[ \{q \cap R \mid q \in \text{Spec}(R_p)\} = \{q \in \text{Spec}(R) \mid q \supset p\}. \]
The ring $R_p$ is a local ring whose maximal ideal is equal to $pR_p$. If $R$ is noetherian, then $R_p$ is also noetherian.

(9) Consider any $r \in \mathbb{Z}_+$ and any mapping $\phi : \{1, 2, \ldots, r\} \to R - \{0\}$. We denote $S(\phi) = \{\phi(1)^{m(1)}\phi(2)^{m(2)} \cdots \phi(r)^{m(r)} \mid m \in \text{map}(\{1, 2, \ldots, r\}, \mathbb{Z}_0)\} \subset R$.
The subset $S(\phi)$ is a multiplicatively closed subset of $R$. $\phi(1)\phi(2) \cdots \phi(r) \in R - \{0\}$.

\[ R_{S(\phi)} = \{\frac{\psi}{\phi^{1}m(1)\phi^{2}(2)m(2) \cdots \phi^{r}(r)m(r)} \mid \psi \in R, m \in \text{map}(\{1, 2, \ldots, r\}, \mathbb{Z}_0)\} \]
\[ = R[\{\frac{1}{\phi^{i}} \mid i \in \{1, 2, \ldots, r\}\}] = R[\frac{1}{\phi^{1}\phi^{2} \cdots \phi^{r}}] \subset K. \]

If $R$ is noetherian, then $R_{S(\phi)}$ is also noetherian.

(10) Consider any $\phi \in R$. The principal open subset $\text{Spec}(R)_{\phi}$ of $\text{Spec}(R)$ associated with $\phi \in R$ is an open subset of $\text{Spec}(R)$.
\[ \text{Spec}(R)_{\phi} = \emptyset, \text{ if and only if, } \phi = 0. \]
\[ \{p \cap R \mid p \in \text{Spec}(R[1/\phi])\} = \text{Spec}(R)_{\phi} \text{ if } \phi \neq 0. \]

(11) Consider any $\phi \in R - \{0\}$ and any $\psi \in R - \{0\}$.
\[ \text{Spec}(R)_{\phi} = \text{Spec}(R)_{\psi}, \text{ if and only if, } \{\alpha \in R \mid \alpha^m = \beta \phi \text{ for some } m \in \mathbb{Z}_0 \text{ and for some } \beta \in R\} = \{\alpha \in R \mid \alpha^m = \beta \psi \text{ for some } m \in \mathbb{Z}_0 \text{ and for some } \beta \in R\}. \]
If $\text{Spec}(R)_{\phi} = \text{Spec}(R)_{\psi}$, then $R[\frac{1}{\phi}] = R[\frac{1}{\psi}]$.

(12) $\phi \psi \in R - \{0\}$ and $\text{Spec}(R)_{\phi \psi} = \text{Spec}(R)_{\phi} \cap \text{Spec}(R)_{\psi}$.
\[ \bigcap_{\phi \in X} R[\frac{1}{\phi}] = R \]
for any subset $X$ of $R - \{0\}$ satisfying $XR = R$.

(13) \[ \bigcap_{p \in \text{Spec}(R)} R_p = R. \]

(14) \[ \bigcap_{p \in \text{Spec}(R)_{\phi}} R_p = R[\frac{1}{\phi}] \]
for any non-zero element $\phi \in R - \{0\}$.

(15) $\mathcal{O}_R$ is a sheaf of rings on $\text{Spec}(R)$, in other words, the following seven conditions are satisfied:
(a) For any open subset $U$ of $\text{Spec}(R)$, $\mathcal{O}_R(U)$ is a ring.
(b) For any open subsets $U$ and $V$ of $\text{Spec}(R)$ with $U \subset V$, $\text{res}^V_U$ is a ring homomorphism.
(c) For any open subset $U$ of $\text{Spec}(R)$, $\text{res}^V_U$ is the identity mapping of $O_R(U)$.

(d) For any open subsets $U$, $V$ and $W$ of $\text{Spec}(R)$ with $U \subset V \subset W$, $\text{res}^V_U = \text{res}^W_V \circ \text{res}^V_U$.

(e) Consider any non-empty set $\mathcal{U}$ whose elements are open subsets of $\text{Spec}(R)$. We denote $\hat{U} = \bigcup_{U \in \mathcal{U}} U$. Consider any $\phi \in O_R(\hat{U})$.

If $\text{res}_{\hat{U} \cap V}(\phi(U)) = 0$ for any $U \in \mathcal{U}$, then $\phi = 0$.

(f) Consider any non-empty set $\mathcal{U}$ whose elements are open subsets of $\text{Spec}(R)$. We denote $\hat{U} = \bigcup_{U \in \mathcal{U}} U$. Consider any $\phi(U) \in O_R(U)$ for any $U \in \mathcal{U}$.

If $\text{res}_{\hat{U} \cap V}(\phi(U)) = \text{res}^V_U(\phi(V))$ for any $U \in \mathcal{U}$ and any $V \in \mathcal{U}$, then there exists $\phi \in O_R(\hat{U})$ satisfying $\text{res}_{\hat{U}}^V(\phi) = \phi(U)$ for any $U \in \mathcal{U}$.

(g) $O_R(0) = \{0\}$.

(16) $O_R(\text{Spec}(R)) = R$. $O_R(\text{Spec}(R)_\phi) = R[1/\phi]$ for any non-zero element $\phi \in R - \{0\}$.

(17) Consider any non-zero element $\phi \in R - \{0\}$ and any open subset $U$ of $\text{Spec}(R)$ contained in $\text{Spec}(R)_\phi$. Let $\hat{U} = \{p \in \text{Spec}(R[1/\phi])| p \cap R \in U\}$. $\hat{U}$ is an open subset of $\text{Spec}(R[1/\phi])$ and $O_R[1/\phi](\hat{U}) = O_R(U)$.

(18) Note that the sheaf $O_R$ on $\text{Spec}(R)$ is defined using the field $K$ containing $R$. The sheaf $O_R$ is isomorphic to Grothendieck’s structure sheaf on $\text{Spec}(R)$, which depends only on $R$ and independent of the choice of the field $K$ containing $R$, and the topological space with a sheaf $(\text{Spec}(R), O_R)$ is identified with Grothendieck’s affine scheme $\text{Spec}(R)$.

(19) For any $p \in \text{Spec}(R)$ and any $\phi \in R_p$, there exist an open subset $U$ of $\text{Spec}(R)$ with $p \in U$ and an element $\psi \in O_R(U)$ satisfying $\text{res}^U_p(\psi) = \phi$.

(20) Consider any $p \in \text{Spec}(R)$.

Note that for any open subset $U$ of $\text{Spec}(R)$ with $p \in U$ and any open subset $V$ of $\text{Spec}(R)$ with $p \in V$, there exists an open subset $W$ of $\text{Spec}(R)$ with $p \in W \subset U \cap V$.

The pair $(R_p, \{\text{res}^U_p| \text{U is an open subset of Spec}(R) \text{ with } p \in U\})$ is the inductive limit of the inductive system $(\{O_R(U)| U \text{ is an open subset of } \text{Spec}(R) \text{ with } p \in U\}, \{\text{res}^V_U| U \text{ and V are open subsets of Spec}(R) \text{ with } p \in U \subset V\})$ in other words, $\text{res}^V_p = \text{res}^W_p \circ \text{res}^V_U$ for any open subsets $U$ and $V$ of $\text{Spec}(R)$ with $p \in U \subset V$ and the following condition is satisfied:

Assume that a ring $T$ is given and a ring homomorphism $\lambda(U) : O_R(U) \rightarrow T$ is given for any open subset $U$ of $\text{Spec}(R)$ with $p \in U$. If $\lambda(V) = \lambda(U) \circ \text{res}^U_p$ for any open subsets $U$ and $V$ of $\text{Spec}(R)$ with $p \in U \subset V$, then there exists uniquely a ring homomorphism $\lambda : R_p \rightarrow T$ satisfying $\lambda(U) = \lambda \circ \text{res}^U_p$ for any open subset $U$ of $\text{Spec}(R)$ with $p \in U$.

Let $J$ be any field; let $Q$ be any subring of $J$ such that there exists a ring homomorphism from $R$ to $Q$ and let $\lambda : R \rightarrow Q$ be any ring homomorphism. The continuous mapping $\lambda^* : \text{Spec}(Q) \rightarrow \text{Spec}(R)$ is defined associated with $\lambda$.

(21) For any $p \in \text{Spec}(Q)$, there exists uniquely a ring homomorphism $\lambda_*(p) : R_{\lambda^*(p)} \rightarrow Q_p$ satisfying $\text{res}^{\text{Spec}(Q)}_p \lambda = \lambda_*(p) \circ \text{res}^{\text{Spec}(R)}_{\lambda^*(p)}$. 
For any open subset $U$ of $\text{Spec}(R)$, there exists uniquely a ring homomorphism $\lambda_\ast(U) : \mathcal{O}_R(U) \to \mathcal{O}_Q(\lambda^{\ast-1}(U))$ satisfying $\text{res}^\lambda_{\lambda^\ast-1(U)} = \lambda_\ast(U)\text{res}_U^\lambda_{\lambda^\ast-1(U)}$.

We take the unique ring homomorphism $\lambda_\ast(U) : \mathcal{O}_R(U) \to \mathcal{O}_Q(\lambda^{\ast-1}(U))$ satisfying $\text{res}^\lambda_{\lambda^\ast-1(U)} = \lambda_\ast(U)\text{res}_U^\lambda_{\lambda^\ast-1(U)}$ for any open subset $U$ of $\text{Spec}(R)$.

We denote the set $\{\lambda_\ast(U) | U$ is an open subset of $\text{Spec}(R)\}$ by a single symbol $\lambda_\ast$. We denote the pair $(\lambda^\ast, \lambda_\ast)$ by a single symbol $\lambda^\ast$.

(22) The pair $(\lambda^\ast, \lambda_\ast)$ is a morphism from the topological space with a sheaf $(\text{Spec}(Q), \mathcal{O}_Q)$ to the topological space with a sheaf $(\text{Spec}(R), \mathcal{O}_R)$, in other words, $\text{res}^\lambda_{\lambda^\ast-1(U)} = \lambda_\ast(U)\text{res}_U^\lambda_{\lambda^\ast-1(U)}$ for any open subsets $U$ and $V$ of $\text{Spec}(R)$ with $U \subset V$.

(23) The pair $\lambda^\ast = (\lambda^\ast, \lambda_\ast)$ is identified with Grothendieck’s morphism $\lambda^\ast : \text{Spec}(Q) \to \text{Spec}(R)$ of affine schemes associated with the ring homomorphism $\lambda$.

(24) Assume that $Q$ is a subring of $K$ containing $R$ and $\lambda : R \to Q$ is the inclusion ring homomorphism.

For any $p \in \text{Spec}(Q)$, $R_{\lambda^\ast(p)} \subset Q_p$ and the homomorphism $\lambda_\ast(p) : R_{\lambda^\ast(p)} \to Q_p$ is equal to the inclusion ring homomorphism.

For any open subset $U$ of $\text{Spec}(R)$, $\mathcal{O}_R(U) \subset \mathcal{O}_Q(\lambda^{\ast-1}(U))$ and the homomorphism $\lambda_\ast(U) : \mathcal{O}_R(U) \to \mathcal{O}_Q(\nu^{\ast-1}(U))$ is equal to the inclusion homomorphism.
We call the element $\phi \psi \in \text{map}'(N, S)$ the product of $\phi$ and $\psi$.
Putting
\[
x(e)(f) = \begin{cases} 1 & \text{if } e = f, \\ 0 & \text{if } e \neq f,
\end{cases}
\]
for any $e \in N$ and any $f \in N$, we define a mapping
\[
x : N \to \text{map}'(N, S).
\]

Putting
\[
\nu(a) = ax(0) \in \text{map}'(N, S)
\]
for any $a \in S$, we define a mapping
\[
\nu : S \to \text{map}'(N, S).
\]

For any subset $\Theta$ of $V$, we denote
\[
\text{map}'(N, S) \setminus \Theta = \{ \phi \in \text{map}'(N, S) | \text{supp}(\phi) \subset \Theta \}.
\]

**Lemma 19.3.** Consider any integral domain $S$, any finite dimensional vector space $V$ over $\mathbb{R}$ and any lattice $N$ of $V$. We consider the $S$-module $\text{map}'(N, S)$ and the product on $\text{map}'(N, S)$ defined above.

1. $\text{map}'(N, S)$ is an integral domain. The identity element of $\text{map}'(N, S)$ is equal to $x(0)$. The mapping $\nu : S \to \text{map}'(N, S)$ is an injective ring homomorphism.

Below, using $\nu : S \to \text{map}'(N, S)$, we regard $S$ as a subring of $\text{map}'(N, S)$. Let $K$ be any field such that there exists an injective ring homomorphism from $\text{map}'(N, S)$ to $K$ and let $\iota : \text{map}'(N, S) \to K$ be any injective ring homomorphism. We fix such a pair $(K, \iota)$ and using $\iota$, we regard $\text{map}'(N, S)$ as a subring of the field $K$.

2. For any $\phi \in \text{map}'(N, S)$ and any $\psi \in \text{map}'(N, S)$,
\[
\text{supp}(\phi + \psi) \subset \text{supp}(\phi) \cup \text{supp}(\psi), \quad \text{and}
\]
\[
\text{supp}(\phi \psi) \subset \text{supp}(\phi) + \text{supp}(\psi).
\]
(3) $\text{supp}(1) = \{0\}$. For any $\phi \in \text{map}'(N, S)$, $\text{supp}(\phi) = \emptyset \Leftrightarrow \phi = 0$ and $\text{supp}(\phi) \subset \{0\} \Leftrightarrow \phi \in S$.

4. $x(0) = 1$. For any $e \in N$ and any $f \in N$, $x(e + f) = x(e)x(f)$.

For any $e \in N$, $x(e)x(-e) = 1$, $x(e) \in \text{map}'(N, S)^{\times}$ and $\text{supp}(x(e)) = \{e\}$.

The mapping $x : N \to \text{map}'(N, S)$ is injective.
For any $\phi \in \text{map}'(N, S)$, $\phi = \sum_{e \in N} \phi(e)x(e)$.

For any $\phi \in \text{map}'(N, S)$ and any $e \in N$, supp$(\phi) \subset \{e\} \Leftrightarrow$ there exists $a \in S$ with $\phi = ax(e) \Leftrightarrow$ there exists uniquely $a \in S$ with $\phi = ax(e)$.

5. For any ring $T$ such that there exists a ring homomorphism from $S$ to $T$, any ring homomorphism $\mu : S \to T$ and any homomorphism $\kappa : N \to T^{\times}$ of abelian groups, there exists uniquely a ring homomorphism $\lambda : \text{map}'(N, S) \to T$ satisfying $\lambda(\phi(a)) = \mu(a)$ for any $a \in S$ and $\lambda x(e) = \kappa(e)$ for any $e \in N$.

(6) If a subset $\Theta$ of $V$ satisfies $0 \in \Theta$ and $\Theta + \Theta \subset \Theta$, then $\text{map}'(N, S) \setminus \Theta$ is a subring of $\text{map}'(N, S)$ containing $S$. 
(7) Consider any simplicial cone $\Theta$ over $N$ in $V$. We denote $P_\Theta = \{x(b_{E/N})|E \in F(\Theta)\} \subset \map'(N,S)$. Putting

$$
\Phi_\Theta(\Gamma) = \sum_{E \in F(\Theta)_1} \Gamma(x(b_{E/N}))b_{E/N} \in \text{vect}(\Theta),
$$

for any $\Gamma \in \map(P_\Theta, \mathbb{R})$, we define a mapping

$$
\Phi_\Theta : \map(P_\Theta, \mathbb{R}) \to \text{vect}(\Theta).
$$

(a) $\map'(N,S)\backslash \Theta$ is a subring of $\map'(N,S)$ containing $S$. $P_\Theta \subset \map'(N,S)$

(b) $\Phi_\Theta$ is an isomorphism of vector spaces over $\mathbb{R}$. $\Phi_\Theta(\map(P_\Theta, \mathbb{R}_0)) = \Theta$. $\Phi_\Theta(\map(P_\Theta, \mathbb{Z})) = N \cap \text{vect}(\Theta)$. $\Phi_\Theta(\text{supp}(P_\Theta, \phi)) = \text{supp}(\phi)$ for any $\phi \in \map'(N,S)\backslash \Theta$.

If $S$ is a field, then the Newton polyhedron $\Gamma_+(P_\Theta, \phi)$ over $P_\Theta$ is defined and $\Phi_\Theta(\Gamma_+(P_\Theta, \phi)) = \text{conv}(\text{supp}(\phi)) + \Theta$ for any $\phi \in \map'(N,S)\backslash \Theta$.

(c) $\map'(N,S)\backslash \text{vect}(\Theta) = (\map'(N,S)\backslash \Theta)[1/x(b_{E/N})|E \in F(\Theta)_1]$.

(8) Consider any simplicial cone $\Delta$ over $N^*$ in $V^*$ and any simplicial cone $\Delta$ over $N^*$ in $V^*$ satisfying $\dim \Delta = \dim V$ and $\Delta \in F(\Delta)$. The set $\{b_{E/N*}|E \in F(\Delta)_1\}$ is a basis of the vector space $V^*$ over $R$. We denote the dual basis of $\{b_{E/N*}|E \in F(\Delta)_1\}$ by $\{b_{E/N*\Delta^*}|E \in F(\Delta)_1\}$.

$$
\langle b_{E/N^*}, b_{D/N\Delta^*} \rangle = \begin{cases} 
1 & \text{if } E = D, \\
0 & \text{if } E \neq D,
\end{cases}
$$

for any $E \in F(\Delta)_1$ and any $D \in F(\Delta)_1$. The set $\{b_{E/N^*}|E \in F(\Delta)_1\}$ is a $\mathbb{Z}$-basis of the lattice $N^*$ and $\{b_{E/N^*\Delta^*}|E \in F(\Delta)_1\}$ is a $\mathbb{Z}$-basis of the lattice $N$. We denote $P_\Delta = \{x(b_{E/N^*\Delta^*})|E \in F(\Delta)_1\} \subset \map'(N,S)$. Putting

$$
\Phi_\Delta(\Gamma) = \sum_{E \in F(\Delta)_1} \Gamma(x(b_{E/N^*\Delta^*}))b_{E/N^*} \in V,
$$

for any $\Gamma \in \map(P_\Delta, \mathbb{R})$, we define a mapping

$$
\Phi_\Delta : \map(P_\Delta, \mathbb{R}) \to V.
$$

(a) $\Delta^*|V^*$ is a simplicial cone over $N$ in $V$. $\dim \Delta^*|V^* = \dim V$.

$\map'(N,S)\backslash (\Delta^*|V^*)$ is a subring of $\map'(N,S)$ containing $S$. $P_\Delta \subset \map'(N,S)\backslash (\Delta^*|V^*)$. $P_\Delta$ is a variable system of $\map'(N,S)\backslash (\Delta^*|V^*)$ over $S$, and $\map'(N,S)\backslash (\Delta^*|V^*)$ is a polynomial ring over $S$ with $\dim V$ variables.

(b) $\Phi_\Delta$ is an isomorphism of vector spaces over $\mathbb{R}$. $\Phi_\Delta(\map(P_\Delta, \mathbb{R}_0)) = \Delta^*|V^*$. $\Phi_\Delta(\map(P_\Delta, \mathbb{Z})) = N$. $\Phi_\Delta(\text{supp}(P_\Delta, \phi)) = \text{supp}(\phi)$ for any $\phi \in \map'(N,S)\backslash (\Delta^*|V^*)$.

If $S$ is a field, then the Newton polyhedron $\Gamma_+(P_\Delta, \phi)$ over $P_\Delta$ is defined and $\Phi_\Delta(\Gamma_+(P_\Delta, \phi)) = \text{conv}(\text{supp}(\phi)) + (\Delta^*|V^*)$ for any $\phi \in \map'(N,S)\backslash (\Delta^*|V^*)$.

(c) $\map'(N,S) = (\map'(N,S)\backslash (\Delta^*|V^*))[1/x(b_{E/N^*\Delta^*})|E \in F(\Delta)_1]$.
Consider any simplicial cones \( \Lambda \). map \((N, S)\) is a subring of map \((N, S)\) containing \( S \). map \((N, S)\) is \((\Lambda \setminus [V^*]) = (\Lambda \setminus [V^*]) [1/x(b_{E/N}, \Lambda) \mid E \in \mathcal{F}(\Lambda)] \subseteq \text{map}(N, S) \setminus [\Lambda \setminus [V^*]).

For any \( \Lambda \in \mathcal{F}(\Lambda) \), \( \Lambda \setminus [V^*] = (\Lambda \setminus [V^*]) \cap \mathcal{F}(\Lambda) \) and any \( \Lambda \in \mathcal{F}(\Lambda) \) if the equivalent conditions above are satisfied and \( q \in \text{Spec}(\text{map}(N, S)) \) satisfies \( p = q \cap (\Lambda \setminus [V^*]) \) and \( p' = q \cap (\Lambda \setminus [V^*]) \), if and only if, \( (\Lambda \setminus [V^*]) \cap (\Lambda \setminus [V^*]) = (\Lambda \setminus [V^*]) \). If the equivalent conditions above are satisfied and \( \Lambda \in \mathcal{F}(\Lambda) \), then \( (\Lambda \setminus [V^*]) \cap (\Lambda \setminus [V^*]) = (\Lambda \setminus [V^*]) \). For any \( \Lambda \in \mathcal{F}(\Lambda) \), there exists uniquely a mapping \( r(E) = (\Lambda \setminus [V^*]) \cap \mathcal{F}(\Lambda) \) satisfying

\[
x(b_{E/N}, \Lambda) = x(b_{E/N}, \Lambda) \prod_{D \in \mathcal{F}(\Lambda)} x(b_{D/N}, \Lambda)^{r(E)(D)}.
\]
Below, we consider any integral domain $S$, any finite dimensional vector space $V$ over $\mathbb{R}$, any lattice $N$ of $V$ and any simplicial cone decomposition $D$ over $N^*$ in $V^*$.

We would like to define a scheme $\Sigma(S, V, N, D)$ associated with the quadruplet $(S, V, N, D)$ and would like to examine its properties.

Note that map $\map'(N, S)$ is an integral domain containing $S$. Let $K$ be any field such that there exists an injective ring homomorphism from $\map'(N, S)$ to $K$ and let $\iota : \map'(N, S) \to K$ be any injective ring homomorphism. We fix such a pair $(K, \iota)$ and using $\iota$, we regard $\map'(N, S)$ as a subring of the field $K$.

For simplicity we denote

\[ R(\Delta) = \map'(N, S)\langle \Delta^\vee\rangle \]

for any convex polyhedral cone $\Delta$ in $V^*$.

We define the set $\Sigma(S, V, N, D)$ by putting

\[ \Sigma(S, V, N, D) = \{ R(\Delta)_{|\Delta} \in D, \, p \in \text{Spec}(R(\Delta)) \}. \]

Consider any $\Delta \in D$. By putting

\[ \pi(S, V, N, D, \Delta)(p) = R(\Delta)_p \in \Sigma(S, V, N, D) \]

for any $p \in \text{Spec}(R(\Delta))$, we define a mapping

\[ \pi(S, V, N, D, \Delta) : \text{Spec}(R(\Delta)) \to \Sigma(S, V, N, D). \]

We define the topology on $\Sigma(S, V, N, D)$. Let $U$ be any subset of $\Sigma(S, V, N, D)$.

We define that $U$ is an open subset of $\Sigma(S, V, N, D)$, if $\pi(S, V, N, D, \Delta)^{-1}(U)$ is an open subset of $\text{Spec}(R(\Delta))$ for any $\Delta \in D$.

We define the sheaf $\mathcal{O}(S, V, N, D)$ on $\Sigma(S, V, N, D)$. Note that any point $\alpha \in \Sigma(S, V, N, D)$ is a local subring of $K$ containing $S$. When we regard a point $\alpha$ as a subring of $K$, we denote the corresponding subring of $K$ by the symbol $\mathcal{O}(S, V, N, D)_\alpha$. For any point $\alpha \in \Sigma(S, V, N, D)$, $\mathcal{O}(S, V, N, D)_\alpha$ is a local subring of $K$ containing $S$. Let $U$ be any open subset of $\Sigma(S, V, N, D)$. We define $\mathcal{O}(S, V, N, D)(U)$ by putting

\[ \mathcal{O}(S, V, N, D)(U) = \begin{cases} \bigcap_{\alpha \in U} \mathcal{O}(S, V, N, D)_\alpha & \text{if } U \neq \emptyset, \\ \{0\} & \text{if } U = \emptyset. \end{cases} \]

$\mathcal{O}(S, V, N, D)(U)$ is a ring contained in $K$. If $U \neq \emptyset$, then $\mathcal{O}(S, V, N, D)(U)$ is a subring of $K$ containing $S$.

Let $U$ and $V$ be any open subsets of $\Sigma(S, V, N, D)$ with $U \subset V$. If $U \neq \emptyset$, then $V \neq \emptyset$ and $\mathcal{O}(S, V, N, D)(U) \supset \mathcal{O}(S, V, N, D)(V)$ by definition. If $U = \emptyset$, then $\mathcal{O}(S, V, N, D)(U) = \{0\}$ and there exists uniquely a surjective homomorphism $\mathcal{O}(S, V, N, D)(V) \to \mathcal{O}(S, V, N, D)(U)$. We define a ring homomorphism

\[ \text{res}(S, V, N, D)_U^V : \mathcal{O}(S, V, N, D)(V) \to \mathcal{O}(S, V, N, D)(U), \]
by putting

\[
\text{res}(S, V, N, D)_{\alpha}^U = \begin{cases} 
\text{the inclusion homomorphism} & \text{if } U \neq \emptyset, \\
\text{the unique surjective homomorphism} & \text{if } U = \emptyset.
\end{cases}
\]

We denote the pair of sets \(\{O(S, V, N, D)(U)|U\text{ is an open subset of } \Sigma(S, V, N, D)\}, \{\text{res}(S, V, N, D)_{\alpha}^U|U \text{ and } V \text{ are open subsets of } \Sigma(S, V, N, D)\}\) by a single symbol \(O(S, V, N, D)\).

Let \(\alpha \in \Sigma(S, V, N, D)\) be any point and let \(U\) be any open subset of \(\Sigma(S, V, N, D)\) with \(\alpha \in U\). \(\mathcal{O}(S, V, N, D)(U) \subset \mathcal{O}(S, V, N, D)\) by definition. We define the ring homomorphism \(\text{res}(S, V, N, D)_{\alpha}^U : \mathcal{O}(S, V, N, D)(U) \to \mathcal{O}(S, V, N, D)\), by putting \(\text{res}(S, V, N, D)_{\alpha}^U = \text{the inclusion homomorphism}\).

For any \(\Delta \in D\), we denote

\[
\begin{align*}
U(S, V, N, D, \Delta) &= \pi(S, V, N, D, \Delta) (\text{Spec}(R(\Delta))) \subset \Sigma(S, V, N, D), \\
V^*(S, V, N, D, \Delta) &= U(S, V, N, D, \Delta) - \left( \bigcup_{\Lambda \in F(\Delta), \Lambda \neq \Delta} U(S, V, N, D, \Lambda) \right) \\
\subset U(S, V, N, D, \Delta), \\
V(S, V, N, D, \Delta) &= \text{the closure of } V^*(S, V, N, D, \Delta) \text{ in } \Sigma(S, V, N, D) \\
\subset \Sigma(S, V, N, D).
\end{align*}
\]

When we need not refer to the quadruplet \((S, V, N, D)\), we also write simply \(\Sigma, \pi(\Delta), \mathcal{O}, \text{res}, U(\Delta), V^*(\Delta)\) and \(V(\Delta)\), instead of \(\Sigma(S, V, N, D), \pi(S, V, N, D, \Delta), \mathcal{O}(S, V, N, D), \text{res}(S, V, N, D), U(S, V, N, D, \Delta), V^*(S, V, N, D, \Delta)\) and \(V(S, V, N, D, \Delta)\) respectively.

When we need not refer to the triplet \((V, N, D)\), we also write simply \(\Sigma(S), \pi(S, \Delta), \mathcal{O}(S), \text{res}(S), U(S, \Delta), V^*(S, \Delta)\) and \(V(S, \Delta)\), instead of \(\Sigma(S, V, N, D), \pi(S, V, N, D, \Delta), \mathcal{O}(S, V, N, D), \text{res}(S, V, N, D), U(S, V, N, D, \Delta), V^*(S, V, N, D, \Delta)\) and \(V(S, V, N, D, \Delta)\) respectively.

When we need not refer to the triplet \((S, V, N)\), we also write simply \(\Sigma(D), \pi(D, \Delta), \mathcal{O}(D), \text{res}(D), U(D, \Delta), V^*(D, \Delta)\) and \(V(D, \Delta)\), instead of \(\Sigma(S, V, N, D), \pi(S, V, N, D, \Delta), \mathcal{O}(S, V, N, D), \text{res}(S, V, N, D), U(S, V, N, D, \Delta), V^*(S, V, N, D, \Delta)\) and \(V(S, V, N, D, \Delta)\) respectively.

**Lemma 19.4.** Let \(S\) be any integral domain; let \(V\) be any finite dimensional vector space over \(\mathbb{R}\); let \(N\) be any lattice of \(V\) and let \(D\) be any simplicial cone decomposition over \(N^*\) in \(V^*\).

1. Consider any \(\Delta \in D\). \(U(\Delta)\) is a non-empty open subset of \(\Sigma\). \(\pi(\Delta)(\text{Spec}(R(\Delta))) = U(\Delta)\). The mapping \(\pi(\Delta) : \text{Spec}(R(\Delta)) \to U(\Delta)\) induced by \(\pi(\Delta)\) is a continuous bijective mapping whose inverse mapping is also continuous.

   For any open subset \(U\) of \(U(\Delta)\), \(\mathcal{O}(U) = \mathcal{O}_{R(\Delta)}(\pi(\Delta)^{-1}(U))\).

   \(\mathcal{O}(U(\Delta)) = \mathcal{R}(\Delta)\).

   The mapping \(\pi(\Delta)\) induces an isomorphism from the affine scheme \((\text{Spec}(R(\Delta)), \mathcal{O}(\Delta))\) to the topological space with a sheaf \((U(\Delta), \mathcal{O}(\Delta))\).

2. Consider any \(\Delta \in D\). Let \(\Delta\) be any simplicial cone over \(N^*\) in \(V^*\) satisfying \(\dim \Delta = \dim V\) and \(\Delta \in F(\Delta)\).

   The set \(\{b_{E/N}^{\Delta} | E \in F(\Delta)\}_1\) is a basis of the vector space \(V^*\) over \(\mathbb{R}\) and it is a \(\mathbb{Z}\)-basis of the lattice \(N^*\). By \(\{b_{E/N}^{\Delta} | E \in F(\Delta)\}_1\) we denote the dual basis of \(\{b_{E/N}^{\Delta} | E \in F(\Delta)\}_1\). The set \(\{b_{E/N}^{\Delta} | E \in F(\Delta)\}_1\) is a basis
Consider any \( \Delta \in F \) and it is a Z-basis of the lattice \( N \). For any \( E \in F(\Delta)_1 \) and any \( D \in E \in F(\Delta)_1 \),

\[
(b_{E/N^*}, b_{D/N^*}) = \begin{cases} 
1 & \text{if } E = D, \\
0 & \text{if } E \neq D.
\end{cases}
\]

(a) \( R(\Delta) \) is a subring of map \( (N, S) \) containing \( S \), and it is a polynomial ring over \( S \) with \( \dim V \) variables. The set \( \{ x(b_{E/N^*}) | E \in F(\Delta)_1 \} \) is a variable system of \( R(\Delta) \) over \( S \). Spec(\( R(\Delta) \)) is smooth, if Spec(\( S \)) is smooth.

(b) \( R(\Delta) = R(\Delta_1) \\{ 1/x(b_{E/N^*}) | E \in F(\Delta_1) \} \cup R(\Delta). \) Spec(\( R(\Delta) \)) is smooth, if Spec(\( S \)) is smooth.

(c) \( \{ \mathfrak{p} \cap R(\Delta) | \mathfrak{p} \in \text{Spec}(\Delta) \} = \{ \mathfrak{p} \in \text{Spec}(\Delta) | x(b_{E/N^*}) \notin \mathfrak{p} \text{ for any } E \in F(\Delta_1) - F(\Delta)_1 \}. \)

(d) \( \{ \mathfrak{p} \cap R(\Delta) | \mathfrak{p} \in \pi(\Delta)^{-1}(V(\Delta)) \} = \{ \mathfrak{p} \in \text{Spec}(\Delta) | x(b_{E/N^*}) \notin \mathfrak{p} \text{ for any } E \in F(\Delta_1) - F(\Delta)_1 \}. \)

(e) Consider any \( \Delta \in F(\Delta) \). \( \{ \mathfrak{p} \cap R(\Delta) | \mathfrak{p} \in \pi(\Delta)^{-1}(U(\Delta) \cap V(\Delta)) \} = \{ \mathfrak{p} \in \text{Spec}(\Delta) | x(b_{E/N^*}) \notin \mathfrak{p} \text{ for any } E \in F(\Delta_1) - F(\Delta)_1 \}. \)

\[
V(\Delta) \cap U(\Delta) = \bigcup_{\Lambda \in \Delta, \Lambda \subseteq \Delta} V(\Lambda).
\]

(3)

\[
\Sigma = \bigcup_{\Delta \in \mathcal{D}} U(\Delta) = \bigcup_{\Delta \in \mathcal{D}} V(\Delta).
\]

(4) Consider any \( \Delta \in \mathcal{D} \) and any \( \tilde{\Delta} \in \mathcal{D} \).

\[
U(\Delta \cap \tilde{\Delta}) = U(\Delta) \cap U(\tilde{\Delta}).
\]

\[
\Delta = \tilde{\Delta} \Leftrightarrow U(\Delta) = U(\tilde{\Delta}) \Leftrightarrow V(\Delta) = V(\tilde{\Delta}) \Leftrightarrow V(\Delta) \cap V(\tilde{\Delta}) \neq \emptyset \Leftrightarrow V(\Delta) = V(\tilde{\Delta}).
\]

\[
\Delta \subseteq \tilde{\Delta} \Leftrightarrow U(\Delta) \subseteq U(\tilde{\Delta}) \Leftrightarrow V(\Delta) \subseteq V(\tilde{\Delta}) \Leftrightarrow V(\Delta) \cap U(\tilde{\Delta}) \neq \emptyset \Leftrightarrow V(\Delta) \cap V(\tilde{\Delta}) \neq \emptyset \Leftrightarrow V(\Delta) = V(\tilde{\Delta}).
\]

(5) Consider any \( \Delta \in \mathcal{D} \).

(a) \( V(\Delta) \) is a non-empty closed irreducible subset of \( U(\Delta) \).

(b) \( \text{codim}(V(\Delta), U(\Delta)) = \dim \Delta \).

(c) If we give the reduced scheme structure to \( V(\Delta) \), then \( V(\Delta) \) is a complete intersection subscheme of \( U(\Delta) \), and \( V(\Delta) \) is smooth if Spec(\( S \)) is smooth.

(d) \( U(\Delta) = \bigcup_{\Delta \in \mathcal{D}, \Delta \subseteq \Delta} V(\Delta) \).

(e) \( V(\Delta) \cap U(\Delta) = V(\Delta) \).

(f) \( V(\Delta) \) is a non-empty closed irreducible subset of \( \Sigma \).

(g) \( \text{codim}(V(\Delta), \Sigma) = \dim \Delta \).
(h) If we give the reduced scheme structure to $V(\Delta)$, then $V(\Delta)$ is a local complete intersection subscheme of $\Sigma$, and $V(\Delta)$ is smooth if $\text{Spec}(S)$ is smooth.

(i) $$V(\Delta) = \bigcup_{\Delta \in D, \Delta \supseteq \Delta} V^*(\Delta).$$

(6) $\mathcal{O}$ is a sheaf of rings on $\Sigma$, in other words, the following seven conditions are satisfied:

(a) For any open subset $U$ of $\Sigma$, $\mathcal{O}(U)$ is a ring.

(b) For any open subsets $U$ and $V$ of $\Sigma$ with $U \subset V$, $\text{res}^V_U$ is a ring homomorphism.

(c) For any open subset $U$ of $\Sigma$, $\text{res}^U_U$ is the identity mapping of $\mathcal{O}(U)$.

(d) For any open subsets $U$, $V$ and $W$ of $\Sigma$ with $U \subset V \subset W$, $\text{res}^W_V = \text{res}^W_U \circ \text{res}^U_V$.

(e) Consider any non-empty set $\mathcal{U}$ whose elements are open subsets of $\Sigma$. We denote $\hat{U} = \cup_{U \in \mathcal{U}} U$. Consider any $\phi \in \mathcal{O}(\hat{U})$. If $\text{res}^U_U(\phi) = 0$ for any $U \in \mathcal{U}$, then $\phi = 0$.

(f) Consider any non-empty set $\mathcal{U}$ whose elements are open subsets of $\Sigma$. We denote $\hat{U} = \cup_{U \in \mathcal{U}} U$. Consider any $\phi(U) \in \mathcal{O}(U)$ for any $U \in \mathcal{U}$. If $\text{res}^U_{U \cap V}(\phi(U)) = \text{res}^V_U(\phi(V))$ for any $U \in \mathcal{U}$ and any $V \in \mathcal{U}$, then there exists $\phi \in \mathcal{O}(\hat{U})$ satisfying $\text{res}^U_U(\phi) = \phi(U)$ for any $U \in \mathcal{U}$.

(g) $\mathcal{O}(\emptyset) = \{0\}$.

(7) The pair $\Sigma = (\Sigma, \mathcal{O})$ of the topological space $\Sigma$ and the sheaf $\mathcal{O}$ on $\Sigma$ is a separated reduced irreducible scheme. $\dim \Sigma = \dim S + \dim V$, where $\dim S \in \mathbb{Z}_0 \cup \{\infty\}$ denotes the Krull dimension of the ring $S$. $\Sigma$ is smooth, if $\text{Spec}(S)$ is smooth.

(8) If $\Delta$ is a simplicial cone over $N^*$ in $V^*$ and $D = \mathcal{F}(\Delta)$, then $\Sigma$ is isomorphic to $\text{Spec}(\text{map}^*(N, S) \setminus (\Delta^*|V^*))$.

(9) For any $\alpha \in \Sigma$ and any $\phi \in \mathcal{O}_\alpha$ there exist an open subset $U$ of $\Sigma$ with $\alpha \in U$ and an element $\psi \in \mathcal{O}(U)$ satisfying $\text{res}^U_\alpha(\psi) = \phi$.

(10) Consider any $\alpha \in \Sigma$. Note that for any open subset $U$ of $\Sigma$ with $\alpha \in U$ and any open subset $V$ of $\Sigma$ with $\alpha \in V$, there exists an open subset $W$ of $\Sigma$ with $\alpha \in W \subset U \cap V$.

The pair $(\mathcal{O}_\alpha, \{\text{res}^W_U|U \text{ is an open subset of } \Sigma \text{ with } \alpha \in U\})$ is the inductive limit of the inductive system $(\{\mathcal{O}(U)|U \text{ is an open subset of } \Sigma \text{ with } \alpha \in U\}, \{\text{res}^W_U|U \text{ and } V \text{ are open subsets of } \Sigma \text{ with } \alpha \in U \subset V\})$, in other words, $\text{res}^W_\alpha = \text{res}^W_U \circ \text{res}^U_\alpha$ for any open subsets $U$ and $V$ of $\Sigma$ with $\alpha \in U \subset V$

and the following condition is satisfied:

Assume that a ring $T$ is given and a ring homomorphism $\mu(U) : \mathcal{O}(U) \rightarrow T$ is given for any open subset $U$ of $\Sigma$ with $\alpha \in U$. If $\mu(U) = \mu(U) \circ \text{res}^W_U$ for any open subsets $U$ and $V$ of $\Sigma$ with $\alpha \in U \subset V$, then there exists uniquely a ring homomorphism $\mu : \mathcal{O}_\alpha \rightarrow T$ satisfying $\mu(U) = \mu \circ \text{res}^W_\alpha$ for any open subset $U$ of $\Sigma$ with $\alpha \in U$.

For any $\alpha \in \Sigma$, the ring $\mathcal{O}_\alpha$ is called the local ring of $\Sigma$ at $\alpha$ and any element of $\mathcal{O}_\alpha$ is called a germ of functions at $\alpha$.
Consider any open subset $U$ of $\Sigma$. By claim 1 of the above lemma, we have $O_{R(\Delta)}(\pi(\Delta)^{-1}(U)) = O(U \cap U(\Delta))$. We define the ring homomorphism
\[ \pi(\Delta)^*(U) : O(U) \to O_{R(\Delta)}(\pi(\Delta)^{-1}(U)) \]
by putting $\pi(\Delta)^*(U) = \text{res}_{U \cap U(\Delta)}^U$.

We denote the set $\{\pi(\Delta)^*(U)\}$ by a single symbol $\pi(\Delta)^*$, and we denote the pair $(\pi(\Delta), \pi(\Delta)^*)$ by a single symbol $\pi(\Delta)$.

Since $S$ is a subring of $R(\Delta)$, we have a morphism of schemes $\iota(\Delta)^* : \text{Spec}(R(\Delta)) \to \text{Spec}(S)$ associated with the inclusion ring homomorphism $\iota(\Delta) : S \to R(\Delta)$.

**Lemma 19.5.** Let $S$ be any integral domain; let $V$ be any finite dimensional vector space over $\mathbb{R}$; let $N$ be any lattice of $V$ and let $D$ be any simplicial cone decomposition over $N^*$ in $V^*$.

1. Consider any $\Delta \in D$.
   
   $\pi(\Delta)^*$ is a morphism of sheaves over $\pi(\Delta)$, in other words, for any open subsets $U$ and $V$ of $\Sigma$ with $U \subset V$, $\text{res}_{\pi(\Delta)^{-1}(V)}^{\pi(\Delta)^{-1}(U)} \pi(\Delta)^*(V) = \pi(\Delta)^*(U) \text{res}_{\pi(\Delta)^{-1}(U)}^{\pi(\Delta)^{-1}(V)}$.

   The pair $\pi(\Delta) = (\pi(\Delta), \pi(\Delta)^*)$ is a morphism of schemes $\text{Spec}(R(\Delta)) \to \Sigma$, and it is an open embedding.

2. There exists uniquely a morphism of schemes $\rho : \Sigma \to \text{Spec}(S)$ satisfying $\rho \pi(\Delta) = \iota(\Delta)^*$ for any $\Delta \in D$, where $\iota(\Delta)^* : \text{Spec}(R(\Delta)) \to \text{Spec}(S)$ denotes the morphism of schemes associated with the inclusion ring homomorphism $\iota(\Delta) : S \to R(\Delta)$.

   We take the morphism $\rho : \Sigma \to \text{Spec}(S)$ satisfying $\rho \pi(\Delta) = \iota(\Delta)^*$ for any $\Delta \in D$, where $\iota(\Delta)^* : \text{Spec}(R(\Delta)) \to \text{Spec}(S)$ denotes the same as above.

3. The morphism $\rho$ is separated, of finite type, smooth and surjective.

   Consider any $p \in \text{Spec}(S)$. The inverse image of the point $p$ by $\rho$ is the fiber product scheme $\Sigma \times_{\text{Spec}(S)} \text{Spec}(S_p/pS_p)$. The scheme $\Sigma \times_{\text{Spec}(S)} \text{Spec}(S_p/pS_p)$ is non-empty, irreducible and smooth, and $\dim \Sigma \times_{\text{Spec}(S)} \text{Spec}(S_p/pS_p) = \dim V$.

4. For any $\alpha \in \Sigma$, $\rho(\alpha) = M(O_\alpha) \cap S$.

5. Consider any open subset $U$ of $\text{Spec}(S)$. Note that the morphism of schemes $\rho$ gives a ring homomorphism $\rho^*(U) : O_S(U) \to O(\rho^{-1}(U))$.

   If $U \neq \emptyset$, then $\rho^{-1}(U) \neq \emptyset$, $O_S(U)$ and $O(\rho^{-1}(U))$ are subrings of $K$, $O_S(U) \subset O(\rho^{-1}(U))$ and $\rho^*(U)$ is equal to the inclusion ring homomorphism.

   If $U = \emptyset$, then $\rho^{-1}(U) = \emptyset$, $O_S(U) = O(\rho^{-1}(U)) = \{0\}$ and $\rho^*(U)$ is equal to the inclusion ring homomorphism.

6. Consider any $\alpha \in \Sigma$.

   $\rho(\alpha) = M(O_\alpha) \cap S \in \text{Spec}(S)$. $S_{\rho(\alpha)} \subset O_\alpha$. $M(S_{\rho(\alpha)}) = M(O_\alpha) \cap S_{\rho(\alpha)}$.

   There exists uniquely a ring homomorphism $\rho^*(\alpha) : S_{\rho(\alpha)} \to O_\alpha$ satisfying $\text{res}_{\rho(\alpha)}^{-1}(\rho^* U) = \rho^*(\alpha) \text{res}_{\rho(\alpha)}^U$ for any open subset $U$ of $\text{Spec}(S)$ with $\rho(\alpha) \subset U$.

   If a ring homomorphism $\rho^*(\alpha) : S_{\rho(\alpha)} \to O_\alpha$ satisfies $\text{res}_{\rho(\alpha)}^{-1}(\rho^* U) = \rho^*(\alpha) \text{res}_{\rho(\alpha)}^U$ for any open subset $U$ of $\text{Spec}(S)$ with $\rho(\alpha) \subset U$, then $\rho^*(\alpha)$ coincides with the inclusion ring homomorphism and $\rho^*(\alpha)(M(S_{\rho(\alpha)})) \subset M(O_\alpha)$.

7. The morphism $\rho$ is proper, if and only if, $|D| = V^*$. 
We denote \( \pi(\Delta)^* = \pi(S, V, N, D, \Delta)^* \) for any \( \Delta \in D \).

Let \( \rho : \Sigma \to \text{Spec}(S) \) be the morphism in the above lemma. We denote \( \rho = \rho(S, V, N, D, \Delta) \), and we call \( \rho(S, V, N, D, \Delta) \) the structure morphism of \( \Sigma(S, V, N, D, \Delta) \).

When we need not refer to the quadruplet \( (S, V, N, D) \), we also write simply \( \pi(\Delta)^* \) and \( \rho \), instead of \( \pi(S, V, N, D, \Delta)^* \) and \( \rho(S, V, N, D) \) respectively.

When we need not refer to the triplet \( (V, N, D) \), we also write simply \( \pi(D, \Delta)^* \) and \( \rho(D) \), instead of \( \pi(S, V, N, D, \Delta)^* \) and \( \rho(S, V, N, D) \) respectively.

**Lemma 19.6.** Let \( S \) and \( T \) be any integral domains such that there exists a ring homomorphism from \( S \) to \( T \); let \( \lambda : S \to T \) be any ring homomorphism; let \( V \) be any finite dimensional vector space over \( \mathbb{R} \); let \( N \) be any lattice of \( V \) and let \( D \) be any simplicial cone decomposition over \( N^* \) in \( V^* \).

1. For any \( \phi \in \text{map}(N, S) \), \( \lambda \phi \) is a morphism \( \lambda \phi \in \text{map}(N, T) \), \( \lambda \phi \in \text{supp}(\lambda \phi) \subset \text{supp}(\phi) \).

Let \( \Delta \) be any convex polyhedral cone in \( V^* \). For any \( \phi \in \text{map}'(N, S) \cup (\Delta \setminus |V^*|) \), \( \lambda \phi \in \text{map}'(N, T) \cup (\Delta \setminus |V^*|) \).

Let \( \Delta \) be any convex polyhedral cone in \( V^* \). For any \( \phi \in \text{map}'(N, S) \cup (\Delta \setminus |V^*|) \), \( \lambda \phi \in \text{map}'(N, T) \cup (\Delta \setminus |V^*|) \).

Putting \( \lambda_\phi(V, N)(\phi) = \lambda \phi \in \text{map}'(N, T) \) for any \( \phi \in \text{map}'(N, S) \), we define \( \lambda_\phi(V, N) : \text{map}'(N, S) \to \text{map}'(N, T) \).

Let \( \Delta \) be any convex polyhedral cone in \( V^* \). Putting \( \lambda_\phi(V, N, \Delta)(\phi) = \lambda \phi \in \text{map}'(N, T) \cup (\Delta \setminus |V^*|) \) for any \( \phi \in \text{map}'(N, S) \cup (\Delta \setminus |V^*|) \), we define \( \lambda_\phi(V, N, \Delta) : \text{map}'(N, S) \cup (\Delta \setminus |V^*|) \to \text{map}'(N, T) \cup (\Delta \setminus |V^*|) \).

2. The mapping \( \lambda_\phi(V, N) \) is a ring homomorphism. For any convex polyhedral cone \( \Delta \) in \( V^* \), \( \lambda_\phi(V, N, \Delta) \) is a ring homomorphism.

3. Note that \( \pi(S, \Delta) : \text{Spec}(\text{map}'(N, S) \cup (\Delta \setminus |V^*|)) \to \Sigma(S) \), \( \pi(T, \Delta) : \text{Spec}(\text{map}'(N, T) \cup (\Delta \setminus |V^*|)) \to \Sigma(T) \), and \( \lambda_\phi(V, N, \Delta) \) are morphisms of schemes.

There exists uniquely a morphism \( \lambda_\phi(V, N, D) : \Sigma(T) \to \Sigma(S) \) of schemes satisfying \( \pi(S, \Delta) \lambda_\phi(V, N, \Delta)^* = \lambda_\phi(V, N, D) \pi(T, \Delta) \) for any \( \Delta \in D \). The morphism \( \lambda_\phi(V, N, D) \) is uniquely defined depending on the quadruplet \( (\lambda, V, N, D) \).

4. \( \lambda_\phi(V, N, D)^{-1}(U(S, \Delta)) = U(T, \Delta) \) for any \( \Delta \in D \).

5. \( \rho(S) \lambda_\phi(V, N, D) = \lambda_\rho(T) \), where \( \rho(S) : \Sigma(S) \to \text{Spec}(S) \) and \( \rho(T) : \Sigma(T) \to \text{Spec}(T) \) are structure morphisms and \( \lambda^* : \text{Spec}(T) \to \text{Spec}(S) \) is the morphism of schemes induced by the ring homomorphism \( \lambda : S \to T \).

6. The morphism \( (\lambda^*(V, N, D), \rho(T)) : \Sigma(T) \to \Sigma(S) \times_{\text{Spec}(S)} \text{Spec}(T) \)

induced by \( \lambda^*(V, N, D) \) and \( \rho(T) \) is an isomorphism.

7. \( \text{id}_{\lambda^*(V, N)} = \text{id}_{\text{map}'(N, S)} \), \( \text{id}_{\lambda_\phi^*(V, N, \Delta)} = \text{id}_{\text{map}'(N, S) \cup (\Delta \setminus |V^*|)} \) for any convex polyhedral cone \( \Delta \) in \( V^* \). \( \text{id}^*_{\lambda^*(V, N, D)} = \text{id}_{\Sigma(S, V, N, D)} \).
Let $U$ be any integral domain such that there exists a ring homomorphism from $T$ to $U$ and let $\mu : T \to U$ be any ring homomorphism.

\[(\mu \lambda)_\bullet(V, N) = \mu_\bullet(V, N)\lambda_\bullet(V, N).\]

\[(\mu \lambda)_\bullet(V, N, \Delta) = \mu_\bullet(V, N, \Delta)\lambda_\bullet(V, N, \Delta)\]

for any convex polyhedral cone $\Delta$ in $V^*$.

\[(\mu \lambda)^\bullet(V, N, D) = \lambda^\bullet(V, N, D)\mu^\bullet(V, N, D).\]

**Theorem 19.7.** Let $S$ be any integral domain; let $V$ be any finite dimensional vector space over $\mathbb{R}$; let $N$ be any lattice of $V$ and let $D$ and $\bar{D}$ be any simplicial cone decompositions over $N^*$ such that $D$ is a subdivision of $\bar{D}$.

1. For any $\Delta \in D$ and any $\bar{\Delta} \in \bar{D}$ with $\bar{\Delta} \subset \Delta$, $R(\Delta) \subset R(\bar{\Delta})$.
2. There exists uniquely a morphism $\sigma(S, V, N)_D^\Delta : \Sigma(S, V, N, D) \to \Sigma(S, V, N, \bar{D})$ of schemes satisfying $\pi(S, V, N, D)(\sigma(\Delta))^* = \sigma(S, V, N)_D^\Delta \pi(S, V, N, D)$ for any $\Delta \in D$ and any $\bar{\Delta} \in \bar{D}$ with $\Delta \subset \bar{\Delta}$, where $\pi(\Delta, \bar{\Delta}) : R(\bar{\Delta}) \to R(\Delta)$ denotes the inclusion ring homomorphism and $\sigma(\Delta, \bar{\Delta})^* : Spec(R(\bar{\Delta})) \to Spec(R(\Delta))$ denotes the morphism of schemes induced by $\sigma(\Delta, \bar{\Delta})$.

We take the unique morphism $\sigma(S, V, N)_D^\Delta : \Sigma(S, V, N, D) \to \Sigma(S, V, N, \bar{D})$ of schemes satisfying $\pi(S, V, N, D)(\sigma(\Delta))^* = \sigma(S, V, N)_D^\Delta \pi(S, V, N, D)$ for any $\Delta \in D$ and any $\bar{\Delta} \in \bar{D}$ with $\Delta \subset \bar{\Delta}$, where $\sigma(\Delta, \bar{\Delta})^*$ denotes the same as above.

3. $\sigma(S, V, N)_D^\Delta = id_{\Sigma(S, V, N, D)}$.

Let $\bar{D}$ be any simplicial cone decomposition over $N^*$ in $V^*$ such that $\bar{D}$ is a subdivision of $D$.

$$\sigma(S, V, N)_D^\Delta \sigma(S, V, N)_{\bar{D}} = \sigma(S, V, N)_{\bar{D}}^\Delta.$$  

4. Let $T$ be any integral domain such that there exists a ring homomorphism from $S$ to $T$ and $\lambda : S \to T$ be any ring homomorphism.

$$\sigma(S, V, N)_D^\Delta \lambda^\bullet(V, N, D) = \lambda^\bullet(V, N, \bar{D})\sigma(T, V, N)_{\bar{D}}^\Delta.$$  

Below, we denote

$$\sigma = \sigma(S, V, N)_D^\Delta : \Sigma(S, V, N, D) = \Sigma(D) \to \Sigma(S, V, N, \bar{D}) = \Sigma(\bar{D}),$$

for simplicity.

5. The morphism $\sigma$ is separated, of finite type, dominating and birational.

$$\rho(D) \sigma = \rho(D).$$

6. Consider any $\alpha \in \Sigma$.

$$O(D)_\sigma(\alpha) \subset O(D)_{\bar{\alpha}}, \quad M(O(D)_{\sigma(\alpha)}) = M(O(D)_{\bar{\alpha}}) \cap O(D)_{\sigma(\alpha)}.$$  

If $\bar{\alpha} \in \Sigma(\bar{D})$, $O(D)_{\bar{\alpha}} \subset O(D)_{\alpha}$ and $M(O(D)_{\bar{\alpha}}) = M(O(D)_{\alpha}) \cap O(D)_{\alpha}$, then $\bar{\alpha} = \sigma(\alpha)$.

7. Consider any open subset $U$ of $\Sigma(\bar{D})$. Note that the morphism of schemes $\sigma$ gives a ring homomorphism $\sigma^*(U) : O(D)(U) \to O(D)(\rho^{-1}(U))$.

If $U \neq \emptyset$, then $\sigma^{-1}(U) \neq \emptyset, O(D)(U)$ and $O(D)(\rho^{-1}(U))$ are subrings of $K$, $O(D)(U) \subset O(D)(\rho^{-1}(U))$ and $\sigma^*(U)$ is equal to the inclusion ring homomorphism.

If $U = \emptyset$, then $\sigma^{-1}(U) = \emptyset, O(D)(U) = O(D)(\rho^{-1}(U)) = \{0\}$ and $\sigma^*(U)$ is equal to the inclusion ring homomorphism.
(8) Consider any $\alpha \in \Sigma(D)$. There exists uniquely a ring homomorphism $\sigma^*(\alpha) : O(D)_{\sigma(\alpha)} \to O(D)_{\alpha}$ satisfying $\text{res}_{\alpha}^{-1}(\sigma^*) = \sigma^*(\alpha)\text{res}_{\rho(\alpha)}^U$ for any open subset $U$ of $\Sigma(D)$ with $\sigma(\alpha) \in U$.

If a ring homomorphism $\sigma^*(\alpha) : O(D)_{\sigma(\alpha)} \to O(D)_{\alpha}$ satisfies $\text{res}_{\alpha}^{-1}(\sigma^*)(U) = \sigma^*(\alpha)\text{res}_{\rho(\alpha)}^U$ for any open subset $U$ of $\Sigma(D)$ with $\sigma(\alpha) \in U$, then $\sigma^*(\alpha)$ coincides with the inclusion ring homomorphism and $\sigma^*(\alpha)(M(O(D)_{\sigma(\alpha)})) \subset M(O(D)_{\alpha})$.

(9) The morphism $\sigma$ is proper, if and only if, $|D| = |\bar{D}|$.

(10) For any $\Delta \in D$ and any $\Delta \in D$ with $\Delta \subset \Delta$, $\sigma(U(D, \Delta)) \subset U(\bar{D}, \Delta)$.

(11) For any $\Delta \in D \cap D$, $\sigma(U(D, \Delta)) = U(\bar{D}, \Delta)$ and the morphism $\sigma : U(D, \Delta) \to U(\bar{D}, \Delta)$ induced by $\sigma$ is an isomorphism of schemes.

(12) If $\Delta \in D$, $\dim(\Delta) = 1$, $D = D \ast \Delta$ and we give the reduced scheme structure to the closed subset $V(D, \Delta)$ of $\Sigma(D)$, then the morphism $\sigma : \Sigma(D) \to \Sigma(\bar{D})$ coincides with the blowing-up of $\Sigma(D)$ with center in the subscheme $V(D, \Delta)$.

(13) Consider any $\Delta \in D$. Let $\Delta \in D$ be the unique element with $\Delta^\circ \subset \Delta^\circ$.

Then, $\sigma(V^o(D, \Delta)) = V^o(D, \Delta)$.

(14) For any $\Delta \in D$,

$$\sigma^{-1}(U(D, \Delta)) = \bigcup_{\Delta \in D, \Delta \subset \Delta} U(D, \Delta), \text{ and}$$

$$\sigma^{-1}(V^o(D, \Delta)) = \bigcup_{\Delta \in D, \Delta^\circ \subset \Delta^\circ} V^o(D, \Delta).$$

We call the above morphism $\sigma(S, V, N \sigma)_D : \Sigma(S, V, N, D) \to \Sigma(S, V, N, \bar{D})$ the subdivision morphism associated with $\bar{D}$ and a subdivision $D$ of $\bar{D}$.

When we need not refer to the quintuplet $(S, V, N, \bar{D}, \bar{D})$, we also write simply $\sigma$, instead of $\sigma(S, V, N \sigma)_D$.

When we need not refer to the triplet $(S, V, N)$, we also write simply $\sigma_D$, instead of $\sigma(S, V, N \sigma)_D$.

**Lemma 19.8.** Let $S$ be an algebraically closed field; let $V$ be any finite dimensional vector space over $\mathbb{R}$ with $\dim V \geq 1$; let $N$ be any lattice of $V$; let $D$ and $\bar{D}$ be any simplicial cone decompositions over $N^*$ in $V^*$ such that $\bar{D}$ is an iterated barycentric subdivision of $D$, $|D|$ is a convex polyhedral cone in $V^*$ and $\dim |D| = \dim V$; let $m \in \mathbb{Z}_0$ and let $F$ be the center sequence of $\bar{D}$ of length $m$ such that $D = \bar{D} * F(1) * F(2) * \cdots * F(m)$.

We denote $D = \sum_{\Gamma \in D_1} V(D, \Gamma) \in \text{div}(\Sigma(D))$ and $\bar{D} = \sum_{\Gamma \in \bar{D_1}} V(\bar{D}, \Gamma) \in \text{div}(\Sigma(\bar{D}))$.

(1) The pair $(\Sigma(D), D)$ is a normal crossing scheme over $S$. $\text{comp}(D) = \{V(D, \Gamma) \mid \Gamma \in D_1\}$. $(D)_0 = \cup_{\Delta \in D} V^0(D, \Delta)$. If $\alpha \in (D)_0$, $\Delta \in D^0$ and $\{\alpha\} = V^0(D, \Delta)$, then $U(\Sigma(D), D, \alpha) = U(D, \Delta)$ and $\text{comp}(D)(\alpha) = \{V(D, \Gamma) \mid \Gamma \in F(\Delta)\}$.

(2) The pair $(\Sigma(\bar{D}), \bar{D})$ is a normal crossing scheme over $S$. $\text{comp}(\bar{D}) = \{V(\bar{D}, \Gamma) \mid \Gamma \in F(\Delta)\}$. 


Let $k$ be any algebraically closed field; let $A$ be any complete regular local ring such that $A$ contains $k$ as a subring, the residue field $A/M(A)$ is isomorphic to $k$ as $k$-algebras, and $\dim A \geq 2$; let $P$ be any parameter system of $A$, and let $z \in P$ be any element.

Let $A'$ denote the completion of $k[P - \{z\}]$ with respect to the maximal ideal $k[P - \{z\}] \cap M(A)$. The ring $A'$ is a local subring of $A$ and $M(A') = M(A) \cap A' = (P - \{z\})A'$. The completion of $A'[z]$ with respect to the prime ideal $z A'[z]$ is isomorphic to $A$ as $A'[z]$-algebras. The set $P - \{z\}$ is a parameter system of $A'$.

Recall the following notations:

$$PW(1) = \{ \phi \in A | \phi = u \prod_{x \in \mathcal{X}} (z + \chi)^{a(\chi)} \prod_{x \in P - \{z\}} x^{b(x)} \}$$

for some $u \in A^\times$, some finite subset $\mathcal{X}$ of $M(A')$, some mapping $a : \mathcal{X} \to \mathbb{Z}_+$, and some mapping $b : P - \{z\} \to \mathbb{Z}_0$. 

20. PROOF OF THE MAIN THEOREM

We give the proof of our main theorem Theorem 4.1.

Let $\Gamma \in D_1$. (\(D_0 = \bigcup_{\Delta \in \mathcal{D}_0} V^\infty(\bar{D}, \Delta)\). If $\alpha \in (D_0)$, $\Delta \in D_0$ and $\{\alpha\} = V^\infty(\bar{D}, \Delta)$, then $U(\Sigma(\bar{D}), D, \alpha) = U(\bar{D}, \Delta)$ and $\text{comp}(D)(\alpha) = \{ V(\bar{D}, \Gamma) | \Gamma \in F(\Delta)_1 \}$. 

(3) The morphism $\sigma : \Sigma(\bar{D}) \to \Sigma(\bar{D})$ is an admissible composition of blowing-ups over $\bar{D}$. If $\dim F(i) = 2$ for any $i \in \{1, 2, \ldots, m\}$, then $\sigma$ is an admissible composition of blowing-ups with centers in codimension two over $\bar{D}$. 

(4) $\text{comp}(D) = \text{comp}(\sigma^* \bar{D})$. $\sigma((D_0)) = (\bar{D}_0)$. 

If $\alpha \in (D_0)$, $\Delta \in D_0$, $\{\alpha\} = V^\infty(\bar{D}, \Delta)$, $\bar{\Delta} \in \bar{D}_0$ and $\Delta \subset \bar{\Delta}$, then $\{\sigma(\alpha)\} = V^\infty(\bar{D}, \bar{\Delta})$. 

Consider any simplicial cone $\Delta$ over $N^*$ in $V^*$ with $\dim \Delta = \dim V$. The set $\{b_{\Gamma/N^*} | \Gamma \in F(\Delta)_1\}$ is an $\mathbb{R}$-basis of $V^*$ and it is a $\mathbb{Z}$-basis of $N^*$. We denote the dual basis of $\{b_{\Gamma/N^*} | \Gamma \in F(\Delta)_1\}$ by $\{b_{\Gamma/N^*}^\vee | \Gamma \in F(\Delta)_1\}$. 

Consider any $\alpha \in (D_0)$. We take $\Delta \in D_0$ with $\{\alpha\} = V^\infty(\bar{D}, \Delta)$. $\dim \Delta = \dim V$. We define a mapping $\xi : \text{comp}(D)(\alpha) \to \mathcal{O}(\bar{D})(U(\Sigma(\bar{D}), D, \alpha))$ by putting $\xi(\alpha)(V(\bar{D}, \Gamma)) = \pi(\Sigma(\bar{D}), D, \alpha)^{-1}(\chi(\bar{\Delta})) \in \mathcal{O}(\bar{D})(U(\Sigma(\bar{D}), D, \alpha))$ for any $\Gamma \in F(\Delta)_1$. 

We put $\xi = \{\xi_\alpha | \alpha \in (D_0)\}$. 

Consider any $\alpha \in (D_0)$. We take $\Delta \in D_0$ with $\{\alpha\} = V^\infty(\bar{D}, \Delta)$, $\dim \Delta = \dim V$. We define a mapping $\xi : \text{comp}(D)(\alpha) \to \mathcal{O}(\bar{D})(U(\Sigma(\bar{D}), D, \alpha))$ by putting $\xi(\alpha)(V(\bar{D}, \Gamma)) = \pi(\Sigma(\bar{D}), D, \alpha)^{-1}(\chi(\bar{\Delta})) \in \mathcal{O}(\bar{D})(U(\Sigma(\bar{D}), D, \alpha))$ for any $\Gamma \in F(\Delta)_1$. 

We put $\xi = \{\xi_\alpha | \alpha \in (D_0)\}$. 

(5) The triplet $(\Sigma(\bar{D}), D, \xi)$ is a coordinated normal crossing scheme over $S$. 

(6) The triplet $(\Sigma(\bar{D}), D, \xi)$ is a coordinated normal crossing scheme over $S$. 

(7) $\xi = \sigma^* \xi$. 


For any \( h \in \mathbb{Z}_+ \) with \( h \geq 2 \),
\[
W(h) = \{ \phi \in A \mid \phi = z^h + \sum_{i=0}^{h-1} \phi'(i)z^i \}
\]
for some mapping \( \phi' : \{0, 1, \ldots, h - 1\} \to M(A') \) satisfying
\[
\chi^h + \sum_{i=0}^{h-1} \phi'(i) \chi^i \neq 0 \text{ for any } \chi \in M(A').\}
\]

\[
PW(h) = \{ \phi \in A \mid \phi = \psi \phi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \}.
\]

\[
SW(h) = \{ \phi \in A \mid \phi = \psi \phi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that }
\Gamma_+(P, \psi) \text{ has no } z\text{-removable faces, and } \Gamma_+(P, \phi) \text{ is } z\text{-simple.}\}
\]

Consider any \( h \in \mathbb{Z}_+ \) with \( h \geq 2 \) and any \( \phi \in SW(h) \).

We take an element \( \psi \in W(h) \), an element \( u \in A^X \), a finite subset \( X \), a mapping \( a : X \to \mathbb{Z}_+ \) and a mapping \( b : P - \{ z \} \to \mathbb{Z}_0 \) satisfying
\[
\phi = \psi u \prod_{x \in X} (z + \chi)^{a(x)} \prod_{x \in P - \{ z \}} x^{b(x)}.
\]

The quintuplet \((\psi, u, X, a, b)\) is uniquely determined depending on \( \phi \), since \( A \) is a unique factorization domain.

We take a mapping \( \psi' : \{0, 1, \ldots, h - 1\} \to M(A') \) satisfying \( \psi = z^h + \sum_{i=0}^{h-1} \psi'(i)z^i \) and \( \omega^h + \sum_{i=0}^{h-1} \psi'(i)\omega^i \neq 0 \) for any \( \omega \in M(A') \). \( \psi' \) is uniquely determined depending on \( \psi \), since Weierstrass' preparation theorem holds.

The Newton polyhedron \( \Gamma_+(P, \psi) \) has no \( z\)-removable faces and \( \Gamma_+(P, \phi) \) is \( z\)-simple.

We denote \( V = \text{map}(P, \mathbb{R}) \), \( N = \text{map}(P, \mathbb{Z}) \), \( \Delta = \text{map}(P, \mathbb{R}_0)^\vee | V \) and \( S = \Gamma_+(P, \phi) \). \( V \) is a finite dimensional vector space over \( \mathbb{R} \), \( \dim V = \dim A \) is a lattice of \( V \), \( \Delta \) is a simplicial cone over \( N^* \) in \( V^* \), \( \Delta^\vee|V^* = \text{map}(P, \mathbb{R}_0) \) is a simplicial cone over \( N \) in \( V \), \( \dim \Delta = \dim \Delta^\vee|V^* = \dim V = \dim A \) and \( S \) is a Newton polyhedron over \( N \) in \( V \). \( \text{stab}(S) = \Delta^\vee|V^* \), \( S \subset \Delta^\vee|V^* \), \( |D(S|V)| = \Delta \), \( \forall(S) \subset (\Delta^\vee|V^*) \cap N = \text{map}(P, \mathbb{Z}_0) \) and \( \text{den}(S/N) = 1 \). For any \( (H, C) \in \mathcal{HC}(V, N, S) \), \( \text{height}(H, C, S) \in \mathbb{Z}_0 \).

The set \( \{ f_x^P \mid x \in P \} \) is a \( \mathbb{R} \)-basis of \( V \), it is a \( \mathbb{Z} \)-basis of \( N \), \( \Delta^\vee|V^* = \sum_{x \in P} \mathbb{R}_0 f_x^P \),
the dual basis \( \{ f_x^{PV} \mid x \in P \} \) of \( \{ f_x^P \mid x \in P \} \) is a \( \mathbb{R} \)-basis of \( V^* \), it is a \( \mathbb{Z} \)-basis of \( N^* \), and \( \Delta = \sum_{x \in P} \mathbb{R}_0 f_x^{PV} \).

We denote \( H = \mathbb{R}_0 f_x^{PV} \in \mathcal{F}(\Delta)_1 \). \( S \) is \( \tilde{H} \)-simple, \( D(S|V) \) is \( \tilde{H} \)-simple, \( (\tilde{H}, \mathcal{F}(\Delta)) \in \mathcal{HC}(V, N, S) \neq \emptyset \) and \( \mathcal{USD}(\tilde{H}, \mathcal{F}(\Delta), S) \neq \emptyset \).

For any \( \zeta \in A - \{0\} \), \( \Gamma_+(P, \zeta) \) is a Newton polyhedron over \( N \) in \( V \), \( \text{stab}(\Gamma_+(P, \zeta)) = \Delta^\vee|V^* \), \( \Gamma_+(P, \zeta) \subset \Delta^\vee|V^* \), \( |D(\Gamma_+(P, \zeta)|V)| = \Delta \), \( \forall(\Gamma_+(P, \zeta)) \subset (\Delta^\vee|V^*) \cap N \) and \( \text{den}(\Gamma_+(P, \zeta)/N) = 1 \). For any \( \zeta \in A - \{0\} \) such that \( D(\Gamma_+(P, \zeta)|V) \) is \( H \)-simple, we denote the \( \tilde{H} \)-skeleton of \( D(\Gamma_+(P, \zeta)|V) \) by \( D(\Gamma_+(P, \zeta)|V)^\perp \).

Note that \( S = \Gamma_+(P, \psi) + \sum_{x \in X} a(x)\Gamma_+(P, z + \chi) + \sum_{x \in P - \{ z \}} b(x)\Gamma_+(P, x) \) and \( D(S|V) = D(\Gamma_+(P, \psi)|V)|\chi\chi_{X-(\{0\})D(\Gamma_+(P, z + \chi)|V)|} \). We know that \( \text{height}(\tilde{H}, \Gamma_+(P, \psi)) = h \geq 2 \), \( D(\Gamma_+(P, \psi)|V) \) is \( H \)-simple and \( c(\Gamma_+(P, \psi)) \geq 2 \), and we know that \text{height}(\tilde{H}, \Gamma_+(P, z + \chi)) = 1 \), \( D(\Gamma_+(P, z + \chi)|V) \) is \( H \)-simple, and \( \chi \) has normal crossings over \( P - \{ z \} \) and \( c(\Gamma_+(P, z + \chi)) = 2 \) for any \( \chi \in X - \{0\} \).
Take any \((M, F) \in \mathcal{USD}(\hat{H}, F(\bar{\Delta}), S)\). We denote \(\bar{\mathcal{C}} = F(\bar{\Delta}) \ast \Gamma(1) \ast \Gamma(2) \ast \cdots \ast \Gamma(\mathcal{M})\). The set \(\bar{\mathcal{C}}\) is a simplicial cone decomposition over \(\mathcal{N}^*\) in \(\mathcal{V}^*\), it is an upward subdivision of \((\hat{H}, F(\bar{\Delta})), S\), it is a subdivision of \(\mathcal{D}(S|V)\) and \(|\bar{\mathcal{C}}| = \bar{\Delta} = |\mathcal{D}(S|V)|\).

We denote \(\Sigma = \Sigma(k, V, N, \bar{C})\), \(R = \text{map}'(N, k)|\Delta V|\mathcal{V}^*\), and \(\sigma = \sigma(k, V, N)|\Delta V|:\Sigma(k, V, N, \bar{C}) \to \Sigma(k, V, N, F(\bar{\Delta}))\). The structure sheaf of the scheme \(\Sigma\) is denoted by \(O(\bar{\mathcal{C}})\). We identify \(\Sigma(k, V, N, F(\bar{\Delta}))\) and \(\text{Spec}(R)\) by the isomorphism \(\pi(k, V, N, F(\bar{\Delta}), \Delta)\). \(\sigma : \Sigma \to \text{Spec}(R)\). \(R\) is a polynomial ring over \(k\) and the set \(\{x(f^P_y)|y \in P\}\) is a variable system of \(R\) over \(k\), where \(x : N \to \text{map}'(N, k)\) denotes the mapping we defined just before Lemma 19.3. We denote \(M = \{x(f^P_y)|y \in P\}R\) \(\bar{D} = \text{Spec}(R/\prod_{y \in P} x(f^P_y)R)\). \(M\) is a maximal ideal of \(R\) and \(\bar{D}\) is a non-zero effective normal crossing divisor of \(\text{Spec}(R)\). We define a coordinate system \(\xi_M : \text{comp}(\bar{D}) \to R\) of the normal crossing scheme \((\text{Spec}(R), \bar{D})\) at \(M\) by putting \(\xi_M(\text{Spec}(R/x(f^P_y)R)) = x(f^P_y)\) for any \(y \in P\). Let \(\bar{\xi} = (\xi_M)\). The triplet \((\text{Spec}(R), \bar{D}, \bar{\xi})\) is a normal crossing scheme over \(k\). \(\bar{\xi}\) is a smooth scheme over \(\text{Spec}(R)\), and \(\bar{\sigma}\) is an admissible composition of blowing-ups with centers of codimension two over \(\bar{D}\).

Let \(\iota : R \to A\) denote the injective homomorphism of \(k\)-algebras satisfying \(\iota(x(f^P_y)) = y\) for any \(y \in P\). Let \(\Sigma = \Sigma \times_{\text{Spec}(R)} \text{Spec}(A)\) denote the fiber product scheme; let \(\sigma : \Sigma \to \text{Spec}(A)\) denote the projection induced by \(\sigma\) and let \(\tau : \Sigma \to \Sigma\) denote the projection induced by \(\iota^* : \text{Spec}(A) \to \text{Spec}(R)\). The structure sheaf of the scheme \(\Sigma\) is denoted by \(O_S\). We denote \(D = \text{Spec}(A/\prod_{y \in P} yA)\). \(D\) is a non-zero effective normal crossing divisor of \(\text{Spec}(A)\). We define a coordinate system \(\xi_M(A) : \text{comp}(\Lambda) \to A\) of the normal crossing scheme \((\text{Spec}(A), \Lambda)\) at \(M(A)\) by putting \(\xi_M(A)(\text{Spec}(A/yA)) = y\) for any \(y \in P\). Let \(\bar{\xi} = (\xi_M(A))\). The triplet \((\text{Spec}(A), D, \xi)\) is a normal crossing scheme over \(k\). \(\Sigma\) is a smooth scheme over \(\text{Spec}(A)\), and \(\bar{\sigma}\) is an admissible composition of blowing-ups with centers of codimension two over \(\bar{D}\).

Note that \(\iota^*(M(A)) = M, \iota^{-1}(M) = \{M(A)\}\), and \(\iota\) induces an isomorphism \(R/M \to A/M(A)\) of \(k\)-algebras. Therefore, we know that \(\tau\) induces an isomorphism \(\sigma^{-1}(M(A)) = \Sigma \times_{\text{Spec}(A)} \text{Spec}(A/M(A))\).

Since \(\text{Spec}(R/M) = \{M\} = V(\mathcal{F}(\bar{\Delta}), \bar{\Delta})\),

\[
\sigma^{-1}(M(A)) = \Sigma \times_{\text{Spec}(R)} \text{Spec}(R/M) = \Sigma \times_{\text{Spec}(R)} \text{Spec}(A/M(A)) = V(\mathcal{F}(\bar{\Delta}), \bar{\Delta}) = \bigcup_{\theta \in \bar{\mathcal{C}}, \theta \in \bar{\mathcal{D}}} V(\bar{\mathcal{C}}, \theta)
\]

by Theorem 19.7.14.

Consider any \(\Theta \in \bar{\mathcal{C}}^0\). \(\dim \Theta = \dim \mathcal{V}\), the set \(\{b_{T/N, \gamma} \in F(\Theta)\}\) is a \(\mathbb{R}\)-basis of \(\mathcal{V}^*\) and it is a \(\mathbb{Z}\)-basis of \(\mathcal{N}^*\). Let \(\{b_{T/N, \gamma} \in F(\Theta)\}\) denote the dual basis of \(\{b_{T/N, \gamma} \in F(\Theta)\}\). The set \(\{b_{T/N, \gamma} \in F(\Theta)\}\) is a \(\mathbb{R}\)-basis of \(\mathcal{V}\) and it is a \(\mathbb{Z}\)-basis of \(\mathcal{N}\). We denote \(R(\Theta) = \text{map}'(N, k)|\Theta V|\mathcal{V}^*\). \(R(\Theta)\) is a polynomial ring over \(k\) and the set \(\{x(b_{T/N, \gamma}) \in F(\Theta)\}\) is a variable system of \(R(\Theta)\) over \(k\).

The morphism \(\pi(\bar{\mathcal{C}}, \Theta) : \text{Spec}(R(\Theta)) \to U(\bar{\mathcal{C}}, \Theta)\) is an isomorphism of schemes.

We consider the coordinated normal crossing scheme \((\Sigma, \sigma^*, \bar{\sigma}^*, \xi)\). By Lemma 19.8 we know that \(\text{comp}(\bar{\sigma}^* \bar{D}) = \{V(\bar{\mathcal{C}}, \gamma) | \gamma \in \bar{\mathcal{C}}_1\}\). \((\bar{\sigma}^* \bar{D})_0 = \bigcup_{\theta \in \bar{\mathcal{C}}} V(\bar{\mathcal{C}}, \theta)\), and if \(\bar{\beta} \in (\bar{\sigma}^* \bar{D})_0, \Theta \in \bar{\mathcal{C}}^0\) and \(\{\bar{\beta}\} = V(\bar{\mathcal{C}}, \Theta)\), then \(U(\Sigma, \bar{\sigma}^* \bar{D}, \bar{\beta}) = U(\bar{\mathcal{C}}, \Theta)\).
\[
\text{comp}(\bar{\sigma}^* D)(\bar{\beta}) = \{ V(\bar{C}, \Gamma) | \Gamma \in \mathcal{F}(\Theta) \}_1 \text{ and } (\bar{\sigma}^* \xi)(V(\bar{C}, \Gamma)) = \pi(\bar{C}, \Theta)^*(U(\Sigma, \bar{\sigma}^* D, \bar{\beta}))^{-1}(x(b_{T/N, \hat{\Theta}}^{\tau})) \text{ for any } \Gamma \in \mathcal{F}(\Theta)_1.
\]

We consider the coordinated normal crossing scheme \((\Sigma, \sigma^* D, \sigma^* \xi)\). We know that \(\tau^* V(\bar{C}, \Gamma)\) is a prime divisor of \(\Sigma\) for any \(\Gamma \in \bar{C}_1\), \(\text{comp}(\sigma^* D) = \{ \tau^* V(\bar{C}, \Gamma) | \Gamma \in \bar{C}_1 \}, (\sigma^* D)_0 = \tau^{-1}((\sigma^* D)_0) = \cup_{\Theta \in \mathcal{C}\Theta} \tau^{-1}(V^\circ(\bar{C}, \Theta)), \) and \(\tau\) induces a bijective morphism \(\tau : (\sigma^* D)_0 \rightarrow (\bar{\sigma}^* D)_0\). We know that \(\tau^{-1}(U(\Sigma, \bar{\sigma}^* D, \tau(\beta))) = (\sigma^* D)(\beta) = \{ \tau^* E | E \in \text{comp}(\bar{\sigma}^* D)(\tau(\beta)) \} \) for any \(\beta \in (\sigma^* D)_0\).

Consider any \(\beta \in (\sigma^* D)_0\), \((\sigma^* \xi)_\beta : \text{comp}(\sigma^* D)(\beta) \rightarrow \mathcal{O}_2(U(\Sigma, \sigma^* D, \beta))\), \((\bar{\sigma}^* \xi)(\tau(\beta)) : \text{comp}(\bar{\sigma}^* D)(\tau(\beta)) \rightarrow \mathcal{O}(\bar{C})(U(\Sigma, \bar{\sigma}^* D, \tau(\beta)))\), \(\tau^*(U(\Sigma, \sigma^* D, \tau(\beta))) \rightarrow \mathcal{O}_2(U(\Sigma, \sigma^* D, \beta))\), the homomorphism \(\tau^* : \text{div}(\Sigma) \rightarrow \text{div}(\Sigma)\) induces a mapping \(\tau^* : \text{comp}(\sigma^* D)(\tau(\beta)) \rightarrow \text{comp}(\bar{\sigma}^* D)(\beta)\) and we know that \((\sigma^* \xi)_\beta \tau^* = \tau^*(U(\Sigma, \sigma^* D, \tau(\beta)))(\bar{\sigma}^* \xi)(\tau(\beta))\).

Consider any closed point \(\alpha \in \Sigma\) with \(\sigma(\alpha) = M(A)\), \(\tau(\alpha) \in \Sigma\), \(\tau(\alpha)\) is a closed point of \(\Sigma\), \(\bar{\sigma}(\alpha) = M\) and \(\tau(\alpha) \in \bar{\sigma}^{-1}(M) = \cup_{\Theta \in \mathcal{C}\Theta, \Theta \in \Delta^\circ} V^\circ(\bar{C}, \Theta)\). We take \(\Theta \in \bar{C}\) satisfying \(\Theta^\circ \subset \Delta^\circ\) and \(\tau(\alpha) \in V^\circ(\bar{C}, \Theta)\).

\(\Theta \not\in H^{op}\Delta\). We take the unique element \(\Lambda \in D(S^0|V)\) with \(\Theta^0 \subset \Lambda^0\) and we take the unique element \(\tilde{A} \in \mathcal{F}(S + (\Theta^0|V))\) with \(\Delta(\tilde{A}, S + (\Theta^0|V)) = \Theta\).

We take \(\bar{C}_1^\circ = \{ \Gamma \in \bar{C}_1 | \Gamma \not\in H^{op}\Delta \}\), \(\mathcal{A} = \mathcal{A}(V, N, \bar{H}, \mathcal{F}(\bar{\Delta}), S, M, F) : \bar{C}_1^\circ \rightarrow 2^{V^*}\), and \(\mathcal{A}^0 = \mathcal{A}(V, N, \bar{H}, \mathcal{F}(\bar{\Delta}), S, M, F) : \bar{C}_1^0 \rightarrow 2^{V^{\ast}}\).

We take the unique element \(\hat{\Gamma} \in \bar{C}_1^\circ\) with \(\Theta \in \mathcal{A}^0(\hat{\Gamma})\). Note that \(\mathcal{A}^0(\hat{\Gamma}) \subset \mathcal{A}(\hat{\Gamma}) \subset \mathcal{A}(\hat{\Gamma})\), \(\{ \Theta, \hat{\Gamma} \} \subset \mathcal{A}(\hat{\Gamma})\) and \(\hat{\Gamma} \in \mathcal{A}(\hat{\Gamma})_1\). We take any element \(\hat{\Theta} \in \mathcal{A}(\hat{\Gamma})^0/\mathcal{F}(\hat{\Theta})\) with \(\hat{\Theta} + \hat{\Gamma} \subset \hat{\Theta}\). We have \(\Theta \subset \theta + \hat{\Gamma} \subset \hat{\Theta}\), \(\Theta \in \mathcal{F}(\hat{\Theta})\), \(\hat{\Gamma} \in \mathcal{F}(\Theta)_1\), and \(\tau(\alpha) \in V^\circ(\bar{C}, \Theta) \subset U(\bar{C}, \Theta) \subset U(\bar{C}, \Theta)\). We take the unique element \(\Lambda \in D(S^0|V)\) with \(\Theta^0 \subset \Lambda^0\), \(\dim \Theta = \dim \Lambda = \dim V\). \(\Lambda \in D(S^0|V)^\circ\). Since \(\theta \not\in \Theta^0 \subset \Lambda^0\), we know that \(\Lambda \in \mathcal{F}(\Lambda)\). We take the unique element \(\hat{\alpha} \in V(S)\) with \(\Lambda = \Delta(\hat{\alpha}, S|V)\). We know that \(S + (\Theta^0|V^*) = \{ \hat{\alpha} \} + (\Theta^0|V^*)\). Let \(\hat{\beta} \) be the unique point in \(V^\circ(\bar{C}, \Theta)\).

Using the isomorphism \(\pi(\bar{C}, \Theta) : \text{Spec}(\mathcal{R}(\Theta)) \rightarrow U(\bar{C}, \Theta)\), we identify schemes \(\text{Spec}(\mathcal{R}(\hat{\Theta}))\) and \(U(\bar{C}, \Theta)\). We know that \(\{ x(b_{T/N, \hat{\Theta}}^{\tau(\alpha)}) | \Gamma \in \mathcal{F}(\Theta)_1 \} \subset \mathcal{R}(\hat{\Theta})\). \(\mathcal{O}(\bar{C})(U(\bar{C}, \hat{\Theta})), x(b_{T/N, \hat{\Theta}}^{\tau(\alpha)}) \tau(\alpha) = 0\) for any \(\Gamma \in \mathcal{F}(\Theta)_1\). Since \(\tau(\alpha)\) is a closed point of \(U(\bar{C}, \Theta)\) and \(k\) is algebraically closed, \(x(b_{T/N, \hat{\Theta}}^{\tau(\alpha)}) \tau(\alpha) = 0\) for any \(\Gamma \in \mathcal{F}(\Theta)_1\).

Since \(\bar{\sigma}(\tau(\alpha)) = M\), we have a homomorphism of \(k\)-algebras \(\bar{\sigma}^*(\tau(\alpha)) : R_{\hat{M}} \rightarrow \mathcal{O}(\bar{C}), (\tau(\alpha))M(R_{\hat{M}}) \subset M(\mathcal{O}(\bar{C})_{\tau(\alpha)}).\) This homomorphism has the unique extension \(\bar{\sigma}^*(\tau(\alpha)) : R_{\hat{M}}^\circ \rightarrow \mathcal{O}(\bar{C})_{\tau(\alpha)}^\circ\), where the superscript \(^\circ\) denotes the completion of a noetherian local ring. The set \(\{ x(f_{y}^{\bar{\tau}}) | y \in P \}\) is a parameter system of \(R_{y_{\bar{\tau}}}^\circ\). Let \(\hat{P} = \{ x(b_{T/N, \hat{\Theta}}^{\tau(\alpha)}) - x(b_{T/N, \hat{\Theta}}^{\tau(\alpha)}) \tau(\alpha) | \Gamma \in \mathcal{F}(\Theta)_1 \}.\) This set \(\hat{P}\) is a parameter system of \((\mathcal{O}(\bar{C})_{\tau(\alpha)}^\circ, \hat{P} = \{ (\bar{\sigma}^* \xi)^{\tau(\alpha)} - (\bar{\sigma}^* \xi)^{\tau(\alpha)} \tau(\alpha) | E \in \hat{P} \}.\)
null
Note that \( b_{\Theta/N} \in \Theta^* \subseteq \Lambda^* \subseteq \Delta^* \). \( A \in \mathcal{F}(S + (\Theta^* V^*)) \), \( \Theta = \Delta(\tilde{A}, S + (\Theta^* V^*)) \in \mathcal{D}(S + (\Theta^* V^*)) \), \( S + (\Theta^* V^*) \supset S \), \( \Lambda = \Delta(A \cap S, S[V]) \in \mathcal{D}(S[V]) \) and \( \text{in}(P, b_{\Theta/N}, \phi) = \text{ps}(P, \tilde{A} \cap S, \phi) \).

Since \( \mathcal{D}(S[V]) \) is \( 
olinebreak[4]\hat{H} \)-simple and \( \text{dim } \mathcal{D}(S[V]) = \text{dim } \Delta = \text{dim } V \), \( \text{dim } \Lambda = \text{dim } V \) or \( \text{dim } \Lambda = \text{dim } V - 1 \).

We consider the case \( \text{dim } \Lambda = \text{dim } V \).

Since \( \Lambda \in \mathcal{F}(\tilde{A}) \) and \( \text{dim } \Lambda = \text{dim } V = \text{dim } \tilde{A} \), we know that \( \Delta(A \cap S, S[V]) = \Lambda = \Delta(\{\tilde{a}\}, S[V], \tilde{A} \cap S = \{\tilde{a}\}, \text{and} \text{ps}(P, \tilde{A} \cap S, \phi) = \text{cx}(\tilde{a}) \) for some \( c \in k - \{0\} \). We take \( c \in k - \{0\} \) with \( \text{ps}(P, \tilde{A} \cap S, \phi) = \text{cx}(\tilde{a}) \). We know that \( \text{in}(P, b_{\Theta/N}, \phi) = \text{ps}(P, \tilde{A} \cap S, \phi) = \text{cx}(\tilde{a}) \) and

\[
\text{in}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)) = \text{cx}^*(\tau(\alpha))(\text{in}(P, b_{\Theta/N}, \phi)) = \text{cx}^*(\tau(\alpha))(\text{cx}(\tilde{a}))
\]

\[
= \text{cx}(\tilde{a}) = c \prod_{\rho \in \mathcal{F}(\tilde{a})} x(b_{\rho/N}, \text{cx}(b_{\rho/N}, \tilde{a})).
\]

Let \( \hat{b} = \sum_{\rho \in \mathcal{F}(\tilde{a})} (b_{\rho/N}, \tilde{a}) \hat{b}_{\rho/N} \in (\hat{\Theta}^* V^*) \cap N \). Since \( \hat{P} = \{x(b_{\rho/N}, \tilde{a}) \in \mathcal{F}(\tilde{a}) \} \cup \{x(b_{\rho/N}, \tilde{a}) \in \mathcal{F}(\tilde{a}) \} \) and \( x(b_{\rho/N}, \tilde{a})(\tau(\alpha)) \neq 0 \) for any \( \tau(\alpha) \in \mathcal{F}(\tilde{a}) \), we know that \( \Delta(b_{\Theta/N}, \text{cx}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi))) = \sup(\text{in}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi))) \), and \( \text{cx}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi))) \subset \mathcal{V}(\Gamma_+(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)))) \).

For any \( \rho \in \mathcal{F}(\tilde{a}) \), we have \( \text{ord}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)) = \text{ord}(\hat{P}, b_{\Theta/N}, \text{cx}(\tilde{a})) = (b_{\rho/N}, \tilde{b}) \).

For any \( \rho \in \mathcal{F}(\tilde{a}) \), we have \( 0 \leq \text{ord}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)) \leq (b_{\rho/N}, \tilde{b}) \).

We know that \( \text{cx}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)) = \text{cx}(\hat{P}, b_{\Theta/N}, \text{cx}^*(\tau(\alpha))(\phi)) \) and \( \hat{b} = (\hat{\Theta}^* V^*) \) and \( \text{cx}^*(\tau(\alpha))(\phi) \) has normal crossings over \( \hat{P} \).

We know that there exists uniquely an element \( \beta \in (\sigma^* D)_{0} \) with \( \tau(\beta) = \beta \). We take the unique element \( \beta \in (\sigma^* D)_{0} \) with \( \tau(\beta) = \beta \). Since \( \tau(\alpha) \in U(\Sigma, \sigma^* D, \beta) \), \( \alpha \in \tau^{-1}(U(\Sigma, \sigma^* D, \beta)) = U(\Sigma, \sigma^* D, \beta) \). It is easy to see that the homomorphism \( \tau^*(\alpha) : O(\hat{C})_{\tau(\alpha)} \rightarrow O_{\Sigma, \alpha} \) induces an isomorphism \( \tau^*(\alpha) : O(\hat{C})_{\tau(\alpha)} \rightarrow O_{\Sigma, \alpha} \) of complete k-algebras. Since \( \sigma(\alpha) = M(A) \), we have a homomorphism of k-algebras \( \sigma^*(\alpha) : A \rightarrow O_{\Sigma, \alpha} \) satisfying \( \sigma^*(\alpha)(M(A)) \subset M(O_{\Sigma, \alpha}) \). This homomorphism has the unique extension \( \sigma^*(\alpha) : A \rightarrow O_{\Sigma, \alpha} \). Since \( \nu^* \sigma = \tau^* \), we have \( \sigma^*(\alpha)(\phi) = \tau^*(\alpha)(\phi) \).

Let \( \hat{P} = \{((\sigma^* \xi)_{\beta}(E) - (\sigma^* \xi)_{\beta}(E))(\phi) \in \text{comp}(\sigma^* D)(\beta) \} \). \( \hat{P} \) is a parameter system of \( O_{\Sigma, \alpha} \). Since \( \hat{P} = \{(\sigma^* \xi)_{\beta}(E) - (\sigma^* \xi)_{\beta}(E))(\tau(\alpha))(\phi) \in \text{comp}(\sigma^* D)(\beta) \} \), \( \hat{P} = \tau^*(\alpha)(\hat{P}) \). We know that \( \tau^*(\alpha)(\phi) \) has normal crossings over \( \hat{P} \).

We take any isomorphism \( \rho : O_{\Sigma, \alpha} \rightarrow A \) of complete k-algebras satisfying \( \rho(\hat{P}) = P \) and we put \( g = 1 \in \mathbb{Z}_+ \). Since \( h \geq 2, g < h \), \( \rho \sigma^*(\alpha)(\phi) \in A \) and \( \rho \sigma^*(\alpha)(\phi) \) has normal crossings over \( P \). Therefore, \( \rho \sigma^*(\alpha)(\phi) \in PW(1) = PW(g) \).

We conclude that Theorem \ref{Theorem[1.1]} holds, if \( \text{dim } \Lambda = \text{dim } V \).

We consider the case \( \text{dim } \Lambda = \text{dim } V - 1 \).

We take any isomorphism \( \tilde{\rho} : O(\hat{C})_{\tau(\alpha)} \rightarrow A \) of k-algebras satisfying \( \tilde{\rho}(\hat{P}) = P \) and \( \tilde{\rho}(x(b_{\rho/N}, \tilde{a})) = \tilde{\rho}(x(b_{\rho/N}, \tilde{a}))(\tau(\alpha))) = z \).
Recall that $\phi = \psi u \prod_{x \in \mathcal{X}} (z + \chi)^{a(x)} \prod_{x \in P - \{z\}} x^{b(x)}$.
We consider the element $u \prod_{x \in P - \{z\}} x^{b(x)} \in A$.
$u \in A^x = (\mathcal{C}_x)^x$ and $\sigma^* (\tau (\alpha)) (u) \in (\mathcal{O}(\mathcal{C})_{\tau (\alpha)})^x$. $y = x(f_y^P)$ for any $y \in P$.

$$\prod_{x \in P - \{z\}} x^{b(x)} = \prod_{y \in P - \{z\}} y^{b(y)} = \prod_{y \in P - \{z\}} x(f_y^P)^{b(y)} = x(\sum_{y \in P - \{z\}} b(y) f_y^P).$$

We denote $\hat{a}_{00} = \sum_{y \in P - \{z\}} b(y) f_y^P \in (\mathcal{D}^V|V^*) \cap N \subset (\hat{\Theta}|V^*) \cap N$. We have

$$\prod_{x \in P - \{z\}} x^{b(x)} = x(\hat{a}_{00}).$$

$$\hat{\sigma}^* (\tau (\alpha)) (u) \prod_{x \in P - \{z\}} x^{b(x)} = \hat{\sigma}^* (\tau (\alpha)) (u) \hat{\sigma}^* (\tau (\alpha)) (\prod_{x \in P - \{z\}} x^{b(x)})$$

$$= \hat{\sigma}^* (\tau (\alpha)) (u) \hat{\sigma}^* (\tau (\alpha)) (x(\hat{a}_{00})) = \hat{\sigma}^* (\tau (\alpha)) (u) x(\hat{a}_{00})$$

$$= \hat{\sigma}^* (\tau (\alpha)) (u) \prod_{\Gamma \in \mathcal{F}(\Theta)} x(b_{\Gamma/N^\chi \hat{\Theta} \chi}^{(b_{\Gamma/N^\chi \hat{\Theta} \chi}, \hat{a}_{00})}).$$

We know that $\hat{\sigma}^* (\tau (\alpha)) (u) \prod_{\Gamma \in \mathcal{F}(\Theta) - \mathcal{F}(\Theta)} x(b_{\Gamma/N^\chi \hat{\Theta} \chi}^{(b_{\Gamma/N^\chi \hat{\Theta} \chi}, \hat{a}_{00})}) \in (\mathcal{O}(\mathcal{C})_{\tau (\alpha)})^x$ and $\hat{\sigma}^* (\tau (\alpha)) (u) \prod_{x \in P - \{z\}} x^{b(x)}$ has normal crossings over $\hat{P}$.

We conclude that $\tilde{\sigma}^* (\tau (\alpha)) (u) \prod_{x \in P - \{z\}} x^{b(x)}$ has normal crossings over $P$ and $\tilde{\rho} \hat{\sigma}^* (\tau (\alpha)) (u) \prod_{x \in P - \{z\}} x^{b(x)} \in \mathcal{P}^W(1)$.

We consider any $\chi \in \mathcal{X}$ and the element $z + \chi \in A$.

We consider the case $\chi = 0$.

$z + \chi = z = x(f_z^P)$. $f_z^P \in (\mathcal{D}^V|V^*) \cap N \subset (\mathcal{D}^V|V^*) \cap N$.

$$\tilde{\sigma}^* (\tau (\alpha)) (z + \chi) = \tilde{\sigma}^* (\tau (\alpha)) (x(f_z^P)) = x(f_z^P) \prod_{\Gamma \in \mathcal{F}(\Theta)} x(b_{\Gamma/N^\chi \hat{\Theta} \chi}^{(b_{\Gamma/N^\chi \hat{\Theta} \chi}, f_z^P)})$$

We know that $\prod_{\Gamma \in \mathcal{F}(\Theta) - \mathcal{F}(\Theta)} x(b_{\Gamma/N^\chi \hat{\Theta} \chi}^{(b_{\Gamma/N^\chi \hat{\Theta} \chi}, f_z^P)}) \in (\mathcal{O}(\mathcal{C})_{\tau (\alpha)})^x$ and $\tilde{\sigma}^* (\tau (\alpha)) (z + \chi)$ has normal crossings over $\hat{P}$.

We conclude that $\tilde{\rho} \tilde{\sigma}^* (\tau (\alpha)) (z + \chi)$ has normal crossings over $P$ and $\tilde{\rho} \tilde{\sigma}^* (\tau (\alpha)) (z + \chi) \in \mathcal{P}^W(1)$.

We consider the case $\chi \neq 0$.

$\Gamma_+ (P, z + \chi)$ is $\bar{H}$-simple and $c(\Gamma_+ (P, z + \chi)) = 2$, $\text{height}(\bar{H}, \Gamma_+ (P, z + \chi)) = 1$, $\chi \in M(A') - \{0\}$ and $\chi$ has normal crossings over $P - \{z\}$. We take an element $u(\chi) \in A^x$ and a mapping $e(\chi) : P - \{z\} \rightarrow \mathbb{Z}_0$ satisfying $\chi = u(\chi) \prod_{x \in P - \{z\}} x^{e(\chi)(x)}$.

Let $\bar{e}(\chi) = \sum_{x \in P - \{z\}} e(\chi)(x) f_x^P \in \mathcal{D}^V|V^* \cap N$.

$$\prod_{x \in P - \{z\}} x^{e(\chi)(x)} = \prod_{y \in P - \{z\}} y^{e(\chi)(y)} = \prod_{y \in P - \{z\}} x(f_y^P)^{e(\chi)(y)} = x(\sum_{y \in P - \{z\}} e(\chi)(y) f_y^P) = x(\bar{e}(\chi)).$$

$\chi = u(\chi) x(\bar{e}(\chi))$.

$V(\Gamma_+ (P, z + \chi)) = \{ f_z^P, \bar{e}(\chi) \}$.

Note that $\mathcal{C}$ is a subdivision of $\mathcal{D}(S|V)$, $\mathcal{D}(S|V)$ is a subdivision of $\mathcal{D}(\Gamma_+ (P, z + \chi)|V)$ and thus $\mathcal{C}$ is a subdivision of $\mathcal{D}(\Gamma_+ (P, z + \chi)|V)$. We take the unique element $\Lambda(\chi) \in \mathcal{D}(\Gamma_+ (P, z + \chi)|V)$ with $\Theta^\circ \subset \Lambda(\chi)^\circ$ and we take the unique element $\bar{\Lambda}(\chi) \in \mathcal{D}(\Gamma_+ (P, z + \chi)|V)$ with $\bar{\Theta}^\circ \subset \bar{\Lambda}(\chi)^\circ$, $\Theta^\circ \subset \Lambda(\chi)^\circ \subset \bar{\Lambda}^\circ$, $\bar{\Theta}^\circ \subset \bar{\Lambda}^\circ$. Since $\Theta \in \mathcal{F}(\Theta)$, $\Lambda(\chi) \in \mathcal{F}(\bar{\Lambda}(\chi))$. We take the unique element $\bar{\Lambda}(\chi) \in$
We have $\mathcal{F}(\Gamma_+(P, z + \chi) + (\Theta^\vee|V^*))$ satisfying $\Theta = \Delta(\bar{A}(\chi), \Gamma_+(P, z + \chi)) + (\Theta^\vee|V^*)|V$. $\Lambda(\chi) = \Delta(\bar{A}(\chi) \cap \Gamma_+(P, z + \chi), \Gamma_+(P, z + \chi)|V)$. $\dim \bar{A} = \dim \bar{A}(\chi) = \dim V$. $\Lambda(\chi) \in \mathcal{D}(\Gamma_+(P, z + \chi)|V)^0$. We take the unique element $\hat{a}(\chi) \in \mathcal{V}(\Gamma_+(P, z + \chi))$ with $\Lambda(\chi) = \Delta(\hat{a}(\chi), \Gamma_+(P, z + \chi)|V)$. $\hat{a}(\chi) = f^P_\chi$ or $\hat{a}(\chi) = \hat{e}(\chi)$. $\Gamma_+(P, z + \chi) + (\Theta^\vee|V^*) = \{\hat{a}(\chi) + (\Theta^\vee|V^*)\}$.

Since $\mathcal{D}(\Gamma_+(P, z + \chi(i)|V)$ is $\hat{H}$-simple, $\dim \Lambda(\chi) = \dim V$ or $\dim \Lambda(\chi) = \dim V - 1$.

We consider the case $\dim \Lambda(\chi) = \dim V$.

By the same argument as in the case $\dim \Lambda = \dim V$ above, we know that $\bar{\sigma}^*(\tau(\alpha))(z + \chi)$ has normal crossings over $\hat{P}$, $\hat{\rho}^*(\tau(\alpha))(z + \chi) \in PW(1)$.

We consider the case $\dim \Lambda(\chi) = \dim V - 1$.

$\dim \Lambda = \dim \Lambda(\chi) = \dim V - 1$. Since $\Lambda \subset \Lambda(\chi)$, we have $\vect(\Lambda) = \vect(\Lambda(\chi))$.

Since $\mathcal{D}(S|V)$ is $\hat{H}$-simple, we have $\Lambda = \vect(\Lambda) \cap \Delta = \vect(\Lambda(\chi)) \cap \Delta \subset \Lambda(\chi)$.

Therefore, we know $\Lambda = \Lambda(\chi)$.

Now, by Theorem 18.38.(a) and Theorem 18.38.(b), we know that $\hat{\Gamma} \not\subseteq \vect(\Lambda)$ and $\vect(\Lambda) + \hat{\Gamma} = \vect(\Lambda) + \hat{H}$.

Since $\vect(\Lambda) + \hat{\Gamma} = \vect(\Lambda) + \hat{H}$ and $\hat{\Gamma} \subset \hat{\Theta} \subset \hat{A}$, we know that $\hat{\Lambda}(\chi) = \Delta(\{\hat{e}(\chi)\}, \Gamma_+(P, z + \chi)|V)$. $\Delta(\hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi), \Gamma_+(P, z + \chi)|V) = \Lambda(\chi) = \Delta(\{\hat{e}(\chi)\}, \Gamma_+(P, z + \chi)|V) \cap \Delta((f^P_\chi), \Gamma_+(P, z + \chi)|V)$, $\Delta(\bar{\sigma}(\hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi))|V), \Delta(\bar{\sigma}(\hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi))|V), \Delta(\bar{\sigma}(\hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi)) = \{0\}$, and $A \cap \Gamma_+(P, z + \chi) = \conv(\{f^P_\chi, \hat{e}(\chi)\})$.

Since $\hat{\Gamma} \not\subseteq \Lambda \subset \Theta$, we know that $\hat{\Gamma} \in \mathcal{F}(\hat{\Theta})_1 - \mathcal{F}(\Theta)_1$ and $\langle b_{\hat{H}/N^*\hat{\Theta}} f^\vee \rangle_{\tau}(\alpha) \neq 0$.

Since $1 = \langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle > \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle = 0$ and $\vect(\Lambda) + \hat{\Gamma} = \vect(\Lambda) + \hat{H}$, we know $\langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle > \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle, \{\langle b_{\hat{H}/N^*\hat{\Theta}} a \rangle | a \in \hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi)\} = \{t \in \mathbb{R} | \langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle \geq t \geq \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle\}$ and $Z \geq \max\{\langle b_{\hat{H}/N^*\hat{\Theta}} a \rangle | a \in \hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi)\} - \min\{\langle b_{\hat{H}/N^*\hat{\Theta}} a \rangle | a \in \hat{\Lambda}(\chi) \cap \Gamma_+(P, z + \chi)\} = \langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi - \hat{e}(\chi) \rangle > 0$.

By Theorem 18.38.12.(b) we know $\langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi - \hat{e}(\chi) \rangle \leq \height(\hat{H}, \Gamma_+(P, z + \chi)) = 1$. We conclude that $\langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi - \hat{e}(\chi) \rangle = 1$.

We denote $m = \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle \in \mathbb{Z}_0$.

For any $\Gamma \in \mathcal{F}(\Theta)_1$, we have $b_{\hat{H}/N^*\hat{\Theta}} \in \Gamma \subset \Theta \subset \Lambda(\chi) = \Delta(\{\hat{e}(\chi)\}, \Gamma_+(P, z + \chi)|V) \cap \Delta((f^P_\chi), \Gamma_+(P, z + \chi)|V)$ and $\langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle = \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle$. We denote

$$b = \sum_{\Gamma \in \mathcal{F}(\Theta)_1} \langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle b_{\hat{H}/N^*\hat{\Theta}} \in \Delta(\Theta^\text{op}|\hat{\Theta}, \hat{\Theta}|V^*) \cap N,$$

$$\hat{c}_0 = \sum_{\Gamma \in \mathcal{F}((\hat{H}\times\hat{\Gamma})^\vee|\hat{\Theta})_1} \langle b_{\hat{H}/N^*\hat{\Theta}} f^P_\chi \rangle b_{\hat{H}/N^*\hat{\Theta}} \in \Delta(\Theta + \hat{\Gamma}, \hat{\Theta}|V^*) \cap N,$$

$$\hat{c} = \sum_{\Gamma \in \mathcal{F}((\hat{H}\times\hat{\Gamma})^\vee|\hat{\Theta})_1} \langle b_{\hat{H}/N^*\hat{\Theta}} \hat{e}(\chi) \rangle b_{\hat{H}/N^*\hat{\Theta}} \in \Delta(\Theta + \hat{\Gamma}, \hat{\Theta}|V^*) \cap N.$$
Let $u(\chi)(0) \in k - \{0\}$ denote the unique element satisfying $u(\chi) - u(\chi)(0) \in M(A')$. We have

\[
ps(P, \tilde{\sum}(\chi) \cap \Gamma_+(P, z + \chi, z + \chi) = x(b) x(b_{\Gamma/N, \tilde{\sum}}) \nu_{x(\tilde{\sum})} x(\tilde{\sum}) + u(\chi)(0) x(b) x(b_{\Gamma/N, \tilde{\sum}}) \nu_{x(\tilde{\sum})} x(\tilde{\sum}),
\]

\[
\sigma^*(\tau(\alpha))(z + \chi) = \tilde{\sigma}^*(\tau(\alpha))(ps(P, \tilde{\sum}(\chi) \cap \Gamma_+(P, z + \chi, z + \chi)) = x(b) x(b_{\Gamma/N, \tilde{\sum}}) \nu_{x(\tilde{\sum})} x(\tilde{\sum}) + x(\tilde{\sum}).
\]

Recall that $x(b_{\Gamma/N, \tilde{\sum}})(\tau(\alpha)) = 0$ for any $\Gamma \in \mathcal{F}(\Theta)_1$, $x(b_{\Gamma/N, \tilde{\sum}})(\tau(\alpha)) \neq 0$ for any $\Gamma \in \mathcal{F}(\Theta + \Gamma_{\text{op}} \Theta)_1$ and $\tilde{\sigma} = \{x(b_{\Gamma/N, \tilde{\sum}})\Gamma \in \mathcal{F}(\Theta)_1 \cup \{x(b_{\Gamma/N, \tilde{\sum}}) - x(b_{\Gamma/N, \tilde{\sum}})\tau(\alpha)\} \cup \{x(b_{\Gamma/N, \tilde{\sum}}) - x(b_{\Gamma/N, \tilde{\sum}})\tau(\alpha)\} = \Gamma \in \mathcal{F}(\Theta + \Gamma_{\text{op}} \Theta)_1$.

Note that $k[\tilde{\sigma} - x(b_{\Gamma/N, \tilde{\sum}}) - x(b_{\Gamma/N, \tilde{\sum}})\tau(\alpha)] \subset \mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$. By $\mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$ we denote the completion of $k[\tilde{\sigma} - x(b_{\Gamma/N, \tilde{\sum}}) - x(b_{\Gamma/N, \tilde{\sum}})\tau(\alpha)]$ with respect to the maximal ideal $k[\tilde{\sigma} - x(b_{\Gamma/N, \tilde{\sum}}) - x(b_{\Gamma/N, \tilde{\sum}})\tau(\alpha)] \cap M(\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})$. $\mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$ is a complete local subring of $\mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$. $\mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$ is a $k$-subalgebra of $\mathcal{O}(\tilde{\sum})_{\tau(\alpha)}$.

We know that there exist $v' \in (\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})^x$ and $w' \in (\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})^x$ satisfying $\tilde{\sigma}^*(\tau(\alpha))(z + \chi) = x(b) v'(x(b_{\Gamma/N, \tilde{\sum}}) + w')$. We take unique element $w(0) \in k - \{0\}$ satisfying $w - w(0) \in M(\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})$.

We consider the case $x(b_{\Gamma/N, \tilde{\sum}})(\tau(\alpha)) + w(0) \neq 0$. We know that $x(b_{\Gamma/N, \tilde{\sum}}) + w \in (\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})^x$, $v(x(b_{\Gamma/N, \tilde{\sum}}) + w) \in (\mathcal{O}(\tilde{\sum})_{\tau(\alpha)})^x$ and $\tilde{\sigma}^*(\tau(\alpha))(z + \chi)$ has normal crossings over $\tilde{\sigma}$. We know that $\tilde{\rho}^*(\tau(\alpha))(z + \chi)$ has normal crossings over $P$ and $\tilde{\rho}^*(\tau(\alpha))(z + \chi) \in PW(1)$.

We consider the case $x(b_{\Gamma/N, \tilde{\sum}})(\tau(\alpha)) + w(0) = 0$. $x(b)$ has normal crossings over $\tilde{\sigma}$. $\tilde{\sigma}^*(\tau(\alpha))(z + \chi)$ has normal crossings over $\tilde{\sigma}$. $\tilde{\rho}^*(\tau(\alpha))(z + \chi) \in PW(1)$. We conclude that $\tilde{\rho}^*(\tau(\alpha))(z + \chi) \in PW(1)$ in all cases.

Note that $\zeta \in PW(1)$ for any $\zeta \in PW(1)$ and any $\eta \in PW(1)$. Therefore, we conclude that $\tilde{\rho}^*(\tau(\alpha))(u \prod_{\chi \in X}(z + \chi)^{\alpha(\chi)} \prod_{x \in P - \{z\}} x^{\beta(x)})$

$= \tilde{\rho}^*(\tau(\alpha))(u \prod_{x \in P - \{z\}} x^{\beta(x)}) \prod_{x \in X} x^{\rho(\alpha)(z + \chi)^{\alpha(\chi)} \in PW(1)}$.

We consider the element $\psi \in \tilde{W}(b)$. 
Recall that $\mathcal{D}(\Gamma_+(P, \psi)|V)$ is $\hat{H}$-simple, $\Theta \in \bar{\mathcal{C}}, \tau(\alpha) \in V^\circ(\bar{\mathcal{C}}, \Theta) \subset \bar{\Sigma}, \hat{\Gamma} \in \bar{\mathcal{C}}_1, \hat{\Sigma} \subset \hat{H}^\circ \Delta, \Theta \in \mathcal{A}(\bar{\Gamma}), \Theta \in \mathcal{C}(\Theta)$ and $\hat{\Gamma} \in \mathcal{F}(\Theta)_1$.

Note that $\bar{\mathcal{C}}$ is a subdivision of $\mathcal{D}(S|V)$, $\mathcal{D}(S|V)$ is a subdivision of $\mathcal{D}(\Gamma_+(P, \psi)|V)$ and thus $\bar{\mathcal{C}}$ is a subdivision of $\mathcal{D}(\Gamma_+(P, \psi)|V)$. We take the unique element $\Lambda(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)$ with $\Theta^0 \subset \Lambda(\psi)^o$. We take the unique element $\hat{A}(\psi) \in \mathcal{F}(\Gamma_+(P, \psi))$ with $\Theta = \Delta(\hat{A}(\psi), \Gamma_+(P, \psi)) + (\Theta^o|V^*)|V)$. We take the unique element $\hat{\Lambda}(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)$ with $\Theta^0 \subset \Lambda(\psi)^o$. $\dim \hat{\Theta} = \dim \Lambda(\psi) = \dim V$. $\hat{\Lambda}(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)^0$. We take the unique element $\hat{a}(\psi) \in V(\Gamma_+(P, \psi))$ with $\hat{\Lambda}(\psi) = \Delta(\hat{a}(\psi)), \Gamma_+(P, \psi)$.

We consider the case $\dim \Lambda(\psi) = \dim V$. Since $\hat{\Lambda}(\psi)^0 \subset \Lambda(\psi)^0, \Lambda(\psi) = \Delta(\hat{a}(\psi) \cap \Gamma_+(P, \psi), \Gamma_+(P, \psi)|V)$. $\hat{\Theta} \subset \Lambda(\psi)^\circ$. $\hat{\Lambda}(\psi) \in \mathcal{F}(\hat{\Lambda}(\psi))$. $\Gamma_+(P, \psi) + (\Theta^o|V^*) = \{\hat{a}(\psi)\} + (\hat{\Theta}^o|V^*)$.

Since $\Gamma_+(P, \psi)$ is $\hat{H}$-simple, we know that $\dim \Lambda(\psi) = \dim V$ or $\dim \Lambda(\psi) = \dim V - 1$.

We consider case $\dim \Lambda(\psi) = \dim V$.

By the same argument as in the case $\dim \Lambda = \dim V$ above, we know that $\bar{\sigma}^*(\tau(\alpha))(\psi)$ has normal crossings over $\hat{P}$, $\bar{\rho}^*(\tau(\alpha))(\psi) \in PW(1)$. Therefore, $\bar{\rho}^*(\tau(\alpha))(\psi)$ induces an isomorphism $\bar{\sigma}^*(\tau(\alpha))(\psi)$ with $\Theta = \Delta(\hat{a}(\psi), \Gamma_+(P, \psi) + (\Theta^o|V^*)|V)$. $\Lambda(\psi) = \Delta(\hat{a}(\psi) \cap \Gamma_+(P, \psi), \Gamma_+(P, \psi)|V)$. $\hat{\Theta} \subset \Lambda(\psi)^\circ$. $\Lambda(\psi) \in \mathcal{F}(\hat{\Lambda}(\psi))$. $\Gamma_+(P, \psi) + (\Theta^o|V^*) = \{\hat{a}(\psi)\} + (\hat{\Theta}^o|V^*)$.

Since $\Gamma_+(P, \psi)$ is $\hat{H}$-simple, we know that $\dim \Lambda(\psi) = \dim V$ or $\dim \Lambda(\psi) = \dim V - 1$.

We consider the case $\dim \Lambda(\psi) = \dim V - 1$.

We know that $\hat{\Lambda}(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)^1$. $\Lambda(\psi) \neq \hat{H}^\circ \Delta$ and height($\hat{H}, \Gamma_+(P, \psi)) > 0$.

Since $\Lambda \subset \Lambda(\psi) \subset \bar{\Lambda}$ and $\dim \Lambda = \dim V - 1 = \dim \Lambda(\psi)$, we have vect($\Lambda(\psi) = \Lambda(\psi)|\hat{\Sigma})$. Since $\mathcal{D}(S|V)$ is $\hat{H}$-simple, we have $\Lambda = vect(\Lambda(\psi)) \cap \bar{\Delta} \supset \Lambda(\psi)$. Therefore, we know $\Lambda = \Lambda(\psi)$.

We know that there exists uniquely an element $\hat{A}_0(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)^0$ satisfying $\Lambda(\psi) = \Lambda(\psi) \cap \Lambda_0(\psi)$. We take the unique element $\hat{A}_0(\psi) \in \mathcal{D}(\Gamma_+(P, \psi)|V)^0$ satisfying $\Lambda(\psi) = \Lambda(\psi) \cap \Lambda_0(\psi)$. $\Lambda(\psi) \neq \Lambda_0(\psi)$. We take the unique element $\hat{a}_0(\psi) \in V(\Gamma_+(P, \psi))$ with $\hat{A}_0(\psi) = \Delta(\hat{a}_0(\psi), \Gamma_+(P, \psi)|V)$.
\[ \text{Now, by Theorem 18.3.8.(a) and Theorem 18.3.8.(b), we know that } \hat{\Gamma} \not\subset \text{vect}(\Lambda) \text{ and vect}(\Lambda) + \hat{\Gamma} = \text{vect}(\Lambda) + \hat{H}. \]

Since \( \hat{\Gamma} \not\subset \text{vect}(\Lambda) \cup \Lambda \cup \Theta \), we know that \( \hat{\Gamma} \in \mathcal{F}(\hat{\Theta})_1 - \mathcal{F}(\Theta) \) and \( x(b_{\Gamma/N}^\circ \hat{\psi})_\tau(\alpha) \neq 0. \)

Since \( \hat{\Gamma} \in \mathcal{F}(\hat{\Theta})_1 \), we know that \( \hat{\Gamma} \subset \hat{\Theta} \subset \hat{\Lambda} \subset \text{vect}(\Lambda) + \hat{\Gamma} = \text{vect}(\Lambda) + \hat{H}, \) \( \hat{\Lambda} + \hat{H} = \hat{\Lambda} + \hat{H}, \) and \( \hat{\Lambda} + \hat{H} \subset \hat{\Lambda} + \hat{H}, \) \( \langle b_{\hat{\Theta}/N}, \hat{a}_0(\psi) \rangle > \langle b_{\hat{\Theta}/N}, \hat{a}(\psi) \rangle, \) \( \langle b_{\hat{\Theta}/N}, \hat{a}_0(\psi) \rangle > \langle b_{\hat{\Theta}/N}, \hat{a}(\psi) \rangle, \) \( \langle b_{\hat{\Theta}/N}, \hat{a}_0(\psi) \rangle \rangle = \{ t \in \mathbb{R} | \langle b_{\hat{\Theta}/N}, \hat{a}(\psi) \rangle \geq t \geq \langle b_{\hat{\Theta}/N}, \hat{a}(\psi) \rangle \} \) and \( \text{max}\{\langle b_{\hat{\Theta}/N}, a \rangle | a \in \hat{\Lambda}(\psi) \cap \hat{\Gamma}(P, \psi) \} - \text{min}\{\langle b_{\hat{\Theta}/N}, a \rangle | a \in \hat{\Lambda}(\psi) \cap \hat{\Gamma}(P, \psi) \} > 0. \)

We denote \( \hat{\ell} = \langle b_{\hat{\Theta}/N}, \hat{a}_0(\psi) - \hat{a}(\psi) \rangle \in \mathbb{Z}^+ \) and \( \hat{m} = \langle b_{\hat{\Theta}/N}, \hat{a}(\psi) \rangle \in \mathbb{Z}_0 \) for simplicity. By Theorem 18.3.12.(b) we know \( \hat{\ell} \leq \text{height}(H, \hat{\Gamma}(P, \psi)) = h. \)

For any \( \Gamma \in \mathcal{F}(\Theta)_1 \), we have \( b_{\Gamma/N} \in \Gamma \subset \Theta \subset \Lambda(\psi) \subset \hat{\Lambda}(\psi) \) and \( \langle b_{\Gamma/N}, \hat{a}_0(\psi) \rangle = \langle b_{\Gamma/N}, \hat{a}(\psi) \rangle \). We denote

\[ \hat{b} = \sum_{\Gamma \in \mathcal{F}(\Theta)_1} \langle b_{\Gamma/N}, \hat{a}_0(\psi) \rangle b_{\Gamma/N}^\circ \hat{\psi} \in \Delta(\Theta^op|\hat{\Theta}|V^*) \cap N, \]

\[ \hat{c}_0 = \sum_{\Gamma \in \mathcal{F}(\Theta + \hat{\Gamma}|V^*)} \langle b_{\Gamma/N}, \hat{a}_0(\psi) \rangle b_{\Gamma/N}^\circ \hat{\psi} \in \Delta(\Theta + \hat{\Gamma}, \hat{\Theta}|V^*) \cap N, \]

\[ \hat{c} = \sum_{\Gamma \in \mathcal{F}(\Theta + \hat{\Gamma}|V^*)} \langle b_{\Gamma/N}, \hat{a}(\psi) \rangle b_{\Gamma/N}^\circ \hat{\psi} \in \Delta(\Theta + \hat{\Gamma}, \hat{\Theta}|V^*) \cap N. \]

We have \( \hat{a}_0(\psi) = \hat{b} + (\hat{\ell} + \hat{m}) b_{\Gamma/N}^\circ \hat{\psi} + \hat{c}_0 \) and \( \hat{a}(\psi) = \hat{b} + \hat{m} b_{\Gamma/N}^\circ \hat{\psi} + \hat{c}_0 + \hat{c}. \)

Let \( L = \{i \in [0, 1, \ldots, \hat{\ell}] | ((\hat{\ell} - i) / \hat{\ell}) \hat{c}_0 + (i / \hat{\ell}) \hat{c} \in N \}. \) \( 0, \hat{\ell} \in L \subset [0, 1, \ldots, \hat{\ell}] \) and \( \text{conv}\{\hat{a}_0(\psi), \hat{a}(\psi)\} \cap N = \hat{b} + \hat{\ell} + \hat{m} b_{\Gamma/N}^\circ \hat{\psi} + ((\hat{\ell} - i) / \hat{\ell}) \hat{c}_0 + (i / \hat{\ell}) \hat{c} | i \in L \} \) \( ((\hat{\ell} - i) / \hat{\ell}) \hat{c}_0 + (i / \hat{\ell}) \hat{c} \in \Delta(\Theta + \hat{\Gamma}, \hat{\Theta}|V^*) \cap N \) for any \( i \in L. \)

We know that there exists uniquely a mapping \( e : L \to k \) satisfying

\[ \text{ps}(P, \hat{\Lambda}(\psi) \cap \Gamma(\psi), \psi) = \sum_{i \in L} e(i) x(\hat{b}) x(b_{\Gamma/N}^\circ \hat{\psi})^{\hat{\ell} - i + m} x((\hat{\ell} - i) \hat{c}_0 + (i / \hat{\ell}) \hat{c}), \]

\( e(0) \neq 0 \) and \( e(\hat{\ell}) \neq 0. \) We take the unique mapping \( e : L \to k \) satisfying the above three conditions. We have

\[ \text{in}(\hat{P}, b_{\Theta/N}^\circ, \hat{\Lambda}(\psi)) = \hat{\Lambda}(\psi)) (\psi) = \hat{\Lambda}(\psi)) (\psi) \]

\[ = \sum_{i \in L} e(i) x(\hat{b}) x(b_{\Gamma/N}^\circ \hat{\psi})^{\hat{\ell} - i + m} x((\hat{\ell} - i) \hat{c}_0 + (i / \hat{\ell}) \hat{c}). \]

Recall that \( x(b_{\Gamma/N}^\circ \hat{\psi}) (\psi) = 0 \) for any \( \Gamma \in \mathcal{F}(\Theta)_1 \), \( x(b_{\Gamma/N}^\circ \hat{\psi}) (\psi) \neq 0, \)

\( x(b_{\Gamma/N}^\circ \hat{\psi}) (\psi) \neq 0 \) for any \( \Gamma \in \mathcal{F}(\Theta + \hat{\Gamma})^\circ \hat{\Theta}_1 \) and \( \hat{P} = \{ x(b_{\Gamma/N}^\circ \hat{\psi}) | \Gamma \in \mathcal{F}(\Theta)_1 \} \cup \{ x(b_{\Gamma/N}^\circ \hat{\psi}) - x(b_{\Gamma/N}^\circ \hat{\psi}) (\psi) \} \cup \{ x(b_{\Gamma/N}^\circ \hat{\psi}) - x(b_{\Gamma/N}^\circ \hat{\psi}) (\psi) \} \Gamma \in \mathcal{F}(\Theta + \hat{\Gamma})^\circ \hat{\Theta}_1 \).
m is equal to $e(0)x(\bar{\epsilon}_0)\tau(\alpha)x(\hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}})$ and $\hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}} \in \text{supp}(\hat{P}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) \subset \text{supp}(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) \subset \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$.

Consider any $\Gamma \in \mathcal{F}(\Theta)_1$. ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$) = (b_{\hat{\Gamma}/N^*}, \hat{b} = (b_{\hat{\Gamma}/N^*}, \hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}})$.

Consider any $\Gamma \in \mathcal{F}((\Theta + \hat{\Theta})_{\Theta})$. $0 \leq \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) \leq \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) = 0$. We know that ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) = 0 = (b_{\hat{\Gamma}/N^*}, \hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}}$).

We know that $\hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}} \in \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$ and ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = (b_{\hat{\Gamma}/N^*}, \hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}} for any $\Gamma \in \mathcal{F}(\Theta)_1 - \{\Gamma\}$ and we conclude that $\Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$ is of $\hat{\Gamma}$-Weierstrass type.

We denote $\bar{\Theta} = \hat{\Gamma}_{\Theta}/\Theta \in \mathcal{F}(\Theta)^3$. Since $\Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$ is of $\hat{\Gamma}$-Weierstrass type, we have ord($\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = (b_{\Theta/N^*}, \hat{b} + (\ell + m)b_{\hat{\Gamma}/N^*\bar{\Theta}}) = ord($\hat{P}, b_{\Theta/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$) and

$$\text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) = \text{in}(\hat{P}, b_{\Theta/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) = x(\hat{b})x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{m}$$

where $\hat{e} : L \rightarrow k$ is the mapping satisfying $\hat{e}(i) = e(i)x((\ell - i)/\ell)\hat{c}_0 + (i/\ell)\hat{c}_0\tau(\alpha)$ for any $i \in L$. $\hat{e}(0) = e(0)x(\hat{c}_0)\tau(\alpha) \neq 0$. There exists uniquely a mapping $\tilde{e} : \{0, 1, \ldots, \ell\} \rightarrow k$ satisfying $\sum_{i \in L} \hat{e}(i)x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i} = \sum_{i = 0}^{\ell} \tilde{e}(i)x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i}$. We take the unique mapping $\tilde{e} : \{0, 1, \ldots, \ell\} \rightarrow k$ satisfying the above equality. $\tilde{e}(0) = \hat{e}(0) \neq 0$. $x(\hat{b})x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell} = 0$. ord($\hat{P}, b_{\hat{\Gamma}/N^*}, x(\hat{b})x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell}$) = 0.

Since $\Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$ is of $\hat{\Gamma}$-Weierstrass type, we have

$$\text{height}((\hat{\Gamma}, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi)))$$
$$= \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) - \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi))$$
$$\leq \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \text{in}(\hat{P}, b_{\Theta/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)))$$
$$= \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, x(\hat{b})x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{m}\sum_{i \in L} \tilde{e}(i)x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i}$$
$$= \text{ord}(\hat{P}, b_{\hat{\Gamma}/N^*}, \sum_{i = 0}^{\ell} \tilde{e}(i)(x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i} - x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i})$$
$$= \ell - \max\{i \in \{0, 1, \ldots, \ell\} | \tilde{e}(i) \neq 0\} \leq \ell.$$

We know that height((\hat{\Gamma}, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) = \ell, if and only if, ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = 0 and $\tilde{e}(i) = 0$ for any $i \in \{1, 2, \ldots, \ell\}$, if and only if, ord($\hat{P}, b_{\hat{\Gamma}/N^*}, \tilde{\sigma}^*(\tau(\alpha))(\psi)$) = 0 and $\sum_{i \in L} \tilde{e}(i)x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i} - \tilde{e}(0)x(b_{\hat{\Gamma}/N^*\bar{\Theta}})^{\ell - i}$.

We know that height((\hat{\Gamma}, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) \leq \ell \leq h.

Assume height((\hat{\Gamma}, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) = h. We will deduce a contradiction from this assumption.
We have $\ell = h$. Note that $D(\Gamma_+(P, u \prod_{\chi \in \chi}(z + \chi)^{\delta(x)}) | V) = \sum_{i < \chi \in \chi} \prod_{x \in P - \{z\}} x^{\beta(x)} | V$ is $\hat{H}$-simple, and any structure constant of it is an integer. By Theorem 12.3.12(c), we know that $c(\Gamma_+(P, \psi)) = 2$, the structure constant of $D(\Gamma_+(P, \psi) | V)$ corresponding to the pair $(2, E)$ is an integer for any $E \in \mathcal{F}(\Delta) - \{\hat{H}\}$. We take the unique mapping $\hat{H} \rightarrow \hat{\Theta}$.

We have $\dim \Theta = \dim \Lambda = \dim V - 1 = \dim \hat{\Theta} - 1, \hat{\Theta} = \hat{\Theta}^{\text{op}}|\hat{\Theta}$, and there exists uniquely a mapping $\hat{\Theta} = \Lambda$. Note that

$$\hat{\Theta} = \Lambda.$$
\[ k - \{0\} \text{ for simplicity. We have} \]
\[
\begin{align*}
\text{ps}(P, \tilde{A}(\psi) \cap \Gamma_+(P, \psi), \psi) &= e(0)x(\hat{b}_0)(z - \gamma \prod_{y \in P - \{z\}} y^{r(y)})^f \\
&= e(0) \prod_{y \in P} y^{(f^y_{\psi}b_0)}(z - \gamma \prod_{y \in P - \{z\}} y^{r(y)})^f.
\end{align*}
\]

Since \( \psi \in W(h) \), \( \text{ps}(P, \tilde{A}(\psi) \cap \Gamma_+(P, \psi), \psi) \in A \) and \( A \) is a unique factorization domain, we know that \( r(y) \in \mathbb{Z}_0 \) for any \( y \in P - \{z\} \) and \( \hat{b}_0 = 0 \). Since \( c(\Gamma_+(P, \psi)) = 2 \), we know that the \( z \)-top vertex of \( \Gamma_+(P, \psi) \) is equal to \( \ell f^z_P \), \( \ell f^z_P \in \tilde{A}(\psi) \cap \Gamma_+(P, \psi) \) and \( \tilde{A}(\psi) \cap \Gamma_+(P, \psi) \) is a \( z \)-removable face of \( \Gamma_+(P, \psi) \).

Since \( \Gamma_+(P, \psi) \) has no \( z \)-removable faces, we obtain a contradiction. We know that height(\( \Gamma, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) \)) < \( h \). We denote \( \bar{g} = \text{height}(\Gamma, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) \in \mathbb{Z}_0 \). \( \bar{g} \) < \( h \).

We denote \( \tilde{z} = x(b_{\Gamma/N^\chi}) - x(b_{\Gamma/N^\chi}) \tau(\alpha) \in \hat{P} \) for simplicity.

Note that \( k[\hat{P} - \{\tilde{z}\}] = \Omega(\tilde{C}^c_{\tau(\alpha)}) \). By \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \) we denote the completion of \( k[\hat{P} - \{\tilde{z}\}] \) with respect to the maximal ideal \( k[\hat{P} - \{\tilde{z}\}] \cap M(\Omega(\tilde{C}^c_{\tau(\alpha)})) \). \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \) is a complete local subring of \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \). \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \) is a \( k \)-subalgebra of \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \).

Since \( \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi)) \) is of \( \hat{\Gamma} \)-Weierstrass type, \( \bar{g} = \text{height}(\Gamma, \Gamma_+(\hat{P}, \tilde{\sigma}^*(\tau(\alpha))(\psi))) \) and \( \text{Weierstrass' preparation theorem holds, there exist uniquely an element} \]
\( v \in (\Omega(\tilde{C}^c_{\tau(\alpha)})^x \text{ a and a mapping} \psi: \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(\Omega(\tilde{C}^c_{\tau(\alpha)})) \text{ satisfying} \]
\( \tilde{x}(\tau(\alpha))(\psi) = vx(\hat{b})(\tilde{z}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\tilde{z}^i). \) We take the unique pair \( v \in (\Omega(\tilde{C}^c_{\tau(\alpha)})^x \text{ and a mapping} \psi: \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(\Omega(\tilde{C}^c_{\tau(\alpha)})) \text{ satisfying this equality.} \]

Let \( \mathcal{R} = \{ \chi \in M(\Omega(\tilde{C}^c_{\tau(\alpha)}) | \bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\chi^i = 0 \} \), \( \mathcal{R} \) is a finite set and \( \bar{\chi} \mathcal{R} \leq \bar{g} \). Consider any \( \chi \in \mathcal{R} \). Since \( \Omega(\tilde{C}^c_{\tau(\alpha)}) \) is a unique factorization domain, there exists uniquely a positive integer \( \mu(\chi) \in \mathbb{Z}_+ \) satisfying \( \bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i \in (\bar{\chi} - \chi)^{\mu(\chi)} \Omega(\tilde{C}^c_{\tau(\alpha)}) \) and \( \bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i \not\in (\bar{\chi} - \chi)^{\mu(\chi) + 1} \Omega(\tilde{C}^c_{\tau(\alpha)}) \). We take the unique \( \mu(\chi) \in \mathbb{Z}_+ \) satisfying these conditions. \( \sum_{\chi \in \mathcal{R}} \mu(\chi) \leq \bar{g} \). Let \( \hat{g} = \bar{g} - \sum_{\chi \in \mathcal{R}} \mu(\chi) \in \mathbb{Z}_0 \). \( \hat{g} \neq 1 \). \( \bar{g} \leq \bar{g} \). Let \( g = \max(\hat{g}, 1) \in \mathbb{Z}_+ \). Since \( h \geq 2, g < h \).

There exists uniquely a mapping \( \psi: \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(\Omega(\tilde{C}^c_{\tau(\alpha)})) \) satisfying \( \tilde{x}(\tau(\alpha))(\psi) = vx(\hat{b}) \prod_{\chi \in \mathcal{R}} (\bar{\chi} - \chi)^{\mu(\chi)}(\bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i) \). We take the unique mapping \( \psi: \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(\Omega(\tilde{C}^c_{\tau(\alpha)})) \) satisfying this equality.

\[ \bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i \not\in \text{for any} \chi \in M(\Omega(\tilde{C}^c_{\tau(\alpha)})). \]

\[ \bar{\rho}(vx(\hat{b}) \prod_{\chi \in \mathcal{R}} (\bar{\chi} - \chi)^{\mu(\chi)}) \in \text{PW}(1). \]

If \( \bar{g} \geq 2 \), then \( \bar{g} = g \) and \( \bar{\rho}(\bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i) \in W(\bar{g}) = W(g) \). Therefore, \( \rho\tilde{\sigma}^*(\tau(\alpha))(\phi) = \rho\tilde{\sigma}^*(\tau(\alpha))(\phi) \prod_{\chi \in \mathcal{R}} (z + \chi)^{\mu(\chi)}(\prod_{\chi \in P - \{z\}} x^{b^{h(x)})}) \rho(vx(\hat{b}) \prod_{\chi \in \mathcal{R}} (\bar{\chi} - \chi)^{\mu(\chi)}) \rho(\bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i) \in \text{PW}(g). \]

If \( \bar{g} \leq 1 \), then \( \bar{g} = 0, g = 1 \) and \( \bar{\rho}(\bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i) = 1 \in \text{PW}(1). \) Therefore, \( \rho\tilde{\sigma}^*(\tau(\alpha))(\phi) = \rho\tilde{\sigma}^*(\tau(\alpha))(\phi) \prod_{\chi \in \mathcal{R}} (z + \chi)^{\mu(\chi)}(\prod_{\chi \in P - \{z\}} x^{b^{h(x)})}) \rho(vx(\hat{b}) \prod_{\chi \in \mathcal{R}} (\bar{\chi} - \chi)^{\mu(\chi)}) \rho(\bar{\chi}^g + \sum_{i=0}^{\bar{g} - 1} \tilde{\psi}(i)\bar{\chi}^i) \in \text{PW}(1) = \text{PW}(g). \)

We conclude that \( \rho\tilde{\sigma}^*(\tau(\alpha))(\phi) \) \( \in \text{PW}(g) \) in all cases.

We know that there exists uniquely an element \( \beta \in (\sigma^* D)_0 \) with \( \tau(\beta) = \tilde{\beta} \). We take the unique element \( \beta \in (\sigma^* D)_0 \) with \( \tau(\beta) = \tilde{\beta} \). Since \( \tau(\alpha) \in U(\Sigma, \sigma^* \tilde{D}, \tilde{\beta}), \)
\[ \alpha \in \tau^{-1}(U(\Sigma, \sigma^* D, \beta)) = U(\Sigma, \sigma^* D, \beta). \]

It is easy to see that the homomorphism \( \tau^*(\alpha) : \mathcal{O}(\tilde{C})_{\tau(\alpha)} \rightarrow \mathcal{O}_{\Sigma, \alpha} \) induces an isomorphism \( \tau^*(\alpha) : \mathcal{O}(\tilde{C})^c_{\tau(\alpha)} \rightarrow \mathcal{O}_{\Sigma, \alpha}^c \) of complete \( k \)-algebras. Since \( \sigma(\alpha) = M(A) \), we have a homomorphism of \( k \)-algebras \( \sigma^*(\alpha) : A \rightarrow \mathcal{O}_{\Sigma, \alpha} \) satisfying \( \sigma^*(\alpha)(M(A)) \subseteq M(\mathcal{O}_{\Sigma, \alpha}) \). This homomorphism has the unique extension \( \sigma^*(\alpha) : A \rightarrow \mathcal{O}_{\Sigma, \alpha}^c \). Since \( \tau^*\sigma = \tilde{\sigma}\tau \), we have \( \sigma^*(\alpha)(\phi) = \tau^*(\alpha)\tilde{\sigma}^*(\tau(\alpha)) (\phi) \).

Let \( \tilde{P} = \{(\sigma^*\xi)_{\beta}(E) - (\sigma^*\xi)_{\tilde{\beta}}(E)(\alpha)|E \in \text{comp}(\sigma^* D)(\beta)\} \). \( \tilde{P} \) is a parameter system of \( \mathcal{O}_{\Sigma, \alpha}^c \). Since \( \tilde{P} = \{(\tilde{\sigma}^*\xi)_{\tilde{\beta}}(E) - (\tilde{\sigma}^*\xi)_{\tilde{\beta}}(\tau(\alpha))|E \in \text{comp}(\tilde{\sigma}^* D)(\tilde{\beta})\} \), \( \tilde{P} = \tau^*(\alpha)(\tilde{P}) \).

Let \( \rho = \tilde{\rho}^*(\alpha)^{-1} : \mathcal{O}_{\Sigma, \alpha}^c \rightarrow A \). \( \rho \) is an isomorphism of \( k \)-algebras. \( \rho(\tilde{P}) = \tilde{\rho}^*(\alpha)^{-1}(\tau^*\alpha(\tilde{P})) = \rho(\tilde{P}) = P \). We know \( \rho(P) = P \), \( \rho\sigma^*(\alpha)(\phi) = \tilde{\rho}^*(\alpha)^{-1}\tau^*(\alpha)\tilde{\sigma}^*(\tau(\alpha))(\phi) = \tilde{\rho}\tilde{\sigma}^*(\tau(\alpha))(\phi) \in \text{PW}(g) \). We know \( \rho\sigma^*(\alpha)(\phi) \in \text{PW}(g) \).

We conclude that Theorem 4.1 holds, if \( \dim \Lambda = \dim V \) and \( \dim \Lambda(\psi) = \dim V - 1 \).

We conclude that Theorem 4.1 holds in all cases.

### 21. Proof of the submain theorems

We give the proof of our submain theorems Theorem 4.2, Theorem 4.3, Theorem 4.4, and Theorem 4.6.

Let \( k \) be any algebraically closed field; let \( A \) be any complete regular local ring such that \( A \) contains \( k \) as a subring, the residue field \( A/M(A) \) is isomorphic to \( k \) as \( k \)-algebras, and \( \dim A \geq 2 \); let \( P \) be any parameter system of \( A \), and let \( z \in P \) be any element.

Let \( A' \) denote the completion of \( k[P - \{z\}] \) with respect to the maximal ideal \( k[P - \{z\}] \cap M(A) \). The ring \( A' \) is a local subring of \( A \) and \( M(A') = M(A) \cap A' = (P - \{z\})A' \). The set \( P - \{z\} \) is a parameter system of \( A' \).

Let \( \Delta = \text{Spec}(A/\prod_{x \in P - \{z\}} xA) \), and \( \Delta' = \text{Spec}(A'/\prod_{x \in P - \{z\}} xA') \). We define a coordinate system \( \xi_{M(A)} : \text{comp}(\Delta) \rightarrow A \) of the normal crossing scheme \( \text{Spec}(A, \Delta) \) at \( M(A) \) by putting \( \xi_{M(A)}(\text{Spec}(A/xA)) = x \) for any \( x \in P \). Let \( \xi = \{\xi_{M(A)}\} \). We define a coordinate system \( \xi'_{M(A')} : \text{comp}(\Delta') \rightarrow A' \) of the normal crossing scheme \( \text{Spec}(A', \Delta') \) at \( M(A') \) by putting \( \xi'_{M(A')}(\text{Spec}(A'/xA')) = x \) for any \( x \in P - \{z\} \). Let \( \xi' = \{\xi'_{M(A')}\} \). The triplets \( \text{Spec}(A, \Delta, \xi) \) and \( \text{Spec}(A', \Delta', \xi') \) are coordinate normal crossing schemes over \( k \).

Recall the following notations:

\[
\text{PW}(1) = \{\phi \in A|\phi = u \prod_{x \in X} (z + \chi)^a(x) \prod_{x \in P - \{z\}} x^b(x) \}
\]

for some \( u \in A^\times \), some finite subset \( X \) of \( M(A') \), some mapping \( a : X \rightarrow \mathbb{Z}_+ \), and some mapping \( b : P - \{z\} \rightarrow \mathbb{Z}_0 \).
For any $h \in \mathbb{Z}_+$ with $h \geq 2$ we denote
\[
W(h) = \{ \phi \in A| \phi = z^h + \sum_{i=0}^{h-1} \phi'(i)z^i \}
\]
for some mapping $\phi': \{0, 1, \ldots, h-1\} \rightarrow M(A')$ satisfying
\[
\chi^h + \sum_{i=0}^{h-1} \phi'(i)\chi^i \neq 0 \text{ for any } \chi \in M(A').\}
\]
\[
P(W(h)) = \{ \phi \in A| \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1).\},
\]
\[
R(W(h)) = \{ \phi \in A| \text{ with } \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that } \Gamma_+(P, \psi) \text{ has no } z\text{-removable faces.}.\},
\]
\[
S(W(h)) = \{ \phi \in A| \phi = \psi \psi' \text{ for some } \psi \in W(h) \text{ and some } \psi' \in PW(1) \text{ such that } \\
\Gamma_+(P, \psi) \text{ has no } z\text{-removable faces, and } \Gamma_+(P, \phi) \text{ is } z\text{-simple.}.\}\}
\]

We give the proof of Theorem 4.2. Consider any $h \in \mathbb{Z}_+$ with $h \geq 2$ and any $\phi \in PW(h).
We take an element $u \in A^*$, a finite subset $X$ of $M(A')$, a mapping $a : X \rightarrow \mathbb{Z}_+$, a mapping $b : P - \{z\} \rightarrow \mathbb{Z}_0$ and an element $\psi \in W(h)$ satisfying
\[
\phi = \psi u \prod_{x \in X} (z + \chi)^a(x) \prod_{x \in P - \{z\}} x^{b(x)}.\]

We take a mapping $\psi' : \{0, 1, \ldots, h-1\} \rightarrow M(A')$ satisfying $\psi = z^h + \sum_{i=0}^{h-1} \psi'(i)z^i$ and $\tilde{\chi}^h + \sum_{i=0}^{h-1} \psi'(i)\tilde{\chi}^i \neq 0$ for any $\tilde{\chi} \in M(A').$

The quintuplet $(u, X, a, b, \psi')$ is uniquely determined depending on $\phi$, since $A$ is a unique factorization domain and Weierstrass’ preparation theorem holds.

In particular, $\psi'(0) = (-0)^h + \sum_{i=0}^{h-1} \psi'(i)(-0)^i \neq 0$ and ord$(P, f_{X}^{(P), \psi}) = 0$.

We denote $V = \text{map}(P, \mathbb{R})$, $N = \text{map}(P, \mathbb{Z})$, $\Delta = \text{map}(P, \mathbb{R}_0)$, $W = \{a \in V|a(z) = 0\}$ and $U_- = \{a \in V|a(z) < h\}$.

$V$ is a finite dimensional vector space over $\mathbb{R}$. dim$V = \frac{1}{2}P = \dim A$. $N$ is a lattice of $V$. The set $\{f_{x}^{P}|x \in P\}$ is an $\mathbb{R}$-basis of $V$, and it is a $\mathbb{Z}$-basis of $N$. $\Delta$ is a simplicial cone over $N$ in $V$. dim$\Delta = \dim V$. $W$ is a vector subspace of $V$ over $\mathbb{R}$. dim$W = \dim V - 1$. $N \cap W$ is a lattice of $W$. $\Delta \cap W$ is a simplicial cone over $N \cap W$ in $W$. dim$\Delta \cap W = \dim W$. The set $\{f_{x}^{P}|x \in P - \{z\}\}$ is an $\mathbb{R}$-basis of $W$, and it is a $\mathbb{Z}$-basis of $N \cap W$. $U_-$ is a non-empty open subset of $V$.

The dual vector space $V^*$ of $V$ is a vector space over $\mathbb{R}$ and the dual basis $\{f_{x}^{P^*}|x \in P\}$ of $\{f_{x}^{P}|x \in P\}$ is an $\mathbb{R}$-basis of $V^*$. The dual lattice $N^*$ of $N$ is a lattice of $V^*$. The set $\{f_{x}^{P^*}|x \in P\}$ is a $\mathbb{Z}$-basis of $N^*$. $(f_{x}^{P^*}, a) = a(x)$ for any $x \in P$ and any $a \in \text{map}(P, \mathbb{R})$. The dual cone $\Delta^\vee|V$ of $\Delta$ is a simplicial cone over $N^*$ in $V^*$. dim$\Delta^\vee|V = \dim V$.

We identify the dual vector space $W^*$ of $W$ and the vector subspace vect($\{f_{x}^{P^*}|x \in P - \{z\}\}$) of $V^*$. $N^* \cap W^*$ is a lattice of $W^*$. The intersection $(\Delta^\vee|V) \cap W^*$ is a simplicial cone over $N^* \cap W^*$ in $W^*$. dim$(\Delta^\vee|V) \cap W^* = \dim W$. $(\Delta^\vee|V) \cap W^* = (\Delta \cap W)^\vee|W$.

We put $\sigma(a) = (a - a(z)f_{z}^{P})/(h - a(z)) \in W$ for any $a \in U_-$, and we define a mapping $\sigma : U_- \rightarrow W$.

We consider any $\chi \in M(A')$. 

We denote \( P(\chi) = (P - \{z\}) \cup \{z + \chi\} \subset M(A) \). The set \( P(\chi) \) is a parameter system of \( A \).

Let \( \iota : P(\chi) \to P \) denote the bijective mapping satisfying \( \iota(x) = x \) for any \( x \in P - \{z\} \) and \( \iota(z + \chi) = z \). The mapping \( \iota \) induces an isomorphism \( \iota^* : V = \text{map}(P, \mathbb{R}) \to \text{map}(P(\chi), \mathbb{R}) \) of vector spaces over \( \mathbb{R} \). Using \( \iota^* \), we identify \( V \) and \( \text{map}(P(\chi), \mathbb{R}) \). We have \( f^{P(\chi)}_{z+\chi} = f^P_z \) and \( f^{P(\chi)}_z = f^P_z \) for any \( x \in P - \{z\} \).

\[ \emptyset \neq \Gamma_+(P(\chi), \psi) \subset \Delta \subset V. \quad \Gamma_+(P(\chi), \psi) \text{ is a Newton polyhedron over } N \text{ in } V. \]

The following claims hold. See Lemma [10.4 Proposition 10.6 and Lemma [5.1] 16:

1. There exists uniquely a mapping \( \nu \) : \( \{0, 1, \ldots, h - 1\} \to M(A') \) satisfying 
   \[ \psi = (z + \chi)^h + \sum_{i=0}^{h-1} \psi(i)(z + \chi)^i \quad \text{and} \quad \chi^h + \sum_{i=0}^{h-1} \psi(i) \chi^i \neq 0 \text{ for any } \chi \in M(A'). \]

2. \( \text{stab(} \Gamma_+(P(\chi), \psi)) = \Delta. \)

3. \( \Gamma_+(P(\chi), \psi) \) is of \( z \)-Weierstrass type. The unique \( z \)-top vertex of \( \Gamma_+(P(\chi), \psi) \) is equal to \( \{h f^P_z\} \).

4. \( \text{ord}(P(\chi), f^P_z \nu), \psi = 0. \quad \text{height}(z, \Gamma_+(P(\chi), \psi)) = h. \)

5. \( \Gamma_+(P(\chi), \psi) \cap U_- \neq \emptyset. \quad \sigma(\Gamma_+(P(\chi), \psi) \cap U_-) \neq \emptyset. \)

Below, we denote 
\[ \bar{\Gamma}_+(P(\chi), \psi) = \sigma(\Gamma_+(P(\chi), \psi) \cap U_-). \]

6. \( \bar{\Gamma}_+(P(\chi), \psi) = \sigma(\text{convne}(\Gamma_+(P(\chi), \psi) + \{ - h f^P_z \}) + \{ h f^P_z \}) \cap U_- \) and 
\[ \bar{\Gamma}_+(P(\chi), \psi) \text{ is a rational convex pseudo polyhedron over } N \cap W. \]

7. Consider any face \( F \) of \( \Gamma_+(P(\chi), \psi) \) satisfying \( h f^P_z \in F \) and \( F \cap U_- \neq \emptyset. \)

\[ \sigma(F \cap U_-) \text{ is a face of } \bar{\Gamma}_+(P(\chi), \psi). \]

8. Consider any \( \nu \in \Delta^0(F, \bar{\Gamma}_+(P(\chi), \psi)|V) \). If we take unique pair of elements \( \tilde{\omega} \in (\Delta^0|V) \cap W^* \) and \( t \in \mathbb{R}_0 \) satisfying \( \omega = \tilde{\omega} + t f^P_z \nu \), then 
\[ \omega \in \Delta^0(F, \bar{\Gamma}_+(P(\chi), \psi)|W) \text{ and } t = \text{ord(} \tilde{\omega}, \bar{\Gamma}_+(P(\chi), \psi)|W). \]

9. Consider any face \( F \) of \( \Gamma_+(P(\chi), \psi). \)

\[ F \text{ is a } z \text{-removable face, if and only if, } h f^P_z \in F \text{ and there exists } \tilde{x} \in M(A') \text{ satisfying } \sigma(P(\chi), F, \psi) = (z + \chi + \tilde{x})^h \text{ and } \tilde{x} \neq 0. \]

10. Any \( z \)-removable face \( F \) of \( \Gamma_+(P(\chi), \psi) \) satisfies \( h f^P_z \in F \), and \( F \cap U_- \cap F \cap W \neq \emptyset. \)

11. If \( \Gamma_+(P(\chi), \psi) \) has a \( z \)-removable face, then it has a \( z \)-removable face of dimension one.

12. Assume that \( \Gamma_+(P(\chi), \psi) \) has a \( z \)-removable face. We consider any \( z \)-removable face \( F \) of dimension one of \( \Gamma_+(P(\chi), \psi). \)

   (a) \( \sigma(F \cap U_-) \text{ is a vertex of } \bar{\Gamma}_+(P(\chi), \psi). \)

   We take the unique point \( c(F) \in \bar{\Gamma}_+(P(\chi), \psi) \) with \( \{c(F)\} = \sigma(F \cap U_-). \)

   (b) The set \( \{c(F)\} \) is a vertex of \( \bar{\Gamma}_+(P(\chi), \psi). \) \( c(F) \in \bar{\Gamma}_+(P(\chi), \psi) \cap N. \)

\[ c(F) \neq 0. \quad c(F) \in \Delta \cap W \cap N - \{0\}. \]
(c) There exists uniquely an element $\gamma(F) \in k - \{0\}$ satisfying $\text{ps}(P(\chi), F, \psi) = (z + \chi + \gamma(F)) \prod_{x \in P - \{z\}} x^{(\Delta^\nu_x(\gamma(F)))^m}$. We take the unique element $\gamma(F) \in k - \{0\}$ satisfying $\text{ps}(P(\chi), F, \psi) = (z + \chi + \gamma(F)) \prod_{x \in P - \{z\}} x^{(\Delta^\nu_x(\gamma(F)))^m}$ and we denote

$$
\chi(F) = \gamma(F) \prod_{x \in P - \{z\}} x^{(\Delta^\nu_x(\gamma(F)))^m} \in M(A') - \{0\},
$$

and

$$
\tilde{\delta}_0 = \sum_{x \in P - \{z\}} f_x^{\nu_x} = b_{(\Delta^\nu|V) \cap W^*} \in (\Delta^\nu|V) \cap W^* \cap N^*.
$$

(d) $\text{ps}(P(\chi), F, \psi) = (z + \chi + \gamma(F))^m$.

(e) $c(F) \notin \bar{\Gamma}_+(P(\chi), \psi) \subset \bar{\Gamma}_+(P(\chi), \psi)$. Any face $G$ of $\bar{\Gamma}_+(P(\chi), \psi)$ satisfying $c(F) \notin G$ is a face of $\bar{\Gamma}_+(P(\chi) + \gamma(F), \psi)$. For any $P - \{z\}, \tilde{\delta}_0, \chi(F)$, $\text{supp}(P - \{z\}, \tilde{\delta}_0, \chi(F)) = \{c(F)\}$. And $\text{ord}(P - \{z\}, \tilde{\delta}_0, \chi(F)) = \text{ord}(P - \{z\}, \tilde{\delta}_0, \chi(F)) = \chi(F)$.

Below, we use the above notations $\bar{\Gamma}_+(P(\chi), \psi) = \sigma(\Gamma_+(P(\chi), \psi) \cap U_+), c(F) \in (\Delta \cap W \cap N) - \{0\}, \gamma(F) \in k - \{0\}, \chi(F) \in M(A') - \{0\}$ and $\tilde{\delta}_0 \in (\Delta^\nu|V) \cap W^* \cap N^*$.

We consider the following algorithm starting from Step 0.

In Step 0 we put $\tilde{\chi}(0) = 0 \in M(A')$ and proceed to Step 1.

Consider any positive integer $i$. In Step $i$, if $\Gamma_+(P(\tilde{\chi}(i - 1)), F)$ has no z-removable faces, then we finish the algorithm. In Step $i$, if $\Gamma_+(P(\tilde{\chi}(i - 1)), F)$ has z-removable faces, then we choose any z-removable face $F(i)$ of dimension one of $\Gamma_+(P(\tilde{\chi}(i - 1)), F)$ satisfying $\tilde{\delta}_0, c(F(i)) = \min\{\tilde{\delta}_0, c(F)\}$ for all $F$. Proceed to Step 1. The case where we finish this algorithm in finite steps. Assume that the algorithm has finished in Step $i$ for some positive integer $i$. $\tilde{\chi}(i) \in M(A')$ and $\Gamma_+(P(\tilde{\chi}(i - 1)), F)$ has no z-removable faces. We conclude that there exists $\tilde{\chi} \in M(A')$ such that $\Gamma_+(P(\tilde{\chi}), \psi)$ has no z-removable faces.

Consider the case where this algorithm has infinite steps. By 12.(e) and 12.(b) we know that $\gamma(F(i)) \in M(A')$, $\text{ord}(P - \{z\}, \tilde{\delta}_0, \chi(F(i))) = \tilde{\delta}_0, c(F(i))$, $\chi(F(i)) \in \Delta \cap W \cap N$, and $\tilde{\chi}(i) = \sum_{j=1}^i \chi(F(j)) \in M(A')$ for any $i \in Z_+$. By 12.(e) we know that $c(F(i)) \neq c(F(i))$ for any $i \in Z_+$ and any $j \in Z_+$ with $i \neq j$.

Since $\{e \in \Delta \cap W \cap N|\tilde{\delta}_0, c(F(i)) \leq m\}$ is a finite set for any $m \in Z_0$, we know that $\lim_{i \to \infty} \tilde{\delta}_0, c(F(i)) = \infty$ and the sequence $\tilde{\chi}(i), i \in Z_+$ converges. We put $\tilde{\chi} = \lim_{i \to \infty} \tilde{\chi}(i) = \sum_{i=1}^{\infty} \chi(F(i)) \in M(A')$.

Assume that $\Gamma_+(P(\tilde{\chi}), \psi)$ has z-removable faces. We will deduce a contradiction. Take any z-removable face $F$ of dimension one of $\Gamma_+(P(\tilde{\chi}), \psi)$. Take any $\omega \in \Delta^\nu(\{c(F)\}, \Gamma_+(P(\tilde{\chi}), \psi)W) \subset (\Delta^\nu|V) \cap W^* \cap N^*$. Put $t = \text{ord}(\omega, \bar{\Gamma}_+(P(\tilde{\chi}), \psi)W) \in R_0$ and $\omega = \tilde{\omega} + tf_x^{\nu_x} \in \Delta^\nu(\bar{\Gamma}_+(P(\tilde{\chi}), \psi)W)|V$. We know that $t = \text{ord}(\tilde{\omega}, c(F))$ and $\text{ind}(\bar{\Gamma}_+(P(\tilde{\chi}), \psi)W, \omega, \psi) = p_s(\tilde{\omega}, c(F)) = (z + \tilde{\chi} + \chi(F))^m$.

Since $\tilde{\omega} \notin (\Delta^\nu|V) \cap W^* \cap N|\{\tilde{\omega}, e \leq t\}$ is a finite set. Take any $i \in Z_+$ such that $\tilde{\delta}_0, c(F(j)) > \tilde{\delta}_0, c(F)$ and $\tilde{\omega}, c(F(j)) > t$ for any $j \in Z_+$ with $j \geq i$.

$$
\text{ord}(P(\tilde{\chi}), \omega, z + \tilde{\chi}) = (\omega, f_x^{\nu_x}) = t. (z + \tilde{\chi} - (z + \tilde{\chi}(i)) = \sum_{j=i+1}^{\infty} \chi(F(j))).
$$

For any $j \in Z_+$ with $j \geq i + 1$, $\text{ord}(P(\tilde{\chi}), \omega, \chi(F(j))) = \text{ord}(P - \{z\}, \tilde{\omega}, \chi(F(j))) = (\tilde{\omega}, c(F(j))) > t$. Therefore, $\text{ord}(P(\tilde{\chi}), \omega, (z + \tilde{\chi} - (z + \tilde{\chi}(i))) = \text{ord}(P(\tilde{\chi}), \omega, \sum_{j=i+1}^{\infty} \chi(F(j)))$.
\(\chi(F(j)) > t\) and ord\((P(\tilde{\chi}), \omega, z + \tilde{\chi}) = \text{ord}(P(\tilde{\chi}), \omega, z + \chi(i))\). By Lemma 5.16, we know that ord\((P(\tilde{\chi}), \omega, \zeta) = \text{ord}(\tilde{\chi}(i)), \omega, \zeta)\) for any \(\zeta \in A\), in\((P(\tilde{\chi}(i)), \omega, \psi) = (z + \chi(i) + \chi(F))^b, F = \text{hconv}(\{f^j, c(F)\}) = \text{conv}(\text{supp}(P(\tilde{\chi}(i)), \text{in}(P(\tilde{\chi}(i)), \omega, \psi)) = \Delta(\omega, \Gamma_+(P(\tilde{\chi}(i)), \psi)) \subset F(\Gamma_+(P(\tilde{\chi}(i)), \psi))\) and \(F\) is a \(z\)-removable face of dimension one of \(\Gamma_+(P(\tilde{\chi}(i)), \psi)\). By how to choose \(F(i)\) we have \(\langle \delta_0, c(F(i)) \rangle \leq \langle \delta_0, c(F) \rangle\).

Since \(\langle \delta_0, c(F(i)) \rangle > \langle \delta_0, c(F) \rangle\), we obtain a contradiction.

We conclude that \(\Gamma_+(P(\tilde{\chi}(i)), \psi)\) has no \(z\)-removable faces.

We know that there exists \(\tilde{\chi} \in M(A')\) such that \(\Gamma_+(P(\tilde{\chi}), \psi)\) has no \(z\)-removable faces in all cases.

We take any \(\tilde{\chi} \in M(A')\) such that \(\Gamma_+(P(\tilde{\chi}), \psi)\) has no \(z\)-removable faces. Let \(\rho : A \to A\) denote the unique isomorphism of \(k\)-algebras satisfying \(\rho(z + \tilde{\chi}) = z\) and \(\rho(x) = x\) for any \(x \in P - \{z\}\). We know that \(\rho(\psi) \in W(h), \Gamma_+(P, \rho(\psi))\) has no \(z\)-removable faces and \(\rho(u) \in A^+\). For any \(\chi \in X, \rho(z + \chi(i)) = z + \chi(i) - \tilde{\chi}\) and \(\chi(i) - \tilde{\chi} \in M(A')\).

Since \(\rho(\phi) = \rho(\psi)\rho(u) \prod_{\chi \in X} (\chi + \chi - \tilde{\chi})^{a(\chi)} \prod_{x \in P - \{z\}} x^{b(x)}\),

We know \(\rho(\phi) \in RW(h)\).

We know that Theorem 4.2 holds.

Note here that \(\dim A' = \dim A - 1 < \dim A\), and any \(\phi' \in A'\) with \(\phi' \neq 0\) has normal crossings over \(P'\) if \(\dim A = 2\). Therefore, we decide that we use induction on \(\dim A\), and we can assume the following claim (*):

(*) For any \(\phi' \in A'\) with \(\phi' \neq 0\), there exists a weakly admissible composition of blowing-ups \(\sigma' : \Sigma' \to \text{Spec}(A')\) over \((\Delta', \xi')\) and an extended pull-back \((\Sigma', \Delta', \xi')\) of the coordinated normal crossing scheme \((\text{Spec}(A'), \Delta', \xi')\) by \(\sigma'\) satisfying \(\text{supp}(\sigma'^*(\text{Spec}(A'/\phi'A') + \Delta')) \subset \text{supp}(\Delta')\).

In the case of \(\dim A = 2\), putting \((\Sigma', \Delta', \xi') = (\text{Spec}(A'), \Delta', \xi')\) and considering the identity morphism \(\sigma' : \Sigma' \to \text{Spec}(A') = \Sigma'\), we know that \(\sigma'\) is a weakly admissible composition of blowing-ups over \((\Delta', \xi')\) and \(\text{supp}(\sigma'^*(\text{Spec}(A'/\phi'A') + \Delta')) \subset \text{supp}(\Delta')\) for any \(\phi' \in A'\) with \(\phi' \neq 0\).

Let \(\sigma' : \Sigma' \to \text{Spec}(A')\) be any weakly admissible composition of blowing-ups \(\sigma' : \Sigma' \to \text{Spec}(A')\) over \((\Delta', \xi')\), and let \((\Sigma', \Delta', \xi')\) be an extended pull-back of the coordinated normal crossing scheme \((\text{Spec}(A'), \Delta', \xi')\) by \(\sigma'\). We consider a morphism \(\text{Spec}(A) \to \text{Spec}(A')\) induced by the inclusion ring homomorphism \(A' \to A\), the product scheme \(\Sigma = \Sigma' \times_{\text{Spec}(A')} \text{Spec}(A)\), the projection \(\sigma : \Sigma \to \text{Spec}(A)\), and the projection \(\pi : \Sigma \to \Sigma'\). We know the following (See Lemma 5.3):

1. The morphism \(\sigma\) is a weakly admissible composition of blowing-ups over \((\Delta, \xi)\).
2. The pull-back \(\sigma^* \text{Spec}(A/zA)\) of the prime divisor \(\text{Spec}(A/zA)\) of \(\text{Spec}(A)\) by \(\sigma\) is a smooth prime divisor of \(\Sigma\), and \(\sigma^* \text{Spec}(A/zA) \supset \sigma^{-1}(M(A))\).
3. The projection \(\pi : \Sigma \to \Sigma'\) induces an isomorphism \(\sigma^* \text{Spec}(A/zA) \to \Sigma'\).

Let \(\tilde{\Delta} = \pi^* \Delta' + \sigma^* \text{Spec}(A/zA)\).

4. The pair \((\Sigma, \tilde{\Delta})\) is a normal crossing scheme over \(k\). \(\tilde{\Delta}_0 = \pi^{-1}(\Delta'_0) \cap \sigma^* \text{Spec}(A/zA)\). For any \(\alpha \in (\tilde{\Delta})_0\) we have \(\pi(\alpha) \in (\Delta'_0)\). The mapping \(\pi : (\tilde{\Delta})_0 \to (\Delta'_0)\) induced by \(\pi\) is bijective.
(5) For any $\alpha \in (\Delta)_0$, we have $\text{comp}(\Delta)(\alpha) = \{\pi^*\Lambda | \Lambda \in \text{comp}(\Delta')(\pi(\alpha))\} \cup \{\sigma^*\text{Spec}(A/zA)\}$, and $U(\Sigma, \Delta, \alpha) = \pi^{-1}(U(\Sigma', \Delta', \pi(\alpha))).$

Consider any $\alpha \in (\Delta)_0$. We put $\xi_\alpha(\pi^*\Lambda) = \pi^*(U(\Sigma', \Delta', \pi(\alpha)))(\xi_{\pi(\alpha)}(\Lambda))$ for any $\Lambda \in \text{comp}(\Delta')(\pi(\alpha))$, and we put $\xi_\alpha(\sigma^*\text{Spec}(A/zA)) = \text{res}_{\pi(\alpha)}^\Sigma(U(\Sigma, \Delta, \alpha)) \Sigma(\text{Spec}(A))$ $(z)$. We have a mapping $\xi_\alpha : \text{comp}(\Delta)(\alpha) \to \text{Spec}(U(\Sigma, \Delta, \alpha))$. Let $\xi = \{\xi_\alpha | \alpha \in (\Delta)_0\}$.

(6) For any $\alpha \in (\Delta)_0$, $\xi_\alpha$ is a coordinate system of $(\Sigma, \Delta)$ at $\alpha$, and $\xi$ is a coordinate system of $(\Sigma, \Delta)$.

(7) The triplet $(\Sigma, \Delta, \xi)$ is an extended pull-back of $(\text{Spec}(A), \Delta, \xi)$ by $\sigma$.

The lemma below plays the role of a key in our proofs below.

Let $X$ be any finite set. We define a partial order on $\text{map}(X, \mathbb{R})$. Let $e \in \text{map}(X, \mathbb{R})$ and $f \in \text{map}(X, \mathbb{R})$ be any elements. We denote $e \leq f$ or $f \geq e$, if $e(x) \leq f(x)$ for any $x \in X$. Obviously the relation $\leq$ is a partial order on $\text{map}(X, \mathbb{R})$. We denote $e < f$ or $f > e$, if $e \leq f$ and $e \neq f$.

**Lemma 21.1.** (Bierstone and Milman [3], p. 25, Lemma 4.7)

Let $\alpha \in \text{map}(P, \mathbb{Z}_0)$, $\beta \in \text{map}(P, \mathbb{Z}_0)$ and $\gamma \in \text{map}(P, \mathbb{Z}_0)$ be any mappings from $P$ to $\mathbb{Z}_0$ and let $u \in A^\times$, $v \in A^\times$ and $w \in A^\times$ be any elements.

If

$$u \prod_{x \in P} x^{\alpha(x)} - v \prod_{x \in P} x^{\beta(x)} = w \prod_{x \in P} x^{\gamma(x)},$$

then, either $\alpha \leq \beta$, or $\beta \leq \alpha$ with respect to the partial order $\leq$ on $\text{map}(P, \mathbb{R})$.

We give the proof of Theorem 4.4

Assume the above $(*$) and consider any $h \in \mathbb{Z}_+$ with $h \geq 2$ and any $\phi \in \text{RW}(h)$.

We take an element $\psi \in \text{W}(h)$, an element $u \in A^\times$, a finite subset $X$ of $M(A')$, a mapping $a : X \to \mathbb{Z}_+$ and a mapping $b : P - \{z\} \to \mathbb{Z}_0$ satisfying

$$\phi = \psi u \prod_{x \in X} (z + \chi)^{a(x)} \prod_{x \in P - \{z\}} x^{b(x)}.$$ 

The quintuplet $(\psi, u, X, a, b)$ is uniquely determined depending on $\phi$, since $A$ is a unique factorization domain.

We take a mapping $\psi' : \{0, 1, \ldots, h - 1\} \to M(A')$ satisfying $\psi = z^h + \sum_{i=0}^{h-1} \psi'(i) z^i$ and $\chi^h + \sum_{i=0}^{h-1} \psi'(i)\chi^i \neq 0$ for any $\chi \in M(A')$. $\psi'$ is uniquely determined depending on $\phi$, since Weierstrass’ preparation theorem holds.

In particular $\psi'(0) = 0^h + \sum_{i=0}^{h-1} \psi'(i)0^i \neq 0$.

The Newton polyhedron $\Gamma_+(P, \psi)$ has no $z$-removable faces.

We denote

$$\omega = \psi \prod_{\chi \in X - \{0\}} (z + \chi)^{a(x)} \in A, \text{ and}$$

$$\hat{h} = h + \sum_{\chi \in X - \{0\}} a(\chi) \in \mathbb{Z}_+$$

$$2 \leq h \leq \hat{h}.$$ It is easy to see that there exists uniquely a mapping $\omega' : \{0, 1, \ldots, \hat{h} - 1\} \to M(A')$ satisfying $\omega = z^h + \sum_{i=0}^{h-1} \omega'(i) z^i$ and $\omega'(0) \neq 0$. We take the unique mapping $\omega' : \{0, 1, \ldots, h - 1\} \to M(A')$ satisfying the above equality and $\omega'(0) \neq 0$.

We denote $I = \{i \in \{0, 1, \ldots, \hat{h} - 1\} | \omega'(i) \neq 0\}$. $0 \in I \subset \{0, 1, \ldots, \hat{h} - 1\}$. We put $\omega'(\hat{h}) = 1 \in A'$. 

We denote $J$ algebraically closed.

For any $j \in I \cup \{\hat{h}\}$ we denote

$$K(j) = \{(k, \ell) | k \in I, \ell \in I, k < \ell < j, \omega'(k)^{\ell!/(j-k)} \omega'(j)^{(j!/\ell!)-(j!/\ell!) - \omega'(\ell)^{\ell!/(j-\ell)}} \in I \times I.$$ 

We denote $J = \{j \in I \cup \{\hat{h}\} | K(j) \neq \emptyset\}$. $J \subset (I - \{0, 1\}) \cup \{\hat{h}\}$. We put

$$\phi' = \prod_{i \in I} \omega'(i) \prod_{j \in I (k, \ell) \in K(j)} \left( \omega'(k)^{\ell!/(j-k)} \omega'(j)^{(j!/\ell!)-(j!/\ell!) - \omega'(\ell)^{\ell!/(j-\ell)}} \right).$$

$\phi' \in M(A')$. $\phi' \neq 0$.

By (*) we know that there exists a weakly admissible composition of blowing-ups $\sigma' : \Sigma' \to \text{Spec}(A')$ over $(\hat{\Delta}', \xi')$ and an extended pull-back $(\hat{\Delta}', \xi')$ of the coordinated normal crossing scheme $(\text{Spec}(A'), \Delta', \xi')$ by $\sigma'$ satisfying $\text{supp}(\sigma^*(\text{Spec}(A'/\phi' A')) \in \text{supp}(\Delta')$. We take a weakly admissible composition of blowing-ups $\sigma' : \Sigma' \to \text{Spec}(A')$ over $(\Delta', \xi')$ and an extended pull-back $(\Delta', \xi')$ of the coordinated normal crossing scheme $(\text{Spec}(A'), \Delta', \xi')$ by $\sigma'$ satisfying $\text{supp}(\sigma^*(\text{Spec}(A'/\phi' A')) \in \text{supp}(\Delta')$.

We consider a morphism $\text{Spec}(A) \to \text{Spec}(A')$ induced by the inclusion ring homomorphism $A' \to A$, the product scheme $\Sigma = \Sigma \times_{\text{Spec}(A')} \text{Spec}(A)$, the projection $\sigma : \Sigma \to \text{Spec}(A)$, and the projection $\pi : \Sigma \to \Sigma'$. The structure sheaf of the scheme $\Sigma$ is denoted by $O_{\Sigma}$. Let $\hat{\Delta} = \pi^* \Delta + \sigma^*(\text{Spec}(A/zA)$). We have a normal crossing scheme $(\Sigma, \Delta)$ with $(\hat{\Delta})_0 \subset \sigma^*(\text{Spec}(A/zA)$. Consider any $\alpha \in (\hat{\Delta})_0$. We put $\xi_\alpha(\pi^* \Delta) = \pi^*(U(\Sigma', \Delta', \pi(\alpha)))(\xi'_\alpha(\alpha))$ for any $\Lambda \in \text{comp}(\Delta'(\pi(\alpha))$, and we put $\xi'_\alpha(\text{Spec}(A/zA)) = \text{res}_{U(\Sigma', \Delta', \pi(\alpha))}^\Sigma(\text{Spec}(A))(z)$. We have a coordinate system $\xi_\alpha : \text{comp}(\Delta'(\alpha) \to O_{\Sigma}(U(\Sigma', \Delta, \alpha))$ of $(\Sigma, \Delta)$ at $\alpha$, and a coordinate system $\xi = \{\xi_\alpha | \alpha \in (\hat{\Delta})_0\}$ of $(\Sigma, \Delta)$.

Consider any closed point $\alpha \in \Sigma$ with $\sigma(\alpha) = M(A)$.

We take any $\beta \in (\hat{\Delta})_0$ satisfying $\alpha \in U(\Sigma, \Delta, \beta)$.

We consider the homomorphism $\sigma^*(\alpha) : A \to O_{\Sigma, \alpha}$ of $k$-algebras induced by $\sigma$. It satisfies $\sigma^*(\alpha)(M(A)) \subset M(O_{\Sigma, \alpha})$ and it has a unique extension $\sigma^*(\alpha) : A \to O_{\Sigma, \alpha}$. Since the morphism $\sigma$ is a weakly admissible composition of blowing-ups over $(\Delta, \xi)$, $\sigma^*(\alpha)$ is injective.

Note that $\alpha \in \sigma^{-1}(M(A)) \subset \sigma^*(\text{Spec}(A/zA)$, $\beta \in (\hat{\Delta})_0 \subset \sigma^*(\text{Spec}(A/zA)$, $\sigma^*(\text{Spec}(A/zA) \in \text{comp}(\Delta)(\beta)$ and $\xi^\beta(\sigma^*(\text{Spec}(A/zA))(\alpha) = (\sigma^*(\alpha)(z))(\alpha) = z(M(A)) = 0$. Note that $\xi^\beta(\alpha)(\alpha) \in k$ for any $\Lambda \in \text{comp}(\Delta)(\beta)$, since $k$ is algebraically closed.

We denote $\bar{P} = \{\bar{\xi} - \bar{\xi}(\Lambda)(\alpha) | \Lambda \in \text{comp}(\Delta)(\beta)\}$. $\bar{P}$ is a parameter system of $O_{\Sigma, \alpha}$. We denote $\bar{z} = \sigma^*(\alpha)(z)$. $\bar{z} \in \bar{P}$.

We take any isomorphism $\rho : O_{\Sigma, \alpha} \to A$ of $k$-algebras satisfying $\rho(\bar{P}) = P$ and $\rho(\bar{z}) = z$. $\sigma^*(\alpha)(z) = z$. $\rho(\bar{P} - \{\bar{z}\}) = P - \{z\}$.

Note that $k[\bar{P} - \{\bar{z}\}] \subset O_{\Sigma, \alpha}$. By $O_{\Sigma, \alpha}$ we denote the completion of $k[\bar{P} - \{\bar{z}\}]$ with respect to the maximal ideal $k[\bar{P} - \{\bar{z}\}] \cap M(O_{\Sigma, \alpha})$. $O_{\Sigma, \alpha}$ is a complete local subring of $O_{\Sigma, \alpha}$. $O_{\Sigma, \alpha}$ is a $k$-subalgebra of $O_{\Sigma, \alpha}$. $P - \{\bar{z}\}$ is a parameter system of $O_{\Sigma, \alpha}$. $\sigma^*(\alpha)(A') \subset O_{\Sigma, \alpha}$. $\sigma^*(\alpha)(M(A')) \subset M(O_{\Sigma, \alpha})$. $\rho(O_{\Sigma, \alpha}) = A'$.

We consider the element $\sigma^*(\alpha)(\omega) \in O_{\Sigma, \alpha}$. 

\[\sigma^*(\alpha)(\omega) = \frac{\hat{h}}{\nu} + \sum_{i \in I} \sigma^*(\alpha)(\omega'(i))z^i,\]

and \(\sigma^*(\alpha)(\omega'(0)) \neq 0\). We know that the Newton polyhedron \(\Gamma_+ (\hat{P}, \sigma^*(\alpha)(\omega))\) is of \(\hat{z}\)-Weierstrass type, the unique \(\hat{z}\)-vertex of \(\Gamma_+ (\hat{P}, \sigma^*(\alpha)(\omega))\) is equal to \(\{ \hat{h}f_1^\nu \} \) and \(\text{ord}(\hat{P}, f_1^\nu, \sigma^*(\alpha)(\omega)) = 0\).

Consider any \(i \in I\).

\(0 \neq \sigma^*(\alpha)(\omega'(i)) \in M(\mathcal{O}_{\hat{\Sigma}, \alpha})\). Since \(\phi' \in \omega'(i)A'\) and \(\text{supp}(\sigma^*\text{Spec}(A'/\phi'A')) \subset \text{supp}(\sigma^*(\text{Spec}(A'/\phi'A') + \Delta')) \subset \text{supp}(\Delta')\), \(\sigma^*(\alpha)(\omega'(i))\) has normal crossings over \(\hat{P} - \{ \hat{z} \}\). We take the unique pair of an element \(\bar{v}(i) \in (\mathcal{O}_{\hat{\Sigma}, \alpha})^\times \) and a mapping \(\bar{c}(i) : \hat{P} - \{ \hat{z} \} \rightarrow \mathbb{Z}_0\) satisfying \(\sigma^*(\alpha)(\omega'(i)) = \bar{v}(i) \prod_{\bar{x} \in \hat{P} - \{ \hat{z} \}} \bar{x}\bar{c}(i)(\bar{x})\). We know \(\bar{c}(i) \neq 0\), since \(\sigma^*(\alpha)(\omega'(i)) \in M(\mathcal{O}_{\hat{\Sigma}, \alpha})\).

We put \(\bar{c}(\hat{h}) = 0 \in \text{map}(\hat{P} - \{ \hat{z} \}, \mathbb{Z}_0)\). \(\sigma^*(\alpha)(\omega'(\hat{h})) = 1 = \prod_{\bar{x} \in \hat{P} - \{ \hat{z} \}} \bar{x}\bar{c}(\hat{h})(\bar{x})\).

Assume that a non-negative integer \(m\) with \(m < \#I\) and a mapping \(\nu : \{0, 1, \ldots, m\} \rightarrow I \cup \{ \hat{h} \}\) satisfying the following five conditions are given:

1. \(\nu\) is injective and it reverses the order.
2. \(\nu(0) = \hat{h}\).
3. If \(m > 0\), then for any \(i \in \{1, 2, \ldots, m\}\) and for any \(j \in I\) with \(\nu(i) < j < \nu(i - 1)\), \((\nu(i - 1) - j)/(\nu(i - 1) - \nu(i))\bar{c}\nu(i) + ((j - \nu(i))/(\nu(i - 1) - \nu(i)))\bar{c}\nu(i) - \bar{c}(j)\).
4. If \(m > 0\), then for any \(i \in \{1, 2, \ldots, m\}\) and for any \(j \in I\) with \(j < \nu(i)\), \((\nu(i - 1) - j)/(\nu(i - 1) - \nu(i))\bar{c}\nu(i) + ((j - \nu(i))/(\nu(i - 1) - \nu(i)))\bar{c}\nu(i) - \bar{c}(j)\).
5. \(\nu(m) \neq 0\).

Note that if \(m = 0\), then there exists uniquely a mapping \(\nu : \{0, 1, \ldots, m\} \rightarrow I \cup \{ \hat{h} \}\) satisfying the above conditions. If \(m = 0\), a mapping \(\nu : \{0, 1, \ldots, m\} \rightarrow I \cup \{ \hat{h} \}\) satisfying \(\nu(0) = \hat{h}\) satisfies the conditions.

\(\text{supp}(\sigma^*\text{Spec}(A'/\phi'A')) \subset \text{supp}(\sigma^*(\text{Spec}(A'/\phi'A') + \Delta')) \subset \text{supp}(\Delta')\).

If \(K\nu(m) \neq 0\), then for any \(k, \ell \in K\nu(m)\), \(0 \leq k < \ell < \nu(m)\), \(\phi' \in (\omega'(k)/\nu(m)-\ell)/(\nu(m)-\ell)/(\nu(m)-k)/(\nu(m)-\ell)/(\nu(m)-k)/\nu(m)/(\nu(m)-\ell)/(\nu(m)-\ell)/\omega'(k)/(\nu(m)-\ell)/(\nu(m)-k)/(\nu(m)-\ell)/(\nu(m)-\ell)/\omega'(k)/(\nu(m)-\ell)/(\nu(m)-k)\in (\mathcal{O}_{\hat{\Sigma}, \alpha})^\times\) and the element \(\sigma^*(\alpha)(\omega'(k)/\nu(m)-k)/(\nu(m)-k)/(\nu(m)-\ell)/(\nu(m)-\ell)/(\nu(m)-k)/(\nu(m)-\ell)/(\nu(m)-\ell)/(\nu(m)-k)/(\nu(m)-\ell)/(\nu(m)-\ell)\omega'(k)/(\nu(m)-\ell)/(\nu(m)-k)\in (\mathcal{O}_{\hat{\Sigma}, \alpha})^\times\) has normal crossings over \(\hat{P} - \{ \hat{z} \}\). By Lemma 21.1 we know that either \((\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k) \leq (\bar{c}(\ell) - \bar{c}\nu(m))/(\nu(m) - \ell)\) or \((\bar{c}(\ell) - \bar{c}\nu(m))/(\nu(m) - \ell) \leq (\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k)\) holds for any \(k \in I\) and any \(\ell \in I\) with \(k < \nu(m)\) and \(\ell < \nu(m)\). Note that \((\bar{c}(0) - \bar{c}\nu(m))/(\nu(m) - k) \in \{ (\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k) | k \in I, k < \nu(m) \}\} \neq \emptyset\). We know that the set \(\{ (\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k) | k \in I, k < \nu(m) \}\) has the minimum element \(\min \{ (\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k) | k \in I, k < \nu(m) \}\) with respect to the partial order \(\leq\).

Putting \(\nu(m+1) = \min \{ j \in I | j < \nu(m), (\bar{c}(j) - \bar{c}\nu(m))/(\nu(m)-j) = \min \{ (\bar{c}(k) - \bar{c}\nu(m))/(\nu(m) - k) | k \in I, k < \nu(m) \}\}\}, we define an extension \(\nu : \{0, 1, \ldots, m+1\} \rightarrow I \cup \{ \hat{h} \}\) of \(\nu : \{0, 1, \ldots, m\} \rightarrow I \cup \{ \hat{h} \}\). \(\nu(m+1) < \nu(m)\).

Consider any \(j \in I\) with \(\nu(m+1) < j < \nu(m)\). By how to choose \(\nu(m+1)\) we know \((\bar{c}\nu(m+1) - \bar{c}\nu(m))/(\nu(m) - \nu(m+1)) \leq (\bar{c}(j) - \bar{c}\nu(m))/(\nu(m) - j)\). It follows \((\nu(m) - j)/(\nu(m) - \nu(m+1))\bar{c}\nu(m+1) + ((j - \nu(m+1))/(\nu(m) - \nu(m+1)))\bar{c}\nu(m) \leq \bar{c}(j)\).
Consider any \( j \in I \) with \( j < \nu(m+1) \). By how to choose \( \nu(m+1) \) we know \((\nu(m+1) - \nu(m))/(\nu(m) - \nu(m+1)) < (\tilde{c}(j) - \nu(m))/(\nu(m) - j) \). It follows \((\nu(m) - \nu(m+1))\tilde{c}(m+1) + (j - \nu(m+1))(\nu(m) - \nu(m+1))\tilde{c}(j) \leq \tilde{c}(j)\).

We know that if \( \nu(m+1) \neq 0 \), then the extension \( \nu : \{0, 1, \ldots, m+1\} \to I \cup \{\tilde{h}\} \) satisfies the above five conditions. If \( \nu(m+1) = 0 \), then the extension satisfies the four conditions except the last one of the above five.

By induction we know that there exists uniquely a pair of a positive integer \( m \) and a mapping \( \nu : \{0, 1, \ldots, m\} \to I \cup \{\tilde{h}\} \) satisfying the following five conditions:

1. \( \nu(0) = \tilde{h} \).
2. \( \nu(0) = \tilde{h} \).
3. For any \( i \in \{1, 2, \ldots, m\} \) and for any \( j \in I \) with \( \nu(i) < j < \nu(i-1) \),
   \( ((\nu(i-1) - j)/(\nu(i-1) - \nu(i)))\tilde{c}(i) + ((j - \nu(i))/(\nu(i-1) - \nu(i)))\tilde{c}(i-1) \leq \tilde{c}(j) \).
4. For any \( i \in \{1, 2, \ldots, m\} \) and for any \( j \in I \) with \( j < \nu(i) \),
   \( ((\nu(i-1) - j)/(\nu(i-1) - \nu(i)))\tilde{c}(i) + ((j - \nu(i))/(\nu(i-1) - \nu(i)))\tilde{c}(i-1) < \tilde{c}(j) \).
5. \( \nu(m) = 0 \).

We take the unique pair of a positive integer \( m \) and a mapping \( \nu : \{0, 1, \ldots, m\} \to I \cup \{\tilde{h}\} \) satisfying the above five conditions.

We know that \((\nu(i) - \nu(i-1))/(\nu(i-1) - \nu(i)) < (\tilde{c}(i+1) - \nu(i))/(\nu(i) - \nu(i-1))\) for any \( i \in \{1, 2, \ldots, m-1\} \), if \( m \geq 2 \).

By Lemma 10.13 we know that the Newton polyhedron \( \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\omega)) \) is \( \tilde{z} \)-simple.

We consider the element \( \sigma^*(\alpha)(u \prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) \in \mathcal{O}_{\Sigma, \alpha}^c \).
\[ \sigma^*(\alpha)(u) \in (\mathcal{O}_{\Sigma, \alpha}^c) \times \sigma^*(\alpha) (\prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) \in \mathcal{O}_{\Sigma, \alpha}^c. \]

Since \( \text{supp}(\sigma^* \Delta') \subset \text{supp}(\sigma^*(\text{Spec}(\Lambda'/\phi A') + \Delta')) \subset \text{supp}(\Delta') \), we know that \( \sigma^*(\alpha) (\prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) \) has normal crossings over \( P - \{\tilde{z}\} \). We take the unique pair of an element \( \tilde{u}' \in (\mathcal{O}_{\Sigma, \alpha}^c) \times \) and a mapping \( \tilde{b} : \tilde{P} - \{\tilde{z}\} \to A_0 \) satisfying \( \sigma^*(\alpha)(\prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) = \tilde{u}' \prod_{x \in \tilde{P}-\{\tilde{z}\}} \tilde{x}^{\tilde{b}(\tilde{z})} \). Let \( \tilde{u} = \sigma^*(\alpha)(u) \tilde{u}' \in (\mathcal{O}_{\Sigma, \alpha}^c) \times \).
\( \rho(\tilde{u}) \in A^\times \). We have
\[ \sigma^*(\alpha)(u \prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) = \tilde{u} \prod_{x \in \tilde{P}-\{\tilde{z}\}} \tilde{x}^{\tilde{b}(\tilde{z})}, \]
\[ \rho \sigma^*(\alpha)(u \prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) = \rho(\tilde{u}) \prod_{x \in \tilde{P}-\{\tilde{z}\}} x^{\tilde{b}(\tilde{z})}. \]

Consider the case where \( \chi \neq 0 \) for any \( \chi \in \chi' \).
\[ \sigma^*(\alpha)(\phi) = \sigma^*(\alpha)(\omega) \sigma^*(\alpha)(u \prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) = \sigma^*(\alpha)(\omega) \tilde{u} \prod_{x \in \tilde{P}-\{\tilde{z}\}} \tilde{x}^{\tilde{b}(\tilde{z})}. \]
We know that \( \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\omega)) = \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\omega)) + \{\tilde{b}\} = \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\omega)) \) is \( \tilde{z} \)-simple.

Consider the case where \( \chi = 0 \) for some \( \chi \in \chi' \).

We take the unique \( \chi_0 \in \chi \) with \( \chi_0 = 0 \).
\[ \sigma^*(\alpha)(\phi) = \sigma^*(\alpha)(\omega) \sigma^*(\alpha)(u \prod_{x \in P-\{\tilde{z}\}} x^{b(x)}) = \sigma^*(\alpha)(\omega) \tilde{u} \prod_{x \in \tilde{P}-\{\tilde{z}\}} \tilde{x}^{\tilde{b}(\tilde{z})}. \]
We know that \( \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\phi)) = \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\omega)) + \{a(\chi_0) \tilde{b} + \tilde{b}\}) = \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\phi)) \) is \( \tilde{z} \)-simple in all cases and the Newton polyhedron \( \Gamma_+((\tilde{P}, \sigma^*(\alpha)(\phi)) \) is \( z \)-simple.

We consider any \( \chi \in \chi' \) and the element \( \sigma^*(\alpha)(\chi + \chi) \in \mathcal{O}_{\Sigma, \alpha}^c. \)
\(\rho \sigma^*(\alpha)(z + \chi) = z + \rho \sigma^*(\alpha)(\chi)\). \(\rho \sigma^*(\alpha)(\chi) \in M(A')\).

Since \(\rho \sigma^*(\alpha)\) is injective, \(\rho \sigma^*(\alpha)(\chi) \neq \rho \sigma^*(\alpha)(\bar{\chi})\) for any \(\chi \in \mathcal{X}\) and any \(\bar{\chi} \in \mathcal{X}\) with \(\chi \neq \bar{\chi}\).

\[
\rho \sigma^*(\alpha)\left(\prod_{\chi \in \mathcal{X}} (z + \chi)^{\alpha(\chi)}\right) = \prod_{\chi \in \mathcal{X}} (z + \rho \sigma^*(\alpha)(\chi))^{\alpha(\chi)}.
\]

Therefore, we know

\[
\rho \sigma^*(\alpha)(u \prod_{\chi \in \mathcal{X}} (z + \chi)^{\alpha(\chi)} \prod_{x \in P - \{z\}} x^{b(x)}) = \rho(u) \prod_{\chi \in \mathcal{X}} (z + \rho \sigma^*(\alpha)(\chi))^{\alpha(\chi)} \prod_{x \in P - \{z\}} x^{\delta \rho^{-1}(x)} \in PW(1).
\]

We consider the element \(\sigma^*(\alpha)(\psi) \in O_{\Sigma, \alpha}^c\).

\[
\sigma^*(\alpha)(\psi) = \hat{z}^h + \sum_{i=0}^{h-1} \sigma^*(\alpha)(\psi'(i))\hat{z}^i.
\]

\(\sigma^*(\alpha)(\psi'(i)) \in M(O_{\Sigma, \alpha}^c)\) for any \(i \in \{0, 1, \ldots, h - 1\}\). Since \(\sigma^*(\alpha)\) is injective, \(\sigma^*(\alpha)(\psi'(0)) \neq 0\). \(\operatorname{ord}(\bar{\lambda} + \hat{f}_P^{P'}, \sigma^*(\alpha)(\psi)) = 0\). Since \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\) is \(\hat{z}\)-simple and \(\sigma^*(\alpha)(\psi) \in O_{\Sigma, \alpha}^c\), we know that \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\) is also \(\hat{z}\)-simple. The unique \(\hat{z}\)-top vertex of \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\) is equal to \(\{h \hat{f}_P\}\).

We would like to show that \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\) has no \(\hat{z}\)-removable faces.

Assume that \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\) has \(\hat{z}\)-removable faces. We will deduce a contradiction.

Take any \(\hat{z}\)-removable face \(\bar{F}\) of dimension one of \(\Gamma_+^c(P, \sigma^*(\alpha)(\psi))\). \(\operatorname{stab}(\bar{F}) = \{0\}\). \(\Delta^\psi(F, \Gamma_+^c(P, \sigma^*(\alpha)(\psi))) \cap (\operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}))^\alpha\). Take any \(\hat{\lambda} \in (\operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}))^\alpha \cap \sum_{x \in P - \{z\}} \mathbb{R}^f_{\bar{\lambda}}\) such that \(\lambda + f_{\bar{\lambda}} \in \Delta^\psi(F, \Gamma_+^c(P, \sigma^*(\alpha)(\psi))) \cap (\operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}))^\alpha\). Take any \(\hat{\lambda} \in (\operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}))^\alpha \cap \sum_{x \in P - \{z\}} \mathbb{R}^f_{\bar{\lambda}}\) such that \(\lambda + f_{\bar{\lambda}} \in \Delta^\psi(F, \Gamma_+^c(P, \sigma^*(\alpha)(\psi))) \cap (\operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}))^\alpha\). Take any \(\bar{F} \in \operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R})\).

We define an element \(\lambda \in \operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}) \cap \sum_{x \in P - \{z\}} \mathbb{R}^f_{\bar{\lambda}}\) by putting \(\langle \lambda, f_P \rangle = \operatorname{ord}(\bar{F}, \lambda, \sigma^*(\alpha)(\chi)) \in \mathbb{R}_0\) for any \(x \in P\). \(\lambda + f_{\bar{\lambda}} \in \operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R})\).

We know that \(\hat{h} \in [k - 0]\) and \(\hat{\lambda} \in \operatorname{map}(P - \{z\}, \mathbb{R}_0)\) satisfying \(\operatorname{in}(\bar{F}, \lambda + f_{\bar{\xi}}^{P'}, \sigma^*(\alpha)(\psi)) = \operatorname{ps}(\bar{P}, \psi, \sigma^*(\alpha)(\psi))\).

We define an element \(\lambda \in \operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R}) \cap \sum_{x \in P - \{z\}} \mathbb{R}^f_{\bar{\lambda}}\) by putting \(\langle \lambda, f_P \rangle = \operatorname{ord}(\bar{F}, \lambda, \sigma^*(\alpha)(\chi)) \in \mathbb{R}_0\) for any \(x \in P\). \(\lambda + f_{\bar{\lambda}} \in \operatorname{map}(P, \mathbb{R})^\psi/\operatorname{map}(P, \mathbb{R})\).

We can show that \(\operatorname{ord}(\bar{P}, \lambda + f_{\bar{\xi}}^{P'}, \psi) = \operatorname{ord}(\bar{P}, \lambda + f_{\bar{\xi}}^{P'}, \sigma^*(\alpha)(\psi)) = h\) and \(\sigma^*(\alpha)(\operatorname{in}(\bar{P}, \lambda + f_{\bar{\xi}}^{P'}, \psi)) = \operatorname{in}(\bar{\lambda} + f_{\bar{\lambda}}^{P'}, \psi, \sigma^*(\alpha)(\psi)) = \hat{z}^h + \sum_{i=1}^{h-1} \hat{\psi}(h - i)\).

We know that \(h \hat{f}_P \in \bar{F}\) and \(\operatorname{ord}(\bar{P} - \{z\}, \lambda, \psi'(h - i)) \geq i(\hat{\lambda}, \hat{\xi})\) for any \(i \in \{1, 2, \ldots, h\}\). We put

\[
\hat{\psi}(h - i) = \begin{cases} \operatorname{in}(\bar{P} - \{z\}, \lambda, \psi'(h - i)) & \text{if } \operatorname{ord}(\bar{P} - \{z\}, \lambda, \psi'(h - i)) = i(\hat{\lambda}, \hat{\xi}), \\ 0 & \text{if } \operatorname{ord}(\bar{P} - \{z\}, \lambda, \psi'(h - i)) > i(\hat{\lambda}, \hat{\xi}). \end{cases}
\]

We have \(\operatorname{in}(\bar{P}, \lambda + f_{\bar{\lambda}}^{P'}, \psi) = \hat{z}^h + \sum_{i=1}^{h} \hat{\psi}(h - i)\hat{z}^{h - i}\) and \(\sigma^*(\alpha)(\operatorname{in}(\bar{P}, \lambda + f_{\bar{\lambda}}^{P'}, \psi)) = \hat{z}^h + \sum_{i=1}^{h} \sigma^*(\alpha)(\hat{\psi}(h - i))\hat{z}^{h - i}\). We conclude \(\hat{h} \hat{\psi}(i) = \sigma^*(\alpha)(\psi(h - i))\) for any \(i \in \{1, 2, \ldots, h\}\).

By \(\hat{\theta} \in k\) we denote the identity element of the field \(k\).
We consider the case where the characteristic number of the field \( k \) is equal to 0.  
\[
(\frac{h}{p}) \bar{1} = h \bar{1} \neq 0. \quad \text{We put} \quad \hat{\chi} = \hat{\psi}(h-1)/(h \bar{1}) \in M(A'). \quad \text{We have} \quad \hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}) = \sigma^*(\alpha)(\hat{\chi}).
\]

We consider the case where the characteristic number of the field \( k \) is positive. By \( p \) we denote the characteristic number of the field \( k \). The integer \( p \) is a prime number. We take the unique pair of \( \delta \in \mathbb{Z}_0 \) and \( \bar{h} \in \mathbb{Z}_+ \) such that \( h = p^\delta \bar{h} \) and \( \bar{h} \) is not a multiple of \( p \).  
\[
(\frac{h}{p^\delta}) \bar{1} = h \bar{1} \neq 0. \quad \text{We have} \quad (\hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^p = \sigma^*(\alpha)(\hat{\psi}(h - p^\delta)/(h \bar{1})) \text{ and } \hat{\psi}(h - p^\delta)/(h \bar{1}) \in M(A').
\]

For any complete regular local ring \( R \) such that \( R \) contains \( k \) and the residue field \( R/M(R) \) is isomorphic to \( k \) as \( k \)-algebras, we denote \( R^p = \{s^p | s \in R\} \). \( R^p \) is a local subring of \( R \).

\[
(\hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^p \in \mathcal{O}_{\zeta, \alpha}^{p^\delta}, \quad \hat{\psi}(h - p^\delta)/(h \bar{1}) \in \sigma^*(\alpha)^{-1}(\mathcal{O}_{\zeta, \alpha}^{p^\delta}). \quad \text{Now, since } \sigma \text{ is a weakly admissible composition of blowing-ups over } (\Delta, \xi), \text{we can show that } \sigma^*(\alpha)^{-1}(\mathcal{O}_{\zeta, \alpha}^{p^\delta}) = A^{p^\delta}. \quad \text{We know that there exists uniquely an element } \hat{\chi} \in A \text{ with } \chi^{p^\delta} = \hat{\psi}(h - p^\delta)/(h \bar{1}). \quad \text{We take the unique element } \hat{\chi} \in A \text{ with } \chi^{p^\delta} = \hat{\psi}(h - p^\delta)/(h \bar{1}). \quad \text{Since } \hat{\psi}(h - p^\delta)/(h \bar{1}) \in M(A'), \text{we know } \hat{\chi} \in M(A'). \quad \text{We know } (\hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^p = \sigma^*(\alpha)(\chi^{p^\delta}) \text{ and } \hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}) = \sigma^*(\alpha)(\hat{\chi}).
\]

We conclude that there exists \( \hat{\chi} \in M(A') \) satisfying \( (\hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^p = \sigma^*(\alpha)(\hat{\chi}) \) in all cases. We take any \( \hat{\chi} \in M(A') \) satisfying \( (\hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^p = \sigma^*(\alpha)(\hat{\chi}) \).

We have \( \sigma^*(\alpha)(\text{in}(P, \lambda + f^P_{\psi', \psi})) = \text{in}(\bar{P}, \bar{\lambda} + f^P_{\psi', \psi}, \sigma^*(\alpha)(\psi)) = (\bar{z} + \hat{\gamma} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^h = (\bar{z} + \sigma^*(\alpha)(\hat{\chi}))^h = \sigma^*(\alpha)((z + \hat{\chi})^h). \quad \text{Since } \sigma^*(\alpha) \text{ is injective we have } \text{ps}(P, F, \psi) = \text{in}(P, \lambda + f^P_{\psi', \psi}) = (z + \hat{\chi})^h \text{ and we know that the face } F \text{ of } \Gamma_+(P, \psi) \text{ is } z\text{-removable.}
\]

Since the Newton polyhedron \( \Gamma_+(P, \psi) \) has no \( z \)-removable faces, we obtain a contradiction.

We conclude that the Newton polyhedron \( \Gamma_+(P, \sigma^*(\alpha)(\psi)) \) has no \( z \)-removable faces and the Newton polyhedron \( \Gamma_+(P, \rho \sigma^*(\alpha)(\psi)) \) has no \( z \)-removable faces.

We consider the case where \( \hat{\chi}^h + \sum_{i=0}^{p^\delta-1} \sigma^*(\alpha)(\psi'(i)) \hat{\chi}^i \neq 0 \) for any \( \hat{\chi} \in M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}). \)

We have \( \rho \sigma^*(\alpha)(\psi) \in W(h). \quad \text{Since } \sigma^*(\alpha)(\phi) = \rho \sigma^*(\alpha)(\psi) \rho \sigma^*(\alpha)(u \prod_{\bar{x} \in X} (z + \chi)^{\alpha(\chi)} \prod_{\bar{x} \in \bar{P} - \{z\}} \bar{\xi}(\bar{z}))^h \rho \sigma^*(\alpha)(u \prod_{\bar{x} \in X} (z + \chi) \bar{\xi}(\bar{z}))^h \in PW(1), \quad \Gamma_+(P, \rho \sigma^*(\alpha)(\psi)) \text{ is } z\text{-simple and } \Gamma_+(P, \rho \sigma^*(\alpha)(\psi)) \text{ has no } z\text{-removable faces, we conclude that } \rho \sigma^*(\alpha)(\phi) \in SW(h).
\]

We consider the case where \( \hat{\chi}^h + \sum_{i=0}^{p^\delta-1} \sigma^*(\alpha)(\psi'(i)) \hat{\chi}^i = 0 \) for some \( \hat{\chi} \in M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}). \)

Let \( \mathcal{R} = \{\hat{\chi} \in M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}) | \hat{\chi}^h + \sum_{i=0}^{p^\delta-1} \sigma^*(\alpha)(\psi'(i)) \hat{\chi}^i = 0\}. \quad \mathcal{R} \) is a non-empty finite set. \( 1 \leq \sharp \mathcal{R} \leq h. \quad \text{Consider any } \hat{\chi} \in \mathcal{R}. \quad \text{Since } \mathcal{O}_{\zeta, \alpha}^{p^\delta} \text{ is a unique factorization domain, there exists uniquely a positive integer } \mu(\hat{\chi}) \in \mathbb{Z}_+ \text{ satisfying } \sigma^*(\alpha)(\psi) \in (z - \hat{\chi})^{\mu(\hat{\chi})} \mathcal{O}_{\zeta, \alpha}^{p^\delta} \text{ and } \sigma^*(\alpha)(\psi) \notin (z - \hat{\chi})^{\mu(\hat{\chi})+1} \mathcal{O}_{\zeta, \alpha}^{p^\delta}. \quad \text{We take the unique } \mu(\hat{\chi}) \in \mathbb{Z}_+ \text{ satisfying these conditions.} \quad 1 \leq \sum_{\hat{\chi} \in \mathcal{R}} \mu(\hat{\chi}) \leq h. \quad \text{Let } \hat{g} = h - \sum_{\hat{\chi} \in \mathcal{R}} \mu(\hat{\chi}) \in \mathbb{Z}_+. \quad \hat{g} \neq 1, \hat{g} < h. \quad \text{Let } g = \max\{\hat{g}, 1\} \in \mathbb{Z}_+. \quad \text{Since } h \geq 2, g < h.
\]

There exists uniquely a mapping \( \zeta' : \{0, 1, \ldots, \hat{g} - 1\} \rightarrow M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}) \) satisfying \( \sigma^*(\alpha)(\psi') = \prod_{\bar{x} \in \bar{R}} (z - \hat{\chi})^{\mu(\hat{\chi})} \hat{g}^\hat{\chi} \hat{r}^\zeta(i) \hat{\chi}^i \). We take the unique mapping \( \zeta' : \{0, 1, \ldots, \hat{g} - 1\} \rightarrow M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}) \) satisfying this equality. \( \hat{\chi}^{\hat{g}^{\hat{g}-1}} \hat{\chi}^i = 0 \) for any \( \hat{\chi} \in M(\mathcal{O}_{\zeta, \alpha}^{p^\delta}). \)
We put
\[
\rho(\prod_{\check{\chi} \in R} (\check{z} - \chi))^\mu(\check{\chi}) \in PW(1).
\]

If \( \check{g} \geq 2 \), then \( \check{g} = g \) and \( \rho(\check{z}^g + \sum_{i=0}^{g-1} \zeta'(i)\check{z}^i) \in W(\check{g}) = W(g) \). Therefore, \( \rho\sigma^*(\alpha)(\phi) = \rho(\check{z}^g + \sum_{i=0}^{g-1} \zeta'(i)\check{z}^i) \prod_{\check{\chi} \in R} (z - \rho(\check{\chi}))^{\mu(\check{\chi})} \rho\sigma^*(\alpha)(u \prod_{\chi \in \mathcal{X}} (z + \chi)^{\alpha(\chi)} \prod_{x \in \mathcal{F}_{-\mathcal{Z}}} x^{h(x)} \in PW(g) \).

If \( \check{g} \leq 1 \), then \( \check{g} = 0 \), \( g = 1 \) and \( \rho(\check{z} + \sum_{i=0}^{g-1} \zeta'(i)\check{z}^i) = 1 \in PW(1) \). Therefore, \( \rho\sigma^*(\alpha)(\phi) = \rho(\check{z}^g + \sum_{i=0}^{g-1} \zeta'(i)\check{z}^i) \prod_{\check{\chi} \in R} (z - \rho(\check{\chi}))^{\mu(\check{\chi})} \rho\sigma^*(\alpha)(u \prod_{\chi \in \mathcal{X}} (z + \chi)^{\alpha(\chi)} \prod_{x \in \mathcal{F}_{-\mathcal{Z}}} x^{h(x)} \in PW(1) = PW(g) \).

We conclude that there exists \( g \in \mathbb{Z}_+ \) satisfying \( g < h \) and \( \rho\sigma^*(\alpha)(\phi) \in PW(g) \), if \( \check{\chi}^h + \sum_{i=0}^{h-1} \sigma^*(\alpha)(\psi'(i))\check{\chi}^i = 0 \) for some \( \check{\chi} \in \mathcal{M}(\mathcal{O}_{\Sigma,0}) \).

We know that Theorem 4.3 holds.

We give the proof of Theorem 4.3.

Assume the above (\( * \)) and consider any \( \phi \in A \) with \( \phi \neq 0 \). We take the unique mapping \( \psi' : Z_0 \to A' \) satisfying \( \phi = \sum_{i \in \mathbb{Z}_0} \phi'(i)z^i \). Since \( \phi \neq 0 \), \( \phi'(i) \neq 0 \) for some \( i \in \mathbb{Z}_0 \).

Since \( A' \) is noetherian, there exists \( m \in \mathbb{Z}_0 \) satisfying \( \{ \phi'(i) | i \in \{0, 1, \ldots, m\} \} \). We take \( m \in \mathbb{Z}_0 \) satisfying \( \{ \phi'(i) | i \in \{0, 1, \ldots, m\} \} \). We denote \( I = \{ i \in \{0, 1, \ldots, m\} \} \). We denote \( K = \{(k, \ell) | k \in I, \ell \in I, k < \ell, \phi'(k) \neq \phi'(\ell) \} \subset I \times I \).

We put
\[
\psi' = \prod_{i \in I} \phi'(i) \prod_{(k, \ell) \in K} (\phi'(k) - \phi'(\ell)).
\]
\( \psi' \in A' \). \( \psi' \neq 0 \).

By (\( * \)) we know that there exists a weakly admissible composition of blowing-ups \( \sigma' : \Sigma' \to \text{Spec}(A') \) over \( (\Delta', \xi') \) and an extended pull-back \( (\Sigma', \Delta', \xi') \) of the coordinate normal crossing scheme \( (\text{Spec}(A'), \Delta', \xi') \) by \( \sigma' \) satisfying \( \supp(\sigma^*(\text{Spec}(A'/ \psi'A') + \Delta')) \subset \text{supp}(\Delta') \). We take a weakly admissible composition of blowing-ups \( \sigma' : \Sigma' \to \text{Spec}(A') \) over \( (\Delta', \xi') \) and an extended pull-back \( (\Sigma', \Delta', \xi') \) of the coordinate normal crossing scheme \( (\text{Spec}(A'), \Delta', \xi') \) by \( \sigma' \) satisfying \( \supp(\sigma^*(\text{Spec}(A'/ \psi'A') + \Delta')) \subset \text{supp}(\Delta') \).

We consider a morphism \( \text{Spec}(A) \to \text{Spec}(A') \) induced by the inclusion ring homomorphism \( A' \to A \), the product scheme \( \Sigma = \Sigma' \times \text{Spec}(A') \text{Spec}(A) \), the projection \( \sigma : \Sigma \to \text{Spec}(A), \) and the projection \( \pi : \Sigma \to \Sigma' \). The structure sheaf of the scheme \( \Sigma \) is denoted by \( O_\Sigma \). Let \( \Delta = \pi^* \Delta + \sigma^* \text{Spec}(A/zA) \). We have a normal crossing scheme \( (\Sigma, \Delta) \) with \( (\Delta) \subset \sigma^* \text{Spec}(A/zA) \). Consider any \( \alpha \in (\Delta)_0 \). We put \( \xi_{\alpha}(\sigma^* \text{Spec}(A/zA)) = \pi^*(U(\Sigma', \Delta', \pi(\alpha)))(\Sigma, \Delta) \). We have a coordinate system \( \xi_{\alpha} : \text{comp}(\Delta(\alpha) \to \text{Spec}(A/zA)) \) at \( \alpha \), and a coordinate system \( \xi = \{ \xi_{\alpha} | \alpha \in (\Delta)_0 \} \) of \( (\Sigma, \Delta) \).

Note that if \( \dim A = 2 \), then \( \Sigma = \text{Spec}(A), \sigma = \text{id}_{\text{Spec}(A)}, \Delta = \Delta \) and \( \xi = \xi \).

Consider any closed point \( \alpha \in \Sigma \) with \( \sigma(\alpha) = M(A) \).

We take any \( \beta \in (\Delta)_0 \) satisfying \( \alpha \in U(\Sigma, \Delta, \beta) \).
We consider the homomorphism $\sigma^*(\alpha) : A \to \mathcal{O}_{\Sigma,\alpha}$ of $k$-algebras induced by $\sigma$. It satisfies $\sigma^*(\alpha)(M(A)) \subset M(\mathcal{O}_{\Sigma,\alpha})$ and it has a unique extension $\sigma^*(\alpha) : A \to \mathcal{O}_{\Sigma,\alpha}$. Since the morphism $\sigma$ is a weakly admissible composition of blowing-ups over $(\Delta, \xi)$, $\sigma^*(\alpha)$ is injective.

Note that $\alpha \in \sigma^{-1}(M(A)) \subset \sigma^*\text{Spec}(A/zA), \beta \in (\Delta)_0 \subset \sigma^*\text{Spec}(A/zA)$, $\sigma^*\text{Spec}(A/zA) \subset \text{comp}(\Delta)(\beta)$ and $\xi_{\beta}(\sigma^*\text{Spec}(A/zA))(\alpha) = (\sigma^*(\alpha)(z))(\alpha) = z(M(A)) = 0$. Note that $\xi_{\beta}(\alpha)(\alpha) \in k$ for any $\Lambda \in \text{comp}(\Delta)(\beta)$, since $k$ is algebraically closed.

We denote $\tilde{P} = \{\xi_{\beta}(\Lambda) - \xi_{\beta}(\alpha)(\alpha)|\Lambda \in \text{comp}(\Delta)(\beta)\}$. $\tilde{P}$ is a parameter system of $\mathcal{O}_{\Sigma,\alpha}$. We denote $\tilde{z} = \sigma^*(\alpha)(z), \tilde{\tilde{z}} \in \tilde{P}$.

We take any isomorphism $\rho : \mathcal{O}_{\Sigma,\alpha}^\prime \to A$ of $k$-algebras satisfying $\rho(\tilde{P}) = P$ and $\rho(\tilde{z}) = z, \rho(\tilde{\tilde{z}}) = \tilde{\tilde{z}}$. Note that $k[\tilde{P} - \{\tilde{z}\}] \subset \mathcal{O}_{\Sigma,\alpha}$. By $\mathcal{O}_{\Sigma,\alpha}^\prime$ we denote the completion of $k[\tilde{P} - \{\tilde{z}\}]$ with respect to the maximal ideal $k[\tilde{P} - \{\tilde{z}\}] \cap M(\mathcal{O}_{\Sigma,\alpha})$. $\mathcal{O}_{\Sigma,\alpha}^\prime$ is a complete local subring of $\mathcal{O}_{\Sigma,\alpha} \mathcal{O}_{\Sigma,\alpha}^\prime$ is a $k$-subalgebra of $\mathcal{O}_{\Sigma,\alpha}^\prime \mathcal{O}_{\Sigma,\alpha}^\prime$ is a parameter system of $\mathcal{O}_{\Sigma,\alpha}^\prime$. $\sigma^*(\alpha)(A') \subset \mathcal{O}_{\Sigma,\alpha}^\prime, \sigma^*(\alpha)(M(A')) \subset M(\mathcal{O}_{\Sigma,\alpha}^\prime), \rho(\mathcal{O}_{\Sigma,\alpha}^\prime) = A'$.

We consider the element $\sigma^*(\alpha)(\phi) \in \mathcal{O}_{\Sigma,\alpha}^\prime$.

\[
\sigma^*(\alpha)(\phi) = \sum_{i \in \mathcal{Z}_0} \sigma^*(\alpha)(\phi(i)) \tilde{z}^i.
\]

For any $i \in \mathcal{Z}_0, \sigma^*(\alpha)(\phi(i)) \in \mathcal{O}_{\Sigma,\alpha}^\prime$. $\text{supp}(\sigma^*\text{Spec}(A'/\psi' A')) \subset \text{supp}(\sigma^*\text{Spec}(A'/\psi' A'') + \Delta')) \subset \text{supp}(\Delta')$.

Consider any $i \in I$.

$0 \neq \sigma^*(\alpha)(\phi(i)) \in \mathcal{O}_{\Sigma,\alpha}^\prime$. Since $\psi' \neq \phi'(i)A'$ and $\text{supp}(\sigma^*\text{Spec}(A'/\psi' A')) \subset \text{supp}(\Delta'), \sigma^*(\alpha)(\phi(i))$ has normal crossings over $\tilde{P} - \{\tilde{z}\}$. We take the unique pair of elements $\tilde{v}(i) \in (\mathcal{O}_{\Sigma,\alpha}^\prime)^\times$ and $\tilde{c}(i) \in \text{map}(\tilde{P} - \{\tilde{z}\}, \mathcal{Z}_0)$ satisfying $\sigma^*(\alpha)(\phi'(i)) = \tilde{v}(i) \prod_{\tilde{z} \in \tilde{P} - \{\tilde{z}\}} \tilde{z}^{\tilde{c}(i)}(\tilde{z})$.

If $K \neq \emptyset$, then for any $(k, \ell) \in K, 0 \leq k < \ell, \psi' \neq (\phi'(k) - \phi'(\ell))A'$ and the element $\sigma^*(\alpha)(\phi'(k) - \phi'(\ell)) \in \mathcal{O}_{\Sigma,\alpha}^\prime$ has normal crossings over $\tilde{P} - \{\tilde{z}\}$ by Lemma 21.1. We know that either $\tilde{c}(k) \leq \tilde{c}(\ell)$ or $\tilde{c}(\ell) \leq \tilde{c}(k)$ holds for any $k \in I$ and any $\ell \in I$ with $k \neq \ell$. Since $\{\tilde{c}(k)|k \in I\} \neq \emptyset$, we know that the set $\{\ell|k \in I\}$ has the minimum element $\min(\tilde{c}(k)|k \in I)$ with respect to the partial order $\leq$.

We put $a = \min\{j|I \ni \tilde{c}(j) = \min\{\tilde{c}(k)|k \in I\}\}$ and $b = \min I, a \in \mathcal{Z}_0, b \in \mathcal{Z}_0, b \leq a$. \{\prod_{\tilde{z} \in \tilde{P} - \{\tilde{z}\}} \tilde{z}^{\tilde{c}(i)}(\tilde{z})|i \in I, b \leq i \leq a\} \mathcal{O}_{\Sigma,\alpha} \{\tilde{v}(i) \prod_{\tilde{z} \in \tilde{P} - \{\tilde{z}\}} \tilde{z}^{\tilde{c}(i)}(\tilde{z})|i \in I\} \mathcal{O}_{\Sigma,\alpha}^\prime = \{\sigma^*(\alpha)(\phi(i))\tilde{z}^i|i \in I\} \mathcal{O}_{\Sigma,\alpha} \{\sigma^*(\alpha)(\phi(i))\tilde{z}^i|i \in \{0, 1, \ldots, m\}\} \mathcal{O}_{\Sigma,\alpha}^\prime, \sigma^*(\alpha)(\phi(j)) \in \{\sigma^*(\alpha)(\phi(j))\tilde{z}^i|i \in \{0, 1, \ldots, m\}\} \mathcal{O}_{\Sigma,\alpha}^\prime, \text{and} \sigma^*(\alpha)(\phi(j))\tilde{z}^i \in \{\sigma^*(\alpha)(\phi(j))\tilde{z}^i|i \in \{0, 1, \ldots, m\}\} \mathcal{O}_{\Sigma,\alpha}^\prime$.

We know that $\{\prod_{\tilde{z} \in \tilde{P} - \{\tilde{z}\}} \tilde{z}^{\tilde{c}(i)}(\tilde{z})|i \in I, b \leq i \leq a\} \mathcal{O}_{\Sigma,\alpha} = \{\sigma^*(\alpha)(\phi(i))\tilde{z}^i|i \in \mathcal{Z}_0\} \mathcal{O}_{\Sigma,\alpha}^\prime$. We know that there exists uniquely a pair of an element $\phi \in (\mathcal{O}_{\Sigma,\alpha}^\prime)^\times$ and a mapping $\zeta' : \{0, 1, \ldots, a-b-1\} \to M(\mathcal{O}_{\Sigma,\alpha}^\prime)$ satisfying $\sigma^*(\alpha)(\phi) = w \prod_{\tilde{z} \in \tilde{P} - \{\tilde{z}\}} \tilde{z}^{\tilde{z} - b} + \sum_{i=0}^{a-b-1} \zeta'(i)\tilde{z}^i$ and $\zeta'(0) \neq 0$ if $b < a$. We take $w \in (\mathcal{O}_{\Sigma,\alpha}^\prime)^\times$ and a mapping $\zeta' : \{0, 1, \ldots, a-b-1\} \to M(\mathcal{O}_{\Sigma,\alpha}^\prime)$ satisfying these conditions.

Let $\mathcal{R} = \{\chi \in M(\mathcal{O}_{\Sigma,\alpha}^\prime)| \tilde{\chi}^b + \sum_{i=0}^{a-b-1} \zeta'(i)\tilde{\chi}^i = 0\}$. $\mathcal{R}$ is a finite set. $\tilde{\chi} \mathcal{R} \leq a - b$. Consider any $\tilde{\chi} \in \mathcal{R}$. Since $\mathcal{O}_{\Sigma,\alpha}^\prime$ is a unique factorization domain, there exists uniquely a positive integer $\mu(\tilde{\chi}) \in \mathbb{Z}_+$ satisfying $\tilde{\chi}^{a-b} + \sum_{i=0}^{a-b-1} \zeta'(i)\tilde{\chi}^i \in \mathcal{R}$.
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We take the unique \( \mu(\bar{\chi}) \in \mathbb{Z}_+ \) satisfying these conditions. \( \sum_{\chi \in \mathbb{R}} \mu(\bar{\chi}) \leq a - b \). Let \( \bar{g} = a - b - \sum_{\chi \in \mathbb{R}} \mu(\bar{\chi}) \in \mathbb{Z}_0. \) \( \bar{g} \neq 1 \). \( \bar{g} \leq a - b \). Let \( g = \max\{\bar{g}, 1\} \in \mathbb{Z}_+. \) There exists uniquely a mapping \( \bar{\zeta}' : \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(A') \) satisfying \( \bar{z}^{a-b} + \sum_{i=0}^{\bar{g}-1} \zeta(i)\bar{z}^i = \prod_{\chi \in \mathbb{R}} (\bar{z} - \bar{\chi})^{\mu(\bar{\chi})}(\bar{z}^{\bar{g}} + \sum_{i=0}^{\bar{g}-1} \zeta(i)\bar{z}^i). \) We take the unique mapping \( \bar{\zeta}' : \{0, 1, \ldots, \bar{g} - 1\} \rightarrow M(A') \) satisfying this equality. \( \bar{\chi}^{\bar{g}} + \sum_{i=0}^{\bar{g}-1} \zeta(i)\bar{\chi}^i \neq 0 \) for any \( \bar{\chi} \in M(\Omega_{\Sigma_A}'). \)

\[
\rho(w) \in A^\times, \ \rho(\bar{\chi}) \in M(A') \text{ for any } \bar{\chi} \in \mathbb{R}. \ \rho(\bar{\zeta}'(i)) \in M(A') \text{ for any } i \in \{0, 1, \ldots, \bar{g}-1\}. \ \rho(w) \prod_{x \in P-\{z\}} x^{\alpha(x)} z^b \in PW(1). \ \rho(\prod_{\chi \in \mathbb{R}} (z - \rho(\bar{\chi}))^{\mu(\bar{\chi})}) \in PW(1). 
\]

If \( \bar{g} \geq 2 \), then \( \bar{g} = g \) and \( \rho(\bar{z}^{\bar{g}} + \sum_{i=0}^{\bar{g}-1} \zeta(i)\bar{z}^i) \in W(g) = W(g). \) Therefore, \( \rho^*(\alpha)(\bar{\phi}) = \rho(w) \prod_{x \in P-\{z\}} x^{\alpha(x)} z^b \prod_{\chi \in \mathbb{R}} (z - \rho(\bar{\chi}))^{\mu(\bar{\chi})}(\bar{z}^g + \sum_{i=0}^{\bar{g}-1} \rho(\zeta(i))\bar{z}^i) \in PW(g). \)

If \( \bar{g} \leq 1 \), then \( \bar{g} = 0, g = 1 \) and \( \rho(\bar{z}^{\bar{g}} + \sum_{i=0}^{\bar{g}-1} \zeta(i)\bar{z}^i) = 1 \in PW(1). \) Therefore, \( \rho^*(\alpha)(\bar{\phi}) = \rho(w) \prod_{x \in P-\{z\}} x^{\alpha(x)} z^b \prod_{\chi \in \mathbb{R}} (z - \rho(\bar{\chi}))^{\mu(\bar{\chi})}(\bar{z}^g + \sum_{i=0}^{\bar{g}-1} \rho(\zeta(i))\bar{z}^i) \in PW(1) = PW(g). \)

We conclude that there exists \( g \in \mathbb{Z}_+ \) satisfying \( \rho^*(\alpha)(\bar{\phi}) \in PW(1) \) and \( \rho^*(\alpha)(\bar{\phi}) \in \cup_{h \in \mathbb{Z}_+} PW(h). \)

We conclude that Theorem \ref{thm:4.5} holds.

We give the proof of Theorem \ref{thm:4.6} See Section \ref{sec:3} for notations and concepts related to normal crossing schemes.

Assume the above \((*)\) and consider any \( \phi \in PW(1). \)

We take an element \( u \in A^\times \), a finite subset \( \mathcal{X} \) of \( M(A') \), a mapping \( a : \mathcal{X} \rightarrow \mathbb{Z}_+ \) and a mapping \( b : P - \{z\} \rightarrow \mathbb{Z}_0 \) satisfying

\[
\phi = u \prod_{x \in \mathcal{X}} (z + \chi)^{a(x)} \prod_{x \in P-\{z\}} z^{b(x)}.
\]

The quadruplet \((u, \mathcal{X}, a, b)\) is uniquely determined depending on \( \phi \), since \( A \) is a unique factorization domain.

We consider the case \( \mathcal{X} \subset \{0\}. \)

\( \mathcal{X} = \emptyset \) or \( \mathcal{X} = \{0\}. \) We know that \( \phi \) has normal crossings over \( P. \)

Let \( \sigma : Spec(A) \rightarrow Spec(A) \) be the identity morphism \( \text{id}_{Spec(A)} \) of \( Spec(A) \). The scheme \( Spec(A) \) is a smooth scheme over \( Spec(A) \). The morphism \( \sigma : Spec(A) \rightarrow Spec(A) \) is a weakly admissible composition of blowing-ups over \((\Delta, \xi)\) and the triplet \((Spec(A), \Delta, \xi)\) is an extended pull-back of the coordinated normal crossing scheme \((Spec(A), \Delta, \xi)\) by \( \sigma. \)

\( \text{supp}(Spec(A/\phi A)) \subset \text{supp}(\Delta), \ \text{supp}(\sigma^*(Spec(A/\phi A) + \Delta)) = \text{supp}(\Delta) \).

We know that Theorem \ref{thm:4.6} holds, if \( \mathcal{X} \subset \{0\}. \)

We consider the case \( \mathcal{X} \not\subset \{0\}. \ \mathcal{X} - \{0\} \neq \emptyset. \)

By \((\mathcal{X} - \{0\})_2\) we denote the set of all subsets \( \mathcal{Y} \) of \( \mathcal{X} - \{0\} \) with \( 2^{\mathcal{Y}} = 2 \).

Consider the case \( \mathcal{Y}(\mathcal{X} - \{0\}) \geq 2. \ \mathcal{X} - \{0\}_2 \neq \emptyset. \) Consider any \( \mathcal{Y} \in (\mathcal{X} - \{0\})_2. \)

We choose any element \( \chi_0(\mathcal{Y}) \in \mathcal{Y}. \) The unique element in \( \mathcal{Y} \) different from \( \chi_0(\mathcal{Y}) \) is denoted by \( \chi_1(\mathcal{Y}). \ \chi_0(\mathcal{Y}) \neq \chi_1(\mathcal{Y}). \ \{\chi_0(\mathcal{Y}), \chi_1(\mathcal{Y})\} = \mathcal{Y}. \)

In case \( 2^{\mathcal{X} - \{0\} = 1 \), we denote the unique element in \( \mathcal{X} - \{0\} \) by \( \chi_0. \)
We put
\[\phi' = \begin{cases} \prod_{x \in \mathcal{X} \setminus \{0\}} \chi \prod_{y \in (\mathcal{X} \setminus \{0\})_{\mathcal{X}}} (\chi_0(y) - \chi_1(y)) & \text{if } \sharp(\mathcal{X} \setminus \{0\}) \geq 2, \\
\chi_0 & \text{if } \sharp(\mathcal{X} \setminus \{0\}) = 1. \end{cases} \]

\[\phi' \in M(A') \text{ and } \phi' \neq 0.\]

By (**) we know that there exists a weakly admissible composition of blowing-ups \(\hat{\sigma}' : \hat{\Sigma}' \to \text{Spec}(A')\) over \((\Delta', \xi')\) and an extended pull-back \((\hat{\Sigma}', \hat{\Delta}', \hat{\xi}')\) of the coordinated normal crossing scheme \((\text{Spec}(A'), \Delta', \xi')\) by \(\hat{\sigma}'\) satisfying \(\text{supp}(\hat{\sigma}'(\text{Spec}(A'/\phi' A') + \Delta')) \subset \text{supp}(\Delta')\). We take a weakly admissible composition of blowing-ups \(\hat{\sigma}' : \hat{\Sigma}' \to \text{Spec}(A')\) over \((\Delta', \xi')\) and an extended pull-back \((\hat{\Sigma}', \hat{\Delta}', \hat{\xi}')\) of the coordinated normal crossing scheme \((\text{Spec}(A'), \Delta', \xi')\) by \(\hat{\sigma}'\) satisfying \(\text{supp}(\hat{\sigma}'(\text{Spec}(A'/\phi' A') + \Delta')) \subset \text{supp}(\Delta')\). The structure sheaf of the scheme \(\hat{\Sigma}'\) is denoted by \(\mathcal{O}_{\hat{\Sigma}'}\).

We consider a morphism \(\text{Spec}(A) \to \text{Spec}(A')\) induced by the inclusion ring homomorphism \(A' \to A\), the product scheme \(\hat{\Sigma} = \hat{\Sigma}' \times_{\text{Spec}(A')} \text{Spec}(A)\), the projection \(\hat{\sigma} : \hat{\Sigma} \to \text{Spec}(A)\), and the projection \(\pi : \hat{\Sigma} \to \hat{\Sigma}'\). The structure sheaf of the scheme \(\hat{\Sigma}\) is denoted by \(\mathcal{O}_{\hat{\Sigma}}\). Let \(\Delta = \pi^* \Delta' + \hat{\sigma}^* \text{Spec}(A/zA)\). We have a normal crossing scheme \((\hat{\Sigma}, \hat{\Delta})\) with \((\hat{\Delta})_0 \subset \hat{\sigma}^* \text{Spec}(A/zA)\). Consider any \(\alpha \in (\hat{\Delta})_0\). We put \(\hat{\xi}_\alpha(\pi^* \Lambda) = \pi^* U(\hat{\Sigma}'((\hat{\Delta}'(\hat{\xi}_0(\Lambda))))(\hat{\xi}_\pi(\alpha)),(\hat{\xi}_\pi(\alpha)))\) for any \(\Lambda \in \text{comp}(\hat{\Delta})\), and we put \(\hat{\xi}_\alpha(\hat{\sigma}^* \text{Spec}(A/zA)) = \text{res}_{U(\hat{\Sigma}, \hat{\Delta}, \alpha)}^\hat{\Sigma}(\text{Spec}(A))(z)\). We have a coordinate system \(\hat{\xi}_\alpha : \text{comp}(\hat{\Delta})((\hat{\xi}_\alpha(\alpha))) \to \mathcal{O}_{\hat{\Sigma}}(U(\hat{\Sigma}, \hat{\Delta}, \alpha))\) of \((\hat{\Sigma}, \hat{\Delta})\) at \(\alpha\), and a coordinate system \(\hat{\xi} = \{\hat{\xi}_\alpha(\alpha) \in (\hat{\Delta})_0\} \text{ of } (\hat{\Sigma}, \hat{\Delta})\).

We develop some general theory of schemes. Let \(\Omega\) be any separated irreducible noetherian smooth scheme.

For any closed subset \(E\) of \(\Omega\), we denote the set of irreducible components of \(E\) by \(\text{comp}(E)\). The set \(\text{comp}(E)\) is a finite set whose elements are non-empty irreducible closed subsets of \(\Omega\). \(E = \cup_{F \in \text{comp}(E)} F\).

Let \(U\) be any non-empty open subset of \(\Omega\) and let \(D\) be any divisor of \(\Omega\). Let \(\omega_U : U \to \Omega\) denote the inclusion morphism. We denote the pull-back \(\iota_U^* D\) of \(D\) by \(\omega_U\) by the symbol \(D|U\) and we call it the restriction of \(D\) to \(U\).

Let \(r \in \mathbb{Z}_+\) be any positive integer; let \(E\) be any subset with \(2E = r\) of the set \(\text{prin}(\Omega)\) of all prime divisors of \(\Omega\) and let \(G\) be any irreducible component of \(\cap_{E \in E} E\) with \(r = \text{codim}(G, \Omega)\).

Let \([G] \in G\) denote the generic point of \(G\) and let \(\iota : \text{Spec}(\mathcal{O}_{\Omega, [G]}) \to \Omega\) denote the canonical morphism. We take any \(\epsilon \in M(\mathcal{O}_{\Omega, [G]})\) satisfying \(\iota^* E = \text{Spec}(\mathcal{O}_{\Omega, [G]}/\epsilon E \mathcal{O}_{\Omega, [G]})\) for any \(E \in \mathcal{E}\). The residue ring \(\mathcal{O}_{\Omega, [G]}/\{\epsilon \in \mathcal{E}\} \mathcal{O}_{\Omega, [G]}\) is a local noetherian ring with dimension zero. We denote \((\mathcal{E}; G) = \text{length}(\mathcal{O}_{\Omega, [G]}/\{\epsilon \in \mathcal{E}\} \mathcal{O}_{\Omega, [G]})) \in \mathbb{Z}_+\) and we call \((\mathcal{E}; G)\) the intersection number of the set \(\mathcal{E}\) of prime divisors at \(G\). The intersection number \((\mathcal{E}; G)\) of \(E\) at \(G\) depends only on the pair \((E, G)\), and it does not depend on the choice of elements \(\epsilon \in M(\mathcal{O}_{\Omega, [G]}), E \in \mathcal{E}\) we used for the definition. We also write \((E(1), E(2), \ldots, E(r); G)\) instead of \((\mathcal{E}; G)\), if \(\mathcal{E} = \{E(1), E(2), \ldots, E(r)\}\). For any bijective mapping \(\tau : \{1, 2, \ldots, r\} \to \{1, 2, \ldots, r\}, (E(1), E(2), \ldots, E(r); G) = (E(\tau(1)), E(\tau(2)), \ldots, E(\tau(r)); G)\).

We return to our situation under consideration. We denote \(\hat{D} = \hat{\sigma}^* \text{Spec}(A/zA) + \sum_{\chi \in \mathcal{X} \setminus \{0\}} \hat{\sigma}^* \text{Spec}(A/(z + \chi)A)\in \text{div}(\hat{\Sigma})\). The following claims holds:
(1) The morphism \( \hat{\sigma} : \hat{\Sigma} \to \text{Spec}(A) \) is a weakly admissible composition of blowing-ups over \((\Delta, \xi)\) and the triplet \((\Sigma, \hat{\Delta}, \hat{\xi})\) is an extended pull-back of \((\text{Spec}(A), \Delta, \xi)\).

(2) The morphism \( \pi : \hat{\Sigma} \to \hat{\Sigma}' \) is surjective. For any \( \alpha' \in \hat{\Sigma}' \), \( \dim \hat{\Sigma} \times_{\hat{\Sigma}'} \text{Spec}(O_{\Sigma', \alpha'}/M(O_{\Sigma', \alpha'})) = 1 \).

(3) \( \hat{\sigma}^*\text{Spec}(A/zA) \) is a smooth prime divisor of \( \hat{\Sigma} \). For any \( \chi \in \mathcal{X} - \{0\} \), \( \hat{\sigma}^*\text{Spec}(A/(z + \chi)A) \) is a smooth prime divisor of \( \hat{\Sigma} \). \( \text{comp}(\hat{D}) = \{ \hat{\sigma}^*\text{Spec}(A/zA) \} \cup \{ \hat{\sigma}^*\text{Spec}(A/(z + \chi)A) | \chi \in \mathcal{X} - \{0\} \} \).

(4) Consider any \( \Lambda \in \text{comp}(\hat{D}) \).

The component \( \Lambda \) is smooth, the induced morphism \( \pi : \Lambda \to \hat{\Sigma}' \) by \( \pi \) is an isomorphism and the pair \((\hat{\Sigma}, \Lambda + \pi^*\Delta')\) is a normal crossing scheme over \( k \).

(5) For any \( \Lambda \in \text{comp}(\hat{D}) \) and any \( \Gamma \in \text{comp}(\hat{D}) \) with \( \Lambda \neq \Gamma \), \( \emptyset \neq \Lambda \cap \Gamma \subset \text{supp}(\pi^*\Delta') \).

(6) \( \text{comp}(\hat{D}) \cap \text{comp}(\Delta) = \{ \hat{\sigma}^*\text{Spec}(A/zA) \} \).

(7) \( \text{supp}(\hat{\sigma}^*(\text{Spec}(A/\phi A) + \Delta)) \subset \text{supp}(\Delta + \hat{D}) \).

We consider any pair \((\tau, (\Sigma, \Delta, \xi))\) of a weakly admissible composition of blowing-ups \( \tau : \Sigma \to \Sigma \) over \((\Sigma, \Delta)\) and an extended pull-back \((\Sigma, \Delta, \xi)\) of \((\hat{\Sigma}, \hat{\Delta}, \hat{\xi})\) by \( \tau \) satisfying the following four conditions (Z). Let \( \hat{D} \) denote the sum of strict transforms of elements in \( \text{comp}(\hat{D}) \) by \( \tau \). \( \hat{D} \in \text{div}(\Sigma) \). Let \( \Delta_0 = \sum_{\Gamma \in \text{comp}(\Delta) - \text{comp}(\hat{D})} \Gamma \in \text{div}(\Sigma) \):

(1) Consider any \( \Lambda \in \text{comp}(\hat{D}) \).

The component \( \Lambda \) is smooth.

Let \( U_\Lambda = \Sigma - (\cup_{\Gamma \in \text{comp}(\Delta_0), \Gamma \cap \Lambda = \emptyset} \Gamma) \subset \Sigma \). Note that the subset \( U_\Lambda \) is open in \( \Sigma \) and it contains \( \Lambda \).

The pair \((U_\Lambda, (\Lambda + \Delta_0)|U_\Lambda)\) is a normal crossing scheme over \( k \).

We take the unique element \( \chi \in \mathcal{X} \cup \{0\} \) such that \( \Lambda \) is the strict transform of \( \hat{\sigma}^*\text{Spec}(A/(z + \chi)A) \) by \( \tau \). \( \text{supp}(\Lambda + \Delta_0) \cap U_\Lambda = \tau^{-1}(\text{supp}(\hat{\sigma}^*\text{Spec}(A/(z + \chi)A) + \pi^*\Delta')) \cap U_\Lambda \).

(2) For any \( \Lambda \in \text{comp}(\hat{D}) \) and any \( \Gamma \in \text{comp}(\hat{D}) \) with \( \Lambda \neq \Gamma \), \( \Lambda \cap \Gamma \subset \text{supp}(\Delta_0) \).

(3) For any \( \Lambda \in \text{comp}(\Delta) \cap \text{comp}(\hat{D}) \) and any \( \Gamma \in \text{comp}(\Delta) \cap \text{comp}(\hat{D}) \) with \( \Lambda \neq \Gamma \), \( \Lambda \cap \Gamma = \emptyset \).

(4) For any \( \Lambda \in \text{comp}(\hat{D}) \), there exists an element \( \Gamma \in \text{comp}(\Delta) \cap \text{comp}(\hat{D}) \) with \( \Lambda \cap \Gamma \neq \emptyset \).

\( \text{supp}((\hat{\sigma} \tau)^*\text{Spec}(A/\phi A + \Delta)) \subset \text{supp}(\tau^*(\Delta + \hat{D})) \subset \text{supp}(\Delta + \hat{D}) \).

\( \sharp(\text{comp}(\hat{D})) = \sharp(\text{comp}(\hat{D})) \geq 2 \).

If \( \sharp(\text{comp}(\Delta) \cap \text{comp}(\hat{D})) = \sharp(\text{comp}(\hat{D})) \), then \( \text{supp}(\Delta + \hat{D}) = \text{supp}(\Delta) \) and \( \text{supp}((\hat{\sigma} \tau)^*\text{Spec}(A/\phi A + \Delta)) \subset \text{supp} \Delta \). Since \( \Sigma \) is a separated irreducible noetherian smooth scheme over \( \text{Spec}(A) \), the morphism \( \hat{\sigma} \tau : \Sigma \to \text{Spec}(A) \) is a weakly admissible composition of blowing-ups over \((\Delta, \xi)\) and the triplet \((\Sigma, \Delta, \xi)\) is an extended pull-back of \((\text{Spec}(A), \Delta, \xi)\) by \( \hat{\sigma} \tau \), we know that Theorem 4.6 holds, if \( \sharp(\text{comp}(\Delta) \cap \text{comp}(\hat{D})) = \sharp(\text{comp}(\hat{D})) \).

We would like to show that there exists a pair \((\tau, (\Sigma, \Delta, \xi))\) satisfying the above four conditions (Z) and \( \sharp(\text{comp}(\Delta) \cap \text{comp}(\hat{D})) = \sharp(\text{comp}(\hat{D})) \).

Note that the pair \((\text{id}_\Sigma, (\Sigma, \Delta, \xi))\) satisfies the above four conditions (Z) and \( \sharp(\text{comp}(\Delta) \cap \text{comp}(\hat{D})) = 1 \).
We use induction on \( \sharp(\text{comp}(\bar{D}) - \sharp(\text{comp}(\bar{\Delta}) \cap \text{comp}(\bar{D})) \). Assume that the pair 
\( (\tau, (\Sigma, \Delta, \xi)) \) satisfies the above four conditions \((Z)\) and \( \sharp(\text{comp}(\bar{\Delta}) \cap \text{comp}(\bar{D})) < \sharp(\text{comp}(\bar{D})) \).

We consider any admissible composition of blowing-ups \( \nu : \tilde{\Sigma} \to \Sigma \) over \( \bar{\Delta} \) such that the pair \( (\tau \nu, (\tilde{\Sigma}, \nu^* \Delta, \nu^* \xi)) \) satisfies three conditions in the above four conditions \((Z)\) except the last one.

Let \( \bar{D} \) denote the sum of strict transforms of elements in \( \text{comp}(\bar{D}) \) by \( \nu \). \( \bar{D} \in \text{div}(\Sigma) \). The divisor \( \bar{D} \) is equal to the sum of strict transforms of elements in \( \text{comp}(\bar{D}) \) by \( \tau \nu \). Since \( \text{comp}(\bar{D}) - \text{comp}(\bar{\Delta}) \neq \emptyset \), we know \( \text{comp}(\bar{D}) - \text{comp}(\nu^* \Delta) \neq \emptyset \).

Let \( \bar{\Delta}_0 = \sum_{\Gamma \in \text{comp}(\nu^* \Delta) - \text{comp}(\bar{D})} \Gamma \in \text{div}(\Sigma) \), \( \text{supp}(\bar{\Delta}_0) \subset \text{supp}(\nu^* \Delta) \).

We consider the case where the pair \( (\tau \nu, (\tilde{\Sigma}, \nu^* \bar{\Delta}, \nu^* \xi)) \) satisfies also the last condition in \((Z)\). For any \( \Lambda \in \text{comp}(\bar{D}) - \text{comp}(\nu^* \bar{\Delta}) \), there exists an element \( \Gamma \in \text{comp}(\bar{D}) \cap \text{comp}(\nu^* \Delta) \) satisfying \( \Lambda \cap \Gamma \neq \emptyset \).

We take any \( \Lambda_0 \in \text{comp}(\bar{D}) - \text{comp}(\nu^* \Delta) \).

There exists an element \( \Gamma \in \text{comp}(\bar{D}) \cap \text{comp}(\nu^* \Delta) \) satisfying \( \Lambda_0 \cap \Gamma \neq \emptyset \).

We denote \( \mathcal{Z} = \{ \mathcal{L} \subset \text{comp}(\bar{D}) - \{ \Lambda_0 \}| \mathcal{L} \cap \text{comp}(\nu^* \Delta) \neq \emptyset, \Lambda_0 \cap \bigcap_{\Gamma \in \mathcal{L}} \Gamma \neq \emptyset \}. \)

\( \mathcal{Z} \neq \emptyset \).

Let \( \mathcal{L} \) be any maximal element in \( \mathcal{Z} \) with respect to the inclusion relation. \( \mathcal{L} \subset \text{comp}(\bar{D}) \). \( \Lambda_0 \notin \mathcal{L} \). \( \mathcal{L} \cap \text{comp}(\nu^* \Delta) \neq \emptyset \). \( \Lambda_0 \cap \bigcap_{\Gamma \in \mathcal{L}} \Gamma \neq \emptyset \) \( \Lambda_0 \cap \bigcap_{\mathcal{L} \cap \Theta \neq \emptyset, \Lambda_0 \cap \Theta \neq \emptyset \). For any \( \Theta \in \text{comp}(\bar{D}) \) satisfying \( \Theta \neq \Lambda_0 \) and \( \Theta \notin \mathcal{L} \), \( \Lambda_0 \cap \bigcap_{\mathcal{L} \cap \Theta \neq \emptyset, \Lambda_0 \cap \Theta \neq \emptyset \).

Consider any \( \Gamma \in \mathcal{L} \). \( \Lambda_0 \neq \Gamma \) and every irreducible component of \( \Lambda_0 \cap \Gamma \) has codimension two in \( \tilde{\Sigma} \).

Consider any irreducible component \( \Phi \) of \( \Lambda_0 \cap \Gamma \). Since \( \Lambda_0 \cap \Gamma \subset \text{supp}(\bar{\Delta}_0) \), we know that there exists \( \Theta \in \text{comp}(\Delta_0) \) with \( \Phi \subset \Theta \). We take \( \Theta \in \text{comp}(\Delta_0) \) with \( \Phi \subset \Theta \). \( \Phi \subset \Lambda_0 \cap \Gamma \subset \Lambda_0 \) and \( \Phi \subset \Theta \cap \Lambda_0 \). Since \( \Lambda_0 \in \text{comp}(\bar{D}) \) and \( \Theta \notin \text{comp}(\bar{D}) \), \( \Theta \neq \Lambda_0 \). Any irreducible component of \( \Theta \cap \Lambda_0 \) has codimension two in \( \tilde{\Sigma} \).

We know \( \dim \Phi = \dim \Theta \cap \Lambda_0 \). Since there exists an open subset \( U_{\Lambda_0} \) of \( \tilde{\Sigma} \) satisfying \( \Lambda_0 \subset U_{\Lambda_0} \) and \( (U_{\Lambda_0}, (\Lambda_0 + \bar{\Delta}_0)\mid U_{\Lambda_0}) \) is a normal crossing scheme over \( k \), we know that \( \Theta \cap \Lambda_0 \) is irreducible, \( \Phi = \Theta \cap \Lambda_0 \) and if \( \Theta' \in \text{comp}(\Delta_0) \) and \( \Phi = \Theta' \cap \Lambda_0 \), then \( \Theta' = \Theta \).

Similarly we know \( \Phi = \Theta \cap \Gamma \), since there exists an open subset \( U_{\Gamma} \) of \( \tilde{\Sigma} \) satisfying \( \Gamma \subset U_{\Gamma} \) and \( (U_{\Gamma}, (\Gamma + \bar{\Delta}_0)\mid U_{\Gamma}) \) is a normal crossing scheme over \( k \). If \( \Gamma \in \text{comp}(\nu^* \Delta) \), then it follows that \( \Phi \) is a stratum of the normal crossing divisor \( \nu^* \Delta \) of codimension two contained in \( \Lambda_0 \cap \Gamma \).

For any \( \Gamma \in \mathcal{L} \) and any irreducible component \( \Phi_{\Gamma} \) of \( \Lambda_0 \cap \Gamma \), we take the unique element \( \Theta_{\Phi_{\Gamma}} \in \text{comp}(\Delta_0) \) with \( \Phi_{\Gamma} = \Theta_{\Phi_{\Gamma}} \cap \Lambda_0 \). \( \Theta_{\Phi_{\Gamma}} \cap \Lambda_0 = \Theta_{\Phi_{\Gamma}} \cap \Gamma \). We take any element \( \Gamma_0 \in \text{comp}(\nu^* \Delta) \cap \mathcal{L} \). For any irreducible component \( \Phi_{\Gamma_0} \) of \( \Lambda_0 \cap \Gamma_0 \), \( \Theta_{\Phi_{\Gamma_0}} \cap \Lambda_0 = \Theta_{\Phi_{\Gamma_0}} \cap \Gamma_0 \).
We denote \( N = \{ \Phi \in \text{map}(L, \cup_{\Gamma \in L} \text{comp}(\Lambda_0 \cap \Gamma)) \mid \text{For any } \Gamma \in L, \Phi(\Gamma) \in \text{comp}(\Lambda_0 \cap \Gamma) \} \).

\[
\emptyset \neq \Lambda_0 \cap (\bigcap_{\Gamma \in L} \Gamma) = (\bigcap_{\Gamma \in L} (\Lambda_0 \cap \Gamma)) = (\bigcap_{\Gamma \in L} (\bigcup_{\Phi \in \text{comp}(\Lambda_0 \cap \Gamma)} \Phi(\Gamma))) = \bigcup_{\Phi \in \text{comp}(\Lambda_0 \cap \Gamma)} \Phi(\Gamma) = \bigcup_{\Phi \in \text{comp}(\Lambda_0 \cap \Gamma)} \bigcup_{\Gamma \in L} \Phi(\Gamma) = \bigcup_{\Phi \in \text{comp}(\Lambda_0 \cap \Gamma)} \bigcup_{\Gamma \in L} \Phi(\Gamma).
\]

Consider any reducible component \( \Psi \) of \( \Lambda_0 \cap (\bigcap_{\Gamma \in L} \Gamma) \) is a stratum of the normal crossing divisor \( \nu^* \Delta \) with \( \text{codim}(\Psi, \Sigma) \geq 2 \) and it is a stratum of \( \Gamma + \Delta_0 \) contained in \( \Gamma \) for any \( \Gamma \in L \cup \{ \Lambda_0 \} \).

We know that any irreducible component \( \Psi \) of \( \Lambda_0 \cap (\bigcap_{\Gamma \in L} \Gamma) \) is a stratum of the normal crossing divisor \( \nu^* \Delta \) with \( \text{codim}(\Psi, \Sigma) \geq 2 \) and it is a stratum of \( \Gamma + \Delta_0 \) contained in \( \Gamma \) for any \( \Gamma \in L \cup \{ \Lambda_0 \} \).

Consider any irreducible component \( \Psi \) of \( \Lambda_0 \cap (\bigcap_{\Gamma \in L} \Gamma) \). \( \Psi \) is a stratum of \( \nu^* \Delta \) with \( \text{codim}(\Psi, \Sigma) \geq 2 \). For any \( \Gamma \in L \cup \{ \Lambda_0 \} \), \( \Psi \subset \Gamma \). For any \( \Gamma \in \text{comp}(\bar{D}) \), \( \Psi \cap \Gamma = \emptyset \).

Let \( \nu_1 : \Sigma_1 \to \bar{\Sigma} \) denote the blowing-up with center in \( \Psi \). The morphism \( \nu_1 \) is an admissible blowing-up over \( \nu^* \Delta \). The composition \( \nu_1 \circ \nu_1 : \Sigma_1 \to \Sigma \) is an admissible composition of blowing-ups over \( \Delta \).

The exceptional divisor of \( \nu_1 \) is denoted by \( \Psi_1 \). \( \Psi_1 = \nu_1^{-1}(\Psi) \in \text{div}(\Sigma_1) \). For any closed irreducible subset \( \Phi \subset \bar{\Sigma} \) with \( \Phi \not\subset \Psi_1 \), \( \Phi \) is the closure of \( \nu_1^{-1}(\Phi - \Psi) \) in \( \Sigma_1 \). \( \Delta_1 \) is a closed irreducible subset \( \Phi \subset \Sigma_1 \). \( \Delta_1 \) is a closed irreducible subset \( \Phi \subset \Sigma_1 \). \( \nu_1(\Phi_1) = \Phi \), the induced morphism \( \nu_1 : \Phi_1 \to \Phi \) by \( \nu_1 \) is birational and \( \nu_1^{-1} : \nu_1^{-1}(\Phi) \to \Phi \) is an isomorphism.

For any prime divisor \( \Gamma \) of \( \bar{\Sigma} \), the strict transform of \( \Gamma \) by \( \nu_1 \) is equal to \( \Gamma_0 \).

For any \( \Gamma \in L \cup \{ \Lambda_0 \} \), \( \nu_1^* \Gamma = \Gamma_1 + \Psi_1 \). For any \( \Gamma \in \text{comp}(\bar{D}) \), \( \Psi \cap \Gamma = \emptyset \) and \( \nu_1^* \Gamma = \Gamma_1 \). We know that for any \( \Gamma \in \text{comp}(\bar{D}) \), \( \Gamma_1 \) is smooth.

Let

\[
D_1 = \sum_{\Gamma \in \text{comp}(\bar{D})} \Gamma_1 \in \text{div}(\Sigma_1) \text{ and } \Delta_{10} = \sum_{\Gamma \in \text{comp}(\nu_1^{-1}(\nu_1^* \Delta) - \text{comp}(D_1))} \Gamma \in \text{div}(\Sigma_1).
\]

The divisor \( D_1 \) is equal to the sum of strict transforms of elements in \( \text{comp}(\bar{D}) \) by \( \nu_1 \), \( \text{comp}(\nu_1^{-1}(\nu_1^* \Delta)) = \{ \Gamma_1 \mid \Gamma \in \text{comp}(\nu_1^{-1}(\nu_1^* \Delta)) \} \cup \{ \Psi_1 \}. \text{comp}(\Delta_{10}) = \{ \Gamma_1 \mid \Gamma \in \text{comp}(\Delta_{10}) \} \cup \{ \Psi_1 \}. \Psi_1 \subset \text{supp}(\Delta_{10}) = \nu_1^{-1}(\text{supp}(\Delta_{10})) \).

We would like to show that the pair \( \langle \tau_1 \nu_1, (\Sigma_1, (\nu_1^{-1}(\nu_1^* \Delta), \nu_1^* \xi) \rangle \) satisfies three conditions in the above four conditions (Z) except the last one. Recall that pair \( \langle \tau_1 \nu_1, (\Sigma, \nu^* \Delta, \nu^* \xi) \rangle \) satisfies the four conditions (Z).

By the just above we know that any component of \( D_1 \) is smooth.

Consider any \( \Lambda \in \text{comp}(\bar{D}) \). \( \Lambda_1 \in \text{comp}(D_1) \). We denote

\[
\bar{U}_\Lambda = \bar{\Sigma} - (\cup_{\Gamma \in \Delta_0, \Gamma \cap \Lambda = \emptyset} \Gamma) \text{ and } U_{1\Lambda} = \Sigma_1 - (\cup_{\Gamma \in \Delta_{10}, \Gamma \cap \Lambda = \emptyset} \Gamma).
\]

The pair \( \langle \bar{U}_\Lambda, (\Lambda + \Delta_0)/\bar{U}_\Lambda \rangle \) is a normal crossing scheme over \( k \). We take the unique element \( \chi \in \mathcal{X} \) such that \( \Lambda \) is the strict transform of \( \hat{\sigma}^* \text{Spec}(A/(z + \chi)A) \) by \( \tau \nu \). \( \Lambda_1 \) is the strict transform of \( \hat{\sigma}^* \text{Spec}(A/(z + \chi)A) \) by \( \tau \nu \). \( \text{supp}(\Lambda + \Delta_0) \cap \bar{U}_\Lambda = (\tau \nu)^{-1}(\text{supp}(\hat{\sigma}^* \text{Spec}(A/(z + \chi)A) + \pi^* \Delta')) \cap \bar{U}_\Lambda \).

For any \( \Gamma \in \text{comp}(\Delta_0) \) with \( \Gamma \cap \Lambda = \emptyset \), \( \Gamma_1 \in \text{comp}(\Delta_{10}) \), \( \Gamma_1 \cap \Lambda = \emptyset \) if \( \Gamma_1 = \nu_1^{-1}(\Gamma) \). We know \( \Lambda_1 \subset U_{1\Lambda} \subset \nu_1^{-1}(\bar{U}_\Lambda) \) and \( U_{1\Lambda} \neq \nu_1^{-1}(\bar{U}_\Lambda) \), if and only if, there exists \( \Gamma \in \Delta_0 \) with \( \Gamma \cap \Lambda \neq \emptyset \) and \( \Gamma_1 \cap \Lambda = \emptyset \).
\[\Lambda_1 \cup \Psi_1 = \nu_1^{-1}(\Lambda) \cup \Psi_1. \]  
\[\text{supp}(\Lambda_1 + \Delta_{10}) = \Lambda_1 \cup \text{supp}(\Delta_{10}) = \Lambda_1 \cup \Psi_1 \cup \text{supp}(\Delta_{10}) = \nu_1^{-1}(\Lambda) \cup \text{supp}(\Delta_{10}) = \nu_1^{-1}(\Lambda) \cup \nu_1^{-1}(\text{supp}(\Delta_0)) = \nu_1^{-1}(\Lambda \cup \text{supp}(\Delta_0)) = \nu_1^{-1}(\text{supp}(\Lambda + \Delta_0)).\]

\[\text{supp}(\Lambda_1 + \Delta_{10}) \cap \nu_1^{-1}(\bar{U}_\Lambda) = \nu_1^{-1}(\text{supp}(\Lambda + \Delta_0)) \cap \nu_1^{-1}(\bar{U}_\Lambda) = \nu_1^{-1}(\text{supp}(\Lambda + \Delta_0) \cap \bar{U}_\Lambda) = \nu_1^{-1}((\tau \nu_1)^{-1}(\text{supp}(\hat{\sigma}^* \text{Spec}(A/(z + \chi)A + \pi^* \bar{\Delta})) \cap \bar{U}_\Lambda) = (\tau \nu_1)^{-1}(\text{supp}(\hat{\sigma}^* \text{Spec}(A/(z + \chi)A + \pi^* \bar{\Delta})) \cap \nu_1^{-1}(\bar{U}_\Lambda).\]

We know that \(\text{supp}(\Lambda_1 + \Delta_{10}) \cap U_{1\Lambda} = (\tau \nu_1)^{-1}((\hat{\sigma}^* \text{Spec}(A/(z + \chi)A + \pi^* \bar{\Delta})) \cap \nu_1^{-1}(\bar{U}_\Lambda)).\)

We know that \((\nu_1^{-1}(\bar{U}_\Lambda), (\Lambda_1 + \Delta_{10})|U_{1\Lambda})\) is a normal crossing scheme over \(k\).

We know that if there does not exist \(\Gamma \in \Delta_{10}\) with \(\Gamma \cap \Lambda \neq \emptyset\) and \(\Gamma_1 \cap \Lambda_1 = \emptyset\), then \((U_{1\Lambda}, (\Lambda_1 + \Delta_{10})|U_{1\Lambda})\) is a normal crossing scheme over \(k\).

We consider the case where there exists \(\Gamma \in \Delta_{10}\) with \(\Gamma \cap \Lambda \neq \emptyset\) and \(\Gamma_1 \cap \Lambda_1 = \emptyset\). Take any \(\Gamma \in \Delta_{10}\) with \(\Gamma \cap \Lambda \neq \emptyset\) and \(\Gamma_1 \cap \Lambda_1 = \emptyset\). If \(\Gamma \cap \Lambda \not\subset \Psi\), then \(\Gamma_1 \cap \Lambda_1 \neq \emptyset\), \(\Gamma \cap \Lambda \subset \Psi\). Since \(\emptyset \neq \Gamma \cap \Lambda \subset \Psi \cup \Lambda\), \(\Lambda \in \mathcal{L} \cup \{A_0\}\). Since \(\text{codim}(\Psi, \Sigma) \geq 2\), we know \(\Gamma \cap \Lambda = \Psi\) and \(\text{codim}(\Psi, \Sigma) = 2\). We know that if \(\Gamma' \in \Delta_{10}\), \(\Gamma' \cap \Lambda \neq \emptyset\) and \(\Gamma_1 \cap \Lambda_1 = \emptyset\), then \(\Gamma' \cap \Lambda = \Psi\), since the pair \((U_{1\Lambda}, (\Lambda + \Delta_{10})|U_{1\Lambda})\) is a normal crossing scheme over \(k\). We know that \(U_{1\Lambda} = \nu_1^{-1}(\bar{U}_\Lambda) - \Gamma\) and we conclude \((U_{1\Lambda}, (\Lambda_1 + \Delta_{10})|U_{1\Lambda})\) is a normal crossing scheme over \(k\), if there exists \(\Gamma \in \Delta_{10}\) with \(\Gamma \cap \Lambda \neq \emptyset\) and \(\Gamma_1 \cap \Lambda_1 = \emptyset\).

We know that the pair \((U_{1\Lambda}, (\Lambda_1 + \Delta_{10})|U_{1\Lambda})\) is a normal crossing scheme over \(k\).

We know that the pair \((\tau \nu_1, (\Sigma_1, (\nu_1)^* \bar{\Delta}, (\nu_1)^* \xi))\) satisfies the first condition in the above four conditions (Z).

Consider any \(\Lambda \in \text{comp}(\bar{D})\) and any \(\Gamma \in \text{comp}(\bar{D})\) with \(\Lambda \neq \Gamma\). \(\Lambda \cap \Gamma \subset \text{supp}(\Delta_0)\), since the pair \((\tau_\nu, (\Sigma, \nu^* \bar{\Delta}, \nu^* \xi))\) satisfies the second condition of (Z). \(\Lambda_1 \cap \Gamma_1 \subset (\nu_1)^{-1}(\Lambda \cap \Gamma) \subset (\nu_1)^{-1}(\text{supp}(\Delta_0)) = \text{supp}(\Delta_{10}).\)

We know that the pair \((\tau \nu_1, (\Sigma_1, (\nu_1)^* \bar{\Delta}, (\nu_1)^* \xi))\) satisfies the second condition in the above four conditions (Z).

Consider any \(\hat{\Lambda} \in \text{comp}(\nu_1^* \bar{\Delta}) \cap \text{comp}(D_1)\) and any \(\hat{\Gamma} \in \text{comp}(\nu_1^* \bar{\Delta}) \cap \text{comp}(D_1)\) with \(\hat{\Lambda} \neq \hat{\Gamma}\). Since \(\hat{\Lambda} \in \text{comp}(D_1)\), \(\hat{\Lambda} \neq \Psi\) and there exists uniquely \(\Lambda \in \text{comp}(\bar{D})\) with \(\hat{\Lambda} = \Lambda_1\). We take the unique \(\Lambda \in \text{comp}(\bar{D})\) with \(\hat{\Lambda} = \Lambda_1\). Since \(\hat{\Lambda} \in \text{comp}(\nu_1^* \bar{\Delta})\), \(\Lambda \in \text{comp}(\nu^* \bar{\Delta})\), \(\Lambda \in \text{comp}(\nu^* \bar{\Delta}) \cap \text{comp}(\bar{D})\). Similarly, we know there exists uniquely \(\Gamma \in \text{comp}(\bar{D})\) with \(\hat{\Gamma} = \Gamma_1\). We take the unique \(\Gamma \in \text{comp}(\bar{D})\) with \(\hat{\Gamma} = \Gamma_1\). \(\Gamma \in \text{comp}(\nu^* \bar{\Delta}) \cap \text{comp}(\bar{D})\). Since \(\Lambda_1 = \hat{\Lambda} \neq \hat{\Gamma} = \Gamma_1\), \(\Lambda \neq \Gamma\). We know \(\Lambda \cap \Gamma = \emptyset\), since the pair \((\tau \nu, (\Sigma, \nu^* \bar{\Delta}, \nu^* \xi))\) satisfies the third condition of (Z). \(\hat{\Lambda} \cap \hat{\Gamma} = \Lambda_1 \cap \Gamma_1 \subset (\nu_1)^{-1}(\Lambda \cap \Gamma) = \emptyset\). We know \(\hat{\Lambda} \cap \hat{\Gamma} = \emptyset\).

We know that the pair \((\tau \nu_1, (\Sigma_1, (\nu_1)^* \bar{\Delta}, (\nu_1)^* \xi))\) satisfies the third condition in the above four conditions (Z).

We conclude that the pair \((\tau \nu_1, (\Sigma_1, (\nu_1)^* \bar{\Delta}, (\nu_1)^* \xi))\) satisfies three conditions in the above four conditions (Z) except the last one.

Recall that \(2 \leq \text{codim}(\Psi, \Sigma) \in \mathbb{Z}_0\). We know that there exists a subset \(\mathcal{M}\) of \(\mathcal{L}\) such that \(\mathcal{M} = \text{codim}(\Psi, \Sigma) - 1\) and \(\Psi\) is an irreducible component of \(\Lambda_0 \cap (\cap_{\mathcal{M}} \mathcal{M})\). We take any subset \(\mathcal{M}\) of \(\mathcal{L}\) satisfying these conditions.

Let \(\delta : \text{Spec}(\mathcal{O}_{\Sigma, [\Psi]}^\epsilon) \rightarrow \Sigma\) denote the canonical morphism, where \(\mathcal{O}_{\Sigma, [\Psi]}^\epsilon\) denotes the completion of the local ring of \(\Sigma\) at the generic point \([\Psi]\) of \(\Psi\). For simplicity we denote \(R = \mathcal{O}_{\Sigma, [\Psi]}^\epsilon\). There exists an element \(\xi \in M(R) - M(R)^2\) with \(\delta^* \Lambda_0 = \text{Spec}(R/\xi R)\). We take an element \(\xi \in M(R) - M(R)^2\) with \(\delta^* \Lambda_0 = \text{Spec}(R/\xi R)\). We
Know that there exist a parameter system $\tilde{P}$ of $R$ with $\tilde{z} \in \tilde{P}$, a bijective mapping $\tilde{y} : M \to \tilde{P} - \{\tilde{z}\}$, a mapping $\tilde{e} : M \to Z_+$ and a mapping $\tilde{u} : M \to R^s$ satisfying $\delta^* \Gamma = \text{Spec}(R/(\tilde{z} + \tilde{y}(\Gamma) \tilde{u}(\Gamma))R)$ for any $\Gamma \in M$. We take a parameter system $\tilde{P}$ of $R$ with $\tilde{z} \in \tilde{P}$, a bijective mapping $\tilde{y} : M \to \tilde{P} - \{\tilde{z}\}$, a mapping $\tilde{e} : M \to Z_+$ and a mapping $\tilde{u} : M \to R^s$ satisfying $\delta^* \Gamma = \text{Spec}(R/(\tilde{z} + \tilde{y}(\Gamma) \tilde{u}(\Gamma))R)$ for any $\Gamma \in M$. By calculation we know the following:

1. The following three conditions are equivalent:
   a. There exists an irreducible component $\Psi_{(1)}$ of $\Lambda_0 \cap (\cap_{\Gamma \in M} \Gamma_1)$ with $\nu_1(\Psi_{(1)}) = \Psi$.
   b. There exists uniquely an irreducible component $\Psi_{(1)}$ of $\Lambda_0 \cap (\cap_{\Gamma \in M} \Gamma_1)$ with $\nu_1(\Psi_{(1)}) = \Psi$.
   c. $\tilde{e}(\Gamma) \geq 2$ for some $\Gamma \in M$.

Below, we assume that $\tilde{e}(\Gamma) \geq 2$ for some $\Gamma \in M$ and $\Psi_{(1)}$ is the unique irreducible component of $\Lambda_0 \cap (\cap_{\Gamma \in M} \Gamma_1)$ with $\nu_1(\Psi_{(1)}) = \Psi$.

2. $\dim \Psi_{(1)} = \dim \Psi + \sharp\{\Gamma \in M | \tilde{e}(\Gamma) \geq 2\} - 1 \geq \dim \Psi$.
3. Assume that $\sharp\{\Gamma \in M | \tilde{e}(\Gamma) \geq 2\} = 1$. We take the unique element $\Gamma_0 \in M$ with $\tilde{e}(\Gamma_0) \geq 2$.
   - The intersection number of divisors $\Lambda_0$ and $\Gamma$, $\Gamma \in M$ at $\Psi$ is equal to $\tilde{e}(\Gamma_0)$.
   - The intersection number of divisors $\Lambda_0$ and $\Gamma_1$, $\Gamma \in M$ at $\Psi_{(1)}$ is equal to $\tilde{e}(\Gamma_0) - 1$.

We denote $Z_1 = \{\tilde{L} \subset \text{comp}(D_1) - \{\Lambda_0\} | \tilde{L} \cap \text{comp}(\nu_{\nu_1}^* \Delta) \neq \emptyset, \Lambda_0 \cap (\bigcap_{\Gamma \in \tilde{L}} \Gamma) \neq \emptyset\}$.

We denote the set of maximal elements of $Z$ by $Z_{\text{max}}$ and the set of maximal elements of $Z_1$ by $Z_{\text{max}}^1$.

We know the following:

1. $Z_1 = \emptyset \iff \Lambda_0 \cap \Gamma = \emptyset$ for any $\Gamma \in \text{comp}(\nu_{\nu_1}^* \Delta) \cap \text{comp}(D_1) \iff Z_{\text{max}} = \{\tilde{L} \}$, $\text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma)) = \{\Psi\}$ and $\Lambda_0 \cap \Gamma_1 = \emptyset$ for any $\Gamma \in \tilde{L}$.
2. If $\tilde{L} \in Z_{\text{max}}^1$ and $\Gamma_1 \notin \tilde{L}$ for any $\Gamma \in \tilde{L}$, then there exists uniquely an element $\tilde{L} \in Z_{\text{max}}$ with $\tilde{L} \neq \tilde{L}$ and $\tilde{L} = \{\Gamma_1 | \Gamma \in \tilde{L}\}$.
3. If $\tilde{L} \in Z_{\text{max}}^1$ and $\Gamma_1 \in \tilde{L}$ for some $\Gamma \in \tilde{L}$, then $\tilde{L} \subset \{\Gamma_1 | \Gamma \in \tilde{L}\}$.
4. Assume that there exists $\Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma))$ with $\Phi \neq \Psi$.
   - $\{\Gamma_1 | \Gamma \in \tilde{L}\} \in Z_{\text{max}}^1$.
   - For any $\Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma))$ with $\Phi \neq \Psi$, $\Phi \not\subset \Psi$ and $\Phi_1$ is the unique irreducible component $\Theta$ of $\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma_1)$ with $\nu_1(\Theta) = \Phi$. $\Phi_1 \not\subset \Psi_1$.
   - For any $\Theta \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma_1))$ with $\Theta \not\subset \Psi_1$, $\nu_1(\Theta) \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma_1))$, $\nu_1(\Theta) \neq \Psi$ and $\nu_1(\Theta)_1 = \Theta$.
5. If there exist $\tilde{L} \in Z_{\text{max}}^1$ and an irreducible component $\Psi_{(1)}$ of $\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma)$ with $\Psi_{(1)} \subset \Psi_1$, then $\tilde{L} \subset \{\Gamma_1 | \Gamma \in \tilde{L}\}$.
6. Consider any $\tilde{L} \in Z_{\text{max}}$ with $\tilde{L} \neq \tilde{L}$.
   - $\{\Gamma_1 | \Gamma \in \tilde{L}\} \in Z_{\text{max}}^1$.
   - For any $\Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma))$, $\Phi \not\subset \Psi$ and $\Phi_1$ is the unique irreducible component $\Theta$ of $\Lambda_0 \cap (\cap_{\Gamma \in \tilde{L}} \Gamma_1)$ with $\nu_1(\Theta) = \Phi$. $\Phi_1 \not\subset \Psi_1$. 
For any $\Theta \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma_1))$, $\nu_1(\Theta) \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))$, $\Theta \not\in \Psi$, $\nu_1(\Theta) \not\in \Psi$ and $\nu_1(\Theta)_1 = \Theta$

We denote
$$r = \max\{\text{codim}(\Phi, \tilde{\Sigma})|\tilde{\mathcal{L}} \in Z^\text{max}, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))\} \in \mathbb{Z}_+,$$

$$s = \sum_{\tilde{\mathcal{L}} \in Z^\text{max}, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))} \sum_{\text{codim}(\Phi, \tilde{\Sigma}) = r_{\tilde{\mathcal{L}}, \tilde{\mathcal{M}} = r - 1, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))}} \{\{\Lambda_0\} \cup \tilde{\mathcal{M}}; \Phi\} \in \mathbb{Z}_+.$$

Consider the case $Z_1 \neq \emptyset$. We denote
$$r_1 = \max\{\text{codim}(\Phi, \Sigma_1)|\tilde{\mathcal{L}} \in Z^\text{max}_1, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))\} \in \mathbb{Z}_+, \text{ and}

$$s_1 = \sum_{\tilde{\mathcal{L}} \in Z^\text{max}_1, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))} \sum_{\text{codim}(\Phi, \Sigma_1) = r_{1\tilde{\mathcal{L}}, \tilde{\mathcal{M}} = r_1 - 1, \Phi \in \text{comp}(\Lambda_0 \cap (\cap_{\Gamma \in \mathcal{E}} \Gamma))}} \{\{\Lambda_0\} \cup \tilde{\mathcal{M}}; \Phi\} \in \mathbb{Z}_+.$$ We know that if codim$(\Psi, \tilde{\Sigma}) = r$ and $Z_1 \neq \emptyset$, then $r_1 \leq r$, and $s_1 < s$ if $r_1 = r$.

By induction we conclude that there exists an admissible composition of blowing-ups $\nu_2 : \Sigma_2 \to \Sigma$ such that $\Lambda_{02} \cap \Gamma = \emptyset$ for any $\Gamma \in \text{comp}((\nu_2)^* \Delta) \cap \text{comp}(D_2)$, where $\Lambda_{02}$ denotes the strict transform of $\Lambda_0$ by $\nu_2$ and $D_2$ denotes the sum of strict transforms of elements in $\text{comp}(\tilde{D})$ by $\nu_2$. Note that $\Lambda_{02} \in \text{comp}(D_2)$.

We conclude that there exists an admissible composition of blowing-ups $\nu : \tilde{\Sigma} \to \Sigma$ over $\Delta$ such that the pair $(\tau\nu, (\tilde{\Sigma}, \nu^* \Delta, \nu^* \xi))$ satisfies three conditions in the above four conditions (Z) except the last one and it does not satisfy the last condition in (Z).

We consider the case where the pair $(\tau\nu, (\tilde{\Sigma}, \nu^* \Delta, \nu^* \xi))$ does not satisfy the last condition in (Z). There exists $\Lambda \in \text{comp}(\tilde{D}) - \text{comp}(\nu^* \Delta)$ such that $\Lambda \cap \Gamma = \emptyset$ for any $\Gamma \in \text{comp}(\nu^* \Delta) \cap \text{comp}(\tilde{D})$.

We take a non-empty maximal subset $\mathcal{K}$ of $\text{comp}(\tilde{D}) - \text{comp}(\nu^* \Delta)$ satisfying two conditions $\Lambda \cap \Gamma = \emptyset$ for any $\Lambda \in \mathcal{K}$ and any $\Gamma \in \text{comp}(\nu^* \Delta) \cap \text{comp}(\tilde{D})$, and $\Lambda \cap \Gamma = \emptyset$ for any $\Lambda \in \mathcal{K}$ and any $\Gamma \in \mathcal{K}$ with $\Lambda \neq \Gamma$. By maximality of $\mathcal{K}$, for any $\Lambda \in \text{comp}(\tilde{D})$, there exists an element $\Gamma \in \text{comp}(\nu^* \Delta) \cap \text{comp}(\tilde{D})$ satisfying $\Lambda \cap \Gamma \neq \emptyset$.

We put $\tilde{\Delta} = \nu^* \Delta + \sum_{\Lambda \in \mathcal{K}} \Lambda$. $\tilde{\Delta}$ is an effective divisor of $\tilde{\Sigma}$. $\text{supp}(\nu^* \tilde{\Delta}) \subset \text{supp}(\tilde{\Delta})$. $\text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D}) = (\text{comp}(\nu^* \Delta) \cap \text{comp}(\tilde{D})) \cup \mathcal{K}$. $\tilde{\xi}(\text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D})) < \tilde{\xi}(\text{comp}(\nu^* \Delta) \cap \text{comp}(\tilde{D}))$. For any $\Lambda \in \text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D})$ and any $\Gamma \in \text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D})$ satisfying $\Lambda \neq \Gamma$, $\Lambda \cap \Gamma = \emptyset$. For any $\Lambda \in \text{comp}(\tilde{D})$, there exists an element $\Gamma \in \text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D})$ satisfying $\Lambda \cap \Gamma \neq \emptyset$.

Consider any $\Lambda \in \mathcal{K}$. By the first condition in (Z) we know the following.

1. The component $\Lambda$ is smooth.

Let $\tilde{U}_\Lambda = \tilde{\Sigma} - (\cup_{\Gamma \in \text{comp}(\tilde{\Delta}_0), \Gamma \cap \Lambda = \emptyset} \Gamma) \subset \tilde{\Sigma}$. Note that the subset $\tilde{U}_\Lambda$ is open in $\tilde{\Sigma}$ and it contains $\Lambda$.

2. The pair $(\tilde{U}_\Lambda, (\Lambda + \tilde{\Delta}_0)|\tilde{U}_\Lambda)$ is a normal crossing scheme over $k$. 
We take the unique element \( \chi \in \mathcal{X} \cup \{0\} \) such that \( \Lambda \) is the strict transform of \( \tilde{\sigma}^* \text{Spec}(A/(z + \chi)A) \) by \( \tau \nu \).

(3) \( \text{supp}(\Lambda + \tilde{\Delta}_0) \cap \tilde{U}_\Lambda = (\tau \nu)^{-1}(\text{supp}(\tilde{\sigma}^* \text{Spec}(A/(z + \chi)A) + \pi^* \tilde{\Delta}) \cap \tilde{U}_\Lambda). \)

We know that \( \Delta \) has normal crossings and the pair \((\tilde{\Sigma}, \tilde{\Delta})\) is a normal crossing scheme over \( k \). \( \text{supp}(\nu^* \tilde{\Delta}) \subset \text{supp}(\tilde{\Delta}). \) \( (\nu^* \tilde{\Delta})_0 \subset (\tilde{\Delta})_0. \)

Consider any \( \beta \in (\nu^* \tilde{\Delta})_0. \)

\[ \text{comp}(\tilde{\Delta})(\beta) = \text{comp}(\nu^* \tilde{\Delta})(\beta), \quad U(\tilde{\Sigma}, \tilde{\Delta}, \beta) \subset U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \beta). \]

We put \( \tilde{\xi}_\beta(\Lambda) = \text{res}_{U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \beta)}^U(\tilde{\Sigma}, \tilde{\Delta}, \beta)(\nu^* \tilde{\xi})_\beta(\Lambda) \) for any \( \Lambda \in \text{comp}(\tilde{\Delta})(\beta) \) and we define a mapping \( \tilde{\xi}_\beta : \text{comp}(\tilde{\Delta})(\beta) \to \mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \tilde{\Delta}, \beta)). \) Obviously \( \tilde{\xi}_\beta \) is a coordinate system of \((\tilde{\Sigma}, \tilde{\Delta})\) at \( \beta. \)

Consider any \( \beta \in (\tilde{\Delta})_0 - (\nu^* \tilde{\Delta})_0. \)

We take any \( \alpha \in (\nu^* \tilde{\Delta})_0 \) with \( \beta \in U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha). \)

\[ \tilde{\delta}(\text{comp}(\tilde{\Delta})(\beta) \cap \text{comp}(\nu^* \tilde{\Delta})(\alpha)) + 1 = \tilde{\delta}(\text{comp}(\tilde{\Delta})(\beta)) = \tilde{\delta}(\text{comp}(\nu^* \tilde{\Delta})(\alpha)). \]

Consider the unique element \( \Lambda \in \text{comp}(\tilde{\Delta})(\beta) - \text{comp}(\nu^* \tilde{\Delta})(\alpha). \) \( \Lambda \in \mathcal{K} \subset \text{comp}(\tilde{\Delta}) - \text{comp}(\nu^* \tilde{\Delta}). \) \( \beta \in \bigcap \{ \Lambda \in U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha) \neq 0. \) We take the unique element \( \chi \in \mathcal{X} \cup \{0\} \) such that \( \Lambda \) is the strict transform of \( \tilde{\sigma}^* \text{Spec}(A/(z + \chi)A) \) by \( \tau \nu. \)

We know that there exists uniquely a pair of an element \( \lambda \in \mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha)) \) and a mapping \( c : \text{comp}(\nu^* \tilde{\Delta})(\alpha) \to \tilde{Z}_0 \) satisfying
\[ \text{res}_{U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha)}^U(\tilde{\Sigma}, \tilde{\Delta}, \alpha)(\nu^* \tilde{\xi})_\alpha(\Gamma) = \prod_{\Gamma \in \text{comp}(\nu^* \tilde{\Delta})(\alpha)} (\nu^* \tilde{\xi})_\alpha(\Gamma)^{e(\Gamma)}. \]

We take the unique pair of an element \( \lambda \in \mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha)) \) and a mapping \( c : \text{comp}(\nu^* \tilde{\Delta})(\alpha) \to \tilde{Z}_0 \) satisfying this equality. We know that \( \Lambda \cap U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha) = \text{Spec}(\mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha))/\mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha))). \) We put \( \tilde{\xi}_\lambda(\Lambda) = \text{res}_{U(\tilde{\Sigma}, \nu^* \tilde{\Delta}, \alpha)}^U(\tilde{\Sigma}, \tilde{\Delta}, \alpha)(\lambda). \)

We have a mapping \( \tilde{\xi}_\lambda : \text{comp}(\tilde{\Delta})(\beta) \to \mathcal{O}_{\tilde{\Sigma}}(U(\tilde{\Sigma}, \tilde{\Delta}, \beta)). \) We know that \( \tilde{\xi}_\lambda \) is a coordinate system of \((\tilde{\Sigma}, \tilde{\Delta})\) at \( \beta. \)

Let \( \tilde{\xi} = \{ \tilde{\xi}|_\beta \in (\tilde{\Delta})_0 \}. \) The set \( \tilde{\xi} \) is a coordinate system of \((\tilde{\Sigma}, \tilde{\Delta})\) and it is an extension of \( \nu^* \tilde{\xi}. \)

The morphism \( \tau \nu : \tilde{\Sigma} \to \tilde{\Sigma} \) is a weakly admissible composition of blowing-ups over \((\tilde{\Delta}, \tilde{\xi}). \) The coordinated normal crossing scheme \((\Sigma, \Delta, \xi)\) is an extended pullback of \((\tilde{\Sigma}, \tilde{\Delta}, \tilde{\xi})\) by \( \tau \nu. \) The triplet \((\tau, (\Sigma, \Delta, \xi), D)\) satisfies the five conditions \((Z). \)

By induction on \( \text{comp}(D) - \text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D}) \) we know that there exists a triplet \((\tau, (\Sigma, \Delta, \xi), D)\) satisfying the above five conditions \((Z) \) and \( \tilde{\delta}(\text{comp}(\tilde{\Delta}) \cap \text{comp}(\tilde{D})) = \text{rel}(\nu^* \tilde{\Delta}) \).

We conclude that Theorem 4.6 holds, if \( \mathcal{X} \notin \{0\}. \)

We know that Theorem 4.6 holds in all cases.
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