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ABSTRACT: In this work we derive three sets of non-perturbative fragmentation functions, with uncertainties, for $B$-hadrons, $J/\psi$'s and muons resulting from semileptonic $B$ decays. All three sets are with next-to-next-to leading order accuracy and include next-to-next-to leading logarithmic soft gluon resummation. The novel feature of these new sets is that they are fully consistent with our formalism for next-to-next-to leading order (NNLO) calculations for final states with identified $B$, $J/\psi$ or a $\mu$. We employ the fragmentation functions derived in this work to make state of the art predictions for such final states in $t\bar{t}$ events at the LHC. A special emphasis is placed on observables sensitive to the top quark mass. The present work opens the door for many LHC applications, like, open $B$ production or $B$ production in association with bosons.
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1 Introduction

Studies of identified hadrons containing a heavy flavor (i.e. a valence $b$ or $c$ quark) have a long history. Indeed, calculations with next to leading order (NLO) QCD accuracy, including resummation of collinear and soft logarithms at next-to-leading logarithmic accuracy, have been compared to data from lepton and/or hadron colliders for almost three decades [1–15]. Increasing the accuracy of theoretical predictions beyond NLO in QCD has been a longstanding goal, see for example ref. [5]. A first step in this direction was the calculation of the massless coefficient functions for $e^+e^-$ colliders [16–19]. The resummation of soft and collinear logarithms has been possible for at least a decade with the derivation of certain process-independent ingredients like the heavy quark perturbative fragmentation function (PFF) [20, 21], the time-like splitting functions [22–24] and soft anomalous dimensions [25–27]. Public codes implementing these results exist [28, 29]. Combined, these results have
made it possible to extract the fragmentation function (FF) for heavy quarks from $e^+e^-$ collisions with next-to-next-to leading order (NNLO) accuracy and with resummed soft and collinear logs to next-to-next-to leading logarithmic (NNLL) accuracy [30–32]. Ideas about heavy flavor fragmentation that do not involve data fits have also been put forward [33, 34]. Heavy flavor production in a jet has also received a lot of attention [35–39].

Progress towards applying these results at other processes (like the LHC) have been hampered by the lack of process-dependent coefficient functions with NNLO accuracy. First step in this direction was undertaken only very recently [40] where a numerical method for the calculation of the coefficient functions at NNLO in any process was developed and applied to $b$-fragmentation in $t\bar{t}$ production and decay at the LHC.

Interesting parallels can be made with the field of light-flavor fragmentation which historically has been developed largely independently from that of heavy flavor fragmentation, despite the many similarities, common features and ingredients between the two. A number of sets of light flavor fragmentation functions exist, mostly at NLO but also more recently at NNLO QCD [41–56]. Just like in the case of heavy flavor fragmentation, progress towards their application to other processes has been rather restricted due to the lack of NNLO-accurate process-dependent coefficient functions. The development of ref. [40] should allow for the calculation of coefficient functions with full flexibility, broadening the past practice of exclusively using analytical calculations which, despite their many useful features, are restricted to a small class of very inclusive observables.

The calculation of ref. [40] has utilized non-perturbative fragmentation functions (NPFF) extracted previously. While this made it possible to present predictions for specific realistic observables at the LHC, the predictions were not ideal since, as explained there, the NPFFs used in ref. [40] were not fully consistent with the calculation of the perturbative part. Although such a mismatch is numerically small, a consistent program for NNLO predictions for processes with identified $B$ hadrons requires the use of a consistently extracted set of NPFFs.

The main goal of this article is to extract such a set from the available $e^+e^-$ data. As a first application, and building upon the large body of literature [57–66], in this work we also provide NNLO QCD accurate predictions for a set of realistic $b$-fragmentation observables in $t\bar{t}$ events at the LHC. A particular emphasis is placed on observables sensitive to the value of the top quark mass. Indeed, the current work allows for the first time to perform extractions of $m_t$ from this class of observables with full NNLO QCD accuracy. A second novel feature of this work is that we consider observables constructed not only at the level of $b$-flavored hadrons but also for their decay products: $J/\psi$ and muons from semileptonic $B$ decays.

This work is organized as follows: in section 2 we present the main result of this work, namely, the extraction of NNLO-accurate NPFFs for $B$-hadrons and $J/\psi$ and soft muons resulting from $B$-decays. Theoretical aspects of this extraction related to the treatment of coefficient functions, perturbative fragmentation functions and soft-gluon resummation are given in, respectively, sections 2.1, 2.2 and 2.3; the global fit of NPFF for $B$-hadrons from $e^+e^-$ data is presented in section 2.4 while section 2.5 presents the derivation of NNLO-accurate NPFFs for $J/\psi$ and $\mu$. Section 3 is devoted to phenomenological applications of
the newly derived NPFFs, in particular, for state-of-the-art predictions for precision \( m_t \) determination at the LHC. Some lengthier expressions related to soft-gluon resummation are collected in appendix A while appendix B presents extraction of \( B \) NPFF from one dataset at a time. Our conclusions are summarized in section 4.

2 Extraction of NNLO \( B \)-fragmentation functions from \( e^+e^- \) data

The main source of data on \( b \)-fragmentation at present are measurements of \( b \)-flavored hadrons in \( e^+e^- \) collisions at \( E_{\text{c.m.}} = m_Z \). What is measured is the energy distribution of \( b \)-flavored hadrons \( B \). Throughout this work we denote this energy through the dimensionless variable \( z = E/E_{\text{max}} \). The relevant cross-section can be written as

\[
\frac{d\sigma_B(m_b, z)}{dz} = \sum_i \left\{ \frac{d\sigma_i(\mu_{Fr}, z)}{dz} \otimes D_{i\rightarrow B}(\mu_{Fr}, m_b, z) \right\}(z) + \mathcal{O}(m_b^2), \tag{2.1}
\]

where \( \otimes \) denotes the usual integral convolution, \( \mu_{Fr} \) is the factorization scale associated with the fragmentation function, \( m_b \) is the pole mass of the \( b \) quark and the index \( i \) runs over all partons that can contribute. Typically, one includes the heavy flavor (\( b \) and \( \bar{b} \) in this case), all lighter flavors and antiflavors as well as the gluon. Heavier quarks (top in this case) are not included. Further details can be found in ref. [40].

The process-independent set of fragmentation functions \( D_{i\rightarrow B} \) can be further factorized into perturbative and non-perturbative components

\[
D_{i\rightarrow B}(\mu_{Fr}, m_b, z) = \left\{ D_{i\rightarrow b}(\mu_{Fr}, m_b, z) \otimes D_{NP \rightarrow B}(z) \right\}(z). \tag{2.2}
\]

The scale \( \mu_{Fr} \) appearing in the above equations sets the scale at which the perturbative fragmentation process \( i \rightarrow b \) takes place. The only other scale on which \( D_{i\rightarrow b} \) depends is the mass \( m_b \) of the heavy quark, suggesting \( \mu_{Fr} \sim m_b \) as the natural choice. On the other hand, the partonic cross sections also depend on the scale \( \mu_{Fr} \), suggesting it should be of the order of the hard scale in the process i.e. \( \mu_{Fr} \sim m_Z \gg m_b \). This hierarchy of scales introduces large collinear logarithms to all orders of the strong coupling constant. These logs are resummed with the help of the DGLAP evolution equations which the functions \( D_{i\rightarrow b} \) satisfy.

One of the main goals of this work is to provide a fit from \( e^+e^- \) data of the non-perturbative fragmentation function \( D_{NP \rightarrow B}^{NP} \) for the fragmentation of a \( b \)-quark into a \( B \)-hadron. The function \( D_{NP \rightarrow B}^{NP} \) is fully defined only once the perturbative cross-section \( d\sigma_i/dz \) and the perturbative fragmentation function \( D_{i\rightarrow b} \) have been fully specified, to which we turn next.

2.1 Treatment of the coefficient functions

In this work we have utilized the analytically known through NNLO massless partonic cross-sections \( d\sigma_i/dz \) [16–19]. As indicated in eq. (2.1), the use of massless coefficient functions leads to missing power corrections \( \mathcal{O}(m_b^2) \) which are negligible for all kinematics except for very small \( z \). On the other hand, the mass-independent term and associated
logarithms $\ln^n(m_b^2/m_Z^2)$ are correctly accounted for by eq. (2.1). We have resummed soft-gluon logarithms in the coefficient functions through NNLL following the approach of ref. [25]. The resummation follows the standard Mellin space approach with $N$ being the Mellin variable conjugated to $z$. In the soft limit $z \to 1$ (i.e. $N \to \infty$) the cross-section further factorizes as
\[
\sigma_b(N) = H(\alpha_S) \exp \left[ G(N, \alpha_S) \right] + \mathcal{O}(1/N).
\]
(2.3)
The explicit expressions for the function $G$ (through NNLL) and for the hard function $H$ (through NNLO) can be found in appendix A.2. The complete resummed expression requires the matching of the above result with the exact fixed order result. Usually this is done through the so-called additive matching procedure where the resummed result takes the form
\[
\sigma_b(N) = H(\alpha_S) \exp \left[ G(N, \alpha_S) \right] + M(N, \alpha_S),
\]
(2.4)
where the function $M$ contains only $\mathcal{O}(1/N)$ terms and is defined in such a way that the expression in eq. (2.4), when expanded through NNLO, coincides with the Mellin transform of the coefficient function $d\sigma_b/dz$.

In this work we use a different, multiplicative, version of the above matching procedure, where the resummed and matched cross-section reads
\[
\sigma_b(N) = \left( H(\alpha_S) + \tilde{M}(N, \alpha_S) \right) \exp \left[ G(N, \alpha_S) \right].
\]
(2.5)
The function $\tilde{M}$ above is defined from the same requirement as the function $M$ appearing in the additive approach. The multiplicative and additive versions differ only beyond NNLO. The main reason we choose to work with the multiplicatively matched resummed version is that for $z \to 1$ the resummed cross-section does not become negative, see section 2.3 for details.

Finally, any $N$-space result needs to be inverted back to $z$-space. To this end we utilize the Minimal Prescription of ref. [67].

### 2.2 Treatment of the perturbative fragmentation function

The perturbative fragmentation function $D_{i \to b}$ can be further factorized as follows
\[
D_{i \to b}(\mu_{Fr}, m, z) = \left\{ \sum_j E_{i \to j}(\mu_{Fr}, \mu_{Fr,0}, z) \otimes D_{j \to b}^{\text{ini}}(\mu_{Fr,0}, m, z) \right\}(z),
\]
(2.6)
where the index $j$ runs over all partons that contribute above the new arbitrary scale $\mu_{Fr,0}$. The standard choice for this scale, which we also adopt in this work, is $\mu_{Fr,0} = m_b$. This avoids large logarithms in $D_{j \to b}^{\text{ini}}$. Instead, because $\mu_{Fr,0} \ll \mu_{Fr}$, $E_{i \to j}$ contains large logarithms which need to be resummed.

The evolution factor $E_{i \to j}$ is standard; it satisfies the DGLAP evolution equation with a trivial boundary condition. In particular, it does not require soft gluon resummation. In our implementation we take this factor from the public code APFEL [28] where timelike evolution is implemented through NNLO. We do not restrict our implementation to the flavor non-singlet combination $(b - \bar{b})$ but include all partonic contributions.
The non-trivial information about the PFF at the scale \( \mu_{F_r,0} \sim m_b \) is contained within the initial condition \( D_{\mu_{F_r,0}}^{\text{ini}} \). In the case \( j = b \) (i.e. the transition \( b \rightarrow b \)), the function \( D_{\mu_{F_r,0}}^{\text{ini}} \) contains terms that are enhanced in the soft-limit and thus require soft-gluon resummation. This has been first discussed in ref. [25] through NLL and extended to NNLL in ref. [27]. Similarly to the case of the coefficient function discussed above, we implement the soft-gluon resummation of the initial condition through a multiplicative matching

\[
D_{\mu_{F_r,0}}^{\text{ini}}(m_b, N) = \left( H_{\text{ini}}^{\text{ini}}(m_b, \alpha_S) + \tilde{M}_{\text{ini}}^{\text{ini}}(m_b, N, \alpha_S) \right) \exp \left[ G_{\text{ini}}^{\text{ini}}(m_b, N, \alpha_S) \right] . \tag{2.7}
\]

For brevity, we have not shown the dependence on \( \mu_{F_r,0} \) in the above equation. Further discussion of the soft gluon resummation is given in section 2.3. The explicit expressions for the functions \( G_{\text{ini}}^{\text{ini}} \) and \( H_{\text{ini}}^{\text{ini}} \), through NNLL and NNLO respectively, can be found in appendix A.1.

### 2.3 Implementation of the soft gluon resummation

There are subtleties in the implementation of the soft gluon resummation of \( D_{\mu_{F_r,0}}^{\text{ini}} \) related to the decoupling of the heavy flavor \( b \), which require a more detailed discussion. Let us start by recalling the “master” resummation formula for \( D_{\mu_{F_r,0}}^{\text{ini}} \) [25]

\[
D_{\mu_{F_r,0}}^{\text{ini}}(\mu_{F_r,0}, m_b, N) \sim \exp \int_0^1 dz \frac{z^{N-1} - 1}{1 - z} \left( \int_{\mu_{F_r,0}^2}^{\mu_{F_r,0}^2} \frac{dk^2}{k^2} A \left( \alpha_S(k^2) \right) + D \left( \alpha_S((1-z)^2 m_b^2) \right) \right) + \mathcal{O}(1/N) . \tag{2.8}
\]

The function \( D \) is often denoted as \( H \) in the literature; we refrain from using this notation here since it can lead to confusion with the generic notation \( H \) for the hard matching function.

Fixing \( \mu_{F_r,0} \geq m_b \) for convenience, the scale \( k^2 \) of the running coupling in the function \( A \) above takes values both below and above the mass \( m_b \) of the heavy quark \( b \). The scale \((1-z)^2 m_b^2\) that enters the wide-angle emission function \( D \) never exceeds \( m_b^2 \). With this in mind, and following eq. (2.7), we write the above master expression in the following way

\[
D_{\mu_{F_r,0}}^{\text{ini}}(\mu_{F_r,0}, m_b, N) = H_{\text{ini}}^{\text{ini}} \exp \left[ G_{\text{ini}}^{\text{ini}} \right] C_{\text{dec}}(\mu_{\text{th}} = m_b, m_b) + \mathcal{O}(1/N) . \tag{2.9}
\]

The l.h.s. of the above equation is evaluated at a scale \( \mu_{F_r,0} \) which implies that it is considered in a theory with \( n_f = n_l + 1 \) active flavors where the heavy flavor is considered active. In contrast, some of the terms in the r.h.s. of eq. (2.9) are defined in a theory with \( n_f = n_l \) active flavors. Therefore, care must be taken that the final expression for the r.h.s. of eq. (2.9) as a whole is converted to a theory with \( n_f = n_l + 1 \) active flavors. In the following we explain how this is done as well as the meaning of each term.

The hard matching function contains terms that behave as constant in the limit \( N \rightarrow \infty \). It has the following expansion

\[
H_{\text{ini}}^{\text{ini}} = \sum_{i=0} \left( \frac{\alpha_S(\mu_{R,0})}{2\pi} \right)^i H_i^{\text{ini}} . \tag{2.10}
\]

The coefficients \( H_i^{\text{ini}}, i = 0, 1, 2 \) can be found in appendix A.1.
The Sudakov exponent $G^{ini}$ can be written as

$$G^{ini} = \int_0^1 dz \frac{z^{N-1} - 1}{1 - z} \int_{m_b^2}^{\mu_{F,r,0}^2} \frac{dk^2}{k^2} A' \left( \alpha_S(k^2) \right)$$

$$+ \int_0^1 dz \frac{z^{N-1} - 1}{1 - z} \left( \int_{(1-z)^2m_b^2}^{m_b^2} \frac{dk^2}{k^2} A \left( \alpha_S^{(n)}(k^2) \right) + D \left( \alpha_S^{(n)}((1-z)^2m_b^2) \right) \right),$$

with anomalous dimensions $A$ and $D$ defined through the following expansions

$$A^{(i)}(a) = \sum_{i=1}^{\infty} \left( \frac{a}{\pi} \right)^i A_i,$$

$$D(a) = \sum_{i=1}^{\infty} \left( \frac{a}{\pi} \right)^i D_i.$$

Throughout this work, all quantities denoted with a prime are defined in a theory with $n_f = n_l + 1$ active flavors, while quantities without primes are in a theory with $n_f = n_l$ active flavors. Similarly, $\alpha_S^{(n)}$ is the coupling in a theory with $n_f = n_l$ active flavors while $\alpha_S$ is the one in a theory with $n_f = n_l + 1$ active flavors. The explicit expressions can be found in appendix A.1.

The term in the first line of eq. (2.11) is defined above the flavor threshold $\mu_{th} = m_b$, i.e. in a theory with $n_f = n_l + 1$ active flavors. In contrast, the term in the second line of that equation is defined below $\mu_{th} = m_b$, i.e. in a theory with $n_f = n_l$ active flavors. Upon its evaluation (discussed below) it needs to be converted to a theory with $n_l$ active flavors. This is achieved with the help of the decoupling relations for the strong coupling constant [68–71] and the decoupling constant $C_{dec}(\mu_{th}, m_b)$ relating the fragmentation function $D_{b \to b}^{ini}$ between theories with $n_l$ and $n_l + 1$ active flavors. Schematically, the latter relation takes the following form

$$D_{b \to b}^{ini(n_f = n_l + 1)}(\mu_{F,r,0} = \mu_{th}, m_b) = C_{dec}(\mu_{th}, m_b) D_{b \to b}^{ini(n_f = n_l = 1)}(\mu_{F,r,0} = \mu_{th}, m_b).$$

The decoupling coefficient $C_{dec}$ depends on the scales $\mu_{th}$ and $m_b$. Since, as indicated in eq. (2.9), we have chosen the threshold to be at $\mu_{th} = m_b$ in this work we only need $C_{dec}$ for this value of $\mu_{th}$. The matching coefficient is known through NNLO [72]. In this work we are only interested in its $z \to 1$ limit

$$C_{dec}(\mu_{th}, m_b) = 1 + \left( \frac{\alpha_S(\mu_{R,b})}{2\pi} \right)^2 C_F T_F$$

$$\times \ln(N) \left[ -\frac{2}{3} \ln^2 \left( \frac{m_b^2}{\mu_{th}} \right) - \frac{20}{9} \ln \left( \frac{m_b^2}{\mu_{th}^2} \right) - \frac{56}{27} \right] + O(N^0).$$

We will not be concerned with the explicit expression for the $N$-independent constant term above since we have absorbed it into the hard matching coefficient $H_2^{ini}$, see eq. (2.9).

The agreement between the NNLO expansion of the resummation formula eq. (2.9) and the direct fixed order calculation of $D_{b \to b}^{ini}$ represents a non-trivial consistency check between the soft-gluon resummation formalism, the anomalous dimension $D_2$ (which is
specific to $D^{\text{ini}}$) computed in ref. [27] with the help of two independent approaches and the decoupling coefficient $C_{\text{dec}}$ derived in ref. [72]. On the other hand, given $C_{\text{dec}}$ has been extracted from $D^{\text{ini}}_{k-b}$ itself, one may wonder how strong this consistency check is. To that end, in the following we invoke another independent argument confirming the result (2.15) for $C_{\text{dec}}$.

Since we are only interested in the strict soft limit $z \to 1$, one may exploit the relationship between parton distribution functions (PDF) and FF in this limit [27] to confirm the decoupling relation (2.15) from the known decoupling relations for PDF [73]. One difference between the case of heavy flavor FF we study in this work and PDF for heavy flavor production is that the literature on PDF almost exclusively deals with the case when “intrinsic” heavy flavor is not present (“intrinsic” heavy flavor would be the direct analogue of heavy flavor FF). The results of ref. [73] are derived in this context.

The results of ref. [73] are sufficient to address the question of interest here. Recall that we are interested in the double limit $z \to 1$ (which corresponds to the limit $x \to 1$ for PDF) and $m_b \to 0$ where all power corrections $O(m_b^\alpha)$ are neglected. In this double limit one expects that the “valence” heavy and light quarks behave the same way, i.e. any (cut) loop corrections involving heavy quarks affect them equally. From this one may conclude that the decoupling constant relevant for the heavy quark is the same as the one for the light quarks. From the results of ref. [73] one can see that it is the operator matrix element $A^{\text{NS},(2)}_{\text{qq},H}$ which describes the decoupling of both the non-singlet and the singlet quark densities in the soft limit. One can easily see than in the limit $x \to 1$ the terms $\sim 1/(1-x)_+$ in $A^{\text{NS},(2)}_{\text{qq},H}$ are identical to $C_{\text{dec}}$ in (2.15). In fact, at NNLO, the argument that the “valence” heavy and light quarks behave the same way can also be extended to a “valence” gluon upon the replacement of overall color factors. Indeed, the terms $\sim 1/(1-x)_+$ in the diagonal matrix element $A^{\text{S},(2)}_{gg,H}$ coincide with the ones in $A^{\text{NS},(2)}_{\text{qq},H}$ after the color factor replacement $C_A \to C_F$.

Regarding our numerical implementation, we do not resum the $\ln(N)$ term in $C_{\text{dec}}$ since, as it has been pointed out in ref. [72], it is of UV origin. Similar approach to this term has been taken in ref. [31]. We have checked that the numerical contribution from this term is very small, less than 1% of the hard matching function $H^{\text{ini}}$ for $N < 450$.

The evaluation of the integrals in eq. (2.11) is standard: one first performs the integration over $k^2$ via a change of variables from $k^2$ to $\alpha_S(k^2)$ (first line) or $\alpha_S^{(n)}(k^2)$ (second line), perturbatively expanding the integrand in $\alpha_S$. This transforms the integrands into sums of powers of $\alpha_S$, which can be integrated trivially. The result of the integral over $k^2$ on the first line of eq. (2.11) is independent of $z$, so the integral over $z$ on the same line can also be performed trivially. The result of the integral over $k^2$ on the second line, however, is expressed in terms of $\alpha_S^{(n)}(1-z)^2m_b^2$. The integral over $z$ is performed by another change of variables from $z$ to $\alpha_S^{(n)}((1-z)^2m_b^2)$, perturbatively expanding the integrand in $\alpha_S^{(n)}((1-z)^2m_b^2)$. The handling of the term $z^{N-1} - 1$ through NNLL accuracy can be found in appendix A of ref. [74]. This procedure yields a result for eq. (2.11) which is expressed in terms of $\alpha_S(m_b^2)$, $\alpha_S(\mu_{F,0}^2)$, $\alpha_S^{(n)}(m_b^2/N^2)$ and $\alpha_S^{(n)}(m_b^2)$, all of which are re-expressed perturbatively in terms of $\alpha_S(\mu_{F,0}^2)$, using the decoupling relations for the strong coupling constant [68–71] to replace $\alpha_S^{(n)}(m_b^2)$ with $\alpha_S(m_b^2)$. As a result, one arrives at the following
The depth of the expansion of the functions $g_i$ contain terms of the form $\ln^i(1-2\lambda)/(1-2\lambda)^k$ which become singular for $\lambda = 1/2$. In terms of the Mellin variable $N$, this corresponds to a singularity at $N = N_L \approx 34$. While such singularities can be consistently treated within the Minimal Prescription approach [67] for inverting resummed expressions from $N$ to $z$ space, it is known that such resummed expressions tend to become negative for large values of $z$. This, in turn, may reduce the usefulness of the soft gluon resummation. Ref. [10] has introduced a way around this issue, based on remapping the Mellin variable $N$ in the soft-gluon resummed exponent

$$N \rightarrow N \frac{1 + f/N_L}{1 + f N/N_L}.$$ 

The parameter $f$ is chosen to have a value $f = 1.25$.

Given the importance of the large $z$ region and the NNLO+NNLL precision of our work, we have found it important to reanalyse the above issues. In fact, we propose another prescription, where the function $G^{ini}$ is truncated in an expansion around $\lambda = 0$

$$G^{ini}(N, \alpha_s) =
\begin{align*}
g_{1,2} \alpha_s \ln^2(N) + g_{1,3} \alpha_s^2 \ln^3(N) + g_{1,4} \alpha_s^3 \ln^4(N) + g_{1,5} \alpha_s^4 \ln^5(N) + g_{1,6} \alpha_s^5 \ln^6(N) \\
+ g_{2,1} \alpha_s \ln(N) + g_{2,2} \alpha_s^2 \ln^2(N) + g_{2,3} \alpha_s^3 \ln^3(N) + g_{2,4} \alpha_s^4 \ln^4(N) \\
+ g_{3,1} \alpha_s^2 \ln(N) + g_{3,2} \alpha_s^3 \ln^2(N),
\end{align*}

(2.18)

where $g_{i,j}$ is the coefficient of $\ln^j(N)$ in the expansion of the function $g_i$ around $\lambda = 0$:

$$g_i(\lambda) = \sum_{j=1}^{\infty} g_{i,j} \alpha_s^j \ln^j(N), \quad g_{1,1} = 0.$$ 

(2.19)

The depth of the expansion of the functions $g_1, g_2$ and $g_3$ in eq. (2.18) is sufficient for NNLL accuracy as we now explain.

Define the $\mathcal{N}^{\text{LL}}$ accurate truncation

$$G^{ini}(N, \alpha_s) \bigg|_{\mathcal{N}^{\text{LL}}} = \sum_{i=1}^{n+1} \alpha_s^{i-2} g_i(\lambda),$$

(2.20)

with

$$\exp \left[ G^{ini}(N, \alpha_s) \bigg|_{\mathcal{N}^{\text{LL}}} \right] = 1 + \sum_{i=1}^{\infty} \sum_{k=1}^{2i} c_{i,k} \alpha_s^k \ln^k(N),$$

(2.21)

where $c_{i,k}$ are polynomial in $g_{i,j}, i \leq n+1$. 

\[\text{(2.16)}\]
At $N^{n+1}$LL accuracy, the coefficients $c_{l,k}$ with $k < 2(l - n)$ depend on $g_{n+2,j}$. Indeed, write

$$\exp\left[G^{\text{ini}}(N, \alpha_S)\right]_{N^{n+1}\text{LL}} = \exp\left[G^{\text{ini}}(N, \alpha_S)\right]_{N^n\text{LL}} \exp[\alpha_S^n g_{n+2}] .$$

(2.22)

The LL term $(g_{1,2} \alpha_S \ln^2(N))^{l-n-1}/(l-n-1)!$ of the expansion of $\exp\left[G^{\text{ini}}(N, \alpha_S)\right]_{N^n\text{LL}}$ enhances the $N^{n+1}\text{LL}$ term $\alpha_S^n g_{n+2} \alpha_S \ln(N)$ of the expansion of $\exp[\alpha_S^n g_{n+2}]$ to contribute

$$g_{1,2}^{l-n} g_{n+2,1} \alpha_S^{2(l-n)-1} \ln(l-n-1)! ,$$

(2.23)

to $\exp\left[G^{\text{ini}}(N, \alpha_S)\right]_{N^{n+1}\text{LL}}$. Hence, $c_{l,2(l-n)-1}$ contains the term $g_{1,2}^{l-n-1} g_{n+2,1}/(l-n-1)!$. Similar arguments apply for $c_{l,k}$ with $k < 2(l - n) - 1$.

Since $c_{l,k}$ with $k < 2(l - n)$ requires $N^{n+1}$LL resummation, the $N^n$LL resummed expression is correct at most for coefficients $c_{l,k}$ with $k \geq 2(l - n)$. Furthermore, two expressions that only differ in the coefficients $c_{l,k}$ with $k < 2(l - n)$ have the same $N^n$LL accuracy. Hence, any coefficient $g_{l,j}$ that does not contribute to $c_{l,k}$ with $k \geq 2(l - n)$ but contributes to $k < 2(l - n)$ is irrelevant for $N^n$LL accuracy and can be modified at will. The maximal $k$ of $c_{l,k}$ to which $g_{l,j}$ contributes, is determined similarly as above eq. (2.23) by considering LL enhancement

$$(g_{1,2} \alpha_S \ln^2(N))^{l-i-j+2} g_{l,j} \alpha_S^{2(i+j)} \ln^2(N) = g_{1,2}^{l-i-j+2} g_{l,j} \alpha_S^{2(l-i-j)} \ln(N) .$$

(2.24)

Thus, if

$$2(l - i + 2) - j < 2(l - n) \iff j > 2(n - i + 2) ,$$

(2.25)

then $g_{l,j}$ is irrelevant for $N^n$LL resummation. In our prescription, we simply set such $g_{l,j}$ to zero, which results in eq. (2.18) for $n = 2$. Notice finally that, owing to the negative sign of all coefficients $g_{1,j}$, the numeric inversion of the resummed $D^{\text{ini}}$ within the expanded prescription is unproblematic.

The Landau pole discussed above is not specific to $D^{\text{ini}}$. From the results in appendix A.2 one can see that it is also present in the $e^+e^-$ coefficient function, albeit at a different value for $N$, due to terms $\ln^k(1 - \lambda)/(1 - \lambda)^k$. In order to deal with this pole one can choose to either remap the Mellin variable $N$ or, as we have done in this work, truncate the corresponding function $G$ for the $e^+e^-$ coefficient function in analogy with eq. (2.18). Note that unlike the case of $D^{\text{ini}}$, the leading coefficients $g_{l,j}$ of the $e^+e^-$ coefficient functions are positive which precludes the inversion to $z$ space of the coefficient function. However, the $N$-space product of the resummed coefficient function and $D^{\text{ini}}$ is invertible as long as $2\alpha_S(\mu_{R,0}) > \alpha_S(\mu_R)$. This requirement is always satisfied since $\mu_{R,0} \leq \mu_R$. For this reason in our implementation we first multiply in $N$-space the resummed expressions for $D^{\text{ini}}$ and the $e^+e^-$ coefficient functions and only invert to $z$-space their product. This combination of $D^{\text{ini}}$ and the coefficient function is matched to its perturbative expansion in $\alpha_s(\mu_{R,0})$ and $\alpha_s(\mu_R)$ through $O(\alpha_s(\mu_{R,0})^2, \alpha_s(\mu_{R,0}) \alpha_s(\mu_R), \alpha_s(\mu_R)^2)$.

In addition to preserving the logarithmic accuracy of the resummation, a valid prescription for regulating the Landau pole should not introduce corrections larger than those
expected from non-perturbative effects. For the PFF, non-perturbative corrections are expected to be $\mathcal{O}(N_{\Lambda\text{QCD}}/m_b)$ in the simultaneous limit of large $N$ and large mass. For the $e^+e^-$ coefficient function, the non-perturbative corrections are $\mathcal{O}(N_{\Lambda\text{QCD}}^2/Q^2)$ [78]. Since $N_L \sim m_b/\Lambda$ for the PFF and $N_L \sim Q^2/\Lambda^2$ for the coefficient function, the corrections are $\mathcal{O}(N/N_L)$ in both cases. Remapping $N$ according to eq. (2.17) clearly leads to corrections which scale like $f N/N_L$, thus fulfilling the condition that the regularisation procedure does not change the result by more than can be expected from non-perturbative effects.

For the PFF, one has

$$N_L = \exp\left(\frac{1}{2b_0\alpha_S}\right) \Leftrightarrow \alpha_S = \frac{1}{2b_0\ln(N_L)},$$

as can be trivially shown by requiring $2\lambda = 1$. The leading corrections in the large-mass (i.e. the large-$N_L$) limit are thus the leading corrections in $\alpha_S$. At NNLL, these corrections are $\mathcal{O}(\alpha_S^2 \ln^3(N))$, or equivalently $\mathcal{O}(\ln^3(N)/\ln(m_b/\Lambda_{\text{QCD}})^{n+2})$. Since $\ln^3(N)$ is $\mathcal{O}(N)$, this scaling is unproblematic. However, one could be concerned that

$$1/\ln(m_b/\Lambda_{\text{QCD}})^{n+2} \gg \Lambda_{\text{QCD}}/m_b$$

for large $m_b$. This means that the truncation regularisation discussed here cannot lead to an accurate description for arbitrarily large masses. However, the only condition of practical relevance is that the corrections are sufficiently small for the present application, i.e. $b$-quark fragmentation. At NNLL, we get

$$1/\ln(m_b/\Lambda_{\text{QCD}})^{2+2} \sim 1/\ln(N_L)^4 \sim 0.006 < 1/N_L \sim 0.03.$$  

Combined with the fact that $\ln^3(N) < 1.4\, N$ for $N \geq 1$, one would thus expect the truncation regularisation to lead to smaller corrections than those resulting from remapping $N$, at least for $b$-quark fragmentation. This is explicitly confirmed in the left panel of figure 1, where the unregulated Sudakov factor for the PFF is compared to the two regulated versions discussed above. Truncating $G^{\text{ini}}$ consistently yields results closer to the original curve than remapping $N$ does, showing that the new regularisation does not introduce unreasonably large corrections.

The analysis for the coefficient function is completely analogous, but with

$$N_L = \exp\left(\frac{1}{b_0\alpha_S}\right) \approx 10^6 \Leftrightarrow \alpha_S = \frac{1}{b_0\ln(N_L)}.$$  

This time, the corrections due to the truncation are much larger than those due to remapping $N$, as can be seen in the right panel of figure 1. However, this has no numerical effect in practice: because $N_L$ is so much larger for the coefficient function, the regularisation corrections are tiny for the phenomenologically relevant regime $N < 100$. Additionally, we are only interested in the convolution of the coefficient function with the PFF. The latter receives much larger corrections anyway, making the corrections to the coefficient function completely inconsequential.
Figure 1. Different ways for dealing with the Landau pole in the NNLL Sudakov factors for the PFF (left) and the coefficient function (right). The PFF Sudakov factor is evaluated for $\mu_{FR,0} = \mu_{R,0} = m_b$, while the one for the coefficient function is shown for $\mu_{FR} = \mu_{R} = m_Z$. The various curves are: the Sudakov factor without any regularisation of the Landau pole (black), with $N$ remapped (red) and with a truncated exponent (blue).

Remapping $N$ thus corresponds to adding corrections analytically consistent in size with non-perturbative effects, whereas truncating the Sudakov exponent does not, even if numerically the corrections are actually smaller. However, the newly proposed regularisation has several advantages. First of all, there is no theoretical justification for remapping $N$. It is merely an ad hoc prescription which yields acceptable results. Additionally, it introduces a new free parameter, $f$, which needs to be tuned to data. The new prescription is based on the freedom to change the Sudakov exponent in ways which only affect higher logarithmic orders, which is a theoretically perfectly justifiable approach. It also does not introduce any new free parameters. Additionally, as will be shown below, regulating the Landau pole by remapping $N$ yields a PFF which behaves irregularly as $z \to 1$, whereas truncating $G$ yields a PFF which smoothly approaches zero in this limit.

The three possible ways of dealing with the Landau pole in the soft gluon resummed result, namely, no prescription, rescaling of $N$ (2.17) and truncation of $G$ (2.18), are compared in figure 2. Also shown in that figure is the numerical impact of the additive (2.4) versus multiplicative (2.5) matching. The $N$ variable is only remapped in the resummed part of the PFF, i.e. in the term $H_{ini} \exp(G_{ini})$ but not in the matching term $M_{ini}$. We show separately the PFFs and their convolution with a fixed NPFF, specifically, the NPFF fitted in ref. [10]

$$D_{NP}(x) = \frac{\Gamma(a + b + 2)}{\Gamma(a + 1)\Gamma(b + 1)} x^a (1 - x)^b, \quad a = 24 \pm 2, \quad b = 1.5 \pm 0.2.$$ (2.30)

All PFFs are with NNLO+NNLL accuracy and are evaluated for $\mu_{FR,0} = \mu_{R,0} = m_b$. The green curve shows the PFF with a truncated Sudakov exponent $G_{ini}$ that is matched multiplicatively. It corresponds to the PFF used in this work. The unregulated (in black) and remapped (in red) PFFs are matched additively.

From figure 2 we conclude that the impact of the way the Landau pole in the resummed result for $D_{ini}$ is handled can be significant. In particular, the PFF without any regularization becomes negative and a significant portion of its area is in this region. This negative
Figure 2. Different ways for dealing with the Landau pole in the soft gluon resummed PFF. All curves are at NNLO+NNLL for $\mu_{F,0} = \mu_{R,0} = m_b$. Shown are both the PFFs (left) and their convolution with a fixed NPFF eq. (2.30) (right). The various curves are: the PFF without any regularization of the Landau pole (black), with $N$ remapped (red) and the PFF with a truncated exponent matched to the fixed-order result additively (blue) and multiplicatively (green). The coloured bands in the plot on the right correspond to the uncertainty on the NPFF as shown in eq. (2.30).

corresponding contribution is compensated by a much larger value in the peak region. On the other hand, the two regularized expressions, with remapped $N$ and with truncated $G^{\text{ini}}$, are much closer to each other than the un-regularized result. Still, their behaviors in the large $z$ region show notable differences. The remapped PFF does not vanish at large $z$ while the truncated one rapidly approaches zero as $z \to 1$. Given that both curves are normalized, this difference translates into differences for both their peak values and the positions of their maxima. The phenomenological significance of this difference is harder to assess since although the two curves are similar, they are not consistent with each other within the NPFF uncertainty. The un-regularized one (in black) is significantly different from the other two curves. We also note that the difference between the additive (in blue) and multiplicative (in green) matching is negligible everywhere except the extremely large $z$ region where the curve with additive matching becomes slightly negative above $z = 0.98$ and diverges in the limit $z \to 1$, while the multiplicative one stays non-negative for all values of $z$ and vanishes in the limit $z \to 1$.

Before closing this section, we would like to make one more remark. When estimating the uncertainty due to scale variation we do not vary the scale $\mu_{R,0}$ but keep it fixed at $m_b$. The reason for this is a subtlety in the soft-gluon resummation of $D^{\text{ini}}$. As is well known and as can be seen from eq. (2.8), due to the running of the coupling to scales as low as the Landau pole $\Lambda$, the resummed result breaks down for $z \geq z_{\text{max}}$, where $z_{\text{max}}$ is defined by the relation $\mu(1 - z_{\text{max}}) \sim \Lambda$. The scale $\mu$ is a fixed hard scale specific to the resummed observable. For the case of $D^{\text{ini}}$, one has $\mu = \mu_{R,0}$ which is quite low. Indeed, as can be seen in figure 2, this breakdown of the resummed result is consistent with the behavior of the curve with no regularization which turns negative at large $z$. Thus, variation of the scale $\mu_{R,0}$ by a factor of two can noticeably change the value of $z_{\text{max}}$ and, therefore, the large-$z$ behavior of the resummed PFF. We also note that varying $\mu_{R,0}$ below $m_b$ would be...
problematic in the context of the decoupling of the heavy flavor. For these reasons in this work we keep the scale $\mu_{R,0}$ fixed at $m_b$. We have verified that the difference between the $b$-quark PFF evaluated at $\mu_{R,0} = m_b$ and at $\mu_{R,0} = 2m_b$ is tiny everywhere except for large $z$, as expected, due to the shift in the breakdown point $z_{\text{max}}$. We also note that in this context the scales $\mu_{F_{r,0}}$ and $\mu_{R,0}$ are typically set equal, meaning that the above comments are also applicable for the setting of the scale $\mu_{F_{r,0}}$. We have checked that the dependence of the PFF on the scale $\mu_{F_{r,0}}$ is much milder than the one on $\mu_{R,0}$. We have also confirmed that the dependence of the NNLO+NNLL $e^+e^-$ cross section on $\mu_R$ and $\mu_{F_{r}}$ is negligible compared to the size of the experimental uncertainties. For this reason, we fix all scales to their central values $\mu_{R,0} = \mu_{F_{r,0}} = m_b$ and $\mu_R = \mu_{F_{r}} = m_Z$ when performing the NPFF fits described in the next section.

2.4 Fits to data

Having specified our implementation of the $e^+e^-$ coefficient functions and perturbative fragmentation functions, we are ready to proceed with the fit of the NPFF from $e^+e^-$ data. We perform a combined fit to datasets from ALEPH [79], DELPHI [80], OPAL [81] and SLD [82]. We note that these datasets contain weighted averages of various $B$ mesons, and some of the sets include baryons. This implies that predictions based on NPFF extracted from these data sets will also be for the same combination of $B$ hadrons.

2.4.1 Treatment of the datasets

The data — each dataset, in fact — correspond to the normalized differential distribution

$$\text{Data}_B(z) = \frac{1}{\sigma_B} \frac{d\sigma_B(m_b,z)}{dz}. \quad (2.31)$$

In practice, the distribution $\text{Data}_B(z)$ is not measured directly. The experiments’ published data represents the binned version of this differential distribution, supplemented by a covariance matrix representing the correlated experimental uncertainty of this binned measurement. To aid our fits, we would like to represent the binned data, including its uncertainty, in a differential form like in eq. (2.31). To that end we proceed as follows. We interpret the binned data and its uncertainty as a multidimensional normal random distribution. Since the data is normalized, the dimension of that distribution is given by the number of bins minus one. We then generate 100 binned “datasets”; one of them corresponds to the measured binned data (i.e. the “central value”) while the remaining 99 sets are generated randomly, by sampling this multidimensional random distribution. We then treat each one of these 100 datasets as if it is the true data and produce a data fit of the form $\text{Data}_B(z)$ for each one of those binned sets. As a whole, the 100 data fits represent the true differential data distribution and its uncertainty.

As a last step, the 100 fitted data distributions are used to fit a set of 100 NPFF’s, one being the central member, accompanied by 99 error sets (the detailed description of this procedure is given in section 2.4.2 below). When predictions based on this set of NPFFs are made, 100 predictions need to be computed. One represents the central prediction for the given observable while the other 99 predictions are used to derive the NPFF uncertainty for
Table 1. The number of bins, number of positive eigenvalues of the covariance matrix, number of used eigenvalues for both central fits and the $\chi^2/n_{dof}$ for both central fits for all four datasets.

| Dataset       | ALEPH | DELPHI | OPAL  | SLD    |
|---------------|-------|--------|-------|--------|
| Number of bins| 19    | 9      | 20    | 22     |
| Number of positive eigenvalues | 13    | 9      | 13    | 22     |
| Number of used eigenvalues (5 parameters) | 7     | 8      | 8     | 22     |
| $\chi^2/n_{dof}$ (5 parameters) | 3.41/2 | 1.76/3 | 4.97/3 | 5.31/17 |
| Number of used eigenvalues (8 parameters) | 13    | 9      | 12    | 22     |
| $\chi^2/n_{dof}$ (8 parameters) | 5.39/5 | 0.574/1 | 4.09/4 | 1.06/14 |

this variable. This uncertainty is taken to be the root mean square (r.m.s.) $1\sigma$ deviation with respect to the mean of the full FF set of 100 curves. Throughout this work we present this uncertainty in such a way that it is always centered around the mean and not around the central member.

For our data fits we assume two functional forms. One has 5 parameters (as in ref. [80]), while the other has 8

\[
\text{Data}_B(z) = n \frac{\Gamma(a + b + 2)}{\Gamma(a + 1)\Gamma(b + 1)} z^a(1 - z)^b + (1 - n) \frac{\Gamma(c + d + 2)}{\Gamma(c + 1)\Gamma(d + 1)} z^c(1 - z)^d,
\]

\[
\text{Data}_B(z) = m \left[ n \frac{\Gamma(a + b + 2)}{\Gamma(a + 1)\Gamma(b + 1)} z^a(1 - z)^b + (1 - n) \frac{\Gamma(c + d + 2)}{\Gamma(c + 1)\Gamma(d + 1)} z^c(1 - z)^d \right]
\]

\[+ (1 - m) \frac{\Gamma(e + f + 2)}{\Gamma(e + 1)\Gamma(f + 1)} z^e(1 - z)^f. \tag{2.32}\]

We perform fits for each individual measurement as well as to their combination. The following procedure was followed for both models. First, the statistical and systematic covariance matrices of the data were added. The OPAL data has asymmetrical systematic uncertainties, meaning four systematic covariance matrices are needed, but only two are made available. Because of this, the two provided systematic covariance matrices were averaged before being added to the statistical one. SLD only provides the diagonal elements of the covariance matrices, so the off-diagonal elements were set to zero. The SLD data also has two systematic uncertainties, which were added in quadrature. All covariance matrices were then diagonalized by determining their eigenvalues and eigenvectors. This procedure is necessary for both the ALEPH and OPAL datasets, since the provided covariance matrices are not positive-definite, likely due to rounding errors. By diagonalizing the covariance matrices it is possible to reject all negative eigenvalues and only use the positive ones in the fit.

It is still possible, however, that some of the positive eigenvalues are artificially small due to the rounding errors. Because of this, only the $n$ largest eigenvalues were included in the fit, where $n$ is chosen such that $n + 1$ is the smallest number of used eigenvalues that leads to an unacceptably large $\chi^2/n_{dof}$ if the data model is fitted to the respective dataset only. Since, typically, the difference in $\chi^2$ between $n$ and $n + 1$ is at least a factor of ten, this choice is quite unambiguous in practice, despite the seemingly subjective criterion. The results of the fits to each individual dataset are given in table 1.
Figure 3. Comparison of the 5-parameter (blue) and 8-parameter (orange) fits for the distribution $Data_B(z)$. Shown are the absolute distributions (top left) and their ratio (bottom left) as well as their absolute (top right) and relative (bottom right) uncertainties. The uncertainty bands correspond to the root mean square (r.m.s.) of the set of 100 data fits.

Finally, a fit is performed on the combined data. For the 5-parameter model, this yields $\chi^2/n_{dof} = 85.4/40$, whereas the 8-parameter fit has $\chi^2/n_{dof} = 115/48$. Since both the 5- and 8-parameter models can describe each individual dataset very well by construction, these unacceptably large values of $\chi^2/n_{dof}$ must be due to tensions between the datasets. We resolve this by rescaling all covariance matrices by 2.14 for the 5-parameter case and by 2.40 for the 8-parameter case, thus enforcing $\chi^2/n_{dof} = 1$ for the combined fit. This procedure is analogous to the one used in ref. [80]. The additional 99 variations of the datasets are then generated using the rescaled covariance matrices.

Table 1 shows that more data points are used for the 8-parameter fit than for the 5-parameter one. Normally, this should make the 8-parameter fit more precise. However, as discussed above, the tensions between the datasets are larger for the 8-parameter case, so the errors are rescaled by a larger factor. As a result the final uncertainties of the 8- and 5-parameter fits are very similar. This can be seen in figure 3 which shows a comparison of both fits, including their uncertainties. The uncertainty bands correspond to the r.m.s. of the complete set of data fits.

Due to its more restrictive functional form, the 5-parameter fits exhibit a somewhat sharp turn near $x \sim 0.6$. The fits based on the 8-parameter model do not have this behavior. Apart from this feature, the two fit models are essentially equivalent.
It is interesting to compare the results from our combined 5-parameter fit to the combined fit performed in ref. [80], since both fits are based on the same datasets and utilize the same functional forms. This comparison can be found in figure 4. The two uncertainty bands are modeled differently: our uncertainty band (in blue) corresponds to the r.m.s. of the 100 data fits while the DELPHI error band (in brown) corresponds to the propagated errors on the fitted parameters taken from table 12 of ref. [80]. The error bands of our new fits are significantly smaller. This is partly due to the fact our new fits retain more eigenvalues of the covariance matrices of the data sets, in particular of the one from OPAL. We have checked that even when using the same eigenvalues as in ref. [80], the error bands obtained using our method are still significantly smaller. We suspect the reason for this difference is related to an inconsistency between the published results for the data fit and the first 40 moments of the same fit also given in that reference. Assuming for a moment that the published moments are correct, the size of the uncertainties of the fit parameters must be smaller by a factor of about 5 which would make the uncertainties roughly equal. As an argument that the uncertainty estimate of our data fit is of the correct magnitude, we compare in the following section the size of the uncertainty of the derived NPFF and find it to be of similar size to other extractions in the literature. We have also verified that when using the same number of eigenvalues as ref. [80] our fit reproduces the first 10 moments given explicitly in table 14 of that reference within 1 permile, while the moments of our fit differ from the moments of the fit published in ref. [80] by about 4 percent.

2.4.2 NPFF fitting procedure

The NPFF is extracted by comparing theory prediction eqs. (2.1) and (2.2) with the combined data as in eq. (2.31). Since the data fits themselves already encode the experimental uncertainties, the NPFF should not be fitted to the data fits, but rather obtained by exactly deconvolving the data fits using the perturbative prediction. However, since this cannot be achieved analytically, the NPFF is actually fitted to the data fits, but with the ultimate goal to achieve $\chi^2 = 0$, unlike a proper fit in the usual sense which should have $\chi^2/n_{dof} = 1$. 
Because of this, there is no reason to limit the number of degrees of freedom. In fact, it is desirable to use as many degrees of freedom as computationally acceptable, since this will enable the most precise approximation of the exact deconvolution. We have found it best to use a $z$-space parametrization consisting of a high-degree polynomial supplemented with a $\delta$-function

$$D^{NP}_{b\to B}(z) = a_0 \delta(1-z) + \sum_{i=3}^{31} a_i z^i (1-z).$$

The coefficients of the polynomial in eq. (2.33) are fixed by minimizing the squared difference between the data fit eq. (2.31) and the theory prediction, integrated over the range $0.1 \leq z \leq 0.95$. This range is chosen in order to avoid the low $z$ region which is sensitive to missing mass power corrections and the extremely large $z$ region where soft-gluon resummation starts to be important. We repeat this procedure for each one of the 100 data fits, thus producing 100 NPFFs. In this we utilize the 8 parameter data fit discussed in section 2.4.

The coefficient of the $\delta$-function is fixed by normalization. Its value for the mean of the NNLO NPFF fits reads

$$a_0 = 0.159 \pm 0.010.$$  

The reason we have introduced a $\delta$-function in our fit is to increase the hardness of the NPFF since we have not been able to achieve this satisfactorily by means of a pure polynomial fit. Indeed, as can be concluded from $a_0$’s fit value in eq. (2.34), the coefficient of the $\delta$-function is incompatible with zero. Note that a $\delta$-function contribution in the NPFF has already been used in the literature in the past [10].

The new NPFF set derived in this work, including its uncertainty, is shown in figure 5. Also shown there is a comparison to existing NPFF sets. One should keep in mind that due to the $\delta$-function term — which is not plotted — the normalization of our new set appears different. As can be seen from eq. (2.34) the coefficient of this term is about 0.16. Normalization aside, we note that the shape of the new NPFF agrees with the one from ref. [10] but not with the one from ref. [31]. That later set was used previously in ref. [40]. The difference between the new set derived in this work and the one from ref. [31] illustrates the need for a NPFF which is consistently derived within our formalism.

It is interesting to clarify the reasons behind the differences in shapes and uncertainties between the three sets shown in figure 5. First there are differences in the perturbative parts: the set of ref. [10] is at NLO while the one of ref. [31] is with NNLO accuracy but is obtained in a slightly different formalism (a detailed discussion can be found in ref. [40]). There are differences in the datasets that have been used in the fits: ref. [10] only fits the ALEPH and SLD datasets. Since the ALEPH data is not very constraining, the error bands of ref. [10] originate, essentially, from the SLD data. Furthermore, ref. [10] uses a two-parameter model for the NPFF and does not provide a correlation matrix for the uncertainties on the fit parameters. For this reason the error bands for that set that can be seen in figure 5 are likely an overestimate. Both of those factors combined could explain why our new NPFF appears to have much smaller uncertainty. The NPFF of ref. [31] does not include in their fit the OPAL data, while using less eigenvalues from the other experiments than our new analysis. This explains the reduced uncertainty of our new set relative to the one of ref. [31].
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A more direct comparison is possible by constructing the full fragmentation function set, i.e. the convolution of the NPFFs and the PFFs. In ref. [40], three full FF sets were constructed from the NPFFs obtained in refs. [10, 31]. These are compared to the full FF set obtained in this work in figure 6. Focusing on the $b$-quark FFs, it is clear that there is an excellent agreement within the uncertainties between the different sets for $z > 0.3$. Below $z = 0.3$, our new set deviates from the others. However, this is almost certainly merely an artefact of the fitting procedure used to obtain the old NPFFs. Those NPFFs were fitted using either one or two parameters, whereas our new fit was obtained using 8 parameters. The few parameters of the old fits are almost entirely fixed by the requirement that the position and shape of the peak in the data distribution must be reproduced. Since our fit uses more parameters, it is able to simultaneously describe the peak region and the tail of the data distribution accurately. It was pointed out in ref. [31] that the FF obtained there slightly overestimates the tail of the distribution. A similar effect can be observed in figures 17 and 18 of ref. [10]. It would thus appear this discrepancy has now been resolved by increasing the number of degrees of freedom of the NPFF fit model.

The gluon and light-quark plots of figure 6 show larger discrepancies. This is to be expected, since these plots correspond, up to mixing with the $b$-quark FF through DGLAP evolution, to the convolution of the NPFFs shown in figure 5 with the same gluon or light-quark PFF. Since the NPFFs do not agree within their errors, these convolutions cannot be expected to be in agreement. In fact, based on the NPFFs, one would expect our curves to be the hardest, followed by the red curves based on ref. [10], which is exactly what can be seen in figure 6. This highlights the fact that the shape of these FFs is highly sensitive to the perturbative model used to describe the $b$-quark FF. Effectively, the differences between perturbative models for the $b$-quark FF are compensated for by the NPFF fit. This compensation is then passed on to the gluon and light-quark FFs through the convolution. The tensions between the perturbative models for the $b$-quark FF are thus traded for similar tensions between the gluon and light-quark FFs, which are not constrained by the data. Since the model of ref. [31] follows a completely different approach, anything beyond a qualitative comparison is perhaps unwarranted. The model of ref. [10] is identical to the one used here, aside from two differences: the perturbative order, which was limited to NLO in ref. [10], and the regularisation of the Landau pole, which ref. [10] performed by remapping $N$. While the former is a relatively small effect, the latter difference means our NPFF
Figure 6. A comparison of the new FF set (green) with the ones constructed in ref. [40] (yellow, blue and red), together with their uncertainties. From left to right: the $b \to B$ FF, the $g \to B$ FF and the $q \to B$ FF, where $q$ can be any light quark. The top row shows the absolute plots, while the bottom plots show the ratios to the new FFs. The error bands are as in figure 5. The yellow curve is identical to the blue curve for both the gluon and the light-quark FFs, and is not shown in the corresponding plots. All curves are evaluated at $\mu_F = m_t$.

is harder and, in particular, it contains a $\delta$-distribution. This $\delta$-distribution will almost certainly have a large effect on the large-$z$ region, which explains the discrepancy there. As explained above, our new $b$-quark FF features a smaller tail. This effect propagates to the gluon and light-quark FFs, both through the initial condition and through DGLAP evolution, explaining the difference at small $z$ between our new FFs and the red curves of figure 6. All of this aside, the three sets agree to within a few percent.

The size of the uncertainties on the different fits, as discussed above in the context of figure 5, can be more clearly seen in figure 6, especially in the bottom-left plot. Around the peak, our new FF has an uncertainty of around 2–4%, whereas the previous FFs all had an uncertainty of roughly 5–10%. What is especially clear in this plot, is that the procedure for estimating the uncertainty bands of the old sets, i.e. varying the NPFF parameters by one standard deviation independently, leads to artificially small uncertainties around the peak, whereas the new procedure of taking the r.m.s. of the full set of 100 members yields very smooth uncertainties without any such artefacts.

One may wonder how the individual datasets that enter our combination affect the determination of the NPFF. To clarify this point in appendix B we discuss the extraction of NPFF from each individual dataset and compare the result with the combined extraction.

Before closing this section, we would like to briefly discuss alternative fitting models. We have also tried to fit the NPFF directly in Mellin space. To that end we have utilized the first 30 or so moments of the $e^+e^-$ coefficient functions and PFF. We have assumed that in $z$-space the NPFF is built out of an exponential (like the one used in ref. [31]) times a polynomial of a high degree and have inverted this expression analytically to $N$-space. We have been able to fit all of the first 30 moments with very high precision, typically better...
than few permil. Despite that, the predicted $z$-space distribution at the level of $B$ hadrons does not fit well the data it was derived from in the very large $z$ region and close to the peak of the distribution. This seem to suggest that this approach is limited by biases in NPFF's assumed functional form.

The results for all fits derived in this work are attached as convenient to use LHAPDF [83] interpolation grids for the set of fragmentation functions $D_{i \to B}$, evolved to a scale $\mu_{Fr}$. Note that, as in ref. [40], these grids have been symmetrized with respect to charge. This means that any results generated with these grids cannot distinguish between hadrons containing a $b$-quark and hadrons containing a $\bar{b}$-quark; this restriction also applies to the calculations presented in section 3 below. The $b \leftrightarrow \bar{b}$ symmetrization is not an intrinsic limitation of the calculational approach, however. If desirable, future calculations can instead employ unsymmetrized FF sets, allowing a distinction of $B$-hadrons based on $b$-quark charge to be made.

2.5 NPFF for $B$ decays to a $J/\psi$ or to a soft muon

Not all measurements of $B$-flavored hadrons measure the $B$ directly. What is often measured are $B$ decay products like $J/\psi$ or the $\mu$ originating in semileptonic $B$ decays. Due to their very clean signatures, these final states have been advocated in the context of precise top quark mass determination, see refs. [84–87]. In the following we explain how these decays can be incorporated into the $B$-fragmentation formalism discussed in this work.

Consider the decay $B \to d + X$ of a spin-0 $B$-meson at rest, where $d$ is a descendant particle with mass $m_d$. Keeping the decay rate fully differential in the momentum of $d$, the decay rate can be written as

$$d\Gamma(B \to d + X) = \frac{1}{4\pi} f(E^\text{rest}_d) dE^\text{rest}_d d\cos(\theta) d\phi, \quad (2.35)$$

where $E^\text{rest}_d$ is the energy of the descendant in the $B$-hadron rest frame and the normalization is such that

$$\frac{d\Gamma(B \to d + X)}{dE^\text{rest}_d} = f(E^\text{rest}_d). \quad (2.36)$$

Introducing the dimensionless variable $y = E^\text{rest}_d/m_B$, with $0 \leq y \leq 1$, eq. (2.35) becomes

$$d\Gamma(B \to d + X) = \frac{m_B}{4\pi} f(y m_B) dy d\cos(\theta) d\phi. \quad (2.37)$$

This phase space can next be boosted from the $B$-hadron rest frame to a frame with $E_B \gg m_B$. Without loss of generality the boost can be taken to be along the $z$-axis. The goal is to express the energy of $d$ in this boosted frame as a fraction $z$ of $E_B$, i.e. $E_d = zE_B$. 
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where on the second line $\gamma_B = E_B/m_B$ and $\beta_B \approx 1$ were used, this yields

$$
\frac{d\Gamma(B \to d + X)}{dz} = \int_0^{2\pi} \int_{-1}^1 \int_0^1 \frac{m_B}{4\pi} f(y m_B) \delta \left( z - y - \cos(\theta) \sqrt{y^2 - \frac{m_d^2}{m_B^2}} \right) dy d\cos(\theta) d\phi
$$

$$
= \int_0^{2\pi} \int_{-1}^1 \int_0^1 \frac{m_B}{2\sqrt{y^2 - \frac{m_d^2}{m_B^2}}} f(y m_B) \theta \left( 1 - \frac{(z-y)^2}{y^2 - \frac{m_d^2}{m_B^2}} \right) dy
$$

$$
= \int_0^{2\pi} \int_{-1}^1 \int_0^1 \frac{m_B}{2\sqrt{y^2 - \frac{m_d^2}{m_B^2}}} f(y m_B) \delta (y m_B) dy \approx \Gamma_B D_{B \to d}(z).
$$

(2.39)

The function $D_{B \to d}(z)$ can be interpreted as a fragmentation function for the transition $B \to d$. Since the consecutive fragmentations $D_{NP}^{B \to B}$ and $D_{B \to d}$ can be combined via convolution, the decay $B \to d + X$ can be included in the calculation by simply convolving $D_{NP}^{B \to B}$ and $D_{B \to d}$ and then running the calculation as one normally would for the production of $B$-hadrons. The only ingredient necessary in order to incorporate $B$-hadron decays in a fragmentation calculation is $f(E_d^{\text{rest}})$, i.e. $d\Gamma(B \to d + X)/dE_d^{\text{rest}}$. Such energy spectra are highly constrained by very precise measurements at $B$-factories, which means that the total theory error is essentially unaffected by the further inclusion of the $B$ decay.

The decay energy spectra $B \to J/\psi + X$ and $B \to \mu + X$ needed in this work are obtained from ver. 2.1.1 of the program EvtGen [88]. We study $B$-hadron decays with $J/\psi$ or muons for several different types of $B$-hadrons: $B^+$, $B^0$, $B_s^0$ and $\Lambda_b^0$. The mixture of $B$-hadrons produced in high-energy collisions corresponds to 40.8% $B^+$, 40.8% $B^0$, 10.0% $B_s^0$ and 8.4% $B$-baryons [89]. In the following, it is assumed that the vast majority of produced $B$-baryons are $\Lambda_b^0$’s, such that the contributions from other $B$-baryons can be neglected.

### 2.5.1 Muon spectra

In $B \to \mu + X$ decays one needs to distinguish between same-sign decays ($\bar{b} \to \mu^+$) and opposite-sign decays ($\bar{b} \to \mu^-$), as well as between prompt muons ($\bar{b} \to \mu^+$) and non-prompt muons (mostly $\bar{b} \to c \to \mu^-$). There are also two types of spectra, corresponding to different ways of treating final states with multiple muons: multiplicities (one counts all muons) and hardest-only (one counts only the hardest muon). Additionally, we could study the spectra in the rest frame or in the boosted one. This results in a total of 144 different spectra (a few of which are identically equal to zero), all of which have been generated using
Figure 7. Left: the muon decay fragmentation function for the high-energy B-hadron mixture. Right: the corresponding uncertainty plot. The error bands are obtained as described in section 2.5.1.

EvtGen. We note that eq. (2.39) assumes isotropic decays, which is a valid assumption for spin-0 $B$-mesons, but not for $\Lambda_b^0$. This does not appear to be an issue in practice since, we have checked, the analytically boosted spectra and the MC histograms revealed no systematic difference.

We fit the total (the sum of same-sign, opposite-sign, prompt and non-prompt) hardest-only spectrum of each individual $B$-hadron species. This is the type of spectrum needed to describe the measurement presented in ref. [87]. The choice to include both same-sign and opposite-sign decays is based on the fact that, as explained in section 2.4.2, the $B$-hadron FF sets used in this work have been charge-symmetrized. All spectra are normalized to unity for the fit and then rescaled to their physical normalization according to EvtGen. The fit model is a cubic spline, continuous up to the second derivative, which splits the range $[y_{\min}, y_{\max}]$ into 15 regions, where $y_{\min} = m_\mu/m_B$ and $y_{\max} = 1/2(1 + m_\mu^2/m_B^2)$. The exact positions of the splits is chosen in such a way that all spectra can be fitted simultaneously. The fit is performed by binning the decay events in 32 bins of equal width, covering the interval $[y_{\min}, y_{\max}]$, and then minimizing $\chi^2$ with uncertainties from the Monte Carlo integration only.

The final spectrum is the linear combination of the spectra of the four $B$-hadron species according to the hadronization fractions given above. This spectrum is shown in figure 7. The error bands are estimated in the following way, in analogy with ref. [87]. The total error is given by the combination of the errors on the $B$-hadron hadronization fractions and those on the branching ratios. First, the errors on the $B$-hadron hadronization fractions are propagated. Then, these errors are rescaled by the ratio of the total systematic error coming from $B$-hadron hadronization fractions and branching ratios to the systematic error coming from $B$-hadron hadronization fractions only, as can be extracted from figure 9 in ref. [87]. This method gives a reasonable estimate of the size of the uncertainties, keeping in mind the obtained errors are so small compared to the errors on the NPFF, that they can be safely neglected even if they are underestimated by a factor of 3.

2.5.2 $J/\psi$ spectra

We follow a strategy very similar to the one for decays to a muon. There are, however, a few differences. First, since it is kinematically impossible for any of the $B$-hadrons considered
here to decay to more than one \( J/\psi \) and because the \( J/\psi \) is charge-neutral, there are only 24 different spectra of interest. Only the combination of prompt and non-prompt \( J/\psi \)'s will be studied here. Note that in EvtGen 2.1.1 the decay \( B^0 \to J/\psi K^0 \) is included twice: once as just \( B^0 \to J/\psi K^0 \) and once distinguishing between \( B^0 \to J/\psi K_S^0 \) and \( B^0 \to J/\psi K_L^0 \). We have made sure to avoid double counting, which otherwise could lead to a visible difference in the spectrum.

Second, each one of the \( B \)-hadrons considered here has at least one two-body decay to a \( J/\psi \), leading to sharp peaks in the rest-frame energy spectrum. Some of these peaks appear delta-function-like (due to decays involving particles with very small decay widths) while others, despite being resolvable, are hard to fit with a pure spline. Since the spectra of interest are the boosted ones, we have fitted such decays directly in the boosted frame using the fact that boosting turns delta-distributions into step functions and sharp Breit-Wigner peaks into smooth steps. The latter can be easily fitted with a cubic spline, whereas the former have been included analytically with the same masses and branching ratios as in EvtGen.

The fit model is again a cubic spline, continuous up to the second derivative. However, the fitting of boosted spectra requires extra effort, since they satisfy the following symmetry relation

\[
D(x) = D\left(\frac{y_{\text{min}}^2}{x}\right), \tag{2.40}
\]

which is taken into account by covering the region \([y_{\text{min}}, 1]\) with the spline and mapping it to \([y_{\text{min}}^2, y_{\text{min}}]\) using eq. (2.40). Additionally, a much larger number of bins — 256 — was used in order to resolve the smooth steps. The spline splits the range \([y_{\text{min}}, 1]\) into 25 regions, the exact positions of the splits having been manually chosen to ensure a good fit for all spectra simultaneously. The exception is the \( \Lambda_b^0 \) spectrum, which differs considerably from the others in its shape. It was fitted using a spline with 15 regions.

The spectra of all four \( B \)-hadron species and the \( B \)-hadron mixture are shown in figure 8. There is a sizable (\( \sim 8\% \)) uncertainty on the normalization but the uncertainty on the shape is again small enough and can be neglected.

**Figure 8.** The \( J/\psi \) decay fragmentation functions for various \( B \) decays (left) and corresponding uncertainty plot (right).
3 Application: NNLO-accurate $B, J/\psi$ and soft-$\mu$ observables in $t\bar{t}$ events

Top quark decays at the LHC are a major source of $b$ quarks. For this reason $t\bar{t}$ events at the LHC allow one to investigate $b$-fragmentation in a high-purity, high-statistics environment. Additionally, a number of $b$-fragmentation observables are sensitive to the value of the top quark mass and, since long ago, have been advocated in the context of precision determination of $m_t$. With such applications in mind, we apply the NPFFs extracted in the present work to $t\bar{t}$ production and decay at the LHC and make NNLO accurate predictions for a number of observables involving an identified $B$-hadron, $J/\psi$ or a soft muon.

Our setup is as follows. We consider the production and decay of a top-quark pair at the LHC at 13 TeV in the Narrow Width Approximation

$$pp \to t\bar{t} + X \to \ell\ell'\nu\bar{\nu}b\bar{b} + X. \quad (3.1)$$

We consider inclusive final states with a single identified particle $F$, with $F$ being a $B$, a $J/\psi$ or a $\mu$. Unless stated otherwise, the top-quark mass is set to $m_t = 172.5$ GeV. We utilize the NNPDF3.1 NNLO pdf set [90] and the following two combinations for the renormalization ($\mu_R$), factorization ($\mu_F$) and fragmentation ($\mu_{Fr}$) scales

$$\mu_R = \mu_F = \mu_{Fr} = m_t/2, \quad (3.2)$$

$$\mu_R = \mu_F = H_T/4, \quad \mu_{Fr} = m_t/2. \quad (3.3)$$

The baseline scale variation for the fixed scale choice eq. (3.2) is the 15-point scale variation where all three scales are independently varied by a factor of 2 around their central values, subject to the constraints

$$1/2 \leq \mu_R/\mu_F \leq 2,$$

$$1/2 \leq \mu_R/\mu_{Fr} \leq 2,$$

$$1/2 \leq \mu_F/\mu_{Fr} \leq 2. \quad (3.4)$$

For the dynamic scale choice eq. (3.3) we use the standard 7-point variation of $\mu_R$ and $\mu_F$ with fixed $\mu_{Fr} = m_t/2$.

We do not match the order of the PDF and FF sets to the order of the calculation, choosing to always use the NNLO sets instead. The effect of this choice on the LO and NLO predictions presented below is a higher order effect (NLO for LO predictions and NNLO for NLO predictions) and can be safely ignored compared to the scale uncertainties at those orders. Indeed, the differences between e.g. the NLO and NNLO FFs would be similar to the differences between the new NNLO set and the set constructed in ref. [40] based on ref. [10]. These differences are not much larger than the uncertainties on the new FF set, which, as will be shown below, are barely visible when compared to the (N)LO scale uncertainties.

As in ref. [40], the electroweak parameters are defined within the $G_F$ scheme

$$m_W = 80.385 \text{ GeV},$$

$$\Gamma_W = 2.0928 \text{ GeV},$$
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\[ m_Z = 91.1876 \text{ GeV}, \]
\[ \Gamma_Z = 2.4952 \text{ GeV}, \]
\[ G_F = 1.166379 \cdot 10^{-5} \text{ GeV}^{-2}, \]
\[ \alpha = \frac{\sqrt{2} G_F}{\pi} m_W^2 \left( 1 - \left( m_W/m_Z \right)^2 \right). \] (3.5)

The top quark width at leading order reads
\[ \Gamma_t^{(0)} = G_F \frac{m_t^3}{8 \pi \sqrt{2}} (1 - \xi)^2 (1 + 2 \xi) = 1.48063 \text{ GeV} \text{ (for } m_t = 172.5 \text{ GeV)}, \] (3.6)

where \( \xi = \left( m_W/m_t \right)^2. \)

### 3.1 Differential distributions of a fragmenting \( B, J/\psi \) or \( \mu \)

We consider the following event selection requirements

- \( p_T(\ell) > 25\) GeV, \(|\eta(\ell)| < 2.5\),
- at least 2 anti-kT jets \((R = 0.4)\) with \( p_T(j) > 25\) GeV and \(|\eta(j)| < 2.5\),
- \( \Delta R(\ell,j) > 0.4\),
- \( p_T(F) > 8\) GeV and \(|\eta(F)| < 2.5\), \( F \) must be part of one jet.

The following differential observables have been considered: \( p_T(F), |\eta(F)|, m(F,\ell), E(F) \) and \( p_T(F)/p_T(J_F) \) where \( J_F \) denotes the jet containing \( F \). These observables are computed for all values of \( F = \{B, J/\psi, \mu\} \).

First we consider the \( E(F) \) distribution which can be found in figure 9. This distribution is of particular interest in the context of \( m_t \) determination and we discuss it extensively in section 3.2. By comparing the \( E(B) \) distribution presented in this section with the one in section 3.2 one can immediately note the potentially large impact of selection cuts. The calculation of section 3.2 is very inclusive, with minimal selection cuts, unlike the observable computed in this section which is strongly impacted by cuts. As can be seen in figure 9 the region of low \( E(F) \) is not reliably described and higher order corrections are large. However, once \( E(F) \) increases sufficiently (above about 50 GeV for \( E(B) \), 30 GeV for \( E(J/\psi) \) and 10 GeV for \( E(\mu) \)) the behavior of higher order corrections changes dramatically. The perturbative convergence becomes evident and the improvement due to the inclusion of NNLO corrections leads to a decrease of the theoretical uncertainty from scale variation by a factor of about 4 relative to NLO. Furthermore, in this region, the size of NNLO corrections is only few percent above NLO further illustrating the reliability of the theory prediction once NNLO QCD corrections have been included. We also note that the FF uncertainty is tiny relative to the scale uncertainty even at NNLO.

The pseudorapidity distributions \(|\eta(F)|\) for the three final states are shown in figure 9. As it may be expected, all three are very well behaved in the full kinematic range and show no noticeable shape difference between NLO and NNLO. The NNLO uncertainty bands are
Figure 9. The absolute $E(F)$ (left column) and pseudorapidity $|\eta(F)|$ (right column) distributions for $F = B$ (top), $F = J/\psi$ (middle) and $F = \mu$ (bottom). The prediction uses the fixed scale (3.2). Shown are the 15 point scale variation bands for LO, NLO and NNLO as well as the NPFF r.m.s. uncertainty band (in yellow, shown with respect to the NLO).

much smaller than the NLO ones and the NNLO/NLO $K$-factor is very small. We conclude that this observable is very precisely and reliably predicted at NNLO in QCD.

We next turn our attention to $m(F\ell)$, shown in figure 10, which is another kinematic variable studied in the context of $m_{t}$ in section 3.2. Specifically we show $m(F\ell^{-})$ and $m(F\ell)_{\text{min}}$, the latter being defined by the requirement that $\ell$ is chosen in such a way that its invariant mass with $F$ is minimized. We observe a pattern of higher order corrections roughly in line with $E(F)$ discussed above. The most prominent feature is the non-overlap of
NLO and NNLO uncertainty bands for $m(B\ell)$ below, roughly, 50 GeV. This feature is likely driven by the selection cuts since, as can be seen in figure 13, once more inclusive selection cuts are applied the normalized distribution does not exhibit significant shape change (in this region) between NLO and NNLO. Outside of this range, the NNLO prediction for $m(F\ell)$ is consistent with the NLO one. The $m(B\ell)$ and $m(J/\psi\ell)$ distributions at NNLO are affected by a shape difference, while the $m(\mu\ell)$ one is not, within the NNLO scale uncertainty. In general, the NNLO uncertainty band is much smaller than the NLO one, especially for $m(\mu\ell)$, which demonstrates the important role of NNLO QCD corrections in the precision description of this observable.

In figure 11 we show the predictions for $p_T(F)$. We observe that for all final states the NNLO uncertainty band is much smaller than the NLO one. The pattern of higher
The importance of this observable is related to the fact it is sensitive to the FF, and that it is consistent with the change in the mean \( R \) which is dominated by missing \( m_t \) corrections and selection cuts, the \( p_T(B) \) spectrum shows remarkable stability and lack of shape correction up to very high \( p_T \). The lighter final states, \( J/\psi \) and especially \( \mu \), on the other hand show consistent change in shape between NLO and NNLO within the same \( p_T \) interval. This difference between \( B \), \( J/\psi \) and \( \mu \) is consistent with the change in the mean \( z \) of the FFs for the three final states. The NLO and NNLO bands overlap in the full kinematic range considered here.

Finally, in figure 11 we show the predictions for \( p_T(F)/p_T(J_F) \) for all three final states. The importance of this observable is related to the fact it is sensitive to the FF, and that it can be used to extract NPFF from LHC data. It has already been extensively discussed in ref. [40] and we refer the reader to that reference for further details.
Before concluding this section we would like to make a comment about the size of the MC uncertainty of the NNLO predictions. Overall it is small; appreciable fluctuations can only be observed in the $E(F)$ distribution and in the tails of several $\mu$ distributions. As it turns out, in order to achieve high quality predictions for all three final states $F = \{B, J/\psi, \mu\}$ considered here, one needs to use dedicated calculations with dedicated optimization for each final state. The reason for this is that the fragmentation functions for each final state is different and as a result different kinematical ranges are sampled.

### 3.2 Top quark mass extraction

In the following we consider the observables $E(F)$ and $m(B\ell)$ due to their sensitivity to $m_t$. We also compute the first moment of $m(B\ell)$ as a function of $m_t$. This is the first time this important observable has been derived with NNLO precision. All predictions shown in this section are subject to the following event selection requirements

- $p_T(\ell) > 25$ GeV, $|\eta(\ell)| < 2.5$,
- $p_T(F) > 8$ GeV and $|\eta(F)| < 2.5$.

Unlike the selection requirements in section 3.1, here we do not impose any jet selection requirements.

We first consider the $E(B)$ distribution. It is shown in figure 12 where we compare predictions with LO, NLO and NNLO accuracy. For reasons to be explained shortly, besides the predictions with full top quark decay (figure 12, left), we also present predictions with top decay kept at LO (figure 12, right).

The $E(B)$ distribution has been proposed [62, 65] as a means of measuring the top quark mass relatively free of contamination due to possible physics beyond the Standard Model (BSM). The main idea is that the position of the maximum of the $E(B)$ distribution is independent of the $t\bar{t}$ dynamics. In particular, it is not affected by potential BSM contributions in $t\bar{t}$ production. Therefore, if one calculates the dependence of the position of the maximum as a function of $m_t$, one can infer the value of $m_t$ from a direct measurement.
of $E_{\text{max}}(B)$. In practice, for values of $m_t$ close to the world average, it is sufficient to consider a linear fit

$$E_{\text{max}}(m_t) = a m_t + b.$$  \hspace{1cm} (3.7)

Our predictions for the coefficients $(a, b)$ at LO, NLO and NNLO can be found in table 2 (with full top quark decay) and in table 3 (for LO top quark decay). The uncertainties on the fit parameters are explained in the following.

An important feature of the method of refs. [62, 65] is that the top quark decay is a two-body one, i.e. LO-like. Once one includes higher order QCD corrections the top decay is modified by an additional radiation which alters the top decay kinematics. This radiation affects the position of the peak of the $E(B)$ distribution and needs to be accounted for in any realistic application of this method. The NLO QCD corrections were first included in ref. [65] where a significant shift in the peak position was observed. In this work we also extend, for the first time, this observable to NNLO in QCD and observe that the NNLO QCD corrections lead to a further shift in the position of $E_{\text{max}}(B)$. As can be seen in table 2, the inclusion of NLO corrections in top decay leads to a roughly 4 GeV shift in $E_{\text{max}}(B)$ while the NNLO ones lead to a further 2 GeV shift. Clearly, the inclusion of the NNLO QCD corrections is mandatory for a reliable description of this observable.

As a calibration of the method, in table 3 we have shown the same predictions but where the top quark decay has consistently been kept at LO. As can be seen there, within the uncertainty of the calculation, the position of the maximum remains stable through NNLO, as expected.

Finally, we would like to mention that while we only show predictions for the final state with a $B$-hadron, similar predictions can also be made for final states with a $J/\psi$ or a muon.

Before we conclude our discussion of the $E(B)$ distribution we would like to explain how the position of the maximum $E_{\text{max}}(B)$ has been determined. This is a non-trivial task since our calculation produces not the differential spectrum but its binned version, i.e. the position of the maximum is obscured by finite bin size effects. To this end we extract the

| $m_t$     | LO     | NLO    | NNLO   |
|-----------|--------|--------|--------|
| 171.5 GeV | 37.553 (±0.106) (+0.050) | 40.994 (±0.147) (+1.178) | 42.957 (±0.329) (+1.087) |
| 172.5 GeV | 37.816 (±0.109) (+0.053) | 41.277 (±0.158) (+1.196) | 43.263 (±0.332) (+1.073) |
| 173.5 GeV | 38.093 (±0.113) (+0.053) | 41.657 (±0.168) (+1.250) | 43.528 (±0.222) (+1.010) |

**Table 2.** Values of $E_{\text{max}}(B)$ for the absolute differential cross section with full top quark decay at LO, NLO and NNLO and for three different values of $m_t$. Positions are fit using eq. (3.9) and 5 GeV bins. Also given are the parameters of the linear fit eq. (3.7) at LO, NLO and NNLO.
We observe the much improved perturbative description at higher orders. We also note that a 1 GeV shift in \( m_t \) from either the same top quark or from two different top quarks. For the purpose of final states with a \( m \) normalized distribution is equivalent to it within the MC error of the calculation. The prediction for the second bracket gives an estimate of the scale uncertainty which is derived by repeating the fit for each scale choice and taking the envelope of all 15 values. The uncertainties of the parameters is given by the interval defined by \( \Delta \chi^2 = 1 \). The uncertainties in tables 2 and 3 are derived as follows. The first one refers to the uncertainty due to the parameter \( \hat{E} \), while the second bracket gives an estimate of the scale uncertainty which is derived by repeating the fit for each scale choice and taking the envelope of all 15 values. The uncertainties of the \( a \) and \( b \) parameters are the ones from the linear fit to the central scale values. We have checked that fits to absolute or normalized distributions produce the same peak position, as expected.

We next consider the \( m(B\ell^-) \) distribution. We have checked that the \( m(B\ell^+) \) distribution is equivalent to it within the MC error of the calculation. The prediction for the normalized \( m(B\ell^-) \) distribution can be found in figure 13. We only show the predictions for final states with a \( B \)-hadron although predictions for a \( J/\psi \) or a muon can be provided. We observe the much improved perturbative description at higher orders. We also note that 1 GeV shift in \( m_t \) has almost identical effect on the normalized distribution as the inclusion of the NNLO correction relative to the NLO one. This demonstrates the tight interplay between the inclusion of higher order corrections to the so-called indirect top quark mass observables and the ultimate precision of the extracted \( m_t \).

A feature of the observable \( m(B\ell^-) \) is that it combines \( (B, \ell) \) pairs that may originate from either the same top quark or from two different top quarks. For the purpose of \( m_t \)

| \( m_t \)    | LO     | NLO    | NNLO   |
|-------------|--------|--------|--------|
| 171.5 GeV   | 37.553 (±0.106) (±0.050) | 36.744 (±0.169) (±0.213) | 36.737 (±0.311) (±0.081) |
| 172.5 GeV   | 38.816 (±0.109) (±0.051) | 36.981 (±0.182) (±0.223) | 37.010 (±0.227) (±0.109) |
| 173.5 GeV   | 38.093 (±0.113) (±0.051) | 37.319 (±0.193) (±0.206) | 37.292 (±0.255) (±0.113) |

| Lin. fit    | LO     | NLO    | NNLO   |
|-------------|--------|--------|--------|
| \( a = \)  | 0.270 (±0.004) | 0.286 (±0.029) | 0.278 (±0.003) |
| \( b = \)  | -8.755 (±0.708) GeV | -12.237 (±4.962) GeV | -10.913 (±0.556) GeV |

Table 3. As in table 2 but for LO top quark decay.
Figure 13. (Left): the normalized \( m(B\ell^-) \) distribution for fixed scale (3.2). Shown are the 15 point scale variation bands for LO, NLO and NNLO as well as the NPFF r.m.s. uncertainty band. (Right): the NNLO prediction for 3 different values of \( m_t \).

determination, one would like to predominantly have pairs that originate from the same top quark. One way to achieve this is to consider the modified observable \( m(B\ell)_{\text{min}} \) where the \( B \) and \( \ell \) are paired not based on lepton’s charge but on the requirement that their invariant mass is minimized. In figure 14 (left) we show the predicted \( m_t \) dependence for the first moment of the normalized \( m(B\ell)_{\text{min}} \) distribution. Note that this moment is sensitive to the selection requirements listed in the beginning of this section. We have verified that for different selection requirements, for example the ones listed in section 3.1, the behavior of this observable can change significantly.

We find the NNLO correction shifts the dependence relative to NLO, but much less than the NLO one does relative to LO. The perturbative uncertainty also decreases at higher orders which means that the inclusion of the NNLO correction will have an important impact on this observable. We also note that at NNLO the slope of the \( m_t \) dependence very slightly decreases which means a slight decrease with higher orders to the \( m_t \) sensitivity of this observable. This effect is nonetheless small relative to the overall theory uncertainty. While, as expected, the behavior of our prediction is broadly in line with the one in ref. [60], a direct comparison at LO and NLO with that reference is not possible due to the differences between the NPFFs used and the event selections.

There is a longstanding interest [84–87] in the \( m(F\ell) \) distribution with final states other than \( B \), especially \( J/\psi \) or a muon. Utilizing the fragmentation functions to these final states derived in the present work, in the upper-right and lower-left panels of figure 14 we show the \( m_t \) dependence of \( \langle m(J/\psi\ell)_{\text{min}} \rangle \) and \( \langle m(\mu\ell)_{\text{min}} \rangle \), respectively. Due to the high computational cost we have not computed the NNLO corrections to these observables. The LO and NLO corrections to these final states, especially when comparing with the pattern of higher order corrections for \( \langle m(B\ell)_{\text{min}} \rangle \), allow one to draw conclusions about the behavior of these observables. In particular, we see that through NLO \( \langle m(J/\psi\ell)_{\text{min}} \rangle \) has a pattern of higher order corrections very similar to \( \langle m(B\ell)_{\text{min}} \rangle \). We expect this trend to continue at NNLO. The \( K \)-factor for \( \langle m(\mu\ell)_{\text{min}} \rangle \) is slightly larger relative to its reduced scale uncertainties, since LO and NLO uncertainty bands barely overlap. This is due to the different shape of the muon FF which probes different kinematics relative to \( B \) or \( J/\psi \).
Figure 14. The first moment of the normalized $m(F\ell)_{\text{min}}$ distribution for $F = B$ (upper left), $F = J/\psi$ (upper right) and $F = \mu$ (lower left). Shown are the LO, NLO and NNLO predictions as a function of $m_t$ (only the LO and NLO ones for $F = J/\psi, \mu$). Bands at each order denote 15-point scale variation for the fixed scale (3.2). The three NLO curves, divided by their respective central scale values at $m_t = 172.5\,\text{GeV}$, are shown together in the lower-right panel.

Another feature of the three functions $\langle m(F\ell)_{\text{min}} \rangle(m_t)$ is the change in slope around $m_t = 172.5\,\text{GeV}$ as the final state changes. The slope is largest for $F = B$ and decreases towards $F = J/\psi$ and especially for $F = \mu$. However, the relative change around $m_t = 172.5\,\text{GeV}$ given by $\langle m(F\ell)_{\text{min}} \rangle(m_t)/\langle m(F\ell)_{\text{min}} \rangle(172.5\,\text{GeV})$, shown at NLO in the lower-right panel of figure 14, is the same for $F = B$ and $F = J/\psi$ and only 20% smaller for $F = \mu$. In figure 14, the denominator is always evaluated at the central scale choice in order to preserve the information on the scale uncertainties. The theoretical uncertainty on a hypothetically extracted value of $m_t$ is determined by the ratio of the width of the scale uncertainty band and the slope. From figure 14 one can conclude that the theory uncertainty is slightly smaller for $F = J/\psi$ than for $F = B$ and almost a factor 2 smaller for $F = \mu$ than for $F = B$. Additionally, a corresponding measurement for $F = \mu$ would most likely also be the most precise, followed by $F = J/\psi$ and then $F = B$.

We have also investigated the sensitivity of this important observable to the choice of scale. To that end in figure 15 we have compared predictions with the fixed scale (3.2) (left) and with the dynamic one (3.3) (right). Since the calculation with dynamic scale eq. (3.3) is performed with a 7-point scale variation (for fixed scale $\mu_{Fr}$), for a proper comparison of
Figure 15. The first moment of the normalized $m(B\ell)_\text{min}$ distribution computed with two different scales: fixed scale (3.2) (left) and the dynamic scale (3.3) (right). In both cases bands correspond to 7-point scale variation with fixed $\mu_{F_T}$.

the two scales in figure 15 we show the prediction with the dynamic scale (right) and the one with the fixed scale (3.2) but with 7-point scale variation (left). Comparing figure 15 (left) with figure 15 (right) we conclude that the two scales lead to very similar predictions that are fully consistent within uncertainties, especially at NNLO.

4 Conclusions

Recently, ref. [40] presented a novel technical approach for the numerical calculation of NNLO QCD corrections to coefficient functions for identified hadron production at hadron and/or lepton colliders. The approach is applicable to both heavy and light hadron production. It utilizes numerical Monte Carlo integration techniques within the sector-improved residue subtraction scheme [91, 92] which implies that generic NNLO observables with complicated phase space cuts can be implemented. This sets the technique of ref. [40] apart from the so far pursued, decades-old approach based on analytical coefficient functions applicable only to a small number of inclusive observables.

As a first application of this computational technique, ref. [40] presented the NNLO QCD corrections to $B$-hadron production in $t\bar{t}$ events at the LHC. This state of the art calculation was supplemented by an existing non-perturbative fragmentation function for $B$-hadrons. The significant improvement in the precision of theoretical predictions due to the inclusion of NNLO QCD corrections, however, is calling for a similar scrutiny at the precision and quality of the non-perturbative fragmentation contribution for heavy flavor production. We observe that, at this level of precision, the NPFF affects the ultimate precision that can be achieved in theoretical predictions of single heavy identified hadrons.

The main goal of the present paper is to address this gap. It provides a NNLO NPFF for $B$-hadrons which is extracted from $e^+e^-$ data in a way which is consistent with the formalism used by us for state-of-the-art NNLO predictions for LHC observables.

As a first application of the newly extracted $B$ fragmentation function, in this work we present NNLO accurate predictions for $B$-production in $t\bar{t}$ events at the LHC. Such application is of strong immediate interest due to the large LHC statistics on $t\bar{t}$ events. We
observe a significant improvement from the inclusion of NNLO QCD corrections for a range of generic observables (by a factor of about four relative to NLO QCD). We have placed a particular emphasis on predictions for observables that allow precision determination of the top quark mass. Future applications of the fragmentation function extracted in this work, and of the computational formalism developed in ref. [40], include open $B$ production at the LHC as well as $B$ production in association with bosons. Our fragmentation function fitting procedure can also be adapted to charm production which is another application of strong interest.

The extraction of the $B$ NPFF is based on a global fit of four $e^+e^-$ measurements, although we have studied its sensitivity to any single dataset. We have produced a set of 100 NPFFs which allows a detailed FF uncertainty analysis in any observable of interest. Our results are publicly available as LHAPDF grids.

The extraction of the $B$ NPFF is based on NNLO perturbative inputs with soft-gluon resummation through NNLL. The effect of the resummation in the perturbative initial condition for the $B$ fragmentation function is important. In analyzing the soft-gluon resummation of the FF initial condition, we have found complete consistency between its NNLO fixed order calculation, the anomalous dimensions governing that resummation and the decoupling through NNLO of the $b$-quark fragmentation function across the heavy flavor threshold.

Another novelty of the present work is that it also derives sets of FF for single inclusive production of $J/\psi$ or soft muons originating in $B$ hadron decays. To that end we have convoluted the $B$-hadron NPFF extracted by us with precisely measured $B$ meson decays spectra. These two sets of NPFFs are, too, made public with this publication. They allow NNLO accurate predictions for observables based not only on $B$-hadrons but on their decay products. Such observables are measured very accurately at the LHC and are needed, among others, in measurements of $m_t$ with high precision or for prediction of $J/\psi$ and muons in semileptonic $B$ decays in the context of open $B$ production or in association with bosons.

The FF sets for all final states considered in the present work are available as LHAPDF grids from the LHAPDF website (https://lhapdf.hepforge.org/) under the names

- CGMP_B-hadron_NNLO_as_0118
- CGMP_B-hadron_to_Jpsi_NNLO_as_0118
- CGMP_B-hadron_to_muon_NNLO_as_0118.
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A Results for soft-gluon resummation

In this appendix we collect various results used in the soft-gluon resummation of the $e^+e^-$ coefficient functions and the initial condition of the perturbative fragmentation function. Please refer to sections 2.1 and 2.2 for definitions.

The relevant coefficients of the QCD $\beta$-function in a theory with $n_f$ active flavors read

$$b_0 = \frac{1}{4\pi} \left[ \frac{11}{3} C_A - \frac{4}{3} T_F n_f \right],$$

$$b_1 = \frac{1}{(4\pi)^2} \left[ \frac{34}{3} C_A^2 - \frac{20}{3} C_A T_F n_f - 4 C_F T_F n_f \right],$$

$$b_2 = \frac{1}{(4\pi)^3} \left[ - \frac{1415}{27} C_A^2 T_F n_f + \frac{2857}{54} C_A^3 - \frac{205}{9} C_A C_F T_F n_f + 2 C_F^2 T_F n_f \right.
\left. + \frac{158}{27} C_A T_F^2 n_f^2 + \frac{44}{9} C_F T_F^2 n_f^2 \right],$$

(A.1)

where $C_F = 4/3, C_A = 3$ and $T_F = 1/2$ are the usual QCD color factors.

A.1 $D_{b\to b}^{\text{ini}}$

The cusp anomalous dimension (2.12) in a theory with $n_f$ active flavors reads through NNLL

$$A_1 = C_F,$$

$$A_2 = \frac{1}{2} C_F \left[ \frac{67}{18} - \frac{\pi^2}{6} \right] C_A - \frac{10}{9} T_F n_f,$$

$$A_3 = C_F \left[ C_A^2 \left( \frac{11\zeta_3}{24} + \frac{245}{96} - \frac{67\pi^2}{216} + \frac{11\pi^4}{720} \right) - C_A T_F n_f \left( \frac{7\zeta_3}{6} + \frac{209}{216} - \frac{5\pi^2}{54} \right) \right.$$

$$\left. - C_F T_F n_f \left( \frac{55}{48} - \zeta_3 \right) - \frac{1}{27} T_F^2 n_f^2 \right].$$

(A.2)

The NNLL expansion of the wide-angle anomalous dimension $D$ in eq. (2.13) reads

$$D_1 = -C_F,$$

$$D_2 = C_F \left[ C_A \left( - \frac{9\zeta_3}{4} + \frac{55}{108} + \frac{\pi^2}{12} \right) + \frac{1}{27} T_F n_f \right].$$

(A.3)

The hard matching coefficient (2.10), expanded through NNLO, reads

$$H_{0}^{\text{ini}} = 1,$$

$$H_{1}^{\text{ini}} = C_F \left[ \frac{3}{2} - 2\gamma \right] \ln \left( \frac{\mu^2_{Fr,0}}{m_b^2} \right) - \frac{\pi^2}{3} - 2\gamma^2 + 2\gamma + 2,$$

$$H_{2}^{\text{ini}} = C_F \left[ \frac{1}{8} (3 - 4\gamma)^2 \ln^2 \left( \frac{\mu^2_{Fr,0}}{m_b^2} \right) + \ln \left( \frac{\mu^2_{Fr,0}}{m_b^2} \right) \left( 6\zeta_3 + \frac{27}{8} - 7\gamma^2 + 4\gamma^3 - \pi^2 \right. \right.$$
\[
+ \gamma \left( \frac{2\pi^2}{3} - 1 \right) - \frac{3\zeta_3}{2} + \frac{2}{3} \gamma^2(\pi^2 - 3) - \frac{2}{3} \gamma(\pi^2 - 6) - \frac{11\pi^4}{180} + \frac{\pi^2}{4} + 2\gamma^4 - 4\gamma^3 \\
+ \frac{241}{32} - \pi^2 \ln(4) \right) + C_A \left[ -\frac{11}{24} (4\gamma - 3) \ln^2 \left( \frac{\mu_{F,r,0}^2}{m_b^2} \right) + \ln \left( \frac{\mu_{F,r,0}^2}{m_b^2} \right) \left( \frac{11}{12} (4\gamma \\
- 3) \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) + \frac{1}{12} \right) (-216\zeta_3 + 315 - 272\gamma - 264\gamma^2 + 24\gamma^3) \right] + \frac{11}{18} (-6 - 6\gamma \\
+ 6\gamma^2 + \pi^2) \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) - \frac{97\zeta_3}{18} + \gamma \left( 9\zeta_3 - \frac{55}{27} - \frac{14\pi^2}{9} \right) + \frac{1141}{288} - \frac{22\gamma^3}{9} + \frac{\pi^4}{12} \\
+ \frac{1}{9} \gamma^2 (3\pi^2 - 34) + \pi^2 \left( \frac{7}{54} + \ln(2) \right) \right] + T_F n_t \left[ \frac{1}{6} (4\gamma - 3) \ln^2 \left( \frac{\mu_{F,r,0}^2}{m_b^2} \right) + \left( \frac{1}{3} - \frac{4\gamma}{3} \right) \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) + \frac{4\gamma^2}{3} \right] + \frac{8\gamma}{9} \\
+ \pi^2 \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) - \frac{2\zeta_3}{9} - \frac{173}{72} - \frac{4\gamma}{27} + \frac{8\gamma^2}{9} + \frac{8\gamma^3}{9} - \frac{4\pi^2}{27} - \frac{4\gamma\pi^2}{9} \right] \\
+ T_F \left[ \frac{1}{6} (4\gamma - 3) \ln^2 \left( \frac{\mu_{F,r,0}^2}{m_b^2} \right) + \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) \left( \frac{1}{3} - \frac{4\gamma}{3} \right) \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) + \frac{4\gamma^2}{3} \right] + \frac{8\gamma}{9} \\
- \frac{3}{2} \left( -6 - 6\gamma + 6\gamma^2 + \pi^2 \right) \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) + \frac{2\zeta_3}{3} - \frac{\pi^2}{3} - \frac{56\gamma}{27} + \frac{3139}{648} \right] \right). \tag{A.4}
\]

The coefficients of the non-truncated function \(G^{\text{ini}}(m, N, \alpha_S)\) read through NNLL:

\[
g_1(\lambda) = -\frac{1}{2\pi b_0^2} \left\{ 2A_1 \lambda + A_1 (1 - 2\lambda) \ln(1 - 2\lambda) \right\}, \\
g_2(\lambda) = \frac{1}{4\pi^2 b_0^2} \left\{ 4\lambda \left[ \pi b_0 \left( (A_1 b_0' - A_1' b_0) \ln \left( \frac{\mu_{R,0}^2}{m_b^2} \right) - A_1' b_0 \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) \right) + A_2 b_0 - \pi A_1 b_1 \right] \\
+ 2 \ln(1 - 2\lambda) \left[ \pi A_1 b_0 b_0' \ln \left( \frac{\mu_{R,0}^2}{m_b^2} \right) + A_2 b_0 + \pi (2\gamma A_1 b_0^2 - A_1 b_1 + b_0^2 B_1) \right] \\
- \pi A_1 b_1 \ln^2(1 - 2\lambda) \right\}, \\
g_3(\lambda) = \frac{1}{144\pi^3 b_0^2 (1 - 2\lambda)} \left\{ 72\pi b_0 \lambda \left[ -\pi b_0 b_0' \ln^2 \left( \frac{\mu_{R,0}^2}{m_b^2} \right) (2A_1 b_0' \lambda + A_1' b_0 (1 - 2\lambda)) \right] \\
- 2 \ln \left( \frac{\mu_{R,0}^2}{m_b^2} \right) \left( b_0 (1 - 2\lambda) (A_2' b_0 - \pi A_1 b_1') + b_0^2 (2\lambda (A_2 b_0 - \pi A_1 b_1) \right) \\
+ \pi b_0^2 (2\gamma A_1 + B_1)) \right\} + b_0^2 (1 - 2\lambda) \left[ \pi A_1 b_0' \ln \left( \frac{\mu_{F,r,0}^2}{\mu_{R,0}^2} \right) - 2A_2 \right] \\
- 6\lambda \left[ A_1 (24\pi^2 b_0 a_0 (1 - \lambda) + b_0^2 (-48\gamma \pi^2 b_1 - 14\lambda + 7) + 24\pi^2 b_1^2 \lambda \right]
\]

\[ - 37 - \]
\begin{align}
+ 8(6\gamma^2\pi^2 + \pi^4)b_0^4 + 24b_0(\lambda(A_3b_0 - \pi A_2b_1) + \pi(2\gamma b_0^2 - b_1)(A_2 + \pi b_0 B_1) \\
+ \pi b_0^2 B_2) + 3\ln(1 - 2\lambda) \left[ 24\pi^2 A_1 b_0 \ln \left( \frac{m_R^2}{m_b^2} \right)(-2b_0 b'_1 \lambda + 2b_1 b'_0 \lambda + b_0') \\
+ A_1 (b_0^2 (48\gamma^2 \pi^2 b_1 + 14\lambda - 7) - 24\pi^2 b_2 b_0(1 - 2\lambda) - 48\pi^2 b_1^2 \lambda) \\
+ 24\pi b_0 b_1 (A_2 + \pi b_0 B_1) - 36\pi^2 A_1 b_1^2 \ln^2(1 - 2\lambda) \right]. 
\end{align}

(A.5)

Please recall that, as specified in the text following eq. (2.13), a prime in the above equations denotes a quantity computed with \( n_f = n_l + 1 \) while the ones without a prime are for \( n_f = n_l \).

The functions \( g_1 \) and \( g_2 \) were previously calculated in ref. [25] for \( n_f = n_l \). Substituting primed coefficients with unprimed ones in our results above should reproduce the results of ref. [25]. This is indeed the case. The difference between the results above and the results of ref. [25] is of \( O(\alpha_S^2) \), i.e. the NLO matching implemented in ref. [25] is insensitive to it.

The function \( g_3 \) was recently derived in ref. [93] for \( n_f = n_l \). Therefore, in order to compare our result for \( g_3 \) with that of ref. [93], we convert our expression to a coupling with \( n_l \) active flavors. In practice, the primes in our result for \( g_3 \) need to be dropped. Once this replacement is made, the two results still disagree by the following term

\begin{align}
- \frac{7A_1}{48\pi^2 b_0^3}(2\lambda + \ln(1 - 2\lambda)), 
\end{align}

(A.6)

which originates in the matching of \( \alpha_S \). After subtracting this term from our result for \( g_3 \), it then exactly matches the \( g_3 \) of ref. [93].

The result for \( H_{\text{ini}} \) is in full agreement with those of refs. [25, 93] after correcting a trivial typo for the incorrect overall sign of \( H_{\text{ini}} \) in ref. [93].

Finally, the term \( \sim C_F T_F \left( - \frac{2}{3} \ln^2 \left( \frac{m_t^2}{m_b^2} \right) - \frac{20}{9} \ln \left( \frac{m_t^2}{m_b^2} \right) - \frac{56}{27} \right) \) which appears in the decoupling constant \( C_{\text{dec}} (2.15) \) for the fragmentation function has already been discussed in ref. [93] but has been given a different interpretation there.

### A.2 \( e^+ e^- \) coefficient functions

The results for the cusp anomalous dimension \( A_i \) can be found in appendix A.1. The anomalous dimension \( B \) reads

\begin{align}
B(a) = \sum_{i=1}^{\infty} \left( \frac{a}{\pi} \right)^i B_i, 
\end{align}

(A.7)

with coefficients

\begin{align}
B_1 &= -\frac{3}{2} C_F, \\
B_2 &= C_F \left( C_A \left( 5\zeta_3 - \frac{3155}{432} + \frac{11\pi^2}{36} \right) - C_F \left( 3\zeta_3 + \frac{3}{16} - \frac{\pi^2}{4} \right) + \left( \frac{247}{108} - \frac{\pi^2}{9} \right) T_F n_f \right).
\end{align}

(A.8)
The resummation function $G$ defined in eq. (2.5), with expansion as in eq. (2.16), reads

\begin{align*}
g_1(\lambda) &= \frac{1}{\pi b_0^2} \left\{ A_1(\lambda + (1 - \lambda) \ln(1 - \lambda)) \right\}, \\
g_2(\lambda) &= \frac{1}{2\pi b_0^2} \left\{ 2\lambda \left[ \pi A_1 b_0^2 \ln \left( \frac{\mu_F^2}{\mu_R^2} \right) - A_2 b_0 + \pi A_1 b_1 \right] + \ln(1 - \lambda) \left[ 2\pi A_1 b_0^2 \ln \left( \frac{Q^2}{\mu_R^2} \right) \\
&\quad + \pi(-2\gamma A_1 b_0^2 + 2A_1 b_1 + b_0^2 B_1) - 2A_2 b_0 \right] + \pi A_1 b_1 \ln^2(1 - \lambda) \right\}, \\
g_3(\lambda) &= \frac{1}{12\pi^3 b_0^4(1 - \lambda)} \left\{ \lambda \left[ 6\pi b_0^2 \left( \pi(-2\gamma A_1 b_0^2 + 2A_1 b_1 + b_0^2 B_1) - 2A_2 b_0 \right) \ln \left( \frac{Q^2}{\mu_R^2} \right) \\
&\quad + b_0(1 - \lambda) \ln \left( \frac{\mu_F^2}{\mu_R^2} \right) \left( 2A_2 - \pi A_1 b_0 \ln \left( \frac{\mu_F^2}{\mu_R^2} \right) + \pi A_1 b_0^2 \ln^2 \left( \frac{\mu_F^2}{\mu_R^2} \right) \right) \\
&\quad + \pi b_0 \left( -6\gamma b_0(2A_2 b_0 + 2\pi A_1 b_1 + \pi b_0^2 B_1) + 6\pi(2A_1 b_2 + b_0 b_1 B_1) - 6(2A_2 b_1 \\
&\quad + b_0^2 B_2) + 3\lambda A_1 b_0^3 + 6\gamma_2^2 A_1 b_1^2 + 6\lambda \left( A_3 b_0^3 - \pi(A_2 b_0 b_1 + \pi A_1(b_0 b_2 - b_1^2)) \right) \right) \\
&\quad + 6\pi \ln(1 - \lambda) \left[ 2\pi A_1 (b_2 b_0(1 - \lambda) + b_0^2 \gamma b_1 b_0^3) + 2\pi A_1 b_0^2 \ln \left( \frac{Q^2}{\mu_R^2} \right) \\
&\quad - 2A_2 b_1 b_0 + \pi b_1 b_0^2 B_1 \right] + 6\pi A_1 b_1^2 \ln^2(1 - \lambda) \right\}.
\end{align*}

The coefficients of the hard matching function in eq. (2.5), in an expansion in $\alpha_S/(2\pi)$, read

\begin{align*}
H_0 &= 1, \\
H_1 &= C_F \left[ \left( \frac{3}{2} - 2\gamma \right) \ln \left( \frac{Q^2}{\mu_F^2} \right) + \frac{5\pi^2}{6} + \gamma^2 + \frac{3\gamma}{2} - \frac{9}{2} \right], \\
H_2 &= C_F \left[ C_F \left[ \left( \frac{9}{8} - 3\gamma + 2\gamma^2 \right) \ln^2 \left( \frac{Q^2}{\mu_F^2} \right) + \left( 6\zeta_3 - \frac{51}{8} + \frac{45\gamma}{4} - 3\gamma^2 - 2\gamma^3 + \frac{3\pi^2}{4} \right) \\
&\quad - \frac{5\gamma\pi^2}{3} \ln \left( \frac{Q^2}{\mu_F^2} \right) + 6\gamma_3 - \frac{33\zeta_3}{2} + \frac{61\pi^4}{180} + \frac{5\gamma_2^2\pi^2}{6} + \frac{3\gamma^2\pi^2}{4} - \frac{35\pi^2}{16} + \frac{\gamma^4}{2} + \frac{3\gamma^3}{2} \right) \\
&\quad - \frac{27\gamma^2}{8} - \frac{51\gamma}{8} + \frac{331}{32} + \text{CA} \left[ \left( \frac{11\gamma}{6} - \frac{11}{8} \right) \ln^2 \left( \frac{Q^2}{\mu_F^2} \right) + \left( \frac{11}{4} - \frac{11\gamma}{3} \right) \ln \left( \frac{Q^2}{\mu_F^2} \right) \right] \\
&\quad + \frac{5\pi^2}{36} - \frac{11\gamma^2}{6} + \frac{11\gamma^4}{4} - \frac{33\gamma^3}{4} \right] \ln \left( \frac{\mu_R^2}{\mu_F^2} \right) + \left( -3\zeta_3 + \frac{215}{24} - \frac{367\gamma}{36} - \frac{11\gamma^2}{6} - \frac{11\pi^2}{12} \right) \\
&\quad + \frac{\gamma\pi^2}{3} \ln \left( \frac{Q^2}{\mu_F^2} \right) - 10\gamma_3 + \frac{116\zeta_3}{9} - \frac{23\pi^4}{240} - \gamma_2^2 \frac{2\gamma^2}{6} - \frac{11\gamma\pi^2}{36} + \frac{165\zeta^3}{432} + \frac{11\gamma^3}{18} \right) \\
&\quad + \frac{367\gamma^2}{72} + \frac{3155\gamma^2}{216} - \frac{545\gamma}{288} + \text{TF}_{n_f} \left[ \left( \frac{1}{2} - \frac{2\gamma}{3} \right) \ln^2 \left( \frac{Q^2}{\mu_F^2} \right) + \left( -\frac{19}{6} + \frac{29\gamma}{9} \right) \right] \\
&\quad + \frac{2\gamma^2}{3} - \frac{\pi^2}{3} \ln \left( \frac{Q^2}{\mu_F^2} \right) + \left( \frac{4\gamma}{3} - 1 \right) \ln \left( \frac{Q^2}{\mu_F^2} \right) - \frac{5\pi^2}{9} - \frac{2\gamma^2}{3} - \gamma + 3 \right] \ln \left( \frac{\mu_F^2}{\mu_R^2} \right),
\end{align*}

The above results for $g_1$, $g_2$ and $g_3$ match those of ref. [94].
B Fitting NPFF to one dataset at a time

In the following we present the results for fitting NPFF to one dataset at a time. We use the four datasets ALEPH [79], DELPHI [80], OPAL [81] and SLD [82] that enter our combined fit. The extracted NPFF sets, compared to the combined extraction, can be seen in figure 16.

Of particular interest is the fit to ALEPH data since it contains only $B$-mesons, rather than the meson-baryon mixture measured by the other collaborations. In a ALEPH-only fit one would like to check if the contribution from baryons has a visible effect on the fits. As can be seen in figure 16, when only ALEPH data is considered the uncertainty of the fit is considerably larger than the one of the combined fit. The fit to all data lies entirely within the uncertainty band of the ALEPH-only fit which suggests that it may not be possible to convincingly disentangle the effect of $B$-baryons using this measurement.

In general, as can be seen in figure 16, there is agreement between the four individual fits. The fit showing the largest deviation with respect to the combined fit is obtained from the DELPHI dataset. Nevertheless, it is not inconsistent with the combined fit. The OPAL data appears to be the most precise. For most values of $z$ the combined fit has slightly smaller uncertainties than the OPAL-only fit. Since there are certain tensions between the four datasets one may wonder if an improvement from combining them can be expected. Upon closer inspection of figure 16 it turns out that for almost all values of $z$ where the errors on the combined fit are smaller than all the individual fits, the four datasets actually do agree, which implies the consistency of the reduced uncertainties of the combined fit.
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