Non-adiabatic topological energy pumps with quasiperiodic driving
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We derive a topological classification of the steady states of \( d \)-dimensional lattice models driven by \( D \) incommensurate tones. Mapping to a unifying \((d + D)\)-dimensional localized model in frequency space reveals anomalous localized topological phases (ALTPs) with no static analogue. While the formal classification is determined by \( d + D \), the observable signatures of each ALTP depend on the spatial dimension \( d \). For each \( d \) with \( d + D = 3 \), we identify a quantized circulating current, and corresponding topological edge states. The edge states for a driven wire \((d = 1)\) function as a quantized, non-adiabatic energy pump between the drives. We design concrete models of quasiperiodically driven qubits and wires which achieve ALTPs of several topological classes. Our results provide a route to experimentally access higher dimensional ALTPs in driven low-dimensional systems.

\textbf{Introduction.}—Topological order in static systems can underlie the quantization of non-equilibrium responses in slowly driven systems with fewer dimensions. A well-known example is the Thouless charge pump, a slowly and periodically driven insulating wire, which transmits charge at a quantized rate [1–6]. Fourier transforming the drive produces a static frequency lattice with one spatial and one synthetic dimension in the presence of a weak electric field. Charge pumping in the wire can then be understood via the integer quantum Hall effect in the frequency lattice. Analogous arguments also relate a qubit slowly driven by two incommensurate tones to a frequency lattice with two synthetic dimensions [7–12]. In this setting, the integer quantum Hall effect manifests as a quantized energy current between the two drives.

Can non-equilibrium responses be quantized away from the adiabatic limit? An affirmative answer with periodic driving is provided by the two-dimensional anomalous Floquet-Anderson insulator (AFAI), which transports charge along the boundary of the sample at a quantized rate. Charge pumping in the AFAI can be understood through a topological invariant of a frequency lattice, now with two spatial and one synthetic dimension [13, 14].

In this Letter, we use the frequency lattice construction to reveal non-adiabatic topological responses in quasiperiodically driven systems. Our key observation is that the frequency lattice treats spatial and synthetic dimensions on an equal footing when its eigenstates are localized (Fig. 1). More formally, the topological classification of localized phases of \( d \)-dimensional tight-binding models driven by \( D \) incommensurate periodic tones depends only on the total frequency lattice dimension \( d + D \). The classification is by an integer when \( d + D \) is odd and is trivial otherwise. We call the non-trivial phases anomalous localized topological phases (ALTPs).

We obtain the observable signatures of ALTPs for each \( d \) with \( d + D = 3 \) from the frequency lattice as summarized in Fig. 1. In particular, edge states in the frequency lattice manifest as a quantized energy current between the two drives for the \( d = 1 \) wire. We verify our predictions numerically in concrete models, and close with experimental implications.

The effects of quasiperiodic driving have been extensively studied in few-body systems [15–29] and more recently in many-body settings [30–37]. A cohesive frequency lattice lens allows us to significantly expand the number of dynamical phases accessible by quasiperiodic driving.
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\caption{Correspondence between ALTPs with fixed \( d + D = 3 \). \textbf{(a)} \((0+3)\): A qubit driven by three incommensurate frequencies showing chiral circulation of energy \( \langle M \rangle \) between the drives. \textbf{(b)} \((1+2)\): A localized fermionic chain driven by two tones also exhibits an energy-charge circulation in the bulk, and topological edge states which pump energy between the drives \( \langle I \rangle \). \textbf{(c)} \((2+1)\): A localized two-dimensional system driven by one tone has a quantized bulk magnetization, and quantized edge currents [13, 14]. \textbf{(d)} \((3+0)\): All three systems have a unifying description in terms of a static frequency lattice with localized bulk eigenstates and an electric field \( \Omega \).}
\end{figure}
Localization and the frequency lattice. – Tight-binding models in \(d\) spatial dimensions driven by \(D\) incommensurate periodic tones are described by a Hamiltonian \(H(\theta_{j+1}(t), \ldots, \theta_{d+D}(t))\) (we use the indices \(j \in \{1, \ldots, d\}\) for spatial dimensions). We assume \(H\) is smooth and periodic in each of the \(D\) drive phases \(\theta_j(t) = \Omega_j t + \theta_{0j}\), where \(\Omega_j\) is the angular frequency of the \(i\)th drive and \(\theta_{0j(d+\ell)}\) is its initial phase. For brevity of notation, we assemble the drive phases and frequencies into a vector such as \(\vec{\Omega} = \sum_{j=d+1}^{d+D} \Omega_j \hat{e}_j\). The quasiperiodicity of the driving is stated formally as \(H(\vec{\theta}_t) = H(\vec{\theta}_t + 2\pi \hat{e}_j)\) [38].

We look for a basis of solutions to the Schrödinger equation of the form

\[
|\psi_\alpha(t)\rangle = e^{-i\epsilon_\alpha t}|\phi_\alpha(\vec{\theta}_t)\rangle,
\]

where \(\alpha\) indexes the system’s Hilbert space, \(\epsilon_\alpha\) is a constant quasienergy and \(|\phi_\alpha(\vec{\theta})\rangle\) is a smooth quasienergy state defined on the torus of drive phases. Eq. 1 is the generalization of the Floquet-Bloch decomposition to quasiperiodic driving [15, 19, 39]. Substituting (1) into the time-dependent Schrödinger equation, \(i\hbar \partial_t |\psi_\alpha(t)\rangle = H(\vec{\theta}_t)|\psi_\alpha(t)\rangle\) (with \(\hbar = 1\)), and Fourier transforming gives

\[
\epsilon_\alpha |\phi_{\alpha n}\rangle = \sum_{\vec{n} \in \mathbb{Z}^D} \left( H_{\vec{n} - \vec{m}} - \vec{n} \cdot \vec{\Omega} \delta_{\vec{n}, \vec{m}} \right) |\phi_{\alpha m}\rangle,
\]

where \(H_{\vec{n}}\) and \(|\phi_{\alpha n}\rangle\) are the Fourier components of \(H(\vec{\theta})\) and \(|\phi_\alpha(\vec{\theta})\rangle\) respectively.

Introducing auxiliary degrees of freedom associated to the Fourier components \(|\vec{n}\rangle\) – a frequency lattice – allows the quasienergy states to be explicitly represented as the eigenstates \(\sum_{\vec{n} \in \mathbb{Z}^D} |\phi_{\alpha n}\rangle |\vec{n}\rangle\) of a quasienergy operator [15, 19, 40]:

\[
K = \sum_{\vec{n}, \vec{m} \in \mathbb{Z}^D} \left( H_{\vec{n} - \vec{m}} - \vec{n} \cdot \vec{\Omega} \delta_{\vec{n}, \vec{m}} \right) |\vec{n}\rangle \langle \vec{m}|.
\]

\(K\) has the form of a lattice Hamiltonian with an electric field \(\vec{\Omega}\) and translationally invariant hopping matrices \(H_{\vec{n}}\). As the \(H_{\vec{n}}\) themselves act on a \(d\)-dimensional lattice, the full dimension of the frequency lattice is \(d + D\), with \(d\) spatial and \(D\) synthetic dimensions. The frequency lattice is illustrated in Fig. 1(d) for \(d + D = 3\).

Although (3) holds for classical driving, it is useful to interpret the auxiliary state \(|n_j\rangle\) as corresponding to the photon number of the \(j\)th drive [11]. A nearest-neighbor hop along direction \(j\) then corresponds to photon emission/absorption into drive \(j\), while the potential energy \(\Omega_{n_j}\) accounts for the energy of the drive.

We demand localization of the quasienergy states in the spatial dimensions for the purposes of the stability of our classification. Localization ensures that small perturbations by local operators do not strongly couple distant quasienergy states, preventing the dramatic rearrangement of eigenstates that could otherwise occur.

Localization in the synthetic dimensions is then equivalent to the existence of a complete set of solutions (1). To see this, note that the Fourier expansion of the solution

\[
|\psi_\alpha(t)\rangle = e^{-i\epsilon_\alpha t}|\phi_\alpha(\vec{\theta}_t)\rangle = e^{-i\epsilon_\alpha t} \sum_{\vec{n} \in \mathbb{Z}^D} |\phi_{\alpha n}\rangle e^{-i\vec{n} \cdot \vec{\theta}_t},
\]

only converges when the Fourier components \(|\phi_{\alpha n}\rangle\) are square-summable, that is, when the eigenstates of \(K\) are normalizable. When we have localization in both spatial and synthetic dimensions, we refer to the system as being in a localized phase.

An immediate dynamical consequence of localization is the quasiperiodic time dependence of local observables. This follows from the decomposition of an observable \(O(t)\) in the Heisenberg picture in the basis of quasienergy states,

\[
O(t) = \sum_{\alpha, \beta} O_{\alpha \beta} e^{-i(\epsilon_\alpha - \epsilon_\beta)t}|\phi_\alpha(\vec{\theta}_t)\rangle \langle \phi_\beta(\vec{\theta}_t)|.
\]

(We have assumed \(O\) does not have explicit time dependence.) Roughly, localization of \(|\phi_\alpha(\vec{\theta}_t)\rangle\) implies that only finitely many terms \(O_{\alpha \beta}\) contribute significantly to expectation values, so that \(\langle O(t) \rangle\) is explicitly quasiperiodic. Mathematically, the power spectrum of all local observables in a localized phase is pure point \([18, 19]\).)

Formal classification. – The topological classification is most naturally expressed through the micromotion operator (c.f. [42])

\[
V(\vec{\Phi}, \vec{\theta}) = \sum_{\alpha} |\phi_\alpha(\vec{\theta})\rangle \langle \alpha|,
\]

where \(|\alpha\rangle\) is a basis for the system’s Hilbert space and we have suppressed the dependence of the quasienergy states on the \(d\) fluxes \(\vec{\Phi}\) twisting the periodic boundary conditions of the spatial dimensions. In a localized phase the micromotion \(V(\vec{\Phi}, \vec{\theta})\) is a smooth map from the \((d + D)\)-dimensional torus defined by \(\vec{\Phi}\) and the drive phases \(\vec{\theta}\) to the unitary group. It is well known that such maps are classified by an integer winding number \(W[V]\) when \(d + D = 1\) is odd, defined by \([43–46]\)

\[
W[V] = C_{d+D} \int d^d \Phi d^D \theta e^{i\sum_k \text{Tr} [V^\dagger \partial_j V] \cdot (V^\dagger \partial_k V)}
\]

where the integral is over the torus, \(e^{i \cdot \vec{k}}\) is the Levi-Civita symbol, \(\partial_j\) is differentiation with respect to one of \(\Phi_j\) or \(\theta_j\) and \(C_{d+D}\) is a constant [41].

Theorem. The winding number \(W[V]\) is an integer valued topological invariant characterizing localized phases. That is, if the two Hamiltonian-frequency pairs \((H_0(\vec{\hat{\theta}}, \vec{\Omega}_0)\) and \((H_1(\vec{\hat{\theta}}, \vec{\Omega}_1)\) are joined by a connected path \((H_s(\vec{\hat{\theta}}, \vec{\Omega}_s)\) (where \(s \in [0, 1]\)) such that all the \((H_s(\vec{\hat{\theta}}, \vec{\Omega}_s)\) have localized quasienergy states, then \(W[V_0] = W[V_1]\).
In the supplementary material we show that, under the conditions of the theorem, the path between the micro-motion operators $V_s$ is continuous. As $W[V]$ is invariant under smooth deformations of $V$ [43], the theorem follows [41]. We refer to a localized phase with a non-trivial winding number $W[V] \neq 0$ as an anomalous localized topological phase (ALTP).

As promised, the classification depends only on the frequency lattice dimension $d+D$. Note that the Floquet classification of anomalous phases without symmetry is reproduced with $D = 1$ [42].

**Observables consequences.** The formal classification of ALTPs is only physically interesting because it predicts quantized observables. The physical observables depend on $d$. We identify these for $d \in \{0, 1\}$ when $d+D = 3$, and later verify our predictions numerically (Fig. 2). The Floquet case $d = 2$ is well studied [13, 14].

The chiral energy circulation captures the topological response of $(0+3)$-dimensional ALTPs – qudits driven by three incommensurate tones. In more detail; the Heisenberg operator for the instantaneous rate of work done on the qudit is $U^\dagger \partial_t H(\hat{\theta}_j) U = \sum_j \Omega_j U^\dagger \partial_t H(\hat{\theta}_j) U$, where $U = U(t,0)$ is the evolution operator from time $0$ to $t$. As energy input into the qudit must come from the drives, it is natural to identify $U^\dagger \partial_t H U \equiv -\hat{n}_j$ as the rate of photon transfer out of the $j$th drive. An operator measuring the rate at which photons circulate between the drives (Fig. 1(a)) is then

$$M(t) = \frac{1}{4}(\vec{n} \times \vec{n}) \cdot \vec{\Omega} + \text{h.c.},$$

where $\vec{n}$ is the integral of $\hat{n}$, and we can drop the constant of integration [41]. Introducing the notation $\langle \langle A \rangle \rangle_T \equiv \frac{1}{T} \int_0^T dt \text{Tr} [A(t)]$, we prove [41]

$$\langle \langle M \rangle \rangle_T = \frac{\vec{\Omega}}{2\pi} \langle \langle W \rangle \rangle + O(T^{-1}).$$

That is, the long-time average of the circulation in an initial mixed state $\rho \propto \mathbb{I}$ is quantized and proportional to the winding number.

A quantized circulation is also present in $(1+2)$-dimensional ALTPs – wires driven by two incommensurate tones. However, in contrast to the $(0+3)$-dimensional ALTP, there are also edge signatures of topology.

At a boundary of the wire there is a topological energy current between the drives (Fig. 1(b)). The frequency lattice for the driven wire has a slab geometry. A non-zero winding number in the bulk is accompanied by current-carrying edge states, which must run perpendicular to $\vec{\Omega}$, due to Stark localization by the electric field $\vec{\Omega}$ (Fig. 1(d)). If $\vec{\Omega} = \Omega_2 \hat{e}_2 + \Omega_3 \hat{e}_3$, the edge current is parallel to $\Omega_2 \hat{e}_2 - \Omega_3 \hat{e}_3$. That is, photons are transferred from drive 3 to drive 2 (or drive 2 to drive 3, depending on the sign of $W[V]$) in an energy current.

Quantitatively, the long-time average of the energy current into drive $j$, $I_j(t) = \Omega_j \hat{n}_j(t)$, in an initial state localized near an edge is [41]

$$\langle \langle I_j \rangle \rangle_{s,T} \equiv \langle \langle I_j \rangle \rangle_s \equiv \pm \frac{\Omega_2 \Omega_3}{2\pi} W[V] + O(T^{-1}, e^{-s/\xi}).$$

Here, $\rho_s$ is a projector onto lattice sites localized within $s$ sites of the edge, $\xi$ is the single-particle localization length, and the sign depends on which drive $j$ is being considered. Experimentally, this is the response of a non-interacting wire filled with fermions up to a distance $s$ from the edge.

FIG. 2. Numerics for the model $H^\delta$. (a) $(0 + 3)$: Phase diagram. Colors represent the value of $\langle \langle M \rangle \rangle_T$ over a fixed time $T$. In black delocalized regions, the Fourier spectrum of $\langle \langle M \rangle \rangle_T$ is not pure point on numerical timescales. (b) $(0 + 3)$: $\langle \langle M \rangle \rangle_T$ for parameter values marked by stars in (a) against averaging time $T$. The average circulations converge to the theoretically predicted quantized values. (c) $(1 + 2)$: The work done on drive $j$ at one edge of the wire, $T \langle \langle I_j \rangle \rangle_{s,T}$ (10). Energy is transported between drives two and three at the predicted quantized average rate. Parameters: (a) $\delta/B_0 = 0.01$, $\vec{\omega}/B_0 = (2.1618031,...,1.073506...)$ and $\vec{\Omega} \propto \vec{\omega}$. (b) $\vec{\Omega} = \vec{\omega}$, $h = 2$ (blue) and $h = 5$ (red). (c) Lattice size $L = 40$, $s = 14$ sites filled, see Eq. 14. Further details reported in [41].
Model. — Constructing a \((0 + 3)\)-dimensional ALTP is difficult because simultaneously achieving localization in all the (synthetic) frequency lattice dimensions and a non-zero winding number is delicate. The electric field \(\vec{E}\) must be the cause of localization, as in the absence of \(\vec{E}\) the quasienergy operator \(K\) is translationally invariant and all eigenstates are delocalized Bloch states. Indeed, a strong \(\vec{E}\) compared to the typical hopping amplitude \(J\) does localize the quasienergy states, as adjacent sites in the frequency lattice become far detuned from one another. However, too short a localization length cannot lead to a non-zero circulation (9). By adding further-neighbor hops, we engineer a “sweet spot” with localization across a few sites and quantized circulation.

We construct a family of driven qubit models indexed by \(\delta \geq 0\). We define \(H^{\delta=0}(\vec{\theta}) = -(\vec{B}_1 + \vec{B}_2) \cdot \vec{\sigma}/2\), where \(\vec{\sigma}\) is the vector of Pauli matrices, \(\vec{B}_1\) corresponds to a short-range model on the frequency lattice and \(\vec{B}_2\) has the further-neighbor hops. Explicitly, \(\vec{B}_1 = B_0 \langle \eta | \vec{\sigma} | \eta \rangle\) where

\[
|\eta(\vec{\theta})\rangle = (\sin \theta_1 + i \sin \theta_2) |\uparrow\rangle + \left(\sin \theta_3 + i (h + \sum_{k=1}^{3} \cos \theta_k)\right) |\downarrow\rangle
\]

is an unnormalized eigenstate of \(\vec{B}_1 \cdot \vec{\sigma}\), and \(h\) is a dimensionless parameter [47, 48]. The field \(\vec{B}_2\) is given by

\[
\vec{B}_2 = \left[ (\nabla \cdot \vec{\omega}) \vec{B}_1 \right] \times \vec{B}_1 / |\vec{B}_1|^2.
\]

When the vector of parameters \(\vec{\omega} = \vec{\Omega}\), this term acts as a counter-diabatic correction ensuring that the quasienergy states are parallel to \(|\eta(\vec{\theta})\rangle\) [49, 50]. Our choice of \(|\eta(\vec{\theta})\rangle\) then allows for non-zero \(W[V]\), depending on the value of \(h\) [47, 48]. For general \(\delta \geq 0\) we truncate the Fourier spectrum of \(H^{\delta=0}(\vec{\theta})\):

\[
H^\delta(\vec{\theta}) = \sum_{\{\vec{\nu} : \|H^\delta_{\vec{\nu}}\|_F \geq \delta\}} e^{-i n \cdot \vec{\nu}} H^\delta_{\vec{\nu}},
\]

where \(H^\delta_{\vec{\nu}}\) are the Fourier coefficients of \(H^{\delta=0}(\vec{\theta})\) and \(\|\cdot\|_F\) is the Frobenius norm.

Fig. 2(a) shows the phase diagram obtained by numerically solving the Schrödinger equation for \(H^{\delta=0}\) with fifth-nearest-neighbor hops [51]. Three topological phases of winding numbers \(W \in \{0, 1, -2\}\) are visible. The quantized energy circulation of these phases (9) is verified in Fig. 2(b).

The winding numbers coincide with those predicted by having quasienergy states parallel to \(|\eta(\vec{\theta})\rangle\) near \(\vec{\Omega} = \vec{\omega}\). For large enough frequency \(|\Omega| \gg B_0, |\omega|\) the localization length is short, and \(W = 0\) (not shown). At lower frequencies \(|\Omega| \ll B_0, |\omega|\) the quasienergy states may delocalize.

By reinterpreting one of the synthetic dimensions of \(H^\delta(\vec{\theta})\) as spatial we obtain a \((1 + 2)\)-dimensional model with ALTPs. Then the electric field causes localization in the spatial dimension. Explicitly, drive 1 (say) is replaced with a lattice of sites \(|n_1\rangle\) with an electric potential \(-\Omega_1 n_1\) and quasiperiodically time-dependent \(m\)-site hops

\[
H^\delta_m(\theta_2, \theta_3) = \int \frac{d\theta_1}{2\pi} e^{im\theta_1} H^\delta(\vec{\theta}).
\]

Truncating the lattice provides the necessary edges to observe topological boundary effects.

Fig. 2(c) confirms that the energy current is quantized (10). The exponential localization of the current carrying modes at the edge can be observed in Fig. 3.

Experimental prospects. – \((0 + D)\)-dimensional ALTPs – driven qudits – are within immediate experimental reach in a number of solid state and optical architectures [52–54]. Signatures of topology in the adiabatic limit have already been observed with two-tone driven nitrogen vacancy centers [10].

\((1 + 2)\)-dimensional ALTPs could be achieved in driven fermionic wires [5], but equivalent single-particle physics are available in several platforms [52, 55–59]. In particular, a qubit coupled to a quantum cavity [60] or a bosonic chain. In the former the “edge” at which an energy current occurs is the vacuum state. We demonstrate topological signatures in the qubit-cavity ALTP in [41].

An energy current between two drives can form the basis of many useful devices. For example: conversion of photons from one frequency to another [7–9, 32, 34], cooling cavities [11], one-way circulation of energy between cavities and the preparation of exotic cavity states [11, 61]. The non-adiabatic energy currents of the \((1 + 2)\)-ALTPs promise to make these devices faster and more stable.

Outlook.— We have derived a stable topological classification of quasiperiodically driven lattice models, and identified the quantized observables that distinguish each
phase. Localization in a dual frequency lattice is central to our understanding of these phases.

In one dimension, localization is believed to be stable to the addition of weak interactions [62–65]. We speculate that \( d = 1 \) ALTPs are stable interacting phases, even at infinite temperature, due to this many-body localization (MBL) (see Ref. [66, 67] for the (2 + 1) case). The MBL-ALTPs would provide new examples of localization-protected quantum order [68]. The bulk l-bits of the MBL chain would support an energy-charge circulation, while the edge l-bits would support energy currents.

We have discussed observable signatures for each ALTP with \( d + D = 3 \). A natural extension is determining the corresponding observables for larger numbers of drives and other symmetry classes. This would provide experimental access to the topological physics of driven systems in four dimensions and higher. To date, such responses have only been observed in the adiabatic limit [69, 70].
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The $H^d$ used in our numerics has exponentially decaying hops up to fifth-nearest neighbor in the maximum norm, or eighth-nearest-neighbor in the 1-norm.
SUPPLEMENTAL MATERIAL

A. The Frequency Lattice

In this section we review the frequency lattice construction in detail. This provides a formal mapping between a tight-binding model in $d$ dimensions driven by $D$ incommensurate tones and a static system with an additional $D$ synthetic dimensions. We first review the construction for the case of a single periodic drive ($D = 1$) and recover familiar results of Floquet theory. We then make a straightforward generalization to the multiple-tone case.

We are concerned with the dynamics of driven models in $d$ dimensions. The state vector $|\psi(t)\rangle$ of this system obeys the Schrödinger equation (with $\hbar = 1$)

$$i\partial_t|\psi(t)\rangle = H(t)|\psi(t)\rangle,$$

where $H(t)$ is the time dependent Hamiltonian.

It is frequently useful to describe evolution in terms of a unitary evolution operator $U(t, t')$ such that $U(t_1, t_0)|\psi(t_0)\rangle = |\psi(t_1)\rangle$. This operator also obeys the Schrödinger equation $i\partial_t U(t_1, t_2) = H(t_1) U(t_1, t_2)$, and is often expressed as the time ordered exponential

$$U(t_1, t_0) = T \exp \left( -i \int_{t_0}^{t_1} H(s) ds \right).$$

1. One Drive – Floquet Theory

When the driving is periodic, $H(t + T) = H(t)$, it is possible to say more about the structure of $U(t_1, t_0)$. In this case it is possible to identify a complete set of solutions to the Schrödinger equation of the form

$$|\psi_\alpha(t)\rangle = e^{-i\epsilon_{\alpha} t}|\phi_\alpha(t)\rangle,$$

where $|\phi_\alpha(t + T)\rangle = |\phi_\alpha(t)\rangle$ is periodic and $\alpha$ indexes a basis of the Hilbert space. Due to the similarity in form to the evolution of an eigenstate of a static Hamiltonian, $\epsilon_\alpha$ is called the quasienergy and $|\phi_\alpha(t)\rangle$ is called the quasienergy state.

The decomposition of the solutions (17) implies the corresponding decomposition of the evolution operator

$$U(t_1, t_0) = V(t_1) e^{-i(t_1-t_0)H_F} V(t_0),$$

where $H_F = \sum_\alpha \epsilon_\alpha |\alpha\rangle \langle \alpha|$ is called the Floquet Hamiltonian, the micromotion $V(t) = \sum_\alpha |\phi_\alpha(t)\rangle \langle \alpha|$ is also periodic and $|\alpha\rangle$ is an arbitrary fixed basis for the system’s Hilbert space. This decomposition is the subject of Floquet’s theorem [39], and we will call it a Floquet decomposition. We will prove the same result using the frequency lattice.

Before we do so, it is important to note that there is a gauge freedom in this decomposition; as $e^{in_\alpha \Omega t}$ for $n \in \mathbb{Z}$ and $\Omega = 2\pi/T$ is itself periodic with period $T$, the form of the Floquet decomposition is preserved by the map

$$\epsilon_\alpha \mapsto \epsilon_\alpha + n_\alpha \Omega, \quad |\phi_\alpha(t)\rangle \mapsto e^{in_\alpha \Omega t}|\phi_\alpha(t)\rangle.$$

The quasienergy can be shifted by an integer multiple of $\Omega$ without affecting the actual solution (17), provided a gauge transformation is made to the quasienergy state $|\phi_\alpha(t)\rangle$. As such, the quasienergy should be regarded as being defined modulo $\Omega$. This is the origin of the distinct topology possible in the structure of Floquet systems when compared to static systems [42, 71, 72].

Floquet’s theorem can be proved using elementary techniques in linear ordinary differential equations, but these techniques are not easily transferable to the quasiperiodic case. We will now describe how the time dependent Floquet problem can be understood as a static lattice problem with one synthetic dimension – the frequency lattice – and how this interpretation naturally leads to Floquet’s theorem.

By Fourier transforming the Schrödinger equation we can map (15) into a lattice problem in frequency space. That is, if we write $H(t) = H(\theta)$ with $\theta = \Omega t + \theta_0$ defined modulo $2\pi$, then we can express $H$ in terms of its Fourier series as

$$H(\theta) = \sum_{m \in \mathbb{Z}} H_m e^{-im\theta}.$$  

Similarly writing $|\phi_\alpha(\theta_0)\rangle = \sum_{m \in \mathbb{Z}} |\phi_{\alpha m}(\theta_0)\rangle e^{-im\theta}$, the Schrödinger equation becomes

$$\epsilon_\alpha |\phi_{\alpha n}(\theta_0)\rangle = \sum_{m \in \mathbb{Z}} (H_{n-m} e^{-i(n-m)\theta_0} - n\Omega \delta_{nm}) |\phi_{\alpha m}(\theta_0)\rangle.$$  

This is the form of a tight-binding model on a one-dimensional lattice with sites labeled by $n$, and a local Hilbert space given by that of the original system. Indeed, defining an auxiliary Hilbert space spanned by $|n\rangle$, and defining

$$|\phi_\alpha(\theta_0)\rangle = \sum_{n \in \mathbb{Z}} |\phi_{\alpha n}(\theta_0)\rangle \otimes |n\rangle,$$  

$$K(\theta_0) = \sum_{n,m \in \mathbb{Z}} (H_{n-m} e^{-i(n-m)\theta_0} - n\Omega \delta_{nm}) \otimes |n\rangle\langle m|,$$  

then (21) becomes an eigenvalue equation for the quasienergy operator $K(\theta_0)$, which has the form of a lattice Hamiltonian (Fig. 4).

We have kept the dependence of $|\phi_{\alpha n}(\theta_0)\rangle$ and $K(\theta_0)$ on the initial phase (equivalently initial time) explicit, though we have not written it for $\epsilon_\alpha$. Indeed, inspecting (23) shows that the initial phase $\theta_0$ enters the quasienergy operator like a constant vector potential. This is a pure gauge term, unless our synthetic lattice Hamiltonian (Fig. 4).

The other terms in $K(\theta_0)$ also admit translation into the language of a tight-binding model. The Fourier amplitudes $H_m$ are $m$th nearest-neighbor hopping terms,
and when $H(t)$ is smooth in the sense that its Fourier components $H_n \lesssim e^{-\kappa n}$ ($\kappa$ being a positive dimensionless constant) decay exponentially, then the lattice model defined by $K$ is also quasilocal. The term $\sum_n -n\Omega|n\rangle\langle n|$ is an on-site potential of constant gradient $-\Omega\hat{n}$. This gives $\Omega\hat{n}$ a natural interpretation as an electric field (in units where $\hbar = e = 1$). This geometry is shown in Fig. 4.

The presence of the electric field $\Omega\hat{n}$ implies that the eigenstates of $K$ must be exponentially localized by Stark localization. Thus, their Fourier transforms $|\phi_\alpha(\vec{\theta})\rangle$ are well defined and smooth as functions of $\theta$. This is the proof of the existence of the quasienergy states via the frequency lattice – that is, Floquet’s theorem.

While this is a less elementary than possible proof of Floquet’s theorem, the frequency lattice construction has been used in Floquet theory many times before. For instance, various high-frequency expansions for the Floquet Hamiltonian and quasienergy states can be obtained through conventional perturbation theory in the frequency lattice [73].

One may be concerned that we have introduced many more degrees of freedom in our problem than are physical. For example, for a driven qudit with only $N$ states, $K$ certainly has many more eigenstates than $N$. These extra quasienergy states are a result of the gauge invariance (19); the eigenstates of $K$ fall into $N$ classes related by translation in the frequency lattice (multiplication by $e^{in\Omega t}$ in the time domain) and a shift in quasienergy due to the change in potential from the electric field $\Omega\hat{n}$. This is exactly the transformation (19). In the frequency lattice language, the eigenstates of $K$ form a Stark ladder, and the gauge freedom relates states on different rungs of the ladder.

We will see in the next section of this supplementary material that the frequency lattice picture can be adapted to the case of driving by multiple tones. This picture will allow us to import our intuition and known results about static lattice problems to quasiperiodically driven tight-binding models.

2. The Frequency Lattice For Multiple Tones

In the multi-tone case, the Hamiltonian is not necessarily periodic, but has the structure

$$H(t) = H(\vec{\theta}_t) = H(\vec{\Omega}t + \vec{\theta}_0)$$

where the phase angles $\vec{\theta}_t$ should be considered to be defined on a torus; $\vec{\theta} \in T^D = \mathbb{R}^D/2\pi\mathbb{Z}^D$.

When the frequencies $\vec{\Omega}$ are incommensurate in the sense that $\vec{n} \cdot \vec{\Omega} = 0$ only when $\vec{n} = 0$ for $\vec{n} \in \mathbb{Z}^D$, then Floquet’s theorem does not apply. However, we can still make use of the frequency lattice to understand the structure of the solutions to the Schrödinger equation.

To find a Floquet decomposition in analogy to (17), we are seeking solutions to the Schrödinger equation of the form

$$|\psi_\alpha(t; \vec{\theta}_0)\rangle = e^{-i\epsilon_\alpha(\vec{\theta}_0)|\phi_\alpha(\vec{\theta}_0)\rangle},$$

where we have kept the dependence $\epsilon_\alpha(\vec{\theta}_0)$ for now in order to treat commensurate and incommensurate drives within the same formalism. Fourier transforming the Schrödinger equation with respect to time gives a $D$-dimensional lattice model

$$\epsilon_\alpha(\vec{\theta}_0)|\tilde{\phi}_\alpha(\vec{\theta}_0)\rangle = K(\vec{\theta}_0)|\tilde{\phi}_\alpha(\vec{\theta}_0)\rangle$$

where

$$|\tilde{\phi}_\alpha(\vec{\theta}_0)\rangle = \sum_{\vec{n}} |\phi_{\alpha\vec{n}}(\vec{\theta}_0)\rangle \otimes |\vec{n}\rangle,$$

$$K(\vec{\theta}_0) = \sum_{\vec{n},\vec{m}} \left(H_{\vec{n}-\vec{m}} e^{-i(\vec{n}-\vec{m})\cdot\vec{\theta}_0} - i\vec{n} \cdot \vec{\Omega} \delta_{\vec{n}\vec{m}}\right) \otimes |\vec{n}\rangle\langle\vec{m}|,$$

and $H_{\vec{n}} (|\phi_{\alpha\vec{n}}(\vec{\theta}_0)\rangle)$ labels the Fourier components of $H(\vec{\theta}) (|\phi_{\alpha}(\vec{\theta})\rangle)$ as before.

If the frequencies are incommensurate, then the frequency lattice again has no non-trivial loops, and the vector potential $\vec{\theta}_0$ is again purely a gauge choice which does not affect the spectrum of $K(\vec{\theta}_0)$. Since, moreover, the only effect of initial phase $\vec{\theta}_0$ on $|\phi_\alpha(\vec{\theta}_0)\rangle$ in the incommensurate case is to encode the origin of time.

The rest of the structure of $K$ is essentially the same as the Floquet case. The Fourier amplitudes $H_{\vec{m}}$ appear as hopping amplitudes along the vector $\vec{m}$, and the smoothness of $H(\vec{\theta})$ translates into the hopping being quasilocai. The driving frequencies $\vec{\Omega}$ appear as an electric field, and thus imply that the quasienergy states $|\tilde{\phi}_\alpha(\vec{\theta}_0)\rangle$ are Stark localized along the $\vec{\Omega}$ direction wherever $|\vec{\Omega}| > 0$ (Fig. 5(a)). Unlike the periodic case, this Stark localization is not sufficient to conclude that the time domain states $|\phi_\alpha(\vec{\theta}_1)\rangle$ are well defined. The frequency lattice states may be delocalized along other directions in the frequency lattice, preventing their Fourier series from converging to a continuous function. At a technical level,
it is the convergence or non-convergence of this Fourier series which determines whether we can find a Floquet decomposition (25) for the quasiperiodically driven system.

A similar gauge freedom to the periodic case appears here, as it must for this prescription to make any sense; otherwise we would have many more solutions to the Schrödinger equation than there are states in the system’s Hilbert space. Just as in the periodic case, any eigenstates of $K$ may be translated by $-\vec{n}$ to obtain a new eigenstate of $K$ with an energy shifted by $\vec{n} \cdot \vec{\Omega}$ due to the change of its position in the electric potential. In the time domain, this corresponds to the transformation

$$\epsilon_\alpha \mapsto \epsilon_\alpha + \vec{n} \cdot \vec{\Omega}, \quad |\phi_\alpha(\vec{\theta})\rangle \mapsto e^{i\vec{n} \cdot \vec{\theta}} |\phi_\alpha(\vec{\theta})\rangle,$$

which only introduces a static phase to the actual solution $|\psi_\alpha(t)\rangle$. Thus, the quasienergy should be regarded as being defined only modulo $\mathbb{Z}^D \cdot \vec{\Omega}$. In the quasiperiodic case the set $\mathbb{Z}^D \cdot \vec{\Omega}$ is dense in the real line, making the actual value of the quasienergy rarely useful, and unobservable in any experiment.

The frequency lattice helps us to unpack and separate this gauge freedom. In later sections we will use $\alpha$ to index the driven system’s Hilbert space and $\gamma$ to index the expanded frequency lattice Hilbert space. Equivalently, $\alpha$ may index equivalence classes of $|\phi_\gamma\rangle$ under the gauge transformation (29). We must keep in mind that most of the degrees of freedom $\gamma$ in the lattice problem are only calculational tools, and shouldn’t affect any prediction we make about the time domain.

There is a subtlety in case of commensurate drives that is absent in (23). If the frequencies $\vec{\Omega}$ are rationally dependent (commensurate), so that there is some $\vec{\ell} \in \mathbb{Z}^D$ such that $\vec{\ell} \cdot \vec{\Omega} = 0$, then the time-domain frequencies $\vec{n} \cdot \vec{\Omega}$ and $(\vec{n} + \vec{\ell}) \cdot \vec{\Omega}$ are the same, and should not be regarded as distinct in the frequency lattice. Thus, rational dependencies $\vec{\ell}_j \neq 0$ between the frequencies $\vec{\Omega}$ compactify the full frequency lattice from $\mathbb{Z}^D$ to a cylinder with closed non-contractible loops given by $\vec{\ell}_j$ (Fig. 5(b)).

In this case one must keep the explicit dependence of $\epsilon_\alpha(\vec{\theta}_0)$ on initial phase. As in the periodic case, the initial phase appears in $K(\vec{\theta}_0)$ as a constant vector potential. However, due to the presence of these non-contractible loops in the frequency lattice, this can affect the spectrum through the presence of the physically measurable fluxes

$$\Phi_j = \vec{\ell}_j \cdot \vec{\theta}_0.$$

It would then be more correct to write $\epsilon_\alpha(\vec{\theta}_0) = \epsilon(\vec{\Phi})$. In particular, $\epsilon_\alpha(\vec{\theta}_0) = \epsilon_\alpha(\vec{\Omega} \vec{\ell} + \vec{\theta}_0)$ is still constant along trajectories in the phase torus.

The quasienergy then forms bands, again in complete analogy to non-interacting solid-state systems. The fluxes $\Phi_j$ parameterize some dependence of the quasienergies $\epsilon_\alpha(\vec{\Phi})$ on the initial relative phase. Many of the usual ideas of band theory will find application in this setting, but will not be relevant to the incommensurate driving we focus on in this work.

**B. Topological classification of localized phases**

In this section we prove the theorem stated in the main text, and provide further details about the topological invariant classifying anomalous localized topological phases (ALTPs).

In the main text we claimed that the topological properties of localized phases of quasiperiodically driven tight-binding models are captured by the topology of the micromotion operator

$$V(\vec{\theta}) = \sum_\alpha |\phi_\alpha(\vec{\theta})\rangle\langle\alpha|,$$

where $|\alpha\rangle$ is a fixed reference basis for the system’s Hilbert space. The micromotion is regarded as a map from the $d + D$ dimensional torus parameterized by the $d$ fluxes twisting the periodic boundary conditions of the spatial dimensions, $\Phi_j$, and the $D$ drive phases, $\theta_j$, to the unitary group. We assemble all of these into a single
vector
\[ \tilde{\theta} = \sum_{j=1}^{d} \Phi_j \hat{e}_j + \sum_{j=d+1}^{d+D} \theta_j \hat{e}_j. \]  
(32)

In the spirit of having a cohesive language for spatial and synthetic dimensions, we are overloading the notation \( \tilde{\theta} \) with the fluxes from the spatial dimensions. All our previous formulae are consistent with this notation.

It is well known that the (stable) homotopy class of such maps is characterized by the integer \([43-46]\)
\[ W[V] = C_{d+D} \int_{S^{d+D}} d^{d+D} \theta e^{i\tilde{\theta} \cdot k} \text{Tr} \left[ (V^d \partial_j V) \cdots (V^1 \partial_k V) \right], \]  
(33)
where the integral is over the torus, \( e^{i\tilde{\theta} \cdot k} \) is the Levi-Civita symbol, \( \partial_j \) is differentiation with respect to one of \( \Phi_j \) or \( \theta_j \) and
\[ C_{d+D} = \frac{(d+D-1)!}{(d+D)![(2\pi)^{d+D+1}]^{1/2}} \]  
(34)
is a constant.

Strictly speaking, this characterizes maps from the \((d+D)\)-sphere to the unitary group. We are ignoring lower homotopy groups of the unitary group and focusing on this so called strong invariant \([42, 44, 74]\).

### 1. Gauge invariance of \( W[V] \)

The micromotion operator (31) is not unique. It changes under the gauge transformation of the quasienergy states (29). If \( W[V] \) is to have any physical meaning, it cannot change under the gauge transformation (37). We prove this is so below for \( d + D > 1 \). The \( d + D = 1 \) case is the Floquet problem of a periodically driven qudit, and largely irrelevant to this work, so we neglect it.

The gauge invariant unitary operator characterizing the system is the evolution operator:
\[ U(t_1, t_0; \tilde{\theta}_0) = \sum_{\alpha} |\psi_{\alpha}(t_1; \tilde{\theta}_0)\rangle \langle \psi_{\alpha}(t_0; \tilde{\theta}_0)|, \]  
(35)
\[ = V(\tilde{\theta}_0) e^{-i(t_1-t_0)H_F} V^\dagger(\tilde{\theta}_0), \]  
(36)
where \( H_F = \sum_{\alpha} \epsilon_{\alpha} |\alpha\rangle \langle \alpha| \) is the Floquet Hamiltonian. Any transformation of \( V \) and \( H_F \) which preserves the form of this decomposition does not affect the physical operator \( U \).

Transformations preserving (36) include the gauge transformations (29) and rotations of the reference basis \( |\alpha\rangle \mapsto |\beta_{\alpha}\rangle \). We can handle both of these operations at once by writing
\[ V(\tilde{\theta}) \rightarrow V(\tilde{\theta}) U(\tilde{\theta}) \]  
(37)
where \( U(\tilde{\theta}) = \sum_{\alpha} e^{i\tilde{\theta} \cdot \alpha} |\alpha\rangle \langle \beta_{\alpha}| \) is unitary and \( \tilde{\theta} \) are arbitrary vectors of integers.

It is convenient to express \( W[V] \) in a coordinate independent form. In the language of differential forms, if we define \( \tilde{n}_V = -iV^d dV \), where \( d \) is the exterior derivative, then \( W[V] \) is expressed
\[ W[V] = i^{d+D} C_{d+D} \int_{T^{d+D}} \text{Tr} \left[ \tilde{n}_V^{(d+D)} \right] \]  
(38)
\[ = \tilde{C}_{d+D} \int_{T^{d+D}} \text{Tr} \left[ \tilde{n}_V \wedge (i d\tilde{n}_V)^{\wedge (d+D-1)/2} \right], \]  
(39)
where \( \tilde{C}_d = i^d C_d \) and we used the fact that
\[ d\tilde{n}_V = -i \text{Id}(V^d dV) = -iV^d V dV \wedge dV \]
\[ = iV^d dV \wedge V^d dV = -i\tilde{n}_V \wedge \tilde{n}_V. \]  
(40)
The second equality follows from \( V^d dV = dV^d \wedge dV + V^d d^2 V \) with \( d^2 = 0 \). The third equality uses \( V dV^\dagger = -(dV) V^\dagger \), obtained by differentiating \( V V^\dagger = 1 \).

We further compute that
\[ \tilde{n}_V U = -i(\tilde{U} V^d dV) \tilde{U}^\dagger U^\dagger UD = \tilde{U}^\dagger \tilde{n}_V \tilde{U} + \tilde{n}_U \]  
(41)
where
\[ \tilde{n}_U = \sum_{\alpha} \tilde{n}_{\alpha} |\beta_{\alpha}\rangle \langle \beta_{\alpha}| \]  
(42)
is a constant independent of \( \tilde{\theta} \). Thus, substituting (41) into the formula for the winding number (39), all the derivatives of \( \tilde{n}_U \) vanish, and we obtain
\[ W[UV] = W[V] + B \]  
(43)
where
\[ B = \tilde{C}_{d+D} \int_{T^{d+D}} \text{Tr} \left[ \tilde{U} \tilde{n}_U \tilde{U}^\dagger \wedge (i d\tilde{n}_V)^{\wedge (d+D-1)/2} \right], \]  
(44)
\[ = \tilde{C}_{d+D} \sum_{\alpha} \tilde{n}_{\alpha} \cdot |\alpha\rangle \langle \alpha| \left( (i d\tilde{n}_V)^{\wedge (d+D-1)/2} \right) |\alpha\rangle. \]  
(45)
The integrand is a total derivative of
\[ i \tilde{n}_V \wedge (i d\tilde{n}_V)^{\wedge (d+D-3)/2}, \]  
(46)
and so \( B = 0 \).

Thus, \( W[UV] = W[V] \) and the winding number is gauge invariant.

### 2. Proof of classification

We now prove the theorem classifying localized phases. We reproduce the theorem here.

**Theorem.** The winding number \( W[V] \) is an integer valued topological invariant characterizing localized phases. That is, if the two Hamiltonian-frequency pairs \((H_0(\tilde{\theta}), \tilde{\Omega}_0)\) and \((H_1(\tilde{\theta}), \tilde{\Omega}_1)\) are joined by a connected path \((H_s(\tilde{\theta}), \tilde{\Omega}_s)\) \((s \in [0, 1])\) such that all the \((H_s(\tilde{\theta}), \tilde{\Omega}_s)\) have localized quasienergy states, then \( W[V_0] = W[V_1] \).
That $W[V]$ is an integer and invariant under smooth deformations of $V$ is well known, and we will assume this fact \cite{43-46}. More precisely, $W[V]$ is a homotopy invariant. We show that, under the conditions of the theorem, the path between the micromotion operators $V_\epsilon$ is continuous. Thus, the winding number of all micromotion operators on the path, in particular the end-points, must be equal.

The proof is most straightforward in the frequency lattice. The continuous family $(H_\epsilon, \Omega_\epsilon)$ defines a continuous family of quasienergy operators $K_\epsilon$. The assumptions of the theorem require each $K_\epsilon$ to have a complete set of normalizable eigenstates $|\tilde{\phi}_\epsilon(s)\rangle$ with associated eigenvalues $\epsilon(s)$, where $\gamma$ indexes the frequency lattice Hilbert space. We show that eigenstate indices can be organized so that each $|\tilde{\phi}_\epsilon(s)\rangle$ is a continuous function of $s \in [0, 1]$.

Assuming for now that each $|\tilde{\phi}_\gamma(s)\rangle$ is continuous in $s$, the result follows straightforwardly as we have outlined. Any set of independent representatives for the quasienergy state equivalence classes (formed by (29) and which we will indexed by $\alpha$) defines a continuous family of micromotion operators $V_\alpha = \sum_\alpha |\phi_\alpha(s)\rangle\langle\alpha|$. The homotopy invariance of $W$ then implies that $W[V_\alpha] = W[V_\gamma]$ for all $s$ and $\gamma$. In particular $W[V_\gamma] = W[V_\epsilon]$.

Organizing the eigenstates $|\tilde{\phi}_\gamma(s)\rangle$ into continuous families is difficult (if it is possible) for general infinite dimensional gapless operators like $K_\epsilon$. Localization allows us to construct these families with the same ease as in finite dimensional systems.

We fix an eigenstate $|\tilde{\phi}_\gamma(s)\rangle$ of $K_\epsilon$, and consider eigenstates $|\tilde{\phi}_{\gamma'}(s')\rangle$ of $K_{\gamma'}$ when $s'$ is close to $s$.

First, observe that there are onlty finitely many $|\tilde{\phi}_{\gamma'}(s')\rangle$ which can plausibly be matched to $|\tilde{\phi}_\gamma(s)\rangle$. This is intuitive from localization: there are onlty finitely many quasienergy states localized near where $|\phi_\gamma(s)\rangle$ has significant weight in the frequency lattice. Formally, we define a finite set of frequency lattice sites $A$ such that

$$
|\langle \tilde{\phi}_\gamma(s) | P_A | \tilde{\phi}_\gamma(s) \rangle | > 1 - \delta
$$

where $P_A = \sum_{\tilde{\phi} \in A} | \tilde{\phi} \rangle \langle \tilde{\phi} |$ is the projector onto $A$ and $\delta > 0$. This is possible because $|\tilde{\phi}_\gamma(s)\rangle$ is square-summable. This subset of the frequency lattice will be where we focus our attention.

We consider a projection of $K_{\gamma'}$ onto $A$, $P_A K_{\gamma'} P_A$. As $K_{\gamma'}$ is local, if $|\tilde{\phi}_{\gamma'}(s')\rangle$ is almost entirely supported in the region $A$, in the sense that $|\langle \tilde{\phi}_{\gamma'}(s') | P_A | \tilde{\phi}_{\gamma'}(s') \rangle | > 1 - \delta$, then $|\tilde{\phi}_{\gamma'}(s')\rangle$ is close to an eigenstate $|\chi_{\gamma'}(s')\rangle$ of $P_A K_{\gamma'} P_A$. That is, we write $d(\psi, \phi)$ for the distance between states $|\psi\rangle$ and $|\phi\rangle$ (not being specific about the metric on state space), then for each $|\tilde{\phi}_{\gamma'}(s')\rangle$ and any $\epsilon > 0$ there is a $\delta > 0$ (a large enough $A$) such that an eigenstate $|\chi_{\gamma'}(s')\rangle$ of $P_A K_{\gamma'} P_A$ satisfies

$$
d(\tilde{\phi}_{\gamma'}(s'), \chi_{\gamma'}(s')) < \epsilon. \quad (48)
$$

Continuous families of eigenstates $|\chi_{\gamma'}(s')\rangle$ can be unambiguously identified for the corresponding family of finite dimensional hermitian operators $P_A K_{\gamma'} P_A$ (discarding the null space of $P_A$) for smooth enough paths \cite[Chapter 2]{75}. This lets us make a choice for $\gamma$ so that $|\chi_{\gamma'}(s')\rangle$ is continuous in $s'$.

The proximity of an eigenstate of $K_{\gamma'}$ to $|\chi_{\gamma'}(s')\rangle$, as in (48), then induces a choice for $|\tilde{\phi}_{\gamma'}(s')\rangle$. The family $|\tilde{\phi}_{\gamma'}(s')\rangle$ defined in this way is continuous: there is a $\delta' > 0$ so that $d(\chi_{\gamma'}(s), \chi_{\gamma'}(s')) < \epsilon$ whenever $|s - s'| < \delta'$ and so

$$
d(\tilde{\phi}_{\gamma'}(s), \tilde{\phi}_{\gamma'}(s')) \leq d(\tilde{\phi}_{\gamma}(s), \chi_{\gamma}(s')) + d(\chi_{\gamma}(s), \chi_{\gamma'}(s'))
+ d(\chi_{\gamma'}(s'), \tilde{\phi}_{\gamma'}(s')) < 3\epsilon, \quad (49)
$$

where we used the triangle inequality repeatedly and (48).

This shows that the smooth path $(H_\epsilon, \Omega_\epsilon)$ induces continuous paths for the frequency lattice eigenstates, and completes the proof of the theorem.

C. Quantized Energy Circulation

We prove that the energy-charge circulation, generalizing the magnetization of the anomalous Floquet-Anderson insulator (AFAI) \cite{13, 14}, is quantized and proportional to the winding number.

For brevity of notation we will assemble the fluxes $\Phi_j$ twisting the periodic boundary conditions of any spatial dimensions of the system and the drive phases $\theta_j$ into a single three-dimensional vector $\tilde{\theta}$, as in (32). In this notation $\Omega_\epsilon$ is zero in any entry corresponding to a spatial dimension. Thus, we understand $\tilde{\theta} = \tilde{\theta}_t + \tilde{\theta}_0$ to only vary in time in the components corresponding to the drives.

The component of the Heisenberg operator

$$
\dot{n}(t; \tilde{\theta}_0) = U^\dagger(t, 0; \tilde{\theta}_0)(-\nabla_\theta H)(\tilde{\theta})U(t, 0; \tilde{\theta}_0)
$$

corresponding to drive $j$ measures the photon current into drive $j$. The component corresponding to the $j$th spatial axis measures a physical current. Thus, we identify its integral with a displacement in the frequency lattice,

$$
\Delta \tilde{n}(t; \tilde{\theta}_0) = \int_0^t dt \dot{n}(t) = -iU^\dagger(t, 0; \tilde{\theta}_0)\nabla_\theta U(t, 0; \tilde{\theta}_0).
$$

This formula is most straightforwardly checked by differentiating the right hand side and applying the Schrödinger equation $i\partial_t U = HU$ to obtain (50). Also observe that $\Delta \tilde{n}(0; \tilde{\theta}_0) = 0$ as $U(0, 0; \tilde{\theta}_0) = 1$ is independent of initial phase.

The component of $\Delta \tilde{n}$ corresponding to drive $j$ is interpreted as the change in photon number of drive $j$. The component corresponding to the $j$th spatial axis is interpreted as the displacement along this dimension, divided by the length of the system in that dimension, $\Delta r_j/L_j$. An arbitrary choice of initial conditions for
\( \tilde{n}(t; \tilde{\theta}_0) = \tilde{n}(0; \tilde{\theta}_0) + \Delta \tilde{n}(t; \tilde{\theta}_0) \) defines a position in the frequency lattice.

The energy-charge circulation is defined by

\[
M(t) = \frac{1}{4}(\tilde{n} \times \dot{\tilde{n}}) \cdot \hat{\Omega} + \text{h.c.} \tag{52}
\]

and we prove it takes the quantized average value

\[
\langle M \rangle_T = \frac{1}{T} \int_0^T dt \ Tr [M(t)] = \frac{\lvert \Omega \rvert}{2\pi} W[V] + O(T^{-1}, e^{-L/\xi}) \tag{53}
\]

in the anomalous localized phase for any initial phase \( \tilde{\theta}_0 \). Furthermore, we show that a local version of this quantity – the circulation density – is also quantized when one of the dimensions is spatial.

As a preliminary issue, note that the long time average does not depend on the initial condition \( \tilde{n}(0) \) in the localized phase. Adding an arbitrary constant to \( \tilde{n} \) in (52) adds a term proportional to \( \frac{1}{T} \int_0^T dt \ \tilde{n} = O(T^{-1}) \), where we used that \( \Delta \tilde{n}(t) \) is bounded in the localized phase.

1. Manipulation of winding number density

Before we begin, it is convenient to first prove a lemma about the expression of the winding number density in terms of coordinates. The winding number density can be expressed in a coordinate-free form as

\[
w[V] = \frac{i}{3! (2\pi)^2} Tr [\tilde{n} \wedge \tilde{n} \wedge \tilde{n}] \tag{54}
\]

where \( \tilde{n}(\tilde{\theta}) = -i V^d dV \) and \( V(\tilde{\theta}) \) is the micromotion operator (31). To relate this to an expression with coordinates (such as \( M(t) \)) we prove

\[
\text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] \ d^3\theta = -\frac{i}{6} \text{Tr} [\tilde{n} \wedge \tilde{n} \wedge \tilde{n}] + d\omega \tag{55}
\]

where subscript roman letters index any local set of coordinates (which need not necessarily extend to a global set of coordinates), \( d\omega \) is a total derivative and \( d^3\theta = d\theta_1 \wedge d\theta_2 \wedge d\theta_3 \) is the volume element of the torus.

Indeed, we have

\[
\tilde{n}_i \partial_j \tilde{n}_k = -i\tilde{n}_i \partial_j (V^1 \partial_k V) = -i\tilde{n}_i (\partial_j V^1 \partial_k V + V^1 \partial_j \partial_k V). \tag{56}
\]

Inserting \( V^1 V = 1 \) in the first term and using \( V \partial V^1 = -\partial V V^1 \) (obtained by differentiating \( V V^1 = 1 \)) we see

\[
\tilde{n}_i \partial_j \tilde{n}_k = -i\tilde{n}_i \tilde{n}_j \tilde{n}_k - i\tilde{n}_i (V^1 \partial_j \partial_k V). \tag{58}
\]

The second term may be further manipulated as

\[
-i\tilde{n}_i (V^1 \partial_j \partial_k V) = \partial_k(\tilde{n}_i \tilde{n}_j) - (\partial_k \tilde{n}_i) \tilde{n}_j + i\tilde{n}_i (\partial_k V^1 \partial_j V).
\]

This gives the full expression

\[
\tilde{n}_i \partial_j \tilde{n}_k = \partial_k(\tilde{n}_i \tilde{n}_j) - (\partial_k \tilde{n}_i) \tilde{n}_j - i\tilde{n}_i [\tilde{n}_j, \tilde{n}_k], \tag{60}
\]

which upon taking the trace and using the cyclic property thereof, becomes

\[
\text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] = \partial_k \text{Tr} [\tilde{n}_i \tilde{n}_j] - \text{Tr} [\tilde{n}_j \partial_k \tilde{n}_i] - i \text{Tr} [\tilde{n}_i [\tilde{n}_j, \tilde{n}_k]]. \tag{61}
\]

The first of these terms is a total derivative, and the final one appears in a coordinate expression of the winding number density. The second is of the same form as the left hand side, and so we may apply the same formula recursively. Doing this three times gives

\[
\text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] = \partial_k \text{Tr} [\tilde{n}_i \tilde{n}_j] - \partial_j \text{Tr} [\tilde{n}_k \tilde{n}_i] + \partial_j \text{Tr} [\tilde{n}_k \tilde{n}_i] - \text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] - i \text{Tr} [\tilde{n}_i [\tilde{n}_j, \tilde{n}_k]], \tag{62}
\]

where some terms have been canceled. The cyclicity of the trace may be further exploited to derive

\[
\text{Tr} [\tilde{n}_i [\tilde{n}_j, \tilde{n}_k]] = \frac{1}{3!} \epsilon^{ijk} \text{Tr} [\tilde{n}_i \tilde{n}_j \tilde{n}_k], \tag{63}
\]

where summation is implied on the right hand side. The right hand side of (63) is the coefficient of \( d^3\theta \) in \( \text{Tr} [\tilde{n} \wedge \tilde{n} \wedge \tilde{n}] \). Moving the duplicate term \( -\text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] \) to the left hand side of (62) and multiplying by the volume element \( d^3\theta \) gives the required expression

\[
\text{Tr} [\tilde{n}_i \partial_j \tilde{n}_k] d^3\theta = -\frac{i}{6} \text{Tr} [\tilde{n} \wedge \tilde{n} \wedge \tilde{n}] + d\omega \tag{64}
\]

where

\[
\omega = \frac{1}{2} \text{Tr} [\tilde{n}_i \tilde{n}_j \partial \theta_i \wedge \partial \theta_j - \tilde{n}_j \tilde{n}_k \partial \theta_k \wedge \partial \theta_k + \tilde{n}_k \tilde{n}_i \partial \theta_k \wedge \partial \theta_i]. \tag{65}
\]

2. Proof of quantized energy-charge circulation

We now use (55) to prove (53). Portions of the following calculation are essentially a reproduction of the proof of quantized magnetization of the AFM in [14].

We define local coordinate vectors \( \hat{\ell}_1 \) and \( \hat{\ell}_2 \) which form an orthonormal triple with \( \hat{\Omega} = \hat{\ell}_1 \times \hat{\ell}_2 \). (Note that as \( \hat{\Omega} \) is incommensurate in general, these local coordinate vectors cannot be used to define a global system of smooth coordinates on the torus.)

First, we manipulate the formula for the winding number using (55). The winding number density can be expressed in terms of our chosen coordinates as

\[
w[V] = \frac{-1}{(2\pi)^2} \text{Tr} [\tilde{n}_2 \partial_1 \tilde{n}_1] d^3\theta + d\omega \tag{66}
\]

where we have denoted \( \partial_3 = \hat{\Omega} \cdot \nabla_\theta \). Integrating by parts and using the cyclicity of the trace, (66) becomes

\[
w[V] = \frac{1}{8\pi^2} \text{Tr} [(\tilde{n} \times \partial_3 \tilde{n}) \cdot \hat{\Omega}] d^3 \theta + d\omega'. \tag{67}
\]
The winding number is the integral over the torus of this density, \( W[V] = f_{\alpha \beta} w[V] \), which removes the total derivative \( d\omega \).

We replace the \( \Omega \) derivative by using the chain rule \( \langle \Omega \rangle[\partial_\alpha A(\bar{\theta})] = \partial_\alpha A(\bar{\theta}) \), valid for any \( A \) defined on the torus. We thus have for the winding number
\[
\langle \Omega \rangle W[V] = \frac{1}{8\pi^2} \int d^3\theta Tr \left[ (\bar{n} \times \dot{n}) \cdot \hat{\Omega} \right].
\] (68)

The orbit \( \{ \bar{\theta}_t + \bar{\theta}_0 : t \in \mathbb{R} \} \) is ergodic in the torus when \( \hat{\Omega} \) is incommensurate. In the spatial dimensions where \( \langle \Omega \rangle \), over all the variables \( \theta \) with an average over just the orbit – schematically \( (2\pi)^{-3} \int d^3\theta = \frac{1}{T} \int_0^T dt + O(T^{-1}, e^{-L/\xi}) \), where \( L \) is the linear system size and \( \xi \) is the localization length. For the winding number, we find
\[
\langle \Omega \rangle W[V] = \frac{1}{8\pi^2} \frac{(2\pi)^3}{T} \int_0^T dt \ Tr \left[ (\bar{n} \times \dot{n}) \cdot \hat{\Omega} \right] + O(T^{-1}, e^{-L/\xi}).
\] (69)

We must now express (69) in terms of \( \bar{n} \), rather than \( n \). Using that \( V(\bar{\theta}_0) = U(t, 0; \bar{\theta}_0) V(\bar{\theta}_0) e^{iH_F t} \) (as may be obtained from (36)) and that \( dV(\bar{\theta}_t) \) has the components of \( \nabla_{\bar{\theta}_t} V(\bar{\theta}_t) \), we have that
\[
\dot{n}(\bar{\theta}_t) = e^{-iH_F t} V_0^\dagger \bar{n}(t; \bar{\theta}_0) V_0 e^{iH_F t}.
\] (70)

If we rewrite (70) and (71) into (69) and focusing on the \( T \to \infty \) limit, we have
\[
\frac{\langle \Omega \rangle}{2\pi} W[V] = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right] + O(T^{-1}, e^{-L/\xi}).
\] (72)

The first term (72) is the expression we are looking for.

We must now argue that the last term (73) is zero. We observe that the remaining terms in (72) are invariant under the gauge transformation (29), so (73) must also be gauge invariant. We will show this is enough to conclude that it is, in fact, zero.

We write \( V_0 H_F V_0^\dagger = \sum_\alpha \epsilon_\alpha \rho_\alpha \) where \( \rho_\alpha = |\phi_\alpha(\bar{\theta}_0)\rangle \langle \phi_\alpha(\bar{\theta}_0)| \). Then (73) becomes
\[
\sum_\alpha \epsilon_\alpha \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right].
\] (74)

Under a gauge transformation of \( |\phi_\beta(\bar{\theta})\rangle \to e^{i\vec{k} \cdot \bar{\theta}} |\phi_\beta(\bar{\theta})\rangle \), the quasienergies transform as \( \epsilon_\alpha \to \epsilon_\alpha + \vec{k} \cdot \hat{\Omega} \delta_{\alpha \beta} \), and the term (74) is shifted by
\[
\vec{k} \cdot \hat{\Omega} \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right] = 0
\] (75)
for any \( \vec{k} \in \mathbb{Z}^3 \) and \( \beta \). Gauge invariance demands (75) is zero. As \( \vec{k} \cdot \hat{\Omega} \neq 0 \) for at least some \( \vec{k} \), it is the second factor that must be zero for all \( \beta \). However, these are precisely the terms occurring in (74), so in fact (74) is also zero.

We are left with our desired term
\[
\frac{\langle \Omega \rangle}{2\pi} W[V] = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right].
\] (76)

The integrand is the trace of the product of two Hermitian operators, and so is real. Thus, we can take the hermitian part of the operator \( \frac{1}{2} (\bar{n} \times \dot{n}) \cdot \hat{\Omega} \) in this formula. This is the energy-charge circulation (52). Finally, we have
\[
\frac{\langle \Omega \rangle}{2\pi} W[V] = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right] = \int_\mathbb{R} \bar{n} \cdot \dot{n}.\] (77)

3. Quantized circulation density

In addition to the total circulation (52) being quantized, the circulation density is also quantized.

The total circulation is defined using a trace over all states in a system with periodic boundary conditions. It should be regarded as the average of a locally defined circulation density for systems with at least one spatial dimension. In [14] it was shown that not only is the magnetization quantized in a (2 + 1)-dimensional system, but the magnetization density is also quantized in a mesoscopic region filled with fermions. The equivalent claim in a (1 + 2)-dimensional ALTP is also true; the circulation density is quantized, as we will now argue. The corresponding claim for a (0 + 3)-dimensional ALTP is meaningless; with no spatial extent there is no sensible notion of density.

We can calculate the average circulation density in a mesoscopic region by projecting the total circulation \( M \) onto some set of consecutive sites \( S \) with \( \xi \ll |S| \ll L \), where \( \xi \) is the localization length, \( |S| \) is the number of sites and \( L \) is the system size. That is, writing \( m(r_1) = L \rho_{r_1} M \rho_{r_1} \) for the circulation density, where \( \rho_{r_1} \) is the projector into site \( |r_1\rangle \), and \( \langle A \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ Tr \left[ e^{iH_F t} \bar{n}, \hat{\Omega} \right] \) as usual, we have
\[
\sum_{r_1 \in S} \langle m(r_1) \rangle = L \langle M \rho_S \rangle,
\] (78)
where \( \rho_S = \sum_{r_1 \in S} \rho_{r_1} \) is the projector onto the sites \( S \).
We aim to show that
\[ \frac{1}{|S|} \langle \langle \hat{I}_{j,S} \rangle \rangle = \frac{1}{|S'|} \langle \langle \hat{M}_{S'} \rangle \rangle + O(e^{-|S|/\xi}, e^{-|S'|/\xi}) \] (79)
for any $S$ and $S'$ centered at $x_1$ and $x_2$ respectively. The result follows from a relation between the energy current between the drives and the circulation which we prove in section D, but will assume for now.

Consider the average energy current into drive $j$ in an initial state with fermions completely filling the region between $x_1$ and $x_2$:
\[ \langle \langle I_j \rangle \rangle_{[x_1,x_2]} = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \text{Tr}[I_j(t)\rho_{[x_1,x_2]}] . \] (80)
Here $I_j(t) = \Omega_j n_j(t)$ and $\rho_{[x_1,x_2]}$ is the projector onto the sites between $x_1$ and $x_2$. Due to the localization of the quasienergy states, the only non-zero contributions to this integral can come from the ends of the filled region near $x_1$ or $x_2$. In the interior the localization of the quasienergy states ensures that $\bar{n}$ averages to zero, while the integrand is explicitly zero outside the filled region. In fact, the total integral must also be zero as the boundedness of $n_j(t)$ in time in a localized phase implies that the average of $\bar{n}_j(t)$ vanishes in any initial state.

We can extract the current energy contribution to (80) from the sites $S$ near $x_1$ by considering a system consisting only of the sites $S$ with open boundary conditions (Fig. 6(a) and (b)). Due to the localization of the quasienergy states, the observable energy current in this segment only depends exponentially weakly on the different boundary conditions. Denoting operators on the system with open boundary conditions with a bar and writing $\langle \langle \hat{I}_{j,S} \rangle \rangle$ for the energy current near $x_1$ in the original system, we have
\[ \langle \langle \hat{I}_{j,S} \rangle \rangle = \langle \langle \hat{I}_{j,S} \rangle \rangle + O(e^{-|S|/\xi}). \] (81)

In section D we relate $\langle \langle \hat{I}_{j,S} \rangle \rangle$ to the average circulation of the system with periodic boundary conditions obtained by joining the ends of the open system (Fig. 6(b) and (c)). Calling this quantity $\langle \langle \hat{M}_S \rangle \rangle$, we have
\[ \langle \langle \hat{I}_{j,S} \rangle \rangle \propto \langle \langle \hat{M}_S \rangle \rangle . \] (82)

The circulation $\langle \langle \hat{M}_S \rangle \rangle$ can now be related to our original quantity of interest $\langle \langle \hat{M}_{S'} \rangle \rangle$. Indeed, localization implies the operators $|S\rangle \langle M_S|$ and $L \rho_S M_{S'}$ coincide for states away from the boundaries of $S$. The factors of system size $|S|$ and $L$ are present as the conjugate variable to the flux threading the small system (Fig. 6(c)) is $r/|S|$, while in the large system (Fig. 6(a)) it is $r/L$. Thus $M$ carries an implicit factor $1/L$, while $M_S$ has a factor $1/|S|$. Accounting for exponential corrections due to states localized near the boundary of $S$, we have
\[ \frac{1}{|S|} \langle \langle \hat{M}_{S'} \rangle \rangle = \langle \langle \hat{M}_S \rangle \rangle + O(e^{-|S|/\xi}) . \] (83)

Following through the same logic at $x_2$ with $S'$, and paying careful attention to a minus sign due to the orientation at that boundary being opposite, we conclude that
\[ \langle \langle I_j \rangle \rangle_s \propto \frac{1}{|S|} \langle \langle \hat{M}_{S'} \rangle \rangle - \frac{1}{|S'|} \langle \langle \hat{M}_{S'} \rangle \rangle + O(e^{-s/\xi}). \] (84)

However, recall the left hand side must be zero as the average of $\bar{n}_j(t)$ vanishes in any initial state. We then deduce that $\frac{1}{|S|} \langle \langle \hat{M}_{S'} \rangle \rangle = \frac{1}{|S'|} \langle \langle \hat{M}_{S'} \rangle \rangle$ up to exponentially small corrections. That is, the mesoscopic average of the circulation densities at $x_1$ and $x_2$ are equal.

\section{D. Quantized Edge Pumping}

In addition to the quantized circulation of section C, $(1 + 2)$-dimensional ALTPs also have topological edge effects. Namely, there is a quantized current of energy between the drives when the wire is prepared in an initial state with fermions filling all lattice sites near an edge (c.f. [32, 34]).

The presence and nature of the edge states can be deduced intuitively by considering a commensurate approximation to the incommensurately driven problem of interest. As noted in section A 2, this commensurate approximation compactifies the frequency lattice model into a cylinder, which may be threaded by a flux $\Phi$ (Fig. 7(a)). The $(2 + 1)$-dimensional ALTP (the AFAI) of equivalent geometry consists of a driven annulus and possesses edge states which carry a charge current along the two rings of...
The (3 + 0)-dimensional frequency lattice corresponding to a one-dimensional system driven by two commensurate tones is a cylinder. The corresponding (2 + 1)-dimensional system is a driven annulus. A charge current $\langle\langle I\rangle\rangle$ in the (2 + 1)-dimensional system corresponds to an energy current between the drives. We will prove that the average energy current into drive two (three) is quantized when the lattice is initialized in a state with fermions completely filling all sites localized near one of the edges. That is,

$$
\langle\langle \tilde{I}_{2,3}\rangle\rangle_{s,T} = \pm \frac{\Omega_2 \Omega_4}{2\pi} W[V] + O(T^{-1}, e^{-s/\xi}, e^{-L/\xi})
$$  (85)

where $\tilde{I}_{j}(t) = \Omega_j \dot{\nu}_j(t)$ ($j \in \{2,3\}$) is the Heisenberg operator for the current into drive $j$, $\rho_s$ is a projector onto the sites $\{n_1\}$ within a distance $s$ of the edge, $L$ is the length of the chain and $\xi$ is the single-particle localization length.

First we relate $\tilde{I}_{j}(t)$ to a Berry curvature. This calculation is standard in the literature [7, 8, 13, 71]. Using the product rule, we have

$$-\tilde{U}^\dagger \partial_j \tilde{H} \tilde{U} = -\partial_j (\tilde{U}^\dagger \tilde{H} \tilde{U}) + \partial_j (\tilde{U}^\dagger \tilde{H} \tilde{U}) + \tilde{U}^\dagger \tilde{H} (\partial_j \tilde{U}).
$$  (86)

Using the Schrödinger equation $i \partial_t \tilde{U} = \tilde{H} \tilde{U}$, this becomes

$$-\tilde{U}^\dagger \partial_j \tilde{H} \tilde{U} = -i \partial_j (\tilde{U}^\dagger \partial_t \tilde{U}) + i (\partial_j \tilde{U}^\dagger \partial_t \tilde{U} - \tilde{U}^\dagger \partial_t \partial_j \tilde{U}).
$$  (87)

The first term, when substituted back into the integral gives a contribution proportional to $\partial_j \left( \frac{1}{T} \int dt \text{Tr} \left[ \tilde{U}^\dagger \tilde{H} \tilde{U} \rho_s \right] \right)$, which is the $\theta_{0j}$ derivative of the average energy. In the $T \to \infty$ limit the average energy becomes insensitive to the initial phase, and so this term is zero. This can be seen by first noting that in the bulk of the filled region the integral becomes

$$\frac{1}{T} \int dt \partial_j \text{Tr} \left[ \tilde{H} \right] = \frac{1}{2\pi^2} \int d^2 \theta \partial_j \text{Tr} \left[ \tilde{H} \right] + O(T^{-1})$$

which is the integral of a total derivative over the torus, and so is zero. Away from the boundary of the lattice all the quasienergy states are localized in the frequency lattice, and so their instantaneous energy also has the periodicity of the torus, and their derivatives integrate to zero.

The remaining term in (87) is indeed a Berry curvature. By inserting $\tilde{U} \tilde{U}^\dagger = 1$ and using $(\partial \tilde{U}^\dagger) \tilde{U} = \tilde{U}^\dagger \partial \tilde{U}$ we put the full expression (85) in the form

$$
\langle\langle \tilde{I}_{j}\rangle\rangle_{s,T} = -\frac{i\Omega_j}{T} \int_0^T dt \text{Tr} \left[ [\tilde{\nu}_t, \tilde{n}_j] \rho_s \right]
$$  (88)

where we denoted $\tilde{\nu}_t = -i \tilde{U}^\dagger \partial_t \tilde{U}$. Using the fact that $\text{Tr} \left[ [A, B] C \right] = -\text{Tr} \left[ B [A, C] \right]$ this is

$$
\langle\langle \tilde{I}_{j}\rangle\rangle_{s,T} = \frac{i\Omega_j}{T} \int_0^T dt \text{Tr} \left[ \tilde{n}_j [\tilde{\nu}_t, \rho_s] \right].
$$  (89)
Eq. 89 may be related to the model with periodic boundary conditions through the use of an auxiliary gauge transformation of the form
\[ |n_1\rangle \mapsto |n_1\rangle, \quad n_1 \leq s \]  
\[ |n_1\rangle \mapsto e^{i\Phi_n}|n_1\rangle, \quad n_1 > s \]
which is implemented by the unitary \( G_{\Phi_1} = e^{i\Phi_1(1-\rho_s)} \). As this is a pure gauge transformation on the system with open boundary conditions in the \( n_1 \) direction, it does not affect expectation values of physical observables. Then, defining \( \tilde{A}(\Phi_1) = G_{\Phi_1}^{-1}AG_{\Phi_1} \) and using that \( G_{\Phi_1} \) and \( \rho_s \) commute we have
\[ \langle \tilde{I}_j \rangle_{s,T} = \frac{i\Omega_j}{T} \int_0^T dt \text{Tr} [\bar{n}_j(\Phi_1)[\bar{n}_s(\Phi_1), \rho_s]] . \]  
(92)
The commutator in this expression can be expressed as a derivative,
\[ [\bar{n}_s(\Phi_1), \rho_s] = i\partial_t \bar{n}_s(\Phi_1), \]
(93)
giving the expression
\[ \langle \tilde{I}_j \rangle_{s,T} = -\frac{\Omega_j}{T} \int_0^T dt \text{Tr} [\bar{n}_j(\Phi_1)\partial_t \bar{n}_s(\Phi_1)] . \]  
(94)

We now relate this expression involving operators on the chain with open boundary conditions (with bars) to a similar expression on the system with periodic boundary conditions (with no decorations). That is, we consider a one-dimensional system with periodic boundary conditions, a circle, driven by two periodic tones with a flux \( \Phi_1 \) twisting the boundary conditions. The Hamiltonian \( H(t; \Phi_1, \theta_{02}, \theta_{03}) \) on the circle is identical to \( G_{\Phi_1}^* \tilde{H}(t; \theta_{02}, \theta_{03})G_{\Phi_1} \) in the interior of the chain.

Due to the assumed localization of the bulk of the chain, the operators \( \bar{n}_k \) are all themselves local. This means that on the circle \( n_1(\Phi_1) \) depends only exponentially weakly on \( \Phi_1 \). This weak dependence on the twisted boundary condition \( \Phi_1 \) and the posited matching of \( H \) and \( \tilde{H} \) in the interior implies \( i\partial_t \bar{n}_k(\Phi_1) = i\partial_t n_k(\Phi_1) + O(\rho_s) \). We also see from (89) that the only states making significant contribution to the integrand are those near \( n_1 = s \) — this is the only region where \( \rho_s \) is not locally proportional to the identity, and so is the only place the commutator can be non-zero. For large enough \( s \) this is well within the bulk of the chain, where the \( \bar{n}_k \) operators match the operators on the circle. We conclude that we may replace the chain operators in (94) with their periodic boundary condition equivalents, with only exponentially small corrections in \( L/\xi \) and \( s/\xi \), which we suppress. This gives
\[ \langle \tilde{I}_j \rangle_{s,T} = -\frac{\Omega_j}{T} \int_0^T dt \text{Tr} [n_j(\Phi_1)\partial_t n_s(\Phi_1)] . \]  
(95)
The integrand here is an expression to which the result of section C1 (55) applies. This result may be applied repeatedly to show (suppressing \( \Phi_1 \) dependence)
\[ \text{Tr} [n_j\partial_t n_s] = -\text{Tr} [n_1\partial_t n_j + \partial_j \text{Tr} [n_1 n_s]] . \]  
(96)
The product rule then gives
\[ \text{Tr} [n_1\partial_t n_j] = \frac{1}{2} \text{Tr} [n_1\partial_t n_j - n_j\partial_t n_1] + \frac{1}{2} \partial_j \text{Tr} [n_1 n_1] , \]  
(97)
so that the integrand is
\[ -\text{Tr} [n_j\partial_t n_s] = \frac{1}{2} \text{Tr} [n_1\partial_t n_j - n_j\partial_t n_1] - \partial_j \text{Tr} [n_1 n_1] + \frac{1}{2} \partial_j \text{Tr} [n_1 n_1] . \]  
(98)
The first of these terms is \( \pm \text{Tr} \left[ \frac{1}{2} (\bar{n} \times \vec{n}) \cdot \dot{\vec{e}}_k \right] \), where \( k \neq j \) and the sign is positive for \( j = 2 \) and negative for \( j = 3 \). Substituting (98) into (95), we see
\[ \langle \tilde{I}_j \rangle_{s,T} = \pm \frac{\Omega_j}{T} \int_0^T dt \text{Tr} \left[ \frac{1}{2} (\bar{n} \times \vec{n}) \cdot \dot{\vec{e}}_k \right] - \partial_j \text{Tr} [n_1 n_1] + \partial_j \text{Tr} [n_1 n_1] . \]
(99)
Both of the total derivative terms average to zero in the \( T \to \infty \) limit. This can be seen explicitly for the time derivative:
\[ \frac{1}{T} \int_0^T dt \partial \text{Tr} \left[ \frac{1}{2} n_1 n_1 \right] = \frac{1}{T} \text{Tr} \left[ \frac{1}{2} n_1 n_1 \right]_0^T = O(T^{-1}) \]  
(100)
as \( \vec{n} \) is bounded in time by the assumed localization in both space and the frequency lattice.

The other derivative term is an initial phase derivative of the long-time average of an observable, and so is also zero. Explicitly, expanding the trace in a basis of quasienergy states:
\[ \text{Tr} [n_1 n_t] = \sum_{\alpha, \beta} \langle \psi_\alpha(t) | \partial_t | \psi_\beta(t) \rangle \langle \psi_\beta(t) | \partial_t | \psi_\alpha(t) \rangle = \sum_{\alpha, \beta} \left( \langle \phi_\alpha(\vec{\theta}_t) | \partial_t | \phi_\beta(\vec{\theta}_t) \rangle \langle \phi_\beta(\vec{\theta}_t) | \partial_t | \phi_\alpha(\vec{\theta}_t) \rangle \right) - i\epsilon_\alpha \langle \phi_\alpha(\vec{\theta}_t) | \partial_t | \phi_\alpha(\vec{\theta}_t) \rangle \delta_{\alpha\beta} , \]
(101)
which is periodic on the torus \( \vec{\theta}_t \), and so its initial phase derivatives vanish upon averaging.

We are left with
\[ \langle \tilde{I}_j \rangle_{s,T} = \pm \Omega_j \langle \frac{1}{2} (\bar{n} \times \vec{n}) \cdot \dot{\vec{e}}_k \rangle . \]  
(102)
We want to relate this to \( \langle \frac{1}{2} (\bar{n} \times \vec{n}) \cdot \dot{\vec{E}} \rangle = \langle M \rangle, \) so that we can use the main result of section C (53) to relate this to the winding number. The spatial system is localized, and so cannot absorb energy indefinitely. Thus, the long-time average of the energy current into the system is zero. That is,
\[ \langle \frac{1}{2} (\bar{n} \times \vec{n}) \cdot (-\Omega_0 \dot{e}_3 + \Omega_3 \dot{e}_2) \rangle = -\langle \dot{\tilde{I}_2} \rangle_{s,T} - \langle \dot{\tilde{I}_3} \rangle_{s,T} = \langle \partial_j \text{Tr} \tilde{H} \rangle_{s,T} = O(T^{-1}) . \]  
(103)
Writing \( \dot{\ell} = (-\Omega_0 \dot{e}_3 + \Omega_3 \dot{e}_2)/|\vec{\Omega}| \), we see that \( \langle \frac{1}{2} (\bar{n} \times \vec{n}) \rangle_{s,T} \) has no component along \( \dot{\ell} \) in the long time limit. Then
we can decompose \( \hat{\epsilon}_k = (\hat{\epsilon} \cdot \hat{e}_k) \hat{\ell} + (\hat{\Omega} \cdot \hat{e}_k) \hat{\Omega} \) in (102), and discard the part with \( \hat{\ell} \). This leaves just
\[
\langle \bar{I}_j \rangle_{s,T} = \pm \Omega_j \Omega_k \langle \frac{1}{2} (\vec{n} \times \vec{n}) \cdot \hat{\Omega} \rangle_T + O(T^{-1}).
\] (104)

Using the main result of section C, this is
\[
\langle \bar{I}_j \rangle_{s,T} = \pm \frac{\Omega_j \Omega_k}{2\pi} W[|V|] + O(T^{-1}, e^{-s/\xi}, e^{-L/\xi}),
\] (105)
where we restored the suppressed exponential corrections.

E. Description of numerics

In this section we describe the numerical experiments reported in the main text in detail.

Time evolution in both zero- and one-dimensional driven models was implemented using the second-order of the Suzuki-Trotter decomposition of the unitary evolution operator \( U(t_1, t_0; \theta_0) \) [76]. That is, defining
\[
U_1(t_1, t_0; \theta_0) = \exp(-i \Delta t H(\hat{\theta}_1(t_1, t_0)/2))
\] (106)
as a first-order approximation to the evolution, with \( \Delta t = t_1 - t_0 \), and \( s_k = (4 - 4^{1/(2k+1)})^{-1} \), we approximated
\[
U_2(t_1, t_0; \theta_0) = U_1(t_1, t_1 - s_1 \Delta t; U_1(t_1 - s_1 \Delta t, t_1 - 2s_1 \Delta t)
U_1(t_1 - 2s_1 \Delta t, t_0 + 2s_1 \Delta t; U_1(t_0 + s_1 \Delta t, t_0 + s_1 \Delta t)
U_1(t_0 + s_1 \Delta t, t_0),
\] (107)
where we have suppressed \( \vec{\theta}_0 \) dependence on the right hand side. This method explicitly ensures the unitarity of evolution. Furthermore, with our choice of \( U_1 \) it accumulates error due to the variation of \( H(\hat{\theta}_1) \) as a function of \( \hat{\theta}_1 \), rather than the variation of the state \( |\psi(t)\rangle \) as a function of time. Indeed, for a static Hamiltonian this method is exact to within numerical precision if \( U_1 \) can be exactly calculated.

For the qubit model \( H^4(\vec{\theta}_1) \), we calculated the full \( 2 \times 2 \) approximation to the evolution operator
\[
U(t_n, 0; \vec{\theta}_0) \approx \prod_{j=1}^n U_2(t_j, t_{j-1}; \vec{\theta}_0)
\] (108)
at times \( t_n = n \Delta t \) up to a maximum of \( T \), where \( n \) is an integer and \( \Delta t = 2\pi/(50\Omega_{\ell}) \) (which we found to be sufficient for convergence on numerical timescales).

To calculate \( \langle M \rangle_T \) we compute the Heisenberg operator \( \hat{n}(t_n) = U^\dagger (-\nabla_{\vec{n}} H^4) U(t_n) \) and integrate it with the trapezoidal rule to find \( \hat{n}(t_n) \). We take initial conditions \( \vec{n}(0) = 0 \). As observed in section C, this does not affect the long-time value of \( \langle M \rangle_T \) in a localized phase.

With \( \hat{n} \) and \( \vec{n} \), it is straightforward to compute \( \langle M \rangle_T \) by taking the trace of the triple product of \( \vec{n} \), \( \vec{n} \), and \( \hat{\Omega} \) (52).

We non-dimensionalize calculations with \( H^4(\vec{\theta}_0) \) by fixing units of energy so that \( B_0 = 1 \). In Fig. 2(a,b) we use the parameters \( \delta = 0.01, \omega = (2, 1.618031\ldots, 1.073506\ldots) \) and \( \vec{\Omega} \propto \vec{\omega} \) for \( H^4 \).

The phase diagram Fig. 2(a) shows the value of \( \langle M \rangle_T \) (as colors) as computed above for \( T = 2^{14}(2\pi/\Omega_{\ell}) \) for a range of \( h \) and \( |\vec{\omega}|/|\omega| \). \( \langle M \rangle_T \) was calculated for \( n_\theta = 16 \) random initial phases \( \theta_0 \). In the localized phase, these should all converge to the same quantized value. If the samples failed to converge on our numerical timescales, the corresponding point in the phase diagram was colored black. Away from transitions, the calculated \( \langle M \rangle_T \) is quantized. Closer to transitions, smaller step sizes \( \Delta t \) and longer integration times \( T \) are required to see precise quantization, as finite-time effects become more significant.

The time series of \( \langle M \rangle_T \) in Fig. 2(b) were calculated with the same parameters as Fig. 2(a), but at specific points with \( \vec{\Omega} = \vec{\omega} \) and \( h \in \{2, 5\} \). The plots show the average of \( \langle M \rangle_T \) over \( n_\theta = 64 \) random initial phases, with error bars (usually too small to see) showing the standard deviation. The asymptotes of both plots are quantized at the predicted values.

For numerics involving a two-tone driven wire (Fig. 2(c) and Fig. 3), we used sparse matrix methods to compute \( U_2(n, n-1; \vec{\theta}_0)|\psi(n-1)\rangle \) from initial states \( |\psi(0)\rangle \) localized near an edge. Our model in this case is obtained from \( H^4(\vec{\theta}) \) as used in Fig. 2(b) via Fourier transform, as described in the main text.

The time series of Fig. 2(c) show the total work done \( T \langle \bar{I}_j \rangle_{s,T} \) on the drives for the two parameter values of Fig. 2(b). The lattice size is \( L = 40 \), and the \( s = 14 \) sites closest to the edge are initially filled with fermions. Faint lines are plotted showing \( T \langle \bar{I}_j \rangle_{s,T} \) for each of \( n_\theta = 8 \) initial phases, and a thick line shows the average. The faint trajectories all remain close together (frequently obscured by the thick trajectory), consistent with our prediction that \( T \langle \bar{I}_j \rangle_{s,T} \sim \frac{2\pi}{2h} W[|V|] T \) regardless of initial phase. This prediction is also plotted in Fig. 2(c).

The predicted quantization of \( \langle \bar{I}_j \rangle_{s,T} \) is shown in Fig. 3, as is the exponential localization of the edge modes. Each data point in Fig. 3 represents a linear fit to the work done \( T \langle \bar{I}_j \rangle_{s,T} \) for a different \( s \), using the same model and parameters as Fig. 2(c). We call the fitted slope \( \langle \bar{I}_j \rangle_{s,T} \), and see that it saturates to the predicted value in both the \( W[|V|] = 1 \) and \( W[|V|] = 0 \) phase. An exponential fit to \( \langle \bar{I}_j \rangle_{s,T} \) in the \( W[|V|] = 1 \) phase gives a localization length \( \xi \approx 2 \).

F. Qudit-cavity ALTP

In the main text our primary model for a \((1 + 2)\)-dimensional ALTP was of a quasiperiodically driven wire of non-interacting fermions. The single-particle Hilbert space for a spinful fermion hopping on a semi-infinite one-dimensional lattice is identical to the Hilbert space of a
spin coupled to a quantum cavity, where now the vacuum state functions as an edge. As the responses we have discussed – quantized circulation and energy currents – are all controlled by single-particle physics, we can observe the same effects in a qubit coupled to a cavity.

In fact, a cavity model is naturally constructed from the frequency lattice of any \((0 + 3)\)-dimensional ALTP. The frequency lattice can be considered to be the high-photon limit of \(D = 3\) quantum cavities coupled to a qubit. In this picture the “electric potential” \(\Omega \cdot \vec{n}\) is reinterpreted as the sum of cavity energies \(\Omega_j n_j\) (where \(\hbar = 1\)). Then, when seeking a \((1 + 2)\)-dimensional model with an edge, it is intuitive to take this limiting construction of the frequency lattice and replace one synthetic dimension in the frequency lattice with a cavity, where Fock states are represented by lattice sites.

Explicitly, given a Hamiltonian \(H(\vec{\theta}) = \sum_{\vec{n}} H_{\vec{n}} e^{-i\vec{\theta} \cdot \vec{n}}\) for a \((0 + 3)\)-dimensional ALTP, we construct a \((1 + 2)\)-dimensional cavity model by quantizing one of the classical drives (without loss of generality, drive 1). That is, we make the replacement \(e^{i\theta_1} \rightarrow a/\sqrt{n_0}\) in \(H(\vec{\theta})\), where \(a\) is the cavity annihilation operator and \(n_0\) fixes an energy scale. Then the qudit-cavity Hamiltonian is

\[
H_c(\theta_2, \theta_3) = \sum_{\{\vec{n} : n_1 > 0\}} H_{\vec{n}} \left( \frac{a^\dagger}{\sqrt{n_0}} \right)^{|n_1|} e^{-i(n_2 \theta_2 + n_3 \theta_3)} + \sum_{\{\vec{n} : n_1 < 0\}} H_{\vec{n}} \left( \frac{a}{\sqrt{n_0}} \right)^{|n_1|} e^{-i(n_2 \theta_2 + n_3 \theta_3)}. \tag{109}
\]

As claimed, this model coincides with the frequency lattice model in the particular high photon number limit \(m_1 \rightarrow \infty\) with \(m_1/n_0 \rightarrow 1\), where \(|m_1\rangle\) is a Fock state of the cavity. Away from this strict limit, the cavity model differs from the frequency lattice model due to the Bose enhancements \(\sqrt{m_1/n_0}\) on the creation and annihilation operators \(a^{(1)}/\sqrt{n_0}\). These Bose enhancement factors are the origin of some subtlety, which we now expand upon.

In the vicinity of the Fock state \(|m_1\rangle\) the Hamiltonian has \(n\)-site hopping matrices approximately given by \(H_{\vec{n}} (m_1/n_0)^{n_1/2}\). Clearly, these matrices do not coincide with those in the original frequency lattice model except in the vicinity of \(m_1 = n_0\). We make a kind of local density approximation (LDA) by treating quantities of interest (in particular the winding numbers) as functions of \(m_1\), and calculating them as if in an infinite, uniform model with hops given by \(H_{\vec{n}} (m_1/n_0)^{n_1/2}\). This LDA model, if it is still localized, has an associated winding number \(W(m_1)\).

It is unlikely that \(W(m_1)\) is constant in the entire range \(0 < m_1 < n_0\) if \(W(n_0)\) is nontrivial. Usually, the suppression of the hopping matrices by the factor \((m_1/n_0)^{n_1/2}\) results in either a different winding number, or the delocalization of the quasienergy states. When seeking to observe topological edge effects, the entire region between distinct winding numbers should be regarded as composing the “edge” between topological regimes. The states responsible for the quantized energy current of section D may be delocalized in this entire region.

Fig. 8 shows the energy current in states supported within \(s\) sites of the vacuum state \(|0\rangle\) for a particular qubit-cavity ALTP, similar to Fig. 3 of the main text. The cavity model used in the figure was obtained by quantizing the first drive of the qubit model \(H^s(\vec{\theta})\) in the main text with \(n_0 = 60\). The total current is nearly quantized in the topological regime where \(W(m_1) = 1\), which is marked in Fig. 8. The lack of quantization of the current outside this region indicates that the LDA model’s quasienergy states are delocalized. Without localization the current may in principle take any value.

Depending on the experimental architecture in question, constructing \((1+2)\)-dimensional ALTPs using a cavity coupled to a qubit may be easier than accomplishing the same task in a wire of fermions [60]. In our particular model, \(H^s\), the topological region in Fock space tends to be quite narrow, which is not desirable for an experimental realization. It would be useful to find new models with a more robust range of non-trivial \(W(m_1)\).