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1 Introduction

On an $n$-dimensional Riemannian manifold $(M^n, g)$, consider the Laplace-Beltrami operator $\Delta u := \text{div}(\nabla u)$ for $u \in C^2(M)$. We say that $u \neq 0$ is an eigenfunction of the Laplacian on $M$ with eigenvalue $\lambda \in \mathbb{R}$, if

$$ -\Delta u = \lambda u \quad \text{in} \ M. \quad (1) $$

When $M$ is closed (compact without boundary), then the spectrum of $-\Delta$ is discrete and the eigenvalues can be arranged as a non-decreasing diverging sequence of non-negative numbers

$$ 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \rightarrow \infty. $$

Note that the smallest eigenvalue is always $\lambda_0 = 0$, since non-zero constant functions are trivial examples of eigenfunctions on $M$. It is interesting to estimate from below the first non-zero eigenvalue $\lambda_1$ in geometric terms: lower bounds on $\lambda_1$ are connected to Poincaré and Sobolev-Poincaré inequalities, and from a physical point of view, they correspond to estimating the fundamental energy gap.

In [13], Lichnerowicz showed that if $\text{Ric} \geq (n-1)K$ for some $K > 0$, where $\text{Ric}$ denotes the Ricci curvature, then

$$ \lambda_1 \geq nK. \quad (2) $$

Notice that this is a uniform estimate on $\lambda_1$ independent of $(M, g)$, in the class of $n$–manifolds satisfying the curvature assumption.
In the case when $K = 0$, a similar estimate can be found when the diameter of $M$ (the largest distance between two points) is bounded above by $D > 0$. This is not an additional assumption, since when $\text{Ric} \geq (n - 1)K > 0$, the diameter satisfies $\text{diam}(M) \leq \frac{\pi}{\sqrt{K}}$ by Myers’ Theorem. With the work of Li-Yau [12] and Zhong-Yang [26], it was shown that if $\text{Ric} \geq 0$ and $\text{diam}(M) \leq D$, then
\[ \lambda_1 \geq \frac{\pi^2}{D^2}. \] (3)

Estimates (2) and (3) are sharp, since equality is achieved for the sphere $S^n$ and the circle $S^1$, respectively. In fact, [17] and [9] proved rigidity results, i.e. they showed that $S^n$ and $S^1$, respectively, are the only manifolds in these classes where equality is achieved.

Lower bounds in the negative curvature case were studied by Yang [24]. There is a very extensive literature of related results and alternative proofs by several authors (see for instance [1], [6], [10], [14], [21], [25] and the references therein).

Recently, there has been an increasing interest in relaxing the curvature assumption from a pointwise condition to an integral condition. Integral assumptions are more stable under perturbations of the metric, and are much weaker than pointwise assumptions. This is particularly interesting when considering sequences of manifolds converging in some sense to a limit space, like in the Gromov-Hausdorff sense (see [3] for a general introduction to the subject), or in the Sormani-Wenger intrinsic flat convergence sense (see [22]). If the curvature assumption is more stable under perturbations of the metric, a sequence of slightly perturbed manifolds will satisfy the same curvature assumption uniformly, and then results like the ones above can be used to derive information about the limit space. An example of this is the Cheeger-Colding spectral convergence theory [5], for uniform lower bounds on Ric.

In [8] and [15], estimates on the isoperimetric constant were obtained in terms of integral conditions on the Ricci curvature, which imply estimates on the Sobolev constant and on $\lambda_1$. Petersen-Wei [16] generalized the classical Bishop-Gromov volume comparison estimate to integral curvature, opening up the possibility of extending some of the classical results for pointwise bounds on the Ricci curvature to integral assumptions.

To be more precise, let $\rho (x)$ be the smallest eigenvalue for the Ricci tensor at $x \in M$. For a constant $K \in \mathbb{R}$, let $\rho_K$ be the amount of Ricci curvature lying below $(n - 1)K$, i.e.
\[ \rho_K = \max\{-\rho(x) + (n - 1)K, 0\}. \] (4)

In particular, $\rho_0 = \rho^-$ is the negative part of $\rho$. The following quantity measures the amount of Ricci curvature lying below $(n - 1)K$ in an $L^p$ average sense:
\[ \bar{k}(p, K) = \left( \frac{1}{\text{vol}(M)} \int_M \rho_K^p \, dv \right)^{\frac{1}{p}} = \left( \int_M \rho_K^p \, dv \right)^{\frac{1}{p}}. \] (5)

Notice that $\bar{k}(p, K) = 0$ if and only if $\text{Ric} \geq (n - 1)K$.

The first estimates on $\lambda_1$ in terms of $\bar{k}(p, K)$ are due to Gallot in the pioneering work [8], although they are not sharp. A generalization of [2] was proven by Aubry in [2]. For
$K > 0$ and $p > n/2$ one has

$$\lambda_1 \geq nK \left( 1 - C(n, p) \bar{k}(p, K) \right). \quad (6)$$

More recently, in [13], the second author together with Seto, Wei and Zhang generalized (3). If $\text{diam}(M) < D$, for any $\alpha \in (0, 1)$ and $p > n/2$ there exists $\epsilon(n, p, \alpha, D) > 0$ such that if $\bar{k}(p, 0) < \epsilon$ then

$$\lambda_1 \geq \alpha \frac{\pi^2}{D^2}. \quad (7)$$

Estimates (6) and (7) recover (2) and (3) in the limit where $\text{Ric} \geq (n - 1)K > 0$ and $\text{Ric} \geq 0$, respectively, so they are in that sense sharp. Further extensions of (7) to a Kato-type condition on the Ricci curvature (an even weaker curvature assumption) recently appeared in the work of Rose-Wei [20]. Another direction of generalization could be to follow the work of Wu [23], who studied smooth metric measure spaces under integral conditions on the Bakry-Émery Ricci curvature; eigenvalue estimates in this setting were proven in [18].

The motivation of the present article is to explore the necessity of smallness for $\bar{k}(p, K)$ in the above theorems. The necessity of the condition $p > n/2$ to derive an eigenvalue estimate was discussed by [8]. Several authors (see [8] and [7]) have discussed the necessity of the smallness of $\bar{k}(p, K)$ in order to derive a bound of the first Betti number and to extend Cheeger-Colding theory to integral curvature conditions. Here we focus on the necessity of $\bar{k}(p, K)$ being small in order to obtain a positive lower bound on $\lambda_1$.

The necessity of smallness of $\bar{k}(p, 0)$ to derive lower bounds on any eigenvalue $\lambda_i$ had already been discussed in [8] (see Appendix A.5). Our approach here is more elementary, and we discuss why the necessity of $\bar{k}(p, 0)$ being small implies that $\bar{k}(p, K)$ also needs to be small. Moreover, with our approach we see that, even under a stronger assumption on the curvature, like integral sectional curvature bounds, smallness would be necessary; this had not been explored previously in the literature to the best of our knowledge.

The general idea that we will develop was outlined in [19], where the authors considered a sequence of manifolds along which $\lambda_1$ goes to 0, and where $\bar{k}(p, 0)$ can not be made small. However, in that paper the example discussed is not explicit, so it is not clear if the construction can be done in such a way that $\bar{k}(p, 0)$ remains bounded along the sequence. We will construct an explicit sequence of manifolds along which $\bar{k}(p, 0)$ is uniformly bounded, but not small, and for which $\lambda_1$ goes to 0, showing that smallness of $\bar{k}(p, 0)$ is necessary to generalize [3]. Furthermore, we also show that $\bar{k}(p, K)$ is also uniformly bounded for any $K > 0$, showing that the smallness of that quantity is also necessary to generalize [2]. Alternative explicit constructions can also be found in [11], although their example had a different purpose and no estimates on $\bar{k}(p, K)$ were provided.

More precisely, our main theorem is

**Theorem 1.1** For any $K \geq 0$, there exist constants $p > 1$, $C > 0$, and $D > 0$, and a sequence of $\mathcal{C}^\infty$-surfaces $\{(\Sigma_i, g_i)\}_{i \in \mathbb{N}}$, such that $\text{diam}(\Sigma_i) \leq D$, $\bar{k}(p, K)_{\Sigma_i} \leq C$, and

$$\lim_{i \to \infty} \lambda_1(\Sigma_i) = 0.$$
Remark 1.2 Along the sequence, the volume (area) of the surfaces is also uniformly bounded

\[ 0 < a \leq \text{vol}(\Sigma_i) \leq A, \]

for some constants \( A, a > 0 \). See Lemma 3.3 and the proof of Theorem 3.1 for more details.

Remark 1.3 The condition \( p > 1 \) is equivalent to \( p > \frac{n}{2} \) in dimension \( n = 2 \), as in the situation of Theorem 1.1. In our proof below, we consider an example with \( p = 3/2 \), although the proof could be modified to allow larger values of \( p \).

Remark 1.4 In a general manifold \( M^n \), if \( v, e_1, \ldots, e_{n-1} \) form an orthonormal basis of \( T_x M \), then

\[ \text{Ric}(v, v) = \sum_{i=1}^{n-1} \text{Sec}(v, e_i), \]

where \( \text{Sec} \) denotes the Sectional curvature. \( \text{Sec}(v, e_i) \) only depends on the plane spanned by \( v \) and \( e_i \), not on the particular pair of vectors. Hence, when \( n = 2 \), \( \text{Ric}(v, v) = \text{Sec}(T_x M) \), and since in dimension 2 Sectional curvature and Gaussian curvature are the same (by Gauss’s Theorema Egregium), estimating \( \bar{k}(p, K) \) can be done by estimating \( L^p \) norms of the Gaussian curvature \( \kappa \) of \( \Sigma_i \). This is the approach of our proof (see Theorem 3.1). Hence, our example above shows that smallness is necessary even under the more restrictive curvature assumption of integral sectional curvature.

The paper is structured as follows. In Section 2 we review the eigenvalue estimate for sequences of surfaces of revolution with a dumbbell-like shape. We derive the estimates without a specific profile curve. In Section 3 we construct an explicit sequence of surfaces and provide estimates for \( \bar{k}(p, K) \) in Theorem 3.1 which is the main technical result of the paper. We also derive estimates on their area and diameter, and conclude the proof of Theorem 1.1. We finish with an Appendix, where we include the proofs of some technical claims used in Section 3 not included in the main text to make the article more readable.

2 Eigenvalue Estimate

In the celebrated paper [4], Cheeger explains an example from Calabi, where they consider a sequence of dumbbell shaped surfaces whose first eigenvalue goes to 0. This is portrayed as an example to show that some sort of curvature assumption is needed to derive a positive lower bound for \( \lambda_1 \). Our example is based on their construction, but we need to explicitly construct the dumbbells to show that \( \bar{k}(p, K) \) is uniformly bounded. We will take care of the construction of these surfaces in the next section.

Consider a dumbbell shaped surface \( \Sigma \subseteq \mathbb{R}^3 \) (see Fig. 1), with the Riemannian metric inherited from \( \mathbb{R}^3 \), formed by two halves of spheres of radius \( R \), joined by two neck regions to a thin cylinder of length \( L \) and radius \( \epsilon > 0 \).

Suppose that there exists a constant \( D > 0 \) such that \( \text{diam}(\Sigma) \leq D \), where \( \text{diam}(\Sigma) \) denotes the intrinsic diameter of \( \Sigma \).
Following the proof in [4], consider a function $g$ defined to be $-c$ on the left half sphere and neck region, $+c$ on the right half sphere and neck region, and to increase linearly along the cylinder. In particular, we have

$$\int_{\Sigma} g dv = 0, \quad \int_{\Sigma} |\nabla g|^2 dv = 8\pi\epsilon^2 \frac{c^2}{L} \quad \text{and} \quad \int_{\Sigma} g^2 dv \geq c^2 (4\pi R^2).$$

Then by the Rayleigh quotient characterization of $\lambda_1$, using $g$ as a test function, we have

$$\lambda_1(\Sigma) = \inf_{f : f = 0 \text{ on } \partial \Sigma} \frac{\int_{\Sigma} |\nabla f|^2 dv}{\int_{\Sigma} f^2 dv} \leq \frac{\int_{\Sigma} |\nabla g|^2 dv}{\int_{\Sigma} g^2 dv} \leq \frac{2}{LR^2} \epsilon.$$

Thus, by considering a sequence of dumbbells $\Sigma_k$, with cylinder of radius $\epsilon_k = \frac{1}{k}$, we obtain

$$\lim_{k \to \infty} \lambda_1(\Sigma_k) \leq \lim_{k \to \infty} \frac{2}{LR^2} \frac{1}{k} = 0.$$

This is not a contradiction with the classical Zhong-Yang estimate (3), since the dumbbells do not satisfy $\text{Ric} \geq 0$, as the neck regions contain points with negative curvature. In [19] they discussed why this also does not contradict the estimate (7): the amount of negative integral curvature of the dumbbells $\bar{k}(p, 0)$ is not small. Since by definition $\bar{k}(p, K) \geq \bar{k}(p, 0)$ for $K \geq 0$, $\bar{k}(p, K)$ is also not small, which explains why estimate (6) doesn’t provide a lower bound either.

To show that the smallness of $\bar{k}(p, K)$ is necessary and can not be replaced by just a uniform bound, we need to show that this sequence can be constructed in such a way that $\bar{k}(p, K)$ is uniformly bounded for some $p > 1$, which was not shown in [19], not even in the $K = 0$ case. We also need the uniform bound $\text{diam}(\Sigma_k) \leq D$ from the theorem to hold. To obtain this, one needs a more explicit construction of the surface $\Sigma_k$, as presented in the next section. We also include a uniform bound $\text{vol}(\Sigma_k) \leq A$ on the area of the surfaces for completion.

3 Examples of Dumbbells

In this section we will construct the dumbbell-like surfaces as surfaces of revolution. As described in Section 2, these dumbbells have a cylindrical handle in the center of radius
$\epsilon > 0$ and length $L$ joined through two neck regions to a spherical cap on each end of radius $R$, assuming $\epsilon < R$. We will specify half of the surface by constructing a profile curve for $x \geq 0$, the other half being completely symmetric.

To achieve the construction, we introduce a smooth step function $s$ given by

$$s(x) = \begin{cases} 
0 & x \leq 0 \\
(1 + \exp \left(\frac{1}{x} - \frac{1}{1-x}\right))^{-1} & 0 < x < 1 \\
1 & x \geq 1.
\end{cases}$$  \hspace{1cm} (8)

The function $s$ is smooth and satisfies the following symmetry and decay properties (see Appendix Claim 1)

$$s(x) + s(1-x) = 1, \quad \lim_{x \to 0} s^{(n)}(x) x^{-m} = 0 \ \forall m, n \geq 0,$$

$$\lim_{x \to 0} \frac{s'(2x)a s''(2x)b}{s(x)} = 0 \text{ for any } a, b \geq 0 \text{ s.t. } a + b > 2.$$

Let $x_1 = L/2$ be the $x$-coordinate of the end of the dumbbell's cylinder and define

$$c_\epsilon(x) = \sqrt{R^2 - (x - \sqrt{R^2 - \epsilon^2} - x_1)^2}.$$

This is an upper semicircle of radius $R$ centered at $(x_1 + \sqrt{R^2 - \epsilon^2}, 0)$, such that $c_\epsilon(x_1) = \epsilon$. For $x$ near $x_1$, we have $0 < c_\epsilon(x) - \epsilon < c_0(x)$, $0 < c'_\epsilon(x) < c'_0(x)$, and $c''_\epsilon(x) < c''_0(x) < 0$. Denoting $x_2 := x_1 + \sqrt{R^2 - \epsilon^2}$, define the smooth profile curve by

$$g_\epsilon(x) = \begin{cases} 
\epsilon & 0 \leq x < x_1 \\
\epsilon + (c_\epsilon(x) - \epsilon) s \left(\frac{x-x_1}{\sqrt{R^2 - \epsilon^2}}\right) & x_1 \leq x \leq x_2 \\
c_\epsilon(x) & x_2 < x \leq x_2 + R.
\end{cases}$$

By construction, $g_\epsilon$ is smooth, and is monotone in $[x_1, x_2]$.

We would like to bound the $L^p$ norm of $\rho_K$ on the surface of revolution generated by $g_\epsilon$ for some $p > 1$. For convenience, we will choose $p = 3/2$, which is sufficient for our purposes. Although the proof might work for larger values of $p$, in some steps our estimates in the Appendix would need to be adjusted.

**Theorem 3.1** Consider the surface of revolution generated by $g_\epsilon$. For $\epsilon > 0$ small enough and for any $K \geq 0$, there exists $C(K, R) > 0$, independent of $\epsilon$, such that

$$\bar{k}(3/2, K) < C.$$

**Proof.** From Remark 1.4 it suffices to produce $L^p$ bounds on the Gaussian curvature $\kappa$. For a surface of revolution which has generating curve $g$, the Gaussian curvature is given by

$$\kappa = \frac{-g''(x)}{g(x)(g'(x)^2 + 1)^2}.$$
The negative part of the curvature, $\kappa^-$, can only be different from zero on the neck region, which corresponds to $x_1 \leq x \leq x_2$. Notice that, using the area element $dS = 2\pi g(x)\sqrt{1 + g'(x)^2}$, we have

$$||\kappa^-||_{3/2}^{3/2} \leq \int_{Neck} |\kappa|^{3/2} dS$$

$$= 2\pi \int_{x_1}^{x_2} \frac{|g''(x)|^{3/2}}{g(x)^{1/2}(g'(x)^2 + 1)^{3/2}} dx$$

$$\leq 2\pi \int_{x_1}^{x_2} \left( \frac{|g''(x)|}{g(x)} \right)^{1/2} dx. \quad (9)$$

The second derivative of $g_\epsilon$ on this region is given by

$$g''_\epsilon(x) = c''_\epsilon(x)s \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right) + \frac{2c'_\epsilon(x)}{\sqrt{R^2 - \epsilon^2}} s' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right)$$

$$+ \frac{1}{R^2 - \epsilon^2} (c_\epsilon(x) - \epsilon)s'' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right).$$

There exist $\epsilon_M > 0$ and $x_M > x_1$ such that $g''_\epsilon(x) > 0$ and $s'' > 0$ for $(x, \epsilon) \in (x_1, x_M) \times (0, \epsilon_M)$ (see Appendix Claim 2). Furthermore, the only negative term is $c''_\epsilon$, so dropping that term we obtain

$$0 \leq g''_\epsilon(x) \leq \frac{2}{\sqrt{R^2 - \epsilon^2}} c'_\epsilon(x)s' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right) + \frac{1}{R^2 - \epsilon^2} (c_\epsilon(x) - \epsilon)s'' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right)$$

$$\leq \frac{2}{\sqrt{R^2 - \epsilon^2}} c'_0(x)s' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right) + \frac{1}{R^2 - \epsilon^2} c_0(x)s'' \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right).$$

Further restricting $\epsilon \leq \min\{\epsilon_M, R/2\}$, we can bound this expression above by

$$0 \leq g''_\epsilon(x) \leq \left( \frac{4}{\sqrt{3} R} c'_0(x)s' \left( \frac{2(x - x_1)}{R} \right) + \frac{4}{3R^2} c_0(x)s'' \left( \frac{2(x - x_1)}{R} \right) \right) =: U(x),$$

and this upper bound $U(x)$ is continuous and bounded on an $\epsilon$-independent interval of the form $[x_1, \xi]$ thanks to the properties of $s$. Furthermore, $g_\epsilon(x) > g_0(x)$ for $x < x_1 + \frac{R}{2}$ (see Appendix Claim 3). This leads to the upper bound

$$\frac{g''_\epsilon(x)^3}{g_\epsilon(x)} \leq \frac{U(x)^3}{g_0(x)} = \frac{U(x)^3}{c_0(x)s \left( \frac{x - x_1}{R} \right)}$$

which is continuous and bounded on some $\epsilon$-independent neighborhood of the form $[x_1, \xi]$, with $\xi \leq x_M$ (see Appendix Claim 4).

Then there exists $M_1(R) > 0$, independent of $\epsilon$, such that

$$\int_{x_1}^{\xi} \left( \frac{g''_\epsilon(x)}{g_\epsilon(x)} \right)^{1/2} dx \leq \int_{x_1}^{\xi} \left( \frac{U(x)^3}{c_0(x)s \left( \frac{x - x_1}{R} \right)} \right)^{1/2} dx \leq M_1.$$
Since \( \frac{(g'')^3}{g_e} \) is continuous in \( x \) and \( \epsilon \) over the compact set \([\xi, x_1 + R] \times [0, \min\{\epsilon_M, R/2\}]\) and \( x_2 \leq x_1 + R \) for all \( \epsilon < R/2 \), there exists \( M_2(R) > 0 \) such that
\[
\int_{\xi}^{x_2} \left( \frac{(g'')^3}{g_e(x)} \right)^{1/2} dx \leq \int_{\xi}^{x_1+R} \left( \frac{(g'')^3}{g_e(x)} \right)^{1/2} dx \leq M_2.
\]
Hence, by (9), we have
\[
\|\kappa\|_{3/2} \leq 2\pi (M_1 + M_2).
\]
This is a finite bound which is independent of \( \epsilon \). To obtain then an upper bound for \( \bar{k}(3/2,0) \), we just need a uniform lower bound \( a \leq \text{vol}(\Sigma_i) \). Notice that by computing the area of the two half spheres we can obtain one such estimate, \( \text{vol}(\Sigma_i) \geq 4\pi R^2 \). Thus we get
\[
\bar{k}(3/2,0) \leq \left[ \frac{1}{2R^2} (M_1 + M_2) \right]^{2/3} =: M(R).
\]
Finally, to derive an estimate on \( \bar{k}(3/2,K) \), notice that for any \( K > 0 \) we have, by definition, that \( 0 \leq \rho_K - \rho_0 \leq (n-1)K \). For dimension \( n = 2 \), \( \rho_K - \rho_0 \leq K \). Hence, by Minkovski’s inequality, we have
\[
\bar{k}(3/2,K) = \left( \int_{\Sigma} \rho_K^{3/2} dv \right)^{2/3} \leq \left( \int_{\Sigma} (\rho_K - \rho_0)^{3/2} dv \right)^{2/3} + \left( \int_{\Sigma} \rho_0^{3/2} dv \right)^{2/3} \leq K + \bar{k}(3/2,0).
\]
Therefore, defining \( C(K,R) := K + M \), we finish the proof.

Notice that, by construction, the profile curve \( g \) is monotone in the neck regions. The following elementary lemma ensures then a uniform bound on the area and diameter of \( \Sigma_i \).

**Lemma 3.2** Suppose that \( g : [a,b] \to \mathbb{R} \) is a positive monotone \( C^1 \) function, and let \( \Sigma \) denote the surface of revolution generated by \( g \). Then
\[
\text{length}(g) \leq b - a + |g(b) - g(a)|, \quad \text{(10)}
\]
\[
\text{vol}(\Sigma) \leq 2\pi \max\{g(a), g(b)\} (b - a) + \pi |g(b)^2 - g(a)^2|. \quad \text{(11)}
\]

**Proof.** For simplicity, we will assume that \( g'(x) \geq 0 \) (the proof is analogous when \( g'(x) \leq 0 \)). In that case, using the elementary inequality \( (a + b)^2 \geq a^2 + b^2 \) for \( a, b \geq 0 \), we have
\[
\text{length}(g) = \int_{a}^{b} \sqrt{1 + \left(g'(x)\right)^2} dx \\
\leq \int_{a}^{b} 1 + g'(x) dx = (b - a) + g(b) - g(a),
\]

---
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and similarly
\[
\text{vol}(\Sigma) = \int_a^b 2\pi g(x) \sqrt{1 + g'(x)^2} \, dx
\]
\[
\leq 2\pi \int_a^b g(x) + g(x)g'(x) \, dx
\]
\[
\leq 2\pi g(b)(b - a) + \pi (g(b)^2 - g(a)^2).
\]
\]
\[
\]

\[\square\]

**Corollary 3.3** In the example constructed above, for \(\epsilon = \frac{1}{i} \leq 1\), we have
\[
\text{diam}(\Sigma_i) \leq (2\pi + 8)R + 2L,
\]
\[
\text{vol}(\Sigma_i) \leq 10\pi R^2 + 2\pi L.
\]

**Proof.** The diameter of \(\Sigma_i\) is at most twice the distance between the antipodal poles of the spheres. The distance between those can be estimated by half of a great circle of the sphere of radius \(R\), plus the length \(L\) of the cylinder, plus two times the length of the profile curve in a neck region. Similarly, the area of \(\Sigma_i\) is at most the area of a sphere of radius \(R\), plus the area of the cylinder of radius at most 1 and length \(L\), plus the area of the two neck regions. Using 3.2 to bound the length and area of the neck regions, we obtain the estimates.

This leads us to our main theorem.

**Proof.** [Proof of Theorem 1.1] Fix some \(R > 1\) and \(L > 0\), and consider the sequence of surfaces of revolution \(\{(\Sigma_i, g_i)\}_{i \in \mathbb{N}}\) described above, with \(\epsilon = \frac{1}{i}\). Notice that Corollary 3.3 and Theorem 3.1 show that there exist constants \(C, D > 0\), independent of \(\epsilon\), such that \(\bar{k}(3/2, K)_{\Sigma_i} \leq C\) and \(\text{diam}(\Sigma_i) \leq D\). Finally, following the discussion in Section 2, we have that \(\lambda_1(\Sigma_i) \to 0\).

\[\square\]

### A Proofs of some claims used in the proofs above

**Claim 1** The function \(s(x)\) defined in (8) satisfies
\[
s(x) + s(1 - x) = 1,
\]
\[
\lim_{x \to 0} s^{(n)}(x)x^{-m} = 0 \quad \forall m, n \geq 0,
\]
\[
\lim_{x \to 0} \frac{s'(2x)^a s''(2x)^b}{s(x)} = 0 \quad \text{for any } a, b \geq 0 \text{ s.t. } a + b > 2.
\]

**Proof.** The first property follows from the symmetry of \(s(x)\) about \(x = 1/2\), and the second property can be derived by observing that all derivatives of \(s\) are 0 at \(x = 0\) and applying L'Hôpital’s rule \(m\) times to \(\frac{s^{(m)}(x)}{x^m}\). For the last property, denote \(f(x) := \frac{s'(2x)^a s''(2x)^b}{s(x)}\). By direct computation, for \(x > 0\), we have that
\[
f(x) = \left(\frac{r l}{(1 + l)^2}\right)^a \left(\frac{2r^2 l^2}{(1 + l)^3} - \frac{(\tilde{r} + r^2) l^3}{(1 + l)^2}\right)^b (1 + \tilde{l}),
\]
\]

\[\square\]
where \( \tilde{l} = \tilde{l}(x) := e^{\frac{x}{1-x^2}} \), \( l = l(x) := \tilde{l}(2x) \), \( r = r(x) := \frac{1}{4x^2} + \frac{1}{(1-2x)^2} \) and \( \tilde{r} = \tilde{r}(x) := \frac{1}{4x^2} - \frac{2}{(1-2x)^2} \). Since \( l(x), \tilde{l}(x) \to \infty \) as \( x \to 0^+ \), we have that

\[
\lim_{x \to 0^+} f(x) = \lim_{x \to 0^+} r^a (r^2 - \tilde{r})^b \frac{\tilde{l}}{l^{a+b}} = 0,
\]

where we used that \( a + b > 2 \) and

\[
\frac{\tilde{l}(x)}{l(x)^{a+b}} = \exp\left(\frac{2 - (a + b) + O(x)}{2x(1-x)(1-2x)}\right).
\]

\( \square \)

**Claim 2** There exist \( \epsilon_M > 0 \) and \( x_M > x_1 \) such that \( g_\epsilon''(x) > 0 \) and \( s''(\frac{x-x_1}{\sqrt{R^2-\epsilon}}) > 0 \) for \( (x, \epsilon) \in (x_1, x_M) \times (0, \epsilon_M) \).

**Proof.** Let \( x^* = \frac{x-x_1}{\sqrt{R^2-\epsilon}} \). Since \( s(x^*) > 0 \) for \( x^* > 0 \), \( g_\epsilon''(x) \) has the same sign as \( \frac{g_\epsilon''(x)}{s(x^*)} \). Expanding the definition of \( g_\epsilon''(x) \), one can see that this is bounded below by

\[
c_\epsilon''(x) + \frac{2c_\epsilon'(x)}{s(x^*)} \frac{s'(x^*)}{s(x^*)}.
\]

If we can show that

\[
c_\epsilon''(x) + \frac{2c_\epsilon'(x)}{s(x^*)} \frac{s'(x^*)}{s(x^*)} > 0
\]

on some product set \( (x, \epsilon) \in (x_1, x_M) \times (0, \epsilon_M) \), then we are done. One can manipulate the preceding inequality, eliminating \( x \) in favor of \( x^* \), to obtain

\[
2 \frac{s'(x^*)}{s(x^*)} > \frac{1}{1 - x^*} - \frac{1}{1 - \frac{R^2 - \epsilon^2}{R^2}(1 - x^*)^2}.
\]

(14)

The left hand side of (14) is

\[
2 \frac{s'(x^*)}{s(x^*)} = 2 \frac{e^{1/x^*}}{e^{1/(1-x^*)} + e^{1/x^*}} \frac{1 - 2x^* + 2x^2}{x^2(x^* - 1)^2}.
\]

For \( x^* < 1/2 \), the first factor is at least 1/2, so

\[
2 \frac{s'(x^*)}{s(x^*)} \geq \frac{1 - 2x^* + 2x^2}{x^2(x^* - 1)^2} =: A(x^*).
\]

On the other hand, the right-hand side of (14) satisfies

\[
\frac{1}{1 - x^*} - \frac{1}{1 - \frac{R^2 - \epsilon^2}{R^2}(1 - x^*)^2} \leq \frac{1}{(1 - x^*)(2x^* - x^2)} =: B(x^*).
\]
We see that that $A(1/2) > B(1/2)$. Furthermore, by elementary means, working with the corresponding polynomial, we can see that the equation $A(x^*) = B(x^*)$ has no solutions for $x^* \in (0, 1/2)$. This shows $A(x^*) > B(x^*)$, which implies (14), as long as $x^* < 1/2$. Restrict $\epsilon < R/2 =: \epsilon_M$. Then

$$x^* = \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} < \frac{x - x_1}{\sqrt{R^2 - \left(\frac{R}{2}\right)^2}} < \frac{x - x_1}{R/2}.$$

If we impose $\frac{x - x_1}{R/2} < \frac{1}{2}$, then the condition we required on $x^*$ is satisfied and we obtain the sufficient bound $x_1 < x < x_1 + \frac{R}{2} =: x_M$ which is precisely what we needed. The claim about $s''$ follows as long as $x^* < 1/2$, so it is satisfied by our choice of $x_M$. \qed

**Claim 3** For $x \in (x_1, x_2)$, $g_\epsilon(x) \geq g_0(x)$.

**Proof.** Notice that $s \left( \frac{x - x_1}{\sqrt{R^2 - \epsilon^2}} \right) \geq s \left( \frac{x - x_1}{R} \right)$, so

$$g_\epsilon(x) \geq \epsilon + (c_\epsilon(x) - \epsilon) s \left( \frac{x - x_1}{R} \right) =: h_\epsilon(x).$$

The $\epsilon$-derivative of this lower bound is

$$\frac{\partial h_\epsilon}{\partial \epsilon} = 1 + \left( \frac{\partial c_\epsilon}{\partial \epsilon} - 1 \right) s \left( \frac{x - x_1}{R} \right) \geq 0,$$

since $\frac{\partial c_\epsilon}{\partial \epsilon} \geq 0$ by direct computation, and $s \leq 1$. Thus $h_\epsilon(x) \geq h_0(x)$. Since $h_0(x) = g_0(x)$, then $g_\epsilon(x) \geq g_0(x)$. \qed

**Claim 4** The $\epsilon$-independent quantity

$$\frac{U(x)^3}{c_0(x)s \left( \frac{x - x_1}{R} \right)}$$

is continuous and bounded on an $\epsilon$-independent neighborhood of the form $[x_1, \xi]$ where $\xi \leq x_M$.

**Proof.** The stated quantity is continuous away from $x_1$, so it suffices to show that the quantity converges to 0 as $x \to x_1^+$. The function $U(x)$ has the form $p + q$, where

$$p = \frac{4}{\sqrt{3}R} c'_0(x)s' \left( \frac{2(x - x_1)}{R} \right),$$

$$q = \frac{4}{3R^2} c_0(x)s'' \left( \frac{2(x - x_1)}{R} \right).$$

Applying the binomial theorem,

$$\frac{U(x)^3}{c_0(x)s \left( \frac{x - x_1}{R} \right)} = \sum_{k=0}^{3} \binom{3}{k} p^k q^{3-k}.$$
We claim that each term in the sum tends to 0 as $x \to x_1^+$. Each term in the sum contains a ratio of $c_0$ and its derivative, and near $x_1$ this ratio is either finite or a pole of finite order. Note that the sum of powers of $s'$ and $s''$ in the numerator of each term is 3. Thanks to this, one may factor each term into two parts in the following way. One factor comprises the ratio of $c_0$ and its derivatives, times either $(s')^{1/2}$ or $(s'')^{1/2}$; this factor goes to 0 as $x \to x_1^+$ because derivatives of $s$ annihilate finite-order poles. The remaining factor is a ratio whose numerator is $s'(2(x-x_1)/R)^a s''(2(x-x_1)/R)^b$, where $a + b = \frac{5}{2}$, and whose denominator is $s(x-x_1/R)$; this factor also goes to 0 as $x \to x_1^+$ because of the stated properties of $s$ (see also Appendix Claim 1). Overall this shows that

$$\lim_{x \to x_1^+} \frac{U(x)^3}{c_0(x) s(x-x_1/R)} = 0$$

and this completes the proof. □
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