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Abstract

Mitigating the dependence on spurious correlations present in the training dataset is a quickly emerging and important topic of deep learning. Recent approaches include priors on the feature attribution of a deep neural network (DNN) into the training process to reduce the dependence on unwanted features. However, until now one needed to trade off high-quality attributions, satisfying desirable axioms, against the time required to compute them. This in turn either led to long training times or ineffective attribution priors. In this work, we break this trade-off by considering a special class of efficiently axiomatically attributable DNNs for which an axiomatic feature attribution can be computed with only a single forward/backward pass. We formally prove that nonnegatively homogeneous DNNs, here termed $X$-DNNs, are efficiently axiomatically attributable and show that they can be effortlessly constructed from a wide range of regular DNNs by simply removing the bias term of each layer. Various experiments demonstrate the advantages of $X$-DNNs, beating state-of-the-art generic attribution methods on regular DNNs for training with attribution priors.

1 Introduction

Many traditional machine learning (ML) approaches, such as linear models or decision trees, are inherently explainable \cite{sundararajan2017}. Therefore, an ML practitioner can comprehend why a method yields a particular prediction and correct the method if the explanation for the result is flawed. The prevailing ML architectures in use today \cite{mnih2015}, namely deep neural networks (DNNs), unfortunately, do not come with this inherent explainability. This can cause models to depend on dataset biases and spurious correlations in the training data. For real-world applications, \textit{e.g.}, credit score or insurance risk assignment, this can be highly problematic and potentially lead to models discriminating against certain demographic groups \cite{dwork2012, fei2018}. To mitigate the dependence on spurious correlations in DNNs, attribution priors have been recently proposed \cite{bhatt2018, sundararajan2017, xie2019}. By enforcing priors on the feature attribution of a DNN at training time, they allow actively controlling its behavior. As it turns out, attribution priors are a very flexible tool, allowing even complex model interventions such as making an object recognition model focus on shape \cite{sundararajan2017} or less sensitive to high-frequency noise \cite{bhatt2018}. However, their use brings new challenges over regular training. First, computing the feature attribution of a DNN is a nontrivial task. It is critical to use an attribution method that faithfully reflects the true behavior of the deep network and ideally satisfies the axioms proposed by Sundararajan et al. \cite{sundararajan2017}. Otherwise, spurious correlations may go undetected and the attribution prior would be ineffective. Second, since the feature attribution is used in each training step, it needs to be efficiently computable. Existing work incurs a trade-off between high-quality attributions for which formal axioms hold \cite{sundararajan2017} and the time required to compute them \cite{bhatt2018}. Prior work on attribution priors thus had to choose whether to rely on high-quality feature attributions or allow for efficient training. In this work, we obviate this trade-off.

\begin{footnotesize}
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\end{center}
\end{footnotesize}
Specifically, we make the following contributions: (i) We propose to consider a special class of DNNs, termed \textit{efficiently axiomatically attributable DNNs}, for which we can compute a closed-form axiomatic feature attribution that satisfies the axioms of Sundararajan et al. \cite{34}, requiring only one gradient evaluation. As a result, we can compute axiomatic high-quality attributions with only one forward/backward pass, and hence, require only a fraction of the computing power that would be needed for regular DNNs, which involve a costly numerical approximation of an integral \cite{7,34}. This significant improvement in efficiency makes our considered class of DNNs particularly well suited for scenarios where the attribution is used in the training process, such as for training with attribution priors. (ii) We formally prove that \textit{nonnegatively homogeneous DNNs} (termed \(\mathcal{X}\)-DNNs) are efficiently axiomatically attributable DNNs and establish a new theoretical connection between Input\times Gradient \cite{27} and Integrated Gradients \cite{34} for nonnegatively homogeneous DNNs of different degrees. (iii) We show how \(\mathcal{X}\)-DNNs can be instantiated from a wide range of regular DNNs by simply removing the bias term of each layer. While this may seem like a significant restriction, we show that the impact on the predictive accuracy in two different application domains is surprisingly minor. In a variety of experiments, we demonstrate the advantages of \(\mathcal{X}\)-DNNs, showing that they (iv) admit accurate axiomatic feature attributions at a fraction of the computational cost and (v) beat state-of-the-art generic attribution methods for training regular networks with an attribution prior.

2 Related work

\textbf{Attribution methods} can roughly be divided into perturbation-based \cite{13,39,41,42} and backpropagation-based \cite{1,5,28,30,34} methods. The former repeatedly perturb individual inputs or neurons to measure their impact on the final prediction. Since each perturbation requires a separate forward pass through the DNN, those methods can be computationally inefficient \cite{28} and consequently inappropriate for inclusion into the training process. We thus consider backpropagation-based methods or, more precisely, gradient-based and rule-based attribution methods. They propagate an importance signal from the DNN output to its input using either the gradient or predefined rules, making them particularly efficient \cite{28}, and thus, well suited for inclusion into the training process. Gradient-based methods have the advantage of scaling to high-dimensional inputs, can be efficiently implemented using GPUs, and directly applied to any differentiable model without changing it \cite{2}.

The saliency method \cite{30}, defined as the absolute input gradient, is an early gradient-based attribution method for DNNs. Shrikumar et al. \cite{27} propose the Input\times Gradient method, i.e., weighting the (signed) input gradient with the input features, to improve sharpness of the attributions for images. Bach et al. \cite{5} introduce the rule-based Layerwise Relevance Propagation (LRP), with predefined backpropagation rules for each neural network component. As it turns out, LRP without modifications to deal with numerical instability can be reduced to Input\times Gradient for DNNs with ReLU \cite{19} activation functions \cite{1,27}, and hence, can be expressed in terms of gradients as well. DeepLIFT \cite{28} is another rule-based approach similar to LRP, relying on a neutral baseline input to assign contribution scores relative to the difference of the normal activation and reference activation of each neuron. Generally, rule-based approaches have the disadvantage that each DNN component requires custom modules that may have no GPU support and require a model re-implementation.

\textbf{Axiomatic attributions}. As it is hard to empirically evaluate the quality of feature attributions, Sundararajan et al. \cite{34} propose several axioms that high-quality attribution methods should satisfy:

\textbf{Sensitivity (a)} is satisfied if for every input and baseline that differ in one feature but have different predictions, the differing feature should be given a non-zero attribution.

\textbf{Sensitivity (b)} is satisfied if the function implemented by the deep network does not depend (mathematically) on some variable, then the attribution to that variable is always zero.

\textbf{Implementation invariance} is satisfied if the attributions for two functionally equivalent networks are always identical.

\textbf{Completeness} is satisfied if the attributions add up to the difference between the output of the network for the input and for the baseline.

\textbf{Linearity} is satisfied if the attribution of a linearly composed deep network \(aF_1 + bF_2\) is equal to the weighted sum of the attributions for \(F_1\) and \(F_2\) with weights \(a\) and \(b\), respectively.

\textbf{Symmetry preservation} is satisfied if for all inputs and baselines that have identical values for symmetric variables, the symmetric variables receive identical attributions.
Additionally, since CD is a rule-based attribution method, it requires custom modules and cannot be applied to all types of DNNs [7]. The very recently proposed Expected Gradients [7] method reformulates Integrated Gradients as an expectation, allowing a sampling-based approximation of the attribution. Erion et al. [7] argue that similar to batch gradient descent, where the true gradient is approximated over many training steps, the sampling-based approximation allows to approximate the attribution over many training steps. This results in better attributions while using fewer approximation steps. Even using as little as one reference sample, i.e., only one gradient computation, can yield advantages over the regular input gradient. However, we show that using only one reference sample still does not yield the same attribution quality as an axiomatic feature attribution method, reflected in less effective attribution priors.

### 3 Efficiently axiomatically attributable DNNs

Formally, given a function $F: \mathbb{R}^n \to \mathbb{R}$, representing a single output node of a DNN, and an input $x \in \mathbb{R}^n$, the feature attribution for the prediction at input $x$ relative to a baseline input $x'$ is a vector $A(F, x, x') \in \mathbb{R}^n$, where each element $a_i$ is the contribution of feature $x_i$ to the prediction $F(x)$ [34].

In this work we seek an attribution method that is particularly well suited for scenarios where such an attribution is used at training time, e.g., training with attribution priors. As such, the attribution method should be of high quality, while being efficiently computable in a single forward/backward pass. Since attributions obtained from Integrated Gradients [34] have strong theoretical justifications and are known to be of high-quality [14], they will serve as our starting point. In general, however, Integrated Gradients are expensive to compute for arbitrary DNNs. Therefore, in this work, we restrict our attention to a special sub-class of DNNs, termed efficiently axiomatically attributable DNNs, that require only a single forward/backward pass to compute a closed-form solution of Integrated Gradients. We show that nonnegatively homogeneous DNNs belong to this class and use this insight
to guide the design of a concrete instantiation of efficiently axiomatically attributable DNNs. While there may be several such instantiations, we chose this particular one as it can be easily constructed from a wide range of regular DNNs by simply removing the bias term of each layer. This ensures comparability to prior work and allows for an easy adaptation of existing network architectures.

**Definition 3.1.** We call a DNN $F : \mathbb{R}^n \rightarrow \mathbb{R}$ efficiently axiomatically attributable w.r.t. a baseline $x' \in \mathbb{R}^n$, if there exists a closed-form solution of the axiomatic feature attribution method Integrated Gradients $\text{IG}_i(F, x, x')$ along the $i$th dimension of $x \in \mathbb{R}^n$, requiring only one forward/backward pass.

Note that all differentiable models are efficiently axiomatically attributable w.r.t. the trivial baseline $x' = x$. However, using such a baseline is not helpful. Instead, commonly chosen baselines are some kind of averaged input features or baselines such that $F(x') = 0$, which allow an interpretation of the attribution that amounts to distributing the output to the individual input features.

**Proposition 3.2.** For a DNN $F : \mathbb{R}^n \rightarrow \mathbb{R}$ there exists a closed-form solution of $\text{IG}_i(F, x, 0)$ w.r.t. the zero baseline $0 \in \mathbb{R}^n$, requiring only one forward/backward pass, if $F$ is strictly positive homogeneous of degree $k \in \mathbb{R}_{\geq 1}$, i.e., $F(\alpha x) = \alpha^k F(x)$ for $\alpha \in \mathbb{R}_{> 0}$.

**Proof.** Sundararajan et al. \cite{34} define the axiomatic feature attribution method Integrated Gradients (IG) along the $i$th dimension for a given model $F$, input $x$, baseline $0$, and straightline path $\gamma(\alpha) = \alpha x$ as

$$\text{IG}_i(F, x, 0) = \int_0^1 \frac{\partial F(\gamma(\alpha))}{\partial \gamma_i(\alpha)} \frac{\partial \gamma_i(\alpha)}{\partial \alpha} d\alpha = \int_0^1 \frac{\partial F(\alpha x)}{\partial \alpha} \frac{\partial \alpha x_i}{\partial \alpha} d\alpha .$$

(2)

Assuming $F$ is strictly positive homogeneous of degree $k \geq 1$, we can write Integrated Gradients in Eq. (2) as

$$\text{IG}_i(F, x, 0) = \lim_{\beta \rightarrow 0} \int_0^1 \frac{\partial F(\alpha x)}{\partial x_i} x_i d\alpha = \lim_{\beta \rightarrow 0} \int_0^1 \alpha^{k-1} \frac{\partial F(x)}{\partial x_i} x_i d\alpha = \frac{1}{k} x_i \frac{\partial F(x)}{\partial x_i} .$$

(3)

The gradient expression in Eq. (3) can be computed using a single forward/backward pass. $\square$

While Ancona et al. \cite{1} already found that Input × Gradient equals Integrated Gradients with the zero baseline for linear models or models that behave linearly for a selected task, our Proposition 3.2 is more general: We only require strictly positive homogeneity of an arbitrary order $k \geq 1$. This allows us to consider a larger class of models including nonnegatively homogeneous DNNs, which generally are not linear.

**Definition 3.3.** We call a DNN $F : \mathbb{R}^n \rightarrow \mathbb{R}$ nonnegatively homogeneous, if $F(\alpha x) = \alpha F(x)$ for all $\alpha \in \mathbb{R}_{\geq 0}$.

**Corollary 3.4.** Any nonnegatively homogeneous DNN is efficiently axiomatically attributable w.r.t. the zero baseline $0 \in \mathbb{R}^n$ and a closed-form solution of the axiomatic feature attribution method Integrated Gradients, requiring only one forward/backward pass, exists.

**Proof.** Corollary 3.4 follows directly from Proposition 3.2 and Definitions 3.1 and 3.3 $\square$

**Definition 3.5.** We let $X$-DNN denote a nonnegatively homogeneous DNN. Further, for any $X$-DNN $F : \mathbb{R}^n \rightarrow \mathbb{R}$, we let $X$-Gradient ($XG$) be an axiomatic feature attribution method relative to the zero baseline $0 \in \mathbb{R}^n$ defined as

$$XG_i(F, x) = \text{IG}_i(F, x, 0) = x_i \frac{\partial F(x)}{\partial x_i} .$$

(4)

Note that while the formulas for the existing attribution method Input × Gradient \cite{27} and our novel $X$-Gradient are equal, $X$-Gradient is only defined for the subclass of $X$-DNNs and provably satisfies axioms that are generally not satisfied by Input × Gradient. Additionally, from the nonnegative homogeneity of $X$-DNNs it follows that $X$-Gradient attributions are also nonnegatively homogeneous. This allows us to define another desirable axiom that is in line with intuition about how attribution should work and that is satisfied by $X$-Gradient.

**Definition 3.6.** An attribution method $A$ satisfies nonnegative homogeneity if $A(F, \alpha x, \alpha x') = \alpha A(F, x, x')$ for all $\alpha \in \mathbb{R}_{\geq 0}$.
Table 1: Overview of different gradient-based DNN attribution methods and the axioms \([34]\) that they provably satisfy. The left-hand side methods (Integrated Gradients, Expected Gradients) induce one to two orders of magnitude of computational overhead compared to the methods on the right-hand side. The methods on the right-hand side require only one gradient evaluation (indicated by (1) for Expected Gradients with one reference sample), and thus, can be computed in a single forward/backward pass. Note how \(\mathcal{X}\)-Gradient satisfies all axioms while requiring as little computational cost as a simple gradient evaluation, however being only defined for \(\mathcal{X}\)-DNNs.

| Axiom                          | Integrated Gradients | Expected Gradients | Expected Gradients(1) | (Input ×) Gradient | \(\mathcal{X}\)-Gradient |
|-------------------------------|----------------------|--------------------|-----------------------|-------------------|-------------------------|
| Sensitivity (a)               | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |
| Sensitivity (b)               | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |
| Implementation invariance     | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |
| Completeness                  | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |
| Linearity                     | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |
| Symmetry-preserving           | ✓                    | ✓                  | ✓                     | ✓                 | ✓                       |

For an overview of the axioms \([34]\) that are satisfied by popular gradient-based attribution methods, see Table 1. The right-hand side methods use only one gradient evaluation, and therefore, have similar computational expense. The left-hand side methods generally require multiple gradient evaluations until convergence, making them correspondingly computationally more expensive. Note that \(\mathcal{X}\)-Gradient satisfies all the axioms satisfied by Integrated Gradients and Expected Gradients \([7]\), assuming convergence of the latter, while requiring only a fraction of the computational cost, however being only defined for \(\mathcal{X}\)-DNNs. Existing methods that have similar computational expense as \(\mathcal{X}\)-Gradient generally do not satisfy all of the axioms, and therefore, are likely to produce lower quality attributions, which can be misleading and less effective for imposing attribution priors.

**Conducting \(\mathcal{X}\)-DNNs.** With this motivation in mind, we will now study concrete instantiations of nonnegatively homogeneous DNNs. Note that this class of DNNs has already been considered by Zhang et al. \([40]\), however, neither at the same level of detail nor in the context of feature attributions. We define the output of a regular feedforward DNN \(F: \mathbb{R}^n \rightarrow \mathbb{R}^n\), for an input \(x \in \mathbb{R}^n\), as a recursive sequence of layers \(l\) that are applied to the output of the respective previous layer:

\[
F_l(x) = \begin{cases} 
\psi_l(\phi_l(W_l F_{l-1}(x) + b_l)) & \text{if } l \geq 1 \\
\phi_l(x) & \text{if } l = 0,
\end{cases}
\]

with \(W_l\) and \(b_l\) being the weight matrix and bias term for layer \(l\), \(\phi_l\) being the corresponding activation function, and \(\psi_l\) being the corresponding pooling function. Both \(\phi_l\) and \(\psi_l\) are optional; alternatively they are the identity function. For simplicity, we assume that the last task-specific layer, e.g., the softmax function for classification tasks, is part of the loss function. Further, for a cleaner notation that aligns with \([34]\), we assume w.l.o.g. that we are only considering one output node at a time, e.g., the logit of the target class for classification tasks. This yields the DNN \(F: \mathbb{R}^n \rightarrow \mathbb{R}\) that we consider and allows us to directly compute the derivative of the model w.r.t. an input feature \(x_i\). Importantly, the above formalization comprises many popular layer types and architectures. For example, fully connected and convolutional layers are essentially matrix multiplications \([50]\), and therefore, can be expressed by Eq. (5). Skip connections can also be expressed as matrix multiplication by appending the identity matrix to the weight matrix so that the input is propagated to later layers \([50]\). This allows us to describe even complex architectures such as the ResNet \([9]\) variant proposed by \([40]\). As the above definition of a DNN includes models that are generally not nonnegatively homogeneous, we have to make some assumptions.

**Assumption 3.7.** The activation functions \(\phi_l\) and pooling functions \(\psi_l\) in the model are nonnegatively homogeneous. Formally, for all \(a \in \mathbb{R}_{\geq 0}\):

\[
\alpha \phi_l(z) = \phi_l(\alpha z) \quad \text{and} \quad \alpha \psi_l(z) = \psi_l(\alpha z).
\]

**Proposition 3.8.** Piecewise linear activation functions with two intervals separated by zero satisfy Assumption 3.7. For \(z = (z_1, \ldots, z_n) \in \mathbb{R}^n\), these activation functions \(\phi_l: \mathbb{R}^n \rightarrow \mathbb{R}^n\) are defined as

\[
\phi_l(z) = (\phi^l_1(z_1), \ldots, \phi^l_n(z_n)) \quad \text{with} \quad \phi^l_i(z_i) = \begin{cases} 
a_{i,1} z_i & \text{if } z_i > 0 \\
a_{i,2} z_i & \text{if } z_i \leq 0.
\end{cases}
\]
Proposition 3.9. Linear pooling functions or pooling functions selecting values based on their relative ordering satisfy Assumption 3.7. For \( z = (z_1, \ldots, z_n) \in \mathbb{R}^n \), these pooling functions \( \psi_l : \mathbb{R}^n \mapsto \mathbb{R}^n \) are defined as
\[
\psi_l(z) = (\psi_l(z_1'), \ldots, \psi_l(z_m')),
\]
with \( z_i' \) being a grouping of entries in \( z \) based on their spatial location and \( \psi_l' : \mathbb{R}^m \mapsto \mathbb{R} \) being linear or a selection of a value based on its relative ordering, e.g., the maximum or minimum value.

For proofs of Propositions 3.8 and 3.9 please refer to Appendix A. Activation functions in Proposition 3.8 include ReLU [19], Leaky ReLU [16], and PReLU [8]. Linear pooling functions in Proposition 3.9 include average pooling, global average pooling, and strided convolutions. Other pooling functions in Proposition 3.9 include max pooling and min pooling [32], where the largest or smallest value is selected. Therefore, DNN architectures satisfying Assumption 3.7 include, inter alia, AlexNet [11], VGGNet [29], ResNet [9] as introduced in [40], and MLPs with ReLU activations. They alone have been cited well over one hundred thousand times, showing that we are considering a substantial fraction of commonly used DNN architectures. However, these architectures are generally still not nonnegatively homogeneous. It is easy to see that even for a simple linear model \( F(x) = ax + b \) that can be expressed by Eq. (3) and that satisfies Assumption 3.7, nonnegative homogeneity does not hold, because \( 0F(x) = 0 \neq b = F(0x) \). Therefore, in a final step we set the bias term of each layer to zero. As this may seem like a significant restriction, we show in Sec. 4 that the impact on the predictive accuracy in two different application domains is surprisingly minor.

Corollary 3.10. Any regular DNN given by Eq. (5) satisfying Assumption 3.7 can be transformed into an \( \mathcal{X} \)-DNN by removing the bias term of each layer.

Proof. A DNN \( F \) with \( L \) layers given by Eq. (5) with all biases \( b_l \) set to 0 can be written as \( F(x) = \psi_L(\phi_L(W_L(\ldots(\psi_1(\phi_1(W_1(x))))))) \). As all the pooling functions \( \psi_l \), activation functions \( \phi_l \), and matrix multiplications \( W_i \) in \( F \) are nonnegatively homogeneous, it follows that \( F(\alpha x) = \alpha F(x) \) for all \( \alpha \in \mathbb{R}_{\geq 0} \).

Further discussion. We additionally note that our results have interesting consequences for DNNs in certain application domains, e.g., in computer vision, as they allow to relate efficient axiomatic attributability to desirable properties of DNNs:

Remark 3.11. If a DNN \( F : \mathbb{R}^n \mapsto \mathbb{R} \), taking an image \( x \in \mathbb{R}^n \) as input, is equivariant \( w.r.t. \) to the image contrast, it is efficiently axiomatically attributable.

This observation follows directly from the fact that contrast equivariance implies nonnegative homogeneity. Consequentially, contrast-equivariant DNNs for regression tasks, such as image restoration or image super-resolution, are automatically efficiently axiomatically attributable. For classification tasks, such as image classification or semantic segmentation, contrast equivariance of the logits at the output implies efficient axiomatic attributability. If the classification is done using a softmax, then this also implies contrast invariance of the classifier output. In other words, there is a close relation between efficient axiomatic attributability and the desirable property of contrast equivariance. We further illustrate this experimentally in Sec. 4.4.

Limitations. So far, we have discussed the advantages of \( \mathcal{X} \)-DNNs such as being able to efficiently compute high-quality feature attributions. However, we also want to mention the limitations of our method. First, our method can only be applied to certain DNNs satisfying Assumption 3.7. Although this is a large class of models, our method is not completely model agnostic as other gradient-based attribution methods. Second, removing the bias term might be disadvantageous in certain scenarios. Intuitively, the bias term can be seen like an intercept in a linear function, and therefore, is important to fit given data. As a matter of fact, a DNN without bias terms will always produce a zero output for the zero input, which might be problematic. Additionally, prior work argues that the bias term is an important factor for the predictive performance of a DNN [36]. However, these theoretical foundations are somewhat contradictory to our own practical findings. In Sec. 4, we show that removing the bias term has less of a negative impact than perhaps expected, indicating that removing it can be a plausible intervention on the model architecture. As we cannot guarantee that this holds for all DNNs, we recommend that practitioners who plan on using our method, first make a preliminary analysis of whether removing the bias from the model at hand is plausible. Third, our method uses implicitly the zero baseline \( 0 \). As \( F(0) = 0 \), this is a reasonable choice because it can be interpreted as being neutral [35]. Nevertheless, other baselines could produce attributions that are...
Table 2: Top-5 accuracy on the ImageNet [24] validation split and mean absolute relative difference (see Appendix B.1) of Input × Gradient for regular DNNs resp. X' Gradient for X'-DNNs to the numerical approximation of Integrated Gradients. Note how removing the bias (X'-DNN) impairs the accuracy only marginally while reducing the mean absolute relative difference to Integrated Gradients significantly, confirming our theoretical finding that X'-Gradient equals Integrated Gradients.

| Model         | Top-5 accuracy (%) | Mean absolute relative difference (%) |
|---------------|--------------------|----------------------------------------|
|               | AlexNet            | VGG16                                  | ResNet-50                    | AlexNet            | VGG16                                  | ResNet-50                    |
| Regular DNN   | 79.21              | 90.44                                  | 92.56                        | 79.0              | 97.8                                  | 93.8                        |
| X'-DNN        | 78.54              | 90.25                                  | 91.12                        | **1.2**           | **0.4**                                | **0.0**                     |

better suited for certain tasks [21, 33, 37]. For example, the zero baseline will generally assign lower attribution scores to features closer to zero, which can result in misleading attributions. Whether the advantages outweigh the disadvantages must be decided for each application, individually. In Sec. 4 we demonstrate the advantages of X'-DNNs, beating state-of-the-art generic attribution methods for training with attribution priors.

4 Experiments

To demonstrate the practicability of our proposed method, we now evaluate it in various experiments using two different data domains to confirm the following points: (1) It is plausible to remove the bias term in order to obtain X'-DNNs. (2) Our X'-Gradient method produces superior attributions compared to other efficient gradient-based attribution methods. (3) Our X'-Gradient method has advantages over state-of-the-art generic attribution methods for training with attribution priors. (4) X'-DNNs are robust to multiplicative contrast changes.

Experimental setup. For our experiments on models for image classification, i.e., Section 4.1, 4.2 and 4.4 we use the ImageNet [24] dataset, containing about 1.2 million images of 1000 different categories. We train on the training split and report numbers for the validation split. In Sec. 4.2 we quantify the quality of attributions for image classification models by adapting the metrics proposed by Lundberg et al. [15] to work with image data. These metrics reflect how well an attribution method captures the relative importance of features by measuring the network’s accuracy or its output logit of the target class while masking out a progressively increasing fraction of the features based on their relative importance. For example, for the Keep Positive Mask (KPM) metric, the output logit of the target class should stay as high as possible while progressively masking out the least important features. As a mask we use a Gaussian blur of the original image. For a detailed description of the metrics, please refer to [15] or Appendix B.2. If not indicated otherwise, we assume numerical convergence for Integrated Gradients and Expected Gradients, which we found to occur after ∼ 128 approximation steps (see Appendix B.5).

4.1 Removing the bias term in DNNs

Historically, the bias term plays an important role and almost all DNN architectures use one. In this first experiment, we evaluate how much removing the bias to obtain an X'-DNN affects the accuracy of different DNNs. To this end, we train multiple popular image classification networks, AlexNet [11], VGG16 [29], and the ResNet-50 variant of [40], as well as their corresponding X'-DNN variants obtained by removing the bias term, on the challenging ImageNet [24] dataset. The resulting top-5 accuracy on the validation split is given in Table 2. As we can observe, removing the bias decreases the accuracy of the models only marginally. This is a somewhat surprising result since prior work indicates that the bias term in DNNs plays an important role [36]. We hypothesize that when removing the bias term, the DNN learns some kind of layer averaging strategy that compensates for the missing bias. For an additional comparison between a DNN with bias and its corresponding X'-DNN in a non-vision domain, see Sec. 4.3 which mirrors our findings here. Additionally, to empirically validate our finding that X'-Gradient (X'G) equals Integrated Gradients for X'-DNNs, we report the mean absolute relative difference (see Appendix B.1) between the attribution obtained from Integrated Gradients [34] and the attribution obtained from computing Input × Gradient for regular DNNs resp. X'-Gradient for X'-DNNs over the ImageNet validation split. For regular models with
Table 3: Metrics of Lundberg et al. [15] to measure the attribution quality of different attribution methods. Please refer to the experimental setup in the beginning of Sec. 4 and Appendix B.2 for an introduction of the metrics. We evaluate Integrated Gradients (IG) [34], random attributions (Random), input gradient attributions (Grad), Expected Gradients (EG) [7], and our novel $X$-Gradient ($XG$) attribution on a regular AlexNet [40] and the corresponding $X$-AlexNet. The numbers in parentheses indicate the required gradient calls. Our method is on par with IG in terms of quality while requiring two orders of magnitude less computational power.

| Method   | AlexNet | $X$-AlexNet |
|----------|---------|-------------|
|          | KPM $\uparrow$ | KNM $\downarrow$ | KAM $\uparrow$ | RAM $\downarrow$ | KPM $\uparrow$ | KNM $\downarrow$ | KAM $\uparrow$ | RAM $\downarrow$ |
| IG (128) | 7.57 | 1.67 | 25.22 | 11.12 | 7.38 | 2.21 | 21.79 | 11.68 |
| Random   | 3.68 | 3.68 | 14.12 | 14.10 | 3.81 | 3.81 | 13.52 | 13.50 |
| Grad (1) | 3.62 | 3.88 | 20.78 | 11.82 | 3.87 | 4.34 | 19.75 | 11.25 |
| EG (1)   | 4.92 | 2.97 | 20.49 | 13.76 | 5.41 | 3.19 | 19.47 | 13.19 |
| $XG$ (1) | N/A | N/A | N/A | N/A | 7.38 | 2.21 | 21.83 | 11.68 |

biases, Integrated Gradients produce a very different attribution compared to Input $X$ Gradient. For $X$-DNNs on the other hand, the two attribution methods are virtually identical, as expected. The small deviation can be explained by the fact that the result of Integrated Gradients [34] is computed via numerical approximation, whereas our method computes the exact integral (of course only for $X$-DNNs). We make the pre-trained $X$-DNN models publicly available to promote a wide adoption of efficiently axiomatically attributable models.

4.2 Benchmarking gradient-based attribution methods

As prior work [7, 14] but also our experiment in Sec. 4.3 suggest that the quality of an attribution method positively impacts the effectiveness of attribution priors, we benchmark our method against existing gradient-based attribution methods that are commonly used for training with attribution priors. For evaluation, we use the metrics from [15] adapted to work with image data. Using these metrics allows for a diverse assessment of the feature importance [15] and ensures consistency with the experimental setup in [7]. Table 3 shows the resulting numbers for a regular AlexNet and our corresponding $X$-AlexNet. Due to the axioms satisfied by the Integrated Gradients method, it produces the best attributions for the regular network, which is in line with the results in [38]. However, as it approximates an integral where each approximation step requires an additional gradient evaluation, it also introduces one to two orders of magnitude of computational overhead compared to the other methods (Sundararajan et al. [34] recommend 20–300 gradient evaluations to approximate attributions). For the $X$-AlexNet, however, our $X$-Gradient method is on par with Integrated Gradients and produces the best attributions while requiring only one gradient evaluation, and therefore, a fraction of the compute power. Since the input gradient and Expected Gradients [7] with only one reference sample do not satisfy many of the desirable axioms (see Table 1), they produce clearly lower quality attributions as expected. Note that high-qualitative attribution methods should perform well across all the listed metrics, which is why the input gradient is not a competitive attribution method even though it performs well on the RAM metric. To conclude, we can see that our $X$-Gradient attribution yields a significant improvement in quality compared to state-of-the-art generic attribution methods that require similar computational cost. This suggests that our effort to produce an efficient and high-quality attribution method is justified and accomplished.

4.3 Training with attribution priors

To benchmark our approach against other attribution methods when training with attribution priors, we replicate the sparsity experiment introduced in [7]. To that end, we employ the public NHANES I survey data [17] of the CDC of the United States, containing 118 one-hot encoded medical attributes, e.g., age, sex, and vital sign measurements, from 13,000 human subjects (no personally identifiable information). The objective of the binary classification task is to predict if a human subject will be dead (0) or alive (1) ten years after the data was measured. A simple MLP with ReLU activations is used as the model. Therefore, it can be transformed into an $X$-DNN by simply removing the bias terms. To emulate a setting of scarce training data and to average out variance, we randomly
subsample 200 training and validation datasets containing 100 data points from the original dataset. Erion et al. [7] proposed a novel attribution prior that maximizes the Gini coefficient, i.e., minimizes the statistical dispersion, of the feature attributions. They show that this allows to learn sparser models, which have improved generalizability on small training datasets. The more faithfully the attribution reflects the true behavior of the model, the more effective the attribution prior should be.

Comparing attribution methods. We compare different attribution methods that have previously been used for training with attribution priors and require only one gradient evaluation; thus, they have comparable computational cost. The results in Fig. 1(left) show that our method (xG w/o bias) outperforms all other competing methods. We can also see that for the unregularized model, removing the bias (Unreg w/o bias) has almost no effect on the average ROC-AUC of the method, once again showing that our modification for making attributions efficient, i.e., removing the bias term, is plausible in various scenarios.

Since the attribution quality of Expected Gradients can be improved using more reference samples, as this yields a better approximation to the true integral, we plot the average ROC-AUC of Expected Gradients over the number of reference samples used in Fig. 1(right). We can clearly see that adding more samples improves the ROC-AUC when training with an EG attribution in the prior, yet again, showing that higher quality attributions lead to more effective attribution priors [7]. However, we also find that approximately 32 reference samples are needed, and hence 32 times more computational power, to match the quality of our efficient x-Gradient method. When using more than 32 reference samples, Expected Gradients slightly outperform our method in terms of ROC-AUC, which is due to the limitations discussed in Sec. 3 (fixed baseline, no bias terms). We argue that it is often worth accepting this small accuracy disadvantage in light of the significant gain in efficiency of computing high-quality feature attributions.

To put this improvement in efficiency into perspective, we measure the computation time of training a ResNet-50 on the ImageNet dataset when using Expected Gradients with 32 reference samples and x-Gradient (see Appendix B.3). Using a single GPU, the computational overhead introduced when using Expected Gradients with 32 reference samples amounts to an approximately 130-fold increase in the required computation time compared to training with x-Gradient, and thus, would turn several days of training into several months of training.

4.4 Homogeneity of x-DNNs

The fundamental difference between x-DNNs and regular DNNs is the nonnegative homogeneity of the former. To show implications on the model and its attributions, we conduct the following experiment. Similarly to Hendrycks and Dietterich [10], we reduce the contrast of the ImageNet [24] validation split by multiplying each image with varying factors α and report the top-1 accuracy of AlexNet and the corresponding x-AlexNet from Sec. 4.1, i.e., they have not been trained specifically to handle contrast changes. Results can be found in Fig. 2(left). We can observe that decreasing the image contrast leads to a strong drop in accuracy of a regular AlexNet. On the other hand, due to the
equivariance to contrast of $\mathcal{X}$-DNNs, the accuracy of the $\mathcal{X}$-AlexNet is unaffected, showing improved robustness towards multiplicative contrast changes. To give some qualitative examples, in Fig. 2(right) we plot the attributions for the output logit of the target class (‘reflex camera’) for a regular AlexNet and an $\mathcal{X}$-AlexNet for an original image and the corresponding low-contrast image obtained by multiplying the normalized image with $\alpha = 0.3$. For the $\mathcal{X}$-AlexNet, our $\mathcal{X}$-Gradient method and Integrated Gradients (IG) produce attributions that are identical up to a small approximation error; reducing the image contrast keeps the attributions unchanged up to a scaling factor (not visible due to normalization for display purposes). However, the displayed attributions from the regular AlexNet differ significantly between Input×Gradient (I×G) and IG, as well as for different contrasts (see highlighted areas). We argue that the above properties of $\mathcal{X}$-DNNs generally reflect desirable properties and show that they behave more predictably with contrast changes than regular DNNs. Also note how high feature attribution scores can arise in the background (e.g., red box), showing how DNN predictions can depend of parts of the input that do not appear salient for the category; this highlights a possible use case for attribution priors [22, 23] enabled by our approach.

## 5 Conclusion and broader impact

In this work, we consider a special class of efficiently axiomatically attributable DNNs, for which an axiomatic feature attribution can be computed in a single forward/backward pass. We show that nonnegatively homogeneous DNNs, termed $\mathcal{X}$-DNNs, are efficiently axiomatically attributable and establish a new theoretical connection between Input×Gradient [27] and Integrated Gradients [34] for nonnegatively homogeneous DNNs of different degrees. Moreover, we show that many commonly used architectures can be transformed into $\mathcal{X}$-DNNs by simply removing the bias term of each layer, which has a surprisingly minor impact on the accuracy of the model in two application domains. The resulting efficiently computable and high-quality feature attributions are particularly well-suited for inclusion into the training process and potentially enable a wide application of axiomatic attribution priors. This could, for example, be used to reliably mitigate dependence on unwanted features and biases induced by the training dataset, which is a major challenge in today’s ML systems.

Obermeyer et al. [20] found evidence that a widely used algorithm in the U.S. health care system contains racial biases that can be traced back to biases in the dataset that was used to develop the algorithm. Using our method to generate high-quality attributions that reflect the true behavior of an $\mathcal{X}$-DNN and an appropriate attribution prior, such problems could potentially be resolved (though more research on attribution priors is necessary). However, allowing biases to be controlled by an ML practitioner can introduce new risks. Just like datasets, humans are also not free of biases [35], which can potentially be reflected in such priors. We as a society need to be careful that this responsibility is not exploited and used for discriminatory or harmful purposes. One way to approach this problem for applications that affect the general public is to introduce an ethical review committee, which assesses whether the proposed priors are legitimate or reprehensible.
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A Proofs and further results

Proof details for Proposition 3.2. In the proof of Proposition 3.2, we make use of the property that the derivative of a $k^{th}$-order homogeneous and differentiable function $F$ is a $(k-1)^{st}$-order homogeneous function, i.e.,

$$\frac{\partial F(\alpha x)}{\partial \alpha x_i} = \alpha^{k-1} \frac{\partial F(x)}{\partial x_i},$$

see, e.g., Corollary 4 in [43]. Assuming $k^{th}$-order homogeneity of $F$ and using the chain-rule, the above Eq. (9) follows from

$$\alpha \frac{\partial F(\alpha x)}{\partial \alpha x_i} = \frac{\partial F(\alpha x)}{\partial \alpha x_i} \frac{\partial \alpha x_i}{\partial \alpha x_i} = \frac{\partial F(\alpha x)}{\partial x_i} = \frac{\partial \alpha k F(x)}{\partial x_i} = \alpha^k \frac{\partial F(x)}{\partial x_i}.$$  (10)

Proof of Proposition 3.8. For any input $z \in \mathbb{R}^n$, $\alpha \in \mathbb{R}_{\geq 0}$, and piecewise linear activation function $\phi_l$ according to Eq. (7), we want to show that

$$\alpha \phi_l(z) = \phi_l(\alpha z).$$  (11)

For $\alpha = 0$, both sides evaluate to 0 and the equality holds. For $\alpha > 0$, the equality holds as long as the active interval of the activation function does not change. The active interval changes either when the sign of the input is changed, i.e., it goes from positive to negative or vice versa, or when a positive input changes to 0, or a value of 0 changes to positive. Since $\alpha > 0$, a multiplication with $\alpha$ can neither change the sign nor can make positive values 0 or 0 values positive. Therefore, scaling the input with $\alpha > 0$ changes none of the active activation function intervals and nonnegative homogeneity for $\alpha \in \mathbb{R}_{\geq 0}$ holds.

Proof of Proposition 3.9. For any input $z \in \mathbb{R}^n$, $\alpha \in \mathbb{R}_{\geq 0}$, and pooling function $\psi_l$ with the assumed properties, we want to show that

$$\alpha \psi_l(z) = \psi_l(\alpha z).$$  (12)

If the pooling function is linear, homogeneity implicitly holds. If the pooling function is selecting values based on their relative ordering, we consider two cases. For $\alpha = 0$, both sides evaluate to 0 and the equality holds. For $\alpha > 0$, the relative ordering of the entries in $z$ is unchanged by a scaling with $\alpha$, hence the same entry is selected by the pooling function. Since the value of the selected entry is scaled by $\alpha$, the above Eq. (12) holds for $\alpha \in \mathbb{R}_{\geq 0}$ and nonnegative homogeneity is satisfied.

Proof that $\mathcal{X}$-Gradient satisfies nonnegative homogeneity (Definition 3.6). Using Eq. (9) and nonnegative $n^{th}$-order homogeneity of any $\mathcal{X}$-DNN $F$, it follows that

$$\mathcal{X}G(F, \alpha x) = \alpha x_i \frac{\partial F(\alpha x)}{\partial \alpha x_i} = \alpha x_i \alpha^0 \frac{\partial F(x)}{\partial x_i} = \alpha \mathcal{X}G(F, x),$$  (13)

for $\alpha \in \mathbb{R}_{\geq 0}$, and therefore, nonnegative homogeneity of the attribution is satisfied.

Axiomatic attributions. Table 1 in the main text summarizes the axioms [34] that are satisfied by several attribution methods. For proofs of the axioms that are satisfied by Integrated Gradients, please refer to [34]. For proofs of the axioms that are satisfied by Expected Gradients, please refer to [7]. For proofs of the axioms that are satisfied by Input×Gradient and Gradient, please refer to [7, 54] and see below. As $\mathcal{X}$-Gradient equals Integrated Gradients for $\mathcal{X}$-DNNs according to Proposition 3.2, all the axioms satisfied by Integrated Gradients are also satisfied by $\mathcal{X}$-Gradient (for $\mathcal{X}$-DNNs).

For Expected Gradients to satisfy the same axioms that are satisfied by Integrated Gradients, convergence must have occurred, which can only be expected after multiple gradient evaluations. To emphasize the advantage of our method when only considering attribution methods that use a single gradient evaluation, in Table 1 we also show the axioms that are satisfied by Expected Gradients [7] when using only one reference sample, i.e., when convergence did not yet occur. Proof sketches for the axioms satisfied by Expected Gradients with only one reference sample are as follows:

1. Sensitivity (a): Since there exist networks for which Sensitivity (a) is not satisfied by Input×Gradient, and Expected Gradients could choose a sample such that the approximation equals Input×Gradient, Sensitivity (a) is also not satisfied by Expected Gradients in general.
2. **Sensitivity (b):** As the gradient w.r.t. an irrelevant feature will always be zero, Sensitivity (b) is satisfied.

3. **Implementation invariance:** As Expected Gradients use stochastic sampling for the baseline, there is no guarantee that even for the same model two attributions are equal.

4. **Completeness:** Again, following the argument from Sensitivity (a), Completeness is not given.

5. **Linearity:** As Expected Gradients use a stochastic sampling for the baseline, there is no guarantee that Linearity holds.

6. **Symmetry-preserving:** Following the argument from Linearity, Symmetry-preserving does not hold.

Why is nonnegative homogeneity a desirable axiom for attribution methods? Explainability is closely related to predictability. Knowing how a model behaves under certain changes to the input implies an understanding of the model. Therefore, axioms like *linearity* and *nonnegative homogeneity*, which essentially describe a form of predictability, are generally desirable and allow for a more complete understanding of the model’s behavior.

**(Input×)Gradient violates Sensitivity (a).** To see that gradients and Input×Gradient violate Sensitivity (a), it is instructive to consider the concrete example given in [34]: Assume we have a simple ReLU network \( f(x) = 1 - \text{ReLU}(1-x) \). When having a baseline \( x' = 0 \) and an input \( x = 2 \), \( f(x') \) respectively \( f(x) \) changes from 0 to 1. However, as the function flattens out at \( x = 1 \), the above gradient-based attribution methods would yield an attribution of 0 for the input \( x = 2 \).

**B Experimental details**

In the following section we provide additional details to ensure reproducibility of our experiments. For further information, please see our public code base[1] released under an Apache License 2.0.

**B.1 Removing the bias term in DNNs**

The models for all reported results in Sec. 4.1 have been trained for 100 epochs on the training split of the ImageNet [24] dataset with a batch size of 256 and using a single Nvidia A100 SXM4 (40GB) GPU. The training time per epoch is approximately 10 minutes for AlexNet, 60 minutes for VGG16, and 40 minutes for ResNet-50. For training the AlexNet and VGG models, we use the official PyTorch [44] implementation[2] that is published under a BSD 3-Clause license. We use an SGD optimizer with an initial learning rate of 0.01 that is decayed by a factor of 0.1 every 30 epochs, a momentum of 0.9, and a weight decay of 1e-4. For training the ResNet models, we use the settings proposed by [40] and rely on the publicly available code, which is released under a BSD 3-Clause license. The hyperparameters are the same as for the AlexNet and VGG models except that we use mixup regularization [45] with an interpolation strength \( \alpha = 0.7 \), a cosine annealing learning rate scheduler, and an initial learning rate of 0.1.

The mean absolute relative difference between the attribution obtained from Integrated Gradients [34] and the attribution obtained from calculating Input×Gradient for regular DNNs resp. \( \mathcal{X} \)-Gradient for \( \mathcal{X} \)-DNNs is calculated as

\[
d(A, X) = \frac{1}{n|X|} \sum_{x \in X} \sum_{i=1}^{n} \frac{|IG_i(F, x, 0) - A_i(F, x)|}{|IG_i(F, x, 0)|},
\]

with \( X \) denoting a dataset consisting of samples \( x \in \mathbb{R}^n \).

**B.2 Benchmarking gradient-based attribution methods**

For the experimental comparison of gradient-based attribution methods in Sec. 4.2, we use the models from Sec. 4.1 (see Appendix B.1 for details) and evaluate on the ImageNet validation split using a

---

[1] github.com/visinf/fast-axiomatic-attribution
[2] github.com/pytorch/examples
[3] github.com/hongyi-zhang/Fixup
single Nvidia A100 SXM4 (40GB) GPU. To quantify the quality of attributions, we use the attribution quality metrics proposed by Lundberg et al. [15]. The metrics reflect how well an attribution method captures the relative importance of features by masking out a progressively increasing fraction of the features based on their relative importance:

**Keep Positive Mask (KPM)** measures the attribution method’s capability to find the features that lead to the greatest increase in the model’s output logit of the target class. For that a progressively increasing fraction of the features is masked out, ordered by least positive to most positive attribution. Then the AUC of the resulting curve is measured. Intuitively, if an attribution reflects the true behavior of the model, unimportant features will be masked out first and the model output logit decreases only marginally, resulting in a high value for the AUC. The other way around, when an attribution does not reflect the true behavior of the model, an important feature might be masked out too early and the target class output decreases quickly, leading to a smaller score.

**Keep Negative Mask (KNM)** works analogously for negative features. This means that the better the attribution, the smaller the metric. Note that for KPM and KNM, all negative and positive features are masked out by default, respectively.

**Keep Absolute Mask (KAM)** and **Remove Absolute Mask (RAM)** work similarly but using the absolute value of the attributions and measuring the AUC of the top-1 accuracy. For KAM, we keep the most important features and measure the AUC of the top-1 accuracy over different fractions of masking. A high-quality attribution method should keep the features most important for making a correct classification, and therefore, the metric should be as high as possible. RAM masks out the most important features first, meaning that the accuracy should drop fast. Therefore, a smaller value indicates a better attribution.

As we evaluate attributions for image classification models, we adapt the above metrics to work with image data. This is achieved by replacing the masked pixels with those of a blurry image, which is obtained using a Gaussian blur with a kernel size of $51 \times 51$ and $\sigma = 41$ applied to the original input image. The parameters were chosen such that the resulting image is visually heavily blurred. This ensures that features can properly be removed.

### B.3 Training with attribution priors

Our experiment with attribution priors in Sec. 4.3 replicates the experimental setup of [7]. We use the original code, which includes the NHANES I dataset and is published under the MIT license. We use the attribution prior proposed by Erion et al. [7] to learn sparser models, which have improved generalizability. The prior is defined as

$$\Omega_{\text{sparse}}(\bar{A}) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} |\bar{A}_i - \bar{A}_j|,$$

with $\bar{A}$ denoting the mean attribution of a mini-batch with $m$ samples. This prior improves sparsity of the model by minimizing the statistical dispersion of the feature attributions. We use the following attribution methods as baselines, which are commonly used for training with attribution priors: Expected Gradients (EG), the input gradient of the log of the output logit as proposed by [23] (RRR), and a regular input gradient (Grad). We compare these methods with our novel $\mathcal{X}$-Gradient ($\mathcal{X}G$) attribution method. For each attribution method, we perform an individual hyperparameter search to find the optimal regularization strength $\lambda \in \{0.01, 0.1, 1, 10, 100\}$. We find $\lambda = 0.1$ for RRR and Grad, and $\lambda = 1.0$ for $\mathcal{X}G$ and EG. When training the model with Expected Gradients using more than one reference sample, we continue to use the regularization strength $\lambda$ that was found using one reference sample. All other hyperparameters are kept as in the original experiment of [7]. To train the models, we use a Nvidia GeForce RTX 3090 (24GB) GPU.

To provide a numerical comparison of the efficiency of $\mathcal{X}$-Gradient and Expected Gradients [7], we report the computation time and GPU memory usage for training a ResNet-50 on the ImageNet dataset with Expected Gradients using 32 reference samples and with $\mathcal{X}$-Gradient. We use a single Nvidia A100 SXM4 (40GB) GPU and a batch size of two. The number of reference samples corresponds to the number of reference samples determined in the experiment in Fig. [1] right, where

[github.com/suinleelab/attributionpriors](https://github.com/suinleelab/attributionpriors)
Figure 3: Convergence of Integrated Gradients \[34\]. We plot the mean absolute difference of Integrated Gradients obtained by using 300 and different numbers of approximation steps for AlexNet on the ImageNet validation split. We find convergence to occur after approximately 128 steps.

both networks achieve the same ROC-AUC. When using Expected Gradients for training, the GPU memory usage is 14.57 GB while for \(\lambda\)-Gradient the memory usage is 4.21 GB. The computation time per iteration, averaged over 100 iterations, is 1.12 s for Expected Gradients and 0.0086 for \(\lambda\)-Gradient. To conclude, in this scenario we observe a massive improvement in the efficiency of \(\lambda\)-Gradient compared to Expected Gradients. Expected Gradients requires \(\sim 130\) times more computation time and \(\sim 3.46\) times more GPU memory.

B.4 Homogeneity of \(\lambda\)-DNNs

For the experiment in Sec. 4.4, we use the same models as in Sec. 4.1 (see Appendix B.1 for details) and evaluate on the ImageNet validation split using a single Nvidia A100 SXM4 (40GB) GPU. Additional qualitative examples of the attributions for the output logit of the target class for a regular AlexNet and an \(\lambda\)-AlexNet, as in Fig. 2(right), are shown in Fig. 4. Our findings in Sec. 4.4 are consistent with the additional results. As with Fig. 2(right) in the main paper, we observe that \(\lambda\)-Gradient \((\lambda\text{G})\) equals Integrated Gradients \((\text{IG})\) for the \(\lambda\)-AlexNet up to a small approximation error and that reducing the contrast of the images keeps the attribution unchanged up to a scaling factor (not visible due to normalization for display purposes). On the other hand, for the regular AlexNet the attributions obtained from \(\text{Input}\times\text{Gradient}\) and Integrated Gradients differ and change depending on the contrast.

B.5 Convergence of Integrated Gradients

For our experimental comparisons with Integrated Gradients \[34\], we assume convergence of the method. To empirically find a suitable number of approximation steps, we analyze the mean absolute difference of the Integrated Gradients obtained by using \(n\) and 300 approximation steps as plotted in Fig. 3. We choose 300 steps for reference because Sundararajan et al. \[34\] report 300 steps as the upper bound for convergence. We use the trained AlexNet model from Sec. 4.1 (details in Appendix B.1), the ImageNet validation split, and \(n \in \{1, 2, 4, 8, 16, 32, 64, 128, 256\}\). We find 128 approximation steps to be sufficient and use this number in our experiments.
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Figure 4: *Qualitative examples* of normalized attributions for the output logit of the target class for $\mathcal{X}$-AlexNet and AlexNet using the attribution methods Input $\times$ Gradient ($I \times G$), $\mathcal{X}$-Gradient ($\mathcal{X}G$), and Integrated Gradients (IG).