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Abstract

We study nonnegative solutions to the following Hardy-Hénon type equations involving higher order fractional Laplacians

\[ (-\Delta)^{\sigma} u = |x|^{-\alpha} u^p \quad \text{in} \quad \mathbb{R}^n \setminus \{0\} \]

with a possible singularity at the origin, where \( \sigma \) is a real number satisfying \( 0 < \sigma < n/2 \), \( -\infty < \alpha < 2\sigma \) and \( p > 1 \). By a more direct approach without using the super poly-harmonic properties, we establish an integral representation for nonnegative solutions to the above higher order fractional equations whether the singularity \( \{0\} \) is removable or not. As the first application, we prove an optimal Liouville-type theorem for the above equations with removable singularity for all \( \sigma \in (0, n/2) \) when

\[ 1 < p < p^{*}_{\sigma,\alpha} := \frac{n + 2\sigma - 2\alpha}{n - 2\sigma} \quad \text{and} \quad -\infty < \alpha < 2\sigma. \]

This, in particular, covers a gap occurring for non-integral \( \sigma \in (1, n/2) \) and \( \alpha \in (0, 2\sigma) \) in the current literature. As the second application, we show the radial symmetry of solutions in the critical case or in the case when the origin is a non-removable singularity. Such radial symmetry would be useful in studying the singular Yamabe-type problems.
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1 Introduction and main results

Problems involving the fractional Laplacian operator and other nonlocal diffusion operators have been extensively studied in recent years. Such nonlocal problems arise naturally in mathematical models from various physical phenomena, such as anomalous diffusion and quasi-geostrophic flows, turbulence and water waves, molecular dynamics, and relativistic quantum mechanics of stars (see [7, 12, 23] and the references therein). Moreover, the fractional Laplacian and higher order Laplacian also appear in many areas of mathematics, including conformal geometry [15, 16], probability and finance [4, 24], obstacle problems [9, 71], nonlinear elasticity and crystal dislocation [1, 28].

In this paper, we focus on the nonnegative solutions to the following Hardy-Hénon type equations involving higher order fractional Laplacians

\[ (-\Delta)^\sigma u = |x|^{-\alpha} u^p \quad \text{in } \mathbb{R}^n \setminus \{0\} \]  

which have a possible singularity at the origin, where \( \sigma \) is a real number satisfying \( 0 < \sigma < n/2 \), \(-\infty < \alpha < 2\sigma \) and \( p > 1 \). The fractional Laplacian is defined, for \( \sigma \in (0, 1) \), by

\[ (-\Delta)^\sigma u(x) = c_{n,\sigma} \text{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(z)}{|x - z|^{n+2\sigma}} dz \]  

while, for higher powers, say \( \sigma = k + \sigma' \) with \( k \in \mathbb{N} \) and \( \sigma' \in (0, 1) \),

\[ (-\Delta)^\sigma = (-\Delta)^{\sigma'} \circ (-\Delta)^k. \]  

When \( \sigma = 1, 0 \leq \alpha < 2 \) and \( p = 2^*(\alpha) - 1 \) with \( 2^*(\alpha) := \frac{2(n-\alpha)}{n-2} \), Eq. (1.1) arises as an Euler-Lagrange equation of a functional associated with the following Hardy-Sobolev inequality: There exists \( C > 0 \) such that for all \( u \in \mathcal{D}^{1,2}(\mathbb{R}^n) \),

\[ \left( \int_{\mathbb{R}^n} \frac{|u|^{2^*(\alpha)}}{|x|^\alpha} dx \right)^{\frac{2}{2^*(\alpha)}} \leq C \int_{\mathbb{R}^n} |\nabla u|^2 dx. \]  

In particular, when \( \alpha = 0 \), (1.4) becomes the classical Sobolev inequality whose best constant and extremal functions have been identified by Aubin [5] and Talenti [72]. Furthermore, the best constant in the Hardy–Sobolev inequality (1.4) was first computed by Glaser-Martin-Grosse-Thirring [37] and extremal functions were identified by Lieb [54]. For general \( \sigma \in (0, n/2) \), Eq. (1.1) with \( 0 \leq \alpha < 2\sigma \) is also closely related to the higher order fractional Hardy-Sobolev inequality (see, e.g., [60, 79]). On the other hand, Eq. (1.1) has been used in models of astrophysics (see, e.g., [42]) when \( \sigma = 1 \) and \( \alpha < 0 \).

Notice also that Eq. (1.1) with \( \alpha = 0 \) and \( p = (n+2\sigma)/(n-2\sigma) \) corresponds to the fractional Yamabe problem in conformal geometry [15, 16]. To be more specific, denote \( g = u^{-\frac{n+2\sigma}{n-2\sigma}} |dx|^2 \) the conformal change of the Euclidean metric \( |dx|^2 \) for some positive function \( u \). Then one can construct the fractional order conformal Laplacian associated with \( g \), which satisfies

\[ P_g^\sigma (\cdot) = u^{-\frac{n+2\sigma}{n-2\sigma}} \frac{n+2\sigma}{n-2\sigma} (-\Delta)^\sigma (u \cdot). \]
The fractional $Q$-curvature of $g$ is given by

$$Q^g_\sigma := P^g_\sigma(1) = u^{-\frac{n+2\sigma}{n-2\sigma}}(-\Delta)^\sigma u.$$  \hfill (1.6)

Thus, a solution $u$ of (1.1) with $\alpha = 0$ and $p = (n+2\sigma)/(n-2\sigma)$ induces a conformally flat metric $g = u^{-\frac{2\sigma}{n-2\sigma}}|dx|^2$ which has constant fractional $Q$-curvature $Q^g_\sigma = 1$. In particular, when $\sigma = 1$, curvature (1.6) is the scalar curvature modulo a positive constant, while for $\sigma = 2$, it coincides with the Branson’s $Q$-curvature corresponding to the Paneitz operator.

Eq. (1.1) that involves the higher order fractional Laplacians has both nonlocal features and the difficulty of higher order elliptic equations. When $\sigma = m \in (0, n/2)$ is an integer and $\alpha = 0$, Wei and Xu [74] proved the following super poly-harmonic properties for positive classical solutions of (1.1) in $\mathbb{R}^n$

$$(-\Delta)^i u \geq 0 \quad \text{in} \quad \mathbb{R}^n, \quad i = 1, 2, \ldots, m - 1,$$

and they further applied this information to classify the entire solutions of (1.1) in $\mathbb{R}^n$ for $1 < p \leq \frac{n+2m}{n-2m}$. See the same results by Lin [55] in the case of $m = 2$. Later, Chen, Li and Ou in [20] used the super poly-harmonic properties (1.7) to establish an integral representation formula for positive entire solutions of (1.1) in $\mathbb{R}^n$ and gave a new proof to the classification results of Lin [55] and Wei-Xu [74] via the corresponding integral equation. We may also see [22, 25, 26, 61] for the similar super poly-harmonic properties and integral representation of nonnegative classical solutions to (1.1) in $\mathbb{R}^n$ when $\sigma = m \in (0, n/2)$ is an integer and $-\infty < \alpha < 2m$. Moreover, an integral representation for nonnegative entire solutions to (1.1) on $\mathbb{R}^n$ in the fractional setting ($0 < \sigma < 1$) has also been obtained in [6, 26, 80] recently to prove Liouville-type theorems. Thus, a natural question is whether one can establish an integral representation for nonnegative solutions of (1.1) when $\sigma \in (1, n/2)$ is not an integer. In a recent paper [13], Cao, Dai and Qin showed the following super poly-harmonic properties

$$(-\Delta)^{i+\frac{\nu}{2}} u \geq 0 \quad \text{in} \quad \mathbb{R}^n, \quad i = 0, 1, \ldots, m - 1$$ \hfill (1.8)

for nonnegative classical solutions of (1.1) in $\mathbb{R}^n$ with $\alpha \leq 0$, where $\sigma$ is rewritten as $\sigma = m + \frac{\nu}{2}$ for some integer $m \geq 1$ and some $0 < \nu < 2$. Based on the super poly-harmonic properties (1.8), they further proved an integral representation formula for nonnegative classical solutions of (1.1) in $\mathbb{R}^n$ when $1 \leq \sigma < n/2$ and $\alpha \leq 0$. In fact, they studied higher order fractional equations with general continuous nonlinearities which include $|x|^{-\alpha} u^p$ ($\alpha \leq 0$) as a special case.

In this paper, by a more direct approach without using the super poly-harmonic properties (1.8), we will establish an integral representation of nonnegative solutions to the higher order fractional equations (1.1) for all $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Moreover, our results also differ from those in [13] in the following two respects:

1. We consider the higher order fractional equation (1.1) with the Hardy type nonlinearity $|x|^{-\alpha} u^p$ ($0 < \alpha < 2\sigma$), which is not continuous at the origin.

2. Our results apply not only to the nonnegative entire solutions of (1.1) in $\mathbb{R}^n$, but also to its singular solutions (which have a non-removable singularity at the origin).

For the sake of application, we understand a solution $u$ of (1.1) in the sense of distributions. For $s \in \mathbb{R}$, we define

$$\mathcal{L}_s(\mathbb{R}^n) := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n) : \int_{\mathbb{R}^n} \frac{|u(x)|}{(1 + |x|)^{n+2s}} dx < \infty \right\}.$$
We say that $u$ is a nonnegative distributional solution of $(1.1)$ in $\mathbb{R}^n \setminus \{0\}$ if $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$, $| \cdot |^{-\alpha}u^p \in L^1_{loc}(\mathbb{R}^n \setminus \{0\}), u \geq 0$, and it satisfies $(1.1)$ in the following sense:

$$
\int_{\mathbb{R}^n} u(x)(-\Delta)^\sigma \varphi(x)dx = \int_{\mathbb{R}^n} |x|^{-\alpha}u(x)^p \varphi(x)dx \quad \text{for any } \varphi \in C_c^\infty(\mathbb{R}^n \setminus \{0\}).
$$

Similarly, $u$ is a nonnegative distributional solution of $(1.1)$ in $\mathbb{R}^n$ if $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$, $| \cdot |^{-\alpha}u^p \in L^1_{loc}(\mathbb{R}^n)$, $u \geq 0$, and it satisfies $(1.1)$ in the entire $\mathbb{R}^n$ in the following sense:

$$
\int_{\mathbb{R}^n} u(x)(-\Delta)^\sigma \varphi(x)dx = \int_{\mathbb{R}^n} |x|^{-\alpha}u(x)^p \varphi(x)dx \quad \text{for any } \varphi \in C_c^\infty(\mathbb{R}^n).
$$

Then we have the following integral characterization for nonnegative solutions to the equation $(1.1)$ when $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$.

**Theorem 1.1.** Let $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Suppose that one of the following holds:

1. $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n)$ is a nonnegative distributional solution of $(1.1)$ in $\mathbb{R}^n$ with $p > 1$.
2. $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\})$ is a nonnegative distributional solution of $(1.1)$ in $\mathbb{R}^n \setminus \{0\}$ with $p \geq \frac{n-\alpha}{n-2\sigma}$.

Then $u$ satisfies the integral equation

$$
u(x) = C_{n,\sigma} \int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^\alpha |x-y|^{n-2\sigma}}dy \quad \text{for } x \in \mathbb{R}^n \setminus \{0\}
$$

with some positive constant $C_{n,\sigma}$.

**Remark 1.2.** We give several remarks on Theorem 1.1.

1. When $\sigma \in (0, n/2)$ is an integer, instead of the assumption $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$ in Theorem 1.1, we only need $u \in L^1_{loc}(\mathbb{R}^n)$ since we have a better bound in this setting by the rescaling method (see Proposition 2.6 in Section 2).

2. If the assumption (1) of Theorem 1.1 is satisfied, then $u$ satisfies the integral equation $(1.11)$ for all $x \in \mathbb{R}^n$.

3. It is easy to see that if $u \in C(\mathbb{R}^n)$ is a nonnegative solution of the integral equation $(1.11)$, then $u$ also satisfies the differential equation $(1.1)$ in $\mathbb{R}^n$.

Note that Theorem 1.1 holds for both regular solutions and singular solutions near the origin, and only requires the growth restriction $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$ near infinity which is slightly weaker than the growth restriction $u \in \mathcal{L}_0(\mathbb{R}^n)$ for some $0 < \nu < 2$ satisfying $\sigma = m + \frac{\nu}{2}$ used in [13] when $\sigma > 1$ is not an integer. Moreover, as pointed out in Remark 1.2 (1) above, such a growth restriction is not required in the case where $\sigma$ is an integer.

For $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$, as a direct result of Theorem 1.1 and the classification results for positive $L^{2n/(n-2\sigma)}_{loc}(\mathbb{R}^n)$ solutions of the integral equation $(1.11)$ in Chen-Li-Ou [20] or Li [50], we give a classification for nonnegative solutions to the following conformally invariant equation with higher order fractional Laplacians

$$(-\Delta)^\sigma = u^{\frac{n+2\sigma}{n-2\sigma}} \text{ in } \mathbb{R}^n.
$$

(1.12)
Theorem 1.3. Let $0 < \sigma < n/2$. Suppose that $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n)$ is a nonnegative distributional solution of (1.12) in $\mathbb{R}^n$. Then either $u \equiv 0$ or $u$ must be of the form

$$u(x) = \gamma_{n,\sigma} \left( \frac{\mu}{\mu^2 + |x-x_0|^2} \right)^{\frac{n-2\sigma}{2}}$$

(1.13)

for a fixed constant $\gamma_{n,\sigma} > 0$ and for some $\mu > 0$ and $x_0 \in \mathbb{R}^n$.

It is well-known that such classification results have many important applications in conformal geometry (see, e.g., [45, 46] and the references therein). When $\sigma = m \in (0, n/2)$ is an integer, Theorem 1.3 has been proved by Caffarelli-Gidas-Spruck [8] for $m = 1$, Lin [55] for $m = 2$ and Wei-Xu [74] for $m \geq 3$. When $\sigma \in (0,1)$, Theorem 1.3 was proved by Chen-Li-Li [19] and Jin-Li-Xiong [45]. For general $\sigma \in (0, n/2)$, Chen, Li and Ou in [20] showed Theorem 1.3 for nonnegative weak solutions $u \in H^\sigma(\mathbb{R}^n)$ of (1.12) by using an integral representation. For non-integral $\sigma \in (1, n/2)$, Cao, Dai and Qin in [13] recently proved Theorem 1.3 for nonnegative classical solutions $u \in C^{2\sigma+\varepsilon}_{\text{loc}}(\mathbb{R}^n) \cap \mathcal{L}_\sigma(\mathbb{R}^n)$ of (1.12) with $\sigma = m + \frac{\nu}{2}$ for some $0 < \nu < 2$, where $\varepsilon > 0$ is arbitrarily small. Clearly, such weak solutions and classical solutions of (1.12) both satisfy the definition of distributional solutions in this paper. Thus, our Theorem 1.3 in a slightly weaker assumption gives the classification of nonnegative solutions to (1.12) in higher order fractional cases.

As an application of Theorem 1.1, we prove a Liouville-type theorem for nonnegative solutions of (1.1) in $\mathbb{R}^n$ for all $\sigma \in (0, n/2)$ and $\alpha \in (-\infty, 2\sigma)$ in the following subcritical range

$$1 < p < p_{\sigma,\alpha}^* := \frac{n+2\sigma-2\alpha}{n-2\sigma},$$

(1.14)

where $p_{\sigma,\alpha}^*$ is the critical exponent.

Theorem 1.4. Let $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Suppose that $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n)$ is a nonnegative distributional solution of (1.1) in $\mathbb{R}^n$ with $1 < p < p_{\sigma,\alpha}^*$. Then $u \equiv 0$ in $\mathbb{R}^n$.

Liouville-type theorems for elliptic equations have been extensively studied, which, in particular, are crucial in deriving a priori estimates and establishing existence of positive solutions to non-variational boundary value problems. When $\alpha = 0$, Liouville-type result in Theorem 1.4 has been proved in [8, 19, 36, 45, 50, 55, 74, 80] for different values of $\sigma \in (0, n/2)$. For the Hardy-Hénon’s case $\alpha \neq 0$, Theorem 1.4 was showed in [26, 40, 64, 73] for $\sigma = 1$, in [6, 26] for $0 < \sigma < 1$ and in [26, 61] when $\sigma = m \in (1, n/2)$ is an integer. One may also see [22, 25, 30] and the references therein for some earlier partial results. For the case where $\sigma \in (1, n/2)$ is not an integer, Theorem 1.4 with $\alpha \leq 0$ was recently proved by Cao, Dai and Qin in [13] for nonnegative classical solutions $u \in C^{2\sigma+\varepsilon}_{\text{loc}}(\mathbb{R}^n) \cap \mathcal{L}_\sigma(\mathbb{R}^n)$ with $\sigma = m + \frac{\nu}{2}$ for some $0 < \nu < 2$. Hence, Theorem 1.4 not only covers the existing gap when $0 < \alpha < 2\sigma$ and $\sigma \in (1, n/2)$ is not an integer, but also gives a unified approach for both $\alpha < 0$ and $\alpha \geq 0$ in higher order fractional cases.

The Liouville-type result in Theorem 1.4 is optimal in the sense that for any $p > p_{\sigma,\alpha}^*$, the equation (1.1) always admits positive solutions in $\mathbb{R}^n$. More specifically, we have the following existence result in the supercritical case.
Theorem 1.5. Let $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. For any $p > p^*_{\sigma,\alpha}$, the equation (1.1) has a bounded positive solution $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n)$.

When $\sigma \in (0, n/2)$ is an integer, the existence of positive solutions to (1.1) in $\mathbb{R}^n$ for the critical and supercritical cases has been established via various methods; see, e.g., [34, 36, 49, 56, 57, 61, 62] and the references therein. For the general $\sigma \in (0, n/2)$ and $0 < \alpha < 2\sigma$, the existence in the critical case $p = p^*_{\sigma,\alpha}$ can be obtained by using the higher order fractional Hardy-Sobolev inequality (see, e.g., Yang [79]). For $\sigma \in (0, 1)$ and $\alpha < 0$, the existence in the critical case has recently been showed by Barrios-Quaas [6]. In combination with the integral equation (1.11), their method should also work in the higher order case $\sigma \in (1, n/2)$. Hence, we are mainly concerned with the supercritical case. Theorem 1.5 is unified for all $\sigma \in (0, n/2)$ and $\alpha \in (-\infty, 2\sigma)$ to establish the existence of (1.1) in the supercritical case $p > p^*_{\sigma,\alpha}$.

As a consequence of Theorem 1.5, we have the existence of fast-decay singular solutions to the higher order fractional Lane-Emden equation

$$(-\Delta)^\sigma u = u^p \quad \text{in } \mathbb{R}^n \setminus \{0\}. \quad (1.15)$$

These singular solutions could be used as building blocks to construct solutions of the singular Yamabe-type problems (see [2, 43, 59] for $0 < \sigma \leq 1$ and $\sigma = 2$).

Corollary 1.6. Let $0 < \sigma < n/2$ and $\frac{n}{n-2\sigma} < p < \frac{n+2\sigma}{n-2\sigma}$. Then, for any $\varepsilon > 0$ there exists a fast-decay positive singular solution $u_\varepsilon$ of (1.15) such that

$$u_\varepsilon(x) \sim \begin{cases} A_{n, p, \sigma} |x|^{-\frac{2\sigma}{p-1}} & \text{as } x \to 0, \\ \varepsilon |x|^{-(n-2\sigma)} & \text{as } x \to \infty, \end{cases}$$

where $A_{n, p, \sigma}$ is a positive constant.

Applying Theorem 1.1, we would also study radial symmetry of nonnegative solutions to (1.1) in $\mathbb{R}^n$ with critical exponent or in $\mathbb{R}^n \setminus \{0\}$. Symmetry is a fundamental property in elliptic PDEs which is especially important in searching solutions, classifying solutions, characterizing asymptotic behavior of solutions, and so on. In particular, radial symmetry of solutions to an elliptic equation on $\mathbb{R}^n$ plays a crucial role in the classification of entire solutions; see, for example, [8, 17, 18, 35, 55, 74] and the references therein. On the other hand, the importance of studying singular solutions of Yamabe-type equations has been highlighted in the classical works of Schoen and Yau [69, 70] on conformally flat manifolds. In general, the radial symmetry of singular solutions of a Yamabe-type equation on $\mathbb{R}^n \setminus \{0\}$ is an important step to understand asymptotic behavior for the corresponding equation near its isolated singularity [8, 41, 48]. The recent works of Yang and Zou [76–78] also showed that radial symmetry of global singular solutions has an important application in characterizing precise asymptotic behavior of solutions to fractional equations near isolated singularities, which, in particular, helps to overcome the difficulties caused by the lack of ODEs analysis for fractional equations.

We say that the origin $\{0\}$ is a non-removable singularity of the solution $u$ of (1.1) if $u$ cannot be extended to a continuous function near the origin. Based on Theorem 1.1, we show the following radial symmetry of nonnegative solutions to (1.1) with Hardy-type weights ($0 \leq \alpha < 2\sigma$).
Theorem 1.7. Let $0 < \sigma < n/2$ and $0 \leq \alpha < 2\sigma$. Suppose that $u \in L_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\})$ is a nonnegative distributional solution of (1.1) in $\mathbb{R}^n \setminus \{0\}$, and $u$ has a non-removable singularity at the origin when $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$.

(1) If $\frac{n+\alpha}{n-2\sigma} \leq p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}$, then $u$ is radially symmetric and monotonically decreasing with respect to the origin.

(2) If $\frac{n+2\sigma-2\alpha}{n-2\sigma} < p \leq \frac{n+\alpha}{n-2\sigma}$, then $u$ is radially symmetric with respect to the origin.

Clearly, Theorem 1.7 allows a solution $u$ to be singular at the origin. In the case $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$, all of the solutions of (1.1) with removable singularity have been classified in Theorem 1.3. Note also that, for $0 < \alpha < 2\sigma$, the exponent $\frac{n+2\sigma-2\alpha}{n-2\sigma}$ in Theorem 1.7 is bigger than the critical exponent $p_{\sigma,\alpha}^* = \frac{n+2\sigma-2\alpha}{n-2\sigma}$. As a special case, by Theorem 1.7 and Remark 1.2 (1) before, we have the following symmetry result for the higher order Hardy-Hénon equations.

Corollary 1.8. Let $0 < m < n/2$ be an integer and $0 \leq \alpha < 2m$. Suppose that $u \in C(\mathbb{R}^n \setminus \{0\})$ is a nonnegative distributional solution of

$$(-\Delta)^m u = |x|^{-\alpha}u^p \quad \text{in} \quad \mathbb{R}^n \setminus \{0\},$$

(1.16)

and $u$ has a non-removable singularity at the origin when $\alpha = 0$ and $p = \frac{n+2m}{n-2m}$. If $\frac{n-\alpha}{n-2m} \leq p \leq \frac{n+2m-\alpha}{n-2m}$, then $u$ is radially symmetric with respect to the origin.

As mentioned earlier, these radial symmetry results would be useful in studying the higher order singular Yamabe problems and characterizing isolated singularities of the higher order Hardy-Hénon equations. In the case $\alpha = 0$, the radial symmetry in Theorem 1.7 has been showed by Caffarelli-Gidas-Spruck [8] for $\sigma = 1$, by Lin [55] for $\sigma = 2$ and by Caffarelli-Jin-Sire-Xiong [10] for $0 < \sigma < 1$. In the case $0 < \alpha < 2\sigma$, Theorem 1.7 was proved by Li-Bao [53] for positive classical solutions of (1.1) with non-removable singularity at the origin when $0 < \sigma < 1$ and $\frac{n-\alpha}{n-2\sigma} \leq p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}$. Note that [10, 53] applied the well-known extension formula for the fractional Laplacian introduced by Caffarelli-Silvestre [11] to prove these symmetry results. Moreover, when $0 < \alpha < 2\sigma$, Theorem 1.7 was established by Lu-Zhu [58] for positive weak solutions $u \in H^\sigma(\mathbb{R}^n)$ of (1.1) in $\mathbb{R}^n$ with the critical exponent $p = p_{\sigma,\alpha}^* = \frac{n+2\sigma-2\alpha}{n-2\sigma}$. Hence, on the one hand, instead of Caffarelli-Silvestre’s extension, we use a unified approach to show radial symmetry of singular positive solutions of (1.1) for all $\sigma \in (0, n/2)$ and $\alpha \in [0, 2\sigma)$. On the other hand, our Theorem 1.7 in a weaker condition establishes the radial symmetry of entire solutions to (1.1) in $\mathbb{R}^n$ when $0 < \alpha < 2\sigma$ and $p_{\sigma,\alpha}^* \leq p \leq \frac{n+2\sigma-\alpha}{n-2\sigma}$.

In the case $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$, it is well-known that $c|x|^{-\frac{2\sigma}{n-2\sigma}}$ is a singular solution of (1.1) with a positive constant $c$ depending only on $n$ and $\sigma$, the other singular solutions, e.g., the Fowler solutions, of (1.1) were obtained by Jin-Xiong [47]. In the same case, the existence of Fowler-type singular solutions of (1.1) for $0 < \sigma < 1$ and $\sigma = 2$ was shown earlier by DelaTorre-del Pino-González-Wei [27] and Guo-Huang-Wang-Wei [39], respectively. We also remark that the classification of singular positive solutions to (1.1) with $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$ was established by Fowler [32] for $\sigma = 1$ and by Frank-König [33] for $\sigma = 2$.

The rest of this paper is organized as follows. In Section 2, we establish the integral representation for (1.1) stated in Theorem 1.1. In Section 3, we prove the Liouville-type theorem in
Theorem 1.4. In Section 4, we establish the existence results in Theorem 1.5 and Corollary 1.6. In Section 5, we show the radial symmetry in Theorem 1.7.

In the following, we will use $B_r(x)$ to denote the open ball of radius $r$ in $\mathbb{R}^n$ with center $x$, and write $B_r(0)$ as $B_r$ for short.
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2 An integral characterization

In this section, we prove Theorem 1.1 which gives an integral characterization of distributional solutions to (1.1) for all $\sigma \in (0, n/2)$. Firstly, we show, under suitable assumptions, that a distributional solution $u$ of (1.1) is always in $L^p_{\text{loc}}(\mathbb{R}^n, |x|^{-\alpha} dx)$ and satisfies the equation (1.1) on the whole $\mathbb{R}^n$ in the sense of distributions. Let $\eta_1, \eta_2 \in C^\infty(\mathbb{R}^n)$ be two cut-off functions satisfying

$$0 \leq \eta_1 \leq 1$$

and

$$\eta_1(x) = \begin{cases} 0 & \text{for } |x| \leq 1, \\ 1 & \text{for } |x| \geq 2, \end{cases} \quad \eta_2(x) := 1 - \eta_1(x).$$

We define

$$\eta_\varepsilon(x) := \eta_1(x_\varepsilon)\eta_2(x), \quad \text{where } \eta_1(x_\varepsilon) := \eta_1 \left( \frac{x}{\varepsilon} \right) \text{ for } \varepsilon > 0. \quad (2.1)$$

Then one has the following estimate for $(-\Delta)^\sigma \eta_\varepsilon$, whose proof can be found in [3, Lemma 2.1].

Lemma 2.1. Let $\eta_\varepsilon$ be as in (2.1). Then for every $\sigma > 0$ we have

$$|(-\Delta)^\sigma \eta_\varepsilon(x)| \leq \frac{C_\sigma}{\varepsilon^{2\sigma}} \frac{1}{(1 + |x|/(\varepsilon))^{n+2\sigma}} + \frac{C_\sigma}{(1 + |x|) (n+2\sigma)} \quad \text{for all } x \in \mathbb{R}^n. \quad (2.2)$$

Using Lemma 2.1 and a dyadic decomposition argument as in Ao-González-Hyder-Wei [3], we prove the following result which has also been obtained in [3] when $\alpha = 0$. See also [8, 47, 75] for the case with $\sigma \in (0, n/2)$ being an integer.

Proposition 2.2. Suppose that $0 < \sigma < n/2$ and $-\infty < \alpha < +\infty$. Let $u \in L^p_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\})$ be a nonnegative distributional solution of (1.1) in $\mathbb{R}^n \setminus \{0\}$ with $p > 1$. Suppose in addition that

$$p \geq \frac{n - \alpha}{n - 2\sigma}. \quad (2.3)$$

Then $|\cdot|^{-\alpha} u^p \in L^1_{\text{loc}}(\mathbb{R}^n)$ and $u$ is a distributional solution to the equation (1.1) in $\mathbb{R}^n$, i.e.,

$$\int_{\mathbb{R}^n} u(x)(-\Delta)^\sigma \varphi(x) dx = \int_{\mathbb{R}^n} |x|^{-\alpha} u(x)^p \varphi(x) dx \quad \text{for any } \varphi \in C^\infty_c(\mathbb{R}^n). \quad (2.3)$$
Proof. Let $\eta_\varepsilon$ be defined in (2.1) with $\varepsilon \in (0, 1/2)$. Taking $\eta_\varepsilon$ as a test function for the equation (1.1) and using Lemma 2.1 yields

$$
\int_{\mathbb{R}^n} |x|^{-\alpha} u^p \eta_\varepsilon \, dx = \int_{\mathbb{R}^n} u(-\Delta)^\sigma \eta_\varepsilon \, dx
$$

$$
\leq C + C \varepsilon^{-2\sigma} \int_{\mathbb{R}^n} \frac{u(x)}{(1 + |x|/\varepsilon)^{n+2\sigma}} \, dx
$$

$$
\leq C + C \varepsilon^{-2\sigma} \left( \int_{B_2} + \int_{B_1 \setminus B_2} + \int_{B_1'} \right) \frac{u(x)}{(1 + |x|/\varepsilon)^{n+2\sigma}} \, dx
$$

$$
\leq C + C \varepsilon^{-2\sigma} \left( \int_{B_2} u \, dx + \int_{B_1 \setminus B_2} \frac{u(x)}{(1 + |x|/\varepsilon)^{n+2\sigma}} \, dx + \varepsilon^{n+2\sigma} \right).
$$

By Hölder inequality with $\frac{1}{p} + \frac{1}{p'} = 1$, we have that for $p > 1$,

$$
\int_{B_1 \setminus B_2} \frac{u(x)}{(1 + |x|/\varepsilon)^{n+2\sigma}} \, dx \leq \varepsilon^{n+2\sigma} \left( \int_{B_1 \setminus B_2} |x|^{-\alpha} u^p \, dx \right)^{1/p} \left( \int_{B_1 \setminus B_2} \frac{|x|^{(\alpha-n)/p} u^p}{(1 + |x|/\varepsilon)^{n+2\sigma}} \, dx \right)^{1/p'}
$$

$$
\leq \begin{cases} 
C \varepsilon^{n+(\alpha-n)/p} \left( \int_{B_1 \setminus B_2} |x|^{-\alpha} u^p \, dx \right)^{1/p} & \text{if } p > (\alpha-n)/2\sigma, \\
-C \varepsilon^{n+2\sigma} \ln \varepsilon \left( \int_{B_1 \setminus B_2} |x|^{-\alpha} u^p \, dx \right)^{1/p} & \text{if } p \leq (\alpha-n)/2\sigma.
\end{cases}
$$

Hence, for $p > 1$ and $p \geq \frac{n-\alpha}{n-2\sigma}$ we have

$$
\int_{\mathbb{R}^n} |x|^{-\alpha} u^p \eta_\varepsilon \, dx \leq C + C \varepsilon^{-2\sigma} \int_{B_2} u \, dx + C \left( \int_{B_1 \setminus B_2} |x|^{-\alpha} u^p \, dx \right)^{1/p},
$$

and using Young inequality we obtain

$$
\int_{\mathbb{R}^n} |x|^{-\alpha} u^p \eta_\varepsilon \, dx \leq C + C \varepsilon^{-2\sigma} \int_{B_2} u \, dx.
$$

(2.4)

Now, for every integer $i \geq -1$, we get from Hölder inequality and (2.4) that

$$
\int_{\{\frac{1}{2^{i+1}} \leq |x| \leq \frac{1}{2^i}\}} u \, dx \leq \left( \frac{\varepsilon}{2^i} \right)^{n-(n-\alpha)/p} \left( \int_{\{\frac{1}{2^{i+1}} \leq |x| \leq \frac{1}{2^i}\}} |x|^{-\alpha} u^p \, dx \right)^{1/p}
$$

$$
\leq C \left( \frac{\varepsilon}{2^i} \right)^{n-(n+2\sigma-\alpha)/p} \left( \int_{\{|x| \leq \frac{1}{2^i}\}} u \, dx \right)^{1/p} + C \left( \frac{\varepsilon}{2^i} \right)^{n-(n-\alpha)/p}
$$

$$
\leq C \left( \frac{\varepsilon}{2^i} \right)^{n-(n+2\sigma-\alpha)/p} \left( \int_{\{|x| \leq \varepsilon\}} u \, dx \right)^{1/p} + C \left( \frac{\varepsilon}{2^i} \right)^{n-(n-\alpha)/p}.
$$

Note that we always have $n - (n + 2\sigma - \alpha)/p > 0$ since $n - (n + 2\sigma - \alpha)/p > 0 \iff p > (n + 2\sigma - \alpha)/n$ which is true by

$$
\begin{cases} 
p > 1 \geq (n + 2\sigma - \alpha)/n & \text{if } (n + 2\sigma - \alpha)/n \leq 1 \\
p \geq (n-\alpha)/(n-2\sigma) > (n + 2\sigma - \alpha)/n & \text{if } (n + 2\sigma - \alpha)/n > 1.
\end{cases}
$$


Thus, we sum the above inequality for all integer \( i \geq -1 \) to get
\[
\int_{B_{2\varepsilon}} u dx \leq C\varepsilon^{n-(n+2\sigma)}/p \left( \int_{\{|x| \leq \varepsilon\}} u dx \right)^{1/p} + C\varepsilon^{n-(n-\alpha)/p}.
\]
Using Young inequality again, we obtain
\[
\int_{B_{2\varepsilon}} u dx \leq C\varepsilon^{-2\alpha/p-1} + C\varepsilon^{-\alpha/p}.
\] (2.5)
Since \( n - \frac{2\alpha}{p-1} \geq 2\sigma \) and \( n - \frac{n-\alpha}{p} \geq 2\sigma \) due to \( p \geq \frac{n-\alpha}{n-2\sigma} \), combining (2.5) with (2.4) and sending \( \varepsilon \to 0 \), we obtain that \( \int_{B_1} |x|^{-\alpha} u^p dx < \infty \) and hence, \( \cdot |^{-\alpha} u^p \in L_{\text{loc}}^1(\mathbb{R}^n) \).

To complete the proof, we next prove that \( u \) is a distributional solution of (1.1) in the whole space \( \mathbb{R}^n \). Since \( \cdot |^{-\alpha} u^p \in L_{\text{loc}}^1(\mathbb{R}^n) \), we only need to show that for every \( \varphi \in C_c^\infty(\mathbb{R}^n) \),
\[
\int_{\mathbb{R}^n} u(-\Delta)^\sigma (\varphi \eta_{1,\varepsilon}) dx \to \int_{\mathbb{R}^n} u(-\Delta)^\sigma \varphi dx \quad (2.6)
\]
as \( \varepsilon \to 0 \), where \( \eta_{1,\varepsilon} \) is defined as in (2.1) with \( \varepsilon \in (0,1/4) \). For this purpose, we define
\[
I_{\varepsilon}(x) := (-\Delta)^\sigma (\varphi \eta_{1,\varepsilon}) (x) - \eta_{1,\varepsilon}(x) (-\Delta)^\sigma \varphi(x), \quad x \in \mathbb{R}^n.
\]
Let \( k \) be the integer part of \( \sigma \), that is, \( \sigma := k + \sigma' \) with \( \sigma' \in (0,1) \) and \( k \in \{0\} \cup \mathbb{N} \). We consider the two cases \( |x| \geq 4\varepsilon \) and \( |x| \leq 4\varepsilon \) to estimate \( I_{\varepsilon}(x) \).

**Case 1: \( |x| \geq 4\varepsilon \).** In this case, we note that all derivatives of \( \eta_{1,\varepsilon} \) at \( x \) are equal to 0. Then we have (for simplicity we omit the constant \( c_{n,\sigma} \) in (1.2))
\[
(-\Delta)^\sigma (\varphi \eta_{1,\varepsilon})(x) = \int_{\mathbb{R}^n} \eta_{1,\varepsilon}(x)(-\Delta)^k \varphi(x) - (-\Delta)^k \varphi(z) + (-\Delta)^k \varphi(z)(1 - \eta_{1,\varepsilon}(z)) dz
\]
\[
= \eta_{1,\varepsilon}(x)(-\Delta)^\sigma \varphi(x) + \int_{\mathbb{R}^n} \frac{(-\Delta)^k \varphi(z)(1 - \eta_{1,\varepsilon}(z))}{|x-z|^{n+2\sigma'}} dz
\]
\[
= \eta_{1,\varepsilon}(x)(-\Delta)^\sigma \varphi(x) + C \int_{\mathbb{R}^n} \frac{\varphi(z)(1 - \eta_{1,\varepsilon}(z))}{|x-z|^{n+2\sigma'}} dz
\]
where the integration by parts is used in the last equality. Notice also that the integrand is not singular at \( z = x \) since the function \( 1 - \eta_{1,\varepsilon} \) is supported in \( B_{2\varepsilon} \). Hence we have
\[
|I_{\varepsilon}(x)| \leq \int_{B_{2\varepsilon}} \frac{|\varphi(z)(1 - \eta_{1,\varepsilon}(z))|}{|x-z|^{n+2\sigma'}} dz \leq C \frac{\varepsilon^n}{|x|^{n+2\sigma'}} \quad \text{for} \ |x| \geq 4\varepsilon. \quad (2.7)
\]

**Case 2: \( |x| \leq 4\varepsilon \).** In this case, instead of estimating \( I_{\varepsilon}(x) \) we estimate \( (-\Delta)^\sigma (\varphi \eta_{1,\varepsilon}) \). Denote \( \varphi_{\varepsilon} := \varphi \eta_{1,\varepsilon} \). In fact, we have
\[
(-\Delta)^\sigma \varphi_{\varepsilon}(x) = \frac{1}{2} \int_{\mathbb{R}^n} 2(-\Delta)^k \varphi_{\varepsilon}(x) - (-\Delta)^k \varphi_{\varepsilon}(x+y) - (-\Delta)^k \varphi_{\varepsilon}(x-y) dy.
\]
Moreover, there exists \( C > 0 \) depending on \( \varphi \) such that the integrand in the above integral can be controlled by
\[
\frac{C}{\varepsilon^{2k}|y|^{n+2\sigma'}} \min \left\{ \frac{|y|^2}{\varepsilon^2}, 1 \right\}.
\]
Thus, we obtain
\[ \left| (-\Delta)^{\sigma} \varphi_{\varepsilon}(x) \right| \leq \frac{C}{\varepsilon^{2\sigma}} \quad \text{for} \quad |x| \leq 4\varepsilon. \]

Hence
\[ |I_{\varepsilon}(x)| \leq \frac{C}{\varepsilon^{2\sigma}} \quad \text{for} \quad |x| \leq 4\varepsilon \quad \text{(2.8)} \]
due to the boundedness of \( \eta_{1,\varepsilon}(-\Delta)^{\sigma} \varphi \). Combining (2.7) and (2.8), we get
\[ |I_{\varepsilon}(x)| \leq C \frac{1}{\varepsilon^{2\sigma}} \chi_{B_{1}}(x) \left( 1 + \frac{|x|}{\varepsilon} \right)^{n+2\sigma} + C\varepsilon \chi_{B_{1}^c}(x) \frac{|x|^{n+2\sigma}}{|x|^{n+2\sigma}} \quad \text{for all} \quad x \in \mathbb{R}^{n}. \quad \text{(2.9)} \]

This is obviously true if \( \sigma \) is an integer. For \( p' > 1 \) with \( \frac{1}{p} + \frac{1}{p'} = 1 \), we have
\[ \left\| \cdot \frac{a^{p'}}{p'} I_{\varepsilon} \right\|_{L^{p'}(B_{1})} \leq C \varepsilon^{-2\sigma p'} \int_{B_{1}} |x|^{\sigma p'} \, dx + C\varepsilon^{\sigma p'} \int_{\{x:|x| \leq 1\}} |x|^{-\sigma p'-(n+2\sigma)p'} \leq C \]
with some \( C > 0 \) independent of \( \varepsilon \). Hence, for each \( \delta \in (0,1) \),
\[ \int_{B_{\delta}} u(x)|I_{\varepsilon}(x)| \, dx \leq \left\| \cdot \frac{\varepsilon^{-p}}{p} u \right\|_{L^{p}(B_{\delta})} \left\| \cdot \frac{\varepsilon^{p'} I_{\varepsilon}}{p'} \right\|_{L^{p'}(B_{\delta})} \leq C \left\| \cdot \frac{\varepsilon^{-p}}{p} u \right\|_{L^{p}(B_{\delta})} \]
uniformly in \( \varepsilon \) and \( \delta \). On the other hand, by the assumption \( u \in L_{\sigma}(\mathbb{R}^{n}) \) and (2.9), we have that for any fixed \( \delta \in (0,1) \),
\[ \lim_{\varepsilon \to 0} \int_{B_{\delta}} u(x)|I_{\varepsilon}(x)| \, dx = 0. \]

Therefore, by sending \( \delta \to 0 \) we obtain
\[ \lim_{\varepsilon \to 0} \int_{\mathbb{R}^{n}} u(x)|I_{\varepsilon}(x)| \, dx = 0. \]

This implies that (2.6) holds and thus, \( u \) is a distributional solution to the equation (1.1) in \( \mathbb{R}^{n} \). \( \square \)

Now we give some growth estimates for solutions of (1.1) near infinity. We start by recalling a result from [3, Lemma 5.2].

**Lemma 2.3.** Let \( \psi \in C^{\infty}(\mathbb{R}^{n}) \) be such that \( \psi(x) = \frac{1}{|x|^p} \) on \( B_{1}^{c} \) for some \( \tau > 0 \). Let \( \xi \in C^{\infty}(\mathbb{R}^{n}) \) be a cut-off function satisfying
\[ \xi(x) = 1 \quad \text{for} \quad |x| \leq 1 \quad \text{and} \quad \xi(x) = 0 \quad \text{for} \quad |x| \geq 2. \]

For any \( \varepsilon > 0 \), we define \( \xi_{\varepsilon} := \xi(\varepsilon x) \) and \( \psi_{\varepsilon}(x) := \psi \xi_{\varepsilon}(x) \). Then for every \( \sigma > 0 \) we have
\[ (-\Delta)^{\sigma} \psi_{\varepsilon} \to (-\Delta)^{\sigma} \psi \quad \text{locally uniformly in} \quad \mathbb{R}^{n} \quad \text{as} \quad \varepsilon \to 0. \]

Moreover, there exists \( C = C(n, \sigma, \varphi) > 0 \) (independent of \( \varepsilon \)) such that
\[ \left| (-\Delta)^{\sigma} \psi_{\varepsilon}(x) \right| \leq C \begin{cases} (1 + |x|)^{-2\sigma+\tau} & \text{if} \quad \tau < n, \\ (1 + |x|)^{-2\sigma+\tau} \log(2 + |x|) & \text{if} \quad \tau = n, \\ (1 + |x|)^{-2\sigma-n} & \text{if} \quad \tau > n. \end{cases} \]
Based on Lemma 2.3, a bootstrap argument allows us to give the following growth estimate of solutions to (1.1) near infinity.

**Proposition 2.4.** Suppose that $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Let $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$ be a nonnegative distributional solution of

$$( -\Delta )^\sigma u = |x|^{-\alpha} u^p \quad \text{in } \mathbb{R}^n$$

with $| \cdot |^{-\alpha} u^p \in L^1_{\text{loc}}(\mathbb{R}^n)$ for some $p > 1$.

(1) If $1 < p < \frac{n-\alpha}{n-2\sigma}$, then

$$\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^\gamma} dx < +\infty \quad \text{for every } \gamma > 0.$$  \hspace{1cm} (2.11)

(2) If $p \geq \frac{n-\alpha}{n-2\sigma}$, then

$$\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^\gamma} dx < +\infty \quad \text{for every } \gamma > n-2\sigma + \frac{\alpha-2\sigma}{p-1}.$$  \hspace{1cm} (2.12)

**Remark 2.5.** When $\alpha = 0$, the growth estimate in (2.12) has been proved by Ao-González-Hyder-Wei [3] for $\gamma = n - 2\sigma$. Here we continue to use the bootstrap argument to obtain the sharp estimate (2.12), which is essential in showing the integral characterization of solutions. We also remark that such sharp growth estimate was obtained by Du-Yang [31] when $\alpha = 0$, $p = \frac{n+2\sigma}{n-2\sigma}$ and $\sigma$ is an integer by using a more direct argument (see also Proposition 2.6 below) that applies only to equations of integer order if $\sigma > 1$.

**Proof.** For any $\tau > 0$ we take $\psi \in C^\infty(\mathbb{R}^n)$ satisfying $\psi(x) = \frac{1}{|x|^{n+\tau}}$ on $B_1^c$. Let $\xi_\epsilon$ be defined as in Lemma 2.3 and let $\psi_\epsilon := \psi \xi_\epsilon$. Then, using Lemma 2.3, dominated convergence theorem and monotone convergence theorem we obtain

$$\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^{n+\tau}} dx = \int_{\mathbb{R}^n} u(-\Delta)^\sigma \psi dx < \infty.$$  \hspace{1cm} (2.13)

For any $q > n + \frac{\alpha}{p}$ we write $q = q_1 + q_2$ with $q_1 > \frac{n}{p}$ and $q_2 > \frac{n}{p'} + \frac{\alpha}{p}$, where $p'$ is the conjugate exponent of $p$. By Hölder inequality and (2.13) we have

$$\int_{\mathbb{R}^n} \frac{u(x)^p}{1 + |x|^q} dx \leq C_1 + \int_{B_1^c} \frac{|x|^{-\alpha/p} u(x)}{|x|^{q_1}} \cdot \frac{|x|^\alpha/p}{|x|^{q_2}} dx$$

$$\leq C_1 + \left( \int_{B_1^c} \frac{|x|^{-\alpha/p} u(x)^p}{|x|^{q_1 p}} dx \right)^{1/p} \left( \int_{B_1^c} \frac{|x|^\alpha/p}{|x|^{q_2 p}} dx \right)^{1/p'}$$

$$< \infty \quad \text{for every } q > n + \frac{\alpha}{p}.$$}

Thus, the integrability of $u$ lifts from $u \in \mathcal{L}_\sigma(\mathbb{R}^n)$ to $u \in \mathcal{L}_s(\mathbb{R}^n)$ for any $s > \frac{\alpha}{2p}$. Next, we consider two cases for $p > 1$ separately.
Case 1: $p \leq \frac{-\alpha}{n-2\sigma}$. In this case, we have $n + \frac{\alpha}{p} \leq 2\sigma$. By Lemma 2.3, for any $\tau > 0$ we can take $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi(x) = \frac{1}{|x|^\tau}$ on $B_1^c$ as a test function to (2.10), and consequently we have
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^\tau} \, dx < \infty \quad \text{for every } \tau > 0.
\]

Case 2: $p > \frac{-\alpha}{n-2\sigma}$. In this case we have $0 < n + \frac{\alpha}{p} - 2\sigma < n$. By Lemma 2.3, we use $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi(x) = \frac{1}{|x|^{n-2\sigma+\alpha/p+\sigma}}$ on $B_1^c$ for small $\tau > 0$ as a test function to (2.10), and thus we get
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^{q+2\sigma}} \, dx \leq C \int_{\mathbb{R}^n} \frac{u(x)}{1 + |x|^{q+2\sigma}} \, dx < \infty \quad \text{for every } q > n + \frac{\alpha}{p} - 2\sigma.
\]
Again by Hölder inequality
\[
\int_{\mathbb{R}^n} \frac{u(x)}{1 + |x|^q} \, dx < \infty \quad \text{for every } q > n + \frac{\alpha}{p} + \frac{\alpha}{p^2} - \frac{2\sigma}{p}.
\]
Obviously, this further lifts the integrability of $u$. As discussed before we are still divided into two cases.

Case 1’: $p \leq \frac{-\alpha}{n-2\sigma}$ and $\frac{-\alpha}{n-2\sigma} \leq \frac{-\alpha}{n-2\sigma} - 2\sigma$. In this case we know $n + \frac{\alpha}{p} + \frac{\alpha}{p^2} - \frac{2\sigma}{p} \leq 2\sigma$. Using Lemma 2.3 and taking $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi(x) = \frac{1}{|x|^\tau}$ on $B_1^c$ for $\tau > 0$ as a test function yields
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^\tau} \, dx < \infty \quad \text{for every } \tau > 0.
\]

Case 2’: $p > \frac{-\alpha}{n-2\sigma}$ and $\frac{-\alpha}{n-2\sigma} > \frac{-\alpha}{n-2\sigma} - 2\sigma$. In this case we have $0 < n + \frac{\alpha}{p} - 2\sigma < n$. Using Lemma 2.3 and taking $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi(x) = \frac{1}{|x|^q}$ on $B_1^c$ for $q > n + \frac{\alpha}{p} + \frac{\alpha}{p^2} - \frac{2\sigma}{p} - 2\sigma$ as a test function yields
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha} u(x)^p}{1 + |x|^q} \, dx < \infty \quad \text{for every } q > n + \frac{\alpha}{p} + \frac{\alpha}{p^2} - \frac{2\sigma}{p} - 2\sigma.
\]
Again by Hölder inequality
\[
\int_{\mathbb{R}^n} \frac{u(x)}{1 + |x|^q} \, dx < \infty \quad \text{for every } q > n + \left(\frac{\alpha}{p} + \frac{\alpha}{p^2} + \frac{\alpha}{p^3}\right) - \left(\frac{2\sigma}{p} + \frac{2\sigma}{p^2}\right).
\]
This lifts the integrability of $u$ again.

Continuing this process, after finitely many steps we will get the desired conclusion for any fix $p > 1$ and fix $\gamma$ satisfying the assumption. The proof is completed.

When $\sigma \in (0, n/2)$ is an integer, the growth estimates of solutions to (2.10) are much easier to obtain by the standard rescaling method. More precisely, we have
Proposition 2.6. Suppose that $\sigma \in (0, n/2)$ is an integer and $\alpha \in (-\infty, 2\sigma)$. Let $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ be a nonnegative distributional solution of (2.10) with $|\cdot|^{-\alpha}u^p \in L^1_{\text{loc}}(\mathbb{R}^n)$ for some $p > 1$. Then
\[
\int_{\mathbb{R}^n} \frac{u(x)}{(1 + |x|)^\gamma} dx < \infty \quad \text{for every } \gamma > n + \frac{\alpha - 2\sigma}{p - 1} \tag{2.14}
\]
and
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha}u(x)^p}{(1 + |x|)^\gamma} dx < \infty \quad \text{for every } \gamma > n - 2\sigma + \frac{\alpha - 2\sigma}{p - 1} \tag{2.15}
\]

Proof. Let $\varphi \in C^\infty_c(\mathbb{R}^n)$ be a nonnegative function satisfying $\varphi = 1$ on $B_1$ and $\varphi = 0$ on $B_2^c$. For $R > 0$, set $\varphi_R(x) := \varphi \left( \frac{x}{R} \right)$. Fix an integer $q > \frac{2\sigma}{p-1}$ and choose $\varphi_R^q$ as a test function in (2.10).

Note that here $\sigma \in (0, n/2)$ is an integer, we have $|(-\Delta)^\sigma \varphi_R^q(x)| \leq CR^{-2\sigma} \varphi_R(x)^{q-2\sigma}$ for some constant $C > 0$. By Hölder inequality we obtain
\[
\int_{\mathbb{R}^n} |x|^{-\alpha}u^p \varphi_R^q dx = \int_{\mathbb{R}^n} u(-\Delta)^\sigma \varphi_R^{q/p} dx \leq \frac{C}{R^{2\sigma}} \int_{B_{2R}\setminus B_R} u \varphi_R^{q-2\sigma} dx
\]
\[
= \frac{C}{R^{2\sigma}} \int_{B_{2R}\setminus B_R} |x|^{-\alpha/p} u^{q/p} \cdot |x|^n \varphi_R^{q/q-2\sigma} dx
\]
\[
\leq \frac{C}{R^{2\sigma}} \left( \int_{B_{2R}\setminus B_R} |x|^{-\alpha/p} \varphi_R^{q/p} dx \right)^{1/p} \left( \int_{B_{2R}\setminus B_R} |x|^n \varphi_R^{q/q-2\sigma} dx \right)^{1/p'}
\]
\[
\leq CR^{\frac{n}{p} + \frac{2\sigma}{p} - 2\sigma} \left( \int_{B_{2R}\setminus B_R} |x|^{-\alpha/p} \varphi_R^{q/p} dx \right)^{1/p}.
\]
This gives that
\[
\int_{B_R} |x|^{-\alpha}u^p dx \leq CR^{n+\frac{2\sigma}{p} - 2\sigma/p} = CR^{n-2\sigma + \frac{2\sigma}{p-1}} \quad \text{for any } R > 0. \tag{2.16}
\]

Here we also point out that the above two estimates imply $u \equiv 0$ if $1 < p \leq \frac{n-\alpha}{n-2\sigma}$. Using Hölder inequality again, we obtain, for any $\gamma \in \mathbb{R}$ and $R \geq 1$, that
\[
\int_{B_{2R}\setminus B_R} \frac{u(x)}{(1 + |x|)^\gamma} dx \leq \left( \int_{B_{2R}\setminus B_R} |x|^{-\alpha/p} dx \right)^{1/p} \left( \int_{B_{2R}\setminus B_R} |x|^\gamma dx \right)^{1/p'}
\]
\[
\leq CR^{n+\frac{2\sigma}{p-1} - \gamma}.
\]
Hence, when $\gamma > n + \frac{\alpha - 2\sigma}{p-1}$, a dyadic sum argument leads to that (2.14) holds.

On the other hand, estimate (2.16) also implies
\[
\int_{\mathbb{R}^n} \frac{|x|^{-\alpha}u(x)^p}{(1 + |x|)^\gamma} dx = \int_{B_1} \frac{|x|^{-\alpha}u(x)^p}{(1 + |x|)^\gamma} dx + \sum_{i=0}^{\infty} \int_{B_{2^{i+1}}\setminus B_{2^i}} \frac{|x|^{-\alpha}u(x)^p}{(1 + |x|)^\gamma} dx
\]
\[
\leq C_1 + C \sum_{i=0}^{\infty} (2^i)^{n-2\sigma + \frac{2\sigma}{p-1} - \gamma} < \infty
\]
if $\gamma > n - 2\sigma + \frac{\alpha - 2\sigma}{p-1}$. This proves (2.15). \qed
Suppose that $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Let $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\})$ be a nonnegative distributional solution of (1.1) with $p \geq \frac{n-\alpha}{n-2\sigma}$. Then, by Propositions 2.2 and 2.4, the following function

$$v(x) := C_{n,\sigma} \int_{\mathbb{R}^n} \frac{|y|^{-\alpha} u(y)^p}{|x-y|^{n-2\sigma}} dy$$

(2.17)
is well-defined for every $x \in \mathbb{R}^n \setminus \{0\}$ and continuous on $\mathbb{R}^n \setminus \{0\}$, where $C_{n,\sigma}$ is a positive constant such that $C_{n,\sigma}|\cdot|^{2\sigma-n}$ is the fundamental solution of the fractional Laplacian. For any $R > 0$, we can write $v$ as $v = v_{1,R} + v_{2,R}$ with

$$v_{1,R}(x) = \int_{B_{2R}} \frac{|y|^{-\alpha} u(y)^p}{|x-y|^{n-2\sigma}} dy \quad \text{and} \quad v_{2,R}(x) = \int_{B_{2R}^c} \frac{|y|^{-\alpha} u(y)^p}{|x-y|^{n-2\sigma}} dy.$$

From Proposition 2.2 we know that $|\cdot|^{-\alpha} u \in L^1(B_{2R})$ and hence $v_{1,R} \in L^1(B_R)$. By Proposition 2.4 we easily get $v_{2,R} \in L^\infty(B_R)$. Thus $v \in L^1_{\text{loc}}(\mathbb{R}^n)$. Moreover, we also have the following growth estimate for $v$ near infinity.

**Proposition 2.7.** Suppose that $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$.

1. Let $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\})$ be a nonnegative distributional solution of (1.1) with $p \geq \frac{n-\alpha}{n-2\sigma}$, and let $v$ be defined by (2.17). Then we have $v \in \mathcal{L}_s(\mathbb{R}^n)$ for any $s > \frac{\alpha - 2\sigma}{2(p-1)}$.

2. Let $u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n)$ be a nonnegative distributional solution of (1.1) in $\mathbb{R}^n$ with $1 < p < \frac{n-\alpha}{n-2\sigma}$, and let $v$ be defined by (2.17). Then we have $v \in \mathcal{L}_s(\mathbb{R}^n)$ for any $s > \frac{2\sigma-n}{2}$.

**Proof.** By Fubini’s theorem, for any $q > 2\sigma$, we have

$$\int_{\mathbb{R}^n} \frac{v(x)}{(1+|x|)^q} \, dx = c_{n,\sigma} \int_{\mathbb{R}^n} \frac{|y|^{-\alpha} u(y)^p}{|x-y|^{n-2\sigma}} \left( \int_{\mathbb{R}^n} \frac{1}{|x-y|^{n-2\sigma}} \frac{1}{(1+|x|)^q} \, dx \right) \, dy. \quad (2.18)$$

If $|y| \leq 1$, then

$$\int_{\mathbb{R}^n} \frac{1}{|x-y|^{n-2\sigma}} \frac{1}{(1+|x|)^q} \, dx \leq C \left( \int_{B_3} \frac{1}{|x|^{n-2\sigma}} \, dx + \int_{B_2^c} \frac{1}{|x|^{n-2\sigma+q}} \, dx \right) \leq C < \infty.$$  

If $|y| > 1$, then

$$\int_{\mathbb{R}^n} \frac{1}{|x-y|^{n-2\sigma}} \frac{1}{(1+|x|)^q} \, dx =: \sum_{i=1}^3 I_i,$$

where

$$I_1 = \int_{\{|x| \leq \left( \frac{3}{4} \right)^q \}} \frac{1}{|x-y|^{n-2\sigma}} \frac{1}{(1+|x|)^q} \, dx \leq C \begin{cases} |y|^{2\sigma-q}, & \text{if } q < n, \\ \log(1 + |y|)|y|^{2\sigma-n}, & \text{if } q = n, \\ |y|^{2\sigma-n}, & \text{if } q > n, \end{cases}$$

and so on.
\[ I_2 = \int_{\{\frac{1}{2} < |x| < 2|y|\}} \frac{1}{|x - y|^{n-2\alpha}} \frac{1}{(1 + |x|)^q} \, dx \leq C \int_{\{\frac{1}{2} < |x| < 2|y|\}} \frac{1}{|y|^{q}} \, dx \]
\[ \leq C |y|^{2\alpha - q} \]

and
\[ I_3 = \int_{\{|x| \geq 2|y|\}} \frac{1}{|x - y|^{n-2\alpha}} \frac{1}{(1 + |x|)^q} \, dx \leq C \int_{\{|x| \geq 2|y|\}} \frac{1}{|x|^{n-2\alpha + q}} \, dx \leq C |y|^{2\alpha - q}. \]

Let \( u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n \setminus \{0\}) \) be a nonnegative distributional solution of (1.1) with \( p \geq \frac{n-\alpha}{n-2\alpha} \). Then for \( q > n + \frac{\alpha - 2\alpha_n}{p-1} \) (note that \( n + \frac{\alpha - 2\alpha}{p-1} \geq 2\sigma \) due to \( p \geq \frac{n-\alpha}{n-2\alpha} \)), by (2.18) and (2.12) we get
\[ \int_{\mathbb{R}^n} \frac{v(x)}{(1 + |x|)^q} \, dx \leq C \int_{B_1} |y|^{-\alpha} u(y)^p \, dy + C \int_{B_1^c} \log(1 + |y|) |y|^{-\alpha} u(y)^p \, dy < \infty. \]

That is, \( v \in \mathcal{L}_s(\mathbb{R}^n) \) for any \( s > \frac{\alpha - 2\alpha}{2(p-1)} \).

Similarly, if \( u \in \mathcal{L}_\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n) \) is a nonnegative distributional solution of (1.1) in \( \mathbb{R}^n \) with \( 1 < p < \frac{n-\alpha}{n-2\alpha} \), then by using (2.11) we get that \( v \in \mathcal{L}_s(\mathbb{R}^n) \) for any \( s > \frac{2\sigma - n}{2} \). \( \square \)

Based on Propositions 2.2, 2.4 and 2.7, we now show the integral representation of solutions to the higher order fractional equation (1.1) stated in Theorem 1.1. Our proof is inspired by that of [3, Theorem 1.8], where the superharmonicity property for fractional Laplacian equations in \( \mathbb{R}^n \) was obtained. Similar idea has also been used in [31] for the case when \( \alpha = 0 \), \( p = \frac{n+2\alpha}{n-2\alpha} \) and \( \sigma \in (0, n/2) \) is an integer.

**Proof of Theorem 1.1**. Define \( v \) as in (2.17). Then, by Proposition 2.7 we know that \( v \in \mathcal{L}_s(\mathbb{R}^n) \) for any \( s > \frac{\alpha - 2\alpha}{2(p-1)} \) if \( p \geq \frac{n-\alpha}{n-2\alpha} \) and \( v \in \mathcal{L}_s(\mathbb{R}^n) \) for any \( s > \frac{2\sigma - n}{2} \) if \( 1 < p < \frac{n-\alpha}{n-2\alpha} \). In particular, \( v \in \mathcal{L}_0(\mathbb{R}^n) \) for any case. Moreover, for any \( \varphi \in C^\infty_c(\mathbb{R}^n) \) we have
\[ \int_{\mathbb{R}^n} v(x) (-\Delta)^\sigma \varphi(x) \, dx = \int_{\mathbb{R}^n} \left( C_{n,\sigma} \int_{\mathbb{R}^n} \frac{|y|^{-\alpha} u(y)^p \, dy}{|x - y|^{n-2\alpha}} \right) (-\Delta)^\varphi(x) \, dx \]
\[ = \int_{\mathbb{R}^n} |y|^{-\alpha} u(y)^p \left( C_{n,\sigma} \int_{\mathbb{R}^n} \frac{(-\Delta)^\varphi(x)}{|x - y|^{n-2\alpha}} \, dx \right) \, dy \]
\[ = \int_{\mathbb{R}^n} |y|^{-\alpha} u(y)^p \varphi(y) \, dy, \]
where the Fubini’s theorem was used in the second equality. Thus \( v \) is a nonnegative distributional solution to
\[ (-\Delta)^\sigma v = |x|^{-\alpha} u^p \quad \text{in} \ \mathbb{R}^n. \] (2.19)

Let \( w := u - v \). Then, by Proposition 2.2 we have that \((-\Delta)^\sigma w = 0\) on \( \mathbb{R}^n \) in the distributional sense. On the other hand, from Propositions 2.4 and 2.7 we obtain that both \( u \) and \( v \) are in the space \( \mathcal{L}_0(\mathbb{R}^n) \) and hence \( w \in \mathcal{L}_0(\mathbb{R}^n) \). It follows from a Liouville-type theorem (see, e.g., [3]) that \( w \equiv 0 \) on \( \mathbb{R}^n \). Thus, we have
\[ u(x) = C_{n,\sigma} \int_{\mathbb{R}^n} \frac{|y|^{-\alpha} u(y)^p \, dy}{|x - y|^{n-2\alpha}} \quad \text{for} \ x \in \mathbb{R}^n \setminus \{0\}. \]

When \( u \in C(\mathbb{R}^n) \), the above holds for all \( x \in \mathbb{R}^n \). Theorem 1.1 is established. \( \square \)
3 Liouville-type theorems

In this section, we first prove a Liouville-type theorem for nonnegative solutions of the following integral equation

\[ u(x) = \int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^{n-2\sigma}} dy, \quad x \in \mathbb{R}^n. \]  

**Theorem 3.1.** Let \( 0 < \sigma < n/2 \) and \(-\infty < \alpha < 2\sigma\). Suppose that \( u \in C(\mathbb{R}^n) \) is a nonnegative solution of (3.1) with \( 0 < p < \frac{n+2\sigma-2\alpha}{n-2\sigma} \). Then \( u \equiv 0 \) in \( \mathbb{R}^n \).

**Remark 3.2.** Such Liouville-type theorem for the integral equation (3.1) has been proved by Li [50] for \( \alpha = 0 \), by Dai-Qin [26] for \( \sigma = m \in (1, n/2) \) being an integer and \(-\infty < \alpha < 2m\), and by Cao-Dai-Qin [13] for non-integral \( \sigma \in (1, n/2) \) and \(-\infty < \alpha \leq 0\). Here we will prove Theorem 3.1 by using the method of moving spheres in Li, Zhang and Zhu [50–52] and a “Bootstrap” iteration argument in Dai-Qin [26].

For any \( \lambda > 0 \) and nonnegative function \( u \), we define the Kelvin transform of \( u \) with respect to the ball \( B_{\lambda}(0) \) by

\[ u_{\lambda}(\xi) = \left( \frac{\lambda}{|\xi|} \right)^{n-2\sigma} u(\lambda \xi) \quad \text{for } \xi \neq 0, \]  

where \( \xi^\lambda := \frac{\lambda^2 \xi}{|\xi|^2} \). It is easy to check that \((\xi^\lambda)^\lambda = \xi\) and \((u_{\lambda})_\lambda \equiv u\). By making a change of variables \( y = \lambda \xi = \frac{\lambda^2 z}{|z|^2} \), we have

\[
\int_{|y| \geq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^\lambda - y|^{n-2\sigma}} dy = \int_{|z| \leq \lambda} \frac{|z|^{-\alpha} u_\lambda(z)^p}{|\xi^\lambda - z|^{n-2\sigma}} \left( \frac{\lambda}{|z|} \right)^{2n} d\sigma z
\]

\[ = \left( \frac{\lambda}{|\xi|} \right)^-(n-2\sigma) \int_{|z| \leq \lambda} \frac{|z|^{-\alpha} u_\lambda(z)^p}{|\xi - z|^{n-2\sigma}} \left( \frac{\lambda}{|z|} \right)^{n+2\sigma-2\alpha-p(n-2\sigma)} d\sigma z,
\]

where we have used the fact that \( \frac{|z|}{|\xi|} |\xi^\lambda - z^\lambda| = |\xi - z|\). Hence, we obtain

\[ \left( \frac{\lambda}{|\xi|} \right)^{n-2\sigma} \int_{|y| \geq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^\lambda - y|^{n-2\sigma}} dy = \int_{|z| \leq \lambda} \frac{|z|^{-\alpha} u_\lambda(z)^p}{|\xi - z|^{n-2\sigma}} \left( \frac{\lambda}{|z|} \right)^{n+2\sigma-2\alpha-p(n-2\sigma)} d\sigma z. \]  

(3.3)

Similarly, we also have

\[ \left( \frac{\lambda}{|\xi|} \right)^{n-2\sigma} \int_{|y| \leq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^\lambda - y|^{n-2\sigma}} dy = \int_{|z| \geq \lambda} \frac{|z|^{-\alpha} u_\lambda(z)^p}{|\xi - z|^{n-2\sigma}} \left( \frac{\lambda}{|z|} \right)^{n+2\sigma-2\alpha-p(n-2\sigma)} d\sigma z. \]  

(3.4)

Thus, if \( u \in C(\mathbb{R}^n) \) is a nonnegative solution of (3.1), then by (3.3) and (3.4) we get

\[ u_\lambda(\xi) = \int_{\mathbb{R}^n} \frac{|z|^{-\alpha} u_\lambda(z)^p}{|\xi - z|^{n-2\sigma}} \left( \frac{\lambda}{|z|} \right)^{n+2\sigma-2\alpha-p(n-2\sigma)} d\sigma z \]  

(3.5)

and

\[ u(\xi) - u_\lambda(\xi) = \int_{|z| \geq \lambda} K(0, \lambda; \xi, z) \left[ \frac{u(z)^p}{|z|^{\alpha}} - \left( \frac{\lambda}{|z|} \right)^{n+2\sigma-2\alpha-p(n-2\sigma)} \frac{u_\lambda(z)^p}{|z|^{\alpha}} \right] d\sigma z, \]  

(3.6)
where
\[ K(0, \lambda; \xi, z) = \frac{1}{|\xi - z|^{n-2\sigma}} - \left(\frac{\lambda}{|\xi|}\right)^{n-2\sigma} \frac{1}{|\xi - z|^{n-2\sigma}}. \]

It is elementary to check that
\[ K(0, \lambda; \xi, z) > 0 \quad \text{for all } |\xi|, |z| > \lambda > 0. \]

To apply the moving sphere method, we first prove the following result which provides us a starting point.

**Lemma 3.3.** Let \( 0 < \sigma < n/2 \) and \(-\infty < \alpha < 2\sigma\). Suppose that \( u \in C(\mathbb{R}^n) \) is a positive solution of \((3.1)\) with \( 0 < p < \frac{n+2\sigma-2\alpha}{n-2\sigma}\). Then there exists a small \( \lambda_0 > 0 \) such that for any \( 0 < \lambda < \lambda_0 \) we have
\[ u_\lambda(y) \leq u(y) \quad \forall |y| \geq \lambda. \] \( (3.7) \)

**Proof.** By Fatou lemma, we have
\[ \liminf_{|x| \to \infty} |x|^{n-2\sigma} u(x) = \liminf_{|x| \to \infty} \int_{\mathbb{R}^n} \frac{|x|^{n-2\sigma} u(y)^p}{|y|^{\alpha}|x - y|^{n-2\sigma}} dy \geq \int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^{\alpha}} dy > 0. \]

This, together with the positivity and continuity of \( u \), yields that for each \( r_0 > 0 \)
\[ u(y) \geq \frac{C(r_0)}{|y|^{n-2\sigma}} \quad \forall |y| \geq r_0 \] \( (3.8) \)

with some constant \( C(r_0) > 0 \). Hence, for every \( r_0 > 0 \), there exists \( \lambda_1 = \lambda_1(r_0) \in (0, r_0) \) such that for any \( 0 < \lambda < \lambda_1 \),
\[ u_\lambda(y) = \left(\frac{\lambda}{|y|}\right)^{n-2\sigma} u \left(\frac{\lambda^2 y}{|y|^2}\right) \leq \left(\frac{\lambda}{|y|}\right)^{n-2\sigma} \sup_{B_{r_0}} u \leq u(y) \quad \forall |y| \geq r_0. \] \( (3.9) \)

Next we will show that \( u_\lambda(y) \leq u(y) \) on \( B_{r_0} \setminus B_{\lambda} \) if \( r_0 \) is small and \( 0 < \lambda < \lambda_1(r_0) \). Define \( w^\lambda(y) = u(y) - u_\lambda(y) \) for \( |y| \geq \lambda \) and denote
\[ B_{\lambda}^- := \{ y \in \mathbb{R}^n \setminus B_{\lambda} : w^\lambda(y) < 0 \}. \]

Then by \( (3.9) \) we know that \( B_{\lambda}^- \subset B_{r_0} \setminus B_{\lambda} \) for any fixed \( r_0 > 0 \) and for all \( 0 < \lambda < \lambda_1(r_0) \). Using \( (3.6) \) we have that for \( 0 < \lambda < \lambda_1(r_0) \) and \( y \in B_{\lambda}^- \),
\[ 0 > w^\lambda(y) = \int_{|z| \geq \lambda} K(0, \lambda; y, z) \left[ \frac{u(z)^p}{|z|^\alpha} - \left(\frac{\lambda}{|z|}\right)^{n+2\sigma-2\alpha-(n-2\sigma)} \frac{u_\lambda(z)^p}{|z|^\alpha} \right] dz \]
\[ \geq \int_{B_{\lambda}^-} K(0, \lambda; y, z)|z|^{-\alpha} (u(z)^p - u_\lambda(z)^p) dz \]
\[ \geq p \int_{B_{\lambda}^-} \frac{1}{|y - z|^{n-2\sigma}} |z|^{-\alpha} \max\{u(z)^{p-1}, u_\lambda(z)^{p-1}\} w^\lambda(z) dz. \]
Hence, by Hardy-Littlewood-Sobolev inequality (see, e.g., [54]), we obtain that for any $\frac{n}{n-2\sigma} < q < \infty$,

$$
\|w^\lambda\|_{L^q(B_\lambda^-)} \leq C\| \cdot |^{-\alpha} \max \{u^{p-1}, u^{p-1}\} \|_{L^{\frac{n}{n-2\sigma}}(B_\lambda^-)} \\
\leq C\| \cdot |^{-\alpha} \max \{u^{p-1}, u^{p-1}\} \|_{L^{\frac{n}{n-2\sigma}}(B_\lambda^-)} \|w^\lambda\|_{L^q(B_\lambda^-)}. 
$$

(3.10)

Since $\| \max \{u^{p-1}, u^{p-1}\} \|_{L^\infty(B_\lambda^-)} \leq \|u^{p-1}\|_{L^\infty(B_{r_0})}$ and $\alpha < 2\sigma$, we can take $r_0 = \varepsilon_0$ for some $\varepsilon_0 > 0$ small enough such that

$$
C\| \cdot |^{-\alpha} \max \{u^{p-1}, u^{p-1}\} \|_{L^{\frac{n}{n-2\sigma}}(B_\lambda^-)} \leq C\| \cdot |^{-\alpha} \|_{L^{\frac{n}{n-2\sigma}}(B_{r_0})} \|u^{p-1}\|_{L^\infty(B_{r_0})} \leq \frac{1}{2}
$$

for all $0 < \lambda < \lambda_0 := \lambda_1(\varepsilon_0)$, and thus, (3.10) implies that

$$
\|w^\lambda\|_{L^q(B_\lambda^-)} = 0.
$$

Therefore, $B_\lambda^- = \emptyset$ for any $0 < \lambda < \lambda_0$. That is, (3.7) holds for any $0 < \lambda < \lambda_0$. $\square$

We define

$$
\bar{\lambda} := \sup \{ \mu > 0 \mid u_\lambda(y) \leq u(y) \forall |y| \geq \lambda, \forall 0 < \lambda < \mu \}.
$$

By Lemma 3.3, $\bar{\lambda}$ is well-defined and $\bar{\lambda} > 0$. Moreover, we have the following result.

**Lemma 3.4.** Let $0 < \sigma < n/2$ and $-\infty < \alpha < 2\sigma$. Suppose that $u \in C(\mathbb{R}^n)$ is a positive solution of (3.1) with $0 < p < \frac{n+2\sigma-2\alpha}{n-2\sigma}$. Then $\bar{\lambda} = \infty$.

**Proof.** Suppose by contradiction that $\bar{\lambda} < \infty$. The definition of $\bar{\lambda}$ implies that

$$
u_\bar{\lambda}(y) \leq u(y) \forall |y| \geq \bar{\lambda}. \quad (3.11)
$$

Since $n+2\sigma-2\alpha - p(n-2\sigma) > 0$, we have $\left(\frac{\bar{\lambda}}{|z|}\right)^{n+2\sigma-2\alpha - p(n-2\sigma)} < 1$ for $|z| > \bar{\lambda}$. Using (3.6) we get, for $|y| > \bar{\lambda}$,

$$
u(y) - u_\bar{\lambda}(y) = \int_{|z| \geq \bar{\lambda}} K(0, \bar{\lambda}; y, z) \left[\frac{u(z)^p}{|z|^\alpha} - \left(\frac{\bar{\lambda}}{|z|}\right)^{n+2\sigma-2\alpha - p(n-2\sigma)} \frac{u_\bar{\lambda}(z)^p}{|z|^\alpha}\right] dz \\
\geq \int_{|z| \geq \bar{\lambda}} K(0, \bar{\lambda}; y, z) \left[1 - \left(\frac{\bar{\lambda}}{|z|}\right)^{n+2\sigma-2\alpha - p(n-2\sigma)}\right] \frac{u_\bar{\lambda}(z)^p}{|z|^\alpha} dz > 0.
$$

This, together with the Fatou lemma, yields

$$
\liminf_{|y| \to \infty} |y|^{n-2\sigma}(u - u_\bar{\lambda})(y) \geq \liminf_{|y| \to \infty} \int_{|z| \geq \bar{\lambda}} |y|^{n-2\sigma} K(0, \bar{\lambda}; y, z) \frac{u(z)^p - u_\bar{\lambda}(z)^p}{|z|^\alpha} dz \\
\geq \int_{|z| \geq \bar{\lambda}} \left[1 - \left(\frac{\bar{\lambda}}{|z|}\right)^{n-2\sigma}\right] \frac{u(z)^p - u_\bar{\lambda}(z)^p}{|z|^\alpha} dz > 0.
$$

Consequently, for $\delta > 0$ small which will be fixed later, there exists $c_1 = c_1(\delta) > 0$ such that

$$
u(y) - u_\bar{\lambda}(y) \geq \frac{c_1}{|y|^{n-2\sigma}} \forall |y| \geq \bar{\lambda} + \delta.
$$
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By the above and explicit formula of \( u_\lambda \), there exists a small \( \varepsilon \in (0, \delta) \) such that for all \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \),
\[
    u(y) - u_\lambda(y) \geq \frac{c_1}{|y|^{n-2\sigma}} + (u_\lambda(y) - u_\lambda(y)) \geq \frac{c_1}{2|y|^{n-2\sigma}} \quad \forall \ |y| \geq \tilde{\lambda} + \delta. \tag{3.12}
\]
Now, we focus on the narrow region \( B_{\tilde{\lambda}+\delta} \setminus B_{\lambda} \). As in the proof of Lemma 3.3, we define \( w^\lambda(y) = u(y) - u_\lambda(y) \) for \( |y| \geq \lambda \) and denote
\[
    B_{\lambda}^- := \{ y \in \mathbb{R}^n \setminus B_{\lambda} : w^\lambda(y) < 0 \}.
\]
By (3.12) we have \( B_{\lambda}^- \subset B_{\lambda+\delta} \setminus B_{\lambda} \) for any \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \). Thus, using (3.6) we have, for \( y \in B_{\lambda}^- \) and for \( \lambda \leq \lambda \leq \tilde{\lambda} + \varepsilon \),
\[
    0 > w^\lambda(y) \geq \int_{|z| \geq \lambda} K(0, \lambda; y, z)|z|^{-\alpha} (u(z)^p - u_\lambda(z)^p) \, dz
    \geq p \int_{B_{\lambda}^-} \frac{1}{|y - z|^{n-2\sigma}} |z|^{-\alpha} \max\{u(z)^{p-1}, u_\lambda(z)^{p-1}\} w^\lambda(z) \, dz.
\]
By Hardy-Littlewood-Sobolev inequality (see, e.g., [54]), we obtain that for any \( \frac{n}{n-2\sigma} < q < \infty \),
\[
    \|w^\lambda\|_{L^q(B_{\lambda}^-)} \leq C \| |z|^{-\alpha} \max\{u^{p-1}, u_\lambda^{p-1}\} w^\lambda\|_{L^{\frac{nq}{n-2\sigma}}(B_{\lambda}^-)}
    \leq C \| |z|^{-\alpha} \max\{u^{p-1}, u_\lambda^{p-1}\}\|_{L^{\frac{nq}{n-2\sigma}}(B_{\lambda}^-)} \|w^\lambda\|_{L^q(B_{\lambda}^-)}.
\tag{3.13}
\]
Note that we can choose \( \delta > 0 \) small enough such that
\[
    C \| |z|^{-\alpha} \max\{u^{p-1}, u_\lambda^{p-1}\}\|_{L^{\frac{nq}{n-2\sigma}}(B_{\lambda}^-)} \leq C \| |z|^{-\alpha} \max\{u^{p-1}, u_\lambda^{p-1}\}\|_{L^{\frac{nq}{n-2\sigma}}(B_{\lambda+\delta} \setminus B_{\lambda})} \leq \frac{1}{2}
\]
for all \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \), and thus, (3.13) implies that
\[
    \|w^\lambda\|_{L^q(B_{\lambda}^-)} = 0.
\]
Therefore, \( B_{\lambda}^- = \emptyset \) for all \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \). That is, there exists \( \varepsilon > 0 \) such that for all \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \),
\[
    u_\lambda(y) \leq u(y) \quad \forall \ |y| \geq \lambda,
\]
which contradicts the definition of \( \tilde{\lambda} \).
\[\square\]

**Proof of Theorem 3.1.** Suppose by contrary that \( u \in C(\mathbb{R}^n) \) is a nontrivial nonnegative solution of (3.1), then there exists \( x_0 \in \mathbb{R}^n \) such that \( u(x_0) > 0 \). It follows from the equation (3.1) that \( u(x) > 0 \) for all \( x \in \mathbb{R}^n \). Thus, \( u \in C(\mathbb{R}^n) \) is a positive solution of (3.1). By Lemma 3.4 we have
\[
    u(x) \geq \left( \frac{\lambda}{|x|} \right)^{n-2\sigma} u \left( \frac{\lambda^2 x}{|x|^2} \right) \quad \forall \ |x| \geq \lambda, \ \forall \ 0 < \lambda < \infty. \tag{3.14}
\]
For any \( |x| \geq 1 \), taking \( \lambda = \sqrt{|x|} \) in (3.14) yields that
\[
    u(x) \geq |x|^{-\frac{n-2\sigma}{2}} u \left( \frac{x}{|x|} \right). \tag{3.15}
\]
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Hence, we have the following lower bound:

$$u(x) \geq \left( \min_{\partial B_1} u \right) |x|^{-\frac{n-2\sigma}{2}} =: C_0|x|^{-\frac{n-2\sigma}{2}} \quad \forall \ |x| \geq 1. \quad (3.16)$$

Now, we use the “Bootstrap” iteration argument to improve the lower bound (3.16). Let $\mu_0 := \frac{n-2\sigma}{2}$. From (3.1) and (3.16) we have, for $|x| \geq 1$,

$$u(x) \geq C \int_{|x| \leq |y| \leq 2|x|} \frac{1}{|x-y|^{n-2\sigma}|y|^{p\mu_0 + \alpha}} dy \geq C |x|^{-(n-2\sigma)} \int_{|x| \leq |y| \leq 2|x|} \frac{1}{|y|^{p\mu_0 + \alpha}} dy =: C_1 |x|^{-(p\mu_0 + \alpha - 2\sigma)}$$

with some constant $C_1 > 0$. Let $\mu_1 := p\mu_0 + \alpha - 2\sigma$. Since $0 < p < \frac{n+2\sigma-2\alpha}{n-2\sigma}$, we have

$$\mu_1 = p\mu_0 + \alpha - 2\sigma < \mu_0. \quad (3.17)$$

This means that we have obtained a better lower bound after one iteration,

$$u(x) \geq C_1 |x|^{-\mu_1} \quad \forall \ |x| \geq 1. \quad (3.18)$$

Continuing this process, after $k$ iterations we would get the following lower bound

$$u(x) \geq C_k |x|^{-\mu_k} \quad \forall \ |x| \geq 1, \quad (3.19)$$

where $C_k > 0$ is a constant and the sequence $\{\mu_k\}_{k \geq 1}$ satisfies

$$\mu_k = p\mu_{k-1} + \alpha - 2\sigma, \quad k = 1, 2, \ldots. \quad (3.20)$$

It is easy to check that the sequence $\{\mu_k\}_{k \geq 1}$ is monotonically decreasing with respect to $k$. Moreover, as $k \to \infty$,

$$\mu_k \to \begin{cases} \frac{\alpha-2\sigma}{1-p} & \text{if } 0 < p < 1, \\ -\infty & \text{if } 1 \leq p < \frac{n+2\sigma-2\alpha}{n-2\sigma}. \end{cases}$$

Thus, by (3.19) we have the following lower estimates: for $|x| \geq 1$,

$$u(x) \geq \begin{cases} C_k |x|^{\kappa} & \forall \ \kappa < \frac{2\sigma-\alpha}{1-p}, \quad \text{if } 0 < p < 1, \\ C_k |x|^{\kappa} & \forall \ \kappa < +\infty, \quad \text{if } 1 \leq p < \frac{n+2\sigma-2\alpha}{n-2\sigma}. \end{cases}$$

It follows from the equation (3.1) and above estimates that

$$u(0) = \int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^{n+\alpha-2\sigma}} dy \geq \int_{|y| \geq 1} \frac{1}{|y|^{n+\alpha-2\sigma}} dy = +\infty,$$

which is a contradiction. Therefore, we must have $u \equiv 0$ in $\mathbb{R}^n$. The proof of Theorem 3.1 is completed.

**Proof of Theorem 1.4.** It follows from Theorems 1.1 and 3.1.
4 Existence of solutions

In this section, we will prove Theorem 1.5 using the classical bifurcation theory and a higher order fractional Pohozaev identity established by Ros-Oton and Serra [65,66]. The similar method was recently used by Ao-Chan-DelaTorre-Fontelos-González-Wei [2], Hyder-Sire [43], and Ngô-Ye [61] for fractional Laplacian (0 < \sigma < 1), biharmonic case (\sigma = 2), and polyharmonic case (\sigma is a positive integer), respectively.

We first consider the following auxiliary problem

\begin{equation}
\begin{cases}
(-\Delta)^{\sigma} u = \lambda |x|^{-\alpha} (1 + u)^p & \text{in } B_1, \\
u \equiv 0 & \text{in } \mathbb{R}^n \setminus B_1,
\end{cases}
\end{equation}

where \lambda > 0. Under the Dirichlet boundary condition, the Green function \( G_{\sigma}(x, y) \) of \((-\Delta)^{\sigma} \) in \( B_1 \) is positive. Indeed, it follows from Dipierro-Grunau [29] that the classical Boggio formula

\[ G_{\sigma}(x, y) = k_{\sigma,n}|x-y|^{2\sigma-n} \int_1^{|x-y|} (t^2-1)^{\sigma-1} t^{1-n} dt \quad \text{for } x, y \in B_1, \]

holds true for any \( \sigma > 0 \). From the positivity of \( G_{\sigma} \), one can follow the standard monotone iteration argument (see, e.g., [61,67]) to obtain that there exists a minimal solution \( u_\lambda \) for small \( \lambda \). Moreover, one can find a \( \lambda^* > 0 \) such that

(i) the minimal solution \( u_\lambda \) exists for any \( \lambda \in (0, \lambda^*) \), \( u_\lambda \) is radially symmetric and nonincreasing, and the mapping \( \lambda \mapsto u_\lambda(x) \) is nondecreasing in \((0, \lambda^*)\) for any \( x \in B_1 \);

(ii) for \( \lambda > \lambda^* \), (4.1) has no solutions.

Next, we show the uniqueness of minimal solutions of (4.1) for small \( \lambda > 0 \) using Schaaf’s argument [68]. This is based on the following higher order fractional Pohozaev identity obtained by Ros-Oton and Serra [65,66].

**Proposition 4.1.** Let \( \Omega \) be a bounded smooth domain, let \( f \in C^{0,1}_{loc}(\overline{\Omega} \times \mathbb{R}) \), let \( u \) be a bounded solution of

\begin{equation}
\begin{cases}
(-\Delta)^{\sigma} u = f(x, u) & \text{in } \Omega, \\
u \equiv 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{cases}
\end{equation}

and let \( \delta(x) = \text{dist}(x, \partial \Omega) \). Then \( u/\delta^{\sigma}|_{\Omega} \) has a continuous extension to \( \overline{\Omega} \), and the following identity holds

\[ \int_{\Omega} \left( F(x, u) + \frac{1}{n} x \cdot \nabla x F(x, u) - \frac{n-2\sigma}{2n} u f(x, u) \right) dx = \frac{\Gamma(1+\sigma)^2}{2n} \int_{\partial \Omega} \left( \frac{u}{\delta^{\sigma}} \right)^2 (x \cdot \nu) dS, \]

where \( F(x, t) = \int_0^t f(x, \tau) d\tau \), \( \nu \) is the unit outward normal to \( \partial \Omega \) at \( x \), and \( \Gamma \) is the Gamma function.

Using integration by parts, we also have

\[ \int_{\Omega} u f(x, u) dx = \int_{\mathbb{R}^n} |(-\Delta)^{\frac{\sigma}{2}} u|^2 dx. \]

Thus, the above Pohozaev identity leads to a fundamental inequality as follows.
Corollary 4.2. Under the assumptions of Proposition 4.1, for any star-shaped domain $\Omega$ and any $\kappa \in \mathbb{R}$, we have

$$\int_{\Omega} \left( F(x, u) + \frac{1}{n} x \cdot \nabla_x F(x, u) - \kappa u f(x, u) \right) dx \geq \left( \frac{n - 2\sigma}{2n} - \kappa \right) \int_{\mathbb{R}^n} |(-\Delta)^{\frac{\sigma}{2}} u|^2 dx.$$

Now we are in a position to prove the uniqueness of solutions of (4.1) for all small $\lambda > 0$. Remark that the supercritical growth is crucial here.

Lemma 4.3. Let $p > p^*_\alpha$. Then there exists $\lambda_0 > 0$ such that for every $\lambda \in (0, \lambda_0)$, $u_\lambda$ is the unique solution of (4.1) among the class

$$\mathcal{H}^\sigma(\mathbb{R}^n) = \{ u \in H^\sigma(\mathbb{R}^n) \cap C(\mathbb{R}^n) : u \equiv 0 \text{ in } \mathbb{R}^n \setminus B_1 \}.$$

Proof. Let $u_\lambda$ be the minimal solution of (4.1), and let $u$ be another solution of (4.1). Then $w := u - u_\lambda \geq 0$ in $B_1$ and $w$ is a solution of

$$\begin{align*}
\begin{cases}
(-\Delta)\sigma w = \lambda |x|^{-\alpha} g_\lambda(x, w) & \text{in } B_1, \\
\quad \quad \quad \quad \quad w \equiv 0 & \text{in } \mathbb{R}^n \setminus B_1,
\end{cases}
\end{align*}$$

(4.4)

where $g_\lambda(x, w) = (1 + w + u_\lambda(x))^p - (1 + u_\lambda(x))^p \geq 0$. We want to show that $w \equiv 0$ for small $\lambda > 0$. Denoting

$$G_\lambda(x, w) = \int_0^w g_\lambda(x, t) dt,$$

and using Corollary 4.2 in $B_1$ we obtain, for any $\kappa \in \mathbb{R}$, that

$$\begin{align*}
&\quad \left( \frac{n - 2\sigma}{2n} - \kappa \right) \int_{\mathbb{R}^n} |(-\Delta)^{\frac{\sigma}{2}} w|^2 dx \\
&\leq \lambda \int_{B_1} \left( |x|^{-\alpha} G_\lambda(x, w) + \frac{1}{n} x \cdot \nabla_x |x|^{-\alpha} G_\lambda(x, w) \right) dx \\
&= \lambda \int_{B_1} |x|^{-\alpha} \left( (1 - \frac{\alpha}{n}) G_\lambda(x, w) + \frac{1}{n} x \cdot \nabla_x G_\lambda(x, w) - \kappa w G_\lambda(x, w) \right) dx.
\end{align*}$$

(4.5)

Note that

$$G_\lambda(x, w) = w \int_0^1 [(1 + sw + u_\lambda(x))^p - (1 + u_\lambda(x))^p] ds$$

$$= pw^2 \int_0^1 \int_0^1 s(1 + u_\lambda(x) + \tau sw)^{p-1} d\tau ds$$

(4.6)

Hence

$$\nabla_x G_\lambda(x, w) = \left[ p(p-1)w^2 \int_0^1 \int_0^1 s(1 + u_\lambda(x) + \tau sw)^{p-2} d\tau ds \right] \nabla u_\lambda(x).$$

Since $u_\lambda$ is radially decreasing, we have $x \cdot \nabla u_\lambda(x) \leq 0$, and then $x \cdot \nabla_x G_\lambda(x, w) \leq 0$. Thus, by (4.5) we have

$$\left( \frac{n - 2\sigma}{2n} - \kappa \right) \int_{\mathbb{R}^n} |(-\Delta)^{\frac{\sigma}{2}} w|^2 dx \leq \lambda \int_{B_1} |x|^{-\alpha} \left( (1 - \frac{\alpha}{n}) G_\lambda(x, w) - \kappa w G_\lambda(x, w) \right) dx.$$

(4.7)
Recall that \(0 \leq u_\lambda(x) \leq \|u_{\lambda^*}/2\|_{L^\infty(B_1)}\) for any \(x \in B_1\) and any \(\lambda \in [0, \lambda^*/2]\). Therefore, a direct calculation gives

\[
\lim_{t \to +\infty} \frac{G_\lambda(x,t)}{t g_\lambda(x,t)} = \lim_{t \to +\infty} \frac{\frac{1}{p+1}[(1 + t + u_\lambda(x))^{p+1} - (1 + u_\lambda(x))^{p+1}] - t(1 + u_\lambda(x))^{p}}{t[(1 + t + u_\lambda(x))^{p} - (1 + u_\lambda(x))^{p}]} = \frac{1}{p+1}
\]

uniformly for \(x \in B_1\) and \(\lambda \in [0, \lambda^*/2]\). Therefore, a direct calculation gives

\[
\lim_{t \to +\infty} G_\lambda(x,t) = \lim_{t \to +\infty} \frac{1}{p+1} \left[ t(1 + u_\lambda(x))^{p} - (1 + u_\lambda(x))^{p} \right] = 1
\]

for all \((x, t, \lambda) \in B_1 \times \mathbb{R}_+ \times [0, \lambda^*/2]\). Moreover, we observe that

\[
\left(1 - \frac{\alpha}{n}\right) \frac{1}{p+1} - \frac{n - 2\sigma}{2n} = \frac{(n + 2\sigma - 2\alpha) - p(n - 2\sigma)}{2n(p + 1)} < 0
\]

as \(p > \frac{n+2\sigma-2\alpha}{n-2\sigma}\). Hence, one can choose \(\epsilon > 0\) and \(\kappa > 0\) such that

\[
\left(1 - \frac{\alpha}{n}\right) \frac{1 + \epsilon}{p+1} < \kappa < \frac{n - 2\sigma}{2n}.
\]

With these choices, by (4.7) and (4.8) we obtain

\[
\left(\frac{n - 2\sigma}{2n} - \kappa\right) \int_{\mathbb{R}^n} \left|\nabla w\right|^2 dx \leq \lambda M \left(1 - \frac{\alpha}{n}\right) \int_{B_1} |x|^{-\alpha} w^2 dx.
\]

On the other hand, using the fractional Hardy-Sobolev inequality and the Hölder inequality we know

\[
\int_{B_1} |x|^{-\alpha} w^2 dx \leq C_{n,\alpha,\sigma} \int_{\mathbb{R}^n} \left|\nabla w\right|^2 dx
\]

for some constant \(C_{n,\alpha,\sigma} > 0\). Therefore, we have

\[
\int_{\mathbb{R}^n} \left|\nabla w\right|^2 dx \leq \lambda M C_{n,\alpha,\sigma} \left(1 - \frac{\alpha}{n}\right) \left(\frac{n - 2\sigma}{2n} - \kappa\right)^{-1} \int_{\mathbb{R}^n} \left|\nabla w\right|^2 dx,
\]

which yields \(w \equiv 0\) if

\[
\lambda < \lambda_0 := \frac{\left(\frac{n - 2\sigma}{2n} - \kappa\right)}{MC_{n,\alpha,\sigma} \left(1 - \frac{\alpha}{n}\right)}.
\]

This completes the proof of Lemma 4.3.

We also need to show the following result by applying the classical bifurcation theory. Denote

\[
E = \{u \in C(\mathbb{R}^n) : u(x) = \tilde{u}(|x|), u \geq 0\text{ in } B_1 \text{ and } u \equiv 0\text{ in } \mathbb{R}^n \setminus B_1\}.
\]
Lemma 4.4. There exists a sequence of solutions \((\lambda_j, u_j)\) of (4.1) in \((0, \lambda^*) \times E\) such that
\[
\lim_{j \to \infty} \lambda_j = \lambda_\infty \in [\lambda_0, \lambda^*] \quad \text{and} \quad \lim_{j \to \infty} \|u_j\|_{L^\infty(B_1)} = \infty,
\]
where \(\lambda_0 > 0\) is given in Lemma 4.3.

Proof. Define the operator \(\mathcal{T} : \mathbb{R}_+ \times E \to E\), \((\lambda, u) \mapsto \mathcal{T}(\lambda, u)\) as
\[
\mathcal{T}(\lambda, u)(x) = \lambda \int_{B_1} G_\sigma(x, y)|y|^{-\alpha}(1 + u(y))^p \, dy, \quad x \in B_1,
\]
where \(G_\sigma\) is the Green function given in (4.2). Then \(\mathcal{T}\) is compact, that is, it maps bounded sets to relatively compact sets. For each \(\lambda \in (0, \lambda^*)\), any solution \(u\) of (4.1) also satisfies
\[
u = \mathcal{T}(\lambda, u).
\]
Consider the continuation
\[
\mathcal{C} = \{(\lambda(t), u(t)) : t \geq 0\}
\]
of the branch of minimal solutions \(\{(\lambda, u_\lambda) : 0 < \lambda \leq \lambda_0\}\), where \((\lambda(0), u(0)) = (\lambda_0, u_\lambda_0)\). By Lemma 4.3 and the fact that no solutions exist for \(\lambda > \lambda^*\), we have \(\mathcal{C} \subset [\lambda_0, \lambda^*] \times E\). It follows from the classical bifurcation theory (see Rabinowitz [63, Theorem 6.2]) that \(\mathcal{C}\) is unbounded in \([\lambda_0, \lambda^*] \times E\). Thus, we can extract a desired sequence of pairs \((\lambda_j, u_j)\).

We are now ready to prove Theorem 1.5.

Proof of Theorem 1.5. Let \((\lambda_j, u_j)\) be the sequence in Lemma 4.4. Define
\[
m_j = \|u_j\|_{L^\infty(B_1)} = u_j(0) \quad \text{and} \quad r_j = (m_j^{p-1} \lambda_j)^{\frac{1}{2\alpha - p}}.
\]
such that \(m_j, r_j \to \infty\) as \(j \to \infty\). Set
\[
w_j(x) = m_j^{-1} u_j \left( \frac{x}{r_j} \right).
\]
Then \(w_j(0) = 1, 0 \leq w_j \leq 1\) in \(\mathbb{R}^n\) and \(w_j\) satisfies
\[
\begin{cases}
(-\Delta)^\sigma w_j = |x|^{-\alpha}(m_j^{-1} + w_j)^p & \text{in } B_{r_j}, \\
w_j \equiv 0 & \text{in } \mathbb{R}^n \setminus B_{r_j}.
\end{cases}
\]
(4.11)
Since \(\alpha < 2\sigma\), we have \(|x|^{-\alpha} \in L^q_{\text{loc}}(\mathbb{R}^n)\) for some \(q > \frac{\sigma}{2\sigma - \alpha}\). By the regularity results in [38, 46, 67], we know that \(w_j \in C^\gamma_{\text{loc}}(\mathbb{R}^n)\) for some \(\gamma \in (0, 1)\). Hence, after passing to a subsequence, there exists a nonnegative function \(w \in C(\mathbb{R}^n)\) such that \(w_j\) converges to \(w\) locally uniformly in \(\mathbb{R}^n\). Then, \(w(0) = 1, 0 \leq w \leq 1\) and \(w\) is radially symmetric and nonincreasing. Moreover, \(w\) is a distributional solution of
\[
(-\Delta)^\sigma w = |x|^{-\alpha} w^p \quad \text{in } \mathbb{R}^n.
\]
The proof of Theorem 1.5 is completed.

Finally, we apply the Kelvin transform and Theorem 1.5 to prove Corollary 1.6.
Proof of Corollary 1.6. Suppose \( \frac{n}{n-2\sigma} < p < \frac{n+2\sigma}{n-2\sigma} \). Let
\[
\beta = (n + 2\sigma) - p(n - 2\sigma) \in (0, 2\sigma),
\]
and let \( w \) be the positive and radially decreasing solution of \((-\Delta)^\sigma w = |x|^{-\beta} w^p\) obtained in Theorem 1.5. By Theorem 1.1, \( w \) also satisfies the integral equation
\[
w(x) = C_{n,\sigma} \int_{\mathbb{R}^n} \frac{w(y)^p}{|y|^{\beta} |x - y|^{n-2\sigma}} dy \quad \text{for } x \in \mathbb{R}^n.
\]
Hence, for any \( r > 0 \) and \( \theta \in S^{n-1} \) we have
\[
w(r\theta) \geq C_{n,\sigma} \int_{B_r} \frac{w(y)^p}{|y|^{\beta} r - y|^{n-2\sigma}} dy
\]
\[
= C_{n,\sigma} w(r\theta)^p r^{2\sigma - \beta} \int_0^1 \left( \frac{1}{|\theta - t\eta|^{n-2\sigma}} dt \right) t^{n-\beta-1} dt
\]
for some constant \( C_{n,\sigma,p} > 0 \). This implies that
\[
w(x) \leq C|x|^{\frac{\beta - 2\sigma}{n-1}} = C|x|^{\frac{-2\sigma}{n} -(n-2\sigma)} \quad \text{for } x \in \mathbb{R}^n \setminus \{0\}.
\]
Remark that (4.12) can also be obtained directly from uniform estimates of (4.1) (see, e.g., [2, Lemma 2.6]). For any \( \varepsilon > 0 \), we consider the rescaled function \( w_\varepsilon(x) = \varepsilon w(\varepsilon^{\frac{1}{2\sigma - \sigma}} x) \), which solves
\[
\begin{cases}
(-\Delta)^\sigma w_\varepsilon = |x|^{-\beta} w_\varepsilon^p & \text{in } \mathbb{R}^n, \\
w_\varepsilon(0) = \varepsilon, \\
w_\varepsilon(x) \leq C|x|^{\frac{-2\sigma}{n} -(n-2\sigma)} & \text{in } \mathbb{R}^n \setminus \{0\}.
\end{cases}
\]
Then, its Kelvin transform \( u_\varepsilon(x) = |x|^{-(n-2\sigma)} w_\varepsilon\left(\frac{x}{|x|^2}\right) \) satisfies
\[
\begin{cases}
(-\Delta)^\sigma u_\varepsilon = u_\varepsilon^p & \text{in } \mathbb{R}^n \setminus \{0\}, \\
u_\varepsilon(x) \leq C|x|^{\frac{-2\sigma}{n} } & \text{in } \mathbb{R}^n \setminus \{0\}, \\
u_\varepsilon(x) \sim \varepsilon |x|^{-(n-2\sigma)} & \text{as } |x| \to \infty.
\end{cases}
\]
This finishes the proof. \( \square \)

5 Radial symmetry of solutions

In this section, we first prove the following radial symmetry of nonnegative solutions to the integral equation
\[
u(x) = \int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^\alpha |x - y|^{n-2\sigma}} dy, \quad x \in \mathbb{R}^n \setminus \{0\}.
\]
Then we have
Theorem 5.1. Let $0 < \sigma < n/2$ and $0 \leq \alpha < 2 \sigma$. Suppose that $u \in C(\mathbb{R}^n \setminus \{0\})$ is a nonnegative solution of (5.1) with $p > 0$, and $u$ has a non-removable singularity at the origin when $\alpha = 0$ and $p = \frac{n+2\sigma}{n-2\sigma}$.

1. If $0 < p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}$, then $u$ is radially symmetric and monotonically decreasing with respect to the origin.

2. If $\frac{n+2\sigma-2\alpha}{n-2\sigma} < p \leq \frac{n+2\sigma-\alpha}{n-2\sigma}$, then $u$ is radially symmetric with respect to the origin.

Remark 5.2. When $\alpha = 0$, Theorem 5.1 has been proved by Chen-Liou [21] via the method of moving planes in an integral form. Here we will apply the method of moving spheres in Li, Zhang and Zhu [50–52] to show Theorem 5.1 for all $\alpha \in [0, 2\sigma)$.

For $x \in \mathbb{R}^n, \lambda > 0$ and a nonnegative function $u$, we define the Kelvin transform of $u$ with respect to the ball $B_\lambda(x)$ by

$$u_{x,\lambda}(\xi) = \left(\frac{\lambda}{|\xi - x|}\right)^{n-2\sigma} u(\xi^{x,\lambda}),$$  \hspace{1cm} (5.2)

where

$$\xi^{x,\lambda} = x + \frac{\lambda^2 (\xi - x)}{|\xi - x|^2} \quad \text{for} \quad \xi \neq x.$$  \hspace{1cm} (5.3)

One can check that $(\xi^{x,\lambda})^{x,\lambda} = \xi$ and $(u_{x,\lambda})^{x,\lambda} \equiv u$. If $x = 0$, we use the notation $u_{\lambda} = u_{0,\lambda}$ and $\xi^\lambda = \xi^{0,\lambda}$ as in Section 3. Making the following change of variables

$$y = z^{x,\lambda} = x + \frac{\lambda^2 (z - x)}{|z - x|^2},$$

we have

$$\int_{|y - x| \geq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^{x,\lambda} - y|^{n-2\sigma}} dy = \int_{|z - x| \leq \lambda} \frac{|z^{x,\lambda}|^{-\alpha} u(\xi^{x,\lambda})^p}{|\xi^{x,\lambda} - z^{x,\lambda}|^{n-2\sigma}} \left(\frac{\lambda}{|z - x|}\right)^{2n} dz,$$

$$= \left(\frac{\lambda}{|\xi - x|}\right)^{-n-2\sigma} \int_{|z - x| \leq \lambda} \frac{|z^{x,\lambda}|^{-\alpha} u_{x,\lambda}(z)^p}{|\xi - z|^{n-2\sigma}} \left(\frac{\lambda}{|z - x|}\right)^{n+2\sigma - p(n-2\sigma)} dz,$$

where we have used the fact

$$\frac{|z - x|}{\lambda} \frac{|\xi - x|}{\lambda} |\xi^{x,\lambda} - z^{x,\lambda}| = |\xi - z|.$$  \hspace{1cm} (5.4)

Thus, we obtain

$$\left(\frac{\lambda}{|\xi - x|}\right)^{n-2\sigma} \int_{|y - x| \geq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^{x,\lambda} - y|^{n-2\sigma}} dy = \int_{|z - x| \leq \lambda} \frac{|z^{x,\lambda}|^{-\alpha} u_{x,\lambda}(z)^p}{|\xi - z|^{n-2\sigma}} \left(\frac{\lambda}{|z - x|}\right)^{n+2\sigma - p(n-2\sigma)} dz.$$  \hspace{1cm} (5.5)

Similarly, we also have

$$\left(\frac{\lambda}{|\xi - x|}\right)^{n-2\sigma} \int_{|y - x| \leq \lambda} \frac{|y|^{-\alpha} u(y)^p}{|\xi^{x,\lambda} - y|^{n-2\sigma}} dy = \int_{|z - x| \geq \lambda} \frac{|z^{x,\lambda}|^{-\alpha} u_{x,\lambda}(z)^p}{|\xi - z|^{n-2\sigma}} \left(\frac{\lambda}{|z - x|}\right)^{n+2\sigma - p(n-2\sigma)} dz.$$  \hspace{1cm} (5.6)
Let \( u \in C(\mathbb{R}^n \setminus \{0\}) \) be a nonnegative solution of (5.1). Then, using (5.4) and (5.5) we get
\[
u_{x,\lambda}(\xi) = \int_{\mathbb{R}^n} \frac{|z|^2 u_{x,\lambda}(z)}{|\xi - z|^{n-2\sigma}} \left( \frac{\lambda}{|\xi - x|} \right)^{n+2\sigma - p(n-2\sigma)} dz \tag{5.6}
\]
and
\[
u(\xi) - \nu_{x,\lambda}(\xi) = \int_{|z - x| \geq \lambda} K(x, \lambda; \xi, z) \left[ \frac{u(z)^p}{|z|^\alpha} - \left( \frac{\lambda}{|z - x|} \right)^{n+2\sigma - p(n-2\sigma)} \frac{u_{x,\lambda}(z)^p}{|z|^\alpha} \right] dz,
\]
where
\[
K(x, \lambda; \xi, z) = \frac{1}{|\xi - z|^{n-2\sigma}} - \left( \frac{\lambda}{|\xi - x|} \right)^{n-2\sigma} \frac{1}{|\xi,\lambda - z|^{n-2\sigma}}. \tag{5.7}
\]
It is elementary to check that
\[
K(x, \lambda; \xi, z) > 0 \quad \text{for all } |\xi - x|, |z - x| > \lambda > 0.
\]

We first prove the following result, which allows us to move the spheres from a starting point.

**Lemma 5.3.** Suppose that \( 0 < \sigma < n/2 \) and \(-\infty < \alpha < 2\sigma\). Let \( u \in C(\mathbb{R}^n \setminus \{0\}) \) be a positive solution of (5.1) with \( p > 0 \). Then for every \( x \in \mathbb{R}^n \setminus \{0\} \), there exists a real number \( \lambda_2 \in (0, |x|) \) such that for any \( 0 < \lambda < \lambda_2 \), we have
\[
u_{x,\lambda}(y) \leq u(y) \quad \forall \ |y - x| \geq \lambda, \ y \neq 0, \tag{5.8}
\]
where \( \nu_{x,\lambda} \) is the Kelvin transform of \( u \) as defined in (5.2).

**Proof.** The proof of Lemma 5.3 consists of two steps.

**Step 1.** There exists \( 0 < \lambda_1 < |x| \) such that for any \( 0 < \lambda < \lambda_1 \),
\[
u_{x,\lambda}(y) \leq u(y) \quad \forall \ 0 < \lambda \leq |y - x| \leq \lambda_1. \tag{5.9}
\]

By [46, Theorem 2.5], we have \( u \in C^1(\mathbb{R}^n \setminus \{0\}) \). Suppose that
\[
|\nabla \ln u| \leq C_1 \quad \text{in } B_{|x|/2}(x)
\]
for some constant \( C_1 > 0 \). Then we have
\[
\frac{d}{dr} \left( r^{n-2\sigma} u(x + r\theta) \right) = r^{n-2\sigma - 1} u(x + r\theta) \left( \frac{n - 2\sigma}{2} - r \frac{\nabla u \cdot \theta}{u} \right) 
\geq r^{n-2\sigma - 1} u(x + r\theta) \left( \frac{n - 2\sigma}{2} - C_1 r \right) > 0 \tag{5.10}
\]
for all \( 0 < r < \lambda_1 := \min \left\{ \frac{n - 2\sigma}{2\sigma_1} \frac{|x|}{2} \right\} \) and \( \theta \in S^{n-1} \). For any \( 0 < \lambda < |y - x| \leq \lambda_1 \), let \( \theta = \frac{y - x}{|y - x|}, r_1 = |y - x| \) and \( r_2 = \frac{\lambda_2 r_1}{|y - x|} \). Applying (5.10) we obtain
\[
r_2 \frac{n - 2\sigma}{2} u(x + r_2\theta) < r_1 \frac{n - 2\sigma}{2} u(x + r_1\theta).
\]
This is equivalent to
\[ u_{x,\lambda}(y) \leq u(y), \quad 0 < \lambda \leq |y - x| \leq \lambda_1. \]

**Step 2.** There exists \( 0 < \lambda_2 < \lambda_1 < |x| \) such that (5.8) holds for all \( 0 < \lambda < \lambda_2 \). By Fatou lemma we get
\[
\liminf_{|x| \to \infty} |x|^{n-2\sigma} u(x) = \liminf_{|x| \to \infty} \int_{\mathbb{R}^n} |x|^{n-2\sigma} u(y)^p \, dy \geq \int_{\mathbb{R}^n} u(y)^p \, dy > 0.
\]

Hence, there exist two constants \( c_0, R_0 > 0 \) such that
\[ u(y) \geq \frac{c_0}{|y|^{n-2\sigma}} \text{ for all } |y| \geq R_0. \tag{5.11} \]

For \( y \in B_{R_0} \setminus \{0\} \), by the equation (5.1) and positivity of \( u \) we have
\[
u(y) \geq \int_{B_{R_0}} \frac{u(z)^p}{|y|^{n-2\sigma}} \, dz \geq (2R_0)^{2\sigma-n} \int_{B_{R_0}} \frac{u(z)^p}{|y|^{n-2\sigma}} \, dz > 0.
\]

This, together with (5.11), implies that there exists \( c_1 > 0 \) such that
\[ u(y) \geq \frac{c_1}{|y-x|^{n-2\sigma}} \quad \forall \ |y - x| \geq \lambda_1, \ y \neq 0. \]

Thus, for sufficiently small \( \lambda_2 \in (0, \lambda_1) \) and for any \( 0 < \lambda < \lambda_2 \), we have
\[
u_{x,\lambda}(y) = \left( \frac{\lambda}{|y-x|} \right)^{n-2\sigma} u \left( x + \frac{\lambda^2 (y-x)}{|y-x|^2} \right)
\leq \left( \frac{\lambda_2}{|y-x|} \right)^{n-2\sigma} \sup_{B_{\lambda_1}(x)} u \leq u(y), \quad \forall \ |y - x| \geq \lambda_1, \ y \neq 0.
\]

From (5.9) and the above estimate, the proof of Lemma 5.3 is completed. \( \square \)

For any \( x \in \mathbb{R}^n \setminus \{0\} \), we define
\[ \bar{\lambda}(x) := \sup \{ 0 < \mu \leq |x| \mid \nu_{x,\lambda}(y) \leq u(y), \ \forall \ |y - x| \geq \lambda, \ y \neq 0, \ \forall \ 0 < \lambda < \mu \}. \]

By Lemma 5.3, \( \bar{\lambda}(x) \) is well defined and \( \bar{\lambda}(x) > 0 \). Next we will show that \( \bar{\lambda}(x) = |x| \) for all \( x \in \mathbb{R}^n \setminus \{0\} \). Before proving this, we need the following lemma which is similar to [14, Lemma 4] and [44, Lemma 2.1]. We include its proof here for completeness.

**Lemma 5.4.** For \( \lambda \in (0, |x|) \), we have
\[ \frac{\lambda^2 |z|}{|z-x|^2} + \frac{\lambda^2 (z-x)}{|z-x|^2} < 1 \tag{5.12} \]

for any \( z \in \mathbb{R}^n \) satisfying \( |z - x| > \lambda \).
Proof. For any $z \in \mathbb{R}^n$ with $|z - x| > \lambda$, we have that

\begin{align*}
&(5.12) \iff \lambda^2 |z| < |z - x|^2 \left| x + \frac{\lambda^2 (z - x)}{|z - x|^2} \right| \\
&\iff \lambda^2 |z| < \left| (|z - x|^2 - \lambda^2)x + \lambda^2 z \right| \\
&\iff -2\lambda^2 \langle z, x \rangle < \left| (|z - x|^2 - \lambda^2)|x|^2 \right| \quad \text{(by taking square)} \\
&\iff -2\lambda^2 \langle z - x, x \rangle < \left| (|z - x|^2 + \lambda^2)|x|^2 \right|.
\end{align*}

The last inequality holds since

\[-2\lambda^2 \langle z - x, x \rangle \leq 2\lambda^2 |z - x||x| < 2\lambda |z - x||x|^2 < (|z - x|^2 + \lambda^2)|x|^2.\]

Lemma 5.4 is established.

Lemma 5.5. Suppose that $0 < \sigma < n/2$ and $0 \leq \alpha < 2\sigma$. Let $u \in C(\mathbb{R}^n \setminus \{0\})$ be a positive solution of (5.1) with $0 < p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}$. Then $\bar{\lambda}(x) = |x|$ for all $x \in \mathbb{R}^n \setminus \{0\}$.

Proof. Suppose $\bar{\lambda}(x) < |x|$ for some $x \in \mathbb{R}^n \setminus \{0\}$. For simplicity we write $\bar{\lambda} = \bar{\lambda}(x)$ and denote $\delta := \min\{1, \frac{|x| - \bar{\lambda}}{2}\} > 0$. By the definition of $\bar{\lambda}$,

\[u_{x,\bar{\lambda}}(y) \leq u(y) \quad \text{for all } |y - x| \geq \bar{\lambda}, \ y \neq 0. \quad (5.13)\]

We next will separate into three cases to show that $u_{x,\bar{\lambda}}(y) < u(y)$ for any $|y - x| \geq \bar{\lambda}$ with $y \neq 0$, and there exists $\varepsilon_1 \in (0, 1)$ such that

\[\langle u - u_{x,\bar{\lambda}} \rangle(y) \geq \frac{\varepsilon_1}{|y - x|^{n-2\sigma}} \quad \text{for all } |y - x| \geq \bar{\lambda} + \delta, \ y \neq 0. \quad (5.14)\]

Case 1: $0 < \alpha < 2\sigma$. Since $n + 2\sigma - p(n - 2\sigma) \geq 2\alpha$, we obtain that for $|z - x| \geq \lambda > 0$,

\[\left( \frac{\lambda}{|z - x|} \right)^{n + 2\sigma - p(n - 2\sigma)} \leq \left( \frac{\lambda}{|z - x|} \right)^{2\alpha}.\]

Therefore, using (5.7), (5.13), Lemma 5.4 and the positivity of the kernel $K$, we have, for any $|y - x| \geq \bar{\lambda}$ with $y \neq 0$,

\[u(y) - u_{x,\bar{\lambda}}(y) = \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}, \bar{\lambda}, y, z) \left[ \frac{u(z)^p}{|z|^{\alpha}} - \left( \frac{\bar{\lambda}}{|z - x|} \right)^{n + 2\sigma - p(n - 2\sigma)} \frac{u_{x,\bar{\lambda}}(z)^p}{|z - x, \bar{\lambda}|^{\alpha}} \right] dz \]

\[\geq \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}, \bar{\lambda}, y, z) \left[ \frac{u(z)^p}{|z|^{\alpha}} - \left( \frac{\bar{\lambda}}{|z - x|} \right)^{2\alpha} \frac{u_{x,\bar{\lambda}}(z)^p}{|z - x, \bar{\lambda}|^{\alpha}} \right] dz \]

\[\geq \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}, \bar{\lambda}, y, z) \left[ 1 - \left( \frac{\bar{\lambda}^2 |z|}{|z - x|^2 |x + \frac{\lambda^2 (z - x)}{|z - x|^2}|^2} \right)^{\alpha} \right] \frac{u_{x,\bar{\lambda}}(z)^p}{|z|^{\alpha}} dz \]

\[> 0.\]
Thus, together with Fatou Lemma, yields
\[
\liminf_{|y| \to \infty} |y - x|^{-n\sigma} (u - u_{x, \bar{\lambda}})(y)
\geq \liminf_{|y| \to \infty} \int_{|z - x| \geq \lambda} |y - x|^{-n\sigma} K(x, \bar{\lambda}; y, z) \left[ 1 - \left( \frac{\bar{\lambda}^2 |z|}{|z - x|^2 |x + \frac{\lambda^2(z-x)}{|z-x|^2}|} \right)^\alpha \right] \frac{d\nu_{x, \bar{\lambda}}(z)}{|z|^\alpha} > 0.
\]
Consequently, there exist \( c_2 > 0 \) and sufficiently large \( R_2 > 0 \) such that
\[
(u - u_{x, \bar{\lambda}})(y) \geq \frac{c_2}{|y - x|^{-n\sigma}} \quad \text{for all } |y - x| \geq R_2. \tag{5.15}
\]
On the other hand, by the positivity of the kernel \( K \) there exists \( \beta_1 > 0 \) such that for all \( \lambda + \delta \leq |y - x| \leq R_2 \) and \( 2R_2 \leq |z - x| \leq 4R_2 \),
\[
K(x, \bar{\lambda}; y, z) \geq \beta_1 > 0. \tag{5.16}
\]
Thus, for \( \lambda + \delta \leq |y - x| \leq R_2 \) and \( y \neq 0 \), we have
\[
u(y) - u_{x, \bar{\lambda}}(y) \geq \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}; y, z) \left[ 1 - \left( \frac{\bar{\lambda}^2 |z|}{|z - x|^2 |x + \frac{\lambda^2(z-x)}{|z-x|^2}|} \right)^\alpha \right] \frac{d\nu_{x, \bar{\lambda}}(z)}{|z|^\alpha} \geq \beta_1 \int_{2R_2 \leq |z - x| \leq 4R_2} \left[ 1 - \left( \frac{\bar{\lambda}^2 |z|}{|z - x|^2 |x + \frac{\lambda^2(z-x)}{|z-x|^2}|} \right)^\alpha \right] \frac{d\nu_{x, \bar{\lambda}}(z)}{|z|^\alpha} =: C_2 > 0.
\]
Combining this with (5.15), there exists \( \varepsilon_1 \in (0, 1) \) such that
\[
u(y) - u_{x, \bar{\lambda}}(y) \geq \frac{\varepsilon_1}{|y - x|^{-n\sigma}} \quad \text{for all } |y - x| \geq \lambda + \delta, y \neq 0.
\]
\textbf{Case 2:} \( \alpha = 0 \) and \( 0 < p < \frac{n+2\sigma}{n-2\sigma} \). Using (5.7), (5.13) and the positivity of the kernel \( K \), we have, for any \( |y - x| \geq \lambda \) with \( y \neq 0 \),
\[
u(y) - u_{x, \bar{\lambda}}(y) = \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}; y, z) \left[ u(z)^p - \left( \frac{\bar{\lambda}}{|z - x|} \right)^{n+2\sigma - p(n-2\sigma)} u_{x, \bar{\lambda}}(z)^p \right] \frac{d\nu_{x, \bar{\lambda}}(z)}{|z|^\alpha} \geq \int_{|z - x| \geq \lambda} K(x, \bar{\lambda}; y, z) \left[ 1 - \left( \frac{\bar{\lambda}}{|z - x|} \right)^{n+2\sigma - p(n-2\sigma)} \right] u_{x, \bar{\lambda}}(z)^p \frac{d\nu_{x, \bar{\lambda}}(z)}{|z|^\alpha} > 0.
\]
By a similar argument as in Case 1, we obtain that (5.14) holds.
**Case 3:** $\alpha = 0$, $p = \frac{n+2\sigma}{n-2\sigma}$ and 0 is a non-removable singularity. In this case, we have $u_{x,\lambda}(y) \neq u(y)$. By (5.7), (5.13) and the positivity of the kernel $K$, we have, for any $|y - x| \geq \bar{\lambda}$ with $y \neq 0$,

$$u(y) - u_{x,\lambda}(y) = \int_{|z-x|\geq \bar{\lambda}} K(x, \lambda; y, z) \left[ u(z)^{\frac{n+2\sigma}{n-2\sigma}} - u_{x,\lambda}(z)^{\frac{n+2\sigma}{n-2\sigma}} \right] dz > 0.$$  

By Fatou lemma, we have

$$\liminf_{|y-x| \to \infty} |y-x|^{n-2\sigma} (u - u_{x,\lambda})(y) \geq \int_{|z-x|\geq \bar{\lambda}} \left[ 1 - \left( \frac{\bar{\lambda}}{|z-x|} \right)^{n-2\sigma} \right] \left( u(z)^{\frac{n+2\sigma}{n-2\sigma}} - u_{x,\lambda}(z)^{\frac{n+2\sigma}{n-2\sigma}} \right) dz > 0.$$  

An argument similar to Case 1 leads to that (5.14) holds.

Therefore, in any case, we have that (5.14) holds. By (5.14) and the explicit formula of $u_{x,\lambda}$, there exists a small $\varepsilon_2 \in (0, \delta/2)$ such that for any $\bar{\lambda} \leq \lambda \leq \bar{\lambda} + \varepsilon_2 < |x|$,

$$(u - u_{x,\lambda})(y) \geq \frac{\varepsilon_1}{|y-x|^{n-2\sigma}} + (u_{x,\lambda} - u_{x,\lambda})(y) \geq \frac{\varepsilon_1}{2|y-x|^{n-2\sigma}} \quad \forall |y-x| \geq \bar{\lambda} + \delta, \ y \neq 0.$$  

(5.17)

For $\varepsilon \in (0, \varepsilon_2)$ which we choose below, using (5.7) and Lemma 5.4, we have, for $\bar{\lambda} \leq \lambda \leq \bar{\lambda} + \varepsilon$ and $\lambda \leq |y-x| \leq \bar{\lambda} + \delta$,

$$u(y) - u_{x,\lambda}(y) = \int_{|z-x|\geq \bar{\lambda}} K(x, \lambda; y, z) \left[ u(z)^{p} - \left( \frac{\lambda}{|z-x|} \right)^{n+2\sigma-p(n-2\sigma)} \frac{u_{x,\lambda}(z)^{p}}{|z-x|^\alpha} \right] dz$$

$$\geq \int_{|z-x|\geq \bar{\lambda}} K(x, \lambda; y, z) \left[ u(z)^{p} - \left( \frac{\lambda^2|z|}{|z-x|^2|x + \lambda^2(z-x)|^{\alpha}} \right) \frac{u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} \right] dz$$

$$\geq \int_{|z-x|\geq \bar{\lambda}} K(x, \lambda; y, z) \frac{u(z)^{p} - u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} dz,$$

and thus, by (5.17) and (5.13),

$$u(y) - u_{x,\lambda}(y) \geq \int_{\lambda \leq |z-x| \leq \bar{\lambda} + \delta} K(x, \lambda; y, z) \frac{u(z)^{p} - u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} dz$$

$$+ \int_{\lambda+2 \leq |z-x| \leq \bar{\lambda} + 3} K(x, \lambda; y, z) \frac{u(z)^{p} - u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} dz$$

$$\geq -C \int_{\lambda \leq |z-x| \leq \lambda + \varepsilon} K(x, \lambda; y, z) \frac{|z-x| - \lambda}{|z|^{\alpha}} dz$$

$$+ \int_{\lambda+\varepsilon \leq |z-x| \leq \bar{\lambda} + \delta} K(x, \lambda; y, z) \frac{u_{x,\lambda}(z)^{p} - u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} dz$$

$$+ \int_{\lambda+2 \leq |z-x| \leq \bar{\lambda} + 3} K(x, \lambda; y, z) \frac{u(z)^{p} - u_{x,\lambda}(z)^{p}}{|z|^{\alpha}} dz,$$
where we have used
\[ |u(z)^p - u_{x,\lambda}(z)^p| \leq C(|z - x| - \lambda) \]
in the second inequality. By (5.17), there exists \( \delta_1 > 0 \) such that for any \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \),
\[ u(z)^p - u_{x,\lambda}(z)^p > \delta_1 \quad \forall \tilde{\lambda} + 2 \leq |z - x| \leq \tilde{\lambda} + 3, \; z \neq 0. \]
Since \( u \in C^1(B_{\lambda+\varepsilon/2}(x)) \), there exists \( C > 0 \) (independent of \( \varepsilon \)) such that for all \( \lambda \leq \lambda \leq \tilde{\lambda} + \varepsilon \),
\[ |u_{x,\lambda}(z)^p - u_{x,\lambda}(z)| \leq C(\lambda - \tilde{\lambda}) \leq C\varepsilon \quad \forall \lambda \leq |z - x| \leq \tilde{\lambda} + \delta. \]
Moreover, we have, for \( \tilde{\lambda} \leq \lambda \leq \tilde{\lambda} + \varepsilon \) and for \( \lambda \leq |y - x| \leq \tilde{\lambda} + \delta \),
\[
\int_{\lambda+\varepsilon \leq |z-x| \leq \lambda+\delta} \frac{K(x, \lambda; y, z)}{|z|^\alpha} dz 
\leq C \int_{\lambda \leq |z-x| \leq \lambda+\varepsilon} \left( \frac{1}{|y-z|^{n-2\sigma}} + \frac{1}{|y^2, \lambda - z|^{n-2\sigma}} \right) dz
\]
\[+ C \int_{\lambda \leq |z-x| \leq \lambda+\varepsilon} \left( \frac{\lambda}{|y-x|} \right)^{n-2\sigma} - 1 \left( \frac{1}{|y^2, \lambda - z|^{n-2\sigma}} \right) dz\]
\[\leq C(\varepsilon^{2\sigma-1} + |\ln \varepsilon| + 1)(|y - x| - \lambda)\]
and
\[
\int_{\lambda \leq |z-x| \leq \lambda+\varepsilon} K(x, \lambda; y, z) \frac{|z-x| - \lambda}{|z|^\alpha} dz 
\leq C \int_{\lambda \leq |z-x| \leq \lambda+\varepsilon} \left( \frac{|z-x| - \lambda}{y-z} \right) \left( \frac{|z-x| - \lambda}{|y^2, \lambda - z|^{n-2\sigma}} \right) dz
\]
\[+ \varepsilon C \int_{\lambda \leq |z-x| \leq \lambda+\varepsilon} \left( \frac{\lambda}{|y-x|} \right)^{n-2\sigma} - 1 \left( \frac{1}{|y^2, \lambda - z|^{n-2\sigma}} \right) dz\]
\[\leq C(|y - x| - \lambda)\varepsilon^{2\sigma/n} + C\varepsilon(|y - x| - \lambda)
\]
\[\leq C(|y - x| - \lambda)\varepsilon^{2\sigma/n}.
\]
On the other hand, since \( K(x, \lambda; y, z) = 0 \) for \( y \in \partial B_\lambda(x) \) and
\[ \langle \nabla_y K(x, \lambda; y, z), y-x \rangle |_{y-x}=\lambda = (n-2\sigma)|y-z|^{2\sigma-n-2}(|z-x|^2 - |y-x|^2) > 0 \]
for all \( \lambda + 2 \leq |z-x| \leq \tilde{\lambda} + 3 \), and using the positivity of the kernel \( K \), we obtain that, for \( \lambda \leq \lambda \leq |y - x| \leq \lambda + \delta \),
\[ K(x, \lambda; y, z) \geq \delta_2 (|y - x| - \lambda) \quad \forall \lambda + 2 \leq |z - x| \leq \lambda + 3, \]
where \( \delta_2 > 0 \) is independent of \( \varepsilon \). Thus, it follows from the above that for \( \lambda \leq \lambda \leq \tilde{\lambda} + \varepsilon \) and for \( \lambda \leq |y - x| \leq \lambda + \delta \),
\[ u(y) - u_{x,\lambda}(y) \geq \left( -C\varepsilon^{2\sigma/n} + \delta_1 \delta_2 \int_{\lambda+2 \leq |z-x| \leq \lambda+3} \frac{1}{|z|^\alpha} dz \right) (|y - x| - \lambda) \geq 0 \]
if \( \varepsilon \) is chosen sufficiently small. This and (5.17) contradict the definition of \( \tilde{\lambda} \). Lemma 5.5 is established. \( \square \)
Proof of Theorem 5.1. We first assume that \(0 < p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}\). Let \(u \in C(\mathbb{R}^n\setminus \{0\})\) be a nonnegative solution of (5.1). If \(u(x_0) = 0\) for some \(x_0 \in \mathbb{R}^n\setminus \{0\}\), then
\[
\int_{\mathbb{R}^n} \frac{u(y)^p}{|y|^\alpha |x_0 - y|^{n-2\sigma}} dy = 0,
\]
which implies that \(u \equiv 0\) on \(\mathbb{R}^n\setminus \{0\}\). Next we suppose that \(u \in C(\mathbb{R}^n\setminus \{0\})\) be a positive solution of (5.1). It follows from Lemma 5.5 that for every \(x \in \mathbb{R}^n\setminus \{0\}\),
\[
u_{x,\lambda}(y) \leq u(y) \quad \forall |y - x| \geq \lambda, y \neq 0, \quad \forall 0 < \lambda < |x|.
\]
(5.18)
For any unit vector \(e \in \mathbb{R}^n\), for any \(a > 0\), for any \(z \in \mathbb{R}^n\setminus \{0\}\) satisfying \((z - ae) \cdot e < 0\), and for any \(R > a\), we have, by (5.18) with \(x = Re\) and \(\lambda = R - a\),
\[
u(z) \geq u_{x,\lambda}(z) = \left( \frac{\lambda}{|z - x|} \right)^{n-2\sigma} u \left( x + \frac{\lambda^2(z - x)}{|z - x|^2} \right).
\]
Sending \(R\) to infinity in the above, we obtain
\[
u(z) \geq u(z - 2(z \cdot e - a)e).
\]
(5.19)
Since \(e \in \mathbb{R}^n\) and \(a > 0\) are arbitrary, (5.19) implies that \(u\) is radially symmetric about the origin. Moreover, (5.19) also gives
\[
u(z) = \nu(z_1, z_2, \ldots, z_n) \geq \nu_a(z) := u(2a - z_1, z_2, \ldots, z_n) \quad \forall z_1 \leq a, a > 0.
\]
Thus, \(u\) is also monotonically decreasing about the origin.

Next we consider the case \(\frac{n+2\sigma-2\alpha}{n-2\sigma} < p \leq \frac{n+2\sigma-2\alpha}{n-2\sigma}\) and \(0 < \alpha < 2\sigma\). Let \(u \in C(\mathbb{R}^n\setminus \{0\})\) be a positive solution of (5.1). Define
\[
v(x) = \left( \frac{1}{|x|} \right)^{n-2\sigma} u \left( \frac{x}{|x|^2} \right) \quad \text{for } x \neq 0.
\]
By (5.6), \(v\) is a positive solution to the following integral equation
\[
v(x) = \int_{\mathbb{R}^n} \frac{v(y)^p}{|y|^\alpha |x - y|^{n-2\sigma}} dy
\]
with \(\theta := n + 2\sigma - \alpha - p(n - 2\sigma)\). Note that the new exponent \(\theta\) satisfies
\[
0 \leq \theta \iff p \leq \frac{n+2\sigma-\alpha}{n-2\sigma},
\]
\[
\theta < \alpha \iff \frac{n+2\sigma-2\alpha}{n-2\sigma} < p \quad \text{(hence } \theta < 2\sigma),
\]
\[
p < \frac{n+2\sigma-2\theta}{n-2\sigma} \iff p > \frac{n+2\sigma-2\alpha}{n-2\sigma}.
\]
From the previous case, we know that \(v\) is radially symmetric about the origin, and hence, \(u\) is also radially symmetric about the origin. Theorem 5.1 is established. □

Proof of Theorem 1.7. It follows from Theorems 1.1 and 5.1. □
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