ABSTRACT

Introduction: Detection of breast cancer at early stages is very important and it helps in saving the life of the patient. The mammography is one of the techniques which is used worldwide by radiologists to detect breast cancer. It is very important to detect breast cancer correctly as human life is associated with correct detection. So, nowadays computer-aided diagnose (CAD) systems are used to detect breast cancer from a mammography image. In this work, a transfer learning-based method is used to train the system for the detection of breast cancer. The proposed model is based on a hybrid technique of image enhancement and segmentation for the pre-processing. The pre-processing is done to improve the peak signal to noise ratio (PSNR) value of originally acquired images. The Mammography Image Analysis Society (MIAS) dataset is used in this work along with other clinical images which result in the creation of around 928 images in the dataset.

Aim: This work aims to segment the affected area image from the original image. Then enhanced the segmented image by using PSNR so that better result is helpful to identify the affected area. The correct detection is associated with a life decision.

Result: Mammogram image has been segmented from the affected area. Various type of noises may be induced in the black and white image. The image represents the original, enhanced and segmented image. The PSNR value for an image varies from 33 to 36. The segmented image is representing the affected regions to limit the image and to eliminate useless details.

Conclusion: This paper put forward the methodology which will segment the affected area from the image. The image has been enhanced based on LCM and CLAHE. Morphology technique has been used along with the Otsu threshold for accurate segmentation. The proposed network is promising as it is trained for mammogram dataset for higher accuracy.
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INTRODUCTION

Breast Cancer is one of the most common problems around the whole world, every year lot of women are suffering from breast cancer. Sometimes breast cancer is detected in earlier stages, but sometimes even doctors and radiologists also failed to detect in early stages.1 Nowadays most common CAD-based mammogram detection is done to rule out the possibilities of human error. The detection of breast abnormality or cancer is categorized in two possibilities, first is microcalcification which is the beginning stage of cancer and other is mass and microcalcification in which calcium deposits all around the breast region. In this work, a hybrid method proposed for image enhancement and segmentation. The process of image enhancement will start as soon as the system acquires the image. There are several types of unwanted noises induced in the image which may degrade the quality of image.2 So, it is very important to remove the noise from images for better segmentation (Figure 1). In this work initially, median filtering is used for noise removal from original acquired image based on 3 x 3 matrix. Then the LCM, A-CLAHE along with wiener filter is used, which completes our hybrid block structure of image enhancement. The enhancement block is used to enhance the PSNR value of the original image. The proposed A-CLAHE method is fundamentally grounded on the adaptive approach for pixel replacement which also reduces the noise from the image. Initially, the images from MIAS dataset are taken which are enhanced to create enhanced images dataset. The enhanced images data set will act as a source of input images for the segmentation block. The
segmentation block is used for extracting features from the image to eliminate useless regions in the image which is done by morphology technique. Also, the Otsu threshold method is applied to image for further enhancement and to remove the unwanted pixels. Further, the regions of the images are segmented based on mass and microcalcification. The proposed work enhances the PSNR of the images than existing methods.

Figure 1: Mammography Image Analysis Methods 1

**Literature Review**

Hamidinekoo et al. had provided an overview of various recent techniques and methods used in mammography based on deep learning. A variety of techniques and datasets along with methods are reviewed by the author. Most of the present models are based on deep neural network learning with a variety of learning methods like Convolutional Neural Network (CNN), Deep Neural Network (DNN) and recurrent neural network (RNN). The author concludes that most of the existing methods are based on common steps where pre-processing is one of the major steps to improve the original image in the dataset. There are a variety of methods and techniques used by many authors for pre-processing and image enhancement. Then based on any deep learning the network is trained and tested over the images in dataset and finally based on testing and training system can predict or detect the abnormalities in the breast image to classify it in micro or macro calcification. Many existing techniques reviewed by the author had shown the accuracy of up to 85%.

Ragab et al. had proposed a method to detect breast cancer based on CNN and SVM. The author used a CAD system for image segmentation in which initially goal is to segment the ROI of the image. The CNN method is used to extract features from images, for this purposed author had used Alex net which is a pre-trained model and the last layer of the model is further connected to SVM. DDSM dataset is used in paper and to obtain better accuracy training is done using large data samples. The proposed method used in paper achieved around the accuracy of 77% with usage of deep convolution network.

Barkalow et al. had used a deep dual bunch technique for detection of abnormalities in medical images. The proposed method is based on two learning branches, where the first learning branch is used for regional calcification and another branch is used for detection. The effect of classification and localization considering the factor of cost is monitored. The method is tested on a dataset of 543 images with an accuracy of 76%. The further major scope of improvement is suggested by the author to include the phase of learning.

Ouyang et al. had worked on various HI-SCAN ultrasound images of the breast to classify them in three categories of benign, malignant and normal. Working on images the finding of the author was that in case of more red colour distribution the chance of cancer is high and where in case of blue colour the image is classified as normal category images. The RGB spectrum had shown a major difference between benign and malignant image based on their broadcast colour.

Sannyasi Chakravarthy and Rajaguru had worked on the noise removal process from the image, and the major goal of the author is to eliminate impulse noise. Initially, the corrupted or noisy pixels are detected and a healing algorithm starts to correct the pixels. The pixels that are easily identified with impulse noise are classified under bidirectional decomposing pixels. The proposed method is compared with various existing methods based on PSNR and PSNR value for the proposed method is higher than existing methods.
Palee et al. 9 had proposed a heuristic approach based on DNN learning methods to detect hydatid form mole. The study is done on 17 different critical features to differentiate between PHM and VHM. The characteristic for train the networks are defined as a system extract features out of that to provide neural network data to learn and to classify. The author further suggested to include more images of the cell to explored structure in a better way. Agarwal et al. 2020 10 had developed a method using deep learning for mass detection in the mammogram image. The proposed framework is fully automated for mass detection and used the concept of transfer learning. Overall 78% accuracy is derived by the author in this paper.

Loizidou et al. 11 had proposed temporal operations based on automated detection of microcalcification in the breast. In this work, machine learning is combined with temporal subtraction to enhance the accuracy and detection rate. The proposed work is simply based on images operations, where the original and outcome images are compared and further with the help of support vector machine the images are classified into micro or mass calcification.

Sharma and Mehra 12 had used a combination of two machine learning methods to classify a mammogram image. Initially during preprocessing the region of interest was identified and images were pre-processed using Hue lumen method. Then the network is trained to detect any image as macro calcification with the help of CAD system only.

Huan and Wen 13 had done face classification with the help of a dual learning model which is based on DNN and transfer learning. The used modes were used to train a network of around 169 layers. The basic classifier used by the author had shown the accuracy of 65%. Transfer learning provides the easiest way to share and understand data.

Bruno et al. 14 had proposed a novel solution based on scale-invariant feature transform (SIFT) algorithm and deep learning for spacious regions detection in the mammogram image. Proposed method outperform quite well in contrast with other techniques. The author also states that the lack of dataset availability data is also one of the factors which decrease the accuracy. So, the need is to train the network using bigger datasets to train and test the system properly.

Chowdhary and Mittal 15 had proposed an efficient method for segmentation and classification of mammogram images using k-mean and SVM learning method. The author used the technique of machine learning to classify the images into various categories. Initially during pre-processing various operations are performed to enhance the PSNR of the image for better classification.

Liu et al. 16 had proposed a CAD-based technique for cancer segmentation from an image. The proposed method is implemented in MATLAB 2017 using MIAS dataset. The noise removal method is used along with segmentation bitwise, the PSNR value of the final image is higher than the existing methods. The final image had shown sharp edges which make the image quite clear and easy to study.

**Proposed Method**

The proposed method of mammogram image enhancement and segmentation is based on two-hybrid blocks. Figure 2 represents the proposed model for enhancement and segmentation.

![Proposed Methodology (Created for this research).](image)

In this proposed work, dataset MIAS is used along with some other clinical images. Image database had more than 850 Images.

a. Noise Removal: The inputted image is exposed to any type of external noises that may be induced in noise during transfer. These noises will generate an unwanted signal which is very necessary to remove. In this work, 3 x 3 median filtering is used for noise removal.

b. Hybrid Enhancement: The enhancement is done in the inputted image based on LCM, CLAHE and Wiener filtering. LCM and CLAHE are histogram-based methods. In LCM method the mean values and standard deviation are computed for an image then the only system will initialize the range for enhancement parameters.

\[
\text{Standard deviation } (\sigma) = \sqrt{\frac{1}{pxp} \sum_{p=1}^{p-1} (a,b) - m(a,b)}
\]

where pixel(p), image (f and m) and coordinate are a and b.

Then CLAHE (Contrast Limited Adaptive Histogram Equalization) method is applied after local enhancement is done by LCM. CLAHE method will enhance the contrast
value for every pixel also reduce unwanted signals. Then wiener filter is used which is best for reduction of MSE (Mean square Error) once the MSE is reduced the original and output image pixels are matched which enhances the PSNR of final output image which is a better image for segmentation.

c. Segmentation: The enhanced image is received from the hybrid block act as the input image for segmentation block. In segmentation block, morphology technique is applied with proposed Otsu threshold. Morphology technique can extract the biological features from an image and helps in better segmentation. Then modified Otsu threshold is used which helps to minimize the variance between black and white pixels and remove unwanted regions from the image. Once the unwanted regions are removed it results in better segmentation.

The algorithm I for A-CLAHE

Input: MIAS Dataset Images

Output: Enhance Image

Steps:

1. For p = 0 to p = 12, image divide into 2 x 2 = 4 small images to 12 x 12 = 144 sub images.
2. Initialize empty array to store dynamic entropy [p] = 0;
3. Set p = [p] // [p] storing maximum value of entropy
4. Do…divide image to sub-images till max <=144.
5. Repeat for each sub-image:
   a. Histogram computation for all sub-images
   b. Do calculate HPV (Highest Pixel Value) for each sub-image
   c. Nominal clip level, range n to 0 computed. // n for max value
   d. Do repeat for grey level … loop
   e. Histogram Bin > NCL, clip histogram to NCL n.
   f. Pixels (Histogram > NCL) collected do
   g. Random distribute pixels to all histogram for renormalization
   h. For all pixels in Interior, Border and Corner regions do sub-images à mapping.
6. Apply above mapping. For each sub-image repeat
7. Final output Image

Algorithm II for Enhancement and Segmentation Combined

Input: Mammographic Image Analysis Society (MIAS) – Dataset (D)

Step I: Input I(x, y) à loop 3 x 3 window ∀ (x, y), replace (x, y) à (x’ v y’);

Step II: Repeat Step I till the end; // Median filtering for noise removal

Step III: Input: I (x, y) from step 2, A-CLAHE Begin loop

Step IV: Compute peak value for sub-image (s) and nominal clipping, initialize [ ] [] for entropy

Step V: Repeat step IV ∀ Histogram Bin > Nominal Clip à clip to normal else collect exceeded pixels (P)

Step VI: for all P distribute uniformly ∀ s. Output à I(x’, y’) //A-CLAHE

Step VII: I(x’, y’) for enhancement local contract method used with wiener filtering

Step VIII: do repeat up to step VII for all I(x, y)

Step IX: Output: Enhanced Dataset (D’) with higher peak signal to noise ratio

Step X: Input Dataset (D’), for I(x, y) in D do

Step XI: I(x, y) à Morphology for ∀ I(x, y) features are extracted for better segmentation

Step XIII: Set Otsu Threshold = Dynamic, compute foreground and background intensity value for all pixels (x, y)

Step XIV: do repeat for all I(x, y) // perform segmentation

Step XV: Output – Segmented Dataset (D’’) // Contain all segmented Images

d. Proposed Transfer Learning: In this work, we proposed to use a transfer learning method to train and test the network for mammogram images classification. The proposed algorithm is as given below:

Algorithm III: Training Algorithm for Mass and Microcalcification:

Input: Segmented Dataset (D’’)

L = Length (Segmented Dataset (D’’)); //Total number of images for training

Mass_images_centroid_list = { }; Centroid of mass image
Normal_images_centroid_list = { }; Centroid of normal image
Conv5_x = 512; // size of feature window

For ∀ L (L =0, L <=Max; L++) repeat Conv5_x;

Mass_features = construct_features(l, Conv5_x, Mass) // l represent a single image, it will collect all the pixels to be marked by a doctor as cancerous mass.

Normal_features = construct_features(l, Normal); Conv5_x not given as normal image need no learning, collect all pixels not to marks as Mass, Micro
Micro_features = construct_features(l, Conv5_x, Micro) // l represent single image, it will collect all the pixels of Foci LOCs to be marked by doctor small depositions.

net = train_Network(Mass, layers, newFC100) // Mass = Mass data
net = train_Network(Normal, layers, newFC100)// Normal = normal data
net = train_Network(Micro, layers, newFC100) // Micro = Micro data

[net, info] = train_Network(___) // Network Training
Test_preds = classification (net, X_Test, Y_Test,'Mini_Batch_Size', mini_Batch_Size);
accuracy = mean(test_preds == testImgs.Labels)*100; // display
end;

RESULTS

The proposed method is used for the segmentation of a mammogram image. The goal of this work is to segment the affected area from the image. The original mammogram images are black and white. These images are also subjected to various type of noises that may be induced in an image.

The enhanced image is better than the original in terms of clarity and contrast. Figure 3 and 4 represents the original, enhanced and segmented image. The PSNR value for an image varies from 33 to 36. The segmented image is representing the affected regions to limit the image and to eliminate useless details.

| IMAGE | CLAHE Method | BBHE | MM-BBHE | RMSHE | Proposed |
|-------|--------------|------|---------|-------|----------|
| mdb03 | 23.62        | 6.62 | 17.76   | 30.32 | 27.82    | 33.87    |
| mdb06 | 22.98        | 8.58 | 15.10   | 24.87 | 23.83    | 34.43    |
| mdb09 | 24.87        | 8.20 | 18.25   | 32.67 | 24.04    | 31.45    |
| mdb10 | 25.76        | 4.30 | 18.76   | 31.90 | 27.14    | 34.67    |
| mdb12 | 24.83        | 9.78 | 18.76   | 32.12 | 26.45    | 33.99    |
| mdb15 | 24.73        | 4.57 | 18.45   | 31.54 | 24.45    | 34.12    |

DISCUSSION

The proposed method of the segmentation of the image after removing the noise will provide more accuracy which will further help in the detection of cancer. The differentiation power between the affected region and non-affected region will be increased. Transfer learning has helped in increasing the accuracy on the segmented images.

CONCLUSION

Breast cancer detection is very important from a mammogram image as life is associated with detection decision. In this paper, a segmentation method had been proposed which can segment the affected areas from the image. As breast cancer is classified as micro and mass calcification, where the calcium deposits may result in cancer. Our proposed method initially enhances the image using a hybrid method based on LCM and CLAHE to enhance the Peak Signal to Noise Ratio (PSNR) value of the original image so that it can be segmented using CAD in a better and accurate way. The segmentation is done using morphology technique along with the Otsu threshold for enhanced and accurate segmentation. The proposed method had shown a quite acceptable PSNR in contrast with various existing algorithms as shown in Table I. Further the segmented images can be used to train the proposed transfer learning network for classification of mammogram images into mass and microcalcification. The proposed training network will be promising as it will be trained specifically for mammogram dataset extracting maximum features for higher accuracy. In future, the segmented image will be feed to a DNN based system to classify the images as micro or mass calcification.
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