Fuzzy spheres at finite temperature supported by Wilson lines
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Abstract

We study the fate of the fuzzy sphere vacuum solutions in the $SU(N) \times SU(N+M)$ Klebanov-Strassler theory at finite temperature and at weak coupling. We find that thermal effects push the $S^2$ radius –a modulus at $T = 0$– towards vanishing size. We then show that the fuzzy sphere can be stabilized by adding a temporal Wilson line for a background $U(1)$ gauge field, which can be associated with either the baryonic or the R-symmetry. Thus, upon deforming the KS theory with a background gauge field for a global symmetry, we find a phase of broken baryonic symmetry at weak coupling surviving at finite temperature.
1 Introduction

Due to its comparative simplicity and yet generality, the gauge/gravity duality arising from D3 branes probing a conifold singularity has grown to become one of the most extensively studied scenarios. When no fractional branes are present the system flows to a non-trivial IR strongly coupled fixed point, whose gravity description is in terms of classical IIB supergravity on $\text{AdS}_5 \times T^{1,1}$. The field theory side is the Klebanov-Witten (KW) quiver field theory \[1\] with gauge group $SU(N) \times SU(N)$. On the other hand, when $M$ fractional branes are present, the gauge group is $SU(N) \times SU(N+M)$ and it is commonly known as the Klebanov-Strassler (KS) theory \[2\]. In this case the system flows to a confining theory and a rich dynamic emerges. In turn, the gravity dual (on the baryonic branch) to the $SU(Mk) \times SU(M(k+1))$ is in terms of a deformed conifold geometry with certain fluxes \[2, 3\].

In \[4\] a comprehensive study of the various branches of the moduli space of the KS theory was performed. In particular, an interesting solution to the D and F flatness conditions along the baryonic branch was found. It was later understood in \[5\] that it represented a fuzzy 2-sphere, whose role in elucidating the nature of the geometric transition from a purely gravitational perspective was found crucial.

The radius of this $S^2$ has an interesting interpretation as the scalar component in the supermultiplet of the current associated with the baryon symmetry of the theory. In fact, this operator can be thought of as the Fayet-Iliopoulos parameter of the abelian part of the gauge symmetry if we considered the $U(N) \times U(N+M)$ theory. However, in the $SU(N) \times SU(N+M)$ case, it remains as a modulus. In this note we are interested in studying thermal effects on such configuration. We will see that they reveal interesting aspects of the dynamics. First, we find that finite temperature pushes the fuzzy sphere radius towards zero. We then show that by turning on a temporal Wilson line for a background $U(1)$ gauge field, there is a region of parameters where the fuzzy sphere is stabilized, leading to a phase of broken baryonic symmetry surviving at high temperatures. The mechanism is very similar to the Hosotani mechanism \[6\] to generate dynamical gauge symmetry breaking in gauge theories by adding Wilson lines in extra dimensions. The key observation is that turning on this temporal Wilson line $A$ is equivalent to having an imaginary chemical potential. Thus, in the partition function the terms for e.g. bosons $\log |1 - e^{-\beta(E-\mu)}|$ will turn into $\log |1 - e^{-\beta(E-iqA)}|$. The stabilization mechanism is then simply exhibited for $\beta q A = \pi$, when the Bolzmann factor will acquire an extra sign, thus making formally the bosons to contribute as fermions and vice versa. However, the overall global sign of the fermionic and bosonic contributions will not be affected by this, and so the net effect is a thermal contribution with a sign opposite to the $A = 0$ case, which in a regime of parameters leads to an absolute minimum at some $v \neq 0$, rendering the $v = 0$ vacuum metastable.

An alternative way of looking at this phenomenon is by noticing that the background gauge field is a way to implement twisted boundary conditions in fermions and bosons by
means of a physical configuration. From this perspective, the particular value $\beta q A = \pi$ makes fermions periodic and bosons antiperiodic, hence triggering the instability discussed above. It should be noted, however, that the value $\beta q A = \pi$ is by no means special, in fact the effect exists in a number of intervals for the parameter $a \equiv \beta q A$, whose extensions depend on the coupling constant.

The stabilization of the fuzzy sphere proposed in this note might have interesting cosmological applications. One can imagine a cosmological scenario where the fuzzy sphere traverses various epochs, which bears some similarities with the scenario of [9] (see also [10]), in the present case however as temperature is lowered.

The organization of this note is as follows. In section 2 we will briefly review the fuzzy $S^2$ vacuum of the KS theory. In section 3 we show that at finite temperature the fuzzy sphere shrinks to zero radius, but that it can be stabilized at a non-zero radius by adding a temporal Wilson line. This is done by deforming the $SU(N) \times SU(N + M)$ theory by the addition of a background gauge field for an otherwise global symmetry. We conclude in section 4 with some future directions and possible applications of our mechanism.

2 The fuzzy sphere in KS

Following [5], we focus on the $SU(M k) \times SU(M (k + 1))$ theory, whose action in $\mathcal{N} = 1$ superspace is

$$S = \int \text{Tr} \left\{ \tau_1 W_1^2 + \tau_2 W_2^2 + \sum A_i^\dagger e^{-V_1} A_i e^{V_2} + \sum B_i^\dagger e^{-V_2} B_i e^{V_1} + W \right\},$$

(1)

where $\tau_1$, $\tau_2$ are the holomorphic couplings of the vector multiplets $V_1$, $V_2$ of the $SU(N) \times SU(N + 1)$ gauge symmetry, and $A_i$, $B_i$, $i = 1, 2$, are the bifundamental fields transforming respectively as $(\Box, \Box)$ and $(\Box, \Box)$. In turn, the superpotential is

$$W = \frac{\lambda}{2} A_i B_m A_j B_n \epsilon^{ij} \epsilon^{mn}.$$  

(2)

The theory has an $SU(2)_1 \times SU(2)_2 \times U(1)_B \times U(1)_R$ global symmetry group. The corresponding charges are as follows

|            | $A_i$ | $B_i$ |
|------------|-------|-------|
| $U(1)_R$  | $\frac{1}{2}$ | $\frac{1}{2}$ |
| $U(1)_B$  | 1     | -1    |
| $SU(2)_1$ | $\Box$ |       |
| $SU(2)_2$ | $\Box$ |       |

(3)

We note that the R-charge labelling the chiral multiplet is that of the scalar component. Because of supersymmetry, the R-charge of the fermionic component is $R[\text{scalar}] = -1$. Thus,

---

Footnote: Twisted boundary conditions have been first used in [7, 8] as a mechanism for (super) symmetry breaking.
the fermions have $R$-charge $-\frac{1}{2}$. On the other hand, the baryonic symmetry, as it commutes with the supercharges, assigns the same charge to bosons and fermions in the multiplet.

The fuzzy sphere vacuum solution reads as follows [5]

$$A_1 = v \begin{pmatrix} \sqrt{N} & 0 & \cdots & 0 & 0 \\ 0 & \sqrt{N-1} & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}, \quad A_2 = v \begin{pmatrix} 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & \sqrt{2} & \cdots & 0 \\ 0 & 0 & \cdots & 0 & \sqrt{N} \end{pmatrix},$$

(4)

where each entry is an $M \times M$ identity matrix and $B_i = 0$. For our purposes, we can set for simplicity $M = 1$, as the $M$-dependence will be an overall factor (or alternatively just choose $M = 1$). We also rename $k = N$. Because the $B_i$ fields are set to zero, the F-term equations are trivially satisfied. Furthermore, one can see that

$$\sum_i A_i A_i^\dagger = (N+1) v^2 \mathbf{1}_N \equiv \mathbf{1}_N, \quad \sum_i A_i^\dagger A_i = N v^2 \mathbf{1}_{N+1}.$$ (5)

Thus, it is immediate to see that the configuration is also D-flat for any $v$, which is therefore a modulus. In this fuzzy sphere vacuum the baryonic symmetry is broken; a baryonic operator of the rough form $\mathfrak{B}[A] = A_1^{N(N+1)/2} A_2^{N(N+1)/2}$ gets a vacuum expectation value (we refer to [4] for further details).

In the following we will be interested in studying the ultraviolet regime of the field theory; that is, energies well above the strong coupling scale $\Lambda_i$ of either node. Since the gauge fields are asymptotically free we can basically neglect the gauge sector, thus keeping the Wess-Zumino model for the fields $A_i$, $B_i$ with superpotential $W$. The configuration (4) clearly represents a supersymmetric vacuum of this simplified model.

3 Perturbative instabilities at finite temperature due to Wilson lines

We are now interested in coupling the KS theory to a background gauge field for an abelian global symmetry. This background gauge field can be thought of as a deformation of the original $SU(Mk) \times SU(M(k+1))$ gauge theory. We note that this type of deformation is well known in a 3-dimensional context, as it encodes real masses for chiral multiplets (see e.g. [11]). Very recently its 4d (that is, our case) realization as well as the relation with the aforementioned 3d real mass have been considered in [12]. Deformations whereby one adds a background gauge field for an abelian symmetry have also been very recently considered in [13], also from a gravitational perspective.

The background abelian gauge field is added by changing the derivatives in the kinetic terms of the Wess-Zumino model as

$$\partial_\mu \rightarrow \partial_\mu - i q A_\mu,$$ (6)
where $|q| = 1$, $\frac{1}{2}$ depending on whether we use the baryonic or R-symmetry. We will assume our background gauge field to have only $A_0$ non-vanishing, which we will be further assumed to be constant. At finite temperature, where euclidean time is compactified into a circle of radius $\beta = T^{-1}$, a constant potential $A_0$ will have an important physical effect: it will lead to twisted boundary conditions for fermions and bosons in the thermal circle, giving rise to a rich vacuum dynamics.

We now turn to the computation of the one-loop effective potential. Following the classical reference [14] we need to expand our bosonic and fermionic fields around the vacuum configuration [14] and keep the terms which are quadratic in the fluctuations. Linear terms are absent in the present case (in general cases, they can be re-absorbed by a wave function renormalization of the classical field). The one-loop effective potential will thus have a classical contribution plus the one-loop contribution coming from the fluctuations. This one-loop piece splits into a Coleman-Weinberg (which is independent of $A_0$) and a thermal contribution (which depends on $A_0$). Because the configuration is supersymmetric, there is an equal number of complex scalar fluctuations as of Majorana fermionic fluctuations with a given mass. Therefore, the Coleman-Weinberg quantum contribution cancels out among fermions and bosons, and the effective potential to one-loop order is just given by the sum of the classical plus the one-loop thermal contribution. This contribution is straightforward to work out once the spectrum of fluctuations is known. To that matter, due to supersymmetry, it is enough to keep track of the bosonic piece of the fluctuations spectrum. It is not hard to check that for the $SU(N) \times SU(N+1)$ theory, upon diagonalizing the mass-matrix, we have

- 4 $n$ complex scalars of $m^2 = n^2 \lambda^2 v^4$ for $n = 1, \cdots, N$.
- 2 $N(N+1)$ massless complex scalar fluctuations.

The contribution of each fluctuation multiplet of mass $m$ to the one-loop thermal potential is

$$\Delta V_{\text{eff}} = \frac{1}{\beta} \int \frac{d^3 \vec{p}}{(2\pi)^3} \log \left( \frac{1 - e^{-\beta(E+iqA)}}{1 + e^{-\beta(E+iqA)}} \right)^2 ,$$

(7)

where $E^2 = \sqrt{\vec{p}^2 + m^2}$ and we have set $A_0 \equiv A$. In this expression the numerator in the argument of the log stands for the contribution of the boson in the multiplet, while the denominator represents the fermion. Furthermore the absolute value is due to the fact that for both boson and fermion we have to sum over particle and antiparticle, and thus add the two contributions with opposite signs of $q$. Here $A$ can be associated with either the baryon or R-symmetry $U(1)$. Because both R-charges and baryon charges are equal in absolute value for fermions and bosons in the multiplet, the contribution (7) has the same form in both cases, with $q = 1$ and $q = 1/2$ for baryon and R-symmetry respectively.

Since $|e^{-\beta(E+iqA)}| < 1$, we can expand the logarithm as
\[
\log \left( \frac{1 - e^{-\beta (E + i q A)}}{1 + e^{-\beta (E + i q A)}} \right)^2 = -4 \sum_{k=0}^{\infty} \frac{\cos(q A \beta (2k + 1))}{(2k + 1)} e^{-\beta (2k+1) E} . \tag{8}
\]

Performing the momentum integration, we find that a massless multiplet contributes
\[
\Delta V_{\text{eff}}^{(m=0)} = -\frac{4}{\pi^2 \beta^4} \sum_{k=0}^{\infty} \frac{\cos(q A \beta (2k + 1))}{(2k + 1)^4} , \tag{9}
\]
whereas a massive multiplet contributes
\[
\Delta V_{\text{eff}}^{(m)} = -\frac{2 m^2}{\pi^2 \beta^2} \sum_{k=0}^{\infty} \frac{\cos(q A \beta (2k + 1))}{(2k + 1)^2} K_2(m \beta (2k + 1)) . \tag{10}
\]

In addition, there is a classical contribution given by
\[
V_{\text{cl}}^{\text{eff}} = q^2 A^2 v^2 N (N + 1) . \tag{11}
\]

Thus, taking into account the complete fluctuation spectrum, we finally find the following expression for the one-loop effective potential
\[
V_{\text{eff}}^{\text{total}} = V_{\text{eff}} + 2 N (N + 1) \Delta V_{\text{eff}}^{(m=0)} , \tag{12}
\]
with
\[
V_{\text{eff}} = a^2 v^2 N (N + 1) \frac{\beta^2}{\beta^2} - \frac{8 \lambda_0^3 v^4}{\pi^2} \sum_{k=0}^{\infty} \frac{\cos(a (2k + 1))}{(2k + 1)^2} \sum_{n=1}^{N} n^3 K_2(n \lambda_0 v^2 \beta^2 (2k + 1)) , \tag{13}
\]
and we have introduced the dimensionless quantities \(a = q A \beta\) and \(\lambda_0 = \lambda / \beta\), the latter representing the effective coupling at temperature \(T\) (\(\lambda\) has units of \(\text{mass}^{-1}\) since \([W] = 3\)). The massless contribution \([9]\) is independent of \(v\), therefore it does not need to be considered in looking for the extrema of the potential.

In order to study the vacua of the theory in the general case we look for solutions to 0 = \(\frac{dV_{\text{eff}}}{dv}\). This gives the equation
\[
0 = \frac{a^2 v N (N + 1)}{\beta^2} + \frac{8 \lambda_0^3 \beta^2 v^5}{\pi^2} \sum_{k=0}^{\infty} \frac{\cos(a (2k + 1))}{(2k + 1)} \sum_{n=1}^{N} n^4 K_1(n \lambda_0 v^2 \beta^2 (2k + 1)) . \tag{14}
\]
Let us first consider the finite-temperature properties of the standard fuzzy sphere described in [5], that is, when the Wilson line is absent. When \(a = 0\), only the second term in \([13]\) remains. The way the effective potential \([13]\) behaves as a function of \(v^2\) can be seen from the fact that the function \(-z^2 K_2(z)\) is a monotonically increasing function starting
with $-2$ at $z = 0$ and approaching 0 asymptotically. This implies that at $a = 0$ the only extremum of the potential is the absolute minimum at $v = 0$. This can be verified directly by setting $a = 0$ in (14): then the first term in (14) vanishes and the second term is positive definite, which implies that the only extremum of the potential is indeed at $v = 0$. Thus we conclude that the parameter $v$, a modulus at zero temperature, is driven towards 0 by finite temperature effects.

In the following we show that, when the Wilson line is present ($a \neq 0$), in a certain range of the parameters the trivial solution $v = 0$ will not be the absolute minimum of the potential. The non-trivial minimum arises in different intervals of $a$ and temperature, with $\lambda_0$ and $N$ above some minimum value.

### 3.1 Finite $N$ case

We first consider finite (non-large) $N$ and look for solutions with $v \neq 0$ by suitably choosing the Wilson line $A$. Equation (14) can be analytically studied in two opposite approximations depending on the argument of the Bessel function.

\[ N \lambda_0 v^2 \beta^2 \ll 1 \]

For small argument $z \ll 1$ the Bessel function behaves as $K_1(z) \sim 1/z + \mathcal{O}(1)$. This approximation can be used for the first few terms in the Bessel functions of (14) when $N \lambda_0 v^2 \beta^2 \ll 1$. From some $k$ on, the argument of the Bessel function will not be small and this approximation cannot be used. However the $(2k+1)^2$ suppression for those terms (along with the fact that $z K_1(z) < 1$) makes their contribution in fact negligible. Thus, for $N \lambda_0 v^2 \beta^2 \ll 1$ eq. (14) can be replaced by

\[ 0 = a^2 + \frac{2 N (N + 1) \lambda_0^2 v^2 \beta^2}{\pi^2} \sum_{k=0}^{\infty} \frac{\cos(a (2k + 1))}{(2k + 1)^2}. \]

(15)

As discussed, the $k$-suppression allows us to consider the first few terms. In particular, keeping the first two terms one obtains

\[ v^2 = -\frac{\pi^2 a^2}{2 N (N + 1) \lambda_0^2 \beta^2 \left( \cos(a) + \frac{\cos(3a)}{9} \right)}. \]

(16)

Recalling that $a = qA/T$, we see that $v$ is real in a certain range of temperature, so this represents an extremum of the potential –indeed, a maximum, as can be seen by computing $V''_{\text{eff}}(v)$.

\[ \lambda_0 v^2 \beta^2 \gg 1 \]

Let us now consider the opposite limit, in which $\lambda_0 v^2 \beta^2 \gg 1$. The Bessel functions can now be approximated by its asymptotic form, $K_1(z) \approx \sqrt{\frac{\pi}{2z}} e^{-z}$. Because of the exponential suppression, we keep only the leading term, i.e. $k = 0, n = 1$. Thus
\[ 0 = a^2 N (N + 1) + \frac{4 \sqrt{2} \lambda_0^2 \beta^3 v^3}{\pi^2} \cos(a) e^{-\lambda_0 v^2 \beta^2}. \]  

(17)

With no loss of generality we have assumed \( v > 0 \), as the potential only depends on \( v^2 \). Then (17) has solutions provided \( \cos(a) < 0 \), which, within this approximation, implies

\[ (2 \ell + 1)^2 \pi < a < (2 \ell + 1)^2 \pi \quad i.e. \quad \frac{qA}{(2 \ell + 1)^2 \pi} > T > \frac{qA}{(2 \ell + 3)^2 \pi}, \quad \ell = 0, 1, 2, ... \]

(18)

Solutions exist only in a finite number of these intervals. The equation defining the extrema can have two roots, one double root or none. An analysis shows that the equation has solutions provided \( a \) is less than some maximum value \( \sim \sqrt{\lambda_0} \). Therefore, the intervals in (18) which give rise to solutions are \( \ell = 0, 1, ..., \ell_{\text{max}} \) with \( \ell_{\text{max}} \sim \sqrt{\lambda_0} \).

We can now combine the above information to understand the behavior of the potential. In any of the allowed intervals (18), for a sufficiently large \( \lambda_0 \), there are two extrema besides the trivial one \( v = 0 \), a maximum and a minimum, in fact captured respectively by the two regimes above: the one with lower \( v \) represents a maximum and the one with higher \( v \) represents a relative minimum of \( V_{\text{eff}} \), which becomes an absolute minimum if \( \lambda_0 \) is sufficiently large.

The exact potential is shown in fig. 1. One can see that non-trivial maximum and minimum appear for \( \lambda_0 \) or \( N \) above some critical value \( \sim \sqrt{\lambda_0} \). Therefore, the intervals in (18) which give rise to solutions are \( \ell = 0, 1, ..., \ell_{\text{max}} \) with \( \ell_{\text{max}} \sim \sqrt{\lambda_0} \).

We should note that from fig. 1(b) it follows that the non-trivial minimum becomes deeper as \( N \) is increased fixing \( \lambda_0 \).

The values \( v(T) \) representing the extrema of the potential are shown in fig. 2 for \( qA = \pi \). The lower part of the boundaries of the bubbles represent the maxima, whereas the upper part of the boundaries represent the minima. In general, for sufficiently large \( \lambda_0 \) or \( N \), there is a large bubble and a number of smaller ones. Each bubble lies within a window of \( T \) which at large \( \lambda_0 \) corresponds to one of the intervals in (18). The number of bubbles is reduced if \( \lambda_0 \) is reduced. Eventually also the largest bubble in fig. 2(a) becomes small and disappears as \( \lambda_0 \) gets smaller than some critical value, which depends on \( qA \). Figs. 2(a) and 2(b) also exhibit the fact that the minimal value of \( \lambda_0 \) below which there is no extrema depends on the temperature. For example, this can be seen gradually decreasing \( \lambda_0 \) and considering the effect on the two extrema \( v(T) \) in fig. 2. The bubbles become narrower, the minimum and maximum at a given \( T \) approach each other until they merge and eventually disappear at some critical \( \lambda_0(T) \).

So far we have considered fixing the value of the Wilson line parameter \( A \). As the effective potential comes in terms of the dimensionless quantity \( a = qA \beta \), it is instructive to consider the dynamics at fixed \( a \), \( i.e. \) scaling the Wilson line with the temperature so that \( a \) is kept fixed. The limiting lines of the wedge in figure 3 show the maximum (lower line) and the minimum (upper line) of the effective potential at various temperatures fixing
Figure 1: (a) $V_{\text{eff}}$ vs. $v$ for $N = 2$, $a = \pi$, $\beta = 1$ and $\lambda_0 = 20, 25, 30, 40$. The potential develops a maximum and a minimum for $\lambda_0 > 23.7$. For $\lambda_0 > 29.5$ the non-trivial minimum becomes also the absolute minimum. (b) $V_{\text{eff}}$ vs. $v$ for $\lambda_0 = 10$, $a = \pi$, $\beta = 1$ and $N = 4, 6, 8$.

Figure 2: (a) The solutions $v(T)$ of $\frac{dV_{\text{eff}}}{dv} = 0$ for $qA = \pi$, $N = 2$, $\lambda_0 = 1100$. The lower parts of the boundary of each bubble describe maxima and the upper parts describe minima of $V_{\text{eff}}$. (b) Same for $\lambda_0 = 270$. The third (smallest) bubble has disappeared and the second bubble is about to disappear. The largest bubble disappears for $\lambda_0 < 20$.

for $\lambda_0 = 30$, the wedge exists for $a \in [0.596 \pi, 1.095 \pi]$ (and it is widest for $a \approx 0.8 \pi$), thus in reasonably good agreement with (18). The agreement becomes better for larger values of $\lambda_0$. Figs. 4(a), 4(b) show $v(a)$ at fixed $T = 1$ and $\lambda_0 = 1000, 5000$. One can see the presence of a finite number of intervals which increases as $\lambda_0$ increases. While for simplicity of the exposition we used the special point $a = \pi$ to illustrate the mechanism, it is now clear that it applies for a range of values of $a$. The effect is in fact stronger for $a \approx 0.8 \pi$, where the non-trivial minimum is deepest (in particular, in the interval $19.2 < \lambda_0 < 23.7$, $a \approx 0.8 \pi$).
Figure 3: The solutions $v(T)$ of $\frac{dV_{\text{eff}}}{dv} = 0$, this time shown at fixed $a$. The upper (lower) line represents the minima (maxima) at different temperatures. a) For $a = 0.8 \pi$, $\lambda_0 = 30$ at $N = 2$; b) For $a = 0.8 \pi$, $\lambda_0 = 19.2$ at $N = 2$. For lower values of $\lambda_0$ the only extremum is the trivial minimum at $v = 0$.

only the trivial vacuum $v = 0$ exists for $a = \pi$, while there are still non-trivial extrema at $a \cong 0.8 \pi$.

Figure 4: The solutions $v(a)$ of $\frac{dv_{\text{eff}}}{dv} = 0$, now at fixed $T = 1$, $N = 2$. a) $\lambda_0 = 1000$; b) $\lambda_0 = 5000$.

### 3.2 Large $N$ case

For large $N$ we can approximate the $n$-sum in terms of an integral by introducing $x \equiv n/N$ so that

$$\sum_{n=1}^{N} n^3 K_2(n \lambda_0 v^2 \beta^2 (2k + 1)) \sim N^4 \int_0^1 dx \ x^3 K_2(x y) ,$$

(19)
with \( y \equiv g v^2 \beta^2 (2k + 1) \). Computing the integral we find

\[
\int_0^1 dx \ x^3 K_2(xy) = \frac{1}{y^4} F(y) , \quad F(y) = 8 - 4y^2 K_0(y) - y(8 + y^2) K_1(y) .
\] (20)

Then, the effective potential becomes

\[
N^{-2} \beta^2 V_{\text{eff}} = a^2 v^2 - \frac{8}{\pi^2 g^2 v^4 \beta^6} \sum_{k=0}^{\infty} \frac{\cos(a(2k + 1))}{(2k + 1)^6} F(g v^2 \beta^2 (2k + 1)) .
\] (21)

Thus, in the large \( N \) limit with fixed \( g = \lambda_0 N \), all terms in \( V_{\text{eff}} \) are homogeneous in \( N \). In the one-loop approximation, the existence of non-trivial minimum is therefore independent of \( N \), it only depends on the \('t\) Hooft coupling \( g \). More generally, since the Lagrangian \( \) admits a standard large \( N \) expansion, one expects that the location of the non-trivial minimum should be independent of \( N \) to all loop orders in the planar approximation.

The existence of non-trivial maxima and minima of the potential now becomes sensitive to the value of \( g \). For fixed \( a \) and \( T \), one can see that there is a minimum value of \( g \) above which \( V_{\text{eff}} \) has maximum and a minimum, in a similar way as in the \( N = O(1) \) case. We omit the figures, as \( V_{\text{eff}}(v) \) has a qualitative shape which is essentially the same as in fig. \( \) now plotted for different values of \( g \). The counterparts of figs. \( \) and \( \) are also similar, with \( g \) playing the role of \( \lambda_0 \).

### 3.3 Comments on the regime of validity of the approximation

Let us now pause to consider the regime of validity of our approximation. The coupling constant appearing in the (component) lagrangian is \( \lambda^2 \). As \( \lambda \) is a dimensionful parameter, the perturbative expansion will be in powers of a dimensionless parameter \( (\lambda E)^2 \), being \( E \) the energy of the process. In the present case, since the system is at finite temperature, we can estimate \( E \) as the average energy per particle in the heat bath, that is \( E = \frac{T}{2} \).

Furthermore, as it is well-known (see e.g. section 6.2.3 of [15]), \( L \) loop integrals yield further \( (4\pi)^{-2L} \) suppressing factors. There is also an extra factor of \( 2^{-3/2} \) coming from canonically normalizing the fields. Taking these factors into account, the perturbative expansion should be in powers of the coupling

\[
\kappa = \frac{\lambda_0^2}{2^{15/2} \pi^2} , \quad \lambda_0 = \lambda T .
\] (22)

Using this one finds a window where our one-loop approximation can in principle be justified \( (\kappa < 1) \) and at the same time can lead to non-trivial effects We should note however that the the coupling does not go deep into the perturbative regime, as our effect comes from balance between one loop and classical effects (and therefore they must be competing). Nonetheless, we expect that one effect of higher loops would be to increase the mass of the fluctuations, in this way weighting the quantum contribution more. As a result, the threshold value of \( \lambda_0 \) above which a non-trivial minimum of the effective potential exists would be smaller.
4 Conclusions

At zero temperature, the radius of the fuzzy sphere solution found in [5] is a modulus which stands for a scalar component in the baryonic current multiplet. At finite temperature, we found that one-loop effects drive this parameter towards zero value, i.e. the fuzzy 2-sphere is shrunk to vanishing radius. Although our calculation is perturbative, there is a related effect at strong coupling: as shown in [16, 17] by the analysis of the gravity dual, at temperatures well above the strong coupling scale both chiral and baryonic symmetries are restored, a condition which is satisfied by our weakly coupled analysis.

By deforming the theory adding a background (i.e. non-dynamical) gauge field for a global symmetry – such as the $U(1)_R$ or the $U(1)_B$ –, we proposed a mechanism for stabilization of the fuzzy sphere using similar ingredients as in the Hosotani mechanism [6]. The key observation is that there is a window in the Wilson loop parameter where the one-loop potential flips sign, rendering the $v = 0$ vacuum metastable and leading to an absolute minimum at some $v \neq 0$.

Other interesting applications of the present mechanism are in inflationary cosmology. Thinking of $v$ as an inflaton, it would roll down the potential towards the non-trivial minimum and back to $v = 0$ if the temperature is lowered. In fact, this has some similarities with the scenarios discussed in [9, 10]. It is interesting to note that the same mechanism for generation of non-trivial vacua by Wilson lines arises in more general settings, which have no connection with KS or fuzzy spheres. One could simply consider Einstein gravity coupled to a complex scalar and a fermion described e.g. by a Wess-Zumino Lagrangian with a $U(1)$ symmetry and some superpotential that provides equal masses for them once the scalar takes a vacuum expectation value. Turning on a temporal Wilson line at finite temperature, would then lead to a picture like in figure 2 with multiple intervals of temperature. The existence of these intervals means that, if the temperature is lowered, the universe undergoes different inflationary periods for each window of temperature. Each successive period has an inflaton field with lower value (determined by the upper part of the boundary of the bubbles of figure 2 and a cosmological constant parameter (determined by the value of the effective potential) that gets substantially smaller at each successive inflationary period. We leave this very interesting problem open for future research.

Finally, it would be interesting to study whether this mechanism survives to strong coupling. The vanishing Wilson line case has been studied in the past at strong coupling from a gravitational perspective (see e.g. [16, 17] as well as the recent work [18]). As for the $A \neq 0$ case, while we have exhibited the effect in the weak coupling approximation (as well as in the large $N$ weak ’t Hooft coupling approximation), this effect seems to become stronger for larger couplings. To investigate the strong coupling regime, a holographic approach is best suited. As the gauge fields in $AdS_5$ dual to the baryonic and R-symmetry currents are known, it might be possible to study this phenomenon from the gravitational point of view. In fact a very interesting discussion on the role of background gauge fields for global symmetries and its relation to the gauge/gravity duality has recently appeared in [13], where a prescription is discussed for the gravitational realization of deformations such as the one of the present work. For example, for the $U(1)_R$, in the present case one
can attempt a direct construction: an ansatz for the gravitational dual background can be constructed in terms of Melvin twists applied to the KS finite temperature background, mixing the time circle with the $U(1)$ circle in the $T^{1,1}$ base. Such twists may generate Wilson lines for a $U(1)$ background gauge field of the boundary theory and typically produce twisted boundary conditions on fermions and bosons on one circle \cite{19}. We leave this open for future work.
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