Machine Learning Based Color Classification by Means of Visually Evoked Potentials
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Abstract: Visually evoked potentials (VEPs) are widely used for diagnoses of different neurological diseases. Interestingly, there is limited research about the impact of the stimulus color onto the evoked response. Therefore, in our study we investigated the possibility of automatically classifying the stimulus color. The visual stimuli were selected to be red/black and green/black checkerboard patterns with equal light density. Both of these stimuli were presented in a random manner to nine subjects, while the electroencephalogram was recorded at the occipital lobe. After pre-processing and aligning the evoked potentials, an artificial neural network with one hidden layer was used to investigate the general possibility to automatically classify the stimulus color in three different settings. First, color classification with individually trained models, color classification with a common model, and color classification for each individual volunteer with a model trained on the data of the remaining subjects. With an average accuracy (ACC) of 0.83, the best results were achieved for the individually trained model. Also, the second (mean ACC = 0.76) and third experiments (mean ACC = 0.71) indicated a reasonable predictive accuracy across all subjects. Consequently, machine learning tools are able to appropriately classify stimuli colors based on VEPs. Although further studies are needed to improve the classification performance of our approach, this opens new fields of applications for VEPs.
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1. Introduction

All sensory perceptions, thoughts and ideas can be understood as cerebral electrical excitation patterns. However, to date, it has not been clarified in detail which excitation pattern corresponds to which sensory perception. Several approaches in brain research are used to identify which areas of the cortex are particularly activated during certain sensory perceptions or activities. One of them is the acquisition of evoked potentials (EPs), which means to measure and evaluate the response of the brain to a specific stimulus. Depending on the type of the stimulus, there exist well-known techniques, such as capturing visually evoked potentials (VEPs), auditory evoked potentials (AEPs), and somatosensory evoked potentials (SSEPs), and more uncommon ones, such as EPs, based on gustatory, olfactory, and pain stimulation [1]. The field of application is very broad, for instance, early diagnosis and monitoring of a specific disease, usage within a brain computer interface (BCI) [2,3], and prediction of a long-term disability [4], etc. Although imaging methods, such as magnetic resonance imaging (MRI), have replaced EPs in some applications, for instance, in diagnosis of multiple sclerosis (MS), EPs still have crucial advantages. First, the measurement setup is non-invasive and at low cost; second, the temporal resolution is very
high (i.e., in the range of ms) and the stimulus may be repeated several times to increase the signal quality; and third, the subject does not necessarily need to be conscious. In particular, the use of EPs during general anesthesia has increased their impact in clinical studies. Predicting post-operative visual output [5,6] or estimating the depth of anesthesia based on AEPs are only two examples [7,8]. Additionally, EPs are useful in follow-up and for monitoring the effect of a therapy or the disease course.

Despite the fact, that several scientific issues concerning EPs have been investigated and (partly) answered, surprisingly in the case of VEPs, there are only a few studies about the impact of the stimulus color onto the recorded response [9–15]. In these studies, either event related transient VEPs or steady-state visually evoked potentials (SSVEPs) were investigated. The first type of stimulation results in a series of well-known deflections, illustrated in Figure 1a, triggered by a not-necessarily periodic stimulus, for instance checkerboard inversion, with a long enough pause between the single stimuli. In contrast to that, SSVEPs are induced by a higher frequent change of a specific stimulus leading to a sinusoidal-like brain response. The main findings of [9–11] showed that different colors lead to different brain responses, which was determined by investigating several frequency ranges of the steady-state visually evoked potentials (SSVEPs). The authors of [10] found a relationship between the wavelength of the color and the impact onto the SSVEP, where colors with higher wavelength (e.g., red) tended to have a higher impact compared to colors with low wavelength (e.g., violet). Similar observations were made by [11], who investigated the brain responses to red/black, yellow/black, and green/black checkerboard patterns, as well as to the achromatic stimulus. Their study showed that, depending on the color and the intensity, the VEPs differ in latency and shape when averaging across 100 single trials. Going one step further, in our study we investigate whether it is possible to automatically classify the color based only on a few repetitions for which machine learning is well suited for. Machine learning has shown to be advantageous in several related fields. Impressive results in BCI research [16] or heartbeat classification for arrhythmia detection [17] are only two examples of many. Architectures, such as an artificial neural network (ANN), allow to find crucial patterns and information in data, which could stay undetected when using traditional methods and statistical testing. Hence, in the best case, it could even be possible to train a classifier onto a specific number of volunteers and subsequently apply the trained classifier to unknown test subjects in order to determine their ability to distinguish between two colors. This approach would allow online monitoring of a person’s color discrimination ability, which possibly varies in specific situations.

Figure 1. (a) Typical averaged checkerboard inversion visual evoked potential (VEP), which may be recorded using an experimental setup shown in (b).
Hence, we believe that this approach could be beneficial in several cases. First, it may provide a better insight into the cognitive processing of different colors or help to identify a possible color blindness at a very early stage—that is, for infants. Second, in case of BCIs, different colors may be used as additional discriminating possibility or as suggested by [10], the performance in terms of VEP detection can be increased by selecting the best suited color. Third, studies have revealed that anesthesia influences latency and the peak-to-peak amplitude of the induced VEPs [6,18]. In that context, a further scientific question would be whether the ability to discriminate colors is influenced by anesthesia or even vanishes at a specific state of anesthesia. Clearly, this question is not limited to color discrimination or VEPs particularly. Moreover, the (possibly vanishing) ability to distinguish between different auditory or somatosensory stimuli may be investigated. Those future studies could subsequently be helpful in estimating the state of anesthesia more accurately and allow better interpretation in terms of the functionality of the different sensing organs.

Consequently, in our study, we show that up to a certain degree it is possible to automatically classify the stimulus color by investigating the shape of the VEPs in an intra-subject and even inter-subject setting. For that, we evaluate the classification performance of an ANN for red/black and green/black checkerboard patterns, respectively. Note that the pattern reversal method requires the subjects to be conscious and stare at the stimulus. Addressing online monitoring of the color discrimination ability during anesthesia, this is clearly not provided. However, alternatively, a flash stimulus applied on the closed eye could be generated by light-emitting diode (LED) goggles. Thus, this study should be seen as proof-of-concept to perform automated color classification using VEPs, which allow to answer further interesting aspects in research.

2. Materials and Methods

Many different methods, such as the onset/offset, flash, and pattern reversal methods were proposed for the measurement of VEPs, resulting in different characteristic VEP signal shapes. For our study, we used the pattern reversal stimulus because of its high validity in inducing human VEPs, simplicity of implementation, lower intra- and inter-subject variability, and its major effects on the magnitude of the VEP [1].

Nine healthy subjects with normal or corrected to normal vision, and no known color deficiencies, were tested. The participants with a median age of 27.6 ± 12.2 years were all white, six of them were male and three were female. Subjects were informed about the experiment and consented. Care was taken to have the subject in a comfortable well-supported position to minimize eye movements and other artifacts. The checkerboard stimuli were generated on a DELL U2412Mc monitor. According to [19], the visual angle was set to $\alpha = 1^\circ$ (60 min of arc) leading together with the check size $C = 1.5$ cm to a visual distance of $D = \arctan \left( \frac{D}{\alpha} \right) = 88$ cm (Figure 1b). Two colors (red and green) were tested in addition to the achromatic stimulus, which was recorded in beginning of the experiment for ensuring the general functionality of the setup. For the experiment itself the checkerboard was designed as black/colored checks and the reverse frequency was 2 Hz. Intensities of the checkerboard colors were adjusted to have both the same value; that is 15 cd/m², calibrated by using a light-meter (Gossen Mavolux 5032C) in a darkened room.

VEPs were recorded using a biomedical signal amplifier (gtec USBAMP research, 16 channel EEG amplifier) at a sampling rate of $f_s = 1200$ Hz. Gold cup electrodes were fixed following the 10–20 international system along the mid-line at the occipital (OZ), central (CZ), and frontal lobe (FZ), measuring the voltage difference between OZ and FZ and setting CZ to ground [19]. Electrode placement was modified, until the electrode impedance was constantly below 5 kΩ for any electrode.

2.1. Experiment Procedure

After electrode fixation subjects were told to focus on the fixation point in the middle of the checkerboard (Figure 1b). As illustrated in Figure 2, as soon as the initial black screen disappeared, either the red/black or the green/black checkerboard (chosen randomly)
started to flicker for nine inversions at a rate of 2 Hz. This was followed by a two seconds
pause, during which the subjects were instructed to swallow or blink their eyes if necessary,
allowing to eliminate physiological noises as far as possible in advance. After this two
second pause, another episode of nine checkerboard inversions started, again selecting the
presented color randomly. This procedure was repeated until both colors were represented
10 times, which is considered in the following as one experimental run. Such an experi-
mental run was carried out eight times for each subject, allowing the test person to take a
break after each run. The whole experiment lasted about an hour per person. Standard
preprocessing was applied, that means a 50 Hz notch filter for suppressing power line
interference and a bandpass filter with cut-off frequencies 0.1 Hz and 100 Hz, respectively,
to cancel baseline drift and high frequency noise. Subsequently, the recordings were sliced
and aligned based on the recorded switching points (checkerboard inversion), which were
captured using a photo diode placed on the screen (Figure 1b). In total, we received
1440 single trials per subject, 720 for the red/black stimulus, and 720 for the green/black
one. However, in order to increase the signal quality, the single trials were averaged across
nine consecutive checkerboard inversions. Consequently we obtained 20 averaged VEPs
per experimental run (10 with a red/black stimulus and 10 green/black one), or in total
160 VEPs per subject.

Figure 2. Experimental setup for measuring VEPs using a red/black or a green/black checkerboard
as stimulus.

2.2. Model Training and Performance Evaluation

We received a data set consisting of 160 averaged VEPs per subject or in total 1440
for all subjects. Since ANNs have shown to be effective in the analysis of time series we
chose a fully connected ANN with one hidden layer and logistic activation functions to
test the general possibility of classifying VEPs caused by two different colors. For that,
we considered three different scenarios: training and prediction individually for each
participant, for all participants together, and training for all but one participant whose data
were then used as the test set. In order to avoid a too optimistic estimate of the ANN to
correctly classify the color, we performed nested cross-validation [20]. For the first two
scenarios, we randomly split the cohort of measurements into ten equally large groups,
so-called folds. Nine of these groups are subsequently used as training set and one as
withheld test set. Hence, for the first scenario, the training set consisted of 144 averaged
VEPs per subject, while for the second scenario we obtained 1296 averaged trials. For the
training set an (inner-loop) five-fold cross-validation was carried out for model training and
hyperparameter tuning; that means, selecting the size and the weight decay of the ANN
by performing a grid search. The optimized model with the best hyperparameters was
then applied to the withheld test set to obtain the performance measures accuracy (ACC),
area under the curve (AUC), and the F1-score. We determined the AUC by evaluating
the receiver operating characteristic (ROC) curve, which was generated for the according
withheld test sets after each outer loop run of the cross-validation. Clearly, the whole
procedure was repeated 10 times for the outer 10-fold cross-validation leading to a reliable
estimate of the model performance. For the third scenario, the procedure was similar,
however the training and test set were not selected randomly, but according to the subjects. Hence, in this case, we actually carried out a 9-fold cross-validation using eight subjects as the training set and one as an independent, withheld test set. For the inner cross-validation, again, the training set was split into five folds.

3. Results

Each volunteer went through the complete test protocol; none had to interrupt the study, for technical reasons, and as a consequence, all measurements of all participants were obtained within one session. A total of 1440 checkerboard flickers were recorded for every volunteer, resulting in 160 labeled averaged sweeps for each of them. Figure 3 shows a color-coded depiction of the averaged VEPs for every volunteer. In all subjects, the mean VEPs (across all single trials) differ. However, we also notice that the standard deviations of the VEPs are very high.

Figure 3. Mean and standard deviation of the resulting VEPs (red vs. green) for nine subjects.

Table 1 illustrates accuracy, AUC, and F1-score for three different classification experiments; that is, color classification in each individual volunteer with an individual model, color classification in all individuals with a common model, and color classification in each individual volunteer with a model trained on the data of all others. As expected, the mean results were the best for creating an individual model for each participant. However, although the performance measures are downgraded in the other two cases, we still observe a reasonable predictive accuracy across all subjects. Note that, for the first and the third scenarios, the performance values strongly depend on the subject.

As indicated in Figure 3, different areas of the raw signal were responsible for the successful classification of the two colors. In particular, the characteristic deflections (N75, P100, N135—cmp. to Figure 1a) seem to have a bigger influence on the correct classification.
Table 1. Artificial neural network classification results for the three test setups (individual training and testing, all participants together, and individual vs. remaining).

|            | Individual Participant | All Participants | Individual vs. Remaining Participants |
|------------|------------------------|------------------|---------------------------------------|
|            | Accuracy               | AUC              | F1-Score                              |
| S1         | 0.9938 ± 0.0198        | 0.9944 ± 0.0176  | 0.9941 ± 0.0186                       |
| S2         | 0.8625 ± 0.0922        | 0.8814 ± 0.0829  | 0.8637 ± 0.0852                       |
| S3         | 0.7375 ± 0.1277        | 0.7564 ± 0.1365  | 0.7281 ± 0.01552                      |
| S4         | 0.9125 ± 0.0734        | 0.9244 ± 0.0664  | 0.9098 ± 0.0825                       |
| S5         | 0.7500 ± 0.0722        | 0.7660 ± 0.0744  | 0.7448 ± 0.0872                       |
| S6         | 0.7438 ± 0.01081       | 0.7540 ± 0.1088  | 0.7445 ± 0.1143                       |
| S7         | 0.9250 ± 0.0655        | 0.9351 ± 0.0581  | 0.9274 ± 0.0623                       |
| S8         | 0.8313 ± 0.1444        | 0.8377 ± 0.1441  | 0.8338 ± 0.1331                       |
| S9         | 0.7063 ± 0.0979        | 0.7278 ± 0.0986  | 0.6842 ± 0.1291                       |
|            | mean ± std             | 0.8292 ± 0.1321  | 0.8419 ± 0.1287                       | 0.8256 ± 0.1413 |
|            | Accuracy               | AUC              | F1-Score                              |
| mean ± std | 0.7563 ± 0.0361        | 0.7581 ± 0.0375  | 0.7900                                |
|            | Accuracy               | AUC              | F1-Score                              |
| mean ± std | 0.7132 ± 0.1185        | 0.7135 ± 0.1185  | 0.7131 ± 0.1159                       |

4. Discussion

Our results clearly demonstrate that—after model training and up to a reasonable accuracy—it is possible to distinguish colors by analyzing a low number (<10) of VEPs using an ANN with one hidden layer, a standard method of machine learning. The main result of this study was that this differentiation is generally possible, although it has to be pointed out that there are some individual differences in the quality of the prediction for different volunteers (Table 1). Nevertheless, color classification was even possible if models were trained with data of other individuals, indicating robust inter-individual differences of VEPs induced by different colors.

4.1. Study Design and Measurement Setup

The colors were chosen to be red and green in order to be classified in this study. From theoretical considerations, it was assumed that these two complementary colors could show a large difference in the range of VEPs. However, other color combinations may even perform better in terms of color classification, while red and green have the lowest discrimination threshold for this specific type of color classification. Additionally, it is not clear whether the observed differences are caused by the two colors or by (subjectively felt) intensity differences. Although the light density of the two colors was adjusted to have the same value; that is 15 cd/m², the subjective sensation of the test subjects may have differed for the two colors. Interestingly, the subjects described the green/black checkerboard to be brighter than the red/black one. In this context, further investigations could be carried out, dealing with different intensities and colors.
Furthermore, one may argue that the observed small differences in latency, steepness, and area of the VEPs could be explained by varying attention or vigilance and, consequently, would not be caused by the different colors. However, due to the selected order of the stimulus presentation, it is very unlikely that varying attention and vigilance cause the differences. As stated in Section 2 and depicted in Figure 2, the colors were represented in a random order (e.g., red, red, green, red, green, red, . . . ) and not block-wise (e.g., red, red, red, . . . , red, green, green, green, . . . , green). Therefore, fading attention should equally impact the VEPs of both colors.

Moreover, we derived VEPs only from the occipital lobe (OZ), since it was not the aim of our study to diagnose any malfunction of visual signal processing in the brain, but only on the terminal processing of the optical signal. It is known that processing of optical impressions takes place in the area of the occipital lobe, which is why this brain region was used for the measurements. However, it cannot be ruled out that an even better classification might be possible using other brain regions, which should be investigated in the future.

4.2. Pre-Processing and Analysis

In order not to lose possibly crucial discriminate attributes, we only performed standard denoising as described in Section 2. Applying more sophisticated techniques for this task, such as wavelet denoising [21] or low-dimensional waveform representation [22], might even improve the results. Additionally, the alignment of the single-trial VEPs before averaging could be investigated in more detail. Although we used a photodiode to detect the exact switching point of the monitor, the specific response might still be slightly premature or delayed, which leads to an undesired smoothing effect of the averaged evoked potentials. Investigating these factors in more detail, could help to further improve the classification performance; however, it was not the aim of this work to optimize the classification results, but to illustrate the basic possibility to classify colors.

For that reason, we also decided to carry out the classification with a rather simple standard method of machine learning; that is an ANN with one hidden layer. Theoretically, other algorithms can also be used for this classification task, but most of these methods require a somewhat more complex selection of hyperparameters, which significantly influences their results. Since the aim of this work was to generally investigate automatic color classification using VEPs rather than comparing machine learning approaches, we limited our work to the ANN. Nevertheless, more sophisticated algorithms, for example a model driven neural network architecture [23], might even result in an improvement of classification, and should therefore be investigated in the future.

4.3. Interpretation of the Results

In all subjects, it was possible to detect the color with which a visually evoked potential was triggered using the methods described above. This is shown by the reasonable values for ACC, AUC, and F1-Score. It can therefore be assumed that it will generally be possible to predict the color with which a visually evoked potential was triggered in a test person after prior training. Surprisingly, the scenario without training on the data from an individual patient resulted in comparable performance, indicating that the pattern of color-induced VEPs is somewhat similar between individual patients.

However, we should note that the accuracy of this prediction was not equally high in all subjects (see Table 1). It is not completely clear why the classification performed better in some subjects than in others. Differences in the classification performance could be explained by different signal qualities and, thus, differences in signal purity. Variations in the fixation of electrodes could also play a role here, although strict care was taken to always place the electrodes to the same defined locations on the orbital skull. Nevertheless, conductivity between the electrodes and the skin possibly decreased during the measurement due to unintentional body/electrode movement. Unfortunately, electrode impedance was only checked in the beginning of the experiment; hence, a decreasing signal quality due
to worse electrode impedance values is a possible reason, but cannot be verified. Therefore, for future studies, we suggest to regularly measure resistance during the experiment.

In addition, different degrees of attention of the test persons could have influenced the results. Although all test persons were asked to focus on the stimuli as much as possible, it cannot be assumed that this was the case for all test persons to the same extent at all times during the measurement. Accordingly, any distraction by external stimuli could falsify the results.

However, it could equally be true that there are subtle differences in the brain structures or in information processing of the individual participants caused by differences in experiences. In that context, a possible color blindness or red/green deficiency may also cause worse classification results. Although we defined such a deficiency as an exclusion criterion and included only participants with no known color deficiency, theoretically it may have happened that participants with a (minor) red/green weakness were included. To avoid this in future studies on this topic, it has to be assured that the subjects are color fit, either by examining the color fitness by an Anomaloskop or at least by carrying out a color vision test, such as the Ishihara or the Richmond Hardy Rand–Rittler pseudoisochromatic test [24].

In general, it can be stated that characteristic times in the VEPs of all subjects were responsible for the classification. In particular, the steep rise of the N75 wave, as well as the areas around the P100 and N135 waves seem to play a major role (see Figure 3). The physiological/anatomical background of the VEPs with regard to color recognition is not yet known and should also be investigated in the future.

5. Conclusions

This work illustrates that it is generally possible to automatically classify the stimulus color of VEPs using an artificial neural network with one hidden layer. This allows the development of new clinical diagnostic tests or the usage within an intra-operative setting, for instance, as a factor to estimate the depth of anesthesia, or more general, to investigate the impact of anesthesia onto a patient’s color discrimination ability. Further studies are needed to improve the accuracy of our approach and to enable transfer of this new diagnostic tool into daily clinical practice.

Author Contributions: Conceptualization, C.B., L.M. and J.M.; methodology, C.B., L.M. and J.M.; software, C.B.; validation, C.B., J.M., M.R.V. and M.H.; formal analysis, C.B.; investigation, C.B. and M.R.V.; resources, C.B.; data curation, C.B.; writing—original draft preparation, C.B. and J.M.; writing—review and editing, C.B., M.R.V., S.K., T.T., M.H. and J.M.; visualization, C.B.; supervision, J.M. and M.H.; project administration, J.M.; funding acquisition, J.M. and M.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research received Open Access Funding by the University of Linz.

Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Ethics Committee of the medical faculty of Kepler University Hospital, Linz, Austria (protocol code 1201/2020, date of approval: 18 November 2020).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: Data and source codes will be made available upon request to the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.
References

1. Lascano, A.M.; Lalive, P.H.; Hardmeier, M.; Fuhr, P.; Seeck, M. Clinical evoked potentials in neurology: A review of techniques and indications. J. Neurol. Neurosurg. Psychiatry 2017, 88, 688–696. [CrossRef] [PubMed]
2. Allison, B.Z.; McFarland, D.J.; Schalk, G.; Zheng, S.D.; Jackson, M.M.; Wolpaw, J.R. Towards an independent brain–computer interface using steady state visual evoked potentials. Clin. Neurophysiol. 2008, 119, 399–408. [CrossRef] [PubMed]
3. Chen, Y.J.; Chen, S.C.; Zaeni, I.A.E.; Wu, C.M. Fuzzy Tracking and Control Algorithm for an SSVEP-Based BCI System. Appl. Sci. 2016, 6, 270. [CrossRef]
4. Kiyinglioglu, N.; Parlaz, A.U.; Aykildiz, U.O.; Tataroglu, C. Evoked potentials and disability in multiple sclerosis: A different perspective to a neglected method. Clin. Neurol. Neurosurg. 2017, 168, 117–128. [CrossRef] [PubMed]
5. Sharika, R.; Mirela, V.; Dinesh, G. Intraoperative Visual Evoked Potentials: There is More to it than Meets the Eye. J. Neurol. Neurosci. 2016, 7, 106–117. [CrossRef]
6. Hayashi, H.; Kawaguchi, M. Intraoperative monitoring of flash visual evoked potential under general anestheisa. Korean J. Anesthesiol. 2017, 70, 127–135. [CrossRef] [PubMed]
7. Weber, F.; Zimmermann, M.; Bein, T. The Impact of Acoustic Stimulation on the AEP Monitor/2 Derived Composite Auditory Evoked Potential Index Under Awake and Anesthetized Conditions. Anesth. Analg. 2005, 101, 435–439. [CrossRef] [PubMed]
8. Fahy, B.G.; Chau, D.F. The Technology of Processed Electroencephalogram Monitoring Devices for Assessment of Depth of Anesthesia. Anesth. Analg. 2018, 126, 111–117. [CrossRef]
9. Duart, X.; Quiles, E.; Suay, F.; Chio, N.; García, E.; Morant, F. Evaluating the Effect of Stimuli Color and Frequency on SSVEP. Sensors 2020, 21, 117. [CrossRef]
10. Chu, L.; Fernández-Vargas, J.; Kita, K.; Yu, W. Influence of stimulus color on steady state visual evoked potentials. Adv. Intell. Syst. Comput. 2017, 531, 499–509. [CrossRef] [PubMed]
11. Godinez Tello, R.J.M.; Müller, S.M.T.; Ferreira, A.; Bastos, T.F. Comparison of the influence of stimuli color on steady-state visual evoked potentials. Rev. Bras. De Eng. Biomed. 2015, 31, 218–231. [CrossRef]
12. Bekdash, M.; Asirvadam, V.S.; Kamel, N. Visual evoked potentials response to different colors and intensities. In Proceedings of the 2015 International Conference on BioSignal Analysis, Processing and Systems, ICBAPS 2015, Kuala Lumpur, Malaysia, 26–28 May 2015; pp. 104–107. [CrossRef]
13. Murd, C.; Kreegipuu, K.; Kuldkepp, N.; Raidvee, A.; Tamm, M.; Allik, J. Visual evoked potentials to change in coloration of a moving bar. Front. Hum. Neurosci. 2014, 8, 19. [CrossRef]
14. Nunez, V.; Shapley, R.M.; Gordon, J. Cortical double-opponent cells in color perception: Perceptual scaling and chromatic visual evoked potentials. i-Perception 2018, 9, 2041669517752715. [CrossRef]
15. Sato, Y.; Kitamura, Y.; Hirata, T.; Bao, Y. Investigation of Visual Stimulus Signals Using Hue Change for SSVEP. Appl. Sci. 2021, 11, 1045. [CrossRef]
16. Rasheed, S. A Review of the Role of Machine Learning Techniques towards Brain–Computer Interface Applications. Mach. Learn. Knowl. Extr. 2021, 3, 835–862. [CrossRef] [PubMed]
17. Annam, J.R.; Kalyanapu, S.; Ch, S.; Somala, J.; Raju, S.B. Classification of ECG Heartbeat Arrhythmia: A Review. Procedia Comput. Sci. 2020, 171, 679–688.
18. Afrasiabi, S.; Boostani, R.; Zand, F.; Razavipour, F. Introducing a novel index for measuring depth of anesthesia based on visual evoked potential (vep) features. Iran. J. Sci. Technol. Trans. Electr. Eng. 2021, 36, 131–146.
19. Odom, J.V.; Bach, M.; Briggel, M.; Holder, G.E.; McCulloch, D.L.; Mizota, A.; Tormene, A.P. ISCEV standard for clinical visual evoked potentials: (2016 update). Doc. Ophthalmol. 2016, 133, 1–9. [CrossRef]
20. Cawley, G.C.; Talbot, N.L.C. On Over-fitting in Model Selection and Subsequent Selection Bias in Performance Evaluation. J. Mach. Learn. Res. 2010, 11, 2079–2107.
21. Ahmadi, M.; Quian Quiroga, R. Automatic denoising of single-trial evoked potentials. NeuroImage 2013, 66, 672–680. [CrossRef]
22. Böck, C.; Kovács, P.; Laguna, P.; Meier, J.; Huemer, M. ECG Beat Representation and Delineation by Means of Variable Projection. IEEE Trans. Biomed. Eng. 2021, 68, 2997–3008. [CrossRef]
23. Kovács, P.; Bognár, G.; Huber, C.; Huemer, M. VPNET: Variable Projection Networks. Int. J. Neural Syst. 2021, 32, doi:10.1142/S0129065721500544. [CrossRef]
24. Cole, B.L.; Lian, K.; Lakki, C. The new Richmond HRR pseudoisochromatic test for colour vision is better than the Ishihara test. Clin. Exp. Optom. 2006, 89, 73–80. [CrossRef]