Nonadiabatic transitions in Landau-Zener grids: integrability and semiclassical theory

Rajesh K. Malla,1 Vladimir Y. Chernyak,2,3 and Nikolai A. Sinitsyn4

1Theoretical Division, and the Center for Nonlinear Studies, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
2Department of Chemistry, Wayne State University, 5101 Cass Ave, Detroit, Michigan 48202, USA
3Department of Mathematics, Wayne State University, 656 W. Kirby, Detroit, Michigan 48202, USA
4Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

(Dated: January 13, 2021)

We demonstrate that the general model of a linearly time-dependent crossing of two energy bands is integrable. Namely, the Hamiltonian of this model has a quadratically time-dependent commuting operator. We apply this property to four-state Landau-Zener (LZ) models that have previously been used to describe the Landau-Stückelberg interferometry experiments with an electron shuttling between two semiconductor quantum dots. The integrability then leads to simple but nontrivial exact relations for the transition probabilities. In addition, the integrability leads to a semiclassical theory that provides analytical approximation for the transition probabilities in these models for all parameter values. The results predict a dynamic phase transition, and show that similarly-looking models belong to different topological classes.

I. INTRODUCTION

The Landau-Zener (LZ) model describes an evolution for amplitudes of two states with a time-dependent Hamiltonian

\[ H = \begin{pmatrix} b_1 t & g \\ g^* & b_2 t \end{pmatrix}, \]

where \( b_{1,2} \) are called slopes of diabatic levels and \( g \) is the inter-level coupling. The basis in which the off-diagonal elements of \( H(t) \) are time-independent is called diabatic basis. The LZ formula provides an exact analytical expression for the probability to remain in the same diabatic state after the evolution during time \( t \in (-\infty, +\infty) \):

\[ P_{LZ} = e^{-2\pi |g|^2 / |b_1 - b_2|}. \]

This formula plays a special role in the theory of nonadiabatic transitions because it can be used as an approximation when the energy levels are mostly well separated. The adiabaticity is then broken only in disjoint regions of time-energy, in which the nonadiabatic dynamics is experienced only by pairs of states and the parameter time-dependence can be linearized.

For nanoscale systems of modern interest, however, many states may experience the nonadiabatic transitions simultaneously, even when the linear approximation of the parameter time-dependence near the nonadiabatic transitions is still applicable. The state evolution is then described by the nonstationary Schrödinger equation

\[ i \frac{d}{dt} |\psi\rangle = H(t)|\psi\rangle, \]

and the time-dependent Hamiltonian of a multistate Landau-Zener (MLZ) process has generally the form [1]

\[ H(t) = Bt + A, \]

where \( A \) and \( B \) are time-independent matrices, and \( B \) is diagonal. Let \( E \) be the diagonal part of \( A \). The nonzero elements of \( Bt + E \) are called diabatic energies and the corresponding eigenstates are called diabatic states. As \( t \to \pm\infty \), the diabatic states coincide with the Hamiltonian eigenstates. The goal of the MLZ theory is to find the amplitudes \( S_{nm} \) and the transition probabilities, \( P_{m\to n} = |S_{nm}|^2 \), from the diabatic states \( m \) as \( t \to -\infty \) to the states \( n \) as \( t \to +\infty \).

Among the MLZ models, there is a class of Hamiltonians that has attracted special attention previously. It corresponds to the time-dependent crossing of two bands with parallel diabatic levels, as shown in Fig. 1. Let \( N \) and \( M \) be the integer numbers of the parallel levels in these bands. Matrices \( A \) and \( B \) then have the dimen-
ions \((N + M) \times (N + M)\), and

\[
A = \begin{pmatrix} E_1 & G \\ G^\dagger & E_2 \end{pmatrix}, \quad B = \begin{pmatrix} b_1 1_N & 0 \\ 0 & b_2 1_M \end{pmatrix},
\]

where \(1_N\) and \(1_M\) are the unit, respectively, \(N \times N\) and \(M \times M\) matrices. The diagonal matrices

\[
E_1 \equiv \text{diag}\{e_1^1, e_1^2, \ldots, e_1^N\}, \quad E_2 \equiv \text{diag}\{e_2^1, e_2^2, \ldots, e_2^M\}
\]

are responsible for the spacing between the parallel diabatic levels; \(b_{1,2}\) are the slopes of the bands. The lower indices 1 and 2 in \(b_{1,2}^1, e_{1,2}^1\) refer, respectively, to the \(N\)-level and \(M\)-level bands. \(G\) is a \(N \times M\) matrix that describes direct coupling between the two bands. All elements of \(G\) can be nonzero and complex-valued.

The band crossing MLZ model (5) was discussed originally in relation to physics of the Rydberg atoms [2, 3]. Optical realization of this model was used to create an optical Galton board [4]. The early work sometimes referred to the level crossing pattern in the two-band model as to \(LZ\)-grid of energy levels. Later, LZ-grids attracted attention in relation to the two-state systems that are coupled to an environment, which splits the two levels of the LZ model into the two bands of many parallel levels [5–9], and more recently LZ-grids emerged in the study of qubits coupled to optical modes, such as in circuit QED systems [10–15].

Although certain facts about the LZ-grids have been determined analytically [5], such systems remain generally unsolvable. Due to the complex oscillatory behavior of the transition probabilities as functions of the parameters, physics of LZ-grids remains poorly studied. Approximations have been developed but only for limits of either very small [16] or very large [17] separations of the parallel levels in the bands. Such limits are approached very slowly with decreasing/growing \(e_{1,2}^1\), so they usually give too crude approximations to realistic choices of the parameters. There is also one fully solvable LZ-grid model [18] but it does not clarify many questions about the general problem.

Our article has two goals. First, we add to the analytical understanding of the transition probabilities in all LZ-grids by applying the recent developments on the time-dependent integrability [19, 20]. Thus, in section II, we show that all LZ-grids are formally integrable, in the analytical understanding of the transition probabilities in the nearly-adiabatic limit, as it has been recently demonstrated for the general three-state LZ model [20]. In section IV we apply this semiclassical approach to the four-state quantum dot models in order to derive approximate expressions for the experimentally most relevant probability to remain in the same quantum dot after a linear sweep of the gate voltage.

II. INTEGRABILITY OF THE GENERAL BAND-CROSSING MODEL

The integrability conditions for a time-dependent Hamiltonian \(H(t)\) are defined as the possibility to find a parameter combination \(\tau\), and an analytical form of a nontrivial operator \(H'\) such that [19]

\[
\frac{\partial H}{\partial \tau} - \frac{\partial H'}{\partial t} = 0, \quad [H, H'] = 0.
\]

Such conditions are known in the theory of solitons [28], and the existence of time-polynomial commuting operators in several MLZ systems was originally noticed in [29]. Before we discuss the applications, let us first prove that the conditions (6) and (7) can be always satisfied for the LZ-grid Hamiltonian with \(A\) and \(B\) given by (5).

Let us define a continuous family of operators

\[
H(t, \tau) = B(\tau) t + A(\tau),
\]

where \(B(\tau)\) and \(A(\tau)\) are obtained from the original \(B\) and \(A\) by setting

\[
B(\tau) \equiv B \tau, \quad E_1(\tau) \equiv \tau E_1, \quad G(\tau) \equiv G \sqrt{\tau},
\]

and keeping \(E_2\) intact. Note that at \(\tau = 1\), \(A(\tau)\) and \(B(\tau)\) are the same as original \(A\) and \(B\).

Then, the pair of operators, \(H(t, \tau)\) and \(H'(t, \tau)\), where

\[
H'(t, \tau) = \frac{\partial_\tau B(\tau)}{2} \tau^2 + \partial_\tau A(\tau) t - \frac{1}{2(b_2 - b_1) \tau^2} A^2(\tau),
\]

satisfy (6) and (7). Indeed, (6) is trivial to verify, whereas (7) leads to two independent conditions for the terms proportional to, separately, \(t^2\) and \(t\):

\[
\frac{1}{2} [\partial_\tau B(\tau), A(\tau)] + [\partial_\tau A(\tau), B(\tau)] = 0,
\]

\[
[\partial_\tau A(\tau), A(\tau)] = -\frac{1}{2(b_2 - b_1) \tau^2} [A^2(\tau), B(\tau)] = 0.
\]
where the nonabelian gauge field with components \( \mathbf{A}(t, \tau) = (H, H') \) has zero curvature, so the result of integration in (13) does not change after the deformations of \( \mathcal{P} \) that keep only the initial and final points of \( \mathcal{P} \) intact [19], and avoid singularities of the \( \tau \)-dependent Hamiltonians, as in Fig. 2.

Let the physical evolution correspond to the changes of \( t \) from \(-\infty\) to \(+\infty\) at \( \tau = 1 \). Then, \( \mathcal{P} \) starts at the point \((t, \tau) = (-\infty, 1)\). We fix, initially, \( t \) and change \( \tau \) from this point to another value, and only then perform \( t \)-evolution at fixed new \( \tau \). After this, we bring \( \tau \) back to \( \tau = 1 \) at \( t = +\infty \) [19, 28].

The \( \tau \)-evolution at fixed \( t = -T \to -\infty \) or \( t = T \to +\infty \) is strictly adiabatic due to the quadratic dependence of the diagonal elements of \( H' \) on \( t \). Therefore, the transition probabilities in the LZ-grid models that differ only by \( \tau \) within the family (9), which is parametrized by \( \tau \), are identical.

This nontrivial invariance can now be used in combination with a trivial symmetry that is common for all MLZ models. Namely, by rescaling time in the Schrödinger equation (3),

\[
t \to t/\sqrt{\tau},
\]

we cannot change the transition probabilities for the evolution in the interval \( t \in (-\infty, \infty) \) at fixed \( \tau \). On the other hand, this rescaling corresponds to the change of the parameters in the original model (5):

\[
b_{1,2} \to b_{1,2}/\tau, \quad E_{1,2} \to E_{1,2}/\sqrt{\tau}, \quad G \to G/\sqrt{\tau}.
\]

Thus, the transition probabilities are independent of the variable transformations, simultaneously, (9) and (15). Combining them, we find that the transition probabilities in model (5) are invariant of a simple transformation of the diagonal matrices:

\[
E_1 \to E_1/\sqrt{\tau}, \quad E_2 \to E_2/\sqrt{\tau}.
\]

This is the most general exact result of our article. The physical meaning of this result is illustrated in Fig. 3. For a model with only two levels in each band in this figure, there are only two independent level splittings

\[
\Delta e_1 \equiv e_1^1 - e_1^2, \quad \Delta e_2 \equiv e_2^1 - e_2^2,
\]

so Eq. (16) means that the transition probabilities depend only on the combination \( \Delta e_1/\Delta e_2 \) but not on the ratio \( \Delta e_1/\Delta e_2 \). It is easy to verify that

\[
S = \Delta e_1 \Delta e_2/(b_1 - b_2)
\]

has the physical meaning of an area enclosed by the diabatic levels (the diamond plaquette in Fig. 3). Hence, we can also formulate (16) as an invariance of the transition probabilities of the transformations of the LZ-grid that preserve the areas enclosed by the diabatic levels, as well as the LZ parameters \( |G_{ij}|^2/(b_1 - b_2) \) if the slopes of the bands are also allowed to change.

Unfortunately, the invariance under the transformations (16) is not sufficient to solve the whole model, i.e., to express the transition probabilities in terms of the known special functions of the model’s parameters. Nevertheless, we will show that this symmetry strongly simplifies the analysis, and even leads to certain further exact relations for the transition probabilities when a model has additional discrete symmetries.
III. QUANTUM DOT MODELS

In what follows, we will explore application of the symmetry (16) to two models, which have been studied to some extent for various reasons previously. We will refer to these models as to symmetric and antisymmetric. The symmetric model has the Hamiltonian

$$H_1(t) = \begin{pmatrix} e_1 & 0 & g & g \\ 0 & -e_1 & g & g \\ g & g & bt + e_2 & 0 \\ g & g & 0 & bt - e_2 \end{pmatrix},$$

(17)

and the antisymmetric one has the Hamiltonian

$$H_2(t) = \begin{pmatrix} e_1 & 0 & g & -\gamma \\ 0 & -e_1 & \gamma & g \\ g & \gamma & bt + e_2 & 0 \\ -\gamma & g & 0 & bt - e_2 \end{pmatrix},$$

(18)

where all parameters are real. The symmetric model has emerged previously in discussions of nonadiabatic behavior in MLZ systems in the large coupling limit [30].

Physically, both models, (17) and (18), can describe a single electron that jumps between discrete levels of two quantum dots. The linear potential ramp in one of the dots is then induced by applying a time-dependent electric gate voltage difference between the dots, as in the experiments [26, 27]. Each dot has two discrete energy levels. Most naturally, this happens when electronic spin can flip during the tunneling event due to the spin orbit coupling, as shown in Fig. 4.

In the antisymmetric case, with the Hamiltonian $H_2$, the couplings $g$ and $\gamma$ describe then the spin preserving and the spin flipping tunneling between the two dots. The minus sign near $\gamma$ guarantees the time-reversal invariance of the model. In fact, the Hamiltonian $H_2$ at $e_1 = e_2 = 0$ is the most general, up to gauge transformations, Hamiltonian that one can create for a time-reversed four-state system with spin [31], and the splittings $e_1, e_2 \neq 0$ are induced by applying the external magnetic field. Generally, different quantum dots have different g-factors, which then means that $e_1 \neq e_2$.

Both models, $H_1$ and $H_2$, have elementary discrete symmetries. For example, let

$$\Theta = \begin{pmatrix} 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}.$$  

The Hamiltonian $H_1$ has an elementary symmetry

$$H_1(t) = -\Theta H_1(-t) \Theta,$$

which leads to the symmetry of the evolution operator $U(T) = T \exp(-i \int H_1(t) dt)$:

$$U = \Theta U^\dagger \Theta,$$

(19)

from which follows that the amplitudes $U_{12}$ and $U_{43}$ in the symmetric model are purely real. There are also relations between different scattering amplitudes, such as, $U_{13} = U_{42}$, $U_{14} = U_{43}$, which lead to the relations between the transition probabilities: $P_{3 \rightarrow 1} = P_{2 \rightarrow 4}$, $P_{4 \rightarrow 1} = P_{2 \rightarrow 3}$, $P_{3 \rightarrow 2} = P_{1 \rightarrow 4}$, and $P_{4 \rightarrow 2} = P_{1 \rightarrow 3}$. For a reader interested in examples of discrete symmetry effects in other MLZ models, we refer to Refs. [31, 32].

Similarly, for the antisymmetric model, let

$$\Theta_A = \begin{pmatrix} 0 & -i & 0 & 0 \\ -i & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & -i & 0 \end{pmatrix},$$

then

$$H_2(t) = -\Theta_A H_2(-t) \Theta_A,$$

from which follows that $U_{12}$ and $U_{43}$ are purely imaginary in this model, and there is the same set of relations between the transition probabilities as for the symmetric model.

Apart from this, the transition probability independence of the area conserving transformations (Fig. 3), leads to less intuitive constraints. Namely, since different quantum dots generally have different level splittings, i.e.,

$$e_1 \neq e_2,$$

there is generally an asymmetry of dynamics in respect to the initially chosen quantum dot. For example, the trivial symmetry (19) does not predict any relation between the probabilities $P_{2 \rightarrow 1}$ and $P_{3 \rightarrow 4}$, as we illustrate in Fig. 5(a).

However, the invariance of the transition probabilities of the transformations (16) allows us to tune $e_1 = e_2$. 

![Fig. 4. The antisymmetric model describes a single electron with spin shuttling between two quantum dots with the Hamiltonian (18). Dashed lines show pairs of energy levels in each dot. Up and down red arrows mark the orthogonal spin states. The splitting within each pair is the effect of an external static magnetic field. The relative energies of localized states in different dots are controlled by time-dependent electric gate voltage. The couplings $g$ and $\gamma$ describe, respectively, spin-conserving and spin-flipping electron tunnelings that are permitted by the time-reversal symmetry of the system in the absence of the magnetic field.](image-url)
Let us also add the gauge transformation in both models without affecting the transition probabilities. At such values of the parameters, the Hamiltonians (17) and (18) have an additional discrete symmetry. Due to the quantum interference, this probability is expected to show oscillatory dependence on the area enclosed by the diabatic levels. The integrability of time-dependent Hamiltonians is a type of quantum symmetries that have not been studied experimentally previously. The experiments on Landau-Stückelberg interferometry provide an opportunity to detect the presence of such unusual quantum symmetries by measuring the state-to-state transition probabilities in already available solid-state and atomic systems. The deviations from the exact predictions would mean the presence of the terms beyond the standard Hamiltonian (18), which may emerge either due to nonlinear time-dependence of the gate voltage or effects of the magnetic field on the tunneling amplitudes.

In addition to the integrability conditions, there are six elements of the transition probability matrix that are known exactly and explicitly due to the no-go rule and the Brundobler-Elser formula [1, 5, 33]. For the antisymmetric model they are

\[ P_{1 \rightarrow 2} = P_{4 \rightarrow 3} = 0, \]
\[ P_{1 \rightarrow 1} = P_{2 \rightarrow 2} = P_{3 \rightarrow 3} = P_{4 \rightarrow 4} = e^{-2\pi(g^2 + \gamma^2)/b}, \]

and for the symmetric model we should replace \( \gamma \rightarrow g \).

In addition to relations (20)-(23), (24), and (25), we can only add the unitarity of the evolution constraints:

\[ \sum_{m=1}^{4} P_{m \rightarrow m} = 1, \forall m \in \{1, 2, 3, 4\}. \]

It turns out that many of the latter relations are not independent after we include the already mentioned relations. Thus, even having so many constraints, the matrix of the transition probabilities has three unknown independent parameters that have to be calculated separately.
Fortunately, the integrability leads to another simplification of the model’s analysis. Namely, it was shown in [20] that the integrability enables a semiclassical approach for estimation of the transition probabilities in the nearly-adiabatic limit. It was also noted in [20] that the analytical formulas that are obtained by this approach often provide a reasonable approximation for the numerical solutions at arbitrary values of the parameters.

Hence, in the following sections we apply this semiclassical approach to our four-state models, \( H_1 \) and \( H_2 \). For simplicity, here we will restrict ourselves only to the transition probability \( P_{2 \rightarrow 1} = P_{3 \rightarrow 4} \). This transition probability is the most physically interesting, first, because it is the only one that is needed to estimate the probability to remain in the same quantum dot after the time-linear sweep of the gate voltage. Indeed, all the other needed for this probabilities are given by the exact expressions (24) and (25). Moreover, a simple analysis shows that the probability \( P_{2 \rightarrow 1} \) should generally dominate over \( P_{1 \rightarrow 2} = P_{2 \rightarrow 1} \) in the adiabatic limit because the latter become nonzero after two, rather than one in the case of \( P_{2 \rightarrow 1} \), nonadiabatic overgap transitions.

Second, the transition from level 2 to level 1 is non-trivial even in the limit of large separation of all level crossings because it is then influenced by quantum interference of different evolution trajectories, as we show in Fig. 5(b). The dependence of the probabilities of such transitions on the relative parameter values is understood poorly. Although numerical simulations of few-state systems are easy, they show complex oscillatory behavior on the parameters even in simplest and perturbative regimes [34], so it is hard to see a general pattern for the role of different parameters. Hence, by developing nonperturbative analytical description of \( P_{3 \rightarrow 4} \) in models (17) and (18) we will obtain a useful insight into the interference effects in the nonadiabatic regime.

### IV. SEMICLASSICAL SOLUTION FOR \( P_{2 \rightarrow 1} = P_{3 \rightarrow 4} \) IN QUANTUM DOT MODELS

In order to find the transition probability \( P_{3 \rightarrow 4} \) for models (17) and (18) in the adiabatic limit, we take advantage of the \( \tau \)-independence of the transition probability and make the slopes of the tilted levels, 3 and 4, infinite by setting \( \tau \rightarrow \infty \), as it was done to study the three-state MLZ model in [20]. The tilted levels cross both the levels 1 and 2 then at time moments:

\[ t_\pm = \pm \varepsilon_2/b, \]

where “−” is for the crossing of level 3 and “+” is for the crossing of level 4.

Let us assume that level 3 is initially populated and we want to find the probability to end up on level 4. Following [20], we can employ the fact that for high-slope crossing the characteristic time of the nonadiabatic interactions is vanishing as \( \delta t \sim 1/\sqrt{\tau} \), whereas the nonadiabatic transitions between the diabatic states 3 and 4 take time that is independent of \( \tau \). Hence, we can separately treat the interactions of levels 3 and 4 with level 1, then with each other, and then with level 2. Specific details, however, depend on the models, which we will consider separately.

#### A. Symmetric model

First, we consider the Hamiltonian \( H_1(t, \tau) \) in the limit \( \tau \rightarrow \infty \), and where \( \tau \)-dependence is according to (9). We introduce the symmetric, \(|+\rangle\), and the anti-symmetric, \(|-\rangle\), combinations of the diabatic states 1 and 2:

\[ |\pm\rangle = \frac{1}{\sqrt{2}} (|1\rangle \pm |2\rangle). \]  

(26)

As \( \tau \rightarrow \infty \), both levels 3 and 4 couple only to the \(|+\rangle\) state and the nonadiabatic transitions to and from \(|+\rangle\) happen in the direct vicinity of time moments \( t_- \) and \( t_+ \). The corresponding coupling is \( g \sqrt{2 \tau} \), and the slope difference between the diabatic levels of \(|+\rangle\) and either \(|3\rangle\) or \(|4\rangle\) is \( \pi g \). The probabilities of fast transitions from \(|3\rangle\) to \(|+\rangle\) near \( t_- \) and from \(|+\rangle\) to \(|4\rangle\) near \( t_+ \) are given by the LZ formula for two state transitions:

\[ P_{3 \rightarrow +} = P_{+ \rightarrow 4} = 1 - e^{-4\pi g^2/b}. \]

In addition, during the time interval \( t \in (t_- , t_+) \) the states \(|+\rangle\) and \(|-\rangle\) interact with each other, in particular, via the virtual transitions through \(|1\rangle\) and \(|2\rangle\), as explained in [20]. Hence, the total transition probability from level 3 to level 4 can be expressed via the product of the probabilities

\[ P_{3 \rightarrow 4} = P_{3 \rightarrow +} P^{++} P_{+ \rightarrow 4} = (1 - e^{-4\pi g^2/b})^2 P^{++}, \]

(27)

where \( P^{++} \) is the probability to remain in \(|+\rangle\) after the dynamics with a \( 2 \times 2 \) effective Hamiltonian that acts in the subspace of \(|\pm\rangle\) during the time interval \( t \in (t_- , t_+) \).

Away from the points \( t = t_{\pm} \), as \( \tau \rightarrow \infty \), the effect of virtual transitions to and from levels 1 and 2 can be calculated perturbatively. Up to the zeroth order in \( \tau \), such transitions lead to an effective Hamiltonian in the subspace of states \(|\pm\rangle\):

\[ h_v = - \frac{2g^2}{b} \left( \frac{1}{t - t_-} + \frac{1}{t - t_+} \right) |+\rangle\langle +|, \]

(28)

where the index \( v \) refers to the interactions appearing due to the virtual transitions in the second order of perturbation series over \( 1/\tau^{1/2} \). The higher order corrections due to such transitions in the limit \( \tau \rightarrow \infty \) vanish.

The other contribution to the effective two-state Hamiltonian arises from the splitting \( \varepsilon_1 \) of levels 1 and 2, which mixes states \(|\pm\rangle\):

\[ h_e = \varepsilon_1 (|\rangle \langle +| + |+\rangle \langle -|). \]

(29)
Phase I: $r < 1$, i.e., $\epsilon_1 \epsilon_2 < g^2$. In this case, $\sqrt{1 - r^2}$ is real, so the branching points $t_{1,2}$ are purely imaginary. The transition probability $P^{++}$ can be estimated with the standard Dykhne formula as

$$P^{++} = e^{-2(2/b)\operatorname{Im} \int_{t_0}^{t_1} \Delta E(t) \, dt}, \quad r < 1,$$

where the final integration point $t_1$ is the imaginary root in (33) that is closer to the real time axis.

Phase II: $r > 1$, i.e., $\epsilon_1 \epsilon_2 > g^2$. Here, the branching points have both real and imaginary parts. Moreover, the imaginary parts are equal to each other, so both the branch cuts are relevant because they correspond to semiclassical evolution trajectories with comparable amplitudes.

The transition probability is given by a generalized Dykhne formula that sums the amplitudes of both trajectories and only then takes its absolute value squared:

$$P^{++} = \left| e^{-\frac{4}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt} \phi_\pi + e^{-\frac{4}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt} \right|^2,$$

where $\phi_\pi$ is a geometric phase difference between the two trajectories. It is of subdominant order $O(1)$ in comparison to the integrals in (35), and for real Hamiltonians can take only discrete values 0 or $\pi$. In appendix A, we calculate this phase for both $H_1$ and $H_2$ and show that for the symmetric model $\phi_\pi = 0$.

The integrals in (34), (35) cannot be simplified anymore. In this form, the probability $P^{++}$ is already much easier to calculate numerically than by solving the Schrödinger equation numerically directly. In appendix B, we show that the integrals can be additionally simplified for some choices of the parameters. Such cases are useful for developing the intuition about the magnitude of $P^{++}$ and its dependence on the parameters.

The result (35) is valid for $g^2/b \gg 1$. Naturally, at $g = 0$ it makes an unphysical prediction: $P^{++} = 2$. In order to adjust Eq. (35), we note that in our case

$$t_1 = -t_2^2,$$

so, we have

$$\text{Re} \left[ \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right] = -\text{Re} \left[ \frac{1}{b} \int_{t_0}^{t_2} \Delta E(t) \, dt \right],$$

$$\text{Im} \left[ \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right] = \text{Im} \left[ \frac{1}{b} \int_{t_0}^{t_2} \Delta E(t) \, dt \right],$$

and the desired approximation that makes $P^{++} = 1$ at $g = 0$ is

$$P^{++} \approx \frac{\cos^2 \left( \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right)}{\cosh^2 \left( \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right)},$$

Finally, using (27), we obtain the desired approximation for the four-state model $H_1$:

$$P_{3 \to 4} \approx \left( 1 - e^{-4\pi g^2/b} \right)^2 \frac{\cos^2 \left( \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right)}{\cosh^2 \left( \frac{1}{b} \int_{t_0}^{t_1} \Delta E(t) \, dt \right)}.$$

In Fig. 7, the analytical predictions (34) and (36) are compared to the results obtained by solving the Schrödinger equation (30) numerically for several values.
of the parameter combination $e_1 e_2 / g^2$. The analytical result for the critical case, $e_1 e_2 = g^2$ (the red curve), was taken from appendix Eq. (B2). Phases I and II are clearly distinguishable in numerical simulations: in phase I, $P^{++}$ decays monotonously with increasing $1/b$, whereas in phase II, $P^{++}$ oscillates as a function of $1/b$.

Note also that $P^{++}$ increases with increasing coupling strength $g$ in phase I. For large $g$, the leading contribution to the sum, $P_{3 \to 3} + P_{3 \to 4}$, is dominated by the transition probability $P_{3 \to 4}$, and consequently $P^{++}$. Hence, our result agrees with the asymptotic behavior that was found for the symmetric model $H_1$ in (30) in the limit $e_1 e_2 \ll g^2$.

B. Antisymmetric model with the Hamiltonian $H_2$

For the Hamiltonian (18), there are two couplings, $g$ and $\gamma$. The asymmetry between $g$ and $\gamma$ requires from us to introduce new linear combinations of the states $|1\rangle$ and $|2\rangle$:

$$|A^+\rangle = \frac{g|1\rangle + \gamma|2\rangle}{\sqrt{g^2 + \gamma^2}}, \quad |A^-\rangle = \frac{-\gamma|1\rangle + g|2\rangle}{\sqrt{g^2 + \gamma^2}},$$

such that $|3\rangle$ couples directly to $|A^+\rangle$ and $|4\rangle$ couples to $|A^-\rangle$. In the limit $\tau \to \infty$, both level 3 and level 4 cross the diabatic energies of $|1\rangle$ and $|2\rangle$ at time moments, respectively, $t_-$ and $t_+$. Hence, the transition probability $P_{3 \to 4}$ is

$$P_{3 \to 4} = P_{3 \to A^+} P^{+-} P_{A^- \to 4},$$  \hspace{1cm} (38)

where $P^{+-}$ is the probability of the transition from $|A^+\rangle$ as $t \to t_-$ to $|A^-\rangle$ as $t \to t_+$, and the fast nonadiabatic transitions are given by the standard LZ formula:

$$P_{3 \to A^+} = P_{A^- \to 4} = 1 - e^{-2\pi(g^2 + \gamma^2)/\hbar}.$$

In order to find $P^{+-}$, we follow the previous approach: we rescale time and obtain the analogous to (30) effective Schrödinger equation for evolution in the subspace $|A^\pm\rangle$ during time interval $t \in (-1, 1)$ and the effective $2 \times 2$ Hamiltonian

$$H_{\text{eff}}^A(t) = e_1 e_2 \left( \begin{array}{cc} -\frac{r_- - r_+}{r^2} & -\sqrt{1 - r^2/r^2_+} \\ \frac{r^2 - r^2_+}{r^4} & -\frac{r_- - r_+}{r^2_+} \end{array} \right),$$  \hspace{1cm} (39)

where

$$r_\pm \equiv (g^2 \pm \gamma^2)/(e_1 e_2).$$

The corresponding distance between the adiabatic levels of $H_{\text{eff}}^A$ is

$$\Delta E_A = \frac{2e_1 e_2}{(1 - t^2)^2} \sqrt{(t^2 - 1)^2 + 2(t^2 - 1)r_+ + r^2_+}. \hspace{1cm} (40)$$

This expression has almost the same structure as Eq. (32) for the symmetric model. Similarly, the transition from $|A^+\rangle$ to $|A^-\rangle$ requires a passage through the avoided crossing at $t = 0$, and there are two branching points $t_1$ and $t_2$ that are obtained by setting $\Delta E_A = 0$. However, we found two qualitative differences of the antisymmetric model from the symmetric one. First, the antisymmetric model does not have phase I, i.e., it always leads to the phase with two equally important branch cuts at time points

$$t_{1,2} = \left(1 - r_- \pm i \sqrt{r^2_+ - r^2_-}\right)^{1/2},$$  \hspace{1cm} (41)

where the convention for ")\ldots)^{1/2}" is to keep only the square roots in the upper complex plane. Such roots in (41) satisfy the relation $t_1 = -t_2^*$ as in phase II of the symmetric model. Hence, the antisymmetric model is always in the phase with the oscillatory behavior. Second, we show in appendix A that the geometric phase for the
The concept of integrability in MLZ theory originally was introduced to unify various fully solvable models. Interestingly, there are also large classes of systems that are formally integrable but cannot be fully solved. Thus, we showed that all LZ-grid models satisfy the integrability conditions for time-dependent Hamiltonians [19]. As a result, the state-to-state transition probabilities in all such models are invariant of parameter rescaling (16) but this is not sufficient to determine these probabilities analytically.

Nevertheless, this symmetry is nontrivial and different from the set of the previously known exact results that were derived for LZ-grids earlier [5]. In this sense, the integrability [19] is akin in effect to a conservation law for a time-independent Hamiltonian.

We are not aware of experimental studies of such symmetries in explicitly time-dependent Hamiltonians, although these symmetries should be realizable in a broad class of physical systems [32]. Given that the Landau-Stückelberg interferometry for a four-state antisymmetric model (18) has been already demonstrated in quantum dots [26, 27], the integrability of LZ-grids can also be tested. Specifically, for the Hamiltonian (18), we predict nontrivial but simple-looking relations between the state-to-state transition probabilities (20)-(23) in the dynamics induced by a linear potential chirp.

The experiment to observe such a nontrivial symmetry requires a modification of the control and measurement protocol in [26]. The standard Landau-Stückelberg interferometry protocol induces periodic transitions through the region with nonadiabatic transitions. It leads to spectacular multi-dimensional plots for the state probability dependence on the potential sweeping rate and the duration of the periodic control. However, such measurements are influenced by all parameters of the scattering matrix for a single passage through the nonadiabatic region. Hence, an analytical interpretation of such patterns for multi-state quantum systems is usually problematic due to the large number of relevant parameters.

Here, we propose to explore the multistate Landau-Zener transition probabilities directly, for example, resetting the state and then measuring it after each linear potential chirp in a coupled quantum dot system [26]. The advantage of such an experiment would be the direct measurement of the characteristics, for which either exact or semiclassical analytical predictions can be established. By comparing the experimental data to the theory, one can then explore such phenomena as the probability oscillations due to completely nonadiabatic interference effects that we exposed, as well as to confirm the exact constraints that follow from the model’s integrability.

On the side of mathematical physics, we found further confirmations to the conjecture in [20] that the time-dependent Hamiltonian integrability often leads to a semiclassical approach to calculate the leading contributions to the overgap transition amplitudes in multistate systems. This approach is an opportunity to explore the driven quantum models with considerable complexity. Although generally approximate, it produces reasonable approximations even in the strongly nonadiabatic regime.
regime, in which it cannot be rigorously justified.

Our semiclassical analysis reveals that even the simplest driven models can show complex behavior, such as phase transitions, in which the adiabatic limit plays a similar role to the thermodynamic limit in many-body systems. Thus, in the symmetric model, the interfering semiclassical trajectories do not necessarily lead to oscillations of measurable characteristics. Rather there are two phases: one with oscillatory behavior and another with a monotonous decay of the transition probability. We also found that models with similar structure and similar oscillatory behavior, can belong to different topological classes that are characterized by the topological phase $\phi_g$ between the interfering semiclassical trajectories. The integrability allows us to observe and quantify such phenomena in relatively complex and strongly driven quantum systems.

**Appendix A: Topological $\pi$-phase**

The $\pi$-phase between the amplitudes of different semiclassical trajectories in complex time has been known in literature, see, e.g., in [37]. In practice, however, this phase has been usually inferred numerically, and we do not know of a published rigorous analytical theory for its calculation. Therefore, here we provide such a theory, which exposes the topological nature of the $\pi$-phase and provides a simple path for its calculation. Our models with the Hamiltonians $H_{\text{sym}}$ and $H_{\text{sym}}^A$ are particularly suitable for illustration because all calculations for them can be performed analytically, and the results differ for the different models.

The geometric phase appears generally in quantum mechanics when evolution is considered along a closed path in the parameter space. In the context of the Dykhne formula, such a path can be found if we note that the phase difference between the amplitudes of the trajectories, $C^-$ and $C^+$ in Fig. 10(a), that go through two different branching points, is the same as the phase acquired during the evolution along a path $C = (C^+)^{-1}C^+$, that is, the cyclic trajectory on the Riemann surface that starts and ends at $t = 0$ on the original real time axis. $C$ follows $C^+$ along its direction marked in Fig. 10(a), and then switches to $C^-$ but follows it in the opposite direction to what is marked in Fig. 10(a). In Fig. 10(b) we show that this path is a knot that winds around the origin points of the branch cuts.

Any real two-state time-dependent Hamiltonian can be written in the form

$$H(t) = f(t)\sigma_z + X(t)\sigma_x,$$

where $f(t)$, $Z(t)$, and $X(t)$ are functions of time. Let us then define

$$\sin \theta = \frac{X(t)}{\sqrt{X(t)^2 + Z(t)^2}}, \quad \cos \theta = \frac{Z(t)}{\sqrt{X(t)^2 + Z(t)^2}}.$$

(A1)

Along the cyclic path in complex plane, $C$, an eigenstate of $H(t)$ can still be parametrized by an angle $\theta$:

$$|u(\theta)| = \left(\begin{array}{c} -\sin \theta/2 \\ \cos \theta/2 \end{array}\right).$$

(A3)

The topological phase originates from the fact that the Hamiltonian is periodic function of $\theta$, whereas the eigenstate vector (A3) depends on $\cos(\theta/2)$ and $\sin(\theta/2)$. Hence, if $\theta$ changes from 0 to $2\pi$ during an adiabatic evolution, the Hamiltonian returns to its initial form at the end but the state vector can change sign:

$$|u(2\pi)|_{\theta(C)=2\pi} = -|u(0)|.$$

(A4)

In other words, the state vector acquires a phase $\pi$. Generally, a periodic adiabatic evolution of parameters changes the angle $\theta$ by $2\pi n$, where $n$ is an arbitrary integer. The topological phase is then either 0, if $n$ is even, or $\pi$, if $n$ is odd. There cannot be another type of a geometric phase in this case because $\langle u(\theta)|\partial u(\theta)/\partial \theta \rangle = 0$.

For a closed trajectory $C$, which can be parametrized by time $t$, the topological phase is given by

$$\phi_g = \frac{1}{2} \oint_C \frac{d\theta}{dt} dt.$$  

(A5)

For the symmetric model (30), we have

$$Z = \frac{2g^2 t}{(t^2 - 1)}, \quad X = e_1 e_2,$$

so,

$$\frac{1}{2} \frac{d\theta}{dt} = \frac{r(t^2 + 1)}{4t^2 + r^2(1 - t^2)^2} = \frac{(t^2 + 1)}{r(t^2 - t^2_1)(t^2 - t^2_2)},$$

(A6)
where \( r = e_1 e_2 / g^2 \), and \( t_{1,2} \) are the two roots in the upper complex half-plane, which are written in (33).

Note that the integrand in (A6) has simple poles at \( t_{1,2} \) rather than the branching points. Hence, the integral over \( C \) is given by the difference of the residues at these poles, as illustrated in Fig. 10(c):

\[
\phi_{g} = \pi i \left[ \text{Res} \left( \frac{d\theta}{dt} \right)_{t_1} - \text{Res} \left( \frac{d\theta}{dt} \right)_{t_2} \right],
\]

(A7)

where \( \text{Res}(\ldots)_a \) is the residue of the expression at a simple pole \( a \), and where the minus sign is because \( C \) winds around \( t_1 \) and \( t_2 \) in opposite directions. Substituting the roots from (33) to (A7), and making sure that \( t_1 = -t_2 \), we find for the effective two-state system with the Hamiltonian \( H_{\text{eff}} \) that

\[
\phi_{g} = 0.
\]

(A8)

Analogously, for the effective Hamiltonian (39) that corresponds to the antisymmetric model (18), we have

\[
\frac{d\theta}{dt} = -2\sqrt{r_+^2 - r^2} t \frac{t}{(t^2 - t_1^2)(t^2 - t_2^2)},
\]

(A9)

where \( t_{1,2} \) are given by (41), and \( t_1 = -t_2^* \). Substituting (A9) and (41) into (A7), we find that for the effective Hamiltonian (39) the topological phase is

\[
\phi_{g} = \pi.
\]

(A10)

Thus, despite similar oscillatory behavior, the symmetric and antisymmetric models are characterized by the different values of topological phase \( \phi_{g} \). In this sense the models belong to different topological classes.

**Appendix B: Analytically simple special cases**

1. **Symmetric model: the critical point at** \( e_1 e_2 = g^2 \)

The condition \( e_1 e_2 = g^2 \) marks the phase transition point between phase I and phase II. In this special case the two branching points are degenerate and purely imaginary, i.e., \( t_1 = t_2 = i \). The adiabatic energy difference simplifies to

\[
\Delta E = 2g^2 t^2 + \frac{1}{1 - t^2}.
\]

Substituting \( t = ix \) into the integral in the Dykhne formula (34) we find

\[
2\text{Im} \left[ \int_0^{\xi_i} \Delta E \, dt \right] = 2g^2 \int_0^1 \frac{1 - x^2}{1 + x^2} \, dx = 2(\pi - 2).
\]

Following [37], we should set the exponential prefactor in this special case to be 2 rather than 1 because the behavior near the zero is \( \Delta E \sim (t - t_1) \) rather than the typical \( \Delta E \sim (t - t_1)^{1/2} \). This leads to the transition probability

\[
P_{e_1 e_2 = g^2}^{++} = 2e^{-2(\pi - 2)g^2/b}.
\]

(B1)

This formula is valid only asymptotically in the limit \( g^2/b \gg 1 \). Without affecting the behavior in this domain, we can also write

\[
P_{e_1 e_2 = g^2}^{++} \approx \frac{1}{\cosh(2(\pi - 2)g^2/b)},
\]

which is still generally approximate but has right value, 1, at \( g = 0 \). Finally, the semiclassical formula for the transition probability in the original 4-state model for this special case is

\[
P_{3 \rightarrow 4}^{e_1 e_2 = g^2} \approx \frac{(1 - e^{-4\pi g^2/b})^2}{\cosh(2(\pi - 2)g^2/b)}.
\]

(B3)

2. **Symmetric model: the case with oscillations at** \( e_1 e_2 = g^2 \sqrt{2} \)

Substituting \( e_1 e_2 = g^2 \sqrt{2} \), to Eq. (32), we find

\[
\Delta E = 2\sqrt{2}g^2 \sqrt{t^2 + 1}.
\]

The two branch points in the upper plane are then given by

\[
t_1 = e^{i\pi/4}, \quad t_2 = e^{i\pi/4}.
\]

To calculate the integral, we set

\[
t = e^{i\pi/4} s,
\]

which leads to:

\[
\frac{1}{b} \int_0^{\xi_i} \frac{dt}{t} \Delta E = \frac{2\sqrt{2}e^{i\pi/4}}{b} \int_0^1 \frac{\sqrt{1 - s^4}}{1 - is^2} \, ds = \frac{g^2 (\xi + i\zeta)}{b},
\]

where the analytic expressions for \( \xi \) and \( \zeta \) can be written in terms of the known special functions but the expressions are a bit lengthy. We just give their numerical values, which can be found to very high precision:

\[
\xi = 1.19814 \ldots, \quad \zeta = 1.9434 \ldots
\]

The analogous calculation leads to

\[
\frac{1}{b} \int_0^{\xi_i} \frac{dt}{t} \Delta E = \frac{g^2 (-\xi + i\zeta)}{b},
\]

and then to

\[
P^{++} \approx \frac{\cos(\xi g^2/b)}{\cosh(\zeta g^2/b)},
\]

which provides the leading exponent for small \( b \) and is 1 at \( g = 0 \).
3. Antisymmetric model: the case with $e_1 e_2 = g^2 - \gamma^2$

In the antisymmetric model there is also a special case

$$e_1 e_2 = g^2 - \gamma^2, \quad r_- = 1,$$

such that the integrals can be computed explicitly. Substituting $r_- = 1$ in (40), we find the eigenvalue difference

$$\Delta E_A = \frac{2e_1 e_2}{(1 - t^2)} \sqrt{t^4 - 1} + r_+^2,$$

where analytical expressions for $F[x]$ and $G[x]$ can be written in terms of the known special functions, which can be calculated with high precision. Similarly, we evaluate the integral for the branching point $t_1$:

$$\frac{1}{b} \int_0^{t_1} dt \Delta E_A = \frac{e_1 e_2}{b} \left\{-F[1 - r_+] + iG[1 - r_+]\right\}.$$

Combining the two contributions, and taking into ac-

and the branch points in the upper half plane are given by

$$t_1 = |r_+^2 - 1|^{1/4} e^{i3\pi/4}, \quad t_2 = |r_+^2 - 1|^{1/4} e^{i\pi/4}.$$

In order to calculate the integral we set

$$t = |r_+^2 - 1|^{1/4} e^{i\pi/4} s,$$

and find

$$\frac{1}{b} \int_0^{t_2} dt \Delta E_A = \frac{e_1 e_2}{b} \left\{F[1 - r_+] + iG[1 - r_+]\right\},$$

count the topological phase $\phi_b = \pi$, we finally find:

$$P^{+-} \approx \frac{\sin|e_1 e_2 F[1 - r_+]|/b^2}{\cosh|e_1 e_2 G[1 - r_+]|/b^2}.$$
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