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Abstract. In this paper, we introduce an attribution method for explaining action recognition models. Such models fuse information from multiple frames within a video, through score aggregation or relational reasoning. We break down a model's class score into the sum of contributions from each frame, fairly. Our method adapts an axiomatic solution to fair reward distribution in cooperative games, known as the Shapley value, for elements in a variable-length sequence, which we call the Element Shapley Value (ESV). Critically, we propose a tractable approximation of ESV that scales linearly with the number of frames in the sequence. We employ ESV to explain two action recognition models (TRN and TSN) on the fine-grained dataset Something-Something. We offer detailed analysis of supporting/distracting frames, and the relationships of ESVs to the frame's position, class prediction, and sequence length. We compare ESV to naive baselines and two commonly used feature attribution methods: Grad-CAM and Integrated-Gradients.

1 Introduction

Progress in Action Recognition has seen remarkable gains in recent years thanks to architectural advances [1–7] and large-scale datasets [8–13]. The task of action recognition is to classify the action depicted in a video, from a sequence of frames. We address a question previously unexplored in action recognition: given a video and a trained model, how much did each frame contribute to the model's output? Determining the contribution of each frame is similar to feature attribution, which assigns a value to each input feature, representing its weight to a scalar output in the model's response. Note that this is distinct from feature selection which computes the value of the feature globally across a dataset, and not for a specific example. Previous works in feature attribution [14–18] have taken inspiration from cooperative game theory The Shapley value [19] was proposed as an axiomatic solution to fairly distributing a reward amongst the players in a cooperative game based on each player's contribution. We offer the first attempt to integrate the Shapley axioms of fairness for video understanding—hence our paper's title 'Play Fair'.

In contrast to general feature attribution, and similar approaches applied to images [20–25], our focus is on attributing elements (frames) in a time-varying sequence (video). We depict our approach, Element Shapley Value (ESV), in Fig. 1. ESV assigns an attribution to each frame representing its contribution to the model output. This attribution is computed from the change in the model
We assign $\phi^i_c$, the Element Shapley Value, to each frame $i$ in a video fairly, given a model $f$ and a specific class $c$. We calculate differences in the class score for subsequences with and without the specified frame—e.g. (1,2,4) vs (1,4), and combine these for all subsequences (tiled boxes) to produce the element’s attribution (e.g. for frame 2). Class-specific $\phi^i_c$ are shown for two classes (right), the ground-truth class (in blue) and another class (in orange), highlighting positive/negative frame attributions.

We next explain our approach to determining the contribution of each element in a sequence to a model’s response, which we term element attribution. Related work is deferred until the end of the paper, to offer the best insight into how our work relates to feature attribution and approaches in video explanation.

## 2 Element Attribution in Sequences

In this section, we introduce the Shapley value as an axiomatic solution to attribution. We discuss the limitations of feature attribution methods, showcasing how these can be overcome when attributing elements in sequences. We then introduce our approach to tractably computing ESVs for variable-length sequences.

### 2.1 Element Attribution and the Shapley Value

To answer our motivational question, how much did each frame contribute to the model’s output?, we introduce element attribution as the task of determining...
the contribution \( \phi_i \) of an element \( x_i \) in a sequence \( X = (x_i)_{i=1}^n \) to the output of the model \( f(X) \). For a classification model, where the output is a vector of class scores \( f(X) \in \mathbb{R}^C \), we obtain the contribution \( \phi_i^c \) for each element \( x_i \) to the score \( f_c(X) \) of any class \( c \).

Element attribution can be viewed as special case of grouped-feature attribution, where an element is represented by a group of features and elements are ordered by their observation time. Of the previously-proposed feature attribution methods, additive ones \([16]\) have a desirable trait where the sum of attributions equals the model output, up to a constant additive bias \( b_c \) specific to \( f \):

\[
f_c(X) = b_c + \sum_{x_i \in X} \phi_i^c.
\]

(1)

Dividing the model’s output should be done fairly, reflecting the element’s actual contribution to the model’s output. A natural way of measuring the contribution of an element \( x_i \), is to consider the change in the model’s response when it is added\(^2\) to a subsequence \( X' \subset X \), where \( X' \) does not contain \( x_i \):

\[
\Delta_i^c(X') = f_c(X' \cup \{x_i\}) - f_c(X'),
\]

(2)

this is known as the marginal contribution of \( x_i \) on \( X' \). Note when \( \Delta_i^c(X') \) is positive, the addition of \( x_i \) increases the response of the model for class \( c \) and when negative, decreases it. However, \( \Delta_i^c(X') \) will differ depending on the subsequence \( X' \). As such, it is necessary to consider the marginal contribution of \( x_i \) on all subsequences it can join to calculate element attributions. This has the benefit of capturing the effects of resampling the sequence at all possible rates.

Lloyd Shapley (1953) defined a set of axioms that \( \phi_i^c \) should satisfy if it is to be considered fair \([19]\) (later refined by Young \([27]\) in 1985), we explain these in the context of element attribution:

**A1: Efficiency.** The sum of element attributions should equal the output of the model on the input \( X \), minus the output of the model on the empty sequence \( \emptyset \):

\[
\sum_{x_i \in X} \phi_i^c = f_c(X) - f_c(\emptyset).
\]

(3)

We call this difference, \( f'_c(X) = f_c(X) - f_c(\emptyset) \), the evidential score of \( X \) w.r.t to class \( c \), as it is the difference in class score when \( X \) is observed over observing nothing. We use the empirical class distribution of the training set as \( f_c(\emptyset) \).

**A2: Symmetry.** Any pair of elements \( x_i \) and \( x_j \) should be assigned equal contributions, \( \phi_i^c = \phi_j^c \), if \( f_c(X' \cup \{x_i\}) = f_c(X' \cup \{x_j\}) \) for all \( X' \subseteq X \setminus \{x_i, x_j\} \).

**A3: Monotonicity.** For any pair of classes \( c_1, c_2 \), if \( \Delta_i^{c_1}(X') \geq \Delta_i^{c_2}(X') \) for all subsequences \( X' \subseteq X \setminus \{x_i\} \) then \( \phi_i^{c_1} \geq \phi_i^{c_2} \).

There is a unique formulation of \( \phi_i^c \) satisfying the above axioms, known as the Shapley value, which consequently assigns attributions fairly. The Shapley

---

\(^2\) We adapt set notation to sequences using subset (\( \subset \)) and union (\( \cup \)) operations to form new subsequences. Elements preserve the same ordering as in the full sequence.
value [19] was originally proposed as a solution to the problem of fairly distributing a reward amongst players in a cooperative game. A cooperative game is one where a group of players known as a coalition collaborate to earn some reward. Players are treated as sets, as opposed to sequences. By analogy, each element in the sequence acts as a player and subsequences act as ordered coalitions. Accordingly, we refer to our element attribution method, that satisfies the Shapley axioms, as the Element Shapley Value (ESV). This is the weighted average of the marginal contributions of \( x_i \) to all subsequences \( X' \subseteq X \setminus \{x_i\} \) it can join:

\[
\phi^c_i = \sum_{X' \subseteq X \setminus \{x_i\}} w(X') \Delta^c_i(X') \quad w(X') = \frac{(|X| - |X'| - 1)!|X'|!}{|X|!}.
\]

(4)

where \( w(X') \) can be interpreted as the probability of drawing a subsequence \( X' \) from \( X \setminus \{x_i\} \), considering each way of forming \( X \) by adding an element at a time starting from \( \emptyset \), going via \( X' \) and \( X' \cup \{x_i\} \), as equally likely. Consequently, \( \phi^c_i \) can be rewritten as the expectation over a random variable \( X' \) with sample space \( 2^{X \setminus \{x_i\}} \) and probability mass function \( w(X') \) (proof in Appendix B.1):

\[
\phi^c_i = E_{X'}[\Delta^c_i(X')],
\]

(5)

which can be reformulated again in terms of the expected model response on the sequences before and after \( x_i \) is added to \( X' \):

\[
\phi^c_i = E_{X'}[f_c(X' \cup \{x_i\})] - E_{X'}[f_c(X')].
\]

(6)

This is an easier form to compute, as we don’t have to measure the marginal contributions of each element on each subsequence, but instead measure the expected model score on subsequences containing \( x_i \) and those not containing \( x_i \). We take one final step towards the form that we will actually use to compute element attributions, expanding Eq. (6) via the law of total expectation to

\[
\phi^c_i = E_s \left[ E_{X'}[f_c(X' \cup \{x_i\})] - E_{X'}[f_c(X')] \right],
\]

(7)

where the subsequence length \( s \) ranges from 0 to \( |X| - 1 \) with equal probability, and the random variable \( X' \) conditioned on \( s \) takes on values from \( \{X' \subseteq X \setminus \{x_i\} : |X'| = s\} \) with equal probability (proof in Appendix B.1). This allows us to compute \( \phi^c_i \) by first considering the expected marginal contributions at each scale \( s \) and then combining these across scales.

2.2 Element Attribution in Variable-Length Sequences

As shown in Eq. (4), computing element attributions requires evaluating the model on different subsequences. We first consider approaches used to evaluate a model on feature subsets, then the options we have in element attribution.
Feature Ablation. Evaluating a model on feature subsets is challenging as models rarely support the notion of a ‘missing feature’. Two approaches exist: re-training the model on all combinations of features [28] or substituting missing features with those from a reference [14, 16, 22, 24, 25, 29, 30], but both approaches have limitations. Retraining is computationally infeasible for more than a handful of features, and the choice of reference in feature substitution has a significant impact on the resulting attribution values [18, 31].

Element Ablation. Training an exponential number of models for each sub-sequence is infeasible for large models and thus ruled out. We could substitute frames by a reference, e.g. the mean element from the training set, or the nearest element still present, amongst other reasonable alternatives. However, similar to feature substitution [31], the choice of reference will have a large impact on the resulting attribution values. Feeding sequences that are out-of-distribution (such as one created by duplicating frames) to an action recognition model can result in uncharacteristic model responses [32]. We instead propose a more attractive option: utilising models that support variable-length input sequences.

Supporting Variable Length Inputs. When the model to be explained does not support variable-length inputs, we take inspiration from multi-scale models (e.g. TRN [1]) to build a model $f^{ms}$ capable of operating over variable-length sequences. Let $f^s(X)$ be a fixed-scale model which takes a sequence of length $s$ as input. We construct a set of models operating at different scales $\{f^s\}_{s=1}^{n_{max}}$, up to a maximum subsequence length $n_{max}$. We then combine these, such that each scale contributes equally to the overall output:

$$f^{ms}(X) = \mathbb{E}_s \left[ \mathbb{E}_{X'|s} [f^s(X')] \right],$$

where $s$ is a random variable over subsequence lengths $\{1.. \min(|X|, n_{max})\}$, all equally likely, and $X'$ is a random variable over subsequences of size $s$. This has similarities to the retraining approach [28], however we can leverage the homogeneity of our input to reduce the number of models from $O(2^{|X|})$ (one for each possible subsequence) to $O(n_{max})$. Another contrast is that the same models are used in inference and element attribution, unlike the work in [28].

2.3 Tractable Approach to Element Shapley Values

We have now defined the Element Shapley Value (ESV), as well as how these can be calculated using models supporting variable-length inputs. We next show how we can tractability compute the ESVs for all elements in a variable-length sequence in parallel culminating in Algorithm 1.

Bottom-up Computation. We compute the model’s output for each sub-sequence once by deriving a recurrence relation between $f^{ms}(X')$ and $f^{ms}(X)$, where $X' \subset X$, $|X| = n$, and $|X'| = n - 1$ (proof in Appendix B.2),

$$f^{ms}(X) = \begin{cases} f^1(X) & n = 1 \\ \frac{1}{n} \left[ f^u(X) + (n - 1) \mathbb{E}_{X'|s=n-1} [f^{ms}(X')] \right] & n \leq n_{max} \\ \mathbb{E}_{X'|s=n-1} [f^{ms}(X')] & n > n_{max} \end{cases},$$

(9)
To compute $f_{ms}(X)$, we start with subsequences of one element, moving up one scale at a time by combining results according to Eq. (9), obtaining $f_{ms}(X')$ for all $X' \subseteq X$ in the process. To compute ESVs simultaneously, we compute the expected model scores on subsequences with/without each element at each scale. We then combine these to obtain all elements’ ESVs as in Eq. (7).

**Sampling Subsequences.** The bottom-up computation improves the efficiency, but doesn’t deal with the exponential number of subsequences. We apply a sampling approximation to the expectations over subsequences in the definition of $f_{ms}$ (Eq. (9)) and the ESV (Eq. (7)). This is similar to the Monte-Carlo approach used in prior applications of the Shapley value [14,15] but is more sample efficient. Our sampling approach aims to maximise the number of subsequence relationships across scales to best approximate $f_{ms}$. Given a sample of subsequences $X^s$ at scale $s$, we grow subsequences by one element to obtain subsequences at the next scale, We then form a pool of all possible candidate subsequences of length $s + 1$:

$$C^{s+1} = \bigcup_{X^s_j \in X^s} \{X^s_j \cup \{x\} : x \in X \setminus X^s_j\},$$

from which we sample at most $m$ subsequences to construct $X^{s+1}$. We start our sampling approach with all single element subsequences: $X^1 = \{(x_i)\}_{i=1}^n$.

**Tying it All Together.** Combining the above techniques, we present our approach in Algorithm 1 for computing ESVs. When the number of sampled subsequences, $m$, is chosen to be $\max_k (|X^k|)$, it computes the exact ESVs $\phi^c_i$ for $f_{ms}(X)$. When $m$ is less than this, the algorithm computes the approximate ESVs $\hat{\phi}^c_i$. We repeat the inner loop that computes the marginal contributions across all scales a number of iterations to improve the accuracy of the approximation.

**Additional Definitions.** Elements whose $\phi^c_i > 0$ are termed supporting elements for class $c$, otherwise, if $\phi^c_i \leq 0$, they are termed distracting elements.

A common question when diagnosing a model is to understand why it classified a sequence incorrectly. We utilise the linear property of ESVs to compute a class-contrastive ESV $\delta_i$. This is the ESV for the class-contrastive (cc) model $f_{cc}(X) = f_{gt}(X) - f_{pt}(X)$, where $gt$ is the ground-truth class and $pt$ is the incorrectly predicted class. The class-contrastive ESV can thus be computed as: $\delta_i = \phi^c_i - \phi^c_i = \phi^c_i - \phi^c_i$. When $\delta_i > 0$, the element contributes more to the ground-truth class than the predicted class.

**Limitations.** We foresee two limitations to our current implementation of ESVs: (i) when the model’s output for a given class is too small $\epsilon$, frame-level ESVs are uninformative; (ii) when frame-level features are similar for multiple frames in the input sequence, our implementation calculates ESV for each independently, and does not benefit from feature similarities.

3 Experiments

We have now explained how ESVs can be computed in a tractable manner for all elements in a variable-length sequence. While our approach is applicable
Algorithm 1 Element Shapley Value (ESV) computation using $f^{\text{ms}}$

Input: A sequence $X = (x_i)_{i=1}^n : \mathbb{R}^{k \times D}$, Single-scale models $\{f^s : \mathbb{R}^{k \times D} \rightarrow \mathbb{R}^C\}_{s=1}^{n_{\text{max}}}$ comprising $f^{\text{ms}}$, and a class $c$ to explain.

Output: Element Shapley Values $\phi^c_i$ for all $x_i \in X$

Intermediates:
- $X^s_i$: A subsequence of $X$ of length $s$.
- $S^s_i, N^s_i$: Sum of scores over subsequences that contain/don’t contain element $x_i$ at scale $s$.
- $c, \bar{c}$: Results of $x$.
- $j, k, \ell$: Randomly select $\min(m, |C^*|)$ subsequences from $C^*$.
- $Z_j \leftarrow \sum_{k} \mathbb{I}[X_k^{s-1} \subset X^s_j]$ if $s = 1$ then
  - $F_j^s \leftarrow f^s(X_j^s)$
  - else if $s \leq n_{\text{max}}$ then
    - $F_j^s \leftarrow \frac{1}{s} \left( f^s(X_j^s) + (s - 1) \frac{1}{Z_j} \sum_{k} \mathbb{I}[X_k^{s-1} \subset X^s_j] F_k^{s-1} \right)$
  - else
    - $F_j^s \leftarrow \frac{1}{s} \frac{1}{Z_j} \sum_{k} \mathbb{I}[X_k^{s-1} \subset X^s_j] F_k^{s-1}$
  - $S_j^s \leftarrow S_j^s + \sum_{j} \mathbb{I}[x_j \in X_j^s] F_j^s$,
  - $\bar{S}_j^s \leftarrow \bar{S}_j^s + \sum_{j} \mathbb{I}[x_j \notin X_j^s] F_j^s$
  - $N_j^s \leftarrow N_j^s + \sum_{j} \mathbb{I}[x_j \notin X_j^s]$,
    - $\bar{N}_j^s \leftarrow \bar{N}_j^s + \sum_{j} \mathbb{I}[x_j \in X_j^s]$
  - $\phi^c_i \leftarrow \frac{1}{X^s_i} \sum_{s=1}^{|X^s_i|} S_j^s / N_j^s - \bar{S}_j^s / \bar{N}_j^s - 1 / n_{\text{max}}$

Experimental Setup. Our experiments are conducted on the validation set of the large-scale Something-Something v2 dataset [10], frequently used to probe video models [1, 29, 33] due to its fine-grained nature, large number of classes (174), and the temporal characteristics of most of its classes e.g. “Pulling [...] from behind of [...]”. Unless otherwise stated, $\phi^c_i$ is calculated for the ground-truth class of the example video. We implement $f^{\text{ms}}$ using single hidden-layer MLPs atop of extracted features with $n_{\text{max}} = 8$.

ESV is best applied to models where frame level features are extracted and combined through a temporal module. In this case, only the temporal module is evaluated to compute the ESVs. We primarily explain one commonly used action recognition model: Temporal Relational Network (TRN) [1]. However, we also use...

to sequences of any type of data, in this paper we focus on frames in video sequences. We compare ESV against baselines and two other commonly used feature attribution methods in a frame ablation experiment. We show that the choice of attribution method can have a big impact on the frames’ attribution values. We then analyse exact ESVs across a range of facets demonstrating how they can be used to understand models’ behaviour. Finally, we evaluate our proposed approximation showing that we can scale up our method to compute ESVs for all frames in variable-length videos.
ESVs to explain Temporal Segment Network (TSN) [34], and provide open-source code for explaining other models\(^3\). Further implementation and training details can be found in Appendix C in addition to how we compute ESVs for TSN.

### 3.1 Analysing Element Shapley Values

Our analysis is provided by answering questions that give new insights into how individual frames contribute to the model’s output.

**How do ESVs differ from other attribution methods?** We compare ESV against Integrated Gradients (IG) [17] and Grad-CAM\(^4\) (GC) [20]. These methods produce attributions for each feature, so to obtain element attributions, we marginalise the spatial and channel dimensions by averaging. We chose GC as the most-commonly used approach in explaining networks for video-understanding (e.g. [35–38]) and IG as an axiomatic approach based on Aumann-Shapley values [39], an extension of the Shapley value to infinite player games. IG computes the integral of gradients along a path from a reference to the input being explained (we use the mean frame feature as our reference). We use the public implementation of these approaches from Captum [40].

We first present a qualitative comparison on two sequences in Fig. 2 demonstrating disagreement amongst the methods in their element attributions. The top example (“Closing [...]”) shows that our method (ESV) highlights the first frame showing the open cupboard as well as the frame where the cupboard door has just been closed as the most important. Both IG and GC only highlight the first frame, missing the action completion, with GC considering the completion as marginally distracting. In the bottom example, ESV assigns the first three frames negative attributions, with positive attributions restricted to frames after the hand appears. ESV considers the frame with the visibly spinning key as most important while IG and SG highlight the last frame instead.

We compute the Pearson correlation between the attribution values produced by each pair of methods on the validation set. For ESV×IG, ESV×GC and

---

\(^3\) [https://github.com/willprice/play-fair/](https://github.com/willprice/play-fair/)

\(^4\) We remove the ReLU from the formulation to produce signed attributions.
Fig. 3. TRN class score and accuracy after iteratively discarding frames in order of their attribution rank (ascending ▲ vs descending ▼). We compare our method (ESV) to baselines (a,b) and two alternate attribution methods (c): GradCam (GC) and Integrated Gradients (IG). We keep figures (b) and (c) separate for readability. Removing frames with the highest ESV first causes the quickest degradation, whilst removing frames with the lowest ESV improves performance by avoiding distractor frames.

Fig. 4. (a) The percentage of supporting frames for correctly/incorrectly classified examples, comparing TSN to TRN. (b) % of examples where the frame is the most supporting/distracting show that TSN/TRN make use of frames in different positions.

IG×GC we get 0.60, 0.56 and 0.81 respectively for TRN compared to 0.85, 0.89 and 0.82 for TSN. We note that agreement differs per model. IG is more similar to GC when analysing TRN, but more similar to ESV when analysing TSN model attributions. Critically, we believe our fairness axioms and avoidance of out-of-distribution inputs make ESV a more founded technique for element attribution as we will demonstrate next.

How does performance change when we discard frames according to their attributions? For TRN, we iteratively discard frames from the input sequence in descending/ascending order of their attributions. We compare this approach to four baselines: discarding frames from the center frame outwards, from the edges of the sequence inwards, uniformly, and randomly. Figures 3a and 3b report results of this investigation on the full validation set uniformly sampling 8 frames from each video. Whilst a boost in performance is expected when removing frames with the lowest attribution value, since this approach has privileged knowledge of the ground-truth class, these figures show that (i) on average, 4 frames in an 8-frame sequence negatively influence the class score, and (ii) it is possible to maintain the model’s accuracy whilst discarding the majority (6/8) of the frames.
Fig. 5. Comparing the percentage of videos where $\phi_i^c > \phi_j^c$ for TRN. This shows that, across the dataset, some frames are on average more informative than others, and for certain classes this can be quite different to the overall trend.

We perform the same test, discarding frames by attribution rank for ESV, IG and GC in Fig. 3c. When discarding 4 frames by their decreasing rank, the model’s accuracy increases by 20% for ESV compared to 8% for GC and 7% for IG. These results demonstrate that ESV’s attribution values are more representative of how the model values frames compared to the other attribution methods.

**What can we learn from supporting and distracting frames?** We analyse the proportion of supporting frames across correctly and incorrectly classified examples in Fig. 4a, comparing TRN to TSN. Correctly classified examples are more likely to have a larger proportion of supporting frames, however a number of correctly classified videos contain distracting frames. There are more supporting frames for TRN compared to TSN for correctly classified examples.

**Is there a correlation between a frame’s position in the sequence and its ESV?** We consider the proportion of videos where each frame, by its position in the sequence, is the most helpful or harmful in Fig. 4b. The first/last frames are often the most impactful for TRN, as the model learns temporal relationships.

We further analyse TRN, reporting the percentage of videos for which $\phi_i^c > \phi_j^c$ for all combinations of frame positions $i$ and $j$ across the validation set as well as per-class. Fig. 5 shows that (i) frames residing in the middle of the sequence have higher attributions on average than those at the edges; (ii) class trends can deviate from this distinctly. The later frames for the class “Plugging [...] into [...]” are most important, as these are the ones that discriminate it from the similar action “Plugging [...] into [...] but pulling it right out”; (iii) Early frames from “Moving [...] and [...] away from each other” contribute most, as the objects move further from one another as the video progresses.

**How do subsequences of various lengths contribute to the ESV?** Since ESV is the average of the marginal contributions of subsequences at each scale, we analyse the per-scale average marginal contributions to probe the contribution of subsequences of a certain length $s$ (Fig. 6a). The average marginal contributions steadily decreases as longer subsequences are considered, indicating that the majority of the frame’s attribution is already extracted from shorter subsequences. We then consider whether there is a relationship between the number of frames fed to the model and the proportion of supporting frames in Fig. 6b. The longer the subsequence, the more likely it is some frames become redundant and potentially
distracting. This is an interesting finding—it showcases that utilising all frames in the sequence could harm model performance in the presence of distracting frames.

**Are ESVs temporally smooth?** We modify 16-frame sequences by replacing one frame in the uniformly sampled sequence with the frame 1, 2, or 3 places to the left/right. We compute the normalised difference in ESV\(^5\) for the original and replaced frame. We plot the distribution of changes in Fig. 6c. The figure shows a general trend of temporal smoothness, symmetric for both left/right shifts; the further the shift in either direction, the greater the change in ESV.

**What about class-contrastive ESVs?** Up to this point we have focused on ESVs for one class, the ground truth class of a video. We present qualitative examples of class-contrastive ESVs in Fig. 7. These show which frames contribute more to the ground-truth class than the predicted class. In the top sequence, the first frames confuse the model contributing more to “Pulling […] from left to right”. Frames when the battery is rolling contribute highly to the ground truth class. The second sequence shows that plugging the cable into the laptop contributes to both the predicted and ground truth class, but there is insufficient support from the frame where the cable is unplugged to make the correct classification.

### 3.2 ESV Approximation Evaluation

We now evaluate our ability to approximate Shapley values through our tractable approach proposed in Section 2.3. We first compare approximate to exact ESVs on 16 frame sequences (longer sequences limited by GPU memory). We then scale up our analysis to compute ESVs for all frames in variable-length videos and show approximate ESVs are consistent with those computed exactly for shorter sequences.

In Algorithm 1, we sample \( m \) subsequences per scale every iteration. We compare the approximate ESV \( \hat{\phi}_c^i \) produced by subsequence sampling against exact ESV \( \phi_c^i \), to assess the error introduced by approximation. For this assessment, we

\[^5\] As the contributions vary between sequences, we first normalise the ESVs so that the mass of contributions sum to one before comparing them, i.e. \( \sum |\hat{\phi}_c^i| = 1 \).
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Fig. 7. Class-contrastive ESVs comparing the ground truth class (gt) to the predicted class (pt).

| Scale sample size | 32 | 64 | 128 | 256 | 512 | 1024 |
|-------------------|----|----|-----|-----|-----|------|
| % of total subsequences/iteration | 0.68 | 1.32 | 2.56 | 4.71 | 9.01 | 16.19 |

Fig. 8. Comparing approximate vs. exact ESVs for 16-frame videos, as we vary $m$, the maximum number of subsequences at each scale, (y-axis) and the number of iterations (x-axis). For relative error, lower is better, and for LAD regression slope and Pearson correlation, closer to one is better. The table shows % of subsequences sampled per iteration as $m$ varies.

| Sample size | 32 | 64 | 128 | 256 | 512 | 1024 |
|-------------|----|----|-----|-----|-----|------|
| Relative error | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| LAD regression slope | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| Pearson correlation | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |

randomly sample 1,000 videos where $f_c(X) \geq 0.05$ so the ESVs aren’t so small as to compromise the approximation evaluation. We then uniformly sample 16 frames from each video. We consider three evaluation metrics to assess the effect of sampling:

1. **Relative error**, we compute the normalised error between approximate and exact ESVs per element $|\hat{\phi}^i_c - \phi^i_c|/A$ where $A = \frac{1}{|X|} \sum_j |\phi^j_c|$ is the video-level mean of the unsigned ESVs.

2. **Bias**, we fit a Least Absolute Deviance (LAD) regression between $\hat{\phi}^i_c$ and $\phi^i_c$. A regression slope < 1 shows an over-estimate.

3. **Correlation**, we compute Pearson’s $r$ between the approximate and exact ESVs computed for each video.

These metrics are computed per video and averaged across all videos. We present the results in Fig. 8 and demonstrate the efficiency of the sampling by reporting the percentage of subsequences sampled per iteration, for various $m$ values in the table underneath. For instance, at $m = 256$ over 4 iterations, we would have considered less than 19% of all subsequences, but would achieve $r = 0.99$ and no bias in the approximation. Increasing the sample size $m$ and/or number
Fig. 9. ESVs for all frames computed using our approximation method (we plot the mean ESVs over 10 runs of our algorithm and shade $\mu \pm \sigma$, $m = 1024$ with 4 iterations). We also plot the approximate and exact ESVs for 16 uniformly sampled frames demonstrating these are representative of the ESVs for longer sequences.

of iterations improves all metrics. Similar to Fig. 1, in Fig. 9 we plot ESVs computed for all 49 frames in a video. Without approximation we would require $10^{14}$ evaluations of $f^{\text{ms}}$, but with our approximation requires only 49k evaluations.

4 Related Work

Feature Attribution. These techniques can be categorised into backprop [17, 20, 23, 35, 41–44] or perturbation based [16, 22, 24, 43, 45] methods. Backprop methods either use standard or modified backpropagation rules to work out a feature’s contribution to an output neuron. These are more attractive computationally, as they don’t require multiple model evaluations, but often don’t satisfy expected principles of an attribution method such as implementation invariance, sensitivity to the input or the model parameters [17, 46]. Grad-CAM [20] is most popular, but a variety of others exist [21, 23, 35, 42–44].

In contrast, perturbation-based methods evaluate the model on perturbed inputs. Occlusion [43] was first utilised, sliding an occluding patch over the image and evaluating the change in the model’s output. Štrumbelj and Kononenko [14] proposed the use of Shapley values as a model explanation, initially retraining a model on every possible subset of features, but later [15] using feature substitution. SHAP [16] unified various attribution methods [23, 25, 44] by showing how each could compute or approximate Shapley values under certain assumptions (e.g. feature independence, model linearity).

Recent hybrid approaches combine perturbation with backprop [17, 22, 24]. Integrated gradients (IG) [17] uses Aumann-Shapley values [39] to compute feature attributions for differentiable models, however the method requires a reference and evaluates the model on out-of-distribution examples generated by linearly interpolating between the input and the reference. Meaningful perturbations [24] learn a mask to retain the most important pixels in an input image to a class
neuron. They add regularisers to encourage sparsity and contiguous region formation. Extremal perturbations \cite{22} address some of the shortcomings of \cite{24} such as the non-uniqueness of masks. Both works \cite{22,24} produce binary masks, rather than pixel attributions.

**Explaining Video Models.** Most works [29,35–38,41] in attribution for video understanding use backprop methods originally designed for images, such as Grad-CAM \cite{20} or EBP \cite{21}. A few recent works propose video-specific attribution methods. EBP-RNN \cite{41} extends EBP \cite{21} to CNN+RNN to explain video models. Saliency tubes \cite{47} use a Grad-CAM like formulation to provide spatio-temporal attributions of the last convolutional layer. They extend the approach in \cite{48} by backpropagating gradients to different depths in the network. Määttäri et al. \cite{29} apply meaningful perturbations \cite{24} to learn a temporal mask over the input. To keep the number of input frames fixed, they replace missing frames by duplication. Li et al. \cite{30} learn a spatio-temporal mask via extremal perturbations \cite{22}. They replace missing voxels with a reference of a blurred voxel, analysing R(2+1)D \cite{49} and a CNN+LSTM model.

In contrast to these works, we offer the first perturbation method for video explanation that is based on the Shapley axioms of fairness. Our method obeys principled criteria (Section 2.1) and does not feed models with out-of-distribution examples as in \cite{17,22,24}.

Alternate efforts in explaining video models take a network-centric approach. Feichtenhofer et al. \cite{50} use activation maximisation \cite{42} to explain a variety of two-stream architectures \cite{34,51,52}, synthesizing inputs that maximally activate a chosen class neuron. Huang et al. \cite{32} explain the temporal signal in video by training a temporal generative model to produce within-distribution videos of shorter or re-ordered frames. They explain C3D \cite{53} on a fixed-length sequence, analysing the model’s performance drop. These approaches offer a complimentary viewpoint to model explanations, and do not attempt frame attributions.

## 5 Conclusion

In this paper, we introduced the notion of element attribution for determining the contribution of each frame to the output of an action recognition model. We adopted the Shapley axioms as a way of determining these contributions in a fair and principled manner in our proposed Element Shapley Value (ESV). We side-step the issues present in feature-attribution by reformulating the Shapley value and utilise multi-scale models to determine the marginal contributions of frames without having to substitute them. We used ESV to analyse frame-based action recognition models on the Something-something dataset, showing insights into how trained models make classification decisions.
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A Appendix Introduction

The following sections present supporting material for the main paper. We first list all our notations for easy referencing in Appendix A.1. We then present proofs for the mathematical results in the paper in Appendix B. Next, we describe the experimental set-up in Appendix C and go on to provide an runtime analysis in Appendix D and additional results on TSN in Appendix E.

A.1 Notation Reference

| Variable | Definition | Description |
|----------|------------|-------------|
| $X$ | $(x_i)_{i=1}^n$ | An ordered sequence comprised of $n$ elements. In our experiments $x_i$ is a frame and $X$ is a video. |
| $x_i$ | $x_i \in X$ | An element of our sequence $X$. |
| $X'$ | $X' \subseteq X$ | A subsequence of $X$, at times this is constrained to be a proper subset ($X' \subset X$). Check surrounding context for constraints. |
| $f(X)$ | - | A model that operates on a sequence $X$ and produces a vector of class scores. |
| $f_c(X)$ | - | The score for class $c$ produced when the model $f$ is evaluated on the sequence $X$. |
| $f_c(\emptyset)$ | - | The score for class $c$ when there is no input, we choose the empirical class distribution over the training set to represent this. |
| $f_{gt}(X)$ | - | The ground truth class score. |
| $f_{pt}(X)$ | - | The predicted class score. |
| $f_{cc}(X)$ | $f_{gt}(X) - f_{pt}(X)$ | The difference between ground truth and predicted class score. |
| $f^s(X)$ | $f^s : \mathbb{R}^{s \times D} \rightarrow \mathbb{R}^C$ | A single-scale model mapping from a sequence of length $s$ where each element has dimension $D$ to a set of class scores. |
| $f^{ms}(X)$ | $E_s [E_{X' \mid X} [f^s(X')]]$ | A multi-scale model built from a set of single scale models. |
| $\Delta_c^i(X')$ | $f_c(X' \cup \{x_i\}) - f_c(X')$ | The marginal contribution of $x_i$ on the subsequence $X'$ with the condition that $x_i \notin X'$. |
| $\phi_c^i$ | $\sum_{X' \subseteq X \setminus \{x_i\}} w(X') \Delta_c^i(X')$ | The Element Shapley Value for $x_i$ with respect to class $c$. |
| $w(X')$ | $\frac{(|X| - |X'| - 1)! |X'|!}{|X|!}$ | The weighting factor used in the Element Shapley Value definition. |
| $\hat{\phi}_c^i$ | - | Approximated Element Shapley Value computed via Algorithm 1. |
| $\delta_i$ | $\phi_{gt}^i - \phi_{pt}^i$ | The difference in Element Shapley Value computed w.r.t the ground truth and predicted class. |
Proof. The Shapley value is originally defined [19] as
\[
\phi_i = \sum_{X' \subseteq X \setminus \{x_i\}} \frac{|X| - |X'| - 1)!|X'|!}{|X|!} [f(X' \cup \{x_i\}) - f(X)].
\] (11)

We define a random variable \(X'\) whose probability mass function (pmf) is
\[
p(X') = \frac{(|X| - |X'| - 1)!|X'|!}{|X|!}.
\] (12)

\(p(X')\) is a valid pmf, given all values are non-negative and its sum is equal to one by direct proof.

\[
\sum_{X' \subseteq X \setminus \{x_i\}} p(X') = \sum_{X' \subseteq X \setminus \{x_i\}} \frac{(|X| - |X'| - 1)!|X'|!}{|X|!}
\] (13)

\[
= \sum_{s=0}^{\min(|X| - 1)} \sum_{X' \subseteq X \setminus \{x_i\}, |X'| = s} \frac{(|X| - s - 1)!s!}{|X|!} \sum_{X' \subseteq X \setminus \{x_i\}, |X'| = s} 1
\] (14)

\[
= \sum_{s=0}^{\min(|X| - 1)} \frac{1}{|X|} \binom{|X| - 1}{s}^{-1} \sum_{X' \subseteq X \setminus \{x_i\}, |X'| = s} 1
\] (15)

\[
= \frac{1}{|X|} \sum_{s=0}^{\min(|X| - 1)} \binom{|X| - 1}{s}^{-1} \sum_{X' \subseteq X \setminus \{x_i\}, |X'| = s} 1
\] (16)

\[
= \frac{1}{|X|} \sum_{s=0}^{\min(|X| - 1)} \binom{|X| - 1}{s}^{-1} \binom{|X| - 1}{s}
\] (17)

\[
= \frac{1}{|X|} \sum_{s=0}^{\min(|X| - 1)} 1
\] (18)

\[
= 1.
\] (19)

Consequently, we can see that
\[
\phi_i = \mathbb{E}_{X'} [f(X' \cup \{x_i\}) - f(X')]
\] (21)
Conditional Expectation Form. The Shapley value can also be formulated as the expectation over the conditional expectation of the marginal contribution of an element on a coalition of size $s$ where all values of $s$ are equally probable.

$$\mathbb{E}_{X'} \left[ f(X' \cup \{x_i\}) - f(X') \right] = \mathbb{E}_s \left[ \mathbb{E}_{X'|s} \left[ f(X' \cup \{x_i\}) - f(X') \right] \right]$$  \hspace{1cm} (22)

This is a consequence of the law of total expectation, as we split the sample space into $|X|$ non-empty and non-overlapping partitions, each containing subsets of size $s \in \{0 .. |X| - 1\}$.

**Proof.** We show the equivalence by direct proof. Since there are $(|X| - 1)$ instances of $X'$ of size $s$ the conditional probability of $X'$ given $s$ is

$$p(X'|s) = \left( \frac{|X| - 1}{s} \right)^{-1}$$  \hspace{1cm} (23)

Expanding out the RHS of Eq. (22) we get

$$\sum_{s=0}^{\lfloor |X|/2 \rfloor} \sum_{X' \subseteq X \setminus \{x_i\}} p(X'|s)[f(X' \cup \{x_i\}) - f(X')]$$  \hspace{1cm} (24)

$$= \sum_{s=0}^{\lfloor |X|/2 \rfloor} \frac{1}{|X|} \sum_{X' \subseteq X \setminus \{x_i\}} \left( \frac{|X| - 1}{s} \right)^{-1} [f(X' \cup \{x_i\}) - f(X')]$$  \hspace{1cm} (25)

$$= \sum_{X' \subseteq X \setminus \{x_i\}} \frac{1}{|X|} \left( \frac{|X| - 1}{|X'|} \right)^{-1} [f(X' \cup \{x_i\}) - f(X')]$$  \hspace{1cm} (26)

$$= \mathbb{E}_{X' \subseteq X \setminus \{x_i\}} [f(X' \cup \{x_i\}) - f(X')]$$  \hspace{1cm} (27)

**B.2 Recursive Definition of Variable-Length Input Model**

We define our multi-scale model $f$ (note this is the same as $f^{\text{ms}}$, but we drop the superscript in this proof for notational simplicity) as a combination of the results from a set of single scale models $\{f_s\}_{s=1}^{n_{\text{max}}}$

$$f(X) = \mathbb{E}_s \left[ \mathbb{E}_{X'|s} [f_s(X')] \right].$$  \hspace{1cm} (8 revisited)

To improve efficiency when computing Shapley values, it is desirable to formulate this in a recursive fashion, which we denote $\hat{f}$. This enables the computation of $f(X)$ in terms of the expected result of $\hat{f}(\tilde{X})$ where $\tilde{X}$ is a random variable over subsequences of $X$ with one element less (all equally probable).

$$\hat{f}(X) = \begin{cases} f_1(X) & |X| = 1 \\ |X|^{-1} [f(|X|)(X) + (|X| - 1) \mathbb{E}_{\tilde{X}} [\hat{f}(\tilde{X})]] & |X| \leq n_{\text{max}} \\ \mathbb{E}_{\tilde{X}} [\hat{f}(|X|)] & |X| > n_{\text{max}} \end{cases}$$  \hspace{1cm} (28)
Proof. We prove the equivalence between \( f \) and \( \hat{f} \) by induction on \(|X|\).

**Base case:** When \(|X| = 1\), observe that \( p(s = 1) = 1 \) and the sample space \( \Omega(X') = \{X\} \) therefore \( f(X) = f^1(X) \) from Eq. (8).

**Inductive step:** We split the inductive step into two parts, one where \(|X| \leq n_{\text{max}}\) and one where \(|X| > n_{\text{max}}\). For both parts of the proof, we start by assuming \( f(\hat{X}) = \hat{f}(\hat{X}) \), which we have proven for the base case \( s = 1\). For \(|X| \leq n_{\text{max}}\), we start from \( f(X) \), expanding out the definition according to clause 2 in Eq. (28)

\[
\hat{f}(X) = |X|^{-1} \left[ f^{|X|}(X) + (|X| - 1) \mathbb{E}_X \hat{f}(\hat{X}) \right].
\] (29)

Our strategy will be to expand the expectation in Eq. (29), and show that substituting the expanded form back into Eq. (29) recovers Eq. (8). Focusing on the expectation and substituting our assumption, \( f(\hat{X}) = f(\hat{X}) \), yields

\[
\mathbb{E}_X [\hat{f}(\hat{X})] = \mathbb{E}_X [f(\hat{X})]
\] (30)

\[
= \mathbb{E}_X \left[ \mathbb{E}_s \left[ \mathbb{E}_X \left[ f^s(X') \right] \right] \right].
\] (31)

It is important to note the definitions of the random variables here: \( \hat{X}' \subseteq \hat{X} \) and \( s \in \{1 \ldots |\hat{X}|\} \). We then expand out the expectations

\[
\mathbb{E}_X [\hat{f}(\hat{X})] = \sum_{X' \subseteq X} \frac{1}{|X|} \sum_{|X'| = |X| - 1} \frac{1}{|X'|} \sum_{X' \subseteq X, |X'| = s} \left( \frac{|X| - 1}{s} \right)^{-1} f^s(X'),
\] (32)

reordering the summations, and replacing \(|\hat{X}|\) with \(|X| - 1\) yields

\[
\mathbb{E}_X [\hat{f}(\hat{X})] = \frac{1}{|X|} \sum_{s=1}^{|X| - 1} \sum_{X' \subseteq X, |X'| = |X| - 1, |X'| = s} \left( \frac{|X| - 1}{s} \right)^{-1} f^s(X').
\] (33)

As \( \{X : |\hat{X}| = |X| - 1\} \) is all subsequences of \( X \) excluding a single element, we can substitute this set with \( \{x_i \in X\} \) and replace \( X \) with \( X \setminus \{x_i\} \),

\[
\mathbb{E}_X [\hat{f}(\hat{X})] = \frac{1}{|X|} \sum_{s=1}^{|X| - 1} \sum_{x_i \in X, X' \subseteq X \setminus \{x_i\}, |X'| = s} \left( \frac{|X| - 1}{s} \right)^{-1} f^s(X').
\] (34)

Next, we show that

\[
\frac{1}{|X|} \sum_{x_i \in X, X' \subseteq X \setminus \{x_i\}, |X'| = s} \left( \frac{|X| - 1}{s} \right)^{-1} = \sum_{X' \subseteq X, |X'| = s} \left( \frac{|X|}{s} \right)^{-1}
\] (35)
To get from the LHS to the RHS, we need to consider how many times we will repeatedly count \( X' \) due to the outer summation. If we consider a fixed \( X' \), then there will be \(|X| - |X'|\) times where it will be drawn in the inner summation. Hence we can replace the outer summation with the number of occurrences

\[
\frac{1}{|X|} \sum_{x_i \in X} \sum_{X' \subseteq X \setminus \{x_i\}, |X'|=s} \left( \frac{|X| - 1}{s} \right)^{-1}
\]  

(36)

\[
= \frac{1}{|X|} \sum_{X' \subseteq X \setminus \{x_i\}, |X'|=s} (|X| - s) \left( \frac{|X| - 1}{s} \right)^{-1}
\]  

(37)

\[
= \sum_{X' \subseteq X \setminus \{x_i\}, |X'|=s} \frac{(|X| - s)(|X| - 1 - s)!}{|X| \cdot (|X| - 1)!}
\]  

(38)

\[
= \sum_{X' \subseteq X \setminus \{x_i\}, |X'|=s} \frac{(|X| - s)!}{(|X|)!}
\]  

(39)

\[
= \sum_{X' \subseteq X \setminus \{x_i\}, |X'|=s} \left( \frac{|X|}{s} \right)^{-1}
\]  

(40)

Having proven Eq. (35), we can simplify Eq. (34) to

\[
\mathbb{E}_X[\hat{f}(\hat{X})] = \frac{1}{|X|} \sum_{s=1}^{|X|-1} \sum_{X' \subseteq X, |X'|=s} \left( \frac{|X|}{s} \right)^{-1} f^s(X')
\]  

(41)

Substituting this form back into Eq. (29) we get

\[
\hat{f}(X) = |X|^{-1} \left[ \sum_{s=1}^{|X|-1} \sum_{X' \subseteq X, |X'|=s} \left( \frac{|X|}{s} \right)^{-1} f^s(X') \right] + f^{|X|}(X)
\]  

(42)

Now \( f^{|X|}(X) \) can be merged into the summation over \( s \) by increasing its bound from \(|X| - 1\) to \(|X|\)

\[
\hat{f}(X) = \sum_{s=1}^{|X|} \frac{1}{|X|} \sum_{X' \subseteq X, |X'|=s} \left( \frac{|X|}{s} \right)^{-1} f^s(X')
\]  

(43)

Which is the expansion of the expectations of \( f(X) \). The proof for the equivalence between \( \hat{f}(X) \) and \( f(X) \) for \(|X| > n_{\text{max}}\) is very similar to the above and has been omitted for brevity.
B.3 Linearity of Shapley Values

The Shapley value \( \phi_{w_1w_2} \) for a model \( f_{w_1w_2}(X) = w_1f_{c_1}(X) + w_2f_{c_2}(X) \) where \( w_1, w_2 \in \mathbb{R} \) is \( w_1\phi_{c_1} + w_2\phi_{c_2} \).

Proof.

\[
\phi_{w_1w_2} = \sum_{X' \subseteq X \setminus \{x_i\}} w(X')f_{w_1w_2}(X') \tag{44}
\]

\[
= \sum_{X' \subseteq X \setminus \{x_i\}} w(X') [w_1f_{c_1}(X') + w_2f_{c_2}(X')] \tag{45}
\]

\[
= w_1 \sum_{X' \subseteq X \setminus \{x_i\}} w(X')f_{c_1}(X') + w_2 \sum_{X' \subseteq X \setminus \{x_i\}} w(X')f_{c_2}(X') \tag{46}
\]

\[
= w_1\phi_{c_1} + w_2\phi_{c_2} \tag{47}
\]

C Detailed Experimental Setup

**TRN.** We extract 256D features for every frame in Something-something v2 using the publicly available 8 frame multi-scale TRN\(^6\) (this uses a BN-Inception \cite{54} backbone). We then train a set of MLP classifiers \( \{f^*_s\}_{s=1}^{n_{\text{max}}} \) with one hidden layer of 256 units, dropout of 0.1 on the input features, and ReLU activation. Each MLP \( f^*_s \) takes in the concatenation of \( s \) frame features and produces class scores. This is the same as the multi-scale variant of TRN, however, rather than training the classifiers jointly, we train them separately and then combine their results at inference time through Eq. (8). We tried training these classifiers jointly, producing a final class score by Eq. (8), however the individual classifiers perform very poorly when tested in isolation, and the overall performance was improved by training them separately. We train for 30 epochs with a batch-size of 512 and learning rate of 1e-3 using Adam to optimise parameters.

**TSN.** We train TSN \cite{34} with a ResNet-50 backbone \cite{55}. We introduce a bottleneck FC layer mapping from the 2048D features from the GAP layer to 256D, we then add a FC layer atop of this for classification. The Element Shapley Values for TSN can be obtained since the model is inherently capable of operating on variable length sequences. This means we can directly evaluate \( f_{c}(X') \) for all subsequences \( X' \). When scaling up to a large number of frames, we use the approximation technique as specified in Algorithm 1 but lines 7-12 are replaced with

\[
F_{s}^* \leftarrow f_{c}(X'^s) \tag{48}
\]

This adaptation to the algorithm is the same for any other model already supporting a variable length input.

The accuracy of both models on the validation set is shown in Fig. 10 across a range of different sequence lengths where frames are uniformly sampled from the video.

\(^6\) https://github.com/zhoubolei/TRN-pytorch
Fig. 10. TRN and TSN validation accuracy by number of frames input to the model.

D Computational Cost

The computational cost of the Element Shapley Value without approximation is $O(2^{|X|})$ in the number of forward passes. When we apply our approximation method presented in Algorithm 1 we reduce that complexity to $O(mi|X|)$ where $m$ is the maximum number of sequences sampled per scale and $i$ is the number of iterations of the approximation. Practically speaking, we can compute Element Shapley Values for both TSN and TRN exactly in reasonable time (under 10s/example) thanks to an optimised batched GPU implementation for up to 16 frames. Beyond this, the exponential scaling results in prohibitively long runtimes. Our approximation enables us to scale to more than 16 frames. We present a runtime analysis on a single NVIDIA 1080Ti in Appendix D.

Table 1. Runtime analysis of exact and approximate ESV on sequences of varying length. When applying our approximation algorithm (Algorithm 1) we have to choose $m$ (max number of subsequences/scale) and $i$ (number of approximation iterations).

| Model | No. of frames | Configuration | Time (s)         |
|-------|---------------|---------------|------------------|
| TRN   | 8             | Exact         | 0.80 ± 0.0001    |
|       | 16            | Exact         | 6.79 ± 0.01      |
|       | 16            | $m = 1024$, $i = 1$ | 0.122 ± 0.005 |
| TSN   | 8             | Exact         | 0.0043 ± 0.0007  |
|       | 16            | Exact         | 0.035 ± 0.0001   |
|       | 20            | Exact         | 0.614 ± 0.006    |
|       | 20            | $m = 1024$, $i = 1$ | 1.16 ± 0.0005  |
E Additional Analysis for Shapley Values using TSN

In this section we present analogous results for TSN, compared to the TRN counterparts in the main paper. Figure 11a reports the average marginal contribution at each scale (cf. Fig. 6a). The trends seen here are much the same as for TRN: as the scale increases, the average marginal contribution decreases. Figure 11b shows the number of supporting frames vs. number of frames input to the model (cf. Fig. 6b). Whilst the trend is similar to that for TRN, the proportion of supporting frames for TSN is much lower. Figure 11c shows the results of the frame shifting experiment for TSN (cf. Figure 6c) also demonstrating temporal smoothness.

Fig. 11. TSN: (a) Box-plot of marginal contributions at each scale. (b) Increasing the number of frames fed to the model decreases the percentage of supporting frames. (c) Change in ESV when compared to neighbouring frames. Larger shifts result in larger differences in ESV indicating temporal smoothness. (cf. Fig. 6 for TRN).

We conduct the same experiment on frame discarding for TSN as shown for TRN in Fig. 3, presenting results in Fig. 12. Since both GC and IG produce similar attribution values to ESV for TSN, we see less of a performance gap when discarding frames by the attribution ranks in descending order. However, ESV still produces a larger performance gain than GC and IG when removing frames in ascending order of attributions.

Finally, in Figs. 13 and 14, we present heatmaps showing the percentage of videos where $\phi^c_i > \phi^c_i$ for both TSN and TRN. Figure 13 shows classes where the distributions are similar and Figure 14 where they are different.
Fig. 12. TSN class score and accuracy after iteratively discarding frames in order of their attribution rank (ascending ▲ vs descending ▼). We compare our method (ESV) to baselines (a,b) and two alternate attribution methods in (c): GradCam (GC) and Integrated Gradients (IG), keeping figures (b) and (c) separate for legibility. (cf. Fig. 3 for TRN).
| Frame $j$ | TRN | TSN |
|-----------|-----|-----|
| Pushing [...] from right to left | 71.7% | 74.7% |
| Turning [...] upside down | 68.8% | 68.4% |
| Putting [...], [...], and [...] on the table | 82% | 79% |

**Fig. 13.** Comparing the percentage of videos where $\phi_i > \phi_j$ for TRN (left) and TSN (right). These are classes where the models value frames from the same position similarly.
Fig. 14. Comparing the percentage of videos where $\phi_i^c > \phi_j^c$ for TRN (left) and TSN (right). These are classes where the models value frames from the same position differently.