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Abstract

A modification of the classical primitive equations of the atmosphere is considered in order to take into account important phase transition phenomena due to air saturation and condensation. We provide a mathematical formulation of the problem that appears to be new in this setting, by making use of differential inclusions and variational inequalities, and which allows to develop a rather complete theory for the solutions to what turns out to be a nonlinearly coupled system of non-smooth partial differential equations. Specifically we prove the global existence of quasi-strong and strong solutions, along with uniqueness results and maximum principles of physical interest.
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1. Introduction

The primitive equations (PEs) represent the classical model for the study of climate and weather prediction, describing the motion of the atmosphere when the hydrostatic assumption is enforced [9, 13, 14, 26, 29]. To the best of our knowledge, their mathematical study was initiated by Lions et al in [22–24]. This research field has quickly developed, now attracting a large number of researchers over the last two decades.
According to the classical theory of atmospheric dynamics [9, 13, 14], for dry adiabatic motions a complete system of equations consists of the vector equation of motion
\[
\rho \frac{dV_3}{dt} + \rho \Omega \times V_3 + \nabla_3 p + \rho g = D, \tag{1.1}
\]
the equation of state
\[
p = R\rho T, \tag{1.2}
\]
the equation of continuity
\[
\frac{d\rho}{dt} + \rho \text{div}_3 V_3 = 0, \tag{1.3}
\]
and the first law of thermodynamics
\[
\frac{dT}{dt} - \frac{RT}{c_p} \frac{dp}{dt} = Q_T. \tag{1.4}
\]

Above, the following quantities play an important role:

- \( V_3 = (v, w) \) is velocity of the wind, where \( v = (u, v) \) is the horizontal velocity;
- \( \rho \) is density, \( p \) is pressure, \( T \) is temperature;
- \( g = (0, 0, -g) \) is the gravity, \( 0 < c_p \) is specific heat, \( 0 < R \) is specific gas constant;
- \( \Omega \) is angular velocity of the earth;
- \( D, Q_T \) are dissipation terms.

In their general three-dimensional form, these equations are too complicated to be treatable both from the theoretical and the computational side. The most common physical simplification is due to the observation that the vertical dimension is usually much smaller than the horizontal one. Based on the hydrostatic approximation [13, 14], this leads to the derivation of the primitive equations [9, 22–24, 27, 28]. The hydrostatic assumption introduces the equation
\[
\frac{\partial p}{\partial z} = -\rho g, \tag{1.5}
\]
which corresponds to the simplified form of the equation of conservation of momentum in the vertical direction. In its turn, (1.5) shows that \( p \) is a decreasing function of \( z \), which allows the use of \( p \) as the vertical coordinate. In the \((x, y, p)\) system, the equation (1.3) now becomes
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial \omega}{\partial p} = 0, \tag{1.6}
\]
where \( \omega \) (different from \( w \)) is now the vertical velocity of the wind in the \((x, y, p)\) system, defined by
\[
\omega = \frac{dp}{dt}. \tag{1.7}
\]

The mathematical form of the equations (1.1), (1.4) and (1.6) in the \((x, y, p)\) system makes these equations very similar to the Navier–Stokes equations of incompressible fluids [32,34,36] and makes their mathematical theory feasible; see e.g. [22] and the review article [28] which contains a large list of mathematical references.

When moisture is included, an equation for the conservation of water must be added, which is the case in e.g. [11,12,22,28]. However, in these works, the equation of conservation of moisture, corresponding to the variable \( q, 0 \leq q \leq 1 \), is simply an equation of transport
which does not account for the changes of phase, concentration/evaporation, and rain. In this work we will mainly be concerned with modifications coming from this change of model, with the aim of providing a rigorous mathematical framework for the study of such systems of equations. In earlier works [4, 5], two of the authors have studied the equations of the humid atmosphere with saturation by making the simplifying assumption that the velocity of the air $u = (v, \omega)$ is given. In this paper we address the whole problem, by coupling the methods developed in [4, 5] with the tools developed to study the three-dimensional PEs [3, 16–20].

1.1. The introduction of moisture

The equation of water vapour may be obtained in a similar manner to the derivation of the continuity equation. Calling $q$ the specific humidity, namely, the mass of water vapour in a unit mass of moist air, we can write its conservation equation [13, 14] as

$$\frac{dq}{dt} = \frac{S}{\rho} + D_q,$$  \hspace{1cm} (1.9)

where $D_q$ is a suitable form of dissipation accounting for horizontal and vertical diffusion while $S$ are sources or sinks of water vapour per unit volume per unit time. This equation extends the classical conservation equation from e.g. [13, 14] by adding the dissipation term $D_q$. In general, a sink of water vapour arises from condensation or evaporation from saturated air, in which case

$$\frac{S}{\rho} = \frac{dq_s}{dt},$$  \hspace{1cm} (1.10)

where $q_s$ is the saturation humidity, otherwise called the saturation concentration. In general, $q_s$ will either be constant or a nonlinear function of the temperature $T$, and will satisfy

$$\frac{dq_s}{dT} = \frac{\omega}{p} F(T),$$  \hspace{1cm} (1.11)

for some function $F$ whose expression is discussed in detail in section 2.3. The common coordinate system to study the PEs of the atmosphere is, as we wrote, the $(x, y, p)$ coordinate system, where the pressure $p$ replaces the vertical coordinate $z$. Expanding equation (1.9), in view of (1.10)–(1.11) and (1.7), we obtain that $q$ undergoes the evolution equation

$$\frac{\partial q}{\partial t} + v \cdot \nabla q + \omega \frac{\partial q}{\partial p} = \delta \frac{\omega}{p} F(T) + D_q,$$  \hspace{1cm} (1.12)

where $\delta$ is defined as

$$\delta = \begin{cases} 
1, & \text{if } \omega < 0 \text{ and } q > q_s, \\
0, & \text{otherwise}. 
\end{cases}$$

Roughly speaking, the contribution by $F(T)$ is assumed to apply only during condensation ($q > q_s$) and requires a negative $\omega$ (upward motion). Viewing $q_s$ as a threshold, this precisely describes the change of phase which the specific humidity $q$ obeys. The classical terminology is the following:

- $q < q_s$: under-saturated regime;
- $q = q_s$: saturation/condensation;
- $q > q_s$: over-saturated regime.

From the point of view of partial differential equations, (1.12) introduces the mathematical difficulty of dealing with a nonlinear and discontinuous right-hand side, making more challenging the proof of suitable well-posedness results.
1.2. A modified law of thermodynamics

The expression for $dq_t/dt$ in (1.11) may also be used in the thermodynamic equation

$$-L \frac{dq_t}{dt} = c_p \frac{dT}{dt} - \frac{RT}{p} \frac{dp}{dt},$$

in order to properly modify the conservation equation (1.4). We then have

$$\frac{dT}{dt} - \frac{RT}{c_p p} \frac{dp}{dt} = -\delta L \frac{\omega}{c_p p} F(T) + D_T,$$

(1.13)

where $\delta$ is the same as above. The first term on the right-hand side of (1.13) corresponds to the energy effect of condensation or evaporation. Here, $D_T$ is another form of dissipation accounting, e.g. for conduction or turbulence. Written in the $(x, y, p)$ coordinate system, the above equation reads

$$\frac{\partial T}{\partial t} + v \cdot \nabla T + \omega \frac{\partial T}{\partial p} - \frac{RT}{c_p p} \omega = -\delta L \frac{\omega}{c_p p} F(T) + D_T.$$

(1.14)

1.3. Structure of the paper

In the next section we rephrase, following [4, 5], the system as a set of differential inclusions, for which we provide suitable definitions of quasi-strong and strong solutions in section 3. Section 4 is devoted to the construction of a regularized approximated problem which is useful to prove the local-in-time existence of quasi-strong solutions in section 5. Local and global existence of strong solutions is proved in section 6. The question of uniqueness of quasi-strong and strong solutions is addressed in section 7, and it is very much related to the maximum principle results derived in section 8. Finally, we conclude the paper with appendix A, in which a modification of a result of [19, 20] is considered.

2. The PEs as differential inclusions

We start by defining our problem in a physical bounded domain, imposing boundary conditions and specifying the precise form of the dissipation terms appearing in (1.1), (1.12) and (1.14). The equations for temperature and specific humidity are rephrased as differential inclusions, in order to make the discontinuities on the right-hand sides of (1.12) and (1.14) treatable from the mathematical viewpoint.

2.1. The basic model

Let $\mathcal{M}$ be a cylinder in $\mathbb{R}^3$ of the form

$$\mathcal{M} = \{(x, y, p) : (x, y) \in \mathcal{M}', p \in (p_0, p_1)\},$$

where $\mathcal{M}'$ is a smooth bounded domain in $\mathbb{R}^2$, and $p_0 < p_1$ are positive constants. We denote by $\nabla$, $\Delta$ and $\text{div}$ the two-dimensional gradient, Laplacian and divergence operators, respectively, that is

$$\nabla = (\partial_x, \partial_y), \quad \Delta = \partial_x^2 + \partial_y^2, \quad \text{div} = (\partial_x, \partial_y) \cdot .$$

Analogously, the symbols $\nabla_3$, $\Delta_3$, and $\text{div}_3$ indicate their three-dimensional versions. The (viscous) PEs of the atmosphere read

$$\frac{\partial v}{\partial t} + (v \cdot \nabla)v + \omega \frac{\partial v}{\partial p} + f k \times v + \nabla \Phi + A_v v = S_v,$$

(2.1)
\[
\frac{\partial \Phi}{\partial p} + \frac{RT}{p} = 0, \quad (2.2)
\]
\[
\text{div} \, v + \frac{\partial \omega}{\partial p} = 0, \quad (2.3)
\]
\[
\frac{\partial T}{\partial t} + v \cdot \nabla T + \omega \frac{\partial T}{\partial p} = \frac{RT}{c_p p} \omega + A_T T = S_T, \quad (2.4)
\]
\[
\frac{\partial q}{\partial t} + v \cdot \nabla q + \omega \frac{\partial q}{\partial p} + A_q q = S_q, \quad (2.5)
\]
\[
p = R \rho T. \quad (2.6)
\]

Here, \( u = (v, \omega) \) is the three-dimensional velocity vector, \( \rho, p, T \) are the density, pressure and the temperature distribution, and \( q \) is the specific humidity, measuring the amount of vapour in the air. In (2.1), \( f \) is the Coriolis force parameter and \( k \) is the unit vector in the direction of the poles (from south to north). As the equations we consider here are the viscous PEs of the atmosphere, the symbols \( A_v, A_T \) and \( A_q \) denote diffusion operators, with suitable eddy viscosity coefficients:

\[
A_* = -\mu_* \Delta - \nu_* \frac{\partial}{\partial p} \left( \left( \frac{gp}{RT} \right)^2 \frac{\partial}{\partial p} \right),
\]

where \( \cdot \) can either be \( v, T \), or \( q \), and \( \bar{T} = \bar{T}(p) \) is a given average temperature over the isobar with pressure \( p \), for which we assume the existence of two positive constants \( \bar{T}_s \) and \( \bar{T}^* \) such that

\[
\bar{T}_s \leq \bar{T}(p) \leq \bar{T}^* \quad (2.7)
\]

Concerning the right-hand sides, \( S_T \) corresponds to the sum of the heating of the sun and the heat added or removed by condensation or evaporation; \( S_q \) represents the amount of water added or removed by condensation or evaporation. Finally, \( S_v \), which vanishes in reality, is a forcing term usually added for mathematical generality and to possibly handle non-homogeneous boundary conditions.

2.2. The PEs with saturation

When studying the climate dynamics around the equator, the humidity equation, describing the ratio of vapour in the air, becomes very important and it is necessary to account for the possible saturation of vapour leading to condensation (clouds) and rain. In the recent works \([4, 5]\), the authors considered the coupling of the humidity equation and the temperature equation with a given velocity vector field \( u = (v, \omega) \). These two differential inclusions replacing (2.4) and (2.5) read (see \([13, 14]\)):

\[
\frac{\partial T}{\partial t} + v \cdot \nabla T + \omega \frac{\partial T}{\partial p} \in \frac{RT}{c_p p} \omega - H(q - q_s) F(T) + S_T, \quad (2.8)
\]
\[
\frac{\partial q}{\partial t} + v \cdot \nabla q + \omega \frac{\partial q}{\partial p} \in -\frac{1}{p} \omega - H(q - q_s) F(T) + S_q. \quad (2.9)
\]

Here \( \omega^- = \max\{-\omega, 0\} \) is the negative part of \( \omega \), and \( H(q - q_s) \) is the Heaviside multivalued function, i.e.,

\[
H(r) = \begin{cases} 
0, & r < 0, \\
[0, 1], & r = 0, \\
1, & r > 0.
\end{cases} \quad (2.10)
\]
The papers [4,5] provide the existence, uniqueness, and maximum principles of weak solutions to the equations (2.8)–(2.9), with the velocity \( u \) given in some suitable Sobolev spaces.

In this paper, we consider the full nonlinear PEs in the presence of vapour saturation. Specifically, we replace equations (2.4)–(2.5) with the differential inclusions (2.8)–(2.9) in order to take the saturation phenomenon into account. More precisely, the full system now reads

\[
\frac{\partial v}{\partial t} + (u \cdot \nabla)v + \omega \frac{\partial v}{\partial p} + f k \times \nabla \Phi + a_v v = S_v, \tag{2.11}
\]

\[
\frac{\partial \Phi}{\partial p} + \frac{RT}{p} = 0, \tag{2.12}
\]

\[
\text{div } v + \frac{\partial \omega}{\partial p} = 0, \tag{2.13}
\]

\[
\frac{\partial T}{\partial t} + v \cdot \nabla T + \omega \frac{\partial T}{\partial p} - \frac{R}{c_p p} \omega T + A_T T \leq \frac{L}{c_p p} \omega H(q - q_s)F(T) + S_T, \tag{2.14}
\]

\[
\frac{\partial q}{\partial t} + v \cdot \nabla q + \omega \frac{\partial q}{\partial p} + A_q q \in -\frac{1}{p} \omega H(q - q_s)F(T) + S_q, \tag{2.15}
\]

\[
p = R \rho T. \tag{2.16}
\]

Our aim here is to study the coupled system (2.11)–(2.16) and prove the existence and uniqueness of the global (quasi)-strong solutions defined in sections 3.5 and 6.1, for a constant saturation concentration \( q_s \in (0, 1) \).

2.3. Nonlinear terms

An important difference between our system and the one considered in the classical references [14, 27] (see also [22, 25]) are the nonlinear terms. Firstly, the temperature equation (2.14) involves the nonlinear (and possibly anti-dissipative) term

\[-\frac{R}{c_p p} \omega T\]

on the left-hand side. This requires some care from the very beginning, as shown in [8].

Secondly, in (2.14) and (2.15), the nonlinearity \( F: \mathbb{R} \to \mathbb{R} \) is obtained by setting [13, 31]

\[
F(\xi) = q_s \xi \left( \frac{LR - c_p R_v \xi}{c_p R_v \xi^2 + q_s L^2} \right), \tag{2.17}
\]

where \( c_p, L \) and \( R \) are the positive constant described above, and \( R_v \) is equal to the gas constant for water vapour. By a direct calculation, we see that \( F \) is a globally Lipschitz bounded function, namely

\[
|F(\xi_1) - F(\xi_2)| \leq c_F |\xi_1 - \xi_2|, \quad \forall \xi_1, \xi_2 \in \mathbb{R}, \tag{2.18}
\]

and

\[
|F(\xi)| \leq C_F, \quad \forall \xi \in \mathbb{R}. \tag{2.19}
\]

Since \( F(0) = 0 \), we also obtain from (2.18) that

\[
|F(\xi)| \leq c_F |\xi|, \quad \forall \xi \in \mathbb{R}. \tag{2.20}
\]

Moreover,

\[
F(\xi_0) = 0 \quad \text{for} \quad \xi_0 = \frac{LR}{c_p R_v}. \tag{2.21}
\]

Therefore,

\[
F(\xi) \geq 0 \iff \xi \in [0, \xi_0]. \tag{2.22}
\]
2.4. Boundary and initial conditions

The boundary of $\mathcal{M}$ is partitioned into three parts as $\partial \mathcal{M} = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3$, where

$$
\begin{align*}
\Gamma_1 &= \{(x, y, p) \in \overline{\mathcal{M}} : p = p_1\}, \\
\Gamma_2 &= \{(x, y, p) \in \mathcal{M} : p = p_0\}, \\
\Gamma_3 &= \{(x, y, p) \in \overline{\mathcal{M}} : (x, y) \in \partial \mathcal{M}', p_0 \leq p \leq p_1\}.
\end{align*}
$$

(2.23)

We supplement the system (2.11)–(2.16) with the following physically relevant (homogeneous) boundary conditions: wind-driven on the top surface and free-slip and non-heat flux on the side walls and the bottom (see e.g. [3, 5]):

$$
\begin{align*}
\text{on } \Gamma_1^i: \quad & \frac{\partial v}{\partial p} = -\frac{\alpha_v}{v_e} v, \quad \omega = 0, \quad \frac{\partial T}{\partial p} = -\frac{\alpha_T}{v_T} T, \quad \frac{\partial q}{\partial p} = -\frac{\alpha_q}{v_q} q; \\
\text{on } \Gamma_1^u: \quad & \frac{\partial v}{\partial p} = 0, \quad \omega = 0, \quad \frac{\partial T}{\partial p} = 0, \quad \frac{\partial q}{\partial p} = 0; \\
\text{on } \Gamma_1^\ell: \quad & v \cdot n = 0, \quad \frac{\partial(v \cdot \tau)}{\partial n} = 0, \quad \frac{\partial T}{\partial n} = 0, \quad \frac{\partial q}{\partial n} = 0,
\end{align*}
$$

(2.24)-(2.26)

where $n$ and $\tau$ are the unit normal and tangent vectors to $\Gamma_1^\ell$ respectively and $\alpha_T, \alpha_q > 0$ are given positive constants. In addition, we supplement system (2.11)–(2.16) with the initial conditions

$$
\begin{align*}
v(x, y, p, 0) &= v_0(x, y, p), \\
T(x, y, p, 0) &= T_0(x, y, p), \\
q(x, y, p, 0) &= q_0(x, y, p).
\end{align*}
$$

(2.27)

Remark 2.1. In limited area atmospheric models, the free-slip boundary conditions for the lateral boundary in (2.26) are more appropriate to avoid an artificial boundary layer (see e.g. [38]). We could also consider the no-slip boundary conditions or periodic boundary conditions for the lateral boundary and the main results in this paper still hold for these boundary conditions.

Remark 2.2. A relevant non-homogeneous version of the above boundary conditions (2.24)–(2.26) can be written as follows:

$$
\begin{align*}
\text{on } \Gamma_1^i: \quad & \frac{\partial v}{\partial p} = \frac{\alpha_v}{v_e} ((p_1 - p_0)v_\ast - v), \quad \omega = 0, \quad \frac{\partial T}{\partial p} = \frac{\alpha_T}{v_T} (T_\ast - T), \quad \frac{\partial q}{\partial p} = \frac{\alpha_q}{v_q} (q_\ast - q); \\
\text{on } \Gamma_1^u: \quad & \frac{\partial v}{\partial p} = 0, \quad \omega = 0, \quad \frac{\partial T}{\partial p} = 0, \quad \frac{\partial q}{\partial p} = 0; \\
\text{on } \Gamma_1^\ell: \quad & v \cdot n = 0, \quad \frac{\partial(v \cdot \tau)}{\partial n} = 0, \quad \frac{\partial T}{\partial n} = 0, \quad \frac{\partial q}{\partial n} = 0.
\end{align*}
$$

(2.28)-(2.30)

In this setting, $v_\ast(x, y)$ is the wind stress on the ocean surface and $T_\ast(x, y)$ and $q_\ast(x, y)$ are typical temperature and specific humidity distributions at the bottom surface of the atmosphere, respectively. Due to the boundary conditions (2.28)–(2.30), it is natural to assume that $v_\ast$, $T_\ast$ and $q_\ast$ satisfy the boundary compatibility conditions

$$
\begin{align*}
v_\ast \cdot n &= 0, \quad \frac{\partial(v_\ast \cdot \tau)}{\partial n} = 0, \quad \text{on } \partial \mathcal{M}', \\
\frac{\partial T_\ast}{\partial n} &= 0, \quad \frac{\partial q_\ast}{\partial n} = 0, \quad \text{on } \partial \mathcal{M}'.
\end{align*}
$$

(2.31)
As observed in [3, remark 1], if we make the following variables change
\[
\begin{align*}
\tilde{v} &= v - (p_1 - p_0)v_*, \\
\tilde{T} &= T - T_*, \\
\tilde{q} &= q - q_*,
\end{align*}
\] (2.32)
then \((\tilde{v}, \tilde{T}, \tilde{q})\) satisfies the homogeneous boundary conditions (2.24)–(2.26) thanks to the compatibility boundary conditions (2.31), and the extra terms involving \((v_*, T_*, q_*)\) appearing in the new set of equations similar to those (2.11)–(2.16) are lower order terms and easy to handle. Hence for simplicity and without loss of generality we assume that \(v_* = T_* = q_* = 0\), corresponding to our choice (2.24)–(2.26). Therefore, the results presented here are still valid for general \((v_*, T_*, q_*)\) provided these quantities are smooth enough.

3. Mathematical setting

The weak formulation of the system (2.11)–(2.16) along with its boundary condition requires the introduction of a rather large set of functional analytic tools, including a variational inequality to represent the Heaviside graph as the subdifferential of a convex functional. This section is therefore devoted to making more precise the mathematical formulation of the equations under study.

3.1. The potential temperature

In order to eliminate the demanding nonlinear term
\[
\frac{R}{p} \omega T
\]
in the temperature equation (2.14), we introduce the so-called potential temperature
\[
\theta = T \left( \frac{p_0}{p} \right)^{R/c_p}. 
\] (3.1)

Using \(\omega = \frac{dp}{dt}\), where \(\frac{dp}{dt}\) is defined in (1.8), a direct computation shows that
\[
\frac{dT}{dt} - \frac{R \omega}{c_p p} T = \left( \frac{p}{p_0} \right)^{R/c_p} \frac{d\theta}{dt}. 
\] (3.2)

In this way, the equation (2.14) becomes
\[
\frac{\partial \theta}{\partial t} + v \cdot \nabla \theta + \omega \frac{\partial \theta}{\partial p} + A_\theta \theta \in L \left( \frac{p}{p_0} \right)^{R/c_p} \omega - H(q - q_*) \tilde{F}(p, \theta) + S_\theta, 
\] (3.3)
where the operator \(A_\theta\) is replaced by
\[
A_\theta = -\mu_T \Delta - v_T \left( \frac{p_0}{p} \right)^{R/c_p} \frac{\partial}{\partial p} \left( \frac{g p}{R T} \right)^2 \frac{\partial}{\partial p} \left( \frac{p}{p_0} \right)^{R/c_p},
\]
and the nonlinear term \(F\) takes the form
\[
\tilde{F}(p, \theta) = F \left( \left( \frac{p}{p_0} \right)^{R/c_p} \theta \right).
\]

Note that, thanks to the properties (2.18)–(2.20) of \(F\) and the fact that \(p \in [p_0, p_1]\), we have
\[
|\tilde{F}(p, \xi)| \leq C_{\tilde{F}}, \quad |\tilde{F}(p, \xi_1) - \tilde{F}(p, \xi_2)| \leq c_{\tilde{F}}|\xi_1 - \xi_2|, \quad |\tilde{F}(p, \xi)| \leq c_{\tilde{F}}|\xi|, 
\] (3.4)
where the last inequality follows from the fact that $\tilde{F}(p,0) = F(0) = 0$ for every $p$. In the same way, the boundary conditions become

$$\left( v_T \frac{\partial \theta}{\partial p} + \alpha_\theta \theta \right) \bigg|_{\Gamma_i} = 0, \quad \left( \frac{\partial \theta}{\partial p} + \frac{R}{c_p p_0} \theta \right) \bigg|_{\Gamma_s} = 0, \quad \frac{\partial \theta}{\partial n} \bigg|_{\Gamma_r} = 0,$$

where

$$\alpha_\theta = \alpha_T + v_T \frac{R}{c_p p_1},$$

and the initial condition turns into

$$\theta(x,y,p,0) = \theta_0(x,y,p) = T_0(x,y,p) \left( \frac{p_0}{p} \right)^{R/c_p}.$$  

(3.6)

**Remark 3.1.** It is clear that, since $0 < p_0 \leq p \leq p_1$, the properties that we will derive for $\theta$ will be translated into analogous properties for the temperature $T$.

### 3.2. New formulation

Integrating (2.12) in the $p$-direction gives

$$\Phi(x,y,p,t) = \Phi_s(x,y,t) + \int_{p_0}^{p_1} \frac{R}{p'} T(x,y,p',t) dp' = \Phi_s(x,y,t) + \int_{p_0}^{p_1} \left( \frac{p'}{p_0} \right)^{R/c_p} \theta(x,y,p',t) dp',$$

(3.7)

where $\Phi_s = \Phi_s(x,y,t)$ is the pressure at the bottom of the atmosphere when $p = p_1$. In the same manner, using the boundary conditions (2.25), we infer from (2.13) that $\omega = \omega(v)$ satisfies

$$\omega(x,y,p,t) = \int_{p_0}^{p_1} \nabla \cdot v(x,y,p',t) dp',$$

(3.8)

and the following constraint must be satisfied:

$$\int_{p_0}^{p_1} \nabla \cdot v(x,y,p,t) dp = \nabla \cdot \int_{p_0}^{p_1} v(x,y,p,t) dp = 0.$$  

(3.9)

We aim to write the fully nonlinear PEs in the *prognostic* variables, namely in $(v, \theta, q)$. The other variables $T, \rho, \Phi, \omega$ can be determined by (2.16), (3.1), (3.7) and (3.8), and they are called the *diagnostic* variables. Defining

$$D(\omega, \theta, q) = \frac{1}{p} \omega - H(q - q_0) \tilde{F}(p, \theta),$$

(3.10)

the PEs in the *prognostic* variables $(v, \theta, q)$ read

$$\begin{align*}
\frac{\partial v}{\partial t} + v \cdot \nabla v + \omega \frac{\partial v}{\partial p} + f k \times v + \nabla \Phi_s + \nabla \int_{p_0}^{p_1} \frac{R}{p'} \left( \frac{p'}{p_0} \right)^{R/c_p} \theta dp' + A_v v &= S_v, \\
\frac{\partial \theta}{\partial t} + v \cdot \nabla \theta + \omega \frac{\partial \theta}{\partial p} + A_\theta \theta &= L \left( \frac{p_0}{p} \right)^{R/c_p} D(\omega, \theta, q) + S_\theta, \\
\frac{\partial q}{\partial t} + v \cdot \nabla q + \omega \frac{\partial q}{\partial p} + A_q q &= -D(\omega, \theta, q) + S_q,
\end{align*}$$

(3.11)

(3.12)

(3.13)
with the boundary conditions

\[
\left( \frac{\partial v}{\partial p} + \alpha v v \right) \bigg|_{\Gamma_i} = 0, \quad \frac{\partial v}{\partial p} \bigg|_{\Gamma_s} = 0, \quad v \cdot n \bigg|_{\Gamma_i} = 0, \quad v \cdot n \bigg|_{\Gamma_s} = 0,
\]

(3.14)

\[
\left( \frac{\partial \theta}{\partial p} + \alpha \theta \theta \right) \bigg|_{\Gamma_i} = 0, \quad \frac{\partial \theta}{\partial p} \bigg|_{\Gamma_u} = 0, \quad \frac{\partial \theta}{\partial n} \bigg|_{\Gamma_s} = 0,
\]

(3.15)

\[
\left( \frac{\partial q}{\partial p} + \alpha q q \right) \bigg|_{\Gamma_i} = 0, \quad \frac{\partial q}{\partial p} \bigg|_{\Gamma_u} = 0, \quad \frac{\partial q}{\partial n} \bigg|_{\Gamma_s} = 0,
\]

(3.16)

and the initial conditions

\[
v(x, y, p, 0) = v_0(x, y, p),
\]

(3.17)

\[
\theta(x, y, p, 0) = \theta_0(x, y, p),
\]

(3.18)

\[
q(x, y, p, 0) = q_0(x, y, p).
\]

(3.19)

### 3.3. Function spaces

Here and throughout this paper, we do not distinguish the notation for vector and scalar function spaces whenever they are self-evident from the context. Denote by \( H^s = H^s(M) \) the classical Sobolev spaces of order \( s \) on \( M \), and by \( L^p = L^p(M) \) \((1 \leq p \leq \infty)\) the classical \( L^p \)-Lebesgue space with norm \( \| \cdot \|_{L^p} \). The only exceptions are made for the space \( L^2 \), whose norm is written with the single bar \( |\cdot| \) and the scalar product as \( (\cdot, \cdot) \), and for the space \( H^1 \), whose scalar product is defined as

\[
((\phi, \tilde{\phi})) = (\nabla \phi, \nabla \tilde{\phi}) + \int_M \left( \frac{g_p}{RT} \right)^2 \partial_p \phi \partial_p \tilde{\phi} \, dM + \int_{\Gamma_i} \left( \frac{g_p}{RT} \right)^2 \phi \tilde{\phi} \, d\Gamma_i,
\]

and its norm denoted by

\[
\|\phi\| = ((\phi, \phi))^{1/2}.
\]

Using the generalized Poincaré inequality (see e.g. [35, pp 49–50]), the norm \( \| \cdot \| \) is equivalent to the \( H^1 \)-norm. Regarding the velocity field \( v \), we introduce the space

\[
V = \left\{ v \in C^\infty(M; \mathbb{R}^2) : \nabla \cdot \int_{p_0}^{p_1} v(x, y, p') \, dp' = 0, \ v \ satisfies \ (3.14) \right\},
\]

along with the \( L^2 \) and \( H^1 \)-like spaces

\[
H = \text{The closure of } V \text{ with respect to the norm of } (L^2)^2,
\]

\[
V = \text{The closure of } V \text{ with respect to the norm of } (H^1)^2.
\]

Due to the boundary conditions we consider, the space \( V \) is endowed with the scalar product

\[
((v, \tilde{v})) = (\nabla v, \nabla \tilde{v}) + \int_M \left( \frac{g_p}{RT} \right)^2 \partial_p v \cdot \partial_p \tilde{v} \, dM + \int_{\Gamma_i} \left( \frac{g_p}{RT} \right)^2 v \cdot \tilde{v} \, d\Gamma_i.
\]

Again, we do not differentiate the notation of norms and scalar products between spaces of vector-valued functions and spaces of scalar functions. Therefore, \( (\cdot, \cdot) \) and \( \| \cdot \| \) will denote the scalar product and the norm in \( V \) as well. The spaces of interest for the triplet \((v, T, q)\) are therefore

\[
H = H \times L^2 \times L^2 \quad \text{and} \quad V = V \times H^1 \times H^1.
\]

Also, we shall make use of the space

\[
W = V \cap (H^2)^2,
\]

when dealing with regularity of solutions. We then have the Gelfand–Lions inclusions

\[
W \subset V \subset H \subset V' \subset W',
\]

with continuous injections and each space being dense in the next one.
Having in mind the boundary conditions (3.14)–(3.16), we observe the following: if \((v, \theta, q), (\tilde{v}, \tilde{\theta}, \tilde{q}) \in V\), then integration by parts yields

\[
\langle A_v v, \tilde{v} \rangle = \mu_v (\nabla v, \nabla \tilde{v}) + v_v \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p v \cdot \partial_p \tilde{v} dM + \alpha_v \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 v \cdot \tilde{v} d\Gamma_1,
\]

and

\[
\int_M \nabla \Phi_4 (x, y) \cdot v dM = 0.
\]

Similarly,

\[
\langle A_\theta \theta, \tilde{\theta} \rangle = \int_M \mu_T \nabla \theta \cdot \nabla \tilde{\theta} + v_\theta \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p \theta \partial_p \tilde{\theta} dM + \alpha_T \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 \theta \tilde{\theta} d\Gamma_1,
\]

\[
- v_T \int_M \left( \frac{g}{c_p T} \right)^2 \partial_p \tilde{\theta} dM + \frac{v_T}{c_p} \int_M \frac{g^2 p}{R^T} (\theta \partial_p \tilde{\theta} - \tilde{\theta} \partial_p \theta) dM,
\]

and

\[
\langle A_q q, \tilde{q} \rangle = \mu_q (\nabla q, \nabla \tilde{q}) + v_q \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p q \partial_p \tilde{q} dM + \alpha_q \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 q \tilde{q} d\Gamma_1.
\]

For \((v, \theta, q), (\tilde{v}, \tilde{\theta}, \tilde{q}), (v^*, \theta^*, q^*) \in V\), we define the bilinear and trilinear forms as follows:

\[
a_v(v, \tilde{v}) = \mu_v (\nabla v, \nabla \tilde{v}) + v_v \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p v \cdot \partial_p \tilde{v} dM + \alpha_v \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 v \cdot \tilde{v} d\Gamma_1,
\]

\[
a_T(\theta, \tilde{\theta}) = \mu_T (\nabla \theta, \nabla \tilde{\theta}) + v_T \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p \theta \partial_p \tilde{\theta} dM + \alpha_T \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 \theta \tilde{\theta} d\Gamma_1,
\]

\[
a_q(q, \tilde{q}) = \mu_q (\nabla q, \nabla \tilde{q}) + v_q \int_M \left( \frac{g_P}{R^T} \right)^2 \partial_p q \partial_p \tilde{q} dM + \alpha_q \int_{\Gamma_1} \left( \frac{g_P}{R^T} \right)^2 q \tilde{q} d\Gamma_1,
\]

\[
m_{\theta}(\theta, \tilde{\theta}) = - v_T \int_M \left( \frac{g}{c_p T} \right)^2 \partial_p \tilde{\theta} dM + \frac{v_T}{c_p} \int_M \frac{g^2 p}{R^T} (\theta \partial_p \tilde{\theta} - \tilde{\theta} \partial_p \theta) dM,
\]

\[
b(v, \tilde{v}, v^*) = \int_M \left( v \cdot (\nabla \tilde{v} + \omega \frac{\partial \tilde{v}}{\partial p}) \right) \cdot v^* dM,
\]

\[
e_p(\theta, \tilde{v}) = \int_M \int_p \int_{p' \frac{p'}{p_0}^{\frac{p'}{p}}} \theta d p' \cdot \tilde{v} dM,
\]

\[
e_{e}(v, \tilde{v}) = \int_M \left( \int k - v \right) \cdot \tilde{v} dM.
\]

Again, in order to keep the notation simple, the trilinear form \(b\) can also have scalar functions in the last two arguments, meaning, for example, that

\[
b(v, \tilde{v}, \theta^*) = \int_M \left( v \cdot (\nabla \tilde{v} + \omega \frac{\partial \tilde{v}}{\partial p}) \theta^* dM.\right.
\]

It is clear that the \(a_i\)'s \((i = v, \theta, q)\) are bilinear continuous symmetric forms on \(H^1\) that satisfy

\[
|a_v(v, \tilde{v})| \leq C \|v\|^2, \quad |a_T(\theta, \tilde{\theta})| \leq C \|\theta\| \|\tilde{\theta}\|, \quad |a_q(q, \tilde{q})| \leq C \|q\| \|\tilde{q}\|. \quad (C > 0), \quad (3.20)
\]

for every \((v, \theta, q), (\tilde{v}, \tilde{\theta}, \tilde{q}) \in V\). Furthermore, they are coercive, i.e. for every \((v, \theta, q) \in V\),

\[
a_v(v, v) \geq \kappa_v \|v\|^2, \quad a_T(\theta, \theta) \geq \kappa_T \|\theta\|^2, \quad a_q(q, q) \geq \kappa_q \|q\|^2. \quad (3.21)
\]
where $\kappa_*$ for $*$ $= v, T, q$ is defined by

$$\kappa_* = \min(\mu_*, \nu_*, \alpha_*) > 0.$$  

We also have that $m_\theta$ is bilinear continuous on $H^1$, with

$$m_\theta(\theta, \tilde{\theta}) \leq C\|\theta\|\|\tilde{\theta}\|, \quad (C > 0),$$  

and

$$m_\theta(\theta, \theta) \geq -C|\theta|^2, \quad (C > 0).$$  

Finally, $e_p$ is bilinear continuous on either $H^1 \times H$ or $L^2 \times V$, and $e_c$ is bilinear continuous on $L^2 \times L^2$. Hence, we have, for some $C > 0,$

$$|e_p(\theta, v)| \leq C\|\theta\|\|v\|, \quad |e_p(\theta, v)| \leq C|\theta|\|v\|, \quad |e_c(v, \tilde{v})| \leq C|v||\tilde{v}|.$$  

Also, we have the following result concerning the trilinear form $b$ (see [28, lemmas 2.1 and 3.1]).

**Lemma 3.2.** The trilinear form $b$ is continuous on $V \times V \times (V \cap H^2)$, and

$$|b(v, \tilde{v}, v^\#)| \leq C\|v\|\|\tilde{v}\|^{1/2}\|v^\#\|_{H^1},$$  

for some constant $C > 0$. Furthermore,

$$|b(v, \tilde{v}, v^\#)| \leq C\|v\|^{1/2}\|\tilde{v}\|_{H^1}^{1/2}\|v^\#\|^{1/2},$$  

and

$$|b(v, \tilde{v}, v^\#)| \leq C\|v\|^{1/2}\|v^\#\|^{1/2}\|\tilde{v}\|^{1/2}\|v^\#\|^{1/2}.$$  

Also, using the incompressibility condition (2.3) and the boundary conditions $u \cdot n = 0$ on $\partial M$, we have

$$b(v, \tilde{v}, \tilde{v}) = 0.$$  

Using lemma 3.2, we then define the linear and bilinear continuous operators as follows:

$$A_v: V \to V', \quad \langle A_v v, \tilde{v}\rangle = a_v(v, \tilde{v}), \quad \forall v, \tilde{v} \in V,$$

$$A_T: H^1 \to (H^1)', \quad \langle A_T \theta, \tilde{\theta}\rangle = a_T(\theta, \tilde{\theta}), \quad \forall \theta, \tilde{\theta} \in H^1,$$

$$A_q: H^1 \to (H^1)', \quad \langle A_q q, \tilde{q}\rangle = a_q(q, \tilde{q}), \quad \forall q, \tilde{q} \in H^1,$$

$$M_\theta: H^1 \to (H^1)', \quad \langle M_\theta \theta, \tilde{\theta}\rangle = m_\theta(\theta, \tilde{\theta}), \quad \forall \theta, \tilde{\theta} \in H^1,$$

$$E_p: L^2 \to V', \quad \langle E_p \theta, \tilde{v}\rangle = e_p(\theta, \tilde{v}), \quad \forall \theta \in L^2, \tilde{v} \in V,$$

$$E_c: H \to H, \quad \langle E_c v, \tilde{v}\rangle = e_c(v, \tilde{v}), \quad \forall v, \tilde{v} \in H.$$  

Also, from the properties of the trilinear form $b$, we can define a bilinear operator

$$B: V \times V \to (V \cap (H^2)^2)'$$

acting as

$$\langle B(v, \tilde{v}), v^\# \rangle = b(v, \tilde{v}, v^\#), \quad \forall v, \tilde{v} \in V, \quad v^\# \in V \cap (H^2)^2.$$
3.5. Quasi-strong solutions

Let \( v_0 \in V \) and \( \theta_0, q_0 \in L^2 \). Assume \((S_v, S_\theta, S_q) \in L^2(0, t_1; H), q_0 \in (0, 1) \) and \( t_1 > 0 \). A vector \((v, \theta, q)\) is a quasi-strong solution to (3.11)–(3.19) if

\[
\begin{align*}
v & \in C([0, t_1]; V) \cap L^2(0, t_1; H^2), \\
\theta & \in C([0, t_1]; L^2) \cap L^2(0, t_1; H^1), \\
q & \in L^2(0, t_1; (H^1)''),
\end{align*}
\]

and, for almost every \( t \in [0, t_1] \) and every \((\tilde{v}, \tilde{\theta}, \tilde{q}) \in H \times H^1 \times H^1\),

\[
\begin{align*}
\langle \partial_t v, \tilde{v} \rangle + a_v(v, \tilde{v}) + b(v, v, \tilde{v}) + e_p(\theta, \tilde{v}) + e_q(v, \tilde{v}) &= (S_v, \tilde{v}), \\
\langle \partial_t \theta, \tilde{\theta} \rangle + a_\theta(\theta, \tilde{\theta}) + b(v, \theta, \tilde{\theta}) + m(\theta, \tilde{\theta}) &= \left( \frac{L}{c_p} \left( \frac{P_0}{p} \right)^\frac{p}{2} D(\omega, \theta, h_q), \tilde{\theta} \right) + (S_\theta, \tilde{\theta}),
\end{align*}
\]

(3.29)

\[
\begin{align*}
\langle \partial_t q, \tilde{q} \rangle + a_q(q, \tilde{q}) + b(v, q, \tilde{q}) &= -(D(\omega, \theta, h_q), \tilde{q}) + (S_q, \tilde{q}),
\end{align*}
\]

(3.30)

for some \( h_q \in L^\infty(M \times (0, t_1)) \) which satisfies the variational inequality

\[
\langle [q - q_s]^+, 1 \rangle - \langle [q - q_s]^-, 1 \rangle \geq (h_q, \tilde{q} - q), \quad \text{a.e. } t \in [0, t_1], \quad \forall \tilde{q} \in H^1.
\]

(3.32)

Some remarks are in order.

**Remark 3.3.** With a little abuse of notation, we wrote

\[
D(\omega, \theta, h_q) = \frac{1}{p} \omega^{-1} h_q \mathcal{F}(p, \theta).
\]

Compared to (3.10), we now have that \( D(\omega, \theta, h_q) \) is a single-valued map, denoting by \( h_q \) an (arbitrary) element of the set \( H(q - q_s) \).

**Remark 3.4.** The variational inequality (3.32) expresses the fact that \( h_q \) is an element of the sub-differential of the positive part function \( q \mapsto [q - q_s]^+ \). Since

\[
\partial ([q - q_s]^+, 1) = H(q - q_s),
\]

it is easy to see that if \( h_q \in H(q - q_s) \), then

\[
h_q(x, y, p) = \begin{cases} 
1, & \text{if } q > q_s, \\
0, & \text{if } q < q_s,
\end{cases}
\]

while if \( q(x, y, p) = q_s \), we have

\[
h_q(x, y, p) \in [0, 1].
\]

(3.33)

(3.34)

4. An approximated problem

In this section, we construct a family of regularized problems which approximate the problem (3.11)–(3.19) in a suitable sense. In this way, the limit of such approximated solutions will be shown to be a solution to our problem, in the sense made precise in section 3.5. The proofs are based on a priori estimates and compactness arguments with the variational inequality (3.32) playing an essential role.
4.1. Problem (Pε)

In order to introduce the approximated problems, we first define the real functions Hε and Kε approximating H and r+ (the positive part of r). Namely, for ε ∈ (0, 1], let

\[ H_\varepsilon(r) = \begin{cases} 
0, & r \leq 0, \\
\frac{r}{\varepsilon}, & r \in (0, \varepsilon], \\
1, & r > \varepsilon,
\end{cases} \]

\[ K_\varepsilon(r) = \begin{cases} 
0, & r \leq 0, \\
\frac{r^2}{2\varepsilon^2}, & r \in (0, \varepsilon], \\
\frac{r-\varepsilon^2}{2}, & r > \varepsilon.
\end{cases} \]  

(4.1)

It is straightforward to check that K′ζ = Hζ,

\[ |H_\varepsilon(r_1)| \leq 1, \quad |H_\varepsilon(r_1) - H_\varepsilon(r_2)| \leq \frac{1}{\varepsilon}|r_1 - r_2|, \quad \forall r_1, r_2 \in \mathbb{R}, \]  

(4.2)

and

\[ |K_\varepsilon(r_1) - K_\varepsilon(r_2)| \leq |r_1 - r_2|, \quad \forall r_1, r_2 \in \mathbb{R}. \]  

(4.3)

Moreover,

\[ |K_\varepsilon(r) - r| \leq \frac{\varepsilon}{2}, \quad \forall r \geq 0. \]  

(4.4)

We then consider the following family of problems, depending on the parameter ε, and for which we seek local quasi-strong solutions for every fixed ε > 0:

\[ \langle \partial_t v, \tilde{v} \rangle + a_\varepsilon(v, \tilde{v}) + b(v, v, \tilde{v}) + e_\varepsilon(\theta, \tilde{\theta}) + e_\varepsilon(v, \tilde{v}) = (S_\varepsilon, \tilde{v}), \]

\[ \langle \partial_t \theta, \tilde{\theta} \rangle + a_T(\theta, \tilde{\theta}) + b(v, \theta, \tilde{\theta}) + m_\varepsilon(\theta, \tilde{\theta}) = \left( \frac{L}{\varepsilon} \left( \frac{p_0}{p} \right)^{\frac{1}{p}} D_\varepsilon(\omega, \theta, \epsilon), \tilde{\theta} \right) + (S_\varepsilon, \tilde{\theta}). \]  

(4.5)

Here,

\[ D_\varepsilon(\omega, \theta, \epsilon) = \frac{1}{p} \omega^{-H_\varepsilon(q - \epsilon q)} F(p, \theta) \]

is now a well-defined map.

Now, we state the main result of this section, with the proof presented in the subsequent paragraphs.

Theorem 4.1. Assume that v_0 \in V and \theta_0, q_0 \in L^2 are given and the forcing term (S_\varepsilon, S_0, S_q) \in L^2(0, t_1; H). Let q_\varepsilon \in (0, 1), t_1 > 0, and \varepsilon > 0 be fixed. Then there exists t_\varepsilon > 0 (t_\varepsilon \leq t_1, independent of \varepsilon) and a quasi-strong solution (v^\varepsilon, \theta^\varepsilon, q^\varepsilon) to (P_\varepsilon) such that

\[ v^\varepsilon \in C([0, t_\varepsilon]; V) \cap L^2(0, t_\varepsilon; H^2), \quad \partial_t v^\varepsilon \in L^2(0, t_\varepsilon; H), \]

and

\[ \theta^\varepsilon, q^\varepsilon \in C([0, t_\varepsilon]; L^2) \cap L^2(0, t_\varepsilon; H^1), \quad \partial_t \theta^\varepsilon, \partial_\varepsilon q^\varepsilon \in L^2(0, t_\varepsilon; (H^1)'), \]

Moreover, the estimates

\[ \left\| v^\varepsilon \right\|_{L^2(0, t_\varepsilon; V)} + \| v^\varepsilon \|_{L^2(0, t_\varepsilon; H^2)} + \| (\theta^\varepsilon, q^\varepsilon) \|_{L^2(0, t_\varepsilon; L^2 \times L^2)} + \| (\partial_t \epsilon \epsilon, \partial_\varepsilon q^\varepsilon) \|_{L^2(0, t_\varepsilon; (H^1)' \times (H^1)')} \leq Q, \]

(4.5)

hold, where Q is a positive function independent of \varepsilon defined by

\[ Q := Q(t_\varepsilon, \| v_0 \|, \| \theta_0 \|, \| q_0 \|, \| (S_\varepsilon, S_0, S_q) \|_{L^2(0, t_\varepsilon; H)}), \]

and which is increasing in all its arguments.
In order to establish an existence result for this problem, we implement the Galerkin method using the eigenvectors \( e_j \) of \( A = A_v \oplus A_T \oplus A_q \):

\[
A e_j = \lambda_j e_j, \quad j \geq 1, \quad 0 < \lambda_1 \leq \lambda_2 \leq \cdots.
\]

(4.6)

The results of [28, section 4.1] guarantee the following result.

**Lemma 4.2.** The eigenvectors \( e_j \) of \( A \) belong to \((H^2)^4\).

We denote by \( A^{1/2}_v \) the square root of \( A_v \); in particular,

\[
(A^{1/2}_v v, A^{1/2}_v \tilde{v}) = \alpha_v(v, \tilde{v}), \quad \forall v, \tilde{v} \in V.
\]

Also denote by \( A^{1/2}_T \) and \( A^{1/2}_q \) the square roots of \( A_T \) and \( A_q \).

Note that the norm \(|A^{1/2}_v v|\) is equivalent to the norm \(|v|\) for \( v \in V \); also the norm \(|A_v v|\) is equivalent to the norm \(\|v\|_{H^2} \) for \( v \in V \cap (H^2)^4 \). Similar results also hold for the operators \( A^{1/2}_T \) and \( A_\star \), for \( \star = T, q \) (see [28, section 4]).

**4.3. A priori \( L^2 \)-estimates \((\text{i})\)**

Here we prove a basic estimate on a Galerkin solution to \((P_\varepsilon)\), which is contained in the following lemma.

**Lemma 4.3.** Fix \( \varepsilon > 0 \) and let \( (v^\varepsilon, \theta^\varepsilon, q^\varepsilon) \) be a solution to \((P_\varepsilon)\) with initial datum \((v_0, \theta_0, q_0)\). Then

\[
\sup_{t \in [0,1]} |(v^\varepsilon, \theta^\varepsilon, q^\varepsilon)(t)|^2 + \int_0^1 \| (v^\varepsilon, \theta^\varepsilon, q^\varepsilon)(t) \|^2 \, dt \leq C e^{C_1} \left( \| (v_0, \theta_0, q_0) \|^2 + \| (S_v, S_T, S_q) \|_{L^2(0, 1)}^2 \right).
\]

(4.7)

**Proof.** In what follows, \( C \) is an absolute constant independent of \( \varepsilon \) and also independent of the initial data \((v_0, \theta_0, q_0)\) and the forcing terms \((S_v, S_T, S_q)\). We start from the estimate on the velocity. Taking the \( L^2 \)-scalar of the \( v \)-equation in \((P_\varepsilon)\) with \( v^\varepsilon \), we obtain the energy equation

\[
\frac{1}{2} \frac{d}{dt} |v^\varepsilon|^2 + \alpha_v(v^\varepsilon, v^\varepsilon) = -e_v(\theta^\varepsilon, v^\varepsilon) - e_c(v^\varepsilon, v^\varepsilon) + (S_v, v^\varepsilon).
\]

Each term on the right-hand side above can be respectively estimated as

\[
|e_v(\theta^\varepsilon, v^\varepsilon)| \leq C \| \theta^\varepsilon \| |v^\varepsilon| \leq \frac{\kappa_T}{2} \| \theta^\varepsilon \|^2 + C |v^\varepsilon|^2,
\]

\[
e_c(v^\varepsilon, v^\varepsilon) = 0,
\]

\[
|(S_v, v^\varepsilon)| \leq |S_v| |v^\varepsilon| \leq C |S_v|^2 + \frac{\kappa_v}{2} |v^\varepsilon|^2.
\]

(8.4)

Therefore, we find

\[
\frac{d}{dt} |v^\varepsilon|^2 + \kappa_v |v^\varepsilon|^2 \leq C |v^\varepsilon|^2 + \kappa_T \| \theta^\varepsilon \|^2 + C |S_v|^2.
\]

(4.9)

Turning to the \( \theta \)-equation and applying the same reasoning, we find that

\[
\frac{1}{2} \frac{d}{dt} |\theta^\varepsilon|^2 + a_T(\theta^\varepsilon, \theta^\varepsilon) + m_\theta(\theta^\varepsilon, \theta^\varepsilon) = \left( \frac{L}{c_p} + \frac{p_u}{p} \right) \frac{\kappa}{\tau} D_\varepsilon(\omega^\varepsilon, \theta^\varepsilon, q^\varepsilon, \theta^\varepsilon) + (S_\theta, \theta^\varepsilon).
\]

(4.10)
As noted in (3.23), we have \( m_\theta (\theta^e, \theta^f) \geq -C|\theta^f|^2 \). Moreover,
\[
\left( \frac{L}{c_p} \right) \frac{D_\epsilon (\omega^e, \theta^e, q^e)}{p_0^\frac{\nu}{p}} \leq |D_\epsilon (\omega^e, \theta^e, q^e) - D_\epsilon (\omega^f, \theta^f, q^f)| \leq C|\omega^f||\theta^f|
\leq C\|v^f||\theta^f| \leq \frac{\nu}{8}\|v^f\|^2 + C|\theta^f|^2.
\]

From the trivial estimate
\[
| (S_\theta, \theta^f) | \leq C|S_\theta|^2 + \frac{\nu}{2}|\theta^f|^2,
\]
we learn that
\[
\frac{d}{dt}|\theta^f|^2 + \nu \|\theta^f\|^2 \leq \frac{\nu}{4}\|v^f\|^2 + C|\theta^f|^2 + C|S_\theta|^2.
\] (4.10)

Finally, a similar estimate can be deduced for \( q^e \). Indeed, from (P_\epsilon) we find
\[
\frac{1}{2} \frac{d}{dt}|q^e|^2 + a_q(q^e, q^e) = -(D_\epsilon (\omega^e, \theta^e, q^e), q^e) + (S_q, q^e).
\]
As before,
\[
| (D_\epsilon (\omega^e, \theta^e, q^e), q^e) | \leq \frac{\nu}{8}\|v^f\|^2 + C|q^e|^2
\]
and
\[
| (S_q, q^e) | \leq C|S_q|^2 + \frac{\nu}{2}|q^e|^2,
\]
so that
\[
\frac{d}{dt}|q^e|^2 + \nu \|q^e\|^2 \leq \frac{\nu}{4}\|v^f\|^2 + C|q^e|^2 + C|S_q|^2.
\] (4.11)

Adding together (4.9), (4.10) and (4.11) we obtain
\[
\frac{d}{dt}\left( \|v^f\|^2 + |\theta^f|^2 + |q^e|^2 \right) + \kappa \left( \|v^f\|^2 + |\theta^f|^2 + |q^e|^2 \right) \leq C \left( \|v^f\|^2 + |\theta^f|^2 + |q^e|^2 \right) + C \left( |S_v|^2 + |S_\theta|^2 + |S_q|^2 \right),
\] (4.12)

with \( \kappa = \min\{\nu/2, \nu_T, \kappa_q\} > 0 \). The conclusion (4.7) follows from a standard application of the Gronwall lemma.

\[ \square \]

### 4.4. Change of equations for \( v \)

In order to prove the \( H^1 \)-regularity on the velocity, we first study the linear problem for the velocity in (P_\epsilon) and show that the solution of the linear problem enjoys the \( H^1 \)-regularity; then we prove the \( H^1 \) regularity of the solution for the nonlinear problem of (P_\epsilon) in a short time. We state the problems in this subsection and establish the desired \textit{a priori} estimates in the next subsection.

We write the equation (P_\epsilon) in the functional form:
\[
\begin{aligned}
|\frac{dv}{dt} + A_v v + B_v(v, v) + E_v v = S_v - E_\rho \theta, \\
v(0) = v_0,
\end{aligned}
\] (4.13)

where the first equation is understood in \( (V \cap (H^2)^2)' \), the dual space of the \( H^2 \)-like space for the velocity field, and \( \theta \) is given in the space \( L^2(0, t_1; H^1) \) and hence \( E_\rho \theta \) belongs to \( L^2(0, t_1; L^2) \). The linear equation that we consider reads
\[
\begin{aligned}
|\frac{dv^*}{dt} + A_v v^* + E_v v^* = S_v - E_\rho \theta, \\
v^*(0) = v_0.
\end{aligned}
\] (4.14)
We then set \( v' = v - v^* \), and by subtracting (4.14) from (4.13), we see that \( v' \) satisfies
\[
\begin{align*}
\frac{d}{dt} v' + A_v v' + B_v(v', v') + B_v(v^*, v') + E_v v' &= -B_v(v^*, v^*), \\
v'(0) &= 0.
\end{align*}
\] (4.15)

Our goal in the following subsection is to prove the a priori estimates for \( v^* \) in (4.14) and \( v' \) in (4.15), and the existence and uniqueness of solutions \( v \) for (4.13).

### 4.5. A priori \( H^1 \)-estimates for the velocity (II)

In this subsection, we are aiming to derive the \( L^\infty(H^1) \) a priori estimates for the equations (4.13)–(4.15). We start with the a priori estimate for \( v^* \) in (4.14).

**Lemma 4.4.** Assume that \( v_0 \in V, \theta \in L^2(0, t_1; H^1) \), and \( S_\nu \in L^2(0, t_1; L^2) \), and let \( v^* \) be the solution to (4.14). Then \( v^* \) belongs to \( L^\infty(0, t_1; V) \cap L^2(0, t_1; H^2) \) and satisfies
\[
\sup_{r \in [0, 1]} |A_v^{1/2} v^*(t)|^2 + \int_0^1 |A_v v^*(t)|^2 dt \leq C e^{C_1} \left( |v_0|^2 + \int_0^1 (|S_\nu(t)|^2 + \|\theta(t)\|^2) dt \right). 
\] (4.16)

**Proof.** Taking the \( L^2 \)-scalar of (4.14) by \( v^* \) and using the estimates in (4.8), we obtain
\[
\frac{d}{dt} |v^*|^2 + \kappa_v \|v^*\|^2 \leq C (|v^*|^2 + \|\theta\|^2) + |S_\nu|^2,
\]
which, by the Gronwall lemma, implies that
\[
\sup_{r \in [0, 1]} |v^*(t)|^2 + \kappa_v \int_0^t \|v^*(t)\|^2 dt \leq C e^{C_1} \left( |v_0|^2 + \int_0^1 (|S_\nu(t)|^2 + \|\theta(t)\|^2) dt \right). 
\] (4.17)

We now multiply (4.14) by \( A_v v^* \) in \( L^2 \), and we find
\[
\frac{1}{2} \frac{d}{dt} |A_v^{1/2} v^*|^2 + |A_v v^*|^2 = -e_v(\theta, A_v v^*) - e_e(v^*, A_v v^*) - (S_\nu, A_v v^*) \\
\leq C \|\theta\| |A_v v^*| + C |v^*||A_v v^*| + |S_\nu||A_v v^*|.
\] (4.18)

Using Young’s inequality for the right-hand side of (4.18), we arrive at
\[
\frac{d}{dt} |A_v^{1/2} v^*|^2 + |A_v v^*|^2 \leq C \left( \|\theta\|^2 + |v^*|^2 + |S_\nu|^2 \right), 
\] (4.19)

which, by the Gronwall lemma again, shows that
\[
\sup_{r \in [0, 1]} |A_v^{1/2} v^*(t)|^2 + \int_0^t |A_v v^*(t)|^2 dt \leq C e^{C_1} \|v_0\|^2 \\
+ C e^{C_1} \left( \int_0^1 (|S_\nu(t)|^2 + |v^*(t)|^2 + \|\theta(t)\|^2) dt \right).
\]

The conclusion (4.16) then follows from (4.17). \( \square \)

We now turn to the a priori estimate for \( v' \) in (4.15).

**Lemma 4.5.** Assume that \( v^* \) belongs to \( L^\infty(0, t_1; V) \cap L^2(0, t_1; H^2) \), and \( v' \) is a solution to (4.15). Then there exists \( t_* > 0 \) (\( t_* \leq t_1 \)) such that \( v' \) belongs to \( L^\infty(0, t_*; V) \cap L^2(0, t_*; H^2) \) and satisfies
\[
\sup_{r \in [0, t_*)} |A_v^{1/2} v'(t)|^2 + \int_0^{t_*} |A_v v'(t)|^2 dt \leq Q_1 \left( \|v^*\|_{L^\infty(0,t;V)}, \|v^*\|_{L^2(0,t;H^2)} \right),
\] (4.20)

where \( Q_1 \) is a positive function.
Proof. Multiplying (4.15) by \( A_\nu v' \) in \( L^2 \), we obtain that
\[
\frac{1}{2} \frac{d}{dt} |A_{1/2} v'|^2 + |A_\nu v'|^2 = -c_s(v', A_\nu v') - b(v', v^*, A_\nu v') - b(v^*, v', A_\nu v').
\] (4.21)

Using Young’s inequality and (3.26) in lemma 3.2 for the \( b \)-terms, we bound each term in the right-hand side of (4.21) as follows: using the fact that the norm \( |A_\nu v'| \) is equivalent to the norm \( \| v' \|_{H^1} \), and that the norm \( |A_{1/2} v'| \) is equivalent to the norm \( \| v' \| \), we obtain
\[
|c_s(v', A_\nu v')| \leq \frac{1}{12} |A_\nu v'|^2 + C |v'|^2,
\]
\[
|b(v', v^*, A_\nu v')| \leq C \| v' \|^3/2 \| v^* \|^3/2 |A_\nu v'|^{3/2} \leq \frac{1}{12} |A_\nu v'|^2 + C \| v' \|^2 \| v^* \|^2 \| v'' \|^2,
\]
\[
|b(v^*, v', A_\nu v')| \leq \frac{1}{12} |A_\nu v'|^2 + C \| v' \|^2 \| v^* \| H^1, \]
\[
|b(v^*, A_\nu v')| \leq C \| v^* \| H^1 |A_\nu v'| \leq \frac{1}{12} |A_\nu v'|^2 + C \| v' \|^2 \| v^* \| H^1,
\]
\[
|b(v', A_\nu v')| \leq c_s \| v' \| A_\nu v'.
\]

Taking all these bounds into account, we infer from (4.21) that
\[
\frac{d}{dt} |A_{1/2} v'|^2 + (1 - c_s |A_{1/2} v'|) |A_\nu v'|^2 \leq \eta_1 (t) |A_{1/2} v'|^2 + \eta_2 (t),
\] (4.23)
with
\[
\eta_1 (t) = c + \eta_2 (t), \quad \eta_2 (t) = c \| v' \|^2 \| v'' \|^2.
\]
As long as \( 1 - c_s |A_{1/2} v'| \geq 1/2 \), that is
\[
|A_{1/2} v'| \leq \frac{1}{2c_s},
\]
we then have, by Gronwall lemma and since \( v'(0) = 0 \), on some interval of time \( (0, t_s) \):
\[
|A_{1/2} v'|^2 \leq \int_0^t \eta_2 (s) e^\int_s^t \eta_1 (r) dr ds, \quad \forall t \in (0, t_s).
\]

In fact, \( t_s > 0 \) can be chosen as the minimum between \( t_1 \) and \( t_2 \), where \( t_2 \) is either \( +\infty \) or the first time at which
\[
\int_0^{t_2} \eta_2 (s) ds = \frac{1}{4c_s^2} e^{-\int_0^{t_2} \eta_1 (r) dr}.
\]
In this way, we will then have
\[
|A_{1/2} v'(t)|^2 \leq \frac{1}{4c_s^2}, \quad \forall t \in (0, t_s),
\]
and returning to (4.23) we find the estimate (4.20).

We now study the nonlinear equations (4.13) for \( v \) and we have the following.

Lemma 4.6. Assume that \( v_0 \in V, \theta \in L^2(0, t_1; H^1) \) and \( S_v \in L^2(0, t_1; H) \). Then there exist \( t_* > 0, t_* \leq t_1 \) and a unique solution \( v \) to (4.13) which belongs to \( L^\infty (0, t_*; V) \cap L^2 (0, t_*; H^2) \) and satisfies
\[
\sup_{t \in (0, t_*)} |A_{1/2} v(t)|^2 + \int_0^{t_*} |A_\nu v(t)|^2 dt \leq Q_2 (t_*, \| v_0 \|, \| \theta \| L^2(0, t_1; H^1), \| S_v \| L^2 (0, t_1; H)), \] (4.24)
where \( Q_2 \) is a positive function, increasing in all arguments.
Proof. The existence of \( v \) of (4.13) follows from the existence of \( v^* \), solution to (4.14), and \( v' \) solution to (4.15), based on the standard Galerkin approximation procedure. Moreover estimate (4.24) follows from the estimates (4.16) and (4.20). We are left to prove the uniqueness.

Consider two solutions \( v_1, v_2 \) of (4.13) belonging to \( L^\infty(0, t_\ast; V) \cap L^2(0, t_\ast; H^2) \), and let \( \tilde{v} = v_1 - v_2 \). Then \( \tilde{v} \) satisfies

\[
\begin{align*}
\tilde{v} + A_v \tilde{v} + B_v(\tilde{v}, v_1) + B(\tilde{v}, v_2) + E_c(\tilde{v}) &= 0, \\
\tilde{v}(0) &= 0.
\end{align*}
\]

(4.25)

Taking the \( L^2 \)-scalar product between (4.25)\(_1\) and \( A_v \tilde{v} \) and using similar estimates in (4.22) for the \( b, c \) terms, we obtain

\[
\frac{d}{dt} |A_v^{1/2} \tilde{v}|^2 + |A_v \tilde{v}|^2 \leq \eta(t) |A_v^{1/2} \tilde{v}|^2,
\]

(4.26)

where

\[
\eta(t) = c (1 + \|v_1\|^2\|v_2\|^2_H^2 + \|v_2\|^2\|v_2\|^2_H^2_l) \in L^1(0, t_\ast),
\]

for some \( c > 0 \). The uniqueness follows by the Gronwall lemma. \( \square \)

Remark 4.7. We remark that the equations (4.13)–(4.15) are independent of \( \epsilon \), and thus the estimates (4.16), (4.20), and (4.24) are independent of \( \epsilon \) and so is the choice of \( t_\ast \) in lemmas 4.5–4.6.

4.6. Local well-posedness of (P\(_{c}\))

With the \textit{a priori} estimates in Lemmas 4.3–4.6 at hand, we are now ready to prove theorem 4.1.

Proof of theorem 4.1. Instead of solving (P\(_{c}\)), we solve (P\(_{c}\))\(_{2,3}\) coupled (through \( \theta \)) with (4.14)–(4.15). We apply the standard Galerkin approximation procedure for the unknowns \( (v^*, v', \theta, q) \) using the eigenvectors of \( A \) introduced in (4.6). The \textit{a priori} estimates (4.7), (4.16) and (4.20) show that we have uniform bounds independent of \( \epsilon \). It is then straightforward to pass to the limit, and we obtain the existence of \( (v^{*\prime}, v^{\prime\prime}, \theta^{\prime}, q^{\prime}) \) for (4.14)–(4.15), (P\(_{c}\))\(_{2,3}\) and hence the existence of \( (v^*, v', \theta, q) \) for (P\(_{c}\)) by letting \( v^* = v^{*\prime} + v^{\prime\prime} \).

The first estimate (4.5) then follows from the \textit{a priori} estimates (4.7) and (4.24). We are left to prove the second estimate (4.5)\(_2\) on the time derivatives. Given \( \tilde{v} \in L^2(0, t_\ast; H) \) with \( \|\tilde{v}\|_{L^2(0, t_\ast; H)} \leq 1 \), from (P\(_{c}\))\(_1\) we infer that

\[
|\tilde{\partial}_t v^*| \leq C \left[ \|v^*\|_H^2\|\tilde{v}\| + \|v^*\|_H^2\|\tilde{v}\| + \|\theta^*\|_H\|\tilde{v}\| + |v^*|_H^2\|\tilde{v}\| + |S_v|_H\|\tilde{v}\| \right].
\]

Integrating in time on \( (0, t_\ast) \) and using Young’s inequality then gives

\[
\tilde{\partial}_t v^* \in L^2(0, t_\ast; H),
\]

thanks to the estimate (4.5)\(_1\). Regarding \( \tilde{\partial}_t \theta^* \), we take a test function \( \tilde{\theta} \in L^2(0, t_\ast; H^1) \) with norm at most 1. Thanks to (3.27) and (3.28), we obtain from (P\(_{c}\))\(_2\) that

\[
|\tilde{\partial}_t \theta^*| \leq C \left[ \|\tilde{\theta}^*\|_H^2\|\tilde{\theta}\| + \|v^*\|_H^2\|\tilde{\theta}\|_H^2 + \|\theta^*\|_H^2\|\tilde{\theta}\| + \|\theta^*\|_H\|\tilde{\theta}\|_H + |S_{\theta^*}|\|\tilde{\theta}\| \right]
\]

\[
\leq C \left[ \|\tilde{\theta}^*\|_H^2(1 + |\tilde{\theta}|^2) + \|v^*\|_H^2(1 + \|v^*\|_H^2) + |S_{\theta^*}| + \|\tilde{\theta}\|^2 \right].
\]

Similarly as for \( \tilde{\partial}_t v^* \), we integrate in time on \( (0, t_\ast) \) and use Young’s inequality; we arrive at

\[
\tilde{\partial}_t \theta^* \in L^2(0, t_\ast; H^1). \]

The argument for \( \tilde{\partial}_t q^* \) can be repeated word for word, allowing us to conclude the estimates (4.5)\(_2\). As we have already observed, all these estimates are actually implemented using a Galerkin method based on the eigenvectors (4.6) of \( A \), the proof of theorem 4.1 is thus concluded. \( \square \)
5. Local existence of quasi-strong solutions

We provide here a proof of the local existence of quasi-strong solutions of the \((v, \theta, q)\) system by passing to the limit in the approximated problem \((P_\varepsilon)\) as \(\varepsilon \to 0\). The treatment of the potential temperature and the specific humidity equations resembles that of [5]. As a straightforward consequence, we deduce a local existence result for the \((v, T, q)\) system as well.

5.1. Passage to the limit as \(\varepsilon \to 0\)

Thanks to the fact that the estimates \((4.5)\) in theorem \(4.1\) are uniform in \(\varepsilon\) (the bounds are independent of \(\varepsilon\)), we infer the existence of a triplet \((v, \theta, q)\) such that

\[
v \in C([0, t_\varepsilon]; V) \cap L^2(0, t_\varepsilon; H^2), \quad \partial_t v \in L^2(0, t_\varepsilon; H),
\]

and

\[
\theta, q \in C([0, t_\varepsilon]; L^2) \cap L^2(0, t_\varepsilon; H^1), \quad \partial_t \theta, \partial_t q \in L^2(0, t_\varepsilon; (H^1)'),
\]

for which the following convergences up to not relabeled subsequences are true. As customary, \(\rightarrow, \to\) and \(\rightharpoonup\) indicate strong, weak and weak-* convergence as \(\varepsilon \to 0\), respectively:

- \(\varphi(t) \to v_t \in L^2(0, t_\varepsilon; H^2)\) and \(\partial_t \varphi(t) \to \partial_t v\) in \(L^2(0, t_\varepsilon; H)\). As a consequence (see [21]), \(\varphi(t) \to v\) in \(L^2(0, t_\varepsilon; H^{3/2})\).
- \(\omega(t) \to \omega\) in \(L^2(0, t_\varepsilon; H^{1/2})\), which follows from the expression \((3.8)\) for \(\omega\).
- \((\theta^\varepsilon, q^\varepsilon) \to (\theta, q)\) in \(L^2(0, t_\varepsilon; H^1 \times H^1)\) and \(\partial_t (\theta^\varepsilon, q^\varepsilon) \to \partial_t (\theta, q)\) in \(L^2(0, t_\varepsilon; (H^1)')\). Therefore, \((\theta^\varepsilon, q^\varepsilon) \to (\theta, q)\) in \(L^2(0, t_\varepsilon; L^2 \times L^2)\).
- \(H(\xi^\varepsilon \to \xi) \rightharpoonup h\omega\) in \(L^\infty(M \times [0, t_\varepsilon])\).

By interpolation, we also have \(v \in C([0, t_\varepsilon]; V)\). We now consider test functions of the form \((\tilde{v}, \tilde{\theta}, \tilde{q})\varphi(t)\), where \((\tilde{v}, \tilde{\theta}, \tilde{q}) \in H \times H^1 \times H^1\) and \(\varphi \in C^1([0, t_\varepsilon])\) is a scalar function such that \(\varphi(t_\varepsilon) = 0\). We take the \(L^2\)-scalar product for \((P_\varepsilon)\) with \((\tilde{v}, \tilde{\theta}, \tilde{q})\varphi(t)\), integrate in time from \(0\) to \(t\), and integrate by parts for the first term, to arrive at

\[
\int_0^{t_\varepsilon} \langle \varphi(t), \tilde{v} \rangle \partial_t \varphi + \langle a_v(v^\varepsilon, \tilde{v}) + b(v^\varepsilon, v^\varepsilon, \tilde{v}) + c_p(\theta^\varepsilon, \tilde{v}) + c_v(v^\varepsilon, \tilde{v}) \rangle \varphi(t) \, dt
\]

\[
= \langle v_0, \tilde{v} \rangle \varphi(0) + \int_0^{t_\varepsilon} \langle S_c, \tilde{v} \rangle \varphi(t) \, dt.
\]

By identifying the nonlinear terms as the linear terms converge to their corresponding limits in a straightforward manner due to the above convergences. We start with the term

\[
\int_0^{t_\varepsilon} \left( \frac{L}{c_p} \frac{p_0}{p} \frac{\varepsilon}{\varepsilon} \right) D_\varepsilon(\omega^\varepsilon, \theta^\varepsilon, q^\varepsilon, \tilde{\theta}) \varphi(t) \, dt.
\]
We have
\[
\int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} D_s(\omega^\varepsilon, \theta^\varepsilon, q^\varepsilon, \tilde{\theta}) \right) \psi \, dt - \int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} D(\omega, \theta, h_q, \tilde{\theta}) \right) \psi \, dt
\]
\[
= \int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} \omega^\varepsilon H_r(q^\varepsilon - q_e) \left( \tilde{F}(p, \theta^\varepsilon) - \tilde{F}(p, \theta) \right) \right) \psi \, dt
\]
\[
+ \int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} (\omega^\varepsilon - \omega^-) H_r(q^\varepsilon - q_e) \tilde{F}(p, \theta) \right) \psi \, dt
\]
\[
+ \int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} \omega^- (H_r(q^\varepsilon - q_e) - h_q) \tilde{F}(p, \theta) \right) \psi \, dt
\]
\[
= J_1 + J_2 + J_3.
\]
Using the boundedness of \( H_r \) (see (4.2)) and the Lipschitz condition on \( \tilde{F}(p, \cdot) \) (see (3.4)), we bound the term \( J_1 \) as
\[
|J_1| \leq c \int_0^{t_*} \int_M \|\omega^\varepsilon \| \|\theta^\varepsilon - \theta \| \|\tilde{\theta} \| \, d\mathcal{M} \, dt
\]
\[
\leq c \int_0^{t_*} \int_M \|\omega^\varepsilon(t)\|_{L^3} \|\theta^\varepsilon(t) - \theta(t)\| \|\tilde{\theta}\|_{L^3} \, dt
\]
\[
\leq c \|\omega^\varepsilon\|_{L^2(0, t_*; L^6)} \|\theta^\varepsilon\|_{L^2(0, t_*; L^6)} \|\tilde{\theta}\|_{L^2(0, t_*; L^6)},
\]
which converges to 0 as \( \varepsilon \to 0 \) thanks to the boundedness of \( \omega^\varepsilon \) and the strong convergence of \( \theta^\varepsilon \). As a preliminary, using the Sobolev embedding \( H^{1/2} \subset L^6 \), we obtain
\[
(5.2)
\]
and thus also in \( L^2(0, t_*; L^5) \). Now, for the second term \( J_2 \), using the boundedness of \( H_r \) and \( \tilde{F} \) (see (4.2) and (3.4)), we obtain
\[
|J_2| \leq c \int_0^{t_*} \int_M \|\omega^\varepsilon - \omega^-\| \|\tilde{\theta}\| \, d\mathcal{M} \, dt \leq c \|\omega^\varepsilon - \omega^-\|_{L^2(0, t_*; L^5)} \|\tilde{\theta}\|_{L^2(0, t_*; L^6)},
\]
which converges to 0 as \( \varepsilon \to 0 \) by using (5.2). For the last term \( J_3 \), we observe that \( \omega^\varepsilon \tilde{F}(p, \theta) \tilde{\psi} \) belongs to \( L^1(M \times (0, t_*)) \). Hence, the weak-* convergence of \( H_r(q^\varepsilon - q_e) \) is enough to pass to the limit. Therefore, as \( \varepsilon \to 0 \),
\[
\int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} D_s(\omega^\varepsilon, \theta^\varepsilon, q^\varepsilon, \tilde{\theta}) \right) \psi \, dt \longrightarrow \int_0^{t_*} \left( \frac{L}{c_p} \left( \frac{p_0}{p} \right) \frac{\|\phi\|}{\sqrt{\psi}} D(\omega, \theta, h_q, \tilde{\theta}) \right) \psi \, dt
\]
The analogous term in the \( q \)-equation converges in the same exact way.

We now turn to the trilinear term \( b \). Considering the typical most problematic term, we have that, as \( \varepsilon \to 0 \),
\[
\int_0^{t_*} \int_M \omega^\varepsilon \partial_p v^\varepsilon \tilde{\psi} \psi \, d\mathcal{M} \, dt \longrightarrow \int_0^{t_*} \int_M \omega \partial_p v \tilde{\psi} \psi \, d\mathcal{M} \, dt,
\]
where we used (5.2) and that \( \partial_p v^\varepsilon \) converges weakly to \( \partial_p v \) in \( L^2(0, t_*; L^6) \) by the Sobolev embedding \( H^1 \subset L^6 \). The other terms in \( b \) are similar or simpler. Therefore, we conclude that, as \( \varepsilon \to 0 \),
\[
\int_0^{t_*} b(\omega^\varepsilon, v^\varepsilon, \tilde{\psi}) \psi \, dt \longrightarrow \int_0^{t_*} b(v, v, \tilde{\psi}) \psi \, dt.
\]
We are left with the trilinear form $b$ involving $\theta$ (the one involving $q$ is exactly the same). Similarly, we consider the typical most problematic term, and hence, it is enough to show that

$$
\int_0^{t_\varepsilon} \int_M \omega^\varepsilon \partial_\rho^\varepsilon \bar{\theta} \bar{\psi} \, dM \, dt \rightarrow \int_0^{t_\varepsilon} \int_M \omega \partial_\rho \bar{\theta} \bar{\psi} \, dM \, dt.
$$

We have

$$
\int_0^{t_\varepsilon} \int_M \left( \omega^\varepsilon \partial_\rho^\varepsilon - \omega \partial_\rho \right) \bar{\theta} \bar{\psi} \, dM \, dt
\to
\int_0^{t_\varepsilon} \int_M \left( \omega^\varepsilon - \omega \right) \partial_\rho \bar{\theta} \bar{\psi} \, dM \, dt + \int_0^{t_\varepsilon} \int_M \omega \partial_\rho \bar{\theta} \bar{\psi} \, dM \, dt,
$$

with

$$
\left| \int_0^{t_\varepsilon} \int_M \left( \omega^\varepsilon - \omega \right) \partial_\rho \bar{\theta} \bar{\psi} \, dM \, dt \right| \leq c \int_0^{t_\varepsilon} \| \omega^\varepsilon - \omega \| L^2 \| \partial_\rho \bar{\theta} \| L^2 \| \bar{\psi} \| L^2 \, dt
\leq c \| \omega^\varepsilon - \omega \| L^2(0, t_\varepsilon; L^2) \| \theta^\varepsilon \| L^2(0, t_\varepsilon; H^1) \| \bar{\psi} \| L^2(0, t_\varepsilon; L^2) \to 0 \quad (\varepsilon \to 0),
$$

and

$$
\left| \int_0^{t_\varepsilon} \int_M \omega \partial_\rho \bar{\theta} \bar{\psi} \, dM \, dt \right| \to 0 \quad (\varepsilon \to 0),
$$

as $\partial_\rho \theta^\varepsilon \to \partial_\rho \theta$ in $L^2(0, t_\varepsilon; L^2)$ and $\omega \bar{\theta} \bar{\psi} \in L^2(0, t_\varepsilon; L^2)$. Indeed, $\omega \in L^2(0, t_\varepsilon; L^3)$ and $\bar{\theta} \bar{\psi} \in L^\infty(0, t_\varepsilon; L^6)$.

It remains to show that $h_q$ belongs to $H(q - q_\varepsilon)$ in the weak sense specified by the variational inequality (3.32). This has been already proved in [5], but we sketch the argument here for the sake of completeness. For every $\varepsilon > 0$, we have an approximate variational inequality

$$
\int_0^{t_\varepsilon} \langle K_x(\bar{q} - q_\varepsilon), 1 \rangle \, dt - \int_0^{t_\varepsilon} \langle K_x(q_\varepsilon - q_\varepsilon), 1 \rangle \, dt \geq \int_0^{t_\varepsilon} \langle H_x(q_\varepsilon - q_\varepsilon), \bar{q} - q_\varepsilon \rangle \, dt, \quad (5.4)
$$

for each $\bar{q} \in L^2(0, t_\varepsilon; H^1)$, since $H_x(q_\varepsilon - q_\varepsilon)$ is the Gâteaux derivative of the convex function

$$
\int_0^{t_\varepsilon} \langle K_x(\cdot), 1 \rangle \, dt: L^2(0, t_\varepsilon; V) \rightarrow \mathbb{R}
$$

at the point $q_\varepsilon - q_\varepsilon$ (see (4.1)). From the weak-* convergence $H_x(q_\varepsilon - q_\varepsilon) \rightharpoonup h_q$ in $L^\infty(\mathcal{M} \times [0, t_\varepsilon])$ and the strong convergence $q_\varepsilon \to q$ in $L^2(0, t_\varepsilon; H)$ we find that

$$
\int_0^{t_\varepsilon} \langle H_q(q_\varepsilon - q_\varepsilon), q_\varepsilon - \bar{q} \rangle \, dt \to \int_0^{t_\varepsilon} \langle h_q, q - \bar{q} \rangle \, dt, \quad \forall \bar{q} \in L^2(0, t_\varepsilon; V),
$$

as $\varepsilon \to 0$. Moreover, owing to (4.3) and (4.4), we observe that

$$
\left| \int_0^{t_\varepsilon} \langle K_x(q_\varepsilon - q_\varepsilon), 1 \rangle \, dt - \int_0^{t_\varepsilon} \langle (q - q_\varepsilon)^+ \rangle, 1 \rangle \, dt \right|
\leq \int_0^{t_\varepsilon} \left| \langle K_x(q_\varepsilon - q_\varepsilon) - K_x(q - q_\varepsilon), 1 \rangle \right| \, dt + \int_0^{t_\varepsilon} \left| \langle K_x(q - q_\varepsilon) - [q - q_\varepsilon]^+, 1 \rangle \right| \, dt
\leq |\mathcal{M}|^{1/2} \frac{t_\varepsilon^{1/2}}{2} \| q_\varepsilon - q \|_{L^2(0, t_\varepsilon; H)} + \frac{\varepsilon}{2} |\mathcal{M}| t_\varepsilon.
$$

Therefore,

$$
\lim_{\varepsilon \to 0} \int_0^{t_\varepsilon} \langle K_x(q_\varepsilon - q_\varepsilon), 1 \rangle \, dt = \int_0^{t_\varepsilon} \langle (q - q_\varepsilon)^+ \rangle, 1 \rangle \, dt.
$$
From the calculation above, it is also clear that
\[ \lim_{\varepsilon \to 0} \int_0^{t_\varepsilon} (K_\varepsilon(\tilde{q} - q_t), 1)\,dt = \int_0^{t_\varepsilon} (|\tilde{q} - q_t|^2, 1)\,dt, \quad \tilde{q} \in L^2(0, t_\varepsilon; V). \]
Consequently, we can pass to the limit as \( \varepsilon \to 0 \) in (5.4), concluding that
\[ \int_0^{t_\varepsilon} (|\tilde{q} - q_t|^2, 1)\,dt - \int_0^{t_\varepsilon} (|q - q_t|^2, 1)\,dt \geq \int_0^{t_\varepsilon} \langle h_q, \tilde{q} - q \rangle\,dt, \quad \forall \tilde{q} \in L^2(0, t_\varepsilon; V). \]
Again, this implies in particular that
\[ (|\tilde{q} - q_t|^2, 1) - (|q - q_t|^2, 1) \geq \langle h_q, \tilde{q} - q \rangle, \]
for every \( \tilde{q} \in V \) and a.e. \( t \in (0, t_\varepsilon] \), as desired. We have proved the following statement.

**Theorem 5.1.** Let \( v_0 \in V \) and \( \theta_0, q_0 \in L^2 \). Assume \( (S_v, S_\theta, S_q) \in L^2(0, t_1; H) \), \( q_s \in (0, 1) \) and \( t_1 > 0 \). There exists \( t_* > 0 \) (\( t_* \leq t_1 \)) and a quasi-strong solution to (3.11)–(3.19) such that
\[ v \in C([0, t_*]; V) \cap L^2(0, t_*; H^2), \quad \theta, q \in C([0, t_*]; L^2) \cap L^2(0, t_*; H^1), \]
\[ \partial_t v \in L^2(0, t_*; H), \quad \partial_t \theta, \partial_t q \in L^2(0, t_*; (H^1)'), \]
\[ S_v, S_\theta, S_q \in L^2(0, t_*; (H^1)'). \]

**Remark 5.2.** By lemma 4.3, the quasi-strong solution \( (v, \theta, q) \) to (3.11)–(3.13) satisfies the estimate
\[ \| (v, \theta, q) \|^2_{L^\infty(0,t_*; H)} + \| (v, \theta, q) \|^2_{L^2(0,t_*; V)} \leq C e^{C_1 (|(v_0, \theta_0, q_0)| + \| (S_v, S_\theta, S_q) \|^2_{L^2(0,t_*; H)})}, \]
which shows that we have a uniform bound for \( \| (v, \theta, q) \|_H \). This estimate will be very useful for obtaining the global strong solutions.

5.2. The \((v, T, q)\)-system

We now revert back to our original \((v, T, q)\)-system. The weak formulation reads
\[ \langle \partial_t v, \tilde{v} \rangle + a_v(v, \tilde{v}) + b(v, v, \tilde{v}) + e_p(T, \tilde{v}) + e_c(v, \tilde{v}) = (S_v, \tilde{v}), \quad (5.5) \]
\[ \langle \partial_t T, \tilde{T} \rangle + a_T(T, \tilde{T}) + b(v, T, \tilde{T}) + m_T(\omega, T, \tilde{T}) + \frac{L}{c_p} (D(\omega, T, h_q), \tilde{T}) + (S_T, \tilde{T}), \quad (5.6) \]
\[ \langle \partial_t q, \tilde{q} \rangle + a_q(q, \tilde{q}) + b(v, q, \tilde{q}) = -(D(\omega, \theta, h_q), \tilde{q}) + (S_q, \tilde{q}), \quad (5.7) \]
where
\[ m_T(\omega, T, \tilde{T}) = \int_M \frac{R c_p}{p} \omega T \tilde{T} \,dM. \]
In order not to complicate the notation, we redefine
\[ e_p(T, \tilde{v}) = \int_M \nabla \int_p^p \frac{R}{p'} T \,d\rho' \cdot \tilde{v} \,dM \]
and
\[ D(\omega, T, h_q) = \frac{1}{p} \omega^{-h_q} F(T). \]
Using theorem 5.1 and remark 5.2 with the relation (3.1) between \( T \) and \( \theta \), we obtain the following.
Corollary 5.3. Let there be given \( v_0 \in V \) and \( T_0, q_0 \in L^2 \). Assume \((S_v, S_T, S_q) \in L^2(0, t_1; H), q_i \in (0, 1) \) and \( t_1 > 0 \). There exists \( t_* > 0 \) (\( t_* \leq t_1 \)) and a quasi-strong solution to (5.5)–(5.7) such that

\[
v \in C([0, t_*]; V) \cap L^2(0, t_*; H^2), \quad \tilde{v},q \in C([0, t_*]; L^2) \cap L^2(0, t_*; H^1),
\]

\[
\partial_t \tilde{v} \in L^2(0, t_*; H), \quad \partial_t \tilde{T}, \partial_t q \in L^2(0, t_*; (H^1)'),
\]

and the following \( L^2 \)-estimate

\[
\|(v, \tilde{v}, q)\|_{L^2(0, t_*; H^2)}^2 + \|(v, T, q)\|_{L^2(0, t_*; V)}^2 \leq C e^{C_1 t_*} \|(v_0, T_0, q_0)\|_{L^2(0, t_1; H^1)},
\]

(5.8)

holds for some constant \( C > 0 \) independent of initial data and the time \( t_1 \) and \( t_* \).

6. Global strong solutions

The notion of quasi-strong solutions was introduced in the previous section in order to deal with the lesser regularity of the vertical component \( \omega \) of the velocity field with respect to \( v \). Moreover, the use of the potential temperature \( \theta \) turned out to be convenient to obtain the basic \( L^2-H^1 \) estimates, circumventing the difficulty of dealing with the anti-dissipative term

\[
- \frac{R}{c_p} \omega T,
\]

present in the equation for the temperature \( T \). From here on, we only consider the \((v, T, q)\)-system of equations, for which existence of quasi-strong solutions has been established in corollary 5.3.

The first goal of this section is to prove that, for more regular initial data, the local solutions derived in the previous section are in fact strong. The second goal aims to show the existence of global strong solutions by using theorem A.1 (see also [19]).

6.1. Strong solutions

We begin by defining the concept of strong solutions.

Definition 6.1. Let \((v_0, T_0, q_0) \) be given in \( V \). Assume \((S_v, S_T, S_q) \) are given in \( L^2(0, t_1; H), q_i \in (0, 1) \) and \( t_1 > 0 \). A vector \((v, T, q) \) is a strong solution to (3.11)–(3.19) if

\[
(v, T, q) \in C([0, t_*]; V) \cap L^2(0, t_*; W),
\]

\[
\partial_t (v, T, q) \in L^2(0, t_*; H),
\]

and, for almost every \( t \in [0, t_1] \) and every \((\tilde{v}, \tilde{T}, \tilde{q}) \in V \),

\[
(\partial_t v, \tilde{v}) + a_v(v, \tilde{v}) + b(v, v, \tilde{v}) + e_v(T, \tilde{v}) + e_c(v, \tilde{v}) = (S_v, \tilde{v}),
\]

(6.1)

\[
(\partial_t T, \tilde{T}) + a_T(T, \tilde{T}) + b(v, T, \tilde{T}) = m_T(\omega, T, \tilde{T}) + \frac{L}{c_p} (D(\omega, T, h_q), \tilde{T}) + (S_T, \tilde{T}),
\]

(6.2)

\[
(\partial_t q, \tilde{q}) + a_q(q, \tilde{q}) + b(v, q, \tilde{q}) = -(D(\omega, T, h_q), \tilde{q}) + (S_q, \tilde{q}),
\]

(6.3)

for some \( h_q \in L^\infty(M \times (0, t_1)) \) which satisfies the variational inequality

\[
(\tilde{q} - q_i)^+ , 1) - (|q - q_i|^+ , 1) \geq (h_q, \tilde{q} - q), \quad \text{a.e. } t \in [0, t_1], \quad \forall \tilde{q} \in H^1.
\]

(6.4)

The only difference between the definitions of quasi-strong and strong solutions lies in the regularity required for the triplet \((v, T, q) \).
6.2. Local existence of strong solutions

From corollary 5.3, given initial data \( v_0 \in V, T_0 \in H^1 \) and \( q_0 \in H^1 \), we deduce that a quasi-strong solution exists, at least locally in time. The velocity field \( v \) already has the regularity required to be a strong solution. Our aim is now to improve the regularity on \( T \) and \( q \) on the same small time-interval of our local quasi-strong solution. We now prove the following theorem.

**Theorem 6.2.** Let there be given \( v_0 \in V \) and \( T_0, q_0 \in H^1 \). Assume \((S_v, S_T, S_q) \in L^2(0, t_1; H), q_s \in (0, 1), \) and \( t_1 > 0 \). Then there exists \( t_\ast > 0 \) \((t_\ast \leq t_1)\) and a strong solution to (5.5)–(5.7) such that 

\[
(v, T, q) \in C([0, t_\ast]; V) \cap L^2(0, t_\ast; W),
\]

\[
\partial_t(v, T, q) \in L^2(0, t_\ast; H).
\]

**Proof.** Let \( t_\ast > 0 \) be the time of existence of a local quasi-strong solution. We start with improving the regularity on \( T \), showing that \( T \in L^\infty(0, t_\ast; H^1) \cap L^2(0, t_\ast; H^2) \).

Testing formally equation (5.6) with \( A_T T \), assuming that \( A_T T \in L^2(0, t_1; (H^1)') \), we obtain the differential equation

\[
\frac{1}{2} \frac{d}{dt} |A_T^{1/2} T|^2 + |A_T T|^2 = - b(v, T, A_T T) + m_T(\omega, T, A_T T)
\]

\[
+ \frac{L}{c_p} (D(\omega, T, h_q), A_T T) + (S_T, A_T T).
\]

We now estimate the terms on the right. Thanks to (3.26) written only for \( b \), we have

\[
|b(v, T, A_T T)| \leq c \|v\|^{1/2} \|v\|_{L^2}^{1/2} |T|^{1/2} |T|^{1/2} |A_T T|
\]

\[
\leq c \|v\|^{1/2} \|v\|_{L^2}^{1/2} |T|^{1/2} |A_T T|^{1/2}
\]

\[
\leq \frac{1}{8} |A_T T|^2 + c \|v\|^2 \|v\|_{L^2}^2 |T|^2.
\]

Moreover,

\[
m_T(\omega, T, A_T T) \leq c \|
\omega\|_{L^4} \|T\|_{L^4} |A_T T|
\]

\[
\leq c \|
\omega\| \|T\| |A_T T|
\]

\[
\leq \frac{1}{8} |A_T T|^2 + c \|v\|^2 \|T\|^2.
\]

The third term is estimated as

\[
\frac{L}{c_p} (D(\omega, T, h_q), A_T T) \leq c \|\omega\| |A_T T|
\]

\[
\leq \frac{1}{8} |A_T T|^2 + c \|v\|^2,
\]

and, lastly,

\[
|(S_T, A_T T)| \leq \frac{1}{8} |A_T T|^2 + c |S_T|^2.
\]

Therefore, by equivalence of the norms \( |A_T^{1/2} T| \) and \( |T| \), we obtain

\[
\frac{d}{dt} |A_T^{1/2} T|^2 + |A_T T|^2 \leq c (\|v\|^2 \|v\|_{L^2}^2 + \|v\|^2_{L^2} |A_T^{1/2} T|^2 + \|v\|^2 + |S_T|^2).
\]
Note that since
\[ v \in C([0, t_*]; V) \cap L^2(0, t_*; H^2) \]
and
\[ S_T \in L^2(0, t_*; L^2), \]
we see that
\[ \|v\|^2 \|v\|_{L^2} + \|v\|^2_{H^2} \in L^1(0, t_*), \quad \|v\|^2 + |S_T|^2 \in L^1(0, t_*). \]
Therefore, the claim that
\[ T \in L^\infty(0, t_*; H^1) \cap L^2(0, t_*; H^2) \]
may be deduced from an application of the Gronwall lemma and the implementation of a Galerkin method. Once this is settled, the fact that
\[ \partial_t T \in L^2(0, t_*; L^2) \]
is deduced directly from equation (5.6). This implies, in particular, that
\[ T \in C([0, t_*); H^1) \cap L^2(0, t_*; H^2), \]
concluding the proof. The regularity of \( q \) can be established in the same way, as the \( q \)-equation involves the same terms except for the trilinear form \( m_T \). Theorem 6.2 is then proven. \( \Box \)

6.3. Global existence of strong solutions

The existence of global strong solutions for the full PEs with saturation (2.11)–(2.16) with initial and boundary conditions (2.24)–(2.27) (or the reformulated version (5.5)–(5.7)) is a direct consequence of theorem A.1 from the appendix and theorem 6.2.

**Theorem 6.3.** Let there be given \( v_0 \in V \) and \( T_0, q_0 \in H^1 \). Assume \((S_v, S_T, S_q) \in L^2(0, t_1; H), q_s \in (0, 1) \) and \( t_1 > 0 \). Then there exists a global strong solution to (5.5)–(5.7) such that
\[ (v, T, q) \in C([0, t_1]; V) \cap L^2(0, t_1; W), \]
\[ \partial_t(v, T, q) \in L^2(0, t_1; H). \]

**Proof.** From theorem 6.2, we already know the existence of a local strong solutions in some maximum time interval \([0, t_*) \) \( t_* \leq t_1 \). Therefore, in order to find the global strong solution, it is enough to show that the uniform bound \( \|v(t), T(t), q(t)\| \leq \bar{M} \) independent of \( t \in [0, t_*) \), which implies that no blow-up can occur at the time \( t = t_* \).

Let us first rewrite the original velocity equation (3.11) as
\[ \frac{\partial v}{\partial t} + v \cdot \nabla v + \omega \frac{\partial v}{\partial p} + \nabla \Phi_s + A_v v = S_v - f k \times v - \nabla \int_{p}^p R \frac{dp'}{p'} T dp' =: \overline{S}_v. \tag{6.5} \]
Then by the \( L^2 \)-uniform estimate (5.8) in corollary 5.3, we deduce
\[ \|\overline{S}_v\|_{L^2(0,t_*;L^2)} \leq \bar{M}, \]
for some \( \bar{M} > 0 \) independent of \( t_* \). Therefore, applying theorem A.1 to (6.5) with \( S_v = \overline{S}_v \), we obtain
\[ \|v(t)\| + \|v\|_{L^2(0,t_*;H^2)} \leq \bar{M}, \quad \text{independent of } t_* \tag{6.6} \]
With the uniform estimate (6.6) for \(v\) at hand, proceeding exactly as in the proof of theorem 6.2 to seek the uniform \(H^1\)-estimate for \(T\) and \(q\), we are able to obtain the uniform bound for \(\|T, q\|(\cdot, t)\|_{V}\). In conclusion, we have
\[
\sup_{t \in (0, t^*)} \|v(T, q)(t)\| + \|v, T, q\|_{L^2; [0, t^*; H^2]} \lesssim \tilde{M},
\]
for some \(\tilde{M} > 0\) independent of \(t^*\). We thus completed the proof of the existence of global strong solutions to (5.5)–(5.7), that is, the proof of theorem 6.3. □

7. Uniqueness of strong and quasi-strong solutions

Here we prove uniqueness and continuous dependence results for the quasi-strong solutions to (5.5)–(5.7). As a straightforward consequence, strong solutions turn out to be unique as well. The proof combines many ideas. The velocity equations are treated as in [3, 10, 37], while the temperature equation has to be substituted by the moist static energy equation in order to exploit a certain cancellation property, as in [4]. Finally, tools from monotone operator theory and variational inequalities [1, 7, 15, 30] turn out to be useful to handle the specific humidity equation, again following along the lines in [4]. The following is the main result of this section.

**Theorem 7.1.** Assume that \((v_1, T_1, q_1)\) and \((v_2, T_2, q_2)\) are two (strong or) quasi-strong solutions to (5.5)–(5.7) on \([0, t_1]\), with the nonlinear function \(F\) replaced by its positive part \(F^+\), and with initial data \(v_0^i \in V\), \(T_0^i, q_0^i \in L^2\), for \(i = 1, 2\). Then, there exists positive constants \(c\) and \(c_0 = c_0(\|v_0^1\|, |T_0^1|, |q_0^1|)\) such that
\[
\sup_{t \in [0, t_1]} \|\cdot(T_1, q_1) - (v_2, T_2, q_2)\|_{V \times L^2 \times L^2} \leq c e^{c_0 t} \|\cdot(v_0^1, T_0^1, q_0^1) - (v_0^2, T_0^2, q_0^2)\|_{V \times L^2 \times L^2}.
\]
In particular, there exists a unique strong solution to (5.5)–(5.7).

**Remark 7.2.** The replacement of \(F\) with its positive part \(F^+\) plays here an essential role. It is linked with positivity and \(L^\infty\) bounds on the temperature, which will be discussed in the subsequent section 8. Note that theorem 7.1 applies as well when we keep \(F\) instead of replacing it by \(F^+\), as long as the temperature remains positive and below the bound
\[
T \leq LR/c_p R_v \simeq 1548 K,
\]
which is far higher than any temperature on earth.

7.1. The moist static energy

In order to prove the uniqueness of solutions in theorem 7.1, we introduce as in [4] the so-called moist static energy function
\[
e = c_p T + L q,
\]
which is easily seen to satisfy the equation
\[
\frac{\partial e}{\partial t} + v \cdot \nabla e + \frac{\partial e}{\partial p} + A_T e = L(A_T - A_q)q + \frac{R}{c_p p} \omega(e - L q), \tag{7.1}
\]
along with the boundary conditions
\[
\begin{align*}
on \Gamma_v : \frac{\partial e}{\partial p} &= - \frac{\alpha_T}{v_T} e + L \left( \frac{\alpha_T}{v_T} - \frac{\alpha_q}{v_q} \right) q, \\
on \Gamma_u : \frac{\partial e}{\partial n} &= 0, \\
on \Gamma_e : \frac{\partial e}{\partial n} &= 0. \tag{7.2}
\end{align*}
\]
Also, the initial condition now reads
\[ e(x, y, p, 0) = 0, \]
where \( e_0 = c_p T_0 + L q_0 \). It is clear that proving uniqueness of a quasi-strong solution \((v, T, q)\) is equivalent to showing uniqueness of a quasi-strong solution \((v, e, q)\). Although consideration of the \((v, e, q)\)-system introduces some coupling in the linear part of (7.1) and in the boundary conditions on \( \Gamma_1 \), these terms can be handled and we gain the advantage of eliminating the non-Lipschitz term induced by the multivalued function \( H(q - q_i) \).

**7.2. Proof of theorem 7.1**

In what follows, the letter \( c \) will refer to a generic positive constant, which may be calculated in terms of the physical parameters of the problem. Also, \( \delta \in (0, 1) \) will be a sufficiently small fixed constant. Let \((v_1, e_1, q_1)\) and \((v_2, e_2, q_2)\) be two global quasi-strong solutions with initial data \((v_0^1, e_0^1, q_0^1)\) and \((v_0^2, e_0^2, q_0^2)\), respectively. The differences
\[ \hat{v} = v_1 - v_2, \quad \hat{e} = e_1 - e_2, \quad \hat{q} = q_1 - q_2, \]
satisfy
\[ \dot{\hat{v}} + (v_1 \cdot \nabla) \hat{v} + (\hat{v} \cdot \nabla)v_2 + \omega_1 \partial_p \hat{v} + \hat{\omega} \partial_p v_2 + f k \times \hat{v} + \nabla \Phi_s \]
\[ + \nabla \int_p \frac{R}{c_p p'} [\hat{e} - L \hat{q}] dp' + A_v \hat{v} = 0, \]
\[ \dot{\hat{e}} + v_1 \cdot \nabla \hat{e} + \hat{v} \cdot \nabla e_2 + \omega_1 \partial_p \hat{e} + \hat{\omega} \partial_p e_2 + A_T \hat{e} = L(A_T - A_q) \hat{q} \]
\[ + \frac{R}{c_p r} (\hat{e} - L \hat{q}) + \frac{R}{c_p p} \hat{\omega}(e_2 - L q_2), \]
\[ \dot{\hat{q}} + v_1 \cdot \nabla \hat{q} + \hat{v} \cdot \nabla q_2 + \omega_1 \partial_p \hat{q} + \hat{\omega} \partial_p q_2 + A_q \hat{q} + \frac{1}{p} \omega_1 \cdot F^*(T_2) (h_{q_1} - h_{q_2}) \]
\[ = - \frac{\omega_1}{p} h_{q_1} (F^*(T_1) - F^*(T_2)) - \frac{1}{p} h_{q_2} (F^*(T_1) - F^*(T_2)). \]

We now proceed to test each equation in \( L^2 \) by \( A_v \hat{v}, \hat{e} \) and \( \hat{q} \), respectively, taking into account the weak formulation of the equations given by (5.5)--(5.7), appropriately reformulated for \( e \) instead of \( T \). For \( \hat{v} \), we obtain the energy equation
\[ \frac{1}{2} \frac{d}{dt} |A_v^{1/2} \hat{v}|^2 + |A_v v| = - \left( \nabla \int_p \frac{R}{c_p p'} [\hat{e} - L \hat{q}] dp' , A_v \hat{v} \right) - b(\hat{v}, v_2, A_v \hat{v}) \]
\[ - b(v_1, \hat{v}, A_v \hat{v}) - (f k \times \hat{v}, A_v \hat{v}). \]

We estimate the right-hand side term by term. For the last term, we use the Poincaré inequality for the estimate
\[ |(f k \times \hat{v}, A_v \hat{v})| \leq c \| \hat{v} \|^2 + \frac{1}{24} |A_v v|^2. \]

For the first one, as in (3.24) we obtain
\[ \left| \left( \nabla \int_p \frac{R}{c_p p'} [\hat{e} - L \hat{q}] dp' , A_v \hat{v} \right) \right| \leq c (|\hat{e}| + |\hat{q}|) |A_v v| \leq \frac{1}{24} |A_v v|^2 \]
\[ + \frac{c_k}{48} \| \hat{e} \|^2 + \frac{c_k}{48} \| \hat{q} \|^2. \]

Now, the trilinear terms are more difficult and require some care. Note that
\[ b(\hat{v}, v_2, A_v \hat{v}) = ((\hat{v} \cdot \nabla) v_2, A_v \hat{v}) + (\hat{\omega} \partial_p v_2, A_v \hat{v}), \]
so that the first part can be estimated in a fairly classical way as
\[ |((\hat{v} \cdot \nabla) v_2, A_v \hat{v})| \leq |\hat{v}_i|_{L^2} \|\nabla v_2\|_{L^2} \|A_v \hat{v}\| \leq c |\hat{v}_i| \|v_2\|_{H^1} |A_v \hat{v}| \leq \frac{1}{24} |A_v \hat{v}|^2 \]
\[ + c\|v_2\|^2_{H^{2}} |\hat{v}|^2. \]

For the second part, we use an anisotropic estimate. We obtain
\[ |(\hat{v} \partial_p v_2, A_v \hat{v})| \leq c \int_{\mathcal{M}^*} |\hat{v}_i|_{L^2} \|v_2\|_{L^2} \|A_v \hat{v}\|_{L^2} \, d\mathcal{M}, \]
where the subscript \( p \) in the above norms indicates that we have only integrated in the \( p \)-direction. From the definition of \( \hat{v} \), we have that
\[ \|\hat{v}\|_{L^2} \leq c \|\nabla \cdot \hat{v}\|_{L^2}, \]
so that a further use of the Hölder inequality in the \( x, y \) direction entails
\[ |(\hat{v} \partial_p v_2, A_v \hat{v})| \leq c \|\hat{v}\|_{L^1, L^2} \|\partial_p v_2\|_{L^2, L^1} \|A_v \hat{v}\|_{L^2, L^1} \]
\[ \leq c \|\nabla \cdot \hat{v}\|_{L^2} \|\partial_p v_2\|_{L^1, L^2} \|A_v \hat{v}\|_{L^2, L^1} \]
\[ \leq c \|\hat{v}\|^2 \|v_2\|^2_{H^{2}} |A_v \hat{v}|^{3/2} \]
\[ \leq \frac{1}{24} |A_v \hat{v}|^2 + c \|v_2\|^2_{H^{2}} \|\hat{v}\|^2, \]
where we used that for \( \psi \in H^1 \) there holds
\[ \|\psi\|_{L^1, L^2} \leq c \|\psi\|_{L^2} \|\psi\|_{H^{2}}. \]

In conclusion, we find that
\[ |b(\hat{v}, v_2, A_v \hat{v})| \leq \frac{1}{12} |A_v \hat{v}|^2 + c (1 + \|v_2\|^2) \|v_2\|^2_{H^{2}} |\hat{v}|^2. \tag{7.7} \]

We argue similarly for the third term. Since
\[ b(v_1, \hat{v}, A_v \hat{v}) = ((v_1 \cdot \nabla) \hat{v}, A_v \hat{v}) + (\omega \partial_p \hat{v}, A_v \hat{v}), \]
we deduce that
\[ |((v_1 \cdot \nabla) \hat{v}, A_v \hat{v})| \leq \|v_1\|_{L^2} \|\nabla \hat{v}\|_{L^1} \|A_v \hat{v}\| \leq c \|v_1\| \|\hat{v}\|^{1/2} |A_v \hat{v}|^{1/2} \leq \frac{1}{24} |A_v \hat{v}|^2 \]
\[ + c \|v_1\|^2 \|\hat{v}\|^2, \]
and
\[ |(\omega \partial_p \hat{v}, A_v \hat{v})| \leq c \|\omega\|_{L^1, L^2} \|\partial_p \hat{v}\|_{L^2, L^1} \|A_v \hat{v}\| \]
\[ \leq c \|\nabla \cdot v_1\|_{L^2} \|\partial_p \hat{v}\|_{L^1, L^2} \|A_v \hat{v}\| \]
\[ \leq c \|v_1\|^{1/2} \|v_1\|^{1/2}_{H^{2}} \|\hat{v}\|^{1/2} |A_v \hat{v}|^{3/2} \]
\[ \leq \frac{1}{24} |A_v \hat{v}|^2 + c \|v_1\|^2 \|v_1\|^2_{H^{2}} |\hat{v}|^2, \]
implying
\[ |b(v_1, \hat{v}, A_v \hat{v})| \leq \frac{1}{12} |A_v \hat{v}|^2 + c (\|v_1\|^2 + \|v_1\|^2_{H^{2}}) \|v_1\|^2 |\hat{v}|^2. \tag{7.8} \]

Hence, in light of (7.5)–(7.8), we derive from (7.4) the differential inequality
\[ \frac{d}{dt} |\hat{v}|^2 + |A_v \hat{v}|^2 \leq \frac{k_T}{2\delta} |\hat{v}|^2 + \frac{k_T}{2\delta} \|\hat{q}\|^2 \]
\[ + c \|v_1\|^2 + \|v_1\|^2_{H^{2}} + \|v_2\|^2_{H^{2}} + \|v_2\|^2 |\hat{v}|^2. \tag{7.9} \]
We now turn our attention to the moist static energy equation. Applying the same technique, we have
\[
\frac{1}{2} \frac{d}{dt} |\hat{e}|^2 + a_T(\hat{e}, \hat{e}) = -b(\hat{v}, e_2, \hat{e}) + \frac{R}{c_p} \left( \frac{1}{p} \omega_1(\hat{e} - L\hat{q}), \hat{e} \right) + \frac{R}{c_p} \left( \frac{1}{p} \omega_1(e_2 - Lq_2), \hat{e} \right) + L(a_T(\hat{q}, \hat{e}) - a_q(\hat{q}, \hat{e})).
\] (7.10)

Thanks to the orthogonality property of the trilinear form, we have
\[-b(\hat{v}, e_2, \hat{e}) = b(\hat{v}, e_2) = (\hat{v} \cdot \nabla \hat{e}, e_2) + (\hat{v} \cdot \partial_p \hat{e}, e_2).\]

Therefore, as above,
\[|\langle \hat{u} \cdot \nabla \hat{e}, e_2 \rangle| \leq c \|\hat{u}\|_{L^2} \|\hat{e}\|_{L^2} \|e_2\|_{L^2} \leq c \|\hat{u}\| \|\hat{e}\| \|e_2\| \leq \frac{K_T}{10} \|\hat{e}\|^2 + c \|e_2\|^2 \|\hat{e}\|^2.\] (7.11)

and by anisotropic estimates,
\[|\langle \hat{v} \hat{p}, e_2 \rangle| \leq c \|\hat{v}\| \|\hat{p}\| \|\hat{e}\| \|e_2\| \leq c \|\hat{v}\| \|\hat{p}\| \|\hat{e}\| \|e_2\| \leq c \|\hat{v}\| \|\hat{p}\| \|\hat{e}\| \|e_2\| \leq \frac{K_T}{10} \|\hat{e}\|^2 + \frac{8}{K_T} \|\hat{e}\|^2 + c \|e_2\|^2 \|\hat{e}\|^2.\] (7.12)

Thanks to the continuity of the bilinear forms \(a_T\) and \(a_q\), we are able to estimate the last term as
\[|L(a_T(\hat{q}, \hat{e}) - a_q(\hat{q}, \hat{e}))| \leq c \|\hat{e}\| \|\hat{q}\| \leq \frac{K_T}{10} \|\hat{e}\|^2 + \frac{K_T}{83} \|\hat{q}\|^2.\] (7.13)

Regarding the intermediate terms, we have
\[\left| \frac{R}{c_p} \left( \frac{1}{p} \omega_1(\hat{e} - L\hat{q}), \hat{e} \right) \right| \leq c |\omega_1| (\|\hat{e}\|_{L^2} + \|\hat{e}\|_{L^2} \|\hat{q}\|_{L^2}) \leq c \|\hat{v}\|^4 (\|\hat{e}\|_{L^2} + \|\hat{q}\|_{L^2})^2 + c \|\hat{e}\|^2 \|\hat{q}\|^2 \leq \frac{K_T}{10} \|\hat{e}\|^2 + c \|\hat{v}\|^4 (\|\hat{e}\|_{L^2} + \|\hat{q}\|_{L^2})^2 \] (7.14)

where we took advantage of the Sobolev embedding \(H^{3/4} \subset L^4\) and interpolation inequalities.

In a similar manner,
\[\left| \frac{R}{c_p} \left( \frac{1}{p} \omega_1(e_2 - Lq_2), \hat{e} \right) \right| \leq c |\omega_1| (\|e_2\|_{L^2} + \|q_2\|)(\|\hat{e}\|_{L^2}) \leq c |A_v \hat{e}| (\|e_2\| + \|q_2\|) \|\hat{e}\|^2 \|\hat{e}\|^{1/2} \leq c |A_v \hat{e}| (\|e_2\| + \|q_2\|) \|\hat{e}\|^2 \|\hat{e}\|^{1/2} \] (7.15)

Therefore, in view of (7.11)–(7.15), the energy equation (7.10) becomes
\[\frac{d}{dt} |\hat{e}|^2 + \frac{d}{dt} \|\hat{e}\|^2 \leq \frac{\delta}{2} |A_v \hat{e}|^2 + \frac{K_T}{28} \|\hat{e}\|^2 + c \|\hat{e}\|^2 \|\hat{e}\|^2 + c \|\hat{v}\|^2 (\|\hat{e}\|^2 + \|\hat{q}\|^2).\] (7.16)

It remains to deal with the specific humidity equation. The corresponding energy equality reads
\[\frac{1}{2} \frac{d}{dt} |\hat{q}|^2 + a_q(\hat{q}, \hat{q}) + \left( \frac{1}{p} \omega_1 F^+(T_2) (h_{\eta_1} - h_{\eta_2}), \hat{q} \right) = -b(\hat{v}, q_2, \hat{q}) \]
\[- \left( \frac{1}{p} \omega_1 h_{\eta_1} (F^+(T_1) - F^+(T_2)), \hat{q} \right) - \left( \frac{1}{p} h_{\eta_2} F^+(T_2) (\omega_1 - \omega_2^{-1}), \hat{q} \right).\] (7.17)
As a consequence of the monotonicity of the multivalued map \( q \mapsto H(q - q_0) \), we find

\[
\left( \frac{1}{p} \omega^-_1 F^+(T_2)(h_{q_0} - h_{q_0}), \hat{q} \right) \geq 0.
\] (7.18)

Also, arguing as in (7.11)–(7.12), we infer that

\[
|b(\hat{v}, q_2, \hat{q})| \leq \frac{\delta^2}{4} |A_v \hat{v}|^2 + \frac{K_v}{6} \|\hat{q}\|^2 + c (1 + |q_2|^2) \|q_2\|^2 \|\hat{v}\|^2.
\] (7.19)

Moreover, since \( \|h_{q_0}\|_{L^\infty} \leq 1 \) and \( F^+ \) is globally Lipschitz-continuous, we can write

\[
\left| \left( \frac{1}{p} \omega_1^- F^+(T_1) - F^+(T_2), \hat{q} \right) \right| \leq c \|\omega_1^- \| \|F(T_1) - F(T_2)\|_{L^\infty} \|\hat{q}\|_{L^p}.
\] (7.20)

In a simpler way, recalling that \( F \) is a bounded function, we obtain

\[
\left| \left( \frac{1}{p} \omega_1^- F^+(T_2)(\omega_1^- - \omega_1^-), \hat{q} \right) \right| \leq c \|\hat{q}\|_{L^p} \leq c \|\hat{q}\|^2 + \frac{K_v}{6} \|\hat{q}\|^2.
\] (7.21)

Collecting (7.18)–(7.21), the equation (7.17) turns into

\[
\frac{d}{dt} |\hat{q}|^2 + \kappa_q \|\hat{q}\|^2 \leq \frac{\delta^2}{2} |A_v \hat{v}|^2 + \frac{\delta \kappa_T}{2} \|\hat{v}\|^2 + c \|v_1\|^4 |\hat{q}|^2 + c (1 + \|q_2\|^2 + |q_2|^2) \|\hat{v}\|^2.
\] (7.22)

We now use the fact that the norm \( |A_v^{1/2} \hat{v}| \) is equivalent to the norm \( \|\hat{v}\| \) and put together (7.9), (7.16) and (7.22) in the following way. The energy functional

\[
\Psi(t) = \delta^2 |A_v^{1/2} \hat{v}(t)|^2 + \delta |\hat{v}(t)|^2 + |\hat{q}(t)|^2
\]

satisfies the differential inequality

\[
\Psi'(t) \leq g(t) \Psi(t), \quad t \in (0, t_1),
\]

where

\[
g(t) = c \left[ 1 + \|v_2\|^2_{H^2} + \|v_1\|^2_{H^2} + \|v_2\|^2_{H^2} + \|v_2\|^2 \|v_2\|^2_{H^2} + \|v_1\|^2 + \|v_2\|^2 + \|v_2\|^2 + \|q_2\|^2 + \|q_2\|^2 \right].
\]

The fact that \( (v_1, e_1, q_1) \) and \( (v_2, e_2, q_2) \) are quasi-strong solutions ensures that \( g \in L^1(0, t_1) \). We can therefore apply the standard Gronwall inequality, to obtain the continuous dependence estimate

\[
\Psi(t) \leq \Psi(0) \exp \left( \int_0^t g(t) dt \right).
\]

which is stated explicitly in the statement of theorem 7.1, and whose proof is now achieved.

**Remark 7.3.** The only step in which the replacement of \( F \) with its positive part \( F^+ \) has been used is in (7.18), to exploit monotonicity properties of the set-valued map \( H(q - q_0) \). This appears unavoidable at the moment, and it allows to circumvent the difficulty of dealing with non-Lipschitz nonlinearities, by using instead monotonicity arguments.
8. Maximum principles

In order to prove uniqueness of solutions, we replaced the nonlinear function \( F \) by \( F^+ \). This amounts to requiring that the temperature distribution \( T \) satisfies the bounds given by (2.22), namely

\[
0 \leq T \leq \frac{LR}{c_p R_v} \simeq 1548 K, \quad \text{a.e. in } \mathcal{M} \times [0, t_1].
\] (8.1)

Note in addition that the physical model (2.1)–(2.6) is probably not valid anymore if \( T > 1548 K \), for possible utilization in extraterrestrial atmospheres.

In [4], physical bounds of the form (8.1) were derived for both the temperature and the specific humidity. Here, the picture is quite similar, despite the fact that the velocity vector field \( v \) is not a given datum anymore, but part of the unknowns. In particular, one can repeat word for word the arguments in [4, proposition 4.1] to obtain a positivity result.

Proposition 8.1. With the hypotheses in theorem 6.3, suppose \( T_0, q_0 \) and \( S_T, S_q \) are positive functions. Then we have \( T(\cdot, t), q(\cdot, t) \geq 0 \) almost everywhere in \( \mathcal{M} \) and for every \( t \in [0, t_1] \).

The main difference compared to [4] concerns the upper bounds. Specifically, a key assumption there was that \( \omega \in L^\infty(\mathcal{M} \times (0, t_1)) \), which is not compatible with our estimates above on strong solutions. Here, we will instead exploit a technique reminiscent of the famous nonlinear iteration of De Giorgi [6] in order to prove the following \( L^\infty \) bound on the temperature.

Proposition 8.2. With the hypotheses in theorem 6.3, we suppose that \( T_0 \in L^\infty \) is positive and we further assume that \( S_T \in L^2(0, t_1; H^1) \). Then there exists a positive constant \( M_1 \) such that

\[
0 \leq T \leq M_1, \quad \text{a.e. in } \mathcal{M} \times [0, t_1].
\] (8.2)

Specifically, we have

\[
M_1 = M_1(t_1, \|v_0\|, \|T_0\|_{L^\infty}, \|q_0\|, \|S_T\|_{L^2(0, t_1; H^1)}, \|(S_v, S_T, S_q)\|_{L^2(0, t_1; H^1)}).
\]

The only extra requirement is \( S_T \in L^2(0, t_1; H^1) \). The above proposition will be proven in the subsequent section 8.1. Moreover, as the equation for \( q \) is similar to the equation for \( T \), an analogous result holds for the specific humidity.

Proposition 8.3. With the hypotheses in theorem 6.3, assume that \( q_0 \in L^\infty \) is positive and \( S_q \in L^2(0, t_1; H^1) \). Then there exist a positive constant \( M_2 \) such that

\[
0 \leq q \leq M_2, \quad \text{a.e. in } \mathcal{M} \times [0, t_1].
\] (8.3)

Specifically, we have

\[
M_2 = M_2(t_1, \|v_0\|, \|T_0\|, \|q_0\|_{L^\infty}, \|S_q\|_{L^2(0, t_1; H^1)}, \|(S_v, S_T, S_q)\|_{L^2(0, t_1; H^1)}).
\]

The proof of the above proposition will be left to the reader, as it is shorter and simpler than that of proposition 8.2.

Remark 8.4. The main drawback of such bounds is the dependence on the final time \( t_1 \). However, this is not caused by a flaw in the proof, but rather from the non-uniformity of the basic \( L^2 \) energy estimate (5.8). This seems to be an intrinsic feature of the model, caused essentially by the presence of the anti-dissipative term

\[
-\frac{R}{c_p} \omega T
\]

in the temperature equation.
The methods of [4] work here as well for the specific humidity, without further assumptions on \( \omega \). Complementary to proposition 8.3 in the (physical) case of zero forcing, we also have the following:

**Proposition 8.5.** With the hypotheses in theorem 6.3, assume that \( q \) is a strong solution to (5.7) on \([0, t_1]\), with the nonlinear function \( F \) replaced by its positive part \( F^+ \), and with positive initial data \( q_0 \in L^\infty \). If \( S_q = 0 \), then

\[
0 \leq q \leq \|q_0\|_{L^\infty} \quad \text{a.e. in } \mathcal{M} \times [0, t_1].
\]

**Remark 8.6.** Property (8.4) is what one should expect from the physical considerations. Indeed, the specific humidity is the (dimensionless) ratio of the mass of water vapour to the total mass of the system. One therefore expects that

\[
q \in [0, 1], \quad \text{a.e. in } \mathcal{M} \times [0, t_1].
\]

Moreover, (8.4) also implies that if the initial datum is smaller than the saturation concentration, then the under-saturated regime persists for all times. If, as it should be ([13, p 163]), \( q_s \) depends on \( T \) (typically, \( q_s = \frac{C_p}{R} e^{-L/R_v T} \), as in [13]), then a decrease of \( T \) produces a decrease of \( q_s \), thus increasing the chances of supersaturation. The mathematical theory of the case where \( q_s \) depends on \( T \) has been developed in [2].

**Remark 8.7.** We observe once more that the truncation of \( F \) is not required to prove the maximum principle neither for the temperature nor for the specific humidity, as opposed to what was proved in [4], where the truncation of \( F \) was assumed to prove the upper bound for \( q \). Indeed, it was there crucial an estimate of the type

\[
-\left( \frac{1}{p} \omega h q F^+ (T), [q - M_2]^+ \right) \leq 0,
\]

when using the Stampacchia method on the specific humidity equation. However, a bound in space and time (independent of the final time \( t_1 \), like in (8.1) seems to be out of reach at the moment: the possibility of exponential growth of the \( L^2 \) norm of the temperature (see (5.8)) caused by the anti-dissipative term mentioned in remark 8.4 prevents us to prove uniform \( L^\infty \) bounds as well (see (8.9) and (8.16)).

**8.1. Upper bounds for the temperature via De Giorgi iterations**

We prove here proposition 8.2. We consider the weak formulation of the temperature equation (5.6), and take the test function \( \tilde{T} \) to be \( T_\lambda = [T - \lambda]^+ \), where \( \lambda \) is any positive constant such that

\[
\lambda \geq \|T_0\|_{L^\infty}.
\]

The corresponding energy equation reads

\[
\frac{1}{2} \frac{d}{dt} |T_\lambda|^2 + a_T (T_\lambda, T_\lambda) + \lambda a_T \int_{\Gamma_i} \left( \frac{g p_1}{R T} \right)^2 T_\lambda \, d\Gamma_i = m_T (\omega, T_\lambda, T_\lambda) + m_T (\omega, \lambda, T_\lambda) + \frac{L}{c_p} (D(\omega, T, h_q), T_\lambda) + (S_T, T_\lambda),
\]

where we took advantage of the orthogonality property of the trilinear form \( b \), namely

\[
b(v, T, T_\lambda) = b(v, T - \lambda, T_\lambda) = b(v, T_\lambda, T_\lambda) = 0.
\]
As a consequence, we have
\[
\frac{d}{dt} |T_\lambda|^2 + 2 \kappa_\tau \|T_\lambda\|^2 \leq c_1 \int_M |\omega||T_\lambda|^2 dM + c_1 \lambda \int_M |\omega||T_\lambda| dM + c_2 \int_M |\omega||T_\lambda| dM + 2 \int_M |S_T||T_\lambda| dM,
\]
where
\[
c_1 = \frac{R_{c_F}}{p_0}, \quad c_2 = \frac{Lc_F}{p_0}, \quad (C_F > 0 \text{ from } (2.19)).
\]

Hence, integrating on \((0, t)\) and using the fact that \(T_\lambda(0) = 0\), we obtain
\[
\sup_{t \in [0, t]} |T_\lambda(t)|^2 + 2 \kappa_\tau \int_0^t \|T_\lambda(t)\|^2 dt \leq c_1 \int_0^t \int_M |\omega||T_\lambda|^2 dM dt + c_1 \lambda \int_0^t \int_M |\omega||T_\lambda| dM dt + c_2 \int_0^t \int_M |\omega||T_\lambda| dM dt + 2 \int_0^t \int_M |S_T||T_\lambda| dM dt.
\]

For \(M > 2\|T_0\|_{L^\infty}\) to be fixed later, we define the increasing sequence of positive numbers \(\lambda_k = M(1 - 2^{-k}), \quad k \geq 0\), and set \(T_k = T_{\lambda_k}\). Note that \(T_k \leq T_{k-1}\) for every \(k \geq 0\), and, moreover,
\[
T_{k-1} \geq 2^{-k} M \quad \text{on } \{(x, y, p, t) : T_k(x, y, p, t) > 0\}.
\]
In turn,
\[
1_{\{T_k > 0\}} \leq \frac{2^k}{M} T_{k-1}, \quad \forall k \geq 1.
\]
(8.6)

Defining
\[
Q_k = \sup_{t \in [0, t]} |T_k(t)|^2 + 2 \kappa_\tau \int_0^t \|T_k(t)\|^2 dt,
\]
we infer from (8.5) that, for every \(k \geq 1\),
\[
Q_k \leq c_1 \int_0^t \int_M |\omega||T_\lambda|^2 dM dt + c_1 M \int_0^t \int_M |\omega||T_\lambda| dM dt + c_2 \int_0^t \int_M |\omega||T_\lambda| dM dt + 2 \int_0^t \int_M |S_T||T_\lambda| dM dt,
\]
where we used \(\|T_0\|_{L^\infty} \leq \lambda_k \leq M\) for each \(k \geq 1\) from our choice of \(M\). Moreover, from the estimate (8.5), which can now be extended up to \(t_1\) in view of the global existence result in theorem 6.3, we have
\[
Q_0 = \sup_{t \in [0, t]} |T(t)|^2 + 2 \kappa_\tau \int_0^t \|T(t)\|^2 dt \leq C e^{C_{t_1}} ((\|v_0, T_0, q_0\|^2 + \|(S_{\nu}, S_T, S_p)^2\|_{L^2(0, t_1; H)})).
\]
(8.9)

We now proceed with estimating the right-hand side of (8.8). Note that it is enough to find upper bounds for the first two terms, as the third and fourth terms are very similar to the second one.

We have
\[
\int_0^t \int_M |\omega||T_\lambda|^2 dM dt \leq \int_0^t \|\omega\|_{L^6}^6 \left( \int_M |T_\lambda|^{12/5} dM \right)^{5/6} dt \leq \|\omega\|_{L^1(0, t_1; H')} \left( \int_0^t \left( \int_M |T_\lambda|^{12/5} dM \right)^{5/3} dt \right)^{1/2}.
\]
In view of (8.6) and the fact that $T_k \leq T_{k-1}$, we have
\[
\int_0^{t_1} \left( \int_M |T_k|^{12/5} dM \right)^{5/3} dr \leq \int_0^{t_1} \left( \int_M |T_{k-1}|^{12/5} \mathbf{1}_{\{T_{k-1} > 0\}} dM \right)^{5/3} dr
\]
\[\leq \frac{2^{2k/3}}{M^{2/3}} \int_0^{t_1} \left( \int_M |T_{k-1}|^{14/5} dM \right)^{5/3} dr
\]
\[= \frac{2^{2k/3}}{M^{2/3}} \int_0^{t_1} \|T_{k-1}\|_{L^{14/5}}^{14/3} dr.
\]
Taking advantage of the interpolation inequality
\[\|\varphi\|_{L^{8/3}} \leq \|\varphi\|_{L^2}^{4/7} \|\varphi\|_{L^6}^{3/7},\]
we find that
\[
\int_0^{t_1} \left( \int_M |T_k|^{12/5} dM \right)^{5/3} dr \leq \frac{2^{2k/3}}{M^{2/3}} \int_0^{t_1} \|T_{k-1}\|_{L^8}^{8/3} \|T_{k-1}\|_{L^2}^2 dr
\]
\[\leq \frac{2^{2k/3}}{M^{2/3}} \sup_{t \in [0, t_1]} \|T_{k-1}(t)\|_{L^8}^{8/3} \int_0^{t_1} \|T_{k-1}(t)\|^2 dt
\]
\[\leq \frac{2^{2k/3}}{2kT M^{2/3}} Q_{k-1}^{7/3}.
\]
Finally, we obtain the nonlinear estimate
\[c_1 \int_0^{t_1} \int_M |\omega| |T_k|^2 dM dt \leq \frac{c_1}{\sqrt{2kT}} \|\varphi\|_{L^{2}(0, t_1; \mathcal{H}^2)} \frac{2^{k/3}}{M^{1/3}} Q_{k-1}^{7/6}. \tag{8.10}
\]
Now for the second term, we use similar arguments as before and obtain
\[
\int_0^{t_1} \int_M |\omega| |T_k| dM dt \leq \|\varphi\|_{L^{2}(0, t_1; \mathcal{H}^2)} \left[ \int_0^{t_1} \left( \int_M |T_k|^{6/5} dM \right)^{5/3} dr \right]^{1/2}.
\]
Using again (8.6), we can estimate the above term as
\[
\int_0^{t_1} \left( \int_M |T_k|^{6/5} dM \right)^{5/3} dr \leq \int_0^{t_1} \left( \int_M |T_{k-1}|^{6/5} \mathbf{1}_{\{T_{k-1} > 0\}} dM \right)^{5/3} dr
\]
\[\leq \frac{2^{8k/3}}{M^{8/3}} \int_0^{t_1} \left( \int_M |T_{k-1}|^{14/5} dM \right)^{5/3} dr
\]
\[= \frac{2^{8k/3}}{M^{8/3}} \int_0^{t_1} \|T_{k-1}\|_{L^{14/5}}^{14/3} dr.
\]
Up to the constant in front of the integral, we are in the same situation as above. Hence,
\[
\int_0^{t_1} \left( \int_M |T_k|^{6/5} dM \right)^{5/3} dr \leq \frac{2^{8k/3}}{2kT M^{8/3}} Q_{k-1}^{7/3},
\]
and thus
\[c_1 M \int_0^{t_1} \int_M |\omega| |T_k| dM dt \leq \frac{c_1}{\sqrt{2kT}} \|\varphi\|_{L^{2}(0, t_1; \mathcal{H}^2)} \frac{2^{4k/3}}{M^{1/3}} Q_{k-1}^{7/6}. \tag{8.11}
\]
The third and fourth terms are estimated in the exact same way as the second term. We therefore obtain
\[c_2 \int_0^{t_1} \int_M |\omega| |T_k| dM dt \leq \frac{c_2}{\sqrt{2kT}} \|\varphi\|_{L^{2}(0, t_1; \mathcal{H}^2)} \frac{2^{4k/3}}{M^{1/3}} Q_{k-1}^{7/6} \tag{8.12}
\]
\[2 \int_0^{t_f} \int_M |S^r_\tau| dM dt \leq \frac{2}{\sqrt{2k_T}} \|S^r_T\|_{L^2(0,t_f;H^1)} \frac{2^{4k^3}}{M^{4/3}} Q^{7/6} k^{-4/3}. \quad (8.13)\]

In light of (8.8) and by (8.10)–(8.13), the nonlinear iteration may be written as

\[Q_k \leq \frac{C_0}{M^{1/3}} 4^k Q^{7/6} k^{-4/3}, \quad \forall k \geq 1, \quad (8.14)\]

where we have assumed \(M \geq 1\), and we have set

\[C_0 := C_0(t_1, \|v_0\|, \|T_0\|, \|q_0\|, \|S_T\|_{L^2(0,t_1;H^1)}, \|(S_v, S_T, S_q)\|_{L^2(0,t_1;H)})\]

to be the bound on the velocity field given by theorem 6.3. Thanks to the nonlinearity in (8.14),

\[\lim_{k \to \infty} Q_k = 0,\]

provided we choose \(M\) sufficiently large. In fact, it is possible to find that \(Q_k\) satisfies the explicit bound

\[Q_k \leq \left( \frac{Q_0^{4/3} C_0}{M^{2/3}} \right)^{\frac{k^3}{4}} \left( \frac{M^{1/3}}{4^k C_0} \right)^6 4^{-6k}, \quad \forall k \geq 1. \quad (8.15)\]

Hence, it suffices to impose the condition

\[\frac{Q_0^{4/3} C_0}{M^{2/3}} \leq 1,\]

i.e.

\[M \geq \sqrt{Q_0^{2/3} C_0}. \quad (8.16)\]

In turn, since \(Q_0 \leq C_0\), we require that

\[M \geq 2^{42} C_0^{-7/2}. \quad (8.17)\]

As \(k \to \infty\), we have that \(\lambda_k \to M\), and from (8.7) we learn that

\[T - M^3 = \lim_{k \to \infty} T_k = 0,\]

from which the upper bound on the temperature follows.
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**Appendix A. PEs of the atmosphere**

In [19], the authors proved the global existence of strong solutions for the PEs of the ocean with Dirichlet boundary conditions for the side boundary. Adapting these techniques, we are able to prove a similar result for the PEs of the atmosphere with free-slip boundary conditions for the side boundary. The result in theorem A.1 below is essential for deriving the time-uniform \(H^1\)-estimate for the velocity \(v\) and hence the global existence of strong solutions for the PEs with saturation in section 6.
In this appendix, we decouple the PEs of the atmosphere from the temperature and the humidity, and consider the equation

\[
\frac{\partial v}{\partial t} + v \cdot \nabla v + \omega \frac{\partial v}{\partial p} + \nabla \Phi_1 + A_v v = S_v, \tag{A.1}
\]

\[
\text{div}v + \frac{\partial \omega}{\partial p} = 0,
\]

with initial condition

\[
v(x, y, p, 0) = v_0(x, y, p), \tag{A.2}
\]

and boundary conditions

\[
\left. \frac{\partial v}{\partial p} \right|_{\Gamma_i} = \omega \left|_{\Gamma_i} = 0, \quad \left. \frac{\partial v}{\partial p} \right|_{\Gamma_u} = \omega \left|_{\Gamma_u} = 0, \quad \left. v \cdot n \right|_{\Gamma_\ell} = \frac{\partial(v \cdot \tau)}{\partial n} \left|_{\Gamma_\ell} = 0. \tag{A.3}
\]

Our result resembles those in [19, theorem 2.1] and [20, theorem 2.1]. The proof of theorem A.1 below actually follows the lines of [19, theorem 2.1] and [20, theorem 2.1], where the difference is that instead of the ordinary three-dimensional Laplace operator, we consider the more complicated operator \(A_v\) in (A.1). This does not create additional difficulties for the energy estimates below. Nonetheless, we present the full details for the proof of theorem A.1 below for the sake of completeness.

**Theorem A.1.** Let the space \(V\) be defined as in section 3.3 and assume that \(v_0 \in V\) and \(S_v \in L^2(0, t_1; L^2)\). Then there exists a unique strong solution

\[
v \in L^\infty(0, t_1; V) \cap L^2(0, t_1; H^2)
\]

of the PEs (A.1)–(A.3).

**Proof.** In the following, we will write the norms with respect to the spaces explicitly, that is we write \(\|\cdot\|_V\) denoting the norm on the space \(V\) and \(|\cdot|\) the absolute value. We also denote by \(\|\cdot\|_{L^p(M)}\) the norm on the space \(L^p(M)\) and by \(\|\cdot\|_{L^p(M)}\) the norm on the space \(L^p(M)\) for \(1 \leq p \leq \infty\).

Following [19, 20], we first write (A.1) in component form:

\[
\frac{\partial u_k}{\partial t} + \sum_{j=1}^3 \partial_j(u_j u_k) + \partial_i \Phi_j + A_v u_k = S_k, \quad k = 1, 2, \tag{A.4}
\]

where

\[
u = (u_1, u_2, u_3) = (v, \omega) = (v_1, v_2, \omega), \quad S_v = (S_1, S_2).
\]

Local existence of strong solutions to (A.1)–(A.3) is well known (see e.g. [28]) and to prove theorem A.1 it suffices to show the existence of a constant \(\hat{M} > 0\) such that \(\|v(\cdot, t)\|_V \leq \hat{M}\) for all \(t \in [0, t_1]\).

Let \(0 \leq \tau_1 < \tau_2 \leq t_1\). In what follows, all the computations are understood for \(t \in [\tau_1, \tau_2]\). Before entering into the estimates, we introduce the average operator \(M\) in the vertical direction:

\[
Mv(x, y) = \frac{1}{h} \int_{p_0}^{p_1} v(x, y, p) dp, \quad (x, y) \in \mathcal{M},
\]

where \(h := p_1 - p_0\).
We first obtain an $L^6$-estimate on $v$. We multiply (A.4) by $u_k^5$, where $k = 1, 2$, integrate over $\mathcal{M}$, and sum the resulting equations. We arrive at
\[
\frac{1}{6} \sum_{k=1}^2 \frac{d}{dt} \|u_k\|_{L^6}^6 + \frac{5\mu_v}{9} \sum_{k=1}^2 \int_{\mathcal{M}} |\nabla (u_k^5)|^2 \, d\mathcal{M} + \frac{5\nu_v}{9} \sum_{k=1}^2 \int_{\mathcal{M}} \left( \frac{RP}{RT} \right)^2 |\partial_p(u_k^5)|^3 \, d\mathcal{M} \\
+ \alpha_v \sum_{k=1}^2 \int_{\Gamma_i} \left( \frac{RP}{RT} \right)^2 |u_k|^6 \, d\Gamma_i = - \sum_{k=1}^2 \int_{\mathcal{M}} u_k^5 \Phi_k \, d\mathcal{M} + \sum_{k=1}^2 \int_{\mathcal{M}} S_k u_k^5 \, d\mathcal{M} \quad \text{(A.5)}
\]

As in [19], the first term on the right-hand side of (A.5) can be bounded using Hölder’s inequality and the Sobolev embedding $W^{1,6/3}(\mathcal{M}) \hookrightarrow L^6(\mathcal{M})$ by
\[
C \sum_{k=1}^2 \|M(u_k^5)\|_{L^6} \|\nabla \Phi_k\|_{L^{6/3}} \leq C \sum_{k=1}^2 \left( \|\nabla M(u_k^5)\|_{L^{6/3}} + \|M(u_k^5)\|_{L^{6/3}} \right) \|\nabla \Phi_k\|_{L^{6/3}}.
\]

Now, we estimate
\[
\|\nabla M(u_k^5)\|_{L^{6/3}} \leq C \|u_k^5 \nabla (u_k^5)\|_{L^{6/3}} \leq CJ^2 \bar{J}^3, \quad \|M(u_k^5)\|_{L^{6/3}} \leq C \|u_k^5\|_{L^6} \leq CJ^5 \bar{J}^3,
\]

where we denoted
\[
J(t) = \left( \|u_1^3, u_2^3\|_{L^2}^2 \right)^{1/6} = \left( \sum_{k=1}^2 \|u_k^6\|_{L^6}^6 \right)^{1/6},
\]
and
\[
\bar{J}(t) = \left( \|u_1^3, u_2^3\|_{L^2}^2 \right)^{1/6} = \left( \sum_{k=1}^2 \int_{\mathcal{M}} |\nabla (u_k^3)|^2 \, d\mathcal{M} \right)^{1/6} \quad \text{and used the Poincaré’s inequality,}
\]
\[
J(t) \leq C \bar{J}(t). \quad \text{(A.6)}
\]
The second term on the right side of (A.5) can be estimated by
\[
\sum_{k=1}^2 \|S_k\|_{L^2} \|u_k^5\|_{L^6} \leq \sum_{k=1}^2 \|S_k\|_{L^2} \|u_k^5\|_{L^{6/3}} \leq \sum_{k=1}^2 \|S_k\|_{L^2} \|u_k^3\|_{L^2} \|u_k^3\|_{L^2},
\]

which is further bounded using the Poincaré inequality by
\[
\sum_{k=1}^2 \|S_k\|_{L^2} \|u_k^3\|_{L^2} \|(u_1^3, u_2^3)\|_V \leq CSJ^2 \bar{J}^3,
\]

where
\[
S(t) = \left( \sum_{k=1}^2 \|S_k(t)\|_{L^2}^2 \right)^{1/2}.
\]

Now, we recall that $\kappa_v = \min(\mu_v, \nu_v, \alpha_v)$ and deduce from (A.5) that
\[
\frac{1}{6} \frac{d}{dt} J^6 + \frac{5}{9} \kappa_v J^6 \leq C \|\nabla \Phi_v\|_{L^{6/3}} J^2 \bar{J}^3 + CSJ^2 \bar{J}^3,
\]

\[662\]
which, by Young’s inequality, implies that
\[ \frac{d}{dt} J^6 + \kappa_v J^6 \leq C \| \nabla \Phi \|_{L_2}^2 J^4 + CS^2 J^4. \]  
(\text{A.7})

We now set
\[ K(t) = \left( \sum_{k=1}^2 \| \partial_p u_k(\cdot, t) \|_{L_2}^2 \right)^{1/2}, \]
and
\[ \bar{K}(t) = \left( \sum_{k=1}^2 \int_M |\nabla (\partial_p u_k)|^2 dM + \sum_{k=1}^2 \int_M \left( \frac{\| \partial_p u_k \|_{L_3}^2}{R_T^2} \right) |\partial_p u_k|^2 dM \right)^{1/2} \]

\[ + \frac{\mu_v}{v_o} \sum_{k=1}^2 \int_{\Gamma_i} |\nabla u_k|^2 d\Gamma_i \right)^{1/2}. \]

In order to obtain the estimates for \( K \) and \( \bar{K} \), we multiply (\text{A.4}) by \( -\partial_p u_k \), where \( k = 1, 2 \) integrate over \( M \), and sum the resulting equations together; we find
\[ \frac{1}{2} \frac{d}{dt} K^2 + \kappa_v \bar{K}^2 = \sum_{j,k=1}^2 \int_M u_j \partial_j u_k \partial_p u_k dM + \sum_{k=1}^2 \int_M u_3 \partial_p u_k \partial_p u_k dM \]
\[ + \frac{\mu_v}{v_o} \sum_{k=1}^2 \int_{\Gamma_i} |\nabla u_k|^2 d\Gamma_i \right)^{1/2}. \]
(\text{A.8})

Integrations by parts on the first two terms on the right-hand side of (\text{A.8}) yield
\[ \sum_{j,k=1}^2 \int_M u_j \partial_j u_k \partial_p u_k dM = - \sum_{j,k=1}^2 \int_M \partial_p u_j \partial_j u_k \partial_p u_k dM - \frac{\alpha_v}{v_o} \sum_{j,k=1}^2 \int_{\Gamma_i} u_j \partial_j u_k \partial_p u_k d\Gamma_i \]
\[ + \frac{1}{2} \sum_{j,k=1}^2 \int_M \partial_j u_j \partial_j u_k \partial_p u_k dM = \sum_{j,k=1}^2 \int_M \partial_p u_j \partial_j u_k \partial_p u_k dM + \sum_{j,k=1}^2 \int_M \partial_p u_j \partial_p u_k \partial_p u_k dM \]
\[ + \frac{\alpha_v}{2v_o} \sum_{j,k=1}^2 \int_{\Gamma_i} \partial_j u_j u_k d\Gamma_i - \sum_{j,k=1}^2 \int_M u_j \partial_p u_k \partial_p u_k dM, \]
and with the divergence free condition on \( u \), we have
\[ \sum_{k=1}^2 \int_M u_3 \partial_p u_k \partial_p u_k dM = - \frac{1}{2} \sum_{k=1}^2 \int_M \partial_p u_3 \partial_p u_k \partial_p u_k dM \]
\[ = \frac{1}{2} \sum_{j,k=1}^2 \int_M \partial_j u_j \partial_p u_k \partial_p u_k dM \]
\[ = - \sum_{j,k=1}^2 \int_M u_j \partial_j u_k \partial_p u_k dM. \]

The right-hand side of (\text{A.8}) is now less than or equal to
\[ C \sum_{j,k=1}^2 \| u_j \|_{L_3} \| \partial_p u_k \|_{L_2} \| \nabla (\partial_p u_j) \|_{L_2} + C \sum_{j,k=1}^2 \| u_j \|_{L_3} \| \partial_p u_k \|_{L_2} \| \nabla (\partial_p u_j) \|_{L_2} + \sum_{k=1}^2 \| \partial_p u_k \|_{L_2} \| \partial_p u_k \|_{L_2} \]
\[ + \frac{\mu_v}{v_o} \sum_{j,k=1}^2 \int_{\Gamma_i} \partial_j u_j \partial_p u_k d\Gamma_i \right)^{1/2}. \]
(\text{A.9})
The first three terms in (A.9) are bounded by $C J K^{1/2} \tilde{K}^{3/2}$ and the fourth term is bounded by $CS\tilde{K}$.

We rewrite the fifth term in (A.9) as

$$\sum_{k=1}^{3} \left| \int_{\mathcal{M}} \partial_k \Phi_s \int_{p_0}^{p} \partial_{p} u_k \, dp \, d\mathcal{M} \right| = \sum_{k=1}^{3} \left| \int_{\mathcal{M}} \partial_k \Phi_s (\partial_{p} u_k) \right|_{p=p_0}^{p=p_1} \, d\mathcal{M} \right|,$$

and we have by the trace theorem

$$\|u_k\|_{L^4_x} = \|u_k\|_{L^4_x} \leq C \|u_k\|_{L^4_x} \leq C \|u_k\|_{H^{1/2} \mathcal{M}} \leq C \bar{E},$$

where

$$\bar{E}(t) = \|v(\cdot, t)\|_{H^1(\mathcal{M})} = \left( \sum_{j=1}^{2} \|u_k(\cdot, t)\|_{H^1(\mathcal{M})}^2 \right)^{1/2}.$$ 

By H"older's and Young's inequalities, the last term in (A.9) is estimated by

$$C \sum_{j,k=1}^{2} \|\nabla u_j\|_{L^2(\mathcal{M})} \|u_k\|_{L^4(\mathcal{M})} \leq \frac{K}{8} \tilde{K}^2 + \frac{K}{8} j^6 + C.$$ 

Now, we can deduce from (A.8) that

$$\frac{1}{2} \frac{d}{dt} \tilde{K}^2 + \kappa_v \tilde{K}^2 \leq C J K^{1/2} \tilde{K}^{3/2} + C \|\nabla \Phi_s\|_{L^2(\mathcal{M})} \tilde{E} + CS\tilde{K} + \frac{K}{8} \tilde{K}^2 + \frac{K}{8} j^6 + C,$$

whence by noticing that $K(t) \leq \bar{E}(t)$,

$$\frac{d}{dt} \tilde{K}^2 + \kappa_v \tilde{K}^2 \leq \tilde{E}^2 J^4 + C \|\nabla \Phi_s\|_{L^2(\mathcal{M})}^2 + \tilde{E}^2 + CS^2 + \frac{K}{8} j^6 + C. \quad (A.11)$$

Next, we need an estimate on $\|\nabla \Phi_s\|_{L^2(\mathcal{M})} = \|\nabla \Phi_s\|_{L^2(\mathcal{M})} = \|\nabla \Phi_s\|_{L^2(\mathcal{M})} = \|\nabla \Phi_s\|_{L^2(\mathcal{M})}$. For this purpose, we average the PEs in the vertical direction to obtain

$$\frac{\partial M u_k}{\partial t} - \mu \Delta M u_k + \partial_k \Phi_s = -\frac{\alpha}{p_1 - p_0} \left( \frac{g \rho}{R T} \right) u_k \right|_{p=p_1},$$

$$- \sum_{k=1}^{2} M(\partial_j (u_j u_k)) + MS_k, \quad k = 1, 2, \quad (A.12)$$

$$\partial_1 M u_1 + \partial_2 M u_2 = 0.$$ 

This is a linear two-dimensional Stokes problem for $(M v, \Phi_s)$ with initial datum

$$M v(\cdot, t)|_{t=\tau_i} = M v(\cdot, \tau_i).$$

By the $L^q$ estimates for the Stokes problem due to Sohr and von Wahl [33], we have

$$\|\nabla \Phi_s\|_{L^2(\mathcal{M})} \leq C \|u_k\|_{p=p_1} \|L^2(\mathcal{M}) \leq \sum_{k=1}^{2} \|M(\partial_j (u_j u_k))\|_{L^2(\mathcal{M})}$$

$$+ C \sum_{k=1}^{2} \|MS_k\|_{L^2(\mathcal{M})} + C \sum_{k=1}^{2} \|\nabla u_k(\cdot, \tau_i)\|_{L^2}$$

$$\leq C \|u_k\|_{p=p_1} \|L^2(\mathcal{M}) \leq \sum_{k=1}^{2} \||u_j \partial_j u_k\|_{L^2(\mathcal{M})}$$

$$+ C \sum_{k=1}^{2} \|S_k\|_{L^2(\mathcal{M})} + C \|\nabla v(\cdot, \tau_i)\|_{L^2(\mathcal{M})} =: I_1 + I_2 + I_3 + I_4.$$
As before, by the trace theorem, the first term $I_1$ is estimated as
\[ I_1 \leq C \| v \|_{L^4_\tau H^1_y} \leq C \| v \|_{W^{1,6}(\Omega)} \leq C \| \tilde{E} \|_{L^2_\tau}. \]
The second term $I_2$ is estimated as
\[ I_2 \leq C \sum_{j,k=1}^2 \| u_j \|_{L^2_y} \| \partial_y u_k \|_{L^2_\tau} \leq C \| J \tilde{E} \|_{L^2_\tau}. \]
Collecting the estimates for $I_1$ and $I_2$, we obtain
\[ \| \nabla \Phi \|_{L^2_\tau}^2 \leq C \| \tilde{E} \|_{L^2_\tau}^2 + C \| \tilde{E} \|_{L^2_\tau}^2 + C \| S \|_{L^2_\tau}^2 + C \| \nabla v(-, \tau_1) \|_{L^2_\tau}^2. \] (A.13)
Now, considering $0 \leq \tau_1 < \tau_2 < \tau_3$ and integrating (A.7) on $[\tau_1, \tau_2]$ yields
\[ J(\tau_2)^6 + \kappa_t \| J \|_{L^2(\tau_1, \tau_2)}^6 \leq J(\tau_1)^6 + \| \nabla \Phi_j \|_{L^2_y}^2 \sup \limits_{1 \leq r \leq r \leq 3} J(\tau)^4 + C \| S \|_{L^2_\tau}^2 \sup \limits_{1 \leq r \leq r \leq 3} J(\tau)^4, \]
where the $L^2_\tau$-norms are taken over $[\tau_1, \tau_3]$. Implementing the pressure estimate (A.13), we obtain
\[ J(\tau_2)^6 + \kappa_t \| J \|_{L^2(\tau_1, \tau_2)}^6 \leq J(\tau_1)^6 + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \limits_{1 \leq r \leq r \leq 3} J(\tau)^4 + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^4 \]
\[ + C \| S \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^4, \]
which is valid for all $\tau_2 \in [\tau_1, \tau_3]$. Hence, taking $\sup_{1 \leq r \leq r \leq 3}$ on both sides and using the Cauchy–Schwarz inequality to absorb the terms involving $\sup_{1 \leq r \leq r \leq 3} J(\tau)^4$ into the left-hand side, we obtain
\[ \| \tilde{E} \|_{L^2_\tau}^2 \leq \| \tilde{E} \|_{L^2_\tau}^2 + \| \tilde{E} \|_{L^2_\tau}^2 + C \| S \|_{L^2_\tau}^2 \| \nabla v(-, \tau_1) \|_{L^2_\tau}^2. \]
Similarly, we integrate (A.11) on $[\tau_1, \tau_2]$ and use the pressure estimate (A.13) to find
\[ K(\tau_2)^2 + \kappa_t \| K \|_{L^2(\tau_1, \tau_2)}^2 \leq K(\tau_1)^2 + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^4 + C \| \tilde{E} \|_{L^2_\tau}^2 \]
\[ + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^2 + \frac{\kappa_t}{2} \| J \|_{L^2_\tau}^2 + C \| S \|_{L^2_\tau}^2 \| \nabla v(-, \tau_1) \|_{L^2_\tau}^2 + 1. \]
Therefore,
\[ \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} K(\tau)^2 + \kappa_t \| K \|_{L^2(\tau_1, \tau_2)}^2 \leq K(\tau_1)^2 + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^4 + C \| \tilde{E} \|_{L^2_\tau}^2 \]
\[ + C \| \tilde{E} \|_{L^2_\tau}^2 \sup \ limits_{1 \leq r \leq r \leq 3} J(\tau)^2 + \frac{\kappa_t}{2} \| J \|_{L^2_\tau}^2 + C \| S \|_{L^2_\tau}^2 \| \nabla v(-, \tau_1) \|_{L^2_\tau}^2 + 1. \] (A.15)
Now, choose $\delta > 0$ such that
\[ \| \tilde{E} \|_{L^2_\tau(u, \tau+\delta)}^2 \leq \frac{1}{\gamma}, \quad \forall \tau \in [0, t_1], \]
where $\gamma$ is a sufficiently large constant to be determined later. Let $\rho^0 = 0$ and then for $j = 1, \ldots, l$, choose $t_j \in (j \delta, (j + 1)\delta)$ such that
\[ \| v(-, t_j) \|_{W^{1,6}(\Omega)}^2 \leq \frac{1}{\delta} \int_{t_j}^{(j+1)\delta} \| v(-, \tau) \|_{W^{1,6}(\Omega)}^2 d\tau \leq \frac{1}{\delta \gamma}, \] (A.17)
where $l$ is the largest integer such that $(l+1)\delta \leq t_1$. Let $t^{l+1} = t_1$. Note that
\[ t^{l+1} - t^l \leq 2\delta, \quad \forall j = 0, \ldots, l. \] (A.18)

Summing the inequalities (A.14) and (A.15) with $t_1 = t^l$ and $t_3 = t^{l+1}$ implies that
\[
\begin{align*}
  \sup_{t^l \leq t \leq t^{l+1}} J(t)^6 + \frac{7\kappa_v}{8} \|\tilde{J}\|^2_{L质地} &+ \sup_{t^l \leq t \leq t^{l+1}} K(t)^2 + \kappa_v \|\tilde{K}\|^2_{L质地} \leq 2J(t^l)^6 + K(t^l)^2 + C\|\tilde{E}\|^4_{L质地} \\
  + C\|\tilde{E}\|^2_{L质地} \sup_{t^l \leq t \leq t^{l+1}} J(t)^6 &+ C\|\tilde{E}\|^2_{L质地} \sup_{t^l \leq t \leq t^{l+1}} J(t)^2 \\
  + C\|\tilde{E}\|^2_{L质地} \|\nabla v(\cdot, t^l)\|^2_{L质地} &+ C\|\|S\|^2_{L质地} + \|
abla v(\cdot, t^l)\|^2_{L质地} + 1),
\end{align*}
\]
which, by using Young’s inequality and absorbing $\sup_{t^l \leq t \leq t^{l+1}} J(t)^4$ and $\sup_{t^l \leq t \leq t^{l+1}} J(t)^2$ into the left-hand side, yields
\[
\begin{align*}
  \sup_{t^l \leq t \leq t^{l+1}} J(t)^6 + \sup_{t^l \leq t \leq t^{l+1}} K(t)^2 + \kappa_v \|\tilde{K}\|^2_{L质地} \leq 4J(t^l)^6 + 2K(t^l)^2 + C\|\tilde{E}\|^4_{L质地} \\
  + C\|\tilde{E}\|^2_{L质地} \sup_{t^l \leq t \leq t^{l+1}} J(t)^6 &+ C\|\|S\|^2_{L质地} + \|
abla v(\cdot, t^l)\|^2_{L质地} + 1) + C\|\bar{S}\|^2_{L质地}.
\end{align*}
\]
Using (A.16) and (A.17) and
\[
\max \left\{ J(t^l)^2, K(t^l)^2 \right\} \leq C\tilde{E}(t^l)^2 = C\|v(\cdot, t^l)\|^2_{W^{1,\infty}(\mathbb{R})} \leq \frac{C}{\delta^p},
\]
we obtain
\[
\begin{align*}
  \sup_{t^l \leq t \leq t^{l+1}} J(t)^6 + \sup_{t^l \leq t \leq t^{l+1}} K(t)^2 + \kappa_v \|\tilde{K}\|^2_{L质地} \leq \frac{C}{\delta^p} \frac{1}{\gamma^2} \left( \frac{\gamma}{2} \right) + \frac{C}{\delta^p} \left( \frac{1}{\gamma^2} \right) + 1.
\end{align*}
\]
Therefore, choosing $\gamma > 0$ large enough to absorb the fourth term in the right-hand side of (A.19), we eventually find that
\[
J(t), \ K(t), \ \|\tilde{K}\|_{L^2(0,t_1)} \leq \tilde{M}, \quad t \in [0, t_1],
\]
where
\[
\tilde{M} := \left( \frac{C}{\delta^p} \frac{1}{\gamma^2} + \frac{C}{\delta^p} \frac{1}{\gamma^2} + C\left( \frac{\|S\|^2_{L质地} + \|\nabla v(\cdot, t^l)\|^2_{L质地}}{\gamma^2} + 1 \right) \right) \left( \frac{1}{\kappa_v} + 1 \right).
\]
We are now in position to bound $\|v(\cdot, t)\|_V$ for all $t \in [0, t_1]$ with a constant independent of $t_1$. Taking the inner product of each side of (A.1) with $A_v v$ leads to
\[
\frac{1}{2} \frac{d}{dr} \|A_v^{1/2} v\|^2_{L^2} + \|A_v v\|^2_{L^2} \leq \sum_{k=1}^2 \|u_j \partial_j v\|^2_{L^2} \|A_v v\|^2_{L^2} + \|u_3 \partial_3 v\|^2_{L^2} \|A_v v\|^2_{L^2} + \|S_v\|^2_{L^2} \|A_v v\|^2_{L^2},
\]
which implies that
\[
\begin{align*}
  \frac{d}{dr} \|A_v^{1/2} v\|^2_{L^2} + \|A_v v\|^2_{L^2} &\leq \sum_{k=1}^2 \|u_j \partial_j v\|^2_{L^2} + \|u_3 \partial_3 v\|^2_{L^2} + C\|S_v\|^2_{L^2} \\
  &\leq C J^2 \|A_v^{1/2} v\|^2_{L^2} \|A_v v\|^2_{L^2} + C\tilde{K} \|A_v^{1/2} v\|^2_{L^2} \|A_v v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2},
\end{align*}
\]
where we used the anisotropic estimates for the second term in the right-hand side. Therefore,
\[
\begin{align*}
  \frac{d}{dr} \|A_v^{1/2} v\|^2_{L^2} + \|A_v v\|^2_{L^2} &\leq C J^2 \|A_v^{1/2} v\|^2_{L^2} + C\tilde{K} \|A_v^{1/2} v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2} + C\|S_v\|^2_{L^2}.
\end{align*}
\]
and the uniform bound of \( \| v(t) \|_V \) follows from the Gronwall lemma and the estimate (A.20). Hence, we proved the global existence of theorem A.1. The uniqueness follows similarly as in [19, pp 2748] and since it is not important for our goal here, we thus omit the details. This ends the proof of theorem A.1.

\[ \square \]
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