Abstract: The paper presents a new methodology for hydrodynamic-based flood forecast that focuses on scenario generation and database queries to select appropriate flood inundation maps in real-time. In operational flood forecasting, only discharges are forecasted at specific gauges using hydrological models. Hydrodynamic models, which are required to produce inundation maps, are computationally expensive, hence not feasible for real-time inundation forecasting. In this study, we have used a substantial number of pre-calculated inundation maps that are stored in a database and a methodology to extract the most likely maps in real-time. The method uses real-time discharge forecast at upstream gauge as an input and compares it with the pre-recorded scenarios. The results show satisfactory agreements between offline inundation maps that are retrieved from a pre-recorded database and online maps, which are hindcasted using historical events. Furthermore, this allows an efficient early warning system, thanks to the fast run-time of the proposed offline selection of inundation maps. The framework is validated in the city of Kulmbach in Germany.
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1. Introduction

Floods are posing an increasing threat worldwide and have severe social and economic impacts [1]. Recent extreme precipitation events in central Europe, for example, highlighted the vulnerability of settlements and infrastructures to flooding. The extensive 2016 summer floods that hit Southern Germany and its neighbouring countries led to monetary losses of more than 2.6 billion euros [2]. Therefore, improvement in the field of flood management, including the qualitative assessment of existing flood forecast and early warning systems, is urgently required.

According to the EU Floods Directive, flood risk management plans should include flood forecasts and early warning systems that take the characteristics of a river basin or sub-basin into account. In Germany, the federal states are responsible for flood information services. The operational strategies of flood risk management in Germany include, in particular, an increased flood hazards in spatial planning and urban development, comprehensive property-level mitigation and preparedness measures, a targeted maintenance of existing flood defence systems, and an effective flood warnings and improved coordination of disaster response [3].

Early flood warnings in the study area is provided in the form of hydrological forecasts by the Flood Forecast Centre of the Federal State of Bavaria [4]. However, the forecast is limited to hydrological discharge hydrographs for 12–18 h without the simulation of two-dimensional (2D) inundation models. The inundation models provide the basis for the decision making in flood risk management as they transform the bulk discharge outputs from hydrological models into distributed predictions of flood hazards in terms of water depth, inundation extent, and flow velocity [5].
Flood inundation forecasting is a challenging task because of the high computational time required for producing dynamic flood maps in real-time. With the introduction of multi-core CPU-based and graphics processing unit (GPU) based hardware architecture, the computational efficiency of numerical models has been improved significantly [6,7]. However, resources consumption and regular maintenance of such infrastructure is a major issue in operational use [8]. Furthermore, it is important to develop methods to equip decision-makers with low cost and resource-friendly methods that do not require lengthy computation of the 2D inundation models in real-time and enable them to analyse inundation patterns well in advance of times of emergency [9].

In the past, historical satellite images have been used for flood inundation forecasting as an alternative to 2D inundation models [10,11]. Researchers have also developed a database of modelled flood extents for communities over a range of potential flood levels to be applied in disaster management [8,12,13]. These pre-recorded scenario-based systems have mainly been applied to building static flood inundation databases and rules have been developed to select the most probable scenario, using flood stages or rainfall forecast as the input [8,14,15]. These systems have been tested in a flood forecast and warning system: ESPADA (Évaluation et Suivi des Pluies en Agglomération pour Devancer l’Alerte) [16]. In the system, 44 pre-existing scenarios were used and successfully tested in a September 2005 storm in Nîmes, Southern France. Another application of such systems has been used in Copenhagen, Denmark, in which a set of rules were used to select the most probable inundation map from a scenario-based catalogue based on local rainfall forecast [8]. On a continental scale, a pre-recorded early warning system, EFAS, was tested in the Sava river basin and the results of the flood in May 2014 have highlighted the potential of the system to identify flood extent in urban areas [17].

The limitations of the existing approaches are that they identify inundated areas associated with floods as having identical exceedance levels, usually a 100-year return period [18] or various levels of reference return periods [17]. What is needed, however, is a dynamic flood inundation forecasting framework based on a wide range of forecasted discharge. Moreover, existing studies’ pre-recorded flood inundation forecasts have a coarse spatial and temporal resolution. One major improvement would be to assess the performance at finer resolutions. Furthermore, there is no readily available way to relate the discharge forecast to the inundation maps produced for specific exceedance levels.

In our study, we built a high-resolution spatial-temporal inundation database using a 2D hydrodynamic model for a wide range of discharge hydrographs. Our focus was to develop an efficient framework for offline flood inundation forecast that selects inundation maps in real-time from the database for fluvial flood forecasts. The selection of the optimal maps was based on real-time discharge forecast on upstream gauges. The performance of the framework was assessed by comparing offline and online inundation maps for a lead time of 12 h and updating the maps selection at every three-hour interval. Offline here refers to maps retrieved from a pre-recorded database as opposed to online, in which maps are produced using real-time discharge forecast.

2. Methodology

2.1. Framework for Offline Flood Inundation Forecast

The forecast framework consists of two components: Pre-recorded, where the database was generated and stored; and real-time, in which the optimal inundation map is selected based on real-time discharge forecast (Figure 1).

The pre-recorded component contains databases of the discharge hydrographs and the inundation maps. Synthetic rainfall scenarios were used as an input to generate the discharge database. The scenarios were generated using rainfall intensities, duration, and distributions. Discharge scenarios were generated in two steps: first, the genesis of the discharge hydrograph was modelled using the hydrological model LARSIM (Large Area Runoff Simulation Model) [19]. The model is operationally used in the flood forecasting centre for the river Main at the Bavarian Environment
Agency [20]. In the next step, various synthetic convective and advective discharge hydrographs (explained in Section 3.2) were selected from the existing hydrographs based on the peak discharge ranging between the one-year return period and the extreme event, which is 1.5–1.6 times the 100-year return period. The selected hydrographs were further used as the input boundary conditions for the 2D hydrodynamic model HEC-RAS 2D, version 5.0.3 (Hydrologic Engineering Center-River Analysis System, Davis, CA, USA). Altogether, 180 convective and advective scenarios were realised and stored in the discharge database. The maps for the scenarios were stored in the inundation maps database. The generated maps contain high-resolution spatial and temporal (15 min) information of water depth and velocity in the study area. To automatize the component, a tool “FloodEvac” was developed in MATLAB R2018a (version 9.4.0.813654, 64 bit, MathWorks Inc., Natick, MA, USA) [21].

**Figure 1.** Framework of the offline flood inundation forecast including the pre-recorded and real time component. The coupled hydrological-hydrodynamic forecast is activated once a one-year return period ($Q_{RP1}$) is exceeded.

In real-time, the discharge is forecasted for the upstream gauges by the Water Management Authority, Hof, and can be obtained from the LARSIM (Large Area Runoff Simulation Model) model [4]. If the peak of the forecasted discharge is lower than the threshold of a one-year return period ($Q_{RP1}$), only the discharge forecast is shown to the end users. Coupled hydrological-hydrodynamic forecast is activated if the forecasted discharge exceeds the threshold. The threshold of $Q_{RP1}$, which is less than the bankful discharge, is carefully selected to ensure that all the maps begin with the similar initial inundation extent and are not over-spilling the river banks. To select the optimal map from the database, the forecasted hydrograph for the next 12 h is compared to the discharge database and the index of the best match is recorded. Furthermore, the inundation maps corresponding to the recorded index are published for the next 12 h with 15-min intervals and can be accessed by end users via a webgis server. The maps are updated every three hours and the forecasted discharge is matched with the discharge database repeatedly for the next 12 h.
2.2. Evaluation Metrics

To identify similarities between the real-time discharge forecast and the pre-recorded discharge database, two goodness of fit were identified: Nash-Sutcliffe efficiency (NSE) and weighted coefficient of determination ($\text{wr}^2$) [22]. The metrics are calculated as in Table 1.

Table 1. Evaluation metrics used in the study.

| Evaluation Metrics                              | Equation                                                                 | Terms                                                                 |
|------------------------------------------------|--------------------------------------------------------------------------|----------------------------------------------------------------------|
| Nash-Sutcliffe efficiency (NSE)                 | $1 - \frac{\sum_{i=1}^{n} (O_i - P_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}$ | $n$—the number of samples                                           |
|                                                  |                                                                         | $O$—the forecasted discharge                                         |
|                                                  |                                                                         | $P$—the discharge of the database                                    |
|                                                  |                                                                         | $\bar{b}$—the gradient of the regression line                        |
|                                                  |                                                                         | $\{ |b| \text{ if } b \leq 1, |b|^{-1} \text{ if } b > 1 \}$                                       |
| Weighted coefficient of determination ($\text{wr}^2$) | $x \left( \frac{\sum_{i=1}^{n} (O_i - \bar{O})(P_i - \bar{P})}{\sum_{i=1}^{n} (O_i - \bar{O})^2 \sqrt{\sum_{i=1}^{n} (P_i - \bar{P})^2}} \right)^2$ | $x$—                                                                     |
|                                                  |                                                                         | $b$—                                                                     |
|                                                  |                                                                         | $\sum_{i=1}^{n} (O_i - \bar{O})(P_i - \bar{P})$                       |
|                                                  |                                                                         | $\sum_{i=1}^{n} (O_i - \bar{O})^2$                                    |
| Fit Statistic ($F$)                             | $\frac{A_o}{A_{\text{offline}} + A_{\text{online}} - A_o}$              | $A_o$—the overlap of flooded cells in the online                      |
|                                                  |                                                                         | ($A_{\text{offline}}$) and offline ($A_{\text{online}}$) maps          |
| Absolute Error ($\epsilon$)                     | $\sum_{i=1}^{n_f} \left( |d_{\text{offline}} - d_{\text{online}}| \right)$ | $n_f$—the number of flooded cells                                    |
|                                                  |                                                                         | $d_{\text{offline}}$ and $d_{\text{online}}$—the water depth          |
|                                                  |                                                                         | in the offline and online maps                                       |

The query to find the best match follows a sequential if-then order. It first selects the best NSE value of more than 0.85 from the database. If no match is found, it selects the best $\text{wr}^2$ values of more than 0.85. The value of 0.85 was based on the review for model evaluation criteria between the simulated and measured discharge [22,23]; however, the value can be changed depending on the case study. Furthermore, if no optimal match is found, it selects the best NSE and a warning note is issued to the end-user along with the NSE value reported.

The hindcasted inundation maps for four historical events were generated from the 2D hydrodynamic model. These maps are termed online forecasts in this study. The historical discharges at the upstream gauges were used as the input boundary conditions for the 2D hydrodynamic model. Due to the absence of the real observed flood extents [24], the online inundation maps were used to validate the framework. The results between the selected optimal offline inundation maps were compared to the online maps. To assess the differences in the forecasted inundation extents in the offline and the online maps, Fit Statistic ($F$) [25] and absolute error ($\epsilon$) was used for flooded cells. A cell is defined as flooded if the water depth in it is more than 0.10 m. Moreover, the absolute error does not provide information if the offline selected map is over- or under-predicting the inundation. Therefore, errors between the offline and online water depths are also included in the assessment. Positive values indicate an over-prediction and negative values indicate an under-prediction of the water depths. The goodness of fit was calculated over time for the intervals of 15 min as the hydrodynamic model output interval was 15 min.

3. Study Area, Data and Models

3.1. Study Area

The proposed methodology was applied in the city of Kulmbach located in the North-East of the Free State of Bavaria in Southern Germany. The city is crossed by the river White Main and a diversion canal for flood protection, the Mühl canal. Schorgast is one of the main tributaries that meets the White Main upstream of the city. In the north, the small tributary Dobrach meets the White Main and from the south side, two stormwater canals meet the Mühl canal. The river Red Main merges with the White Main near Kulmbach from the South to form the river Main, the longest tributary of the
Rhine. Main gauging stations upstream of the city are Ködnitz at White Main and Kauerndorf located at the river Schorgast. For the study, a virtual gauge (Figure 2) was added just after the confluence of the rivers for discharges comparison purposes (Section 4).

The land use is shown in Figure 2a and it generally consists of agricultural land (62%) that includes floodplains and grassland. The water bodies make up 7% of the total model area and include river channel and lakes. The urban area covers around 26% and includes industrial and residential areas as well as transport infrastructures like roads and railway tracks, whereas forests form barely 5% of the total area. The quality of inundation maps depends crucially on the topography. Topography data for this study was provided by the Water Management Authority, Hof (Figure 2b).

3.2. Case Study Data

Rainfall probability data was available from the computer program KOSTRA-DWD 2000 (KOordinierte STarkniederschlags-Regionalisierungs-Auswertungen; itwh GmbH Hannover, Germany), which is distributed by the German Meteorological Services (DWD). It provides rainfall intensities for different annual probabilities and durations. It was primarily developed for the design of water management systems such as urban drainage infrastructure or flood retention basins. Precipitation heights were extrapolated using PEN-LAWA 2000 (Praxisrelevante Extremwerte des Niederschlags; itwh GmbH, Hannover, Germany) [26] for the higher return periods. Figure 3 shows the duration and intensities of the precipitation for the city of Kulmbach.
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**Figure 2.** Study area (a) Land use and (b) digital elevation model of the city Kulmbach. Data source: Water Management Authority Hof.
Hydrological measurement data for the historical events were gathered by the Bavarian Hydrological Services and via field surveys. Figure 4a,b shows four historical discharges at two gauges upstream of the city, Ködnitz and Kauerndorf, respectively. The figures also indicate the flood frequency estimations of 1, 5, 20, 50 and 100-year return period discharges along with the extreme event. The historical discharges were used as the input boundary conditions to the online 2D hydrodynamic model, which is later used to show the performance of the offline maps. The events have seasonal characteristics based on convective and advective precipitation input. The hydrographs resulting from a convective precipitation are categorised by higher peaks and shorter duration (May 2006 and May 2013), where the precipitation event can take 25–120 m and rain intensity can vary between 5–60 mm/h [27]. May 2006 and May 2013 had higher peaks and shorter durations and were of convective nature. In May 2013, only the gauge Ködnitz was flooded. The two events that occurred in winter (February 2005 and January 2011) had low peaks but longer durations and were categorised as advective events. An advective precipitation event can last up to 3–4 days and the intensity is often less than 2–3 mm/h [27]. The two categories give a clear indication of convective storm generated from a cloud-burst and snowmelt-rainfall induced flood event. The four events were used to validate the proposed offline forecast.

**Figure 3.** Precipitation values in mm for various durations (in min) and various return periods. PEN method used to extrapolate precipitation values above 100-year return period. Data source: KOSTRA-DWD 2000 (Kulmbach: Column 47, Row 67).

**Figure 4.** Discharge hydrographs at the upstream gauging stations (a) Ködnitz and (b) Kauerndorf. Data source: Bavarian Hydrological Service (www.gkd.bayern.de).
3.3. Pre-Calibration and Validation of the 2D Flood Inundation Model

HEC-RAS 2D was used as the 2D hydrodynamic model to produce the inundation maps. The model uses an implicit finite difference solution algorithm to discretise time derivatives and hybrid approximations, combining finite differences and finite volumes to discretise spatial derivatives [28]. We used the diffusive wave equations to generate the database due to the less complex numerical schemes and faster calculations [29]. The governing equations are as follows:

\[
\begin{align*}
\frac{\partial H}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} + q &= 0 \\
\frac{g}{\partial x} + c_f u &= 0 \\
\frac{g}{\partial y} + c_f v &= 0 \\
c_f &= \frac{g |V| n^2}{R^{1/3}}
\end{align*}
\]

where \( H \) is the surface elevation (m), \( h \) is the water depth (m), \( u \) and \( v \) are the velocity components in the \( x \)- and \( y \)-direction, respectively (m/s), \( q \) is a source/sink term, \( g \) is the gravitational acceleration (m/s\(^2\)), \( c_f \) is the bottom friction coefficient (/s), \( R \) is the hydraulic radius (m), \(|V|\) is the magnitude of the velocity vector (m/s) and \( n \) is the Manning’s roughness coefficient (s/m\((1/3)\)).

The model was set up using data provided by the Water Management Authority in Hof and field surveys. The water enters the model domain from the east at rivers White Main (Ködnitz) and Schorgast (Kauerndorf) and flows through the city and meets river Red Main (Unterzetlitz) after the city. The hydrograph boundary conditions represent the observed discharges that enter the simulation domain. Along with the major rivers, four canals were also represented as discharge hydrograph type. Besides the flow hydrograph, an energy slope value of 0.0096 mm\(^{-1}\) was used for distributing the discharge over the cells that integrate the boundary. Table 2 shows the model properties and information of the cell size. The roughness parameter was selected based on a sensitivity analysis. Table 3 shows the calibrated parameter for each land use class (Figure 2a).

The authority also carried out data collections during the winter flood on 14 January 2011. Water levels were measured at eight bridges in the city of Kulmbach. Since the measured water levels were available for the winter event in January 2011, it was used to calibrate the hydrodynamic model to produce the inundation maps. Figure 5 presents the error between the calibrated HEC-RAS 2D water levels and measured water levels for the eight sites in the city. The model results are in good agreement with the measured data. The sites lying directly on the river White Main (sites 1, 2 and 3) have a good match with a maximum over-prediction of 0.12 m at site 3. Underestimation of up to 0.28 m was observed in the Mühl canal at site 6 and an over-prediction of 0.13 m in the side canal at site 4.

| Data                        | Value          |
|-----------------------------|----------------|
| Model area                  | 11.5 km\(^2\) |
| Total number of cells       | 430,485        |
| Number of cells in results domain | 193,161   |
| \( \Delta t \)              | 20 s           |
| Minimum cell area           | 6.8 m\(^2\)   |
| Maximum cell area           | 59.8 m\(^2\)  |
| Average cell area           | 24.8 m\(^2\)  |
Theodor-Heuss-Allee at site 5 was flooded, as well as motorway B 289; the dykes were at their full capacity [30]. Inundation was also reported at sites 7 and 8 around the street E.-C.-Baumann-Straße [31], as supported by the modelling results. Most of the inundation areas are within the floodplains and inundation extent matches with on-field measured data. In general, considering the simple model structure of the HEC-RAS 2D, which disregards the sewer network and urban key features [32], the results were considered satisfactory.

### Table 3. Manning’s M for each land use class.

| Land Use     | Calibrated Manning’s n [s/m\(^{(1/3)}\)] | Ranges of Manning’s n [s/m\(^{(1/3)}\)] |
|--------------|------------------------------------------|-----------------------------------------|
| Water bodies | 0.022                                    | 0.015–0.149                             |
| Agriculture  | 0.043                                    | 0.025–0.110                             |
| Forest       | 0.189                                    | 0.110–0.200                             |
| Transportation | 0.014                                | 0.012–0.020                             |
| Urban        | 0.074                                    | 0.040–0.080                             |

**Figure 5.** Error in m between the water levels resulting from the calibrated model and the measured water levels on 14 January 2011 at eight sites.

The validation was conducted using binary information of the flood extent that is collected from newspaper articles and press releases from the water authority. Figure 6 shows the resulted inundation map of the city Kulmbach, focused on the eight sites. In the January 2011 event, agricultural land and traffic routes were flooded, but no serious damage was reported. The street Theodor-Heuss-Allee at site 5 was flooded, as well as motorway B 289; the dykes were at their full capacity [30]. Inundation was also reported at sites 7 and 8 around the street E.-C.-Baumann-Straße [31], as supported by the modelling results. Most of the inundation areas are within the floodplains and inundation extent matches with on-field measured data. In general, considering the simple model structure of the HEC-RAS 2D, which disregards the sewer network and urban key features [32], the results were considered satisfactory.

**Figure 6.** Inundation map of the city of Kulmbach on 14 January 2011 at 14:00.
4. Results and Discussion

4.1. Discharge Comparison

The proposed methodology was validated on four historical hydrological events. Since the discharge forecast in real-time is given for 12 h in advance on the upstream gauges, the inundation forecast duration was set the same and the selection of the maps was updated at every three-hour interval. To incorporate the contribution of both the rivers—Schorgast and White Main—a virtual gauge (Figure 2) was added just after the confluence of the rivers for discharge comparison.

The quality of the database is therefore considered equally important as the methodology for selecting the maps, as presented in order to cover possible future events. The goodness of fits between the forecasted discharge and discharge database at the virtual gauge for the events at every three-hour interval are summarized in Table 4. The discharge dataset was available at every 15 minutes’ interval, which gives 12 data samples to calculate the goodness of fit for each three-hour forecast. The optimal map for each event was found by the query (Section 2.2). Only once was the NSE reported lower than 0.85 and the maps with $\omega r^2$ of 0.87 were selected at the twelfth hour in May 2013. Figure 7 presents the discharge hydrographs that are resulted from the rainfall scenario at the virtual gauge and the optimal ID for the 12-h forecast window with the three-hour update interval of the four events. The selection of new maps (ID) can be seen in the figure. It also shows the different databases for the advective and convective events. It is worth mentioning that the excellent agreement between the offline and online discharge hydrographs is a result of the suitability of the variety of synthetic scenarios generated from the KOSTRA and PEN rainfall simulation to fit the observed data. The quality of the database is therefore considered equally important as the methodology for selecting the maps, as presented in order to cover possible future events.
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**Figure 7.** Comparison of discharge hydrographs at the virtual gauge: (a,c) advective events in February 2005 and January 2011, (b,d) convective events in May 2006 and May 2013.
The offline inundation maps produced using the discharge comparison are valid only for the area plotted to see the over- and under-prediction of water depths. Information on the number of flooded cells and the distribution of error in the cells is given in Tables 6 and 7. The results will be further discussed in the following subsections.

4.2. Inundation Forecast Comparison

The offline and online inundation maps were compared in the result domain shown in Figure 2. The offline inundation maps produced using the discharge comparison are valid only for the area downstream of the virtual gauge. The inundation maps in the regions between the existing gauges and virtual gauge is produced by comparing the discharge at their respective gauge. Table 5 shows the Fit Statistics and absolute error averaged for the update interval of three hours. In the paper, we assume a deviation up to 0.25 m between offline and online water depth as a threshold, although this value can be changed depending on the requirements of the end-user. Figure 8 shows the metrics with time intervals of 15 min. The spatial extent of the error between offline and online forecast maps are also plotted to see the over- and under-prediction of water depths. Information on the number of flooded cells and the distribution of error in the cells is given in Tables 6 and 7. The results will be further discussed in the following subsections.

Table 4. Goodness of fit for discharge comparison.

| Duration | No. of Data Samples | February 2005 | May 2006 | January 2011 | May 2013 |
|----------|---------------------|---------------|----------|--------------|----------|
| 0–3 h    | 13                  | 0.98 (NSE)    | 0.91 (NSE) | 0.96 (NSE)  | 0.97 (NSE) |
| 0–6 h    | 25                  | 0.99 (NSE)    | 0.95 (NSE) | 0.97 (NSE)  | 0.96 (NSE) |
| 0–9 h    | 37                  | 0.99 (NSE)    | 0.95 (NSE) | 0.95 (NSE)  | 0.91 (NSE) |
| 0–12 h   | 49                  | 0.94 (NSE)    | 0.95 (NSE) | 0.97 (NSE)  | 0.87 (w^2)  |

4.2.1. Convective Events

The events in May 2006 and May 2013 were categorised as convective events and the results for both events show similar trends. They start with a poor average $F$ (0.75 and 0.76) and average $e$ (0.14...
and 0.27 m), but as the time increases, the performance gets better. Figure 7b,d show that the discharge compared well with NSE value of 0.91 and 0.97 at the third hour in May 2006 and 2013 respectively. However, the inundation maps show discrepancies between offline and online maps. This was induced from the one-year return period threshold at the beginning of the forecast. As we look further—the spatial extent of the error between offline and online maps—the results show a satisfactory agreement.

May 2006 was an extreme hydrological event and both the upstream gauges reached a discharge corresponding to the 100-year return period (Figure 4). The protection structures were breached, and critical infrastructure was flooded. Almost 31% of the cells in the result domain were flooded at the twelfth hour (Table 6), which is the highest amount in all four events. The spatial extent of error in Figure 9 and Table 6 show that the difference was mostly within the acceptable limit of 0.25 m at all times. Only 3% of cells lying in the Mühl canal were found under-predicting the water depths by more than 0.25 m. The water depths were under-predicted at initial hours but as the peak of the flood passed and the number of flooded cells increased (after the sixth hour), the water depths were over-predicted. It can be concluded that the extreme event was predicted quite well using the offline forecast.

In May 2013, however, only one of the upstream gauges at Ködnitz was flooded (Figure 4b), therefore discharge was considerably low at the virtual gauge. The number of flooded cells is also lower than in May 2006. $F$ and $e$ show average performance at initial stages with average $F$ values of 0.76, 0.80 and average $e$ values of 0.27 and 0.22 m at the third and sixth hour. As the time increases, the performance gets better. The spatial extent of error (Figure 10) and Table 7 suggest under-prediction at the third hour, with 8% of the cells with an error of more than 0.25 m. At the sixth hour, 7% of the cells over-predicted the water depths on the river Upper Main and 5% of the cells that lie on the Mühl canal did the same. At the ninth and twelfth hour, performance improved in the river and only 4% and 8% of cells, respectively, under-predicted the water levels at the Mühl canal. Additional under-predicted cells are clustered at the junction of the Mühl canal and E.-C.-Baumann-Straße and over-predicted cells in the floodplains on the river Upper Main.

### Table 6. Percentage of cells inundated at the convective event in May 2006.

| Time   | Flooded Cells | May 2006 [%] |
|--------|---------------|--------------|
|        | <-0.25 m      | -0.25–0 m    | 0.25–0 m   | >0.25 m |
| T = 3 h| 36,865        | 3            | 48         | 49      | 0       |
| T = 6 h| 55,550        | 3            | 96         | 1       | 0       |
| T = 9 h| 60,012        | 3            | 11         | 86      | 0       |
| T = 12 h| 60,418      | 3            | 13         | 84      | 0       |

### Table 7. Percentage of cells inundated at the convective event in May 2013.

| Time   | Flooded Cells | May 2013 [%] |
|--------|---------------|--------------|
|        | <-0.25 m      | -0.25–0 m    | 0.25–0 m   | >0.25 m |
| T = 3 h| 34,493        | 8            | 92         | 0       | 0       |
| T = 6 h| 44,553        | 5            | 4          | 84      | 7       |
| T = 9 h| 45,864        | 4            | 6          | 89      | 1       |
| T = 12 h| 44,204      | 8            | 88         | 3       | 1       |
4.2.2. Advective Events

The advective events exhibit similar characteristics such as long duration and flatter peak (Figure 4). Unlike the convective events, both goodness of fits $F$ and $e$ are good from the beginning and stay much within the acceptable limits, with a minimum value of average $F$ of 0.93 and 0.95,
and minimum average $e$ of 0.11 and 0.07 m at the twelfth hour for the two events in 2005 and 2011, respectively. In Figure 8, both $F$ and $e$ after the ninth hour indicate a decrease in the performance for January 2011. $F$ returns to an acceptable value at the twelfth hour; however, the error remains the same. Similar trends can be seen in February 2005, in which $e$ deviates after the ninth hour but returns to 0.05 m. Spatial distribution of error (Figures 11 and 12) suggests slight under-prediction in all time steps in the Mühl canal and slight over-prediction at the river Upper Main. Tables 8 and 9 show the percentage error distribution of the advective events. In February 2005, only 7% of the cells were over-predicted more than 0.25 m at the ninth hour (similar pattern for May 2013). In January 2011, the agreement was good until the ninth hour, when the over-prediction of water depth started (10% at the twelfth hour). However, it was restricted to the floodplain of the river at the northern part. Overall, a good agreement was reached between offline and online inundation maps.

Table 8. Percentage of inundated cells at the advective event in February 2005.

| Time     | Flooded Cells | February 2005 [%] |
|----------|---------------|-------------------|
|          |               | <−0.25 m | −0.25–0 m | 0.25–0 m | >0.25 m |
| T = 3 h  | 30,915        | 6        | 7        | 87       | 0       |
| T = 6 h  | 37,426        | 5        | 2        | 87       | 5       |
| T = 9 h  | 43,691        | 5        | 12       | 76       | 7       |
| T = 12 h | 46,790        | 7        | 91       | 2        | 0       |

Table 9. Percentage of inundated cells at the advective event in January 2011.

| Time    | Flooded Cells | January 2011 [%] |
|---------|---------------|------------------|
|         |               | <−0.25 m | −0.25–0 m | 0.25–0 m | >0.25 m |
| T = 3 h | 30,825        | 6        | 70       | 24       | 0       |
| T = 6 h | 32,348        | 6        | 69       | 25       | 0       |
| T = 9 h | 37,097        | 6        | 3        | 87       | 4       |
| T = 12 h| 42,603        | 5        | 4        | 81       | 10      |

Figure 11. Water depth error between offline and online for February 2005: (a) T = 3 h, (b) T = 6 h, (c) T = 9 h and (d) T = 12 h.
Figure 12. Water depth error between offline and online for January 2011: (a) T = 3 h, (b) T = 6 h, (c) T = 9 h and (d) T = 12 h.

4.3. Update Map Selection

Updating the selection of maps is an important step to avoid selecting offline inundation maps that do not provide optimal results. With an update, a new set of maps was selected every three hours for the next twelve hours. The changes in the performance of the four validation events are plotted in Figures 13 and 14 for convective and advective events, respectively. The figures show $F$ and $e$ values of the events at every time step along with the index (ID) of the database. It also shows the best match or the maps selected for the forecast duration. For the convective events, as described in the previous section, the start was not perfect, but the performance improves with time.

In the convective event of May 2006, only two indexes—ID 135 for 0–3 h and ID 173 for 6–12 h—were selected. The change in the third hour was important in order to find the optimal maps available with the highest $F$ and least $e$. In May 2013, for the initial 0–3 h, better performance maps (ID 95) were available, but it selected ID 115 because of the high threshold for which the forecast starts ($76 \text{ m}^3/\text{s}$). This value was decided on the river overflowing the banks. Since the inundation extents are within the main channel, they are not affected by this initial discharge. It would be possible to reduce this value and optimise the forecasts. The optimal maps were selected from 3–12 h.
available, but it selected ID 115 because of the high threshold for which the forecast starts (76 m$^3$/s).

This value was decided on the river overflowing the banks. Since the inundation extents are within the main channel, they are not affected by this initial discharge. It would be possible to reduce this value and optimize the forecasts. The optimal maps were selected from 3–12 h.

Figure 13. Update of the map selection for the convective events: (a) May 2006 and (b) May 2013.

The update was also successful in advective events. In February 2005 (Figure 14a), at all the time steps, it selected the best performance maps with the highest $F$ and least $e$. In January 2011, optimal maps were selected for 0–9 h, however, for 9–12 h, the optimal maps were not selected (Figure 14b). This happens because the map selection is based on the optimal discharge hydrographs selection. This may not be the case for the corresponding inundation maps. The online inundation maps may be closer to another discharge scenario in the database. The difference between the maps was however not drastic and both maps were well within the threshold of 0.25 m (Section 4.2).
5. Framework Performance

The framework has shown to be robust and efficient for operational flood forecast, both in terms of time and cost-effectiveness, when compared to an online inundation forecast. Indeed, this methodology overcomes the main constraints of online forecast, namely the need for the use of supercomputers and maintenance of infrastructure [8], as well as the limitation on the computational time required by 2D hydrodynamic models. In addition, the resolution (cell size) or scale of the maps are not a limiting factor in this offline methodology; in principle, the resolution is limited by available data. Had we used online modus, the 2D hydrodynamic model would have required 30 min to simulate a real-time event of 12 h on an 8-core, 2.4 GHz (Intel E5-2665), including the initial start. Post-processing of the model results and update of the maps on the webgis server would consume an additional 15 min. Therefore, online inundation maps would only be delivered to decision makers 45 min after the discharge forecast at the upstream gauges for the next 12 h. The proposed offline framework, by contrast, runs in seconds to find the best selection of the maps and as such, it can be used as an early warning system. The maps are forwarded to a webgis server, where they are published, and end-users can see them in fine resolution.

A disadvantage of the framework is the error in water volume introduced by the update of the map selection. The water volume changes every time a different discharge is selected. This issue does not occur for online forecasts. The jump in the map outputs (water depth and velocities) occurs after every three-hour update and will be more or less pronounced, depending on the difference between the previous and the new discharge scenarios. We acknowledge that this is an additional
source of uncertainty when compared to online forecasts. However, only 0–10% of the flooded cells exceeded 0.25 m. This difference can nonetheless be minimised by increasing the number of scenarios. In addition, regular updates of the inundation database are required in case of major land use, construction changes in the city, and climate change. In any case, the current database can be easily improved by including the simulation of historical events as well as performing a continuous update of new events.

6. Conclusions

A framework for an offline flood forecast has been presented, which overcomes the high computational time required by hydrodynamic flood forecasting. The framework was validated using four extreme historical hydrological events. A total of 180 convective and advective scenarios were simulated, as compared to the 44 scenarios used in the ESPADA system [16]. The forecast duration was 12 h and a new set of inundation maps was selected every three hours using real-time discharge forecasts as input. Furthermore, the map selection in real-time can improve the given forecast and substantially reduce errors. We thus conclude that the methodology works for both convective and advective events with a threshold of 0.25 m water depth. The current database has limitations and it needs to be enlarged to incorporate multiple peak events. Future work will see the generation of additional discharge scenarios based on historical data to strengthen the proposed framework.

A major advantage of the forecasting framework is its fast run-time and its easy application to other study areas, regardless of their size. This methodology can be applied to virtually any catchment size. The 2D hydrodynamic model run-times are not a limitation since all runs are prepared beforehand. In the study, the inundation maps were compared downstream at a virtual gauge that is introduced to incorporate the contribution of both the rivers. In a complex river system, an ensemble of inundation maps can be provided by comparing the discharge at existing gauges and at virtual gauges, introduced at the confluence of rivers. The ease of operational practise of the offline systems is well documented in previous applications such as ESPADA system in France, the Zambezi FloodDSS in Mozambique, in which the inundation database was produced using a 1D hydraulic model [15], and EFAS in Sara river basin [17]. Furthermore, there are major challenges in operational application of these systems, in particular: Recompilation of the database in major land-use changes, an exhaustive database to cover all possible scenarios, validation of the query to select the most optimal scenario, and real-time validation of the forecast.

At an urban scale, the availability of real-time inundation maps would substantially improve emergency responses by assessing potential consequences of forecasted events [33], and the end users of early warning systems would indeed benefit from prioritising and coordinating evacuation planning. Typical end-users are disaster relief organisations, such as the Federal Agency for Technical Relief (THW), the German Red Cross, and the Bavarian Water Authorities. For advanced users such as decision-makers in water management authorities, the published inundation maps should furthermore serve as a tool for better risk assessment.

In addition, even though we applied a simpler model (diffusive wave), it can easily be adapted to full dynamic models, since there is no limitation on the computational time. Future work will see the inclusion of a 1D-2D sewer/overland flow coupled-model and extend the method to forecasting urban pluvial flooding [24], including radar rainfall as an additional input in the query [8].

A further promising application that is being tested is to incorporate both offline and online in one framework. In cases where a satisfactory goodness of fit is not found (<0.85) between the real-time discharge forecast and the discharge database, the online modus is activated, the 2D hydrodynamic model is run in real-time, and maps are made available. This will lead to fewer resource consumption as compared to a complete online forecast and reduced errors in the outputs. Furthermore, pre-calculated dynamic inundation maps can help to visualise the uncertainties in the hydrodynamic modelling and support rescue services. Better flood mitigation and flood forecast
planning strategies can be developed by visualising inundation scenarios for different magnitudes of floods and associated potential damage for various quantiles of discharge hydrographs.
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