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Abstract—We study a distributed machine learning problem carried out by an edge server and multiple agents in a wireless network. The objective is to minimize a global function that is a sum of the agents’ local loss functions. And the optimization is conducted by analog over-the-air model training. Specifically, each agent modulates its local gradient onto a set of waveforms and transmits to the edge server simultaneously. From the received analog signal the edge server extracts a noisy aggregated gradient which is distorted by the channel fading and interference, and uses it to update the global model and feedbacks to all the agents for another round of local computing. Since the electromagnetic interference generally exhibits a heavy-tailed intrinsic, we use the \( \alpha \)-stable distribution to model its statistic. In consequence, the global gradient has an infinite variance that hinders the use of conventional techniques for convergence analysis that rely on second-order moments’ existence. To circumvent this challenge, we take a new route to establish the analysis of convergence rate, as well as generalization error, of the algorithm. We also show that the training algorithm can be run in tandem with the momentum scheme to accelerate the convergence. Our analyses reveal a two-sided effect of the interference on the overall training procedure. On the negative side, heavy tail noise slows down the convergence rate of the model training: the heavier the tail in the distribution of interference, the slower the algorithm converges. On the positive side, heavy tail noise has the potential to increase the generalization power of the trained model: the heavier the tail, the better the model generalizes. This perhaps counterintuitive conclusion implies that the prevailing thinking – that it is only detrimental to the edge learning – is outdated and we shall seek new techniques that exploit, rather than simply mitigate, the interference for better machine learning in wireless networks.

Index Terms—Distributed machine learning, analog over-the-air computing, heavy-tailed interference, convergence rate, generalization error.

I. INTRODUCTION

We consider a distributed machine learning problem conducted in a mobile edge network. Particularly, a group of \( N \) agents communicate over the spectrum to an edge server, whereas each agent has a local objective function \( f_n : \mathbb{R}^d \to \mathbb{R} \), and the goal is to minimize the global loss function:

\[
f(w) = \frac{1}{N} \sum_{n=1}^{N} f_n(w). \tag{1}
\]

Due to privacy concerns, the agents do not share their data, and the minimization can only be carried out in a decentralized manner. To that end, we adopt analog over-the-air model training (\([1]\)), which is mainly based on the gradient descent (GD) method, to accomplish this task. Specifically, each agent calculates its local gradient and modulates it onto \( d \) orthonormal waveforms, one for each element of the gradient vector. Then, the agents send out their analog signals simultaneously. The edge server receives the superposition of the analog signals, which represents a noisy global gradient distorted by the channel fading and interference. Based on this noisy gradient, the edge server updates the global parameter and feeds it back to all the agents for another round of local computation. The procedure repeats until the model converges.

We inspect this algorithm in a more pragmatic and complicated setting where interference follows an \( \alpha \)-stable distribution (\([2]\)). In that context, the variance of the aggregated gradient is infinite, and the effects of such a phenomenon on the training procedure, or the algorithm can even converge or not, remain unknown. The central thrust of the present article is to fill this research gap.

A. Main Contributions

This paper builds upon the model in (\([1]\)) but differs from it by considering the heavy-tailed nature of the electromagnetic interference (\([3]\)). Specifically, we adopt the symmetric \( \alpha \)-stable distribution – a widely used model in wireless networks (\([4]\), \([5]\)) – to model the statistics of interference. The parameter \( \alpha \) is commonly known as the tail index where smaller the \( \alpha \) means heavier the tail in the distribution. Under such a setting, the aggregated global gradient admits diverging variance, and the conventional approaches that heavily rely on the existence of second moments for convergence analysis fail to function. In that respect, we take a new route toward the convergence analysis and verify that even the intermediate gradients are severely distorted by channel fading and interference, GD-based methods can ultimately reach the optimal solution.

Our main contributions are summarized as follows:

- We derive analytical expression to characterize the convergence rate of the analog over-the-air GD algorithm, which encompasses key system parameters such as the...
number of agents, channel fading, and interference. Particularly, the convergence rate is in the order of $O(1/k^{\alpha-1})$, where $k$ stands for the communication round. This result also implies that heavier tailed interference leads to slower convergence of the algorithm.

- We show that analog over-the-air GD can be run in conjunction with momentum. We also derive the convergence rate by taking into account the momentum weight. Our result reveals that the momentum based model training also converges in the order of $O(1/k^{\alpha-1})$, while the momentum weight affects the multiplication factor.

- We analytically characterize the generalization error of analog over-the-air GD by resorting to a continuous time proxy of the update trajectory. The analysis shows that heavy tail can potentially improve the algorithm’s generalization capability. More precisely, with a certain probability, the generalization error decreases along with the tail index.

- We conduct extensive simulations on the MNIST and CIFAR-10 data set to examine the algorithm under different system parameters. The experiments demonstrate that an increase in the number of agents, learning rate, or tail index of the interference leads to a faster convergence rate. It also shows that occasionally a smaller tail index results in better prediction accuracy of the trained model, which confirms that heavy tail has the potential to improve the generalization capability.

### B. Prior Art

Distributed optimizations in wireless networks have garnered considerable attention in recent years, especially with the rise of federated learning [9–13]. The typical system is generally constituted by an edge server and a number of agents, where the goal is to collaboratively optimize an objective function via the orchestration amongst the network elements. Particularly, each agent conducts on-device training based on its local dataset, and uploads the intermediate result, e.g., the gradient, to the server for model improvement. Then, they download the new model for another round of local computing. This procedure repeats multiple rounds until the training converges. Upon each global iteration, the transmissions of model parameters need to go over the spectrum, which is resource-limited and unreliable. Recognizing the conventional schemes that hinged on the separated communication-and-computation principle can encounter difficulty in accommodating massive access and stringent latency requirements, a recent line of studies [9] proposed utilizing the over-the-air computing to enable efficient model aggregation and hence achieve faster machine learning over many devices.

The essence of over-the-air computing is to exploit the waveform superposition property of multi access channel, where agents modulate the gradient on the waveform and use the air as an auto aggregator. In the presence of channel fading, it is suggested to invert the channel via power control at the end-user devices where the nodes that encounter deep fades suspend their transmissions [10], [11]. And the server shall adopt better scheduling methods in each communication round to rev up the model training process. To reduce communication overheads, the devices can compress the gradient vectors by sending out a sparse [12], or even a one-bit quantized [13], version, followed by QAM modulation. At the edge server side, it can expand the antenna array to further mitigate the effects of channel fading, where the fading vanishes as the spatial dimension approaches infinity [14]. Furthermore, [15] devise a precoding scheme that gradually amplifies the model updates as the training progresses to handle the performance degradation incurred by the additive noise. With the help of feedbacks, [16] optimizes the transceiver parameters by jointly accounting for the data and channel states to cope with the nonstationarity of the gradient updates. Inspired by the fact that machine learning algorithms need not to operate under impeccably precise parameters, the authors of [17] suggest the agents directly transmit the analog gradient signals without any power control or beamforming to invert the channel whilst the server updates the global model based on the noisy gradient. They also show that the convergence is guaranteed. This approach substantially simplifies the system design while achieves virtually zero access latency [17]. What is more appealing, the data privacy is in fact enhanced by implicitly harnessing the randomness of wireless medium and the training procedure can be accelerated by adopting an analog ADMM-type algorithm [18]. Despite the wealth of work in this area, a significant restriction in almost all the previous results lies at the presumption that the interference follows a normal distribution. While convenient, this assumption hardly holds in practice as the constructive property of the electromagnetic waves often results in heavy tails in the distribution of interference [3–5]. In consequence, there is a non-negligible chance that the magnitude of interference sheers to a humungous value in some communication rounds which wreaks havoc on the global model. Understanding the impact of such a phenomenon on the performance of the learning algorithm is the focus of this work.

In this paper, we use bold lower case letters to denote column vectors. For any vector $\mathbf{w} \in \mathbb{R}^d$, we use $|\mathbf{w}|$ and $\mathbf{w}^T$ to denote the $L_2$ norm and the transpose of a column vector, respectively. The main notations used throughout the paper are summarized in Table I.

The remainder of this paper is organized as follows. We introduce the system model in Section II. In Section III, we derive the convergence rate of analog over-the-air GD. We also present the convergence rate of analog over-the-air GD with momentum. In Section IV, we analyze the generalization error of the analog over-the-air GD algorithm. Then, we show the simulation results in Section V to validate the analyses and obtain design insights. We conclude the paper in Section VI.

### II. System Model

#### A. Setting

Let us consider an edge learning system consisting of one server and $N$ agents. Each agent $n$ holds a local dataset $\mathcal{D}_n = \{(x_i, y_i) \in \mathbb{R}^d \times \mathbb{R}\}_{i=1}^{m_n}$ with size $|\mathcal{D}_n| = m_n$, and we assume the local datasets are statistically independent across the clients. The goal of all the entities in this system is to
we assume the global model can be successfully received by all the agents. Then, each client \( n \) calculates its gradient \( \nabla f_n(w_k) \) and constructs the following analog signal:

\[
x_n(t) = \langle s(t), \nabla f_n(w_k) \rangle
\]  

(5)

where \( \langle \cdot, \cdot \rangle \) denotes the inner product between two vectors and \( s(t) = (s_1(t), s_2(t), ..., s_d(t)) \), \( 0 < t < T \), is a set of orthonormal baseband waveforms that satisfies:

\[
\int_0^T s_i^2(t) dt = 1, \quad i = 1, 2, ..., d
\]  

(6)

\[
\int_0^T s_i(t)s_j(t) = 0, \quad \text{if } i \neq j.
\]  

(7)

According to (5), the signal \( x_n(t) \) is essentially a superposition of the analog waveforms whereas the magnitude of \( s_i(t) \) equals to the \( i \)-th element of \( \nabla f_n(w_k) \)\(^2\).

Once the transmit waveforms \( \{x_n(t)\}_{n=1}^N \) have been assembled, the agents send them out concurrently into the spectrum. And the signal received at the edge server can be expressed as follows:

\[
y(t) = \sum_{n=1}^N h_{n,t}P_n x_n(t) + \xi(t)
\]  

(8)

where \( h_{n,t} \) is the channel fading experienced by agent \( n \), \( P_n \) stands for the corresponding transmit power, and \( \xi(t) \) represents the interference. Without loss of generality, we assume the channel fading is independent and identically distributed (i.i.d.) across the agents and communication rounds, with mean \( \mu \) and variance \( \sigma^2 \). And the transmit power is set to compensate for the large-scale path loss. In order to characterize the heavy-tailed nature of wireless interference, we consider \( \xi(t) \) follows a symmetric \( \alpha \)-stable distribution. The properties of this distribution will be elaborated in the next section.

\(^1\)Note that the magnitude of the waveforms can also be set at the quantized values of the gradients to reduce implementation complexity.
in general, aside from two special cases, i.e., if \( \alpha \) possesses an explicit form of the probability density function respectively.

\[ f(x) = \begin{cases} 
\frac{1}{\Gamma(\alpha)\beta}\left(\frac{x-\gamma}{\beta}\right)^{\alpha-1}e^{-(x-\gamma)/\beta}, & x > \gamma, \\
0, & \text{otherwise},
\end{cases} \]

where \( \xi \) is a \( d \)-dimensional random vector with each entry being i.i.d. and following an \( \alpha \)-stable distribution. The server then updates global parameter as follows

\[ w_{k+1} = w_k - \eta_k g_k \]  \hspace{1cm} (10)

where \( \eta_k \) is the learning rate.

**Remark 1:** The analog over-the-air gradient aggregation boasts two unique advantages: (a) high spectral utilization, as the agents do not need to vie for radio access but can simultaneously upload their local parameters to the server, and (b) low hardware cost, as the agents do not need correct the channel gain and hence they can transmit at a relatively constant power level.

**Remark 2:** Thanks to the randomness from channel fading and interference, the gradient information, \( \nabla f_n(w_k) \), of each agent \( n \) is concealed inside the noisy aggregated gradient \( g_k \). As pointed out by [18], this form provides inherent privacy protection.

**Remark 3:** The momentum algorithm [20] can be easily integrated into the analog over-the-air GD to rev up the learning process. Particularly, the overall training procedure is identical to that presented in Section II-B, except for the global model update stage (10), where instead of directly using the gradient, the global parameter is updated as follows:

\[ v_k = \beta v_{k-1} + g_k, \] \hspace{1cm} (11)

\[ w_{k+1} = w_k - \eta_k v_k \] \hspace{1cm} (12)

in which \( \beta \in (0, 1) \) denotes the controlling factor, also known as the momentum weight.

### C. Heavy-Tailed Interference

The spectrum is by nature a shared medium. Therefore, signals sent over the wireless channels inevitably suffer interference from the other concurrent transmitters. And it implies that a smaller tail index of \( \alpha \) indicates a larger value is given by

\[ P(|\sin(t) + \xi(t)| > \lambda) \sim \lambda^{-\alpha}, \]

where \( \lambda \gg 1 \) [21].

And it implies that a smaller tail index of \( \alpha \) leads to a Gaussian distribution, and when \( \alpha = 2 \), it reduces to Gaussian. The tail index \( \alpha \) determines the heaviness of tail in the probability density function of \( \xi(t) \). Particularly, as depicted in Fig. 2, smaller the \( \alpha \), thicker the tail in the distribution, which implies the random variable \( \xi(t) \) has a higher chance to attain a very large value.

Actually, \( \alpha \)-stable random variables \( \xi(t) \) have their moments being finite only up to the order \( \alpha \), i.e., \( E[|\xi(t)|^p] < \infty \) only in the range of \( 0 \leq p < \alpha \). In this work, we consider \( 1 < \alpha < 2 \), i.e., the interference \( \xi(t) \) has zero mean but infinite variance. This, together with the random channel fading, makes the aggregated gradient \( g_k \) severely distorted. A natural question then arises as: Does analog over-the-air machine learning algorithms converge?

We give an affirmative answer in the next section.

It is worthwhile to note that \( \alpha \)-stable distributions do not possess an explicit form of the probability density function in general, aside from two special cases, i.e., if \( \alpha = 1 \), the distribution reduces to Cauchy and when \( \alpha = 2 \), it reduces to Gaussian. The tail index \( \alpha \) determines the heaviness of tail in the probability density function of \( \xi(t) \). Particularly, as depicted in Fig. 2, smaller the \( \alpha \), thicker the tail in the distribution, which implies the random variable \( \xi(t) \) has a higher chance to attain a very large value.

\[ E[|\xi(t)|^p] < \infty \] only in the range of \( 0 \leq p < \alpha \). In this work, we consider \( 1 < \alpha < 2 \), i.e., the interference \( \xi(t) \) has zero mean but infinite variance. This, together with the random channel fading, makes the aggregated gradient \( g_k \) severely distorted. A natural question then arises as: Does analog over-the-air machine learning algorithms converge?

We give an affirmative answer in the next section.
III. CONVERGENCE ANALYSIS

This section constitutes the main technical part of our paper, in which we derive analytical expressions for the convergence rate of the model training algorithm. For better readability, most proofs and mathematical derivations have been relegated to the Appendix.

A. Preliminaries

Because the second moment of the aggregated gradient does not exist, we opt for the α moment as an alternative. Correspondingly, we need the concepts of signed power and α-positive definite matrix [22], respectively, for further mathematical manipulations.

Definition 2: For a vector \( w = (w_1, ..., w_d)^T \in \mathbb{R}^d \), we define its signed power as follows
\[
   w^{(\alpha)} = (\text{sgn}(w_1)|w_1|^\alpha, ..., \text{sgn}(w_d)|w_d|^\alpha)^T
\]
where \( \text{sgn}(x) \in \{-1, +1\} \) takes the sign of the variable \( x \).

Definition 3: A symmetric matrix \( Q \) is said to be α-positive definite if \( \langle w, Qw^{(\alpha-1)} \rangle > 0 \) for all \( w \in \mathbb{R}^d \) with \( ||w|| > 1 \).

To facilitate the analysis, we make the following assumptions.

Assumption 1: The objective function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is γ-weakly convex, i.e., for any \( w, v \in \mathbb{R}^d \) it is satisfied:
\[
   f(w) \geq f(v) + \langle \nabla f(v), w - v \rangle + \frac{\gamma}{2} ||w - v||^2.
\]

Assumption 2: The objective function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is λ-smooth, i.e., for any \( w, v \in \mathbb{R}^d \) it is satisfied:
\[
   f(w) \leq f(v) + \langle \nabla f(v), w - v \rangle + \frac{\lambda}{2} ||w - v||^2.
\]

Assumption 3: For any given vector \( w \in \mathbb{R}^d \), the Hessian matrix of \( f(w) \), i.e., \( \nabla^2 f(w) \), is α-positive definite.

Since the magnitude of the transmitted waveforms cannot be arbitrarily large, we further assume the gradients of each agent is bounded, i.e., \( ||\nabla f_n(w))|| \leq G, \forall n \in \{1, ..., N\} \). Furthermore, because each element of \( \xi_k \) has a finite \( \alpha \) moment, we consider the α moment of \( \xi_k \) is upper bounded by a constant \( C \), i.e., \( \mathbb{E}[||\xi_k||_\alpha] \leq C \).

B. Convergence Rate of Analog Over-the-Air GD

Armed with the notion of signed power, we can establish a Taylor expansion type inequality for the \( \alpha \) norm vectors.

Lemma 1: Given \( \alpha \in [1, 2] \), for any \( w, v \in \mathbb{R}^d \), the following holds:
\[
   ||w + v||_\alpha^\alpha \leq ||w||_\alpha^\alpha + \alpha(\langle w^{(\alpha-1)}, v \rangle + 4||v||_\alpha^\alpha.
\]

Proof: Please refer to [23].

Additionally, we lay out two technical lemmata that we would use to prove the main results.

Lemma 2: Let \( Q \) be an α-positive definite matrix, for \( \alpha \in [1, 2] \), there exists \( \kappa, L > 0 \), such that
\[
   ||I - kQ||_\alpha^\alpha \leq 1 - Lk, \quad \forall k \in [0, \kappa)
\]

Proof: Please see Theorem 10 of [22].

Lemma 3: For a sequence of real numbers \( \{b_k\}, k \geq 1 \), that satisfies:
\[
   b_{k+1} \leq \left( 1 - \frac{c1}{k} \right) b_k + \frac{c1}{k^{p+1}}
\]
where \( c > p > 0, c1 > 0 \). The following relationship holds
\[
   b_k \leq \frac{c1}{c - p} \cdot \frac{1}{k^{p+1}} + o \left( \frac{1}{k^{p+1}} + \frac{1}{k^c} \right)
\]
where \( o(\cdot) \) is the “little o” notation, meaning that if \( f(k) = o(g(k)) \) then \( \forall B > 0, \) there exists \( k_0 \) such that \( f(k) \leq Bg(k) \) for all \( k \geq k_0 \).

Proof: Please see Lemma 1 of [24].

We are now in position to present the main theoretical finding of this paper.

Theorem 1: Under the employed edge learning system, if the learning rate is set as \( \eta_k = \theta/k \) where \( \theta > \frac{\alpha - 1}{\mu L} \), then the algorithm converges as
\[
   \mathbb{E}[||w_k - w^*||_\alpha^\alpha] \leq \frac{4\theta \sigma}{\mu L} \frac{C + \sigma^\alpha G^{\alpha+2}}{N^{\alpha+2}} \frac{1}{\kappa^{\alpha-1}}.
\]

Proof: See Appendix A.

A number of remarks are immediately in order.

Remark 4: Although the aggregated gradient is corrupted by random channel fading and heavy-tailed interference with infinite variance, GD-based model training with a diminishing learning rate can converge to the global optimum without any modification, neither to the loss function nor the algorithm itself. In other words, GD-based algorithms are resilient to parameter distortions and hence are particularly suitable for edge learning systems.

Remark 5: The convergence rate is the order of \( \mathcal{O}(\frac{1}{k^{\alpha-1}}) \), which is dominated by the tail index \( \alpha \). Specifically, a small \( \alpha \) leads to a heavy tail in the distribution of interference, and that results in a slow convergence of the learning algorithm.

Remark 6: The tail index, \( \alpha \), also has an influence on the multiplication term in the convergence rate. Particularly, when \( \mu L + 1 > \alpha \), we can set \( \theta = 1 \) and because \( N \) is usually a large number, it is safe to assume \( \sigma G/N < 1 \). Then, from [21] we can see that a decrease in \( \alpha \) increases the multiplier term, which results in a slow convergence rate.

Remark 7: If the variance of channel fading, \( \sigma \), goes up, the channel will have a higher chance to encounter deep fade which inflicts the model training process. The effect is reflected in the multiplier of the convergence rate.

Remark 8: An increase in the number of agents, \( N \), can mitigate the impact of channel fading and accelerate the convergence rate. Therefore, scaling up the system can be beneficial to the federated learning. This is in line with conclusions made in [13]. Nonetheless, even if the channel fadings vanished, the convergence rate is still determined by the interference.

Notably, the learning rate is also amenable, and the convergence rate can be characterized accordingly.

Corollary 1: Under the employed edge learning system, if the learning rate is set as \( \eta_k \asymp k^{-\rho} \) with \( \rho \in (0, 1) \), the training algorithm converges as
\[
   \mathbb{E}[||w_k - w^*||_\alpha^\alpha] = \mathcal{O} \left( k^{-\rho(\alpha-1)} \right).
\]
Proof: See Appendix B. □

From Corollary 1 we can see that the learning rate has a direct impact on the convergence property of the algorithm. Specifically, reducing the learning rate, as we decreases ρ, leads to a slowdown in convergence of the algorithm. In fact, the analog over-the-air GD converges even for very slowly decaying learning rate with ρ being close to 0.

C. Convergence Rate of Analog Over-the-Air Momentum

In this part, we characterize the convergence rate of analog over-the-air momentum algorithm. To begin with, let us rewrite the intermediate parameter v_k in another form.

Lemma 4: The parameter v_k can be equivalently written as follows:

\[ v_k = \sum_{i=1}^{k} \beta^{k-i} g_i. \]

Proof: This result is obtained by recursively expanding v_i in terms of g_i, i = 1, ..., k, according to (11). □

Following (23), we can see that v_k is a moving average of the past noisy gradients, whereas the older ones are assigned with smaller weights. The intuition behind the above operation is to add a “heavy ball”, i.e., v_k, in the update of parameters so as to alleviate the oscillations along the update path and bolster faster convergence. On the basis of this lemma, we can further derive the convergence rate of the analog over-the-air algorithm as follows.

Theorem 2: When the employed edge learning system adopts momentum, if the learning rate is set as \( \eta_k = \theta/k \) where \( \theta > \frac{(\alpha-1)(1-\beta)}{\mu L} \), then the algorithm converges as

\[
\mathbb{E}[\|w_k - w^*\|_2^2] \leq \frac{4\theta^2 \left( \frac{4C}{1-\beta^2} + \frac{\sigma^2 \alpha d^2}{N^2 \alpha (1-\beta^2) T} \right)}{\frac{\theta^2}{1-\beta} - \alpha + 1} \frac{1}{k^{\alpha-1}}. 
\]

Proof: See Appendix C. □

We highlight two important observations from Theorem 2.

Remark 9: Analog over-the-air momentum is bound to converge in the presence of heavy-tailed interference, and the convergence rate is \( \mathcal{O}\left(\frac{1}{k^{\alpha-1}}\right) \) which is in the same order as analog over-the-air GD.

Remark 10: The momentum weight, \( \beta \), affects the multiplication term in the convergence rate, and it shall be adequately adjusted so as to attain fast convergence of the algorithm.

Besides, analog over-the-air momentum also converges under a slower learning rate. The corresponding convergence rate is given by the following.

Corollary 2: When the employed edge learning system adopts momentum, if the learning rate is set as \( \eta_k \approx k^{-\beta} \) with \( \rho \in (0, 1) \), the training algorithm converges as

\[
\mathbb{E}[\|w_k - w^*\|_2^2] = \mathcal{O}\left(k^{-\rho(\alpha-1)}\right).
\]

From above discussions we can conclude that for over-the-air model training, both GD and momentum based methods converge in the same order. But one can control the momentum weight to reduce the multiplication term and speedup the algorithm.

IV. Generalization Error

This section presents the generalization capability of the trained model, which is quantified via the generalization error. Specifically, let \( Z = \mathcal{X} \times \mathcal{Y} \) denote the space of data points, where \( \mathcal{X} \) and \( \mathcal{Y} \) stand for the spaces of features and labels, respectively. Then, the population risk is given by

\[
\mathcal{R}(w) = \mathbb{E}_Z [\ell(w; x, y)]
\]

and the empirical risk is

\[
\hat{\mathcal{R}}(w, D) = \frac{1}{|D|} \sum_{i=1}^{|D|} \ell(w; x_i, y_i)
\]

where \( D = D_1 \cup \cdots \cup D_n \) is the aggregated dataset. Suppose the learning algorithm has been executed for K rounds of global iterations, the generalization error of the trained model is defined as

\[
\mathcal{I}(w_K) = \left| \mathcal{R}(w_K) - \hat{\mathcal{R}}(w_K, D) \right|
\]

which represents the expected difference between the error a model incurs on a training set versus the error incurred on a new data point.

In what follows, we elaborate on the steps toward a thorough analysis of the generalization error of the analog over-the-air model training.

A. Preliminaries

Following (10), during a specific communication round, the update of global parameter at the edge server can be written as follows:

\[
w_{k+1} - w_k = -\eta_k \nabla f(w_k) - \frac{\eta_k}{N} \sum_{n=1}^{N} (h_{n,k} - \mu) \nabla f_n(w_k) - \eta_k \xi_k
\]

\[
\approx -\eta_k \mu \nabla f(w_k) - \Psi(w_k) n_k - \eta_k \xi_k
\]

in which \( \Psi(w_k) \) is a \( d \times d \) symmetric positive semi-definite matrix and \( n_k \) is a \( d \) dimensional vector where each entry follows a independent normal distribution with zero mean and unit variance. It is noteworthy that the approximation \((a)\) results from the fact that \( \{h_{n,k}\}_{n=1}^{N} \) are i.i.d. and by using the central limit theorem.

As the number of communication rounds, \( k \), becomes large, we have \( \eta_k \ll 1 \), and the recursion \((29)\) can be regarded as the discretization of a continuous time Feller process, which has the following form

\[
dw_t = -\nabla f(w_t) dt + \Psi(w_t) dB_t + dL_t
\]

where \( B_t \) is a \( d \) dimensional Brownian motion and \( L_t \) is a \( d \) dimensional Levy process. In other words, the trajectory of the training process can be regarded as the composition of a drift, which is dominated by the gradient \( \nabla f(w) \), a Brownian motion with a state-dependent covariance matrix, and an independent Levy process induced by the interference. A formal definition of Levy process is given as follows.

Definition 4: A Levy process \( \{L_t\}_{t \geq 0} \) with the initial point \( L_0 = 0 \) is defined by the following properties:
(i) Fix an arbitrary sequence \( t_0 < t_1 < \ldots < t_k < \ldots \), the increment \( L_{t_i} - L_{t_{i+1}} \) is independent for all \( i \).
(ii) For any \( t > s > 0 \), the quantities \( L_t - L_s \) and \( L_{t-s} \) have the same distribution.
(iii) \( L_t \) is continuous in probability, i.e., for any \( \varepsilon \) and \( s > 0 \), there is \( P(\{L_t - L_s\} > \varepsilon \) as \( t \to s \).

In this work, since the increments of the Levy process follows a symmetric \( \alpha \)-stable process, it can be also termed as the symmetric \( \alpha \)-stable process.

The Feller process \( w_t \) in (30) can be fully described by its characteristic exponent, given by
\[
\varphi(w, u) = \frac{\log \left( E \left[ e^{-j(w, u)} \right] \right)}{t} \\
= j(-\nabla f(w), u) + \frac{1}{2} \langle u, \Psi(w)u \rangle \\
+ \int_{\mathbb{R}^d \setminus \{0\}} \left( 1 - e^{j(u, z)} + \frac{j(u, z)}{1 + \|z\|^2} \right) \nu(dz)
\]
(31)

where \( j = \sqrt{-1} \), \( \nu \) is a Levy measure. Moreover, because the Levy process \( L_t \) is independent from the other components, the Feller process \( w_t \) is decomposable, namely, there exists \( w_{0,t} \) such that \( \varphi(w, u) = \varphi(u) + \hat{\varphi}(w, u) \) where \( \varphi(u) = \varphi(w_0, u) \) and \( \varphi(w, u) = \varphi(w, u) - \varphi(w_0, u) \).

B. Analysis of Generalization Error

Let us denote the iterative training algorithm in (10) as \( \mathcal{A} \), which is affected by two variables, i.e., the dataset \( D \) and the randomness \( U \) which arises from the channel fading and interference. At any timestamp \( t \), \( w_t = [A(D, U)_t] \) is the parameter returned by algorithm \( \mathcal{A} \). Without loss of generality, we confine \( t \) to be in the range of \([0, 1]\). Then, with intakes \( D \) and \( U \), the training algorithm \( \mathcal{A} \) outputs a stochastic process \( \{w_t\}_{t \in [0, 1]} \) which is the trajectory of iteration updates. For any given dataset \( D \), we write the whole trajectory of the Feller process as \( \mathcal{W}_D = \{w_t = [A(D, U)_t]_{t \in [0, 1]} \} \).

The intrinsic complexity of a Feller process is typically characterized by the notion of Hausdorff dimension, which is formally defined as follows.

**Definition 5:** The Hausdorff dimension of a Borel set \( E \subset \mathbb{R}^d \) is defined as
\[
\dim_H E = \sup \{ s > 0 : \Lambda^s(E) > 0 \} \\
= \inf \{ s > 0 : \Lambda^s(E) < \infty \}
\]
(32)

where \( \Lambda^s(E) \) is the \( s \)-dimensional Hausdorff measure, defined by
\[
\Lambda^s(E) = \lim_{\varepsilon \to 0} \Lambda^s_{\varepsilon}(E)
\]
(34)
in which \( \Lambda^s_{\varepsilon}(E) \) is given by
\[
\Lambda^s_{\varepsilon}(E) = \inf \left\{ \sum_{n=1}^{\infty} (\text{diam } E_n)^s : E \subset \bigcup_{n=1}^{\infty} E_n \text{ and diam } E_n \leq \varepsilon \right\}
\]
(35)

where diam stands for the diameter of a set and the infimum is taken over all the \( s \)-coverings of \( E \).

The Hausdorff measure quantifies, informally, the “roughness” of an object in \( \mathbb{R}^d \). For Levy (or stable) processes, this metric is deeply connected to the tails.

**Lemma 5:** Let \( \mathcal{L} = \{L_t\}_{t \in [0, 1]} \) be a symmetric \( \alpha \)-stable process in \( \mathbb{R}^d \), where \( 0 < \alpha \leq 2 \). Then, we have
\[
\dim_H \mathcal{L} = \alpha.
\]
(36)

**Proof:** Please see Theorem 4 of [25].

Furthermore, because for any given dataset \( D \), the Feller process \( w_t \) resulted from algorithm \( \mathcal{A} \) always pertains an independent Levy (or \( \alpha \)-stable, in our case) process. Then, we have the following result.

**Lemma 6:** Let \( w_D \) be the trajectory of the Feller process given by (30). Then, we have
\[
\dim_H w_D \leq \alpha = \inf \left\{ s > 0 : \lim_{\|u\| \to \infty} \frac{|\varphi(u)|}{\|u\|^s} = 0 \right\}.
\]
(37)

**Proof:** Please see Theorem 4 of [26].

To facilitate the analysis of the generalization error of algorithm \( \mathcal{A} \), we assume the loss function on each data point, \( \ell \), is bounded by a constant \( E \). To this end, we are ready to present the final result. The proof is broadly similar to the previous work [27], albeit with some minor modifications.

**Theorem 3:** When the number of data samples, \(|D|\), is sufficiently large, the following holds
\[
\sup_{w \in w_D} \mathbb{R}(w, D) - \mathbb{R}(w) \leq B \sqrt{\frac{2 \alpha (\log(D))}{|D|}} + \frac{\log(1/p)}{|D|}
\]
(38)

with probability at least \( 1 - p \).

**Proof:** See Appendix D.

From this theorem, we can see that with a certain probability, the generalization error decreases with respect to the tail index. In other words, the interference bears the potential to improve the generalization capability of the trialed model.

**Remark 11:** In a similar spirit, one can approximate the training procedure of analog over-the-air GD with momentum by its continuous time proxy [28] and arrive at conclusions as per Theorem 3.

V. Simulation Results

In this section, we conduct experimental evaluation of the wireless machine learning algorithm. Particularly, we examine the performance of the analog over-the-air GD for training a multi layer perceptron (MLP) on the MNIST dataset which contains the hand-written digits [30]. The MLP is consisted of 2 hidden layers, each has 64 units and adopts the ReLu activations. We extract 60,000 data points from the MNIST dataset for training, where each agent is assigned with an independent portion that contains 600 data samples. Furthermore, we adopt the Rayleigh fading to model the channel gain. Unless otherwise stated, the following parameters will
be used: Learning rate exponent $\rho = 1$, tail index $\alpha = 1.5$, number of agents $N = 100$, average channel gain $\mu = 1$. The experiments are implemented with Pytorch on Tesla P100 GPU and averaged over 4 trials.

In Fig. 3, we plot the training loss as a function of the communication rounds under different values of the tail index. We can see that the training loss declines steadily along with the communication rounds, regardless of the heaviness of the tail in the interference’s distribution. Nonetheless, the tail index $\alpha$ still plays a vital role in the rate of convergence. Particularly, with an increase in the tail index, the convergence rate goes up accordingly, whereas the improvement is non-linear with respect to $\alpha$. These observations corroborate the statement of Theorem 1.

Next, we evaluate the effects of the number of participating agents on the model training procedure. It can be seen from Fig. 4 that the convergence rate of analog over-the-air GD increases with $N$, revealing a positive influence from the enlarged number of agents in the system. The reason attributes to two aspects: (a) as we fix the size of dataset per agent, an increase in $N$ boosts up the utilization of data information because all the agents can concurrently access the radio channel and participate in each round of global iteration, and (b) allowing more agents to partake in the analog transmission can reduce the impact of channel fading, as explained in Remark 8. Nevertheless, we also observe that such an effect is less significant compared to the tail index because it only influences the multiplier in the convergence rate.

Fig. 5 illustrates the impact of learning rate, which is controlled by the parameter $\rho$, on the convergence rate of the algorithm. The figure shows that a decrease in $\rho$, which slows down the learning rate, can impede the convergence of the model training. Note that compared to the number of agents, $N$, the variants in the learning rate has a more pronounced impact on the training algorithm as it affects the exponential parameter in the convergence rate.

We further demonstrate the effect of momentum in Fig. 6 where the convergence curves are plotted under different momentum weights $\beta$. First, we can see that all the loss functions decays gradually with the communication rounds, which validate that analog over-the-air GD can be run in conjunction with momentum. Second, by comparing the model training without momentum, i.e., $\beta = 0$, and those with momentum weights set as $\beta = 0.05$ or $\beta = 0.2$, we observe that the momentum method is able to enhance the algorithm’s convergence rate. Nonetheless, one shall also keep in mind that to reap such a benefit, the momentum weight, $\beta$, needs to be appropriately tuned. In fact, the comparison between the model convergence rate under $\beta = 0$ and $\beta = 0.1$ demonstrates that if the momentum weight is not set well, the scheme may even slow down the model training procedure. Notably, these observations also are aligned with the conclusions drawn in Remark 10. Finally, similar to the effects of $N$, momentum only affects the multiplier in the convergence rate and hence its variants do not lead to a severe fluctuation in the convergence rate.

We now turn our attention to the generalization capability of the trained model. Because generalization of machine learning
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Fig. 6. Simulation results of the training loss of MLP on the MNIST data set, under different momentum weights \( \beta \).

algorithms is characterized by its prediction accuracy on new data sets, we depict the test accuracy as a function of the communication rounds. For the task of training MLP on the MNIST dataset, we allocate 10,000 data points at the server for testing. Besides, we add another experiment of learning a convolutional neural network (CNN) on the CIFAR-10 dataset [31]. The CIFAR-10 dataset consists of 60,000 colour images in 10 classes, with 6000 images per class. And the CNN has two convolutional layers with a combination of max pooling, followed by two fully-connected layers, then a softmax output layer. We extract 50,000 data points from the CIFAR-10 dataset for training, where each agent is assigned with an independent portion that contains 500 data samples. At the server side, we allocate 10,000 data points for testing. The statistical models are trained via analog over-the-air GD and the testing dataset is used to evaluate the effectiveness of the trained results. Moreover, we do not average over different trials in the following experiments since, as pointed out by Theorem 3, these events happen with a certain probability.

Fig. 7 illustrates the prediction accuracy of the machine learning algorithms under varying values of the tail index. From this figure, we can see that when the model training converges, the one that experienced a heavier tailed interference achieves a higher test accuracy. This implies that the heavy tail intrinsic of interference can improve the generalization capability of the model. The reason may be ascribed to the fact that the heavy-tailed interference sometimes incurs a “big jump” which largely deviates the global model. And such a deviation becomes beneficial if the global model is trapped in local minima. Nonetheless, because the interference is independent from the state of model training, this gain from interference only occurs fortuitously.

The heavy tail’s influence on generalization power is also evident in the analog over-the-air momentum training approach, as shown by Fig. 8. To be more specific, in this experiment we conduct learning tasks as the aforementioned ones by training the models via analog over-the-air GD with momentum (cf. Remark 3) where the momentum weight is set as \( \beta = 0.2 \). And the figure discloses a similar phenomenon as the previous one, that heavy tailed interference can enhance the generalization power of the trained model. This observation also validates our claim in Remark 11.

VI. CONCLUSION

We have conducted a theoretical study of the analog over-the-air model training that solves a distributed machine learning problem in a wireless network. Specifically, the agents concurrently transmit an analog signal that is comprised of the local gradients. The edge server receives a superposition of the gradients, which are however distorted by the channel fading and interference, and uses this noisy gradient to update the global model. Due to the heavy-tailed intrinsic of interference, the aggregated gradient admits an infinite variance that hinders the use of conventional techniques for convergence analysis that relies on the existence of second moments. To that end, we have taken a new route to establish the analyses of convergence rate and generalization error of the training algorithm. Our analyses have unveiled a two-sided effect of the heavy-tailed
interference on the overall learning procedure. More precisely, although heavy-tailed noise slows down the convergence rate, it has the potential to improve the generalization capability of the trained model. Additionally, analog over-the-air training can be speeded up by adopting a momentum-like scheme. These new results advance the understanding of wireless machine learning, and the techniques developed in this paper also provided an entryway toward the analysis of distributed learning algorithms in the context of heavy-tailed noise. A few possible extensions are enlisted below:

- **What about asynchronization in the transmissions?** In this paper, we implicitly assume the analog signals of the agents are synchronized in time. Such an assumption may not hold when the number of agents becomes very large. To investigate the effects of asynchronous transmissions on the learning algorithm, as well as approaches to alleviate this issue is an important direction.

- **How to stabilize the model training procedure?** Due to the heavy-tailed distribution, interference fluctuates abruptly and makes the model training less stable. To explore other algorithms for parameters updating that are less sensitive to heavy-tailed noise, e.g., via the gradient clipping \([32]\), can also be a good direction.

- **How about higher order methods?** The training algorithm we employed in this paper is based on GD, which is well known to be a first order scheme. Extending the framework to analyze analog over-the-air machine learning under GD-based variants including AdaGrad, AdaDelta, and Adam, or second order algorithms, such as ADMM and Quasi Newton method, is a concrete direction.

- **Can we engineer the interference to facilitate wireless machine learning?** This paper shows that interference plays a pivotal role in wireless machine learning. As interference management has been a sophisticated research topic in conventional wireless communications, how to exploit methods such as multiple antenna transmissions or multi cell cooperations that can alter the statistics of interference to improve the performance of machine learning is another future direction.

APPENDIX

A. Proof of Theorem \([7]\)

For ease of exposition, let us denote by \(\Delta_k = w_k - w^*\). Then, in a specific communication round \(k\), we can leverage \((5)\) and \((10)\) to write the update of global parameter \(w_k\) as follows:

\[
\|\Delta_{k+1}\|_\alpha^\alpha = \|w_k - w^* - \eta_k \left( \frac{1}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k) + \xi_k \right)\|_\alpha^\alpha
\]

\[
\leq \|\Delta_k - \frac{\eta_k}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k)\|_\alpha^\alpha + 4\eta_k \|\xi_k\|_\alpha^\alpha
\]

\[
+ \alpha \left( \|\Delta_k - \frac{\eta_k}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k)\|_\alpha^{\alpha-1} , \eta_k \xi_k \right)
\]

where \((a)\) follows from Lemma 1.

By noticing that each entry of \(\xi_t\) is independent and has a zero mean, we can take an expectation on both sides of \((39)\) and arrive at the following:

\[
\mathbb{E} \left[ \|\Delta_{k+1}\|_\alpha^\alpha \right]
\]

\[
\leq \mathbb{E} \left[ \|\Delta_k - \frac{\eta_k}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k)\|_\alpha^\alpha + 4\eta_k \mathbb{E} \left[ \|\xi_k\|_\alpha^\alpha \right] \right]
\]

\[
\leq \mathbb{E} \left[ \|\Delta_k - \frac{\eta_k}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k)\|_\alpha^\alpha + 4C\eta_k^\alpha \right]
\]

The first term on the right hand side of \((40)\) can be further bounded as follows:

\[
\mathbb{E} \left[ \|\Delta_k - \frac{\eta_k}{N} \sum_{n=1}^{N} h_{n,k} \nabla f_n(w_k)\|_\alpha^\alpha \right]
\]

\[
= \mathbb{E} \left[ \|\Delta_k - \mu \eta_k \nabla f(w_k) - \frac{\eta_k}{N} \sum_{n=1}^{N} (h_{n,k} - \mu) \nabla f_n(w_k)\|_\alpha^\alpha \right]
\]

\[
\leq \mathbb{E} \left[ \|\Delta_k - \mu \eta_k \nabla f(w_k)\|_\alpha^\alpha \right]
\]
On the other hand, therefore, we substitute (44) and (45) into (40), we have

\[ \frac{\alpha}{\sqrt{\sigma^2}} = \frac{\alpha}{\sqrt{\sigma^2}} \]

and the proof is completed by invoking Lemma 2 and removing the higher order terms as they become infinitesimal as \( k \) goes large.

### B. Proof of Corollary [7]

In order to prove this corollary, let us first recall the following lemma.

**Lemma 7:** (Lemma 4.2. [33]) For a sequence of real numbers \( \{b_k\}, k \geq 1 \), that satisfies the following recursion:

\[ b_{k+1} = \left(1 - \frac{c}{k^p}\right)b_k + \frac{c_1}{k^{p+q}} \]

where \( 0 < p < 1 \) and \( c, c_1, q > 0 \). We have \( b_k = O(k^{-q}) \).

Then, if we assign \( \eta_k = k^{-q} \) with \( p \in (0,1) \) in (46), it yields

\[ \mathbb{E}\left[\|\Delta_{k+1}\|_\alpha^2\right] \leq \left(1 - \frac{\mu L}{k^p}\right) \mathbb{E}\left[\|\Delta_k\|_\alpha^2\right]
\]

\[ + 4\left(C + \frac{\alpha^2 \sigma^2 d^3 \frac{1}{2}}{N\sigma^2} \right) \frac{1}{k^c} \]

And the result follows by invoking Lemma 7.

### C. Proof of Theorem 2

Following similar lines in the proof of Theorem 1, we can expand, and bound, the progress of \( \Delta_k \) in a specific communication round \( k \) in the following way:

\[ \mathbb{E}\left[\|\Delta_{k+1}\|_\alpha^2\right] \]

\[ = \mathbb{E}\left[\left\|\Delta_k - \frac{\eta_k}{N} \sum_{i=1}^{k} \beta^{k-i} g_i\right\|_\alpha^2\right]
\]

\[ \leq \mathbb{E}\left[\left\|\Delta_k - \frac{\eta_k}{N} \sum_{i=1}^{k} \beta^{k-i} \sum_{n=1}^{N} h_{n,i} \nabla f_n(w_k) - \eta_k \sum_{i=1}^{k} \beta^{k-i} \xi_i\right\|_\alpha^2\right]
\]

\[ \leq \mathbb{E}\left[\left\|\Delta_k - \frac{\eta_k}{N} \sum_{i=1}^{k} \beta^{k-i} \nabla f(w_i)\right\|_\alpha^2\right]
\]

\[ + 4\left(C + \frac{\alpha^2 \sigma^2 d^3 \frac{1}{2}}{N\sigma^2} \right) \frac{1}{k^c} \]

where \( a \) and \( b \) follows from the Holder’s inequality and Jensen’s inequality, respectively. To this end, by substituting (44) and (45) into (40), we have

\[ \mathbb{E}\left[\|\Delta_{k+1}\|_\alpha^2\right] \leq (1 - \eta_k\mu L) \mathbb{E}\left[\|\Delta_k\|_\alpha^2\right]
\]

\[ + 4\left(C + \frac{\alpha^2 \sigma^2 d^3 \frac{1}{2}}{N\sigma^2} \right) \frac{1}{k^c} \]

where \( a \) follows by using (12) and (23), while \( b \) by adopting Lemma 1 and the fact that the random elements \( \xi_i \) and \( h_{n,i} \) are i.i.d. for \( i = 1, ..., k \) and \( n = 1, ..., N \), whereas \( \mathbb{E}[\xi_i] = 0 \) and \( \mathbb{E}[h_{n,i}] = \mu \).
Next, we bound $Q_1$, $Q_2$, and $Q_3$, respectively. First of all, by noticing that along the update path of $f(w)$, at the position $w_k$, $\nabla f(w_k)$ attains the steepest descent direction, we have

$$Q_1 \leq \mathbb{E} \left[ \| \Delta_k - \mu \eta_k \sum_{i=1}^{k} \beta^{-i} \nabla f(w_k) \|^2 \right]$$

$$= \mathbb{E} \left[ \| \Delta_k - \mu \eta_k \sum_{i=1}^{k} \beta^{-i} \nabla f(w_k) \|^2 \right]$$

$$\leq \left( 1 - \mu \eta_k L \cdot \frac{1 - \beta}{1 - \beta} \right) \mathbb{E} \left[ \| \Delta_k \|^2 \right]. \quad (50)$$

Because $0 < \beta < 1$, when $k$ becomes large, we have $\beta^k \approx 0$ and hence we can approximately bound $Q_1$ as follows:

$$Q_1 \leq \left( 1 - \frac{\mu \eta_k L}{1 - \beta} \right) \mathbb{E} \left[ \| \Delta_k \|^2 \right]. \quad (51)$$

Secondly, we recursively use the Lemma 1 and bound $Q_2$ as follows:

$$Q_2 \leq \mathbb{E} \left[ \| \sum_{i=2}^{k} \beta^{-i} \xi_i \|^2 \right] + 4 \beta^{\alpha(k-1)} \cdot \mathbb{E} \left[ \| \xi_2 \|^2 \right]$$

$$\leq \mathbb{E} \left[ \| \sum_{i=3}^{k} \beta^{-i} \xi_i \|^2 \right] + 4 \beta^{\alpha(k-2)} \cdot \mathbb{E} \left[ \| \xi_2 \|^2 \right]$$

$$+ 4 \beta^{\alpha(k-1)} \cdot \mathbb{E} \left[ \| \xi_1 \|^2 \right]$$

$$\leq \sum_{i=1}^{k} 4 \beta^{\alpha(k-i)} \mathbb{E} \left[ \| \xi_i \|^2 \right] \leq \frac{4C}{1 - \beta^\alpha}. \quad (52)$$

Furthermore, we bound $Q_3$ as follows:

$$Q_3 \leq \frac{\alpha - \frac{1}{2}}{\left( 1 - \beta^2 \right)^{\frac{1}{2}}} \cdot \left( \mathbb{E} \left[ \sum_{i=1}^{k} \beta^{-i} \sum_{n=1}^{N} (h_{n,i} - \mu) \nabla f_n(w_k) \right]^2 \right)^{\frac{1}{2}}$$

$$\leq \frac{\alpha - \frac{1}{2}}{\left( 1 - \beta^2 \right)^{\frac{1}{2}}} \cdot \left( \mathbb{E} \left[ \sum_{n=1}^{N} \left( \sum_{i=1}^{k} \beta^{-i} (h_{n,i} - \mu) \nabla f_n(w_k) \right)^2 \right] \right)^{\frac{1}{2}}$$

$$\leq \frac{\alpha - \frac{1}{2}}{\left( 1 - \beta^2 \right)^{\frac{1}{2}}} \cdot \left( \mathbb{E} \left[ \sum_{n=1}^{N} \beta^{2(k-i)} (h_{n,i} - \mu)^2 G^2 \right] \right)^{\frac{1}{2}}$$

$$= \frac{\alpha - \frac{1}{2}}{\left( 1 - \beta^2 \right)^{\frac{1}{2}}} \cdot \left( \mathbb{E} \left[ \sum_{n=1}^{N} \beta^{2(k-i)} (h_{n,i} - \mu)^2 G^2 \right] \right)^{\frac{1}{2}}$$

$$\leq \frac{\alpha - \frac{1}{2}}{\left( 1 - \beta^2 \right)^{\frac{1}{2}}} \cdot \frac{N^\alpha/2 \sigma^\alpha G^\alpha}{(1 - \beta^2)^{\frac{1}{2}}}.$$ \quad (53)

To this end, by replacing (51), (52), and (53) into (49), we have

$$\mathbb{E} \left[ \| \Delta_{k+1} \|^2 \right] \leq \left( 1 - \frac{\mu \eta_k L}{1 - \beta} \right) \mathbb{E} \left[ \| \Delta_k \|^2 \right]$$

$$+ 4 \left( \frac{4C}{1 - \beta^\alpha} + \frac{\sigma^\alpha G^\alpha \alpha - \frac{1}{2}}{\left( N / \pi \right)^{\frac{1}{2}} (1 - \beta^2)^{\frac{1}{2}}} \right) \eta_k^\alpha$$

$$\leq \left( 1 - \frac{\mu \eta_k L}{1 - \beta} \right) \mathbb{E} \left[ \| \Delta_k \|^2 \right]$$

and the proof is completed by invoking Lemma 3 and removing the higher order terms as they become infinitesmal as $k$ goes large.

### D. Proof of Theorem 3

For ease of exposition, we denote $\hat{R}(w, D)$ by $\hat{R}_D(w)$. For any $w \in w_D$, we have the following

$$|\hat{R}_D(w) - \hat{R}(w)| = |\hat{R}_D(w) - \hat{R}_D(w') + \hat{R}_D(w') - \hat{R}(w') + \hat{R}(w') - \hat{R}(w)| \leq |\hat{R}_D(w') - \hat{R}(w')| + 2\lambda \|w - w'\| \quad (55)$$

where (a) follows from the Lipschitz property of the objective function.

Because $w_D$ is defined in $[0, 1]$ and initialized at 0, it possesses a finite diameter almost surely. Therefore, we can consider a finite cover of $w_D$ by balls of radii $s$ whereas the set of the centers of these balls is denoted as $J_s = J_s(w_D)$. As such, $\forall w \in w_D, \exists w' \in w_D$ such that $\|w - w'\| \leq s$. By substituting this $w'$ into (55), we have

$$|\hat{R}_D(w) - \hat{R}(w)| \leq |\hat{R}_D(w') - \hat{R}(w')| + 2\lambda s. \quad (56)$$

Furthermore, we take the supremum on both sides of the above inequality and arrive at the following

$$\sup_{w \in w_D} |\hat{R}_D(w) - \hat{R}(w)| \leq \max_{w \in J_s} |\hat{R}_D(w) - \hat{R}(w)| + 2\lambda s. \quad (57)$$

Given any $\epsilon > 0$, we have

$$\mathbb{P} \left( \max_{w \in J_s} |\hat{R}_D(w) - \hat{R}(w)| \geq \epsilon \right)$$

$$= \mathbb{P} \left( \cup_{w \in J_s} \left\{ |\hat{R}_D(w) - \hat{R}(w)| \geq \epsilon \right\} \right)$$

$$\leq \sum_{w \in J_s} \mathbb{P} \left( |\hat{R}_D(w) - \hat{R}(w)| \geq \epsilon \right)$$

$$\leq 2|J_s| \cdot \exp \left( -\frac{2|\epsilon|^2}{\mathbb{E}^2} \right) \quad (58)$$

where (a) follows from the Hoeffding’s inequality [52]. We assign $p = 2|J_s| \exp(-2|\epsilon|^2/\mathbb{E}^2)$. Then, with probability at least $1 - p$, the following holds

$$\max_{w \in J_s} |\hat{R}_D(w) - \hat{R}(w)| \leq \epsilon. \quad (59)$$

By rewriting $\epsilon$ in terms of $p$ and leveraging (57), we have

$$\sup_{w \in w_D} |\hat{R}_D(w) - \hat{R}(w)| \leq B \sqrt{\log(2J_s) + \log(1/p)} + 2\lambda s. \quad (60)$$

Furthermore, given an arbitrary sequence $\{s_k\}_{k \in \mathbb{N}}$ whereas $\lim_{k \to \infty} s_k = 0$, for $\epsilon > 0$, there exists $k_\epsilon > 0$ such that for $k \geq k_\epsilon$ the following holds

$$\log(J_{s_k}) \leq \left( \frac{\dim_{\mathbb{M}} w_D}{1} \right) \cdot \log(s_k^{-1}) \quad (61)$$
in which $\dim_M E$ represents the upper Minkovskv dimension of a Borel set $E$. To this end, by assigning $\varepsilon = \dim_M w_D$ in (61) and having $s_k = 1/\sqrt{x^2|D|}$, we have
\[
\sup_{w \in w_D} |\mathcal{R}_D(w) - \mathcal{R}(w)| \leq B \sqrt{\log(2 + \dim_M w_D \cdot \log(\lambda^2|D|)) + \log(1/p)} + \frac{2}{|D|} \leq B \sqrt{\frac{2 \dim_M w_D \cdot \log(\lambda^2|D|)) + \log(1/p)}{|D|}} \leq B \sqrt{\frac{2 \dim_M w_D \cdot \log(\lambda^2|D|)) + \log(1/p)}{|D|}} \leq 2 \sqrt{\frac{2 \dim_M w_D \cdot \log(\lambda^2|D|)) + \log(1/p)}{|D|}} \leq \alpha.
\]
where $(\alpha)$ holds when $|D|$ is sufficiently large. Finally, the proof is completed by noticing the fact that $\dim_M w_D = \dim_H w_D \leq \alpha$.
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