Abstract

It is common in machine learning to estimate a response $y$ given covariate information $x$. However, these predictions alone do not quantify any uncertainty associated with said predictions. One way to overcome this deficiency is with conformal inference methods, which construct a set containing the unobserved response $y$ with a prescribed probability. Unfortunately, even with one-dimensional responses, conformal inference is computationally expensive despite recent encouraging advances. In this paper, we explore the multidimensional response case within a regression setting, delivering exact derivations of conformal inference $p$-values when the predictive model can be described as a linear function of $y$. Additionally, we propose different efficient ways of approximating the conformal prediction region for non-linear predictors while preserving computational advantages. We also provide empirical justification for these approaches using a real-world data example.

1 Introduction

In regression, we aim to predict (or estimate) some response $y$ given covariate information $x$. These predictions alone deliver no information related to the uncertainty associated with the unobserved response, and thus, would benefit from the inclusion of an interval $\Gamma(\alpha)(x)$ such that, for $\alpha \in (0, 1)$,

$$P(y \in \Gamma(\alpha)(x)) = 1 - \alpha. \quad (1)$$

One method to generate $\Gamma(\alpha)$ is through conformal inference [10][15], which generates conservative prediction intervals for some unobserved response $y$ under only the assumption of exchangeability of the dataset.

In more complex settings it might be of interest to construct a model for multiple responses, i.e., for some response $y \in \mathbb{R}^q$, also known as multi-target (or multi-output) regression [1][29]. Thus, we might construct a prediction region such that some some $q$-dimension version of $y$, say $y = (y^1, \ldots, y^q)'$ is contained within the region.

Unfortunately, even with one-dimensional responses, conformal inference is computationally expensive, with each new candidate point requiring a new model to be fit. Since conformal inference’s inception, more efficient methods, e.g., split conformal inference [28][16], have been introduced with trade-offs between computational efficiency and performance. Other methods, e.g., trimmed conformal inference [7], use a sequential set of models to expedite the search for the conformal prediction region over, say, a grid-based approach.

We contribute the following:

- Extensions of exact conformal inference to multiple dimensions with various predictors and conformity measures.
- The use of numerical root-based methods to find points on the boundary of a multivariate conformal prediction region.
- Methods to provide (convex) approximations of the full conformal prediction region.

The rest of the paper is laid out as follows. Section 2 provides requisite background for the paper. Section 3 extends exact conformal inference to multiple dimensions, while Section 4 introduces the root-based conformal prediction region approximation in multiple dimensions. Section 5 provides empirical evaluation of our proposed approaches. Section 6 concludes the paper.

2 Background

In this section we provide background on relevant topics for this paper. Our applications within with paper are focused on regression, so we focus our background discussion on regression as well.
2.1 Conformal Inference

Originally introduced in [10] as “transductive inference”, conformal inference (CI) was originally focused on providing inference with classification approaches. [28] provides a formalized introduction to conformal inference within regression. With the express purpose of inference, the goal of CI is to attach, in some fashion, a measure of uncertainty to a predictor, specifically through the construction of a conservative prediction region, i.e., one such that
\[
\mathbb{P}(y_{n+1} \in \Gamma^{(\alpha)}(x_{n+1})) \geq 1 - \alpha. \tag{2}
\]

We define \(D_n = \{(x_i, y_i)\}_{i=1}^n\) as a collection of \(n\) observations, where the \(i\)-th data tuple \((x_i, y_i)\) is made up of a covariate vector \(x_i\) and a response \(y_i\). We wish to construct a valid prediction region for a new observation \((x_{n+1}, y_{n+1})\), where \(x_{n+1}\) is some known covariate vector and \(y_{n+1}\) is some, yet-to-be-observed response. Assuming each data pair \((x_i, y_i)\) and \((x_{n+1}, y_{n+1})\) are drawn exchangeably from some distribution \(\mathcal{P}\), conformal inference generates conservative, finite-sample valid prediction regions in a distribution-free manner. Specifically, prediction regions are generated through the repeated inversion of the test,
\[
H_0 : y_{n+1} = z \text{ vs. } H_a : y_{n+1} \neq z, \tag{3}
\]
where \(z\) is a potential candidate response value, i.e., the null hypothesis [16]. The main approach to perform the test inversion associated with Equation (3) relies on Lemma [4].

**Lemma 1.** Let \(U_1, \ldots, U_n, U_{n+1}\) be an exchangeable sequence of random variables. Then, for any \(\alpha \in (0, 1)\),
\[
\mathbb{P}(\text{Rank}(U_{n+1}) \leq \lceil(1-\alpha)(n+1)\rceil) \geq 1 - \alpha,
\]
where
\[
\text{Rank}(U_j) = \sum_{i=1}^{n+1} I_{U_i \leq U_j}.
\]

In a prediction setting, test inversion for a particular candidate value \(z\) is achieved by training the model of interest on an augmented data set \(D_{n+1}(z) = D_n \cup \{x_{n+1}, z\}\). At this point, we leave our model of interest general, denoting the prediction of the \(i\)-th observation based on a model trained with \(D_{n+1}(z)\) as \(\hat{y}_i(z)\).

Following the refitting, each observation in the augmented data set receives a (non)conformity measure, which determines the level of (non)conformity between itself and other observations. One popular, and particularly effective, conformity measure is the absolute residual
\[
S_i(z) = |y_i - \hat{y}_i(z)|. \tag{4}
\]

We can construct the conformity score associated with a particular candidate point \(z\) with
\[
\pi(z) = \frac{1}{n+1} + \frac{1}{n+1} \sum_{i=1}^{n} 1\{S_i(z) \leq S_{n+1}(z)\}, \tag{5}
\]
where \(S_i(z)\) is the conformity measure for the data pair \((x_i, y_i)\) as a function of \(z\) and \(S_{n+1}(z)\) is the conformity measure associated with \((x_{n+1}, z)\). A prediction region for an unknown response \(y_{n+1}\) associated with some covariate \(x_{n+1}\) is
\[
\Gamma^{(\alpha)}(x_{n+1}) = \{z : (n+1)\pi(z) \leq \lceil(1-\alpha)(n+1)\rceil\}. \tag{6}
\]

Then, by Lemma [4] with
\[
(n+1)\pi(y_{n+1}) = \text{Rank}(S_{n+1}(y_{n+1})),
\]
Equation (2) holds for \(\Gamma^{(\alpha)}(x_{n+1})\). By the previous results, CI can also be utilized in the multivariate response case, where one is interested in quantifying uncertainty with respect to the joint behavior of a collection of responses, given a set of covariates. Thus, we can construct a multi-dimensional prediction region \(\Gamma^{(\alpha)}(x_{n+1}) \subset \mathbb{R}^q\) such that Equation (2) holds when \(y_{n+1}\) is some \(q\)-dimensional random vector.

The first result extending conformal inference to the multivariate setting comes from [15], which applies conformal inference to functional data, providing bounds associated with prediction “bands”. [9] extends and generalizes additional results for conformal inference on functional data. Joint conformal prediction regions outside the functional data setting are explored in [13] and [25]. [19, 20] extend these works through the use of Bonferroni- and copula-based conformal inference, respectively. [6, 12] and [11] construct joint conformal regions through the use of depth measures, e.g., half-space and Mahalanobis depth, as the overall typicalness function.

2.2 Efficient conformal inference

Due to the inherent model refitting required to generate prediction regions through full conformal inference, i.e., the testing of an infinite amount candidate points, more computationally efficient methods have been explored, including: conformal inference through resampling [27,16,1,5], exact conformal inference through homotopy [26,14,23] and root-finding approaches [24], as well as approximate conformal inference through influence functions [2] and stability-based approaches [22]. We describe a subset of these methods in the following sections. Specifically, we focus on resampling-based and exact conformal inference.

2.2.1 Resampling Methods

Split conformal inference [28,16] generates a conservative prediction intervals under the same assumptions of exchangeability as “full” conformal inference. However, instead of refitting a model for each new candidate value, split conformal inference utilizes a randomly selected partition of \(D_n\), which includes a training set \(I_1\) and a calibration set \(I_2\). A prediction model fit using \(I_1\). Then, conformity
measures are generated using predictions for observations in \( I_2 \), where these predictions are generated from the model fitted with \( I_1 \). The split conformal prediction interval for an incoming \((x_{n+1}, y_{n+1})\), when using the absolute residual as our conformity measure, is

\[
\Gamma_{\text{split}}^{(a)}(x_{n+1}) = [\hat{y}_{n+1} - s, \hat{y}_{n+1} + s],
\]

where \( \hat{y}_{n+1} \) is the prediction for \( y_{n+1} \) generated using the observations in \( I_1 \), and \( s \) is the \( \lceil (|I_2| + 1)(1 - \alpha) \rceil \)-th largest conformity measure for observations in \( I_2 \).

In order to combat the larger widths and high variance associated with split conformal intervals, cross-validation (CV) approaches to conformal inference have also been implemented. The first CV approach was introduced in \([27]\) as cross-conformal inference with the goal to “smooth” inductive conformity scores across multiple folds. Aggregated conformal predictors \([5]\) generalize cross-conformal predictors, constructing prediction intervals through any exchangeable resampling method, e.g., bootstrap resampling.

For a more detailed review and empirical comparison of resampling-based conformal inference methods, we point the interested reader to \([8]\).

### 2.2.2 Exact Conformal Inference

In order to test a particular candidate values for inclusion in \( \Gamma^{(a)}(x_{n+1}) \), we need to compare the conformity measure associated with our candidate data point to the conformity measures of our training data. Naively, this requires the refitting of our model for each new candidate value. However, \([26]\) showed that \( S_i(z) \), constructed using Equation (4) in conjunction with a ridge regressor, varied piecewise-linearly as a function of the candidate value \( z \), eliminating the need to test a fine set of candidate points through model refitting. We provide this result in Lemma 2.

**Lemma 2.** Assume the fitted model \( \hat{y}_i = x_i' \hat{\beta} \), where \( \hat{\beta} = \arg \min_{\beta} ||y - X \beta||^2 + \lambda ||\beta||^2 \). Then,

\[
S_i(z) = |a_i + b_i z|,
\]

where \( a_i \) and \( b_i \) are the \( i \)-th elements of the vectors \( A \) and \( B \), respectively, with

\[
A = (I - X(X'X + \lambda I)^{-1}X') (y, 0)',
B = (I - X(X'X + \lambda I)^{-1}X') (0, \ldots, 0, 1),
\]

where \( X \) includes \( x_{n+1} \).

Lemma 2 was extended to include both lasso and elastic net regressors in \([14]\). For this paper, we focus on ridge regression and other similar approaches using a generalized version of Lemma 2 shown in Lemma 3.

**Lemma 3.** Assume the fitted model \( \hat{y}_i = (H(x_{n+1}, x))y \), where \( H(x_{n+1}, x) \) is an \((n+1) \times (n+1) \) matrix generated as a function of \( x_{n+1} \) and some \( x_i \). Then, with Equation (4) as our conformity measure,

\[
S_i(z) = |a_i + b_i z|,
\]

where \( a_i \) and \( b_i \) are the \( i \)-th elements of the vectors \( A \) and \( B \), respectively, with

\[
A = (I - H(x_{n+1}, x_i)) (y, 0)',
B = (I - H(x_{n+1}, x_i)) (0, \ldots, 0, 1).
\]

We omit the proof of Lemma 3 as it follows closely the proof shown in \([26]\). While Lemma 3 allows for \( H(x_{n+1}, x_i) \) to be dependent explicitly on \( x_{n+1} \) and \( x_i \), we omit dependence on \( x_i \) for notational ease. We discuss predictors with specific dependence on \( x_i \) in Section 5.

### 3 Exact Conformal \( p \)-values in Multiple Dimensions

In the following sections, we extend the results in Section 2.2.2 to multiple dimensions. We also discuss closed-form solutions for higher dimension prediction regions with other conformity measures.

While CI can be applied to any prediction or classification task, we restrict each of our predictors to the form

\[
\hat{y}_{ik}(z) = (H_k(x_{n+1})y_k(z))_i,
\]

where \( y_{ik}(z) \) is the \( i \)-th element of \( y_k(z) = (y_{ik1}, \ldots, y_{ikk}, z)' \). Additionally, we require that \( H_k \) be independent of \( y_k \). Even with this restriction, \( H_k \) is general enough so as to include many classes of predictors. For the case of ridge regression, \( H_k \) is of the form,

\[
H_k(x_{n+1}) = X (X'X + \lambda I)^{-1} X',
\]

where \( X \) includes \( x_{n+1} \).

#### 3.1 Exact \( p \)-values with \( \| \cdot \|_1 \)

Without loss of generality, we first consider the two-dimensional case with a conformity measure similar to that utilized in \([26]\). More specifically, we utilize

\[
S_i(z) = ||y_i - \hat{y}_i(z)||_1,
\]

as our conformity measure, with our candidate point \( z = (z_1, z_2)' \), our response vector \( y_i = (y_{i1}, y_{i2})' \) and the vector of predictions \( \hat{y}_i(z) = (\hat{y}_{i1}(z_1), \hat{y}_{i2}(z_2))' \). We can extend the closed-form solution of \([26]\) to multiple dimensions by applying Lemma 3 to each dimension, resulting in the conformity measure

\[
S_i(z) = |a_{i1} - b_{i1} z_1| + |a_{i2} - b_{i2} z_2|,
\]

as our conformity measure.
where $a_{ki}$ and $b_{ki}$ are the $i$-th elements of the vectors $A_k$ and $B_k$, respectively, with
\begin{equation}
A_k = (I - H_k(x_{n+1}))(y_k, 0)', \tag{12}
\end{equation}
and
\begin{equation}
B_k = (I - H_k(x_{n+1}))(0, \ldots, 0, 1). \tag{13}
\end{equation}

Then, changes in the $p$-value associated with a candidate point are only observed when $S_i(z) = S_{n+1}(z)$.

In the one-dimensional case, we only need to consider at most two points of intersection between $S_i$ and $S_{n+1}$,
\begin{equation}
z = \frac{a_i - a_{n+1}}{b_{n+1} - b_i} \text{ and } z = -\frac{a_i + a_{n+1}}{b_i + b_{n+1}}. \tag{14}
\end{equation}

In contrast, the two-dimensional case requires the consideration of $2^4$ different equations; for each additional dimension $k$ we include $|a_{ki} + b_{ki}y_k|$ and $|a_{kn+1} + b_{kn+1}y_k|$ terms within our conformity measures for observations $i$ and $n+1$, respectively. As an example, we can construct one possible $p$-value change point set by first considering solutions to
\begin{equation}
(a_{1i} + b_{1i}z_1) + (a_{2i} + b_{2i}z_2) = (a_{1n+1} + b_{1n+1}z_1) + (a_{2n+1} + b_{2n+1}z_2), \tag{15}
\end{equation}
which yields the solution
\begin{equation}
z_1 = \frac{(a_{1i} + a_{1n+1} + (a_{2n+1} - a_{2i}) + (b_{2n+1} - b_{2i}))}{b_{1n+1} - b_{1i}}. \tag{16}
\end{equation}

We can describe all of the potential intersection sets by adjusting each term in Equation (15) to take on either its positive or negative version. The $2^4$ possible combinations associated with Equation (15) are shown in Supplementary Materials. The possible intersection sets for a real-world data example using linear regression are shown in Figure 1.

![Figure 1: Real data example showing possible intersections of $S_i$ and $S_{n+1}$ (black) and true intersections of $S_i$ and $S_{n+1}$ (red). Constructed using linear regression.](image)

We formalize the two dimensional result in Equation (11) to $d$ dimensions in Proposition 1.

**Proposition 1.** Assume the fitted model, $\hat{y}_i(z) = (H(x_{n+1})y(z))$, then, using Equation (10),
\begin{equation}
S_i(z) = ||a_i + b_i z||_1, \tag{17}
\end{equation}
where $a_i = (a_{i1}, \ldots, a_{id})'$, $b_i = (b_{i1}, \ldots, b_{id})'$, and $a_{ki}$ and $b_{ki}$ are the $i$-th elements of the vectors $A_k$ and $B_k$, respectively, as defined in Equation (12) and Equation (13).

Using Proposition 1 for each observation $(x_i, y_i)$, we can generate a collection of regions, $\mathcal{E} = \{\mathcal{E}_i\}_{i=1}^n$, where
\begin{equation}
\mathcal{E}_i \equiv \{z \in \mathbb{R}^d : S_{n+1}(z) \leq S_i(z)\}. \tag{18}
\end{equation}

For completeness, we can explicitly define $S_{n+1} = \mathbb{R}^d$. We provide the detailed Algorithm in Supplemental Materials to construct these regions. Then, the $p$-value associated with the hypothesis test shown in Equation (5) for any candidate point $z$ is
\begin{equation}
p-value(z) = \frac{|\{i \in 1, \ldots, n : z \in \mathcal{E}_i\}|}{n + 1}. \tag{19}
\end{equation}

With Equation (19), we can generate exact $p$-values for any candidate value $z$ by only training our predictor(s) once. It is important to note that the $p$-value change points we construct in one dimension with Lemma 5 directly translate to the exact conformal prediction regions. This is not the case in multiple dimensions.

### 3.2 Exact $p$-values with $\| \cdot \|^2_W$

In order to generalize our exact $p$-value construction further than for use solely with $\| \cdot \|_1$, we now consider conformity measures of the form
\begin{equation}
S_i(z) = r_i(z)'Wz_i(z) \equiv \|r_i(z)\|^2_W, \tag{20}
\end{equation}
where $r_i(z) = y_i - \hat{y}_i(z)$, $y_i = (y_{i1}, \ldots, y_{id})'$ and $W$ is some $d \times d$ matrix. In one dimension, if we select $W \equiv I$, Equation (20) reduces to
\begin{equation}
S_i(z) = r_i^2(z), \tag{21}
\end{equation}
which results in the same conformal prediction regions as using Equation (4) for our conformity measure. Proposition
While Proposition 2 does not restrict the structure of where a with respect to b, respectively, as defined in Lemma 3. Due to the quadratic nature of the conformity measures for observations, we can analytically solve for all candidate points where the conformity measure for z is smaller than the conformity measure for observation i. Proposition 2 extends these results to d-dimensions.

**Proposition 2.** Assume the fitted model

\[ \hat{y}_{ik}(z) = (H_k(x_{n+1})y_k(z))_i, \]

for each response dimension \( k \in 1, \ldots, d \). Then, using Equation (17),

\[ S_i(z) = \begin{bmatrix} a_{1i} + b_{1i}z_1 \\ \vdots \\ a_{di} + b_{di}z_d \end{bmatrix} \begin{bmatrix} a_{1i} + b_{1i}z_1 \\ \vdots \\ a_{di} + b_{di}z_d \end{bmatrix} \]

where \( W \) is some \( d \times d \) matrix and \( a_{ki} \) and \( b_{ki} \) are the \( i \)-th elements of the vectors \( A_k \) and \( B_k \), respectively, as defined in Equation (12) and Equation (13).

In order to maintain the probabilistic guarantees inherent to conformal inference, we require \( W \) to be constructed exchangeably. Two constructions that satisfy exchangeability are: 1) \( W \) independent of \( D_{n+1}, \) or 2) \( W \) must utilize all observations within \( D_{n+1}(z) \). However, we show in Section 5 that, in practice, setting \( W \equiv \hat{\Sigma}^{-1} \), the observed inverse covariance matrix associated with the residuals from our \( d \) responses from a model constructed using only \( D_n \), performs well.

While Proposition 2 does not restrict the structure of \( W \), limiting \( W \) to be positive semi-definite ensures that the set \( \mathcal{E}_i \), defined in the same fashion as in Section 3.1 is not only convex, but ellipsoidal. Without this additional restriction on the matrix \( W \), these intersection sets could be ill-formed, i.e., nonconvex. An example of an ill-formed intersection set is shown in Figure 2. The \( p \)-value associated with some \( z \) using sets constructed using Equation (17) is the same as in Equation (16).

### 3.3 Approximation of Conformal Prediction Regions

While the results in Section 3.1 and Section 3.2 allow for the construction of exact \( p \)-values with no additional model refitting (for multiple responses), we still cannot describe exact conformal prediction regions in closed-form. It is initially unclear which regions \( \mathcal{E}_k \) make up various conformal prediction sets, let alone how we need to combine these regions to get the exact conformal prediction sets.

Thus, we aim to provide an approximation of conformal prediction sets using the regions generated with either of the approaches in Section 3.1 or Section 3.2. We provide Proposition 3 to bound error probabilities associated with potential combinations of these regions.

**Proposition 3.** Under uniqueness of conformity measures, for some \( y \in \mathbb{R}^d \) such that \( (x_1, y_1), \ldots, (x_{n+1}, y) \) are drawn exchangeably from \( \mathcal{P} \),

\[ P\left(y \in \bigcup_{i \in S} \mathcal{E}_i \right) \geq \frac{|S|}{n+1} \]

for any \( S \subseteq \{1, \ldots, n\} \).

Proposition 4 states that with the selection of any subset of \( \mathcal{E} \), the probability of a response \( y \) being contained in that subset is bounded-below by a function of cardinality. For example, if we wish to construct, say, a conservative 50% prediction region, we could select any subset \( S \subseteq \mathcal{E} \) such that \( |S| \geq |\mathcal{E}|/2 \). Now, this may not be a particularly tight bound as there might exist some \( \mathcal{E}_i \) such that

\[ \bigcup_{i \in S(i)} \mathcal{E}_{i'} \subseteq \mathcal{E}_i, \]

where \( S(i) \) is any subset of \( \mathcal{I} \) that does not contain \( i \), meaning some sets are contained in others and, thus, choosing only the containing set could result in probabilities much larger than the lower bound identified in Proposition 3.

To reduce the conservativeness of our constructed region, we can provide more intelligently constructed regions that are empirically less conservative (but still valid) than, say, the union of a random selection of regions to form a \( 1 - |S|/(n+1) \) prediction region. Suppose we provide an ordering of our regions, where \( \mathcal{E}_k(k) \) is defined as the \( k \)-th smallest region by volume. Then, a more efficient \( (1 - \alpha) \) prediction region approximation can then be constructed as

\[ \hat{\Gamma}^{(\alpha)}(x_{n+1}) = \bigcup_{i \in S_n} \mathcal{E}_{(i)}, \quad (19) \]

where \( S_n = \{1, \ldots, \lceil (1-\alpha)(n+1) \rceil \} \).

We compare prediction regions constructed using Equation (19), as well as a random selection of regions for multiple predictors in Section 5. We also include results related to the theoretical coverage probabilities associated with the randomized approach in Supplemental Materials.
As seen earlier, the computation of the conformal prediction region. Because we have reduced the computations required to generate exact $p$-values, a grid-based approach to determine $p$-values for a fine collection of candidate points could be used with much computational gain over that of full conformal prediction.

4 Root-based Approximation Methods

As seen earlier, the computation of the conformal prediction sets requires to readjust a predictive model for any candidate to replace the true $y_{n+1}$ value. Current efficient approaches to exact computation, limited to dimension one, are restricted to models that are piecewise linear. This structure allows to track changes in the conformity function. We have extended these approaches to higher dimensions in the previous section.

To go beyond linear structures, we can use approximate homotopy approaches which, given an optimization tolerance, provide a discretization of all the values that $y_{n+1}$ can take. However, these approaches are also limited in dimension one and have an exponential complexity in the dimension of $y_{n+1}$. Convexity assumptions are also required, which, unfortunately, are not verified for more complex prediction models.

In this section, we extend the approximations of conformal prediction in multiple dimensions by computing boundaries directly. Unlike the one-dimensional case where the boundary is simply two points, in multiple dimensions the boundary is often continuous and so uncountable, which makes finite-time computations quite impossible. To get around this difficulty, the main idea here is very simple. We will first fix a finite set of search directions on which we will estimate the intersection points between the boundary of the conformal prediction set and the chosen direction. Then, we use the points on the boundary as a data base to fit a convex set, e.g., an ellipse or the convex hull, passing through these points. More formally, we want to estimate (efficiently) the set described in Equation (6).

Assumptions. We suppose that the conformal prediction set is star shaped i.e., it exists a point $z_0$ such that any other conformal point $z$ can be connected to $z_0$ with a line segment entirely drawn in $\Gamma(x_{n+1})$.

Note that a star shaped set can be non-convex so that we can still approximate complex conformal sets. We provide some illustration in Figure 4.

Outline of the Root-Based Algorithm

Given any direction $d \in \mathbb{R}^d$, the intersection points between $\partial \Gamma(x_{n+1})$, defined as the boundary of $\Gamma(x_{n+1})$, and the line passing through $z_0$ and directed by $d$ are obtained by solving the one dimensional equation

$$\pi(z(t,d)) = 1 - \alpha,$$

where the test points $z(t,d) = z_0 + td, t \in \mathbb{R}$ are restricted on a line. We briefly described the main steps and display the detailed algorithm in the appendix.

1. Fit a model $\mu_0$ on the observed training set $D_n$ and predict a feasible point $z_0 = \mu_0(x_{n+1})$.
2. For a collection of search directions $\{d_1, \ldots, d_K\}$, perform a bisection search in $[t_{\min}, 0]$ and $[0, t_{\max}]$ to output solutions $\hat{\ell}(d_k)$ and $\hat{u}(d_k)$ of Equation (20) at direction $d_k$, after at most \(\log_2(\frac{t_{\max}-t_{\min}}{\epsilon_r})\) iterations for an optimization tolerance $\epsilon_r > 0$. Notice that the star-shape hypothesis implies that we will have only two roots on the selected directions.
3. Fit a convex set on the roots obtained at the previous step $\{\hat{\ell}(d_k), \hat{u}(d_k)\}_{k \in [K]}$. In practice, when one uses a least-squares ellipse as the convex approximate, a number of search directions $K$ is proportional to the dimension $q$ of the target $y_{n+1}$, is sufficient. This is not necessarily the case for the convex hull. We refer to Figure 4 where we observe that many more search directions are needed to cover the conformal set.

5 Empirical Results and Application

To provide empirical support for our theoretical results, we consider a small data example using the multi-target concrete data set [30]. For the sake of simplicity, we limit our exploration to two dimensions, focusing on the construction of prediction regions for slump and flow, given information on other elements in the mixture, e.g., amount of cement, fly ash and superplasticizer.

We include empirical coverage results for the approximation approaches described in Section 3 specifically with regions constructed using \(\frac{|| \cdot ||_W}{W}\). We also include results for the root-based approximation results described in Section 4 for a wide-array of predictors that include those more general than the restrictions we outline in our paper.

$H(x_{n+1})$ through Kernel Regression with Application

We can construct various $H(x_{n+1})$ matrices that allow for exact $p$-values using kernel regression. First, consider the Nadaraya-Watson estimator [21] which, for some $x_i$ in $D_{n+1}(z)$, generates a prediction

$$\hat{y}_i = \frac{K_h(x_j - x_i)}{\sum_{j=1}^{n+1} K_h(x_j - x_i)} y(z),$$

where $K_h(x_i)$ is the (product) kernel estimate associated with $x_i$ and bandwidth vector $h$ resulting in a

$$H(x_{n+1}) = (w_1, \ldots, w_{n+1})^t,$$
Figure 3: Comparing grid-based conformal prediction regions (left) to closed-form $p$-value change point regions (middle) constructed using $|| \cdot ||_W^2$. Comparison of empirical coverage with random selection of $k$ regions and adjusted variant described in Equation (19) for various predictors, including: linear regression (LR), Nadaraya-Watson (LC), and local-linear (LL) across 100 repetitions (right). The calibrated curve is constructed using $\text{number of regions} / (n + 1)$.

Figure 4: Illustration of the conformal set obtained fitting ellipse and convex hull given boundary points obtained by root-finding methods. We use scikit-learn `make_regression` to generate synthetic dataset with the parameters $n_{\text{samples}} = 15$, $n_{\text{features}} = 5$, $n_{\text{targets}} = 2$ is the dimension of in output $y_{n+1}$. We selected 80% of informative features and 60% for effective rank (described as the approximate number of singular vectors required to explain most of the input data by linear combinations) and the standard deviation of the random noise is set to 5.
We numerically examine the performance of the root-based approximation method for regression problems on both synthetic, and real datasets. The experiments were conducted with a coverage level of 0.9, i.e., \( \alpha = 0.1 \). For comparisons, we run the evaluations on 100 repetitions of examples, and display the average of the following performance statistics for different methods: 1) the empirical coverage, i.e., the percentage of times the prediction set contains the held-out target \( y_{n+1} \), 2) the volume of the confidence intervals, and 3) the execution time. For each run, we randomly select a data tuple \((x_i, y_i)\) to constitute the targeted variables for which we will compute the conformal prediction set. The rest is considered as observed data \( D_n \). Similar experimental setting was considered in [14].

As a reference benchmark, from Lemma 1 we have \( \pi(y_{n+1}) \geq \alpha \) with probability larger than \( 1 - \alpha \). Whence one can define the OracleCP as \( \pi^{-1}([\alpha, +\infty)) \) where \( \pi \) is obtained with a model fit optimized on the oracle data \( D_n + y_{n+1} \) on top of the root-based approach to find boundary points. We remind the reader that the target variable \( y_{n+1} \) is not available in practice.

We run experiments on more complex regression models, including: MultiTask Elastic Net, Multi-Layers Perceptron, Orthogonal Matching Pursuit, Kernel Ridge regression with both linear and Gaussian kernel, Support Vector Regression, \( K \)-nearest neighbor and Quantile regression. The results are shown in Figure 8a.

Root-Based Approximation Application

We numerically examine the performance of the root-finding methods to compute various conformal prediction sets for regression problems on both synthetic, and real datasets.
6 Conclusion

In this paper, we introduced exact p-values in multiple dimensions for predictors that are a linear function of the candidate value. Specifically, we discussed the exact construction of p-values using various conformity measures to include $\| \cdot \|_1$ and $\| \cdot \|_W^n$. Additionally, we introduced methods for generating convex and non-convex approximations of multidimensional $1 - \alpha$ conformal prediction regions through root-based and union-based prediction region construction, respectively, also delivering probabilistic bounds and convergence results for these approximations. We then showed empirically with multiple predictors, including a subset of both linear and nonlinear predictors, that these approximations were comparable to the grid-based full conformal prediction regions, while drastically reducing the computational requirements.

Future work could involve further exploration of various constructions of $H(x_{n+1}, x_i)$. As an example, it is well known that random forests \cite{5} provide predictions which can be described as

$$\hat{y}_i = w(x_i)\langle y,\rangle,$$

where $w(x_i)$ is constructed based on the appearance of training data covariates $x_1,\ldots, x_n$ with the point of interest $x_i$ in terminal nodes \cite{7,8}. Adjustment of the random forest procedure to generate $w(x_i)$ exchangeably with some $(x_{n+1}, z)$ would reduce the computation required to generate p-values and potentially reduce variability due to randomization inherent to the procedure.

We also hope to further explore other approximation approaches and how they can be used in decision-making under uncertainty, e.g., a robust optimization setting.
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Supplemental Materials

In the following sections, we provide proofs of the main proposals of the paper, and we provide some additional numerical experiments to illustrate the performance of the proposed algorithms. We also propose detailed pseudocode of the latter.

S.1 Proofs

S.1.1 Proof of Proposition 2

Proof. The proof follows directly from applying Lemma 3 to each element of the vector.

\[ z \notin \bigcup_{i \in S} E_i \implies S_i(z) \leq S_{n+1}(z) \forall i \in S \]
\[ \implies \sum_{i=1}^{n+1} 1 \{ S_i(z) \leq S_{n+1}(z) \} \geq |S| + 1 \]

Then, for \( y \)
\[ P \left( y \notin \bigcup_{i \in S} E_i \right) = P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \geq |S| + 1 \right) \]
\[ \implies P \left( y \in \bigcup_{i \in S} E_i \right) = 1 - P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \geq |S| + 1 \right) \]
\[ = P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \leq |S| \right) \]

By Lemma 1 with the selection of \( \alpha = 1 - \frac{|S|}{n+1} \),
\[ P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \leq |S| \right) \geq \frac{|S|}{n+1}, \]
which completes the proof.

S.1.2 Proof of Proposition 3

Proof. Assume we have the data pair \((x, y)\) drawn exchangeably with \((x_1, y_1),\ldots,(x_n, y_n)\). Also assume that we have constructed \( \mathcal{E} \). First, we select and fix any \( S \subseteq \mathcal{I} \). We then fix a \( z \) such that \( z \notin \bigcup_{i \in S} E_i \). Then,
\[ z \notin \bigcup_{i \in S} E_i \implies S_i(z) \leq S_{n+1}(z) \forall i \in S \]
\[ \implies \sum_{i=1}^{n+1} 1 \{ S_i(z) \leq S_{n+1}(z) \} \geq |S| + 1 \]

Then, for \( y \)
\[ P \left( y \notin \bigcup_{i \in S} E_i \right) = P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \geq |S| + 1 \right) \]
\[ \implies P \left( y \in \bigcup_{i \in S} E_i \right) = 1 - P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \geq |S| + 1 \right) \]
\[ = P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \leq |S| \right) \]

By Lemma 1 with the selection of \( \alpha = 1 - \frac{|S|}{n+1} \),
\[ P \left( \sum_{i=1}^{n+1} 1 \{ S_i(y) \leq S_{n+1}(y) \} \leq |S| \right) \geq \frac{|S|}{n+1}, \]
which completes the proof.

S.1.3 Sketch-Proof of Random Region Selection Coverage Probability

We now include a sketch-proof for the probability that a randomly selected subset of \( \mathcal{E}_{i-1}^{n} \), of size \( k \), constructed with \( D_{n+1}(z) \) will contain \( y_{n+1} \).

Proof. First, we define \( \Gamma_k \) as a random subset of size \( k \) where each region \( i \), constructed as a function of \( D_{n+1}(z) \), is selected with probability \( 1/n \). We assume, without loss of generality that \( \mathcal{E}_{(i)} \subset \mathcal{E}_{(i+1)} \forall i = 1, \ldots, n \). While this assumption does not always hold, it results in a larger upper bound. Then, for \( y_{n+1} \),
\[ P \left( y_{n+1} \in \mathcal{E}_{(k)} \right) = \frac{k}{n+1}, \quad (21) \]
Furthermore, let the random variable $e_i = 1$ if region $E(i)$ is selected (with probability $1/n$). Then, for $k = 1$,

$$
P(y_{n+1} \in \Gamma_1) = \sum_{i=1}^{n} P(y_{n+1} \in \Gamma_1, e_i = 1)
$$

$$
= \sum_{i=1}^{n} P(y_{n+1} \in \Gamma_1 | e_i = 1) P(e_i = 1)
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} P(y_{n+1} \in \Gamma_1 | e_i = 1)
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \frac{i}{n+1}
$$

$$
= \frac{1}{n(n+1)} \sum_{i=1}^{n} i
$$

$$
= \frac{1}{n(n+1)} \frac{n(n+1)}{2}
$$

$$
= \frac{1}{2}
$$

Now consider $\Gamma_k$ for $k > 1$. We define the random variable $\pi_k$ as a joint random variable for $(e_1, \ldots, e_n)$ where the support of $\pi_k$ is $\Pi_k$, the set of all $2^n$ combinations of $e_i \in \{0, 1\}$. Because we limit our regions to be nested, the $(k)$-th region is contained in $(k + 1)$-th region. Thus, we can succinctly describe probabilities associated with various $\Gamma_k$ and $\pi_k$ by just examining the highest $k$ such that $e_k = 1$, defined as $\max_k(\pi_k)$. Then,

$$
P(y_{n+1} \in \Gamma_k) = \sum_{\pi_k \in \Pi_k} P(y_{n+1} \in \Gamma_k, \pi_k)
$$

$$
= \sum_{\pi_k \in \Pi_k} P(y_{n+1} \in \Gamma_k | \pi_k) P(\pi_k)
$$

$$
= \sum_{i=k}^{n} P(y_{n+1} \in \Gamma_k | \max_k(\pi_k) = i) P(\max_k(\pi_k) = i)
$$

$$
= \sum_{i=k}^{n} \frac{i}{n+1} P(\max_k(\pi_k) = i)
$$

$$
= \frac{1}{n+1} \sum_{i=k}^{n} i P(\max_k(\pi_k) = i)
$$

where

$$
P(\max_k(\pi_k) = i) = \frac{(i-1)^{k-1}}{\binom{n}{k}}.$$

\hfill\Box
S.2 Additional Tables, Figures and Algorithms

Table S1: Combinations resulting in unique possible intersections in two dimensions.

|   | 1   | 2   | 3 | 4   |
|---|-----|-----|---|-----|
| + | +   | +   | + | +   |
| - | +   | +   | + | +   |
| + | -   | +   | + | +   |
| + | +   | -   | + | +   |
| - | -   | +   | + | +   |
| - | +   | +   | - | +   |
| - | -   | -   | - | -   |
| + | -   | -   | - | -   |
| - | +   | -   | - | -   |
| - | -   | +   | - | +   |
| + | +   | -   | - | +   |
| + | -   | -   | - | +   |

Figure S1: Intersections in two-dimensions for observations from single concrete test data point with 1-norm conformity measure (left) non-normalized 2-norm conformity measure (middle) and normalized ellipsoidal conformity scores (right).
Figure S2: Constructing interval where conformity measure for \((x_{n+1}, z)\) is less than score for observation \(i\). Blue dotted lines show interval endpoints.
S.3 Additional Experiments

Figure S3: Benchmarking the convex Hull based conformal sets for several regression models on cement dataset. We display the lengths of the confidence sets over 100 random permutation of the data. We denoted the average coverage, and the average computational time normalized with the average time for computing oracleCP which requires a single model fit on the whole data.
Figure S4: Benchmarking the ellipse based conformal sets for several regression models on synthetic dataset. We display the lengths of the confidence sets over 100 random permutation of the data. We denoted $\overline{cov}$ the average coverage, and $\overline{T}$ the average computational time normalized with the average time for computing oracleCP which requires a single model fit on the whole data.
Figure S5: Benchmarking the convex Hull based conformal sets for several regression models on synthetic dataset. We display the lengths of the confidence sets over 100 random permutation of the data. We denoted $\bar{cov}$ the average coverage, and $\bar{T}$ the average computational time normalized with the average time for computing oracleCP which requires a single model fit on the whole data.
S.4 Pseudo-codes

We present more details on the proposed algorithms. The source codes will be available in open source later.

**Algorithm 1 exactCP-L1**

**Input:** data \(D_n = \{(x_1, y_1), \ldots, (x_n, y_n)\}\), and \(x_{n+1}\)
Coverage level \(\alpha \in (0, 1)\)
Dimension \(d\)

# Initialization

Construct \(H_k(x_{n+1})\) for each \(k = 1, \ldots, d\).
Construct \(a_{ki}, b_{ki}\) for all \(i = 1, \ldots, n + 1\).
Construct \(V\), defined as the set of \(2^{2d}\) ways to change the sign of each component \(|a_{ki} + b_{ki}z_k|\).

# Construct Conformity Measure Regions

for \(i \in 1, \ldots, n\) do
  for \(v \in V\) do
    We define the function \(v\) applied to \(S_i(z) - S_{n+1}(z)\) component-wise.
    \[z_{0i}(v) = \{z : v(S_i(z) - S_{n+1}(z)) = 0\}\]
  end for
  \(Z_i = \{z : z_{0i}(v) = z_{0i}(v')\} \text{ for some } v, v' \in V\}.
  # Check Candidate Points

  for \(z \in Z_i\) do
    if \(S_{n+1}(z) \leq S_i(z)\) then
      add \(z\) to \(Z_i^+\)
    end if
  end for
  \(E_i = \text{chull}\{Z_i^+\}\)
end for

where \(\text{chull}\{S\}\) is the convex hull built on set \(S\).

Return: \(E = \{E_i\}_{i=1}^n\)
Algorithm 2 rootCP in multiple dimensions

Input: data $D_n = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, and $x_{n+1}$
Coverage level $\alpha \in (0, 1)$, accuracy $\epsilon_r > 0$, list of search directions $d_1, \ldots, d_K$

# Initialization
Set $z_0 = \mu_0(x_{n+1})$ where we fitted a model $\mu_0$ on the initial training dataset $D_n$

# Approximation of Boundary Points
for $k \in \{1, \ldots, K\}$ do
   We define the direction-wise conformity function as
   $\pi_k(t) = \pi(z(t)) - \alpha$ where $z(t) = z_0 + td_k$
   1. $t^- = \text{bisection_search}(\pi_k, t_{\text{min}}, 0, \epsilon_r)$
   2. $t^+ = \text{bisection_search}(\pi_k, 0, t_{\text{max}}, \epsilon_r)$
   Set $\hat{\ell}_{d_k} = z_0 + t^-d_k$ and $\hat{u}_{d_k} = z_0 + t^+d_k$
end for

# Convex approximation
$\hat{\Gamma}(x_{n+1}) = \hat{\text{co}}\{\hat{\ell}_{d_1}, \hat{u}_{d_1}, \ldots, \hat{\ell}_{d_K}, \hat{u}_{d_K}\}$
where $\hat{\text{co}}\{S\}$ is a convex set build on $S$, e.g., the convex hull or fit an ellipse using the points in $S$

Return: $\hat{\Gamma}(x_{n+1})$

Algorithm 3 bisection_search

Input: Function $f$, scalars $a < b$ such that $\text{sign}(f(a)) \neq \text{sign}(f(b))$, accuracy $\epsilon_r > 0$
Set $\text{max\_iter} = \log_2(\frac{b-a}{\epsilon_r})$
for $i = 1$ to $\text{max\_iter}$ do
   $c = \frac{a+b}{2}$
   if $f(c) = 0$ or $c - a \leq \epsilon_r$ then
      Return: $c$
   end if
   if $f(c)f(a) < 0$ then
      $b = c$
   else
      $a = c$
   end if
end for
Return: the algorithm did not converge, increase $\text{max\_iter}$. 