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This study aims to predict the shear strength of reinforced concrete (RC) deep beams based on artificial neural network (ANN) using four training algorithms, namely, Levenberg–Marquardt (ANN-LM), quasi-Newton method (ANN-QN), conjugate gradient (ANN-CG), and gradient descent (ANN-GD). A database containing 106 results of RC deep beam shear strength tests is collected and used to investigate the performance of the four proposed algorithms. The ANN training phase uses 70% of data, randomly taken from the collected dataset, whereas the remaining 30% of data are used for the algorithms’ evaluation process. The ANN structure consists of an input layer with 9 neurons corresponding to 9 input parameters, a hidden layer of 10 neurons, and an output layer with 1 neuron representing the shear strength of RC deep beams. The performance evaluation of the models is performed using statistical criteria, including the correlation coefficient ($R$), root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). The results show that the ANN-CG model has the best prediction performance with $R = 0.992$, RMSE = 14.02, MAE = 14.24, and MAPE = 6.84. The results of this study show that the ANN-CG model can accurately predict the shear strength of RC deep beams, representing a promising and useful alternative design solution for structural engineers.

1. Introduction

Deep beams are defined as load-bearing structural elements in the form of simple beams, in which a considerable amount of load is transferred to the supports by a combined compression force of load and jet. Deep beams are characterized by a larger beam depth compared to conventional beams, classified by the ratio of the length of the cut span to the beam depth ($a/h$) or on the ratio between calculated span length and beam height ($l/h$). Several design codes have given the conditions for defining deep beams. For instance, according to IS Code 456-2000, the deep beam is defined by a ratio of effective span-to-overall depth ($l/h$), which does not exceed 2.0 for the simple beam and 2.5 for the continuous beam [1]. Besides, the ACI 318–14 [2] classifies a beam as a deep beam if it satisfies the following: (a) the spacing does not exceed four times of overall structural depth, or (b) the cutting span does not exceed twice the overall part depth. According to Eurocode 2 (EC2) [3], when the ratio $l/h$ is less than three, the beam is considered a deep beam.

Currently, RC deep beams are widely used in structural works, such as transfer beam, wall foundation, foundation pile cap, floor partition wall, and shear wall [4]. In particular, deep beams play a crucial role in the design of large structures as well as small structures. In several specific cases for architectural purposes, the buildings are designed without using any columns for a very large span. In this case, if normal beams are used, failures such as bending failures might occur. So using deep beams is an effective solution that could increase the durability of structures [5–7]. Due to the large height of deep beams, the primary type of damage is shear damage [8–10]. For deep beams, cracks often appear quite early, in the direction of primary compressive stress, perpendicular to the direction of tensile stress. In many cases, the crack appears vertical or inclined when the beam is damaged by shear force. This leads to a sudden malfunction
of the beam when the beam’s height increases [11]. In deep beams, the shear capacity can be 2 to 3 times greater than that determined by the calculation method obtained with conventional beams. Therefore, the shear stress in the high beam cannot be ignored compared with the conventional bending beam. The stress distribution is not linear even in the elastic phase. At given ultimate stress, the stress field is not the same parabolic shape as the conventional beams anymore, which is also a significant reason for slippage problems in deep beams [5].

In the past several decades, many methods have been proposed to analyze the shear strength of deep beams, including the strut-and-tie method (STM) [12, 13] and the upper limit theorem of plasticity theory [14, 15]. Based on the STM, theoretical methods to calculate the shear strength are proposed, such as compression field theory (CFT) and modified compression field theory (MCFT) [16, 17], the theory of softened strut-and-tie model (SSSTM) considering the compression softening of concrete [18, 19], and strut-and-tie model based on the crack band theory [20, 21]. Besides, the current design codes, such as ACI 318–14 [2], EN 1992-1-1:2004 [3], and CSA A23.3-04 [22], have recommended the STM approach as a deep beam design tool. In addition, some in-depth studies have been carried out to analyze the shear behavior of deep beams as well as determine the most critical parameters affecting the shear strength. According to studies [4, 23–25], several important parameters have been identified, including compressive strength of concrete, yield strength of longitudinal and transverse reinforcement, the ratio of effective depth to breadth, as well as the main reinforcement ratio. In fact, the relationship between the parameters and the shear capacity of deep beams is nonlinear [9, 12, 23]. Consequently, building an accurate model that can accurately estimate shear strength based on mathematical equations is challenging [26]. Meanwhile, the deep beam shear strength obtained by experimental tests or numerical analysis is more or less limited because of the complexity of such kind of material and beam structure [12, 23]. To overcome these difficulties and to improve the ability to estimate the shear strength of deep beams, artificial intelligence (AI) approaches have been used in several investigations [27, 28].

Indeed, the construction field has effectively applied AI models to solve many problems such as geotechnical [29, 30], building materials [31, 32], structure analysis, and design [33–35]. The application of AI models for problems related to the shear strength of deep beams has been studied by many scientists. Goh’s first study in 1995 [36] applied the artificial neural network (ANN) model to predict beam shear resistance with 6 input parameters. Later, Sanad and Saka [37] also checked the effectiveness of the ANN model in predicting the shear strength of deep beams using 10 input parameters related to the geometry and material properties. The results showed that ANN provides an effective alternative solution in predicting the shear artificial neural network of reinforced concrete (RC) deep beams. It is obvious that the ANN algorithm is a widely used machine learning (ML) prediction tool, but the selection of an appropriate ANN algorithm is still being questioned. In fact, it is challenging to find the best ANN model that could accurately predict the target and optimize many factors, such as the processing speed, numerical precision, and memory requirements. Such an optimization problem lies in the learning process in a neural network and could be solved by using an appropriate training algorithm. In fact, the ANN algorithm contains four principal training algorithms, including Levenberg–Marquardt (ANN-LM), quasi-Newton method (ANN-QN), conjugate gradient (ANN-CG), and gradient descent (ANN-GD). A given training algorithm might be suitable for a given problem but might fail in another case [38]. Gradient descent is the slowest training algorithm but requires less memory than the other three algorithms. The fastest algorithm is Levenberg–Marquardt, which requires the most memory. Therefore, an in-depth investigation is crucial to determine the best training algorithm in general and in predicting the shear strength of deep beams in particular. Besides, the basis of selecting the best ANN black-box raises a number of fundamental questions, especially the criterion to define the best one. In the field of ML, the performance evaluation of the models is assessed by different metrics [39–41], namely, the correlation coefficient (R) or the coefficient of determination (R²), mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE). A concise evaluation and comparison of different criteria need to be conducted to confirm ML models’ effectiveness.

Therefore, in this study, the procedure to determine the best ANN algorithm is conducted through different ANN training algorithms and evaluation metrics, with the highest aim is to accurately and reliably predict the shear strength of the deep beam. To achieve this goal, in the first step, the construction of the deep beam database is conducted by gathering different experimental results published in the literature. The general theory of ANN models is then presented, including four previously mentioned training algorithms. An architecture of ANN models is proposed, along with an extensive investigation on the ANN epoch numbers. The best ANN algorithm is deduced by comparing different performance metrics and the corresponding probability density functions, taking into account the random sampling effect, while constructing the two datasets. Finally, the representative results in predicting the shear strength of deep beams are presented and compared with several existing prediction results in the available literature.

2. Significance of the Research Study

Accurate prediction of the deep beam shear strength is crucial in the construction design. Although some machine learning models have been proposed to predict the shear strength of deep beams in the available literature, namely, genetic-simulated annealing [4], backpropagation neural network [42], artificial neural network [43], gene expression programming [43], support vector machine [42], multivariate adaptive regression splines [42], smart artificial firefly colony algorithm and least squares support vector regression [24], and adaptive neural fuzzy inference system [44], the prediction accuracy and reliability could be further
improved. Therefore, different contributions of the present investigation could be pointed out by the following ideas:

1. Four representative training algorithms for the ANN model are investigated to predict the shear strength of deep beams, in which the training epoch of each model is fine-tuned.

2. The reliability of ANN models is carefully evaluated by Monte Carlo simulations with random sampling strategy to construct the database.

3. The model using the conjugate gradient algorithm (ANN-CG) containing 10 neurons in the hidden layer is deduced as the best predictor.

4. The performance of the best ANN-CG architecture is compared with 10 previously published works in the literature and achieved the highest value of the correlation coefficient (R) and lowest values of mean absolute error (MAE). Thus, the simplicity and effectiveness of the proposed approach using ANN-CG are confirmed.

3. Database Construction

In this study, the database used to develop the ML models is collected from published research. The dataset includes 106 test results of the shear strength of deep beams. Specifically, 19 test results of high-strength RC deep beams are collected in the study by Tan et al. [45], 52 test results from the work of Smith et al. [46], and 35 test results from the work of Kong et al. [47]. This database includes various parameters affecting the shear strength of RC deep beams (denoted as V), including the ratio of effective span to effective depth (L/d), ratio of effective depth to breadth (d/bw), ratio of shear span to effective depth (a/d), concrete cylinder strength (f'c), yield strength of horizontal reinforcement (fph), yield strength of vertical web reinforcement (fph), ratio of horizontal web reinforcement (ρh), ratio of longitudinal reinforcement to concrete area (ρc), and ratio of vertical web reinforcement (ρv). Representative information on these parameters is detailed in Table 1. Besides, the histograms of each input and output parameter are shown in Figure 1. The beam test diagram and a schematic illustration of RC deep beams are illustrated in Figure 2. Prior to the training process of ANN models, all input and output values are normalized in the range of [0, 1] and then converted back to the initial range of values for the sake of clarity and postprocessing processes.

The database is randomly divided into two parts, representing the generation of the random sampling effect. The first part (containing 70% of the total data, 74 samples) is used to train the ANN network, called the training part. The second part (using the remaining 30% of data, 32 samples) is used to verify the ANN models, referred to as the testing part. The random sampling effect generates variability in the input space of the training part, which considerably affects the accuracy of the ML models. Besides, the meaning of separating the training and testing parts in machine learning problems is to fully assess the accuracy of the models, as the testing data are entirely unknown to the model during the training phase. In general, the prediction capacity of the model is the most important factor. Therefore, the results in the next sections only focus on the evaluation criteria of the testing parts.

4. General Presentation of ANN Models

An artificial neural network (ANN) is a computational model that is built based on the human brain with many biological neurons. It consists of many artificial neurons, interconnected in a network, including input and output data. From input data to come up with a complete result or output, a set of learning rules is used. It is called the backpropagation or backward propagation of error. The structure of a backpropagation network is a combination of different layers, including the input layer, the output layer, and the hidden layer. The input layer is the first layer, the output layer is the last one, and the connection between the two layers is the hidden layer, which might contain one or many hidden layers (Figure 3).

During the training phase of the algorithm, ANN learns to recognize patterns from the input data. Then, it compares the produced result with the desired output. The difference between the two results is adjusted through a backward working process until such a difference is lower than a predefined criterion. Therefore, to train a neural network, the selection of an appropriate training algorithm is very important. The training algorithms are the underlying engines for building neural network models with the goal of training features or patterns from the input data so that a set of internal model parameters can be found to optimize the model’s accuracy. There are many types of training algorithms, but frequently used ones can be listed as gradient descent, conjugate gradient, quasi-Newton method, and Levenberg–Marquardt algorithms.

4.1. Training Algorithms of ANN Model

4.1.1. Gradient Descent Algorithm (ANN-GD)

Gradient descent is an iterative optimization algorithm used in ML and deep learning problems with the goal of finding a set of internal variables for model optimization. Inside, the “gradient” is the rate of inclination or declination of a slope, and the “descent” means descending. Gradient descent often performs in 3 steps, namely, (1) internal variable initialization, (2) evaluating the model based on the internal variable and loss function, and (3) updating internal variables in the direction of finding optimal points. The gradient descent method possesses the iteration step by

\[
W^{(i+1)} = W^{(i)} - \nabla f(W^{(i)})\eta^{(i)},
\]

where \(W^{(i)}\) is the set of variables to be updated, \(\nabla f(W^{(i)})\) is the gradient of the loss function \(f\) according to set \(W^{(i)}\), \(\eta\) is the training rate, and \(i = 0, 1, \ldots, \eta\) can be a fixed value or determined by one-dimensional optimization along the training direction per step. The nature of the optimization process of the loss function is finding the suitable points to minimize or maximize the loss function. The goal of the
Table 1: Summary of the input and output variables of deep beams used in this study.

| Notation                          | Unit   | Min   | Median | Average | Max   | Std_a | Sk_b |
|-----------------------------------|--------|-------|--------|---------|-------|-------|------|
| Ratio of effective span to depth  | $L/d$  | 1.05  | 3.08   | 2.88    | 5.38  | 1.12  | 0.08 |
| Ratio of effective depth to breadth | $d/b_w$ | 2.84  | 2.99   | 4.44    | 10.03 | 2.24  | 1.49 |
| Ratio of shear span to depth      | $a/d$  | 0.27  | 1.00   | 1.01    | 2.70  | 0.049 | 0.40 |
| Concrete cylinder strength        | $f_c$  | $10^{-1}$ | 0.16  | 0.21    | 0.26  | 0.59  | 0.11 |
| Yield strength of horizontal      | $f_{yh}$ | kN/mm² | 0.00   | 0.48    | 0.40  | 0.50  | 0.15 |
| web reinforcement                  |        |       |        |         |       | -1.60 |      |
| Yield strength of vertical web    | $f_{yv}$ | kN/mm² | 0.00   | 0.38    | 0.35  | 0.48  | 0.18 |
| web reinforcement                  |        |       |        |         |       | -1.11 |      |
| Ratio of horizontal web           | $\rho_h$ | $10^{-2}$ | 0.00  | 0.45    | 0.49  | 2.45  | 0.56 |
| reinforcement to concrete area    |        |       |        |         |       | 193.12|      |
| Ratio of longitudinal reinforcement to concrete area | $\rho_s$ |       | 0.00   | 0.01    | 0.01  | 0.02  | 0.00 |
| Ratio of vertical web reinforcement | $\rho_v$ | $10^{-2}$ | 0.00  | 0.48    | 0.51  | 2.45  | 0.54 |
| Shear strength                     | $V$    | kN    | 74.00  | 161.00  | 203.58| 675.00| 121.93| 2.20 |

*Standard deviation. Sk: Skewness.

Figure 1: Continued.
gradient descent method is to find such global minimum points. The stopping criterion of the gradient descent method can be (i) the maximum number of epochs reached, (ii) the value of the loss function is small enough, and the accuracy of the model is large enough, and (iii) the value of the loss function remains stable after a finite number of epochs. The gradient descent algorithm is often used with the big neural networks. The advantage of this method lies in the storage of the gradient vector, instead of the Hessian matrix. The diagram for the training process with the gradient descent is shown in Figure 4.

4.1.2. Conjugate Gradient Algorithm (ANN-CG). The conjugate gradient algorithm could be considered as one of the algorithms to improve the convergence rate of the artificial
neural network, being the intermediate between gradient descent and Newton’s method. The advantage of this approach lies in the fact that there is no need to evaluate, store, and reverse the Hessian matrix. In this algorithm, the search is performed along with conjugate directions, which produce generally faster convergence than gradient descent directions. These training directions are conjugated concerning the Hessian matrix. In this algorithm, the sequence of training directions is built using the following formula:

$$y^{(i+1)} = y^{(i+1)} + y^{(i)} c^{(i)}$$  \hspace{1cm} (2)

with the initial training direction vector

$$y^{(0)} = -\nabla f^{(0)}$$  \hspace{1cm} (3)

where $y$ is the training direction vector, $c$ is the conjugate parameter, and $i = 0, 1, \ldots$

The training direction, in all the cases, is reset to the gradient’s negative [48]. The parameters’ improvement process with the conjugate gradient algorithm is defined by

$$w^{(i+1)} = w^{(i)} + y^{(i)} \eta^{(i)}$$  \hspace{1cm} (4)

where $i = 0, 1, \ldots, \eta$ is the training rate, usually found by line minimization. The diagram for the training process with the conjugate gradient is shown in Figure 4.
4.1.3. **Quasi-Newton Algorithm (ANN-QN).** The advantage of the quasi-Newton method is that it is computationally inexpensive because it does not need many operations to evaluate the Hessian matrix and calculate the corresponding inverse. An approximation value to the inverse Hessian matrix is built at each iteration. It is computed using only information on the first derivatives of the loss function. The Hessian matrix is composed of the second partial derivatives of the loss function. The quasi-Newton formula is presented by

$$w^{(i+1)} = w^{(i)} - (G^{(i)} g^{(i)}) \eta^{(i)}$$

where $G^{(i)}$ is the inverse Hessian approximation. The quasi-Newton method is commonly used because it is faster than gradient descent and conjugate gradient. The diagram of the quasi-Newton method is shown in Figure 4.

$$A_{i,j} = \frac{\partial u_i}{\partial w_j}$$

(7)

for $i = 1, \ldots, a$ and $j = 1, \ldots, b$ and $a$ is the number of instances in the dataset, $b$ is the number of parameters in the neural network, and $A$ is the Jacobian matrix. The size of the Jacobian matrix is $[a, b]$. The gradient vector of the loss function is calculated as

$$\nabla f = 2A^T.u.$$  

(8)

The Hessian matrix is approximately computed by

$$B_f = 2A^T.A + \beta I,$$

(9)

where $B$ is the Hessian matrix, $\beta$ is a damping factor that ensures the positive of the Hessian, and $I$ is the identity matrix. The large parameter $\beta$ is chosen in the first step. Next, if there is an error in any iteration, $\beta$ will be increased by some factor. On the contrary, if the loss decreases, $\beta$ will be decreased so that the Levenberg–Marquardt algorithm approaches the Newton method. Finally, the parameters’ improvement process using the Levenberg–Marquardt algorithm is defined as

$$w^{(i+1)} = w^{(i)} - (A^{(i)^T}A^{(i)} + \beta^{(i)}I)^{-1}(2A^{(i)^T} . u^{(i)}).$$

(10)

for $i = 0, 1, \ldots$

The diagram of the ANN-LM training algorithms is shown in Figure 4.

4.2. **Validation of Models.** To evaluate the performance of the machine learning models, in this investigation, four indexes,
namely, root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and correlation coefficient \( R \) are used. The RMSE is used to evaluate the difference between the actual and predicted values. MAE shows the average error of the actual and predicted values. The MAPE is defined as the difference between the actual and predicted values and then divided by the actual value. Specifically, the lower the RMSE, MAE, and MAPE values, the higher the accuracy of the models and the better the performance of the models. On the contrary, the higher \( R \) values mean higher model performance. The \( R \) value varies in the range from \(-1\) to \(1\). The \( R \) values close to \(0\) show the poor performance of the model and close to \(1\) means good accuracy. The values of RMSE, MAE, MAPE, and \( R \) are defined by the following formulas:

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (Q_{j,AV} - Q_{j,PV})^2},
\]

\[
\text{MAE} = \frac{1}{N} \sum_{j=1}^{N} |Q_{j,AV} - Q_{j,PV}|,
\]

\[
\text{MAPE} = \frac{1}{N} \sum_{j=1}^{N} \left| \frac{Q_{j,AV} - Q_{j,PV}}{Q_{j,AV}} \right| \times 100\% ,
\]

\[
R = \frac{\sum_{j=1}^{N} (Q_{j,AV} - \bar{Q}_{AV})(Q_{j,PV} - \bar{Q}_{PV})}{\sum_{j=1}^{N} (Q_{j,AV} - \bar{Q}_{AV})^2 \sum_{j=1}^{N} (Q_{j,PV} - \bar{Q}_{PV})^2},
\]

where \(Q_{AV}\) and \(\bar{Q}_{AV}\) are the actual and the average values and \(Q_{PV}\) and \(\bar{Q}_{PV}\) are the predicted and the average predicted values.

5. Methodology Flowchart

In this study, the flowchart of the proposed methodology includes the following steps:

(a) Data collection: this is the first step, and the dataset is built by gathering data from the available literature. All data are randomly divided into 2 parts: training data and testing data, in which the training part accounts for 70% of the dataset and the testing part accounts for 30% of the dataset.

(b) Building models: in this step, the data of the training part was used for training the models based on training algorithms such as gradient descent, conjugate gradient, quasi-Newton, and Levenberg–Marquardt.

(c) Model validation: in this final step, the data of the testing part is applied to validate the proposed models. Statistical indicators including RMSE, MAE, MAPE, and \( R \) are utilized to evaluate the models.

A schematic diagram of the methodology is illustrated in Figure 5.

6. Results and Discussion

The definition of the ANN structure is critical in solving problems [49, 50]. In the case that the number of input and output is fixed, the performance of the ANN model depends on the hidden layer number and the neuron number in each hidden layer. Cybenko [51] and Bound [52] have succeeded in using a single hidden layer model in classifying the input variables for model processing. Besides, some studies [53–55] have shown that an ANN model with only one hidden layer could be enough to successfully explore a complex nonlinear relationship between input(s) and output. Therefore, one hidden layer is proposed for the structure of the ANN model in this investigation. Moreover, semiempirical relationships proposed by Nagendra [56], Tamura [57], and some investigations [58–60] have recommended that the neuron number of the hidden layer is equal to the total number of inputs and outputs. In the current database, the number of input and output representing deep beams’ shear strength is equal to 9 and 1, respectively. Therefore, 10 neurons in the hidden layer ANN is proposed. The sigmoid activation function for the hidden layer is selected, while the activation function for the output layer is a linear function. The cost function has been chosen as the mean square error one. Due to the random sampling effect, the number of simulations is proposed 300 times to obtain reliable results.

The main purpose of this work is to investigate the performance of four ANN models to predict the shear strength of deep beams, trained by the four algorithms, namely, Levenberg–Marquardt (ANN-LM), quasi-Newton method (ANN-QN), conjugate gradient (ANN-CG), and gradient descent (ANN-GD). The training process is repeated until the network output error reaches an acceptable value (less than the initial specified error threshold). In this study, the network training is performed with various epoch numbers, ranging from 100 to 1000 with a step of 100. Finally, Table 2 summarizes the characteristics of the ANN models proposed in this study.

6.1. Comparison of ANN Models’ Prediction Capability.

The results of the network training by different algorithms are evaluated by the values of criteria \( R \), RMSE, MAE, and MAPE. Figures 6(a)–6(d) show the mean and std values of \( R \), RMSE, MAE, and MAPE in function of different epoch numbers for the testing part of the ANN-LM algorithm. Similarly, Figures 7(a)–7(d) show the mean and std values of \( R \), RMSE, MAE, and MAPE in function of different epoch numbers for the testing parts obtained by using ANN-QN, ANN-CG, and ANN-GD algorithms. For the ANN-LM model, the mean and std of \( R \) values decrease with a higher number of epochs, and the mean value and std of RMSE, MAE, and MAPE increase. This behavior shows that the accuracy of the ANN-LM model is highly affected by the number of epochs. It means that, with a higher number of epochs, the accuracy of the ANN-LM model decreases. It could be confirmed that the ANN-LM model can produce
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Figure 5: Methodology flowchart of the present study.

Table 2: Summary of ANN training algorithms and structure used in this study.

| Parameter | Description |
|-----------|-------------|
| Neurons in input layer | 9 |
| Neurons in output layer | 1 |
| Hidden layer activation function | Sigmoid |
| Output layer activation function | Linear |
| Cost function | Mean square error (MSE) |
| Number of hidden layer | 1 |
| Neurons in hidden layer | 10 |
| Number of simulations | 300 |

Fix

Investigation

| Parameter | Description |
|-----------|-------------|
| Training algorithms | Levenberg–Marquardt (ANN-LM) |
| | Conjugate gradient (ANN-CG) |
| | Quasi-Newton method (ANN-QN) |
| | Gradient descent (ANN-GD) |
| Number of epochs | Varying from 100 to 1000 with a step of 100 |
Figure 6: Mean value and std value of (a) $R$, (b) RMSE, (c) MAE, and (d) MAPE in function of the epoch number for the testing part of ANN-LM.

Figure 7: Continued.
high accuracy results with high speed, and the same conclusion could be drawn for the case of the ANN-CG model. However, an opposite conclusion is found for the case of ANN-QN and ANN-GD models, in which the mean and std values of $R$ increase and those of RMSE, MAE, and MAPE decrease with a higher number of epochs. Thus, the accuracy of ANN-QN and ANN-GD models increases with a higher number of epochs.

Moreover, Table 3 details the values and std of $R$, RMSE, MAE, and MAPE for four models with different epoch numbers, varying from 100 to 1000 with a step of 100. It is found that the accuracy of the ANN-LM model is very low, where the maximum value of $R$ is only 0.747 at 100 epochs. Similarly, for the ANN-CG model at 100 epochs, the highest $R$ value is 0.971. Therefore, the optimal ANN-LM and ANN-CG model is at 100 epochs. In contrast, with ANN-QN and ANN-GD algorithms, the highest value of $R$ is $R = 0.961$ and $R = 0.969$, respectively. Besides, the std values of the three criteria RMSE, MAE, and MAPE of the ANN-LM model are the highest compared to the other models. This shows that the ANN-LM model has the lowest accuracy among the 4 models.

Next, the values of criteria RMSE, MAE, and MAPE of the three remaining models are compared. With the ANN-CG model, the values of these criteria are the lowest at 100 epochs, compared with the lowest value of the ANN-QN model at 900 epochs and the lowest value of the ANN-GD model at 1000 epochs. Through evaluation and analysis, it is found that the ANN-CG model is the model with the best accuracy with the least number of epochs. Considering the case of large numbers of epochs, it can be seen that the ANN-GD model is superior to the ANN-QN model. Therefore, a reliability evaluation of the three models is performed in the following sections. The lowest accuracy ANN-LM model for shear beam prediction is not proposed for the next investigation.

6.2. Reliability Evaluation of the Best ANN Training Algorithms. The main purpose of this section is to evaluate the reliability of the three models, including the optimal ANN-CG at 100 epochs, the optimal ANN-GD at 900 epochs, and the optimal ANN-QN at 1000 epochs. Figure 8 shows the distribution of the probability density function (PDF) of the four statistical criteria for the training part, namely, $R$ (Figure 8(a)), RMSE (Figure 8(b)), MAE (Figure 8(c)), and MAPE (Figure 8(d)), over 300 simulations performed using the mentioned ANN structures. Meanwhile, Figures 9(a)–9(d) show the corresponding distribution of the probability density function for the testing part. According to observation, the PDF curves for the four statistical criteria of the training and testing parts of the ANN-CG model are the narrowest, and the best values of the four criteria are better than the two other algorithms.

Simultaneously, Table 4 presents in detail the values of the four statistical criteria (maximum, minimum, average, and standard deviation) according to the three proposed ANN models. Considering the testing part, the values of average and standard deviation for the case of $R$ are 0.961 and 0.032 for ANN-QN, 0.971 and 0.02 for ANN-CG, and 0.966 and 0.032 for ANN-GD, respectively. For RMSE, these are 32.8 and 8.62 for ANN-QN, 28.07 and 8.44 for ANN-CG, and 29.44 and 9.01 for ANN-GD. In the case of MAE, the average and standard deviation are 22.56 and 4.89 for ANN-QN, 19.26 and 4.75 for ANN-CG, and 20.28 and 5.18 for ANN-GD. Finally, these values of MAPE are 12.78 and 3.81, respectively, for ANN-QN, 11.05 and 3.45 for ANN-CG, and 11.35 and 3.5 for ANN-GD. Thus, in terms of the average value, the ANN-CG model outperforms the other two models, with the average value of $R$ being the highest. Meanwhile, the mean values of RMSE, MAE, and MAPE are the lowest. More importantly, the standard deviation values obtained from the ANN-CG model are also the lowest, which shows that ANN-CG is the most stable and reliable.
method. The results show that the ANN-CG is the most reliable training algorithm for predicting the shear strength of the deep beam. Therefore, the ANN-CG model is chosen to predict the shear strength of the deep beam in the next section.

6.3. Prediction of Beam Shear Strength Using the Best ANN Model. In this section, the capability of the ANN-CG model to predict the shear strength of deep beams is investigated. The selection criterion of the best model depends on the values of the four statistical criteria used in this study. Therefore, 4 cases of performance evaluation are considered, namely, (1) maximum value of $R$, (2) minimum value of RMSE, (3) minimum value of MAE, and (4) minimum value of MAPE. With respect to each case, the values of the criteria, as well as the standard deviation and mean error, are detailed in Table 5.

In the first case, the maximum value of $R$ is 0.993 for both training and testing parts. For the second case, the minimum RMSE value is 14.73 for the training part and 14.02 for the testing part. The minimum value of MAE is considered in Case 3, where MAE = 9.88 for the training part, and MAE = 10.06 for the testing part. The last case finds the minimum MAPE of 6 and 5.79 with the training and testing parts, respectively.

In analyzing the results presented in Table 5, the prediction performance is evaluated through 4 criteria for the testing part. The maximal value of $R$ is slightly different, considering cases 1, 3, and 4. The difference between the Case 4 and min MAPE values of cases 1, 2, and 3 is relatively small, especially when comparing with those of RMSE and MAE.
Figure 8: Analysis of the results over 300 simulations for the training parts (presented in probability density functions) using different ANN structures. (a) $R$. (b) RMSE. (c) MAE. (d) MAPE.

Figure 9: Continued.
MAE values. It means that the Cases 2 and 3 have higher performance compared with the two other cases. However, Case 3 possesses an RMSE value higher than that of Case 2. Therefore, Case 2 has the best performance of shear strength prediction.

Figure 9: Analysis of the results over 300 simulations for the testing parts (presented in probability density functions) using different ANN structures. (a) $R$. (b) RMSE. (c) MAE. (d) MAPE.

Table 4: Summary of different quality assessment criteria over 300 simulations with different ANN structures.

| Criteria | ANN-QN | ANN-CG | ANN-GD |
|----------|--------|--------|--------|
| $R$      | Train  | Test   | Train  | Test   | Train  | Test   |
| Min      | 0.976  | 0.705  | 0.984  | 0.854  | 0.954  | 0.764  |
| Average  | 0.989  | 0.961  | 0.999  | 0.971  | 0.993  | 0.966  |
| Max      | 0.995  | 0.893  | 0.997  | 0.993  | 0.997  | 0.994  |
| Std      | 0.003  | 0.032  | 0.002  | 0.020  | 0.003  | 0.032  |
| RMSE     | Min    | 12.28  | 14.51  | 9.37   | 14.02  | 9.20   | 14.15  |
| Average  | 17.49  | 32.80  | 12.86  | 28.07  | 13.76  | 29.44  |
| Max      | 24.73  | 71.99  | 18.06  | 76.57  | 28.84  | 66.07  |
| Std      | 2.23   | 8.62   | 1.51   | 8.44   | 2.04   | 9.01   |
| MAE      | Min    | 9.18   | 11.07  | 7.28   | 10.60  | 7.21   | 11.25  |
| Average  | 13.01  | 22.56  | 9.68   | 19.26  | 10.23  | 20.28  |
| Max      | 17.52  | 41.24  | 13.84  | 38.72  | 18.80  | 41.54  |
| Std      | 1.61   | 4.89   | 1.17   | 4.75   | 1.40   | 5.18   |
| MAPE     | Min    | 5.03   | 6.00   | 3.72   | 5.79   | 4.02   | 5.97   |
| Average  | 7.02   | 12.78  | 5.29   | 11.05  | 5.52   | 11.35  |
| Max      | 9.61   | 28.26  | 7.70   | 29.70  | 10.33  | 26.58  |
| Std      | 0.92   | 3.81   | 0.69   | 3.45   | 0.79   | 3.50   |

The error diagrams of the training and the testing parts of the ANN-CG model are presented in Figures 10(a) and 10(b). According to the results, the number of samples with errors out of the range from $-30$ to $40$ kN is small (only 2 samples) for the training part. The error of the testing part is lower than that of the training phase. Besides, the cumulative red lines show that 80% of error is in the range from $-20$ to $20$ kN for the training part, whereas about 90% of error is within $-15$ to $20$ kN for the testing part.

Finally, Figures 11(a) and 11(b) show a regression model representing the correlation between the actual and predicted shear strength values for the training and testing parts, respectively. A linear fit is also applied and plotted in each case. The values of $R$ calculated for the training part are $R = 0.993$ and $R = 0.992$ for the testing part, respectively. The values of RMSE, MAE, and MAPE for the training and testing parts are shown in Table 5.

Finally, the results of this investigation are compared with the results previously published with some other predictive methods, summarized in Table 6. Using the artificial neural network–conjugate gradient (ANN-CG) in this study, the performance of shear strength prediction of the deep beam seems to be the best with the highest value of $R$, lower than that of the training phase.
Figure 10: Error histogram of target and output values and cumulative distribution of error for the best ANN-CG model. (a) Training part. (b) Testing part.

Figure 11: Regression graphs for the best ANN-CG model. (a) Training part. (b) Testing part.

Table 6: Comparison of prediction performance between this investigation and currently popular AI techniques.

| Model                                                                 | Statistical criteria |
|----------------------------------------------------------------------|----------------------|
| Genetic-simulated annealing (GSA) [4]                                | $R$ 0.929            |
| Backpropagation neural network (BPNN) [42]                           | RMSE — 34.032        |
| Radial basis function neural network (RBFNN) [42]                    | MAE — 11.273         |
| Artificial neural network (ANN) [43]                                 | MAPE — 7.63          |
| Gene expression programming (GEP) [43]                               |                      |
| Support vector machine (SVM) [42]                                    |                      |
| Multivariate adaptive regression splines (EMARS) [42]                |                      |
| Genetic-simulated annealing (GSA) [4]                                |                      |
| Smart artificial firefly colony algorithm and least squares support vector regression (SFA LS-SVR) [24] |                      |
| Adaptive neural fuzzy inference system (ANFIS) [44]                  |                      |
| Artificial neural network-conjugate gradient (ANN-CG) of this study   |                      |

|                          | $R$ | $RMSE$  | $MAE$  | $MAPE$  |
|--------------------------|-----|---------|--------|---------|
| Genetic-simulated annealing (GSA) [4]                                | 0.929 | —       | —      | 12.3    |
| Backpropagation neural network (BPNN) [42]                           | 0.916 | 34.032  | —      | 11.273  |
| Radial basis function neural network (RBFNN) [42]                    | 0.9767 | 20.29   | —      | 7.63    |
| Artificial neural network (ANN) [43]                                 | 0.9711 | 42.27   | 30.28  | —       |
| Gene expression programming (GEP) [43]                               | 0.9654 | 51.57   | 40.99  | —       |
| Support vector machine (SVM) [42]                                    | 0.9465 | 30.134  | —      | 14.435  |
| Multivariate adaptive regression splines (EMARS) [42]                | 0.986  | 13.011  | —      | 5.887   |
| Genetic-simulated annealing (GSA) [4]                                | 0.929  | —       | —      | 12.3    |
| Smart artificial firefly colony algorithm and least squares support vector regression (SFA LS-SVR) [24] | 0.941  | —       | —      | 8.87    |
| Adaptive neural fuzzy inference system (ANFIS) [44]                  | 0.984  | 34.76   | 25.24  | —       |
| Artificial neural network-conjugate gradient (ANN-CG) of this study   | **0.992** | **14.02** | **11.24** | **6.84** |
cases corresponding to four different black-boxes are deep beams. With the ANN-CG model chosen as best, four training ANN algorithm for predicting the shear strength of FiW he conjugate gradient (CG) algorithm is chosen as the best to validate and evaluate the performance of the ANN model. 

Mean absolute percentage error (MAPE), are introduced to meansquare error (RMSE), mean absolute error (MAE), and \( R \), root \( n \) descent (ANN-GD). FiW he prediction performance of different algorithms representing the material properties. Four training algorithms are less demanded in comparison with other algorithms. It implies that the prediction of deep beam shear strength would require a high-performance computer with the use of the ANN-CG algorithm. Usually, hybrid ML algorithms take a longer computation time than standalone ones. However, given the prediction accuracy achieved in this study, the development of a hybrid approach would not be necessary. Overall, this confirms the effectiveness of ANN-CG proposed in this study, suggesting a promising and useful alternative design solution for structural engineers. For practical applications, the final weight and bias values of the best ANN-CG model are given in Table 7 and could be used to develop a supporting numerical tool for estimation of shear strength of deep beams.

### Table 7: Final values of weights and biases of the typical ANN-CG model (Case 2).

| IW (10×9) | LW (1×10) | BL (1×10) | BO (1×1) |
|-----------|-----------|-----------|---------|
| -0.576    | -0.075    | -0.679    | 0.078   | -0.113 | -0.950 | 1.181 | -0.257 | 0.343 | 0.410 | 1.589 | -0.390 |
| 0.367    | 0.052    | 0.518    | -0.424 | -0.739 | 0.350 | 0.784 | 0.819 | -0.877 | -0.285 | -1.485 | — |
| 1.281    | -0.106    | -0.286    | 0.648 | -0.339 | 0.771 | -0.897 | 0.585 | -0.540 | 0.645 | -0.663 | — |
| 0.278    | 0.060    | -1.788    | 0.298 | -0.343 | -0.402 | 0.014 | 0.061 | 0.887 | 0.976 | -0.924 | — |
| -0.469    | -0.099    | 0.137    | -0.538 | 1.265 | -0.285 | 0.417 | -0.103 | -1.010 | 0.307 | 0.384 | — |
| -0.036    | -0.891    | 0.371    | -0.054 | 0.743 | 0.517 | -0.866 | -0.274 | 0.671 | -0.083 | -0.067 | — |
| -0.440    | 0.312    | -1.232    | -0.598 | -0.621 | -1.295 | 0.010 | -0.475 | -0.229 | 0.019 | -0.601 | — |
| -0.290    | -0.348    | -0.482    | 0.505 | 1.006 | -0.248 | -0.507 | -0.133 | 0.930 | 0.234 | -1.274 | — |
| 0.395    | 0.257    | -0.233    | -0.362 | 0.718 | -0.166 | 0.734 | -0.552 | -1.248 | 0.471 | 1.490 | — |
| -0.311    | 0.658    | 0.839    | -0.248 | 0.276 | 0.947 | 0.875 | 0.519 | -0.070 | 0.398 | -1.798 | — |

Note. IW = the input to hidden layer weights; LW = the hidden layer to output layer weights; BL = the input to hidden layer biases; BO = the hidden layer to output layer bias.

the lowest value of MAE, and almost the lowest values of RMSE and MAPE. More importantly, while comparing the four algorithms proposed in this study, the ANN-CG appears as the best predictor with respect to the accuracy in estimating the shear strength of the deep beam as well as less computation time is required (i.e., best performance at 100 iterations). Furthermore, the computation memory and cost are less demanded in comparison with other algorithms. It implies that the prediction of deep beam shear strength would not require a high-performance computer with the use of the ANN-CG algorithm. Usually, hybrid ML algorithms take a longer computation time than standalone ones. However, given the prediction accuracy achieved in this study, the development of a hybrid approach would not be necessary. Overall, this confirms the effectiveness of ANN-CG proposed in this study, suggesting a promising and useful alternative design solution for structural engineers. For practical applications, the final weight and bias values of the best ANN-CG model are given in Table 7 and could be used to develop a supporting numerical tool for estimation of shear strength of deep beams.

### 7. Conclusion

In this study, the neural network (ANN) model is proposed to predict the shear strength of deep beams. For this purpose, a database of 106 results from shear tests of RC deep beams is built from the available literature. The ANN model is built with 9 input parameters divided into two groups, namely, the geometric size parameter group and the parameter group representing the material properties. Four training algorithms of ANN are explored, namely, the Levenberg–Marquardt (ANN-LM), quasi-Newton method (ANN-QN), conjugate gradient (ANN-CG), and gradient descent (ANN-GD). The prediction performance of different ANN training algorithms is compared. Four different statistical criteria, namely, the correlation coefficient (R), root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE), are introduced to validate and evaluate the performance of the ANN model. The conjugate gradient (CG) algorithm is chosen as the best training ANN algorithm for predicting the shear strength of deep beams. With the ANN-CG model chosen as best, four cases corresponding to four different black-boxes are studied. The results show that the crucial information to choose an accurate machine learning model might lie on the criterion that the smallest value of RMSE is obtained. Besides, the analysis of error between predicted and actual shear strength shows that the ANN model can be a promising numerical tool that could considerably avoid time-consuming and costly experimental procedures. Despite an extensive investigation on different potential training algorithms and epochs, this study is only conducted on one ANN architecture. Therefore, regardless of the highest and outstanding prediction accuracy achieved, it is interesting to perform another investigation related to the neuron number and the hidden layer number to, possibly, enhance the performance of the ANN-CG model, or to further decrease the computation time by decreasing the neuron in the hidden layer.
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