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Abstract

In this thesis we produce a generating function for the number of hyperelliptic curves (up to translation) on a polarized Abelian surface using the crepant resolution conjecture and the Yau-Zaslow formula. We present a formula to compute these in terms of P. A. MacMahon’s generalized sum-of-divisors functions, and prove that they are quasi-modular forms.
Preface

The material from Chapter 6 is taken from [3], which is to appear in *Journal für die Reine und Angewandte Mathematik* (Crelle’s Journal).
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Chapter 1

Introduction

Let \((A_{h-1}, L_{h-1})\) be a polarized abelian surface with polarization of type \((1, h-1)\). Up to translation in \(A_{h-1}\), there is an \((h-2)\)-dimensional family of curves of arithmetic genus \(h\) in the homology class \(c_1(L_{h-1})^\vee\). The codimension of the hyperelliptic locus in \(\overline{M}_{h,0}\) is \(h-2\), and so the following natural question arises:

**Question 1.1.** Given a polarized abelian surface \((A_{h-1}, L_{h-1})\), how many curves (up to translation in \(A_{h-1}\)) of geometric genus \(g\) in the class \(c_1(L_{h-1})^\vee\) are hyperelliptic?

We will often write \(A_{h-1}\) or \(L_{h-1}\) simply as \(A\) or \(L\) if there is no possibility of confusion, and when the degree of the polarization is not important. We will also for convenience make the substitution

\[ n = h - 1 \]

which works to make most of the formulæ cleaner. Furthermore, throughout this thesis, whenever we say “the number of curves in \(A\)...” we will always be referring to the number of curves in the class \(c_1(L)^\vee\) up to translation in \(A\). Let \(N_{g,h}\) denote the number of hyperelliptic curves of geometric genus \(g\)
and arithmetic genus $h$ in a fixed $(A, L)$. Let

$$F_g(u) = \sum_{h=g}^{\infty} N_{g,h} u^{h-1}$$

be the generating function for these numbers. We will give an explicit formula for $F_g(u)$ in terms of quasi-modular forms.

**Remark 1.2.** Note that in the case $g = 2$, all curves are hyperelliptic. In [11], it is shown that

$$F_2(u) = \sum_{d=0}^{\infty} \sigma_1(d) u^d = E_2(u) + \frac{1}{24}$$

where $\sigma_1(d) = \sum_{k|d} k$, and $E_2$ is the Eisenstein series of weight 2. Thus we see that $F_2$ is in the ring of quasi-modular forms.

The goal of this thesis is to transform this natural enumerative problem into the language of orbifold Gromov-Witten theory, and to use the crepant resolution conjecture [5] and the Yau-Zaslow formula [22] to compute the generating functions $F_g$ for all $g$.

We should remark that this number $N_{g,h}$ is not necessarily well defined—that is, independent of the choice of $A$—nor necessarily finite. In Section 2.2 we will interpret it in terms of Gromov-Witten invariants which will be defined for all polarized $A$ with $c_1(L)^\vee$ primitive; in the case that $A$ is sufficiently generic, we expect that this will coincide with the honest count of hyperelliptic curves of geometric and arithmetic genera $g$ and $h$, respectively.

In fact, we provide a refinement of this count. Let $A[2]$ denote the collection of 2-torsion points in $A$. As we will see in Section 2.2, we can
translate a hyperelliptic curve so that all of its Weirstrass points all lie on points of \( A[2] \). We can then use the number of Weirstrass points lying over each \( v \in A[2] \) to refine our count, as follows.

Let \( k : A[2] \to \mathbb{Z}_{\geq 0} \) be a function, denote by \( |k| = \sum_{v \in A[2]} k(v) \), and let \( g \) be such that \( 2g + 2 = |k| \). Let \( N_{k,h} \) denote the number of curves \( C \subset A \) of geometric genus \( g \) and arithmetic genus \( h \) whose normalizations \( \overline{C} \) are hyperelliptic and with \( k(v) \) Weirstrass points lying over \( v \) for each \( v \in A[2] \) (See Section 2.2, equation (2.4) for a precise definition). Let \( P \) be the collection of \( v \in A[2] \) so that \( k(v) \) is odd. The main theorem of this thesis is the following.

**Theorem 1.3.** Assume the Gromov-Witten crepant resolution conjecture for the resolution \( K_m(A) \to A/\pm 1 \) (See Section 3.2). Then the generating function \( F_{g,k}(u) = \sum_{h=g}^{\infty} N_{k,h} u^{h-1} \) is given by

\[
F_{g,k}(u) = E(u)^{\frac{1}{2}|S|-2} \prod_{v \in S} A_{\frac{k(v)-1}{2}}(u^4) \prod_{v \notin S} C_{\frac{k(v)}{2}}(u^2) \quad (1.1)
\]

when \( P \) satisfies an easily-verified condition (see Remark 3.2), and is zero otherwise. The functions \( E(q) \), \( A_i(q) \), and \( C_i(q) \) are given by

\[
E(q) = \sum_{k=0}^{\infty} \sigma_1(2k+1) q^{2k+1}
\]
\[
A_i(q) = \sum_{0<m_1<\ldots<m_i} \frac{q^{m_1+\ldots+m_i}}{(1-q^{m_1})^2 \ldots (1-q^{m_i})^2}
\]
\[
C_i(q) = \sum_{0<m_1<\ldots<m_i} \frac{q^{2m_1+\ldots+2m_i\ldots-i}}{(1-q^{2m_1-1})^2 \ldots (1-q^{2m_i-1})^2}
\]

which are all quasi-modular forms.
We provide for reference a few computations of these series, all pertaining to genus three curves. From the description above, the only functions which will contribute to curves of genus three are

\[
\begin{align*}
A_2(u^4) & \quad C_2(u^2) & \quad E(u)^2 & \quad A_1(u^4)C_1(u^2) \\
C_1(u^2)^2 & \quad E(u)A_1(u^4) & \quad E(u)C_1(u^2)
\end{align*}
\]

a few of whose coefficients are given in Table 1.1. In particular, the function \( F_3(u) \) counting all curves of genus 3 is given by

\[
F_3(u) = A_2(u^4) + 3C_2(u^2) + 12A_1(u^4)C_1(u^2) + 21C_1(u^2)^2 \\
+ 10E(u)C_1(u^2) + 6E(u)A_1(u^4) + 3E(u)^2
\]

which is also included in Table 1.1.
Table 1.1: Some coefficients of the generating functions for genus 3 curves.

|        | \(q^2\) | \(q^3\) | \(q^4\) | \(q^5\) | \(q^6\) | \(q^7\) | \(q^8\) | \(q^{10}\) | \(q^{11}\) | \(q^{12}\) | \(q^{14}\) | \(q^{15}\) | \(q^{16}\) |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \(E(u)^2\) | 1     | 6     | 18    | 40    | 75    | 126   | 224   | 344   | 512   |        |        |        |        |
| \(E(u)C_1(u^2)\) | 1     | 4     | 12    | 24    | 44    | 72    | 112   |        |        |        |        |        |        |
| \(C_1(u^2)^2\) | 1     | 4     | 9     | 35    | 52    |        |        |        |        |        |        |        |        |
| \(E(u)A_1(u^4)\) | 1     | 2     | 7     | 10    | 22    | 28    |        |        |        |        |        |        |        |
| \(A_1(u^4)C_1(u^2)\) | 1     | 2     | 4     | 8     | 14    |        |        |        |        |        |        |        |        |
| \(C_2(u^2)\) |        |        |        |        |        |        |        |        |        |        |        |        |        |
| \(A_2(u^4)\) |        |        |        |        |        |        |        |        |        |        |        |        |        |
| \(F_3(u)\) | 3     | 10    | 45    | 180   | 204   | 471   | 454   | 972   | 870   | 1729   | 1470   | 2832   | 2292   | 4269   |
The structure of the thesis will be as follows. In Chapter 2, we review some preliminary material regarding the Kummer surface of an Abelian surface and in particular the Kummer lattice $K \subset H_2(\text{Km}(A))$. We also discuss the basic construction in orbifold Gromov-Witten theory which allows us to study hyperelliptic curves with genus 0 invariants. We provide a partial description of the relevant moduli space in the case that the Picard number of $A$ is 1, and we explain how to obtain enumerative invariants from decidedly non-enumerative ones.

Chapter 3 consists of a proof of Theorem 1.3 obtained by computing a restricted form of the Gromov-Witten potential (see Definition 3.4), followed by applying the crepant resolution conjecture to obtain the corresponding potential function on $[A/\pm 1]$. Lastly, we simplify this by accounting for collapsing components to prove Theorem 1.3.

Chapter 4 consists of a proof of the genus one and two case independent of the crepant resolution conjecture. This involves specializing to the case that $A \cong S \times F$ for generic elliptic curves $S$ and $F$. From there the problem is reduced to counting covers of an elliptic curve, which is classically known.

Chapter 5 consists of an analysis of the moduli space of genus 0 twisted stable maps into $[A/\pm 1]$, as well as a discussion of its reduced virtual fundamental class.

Chapter 6 is a version of the results appearing in the paper [3]. In this chapter, a number of relationships satisfied by the generating functions $A_k(q)$ and $C_k(q)$ (given in Theorem 1.3) are proven. In particular, a proof of their relationship to Chebyshev polynomials is given, as well as a proof that they lie in the ring of quasi-modular forms.
Chapter 2

Preliminaries

2.1 Abelian surfaces and Kummer surfaces

For the duration of this thesis, unless otherwise noted, all coefficients are integral. The majority of the results in this section follows [4], and as such, proofs are omitted.

Let $A$ be an Abelian surface. Then $A$ is a complex torus $\mathbb{C}^2/\Gamma$ with $\Gamma$ of rank 4. As an Abelian group, $A$ has an involution given by multiplication by $\pm 1$. This has as fixed points the collection $A[2] \cong \Gamma/2\Gamma$ of sixteen 2-torsion points. The quotient by this action has these as its only singularities, and so by blowing them up we obtain the (crepant) resolution $\text{Km}(A)$ which is a smooth $K3$ surface called the \textit{Kummer surface} of $A$.

If instead we blow up $A$ at the sixteen 2-torsion points to produce $\overline{A}$, we can take the quotient of this space by the lifted involution to obtain the diagram

\[
\begin{array}{c}
\overline{A} \\ \sigma \\ \downarrow \\
A \end{array} \quad \xrightarrow{\pi} \quad \begin{array}{c}
A/\pm 1 \\ \downarrow p \\ \text{Km}(A) \end{array}
\]

There are a few facts that this yields, all of which are connected to the
affine $\mathbb{F}_2$-geometry of $A[2]$. We begin by introducing some notation.

1. Let $E_v \in H_2(Km(A))$ denote the class of the $(-2)$-curve lying over a given $v \in A[2]$.

2. Let $\Lambda$ denote the sublattice of $H_2(Km(A))$ generated by the classes $E_v$.

3. Let $K$ denote the minimal primitive sublattice of $H_2(Km(A))$ which contains $\Lambda$. This is called the Kummer lattice.

Furthermore, let $\mathcal{P}(A[2])$ denote the power set of $A[2]$ (which is a group under the operation $S + S' = S \cup S' \setminus (S \cap S')$) and let $\Pi_k$ for $0 \leq k \leq 4$ denote the subgroups generated by all of the affine $k$-planes in $A[2]$. Then we have that

$$\mathbb{Z}/2 = \Pi_4 \subset \Pi_3 \subset \Pi_2 \subset \Pi_1 \subset \Pi_0 = \mathcal{P}(A[2]).$$

**Remark 2.1.** We will use throughout this thesis the letters $\eta$ and $\varepsilon$ (possibly with subscripts) to denote elements of $\Pi_k$. Note also that for each element $\eta \in \Pi_k$ we can think of $\eta$ as an element of $\frac{1}{2}\Lambda$ via the correspondence

$$\eta \leftrightarrow \hat{\eta} = \sum_{v \in \eta} \frac{1}{2}E_v.$$

We will also throughout use the notation $|\eta|$ to denote the number of elements in $\eta$.

**Remark 2.2.** We should note that there are two notions of summation at play here—summation in $\mathcal{P}(A[2])$, and summation in $\frac{1}{2}\Lambda$. When we write
\[\eta_1 + \eta_2\] we will always mean the former, and when we write \(\widehat{\eta}_1 + \widehat{\eta}_2\) we will always mean the latter, so no confusion should arise.

As \(\text{Km}(A)\) is a smooth real 4-manifold, the group \(H_2(\text{Km}(A))\) comes with a natural intersection form \(\langle , \rangle\) which turns it into a unimodular lattice. When restricted to \(\Lambda\) this is \((-2)\text{Id},\) and so we have that \(\Lambda^\vee = \frac{1}{2}\Lambda.\) Thus we have that

\[\Lambda \subset K \subset K^\vee \subset \frac{1}{2}\Lambda\]

and so every \(w \in K\) (and in \(K^\vee\)) can be written as

\[w = \sum_{v \in A[2]} \frac{a_v}{2} E_v.\]

From this we have a natural map \(r : \frac{1}{2}\Lambda \to \Pi_0\) given by

\[\sum_{v \in A[2]} \frac{a_v}{2} E_v \mapsto \{v \in A[2] \mid a_v \equiv 1 \pmod{2}\}.\]

Note that for \(w = \sum_{v \in A[2]} \frac{a_v}{2} E_v,\) that \(\widehat{r(w)}\) is nothing but the reduction of the coefficients \(a_v\) of \(w\) mod 2.

**Remark 2.3.** It follows further that the intersection form on \(K\) can be extended linearly to an intersection form on \(\frac{1}{2}\Lambda\) which we also denote by \(\langle , \rangle.\)

In particular, using the correspondence of Remark 2.1, we can define for any two subsets \(\eta_1, \eta_2\) of \(A[2]\) the pairing \(\langle \widehat{\eta}_1, \widehat{\eta}_2 \rangle\) by

\[\langle \widehat{\eta}_1, \widehat{\eta}_2 \rangle = \left\langle \sum_{v \in \eta_1} \frac{1}{2} E_v, \sum_{v \in \eta_2} \frac{1}{2} E_v \right\rangle = -\frac{1}{2} |\eta_1 \cap \eta_2|.\]
The condition that \( w \in K \) can now be stated as the following.

**Proposition 2.4** ([4, Proposition 5.5, Chapter VIII]). An element \( w = \sum_{v \in A[2]} \frac{a_v}{2} E_v \in \frac{1}{2} \Lambda \) is in \( K \) if and only if \( r(w) \in \Pi_3 \). That is, \( w \in K \) if and only if the collection of those \( v \in A[2] \) such that \( a_v \) is odd is either

1. empty
2. an affine 3-plane
3. all of \( A[2] \).

This then yields a description of the Kummer lattice as follows.

**Corollary 2.5.** There is a short exact sequence

\[
0 \longrightarrow \Lambda \longrightarrow K \xrightarrow{r} \Pi_3 \longrightarrow 0.
\]

Following prior remarks, this permits us to consider each element \( \eta \in \Pi_3 \) as an element \( \hat{\eta} \in K \).

We next describe the relationship between \( H_2(A) \) and \( H_2(\text{Km}(A)) \).

Consider again the diagram (2.1), and in particular, consider the map

\[
\alpha = \sigma_* \circ s^! : H_2(A) \rightarrow H_2(\text{Km}(A)).
\]

We have the following proposition which relates the two intersection forms.

**Proposition 2.6** ([4, Proposition 5.1, Chapter VIII]). The map \( \alpha \) multiplies the intersection form by 2. That is, \( \alpha(a) \cdot \alpha(b) = 2a \cdot b \) for every \( a, b \in H_2(A) \). Moreover, for each \( v \in A[2] \) and for each class \( a \in H_2(A) \), \( E_v \cdot \alpha(a) = 0 \).
It follows from this proposition that the map $\alpha$ embeds $H_2(A)$ as a sublattice of $H_2(\text{Km}(A))$ which is orthogonal to the Kummer lattice $K$.

We examine now one of the important properties of this map. Recall that $A = \mathbb{C}^2/\Gamma$, let $u : \mathbb{C}^2 \to A$ be the quotient map, and let $\lambda_1, \lambda_2$ be basis elements of $\Gamma$. Define $V = u((\lambda_1, \lambda_2) \otimes \mathbb{R})$ (the image of the 2-plane spanned by $\lambda_1, \lambda_2$), and let $C = [V]$. Then $\alpha(C)$ is the class of the proper transform of $\pi(V + t)$ in $\text{Km}(A)$ for some generic $t \in A$ (i.e. such that $V + t$ does not intersect $A[2]$).

Next, consider the rational curve $V/\pm 1 \subset A/\pm 1$, and let $\beta \in H_2(\text{Km}(A))$ be the class of the proper transform of $V/\pm 1$. Let $\varepsilon$ denote the collection of 2-torsion points in $V$. We have the following relation between the classes $\alpha(C)$ and $\beta$.

**Proposition 2.7.** Let $V$, $C$, and $\beta$ be as above. The classes $\alpha(C)$ and $\beta$ satisfy the relationship

$$\beta = \frac{1}{2} \alpha(C) - \hat{\varepsilon} = \frac{1}{2} \alpha(C) - \frac{1}{2} \sum_{v \in \varepsilon} E_v$$

**Proof.** As $\alpha(C)$ is the class of the proper transform in $\text{Km}(A)$ of a generic translate of $V$, we see that in $\text{Km}(A)$ we must have that

$$\beta = \frac{1}{2} \alpha(C) - \frac{1}{2} \sum_{v \in A[2]} a_v E_v$$

for some integers $a_v$. Since $\beta \cdot E_v = a_v$, we see that $a_v = 1$ if $v \in \varepsilon$ and is zero otherwise, as claimed. $\Box$
Recall that there is a canonical isomorphism $H^2(A) \cong \bigwedge^2 H_1(A)$, and so we can regard elements of $H^2(A)$ as alternating forms on $H_1(A)$. Suppose now that $(A_n, L_n)$ is a polarized abelian surface with polarization of type $(1, n)$. That is, there is a basis $e_1, f_1, e_2, f_2$ of $H_1(A_n)$ so that $c_1(L_n)$ (when viewed as an alternating form) can be written as

$$
\begin{pmatrix}
0 & 0 & n & 0 \\
0 & 0 & 0 & 1 \\
-n & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}
$$

(2.2)

In this basis, we can write $c_1(L_n)^\vee = (e_1 \wedge f_1) + n(e_2 \wedge f_2)$.

### 2.2 Gromov-Witten theory of hyperelliptic curves

We aim to compute the number of hyperelliptic curves in $A$ via orbifold Gromov-Witten theory following the ideas of [20, 12, 9]. Let $\mathcal{X}$ be a smooth Deligne-Mumford stack with projective coarse moduli space $X$. We will use the notation

$$\overline{M}(\mathcal{X}; 2g + 2; \beta)$$

to denote the moduli stack of twisted stable maps of genus 0 curves into the stack $\mathcal{X}$ in the curve class $\beta \in H_2(X)$ with $(2g + 2)$ $\mathbb{Z}/2$-stacky points. In the case where $A$ is a polarized Abelian surface with polarization of type
(1, n), we will use the notation

$$\overline{M}([A/ \pm 1]; 2g + 2; n)$$

to denote the moduli stack where the class $\beta$ is the class $\frac{1}{2} \pi_* c_1(L_n)^\vee$.

As with ordinary Gromov-Witten theory, there are evaluation maps from the moduli stack of twisted stable maps. However, they do not lie in $\mathcal{X}$, but in its rigidified inertia stack, $I\mathcal{X}$ (see [1, 2]). In the case that $\mathcal{X} = [X/G]$ is a global quotient, this has a particularly simple description.

**Definition 2.8** Let $\mathcal{X} = [X/G]$ be a global quotient stack. We define the rigidified inertia stack to be

$$I\mathcal{X} = \bigsqcup_{(g) \subset G} [X^g/H_g]$$

where the disjoint union is taken over all conjugacy classes $(g) \subset G$, where $X^g$ is the fixed-point set of $g$, and where $H_g = C(g)/\langle g \rangle$ is the quotient of the centralizer of $g$ in $G$ by the subgroup generated by $g$. The component corresponding to $(e) \subset G$ is called the untwisted sector, while all others are called twisted sectors.

For the case of the the quotient stack $[A/ \pm 1]$, it is easy to see that

$$I[A/ \pm 1] = A \amalg A[2]$$

and so the twisted sector is identified with $A[2]$, the set of 2-torsion points of $A$. 
As before, let $(A, L)$ be a polarized Abelian surface. We have a map

$$A \xrightarrow{\Delta} A \times A \xrightarrow{} Sym^2A$$

where the first map is given by $a \mapsto (a, -a)$. Next, we consider the moduli space

$$\overline{M}(\{Sym^2A; 2g + 2; \frac{1}{2} \Delta \ast c_1(L)^\vee\})$$

(where the factor of $\frac{1}{2}$ comes from the fact that a curve in $A$ is a double cover of the corresponding curve in $Sym^2A$). This parameterizes genus 0, twisted stable maps into the stack $[Sym^2A]$. As these maps are representable, we may complete them to a diagram

$$\tilde{C} \xrightarrow{} A \times A \xrightarrow{} [Sym^2A]$$

with $\tilde{C}$ a scheme and the top map equivariant. If $C$ is smooth, then $\tilde{C}$ is a smooth hyperelliptic curve and the projection onto either factor yields a hyperelliptic curve in $A$ in the class $c_1(L)^\vee$. It follows that the moduli space $\overline{M}(\{Sym^2A; 2g + 2; \frac{1}{2} \Delta \ast c_1(L)^\vee\})$ is a compactification of the moduli space of smooth hyperelliptic curves in $A$.

So far this follows very closely [20, 9]. In our case, we can simplify
matters significantly. As above, we look at the diagram

\[
\begin{array}{c}
A \\ \downarrow \pi \\
[A/ \pm 1] \\ \downarrow \iota \\
[\text{Sym}^2 A]
\end{array} \xrightarrow{a \mapsto (a, -a)} A \times A \\
\]

where the map \( \iota : [A/ \pm 1] \to [\text{Sym}^2 A] \) is given by \([a] \mapsto [a, -a] \).

**Theorem 2.9.** We have the following isomorphism of stacks.

\[
\overline{M}([A/ \pm 1]; 2g + 2; \beta) \times A \cong \overline{M}([\text{Sym}^2 A]; 2g + 2; \iota_* \beta)
\]

**Proof.** The map in one direction is easy to produce. A family of objects in \( \overline{M}([A/ \pm 1]; 2g + 2; \beta) \) over a base scheme \( B \) consists of a diagram

\[
\begin{array}{c}
\tilde{C} \\
\downarrow s_i \\
C \\
\downarrow B \\
A/ \pm 1
\end{array} \xrightarrow{} A
\]

with \( C \) of genus 0 and with \((2g + 2)\) sections \( s_i \) (thus if \( C \) is smooth, \( \tilde{C} \) is hyperelliptic of genus \( g \)). Given an element \( a_0 \) of \( A \) we can construct a map \( A \to A \times A \) given by

\[
a \mapsto (\frac{1}{2}a_0 + a, \frac{1}{2}a_0 - a)
\]
which we then complete to

\[
\begin{array}{c}
\bar{C} \\ \\
\downarrow \\
C \\
\downarrow \\
B
\end{array} \xrightarrow[\phi_1]{} \begin{array}{c} A \\ \downarrow \\
A/\pm 1 \\
\downarrow \\
Sym^2 A \\
\downarrow \\
A \times A \\
\end{array}
\]

which yields the first half.

For the second half, note that there is a map \( + : Sym^2 A \to A \) given by \([a, b] \mapsto a + b\). Thus given the diagram

\[
\begin{array}{c}
\bar{C} \\ \\
\downarrow \\
C \\
\downarrow \\
B
\end{array} \xrightarrow[\phi_1]{} \begin{array}{c} Sym^2 A \\ \downarrow \\
A \times A \\
\downarrow \\
A \\
\end{array}
\]

with \( C \) a rational curve. Since there are no rational curves in Abelian surfaces, the composition \( C \to Sym^2 A \to A \) must be constant, and so the diagram factors through the inclusion of a fibre of the map to \( A \). As these are all isomorphic to \( A/\pm 1 \), the claim follows.

We can interpret this theorem as saying that counting hyperelliptic curves in \( A \) is equivalent to counting certain stacky rational curves in the orbifold \([A/\pm 1] \). Using the crepant resolution conjecture, this should be the same as counting certain rational curves in the smooth \( K3 \) surface \( Km(A) \). This has been studied in [22, 7].
In [6], it is shown that the (reduced) Gromov-Witten invariants for an Abelian surface only depend on the divisibility and square of the class $\beta$. This follows because of the fact that the moduli space $A_{2n}$ of polarized Abelian surfaces whose polarizations have square $2n$ is connected, and from the deformation invariance of Gromov-Witten invariants.

We can use this fact to show that the same holds true in our case; indeed, there is a surjective map from $A_{2n}$ to the moduli space of singular Kummer surfaces with polarizations with square $2n$ (given by taking the quotient by $\pm 1$), and so the same result holds. This justifies our notation of $\overline{M}([A/ \pm 1]; 2g + 2; n)$ (specifically its lack of dependence on the class $\beta$).

As twisted stable maps are representable, each of the $(2g + 2)$ evaluation maps $ev_i : \overline{M}([A/ \pm 1]; 2g + 2; n) \to I[A/ \pm 1]$ must all lie in the twisted sector, which is $A[2]$. Let $ev$ denote the map

$$ev : \overline{M}([A/ \pm 1]; 2g + 2; n) \to A[2]^{2g+2}$$

and let $v_1, \ldots, v_{16}$ denote an arbitrary labeling of $A[2]$.

Given $k : A[2] \to \mathbb{Z}_{\geq 0}$ with $|k| = 2g + 2$, we define

$$\overline{M}([A/ \pm 1]; k; n) = ev^{-1}(\underbrace{v_1, \ldots, v_1}_{k(v_1)}, \ldots, \underbrace{v_{16}, \ldots, v_{16}}_{k(16)}).$$

This is the moduli space of those orbifold maps with $k(v)$ stacky points whose image lies on each $v \in A[2]$. This space has a degree 0 reduced
virtual fundamental class (see Chapter 5), and so we define

$$GW_{k,n} = \deg \left[ \overline{M} \left( \left[ A/\pm 1 \right]; k; n \right) \right]^{\text{red}}.$$  

It should be noted that in the definition of $GW_{k,n}$, the specific labelling of the element in $A[2]^{|k|}$ is not relevant; any rearrangement of those terms comes simply from a permutation of the labelling of the marked points, and will yield the same Gromov-Witten invariant.

We would like to use this invariant to count hyperelliptic curves, but it is not enumerative; it includes contributions from collapsing components. In the case that $A$ is suitably generic (i.e. has Picard number 1), we can use this to determine the enumerative count as follows (cf. [20, 12]).

**Definition 2.10** An $n$-marked *comb curve* is a genus 0 twisted stable map $f : \Sigma \to \left[ A/\pm 1 \right]$ with 0 ordinary marked points and $n \mathbb{Z}/2$-marked points such that there is a unique irreducible component $\Sigma_0$ which has nonzero degree; this component is called the *handle*. All other components are called *teeth*.

It is clear that the locus of $(2g + 2)$-marked comb curves $U_{2g+2,n}$ is a closed substack of $\overline{M} \left( \left[ A/\pm 1 \right]; 2g + 2; n \right)$. Similarly, define $U_{k,n} = U_{|k|,n} \cap \overline{M} \left( \left[ A/\pm 1 \right]; k; n \right)$. In the case that the Picard number of $A$ is 1, it turns out that all curves are comb curves, as the following proposition shows.

**Proposition 2.11.** If the Picard number of $A$ is 1, then the moduli spaces $U_{2g+2,n}$ and $\overline{M} \left( \left[ A/\pm 1 \right]; 2g + 2; n \right)$ are equal, and similarly for $U_{k,n}$.
Proof. Suppose that there were more than one component with non-zero degree. Since the class in \([A/ \pm 1]\) is primitive, this would immediately yield that the Picard number is greater than 1.

As discussed in Chapter 5, this moduli space splits up into components based on how the marked points partition among the teeth (see figure 2.1). From Lemma 5.6, we see that all partitions with even parts contribute zero to the Gromov-Witten invariant, and so for each comb curve \(\Sigma\) and each \(v \in A[2]\) we obtain a partition \(\lambda^v = (\lambda_i^v)\) of \(k(v)\) (where \(r_v\) denotes the length of the partition \(\lambda^v\)) into odd parts based on how the marked points are split up among the teeth of \(\Sigma\) (with \(\lambda_i^v = 1\) being interpreted as there being no collapsing component—that is, it represents a stacky marked point on the handle). Let \(U_{\lambda,n}\) denote the component consisting of those comb curves with partition type \(\lambda = (\lambda^v)\) all of \(1\) being interpreted as there being no collapsing component—that is, it represents a stacky marked point on the handle. Let \(p_{\lambda}\) denote the projection \(U_{\lambda,n} \rightarrow M^0 ([A/ \pm 1]; k; n)\). We have the following theorem, whose proof we defer to Chapter 5.

**Theorem 2.12.** Let \(\lambda = (\lambda^v)\) be a collection of partitions of \(k\), all of
Figure 2.1: A map in the component of $\overline{M}([A/\pm 1];k;n)$ corresponding to the partitions $\lambda = (\lambda^1, \lambda^2, \lambda^3, \lambda^4) = ([3],[3.5],[1],[1.3])$
which consist of odd parts. Then the virtual degree of $p_λ$ is $\left( -\frac{1}{4} \right)^{\frac{1}{2}(|k| - |k_λ|)}$.

That is,

$$(p_λ)_* [U_{λ,n}]^{red} = \left( -\frac{1}{4} \right)^{\frac{1}{2}(|k| - |k_λ|)} [M^\circ ([A/ \pm 1]; k_λ; n)]^{red}.$$

We note that $U_{k,n}$ is the disjoint union of the $U_{λ,n}$ taken over all partition types $λ$. In particular, there is a component $M^\circ_k$ which consists of those curves with no collapsing components (corresponding to the partitions $1^{k(v)}$).

We can now define

$$GW^\circ_{k,n} = \deg [M^\circ_k]^{red}. \quad (2.3)$$

From this number we obtain our expected count of hyperelliptic curves. More precisely, in the generic setting we expect that this counts the number of hyperelliptic curves together with the extra data of an ordering on the marked points which collapse to a given 2-torsion point. As such, define

$$N_{k,n} = \frac{GW^\circ_{k,n}}{\prod_{v \in A[2]} k(v)!} \quad (2.4)$$

Our main theorem of this section describes this relationship. Define the generating functions

$$F_n (z_v) = \sum_{k: A[2] \to \mathbb{Z}_{\geq 0}} GW_{k,n} \prod_{v \in A[2]} \frac{z_v^{k(v)}}{k(v)!}$$

$$F_n^\circ (x_v) = \sum_{k: A[2] \to \mathbb{Z}_{\geq 0}} GW^\circ_{k,n} \prod_{v \in A[2]} \frac{x_v^{k(v)}}{k(v)!}$$

**Theorem 2.13.** The two generating functions $F_n$ and $F_n^\circ$ are equal after the substitution $x_v = 2 \sin(z_v/2)$. 
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A proof of this theorem will be provided in Chapter 5. However, from
the equation (2.4), we immediately obtain the following.

**Corollary 2.14.** Let $k : A[2] \to \mathbb{Z}_{\geq 0}$ be a function and let $g$ be such that $|k| = 2g + 2$. Then the function $F_{g,k}$ of theorem 1.3 is given by the coefficient of $\prod_{v \in A[2]} x_v^{k(v)}$ in

$$
\sum_{n=0}^{\infty} F_{n,v}^0(x_v) u^n = \sum_{n=0}^{\infty} \sum_{k : A[2] \to \mathbb{Z}_{\geq 0}} GW_{k,n}^0 \prod_{v \in A[2]} \frac{x_v^{k(v)}}{k(v)!} u^n
$$

$$
= \sum_{n=0}^{\infty} \sum_{k : A[2] \to \mathbb{Z}_{\geq 0}} N_{k,n} \prod_{v \in A[2]} x_v^{k(v)} u^n.
$$

**Remark 2.15.** In the case that the Picard number of $A$ is 1, we can define $GW_{k,n}^0$ and $N_{k,n}$ directly via equations (2.3) and (2.4). However, they are defined for all Abelian surfaces $A$ via the relationships given by Theorem 2.13.

### 2.3 The case $A \cong S \times F$

We will sometimes have need to specialize to the case that $A \cong S \times F$ for generic elliptic curves $S$ and $F$. In such a case, the quotient $A/ \pm 1$ comes equipped with an elliptic fibration $A/ \pm 1 \to S/ \pm 1$ whose general fibre is the elliptic curve $F$. This has four distinguished fibres over $S[2]$ which are isomorphic to $F/ \pm 1$.

So let $f : \Sigma \to [A/ \pm 1]$ be a genus 0 twisted stable map in the class $[S/ \pm 1] + n[F/ \pm 1]$ (which we will assume without loss of generality collapses no components). In such a case, the source must be a tree of rational curves
$\Sigma_0 \cup \Sigma_1 \cup \cdots \cup \Sigma_k$. We can label these so that $f_*[\Sigma_0] = [S/ \pm 1]$ and $f_*[\Sigma_i] = n_i[F/ \pm 1]$ for $i \geq 1$. In particular, $f|_{\Sigma_0}$ is an isomorphism (and so must contain exactly 4 stacky points), while $f|_{\Sigma_i}$ is a ramified cover of one of the distinguished fibres, i.e. the rational orbicurve $[F/ \pm 1]$.

As a (representable) ramified cover of an orbicurve, it follows that

1. The image of each stacky point is stacky.

2. The pre-image of each stacky point is a collection of stacky points (with odd ramification) and some non-stacky points (with even ramification).

In such a case, the moduli space $\overline{M}(\lfloor A/ \pm 1 \rfloor; 2g + 2; n)$ will be isomorphic to a product of spaces of Hurwitz covers of the fibre $F/\pm 1$, a fact which will be necessary in order to compute the orbifold Gromov-Witten theory of $[A/ \pm 1]$ without using the crepant resolution conjecture.
Chapter 3

Main Work

3.1 Computation of the invariants on $Km(A_n)$

The goal of this section is to compute the relevant part of the Gromov-Witten potential function for $Km(A_n)$.

Let $f : \Sigma \to A_n$ be a hyperelliptic curve representing the class $c_1(L_n)^\vee$ and such that $f(w) \in A[2]$ for all Weirstrass points $w$. Let $\beta_n$ be the class in $H_2(Km(A_n))$ of the proper transform of $(\pi \circ f)(\Sigma)$; note that this is a rational curve. Let $H_n = \alpha(c_1(L_n)^\vee)$. If we choose a basis of $H_1(A_n)$ as in section 2.1, then we can write $H_n = S + nF$ where $S = \alpha(e_1 \wedge f_1)$ and $F = \alpha(e_2 \wedge f_2)$.

Recall now that, given two basis elements $\lambda_1, \lambda_2$ of $\Lambda$, we can consider the image $V$ in $A$ of the real 2-plane spanned by $\lambda_1, \lambda_2$. We can further consider the homology class $\beta_V$ of the proper transform of $V/\pm 1$ in $Km(A)$, which by Proposition 2.7 can be written as

$$\beta_V = \frac{1}{2} \alpha([V]) - \frac{1}{2} \sum_{v \in \varepsilon_V} E_v.$$ 

We see that to each pair of basis elements we can associate an element $\varepsilon_V \in \Pi_0$ (since $\lambda_1, \lambda_2$ span a plane, this will in fact be in $\Pi_2$).
Let $\varepsilon_0$ be the element so obtained from the basis elements $e_1, f_1$, let $\varepsilon^*_1$ be the element so obtained from the basis elements $e_2, f_2$, and let finally $\varepsilon_1 = \varepsilon_0 + \varepsilon^*_1$ (where, recall, the summation is done in $\mathcal{P}(A[2])$ and is hence the symmetric difference of the two elements).

**Proposition 3.1.** We have the following congruences.

$$
\beta_{2k} \equiv \frac{1}{2} H_{2k} - \varepsilon_0 \pmod{K}
$$

$$
\beta_{2k+1} \equiv \frac{1}{2} H_{2k+1} - \varepsilon_1 \pmod{K}
$$

*Proof.* We assume as per Section 2.2 that the image curve is fixed by $\pm 1$ and so descends to a genus 0 map $\tilde{f} : \Sigma \to [A/ \pm 1]$. We assume further (by deformation invariance) that $A \cong S \times F$, which puts us in the situation described in Section 2.3. We will further assume that $n$ is even, the odd case being similar.

Let $\Sigma = \Sigma_0 \cup \Sigma_1 \cup \cdots \cup \Sigma_k$ be the source curve. Since $n$ is even, we must have that either the degree of each $\Sigma_i$ is even, or that any odd ones come in pairs. As in the proof of Proposition 2.7, we have that $H_n$ is the class of a double cover of the proper transform of the image of $\tilde{f}$ in $\text{Km}(A)$, and so we have that

$$
\beta_n = \frac{1}{2} H_n - \frac{1}{2} \sum_{v \in A[2]} a_v E_v
$$

where $a_v$ is the intersection multiplicity of the proper transform with the exceptional curve $E_v$. This is given by the sum of all the ramification indices over all points $p \in \Sigma$ which map to $v \in A[2]$. Since $E_v \in K$, this only depends (mod $K$) on the ramification indices mod 2. Since $\tilde{f}_*[\Sigma] = n_i[F/ \pm$
1], it follows that the image of all the stacky points on a given \( \Sigma_i \) lie in \( \varepsilon_1^* \), or some translation thereof.

Recall from Section 2.3 that the ramification must be even at each non-stacky point in the pre-image, and is odd at each stacky point in the pre-image, and hence \( a_v \equiv k(v) \mod 2 \).

Consider first a component \( \Sigma_i \) with \( \tilde{f}|_{\Sigma_i} \) of even degree. Due to these ramification considerations, it follows that over each \( v \in A[2] \) the number of stacky pre-images must be even, and so \( \mod K \) this contributes zero to \( \beta_n \).

Consider next components \( \Sigma_i, \Sigma_j \) with \( \tilde{f}|_{\Sigma_i} \) and \( \tilde{f}|_{\Sigma_j} \) of odd degree (recall that these must come in pairs). We see that for both of these the number of stacky pre-images of a given \( v \) must be odd, and so one of two things occur.

1. \( \Sigma_i \) and \( \Sigma_j \) map via \( \tilde{f} \) to the same fibre.
2. \( \Sigma_i \) and \( \Sigma_j \) map to different fibres.

In the first case, the contribution to the number of stacky pre-images winds up being even, and so \( \mod K \) contributes zero. In the second case, the stacky points form an affine 3-plane \( \eta \) in \( A[2] \)—but since \( \hat{\eta} \in K \), it follows that \( \mod K \) these also contribute nothing. As such, all that contributes \( \mod K \) are the stacky points coming from the curve \( \Sigma_0 \). But this is exactly \( \varepsilon_0 \), which completes the proof.

\( \square \)

**Remark 3.2.** The condition on \( P \) so that the generating function \( F_{g,k}(u) \) is non-zero can be now explained as follows. Recall that \( P \) is the collection of
those \( v \in A[2] \) such that \( k(v) \) is odd. It will arise naturally during the proof of Theorem 1.3 that we must have \( P \equiv \varepsilon_i \pmod{K} \). One consequence of this is that if \( P \equiv \varepsilon_0 \pmod{K} \), then only even polarizations can occur (and conversely for \( P \equiv \varepsilon_1 \pmod{K} \)).

We are now ready to compute the potential function. We first recall the definition of the Gromov-Witten potential of a smooth projective variety.

**Definition 3.3** Let \( X \) be a smooth projective variety, and let \( \gamma_0, \ldots, \gamma_a \) be an additive basis of \( H^*(X) \). The genus 0 Gromov-Witten potential function is defined by

\[
F^X(y_0, \ldots, y_a, q) = \sum_{m_0, \ldots, m_a=0}^{\infty} \sum_{\beta \in H_2(X)} \langle \gamma_0^{m_0} \cdots \gamma_a^{m_a} \rangle_{\beta} X \frac{y_0^{m_0}}{m_0!} \cdots \frac{y_a^{m_a}}{m_a!} q^\beta.
\]

As stated in the introduction, we are only concerned with a restricted form of this function. More specifically, we are only concerned with homology classes \( \beta \) such that \( p_* \beta = \frac{1}{2} \pi_* c_1(L_n)^{\vee} \), and so we make the following definition.

**Definition 3.4** Define the restricted genus 0 potential function as

\[
F_n := F^{Kn(A_n)}(y_0, \ldots, y_a, q) = \sum_{m_0, \ldots, m_a=0}^{\infty} \sum_{w \in K} \langle \gamma_0^{m_0} \cdots \gamma_a^{m_a} \rangle_{\beta_n+w} \frac{y_0^{m_0}}{m_0!} \cdots \frac{y_a^{m_a}}{m_a!} q^{\beta_n+w}.
\]

**Remark 3.5.** Due to dimension considerations, the only classes that will produce non-zero invariants will be divisor classes. As such, we choose as a basis of \( H^2(Km(A_n)) \) the classes \( \gamma_v \) which are dual to the exceptional curve
classes $E_v$, as well as classes $\gamma_S, \gamma_F$ dual to $S$ and $F$, respectively. As such, if we define $m = (m_{v_1}, \ldots, m_{v_{16}}, m_S, m_F)$ then we can write the function $F_n$ as

$$F_n(y_{v_1}, \ldots, y_{v_{16}}, y_S, y_F, q) =$$

$$\sum_{m} \sum_{w \in K} \langle \gamma^m_S \gamma^m_F \prod_{v \in A[2]} \gamma^m_v \rangle_{\beta_n+w} y^m_S y^m_F \prod_{v \in A[2]} y^m_v q^{\beta_n+w}$$

where we omit for simplicity of notation the superscript on the brackets $\langle \ldots \rangle_{\beta}$. Moreover, define the generating function

$$F := \sum_{n=0}^{\infty} F_n(y_{v_1}, \ldots, y_{v_{16}}, y_S, y_F, q).$$

A priori this does not make sense, but as we will see, the formal variable $q$ used to define $F_n$ permits this to be well defined as a formal power series in the variables $y_\alpha$ and $q$. It is this function that we will use (with the crepant resolution conjecture) to compute the number of hyperelliptic curves in $A$.

**Theorem 3.6.** The restricted genus 0 potential function $F$ is given by

$$F = \lambda_0 \frac{u^2}{\Delta(u^2)} \sum_{w \in K} u^{-(w,w-2\epsilon_0)} \prod_{v \in A[2]} \exp \left( (f_w \gamma_v y_v) q^w \right)$$

$$+ \lambda_1 \frac{u^2}{\Delta(u^2)} \sum_{w \in K} u^{-(w,w-2\epsilon_1)+1} \prod_{v \in A[2]} \exp \left( (f_w \gamma_v y_v) q^w \right)$$

where $\langle , \rangle$ is the intersection form on $K \subset \text{Km}(A_n)$, where $u$ and $\lambda_i$ are
given by

\[ u = \left( \exp(y_F)q^F \right)^{1/2} \]

\[ \lambda_i = \left( \exp(y_S)q^S \right)^{1/2} \prod_{v \in A[2]} \exp \left( \left( \int_{-\varepsilon_i}^{\varepsilon_i} \gamma_v y_v \right) q^{-\varepsilon_i} \right) \]  

(3.1)

and where \( \Delta(q) \) the weight 12 cusp form defined as

\[ \frac{q}{\Delta(q)} = 1 + 24q + 324q^2 + 3200q^3 + \cdots \]

which satisfies

Proof. Let \((A_n, L_n)\) be a polarized abelian surface with polarization type \((1, n)\) and with Kummer surface \(\text{Km}(A_n)\). As stated in Definition 3.4, the (restricted) Gromov-Witten potential function for this is

\[ F_n = \sum_{m} \sum_{w \in K} \langle \gamma_S^m \gamma_F^m \prod_{v \in A[2]} \gamma_v^m \rangle_{\beta_n + w} \gamma_S^m y_S^m y_F^m \prod_{v \in A[2]} y_v^m q^{\beta_n + w} \]

Since on \(\text{Km}(A_n)\), as stated above, we only need to consider divisor classes the divisor equation simplifies this to

\[ F_n = \sum_{m} \sum_{w \in K} \langle \beta_n + w \rangle \frac{\left( \int_{\beta_n + w} \gamma_S y_S \right)^m}{m!} \frac{\left( \int_{\beta_n + w} \gamma_F y_F \right)^m}{m!} \prod_{v \in A[2]} \frac{\left( \int_{\beta_n + w} \gamma_v y_v \right)^m}{m!} q^{\beta_n + w} \]

\[ = \sum_{w \in K} \langle \beta_n + w \rangle \exp \left( \left( \int_{\beta_n + w} \gamma_S y_s \right) \right) \exp \left( \left( \int_{\beta_n + w} \gamma_F y_F \right) \right) \prod_{v \in A[2]} \exp \left( \left( \int_{\beta_n + w} \gamma_v y_v \right) q^{\beta_n + w} \right). \]
Since we are summing over \( K \), by proposition 3.1 we can replace \( \beta_n + w \) with \( \frac{1}{2}H_n + w - \hat{\varepsilon}_i \) (with \( i \equiv n \) (mod 2)), and so noting that (see remark 3.5)

\[
\int \frac{1}{2}H_n + w - \hat{\varepsilon}_i \gamma_S = \frac{1}{2}
\]

\[
\int \frac{1}{2}H_n + w - \hat{\varepsilon}_i \gamma_F = \frac{n}{2}
\]

\[
\int \frac{1}{2}H_n + w - \hat{\varepsilon}_i \gamma_v = \int w - \hat{\varepsilon}_i \gamma_v
\]

we can write this as

\[
F_{2k} = \exp \left( \frac{yS}{2} \right) \sum_{w \in K} \langle \frac{1}{2}H_{2k} + w - \hat{\varepsilon}_0 \exp \left( \frac{yF}{2} \right)^{2k} \prod_{v \in A[2]} \exp \left( (\int_{w - \hat{\varepsilon}_0} \gamma_v)y_v \right) q^{\frac{1}{2}H_{2k} + w - \hat{\varepsilon}_0}
\]

(and similarly for \( F_{2k+1} \)).

Let \( C_d \) be a primitive curve class in a \( K3 \) surface \( X \) satisfying \( C_d^2 = 2d - 2 \), and let \( N_d = \langle X_{C_d} \rangle \) be the (reduced) genus 0 Gromov-Witten invariant. Then the Yau-Zaslow theorem [22, 7] states that these numbers satisfy

\[
\sum_{d=0}^{\infty} N_d q^d = \frac{q}{\Delta(q)}
\]

where \( \Delta(q) \) is defined above to be \( \prod_{k=1}^{\infty}(1 - q^k)^{24} \). Since \( H_n \in \Lambda^\perp \), and \( H_n^2 = 4n \), we have that

\[
\left( \frac{1}{2}H_{2k} + w - \hat{\varepsilon}_0 \right)^2 = 2k - 2 + \langle w, w - 2\hat{\varepsilon}_0 \rangle
\]
(and similarly for the odd case). Thus we find

\[
\langle \rangle \frac{1}{2} H_{2k+w-\tilde{z}_0} = N_{k+\frac{1}{2}(w,w-2\tilde{z}_0)} \\
\langle \rangle \frac{1}{2} H_{2k+1+w-\tilde{z}_1} = N_{k+\frac{1}{2}(w,w-2\tilde{z}_1)}
\]

As mentioned in Remark 3.5, let \( F = \sum_{n=0}^{\infty} F_n \). We have

\[
F = \sum_{k=0}^{\infty} F_{2k} + \sum_{k=0}^{\infty} F_{2k+1}
\]

\[
= \exp\left(\frac{1}{2} yS\right) \sum_{k=0}^{\infty} \sum_{w \in K} N_{k+\frac{1}{2}(w,w-2\tilde{z}_0)} \exp\left(\frac{1}{2} yF\right)^{2k} \prod_{v \in A[2]} \exp\left( (\int_{w-\tilde{z}_0} \gamma_v) y_v \right) q^{\frac{1}{2} H_{2k+w-\tilde{z}_0}} + \exp\left(\frac{1}{2} yS\right) \sum_{k=0}^{\infty} \sum_{w \in K} N_{k+\frac{1}{2}(w,w-2\tilde{z}_1)} \exp\left(\frac{1}{2} yF\right)^{2k+1} \prod_{v \in A[2]} \exp\left( (\int_{w-\tilde{z}_1} \gamma_v) y_v \right) q^{\frac{1}{2} H_{2k+1+w-\tilde{z}_1}}.
\]

If we then perform the substitutions given in equation (3.6), this simplifies to

\[
F = \lambda_0 \sum_{k=0}^{\infty} \sum_{w \in K} N_{k+\frac{1}{2}(w,w-2\tilde{z}_0)} u^{2k} \prod_{v \in A[2]} \exp\left( (\int_{w} \gamma_v) y_v \right) q^w \\
\lambda_1 \sum_{k=0}^{\infty} \sum_{w \in K} N_{k+\frac{1}{2}(w,w-2\tilde{z}_1)} u^{2k+1} \prod_{v \in A[2]} \exp\left( (\int_{w} \gamma_v) y_v \right) q^w
\]

To simplify this we perform the substitution \( n = k + \frac{1}{2} \langle w, w - \tilde{z}_i \rangle \) which
yields

\[ F = \lambda_0 \sum_{n=0}^{\infty} \sum_{w \in K} N_n u^{2n} u^{-\langle w, w - 2\xi_0 \rangle} \prod_{v \in A[2]} \exp \left( \left( \int_w \gamma_v \right) y_v \right) q^w \]

\[ + \lambda_0 \sum_{n=0}^{\infty} \sum_{w \in K} N_n u^{2n} u^{-\langle w, w - 2\xi_1 \rangle + 1} \prod_{v \in A[2]} \exp \left( \left( \int_w \gamma_v \right) y_v \right) q^w \]

\[ = \lambda_0 \frac{u^2}{\Delta(u^2)} \sum_{w \in K} u^{-\langle w, w - 2\xi_0 \rangle} \prod_{v \in A[2]} \exp \left( \left( \int_w \gamma_v \right) y_v \right) q^w \]

\[ + \lambda_1 \frac{u^2}{\Delta(u^2)} \sum_{w \in K} u^{-\langle w, w - 2\xi_1 \rangle + 1} \prod_{v \in A[2]} \exp \left( \left( \int_w \gamma_v \right) y_v \right) q^w \]

as claimed. \qed

3.2 Application of the crepant resolution conjecture

We now use apply the crepant resolution conjecture of [5] to compute the potential function of the orbifold \([A/\pm 1]\). This conjecture is given as follows.

**Conjecture 3.7** ([5, Conjecture 1.2]). *Given an orbifold \(\mathcal{X}\) satisfying the hard Lefschetz condition and admitting a crepant resolution \(Y\), there exists a graded linear isomorphism

\[ L : H^*(Y) \to H^*_{orb}(\mathcal{X}) \]

and roots of unity \(c_1, \ldots, c_r\) such that the following conditions hold.

1. The inverse of \(L\) extends the map \(\pi^* : H^*(\mathcal{X}) \to H^*(Y)\).
2. Regarding the potential function $F^Y$ as a power series in $y_0, \ldots, y_a$, and in $q_1, \ldots, q_s$, the coefficients admit analytic continuations from $(q_{s+1}, \ldots, q_r) = (0, \ldots, 0)$ to $(q_{s+1}, \ldots, q_r) = (c_{s+1}, \ldots c_r)$.

3. The potential functions $F^X$ and $F^Y$ are equal after the substitution

$$y_i = \sum_j L_i^j x_j, \quad q_i = \begin{cases} c_i & \text{for } i > s \\ c_i t_i & \text{for } i \leq s \end{cases}$$

It should be noted that the crepant resolution conjecture, as stated, only applies to ordinary Gromov-Witten invariants and not to reduced Gromov-Witten invariants as we use in our case. The short explanation is simply that it appears to work. The longer explanation is that our situation (dealing with fibre-wise Gromov-Witten invariants of a non-Kähler 3-fold) is similar enough to the CY3 case that it should work. Moreover, the local picture around the singular points is the same as that of the resolution $T^*\mathbb{P}^1 \to [\mathbb{C}^2/\pm 1]$, a case where the equivariant version of the crepant resolution conjecture has been proven [5]. The only issue is whether or not we can extant this globally to the orbifold $[A/\pm 1]$, which appears to be the case.

As is usually the case, the change-of-variables is forced upon us by knowing a few of the invariants and choosing data to match those. In our case this comes from two sources. As stated above, we have a good understanding of the local picture around a singular point, so we can use that knowledge. Moreover, we already know the number of genus 2 curves in an Abelian surface due to Götsche [11]. These two facts allow us to derive the full change-of-variables for the restricted potential function, which is given as
follows.

The function \( L : H^\ast(\text{Km}(A)) \to H^\ast_{\text{orb}}([A/ \pm 1]) \) used in the crepant resolution conjectures is the following. Let \( y_v \) denote the formal cohomological variable corresponding to the dual of an exceptional divisor \( E_v \), and let \( z_v \) denote the variable corresponding to the class in the twisted sector of \( [A/ \pm 1] \). Similarly, let \( y_S \) and \( y_F \) denote the formal variables corresponding to the classes \( S \) and \( F \) (with \( z_S \) and \( z_F \) downstairs), respectively. Then the map \( L \) on the formal variables is given by

\[
L(y_v) = iz_v \quad L(y_S) = z_S \quad L(y_F) = z_F
\]

while the roots of unity are given by applying, for \( w = \sum_{v \in A[2]} a_v E_v \)

\[
q^w \mapsto (-1)^w := (-1)^{\sum_{v \in A[2]} a_v T}
\]

and the substitutions

\[
q^{S/2} \mapsto t^{S/2} \quad q^{F/2} \mapsto -t^{F/2}
\]

As in the statement of Theorem 3.6, we will continue with the equivalent substitution of

\[
u = \left( \exp(z_F) t^F \right)^{1/2}.
\]

which yields that \( u \mapsto -u \) under this substitution. All of this together yields the following.

**Proposition 3.8.** Assume the crepant resolution conjecture holds for the
resolutions $\text{Km}(A_n) \to [A_n/ \pm 1]$. Then the restricted genus 0 orbifold Gromov-Witten potential function for $[A/\pm 1]$, when summed over all polarizations, is given by

$$F^{[A/\pm 1]} = \left( \exp(zS) t^S \right)^{1/2} \frac{u^2}{\Delta(u^2)} \cdot$$

$$\left( \prod_{v \in \varepsilon_0} e^{-iz_v/2} \sum_{w \in K} u^{-\langle w, w - 2\varepsilon_0 \rangle} \prod_{v \in A[2]} \exp \left( i \int_w \gamma_v z_v \right) (-1)^w \right) \cdot$$

$$\left( \prod_{v \in \varepsilon_1} e^{-iz_v/2} \sum_{w \in K} u^{-\langle w, w - 2\varepsilon_1 \rangle + 1} \prod_{v \in A[2]} \exp \left( i \int_w \gamma_v z_v \right) (-1)^w \right).$$

where $(-1)^w := (-1)^{\sum_{v \in A[2]} \frac{a_v}{2}}$ for $w = \sum_{v \in A[2]} \frac{a_v}{2} E_v$.

**Proof.** If we combine all of the transformations given above, we find that the remaining composite terms in the potential transform as

$$\lambda_0 \mapsto \left( \exp(zS) t^S \right)^{1/2} \prod_{v \in \varepsilon_0} e^{iz_v/2} \quad \lambda_1 \mapsto -\left( \exp(zS) t^S \right)^{1/2} \prod_{v \in \varepsilon_1} e^{iz_v/2}.$$

This yields the result as claimed. $\square$

**Remark 3.9.** We should remark that for simplicity, we will omit the term $\left( \exp(zS) t^S \right)^{1/2}$ occurring at the beginning of the expression, which contributes no further enumerative information.

To simplify this, we recall that from corollary 2.5 we can write any element $\bar{w} \in K$ as $\bar{w} = w + \hat{\eta}$ for $w \in \Lambda$ and $\eta \in \Pi_3$. This allows us to replace the summation over $K$ by a double summation over $\Lambda$ and over $\Pi_3$. More precisely, let $\eta \in \Pi_3$, and (noting that $(-1)^{\hat{\eta}} = 1$ by the definition
above) define

$$
F_\eta^{[A/\pm 1]} = \frac{u^2}{\Delta(u^2)} \left( \prod_{v \in \epsilon_0} e^{-iz_v/2} \sum_{w \in \Lambda} u^{-(w+\vec{\eta},w+\vec{\eta}-2\vec{\epsilon}_0)} \right) .
$$

\[ \prod_{v \in A[2]} \exp \left( i \int_{w+\vec{\eta}} \gamma_v z_v (-1)^w \right) \cdot \prod_{v \in \epsilon_0} e^{-iz_v/2} \sum_{w \in \Lambda} u^{-(w+\vec{\eta},w+\vec{\eta}-2\vec{\epsilon}_0)} + \prod_{v \in \epsilon_1} e^{-iz_v/2} \sum_{w \in \Lambda} u^{-(w+\vec{\eta},w+\vec{\eta}-2\vec{\epsilon}_1)+1} \cdot \prod_{v \in A[2]} \exp \left( i \int_{w+\vec{\eta}} \gamma_v z_v (-1)^w \right) .
$$

Then we have that $F^{[A/\pm 1]} = \sum_{\eta \in \Pi_3} F_\eta^{[A/\pm 1]}$. Since the intersection form restricted to $\Lambda$ is diagonal, the functions $F_\eta^{[A/\pm 1]}$ can now be computed. For simplicity, the superscript $[A/ \pm 1]$ will now be omitted.

**Lemma 3.10.** The function $F_\eta$ can be written as

$$
F_\eta = \frac{u^2}{\Delta(u^2)} \left( u^{1/2}|\eta+\epsilon_0|-2 \prod_{v \in \eta+\epsilon_0} h(z_v, u) \prod_{v \notin \eta+\epsilon_0} g(z_v, u) \right) .
$$

where

$$
h(z, u) = 2 \sum_{k=0}^{\infty} (-1)^k \sin \left( \frac{(2k+1)z}{2} \right) u^{2k^2+2k}
$$

$$
g(z, u) = 1 + 2 \sum_{k=1}^{\infty} (-1)^k \cos(kz) u^{2k^2} .
$$

**Proof.** Throughout this proof we will only work with the terms involving $\epsilon_0$;
all of the proofs for $\varepsilon_1$ are nearly identical. We begin by noting that
\[
\langle w + \hat{\eta}, w + \hat{\eta} - 2\hat{\varepsilon}_0 \rangle = \langle w, w + 2\hat{\eta} - 2\hat{\varepsilon}_0 \rangle + \langle \hat{\eta}, \hat{\eta} \rangle - 2\langle \hat{\eta}, \hat{\varepsilon}_0 \rangle.
\]

Since $|\varepsilon_0| = 4$, and for any two subsets $\eta_1, \eta_2 \in \Pi_0$, we have $\langle \hat{\eta}_1, \hat{\eta}_2 \rangle = -\frac{1}{2}|\eta_1 \cap \eta_2|$ (see remark 2.3), it follows that
\[
\langle \hat{\eta}, \hat{\eta} \rangle - 2\langle \hat{\eta}, \hat{\varepsilon}_0 \rangle = \langle \hat{\eta}, \hat{\eta} \rangle - 2\langle \hat{\eta}, \hat{\varepsilon}_0 \rangle + \langle \hat{\varepsilon}_0, \hat{\varepsilon}_0 \rangle + 2
\]
\[
= -\frac{1}{2}(2|\eta \cap \varepsilon_0| + |\eta|) + 2
\]
\[
= -\frac{1}{2}|\eta + \varepsilon_0| + 2
\]

where we recall that the summation is done in $\Pi_0$ (and so is the symmetric difference of the two sets).

We work now to simplify the expression
\[
\prod_{v \in \varepsilon_0} e^{-iz_v/2} \sum_{w \in \Lambda} u^{-(w, w + 2\hat{\eta} - 2\hat{\varepsilon}_0)} \prod_{v \in A[2]} \exp \left( i(\int_w \gamma_v z_v) \right)(-1)^w.
\]
To begin with, we note that $\exp \left( i(\int_{\hat{\eta}} \gamma_v z_v) \right) = \exp(i z_v/2)$ if $v \in \eta$ (and is 1, otherwise), and so this term is
\[
\prod_{v \in \varepsilon_0 \setminus \eta} e^{-iz_v/2} \prod_{v \in \eta \setminus \varepsilon_0} e^{iz_v/2} \sum_{w \in \Lambda} u^{-(w, w + 2\hat{\eta} - 2\hat{\varepsilon}_0)} \prod_{v \in A[2]} \exp \left( i(\int_w \gamma_v z_v) \right)(-1)^w.
\]
Because of the fact that the intersection form restricted to $\Lambda$ is diagonal, we
can write the latter sum as a product

\[
\sum_{w \in \Lambda} u^{-\langle w, w+2\tilde{\eta}-2\tilde{\epsilon}_0 \rangle} \prod_{v \in A[2]} \exp \left( i \left( \int_{w} \gamma_v z_v \right) \right) (1)^w = \prod_{v \in \eta \setminus \epsilon_0} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2+2k} e^{ikz_v} \cdot \prod_{v \in \epsilon_0 \setminus \eta} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2-2k} e^{ikz_v} \cdot \prod_{v \notin \eta \pm \epsilon_0} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2} e^{ikz_v}.
\]

By rearranging the summation index on the middle product it can be written as

\[
\prod_{v \in \epsilon_0 \setminus \eta} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2-2k} e^{ikz_v} = \prod_{\epsilon_0 \setminus \eta} (-e^{iz_v}) \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2+2k} e^{ikz_v}
\]

and so the whole term becomes

\[
\prod_{v \in \epsilon_0 \setminus \eta} e^{-iz_v/2} \prod_{v \in \eta \setminus \epsilon_0} e^{iz_v/2} \sum_{w \in \Lambda} u^{-\langle w, w+2\tilde{\eta}-2\tilde{\epsilon}_0 \rangle} \prod_{v \in A[2]} \exp \left( i \left( \int_{w} \gamma_v z_v \right) \right) (1)^w = \prod_{v \in \eta \pm \epsilon_0} e^{iz_v/2} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2+2k} e^{ikz_v} \prod_{v \notin \eta \pm \epsilon_0} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2} e^{ikz_v}
\]

Since we have that

\[
\sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2} e^{ikz} = 1 + 2 \sum_{k=1}^{\infty} (-1)^k \cos(kz) u^{2k^2}
\]

and also that

\[
e^{iz/2} \sum_{k=-\infty}^{\infty} (-1)^k u^{2k^2+2k} e^{ikz} = 2 \sum_{k=0}^{\infty} \sin \left( \frac{(2k+1)z}{2} \right) u^{2k^2+2k}
\]
the conclusion follows. □

3.3 Proof of Theorem 1.3

To prove Theorem 1.3 it remains to study the functions $h$ and $g$ given above. As they are written in terms of trigonometric functions, we begin by writing them in terms of Chebyshev polynomials.

Recall that Chebyshev polynomials $T_n(x)$ are given by the relationship

$$T_n(\cos \theta) = \cos(n\theta).$$

They can equivalently be defined recursively via

$$T_0(x) = 1$$

$$T_1(x) = x$$

$$T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x). \quad (3.2)$$

They also satisfy the relationships

$$T_{2n+1}(\sin \theta) = (-1)^n \sin ((2n + 1)\theta)$$

and

$$T_n(1 - 2x^2) = (-1)^n T_{2n}(x).$$

With these last two in mind, we have the following fact.
Proposition 3.11. The functions $h(x, u)$ and $g(x, u)$ can be written as

\[
\begin{align*}
  h(z, u) &= 2 \sum_{n=0}^{\infty} T_{2n+1} \left( \sin \left( \frac{z}{2} \right) \right) u^{2n^2+2n} \\
  g(z, u) &= 1 + 2 \sum_{n=1}^{\infty} T_{2n} \left( \sin \left( \frac{z}{2} \right) \right) u^{2n^2}
\end{align*}
\]

Proposition 3.11 and Lemma 3.10 give us an explicit description for the (relevant portion of the) potential function of the orbifold $[A/ \pm 1]$. We now perform the substitution $x_v = 2 \sin(z_v/2)$ (See Theorem 2.13), and use the following result from Chapter 6.

**Theorem 3.12** (Theorem 6.1). Let $H(x, u) = 2 \sum_{n=0}^{\infty} T_{2n+1}(x/2)q^{n^2+n}$ and $G(x, u) = 1 + 2 \sum_{n=1}^{\infty} T_{2n}(x/2)q^{n^2}$. Then

\[
\begin{align*}
  H(x, u) &= (q^2; q^2)_{\infty}^3 \sum_{k=0}^{\infty} A_k(q^2)x^{2k+1} \\
  G(x, u) &= \frac{(q; q)_{\infty}}{(-q; q)_{\infty}} \sum_{k=0}^{\infty} C_k(q)x^{2k}
\end{align*}
\]

where $(a; q)_{\infty} = \prod_{k=0}^{\infty} (1 - aq^k)$ is a $q$-Pochhammer symbol, and $A_k, C_k$ are MacMahon’s generalized sum-of-divisors functions (See [16]).

We are now in a position to prove theorem 1.3.

**Proof of theorem 1.3.** From Lemma 3.10, Proposition 3.11, and Theorem
3.12, we can write

\[
F_\eta = \frac{u^2}{\Delta(u^2)} \left( u^1_{|\eta+\varepsilon_0|^{-2}} \prod_{v \in \eta + \varepsilon_0} (u^4; u^4)_\infty^3 \sum_{k=0}^{\infty} A_k(u^4)x_v^k \right).
\]

\[
\prod_{v \notin \eta + \varepsilon_1} \left( \frac{(u^2; u^2)_\infty}{(-u^2; u^2)_\infty} \sum_{k=0}^{\infty} C_k(u^2)x_v^k \right) + u^1_{|\eta+\varepsilon_1|-2} \prod_{v \in \eta + \varepsilon_1} (u^4; u^4)_\infty^3 \sum_{k=0}^{\infty} A_k(u^4)x_v^k \right).
\]

Collecting all the Pockhammer symbols (and the extra powers of \(u\)) we find (for the \(\varepsilon_0\) term)

\[
\frac{1}{2} u^2_{|\eta+\varepsilon_0|^{-2}} \frac{u^2}{\Delta(u^2)} \left( (u^4; u^4)_\infty^3 |\eta+\varepsilon_0| \right) \left( \frac{(u^2; u^2)_\infty}{(-u^2; u^2)_\infty} \right)^{16-|\eta+\varepsilon_0|}.
\]

Using the fact that \(\frac{u^2}{\Delta(u^2)} = (u^2; u^2)_\infty^{24}\) and that \((q; q)_\infty (-q; q)_\infty = (q^2; q^2)_\infty\), this simplifies to

\[
\left( u((u^2; u^2)_\infty (-u^2; u^2)_\infty^4) \right)^{1/2 |\eta+\varepsilon_0|^{-2}}.
\]

Using a theorem of Legendre [15] which states that \(((q; q)_\infty (-q; q)^2)_\infty = \sum_{k=0}^{\infty} \sigma_1(2k + 1)q^k\), it follows that this term is in fact \(E(u)\frac{1}{2^{16-|\eta+\varepsilon_0|}}\) where

\[
E(u) = \sum_{k=0}^{\infty} \sigma_1(2k + 1)u^{2k+1} = \frac{1}{16} \vartheta_2(u)^4
\]

and where \(\vartheta_2\) is the Jacobi theta function \(\vartheta_2(q) = \sum_{k=0}^{\infty} q^{(k+1/2)^2}\). An
identical computation yields that the terms in front of the \( \varepsilon_1 \) term simplify to \( E(u)^{\frac{1}{2}|\eta+\varepsilon_1|-2} \).

We can now rewrite \( F_\eta \) as

\[
F_\eta = E(u)^{\frac{1}{2}|\eta+\varepsilon_0|-2} \prod_{v \in \eta+\varepsilon_0} \sum_{k=0}^{\infty} A_k(u^4)x_v^{2k+1} \prod_{v \notin \eta+\varepsilon_0} \sum_{k=0}^{\infty} C_k(u^2)x_v^{2k} + E(u)^{\frac{1}{2}|\eta+\varepsilon_1|-2} \prod_{v \in \eta+\varepsilon_1} \sum_{k=0}^{\infty} A_k(u^4)x_v^{2k+1} \prod_{v \notin \eta+\varepsilon_1} \sum_{k=0}^{\infty} C_k(u^2)x_v^{2k}.
\]

This is the generating function for counting hyperelliptic curves \( f : \Sigma \to A_\eta \) with the property that \( f(w) \in A[2] \) for all Weirstrass points \( w \) where we include the data of how many Weirstrass points lie on a given 2-torsion point. Specifically, the coefficient of the monomial \( \prod_{v \in A[2]} x_v^{k(v)} \) gives the number of such curves with \( k(v) \) Weirstrass points having as image the point \( v \in A[2] \). From this description, the conclusion follows.

**Corollary 3.13.** The coefficient of a monomial \( \prod_{v \in A[2]} x_v^{k(v)} \) in the generating function \( F \) lies in the ring of quasimodular forms.

**Proof.** This follows directly from Theorem 1.3 and from Corollary 6.4.

### 3.4 A simple consequence

One consequence of this formula is a prediction for the lower bound on the arithmetic genus of a hyperelliptic curve in an Abelian surface \( A \), which we prove.

Note that the lowest degree terms of \( A_k(q) \) and \( C_k(q) \), respectively, are
\( (k+1)^2 \) and \( k^2 \). Thus the lowest degree term of

\[
E(u) \frac{1}{2} |S| - 2 \prod_{v \in S} A_{k(v)-1}(u^4) \prod_{v \notin S} C_{k(v)}(u^2)
\]

(see equation (1.1)) is given by

\[
-2 + \sum_{v \in S} \frac{1}{2} + \sum_{v \in S} 4 \left( \frac{1}{2} (k(v) - 1) + 1 \right) + \sum_{v \notin S} 2 \left( \frac{k(v)}{2} \right)^2 = -2 + \sum_{v \in A[2]} \frac{1}{2} k(v)^2.
\]

It follows that this formula predicts that the minimal arithmetic genus of a hyperelliptic curves in \( A \) (with discrete data \( k \)) is

\[
-1 + \sum_{v \in A[2]} \frac{1}{2} k(v)^2
\]

by the definition of \( F_{g,k}(u) \). We now show \textit{without assuming the crepant resolution conjecture} that this is true.

**Theorem 3.14.** Fix \( k \), and let \( g \) be such that \( 2g+2 = |k| \), and suppose that \( A \) has Picard number 1. Then the minimal arithmetic genus of a hyperelliptic curve in \( A \) with discrete data \( k \) is \( \sum_{v \in A[2]} \frac{1}{2} k(v)^2 - 1 \).

**Proof.** Given such discrete data, the geometric genus is given by \( g = \frac{1}{2} |k| - 1 \).

For each \( v \in A[2] \) with \( k(v) > 1 \), we note that any curve which produces such data must be nodal, since more than one Weirstrass point will have the same image. More specifically, we introduce at least \( (k(v))^2 \) nodes for each
\( k(v) > 1 \). As such, the total arithmetic genus is given by

\[
\frac{1}{2} |k| - 1 + \sum_{v \in A[2]} \left( \frac{k(v)}{2} \right) = \frac{1}{2} \sum_{v \in A[2]} k(v) - 1 + \sum_{v \in A[2]} \frac{1}{2} (k(v)^2 - k(v))
\]

\[
= -1 + \sum_{v \in A[2]} \frac{1}{2} k(v)^2
\]

as claimed.

\( 44 \)

**Corollary 3.15.** There are no smooth hyperelliptic curves in \( A \) of genus greater than 5.

**Proof.** We first note that if any \( k(v) > 1 \), then there must be at least one node in the image curve, as we have two Weirstrass points with the same image, \( v \).

Next, note that due to the requirement that \( P \), the set of those \( v \) with \( k(v) \) odd must be congruent to \( \varepsilon_i \) mod \( K \) (or more accurately, mod \( \Pi_3 \)) yields that no more than twelve of the sixteen 2-torsion points can have \( k(v) = 1 \) (this maximal case is when \( P \) is the complement of \( \varepsilon_0 \)). In this case, we have that \( 2g + 2 = 12 \), or \( g = 5 \).
Chapter 4

Proofs for Low Genera

4.1 Introduction

We will prove the formula (1.1) for the case of genus 1 and genus 2 curves. Recall that a hyperelliptic curve of genus \( g \) yields a \( \mathbb{P}^1 \) with \( 2g + 2 \) stacky points, and so to enumerate genus \( g \) curves we need only consider those monomials of total degree \( 2g + 2 \). For genus 1, this is degree 4 (we will explain below what a genus one curve in \( A \), which should generically have no elliptic curves, means), and for genus 2, this is of degree 6.

We assume as in Section 2.3 that the Abelian surface is a product \( A \cong S \times F \) of non-isogenous elliptic curves. Recall that there is then an elliptic fibration \( A/ \pm 1 \to S/ \pm 1 \) with general fibre \( F \), and with four special fibres \( F/ \pm 1 \) over the points \( v \in S[2] \). We will further (by abuse of notation) denote by \( S \) and by \( F \) the classes in \( A/ \pm 1 \) of a section \( S/ \pm 1 \) and fibre \( F/ \pm 1 \), respectively.

In the case that the Picard number of \( A \) is 1 and that the curve class is primitive, the source curves are combs with collapsing teeth. This allows us to perform the substitution given in in Theorem 2.13. When the Picard number of \( A \) is greater than 1—as is the case when \( A \cong S \times F \)—or when the class is not primitive, it is possible that there are collapsing components
Figure 4.1: A collapsing component joining two non-collapsing ones
which join two components mapped into $A$ with non-zero degree (see figure 4.1).

These do not contribute to the Gromov-Witten invariant (see Proposition 5.9). From these two considerations, we can consider only those maps which do not collapse any components.

Let $f : \Sigma \to [A/ \pm 1]$ be a rational curve. As we saw, the source is a tree of rational curves $\Sigma = \Sigma_0 \cup \Sigma_1 \cup \cdots \cup \Sigma_k$, and such that $f_*[\Sigma_0] = S$ and $f_*[\Sigma_i] = n_i F$ for $i \geq 1$ with $\sum n_i = n$ (and $n_i > 0$, as discussed above). Moreover, the leaves of the tree of curves must have at least 3 stacky points on them (plus a node which connects them to the tree).

For convenience, we now need to label the 2-torsion points of $A$. We label them as

\[ \begin{array}{cccccc}
E_0 & E_4 & E_8 & E_{12} & 2\text{-torsion from $S$} \\
E_1 & E_5 & E_9 & E_{13} & \text{Translates of $S$} \\
E_2 & E_6 & E_{10} & E_{14} & 2\text{-torsion from $F$} \\
E_3 & E_7 & E_{11} & E_{15} & \\
\end{array} \]

with monomials labeled similarly. With this labelling, we have the explicit descriptions $\varepsilon_0 = \frac{1}{2}(E_0 + E_4 + E_8 + E_{12})$ and $\varepsilon_1 = \frac{1}{2}(E_1 + E_2 + E_3) + \frac{1}{2}(E_4 + E_8 + E_{12})$.
4.2 Genus 1

The genus 1 case is somewhat of an aberation; there are of course no elliptic curves in a generic Abelian surface. It turns out that the genus 1 case corresponds to a ‘polarization’ of type (1,0). By Poincaré’s Reducibility Theorem [14, Chapter 5, Theorem 3.5], such an $A$ is isogenous to a product of elliptic curves.

Since the source curve is genus 1, on the orbifold side we have exactly 4 marked stacky points. From the description above, if the source curve were to consist of more than one component, it would have at least 6 marked points, and so the source curve must be irreducible with $f$ mapping it isomorphically onto a section $S/\pm 1$. There is only one such map (as $S, F$ were chosen to be generic).

The only term with monomials of degree 4 from all of the functions $F_\eta$ are $x_0x_4x_8x_{12}$, $x_1x_5x_9x_{13}$, $x_2x_6x_{10}x_{14}$, and $x_3x_7x_{11}x_{15}$. If we look at the formula (1.1), the prediction for each of these is also 1, and so the conjecture is verified.

It should be noted that in terms of computing the actual number of such curves, these latter three monomials yield curves that are simply translations of the first, and so the number of genus 1 curves in $A$ in the class $S$ is 1, as we would expect.

4.3 Genus 2

The component which maps isomorphically onto a section curve $S/\pm 1$ must have three of the six marked points, and so our source curve must consist
of exactly two components, \( \Sigma = \Sigma_0 \cup \Sigma_1 \), and where \( f_\ast[\Sigma_1] = nF \). Thus the component \( \Sigma_1 \) is an \( n \)-fold cover of \( F/\pm 1 \) (with certain data about the images of the stacky points in \( \Sigma_1 \)), and so we are reduced to computing the number of such covers.

Analogous to the genus 1 case, since we only care up to translation in \( A \), we need only focus on certain monomials. These are

\[
x_1x_2x_3x_4x_8x_{12} \quad x_0^3x_4x_8x_{12} \quad x_0x_4x_8x_{12}x_1^2 \quad x_0x_4x_8x_{12}x_2^2 \quad x_0x_4x_8x_{12}x_3^2
\]

and the corresponding predictions are

\[
E(u) \quad A_1(u^4) \quad C_1(u^2) \quad C_1(u^2) \quad C_1(u^2).
\]

The first comes simply from the term \( \varepsilon_1 \) and the others all come from \( \varepsilon_0 \).

In each case, we are counting maps \( \Sigma_1 \to [F/\pm 1] \) of a curve with four \( \mathbb{Z}/2 \)-points to the orbifold \( [F/\pm 1] \). In this case, we can lift to the cover

\[
\begin{array}{c}
E \\
\downarrow \\
\Sigma_1 \\
\downarrow \\
F/\pm 1
\end{array}
\]

and so we can compute this by counting covers of \( F \) by elliptic curves \( E \) satisfying certain conditions based on the image of the 2-torsion of \( E \). These are the following.

1. The first monomial corresponds to those maps \( E \to F \) such that the 2-torsion of \( E \) surjects onto the 2-torsion of \( F \).
2. The second monomial corresponds to those maps such that all 2-torsion of $E$ maps to $0 \in F$.

3. The last three monomials all correspond to the three possible cases where $E[2]$ surjects onto a subgroup $\langle e_i \rangle$ for $e_i$ a non-zero 2-torsion point in $F$.

We first need a classically known fact.

**Proposition 4.1.** Let $E$ be an elliptic curve. Then the number of degree $n$ isogenies $F \to E$ is given by $\sigma_1(n) = \sum_{d|n} d$.

**Proof.** As maps of Abelian varieties are determined by their lattices, counting degree $n$ isogenies $F \to E$ is the same as counting index $n$ sublattices of a fixed rank 2 lattice. Up to change of basis of the respective lattices, this is the same as counting matrices of the form

$$\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}$$

with $ad = n$ and $0 \leq b < d$. This is clearly equal to $\sigma_1(n)$ as claimed. \(\square\)

All that is now required are the following lemmata. We will provide a proof of Lemma 4.4, the rest of them having a similar flavour.

**Lemma 4.2.** Suppose that $g : E \to F$ is a map of elliptic curves. Then the degree of $g$ is odd if and only if the 2-torsion surjects.

In this case the generating function is simply the odd-degree part of $A_1(u)$, i.e. $E(u)$. 
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Lemma 4.3. Suppose that $g : E \to F$ is a map of elliptic curves such that $g(E[2]) = 0$. Then $g$ factors through the degree 4 map

$$
\begin{array}{ccc}
E & \xrightarrow{g} & F \\
\downarrow & & \downarrow \\
F / F[2] & & \end{array}
$$

In this case, we are actually counting all covers of the curve $F/F[2]$—but this is of course the same as counting covers of degree $n/4$ of an arbitrary curve. That is, we obtain the function $A_1(u^4)$ as desired.

Lemma 4.4. Suppose that $g : E \to F$ is a map of elliptic curves such that $g(E[2])$ surjects onto the subgroup $\langle v \rangle$ for some non-zero $v \in F[2]$. Then $g$ factors through the degree 2 map

$$
\begin{array}{ccc}
E & \xrightarrow{g} & F \\
\downarrow & & \downarrow \\
F / \langle v \rangle & & \end{array}
$$

Proof. As before, we consider maps of elliptic curves via the maps on their underlying lattices. That is, we consider the map $\widetilde{g} : \Lambda_E \hookrightarrow \Lambda_F$. Choose a basis $\lambda_1, \lambda_2$ of $\Lambda_F$, and $\mu_1, \mu_2$ of $\Lambda_E$ such that $\frac{1}{2}\lambda_1$ represents the 2-torsion point $v$. We will show that its image lies in the sublattice $\langle \lambda_1, 2\lambda_2 \rangle$, which proves the lemma.

The condition above yields (up to labelling) that

$$
g(\frac{1}{2}\mu_1) \equiv \frac{1}{2}\lambda_1 \pmod{\Lambda_F} \quad \text{and} \quad g(\frac{1}{2}\mu_2) \in \Lambda_F
$$
or equivalently that
\[ g(\mu_1) - \lambda_1 \in 2\Lambda_F \quad \text{and} \quad g(\mu_2) \in 2\Lambda_F. \]

It follows that \( g(\Lambda_E) \subset \langle \lambda_1, 2\Lambda_F \rangle = \langle \lambda_1, 2\lambda_2 \rangle \) as claimed.

In this final case, we are counting those covers of degree \( n/2 \) of \( F/\langle e_i \rangle \) (i.e. \( A_1(u^2) \)) less those whose 2-torsion is all mapped to zero (i.e. \( A_1(u^4) \), from before). That is, the generating function is \( A_1(u^2) - A_1(u^4) = C_1(u^2) \).

These three lemmas together prove the conjecture for the genus 2 case.

### 4.4 Proof of Göttsche’s genus 2 formula

If we consider all the previous cases, it follows that the number of genus 2 curves in \( A \) up to translation in \( A \) is given by the sum of all of the given terms above. That is, if we let \( F_2(u) \) denote the number of genus 2 curves in \( A \) up to translation, then we have

\[
F_2(u) = E(u) + A_1(u^4) + 3(A_1(u^2) - A_1(u^4)) \\
= E(u) + 3A_1(u^2) - 2A_1(u^4). \tag{4.2}
\]

It is clear that the odd powers of \( u \) in the right-hand side are the same as those in \( A_1(u) \). The fact that the even powers match those of \( A_1(u) \) will follow from the following lemmata. We once more prove only the second, the first being similar.
Lemma 4.5. Let $n > 0$ be congruent to 2 (mod 4). Then

$$\sigma_1(n) = 3\sigma_1(n/2).$$

Lemma 4.6. Let $n > 0$ be congruent to 0 (mod 4). Then

$$\sigma_1(n) = 3\sigma_1(n/2) - 2\sigma_1(n/4).$$

Proof. Write $n = 2^k m$ with $2 \nmid m$ and with $k \geq 2$. Then as $\sigma_1$ is a multiplicative function, we have that

$$\sigma_1(n) = \sigma_1(2^k)\sigma_1(m)$$

$$= (2^{k+1} - 1)\sigma_1(m)$$

$$= (3(2^k - 1) - 2(2^{k-1} - 1))\sigma_1(m)$$

$$= 3\sigma_1(n/2) - 2\sigma_1(n/4)$$

as claimed. \qed

In [11], the following is proven.

Theorem 4.7 (Göttsche, Theorem 3.2). Let $(A, L)$ be a polarized Abelian surface with polarization of type $(1, n)$. Then the generating function for the number of genus 2 curves in the linear system $|L|$, summed over all polarization types, is given by

$$\tilde{F}_2(u) = \sum_{n=1}^{\infty} n^2 \sigma_1(n)u^n = D^2 A_1(u)$$
To see that these are equivalent, we note that the difference between the two counts—that is, curves in a fixed linear system vs. curves up to translation—comes from translating by elements in the kernel of the isogeny $A \to \tilde{A} = \text{Pic}^0(A)$ given by $a \mapsto L \otimes t_0^*L^{-1}$. If the polarization is of type $(1, n)$, then the map on lattices $H_1(A) \to H_1(\tilde{A})$ can be represented by the matrix (2.2) (see Section 2.1). The map is thus of degree $n^2$, and so the kernel consists of exactly $n^2$ elements. This yields the claim.
Chapter 5

Structure of the Moduli Space

In this Chapter we gather a few facts about the structure of the moduli space $\overline{M} ([A/ \pm 1]; k; n)$, and in particular about its reduced virtual fundamental class. All throughout we assume that $A$ is a generic Abelian surface and has Picard number 1.

As stated before, the Gromov-Witten theory of an Abelian or K3 surface, strictly speaking is trivial, as any of these can be deformed into a non-algebraic surface. To account for that, we look at a reduced theory for these surfaces. For more detail, see [7, 6, 17].

To construct the reduced class on $\overline{M} ([A/ \pm 1]; 2g + 2; n)$, we use the following approach. Let $A$ be a fixed polarized Abelian surface with polarization of type $(1, n)$, and let $B$ be the family of Kähler metrics arising from the hyperkähler structure. Note that $B \cong S^2$, the real 2-sphere.

Let $\mathcal{A} \xrightarrow{\pi} B$ be the family of Abelian surfaces over $B$ given by this family of metrics. That is, $A_b = \pi^{-1}(b)$ is $A$ with the Kähler structure given by $b$. We can take the fiber-wise quotient to obtain the family $[\mathcal{A}/ \pm 1] \xrightarrow{\pi} B$ which we use to construct our reduced class.
Remark 5.1. The family \( \mathcal{A} \) is not an algebraic family. In fact, to work with this we must leave the algebraic setting and move into the complex analytic category. However, while it is not algebraic, it is fiber-wise Kähler, and so we are still able to work with Gromov-Witten invariants of this family.

It is worth noting that the construction of the reduced class for families of K3 surfaces has been done in [17] purely in the algebraic category. It seems likely that their methods would work similarly to obtain an algebraic reduced class for the moduli space of maps into an Abelian surface, and that we should similarly be able to do this for the orbifold \([A/\pm 1]\). We do not however pursue this approach in this work.

In the end we use the notion of the Twistor family as it is a well-understood and concrete approach. This concrete approach suits us well, as it permits us to define our invariants with as little pain as possible.

Note that we have an inclusion \( \iota : [A/\pm 1] \to [\mathcal{A}/\pm 1] \) as one of the fibres. For brevity’s sake, define

\[
M = \overline{M} ([A/\pm 1]; 2g + 2; \beta) \quad \text{and} \quad M' = \overline{M} ([\mathcal{A}/\pm 1]; 2g + 2; \iota_\ast \beta).
\]

We have the following lemma.

**Lemma 5.2.** Let \([A/\pm 1]\) be as above, and suppose that \(C \subset [A/\pm 1]\) is a holomorphic curve. Then the only Kähler structure in \(B\) that has a holomorphic curve in the class \([C]\) is the original Kähler structure for which \(C\) is holomorphic.

**Proof.** Suppose that there are two complex structures \(b, b'\) for which there are curves in the class \([C]\) which are holomorphic. We can then lift these
to the cover $A \to [A/ \pm 1]$ to obtain two differing complex structures on $A$
which support curves in a fixed homology class; this contradicts [6, Lemma
3.4].

From this we obtain the following.

**Proposition 5.3.** The moduli spaces $M$ and $M'$ are isomorphic in the cat-
egory of complex analytic stacks.

**Proof.** There is an obvious map $M \to M'$ induced by the inclusion $\iota$. Specif-
ically, for a family

$$
\begin{tikzcd}
\tilde{C} & A \\
C & [A/ \pm 1] \\
T
\arrow{r}{s_i} & 
\end{tikzcd}
$$

we can compose with the inclusion $\iota$ to obtain

$$
\begin{tikzcd}
\tilde{C} & A \\
C & [A/ \pm 1] \\
T
\arrow{r}{s_i} & 
\end{tikzcd} \xrightarrow{\iota} \begin{tikzcd}
\tilde{C} & A \\
C & [A/ \pm 1] \\
T
\arrow{r}{s_i} & 
\end{tikzcd}
$$

For the reverse direction, note that all holomorphic curves in $[\mathcal{A}/ \pm 1]$ land
in a fixed fibre \([A/ \pm 1]_b\). This given a diagram

\[
\begin{array}{ccc}
\tilde{C} & \longrightarrow & A \\
\uparrow s_i & & \downarrow f \quad [A/ \pm 1] \\
C & \longrightarrow & \tilde{A}
\end{array}
\]

we note that the map \(f\) factors through this fixed fibre \([A/ \pm 1]_b\). This yields the inverse map \(j : M' \to M\).

We compute the virtual dimension of \(M'\) to be

\[
\int_{[\lambda]} c_1([A/ \pm 1]) + (1 - g)(\dim [A/ \pm 1] - 3) + (2g + 2) - \sum_{i=1}^{2g+2} \text{age}(p_i) = 0
\]

and so we have a virtual fundamental class \([M']_{\text{vir}}\) in degree zero.

**Definition 5.4** We define the reduced virtual fundamental class on \(M\) to be

\[
[M]^{\text{red}} = j_* [M']_{\text{vir}}.
\]

We next investigate the structure of the space \(\overline{M}_{k,n} = \overline{M} ([A/ \pm 1]; k; n)\). Recall that, for \(k : A[2] \to \mathbb{Z}_{\geq 0}\), this is the moduli space of genus 0 twisted stable maps into \([A/ \pm 1]\) such that \(k(v)\) stacky points have as image \(k(v)\).

Denote by \(\lambda \vdash k\) a ‘multipartition’ of \(k\). That is, a collection of partitions \(\lambda^v \vdash k(v)\) with parts \((\lambda^v_1, \ldots, \lambda^v_{\lambda^v})\), indexed by \(v \in A[2]\). We say that a
twisted stable map has partition type $\lambda$ if we can write the source curve as

$$\Sigma = \Sigma_0 \cup \bigcup_{v \in A[2]} \bigcup_{i=1}^{r_v} \Sigma_{v_i}^v$$

with each $\Sigma_{v_i}^v$ a (potentially nodal) genus 0 curve with $\lambda_i^v$ marked $\mathbb{Z}/2$-points, and where $\Sigma_i^v$ is attached to the curve $\Sigma_0$ at some point, which is will be stacky depending on the parity of $\lambda_i^v$. The map then collapses each $\Sigma_i^v$ to the stacky point in $[A/ \pm 1]$ corresponding to $v \in A[2]$.

Lastly, denote by $\overline{M}_{\lambda,n}$ the closed substack consisting of those maps with partition type $\lambda$. The main result is the following.

**Proposition 5.5.** If the Picard number of $A$ is 1, then

$$\overline{M}_{k,n} = \bigsqcup_{\lambda \vdash k} \overline{M}_{\lambda,n}.$$  

**Proof.** As stated before, each $\overline{M}_{\lambda,n}$ is a closed substack, and so we must show that they are also open in $\overline{M}_{k,n}$. We claim that any deformation of the nodes connected a tooth to the handle cannot be smoothed.

We first note that the collection of rational curves (excluding collapsing components) in $[A/ \pm 1]$ is 0-dimensional. Indeed, if it were not then by looking at the proper transform we would obtain a positive dimensional family of rational curves in $Km(A)$, which cannot exist (See, e.g., [8]).

Now, since the Picard number is 1 and the curve class is primitive, the source curve must be the normalization of its image. We will assume for simplicity that the number of teeth on the curve is 1, and that this tooth is itself irreducible. Thus if we were to smooth the node joining this tooth,
the resulting source curve must be irreducible.

Consider now a flat family of twisted stable maps into \([A/ \pm 1]\) over a punctured base \(T' = T \setminus \{p\}\).

\[
\begin{array}{ccc}
\mathcal{C} & \longrightarrow & [A/ \pm 1] \\
\downarrow & & \downarrow \\
T' & & T'
\end{array}
\]

Since each fibre is the normalization of the image curve in \([A/ \pm 1]\), this family must be constant. As the moduli spaces \(\overline{M}_{k,n}\) are separated and proper, there is a unique way to fill in the central fibre, which in this case must also be a constant family. In particular, the resulting central fibre is also the normalization of the image, and so must have no teeth. It follows that no nodes joining the teeth to the handle can be smoothed.

\[\square\]

The main result of this decomposition is the following. Recall (See Proposition 2.11) that all curves in \(\overline{M} ([A/ \pm 1]; 2g + 2; n)\) are comb curves. We claimed that the components corresponding to even parts contribute zero to the Gromov-Witten invariant—this is equivalent to saying that if a comb curve has a tooth which is joined to the handle at a non-orbifold point, then it contributes zero to the total invariant.

**Lemma 5.6.** Let \(v \in A[2]\) be fixed, and let \(\overline{M}_{0,2g+2|2k,v}\) denote the component consisting of those twisted stable maps into \([A/ \pm 1]\) which collapse a component to \(v\) with \(2k\) marked stacky points, and with \(2g + 2\) marked stacky
points elsewhere. Then

$$\int_{\overline{[M_{0;2g+2|2k,v}]}^{\text{red}}} 1 = 0$$

Proof. We will assume without loss of generality (by induction on the number of collapsing components) that the source curve consists of two components, $\Sigma_1$ and $\Sigma_2$ joined at a non-stacky point $P$, and with $\Sigma_1$ being the handle.

We begin with a little notation. Define

$$M_1 = M^{\circ} ([A/\pm 1]; 2g + 2, 1; n)$$

to be the moduli space of twisted stable maps into $[A/\pm 1]$ with no collapsing components and with one ordinary (i.e. non-stacky) marked point. This has (reduced) virtual dimension 1. Similarly, define

$$M_2 = \overline{M} (B\mathbb{Z}/2; 2k, 1; 0)$$

to be the moduli space of twisted stable maps into $B\mathbb{Z}/2 = [C^2/\pm 1]$, which we think of as the local model for one of the stacky points in $[A/\pm 1]$. This also has virtual dimension 1.

Now, unlike the case where the node is stacky, we do not have an isomorphism

$$M_{0;2g+2|2k,v} \cong M_1 \times M_2$$

due to the fact that the curves are joined at a non-stacky point. What we
do have, however, is a morphism \( \iota : M_{0;2g+2|2k,v} \to M_1 \times M_2 \) which fits into the gluing diagram

\[
\begin{array}{ccc}
M_{0;2g+2|2k,v} & \xrightarrow{\iota} & M_1 \times M_2 \\
\downarrow & & \downarrow_{ev \times ev} \\
\mathcal{T}[A/ \pm 1] & \xrightarrow{\Delta} & \mathcal{T}[A/ \pm 1] \times \mathcal{T}[A/ \pm 1]
\end{array}
\]

where the evaluation maps on the right are from the non-stacky points.

From this we obtain (see [2, Proposition 5.3.1]) that

\[
[M_{0;2g+2|2k,v}]^{red} = \Delta^! ([M_1]^{red} \times [M_2]^{red}).
\]

Now, since the evaluations are at non-stacky points, they in fact lie in the non-twisted sector, which is \([A/ \pm 1]\). Since \([A/ \pm 1]\) satisfies Poincaré duality (rationally, at least), we can choose a basis \((\gamma_i)\) of the cohomology of \([A/ \pm 1]\) so that this is given by

\[
\Delta^! ([M_1]^{red} \times [M_2]^{red}) = \sum_i \int_{ev_*[M_1]^{red}} \gamma_i \int_{ev_*[M_2]^{red}} \gamma^i.
\]

Since \([M_1]^{red}\) and \([M_2]^{red}\) are classes in \(H_2\), we see that the only cohomology classes which may contribute are those in dimension 2. However, since the map \(ev : M_2 \to [A/ \pm 1]\) is constant (recall that this is a collapsing component), it doesn’t intersect any classes in \(H^2\), and so each of the integrals \(\int_{ev_*[M_2]^{red}} \gamma^i\) are zero. It follows then that \([M_{0;2g+2|2k,v}]^{red} = 0\) as claimed. \(\square\)

We will next provide the proofs of several facts concerning the non-
enumerative nature of the Gromov-Witten invariants stated in section 2.2.

First, recall that we have the decomposition of moduli spaces

\[ U_{\lambda,n} = M^o ([A/ \pm 1]; k_\lambda; n) \times \prod_{v \in A[2]} \prod_{i=1}^{r_v} M (BZ/2; \lambda^v_i + 1; 0) \]

together with a projection map \( p_\lambda : U_{\lambda,n} \to M^o ([A/ \pm 1]; k_\lambda; n) \).

**Theorem 5.7** (Theorem 2.12). Let \( \lambda = (\lambda^v)_{v \in A[2]} \) be a collection of partitions of \( k \), all of which consist of odd parts. Then the virtual degree of \( p_\lambda \) is

\[
(\frac{1}{4})^{\frac{1}{2}(|k| - |k_\lambda|)} [M^o ([A/ \pm 1]; k_\lambda; n)]^\text{red}.
\]

The proof of this is virtually identical to that in [20, Section 3.6]. Let \( \pi : \mathcal{C} \to U_{\lambda,n} \) denote the universal curve, and let \( \Sigma = \Sigma_0 \cup \Sigma_1 \cup \cdots \cup \Sigma_k \) denote a comb curve. Since all deformations of the nodes which join the teeth to the handle are obstructed, we have the exact sequence

\[
0 \to \bigoplus_{P_i} \pi_* (TP_i \Sigma_0 \otimes TP_i \Sigma_i) \to \text{Obs}(f) \to \text{Obs}(\Sigma, f) \to 0. \tag{5.1}
\]

We will compute \( \text{Obs}(f) \), and use this exact sequence to compute the obstruction bundle \( \text{Obs}(\Sigma, f) \).

**Lemma 5.8.** Over a point \( [f : \Sigma \to \mathcal{A}/ \pm 1] \), the bundle \( \text{Obs}(f) \) is isomorphic to

\[
\text{Obs}(f) \cong H^1(\Sigma_0, f^*T[\mathcal{A}/ \pm 1]|_{\Sigma_0}) \oplus \bigoplus_{i=1}^{k} H^1(\Sigma_i, \rho_1 \oplus \rho_1)
\]
where \( \rho_1 \) is the non-trivial representation of \( \mathbb{Z}/2 \).

**Proof.** As above, let \( f : \Sigma \to [\mathcal{A}/ \pm 1] \) be a comb curve with teeth \( \Sigma_i \) for \( 1 \leq i \leq k \), and let \( T = f^*T[\mathcal{A}/ \pm 1] \). Recall that over such a point that

\[
\text{Obs}(f) \cong H^1(\Sigma, T).
\]

To compute this, we look at the normalization sequence

\[
H^0(\Sigma_0, T) \oplus \bigoplus_{i=1}^k H^0(\Sigma_i, T|_{\Sigma_i}) \to \bigoplus_{i=1}^k H^0(P_i, T|_{P_i}) \to \\
\to H^1(\Sigma, T) \to \bigoplus_{i=0}^k H^1(\Sigma_i, T|_{\Sigma_i}) \to 0
\]

where \( P_i \) is the node joining \( \Sigma_i \) to \( \Sigma_0 \). As \( f \) is representable, the image of \( P_i \) must lie in the twisted sector, and so we see that \( T|_{\Sigma_i} \cong T|_{P_i} \cong \rho_1 \oplus \rho_1 \oplus \rho_0 \) where \( \rho_1 \) and \( \rho_0 \) denote the non-trivial and trivial representations of \( \mathbb{Z}/2 \), respectively. Since \( \Sigma_i \) has stacky points, and since \( P_i \cong B\mathbb{Z}/2 \), we have that \( H^0(\Sigma_0, \rho_1) \cong 0 \) (and similarly for \( P_i \)). Moreover, it is clear that \( H^0(\Sigma_i, \rho_0) \to H^0(P_i, \rho_0) \) is surjective. It follows then that

\[
\text{Obs}(f) \cong H^1(\Sigma, T) \cong H^1(\Sigma_0, T|_{\Sigma_0}) \oplus \bigoplus_{i=1}^k H^1(\Sigma_i, T|_{\Sigma_i}).
\]

Since \( T|_{\Sigma_i} \cong \rho_1 \oplus \rho_1 \oplus \rho_0 \) and \( \rho_0 \), being the trivial representation, has no higher cohomology, the lemma follows. \( \Box \)

**Proof of Theorem 2.12.** Since \( M_{0; \lambda}^\circ \) is zero-dimensional, on components of \( U_{\lambda,n} \) the summand of \( \text{Obs}(f) \) coming from \( H^1(\Sigma_0, f^*T[\mathcal{A}/ \pm 1]|_{\Sigma_0}) \) is a
fixed vector space, and so it corresponds to a trivial summand. Moreover, as discussed in [21], the terms $H^1(\Sigma_i, \rho_1 \oplus \rho_1)$ contributed a dual Hodge bundle summand; that is, $\text{Obs}(f) \cong \mathcal{O}^\oplus \oplus \bigoplus_{i=1}^k \mathbb{E}_i^\vee \oplus \mathbb{E}_i^\vee$. Our exact sequence (5.1) thus reads

$$0 \to \bigoplus_{P_i} \pi_*(TP_i \Sigma_0 \otimes TP_i \Sigma_i) \to \mathcal{O}^\oplus \oplus \bigoplus_{i=1}^k \mathbb{E}_i^\vee \oplus \mathbb{E}_i^\vee \to \text{Obs}(\Sigma, f) \to 0.$$  

from which we compute that the total Chern class of $\text{Obs}(\Sigma, f)$ over $U_{\lambda,n}$ is given by

$$c\left(\mathcal{O}^\oplus\right) \prod_{i=1}^k \frac{c(\mathbb{E}_i^\vee)^2}{c(\pi_*(TP_i \Sigma_0 \otimes TP_i \Sigma_i))}.$$ 

We need to integrate this obstruction class over the fibres of the projection map $p_{\lambda} : U_{\lambda,n} \to M^\circ ([A/ \pm 1]; k_{\lambda}; n)$. Specifically, we need to compute the integrals (using the notation of [10])

$$\int_{M(B\mathbb{Z}/2; 2g_i+2; 0)} \frac{c(\mathbb{E}_i)^2}{1 - \frac{1}{2} \psi_1}$$  

which are computed in [21, 10] to be $(-\frac{1}{4})^{g_i}$.

Since the fibre is the product

$$\prod_{v \in A[2]} \prod_{i=1}^{r_v} M(B\mathbb{Z}/2; \lambda_v^i + 1; 0)$$
it follows that the degree of the pushforward is

\[
\prod_{v \in A[2]} \prod_{i=1}^{r_v} \left( -\frac{1}{4} \right)^{\frac{1}{2}} (\lambda_v^i - 1) = \prod_{v \in A[2]} \left( -\frac{1}{4} \right)^{\frac{1}{2}} k(v) - \frac{1}{2} r_v = \left( -\frac{1}{4} \right)^{\frac{1}{2} |k| - |k_v|}
\]

as claimed. \( \square \)

Consider now case that \( A \cong S \times F \). The same reasoning as above yields that on any component of \( \overline{\mathcal{M}}([A/\pm 1]; 2g + 2; n) \) which collapses a component between two non-collapsing components (see figure 4.1), the virtual class is obtained by computing the integral

\[
\int_{\overline{\mathcal{M}}(BZ/2; 2g + 2; 0)} \frac{c(\mathcal{E})^2}{(1 - \frac{1}{2} \psi_1)(1 - \frac{1}{2} \psi_2)}
\]

which arises due to the two nodes whose smoothings are obstructed.

**Proposition 5.9.** Let \( g > 0 \). Then the integral

\[
\int_{\overline{\mathcal{M}}(BZ/2; 2g + 2; 0)} \frac{c(\mathcal{E})^2}{(1 - \frac{1}{2} \psi_1)(1 - \frac{1}{2} \psi_2)}
\]

is zero.

**Proof.** We follow a method similar to the one given in [10] to prove that (5.2) is equal to \((-\frac{1}{4})^g\). More specifically, we assemble the Gromov-Witten invariants into a generating function, which we will see must be equal to zero.

Let \( \mathcal{X} = [\mathbb{C}^2/\pm 1] \). Let 1 and \( v \), respectively, denote the generators
of the untwisted and twisted sectors of $H^*(\mathcal{X})$, and let $\langle \cdots \rangle$ denote the integral
\[
\int_{\mathcal{M}} \cdots
\]
where the integral is over the appropriate moduli space of genus 0 twisted stable maps into $\mathcal{X}$. Let $g > 1$, and let $a, b$ be non-negative integers. The topological recursion relations in this case yield
\[
\langle v^{2g-1}, \tau_{a+1} v, \tau_b v, v \rangle = 2 \sum_{i=1}^{g-1} \binom{2g-1}{2i} \langle v^{2i}, \tau_a v, v \rangle \langle v^{2(g-i)-1}, \tau_b v, v, v \rangle
\]
\[
+ 2 \sum_{i=1}^{g} \binom{2g-1}{2i-1} \langle v^{2i-1}, \tau_a v, 1 \rangle \langle v^{2(g-i)}, \tau_b v, v, 1 \rangle
\]
\[
= 2 \sum_{i=1}^{g-1} \binom{2g-1}{2i} \langle v^{2i+1}, \tau_a v \rangle \langle v^{2(g-i)+1}, \tau_b v \rangle
\]
\[
+ 2 \sum_{i=1}^{g} \binom{2g-1}{2i-1} \langle v^{2i-1}, \tau_{a-1} v \rangle \langle v^{2(g-i)+1}, \tau_{b-1} v \rangle
\]
where the second equality is given by the string equation. For $g = 1$, this reads
\[
\langle v^2, \tau_{a+1} v, \tau_b v \rangle = 2 \langle v, \tau_a v, 1 \rangle \langle v, \tau_b v, 1 \rangle
\]
due to the requirement that each component of the curve have an even number of stacky points.

Multiplying both sides of this by $2^{a+b-1}$ and summing $a$ and $b$ from 0
to $\infty$ yields

$$
\left\langle v^{2g}, \frac{v}{1 - \frac{1}{2} \psi_1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle - \left\langle v^{2g+1}, \frac{v}{1 - \frac{1}{2} \psi_1} \right\rangle \\
= \sum_{i=1}^{g-1} \left( \frac{2g - 1}{2i} \right) \left\langle v^{2i+1}, \frac{v}{1 - \frac{1}{2} \psi_1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle \\
+ \frac{1}{4} \sum_{i=1}^{g} \left( \frac{2g - 1}{2i - 1} \right) \left\langle v^{2i-1}, \frac{v}{1 - \frac{1}{2} \psi_1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle (5.3)
$$

We now assemble these into a generating series. Let $H(q)$ and $h(q)$ be given by

$$
H(q) = \sum_{g=1}^{\infty} \left\langle v^{2g}, \frac{v}{1 - \frac{1}{2} \psi_1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle q^{2g-1} \left( \frac{2g - 1}{(2g - 1)!} \right)
$$

$$
h(q) = q + \sum_{g=1}^{\infty} \left\langle v^{2g+1}, \frac{v}{1 - \frac{1}{2} \psi_1} \right\rangle q^{2g+1} \left( \frac{2g + 1}{(2g + 1)!} \right)
$$

From [10], we see that $h(q) = 2 \sin(q/2)$. Moreover, if we multiply (5.3) by $q^{2g-1} \left( \frac{2g - 1}{(2g - 1)!} \right)$ and sum from $g = 1$ to $\infty$, we obtain

$$
H(q) - h''(q) =
$$

$$
\sum_{g=1}^{\infty} \sum_{i=1}^{g-1} \left\langle v^{2i+1}, \frac{v}{1 - \frac{1}{2} \psi_1} \right\rangle q^{2i} \left( \frac{2i}{(2i)!} \right) \left\langle v^{2(g-i)+1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle q^{2(g-i)-1} \left( \frac{2(g-i) - 1}{(2g - 2i - 1)!} \right)
$$

$$
+ \frac{1}{4} \sum_{g=1}^{\infty} \sum_{i=1}^{g} \left\langle v^{2i-1}, \frac{v}{1 - \frac{1}{2} \psi_1} \right\rangle q^{2i-1} \left( \frac{2i-1}{(2i-1)!} \right) \left\langle v^{2(g-i)+1}, \frac{v}{1 - \frac{1}{2} \psi_2} \right\rangle q^{2(g-i)} \left( \frac{2(g-i)}{(2g - 2i)!} \right) (5.4)
$$

A somewhat tedious computation yields that the right-hand side of (5.4) is
equal to

\[(h'(q) - 1) h''(q) + \frac{1}{4} h(q) h'(q) = h'(q) h''(q) - h''(q) + \frac{1}{4} h(q) h'(q).\]

Since \(h''(q) = -\frac{1}{4} h(q)\), this is simply equal to \(-h''(q)\). It follows then that \(H(q) = 0\). Since

\[
\left\langle \frac{\nu^{2g} \nu}{1 - \frac{1}{2} \psi_1}, \frac{\nu}{1 - \frac{1}{2} \psi_2} \right\rangle = \int_{M(BZ/2;2g+2;0)} \frac{c(E)^2}{(1 - \frac{1}{2} \psi_1)(1 - \frac{1}{2} \psi_2)}
\]

the claim follows.

Next, recall that we defined the generating functions

\[
F_n(z_v) = \sum_{k: A[2] \to \mathbb{Z}_{\geq 0}} GW_{k,n} \prod_{v \in A[2]} \frac{z_{k(v)}^{v}}{k(v)!},
\]

\[
F_n^0(x_v) = \sum_{k: A[2] \to \mathbb{Z}_{\geq 0}} GW_{k,n}^0 \prod_{v \in A[2]} \frac{x_{k(v)}^{v}}{k(v)!}.
\]

We prove now the following.

**Theorem 5.10 (Theorem 2.13).** The two generating functions \(F_n\) and \(F_n^0\) are equal after the substitution \(x_v = 2 \sin(z_v/2)\).

**Proof.** We prove this by computing \(F_n^0(2 \sin(z_v/2))\), and showing that this is equal to \(F_n(z_v)\). For simplicity we use the notation \(A^v = \text{Map}(A[2], \mathbb{Z}_{\geq 0})\).

Note that

\[
2 \sin(z_v/2) = \sum_{\ell=0}^{\infty} \left( -\frac{1}{4} \right)^{\ell} \frac{z_v^{2\ell+1}}{(2\ell+1)!}.
\]
Substituting this into the definition for $F_n^\circ$ we obtain

\[
F_n^\circ(2 \sin(zv/2)) = \sum_{k \in A^\vee} GW_{k,n}^\circ \prod_{v \in A[2]} \frac{1}{k(v)!} \left( \sum_{\ell = 0}^{\infty} \left( -\frac{1}{4} \right)^\ell \frac{z_v^{2\ell+1}}{(2\ell + 1)!} \right)^{k(v)}
\]

\[
= \sum_{k \in A^\vee} GW_{k,n}^\circ \prod_{v \in A[2]} \sum_{\ell = 0}^{\infty} \left( -\frac{1}{4} \right)^\ell \frac{z_v^{2\ell+k(v)}}{(2\ell + k(v))!} s(2\ell + k(v), k(v)) \sum_{k \in \mathbb{Z}} GW_{k,n}^\circ \prod_{v \in A[2]} \sum_{\ell = 0}^{\infty} \left( -\frac{1}{4} \right)^\ell \frac{z_v^{2\ell+k(v)}}{(2\ell + k(v))!} s(2\ell + k(v), k(v))
\]

where

\[
s(k, \ell) = \frac{1}{\ell!} \sum_{a_1 + \cdots + a_\ell = k} \binom{k}{a_1, \ldots, a_\ell}.
\]

Exchanging the order of the summation over $\ell$ and the product over $v$ in this expression we find that

\[
F_n^\circ(2 \sin(zv/2)) = \sum_{k, \ell \in A^\vee} GW_{k,n}^\circ \sum_{\ell \in A^\vee} \left( -\frac{1}{4} \right)^{\ell} \prod_{v \in A[2]} \frac{z_v^{2\ell+k(v)}}{(2\ell + k(v))!} s(2\ell + k(v), k(v))
\]

\[
= \sum_{k, \ell \in A^\vee} GW_{k,n}^\circ \left( -\frac{1}{4} \right)^{\ell} \prod_{v \in A[2]} \frac{z_v^{2\ell+k(v)}}{(2\ell + k(v))!} s(2\ell + k(v), k(v))
\]

If we then re-index the summation by letting $k' = 2\ell + k$ (and for simplicity of notation omitting the '), we find

\[
F_n^\circ(2 \sin(zv/2)) = \sum_{k, \ell \in A^\vee} GW_{k,n}^\circ \sum_{\ell \in A^\vee} \left( -\frac{1}{4} \right)^{\ell} \prod_{v \in A[2]} \frac{z_v^{k(v)}}{k(v)!} s(k(v), (k - 2\ell)(v))
\]

The claim then that these two generating functions are equal is equivalent then to the claim that

\[
GW_{k,n} = \sum_{\ell \in A^\vee} GW_{k-2\ell,n}^\circ \left( -\frac{1}{4} \right)^{\ell} \prod_{v \in A[2]} s(k(v), (k - 2\ell)(v))
\]
This follows from theorem 2.12 and from the following interpretation of the numbers \( s(k, \ell) \).

The number \( s(k, \ell) \) gives the count of all possible ways of partitioning \( k \) marked points into \( \ell \) (unordered) odd-sized collections of points.

In our case, by summing over all possible functions \( \ell : A[2] \to \mathbb{Z}_{\geq 0} \), the numbers \( s(k(v), (k - 2\ell)(v)) \) yield the count of all possible ways of partitioning the \( k(v) \) points mapping to a given 2-torsion point \( v \) by bubbling off collapsing components (all of which must have odd numbers of marked points). Order does not matter as they all map to the same point. For each such possibility, the Gromov-Witten invariant is then \( GW_{k - 2\ell}^0 \) (the invariant coming from the non-collapsing component) times \( (-\frac{1}{4})^{\ell} \) (the virtual degree of the map which forgets the collapsing components), as discussed above. This proves the theorem. \( \Box \)
Chapter 6

MacMahon’s Generalized Sum-of-Divisors Functions

6.1 Statement of results

In this chapter we prove some relations satisfied by the generalized sum-of-divisors functions introduced by P. A. MacMahon in [16, pp. 303, 309]. In particular, as stated in Theorem 1.3, we prove that they are in the ring of quasi-modular forms.

Recall that the sum-of-divisors function $\sigma_k(n)$ is defined to be

$$\sigma_k(n) = \sum_{d|n} d^k.$$ 

For $k = 1$, this has as a generating function

$$A_1(q) = \sum_{k=1}^{\infty} \sigma_1(n)q^n = \sum_{k=1}^{\infty} \frac{q^k}{(1 - q^k)^2}.$$
Generalizing this notion, MacMahon introduces the generating functions

\[ A_k = \sum_{0<m_1<\cdots<m_k} \frac{q^{m_1+\cdots+m_k}}{(1-q^{m_1})^2 \cdots (1-q^{m_k})^2} \]

\[ C_k = \sum_{0<m_1<\cdots<m_k} \frac{q^{2m_1+\cdots+2m_k-k}}{(1-q^{2m_1-1})^2 \cdots (1-q^{2m_k-1})^2} \]

(with \( A_0 \) and \( C_0 \) defined to be 1) These provide generalizations in the following sense.

Fix a positive integer \( k \). We define \( a_{n,k} \) to be the sum

\[ a_{n,k} = \sum s_1 \cdots s_k \]

where the sum is taken over all possible ways of writing \( n = s_1 m_1 + \cdots + s_k m_k \) with \( 0 < m_1 < \cdots < m_k \), and \( s_i > 0 \). Note that for \( k = 1 \) this is nothing but \( \sigma_1(n) \), the usual sum-of-divisors function. It can then be shown that we have

\[ A_k(q) = \sum_{n=1}^{\infty} a_{n,k} q^n. \]

Similarly, we define \( c_{n,k} \) to be

\[ c_{n,k} = \sum s_1 \cdots s_k \]

where the sum is over all partitions of \( n \) into

\[ n = s_1 (2m_1 - 1) + \cdots + s_k (2m_k - 1) \]

with, as before \( 0 < m_1 < \cdots < m_k \). For \( k = 1 \) this is the sum over all
divisors whose conjugate is an odd number. As for the case of $a_{n,k}$, we have

$$C_k(q) = \sum_{n=1}^{\infty} c_{n,k} q^n. \quad \text{(1)}$$

We recall also that Chebyshev polynomials are defined via the relation

$$T_n(\cos \theta) = \cos(n\theta).$$

With these we form the following generating functions.

$$F(x, q) := 2 \sum_{n=0}^{\infty} T_{2n+1}(\frac{1}{2} x) q^{n^2+n}, \quad \text{and} \quad G(x, q) := 1 + 2 \sum_{n=1}^{\infty} T_{2n}(\frac{1}{2} x) q^{n^2}. \quad \text{(2)}$$

The results of this Chapter are the following.

**Theorem 6.1.** We have the following equalities:

$$\begin{align*}
F(x, q) &= (q^2; q^2)_{\infty} \sum_{k=0}^{\infty} A_k(q^2) x^{2k+1} \\
G(x, q) &= (q; q)_{\infty} \sum_{k=0}^{\infty} C_k(q) x^{2k}
\end{align*}$$

where $(a; q)_{\infty} = \prod_{k=0}^{\infty} (1 - aq^k)$. 
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Corollary 6.2. The functions $A_k(q)$ and $C_k(q)$ can be written as

$$A_k(q) = \frac{(-1)^k}{(2k + 1)!} \sum_{n=0}^{\infty} (-1)^n (2n + 1) \frac{(n + k)!}{(n - k)!} q^{\frac{1}{2}(n+1)} 2^n,$$

$$C_k(q) = \frac{(-1)^k}{2k!(q;q)_{\infty}} \sum_{n=0}^{\infty} (-1)^n 2^n \frac{(n + k - 1)!}{(n - k)!} q^n .$$

Corollary 6.3. The functions $A_k$ and $C_k$ satisfy the recurrence relations

$$A_k(q) = \frac{1}{(2k + 1)2k} \left( (6A_1(q) + k(k - 1))A_{k-1}(q) - 2q \frac{d}{dq} A_{k-1}(q) \right),$$

$$C_k(q) = \frac{1}{2k(2k - 1)} \left( (2C_1(q) + (k - 1)^2)C_{k-1}(q) - q \frac{d}{dq} C_{k-1}(q) \right).$$

The final result of this chapter settles a long-standing conjecture of P. A. MacMahon. In his paper [16, p. 328] he makes the claim

The function $A_k = \sum a_{n,k} q^n$ has apparently the property that the coefficient $a_{n,k}$ is expressible as a linear function of the sum of the uneven powers of the divisors of $n$. I have not succeeded in reaching the general theory...

What we prove is the following.

Corollary 6.4. The functions $A_k(q)$ are in the ring of quasi-modular forms.
6.2 Proofs

Proof of theorem 6.1. Beginning with the series $F(x,q)$, and letting $x = 2 \cos \theta$ we find

$$F(x,q) = 2 \sum_{n=0}^{\infty} T_{2n+1}(\cos \theta) q^{n^2+n}$$

$$= 2 \sum_{n=0}^{\infty} \cos \left( (2n+1)\theta \right) q^{n^2+n}$$

$$= \sum_{n=0}^{\infty} \left( e^{i(2n+1)\theta} + e^{-i(2n+1)\theta} \right) q^{n^2+n}$$

$$= \sum_{n=0}^{\infty} e^{i(2n+1)\theta} q^{n^2+n} + \sum_{n=0}^{\infty} e^{-i(2n+1)\theta} q^{n^2+n}$$

where in the latter sum, letting $n \mapsto -n - 1$ we obtain

$$F(x,q) = e^{i\theta} \sum_{n=-\infty}^{\infty} e^{2ni\theta} q^{n^2+n}.$$

Using the Jacobi triple product we see that this is equal to

$$e^{i\theta} \sum_{n=-\infty}^{\infty} e^{2ni\theta} q^{n^2+n} = e^{i\theta} (-e^{-2i\theta}; q^2)_{\infty} (-q^2 e^{2i\theta}; q^2)_{\infty} (q^2; q^2)_{\infty}$$

$$= \left( e^{i\theta} + e^{-i\theta} \right) (q^2; q^2)_{\infty} \prod_{m=1}^{\infty} \left( 1 + \frac{2 \cos(2\theta) q^{2m} + q^{4m}}{x^2 - 2} \right)$$

$$= x(q^2; q^2)_{\infty} \prod_{m=1}^{\infty} \left( (1 - q^{2m})^2 + x^2 q^{2m} \right)$$

$$= x(q^2; q^2)_{\infty} \prod_{m=1}^{\infty} \left( 1 + x^2 \left( \frac{q^{2m}}{(1 - q^{2m})^2} \right) \right)$$

$$= (q^2; q^2)_{\infty} \sum_{k=0}^{\infty} A_k(q^2)x^{2k+1}$$
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and thus comparing coefficients of \(x^{2k+1}\) yields the result.

We ply a similar trick for \(G(x, k)\). In that case we have

\[
G(x, q) = 1 + 2 \sum_{n > 0} T_{2n}(\cos \theta) q^{n^2}
= 1 + 2 \sum_{n > 0} \cos(2n \theta) q^{n^2}
= \sum_{n = -\infty}^{\infty} e^{2ni \theta} q^{n^2}
\]

which, again, by the Jacobi triple product yields

\[
\sum_{n = -\infty}^{\infty} e^{2ni \theta} q^{n^2} = (q^2; q^2)_\infty (-qe^{2i \theta}; q^2)_\infty (-qe^{-2i \theta}; q^2)_\infty
= (q^2; q^2)_\infty \prod_{m=1}^{\infty} \left( 1 + 2 \cos(2 \theta) q^{2m-1} + q^{4m-2} \right)
= (q^2; q^2)_\infty \prod_{m=1}^{\infty} \left( (1 - q^{2m-1})^2 + x^2 q^{2m-1} \right)
= (q^2; q^2)_\infty (q; q^2)_\infty \prod_{m=1}^{\infty} \left( 1 + x^2 q^{2m-1} \frac{q^{2m-1}}{(1 - q^{2m-1})^2} \right)
= \frac{(q; q)_\infty}{(-q; q)_\infty} \sum_{k=0}^{\infty} C_k(q) x^{2k}
\]

which completes the theorem. \(\square\)

To deduce Corollary 6.2, we begin by expanding the series \(F(x, q)\) (and
similarly, $G(x, q)$ in powers of $x$, i.e.

\[ F(x, q) = x f_0(q) + x^3 f_1(q) + x^5 f_2(q) + \cdots + x^{2k+1} f_k(q) + \cdots \]

\[ G(x, q) = g_0(q) + x^2 g_1(q) + x^4 g_2(q) + \cdots + x^{2k} g_k(q) + \cdots . \]

Now, the coefficients of $x^{2k}$ in $2T_{2n}(\frac{1}{2}x)$ and of $x^{2k+1}$ in $2T_{2n+1}(\frac{1}{2}x)$ are respectively given by

\[ 2n(-1)^{n-k} \frac{(n+k-1)!}{(n-k)!(2k)!} \]

\[ (-1)^{n-k} \frac{(2n+1)(n+k)!}{(n-k)!(2k+1)!} \]

and thus we have

\[ f_k(q) = \frac{(-1)^k}{(2k+1)!} \sum_{n=0}^{\infty} (-1)^n (2n+1) \frac{(n+k)!}{(n-k)!} q^{n^2+n} \]

\[ g_k(q) = \frac{(-1)^k}{(2k)!} \sum_{n=1}^{\infty} (-1)^n n \frac{(n+k-1)!}{(n-k)!} q^n. \]

with $g_0$ defined to be $1 + 2 \sum_{n=1}^{\infty} (-1)^n q^{n^2}$. As Theorem 6.1 implies that $f_k(q) = (q^2; q^2)_\infty^3 A_k(q^2)$ and $g_k(q) = \frac{(q; q)_\infty^{(q; q)_\infty}}{(-q; q)_\infty} C_k(q)$, we see that Corollary 6.2 follows.

Next, letting

\[ f_0(q) = \sum_{n=0}^{\infty} (-1)^n (2n+1) q^{n^2+n} = (q^2; q^2)_\infty^3 \]

\[ g_0(q) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n q^{n^2} = \frac{(q; q)_\infty}{(-q; q)_\infty} \]

and defining the operators $D_\ell = q \frac{d}{dq} - \ell(\ell - 1)$ and $D'_\ell = q \frac{d}{dq} - (\ell - 1)^2$, we
then have that
\[ f_k(q) = \frac{(-1)^k}{(2k+1)!} D_k \cdots D_1 f_0(q) \]
\[ g_k(q) = \frac{(-1)^k}{(2k)!} D'_k \cdots D'_1 g_0(q). \]

From these formulae we note that the functions \( f_k, g_k \) satisfy the recursion relations
\[ f_k(q) = -\frac{1}{(2k+1)2k} \left( q \frac{d}{dq} - k(k-1) \right) f_{k-1}(q) \]
\[ g_k(q) = -\frac{1}{2k(2k-1)} \left( q \frac{d}{dq} -(k-1)^2 \right) g_{k-1}(q). \]

Noting again that \( f_k(q) = (q^2; q^2)_\infty^3 A_k(q^2) \) and \( g_k(q) = \frac{(q;q)_\infty}{(-q;q)_\infty} C_k(q), \)
together with the relations
\[ q \frac{d}{dq} (q^2; q^2)_\infty^3 = -6(q^2; q^2)_\infty^3 A_1(q^2) \]
\[ q \frac{d}{dq} (q; q)_\infty = -2 \frac{(q; q)_\infty}{(-q; q)_\infty} C_1(q), \]
we now obtain the recurrence relation of Corollary 6.3 between the functions \( A_k(q) \) and \( C_k(q). \)

Our final result requires a bit of explanation. It is well known that the ring of modular forms for the full modular group \( \Gamma = PSL_2(\mathbb{Z}) \) is the polynomial ring in the generators \( E_4, E_6, \) where
\[ E_{2k}(q) = \frac{1}{2} \zeta(1-2k) + \sum_{n=1}^{\infty} \sigma_{2k-1}(n)q^n \]
are the Eisenstein series of weights $2k$. There are no modular forms of weight 2 for $\Gamma$, but $E_2 = -\frac{1}{24} + \sum_{n=1}^{\infty} \sigma_1(n)q^n$ is a quasi-modular form (See [13]).

The relevant fact for this paper is that the ring of all such objects (which contains the ring of modular forms as a subring) is the ring generated either by $E_2, E_4$, and $E_6$, or by $q \frac{d}{dq}$ and by $E_2$. Noting then that $A_1(q) = E_2(q) + \frac{1}{24}$, the recurrence relation from Corollary 6.3 implies that each $A_k(q)$ lies in this ring, and hence the conclusion follows.
Chapter 7

Conclusion

7.1 Summary

The main result of this thesis is the complete solution (assuming the crepant resolution conjecture for the resolution \( \text{Km}(A) \rightarrow A/\pm 1 \)) of the problem stated in Question 1.1 regarding the number of hyperelliptic curves in a generic polarized Abelian surface. In face we provide a stronger result, in that we refine this count based on the discrete data of the image of the Weirstrass points in \( A[2] \). Moreover, we show that there are strong restrictions on what possible patterns of these images are allowed, which is not \textit{a priori} obvious.

The formula obtained from this thesis is also of interest. It has a certain elegance to it, and it provides further connections between geometry, number theory, and combinatorics. For example, it is by no means obvious that counting certain restricted partitions of \( h - 1 \) should provide information about the number of hyperelliptic curves of arithmetic genus \( h \) in a generic abelian surface \( A \). This also proves once more the importance of the study of modular forms in geometry.

Lastly, this work offered as a nice side-effect the proof of a more-than-90-year old conjecture of P. A. MacMahon’s [16] regarding the patterns that
arise when studying the functions $A_k(q)$ and $C_k(q)$. While MacMahon did
not have available the language of (quasi-) modular forms to describe the
generating functions he constructed to count partitions, it is in some ways
exactly the result of Corollary 6.4 that he predicted.

7.2 Further research

The most obvious direction to guide further research is to remove the reliance
of this proof on the crepant resolution conjecture. That is, we would like
to prove that the generation functions given hold using only the methods of
orbifold Gromov-Witten theory. The first stages and the general method are
outlined in Chapter 4 where the case of genus 1 and genus 2 are proven, but
for higher genera more care is required.

This is first seen in the genus 3 case. As stated in Section 2.3, the
moduli space $\overline{M}([A/ \pm 1]; 2g + 2; n)$ in the case that $A \cong S \times F$ will be a
product of moduli spaces of Hurwitz covers of the rational curve $F/ \pm 1$.
In the case of genus 3, it can be shown that this space is one dimensional,
although its virtual dimension is zero. Thus we need to take care with virtual
fundamental classes and obstruction bundles to obtain our desired results,
as well as a careful study of certain moduli spaces of Hurwitz covers.

The use of Gromov-Witten theory to study Hurwitz covers has proven to
be a fruitful method of study (see [19]), but as yet is limited to some strong
restrictions on allowable monodromy. As the monodromy which results from
computing the number of higher genus hyperelliptic curves in $A \cong S \times F$
falls out of this class, it would be worthwhile to work to extend these known
results.

A further approach that is of interest is to prove Theorem 1.3 is to follow along the ideas for proving the genus 2 case given in [11]. In that paper, the count of genus 2 curves is given by a purely lattice-theoretic approach. The idea is that a map $C \to A$ for an Abelian variety $A$ factors as

$$
\begin{array}{ccc}
C & \rightarrow & J(C) \\
\downarrow & & \downarrow \\
A & \rightarrow & \end{array}
$$

where $J(C)$ is the Jacobian variety of the curve $C$. Since $J(C)$ is itself an Abelian variety, we can study the map $C \to A$ up to translation in $A$ by instead looking at the map $H_1(J(C)) \cong H_1(C) \to H_1(A)$ using this method. As the Jacobian of hyperelliptic curves has some special structure (see [18]), it follows that we should be able to derive these results simply by studying the maps of lattices.

Finally, one other direction of interest is inspired by Section 4.4 and Equation (4.2):

$$A_1(u) = E(u) + 3A_1(u^2) - 2A_1(u^4).$$

We see in this case that a certain linear combination of quasi-modular forms of higher level combine to produce one of lower level. An analysis of the genus 3 case yields a similar phenomena for the generation functions $A_2(u)$ and for $C_2(u)$, and so the question arises under which conditions this can occur. This leads into the Galois theory of modular functions, in an attempt
to understand the particulars of how linear combinations of non-invariant objects become invariant under the larger group $PSL_2(\mathbb{Z})$. 
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