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Abstract

Asymptotic iteration method (AIM) is used to find the exact analytical solutions of the one dimensional Klein-Gordon equation for the $q$-deformed Manning-Rosen potential with equal Lorentz vector and scalar potential. The bound state eigenfunctions are obtained in terms of the hypergeometric functions. Using the present results energy eigenvalues and corresponding eigenfunctions of the special cases like Pöschl-Teller potential, Rosen-Morse potential and Eckart type potential are derived before concluding the work.
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I. Introduction

It is well known that the Klein-Gordon equation[1-2] can always be reduced to a of Schrödinger-type equation specially when the Lorentz scalar and vector potential are equal[3]. Generally, Klein-Gordon equation is used to describe spin zero particles whereas the Dirac equation for the $\frac{1}{2}$ spin particles in relativistic quantum mechanics[4]. The problem of finding the exact solutions of non-relativistic wave equation (Schrödinger equation) as well as for relativistic wave equation (Klein-Gordon equation or Dirac equation), with different special potential models, have received focal attention in quantum mechanics[5-27]. Some authors [28-43] extended the investigations for arbitrary dimensions also. Such studies allow us to look deep inside the phenomenon that occurs in quantum chemistry, molecular, atomic as well as in hadronic physics.

Nowadays, Researchers have shown enormous interest in hyperbolic type potentials[5-9,24-25]. The short range Manning-Rosen potential[44] was proposed by M.F. Manning and N.Rosen in 1933 to explain the diatomic molecular model. This potential as well its modified forms have been used in several branches of physics for bound states and scattering properties of diatomic molecule. The use of its $q$-deformed version is quite useful in the sense that we can study different important other hyperbolic potentials just dialing appropriate $q$ with suitable coupling parameters of the potential.

In this research, the bound state energy eigenvalues and corresponding eigenfunctions of $q$-deformed Manning-Rosen potential with equal Lorentz scalar and vector potentials for the s-wave in the one dimensional Klein-Gordon equation have been studied via asymptotic iteration method [24-25,45-46]. The asymptotic iteration method is very powerful practical method which provides an accurate and efficient way to obtain the spectrum of many particles in relativistic and non relativistic quantum mechanics.

To make this paper self contained in the next section a brief outline of AIM is given. In section III bound state energy eigenvalues and the corresponding eigenfunctions have been derived for the $q$-deformed Manning-Rosen potential. Section IV is for the discussion, where some special cases such that Pöschl-Teller potential, Rosen-Morse potential and Eckart type potential are discussed briefly. Finally, the section V serves the conclusion of the present work.
II. The Asymptotic Iteration Method (AIM)

AIM is proposed to solve the homogeneous linear second order differential equations of the form

\[ y''(x) = \lambda_0(x)y'(x) + s_0(x)y(x), \]  

(1)

where \( \lambda_0(x) \neq 0 \) and the prime denotes the derivative with respect to \( x \). The variables, \( \lambda_0(x) \) and \( s_0(x) \) are sufficiently differentiable. To find a general solution to this equation, we differentiate Eq.(1) with respect to \( x \) and find

\[ y'''(x) = \lambda_1(x)y'(x) + s_1(x)y(x), \]  

(2)

where

\[
\lambda_1(x) = \lambda_0'(x) + s_0(x) + \lambda_0^2(x), \\
s_1(x) = s_0'(x) + s_0(x)\lambda_0(x). 
\]  

(3)

Similarly, the second derivative of Eq.(1) provides

\[ y''''(x) = \lambda_2(x)y'(x) + s_2(x)y(x), \]  

(4)

where

\[
\lambda_2(x) = \lambda_1'(x) + s_1(x) + \lambda_0(x)\lambda_1(x), \\
s_2(x) = s_1'(x) + s_0(x)\lambda_1(x). 
\]  

(5)

We can easily iterate Eq.(1) up to \((k+1)th\) and \((k+2)th\) derivatives, \( k = 1, 2, 3, \ldots \). Therefore, we have

\[
y^{(k+1)}(x) = \lambda_{k-1}(x)y'(x) + s_{k-1}(x)y(x), \\
y^{(k+2)}(x) = \lambda_k(x)y'(x) + s_k(x)y(x), 
\]  

(6)

where

\[
\lambda_k(x) = \lambda_{k-1}'(x) + s_{k-1}(x) + \lambda_0(x)\lambda_{k-1}(x), \\
s_k(x) = s_{k-1}'(x) + s_0(x)\lambda_{k-1}(x), 
\]  

(7)
which are called as the recurrence relation. Now from the ratio of the \((k+2)th\) and \((k+1)th\) derivatives, we have

\[
\frac{d}{dx} \ln[y_n^{(k+1)}(x)] = \frac{y_n^{(k+2)}(x)}{y_n^{(k+1)}(x)} = \frac{\lambda_k(x)[y_n'(x) + \frac{s_k(x)}{\lambda_k(x)}y_n(x)]}{\lambda_{k-1}(x)[y_n'(x) + \frac{s_{k-1}(x)}{\lambda_{k-1}(x)}y_n(x)]}.
\]

(8)

For sufficiently large \(k(>0)\), if

\[
\frac{s_k(x)}{\lambda_k(x)} = \frac{s_{k-1}(x)}{\lambda_{k-1}(x)} = \alpha(x),
\]

(9)

which is the “asymptotic” aspect of the method, then Eq.(8) is reduced to

\[
\frac{d}{dx} \ln[y_n^{(k+1)}(x)] = \frac{\lambda_k(x)}{\lambda_{k-1}(x)},
\]

(10)

which yields

\[
y_n^{(k+1)}(x) = C_1 \exp \left( \int \frac{\lambda_k(x)}{\lambda_{k-1}(x)} dx \right) = C_1 \lambda_{k-1}(x) \exp \left( \int [\alpha(x) + \lambda_0(x)] dx \right),
\]

(11)

where \(C_1\) is the integration constant and right hand side of the Eq.(11) is obtained by using Eq.(9) and Eq.(10). Inserting Eq.(11) into Eq.(6), the first order differential equation is obtained as

\[
y_n'(x) + \alpha(x)y_n(x) = C_1 \exp \left( \int [\alpha(x) + \lambda_0(x)] dx \right).
\]

(12)

This is a first order differential equation which is very easy to solve and general solution of Eq.(1) can be obtained as:

\[
y_n(x) = \exp \left( -\int x \alpha(x_1) dx_1 \right) \left[ C_2 + C_1 \int x \exp \left( \int x \lambda_0(x_2) + 2\alpha(x_2) dx_2 \right) dx_1 \right].
\]

(13)

For a given potential, first the idea is to convert one dimensional Klein-Gordon equation to the form of Eq.(1) which gives \(s_0(x)\) and \(\lambda_0(x)\). Then, using the recurrence relations given by Eq.(7) parameters \(s_k(x)\) and \(\lambda_k(x)\) are obtained. The termination condition of the method in Eq.(9) can be arranged as

\[
\Delta_k(x) = \lambda_k(x)s_{k-1}(x) - \lambda_{k-1}(x)s_k(x) = 0,
\]

(14)

where \(k\) is the iteration number. For the exactly solvable potentials, the energy eigenvalues are obtained from the roots of Eq.(14) and the radial quantum number \(n\) is equal to the iteration number \(k\) for this case. For nontrivial potentials that have no exact solutions, for a
specific $n$ principle quantum number, we choose a suitable $x_0$ point, determined generally as
the maximum value of the asymptotic wave function or the minimum value of the potential
[45] and the approximate energy eigenvalues are obtained from the roots of Eq.(14) for
sufficiently great values of $k$ with iteration for which $k$ is always greater than $n$ in these
numerical solutions.
The general solution of Eq.(1) is given by Eq.(13). The first part of Eq.(13) gives the
polynomial solutions that are convergent and physical, whereas the second part of Eq.(13)
gives non-physical solutions that are divergent. Although Eq.(13) is the general solutions
of Eq.(1), we take the coefficient of the second part $C_1 = 0$, in order to find the square
integrable solutions. Therefore, the corresponding eigenfunctions can be derived from the
following wave function generator for exactly solvable potentials:

$$y_n(x) = C_2 \exp \left( - \int^{x_0} s_n(x_1) \lambda_n(x_1) dx_1 \right),$$

where $n$ represents the principle quantum number.

III. Bound State Solutions

In natural unit ($\hbar = c = 1$) the one dimensional time independent K-G equation for a
spinless particle of rest mass $m$ is written as

$$\frac{d^2}{dx^2} \Psi(x) + \left[ (E_n - V(x))^2 - (m + S(x))^2 \right] \Psi(x) = 0,$$

where $E_n$ represents the $n$th state relativistic energy of the particle. $V(x)$ and $S(x)$ are the
Lorentz vector and scalar potential respectively. Assuming $V(x) = S(x)$ we have

$$\frac{d^2}{dx^2} \Psi(x) + \left[ (E_n^2 - m^2) - 2(E_n + m)V(x) \right] \Psi(x) = 0.$$ 

Now the $q$-deformed Manning-Rosen potential is of the form

$$V_q(x) = V_1 cosech_q^2(\alpha x) + V_2 coth_q(\alpha x), \quad -1 \leq q < 0 \text{ or } q > 0,$$

where screening parameter $\alpha$ determines the range of the potential and $V_1, V_2$ are the coupling parameters describe the depth of the potential well. In general $q$-deformed hyperbolic functions are defined as

$$\sinh_q(y) = \frac{1}{cosech_q(y)} = \frac{e^y - qe^{-y}}{2}, \quad \cosh_q(y) = \frac{e^y + qe^{-y}}{2}, \quad \coth_q(y) = \frac{\cosh_q(y)}{\sinh_q(y)}.$$
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Using the above definition of $q$-deformed hyperbolic function, the potential function given by Eq.(18) can be rewritten as

$$V(x) = 4V_1 \frac{e^{-2\alpha x}}{(1 - qe^{-2\alpha x})^2} + V_2 \frac{1 + qe^{-2\alpha x}}{1 - qe^{-2\alpha x}}. \quad (19)$$

Introducing the new variable $s = e^{-2\alpha x}$ and using Eq.(19), it is easy to write the Eq.(17) as

$$d^2\Psi(s) \over ds^2 + \frac{1}{s} d\Psi(s) \over ds + \left[ -\frac{\epsilon_n^2}{s^2} - \frac{\gamma(\gamma - 1)q}{s(1 - qs)^2} - \frac{\beta^2(1 + qs)}{s^2(1 - qs)} \right] \Psi(s) = 0, \quad (20)$$

where

$$\epsilon_n^2 = \frac{m^2 - E_n^2}{4\alpha^2}, \gamma(\gamma - 1)q = \frac{2(E_n + m)V_1}{\alpha^2}, \beta^2 = \frac{2(E_n + m)V_2}{2\alpha^2}. \quad (21)$$

To solve Eq.(20) by using AIM, we assume the following physical wave function satisfying the boundary conditions $\Psi(s = 0) = 0$ and $\Psi(s = \frac{1}{q}) = 0$

$$\Psi(s) = s^c(1 - qs)^{\gamma} f_n(s), \quad (22)$$

where $c = \sqrt{\epsilon_n^2 + \beta^2}$.

Inserting the above wave function, Eq.(20) gives the following linear second order homogeneous differential equation

$$d^2f_n(s) \over ds^2 = \left\{ \frac{qs(2c + 2\gamma + 1) - (2c + 1)}{s(1 - qs)} \right\} d\over ds f_n(s) + \left\{ \frac{2q\beta^2 + 2cq\gamma + q\gamma^2}{s(1 - qs)} \right\} f_n(s). \quad (23)$$

Now it is easy to find the solution of Eq.(23) using AIM. Comparing with Eq.(1) we have

$$\lambda_0(s) = \frac{qs(2c + 2\gamma + 1) - (2c + 1)}{s(1 - qs)} = \frac{qs - u}{s(1 - sq)}$$

$$s_0(s) = \frac{2q\beta^2 + 2cq\gamma + q\gamma^2}{s(1 - qs)} = \frac{ql}{s(1 - sq)}, \quad (24)$$

where

$$k = 2c + 2\gamma + 1, \quad u = 2c + 1, \quad l = 2\beta^2 + 2c\gamma + \gamma^2. \quad (25)$$

We may calculate $\lambda_k(s)$ and $s_k(s)$ from the recursion relation given by Eq.(7). This gives

$$\lambda_1(s) = \lambda'_0 + s_0 + \lambda_0^2 = \frac{s^2q^2(k^2 + k - l) + qs(l - 2u - 2ku) + u^2 + u}{s^2(1 - qs)^2}$$

$$s_1 = s_0' + s_0\lambda_0 = \frac{sq^2(2l + 2k) - q(l + lu)}{s^2(1 - qs)^2} \quad \text{......etc.} \quad (26)$$
Here prime denotes the derivative with respect to $s$. Now Eq.(14) gives 

$$\Delta_1(s) = s_0(s)\lambda_1(s) - s_1(s)\lambda_0(s) = q^2 \frac{l(l+k)}{s^2(1 - qs)^2},$$

(27)

The root of Eq.(27) gives the first value of $\epsilon^2_0$ i.e $\epsilon^2_0$. Similarly finding other $\Delta_n(s)$ we can explore different $\epsilon^2_n$. That means 

$$\Delta_1(s) = s_0(s)\lambda_1(s) - s_1(s)\lambda_0(s) = 0 \Rightarrow \epsilon^2_0 = \frac{\gamma^4 + 4\beta^4}{4\gamma^2},$$

$$\Delta_2(s) = s_1(s)\lambda_2(s) - s_2(s)\lambda_1(s) = 0 \Rightarrow \epsilon^2_1 = \frac{(\gamma + 1)^4 + 4\beta^4}{4(\gamma + 1)^2},$$

$$\Delta_3(s) = s_2(s)\lambda_3(s) - s_3(s)\lambda_2(s) = 0 \Rightarrow \epsilon^2_2 = \frac{(\gamma + 2)^4 + 4\beta^4}{4(\gamma + 2)^2},$$

(28)

......and so on. Now using mathematical induction we can write the eigenvalues of the form 

$$\epsilon^2_n = \frac{(\gamma + n)^4 + 4\beta^4}{4(\gamma + n)^2}; n = 0, 1, 2, 3, .......$$

(29)

The energy eigenvalues of the $q$-deformed Manning-Rosen potential can be found from Eq.(21) as 

$$E^2_n = m^2 - \alpha^2 \left\{ (\gamma + n)^2 + \frac{4\beta^4}{(\gamma + n)^2} \right\},$$

(30)

where $\gamma = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 + \frac{8(E_n + m)V_1}{\alpha^2}}$.

It is to be noted that, by taking $qs = z$ the Eq.(23) transforms to the differential equation 

$$z(1 - z) \frac{d^2G}{dz^2} + [u - z(v + w + 1)] \frac{dG}{dz} - vwG = 0,$$

(31)

where $v + w = 2(c + \gamma)$, $vw = 2\beta^2 + 2c\gamma + \gamma^2 = l$, $u = 2c + 1$ and $G(z) \Rightarrow f_n(s)$.

Eq.(31) is satisfied by the hypergeometric function $[47] \ \ \ _2F_1(u, v, w; z)$.

Now we can derive the unnormalized eigenfunctions by using the wave function generator given by Eq.(15) 

$$f_n(s) = (-1)^n C_2^\gamma \frac{\Gamma(n + 2c + 1)}{\Gamma(2c + 1)} \ _2F_1(-n, 2(c + \gamma) + n, 1 + 2c; qs),$$

(32)

where $\Gamma$ and $\ _2F_1$ are known as the gamma and the hypergeometric functions respectively[47].

Finally using Eq.(32) and Eq.(22) we can write the total unnormalized wave function as 

$$\Psi(s) = Ns^\gamma(1 - qs)^\gamma \ _2F_1(-n, 2(c + \gamma) + n, 1 + 2c; qs),$$

(33)

where $N$ is the normalization constant.
IV. Derivation of Special Cases

1. Pöschl-Teller potential
Inserting \( q = -1 \), \( V_1 \Rightarrow -V_1 \) and \( V_2 = 0 \) the potential given by Eq.(18) [or Eq.(19)] becomes

\[
V(x) = -4V_1 \frac{e^{-2\alpha x}}{(1 + e^{-2\alpha x})^2} = -V_1 \text{sech}^2 \alpha x .
\] (34)

Immediately this helps to find the energy eigenvalues from Eq.(30) as

\[
E_n^2 = m^2 - \alpha^2 (\gamma + n)^2 ,
\] (35)

where \( \gamma = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 + \frac{8(E_n + m)V_1}{\alpha^2}} \). Now as \( \beta \Rightarrow 0 \) we have the constant \( c = \epsilon_n \). This provides the eigenfunctions from Eq.(33)

\[
\Psi(s) = N s^n (1 + s)^\gamma \text{ } _2F_1(-n, 2(\epsilon_n + \gamma) + n, 1 + 2\epsilon_n, -s) .
\] (36)

These results are consistent with the work listed in reference [20].

2. Rosen-Morse potential
Inserting \( q = -1 \) and \( V_1 \Rightarrow -V_1 \) the potential given by Eq.(18) [or Eq.(19)] becomes

\[
V(x) = -V_1 \text{sech}^2 \alpha x + V_2 \tanh \alpha x = -4V_1 \frac{e^{-2\alpha x}}{(1 + e^{-2\alpha x})^2} + V_2 \frac{1 - e^{-2\alpha x}}{1 + e^{-2\alpha x}} .
\] (37)

As previous the energy eigenvalues for this case come out from Eq.(30) as

\[
E_n^2 = m^2 - \alpha^2 \left\{ (\gamma + n)^2 + \frac{4\beta^4}{(\gamma + n)^2} \right\} ,
\] (38)

where \( \gamma = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 + \frac{8(E_n + m)V_1}{\alpha^2}} \).

Corresponding eigenfunctions are

\[
\Psi(s) = N s^n (1 + s)^\gamma \text{ } _2F_1(-n, 2(\epsilon_n + \gamma) + n, 1 + 2\epsilon_n, -s) ,
\] (39)

were \( c = \sqrt{\epsilon_n^2 + \beta^2} \).

These results are similar to the work that listed in reference [25,51].

3. Eckart type potential
Inserting \( q = 1 \) and \( V_2 \Rightarrow -V_2 \) the potential given by Eq.(18) [or Eq.(19)] becomes

\[
V(x) = V_1 \text{coth}^2 \alpha x - V_2 \text{coth} \alpha x = 4V_1 \frac{e^{-2\alpha x}}{(1 - e^{-2\alpha x})^2} - V_2 \frac{1 + e^{-2\alpha x}}{1 - e^{-2\alpha x}} .
\] (40)
Again Eq.(30) gives the energy eigenvalues

\[ E_n^2 = m^2 - \alpha^2 \left\{ (\gamma + n)^2 + \frac{4\beta^4}{(\gamma + n)^2} \right\}, \quad (41) \]

where \( \gamma = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 + \frac{8(E_n + m)V_1}{\alpha^2}}. \)

Corresponding eigenfunctions are

\[ \Psi(s) = N s^c (1 - s)^{\gamma} {}_2F_1(-n, 2(c + \gamma) + n, 1 + 2c, s), \quad (42) \]

were \( c = \sqrt{\epsilon_n^2 + \beta^2}. \)

These results are also consistent with the work listed in reference [51].

V. Conclusions

In this article, one dimensional Klein-Gordon equation has been solved for \( q \)-deformed Manning-Rosen potential with equal Lorentz Vector and scalar potential via AIM. The eigenfunctions are presented by hypergeometric functions. Some special cases such as Pöschl-potential, Rosen-Morse potential, Eckrat type potential are also discussed in this work. We found that the results are in good agreement with the other findings in the literature.

It is evident that the AIM is a powerful, efficient and accurate alternative method of deriving energy eigenvalues and eigenfunctions of the hyperbolic type potentials that are analytically solvable. It should be mentioned that the AIM provides a closed form solutions for the exactly solvable problems. However, if there is no such a solutions, the results are obtained by using iterative approach[48-50]. The results are sufficiently accurate for such special potentials at least for practical purpose.
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