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Abstract—First-order non-convex Riemannian optimization algorithms have gained recent popularity in structured machine learning problems including principal component analysis and low-rank matrix completion. The current paper presents an efficient Riemannian Stochastic Path Integrated Differential EstimatoR (R-SPIDER) algorithm to solve the finite-sum and online Riemannian non-convex minimization problems. At the core of R-SPIDER is a recursive semi-stochastic gradient estimator that can accurately estimate Riemannian gradient under not only exponential mapping and parallel transport, but also general retraction and vector transport operations. Compared with prior Riemannian algorithms, such a recursive gradient estimation mechanism endows R-SPIDER with lower computational cost in first-order oracle complexity. Specifically, for finite-sum problems with $n$ components, R-SPIDER is proved to converge to an $\epsilon$-approximate stationary point within $O(min(n + n^2/\epsilon, n))$ stochastic gradient evaluations, beating the best-known complexity $O(n + n^2)$; for online optimization, R-SPIDER is shown to converge with $O(1/\epsilon)$ complexity which is, to the best of our knowledge, the first non-asymptotic result for online Riemannian optimization. For the special case of gradient dominated functions, we further develop a variant of R-SPIDER with improved linear rate of convergence. Extensive experimental results demonstrate the advantage of the proposed algorithms over the state-of-the-art Riemannian non-convex optimization methods.
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1 INTRODUCTION

RIEMANNIAN optimization problems have received broad interests in high-dimensional statistical learning [1], [2], [3], signal processing [4], [5] and computer vision [6], [7], [8]. In this paper, we are particularly interested in the following finite-sum or online Riemannian optimization minimization problem:

$$\min_{x \in \mathcal{M}} f(x) := \begin{cases} \frac{1}{n} \sum_{i=1}^{n} f_i(x) & \text{(finite-sum);} \\ \hat{E}[f(x; \pi)] & \text{(online problem)}, \end{cases} \quad (1)$$

where $f : \mathcal{M} \mapsto \mathbb{R}$ is a smooth non-convex loss function on a Riemannian manifold $\mathcal{M}$. For the finite-sum problem, each individual sample has an associated loss $f_i(x)$; while under the online setting, the stochastic component $f(x; \pi)$ is indexed by a random variable $\pi$. Such a formulation encapsulates many important structural data analysis problems including principal component analysis (PCA) [9], independent component analysis [10], dictionary learning [1], [2], [11], [12], low-rank matrix/tensor completion/recovery [3], [4], [5], [6], [8], [13], [14], Gaussian mixture models [7], to name a few. These wealth applications have boosted the development of general-purpose algorithms for solving (1).

One classic method [15], [16], [17] is to view Eq. (1) as a constrained optimization problem in the ambient euclidean space. Accordingly, the optimizer, such as stochastic gradient descent [16], [17], alternatively minimizes the objective $f(x)$ without the constraint and projects the current solution onto the Riemannian $\mathcal{M}$. But in large-scale optimization problems, computing the projection onto certain manifolds (e.g., the one for positive-definite matrices) is rather expensive [18], limiting the usage of such methods.

As an appealing alternative, the Riemannian optimization methods [18], [19], [20], [21], [22], [23], [24] have recently gained wide attention. In contrast to the euclidean-projection based methods that alternatively perform variable update and projection, the Riemannian methods directly move the iterative solution along a geodesic path towards the optimum and thus better preserve the geometric structure of the problem [18], [20]. Riemannian gradient descent (R-GD) is a classic example. At each iteration, it moves the iteration along the geodesic path decided by the Riemannian gradient $\nabla f(x_k)$ and enjoys provable sublinear rate of convergence for geodesically convex problems [20]. Later, to avoid the expensive full gradient computation in R-GD, stochastic Riemannian optimization algorithms [18], [21], [22], [23], [24] were developed that leverage the decomposable structure of problem (1) to compute gradient efficiently. For instance, Bonnaire et al. [21] proposed Riemannian stochastic GD (R-SGD) that only
evaluates gradient of one (or a mini-batch of) randomly selected sample for variable update per iteration. Afterwards, more stable and efficient variance-reduced Riemannian algorithms are developed. For instance, Riemannian stochastic variance-reduced gradient (R-SVRG) algorithm [18], [24] and Riemannian stochastic recursive gradient (R-SRG) algorithm [22] respectively adapt the variance-reduced techniques [25], [26], [27] into R-SGD for solving problem (1) more efficiently.

1.1 Motivation

Recently, Fang et al. [28] proposed the Stochastic Path Integrated Differential EstimatoR (SPIDER) method for non-convex finite-sum/online optimization in euclidean space, which has provably substantially lower first-order oracle complexity than SVRG [25] and SRG [26], [27], and is confirmed to be nearly optimal in certain large-scale learning settings. Inspired by this record-breaking advance, we are interested in the potential of generalizing SPIDER to Riemannian manifold to beat the prior state-of-the-art non-convex Riemannian optimization algorithms including R-SVRG [18], [24] and R-SRG [22] in computational complexity.

In addition to improving the first-order oracle complexity, we are simultaneously interested in analyzing non-convex Riemannian optimization methods with general retraction and vector transport operations beyond exponential mapping and parallel transport which are only effective on a limited number of manifolds. For instance, parallel transport has no closed-form expression in Stiefel and fixed-rank manifolds and thus is computationally daunting in these cases [22]. In contrast, the QR [29] based vector transport can handle these two manifolds more efficiently [4]. As another example, rigging transport is more preferable when the dimension $d$ of the sub-manifold of an $m$-dimensional euclidean space is much larger than the codimension $(m-d)$ [30]. For non-convex optimization over Grassmann manifolds, Fig. 1 demonstrates the advantage of our algorithm implementation with polar retraction/transport over the implementation with exponential mapping and parallel transport: both implementations have similar first-order oracle computational efficiency while the former is considerably more efficient than the latter in overall computation time. Therefore, it is desirable to provide a unified convergence analysis of non-convex Riemannian optimization methods implemented with computationally efficient retraction and vector transport instead of the more restrictive exponential mapping and parallel transport.

1.2 Overview of Our Algorithm and Results

In this paper, we propose the Riemannian Stochastic Path Integrated Differential EstimatoR (R-SPIDER) to efficiently solve the non-convex Riemannian minimization problem (1) under general retraction and vector transport. Inspired by SPIDER, R-SPIDER employs a recursive estimation to track the history full gradients with significantly reduced computational cost. Specifically, for a proper positive integer $p$, at each iteration $k$ with $\text{mod}(k, p) = 0$, R-SPIDER first samples a large data batch $S_1$ and estimates the initial full Riemannian gradient $\nabla f(x_{k})$ as $\overline{v}_k = \nabla f_{S_1}(x_k) = \frac{1}{|S_1|} \sum_{i \in S_1} f_i(x_k)$. Then at each of the next $p - 1$ iterations, it samples a smaller mini-batch $S_2$ and estimates $\nabla f(x_k)$:

$$\overline{v}_k = \nabla f_{S_1}(x_k) - \Gamma_{x_k}^{k} (\nabla f_{S_2}(x_{k-1}) - \overline{v}_{k-1}),$$

where the vector transport $\Gamma_{x_k}^{k}(y)$ (to be defined in Section 2) transports $y$ from the tangent space at $x_0$ to that at the point $x$.

Next, the variable is updated via the normalized gradient descent $x_{k+1} = x_k - \eta_k \frac{\overline{v}_k}{\|\overline{v}_k\|_2}$ where the retraction $R_k(y)$ defined in Section 2 moves $x$ to $\text{Exp}(y)$ along a geodesic curve decided by $y$. By carefully setting the learning rate $\eta_k$ and mini-batch sizes of $S_1$ and $S_2$, R-SPIDER only requires a necessary number of samples for accurately estimating Riemannian gradient and sufficiently decreasing the objective at each iteration. Consequently, R-SPIDER achieves sharper bounds of incremental first order oracle (IFO, see Definition 3) complexity than state-of-the-arts as summarized in Table 1.

For the finite-sum setting of problem (1) with general non-convex functions, the IFO complexity of R-SPIDER with vector transport to achieve $\mathbb{E}[\|\nabla f(x_k)\|_2] \leq \epsilon$ is $O(\min(n + \Theta d^{1/2}, n^{2/3}))$, which matches the lower IFO complexity bound in euclidean space [28] and is also faster than R-SRG by a factor of $O(\frac{1}{\epsilon})$. Here the expectation is taken on the randomness brought by the stochastic algorithm, namely, the random mini-batch sampling. Such results are missing in R-SVRG. Under the particular parallel transport, the IFO complexity bounds of R-SRG and R-SVRG are $O(n + \frac{n^{2/3}}{\epsilon})$ and $O(n + \frac{n^{2/3}}{\epsilon})$, respectively. It can be verified that R-SPIDER improves over R-SRG by a factor of $O(\frac{1}{\epsilon})$ and R-SVRG by a factor $O(n^{1/6})$.

When $f(x)$ is a $r$-gradient dominated function with finite-sum structure, R-SPIDER with vector transport enjoys the IFO complexity of $O(\min(n + r\Theta \sqrt{n} \log(n \frac{1}{\epsilon})), \frac{n^{2/3}}{\epsilon})$. So compared with R-SRG with complexity bound $O(n + r \Theta^2 \log(n \frac{1}{\epsilon}))$, R-SPIDER is more efficient in large-sample-moderate-accuracy settings, e.g., in cases when $n$ dominates $1/\epsilon$. This conclusion also holds for parallel transport. Compared with R-SVRG, R-SPIDER improves the complexity bound by a factor of $O(n^{1/6})$.

For the online version of problem (1), we respectively establish the IFO complexity bounds $O(\frac{n^{2/3}}{\epsilon})$ and $O(\frac{n^{2/3}}{\epsilon})$ for generic non-convex and gradient dominated problems, where $\kappa = \Theta$ under vector transport and $\kappa = 2$ for parallel transport. To our best knowledge, these non-asymptotic
convergence results are novel to non-convex online Riemannian optimization. Comparatively, Bonnabel et al. [21] only provided asymptotic convergence analysis of R-SGD: the iterating sequence generated by R-SGD converges to a critical point when the iteration number approaches to infinity.

Finally, our analysis reveals as a byproduct that R-SPIDER provably benefits from mini-batching. Specifically, our theoretical results imply linear speedups in parallel computing setting for large mini-batch sizes. We are not aware of any similar linear speedup results in the prior Riemannian stochastic algorithms.

This paper is an extension of our previous work [31] which analyzes the convergence behavior of R-SPIDER under the parallel transport for solving problem (1). Compared with its short version, this paper makes the following changes. 1) For both non-convex and gradient dominated problems, it extends R-SPIDER from exponential mapping and parallel transport to the general retraction and vector transport, and thus endows R-SPIDER applicable to more general kinds of manifolds. 2) For gradient dominated problems, improved theoretical results are obtained by allowing to use larger constant learning rate and constant mini-batch sizes, in contrast to the small optimization-accuracy-dependent step size and the algorithm-iteration-dependent mini-batch sizes in the previous work. 3) Experimental results under different retraction and vector transport settings are provided to better testify the computational efficiency of R-SPIDER.

1.3 Related Work
Riemannian optimization can be traced back to the work [32] which first provided comprehensive background and concepts of this topic. Then based on [32], Absil et al. [33] further detailed the Riemannian concepts and developed many Riemannian algorithms, e.g., Riemannian trust region approach. Recently, Zhang et al. [20] first established the sublinear rate of convergence of R-GD on geodesically convex problems. Later the Nesterov momentum methods [34] were applied to accelerate the convergence rate of R-GD for geodesically convex functions [19], [35]. To boost the efficiency of R-GD by leveraging the decomposable structure of problem, Bonnabel et al. [21] proposed R-SGD and showed the first asymptotic convergence analysis for Riemannian optimization. Though with good efficiency for each iteration, R-SGD converges slowly as it uses decaying learning rate for convergence guarantee due to its gradient variance. Then to tackle this issue, R-SVRG algorithm [18] was developed as an extension of SVRG [25] to Riemannian optimization. Benefiting from the variance-reduced technique, R-SVRG converges more stably and faster than R-SGD. Inspired by the variance-reduced SRG approach [26], [27], R-SRG [22] applies a similar recursion form as in (2) for full Riemannian gradient estimation, and the core difference between R-SRG and ours lies in that R-SPIDER is equipped with gradient normalization while R-SRG is not. There is also a rich body of algorithms customized for specific Riemannian optimization problems, e.g., dictionary learning [1], [2], low-rank matrix/tensor completion [3], [6], [8], Gaussian mixture models [7].

While the conference version [31] of this paper was under review, we were informed the concurrent work by Zhang et al. [36] which also generalizes SPIDER to non-convex Riemannian stochastic optimization. Despite sharing similar ideas, our work has the following advantages in algorithm and theory over [36]:

1) Our algorithms and analysis are applicable to general retraction and vector transport, while [36] only analyzes the convergence behavior under more restrictive exponential mapping and parallel transport which could be inefficient on some kinds of manifolds, such as Stiefel and fixed-rank manifolds [22].

2) We establish the $O\left(\min\left(n + \frac{L\sqrt{n}}{\kappa}, \frac{\log(\kappa)}{\kappa}\right)\right)$ computational complexity bound for general non-convex problem which is no worse than the corresponding $O\left(n + \frac{L\sqrt{n}}{\kappa}\right)$ bound in [36]. Particularly, our bound is superior in the regime $n > O\left(\frac{1}{\kappa^2}\right)$ which is of interest in large-scale learning problems where only moderate optimization accuracy is required. For example, with the data augmentation, the training data scale $n$ in ImageNet [37] can be at the order of millions while one usually uses low-precision implementation (8 or 10 bits) to train deep models for achieving low-computational cost or low-memory cost (see [38], [39], [40]) which gives moderately small optimization accuracy $\epsilon$. In this case, we could expect $n > O\left(\frac{1}{\kappa}\right)$. For gradient-dominated problems, our method enjoys similar advantages.

3) Our algorithm uses a constant mini-batch size $S_2$ and can select it from 1 to $O\left(\min\left(\sqrt{n}, \frac{1}{\kappa}\right)\right)$, while

| TABLE 1 | Comparison of IFO Complexity for Different Riemannian First-Order Stochastic Optimization Algorithms on the Nonconvex Problem (1) under Finite-Sum and Online Settings |
|-----------------|-----------------|-----------------|-----------------|
|                | Non-convex Problem | Non-convex Problem |
|                | (retraction and vector transport) | (exponential mapping and parallel transport) |
| Finite-sum     | $O\left(\min\left(n + \frac{L\sqrt{n}}{\kappa}, \frac{\log(\kappa)}{\kappa}\right)\right)$ | $O\left(n + \frac{L^2}{\kappa}\right)$ |
| R-SRG [22]     | $O\left(\min\left(n + \frac{L\sqrt{n}}{\kappa}, \frac{\log(\kappa)}{\kappa}\right)\right)$ | $O\left(n + \frac{L^2}{\kappa}\right)$ |
| R-SVRG [18]    | $O\left(n + \frac{L^2}{\kappa}\right)$ | $O\left(n + \frac{L^2}{\kappa}\right)$ |
| this work      | $O\left(\min\left(n + \frac{L\sqrt{n}}{\kappa}, \frac{\log(\kappa)}{\kappa}\right)\right)$ | $O\left(n + \frac{L^2}{\kappa}\right)$ |
| this work      | $O\left(\min\left(n + \frac{L\sqrt{n}}{\kappa}, \frac{\log(\kappa)}{\kappa}\right)\right)$ | $O\left(n + \frac{L^2}{\kappa}\right)$ |
| Online         | $O\left(\frac{L}{\kappa}\right)$ | $O\left(\frac{L}{\kappa}\right)$ |

The $c$-approximate solution is measured by the expected gradient norm $\mathbb{E}[\|\nabla f(x)\|] \leq c$. Suppose $\Theta = \max(L_R, \sqrt{L^2_R + G^2\sigma^2})$. Here $L_R$ bounds the second derivative of $f(R_n(t))$ w.r.t. $t$ where $\|\xi\| = 1$. $L_R$ is the upper bound of the spectral norm $\|\nabla^2 f_i(x)\|$. $L$ is the gradient Lipschitz constant of $f_i(x)$ under exponential mapping, $\theta$ is the difference constant between vector transport and parallel transport. $G$, $\sigma$ and $\zeta$ respectively denote the upper bound of gradient norm, the gradient variance and the curvature parameter of the Riemannian manifold. See details of these parameters in Section 2.
Zhang et. al. [36] adopt an algorithm-iteration-dependent mini-batch size $S_2$ which may be very large.

In the meanwhile, the superiority of our proposed R-SPIDER algorithms to the prior state-of-the-arts is not only supported by strong theoretical guarantees but also confirmed by extensive numerical evidences.

## 2 Preliminaries

Throughout this paper, we use $\|x\|$ to denote the euclidean norm for a vector $x$ and the spectral norm for a matrix $x$. We assume that the Riemannian manifold $(M, g)$ is a real smooth manifold $M$ equipped with a Riemannian metric $g$. We denote the induced inner product $(y, z)$ of any two vectors $y$ and $z$ in the tangent space $T_x M$ at the point $x$ as $(y, z) = g(y, z)$, and denote the norm $\|y\|$ as $\|y\| = \sqrt{g(y, y)}$

Let $\nabla f_i(x)$ be the stochastic Riemannian gradient of $f_i(x)$ and also be an unbiased estimate to the full Riemannian gradient $\nabla f_i(x)$, i.e., $E_i[\nabla f_i(x)] = \nabla f(x)$. Generally, the expectations on the convergence results, e.g., the expectations in Theorems 1 and 2, are all conditioned on the randomness brought by the stochastic optimization algorithm, namely, its randomness in mini-batch sampling at each iteration.

To retract the variable $z$ into the manifold $M$, we need to define the retraction $R_x$. The retraction $R_x : T_x M \rightarrow M$ maps $y \in T_x M$ to $R_x(z) = M$ with a local rigidity condition that preserves the gradients at $x$ [33], [41]. Namely, for all $x \in M$ and $z \in T_x M$, the curve $t \rightarrow R_x(tz)$ is tangent to $z$ at $t = 0$. $R_x^{-1}$ denotes the inverse operation of the retraction $R_x$ and satisfies that if $R_x(z) = y$, then $R_x^{-1}(y) \simeq z$. Exponentially mapping, denoted as $\exp_x$, is a classical instance of retraction. The exponential mapping $\exp_y(x)$ maps $y \in T_x M \rightarrow M$ such that there is a geodesic $\gamma(t)$ with $\gamma(0) = x$, $\gamma(1) = y$, and $\dot{\gamma}(0) = \frac{1}{\gamma(t)}$. Here the geodesic $\gamma(t)$ is a constant speed curve $\gamma : [0 ; 1] \rightarrow M$ which is locally distance minimizing. If there exists a unique geodesic between any two points on $M$, then the exponential map has an inverse mapping $\exp^{-1} : M \rightarrow T_x M$ and the geodesic is the unique shortest path with the geodesic distance $d(x, z) = \|\exp_x^{-1}(x)\| = \|\exp_y^{-1}(x)\|$ between $x, z \in M$. See more specific ways of constructing retractions in [33], [41], [42], [43].

To utilize the historical and current Riemannian gradients, we need to transport the historical gradients into the tangent space of the current point such that these gradients can be linearly combined in one tangent space. For this purpose, we need to define vector transport $\Gamma^+_x : T_x M \oplus T_x M \rightarrow T_x M$.

$(\xi, y) \rightarrow \Gamma^+_x(\xi)$ which is associated with the retraction $R_x(\xi) = z$ with $\xi, y \in T_x M$. It satisfies $1) \Gamma^+_x(\xi) \in T_x R_x(\xi) \cap T_x M$ and $2) \Gamma^+_x(\xi) = \xi$ for all $\xi \in T_x M$ and 3) $\Gamma^+_x$ is a linear mapping, i.e. $\Gamma^+_x(ay_1 + by_2) = a\Gamma^+_x(y_1) + b\Gamma^+_x(y_2)$. Intuitively, both $\Gamma^+_x$ and $\Gamma^-_x$ represent vector transport from $x$ to $z$ such that $R_x(\xi) = z$ and $\xi \in T_x M$. Parallel transport $\varphi^+_x \in T_x M \rightarrow T_x M$ maps $y \in T_x M$ to $\varphi^+_x(y)$ while preserving the inner product and norm, i.e., $(y_1, y_2) = \langle \varphi^+_x(y_1), \varphi^+_x(y_2) \rangle$ and $\|y\| = \|\varphi^+_x(y)\|$ for $\forall y_1, y_2 \in T_x M$. Similar to [22], [30], [44], we only analyze the isometric vector transport, namely $\|\varphi^+_x(y)\| = \|y\|$.

Before imposing necessary assumptions on the objective $f(x)$, we first define upper-bounded Hessian, based on which smooth property on $f(x)$ can be defined.

### Definition 1 (Upper-Bounded Hessian) [22].

A function $f(x)$ is said to have upper-bounded Hessian in $U \subset M$ associated with retraction $R_x$, if there exists a constant $L$ such that $\frac{\partial^2 f(R_x(\xi))}{\partial \xi \partial t^2} \leq L$ for all $x \in U, \xi \in T_x M$ with $\|\xi\| = 1$ and $t$ such that $R_x(s(\xi)) \in U$ for $s(t) \in [0, t]$.

Then we impose on the loss components $f(x)$ the assumption of upper-bounded Hessian which is also required in [22], [30], [44] for analyzing vector transport.

### Assumption 1 (Upper-Bounded Hessian).

Assume each loss $f_i(x)$ are twice continuously differentiable. For retraction $R_x$, the loss $f(x)$ has upper-bounded Hessian with parameter $L_H$ in Definition 1. We also assume each individual Hessian $\nabla^2 f_i(x)$ is directly bounded as $\|\nabla^2 f_i(x)\| \leq L_H$.

The variation of Assumption 1 is Lipschitz property on gradient $\nabla f(x)$ (or smooth condition on the individual objective $f_i(x)$) and is also conventionally assumed in analyzing Riemannian stochastic gradient algorithms with parallel transport [18], [36].

### Assumption 2 (Geodesically $L$-Gradient-Lipschitz under Exponential Mapping).

Each loss $f_i(x)$ is geodesically $L$-gradient Lipschitz such that $E_i[\|\nabla f_i(x) - P_g(\nabla f_i(x))\|] \leq L^2\|\exp_x^{-1}(y)\|^2$.

Next, we avoid a bad case in Riemannian optimization. Namely, the sequence $\{x_n\}$ may converge to an optimum $x_\ast$, while the connecting retraction $\{R_{x_n}(\xi_n)\}$ does not converge where $x_{n+1} = R_{x_n}(\xi_n)$ [30], [44]. To see this, in the unit sphere with the exponential retraction, we can have $x_{k+2} = x_{k} + x_{k+1} \in \xi_{k}$ with $\|\xi_{k}\| = 2\pi$. To resolve this issue, following [22], [30], [44], we assume the neighborhood $U \subset M$ of an optimum $x_\ast$ is a totally retractive neighborhood, namely $\{R_{x_k}(\xi_k)\} \in U$, formally stated in Assumption 3.

### Assumption 3 (Totally Retractive Neighborhood).

Suppose the sequence $\{x_k\}$ generated by algorithm stay continuously in a small totally retractive neighborhood $U \subset M$ of an optimum $x_\ast$, namely $\{R_{x_k}(\xi_k)\} \in U$ with $x_{k+1} = R_{x_k}(\xi_k)$.

For analysis, we also impose certain assumptions on the retraction and vector transport commonly used in [22], [30], [44].

### Assumption 4 (Retraction and Transport Properties).

For retraction $R_x$, suppose there are two constants $c_R$ and $c_E$ such that 1) $\|\exp_x^{-1}(y) - \exp_x^{-1}(y')\|^2 \leq c_R\|\exp_x^{-1}(y)\|^2$ and 2) $\|\nabla f_i(x)\| \leq c_E\|x\|$ if $R_x(x) = y$. For vector transport $\Gamma$, assume it satisfies $\|\Gamma_x - \Gamma_{R_x(\xi)}\| \leq c_0\|\xi\|$ and $\|\Gamma_x - \Gamma_{R_x(\xi)}\| \leq c_0\|\xi\|$ for all $x$ and $z$ belonging in a neighborhood $U \subset M$ of a point $x$, where $R_x(\xi) = z, c_0$ is a constant, and $\Gamma_{R_x}$ denotes the differentiated retraction, i.e. $\Gamma_{R_x}(\xi))(y) = DR_x(\xi)(y)\forall \xi, y \in T_x M$.

Since the retraction $R_x$ and its inverse operation $R_x^{-1}(z)$ are usually first-order approximations to the exponential mapping $\exp_x$ and its inverse opation $\exp_x^{-1}(z)$ respectively, the required assumption can well characterize such relation [22], [33]. Besides, the property of $\Gamma$ is satisfied for $\Gamma \in C^\infty$, as derived from the Taylor expansion [22], [30]. Then we assume the stochastic Riemannian gradient and its variance can be bounded as in [18], [22], [36].
Assumption 5 (Bounded Stochastic Riemannian Gradient and Variance). The gradient of each loss $f_i(x)$ is bounded, namely $\|\nabla f_i(x)\| \leq G$, and its variance is also upper bounded as $\mathbb{E}\|\nabla f_i(x) - \nabla f(x)\|_2^2 \leq \sigma^2$.

We further introduce the following concept of $\tau$-gradient dominated function [45], [46] which will also be investigated in this paper.

**Definition 2 ($\tau$-Gradient Dominated Functions).** $f(x)$ is said to be a $\tau$-gradient dominated function if it satisfies $f(x) - f(x_*) \leq \tau \|\nabla f(x)\|^2$ for any $x \in \mathcal{M}$, where $\tau$ is a universal constant and $x_* = \arg \min_{x \in \mathcal{M}} f(x)$ is the global minimizer of $f(x)$ on the manifold $\mathcal{M}$.

The following incremental first order oracle complexity is usually adopted as the computational complexity measurement for evaluating stochastic optimization algorithms [18], [22], [23], [24], [47], [48].

**Definition 3 (IFO Complexity).** For $f(x)$ in problem (1), an IFO takes in an index $i \in [n]$ and a point $x$, and returns the pair $(f(x), \nabla f(x))$.

The IFO complexity can well reflect the overall computational cost of a first-order Riemannian algorithm, as objective value and gradient evaluation usually dominate the per-iteration computation.

### 3 Riemannian SPIDER Algorithm

We first elaborate on the Riemannian SPIDER algorithm, and then analyze its convergence performance for general non-convex problems. For gradient dominated problems, we further develop a variant of R-SPIDER with a linear convergence rate.

**Algorithm 1.** R-SPIDER $(x_0, \epsilon, \eta, \rho, [S_1], [S_2])$

1. **Input:** initialization $x_0$, accuracy $\epsilon$, learning rate $\eta$, iteration interval $\rho$, mini-batch sizes $|S_1|$ and $|S_2|$.
2. for $k = 0$ to $K - 1$
3. if $\text{mod}(k, \rho) = 0$ then
4. Draw mini-batch $S_1$ and compute $\tilde{v}_k = \nabla f_{S_1}(x_k)$;
5. else
6. Draw mini-batch $S_2$ and compute $\nabla f_{S_2}(x_k)$;
7. $\tilde{v}_k = \nabla f_{S_2}(x_k) - \Gamma_{x_{k-1}}^y (\nabla f_{S_2}(x_{k-1}) - \tilde{v}_{k-1});$
8. end if
9. $x_{k+1} = \nabla f_{S_1} \left( -\eta \frac{\tilde{v}_k}{|S_2|} \right)$;
10. end for
11. Output $\{x_k\}_{k=0}^{K-1}$ which is chosen uniformly at random from $\{x_k\}_{k=0}^{K-1}$.

#### 3.1 Algorithm

The R-SPIDER method is outlined in Algorithm 1. At its core, R-SPIDER customizes SPIDER to recursively estimate/track the full Riemannian gradient in a computationally economic way. For each cycle of $\rho$ iterations, R-SPIDER first samples a large data batch $S_1$ by with-replacement sampling and views the gradient estimate $\tilde{v}_k = \nabla f_{S_1}(x_k) = \frac{1}{|S_1|} \sum_{i \in S_1} f_i(x_k)$ as the snapshot gradient. For the next forthcoming $\rho - 1$ iterations, R-SPIDER only samples a smaller mini-batch $S_2$ and estimates the full Riemannian gradient $\nabla f(x_k)$ as $\tilde{v}_k = \nabla f_{S_2}(x_k) - \Gamma_{x_{k-1}}^y (\nabla f_{S_2}(x_{k-1}) - \tilde{v}_{k-1})$. Here the vector transport $\Gamma_{x_{k-1}}^y$ is applied to ensure that the Riemannian gradients can be linearly combined in a common tangent space. Then R-SPIDER performs normalized gradient descent to update $x_{k+1} = \text{Exp}_{x_k} \left( -\eta \frac{\tilde{v}_k}{|S_2|} \right)$ until the termination of the algorithm.

The idea of recursive Riemannian gradient estimation has also been exploited by R-SRG [22]. Although sharing a similar spirit in full gradient approximation, R-SPIDER departs notably from R-SRG: at each iteration, R-SPIDER normalizes the gradient $\tilde{v}_k$ and thus is able to well control the distance between $x_k$ and $x_{k+1}$ by properly controlling the stepsize $\eta_k$, while R-SRG directly updates the variable without gradient normalization. It turns out that this normalization step is key to achieving faster convergence speed for non-convex problem in R-SPIDER, since it helps reduce the variance of stochastic gradient estimation by properly controlling the distance between $x_k$ and $x_{k+1}$ (see Lemma 1). As a consequence, at each iteration, R-SPIDER only needs to sample a necessary number of data points to estimate Riemannian gradient and decrease the objective sufficiently (see Theorems 1 and 2). In this way, R-SPIDER achieves lower overall computational complexity for solving problem (1).

#### 3.2 Analysis for General Non-Convex Problem

Here we first introduce a key lemma which is a basis for the following analysis and then focus on analyzing the computational complexity of Algorithm 1 on general non-convex problem (1).

##### 3.2.1 Bounded Gradient Estimation Error

The vanilla SPIDER is known to achieve nearly optimal iterative complexity bounds for stochastic non-convex optimization in euclidean space [28]. We here show that R-SPIDER generalizes such an appealing property of SPIDER to Riemannian manifolds. We first present the following key lemma which guarantees sufficiently accurate Riemannian gradient estimation for R-SPIDER. We denote $I_{\{\varepsilon\}}$ as the indicator function: if the event $\varepsilon$ is true, then $I_{\{\varepsilon\}} = 1$; otherwise, $I_{\{\varepsilon\}} = 0$.

**Lemma 1 (Bounded Gradient Estimation Error for General Retraction and Vector Transport).** Suppose Assumptions 1 and 3, 4, 5 hold. Let $k_0 = [k/p]$ and $k_0 = k_0p$. The estimation error between the full Riemannian gradient $\nabla f(x_k)$ and its estimate $\tilde{v}_k$ in Algorithm 1 with general retraction and vector transport is bounded as

$$
\mathbb{E} \left[ \| \tilde{v}_k - \nabla f(x_k) \|^2 \mid x_{k_0}, \ldots, x_{k_0+p-1} \right] 
\leq \frac{\sigma^2}{|S_1|} + \frac{\Lambda^2}{|S_2|} \sum_{i=k_0}^{k_0+p-1} \| R_{x_i}^{-1}(x_{i+1}) \|^2,
$$

where $\Lambda = \sqrt{2(\theta^2G^2 + 2(1 + c_1)L_H^2)}$ with the parameters $L_H$, $c_1$ and $G$ in Assumptions 1 and $3 \sim 5$ and a positive constant $\theta$.

The proof of Lemma 1 can be found in Section B.1 in the supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2019.2933841. Lemma 1 tells that by properly selecting the mini-batch sizes $|S_1|$ and $|S_2|$, the accuracy of gradient estimate $\tilde{v}_k$ can be controlled. Benefitting
from the normalization step, we have \( \| R^{-1}_{z_k}(x_{k+1}) \| \leq c_E \| \text{Exp}_{z_k}(x_{k+1}) \| = c_E \eta_k \). As a result, the gradient estimation error can be bounded as \( \mathbb{E} [ \| \nabla f(x_k) - \nabla f(x_{k+1}) \|^2 / \| x_{k0} \| + \cdots + \| x_{k+p} \| - p \| \leq \mathbb{E} [ (|S_i| < n) \| x_i \|^2 + c_E^2 \sum_{i=k_0}^{k+p-1} \eta_i^2 ] \), which is key to analyze the rate-of-convergence of R-SPIDER with retraction and vector transport. When using the exponential mapping and parallel transport, based on Lemma 1 we can derive a similar gradient estimation error bound in Corollary 1.

**Corollary 1 (Bounded Gradient Estimation Error for Exponential Mapping and Parallel Transport).** Suppose that each component loss \( f_i(x) \) is geodesically \( L \)-gradient-Lipschitz under exponential mapping in Assumptions 2 and the stochastic gradient has bounded variance in Assumption 5. The estimation error between the full Riemannian gradient \( \nabla f(x_k) \) and its estimate \( \hat{v}_k \) in Algorithm 1 with exponential mapping and parallel transport is bounded as in Eq. (3) with \( \| R^{-1}_{z_k}(x_{k+1}) \|^2 \) and \( \Lambda \) replaced by \( \| \text{Exp}_{z_k}(x_{k+1}) \|^2 \) and \( L \), respectively.

Please refer to the proof of Corollary 1 in Section B.2 in the supplementary material, available online. For exponential mapping and parallel transport, bounding the gradient estimation error requires the \( L \)-smoothness property of each individual loss \( f_i(x) \) and the bounded-variance assumption of stochastic Riemannian gradient, and relax the conditions required in Lemma 1. This is because compared with general retraction and vector transport, exponential mapping and parallel transport are more specific and enjoys many good properties, e.g., their isometric properties and the properties in Assumption 4, helping avoid many aforementioned assumptions.

### 3.2.2 Complexity Analysis for Finite-Sum Setting

We first consider problem (1) under finite-sum setting. By properly selecting parameters, we prove that at each iteration, the sequence \( \{ x_i \} \) produced by Algorithm 1 can lead to sufficient decrease of the objective loss \( f(x) \) when \( \| \hat{v}_k \| \) is large. Based on this results, we further derive the iteration number of Algorithm 1 for computing an \( \epsilon \)-approximate solution. The result is formally summarized in Theorem 1 with its proof in Appendix C.1, available online.

**Theorem 1.** Suppose Assumptions 1 and 3 \( \sim 5 \) hold. Let \( s = \min(n, 16\eta_0^2 \epsilon^2 / \epsilon^2) \), \( \Lambda = \sqrt{2(\theta^2 G^2 + (1 + c_E) L_H^2)}, \Theta = \max(L_R, \Lambda), p = n_0 \delta^2, \eta_k = \min(\frac{c_E^2 \eta_0^2 \epsilon}{\min(c_E \eta_0^2 \epsilon, \theta^2 G^2)}, |S_1| = s, |S_2| = \frac{4c_E^2 \eta_0^2 \epsilon}{\delta^2}, n_0 \in [1, 4c_E^2 \delta^2] \). Then for finite-sum problem (1), the sequence \( \{ x_i \} \) produced by Algorithm 1 with retraction and vector transport satisfies

\[
\mathbb{E}[f(x_{k+1}) - f(x_k)] \leq -\frac{\epsilon}{\min(c_E \eta_0^2 \epsilon, \theta^2 G^2)} (12 \mathbb{E}[\| \hat{v}_k \|] - 7 \epsilon).
\]

Moreover, to achieve \( \mathbb{E}[\| \nabla f(x_k) \|] \leq \epsilon \), Algorithm 1 will terminate at most \( \Theta (\frac{16\eta_0^2 \epsilon^2}{\epsilon^2}) \) iterations in expectation and the IFO complexity of Algorithm 1 is \( O(\min(n + \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}, \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2})) \), where \( \Delta = f(x_0) - f(x) \) with \( x = \arg \min_{x \in \mathcal{M}} f(x) \).

We discuss the theoretical implications of Theorem 1. First, Theorem 1 shows that by one iteration loop of Algorithm 1, the objective function value \( f(x_k) \) monotonically decreases in expectation when \( \mathbb{E}[\| \hat{v}_k \|] \) is large, e.g., \( \mathbb{E}[\| \hat{v}_k \|] \geq \frac{7 \epsilon}{\Theta^2} \). By comparison, Kasai et al. [22] only proved the sublinear convergence rate of the gradient norm \( \mathbb{E}[\| \nabla f(x_k) \|] \) in R-SRG and did not reveal any convergence behavior of the objective \( f(x) \).

Second, Theorem 1 also indicates that Algorithm 1 only needs to run at most \( \Theta (\frac{16\eta_0^2 \epsilon^2}{\epsilon^2}) \) iterations to compute an \( \epsilon \)-approximate solution \( \hat{x} \), i.e., \( \mathbb{E}[\| \nabla f(\hat{x}) \|] \leq \epsilon \). This means the convergence rate of R-SPIDER is at the order of \( O(\frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}) \). By observing this convergence rate, Theorem 1 further yields as a byproduct the benefits of mini-batching to R-SPIDER. Indeed, by controlling the parameter \( n_0 \) in R-SPIDER, the mini-batch size \( |S_2| \) at each iteration can range from 1 to \( O(\min(4 \sqrt{n}, \frac{n_0^2 \epsilon}{\theta^2 G^2})) \). Also, it can be seen from Theorem 1 that larger mini-batch size allows more aggressive step size \( \eta_k \) and thus leads to less necessary iterations to achieve an \( \epsilon \)-approximate solution. More specifically, the convergence rate bound \( O(\frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}) \) indicates that at least in theory, increasing the mini-batch sizes in R-SPIDER provides linear speedups in parallel computing environment. In contrast, these important benefits of mini-batching are not explicitly analyzed in the existing Riemannian stochastic gradient algorithms [18], [22].

Third, the IFO complexity of R-SPIDER for non-convex finite-sum problems is at the order of \( O(\min(\frac{n - \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}, \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2})) \). Kasai et al. [22] proved that the IFO complexity of R-SRG is at the order of \( O(\frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}) \) to obtain an \( \epsilon \)-approximate solution. By comparison, one can observe that R-SPIDER is at least faster than R-SRG by a factor of \( 4 \). This is because the normalization step in R-SPIDER allows us to well control the gradient estimation error and thus avoids sampling too many redundant samples at each iteration, resulting in sharper IFO complexity.

Then we consider the special cases of retraction and vector transport, namely exponential mapping and parallel transport. Based on Theorem 1, we can derive similar results as stated in Corollary 2. Appendix C.2, available in the online supplemental material provides its detailed proof.

**Corollary 2.** Suppose that the each component loss \( f_i(x) \) is geodesically \( L \)-gradient-Lipschitz under exponential mapping in Assumptions 2 and the stochastic gradient has bounded variance in Assumption 5. With the parameter setting \( s = \min(n, 16\eta_0^2 \epsilon^2), p = n_0 \delta^2, \eta_k = \min(\frac{c_E^2 \eta_0^2 \epsilon}{\min(c_E \eta_0^2 \epsilon, \theta^2 G^2)}, |S_1| = s, |S_2| = \frac{4c_E^2 \eta_0^2 \epsilon}{\delta^2}, n_0 \in [1, 4c_E^2 \delta^2] \) for finite-sum problem (1) the sequence \( \{ x_i \} \) produced by Algorithm 1 with exponential mapping and parallel transport satisfies

\[
\mathbb{E}[f(x_{k+1}) - f(x_k)] \leq -\frac{\epsilon}{\min(c_E \eta_0^2 \epsilon, \theta^2 G^2)} (12 \mathbb{E}[\| \hat{v}_k \|] - 7 \epsilon).
\]

Moreover, to achieve \( \mathbb{E}[\| \nabla f(x_k) \|] \leq \epsilon \), Algorithm 1 will terminate at most \( \Theta (\frac{16\eta_0^2 \epsilon^2}{\epsilon^2}) \) iterations in expectation and the IFO complexity of Algorithm 1 is \( O(\min(n + \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2}, \frac{\Theta \eta_0^2 \epsilon^2}{\epsilon^2})) \), where \( \Delta = f(x_0) - f(x) \) with \( x = \arg \min_{x \in \mathcal{M}} f(x) \).

From Corollary 2, one can observe that similar to retraction and vector transport, Algorithm 1 equipped with exponential mapping and parallel transport can reduce the objective sufficiently in each iteration when the gradient \( \mathbb{E}[\| \hat{v}_k \|] \) is large.
But compared with Theorem 1, Corollary 2 requires milder conditions due to the good properties of exponential mapping and vector transport. See detailed discussion below Corollary 1. Besides, Corollary 2 also shows the benefits of mini-batching to R-SPIDER under the parallel computation setting.

For the IFO complexity $O(\min(n + \frac{x_n}{e^2}, \frac{1}{\epsilon^2}))$ of R-SPIDER, it matches the state-of-the-art complexity bounds for general non-convex optimization problems in euclidean space [28], [49]. Indeed, under the $L$-gradient-Lipschitz assumption on each component loss $f_i(x)$, Fang et al. [28] proved that the lower IFO complexity bound for finite-sum problem (1) in euclidean space is $O(n + \frac{x_n}{e^2})$ when the number $n$ of the component function obeys $n \leq O(\frac{1}{\epsilon^2})$. In the sense that euclidean space is a special case of Riemannian manifold, our IFO complexity $O(n + \frac{x_n}{e^2})$ for finite-sum problem (1) under the gradient-Lipschitz assumption is nearly optimal. If we further assume the gradient variance is bounded by $\sigma^2$ as in Assumption 5, we can establish tighter IFO complexity $O(\frac{1}{\epsilon^2} + \sqrt{\frac{n}{\epsilon^2}})$. This is because when the sample number $n$ satisfies $n \geq \frac{10x_n}{\sigma^2}$, by sampling $|S_1| = \frac{16\sigma^2}{e^2}$ and $|S_2| = \frac{16\sigma^2}{e^2}$, the gradient estimation error already satisfies $\mathbb{E}[\|\tilde{b}_k - \nabla f_k(x_k)\|] \leq \epsilon$. Accordingly, if $\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\tilde{b}_k\|] \leq 0.5\epsilon$ which is actually achieved after $K$ iterations, then $\mathbb{E}[\|\nabla f(x)\|] = \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla f_k(x_k)\|] \leq \frac{1}{\epsilon^2} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla f_k(x_k)\|] \leq \frac{1}{\epsilon^2} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla f_k(x_k)\| - \|\tilde{b}_k\|] + \|\tilde{b}_k\| \leq \epsilon$. So it is only necessary to sample $|S_1| = \frac{16\sigma^2}{e^2}$ data points instead of the entire set of $n$ samples.

Compared with R-SRG [22] having the IFO complexity $O(n + \frac{x_n}{e^2})$, R-SPIDER is more computationally efficient by an improved factor $O(\frac{1}{\epsilon^2})$. Zhang et al. [18] showed that R-SVRG has the IFO complexity $O(n + (\frac{1}{\epsilon^2} + \frac{1}{\epsilon^2})^\xi)$, where $\xi \geq 1$ denotes the curvature parameter. Therefore, R-SPIDER improves over R-SVRG by a factor at least $n^{-1/6}$ in terms of IFO complexity. Note that the curvature parameter $\xi$ does not appear in our bounds, as we have avoided using the trigonometry inequality which characterizes the trigometric geometric in Riemannian manifold [18], [20], [21]. Note, R-SPIDER cannot improve the convergence results on Riemannian convex problems, since existing algorithms, such as R-SVRG, already establish linear convergence rate and achieve nearly optimal computational complexity. This is also consistent with SPIDER that shows the improved results on non-convex problems but not on convex problems in euclidean space. Indeed, for some special non-convex problems under certain conditions, R-SPIDER also cannot provide better convergence result. For example, although sparsity-constrained linear regression and logistic regression are non-convex in general, under restricted strong convexity condition they are indeed strongly convex associated with hard thresholding operator [50] and thus can be solved with linear convergence rate in [50]. In this way, R-SPIDER also cannot prove better results over existing nearly optimal results.

### 3.2.3 Complexity Analysis for Online Setting

Next we consider the online setting of problem (1). Similar to finite-sum setting, we prove in Theorem 2 that the loss $f(x)$ can be sufficiently decreased when the gradient norm is not too small.

**Theorem 2.** Suppose Assumptions 1 and 3, 4, 5 hold. Let $\Lambda = \sqrt{2(\delta^2G^2 + 2(1 + cr)E^2)}$, $\Theta = \max(L_2, \Lambda)$, $p = \frac{\sigma^2}{e^2}$, $\eta_k = \min(\frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma})$, $\epsilon = \frac{4}{\epsilon^2}$, and $n_0 \in [1, 4\epsilon^2\sigma/e]$. Then for problem (1) under online setting, the sequence $\{x_k\}$ produced by Algorithm 1 using retraction and vector transport satisfies

$$\mathbb{E}[f(x_{k+1}) - f(x_k)] \leq \frac{\sigma^2}{e^2} (12\mathbb{E}[\|\tilde{b}_k\|] - 7\epsilon).$$

Moreover, to achieve $\mathbb{E}[\|\nabla f(x)\|] \leq \epsilon$, Algorithm 1 will terminate at most $(\frac{100\epsilon^2\theta}{\epsilon^2})$ iterations in expectation and the IFO complexity is $O(\frac{1}{\epsilon^2})$, where $\Delta = f(x_0) - f(x_*)$ with $x_* = \arg\min_{x \in \mathcal{M}} f(x)$.

See Appendix D.1, available in the online supplemental material for a proof of this result. Bonnabel et al. [21] have also analyzed R-SGD under online setting, but only with asymptotic convergence guarantee obtained. By comparison, we for the first time establish non-asymptotic complexity bounds for Riemannian online non-convex optimization. Then for exponential mapping and parallel transport, we can also derive similar results as in Theorem 2. We defer the proof of Corollary 3 to Appendix D.2, available in the online supplemental material.

**Corollary 3.** Suppose that the each component loss $f_i(x)$ is geodesically $L$-gradient-Lipschitz under exponential mapping in Assumptions 2 and the stochastic gradient has bounded variance in Assumption 5. Let $p = \frac{\sigma^2}{e^2}$, $\eta_k = \min(\frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma}, \frac{1}{2\Theta\sigma})$, $\epsilon = \frac{4}{\epsilon^2}$, and $n_0 \in [1, 4\epsilon^2\sigma/e]$. Then for problem (1) under online setting, the sequence $\{x_k\}$ produced by Algorithm 1 with exponential mapping and parallel transport satisfies

$$\mathbb{E}[f(x_{k+1}) - f(x_k)] \leq \frac{\sigma^2}{e^2} (12\mathbb{E}[\|\tilde{b}_k\|] - 7\epsilon).$$

Moreover, to achieve $\mathbb{E}[\|\nabla f(x)\|] \leq \epsilon$, Algorithm 1 will terminate at most $(\frac{100\epsilon^2\theta}{\epsilon^2})$ iterations in expectation and the IFO complexity is $O(\frac{1}{\epsilon^2})$, where $\Delta = f(x_0) - f(x_*)$ with $x_* = \arg\min_{x \in \mathcal{M}} f(x)$.

**Algorithm 2. Riemannian Gradient Dominated SPIDER (R-GD-SPIDER)**

1: **Input**: initial point $\tilde{x}_0$, initial accuracy $\epsilon_0$, learning rate $\eta_0$, mini-batch sizes $|S_0^i|$ and $|S_0^c|$, iteration interval $p$, final accuracy $\epsilon$
2: for $t = 1$ to $T$ do
3: $\tilde{x}_t = \tilde{R}$-SPIDER($\tilde{x}_{t-1}$, $\epsilon_t-1$, $\eta_t$, $p$, $|S_0^i|$, $|S_0^c|$)
4: end for
5: **Output**: $\tilde{x}_T$

**3.3 On Gradient Dominated Functions**

We now turn to a special case of problem (1) with gradient dominated loss function as defined in Definition 2. For instance, the strongly geodesically convex functions are

1. A strongly geodesically convex function satisfies $f(y) \geq f(x) + \langle \nabla f(x), \exp_p^*(y) \rangle + \frac{\mu}{2} \exp_p^*(y)^2$, $x, y \in \mathcal{M}$, for some $\mu > 0$, which immediately implies $f(x) - f(x_*) \leq \frac{\mu}{2} \|\nabla f(x)\|^2$ by Cauchy-Schwarz inequality.
Suppose that function $f(x)$ is $\tau$-gradient dominated, the retraction and vector transport used in Algorithm 2 satisfy Assumptions 1 and 3, 4, 5. For finite-sum setting, at the $t$th iteration, set $\epsilon_t = \frac{\sqrt{\lambda}}{2\sqrt{r}}$, $\theta_t = \frac{\eta}{\sqrt{n}}$, $\Theta = \max(\lambda, L R)$, $\Lambda = \sqrt{2(\lambda^2 G^2 + 2(1 + c R) L^2)}$, $\eta_{t,k} = \frac{\eta_{t-1,k}}{2\sqrt{n}t}$, $s_t = \min\left(n, \frac{2\pi^2 t}{\eta}\right)$, $\rho_t = n_0 s_t$, $|S_1^t| = s_t$ and $|S_2^t| = \frac{2\pi^2 t^2}{n_0}$, $K_t = \frac{72\eta_0 \theta}{\sqrt{\tau}}$, where $n_0 \in [1, 2c^2 \frac{n}{\tau}]$.

(1) The sequence $\{\widetilde{x}_t\}$ produced by Algorithm 2 satisfies
\[ E[f(\widetilde{x}_t) - f(x_0)] \leq \frac{\Delta}{4T} \quad \text{and} \quad E[\|\nabla f(\widetilde{x}_t)\|] \leq \frac{1}{2T} \sqrt{\frac{\Delta}{\tau}}, \]

where $\Delta = f(\widetilde{x}_0) - f(x_0)$ with $x_0$.

(2) To achieve $E[\|\nabla f(\widetilde{x}_t)\|] \leq \epsilon$, the IFO complexity is $O(\min\left((n + r\theta \sqrt{\tau})\log(\frac{1}{\epsilon})\right))$.

Please refer to Appendix E.1, available in the online supplemental material for the proof of Theorem 3. The main message conveyed by Theorem 3 is that R-GD-SPIDER enjoys a linear rate of convergence and its IFO complexity is at the order of $O\left(\min\left((n + r\theta \sqrt{\tau})\log(\frac{1}{\epsilon})\right)\right)$. For R-SRG [22], its IFO complexity is $O\left(\frac{\sqrt{n}}{\epsilon}\right)$. Therefore, in terms of IFO complexity, R-GD-SPIDER is superior to R-SRG when the optimization accuracy $\epsilon$ is moderately small at a huge data size $n$. Next, based on Theorem 3, we derive similar results on exponential mapping and parallel transport as stated in Corollary 4 with proof in Appendix E.2, available in the online supplemental material.

**Corollary 4.** Suppose that function $f(x)$ is $\tau$-gradient dominated, the each component loss $f_i(x)$ is geodesically $L$-gradient-Lipschitz under exponential mapping in Assumptions 2 and the stochastic gradient has bounded variance in Assumption 5. Then for exponential mapping and parallel transport, by using the same parameter setting in Theorem 3 but with $\Theta$ replaced by $L$, the linear convergence results of the objective $f(\widetilde{x}_t)$ and its gradient $\nabla f(\widetilde{x}_t)$ in Theorem 3 still holds. Moreover, to achieve $E[\|\nabla f(\widetilde{x}_t)\|] \leq \epsilon$, the IFO complexity is $O\left(\min\left((n + rL \sqrt{n})\log(\frac{1}{\epsilon})\right)\right)$.

For R-SVRG with $\tau$-gradient dominated functions, Zhang et al. [18] also established a linear convergence rate and an IFO complexity bound $O((n + r \lambda L^2 n^2 \log(\frac{1}{\epsilon}))$. As a comparison, our R-GD-SPIDER makes an improvement over R-SVRG in IFO complexity by a factor of $n^2$. For R-SRG [22], when the optimization accuracy $\epsilon$ is moderately small at a huge data size $n$ R-GD-SPIDER enjoys similar advantages as discussed above.

**3.3.2 Complexity Analysis for Online Setting**

Turning to the online setting, R-GD-SPIDER also converges linearly, as formally stated in Theorem 4.

**Theorem 4.** Suppose that $f(x)$ is $\tau$-gradient dominated, the retraction and vector transport used in Algorithm 2 satisfy Assumptions 1 and 3, 4, 5. For online setting, at the $t$th iteration, let $\epsilon_t = \frac{\sqrt{\lambda}}{2\sqrt{r}}$, $\rho_t = \frac{\eta}{\sqrt{n}}$, $\Theta = \max(\lambda, L R)$, $\Lambda = \sqrt{2(\lambda^2 G^2 + 2(1 + c R) L^2)}$, $\eta_{t,k} = \frac{\eta_{t-1,k}}{2\sqrt{n}t}$, $s_t = \min\left(n, \frac{2\pi^2 t}{\eta}\right)$, $\rho_t = n_0 s_t$, $|S_1^t| = s_t$ and $|S_2^t| = \frac{2\pi^2 t^2}{n_0}$, $K_t = \frac{72\eta_0 \theta}{\sqrt{\tau}}$, where $n_0 \in [1, 2c^2 \frac{n}{\tau}]$.

(1) The sequence $\{\widetilde{x}_t\}$ produced by Algorithm 2 satisfies
\[ E[f(\widetilde{x}_t) - f(x_0)] \leq \frac{\Delta}{4T} \quad \text{and} \quad E[\|\nabla f(\widetilde{x}_t)\|] \leq \frac{1}{2T} \sqrt{\frac{\Delta}{\tau}}, \]

where $\Delta = f(\widetilde{x}_0) - f(x_0)$ with $x_0$.

(2) To achieve $E[\|\nabla f(\widetilde{x}_t)\|] \leq \epsilon$, the IFO complexity is $O\left(\frac{\tau \log(\frac{1}{\epsilon})}{\epsilon}\right)$.

See its proof in Appendix F.1, available in the online supplemental material. Then we also show the results on exponential mapping and parallel transport in Corollary 5.

**Corollary 5.** Suppose that function $f(x)$ is $\tau$-gradient dominated, the each component loss $f_i(x)$ is geodesically $L$-gradient-Lipschitz under exponential mapping in Assumptions 2 and the stochastic gradient has bounded variance in Assumptions 4. Then for exponential mapping and parallel transport, using the same parameter setting in Theorem 4 but with $\Theta$ replaced by $L$, the linear convergence results of the objective $f(\widetilde{x}_t)$ and its gradient $\nabla f(\widetilde{x}_t)$ in Theorem 4 still holds. Moreover, to achieve $E[\|\nabla f(\widetilde{x}_t)\|] \leq \epsilon$, the IFO complexity is $O\left(\frac{\log(\frac{1}{\epsilon})}{\epsilon}\right)$.

The proof of can be found in Appendix F.2, available in the online supplemental material. The non-asymptotic convergence result in Theorem 4 and Corollary 5 are new to online Riemannian gradient dominated optimization.

## 4 Proof Roadmap

Here we briefly introduce our proof roadmap. Due to space limitation, all the proofs of Lemma 1, Theorems 1, 2, 3, 4, and Corollaries 1, 2, 3, 4, 5 are deferred to the supplementary material, available online.

To prove Lemma 1 which is key to controlling the Riemannian gradient variance and guaranteeing R-SPIDER to estimate a sufficiently accurate Riemannian gradient, we first upper bound
\[ g_t = E[\|\tilde{\nabla}_t f_i(x_t) - \tilde{\nabla}_{t-1} f(x_{t-1})\|^2] \leq \Lambda^2 \|R_{x_{t-1}}^{-1}(x_t)\|^2, \]
where $\tilde{x}$ is an arbitrary point that does not depend on the algorithm. This Riemannian gradient-Lipschitz result is hard to achieved compared with its euclidean version due to the vector transport. To prove this result, we decompose $g_i$ into two terms by using the isometric property of vector transport and Cauchy–Schwarz inequality, namely $g_i \leq 2E\|\nabla f_i(x_i) - P_{x_{i-1}}\nabla f_i(x_i)\|^2 + 2E\|P_{x_{i-1}}\nabla f_i(x_i) - \nabla f_i(x_{i-1})\|^2$.

Next, we use the inequality $\|P_{x}(y) - P_{z}(y)\| \leq \theta \|y\|$ in Lemma 3 of Appendix A, available in the online supplemental material to bound the first term. For the second term, we bound it by $\|\nabla f_i(x_i) - P_{x_{i-1}}\nabla f_i(x_i)\|^2 = \|\nabla f_i(x_{i-1})\|^2$. Note, $\teta_i$ obeys $\teta_i = \Gamma_{\teta_i}(\teta)$. In the Riemannian space, directly bounding the estimation error $E\|\teta - \nabla f_i(x_i)\|^2$ is hard, since the key equation $E[\Gamma_{\teta_i}(\nabla f_i(x_i)) - \nabla f_i(x_i)] = 0$ (for $t < t$) for the subsequent analysis does not hold. This is because $x_i$ depends on $x_{i-1}$, and thus $\Gamma_{\teta_i}$ relies on $\nabla f_i(x_i)$ and $\nabla f_i(x_{i-1})$. To solve this issue, we introduce the auxiliary $\teta_i$. Since $\tilde{x}$ does not depend on the sequence $\{x_i\}$ produced by the algorithm and we sample the data point uniformly at each iteration, we have $E\|\Gamma_{\teta_i}(\nabla f_{x_{i-1}}(x_{i-1})) - \nabla f_{x_{i-1}}(x_{i-1})\|^2 = \frac{e}{\teta_i}$. This also differs our analysis from SPIDER [28] which directly bounds $E\|\tilde{\eta}_i - \nabla f_i(x_i)\|^2$, and makes our analysis novel. Next, we establish the recursion relation as $z_i \leq z_{i-1} + \frac{1}{\teta_i}E\|\Gamma_{\teta_i}(\nabla f_i(x_i)) - \nabla f_{x_{i-1}}(x_{i-1})\|^2 \leq z_{i-1}$ and $z_0 = E\|\tilde{\eta}_k - \nabla f_i(x_{i-1})\|^2$. Finally, we use the isometric property of vector transport and obtain the desired result, namely $E\|\tilde{\eta}_k - \tilde{\eta}_i\|^2 = \|\tilde{\eta}_k - \Gamma_{\teta_i}(\nabla f_i(x_{i-1}))\|^2 = z_i$. Based on Equation 1, we can derive Corollary 1.

To prove the convergence results on finite-sum problems in Theorem 1, we first use the $L_{\teta}$-upper-bounded Hessian of $f(x)$ to prove the $L_{\teta}$-smoothness of $f_i(x)$. After derivation, we can bound $E[\|f(x_{i+1}) - f(x_i)\|^2] \leq \frac{\eta_k}{2} E\|\nabla f_i(x_i) - \tilde{\eta}_i\|^2 + (1 - \eta_k L_{\teta})\|\tilde{\eta}_i\|^2$.

(4)

where $\eta_k = \frac{\eta_{k-1}}{\eta_{k-1}}$. By using the parameters in Theorem 1, we can bound $E\|\tilde{\eta}_k - \nabla f_i(x_{i-1})\|^2 \leq \frac{e}{\teta_i} t^2$ by Lemma 1. Meanwhile, we can lower bound $\eta_k (1 - \eta_k L_{\teta})E\|\tilde{\eta}_i\|^2 \geq \frac{t}{2}\|\tilde{\eta}_{i-1}\|^2$. Then combining these results together gives the desired result $E[f(x_{i+1}) - f(x_i)] \leq \frac{\eta_k}{2} \sum_{k=1}^{t} E\|\tilde{\eta}_i\|^2 \leq \frac{\eta_k}{2} + \frac{t}{2} \|\tilde{\eta}_{i-1}\|^2$. So after running at most $K = \frac{t}{\eta_k} \|\tilde{\eta}_{i-1}\|^2$ iterations, the algorithm will terminate, since $E\|\tilde{\eta}_{i-1}\|^2 = \frac{t}{\eta_k} \sum_{k=1}^{t} E\|\tilde{\eta}_i\|^2 \leq \frac{\eta_k}{2} + \frac{t}{2} \|\tilde{\eta}_{i-1}\|^2$. Finally, we can easily compute the IFO complexity as $O\left(\min\left(n + \frac{\eta_k}{\eta_{k-1}} \frac{\eta_{k-1}}{\eta_{k-2}} \frac{\eta_{k-2}}{\eta_{k-3}} \ldots \frac{\eta_{k-t+1}}{\eta_{k-t+2}}\right)\right)$. We can follow the proof sketch of Theorem 1 to prove Corollary 2.

For the results in Theorem 2 and Corollary 3 for general online non-convex problems, we apply similar analysis techniques in the proofs for finite-sum non-convex problems.

To prove the results on r-gradient dominated problems in Theorem 3, we first define an event $E = \{E[\|\nabla f(x)\|^2] \leq \epsilon^2, E[f(x) - f(x_i)] \leq \tau \epsilon^2\}$. Then we prove that for finite-sum setting, to let the event $E$ happen, R-SPIDER runs at most $K \geq \frac{\eta_k \|\tilde{\eta}_i\|^2}{\epsilon^2}$ iterations with corresponding IFO complexity $O\left(\min\left(n + \frac{\eta_k}{\eta_{k-1}} \frac{\eta_{k-1}}{\eta_{k-2}} \frac{\eta_{k-2}}{\eta_{k-3}} \ldots \frac{\eta_{k-t+1}}{\eta_{k-t+2}}\right)\right)$. Here we bound $E[\|\nabla f(x)\|^2]$ instead of $E[\|\nabla f(x)\|^2]$ used in SPIDER [28] which also distinguishes our proof from SPIDER, as the former is stronger since the former can derive the later. We briefly introduce how to obtain this result. First we we plug $\|R_{x_k}^{-1}(x_{i+1})\|^2 \leq c^2 E\|\tilde{\eta}_i\|^2$ obtained from $x_{i+1} = R_{x_k}(-\tilde{\eta}_i)$ and the results in Lemma 1 into Eq. 4 (and establish $E[f(x_{i+1})] \leq E[f(x_{i})] - \sum_{i=0}^{k} \gamma \|\tilde{\eta}_i\|^2 - \frac{\eta_k}{\eta_{k-1}}$), where $\gamma = \frac{\eta_k}{2}\|\tilde{\eta}_i\|^2 + \frac{t}{2} (1 - \eta_k L_{\teta})$, $\alpha = \frac{\eta_k}{2} \|\tilde{\eta}_i\|^2$. Then by recursively using this inequality and relaxing some terms, we further can obtain $E[\|\nabla f(x)\|^2] \leq \frac{E[\|\nabla f(x)\|^2]}{\gamma} + \frac{t}{2} (1 - \eta_k L_{\teta})$, $\beta = \frac{\eta_k}{2} \|\tilde{\eta}_i\|^2 + \frac{t}{2} (1 - \eta_k L_{\teta})$. Next, we use the parameters in Theorem 3 and can obtain the results in the event $E$. Finally, as shown in R-SPIDER, we set the optimization accuracy $\epsilon = \frac{\eta_k}{\eta_{k-1}}$ at the $t$th epoch. Note, the initial point at the $t$th epoch is the output $x_{t-1}$ of the $(t-1)$th epoch, which bounds the distance $\Delta_t = E[f(x_{t-1}) - f(x_i)] \leq rE[\|\nabla f(x_{t-1})\|^2] \leq \frac{\eta_k}{2} \|\tilde{\eta}_i\|^2$. This also explains why we need to bound $E[\|\nabla f(x)\|^2]$. So the IFO complexity of the $t$th epoch is $O\left(\min\left(n + \frac{\eta_k}{\eta_{k-1}} \frac{\eta_{k-1}}{\eta_{k-2}} \frac{\eta_{k-2}}{\eta_{k-3}} \ldots \frac{\eta_{k-t+1}}{\eta_{k-t+2}}\right)\right)$. Since we only need to run log $(1/\epsilon)$ epochs to compute an $\epsilon$-approximate stationary point, we sum up all IFO complexities and can obtain the desired results in Theorem 3. Based on Theorem 3, we can derive the results for special case in Corollary 4. For online problems, we can follow the proof sketch for finite-sum problems to prove the desired results in Theorem 4 and Corollary 5. Note that SPIDER [28] does not analyze the gradient dominated problems.

5 Experiments

Here we first introduce the testing problems and then develop a learning-rate-adaptive R-SPIDER algorithm. Next, we compare R-SPIDER with several state-of-the-art Riemannian stochastic gradient algorithms, including R-SGD [21], R-SVRG [18], R-SRG [22] and R-SRG+ [22]. For all the considered algorithms, we tune their hyper-parameters optimally. Finally, we investigate the computational efficiency of the proposed R-SPIDER algorithm when it is equipped with 1) exponential mapping and parallel transport and 2) retraction and vector transport. We run simulations on ten datasets, including six datasets from LibSVM^2 (a9a, satimage, covtype, protein, ijcnn1 and epsilon), three face datasets (YaleB [52], AR [53] and PIE [54]) and one recommendation dataset (MovieLens - 1M^3). The statistics of these datasets are summarized in Table 2. From it we can observe that these datasets

2. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
3. https://grouplens.org/datasets/movielens/1m/
are different from each other due to their feature dimension, training samples, and class numbers, etc. Thus, these testing datasets can well investigate the performance of the proposed algorithms.

5.1 Testing Problems and Experimental Settings

We evaluate all the considered algorithms on two widely studied Riemannian manifold learning problems: the $k$-PCA problem and the low-rank matrix completion (LRMC) problem.

The $k$-PCA Problem and Experiment Setting. Given $n$ data points, $k$-PCA is formulated as the following problem of quadratic minimization over Stiefel manifold:

$$
\min_{U \in \mathbb{S}(k, d)} \frac{1}{n} \sum_{i=1}^{n} a_i^T U^T a_i,
$$

where $a_i \in \mathbb{R}^d$ denotes the $i$th sample vector and $\mathbb{S}(k, d) = \{U \in \mathbb{R}^{d \times k} \mid U^T U = I\}$ denotes the Stiefel manifold. For this problem, the columns of the ground truth $U^*$ are known to be the top $k$ eigenvectors of the data covariance matrix which can be estimated using singular value decomposition (SVD). We thus can use $f(U^*)$ as optimal value $f^*$ for sub-optimality estimation in Figs. 2 and 3. In this group of experiments, we compute the first twenty leading eigenvectors on six datasets from LibSVM, including a9a, covtype, epsilon, jicnn, protein, and satimage.

As the parallel transport has no closed-form solution on Stiefel manifold, here we only present the vector transport associated with QR based retraction [33], [55]. The retraction is defined as

$$
R_x(\xi) = QR(x + \xi),
$$

where $QR(x)$ denotes the $Q$ factor in the QR decomposition $x = QR$ with $Q \in \mathbb{S}(k, d)$ and an upper triangular matrix $R$. Let $\text{sym}(x) = \frac{1}{2}(x + x^T)$. Then the vector transport is defined as

![Fig. 2. Comparison among Riemannian stochastic gradient algorithms on the k-PCA problem.](image)

| #class | #sample | #feature | #class | #sample | #feature |
|--------|---------|----------|--------|---------|----------|
| a9a    | 2       | 32,561   | 123    | satimage | 6       | 4,435    |
| covtype| 2       | 581,012  | 54     | YaleB    | 38      | 2,414    |
| epsilon| 2       | 40,000   | 2,000  | AR       | 100     | 2,600    |
| jicnn  | 2       | 49,990   | 22     | PIE      | 64      | 11,554   |
| protein| 3       | 14,895   | 357    | MovieLens | --     | 6,040    |

TABLE 2 Descriptions of the Ten Testing Datasets
\[ \Gamma^y_x(z) = z - y \text{sym}(y^Tz). \]

The LRMC Problem and Experiment Setting. When given an incomplete observation of a low-rank matrix \( A \in \mathbb{R}^{d \times n} \), LRMC aims at exactly or approximately recovering the full matrix \( A \). The mathematical formulation is 
\[
\min_{U \in \text{Gr}(k,d), G \in \mathbb{R}^{k \times n}} \| P_{U}(A) - P_{U}(UG) \|^2,
\]
where the Grassmann manifold \( \text{Gr}(k,d) \) denotes the set of all \( k \)-dimensional linear subspaces of \( \mathbb{R}^d \), and the set \( \Omega \) of locations corresponds to the observed entries, namely \((i,j) \in \Omega \) if \( A_{i,j} \) is observed. \( P_{U} \) is a linear operator that extracts entries in \( \Omega \) and fills the entries not in \( \Omega \) with zeros. When each column \( A_i \) in the matrix \( A \) denotes a sample vector, the LRMC problem can be expressed equivalently as
\[
\min_{U \in \text{Gr}(k,d), G \in \mathbb{R}^k} \frac{1}{n} \sum_{i=1}^{n} \| P_{U}(A_i) - P_{U}(UG_i) \|^2.
\]
Since there is no ground truth for the optimum, we run Riemannian GD sufficiently long until the gradient satisfies \( \| \nabla f(x) \|/\| x \| \leq 10^{-8} \) with \( x = [U, G] \), and then use the output as an approximate optimal value \( f^* \) for sub-optimality estimation in Figs. 1, 4, 5, 6. We test the considered algorithms on three face datasets (YaleB, AR and PIE) and one recommendation dataset (MovieLens – 1M), considering these data approximately lie on a union of low-rank subspaces [22], [56]. For face images, we randomly sample 30 percent pixels in each image as the observations and set \( k = 30 \). For MovieLens – 1M, we use its one million ratings for 3,952 movies from 6,040 users as the observations and set \( k = 100 \).

Let us consider the Grassmann manifold in the LRMC problem. Its exponential mapping is defined as
\[
z = \exp_z(y) = xv \cos(\Sigma)V^T + U \sin(\Sigma)V^T,
\]
where \( y = USV^T \) is the skinny SVD of \( y \). Accordingly, the inverse exponential mapping is computed as \( \exp^{-1}_z(z) = U \arctan(\Sigma)V^T \) where \( (I - xx^T)z(x^Tz^{-1}) \). Consequently, we can compute the parallel transport
\[
\exp^z_\gamma(y) = -xv \sin(\Sigma)U^T\tilde{y} + U \cos(\Sigma)U^T\tilde{y} + (I -UU^T)\tilde{y},
\]
where \( \exp^{-1}_z(z) = USV^T \) denotes the skinny SVD of \( \exp^{-1}_z(z) \). For the retraction \( R_z(z) \), we adopt the polar retraction
\[
R_z(z) = \text{polar}(x + z),
\]
where \( \text{polar}(x + z) \in \text{Gr}(k,d) \) denotes the \( k \times d \) orthonormal factor of the polar decomposition of \( x + z \). It can be

![Fig. 3. Comparison between R-SPIDER and R-SRG with adaptive learning rates on the k-PCA problem.](image)

![Fig. 4. Comparison among Riemannian stochastic gradient algorithms on low-rank matrix completion problem.](image)
computed by the skinny SVD, namely \( x + z = U \Sigma V^T \) and polar \( x + z = UV^T \). Then based on such a retraction, the vector transport is defined as

\[
\Gamma^y_x(z) = \text{Proj}_y(z) = (I - y y^T)z
\]

which denotes the orthogonal projection onto the orthogonal complement of \( y \). This polar retraction and vector transport is commonly used for the Grassmann manifold optimization (see Example 8.1.6 in [33] and Section 4.1 in [55]). By comparison, the polar retraction and its vector transport are respectively much simpler than the exponential mapping and the parallel transport, and thus enjoy more appealing computational efficiency.

5.2 A Practical Implementation of R-SPIDER

To achieve the IFO complexity in Theorem 1, it is suggested to set the learning rate as \( \eta_k = \min\left(\frac{\epsilon}{\|g_k\|}, \frac{\epsilon}{\|h_k\|}\right) \) where \( \epsilon \) is the desired optimization accuracy. However, since in the initial epochs the computed point is far from the optimum to problem (1), using a tiny learning rate could usually be conservative. In contrast, by using a more aggressive learning rate at the initial optimization stage, we can expect stable but faster convergence behavior. Here for R-SPIDER we design a decay learning rate with formulation \( \eta_k = \alpha^k \beta \) and call it "R-SPIDER-A", where \( \alpha \) and \( \beta \) are two constants. In our experiments, \( \alpha \) is selected from \( \{0.8, 0.85, 0.9, 0.95, 0.99\} \) and \( \beta \) from \( \{1 \times 10^{-2}, 5 \times 10^{-2}, 10^{-2}, 5 \times 10^{-3}, 10^{-3}\} \).

5.3 Efficiency Comparison among Stochastic Riemannian Algorithms

We first compare R-SPIDER with state-of-the-art stochastic Riemannian algorithms, including R-SGD [21], R-SVRG [18], [23], R-SRG [22] and R-SRG+ [22], on the \( k \)-PCA and LRMC problems. All the algorithms respectively adopts the QR based retraction and the polar retraction in Section 5.1 for \( k \)-PCA and LRMC problems.

Results on the \( k \)-PCA Problem. Fig. 2 shows the experimental results on the \( k \)-PCA problem. From this group of results one can observe that as the learning-rate-adaptive version of R-SPIDER, R-SPIDER-A shows much faster convergence rate in terms of both the IFO complexity and the algorithm running time. For R-SPIDER, it also reveals satisfactory convergence performance: it can quickly converge to a relatively high accuracy, e.g., \( 10^{-6} \). R-SPIDER shows relatively flat convergence behavior in the initial epochs. This is because it uses very small learning rate and also normalizes the gradient, leading to very small steps towards the optimum. Then along with more iterations, the computed solution becomes close to the optimum. As a result, the gradient begins to vanish and those considered algorithms without normalization tend to update the variable with small progress. By comparison, thanks to the normalization step, R-SPIDER moves more rapidly along the gradient descent direction and thus shows much faster convergence rate. For R-SPIDER-A, in the initial epochs it adopts a relatively more aggressive learning rate and then decreases the learning rate along with more iterations. Such a mechanism allows it to converge fast due to the large step size when the solution is far from the optimum in the initial stage and the relatively small step size when the solution is close to the optimum after sufficient iteration. As a result, it exhibits the sharpest convergence behavior. Note, R-SGD usually shows much slower convergence behaviors in terms of algorithm running time than the IFO complexity, as it needs to load the data from disk more frequently than other algorithms which is actually time-consuming. All these results show the superior efficiency of our proposed algorithms, R-SPIDER and R-SPIDER-A, on both the IFO complexity and algorithm running time.

---

Fig. 5. Comparison among Riemannian stochastic gradient algorithms on low-rank matrix completion problem.

Fig. 6. Comparison between (1) R-SPIDER equipped with exponential mapping and parallel transport (R-SPIDER-Exp) and (2) R-SPIDER equipped with polar retraction and vector transport (R-SPIDER-Rec) on the LRMC problem.
Then in Fig. 3, we compare R-SPIDER-A more closely with R-SRG-A and R-SRG+A which are respectively the counterpart parts of R-SRG and R-SRG+ with adaptive learning rate. In [22], both R-SRG-A and R-SRG+A tune their learning rate \( \eta_k \) as \( \eta_k = \alpha(1 + \alpha \lambda_k) \frac{k}{k+1} \), where \( k \) is the number of inner iterations, \( \alpha \) and \( \lambda_k \) are tunable hyper-parameters. By observing the experimental results in Fig. 3, we can find that the algorithms using adaptive learning rate usually outperform their vanilla counterparts, demonstrating the effectiveness of such an implementation trick. Besides, R-SPIDER-A consistently converges faster than R-SRG-A and R-SRG+A in both the IFO complexity and the algorithm running time, testifying the efficiency advantages of R-SPIDER-A.

**Results on the LRMC Problem.** From Fig. 4, R-SPIDER-A and R-SPIDER show very similar convergence behavior to those in Fig. 2. Specifically, R-SPIDER-A achieves fastest convergence rate, and R-SPIDER has similar convergence speed as other algorithms in the initial epochs and then runs faster along with more epochs. These results confirm the superiority of R-SPIDER and R-SPIDER-A. Moreover, we also compare R-SPIDER-A with R-SRG-A and R-SRG+A in Fig. 5. The comparison results also show the faster convergence rate of R-SPIDER-A over R-SRG-A and R-SRG+A of R-SPIDER with improved linear rate of convergence. Finally, extensive experimental results well justify the computational superiority of R-SPIDER over the state-of-the-arts.
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