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Abstract

Current best performing models for knowledge graph reasoning (KGR) introduce geometry objects or probabilistic distributions to embed entities and first-order logical (FOL) queries into low-dimensional vector spaces. However, they have limited logical reasoning ability, because not all logical operations are closed. And it is difficult to generalize to various features, unable to utilize heterogeneous information. To address these challenges, we propose a closed embedding-based framework, Feature-Logic Embedding framework, which not only supports various feature spaces, but also has all closed logical operators, including conjunction, disjunction, negation, etc. Specifically, we introduce vector logic, which naturally models all FOL operations. The experimental results demonstrate that FLEX is a promising framework which has stable performance, extensibility, flexibility, and strong logical reasoning capability.

1 Introduction

One of the fundamental tasks in knowledge graphs (KGs) is knowledge graph reasoning (KGR), which aims to infer new facts by performing complex multi-hop logical reasoning over the given KG. Since the KGs are usually large and incomplete, the KGR task is challenging. In general, multi-hop logical reasoning answers a first-order logic (FOL) query involving logical and relational operators. Recently, the most popular models for logical reasoning are embedding-based. These methods represent the query as low-dimensional embedding, which are used to rank against all candidate entities to find the answers. Figure 1 shows a multi-hop query example and its computation graph.

Current common embedding-based methods include: (1) distribution-based model such as: BetaE [1] and PERM [2], (2) geometry-based model such as Q2B [3], ConE [4], HypE [5]. These methods can be characterized as a center-size framework, where the center parameter represents semantic position and the size parameter represents boundary. For example, in PERM, center is the mean value and size is covariance value of the Gaussian distribution. In Q2B, center is the center of box, while size is the offset of the box. In ConE, center is the axis and size is the aperture.

However, we have identified two issues with the center-size framework. First, not all logical operations are closed under this framework. For example, it is not possible to use the Beta distribution to represent the difference operation, because the difference of two Beta distributions is not a Beta distribution. Additionally, if the center-size framework can accurately model Existential Positive First-order (EPFO) logical queries, the dimensionality of the logical query embeddings would need to be $O(|\mathcal{V}|)$ [3], where $|\mathcal{V}|$ is the number of entities, which is not low-dimensional.
Figure 1: A multi-hop logical query and its computation graph.

The low-level object and high-dimensional embedding are key limitations that prevent the center-size framework from being able to represent all logical operations. Secondly, the coupling of feature description and logical representation in the center-size framework makes it difficult to generalize to new features. In real world KGs, the features of entities are usually heterogeneous, such as text, image, and graph. These features contribute to reasoning, so a good reasoning framework should consider the extension to integrate new features. However, the current center-size framework has a one-to-one constraint on the center and size, which limits the extensibility and flexibility of the model. For example, ConE requires that one axis must correspond to one aperture, to represent sector-cone. Adding a new feature would require a second axis, but it would be difficult for ConE to generalize to the case where two axes correspond to one aperture, because this would not be a valid parameterization of a sector-cone.

Therefore, it is of great significance to propose a new embedding-based framework that (1) keeps closed under all logical operations and (2) is easy to generalize to new features. We consider dividing the embeddings of entities and queries into two loosely coupled parts, feature part and logic part, and then learns each part independently. In this way, we can easily extend the model to new features (by adding new feature parts) and keep all logical operations closed (by introducing closed fuzzy logic). For the feature parts, neural networks are adopted to capture the query representation and logical information. For the logic parts, we propose to use vector logic to guarantee to model at least all logical operators, directly. We use vector logic because it is a fuzzy logic system based on matrix algebra, easy to cope with neural networks.

Feature-Logic framework has the following advantages: (1) **All neural logical operators are closed.** The FOL operations include conjunction, disjunction, negation, etc. These operations on feature-logic embeddings generate feature-logic embedding, which means that all neural operators are closed. Furthermore, we also prove that these operators based on feature-logic embedding obey the rules of real logical operations in Section 3.6. (2) **High extensibility and flexibility.** Unlike centers-size framework, our framework has fewer constraints on each part. On the one hand, feature-logic embedding can extend to multiple independent feature parts, which help to integrate heterogeneous information as a result of more precise description of entities in KGs. The feature part is also able to choose a variety of feature spaces, such as limited or infinite real space (and complex space, theoretically). On the other hand, the logic part can be modified without impacting on the feature part. It is also allowed to replace vector logic with other fuzzy system on the logic part.

We summarized our contributions as follows: (1) We propose a closed embedding-based framework FLEX for knowledge graph reasoning, which not only supports various feature spaces, but also has all closed logical operators, including conjunction, disjunction, negation, etc. (2) To our best knowledge, we are the first to introduce vector logic into the field of logical reasoning over knowledge graphs. (3) Experiments on benchmark datasets demonstrate that our framework significantly outperforms state-of-the-art models. The source code is also available online (Appendix B.2).

## 2 Related Work

To solve Knowledge Graph Reasoning (KGR) problem, embedding-based methods represent the query set as a vector in low-dimensional spaces, where vectors of answer entities and queries are close to each other. Plenty of models are proposed to create the embeddings, such as (1) probability distribution (2) geometric object (3) fuzzy logic and (4) others [6–8].

**Probability Distribution** is a natural choice for modeling uncertainty of query set. GaussianPath [9] uses Gaussian distribution for multi-hop reasoning. But it doesn’t take logical computation into
account. BetaE [1] and PERM [2] are two representative models that use Beta distribution and mixture of Gaussian distributions to model the uncertainty of answers. BetaE supports projection, intersection and negation, while PERM can handle projection, intersection and union. However, BetaE must use negation and intersection to represent difference. But since the difference of Beta distributions is not a Beta distribution, the family of Beta distribution is not closed for any logical operators. PERM ignores negation because the complement of Gaussian distribution is not a Gaussian distribution. In comparison, our framework is closed under all FOL operations. The probabilistic interpretation of vector logic in our framework can also represent uncertainty.

**Geometric Object** is an intuitive way to model the query set. These methods use point [10], box [3, 11], sector-cone [4], hyperboloids in a Poincaré ball [5] and so on to represent the query set. They connect geometric object with set transformation, but their logical representation is limited by the embedding dimension [3]. In addition, the parameterization of geometric objects is strict, which makes it difficult to generalize to new features. For example, ConE [4] can handle union using DNF. But since the union of sector-cones is a cone instead of sector-cone, the family of sector-cone is not closed under union.

**Fuzzy Logic** methods regard the query set as a fuzzy set, where reasoning is performed by fuzzy operations. CQD [12] proposes to train a projection operator (e.g. TransE[13], RotatE[14], ComplEx[15], etc.) and then uses t-norm based fuzzy logic system to rank entities. The performance is impressive, but in the paper of CQD, it ignores negation, which is the atomic operation in FOL operations. FuzzQE [16] and LogicE [17] consider product logic, Gödel logic and Łukasiewicz logic [18], which are most prominent fuzzy logics. These methods are not embedding-based, because they use fuzzy set rather than embedding to represent the query set. In this paper, we introduce another fuzzy logic, namely vector logic, which is easy to cope with neural networks. Our framework is not only an embedding-based model, but also a fuzzy logic system with all well-designed neural logical operators.

## 3 Method

In this section, we propose feature-logic embedding framework (FLEX) for KGR. We first introduce how to reason using first-order logic in Section 3.1 and vector logic in Section 3.2 Afterwards, we present feature-logic embeddings and the methods to learn in Section 3.3, 3.4 and 3.5. Furthermore, we provide theoretical analysis in Section 3.6 to show that FLEX is closed, and obeys the rules of real logical operations.

### 3.1 First-Order Logic for Knowledge Graph Reasoning

**Knowledge Graph (KG).** $G = \{V, R, T\}$ consists of entity set $V$, relation set $R$ and triple set $T = \{(h, r, t)|h, t \in V; r \in R\}$, where $h, r, t$ denotes head entity, relation, tail entity respectively.

**First-Order Logic (FOL).** In the query embedding literature, FOL queries typically involve logical operations such as existential quantification ($\exists$), monadic operations (identity, negation $\neg$) and dyadic operations (conjunction $\land$, disjunction $\lor$, implication $\rightarrow$, exclusive or $\oplus$, etc.). However, universal quantification ($\forall$) is not typically included, as it is not typically applicable in real-world knowledge graphs where no entity connects with all other entities [3, 1, 4].

To formulate FOL query $q$, we use its disjunctive normal form (DNF)[3] which is defined as:

$$ q = V_1 \lor V_2 \lor \cdots \lor V_k : c_1 \lor c_2 \lor \cdots \lor c_n $$  \hspace{1cm} (1)

where $V_i$ is target variable, $V_1, \cdots, V_k$ are existentially quantified bound variables, $c_i$ represents conjunctions, i.e., $c_i = c_{i1} \land c_{i2} \land \cdots \land c_{im}$ and literal $e$ represents an atomic formula or its negation, i.e., $e_{ij} = \mathcal{P}_r(v_a, V)$ or $\neg \mathcal{P}_r(v_a, V)$ or $\mathcal{P}_r(V', V)$ or $\neg \mathcal{P}_r(V', V)$, where $v_a \in V_a \subseteq V$. $V$ is a non-variable anchor entity set, $V \in \{V_1, V_2, \cdots, V_k\}$, $V' \in \{V_1, \cdots, V_k\}$ and $V \neq V'$.

$\mathcal{P}_r : \mathcal{V} \times \mathcal{V} \rightarrow \{\text{True}, \text{False}\}$ is the predicate corresponding to relation $r \in R$. $\mathcal{P}_r(V_i, V_i) = \text{True}$ if and only if $(h, r, t)$ is a factual triple in $T$, $\forall h \in V_i \subseteq V, t \in V_i \subseteq V$. Answering query $q$ is to find the entity set $[q] \subseteq V$, where $v \in [q]$ if and only if $q[v]$ is true.

**Computation Graph.** The reasoning procedure for FOL query can be represented as a computation graph (Figure 1), where nodes represent entity sets and edges represent logical operations. To make the computation work in embedding space, query embedding (QE) methods generate low-dimensional embeddings for nodes and map edges to logical operators as follows: (1) Projection Operator $\mathcal{P}$:
Given an entity set $S \subseteq V$ and a relation $r \in \mathcal{R}$, project operation maps $S$ to tail entity set $S' = \cup_{v \in S} \{v' | (v, r, v') \in T\}$. (2) Monadic Operators: Identity and Negation $\mathcal{N}$. The complement set of given entity set $S$ in KG is $\bar{S} = V \setminus S$. (3) Dyadic Operators: Intersection $\mathcal{I}$, Union $\mathcal{U}$, Implication $\mathcal{C}$, etc. Given a set of entity sets $\{S_1, \ldots, S_n\}$, the intersection (union, etc.) operation computes logical intersection (union, etc.) of these sets $\cap_{i=1}^{n} S_i$ ($\cup_{i=1}^{n} S_i$, etc.).

### 3.2 Vector Logic

We follow the definition of vector logic in [19]. Vector logic enables us to use fuzzy logic in embedding space. Vector logic is an elementary logical model based on matrix algebra. In vector logic, true value are mapped to the vector, and logical operators are executed by matrix computation.

**Truth Value Vector Space** $V$. A two-valued vector logic use two $d$-dimensional ($d \geq 2$) column vectors $\vec{s}$ and $\vec{n}$ to represent true and false in the classic binary logic. $\vec{s}$ and $\vec{n}$ are real-valued, normally orthogonal to each other, and normalized vectors, i.e., $||\vec{s}|| = 1$, $||\vec{n}|| = 1$, $\vec{s}^T \vec{n} = 0$.

**Operators**. The basic logical operators are associated with its own matrices by vectors in truth value vector space. Two common types of operators are monadic and dyadic.

1. **Monadic Operators**: Monadic operators are functions: $\forall \rightarrow \forall$. Two examples are Identity $I = \vec{s}\vec{s}^T + \vec{n}\vec{n}^T$ and Negation $N = \vec{n}\vec{s}^T + \vec{s}\vec{n}^T$ such that $I\vec{s} = \vec{s}$, $I\vec{n} = \vec{n}$, $N\vec{n} = \vec{s}$, $N\vec{s} = \vec{n}$.

2. **Dyadic Operators**: Dyadic operators are functions: $\forall \otimes \forall \rightarrow \forall$, where $\otimes$ denotes Kronecker product. Dyadic operators include conjunction $C$, disjunction $D$, implication $L$, exclusive or $X$, etc. For example, the conjunction between two logical propositions $(p \land q)$ is performed by the matrix multiplication of $C$ and $\vec{u} \otimes \vec{v}$, i.e., $C(\vec{u} \otimes \vec{v})$, where $C = \vec{s}(\vec{s} \otimes \vec{s})^T + \vec{n}(\vec{n} \otimes \vec{n})^T + \vec{n}(\vec{n} \otimes \vec{s})^T + \vec{n}(\vec{n} \otimes \vec{n})^T$, $\vec{u}$, $\vec{v}$ are any two vectors in truth value vector space. It can be verified that $C(\vec{s} \otimes \vec{s}) = \vec{s}$, $C(\vec{s} \otimes \vec{n}) = C(\vec{n} \otimes \vec{s}) = C(\vec{n} \otimes \vec{n}) = \vec{n}$, which satisfies the true value table of conjunction.

**Many-valued Two-dimensional Logic**. Many-valued logic are introduced to include uncertainties in the logic vector. Weighting $\vec{s}$ and $\vec{n}$ by probabilities, uncertainties are introduced: $\vec{f} = \epsilon \vec{s} + (1 - \epsilon) \vec{n}$, where $\epsilon \in [0, 1]$. Besides, operations on vectors can be simplified to computation on the scalar of these vectors. For example, given two vectors $\vec{u} = \alpha \vec{s} + (1 - \alpha) \vec{n}$, $\vec{v} = \alpha' \vec{s} + (1 - \alpha') \vec{n}$, we have:

$$
\begin{align*}
\text{NOT} (\vec{u}) &= N\vec{u} = (1 - \alpha)\vec{s} + \alpha\vec{n} \\
\text{OR} (\vec{u}, \vec{v}) &= D(\vec{u} \otimes \vec{v}) \\
\text{AND} (\vec{u}, \vec{v}) &= C(\vec{u} \otimes \vec{v}) \\
\text{IMPL} (\vec{u}, \vec{v}) &= L(\vec{u} \otimes \vec{v}) \\
\text{XOR} (\vec{u}, \vec{v}) &= X(\vec{u} \otimes \vec{v})
\end{align*}
$$

**3.3 Feature-Logic Embeddings for Queries and Entities**

In this section, we design embeddings for queries and entities. To model the logical information hidden in the query embedding, we propose to consider a part of the embedding as logic part, while the rest as feature part. The logic part obeys the rules of real logical operations in vector logic and doesn’t depend on the feature part. Formally, the embedding of $[q]$ is $V_q = (\theta_f, \theta_l)$ where $\theta_f \in [-L, L]^d$ is the feature part and $\theta_l \in [0, 1]^d$ is the logic part, $d$ is the embedding dimension and $L > 0$ is a boundary. In vector logic, the parameter $\theta_l$ is the uncertainty $\theta_l\vec{s} + (1 - \theta_l)\vec{n}$ of the feature. An entity $v \in V$ is represented as a single-element query set without uncertainty. We propose to represent an entity as the query with logic part $0$, which indicates that the entity’s uncertainty is 0. Formally, the embedding of entity $v$ is $v = (\theta_f, 0)$, where $\theta_f \in [-L, L]^d$ is the feature part and 0 is a $d$-dimensional vector with all elements being 0.

**3.4 Logical Operators for Feature-Logic Embeddings**

In this section, we introduce the designed logical operators, including projection, intersection, complement, union, and other dyadic operators.

**Projection Operator** $\mathcal{P}$. The goal of operator $\mathcal{P}$ is to map an entity set to another entity set under a given relation. We define a function $f_r : V_q \mapsto V'_q$ in the embedding space to represent $\mathcal{P}$. To
implement \( f_r \), we first represent relations as translations on query embeddings and assign each relation with relational embedding \( r = (\theta_{f,r}, \theta_{l,r}) \). Then \( f_r \) is defined as:

\[
 f_r(V_q) = g(\text{MLP}((\theta_f + \theta_{f,r}; \theta_l + \theta_{l,r})))
\]

where \( \text{MLP} : \mathbb{R}^{2d} \rightarrow \mathbb{R}^{2d} \) is a multi-layer perceptron network (MLP), \([; ;]\) is concatenation and \( g \) is an activate function to generate \( \theta'_j \in [-L, L]^d, \theta'_l \in [0, 1]^d \). We define \( g \) as (Figure 2a):

\[
 g(x) = [L \tanh(x[0 : d])]; \sigma(x[d : 2d])
\]

where \( x[0 : d] \) is the slice containing element \( x_i \) of vector \( x \) with index \( 0 \leq i < d \), \( \tanh(\cdot) \) is hyperbolic tangent function and \( \sigma(\cdot) \) is sigmoid function.

**Negation Operator** \( \mathcal{N} \). The aim of \( \mathcal{N} \) is to identify the complement of query set \( [q] \) such that \([\neg q] = \mathcal{V} \setminus [q] \). Suppose that \( V_q = (\theta_f, \theta_l) \) and \( \neg V_q = (\theta'_f, \theta'_l) \). \( \mathcal{N} \) is defined as (Figure 2b):

\[
 \theta'_j = \theta_l \text{tanh}(\text{MLP}((\theta_f; \theta_l))), \quad \theta'_l = 1 - \theta_l
\]

where \( \text{MLP} : \mathbb{R}^{2d} \rightarrow \mathbb{R}^d \) is a MLP network, \([; ;]\) is concatenation. The computation of logic part follows NOT operation in vector logic (Eq. 2).

**Dyadic Operators.** Benefit from vector logic, our framework is able to directly model all dyadic operators. We design similar structure for all dyadic operators. Below we take the Intersection \( \mathcal{I} \) and Union \( \mathcal{U} \) for example (Figure 2c 2d). The goal of operator \( \mathcal{I} (\mathcal{U}) \) is to represent \([q] = \cap_{i=1}^{n}[q_i] \) \((\cup_{i=1}^{n}[q_i])\). Suppose that \( V_q = (\theta_f, \theta_l) \) and \( V_{q_i} = (\theta_{f_i}, \theta_{l_i}) \) are feature-logic embeddings for \([q] \) and \([q_i] \), respectively.

First, the feature part outputted from operator is given by the self-attention neural network:

\[
 \theta'_f = \sum_{i=1}^{n} \alpha_i \theta_{q_i,f}, \quad \alpha_i = \frac{\exp(\text{MLP}([\theta_{q_i,f}; \theta_{q_i,l}]))}{\sum_{j=1}^{n} \exp(\text{MLP}([\theta_{q_j,f}; \theta_{q_j,l}]))}, \quad \text{MLP} : \mathbb{R}^{2d} \rightarrow \mathbb{R}^d
\]

where \( \alpha_i \) is the attention weight to notice the changes of logic part, \([; ;]\) is concatenation.

Second, the logic part of \( \mathcal{I} (\mathcal{U}) \) should follow AND (OR) operation in vector logic. Therefore, \( \mathcal{I} \) uses \( \theta'_l = \prod_{i=1}^{n} \theta_{q_i,l} \) and \( \mathcal{U} \) has \( \theta'_l = \sum_{i=1}^{n} \theta_{q_i,l} - \sum_{1 \leq i < j \leq n} \theta_{q_i,l} \theta_{q_j,l} + \sum_{1 \leq i < j < k \leq n} \theta_{q_i,l} \theta_{q_j,l} \theta_{q_k,l} + \ldots + (-1)^{n-1} \prod_{i=1}^{n} \theta_{q_i,l} \). When \( n = 2 \), the logic part is \( \theta'_l = \theta_{q_1,l} \theta_{q_2,l} \) and \( \theta'_l = \theta_{q_1,l} + \theta_{q_2,l} - \theta_{q_1,l} \theta_{q_2,l} \), corresponding to the AND and OR operation in vector logic (Eq. 2). The computation complexity is \( O(nd) \) where \( n \) denotes the number of queries to union and \( d \) is the embedding dimension. Note that the logic part \( \theta'_l \) only depends on previous logic parts, according to vector logic. The self-attention neural network will learn the hidden information from logic and leverage to the feature part. This architecture makes flexibility come true, different from center-size framework.

In fuzzy logic, it is common to use \( \min(\cdot) \) and \( \max(\cdot) \) as AND and OR operations respectively. Therefore, we also propose another intersection operator \( \mathcal{I}_2 \), whose feature part is the same as \( \mathcal{I} \) but the logic part is \( \theta'_l = \min_{i=1}^{n} \{ \theta_{q_i,l} \} \). The other union operator \( \mathcal{U}_2 \) has \( \theta'_l = \max_{i=1}^{n} \{ \theta_{q_i,l} \} \).

### 3.5 Learning Feature-Logic Embeddings

We expect to achieve high scores for the answers \( v \in [q] \) to query \( q \), and low scores for \( v' \notin [q] \). Therefore, we firstly define a distance function to measure the distance between a given entity embedding and a query embedding, and then we train the model with negative sampling loss.
We have the following propositions with proofs in Appendix A:

**Appendix B.3** for the definition of Hits@k and MRR. For all metrics, the higher, the better.

**Distance Function.** Given an entity embedding \( v = (\theta_{e,f}, 0) \) and a query embedding \( V_q = (\theta_{q,f}, \theta_{q,l}) \), we define the distance \( d \) between this entity \( v \) and the query \( q \) as the sum of the feature distance (between feature parts) and the logic part (to expect uncertainty to be 0): \( d(v; V_q) = \|\theta_{e,f} - \theta_{q,f}\|_1 + \theta_{q,l} \), where \( \|\cdot\|_1 \) is the L1 norm and + is the element-wise addition. However, for cases where there is no disjunctive query for training, because the union operator cannot be trained, we use DNF technique [1] to transform all queries to DNF. Given a DNF query \( q = q_1 \lor \cdots \lor q_n \), we instead use DNF distance \( d_{\text{DNF}}(v; V_q) = \text{OR}\{d(v; V_{q_1}), \ldots, d(v; V_{q_n})\} \) where OR is OR operation in vector logic (Eq. 2).

**Loss Function.** Given a training set of queries, we optimize a negative sampling loss \( L = \cdots \log \sigma(d(v; V_q)) - \frac{1}{k} \sum_{i=1}^{k} \log \sigma(d(v_i'; V_q) - \gamma) \) where \( \gamma > 0 \) is a fixed margin, \( v \in \|q\| \) is a positive entity, \( v_i' \not\in \|q\| \) is the \( i \)-th negative entity, \( k \) is the number of negative entities, and \( \sigma(\cdot) \) is the sigmoid function.

### 3.6 Theoretical Analysis

We have the following propositions with proofs in Appendix A:

**Proposition 1. Closure:** The projection operator, monadic and dyadic operators are closed under feature-logic embeddings of queries and entities.

**Proposition 2. Commutativity:** Given feature-logic embedding \( V_{q_a}, V_{q_b} \), we have \( I(V_{q_a}, V_{q_b}) = I(V_{q_b}, V_{q_a}) \) and \( U(V_{q_a}, V_{q_b}) = U(V_{q_b}, V_{q_a}) \). \( I_2(V_{q_a}, V_{q_b}) = U_2(V_{q_a}, V_{q_b}) \).

**Proposition 3. Idempotence:** Given feature-logic embedding \( V_q \), we have \( I_2(\{V_q, V_q, \cdots, V_q\}) = V_q \) and \( U_2(\{V_q, V_q, \cdots, V_q\}) = V_q \).

The Proposition 1 indicates FLEX is closed. The Propositions 2,3 show that our designed intersection and union operators obey the rules of real logical operations.

### 4 Experiments

#### 4.1 Experimental Settings

**Dataset.** We use three datasets: FB15k [20], FB15k-237 (FB237) [21] and NELL995 (NELL) [22]. For fair comparison, we use the same query structures in [1]. The training and validation queries consist of five conjunctive structures (1p/2p/3p/2i/3i) and five structures with negation (2in/3in/2in/3p/2in/3in). We also evaluate the ability of generalization, i.e., answering queries with structures that models have never seen during training. The extra query structures include i/p/i2/i/p. Please refer to Appendix B.1 for more details about datasets.

**Evaluation.** We adopt the same evaluation protocol as that in BetaE [1]. Firstly, we build three KGs: the training KG (training edges), the validation KG (training + validation edges) and the test KG (training + validation + test edges). Given a test query \( q \), for each non-trivial answer \( v \in \|q\|_{\text{test}} \) of the query \( q \), we rank it against non-answer entities \( V - \|q\|_{\text{test}} \). Then we calculate Hits@k (k=1,3,10) and Mean Reciprocal Rank (MRR) based on the rank. Please refer to Appendix B.3 for the definition of Hits@k and MRR. For all metrics, the higher, the better.

**Baselines.** We compare FLEX against four state-of-the-art models, including GQE [10], Query2Box (Q2B) [3], BetaE [1] and ConE [4].

#### 4.2 Main Results

**Queries without Negation.** Table 1 shows the results on queries without negation (EPFO queries). Overall, FLEX outperforms compared models. FLEX achieves on average 5.2%, 5.1% and 3.7% relative improvement MRR over previous state-of-the-art (SOTA) ConE on FB15k, FB237 and NELL respectively, which demonstrates the advantages of feature-logic framework. Besides, FLEX gains an impressive improvement on queries 1p. For example, FLEX outperforms ConE by 8.9% for 1p query on NELL. The good results on 1p queries enable our further comparison on traditional link prediction tasks with SOTA models, such as TuckER [23]. Please refer to Appendix G.
Table 1: MRR results for answering queries without negation (∃, ∧, ∨) on FB237 and NELL. The best results are in bold. AVG denotes average performance.

| Dataset | Model | 1p | 2p | 3p | 2i | 3i | pi | 2u | 3u | up | AVG |
|---------|-------|----|----|----|----|----|----|----|----|----|-----|
| FB15k   | GQE   | 53.9 | 15.5 | 11.1 | 40.2 | 52.4 | 27.5 | 19.4 | 22.3 | 11.7 | 28.2 |
|         | Q2B   | 70.5 | 23.0 | 15.1 | 61.2 | 71.8 | 41.8 | 28.7 | 37.7 | 19.0 | 40.1 |
|         | ConE  | 73.3 | 33.8 | 29.2 | 64.4 | 73.7 | 50.9 | 35.7 | 55.7 | 31.4 | 49.8 |
|         | FLEX  | 77.1 | 37.4 | 31.6 | 66.4 | 75.2 | 54.2 | 42.4 | 52.9 | 34.3 | 52.4 |
| FB237   | GQE   | 35.2 | 7.4 | 5.5 | 23.6 | 35.7 | 16.7 | 10.9 | 8.4 | 5.8 | 16.6 |
|         | Q2B   | 41.3 | 9.9 | 7.2 | 31.1 | 45.4 | 21.9 | 13.3 | 11.9 | 8.1 | 21.1 |
|         | BetaE | 39.0 | 10.9 | 10.0 | 28.8 | 42.5 | 22.4 | 12.6 | 12.4 | 9.7 | 20.9 |
|         | ConE  | 41.8 | 12.8 | 11.0 | 32.6 | 47.3 | 25.5 | 14.0 | 14.5 | 10.8 | 23.4 |
|         | FLEX  | 43.6 | 13.1 | 11.1 | 34.9 | 48.4 | 27.4 | 16.1 | 15.4 | 11.1 | 24.6 |
| NELL    | GQE   | 33.1 | 12.1 | 9.9 | 27.3 | 35.1 | 18.5 | 14.5 | 8.5 | 9.0 | 18.7 |
|         | Q2B   | 42.7 | 14.5 | 11.7 | 34.7 | 45.8 | 23.2 | 17.4 | 12.0 | 10.7 | 23.6 |
|         | BetaE | 53.0 | 13.0 | 11.4 | 37.6 | 47.5 | 24.1 | 14.3 | 12.2 | 8.5 | 24.6 |
|         | ConE  | 53.1 | 16.1 | 13.9 | 40.0 | 50.8 | 26.3 | 17.5 | 15.3 | 11.3 | 27.2 |
|         | FLEX  | 57.8 | 16.8 | 14.7 | 40.5 | 50.8 | 27.3 | 19.4 | 15.6 | 11.6 | 28.2 |

Table 2: MRR results for answering queries with negation on FB237, and NELL. The best results are in bold. AVG denotes average performance.

| Dataset | Model | 2in | 3in | inp | pin | pni | AVG |
|---------|-------|-----|-----|-----|-----|-----|-----|
| FB15k   | BetaE | 14.3 | 14.7 | 11.5 | 6.5 | 12.4 | 11.8 |
|         | ConE  | 17.9 | 18.7 | 12.5 | 9.8 | 15.1 | 14.8 |
|         | FLEX  | 18.0 | 19.3 | 14.2 | 10.1 | 15.2 | 15.4 |
| FB237   | BetaE | 5.1 | 7.9 | 7.4 | 3.6 | 3.4 | 5.4 |
|         | ConE  | 5.4 | 8.6 | 7.8 | 4.0 | 3.6 | 5.9 |
|         | FLEX  | 5.6 | 10.7 | 8.2 | 4.0 | 3.6 | 6.5 |
| NELL    | BetaE | 5.1 | 7.8 | 10.0 | 3.1 | 3.5 | 5.9 |
|         | ConE  | 5.7 | 8.1 | 10.8 | 3.5 | 3.9 | 6.4 |
|         | FLEX  | 5.8 | 9.1 | 10.9 | 3.6 | 4.1 | 6.7 |

Queries with Negation. Table 2 shows the results on queries with negation. Generally speaking, FLEX outperforms BetaE and ConE. For relative MRR improvement compared with ConE, FLEX achieves 4.1% on FB15k, 3.4% on FB237 and 4.7% on NELL. We attribute the improvement to that our negation operator is also neural, easy to cooperate with other neural logical operators, and has a good generalization ability. The improvement demonstrates the effectiveness of our method.

Impacts of Dimensionality. Our experiments indicate that the selection of embedding dimension has substantial influence on both effectiveness and efficiency of FLEX. We train FLEX with embedding dimension $d \in \{200, 400, 600, 800, 1000\}$ and plot results based on the validation set, as shown in Figure 3. With the increase of $d$, the training time rises, while the model performance (indicated by MRR) increases slowly during $d = 200$ and $d = 800$ but falls after $d = 1000$. Therefore, we decide 800 as the best setting.

Stable Performance. We train and test FLEX five times with different random seeds and report the error bars in Appendix C. The small standard variances show that the performance of FLEX is stable.

Extensibility on Feature Part. (1) Firstly, we show that the feature part can extend to be multiple. We generate variant FLEX-2F which is FLEX with two feature parts and one logic part. Both feature parts depend on the same logic part, but they do not depend on each other. In Table 3, Comparing to FLEX, FLEX-2F with two feature parts achieves up to 0.5% MRR improvement on average, which demonstrates the extensibility of FLEX framework to add more feature parts. We conclude that more parameters for the feature part result in more accurate reasoning answers, because it contributes to
more precise description of entities. (2) Secondly, we show that the feature part can be extended to be in infinite range \((L = \infty)\). We generate variant FLEX-∞ which is FLEX with the real space as its feature space, infinite range. Specifically, \(\tanh(\cdot)\) is removed in operators. In Table 3, the result of FLEX-∞ is quite close to FLEX’s result on all tasks within 0.003 error. Therefore, using the real space as the feature space is suitable, which shows the flexibility of the feature part in FLEX.

**Flexibility on Logic Part.** We introduce min-based intersection and max-based union in Section 3.4 to show that our logic part is flexible to customize. So, we generate variant FLEX-I2 which is FLEX using \(I_2\) as intersection operations. In Table 3, both FLEX and FLEX-I2 achieve similar results on most tasks. Furthermore, FLEX-I2 gains the best result on 3i tasks. The result demonstrates that different implementations of the logic part slightly affect the final performance.

**The Improvement from Closure.** Modeling all closed logical operators allows the framework to directly train on queries with corresponding logical operations, eliminating the need for generalization ability from DNF or De Morgan (DM) formulation. We design variant FLEX-U, which is FLEX training on union queries. FLEX-U uses trainable union operator, instead of DNF or DM, to reason on queries containing union operation. In detail, we append 14968 newly generated 2u and up queries to the training set. The validation set and test set remain the same. Note that the generated data doesn’t contain any queries in validation set or test set. From Table 3, we observe that FLEX-U achieves the best performance on 2u and up, outperforming FLEX (which uses DNF) by 0.2% and 0.6% MRR, respectively. Therefore, the closure of logical operators is helpful to improve the performance.

**The Improvement from Logical Data.** We found that extra complex reasoning data is crucial to promote one-hop reasoning. The variant FLEX-1p is FLEX trained on 1p queries only. Comparing it with standard FLEX in Table 3, FLEX-1p achieves the worst performance on 1p task. Besides, we further explore which task is more important for one-hop reasoning in Appendix G. The results show that logical queries is more important than multi-hop queries for the improvement of one-hop reasoning. Neural logical operators can capture the information hidden in logical data and contribute to the improvement of projection operator.

**Ablation Study.** (1) If feature part is removed, all entities will be zeros, trivially, according to our definition in Section 3.3 that the logic part of entity feature-logic embedding is zero. (2) If the logic part is removed, all logic operators degenerate into simple neural networks. Then dyadic operators will be attention networks of the same structure, unable to guarantee to obey the rule of real logical operation. We design variant FLEX-w/o-logic which removes logic part. Overall, FLEX-w/o-logic is worse than FLEX across all metrics. Therefore, the logic part plays an important role in FLEX.

**Complexity Analysis.** FLEX has fewer parameters and is faster than SOTA (BetaE, ConE), because the computation of logic parts is parameter-free. Please refer to Appendix D for comparison about parameter and running time among different methods.

**Case Study.** We conduct two case studies in Appendix E. **Case 1: The Visualization to Distinguish Answer Entities** shows that feature-logic framework is able to distinguish answer entities without the help of a strict geometric boundary like center-size framework. **Case 2: The Visualization of Intermediate Answers in Reasoning** can help us to understand the reasoning process of FLEX and identify where errors may occur. Because of space limitation, more research questions are presented in Appendix F.
5 Conclusion

In order to fill the gap that current embedding-based methods for KGR are coupled and not closed to the logic, we propose Feature-Logic Embedding framework, FLEX, by introducing vector logic for complex reasoning over knowledge graphs. The theoretical analysis shows that it is a closed embedding-based framework for reasoning. Additionally, the experimental results demonstrate that FLEX is a promising framework which has stable performance, extensibility, flexibility, and strong logical reasoning capability.
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Appendix

Broader Impact

Multi-hop reasoning makes information stored in KGs more valuable. With the help of multi-hop reasoning, we can digest more hidden and implicit information in KGs. It will help in various application such as question answering, recommend systems and information retrieval. It also shows a potential risk to expose unexpected personal information on public data.

A Proofs

A.1 Proofs of Closure

Our operators should be proven to be closed, because they involve neural network apart from vector logic. We prove the closure of the operators in the following.

(Proposition 1) **Closure**: The projection operators, monadic and dyadic operators are closed under feature-logic embeddings of queries and entities.

Proof. (Proposition 1) **Closure**:

We divide the proof into three parts for the three types of operators. Each operator should be proved that the output should be feature-logic embeddings when given feature-logic embedding inputs. Formally, we should check (1) the output embedding consists of two parts, feature $\theta'_{f}$ and logic $\theta'_{l}$, and (2) the feature part is valid $\theta'_{f} \in [-L, L]^d$ and the logic part is a valid logic embedding $\theta'_{l} \in [0, 1]^d$. The first is trivial. The logic part of the second is also trivial, because the logic part obeys vector logic and is closed. The feature part of the second is proved in the following.

(1) For projection operator $P$, it generates $\theta'_{f} \in [-L, L]^d$ via activate function $g$.

(2) For monadic operator $N$, $\theta'_{f} = L \tanh(\text{MLP}(\theta_{f}; \theta_{l})) \in [-L, L]^d$.

(3) The feature part of dyadic operators is computed by

$$
\theta'_{f} = \sum_{i=1}^{n} \alpha_{i}\theta_{q_{i},f}
$$

$$
\alpha_{i} = \frac{\exp(\text{MLP}(\theta_{q_{i},f}; \theta_{q_{i},l}))}{\sum_{j=1}^{n} \exp(\text{MLP}(\theta_{q_{j},f}; \theta_{q_{j},l})))}
$$

Notice that $\sum_{i=0}^{n} \alpha_{i} = 1$ and $\theta_{q_{i},f} \in [-L, L]$. We have:

$$
|\theta'_{f}| = \left| \sum_{i=1}^{n} \alpha_{i}\theta_{q_{i},f} \right| \leq \sum_{i=1}^{n} \alpha_{i}|\theta_{q_{i},f}| \leq \sum_{i=1}^{n} \alpha_{i}L = L
$$

Therefore $\theta'_{f} \in [-L, L]^d$.

A.2 Proofs of Commutativity and Idempotence

Our operators contain neural network apart from logic part. So the neural logical operators should be proven to also obey the rules of real set logical operations. Here, we provide proofs for the following items:

(Proposition 2) **Commutativity**: Given feature-logic embedding $V_{q_{a}}, V_{q_{b}}$, we have $\mathcal{I}(V_{q_{a}}, V_{q_{b}}) = \mathcal{I}(V_{q_{b}}, V_{q_{a}})$ and $\mathcal{U}(V_{q_{a}}, V_{q_{b}}) = \mathcal{U}(V_{q_{b}}, V_{q_{a}})$, $\mathcal{I}_{2}(V_{q_{a}}, V_{q_{b}}) = \mathcal{I}_{2}(V_{q_{b}}, V_{q_{a}})$ and $\mathcal{U}_{2}(V_{q_{a}}, V_{q_{b}}) = \mathcal{U}_{2}(V_{q_{b}}, V_{q_{a}})$.

(Proposition 3) **Idempotence**: Given feature-logic embedding $V_{q}$, we have $\mathcal{I}_{2}(\{V_{q}, V_{q}, \cdots, V_{q}\}) = V_{q}$ and $\mathcal{U}_{2}(\{V_{q}, V_{q}, \cdots, V_{q}\}) = V_{q}$.
Proof. (Proposition 2) **Commutativity:**

The definitions of the operator are listed as follows:

Intersection Operator $\mathcal{I}$:

$$\theta'_f = \sum_{i=1}^{n} \alpha_i \theta_{q_i,f}$$
$$\theta'_l = \prod_{i=1}^{n} \theta_{q_i,l}$$

Union Operator $\mathcal{U}$:

$$\theta'_f = \sum_{i=1}^{n} \alpha_i \theta_{q_i,f}$$
$$\theta'_l = \sum_{1 \leq i < j \leq n} \theta_{q_i,l} \theta_{q_j,l} + \sum_{1 \leq i < j < k \leq n} \theta_{q_i,l} \theta_{q_j,l} \theta_{q_k,l}$$
$$\quad + \ldots + (-1)^{n-1} \prod_{i=1}^{n} \theta_{q_i,l}$$

where

$$\alpha_i = \frac{\exp(\text{MLP}([\theta_{q_i,f}; \theta_{q_i,l}]))}{\sum_{j=1}^{n} \exp(\text{MLP}([\theta_{q_j,f}; \theta_{q_j,l}]))}$$

$\mathcal{U}_2$ and $\mathcal{I}_2$ are the same with $\mathcal{U}$ and $\mathcal{I}$ except logic part.

$\mathcal{I}_2$ : $\theta'_l = \min\{\theta_{q_1,l}, \theta_{q_2,l}, \ldots, \theta_{q_n,l}\}$
$\mathcal{U}_2$ : $\theta'_l = \max\{\theta_{q_1,l}, \theta_{q_2,l}, \ldots, \theta_{q_n,l}\}$

For the feature parts of all operations, the attention weights are invariant to permutations.

For $\mathcal{U}_2$ and $\mathcal{I}_2$, the element-wise maximum function $\max(\cdot)$ and the element-wise minimum function $\min(\cdot)$ are also invariant to permutations. Thus, both $\mathcal{U}_2$ and $\mathcal{I}_2$ satisfy Commutativity.

For $\mathcal{I}$, the intersection of logic part is naturally commutative, since multiplication is commutative. Therefore, $\mathcal{I}$ has Commutativity.

For $\mathcal{U}$, the computation of logic parts is invariant to permutations, because both multiplication and addition comply to commutative law. So $\mathcal{U}$ is commutative as well.

Proof. (Proposition 3) **Idempotence:**

Suppose that $\mathbf{V}_q = (\theta_f, \theta_l)$. The attention weights $\alpha_i$ where $i = 1, 2, \ldots, n$ are the same, because each attention weight corresponds to the same query embedding $\mathbf{V}_q$ and the attention weights are invariant to permutations. Therefore, the feature part remains: $\theta'_f = \sum_{i=1}^{n} \alpha_i \theta_f = (\sum_{i=1}^{n} \alpha_i) \theta_f = \theta_f$.

For $\mathcal{I}_2$, the logic part remains: $\theta'_l = \min\{\theta_1, \theta_2, \ldots, \theta_l\} = \theta_l$.

For $\mathcal{U}_2$, the logic part also remains: $\theta'_l = \max\{\theta_1, \theta_2, \ldots, \theta_l\} = \theta_l$.

To conclude, the operator $\mathcal{I}_2$ and $\mathcal{U}_2$ both have Idempotence.

B Experiments Details

In this section, we show more details about our experiments, including Datasets Details B.1, Implementation Details B.2 and Evaluation Details B.3.
Table 4: Dataset statistics

| Dataset      | Entities | Relations | Training Edges | Validation Edges | Test Edges | Total Edges |
|--------------|----------|-----------|----------------|------------------|------------|-------------|
| FB15k        | 14,951   | 1,345     | 483,142        | 50,000           | 59,071     | 592,213     |
| FB15k-237    | 14,505   | 237       | 272,115        | 17,526           | 20,438     | 310,079     |
| NELL995      | 63,361   | 200       | 114,213        | 14,324           | 14,267     | 142,804     |

Table 5: Number of query. EPFO represents query without negation. Neg represents query with negation. n1p represents query which is not 1p.

| Dataset | Training | Validation | Test |
|---------|----------|------------|------|
|         | EPFO     | Neg        | 1p   | n1p  | 1p   | n1p  |
| FB15k   | 273,710  | 27,371     | 59,078| 8,000| 66,990| 8,000|
| FB237   | 149,689  | 14,968     | 20,094| 5,000| 22,804| 5,000|
| NELL    | 107,982  | 10,798     | 16,910| 4,000| 17,021| 4,000|

B.1 Datasets Details

The datasets and query structured are created by [1]. The statistics of the dataset are shown in Table 4. The number of query for each dataset is shown in 5.

B.2 Implementation Details

We implement our model with PyTorch and use Adam[24] as a gradient optimizer. We use only one GTX1080 graphic card for experiments. In order to find the best hyperparameters, we use grid search based on the performance on the validation datasets. Please refer to Appendix B.2 for best hyperparameters. The source code is available at https://anonymous.4open.science/r/FLEX_NIPS. We cite these projects and thank them for their great contributions!

1. GQE (MIT License): https://github.com/snap-stanford/KGReasoning
2. Query2box (MIT License): https://github.com/snap-stanford/KGReasoning
3. BetaE (MIT License): https://github.com/snap-stanford/KGReasoning
4. ConE (MIT License): https://github.com/MIRALab-USTC/QE-ConE

The best hyperparameters of FLEX for each dataset are shown in Table 6.

Table 6: best hyperparameters on each dataset. \( d \) is the embedding dimension, \( b \) is the batch size, \( k \) is the negative sampling size, \( \gamma \) is the parameter in the loss function, \( l \) is the learning rate.

| Dataset   | \( d \) | \( b \) | \( k \) | \( \gamma \) | \( l \) |
|-----------|--------|--------|--------|-------------|--------|
| FB15k     | 800    | 512    | 128    | 30          | \( 1 \times 10^{-4} \) |
| FB237     | 800    | 512    | 128    | 30          | \( 1 \times 10^{-4} \) |
| NELL      | 800    | 512    | 128    | 30          | \( 1 \times 10^{-4} \) |
Table 7: The mean values and standard variances of FLEX’s MRR results for answering queries without negation ($\exists$, $\land$, $\lor$).

| Dataset  | 1p   | 2p   | 3p   | 2i   | 3i   | pi   | ip   | 2u   | up   | AVG   |
|----------|------|------|------|------|------|------|------|------|------|-------|
| FB237-15k | 77.1 | 37.4 | 31.6 | 66.4 | 75.2 | 54.2 | 42.4 | 52.9 | 34.3 | 52.4  |
|          | $\pm$0.091 | $\pm$0.021 | $\pm$0.042 | $\pm$0.011 | $\pm$0.067 | $\pm$0.120 | $\pm$0.057 | $\pm$0.122 | $\pm$0.055 | $\pm$0.024 |
| FB237    | 43.6 | 13.1 | 11.0 | 34.9 | 48.4 | 27.4 | 16.1 | 15.4 | 11.1 | 24.6  |
|          | $\pm$0.084 | $\pm$0.097 | $\pm$0.123 | $\pm$0.152 | $\pm$0.169 | $\pm$0.096 | $\pm$0.097 | $\pm$0.184 | $\pm$0.167 | $\pm$0.025 |
| NELL     | 57.8 | 16.8 | 14.7 | 40.5 | 50.8 | 27.3 | 19.4 | 15.6 | 11.6 | 28.2  |
|          | $\pm$0.012 | $\pm$0.071 | $\pm$0.094 | $\pm$0.114 | $\pm$0.115 | $\pm$0.130 | $\pm$0.096 | $\pm$0.026 | $\pm$0.118 | $\pm$0.032 |

Table 8: The mean values and standard variances of FLEX’s MRR results for answering queries with negation.

| Dataset  | 2in  | 3in  | inp  | pin  | pni  | AVG   |
|----------|------|------|------|------|------|-------|
| FB15k    | 18.0 | 19.3 | 14.2 | 10.1 | 15.2 | 15.4  |
|          | $\pm$0.073 | $\pm$0.089 | $\pm$0.059 | $\pm$0.045 | $\pm$0.087 | $\pm$0.051 |
| FB237    | 5.6  | 10.7 | 8.3  | 3.9  | 3.6  | 6.1   |
|          | $\pm$0.032 | $\pm$0.119 | $\pm$0.055 | $\pm$0.065 | $\pm$0.052 | $\pm$0.037 |
| NELL     | 5.8  | 9.1  | 10.9 | 3.6  | 4.1  | 6.7   |
|          | $\pm$0.015 | $\pm$0.057 | $\pm$0.014 | $\pm$0.013 | $\pm$0.092 | $\pm$0.021 |

B.3 Evaluation Details

For a test query $q$ and its non-trivial answer set $v \in \|q\|_{test} - \|q\|_{valid}$, we denote the rank of each answer $v_i$ as $\text{rank}(v_i)$. The mean reciprocal rank (MRR) and Hits at K (Hits@K) are defined as follows:

\[
\text{MRR}(q) = \frac{1}{\|v\|} \sum_{v_i \in v} \frac{1}{\text{rank}(v_i)}
\]

\[
\text{Hits@K}(q) = \frac{1}{\|v\|} \sum_{v_i \in v} f(\text{rank}(v_i))
\]

where $f(n) = \begin{cases} 1, & n \leq K \\ 0, & n > K \end{cases}$

C Error Bars of Main Results

In order to evaluate how stable the performance of FLEX is, we run five times with random seeds $\{1, 10, 100, 1000, 10000\}$ and report the error bars of these results. Table 7 shows the error bar of FLEX’s MRR results on queries without negation (EPFO queries). Table 8 shows the error bar of FLEX’s MRR results on queries with negation. Overall, the standard variances are small, which demonstrate that the performance of FLEX is stable.

D Complexity Analysis

Because the computation of logic parts is parameter-free, FLEX has less parameters and is faster than SOTA (BetaE, ConE). The parameter comparison is shown in Table 9 and the running time comparison is presented in Table 10. From the tables, we observe that FLEX has the least parameters and running time. These results demonstrate the efficiency of FLEX framework.
Table 9: Parameters of BetaE, ConE and FLEX, FLEX-2F, FLEX-3F along different hidden dimensions. The one having least parameters is in bold.

| Dimension | BetaE   | ConE   | FLEX   | FLEX-2F   | FLEX-3F   |
|-----------|---------|--------|--------|-----------|-----------|
| 200       | 10.30M  | 7.18M  | 7.05M  | 10.81M    | 14.57M    |
| 400       | 18.52M  | 12.27M | 11.79M | 19.54M    | 27.29M    |
| 600       | 27.22M  | 17.84M | 16.76M | 28.75M    | 40.74M    |
| 800       | 36.39M  | 23.89M | 21.97M | 38.43M    | 54.89M    |
| 1000      | 46.05M  | 30.42M | 27.42M | 48.60M    | 69.78M    |

Table 10: Running time of BetaE, ConE and FLEX, FLEX-2F, FLEX-3F along different hidden dimensions. They are trained on one 1080Ti card, batch size 128, training steps 300k. The one having least days is in bold.

| Dimension | BetaE   | ConE   | FLEX   | FLEX-2F   | FLEX-3F   |
|-----------|---------|--------|--------|-----------|-----------|
| 200       | 3.5 days| 1.9 days| 1.2 days| 2.2 days  | 3.3 days  |
| 400       | 4.1 days| 2.1 days| 1.3 days| 2.5 days  | 3.8 days  |
| 600       | 4.4 days| 2.3 days| 1.5 days| 2.7 days  | 4.0 days  |
| 800       | 4.6 days| 2.4 days| 1.7 days| 2.9 days  | 4.3 days  |
| 1000      | 4.9 days| 2.6 days| 1.8 days| 3.1 days  | 4.5 days  |

E Case Study

E.1 Case 1: The Visualization to Distinguish Answer Entities

To investigate whether the feature-logic framework can distinguish answer entities from other entities, we test the framework with three tasks 1p, 2p, 3p on FB15k. We randomly select three samples: 1p (‘/m/0jbk9’, (‘-/location/hud_foreclosure_area/estimated_number_of_mortgages/measurement_unit/dated_integer/source’)), 2p (‘/m/02x_h0’, (‘+/people/person/spouse_s/people/marriage/type_of_union’, ‘+/people/marriage_union_type/unions_of_this_type/people/marriage/spouse’)), 3p (‘/m/02h40lc’, (‘-/location/country/oficial_language’, ‘+/dataworld/gardening_hint/split_to’, ‘-/people/person/nationality’)). Figure 4 shows the entity count along different ranges of scores. Horizontal axis denotes the scores, while vertical axis denotes the number of entity in the score interval. Higher score means higher confidence for the entity as answer.

We can observe two obvious peaks in each figure. The left peak represents the number of entities which aren’t answers and the right peak represents the number of entities which are considered answers. It can be concluded that feature-logic framework is able to distinguish answer entities without the help of a strict geometric boundary like center-size framework.

Figure 4: The count of entities grouped by scores on different tasks. Horizontal axis denotes the scores, while vertical axis denotes the number of entity in the score interval.
Figure 5: The visualization of the intermediate answers in reasoning, given by 2i query $q = V$: $(\text{United States of America}, \text{Religion}, V) \land (\text{Sunny Deol}, \text{Religion}, V)$. Besides, with the increase in the complexity of the task (from 1p to 3p), the right peak becomes higher and higher, which means the number of answers inferred increase. Too many answer entities inferred will confuse the framework and lead to performance decrease.

E.2 Case 2: The Visualization of Intermediate Answers in Reasoning

The intermediate variables in FLEX are interpretable. Each intermediate node is represented as feature-logic embedding. The feature-logic embedding is used to rank against all candidate entities to get the answers of the previous reasoning step. We visualize the top-3 entities with the highest scores.

We randomly choose a 2i query from the FB237 dataset. Figure 5 shows the visualization of the intermediate answers in the reasoning process using the FLEX framework. At the anchor step, the maximum score is given to anchor entity itself, since the distance between the anchor and itself is 0. In the last step, FLEX correctly identifies the final answers of 'Hinduism' and 'Sikhism,' and ignores the incorrect answer of 'Hindu' that was generated in previous steps. However, FLEX also assigns a relatively high score to another entity 'Christianity'. 'Christianity' could serve as a good suggestion for the user to check whether it was answer.

Overall, since the ground truth is 'Hinduism' and 'Sikhism,' the FLEX framework performs well in this case. The intermediate answers generated by the framework are reasonable and can be used to infer the final answer. The visualization of the intermediate answers can help us to understand the reasoning process of FLEX and identify where errors may occur.

F More Research Questions

In this section, we designed more variants to further explore how powerful the FLEX framework is. Mainly we concern the research questions: (RQ1) What if the logic operations are directly applied on the feature parts? (RQ2) What if we make it 3 or more feature parts? What is the cost of adding a more features spaces in the framework, in terms of training time/memory requirements etc?

Below, the variant FLEX-logic-over-feature is designed so that logic operations are applied directly on the feature part without any neural networks. The variant FLEX-3F has three feature parts, and FLEX-2F has two. The results are shown in Table 11.

RQ1 Compared with basic FLEX, the variant FLEX-logic-over-feature has significant performance decrease. Therefore, we conclude that Neural logical operators do better in handling noise in the KG, and FLEX framework is more suitable to fuse the logical information into neural networks.
Table 11: MRR comparison for more variants of FLEX answering queries with & without negation on FB237. Each variant is based on basic FLEX (first row). AVG denotes average performance.

| Model                  | AVG | 1p  | 2p  | 3p  | 2i  | 3i  | ip  | pi  | 2in | 3in | inp | pin | pni | 2u  | up  |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FLEX                   | 18.1| 43.6| 13.1| 11.1| 34.9| 48.4| 16.1| 27.4| 5.6 | 10.7| 8.2 | 4.0 | 3.6 | 15.4| 11.1|
| FLEX-logic-over-feature| 13.2| 40.1| 10.6| 9.6 | 24.9| 36.8| 11.6| 14.9| 5.3 | 6.2 | 6.7 | 3.5 | 3.8 | 11.2| 8.8 |
| FLEX-2F                | 18.3| 43.6| 13.3| 11.2| 35.2| 49.0| 17.5| 27.4| 5.9 | 10.5| 8.5 | 4.2 | 4.1 | 15.6| 11.5|
| FLEX-3F                | 18.4| 43.6| 13.3| 11.2| 35.2| 49.0| 17.5| 27.4| 5.9 | 10.5| 8.5 | 4.2 | 4.1 | 15.7| 11.1|

**RQ2**  
Performance improvement is limited for three or more feature parts compared with two feature parts. Intuitively, too many feature parts may carry in more parameters (making it hard to train) and more noises (leading to ignoring the logic). We suggest that the neural networks in the operators should be redesigned and promoted to well handle these features.

Below we analyze the computation cost of adding a more features spaces in the framework. Let $n$ denotes number of entities, $m$ denotes number of relations, $d$ denotes embedding dimension, $h$ denotes hidden dimension. **If we add a feature part, there are about** $(n + m)d + 2hd + 3d^2$ **extra parameters introduced, and the training time increases linearly.**

1. Each entity embedding and relation embedding needs extra $d$ dimension parameters, which leads to extra $(n + m) \times d$ parameters.
2. The projection operation contains an 2 layer feedforward network of size $(x + 1)d \times h$ and $h \times (x + 1)d$, where $x$ is the number of feature parts, 1 is one logic part, $h$ is hidden dimension. Adding a feature part requires $2hd$ extra parameters.
3. For each feature part, intersection operation needs an additional 2 layer feedforward network, which requires first layer $2d \times d$ and second layer $d \times d$ summing up to $3d^2$ extra parameters.

By the way, FLEX-2F and FLEX-3F’s results of parameters and running time along different hidden dimensions are shown in Table 9 and Table 10.

**G Link Prediction and Multi-Hop Reasoning**

Reasoning on KG is a fundamental issue in the artificial intelligence which can be classified into two categories: (1) Link prediction, which uses existing facts stored in KG to infer new one, and (2) Multi-hop reasoning, which answers a first-order logic (FOL) query using logical and relational operators. Multi-hop reasoning is more difficult than link prediction, as it involves multiple entities, relationships. However, on the one hand, current SOTA models for link prediction cannot handle multi-hop reasoning queries. On the other hand, the SOTA methods for multi-hop reasoning cannot outperform SOTA approaches for link prediction. Our framework not only can handle multi-hop queries, but also achieves comparable results to SOTA models for link prediction.

We compare FLEX with ConE (the multi-hop SOTA) as well as TuckER (the link prediction SOTA). For ConE, we reproduce and obtain its MRR and Hits@k results on 1p task. For TuckER, We include its tail prediction metrics in the comparison. Note that the 1p task in multi-hop reasoning is the same as tail prediction task in link prediction.

From Table 12, it can be observed that:
1. **FLEX** and its variants outperform current SOTA multi-hop reasoning model (ConE) in link prediction task and achieves comparable result with current SOTA link prediction model (TuckER).
2. Multi-hop training contributes to the framework’s one-hop performance. **FLEX** trained with complex multi-hop data outperforms the model **FLEX-1p** trained only with 1p data.

**Why is FLEX better in 1p?** As is discussed before, the training on logical queries contributes to the performance of projection operator. Below we conduct experiments to explore the reason. To answer this question, we further train FLEX on the same dataset FB237 of 4 different settings: **1p**, **1p.2p.3p**, **1p.2p.3p.2i.3i**, **all** respectively. Note that the result of training on **all** is the result of FLEX presented before in the main body of the paper. The results on 1p task are shown in Table 13:

From Table 13, the MRR decreases from **1p**(41.7) to **1p.2p.3p**(41.0) then increases as more and more logical data involved, from **1p.2p.3p**(41.0), **1p.2p.3.2i**(42.8) to **all**(43.6).
Table 12: The metrics of one-hop reasoning (Link Prediction) on FB237, ConE [4] and TuckER [23] are reproduced. The best is in bold.

| Metric   | Model  | FLEX | ConE | TuckER |
|----------|--------|------|------|--------|
| MRR      |        | 43.6 | 41.8 | **45.1** |
| hits@1   |        | 33.1 | 31.5 | **35.4** |
| hits@3   |        | 48.4 | 46.5 | **49.7** |
| hits@10  |        | **64.9** | 62.6 | 64.0    |

Table 13: Experiment results on 1p task (which equals to Link Prediction) for FLEX trained on FB237 using queries: 1p (FLEX-1p), 1p.2p.3p (FLEX-1p.2p.3p), 1p.2p.3p.2i.3i (FLEX-1p.2p.3p.2i.3i) and all (FLEX) respectively. The best is in bold.

| Metric   | FLEX-1p | FLEX-1p.2p.3p | FLEX-1p.2p.3p.2i.3i | FLEX |
|----------|---------|---------------|---------------------|------|
| MRR      | 41.7    | 41.0          | 42.8                | **43.6** |
| hits@1   | 31.9    | 31.0          | 32.5                | **33.1** |
| hits@3   | 46.1    | 45.3          | 47.4                | **48.4** |
| hits@10  | 61.6    | 61.1          | 63.8                | **64.9** |

data brings in more data instead of introducing logical operators, then the performance decreases. So extra data doesn’t always contribute to performance. But when using 2i.3i data and including intersection operator, the 1p performance of FLEX increases significantly. Therefore, **neural logical operators contribute to the improvement of projection operator**. The result inspires us that FLEX framework could well-organize the logical operators and capture the information hidden in logical data.

H Connection to Other Works

H.1 Connection to ConE

ConE [4] models the query set as sector cone. It shows impressive performance in reasoning over knowledge graph. The difference between ConE and our FLEX can be listed as follows:

1. ConE’s union is not true union because the union of sector cones is cone instead of sector cone. FLEX’s union is true union in vector logic. In fact, including Q2B [3], if center-size framework accurately models any EPFO logical queries, the dimensionality of the logical query embeddings needs to be $O(|V|)$, where $|V|$ is the count of all entities. And this is why we would like to propose a method to directly model union in vector logic. The good result of experiment (FLEX-U) shows the necessary of union operator.

2. The axis and aperture in ConE depend on each other. In FLEX, the feature and logic are more loosely decoupled. Theoretically, FLEX allows integrating multi-modal information including entity name, image, audio, etc. Please refer to FLEX-2F to add another feature part. However, the experiments remain a future work, because we do not have a multi-modal dataset.

H.2 Connection to CQD

CQD [12] firstly trains a neural link predictor to predict truth value of atoms in the query. It then uses t-norm to organise the truth value of different atoms. Finally it solves a optimization problem to find the answer entity set. The similarity and difference between CQD and FLEX are listed as follows.

1. Similarity: CQD uses t-norm while FLEX uses vector logic to model logical operators in the query. T-norm and vector logic both originate from fuzzy logic, so we share similar definitions of AND and OR operations with CQD. The product t-norm and minimum t-norm correspond to our intersection operator $I$ and $I_2$ respectively. And the probabilistic sum and maximum t-conorm correspond to our union operator $U$ and $U_2$ respectively.
(2) Difference: The difference between CQD and FLEX is training time and supported FOL operators. CQD utilizes t-norm to promote neural link predictor to complex logical reasoning over knowledge graph. Therefore, CQD has the advantage to train on 1p tasks, while testing in all tasks (without negation). This advantage makes the training of CQD much faster than our FLEX. However, in the paper of CQD, neither the definition of negation of t-norm or the result of queries with negation is shown. Our FLEX can not only represent negation (i.e. NOT operation in vector logic), but also represent all dyadic operations including exclusive or (XOR), implication (IMPL) and so on. Actually, FLEX can truly directly handle all FOL operations.

I Future Work

In the future, we would like to explore the following research directions: (1) We plan to optimize the training pipeline to reduce training time; (2) We would like to promote FLEX to temporal knowledge graph in the future; (3) We aim to investigate application of the quantum logic as the computation of logic parts.