Abstract. Consider a higher-rank graph of rank $k$. Both the Cuntz-Krieger algebra and the Toeplitz-Cuntz-Krieger algebra of the graph carry natural gauge actions of the torus $\mathbb{T}^k$, and restricting these gauge actions to one-parameter subgroups of $\mathbb{T}^k$ gives dynamical systems involving actions of the real line. We study the KMS states of these dynamical systems. We find that for large inverse temperatures $\beta$, the simplex of KMS$_\beta$ states on the Toeplitz-Cuntz-Krieger algebra has dimension $d$ one less than the number of vertices in the graph. We also show that there is a preferred dynamics for which there is a critical inverse temperature $\beta_c$: for $\beta$ larger than $\beta_c$, there is a $d$-dimensional simplex of KMS states; when $\beta = \beta_c$ and the one-parameter subgroup is dense, there is a unique KMS state, and this state factors through the Cuntz-Krieger algebra. As in previous studies for $k = 1$, our main tool is the Perron-Frobenius theory for irreducible nonnegative matrices, though here we need a version of the theory for commuting families of matrices.

1. Introduction

Every Cuntz-Krieger algebra carries a natural gauge action of the circle, which we can lift to $\mathbb{R}$ to get a natural dynamics. Enomoto, Fujii and Watatani proved in 1984 that when $\mathcal{O}_A$ is a simple Cuntz-Krieger algebra, this dynamics admits a single KMS state, which occurs at inverse temperature $\ln \rho(A)$, where $\rho(A)$ is the spectral radius of $A$ [6]. Their result has been extended to the Cuntz-Krieger algebras of infinite matrices [7], and more recently to the graph algebras of finite graphs with sources [11, 10]. We now know also that the Toeplitz-Cuntz-Krieger algebras of matrices and graphs have a much richer supply of KMS states [7, 13, 10].

Higher-rank graphs (or $k$-graphs) were introduced by Kumjian and Pask [12] as combinatorial models for the higher-rank Cuntz-Krieger algebras of [19], and their $C^*$-algebras have generated a great deal of interest. In particular, Davidson and Yang have made a detailed study of $C^*$-algebras associated to finite 2-graphs with a single vertex [4, 21, 22], and recently Yang [21] has studied KMS states for a 1-parameter subgroup of the gauge action of the 2-torus on the $C^*$-algebra $C^*(\Lambda)$ of such a graph $\Lambda$. She has shown that, if $\Lambda$ has $m$ blue edges and $n$ red ones, and if $\ln m$ is not a rational multiple of $\ln n$, then $C^*(\Lambda)$ has a unique KMS state.

Here we consider the dynamics obtained by restricting the gauge action of $\mathbb{T}^k$ to one-parameter subgroups of $\mathbb{T}^k$, and we compute the KMS states on both the Toeplitz algebra and $C^*$-algebra of a finite $k$-graph $\Lambda$ with no sources. For the Toeplitz algebra $TC^*(\Lambda)$
and large inverse temperatures $\beta$, the KMS$_\beta$ states form a simplex of dimension $|\Lambda^0| - 1$ (Theorem 6.1). For smaller $\beta$, it matters which 1-parameter subgroup we choose, and there is a preferred dynamics for which we obtain the best possible results. To describe it, we consider the vertex matrices $A_i$ of the subgraphs containing just the edges of degree $e_i$ (that is, the individually coloured subgraphs of the skeleton); for the graphs in the previous paragraph, for example, we recover $A_1 = (m)$ and $A_2 = (n)$. Then the preferred dynamics is the restriction of the gauge action to the subgroup \( \prod_{i=1}^k \rho(A_i)^t : t \in \mathbb{R} \).

For the preferred dynamics, Theorem 6.1 describes a \((|\Lambda^0| - 1)\)-dimensional simplex of KMS$_\beta$ states for every $\beta > 1$. When the numbers $\ln(A_i)$ are rationally independent, there is a unique KMS$_1$ state, which factors through a state of the graph algebra $C^*(\Lambda)$ (Theorem 7.2).

Our approach is a refinement of the one developed in [14] and [15], which we previously applied to the $C^*$-algebras of finite graphs with sources in [10]. The first task in this approach is to find a characterisation of KMS$_\beta$ states which will enable us to recognise them in the wild. When the 1-parameter subgroup determining the action is dense in $\mathbb{T}$, this is relatively straightforward (Proposition 5.1): the outcome is, roughly, that a KMS state $\phi$ is determined by its values on the vertex projections $\{q_v : v \in \Lambda^0\}$ of the generating Toeplitz-Cuntz-Krieger family \( \{t, q\} \). The Toeplitz-Cuntz-Krieger relations then impose restrictions on the vector $m^\phi := (\phi(q_v)) \in [0, \infty)^k$, which amounts to saying that $m^\phi$ is subinvariant for all the matrices $A_i$, in the sense of Perron-Frobenius theory [20]. When $\phi$ is a state on $C^*(\Lambda)$, this subinvariance becomes invariance (Proposition 4.1). For graphs such that the matrices $A_i$ are irreducible, the Perron-Frobenius theory puts lower bounds on the possible inverse temperatures $\beta$ (Corollary 4.3), and these lower bounds are all the same for the preferred dynamics (see Remark 4.5).

In §5 we consider the KMS$_\beta$ states on the Toeplitz algebra for the action determined by an arbitrary subgroup of $\mathbb{T}^k$. We show that, even when this subgroup is not dense, KMS$_\beta$ states are still invariant under the full gauge action of $\mathbb{T}^k$ (Theorem 5.1; see also Remark 5.3). This invariance was easy to establish in the case $k = 1$ (see Proposition 2.1(a) in [10]), but seems to require a rather delicate analysis for $k > 1$. The extra invariance plays a crucial role when we prove surjectivity of our parametrisation of the KMS states on the Toeplitz algebra (Theorem 6.1). As in [10], this parametrisation includes concrete descriptions of the KMS states in terms of the path representation of $\mathcal{T}C^*(\Lambda)$ on $\ell^2(\Lambda)$.

In §7 we consider the preferred dynamics $\alpha$ under the assumption that the numbers $\ln(\rho(A_i))$ are rationally independent. We show that there is then a unique KMS$_1$ state on $\mathcal{T}C^*(\Lambda, \alpha)$, that this state factors through a state of the graph algebra $C^*(\Lambda)$, and that the resulting state of $C^*(\Lambda)$ is the only KMS state of $(C^*(\Lambda), \alpha)$. We show by example that uniqueness can fail if the $\ln(\rho(A_i))$ are rationally dependent. We finish with a short analysis of the ground states of our systems.

2. Background

2.1. Perron-Frobenius for commuting matrices. Let $X$ be a finite set. A matrix $A \in M_X(\mathbb{C})$ is irreducible if for all $x, y \in X$ there exists $n \in \mathbb{N}$ such that $A^n(x, y) \neq 0$. We say that a matrix is positive (non-negative) if all its entries are positive (non-negative). A vector in $[0, \infty)^X$ is subinvariant for $A \in M_X(\mathbb{C})$ and $\lambda \in \mathbb{R}$ if $A^m \lambda^m$ pointwise.

Let $A$ be an irreducible matrix with non-negative entries. The Perron-Frobenius theorem [20, Theorem 1.5] says that $A$ has an eigenvalue $\rho_A > 0$ with a positive eigenvector...
Lemma 2.1. Suppose that $A$ and $B$ are commuting irreducible $n \times n$ matrices with non-negative entries. Then their unimodular Perron-Frobenius eigenvectors are equal.

Proof. Let $x$ be the unimodular Perron-Frobenius eigenvector for $A$. We have

$$ABx = BAx = \rho(A)Bx.$$ 

Hence $Bx$ is an eigenvector of $A$. Since $B$ has non-negative entries and $x$ is a positive vector, $Bx$ is non-negative. The Perron-Frobenius theorem for $A$ implies that $Bx$ is a scalar multiple of $x$, so $x$ is an eigenvector of $B$ also. Since $x$ is positive, applying [20] Theorem 1.6] to $B$ shows that $Bx = \rho(B)x$, and since $x$ has $\ell^1$-norm 1, $x$ is also the unique unimodular non-negative eigenvector for $B$. \hfill \Box

2.2. Higher-rank graphs and their $C^*$-algebras. Let $\Lambda$ be a $k$-graph with vertex set $\Lambda^0$ and degree function $d : \Lambda \to \mathbb{N}^k$, as in [12]. We are only interested in $k$-graphs which are finite in the sense that $\Lambda^n := d^{-1}(n)$ is finite for all $n \in \mathbb{N}^k$. We use the convention that $v\Lambda^n w$, for example, denotes the set $\{\lambda \in \Lambda^n : r(\lambda) = v \text{ and } s(\lambda) = w\}$. For a pair $(\lambda, \mu)$ of paths in $\Lambda$, we write $\Lambda^\min(\lambda, \mu)$ for the set of pairs $(\eta, \zeta)$ in $\Lambda$ such that $\lambda \eta = \mu \zeta$ and $d(\lambda \eta) = d(\lambda) \vee d(\mu)$.

For $1 \leq i \leq k$, we write $A_i$ for the vertex matrix with entries $A_i(v, w) = |v\Lambda^{e_i}w|$. Since $(A_iA_j)(v, w)$ is the number of paths of degree $e_i + e_j$ from $w$ to $v$, the factorisation property implies that $A_iA_j = A_jA_i$. So it makes sense to define $A^n := \prod_{i=1}^k A_i^{n_i}$ for $n \in \mathbb{N}^k$, and then $A^n(v, w)$ is the number $|v\Lambda^n w|$ of paths from $w$ to $v$ of degree $n$.

Lemma 2.2. Suppose that $\Lambda$ is a finite $k$-graph with no sources, and that $\beta \in [0, \infty)$ and $r \in (0, \infty)^k$ satisfy $\beta r_i > \ln \rho(A_i)$ for $1 \leq i \leq k$. View $\mathbb{N}^k$ as a directed set with $m \leq n \iff m_i \leq n_i$ for all $i$. Then the series $\sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} A^n$ converges in the operator norm to $\prod_{i=1}^k (1 - e^{-\beta r_i}A_i)^{-1}$.

Proof. Since the vertex matrices $A_i$ commute, the $N$th partial sum is

$$\sum_{0 \leq n \leq N} e^{-\beta r \cdot n} A^n = \sum_{0 \leq n \leq N} \prod_{i=1}^k e^{-\beta r_i n_i} A_i^{n_i} = \prod_{i=1}^k \left( \sum_{n_i=0}^{N_i} e^{-\beta r_i} A_i^{n_i} \right).$$

For each $i$ we have $\beta r_i > \rho(A_i)$, and hence $\sum_{n_i=0}^{N_i} e^{-\beta r_i n_i} A_i^{n_i}$ converges to $(1 - e^{-\beta r_i} A_i)^{-1}$ in the operator norm as $N_i \to \infty$ (by, for example, [3] Lemma VII.3.4]). Thus as $N \to \infty$ in $\mathbb{N}^k$, which means $N_i \to \infty$ for all $i$, the product converges in the operator norm to $\prod_{i=1}^k (1 - e^{-\beta r_i} A_i)^{-1}$.

Following the spirit of [17], §7, a Toeplitz-Cuntz-Krieger $\Lambda$-family $\{T_\lambda : \lambda \in \Lambda\}$ consists of partial isometries $\{T_\lambda : \lambda \in \Lambda\}$ such that

(T1) $\{Q_v : v \in \Lambda^0\}$ are mutually orthogonal projections;
(T2) $T_\lambda T_\mu = T_{\lambda \mu}$ whenever $s(\lambda) = r(\mu)$;
(T3) $T_\lambda^* T_\lambda = Q_s(\lambda)$ for all $\lambda$;
and ground states are always $\alpha$-invariant [16, Proposition 8.12.4]. An analytic function $z \mapsto \alpha_z(a)$ is defined on all of $\mathbb{C}$. A state $\phi$ on $A$ is a KMS state with inverse temperature $\beta \in (0, \infty)$ (or KMS$_\beta$ state) of $(A, \alpha)$ if

$$\phi(ab) = \phi(b\alpha_{t\beta}(a))$$

for all analytic elements $a, b$;

$\phi$ is a ground state of $(A, \alpha)$ if $z \mapsto \phi(\alpha_z(b))$ is bounded in the upper half-plane $\text{Im} z > 0$ for all analytic $a, b$. By convention, the KMS$_0$ states are the invariant traces, and the KMS$_\infty$ states are the weak* limits of sequences of KMS$_{\beta_n}$ states as $\beta_n \to \infty$. KMS states and ground states are always $\alpha$-invariant [16 Proposition 8.12.4].

We know on general grounds that the analytic elements always form a dense subalgebra of $A$ [16 page 363]. But in practice it seems to be easy to find plenty of analytic elements, and this is all we have to do: by [16 Proposition 8.12.3], it suffices to check the KMS and ground-state conditions on a set of analytic elements which span a dense subspace of $A$. In the systems $(T^*\Lambda, \alpha)$ of interest to us, we have $\alpha_t(t^*u) = e^{itr(d(\mu) - d(\nu))}t^*u$. 

(T4) for all $v \in \Lambda^0$ and $n \in \mathbb{N}$, we have

$$Q_v \geq \sum_{\lambda \in \Lambda^n} T_\lambda T^*_\lambda;$$

(T5) for all $\mu, \nu \in \Lambda$, we have (interpreting any empty sums as 0)

$$T^*_\mu T_\nu = \sum_{(\eta, \zeta) \in \Lambda^{\min} (\mu, \nu)} T_\eta T^*_\zeta.$$

The relation (T4) implies that the range projections $\{T_\lambda T^*_\lambda : d(\lambda) = n\}$ are mutually orthogonal for each $n$ (by the argument of [10, Corollary 1.2]). A Toeplitz-Cuntz-Krieger $\Lambda$-family is a Cuntz-Krieger $\Lambda$-family if in addition we have

$$(\text{CK}) \quad Q_v = \sum_{\lambda \in v\Lambda^n} T_\lambda T^*_\lambda$$

for all $v \in \Lambda^0$ and $n \in \mathbb{N}$.

Remark 2.3. The relations (T1)–(T3) and (CK) imply (T5) [12, Lemma 3.1], but in the absence of (CK) we need to impose (T5) to ensure that the $C^*$-algebra generated by $\{T_\lambda\}$ is spanned by elements of the form $T_\lambda T^*_\mu$. Proposition 6.4 of [17] says that (T5) is equivalent to Nica covariance of an associated representation of a product system of Hilbert bimodules over $C(\Lambda^0)$, as in [8].

The Toeplitz algebra $T^*\Lambda$ is generated by a universal Toeplitz-Cuntz-Krieger family $\{t_\lambda, q_\nu\}$. It can be constructed as the Nica-Toeplitz algebra of a product system of Hilbert $C^*$-bimodules, as in [17, Corollary 7.5]. The universal property shows that there is a gauge bimodule $\{h_\lambda : \lambda \in \Lambda\}$ for all $\Lambda^0$, and the operators $Q_v, T_\mu$ such that

$$T_\mu h_\lambda = \begin{cases} h_{s(\mu)} & \text{if } s(\mu) = r(\lambda) \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad Q_v h_\lambda = \begin{cases} h_\lambda & \text{if } v = r(\lambda) \\ 0 & \text{otherwise} \end{cases}.$$

It is proved in [17, Example 7.4] that $(T, Q)$ is a Toeplitz-Cuntz-Krieger $\Lambda$-family, and in [17, Corollary 7.7] that the associated representation $\pi_{T, Q}$ of $T^*\Lambda$ is faithful. We call $\pi_{T, Q}$ the path representation of $T^*\Lambda$.

3. Properties of KMS states

Suppose that $\alpha$ is an action of $\mathbb{R}$ on a $C^*$-algebra $A$. An element $a \in A$ is analytic for $\alpha$ if $t \mapsto \alpha_t(a)$ is the restriction to $\mathbb{R}$ of an analytic function $z \mapsto \alpha_z(a)$ defined on all of $\mathbb{C}$. A state $\phi$ on $A$ is a KMS state with inverse temperature $\beta \in (0, \infty)$ (or KMS$_\beta$ state) of $(A, \alpha)$ if

$$\phi(ab) = \phi(b\alpha_{t\beta}(a))$$

for all analytic elements $a, b$;
for some $r \in (0, \infty)^k$, and $z \mapsto e^{i zr \cdot (\bar{d}(\mu) - \bar{d}(\nu))} t_{\mu} t_{\nu}^*$ is an analytic function which extends $t \mapsto \alpha_t(t_{\mu} t_{\nu}^*)$. So it suffices for us to check the KMS condition \eqref{KMS1} on the elements $t_{\mu} t_{\nu}^*$.

We begin our investigation of KMS states on $\mathcal{T} C^* (\Lambda)$ by giving a characterisation of KMS states that will make them easier to identify.

**Proposition 3.1.** Suppose that $\Lambda$ is a finite $k$-graph with no sources. Let $r \in (0, \infty)^k$, let $\gamma : \mathbb{T}^k \to \text{Aut}(\mathcal{T} C^* (\Lambda))$ be the gauge action, and define $\alpha : \mathbb{R} \to \text{Aut}(\mathcal{T} C^* (\Lambda))$ by $\alpha_t = \gamma_t \circ \tau$. Suppose that $\beta \in [0, \infty)$ and $\phi$ is a state on $\mathcal{T} C^* (\Lambda)$.

(a) If $\phi$ is a KMS$_\beta$ state of $(\mathcal{T} C^* (\Lambda), \alpha)$, then
\begin{equation}
\phi(t_{\mu} t_{\nu}^*) = \delta_{\mu, \nu} e^{-\beta r \cdot d(\mu)} \phi(q_{s(\mu)}) \quad \text{for all } \mu, \nu \in \Lambda \text{ with } d(\mu) = d(\nu). \tag{3.2}
\end{equation}
(b) If
\begin{equation}
\phi(t_{\mu} t_{\nu}^*) = \delta_{\mu, \nu} e^{-\beta r \cdot d(\mu)} \phi(q_{s(\mu)}) \quad \text{for all } \mu, \nu \in \Lambda,
\end{equation}
then $\phi$ is a KMS$_\beta$ state of $(\mathcal{T} C^* (\Lambda), \alpha)$. If $r \in (0, \infty)^k$ has rationally independent coordinates, then $\phi$ is a KMS$_\beta$ state of $(\mathcal{T} C^* (\Lambda), \alpha)$ if and only if \eqref{KMS3} holds.

(c) A state $\phi$ on $\mathcal{T} C^* (\Lambda)$ is a ground state of $(\mathcal{T} C^* (\Lambda), \alpha)$ if and only if
\begin{equation}
\phi(t_{\mu} t_{\nu}^*) = 0 \quad \text{whenever } r \cdot d(\mu) > 0 \text{ or } r \cdot d(\nu) > 0. \tag{3.4}
\end{equation}

**Proof of Proposition 3.1.** If $d(\mu) = d(\nu)$, then $t_{\mu} t_{\mu}^* = \delta_{\mu, \nu} q_{s(\mu)}$, and the KMS condition gives
\begin{equation}
\phi(t_{\mu} t_{\mu}^*) = e^{-\beta r \cdot d(\mu)} \phi(t_{\mu} t_{\mu}^*) = \delta_{\mu, \nu} e^{-\beta r \cdot d(\mu)} \phi(q_{s(\mu)}),
\end{equation}
which is \eqref{KMS3}. \hfill \square

To prove part (b) we need the following property of the partial order on $\mathbb{N}^k$.

**Lemma 3.2.** Suppose that $m, n, p, q \in \mathbb{N}^k$ satisfy $m + p = n + q$. Then $m + p = m \lor n$ if and only if $p \land q = 0$.

**Proof.** First suppose $m + p = m \lor n$. Then for each $i$,
\begin{equation}
p_i = (m \lor n)_i - m_i = \max(m_i, n_i) - m_i = \begin{cases} 0 & \text{if } n_i < m_i \\ n_i - m_i & \text{if } n_i \geq m_i,
\end{cases}
\end{equation}
and
\begin{equation}
q_i = m_i - n_i + p_i = \begin{cases} m_i - n_i & \text{if } n_i < m_i \\ 0 & \text{if } n_i \geq m_i.
\end{cases}
\end{equation}
So for all $i$, $\min(p_i, q_i) = 0$, which means $p \land q = 0$.

Conversely, suppose that $\min(p_i, q_i) = 0$ for all $i$. If $p_i \neq 0$, then $q_i = 0$, $m_i + p_i = n_i$, and $m_i + p_i = \max(m_i, n_i)$. If $p_i = 0$, then $m_i = m_i + p_i = n_i + q_i$, $m_i \geq n_i$, and $m_i + p_i = m_i = \max(m_i, n_i)$. So $m + p = m \lor n$. \hfill \square

**Proof of Proposition 3.1.** Suppose that $\phi$ satisfies \eqref{KMS3}, and consider two spanning elements $t_{\mu} t_{\nu}^*$ and $t_{\sigma} t_{\tau}^*$ with $s(\mu) = s(\nu)$ and $s(\sigma) = s(\tau)$. Then (T5) implies that
\begin{equation}
\phi(t_{\mu} t_{\nu}^* t_{\sigma} t_{\tau}^*) = \sum_{(\alpha, \eta) \in \Lambda^{\min(\nu, \sigma)}} \phi(t_{\alpha} t_{\eta}^*). \tag{3.3}
\end{equation}
The formula \eqref{KMS3} says that the $(\alpha, \eta)$-summand vanishes unless $\mu \alpha = \tau \eta$, and hence
\begin{equation}
\phi(t_{\mu} t_{\nu}^* t_{\sigma} t_{\tau}^*) = \sum_{\{ (\alpha, \eta) \in \Lambda^{\min(\nu, \sigma)} : \mu \alpha = \tau \eta \}} e^{-\beta r \cdot d(\mu)} \phi(q_{s(\alpha)}). \tag{3.5}
\end{equation}
Similarly
\begin{equation}
\phi(t_\sigma t_\tau^* t_\mu t_\nu^*) = \sum_{(\gamma, \zeta) \in \Lambda_{\min}(\tau, \mu)} e^{-\beta r \cdot d(\sigma \gamma)} \phi(q_{s(\gamma)}).
\end{equation}

We will next show that the indexing sets in the sums in (3.5) and (3.6) are closely related. To see this, suppose that \((\alpha, \eta) \in \Lambda_{\min}(\nu, \sigma)\) satisfies \(\mu \alpha = \tau \eta\). Since \((\alpha, \eta) \in \Lambda_{\min}(\nu, \sigma)\) we have \(d(\alpha) \wedge d(\eta) = 0\), because otherwise the extension is not minimal. Applying Lemma 3.2 to the equality (3.6), \(\phi\) gives
\begin{equation}
\text{Now the identity (3.6).}
\end{equation}
Next suppose that \(\phi\) satisfies (3.3). In view of (3.8), the Toeplitz-Cuntz-Krieger relation (T5) implies that
\begin{equation}
|\phi(t_\sigma t_\tau^* \alpha_z(t_\mu t_\nu^*))| = |e^{i(x+iy)(d(\mu)-d(\nu))} \phi(t_\sigma t_\tau^* t_\mu t_\nu^*)| = e^{-y r \cdot d(\mu)-d(\nu)} |\phi(t_\sigma t_\tau^* t_\mu t_\nu^*)|.
\end{equation}
Suppose that \(\phi\) is a ground state. Then \(|\phi(t_\mu \alpha_{x+iy}(t_\nu^*))| = e^{y r \cdot d(\mu)} |\phi(t_\mu t_\nu^*)|\) is bounded on the upper half-plane \(y > 0\), and hence \(\phi(t_\mu t_\nu^*) = 0\) whenever \(r \cdot d(\nu) > 0\). Since \(\phi(t_\mu t_\nu^*) = \phi(t_\mu t_\nu^*)\), symmetry implies that \(\phi(t_\mu t_\nu^*) = 0\) whenever \(r \cdot d(\mu) > 0\). Hence \(\phi\) satisfies (3.8). □

Proof of Proposition 3.1. For every state \(\phi\), all paths \(\sigma, \tau, \mu\) and \(\nu\), and all \(z = x+iy \in \mathbb{C}\), we have
\begin{equation}
|\phi(t_\sigma t_\tau^* \alpha_z(t_\mu t_\nu^*))| = |e^{i(x+iy)r \cdot d(\mu)-d(\nu)} \phi(t_\sigma t_\tau^* t_\mu t_\nu^*)| = e^{-y r \cdot d(\mu)-d(\nu)} |\phi(t_\sigma t_\tau^* t_\mu t_\nu^*)|.
\end{equation}
Suppose that \(\phi\) is a ground state. Then \(|\phi(t_\mu \alpha_{x+iy}(t_\nu^*))| = e^{y r \cdot d(\mu)} |\phi(t_\mu t_\nu^*)|\) is bounded on the upper half-plane \(y > 0\), and hence \(\phi(t_\mu t_\nu^*) = 0\) whenever \(r \cdot d(\nu) > 0\). Since \(\phi(t_\mu t_\nu^*) = \phi(t_\mu t_\nu^*)\), symmetry implies that \(\phi(t_\mu t_\nu^*) = 0\) whenever \(r \cdot d(\mu) > 0\). Hence \(\phi\) satisfies (3.8). □

Now suppose that \(\phi\) satisfies (3.4). In view of (3.8), the Toeplitz-Cuntz-Krieger relation (T5) implies that
\begin{equation}
|\phi(t_\sigma t_\tau^* \alpha_{x+iy}(t_\mu t_\nu^*))| = e^{-y r \cdot d(\mu)-d(\nu)} \left| \sum_{(\alpha, \eta) \in \Lambda_{\min}(\tau, \mu)} \phi(t_{\alpha \eta} t_{\nu^*}) \right|.
\end{equation}
By (3.3),
\[ \phi(t_\sigma t_\mu^*) \neq 0 \implies r \cdot d(\sigma \alpha) = 0 = r \cdot d(\nu \eta) \]
\[ \implies d(\sigma \alpha) = 0 = d(\nu \eta) \quad \text{(since } r_i > 0 \text{)} \]
\[ \implies d(\sigma) + d(\alpha) = 0 = d(\nu) + d(\eta). \]

So it is only possible to have a nonzero summand in (3.3) if \(d(\sigma) = d(\nu) = d(\alpha) = d(\eta) = 0\), and then \(\tau = \mu\) because \((\alpha, \eta) \in \Lambda^{\min}(\tau, \mu)\). In that case, there is only one summand, and
\[ |\phi(t_\sigma t_\mu^* \alpha_{x+iy}(t_\nu t_\nu^*))| = e^{-yr-d(\mu)}|\phi(t_\mu t_\mu^*)| = e^{-yr-d(\mu)}\phi(q_{\mu(\mu)}) \]
is bounded on the upper half-plane \(y > 0\). Thus \(\phi\) is a ground state. \(\square\)

**Example 3.3.** The condition \(r_i > 0\) was crucial in the proof of part (c), and if some \(r_i < 0\) there may not be many ground states. For example, suppose that \(\Lambda\) is a \(2\)-graph with one vertex \(v\), and that \(|\Lambda^{e_1}| = |\Lambda^{e_2}| = 1\) (in general, we call edges in \(\Lambda^{e_1}\) blue and those in \(\Lambda^{e_2}\) red). Take \(r = (-1, 1)\). We claim that \((\mathcal{T}C^*(\Lambda), \alpha)\) has no ground states. To see this, let \(\phi\) be a state of \(\mathcal{T}C^*(\Lambda)\) and consider the blue edge \(e\). Then
\[ |\phi(t_e^* \alpha_{x+iy}(t_e)| = e^{-yr-d(e)}\phi(t_e t_e^*) = e^{-yr-e_1}\phi(q_{e(e)}) = e^y\phi(q_e) = e^y, \]
because \(q_e\) is the identity of \(\mathcal{T}C^*(\Lambda)\). Thus \(z \mapsto \phi(t_e^* \alpha_{x}(t_e))\) is not bounded on the upper half-plane, and \(\phi\) is not a ground state.

It is, however, possible to find states of \(\mathcal{T}C^*(\Lambda)\) satisfying (3.3). Indeed, consider the path representation \(\pi_{T,Q}\) of \(\mathcal{T}C^*(\Lambda)\) on \(\ell^2(\Lambda)\), the basis element \(h_e\) associated to \(e\), and the vector state \(\phi : a \mapsto (\pi_{T,Q}(a)h_e, h_e)\). If \(\nu \in \Lambda\) has \(r \cdot d(\nu) > 0\), then \(d(\nu) > 0\); thus \(\nu\) has a factorisation \(f\nu'\) with \(f\) red, and \(\pi_{T,Q}(t_\mu t_\mu^*)h_e = \pi_{T,Q}(t_\mu t_\mu^*)T_{f}^* h_e = 0\), so \(\phi(t_\mu t_\mu^*) = 0\). A similar argument works if \(r \cdot d(\mu) > 0\), so \(\phi\) satisfies (3.3).

4. **KMS states and the subinvariance relation**

The gist of Proposition 3.1 and especially the formula (3.3), is that a KMS state \(\phi\) on \(\mathcal{T}C^*(\Lambda)\) is determined by the numbers \(\{\phi(q_v) : v \in \Lambda^0\}\). We now look at how these numbers are related to the vertex matrices \(A_i\) of \(\Lambda\).

**Proposition 4.1.** Suppose that \(\Lambda\) is a finite \(k\)-graph with no sources. Let \(r \in (0, \infty)^k\), let \(\gamma : T^k \to \text{Aut}(\mathcal{T}C^*(\Lambda))\) be the gauge action, and define \(\alpha : \mathbb{R} \to \text{Aut}(\mathcal{T}C^*(\Lambda))\) by \(\alpha_t = \gamma_{e^{itr}}\). Suppose that \(\beta \in [0, \infty)\) and \(\phi\) is a KMS\(_\beta\) state of \((\mathcal{T}C^*(\Lambda), \alpha)\).

(a) Define \(m^\phi = (m_v) \in [0, 1]^{\Lambda^0}\) by \(m_v = \phi(q_v)\). Then \(m^\phi\) is a probability measure on \(\Lambda^0\), and for every subset \(K\) of \(\{1, \ldots, k\}\) we have \(\prod_{i \in K}(1 - e^{-\beta r_i} A_i)m^\phi \geq 0\) pointwise.

(b) The KMS\(_\beta\) state \(\phi\) factors through \(C^*(\Lambda)\) if and only if \(A_i m^\phi = e^{\beta r_i} m^\phi\) for every \(1 \leq i \leq k\).

For the proof of part (b) we need a lemma.

**Lemma 4.2.** Let \(K\) be a subset of \(\{1, \ldots, k\}\) and \(v \in \Lambda^0\). For \(J \subset K\), we write \(e_J := \sum_{j \in J} e_j\) and
\[ q_J = \sum_{\mu \in e^{\Lambda^0-J}} t_\mu t_\mu^* \in \mathcal{T}C^*(\Lambda); \]
we write $q_0 := q_v$ and $q_i = q_{v_i}$. Then

\begin{equation}
\prod_{i \in K} (q_v - q_i) = \sum_{J \subset K} (-1)^{|J|} q_J.
\end{equation}

Proof. The Toeplitz-Cuntz-Krieger relation (T4) implies that $q_v q_i = q_i$ for all $i$. So (4.2)

\begin{equation}
\prod_{i \in K} (q_v - q_i) = \sum_{J \subset K} (-1)^{|J|} \left( \prod_{i \in J} q_i \right).
\end{equation}

Suppose $\emptyset \subset L \subset J \setminus \{ i \}$. Then $e_i \vee e_L = e_{LU \{ i \}}$, and (T5) gives

\[ q_i q_L = \sum_{\mu \in \Lambda^{v,i}} \sum_{\nu \in \Lambda^{v,L}} t_{\mu}(t_{\mu}^* t_{\nu}) t_{\nu}^* = \sum_{\mu \in \Lambda^{v,i}} \sum_{\nu \in \Lambda^{v,L}} t_{\mu} \left( \sum_{(\alpha, \beta) \in \Lambda^{\min(\mu, \nu)}} t_{\alpha} t_{\beta}^* \right) t_{\nu}^* = \sum_{\mu \in \Lambda^{v,i}} \sum_{(\alpha, \beta) \in \Lambda^{\min(\mu, \nu)}} \sum_{\gamma \in \Lambda^{\nu,LU \{ i \}}} t_{\mu} t_{\nu}^* t_{\gamma} = \sum_{(\alpha, \beta) \in \Lambda^{\min(\mu, \nu)}} t_{\alpha} t_{\beta}^* = q_{LU \{ i \}}.
\]

We deduce that $\prod_{i \in J} q_i = q_J$, and now (1.2) implies (1.1).

Proof of Proposition 4.1. We have $m_v \geq 0$ because $\phi$ is positive. The measure $m^\phi$ is a probability measure on $\Lambda^0$ because $\sum_{v \in \Lambda^0} q_v = 1$ in $T \mathcal{C}^*(\Lambda)$, and hence

\[ 1 = \phi(1) = \sum_{v \in \Lambda^0} \phi(q_v) = \sum_{v \in \Lambda^0} m_v.
\]

Now let $K$ be a subset of $\{1, \ldots, k\}$ and choose $v \in \Lambda^0$. Since (T4) gives $q_v \geq q_i$ and all the range projections commute, we have $\prod_{i \in K}(q_v - q_i) \geq 0$ in $T \mathcal{C}^*(\Lambda)$, and $\phi(\prod_{i \in K}(q_v - q_i)) \geq 0$. We calculate using Lemma 4.2 and then (3.2):

\[ 0 \leq \phi \left( \sum_{J \subset K} (-1)^{|J|} q_J \right) = \sum_{J \subset K} (-1)^{|J|} \phi(q_J) = \sum_{J \subset K} (-1)^{|J|} \left( \sum_{\mu \in \Lambda^{v,J}} \phi(t_{\mu} t_{\mu}^*) \right) = \sum_{J \subset K} (-1)^{|J|} \left( \sum_{\mu \in \Lambda^{v,J}} e^{-\beta e_J} m_{s(\mu)} \right) \geq \sum_{J \subset K} (-1)^{|J|} e^{-\beta e_J} \left( \sum_{w \in \Lambda^0} |v e_J w| m_w \right) = \sum_{J \subset K} (-1)^{|J|} e^{-\beta e_J} \left( \sum_{w \in \Lambda^0} A^J(v, w) m_w \right) = \sum_{J \subset K} (-1)^{|J|} e^{-\beta e_J} \left( \sum_{i \in K} \left( \prod_{j \in J} e^{-\beta e_J} A_j \right) m^\phi \right)_v = \left( \prod_{i \in K} (1 - e^{-\beta e_i} A_i) \right) m^\phi_v,
\]

as required.

As pointed out in [12], Remark 1.6(iii)], it suffices to check the Cuntz-Krieger relation (CK) on the generators $n = e_i$ of $\mathbb{N}^k$. Thus $\mathcal{C}^*(\Lambda)$ is the quotient of $T \mathcal{C}^*(\Lambda)$ by the ideal $J$ generated by the projections

\[ \left\{ q_v - \sum_{\lambda \in \Lambda^{v,i}} t_{\lambda} t_{\lambda}^* : v \in \Lambda^0 \text{ and } 1 \leq i \leq k \right\}.
\]

For each generating projection of $J$, a calculation using (3.3) gives

\begin{equation}
\phi \left( q_v - \sum_{\lambda \in \Lambda^{v,i}} t_{\lambda} t_{\lambda}^* \right) = m_v - \sum_{\lambda \in \Lambda^{v,i}} e^{-\beta e_i} \phi(q_{s(\lambda)}) = m_v - \sum_{w \in \Lambda^0} e^{-\beta e_i} |v e_i w| \phi(q_w) = m_v - \sum_{w \in \Lambda^0} e^{-\beta e_i} A_i(v, w) m_w = m_v - e^{-\beta e_i} (A_i m^\phi)_v.
\end{equation}
If $\phi$ factors through a state of $C^*(\Lambda)$, then the left-hand side of (1.3) vanishes, and we have $m^\phi - e^{-\beta r_i} A_i m^\phi = 0$. Suppose on the other hand that $m^\phi = e^{-\beta r_i} A_i m^\phi$. Then (1.3) implies that $\phi$ vanishes on the generators of $J$. Now each of these generating projections is fixed by the action $\alpha$, and for each spanning element $a = t_\mu t^*_\nu$ of $\mathcal{T}C^*(\Lambda)$, the analytic function $f_a(z) := e^{i(z-(d_\mu-d_\nu))}$ satisfies $\alpha_z(a) = f_a(z)a$. Thus Lemma 2.2 of [10] implies that $\phi$ vanishes on the ideal $J$, and hence factors through a state of $C^*(\Lambda) = \mathcal{T}C^*(\Lambda)/J$.

The relations $A_i m^\phi = e^{\beta r_i} m^\phi$ in part (1) have profound implications for the KMS states on $C^*(\Lambda)$, because they imply that $e^{\beta r_i}$ is the Perron-Frobenius eigenvalue $\rho(A_i)$.

As was first noticed by Enomoto, Fujii and Watatani in the context of $\{0,1\}$-matrices [6], the subinvariance relation $(1 - e^{-\beta r_i} A_i) m^\phi \geq 0$ in part (2), which is equivalent to $A_i m^\phi \leq e^{\beta r_i} m^\phi$, has similar implications for the KMS states on the Toeplitz-Cuntz-Krieger algebra $\mathcal{T}C^*(\Lambda)$. (This was used by Exel and Laca in the context of infinite $\{0,1\}$-matrices [7, §12], and later in the context of finite-graph algebras [10].)

The Perron-Frobenius theorem is about irreducible matrices; we say that a $k$-graph $\Lambda$ is coordinatewise irreducible if each vertex matrix $A_i$ is irreducible. Next we see that coordinatewise irreducibility restricts the possible values of the inverse temperature for KMS states.

**Corollary 4.3.** Suppose that $\Lambda$ is a coordinatewise-irreducible finite $k$-graph. Fix $r \in (0,\infty)^k$ and define $\alpha : \mathbb{R} \to \text{Aut} \mathcal{T}C^*(\Lambda)$ by $\alpha_t = e^{-r_0 t_i}$. If $\beta \in [0,\infty)$ and there is a KMS $\beta$ state for $(\mathcal{T}C^*(\Lambda), \alpha)$, then $\beta r_i \geq \ln \rho(A_i)$ for $1 \leq i \leq k$.

**Proof.** Define $m^\phi : \Lambda^0 \to [0,\infty)$ by $m^\phi = (\phi(q_v))$. Applying Proposition 4.1 to the singleton sets $K = \{i\}$ shows that $(1 - e^{-\beta r_i} A_i) m^\phi \geq 0$ for $1 \leq i \leq k$. This says precisely that for each $i$, $m^\phi$ is a subinvariant vector in the sense that $A_i m^\phi \leq e^{\beta r_i} m^\phi$ pointwise, and then [20] Theorem 1.6 implies that $e^{\beta r_i} \geq \rho(A_i)$.

Since each vertex receives edges of every colour, each row in each vertex matrix $A_i$ contains at least one positive integer. Thus each row-sum of each $A_i$ is at least 1, and Corollary 1 on [20] page 8 implies that $\rho(A_i) \geq 1$ for $1 \leq i \leq k$.

**Corollary 4.4.** Suppose that $\Lambda$ is a coordinatewise-irreducible finite $k$-graph. Fix $r \in (0,\infty)^k$ and define $\alpha : \mathbb{R} \to \text{Aut} C^*(\Lambda)$ by $\alpha_t = e^{-r_0 t_i}$. If $\beta \in [0,\infty)$ and there is a KMS $\beta$ state for $(C^*(\Lambda), \alpha)$, then $\beta r_i = \ln \rho(A_i)$ for $1 \leq i \leq k$.

**Proof.** Part (b) of Proposition 4.1 implies that the vector $m^\phi := (\phi(q_v))$ satisfies $A_i m^\phi = e^{\beta r_i} m^\phi$ for $1 \leq i \leq k$. Since each $A_i$ is irreducible, the Perron-Frobenius theorem implies that $e^{\beta r_i} = \rho(A_i)$ for all $i$, and taking logs gives the result.

**Remark 4.5.** Corollaries 4.3 and 4.4 imply that there is a relationship between the dynamics, which is determined by the vector $r \in (0,\infty)^k$, and the range of possible inverse temperatures $\beta$. For any $r$, we have $\beta r_i \geq \ln \rho(A_i)$ for large values of $\beta$, and we will identify the simplex of KMS $\beta$ states on $(\mathcal{T}C^*(\Lambda), \alpha)$ in Theorem 6.1. When $e^r$ is a multiple of of the vector $\rho(\Lambda) := (\rho(A_1), \cdots, \rho(A_k))$ of Perron-Frobenius eigenvalues, we call the common value $\beta_c := r_i^{-1} \ln \rho(A_i)$ the critical inverse temperature. Corollary 4.4 shows that if $e^r$ is a multiple of $\rho(\Lambda)$, then $\beta_c$ is the only possible inverse temperature for a KMS state on $(C^*(\Lambda), \alpha)$. In this last case, we usually normalise the action by taking $r_i = \ln \rho(A_i)$ for all $i$, and then we refer to $\alpha_t = \gamma_{\rho(\Lambda)^t}$ as “the preferred dynamics”. When $\Lambda$ has a single vertex, this preferred dynamics was studied by Yang [21, 22].
5. A characterisation of KMS states for large inverse temperatures

For large $\beta$ we have $\beta r_i > \ln \rho(A_i)$ for all $i$, and we can significantly strengthen the characterisation of KMS$_\beta$ states on the Toeplitz algebra in Proposition 3.1 (b) by shedding the assumption of rational independence. We use this extra strength in our computation of KMS states in (b) and it is also of some intrinsic interest (see Remark 5.4 below).

**Theorem 5.1.** Suppose that $\Lambda$ is a finite $k$-graph with no sources. Let $r \in (0, \infty)^k$, let $\gamma : \mathbb{T}^k \to \text{Aut}(\mathcal{T}C^*(\Lambda))$ be the gauge action, and define $\alpha : \mathbb{R} \to \text{Aut}(\mathcal{T}C^*(\Lambda))$ by $\alpha_t = \gamma_{e^{itr}}$. Suppose that $\beta \in (0, \infty)$ satisfies $\beta r_i > \ln \rho(A_i)$ for $1 \leq i \leq k$. Then a state $\phi$ on $\mathcal{T}C^*(\Lambda)$ is a KMS state for $\alpha$ if and only if

$$\phi(t_{\mu}^* t_{\nu}) = \delta_{\mu,\nu} e^{-\beta r \cdot d(\mu)} \phi(q_{s(\mu)}) \quad \text{for all } \mu, \nu \in \Lambda.$$

The assumption of rational independence on the $r_i$ was used in the last paragraph of the proof of Proposition 5.1 (b) to see that $d(\mu) \neq d(\nu)$ implies $r \cdot d(\mu) \neq r \cdot d(\nu)$, and the argument carries over without that assumption when $r \cdot d(\mu) \neq r \cdot d(\nu)$. However, it is now possible that $d(\mu) \neq d(\nu)$ and $r \cdot d(\mu) = r \cdot d(\nu)$, and then (3.7) does not imply that $\phi(t_{\mu}^* t_{\nu}) = 0$. The next two lemmas will help us deal with this situation.

**Lemma 5.2.** Suppose that $\phi$ is a KMS$_\beta$ state of $(\mathcal{T}C^*(\Lambda), \alpha)$ for some $\beta > 0$, and that $\mu, \nu \in \Lambda$ satisfy $s(\mu) = s(\nu)$ and $r \cdot d(\mu) = r \cdot d(\nu)$. Then $\phi(t_{\mu}^* t_{\nu}^*) = \phi(t_{\nu}^* t_{\mu}^*)$ and $|\phi(t_{\mu}^* t_{\nu}^*)| \leq \phi(t_{\mu}^* t_{\mu}^*)$.

**Proof.** We calculate, using the KMS condition and then the hypothesis $r \cdot d(\mu) = r \cdot d(\nu)$:

$$\phi(t_{\mu}^* t_{\nu}^*) = \phi(t_{\mu} q_{s(\mu)}^* t_{\nu}^*) = \phi(t_{\mu} t_{\nu}^* t_{\mu}^*) = e^{-\beta r \cdot (d(\mu) - d(\nu))} \phi(t_{\mu}^* t_{\mu}^* t_{\nu}^*) = \phi(t_{\nu}^* t_{\mu}^*),$$

Now the Cauchy-Schwarz inequality gives

$$|\phi(t_{\mu}^* t_{\nu}^*)|^2 \leq \phi(t_{\mu}^* t_{\nu}^*) \phi(t_{\nu}^* t_{\mu}^*) = \phi(t_{\mu}^* t_{\mu}^*)^2. \quad \square$$

**Lemma 5.3.** Suppose that $\phi$ is a KMS$_\beta$ state of $(\mathcal{T}C^*(\Lambda), \alpha)$ for some $\beta > 0$, and that $\mu, \nu \in \Lambda$ satisfy $s(\mu) = s(\nu)$.

(a) If $\lambda \in \Lambda$ satisfies $\Lambda^{\min}(\mu, \nu, \lambda) = \emptyset$ then $\phi(t_{\mu}^* t_{\nu}^* t_{\lambda}^*) = 0$.

(b) Let $n := (d(\mu) \lor d(\nu)) - d(\mu)$. For $j \in \mathbb{N}$ we have

$$\phi(t_{\mu}^* t_{\nu}^*) = \sum_{\lambda \in s(\mu) \Lambda^n} \phi(t_{\mu}^* t_{\nu}^* t_{\lambda}^*).$$

**Proof.** (a) If $\Lambda^{\min}(\mu, \nu, \lambda) = \emptyset$, then the Toeplitz-Cuntz-Krieger relation (T5) implies that $t_{\nu}^* t_{\mu}^* t_{\lambda}^* = 0$, and the KMS condition gives

$$\phi(t_{\mu}^* t_{\nu}^* t_{\lambda}^*) = e^{-\beta r \cdot d(\mu)} \phi(t_{\mu}^* t_{\lambda}^*) = 0.$$

We will prove (b) by induction on $j$. It is trivially true for $j = 0$. Suppose we have (5.2) for some $j \geq 0$. Part (b) says that in the sum on the right of (5.2), we need only consider $\lambda \in s(\mu) \Lambda^n$ such that $\Lambda^{\min}(\mu, \nu, \lambda)$ is nonempty. The KMS condition implies that

$$\phi(t_{\nu}^* t_{\mu}^* t_{\lambda}^*) = e^{-\beta r \cdot (d(\nu) - d(\mu))} \phi(t_{\mu}^* t_{\nu}^* t_{\mu}^* t_{\nu}^* t_{\lambda}^*) = \phi(t_{\mu}^* t_{\nu}^* t_{\lambda}^*).$$

Thus (T5) gives

$$\phi(t_{\mu}^* t_{\nu}^* t_{\lambda}^*) = \phi(t_{\nu}^* t_{\lambda}^* t_{\mu}^* t_{\nu}^* t_{\lambda}^*).$$
Combining this with the induction hypothesis gives
\[
\phi(t_{\mu \lambda}t_{\nu \lambda}^*) = \sum_{\lambda \in s(\mu)\Lambda^j} \phi(t_{\mu \lambda}t_{\nu \lambda}^*) = \sum_{\lambda \in s(\mu)\Lambda^j} \sum_{(\eta, \zeta) \in \Lambda^{\min}(\nu, \mu, \lambda)} \phi(t_{\mu \lambda}t_{\nu \lambda}^*). 
\]

(5.3)

For \((\eta, \zeta) \in \Lambda^{\min}(\nu, \mu, \lambda)\), we have
\[
d(\mu \lambda) + d(\zeta) = d(\nu \lambda) + d(\mu \lambda) = (d(\mu) \lor d(\nu)) + d(\lambda),
\]
which implies \(d(\zeta) = (d(\mu) \lor d(\nu)) - d(\mu) = n\). Thus \(d(\lambda \zeta) = (j + 1)n\).

Now suppose \(\tau \in s(\mu)\Lambda^{j+1}n\) and \(\phi(t_{\mu \tau}t_{\nu \tau}^*) \neq 0\). Then part (a) implies that there exists \((\gamma, \delta) \in \Lambda^{\min}(\mu \tau, \nu \tau)\), and then \(\mu \gamma = \nu \delta\). But then with \(\lambda := \tau(0, jn)\), the paths \(\zeta := \tau(jn, (j + 1)n)\) and \(\eta := (\tau \delta)(jn, jn + (d(\mu) \lor d(\nu)) - d(\nu))\) give a pair \((\eta, \zeta)\) in \(\Lambda^{\min}(\nu \lambda, \mu \lambda)\) such that \(\tau = \lambda \zeta\). Thus (5.3) gives
\[
\phi(t_{\mu \lambda}t_{\nu \lambda}^*) = \sum_{\tau \in s(\mu)\Lambda^{j+1}n} \phi(t_{\mu \tau}t_{\nu \tau}^*),
\]
and this is (5.2) for \(j + 1\).

Proof of Theorem 2.2. Suppose that \(\phi\) is a KMS \(\beta\) state, and take \(\mu, \nu \in \Lambda\) with \(s(\mu) = s(\nu)\) and \(d(\mu) \neq d(\nu)\). As observed before Lemma 5.2, it remains for us to deal with the case where \(r \cdot d(\mu) = r \cdot d(\nu)\). Since \(d(\mu) \neq d(\nu)\), at least one of \((d(\mu) \lor d(\nu)) - d(\mu)\) or \((d(\mu) \lor d(\nu)) - d(\nu)\) is nonzero. Since \(\phi(s_{\nu}s_{\mu}^*) = 0 \iff \phi(s_{\mu}s_{\nu}^*) = 0\), we may suppose that \(n := (d(\mu) \lor d(\nu)) - d(\mu)\) is nonzero. Then for \(j \in \mathbb{N}\), Lemma 5.3 gives
\[
\phi(t_{\mu \lambda}t_{\nu \lambda}^*) = \sum_{\lambda \in s(\mu)\Lambda^j} \phi(t_{\mu \lambda}t_{\nu \lambda}^*).
\]

For each \(\lambda \in s(\mu)\Lambda^j\) we have \(r \cdot d(\mu \lambda) = r \cdot d(\nu \lambda)\), and hence Lemma 5.2 implies that
\[
|\phi(t_{\mu \lambda}t_{\nu \lambda}^*)| \leq \sum_{\lambda \in s(\mu)\Lambda^j} |\phi(t_{\mu \lambda}t_{\nu \lambda}^*)| \\
\leq \sum_{\lambda \in s(\mu)\Lambda^j} \phi(t_{\mu \lambda}t_{\nu \lambda}^*) \\
= \sum_{\lambda \in s(\mu)\Lambda^j} e^{-\beta r \cdot d(\mu \lambda)} \phi(q_{d(\lambda)})(\text{using (3.2)}) \\
= \sum_{\lambda \in s(\mu)\Lambda^j} e^{-\beta r \cdot d(\mu \lambda) + jn} \phi(q_{d(\lambda)}). 
\]

Now we recall from (2.1) that the number \(|v\Lambda^nw|\) is the \((v, w)\) entry in the matrix \(A^n := \prod_{i=1}^k A_i^n\). Thus for each \(j \in \mathbb{N}\), we have
\[
|\phi(t_{\mu \lambda}t_{\nu \lambda}^*)| \leq e^{-\beta r \cdot d(\mu \lambda)} \sum_{w \in \Lambda^0} \left(\prod_{i=1}^k e^{-\beta r \cdot jn_i} A_i^{jn_i}\right)(s(\mu), w)\phi(q_w).
\]

(5.4)
For each $i$ such that $n_i > 0$, $e^{-\beta r_i n_i} A_i^{n_i}$ is the $(j n_i)$th term in the series $\sum e^{-\beta r_i m} A_i^m$, since $\beta r_i > \ln \rho(A_i)$ the series converges in the operator norm to $(1 - e^{-\beta r_i} A_i)^{-1}$. In particular, for each such $i$, we have $e^{-\beta r_i n_i} A_i^{n_i} \to 0$ as $j \to \infty$. Since $n \neq 0$, there is at least one $i$ such that $n_i > 0$. Thus as $j \to \infty$, the right-hand side of (5.4) converges to 0, and we deduce that $|\phi(t \mu \nu^*)| = 0$. □

**Remark 5.4.** The property (5.3) says that every KMS state factors through the core $T^*C^*(\Lambda)^\gamma$. By [15 Proposition 8.12.4], every KMS state is invariant for the action $\alpha$. Thus if the subgroup $e^{\beta r_i}$ is dense in $\mathbb{T}^k$, which is the case when the $r_i$ are rationally independent, continuity of the gauge action $\gamma$ implies that every KMS state of $(T^*C^*(\Lambda), \alpha)$ is $\gamma$-invariant. Not all vectors $r$ give dense subgroups of $\mathbb{T}^k$, but (5.3) still says that KMS states are $\gamma$-invariant. In other words, the set of KMS states has more symmetry than mere $\alpha$-invariance implies. The existence of extra symmetry has been an important factor in other computations of KMS states, most notably in the analysis of Bost and Connes, where an action of a large Galois group on the set of KMS states was used in the proof of uniqueness at the critical inverse temperature (see [1 Lemma 27], or [14 Lemma A.3] for a simpler proof).

6. KMS states on the Toeplitz algebra at large inverse temperatures

**Theorem 6.1.** Let $\Lambda$ be a finite $k$-graph without sources, and let $A_i$ be the vertex matrices of $\Lambda$. Suppose that $r \in (0, \infty)^k$ satisfies $\beta r_i > \ln \rho(A_i)$ for $1 \leq i \leq k$, and define $\alpha: \mathbb{R} \to \text{Aut} T^*C^*(\Lambda)$ by $\alpha_t := \gamma_{e^{tr}}$.

(a) For $v \in \Lambda^0$, the series $\sum_{\mu \in \Lambda^v} e^{-\beta r \cdot d(\mu)}$ converges with sum $y_v \geq 1$. Set $y = (y_v) \in [1, \infty)^{\Lambda^0}$, and consider $\epsilon \in [0, \infty)^{\Lambda^0}$. Then $m := \prod_{i=1}^k (1 - e^{-\beta r_i} A_i)^{-1} \epsilon$ satisfies $A_i m \leq e^{\beta r_i} m$ for all $i$; $m$ is a probability measure on $\Lambda^0$ if and only if $\epsilon \cdot y = 1$.

(b) Suppose $\epsilon \in [0, \infty)^{\Lambda^0}$ satisfies $\epsilon \cdot y = 1$, and set $m := \prod_{i=1}^k (1 - e^{-\beta r_i} A_i)^{-1} \epsilon$. Then there is a KMS state $\phi_\epsilon$ of $(T^*C^*(\Lambda), \alpha)$ satisfying

$$\phi_\epsilon(t \mu \nu^*) = \delta_{\mu, \nu} e^{-\beta r \cdot d(\mu)} m_{s(\mu)}.$$  

(c) The map $\epsilon \mapsto \phi_\epsilon$ is an affine isomorphism of $\Sigma_\beta := \{ \epsilon \in [0, \infty)^{\Lambda^0} : \epsilon \cdot y = 1 \}$ onto the simplex of KMS states of $(T^*C^*(\Lambda), \alpha)$. The inverse of this isomorphism takes a KMS state $\phi$ to $\prod_{i=1}^k (1 - e^{-\beta r_i} A_i) m^\phi$, where $m^\phi = (\phi(q_v))$.

**Proof of Theorem 6.1.** Let $v \in \Lambda^0$. Since $A^n(w, v) := |wA^nv|$, we have

$$\sum_{\mu \in \Lambda^v} e^{-\beta r \cdot d(\mu)} = \sum_{n \in \mathbb{N}^k} \sum_{\mu \in \Lambda^v} e^{-\beta r \cdot n} = \sum_{n \in \mathbb{N}^k} \sum_{w \in \Lambda^0} e^{-\beta r \cdot n} |wA^nv| = \sum_{n \in \mathbb{N}^k} \sum_{w \in \Lambda^0} e^{-\beta r \cdot n} A^n(w, v).$$

Lemma (2.2) implies that $\sum_{n=0}^\infty e^{-\beta r \cdot n} A^n$ converges in the operator norm. So for every fixed $w \in \Lambda^0$ the series $\sum_{n=0}^\infty e^{-\beta r \cdot n} A^n(w, v)$ converges. Thus the last sum in (6.2) converges,
and the sum is at least 1 because all the \( e^{-\beta n} A^n(v, w) \) are non-negative and \( e^{-\beta_0} A^0(v, v) = 1 \).

Because \( A \) is a non-negative matrix, the infinite expansion \( m = \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} A^n \epsilon \) from Lemma 2.2 shows that \( m \geq 0 \), and we use the same expansion to compute

\[
m(\Lambda^0) = \sum_{v \in \Lambda^0} m_v = \sum_{v \in \Lambda^0} \sum_{n \in \mathbb{N}^k} \left( e^{-\beta r \cdot n} A^n \epsilon \right)_v
= \sum_{v \in \Lambda^0} \left( \left( \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} A^n \right) \epsilon \right)_v = \sum_{v \in \Lambda^0} \sum_{n \in \mathbb{N}^k} \sum_{w \in \Lambda^0} e^{-\beta r \cdot n} A^n(v, w) \epsilon_w
= \sum_{w \in \Lambda^0} \epsilon_w \left( \sum_{v \in \Lambda^0} \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} A^n(v, w) \right)
= \sum_{w \in \Lambda^0} \epsilon_w \left( \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot d(\mu)} \right)
= \epsilon \cdot \eta,
\]

which gives the last statement in (iii).

\( \square \)

**Proof of Theorem 6.1(b).** To construct \( \phi_\epsilon \), we use the path representation \( \pi_{T, Q} \) of \( TC^*(\Lambda) \) on \( \ell^2(\Lambda) \). We define weights

\[
\Delta_\lambda = e^{-\beta r \cdot d(\lambda)} \epsilon_{s(\lambda)},
\]

and aim to define \( \phi_\epsilon \) by

\[
\phi_\epsilon(a) = \sum_{\mu \in \Lambda} \Delta_\mu (\pi_{T, Q}(a) h_\mu | h_\mu) \quad \text{for } a \in TC^*(\Lambda).
\]

To see that (6.4) defines a state, we need to show that \( \sum_{\mu \in \Lambda} \Delta_\mu = 1 \). We begin by fixing \( v \in \Lambda^0 \) and computing

\[
\sum_{\mu \in \Lambda} \Delta_\mu = \sum_{n \in \mathbb{N}^k} \sum_{\mu \in \Lambda^v} e^{-\beta r \cdot n} \epsilon_{s(\mu)} = \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} \left( \sum_{w \in \Lambda^0} \sum_{\mu \in \Lambda^w} \epsilon_w \right)
= \sum_{n \in \mathbb{N}^k} e^{-\beta r \cdot n} \left( \sum_{w \in \Lambda^0} A^n(v, w) \epsilon_w \right)
= \sum_{n \in \mathbb{N}^k} \left( e^{-\beta r \cdot n} A^n \epsilon \right)_v;
\]

Lemma 2.2 implies that this last series converges with sum \( m_v = \left( \prod_{i=1}^k (1 - e^{-\beta r \cdot A_i})^{-1} \right)_v \).

Part (iii) implies that \( m \) is a probability measure, giving \( \sum_{\mu \in \Lambda} \Delta_\mu = \sum_{v \in \Lambda^0} m_v = 1 \). Thus the formula (6.4) defines a state \( \phi_\epsilon \) on \( TC^*(\Lambda) \).

To prove that \( \phi_\epsilon \) is a KMS \( \beta \) state, we verify (3.3). For \( \lambda \in \Lambda \) we have

\[
\langle \pi_{T, Q}(t_{\mu}^\ast h_\lambda) | h_\lambda \rangle = \langle T_{\mu}^\ast h_\lambda | T_{\mu}^\ast h_\lambda \rangle = \begin{cases} 1 & \text{if } \lambda = \mu \lambda' = \nu \lambda' \\ 0 & \text{otherwise.} \end{cases}
\]

By unique factorisation, \( \mu \lambda' = \nu \lambda' \) implies \( \mu = \nu \), and hence \( \phi_\epsilon(t_{\mu}^\ast) = 0 \) when \( \mu \neq \nu \). If \( \mu = \nu \), then the calculation (6.5) gives

\[
\phi_\epsilon(t_{\mu}^\ast) = \sum_{\lambda \in \Lambda} \Delta_\lambda (T_{\mu}^\ast h_\lambda | T_{\mu}^\ast h_\lambda) = \sum_{\lambda = \mu \lambda'} e^{-\beta r \cdot d(\mu \lambda')} \epsilon_{s(\lambda')}
= e^{-\beta r \cdot d(\mu)} \sum_{\lambda' \in s(\mu) \Lambda} \Delta_\lambda = e^{-\beta r \cdot d(\mu)} m_s(\mu),
\]

where the last step is a consequence of (6.3).
Theorem 5.1 with (6.1) shows that \( \phi \) and we deduce that \( \phi \). The calculation (6.5) gives

\[
\phi_\epsilon(q_s(\mu)) = \sum_{\lambda \in \Lambda} \Delta_\lambda (Q_s(\mu) h_\lambda) = \sum_{\lambda \in s(\mu) \Lambda} \Delta_\lambda = m_s(\mu)
\]

and we deduce that \( \phi_\epsilon \) satisfies (5.3). Now Proposition 3.1(b) implies that \( \phi_\epsilon \) is a KMS\(_\beta\) state. \( \square \)

**Proof of Theorem 6.1**

(c)

□

Proposition 7.1.
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Theorem 7.2. Suppose \( \phi \) is a KMS\(_\beta\) state. Then Proposition 4.1(a) implies that \( m^\phi = (\phi(q_i)) \) is a probability measure satisfying \( \epsilon := \prod_{i=1}^k (1 - e^{-\beta r_i} A_i) m^\phi \geq 0 \).

Then \( m := \prod_{i=1}^k (1 - e^{-\beta r_i} A_i)^{-1} \epsilon \) is just \( m^\phi \), and comparing the formula (5.1) for \( \phi \) in Theorem 5.1 with (6.1) shows that \( \phi = \phi_\epsilon \). So \( F : \epsilon \mapsto \phi_\epsilon \) is surjective.

The formula (6.1) also shows that \( F \) is injective, and that \( F \) is weak* continuous from \( \Sigma_\beta \subset R^{\Lambda^0} \) to the state space of \( TC^*(\Lambda) \). Thus \( F \) is a homeomorphism of the compact space \( \Sigma_\beta \) onto the simplex of KMS\(_\beta\) states. The formulas (6.3) and (6.4) show that \( F \) is affine, and the formula for the inverse follows from the proof of surjectivity. \( \square \)

7. KMS STATES AT THE CRITICAL INVERSE TEMPERATURE

The next proposition follows from Lemma 2.1.

**Proposition 7.1.** Let \( \Lambda \) be a coordinatewise-irreducible finite \( k \)-graph. Then the unimodular Perron-Frobenius eigenvectors of the \( A_i \) are equal for \( 1 \leq i \leq k \); we denote this vector \( x^\Lambda \) and call it the unimodular Perron-Frobenius eigenvector of \( \Lambda \). Write \( \rho(\Lambda) \) for the vector \( (\rho(A_i)) \in [0, \infty)^k \). Then for \( n \in \mathbb{N}^k \), \( x^\Lambda \) is the Perron-Frobenius eigenvector of \( A^n := \prod_{i=1}^k A_i^n \) with eigenvalue \( \rho(\Lambda)^n \) (defined using multi-index notation).

As we saw in Remark 4.3 Corollary 4.3 suggests that there is a preferred dynamics on \( TC^*(\Lambda) \) in which

\[
r = \ln \rho(\Lambda) := (\ln \rho(A_1), \ldots, \ln \rho(A_k)) \in (0, \infty)^k,
\]

and now we have \( \beta r_i > \ln \rho(A_i) \) for all \( i \) if and only if \( \beta > 1 \). In other words, the critical inverse temperature \( \beta_c \) is 1.

Provided the \( \ln \rho(A_i) \) are rationally independent, we can describe all the KMS states for the preferred dynamics.

**Theorem 7.2.** Suppose that \( \Lambda \) is a coordinatewise-irreducible finite \( k \)-graph such that the \( \ln \rho(\Lambda_j) \) are rationally independent. Let \( \gamma : T^k \to \text{Aut} C^*(\Lambda) \) be the gauge action, and define \( \alpha : \mathbb{R} \to \text{Aut} TC^*(\Lambda) \) by

\[
\alpha_t = \gamma_{e^{it \ln \rho(\Lambda)}} = (\alpha_t)^{\ln \rho(\Lambda)^it} := \prod_{j=1}^k \gamma_{\ln \rho(\Lambda)^j(it)}.
\]

Let \( x^\Lambda \) be the unimodular Perron-Frobenius eigenvector for \( \Lambda \). Then there is a unique KMS\(_1\) state \( \phi \) for \( (TC^*(\Lambda), \alpha) \). The state \( \phi \) satisfies

\[
(7.1) \quad \phi(t_{\mu,\nu}) = \delta_{\mu,\nu} \rho(\Lambda)^{-d(\mu)} x_{\delta(\mu)} \quad \text{for all } \mu, \nu \in \Lambda,
\]

and this state \( \phi \) factors through a state \( \tilde{\phi} \) of the quotient \( C^*(\Lambda) \). The state \( \tilde{\phi} \) is the only KMS state for \( (C^*(\Lambda), \alpha) \).
Proof. Choose a decreasing sequence \( \{ \beta_n \} \) such that \( \beta_n \to 1 \). For each \( n \), the vector \( x^\Lambda \) is a probability measure satisfying \( A_i x^\Lambda = \rho(A_i) x^\Lambda \leq e^{\beta_n} x^\Lambda \) for all \( i \). Since \( \beta_n \ln \rho(A_i) > \ln \rho(A_i) \), applying Theorem 6.1.5 to \( \epsilon := \prod_{i=1}^{\infty} (1 - e^{-\beta_n} A_i) x^\Lambda \) gives a KMS\( \beta_n \) state \( \phi_n \) satisfying

\[
\phi_n(t_{\mu} t^*_v) = \delta_{\mu,\nu} \rho(\Lambda)^{-\beta_n d(\mu)} x^\Lambda_{s(\mu)}.
\]

Since the state space of \( \mathcal{TC}^*(\Lambda) \) is weak* compact we may assume by passing to a subsequence that the sequence \( \{ \phi_n \} \) converges to a state \( \phi \). Letting \( n \to \infty \) in (7.2) shows that \( \phi \) satisfies (7.1). Thus Proposition 5.3.23 implies that \( \phi \) is a KMS_1 state. (We could also deduce that the limit is a KMS_1 state by applying [2] Proposition 5.3.23.)

To establish uniqueness, suppose that \( \psi \) is a KMS_1 state for \( (\mathcal{TC}^*(\Lambda), \alpha) \). Taking \( K = \{ i \} \) in Proposition 4.1.13 implies that \( m^\phi = (\psi(q_i)) \) is a probability measure satisfying \((1 - e^{-\ln \rho(A_i)} A_i)m^\psi \geq 0\), or equivalently \( A_i m^\psi \leq \rho(A_i) m^\psi \). Now the last assertion in Theorem 1.6 of [2] implies that \( m^\psi \) is the Perron-Frobenius eigenvector \( x^\Lambda \). Since the \( \ln \rho(A_i) \) are not rationally related, Proposition 3.1.13 implies that

\[
\psi(t_{\mu} t^*_v) = \delta_{\mu,\nu} \rho(\Lambda)^{-d(\mu)} x_{s(\mu)}
\]

for all \( \mu, \nu \in \Lambda \).

This formula and (7.1) imply that \( \psi = \phi \).

Since \( m^\phi = x^\Lambda \) satisfies \( A_i m^\phi = \rho(A_i) m^\phi \) for each \( i \leq k \), Proposition 3.1.13 implies that \( \phi \) factors through a state of \( \mathcal{C}^*(\Lambda) \).

To see that \( \phi \) is the only KMS state of \( (\mathcal{C}^*(\Lambda), \alpha) \), we suppose \( \psi \) is a KMS_\beta state of \( (\mathcal{C}^*(\Lambda), \alpha) \). Then \( \psi \circ \alpha = \alpha \psi \) is a KMS state of \( \mathcal{TC}^*(\Lambda) \), and Proposition 4.1.13 shows that \( A_i m^\psi = \rho(A_i) m^\psi \). The Perron-Frobenius theorem implies that \( \rho(A_i)^\beta = \rho(A_i) \) for all \( i \); since the independence of the \( \ln \rho(A_i) \) implies that at least one \( \rho(A_i) \) is not equal to 1, we deduce that \( \beta = 1 \). Thus the uniqueness of the KMS_1 state of \( (\mathcal{TC}^*(\Lambda), \alpha) \) implies that \( \psi = \phi \). \( \square \)

Example 7.3. The hypothesis that the \( \ln \rho(A_i) \) are rationally independent was not used in the proof of existence of the KMS_1 state, but was crucial in the proof of uniqueness. To see why, consider the 2-graph \( \Gamma \) with one vertex \( v \), two blue edges \( e \) and \( f \) and two red edges \( a \) and \( b \), and with factorisation property determined by

\[
e a = ae, \quad e b = af, \quad f a = be \quad \text{and} \quad f b = bf.
\]

(In the language of [3], this is \( E_+^0 \) for the permutation \( \theta : (i, j) \mapsto (j, i) \) of \( \{1, 2\} \times \{1, 2\} \).)

Let \( U = t_e t^*_e + t_f t^*_f \in \mathcal{C}^*(\Gamma) \). Routine calculations show that

(a) \( t_e, t_f \) is a Cuntz family, \( U \) is a unitary which commutes with \( t_e \) and \( t_f \), and \( \{ t_e, t_f, U \} \) generates \( \mathcal{C}^*(\Gamma) \); and

(b) if \( S_1, S_2 \) is another Cuntz family and \( V \) another unitary such that \( V \) commutes with the \( S_i \), then \( T_e := S_1, T_f := S_2, T_a := VS_1 \) and \( T_b := VS_2 \) determines a Cuntz-Krieger \( \Gamma \) family, and hence there is a homomorphism carrying \( t_e \) to \( S_1 \), \( t_f \) to \( S_2 \) and \( U \) to \( V \).

So \( \mathcal{C}^*(\Gamma) \) has the universal property of the tensor product, and there is an isomorphism \( \pi \) of \( \mathcal{C}^*(\Gamma) \) onto \( O_2 \otimes \mathcal{C}(\mathbb{T}) \) such that \( \pi(t_e) = s_1 \otimes 1 \), \( \pi(t_f) = s_2 \otimes 1 \) and \( \pi(U) = 1 \otimes z \).

Corollary B.12 of [18] implies that states \( \phi \) on \( A \) and \( \psi \) on \( B \) give a state on \( A \otimes B \) such that \( (\phi \otimes \psi)(a \otimes b) = \phi(a) \psi(b) \). Let \( \phi \) be the unique KMS_{in2} state of \( O_2 \). The isomorphism \( \pi \) satisfies \( \pi \circ \alpha = (\gamma_2 \otimes \text{id}) \circ \pi \), where \( \gamma \) is the gauge action on \( O_2 \). So for
any state \( \psi \) of \( C(\mathbb{T}) \), the state \( (\phi \otimes \psi) \circ \pi \) is a KMS\(_1\) state for \( C^*(\mathbb{T}, \alpha) \). In particular, \( (C^*(\mathbb{T}), \alpha) \) has many KMS\(_1\) states.

8. Ground states and KMS\(_\infty\)-states

**Proposition 8.1.** Let \( \Lambda \) be a finite \( k \)-graph. Suppose \( r \in (0, \infty)^k \) and define \( \alpha : \mathbb{R} \to \text{Aut} \, TC^*(\Lambda) \) by \( \alpha_t = \gamma_{e^{tr}} \). For each probability measure \( \epsilon \) on \( \Lambda^0 \) there is a unique KMS\(_\infty\) state \( \phi_\epsilon \) of \((TC^*(\Lambda), \alpha)\) satisfying

\[
\phi_\epsilon(\mu, \nu) = \begin{cases} 
\epsilon_v & \text{if } \mu = \nu = v \in \Lambda^0 \\
0 & \text{otherwise.}
\end{cases}
\]

The map \( \epsilon \mapsto \phi_\epsilon \) is an affine isomorphism of the simplex of probability measures on \( \Lambda^0 \) onto the ground states of \((TC^*(\Lambda), \alpha)\). In particular, every ground state of \((TC^*(\Lambda), \alpha)\) is a KMS\(_\infty\) state.

**Proof.** Suppose \( \epsilon \) is a probability measure on \( \Lambda^0 \). Choose \( \beta_j \in (0, \infty) \) such that \( \beta_j \to \infty \) and \( e^{\beta_j r_i} > \rho(A_i) \) for every \( i \) and \( j \). For each \( j \), let \( y^j \in [1, \infty)^{\Lambda^0} \) be the vector of Theorem 6.1 for \( \beta = \beta_j \), so that \( y^j \) has entries \( y^j_v = \sum_{\mu \in \Lambda^0} e^{-\beta_j r_i d(\mu)} \). Define \( e^j \in (0, \infty)^{\Lambda^0} \) by \( e^j_v := \epsilon_v (y^j_v)^{-1} \), and let \( \phi_j \) be the KMS\(_{\beta_j}\) state \( \phi_\epsilon \) of \((TC^*(\Lambda), \alpha)\) described in Theorem 6.1. Since the state space is compact, we may assume by passing to a subsequence that the \( \phi_j \) converge to a state \( \phi_\epsilon \).

Set \( m^j := \prod_{i=1}^k (I - e^{-\beta_j r_i} A_i)^{-1} e^j \), and fix \( \mu, \nu \in \Lambda \). Then

\[
\phi_j(t_\mu t_\nu^*) = \delta_{\mu, \nu} e^{-\beta_j r_i d(\mu)} m^j_{s(\mu)}.
\]

This is always 0 if \( \mu \neq \nu \), so suppose that \( \mu = \nu \). If \( d(\mu) \neq 0 \), then \( e^{-\beta_j r_i d(\mu)} \to 0 \) because each \( r_i > 0 \), and hence \( \phi_j(t_\mu t_\nu^*) = \lim_j \phi_j(t_\mu t_\nu^*) = 0 \). So suppose that \( \mu = \nu = v \) is a vertex. An application of the dominated convergence theorem shows that \( y^j_v \to 1 \) as \( j \to \infty \). Thus \( e^j \to \epsilon_v \). Since \( \prod_{i=1}^k (I - e^{-\beta_j r_i} A_i)^{-1} \to I \) in the operator norm as \( j \to \infty \),

\[
\phi_\epsilon(q_v) = \lim_j \phi_j(q_v) = \lim_j \left( \prod_{i=1}^k (I - e^{-\beta_j r_i} A_i)^{-1} \right)_v = \epsilon_v.
\]

So \( \phi_\epsilon \) satisfies (8.1).

Proposition 5.1(c) implies that if \( \phi \) is a ground state and \( \epsilon_v := \phi(q_v) \), then \( \phi = \phi_\epsilon \). Thus \( \epsilon \mapsto \phi_\epsilon \) maps the simplex of probability measures onto the ground states, and it is affine and injective. Since each \( \phi_\epsilon \) is by construction a KMS\(_\infty\) state, every ground state is a KMS\(_\infty\) state.
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