Facial Expression Recognition With Confidence Guided Refined Horizontal Pyramid Network
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ABSTRACT
Facial expression recognition has become one of the most studied applications in computer vision and human-computer interaction. Part-level features constitute one the most appealing breakthrough to offer fine-grained information and have been intensively studied consequently. The main prerequisite is accurate location of facial parts with additional cues, which is turned to be another difficulty. Rather than directly locating parts, this paper proposes a confidence guided Refined Horizontal Pyramid Network (RHPN) to fully exploit various partial information of a given facial image. It can learn discriminative features with multiple facial granularities. Inconsistencies within each granularity are efficiently limited. Specifically, we first design a Horizontal Pyramid Network (HPN) for classification using the uniform partial feature representations at different horizontal pyramid scales. It successfully enhances the discriminative capabilities of various facial parts. Then, a refinement mechanism is added to HPN due to the fact that the uniform partition inevitably incurs outliers in each part and introduces unreasonable similarity between different parts. It re-assigns these outliers to the parts they are closest to, resulting in the refined parts with enhanced within-stripe consistency. Due to the lack of explicit supervisory information, we design an induced training strategy additionally for efficiently training of RHPN. For avoiding the finagle of prediction based on the separate feature vector, we prefer the confidence guided prediction as the final classification result. Experiments verify the effectiveness of our network for increasing the performance on facial expression recognition. More importantly, it surpasses the state-of-the-art by a large margin on the lab-controlled Oulu-CASIA dataset and the real world RAF-DB dataset.

INDEX TERMS
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I. INTRODUCTION
Facial expressions play significant roles in our daily communication. People can not only convey their inner thoughts through facial expressions, but also understand each other through facial expressions. Consequently, recognizing facial expressions has become a fundamental research in extensive applications such as human-computer interaction [1], multimedia [2], and security [3], [4].

Although astonishing progress based Convolutional Neural Networks (CNNs) has been made [5]–[7] in recent years, facial expression recognition is still a challenging problem. The expression recognition confronts with large variations of face, including variant poses, illumination variations, occlusions and identity bias, etc. This led researchers to seek approaches which can hold global expression related discriminates and are robust to local variations caused by non-expressions. The intuitive methods are based on discriminative global features extracting from the entire facial image. Recently, some global-based methods focus on learning metrics or extract features from entire facial image [8]–[13]. Their purpose is to capture the most significant appearance cues to distinguish facial expressions. However, due to the complexities of visual cues in facial expression
images, methods that rely solely on global features tend to be less robust. More importantly, the differences between individuals with the same expression may beat the subtle differences between different expressions leading to a limited accuracy of facial expression recognition with global representations. When extracting features from global facial image directly through CNNs, some insignificant or infrequently detailed information is easily overlooked. When different expressions have extremely similar appearances, such detailed information is particularly important for accurately distinguishing them. In other words, as a task which has small inter-class differences and large intra-class differences, global features based methods are difficult to adapt to the classification of facial expression recognition.

In order to solve this problem, it has been proved to be an effective way to extract local information of facial expressions from the local region of the facial image. Each local region encodes subtle representation of the corresponding facial position. The features from the local region can filter the interference of other related or irrelevant information outside the current region. These local regions can be used to learn more hidden crucial features. Some recent approaches have been focusing on learning partial discriminative feature representations. The part-based methods can be roughly divided into two categories according to how they acquire local features: 1) Locate the local region-of-interest (ROI) and extract the local features of the corresponding area [14]–[16]. They need to leverage datasets beyond facial expression and complex detector to establish a localization model for locating the ROI, including external supervision signals such as facial landmarks, facial pixel-level segmentation and image level labels. Then, these localization models are all transferred to the facial expression dataset. The potential deviations between facial expression dataset and the third-party dataset will inevitably hinder the accurate localization of local region on facial expression images. Moreover, if only focusing on the features of the ROI, it cannot cover all the discriminating information. 2) Without regional positioning, the facial expression image is cropped into partial patches [17], [18]. Due to the diversity of data, the size of local patches is difficult to determine. Too large local patches will make it difficult to extract the detailed information effectively, while too small patches will make it difficult to guarantee the integrity of the local features. Moreover, introducing all local patches without selection is time-consuming and inefficient. These patches may not be optimal for the final classification. Some patches may have no means or even have a negative impact for facial expression recognition, and thus prone to errors introduced by outliers.

For above problems, this paper proposes confidence guided Refined Horizontal Pyramid Network (RHPN) and induced training strategy. The network is constructed by horizontal pyramid network (HPN) and induced mechanism. First, without any additional local supervision, the proposed HPN simultaneously exploits global features and multi-granularity local features through uniformly partitioned facial image parts. As shown in Figure 1, according to the physiological structure of human face, the facial image can be divided into uniform stripes horizontally. They are segmented according to different granularities. We take the original image containing the entire face in the top row as the coarsest level of granularity. The middle row and the bottom row are the face partitions divided into 2 and 3 from the original image, respectively. The more stripes are divided, the finer the granularity of the region is. Different numbers of uniform feature stripes introduce diversity in content granularity. HPN employs a feature learning strategy that combines global information and local information. It also generates representations with coarse to fine granularities. As shown in Figure 2, to obtain local features with multiple granularities, we uniformly divide the feature of backbone network into different feature stripes instead of explicitly dividing the image into local patches. Second, based on the local features extracted by HPN, there are outliers in the uniformly divided partitioned parts. The features that are divided into a certain region are closer to the features of another region, and the presence of the outliers interferes with the discrimination of the features of each local region. Therefore, we add a refinement mechanism to HPN. A structure called refinement network is added to the second and third branches of HPN to emphasize the consistency within each partitioned part. Through the designed induced training procedure, the refined network is successfully used to adjust the outliers in the partitioned part. The confidence-guided prediction can avoid the finagle of prediction based on the separate feature vector so that it makes the whole model robust to local region disturbances. Specifically, we make the following contributions:

- We propose Horizontal Pyramid Network (HPN) which uniform divides the deep feature maps into different numbers of spatial stripes with various pyramid scales. Each spatial stripe feature is then used for independent classification. Various numbers of partitioned stripes introduce different feature granularities. If we define global feature are extracted from the original image that contains whole partition, as the number of partitions
FIGURE 2. Overview of the proposed Horizontal Pyramid Network (HPN). A backbone is employed to extract feature maps. Then, the pyramidal average pooling is employed to produce feature vectors for each stripe. Each feature vector is fed to the classifier for expression recognition. The final prediction is based on the sum of features at different pyramid scales.

increases, features of the local parts can be more concentrated on the finer discriminative information in each stripe to filter information on the other stripes. Note that these local regions are not necessary to be semantic partitions but a piece of equally divided stripe on the original images.

- We propose a refine mechanism to HPN to refine the uniform partition. We observe outliers in each part under uniform partition. In fact, these outliers are closer to the content of other parts, which means that there are inconsistencies within some parts. Motivated by the fact that within each partitioned part the contents should be consistent, we refine the uniform partition by relocating those outliers to their closest parts, thereby enhancing internal consistency.
- With the proposed induced training strategy, the convergence is speeded up and the problem of limited training data is overcome. The final prediction is generated based on the confidence guided summation of features at different pyramid scales.
- To demonstrate the superiority of our proposed method, we employ experiments on lab-controlled facial expression dataset (Oulu-CASIA) and real-world facial expression dataset (RAF-DB). Our facial expression recognition solution achieves state-of-the-art results on Oulu-CASIA and RAF-DB with accuracies of 90.28% and 86.83%, respectively.

II. RELATED WORK
In this section, the recent related works are reviewed. The deep learning based facial expression recognition methods are discussed firstly. Then we roughly classify the most related works of our proposed method into global based methods and part based methods. The general approach of those methods, their advantages and disadvantages are analyzed in detail.

A. DEEP FACIAL EXPRESSION RECOGNITION
Deep learning methods [12], [19]–[23] for facial expression recognition have achieved great success in the past few years. Yang et al. [12] proposed a de-expression residue learning with a generative model, based on the observation that a facial expression can be regarded as a combination of neutral face image and the expressive component. To reduce the identity influence, Cai et al. [19] proposed an identity-free generative adversarial network. It holds expression and generates an average identity face image. Zhang et al. [20] considered the pose variation and leveraged adversarial autoencoder to augment the training set with expression and poses. However, these methods mainly focused on datasets captured in controlled environment. Thus, those models generalize poorly for uncontrollable variations. In the work of Zeng et al. [21], each image is predicted with multiple pseudo labels and a model is learned to fit the latent truth from these inconsistent labels. Acharya et al. [23] explored a covariance pooling layer to capture the distortions in regional facial features and temporal evolution of per-frame features. Although the aforementioned approaches achieve good performance on data in the wild, facial expression recognition is still challenging due to the existence of specific local variations.

B. GLOBAL-BASED METHODS
Existing non part-based methods that address expression recognition can be divided into two categories. The first category tries to boost the performance by designing loss functions. Cai et al. [8] extend center loss [24] to island
loss which can reduce intra-class variations and augment inter-class differences. Liu et al. [9] extend triplet loss [25] to $(N+M)$-triplet clusters loss by incorporating $N$ negative sets with same identity and $M$ examples with same expression. Li and Deng [10] propose a locality-preserving loss which preserve the local proximity by minimizing the distance to $K$-nearest neighbors within the same class. The second category attempt to make the network disentangle the identity and the expression. Zhang et al. [11] propose an expression-identity fusion network. It jointly learns identity-related features and expression-related features via two branches from an input expression. Yang et al. [12] use a de-expression residual learning expressive component in a generative model. In Identity-Adaptive Generation (IA-gen) method [13], any given input facial image is transferred to six expressive images of the same subject using six conditional generative adversarial networks. Then, expression classification is performed by comparing the input image with the six generated expressive images.

**C. PART-BASED METHODS**

Recently, there are some works starting to investigate the part based cues. They can also be divided into two categories according to how they acquire local features. The first category locates the ROI and extract their local features. Patch-gated Convolutional Neural Network [14] decomposes a face into different patches based on facial landmark. A patch-gated unit explicitly predicts the facial occlusion likelihood. In [16], the local features are extracted from crucial regions located by the attention maps. The second category extract local features through cropped facial patches. Liu et al. [17] model a boosted deep belief network to classify different expressions. They divide expressional images into patches and select high discriminative patches to train a strong classifier. Xie and Hu [18] propose a convolutional neural network with two branches. One branch extract local features from uniform image patches while the other extract holistic features from the whole expressional image.

**III. METHOD**

**IV. HORIZONTAL PYRAMID NETWORK**

In this section we describe the structure of Horizontal Pyramid Network (HPN) as shown in Figure 2. The input image is fed into a backbone network to extract the feature maps. Then we use Pyramidal Average Pooling (PAP) to obtain the feature vector of each local and global spatial stripes. Each feature vector is input into a non-share fully connected layer and followed by a softmax to make the classification. The details are given in the following.

**A. NETWORK ARCHITECTURE**

When the deep feature map is divided into spatial stripes of different numbers, the size of spatial stripes also changes. Different sizes of spatial stripes contain different amounts of information. As the number of partitions increase, the information in each spatial stripe will be limited. Deep convolutional neural network (DCNN) can capture approximate response preferences on the main body from the whole image. It is also able to capture more fine-grained saliency for local features extracted from smaller local regions. Specifically, when we shrink the representation region and train it as a classification task for learning local features, the supervised signal forces the features to be correctly classified as target expressions. It will drive the learning process to try to explore useful fine-grained details in limited information. By changing the number of spatial stripes, we can obtain local feature representations with multiple granularities. Inspired by the above observations and analysis, we propose HPN to combine global and multi-granularity local feature which is a more powerful facial expression representation.

The architecture of HPN is shown in Figure 2. We choose a variant of Densenet [26] as the backbone. It consists of 3 dense blocks and 2 transition layers. The dense block contains 6, 12 and 24 dense layers, respectively. The input image is fed into the backbone network to extract the feature maps.

According to facial physical structure of a human face, we divide the feature maps into multiple strips horizontally from top to down. We use PAP to obtain vectors of fixed length for facial parts with three kinds of horizontal pyramid scales. These vectors are further fed into fully-connected layer. In this way, the discriminative ability of facial parts can be captured from global to local.

The proposed HPN contains three branches. The first branch learns the feature representations without any partition information, so it obtains the global representation of the whole face. Feature maps in the second branch are uniformly split into two stripes horizontally. It can be seen as a process of obtaining local representation of upper half face and bottom half face. The third branch splits the feature maps into three uniform stripes. It obtains a finer local representation of face, which can be regarded as the local region of eyebrow-eye, nose and mouth. Formally, denote the feature maps extracted by backbone as $F$. We adopt 3 pyramid scales within the PAP and $F$ is sliced into several spatial stripes horizontally and equally according to different scales. Specifically, assume each spatial stripe as $F_{ij}$, $i,j$ stand for the index of scale and stripe in each scale. For instance, $F_{3,2}$ means the second strip in third pooling scale. Then, we pool each spatial stripe $F_{ij}$ by horizontal average pooling to generate feature vector $V_{ij}$. Figure 3 shows the operation details of horizontal average pooling from a plane perspective. Where $f$ is the column vector in the same stripe of $F$. For example, $V_{3,1}$ is equal to the average of $f_{1,1}, f_{1,2}, \ldots, f_{2,5}, f_{2,6}$, that is, $V_{3,1} = 1/12(f_{1,1} + f_{1,2} + \ldots + f_{2,5} + f_{2,6})$.

Besides, we employ the sum fusion to aggregate all the global and local feature vector. It can perfect the comprehensiveness for learned features. The resulting hybrid feature is marked as $V_{0,0}$. After that, we can obtain vectors of fixed length for facial parts at different horizontal pyramid scales. Finally, each feature vector $V$ is input into an independent classifier to predict the expression of the input. The classifier is implemented with a fully-connected (FC) layer.
We use fully connected layer as the classifier, each feature \( F \) after the output feature map (RHPN). We call this model as Refined Horizontal Pyramid Network (RHN). Uniform partition in HPN is simple, effective, and yet to be improved. This section explains the inconsistency phenomenon in uniform partition and proposes the refinement mechanism as a remedy to enhance within-stripe consistency. We call this model as Refined Horizontal Pyramid Network (RHPN).

### A. WITHIN-STRIPE INCONSISTENCY

After the output feature map \( F \) is uniformly partitioned, we further emphasize the content consistency within different horizontal pyramid scales. Specifically, the within-stripe consistency can be interpreted as: column vector \( f \) in the same stripe of \( F \) should be similar to each other, but be discriminative to column vectors in other stripes. Otherwise, the phenomenon of within-stripe inconsistency occurs.

It means the stripes are not partitioned properly. Notice that, we do not consider the within-stripe inconsistency in the first branch because it does not divide the feature map. The following analyses are only for the second and third branches in Figure 2.

After training HPN to convergence, for the second and third branches, we compare the similarity between each column vector \( f \) and the average-pooled feature vector \( V_{i,j} \) of each stripe by measuring the cosine distance. If \( f \) is closest to \( V_{i,j} \), we infer \( f \) to be closest to \( j \) strip in \( i \) pooling scale. In this way, we find the closest stripe of each \( f \), as shown in Figure 4. Each column vector is represented by a small rectangle and is drawn with the color of its closest stripe. From the above comparison, we find most of the column vectors in the same horizontal stripe are clustered together even with no explicit constraint. However, there are many outliers in the horizontal stripes. The existence of these outliers indicates that they are inherently more consistent with the column vectors in the other stripe. Indeed, they disturb our final expression recognition in some extent.

### B. LOSS FUNCTION

We use fully connected layer as the classifier, each feature vector \( V_{i,j} \) is fed into a corresponding classifier \( FC_{i,j} \) and following a softmax to classify the expression. During training, the output of given image \( I \) is a set of predictions \( \hat{q}_{i,j} \). Each \( \hat{q}_{i,j} \) can be formulated as

\[
\hat{q}_{i,j} = \arg \max_{c \in N} \frac{\exp((W^c_{i,j})^T V_{i,j}(I))}{\sum_{n=1}^{N} \exp((W^m_{i,j})^T V_{i,j}(I))}
\]

where the \( N \) is the total number of expression classes, \( W_{i,j} \) is the weights of \( FC_{i,j}, q \) is the ground truth expression of input image \( I \). The loss function is sum of Cross Entropy loss of each output \( \hat{q}_{i,j} \).

\[
Loss = \sum_{m=1}^{M} \sum_{i,j} CE(\hat{q}_{i,j}^m, q^m)
\]

where \( M \) is the size of mini-batch, \( CE \) is the Cross Entropy loss.

### V. REFINED HORIZONTAL PYRAMID NETWORK

Uniform partition in HPN is simple, effective, and yet to be improved. This section explains the inconsistency phenomenon in uniform partition and proposes the refinement mechanism as a remedy to enhance within-stripe consistency. We call this model as Refined Horizontal Pyramid Network (RHPN).

#### B. REFINEMENT MECHANISM

We add a refinement mechanism to the second and third branches in HPN to correct within-stripe inconsistency. Our motivation is to assign every column vector to each stripe based on the similarities so that we can relocate outliers.

To this end, we need to dynamically classify every column vector \( f \) in \( F \). Based on the learned \( F \), we embed two different Refinement Nets into the second and third branches of HPN, as shown in Figure 5. Each Refinement Net is a classifier consisting of a linear layer and followed by softmax activation which is defined as follows:

\[
P(S_i | f) = \frac{\exp(\Theta_i^T f)}{\sum_{j=1}^{p} \exp(\Theta_j^T f)}
\]

where \( P \) is the predicted probability of \( f \) belonging to stripe \( S_i \) in each branch, \( p \) is the number of pre-defined stripes (i.e., \( p = 2 \) in the second branch, \( p = 3 \) in the third branch), and \( \Theta \) is the trainable weights of the Refinement Net.

Given a column vector \( f \) in \( F \) and the predicted probability of \( f \) belonging to stripe \( S_i \), we assign \( f \) to stripe \( S_i \) with confidence \( P(S_i | f) \). Correspondingly, each stripe \( S_i(i = 1, \ldots, p) \) is sampled from all column vectors \( f \) with \( P(S_i | f) \) as the sampling weight, i.e.,

\[
S_i = \{ P(S_i | f) \times f, \forall f \in \tilde{F} \}
\]
where $\bar{F}$ is the complete set of column vectors in feature map $F$, $\{\cdot\}$ denotes the sampling operation to form an aggregate.

After the employment of above refinement mechanism, the outliers originated from the uniform partition will be relocated. With the embedding of Refinement Net, HPN is further reshaped into Figure 5. Refinement Net along with the following sampling operation replaces the original average pooling. The structure of all other layers remains exactly the same as in Figure 2.

C. INDUCED TRAINING FOR REFINEMENT NET

Due to the lack of explicit supervisory information for learning $\Theta$ of the Refinement Net in Eq. 3, we design an induced training strategy. Specifically, first, a standard HPN is trained to convergence with $F$ equally partitioned. We use this model to induce the training of the Refinement Net in the following steps. Second, we remove the original average pooling layers after $F$ and append a $p$-category (i.e., $p = 2$ in the second branch of HPN, $p = 3$ in the third branch of HPN) Refinement Net on $F$. New parts are sampled from $F$ according to the prediction of the Refinement Net. Third, we froze all the already learned layers in HPN, only make the Refinement Net trainable. Then we retrain the model on training set. In this condition, the model still expects the tensor $F$ to be equally partitioned, otherwise it will predict incorrect about the expressions of training images. So, the third step penalizes the Refinement Net until it conducts partition close to the original uniform partition, whereas the part classifier is prone to categorize inherently similar column vectors into a same stripe. A state of balance will be reached as a result of the third step. Finally, all the layers are allowed to be updated. HPN along with the Refinement Net are fine-tuned for overall optimization.

D. CONFIDENCE GUIDED PREDICTION

In the proposed RHPN, the final prediction is based on the summation of features at different pyramid scales. However, the outputs of softmax of every classifier $FC_{i,j}$ describe the confidence of feature vector $V_{i,j}$ supporting the predicted expression class. In other words, the output probability of softmax provide us the useful estimation of classification uncertainty. Uncertainty estimation has a long history in neural networks, starting with Bayesian neural networks [27]. It aims at producing estimates that are function of network parameters and the input image and thus reason about the current observations. Motivated by the work [28], we define the final prediction as a kind of confidence guided way. For simplicity, let us define a confidence value $s_{i,j}$.

$$s_{i,j} = \frac{\exp(W_{c,i,j}^T V_{i,j}(I))}{\sum_{n=1}^{N} \exp(W_{n,i,j}^T V_{i,j}(I))} \quad (5)$$

The final prediction is calculated as the softmax of the weighted sum of all feature vectors.

$$\hat{q}_{0.0} = \arg\max_{c \in N} \frac{\exp(s_{i,j}(W_{c,i,j}^T V_{i,j}(I)))}{\sum_{n=1}^{N} \exp(s_{i,j}(W_{n,i,j}^T V_{i,j}(I)))} \quad (6)$$

The confidence guided prediction is important for avoiding the finagle of prediction based on the separate feature vector. Due to changes in posture or personal habits, the representation of partial region may be very different from the overall representation of expression of the current image. At this time, the classification of expression based on the feature vector extracted from the local region will no longer be reliable. Therefore, even if our model is able to rely on such a feature vector to make a prediction, its confidence is very low. When we make the final classification, the confidence weighted summation will reduce the influence of the
unconfidence feature vector on the final classification result. Therefore, the confidence-guided prediction makes the whole model robust to local region disturbances.

VI. EXPERIMENTS
In this section, we briefly introduce the datasets and implementation details. Then we report the performances compared with some recent state of the arts. Finally we evaluate multiple basic instantiations of the proposed method to analyze the effects of those core factors.

A. DATASET AND PREPROCESSING
Most of our experiments are conducted on the Oulu-CASIA dataset [29]. It is a lab-controlled dataset which contains 480 facial expression sequences collected from 80 different subjects. Each sequence begins with a neutral expression and ends with a peak expression. All sequences have been labeled with six expressions: anger, disgust, fear, happiness, sadness or surprise. As a general procedure [8], [11], [13], [16], [31], [32], the last three frames of each sequence are used for training and test. Thus, Oulu-CASIA contains 1440 images for our experiments. Additionally, we also conduct experiments on the Real-world Affective Face Database (RAF-DB) [10]. It is a real-world dataset that contains 29,672 highly diverse facial images downloaded from the Internet. Images labeled with seven basic expressions (surprise, fear, disgust, happiness, sadness, anger and neutral) are used in our experiment, including 12,271 images for training and 3,068 images for test.

B. IMPLEMENT DETAILS
Face alignment is conducted based on the facial landmarks detected with Supervised Descent Method (SDM) [33]. The detected face are cropped, resized and converted to $60 \times 60$ gray scale images. We ignore extra alignment method in RAF-DB because face images have already been aligned. To avoid over-fitting, we utilize conventional data augmentation method to generate more training data, where each image is rotated by degree $\{-15^\circ, -12^\circ, -9^\circ, -6^\circ, -3^\circ, 0^\circ, 3^\circ, 6^\circ, 9^\circ, 12^\circ, 15^\circ\}$ respectively. Five $48 \times 48$ patches are cropped out from five locations of each image (center and four corners, respectively), then each patch is flipped horizontally, thus resulting in an augmented dataset which is 110 times larger than the original one. During testing, a single center crop with size $48 \times 48$ is used for testing. Neither the rotation nor the flipping operation is used. Since the resolution of input is $48 \times 48$, the resolution of the feature map $F$ obtained through the backbone network is $12 \times 12$. Thus, the resolution of each strip in the second and third branches are $6 \times 6$ and $4 \times 4$, respectively. Because Oulu-CASIA does not provide specified training and test sets, we employ the most popular 10-fold validation strategy as in the previous methods [8], [11], [16], [31], [32], [34]. The dataset is split into ten groups without subject overlapping between the groups. For each run, nine groups are used for training and the remaining is used for test. The results are the average of 10 runs. For the experiments on the RAF-DB database, we use their official split for training and test.

For HPN, the backbone is pre-trained on ImageNet [30]. We train the backbone and FC layers for 50 epochs with initial learning rate 0.01 and 0.1 respectively and decayed to 0.1 after 30 epochs. When employing refinement mechanism, we append another 10 epochs on the Refinement Net with learning rate 0.01. Finally, HPN along with the Refinement Net are fine-tuned with new learning rate 0.001 for the backbone and 0.01 for the remainder. The learning rate decayed to 0.1 after 20 epochs. The stochastic gradient descent (SGD) with 0.9 momentum is implemented in each mini-batch.

C. EXPRESSION RECOGNITION RESULTS
To compare the performance of the proposed method with others, Table 1 and Table 2 compare it with other competitive approaches through two indicators, namely feature (dynamic feature or static feature) and average recognition accuracy (calculated as percentage) on the Oulu-CASIA and RAF-DB datasets. To evaluate the overall performance, the confusion matrices on two datasets are illustrated in Figure 6 and Figure 7, respectively.

### TABLE 1. Performance comparison on the Oulu-CASIA.

| Method     | Feature | Accuracy |
|------------|---------|----------|
| HOG 3D [35]| Dynamic | 70.63    |
| STM-ExpLet [36]| Dynamic | 74.59    |
| IL-CNN [8] | Static  | 77.29    |
| DTAGN [37] | Dynamic | 81.86    |
| LOMo [38]  | Dynamic | 82.10    |
| PPDN [40]  | Static  | 84.59    |
| EIIP [11]  | Static  | 85.21    |
| PHRNN-MSCNN [39]| Dynamic | 86.25    |
| GCNet [41] | Static  | 86.39    |
| FN2EN [34] | Static  | 87.71    |
| DeRL [12]  | Static  | 88.00    |
| IDPERM [32] | Static | 88.25    |
| WS-LGAN [16]| Static | 88.26    |
| IA-gen [13] | Static | 88.92    |
| DE-GAN [31]| Static  | 89.17    |
| HPN        | Static  | 88.63    |
| RHPN       | Static  | 90.33    |

### TABLE 2. Performance comparison on the RAF-DB.

| Method     | Feature | Accuracy |
|------------|---------|----------|
| PSN [44]   | Static  | 81.10    |
| baseDCNN [10]| Static | 82.86    |
| PG-CNN [14]| Static  | 83.27    |
| Center Loss [10]| Static | 83.68    |
| DLP-CNN [10]| Static | 84.13    |
| PAF-ResNet (gender, race) [45]| Static | 84.19    |
| Lin et al. [46]| Static | 84.68    |
| gACNN [15] | Static  | 85.07    |
| WS-LGAN [16]| Static | 85.07    |
| APM-VGG [47]| Static | 85.17    |
| HPN        | Static  | 83.33    |
| RHPN       | Static  | 86.86    |
1) EVALUATION ON OULU-CASIA
In Table 1, the proposed HPN achieves an average recognition accuracy of 88.54% on the Oulu-CASIA dataset. It surpasses most of the previous methods. The performance is boosted by RHPN. It exceeds HPN by +1.74% on the Oulu-CASIA datasets. RHPN yields the higher accuracy than all the state-of-the-arts, which demonstrates the effectiveness of the added refinement mechanism. Figure 6 shows that RHPN performs well when recognizing happiness and surprise, which reaches the accuracy of 97%. Disgust and anger are seriously confused. The main reason is they act similarly in some facial action units in FACS, such as AU10 (Upper Lip Raiser), AU17 (Chin Raiser), AU25 (Lips Part) and AU26 (Jaw Drop) [42], [43].

FIGURE 6. Confusion matrices on the Oulu-CASIA.

2) EVALUATION ON RAF-DB
Table 2 shows the average recognition accuracy on the RAF-DB. Some papers report performance as an average of diagonal values of confusion matrix. We convert them to regular accuracy for fair comparison. Unlike the Oulu-CASIA, the RAF-DB is more challenging as it has a wider variety of pose and a larger range of ages. The data is closer to the natural scene. HPN achieves an average recognition accuracy of 83.44%. Compared with other methods, this result is not impressive. This is mainly because the face pose of the image in RAF-DB varies greatly. Relying on uniform partition only, HPN will introduce a large number of outliers, which hinders the performance. After we relocate the outliers originated from the uniform partition through the Refinement Net, the recognition accuracy of RHPN further surpasses HPN by a gain of +3.39%. Compared with other state-of-the-art algorithms, our proposed RHPN achieves substantial improvement. It is worth noting that PG-CNN and gACNN leverage external facial landmarks to localize the discriminative regions. WS-LGAN leverage external facial attribute dataset and attention map to localize the discriminative regions. The result proves that our method is also robust to real-world facial expression dataset. Figure 7 shows that the highest accuracy is obtained when recognizing happiness, which reaches to 94%. However, the performance on anger, disgust and fear are poor. This is mainly due to the lack of data. In RAF-DB the samples of anger, disgust and fear are far less than others.

D. ABLATION STUDIES
To verify the effectiveness of components, we conduct several ablation studies on Oulu-CASIA, including influence of backbone, different number of pyramid scales, w/ and w/o refinement mechanism, induced training and different predicting strategy. Note that all unrelated settings are the same as HPN and RHPN implementation.

1) INFLUENCE OF BACKBONE
In the architecture of our network, we choose a variant of Densenet [26] as the backbone. Indeed, we also have chosen several basic CNNs as our backbone. For simplicity, we attach the structure of HPN to every backbone. The different networks are initialized based on their pretrained model from ImageNet dataset. The performances are shown in Table 3. We have verified VGG-16 [48] and two kinds of ResNet [49]. We can see that the best performance is achieved by Densenet. It is worth note that one can boost the performance of our proposed method by implementing a more powerful backbone.

TABLE 3. Evaluation of backbone.

| Backbone   | Accuracy(%) |
|------------|-------------|
| VGG-16     | 76.92       |
| ResNet-50  | 80.53       |
| ResNet-101 | 85.31       |
| DenseNet   | 88.63       |

2) NUMBER OF PYRAMID SCALES
Table 4 shows the results of HPN and RHPN with different pyramid scales. We can find that HPN and RHPN reach the best performance with three pyramid scales. When the pyramid scale is set to 1, it is equivalent to global pooling. With the increasing of pyramid scales’ numbers, the accuracy of HPN and RHPN are significant improved. This is reasonable as smaller partition will force the model to extract
more discriminative fine-grained features. Besides, compared with HPN, the recognition accuracy is improved by adding refinement mechanism at any pyramid scales, which further proves the superiority of RHPN. In fact, we also try more dense pyramid scales, such as 4, 5 and 6. However, more pyramid scales will bring additional computational cost but no obvious improvement can be observed. It is because the parts at these pyramid scales are too small to learn discriminative information. Therefore, we finally adopt three pyramid scales.

3) EFFECTIVENESS OF PYRAMID STRUCTURE

Previous analysis shows that the HPN and RHPN reaches the best performance with three pyramid scales, which has up to 3 partial stripes on the feature map. In order to verify the effectiveness of pyramid structure, we remove other branches and just preserve the branch with 3 partial stripes. From Table 5, we can observe that with our pyramid structure, the performance is further improved by a large margin. This is due to the pyramid structure can formulate partial features from coarse to fine and combine both global and multi-grained local features. It greatly increases the diversity and discriminative ability of the features.

4) INDUCED TRAINING

In the training phase of network, we can also conduct a general training strategy. We directly impose the probability to the feature vector in the refinement net, and then fine-tune all the parameters in the RHPN network on the Oulu-CASIA dataset. Table 6 shows the results of HPN and RHPN with different training strategies. We can find that RHPN reach the best performance with our proposed induced training strategy. It is worth note that the RHPN with general training strategy has only a slight improvement over HPN. This indicates that in the HPN training phase, although column vectors exist within-stripe inconsistency, the stripes categories are maintained. But in general training strategy, the effect of refinement net is hardly displayed because of the complete loss of an effective classification prior.

5) PREDICTING STRATEGY

In order to prove the effect of our proposed confidence guided prediction, we also implement other predicting strategies such as voting and summation. Table 7 shows the results of predicting strategies. The first row is the result of voting on the classification based on the features at different pyramid scales. The second row is the result of classification on the summation of features at different pyramid scales. The last row is the result of our proposed confidence guided prediction. We can find that voting has an unsatisfied performance. The summation seems better than voting. Our confidence guided prediction achieves the best performance.

6) VISUALIZATION

A visualization of the refined feature response with multiple granularity on the Oulu-CASIA is illustrated in Figure 8. Compare with the feature responses in the second branch of RHPN (Figure 8(b)), feature responses in the third branch (Figure 8(c)) are more scattered on facial parts, but some pivotal semantic information is preferred. It can filter most of the complex background which contains interfere information of facial expression. In addition, some outliers in each feature stripe in the third branch have also been adjusted. Compare

TABLE 4. Performance comparison of the proposed method with different pyramid scales.

| pyramid scale | spatial stripes | w/o ref (%) | w/ ref (%) |
|---------------|----------------|------------|-----------|
| 1             | 1              | 86.18      |           |
| 2             | 1.2            | 86.80      | 87.50     |
| 3             | 1.23           | 88.54      | 90.28     |

TABLE 5. Evaluation of effectiveness of pyramid structure.

| Model         | Accuracy(%) |
|---------------|-------------|
| w/o pyramid   | 87.43       |
| RHPN          | 90.28       |

TABLE 6. Evaluation of training strategies.

| Training strategy     | Accuracy(%) |
|-----------------------|-------------|
| HPN                   | 88.63       |
| RHPN General training | 88.65       |
| RHPN Induced training | 90.33       |
with the third branch of RHPN, the second branch is a more coarse partition. Therefore, each stripe in the second branch contains more outliers. From Figure 8(b) we can see that many outliers are restored. The feature responses show that some features of forehead are more similar to those of bottom half face, while some features of cheek are more similar to those of upper half face.

VII. CONCLUSION

This paper makes two main contributions to facial expression recognition. Firstly, we propose a Horizontal Pyramid Network (HPN). It employs a uniform partial feature representation at different horizontal pyramid scales. HPN can exploit various partial information of facial image without any part annotation, which successfully enhances the diversity and discriminative ability of the features. Furthermore, we add a refinement mechanism to HPN. It reinforces the within-stripe consistency in each stripe in HPN. With induced training strategy and confidence guided prediction, the refinement mechanism requires no part labeling information and further improves the performance considerably. Extensive experiments on several datasets demonstrate the effectiveness of our proposed method.
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