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Abstract—With the rapid development of cloud computing, virtual machine scheduling has become one of the most important but challenging issues for the cloud computing community, especially for practical heterogeneous request sequences. By analyzing the impact of request heterogeneity on some popular heuristic schedulers, it can be found that existing scheduling algorithms cannot handle the request heterogeneity properly and efficiently. In this paper, a plug-and-play virtual machine scheduling intensifier, called Resource Assigner (REASSIGNER), is proposed to enhance the scheduling efficiency of any given scheduler for heterogeneous requests. The key idea of REASSIGNER is to pre-assign roles to physical resources and let resources of the same role form a virtual cluster to handle homogeneous requests. REASSIGNER can cooperate with arbitrary schedulers by restricting their scheduling space to virtual clusters. With evaluations on the real dataset from Huawei Cloud, the proposed REASSIGNER achieves significant scheduling performance improvement compared with some state-of-the-art scheduling methods.

Index Terms—cloud computing, scheduling, capacity planning

I. INTRODUCTION

Recently, cloud computing has been widely adopted in practical applications. Many companies, e.g., Netflix and LinkedIn, or customer individuals, usually buy cloud computing resources from cloud service providers to meet their computing demands. Cloud service providers host a large number of physical machines (PMs) as a resource pool (cluster) to satisfy customers’ demands. They typically generate virtual machines (VMs), which are hosted on PMs, for customers. The VM scheduling problem is the key issue in cloud computing, i.e., which PM should be employed to generate the corresponding VM for the current request. The main objective for the cloud service provider is to find a VM’s scheduling policy that can satisfy as many demands as possible for a given number of PMs. If the scheduling policy can handle more requests than others, the cloud service providers would require fewer PMs with reduced purchasing costs. Due to its potential to bring economic profits, the virtual machine scheduling problem has attracted significant interest in industrial areas.

Heuristic scheduling methods are taken as good choices for large cloud service providers. First-Fit and Best-Fit [2] have been proposed for many years, with acceptable performance in cloud scheduling. However, requests often span multiple companies and individuals, causing high heterogeneity [13]. With the variation of customer demands, the cluster typically needs to handle heterogeneous requests. Directly applying First-Fit and Best-Fit would lead PMs to an unbalanced resource utilization status. The unbalanced utilization causes some resources, e.g., memory and CPU, difficult to be utilized efficiently with degraded scheduling results.

This paper first analyzes the impact of request heterogeneity on some popular heuristic schedulers based on traces collected from Huawei Cloud. The structures of the VM requests in the given dataset vary extremely, e.g., the CPU requirements are from 2 Cores to 192 Cores, and the resource preferences from CPU to memory are different. Informally, requests that prefer more CPU resources than memory are called CPU-Intensive requests, and others are MEM-Intensive requests. By conducting different settings on heterogeneity, sufficient empirical results show that the mixture of CPU-Intensive requests and MEM-Intensive requests make a critical impact on current heuristic scheduling methods.

To improve the performance in the environment with heterogeneous requests, this paper further proposes a plug-and-play scheduling intensifier called Resource Assigner (REASSIGNER). The core idea of REASSIGNER is to pre-assign roles to resources and to let resources of the same role form a virtual cluster to handle homogeneous requests. REASSIGNER has two roles for resources and requests: CPU-Intensive and MEM-Intensive. When resources are assigned as a specific role, they are only allocate-able for the same role requests. Specifically, REASSIGNER establishes two virtual clusters, and each cluster is initiated with the same resources as the physical cluster. REASSIGNER consists of three sub-modules: the assign sub-module, the categorize sub-module, and the unassign sub-module to guide the scheduling process. The assign and unassign sub-modules assign and unassign roles to resources in the virtual clusters. The categorize sub-module categorizes each incoming requests to a role. By restricting the scheduler scheduling requests in their corresponding virtual cluster, our REASSIGNER can cooperate with arbitrary schedulers. The
main components of REASSIGNER are assign and unassign, we propose a max-utilization scheme and an adaptive unassignment scheme for their specific design. Finally, we evaluate REASSIGNER on real traces of Huawei-East-1 dataset [16] with different heuristic schedulers. Empirical results show that the proposed REASSIGNER can significantly improve many of the existing schedulers on both allocation length and resource waste reduction under various scenarios.

The main contributions can be summarized as follows: 1). This paper first empirically analyzes the impact of request heterogeneity on the scheduling performances; 2). This paper proposes a novel plug-and-play virtual machine scheduling intensifier, called Resource Assigner to mitigate the heterogeneity influences; 3). Experiments on real traces of Huawei Cloud show that the proposed REASSIGNER can improve both the allocation length and waste reduction performance under different scenarios.

The rest of the paper is organized as follows. Section II contains the related works. Section III introduces the background and preliminary of cloud scheduling. Section IV proposes the heterogeneity impact of cloud scheduling. Section V proposes the REASSIGNER and section VI shows the experiments. In section VII, we make the conclusion of our paper.

II. RELATED WORK

Virtual machine scheduling plays a crucial role in cloud computing. Many works have been proposed to improve the load balance, allocation length, and robustness [4]. Currently, various cloud service providers have proposed their own schedulers to meet their business needs, e.g., Protean [8], Sparrow [10], Apollo [3], and Omega [15]. With the growing amount of data, data processing workloads and the management of their resource usage becomes increasingly important, especially when the analysis yields meaningful knowledge [6] [19] [14].

Heterogeneity has been studied on various datasets. Heterogeneity is a trend in the current development of cloud scheduling [5] because of the diversity of performance requirements [20]. Reiss et al. [13] first analyzed the Google Trace data from a sizable multi-purpose cluster and proposed that heterogeneity is the most notable workload characteristic. Amvrosiadis et al. [1] released four new traces from two private and two High-Performance Computing (HPC) clusters, which shows the similarity related to the Google workload [13]. Lu et al. [9] revealed several important insights about different types of imbalance in the Alibaba cloud. However, these papers do not optimize the heterogeneity in the scheduling process, while this paper proposes Resource Assigner to mitigate the heterogeneity influences. And to our knowledge, this paper is the first work to analyze the Huawei public dataset.

Many heuristic algorithms have been studied for the dynamic virtual machine scheduling problem in the simulation environment. Reddy and Ravindranath [12] propose to use the JAYA algorithm for searching for optimal placement and minimizing the energy consumption of the data center. Tsai et al. [18] introduced a hyper-heuristic scheduling algorithm (HHSHA) that integrates multiple basic heuristic algorithms to find better scheduling solutions for cloud computing systems. Pahlevan et al. [11] formulated an integer linear programming (ILP)-based VM allocation method combined with machine learning to minimize energy consumption and data communication. Sheng et al. [17] uses reinforcement learning to deal with the similar scheduling problem as this paper, to obtain high-quality solutions with the excellent exploration ability of reinforcement learning. Although these approaches can obtain optimal results on small scales but are still impractical at runtime on large-scale applications. And meanwhile, these methods do not optimize the heterogeneity as well.

III. BACKGROUND AND PRELIMINARIES

Virtual machine requests to one of the PMs in the cluster.

Fig. 1. Scheduling Illustration. The scheduler keeps scheduling incoming virtual machine requests to one of the PMs in the cluster.

The scheduling problem in cloud computing, as shown in Fig. 1, usually consists of three components: requests, scheduler, and cluster. Consider a cluster that has \( N \) PMs and each PM has \( r^c \) CPU and \( r^m \) memory resources. A requests sequence consists of a sequence of virtual machine requests that need to be handled sequentially. Each time the requests sequence delivers a request to the scheduler \( f \), the scheduler selects which PM to handle the request in the cluster. When a PM handles a request, the PM will reserve resources for the request, and the using resources of the PM will increase accordingly. If the using resources exceed the resource capacity, the scheduling process terminates, and no request will be handled after that. Denote the number of handled allocation requests before termination as scheduling length. The main goal of the scheduling problem is to find a scheduler \( f \) that can handle as many allocation requests as possible (maximize scheduling length) with the cluster. The notations for the problem formulation are summarized in Table I.

| Symbol | Definition |
|--------|------------|
| \( N \) | The total number of PMs in the cluster |
| \( r^c, r^m \) | The capacity of CPU and memory resources on a PM |
| \( u^c_i, u^m_i \) | The using CPU and memory resources of PM \( i \) |
| \( f \) | The scheduling method for allocating the incoming requests |

According to the actual deployment of Huawei Cloud [17], the PMs adopt multi Non-Uniform Memory Access (NUMA) architecture which allows allocation based on the VM size: a
small size VM needs to be placed on a single NUMA of a PM while a large one needs to be divided equally and created on the multiple NUMAs of a PM. It should be noted that this paper does not change the scheduler directly. We explain and describe our approach ignoring the multi-NUMA setting to ease the understanding but take experiments on the practical multi-NUMA settings.

IV. HETEROGENEITY ANALYSIS

This section takes the real traces collected from Huawei Cloud to analyze the heterogeneity impacts on scheduling performance. Fig. 2 makes statistics on the specification of allocation requests and their proportion in the dataset. There are 12 types of VM specification for the requests, each VM specification has different requirements for the CPU and memory resources and occupies different proportions. Some requests consume CPU even larger than 96 Cores, while others only require 2 Cores. There are three kinds of CPU-to-Memory ratios for all requests, i.e., 1:4, 1:2, and 3:2. The CPU requirements and CPU-to-Memory ratios can be taken as the heterogeneity of the requests. The next question is how much these heterogeneities influence the scheduling performance.

This paper configures all the PMs with 128U160G resources, considering the real cloud setting and making the blurring. To sufficiently evaluate the scheduling performance, the cluster is determined with 100 PMs, and 60 start points are uniformly sampled from the dataset. The scheduling performance of a scheduler can then be measured by calculating the average and quartiles of its allocation performances (scheduling lengths) in these 60 start points with the cluster. In Table II, the “all” filter rows show different schedulers’ allocation performances respectively (the average, first quartile, median, and third quartile of allocation length). It should be noted that the optimal scheduler here is approximated by assembling offline random searches and other existing schedulers. It can be concluded that the existing heuristic schedulers have a significant potential for improvement.

Then to evaluate the impacts of the heterogeneity, two heterogeneities are summarized: the requirement of CPU and the resource preference. For the requirement of CPU, a request is categorized as a large CPU request if it requires more than 32U practically. Others are then called small requests. For the resource preference, if the CPU-to-Memory ratio of a request is larger than the CPU-to-Memory ratio of the PM setting, the request is denoted as CPU-Intensive one while others are denoted as MEM-Intensive requests as colored in Fig. 2.

To evaluate the impact of the two heterogeneities, a filter-and-examination way is proposed. It filters out one heterogeneity from the dataset by dividing the dataset into two homogeneous datasets. Suppose heuristic schedulers get close to the optimal scheduler under the two homogeneous datasets. In that case, the heterogeneity is called the impactful one. As shown in Table II, the heuristic scheduler still has a large gap with the optimal scheduler when it filters out the CPU requirement heterogeneity. Thus, the CPU requirement is not an impactful heterogeneity. When filtering the dataset with only CPU-Intensive or MEM-Intensive requests, heuristic schedulers achieve similar performances as the optimal scheduler, as shown in Table II. Thus resource preference can be taken as an impactful heterogeneity. If the heterogeneity is reduced, the heuristic scheduler can be intensified accordingly.

We visualize VM scheduling to further understand how resource preference heterogeneity contributes to performance downgrading. Take the First-Fit scheduler as an example, its behavior is mainly decided by the order of incoming requests, and many unexpected situations would happen. Three typical PM statuses are visualized in Fig. 3. In Fig. 3(a), only MEM-Intensive requests are allocated, and many CPU resources (88U) are wasted due to no memory supported to handle more requests. In Fig. 3(b), memory resources are mainly wasted (96G) due to only allocating CPU-Intensive requests. Fig. 3(c) shows an ideal situation where both CPU-Intensive and MEM-
Intensive requests are placed in a single PM, and resources are better utilized.

(a) MEM-Intensive.  (b) CPU-Intensive.  (c) Balanced.

Fig. 3. Cases for uneven usage of resources. (a) corresponds to the waste of CPU resources caused by placing only MEM-Intensive VMs, and (b) corresponds to the waste of memory resources caused by placing only CPU-Intensive VMs. (c) corresponds to the result of the placement of two role VMs evenly.

This paper introduces a novel metric: at least waste (ALW) to better characterize the waste on CPU and memory resources. Denote the VM specification set as \( V \), and each VM specification \( v \in V \) requires \( v^c \) CPU and \( v^m \) memory resources. The ALW on CPU resources and memory resources on PM \( j \) with \( u_j^c \) CPU and \( u_j^m \) memory resources are defined as:

\[
ALW^c(\delta^c, \delta^m, V) = \min_{v \in V}\left\{\delta^c - v^c \min\left(\left\lceil \frac{\delta^c}{v^c}\right\rceil, \left\lceil \frac{\delta^m}{v^m}\right\rceil\right)\right\},
\]

\[
ALW^m(\delta^c, \delta^m, V) = \min_{v \in V}\left\{\delta^m - v^m \min\left(\left\lceil \frac{\delta^m}{v^m}\right\rceil, \left\lceil \frac{\delta^c}{v^c}\right\rceil\right)\right\},
\]

where \( \delta^c = r_j^c - u_j^c \) and \( \delta^m = r_j^m - u_j^m \). The ALW on CPU resources (1) aims to calculate the at least waste of CPU given the remaining resources. The ALW on the CPU of the whole cluster is the sum of all the ALW of each PM in the cluster. Table III statics the ALW for different schedulers with the ‘all’ filter. The second column shows the average allocation length. The third and fourth columns show the average and standard deviation of ALW on memory and CPU resources of the whole cluster. There exists a large potential for existing schedulers to reduce ALW wastes.

**TABLE III**

| Algorithm | Length | ALW on Memory | ALW on CPU |
|-----------|--------|---------------|------------|
| Optimal   | 3093.38 | 8.59(±7.31)   | 1.28(±2.38) |
| IB        | 2855.17 | 23.32(±14.37) | 5.41(±5.94) |
| BF        | 2773.65 | 17.79(±10.70) | 6.36(±5.57) |
| FF        | 2512.23 | 14.62(±12.06) | 10.29(±5.77) |
| BF2       | 2716.33 | 18.39(±11.00) | 6.98(±6.16) |

V. REASSIGNER: RESOURCE ASSIGNER

A. The Main Framework

This section describes the overall framework of our Resource Assigner (REASSIGNER). The main intuition behind the REASSIGNER is that the impacts of heterogeneity in requests on scheduling can be reduced by pre-assigning roles to resources and letting resources of the same role form a virtual cluster to handle homogeneous requests. As shown in Fig. 4, REASSIGNER consists three sub-modules: assign, unassign, and categorize. REASSIGNER first establishes two virtual clusters and assigns roles (CPU-Intensive or MEM-Intensive) to the resources in the virtual clusters. Each time a request comes, REASSIGNER categorizes it as what role (meta-type\(^1\)) it belongs to and lets the scheduler schedule it on the corresponding virtual cluster. Although assigning roles to resources reduces the impact of requests heterogeneity, it restricts the scheduling space\(^2\) which limits the scheduling performance. REASSIGNER adaptively unassigns the roles on the resources to intensify the scheduling performance further.

B. Categorization

This section presents how REASSIGNER categorizes virtual machine requests. As shown in Section IV, there are many specifications of requests. Intuitively, requests with the same CPU-to-Memory ratio can be clustered into the same types. Directly categorizing the requests to their flavor types can result in high complexity on the later resource assignment. As analyzed in Section IV, the mixture of different preferences critically impacts scheduling performance. REASSIGNER proposes a coarse meta-type choosing: CPU-Intensive type and MEM-Intensive type. A request \((v \in V)\) is categorized as CPU-Intensive if its CPU-to-Memory ratio is larger than CPU-to-Memory ratio of the PM setting \((\frac{v^c}{v^m} \geq \frac{r^c}{r^m})\). Others are then categorized as MEM-Intensive. The CPU-Intensive and MEM-Intensive requests sets are denoted as \(V(ci)\) and \(V(mi)\), respectively.

C. Virtual Cluster and Assign Scheme

This section describes how assign works, considering the cluster has \(N\) PMs, each PM has \(r^c\) CPU and \(r^m\) memory. Two virtual clusters (CPU-Intensive and MEM-Intensive Virtual Clusters) are established, and each cluster has \(N\) VPMs. Each VPM is initiated with \(r^c\) CPU and \(r^m\) memory, and their roles are not assigned. The resources with no roles specified are shared among virtual clusters and can be used to handle all the virtual machines in \(V\). When the resources without roles are used by one virtual cluster, the other resources of the virtual cluster are synchronously used. For CPU-Intensive virtual cluster, it can assign a CPU-Intensive role to its resources and claim assigned resources only be allocatable for CPU-Intensive virtual machines \((V(ci))\). For MEM-Intensive clusters, it assigns MEM-Intensive roles to resources and claims to sit for MEM-Intensive virtual machines \((V(mi))\).

After defining the virtual clusters, a critical question follows: how to assign roles to resources? REASSIGNER starts from three heuristics: 1) All PMs have the same resources assignment at initialization, 2) the resources assignment should minimize the ALW on both roles, and 3) the resources with

\(^1\)The meta-type of a request is its role in this paper.

\(^2\)The scheduling space here denotes how many positions the scheduler can schedule the requests on.
a role in a VPM should at least be able to handle one largest VM request of role. The assign sub-module is to find the number of CPU ($c^1$), memory ($m^1$) that should be assigned as CPU-Intensive and the number of CPU ($c^2$) and memory ($m^2$) that should be assigned as MEM-Intensive for each PM that can reduce the ALW wastes. The assignment problem can be formulated as follows:

$$\begin{align*}
\min_{c^1, m^1, c^2, m^2} & \quad \lambda [ALW^c (c^1, m^1, V(ci)) + ALW^m (c^2, m^2, V(mi))] \\
& + (1 - \lambda) [ALW^m (c^1, m^1, V(ci)) + ALW^m (c^2, m^2, V(mi))] \\
\text{s.t.} & \quad 0 \leq c^1, c^2 \leq r^c, \quad 0 \leq m^1, m^2 \leq r^m, \\
& \quad c^1 + c^2 = r^c, \quad m^1 + m^2 = r^m, \\
& \quad 0 \leq \lambda \leq 1.
\end{align*}$$

(2)

where $\lambda$ is a weight factor that trades off between memory waste and CPU waste. This problem can be solved by Combinatorial Optimization solvers, e.g., Gurobi [7].

Generally, $\lambda$ needs to be specified based on the domain requirements. In our specific setting, considering the real cloud setting and making the blurring, each PM has 128U/160G resources, and the VM specification set is listed in the horizontal axis of Fig. 2. There is an optimal solution ($c^1 = 96, c^2 = 32, m^1 = 64, m^2 = 96$) for arbitrary $\lambda$. This can be easily verified due to the objective in (2) being 0 with the aforementioned solution. Thus REASSIGNER assigns the CPU-Intensive role to 96U64G resources and the MEM-Intensive role to the remaining 32U96G resources for each PM. As shown in Fig. 5, VCluster 1 assigns the CPU-Intensive role with blue hatch, and VCluster 2 assigns the MEM-Intensive role with green hatches.

D. Unassign Scheme

Although the assignment scheme helps the scheduler better utilize the PM’s resources, it restricts the scheduling space of the scheduler and can thus degrade the scheduling performance. As shown in Fig. 6, VCluster 2 does not have enough resources to place the incoming MEM-Intensive request. However, when we scan the physical servers, the PM3 can allocate the request. Such a scheduling performance degrader is mainly caused by the smaller scheduling space defined in the assignment scheme. This section seeks a scheme that can enjoy the benefits of balanced allocation and reduce the effect of limited scheduling space: unassign. The unassign selects a PM and unassigns the two VPMs virtualized from it. When both the VPMs get unassigned, the two VPMs share all the resources from the PM, which means both virtual clusters can utilize the PM resources. This enables us to reduce the limitation of assignments. It also should be noted that if we unassign all the VPMs, our REASSIGNER degrades to the originally existing scheduler. The next question is how to trade off the assignment and unassignment.

This paper studies two conditions that REASSIGNER needs to make unassignment: 1) Emergent situation on allocation, and 2) Unbalanced utilization between virtual clusters. For the first condition, if the resources of VPMs corresponding to the next VM are not enough, REASSIGNER will unassign the first PM that can place the VM after the unassignment. For the second condition, when one virtual cluster has utilized a large proportion of resources, and the other one nearly consumes no resources, it indicates one of the meta-type requests dominates. More resources should be left to the former one. REASSIGNER will unassign one of the PMs, whose two VPMs are all empty.
to be shareable for two meta-type VMs. As shown in Fig. 7, three of the VPMs in the VCluster 1 get fully utilized while all the VPMs in the VCluster 2 are idle. It is reasonable to unassign the PM4 to share resources to handle CPU-Intensive requests.

Denote the using CPU and memory for the PM \( j \) in CPU-Intensive VCluster as \( u_j^c(ci), u_j^m(ci) \), the using CPU and memory for MEM-Intensive VCluster as \( u_j^c(mi), u_j^m(mi) \), and the number of PMs unassigned with unbalanced utilization as \( N_{\text{unassign}} \). The usage of the PMs on the VCluster can be roughly calculated by dividing the total usage of CPU or memory by the assigned resources. Then the difference of usage of the PMs in two VClusters can be roughly subtracted. The PMs are unassigned in advance to deal with the imbalances that have arrived, so the imbalance \( \Gamma_{\text{imbalance}} \) can be calculated by subtracting the minimum of differences based on CPU and memory by the number of unassigned PMs, as shown in (3).

\[
\Gamma_{\text{imbalance}} = \min \left\{ \frac{\sum_j u_j^c(ci)}{c^1} - \frac{\sum_j u_j^c(mi)}{c^2}, \frac{\sum_j u_j^m(ci)}{m^1} - \frac{\sum_j u_j^m(mi)}{m^2} \right\} - N_{\text{unassign}}. \tag{3}
\]

If the imbalance exceeds an imbalance threshold \( \alpha \), REASSIGNER will unassign two VPMs that belong to the same PM as shown in Fig. 6.

![Fig. 6. Unassignment at emergent situation. The left side shows that the VCluster 2 cannot handle the current request with meta-type 2, which we call it the emergent situation. The unassign module unassigns the VPM1 and VPM2. The current request gets handled.](image)

The overall process of the proposed REASSIGNER scheme is shown in Algorithm. 1.

**VI. EXPERIMENTS**

A. Environment settings and details of REASSIGNER

This paper takes, Huawei-East-1\(^3\), the real dataset opensourced by Huawei, as the main playground. It contains one-month interaction data in one cluster of Huawei Cloud. To make a fair and sufficient comparison, 60 start points are uniformly sampled from the dataset to construct rich testing scenarios. For cluster configurations, this paper considers homogeneous PMs with 128U160G resources, considering the real cloud setting and making certain blurring.

Resources statics of two meta-type requests are shown in Table.IV. After solving the optimization problem (2), 96U64G resources are assigned for the CPU-Intensive role and 32U96G

\(^3\)https://github.com/mail-ecnu/VMAgent
TABLE IV
RESOURCES STATICS OF TWO META-TYPE REQUESTS.

| Meta-type       | CPU-to-Memory | Total CPU(U) | Total memory(G) |
|-----------------|---------------|--------------|-----------------|
| CPU-Intensive   | 3:2           | 2217762      | 1478308         |
| MEM-Intensive   | 1:2:1:4       | 183000       | 473456          |

for the MEM-Intensive role. The threshold \( \alpha \) for unassignment is a hyperparameter, and it is selected through grid searches. By searching \( \alpha \) in \([0.05N, 0.1N, 0.2N, 0.3N]\) where \( N \) is the number of PMs, \( 0.3N \) achieves the best performance on the length and is used in the rest of the experiment.

B. Metrics and Baselines
To measure the performance of schedulers, a critical metric is the number of requests a scheduler can handle (length). Due to the diverse performance among different scenarios, the mean, first quartile, median, and third quartile of the length are taken as the primary metrics. When two schedulers achieve similar lengths, the ALW on CPU and memory (1) at the termination state are considered as an indirect metric to show the placement situation. If a scheduler has a smaller ALW but a similar length to others, the scheduler will be taken as a better one due to its better termination status. It should also be noted that the ALW does not contribute to comparison if the scheduling performances are significantly different.

For baselines, this paper considers four heuristic schedulers:
- FF (First-Fit), that is, to place the VM request to the first available PM.
- BF (Best-Fit), that is, to place the VM request to the best PM with the highest CPU utilization among all the available PMs.
- BF2 [8], the popular scheduling method for multi-dimension resources used by Protean. It places the VM request based on the weighted score of each PM.
- IB (Internal Baseline), the scheduling method used internally by Huawei.

The REASSIGNER are evaluated on these different schedulers to show its wide applicability.

C. Performance comparison under different cluster size
This section evaluates REASSIGNER under the different sizes of clusters. As shown in Table V, REASSIGNER reduces ALW on CPU and memory on all the baselines for different cluster sizes. REASSIGNER forces the PM to place requests more reasonably by pre-assigning the resources and adapting to the mismatch between the preset assigned resources and the incoming sequences by unassigning. Given 50 PMs, REASSIGNER can reduce at most 54.72% ALW on memory and 75.82% ALW on CPU. Given 100 PMs, REASSIGNER can reduce at most 52.83% ALW on memory and 70.01% ALW on CPU. Given 150 PMs, REASSIGNER can reduce at most 52.21% ALW on memory and 71.12% ALW on CPU.

For the request length, REASSIGNER behaves slightly differently for different numbers of PMs in the cluster. In a cluster with 50 PMs, the REASSIGNER improves 4.19% mean request length for BF2, 2.06% for Best-Fit, and 12.71% for First-Fit. It fails to do so with IB. It is because VMs in scenarios with shorter lengths are more likely to come in extreme proportions, and sequences mismatch the pattern set by the assignment. When more PMs are in the cluster (i.e., 100 PMs), REASSIGNER improves by 6.99% for BF2, 5.20% for Best-Fit, 6.19% for IB, and 14.70% for First-Fit in the metric of average length. Given 150 PMs, REASSIGNER can improve by 5.51% for BF2, 4.24% for Best-Fit, 6.75% for IB, and 14.42% for First-Fit in the metric of average length.

Moreover, REASSIGNER achieves excellent improvement in scenes with longer processing sequences. Given 100 and 150 PMs, REASSIGNER improves four baselines up to 18.28% in the metric of top 50% and top 75% of the 60 scenarios. Since the length of processing sequence given 50 PMs is significantly less than 100 PMs, the performance improvement of REASSIGNER for long sequences given 50 PMs is only significant in FF and BF2.

D. Ablation on unassigning strategy
This section studies how two strategies of unassign influence our REASSIGNER’s performance. Unassign in REASSIGNER consists of two strategies: 1) Unassign when imbalance (unassign under unbalanced utilization between virtual clusters): when the imbalance defined by (3) exceeds the threshold \( \alpha \), resources on a PM which has not placed any VM will be unassigned; 2) Unassign when emergency (unassign when the emergent situation on allocation occurs): when the next VM cannot be placed on any PMs, REASSIGNER will search and choose the first PM that can handle the VM after unassigning. We conduct an ablation experiment with IB given 100 PMs. The result is shown in Table VI.

Both unassignment improve the metric of average length but cause more ALW on resources. The reduction of ALW on resources is due to the assignment because of the optimization (2), and the unassigning inevitably destroys this property by withdrawing the assignment of resources. REASSIGNER makes a trade-off between balancing the usage of resources and processing more requests by the operation of unassignment so that the average length can be longer. The ALW on resources can be significantly reduced compared with the original algorithms.

E. Ablation on assigning strategy
This section considers impact of choosing different assigning strategy. The smallest CPU-Intensive request is 12U8G as shown in Table II. Take it to perturb the CPU-Intensive assignment. As shown in Table VII, the assignment means the assigned resources for CPU-intensive requests, which are 96U64G, 108U72G, 120U80G, 84U56G, respectively. Our assignment achieves the best performance on average, second and third quartile of the scheduling length, which is consistent with Section VI-C. It also can be noted that 84U56G achieves the smallest ALW, however it achieves significantly less scheduling length which makes it a poor choice of assignment.
TABLE V
PERFORMANCE COMPARISON UNDER DIFFERENT CLUSTER SIZES

| Number of PMs | Algorithm | Length | ALW |
|---------------|----------|--------|-----|
|               |          | Average | Quartile 1 | Quartile 2 | Quartile 3 | Memory  | CPU   |
| 50 PMs        | Optimal  | 1121.38 | 478.00     | 899.50     | 1748.75    | 6.22(±7.37) | 0.72(±2.30) |
|               | IB       | 1077.70 | 478.00     | 899.50     | 1640.50    | 18.97(±17.52) | 3.06(±4.29) |
|               | IB+RA    | 1075.20 | 449.50     | 852.50     | 1624.25    | 8.59(±9.70) | 0.74(±2.31) |
|               | BF       | 1023.83 | 476.75     | 836.50     | 1475.75    | 14.91(±12.31) | 4.28(±4.96) |
|               | BF+RA    | 1040.88 | 448.75     | 834.00     | 1401.50    | 9.89(±7.22) | 1.94(±3.50) |
|               | FF       | 921.25  | 470.75     | 783.00     | 1288.75    | 10.85(±10.74) | 7.85(±5.84) |
|               | FF+RA    | 1038.30 | 448.75     | 834.00     | 1400.00    | 9.46(±6.89) | 2.21(±3.76) |
|               | BF2      | 1009.53 | 476.75     | 836.00     | 1475.50    | 14.51(±11.69) | 4.77(±5.55) |
|               | BF2+RA   | 1051.87 | 448.75     | 834.00     | 1506.50    | 9.95(±7.52) | 2.06(±3.61) |
| 100 PMs       | Optimal  | 3093.38 | 2002.25    | 3028.00    | 4172.75    | 8.39(±7.31) | 1.28(±2.38) |
|               | IB       | 2855.17 | 1997.75    | 2668.00    | 3810.50    | 23.32(±14.37) | 5.41(±5.94) |
|               | IB+RA    | 3031.78 | 1967.00    | 2831.50    | 4172.75    | 11.00(±8.93) | 1.62(±2.75) |
|               | BF       | 2773.65 | 1894.25    | 2500.50    | 3771.50    | 17.79(±10.70) | 6.36(±5.57) |
|               | BF+RA    | 2917.83 | 1933.50    | 2702.50    | 4018.25    | 12.90(±6.48) | 3.18(±3.82) |
|               | FF       | 2512.23 | 1537.25    | 2381.00    | 3389.75    | 14.62(±12.06) | 10.29(±7.77) |
|               | FF+RA    | 2881.62 | 1933.50    | 2654.00    | 4009.50    | 12.57(±6.28) | 3.59(±4.13) |
|               | BF2      | 2716.33 | 1896.00    | 2473.50    | 3747.75    | 18.30(±11.00) | 6.98(±6.16) |
|               | BF2+RA   | 2906.18 | 1933.50    | 2702.50    | 4018.25    | 12.92(±6.48) | 3.31(±3.91) |
| 150 PMs       | Optimal  | 5144.28 | 3528.00    | 5196.50    | 7021.00    | 8.78(±6.34) | 1.87(±3.04) |
|               | IB       | 4790.42 | 3523.50    | 4998.00    | 6038.75    | 25.15(±12.38) | 6.51(±7.41) |
|               | IB+RA    | 5113.83 | 3352.75    | 5190.50    | 7021.00    | 12.02(±8.10) | 1.88(±3.03) |
|               | BF       | 4776.68 | 3349.75    | 4779.50    | 6149.50    | 19.00(±9.52) | 7.20(±6.04) |
|               | BF+RA    | 4979.32 | 3352.75    | 4985.00    | 6593.75    | 13.98(±5.60) | 3.63(±4.01) |
|               | FF       | 4300.05 | 2987.25    | 4195.00    | 5731.50    | 15.04(±11.13) | 11.56(±6.94) |
|               | FF+RA    | 4920.18 | 3348.25    | 4731.00    | 6573.25    | 13.39(±5.63) | 4.21(±4.01) |
|               | BF2      | 4713.90 | 3351.50    | 4779.00    | 6088.25    | 19.88(±9.95) | 8.05(±6.83) |
|               | BF2+RA   | 4973.55 | 3352.75    | 4965.00    | 6593.50    | 14.02(±5.64) | 3.72(±4.00) |

TABLE VI
ABLATION WITH TWO TYPES OF UNASSIGNMENT GIVEN 100 PMs BASED ON IB

| Scheduler | | Length | ALW |
|-----------|--------|--------|-----|
|           | Average | Quartile 1 | Quartile 2 | Quartile 3 | Memory | CPU   |
| Ours      | 3031.78 | 1967.00     | 2831.50    | 4172.75    | 11.00(±8.93) | 1.62(±2.75) |
| w/o UnassignEmergent | 3026.92 | 1967.00     | 2831.50    | 4172.75    | 10.83(±8.63) | 1.59(±2.72) |
| w/o UnassignUnbalanced | 2956.92 | 1918.50     | 2650.50    | 4173.25    | 5.09(±5.81) | 1.20(±2.69) |
| w/o unassign | 2842.65 | 1918.50     | 2587.50    | 4057.00    | 3.57(±3.86) | 0.05(±0.05) |

TABLE VII
COMPARISON WITH DIFFERENT ASSIGNING GIVEN 100 PMs BASED ON IB

| Assignment | | Length | ALW |
|-----------|--------|--------|-----|
|           | Average | Quartile 1 | Quartile 2 | Quartile 3 | Memory | CPU   |
| 96U/64G(Ours) | 3031.78 | 1967.00     | 2831.50    | 4172.75    | 11.00(±8.93) | 1.62(±2.75) |
| 108U/72G  | 2813.17 | 1934.00     | 2653.00    | 3930.75    | 8.26(±6.66) | 3.42(±4.95) |
| 120U/80G  | 2733.23 | 1996.00     | 2474.00    | 3605.25    | 24.98(±16.24) | 9.39(±8.77) |
| 84U/56G   | 2400.57 | 1431.00     | 2186.00    | 3219.75    | 15.04(±10.64) | 3.72(±4.00) |
VII. CONCLUSION

This paper emphasizes that request heterogeneity impacts scheduling performance. Empirical results show that resource preference heterogeneity impacts scheduling performance critically. A plug-and-play intensifier, REASSIGNER, is proposed in this paper to improve the scheduling performances of the existing scheduler. REASSIGNER has three key sub-modules: categorize, assign, and unassign. Through these modules, REASSIGNER generates multiple virtual clusters and lets each virtual cluster handle homogeneous requests only. Evaluating REASSIGNER in real traces of Huawei Cloud, REASSIGNER can intensify scheduling performances significantly for various existing schedulers.
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