Time-of-flight methodologies with large-area diamond detectors for the effectively characterization of tens MeV protons
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ABSTRACT: A novel detector based on a polycrystalline diamond sensor is here employed in an advanced time-of-flight scheme for the characterization of energetic ions accelerated during laser-matter interactions. The optimization of the detector and of the advanced TOF methodology allow to obtain signals characterized by high signal-to-noise ratio and high dynamic range even in the most challenging experimental environments, where the interaction of high-intensity laser pulses with matter leads to effective ion acceleration, but also to the generation of strong Electromagnetic Pulses (EMPs) with intensities up to the MV/m order. These are known to be a serious threat for the fielded diagnostic systems. In this paper we report on the measurement performed with the PW-class laser system Vega 3 at CLPU (~30 J energy, ~10^{21} W/cm^2 intensity, ~30 fs pulses) irradiating solid targets, where both tens of MeV ions and intense EMP fields were generated. The data were analyzed to retrieve a calibrated proton spectrum and in particular we focus on the

*Corresponding author.
analysis of the most energetic portion \((E > 5.8 \text{ MeV})\) of the spectrum showing a procedure to deal with the intrinsic lower sensitivity of the detector in the mentioned spectral-range.
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1 Introduction

During the past twenty years the progresses in laser-driven acceleration mechanisms led to the proposition to use them as an alternative source of energetic particles for many different applications [1, 2]. Jointly, the maximum proton energy achievable by laser-matter interactions saw a significant growth. This was possible thanks to the larger availability of powerful laser systems that allowed to several groups to work independently on the topic. This scenario was a fertile soil for the exploitation of new-target designs and hybrid acceleration schemes trying to push the proton cutoff energies to higher values [3–6].

The ions accelerated by these processes typically present a broadband spectrum with the number of particles spanning over several order of magnitudes and decreasing for increasing energy [1].

The complete and accurate characterization of the whole ion spectrum is therefore a challenging task. Indeed, it requires to have a diagnostic system characterized by high sensitivity to appreciate the maximum achievable energy, but also to have a high dynamic range.

Moreover, the effective employment of laser-driven ion sources in various applications depends on the possibility to work at high-repetition rates. From the laser-side, the technology is already mature to guarantee repetition rate of tens of Hz while maintaining high energy and high intensities on target with good stability. The targetry is also moving towards the development of solutions that would allow to run almost continuously, for instance by using gas jet targets [7], cryogenic jets [8], liquid crystal films [9] and liquid targets [10] that are currently under investigation. It is essential that also the diagnostic system used to monitor the interaction can work at the same rate. This can be a challenging task. Indeed, when a high intensity laser interacts with matter, intense electromagnetic waves in the microwave-radiofrequency range are also produced [11]. These are proven to be a serious threat for any electronic device placed near the interaction point, leading to the disabling, or even to the damaging, of the deployed diagnostic systems. The use of passive detectors generally solves the problem, but this is not a viable solution when aiming for an on-line characterization of a system working at high repetition rates. The resistance to the presence of strong electromagnetic fields is therefore an essential requirement to fulfil.
To meet the high sensitivity and dynamic range requirements while granting a high ElectroMagnetic Pulse (EMP) resistance, we developed a detector based on a polycrystalline diamond sensor having large area (15 mm × 15 mm) and 150 μm thickness equipped with an optimized shielding structure specifically designed to prevent the detrimental effects due to the coupling of the detector with the electromagnetic waves produced during the interaction [12]. The detector has been off-line characterized by exposition to monochromatic alpha particles having 5.486 MeV energy emitted by a 241Am radioactive source highlighting a temporal response and a charge collection efficiency (CCE) of 4.1 ns and ~ (42 ± 21) % respectively [12]. The uncertainty on the CCE measurements has been estimated from the FWHM of the pulse height spectrum obtained during the characterization process [12]. The detector is meant to be used in Time of Flight (ToF) schemes, a technique adopted within the laser-plasma community to have a prompt characterization of the ion beam parameters with good accuracy [13–17].

In the following sections the employment of the detector for the efficient characterization of tens of MeV protons is discussed. The thickness of 150 μm was indeed chosen as a good trade-off between good temporal resolution and high energy particle sensitivity. The features of the detector were tested during an experimental campaign carried out at the VEGA III laser facility ($E_L = 30$ J; $\tau_L = 30$ fs; for a peak power of 1 PW at 1 Hz). The obtained results are here used to highlight the detector performance. During the experimental campaign, the polycrystalline diamond was capable to retrieve proton spectra up to a maximum energy of ~20 MeV.

2 The polycrystalline diamond detector for ToF

In the time of flight technique, the energy of the particles is retrieved by computing the time they need to travel through a known distance, i.e., from the laser-matter interaction point to the detector (hereinafter $d_{\text{ToF}}$). Indeed, during the interaction both photons, electrons and ions are emitted. All of them are going to interact with the sensor used for the measurement and they will produce a signal whose amplitude will depend on the detector and its specific response.

When time of flight technique is performed by means of semiconductor detectors, the acquired signal typically shows a first peak due to the detection of photons (“photopeak”) with a descending tail where electrons are contributing and, later, one or more peaks due to the contribution of various populations of accelerated ions [16–18]. The instant of detection of the photopeak, $t_{\text{ph}}$, works as an absolute precise time-reference to compute the actual interaction instant $t_{\text{bang}} = t_{\text{ph}} - \frac{d_{\text{ToF}}}{c}$ from which the time-of-flight of the oncoming ions can be retrieved. Then, their energy can be estimated by the following relation:

$$E_i = m_i (\gamma_i - 1) c^2$$

where $c$ is the speed of light, $m_i$ is the ion mass, $t_i$ is the ion detection time and $\gamma_i = \left(1 - \frac{d_{\text{ToF}}}{c^2(t_i - t_{\text{bang}})}\right)^{-1/2}$ is the relativistic parameter.

A typical signal collected by the polycrystalline diamond detector is shown in figure 1. This shot was performed irradiating a 3 μm aluminum target with laser energy $E_L = 27.9$ J, focal spot dimension $\phi = 11.67 \pm 1.19$ μm and temporal duration $\tau_L = 323.5 \pm 10$ fs, for an intensity on
target $I_L \approx 4.69 \times 10^{19}$ W cm$^{-2}$. During this shot the target was placed at 1.878 m from the target rear side, at an angle of 7° in the horizontal plane and a vertical tilt of 9°.

Figure 1. The raw time domain signal collected by the polycrystalline diamond detector during a shot performed on a 3 μm aluminium foil. The position of the photopeak and the minimum TOF delay are highlighted by a green dashed line and a red dotted line, respectively. Channel 1 provide information on the whole signal whereas the finer details can be retrieved from the signal collected on channel 2.

This large diamond sensor has high intrinsic sensitivity. To fully exploit this advanced feature of the detector it is important to have a read-out system with large dynamic range. This is a common problem, but the dynamic range can be enhanced by splitting the signal coming from the diamond on two synchronized channels of the same scope (a Tektronix DPO4104B) by means of a calibrated splitter at 50%. The vertical scales of the two channels were set to values which differs for about one order of magnitude. This allowed to record the finer details in one of the channels and to store the information on the whole signal on the other one, as it is shown in figure 1 [16]. This procedure, together with the optimal rejection to EMPs, allowed to retrieve, with great precision, both the time-position of the photopeak and the time instant at which the fastest protons reach the diamond, i.e. the “minimum delay” in the TOF signal (see figure 1(b)), from which it is possible to estimate the maximum proton energy for each shot.

Once the energy is known it is possible to infer the number of particles generating the signal by analysing its amplitude. Indeed, when a charged particle enters the bulk of a semiconductor it will generate a certain amount of free electron-hole pairs according to the energy deposited inside the material and to its specific radiation-ionization energy $\epsilon_g$, which is 13.1 eV for diamonds [19]. To produce the signal, these charges have to be collected. Therefore, an external electric field is applied to the semiconductor by means of suitable electrodes. The electrons and holes move apart one from the other trying to reach the electrodes site. Nevertheless, not all of them will
successfully traverse the bulk of the detector, indeed some will be lost due to recombination or trapping event. These effects are taken into account by the charge collection efficiency parameter (CCE) that links the number of generated charges, \( Q_g \), to those that are effectively collected, \( Q_c \).

The number of impinging ions can thus be retrieved by applying the relation [16]:

\[
N_i = \frac{Q_c}{q_e E_i} \frac{1}{\epsilon_{CCE}}
\]  

(2.2)

where \( q_e \) is the electronic charge and \( Q_c \) is the amount of collected charge that can be estimated by performing a numerical integration of the detected signal \( V(t) \), namely:

\[
Q_c = k_A \int V(t) \, dt
\]  

(2.3)

With \( k_A = \frac{1}{R} \), where \( R \) is the impedance of the circuit and \( A \) its attenuation.

### 2.1 High energy correction factor

The amount of energy deposited by the particles into the detector depends on their stopping range. It is well known that ions deposit the most of their energy towards the end of their path resulting in the typical Bragg curve describing the energy loss in matter by ions [20].

Therefore, if their range in diamond material is lower than the actual thickness of the detector, they will be completely stopped inside it, releasing all their energy, and equation (2.2) can be applied as it is. On the other hand, if they had a longer range, they would cross the whole body of the detector releasing just a portion of their energy in it. In the latter case, the deposited energy does not correspond to the one possessed by the particle itself and estimated thanks to equation (2.1), thus equation (2.2) has to be corrected by a proper factor [17, 18].

As mentioned above, the diamond detector has a thickness of 150 \( \mu \)m. According to the simulation performed with the SRIM Montecarlo code [21], within the thickness of the sensor, protons of 5.8 MeV are completely stopped. Up to this energy threshold, protons release all their energy in the bulk of the diamond converting it into e-h pairs according to the relation [16]:

\[
Q_g = \frac{q_e E_i}{\epsilon_g}
\]  

(2.4)

Knowing the number of e-h pairs produced by the detection of a single particle, it will be possible to retrieve the number of protons impinging onto the detector by analysing the amplitude of the signal, as expressed by equations (2.2) and (2.3).

For energies higher than 5.8 MeV, only a portion of the proton total energy will be released inside the detector and equation (2.4) has to be modified by substituting \( E_i \), the energy estimated from the TOF measurements by equation (2.1), with \( E_D \), the portion of the energy lost inside the bulk of the detector by incoming protons with energy \( E_i \). This quantity \( E_D \) can be determined by means of SRIM simulations [21]. We performed the simulation for proton energies ranging from 1 up to 30 MeV. The results are partially shown in figure 2(a) where the \( dE/dx \) proton energy loss for unit length along the \( x \) longitudinal coordinate is depicted for proton energies going from 2 up to 6 MeV. It is possible to see that up to 5 MeV the Bragg peak falls within the 150 \( \mu \)m of the detector, whereas starting for higher energies only the tail of the curve is visible. The energy
$E_D$ deposited inside the detector for each proton energy was thus computed by performing the numerical integration of the obtained curves. Since from the TOF measurements $E_i$ is obtained, it is useful to define a correction factor $R(E_i)$, that links the actual energy deposited inside the diamond to the total energy of the proton estimated by the TOF measurement:

$$E_D = R(E_i) E_i.$$  \hfill (2.5)

**Figure 2.** (a) The energy deposition $\frac{dE}{dx}$ of protons in diamond. The Bragg peak up to 5.8 MeV is visible within the 150 $\mu$m thickness of the detector, whereas for higher energies the protons are able to cross the whole detector and escape from the rear side (b). The correction factor $R(E_i)$ taking into account that for energies greater that 5.8 MeV, only a portion of the proton total energy is going to be released inside the diamond bulk.

In figure 2(b) the obtained correction factor $R(E_i)$ is reported. As expected, it is equal to one for energies lower than 5.8 MeV and then it decreases for higher energy values.

Therefore, equation (2.2) can be expressed in the more general case as:

$$N_i = \frac{Q_e \epsilon_g}{d_e} \frac{1}{R(E_i) E_i CCE},$$  \hfill (2.6)

and it thus holds for the whole energy range of protons energies.

3 The experimental campaign

The capability of the described diagnostic system to fruitfully characterize high energy ions was tested during an experimental campaign carried out at the VEGA III laser facility at CLPU [23] (Salamanca, Spain). With respect to the Target Normal Sheath Acceleration (TNSA) axis, the polycrystalline diamond was placed at 7° horizontal angle (so in the horizontal plane) and at elevation of 9° of vertical angle, for an overall absolute angle of about 11°, and detected particles coming from the rear side of the target. According to the specific needs of energy resolution,
the line-of-flight length was adjusted throughout the experiment. Three different lengths were used: \( d_{\text{ToF}} = 1.498 \, \text{m}, \) \( d_{\text{ToF}} = 1.878 \, \text{m} \) and \( d_{\text{ToF}} = 2.385 \, \text{m} \), resulting in a covered solid angle \( d\Omega = 100 \, \mu\text{sr}, \) \( d\Omega = 64 \, \mu\text{sr} \) and \( d\Omega = 40 \, \mu\text{sr} \), respectively. A 10 \( \mu\text{m} \) aluminium filter was placed in front of the detector surface. This helps to distinguish the ion contribution from the proton component at expenses of the information on protons having energies lower than 0.75 MeV which are completely stopped inside the aluminium filter. The action of the filter also affects the protons with higher energies that are able to reach the detector. Indeed, these are going to reach the diamond sensor with energy lower than the one estimated by the time-of-flight technique. Thus to correctly estimate the number of impinging particles a correction factor, \( k_{\text{att}}(E_i) \), has to be introduced and equation (2.6) becomes [16]:

\[
N_i = \frac{Q_c e g}{q_e R(E_i) E_i k_{\text{att}}(E_i) \text{CCE}}.
\]  

(3.1)

The positioning of the aluminium filter in front of the diamond detector contributes also to increase the effectiveness in the shielding action of the diamond case. Indeed, it constitutes the closure of an internal Faraday cage providing further protection from the external electromagnetic waves [12]. The diagnostic set up was done following the procedure described in detail in Salvadori et al. [16]. This granted an optimal EMP rejection and signal characterized by a high SNR (Signal-to-Noise Ratio) as it highlighted in figure 1.

One of the objectives of the experimental campaign was to exploit the real-time features of this ion diagnostics by collecting a large statistic on the ion bunches accelerated via the TNSA mechanism. Aluminium targets of different thicknesses (ranging from 0.8 \( \mu\text{m} \) to 10 \( \mu\text{m} \)) were used and for each of them the laser parameters (energy, focal spot dimension and pulse duration) were variated (a paper is in preparation about the full results of the campaign). The real-time detection features of the optimized detection system allowed to collect several consecutive shots. During the experiment, a Thomson spectrometer equipped with a micro channel plate was also deployed. It was placed on the target normal axis at 65 cm from the interaction point. The positioning of the two diagnostic systems at similar angles, allowed us to compare the maximum proton energies estimated by the polycrystalline diamond with those provided by the Thomson spectrometer. As it is possible to see in figure 3, a remarkable agreement is achieved, highlighting the capability of the polycrystalline diamond detector to effectively detect tens of MeV protons. The systematic higher value detected for each shot by the Thomson spectrometer is coherent with the TNSA process. The ToF detector and the Thomson spectrometer are indeed placed at different directions with respect to the target normal and are then looking at different part of the proton surface emission. In particular, the Thomson spectrometer was placed normal to the rear side of the target where the TNSA protons are supposed to have their maximum acceleration efficiency [1]. These shots were performed by irradiating a 3 \( \mu\text{m} \) aluminium target with a laser pulse energy of \( \sim 20 \text{J} \) while decreasing the laser pulse duration every few shots. The dashed black lines point out the pulse length variation, the fluctuations in the detected energies within each interval are ascribable to unavoidable small variation in the target alignment.
The maximum proton energies measured by the polycrystalline diamond detector are compared to those measured by means of a Thomson spectrometer placed on a similar angle. The shots were performed by irradiating a 3 μm aluminium target with a laser pulse energy ~20 J and modifying the pulse duration every few shots; the dashed black lines point out the pulse length variation.

For the TOF measurements, the estimation of the uncertainties was done taking into account both the error on time, given by the temporal resolution of the system constituted by the scope and the detector, and the error on the distance measurement, which, thanks to the length of the line of flight was negligible. Concerning the Thomson spectrometer, the energy uncertainties were obtained from the intrinsic resolution of the spectrometer. The resolution is computed as derivative of the calibration curve (energy vs. x) which is calculated from numerical trajectory simulations. The maximum resolution is thus a function of the energy, at the cutoff energy it was evaluated by assuming minimum spatial steps (Δx) given by the image spatial resolution. The proton spot diameter, which was measured from the proton trace thickness as 0.34 mm, was assumed to be the minimum Δx. Within a diameter of 0.34 mm the energies cannot be distinguished, and this provides the maximum uncertainty in the energy reading.

The information collected by the polycrystalline diamond allowed also to obtain a calibrated spectrum of the accelerated protons, by following the methodology fully described in Salvadori et al. [16]. Nevertheless, as it is possible to observe in figure 3, the proton cutoff energies are well above the 5.8 MeV limit. Therefore, to get the spectrum it was necessary to exploit equation (3.1) to include both the correction for the estimation of the number of protons at high energies and the filter attenuation factor. In figure 4 the spectrum obtained from the data shown in figure 1 is reported.
Figure 4. The proton spectrum retrieved from the raw signal shown in figure 1. The correction factor $R(E_i)$ was applied to compute the number of particles for energies higher than 5.8 MeV.

The measured maximum proton energy during this shot is $(18.0 \pm 2.4)$ MeV. Therefore, it is possible to assume to have an accelerating quasi-electrostatic potential of $\approx 18$ MV. This will also accelerate heavier ions, such as carbon, nitrogen and oxygen ions, that are commonly present as pollutant on the target surface, or even aluminium ions coming from the foil used as target. Since the 10 $\mu$m aluminium filter can stop carbon ions up to an energy of 11.45 MeV, nitrogen ions up to 13.7 MeV, oxygen ions up to 15.84 MeV and aluminium ion up to 25.6 MeV, it is in principle not possible to exclude that they are contributing to the generated signal [16].

The spectrum reported in figure 4 can thus be associated to a pure proton contribution only in the energy region going from the maximum proton energy down to its half, which in this case corresponds to the range $(9.0–18.0)$ MeV. Indeed, as discussed in detail in ref. [16], even in the worst case of fully stripped ions this energy domain will be free from the contribution coming from the superimposition of other ions.

Eventually it is worth to mention that, in general, during the interaction, the diamond detector is subjected to a large flux of particles, leading to the generation of many e-h pair. The high amount of generated space charge could lead to the screening of the applied external field leading to a decrement in the effective charge collection efficiency due to the increment of recombination phenomenon [19, 23]. This effect will be more severe for thicker detectors and should be negligible for the 150 $\mu$m polycrystalline diamond here used.

Nevertheless, this aspect needs to be carefully evaluated by means of ad-hoc simulations and detector characterization. These topics will be the subject of further studies, the diamond detector will be indeed exposed to increasing fluxes of particles at a conventional accelerator and its response analysed so to evaluate the actual influence of the mentioned phenomenon.


4 Conclusion

Thanks to its features, the diagnostic system based on the large polycrystalline diamond detector can be employed for measurements at high sensitivity in environments strongly affected by electromagnetic pulses, offering the possibility to exploit the capability of many laser systems to work at high repetition rate. The time needed for data collection and storage is usually faster than the time needed for solid target alignment, thus it does not slow down the pace of the campaign. Moreover, the data analysis procedure, necessary to retrieve both the maximum energy of the accelerated protons and their spectrum, does not require complex signal post-processing. It is therefore well suitable to be implemented to run automatically providing all the useful information almost in real-time.

In this work we have shown that the system can be successfully used to monitor and characterize protons having energies much higher than 5.8 MeV, i.e., of protons that are fully stopped inside the detector. This is possible thanks to the high sensitivity of the diagnostic, obtained by the wide active surface, to the high signal to noise ratio and to the enhanced dynamic range offered by the developed methodology. These three factors, indeed, allow to detect with good accuracy even for the small amplitude signals generated by a low flux of energetic protons, and are thus capable to give effective description of the higher energy portion of the accelerated proton spectrum, where the number of particles decreases remarkably.
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