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Abstract: In this paper we study a generalized class of Maxwell–Boltzmann equations which in addition to the usual collision term contains a linear deformation term described by a matrix $A$. This class of equations arises, for instance, from the analysis of homoeergetic solutions for the Boltzmann equation considered by many authors since 1950s. Our main goal is to study a large time asymptotics of solutions under assumption of smallness of the matrix $A$. The main result of this paper is that for sufficiently small norm of $A$ any non-negative solution with finite second moment tends to a self-similar solution of relatively simple form for large values of time. We also prove that the higher order moments of the self-similar profile are finite under further smallness condition on the matrix $A$.
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1. Preliminaries

Let $f(v, t)$ be a one-particle distribution function, $v \in \mathbb{R}^d$ and $t \in \mathbb{R}_+ = [0, \infty)$ denote respectively the particle velocity and time, $d \geq 2$. We consider the following modified
Boltzmann equation for pseudo-Maxwell molecules

\[
\partial_t f - \text{div}_v (A vf) = Q(f, f) \tag{1.1}
\]

where \( A \in M_{d \times d}(\mathbb{R}) \) is a real matrix and \( Q(f, f) \) is the collision integral

\[
Q(f, f)(v) = \int_{\mathbb{R}^d} dw \int_{S^{d-1}} dn \ g \left( \frac{(v - w)}{|v - w|} \cdot n \right) \left[ f(v') f(w') - f(v) f(w) \right] \tag{1.2}
\]

with \( n \in S^{d-1} \), being \( S^{d-1} \) the unit sphere in \( \mathbb{R}^d \). Here \((v, w)\) is a pair of velocities in incoming collision configuration. We will denote by convenience \( u = v - w \) the relative velocity, \( \hat{u} = \frac{u}{|u|} \), and the corresponding pair of outgoing velocities is defined by the collision rule

\[
v' = \frac{1}{2} (v + w + |u| n),
\]

\[
w' = \frac{1}{2} (v + w - |u| n).
\]

We will consider the initial value problem such that

\[
f(v, 0) = f_0(v) \geq 0, \quad \int_{\mathbb{R}^d} dv \ f_0(v) = 1. \tag{1.3}
\]

The normalization in (1.3) can be assumed without any loss of generality. Similarly, we can assume that the kernel \( g(\eta) \) in (1.2), with \( \eta \in [-1, 1] \), is non-negative and normalized as

\[
\int_{S^{d-1}} dn \ g(\omega \cdot n) = 1, \quad \text{for any} \ \omega \in S^{d-1}. \tag{1.4}
\]

Thanks to the normalization assumptions both \( f(v, t) \) and \( g(\hat{u} \cdot n) \) are probability densities.

Our aim is to study the long-time behavior of \( f(v, t) \). To be more precise, we intend

(a) to construct a class of self-similar solutions to (1.1)–(1.2) having the form

\[
f(v, t) = e^{-d\beta t} F(ve^{-\beta t}), \quad \beta \in \mathbb{R}, \tag{1.5}
\]

(b) to prove that these solutions describe a large time asymptotics for a certain class of initial data.

We observe that \( \beta \in \mathbb{R} \) in (1.5) has to be thought as an eigenvalue. More precisely, solutions to (1.1) with the form (1.5) exist only for specific choices of \( \beta \) depending on the matrix \( A \). Therefore, this problem can be understood as an example of self-similarity of the second kind (see [1]).

We are also interested in the self-similar profile \( F(v) \), in particular in power moments of this function.

Our motivation to analyze the properties of the solutions to the Eq. (1.1) arises from the study of the so-called homoenergetic solutions. These are some particular solutions of the Boltzmann equation which were introduced in [15,24]. These solutions \( g = g(x, v, t) \) solve the classical spatially inhomogeneous Boltzmann equation and they have the particular form \( g(x, v, t) = f(v - A(t)x, t) \) for some suitable choices of the matrix \( A(t) \in M_{d \times d}(\mathbb{R}) \). A detailed description of the possible choices of \( A(t) \) can be found in [18]. In order to obtain a solution \( g \) of the Boltzmann equation, the matrix \( A(t) \)
must solve an equation that can be reduced to (1.1) by means of some suitable changes of variables.

The properties of the homoenergetic solutions have been intensively studied in the physical literature, mostly in the case of Maxwell molecules (cf. [17]), while their mathematical properties have been less studied. The global well-posedness of (1.1) has been proved in [11–13]. Additional properties concerning homoenergetic solutions in the two dimensional case can be found in [9]. More recently, a systematic analysis of the mathematical properties and the long-time asymptotics of the homoenergetic solutions has been provided in several papers both for Maxwell molecules as well as for more general class of collision kernels (cf. [18–21]). In particular, the existence of self-similar solutions to (1.1) with the form (1.5) has been proved in [18] if $A$ is small in some suitable norm. Some results for kernels with homogeneity different from zero have been discussed in [19,20]. We notice that for those kernels we cannot expect the solutions to be self-similar in general. An interesting question would be to study the behaviour of the solutions to (1.1) for collision kernels such that $\int_{S^d-1} dn \, g(\omega \cdot n) = \infty$. In particular, it would be relevant to understand if the Fourier method used in this paper can be extended to treat these situations.

In this paper we will obtain a different proof from the one in [18] of the existence of self-similar solutions of (1.1) with the form (1.5) for small $A$ and in addition we will prove that these solutions are unique (in the class of probability measures). We will also prove that they are stable and, more precisely, that they attract all the solutions of (1.1) having the same mass as well as the same first order moments. Actually, we will prove that they are exponentially convergent in the topology of the uniform convergence for the Fourier transforms of the probability measures. The main tool that we will use to prove these results is the well developed machinery available for the study of the Boltzmann equations in the case of Maxwell molecules by means of the Fourier transform method that was introduced in [6]. The main difference between the existence result provided in this paper with the one in [18] is that the proof of existence of self-similar solutions presented in [18] relies in the use of the Schauder fixed point Theorem. This type of argument is very general and can be used to study several classes of kinetic equations, but does not seem to be so well-suited to prove neither uniqueness nor stability of self-similar solutions.

We finally notice that self-similar solutions to the homogeneous Boltzmann equation (i.e. the Eq. (1.1) with $A = 0$) have been considered in several situations that we discuss here. In the case of the classical Boltzmann collision kernel and Maxwell molecules, the existence and stability of self-similar solutions with the form (1.5) was proved in [2–4]. These solutions have infinite second order moments, something that might be expected, since otherwise those solutions would violate the conservation of energy property. On the other hand, the existence and stability of self-similar solutions with finite second order moments to the homogeneous Boltzmann equation for granular media and Maxwell molecules was conjectured in [14] and rigorously proved in [5]. Such solutions have also the form (1.5). They will not be discussed in this paper, but we remark that they can exist because conservation of energy does not hold in this case. We further remark that all the previous self-similar solutions obtained for the case $A = 0$ (both for classical Boltzmann and for granular media) are radially symmetric while the solutions obtained in this paper are non symmetric in general because the matrix $A$ breaks the invariance under rotation of the problem.
2. Strategy of the Paper and Main Results

It is well known that the collision operator (1.2) can be simplified by the Fourier Transform (see [6,7]). On the other hand the Fourier Transform of the hyperbolic term $d v v (A f)$ has a simpler form. More precisely, we denote by $\varphi(k) = \hat{f}(k)$ the Fourier Transform of the one particle probability density $f(v)$, i.e.

$$\varphi(k) = \hat{f}(k) = \int_{\mathbb{R}^d} dv \ f(v) e^{-i k \cdot v}, \ k \in \mathbb{R}^d$$

(2.1)

and, using (1.4), we obtain the following equation

$$\partial_t \varphi + (A k) \cdot \partial_k \varphi = \mathcal{S}^+(\varphi, \varphi) - \varphi_{|k=0} \varphi$$

(2.2)

where

$$\mathcal{S}^+(\varphi, \varphi)(k) = \int_{S^{d-1}} dn \ g \left( \hat{k} \cdot n \right) \varphi(k_+) \varphi(k_-) \text{ with } k_\pm = \frac{1}{2} (k \pm |k| n), \ \hat{k} = \frac{k}{|k|}.$$  

(2.3)

The derivation of this formula can be found e.g. in [6,7]. The initial condition (1.3) becomes

$$\varphi(k, 0) = \varphi_0(k) = \int_{\mathbb{R}^d} dv \ f_0(v) e^{-i k \cdot v}, \ \varphi_0(0) = 1.$$  

(2.4)

Note that (2.2) implies the mass conservation condition

$$\varphi(0, t) = \varphi_0(0) = 1.$$  

(2.5)

Hence, Eq. (2.2) reads

$$\partial_t \varphi + \varphi + (A k) \cdot \partial_k \varphi = \mathcal{S}^+(\varphi, \varphi).$$  

(2.6)

For a given matrix $A \in M_{d \times d}(\mathbb{R})$ we will use the following classical matrix norm:

$$||A|| = \sup_{|k|=1} |A k|,$$

(2.7)

where $| \cdot |$ denotes the Euclidean norm in $\mathbb{R}^d$.

We recall that various generalizations of the Eq. (2.6) with $A = 0$ and with radial solutions $\varphi(k, t) = \varphi(|k|, t)$ were studied in detail in [8] where exactly the same questions on self-similar asymptotics were considered. We shall see below how the approach of that paper can be generalized to (2.6) with $A \neq 0$ and without the assumption that $\varphi = \varphi(|k|, t)$. First we need to introduce a suitable space of functions for the Cauchy problem (2.4), (2.6). A natural space to solve the modified Boltzmann Eq. (1.1) is the space of probability measures $f(\cdot, t)$ in $\mathbb{R}^d$ depending on the parameter $t \in \mathbb{R}_+$. Then, it is natural to solve (2.4), (2.6) in the space of Fourier transforms $\varphi(\cdot, t)$ of time-dependent probability measures $f(\cdot, t)$, with $t \in \mathbb{R}_+$. We recall that in Probability Theory the Fourier transforms of probability measures are called characteristic functions. The properties of these functions are well known (see, e.g., [16]). They are a subset $\Phi$ of the space of complex-valued continuous functions $C(\mathbb{R}^d; \mathbb{C})$. Then

$$\Phi = \{ \varphi \in C(\mathbb{R}^d; \mathbb{C}) : \varphi(k) = \hat{f}(k), \text{ for } f \in \mathcal{P}_+(\mathbb{R}^d) \},$$

(2.8)

where we denote as $\mathcal{P}_+(\mathbb{R}^d)$ the set of Radon probability measures in $\mathbb{R}^d$, $d \geq 1$, and the Fourier transform $\hat{f}(\cdot)$ is defined as in (2.1). Notice that (2.1) implies that for every
\[ \varphi \in \Phi \text{ we have } \|\varphi\|_\infty \leq \varphi(0) = 1 \text{ where } \|\varphi\|_\infty = \sup_{k \in \mathbb{R}^d} |\varphi(k)|. \] Therefore, the set \( \Phi \) is contained in the subset \( \mathcal{U} \) of the unit sphere of \( C(\mathbb{R}^d; \mathbb{C}) \) defined by means of
\[ \mathcal{U} := \{ \psi \in C(\mathbb{R}^d; \mathbb{C}) : \|\psi\|_\infty = 1, \quad \psi(0) = 1 \}. \quad (2.9) \]

It is well-known that the set \( \Phi \) (cf. (2.8)) can be characterized alternatively by means of Bochner’s Theorem (see for instance [16] Chapter XIX) but the definition of \( \Phi \) above will be enough for our purposes.

It follows from (2.8) that \( \Phi \) is a convex set, i.e. if \( \varphi_1, \varphi_2 \in \Phi \) then \( \alpha \varphi_1 + (1 - \alpha) \varphi_2 \in \Phi \) for any \( \alpha \in [0, 1] \).

We will use repeatedly the following family of functional spaces. Given \( T \in (0, \infty] \) we define the space \( C([0, T); \Phi) \) as the set of functions continuous in time \( \psi(\cdot, t) \in \Phi \) for every \( t \in [0, T) \) and with \( \Phi \) endowed with the topology given by \( \| \cdot \|_\infty \). We introduce a topology in \( C([0, T); \Phi) \) by means of the metric
\[ d_T(\psi_1, \psi_2) = \sup_{0 \leq t \leq T} \|\psi_1(\cdot, t) - \psi_2(\cdot, t)\|_\infty. \quad (2.10) \]

Notice that the space \( C([0, T); \Phi) \) is a complete metric space due to the fact that the space \( \Phi \) is closed in the topology of the uniform convergence (cf. [16]).

The goal of this paper is to obtain the following results:

1. To show the existence and uniqueness of solutions to the time-dependent problem (2.4), (2.6) in the class of characteristic functions \( \Phi \).
2. To prove that for \( A \) sufficiently small there exists a self-similar solution to (2.6) with the form
\[ \varphi(k, t) = \Psi(k e^{\beta t}), \quad (2.11) \]
for some suitable \( \beta \in \mathbb{R} \). This form of the characteristic function is associated to a probability measure as in (1.5).
3. To prove that for every \( A \) for which a self-similar solution as in (2.11) exists, the solution \( \varphi(k, t) \) to the time-dependent problem (2.4), (2.6) satisfies
\[ \lim_{t \to \infty} \varphi(e^{-\beta t} k, t) = \Psi(k) \quad (2.12) \]
assuming suitable conditions for the moments associated to the initial value \( \varphi(k, 0) = \varphi_0(k) \). The convergence in (2.12) is understood in the sense of uniform convergence, i.e. in the norm \( \| \cdot \|_\infty \).
Notice that (2.12) implies uniqueness of the self-similar solution obtained in item 2.
4. To study properties of the distribution function \( f(v) \) associated to the characteristic function \( \Psi \) defined in (2.11).

Some of the questions above have been addressed in [18]. More precisely, the well-posedness result for the time-dependent problem in item 1. follows from Theorem 4.2 in [18] but an alternative proof, using characteristic functions, is included here for reader’s convenience. The existence of self-similar solutions with the form (2.11) (or more precisely as in (1.5)) has been obtained in [18] under the same assumptions. The main novelty in this paper, that is the content of item 3., is to prove uniqueness and stability of the self-similar solution described in item 2. More precisely, the main result of the paper is the following.
**Theorem 2.1.** Suppose that \( f \in C([0, \infty); \mathcal{P}_+(\mathbb{R}^d)) \) is a solution to (1.1), (1.2) with initial datum \( f(\cdot, 0) = f_0(\cdot) \in \mathcal{P}_+(\mathbb{R}^d) \) such that \( \int_{\mathbb{R}^d} dv \ f_0(v)|v|^p < \infty \) for \( p > 2 \). There exists an \( \varepsilon_0 = \varepsilon_0(d, p) > 0 \) such that if \( \|A\| \leq \varepsilon_0 \) there exists a measure \( f_{st} \in \mathcal{P}_+(\mathbb{R}^d) \) satisfying \( \int_{\mathbb{R}^d} dv \ f_{st}(v)|v|^p < \infty \) with \( 2 < p \leq 4 \), and \( \beta = \beta(A) \in \mathbb{R} \) such that

\[
(e^{\beta t})^d \ f(e^{\beta t}v + e^{-tA^T}U, t) \to \lambda^{-d} f_{st}(\lambda^{-1}v) \quad \text{as} \quad t \to \infty \quad (2.13)
\]

in the weak topology of \( \mathcal{P}_+(\mathbb{R}^d) \) and where \( \lambda = \lambda(f_0, A) > 0 \), \( U \in \mathbb{R}^d \). Here we denote as \( A^T \) the transpose of \( A \). Moreover, for every \( M \in \mathbb{N} \) there exists an \( \varepsilon_M \in (0, \varepsilon_0) \) sufficiently small such that if \( \|A\| \leq \varepsilon_M \) then \( \int_{\mathbb{R}^d} dv \ f_{st}(v)|v|^M < \infty \).

More details concerning the specific form of the measure \( f_{st} \), the vector \( U \) and \( \lambda \) will be given in Theorems 10.1 and 10.2.

Notice that Theorem 2.1 implies a global stability result for the self-similar solutions \( f_{st} \). Furthermore, we remark that since the detailed-balance does not hold in general for (1.1), the proof cannot rely only on entropy arguments, as those used in [25] in the case \( A = 0 \). The argument used in this paper to prove Theorem 2.1 is a perturbative argument which strongly relies on the particular form of the collision operator for Maxwellian molecules.

The plan of the paper is the following. In Sect. 3 we recall the notion of \( \mathcal{L} \)-Lipschitzianity for the operator \( \mathcal{J}^+ \), which has been introduced in [8]. In Sect. 4 we prove a well-posedness result for the Cauchy problem (2.4), (2.6). Moreover, we also prove a fundamental Comparison Theorem which allows to estimate the difference of two solutions to (2.4), (2.6). This Theorem is used in Sect. 5 to show that two solutions to (2.4), (2.6), with a sufficiently high order of tangency at \( k = 0 \), approach to each other exponentially fast. In Sect. 6 we collect several properties of the self-similar solutions which are expected to yield the long-time asymptotics of solutions to (2.4), (2.6). In particular, we show that using a suitable change of variables, the problem can be reduced to the analysis of the steady states for (2.6) with particular choices of the matrix \( A \). The existence and uniqueness of these steady states is proved in Sect. 7 and their stability is obtained in Sect. 8. Moreover, in Sect. 9, we prove that the steady state has moments of any given order \( M > 2 \) under a smallness assumption on \( \|A\| \), namely \( \|A\| \leq \varepsilon_M \). In Sect. 10 we reformulate the results obtained for characteristic functions \( \varphi \) in terms of the probability measures \( f \). In Sect. 11 we summarize the main results obtained in this paper and we discuss some further perspectives. In Appendix A we derive the matrix equation for the second order moments which is used in Sects. 6–8.

### 3. \( \mathcal{L} \)-Lipschitzianity

We will assume in the rest of the paper the following assumptions for the collision kernel \( g(\eta) \), \( \eta \in [-1, 1] \), associated to the Boltzmann operator (1.2):

\[
g : [-1, 1] \to \mathbb{R}_+, \quad g \text{ measurable and } \int_{S^{d-1}} dn \ g(e \cdot n) < \infty \quad \text{with} \quad e = (1, 0, 0, \ldots) \quad (3.1)
\]

Notice that the invariance of the scalar product under the orthogonal group implies that \( \int_{S^{d-1}} g(\omega \cdot n)dn = \int_{S^{d-1}} g(e \cdot n)dn \) for any \( \omega \in S^{d-1} \). We will assume also the normalization condition (1.4).
We now prove a crucial regularity property of the quadratic operator $\mathcal{I}^+(\varphi, \varphi)$ defined in (2.3) acting on the space $C(\mathbb{R}^d; \mathbb{C})$.

We first introduce the linearized operator

$$\mathcal{L}[\varphi](k) = \mathcal{I}^+(\varphi, 1) + \mathcal{I}^+(1, \varphi) = \int_{S^{d-1}} dn \ g(\hat{k} \cdot n) \left[ \varphi(k+) + \varphi(k-) \right]$$

(3.2)

where $k_\pm$ and $\hat{k}$ are as in (2.3). Notice that the operator $\mathcal{I}^+$ considered as a bilinear form is non symmetric.

We then collect the main properties of the operator $\mathcal{I}^+$ in the following lemma which is a straightforward adaptation of the one proved in [8].

**Lemma 3.1.** Suppose that $g$ satisfies (1.4) and (3.1). Then (2.3) defines an operator $\mathcal{I}^+: \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{U}$ where $\mathcal{U}$ is the subset of $C(\mathbb{R}^d; \mathbb{C})$ defined in (2.9). Analogously, $\mathcal{L}$ in (3.2) defines an operator $\mathcal{L}: C(\mathbb{R}^d; \mathbb{C}) \rightarrow C(\mathbb{R}^d; \mathbb{C})$. Moreover, for any $\varphi_j(\cdot) \in C(\mathbb{R}^d; \mathbb{C})$, $j = 1, 2$ such that $||\varphi_j||_\infty \leq 1$ the following estimate holds

$$|\mathcal{I}^+(\varphi_1, \varphi_1) - \mathcal{I}^+(\varphi_2, \varphi_2)|(k) \leq \mathcal{L}[||\varphi_1 - \varphi_2||_\infty](k),$$

(3.3)

for any $k \in \mathbb{R}^d$.

**Proof.** We first observe that (2.3) and (3.2) define a mapping from the space of continuous functions to itself. The only difficulty is to check the continuity at $k = 0$ since $\hat{k}$ is not well-defined for $k = 0$. However, the operators can be given a meaning in the sense of limit as $k \rightarrow 0$ using the fact that then $\varphi(k_\pm)$ can be approximated by $\varphi(0)$ and the integral $\int_{S^{d-1}} dn \ g(\hat{k} \cdot n)$ is independent on $\hat{k}$.

In order to prove that $\mathcal{I}^+$ defines a quadratic operator from $\mathcal{U} \times \mathcal{U}$ into $\mathcal{U}$ we first notice that

$$||\mathcal{I}^+(\varphi_1, \varphi_2)||_\infty \leq ||\varphi_1||_\infty ||\varphi_2||_\infty = 1 \quad \text{for any} \quad \varphi_1, \varphi_2 \in \mathcal{U}.$$  

(3.4)

In order to prove that the operator $\mathcal{I}^+(\varphi, \varphi)$ maps the set $\mathcal{U}$ into itself it only remains to prove that $\mathcal{I}^+(\varphi, \varphi)(0) = 1$. This immediately follows from (2.3) using the fact that $\varphi(0) = 1$.

In order to prove (3.3) we argue as follows. Given $\varphi_1, \varphi_2 \in \mathcal{U}$ we have

$$\mathcal{I}^+(\varphi_1, \varphi_1) - \mathcal{I}^+(\varphi_2, \varphi_2) = \frac{1}{2} \left[ \mathcal{I}^+(\varphi_1 + \varphi_2, \varphi_1 + \varphi_2) - \mathcal{I}^+(\varphi_1 - \varphi_2, \varphi_1 - \varphi_2) \right].$$

Using that $|\varphi_1 + \varphi_2| \leq 2$ as well as $|\varphi_1 - \varphi_2| \leq |\varphi_1 - \varphi_2|$ we obtain, using also (3.2),

$$|\mathcal{I}^+(\varphi_1, \varphi_1) - \mathcal{I}^+(\varphi_2, \varphi_2)|(k) \leq \mathcal{L}[||\varphi_1 - \varphi_2||_\infty](k)$$

for any $k \in \mathbb{R}^d$, whence (3.3) follows. □

The class of operators satisfying (3.3) were termed as "$\mathcal{L}$—Lipschitz operators" in [8] due to the fact that they satisfy a Lipschitz condition with respect to the linear operator $\mathcal{L}$ instead of with respect to a norm. Notice that the condition (3.3) is a pointwise condition for any $k \in \mathbb{R}^d$. This condition is much stronger than the classical Lipschitz condition

$$||\mathcal{I}^+(\varphi_1, \varphi_1) - \mathcal{I}^+(\varphi_2, \varphi_2)||_\infty \leq 2 ||\varphi_1 - \varphi_2||_\infty,$$

(3.5)

which follows in a straightforward way from (3.3). We shall see below that the property (3.3) will play a crucial role in the proof of the results presented in Sect. 2.

We now state an additional property of the operator $\mathcal{I}^+$ that will be useful in order to prove that the solutions $\varphi$ of (2.4), (2.6) are characteristic functions for every $t \in R_+$. 
Lemma 3.2. Let $\Phi$ and $\mathcal{S}^+$ be as in (2.8) and (2.3) respectively. Then, for any $\varphi \in \Phi$ we have $\mathcal{S}^+(\varphi, \varphi) \in \Phi$.

Proof. Since $\varphi \in \Phi$ we have that $\varphi = \hat{f}$ for some $f \in \mathcal{P}_+(\mathbb{R}^d)$. Then, the inverse Fourier transform of $\mathcal{S}^+$ is

$$\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} dk \mathcal{S}^+(\varphi, \varphi)(k) e^{ik \cdot v} = \int_{\mathbb{R}^d} dw \int_{S^{d-1}} dn g(\hat{u} \cdot n) f(w') f(v') = \mu(v).$$

This identity has to be understood in the sense of distributions, acting on suitable test functions. More precisely, we have

$$\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} dk \hat{\psi}(k) \mathcal{S}^+(\varphi, \varphi)(k) e^{ik \cdot v} = \int_{\mathbb{R}^d} dv \Psi(v) \mu(v), \quad \forall \, \psi \in \mathcal{S}(\mathbb{R}^d)$$

where $\mathcal{S}(\mathbb{R}^d)$ denotes the space of Schwartz functions on $\mathbb{R}^d$. Notice that the distribution $\mu$ defined in (3.6) is a non-negative Radon measure. Moreover, it is a probability measure since

$$\int_{\mathbb{R}^d} dv \int_{\mathbb{R}^d} dw \int_{S^{d-1}} dn g(\hat{u} \cdot n) f(w') f(v') = \left( \int_{\mathbb{R}^d} dv f(v) \right)^2,$$

where in the last identity we used (1.4). \qed

4. Existence and Uniqueness of Solutions: Comparison Theorem

We reformulate the Cauchy problem (2.4), (2.6) as an integral equation using Duhamel’s formula, or equivalently, we rewrite (2.4), (2.6) in mild form. We will also use by shortness the following notation

$$\Gamma[\varphi] = \mathcal{S}^+(\varphi, \varphi), \quad \hat{D} = (Ak) \cdot \partial_k.$$ (4.1)

Then (2.4), (2.6) yields, formally, the following integral equation

$$\varphi(\cdot, t) = E(t)\varphi_0(\cdot) + \int_0^t d\tau \, E(t - \tau) \Gamma[\varphi(\cdot, \tau)]$$ (4.2)

where

$$E(t) = \exp \left( -t (1 + \hat{D}) \right).$$ (4.3)

Notice that the linear operator $E(t)$ acts on any function $\psi \in C(\mathbb{R}^d; \mathbb{C})$ in the following way:

$$E(t)\psi(k) = e^{-t} \psi \left( e^{-At} k \right), \quad k \in \mathbb{R}^d, \, t \in \mathbb{R}.$$ (4.4)

The concept of solutions to (2.4), (2.6) that we will use in this paper are functions $\varphi \in C([0, +\infty); \Phi)$ solving the integral Eq. (4.2).

We will need some auxiliary results.
**Lemma 4.1.** Let $q = q(k)$ be a continuous mapping $q : \mathbb{R}^d \to \mathbb{R}^d$. We define a linear operator $S : C(\mathbb{R}^d; \mathbb{C}) \to C(\mathbb{R}^d; \mathbb{C})$ by means of

$$S\psi(k) = \psi(q(k)), \quad \forall k \in \mathbb{R}^d, \quad \forall \psi \in C(\mathbb{R}^d; \mathbb{C}).$$

(4.5)

Then, for any $\varphi_{1,2}(k) \in \mathcal{U}$ such that $\|\varphi_{1,2}\| \leq 1$ we have

$$|S\Gamma[\varphi_1] - S\Gamma[\varphi_2]|(k) \leq S\mathcal{L}[|\varphi_1 - \varphi_2|](k), \quad \text{for any } k \in \mathbb{R}^d. \quad (4.6)$$

**Proof.** Using the definition of the operator $S$ in (4.5), as well as (3.3) in Lemma 3.1, we obtain

$$|S\Gamma[\varphi_1] - S\Gamma[\varphi_2]|(k) = |S(\Gamma[\varphi_1] - \Gamma[\varphi_2])|(k) = |\Gamma[\varphi_1] - \Gamma[\varphi_2]|(q(k)) \leq \mathcal{L}[|\varphi_1 - \varphi_2|](q(k)) = S\mathcal{L}[|\varphi_1 - \varphi_2|](k)$$

whence the result follows. \(\square\)

**Remark 4.2.** Notice that the function $q : \mathbb{R}^d \to \mathbb{R}^d$ in Lemma (4.1) is continuous but not necessarily bounded.

We introduce some lemmas to prove directly that the equation is solved in the class of characteristic functions.

**Lemma 4.3.** Suppose that $q : \mathbb{R}^d \to \mathbb{R}^d$ is a linear mapping $q(k) = Bk$ with $B \in M_{d \times d}(\mathbb{R})$ such that $\det(B) \neq 0$ and $k \in \mathbb{R}^d$. Let the operator $S$ be as in (4.5). Then $S(\Phi) \subset \Phi$ with the set $\Phi$ as in (2.8).

**Proof.** We recall that $\varphi = \hat{f}$. We have

$$(S\varphi)(k) = \varphi(q(k)) = \varphi(Bk) = \int_{\mathbb{R}^d} dv \, f(v)e^{-i(Bk) \cdot v} = \int_{\mathbb{R}^d} dv \, f(v)e^{-ik \cdot (BT)v} = \int_{\mathbb{R}^d} dw \, f((BT)^{-1}w)e^{-ik \cdot w} \det((BT)^{-1})$$

where in the last identity we used the change of variable $w = BTv$ as well as $\det((BT)^{-1}) = 1/\det(BT) = 1/\det(B)$.

We need to prove that the Radon measure $g$ defined by means of $g = \frac{1}{\det(BT)} f \circ \tilde{q}$ is a probability measure, namely $g \in \mathcal{P}_+(\mathbb{R}^d)$. This follows from the fact that

$$\int_{\mathbb{R}^d} dw \, g(w) = \int_{\mathbb{R}^d} dw \, \frac{1}{\det(BT)} f((BT)^{-1}w) = \frac{1}{\det(BT)} \int_{\mathbb{R}^d} dv \, f(v)\det(BT).$$

Hence $S(\Phi) \subset \Phi$. \(\square\)

**Lemma 4.4.** Let $\psi_1, \psi_2 \in C([0, \infty); \Phi)$. Then, for any $t \in [0, \infty)$ we have

$$h(\cdot, t) = e^{-t} \psi_1(\cdot, t) + \int_0^t d\tau e^{-(t-\tau)} \psi_2(\cdot, \tau) \in \Phi. \quad (4.7)$$
Proof. Since $\psi_1(\cdot, t) = \hat{f}_1(\cdot, t)$, $\psi_2(\cdot, t) = \hat{f}_2(\cdot, t)$ with $f_1, f_2(\cdot, t) \in \mathcal{P}_+(\mathbb{R}^d)$ for any $t \in [0, T)$ then we have that $h(\cdot, t) = \hat{g}(\cdot, t)$ for $t \in [0, T)$ with

$$g(\cdot, t) = e^{-t}f_1(\cdot, t) + \int_0^t d\tau e^{-(t-\tau)}f_2(\cdot, \tau).$$

Thus $g(\cdot, t) \in \mathcal{M}_+(\mathbb{R}^d)$. To prove that $g(\cdot, t) \in \mathcal{P}_+(\mathbb{R}^d)$ we just notice that, since $f_1, f_2(\cdot, t) \in \mathcal{P}_+(\mathbb{R}^d)$,

$$\int_{\mathbb{R}^d} g(v, t) dv = e^{-t} + \int_0^t d\tau e^{-(t-\tau)} = 1$$

whence the result follows. □

The main result that we prove in this section is the following.

**Theorem 4.5.** Let be $\varphi_0(k) \in \Phi$ where $\Phi$ is defined as in (2.8). Then there exists a unique $\varphi \in C([0, \infty); \Phi)$ satisfying (4.2).

**Proof.** We will prove the result using a standard Banach fixed point argument.

We define an operator $\mathcal{T} : C([0, T]; \Phi) \to C([0, T]; \Phi)$ by means of

$$(\mathcal{T}\varphi)(\cdot, t) = E(t)\varphi_0 + \int_0^t d\tau e^{-(t-\tau)}\Gamma[\varphi(\tau)].$$

In order to check that the operator $\mathcal{T}$ maps the space $C([0, T]; \Phi)$ into itself, we first notice that $\Gamma[\Phi] \subset \Phi$ thanks to Lemma 3.2. We rewrite the operator $E(t)$ as $E(t) = e^{-t}e^{t\hat{D}}$ then we have

$$(e^{t\hat{D}}\varphi)(k) = \varphi(q(k)) \quad \text{with} \quad q(k) = e^{-tA}k.$$  \hspace{1cm} (4.9)

Hence, using Lemma 4.3, it follows that $(e^{t\hat{D}}\varphi_0) \in \Phi$ for any $t \in [0, T)$ as well as $\Gamma[\varphi(\tau)] \in \Phi$ for any $0 \leq \tau \leq t < T$. It is straightforward to see that $(e^{t\hat{D}}\varphi_0)$ and $e^{-(t-\tau)}\Gamma[\varphi(\tau)]$ are continuous in time. Therefore, using Lemma 4.4, we obtain that $\mathcal{T}\varphi \in C([0, T]; \Phi)$. Notice that, since $\varphi, \mathcal{T}\varphi \in C([0, T]; \Phi)$ then $||\varphi(\cdot, t)||_{\infty} = ||\mathcal{T}\varphi(\cdot, t)||_{\infty} = 1$ for any $t \in [0, T)$.

In order to prove that the operator $\mathcal{T}$ is contractive we consider $\varphi_1, \varphi_2 \in C([0, T); \Phi)$ and look at

$$\mathcal{T}\varphi_1(\cdot, \tau) - \mathcal{T}\varphi_2(\cdot, \tau) = \int_0^t d\tau E(t-\tau)\{\Gamma[\varphi_1(\cdot, \tau)] - \Gamma[\varphi_2(\cdot, \tau)]\}.$$  \hspace{1cm} (4.10)

Then, using (3.5) as well as the bound $||e^{-t\hat{D}}|| \leq 1$, we obtain

$$||\mathcal{T}\varphi_1(\cdot, \tau) - \mathcal{T}\varphi_2(\cdot, \tau)||_{\infty} \leq 2\int_0^t d\tau ||\varphi_1(\cdot, \tau) - \varphi_2(\cdot, \tau)||_{\infty} \leq 2dT(\varphi_1, \varphi_2)(1 - e^{-T})$$

whence

$$dT(\mathcal{T}\varphi_1, \mathcal{T}\varphi_2) \leq 2(1 - e^{-T})dT(\varphi_1, \varphi_2).$$

Thus, the operator $\mathcal{T}$ is contractive if $T < \log(2)$.

Given that $\varphi(\cdot, \tau) \in \Phi$ for any $t \in [0, T)$ and therefore $||\varphi(\cdot, \tau)||_{\infty} \leq 1$ the solution can be extended to arbitrary values of $T \in (0, \infty)$ using a standard extension argument. □
Remark 4.6. We observe that the proof of the previous theorem is rather standard. We notice that results which imply Theorem 4.5 can be found in [11] and in [18] although these papers do not use the Fourier transform approach.

Remark 4.7. Notice that if \( \varphi \in C([0, \infty); \Phi) \) is a solution to (4.2) then \( \varphi \in C^1((0, \infty); \Phi) \). A standard computation shows that \( \varphi \) solves the PDE problem (2.4), (2.6). In the rest of the paper we will not make any distinction between solutions to the integral Eq. (4.2) and solutions to (2.4), (2.6).

As we have seen, the classical Lipschitz property for norms (cf. (3.5)) is sufficient to prove existence and uniqueness of solutions to (4.2). We will now show that the stronger pointwise Lipschitz property (3.3) in Lemma 3.1 is useful to compare two solutions with different initial data.

It will be convenient in the following to introduce the semigroup notation. Let \( C_b(\mathbb{R}^d; \mathbb{C}) \) be the space of continuous and bounded functions with complex value. Given a function \( y_0 \in C_b(\mathbb{R}^d; \mathbb{C}) \) we denote as \( \exp\left[[\mathcal{L} - I - \hat{D}] t\right] y_0 \) the unique solution \( y \in C([0, \infty); C(\mathbb{R}^d; \mathbb{C})) \) of the equation

\[
y(\cdot, t) = [E(t)y_0](\cdot) + \int_0^t E(t - \tau)\mathcal{L}(y(\cdot, \tau))d\tau	ag{4.10}
\]

where \( E(t) \) is defined as in (4.3) and we recall that \( \hat{D} = (Ak) \cdot \partial_k \). Notice that (4.10) represents the mild formulation of the equation

\[
\partial_t y(\cdot, t) + (Ak) \cdot \partial_k y(\cdot, t) = \mathcal{L} y(\cdot, t) - y(\cdot, t), \quad y(\cdot, 0) = y_0(\cdot).
\]

The existence and uniqueness of solutions to (4.10) can be obtained using a standard fixed point argument along the lines of the proof of Theorem 4.5.

The following Theorem allows to estimate the difference of two solutions to (2.4), (2.6) in terms of the semigroup associated to the operator \( \mathcal{L} - I - \hat{D} \) where \( \mathcal{L} \) is as in (3.2) and \( \hat{D} \) is as in (4.1).

**Theorem 4.8.** Let be \( \varphi_1, \varphi_2 \in C([0, \infty); \Phi) \) satisfying (4.2) with initial data \( \varphi_{1,0}, \varphi_{2,0} \in \Phi \). Then the following inequality holds for all \( t > 0 \) and \( k \in \mathbb{R}^d \)

\[
|\varphi_1(k, t) - \varphi_2(k, t)| \leq |\exp\left[(\mathcal{L} - I - \hat{D}) t\right] |\varphi_{1,0} - \varphi_{2,0}|(k),
\]

with \( \hat{D} \) as in (4.1).

**Proof.** We denote

\[
y(\cdot, t) = \varphi_1(\cdot, t) - \varphi_2(\cdot, t), \quad y(\cdot, 0) = y_0(\cdot) = \varphi_{1,0}(\cdot) - \varphi_{2,0}(\cdot)
\]

Then, using that \( \varphi_1(\cdot, t), \varphi_2(\cdot, t) \) satisfy (4.2), we obtain

\[
y(\cdot, t) = E(t)y_0(\cdot) + \int_0^t d\tau E(t - \tau) \left\{ \Gamma[\varphi_1(\cdot, \tau)] - \Gamma[\varphi_2(\cdot, \tau)] \right\}.
\]

Hence, for any fixed \( k \in \mathbb{R}^d \), we obtain

\[
|y(\cdot, t)| \leq E(t)|y_0(\cdot)| + \int_0^t d\tau |E(t - \tau)\left\{ \Gamma[\varphi_1(\cdot, \tau)] - \Gamma[\varphi_2(\cdot, \tau)] \right\}|
\]
where \( E(t) \) is as in (4.3).

We now use Lemma 4.1 with \( S = \exp(-t \hat{D}) \) and obtain

\[
|y(\cdot, t)| \leq E(t)|y_0(\cdot)| + \int_0^t d\tau E(t - \tau) \mathcal{L}|y(\cdot, \tau)|,
\]

(4.12)

where \( \mathcal{L} \) is given as in (3.2).

Let us consider the Cauchy problem for the linear equation

\[
\partial_t u + (Ak) \cdot \partial_k u + u = \mathcal{L}u, \quad u(\cdot, 0) = |y_0(\cdot)|.
\]

(4.13)

Then \( u(k, t) \) satisfies the integral equation

\[
u(\cdot, t) = E(t)|y_0(\cdot)| + \int_0^t d\tau E(t - \tau) \mathcal{L}u(\cdot, \tau).
\]

(4.14)

A standard comparison argument, applied to \( u(\cdot, t) \) and \(|y(\cdot, t)|\) satisfying the inequality (4.12), shows that

\[
|y(\cdot, t)| \leq u(\cdot, t) = \exp[\left(\mathcal{L} - I - \hat{D}\right)t]|y_0(\cdot)|.
\]

(4.15)

Thus, using the definition of \( y(\cdot, t) \) and \( y_0(t) \), the theorem follows. \( \square \)

In the next section we consider some applications of Theorem 4.8. More precisely, the way in which we will apply this Theorem is the following. Suppose that \( f_1, f_2 \) are two solutions of (1.1) having identical moments up to a given order \( N \). Then, the corresponding characteristic functions \( \varphi_1, \varphi_2 \) will be tangent up to order \( N \) at \( k = 0 \). Hence, the estimate (4.11) will imply that the characteristic functions \( \varphi_1, \varphi_2 \) become close to each other, as \( t \to \infty \) if \( N \) is sufficiently large.

5. Long-Time Asymptotics

In order to study the long-time asymptotics we would relate the moments of the probability distribution \( f(v) \) with the Taylor series of the corresponding characteristic function \( \varphi(k) \). To this end we introduce some notation for multi-indexes. We will write \( \mathbb{N}_* = \{0, 1, 2, \ldots\} \). A multi-index \( \alpha \) will be an element of \( \mathbb{N}_*^d \), i.e. \( \alpha = (\alpha_1 \cdots \alpha_d) \) with \( \alpha_j \in \mathbb{N}_* \). We then define \( |\alpha| = \alpha_1 + \cdots + \alpha_d \) and \( \alpha! = \prod_{j=1}^d (\alpha_j)! \). Given any \( \xi \in \mathbb{R}^d \) with the form \( \xi = (\xi_1, \ldots, \xi_d) \), \( \xi_j \in \mathbb{R} \) we define \( \xi^\alpha = \xi_1^{\alpha_1} \cdots \xi_d^{\alpha_d} = \prod_{j=1}^d (\xi_j)^{\alpha_j} \). Using this notation we have the following formula

\[
e^{-ik \cdot v} = \sum_{\alpha \in \mathbb{N}_*^d} \frac{(-i)^{|\alpha|}}{(\alpha)!} k^{\alpha} v^\alpha, \quad v \in \mathbb{R}^d, \quad k \in \mathbb{R}^d.
\]

(5.1)

Suppose that \( f \in \mathcal{P}_+(\mathbb{R}^d) \). Then, using the definition of \( \varphi \) given in (2.1) as well as (5.1) we obtain formally that

\[
\varphi(k) = \sum_{\alpha \in \mathbb{N}_*^d} \frac{(-i)^{|\alpha|}}{(\alpha)!} m_\alpha k^\alpha \text{ where } m_\alpha = \int_{\mathbb{R}^d} dv f(v) v^\alpha.
\]

(5.2)
Notice that (5.2) holds if the moments of the measure \( f \) are not too large for large \( |\alpha| \). For instance, if the probability measure \( f \) is supported in the set \( \{|v| \leq A\} \) we will have \( |m_\alpha| \leq A^{\mu_\alpha} \) and the series (5.2) would then be convergent for any value of \( k \in \mathbb{R}^d \). We will not require in this paper such a strong condition. We just remark that if \( f \) has moments \( m_\alpha \) with \( |\alpha| \leq N \) then the function \( \varphi \in C^{N-1}(\mathbb{R}^d) \). Moreover, if the moments \( m_\alpha^1, m_\alpha^2 \) of two measures \( f_1, f_2 \in \mathcal{P}_+(\mathbb{R}^d) \) are the same for \( |\alpha| \leq N \) then the corresponding characteristic functions \( \varphi_1, \varphi_2 \) have finite moments up to order \( N \) and take the same values for \( |\alpha| \leq N - 1 \). Then, \( \varphi_1, \varphi_2 \) have the same Taylor series up to order \( N - 1 \).

Notice that since \( f \in \mathcal{P}_+(\mathbb{R}^d) \) we have that the zero-th order moment \( m_0 = 1 \) where \( O = (0, 0, \ldots, 0) \).

**Lemma 5.1.** Suppose that \( f_1, f_2 \in \mathcal{P}_+(\mathbb{R}^d) \) satisfy the conditions

\[
\int_{\mathbb{R}^d} d\nu f_j(v)|v|^N < \infty, \quad j = 1, 2. \tag{5.3}
\]

Suppose that in addition the moments \( m^1_\alpha, m^2_\alpha \) associated to \( f_1, f_2 \) respectively, satisfy \( m^1_\alpha = m^2_\alpha \) for any \( |\alpha| \leq N \). Let \( \varphi_1, \varphi_2 \in \Phi \) be the corresponding characteristic functions. Then, there exists a function \( \omega = \omega(k), \omega : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) satisfying

\[
\lim_{k \rightarrow 0} \omega(k) = 0 \quad \text{and} \quad \omega(k) \leq C_1, \tag{5.4}
\]

such that the following estimate holds:

\[
|\varphi_1(k) - \varphi_2(k)| \leq \omega(k)|k|^N, \quad k \in \mathbb{R}^d \tag{5.5}
\]

where the function \( \omega \) depends on the measures \( f_1, f_2 \), on the order \( N \) and on the dimension \( d \). The constants \( C_1 \) depends on the moments (5.3), on \( N \) and \( d \).

**Remark 5.2.** As it will be seen in the proof, the rate of convergence of the function \( \omega(\cdot) \) as \( k \rightarrow 0 \) (cf. (5.4)) depends on the rate of convergence of the integrals \( \int_{|v| \leq R} |v|^N f_j(v)dv \) to the limit value \( \int_{\mathbb{R}^d} |v|^N f_j(v)dv \) as \( R \rightarrow \infty \). In order to obtain uniform estimates for \( \omega(\cdot) \) it will be enough to assume, for instance, that \( \int_{\mathbb{R}^d} |v|^{N+\delta} f_j(v)dv < \infty \) for some \( \delta > 0 \).

**Proof.** We use the following inequality which is a consequence of the Taylor series for the exponential function:

\[
|e^{-i(k \cdot v)} - \sum_{|\alpha| \leq N} \frac{(-i)^{\mu_\alpha}}{(\alpha)!} k^\alpha v^\alpha| \leq C \min\{|k|^{N+1}|v|^{N+1}, |k|^N |v|^N\} \tag{5.6}
\]

where \( C \) is a constant that depends on \( d \) and \( N \). Notice that (5.3) implies that there exists a function \( \delta = \delta(R) \), \( \delta : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) satisfying \( \lim_{R \rightarrow \infty} \delta(R) = 0 \), such that

\[
\max_{j=1,2} \left( \int_{|v| > R} |v|^N f_j(v)dv \right) \leq \delta(R). \tag{5.7}
\]
Using (2.1) as well as (5.6), and splitting the domain of integration in the remainder as \( \{ |v| \leq R \} \cup \{ |v| > R \} \) we obtain

\[
\left| \varphi_j(k) - \sum_{|\alpha| \leq N} \frac{(-i)^{|\alpha|}}{(\alpha)!} m_{\alpha}^j k^\alpha \right| \leq C \int_{|v| \leq R} |k|^{N+1} |v|^{N+1} f_j(v) dv + C \int_{|v| > R} |k|^{N+1} |v|^{N} f_j(v) dv \\
\leq C |k|^{N+1} R \int_{\mathbb{R}^d} |v|^N f_j(v) dv + C |k|^N \delta(R) \quad (5.8)
\]

We now remark that for any \( \varepsilon > 0 \) arbitrarily small, taking \( R \) sufficiently large and then \( k \) sufficiently small, we can estimate the right hand side of (5.8) as \( \varepsilon |k|^N \). This proves the existence of the function \( \omega(k) \) with the properties stated in (5.4) such that:

\[
\left| \varphi_j(k) - \sum_{|\alpha| \leq N} \frac{(-i)^{|\alpha|}}{(\alpha)!} m_{\alpha}^j k^\alpha \right| \leq \frac{\omega(k)}{2} |k|^N \quad j = 1, 2.
\]

Therefore, using this formula, as well as the fact that \( m_1^\alpha = m_2^\alpha \) for \( |\alpha| \leq N \) we can estimate the difference \( |\varphi_1(k) - \varphi_2(k)\) as in (5.5) and the Lemma follows. \( \square \)

We will denote as \( C_p(\mathbb{R}^d; \mathbb{C}) \) the normed space of continuous functions such that

\[
||\psi||_p := \sup_{k \in \mathbb{R}^d} |\varphi(k)| \left( \|k\| + \|k\|_p \right) < \infty \text{ with } 0 < p < \infty.
\]

**Lemma 5.3.** Let the operators \( \mathcal{L} \) and \( E(t) \) be defined as in (3.2), (4.3) respectively. Then, the following estimates hold:

\[
||\mathcal{L} \psi||_p \leq 2||\psi||_p, \quad ||E(t) \psi||_p \leq e^{-(1-p||A||^p)} ||\psi||_p, \quad t \geq 0. \quad (5.9) \quad (5.10)
\]

**Proof.** In order to prove (5.9) we notice that (3.2) implies

\[
|\mathcal{L}[\varphi](k)| \leq \int_{S^{d-1}} dn \ g \left( \hat{k} \cdot n \right) ||\varphi||_p (2 + |k_+| + |k_-|)
\]

Using than that \( |k_\pm| \leq \frac{1}{2} |k| (1 + |n|) \leq |k| \) we obtain

\[
|\mathcal{L}[\varphi](k)| \leq 2||\psi||_p (1 + |k|^p)
\]

whence (5.9) follows. Estimate (5.10) follows from the following chain of inequalities:

\[
|E(t) \psi| \leq e^{-t} ||\psi||_p \left( e^{-At} k \right) \leq e^{-t} ||\psi||_p \left( 1 + e^{-At} |k|^p \right) \\
\leq e^{-t} ||\psi||_p \left( 1 + e^p ||A||^p |k|^p \right) \leq e^{-t+p||A||^p} ||\psi||_p \left( 1 + |k|^p \right).
\]

\( \square \)

We collect in the following proposition some properties of the semigroup \( \exp \left[ (\mathcal{L} - I - \hat{D}) I \right] \).
Proposition 5.4. The following results hold.

(i) For any \( y_0 \in C_p(\mathbb{R}^d; \mathbb{C}) \) there exists a unique solution \( y \in C([0, \infty); C_p(\mathbb{R}^d; \mathbb{C})) \) to (4.10). We will denote this solution as
\[
y(\cdot, t) = \exp\left[\left(\mathcal{L} - I - \hat{D}\right) t\right]y_0(\cdot).
\]

(ii) Suppose that \( y_0, u_0 \in C_p(\mathbb{R}^d; \mathbb{C}) \) with \( y_0(k), u_0(k) \in \mathbb{R}_+ \) for any \( k \in \mathbb{R}^d \) and \( y_0(k) \leq u_0(k) \). Then
\[
0 \leq \exp\left[\left(\mathcal{L} - I - \hat{D}\right) t\right]y_0(\cdot) \leq \exp\left[\left(\mathcal{L} - I - \hat{D}\right) t\right]u_0(\cdot). \tag{5.11}
\]

(iii) Let \( y_0 \in C_p(\mathbb{R}^d; \mathbb{C}), y_0(0), u_0(k) \in \mathbb{R}_+ \) and suppose that \( u \in C([0, \infty); C_p(\mathbb{R}^d; \mathbb{C})) \) is a nonnegative function satisfying
\[
u(\cdot, t) \geq (E(t)y_0)(\cdot) + \int_0^t d\tau E(t-\tau)\mathcal{L}(u(\cdot, \tau)) \quad \text{for any} \quad t \geq 0. \tag{5.12}
\]

Then
\[
\exp\left[\left(\mathcal{L} - I - \hat{D}\right) t\right]y_0(\cdot) \leq u(\cdot, t). \tag{5.13}
\]

Remark 5.5. Notice that for any function \( \psi \in C_p(\mathbb{R}^d; \mathbb{C}) \) we have \( (E(t)\psi)(k) = e^{-t}\psi(e^{-At}k) \). Thus \( E(t) \) maps \( C_p(\mathbb{R}^d; \mathbb{C}) \) into itself for any \( t \geq 0 \) and therefore Eq. (4.10) is meaningful for \( y \in C([0, \infty); C_p(\mathbb{R}^d; \mathbb{C})) \).

Proof. In order to prove item (i), namely the existence of a solution \( y \) satisfying (4.10), we define the following iterative sequence
\[
z_0(\cdot, t) = 0, \quad z_{n+1}(\cdot, t) = E(t)y_0(\cdot) + \int_0^t d\tau E(t-\tau)\mathcal{L}z_n(\cdot, \tau). \tag{5.14}
\]

Then we consider the \( p \)-norm of the difference \( z_{n+1} - z_n \) for \( n \geq 1 \), using the equation above. Using Lemma 5.3 and setting \( c \leq 1 - \rho ||A|| \) we obtain
\[
||z_{n+1}(t) - z_n(t)||_p \leq 2 \int_0^t e^{-c(t-\tau)} ||z_n(\tau) - z_{n-1}(\tau)||_p. \]

Notice that we can assume without loss of generality that \( c \neq 0 \) (it may be negative). Then, for a given \( T > 0 \),
\[
\sup_{0 \leq t \leq T} ||z_{n+1}(t) - z_n(t)||_p \leq \frac{2}{|c|} \left| 1 - e^{-cT} \right| \sup_{0 \leq t \leq T} ||z_n(t) - z_{n-1}(t)||_p, \quad n \geq 2.
\]

On the other hand, since \( z_0(\cdot, t) = 0 \), we have
\[
\sup_{0 \leq t \leq T} ||z_1(t) - z_0(t)||_p \leq \max\{1, e^{-cT}\} ||y_0||_p.
\]

Then, if \( T > 0 \) is sufficiently small we obtain that \( \{z_n\}_{n \geq 0} \) is a Cauchy sequence in \( C([0, T); C_p(\mathbb{R}^d; \mathbb{C})) \). Thus there exists \( y \in C([0, T]; C_p(\mathbb{R}^d; \mathbb{C})) \) such that \( \lim_{n \to \infty} z_n = y \) in \( C([0, T); C_p(\mathbb{R}^d; \mathbb{C})) \). Taking the limit as \( n \to \infty \) in (5.14) it follows that \( y \) satisfies (4.10). Due to the linearity of the problem (4.10) we can use the standard extension argument to obtain \( T \) arbitrary large. Therefore the existence part of item (i) follows. To prove
uniqueness we suppose to have two different solutions \( y_1, y_2 \in C([0, T); C_p(\mathbb{R}^d; \mathbb{C})] \). Their difference satisfies
\[
y_1(\cdot,t) - y_2(\cdot,t) = E(t)y_0(\cdot) + \int_0^t d\tau \, E(t - \tau) \mathcal{L}(y_1 - y_2)(\cdot, \tau).
\]

Then, Lemma 5.3 implies
\[
\|y_1(t) - y_2(t)\|_p \leq 2 \int_0^t d\tau \, e^{-c(t-\tau)}\|y_1(\tau) - y_2(\tau)\|_p
\]
whence \( y_1(\cdot,t) = y_2(\cdot,t) \) by using Gronwall Lemma.

We now prove item (iii). Suppose that \( u(\cdot, t) \) is such that the inequality (5.12) holds. We can then prove that the sequence of functions \( \{z_n\} \) defined in (5.14) satisfies
\[
z_n(\cdot, t) \leq u(\cdot, t) \quad \text{for any } n \geq 0. \tag{5.15}
\]

This claim follows by induction. Indeed, for \( n = 0 \) we have \( z_0(\cdot, t) = 0 \leq u(\cdot, t) \). Suppose now that \( n \geq 0 \) and that \( z_n(\cdot, t) \leq u(\cdot, t) \). Then
\[
z_{n+1}(\cdot, t) \leq E(t)y_0(\cdot) + \int_0^t d\tau \, E(t - \tau) \mathcal{L}u(\cdot, \tau) \leq u(\cdot, t),
\]
where in the first inequality we used the definition (5.14) and the induction assumption, while in the second inequality we used (5.12). Hence, (5.15) follows whence \( y = \lim_{n \to \infty} z_n \leq u \) and this yields item (iii).

We now prove item (ii). To this end we notice that the definition of \( \exp[(\mathcal{L} - I - \hat{D}) t]u_0(\cdot) = u(\cdot, t) \) implies
\[
u(\cdot, t) = [E(t)u_0](\cdot) + \int_0^t E(t - \tau) \mathcal{L}(u(\cdot, \tau))d\tau.
\]
Using then \( E(t)u_0 \geq E(t)y_0 \) it follows that the inequality (5.12) holds. Whence, (5.11) follows from item (iii) and the proposition is proved. □

**Lemma 5.6.** For any \( p > 0 \) and any matrix \( A \in M_{d \times d}(\mathbb{R}) \) we define the function
\[
u_p(k, t) = |k|^p \exp \left[ - (\lambda(p) - p||A||)t \right], \quad k \in \mathbb{R}^d, \ t \geq 0, \tag{5.16}
\]
where
\[
\lambda(p) = \int_{S^{d-1}} dn \, g(\omega \cdot n) \left[ 1 - \left( \frac{1 + (\omega \cdot n)}{2} \right)^{\frac{p}{2}} - \left( \frac{1 - (\omega \cdot n)}{2} \right)^{\frac{p}{2}} \right]. \tag{5.17}
\]

Then, \( \nu_p(k, t) \in C([0, T); C_p(\mathbb{R}^d; \mathbb{C})] \) and satisfies the inequality (cf. (5.12))
\[
u_p(k, t) \geq E(t)|k|^p + \int_0^t d\tau \left( E(t - \tau) \mathcal{L}(\nu_p(\cdot, \tau)) \right)(k) \quad \text{for any } t \geq 0. \tag{5.18}
\]
Remark 5.7. We notice that $\lambda(p)$ is the eigenvalue of the linearized collision operator $-(\mathcal{L} - I)$ (cf. (3.2)) that corresponds to the eigenfunction $|k|^p$ and the norm $\|A\|$ is defined as in (2.7). More precisely,
\[
\mathcal{L} |k|^p = (1 - \lambda(p)) |k|^p, \quad p > 0.
\]
(5.19)
We also remark that if $A = -\|A\| I$, where $I$ is the identity matrix, than the inequality (5.18) becomes an identity.

Proof. To prove (5.18) we argue as follows. We compute the right hand side of (5.18)
\[
(5.18) \text{becomes an identity.}
\]
\[
\text{we have}
\]
\[
J := E(t) |k|^p + \int_0^t d\tau \left( E(t - \tau) \mathcal{L}(u_p(\cdot, \tau)) \right)(k)
\]
\[
= E(t) |k|^p + (1 - \lambda(p)) \int_0^t d\tau e^{-(\lambda(p) - p\|A\|)\tau} E(t - \tau) |k|^p
\]
where we used (5.19). Note that $(1 - \lambda(p)) > 0$. Using also that $E(t) |k|^p = e^{-t} e^{p\|A\|t} |k|^p$ we obtain
\[
J \leq e^{-t} e^{p\|A\|t} |k|^p + (1 - \lambda(p)) |k|^p \int_0^t d\tau e^{-(t - \tau)p\|A\|\tau} e^{-(\lambda(p) - p\|A\|)\tau}
\]
\[
\leq e^{-(\lambda(p) - p\|A\|t)} |k|^p = u_p(k, t)
\]
and the result follows. \( \Box \)

The fact that the equality sign in (5.18) holds for $A = -\|A\| I$ follows from the fact that for this particular choice of the matrix $A$ we have $E(t) |k|^p = e^{-t} e^{p\|A\|t} |k|^p$.

We can now state the following fundamental result which is the main result of this section.

Theorem 5.8. Suppose that we consider two solutions $\varphi_1(k, t), \varphi_2(k, t)$ to (4.2), $\varphi_1, \varphi_2 \in C([0, T]; \Phi)$ such that
\[
|\varphi_1(k, 0) - \varphi_2(k, 0)| \leq B |k|^p,
\]
(5.20)
for any $k \in \mathbb{R}^d$ and some $p > 0$, $B > 0$. Then the following inequality holds for all $t \geq 0$ and $k \in \mathbb{R}^d$:
\[
|\varphi_1(k, t) - \varphi_2(k, t)| \leq B |k|^p \exp \left[ - \left( \lambda(p) - p\|A\| \right)t \right].
\]
(5.21)
Moreover, the function $\lambda(p)$ given in (5.17) is an increasing function for $p \in [0, \infty)$ and it satisfies $\lambda(p) > -1 = \lambda(0)$ for $p > 0$ and $\lambda(p) > 0 = \lambda(2)$ for $p > 2$.

Proof. Combining the inequality (4.11) in Theorem 4.8 with item (ii) in Proposition 5.4 as well as (5.20) we obtain
\[
|\varphi_1(k, t) - \varphi_2(k, t)| \leq B \exp((\mathcal{L} - I - \hat{D})t)(|k|^p).
\]
Using now item (iii) in Proposition 5.4 as well as Lemma 5.6 we obtain $e^{(\mathcal{L} - I - \hat{D})t} |k|^p \leq u_p(k, t)$ whence the theorem follows.

The monotonicity of the function $\lambda(p)$ is obtained differentiating (5.17), namely
\[
\frac{d\lambda}{dp} = -\frac{1}{2} \int_{S^{d-1}} dn \ g(\omega \cdot n) \left[ \Omega_+^p \log(\Omega_+) + \Omega_-^p \log(\Omega_-) \right] > 0,
\]
where $\Omega_{\pm} = \frac{1 \pm (\omega \cdot n)}{2} \in [0, 1]$ and then $\log(\Omega_{\pm}) \leq 0$. Since $\lambda(0) = -1$ and $\lambda(2) = 0$ the theorem follows. \( \Box \)
We now briefly discuss the meaning of Theorem 5.8. The inequality (5.21) implies
\[
\lim_{t \to \infty} |\varphi_1(k, t) - \varphi_2(k, t)| = 0, \quad k \in \mathbb{R}^d
\]
provided that \( p > 2 \) and \( ||A|| < \frac{1}{p}\lambda(p) \).

In particular, if \( f_1, f_2 \in C([0, T]; \mathcal{P}_+(\mathbb{R}^d)) \) are two solutions of (1.1) with initial data \( f_{1,0}, f_{2,0} \), having identical moments at time zero, i.e. \( m_1^1(0) = m_2^2(0) \) with \( |\alpha| \leq N, N \geq 3 \), then, estimating the right-hand side of (5.5) in Lemma 5.1 by \( C|k|^N \) and using Theorem 5.8, we obtain that \( f_1(\cdot, t), f_2(\cdot, t) \) will be close as \( t \to \infty \) in the weak topology of probability measures. This is due to the classical result (see for instance [16]) that relates the pointwise convergence of characteristic functions with the weak convergence of probability measures. Notice that in the simplest case \( A = 0 \) the stationary solutions of (1.1) are given by Maxwellian distributions \( f_{st}(\cdot) \). Then, if \( f_2(\cdot, t) = f(\cdot, t) \) is any other solution of (1.1) having the same moments up to order \( |\alpha| \leq 3 \) as \( f_{st}(\cdot) \) at time zero, it then follows, taking \( f_1(\cdot, t) = f_{st}(\cdot) \), that
\[
\lim_{t \to \infty} \varphi(k, t) = \varphi_{st}(v), \quad k \in \mathbb{R}^d,
\]
where \( \varphi_{st}(\cdot) \) is the characteristic function associated to \( f_{st}(\cdot) \). Hence \( f(\cdot, t) \) converges to \( f_{st}(\cdot) \) as \( t \to \infty \) in the weak topology of measures.

We can apply a similar strategy in the case \( A \neq 0 \) although in this case we need to take into account that in general there are no steady states of (1.1). On the contrary, we will show that the long-time asymptotics of the solutions to (1.1) is given by a family of self-similar solutions. On the other hand, some additional analysis is needed to study the long-time behaviour of the second order moments. This is due to the fact that we can expect the long-time behaviour of the solutions to (1.1) to be characterized only by moments of order zero and one, as well as the kinetic energy \( \int_{\mathbb{R}^d} f(v, t)|v|^2dv \).

6. Generalities About Self-similar and Stationary Solutions

In this section we discuss in a formal way the expected long-time asymptotics for the solutions to the integral Eq. (4.2) (cf. also (2.6)). It is illuminating to begin describing first the situation for \( A = 0 \) since in this case (2.6) is just the classical Boltzmann equation in the Fourier representation.

It is readily seen, using (2.3), that (2.6) with \( A = 0 \) has the following family of steady states
\[
\Psi_{st}(k) = e^{-iU \cdot k} e^{-b|k|^2}, \quad k \in \mathbb{R}^d, \quad U \in \mathbb{R}^d, \quad 0 \leq b < \infty.
\]
(6.1)
Note that we always use the normalization \( \Psi(0) = 1 \). Actually, there is a natural proof, using the machinery developed in the previous sections, that these are the only steady states to (2.6) in a suitable class of characteristic functions. More precisely we have the following

Proposition 6.1. Let \( \Psi \in \Phi \) such that
\[
|\Psi(k) - \sum_{|\alpha| \leq 2} c_\alpha(k)^\alpha| \leq C|k|^p \quad \forall \, k \in \mathbb{R}^d, \quad p > 2,
\]
(6.2)
for some \( c_\alpha \in \mathbb{C} \) and \( C > 0 \). Suppose also that \( \Psi \) is a steady state to (2.6) with \( A = 0 \), i.e. \( \Psi(\cdot) = \Gamma[\Psi](\cdot) \). Then there exists a vector \( U \in \mathbb{R}^d \) and a real constant \( b \geq 0 \) such that \( \Psi \) is as in (6.1).
Proof. We first observe that results equivalent to this one could be proved using for instance the $H$-Theorem. However, we will include here a proof based on the Fourier Transform method for completeness.

Given that $\Psi_1 \in \Phi_1$ we have that $\Psi_1(0) = 1$. Using Taylor series as well as (6.2) there exists a (unique) vector $U \in \mathbb{R}^d$ such that the function $e^{iU \cdot k} \Psi_1(k)$ satisfies

$$|e^{iU \cdot k} \Psi_1(k) - (1 + \sum_{|\alpha| = 2} c_\alpha (k) \alpha)| \leq C|k|^p \quad \forall \, k \in \mathbb{R}^d, \quad p > 2$$

with $c_\alpha \in \mathbb{C}$. Moreover, using (2.3) if follows that if $A = 0$, $\Psi_1(k)$ is a steady state of (2.6) if and only if $e^{iU \cdot k} \Psi_1(k)$ is a steady state of (2.6). Therefore, we can assume without loss of generality that $c_\alpha = 0$ for $|\alpha| = 1$ in (6.2). We can then rewrite (6.2) as

$$\Psi_1(k) = 1 + \sum_{j, \ell} b_{j, \ell} k j k \ell + O(|k|^p)$$

where $B = (b_{j, k})_{j, k}$ is a symmetric matrix with real coefficients. Plugging now this expansion in the equation for the steady states to (2.6) we obtain

$$B : (k \otimes k) = \int_{S^{d-1}} dn \, g(\hat{k} \cdot n) \left[ B : (k_+ \otimes k_+) + B : (k_- \otimes k_-) \right]$$

$$= \frac{1}{2} B : (k \otimes k) + \frac{|k|^2}{2} \int_{S^{d-1}} dn \, g(\hat{k} \cdot n) B : (n \otimes n)$$

where we used the standard tensor notation $B : (v \otimes v) = b_{j, k} v j v k$ for any $v \in \mathbb{R}^d$. Hence

$$B : (k \otimes k) = |k|^2 \int_{S^{d-1}} dn \, g(\hat{k} \cdot n) B : (n \otimes n) = \frac{|k|^2}{d} \text{Tr}(B), \quad k \in \mathbb{R}^d$$

where we used that $\int_{S^{d-1}} dn \, g(\hat{k} \cdot n)(n \otimes n) = \frac{1}{d} I$. This implies that $B$ is a diagonal matrix, i.e. $B = -b I, b \in \mathbb{R}$. Thus

$$|\Psi(k) - (1 - b|k|^2)| \leq C|k|^p, \quad b \geq 0, \quad p > 2, \quad k \in \mathbb{R}^d. \quad (6.3)$$

Using then Theorem 5.8 with $\varphi_1 = \Psi$ and $\varphi_2 = \Psi_{st}$ as in the right hand side of (6.1) (with $U = 0$ and the same value of $C$) we obtain that

$$|\Psi(k) - \Psi_{st}(k)| \leq C|k|^p \exp \left(-\lambda(p)t\right), \quad \lambda(p) > 0.$$ 

Notice that (5.20) holds due to (6.3) and the Taylor series at $k = 0$ for $\Psi_{st}$ in (6.1). Taking the limit as $t \to \infty$ we obtain that $\Psi(k) \equiv \Psi_{st}(k)$ for any $k \in \mathbb{R}^d$ and the result follows. □

Remark 6.2. Notice that the stability of solutions for the time-dependent problem (2.6) with $A = 0$ can be proved using similar arguments. However, since the case $A = 0$ is a particular case of the results discussed in this paper we will not continue a separate analysis here.
It turns out that in the case $A \neq 0$ the solutions to (2.6) (or (4.2)) do not behave in general as a steady state as $t \to \infty$. Actually, the stationary version of (2.6)

$$\varphi + (Ak) \cdot \partial_k \varphi = \mathcal{F}^+(\varphi, \varphi).$$

(6.4)
does not have any non-trivial solution for arbitrary matrices $A$. In particular, the proof of the fact that (6.4) does not have any non-trivial solution follows from the analysis of the equations for the second order derivatives of $\varphi$ (which corresponds to the second order moments of the associated probability measure $f$). Note that we are interested mainly in solutions with uniformly bounded second derivatives in $k$, which correspond to distribution functions having bounded second moment (energy).

We first recall a standard result that guarantees that the regularity of $\varphi_0(\cdot)$ at $k = 0$ is propagated in time.

**Proposition 6.3.** Let $N \in \mathbb{N}$ such that $N \geq 1$. Suppose that $\varphi_0 \in \Phi$ and it satisfies

$$|\varphi_0(k) - \left(1 + \sum_{|\alpha| \leq N} c_\alpha k^\alpha\right)| \leq C_0 |k|^p, \quad N < p \leq N + 1,$$

for some positive $C_0 \in \mathbb{R}$. Suppose that $\varphi \in C([0, \infty); \Phi)$ solves (4.2). Then we have

$$|\varphi(k, t) - \left(1 + \sum_{|\alpha| \leq N} b_\alpha(t)k^\alpha\right)| \leq C_0(t)|k|^p, \quad N < p \leq N + 1,$$

(6.5)

where $b_\alpha \in C[0, \infty)$ such that $b_\alpha(0) = c_\alpha$ for $|\alpha| \leq N$, and $C_0(\cdot) \in C[0, \infty)$.

The proof of this result is a straightforward adaptation of an analogous standard result for the classical Boltzmann equation (i.e. $A = 0$). The main idea is to use the fact that the moments $c_\alpha$ with $|\alpha| = \ell$ satisfy a linear ODE which has as right hand side the moments $c_\alpha$ with $|\alpha| \leq \ell - 1$. Thus all the moments can be estimated for arbitrary long times using a Gronwall argument. The same Gronwall type of estimate can be applied to control the remainder $|k|^p$. Since the argument is classical we will not include more details in this paper.

We will justify now that the most general behaviour as $t \to \infty$ for the solutions of (2.6) is given by

$$\varphi(k, t) = \exp\left(-i\left(e^{-tA^T} U\right) \cdot k\right) \Psi(k e^{\beta t}), \quad \beta \in \mathbb{R}, \ U \in \mathbb{R}^d.$$

(6.6)

Moreover, we will prove that there exists solutions to (2.6) having exactly the form on the right hand side of (6.6).

Suppose that $\varphi(\cdot, t)$ is a solution to (2.6) that satisfies for any time (6.2). Then, it is easy to see that we can rewrite the function $\varphi$ as

$$\varphi(k, t) = e^{-i w(t) \cdot k} \psi(k, t), \quad w(t) \in \mathbb{R}^d$$

where

$$\psi(k, t) = 1 + O(|k|^2) \quad \text{as} \quad |k| \to 0, \quad \forall \ t \geq 0.$$ 

Then

$$\varphi(k, t) = (1 - i w(t) \cdot k) + O(|k|^2) \quad \text{as} \quad |k| \to 0.$$
Plugging this expansion into (2.6) and using that $\Gamma[\varphi] = \varphi = O(|k|^2)$ as $|k| \to 0$, we formally obtain
\[
(\partial_t w) \cdot k + (Ak) \cdot w = O(|k|^2) \quad \text{as} \quad |k| \to 0.
\]
Since $k$ is arbitrary we then have
\[
\partial_t w + A^T w = 0
\]
whence
\[
w(t) = e^{-tA^T} U, \quad \text{with} \quad w(0) = U \in \mathbb{R}^d.
\]
This implies that $\varphi(k, t) = \exp\left(-i(e^{-tA^T} U) \cdot k\right) \psi(k, t)$. Notice that the phase factor appearing on the right hand side of this equation corresponds to a displacement of the velocity. It is worth to remark that in the case of the classical Boltzmann equation ($A = 0$) this phase is time-independent. This phase factor will be equal to one if the initial momentum of the distribution $U$ is zero.

In the original Boltzmann Eq. (1.1) we can impose that the initial average velocity of the distribution of particles is zero using a suitable Galilean transformation as indicated in [20]. With the approach based on characteristic functions used in this paper, the natural approach to remove this phase term (which acts trivially on the collision operator) is to perform the change of variables $\psi(k, t) = \exp\left(i(e^{-tA^T} U) \cdot k\right) \varphi(k, t)$ and then $\psi(k, t)$ solves
\[
\partial_t \psi + (Ak) \cdot \partial_k \psi = \Gamma[\psi] - \psi
\]
with $\psi(k, t) = 1 + O(|k|^2)$ as $|k| \to 0$ for any $t \geq 0$.

Therefore, we can consider solutions to (2.6) for which the initial datum satisfies
\[
\varphi(k, 0) = 1 + \sum_{|\alpha|=2} c_\alpha k^\alpha + O(|k|^p) \quad k \in \mathbb{R}^d, \quad p > 2. \quad (6.7)
\]
In this case we can expect to have solutions to (2.6) with the form (6.6) with $U = 0$. More precisely, self-similar solutions having the form
\[
\varphi(k, t) = \Psi(ke^{\beta t}), \quad \beta \in \mathbb{R}. \quad (6.8)
\]
We explain now that we cannot expect to have $\beta = 0$, i.e. stationary solutions for arbitrary matrices $A$.

The argument above suggests that the solutions with initial data (6.7) will satisfy
\[
\varphi(k, t) = 1 + \sum_{|\alpha|=2} c_\alpha(t) k^\alpha + O(|k|^p) \quad t \geq 0, \quad k \in \mathbb{R}^d, \quad p > 2. \quad (6.9)
\]
Since $|\alpha| = 2$ it is more convenient to rewrite (6.9) as
\[
\varphi(k, t) = 1 - \frac{1}{2} \sum_{j, \ell=1}^d b_{j, \ell}(t) k_j k_\ell + O(|k|^p) \quad t \geq 0, \quad k \in \mathbb{R}^d, \quad p > 2. \quad (6.10)
\]
where $b_{j, \ell} = b_{\ell, j}$. Then, plugging (6.10) in (2.6) (see Appendix A for details) we obtain
\[
\partial_t B + \left(BA + (BA)^T\right) + \frac{qd}{2(d-1)} \left(B - \frac{\text{Tr}(B)}{d} I\right) = 0 \quad (6.11)
\]
where $B = (b_{j,\ell})_{j,\ell=1}^d$ and
\[
q = \int_{S^{d-1}} dn \, g(\hat{k}\cdot n) \left(1 - (\hat{k}\cdot n)^2\right). \tag{6.12}
\]

We stress that (6.11) is a linear equation for the second order tensor $B$. Notice that for an arbitrary matrix $A$ we cannot expect to have convergence of the tensor $B$ towards a constant tensor $\bar{B}$ as $t \to \infty$, as it would happen if $\varphi(k, t)$ approaches a steady state as $t \to \infty$. Actually, the theory of linear ODEs implies that $B$ behaves asymptotically as an exponential function $\text{Re}(t^a e^{bt})$ with $b \in \mathbb{C}$ and $a \in \mathbb{N}^*$ as $t \to \infty$. We prove later that for $\|A\|$ sufficiently small there exists $\beta \in \mathbb{R}$ such that $b_{j,\ell}(t) \sim N_{j,\ell} e^{2\beta t}$ as $t \to \infty$ (see [18,26] for related arguments). Moreover, $\beta$ is small if $\|A\|$ is small. Therefore, we will obtain the asymptotic behaviour
\[
\varphi(k, t) = 1 - \left\{ \frac{1}{2} \sum_{j,\ell=1}^d N_{j,\ell} (e^{\beta t k_j}) (e^{\beta t k_\ell}) + O(|k|^p) \right\} k \in \mathbb{R}^d, \quad p > 2, \tag{6.13}
\]
as $|k| \to 0$. This suggests that the long-time asymptotics of $\varphi(\cdot, t)$ will be given by solutions with the form (6.8). These solutions will play the role of attractors for a large class of solutions of the problem (2.5)–(2.6) as we will see in Sect. 8.

Since it is simpler to work with stationary solutions we will make the following substitution in (2.6):
\[
\varphi(k, t) = \tilde{\varphi}(\tilde{k}, t), \quad \tilde{k} = ke^{\beta t}. \tag{6.14}
\]

Then, dropping the tildes for convenience, (2.6) becomes
\[
\partial_t \varphi + (A_{\beta k}) \cdot \partial_k \varphi + \varphi = \Gamma(\varphi), \quad A_{\beta} = A + \beta I. \tag{6.15}
\]
The previous considerations suggest that for any small matrix $A$ there exists $\beta \in \mathbb{R}$ such that there exists a stationary solution $\Psi(k)$ to (6.15). Moreover, this solution should be an attractor for all the initial data satisfying (6.7). For initial data $\varphi_0(k)$ with $\partial_\kappa \varphi_0(0) \neq 0$ a phase term analogous to the one appearing in (6.6) should be included. We will prove all these results in the rest of the paper.

Given that (6.15) has the same form of the original Eq. (2.6), just replacing the matrix $A$ by $A_{\beta}$, we can write the mild formulation of (6.15) as we did in the derivation of (4.2). Hence we have the following integral formulation:
\[
\varphi(k, t) = E_{\beta}(t) \varphi_0(k) + \int_0^t d\tau E_{\beta}(\tau) \Gamma(\varphi(k, t - \tau)), \tag{6.16}
\]
where
\[
E_{\beta}(t) = \exp\left[-t(1 + A_{\beta} k \cdot \partial_k)\right]. \tag{6.17}
\]

Whence,
\[
E_{\beta}(t) \varphi_0(k) = e^{-t} \varphi_0(e^{-t A_{\beta}} k). \tag{6.18}
\]

In particular, if $\Psi(k)$ is a steady state to (6.16) we would have
\[
\Psi(k) = E_{\beta}(t) \Psi(k) + \int_0^t d\tau E_{\beta}(\tau) \Gamma(\Psi(k)). \tag{6.19}
\]
Since $|\Psi(k)| \leq 1$ for all $k \in \mathbb{R}^d$, using (6.18) we obtain that $E_\beta(t)\Psi(k)$ is exponentially small as $t \to \infty$, and thus taking the limit of (6.19) as $t \to \infty$ we get
\[
\Psi(k) = \int_0^\infty d\tau E_\beta(\tau) \Gamma[\Psi(k)]. \tag{6.20}
\]
Reciprocally, every solution to (6.20) is a steady state to (6.16). Indeed
\[
E_\beta(t)\Psi(k) = \int_0^\infty d\tau E_\beta(t + \tau) \Gamma[\Psi(k)] = \int_t^\infty d\tau E_\beta(\tau) \Gamma[\Psi(k)]
\]
then, writing
\[
\Psi(k) = \int_0^\infty d\tau E_\beta(\tau) \Gamma[\Psi(k)] + \int_0^t d\tau E_\beta(\tau) \Gamma[\Psi(k)]
\]
it follows that $\Psi$ solves (6.19).

7. Existence and Uniqueness of Stationary Solutions to (6.15)

We first introduce an eigenvalue problem that will play a crucial role in what follows:
\[
2\beta B + (BA + (BA)^T) + \frac{qd}{2(d - 1)} \left( B - \frac{\text{Tr}(B)}{d} I \right) = 0 \tag{7.1}
\]
with $q$ given as in (6.12) and $B = (b_{j,\ell}) \in \text{Symm}_{d \times d}(\mathbb{C})$ which is the space of $d \times d$ symmetric matrices with complex coefficients. The rationale to study this eigenvalue problem is the analysis of the equations for the second order moments in (6.11). More precisely, we obtain (7.1) looking for solutions of (6.11) with the form $e^{2\beta t}B$ where $B$ is a fixed symmetric matrix independent on time.

We also introduce the sets of functions
\[
\mathcal{F}_p(B) := \left\{ \Psi \in \Phi \text{ s.t. } \sup_{k \in \mathbb{R}^d} \left| \frac{\Psi(k) - \left( 1 - \frac{1}{2} \sum_{j,\ell=1}^d b_{j,\ell} k_j k_{\ell} \right)}{|k|^p} \right| < \infty \right\} \tag{7.2}
\]
where $B \in \text{Symm}_{d \times d}(\mathbb{C})$ and $p > 2$. Notice that it is not guaranteed a priori if these sets are nonempty because the matrix $B$ can be incompatible with $\Psi$ being a characteristic function. Assuming that $\mathcal{F}_p(B) \neq \emptyset$ we can endow it with a structure of metric space using the distance
\[
d(\Psi_1, \Psi_2) = \sup_{k \in \mathbb{R}^d} \left| \frac{\Psi_1(k) - \Psi_2(k)}{|k|^p} \right|. \tag{7.3}
\]
We further notice that for any $q > p > 2$ we have $\mathcal{F}_q(B) \subset \mathcal{F}_p(B)$ since $|\Psi(k)| \leq \Psi(0) = 1$ due to the fact that $\Psi \in \Phi$.

We now prove the following result.

**Theorem 7.1.** Let be $p > 2$. There exists $\varepsilon_0 > 0$ depending on the collision kernel $g$ in (1.2) and $p$, such that if $\|A\| \leq \varepsilon_0$ the following results hold.
(i) The eigenvalue $\beta$ solution of (7.1) with the largest real part is real and simple. The corresponding eigenvector which will be denoted as $N = (N_{j,t})_{j,t=1}^d$ has real coefficients, i.e. $N \in \text{Symm}_{d \times d}(\mathbb{R})$, $N$ is a positive definite matrix and it can be normalized as $\frac{1}{d} \text{Tr} (N^T N) = 1$.

(ii) Let be $\beta \in \mathbb{R}$ and $N \in \text{Symm}_{d \times d}(\mathbb{R})$ as in item (i). Then, the set $\mathcal{F}_p(B)$ with $B = N$ and $2 < p \leq 4$ in (7.2) is nonempty. Moreover, there exists a unique $\Psi(\cdot) \in \mathcal{F}_p(N)$ that solves (6.20), namely

$$
\Psi(k) = \int_0^\infty d\tau E_\beta(\tau) \Gamma[\Psi(k)]
$$

with $E_\beta$ as in (6.17).

Remark 7.2. We observe that if $\Psi(\cdot) \in \mathcal{F}_p(N)$ is a solution to (7.4), then $\Psi(\lambda \cdot) \in \mathcal{F}_p(\lambda^2 N)$ and it solves also (7.4).

In order to prove this Theorem we would need some preliminary results.

**Lemma 7.3.** The following results hold.

(i) There exists $\varepsilon_0 > 0$ depending on the dimension $d$ such that if $\|A\| \leq \varepsilon_0$ the eigenvalue problem (7.1) has a unique eigenvalue $\beta_0 \in \mathbb{R}$ which is simple and has the property that $\text{Re}(\beta) < \beta_0$ where $\beta$ is any other eigenvalue of (7.1). Furthermore we will denote as $N$ the corresponding eigenvector to the eigenvalue $\beta_0$ as $N$. The matrix $N$ has real coefficients and it will be normalised in such a way that $\frac{1}{d} \text{Tr} (N^T N) = 1$.

(ii) Under the same assumptions of item (i), there exists a constant $C_0 \in \mathbb{R}$ depending on $d$ such that $|\beta_0| \leq C_0\|A\|$ and $\|N - I\| \leq C_0\|A\|$.

**Proof.** The proof follows the same strategy of the proof of Lemma 4.16 in [18].

If $A = 0$ the eigenvalue problem (7.1) reduces to

$$
2\beta B + \frac{qd}{2(d - 1)} \left( B - \frac{\text{Tr}(B)}{d} I \right) = 0, \quad B \in \text{Symm}_{d \times d}(\mathbb{C}).
$$

There are two eigenvalues for this problem, namely $\beta = 0$ and $\beta = \frac{\text{Tr}(B)}{d} I$. The eigenvalue $\beta = 0$ is simple with corresponding eigenspace $\{cI : c \in \mathbb{C}\}$. Then the lemma follows using standard continuity and differentiability results for the spectrum of finite dimensional eigenvalue problems (see for instance [22]). $\square$

The following technical result will be required later.

**Lemma 7.4.** Let $\beta \in \mathbb{R}$ and $A \in M_{d \times d}(\mathbb{R})$ satisfy the inequality $\|A\| \leq \frac{1}{2} + \beta$. Then, the following equation

$$
(1 + 2\beta)M + MA + (MA)^T = 0
$$

for the matrix $M \in M_{d \times d}(\mathbb{R})$ has only the trivial solution $M = 0$.

**Proof.** The first inequality implies that $\beta > -\frac{1}{2}$. Then, from (7.5), we obtain

$$
(1 + 2\beta)\|M\| \leq \|MA + (MA)^T\| \leq 2\|M\| \|A\|.
$$

If $\|M\| > 0$ we obtain the inequality $\frac{1}{2} + \beta \leq \|A\|$ that contradicts the assumption of the lemma. Hence, this completes the proof. $\square$
The following lemma provides an approximate solution $\Psi_0(k)$ of the Eq. (7.4). It will be used to show that the set $\mathcal{F}_\rho(B)$ defined in (7.2) is non empty for $\rho \leq 4$.

**Lemma 7.5.** Suppose that $\|A\|$ is small enough to guarantee that item (i) of Lemma 7.3 holds. There exists $\varepsilon_1 > 0$ depending on the dimension $d$ and on $q$ (cf. (6.12)) such that if $\|A\| \leq \varepsilon_1$ then the function

$$
\Psi_0(k) = \exp \left[ -\frac{1}{2} N : k \otimes k \right]
$$

where $N : k \otimes k = N_{j,k,j,k}$ is contained in $\Phi$. Moreover, there exists a constant $C_1 \in \mathbb{R}$ depending only on $d$ such that

$$
\left| \Psi_0(k) - \int_0^\infty d\tau E_\beta(\tau) \Gamma[\Psi_0(k)] \right| \leq C_1 \min\{1, |k|^4\}, \quad k \in \mathbb{R}^d
$$

where $E_\beta(t)$ is as in (6.17).

**Proof.** We first observe that, item (ii) in Lemma 7.3 implies that, if $\varepsilon_1$ is sufficiently small, the matrix $N$ yields a positive definite quadratic form. Then, $\Psi_0(k)$ is a Gaussian function and its inverse Fourier Transform is a Gaussian as well. Moreover, it gives a probability density since $\Psi_0(0) = 1$. Then, $\Psi_0 \in \Phi$.

Arguing as in the derivation of (11.5) in Appendix A just replacing $\varphi(k)$ by $\Psi_0(k)$ and the matrix $B$ by $N$ we obtain

$$
\Gamma[\Psi_0](k) = \Psi_0(k) + \frac{qd}{4(d-1)} N : (k \otimes k - \frac{1}{d}|k|^2 I) + O(|k|^4)
$$

where the constant estimating $O(|k|^4)$ depends only on $d$ (because $\|A\|$ and $\beta$ are assumed to be small).

We now claim that for any function $F \in C^\infty(\mathbb{R}^d)$ the function $G$ defined by means of

$$
G(k) = \int_0^\infty d\tau E_\beta(\tau) F(k)
$$

is a function in $C^\infty(\mathbb{R}^d)$ and it satisfies

$$
(A_{\beta}k) \cdot \nabla G(k) + G(k) = F(k).
$$

We notice that using (7.9) as well as (6.18) we obtain

$$
G(e^{-A_{\beta}h}k) = \int_0^\infty d\tau e^{-\tau} F(e^{-A_{\beta}(\tau+h)}k), \quad \forall \, k \in \mathbb{R}^d, \, h \in \mathbb{R} \setminus \{0\}.
$$

Then, using the change of variables $\tau + h \to \tau$ we get

$$
G(e^{-A_{\beta}h}k) = e^h \int_0^\infty d\tau e^{-\tau} F(e^{-A_{\beta}\tau}k) - e^h \int_0^h d\tau e^{-\tau} F(e^{-A_{\beta}\tau}k)
$$

$$
= e^h G(k) - e^h \int_0^h d\tau e^{-\tau} F(e^{-A_{\beta}\tau}k).
$$

Then, performing a Taylor expansion for small $h$, and using in particular that $e^{-A_{\beta}h} = I - A_{\beta}h + O(h^2)$ we obtain

$$
G(k) - h(A_{\beta}k) \cdot \nabla G(k) = G(k) + hG(k) - hF(k) + O(h^2).
$$
Cancelling the term $G(k)$ in both sides, dividing by $h$ and taking the limit as $h \to 0$ we obtain (7.10).

Using (7.8) we obtain
\[
J(k) := \Psi_0(k) - \int_0^{\infty} d\tau E_\beta(\tau) \Gamma[\Psi_0(k)] \\
= \Psi_0(k) - \int_0^{\infty} d\tau E_\beta(\tau) \Psi_0(k) + G_1(k) + O(|k|^4)
\]
where
\[
G_1(k) = \int_0^{\infty} d\tau E_\beta(\tau) F_1(k)
\]
with $F_1(k)$ given by the quadratic form, hence the $C^\infty$ function,
\[
F_1(k) = -\frac{q d}{4(d-1)} N : (k \otimes k - \frac{1}{d} |k|^2 I).
\]
Using the Taylor expansion at $k = 0$ of the function $\Psi_0(k)$ given as in (7.6) we obtain
\[
J(k) = 1 - \frac{1}{2} N : (k \otimes k) - 1 + \int_0^{\infty} d\tau E_\beta(\tau) F_2(k) + G_1(k) + O(|k|^4)
\]
where
\[
F_2(k) = \frac{1}{2} N : (k \otimes k).
\]
Hence
\[
J(k) = -\frac{1}{2} N : (k \otimes k) + G(k) + O(|k|^4)
\]
where $G(k)$ is as in (7.9) with $F(k) = F_1(k) + F_2(k)$. Moreover, since $F$ is a quadratic form it follows that also $G$ is a quadratic form as it may be seen using (7.9) and (6.18).

With a slight abuse of notation we will write $G(k) = G : (k \otimes k)$ with $G \in M_{d \times d}(\mathbb{R})$. Then, using the form of $F(k)$ above as well as the definition of $A_\beta$ given in (6.15), Eq. (7.10) becomes
\[
(1 + 2\beta) G + (GA + (GA)^T) = -\frac{q d}{4(d-1)} \left( N - \frac{\text{Tr}(N)}{d} I \right) + \frac{1}{2} N.
\]
We observe that (7.12) is a linear, non homogeneous equation for $G$ and therefore, its solution can be written as a sum of particular solution plus the solution of the homogeneous equation. A particular solution of (7.12) is $G_p = \frac{1}{2} N$ as it might be seen using that $N$ solves (7.1). Then the solution to (7.12) is given by $G = \frac{1}{2} N + M$ where $M$ is a solution of the homogeneous problem
\[
(1 + 2\beta) M + (MA + (MA)^T) = 0.
\]
Lemma 7.4 shows that $M = 0$ if $\varepsilon_1$ is sufficiently small. Hence $G(k) = \frac{1}{2} N : k \otimes k$. Therefore, (7.11) implies $J(k) = O(|k|^4)$ for any $k \in \mathbb{R}^d$. Using then that $\|\Psi(k)\|_\infty \leq 1$ and $\|\Gamma(\Psi)\|_\infty \leq 1$ we obtain (7.7) and the Lemma 7.5 follows
We can now prove Theorem 7.1.

Proof of Theorem 7.1. We first notice that item (i) follows from Lemma 7.3.

Concerning item (ii) we observe that the fact that $\mathcal{F}_p(N)$ with $2 < p \leq 4$ is nonempty as a consequence of Lemma 7.5 since $\Psi_0(k)$ in (7.6) belongs to $\mathcal{F}_p(N)$. Moreover, $\mathcal{F}_p(N)$ endowed with the metric (7.3) is a complete metric space. This follows from the fact that the convergence in the topology induced by the metric $d$ in (7.3) implies uniform convergence in compact sets of $\mathbb{R}^d$. The space $\Phi$ of characteristic functions is closed under the uniform convergence in compact sets (cf. [16]). It only remains to show that there exists a function $\Psi \in \mathcal{F}_p(N)$ satisfying (7.4). To this end we use a fixed point argument. We define an operator $\mathcal{S} : \mathcal{F}_p(N) \rightarrow \mathcal{F}_p(N)$ such that

$$\mathcal{S} \Psi(k) = \int_0^\infty d\tau E_\beta(\tau) \Gamma[\Psi(k)].$$

(7.13)

In order to prove Theorem 7.1 we now prove the following estimate for the operator $\mathcal{S}$. Let be $\Psi_1, \Psi_2 \in \mathcal{F}_p(N)$. We have

$$|\mathcal{S} \Psi_1 - \mathcal{S} \Psi_2|(k) \leq \theta d(\Psi_1, \Psi_2)|k|^p$$

(7.14)

where $d$ is the distance defined as in (7.3) and $0 < \theta < 1$ if $\varepsilon_0$ is sufficiently small.

To show (7.14) we observe that using (7.13) as well as the $\mathcal{L}$-Lipschitzianity property (cf. Lemma 3.1) we obtain

$$|\mathcal{S} \Psi_1 - \mathcal{S} \Psi_2|(k) \leq \int_0^\infty d\tau E_\beta(\tau) \mathcal{L}(|\Psi_1 - \Psi_2|)(k)$$

$$\leq d(\Psi_1, \Psi_2) \int_0^\infty d\tau e^{-\tau} e^{-\tau(\Lambda k)} \mathcal{L}(|k|^p)$$

$$= (1 - \lambda(p))d(\Psi_1, \Psi_2) \int_0^\infty d\tau e^{-\tau} |e^{-\tau(\Lambda k)}\partial_k k|^p$$

$$= \theta d(\Psi_1, \Psi_2)|k|^p$$

where in the first equality we used (5.19) and we set $\theta := \frac{(1-\lambda(p))}{1-p|A|}$. Note that $\theta < 1$ if $\|A\| < \frac{1}{p}$. We remark that we are using also that $\lambda(p) > 0$ if $p > 2$ (cf. Theorem 5.8). Hence the claim (7.14) follows.

We need to check that $\mathcal{S}$ maps $\mathcal{F}_p(N)$ into itself. The fact that $(\mathcal{S} \Psi) \in \Phi$ for any $\Psi \in \mathcal{F}_p(N)$ follows from Lemma 3.2. We now prove that $\mathcal{S} \Psi \in \mathcal{F}_p(N)$.

Due to (7.2) and (7.6) to prove that a function $\Psi \in \Phi$ belongs to $\mathcal{F}_p(N)$ with $p \in (2, 4]$ it is equivalent to show that

$$\sup_{k \in \mathbb{R}^d} \frac{|\Psi(k) - \Psi_0(k)|}{|k|^p} < \infty.$$  

Therefore, in order to show that given $\Psi \in \mathcal{F}_p(N)$ with $p \in (2, 4]$ we have $\mathcal{S} \Psi \in \mathcal{F}_p(N)$ with $p \in (2, 4]$ we can use the following chain of inequalities

$$\sup_{k \in \mathbb{R}^d} \frac{|\mathcal{S} \Psi(k) - \Psi_0(k)|}{|k|^p} \leq \sup_{k \in \mathbb{R}^d} \frac{|\mathcal{S} \Psi(k) - \mathcal{S} \Psi_0(k)|}{|k|^p} + C \leq \theta d(\Psi, \Psi_0) + C.$$

Self-similar Asymptotics 435
for some finite constant $C$. Note that we used in the first inequality (7.7) and in the second the claim (7.14) and (7.13). Thus $\mathcal{F}(\mathcal{F}_p(N)) \subset \mathcal{F}_p(N)$ for any $2 < p \leq 4$.

It only remains to prove that the operator $\mathcal{S}$ is contractive in $\mathcal{F}_p(N)$. Using (7.14) we obtain

$$d(\mathcal{S}\Psi_1, \mathcal{S}\Psi_2) \leq \theta d(\Psi_1, \Psi_2).$$

Therefore, Banach fixed point theorem ensures the existence of a unique fixed point in $\mathcal{F}_p(N)$ for the operator $\mathcal{S}$. □

8. Stability of the Steady States of (6.16)

In this section we prove the following result for time-dependent solutions of the problem (6.15) (cf. (6.16)) having finite energy.

**Theorem 8.1.** Let $p > 2$ and $\|A\| \leq \varepsilon_0$ with $\varepsilon_0$ as in Theorem 7.1. Let $\beta \in \mathbb{R}$ be as in Theorem 7.1 and let $\Psi(\cdot)$ the solution of (6.20) described in item (ii) of Theorem 7.1. Suppose that $\phi_0 \in \Phi$ satisfies

$$|\phi_0(k) - \left(1 + \sum_{\alpha \geq 2} c_\alpha k^\alpha \right)| \leq C_0 |k|^p, \quad k \in \mathbb{R}^d$$  \hspace{1cm} (8.1)

for some $C_0 > 0$. Let $\phi(\cdot, t)$ be the solution to (6.16). Then, there exists $\lambda \geq 0$, $C > 0$ depending on $\phi_0$ and $\theta > 0$ depending on $q$ as in (6.12), $p$ and $d$ such that

$$|\phi(k, t) - \Psi(\lambda k)| \leq Ce^{-\theta t} (|k|^2 + |k|^p), \quad k \in \mathbb{R}^d.$$  \hspace{1cm} (8.2)

**Remark 8.2.** Notice that the argument at the end of Sect. 6 shows that $\Psi(\cdot)$ is a stationary solution to (6.15), or equivalently to (6.16).

In order to prove Theorem 8.1 we will need some auxiliary results. The following lemma provides the long-time asymptotics of the Hessian matrix of $\phi(\cdot, t)$ at $k = 0$.

**Lemma 8.3.** Let $\beta \in \mathbb{R}$ be as in the statement of Theorem 7.1. Suppose that $\phi \in C([0, \infty); \Phi)$ is a solution to (6.16) with initial datum $\phi_0 \in \Phi$ satisfying (8.1). Let $B(t) \in \text{Symm}_{d \times d}(\mathbb{R})$ such that

$$|\phi(k, t) - \left(1 - \frac{1}{2} B(t) k \otimes k \right)| \leq C_0(t) |k|^p, \quad k \in \mathbb{R}^d, \quad p > 2$$  \hspace{1cm} (cf. Proposition 6.3). Then, $B(t)$ solves the linear equation

$$\partial_t B + (BA_\beta + (BA_\beta)^T) + \frac{qd}{2(d - 1)} \left(B - \frac{\text{Tr}(B)}{d} I \right) = 0$$  \hspace{1cm} (8.3)

where $q$ is given by (6.12). Thus, there exists a real constant $\lambda \geq 0$ such that the asymptotic behaviour of $B(t)$ is given by

$$B(t) \to \lambda^2 N \quad \text{as} \ t \to \infty$$  \hspace{1cm} (8.4)

where $N$ is as in item (i) of Theorem 7.1. Moreover, the convergence is exponential, i.e.

$$\|B(t) - \lambda^2 N\| \leq Ce^{-\nu q t}$$  \hspace{1cm} (8.5)

where $q$ is as in (6.12), the constant $C$ depends only on the moments $c_\alpha$ on the left hand side of (8.1) and $\nu$ depends only on the dimension $d$ but it is independent on $A$.  \hspace{1cm}
Remark 8.4. Notice that \( \kappa_0 = 0 \) (or, equivalently \( \lambda = 0 \) in (8.2)) if and only if \( B(t) = 0 \) for any \( t \geq 0 \). Then \( \varphi(k, t) = 1 \) for any \( t \geq 0 \) since \( \varphi \in \Phi \) (the corresponding probability distribution \( f \) is a Dirac mass at the origin).

Proof. The fact that \( B(t) \) solves (8.3) follows from Proposition 6.3 and from arguments similar to the ones yielding (6.11).

The result concerning the long-time asymptotics of \( B(t) \) is a consequence of the classical theory of ODEs. Notice that the choice of \( \beta \) in Theorem 7.1 implies that \( B = N \) is a steady state of (8.3) and that all the other eigenvalues associated to the solution of the linear Eq. (8.3) have negative real part. Therefore \( B(t) \) approaches \( \kappa_0 N \) for some \( \kappa_0 \in \mathbb{R} \) exponentially (cf. (8.5)). The dependence of \( \nu \) only on the dimension \( d \) follows from the fact that for \( \|A\| \) small the rate of convergence of \( B(t) \) to the hyperplane of steady states to (8.3) is close to the one for the equation

\[
\partial_t B + \frac{qd}{2(d-1)} \left( B - \frac{\text{Tr}(B)}{d} I \right) = 0.
\]

Absorbing \( q \) in the time variable we then obtain (8.5). We also observe that \( \kappa_0 \geq 0 \) because \( \dot{B}(t) \), as well as \( N \) are positive definite matrices. In the case of \( B(t) \) this is due to the fact that \( \varphi(\cdot, t) \in \Phi \) and then \( B(t) \) is the covariance matrix associated to the corresponding probability distribution \( f \). We can then write \( \kappa_0 = \lambda^2 \) for definiteness.

The following result yields a Gaussian approximation for the solution of (6.15).

Lemma 8.5. Let \( \varphi \in C([0, \infty); \Phi) \) be a solution to (6.15). Let \( B(t) \) as in Lemma 8.3. We define the function \( \tilde{\varphi} \in C([0, \infty); \Phi) \) as

\[
\tilde{\varphi}(k, t) = e^{-\frac{1}{2}B(t):k \otimes k}, \quad k \in \mathbb{R}^d.
\]

Then \( \tilde{\varphi} \) satisfies the following equation

\[
\partial_t \tilde{\varphi} + (A_\beta k) \cdot \partial_k \tilde{\varphi} - \Gamma[\tilde{\varphi}] + \tilde{\varphi} \leq C_1 |k|^4, \quad k \in \mathbb{R}^d
\]

where \( C_1 \in \mathbb{R}_+ \) depends on the coefficients \( c_\alpha \) in (8.1) but it is independent on \( t \).

Notice that \( \varphi \) and \( \tilde{\varphi} \) have the same Hessian matrix at \( k = 0 \) for any time \( t \).

Proof. The result follows using a Taylor series for the exponential function (8.6) as well as the Eq. (8.3) in order to cancel the quadratic terms. Notice that the constant in front of the term \( |k|^4 \), depends only on \( B(0) \) and \( d \). See Lemma 7.5 for a related argument.

Lemma 8.6. Let \( \varphi \) and \( \tilde{\varphi} \) be given as in Lemma 8.5. The following estimate holds:

\[
|\varphi(k, t) - \tilde{\varphi}(k, t)| \leq C_2 |k|^p, \quad t \geq 0, \quad 2 < p \leq 4,
\]

where \( C_2 \) depends on \( B(0) \), on \( C_0 \) (cf. (8.1)), \( d \) and \( p \), but it is independent on \( t \).

Proof of Lemma 8.6. We consider the equation satisfied by the difference \( \varphi(k) - \tilde{\varphi}(k) \), namely

\[
\partial_t (\varphi - \tilde{\varphi}) + (A_\beta k) \cdot \partial_k (\varphi - \tilde{\varphi}) = \Gamma[\varphi] - \Gamma[\tilde{\varphi}] - (\varphi - \tilde{\varphi}) + O(|k|^4).
\]
Using the definition of $B(t)$ in Lemma 8.3 and (8.6) we have
\[ |\varphi(k, 0) - \tilde{\varphi}(k, 0)| \leq C|k|^p, \quad k \in \mathbb{R}^d \]

Then, a standard comparison argument (cf. Theorem 4.8 for a similar result) gives
\[ |\varphi(k, t) - \tilde{\varphi}(k, t)| \leq C \exp\left( (\mathcal{L} - \hat{D} - I) t \right) |k|^p + C_1 \int_0^t ds \exp\left[ (\mathcal{L} - \hat{D} - I) (t - s) \right] |k|^d. \]

Using Proposition 5.4 and Lemma 5.6 we obtain
\[ |\varphi(k, t) - \tilde{\varphi}(k, t)| \leq C u_p(k, t) + C_1 \int_0^t ds u_p(k, t - s), \]

where $u_p$ is defined as in (5.16). Therefore $|\varphi(k, t) - \tilde{\varphi}(k, t)| \leq C_2|k|^d \leq C_3|k|^p$ for $|k| \leq 1$. The estimate for $|k| > 1$ follows from the fact that $\varphi, \tilde{\varphi}$ are bounded by one. Hence the result follows. \( \square \)

**Proof of Theorem 8.1.** Using that $\Psi \in \mathcal{F}_p(N)$ with $\mathcal{F}_p(N)$ as in (7.2), we obtain
\[ |\varphi(k, T) - \Psi(\lambda k)| \leq |\varphi(k, T) - \tilde{\varphi}(k, T)| + |\tilde{\varphi}(k, T) - \Psi(\lambda k)| \leq C|k|^p + C e^{-vqT} |k|^2 \]

with $2 < p \leq 4$ and where we have used Lemma 8.6 to estimate the first term on the right hand side of the first inequality and (8.5) in Lemma 8.3 to estimate the second term on the right hand side.

We now apply again Theorem 4.8 starting at time $t = T$. Using also Proposition 5.4 and Lemma 5.6, the following estimate holds:
\[ |\varphi(k, T + L) - \Psi(\lambda k)| \leq C e^{-(\lambda(p) - p)\|A\|L}|k|^p + C e^{-vqT} e^{2\|A\|L}|k|^2, \quad L \geq 0, \]

Notice that we have used $p = 2$ to estimate the contribution due to the second term on the right hand side of (8.9).

Assuming that $\|A\| \leq \min\left\{ \frac{\lambda(p)}{2p}, \frac{vq}{4} \right\}$ we can take $L = T$ so that
\[ |\varphi(k, 2T) - \Psi(\lambda k)| \leq C e^{-2\theta T} (|k|^2 + |k|^p), \quad k \in \mathbb{R}^d \]

where $\theta = \min\left\{ \frac{\lambda(p)}{4}, \frac{vq}{4} \right\}$. Hence the proof is completed. \( \square \)

**9. Moments of the Stationary Solutions**

We prove in this section that the steady state $\Psi(k)$ defined by means of (6.20) has moments of arbitrary order if we assume that $\|A\|$ is sufficiently small.

We consider the stationary problem associated to (6.15), namely
\[ (A_{\beta}k) \cdot \partial_k \varphi + \varphi = \Gamma(\varphi). \quad (9.1) \]

We first compute the expected form for the moments $c_\alpha$ with $|\alpha| \leq M$ for any given $M$. To this end we write
\[ \varphi(k) = 1 + \sum_{2 \leq \ell \leq M} Q_\ell(k) + O(|k|^p), \quad M < p \leq M + 1, \quad Q_\ell \in H_\ell(\mathbb{C}) \quad (9.2) \]
where \( H_\ell(\mathbb{C}) \) is the space of homogeneous polynomials in the variables \( k_1, \ldots, k_d \) with complex coefficients, namely

\[
H_\ell(\mathbb{C}) = \{ h : h(k) = \sum_{|\alpha| = \ell} c_\alpha(k)^\alpha, \ c_\alpha \in \mathbb{C} \} \quad \ell = 0, 1, 2, \ldots \tag{9.3}
\]

Notice that these spaces are not contained in \( \Phi \) if \( \ell \neq 1 \). We remark that we can assume without loss of generality that the sum in (9.2) starts at \( |\alpha| = 2 \) since we can remove the first order moments multiplying by a phase factor as in (6.6).

Plugging formally (9.2) into (9.1) we get the following equation for the moments of order \( M \)

\[
Q_\ell(k) - \mathcal{L} Q_\ell(k) + (A_{\hat{k}}k) \cdot \partial_k Q_\ell(k) = \mathbb{K}_\ell, \quad Q_\ell \in H_\ell(\mathbb{C}) \tag{9.4}
\]

where \( \mathcal{L} \) is as in (3.2) and

\[
\mathbb{K}_\ell = \mathbb{K}_\ell \left[ \{ Q_j \}_{j=2}^{\ell-1} \right] = \sum_{m+j=\ell, \ 2 \leq m, j \leq M} \int_{S_{d-1}} dn \ g(\hat{k} \cdot n) Q_j(m) Q_m(k_-), \ \ell \geq 3,
\]

\[
\mathbb{K}_2 = 0. \tag{9.5}
\]

We would denote as \( \mathcal{L}_\ell \) the operator \( \mathcal{L} \) restricted to the space \( H_\ell(\mathbb{C}) \). Notice that \( \mathcal{L}(H_\ell(\mathbb{C})) \subset H_\ell(\mathbb{C}) \). Hence the operators \( \mathcal{L}_\ell \) are just finite dimensional operators \( \mathcal{L}_\ell : H_\ell(\mathbb{C}) \rightarrow H_\ell(\mathbb{C}) \). Moreover, we will use the following norm in the spaces \( H_\ell(\mathbb{C}) \):

\[
\| \varphi \|_\ell := \sup_{k \in \mathbb{R}^d} \frac{|\varphi(k)|}{|k|^\ell} = \sup_{k \in \mathbb{R}^d, |k|=1} |\varphi(k)|. \tag{9.6}
\]

We first prove an auxiliary property of the space \( H_\ell(\mathbb{C}) \) that will be useful in the following.

**Lemma 9.1.** Suppose that \( P \in H_\ell(\mathbb{C}) \) for any \( \ell \geq 0 \), has the form \( P(k) = \sum_{|\alpha| = \ell} c_\alpha(k)^\alpha \), with \( c_\alpha \in \mathbb{C} \). Then there exists a constant \( C_\ell > 0 \) depending only on the number \( \ell \) such that

\[
\sup_{\alpha} |c_\alpha| \leq C_\ell \| P \|_\ell. \tag{9.7}
\]

**Proof.** We observe that the left hand side of (9.7) is a norm in the finite dimensional space \( H_\ell(\mathbb{C}) \). Then, since \( \| \cdot \|_\ell \) is also a norm in \( H_\ell(\mathbb{C}) \) the result follows just using the equivalence of all the norms in any finite dimensional normed space. \( \square \)

We will show in the following that if \( \| A \| \) is sufficiently small, Eq. (9.4) can be solved inductively.

Suppose that \( Q_2(k) = -\frac{1}{2} N : k \otimes k \) where \( N \) is as in item (i) of Theorem 7.1 and that there is a family of homogeneous polynomials \( Q_\ell \in H_\ell(\mathbb{C}) \) for \( \ell = 3, \ldots, M \) satisfying (9.4), (9.5). Let be \( p \in (M, M + 1] \). We then define the following generalization of the space \( \mathcal{F}_p(N) \) given in (7.2):

\[
\mathcal{F}_{p,M}(N) := \left\{ \Psi \in \Phi \ s.t. \ \sup_{k \in \mathbb{R}^d} \frac{|\Psi(k) - \left(1 + \sum_{\ell=2}^{M} Q_\ell(k)\right)|}{|k|^p} < \infty \right\}. \tag{9.8}
\]

Notice that it is not “a priori” clear if the space \( \mathcal{F}_{p,M}(N) \) is nonempty even if the polynomials \( Q_\ell \) are given since it is not obvious the existence of a characteristic function \( \Psi \) such that the inequality in the definition (9.8) holds. In the rest of this section we will prove the following result.
Theorem 9.2. Let be $M \in \mathbb{N}$, $M \geq 3$, $p \in (M, M+1]$ and $\|A\| \leq \varepsilon_0$ with $\varepsilon_0 > 0$ as in Theorem 7.1. Let then be $\beta \in \mathbb{R}$ and $N \in \text{Symm}_{d \times d}(\mathbb{R})$ as in item (i) of Theorem 7.1. Then there exists an $\varepsilon_M \in (0, \varepsilon_0)$ such that if $\|A\| \leq \varepsilon_M$ the set $\mathcal{F}_{p,M}(N)$ defined in (9.8) is nonempty. Moreover, there exists a unique $\Psi(\cdot) \in \mathcal{F}_{p,M}(N)$ that solves (6.20) with $E_\beta$ as in (6.17).

In order to prove this theorem we need some auxiliary results. We first prove that Eq. (9.4) can be solved iteratively for $\|A\|$ small enough.

Lemma 9.3. Let be $Q_2 \in H_2(\mathbb{C})$ such that
\[
Q_2(k) - \mathcal{L} Q_2(k) + (A_\beta k) \cdot \partial_k Q_2(k) = 0. \tag{9.9}
\]
Then, there exists an $\tilde{\varepsilon}_M = \tilde{\varepsilon}_M(M, d) > 0$ such that if $\|A\| \leq \tilde{\varepsilon}_M$ there exists a unique family of homogeneous polynomials $\{Q_\ell(k)\}_{\ell=3}^{M}$ with $Q_\ell \in H_\ell(\mathbb{C})$ for $\ell = 3, \ldots, M$ which satisfies (9.4), (9.5). Moreover, there exists a constant $C_M > 0$ depending only on $d$ and $M$ such that
\[
\sup_{\ell=2,\ldots,M} \|Q_\ell\| \leq C_M. \tag{9.10}
\]

Proof. We solve iteratively the system of Eq. (9.4). In order to do this we will prove that the operators $(I - \mathcal{L}_\ell + (A_\beta k) \cdot \partial_k)$ are invertible in $H_\ell(\mathbb{C})$ for $\ell = 3, \ldots, M$, if $\|A\|$ is sufficiently small. We first observe that the operators $(I - \mathcal{L}_\ell)$ restricted to the space $H_\ell(\mathbb{C})$ are invertible for any $\ell = 3, \ldots, M$. In order to prove this we consider the semigroups $e^{-t\mathcal{L}_\ell} : H_\ell(\mathbb{C}) \to H_\ell(\mathbb{C})$. We have
\[
\|e^{-t\mathcal{L}_\ell} \varphi\|_\ell = \sup_{k \in \mathbb{R}^d} \frac{|e^{-t\mathcal{L}_\ell} \varphi(k)|}{|k|^\ell} \leq \|\varphi\|_\ell \sup_{k \in \mathbb{R}^d} \frac{|e^{-t\mathcal{L}_\ell}| |k|^{\ell}}{|k|^\ell} \leq \|\varphi\|_\ell e^{(\lambda(\ell)-1)t}
\]
where in the last inequality we used (5.19). Hence the operator norm is estimated by
\[
\|e^{-t\mathcal{L}_\ell}\| \leq e^{(\lambda(\ell)-1)t} \quad \text{for} \quad t \geq 0. \tag{9.11}
\]
Using then that $\lambda(\ell) < 0$ for $\ell \geq 3$ we obtain that $(\mathcal{L}_\ell - I)^{-1}$ exists in $H_\ell(\mathbb{C})$ for any $\ell = 3, \ldots, M$ and it is given by the representation formula
\[
(\mathcal{L}_\ell - I)^{-1} = \int_0^\infty dt \ e^{t(I-\mathcal{L}_\ell)}, \quad \ell = 3, \ldots, M.
\]
Moreover, the inequality (9.11) implies
\[
|(\mathcal{L}_\ell - I)^{-1}| \leq \frac{1}{|\lambda(\ell)|}, \quad \ell = 3, \ldots, M. \tag{9.12}
\]
Notice that $(A_\beta k) \cdot \partial_k$ is an operator from $H_\ell(\mathbb{C})$ to itself whose norm can be estimated by $C_\ell \|A\|$. Thus we can use the Neumann series to show that $(I - \mathcal{L}_\ell + (A_\beta k) \cdot \partial_k)$ is invertible in $H_\ell(\mathbb{C})$ for $3 \leq \ell \leq M$ if $\|A\| \leq \tilde{\varepsilon}_M$ where $\tilde{\varepsilon}_M = \tilde{\varepsilon}_M(d, M)$. Moreover, choosing $\tilde{\varepsilon}_M$ sufficiently small we obtain
\[
||(I - \mathcal{L}_\ell + (A_\beta k) \cdot \partial_k)^{-1}|| \leq \frac{2}{|\lambda(\ell)|}, \quad \ell = 3, \ldots, M. \tag{9.13}
\]
We can now solve iteratively Eqs. (9.4), (9.5). We consider the case $\ell \geq 3$. We first notice that $\mathbb{K}_\ell \in H_\ell(\mathbb{C})$. Then, using the invertibility of $(I - \mathcal{L}_\ell + (A_\beta k) \cdot \partial_k)$ in $H_\ell(\mathbb{C})$ we can write
\[
Q_\ell = (I - \mathcal{L}_\ell + (A_\beta k) \cdot \partial_k)^{-1} [\mathbb{K}_\ell], \quad \ell = 3, \ldots, M, \tag{9.14}
\]
whence the Lemma follows. \(\square\)
We now prove that we can associate the moments \( Q_\ell \) for \( \ell = 3, \ldots, M \) to a characteristic function \( \varphi \in \Phi \). More precisely we have the following.

**Lemma 9.4.** Let be \( \| A \| \leq \varepsilon_0 \) with \( \varepsilon_0 > 0 \) as in Theorem 7.1. Suppose that \( Q_2(k) = - \frac{1}{2} N : k \otimes k \), with \( N \in \text{Sym}^d_{d \times d}(\mathbb{R}) \) as in item (i) of Theorem 7.1. Let \( \tilde{\varepsilon}_M \) be as in Lemma 9.3, \( \| A \| \leq \tilde{\varepsilon}_M \) and \( \{ Q_\ell(k) \}_{\ell=3}^M \), \( Q_\ell \in \mathcal{H}_\ell(\mathbb{C}) \) be the unique family of polynomials defined by means of (9.4), (9.5). Let \( \tilde{\varepsilon}_M \) be as in Lemma 9.3, \( \| A \| \leq \tilde{\varepsilon}_M \) and \( \{ Q_\ell(k) \}_{\ell=3}^M \) be the unique family of polynomials defined by means of (9.4), (9.5). Let there exists \( \varepsilon_M \in (0, \tilde{\varepsilon}_M) \) depending on \( d, M \) such that if \( \| A \| \leq \varepsilon_M \) there exists \( \varphi \in \Phi \) such that (9.2) holds.

**Proof.** We will obtain \( \varphi \in \Phi \) as a perturbation of a characteristic function associated to a Gaussian probability measure. More precisely, we define \( \varphi_g(k) = e^{-|k|^2} \). We have that \( \varphi_g \in \Phi \) since it is the characteristic function associated to a Gaussian probability measure \( f_g \in \mathcal{M}_+(\mathbb{R}^d) \) (actually a Maxwellian distribution).

The higher order moments associated to \( f_g \) can be computed in terms of the homogeneous polynomials \( \bar{Q}_\ell(k) \) which are obtained by means of the following polynomial identity

\[
\bar{Q}_{2j}(k) = (-1)^j \frac{|k|^{2j}}{j!}, \quad \bar{Q}_{2j+1}(k) = 0 \quad \text{for} \quad j \geq 1. \tag{9.15}
\]

Notice that the polynomials \( \bar{Q}_\ell(k) \) uniquely determine the moments (cf. (5.2))

\[
\bar{m}_\alpha = \int_{\mathbb{R}^d} dv \, v^\alpha f_g(v). \tag{9.16}
\]

We remark for further reference that for any probability distribution \( f \in \mathcal{P}_+(\mathbb{R}^d) \) (not necessarily Gaussian) having moments \( m_\alpha \) we have

\[
Q_\ell(k) = (-i)^\ell \sum_{|\alpha| = \ell} \frac{m_\alpha k^\alpha}{\alpha!}, \quad \ell = 0, 1, 2, \ldots \tag{9.17}
\]

Moreover, the polynomials \( Q_\ell(k) \) determine uniquely the moments \( m_\alpha \).

We now construct the family of Hermite polynomials \( \{ H_\alpha(v) \}_{\alpha \in \mathbb{N}^d} \) associated to the Gaussian probability measure \( f_g \). These polynomials satisfy the orthogonality condition (see for instance [10])

\[
\int_{\mathbb{R}^d} dv \, H_\alpha(v) H_\beta(v) f_g(v) = \delta_{\alpha,\beta}, \quad \alpha, \beta \in \mathbb{N}^d.
\]

Moreover, the polynomials \( H_\alpha(v) \) have degree \( |\alpha| \). Furthermore, the polynomials \( H_\alpha(v) \) have the form

\[
H_\alpha(v) = \sum_{|\beta| \leq |\alpha|} c_{\alpha,\beta} v^\beta, \quad c_{\alpha,\beta} \in \mathbb{R}. \tag{9.18}
\]

The values of the coefficients \( c_{\alpha,\beta} \) are well-known but we will not need the explicit form in the rest of the argument.

Notice that if \( f \in \mathcal{P}(\mathbb{R}^d) \) has moments \( m_\alpha \) with \( |\alpha| \leq M \) we have

\[
\int_{\mathbb{R}^d} dv \, f(v) H_\alpha(v) = \sum_{|\beta| \leq |\alpha|} c_{\alpha,\beta} m_\beta := P_\alpha(\{ m_\beta \}_{|\beta| \leq |\alpha|}), \quad |\alpha| \leq M. \tag{9.19}
\]
We assume in all the following that $m_0 = 1$ and $m_\alpha = 0$ for $|\alpha| = 1$. We define the truncated polynomials $\{\tilde{H}_\alpha, R(v)\}$ as

$$
\tilde{H}_\alpha, R(v) = H_\alpha(v) \text{ for } |v| \leq R \quad \text{and} \quad \tilde{H}_\alpha, R(v) = 0 \text{ for } |v| > R,
$$

where $R > 0$ is chosen sufficiently large so that the matrix

$$
(J_{\alpha, \beta} ; R)_{0 \leq \alpha, \beta \leq M} := \left(\int_{\mathbb{R}^d} dv \, H_\alpha(v) \tilde{H}_\beta, R(v) f_\delta(v)\right)_{0 \leq \alpha, \beta \leq M}
$$

is invertible. This is possible due to the fact that $J_{\alpha, \beta} ; R \to \delta_{\alpha, \beta}$ as $R \to \infty$.

We now look for a probability density $f$ with the form

$$
f(v) = f_\delta(v) \left(1 + \sum_{0 \leq \beta \leq M} \xi_\beta \tilde{H}_\beta, R(v)\right), \quad \xi_\beta \in \mathbb{R}. \tag{9.22}
$$

Given the polynomials $Q_\ell \in H_\ell (\mathbb{C})$ satisfying (9.4), (9.5) for $\ell = 3, \ldots, M$ we choose $m_\alpha$ as in (9.17). Then, if the probability distribution $f$ exists, it would satisfy (9.19). Assuming that $f$ has the form (9.22) it would follow that

$$
\sum_{0 \leq \beta \leq M} \xi_\beta J_{\alpha, \beta} ; R = P_\alpha(\{ m_\beta \}_{\beta \leq \alpha}) - \int_{\mathbb{R}^d} dv \, f_\delta(v) H_\alpha(v)
$$

whence, thanks to the definition of $\bar{m}_\alpha$ (cf. (9.16)) and to (9.19), we obtain

$$
\sum_{0 \leq \beta \leq M} \xi_\beta J_{\alpha, \beta} ; R = P_\alpha(\{ m_\beta \}_{\beta \leq \alpha}) - P_\alpha(\{ \bar{m}_\beta \}_{\beta \leq \alpha}). \tag{9.23}
$$

Using the fact that the matrix $(J_{\alpha, \beta} ; R)_{0 \leq \alpha, \beta \leq M}$ is invertible it follows that

$$
\sup_{0 \leq \beta \leq M} |\xi_\beta| \leq C_M \sup_{0 \leq \beta \leq M} |m_\beta - \bar{m}_\beta|.
$$

and using Lemma 9.1 we have

$$
\sup_{0 \leq \beta \leq M} |m_\beta - \bar{m}_\beta| \leq C_M \sup_{\ell = 2, \ldots, M} \| Q_\ell - \bar{Q}_\ell \|_\ell
$$

whence

$$
\sup_{0 \leq \beta \leq M} |\xi_\beta| \leq C_M \sup_{\ell = 2, \ldots, M} \| Q_\ell - \bar{Q}_\ell \|_\ell. \tag{9.24}
$$

We remark that when $A = 0$ the solutions to (9.1) are Gaussian due to Proposition 6.1. In particular one solution of (9.1) is given by

$$
\varphi(k) = e^{-|k|^2} = \sum_{\ell = 0}^{\infty} \tilde{Q}_\ell(k)
$$

with $\tilde{Q}_\ell(k)$ given as in (9.15). Plugging the Taylor expansion into (9.1) as in the derivation of (9.4) we obtain that the polynomials $Q_\ell$ satisfy

$$
\bar{Q}_\ell(k) - \mathcal{L}_\ell \bar{Q}_\ell(k) = \bar{K}_\ell, \quad \bar{K}_\ell = \mathbb{K}_\ell \left[ \{ \bar{Q}_j(k) \}_{j=1}^{\ell-1} \right], \quad \ell \geq 3 \tag{9.25}
$$
where $\mathbb{K}_\ell[\cdot]$ is as in (9.5).

We now look at the difference $\tilde{Q}_\ell(k) - Q_\ell(k)$. We obtain
\[
(\tilde{Q}_\ell(k) - Q_\ell(k)) - \mathcal{L}_\ell (\tilde{Q}_\ell(k) - Q_\ell(k)) = \tilde{K}_\ell - K_\ell + (A_\beta k) \cdot \partial_k Q_\ell(k), \quad \ell \geq 3.
\]
(9.26)

Using our choice of $Q_2(k)$ in the lemma as well as item $(ii)$ in Lemma 7.3 we get
\[
\|\tilde{Q}_2(k) - Q_2(k)\|_2 \leq C\|A\|.
\]
(9.27)

Using (9.5) and (9.10), we obtain
\[
\|\tilde{K}_\ell - K_\ell\|_\ell \leq \tilde{C}_M \sup_{j=2,\ldots,\ell-1} \|\tilde{Q}_j(k) - Q_j(k)\|_j.
\]

Thanks to the invertibility of the operator $(I - \mathcal{L}_\ell')$ for $\ell \geq 3$ as well as $\|(A_\beta k) \cdot \partial_k)^{-1}\| \leq C\|A_\beta\|$, where $\| \cdot \|$ is the operator norm from $H_\ell(\mathbb{C})$ to $H_\ell(\mathbb{C})$, and applying again estimate (9.10) we arrive at
\[
\|\tilde{Q}_\ell(k) - Q_\ell(k)\|_\ell \leq C_M \left(\|A\| + \sup_{j=2,\ldots,\ell-1} \|\tilde{Q}_j(k) - Q_j(k)\|_j\right), \quad \ell \geq 3.
\]
(9.28)

Iterating this formula, using also (9.27) as first step it follows that
\[
\sup_{\ell=2,\ldots,M} \|\tilde{Q}_\ell(k) - Q_\ell(k)\|_\ell \leq C_M\|A\|.
\]

Combining this estimate with (9.24) we obtain that, defining the coefficients $\xi_\beta$ as in (9.23), they satisfy
\[
\sup_{0 \leq |\beta| \leq M} |\xi_\beta| \leq C_M\|A\|.
\]

Therefore if $\|A\|$ is sufficiently small we obtain that $\left(1 + \sum_{0 \leq |\beta| \leq M} \xi_\beta \tilde{H}_\beta R(v)\right)$ in (9.22) is nonnegative whence $f$ defined by means of (9.22) is a probability density satisfying (9.19). The fact that $f$ is a probability density follows since $m_0 = 1$. Using the fact the Hermite polynomials with degree $|\alpha| \leq M$ are a basis of the space of polynomials with degree $|\alpha| \leq M$ it then follows, from the definition of the functions $P_\alpha$ in (9.19), that the moments associated to the probability density $f$ are given by $m_\alpha$. Hence $\varphi \in \Phi$.

Proof of Theorem 9.2. The fact that the set $\mathcal{F}_{p,M}(N)$ is nonempty follows from Lemma 9.4. The existence and uniqueness of the stationary solution $\Psi(\cdot) \in \mathcal{F}_{p,M}(N)$ can be proved by means of a fixed point argument in $\mathcal{F}_{p,M}(N)$ as in the proof of Theorem 7.1. Notice that the equations for the higher order moments $Q_\ell(k)$ (cf. (9.4)–(9.5)) have to be obtained using the corresponding mild formulation for the equation, in terms of the semigroup $E_\beta(t)$, as it was made in the proof of Theorem 7.1 for the second order moments $Q_2(k)$. Here we omit the details for the sake of brevity.

Remark 9.5. We observe that Theorem 9.2, combined with the uniqueness result in Theorem 7.1, implies that the solution to (9.1) has finite moments of any order if $\|A\|$ is sufficiently small. Specifically, given any $M \in \mathbb{N}$ arbitrary large there exists an $\varepsilon_M$, which can be expected to be small for larger $M$, such that if $\|A\| \leq \varepsilon_M$ the solution of (9.1) has bounded moments of order $M$. On the other hand, it does not follow from our result the existence of an $\varepsilon_* > 0$ such that for $\|A\| \leq \varepsilon_*$ the solution to (9.1) has finite moments of any order. Very likely, this result does not hold, i.e. we expect to have matrices $A$ with $\|A\|$ arbitrary small for which the moments of order $M$ are divergent for $M$ sufficiently large.
10. Reformulation of the Results in Terms of the Probability Distribution \( f \)

In this section we reformulate the two main results of the paper, i.e. Theorems 7.1 and 8.1 in terms of the original measure \( f \in \mathcal{P}_+(\mathbb{R}^d) \).

We first define the function \( f_{st}(\cdot) \in \mathcal{P}_+(\mathbb{R}^d) \) by means of

\[
\begin{align*}
  f_{st}(v) &= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} dk \, e^{i k \cdot v} \Psi(k) \quad (10.1)
\end{align*}
\]

where \( \Psi \in \mathcal{P}_+(N) \) is the solution to (6.20) obtained in Theorem 7.1. Notice that formula (10.1) has to be understood as an identity in the sense of distributions, i.e. acting on a Schwartz test function (cf. [23]).

Theorem 7.1 implies the existence of a particular class of self-similar solutions to (1.1), (1.2). More precisely,

**Theorem 10.1.** Let \( 2 < p \leq 4 \). There exists \( \varepsilon_0 > 0 \) depending on \( p \) and \( d \) such that if \( \|A\| \leq \varepsilon_0 \) the following formula provides an explicit self-similar solution of (1.1), (1.2):

\[
\begin{align*}
  f(v,t) &= (e^{-\beta t})^d f_{st} \left( v - \frac{e^{-tA^T}U}{e^{\beta t}} \right), \quad U \in \mathbb{R}^d, \quad (10.2)
\end{align*}
\]

such that \( \int_{\mathbb{R}^d} dv \, f_{st}(v)|v|^p < \infty \). Here \( f_{st} \) is given as in (10.1). Moreover, for every \( M \in \mathbb{N} \) there exists an \( \varepsilon_M \in (0, \varepsilon_0) \) sufficiently small such that if \( \|A\| \leq \varepsilon_M \) then \( \int_{\mathbb{R}^d} dv \, f_{st}(v)|v|^M < \infty \).

**Proof.** This result is a consequence of Theorems 7.1, 9.2 as well as (6.6) and (6.14). \( \Box \)

We now reformulate in the space of probability measures the stability result obtained for characteristic functions (cf. Theorem 8.1).

**Theorem 10.2.** Suppose that \( f \in C([0, \infty); \mathcal{M}_+(\mathbb{R}^d)) \) is a solution to (1.1), (1.2) with initial datum \( f(\cdot, 0) = f_0(\cdot) \in \mathcal{P}_+(\mathbb{R}^d) \) such that \( \int_{\mathbb{R}^d} dv \, f_0(v)|v|^p < \infty \) for \( p > 2 \). Moreover, we define

\[
\begin{align*}
  U &= \int_{\mathbb{R}^d} dv \, f_0(v)v \quad \text{and} \quad b_{j,\ell} = 2 \int_{\mathbb{R}^d} dv \, f_0(v)(v-U)_j(v-U)_\ell, \quad B_0 = (b_{j,\ell})^d_{j,\ell=1}. \quad (10.3)
\end{align*}
\]

Suppose that \( \|A\| \leq \varepsilon_0 \) with \( \varepsilon_0 \) as in Theorem 8.1 and \( \beta \in \mathbb{R} \) is the eigenvalue with largest real part of (7.1). Let \( \lambda \) be as in (8.4) in Lemma 8.3 where \( B(t) \) is the solution of (8.3) with initial datum \( B(0) = B_0 \). Then,

\[
\begin{align*}
  (e^{\beta t})^d \, f \left( e^{\beta t}v + e^{-tA^T}U, t \right) \to \lambda^{-d} f_{st}(\lambda^{-1}v) \quad \text{as} \quad t \to \infty \quad (10.4)
\end{align*}
\]

in the weak topology of \( \mathcal{P}_+(\mathbb{R}^d) \) and where \( f_{st} \) is as in (10.1).

**Remark 10.3.** We notice that in the case \( \lambda = 0 \) we have \( f_0(v) = \delta(v - U) \) and the solution obtained in Theorem 10.1, and Theorem 10.2 is just a shifted Dirac Delta function which corresponds to the solution \( \varphi(k,t) = 1 \) discussed in Remark 8.4.
Proof. At the level of the characteristic functions \( \varphi(\cdot, t) \), the proof is a consequence of Theorem 8.1 combined with the computations made in Sect. 6 to see which is the effect of the original average velocity \( U \) (cf. (6.6)), as well as the change of variables (6.14) which was made to transform self-similar solutions to the steady state. In order to obtain the result for the probability distribution \( f(\cdot, t) \) we use elementary properties of the Fourier transform that relates the group of translations with the multiplication by a phase, the scaling properties of the Fourier transform as well as the fact that the uniform convergence of characteristic functions in compact sets implies the weak convergence of the original probability distributions (cf. [16]).

11. Conclusions

We have considered in detail the initial value problem (1.1) for the Maxwell–Boltzmann equation with collision term (1.2) and studied the long time asymptotics of the solutions. Notice that, in addition to the classical collision operator, (1.1) contains a linear stretching term with the form \( \text{div}(A v f) \). Applications of this problem are connected with the well-known class of homoenergetic solutions, which are a particular class of solutions to the spatially inhomogeneous Boltzmann equation. They are characterized by having the same dispersion of velocities at all the points \( x \in \mathbb{R}^3 \) for each given time \( t \in \mathbb{R} \). These solutions have been studied by several authors since 1950s. Our main goal was to study a large time asymptotics of solutions under the assumption of smallness of the matrix \( A \). The investigation was performed in the Fourier representation on the basis of some special properties (see, in particular, Sect. 3) of the non-linear collision operator in such representation. The main result of the paper is formulated in Theorem 2.1 (Sect. 2). Roughly speaking, it says that, for sufficiently small norm of \( A \), any non-negative solution with finite second moment tends to a self-similar solution of relatively simple form for large values of time. This is what we call “the self-similar asymptotics”. A similar property is known to be valid for quasi-isotropic or one-dimensional Maxwell models [8], but in our case the self-similar solutions are strongly anisotropic. To the best of our knowledge there are no previous results on the convergence to anisotropic self-similar solutions. We also gave an alternative proof to the one in [18] of existence of the self-similar solutions and obtained some of their properties, in particular, the existence of moments of any given order for sufficiently small norm of \( A \) (depending on that maximal order).

We finish the paper with some open questions. Our approach can be relatively easily extended to the case of moderate values of the norm of \( A \) in (1.1). It is still not clear if all moments of the self-similar solution are finite even for small \( A \). The case of large \( A \) is more difficult except for exactly solvable (for self-similar solutions) version of (1.1), where \( A \) is proportional to the identity matrix. It is interesting to study the high energy tail and finiteness of moments for particular case of shear flow with nilpotent matrix \( A \) s.t. \( A^2 = 0 \). There are some formal arguments by physicists (see e.g. [17]) suggesting that the fourth moment of the self-similar profile becomes infinite for large values of \( A \) (strong shear), but there are no rigorous results on that problem. Hopefully the methods of this paper can be useful for solving these and similar problems in the future.
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Appendix A: Derivation of the matrix equation for $B(t)$

To obtain the equation for the second moments (cf. (6.11)) we compute first the left hand side of (2.6) acting over functions $\varphi$ with the form (6.10). Then it becomes

$$-\frac{1}{2} \sum_{j,\ell=1}^{d} \partial_t b_{j,\ell}(t) k_j k_{\ell} - \frac{1}{2} \sum_{j} \sum_{r,s=1}^{d} \left( A_{r,j} b_{r,s}(t) k_j k_s + A_{s,j} b_{r,s}(t) k_j k_r \right)$$

$$= -\frac{1}{2} \sum_{j,\ell=1}^{d} \partial_t b_{j,\ell}(t) k_j k_{\ell} - \frac{1}{2} \sum_{r=1}^{d} \sum_{j,\ell=1}^{d} \left( A_{r,j} b_{\ell,r}(t) + A_{r,\ell} b_{j,r}(t) \right) k_j k_{\ell}$$

(11.1)

where we have used the symmetry of $B = (b_{j,\ell})_{j,\ell=1}^{d}$. The right hand side of (2.6) gives

$$\Gamma[\varphi](k) - \varphi(k) = -\frac{1}{4} \int_{S_{d-1}} dn \ g(\hat{k} \cdot n) \left[ \sum_{j,\ell=1}^{d} b_{j,\ell}(t) \left( k_j k_{\ell} + |k|^2 n_j n_{\ell} \right) \right]$$

$$+ \frac{1}{2} \sum_{j,\ell=1}^{d} b_{j,\ell}(t) k_j k_{\ell} + O(|k|^p)$$

$$= \frac{1}{2} \sum_{j,\ell=1}^{d} b_{j,\ell}(t) \int_{S_{d-1}} dn \ g(\hat{k} \cdot n) \left[ k_j k_{\ell} - \frac{1}{2} |k|^2 n_j n_{\ell} \right] + O(|k|^p)$$

$$= \frac{1}{4} \sum_{j,\ell=1}^{d} b_{j,\ell}(t) T_{j,\ell} + O(|k|^p)$$

(11.2)

where

$$T_{j,\ell} := \int_{S_{d-1}} dn \ g(\hat{k} \cdot n)(k_j k_{\ell} - |k|^2 n_j n_{\ell}).$$

(11.3)

Notice that $T_{j,\ell}$ is a traceless isotropic tensor depending on $k$. Therefore, it has the form $T_{j,\ell} = C_0 (k_j k_{\ell} - \frac{|k|^2}{d} \delta_{j,\ell})$ for some $C_0 \in \mathbb{R}$.

Computing the tensor for the particular choice of the vector $k = (1, 0, \ldots)$ we obtain

$$C_0 \left( \frac{d-1}{d} \right) = \int_{S_{d-1}} dn \ g(\hat{k} \cdot n)(1 - (\hat{k} \cdot n)^2) := q,$$

(11.4)

hence

$$T_{j,\ell} = \left( \frac{d}{d-1} \right) q (k_j k_{\ell} - \frac{1}{d} |k|^2 \delta_{j,\ell}).$$
Thus (11.2) becomes

\[ \Gamma[\varphi](k) - \varphi(k) = \frac{qd}{4(d-1)} \sum_{j,\ell=1}^{d} b_{j,\ell}(t) \left( k_{j}k_{\ell} - \frac{1}{d} \|k\|^{2}\delta_{j,\ell} \right) + O(\|k\|^p). \]  

(11.5)

Thus, combining (11.1) with (11.5), we obtain

\[ \partial_{t}b_{j,\ell}(t) + \sum_{r=1}^{d} \left( A_{r,j}b_{\ell,r}(t) + A_{r,\ell}b_{j,r}(t) \right) = -\frac{qd}{2(d-1)} b_{j,\ell}(t) + \frac{q}{2(d-1)} \text{Tr}(B)\delta_{j,\ell} \]

that can be rewritten in matrix form as

\[ \partial_{t}B + \left( BA + (BA)^{T} \right) + \frac{qd}{2(d-1)} \left( B - \frac{\text{Tr}(B)}{d} I \right) = 0 \]  

(11.6)

where \( M^{T} \) denotes the transposed of the matrix \( M \).
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