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Abstract—We propose a decomposition method for the spectral peaks in an observed frequency spectrum, which is efficiently acquired by utilizing the Fast Fourier Transform. In contrast to the traditional methods of waveform fitting on the spectrum, we optimize the problem from a more robust perspective. We model the peaks in spectrum as pseudo-symmetric functions, where the only constraint is a nonincreasing behavior around a central frequency when the distance increases. Our approach is more robust against arbitrary distortion, interference and noise on the spectrum that may be caused by an observation system. The time complexity of our method is linear, i.e., $O(N)$ per extracted spectral peak. Moreover, the decomposed spectral peaks show a pseudo-orthogonal behavior, where they conform to a power preserving equality.

I. INTRODUCTION

The parameter estimation for a mixture of sources (i.e., the amplitudes, frequencies and phases for a mixture of sinusoids) is a prominent problem in the fields of signal processing [1]; especially in power systems [2]–[4], communication systems [5]–[7], acoustic analysis [8]–[10] and anomaly detection [11]–[16]. This problem is encountered in a myriad of real life applications such as radar imaging [17], [18], wireless communications [1], [19], spectroscopy analysis [20], [21], vibration analysis [22], [23] and biosignal analysis [24], [25].

The biggest issue that arises in these real world applications is the deformation of the original signal by noise, interference or any distortion present in the application, which creates a need for robust methods [27]–[29].

Especially in the field of sequential analysis (i.e., time-series) [30], [31], the parameter estimation of a mixture of sinusoids has been heavily studied [32], [33]. In general, these algorithmic approaches of spectral peak analysis can be broken down into two main categories: parametric and non-parametric.

The traditional nonparametric approaches include many distinct algorithms [34]–[36], where the goal is the accurate estimation of the signal spectrum. The algorithms extract the spectral peaks from the spectrum estimate by straightforward maximization. Although the spectrum estimation of these algorithms are highly accurate, their computational cost is exhaustive. The time complexity is quadratic in the number of samples $N$ in the most efficient implementation, i.e., $O(N^2)$, and may even be much higher [37]–[39].

Parametric estimation [40] techniques are also widely considered in the literature. In contrast to the nonparametric ones, instead of estimating the spectrum, the approaches utilize the limited modeling of the sinusoids and estimate their specific parameters. These methods can be categorized under two schools of thought, which are frequency and time domain algorithms [41].

The time domain algorithms are very popular because of their strength in modeling the sinusoidal parameters. They generally utilize matrix based methods to create powerful algorithms such as [42]–[46]. The matrix based approaches aim to split the observed signal domain into source and noise subspaces, generally by using SVD based techniques [47]. Because they utilize matrix decomposition [48] and inversion, their complexity is comparatively high. To increase efficiency, iterative methods are also used such as [49]–[51], where the goal is the minimization of some error between the estimation and observation under varying constraints. Nonetheless, all of these time domain methods suffer from the high computational costs one way or the other because of the matrix operations, which are at least quadratic in the number of samples [52].

This high computational cost results from the relatively harder optimization of the frequencies, which, in general, is a non-convex problem that requires global optimization techniques [53]–[55]. While some methods circumvent this problem by utilizing the specific structure of the operated matrices [18], [56], their computational complexity can be exceptionally high depending on the observation and its source model.

All in all, because of the computational complexity concerns, the frequency domain approaches are much more popular. This is a simple result of the fact that the Discrete Fourier Transform of samples can be calculated efficiently in linearithmic time with Fast Fourier Transform [57]. There exist many methods utilizing this efficiency such as [35], [58], [59], which work in an iterative alternating procedure, where the model parameters are estimated and subtracted from the residual signal. They generally work by maximizing the periodogram of the observed signal which can result in high estimation error [60]. To address this issue, many methods have been proposed [61]–[64]. Nonetheless, they are specifically designed for the estimation of a single sinusoid and their applicability in a mixture is questionable because of the interference between different signal sources. This interference is a direct result of the spectral leakage and we can only observe the spectrum on the DFT values, which creates the picket fence effect [65], [66]. To this end, joint optimization techniques have also been proposed [59], [67]. Moreover, the interference reducing methods are also a rich field of study [1], [19], [20], [68], [69], where the general approach is to apply a windowing function [70], [71] to limit the leakage. However, such windowing functions can result in decreased accuracy in frequency estimation because of the picket fence effect [67].

In this work, we combine the accuracy of the nonparametric techniques and efficiency of the frequency domain approaches to create a robust decomposition algorithm.
II. Preliminaries

We have the real observations \( y = \{ y_n \}_{n=0}^{N-1} \). Let these observations be the output of a system function such that
\[
y_n = \mathcal{H}(x_n),
\]
where \( x_n \) is the source and \( \mathcal{H}(\cdot) \) collectively represents the noise on the input including interference and distortion. Let \( x_n \) be a mixture of sinusoids (i.e., originating from a multi-tone signal) such that
\[
x_n = \sum_{r=1}^{R} A_r \cos(w_r n + \theta_r),
\]
for some \( R \) number of sinusoid components; where the amplitude, frequency and phase of the \( r \)th component is given by \( A_r, w_r \) and \( \theta_r \) respectively.

There exist many techniques to extract the parameters of these sinusoids given the input values \( x_n \), especially when the number of components \( R \) is known a priori.

Specifically, the optimization of the amplitude \( A_r \) and phase \( \theta_r \) is relatively easier because of the linear dependency on the estimation. The main issue, in general, is the estimations of the frequencies. For this problem setting, most prominent approaches generally utilize the power spectrum; and the approach boils down to estimating the frequency as the most dominant values in the power spectrum.

Although there exists many approaches for the estimation of the power spectrum, the techniques involving Fast Fourier Transform are more popular because of their sheer efficiency. The DFT of the input \( x_n \) is given by
\[
X_k = \sum_{n=0}^{N-1} x_n e^{-j \frac{2\pi kn}{N}},
\]
where \( k \in \{0, \ldots, K\} \) and \( K = \left\lfloor \frac{N}{2} \right\rfloor \) (single side of DFT). With efficient FFT methods, \( \{ X_k \}_{k=0}^{K} \) can be calculated in linearithmic time, i.e., \( O(N \log N) \). To detect sinusoids in this spectrum, we simply need to locate the spectral peaks. Originally, the sinusoidal frequencies should have a delta function effect on the spectrum. However, because of the limited number of samples (multiplication by rect window), the spectrum is convolved by a sinc function and we need to fit it accordingly (spectral leakage and picket fence effect).

However, even if we do not have access to the input \( x_n \), we need to analyze the FFT of \( y_n \), which is given by
\[
Y_k = \sum_{n=1}^{N} y_n e^{-j \frac{2\pi kn}{N}},
\]
where \( k \in \{0, \ldots, K\} \) and \( K = \left\lfloor \frac{N}{2} \right\rfloor \) (single side of FFT). Because of the system function \( \mathcal{H} \), the problem becomes much harder. Although Additive White Gaussian Noise (AWGN) can be somewhat tolerated, the system function \( \mathcal{H} \) may distort the signal beyond measure. Some real world examples include the windowing of the input and truncation of the amplitudes. To this end, simply fitting a sinc or other windowing artifacts may not be robust enough and estimations may be error prone. Hence, we fit a more general class of functions.

III. Robust Decomposition of Spectral Peaks

In this section, we detail our methodology. We start by proposing the notion of pseudo-symmetric waveform as a model for the spectral peaks.

A. Pseudo-Symmetric Spectral Peaks

The original approach in finding the spectral peaks is analyzing the peak values in the FFT \( Y_k \) of \( y_n \). However, for there to be no interference, the frequency should be an integer multiple of \( 2\pi/N \), which is generally not the case. Moreover, we would have observed a delta function located at the frequency if our input length was infinite. However, because of the limited number of samples, we only observe the infinite length signal multiplied by a rectangle window. Thus, the original spectrum is convolved with the window FFT. When \( N \) is large enough this convolution is approximately a sinc function, i.e.,
\[
S(k) = \frac{\sin(\pi k)}{\pi k},
\]
for \( k \in \mathbb{R}; \) which is symmetric around \( k = 0 \), \( S(0) = 1 \) and \( S(k) = 0 \) when \( k \) is integer. When the original spectrum is convolved with it, if the central frequency coincides with an integer multiple of \( 2\pi/N \), its effect on the other FFT values will be zero. Otherwise, we will have the spectral leakage. Since we are only dealing with FFT instead of DFT, we will have the picket fence effect, where we only observe the contribution on the samples separated by integer multiples of \( 2\pi/N \).

Suppose we want to fit a sinc model centered around the frequency \( k^* + \delta \), where \( k^* \in \{0, \ldots, K\} \) and \( \delta \in [-1/2, 1/2] \). The contribution on FFT for any \( k \) will be
\[
S_{k^* + \delta}(k) = \frac{\sin(\pi (k - k^* - \delta))}{\pi (k - k^* - \delta)},
\]
where \( \gamma = |\sin(\pi \delta)| \). However, this model is too restrictive and may be error prone because of the distortion and interference of the transfer function \( \mathcal{H} \). To this end, we fit a more robust function instead of the sinc function. First of all, we observe that the original sinc function has an interesting behavior, which is
\[
S_{k^* + \delta}(k^*) \geq S_{k^* + \delta}(k^* + 1) \geq S_{k^* + \delta}(k^* - 1) \geq \ldots
\]
\[
S_{k^* + \delta}(k^*) \geq S_{k^* + \delta}(k^* - 1) \geq S_{k^* + \delta}(k^* + 1) \geq \ldots
\]
depending on whether \( \delta \geq 0 \) or \( \delta \leq 0 \). To this end, for increased robustness, we do not assume any functional form on our model but instead assume that it is pseudo-symmetric, i.e., it has one of the following two forms:
\[
P(k^*) \geq P(k^* + 1) \geq P(k^* - 1) \geq \ldots
\]
\[
P(k^*) \geq P(k^* - 1) \geq P(k^* + 1) \geq \ldots
\]
Fitting a symmetric model is not intuitive because of the misalignment and the picket fence effect.
B. Fitting a Pseudo-Symmetric Peak

We have the FFT spectrum \( \{Y_k\}_{k=0}^K \) to fit a pseudo-symmetric peak, a center bin \( k^* \in \{0, \ldots, K\} \) and direction \( b \in \{-1, 1\} \). We want to construct a spectrum \( \{Z_k\}_{k=0}^K \) such that it is pseudo-symmetric with \( k^* \) and \( b \), i.e.,

\[
|Z_{k^*}| \geq |Z_{k^*+b}| \geq |Z_{k^*-b}| \geq |Z_{k^*+2b}| \geq \ldots \tag{12}
\]

Hence, we are constructing the monotonicity in an alternating manner around \( k^* \) by starting with the index \( k^* \) and \( k^* + b \). When we reach a boundary on the spectrum, i.e., \( k^* \pm ib \in \{0, K\} \) for some \( i \) we can continue on from the sides and end the specific index sequence when we reach both boundaries.

Example 1. Given \( K = 10 \), \( k^* = 3 \), \( b = 1 \); we have the following index sequence

\[ I = \{3, 4, 2, 5, 1, 6, 0, 7, 8, 9, 10\}. \]

After the creation of the index sequence, we have the fitted variables \( Z_k \) and the target variables \( Y_k \). By rearranging with the index sequence, we have a problem of isotonic regression \([2], [3]\).

The specific optimization problem is given by

\[
\arg \min_{\{Z_k\}_{k=0}^K} \sum_{k=0}^K l(Z_k, Y_k) \tag{13}
\]

\[
|Z_{I(m)}| \geq |Z_{I(m+1)}|, m \in \{0, \ldots, K - 1\}, \tag{14}
\]

for some index sequence \( I \) and loss function \( l(\cdot, \cdot) \). We use the squared error as our loss function, i.e., \( l(Z_k, Y_k) = |Z_k - Y_k|^2 \).

Hence, the problem becomes

\[
\arg \min_{\{Z_k\}_{k=0}^K} \sum_{k=0}^K |Z_k - Y_k|^2, \tag{15}
\]

\[
|Z_{I(m)}| \geq |Z_{I(m+1)}|, m \in \{0, \ldots, K - 1\}. \tag{16}
\]

Since the nonincreasing constraints are on the magnitudes of \( Z_k \), we can further revise the problem as

\[
\arg \min_{\{Z_k, \theta_k\}_{k=0}^K} \sum_{k=0}^K \|Z_k e^{j\theta_k} - Y_k\|^2, \tag{17}
\]

\[
|Z_{I(m)}| \geq |Z_{I(m+1)}|, m \in \{0, \ldots, K - 1\}. \tag{18}
\]

For least squares optimization, given the magnitudes, the minimizer phases are given by the phases of the target variables. Hence, the problem becomes

\[
\arg \min_{\{Z_k\}_{k=0}^K} \sum_{k=0}^K \|Z_k\|^2 - \|Y_k\|^2, \tag{19}
\]

\[
|Z_{I(m)}| \geq |Z_{I(m+1)}|, m \in \{0, \ldots, K - 1\}. \tag{20}
\]

This problem can be solved in \( O(K) \) time \([3]\) and provides us with the magnitudes \( |Z_k| \) and \( Z_k \) can be constructed straightforwardly as

\[
Z_k = \begin{cases} Y_k/|Y_k| |Z_k|, & |Y_k| > 0 \\ |Z_k|, & |Y_k| = 0 \end{cases} \tag{21}
\]

C. Central Frequency Bin

To fit a pseudo-symmetric peak, we first need to extract the central frequency \( k^* \) and the direction \( b \).

One approach is the minimization of the loss with respect to \( k^* \) and \( b \). Let \( I_{k^*, b} \) be the index ordering implied by the central bin \( k^* \) and the direction \( b \). Then, the optimization problem becomes

\[
\arg \min_{k^*, b, \{Z_k\}_{k=0}^K} \sum_{k=0}^K \|Z_k - |Y_k|^2, \tag{22}
\]

\[
|Z_{I_{k^*, b}(m)}| \geq |Z_{I_{k^*, b}(m+1)}|, m \in \{0, \ldots, K - 1\}. \tag{23}
\]

However, this approach will have quadratic time complexity, where there exists \( 2K \) candidates. Therefore, efficient methods to determine \( k^* \) and \( b \) are needed. There are a number of things that can be considered in accordance with the problem setting and needs at hand.

First of all, if the goal is the detection of spectral peaks, however narrowband they are, we can directly use the maximum absolute valued FFT value, i.e.,

\[
k^* = \arg \max |Y_k|. \tag{24}
\]

After determining \( k^* \), since there exist at most 2 candidates for \( b \), we can solve for both of them and choose the fit that results in the lesser error. Note that, this approach of determining \( k^* \) is equivalent to finding the \( M - 1 \) consecutive FFT samples with most power in a \( M \) sample FFT recursively starting with \( M = K \) FFT values. Similarly, any window of \( M - l \) (where \( l \) is not necessarily 1) can also be utilized.

Moreover, instead of the linear elimination of the frequency bins, we can consider a multiplicative elimination recursively. For example, we can search for \( M/2 \) most consecutive power in \( M \) sample FFT. In a sense, we recursively search for the most power containing half-band. This search can be done by calculating the cumulative power in the first \( M/2 \) frequency bins and iteratively updating it via sliding the window by 1. In this way, the most power containing half-band can be found in \( O(M) \) time. Since we start from \( M = K \) and iteratively halve the frequency band, total complexity will be \( O(K) \).

Furthermore, instead of the most power containing half-band, we can search for the smallest band containing at least half the power. To do this, we can sum the power density starting from the first sample until the first time we exceed half the power. This will provide us with the bandwidth of the half-power spectrum starting at 0. Then, we iteratively subtract the power densities from the beginning until we fall short of half the power. After that, we continue adding the power density of the samples until we exceed half power again. This approach will iteratively create a list of bandwidth that starts with each FFT index. Then, we can search this list to find the smallest band (with appropriate tie breakers), which will take \( O(M) \) complexity in total. The bandwidth of this smallest band region is upper bounded by the bandwidth that is starting at 0 and bandwidth that ends in \( M \). Hence, the length is upper bounded by \( (M + 1)/2 \), which makes the total time complexity \( O(K) \).
D. Iterative Decomposition

To iteratively decompose the spectral peaks in the observed FFT \( \{Y_k\}_{k=0}^{K} \), we propose the following procedure:

1. Set input to \( W_k = Y_k, \forall k \).
2. Set \( r = 1 \).
3. Detect the central frequency \( k^* \) with inputs \( W_k \) according to Section III-C.
4. Fit a pseudo-symmetric spectral peak \( Z_{k,+} \) with inputs \( k^* \) and \( b = 1 \) according to Section III-B.
5. Fit a pseudo-symmetric spectral peak \( Z_{k,-} \) with inputs \( k^* \) and \( b = -1 \) according to Section III-B.
6. Let \( E_+ = \sum_{k=0}^{K} |Z_{k,+} - W_k|^2 \).
7. Let \( E_- = \sum_{k=0}^{K} |Z_{k,-} - W_k|^2 \).
8. If \( E_+ \leq E_- \), set \( Z_k^{(r)} = Z_{k,+} \), else, set \( Z_k^{(r)} = Z_{k,-} \).
9. Set \( W_k \leftarrow W_k - Z_k^{(r)}, \forall k \).
10. Set \( r \leftarrow r + 1 \).
11. If \( C(\{W_k\}_{k=0}^{K}) \) is TRUE, stop else, return Step 3.

Remark 1. The function \( C(\cdot) \) at Step 11 is the stopping criterion; which can be set in accordance with the application settings. If always kept false, the algorithm runs as an anytime algorithm.

The advantages of using square loss when fitting the pseudo-symmetric spectrum in Section III-B is numerous from its computational efficiency to real world similarities. Moreover, we observe that when square loss is used in fitting, we acquire pseudo-orthogonal signals.

When fitting \( Z_k \) to \( W_k \), phase is kept the same and only magnitudes are optimized. In this isotonic regression problem, some set of \( Z_k \) values are jointly set as the mean of some set of \( W_k \). Hence, the residual is orthogonal, i.e., the final \( Z_k \) and \( W_k - Z_k \) are orthogonal to each other. Therefore, We have a power preservation equality, where

\[
\sum_{k=0}^{K} |W_k|^2 = \sum_{k=0}^{K} |Z_k|^2 + \sum_{k=0}^{K} |W_k - Z_k|^2. \tag{25}
\]

Since this equality perseveres in each iteration of the algorithm, we have the following at any arbitrary iteration \( R \):

\[
\sum_{r=1}^{R} \sum_{k=0}^{K} |Z_k^{(r)}|^2 + \sum_{k=0}^{K} |Y_k - \sum_{r=1}^{R} Z_k^{(r)}|^2 = \sum_{k=0}^{K} |Y_k|^2, \tag{26}
\]

where \( Z_k^{(r)} \) is the fit at iteration \( r \). Therefore, it is intuitive to select a stopping criterion based on the residual power

\[
\sum_{k=0}^{K} |Y_k - \sum_{r=1}^{M} Z_k^{(r)}|^2.
\]

Hence, we have

\[
C(\{W_k\}_{k=0}^{K}) = \begin{cases} 
\text{TRUE}, & \sum_{k=0}^{K} |W_k|^2 \leq P_r \\
\text{FALSE}, & \sum_{k=0}^{K} |W_k|^2 > P_r 
\end{cases}, \tag{27}
\]

where \( P_r \) is an appropriate power threshold. For a nonparametric design, this threshold can be chosen in accordance with the power of the original observed spectra, e.g., its mean. Hence,

\[
P_r = \frac{1}{K + 1} \sum_{k=0}^{K} |Y_k|^2. \tag{28}
\]

IV. Conclusion

We proposed a decomposition method for the spectral peaks in an observed frequency spectrum. Our method is efficient and utilizes the widely used FFT approach. In contrast to the traditional methods of fitting specific waveforms, we optimize the problem from a more robust perspective where we model the peaks in spectrum as pseudo-symmetric functions, where the only constrained is the nonincreasing behavior around a central frequency when the distance increases. Our approach is more robust against arbitrary distortion and interference on the spectrum that may be caused by an observation system function. It is efficient, since the time complexity is linear, i.e., \( O(N) \) per extracted spectral peak. Given that we extract \( R \) peaks, the total complexity is \( O(RN) \). Moreover, the decomposed spectral peaks have a power preserving equality, i.e., pseudo-orthogonal.
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