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Abstract

In this paper, a conceptual algorithm modifying the forward-backward-half-forward (FBHF) splitting method for solving monotone inclusion problems is investigated. It is known that the FBHF splitting method adjusts Tseng’s forward-backward-forward (FBF) splitting method by considering an additional third part cocoercive operator in the inclusion problem. The FBHF method also recovers the FBF iteration (when this aforementioned part is zero) and improves it by completely removing the widely used Lipschitz continuity assumption. The main difference between these iterations is given by the last forward step, i.e., FBHF does not evaluate the cocoercive operator. The conceptual algorithm proposed in this paper has also those advantages and it derives two variants (called Method 1 and Method 2) by choosing different projection (forward) steps. Both proposed methods also work efficiently without assuming the Lipschitz continuity and without using directly the cocoercive constant. Moreover, they have the following desired features: (i) very general iterations are derived for both methods, recovering the FBF and the FBHF iterations and allowing possibly larger stepsizes if the projection steps are over-relaxing; and (ii) strong convergence to the best approximation solution of the problem is proved for Method 2. The conceptual algorithm contains two main phases: (I) in the spirit of the cutting plane method, a backtracking search is performed over the forward-backward step to construct a separating hyperplane; and (II) two special projection (forward) steps onto suitable halfspaces are considered.
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1 Introduction

In this work, we present a conceptual algorithm for solving monotone inclusion problems involving the sum of three maximal monotone operators in a real Hilbert space $\mathcal{H}$. The general
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formulation of the inclusion problem is as follows:

\[ \text{Find } x \in H \text{ such that } 0 \in (A + B)x, \quad (1) \]

where \( A : H \to H \) (single valued) and \( B : \text{dom}(B) \subseteq H \to H \) (set valued) are maximal monotone operators. Problem (1) appears in different fields of applied mathematics and optimization including signal processing, numerous important structured optimization, composite convex optimization, saddle point, and inverse problems; see, for instance, [10, 12]. One of the most relevant setting that can be represented by a particular case of the inclusion problem (1) is the broadly-studied variational inequality problem (VIP)

\[ \langle Ax, y - x \rangle \geq 0 \quad \text{for all } y \in C. \quad (2) \]

The set \( C \) is a convex and closed subset of \( H \) and \( H \) is equipped with the inner product \( \langle \cdot, \cdot \rangle \) and the induced Euclidean norm \( \| \cdot \| \). This problem is a particular case of problem (1) by taking \( B = \mathcal{N}_C \) the normal cone of \( C \), i.e., find \( x \in C \) such that \( 0 \in Ax + \mathcal{N}_C(x) \). A popular strategy to solve problem (2) is the so-called cutting plane (a.k.a. localization) idea which is based on finding a suitable hyperplane that separates the solution of the problem from the current iterate and then performs a metric projection step. This kind of idea is used by the famous Extragradient method and its variants for solving problem (2); see, for instance, [2, 9, 12].

Here we apply the cutting plane idea to perform the first phase of the proposed iteration, described below, when the single value operator \( A \) inside of problem (1) is the sum of two parts. The considered iteration solves problem (1) when \( A = A_1 + A_2 \) such that \( A_1 \) is cocoercive and \( A_2 \) is maximally monotone. Moreover, it uses a novel backtracking procedure that allows larger stepsizes in general. Furthermore, the \textit{forward} steps are special projection steps onto suitable half-spaces which only evaluate \( A_2 \). It is worth noting that this kind of modification was presented in [4] to improve Tseng’s scheme in finite dimension for solving problem (1) (without considering the cocoercive part). In general, it fails to keep the splitting structure of Tseng’s splitting method and requires to find a uniformly bounded sequence in the image of the set valued operator. A similar approach (using normals vectors) for solving problem (2) was presented in [5].

### 1.1 Splitting Iterations Description

In this paper, we focus our attention on a class of schemes, called splitting methods, which only use each operator individually rather than evaluating their sum directly. We refer to \textit{forward step} when the single valued operator is evaluated, and \textit{backward step} when the resolvent operator of the set valued operator is computed. Recalling that the \textit{resolvent operator of} \( B \) is the full domain single valued operator in \( H \) given by \( J_B := (I + B)^{-1} \) where \( I : H \to H \) denotes the identity operator.

One of the most important classical splitting methods to find a zero of the sum \( A + B \) is the so-called \textit{forward-backward} (FB) splitting method introduced in [8] which is given as follows:

\[ x^{k+1} := J_{\alpha_k B}(x^k - \alpha_k Ax^k), \quad (3) \]

where \( \alpha_k > 0 \) for all \( k \in \mathbb{N} \). This iteration converges weakly when the inverse of \( A \) is \( \beta \)-strongly monotone (or equivalently \( A \) being \( \beta \)-cocoercive), i.e.,

\[ \forall x, y \in H, \quad \langle Ax - Ay, x - y \rangle \geq \beta \|Ax - Ay\|^2, \]

where \( \alpha_k \leq \beta \) for all \( k \in \mathbb{N} \) and \( \liminf_{k \to \infty} \alpha_k > 0 \); see, for instance, [13, 15]. Unfortunately, there is no chance to relax the cocoercivity assumption on \( A \) to plain monotonicity and still prove
convergence for the FB iteration given in (3). For example, if we set $A$ as the $\pi/2$-rotation operator which is monotone and $B = 0$, iteration (3) moves away from zero (the unique solution) for any positive stepsize and starting at any point. Moreover, iteration (3) converges only weakly and the strong convergence could fail in general; see [11]. It is worth emphasizing that cocoercivity of an operator is a strictly stronger property than Lipschitz continuity. Recalling that, for some $L \geq 0$, $A$ is $L$-Lipschitz if

$$\forall x, y \in \mathcal{H}, \quad \|Ax - Ay\| \leq L\|x - y\|.$$ 

Note that $\beta$-cocoercive operators are monotone and $1/\beta$-Lipschitz continuous, but the converse does not hold in general, i.e., There exist monotone and Lipschitz continuous operators that are not cocoercive. Although, for gradients of lower semicontinuous, proper and convex functions, the cocoercivity is equivalent to the global Lipschitz continuity assumption. This nice and surprising fact is strongly used in the convergence analysis of the FB iteration (3) for solving the sum of two convex function (problem (1) with $A = \nabla f$ and $B = \partial g$), is known as the Baillon-Haddad Theorem; see Corollary 18.16 of [1]. Another useful feature that Baillon-Haddad Theorem assures is that $\nabla f$ is firmly nonexpansive if and only if it is a nonexpansive map. Recalling that an operator $A$ is nonexpansive if it is Lipschitz with constant 1, and it is firmly nonexpansiveness if

$$\forall x, y \in \mathcal{H}, \quad \|Ax - Ay\|^2 \leq \|x - y\|^2 - \| (x - Ax) - (y - Ay) \|^2.$$ 

In order to relax the cocoercivity assumption, Tseng [17] proposed a modification of the FB splitting method, known as the forward-backward-forward (FBF) splitting method, which usually requires $L$-Lipschitz continuity assumption of $A$ and an additional forward step. The FBF splitting iteration is:

$$x^k := J_{\alpha_k B}(x^k - \alpha_k Ax^k) \quad (4)$$

$$x^{k+1} := x^k - \alpha_k [Ax^k - Ax_k]. \quad (5)$$

This iteration converges weakly when:

(i) the operator $A$ is monotone and $L$-Lipschitz and $L$ is available by taking $\alpha_k \leq 1/L$ for all $k \in \mathbb{N}$ and $\lim \inf_{k \to \infty} \alpha_k > 0$; or

(ii) the operator $A$ is locally uniformly continuous on $\text{dom}(B)$ and the function $x \mapsto \min_{w \in (A + B)x} \|w\|$ is locally bounded on $\text{dom}(B)$ by choosing $\alpha_k$ to be the largest $\alpha \in \{\sigma, \sigma \theta, \sigma \theta^2, \ldots\}$ with $\sigma > 0$ and $\theta, \delta \in [0, 1]$ satisfying

$$\alpha \|Ax^k - Ax_k\| \leq \delta \|x^k - \hat{x}^k\|. \quad (6)$$

It is worth noting that there are relatively few effective alternatives to Tseng’s FBF algorithm (4)-(5) for solving inclusions in the form of problem (1) [13, 18]. Hence, Tseng scheme is the main model to follow and any significant improvement should be considered. In this paper, we assume that the single valued operator $A$ can be split as the sum of $A_1$ ($\beta$-cocoercive operator) and $A_2$ (monotone operator). Hence, problem (1) takes the following form:

$$\text{Find } x \in \mathcal{H} \text{ such that } 0 \in (A_1 + A_2 + B)x. \quad (7)$$

Moreover, the FBF iteration (4)-(5) can be modified to the following forward-backward-half-forward (FBHF) splitting iteration proposed in [7]

$$\hat{x}^k := J_{\alpha_k B}(x^k - \alpha_k Ax^k) \quad (8)$$
\[
x^{k+1} := x^k - \alpha_k [A_2 x^k - A_2 x^k].
\] (9)

The weak convergence occurs when:

(i) the operator \( A_1 \) is \( \beta \)-cocoercive, \( A_2 \) is \( L \)-Lipschitz and \( \beta \) and \( L \) are available by taking \( \alpha_k \in [\eta, \min\{\beta, 1/(2L)\}] \) with \( \eta > 0 \) for all \( k \in \mathbb{N} \); or

(ii) the operator \( A_1 \) is \( \beta \)-cocoercive and \( \beta \) is available and \( A_2 \) is uniformly continuous in weakly compact subset of \( \text{dom}(B) \) by choosing \( \alpha_k \) as the largest \( \alpha \in \{2\beta \epsilon \theta, 2\beta \epsilon \theta^2, \ldots \} \) with \( \epsilon, \theta \in ]0,1[ \) satisfying (6) with \( \delta \in ]0, \sqrt{1-\epsilon} \) and \( A = A_2 \).

It is worth mentioning that this last backtracking strategy, described in (ii), to find \( \alpha_k \) uses \( \beta \) and allows smaller stepsizes than \( \beta \). The main difference between both iterations yields in the forward step, i.e., the operator \( A_1 \) is not evaluated. This is possible because the cocoercive assumption and the property of the one-step FB splitting iteration (3) to be convergent for certain values of \( \alpha_k \) related to \( \beta \). Actually, if \( A_2 = 0 \), the FB splitting iteration (5) is recovered by the FBHF splitting iteration. In this context, with \( A_1 = \nabla f \) and \( B = \partial g \) with \( f, g \) convex functions, was proposed by using the backtracking procedure (5) a weakly convergent proximal gradient method in (6) without any boundedness of the image of \( \partial g \) or Lipschitz continuity assumption. Note further that, in the particular case that \( A_1 = 0 \), the problem (7) (with \( A = A_2 \)) becomes problem (1) and the FBHF iteration (8)-(9) coincides with the FBF iteration (4)-(5). Motivations and applications for such kind of splitting structure giving in problem (7) can be found in [1, 7]. For example, Briceño-Arias and Davis in [7] applied the algorithm to primal-dual composite monotone inclusions with non self-adjoint linear operators. In nonsmooth empirical risk minimizations in machine learning, one minimizes finite approximations of an expected value for the loss function and constraints. For more, we refer the reader to [7] and the references therein.

The proposed conceptual algorithm modifies and extends the FBHF iteration (8)-(9) by using two phases: (I) in the spirit of the cutting plane methods, a backtracking search is performed to construct a suitable separating hyperplane; and (II) two special projection (forward) steps onto suitable separating hyperplanes deliver two different methods. Convergence analysis of both methods is presented without the Lipschitz continuity assumption and without using the cocoercive constant of \( A_1 \). However, if \( A_2 \) is \( L_2 \)-Lipschitz the proposed backtracking strategy could allow larger stepsizes than \( 1/L_2 \). Furthermore, the first variant can be seen as a general iteration which recovers the FBHF iteration (8)-(9) as a special case. Moreover, it could allow over and/or under projections onto the separating hyperplane. The second variant has the following desirable properties: (i) the sequence of the generated iterates is entirely contained in a ball with diameter equal to the distance between the initial and the solution set; and (ii) the whole sequence converges strongly to the solution of the problem that lies closest to the initial point. Reminding that only weak convergence is known for the FBHF splitting method.

The presentation of this paper is as follows. In the next section we provide some relevant background and useful facts that will be used throughout this paper. The proposed conceptual algorithm is presented in Section 3 and its two versions, called Method 1 and Method 2 are described. Section 4 contains the convergence analysis of these methods. Section 5 gives some concluding remarks.
2 Preliminaries

In this section, we present some definitions and conventional results needed for the convergence analysis of the proposed methods. The notation and results we discuss are standard, and interested readers can find further information in [1].

Throughout this paper, we write $p := q$ to indicate that $p$ is defined to be equal to $q$. Let $\mathcal{H}$ be a real Hilbert space equipped with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\| \cdot \| := \sqrt{\langle \cdot, \cdot \rangle}$. We write $\mathbb{N}$ for the nonnegative integers $\{0, 1, 2, \ldots \}$. The closed ball centered at $x \in \mathcal{H}$ with radius $\gamma > 0$ will be denoted by $B[x; \gamma] := \{ y \in \mathcal{H} \mid \| y - x \| \leq \gamma \}$. Let $T : \mathcal{H} \rightrightarrows \mathcal{H}$ be a set valued operator and its domain be denoted by $\text{dom}(T) := \{ x \in \mathcal{H} \mid T(x) \neq \emptyset \}$ and, for simplicity, we usually write $Tx := T(x)$. Define the graph of $T$ by $\text{Gph}(T) := \{ (x, u) \in \text{dom}(T) \times \mathcal{H} \mid u \in Tx \}$. We say that $T$ is monotone if

$$\forall (x, u), (y, v) \in \text{Gph}(T), \quad \langle x - y, u - v \rangle \geq 0,$$

and it is maximally monotone if there exists no monotone operator $T'$ such that $\text{Gph}(T')$ properly contains $\text{Gph}(T)$.

In the following, we state some important facts and preliminary results on set-valued mappings that are maximally monotone and addresses their graphs properties.

Lemma 2.1 (Proposition 20.31 and Proposition 20.33 of [1]) Let $T : \mathcal{H} \rightrightarrows \mathcal{H}$ be a maximal monotone operator and let $x \in \mathcal{H}$. Then the following hold:

(i) $Tx$ is closed and convex;

(ii) For every sequence $(x^k, u^k)_{k \in \mathbb{N}} \subset \text{Gph}(T)$ and every point $(x, u) \in \text{dom}(T) \times \mathcal{H}$, if $x^k \rightharpoonup x$ and $u^k \to u$, then $(x, u) \in \text{Gph}(T)$, i.e. $\text{Gph}(T)$ is sequentially closed in the weak strong topology;

(iii) $\text{Gph}(T)$ is closed in $\mathcal{H} \times \mathcal{H}$ in the strong topology.

Note that the graph of a maximal monotone operator, in general, need not be sequentially closed in the weak topology of $\mathcal{H} \times \mathcal{H}$.

Proposition 2.2 (Theorem 4 of [14]) Let $T : \text{dom}(T) \subseteq \mathcal{H} \rightrightarrows \mathcal{H}$ be a set-valued and maximal monotone operator. If $\alpha > 0$ then the resolvent operator $J_{\alpha T} := (I + \alpha T)^{-1} : \mathcal{H} \to \text{dom}(T)$ is a full domain, single valued and firmly nonexpansive operator, i.e.,

$$\forall x, y \in \mathcal{H}, \quad \| J_{\alpha T}(x) - J_{\alpha T}(y) \|^2 + \| (I - J_{\alpha T})(x) - (I - J_{\alpha T})(y) \|^2 \leq \| x - y \|^2.$$

The inverse of $T$ is the set-valued operator defined by $T^{-1} : u \mapsto \{ x \in \mathcal{H} \mid u \in T(x) \}$. The zero set of $T$ is $\text{zer}(T) := T^{-1}(0)$. If $T = A + B$ then the solution of problem (1) is

$$\text{zer}(A + B) = (A + B)^{-1}(0) = \{ x \in \mathcal{H} \mid 0 \in (A + B)x \}.$$

The next result characterizes the above solution set as the fixed points of the forward-backward operator.

Proposition 2.3 (Proposition 23.28 of [1]) Let $\alpha > 0$, and $A : \mathcal{H} \to \mathcal{H}$ and $B : \text{dom}(B) \subseteq \mathcal{H} \rightrightarrows \mathcal{H}$ be two maximal monotone operators. Then,

$$x = (I + \alpha B)^{-1}(x - \alpha Ax) \quad \text{if and only if} \quad x \in \text{zer}(A + B).$$
Note further that, for all \( x, y \in \mathcal{H} \),
\[
y = (I + aB)^{-1}(x - aAx) \quad \text{if and only if} \quad \frac{x - y}{a} = Ax + By.
\] (10)

Let \( C \) be a nonempty, convex and closed subset of \( \mathcal{H} \), and define the normal cone operator with respect to a nonempty closed convex set \( C \subseteq \mathcal{H} \) as
\[
\mathcal{N}_C(x) := \begin{cases} \emptyset, & \text{if } x \notin C \\ \{ y \in \mathcal{H} \mid \langle y, z - x \rangle \leq 0, \forall z \in C \}, & \text{if } x \in C.
\end{cases}
\]

Hence, the orthogonal projection of \( x \) onto \( C \), \( \Pi_C(x) \), is given by \( \Pi_C(x) = J_{\mathcal{N}_C}(x) = (I + \mathcal{N}_C)^{-1}(x) \).

Now, we state two well-known facts on orthogonal projections.

**Proposition 2.4** (Theorem 3.16 and Proposition 4.16 of [1]) Let \( C \) be nonempty closed convex subset of \( \mathcal{H} \), and \( \Pi_C \) be the orthogonal projection onto \( C \). For all \( x, y \in \mathcal{H} \) and all \( z \in C \) the following hold:

(i) \( \|\Pi_C(x) - \Pi_C(y)\|^2 \leq \|x - y\|^2 - \|(x - \Pi_C(x)) - (y - \Pi_C(y))\|^2 \);

(ii) \( \langle x - \Pi_C(x), z - \Pi_C(x) \rangle \leq 0. \)

In the following, we present some useful formulae to describe the iterates of the proposed methods by introducing suitable hyperplanes and orthogonal projections onto these hyperplanes.

**Proposition 2.5** (Proposition 28.19 of [1]) Let
\[
T_{y,v} := \{ x \in \mathcal{H} \mid \langle v, x - y \rangle \leq r \}
\]
and
\[
\Gamma_{z,x,0} := \{ x \in \mathcal{H} \mid \langle x^0 - z, x - z \rangle \leq 0 \}.
\]

Then,
\[
\Pi_{T_{y,v}}(w) = \begin{cases} w, & \text{if } w \in T_{y,v} \\ w - \frac{\langle v, w - y \rangle - r}{\|v\|^2} v, & \text{if } w \notin T_{y,v}. \end{cases}
\]

Moreover,

(i) if \( x^0 - z \) is linearly dependent to \( v \) (or equivalently, \( \|x^0 - z\| \|v\| = \langle x^0 - z, v \rangle \)), \( T_{y,v} \subseteq \Gamma_{z,x,0} \) and
\[
\Pi_{T_{y,v} \cap \Gamma_{z,x,0}}(x^0) = \Pi_{T_{y,v}}(x^0).
\]

(ii) if \( x^0 - z \) is linearly independent to \( v \) (or equivalently, \( \|x^0 - z\| \|v\| > \langle x^0 - z, v \rangle \)),
\[
\Pi_{T_{y,v} \cap \Gamma_{z,x,0}}(x^0) = x^0 - \lambda_1 v - \lambda_2 (x^0 - z),
\]
where \( \lambda_1, \lambda_2 \) are solutions of the linear system:
\[
\begin{align*}
\lambda_1 \|v\|^2 + \lambda_2 \langle v, x^0 - z \rangle &= \langle v, x^0 - y \rangle - r \\
\lambda_1 \langle v, x^0 - z \rangle + \lambda_2 \|x^0 - z\|^2 &= \langle x^0 - z, x^0 - z \rangle.
\end{align*}
\]

Now we define an important convergence result, the so-called Fejér convergence. It gives the generated sequence very subtle property that helps in analyzing the convergence, it basically shows that the distance between the point and the next state is less than or equal to the distance between the point and the current state of the iterative method.
Definition 2.6 Let $S$ be a nonempty subset of $\mathcal{H}$. A sequence $(x^k)_{k \in \mathbb{N}} \subset \mathcal{H}$ is said to be Fejér convergent to $S$ (or Fejér monotone with respect to $S$), if and only if, for all $x \in S$ there exists $k_0 \in \mathbb{N}$, such that
\[
\|x^{k+1} - x\| \leq \|x^k - x\| \quad \text{for all} \quad k \geq k_0.
\]
A useful basic result on Fejér sequences is the following.

Proposition 2.7 (Proposition 5.4 and Theorem 5.5 of [1]) Let $(x^k)_{k \in \mathbb{N}}$ be a sequence in $\mathcal{H}$ and let $S$ be a non empty subset of $\mathcal{H}$. If $(x^k)_{k \in \mathbb{N}}$ is Fejér convergent to a point in $S$, then:

(i) The sequence $(x^k)_{k \in \mathbb{N}}$ is bounded;

(ii) The sequence $(\|x^k - x\|)_{k \in \mathbb{N}}$ is convergent for all $x \in S$;

(iii) If every weak accumulation point $x^* \in (x^k)_{k \in \mathbb{N}}$ belongs to $S$, then $(x^k)_{k \in \mathbb{N}}$ converges weakly to $x^*$.

3 The Conceptual Forward-Backward-Half-Forward Algorithm

The conceptual modification of the FBHF splitting algorithm uses the parameters $\theta, \delta \in (0, 1)$. It is defined as follows:

| Conceptual Algorithm. |
|------------------------|
| **Step 0. (Initialization):** Take $x^0 \in \mathcal{H}$, and $\alpha_{-1} > 0$. |
| **Step 1. (Backtracking):** Given $x^k$ and $\alpha_{k-1}$ define $\bar{x}^k_j := J_{\alpha_{k-1}\theta/\delta}(x^k - \alpha_{k-1}\theta/\delta A x^k)$. |
| Start the inner loop in $j$ to compute $j(k)$ as the smaller $j \in \mathbb{N}$ such that $\alpha_k \langle A_2 x^k - A_2 \bar{x}^k_j, x^k - \bar{x}^k_j \rangle \leq \delta \|x^k - \bar{x}^k_j\|^2$. |
| **Step 2. (Forward step):** Set $\alpha_k := \alpha_{k-1}\theta^{j(k)}$, $\check{x}^k := \check{x}^k_{j(k)} = J_{\alpha_k B}(x^k - \alpha_k A x^k)$, and $x^{k+1} := \mathcal{F}(\check{x}^k)$. |
| **Stop Criterion:** If $x^{k+1} = x^k$ then stop. |

We consider two projection variants of the Conceptual Algorithm, which are called Method 1 and Method 2 respectively. It will be used two different forward steps $\mathcal{F}_1$ and $\mathcal{F}_2$ on the projection steps in (14) as follows. Take any $\bar{\delta}$ such that $1 - \delta - \bar{\delta} > 0$ and define $r_k := \frac{\bar{\delta}}{\alpha_k} \|x^k - \check{x}^k\|^2$, and $T_k := \left\{ x \in \mathcal{H} \left\| \frac{x^k - \check{x}^k}{\alpha_k} - (A_2 x^k - A_2 \check{x}^k), x - \check{x}^k \right\| \leq r_k \right\}$. (15)
and

\[ F_1(x^k) := \Pi_{T_k}(x^k). \] (16)

Moreover, set

\[ \Gamma_k := \{ x \in \mathcal{H} \mid \langle x^0 - x^k, x - x^k \rangle \leq 0 \} \] (17)

and

\[ F_2(x^k) := \Pi_{T_k \cap \Gamma_k}(x^0). \] (18)

This kind of forward steps have been used in several papers for solving nonsmooth convex optimization problems [3], variational inequalities [2, 5], and nonsmooth inclusion problems [16]. The existence of \( j(k) \), satisfying (12), and the well-definition of (16) and (18) will be proved in the next section. It is worth mentioning that the projection steps defined in (16) and (18) do not require any additional computational cost, that is, both steps have closed and inexpensive formulae. By using Proposition 2.5 with \( y = x^k, z = x^k \),

\[ u = x^k := (\delta/\alpha_k) \| x^k - x^k \|^2 \]

and

\[ v = \bar{u}^k_2 := \frac{x^k - x^k}{\alpha_k} - (A_2 x^k - A_2 x^k), \]

we have \( T_k = T_{x^k, x^k} \) and \( \Gamma_k = \Gamma_{x^k, x^k} \). Moreover, since \( x^k \not\in T_k \) which is proved below in Proposition 4.5,

\[ F_1(x^k) = \Pi_{T_k}(x^k) = x^k - \frac{\langle \bar{u}^k_2, x^k - x^k \rangle - r_k}{\| \bar{u}^k_2 \|^2} \bar{u}^k_2 \]

and also

\[ F_2(x^0) = \Pi_{T_k \cap \Gamma_k}(x^0) = x^0 - \lambda^k_1 \bar{u}^k_2 - \lambda^k_2 (x^0 - x^k), \]

where \( \lambda^k_1, \lambda^k_2 \) are given by,

\[ \lambda^k_1 = \begin{cases} \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle - r_k}{\| \bar{u}^k_2 \|^2} \frac{\| x^0 - x^k \|^2 - \langle \bar{u}^k_2, x^0 - x^k \rangle \| x^0 - x^k \|^2}{\| \bar{u}^k_2 \|^2 \| x^0 - x^k \|^2 - \langle \bar{u}^k_2, x^0 - x^k \rangle^2} \}, & \text{if } \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle}{\| \bar{u}^k_2 \| \| x^0 - x^k \|} < 1 \\ \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle - r_k}{\| \bar{u}^k_2 \|^2} \}, & \text{if } \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle}{\| \bar{u}^k_2 \| \| x^0 - x^k \|} = 1 \end{cases} \] (19)

and

\[ \lambda^k_2 = \begin{cases} \frac{\| \bar{u}^k_2 \|^2 \| x^0 - x^k \|^2 - \langle \bar{u}^k_2, x^0 - x^k \rangle (\langle \bar{u}^k_2, x^0 - x^k \rangle - r_k)}{\| \bar{u}^k_2 \|^2 \| x^0 - x^k \|^2 - \langle \bar{u}^k_2, x^0 - x^k \rangle^2} \}, & \text{if } \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle}{\| \bar{u}^k_2 \| \| x^0 - x^k \|} < 1 \\ 0, & \text{if } \frac{\langle \bar{u}^k_2, x^0 - x^k \rangle}{\| \bar{u}^k_2 \| \| x^0 - x^k \|} = 1 \end{cases} \] (20)

4 Convergence Analysis

We start this section by presenting some technical results that are useful in analyzing the convergence properties of the two proposed methods. We also prove that Conceptual Algorithm is well-defined. We start proving that (12) is satisfied by \( j \) sufficiently large, hence \( \alpha_k \) is well defined.
From now on, we assume that $A_2 : \mathcal{H} \to \mathcal{H}$ is a uniformly continuous mapping. This assumption is standard to prove weak convergence of the FBHF splitting method without the Lipschitz continuity assumption. Moreover, the solution set of the inclusion problem (7), $\text{zer}(A + B)$, is nonempty.

**Proposition 4.1** The inequality (12) in the backtracking strategy holds after finitely many steps.

**Proof.** If $x^k \in \text{zer}(A + B)$ then (12) automatically holds because Proposition 2.3. Thus, assume that $x^k$ is not a solution i.e., $x^k \notin \text{zer}(A + B)$. So, using (11) and Proposition 2.3, we have $x^k \neq x^{k^*} = (I + \alpha_{k-1} \theta^j B)^{-1}(x^k - \alpha_{k-1} \theta^j A x^k)$ for all $j \in \mathbb{N}$. The proof of the well-definition of $j(k)$ goes by contradiction. Assume that for all $j \in \mathbb{N}$ (12) does not hold, i.e.,

$$\delta \|x^k - \bar{x}^k\|^2 < \alpha_{k-1} \theta^j \langle A_2 x^k - A_2 \bar{x}^k, x^k - \bar{x}^k \rangle \leq \alpha_{k-1} \theta^j \|A_2 x^k - A_2 \bar{x}^k\| \|x^k - \bar{x}^k\|,$$

using the Cauchy-Schwarz inequality in the last inequality. Dividing by $\|x^k - \bar{x}^k\| \neq 0$, we get

$$\delta \|x^k - \bar{x}^k\| < \alpha_{k-1} \theta^j \|A_2 x^k - A_2 \bar{x}^k\|.$$

Since $\theta \in (0, 1)$ and $\|A_2 x^k - A_2 \bar{x}^k\|$ is bounded for all $j \in \mathbb{N}$, then by letting $j \to +\infty$ the right hand side of the last inequality goes to zero. Hence $\|x^k - \bar{x}^k\| \to 0$. Since $A$ is uniformly continuous, we have

$$\|A_2 x^k - A_2 \bar{x}^k\| \to 0. \quad (21)$$

Consequently,

$$\frac{\|x^k - \bar{x}^k\|}{\alpha_{k-1} \theta^j} \to 0. \quad (22)$$

Moreover, the $\beta$-cocoersivity of $A_1$ implies $1/\beta$-Lipschitz continuity. Then,

$$\lim_{j \to \infty} \|A_1 x^k - A_1 \bar{x}^k\| \leq 1/\beta \lim_{j \to \infty} \|x^k - \bar{x}^k\| = 0,$$

which implies

$$\|A_1 x^k - A_1 \bar{x}^k\| \to 0. \quad (23)$$

Define,

$$\bar{w}^k_j := \frac{x^k - \bar{x}^k}{\alpha_{k-1} \theta^j} - (A x^k - A \bar{x}^k).$$

It follows from (10) that $\bar{w}^k_j \in (A + B) \bar{x}^k$, or equivalently,

$$(\bar{x}^k, \bar{w}^k_j) \in \text{Gph}(A + B).$$

Observe that $A = A_1 + A_2$ and by the Cauchy-Schwarz inequality, we get

$$\|\bar{w}^k_j\| \leq \frac{\|x^k - \bar{x}^k\|}{\alpha_{k-1} \theta^j} + \|A_1 x^k - A_1 \bar{x}^k\| + \|A_2 x^k - A_2 \bar{x}^k\|.$$
Hence, \( \bar{x}^k \) converges to 0 by using (21), (22) and (23) above. Since \( \bar{x}_j^k \to x_j \) and \( \bar{w}^k_j \to 0 \) and by Proposition 2.1(ii), \( \text{Gph}(A + B) \) is closed in the weak-strong topology. So,

\[(x^k, 0) \in \text{Gph}(A + B),\]
or equivalently, \( 0 \in (A + B)x^k \). Therefore, \( x^k \in \text{zer}(A + B) \) which is a contradiction. 

\[\square\]

**Remark 4.2** We notice that if \( A_2 \) is \( L_2 \)-Lipschitz continuous then any \( \alpha \leq \frac{\delta}{L_2} \) satisfies the backtracking inequality (12). Actually, if we use the Cauchy-Schwartz inequality in the left hand side of (12), we get

\[\alpha \langle A_2 x^k - A_2 \bar{x}^k, x^k - \bar{x}^k \rangle \leq \frac{\delta}{L_2} \|A_2 x^k - A_2 \bar{x}^k\| \|x^k - \bar{x}^k\| \leq \delta \|x^k - \bar{x}^k\|^2.\]

Moreover, it is easy to prove that \( (\alpha_k)_{k \in \mathbb{N}} \) the sequence generated by the backtracking strategy given by (12) satisfies

\[\alpha_k \geq \min \left\{ \bar{\alpha}_{-1} \frac{\delta}{L_2} \right\}\]

for all \( k \in \mathbb{N} \).

From now on, we assume that \( \alpha_{-1} \leq 4\beta \delta \) where \( \beta \) is the cocoercive constant for \( A_1 \).

**Lemma 4.3** Let \( (x^k)_{k \in \mathbb{N}}, (\bar{x}^k)_{k \in \mathbb{N}} \) and \( (\alpha_k)_{k \in \mathbb{N}} \) be the sequences generated by Conceptual Algorithm. Then, for all \( k \in \mathbb{N} \),

(i) \( \frac{x^k - \bar{x}^k}{\alpha_k} - (A_2 x^k - A_2 \bar{x}^k) \in (A_2 + B)\bar{x}^k + A_1 x^k; \)

(ii) \( \text{zer}(A + B) \subseteq T_k. \)

**Proof.** By the definition of \( \bar{x}^k \) given in (13) and (10), \( \frac{x^k - \bar{x}^k}{\alpha_k} - Ax^k \in B\bar{x}^k \). So, (i) follows after add\( A_2 \bar{x}^k + A_1 x^k \) in both sides and use that \( A = A_1 + A_2 \). To prove (ii) take any \( x^* \in \text{zer}(A + B) \). Then, there exists \( v^* \in B(x^*), \) such that \( 0 = A_1 x^* + A_2 x^* + v^* \). Using (i), \( \frac{x^k - \bar{x}^k}{\alpha_k} - A_2 x^k + A_2 \bar{x}^k \in (A_2 + B)\bar{x}^k + A_1 x^k \) and also the monotonicity of \( A_2 + B \) give us

\[0 \leq \left\langle \frac{x^k - \bar{x}^k}{\alpha_k} - (A_2 x^k - A_2 \bar{x}^k) - A_1 x^k - (A_2 x^* + v^*), \bar{x}^k - x^* \right\rangle = \left\langle \frac{x^k - \bar{x}^k}{\alpha_k} - (A_2 x^k - A_2 \bar{x}^k) - A_1 x^k + A_1 x^*, \bar{x}^k - x^* \right\rangle.\]

Rearranging, we have

\[\left\langle \frac{x^k - \bar{x}^k}{\alpha_k} - (A_2 x^k - A_2 \bar{x}^k), x^* - \bar{x}^k \right\rangle \leq \left\langle A_1 x^* - A_1 x^k, \bar{x}^k - x^* \right\rangle.\]

Now, by using the \( \beta \)-cocoercivity of \( A_1 \), we get

\[\langle A_1 x^* - A_1 x^k, \bar{x}^k - x^* \rangle = \langle A_1 x^* - A_1 x^k, x^k - x^* \rangle + \langle A_1 x^* - A_1 x^k, \bar{x}^k - x^k \rangle\]
for any \( \gamma > 0 \) and \( a, b \in \mathcal{H} \), \( 2(ab, a) = \gamma \|a\|^2 + \frac{\alpha_k}{\gamma} \|b\|^2 - \gamma \|a - \frac{\alpha}{\gamma} b\|^2 \) in the right hand side of the last inequality, we get

\[
\langle A_1 x^* - A_1 x^k, x_k^* - x^k \rangle \leq \frac{\gamma}{2\alpha_k} \|x^k - x^*\|^2 \left( \frac{\alpha_k}{2\gamma} - \beta \right) + \frac{\gamma}{2\alpha_k} \|x^k - x^*\|^2 - \frac{\gamma}{2\alpha_k} \|x^k - x^*\|^2 + \frac{\gamma}{2\alpha_k} \|x^k - x^*\|^2,
\]

for any \( \gamma > 0 \). Therefore, taking \( \gamma = \frac{\alpha_k}{2\beta} \geq \frac{\alpha_k}{2\gamma} \) for all \( k \in \mathbb{N} \) and using that \( \alpha_{-1} \leq 4\beta \delta \), we have

\[
\langle \frac{x_k}{\alpha_k} - (A_2 x_k - A_2 x^k), x^* - x^k \rangle \leq \frac{\delta}{\alpha_k} \|x^k - x^*\|^2 = r_k
\]

and by (15), \( x^* \in T_k \) as desired.

**Proposition 4.4** Let \( (x^k)_{k \in \mathbb{N}} \), \( (\alpha^k)_{k \in \mathbb{N}} \) and \( (\alpha^k)_{k \in \mathbb{N}} \) be the sequences generated by Conceptual Algorithm. Then, for all \( k \in \mathbb{N} \), \( \alpha_k \leq \alpha_{-1} \) and

\[
\langle \frac{x_k - \bar{x}_k}{\alpha_k} - (A_2 x_k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle \geq \frac{1 - \delta}{\alpha_k} \|x_k - \bar{x}^k\|^2 \geq 0. \tag{24}
\]

**Proof.** The fact that \( \alpha_k \leq \alpha_{-1} \) for all \( k \in \mathbb{N} \) follows from the definition of the backtracking strategy inside of Conceptual Algorithm. Using the line search inequality, we have

\[
\langle \frac{x_k - \bar{x}_k}{\alpha_k} - (A_2 x_k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle = \frac{\|x^k - \bar{x}^k\|^2}{\alpha_k} - \langle A_2 x_k - A_2 \bar{x}^k, x^k - \bar{x}^k \rangle \geq \frac{\|x_k^* - \bar{x}^k\|^2}{\alpha_k} - \frac{\delta}{\alpha_k} \|x^k - \bar{x}^k\|^2 \geq \frac{1 - \delta}{\alpha_k} \|x_k^* - \bar{x}^k\|^2.
\]

So, the result follows.

**Proposition 4.5** Let \( (x^k)_{k \in \mathbb{N}} \), \( (\alpha^k)_{k \in \mathbb{N}} \) and \( (\alpha^k)_{k \in \mathbb{N}} \) be the sequences generated by Conceptual Algorithm. Then, \( x^k \in T_k \) if and only if \( x^k \in \text{zer}(A + B) \).

**Proof.** Clearly, from Lemma 4.3 if \( x^k \in \text{zer}(A + B) \) then \( x^k \in T_k \). Conversely, if \( x^k \in T_k \) then

\[
\frac{\delta}{\alpha_k} \|x_k^* - \bar{x}^k\|^2 \geq \langle \frac{x_k - \bar{x}_k}{\alpha_k} - (A_2 x_k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle \geq \frac{1 - \delta}{\alpha_k} \|x_k^* - \bar{x}^k\|^2,
\]

using Proposition 4.4 in the second inequality. Hence, \( \frac{1 - \delta - \delta}{\alpha_k} \|x_k^* - \bar{x}^k\|^2 \leq 0 \), which implies that \( x^k = \bar{x}^k \) and by Proposition 2.3 \( x^k \in \text{zer}(A + B) \).
4.1 Convergence of Method 1

In this subsection all results are referred to Method 1, i.e., with Conceptual Algorithm with the iterative Step 2. as
\[ x^{k+1} = \mathcal{F}_1(x^k) = \Pi_{T_k}(x^k). \]
or equivalently,
\[ x^{k+1} = \Pi_{T_k}(x^k) = x^k - \frac{\langle \bar{w}_2^k, x^k - x^k \rangle - \bar{\delta} \|x^k - \bar{x}^k\|^2}{\|\bar{w}_2^k\|^2} \bar{w}_2^k, \tag{25} \]
reminding that \( \bar{w}_2^k = \frac{x^k - x^k}{\alpha_k} - (A_2 x^k - A_2 \bar{x}^k) \). If we define
\[ \lambda_k := \frac{\langle \bar{w}_2^k, x^k - x^k \rangle - \bar{\delta} \|x^k - \bar{x}^k\|^2}{\|\bar{w}_2^k\|^2} \tag{26} \]
then (25) becomes to
\[ x^{k+1} = \left(1 - \frac{\lambda_k}{\alpha_k}\right) x^k + \frac{\lambda_k}{\alpha_k} x^k - \lambda_k (A_2 x^k - A_2 \bar{x}^k). \tag{27} \]
The above forward step is interesting on its own. It is possible to use (27) to allow over and under projections onto \( T_k \), i.e., changing \( \lambda_k \) by \( \gamma \lambda_k \) with \( \gamma \in (0, 2) \). The analysis of convergence for the resulted new variants follows the same lines of convergence of Method 1. Note further that if \( \lambda_k = \alpha_k \), the forward step of the FBHF splitting iteration is recovered from (27).

**Proposition 4.6** If Method 1 stops then \( x^k \in \text{zer}(A + B) \).

**Proof.** If Stop Criterion is satisfied, then \( x^{k+1} = \Pi_{T_k}(x^k) = x^k \), which implies that \( x^k \in T_k \) and by Proposition 4.5 \( x^k \in \text{zer}(A + B) \). \( \blacksquare \)

From now on, we assume that Method 1 does not stop. Note that \( T_k \) is nonempty for all \( k \in \mathbb{N} \) by Lemma 4.5. Then, the projection step (16) is well-defined, i.e., if Method 1 does not stop, it generates an infinite sequence \( (x^k)_{k \in \mathbb{N}} \).

**Proposition 4.7** Let \( (x^k)_{k \in \mathbb{N}} \) be a generated sequence by Method 1. Then the following items are satisfied:

(i) The sequence \( (x^k)_{k \in \mathbb{N}} \) is Fejér convergent to \( \text{zer}(A + B) \);

(ii) The sequence \( (x^k)_{k \in \mathbb{N}} \) is bounded;

(iii) \( \lim_{k \to \infty} \left\langle x^k - \bar{x}^k - \alpha_k (A_2 x^k - A_2 \bar{x}^k), x^k - \bar{x}^k \right\rangle - \bar{\delta} \|x^k - \bar{x}^k\|^2 = 0. \)

**Proof.** (i) Take \( x^* \in \text{zer}(A + B) \). Using (16), Proposition 2.4(i) and Lemma 4.5 we have
\[ \|x^{k+1} - x^*\|^2 = \|\Pi_{T_k}(x^k) - \Pi_{T_k}(x^*)\|^2 \leq \|x^k - x^*\|^2 - \|\Pi_{H_k}(x^k) - x^k\|^2 \leq \|x^k - x^*\|. \tag{28} \]
Thus, the Fejér monotonicity applies. (ii) Using Proposition 2.7(ii) then the sequence is bounded. (iii) It follows from (25) that
\[ x^{k+1} = \Pi_{T_k}(x^k) = x^k - \frac{\langle \bar{w}_2^k, x^k - x^k \rangle - \delta \| x^k - x^k \|^2}{\| \bar{w}_2^k \|^2} \bar{w}_2^k, \]
and combining this with the second line of (28), we have
\[ \| x^{k+1} - x^* \|^2 \leq \| x^k - x^* \|^2 - \left| \frac{\langle \bar{w}_2^k, x^k - x^k \rangle - \delta \| x^k - x^k \|^2}{\| \bar{w}_2^k \|^2} \right|^2. \]
Reordering,
\[ \frac{\left( \langle \bar{w}_2^k, x^k - x^k \rangle - \delta \| x^k - x^k \|^2 \right)^2}{\| \bar{w}_2^k \|^2} \leq \| x^k - x^* \|^2 - \| x^{k+1} - x^* \|^2. \]
It follows from Proposition 2.7(ii) and the definition of \( \bar{w}_2^k \) that
\[ 0 = \lim_{k \to \infty} \left( \frac{\langle x^k - x^k \rangle - (A_2x^k - A_2x^k), x^k - x^k \rangle - \delta \| x^k - x^k \|^2}{\| x^k - x^k \rangle - (A_2x^k - A_2x^k)} \right)^2 \]
\[ = \lim_{k \to \infty} \left( \frac{\langle x^k - x^k \rangle - a_k(A_2x^k - A_2x^k), x^k - x^k \rangle - \delta \| x^k - x^k \|^2}{\| x^k - x^k \rangle - a_k(A_2x^k - A_2x^k)} \right)^2. \]
The sequence \( \left( \| x^k - x^k \rangle - a_k(A_2x^k - A_2x^k) \right)_{k \in \mathbb{N}} \) is bounded because the sequence \( (x^k)_{k \in \mathbb{N}} \) and \( (\bar{x}^k)_{k \in \mathbb{N}} \) are bounded and \( \| x^k - x^k \rangle - a_k(A_2x^k - A_2x^k) \leq \| x^k - x^k \rangle + a_k \| A_2x^k - A_2x^k \| \), proving the desired result.

Next we establish our main convergence result on Method 1.

**Theorem 4.8** All weak accumulation points of \( (x^k)_{k \in \mathbb{N}} \) belong to zer\( (A + B) \).

**Proof.** Using Proposition 4.7(iii) and taking limits in (24), we have
\[ 0 = \lim_{k \to \infty} \left( \langle x^k - \bar{x}^k \rangle - a_k(A_2x^k - A_2x^k), x^k - \bar{x}^k \rangle - \delta \| x^k - \bar{x}^k \|^2 \right. \]
\[ \geq \lim_{k \to \infty} (1 - \delta - \delta) \| x^k - \bar{x}^k \|^2 \geq 0. \]
Implying that,
\[ \lim_{k \to \infty} \| x^k - \bar{x}^k \| = 0. \] 
(29)
Proposition 4.7(ii) guarantees the existence of weak accumulation points of \((x^k)_{k \in \mathbb{N}}\). Let \(\hat{x}\) be any weak accumulation point of \((x^k)_{k \in \mathbb{N}}\) and assume that \((\hat{x}^k)_{k \in \mathbb{N}}\) is any subsequence of \((x^k)_{k \in \mathbb{N}}\) that converges weakly to \(\hat{x}\) and also, without loss of generality, assume that \(\lim_{k \to \infty} x_k = \hat{x}\). Hence, it follows from (29) that \((\hat{x}^k)_{k \in \mathbb{N}}\) converges weakly to \(\hat{x}\) as well.

In the following, we can consider two cases.

(a) Assume that \(\hat{\alpha} > 0\). Hence, (29) implies
\[
\lim_{k \to \infty} \frac{\|x^k - \hat{x}^k\|}{\hat{\alpha}_k} \leq \frac{1}{\hat{\alpha}} \cdot \lim_{k \to \infty} \|x^k - \hat{x}^k\| = 0,
\]
because the sequence \((\hat{\alpha}_k)_{k \in \mathbb{N}}\) is a nonincreasing sequence. Notice that,
\[
\hat{w}^k := \frac{x^k - \hat{x}^k}{\hat{\alpha}_k} - (A_1 x^k - A_1 \hat{x}^k) - (A_2 x^k - A_2 \hat{x}^k) \in (A + B) \hat{x}^k,
\]
which is equivalent to \((\hat{x}^k, \hat{w}^k) \in \text{Gph}(A + B)\). The fact that \(\hat{w}^k \to 0\) follows by using Cauchy-Schwartz, (30), (29), the uniformly continuity assumption of \(A_2\) and the cocoercivity of \(A_1\). Since \(\hat{w}^k \to 0\) and \(\hat{x}^k \to \hat{x}\) then the closedness of \(\text{Gph}(A + B)\) implies that \((\hat{x}, 0) \in \text{Gph}(A + B)\), and therefore \(\hat{x} \in \text{zer}(A + B)\).

(b) Assume that \(\hat{\alpha} = 0\), and the proof will be similar to the proof of Proposition 4.1. For simplicity, define \(\hat{\alpha}_k := \frac{\alpha_k}{\theta}\). Then, because \(\theta \in (0, 1)\), we have that \(\hat{\alpha}_k > \alpha_k\) and
\[
\lim_{k \to \infty} \hat{\alpha}_k = 0.
\]
Define
\[
\hat{x}^k := (I + \hat{\alpha}_k B)^{-1}(x^k - \hat{\alpha}_k A x^k)
\]
and for all \(k \in \mathbb{N}\). Hence, \(\hat{\alpha}_k (A_2 x^k - A_2 \hat{x}^k, x^k - \hat{x}^k) > \delta \|x^k - \hat{x}^k\|^2\). Using the Cauchy-Schwartz inequality, we obtain
\[
\delta \|x^k - \hat{x}^k\|^2 < \hat{\alpha}_k \|A_2 x^k - A_2 \hat{x}^k\| \|x^k - \hat{x}^k\|.
\]
Dividing by \(\|x^k - \hat{x}^k\|\), we get
\[
\delta \|x^k - \hat{x}^k\| < \hat{\alpha}_k \|A_2 x^k - A_2 \hat{x}^k\|.
\]
Letting \(k \to +\infty\) and since \((\|A_2 x^k - A_2 \hat{x}^k\|)_{k \in \mathbb{N}}\) is bounded and (31), we have \(\|x^k - \hat{x}^k\| \to 0\). Hence, \(\hat{x}^k \to \hat{x}\). Since \(A_2\) is uniformly continuous then
\[
\|A_2 x^k - A_2 \hat{x}^k\| \to 0.
\]
Using again (33),
\[
\frac{\|x^k - \hat{x}^k\|}{\hat{\alpha}_k} \to 0.
\]
The definition of \(\hat{x}^k\) in (32) together with (10) imply
\[
\hat{w}^k := \frac{x^k - \hat{x}^k}{\hat{\alpha}_k} - (A_1 x^k - A_1 \hat{x}^k) - (A_2 x^k - A_2 \hat{x}^k) \in (A + B) \hat{x}^k,
\]
or equivalently,
\[
(\hat{x}^k, \hat{w}^k) \in \text{Gph}(A + B).
\]
Observe that
\[
\|\hat{v}^i_k\| = \left\| \frac{\chi^i_k - \hat{x}^i_k}{\alpha_i} - (A_1\chi^i_k - A_1\hat{x}^i_k) - (A_2\chi^i_k - A_2\hat{x}^i_k) \right\|
\leq \left\| \frac{\chi^i_k - \hat{x}^i_k}{\alpha_i} \right\| + \|A_1\chi^i_k - A_1\hat{x}^i_k\| + \|A_2\chi^i_k - A_2\hat{x}^i_k\|
\leq \left\| \frac{\chi^i_k - \hat{x}^i_k}{\alpha_i} \right\| + \beta\|\chi^i_k - \hat{x}^i_k\| + \|A_2\chi^i_k - A_2\hat{x}^i_k\|
\]
Hence, \(\hat{v}^i_k\) converges to 0 by using (35), (29) and (34). Since \(\hat{x}^i_k \rightarrow \hat{x}\) and \(\hat{v}^i_k \rightarrow 0\) and by the sequentially closedness in the weak-strong topology of \(\text{Gph}(A + B)\) (Proposition 4.10), we have
\[
(\hat{x}, 0) \in \text{Gph}(A + B),
\]
or equivalently, \(0 \in (A + B)\hat{x}\). Then, \(\hat{x} \in \text{zer}(A + B)\). Then, all weak accumulation points of \((x^k)_{k \in \mathbb{N}}\) belong to \(\text{zer}(A + B)\).

**Theorem 4.9** The generated sequence \((x^k)_{k \in \mathbb{N}}\) by Method 1 converges weakly to some element belonging to the optimal solutions set \(\text{zer}(A + B)\).

**Proof.** The result follows from the Fejér monotonicity of \((x^k)_{k \in \mathbb{N}}\) to \(\text{zer}(A + B)\) proved in Proposition 4.7(i), the optimality of the weak accumulation points showed in Theorem 4.8 and Proposition 2.7(iii).

### 4.2 Convergence of Method 2

In this subsection all results are referent to Method 2, i.e., with Iterative Step 2 as
\[
x^{k+1} = \mathcal{F}_2(x^k) = \Pi_{T_k \cap \Gamma_k}(x^0).
\]
Provided that,
\[
x^{k+1} = \Pi_{T_k \cap \Gamma_k}(x^0) = x^0 - \lambda_1^k\hat{v}^k - \lambda_2^k(x^0 - x^k)
\]
\[
= (1 - \lambda_2^k)(x^0 - x^k) + \left(1 - \frac{\lambda_1^k}{\alpha_k}\right)x^k + \frac{A_1^k x^k - A_2^k x^k}{\alpha_k}.
\]
where \(\lambda_1^k\) and \(\lambda_2^k\) are given by (19) and (20). This forward step is still more general than the forward step of Method 1 and it is interesting on its own. Actually, if \(\lambda_1^k = \lambda_k\) given in (26) and \(\lambda_2^k = 1\) then it recovers the projection-forward step of Method 1. Moreover, the projection forward step for Method 2 can be replaced by under and over projections (or even inexact projections) onto \(T_k \cap \Gamma_k\) producing strongly convergent versions of Method 2.

**Proposition 4.10** If Method 2 stops then \(x^k \in \text{zer}(A + B)\).

**Proof.** If Method 2 stops then \(x^{k+1} = \Pi_{T_k \cap \Gamma_k}(x^0) = x^k\). So, \(x^k \in T_k \cap \Gamma_k \subset T_k\) and it implies that, by using Proposition 4.5 \(x^k \in \text{zer}(A + B)\).

To avoid this case, we may assume that Method 2 does not stop. Note that, \(\Gamma_k\) and \(T_k\) are convex and closed halfspaces, for all \(k\). Therefore \(T_k \cap \Gamma_k\) is a convex and closed set. So, if \(T_k \cap \Gamma_k\) is nonempty, then \(x^{k+1}\) is well-defined. This notion is confirmed using the following lemma.
**Lemma 4.11** \( \text{zer}(A + B) \subseteq T_k \cap \Gamma_k \), for all \( k \in \mathbb{N} \).

**Proof.** Note that, the set of optimal solutions \( \text{zer}(A + B) \neq \emptyset \). By Proposition 4.13, \( \text{zer}(A + B) \subseteq T_{k} \), for all \( k \in \mathbb{N} \). When \( k = 0 \), it is the case \( T_0 = \mathcal{H} \), we get \( \text{zer}(A + B) \subset T_0 \cap \Gamma_0 \). For all \( \ell \in \mathbb{N} \) such that \( \ell \leq k \), we have by induction hypothesis that \( \text{zer}(A + B) \subset T_{\ell} \cap \Gamma_{\ell} \). Therefore, \( x^{k+1} = \Pi_{T_{k} \cap \Gamma_k}(x^0) \) is well-defined. Then, the following inequality is consequence of the induction hypothesis and by Proposition 2.4(ii), i.e.,

\[
<x^* - x^{k+1}, x^0 - x^{k+1}> = <x^* - \Pi_{T_{k} \cap \Gamma_k}(x^0), x^0 - \Pi_{T_{k} \cap \Gamma_k}(x^0)> \leq 0, \tag{36}
\]

for all \( x^* \in \text{zer}(A + B) \). Notice that (36) and (17) imply that \( x^* \in \Gamma_{k+1} \) and hence, \( \text{zer}(A + B) \subset T_{k+1} \cap \Gamma_{k+1} \). So, the result follows.

We have shown that the set \( T_k \cap \Gamma_k \) is nonempty and therefore the projection step, given in (18), is well-defined.

**Corollary 4.12** Method 2 is well-defined.

**Proof.** By Lemma 4.11, \( \text{zer}(A + B) \subset T_k \cap \Gamma_k \), for all \( k \in \mathbb{N} \). Then, for a given initial \( x^0 \), the sequence \((x^k)_{k \in \mathbb{N}}\) is attainable.

To prove the convergence of the sequence, we need first to show conditions and bounds on the sequence. Next lemma tackles this issue by restricting the sequence in a ball defined by its initial point \( x^0 \).

**Lemma 4.13** The sequence \((x^k)_{k \in \mathbb{N}}\) is bounded. Moreover,

\[
(x^k)_{k \in \mathbb{N}} \subseteq B \left[ \frac{1}{2}(x^0 + \hat{x}), \frac{1}{2}\rho \right],
\]

where \( \hat{x} := \Pi_{\text{zer}(A + B)}(x^0) \) and \( \rho := \text{dist}(x^0, \text{zer}(A + B)) \).

**Proof.** Using Lemma 4.11 we see that \( \text{zer}(A + B) \subseteq T_k \cap \Gamma_k \), and by (18), we obtain that

\[
\|x^{k+1} - x^0\| \leq \|x^* - x^0\|, \quad \text{for all} \quad k \in \mathbb{N}
\]

for all \( k \in \mathbb{N} \) and all \( x^* \in \text{zer}(A + B) \). Taking \( x^* = \hat{x} \) in the above inequality, we have

\[
\|x^{k+1} - x^0\| \leq ||\hat{x} - x^0|| = \rho, \quad \text{for all} \quad k \in \mathbb{N}.
\]

Proving that \((x^k)_{k \in \mathbb{N}}\) is bounded.

Now, define \( x^k_* := x^k - \frac{1}{2}(x^0 + \hat{x}) \) and \( \hat{x}^* := \hat{x} - \frac{1}{2}(x^0 + \hat{x}) \). Since \( \hat{x} \in \Gamma_{k+1} \), then we have

\[
0 \geq 2 \langle \hat{x}^* - x^{k+1}, x^0 - x^{k+1} \rangle = 2 \langle \hat{x}^* + \frac{1}{2}(x^0 + \hat{x}) - x^k_* + \frac{1}{2}(x^0 + \hat{x}) - x^{k+1}_{k+1} - \frac{1}{2}(x^0 + \hat{x}) \rangle = 2 \langle \hat{x}^* - x^k_{k+1}, x^0_{k+1} - x^k_{k+1} \rangle = \|x^k_{k+1}\|^2 - ||\hat{x}^*||^2, \tag{37}
\]

Thus, after manipulating, we obtain

\[
\|x^{k+1} - \frac{x^0 + \hat{x}}{2}\| \leq \|\hat{x} - \frac{x^0 + \hat{x}}{2}\| = \frac{\rho}{2}, \quad \text{for all} \quad k \in \mathbb{N}.
\]
Hence, the result follows and \((x^k)_{k \in \mathbb{N}}\) lies in the ball determined by the initial point \(x^0\).

An important question arisen here is, whether the set of optimal solutions contains any weak accumulation point of \((x^k)_{k \in \mathbb{N}}\) or not. Next lemma answers this question by showing that all weak accumulation points must lie in the optimal solutions set, \(\text{zer}(A + B)\).

**Lemma 4.14** Let \((x^k)_{k \in \mathbb{N}}\) be a sequence generated by Method 2. Then, all weak accumulation points of the sequence \((x^k)_{k \in \mathbb{N}}\) belong to \(\text{zer}(A + B)\).

**Proof.** If \(x^{k+1} \in \Gamma_k\), then
\[
0 \geq 2 \langle x^{k+1} - x^k, x^0 - x^k \rangle = \|x^{k+1} - x^k\|^2 - \|x^{k+1} - x^0\|^2 + \|x^k - x^0\|^2.
\]
which implies \(0 \leq \|x^{k+1} - x^k\|^2 \leq \|x^{k+1} - x^0\|^2 - \|x^k - x^0\|^2\). Hence, \(((\|x^k - x^0\|)_{k \in \mathbb{N}}\) is a nondecreasing sequence. Since the sequence \(((\|x^k - x^0\|)_{k \in \mathbb{N}}\) is bounded, by Lemma 4.13, it is therefore convergent. Thus,
\[
\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0.
\]
(37)

Since the projection of \(x^k\) onto the halfspace \(T_k\) is denoted by \(\Pi_{T_k}(x^k)\), then we have the inequality
\[
0 \leq \|x^k - \Pi_{T_k}(x^k)\| \leq \|x^k - x\| \quad \text{for all} \quad x \in T_k.
\]
The fact that \(x^{k+1} \in T_k\) implies \(0 \leq \|x^k - \Pi_{T_k}(x^k)\| \leq \|x^k - x^{k+1}\|\). Since \(\|x^k - x^{k+1}\| \to 0\) by (37), we have
\[
0 = \lim_{k \to \infty} \|x^k - \Pi_{T_k}(x^k)\| = \lim_{k \to \infty} \left( \frac{\langle x^k - \bar{x}^k, (A_2 x^k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle - \frac{\delta}{\alpha_k} \|x^k - \bar{x}^k\|^2}{\|x^k - \bar{x}^k\|} \right)
= \lim_{k \to \infty} \left( \frac{\langle x^k - \bar{x}^k - \alpha_k(A_2 x^k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle - \frac{\delta}{\alpha_k} \|x^k - \bar{x}^k\|^2}{\|x^k - \bar{x}^k - \alpha_k(A_2 x^k - A_2 \bar{x}^k)\|} \right).
\]
The sequence \(((\|x^k - \bar{x}^k - \alpha_k(A_2 x^k - A_2 \bar{x}^k)\|)_{k \in \mathbb{N}}\) is bounded because the sequence \((x^k)_{k \in \mathbb{N}}\) and \((\bar{x}^k)_{k \in \mathbb{N}}\) are bounded and \(\|x^k - \bar{x}^k - \alpha_k(A_2 x^k - A_2 \bar{x}^k)\| \leq \|x^k - x^0\| + \alpha_k \|A_2 x^k - A_2 \bar{x}^k\|\). Hence,
\[
0 = \lim_{k \to \infty} \langle x^k - \bar{x}^k - \alpha_k(A_2 x^k - A_2 \bar{x}^k), x^k - \bar{x}^k \rangle - \frac{\delta}{\alpha_k} \|x^k - \bar{x}^k\|^2 \geq (1 - \delta - \bar{\delta}) \lim_{k \to \infty} \|x^k - \bar{x}^k\|^2 \geq 0,
\]
using (12) in the first inequality. Hence, \(\lim_{k \to \infty} \|x^k - \bar{x}^k\| = 0\). Now the rest of the proof follows similarly to the proof of Theorem 4.8 after (29).

Finally, we prove the main theorem of convergence of the sequence \((x^k)_{k \in \mathbb{N}}\) generated by Method 2, which converges to the nearest solution to \(x^0\).

**Theorem 4.15** Let \(\text{zer}(A + B)\) be nonempty closed convex set, and let \((x^k)_{k \in \mathbb{N}}\) be a sequence generated by Method 2. Define \(\bar{x} := \Pi_{\text{zer}(A + B)}(x^0)\). Then, \((x^k)_{k \in \mathbb{N}}\) converges strongly to \(\bar{x}\).

**Proof.** Since \(\text{zer}(A + B)\) is nonempty closed convex then there exists a metric (orthogonal) projection of \(x^0\) onto \(\text{zer}(A + B)\), i.e. \(\bar{x} = \Pi_{\text{zer}(A + B)}(x^0)\). Since \(\bar{x} \in \text{zer}(A + B) \subseteq T_k \cap \Gamma_k\), and by using
the projection definition of $x^{k+1}$ onto the intersection of the hyperplanes $T_k \cap \Gamma_k$ as in (18), we then have the property 
\[ \|x^k - x^0\| \leq \|\tilde{x} - x^0\| \quad \text{for all} \quad k \in \mathbb{N}. \]  
(38)

Since $(x^k)_{k \in \mathbb{N}}$ is bounded by Lemma 4.13 and every weak accumulation point of the sequence $(x^k)_{k \in \mathbb{N}}$ is in the set of optimal solutions $\text{zer}(A + B)$ by Lemma 4.14, then any subsequence $(x^k)_{k \in \mathbb{N}}$ of $(x^k)_{k \in \mathbb{N}}$ must converge weakly to an accumulation point (say $x^k \rightarrow \hat{x} \in \text{zer}(A + B)$). Thus,
\[ \|x^i_k - \hat{x}\|^2 = \|x^i_k - x^0 - (\tilde{x} - x^0)\|^2 \]
\[ = \|x^i_k - x^0\|^2 + \|	ilde{x} - x^0\|^2 - 2\langle x^i_k - x^0, \tilde{x} - x^0 \rangle \]
\[ \leq 2\|	ilde{x} - x^0\|^2 - 2\langle x^i_k - x^0, \tilde{x} - x^0 \rangle, \]

using (38) in the last inequality. Since the subsequence $(x^i_k)_{k \in \mathbb{N}}$ is weakly convergent to $\hat{x}$, we get
\[
\limsup_{k \to \infty} \|x^i_k - \tilde{x}\|^2 \leq 2\|	ilde{x} - x^0\|^2 - 2\langle \hat{x} - x^0, \tilde{x} - x^0 \rangle = 2\langle \tilde{x} - \hat{x}, \tilde{x} - x^0 \rangle + 2\langle \hat{x} - x^0, \tilde{x} - x^0 \rangle - 2\langle \hat{x} - x^0, \hat{x} - x^0 \rangle \]
\[ = 2\langle \tilde{x} - \hat{x}, \tilde{x} - x^0 \rangle \leq 0, \]

where the last inequality follows from the definition of $\tilde{x}$ and Proposition 2.4(ii). This implies that $x^i_k \rightarrow \hat{x}$. Hence, we have proved that every weakly convergent subsequence of the generated sequence $(x^k)_{k \in \mathbb{N}}$ converges strongly to $\hat{x} \in \text{zer}(A + B)$. Hence, the whole sequence $(x^k)_{k \in \mathbb{N}}$ converges strongly to $\hat{x} = \Pi_{\text{zer}(A + B)}(x^0)$ proving the desired result. \[\blacksquare\]

5 Concluding Remarks

In this paper, we dealt with weak and strong convergence of forward-backward-forward splitting method for solving monotone inclusions. We propose a conceptual algorithm modifying the forward-backward-half-forward (FBHF) splitting algorithm for finding a zero to the sum of three monotone operators which does not require Lipschitz continuity assumption. The resulted two modified variants use a backtracking strategy allowing them to find a suitable separating hyperplane. The separating hyperplane splits the space into two halfspaces, one containing the optimal solution set, and one containing the current iterate. Two projection steps onto suitable halfspaces produce two methods which have desired features. It is worth emphasizing that one of the variants is strongly convergent to the best approximation solution and both proposed methods produce very general iterations recovering the FBHF splitting method.

We finalize by mentioning that replacing the Euclidean norm in the projection (forward) steps by a more general norm or Bregman distance may produce variants of the proposed iterations with certain interest in some applications. Therefore, extending the presented analysis for more general projection steps is an interesting subject for future research.
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