Stability of scar states in 2D PXP model against random disorders
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Recently a class of quantum systems exhibiting weak ergodicity breaking has attracted much attention. These systems feature in the energy spectrum a special band of eigenstates called quantum many-body scar states. One prototype model that is known to host scar states is the so-called PXP model. In this work we study the fate of quantum many-body scar states in a 2D PXP model against random disorders. We show that in both the square lattice and the honeycomb lattice the scar states can persist up to a finite disorder strength, before eventually being erased by the disorder. We further study the localization properties of the system in the presence of even stronger disorders and show that whether a full localization transition occurs depends on the type of disorder we introduce. Our study thus reveals the fascinating interplay between disorder and quantum many-body scarring in a 2D system.

I. INTRODUCTION

Recently rapid experimental progress in creating and manipulating isolated quantum systems [1, 2] has enabled the simulation of novel quantum phases of matter in out-of-equilibrium systems. In particular, whether an isolated quantum system can reach thermal equilibrium under its own dynamics is currently one of the central questions in condensed matter physics. The answer to this question is crucial because it is closely related to the ergodicity hypothesis, which is one of the fundamental postulates of statistical mechanics. To date the eigenstate thermalization hypothesis (ETH) [3–5] provides the most plausible mechanism for thermalization in an isolated quantum system. In particular, it states that thermalization occurs at the eigenstate level: The expectation value of local observables in each eigenstate is thermal.

Meanwhile, several systems that exhibit ergodicity breaking have been identified, including noninteracting systems and certain fine-tuned integrable models [6]. Furthermore, it has been realized that strong disorders can provide a generic and robust mechanism for ergodicity breaking. In particular, the localization can persist even when finite interactions are present, leading to the so-called many-body localization (MBL) phase [7–10]. One hallmark of the MBL phase is that ergodicity breaking occurs for all typical eigenstates. The fact that relaxation in this system has a strong dependence on the initial conditions indicates that this system is qualitatively different from an MBL system. It turns out that the persistent revival can be attributed to a special band of eigenstates in the energy spectrum that are nonthermal (characterized by their low entanglement entropies), which are now dubbed as quantum many-body scar states [12–39]. Several interesting properties of scar states have been uncovered so far. For example, it was shown that the scar states are associated with a hidden unstable periodic orbit [17, 18], in analogy to a classically chaotic system [40]. In addition, an approximate \( \mathfrak{su}(2) \)-algebra has been identified in the PXP model [12–15], which represents a good approximation for the scar states in the original Rydberg Hamiltonian. Subsequently, similar “spectrum generating algebras” [37] have been identified in a variety of other models, such as the Affleck-Kennedy-Lieb-Tasaki (AKLT) model [16], and several other noninteracting spin models [41–45].

One of the central open questions in this field is the stability of these scar states against various perturbations [13, 31–34, 38], and much effort has been devoted to this question. For example, it was shown that the scar states remain stable if the perturbations are compatible with the so-called forward scattering approximation [13]. In addition, the interplay between 2D scar states and disorders in Hubbard-like models has been studied [32, 33]. Moreover, the response of the scar states in 1D PXP model to generic perturbations was analyzed by studying how the fidelity scales with the size of the system [34]. However, the question of whether scar states in the PXP
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model are stable against random external disorders has not been sufficiently addressed in the literature. One notable recent work along this direction carefully analyzed the stability of scar states in the 1D PXP model against random disorders [38], and it was shown that the scar states are stable against finite disorders. Yet, the stability of scar states in the 2D PXP model [14, 15] in the presence of random disorders has not been addressed in the literature. This question is crucial for two reasons. First, the effect of random disorders in a 1D system is often qualitatively different from that in higher dimensional systems. For example, it is generally believed that MBL is a stable phase in a 1D disordered system [46], whereas its existence in a 2D system is still an open question. Second, while the existence of 2D scar states have been predicted in several pioneering works [14, 15], its experimental observation is still elusive. In this regard, it is important to understand the stability of such 2D scar states against various perturbations, especially the random disorders, which are ubiquitous in the experiments. Therefore, it is important to analyze this question carefully.

In this work, we study the robustness of revivals from a $|Z_2\rangle$ state in a 2D PXP model against random disorders. We consider both the square lattices and the honeycomb lattices. We find that scar states in the 2D PXP model are generically stable against finite random disorders before it is eventually erased at stronger disorders. We also analyze the fate of the PXP model itself against very strong disorders and find that whether the system eventually enters a many-body localized phase depends on the type of disorder present in the system.

II. MODEL

To begin with, we introduce the Hamiltonian for Rydberg atoms in a 2D square lattice of $N$ lattice sites, which can be written as follows [12, 13]

\[
H_R = \sum_r \left[ \frac{\Omega}{2} \sigma_r^+ + J_R P_r^+ \sum_{(r',r)} P_{r'}^- \right].
\]

In the above equation, $r = (i,j)$ goes over all lattice sites and $(r', r)$ denotes summation over nearest neighbors of $r$. In addition, $\sigma_r^+ = \left| \cdot \rangle \langle \cdot | + | \cdot \rangle \langle \cdot |$ represents a Pauli matrix describing the transition between the ground state $|\cdot\rangle$ and the excited state $|\cdot\rangle$ at site $r$. The projection operators $P_r^+ = |\cdot\rangle \langle \cdot |$ and $P_r^- = |\cdot\rangle \langle \cdot |$ project states into their excited or ground parts respectively. Finally, the Rabi frequency $\Omega$ represents the rapidity of the oscillations between the excited state and the ground state, and $J_R$ exerts an extra energy if two adjacent sites are both excited. Throughout this work we will maintain periodic boundary conditions in both directions.

In the limit $J_R \gg \Omega$, the probability that two nearest neighbors are both excited is strongly suppressed due to the significant energy cost. Hence, in this strong interaction limit, the low-energy states in the system are almost limited to the subspace spanned by states without any nearest neighbors simultaneously in the exited state. As a result, the system can be captured by the so-called PXP model [12–15]

\[
H_{PXP} = \mathcal{P} H_R \mathcal{P},
\]

where $\mathcal{P} = \prod_{(r',r)} (I - P_{r'}^+ P_r^+)$. Equivalently, this Hamiltonian can be expressed as

\[
H_{PXP} = \frac{\Omega}{2} \sum_r \sigma_r^+ \prod_{(r',r)} P_{r'}^-.
\]

The above Hamiltonian possesses a separated band of $N + 1$ eigenstates known as quantum many-body scar states, and they have high overlaps with $|Z_2\rangle$, which is the maximally excited state in this subspace. Therefore, the quench dynamics starting from $|Z_2\rangle$ is mostly controlled by these $N + 1$ scar states. Furthermore, because of an $\mathfrak{su}(2)$-like algebraic structure in $H_{PXP}$ [20, 21, 25], the energies of the scar states are separated almost evenly, resulting in a strong revival of $|Z_2\rangle$.

However, the $\mathfrak{su}(2)$ algebra in the pristine PXP model is only approximate and the energies of scar states are not perfectly aligned, especially in a 2D lattice. It has been pointed out that one can enhance the $\mathfrak{su}(2)$-like structure and stabilize the revival of $|Z_2\rangle$ in a square lattice by adding some weak perturbations to the PXP model [15]

\[
\delta H = \sum_r \sigma_r^+ \left[ a P_r^+ + 2a P_r^+ + b P_r^3 \right] \prod_{(r',r)} P_{r'}^-,
\]

where $a \approx 0.012\Omega$ and $b \approx 0.027\Omega$. In addition, $r \equiv (i,j)$ is a 2D vector that labels different sites on the 2D lattice. Moreover, the various operators in the above equations are given by [15],

\[
P_{i,j}^l = P_{i+2,j}^- + \cdots, \quad P_{i,j}^d = P_{i,j+1}^- + \cdots, \quad P_{i,j}^3 = P_{i+1,j+1}^- + P_{i+1,j-1}^- + P_{i+2,j}^- + \cdots.
\]

Note that here we have explicitly written down the components of each vector $r = (i,j)$. In addition, for each equation, the ellipses denote the other three terms derived by consecutive $\pi/2$ rotations, which preserve the $C_4$ rotational symmetry of the 2D square lattice. The total Hamiltonian for a clean PXP model thus reads

\[
H_{\text{clean}} = H_{PXP} + \delta H.
\]

In order to study the stability of the scar states, especially the periodic revivals, against random disorders we introduce the following disorder perturbation to the Rydberg Hamiltonian $H_R$,

\[
H_w = \sum_r h_a(r) \sigma_r^a,
\]

where $a = x, y, z$ and all components of $h_a(r)$ are uniformly distributed in $[{-W}/2, W/2]$. This particular
disorder is chosen because it is one of the most general perturbation we can write down at the single-particle level. In particular, it explicitly breaks the symmetries of the pristine PXP model such as time-reversal symmetry. Because we focus on the strong interaction limit in this work, we will also apply to the disorder potential the rule that no two neighboring sites can be simultaneously excited. As a result, we can write the full effective Hamiltonian as follows,

$$H_{\text{full}} = H_{\text{PXP}} + \delta H + \mathcal{P} H_w \mathcal{P},$$

which is the main model we study in this work. In Sec. IV we will further discuss the properties of the system when one or more of $h_w(r)$ is zero in order to present a more complete picture.

### III. STABILITY OF THE SCAR STATES

#### A. Spectral properties

One hallmark of scar states in the 1D PXP model is that $|Z_2\rangle$—the special initial state that gives rise to persistent revivals in the experiments—approximately resides in the subspace spanned by the scar states. Here we show the existence of quantum many-body scar states in the model we consider [see Eq. (8)] and demonstrate that the scars in the square lattice share similar properties to those in the 1D PXP model. In particular, we show that $|Z_2\rangle$ again approximately resides in the subspace spanned by the scar states and that persistent revivals from the $|Z_2\rangle$ can also occur in this model.

In Fig. 1(a), we show that in a clean $6 \times 4$ square lattice [with the Hamiltonian given by Eq. (6)], a band of eigenstates can also be identified as scar states due to their outstanding overlap with $|Z_2\rangle$. More importantly, the energies of these scar states are spaced evenly by a frequency $\omega_{\text{scar}} = 2\pi \nu_{\text{scar}} = 0.6773\Omega$, which results in an almost periodic revival. The existence of scar states are further affirmed by their low entanglement entropy (EE), as shown in Fig. 1(b).

We have also verified that in the clean limit the forward scattering approximation (FSA) [12, 13, 15, 20] remains applicable for both the overlap and EE in this 2D square lattice. This approximation is very useful for understanding the physics behind scar states. Essentially, it is a modified form of the Lanczos iteration procedure. It allows one to start from the state $|Z_2\rangle$ and iteratively generate $N + 1$ special states, where $N$ is the number of lattice sites in the system. These $N + 1$ states span a subspace $\mathcal{K}_N$ in which the scar states live predominantly [12, 13].

We now study the stability of these scar states against random disorders. When we turn on a weak disorder $W = 0.1\nu_{\text{scar}}$, see Fig. 1(c)], more (but not all) eigenstates have an appreciable overlap with $|Z_2\rangle$, implying that the dynamics of $|Z_2\rangle$ is no longer controlled by just a few states. Actually, each scar state becomes a band of states and the energy of each scar state is broadened. However, though the spectrum resists the disorder, there are no more eigenstates with low EE in the spectrum now, as shown in Fig. 1(d). Instead, the majority of the eigenstates follows the volume law, approaching the Page value $S_T = \ln(181) - 1/2$ [47] in a $6 \times 4$ square lattice. To summarize, in the presence of a modest disorder, certain signatures of scar states in the clean system still remain, including (1) strong overlaps with $|Z_2\rangle$ and (2) evenly spaced energies. However, the low-entanglement feature is now lost.

When we apply an even stronger disorder with $W =$
0.5ωscar [see Fig. 1(e)], we find that most eigenstates now have a similar overlap with |Z2⟩, and that there is no special band of states with an evenly spaced energies. This observation implies that |Z2⟩ may lose its revival if the disorder strength is strong enough, as we verify in the following. Additionally, the EE in Fig. 1(f) obeys volume law, which is similar to Fig. 1(d). In particular, the EE now seems to be a continuous function of energy, which is reminiscent of the case of a thermal system.

B. Quench dynamics from the |Z2⟩ state

Another typical result of the scar states is the periodic revivals of the quench dynamics from |Z2⟩. A useful quantity to characterize the dynamics of |Z2⟩ is the magnetization \(^\hat{M}(r, t) = \langle Z_2(t) | \sigma^z_r | Z_2(t) \rangle\) [38]. In particular, it is helpful to consider this quantity in its momentum space \(^\hat{M}(k, t)\) as well as the corresponding Fourier transformation \(^\hat{M}(k, \omega)\),

\[
\hat{M}(k, t) = \sum_r e^{i k \cdot r} M(r, t),
\]

\[
\hat{M}(k, \omega) = \int_{-\infty}^{\infty} M(k, t) e^{-i\omega t} dt.
\]

Note that we sometimes use \(\nu = \omega/(2\pi)\) instead of \(\omega\).

We first study the properties of \(^\hat{M}(k, t)\) at two special momentum points \(\Gamma = (0, 0)\) and \(M = (\pi, \pi)\). As shown in Fig. 2(a), in a clean system the magnetization \(^\hat{M}(k, t)\) at these two points oscillates at a frequency of 2νscar and νscar, respectively, and the oscillations show no sign of decay. This result is further confirmed by its Fourier transformation, where two peaks emerge at ±2νscar and ±νscar, as shown in Fig. 2(e).

When a weak disorder is turned on \([W = 0.1\omegascar]\), Fig. 2(b), \(^\hat{M}(k, t)\) still oscillates at the same frequency for many periods, but eventually decays, corresponding to the widening of the peaks in Fig. 2(f). Moreover, we notice that the magnetization at \(M\) is more resistant to disorder than its counterpart at \(\Gamma\), as evidenced by its slower decay and stronger peaks of its Fourier transformation. Thus, we have shown that the periodic revivals from |Z2⟩ can survive finite random disorders, which is consistent with the observation in Fig. 1(c) that certain features of the scar states still remain visible.

If the disorder is strong enough \([W \geq 0.5\omegascar]\), Fig. 2(c) and 2(d)] the magnetization loses all its non-ergodic features, and quickly reaches thermal equilibrium. Correspondingly, \(^\hat{M}(k, \nu)\) peaks at \(\nu = 0\) with a strength equal to their equilibrium values, as shown in Fig. 2(g) and 2(h), and only small bumps are left at ±νscar.

We further consider the behavior of \(^\hat{M}(k, \omega)\) at generic k points in the momentum space, in order to better understand the stability of the system and the effects of disorder. In Fig. 3 we calculated \(^\hat{M}(k, \omega)\) for four different disorder strengths \(W = 0, 0.1\omegascar, 0.5\omegascar, \omegascar\). The results are all averaged over 100 disorder realizations when \(W \neq 0\). We first look at the \(W = 0\) limit in Fig. 3(a). Due to translational symmetry of |Z2⟩ and the Hamiltonian, only magnetization peaks at \(\Gamma\) and \(M\) are allowed. When a weak disorder is turned on [Fig.3(b)], the translational symmetry of the system is broken, and anticipatory peaks appear at all k points,
FIG. 3. (a)-(d) show \(|\mathcal{M}(\mathbf{k}, \omega)|\) in systems with \(W/\omega_{\text{scar}} = 0, 0.1, 0.5, 1.0,\) respectively. All results are averaged over 20 disorder realizations. The radius of each sphere is proportional to \(|\mathcal{M}(\mathbf{k}, \omega)|^{1/2}\) at each \(\mathbf{k}\) point.

though peaks at \(\Gamma\) and \(M\) still strongly obscure the others. Moreover, in the vicinity of \(\Gamma\) and \(M\), peaks only appear with a frequency of \(\omega = \pm 2\omega_{\text{scar}}\) or \(\omega = \pm \omega_{\text{scar}}\) respectively. In contrast, for \(\mathbf{k}\) points far from \(\Gamma\) and \(M\), the magnetization \(M(\mathbf{k}, \omega)\) peaks at five frequencies \(\omega = 0, \pm \omega_{\text{scar}}, \pm 2\omega_{\text{scar}}\). As the disorder strength further increases \([\omega = 0.5\omega_{\text{scar}}, \text{Fig. 3 (c)}]\), peaks away from \(\Gamma\) and \(M\) are almost completely erased by the disorder, and only peaks close to \(M\) are left with finite residues. Finally, if the disorder is strong enough (\(W = \omega_{\text{scar}}\)), all peaks now appear at \(\omega = 0\) only, as shown in Fig. 3(d).

C. Nature of the observed non-ergodic dynamics

We emphasize that the observed nonergodicity and periodic revival in Fig. 2(a) does not arise from a form of integrability. To show this, we first study the level statistics of the maximally symmetric sector of the model in Eq. (6), which describes a disorder free system. Specifically, we define

\[ s_n = (E_n - E_{n-1})/\langle s \rangle, \tag{11} \]

where \(\langle s \rangle\) is the average level spacing across the entire energy spectrum. In a thermal system, the level spacing can follow two typical distributions, depending on whether the time-reversal symmetry (TRS) is present or not. In the presence of TRS, the level spacing statistics follows the Gaussian orthogonal ensemble (GOE), with \(P(s) = \frac{1}{2\xi}se^{-\xi s^2/4}\). In the absence of TRS, however, the level spacing statistics follows the Gaussian unitary ensemble (GUE), with \(P(s) = \frac{32}{\pi^2}se^{-4s^2/\pi}\). In our model, the Hilbert space dimension of the maximally symmetric sector in a \(6 \times 4\) lattice is too small (\(\text{dim} = 344\)) to carry out a meaningful statistical study, and thus a \(6 \times 6\) lattice (\(\text{dim} = 9702\)) is a more suitable system to clarify this issue. As shown in Fig. 4(a), the spectrum of our model perfectly fits GOE, indicating the absence of integrability. In fact, the level statistics in the pristine 2D PXP model (i.e., the one described by \(H_{\text{PXP}}\)) has been evaluated in Ref. [14], and it also follows GOE. Therefore, we can conclude that the periodic revivals in our model in the clean limit do not arise from integrability.

To further demonstrate that the observed revivals arise from scar states, here we demonstrate that quench dynamics starting from the other initial states will result in a fast relaxation. In Fig. 4(b) we show the quench dynamics from a state with only one excitation. The canonical (microcanonical) value of \(M(\mathbf{k}, t)\) in (b) is \(-12.811\) (-12.569), while the canonical and the microcanonical values of \(M(\mathbf{M}, t)\) in (b) are exactly 0. We mark the corresponding microcanonical values of \(M(\mathbf{k}, t)\) by black dashed lines in (b).

IV. POSSIBLE LOCALIZATION TRANSITIONS

Previous discussions show that it takes substantial disorders (\(W \sim \omega_{\text{scar}}\)) to completely destroy the periodic revivals of the 2D PXP model. We now study the fate of
the 2D PXP model at even stronger disorders. In particular, a natural question to ask is whether the PXP model can become many-body localized as the disorder becomes even stronger. We will use both the level statistics and EE to study this problem.

We first look at the level spacing ratio, defined as

\[ r_n = \min(\delta E_n, \delta E_{n+1}) / \max(\delta E_n, \delta E_{n+1}), \]

where \( \delta E_n = E_{n+1} - E_n \) is the energy gap between two adjacent energy eigenvalues \( E_n \) and \( E_{n+1} \). In the thermal phase, the spectrum follows the GOE if TRS is present, and the average of level spacing ratio \( \tau \) approaches \( \tau \approx 0.53 \). In contrast, in a thermal system without TRS the spectrum will follow the GUE and \( \tau \) approaches \( \tau \approx 0.60 \). Finally, we have \( \tau \approx 0.39 \) in the MBL phase because the spectrum obeys the Poisson distribution. In Fig. 5(a), the blue line shows two key features that distinguish the present model from other models having MBL phases (e.g. the XXZ model [48]). First, \( \tau \) never approaches 0.39 as \( W \) increases. Instead, \( \tau \) seems to approach 0.53 in the \( W \to \infty \) limit, implying that the system eventually resides in the thermal phase even in this asymptotic scenario, which is also confirmed by the EE in Fig. 5(c). Second, \( \tau \) seems to approach 0.60 at first and eventually falls back to 0.53. Having shown that the clean PXP model \( H_{\text{clean}} \) in Eq. (6) follows GOE (see Fig. 4), the blue line in Fig. 5(a) indicates that in the presence of the disorder term \( H_w \) the system first loses TRS and regains it later on as \( W \) increases. In the following two sections, we will explain these two features respectively.

A. A necessary condition for MBL

To explain the absence of MBL phases in the disordered PXP model in Fig. 5(a), we first point out a crucial difference between the disordered PXP model and the disordered Heisenberg XXZ chain, which is known to have an MBL phase. Due to the kinematic constraint, the potential operators on different lattice sites \( \mathcal{P} \sigma_x^a \mathcal{P} \) in the disordered PXP model may not commute with each other (although the potential operators of different sites in the same sublattice do commute). Hence, there exist no common eigenstates for these potential operators, which is different from the disordered Heisenberg XXZ chain. As a result, in the PXP model we cannot find a fixed set of basis that can diagonalize the disorder term for any disorder realizations, while in the disordered Heisenberg XXZ chain, we can always find such a basis and the eigenstates do approach the basis asymptotically. Therefore, we do not anticipate an MBL phase in our model \( H_{\text{full}} \) in Eq. (8) even for extremely large \( W \) due to this frustration.

Following the above discussion, we now propose a necessary condition for MBL to occur in a disordered PXP model: The potential operators of different sites must commute with each other. To support this claim, we replace the disorder term \( H_w \) in Eq. (8) with three other types of disorder potentials,

\[ H_x = \sum_r h_r^x \sigma_r^x, \quad H_z = \sum_r h_r^z \sigma_r^z, \]

\[ H_p = \sum_{r \in A, a \neq z} h_r^a \sigma_r^a + \sum_{r \in B, a = z} h_r^a \sigma_r^a. \]

For \( H_x \), we exclude the effects of \( \sigma_y, \sigma_z \) from the full disorder \( H_w \) and retain the noncommutativity between different sites. For \( H_z \), we exclude the effects of \( \sigma_x, \sigma_y \) and hence the potential operators naturally commute with each other. For \( H_p \), we provide another way to gain the commutativity between different sites: We turn off \( h^z \) on A sublattice and turn off \( h^x, h^y \) on B sublattice, and this disorder can be viewed as half of the full disorder. As shown in Fig. 5(a), when we choose \( H_x \), we can see \( \tau \) reaches 0.53 for \( W > 0.1 \omega_{\text{scar}} \). In contrast, we find that in the presence of \( H_z \) (instead of \( H_w \)) \( \tau \) in Fig. 5(b) shows a clear transition from GOE to the Poisson distribution at \( W \sim 5 \omega_{\text{scar}} \). Likewise, in the presence of \( H_p \) the \( \tau \) shows a similar transition from GUE to the Poisson distribution at \( W \sim 20 \omega_{\text{scar}} \). The EE results in Figs. 5(c) and 5(d) of the corresponding systems again reveal the same picture.

B. Transition between GOE and GUE

We now discuss the transition between GOE and GUE observed in Fig. 5(a). First, we study the level statistics \( P(s) \) of the disordered PXP model \( H_{\text{full}} \) in Eq. (8) to
exclusively the possibility of finite size effects. In particular, we find that the model \( H_{\text{full}} \) with \( W = 2\omega_{\text{scar}} \) [see Fig. 6(a)] \( (W = 200\omega_{\text{scar}} \text{[see Fig. 6(b)]}) \) fits GUE (GOE) very well, suggesting that the same result is likely to hold in the thermodynamic limit. Hence, the system seems to lose TRS for a moderate \( W \), but retains TRS for small or large \( W \).

We speculate that the reason for the presence or absence of TRS is that \( \delta H \) (the stabilizer) and \( H_w \) (the disorder term) in \( H_{\text{full}} \) [see Eq. (8)] possess different types of TR symmetries. For the disordered pristine PXP model, we have

\[
H' = H_{\text{PXP}} + \mathcal{P} H_w \mathcal{P} = \mathcal{P} \left( \sum_{\mathbf{r}} (1 + h^a_r) \sigma^a_r + h^b_r \sigma^b_r + h^c_r \sigma^c_r \right) \mathcal{P}. \tag{14}
\]

Noticing that \( \sigma^a_r \mathcal{P} = 0 \), we can rotate each site along the \( \hat{z} \) axis. That is, there exists a real number \( \theta_i \) for each site that satisfies

\[
U H' U^{-1} = \mathcal{P} \left( \sum_{\mathbf{r}} \sqrt{(1 + h^a_r)^2 + (h^b_r)^2 + (h^c_r)^2} \right) \mathcal{P},
\]

where \( U = e^{-i \sum_j \theta_j \sigma^a_j} \). Hence, we know for the pristine model we can just consider a real Hamiltonian, or equivalently speaking, the TR symmetry can be captured by the operator \( KU \), where \( K \) is the complex conjugate, and the specific form of \( U \) depends on the disorder realizations. In contrast, the extra projector terms in \( \delta H \) makes it impossible to incorporate \( \delta H \) into the rotation \( U \) defined above. Moreover, these projection terms leaves \( K \) as the only possible TR symmetry for \( \delta H \). Therefore, if the full model \( H_{\text{full}} \) is dominated by either \( \delta H \) or \( H_w \), corresponding to small or large \( W \), the system possesses the TR symmetry defined by \( K \) or \( KU \), respectively, and hence would still follow GOE. However, if neither \( \delta H \) nor \( H_w \) is dominant, the entire system has no TR symmetry and hence would follow GUE. The above picture explains the transition between GOE and GUE in the original Hamiltonian \( H_{\text{full}} \) in Eq. (8), as well as the \( \bar{\tau} = 0.6 \) result in Fig. 5(b) when we replace \( H_w \) by \( H_p \) in \( H_{\text{full}} \). The above picture also explains why there is no GUE when we turn on \( H_x \) only (the TR symmetry is captured by just \( K \) in this case) in Fig. 5(a).

To further validate this idea, we study two special Hamiltonians:

\[ H_1 = \delta H + \mathcal{P} \left( \sum_{\mathbf{r}, a \neq z} h^a_r \sigma^a_r \right) \mathcal{P}, \quad H_2 = \mathcal{P} \left( \sum_{\mathbf{r}, a \neq z} h^a_r \sigma^a_r \right) \mathcal{P}, \]

with \( W = 5\omega_{\text{scar}} \) in both models, although the specific value of \( W \) does not affect the behavior of \( H_2 \). With this choice, we can see the effect of \( \delta H \) clearly, though the scale of \( \delta H \) is much smaller than the disorder. In Figs. 6(c) and 6(d), we find that the level spacing statistics of \( H_1 \) and \( H_2 \) perfectly fits GUE and GOE, respectively, just as we expected.

C. Quench dynamics with different disorders

In the previous sections, we have shown that for an arbitrary \( W \) the Hamiltonian \( H_{\text{full}} \) follows either GOE or GUE, both of which are usually regarded as a signature of a thermal phase. However, from a dynamical perspective, the scenario is more complicated in the present model.

To illustrate this point, we study the dynamics of \( \{Z_2\} \) by looking at \( \dot{M}(\mathbf{k}, t) \) with \( \mathbf{k} = \Gamma, \mathcal{M} \). First, we consider a system governed by \( H_{\text{full}} \) with \( W = 2\omega_{\text{scar}} \). Figure 6(a) suggests that the system resides in the thermal phase (and follows GUE). This result is confirmed by the dynamical result in Fig. 7(a), as the magnetization of \( \{Z_2\} \) relaxes to the equilibrium (microcanonical) value rather quickly. Next we consider a system governed by \( H_{\text{full}} \) with \( W = 200\omega_{\text{scar}} \), which, according to Fig. 6(b) fits the GOE. In this large \( W \) limit, the GOE nature of the system stems from the GOE nature of disorder term \( H_w \). As a result, in this limit we can effectively study a model with the disorder only,

\[ H_d = \mathcal{P} \left( \sum_{\mathbf{r}, a} h^a_r \sigma^a_r \right) \mathcal{P}, \tag{15} \]

where \( h^a_r \) are uniformly distributed in \([-1, 1]\), while \( h^c_r \) is uniformly distributed in \([-\alpha, \alpha]\) and \( \alpha \) is the relative strength of the \( \hat{z} \) disorder. When \( \alpha = 0.5 \), Fig. 7(b) shows that the magnetization can still relax to the equilibrium value. As we increase \( \alpha \) to \( \alpha = 1 \) [see Fig. 7(c)], corresponding to the extreme case of \( H_w \), the magnetization relaxes much slower than that in Fig. 7(b).
the saturation value of the magnetization deviates from its equilibrium value, indicating that the system is not completely thermal. In contrast, the level statistics of all above three cases follows either GOE or GUE, as shown in Figs. 7(e)-7(g). Finally, we study the dynamical feature of $|Z_2\rangle$ in the MBL phase for comparison. Specifically, we consider a system governed by $H_{\text{clean}} + H_w$ with $W = 10\omega_{\text{scat}}$. The level statistics result in Fig. 7(h) obeys Poisson distribution and the magnetization in Fig. 7(d) is clearly localized. The above results show that, the behavior of $H_{\hat{z}}$ with $\alpha = 1$, or similarly, $H_{\text{full}}$ with $W > 200\omega_{\text{scat}}$, is distinct from either the thermal phase or the MBL phase, although its spectrum fits GOE well. Moreover, as the $\hat{z}$ disorder becomes more dominant, i.e. increasing $\alpha$, the dynamics of $|Z_2\rangle$ becomes more nonergodic. We remind the readers that the results shown in this section are obtained from a $6 \times 4$ lattice, which is a finite system. We cannot exclude the possibility that the apparent disagreement between the spectral [Fig. 7(c)] and dynamical properties [Fig. 7(g)] may vanish in the thermodynamic limit.

V. SUMMARIES AND OUTLOOK

In this work we studied the fate of quantum many-body scar states in the 2D PXP model against random disorders. In particular, we showed that the scar states in a 2D square lattice are stable against random disorders up to $W \sim 0.1\omega_{\text{scat}}$, before eventually being erased. We demonstrated the different regimes of the PXP model by studying the magnetization of the system $\hat{M}(r,t)$. We also studied whether the 2D PXP model enters a many-body localized phase at strong disorders. We found that the behavior of the PXP model strongly depends on the type of disorder present in the system. Finally, we have also studied the results in a 2D honeycomb lattice, and found qualitatively similar results (see Appendix A).

Our work also raises several interesting questions for future studies. For example, it is interesting to understand the stability of scar states in the presence of quasiperiodic potentials instead of random disorders. In addition, it is not clear whether the intermediate phase found in Fig. 5 has some similarity to the intermediate phase identified during the transition between a thermal and an MBL phase in a quasiperiodic system [49–51]. Future experiments may help us verify the results in our work and also help us understand these open questions.
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Appendix A: Scar states in a 2D honeycomb lattice

In this appendix, we study the stability of quantum many-body scars against random disorders in a 2D honeycomb lattice. In particular, the PXP Hamiltonian $H_{\text{PXP}}$ and the disorder potential defined in the main text are still applicable to the honeycomb lattice, which we quote below:

$$H_{\text{PXP}} = \frac{\Omega}{2} \sum_{\mathbf{r}} \sigma^x_{\mathbf{r}} \prod_{\langle \mathbf{r}', \mathbf{r} \rangle} P^-_{\mathbf{r}'}, \quad H_w = \sum_{\mathbf{r}} h_{\mathbf{r}}(\mathbf{r}) \sigma^z_{\mathbf{r}}. \quad (A1)$$

However, the stabilizer $\delta H$ defined in the main text no longer applies to the honeycomb lattice. Instead, there exists a different perturbation $\delta H$ to enhance the weak nonergodicity in the honeycomb lattice [15],

$$\delta H = \sum_{\mathbf{r}} \sigma^x_{\mathbf{r}} \left[a P^+_{\mathbf{r}} + b P^0_{\mathbf{r}}\right] \prod_{\langle \mathbf{r}', \mathbf{r} \rangle} P^-_{\mathbf{r}'}, \quad (A2)$$

where the projection operators are given by

$$P^+_{\mathbf{r}} = \sum_{\langle \langle \mathbf{r}', \mathbf{r} \rangle \rangle} P^-_{\mathbf{r}'}, \quad P^0_{\mathbf{r}} = \sum_{\langle \mathbf{r}', \mathbf{r} \rangle} P^-_{\mathbf{r}'}, \quad P^-_{\mathbf{r}} = \prod_{\langle \mathbf{r}', \mathbf{r} \rangle, \mathbf{r}' \neq \mathbf{r}} P^-_{\mathbf{r}'}. \quad (A3)$$

In the above equation, $\langle \langle \mathbf{r}', \mathbf{r} \rangle \rangle$ indicates summing over all next nearest neighbors of site $\mathbf{r}$. In addition, $a$ and $b$ are optimized according to the revival of the fidelity $|\langle Z_2 | Z_2(t) \rangle|$ [15]. Note that there are two sublattices in the honeycomb lattice, which we name as the A and B sublattice, respectively. Hence $\langle Z_2 \rangle$ in the honeycomb lattice is defined as the state with all atoms on one sublattice getting excited while those on the other sublattice remaining in the ground state. In this appendix we specifically choose $\langle Z_2 \rangle$ to be the state with all atoms on the A sublattice being excited. In a $3 \times 4$ honeycomb lattice, we find that $a = 0.0160\Omega$ and $b = 0.0321\Omega$, which is similar to the results in a $3 \times 3$ and a $4 \times 4$ honeycomb lattice, affirming the previous results [15] that these optimized parameters are independent of not only the size but also the shape of the honeycomb lattice.

In our calculations we find that the honeycomb lattice exhibits qualitatively similar properties to the square lattice in terms of the overlap with $\langle Z_2 \rangle$ and EE. In particular, in Fig. 8 we observed a similar structure for the scar states in a clean system and verified that it is eventually erased by strong disorders.

We now discuss the dynamics of the magnetization $M(\mathbf{r}, t) = \langle Z_2(t) | \sigma^y_{\mathbf{r}} | Z_2(t) \rangle$ in this $3 \times 4$ honeycomb lattice. Since there are two sublattices in the honeycomb lattice, we can define two independent Fourier transformations, one for each sublattice,

$$\hat{M}_j(\mathbf{k}, t) = \sum_{\mathbf{r} \in \mathcal{J}} e^{i\mathbf{k} \cdot \mathbf{r}} M(\mathbf{r}, t),$$

$$\hat{M}_j(\mathbf{k}, \omega) = \int_{-\infty}^{+\infty} M_j(\mathbf{k}, t) e^{-i\omega t} dt. \quad (A4)$$

In the above equation $j = A, B$ represents the two sublattices. In addition, we have $\mathbf{k} = k_x \mathbf{b}_1 + k_y \mathbf{b}_2$, where $\mathbf{b}_1, \mathbf{b}_2$ are the bases of the reciprocal space. Further, we introduce the following combinations

$$\hat{M}_\pm(\mathbf{k}, t) = \hat{M}_A(\mathbf{k}, t) \pm \hat{M}_B(\mathbf{k}, t),$$

$$\hat{M}_\pm(\mathbf{k}, \omega) = \hat{M}_A(\mathbf{k}, \omega) \pm \hat{M}_B(\mathbf{k}, \omega). \quad (A5)$$

It turns out that $\hat{M}_\pm(0, t)$ corresponds to $\hat{M}(\mathbf{k}, t)$ with $\mathbf{k} = (0, 0)$ and $\mathbf{k} = (\pi, \pi)$ in the square lattice, respectively. We find from Fig. 9 and Fig. 10 that as the disorder strength increases, there is also a transition from weak ergodicity breaking to a thermal phase. In particular, the strongest peak only appears at $\mathbf{k} = 0$, and $\hat{M}_\pm(0, \omega)$ peaks at $\omega = \pm 2\omega_{\text{sca}}$ or $\omega = \pm \omega_{\text{sca}}$ initially, while as disorder turned on, all peaks move to $\omega = 0$.

Finally, we discuss the behavior of the system at very strong disorders. In Fig. 11, we plot the EE and level statistics in a $3 \times 3$ honeycomb lattice. For the EE, the lattice is divided into a left part (a $2 \times 3$ honeycomb lattice) and a right part (a $1 \times 3$ honeycomb lattice) with dimension $D_L = 260$ and $D_R = 18$, respectively, and therefore the EE in thermal phase is given by $S_T = \ln D_L - D_R/(2D_L)$ [47]. It turns out that the result again depends on the type of disorder we introduce.
FIG. 9. (a)-(d) are the results in a $3 \times 4$ honeycomb lattice with a fixed disorder realization. The disorder strength for each panel [from (a) to (d)] is $W = 0, 0.1\omega_{\text{scar}}, 0.5\omega_{\text{scar}}, \omega_{\text{scar}}$, respectively. The lower panels show the Fourier transformation of the corresponding upper panels. The blue lines represent $\hat{M}_+ \text{ or } \tilde{M}_+$, and the orange lines represent $\hat{M}_- \text{ or } \tilde{M}_-$, respectively. The canonical (microcanonical) values of $\hat{M}_+$ in (c) and (d) are -12.315 (-12.047) and -12.329 (-12.105). The canonical (microcanonical) values of $\hat{M}_-$ in (c) and (d) are 0.064 (0.0332) and 0.203 (0.166). We mark the corresponding microcanonical values of $\tilde{M}_\pm$ by black dashed lines in (c) and (d).

FIG. 10. (a)-(d) plot $\tilde{M}_+$ in a $3 \times 4$ honeycomb lattice with $W = 0, 0.1\omega_{\text{scar}}, 0.5\omega_{\text{scar}}, \omega_{\text{scar}}$, respectively. All results are averaged over 20 disorder realizations. The radii of the spheres are proportional to $|\tilde{M}(k, \omega)|^{1/2}$. The lower panels display the corresponding $\tilde{M}_-$ for each upper panel.

In particular, if $h^x$, $h^y$, and $h^z$ are all present, a strong disorder still cannot localize the system. In contrast, if $h^x = h^y = 0$ and only $h^z$ is present, the small system seems to approach an MBL phase quickly. We believe that the different behaviors of different disorder potentials observed here arise from a similar mechanism as the one we discussed in the main text for the square lattice. Thus, we do not elaborate further on this topic.
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