Impact of the observed SST frequency in the model initialization on the BSISO prediction
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Abstract
The impact of the observed sea surface temperature (SST) frequency in the model initialization on the prediction of the boreal summer intraseasonal oscillation (BSISO) over the Western North Pacific (WNP) is investigated using the Beijing Climate Center Climate System Model. Three sets of hindcast experiments initialized by the observed monthly, weekly and daily SST data (referred to as the Exp_MSST, Exp_WSST and Exp_DSST, respectively) are conducted with 3-month integration starting from the 1st, 11th, and 21st day of each month in June–August during 2000–2014, respectively. The results show that the useful prediction skill of BSISO index reaches out to about 10 days in the Exp_MSST, and further increases by 1–2 days in the Exp_WSST and Exp_DSST. The skill differences among various hindcast experiments are especially apparent during the forecast time of 6–20 days. Focusing on the strong BSISO cases in this period, the BSISO activity and its related moist static energy (MSE) characteristics over the WNP are further diagnosed. It is found that from the Exp_MSST to the Exp_WSST and Exp_DSST, the enhanced BSISO prediction skill is associated with the more realistic variations of intra-seasonal MSE and its tendency. Among the various budget terms that dominate the MSE tendency, the surface latent heat flux and MSE advection are evidently improved, with reduction of mean biases by more than 21% and 10%, respectively. Therefore, the better reproduced MSE variation may contribute to the more skillful BSISO forecast through improving the surface evaporation as well as atmospheric convergence and divergence that related to the BSISO activity. Our findings suggest the necessity of increasing the observed SST frequency (i.e., from monthly to weekly or daily) in the initialization process of coupled models to enhance the actual BSISO predictability, since some current subseasonal forecast operations and researches still use relatively low-frequency SST observations for the model initialization.
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1 Introduction

The boreal summer intraseasonal oscillation (BSISO) is an essential mode of atmospheric variability with a period of 10–60 days over the Asian summer monsoon region (Yasunari 1980; Zhu and Wang 1993). The BSISO correlates with the monsoon dynamics (Yasunari 1979; Lau and Chan 1986), tropical cyclone activity (Liebmann et al. 1994; Weng and Hsu 2017) and the El Niño-Southern Oscillation (Ding and Wang 2005; Lin 2019) and can result in severe weather and climate events (such as rainfall extremes and heat waves) over the Western North Pacific (WNP) region (Mao et al. 2010; Ren et al. 2013; Hsu et al. 2016, 2017). Due to its recurrent nature (Van den Dool and Saha 1990) and association with the tropical and extratropical atmospheric circulations (Ding and Wang 2005), the BSISO acts as a leading source of subseasonal predictability over the
Despite great progress in the climate model development, the capability in BSISO simulation and prediction is still limited (Waliser et al. 2003; Sobel et al. 2008; Fang et al. 2016). Most current models show deficiency in simulating the spatial structure, amplitude, evolution and northward propagation of BSISO (Sabeerali et al. 2013; Hu et al. 2017; Neena et al. 2017). In the latest Subseasonal to Seasonal (S2S) Prediction Project, most state-of-the-art operational models exhibit useful BSISO forecast skill of about 2 weeks in advance (Jie et al. 2017). This skill is much lower than the potential BSISO predictability limit of about 5 weeks (Ding et al. 2011). Using the hindcasts by several models in the Intraseasonal Variability Hindcast Experiment (ISVHE) project, Lee et al. (2015) also found that the multi-model mean actual prediction skill is clearly lower than the theoretical predictability of BSISO, indicating that there is large room to improve the BSISO prediction.

The prediction of intraseasonal oscillation is found to be sensitive to many factors, such as physical parameterization (e.g., Liu et al. 2019), model resolution (e.g., Vitart 2017), ensemble generation (e.g., Rashid et al. 2011), air-sea interaction (e.g., Fu et al. 2008) and initial conditions (e.g., Liu et al. 2017; Bo et al. 2020). Among these factors, SST initial condition and its impact have drawn much attention. The atmosphere-only model is comparable to its coupled counterpart in the predictability and prediction skill of intraseasonal oscillation if specified with daily SST forecasted by the coupled run (Fu et al. 2008, 2013). Abhilash et al. (2014) found that the bias-corrected SST has great influence on the BSISO prediction at the 10–20-day extended range scale. Wang et al. (2015) noted that the uncertainty of observed SST data could exert important impact on the prediction of tropical intraseasonal oscillation beyond the forecast time of 5 days. Liu et al. (2017) and Bo et al. (2020) also showed that the prediction skill of intraseasonal oscillation can be increased by the updated SST initial conditions beyond the forecast time of 5 days. Some studies further explored that the mean state, temporal and spatial resolution of SST included in the model initialization could affect the prediction of intraseasonal oscillation (e.g., Wang et al. 2009; Seo et al. 2014; Zhang et al. 2019).

Previous studies mostly based on the atmosphere-only models have suggested that adopting the SST observations with relatively higher temporal frequency during the model initialization can improve the model performance in capturing the intraseasonal variability. Simulations with daily SST forcing show improvements against those with monthly SST forcing in terms of periodicity, intensity and propagation of intraseasonal oscillation (Fu and Wang 2004; Fu et al. 2003; Klingaman et al. 2008; Pegion and Kirtman 2008). Stan (2018) revealed that the inclusion of 1–5-day frequency of SST forcing is essential to the accurate simulation of intraseasonal oscillation. Zhang et al. (2019) noted that the experiments with prescribed daily SST forcing exhibit higher prediction skill of BSISO than those with seasonal SST forcing. Kim et al. (2008) and Boisséson et al. (2012) also found that the forecast skill of tropical intraseasonal oscillation is higher when forcing model with daily or weekly SST than with monthly SST.

To investigate the impacts of observed SST frequency in the model initialization on the subseasonal prediction, previous studies focused more on the intraseasonal oscillation during boreal winter than in boreal summer. Additionally, most of these studies used atmosphere-only models rather than coupled models. Given the importance of ocean-atmosphere coupling to the representation of intraseasonal oscillation, it is worth further exploring the effect of SST initial condition on the BSISO prediction using multi-component coupled models. Meanwhile, exploring the influence of observed SST frequency in the model initialization is also a demand for the practice in dynamical climate forecasts. This is because the initialization of forecast model needs to determine the temporal frequency of SST data when adopting nudging scheme or the size of time window for assimilation analysis. In this context, this study conducts a series of hindcast experiments using a coupled model to address the following questions: (1) Whether and to what extent increasing the frequency of SST observations in the model initialization process could improve the prediction skill of BSISO over the WNP? (2) What are the possible pathways for the impact of observed SST frequency in the model initialization on the BSISO forecast?

The rest of this paper is organized as follows. The model, data, experimental design and methods are described in Sect. 2. Section 3 provides the evaluation of model performance in the long-term free run simulation of BSISO. Section 4 examines the BSISO prediction skills in the hindcast experiments initialized by the SST observations with different temporal frequencies, and Sect. 5 gives the diagnostics of moist static energy budget for BSISO forecasts in various experiments. The summary and discussion are provided in Sect. 6.

### 2 Model, data, experimental design, and methods

#### 2.1 Model

The model used in this study is the Beijing Climate Center Climate System Model version 2 (BCC-CSM2)
with moderate resolution. It is a fully coupled model with atmosphere, land, ocean and sea ice components. The atmospheric component is the BCC Atmospheric General Circulation Model version 2 with a horizontal resolution of T106 (approximately 110 km) and 56 vertical hybrid sigma/pressure layers (Wu et al. 2019). The land component is the BCC Atmosphere and Vegetation Interaction Model Version 2 with T106 triangular truncation (Li et al. 2019). The ocean and sea ice components adopt the Modular Ocean Model Version 4 (Griffies et al. 2005) and the Sea Ice Simulator (Winton 2000) from the National Oceanic and Atmospheric Administration (NOAA) Geophysical Fluid Dynamics Laboratory (GFDL) respectively, with a horizontal resolution of 1°/3°–1° at tripolar grid.

The BCC-CSM2 is one of the members in the Coupled Model Intercomparison Project Phase 6 (CMIP6). More details about BCC-CSM2 and its application in climate projection are documented in Wu et al. (2019). Several earlier versions of this model have been widely used in the S2S and seasonal-to-interannual climate predictions (e.g., Huang et al. 2013; Liu et al. 2015, 2017, 2019; Fang et al. 2019; Bo et al. 2020).

### 2.2 Data

To initialize the model for climate prediction, the following datasets from 2000 to 2014 are used: (1) the 6-hourly atmospheric winds, temperature, humidity, and surface pressure fields from the National Center for Environmental Prediction’s Final Operational Global Analysis (NCEP-FNL; Kalnay et al. 1996), which are available at https://rda.ucar.edu/datasets/ds083.2/; and (2) the daily SST from NOAA Optimum Interpolation Sea Surface temperature (OISST) dataset (Reynolds et al. 2007), which can be obtained from https://www.ncdc.noaa.gov/oisst.

In addition, we use several datasets during 2000–2014 to evaluate the model results as follows: (1) the daily outgoing longwave radiation (OLR) from NOAA (Liebmann and Smith 1996), which is available at https://catalog.data.gov/dataset/noaa-daily-outgoing-longwave-radiation-olr; (2) the daily precipitation from the Global Precipitation Climatology Project (GPCP; Adler et al. 2003), which can be downloaded at https://www.ncdc.noaa.gov/cdr/atmospheric/precipitation-gpcp-daily; and (3) the daily wind, temperature, geopotential height, specific humidity, longwave and shortwave radiative heating, surface latent heat and surface sensible heat fields from the European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis 5 (ERA5; Hersbach et al. 2020), which are available at https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5.

### 2.3 Experimental design

To conduct the S2S prediction, the model initial conditions are firstly obtained by three sets of initialization experiments based on a nudging strategy. As shown in Fig. 1, during the initialization process, the atmospheric component is nudged toward 6-hourly NCEP-FNL atmospheric reanalysis, while the ocean component is nudged toward monthly/weekly/daily SST observations derived from the daily OISST data (i.e., raw OISST data is averaged over time window with monthly, weekly, or daily interval). The SST observations with different frequencies (i.e., daily, weekly and monthly) used for the three sets of initialization experiments in 2001 are shown as an example in Fig. 2. It is obvious that the SST with high frequency displays larger variability than that with low frequency (Fig. 2a). This SST difference in the initialization experiments may have distinct impacts on the predictions of rainfall and circulation. For example, for the forecast case starting from 1 August 2001, the use of high-frequency SST observations in the initialization experiment clearly improves the skill of rainfall prediction at long forecast time (Fig. 2b). The initialization experiments nudged by monthly, weekly, or daily SST observations are all integrated from 1 January 2000 to 31 December 2014 to output compatible model initial conditions at each day for the hindcast experiments shown below. More detailed descriptions of the initialization scheme can be found in Liu et al. (2017).

We then carry out three sets of hindcast experiments named Exp_MSST, Exp_WSST and Exp_DSST, respectively, and the initial conditions of each hindcast experiment is derived from the output of the corresponding initialization experiments with monthly, weekly, or daily SST observations. The hindcasts are conducted with 3-month forecast integration starting from the 1st, 11th, and 21st day of each month in June–August during 2000–2014. To reduce the uncertainty of initial condition, a simple ensemble scheme based on lagged average forecasting strategy is adopted in each forecast case, with four ensemble members using the initial conditions at 00:00 UTC of the forecast day, 18:00 UTC, 12:00 UTC and 06:00 UTC of the previous day, respectively. The ensemble scheme in current study is similar to the previous studies (e.g., Xiang et al. 2015; Liu et al. 2017; Bo et al. 2020). Therefore, there are 135 forecast cases with four ensemble members in each hindcast experiment. The following analysis is based on the ensemble mean forecast from each hindcast experiment.

In addition, a 15-year free run simulation is conducted to examine the model capability in simulating the BSISO characteristics. Both the simulation and prediction mentioned above adopt the greenhouse-gas external forcing that are identical to those in the CMIP5 historical simulation.
2.4 Methods

To extract the BSISO signal over the WNP, the real-time multivariate BSISO indices are applied following previous studies (e.g., Lin 2012; Lee et al. 2013). The observed BSISO indices are defined as the first two principal component time series (PC1 and PC2) of Empirical Orthogonal Function (EOF) modes of combined intraseasonal anomalies of OLR and 850-hPa zonal wind (U850), which are zonally averaged along 90–150 °E during 1 May to 30 September over 2000–2014 (Lin 2012, 2019). Before the EOF analysis, the observed intraseasonal anomalies are obtained by removing the seasonal cycle climatology and the anomaly averaged over the preceding 120 days. Similarly, the forecasted intraseasonal anomalies are computed by removing the forecasted climatology and the anomaly averaged over the previous 120 days, with corresponding observed anomalies appended before the initial date of forecast. Then the predicted BSISO indices are calculated by projecting the forecasted intraseasonal anomalies onto the observed EOF modes. The bivariate anomaly correlation (BAC) and bivariate root mean square error (RMSE) are computed to measure the prediction skill of BSISO indices against the observations (e.g., Lin et al. 2008; Rashid et al. 2011).

To investigate the physical processes regulating the BSISO convection, the moist static energy (MSE) budget is utilized following previous studies (e.g., Kiranmayi and Maloney 2011; Maloney 2009). The column-integrated MSE (⟨m⟩) is defined as

\[ \langle m \rangle = \langle C_p T \rangle + \langle g Z \rangle + \langle L_v q \rangle \]

where T, Z and q are air temperature (unit: K), geopotential height (unit: gpm) and specific humidity (unit: kg kg\(^{-1}\)), respectively; \( C_p \) is heat capacity of dry air at constant pressure (1004 JK\(^{-1}\) kg\(^{-1}\)), g is gravitational acceleration (9.8 ms\(^{-2}\)), and \( L_v \) is the latent heat of condensation (2.5×10\(^6\) Jkg\(^{-1}\)). Angled brackets represent the mass-weighted vertical integration from 1000 to 100 hPa. Following Neelin and Held (1987), the MSE budget equation is defined as

\[
\frac{\partial \langle m \rangle}{\partial t} = -\langle V \cdot \nabla m \rangle - \langle \omega \cdot \frac{\partial m}{\partial p} \rangle + \langle LW \rangle + \langle SW \rangle + LH + SH
\]

where \( V \) is the horizontal wind vector (unit: m s\(^{-1}\)), \( \omega \) is vertical pressure velocity (unit: Pa s\(^{-1}\)), and \( p \) is pressure (unit: Pa); \( \partial \langle m \rangle / \partial t \) (unit: Wm\(^{-2}\)) is the tendency of \( \langle m \rangle \) (unit: Jm\(^{-2}\)); \(-\langle V \cdot \nabla m \rangle \) and \(-\langle \omega \cdot \partial m / \partial p \rangle \) (unit: Wm\(^{-2}\)) are the horizontal and vertical advection of \( \langle m \rangle \), respectively; \( LW \) and \( SW \) represent the longwave and shortwave radiative heating, and their column-integrated values (i.e., \( \langle LW \rangle \) and \( \langle SW \rangle \)) (unit: Wm\(^{-2}\)) are derived from the differences of net fluxes between the bottom and top of atmosphere, respectively; \( LH \) and \( SH \) (unit: Wm\(^{-2}\)) denote the surface latent heat and sensible heat fluxes, respectively. As discussed in previous studies (e.g., DeMott et al. 2016; Gao et al. 2019),
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...MSE budget terms affect the maintenance ($\langle m \rangle$) and propagation ($\partial (m) / \partial t$) of BSISO convection.

3 Evaluation of BSISO characteristics in the free run

In this section, we evaluate the model performance in capturing the basic feature of BSISO over the WNP region in a 15-year free run simulation. Figure 3 shows the spatial distribution of climatological mean precipitation and 850-hPa wind during June–August. The model can basically capture the position of observed maximum centers of summer precipitation and low-level wind, but with clear biases in the amplitude (Fig. 3a, b). Large wet biases occur at the west coast of Indian Subcontinent and Indo-China Peninsula, associated with the overestimated westerlies over these regions (Fig. 3c). These wet biases can also be found in the older versions of the BCC model and other climate models (e.g., Kim et al. 2008; Liu et al. 2014; Liu et al. 2015; Hu et al. 2017). Additionally, small wet biases and weak easterly wind biases appear in the east of Maritime Continent. Such wind biases are contrary to the westerly biases found in the earlier versions of the BCC model (e.g., Liu et al. 2015; Jie et al. 2017).

The spatial distribution of standard deviation of intraseasonal precipitation and U850 anomalies during June–August is given in Fig. 4. In the observation, the precipitation field shows two strong variance centers near the Indian Subcontinent and the WNP (Fig. 4a), whereas the U850 field displays a relatively different pattern with maximum variability over the WNP and a secondary maximum over the tropical Indian Ocean (Fig. 4f). The simulated variances of precipitation and U850 generally agree well with the observations. However, for both precipitation and U850 fields, the magnitude of variance is clearly overestimated, especially over the Indian Subcontinent, Indo-China Peninsula and east of the Philippines in the tropical WNP. The overestimated intraseasonal variances of precipitation and U850 over these regions also exist in the earlier versions of the BCC model (e.g., Liu et al. 2014; Hu et al. 2017), probably due to the deficiencies in parameterizations of convection and cloud physical process over the tropics.

Figure 5 depicts the spatial structure of the leading two EOF modes of the combined intraseasonal anomaly fields of OLR and U850. In the observation, the EOF1 mode is characterized by a deep convection center around 15 °N, whereas the EOF2 mode exhibits a dipole structure with enhanced convection near 20 °N and suppressed convection near 10 °N. For both the EOF1 and EOF2 modes, easterly (westerly) zonal wind anomalies prevail to the north (south) of the strong positive convection center. The two EOF modes are in a close quadrature relationship with a joint contribution of about 46 % to the total variance. The leading two EOF modes of simulations generally resemble the observations, whereas the simulated EOF2 mode shows an erroneous strong convection around 5 °S. In addition, the total explained variance of the EOF1 and EOF2 modes in the simulation is about 30 %, which is lower than that in the observation. Note that these biases of BCC-CSM2 are slightly larger than those of its earlier version BCC-CSM1.2 (Bo et al. 2020), and the reason for the degradation is worth further investigation but beyond the scope of this study.

Figure 6 further shows the composite intraseasonal anomalies of precipitation and 850-hPa wind during the BSISO lifecycle, which is divided into eight phases according to different angles between PC1 and PC2 (Lin 2012; Lee et al. 2013), and the composite is performed when the BSISO amplitude is larger than 1. In the observation, the BSISO rainband is tilted northwest-southeastward and exhibits an...
obvious northward propagating feature (Fig. 6a). The BSISO convection initiates over the equatorial eastern Indian Ocean in phase 1, migrates northward to the Bay of Bengal and northeastward to the Gulf of Thailand and equatorial western Pacific in phase 2, develops rapidly over the South China Sea and east of the Philippines in the tropical WNP in phase 3, further moves northward to the subtropical WNP during phases 4–6, and finally dissipates over the south China during phases 7–8. Meanwhile, zonally-elongated anomalous cyclonic (anti-cyclonic) circulation appears to the north of the enhanced (suppressed) convection. The composite intraseasonal anomaly of OLR in each BSISO phase is generally consistent with that of precipitation (figure not shown).

The model can reasonably reproduce the northward movement of convection and circulation anomalies from equatorial Ocean to south China but with some biases in the location and amplitude of convection center (Fig. 6b) compared to the observations (Fig. 6a). The BSISO rainband over WNP is located more northward in simulation than in observation. This may be related to the faster-than-observed northward propagation of BSISO signal, which also exists in the earlier versions of the BCC model.
The amplitude of enhanced (suppressed) convection center over the WNP is underestimated when the BSISO is in phases 3–6 (phases 7, 8, 1 and 2) (Fig. 6). The underestimated precipitation anomalies are also evident in the tropical Indian Ocean. In addition, near the west coast of Indo-China Peninsula, the precipitation anomalies are overestimated in most phases, especially phases 5 and 8, corresponding to the much overestimated intraseasonal variance of precipitation over the same areas (Fig. 4b). It is also noted that the wind direction over Bay of Bengal in phase 3 in the model is almost reversed compared to observations, denoting apparent circulation biases in some areas.

The lifecycle composites of intraseasonal SST anomaly for different BSISO phases are given in Fig. 7. Along with the evolution of BSISO convection, the SST anomaly also shows an evident northward propagation. Over the tropical WNP region, significant positive (negative) SST anomalies are found in phases 1, 2 and 8 (4–6) when the BSISO convection is suppressed (enhanced). The model results generally agree with the observations. However, the simulated SST anomaly center over the WNP extends more northward with reduced magnitude than the observation, corresponding to the feature of simulated BSISO convection (Fig. 6). Additionally, the pattern correlation of SST anomalies between the simulation and observation over the Asian-Pacific region
(10°S–40°N, 60°E–180°E) is nearly zero in phase 7, apparently lower than those of about 0.4–0.6 in other phases. This indicates that the model can hardly capture the intra-seasonal variation of SST when the BSISO convection over the tropical WNP is at the transition from wet to dry spell.

4 Forecast skill of BSISO

The predicted standard deviations of summer intraseasonal precipitation and U850 in the three sets of hindcast experiments are also given in Fig. 4. For both precipitation and U850 fields, there is no significant differences among the three sets of hindcast experiments, though the Exp_WSST and Exp_DSST produce slightly stronger variance than the Exp_MSST over the tropical WNP especially near the Philippines. Similar to the feature in the free run simulation (Fig. 4b, g), the large variance centers over the Indian Landmass, Indo-China Peninsula and tropical WNP are overestimated in all sets of hindcast experiments (Fig. 4c–e, h–j). This indicates that the overestimation of summer intraseasonal variance in the predictions may arise from the systematic errors of model itself, and it can hardly be reduced by only using the high-frequency observed SST data in the model initialization process.

The overall prediction skill, measured by BAC and RMSE between the observed and predicted BSISO indices, as a function of forecast time is given in Fig. 8. Taken the BAC = 0.5 or RMSE = 1.414 as the threshold of useful prediction skill (e.g., Lin et al. 2008; Rahid et al. 2011), the Exp_MSST can predict the BSISO up to around 10 days in advance. With relatively higher-frequency observed SST data included in the model initialization, the Exp_WSST and Exp_DSST further improve the useful BSISO prediction skill by about 1–2 days compared to the Exp_MSST. The useful skill of BSISO prediction in the Exp_WSST and Exp_DSST is comparable to that in the hindcast experiments of Bo et al. (2020), who also used high-frequency OISST SST observations to initialize the earlier version of the BCC model (i.e., BCC-CSM1.2). This emphasizes the importance of SST initial conditions for the BSISO prediction. In addition, compared to the BCC-CSM1.2 in previous studies (Jie et al. 2017; Bo et al. 2020), the model in this study degrades the BSISO spatial modes in the simulation but achieves similar skills in the BSISO prediction as before. This suggests that the model performance in the simulation of intraseasonal oscillation does not necessarily determine the skill of subseasonal prediction, consistent with the findings of Klingaman et al. (2015) and Liu et al. (2019).

In addition, during the first 5-day (i.e., 1-pentad) forecast time, the three sets of hindcast experiments exhibit comparable prediction skills (Fig. 8a). However, during the forecast time of 6–20 days (i.e., 2–4 pentads), the Exp_WSST and Exp_DSST show slightly higher skill than...
the Exp_MSST. This indicates that the atmospheric initial condition plays a dominant role in the BSISO prediction within the first pentad, beyond which the impact of SST initial condition gradually emerges. This is consistent with the previous studies (e.g., Wang et al. 2015; Liu et al. 2017; Bo et al. 2020). Similar results can be obtained from the pattern anomaly correlation coefficients (PCCs) between the observed and predicted intraseasonal precipitation and 850-hPa zonal wind fields over the WNP. From the Exp_MSST to the Exp_WSST and Exp_DSST, the PCCs of these two atmospheric variables are slightly increased during the forecast time of 2–4 pentads (Fig. 8c, d). In fact, about 53% of forecast cases show overall enhanced PCCs during that time. In some particular forecast cases, the mean PCC of precipitation (U850) can even be increased by more than 0.3 (0.5) (figure not shown). Note that the overall BAC, RMSE and PCCs of U850 in the Exp_DSST are slightly lower than that in the Exp_WSST beyond the forecast time of 5 days. This suggests that the closest-to-observed daily SST does not necessarily produce the optimal forecast results, possibly
due to the high uncertainty of forecast under the complex interaction between model error and initial condition error.

Previous studies have demonstrated that the intraseasonal oscillation is more predictable in the strong-amplitude events than in the weak-amplitude events (e.g., Xiang et al. 2015; Fang et al. 2019). To further examine the prediction skill and skill differences among the three sets of hindcast experiments, strong and weak cases are selected according to the BSISO amplitude during the forecast time of 6–20 days. The strong BSISO cases are identified if the occurrences of the BSISO with amplitude larger than 1 are at least 10 days during the forecast time of 6–20 days, otherwise the weak BSISO cases are detected. Among the total 153 forecast cases, we identified 76 strong cases and 59 weak cases. The BAC skills for...
the strong and weak cases are given in Fig. 9. For the strong cases, the Exp_WSST and Exp_DSST increase the BAC by a maximum of about 0.1 during the forecast time of 6–20 days relative to the Exp_MSST, similar to the results of BAC for all cases (Fig. 8a). However, for the weak cases the three sets of hindcast experiments display relatively similar skills within the forecast time of 6–20 days. This indicates the superiority of high-frequency SST data to the low-frequency SST data in the model initialization is especially apparent in the prediction of strong BSISO events.

Fig. 8 The forecast skill as a function of the forecast time. Shown are the a bivariate anomaly correlation (BAC) and b bivariate root mean square error (RMSE) of BSISO index, and the mean pattern anomaly correlation coefficients (PCC) of intraseasonal anomalies of c precipitation and d 850-hPa zonal wind zonally averaged over the WNP (10°S–40°N, 90°–150°E) between observations and predictions of each hindcast experiment. The dashed lines in (a) and (b) represent skill values of 0.5 and 1.414, respectively. PCCs larger than 0.23 are significant at the 95% confidence level.

5 Possible mechanisms

It is supposed that the MSE and its tendency at intraseasonal time scale can basically represent the maintenance and propagation of BSISO convection (DeMott et al. 2016; Gao et al. 2019). Thus, to investigate the possible physical processes related to the impacts of observed SST frequency in the model initialization on the BSISO prediction, we conduct an MSE budget diagnostic in this section. The diagnostic is based on the composite analysis of some strong BSISO cases, in which the three sets of hindcast experiments exhibit apparent skill differences as shown in the previous section.

Examination on the forecast cases in this study shows that the BSISO, with a relatively short periodicity of about 10–60 days, evolves fast in the phase space (i.e., phase 1–8) and
hardly stays in one particular phase for a long time (figure not shown). This indicates that the BSISO exhibits relatively quick propagation of convection anomaly over the WNP during the forecast time of 1–20 days. Thus, to better reveal the impact of SST initial conditions on the BSISO evolution, the BSISO cases are divided into different categories according to the main characteristics of wet and dry phases. Here the wet (dry) phase denotes the phases 3–6 (phases 7, 8, 1 and 2), in which wet (dry) spell prevails over the tropical WNP. During the forecast time of 1–20 days, the strong BSISO cases evolving from dry to wet (wet to dry) phases are referred to as DW (WD) cases, while those staying persistently in wet or dry phase are referred to as PW or PD cases. The numbers of the DW, WD, PW and PD cases involved in the following composite analysis are 15, 15, 18 and 18, respectively. These four categories of cases account for 90% of the total 76 strong BSISO cases selected in Sect. 4. They all exhibit long duration of wet or dry anomalies over the tropical WNP during the forecast time of 6–20 days when the forecast skills are clearly different among the hindcast experiments.

The composite BSISO trajectories for the above four categories of cases during the forecast time of 1–20 days are given in Fig. 10. In the observation, the DW (WD) cases exhibit enhanced (suppressed) convection propagating from equatorial ocean to east of Philippines, corresponding to the evolution of BSISO from phase 1 to phase 5 (phase 5 to phase 1). The PW cases propagate from phase 3 to phase 6 with wet spell over the tropical WNP, while the PD cases decay in phase 8 and then develop in phases 1–2 with dry spell over the tropical WNP. By comparison, the Exp_WSST and Exp_DSST better reproduce the evolution of all four categories of BSISO cases beyond the forecast time of 5 days relative to the Exp_MSST, with closer-to-observed BSISO amplitude and phase variation. This is consistent with the results of prediction skill shown in Figs. 8 and 9.

For the DW cases, Fig. 11 depicts the composite time-latitude distributions of intraseasonal anomalies of precipitation, U850, column-integrated MSE and its tendency averaged along 110–140 °E. During the forecast time of 1–20 days, the observation shows a northward propagation of wet anomalies from equator to subtropical WNP and an obvious transition from dry to wet (wet to dry) anomalies over the tropical (equatorial) western Pacific. The Exp_MSST basically captures the variation feature of BSISO convection. However, it underestimates the intensity of enhanced (suppressed) convection over the tropical (equatorial) western Pacific beyond the forecast time of 5 days. Compared with the Exp_MSST, the Exp_WSST and Exp_DSST can more reasonably predict the northward propagation and intensity of precipitation anomalies over the WNP beyond the 5-day forecast time. Correspondingly, the predictions of easterly (westerly) wind anomalies prevailing over the areas north (south) to the deep convection center are also improved. Despite the differences in the location and peak time of the BSISO precipitation and circulation centers, the observed intraseasonal anomalies of column-integrated MSE and its tendency show northward propagation associated with the evolution of BSISO convection. The variation feature of intraseasonal MSE and MSE tendency is also better reproduced in the Exp_WSST and Exp_DSST than in the Exp_MSST. These results indicate that adopting higher-frequency SST observation in the model initialization process tends to produce a more
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skillful forecast of the intraseasonal anomalies of precipitation, circulation, MSE and MSE tendency that are closely related to the BSISO characteristics.

Figure 12 further gives the composite time-latitude distributions of intraseasonal anomalies of various budget terms contributing to the column-integrated MSE tendency averaged along 110–140 °E for the DW cases. The terms include horizontal and vertical advection of MSE, net longwave and shortwave radiative heating, surface latent and sensible heat flux. At the intraseasonal time scale, the observed vertical and horizontal MSE advection, longwave radiation flux and latent heat flux show strong anomalies propagating northward, indicating large contribution to the MSE tendency. In contrast, the shortwave radiation flux and sensible heat flux are quite weak, contributing little to the MSE tendency. Although featured by similar biases in the magnitude, location and peak time of anomaly center for the above terms, the three sets of

![Composite trajectories for the strong BSISO cases with a dry-to-wet (DW), b wet to dry (WD), c persistent-wet (PW) and d persistent-dry (PD) phase variation. The black big dots denote the location at the previous day of forecast starting date, and small dots represent the location at each day since the forecast starting date.](image)
hindcast experiments could differ remarkably in some budget terms. From the Exp_MSST to the Exp_WSST and Exp_DSST, the prediction of latent heat flux is remarkably improved in the magnitude and propagation. This improvement is also evident for the terms of horizontal and vertical MSE advection. Moreover, the prediction of longwave radiation is slightly improved, whereas the predictions of shortwave radiation flux and sensible heat flux are hardly improved. Although the differences among the three sets of hindcast experiments are very significant in some forecast cases (figure not shown), the composite differences of MSE budgets terms between different predictions are only statistically significant over several small areas. This is possibly due to the sharply smoothed BSISO evolution features by composite of various cases with different position and intensity of dry/wet anomaly center.

For the DW cases, the composite time variations of intraseasonal anomalies of precipitation, 850-hPa zonal wind, column-integrated MSE, and MSE tendency averaged along 110–140 °E in observations and predictions of each hindcast experiment for the strong BSISO cases with dry-to-wet (DW) phase variation are given in Fig. 13. In this region,

---

**Fig. 11** Composite time-latitude distributions of the intraseasonal anomalies of precipitation, 850-hPa zonal wind, column-integrated MSE, and MSE tendency averaged along 110–140 °E in observations and predictions of each hindcast experiment for the strong BSISO cases with dry-to-wet (DW) phase variation.
the observed precipitation anomalies turn from negative to positive at the beginning of forecast, peaks around the 15th forecast day and remains strong subsequently. The MSE shows similar variation feature, but its tendency peaks around the 6th forecast day and then decays rapidly. This indicates that the intraseasonal MSE is highly in phase with the BSISO precipitation and intensive moistening appears about 1 week ahead of the convection center, consistent with the findings of previous studies (e.g., DeMott et al. 2016; Gao et al. 2018). Meanwhile, the various observed MSE budget terms differ in the magnitude and the occurrence time of peaking and transiting between negative and positive states. During the 1–5th forecast day when the dry anomalies occur, the horizontal and vertical advection act as apparent sources to recharge the MSE, whereas the latent heat flux and longwave radiation flux serve as apparent sinks to discharge the MSE. This recharge-discharge process is reversed when the BSISO precipitation is persistently enhanced during the 6–20th forecast day. The three sets of hindcast experiments can generally capture the variation feature of precipitation, MSE and MSE budget terms, but with obvious biases in the magnitude. By comparison, with less root

Fig. 12 Same as in Fig. 11, but for the intraseasonal anomalies of column-integrated horizontal advection (−V · V m), vertical advection (−ω · dm/∂p), net longwave radiation (LW), net shortwave radiation (SW), surface latent (LH), and surface sensible heat (SH). Stippling denotes where the differences between the Exp_WSST/Exp_DSST predictions and the Exp_MSST predictions are significant at the 90% confidence level according to the Student’s t test.
mean square errors against the observations, the Exp_WSST and Exp_DSST outperform the Exp_MSST in predicting the precipitation, MSE, and MSE tendency especially beyond the forecast time of 5 days. For the MSE budget terms, compared with the Exp_MSST, the Exp_MSST and Exp_DSST exhibit much closer-to-observed magnitude of latent heat flux, as well as somewhat improved horizontal and vertical MSE advection during the 6–20-day forecast time. Nevertheless, the three sets of hindcast experiments display relatively small differences of longwave radiation flux, shortwave radiation flux and sensible heat flux. This indicates that the realistic representation of latent heat flux as well as horizontal and vertical MSE advection may largely contribute to the above-mentioned closer-to-observed evolution of the DW cases in the Exp_WSST and Exp_DSST than in the Exp_MSST.

In addition, for the WD, PW and PD cases, the composite time-latitude cross sections of intraseasonal anomalies of precipitation averaged along 110–140 °E are shown in Fig. 14a. For the WD cases, the Exp_WSST and Exp_DSST can better capture the magnitude of dry anomalies over the tropical WNP beyond the 5-day forecast time than the Exp_MSST. For the PW cases, different from the observation in which the wet anomalies over the WNP maintains within the forecast time of 20 days, the Exp_MSST shows wet anomalies over the tropical WNP before the forecast time of about 15 days, but exhibit an erroneous transition from wet to dry anomalies beyond that time. The deficiency of the unrealistic transition is reduced in the Exp_WSST and Exp_DSST. For the PD cases, the magnitude and variation of dry anomaly over the WNP during the forecast time of 6–20 days are also somewhat improved from the Exp_MSST to the Exp_WSST.
 Impact of the observed SST frequency in the model initialization on the BSISO prediction

and Exp_DSST. These results suggest that using relatively higher-frequency SST observations for the model initialization could result in improved prediction of the magnitude and propagation of BSISO convection over the tropical WNP whenever the BSISO is persistently active/break or evolves between wet and dry phases over that region.

From the Exp_MSST to the Exp_WSST and Exp_DSST, the intraseasonal MSE tendency and most budget
terms averaged along 110–140 °E are overall more skillfully predicted during the forecast time of 6–20 days for the WD, PW, and PD cases (figure not shown). The improvement is especially evident in the prediction of latent heat flux that related to the BSISO convection (Fig. 14b). This is similar to the results of DW cases in Figs. 12 and 13, further confirming that the improved forecast of BSISO characteristics is associated with the more realistic description of latent heat flux. This stresses the key role of the intraseasonal latent heat flux on the development of BSISO convection over the WNP, possibly through triggering instability of atmospheric boundary layer prior to the convection center as demonstrated by Wang et al. (2018).

Furthermore, aiming at the forecast time of 6–20 days when the differences of BSISO prediction among the three hindcast experiments are notable, Fig. 15 gives the temporal mean intraseasonal MSE tendency and its budget terms averaged over the region (10–20 °N, 110–140 °E) for various cases. During the forecast time of 6–20 days, for the DW and PW (WD and PD) cases, the observed MSE tendency is largely compensated (offset) by the latent heat flux and longwave radiation flux and offset (compensated) by the horizontal and vertical advection of MSE, but is little attributed to the shortwave radiation flux and sensible heat flux. The Exp_MSST considerably underestimates the amplitude of the four dominant MSE budget terms (i.e., horizontal advection, vertical advection, latent heat flux, and longwave radiation flux). The Exp_WSST and Exp_DSST can reduce the biases, especially in the latent heat flux, consistent with previous results in Figs. 12, 13 and 14. The latent heat flux is underestimated by about 5 Wm⁻², 6 Wm⁻², 12 Wm⁻², and 5 Wm⁻² in the Exp_MSST for the DW, WD, PW and PD cases, respectively. It is further improved in the Exp_WSST and Exp_DSST, with reduction of biases by more than 87%, 51%, 21%, and 66% for the above four different types of BSISO cases, respectively. Also, from the Exp_MSST to the Exp_WSST and Exp_DSST, the biases of vertical MSE advection are reduced by about 14–30% for the DW and PD cases, and those of horizontal MSE advection are decreased by about 10–41% for all four categories of cases. In addition, the longwave radiation is slightly improved for most cases.

The above results suggest that the inclusion of higher-frequency observed SST in the model initialization can lead to improvement in the BSISO-related MSE variations, possibly by changing the surface evaporation (related to the surface latent heat flux) and atmospheric convergence and divergence (related to the MSE advection). This improvement may further result in more skillful forecast of BSISO over the WNP.

Fig. 15 Composite temporal mean intraseasonal anomalies of column-integrated MSE tendency and various MSE budget terms (unit: Wm⁻²) averaged over the region (10–20 °N, 110–140 °E) during the forecast time of 6–20 days. The MSE budget terms include horizontal advection (−V ⋅ ∇m), vertical advection (−∂/∂t ∂m/∂p), net longwave radiation (LW), net shortwave radiation (SW), surface latent (LH), and surface sensible heat (SH). The results are for the strong BSISO cases with a dry-to-wet (DW), b wet-to-dry (WD), c persistent-wet (PW), and d persistent-dry (PD) phase variation.

6 Summary and discussion

Based on the prediction of three sets of hindcast experiments with BCC-CSM2 initialized by SST observations of different temporal frequencies, this study examines the impact of
observed SST frequency in the model initialization on the prediction of BSISO over the WNP.

A 15-year free run simulation shows that the model itself can reasonably reproduce the spatial structure of the BSISO variability and BSISO mode, the northward propagation of intraseasonal anomalies of precipitation, circulation and SST over the WNP, as well as the convection-circulation phase relationship. However, it still shows clear biases in simulating the amplitude and location of BSISO activity center. These deficiencies may limit the forecast skill of BSISO over the WNP to some extent.

The useful prediction skill of real-time BSISO indices is up to 10 days in the Exp_MSST, and further increases to 11–12 days in the Exp_WSST and Exp_DSST. Among the three sets of hindcast experiments, the BSISO prediction skills are very similar within the first few days of forecast but exhibit clear differences beyond the forecast time of 5 days, indicating that the impacts of SST initial conditions gradually become more noticeable as the forecast time increases. Compared to the Exp_MSST, the Exp_WSST and Exp_DSST slightly enhance the overall prediction skill during the forecast time of 6–20 days, in terms of the BAC and RMSE of BSISO indices and the PCCs of intraseasonal precipitation and U850 anomalies over the WNP. This suggests that adopting higher-frequency SST observations in the model initialization process tends to improve the prediction of BSISO feature over the WNP. The BSISO skill differences among the three sets of hindcast experiments are dependent on the amplitude of BSISO. From the Exp_MSST to the Exp_WSST and Exp_DSST, the prediction skill is clearly enhanced for the strong BSISO cases, but it is almost unchanged for the weak BSISO cases. About 90% of the strong BSISO cases are characterized by long duration of dry or wet anomaly over the tropical WNP during the forecast day of 6–20 days. For these cases, the Exp_WSST and Exp_DSST can more skillfully capture the BSISO magnitude and phase variation than the Exp_MSST.

Further composite analysis on the strong BSISO cases indicates that the three sets of hindcast experiments show remarkable differences in the predicted BSISO-related MSE and MSE tendency during the forecast time of 6–20 days when the differences of BSISO prediction skill among the three hindcast experiments are evident. Diagnostic of MSE budget indicates that the Exp_WSST and Exp_DSST can generally better reproduce the amplitude and propagation of intraseasonal MSE, MSE tendency and most of its budget terms than the Exp_MSST. Especially, from the Exp_MSST to the Exp_WSST and Exp_DSST, for various BSISO cases during the forecast time of 6–20 days, the mean biases of latent heat flux and MSE advection over the WNP are reduced by about 21–87% and 10–41%, respectively. This suggests that using higher-frequency SST observations for the model initialization can lead to more realistic prediction of BSISO-related MSE variations, and thus enhance the BSISO prediction skill possibly through changing the surface evaporation (related to the latent heat flux) and atmospheric convergence and divergence (related to the MSE advection).

This study demonstrates that the forecast experiments with daily or weekly SST observations used in the model initialization process can enhance the BSISO prediction skill during the forecast time of 6–20 days compared to those with monthly SST observations. However, this skill enhancement in this study is less significant than that in Kim et al. (2008) and Boisséson et al. (2012), probably because of the different model settings. In contrast to atmosphere-only model with prescribed SST field used in previous studies, the coupled climate system model used in this study may suffer from a deteriorating SST forecast with increasing forecast time, partly because of the model drift in ocean-atmosphere coupling process. This may to some extent limit the forecast skill at long forecast time. In addition, although we suppose it is necessary to increase the frequency of SST observations in the model initialization process, the highest-frequency SST observation in this study is not optimal for the BSISO prediction. This implies the huge uncertainty of S2S prediction, which is largely affected by the errors in both initial conditions and model itself. It is of course that the above results are perhaps somewhat uncertain because of the model-dependent forecast errors, the difference in SST observations, and the limited number of hindcast cases, as well as the considerable residuals of MSE budget shown in this study and many other studies (e.g., Kiranmayi and Maloney 2011; Sobel et al. 2014). To improve the S2S prediction of the BCC model as well as other models, more efforts should be made to optimize the model initial conditions, in addition to a sustained endeavor to upgrade the model physical parameterizations.
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