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Abstract—Language carries implicit human biases, functioning both as a reflection and a perpetuation of stereotypes that people carry with them. Recently, ML-based NLP methods such as word embeddings have been shown to learn such language biases with striking accuracy. This capability of word embeddings has been successfully exploited as a tool to quantify and study human biases. However, previous studies only consider a predefined set of biased concepts to attest (e.g., whether gender is more or less associated with particular jobs), or just discover biased words without helping to understand their meaning at the conceptual level. As such, these approaches can be either unable to find biased concepts that have not been defined in advance, or the biases they find are difficult to interpret and study. This could make existing approaches unsuitable to discover and interpret biases in online communities, as such communities may carry different biases than those in mainstream culture. This paper improves upon, extends, and evaluates our previous data-driven method to automatically discover and help interpret biased concepts encoded in word embeddings. We apply this approach to study the biased concepts present in the language used in online communities and experimentally show the validity and stability of our method.

Index Terms—I.2 Artificial intelligence, I.2.7 natural language processing, Q.8.15 social science methods or tools, Q.9 ethical/societal implications

1 INTRODUCTION

Linguistic biases have been the focus of human language analysis for quite some time [1], [2], [3]. Recently, it has been proven that machine learning approaches applied to corpora of human language, such as word embeddings, learn human-like semantic biases [4], [5]. Beyond the value this has towards creating fairer Artificial Intelligence [6], [7], [8], [9], [10], [11], it has also enabled compelling methods for social scientists to study human language and biases [12], [13], [14], [15], [16]. That is, by looking at the biases learned by a machine learning model, it is possible to study biases in datasets in more detail. For instance, by training word embeddings models and analyzing them, Garg et al. [15] were able to study the dynamics and the evolution of predefined biases related to gender and religion in the United States across 100 years.

Existing approaches to study biases in word embeddings (see Section 2 for details), however, have one of the following limitations. That is, either: i) they only are able to attest whether arbitrarily predefined biases exist or not, so they are unable to discover what the actual most salient biases might be in a model; or ii) they only discover biased words, which is of limited value when trying to make sense of the biases discovered and what they mean at a conceptual level. These limitations often make current approaches unsuitable to study biases in the language of online communities. This is because such communities often exhibit values and norms that are sometimes distinct from those held by the majority [17], [18], so anticipating potential biases in advance is difficult; and because understanding the meaning of those biases is needed to properly interpret and study them [19], [20], [21]. Studying the biases of online communities is very important to tackle the social problems they have been associated with, such as radicalization [18] and discrimination against some types of users, particularly those users with protected attributes such as gender, religion, ethnicity, social class, etc. [20], [22].

In this paper, we improve upon our previous, general and data-driven approach [23] to discover linguistic biases in word embeddings. Concepts of interest, e.g., those related to protected attributes, such as gender, religion and the like, are used to discover the most frequent and biased words towards them (e.g., frequent words biased towards ‘women’ rather than ‘men’). Differently from our previous work, in this paper: i) we improve the automatic selection of biased words, using not just the strength of biases but also their frequency; ii) we present a novel automatic categorisation of the biases, through semantic clustering and semantic analysis; and iii) we present novel methods to help interpret the resulting biased concepts, using semantic labels and rankings. All of this allows our method to help make sense of the most important biases at a conceptual level and in a more detailed manner, using the vocabulary of the online community studied.

The paper is structured as follows: Section 2 discusses related work and details the gap this paper addresses. Section 3 introduces the notion of bias strength in word embeddings, and the preliminaries on which our method bases. We present our approach to discover and interpreting biased concepts, together with the different bias ranking in Section 4. We apply our method to discover biased concepts in models trained using the corpora of two online communities (/r/TheRedPill, /r/Atheism) on the English-speaking discussion platform Reddit in
Section 5. We provide an extensive evaluation of our method in Section 6, showing the stability of the biases discovered and the effect of the different parameters of our model and those used to train the embeddings model, and demonstrating the validity of our method by applying it to the general-purpose Google News pre-trained model and comparing our method with arbitrarily predefined biases in that model attested by previous work. Finally, we finish with some concluding remarks and pointers to the available datasets, code and demo of the tool developed based on our method in Section 7.

2 RELATED WORK

In this section, we discuss two main streams in the most related work to this paper. One stream includes those works attesting predefined biased concepts, and the other stream includes those works discovering biased words in word embeddings.

Works attesting biased concepts in word embeddings measure the association between predefined concepts usually related to known stereotypes – for instance, whether men are more often associated with a professional career while women are more often associated with family [5, 15, 16, 24, 25, 26, 27, 28, 29]. An example of measure used to this end is the Word Embeddings Association Test (WEAT) [5], inspired by the Implicit Association Test (IAT) [30], widely used in psychology and the social sciences to study stereotypes [31]. In particular, all the concepts involved (e.g., men/women and career/family) are represented via sets of words, and WEAT compares distances in the word embeddings model between those sets of words using cosine similarity. While being able to attest biases between arbitrary, predefined concepts is of high value, it nonetheless requires all the involved concepts to be defined in advance, which may not be possible in online communities, as they may exhibit biases and stereotypes that are not based on those in mainstream culture [18]. In contrast, in our work, we only consider as input the attribute concepts of interest, e.g., men/women, and our method then discovers all other concepts that are most associated with these attribute concepts.

Works discovering biased words overcome some of the limitations of attesting by enumerating all the words that are biased towards others in a word embeddings model [4, 32, 33, 34, 35]. However, the resulting lists of biased words do not explain what these biases mean or to what extent they are important in the context of a community, both of which are needed to properly interpret and study the biases discovered in a community [19, 20, 21]. Previous work has demonstrated language innovation in the manosphere in order to understand how different groups within it view their own departure from mainstream society [36]. Socio-cultural linguistic work, which has long addressed the structure and meaning of specialised vocabularies, typically was based on smaller sets of data. The internet and social media have generated numerous communities, however, each producing vast amounts of content. Manual identification and analysis of the subcultures’ specialised vocabularies has become impractical; automatic methods are needed to help with both the identification and understanding of community language.

Our previous work in this direction is presented in [23], in which we define a system to identify a set of words biased towards certain concepts, and organize them in categories in order to compare their biases. Although the approach gives an idea of what are the most biased words towards certain concepts in a community, and to which semantic categories they belong, it has several limitations. First, the bias measure used does not consider the frequency when selecting the set of biased words, which means that some of the biases may be rare and unrepresentative of the community. Second, the threshold used to select biased words is manually determined by analyzing the distribution of bias in the community, which makes it difficult to automate. Third, the analysis of biases performed does not allow for a link between the biased concepts and the actual language used by the community. This is important as smaller communities in larger societies frequently develop specialised vocabularies that reflect unique aspects of the identity, needs and realities of group members [37]. A further limitation is that the work neither considered the potential impact of stability, nor did it recognize the effect of different parameters in the model.

In this paper, we combine both frequency and bias to automatically identify the most salient words in a community; that is, words that are both frequently used and strongly biased towards the two concepts of interest. Afterwards, these words are aggregated based on their semantic similarity, by clustering them using the word embeddings model. The resulting semantically-similar clusters are analyzed in two ways. First, we categorize the major discourse field each of the clusters belongs to and provide a relative frequency of the fields. Second, clusters are ranked based on the strength of their bias, their frequency, and their sentiment to offer a more detailed view of the biases discovered and how they are expressed in the language of the community in a more or less biased, frequent, or positive/negative way. The semantic categorization and different rankings provides a context that offers both a general and more detailed view of the biases at the conceptual level over the different dimensions of bias and in an automatic manner.

3 PRELIMINARIES

The first step to be able to discover biased concepts towards the attribute concepts of interest (e.g., men/women), is to discover the specific words that are biased towards the attribute concepts. To do this, we need to measure the bias between words in a word embeddings model. Given a word embeddings model built from a text corpora, and two sets of words representing the attribute concepts (e.g., men/women) one wants to discover biases towards, a common approach in the literature is to leverage the cosine similarity between embeddings to identify words close to an attribute concept (e.g., men) and far from the other attribute concept (e.g., women) as we detail below.

Bias Strength. Let \( T_1 = \{w_0, \ldots, w_i\} \) and \( T_2 = \{w_0, \ldots, w_j\} \) be two sets of words that represent two different attribute concepts we want to discover biases towards — e.g., \{she, daughter, her, ..., mother\} and \{he, son, him, ..., father\} describing the concepts women and men — and \( c_1 \) and \( c_2 \) the centroids of \( T_1 \) and \( T_2 \) respectively, estimated by averaging the embedding vectors of all words in each attribute concept; we say that a word \( w \) is biased towards \( T_1 \) with respect to \( T_2 \) when the cosine similarity between the embedding of \( w \) is higher for \( c_1 \) than for \( c_2 \).

Note that there are many alternative bias definitions in the literature [32, 38], such as the direct bias measure [4], the relative norm bias metric [15], and others, all with similar results as shown by previous research [15, 38]. When experimentally comparing the direct bias metric with ours in r/TheRedPill, we obtain a Jaccard index of 0.857 (for female) and 0.864 (for male) regarding the list of 300 most-biased adjectives generated with the two bias metrics.
\[ B(w, T_1, T_2) = \cos(w, c_1) - \cos(w, c_2) \]  

Larger absolute values of \( B \) correspond to stronger biases, positive values of bias \( B \) indicate that word \( w \) is biased towards \( T_1 \), and negative values of \( B \) indicate that word \( w \) is biased towards \( T_2 \). By applying the bias strength equation to the entire community’s vocabulary, one is able to discover all the words that are biased towards attribute concepts \( T_1 \) with respect to \( T_2 \) and vice versa.

### 4 Discovering and Interpreting Biased Concepts

Beyond discovering individually biased words, as stated in the previous section, our approach aims to discover and help understand the concepts behind the biased words, which prior work does not do. To this aim, we follow two main steps.

In the first step, described in detail in Section 4.1, we consider not only the strength of bias but also its frequency, in order to elicit the most common and frequently biased words in a community. After this, we aggregate all these resulting words into biased concepts, by clustering the most common biased words based on their embedding similarity.

In the second step, described in detail in Section 4.2, we focus on facilitating the interpretation of the biased concepts. We do so in two main ways: i) by classifying every biased concept into a major discourse field, which further abstracts the meaning of the biases and facilitates a general understanding of the types of biases present in the community; and ii) by creating rankings of the biased concepts based on the strength, frequency and sentiment of the biases discovered to offer a more detailed view and nuanced analysis.

#### 4.1 Discovering Biased Concepts

We are not only interested in the strength of the bias of the biased words, but also if biased words are commonly used, hence frequent in the vocabulary. This has two main purposes: i) to focus on the representative biases of a community [19]; and ii) to avoid instability due to low-frequency words [39].

#### 4.1.1 Bias Salience

Let \( V \) a set for words forming the vocabulary of a word embeddings model. We determine the salience \( Sal \) of a word \( w \in V \) towards an attribute set \( T_1 \) w.r.t an attribute set \( T_2 \), by combining the normalized bias from Equation (1) with the normalized frequency rank\(^2\) of the word \( w \) in the corpus—denoted by \( R(w) \)—and assigning the most frequent word in \( V \) rank 1 and the least frequent word in \( V \) rank \( |V| \). Words with higher values of salience \( Sal \in [0, 1] \) will be both frequent and biased towards the attribute set \( T_1 \) with respect to the attribute set \( T_2 \). Therefore, salience is computed as follows:

\[ Sal(w, T_1, T_2) = \left( 1 - \frac{R(w) - 1}{|V| - 1} \right) \cdot \left( B(w, T_1, T_2) \max_{w_j \in V} B(w_j, T_1, T_2) \right) \]

Even when knowing the strength and frequency of biased words, considering each of them as a separate unit is not enough to analyse and understand biases at a more conceptual level. There is a need to semantically combine related terms under broader rubrics in order to facilitate the comprehension of the biases. We start by selecting the most salient words, which are then aggregated through k-means clustering on the word embeddings.

#### 4.1.2 Most Salient Words

We order all \( w \in V \) by salience, using Equation (2), towards an attribute set \( T_1 \) with respect to an attribute set \( T_2 \) (e.g., the set of words representing women with respect to the set for words representing men), and select the most salient words to focus on the most prominent biases.

In order to do this, we consider the distribution of salience values for all the words in the vocabulary \( V \) (denoted by \( X \)) and we consider \( n \) standard deviations plus the mean of the salience distribution \( n \cdot \sigma(X) + \bar{X} \) as the threshold to select the most salient words — we show later, in the extensive experiments conducted and described in Section 6.2, a characterisation of how our method behaves with different \( n \). That is, we select words biased towards each attribute set with salience greater or equal than \( \delta = n \cdot \sigma(X) + \bar{X} \). All the words in the vocabulary \( V \) with salience towards \( T_1 \) with respect to \( T_2 \) higher than a threshold \( \delta \) form the set \( S_1 \). In a similar manner, we create the set of salient words \( S_2 \) by considering salience towards \( T_2 \) with respect to \( T_1 \). These words are then used for the semantic clustering, as detailed below.

#### 4.1.3 Semantic Word Clustering

For each set of the most salient words in \( S_1 \) and \( S_2 \) and their embeddings, we use k-means to aggregate the most semantically similar words into clusters, based on the distance between word vectors. For each set of word vectors associated with the most salient words (denoted by \( S_1 \) and \( S_2 \)), we apply k-means setting the number of clusters to all values within the \([2, \ldots, |V|]\) interval, and we select the partition that maximizes the silhouette score [41].\(^3\) We repeat the clustering \( r \) times in order to obtain the best partition by considering different k-means random initialisation variables—we show later experimentally how our method behaves with different \( r \). Notice that salient words \( S_1 \) and \( S_2 \) are clustered per separate hence resulting in two different partitions, \( K_1 \) and \( K_2 \) respectively.

After clustering, as we then have all the sets of words needed, we apply WEAT [5] between all clusters from both partitions \( K_1 \) and \( K_2 \) and attribute concepts \( T_1 \) and \( T_2 \), and only keep these clusters of each partition that return significant p-values\(^4\) towards each respective attribute concept.

---

2. The reason to use the frequency rank instead of raw frequencies is that, since word frequencies are known to follow the Zipf’s law [40], the difference in frequency is large between the most frequent words, which could then skew salience towards frequency rather than having a balance between strength and frequency of the biases. Therefore, we use the word frequency rank instead of raw frequency to adequately smooth its importance in the equation. Note that this also ensures that when we select the most salient words later, we discard those that may have very similar frequencies but different ranks at the tail of the frequency distribution.

3. We use silhouette for its simplicity and visual clues, but our method is agnostic to the clustering algorithm and other alternatives, such as [42], [43], could also be used in conjunction with our method.

4. We correct for multiple tests to reduce Type I errors using Benjamini-Hochberg (BH) with 10% false discovery rate [44]. BH is considered more powerful than other too conservative methods like Bonferroni, which consider all p-values equally, leading to Type II errors. BH corrects p-values according to their ranking, with a better trade-off between Type I and II errors [45].
when compared with all clusters from the other partition. In this way, we make sure that the biased concepts represented in every cluster are relevant and strongly associated to each attribute concept.

The resulting sets of clusters for partitions \( K_1 \) and \( K_2 \) represent the most salient and representative biased concepts towards the attribute concepts \( T_1 \) and \( T_2 \) in the community.

### 4.2 Interpreting Biased Concepts

In this section, we focus on obtaining a general understanding of the clusters found in a given partition \( K \) to facilitate the interpretation of the discovered biased concepts. Since the most salient words are grouped into semantically meaningful clusters, here we aim to organize and understand the meaning of the different clusters and facilitate the comparison between the biases towards each attribute concept. We do so in two main ways: by first categorizing the clusters via semantic tagging and analyzing the frequencies of the semantic tags, and second, by ranking the clusters of a partition based on different metrics. By combining these two ways, our method is able to offer both a general and a detailed view of the biased concepts of a community.

#### 4.2.1 Categorising Biased Concepts

To give an overview of the biased concepts in a community, we conduct a semantic analysis. In particular, we tag every cluster in a partition with the most frequent semantic fields (domains) among its words. That is, for each cluster \( C = \{w_0, \ldots, w_n\} \) in a partition \( K \), we first obtain the semantic domain associated with each word \( w \in C \) (denoted by \( s(w) \subseteq D \), where \( D \) is the set of all semantic domains). We also obtain the multiset of semantic domains associated with the cluster as the sum of the semantic domains associated with its words, i.e., \( SC = [s(w_0)] + \ldots + [s(w_n)] \), and then we select the semantic domain that is most frequent among all the words in the cluster as the cluster tag, i.e., \( TC = \text{arg max}_{d \in D} |SC(d)| \), where \( |SC(d)| \) denotes the multiplicity of semantic domain \( d \) in the multiset of semantic domains associated with cluster \( C \). Regarding the specific semantic domains considered, we base on the UCREL Semantic Analysis System (USAS) [46], which has a multiterm structure with 21 major discourse fields subdivided in more fine-grained semantic domains such as People, Relationships, Power, Ethics and it has been extensively and successfully used for many tasks, such as the automatic content analysis of discourses [47] and as a translator assistant [48].

After the semantic tagging, we then analyze the frequency of the different semantic tags in a given partition \( K = \{C_1, \ldots, C_n\} \). In particular, we compute the multiset formed by the tag of each cluster in the partition, denoted by \( TK = [TC_1] + \ldots + [TC_n] \), and calculate the relative frequency of each semantic domain \( d \in D \) as \( r_d = \frac{n_{TK}(d)}{|TK|} \), where \( |TK| \) is the total number of semantic domain tags in a partition \( K \), and \( n_{TK}(d) \) is the multiplicity of the semantic domain \( d \) in the multiset \( TK \). This allows us to get a general idea of the biased concepts in a partition. For instance, this could show that for a given partition \( K \) (e.g., the clusters of the most salient biases towards men), the relative frequency of Power \((r_{Power})\) is higher than the relative frequency of Relationships \((r_{Relationships})\) — as we, in fact, see in one of the datasets (/r/TheRedPill) explored in the application of our method to Reddit communities later on, as described in Section 5.

#### 4.2.2 Ranking Biased Concepts

While showing the relative frequencies of the categories of the biased concepts found is informative as an abstract, a birds-eye view of the biases in a community, the distinctions marked may be coarse-grained [49]. Following the example above, even though Power may be a frequent category, we do not actually know how this is expressed in the language of the community, nor how strongly or frequently biased these clusters are towards men. It also does not indicate whether the biases are typically expressed in a positive or negative way.

In this section, we present a more detailed analysis of the biased concepts found. Instead of looking at an aggregate view of categories of clusters as in the previous section, we focus on establishing different methods to rank each of the clusters discovered. In particular, we define three different metrics to prioritise the clusters of a partition \( K \) considering: i) the frequency of the bias; ii) the strength of the bias; iii) and the sentiment polarity of this bias. The rankings offer three different but complementary views to help understand the biases found in the community.

We define the rankings based on the clusters of each partition. In particular, given a cluster \( C \) in a partition \( K \), we define the following metrics:

1. \( R_f \), which measures the aggregated frequency in the text corpus of the words within cluster \( C \), therefore establishing a ranking of the most common biases

   \[
   R_f(C) = \sum_{w \in C} F(w)
   \]

   where \( F(w) \) is the frequency of word \( w \) in the text corpus.

2. \( R_r \), which orders the clusters based on the average bias strength of the words in the cluster with respect to the attribute concepts \( T_1 \) and \( T_2 \) (see Equation (1)). This method assigns higher scores to the clusters that are more biased, and it is useful to identify relevant biases towards an attribute concept when compared to another

   \[
   R_r(C, T_1, T_2) = \sum_{w \in C} B(w, T_1, T_2) \cdot \frac{1}{|C|}
   \]

   where \(|C|\) is the size of the cluster.

3. \( R_s \), which orders the clusters based on the average sentiment of the words in the cluster. We particularly consider rankings of both the most positive and most negative biases. Although strong negative polarities might be indicative of perilous biases towards a specific population, the fact that a cluster/word is not tagged with a negative sentiment does not exclude it from being discriminatory in certain contexts. We particularly define \( R_s \) as follows:

   \[
   R_s(C) = \sum_{w \in C} SA(w) \cdot \frac{1}{|C|}
   \]

   where \( SA \) returns a value \( \in [-1, 1] \) corresponding to the sentiment polarity of a word \( w \), with \(-1\) being...
strongly negative and +1 strongly positive. Note that our model is agnostic to the sentiment analysis model used and different tools may be used [50].

5 IMPLEMENTATION ON REDDIT

In this section, we use our method to discover biases in textual corpora collected from two Reddit communities, /r/TheRedPill and /r/Atheism.

Although both communities are suspected to incorporate significant gender and religion biases respectively [51], less is known about the form these biases take – e.g., what the concepts are that are more biased towards women than towards men. Table 1 summarizes the datasets, including the protected attribute (P.Attr) we discover biases towards, the quantity of unique Authors, Comments and Words, words per comment (Wpc), and vocabulary Density (ratio of unique words to total number of words). The sets of words representing the attribute concepts gender and religion are taken from previous work [15], [52] and listed in Appendix B, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2021.3139680.

The datasets were collected using the Pushshift data platform [53]. The two Reddit models were trained using an Intel i5-9600K @3.70GHz with 32GB RAM, and an NVIDIA TitanXP GPU. To create an embedding model for each corpus, we first preprocess each comment by removing special characters, splitting text into sentences, and transforming all words to lowercase. Then, for each subreddit, we train a skip-gram word2vec word embeddings model, using embeddings of 200 dimensions, words with at least 10 occurrences, a 4-word window and 100 epochs as training parameters, and \( n = 4 \) (four standard deviations) and \( r = 200 \) repetitions as parameters for our method. In Section 6.2, we offer an extensive analysis varying all these parameters, which shows similar results at the conceptual level regardless of the parameter choice. For the sentiment polarity, we offer an extensive analysis varying all these parameters, which shows similar results at the conceptual level regardless of the parameter choice. For the sentiment polarity, we offer an extensive analysis varying all these parameters, which shows similar results at the conceptual level regardless of the parameter choice.

### Table 1

Datasets of Reddit Communities Used in This Paper

| Dataset       | P.Attr     | Years | Authors | Comments | Words   | Wpc   | Density   |
|---------------|------------|-------|---------|----------|---------|-------|-----------|
| /r/TheRedPill | gender     | 2012-18 | 106,161 | 2,844,130 | 59,712  | 52.58 | 4.99 \( \cdot 10^{-4} \) |
| /r/Atheism    | religion   | 2008-09 | 699,994 | 8,668,991 | 81,114  | 38.27 | 2.44 \( \cdot 10^{-4} \) |

Across many communities in the Manosphere, is an umbrella term for a set of beliefs that men and women are categorically different on the basis of a perception of clearly defined sex [58]. Communities such as The Red Pill are related to the online Manosphere [59], [60], a term used to describe a collection of predominantly web-based misogynist ideologies, which include deterministic views of masculinity and femininity [58]. Previous research shows that the Manosphere is characterized by a volume of hateful speech that is significantly higher than other Web communities [61], and we expect these biases to be present. We applied our method to /r/TheRedPill in order to be able to discover the exact biased concepts related to gender present in the community. More interestingly, our method enables the study of the shape these biases take, i.e., how these biases are actually expressed in the community’s language. This is relevant as fringe communities such as these tend to produce concepts and expressions that are not in common use and represent the new realities, norms and values of subcommunities [36].

After applying our method to /r/TheRedPill to discover biases towards women and men considering nouns, adjectives and verbs, we obtain the most salient words towards both attribute concepts, with sizes 216 and 194 respectively. These were then clustered into 93 and 102 clusters, with a maximum of 10 and 8 words, a minimum of 1, and a mean of 2.32 and 1.90 words with a standard deviation of 1.78 and 1.33 for women and men, respectively. The WEATs performed were all with \( p \)-values between \( 1.2 \cdot 10^{-3} \) and \( 1.5 \cdot 10^{-2} \), passing Benjamini-Hochberg correction for multiple tests as introduced before.

Fig. 1 shows the distribution of the categories among clusters for women and men. The most frequent biases towards

---

6. Using word2vec allows us to validate our method against the widely-used word2vec Google News pre-trained model (Section 6). However, our method can easily be extended to other models like ELMo [54] or BERT [55].

7. Note that for the sake of clarity and readability, only categories tagging at least 2% of the clusters are shown in the distribution.
women refer to relationships (and particularly sexual relationships, used to tag the 26.3% of the total number of biased concepts discovered), appearance (Clothes and Judgement of Appearance, adding up to 12.3%) and objects (Objects generally, 7%). Following, the most frequent biases towards men refer to Personal Names (adding up to 33% of the conceptual clusters biased towards men, discussed below in the detailed analysis), Power (15.8%), Warfare (10.5%) and Violence/Crime (adding up to 14%, including the categories Calm/violent/angry and Crime). The semantic categorization of discovered biases shows a very different picture of the biases found towards the two genders: the most frequent semantic labels used to tag biased concepts towards women are predominantly related to objectification, i.e., appearance and sex, while men are predominantly described in relation to positions of power and strength, i.e., becoming successful agential subjects in the realm of dating and sex.

A more detailed view is shown in Fig. 2, which compares the top-5 clusters for women and men in /r/TheRedPill, labeled using the most frequent word in the cluster, and ranked by the frequency, strength, and sentiment of the bias. In each figure, clusters are shown ranked from left to right starting with the highest ranked cluster and ignoring clusters with the same stem to show different biased concepts. The top part of the figure presents the biases towards women, while the biased concept towards men are shown on the bottom. The area of each cluster corresponds to the aggregated frequency of its words, that is, the quantity of times the words of the clusters were found in the subreddit. For instance, in r/TheRedPill, cluster ‘sex’ the most frequent biased concept for women while ‘redpill’ is the most frequent biased concept for men. Cluster colors correspond with its average sentiment, ranging from negative (red), to neutral (yellow), to positive (green), and the y-axis shows the average salience of the words in the cluster.

The most-frequent and strongest biases towards women appear in clusters labeled ‘sex’ or ‘slut’, which signal obviuous biased language towards women through objectification. We can also see clusters with particular jargon such as ‘ons’ (one night stand), ‘chick’, ‘plate’ (a man or woman who is used for the purpose of sex), or ‘flirty’. In the positively charged clusters, the appearance of the terms ‘commitment’ and ‘exclusive’ refers to issues of promiscuity and the ‘evolutionary’ explanations for women’s loyalty that previous studies have connected to the Red Pill community [60].

For men, the picture is quite different. The top clusters biased towards men stand out due to their focus on strength, power and violence, concurring with the general categories identified previously. Many of the men-biased top clusters, such as ‘inspiration’, ‘genius’, ‘leader’, and even ‘trump’ (found in the same cluster with other personal names associated with leadership, such as ‘obama’), represent role models related with strength and power, while others clearly allude to violence like ‘killing’, ‘beat’, etc. Finally, the most frequent negative cluster for men contains the term ‘cuck’, signalling a conflict of masculinity identified in previous research, in which men struggle against one another for access to power within the dominant group [36], [59].

Our findings – i.e., that women are objectified whilst men engage in articulations of aggrieved manhood – are in line with and confirm previous social science studies on /r/TheRedPill regarding the hostile, misogynistic language in this community [36], [59], [60]. The fact that our models have isolated these issues indicates their reliability in replicating existing theory. It suggests that our method finds relevant biased concepts, and that it enables an exploration of the relations between words and concepts, as constructed by the community itself. We further evaluate the quantitative validity of our method in Section 6.3.

5.2 /r/Atheism

The /r/Atheism subreddit is a large community that calls itself ‘the web’s largest atheist forum’, on which ‘all topics related to atheism, agnosticism and secular living are welcome’. Despite these goals, reading many of the comments on the subreddit leads to suspicions about biases towards different religions – particularly Islam versus Christianity – although these biases seem less evident than in the r/TheRedPill example. After applying our method considering nouns, adjectives and verbs, to /r/Atheism to discover biases towards Islam and Christianity (the two largest religions), we obtained the most salient words towards
both attribute concepts, with sizes 516 and 381 respectively. These were then clustered into 188 and 178 clusters, with a maximum of 19 and 17 words, a minimum of 1 word, and a mean of 2.74 and 2.14 words per cluster with a standard deviation of 3.03 and 2.10 for Islam and Christianity, respectively. The WEATs performed were all with p-values ranging from $2 \times 10^{-5}$ to $3 \times 10^{-4}$, and passed Benjamini-Hochberg correction test as introduced before.

Fig. 3 shows the distribution of the semantic categories among biased concepts for Islam and Christianity. The figure shows a clear difference between the two attribute concepts Islam and Christianity. The biased concepts for Islam are categorised in normative terms such as Warfare (20.8%), Calm/Violent/Angry (14.3%), and Crime (10.4%), together with names (aggregating Geographical names, Personal names and Other proper names, and adding up to 39% of all biased concepts for Islam; more on this later in the detailed analysis). Clusters about Christianity, on the other hand, fall mainly under the more descriptive and generic category of Religion (with almost half of the biased concepts for Christianity being tagged with this semantic label), followed by Personal names (13.1%), Speech acts (9.3%) and General Ethics (6.5%). These broad groupings suggest a difference in evaluative orientation towards the two religions.

A more detailed view is shown in Fig. 4, which compares the top-5 clusters for Islam and Christianity, ranked with the different rankings defined in Section 4.2.2. In each figure, Islam-biased clusters are shown on top and Christian-biased clusters on the bottom, the y-axis corresponds with average salience of the cluster, size corresponds with frequency (cluster 'evolution' is the most frequent in /r/Atheism, with more than 259K hits), and color with average sentiment. Observing the top most frequent biased clusters for both religions in the frequency ranking ($R_F$), the most frequent clusters biased towards Christianity contain general doctrinal concepts (e.g., 'heaven', 'sin', 'teachings'). Half of the top 5 most frequent clusters biased towards Islam, however, are related to violence ('violence', 'offensive', 'attack'). Moreover, the 'violence' cluster contains other strongly stereotyped terms such as 'terrorism', 'jihad', and 'extremism', suggesting anti-Muslim sentiments and Islamophobia. Further proof of this would need to be further substantiated through closer inspection of the context of these terms, but our approach does produce striking differences.

When we look at the strongest-biased clusters, we see that personal nouns describe the majority of the clusters biased towards Islam, such as 'ali', 'abdul', and 'omar'. These refer to public figures associated with socio-political issues of Islam. The cluster 'ali' also includes the terms 'hirsie' and 'ayaan', thus referring to activist Ayaan Hirsi Ali, who is known for her critical stance on Islam and practices such as forced marriage and honor violence. The cluster 'omar' also includes the terms 'sheikh' and 'ahmed', which likely refer to Ahmed Omar Saeed Sheikh, a British militant who was found guilty for the 1994 kidnappings of Western tourists in India. These names, then, signal a similar concern for issues of hostility and violence we saw in the previous ranking. For Christianity, most of the clusters again refer to more generic concepts about religion such as 'divinity', or 'nazareth'. This could indicate that the discourse on /r/Atheism, when dealing with Islam, revolves more around particular people and the news events they appear in, whereas Christian discourse is less topical and political, and revolves around theological concepts and concerns.
Finally, the distribution of sentiment across all clusters biased towards Islam is clearly more negative than Christian-biased clusters, and gives an idea on some of the most common biased concepts associated with both religions in /r/Atheism. The most negative clusters biased towards Islam are relatively frequent, biased and closely related (again) with violence, such as ‘violent’, ‘attacks’ or ‘insult’. On top of that, we only find one positive cluster (‘honour’) for Islam (shown in $R_+\text{ ranking}$), in contrast to the various positive clusters biased towards Christianity. Clustered words biased towards Christianity are slightly more positive, and refer to religious terms of reward or punishment, such as ‘divinity’, ‘heaven’, ‘gift’ and ‘sin’. In general, the results suggest broad socio-cultural perceptions and stereotypes that characterize the discourse in /r/Atheism community and that frequently associate Islam-biased clusters to negative connotations in contrast to Christian-biased concepts.

6 Evaluation

In this section, we provide an extensive evaluation of our method considering different dimensions: the stability of the biases discovered, the influence the model and learning parameters may have on them, and the validity of the biases discovered. We particularly analyze the stability of our models in Section 6.1, and the importance of the different parameters used for our method and when training the embedding models in Section 6.2. We finally evaluate our approach on discovering biased concepts biases in online communities in Section 6.3, by comparing the biased concepts discovered by our method with the arbitrary, predefined biases attested by previous work in the Google News pre-trained model.

6.1 Stability

Word embeddings may be unstable, particularly when trained with smaller corpora, so that small changes during training (e.g., new data) may result in different vector descriptions for the same word. This could be a problem, since different vector descriptions could result in different sets of biased concepts discovered and influence the analysis of biases of the online community. Although our method provides some stability mechanisms, such as the frequency of words and semantic aggregation into clusters, it is based on the same vector descriptions.

We tested the stability of the biases found in Sections 5.1 & 5.2, following [39], by training four new embedding models for each of the two datasets explored, randomly selecting 50% of the comments of the original models to reduce the training corpora (increasing the chance for instability), and using the same preprocessing and parameters as before. This resulted in eight new models trained with a random half of the comments: $TRP_{1...4}$ for /r/TheRedPill, and $ATH_{1...4}$ for /r/Atheism. For each of the new models we applied our method as before.

Fig. 5 shows the overlap coefficient [63], also known as Szymkiewicz–Simpson, of the sets of semantic categories for the 4 new models for /r/TheRedPill ($TRP_{1}$) and its original model ($TRP_{ Orig}$), per attribute concepts women $W$ and men $M$ (shown as superscripts), used by more than 1% of the clusters to improve readability. The higher the overlap, the closer to one, the lower the overlap, the closer to zero. The figure shows that the overlap between women- and men-biased semantic tags is small, meaning that there is a clear difference between the semantic categories used to label the concepts biased towards both attribute concepts in all models. In addition, and when considering women and men attribute concepts per separate, the set of most frequent tags have an average overlap of 0.83 for both women $W$ and men $M$ (shown as superscripts), used by more than 1% of the clusters to improve readability. The figure shows that the overlap between Islam and Christian biased labels is small, keeping the differences between them across models. Also, the overlap coefficient between biases towards the same attribute concept is very small in all new models ($TRP_{1...4}$).

Fig. 6 shows the overlap coefficient with the same colour code as in the previous figure for the 4 new models for /r/Atheism ($ATH_{1}$ to $ATH_{4}$) and its original model ($ATH_{Orig}$), per attribute concept Islam $I$ and Christianity $C$ (shown as superscripts), used by more than 1% of the clusters to improve readability. The figure shows that the overlap between Islam and Christian biased labels is small, keeping the differences between them across models. Also, the overlap coefficient between biases towards the same attribute concept is large, indicating that our approach is able to consistently identify similar biased concepts towards Islam and Christian across models in /r/Atheism. Therefore, given the results obtained, we can conclude that our method is able to pick up consistent biases, mitigating many stability issues associated with word embeddings.

6.2 Parameter Influence

We now provide a more detailed analysis on the effects that different training parameters have on the models created...
and the final set of discovered biased concepts to complement the experiments on stability presented above. For this, and due to a lack of space, we focus on the /r/TheRedPill community, which has the least number of unique words and the highest vocabulary density, so it is the most prone to suffer from stability issues that can cause differences in the biased concepts discovered given changes in the dataset and/or the parameters used. In order to study the effect of all the parameters used, we trained five new models and ran nine new executions with different training and method parameters. When training the new models, only one parameter was changed at a time to study its influence ceteris paribus. That is, all of the other parameters were set to the default values used to train the original /r/TheRedPill model $T$ (using a window size of 4, embedding dimension of 200, 100 epochs, $\tau = 200$, and using a salience threshold of $n = 4$ standard deviations – see Section 5 for all the details). The specific ranges of the parameters used in the different executions are presented below:

- **Window sizes ($w$):** We trained two new models, $T_{w3}$ and $T_{w5}$, utilizing window sizes of 3 and 5 (instead of the window size of 4 used in the original models), to evaluate the effect of window sizes in the resulting set of discovered biased concepts.

- **Embedding dimension ($d$):** Models $T_{d100}$ and $T_{d300}$ were trained with 100 and 300 dimensions (instead of 200), respectively, to study the effect of embedding dimensionality.

- **Epochs ($e$):** Model $T_{e200}$ was trained using 200 epochs (instead of the 100 epochs of the original model), to study the effect of a longer training period.

- **Cluster repetitions ($\tau$):** Models $T_{\tau100}$ and $T_{\tau300}$ were trained using the same training parameters as the original model, but with $\tau$ 100 and 300 cluster iterations, to select the partition with higher silhouette score in order to study its effect in the final set of biased concepts (instead of the $\tau = 200$ used originally in Section 5).

- **Salience thresholds ($s$):** Models $T_{s2}$ and $T_{s3}$ were trained with the same parameters as the original model, but using $n = 2$ and $n = 3$ standard deviations (instead of the $n = 4$ used originally in Section 5) to select the set of most salient words towards each attribute concept.

Fig. 7 shows the overlapping coefficient between the sets of frequent biased concepts for women (represented with the superscript $W$) and men (represented with the superscript $M$) between the different models for /r/TheRedPill\(^8\) and the original model presented in Section 5.1, represented as $T$. The results show that: i) an important overlap coefficient among the sets of biases towards the same gender for both women and men, indicating that biases towards women (and men) are similar among the different models, and 2) a strong difference between women and men biases in all models, indicating that the sets of discovered biased concepts towards the two genders are different in /r/TheRedPill. Focusing on the influence of specific parameters, the results suggest that, among the different training parameters tested (training epochs, window sizes, and embedding dimensions), low embedding dimensionality ($d = 100$) has the biggest impact when determining the set of biased concepts of a community, coinciding with previous studies that suggest there is a sweet spot for the dimensionality of word vectors [64]. Even in this case, the differences between women and men are still very marked. Importantly, and as one would expect, changing the $n$ for the salience threshold also affects the resulting sets of biased concepts as a consequence of clustering a different selection of salient words. Again, proportions between women and men are kept, but the more salient words considered ($n = 2$) the more differences with the original. With lower values of $n$ we are including potentially less salient biases, so $n$ can act as a zoom in/out mechanism here as needed in the community of application, with higher values allowing to focus on the most salient (strong and frequent) biases of a community. Finally, cluster repetitions $\tau$, different window sizes ($w$) and epochs ($e$) seem to have little impact.

### 6.3 Validation

Finally, to validate our method, we apply it to the large, widely-studied Google News pre-trained model, and compare the results with predefined biases that had been attested by previous work in this model [5], [15]. The aim was to see whether our method would discover, among others, those predefined biases attested by prior work to validate that it finds relevant biases. The Google News model contains 300-dimensional vectors for 3 million words and phrases, trained on part of the US Google News dataset\(^9\). Previous research on this model attested the predefined gender biases and stereotypes that associate women with *family* and *arts*, and men with *career*, *science* and *maths* [5], [15]. We applied our method to the Google News pre-trained model, following the steps we describe in Section 4. We first estimate the salience of the words in the vocabulary of the Google News model and select the most salient words towards *women* and *men*, creating $S1$ and $S2$ with sizes 1545 and 1271, respectively. The partition with higher silhouette score, using $\tau = 200$, clustered women-salient words in 508 clusters, and men-salient words in 552. Using WEAT to compare all women clusters with men clusters returns significant p-values for all comparison combinations, with p-values ranging...
between $1.5 \cdot 10^{-4}$ and 0.008, passing the Benjamini-Hochberg correction test introduced before.

Here, we focus on the validation aspects, reporting whether our method also found, among all discovered biases, the arbitrary biases that had been attested by previous works. Note that comparing both approaches is not straightforward, since discovering the most biased words in a model is a different task than attesting whether some arbitrary word vectors are strongly correlated: even when the attestation of an specific arbitrary bias results in significance, it may not be one of the strongest biased associations in the model and therefore not selected - among the other many discovered and stronger biased associations - by our approach. Our method discovers biased concepts towards two target sets, in this example men and women, but these most biased concepts do not necessarily have to be the arbitrary biases tested in previous works. An example of this situation can be seen when observing the Google News analysis in Appendix A, available in the online supplemental material: surprisingly no-one has previously attested biases related to physical appearance in the Google News model, even though these biases are stronger and more pronounced (obtain more significant p-values when using WEAT) than the reported attested biased related to career, family, arts, science and maths in previous work.

Therefore, to compare both approaches, we map the word sets used by previous works related to career, family, arts, science and maths to the most similar USAS semantic categories, based on an analysis of the WEAT word sets and the category descriptions provided in the USAS website, and then count the number of clusters tagged with them for both target sets women and men. We consider that our method discovers similar biases attested by previous research if the associations reported in [5], [15] hold among the discovered biased concepts, that is, if we find more clusters tagged with labels related to career, maths and science among men-biased concepts than among women, and vice-versa for family and arts.

The association between the previously used WEAT word sets and USAS semantic categories goes as follows. We map career words to Money & commerce in industry and Power and organizing USAS categories; family words to Kin and People; words related to arts to Arts and Crafts, words related to science to Science and technology in general, and mathematics to the corresponding USAS label Mathematics.

Fig. 8 shows that the semantic tags related to career are strongly biased towards men, as identified in previous works, with double the number of clusters for men than women, containing words such as ‘boss’ and ‘magnate’ (for men) and ‘chairwoman’, ‘managersess’, and ‘governess’ (for women). Family-related clusters are strongly biased towards women, with three times as many clusters for women than for men. Words include references to ‘mothering’, ‘brides’ and ‘niece’ (women), and also ‘dad’, ‘patriarch’ and ‘nephew’ (men). Arts is also strongly biased towards women, with 5 times more clusters for women compared than for men, including words such as ‘knitting’ and ‘crochet’ for women, and ‘blacksmith’ for men. Tags related to science and maths are not frequent among the set of most salient words in this model, but they are still more frequent among men-biased clusters than for women, with 3 and 1 clusters, respectively.

This analysis shows that: i) our method discovers relevant biases, as it discovers similar biases attested by previous research; ii) as detailed in Appendix A, available in the online supplemental material, our method discovers additional biases related to gender in Google News not reported by previous work.

7 Conclusion

In this paper, we improve and examine and validate a data-driven methodology for discovering biased concepts in linguistic corpora. Through the use of word embeddings and similarity metrics, which leverage the vocabulary used within specific communities, we are able to discover the biased concepts, in the form of clusters of words semantically related, towards different social groups when compared against each other. The resulting clusters abstract the inherent biases into more general (and stable) structures that allow a better understanding of the dispositions of these communities towards protected features. We discovered and analyzed gender and religion biases in two Reddit communities, and showed their stability. We also validated our method on the Google News dataset, confirming that it also discovers the arbitrary biases that had been attested by previous works.

Quantifying language biases through our approach has academic and societal advantages. For socio-cultural linguistics, manual identification and analysis of the subcultures’ specialised vocabularies has become impractical; automatic methods that help with both the identification and understanding of community language. As a more general diagnostic, our method can help in understanding and measuring social problems and stereotypes towards certain populations in communities with more precision and clarity [19]. It can also promote discussions on the language used by particular communities. This is especially relevant considering the radicalisation of interest-based communities [18]. Our approach allows us to discover a broad categorical overview of biases, as well as a detailed analysis of these biases, as expressed in a community’s own language. As such, we can trace language in cases where researchers do not know the specific linguistic forms employed in the community. This is all the more relevant given that online discourse communities are characterised by diachronic variability, with new users, topics and forms of dialect being introduced over time. As a bottom-up approach, our method can be used to monitor and account for these transformations. Finally, our method could underpin tools to help administrative bodies of web platforms to discover and trace biases in online communities to decide which do not conform to content policies.

It is finally important to note that, even though our method is automated, it is designed to be used with a
human in the loop. This includes the need to consider in conjunction the more general and specific views provided by our method, and the wider context surrounding the biased concepts found, which is important to adequately interpret them. For instance, in /r/TheRedPill, the cluster casual contains words that carry positive sentiment score, but these words are part of a discourse about having casual relationships with women in order to conquer as many of them as possible – objectifying them in the process. This is something that becomes clear when looking at the relative frequency of semantic categories discovered, with the most frequent ones including Relationship Intimate/Sexual, Appearance and Objects, among others. These findings do not offer conclusive evidence of stereotyping, but they can be valuable assets for the work of social scientists and industry experts who are dealing with language biases in their communities. Finally, the target concepts should be defined with care, and the analysis based on them needs to be conducted with care as well. For instance, we considered gender as women versus men (as all the previous work related to gender biases in word embeddings to date did too). However, concepts may not always generalise in the same way and for every community, e.g., gender is increasingly considered fluid rather than binary [65], [66].

CODE, DATASETS AND TOOL
To facilitate follow-up work, all the code and datasets are available here. The code repository has detailed instructions to replicate the experiments in the paper. Also, an interactive demo of our tool is available.
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