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ABSTRACT Data frames are a tabular data structure widely used in transforming data to an appropriate form in data analysis, especially in data wrangling. However, when data frames are implemented with libraries rather than supported at the language level, it is hard to find out errors due to the limitation of type checking on columns. Data scientists may encounter errors due to missing column labels or inconsistent types, especially when they reuse code snippets for new data. These errors are usually left to runtime, and it is sometimes difficult to find out where the problems are. To address this issue, we propose using abstract interpretation to perform type checking on data frame columns. We defined the type for data frames based on column labels and developed semantics to verify the typing in general operations. A static checker can be implemented based on the semantics to help programmers quickly fix errors without executing the code. To show the feasibility, we implemented a proof-of-concept for the pandas library as an example, PDChecker, to discuss the limitation and usage. It is then used to compare the functionalities with existing solutions. The results show our approach can fulfill the function of type checking for data frames. Supporting more data frame operations is included in our future work.
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I. INTRODUCTION

Data wrangling, also known as data munging, is an essential step in data science. It is the process of transforming raw data to a format suitable for data analysis. In order to make data suitable and usable in the later stages of the analytic process, data have to be cleaned, extracted, merged, and reshaped. Thus, the process of data wrangling is often the most time-consuming task in data analysis, and how to effectively and efficiently transform data is a challenge actively discussed by many research [1], [2].

Data frames are a widely used data structure in data science, especially in data wrangling. It is two-dimensional and contains tabular data, including row labels and column labels. Under the hood, a data frame is a list of vectors that have the same length, and each vector represents a column of the data frame [3]. Data scientists can use data frames to store raw data, filter/merge data based on certain conditions, and universally apply specific operations to data. The idea of data frames might come from relational database management systems (RDBMS) and spreadsheet programs, but data frames are bound to programming techniques more tightly and are usually implemented with object-oriented programming. Data frame objects are first proposed in the White book of S language [4] and followed by R language [5]. As what a relational database can do, data frames support various relational operations such as union, difference, and intersection. However, the data in data frames are ordered and have no primary key. Data frames are used as other data structures in programming and can benefit from several programming techniques like method chaining and higher-order function mapping (apply-to-all). Besides R language, recently data frames are also supported in many languages and libraries for data analysis, for example the pandas library [6] on Python language, the Frames library [7] on Haskell language, the frameless library [8] on Scala language, and Gamma language [9]. Among these languages, Python seems the most often used and popular one to recommend an aspiring data scientist to learn first, according to the worldwide survey conducted by Kaggle in these years [10], [11]. The features attracting programmers might include dynamically typing, C-like syntax, and code readability [12]. Most of all, a large...
number of high-quality libraries and good community support make Python suitable for programming in research and industry projects [13]. For example, SciPy Stack [14], [15], the packages of which form an ecosystem that makes it easy to carry out the whole process of data analysis, including NumPy [16], [17], Matplotlib [18], IPython [19], and pandas [6]. Programmers can conduct relational operations as in SQL [20] and seamlessly pass data between libraries for analysis and visualization; no explicit transformation is needed.

However, providing data frames with libraries such as pandas lacks the language support for checking the information in columns. The columns of data frames are the basis of manipulating data since they usually contain the same information for different subjects, which means any mismatch in data frame columns during data manipulation will result in errors. As a library implementation, especially in dynamically typed languages, such column errors can hardly be figured out in an early stage. Even though the columns can be considered as kind of types for data frames, they are treated as values and determined at runtime. Furthermore, programming in libraries like pandas is considerably error-prone due to its complex design of API [21], [22], which may lead to obscure error messages. The causes of common errors include the lack of tracing column labels and types, passing flag arguments with the string type, and the lack of type information of the functions given as arguments.

Although migrating to languages with a rigorous type system and modern abstraction features, such as Haskell and Scala, is an effective solution, it might not sound convincing to data scientists. First, these languages are usually considered a steeper learning curve. Whether learning these languages is more complex or not, data scientists hardly choose any language other than Python and R, and learning a new language is never easy. Second, data scientists often reuse code snippets to construct new programs to analyze new data. For those who collect a lot of useful code snippets, it will be tough to migrate. This observation led us to propose statically checking the columns of data frames in libraries. The contributions of this study are two-fold. First, we point out the column issues in data frame libraries and present how to figure out these errors by abstract interpretation [23], [24]. Second, we define the type for data frame objects and use it to develop semantics to check the correctness of data frame operations. We also demonstrate how a static checker can be implemented and integrated with existing development environments to help programmers.

The remainder of this paper is organized as follows. Section II shows a motivating example to point out the column errors concretely. Section III presents our approach and explains how it checks the typing in general data frame operations, along with the preliminary and the limitation. Section IV gives a proof-of-concept implementation for pandas as an example of our approach. Section V evaluates our approach by discussing the functionality of type checking for data frames and comparing it with existing work, along with a user scenario. In Section VI, several techniques toward solving the issue we address are discussed as related work. Finally, Section VII concludes this paper and mentions future directions.

II. MOTIVATING EXAMPLE

In a library supporting data frames, such as pandas, data frames are usually supported with the objects in object-oriented programming, specifically defining a data frame class, where every column in it is represented with a series class. As shown in Figure 1, a series object is a one-dimensional array with row labels (‘a’, ‘b’, and ‘c’ in this example), and a data frame object can be thought of as a dictionary-like container for series objects [25], which maps column labels (‘category’, ‘price’, ‘weight’, and ‘stock’ in this example) to series objects. When loading data into data frame objects, records are stored in rows and every column contains the same type of information for different records. Programmers can call various methods on data frame objects to manipulate data based on columns. For example, the series in Figure 1(a) can be obtained by specifying the column label ‘price’ on the data frame in Figure 1(b), which contains only the integers in the column ‘price’ for every record. Column labels are usually used as a keyword to characterize the information stored in the same column and even imply the type of stored values.

![FIGURE 1. An example of series (a) and data frame (b).](image-url)

However, the error checking on columns of data frame objects is not sufficient due to the lack of language support. Although column labels can be regarded as some sort of type for records, in the library they are managed as values rather than types and thus any column error will be left to runtime. In other words, invalid operations such as specifying a missing column label will be a runtime error. Unlike type errors, runtime errors are more difficult to resolve since they are mixed up with logic problems. It means that programmers might suffer from errors caused by incorrect labels or types of columns, and the messages can hardly help debugging. Taking Python and pandas as an example, programmers might write the code in Figure 2 for their data wrangling tasks. This piece of code is to perform a sequence of operations starting with a data frame object named df using the method chaining technique:

1. drop duplicate rows in df using the method chaining technique:
2. merge with another data frame object named `df2` with a database-style join done on the columns `x` and `y` and using only keys from the left frame, 
3. group by the columns `x` and `y` in SQL-style (as_index=False), and 
4. aggregate using the operation named `sum` over the column labeled `z`.

According to the semantics of object-oriented programming and a general library design, every method call returns a data frame object, which will then be used to perform the following operation specified by the method call after the dot. This code seems good and might work well in some cases, but it has potential problems with column labels and types.

An experienced programmer who knows data frames well may figure out the following potential problems:

- Do these labels, `x`, `y`, and `z`, really exist in the specified data frames? (Line 1, 2, 4, and 5)
- Is it correct to use `left` for the parameter `how`? (Line 3)
- Do the two data frames really have the common columns `x` and `y`? (Line 2)
- Is the type of function specified in the `agg` method consistent with the type of the target column, `z`? (Line 5)

Data scientists are usually forced to find out the causes after running such code with actual data and encountering these problems. These problems are due to the lack of checking the label and type of columns, even though most operations on data frames are based on them.

A possible approach is to revise the above library design in a statically typed language with advanced type features as follows. 1) Breaking the `merge` method into several ones named according to its parameter values or wrapping parameter values up in enumerated types to avoid specifying parameters with strings. 2) Considering the label and type of columns with dependent types to involve columns in data parameters with strings. 2) Considering the label and type parameter values up in enumerated types to avoid specifying ones named according to its parameter values or wrapping as follows. 1) Breaking the

![FIGURE 3. An example of using data frames in data wrangling tasks.](image-url)

However, this approach requires migration to a language with dependent types and might not be realistic to data scientists. Moreover, runtime errors cannot be prevented if column information in the data frames `df` and `df2` depend on file contents rather than program code.

Suppose a static type checker based on abstract interpretation can be provided to consider column information in data frame libraries as types. In that case, programmers can verify their code before executing it with extensive data. The checker may even try to open files and read the first row for the case that data frames depend on an external data source. It can then be integrated into development environments for showing hints and warnings. Since data scientists often reuse code snippets to analyze new data, such a checker can help them quickly find out the differences in data and fix the errors accordingly.

So far as we know, there is no existing research activity on such a static checker for data frame libraries. The reasons might include the following. First, data frames are rarely discussed in research activities. Unlike SQL, which was developed based on relational algebra, data frames lack standards and formal semantics despite remarkable success. Even though data frames were introduced almost three decades ago and implemented in different languages, there is no standard for them. Different implementations might have different designs and behaviors. Second, the current type system of external checkers for languages like Python is not powerful enough. Although type hints have been introduced for third-party static checkers, for example PEP 484 for Python [26], column labels cannot be regarded as types. This motivated us to develop the idea of interpreting data frame code with alternative semantics for checking column labels and types.

III. A STATIC TYPE CHECKER FOR DATA FRAMES

To find out column errors in data frame libraries in an early stage, we propose verifying column labels and types with a static checker by abstract interpretation. For a code piece written with data frame libraries, we can use a static checker to model data frames and interpret the operations on them to perform type checking. Instead of directly building a new type system for its host language, our approach can retain compatibility with existing programs and libraries.

A. ABSTRACT INTERPRETATION

Abstract interpretation is a technique to interpret a given piece of code with different semantics, which enables the structure sharing between static analysis methods and runtime computation [23], [24]. In other words, programs written to denote runtime computation can also be used to describe...
computations in another abstract universe. For example, the following line of code do simple arithmetic:

\[(−1) * 2 * (−3)\]

Compilers and interpreters generally evaluate the expression to a numeric value, 6; it is based on the semantics of the language we are using. Instead, we can define an abstract universe that has the rule of signs to interpret it as follows:

\[− * (+) * (−)\]

which results in \((+)\). It is useful when we care about only the sign of numbers but not exact numbers. Similarly, the same expression can be understood based on the semantics for type checking:

\[\text{int} * \text{int} * \text{int}\]

In this case, checkers examine whether the type \text{int} can be accepted by the operator * or not. This technique makes it possible to perform the execution, proofs, and analysis on the same code.

**B. TYPE DEFINITION OF DATA FRAMES AND SERIES**

Following the idea of abstract interpretation, we define a type for data frames and interpret their operation code based on the semantics of type checking. Note that the type is not the data type, i.e., class, defined in data frame libraries for data manipulation but the one used in a static checker for type checking. Below we first consider series type and define data frame type based on it since data frame objects can be regarded as a dictionary-like container for series objects.

We can define the type of a series object as the join of its elements’ type since these data are the same information for different data records. In other words, all elements of a series object share the same type, which exactly represents the series object’s type. Suppose a set of variables is given to construct a series object named \(s\) as follows:

\[s = \text{Series}(x_1, \ldots, x_n)\]

where the types of \(x_1, \ldots, x_n\) are \(T_1, \ldots, T_n\) in the given environment \(\Gamma\), respectively. The type of the generated series object \(s\) can then be defined with a single type \(T_{\text{join}}\), which is the join, i.e. the least common supertype, of \(T_1, \ldots, T_n\):

\[T_{\text{join}} = T_1 \land \ldots \land T_n\]

It means that any value typed with \(T_1\) or \(\ldots\) or \(T_n\) can also be typed with \(T_{\text{join}}\). All data in the series object can be characterized with the type \(T_{\text{join}}\), and thus it is used as the type for the series object. This type checking rule is described as:

\[\Gamma \vdash x_1 : T_1, \ldots, x_n : T_n \quad \Gamma \vdash T_1 \land \ldots \land T_n = T_{\text{join}}\]

\[\Gamma \vdash \text{Series}(x_1, \ldots, x_n) = s : T_{\text{join}}\quad \text{(T-S-CREATION)}\]

After defining the type of series objects, we can then define the type of data frame objects as a set of type mapping. Suppose \(l_1, \ldots, l_n\) are column label strings and the types of series objects \(s_1, \ldots, s_n\) are \(T_1, \ldots, T_n\) in the environment \(\Gamma\). When column labels and series objects are given in pairs to construct a data frame object as follows:

\[\text{df} = \text{DataFrame}(\{l_1, s_1\}, \ldots, \{l_n, s_n\})\]

the generated data frame object’s type can be denoted by:

\[\{l_i \rightarrow T_{i}^{\text{\#L}}\}\]

which maps a given column label to the type of its corresponding series object. The rule for data frame creation is described as:

\[\Gamma \vdash l_1 : \text{String}, \ldots, l_n : \text{String} \quad \Gamma \vdash s_1 : T_1, \ldots, s_n : T_n\]

\[\Gamma \vdash \text{DataFrame}(\{l_1, s_1\}, \ldots, \{l_n, s_n\}) = \text{df} : \{l_i \rightarrow T_{i}^{\text{\#L}}\}\quad \text{(T-CREATION)}\]

Note that we use a mapping rather than a single type to represent data frames’ type; it is a composite of series types. Furthermore, we treat column labels as a part of type rather than strings. Label literals are included in the data frame type and used in type checking.

**C. TYPE CHECKING FOR DATA FRAMES AND SERIES**

Based on the types of data frames and series, we can check the correctness of typing in their operations. For element-wise operations, we can define the following T-S-EлемO rule to ensure that the types of operands are consistent and the operation results in a series object with the same type:

\[\Gamma \vdash s_1 : T_1 \quad \Gamma \vdash s_2 : T_2\]

\[\Gamma \vdash s_1.\text{elemop}(s_2) = s_3 : T_3\quad \text{T-S-EлемO}\]

For applying a given function to a series object typed \(T_1\), the function’s type must take \(T_1\) as the parameter type. Suppose the function is typed \(T_1 \rightarrow T_2\), the resulted series object must be typed \(T_1\) as described by the following T-S-АРПLY rule:

\[\Gamma \vdash f : T_1 \rightarrow T_2\]

\[\Gamma \vdash s.\text{apply}(f) = s' : T_1\quad \text{T-S-АРПLY}\]

The type checking rules for general operations on data frames [27], including selection, projection, union, join, group-by, and apply, are listed in Figure 4. The selection operation is to select data records according to a given predicate, so the type of its result should be consistent with the one it operates on as described in T-S-EлeкTION rule:

\[\text{df.select(pred)} = \text{df}^* : T\]

where \(\text{df}\) is typed with \(T\). The projection operation is to project based on the specified columns, and T-PRE Junction describes the case of only a specific column, resulting in a series object:

\[\text{df.project(x) = s : T}_{k}^{1 \leq k \leq n}\]

where \(x\) is a column label string. For projection with multiple columns, we can combine T-PRE Junction rule with T-CREATION rule to perform the check. The union operation is to simply concatenate data frames with the same type, resulting in a data frame with the same type \(\{l_i \rightarrow T_{i}^{\text{\#L}}\}\) as described
in T-UNION rule. On the other hand, the join (merge) operation is to generate a data frame based on the union of the two sets of data frame column labels, \( A \) and \( B \):

\[
\{ l_k \rightarrow T_k \in A \cup B \}
\]

which can be described as T-JOIN rule. As to the group-by operation, it is to generate a group of data frames according to the value in a specified column. In this case, the types of these grouped data frames are the same as the original type until the next operation is performed.

\[
\Gamma \vdash \text{df} : T \quad \text{pred: Boolean} \\
\Gamma \vdash \text{df}.\text{select}(\text{pred}) : T' \\
\Gamma \vdash \text{df}.\text{project}(\alpha) : \alpha \rightarrow T_1^{\text{SELECT}} \\
\Gamma \vdash \text{df}.\text{project}(\alpha) : \alpha \rightarrow T_2^{\text{PROJECTION}} \\
\Gamma \vdash \text{df} : (l_1 \rightarrow T_1^{\text{GROUPBY}}) \\
\Gamma \vdash \text{df}_1 : (l_1 \rightarrow T_1^{\text{GROUPBY}}) \\
\Gamma \vdash \text{df}_2 : (l_1 \rightarrow T_1^{\text{GROUPBY}}) \\
\Gamma \vdash \text{df}_i : (l_i \rightarrow T_i^{\text{GROUPBY}}) \\
\Gamma \vdash \text{df} : (l_i \rightarrow T_i^{\text{GROUPBY}}) \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-PROJECTION} \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-UNION} \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-JOIN} \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-APPLYELEM} \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-APPLYROW} \\
\Gamma \vdash \text{df} : \{ l_i \rightarrow T_i \}_{i \in 1..n} \quad \text{T-APPLYCOL}
\]

FIGURE 4. The semantics of type checking for data frame objects.

The apply operation is to aggregate the data using functions. It can avoid explicit iteration on values of data frames and might remind users of the MapReduce programming model [28]. When applying a function to a data frame, there are three cases. The first one is applying the function to every element in the data frame, which means the function should take a join of all column types and its return type will be used to check every element’s type:

\[
f : T_{\text{join}} \rightarrow T_{\text{ret}}
\]

where \( T_{\text{join}} = T_1 \land \ldots \land T_n \). The result is still a data frame whose type is a mapping from any given label to the function’s return type, as described in T-APPLYELEM rule:

\[
df : \{ l_i \rightarrow T_{\text{ret}} \}_{i \in 1..n}
\]

The second one is applying the function to each row to reduce the information for every data record. In this case, the function has to take all column types as its parameter type:

\[
f : T_1, \ldots, T_n \rightarrow T_{\text{ret}}
\]

and its return type must match the type of generated series, as described in T-APPLYROW rule:

\[
s : T_{\text{ret}}
\]

The last one is applying to every column to aggregate the information of all data records based on each column as described in T-APPLYCOL rule. The function type in this case will be similar to the one in T-APPLYELEM rule since the function needs to accept all column types as the input. However, the result will be a series with its return type as in T-APPLYROW rule. These type checking rules may be further combined to check various operations, and extending them to verify more sophisticated operations in data frame libraries is included in our future work.

IV. PDChecker: A Proof-of-Concept Implementation for Pandas

In order to show the feasibility and usability of our approach, we implemented a proof-of-concept named PDChecker for the pandas library as an example. Note that the type checking semantics for data frames may be applied to any data frame library, but here we took the case of pandas and Python to explain implementation details, discuss the limitation, and show the usage concretely. Our draft implementation also follows Language Server Protocol (LSP) to implement a frontend that can be used in most environments including JupyterLab [29].

A. Type-Level Classes and Check Functions

PDChecker accepts all the code that follows the syntax of Python but evaluates them based on the type checking semantics for data frames. As shown in Figure 5, we can consider Python interpreter (a) and PDChecker (b) as functions that accept a piece of Python code as input and return something as output, following the idea in the referred papers [30], [31]. The output is a value in the case of the Python interpreter, while the output of our checker is a type. Given a piece of pandas code, PDChecker will replace the import of pandas library with its check module and interpret code with its own classes and methods for type checking.

![Figure 5. PDChecker interprets code based on the type checking semantics for data frames.](image)
class DataFrame has a field named `columns` for mapping between labels and their types. Note that both the type and the value, i.e., the label string, are traced in DataFrame to avoid losing label information during the type evaluation. The method calls to data frame objects will then be replaced with the ones defined in the type-level classes. Line 5-23 shows an example of how we check the column labels and types for the call to the `merge` method. It first checks the string given in the parameter `how`, gets column labels in the parameter `on`, and examines whether the specified labels exist in both data frames or not. Furthermore, the common columns’ types must be consistent; otherwise, an error will be thrown. On the other hand, for the Series class, we only need to trace its type as shown in Line 26 since all elements share the same type. Line 28-32 shows an example of checking the addition of two Series objects with the magic method technique in Python, and Line 34-37 shows the apply operation. Note that if the function type information cannot be known statically, PDChecker will need users to provide them with type hints.

def merge(self, other, on = None, how = None):
    # check for the parameter how
    # how and how.val must be in possible_how
    raise CheckerParamError(how, val, possible_how)
    # get column labels in the parameter on
    on_labels = [l.val for l in on.val]
    # ensure the specified labels exist in both data frames
    for df in [self, other]:
        missing = [l for l in on_labels if l not in df.columns]
        if missing:
            raise CheckerIndexError(missing, df)
    # check the types of these columns
    levels = [self.columns[l] for l in on_labels]
    roles = [other.columns[l] for l in on_labels]
    if not all(t1.subtype(t2) for t1, t2 in zip(levels, roles)):
        raise CheckerError(type mismatch)
    # return the merged one
    return DataFrame(_columns=unions(self.columns, other.columns))

FIGURE 6. The type-level classes and parts of their check functions.

B. THE LIMITATION OF PDChecker

There are two kinds of columns PDChecker cannot handle well: columns that depend on the rows of data frames, i.e., data records, and columns that depend on the results evaluated in Python. For those determined by data records at runtime, PDChecker has no way to check them unless users provide hints. For example,

def transpose() will transpose rows and columns, which converts rows into columns and makes columns unpredictable. Similarly,

def dropna(axis='columns')
drop the columns where at least one value is missing and thus the columns cannot be determined in advance. As a consequence of adopting the static approach, PDChecker has no information about such runtime values. However, for the values assigned in code, PDChecker can obtain and trace type information from the beginning. PDChecker can also benefit from the read_csv function in pandas to read data from an external source and then get types, as shown in Figure 7.

FIGURE 7. Using the read_csv function to retrieve data and get types.

The other case that PDChecker cannot handle properly is the code like:

def columns = [c.upper() for c in df.columns]

Without evaluating the expression in Python, it is not able to understand the column labels. Note that PDChecker only focuses on type checking for data frames and generic type checking for Python has been already discussed in the related work [30]. If there is any operation that involves the type in Python, PDChecker will need users to provide the type information. The integration with a generic Python type checker might be possible and is included in our future work. On the other hand, type inference based on external data sources is already studied by several research activities, and it is not included in the goal of this approach. For example, Type providers in F# language can provide the type information on external data sources at compile-time [32]. The Frames library on Haskell language uses metaprogramming to infer the type of CSV data. There are also several research and implementations devoted to inferring the type of data in JSON format [33]–[35]. Actually, in the implementation of pandas, type inference is used in some functions like the read_csv method [36].

C. THE OVERVIEW OF USAGE

PDChecker is designed as a middle layer in the development of data wrangling. As shown in Figure 8, initially, the flow of developing programs with pandas and Python is $\text{\textcopyright}$, $\text{\textcircled{2}}$, and $\text{\textcircled{6}}$. VOLUME 10, 2022
After integrating PDChecker into the development, the flow is modified to 1, 3, 4, 5, and 6. It means PDChecker will check users’ code (3) and interact with users (4) before executing the code in Python (5). Data scientists can statically check the columns for their data wrangling programs with PDChecker.

For the four problems discussed in the motivating example, Figure 2, we can resolve them as follows:

(a) The labels might not exist in the data frames specified for the operations.

The labels ‘x’, ‘y’, and ‘z’ specified in methods such as drop_duplicates, merge, groupby, and agg can be correctly checked since PDChecker retrieves the literal values of labels for type checking.

(b) The function parameter string might not be valid.

Similarly, PDChecker can check the literals used in the parameter of functions, for example how = ‘left’.

(c) The specified data frames might not have common columns.

PDChecker prepared type-level classes for data frames, which makes it possible to check whether there are common columns or not.

(d) The function given for the operation might not have the same type as the target column’s type.

With users’ type hints, PDChecker can ensure that the type of function given to agg is consistent with the type of the target column ‘z’.

To improve the usability of such a static checker, we further used the pygls library [37] to benefit from Language Server Protocol\(^2\) (LSP). It is a protocol between editors and language servers providing features like code completion and syntax highlighting, making PDChecker easy to integrate into many environments such as JupyterLab, Visual Studio Code, Eclipse IDE, and even Vim. Figure 9 is a screenshot of using PDChecker to check column labels in JupyterLab.

V. EVALUATION

This section evaluates our proposal and PDChecker from the functionality of type checking for data frames and compares it with existing implementations. In addition, we provide a user scenario to show how PDChecker can help data scientists in programming data wrangling concretely.

| operation | check examples in pandas API | PDChecker |
|-----------|------------------------------|-----------|
| CREATION  | pd.read_csv(file) | ∆ \(^1\) |
|           | pd.DataFrame(list-of-dict, columns) | ○ |
|           | pd.DataFrame(dict-of-list) | ○ |
|           | pd.Series(int) | ○ |
| PROJECTION| df[‘x’] | ○ |
|           | df[‘x’] | ○ |
|           | df[‘x’] | ○ |
|           | df[‘k’, ‘x’] | ○ |
| SELECTION | df[df[‘x’] > 0] | ○ |
|           | df, FN | df.query(...) | × |
| ASSIGNMENT| df[‘x’] = series-on-list | ○ |
|           | df[‘k’, ‘x’] = series-on-list | ○ |
| UNION     | pd.concat(df1, df2) | ∆ |
| JOIN      | df.merge(df2, on) | ○ |
|           | df, PL | df.merge(df2, on, how) | ○ |
| GROUPBY   | df.groupby(‘x’, as_index=False) | ○ |
|           | df.groupby(‘x’, as_index=True) | × \(^2\) |
|           | df.groupby(‘x’, ‘y’, as_index=True) | × \(^2\) |
| APPLY/AGG | fn[‘x’].apply(lambda-func) | × |
|           | fn[‘y’].apply(func) | ○ |
|           | GroupBy.add(dict-of-func) | ○ |
|           | GroupBy.add(list-of-func) | × \(^3\) |
| MELT/PIVOT| df.pivot(‘idx’, ‘col’, ‘val’) | ∆ \(^1\) |
| OPERATIONS| df[‘x’ + dfy] | ○ |

\(^1\) has implementation and supports checking. \(^2\) partially implemented and supports checking.

\(^3\) no implementation or no checking support. \(^4\) Additional type information is necessary.

\(^5\) Unable to check due to the lack of implementing multi-level index.

A. THE FUNCTIONALITY OF TYPE CHECKING FOR DATA FRAMES

Since PDChecker is targeted at checking the errors caused by incorrect references to the columns in data frames, we evaluated the functionality of type checking for the standard operations on data frames. Here we followed the usual operations discussed in the research conducted by Petersohn et al. [27] and listed in Table 1. Note that we evaluate proof-of-concept

\(^2\) https://microsoft.github.io/language-server-protocol/
implementation with the standard operations on data frames rather than the rich pandas API.

We classified the abilities of PDChecker to check the potential problems in these operations into three groups: checking the column labels (FL), checking the flag arguments (FN), and checking the function type (FN). FL denotes the ability to check the column labels, i.e., the fields on the given data frame objects. Column labels are necessary input in the operations such as CREATION, PROJECTION, UNION, GROUPBY, and MELT/PIVOT, so a static checker must be able to check whether the specified data frame object has the column (field) or not. FN denotes the ability to check the flag arguments specified in the operations like JOIN. Since the how parameter set for the methods join and merge in pandas should be ‘inner’, ‘outer’, ‘left’ or ‘right’, a static checker must be able to know whether the given flag arguments are correct or not. Finally, FN denotes the ability to check the type of function specified in the operations SELECTION and APPLY/AGG. Since the specified function will be applied to the data, a static checker needs to figure out whether the function type matches the data type or not.

Our implementation has covered most operations to show the feasibility of our approach. Note that we currently only implement the read_csv method for external data sources since it is the most used method for loading data. For ASSIGNMENT, we implemented the simplest ones to show its feasibility. Although our implementation currently does not cover multi-level index, advanced functionality in pandas, it is possible to describe with tuples in our approach. However, even implementing multi-level index, stack, and unstack operations cannot be handled due to the limitation of the static check.

**B. COMPARING FUNCTIONALITY WITH EXISTING WORK**

Here we discuss the implementations of data frames that can trace and check column labels and types so far as we know. The Frames library [7] is built on Haskell, which provides a type-safe API for working with data frames in CSV format. With the help of a powerful type system in Haskell, Frames can represent labels with types, use type-level programming to describe API for data frames, and benefit from metaprogramming to generate types for external data sources. Note that in Frames, some methods such as apply and groupby are supported through other libraries rather than Frames itself. The frameless library [8] is a Scala library for improving the expressive ability of types in Spark API [38]. It also benefits from a powerful type system and uses a lot of type-level programming. However, several operations in frameless that change columns will lose column labels since it uses case classes and tuples to represent. Gamma [9] is a language based on objects and nominal typing. It represents external data sources and query operations with objects and methods, respectively. Since Gamma provides types with the methods on objects, it allows users to compose rich and type-safe queries.

| operation            | pandas | PDChecker* | Frames | frameless | Gamma |
|----------------------|--------|------------|--------|-----------|--------|
| CREATION (read CSV)  | x      | 0          | 0      | 0         | 0      |
| CREATION (dynamically)| x      | 0          | 0      | 0         | x      |
| SELECTION            | x      | 0          | 0      | 0         | x      |
| PROJECTION           | x      | 0          | 0      | 0         | 0      |
| UNION                | x      | 0          | 0      | 0         | x      |
| JOIN                 | x      | 0          | 0      | 0         | x      |
| GROUPBY              | x      | 0          | x*     | 0         | x      |
| APPLY/AGG            | x      | 0          | x*     | 0         | x      |
| MELT/PIVOT           | x      | 0          | 0      | 0         | x      |

The differences in the functionality between these implementations and PDChecker are summarized in Table 2. Note that we left pandas in this table for comparison, and this table shows the ability to perform type checking for these operations rather than perform these operations. In other words, it highlights the type checking ability of our approach in the general operations for data frames [27]: the advantages of each implementation over PDChecker are not shown in the table. Unlike other implementations, PDChecker is a standalone checker that must be used along with pandas. Moreover, other implementations use the type system in the language itself, but PDChecker uses abstract interpretation to check the type.

```
[def = pd.read_csv(...)]
[def = pd.read_csv(...)]
[def some_transform(x : int) -> int: ...]
[def['b'] = def['b'].apply(some_transform)
[def = (df
  .merge(df1, on='a'))
  [{'a', 'b', 'c'}])
```

**FIGURE 10. An example of reusing code snippets for data wrangling.**

**C. A USER SCENARIO**

This section demonstrates how PDChecker can help data scientists in a typical scenario of data wrangling. For example, suppose that a data scientist wrote a code snippet for data wrangling before, as shown in Figure 10. Now the data scientist got updated data and is going to reuse the code snippet for the data wrangling task at hand. However, there might be some differences in the label and type of columns in the updated data. In an environment like JupyterLab, PDChecker can figure out the errors without executing the code. Thus, there are several advantages: no need to wait for the execution, no side effects in the current execution environment, and meaningful information for debugging.

A) **Warning about the inconsistency between the specified function and column**

In this example, PDChecker can notify the data scientist that the type of some_transform function does not match the type of column ‘b’ based on
the external data source in Line 6 of Figure 10, and shows an error message to warn the data scientist as shown in Figure 11(a). The data scientist can also see the type information of this data frame, as shown in Figure 11(b). Note that PDChecker uses different background colors for tooltips to distinguish errors and information. According to the type information provided by PDChecker, the data scientist can know that the type of column 'b' became float this time and make appropriate modifications to the code.

B) Helping in clarifying the root cause of an error after the merge operation

Suppose that the data scientist has fixed the type of some_transform function and continues with the data wrangling task. As shown in Figure 12(a), this time another error marked with a red dotted line appears in the code calling the merge method, i.e., Line 7-9 of Figure 10. According to the information provided by PDChecker, the data scientist can know that there is no column named 'c' as expected after the merge operation and the root cause is the duplicate 'c' columns. Without PDChecker, the data scientist cannot get the error until executing the code as shown in Figure 12(b). Moreover, error messages due to columns are usually not as clear as the information provided by PDChecker.

VI. RELATED WORK

Several known techniques can be used to check data frame columns, but they require language support. Type systems can help programmers to trap type errors. Dependent type [39] was developed to involve values in types. The \( \Pi \) type denotes a function whose return type varies with its arguments, i.e., dependent function type. The \( \Sigma \) type enables an ordered pair where the type of the second element is dependent on the value of the first one, i.e., dependent pair type. In a programming language supporting dependent type, it is possible to represent the relations between the labels and values in the columns of data frames. However, Python does not support dependent types. Row polymorphism [40] lets operations on records be polymorphically typed. In other words, we can define a polymorphic record type for a finite set of field labels, i.e., rows, and it allows programmers to operate on only partial fields of a record. The use of row polymorphism can help the representation of adding/removing columns of data frames. Unfortunately, Python does not support row polymorphism, either. Type-level programming such as introducing type families [41] makes it possible to write functions on types. Type-level functions can represent the operations on data frames well. Although such overloading of data types can be achieved in Haskell, it is still a challenge to do that within languages like the current version of Python.

Domain-specific languages (DSLs) are mini-languages that offer expressive power focused and usually restricted to a particular domain [42]. In general, DSLs can be classified into standalone DSLs and embedded DSLs [43]. Embedded DSLs are those implemented as libraries on a host language and can benefit from the software tools for the host language [44]. Contrarily, the ability of the embedded DSLs greatly depends on the power of their host languages. Data frame libraries such as pandas can be regarded as some sort of embedded DSLs for data frames on top of Python [45], and its ability to check types is limited to the type system of Python. On the other hand, it is possible to create a new standalone DSL for data frames as well by following the design of pandas. However, reimplementing the functionality of a sophisticated and widely-used library might not be a meaningful job. In addition, we need to implement the fundamental parts at the language level rather than benefiting the powerful type system in existing languages such as Haskell and Scala. Moreover, current ecosystems for Python, including tools and libraries, cannot be directly reused.
VII. CONCLUSION
Due to the lack of language support, the columns in data frame libraries cannot be regarded as types, resulting in runtime errors. We proposed statically checking the label and type of columns for data frame libraries. Our idea is based on abstract interpretation but focuses on data frames, which can help programmers find errors due to missing column labels or inconsistent types in data frame operation. We defined the type for data frames and described semantics based on it for type checking. Instead of designing a new language, a standalone checker can be built based on this approach for existing data frame libraries. We took the pandas library as an example to implement a proof-of-concept, PDChecker, to explain implementation details, discuss the limitation, and show the usage concretely. We compared PDChecker with existing work, and the results showed that PDChecker is competitive. Finally, a user scenario was given to demonstrate how PDChecker can be integrated into data wrangling tasks. Based on our research findings, formal verification for the use of data frame libraries can be further studied, and data science software development can benefit from such a checker in practice. Our future directions include extending the semantics to support more data frame operations and integrating with existing generic type checkers.
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