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Abstract

Previous studies show the necessity of global and local adjustment for image enhancement. However, existing convolutional neural networks (CNNs) and transformer-based models face great challenges in balancing computational efficiency and effectiveness of global-local information usage. Especially, existing methods typically adopt the global-to-local fusion mode, ignoring the importance of bidirectional interactions. To address those issues, we propose a novel mutual guidance network (MGN) to perform effective bidirectional global-local information exchange while keeping a compact architecture. In our design, we adopt a two-branch framework where one branch focuses more on modeling global relations while the other is committed to processing local information. Then, we develop an efficient attention-based mutual guidance approach throughout our framework for bidirectional global-local interactions. As a result, both the global and local branches can enjoy the merits of mutual information aggregation. Besides, to further refine the results produced by our MGN, we propose a novel residual integration scheme following the divide-and-conquer philosophy. The extensive experiments demonstrate the effectiveness of our proposed method, which achieves state-of-the-art performance on several public image enhancement benchmarks.

1 Introduction

Low-quality image enhancement is a challenging problem since it not only needs to adjust the brightness, local contrast, and color but also requires to maintain global contextual consistency. On the one hand, methods for global enhancement typically employ uniform transforms, e.g., histogram equalization (HE) [Pizer et al., 1990] or gamma correction [Guan et al., 2009] yet failing to adaptively recover detailed image contents. On the other hand, the line of local enhancement focuses on adjusting the brightness or contrast within image patches, sometimes producing inconsistent results. Therefore, it is critical to perform effective global and local information fusion. In the view of global-local content fusion, extensive approaches have been proposed. For example, HDRNet [Gharbi et al., 2017] presents a global-local structure that utilizes an average-pooling operation to capture global information and achieve significant improvements over the previous approaches [Hu et al., 2018; Park et al., 2018]. Some follow-up works [Wang et al., 2019; Chen et al., 2018] adopt a similar design for capturing global content. However, the inherent properties of CNNs show the limited ability for global content extraction.

In contrast to CNN-based neural networks, recent works [Xu et al., 2022; Wang et al., 2022; Zhang et al., 2021; Cui et al., 2022; Kim et al., 2021; Peng et al., 2021a; Souibgui et al., 2022] begin to exploit various transformer architectures for image enhancement. Benefiting from the attention mechanism, these methods are able to model long-range information for better global consistency. But, such designs require high computational costs and prohibit generalizing to high-resolution inputs.

We find that both the existing CNNs [Hu et al., 2018; Park et al., 2018; Wang et al., 2019; Chen et al., 2018] that employ the channel concatenation strategy and the transformer models [Wang et al., 2022; Cui et al., 2022; Peng et al., 2021a; Souibgui et al., 2022] that stack multiple attention blocks have not considered bidirectional global-local fusion. Without adequate mutual global-local interactions, as illustrated in Figure 2, these methods still suffer from under-/over exposure issues.

To address this issue, we develop a novel mutual guidance network (dubbed MGN) for image enhancement. The proposed MGN is composed of two parallel branches (namely
global and local branches) that are interconnected with each other. We first utilize a transformer head and a CNN head for extracting global and local features, respectively. To ensure effective global-local fusion, we design a mutual guidance structure that performs bidirectional information exchange between the two branches. Instead of one-shot mutual aggregation, we develop novel cascading mutual guidance blocks for effective global-local fusion, realizing high-frequency mutual interaction. Meanwhile, we devise a channel-wise co-attention mechanism that renders the fusion extremely efficient, largely reducing the computational cost compared with the conventional self-attention or sliced window attention designs. Thanks to the mutual guidance modeling, our MGN is able to generate image residues with rich global-local enhancement contents. Based on the informative residues, we further formulate the image enhancement as a residual integration process. Following the divide-conquer strategy, we coarse-to-fine divide the enhancement residues into several residual pieces and learn importance maps for piecewise integration. With the proposed designs, our model achieves more accurate enhancement. As shown in Figure 2, compared with other SOTA methods [Moran et al., 2020; Moran et al., 2021; Zamir et al., 2020; Zamir et al., 2022], our approach generates the most visually pleasant results in view of local contrast, natural color and global consistency.

In total, the contributions of this paper are three-fold.

- We develop an effective mutual guidance network for image enhancement. We present a novel efficient attention mechanism ($O(C)$) computational complexity where $C$ is the channel dimension\(^1\)) for bidirectional global and local information exchange. Empirical experiments show our MGN is capable of enhancing low-quality images with better brightness and local contrast, while maintaining global consistency.

- We introduce a residual integration scheme to refine the residues produced by our MGN. By integrating piecewise residual information with respect to its predicted importance, it is more flexible and effective for image enhancement.

- Thanks to our mutual guidance aggregation and integral residual learning, our model achieves state-of-the-art performance on various image enhancement benchmarks.

## 2 Related Works

### 2.1 CNN-Based Methods

Recently, the CNN-based low-quality image enhancement has been extensively studied [Xu et al., 2020; Moran et al., 2020; Shen et al., 2017; Yang et al., 2016; Wang et al., 2019]. Yang et al. [Yang et al., 2016] enhance a low-light image using coupled dictionary learning. DeepLPF [Moran et al., 2020] employs a deep neural network to regress three types of local parametric filters for automatic enhancement. GleNet [Kim et al., 2020] proposes a global-local enhancement framework for image enhancement. HDRNet [Gharbi et al., 2017] introduces an averaging pooling operation to capture global contextual information and achieves significant improvement over previous approaches [Hu et al., 2018; Park et al., 2018]. Encouraged by their works, many studies [Wang et al., 2019; Chen et al., 2018; Kinoshita and Kiya, 2019] adopt similar designs for global-local enhancement. However, as aforementioned, CNNs lack the ability of modeling long-range dependencies, leading to inadequate global contextual extraction.

### 2.2 Transformer-based Methods

Motivated by the great success of transformer, a lot of works [Zheng et al., 2021; Chen et al., 2021; Lanchantin et al., 2021; Li et al., 2021; Wang et al., 2021b] propose various transformer frameworks to solve different computer vision tasks, e.g., semantic/instance segmentation [Zheng et al., 2021; Wang et al., 2021b; Wang et al., 2021a], human pose estimation [Lin et al., 2021; Li et al., 2021]. The main advantage of the transformer-based framework is its ability to capture long-range dependencies through attention mechanisms. More recently, RCT [Kim et al., 2021] uses a vision transformer to regress representative colors and the accordingly transformed color values for image enhancement. Star [Zhang et al., 2021] uses a lightweight transformer to learn coarse image structure information for image enhancement. Uformer [Wang et al., 2021c] develop a U-Shape transformer to capture both global and local information. Though the attention nature of transformer-based approaches [Xu et al., 2022; Wang et al., 2022; Zhang et al., 2021; Cui et al., 2022; Kim et al., 2021; Peng et al., 2021a;...
Zamir et al., 2022] enables better global reasoning ability, it is still difficult to simultaneously model global-local image contents, while achieving computational efficiency.

2.3 Global-Local Fusion

Feature concatenation is widely employed in CNN architectures. Especially, they embed the global 1D feature into a convolved local feature by sticking them along the channel dimension. Though it is straightforward, the simple combination lacks sufficient global-local information exchange. Therefore, it cannot guarantee the enhancement quality. On the other hand, due to the attention mechanism, transformer-based models show superiority in modeling long-range dependencies. Stacking multiple patch-wise attention blocks, the window-based transformers [Wang et al., 2021c; Wang et al., 2022; Song et al., 2021] achieves better global-local interactions, thus leading to superior performance than CNNs. However, the expensive computation costs discourage the application of high-resolution scenarios. In this paper, we present a novel mutual guidance network that explores bidirectional global-local information fusion effectively and efficiently. Besides, we design an integral residual learning algorithm that is able to adaptively aggregate the residues produced by our MGN coarse-to-finely. With the proposed mutual guidance mechanism and residual integration, our model achieves a new state-of-the-art performance over existing image enhancement approaches.

3 Our Method

In this section, we will first briefly review previous global-local enhancement frameworks. Then, we will introduce our proposed mutual guidance network and our residual integration algorithm, separately.

3.1 Global-local Enhancement

The global-local enhancement approaches can be roughly divided into two classes: (1) CNN-based models; (2) transformer-based methods. For CNN-based models, they obtain the 1D global feature by global average poolings. As aforementioned, such an averaging operation is less effective to capture long-range dependencies between all image pixel pairs. For transformer-based methods, to obtain both global and local image information, they require to stack multiple self-attention blocks that calculate window-wise correlations [Wang et al., 2021c; Wang et al., 2022; Song et al., 2021]. It leads to high computational complexity and prohibits generalizing to high-resolution scenarios.

3.2 Mutual Guidance Enhancement

To address those issues as well as for better global-local interaction, we propose a mutual guidance network for image enhancement. As illustrated in Figure 3, the proposed network starts with a transformer- and CNN-head for each branch, respectively. This is for global and local feature extraction. Then, a mutual guidance structure is developed for global-local fusion.

- **Global Feature extraction.** To enable the global image information reasoning while maintaining a shallow network architecture, we exploit a lightweight transformer (Vit) to regress a global feature \( f_g \in R^C \) with a given low-quality image \( x \). The conventional transformers directly use Patch Embedding to obtain image tokens. However, with fixed patch sizes, it suffers from the quadratic increment of the image tokens. Instead, we first utilize an adaptive pooling operation applied on the high-resolution image \( x \in R^{H \times W} \) to obtain a down-sized image \( \hat{x} \in R^{S \times S} \). In this way, only a constant number of tokens are processed, which largely reduces the computational cost. After that, we use the multi-head attention to obtain long-range dependencies among those tokens. Finally, we transform the aggregated contents into a 1D global feature \( f_g \) using a single fully connected layer. We can formulate the above procedures as below:

\[
\hat{x} = \text{AdaPooling}(x) \quad (1)
\]

\[
f_g = \text{Trans} (\hat{x}) \quad (2)
\]
With the introduced adaptive pooling, our transformer extraction module is able to handle images of arbitrary spatial resolutions at a constant computational cost.

**Local Feature extraction.** Unlike the global feature extraction, we obtain local image features from the original image \( x \) at its full resolution, i.e.:

\[
F_l = \text{CNN}(x)
\]  

where \( F_l \) represents local pixel-level features.

**Mutual Guided Aggregation.** In previous literature, global information represented as a 1D feature is directly fed into the accompanying local enhancement module for global-local fusion. It is inflexible and may lead to inferior performance since such one-shot fusion happening in the local feature extraction provides limited informative content for global-local adjustment. In this paper, we present a novel mutual-guidance enhancement module. As shown in Figure 3, apart from the adjustment. In this paper, we present a novel mutual-guidance mechanism between the current global and local features \( f \).

At the end of each global-local interaction block pair, we perform a mutual guided aggregation for bidirectional information exchange.

Given the global image feature \( f^i_g \in R^C \) and local image feature \( F^i_l \in R^{C \times h \times w} \) extracted by the \( i \)-th global-local interaction blocks, we conduct mutual guided aggregation between global and local features. In the existing works, the conventional self-attention or sliced window attention will lead to \( O(w \times h \times C) \) computational complexity. To reduce the computation overhead, we propose a novel global-local attention mechanism. To begin with, we adopt a global pooling to obtain a 1D local feature \( f^i_l \in R^C \) from \( F^i_l \):

\[
f^i_l = \text{GlobalPooling}(F^i_l).
\]

After that, we perform bidirectional global-local attention operations (Atten(·)):

\[
w^g_{i \rightarrow l} = \text{Atten}(f^i_l, f^i_g),
\]

\[
w^l_{i \rightarrow g} = \text{Atten}(f^i_g, f^i_l),
\]

where \( w^g_{i \rightarrow l} \) and \( w^l_{i \rightarrow g} \) is the corresponding similarity scores between the current global and local features \( f^i_l, f^i_g \).

In the view of computational efficiency, we propose a channel-wise attention mechanism for Atten(·):

\[
q_i, k_j, v_j = \text{FC}(f_i), \text{FC}(f_j), \text{FC}(f_j),
\]

\[
\text{Atten}(f_i, f_j) = \text{softmax}(\frac{q_i k_j^T}{\sqrt{d}}) v_j,
\]

where \( \sqrt{d} \) is a scaling factor for normalization. “FC” denotes a fully connected layer. At last, we update the global and local image features:

\[
\hat{F}^i_l = w^g_{i \rightarrow l} \odot F^i_l,
\]

\[
\hat{F}^i_g = w^l_{i \rightarrow g} f^i_g,
\]

where \( \odot \) means channel-wise multiplication.

The global and local results \( \hat{F}^i_l, \hat{F}^i_g \) are taken as inputs for the next global-local interaction block for further processing. By stacking multiple \( (T) \) mutual guidance interaction blocks, it generates the final global and local features \( \hat{F}^i_g, \hat{F}^i_l \). With our mutual-attention mechanism, global contextual information can guide the local enhancement. In return, local feature also helps to refine the global contents. Consequently, our global and local features are effectively fused, ensuring detailed enhancement with global consistency.

**Discussion** Our design strikes a sweet point between performance and efficiency. In detail, we iteratively perform the fusion between \( N \) global and \( N \) local tokens (\( N \) is pre-defined), regardless of the image resolutions. It largely reduces the computational cost for high-resolution images, while allowing for balanced global-local interactions. There are some key differences between Mao et al. [Mao et al., 2021] and ours. (1) They conduct computationally intensive interaction between \( H \times W \) and \( N \) tokens for high-resolution cases. (2) Considering the number of local tokens \( (H \times W) \) is significantly larger than the global one \( (N) \), the local branch may dominate the fusion process, making mutual fusion less effective. (3) This strategy will introduce inconsistency of token numbers between training and testing, raising the risk of performance drop. Conformer [Peng et al., 2021b] also explores a dual-stream model realized by convolutional layers. However, as discussed in PAC [Su et al., 2019], the spatially invariant nature of convolutions may not fully leverage mutual information.

**Residual Regression.** We take the fused feature \( \hat{F}^T_l \) as input and utilize a single convolution for residual regression:

\[
R_x = \text{Conv}(\hat{F}^T_l),
\]

\( R_x \) is the output of our MGN that generally represents the difference between the source input and its target.

### 3.3 Coarse-to-fine Residual Integration (C2F-RI)

Residues produced by deep neural networks carry complex informative contents that help to fill the gap between source and target domains. Previous methods adopt the widely used residual learning that adds the learned residues with network inputs. However, the learning of image enhancement is highly non-linear, which is difficult to optimize directly.
Inspired by human experts that usually carry out coarse-to-fine adjustments, we divide the residue into several pieces and predict importance maps for adaptive integration. As demonstrated in Figure 4, there are two primary steps: residual division and integration.

**Residual Division.** Given a learned overall residue $R_x$ from our mutual guidance network, we first coarse-to-finely divide it into several ($K$) residual pieces $\{r_1^x, r_2^x, \ldots, r_K^x\}$ and a high-order rest term $r_h^x$.

$$r_k^x = \frac{R_x}{2k}, \text{ and } r_h^x = \frac{R_x}{2^K},$$

$$R_x = \sum_{k=1}^{K} r_k^x + r_h^x$$

(9)

**Residual Integration.** Then, our residual integration is formulated as:

$$y = \sum_{k=1}^{K} r_k^x w_k^x + r_h^x + x,$$

where $w_k^x$ is the $k$-th weighting map with respect to $r_k^x$, and $y$ is the enhanced result of our model. Note that, the directly resize learning is a special case of the above formulation, where $R_x$ is evenly divided $r_h^x = \frac{R_x}{2^K}$ with all weighting elements equal to 1. Therefore, our C2F-RI is more general. Note that, there may be other models for such a residual partition, and we only utilize this route to evaluate and justify the feasibility of our idea.

**Analysis.** In this part, motivated by the idea of divide-and-conquer that decomposes a complex problem into several easier sub-problems, we propose a residual integration scheme to exploit the informative residues produced by our mutual guidance network. To this end, we solely utilize a unified one-shot framework, while achieving coarse-to-fine image enhancement. Due to the flexibility and effectiveness of our piece-wise integration, it produces pleasing results with better global consistency.

**3.4 Total Loss**

**Auxiliary Global-Local Supervisions.** In our mutual guidance enhancement, we explore an effective global-local aggregation method for image enhancement. To enforce explicitly global and local learning, we introduce intermediate supervisions (as shown in Figure 3). Accordingly, we use an additional global regression block implemented by a fully connected layer to produce the global enhanced image $x_g$:

$$x_g = \exp(x + e, \text{FC}(f^T_g)), \quad (11)$$

where $f^T_g$ is the output of the global branch and $e$ is a small constant ($1e^{-6}$). Meanwhile, we employ the straightforward residual learning to obtain a local enhanced result: $x_l = x + R_x$. Accordingly, apart from the final loss $L_f$ between $y$ and $y_{GT}$, we introduced two additional loss terms to jointly optimize our networks. Our total loss can be expressed as follows:

$$L_{total} = L_f + L_{aux}, \quad L_f = \|y - y_{GT}\|_1,$$

$$L_{aux} = \alpha_g L_g + \alpha_l L_l,$$

$$= \alpha_g \|x_g - y_{GT}\|_1 + \alpha_l \|x_l - y_{GT}\|_1.$$ 

(12)

$y_{GT}$ is the ground-truth image with respect to the input image $x$. We set $\alpha_g = 0.01$ and $\alpha_l = 0.05$ through a grid hyperparameter searching. $\| \cdot \|_1$ refers to the L1 loss.

**4 Experiments**

**Implementation Details.**

All of our models are trained from scratch with a batchsize of 8. The input size is $128 \times 128$. Vertical or horizontal flipping, and 90° rotation are randomly applied for data augmentation. An Adam optimizer is adopted and the learning rate decays from $5 \times 10^{-4}$ to 0 by a cosine annealing strategy. The whole training phase lasts for 300 epochs, each of which contains 1000 iterations. The training time is about 6 hours with a single NVIDIA RTX 2080 Ti GPU. The detailed network structure is illustrated in our supplementary materials.

**4.1 Datasets and Metrics**

**MIT-Adobe-5K-UPE**

We process the MIT-Adobe-5K-UPE dataset as described in [Wang et al., 2019]. In total, it consists of 5000 high-quality RGB image pairs. We use the most common protocols like [Wang et al., 2019; Chen et al., 2018; Moran et al., 2020; Moran et al., 2021], and split the whole image pairs into three parts: 4000 samples to train our model, another 500 images for evaluation and the remaining part is used as the testing set for quantitative comparison. The retouched images by expert C are used as GTs.

**MIT-Adobe-5K-DPE**

It contains 5000 images captured by DSLR cameras and manually adjusted by five experts. Following the previous methods [Moran et al., 2020; Moran et al., 2021; Chen and Kolotun, 2017; Chen et al., 2017; Ignatov et al., 2017], we take the images enhanced by Artist C as the target and use the 2250 image pairs for training, 2250 image pairs for validation, and the remaining 500 images for testing.

**LOL-v2 Synthetic**

It is a noise-less synthetic dataset [Yang et al., 2021], in which 900 low/normal light image pairs are used for training and another 100 images for evaluation.

**LOL-v2 Real**

LOL-v2 Real [Yang et al., 2021] is a set of captured low/normal light images which have severe noise. Following previous methods [Yang et al., 2020; Zamir et al., 2020; Yang et al., 2021], we utilize the split parts composed of 689 image pairs for training and the remaining 100 samples for testing.

**Metrics**

Peak Single-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) are employed for evaluating the quality of the enhanced images.

**4.2 Comparison with State-of-the-Art Approaches**

We make quantitative and qualitative comparison with competitive SOTAs, including Deep-UPE [Wang et al., 2019], CURL [Moran et al., 2021], DeepLPF [Moran et al., 2020], MIR-Net [Zamir et al., 2020], 3DLUT [Zeng et al., 2020],
Table 1: Quantitative comparison of SOTAs on benchmarks. ‘↑’ indicates the higher, the better. The best results are in bold.

Table 2: Impacts of our mutual guidance structure for image enhancement. “CC” refers to adopting channel concatenation for global-local information fusion. “G2L” and “L2G” means employing either global-to-local or local-to-global guidance. The full model is with the proposed mutual guidance modeling. The model complexities are also reported.

Impact of Mutual Guidance.
Here, we conduct experiments to evaluate the contribution of our mutual guidance modeling. Keeping other parts of our framework unchanged, we start from the baseline that solely replaces the mutual guidance aggregation with the widely used channel concatenation strategy (named “Model + CC”). Then, we train two additional models with either global-to-local or local-to-global fusion (dubbed as “Model + G2L/L2G”). Finally, our full model utilizes the proposed mutual guidance aggregation. As shown in Table 2, both the “Model + G2L” and “Model + L2G” surpass the “Model + CC” and achieve 1.35dB/1.22dB improvement in terms of PSNR, indicating the importance of global-local information exchange. Especially, our full model with mutual guidance aggregation achieves significant improvement. Apart from the “Model + CC”, the other three models keep an identical framework (but different fusion strategies), yielding the same model parameters. Therefore, it concludes that the performance gains are mainly attributed to our mutual guidance modeling. Moreover, Figure 6 shows our full model achieves the smallest L2 error. All these results manifest the effectiveness and efficiency of our mutual guidance structure.

Residual Learning vs. C2F-RI.
To understand the influence of our coarse-to-fine residual integration design, we ablate our C2F-RI and adopt widely used residual learning for image enhancement (named “Model-RL”). From Table 3, it can be clearly seen that Model-C2F-RI outperforms Model-RL with 0.65dB/0.018 improvements in
Figure 5: Qualitative Comparison on Adobe-5K-UPE [Wang et al., 2019], MIT-Adobe-5K-DPE [Chen et al., 2018], LOL-v2 Real [Yang et al., 2021] and a real-world case captured by a mobile phone. In the first three rows, the values beneath images represent the PSNR (dB) and SSIM.

Figure 6: Analysis of the mutual guidance attention. We draw the normalized L2 distances between predictions and the GT for comparison. The numbers are PSNR and SSIM.

Figure 7: Qualitative comparison between the residual learning and the proposed C2F-RI.

terms of PSNR and SSIM. Figure 7 shows our Model-C2F-RI generates better results than Model-RL (see the dolphin).

Partition Number in C2F-RI.
In default, we adopt Eq. 9 to split $R_z$ into 8 residual parts. Here, we explore the connection between the final performance and the partition number. We train six models adopting different partition numbers $K = \{1, 2, 4, 8, 12, 16\}$. Especially, $K = 1$ means no division step is performed. Ac-

Table 3: Ablation study of our C2F-RI.

| Models     | PSNR | SSIM | Param. |
|------------|------|------|--------|
| Model-RL   | 24.94| 0.912| 405K   |
| Model-C2F-RI| **25.59** | **0.930** | **411K** |

Table 4: Impact of different partition numbers ($K$) for residual division in our C2F-RI.

| $K$  | 1   | 2   | 4   | 8   | 12  | 16  |
|------|-----|-----|-----|-----|-----|-----|
| PSNR | 23.30 | 24.95 | 25.38 | **25.59** | 25.24 | 25.29 |
| SSIM | 0.881 | 0.916 | 0.927 | **0.930** | 0.925 | 0.926 |

According to the results in Table 4, compared with this model without residual partition, the other models ($K > 1$) taking the advantage of the C2F-RI strategy obtain superior performance. This comparison verifies the effectiveness of our C2F-RI. Meanwhile, we observe that the performance is not consistently positively-correlated with the partition number. With the increment of $K$, the information of high-order residue slices drops abruptly. As a result, it is difficult for the network to precisely predict associated importance maps for high-order content aggregation. In contrast, the default setting obtains the best result.

The Auxiliary Global-Local Loss
As described in our method section, we include two additional loss terms for intermediate supervision. We expect
such supervision could help for explicitly global and local contextual learning. To verify our design, we train several variants that employ different combinations of the three loss terms and evaluate these models quantitatively. The validation curves in Figure 8 illustrate that both the global and local auxiliary terms are able to boost the final performance, indicating the necessity of auxiliary global-local supervisions.

5 Conclusion

In this paper, we propose mutual guidance modeling and an integral residual learning method for image enhancement. Our model realizes an effective global-local information fusion through stacked mutual guidance attention blocks. Taking the advantage of the proposed residual integration, it is capable of precisely refining the predicted residues, achieving better performance and pleasing visual enhancement results. Extensive quantitative and qualitative experiments manifest the effectiveness of our proposed method.
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Appendix A Framework Architecture

Our framework consists of a global branch and a local branch. The global branch contains a transformer head and five global blocks. The transformer head is composed of an adaptive global pooling layer and a plain vision transformer block [Dosovitskiy et al., 2020] for global feature extraction. As a result, it is able to process images of arbitrary spatial resolutions at a constant computation cost. Each of the five global blocks is implemented by a fully connected layer followed by a Tanh activation.

The local branch contains a CNN head and a U-shape CNN body. The CNN-head is composed of a single convolution layer followed by "Instance Normalization + ReLU". Meanwhile, the U-shape CNN body has six local convolution blocks: The first and the last convolution blocks are composed of a single convolution followed by a ReLU activation. The remaining four blocks are two down-sampling (2-th and 3-th conv. blocks) and two up-sampling blocks (4-th and 5-th conv. blocks), respectively. The detailed structure is illustrated in Table A.5 and Table A.6. The "RCAB" layer refers to the residual channel attention block proposed by [Zhang et al., 2018].

We use a series of mutual guidance blocks ($t_1, t_2, t_3, t_4, t_5$) to fuse the information from a global and local block pair.

Appendix B Ablation Study on Mutual Guidance Blocks

Impact of different Mutual Guidance block. In this section, we first study the role of different mutual guidance block ($t_1, t_2, t_3, t_4, t_5$). To this end, we train five models ("A-E"). The $t$-th model only uses the $t$-th mutual guidance block for a one-shot global-local information exchange. In addition, we train another model that ablates all the five mutual guidance blocks (named "Model-O"). As shown in Table A.7, compared with Model-O, the other five models ("A-E") achieve better performance. It verifies the effectiveness of our mutual guidance approach. Also, it can be seen that the deeper mutual fusions ($t_4, t_5$) lead to better performance.

Impact of Mutual Guidance block numbers. We further check the influence of mutual guidance block numbers. We start from model-A which uses the $t_1$ for global-local information aggregation. Then, we gradually include more mutual guidance blocks and train another four models ("F-I"). Especially, model-I is our full model that employs all the five mutual guidance blocks for global-local feature fusion. The results are reported in Table A.8. It is clear that more mutual guidance blocks achieve higher PSNR values.

Appendix C User Study

We further conduct a user study for objective assessment. Apart from our model, we select three representative SOTA methods (MIR-Net [Zamir et al., 2020], Star [Zhang et al., 2021], Restormer [Zamir et al., 2022]). The first model is a large CNN-based approach and the other two are transformer-based methods. In total, we collected testing images from five sources: (1) MIT-Adobe-5K-UPE [Wang et al., 2019], (2) MIT-Adobe-5K-DPE [Chen et al., 2018], (3) LOL Synthetic [Yang et al., 2021], (4) LOL Real [Yang et al., 2021] and (5) images captured by a mobile phone under various dark environments.

At each time, we randomly select 30 testing cases and ask participants to rank the results produced by the four competing models in terms of global consistency, local contrast, and natural color. In total, 35 participants have finished our questions. The rating results are shown in Figure B.9. It can be observed that most of our results are rated at the first place ("Rank1") and our other results still get high rankings.
### Appendix D Additional Visual Results

We present more visual examples from Adobe-5K-UPE [Wang et al., 2019], MIT-Adobe-5K-DPE [Chen et al., 2018], LOL-v2 Real [Yang et al., 2021] and real-world images captured by a mobile phone under various dark environments for qualitative analysis. The visual comparison is illustrated in Figure D.12 D.13 D.10 D.11 D.14 D.15. We make qualitative comparison with SOTA approaches, including DeepLPF [Moran et al., 2020], CURL [Moran et al., 2021], Star [Zhang et al., 2021], MIR-Net [Zamir et al., 2020], Restormer [Zamir et al., 2022]. It can be observed that our model is capable of enhancing low-quality images with higher PSNR/SSIM values. Especially, as shown in Figure D.15, the other methods either fail to brighten extremely dark areas with correct object colors or over-enhance the bright contents, resulting in degraded image quality. In contrast, our model recovers more local details and natural image colors, achieving better visibility.

---

**Table A.7: The role of different mutual guidance blocks.**

| Models | $t_1$ | $t_2$ | $t_3$ | $t_4$ | $t_5$ | Metrics  |
|--------|-------|-------|-------|-------|-------|----------|
| Model-O |   |   |   |       |       | 24.97/0.920 |
| Model-A | ✓ |   |   |       |       | 25.14/0.921 |
| Model-B | ✓ |   | ✓ |       | ✓     | 25.19/0.925 |
| Model-C | ✓ | ✓ |   | ✓     |       | 25.23/0.929 |
| Model-D | ✓ | ✓ | ✓ |       | ✓     | 25.27/0.928 |
| Model-E | ✓ | ✓ | ✓ | ✓     | ✓     | 25.26/0.928 |

**Table A.8: Impacts of different mutual guidance block numbers.**

| Models | $t_1$ | $t_2$ | $t_3$ | $t_4$ | $t_5$ | Metrics  |
|--------|-------|-------|-------|-------|-------|----------|
| Model-A | ✓ |   |   |       |       | 25.14/0.921 |
| Model-F | ✓ | ✓ |   |       | ✓     | 25.31/0.925 |
| Model-G | ✓ | ✓ | ✓ |       | ✓     | 25.35/0.929 |
| Model-H | ✓ | ✓ | ✓ | ✓     | ✓     | 25.43/0.930 |
| Model-I | ✓ | ✓ | ✓ | ✓     | ✓     | 25.59/0.930 |

---

**Figure B.9: The ranking results of the user study. The values on bars represent the percentages of ratings.**
Figure D.10: Qualitative Comparison on Adobe-5K-DPE [Chen et al., 2018].
Figure D.11: Qualitative Comparison on Adobe-5K-DPE [Chen et al., 2018].
Figure D.12: Qualitative Comparison on Adobe-5K-UP [Wang et al., 2019].
| Input  | DeepLPF | CURL |
|--------|---------|------|
| Star   | Ours    | GT   |
|        |         |      |
| 11.9dB/0.497 | 21.2dB/0.817 | 27.0dB/0.949 |
| 26.7dB/0.952 | 31.6dB/0.976 |      |
| 16.2dB/0.540 | 16.5dB/0.697 | 19.4dB/0.871 |
| 18.9dB/0.848 | 21.7dB/0.907 |      |
| 12.9dB/0.755 | 16.2dB/0.855 | 16.8dB/0.874 |
| 22.9dB/0.941 | 25.0dB/0.979 |      |

Figure D.13: Qualitative Comparison on Adobe-5K-UPE [Wang et al., 2019].
| Input | CURL | Star | MIR-Net | Restormer | Ours | GT |
|-------|------|------|---------|-----------|------|----|
| ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) | ![Image](image6) | ![Image](image7) |
| 8.2dB/0.472 | 10.5dB/0.814 | 22.9dB/0.919 | 23.9dB/0.921 | 22.9dB/0.907 | 27.3dB/0.948 |
| ![Image](image8) | ![Image](image9) | ![Image](image10) | ![Image](image11) | ![Image](image12) | ![Image](image13) |
| 8.3dB/0.260 | 10.5dB/0.392 | 22.5dB/0.819 | 19.4dB/0.809 | 22.4dB/0.818 | 22.9dB/0.826 |
| ![Image](image14) | ![Image](image15) | ![Image](image16) | ![Image](image17) | ![Image](image18) | ![Image](image19) |
| 8.7dB/0.239 | 9.8dB/0.264 | 21.1dB/0.793 | 19.6dB/0.824 | 21.1dB/0.795 | 21.8dB/0.800 |

Figure D.14: Qualitative Comparison on LOL-v2 Synthetic [Yang et al., 2021] and LOL-v2 Real [Yang et al., 2021].
Figure D.15: Several in-the-wild visual examples. The first four images are captured by a mobile phone under various dark environments. And the last two examples are from the Internet.