RAMANUJAN SERIES FOR EPSTEIN ZETA FUNCTIONS
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ABSTRACT. In the spirit of Ramanujan, we derive exponentially fast convergent series for Epstein zeta functions $E^{\Gamma_0(N)}(z,s)$ on the Hecke congruence groups $\Gamma_0(N), N \in \mathbb{Z}_{>0}$, where $z$ is an arbitrary point in the upper half-plane $\mathfrak{h}$, and $s \in \mathbb{Z}_{>1}$. These Ramanujan series can be reformulated as integrations of modular forms, in the framework of Eichler integrals. For the particular cases of $E^{\Gamma_0(4)}(i/2,s)$, these Eichler integrals recover part of the recent results reported by Wan and Zucker (arXiv:1410.7081v1).

1. INTRODUCTION AND STATEMENT OF RESULTS

Following Gross and Zagier [10, p. 239, Eq. 2.14], we define the Epstein zeta function on the Hecke congruence groups $\Gamma_0(N):=\{(a, b, c, d) | a, b, c, d \in \mathbb{Z}; ad - bc = 1; c \equiv 0 \pmod{N}\}, N \in \mathbb{Z}_{>1}$ as

$$E^{\Gamma_0(N)}(z,s) := \sum_{\gamma \in \mathfrak{H}\setminus \Gamma_0(N)} \text{Im}(\gamma z)^s, \quad z \in \mathfrak{h}, \text{Re}s > 1. \tag{1.1}$$

The Epstein zeta function crops up in the asymptotic expansion for the corresponding automorphic Green’s function (see [10, p. 240, Eq. 2.19] or [12, p. 39, Eq. 6.5])

$$G_s^{\mathfrak{H}/\Gamma_0(N)}(z_1, z_2) = \frac{4\pi}{1 - 2s} \frac{E^{\Gamma_0(N)}(z_2,s)}{(\text{Im}z_1)^{s-1}} + O(e^{-2\pi\text{Im}z_1})^{s-1}, \quad \text{Res} > 1, \text{Im}z_1 \to +\infty. \tag{1.2}$$

Here, the automorphic Green’s function $G_s^{\mathfrak{H}/\Gamma_0(N)}(z_1, z_2)$ of level $N \in \mathbb{Z}_{>0}$ and weight $2s$ is defined as ([9, p. 207], [10, pp. 238–239] and [8, p. 544])

$$G_s^{\mathfrak{H}/\Gamma_0(N)}(z_1, z_2) := -\sum_{a, b, c, d \in \mathbb{Z}, N|c ; ad - bc = 1} Q_{-1} \left(1 + \frac{|z_1 - \frac{az_2 + b}{cz_2 + d}|^2}{2\text{Im}z_1 \text{Im}\frac{az_2 + b}{cz_2 + d}}\right), \quad z_1 \not\in \Gamma_0(N)z_2, \tag{1.3}$$

where $Q_{-1}$ is the Legendre function of the second kind $Q_{-1}(t) := \int_0^\infty (t + \sqrt{t^2 - 1}\cosh u)^{-1} du, t > 1, \text{Re}v > -1$.

The Epstein zeta function is also known as the real-analytic Eisenstein series. The namesake is best interpreted by the following identity [9, p. 207]:

$$E^{\Gamma_0(1)}(z,s) \equiv E^{SL(2,\mathbb{Z})}(z,s) = \frac{1}{2\zeta(2s)} \sum_{m, n \in \mathbb{Z}, m^2 + n^2 \neq 0} \frac{(\text{Im}z)^s}{mz + n|2s}, \tag{1.4}$$

which is reminiscent of the complex-analytic Eisenstein series $E_k$ of weight $k$:

$$E_k(z) := \frac{1}{2\zeta(k)} \sum_{m, n \in \mathbb{Z}, m^2 + n^2 \neq 0} \frac{1}{(mz + n)^k}, \quad k \in \mathbb{Z}_{>2}. \tag{1.5}$$
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Furthermore, \( E^{\Gamma_0(1)}(z, s) \equiv E^{SL(2, \mathbb{Z})}(z, s) \) is the building block for all the Epstein zeta functions \( E^{\Gamma_0(N)}(z, s) \) of higher levels \( N \in \mathbb{Z}_{>1} \), in that [10, p. 240, Eq. 2.1.16]:

\[
E^{\Gamma_0(N)}(z, s) = \frac{1}{N^s \prod_{p|N} (1 - p^{-2s})} \sum_{d|N} \mu(d) \frac{\partial}{d^s} \frac{Nz}{d^s}, \tag{1.6}
\]

where the product \( \prod_{p|N} \) (resp. the sum \( \sum_{d|N} \)) is taken over prime (resp. positive) divisors of \( N \), and \( \mu(\cdot) \) is the Möbius function satisfying \( \sum_{n=1}^\infty \mu(n)n^{-s} = 1/\zeta(s) \) for \( \text{Re} s > 1 \).

For certain CM points \( z \) (where \( \left[ \mathbb{Q}(z) : \mathbb{Q} \right] = 2 \)), the values for the Epstein zeta function \( E^{\Gamma_0(1)}(z, s) \) are known to be connected to the \( L \)-functions of non-trivial Dirichlet characters [4, 16]. The simplest example is [17, Eq. 2.1.35]

\[
E^{\Gamma_0(1)}(i, s) = \frac{2\zeta(s)L(s, \chi_{-4})}{\zeta(2s)} = \frac{2\zeta(s)}{\zeta(2s)} \sum_{n=0}^\infty \frac{(-1)^n}{(2n+1)^s}, \quad \text{Re} s > 1. \tag{1.7}
\]

Here, \( L(2, \chi_{-4}) \) is equal to Catalan’s constant \( G = \sum_{n=0}^\infty (-1)^n(2n+1)^{-2} \).

Amongst our modest goals in this note is to construct rapidly convergent series representations for the Epstein zeta functions \( E^{\Gamma_0(N)}(z, s) \), \( z \in \mathcal{H}, s \in \mathbb{Z}_{>1} \), drawing inspirations from an entry in Ramanujan’s notebooks. In §4, we prove the results stated in the theorem below.

**Theorem 1.1** (Ramanujan Series for Epstein Zeta Functions). (a) For \( z \in \mathcal{H} \) and \( m \in \mathbb{Z}_{>0} \), we have the following infinite series representation of the Epstein zeta function \( E^{\Gamma_0(1)}(z, m+1) \):

\[
E^{\Gamma_0(1)}(z, m+1) = (\text{Im} z)^m + \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2}) \zeta(2m + 1)}{\Gamma(m + 1) \zeta(2m + 2) (\text{Im} z)^m} \quad \text{Re} \left\{ \frac{\partial}{\partial \text{Im} z} \right\}^{m} \sum_{n=0}^\infty \frac{1}{n^{2m+1} e^{2n\pi z} - 1}. \tag{1.8}
\]

(b) For \( z \in \mathcal{H} \) and \( m \in \mathbb{Z}_{>0} \), we have the following infinite series representation of the Epstein zeta function \( E^{\Gamma_0(4)}(-1/(4z), m+1) \):

\[
E^{\Gamma_0(4)} \left( -\frac{1}{4z}, m+1 \right) = \frac{2^{2m+1} - 1}{2^{2m+2} - 1} \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2}) \zeta(2m + 1)}{2\Gamma(m + 1) \zeta(2m + 2) (4 \text{Im} z)^m} \quad \text{Re} \left\{ \frac{\partial}{\partial \text{Im} z} \right\}^{m} \sum_{n=0}^\infty \frac{1}{(2n+1)^{2m+1} e^{(2n+1)\pi z} - 1}. \tag{1.9}
\]

We devote §4 to integral representations of \( E^{\Gamma_0(4)}(z, s) \) where \( s \in \{2, 3, 4, 5, 7\} \). In the results summarized by the following theorem, the complete elliptic integral \( K \) is defined by \( K(\sqrt{t}) := \int_0^{\pi/2} (1 - t \sin^2 \theta)^{-1/2} \, d\theta \), where \( t \in \mathbb{C} \setminus \{1, +\infty\} \); the modular lambda function \( \lambda(z) := \frac{16\Pi_2(z/2)^{3} [\eta(2z)]^{16}}{[\eta(z)]^{24}}, z \in \mathcal{H} \) is defined via the Dedekind eta function \( \eta(z) = e^{\pi i z/12} \prod_{n=1}^\infty (1 - e^{2\pi inz}), z \in \mathcal{H} \).

**Theorem 1.2** (Some Special Integral Representations for Epstein Zeta Functions). If \( z \in \mathcal{H} \) satisfies the following inequalities:

\[
|\text{Re}(2z + 1)| < 1, \quad \left| 2z + \frac{1}{2} \right| > \frac{1}{2}, \quad \left| 2z + \frac{3}{2} \right| > \frac{1}{2}, \tag{1.10}
\]

then we have the following integral representations of \( E^{\Gamma_0(4)}(-1/(4z), s), s \in \{2, 3, 4, 5, 7\} \):

\[
E^{\Gamma_0(4)} \left( -\frac{1}{4z}, 2 \right) = -\frac{21\zeta(3)}{8\pi^3 \text{Im} z} \quad \text{Re} \int_0^{\lambda(2z+1)} \frac{3(K(\sqrt{t}))^2}{4\pi^3 \text{Im} z} \left| \frac{K(\sqrt{1-t})}{K(\sqrt{t})} - 2z - 1 \right| \left| \frac{iK(\sqrt{1-t})}{K(\sqrt{t})} - 2z - 1 \right| \, dt. \tag{1.11}
\]
where all the integration paths are straight-line segments joining the end points.

The formulae in Theorem 1.2 for non-holomorphic Eisenstein series provide an alternative perspective to some integral identities recently reported by Wan and Zucker [13, §3] for $E^{Γ_0(4)}(i/2, s)$ with unrestricted values of $s$, in the setting of holomorphic Eisenstein series. Our derivations in this note are based solely on symmetry considerations, without invoking the use of Jacobi theta functions as in the work of Wan and Zucker.

2. Ramanujan Series for $E^{Γ_0(1)}(z, s)$

We recall that the Epstein zeta function $E^{Γ_0(1)}(z, s)$ has the following asymptotic expansion [10, p. 240, Eq. 2.17]

$$E^{Γ_0(1)}(z, s) = (\text{Im } z)^s + \frac{\sqrt{π} \Gamma(s - \frac{1}{2}) \zeta(2s - 1)}{\Gamma(s)} \frac{1}{(\text{Im } z)^s-1} + O(e^{-2\pi s^0} \text{Im } z).$$

(2.1)

In the next lemma, we show that the aforementioned asymptotic behavior, together with a couple of analytic qualifications, uniquely characterize the Epstein zeta function. As in [17, Lemma 2.0.1], we denote the (negative semi-definite) Laplace operator on $\mathcal{H}$ as

$$\Delta^\mathsf{H} = (\text{Im } z)^2 \left[ \frac{\partial^2}{\partial (\text{Re } z)^2} + \frac{\partial^2}{\partial (\text{Im } z)^2} \right].$$

(2.2)

Lemma 2.1 (Uniqueness of Epstein Zeta Function). Suppose that Re $s$ > 1. If a smooth function $F : \mathcal{H} \to \mathbb{R}$ has the following properties:

(EZF1) (Symmetry) $F(z) = F(\overline{z} + 1) = F(-1/z), \forall z \in \mathcal{H},$

(EZF2) (Differential Equation) $\Delta^\mathsf{H} F(z) = s(s-1)F(z), \forall z \in \mathcal{H},$

(EZF3) (Asymptotic Behavior) $F(iy) = y^s + o(y^s), \mathbb{R} \ni y \to +\infty,$

then $F(z) = E^{Γ_0(1)}(z, s).$
Proof: With the periodicity $F(z) = F(z + 1)$ in (EZF1) and the differential equation in (EZF2) we have a Fourier expansion:

$$F(z) = A(\text{Im} z)^s + \frac{B}{(\text{Im} z)^{s-1}} + \sum_{n \in \mathbb{Z} \setminus \{0\}} \sqrt{\text{Im} z} K_{s-\frac{1}{2}}(2\pi|n| \text{Im} z)e^{2\pi i n \text{Re} z} c_n \quad (2.3)$$

for some constants $A, B$ and $(c_n|n \in \mathbb{Z}, n \neq 0)$, where [14, §6.15]

$$K_v(y) = \frac{\sqrt{\pi}(y/2)^v}{\Gamma(v + \frac{1}{2})} \int_0^\infty e^{-y \cosh u}(\sinh u)^{2v} \, du \quad (2.4)$$

is the $K$-Bessel function. Once a smooth and real-valued function $F(z), z \in \mathcal{S}$ satisfies all the conditions in (EZF1)-(EZF3) we see from Eq. 2.3 that $F(z) - E_{\Gamma_0(1)}(z, s)$ defines a bounded function on the orbit space $\Gamma_0(1) \setminus \mathcal{S}$, and it is annihilated by the operator $\Delta^0_s - s(s-1)$. Now that $\text{Re} s > 1$, the number $s(s-1)$ cannot be an eigenvalue of the Laplacian $\Delta^0_s$, so we must have a vanishing identity $F(z) - E_{\Gamma_0(1)}(z, s) \equiv 0$.

The formula we proposed in Eq. 1.8 is closely related to a well-known entry [5, p. 276] from Ramanujan’s second notebook, which we recapitulate in the lemma below.

**Lemma 2.2** (Ramanujan’s Reflection Formula). For $z \in \mathcal{S}, m \in \mathbb{Z}_{>0}$, we have the following identity:

$$\frac{1}{(z/i)^m} \sum_{n=1}^\infty \frac{1}{n^{2m+1}} e^{2\pi n^2 z} \frac{(-z/i)^m}{1 - (-z/i)^m} = \frac{\zeta(2m+2)}{2\pi} \left[ \frac{1}{(z/i)^m} + (-z/i)^m \right] - \frac{\zeta(2m+1)}{2} \left[ \frac{1}{(z/i)^m} - (-z/i)^m \right] + \frac{1}{\pi} \sum_{k=0}^{m-1} \frac{\zeta(2k+2)\zeta(2m-2k)}{(-1)^k (z/i)^{m-2k-1}}. \quad (2.5)$$

Proof. We follow the standard procedures in Grosswald’s lemma [11, §4], starting from a Mellin inversion formula [3, p. 312, §6.3, Eq. 7]:

$$\frac{1}{e^{2\pi n y} - 1} = \frac{1}{2\pi i} \int_{\frac{3}{2} - i\infty}^{\frac{3}{2} + i\infty} \Gamma(s) \zeta(s) \frac{ds}{(2\pi n y)^s}, \quad y > 0. \quad (2.6)$$

Clearly, we have

$$\sum_{n=0}^\infty \frac{1}{n^{2m+1}} e^{2\pi n^2 y} \frac{1}{1 - e^{2\pi n^2 y}} = \frac{1}{2\pi i} \int_{\frac{3}{2} - i\infty}^{\frac{3}{2} + i\infty} \frac{R_m(s) \, ds}{y^s}, \quad y > 0, \quad (2.7)$$

where the expression

$$R_m(s) = \frac{\Gamma(s) \zeta(s) \zeta(s+2m+1)}{(2\pi)^s} = \frac{\zeta(1-s)\zeta(s+2m+1)}{2\sin\left(\frac{\pi(1-s)}{2}\right)} \quad (2.8)$$

satisfies a functional equation $R_m(s-2m) = R_m(-s) \cos\frac{\pi s}{2} \sec\frac{2m\pi - \pi s}{2}$. This reduces to a reflection formula $R_m(s-2m) = (-1)^m R_m(-s)$ for $m \in \mathbb{Z}_{>1}$.

Picking up residues of $R_m(s)$ at $s = 1, 0$ and $s = -2k - 1$ for $k \in \mathbb{Z} \cap [0, m-1]$, we have

$$\frac{1}{2\pi i} \int_{\frac{3}{2} - i\infty}^{\frac{3}{2} + i\infty} \frac{R_m(s) \, ds}{y^{s+m}} = \frac{1}{2\pi i} \int_{\frac{3}{2} - i\infty}^{\frac{3}{2} + i\infty} \frac{R_m(s-2m) \, ds}{y^{s-m}} + \frac{\zeta(2m+2)}{2\pi y^{m+1}} - \frac{\zeta(2m+1)}{2 y^m} + \frac{1}{\pi} \sum_{k=0}^{m-1} \frac{\zeta(2k+2)\zeta(2m-2k)}{(-1)^k y^{m-2k-1}}, \quad y > 0, m \in \mathbb{Z}_{>1}. \quad (2.9)$$
However, by the reflection formula \( R_m(s-2m) = (-1)^m R_m(-s) \) for \( m \in \mathbb{Z}_{>1} \), we obtain

\[
\frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{R_m(s-2m) ds}{y^{s-m}} = \frac{(-y)^m}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{R_m(-s) ds}{y^s} = \frac{(-y)^m}{2\pi i} \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} \frac{R_m(s) ds}{(1/y)^s} = \frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{R_m(s) ds}{y^{s+1}} + \frac{(-y)^m \zeta(2m+1)}{2} - \frac{(-y)^m \zeta(2m+2)}{2\pi y}. \tag{2.10}
\]

This proves Eq. (2.5) for \( z/i > 0 \), and the rest follows from analytic continuation.

With the preparations above, we can proceed with a proof of Eq. (1.8).

**Proof of Theorem 1.8** We denote the real-valued function on the right-hand side of Eq. (1.8) by \( F(z) \). The translational invariance \( F(z) = F(z + 1) \) in (EZF1) is easy to check, while the relation \( F(z) = F(-1/z) \) in (EZF1) requires more efforts, occupying three paragraphs to follow.

Firstly, we verify that \( F(iy) = F(i/y) \) for \( y > 0 \). Towards this end, we enlist the help of Eq. (2.7) to compute

\[
-\frac{\pi}{(2\pi)^{n-1}} \frac{1}{\Gamma(m+1)} \frac{\zeta(2m+2)}{y^{s+1}} \sum_{n=0}^{\infty} \frac{1}{n!} \frac{1}{e^{2\pi ny} - 1} = \frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{\rho_m(s) ds}{y^{s+1}}, \tag{2.11}
\]

where the function

\[
\rho_m(s) := \frac{2\pi \Gamma \left( \frac{s+1}{2} + m \right) R_m(s)}{\Gamma \left( \frac{s+1}{2} \right) \Gamma(m+1) \zeta(2m+2)} = \frac{\Gamma \left( \frac{s}{2} \right) \zeta(s) \Gamma \left( \frac{s+1}{2} + m \right) \zeta(s+2m+1)}{\pi^{s+1} \Gamma(m+1) \zeta(2m+2)} \tag{2.12}
\]

satisfies a reflection formula \( \rho_m(s-2m) = \rho_m(-s) \) for arbitrary \( m \). Unlike the function \( R_m(s) \), the only singularities for \( \rho_m(s) \) are two simple poles at \( s = 0, 1 \). This is because in the expression for \( \rho_m(s) \), the simple poles of the Euler gamma function at negative integers are cancelled out by the trivial zeros of the Riemann zeta function at negative even numbers. By residue calculus, we can deduce

\[
\frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{\rho_m(s) ds}{y^{s+1}} = \frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{\rho_m(s-2m) ds}{y^{s-m}} + \frac{1}{y^{m+1}} - \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2}) \zeta(2m+1) 1}{\Gamma(m+1) \zeta(2m+2) y^m} = \frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{\rho_m(s) ds}{y^{s+1}} + \frac{1}{y^{m+1}} - \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2}) \zeta(2m+1) 1}{\Gamma(m+1) \zeta(2m+2) y^m} = \frac{1}{2\pi i} \int_{\frac{3}{2}-i\infty}^{\frac{3}{2}+i\infty} \frac{\rho_m(s) ds}{y^{s+1}} + \frac{1}{y^{m+1}} - \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2}) \zeta(2m+1) 1}{\Gamma(m+1) \zeta(2m+2) y^m}, \tag{2.13}
\]

which is the claimed symmetry \( F(iy) = F(i/y), \forall y > 0 \).

Secondly, we show that

\[
\left. \frac{\partial^n}{\partial (\text{Re} z)^n} \right|_{\text{Re} z = 0} \left[ F(z) - F \left( -\frac{1}{z} \right) \right] = 0, \quad \text{Im} z > 0, n \in \mathbb{Z}_{>0}. \tag{2.14}
\]

Since the function \( F(z) \) obviously satisfies \( F(z) = F(-\overline{z}) \), the equation above is evident when \( n \) is a positive odd integer. For positive even integers \( n = 2\ell \in 2\mathbb{Z}_{>0} \), we can build

\[
\left. \frac{\partial^{2\ell}}{\partial (\text{Re} z)^{2\ell}} \right|_{\text{Re} z = 0} \left[ F(z) - F \left( -\frac{1}{z} \right) \right] = 0, \quad \text{Im} z > 0 \tag{2.14(2\ell)}
\]

inductively on the property (EZF2). Concretely speaking, as we have

\[
[\Delta_z^5 - m(m+1)] \left( \text{Im} z \right)^m \frac{\partial}{\partial \text{Im} z} \frac{1}{\text{Im} z}^m \text{Re} h(z) = 0 \tag{2.15}
\]
for any holomorphic function \( h(z), z \in \mathcal{H} \), we can confirm the differential equation \([\Delta^k - m(m + 1)]F(z) = 0, z \in \mathcal{H}\). By the invariance property of the Laplace operator \( \Delta^k \), one can also show that \([\Delta^k - m(m + 1)]F(-1/z) = 0, z \in \mathcal{H}\). For any positive integer \( k \), we can decompose the left-hand side of the following equation:

\[
[\Delta^k - m(m + 1)]^k \left[ F(z) - F \left( -\frac{1}{z} \right) \right] = 0, \quad \text{Re} \, z = 0, \text{Im} \, z > 0, \tag{2.16}
\]

so as to show that the truthfulness of Eq. 2.14(2k) hinges on that of Eq. 2.14(2l) for \( \ell \in \mathbb{Z} \cap [0, k) \). (We count \( F(iy) = F(iy), \forall y > 0 \) as the case of Eq. 2.14(0).) This completes the verification of Eq. 2.14 for all \( n \in \mathbb{Z}_{>0} \).

Thirdly, we point out that the function \( F(z) - F(-1/z) \), which is annihilated by the differential operator \( \Delta^k - m(m + 1) \), admits a convergent power series in an open neighborhood of \( z = i \). With the information input from the last two paragraphs, we see that \( F(z) - F(-1/z) = 0 \) holds in a certain open neighborhood of the point \( z = i \). By the principle of unique continuation \([6, p. 262]\), the function \( F(z) - F(-1/z) \) must vanish identically for all \( z \in \mathcal{H} \).

Finally, the asymptotic behavior \( F(iy) = y^s + o(y^s) \) in \([EZF3]\) is evident from the right-hand side of Eq. 1.8, which concludes the proof. □

**Remark** Indeed, the Ramanujan series for \( E^{(1)}_{\tau(0)}(m + 1) \) (Eq. 1.8) is equivalent to the \( s = m + 1 \) case in the following standard Fourier expansion (see \([12, p. 65, Proposition \, 8.6]\) and \([9, p. 207]\)):

\[
E^{(1)}_{\tau(0)}(s) = (\text{Im} \, z)^s + \frac{\sqrt{\pi} \Gamma \left( s - \frac{1}{2} \right) \zeta(2s - 1)}{\Gamma(s) \zeta(2s)} \frac{1}{(\text{Im} \, z)^{s-1}} + \frac{2\pi^s}{\Gamma(s)\zeta(2s)} \sum_{n \in \mathbb{Z}_{>0}} \left| n \right|^{s-\frac{1}{2}} \sigma_{1-2s}(n) \sqrt{\text{Im} \, z} K_{s-\frac{1}{2}}(2\pi|n|\text{Im} \, z)e^{2\pi i \text{Re} \, z}, \tag{2.17}
\]

where \( \sigma_v(n) = \sum_{d|n} d^v \). The equivalence can be seen from a rearrangement of the series \([1, p. 277, Entry \, 12.3.9]\)

\[
\sum_{n=1}^{\infty} \frac{1}{n^{2m+1} \pi^{2m+1}} = \sum_{n=1}^{\infty} \frac{1}{n^{2m+1}} e^{-2\ell n \pi y} = \sum_{n=1}^{\infty} \sigma_{-2m-1}(n) e^{-2n \pi y} \tag{2.18}
\]

and the recursion relation between contiguous \( K \)-Bessel functions. It is perhaps worth noting that our demonstration of Eq. 1.8 exploits only symmetry, and involves no explicit computations for the Fourier coefficients using Hejhal’s double-coset decomposition \([12, p. 65, Proposition \, 8.6]\).

It is not hard to extend our method in proving Eq. 2.17 for \( s = m + 1 \in \mathbb{Z}_{>1} \) to generic \( s \). We omit the details. □

**Remark** Special cases of Eq. 1.8 lead to some interesting evaluations of infinite series. The simplest example among them might be

\[
\sum_{n=1}^{\infty} \frac{1}{n^2 \sinh^2(n \pi)} = \frac{2G}{3} - \frac{11\pi^2}{180}. \tag{2.19}
\]

To prove Eq. 2.19, one uses Eq. 1.8 to spell out

\[
\frac{30G}{\pi^2} = E^{(1)}_{\tau(0)}(i, 2) = 1 + \frac{45\zeta(3)}{\pi^3} + \frac{90}{\pi^3} \sum_{n=1}^{\infty} \frac{1}{n^3} e^{2n \pi} - 1 + \frac{45}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2 \sinh^2(n \pi)}, \tag{2.20}
\]

and eliminates from the equation above the following identity:

\[
\sum_{n=1}^{\infty} \frac{1}{n^3 \pi^2 e^{2n \pi} - 1} = \frac{7\pi^3}{360} - \frac{\zeta(3)}{2}, \tag{2.21}
\]

which arises from a special case \((m = 1, z = i)\) of Eq. 2.5. □
3. RAMANUJAN SERIES FOR $E_{\Gamma_0(4)}(z,s)$

From Eq. [1.6] we know that $E_{\Gamma_0(1)}(\cdot,s)$ determines all the Epstein zeta functions $E_{\Gamma_0(N)}(\cdot,s)$ on Hecke congruence groups $\Gamma_0(N), N \in \mathbb{Z}_{>0}$. In the next lemma, we show that the function $E_{\Gamma_0(4)}(\cdot,s), \text{Re} s > 1$ also encodes the complete information for all the Epstein zeta functions $E_{\Gamma_0(N)}(\cdot,s), N \in \mathbb{Z}_{>0}, \text{Re} s > 1$.

**Lemma 3.1** (Some Addition Formulae for Epstein Zeta Functions). For $\text{Re} s > 1$ and $z \in \mathbb{H}$, we have the following algebraic relations among Epstein zeta functions:

\[
E_{\Gamma_0(4)}(z,s) = E_{\Gamma_0(4)} \left( z + \frac{1}{2}, s \right),
\]

\[
E_{\Gamma_0(2)}(z,s) = 2^s E_{\Gamma_0(4)} \left( \frac{z}{2}, s \right) = 2^{s-1} \left[ E_{\Gamma_0(4)}(z,s) + E_{\Gamma_0(4)} \left( -\frac{1}{2(2z+1)}, s \right) \right],
\]

\[
E_{\Gamma_0(1)}(z,s) = 2^s \left[ E_{\Gamma_0(4)} \left( \frac{z}{2}, s \right) + 2E_{\Gamma_0(4)} \left( -\frac{1}{4z}, s \right) \right],
\]

\[
E_{\Gamma_0(2)}(z,s) = \frac{1}{2^s-2^{s-2}} \left[ E_{\Gamma_0(1)}(2z,s) - \frac{E_{\Gamma_0(1)}(z,s)}{2^s} \right],
\]

\[
E_{\Gamma_0(4)}(z,s) = \frac{2^{-s}}{2^s-2^{s-2}} \left[ E_{\Gamma_0(1)}(4z,s) - \frac{E_{\Gamma_0(1)}(2z,s)}{2^s} \right].
\]

We accordingly have the following asymptotic expansions near the cusps of $\Gamma_0(4) \setminus \mathbb{H}^*$:

\[
E_{\Gamma_0(4)}(z,s) = (\text{Im} z)^s + O \left( \frac{1}{(\text{Im} z)^{s-1}} \right), \quad z \to i\infty,
\]

\[
E_{\Gamma_0(4)}(z,s) = \frac{2^{s-1} - 2^{s-2} \sqrt{\pi g(2s-1)}(2s-1)}{2^s - 2^{s-2}} (\text{Im} z)^{s-1} + O(e^{-\frac{\pi}{4\text{Im} z^2}}), \quad z \to i0^+ \text{ or } \frac{1}{2} + i0^+.
\]

**Proof.** One can verify the relation

\[
G_s^{\delta_{\Gamma_0(4)}}(z,z') = G_s^{\delta_{\Gamma_0(4)}} \left( z + \frac{1}{2}, z' + \frac{1}{2} \right)
\]

from the fact that $\left( \begin{array}{cc} 1 & 1/2 \\ 0 & 1 \end{array} \right): z \rightarrow z + \frac{1}{2}$ normalizes the Hecke congruence group $\Gamma_0(4)$:

\[
\left( \begin{array}{cc} 1 & \frac{1}{2} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \left( \begin{array}{cc} 1 & \frac{1}{2} \\ 0 & 1 \end{array} \right) = \left( \begin{array}{cc} a + 2c & b + c + \frac{d-a}{2} \\ 4c & d - 2c \end{array} \right).
\]

Thus, Eq. [3.1] follows from asymptotic analysis on Eq. [3.8].

From the following addition formula for automorphic Green’s functions [17, Eq. 2.2.7]

\[
G_s^{\delta_{\Gamma_0(2)}}(z,z') = G_s^{\delta_{\Gamma_0(4)}} \left( \frac{z}{2}, \frac{z'}{2} \right) + G_s^{\delta_{\Gamma_0(4)}} \left( \frac{z + 1}{2}, \frac{z'}{2} \right),
\]

one can deduce the corresponding addition formula for Epstein zeta functions:

\[
E_{\Gamma_0(2)}(z,s) = \frac{1-2^s}{4\pi} \lim_{\text{Im} z' \to +\infty} (\text{Im} z')^{s-1} G_2^{\delta_{\Gamma_0(2)}}(z,z')
\]

\[
= \frac{1-2^s}{4\pi} 2^{s-1} \lim_{\text{Im} z' \to +\infty} (\text{Im} z')^{s-1} \left[ G_2^{\delta_{\Gamma_0(4)}} \left( \frac{z}{2}, \frac{z'}{2} \right) + G_2^{\delta_{\Gamma_0(4)}} \left( \frac{z + 1}{2}, \frac{z'}{2} \right) \right]
\]

\[
= 2^{s-1} \left[ E_{\Gamma_0(4)} \left( \frac{z}{2}, s \right) + E_{\Gamma_0(4)} \left( \frac{z + 1}{2}, s \right) \right] = 2^s E_{\Gamma_0(4)} \left( \frac{z}{2}, s \right),
\]

which forms the first equality in Eq. [3.2]. Similarly, the limit behavior of another addition formula [17, Eq. 2.2.8]

\[
G_s^{\delta_{\Gamma_0(2)}}(z,z') = G_s^{\delta_{\Gamma_0(4)}} \left( z + \frac{1}{2}, z' + \frac{1}{2} \right) + G_s^{\delta_{\Gamma_0(4)}} \left( -\frac{1}{2(2z+1)}, z' + \frac{1}{2} \right)
\]
brings us to the second equality in Eq. 3.2.

We can reformulate [17, Eq. 2.2.6] into the following form:

\[
G_s \delta \gamma_{\mathcal{PSL}(2, \mathbb{Z})}(z, z') = \left[ G_s \delta \gamma_{\mathcal{T}_0(4)} \left( \frac{z}{2}, \frac{z'}{2} \right) + G_s \delta \gamma_{\mathcal{T}_0(4)} \left( \frac{z + 1}{2}, \frac{z'}{2} \right) \right] + \left[ G_s \delta \gamma_{\mathcal{T}_0(4)} \left( -\frac{1}{2z}, \frac{z'}{2} \right) + G_s \delta \gamma_{\mathcal{T}_0(4)} \left( -\frac{1}{2z} + \frac{1}{2}, \frac{z'}{2} \right) \right]
\]

which leads us to

\[
2^{-s} E^f_{\mathcal{T}_0}(1)(z, s) = E^f_{\mathcal{T}_0}(4) \left( \frac{z}{2}, s \right) + E^f_{\mathcal{T}_0}(4) \left( -\frac{1}{2z}, s \right) + E^f_{\mathcal{T}_0}(4) \left( -\frac{1}{2z} + \frac{1}{2}, s \right).
\]

(3.13)

As we combine the last two addends using Eq. 3.2, we see that Eq. 3.3 is true.

The identities in Eqs. 3.4 and 3.5 follow immediately from Eq. 1.6. Comparing Eqs. 3.4 and 3.5, we also recover the first equality in Eq. 3.2.

As we have the limit behavior of \( E^f_{\mathcal{T}_0}(1)(z, s) \) (Eq. 2.1) and \( \sum_{d \mid N} \mu(d)d^{-2s} = \prod_{p \mid N}(1-p^{-2s}) \), the asymptotic expansion \( E^f_{\mathcal{T}_0}(N)(z, s) = (\Im z)^s + O((\Im z)^{1-s}) \), \( z \to i \infty \) is true for all \( N \in \mathbb{Z} > 0 \) [10, p. 240].

As \( z \to i^0 \), we can use the \( SL(2, \mathbb{Z}) \)-invariance of \( E^f_{\mathcal{T}_0}(1)(z, s) \) to argue that

\[
E^f_{\mathcal{T}_0}(4)(z, s) = \frac{2^{-s}}{2^s - 2^{-s}} \left[ E^f_{\mathcal{T}_0}(1) \left( -\frac{1}{4z}, s \right) - \frac{1}{2^s} E^f_{\mathcal{T}_0}(1) \left( -\frac{1}{2z}, s \right) \right] = \frac{2^{-s}}{2^s - 2^{-s}} \frac{2\pi i}{\Gamma(s)} \zeta(2s - 1) \left( \frac{1}{\Gamma(\frac{1}{2} - s)} \right)^{s-1} - \frac{1}{2^s \Gamma(\frac{1}{2} - s)} \right) + O(e^{-\frac{2\pi m}{\Im z}}),
\]

(3.15)

thereby confirming Eq. 3.7.

\[ \Box \]

\textbf{Lemma 3.2 (A Reflection Formula of Ramanujan Type).} For \( z \in \mathbb{H}, m \in \mathbb{Z} > 0 \), we have the following identity:

\[
\frac{1}{(2z/i)^m} \sum_{n=0}^{\infty} \frac{1}{(2n+1)^{2m+1}} e^{(2n+1)\pi z} + 1 = \left( -2z/i \right)^m \sum_{n=0}^{\infty} \frac{1}{(2n+1)^{2m+1}} e^{(2n+1)\pi z} + 1
\]

\[
= 1 - 2^{-2m-1} \frac{\zeta(2m+1)}{2} \left( \frac{1}{(2z/i)^m} \right) - (-2z/i)^m + \frac{2^{-1}}{\pi} \sum_{k=0}^{m-1} \frac{\zeta(2k+2)(2m-2k)(2^{-2k-1})(1-2^{2k-2m})}{(-1)^k(2z/i)^m}.
\]

(3.16)

\textbf{Proof:} We use the Mellin transform and contour deformation, as in the proof of Eq. 2.5.

Without loss of generality, we momentarily restrict our analysis to the case where \( z/i > 0 \), and use the following Mellin inversion formula [3, p. 312, §6.3, Eq. 6]:

\[
\frac{1}{e^{(2n+1)\pi y} + 1} = \frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \Gamma(s) \zeta(s)(1-2^{-s}) ds, \quad y > 0,
\]

(3.17)

which results in

\[
\frac{1}{y^m} \sum_{n=0}^{\infty} \frac{1}{(2n+1)^{2m+1}} e^{(2n+1)\pi y} + 1 = \frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{r_m(s)}{y^{s+m}} ds, \quad y > 0,
\]

where \( r_m(s) = \frac{\Gamma(s)\zeta(s)\zeta(s+2m+1)(1-2^{-s})(1-2^{-1-2m-s})}{\pi^s} \).

(3.18)

We note that the expression \( r_m(-s) = \cos(m\pi) + \sin(m\pi)\tan\frac{\pi}{2} \) satisfies a functional equation \( r_m(-s) = [\cos(m\pi) + \sin(m\pi)\tan\frac{\pi}{2}] r_m(s-2m) \), which reduces to a reflection
formula \( r_m(-s) = (-1)^m r_m(s - 2m) \) for \( m \in \mathbb{Z}_{>0} \). By residue calculus, we have

\[
\frac{1}{2\pi i} \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} r_m(s) \frac{ds}{s^{m+1}} = \frac{1}{2\pi i} \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} r_m(s-2m) \frac{ds}{s^{m+1}} + \frac{1 - 2^{-2m-1} \zeta(2m+1)}{2} y^m + \frac{2^{m-1} \zeta(2k+2) \zeta(2m-2k)(2-2k-2) (1-2^{2k-2})}{(-1)^k y^{m-2k-1}} \]

(3.19)

and

\[
\frac{1}{2\pi i} \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} r_m(s-2m) \frac{ds}{s^{m+1}} = (-y)^m \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} r_m(s) \frac{ds}{s} = (-y)^m \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} \frac{r_m(s) ds}{(1/y)^s} = (-y)^m \frac{1 - 2^{-2m-1}}{2} \zeta(2m+1). \]

(3.20)

This proves Eq. 3.16 for \( z > 0 \), and the generic case hinges on analytic continuation. 

We can now move on to the justification of Eq. 1.9

**Proof of Theorem 1.9(b)** First, we point out a variation on Lemma 2.1 which uniquely characterizes the function \( \Phi(z) = E^{(1)}(z, s) \) as a smooth mapping from \( \mathbb{H} \) to \( \mathbb{R} \) satisfying the properties below:

- **(EZF1) (Symmetry)** \( \Phi(z) = \Phi((2z + 1)/2) = \Phi(-(2z + 1)/(8z + 2)), \forall z \in \mathbb{H} \),
- **(EZF2) (Differential Equation)** \( \Delta_{\frac{1}{2}}^2 \Phi(z) = s(s - 1)\Phi(z), \forall z \in \mathbb{H} \),
- **(EZF3) (Asymptotic Behavior)** \( \Phi(iy) = y^s + o(y^s), \Re y \to +\infty; \Phi(iy) = O(1), \Re \exists y \to 0^+ \).

Here, in writing the conditions in [EZF1], we have effectively tested \( \Gamma_0(2) \)-invariance of the function \( E^{(1)}(z, s) = 2^{-s} E^{(1)}(2z, s) \) (Eq. 3.2) on the two generators \( \hat{T} = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right) \) and \( \hat{V}_1 = \left( \begin{smallmatrix} 1 & 1 \\ -2 & 1 \end{smallmatrix} \right) \) [2, Theorem 4.3] for the projective Hecke congruence group \( \Gamma_0(2) \).

As we abbreviate our proposed identity Eq. 1.9 into the form \( E^{(1)}_{\Gamma_0(4)}(-1/(4z), m + 1) = \Psi(2z + 1) \), we see that \( (\text{EZF1}) \) is equivalent to the condition \( \Psi(2z + 1) = \Psi(2z - 1) = \Psi(-1/(2z + 1)) \). Meanwhile, the condition [EZF3] is obviously satisfied by our proposed formula, and the right-hand side of Eq. 1.9 goes to zero as \( z \to i\infty \). Thus, it remains to check \( \Psi(2i y + 1) = (4y)^{-m-1} + o(y^{-m-1}), \Re \exists y \to 0^+ \) before we can verify [EZF3].

In this paragraph, we check [EZF1] in the form of \( \Psi(2z + 1) = \Psi(2z - 1) = \Psi(-1/(2z + 1)) \). The condition \( \Psi(2z + 1) = \Psi(2z - 1) \) follows directly from the periodicity of the exponential function. To establish the inversion symmetry \( \Psi(2z + 1) = \Psi(-1/(2z + 1)) \), it would suffice to verify \( \Psi(iy) = \Psi(iy), \forall y > 0 \) (cf. the proof of Eq. 1.8). When \( 2z + 1 = iy \) with \( y > 0 \), we can deduce

\[
\pi(\text{Im } z)^m \frac{(-2)^{m-1}(2^{2m+2}-1) \Gamma(m+1) \zeta(2m+2)}{(2^{2m+2}-1) \Gamma(m+1) \zeta(2m+2)} \left( \frac{\partial}{\partial \text{Im } z} \frac{1}{\text{Im } z} \right)^m \Re \sum_{n=0}^{\infty} \frac{1}{(2n+1)^{2m+1}} e^{(2n+1)\pi i y} + 1 = \frac{2\pi y^m}{(-1)^m(2^{2m+2}-1) \Gamma(m+1) \zeta(2m+2)} \left( \frac{\partial}{\partial y} \frac{1}{y} \right)^m \sum_{n=0}^{\infty} \frac{1}{(2n+1)^{2m+1}} e^{(2n+1)\pi y} + 1.
\]

\[
= \frac{1}{2\pi i} \int_{\frac{1}{2}-i\infty}^{\frac{1}{2}+i\infty} \varrho_m(s) \frac{ds}{s^{m+1}},
\]

(3.21)

where

\[
\varrho_m(s) := -\frac{2^{m+1} \pi \Gamma\left(\frac{s+1}{2} + m\right) r_m(s)}{(2^{2m+2}-1) \Gamma\left(\frac{s+1}{2}ight) \Gamma(m+1) \zeta(2m+2)} = -\frac{2^{m+1} \pi (2^{s-1}-1)(1-2^{-1-2m-s}) \Gamma\left(\frac{s}{2}\right) \zeta(s) \Gamma\left(\frac{s+1}{2} + m\right) \zeta(s+2m+1)}{\pi^{s+1} \Gamma(m+1) \zeta(2m+2)}
\]

(3.22)
satisfies a reflection formula \( \varrho_m(s - 2m) = \varrho_m(-s) \) for whatever \( m \in \mathbb{C} \). The only singularity of \( \varrho_m(s) \) is a simple pole at \( s = 0 \). Thus, by contour deformation and residue calculus, we arrive at

\[
\frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \varrho_m(s) \, ds = \frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \varrho_m(s - 2m) \, ds = \frac{2^{2m+1}}{2^{2m+2} - 1} \frac{\sqrt{\pi} \Gamma(\frac{m+\frac{1}{2}}{2})}{\Gamma(m+1)} \frac{1}{\varrho_m(2m+2)(2y)^m} \]

for all \( y > 0 \). Therefore, we have \( \Psi(iy) = \Psi(iy), \forall y > 0 \), as claimed.

We now wrap up our proof with the confirmation of \( \Psi(2iy + 1) = (4y)^{m-1} + o(y^{-m-1}), \Re y \to 0^+ \). We may compute

\[
\Psi(2iy + 1) = \frac{2^{2m+1} - 1}{2^{2m+2} - 1} \frac{\sqrt{\pi} \Gamma(\frac{m+\frac{1}{2}}{2})}{\Gamma(m+1)} \frac{1}{\varrho_m(2m+2)(4y)^m} \]

where \( \varrho_m(s) \) was defined in Eq. 2.12. Here, in the last step of Eq. 3.24, we have collected residues at \( \alpha = 1 \) and \( \alpha = 0 \). The remaining integral over the vertical line \( \Re s = -1/2 \) clearly contributes \( o(y^{-m-1}) \) to \( \Psi(iy + 1) \), as desired. This completes our verification of the qualifications in \((\text{EZF1}') - (\text{EZF3}')\), so the right-hand side of Eq. 1.9 is indeed a valid representation of \( E_f^{(4)}(-1/(4z), m + 1) \) for any \( z \in \mathbb{H} \) and \( m \in \mathbb{Z}_{>0} \).

**Remark** An analog of Eq. 2.19 is the following evaluation:

\[
\sum_{n=0}^{\infty} \frac{1}{(2n+1)^2 \cosh^2 \frac{(2n+1)\pi}{2}} = \frac{\pi^2}{16} - \frac{G}{2}.
\]  

(3.25)

Such an identity originates from a special case of Eq. 3.4:

\[
E_f^{(2)} \left( \frac{1+i}{2}, s \right) = \frac{1}{2^s} \frac{E_f^{(1)}(1+i,s)}{2^s - 2^{-s}} = \frac{E_f^{(1)}(1+i,s)}{2^s}.
\]

We leave the rest of the details (series expansion of \( E_f^{(2)}((1+i)/2, 2) \), back reference to Eq. 3.16 etc.) to our readers.

### 4. Some Integral Formulations for Ramanujan Series

Before we proceed, let us first recollect some facts about the modular lambda function \( \lambda(z), z \in \mathbb{H} \) and the complete elliptic integral \( K(\sqrt{\gamma}), t \in \mathbb{C} \setminus [1, +\infty) \).

We define the \( \Lambda \)-group as \( \Lambda := \{ (2a+1, 2b, 2d+1) | a, b, c, d \in \mathbb{Z}, (2a+1)(2d+1) - 4bc = 1 \} \). It characterizes the symmetry of the modular lambda function: we have \( \lambda(\gamma z) := \lambda \left( \frac{(az+b)(cz+d)}{cz+d} \right) = \lambda(z) \) for any \( \gamma = (a b c d) \in \Lambda \). Let

\[
\text{Int} \mathcal{D}_\Lambda = \left\{ z \in \mathbb{H} \middle| |\Re z| < 1, \left| z + \frac{1}{2} \right| > \frac{1}{2}, \left| z - \frac{1}{2} \right| > \frac{1}{2} \right\}
\]

(4.1)
be the interior of the fundamental domain for the \( \Lambda \)-group, then \( z \mapsto \lambda(z) \) induces a bijective map from \( \text{Int} \, \mathcal{D}_\Lambda \) to \((\mathbb{C} \setminus \mathbb{R}) \cup (0, 1)\), and we have

\[
z = \frac{iK(\sqrt{1-\Lambda(z)})}{K(\sqrt{\Lambda(z)})}, \quad z \in \text{Int} \, \mathcal{D}_\Lambda.
\] (4.2)

The equation above entails the following relation

\[
\lambda \left( -\frac{1}{2z + 1} \right) = 1 - \lambda(2z + 1)
\] (4.3)

when \( 2z + 1 \in \text{Int} \, \mathcal{D}_\Lambda \) (see Eq. 1.10). As we combine the “\( \lambda \)-\( K \) relation” (Eq. 4.2) with Landen’s transformations

\[
K(\sqrt{1-\lambda}) = \frac{2}{1+\sqrt{\lambda}} K \left( \frac{1-\sqrt{\lambda}}{1+\sqrt{\lambda}} \right), \quad \lambda \in \mathbb{C} \setminus (-\infty, 0];
\] (4.4)

\[
K(\sqrt{\lambda}) = \frac{1}{1+\sqrt{\lambda}} K \left( \frac{2\sqrt{\lambda}}{1+\sqrt{\lambda}} \right), \quad |\lambda| < 1,
\] (4.5)

we obtain the degree-2 transformations of the modular lambda function (see [15, §135])

\[
\lambda(2z) = \left[ \frac{1-\sqrt{1-\Lambda(z)}}{1+\sqrt{1-\Lambda(z)}} \right]^2, \quad \lambda \left( \frac{z}{2} \right) = \frac{4\sqrt{\lambda(z)}}{[1+\sqrt{\lambda(z)]^2}},
\] (4.6)

applicable to \( z \in \text{Int} \, \mathcal{D}_\Lambda \).

**Proof of Theorem 1.2** We will only work out the details for Eq. 1.11, as the computations for Eqs. 1.12–1.15 are essentially similar.

To prove Eq. 1.11, it would suffice to establish the following identities for \( z/i > 0 \):

\[
\sum_{n=0}^{\infty} \frac{1}{(2n+1)^3} e^{(2n+1)\pi i z} = -\int_0^{\lambda(z)} \frac{K(\sqrt{t})^2}{16} \left[ \frac{iK(\sqrt{1-t})}{K(\sqrt{t})} - z \right]^2 \frac{tdt}{1-t}
\]

\[
= -\int_0^{\lambda(2z)} \frac{K(\sqrt{s})^2}{8} \left[ \frac{iK(\sqrt{1-s})}{K(\sqrt{s})} - 2z \right]^2 \frac{ds}{1-s},
\] (4.7)

\[
\sum_{n=0}^{\infty} \frac{1}{(2n+1)^3} e^{(2n+1)\pi i \frac{z}{2}} = -\int_0^{\lambda(2z)} \frac{K(\sqrt{t})^2}{8} \left[ \frac{iK(\sqrt{1-t})}{K(\sqrt{t})} - 2z \right]^2 \frac{dt}{1-t}.
\] (4.8)

The verification of the aforementioned connections between series and integrals will occupy the rest of this proof.

If we set \( \sigma_k(n) = \sum_{d|n} d^k \), then we have \( \sum_{n=1}^{\infty} \frac{1}{n^k e^{2\pi inz} - 1} = \sum_{n=1}^{\infty} \frac{\sigma_3(n)}{n^3} e^{2\pi inz}, z \in \mathfrak{H} \), and the weight-4 Eisenstein series satisfies \( E_4(\zeta) := 1 - 240 \sum_{n=1}^{\infty} \frac{\sigma_3(n)}{n^3 e^{2\pi in\zeta}} = 1 - 240 \sum_{n=1}^{\infty} \sigma_3(n) e^{2\pi in\zeta}, \zeta \in \mathfrak{H} \). Thus, we have

\[
\sum_{n=1}^{\infty} \frac{1}{n^3 e^{2\pi inz} - 1} = \frac{(2\pi i)^3}{480} \int_z^{i\infty} [1 - E_4(\zeta)](\zeta - z)^2 d\zeta,
\] (4.9a)

\[
\sum_{n=1}^{\infty} \frac{1}{(2n)^3 e^{4\pi inz} - 1} = \frac{(2\pi i)^3}{480} \int_z^{i\infty} [1 - E_4(2\zeta)](\zeta - z)^2 d\zeta.
\] (4.9b)

(This argument is a standard trick in treating Eichler integrals. See, for example, [11, §1].)

Next, we use a variable substitution \( t = \lambda(\zeta) \in (0, 1) \) for \( \zeta/i > 0 \), where \( \lambda(\cdot) \) is the modular lambda function, and (cf. [17], Eqs. 2.3.32, 2.3.34, 2.3.25] as well as Eqs. 4.2, 4.4 and 4.6 given above)

\[
E_4(\zeta) = \left[ \frac{2K(\sqrt{\lambda(\zeta)})}{\pi} \right]^4 \{ 1 - \lambda(\zeta) + [\lambda(\zeta)]^2 \},
\] (4.10)
\[ E_4(2\zeta) = \left\{ \frac{[1 + \sqrt{1 - \lambda(\zeta)}] K(\sqrt{\lambda(\zeta)})}{\pi} \right\}^4 \left\{ \frac{1 - \left[ \frac{1 - \sqrt{1 - \lambda(\zeta)}}{1 + \sqrt{1 - \lambda(\zeta)}} \right]^2}{1} + \left[ \frac{1 - \sqrt{1 - \lambda(\zeta)}}{1 + \sqrt{1 - \lambda(\zeta)}} \right]^4 \right\}, \quad (4.11) \]

\[ \zeta = \frac{i K(\sqrt{1 - \lambda(\zeta)})}{K(\sqrt{\lambda(\zeta)})}, \quad (4.12) \]

\[ \frac{d}{dt} \frac{K(\sqrt{1 - t})}{K(\sqrt{\gamma})} = -\frac{\pi}{4t(1 - t)|K(\sqrt{t})|^2}. \quad (4.13) \]

This allows us to rewrite the Eichler integrals over Eisenstein series (the right-hand sides of Eqs. 4.9a-4.9b) into integrals whose integrands involve the products of two complete elliptic integrals of the first kind. Subsequently, the variable substitutions give rise to

\[ \int_{\zeta}^{\lambda(\zeta)} (E_4(2\zeta) - E_4(\zeta)) (\zeta - z)^2 d\zeta \]

\[ = \frac{\pi i}{4} \int_0^{\lambda(\zeta)} \left[ \frac{2 K(\sqrt{t})}{\pi} \right]^4 \left[ (1 - t + t^2) - (1 - t + t^2) \right] \left[ \frac{i K(\sqrt{1 - t})}{K(\sqrt{t})} - 2 \right]^2 \frac{dt}{t(1 - t)|K(\sqrt{t})|^2}. \quad (4.14) \]

This proves the first equality in Eq. 4.7.

For the second equality in Eq. 4.7, one uses a variable substitution \( t = \lambda(\zeta) = 4\sqrt{\lambda(2\zeta)}(1 + \sqrt{\lambda(2\zeta)})^2 = 4\sqrt{s}(1 + \sqrt{s})^2 \) (Eq. 4.6) and appeals to Landen’s transformation (Eqs. 4.4 and 4.5).

To prove Eq. 4.8, we write its left-hand side as

\[ \sum_{n=1}^\infty \frac{1}{(2n+1)^3} \left[ \frac{1}{e^{(2n+1)\pi i/4}} - 1 \right] - \frac{2}{e^{(2n+1)\pi i/4}} - 1 \]. \quad (4.15) \]

By Eq. 4.7, such an infinite sum is equal to

\[ -\int_0^{\lambda(2z)} \frac{[K(\sqrt{s})]^2}{8} \left[ \frac{i K(\sqrt{1 - s})}{K(\sqrt{s})} - 2s \right]^2 \frac{ds}{1 - s} + \int_0^{\lambda(2z)} \frac{[K(\sqrt{t})]^2}{8} \left[ \frac{i K(\sqrt{1 - t})}{K(\sqrt{t})} - 2t \right]^2 \frac{dt}{1 - t}. \quad (4.16) \]

which can be identified with the right-hand side of Eq. 4.8.

**Remark** For \( s \in \{2, 3, 4, 5, 7\} \) where there are no cusp forms of weight 2s on \( \Gamma_0(1) = SL(2, \mathbb{Z}) \), we have constructed integral representations for the automorphic Green’s functions \( G_{s}^{\delta/\Gamma_0(1)}(z, z') \), and hence for the Epstein zeta functions \( E_{s}^{\delta/\Gamma_0(1)}(z, s) = \frac{1}{4\pi^2} \lim_{z' \to z} G_{s}^{\delta/\Gamma_0(1)}(z, z')(\text{Im} z')^{-s-1} \), in [17].

Propositions 2.1.2 and 2.3.2. Interested readers may wish to check the numerical consistency between our formulae for \( E_{s}^{\delta/\Gamma_0(1)}(z, s), s \in \{2, 3, 4, 5, 7\} \) in [17] and the integral representations for \( E_{s}^{\delta/\Gamma_0(1)}(z, s), s \in \{2, 3, 4, 5, 7\} \) stated in Theorem 1.1.2.

**Remark** If we formally rewrite the integral representations in Eqs. 1.11-1.15 as \( E_{s}^{\delta/\Gamma_0(1)}(-1/(4z), s) = \Psi(2z + 1) \), and spell out the symmetry \( \Psi(2z + 1) = \Psi((-1/(2z + 1)) \) (cf. Eq. 4.3) as well as the proof of Theorem 1.1.1(b) in terms of integrals over products of complete elliptic integrals of the first kind, then we obtain some integral representations of odd zeta values:

\[ \zeta(3) = \frac{2}{7} \int_0^1 [K(\sqrt{1 - t})]^2 dt, \quad (4.17) \]

\[ \zeta(5) = \frac{8}{93} \int_0^1 (1 - 2t)[K(\sqrt{1 - t})]^4 dt, \quad (4.18) \]

\[ \zeta(7) = \frac{32}{5715} \int_0^1 [2 - 17t(1 - t)][K(\sqrt{1 - t})]^6 dt, \quad (4.19) \]

\[ \zeta(9) = \frac{128}{160965} \int_0^1 (1 - 2t)[1 - 31t(1 - t)][K(\sqrt{1 - t})]^8 dt, \quad (4.20) \]
\[
\zeta(13) = \frac{4096}{3831545025} \int_0^1 (1-2t)[1-512t(1-t)+5461t^2(1-t)^2][K(\sqrt{1-t})]^2 dt, \tag{4.21}
\]

as well as some vanishing identities:

\[
0 = \int_0^1 [2-17t(1-t)][K(\sqrt{1-t})]^2[K(\sqrt{t})]^4 dt, \tag{4.22}
\]

\[
0 = \int_0^1 (1-2t)[1-31t(1-t)][K(\sqrt{1-t})]^2[K(\sqrt{t})]^6 dt, \tag{4.23}
\]

\[
0 = \int_0^1 (1-2t)[1-512t(1-t)+5461t^2(1-t)^2][K(\sqrt{1-t})]^2[K(\sqrt{t})]^6 dt, \tag{4.24}
\]

\[
0 = \int_0^1 (1-2t)[1-512t(1-t)+5461t^2(1-t)^2][K(\sqrt{1-t})]^4[K(\sqrt{t})]^6 dt. \tag{4.25}
\]

Here, Eq. [4.17] is well known (cf. [17, item 7.112.3]), Eq. [4.18] appeared at the end of [18] as well as in [13, Eq. 42], while Eqs. [4.19] and [4.20] are special cases of [13, Eqs. 43 and 44]; the vanishing identities in Eqs. [4.22]–[4.25] can be explained by certain trivial zeros of the Riemann zeta function [13, Eq. 33]. If we set \(2z + 1 = i\) in Eqs. [1.11],[1.15] then we can represent (cf. Eqs. [1.7],[3.2],[3.26])

\[
E^{\nu_0}(4) \left( \frac{1+i}{4}, s \right) = \frac{21-s}{2} \zeta(s)L(s, \chi_4) (2^s + 1)\zeta(2s) \tag{4.26}
\]
as integrals over \(K\):

\[
\frac{3G}{2\pi^2} = \frac{21\zeta(3)}{4\pi^3} - \frac{3}{2\pi^3} \int_0^{1/2} [K(\sqrt{t})]^2 \left\{ \left[\frac{K(\sqrt{1-t})}{K(\sqrt{t})}\right]^2 - 1 \right\} dt, \tag{4.27}
\]

\[
\frac{105\zeta(3)}{128\pi^3} = \frac{1395\zeta(5)}{64\pi^5} + \frac{15}{8\pi^5} \int_0^{1/2} (2t-1)[K(\sqrt{t})]^4 \left\{ \left[\frac{K(\sqrt{1-t})}{K(\sqrt{t})}\right]^2 - 1 \right\}^2 dt, \tag{4.28}
\]

\[
\frac{105L(4, \chi_4)}{136\pi^4} = \frac{200025\zeta(7)}{2176\pi^7} - \frac{70}{136\pi^7} \int_0^{1/2} [2-17t(1-t)][K(\sqrt{7})]^6 \left\{ \left[\frac{K(\sqrt{1-t})}{K(\sqrt{7})}\right]^2 - 1 \right\}^3 dt, \tag{4.29}
\]

\[
\frac{4725\zeta(5)}{8192\pi^5} = \frac{50703975\zeta(9)}{126976\pi^9} + \frac{315}{992\pi^9} \int_0^{1/2} (2t-1)[1-31t(1-t)][K(\sqrt{7})]^8 \left\{ \left[\frac{K(\sqrt{1-t})}{K(\sqrt{7})}\right]^2 - 1 \right\}^4 dt, \tag{4.30}
\]

\[
\frac{8243235\zeta(7)}{22544384\pi^7} = \frac{11506129710075\zeta(13)}{1431568384\pi^{13}} + \frac{3003}{349504\pi^{13}} \int_0^{1/2} (2t-1)[1-512t(1-t)+5461t^2(1-t)^2] \times
\]
\[
[K(\sqrt{7})]^12 \left\{ \left[\frac{K(\sqrt{1-t})}{K(\sqrt{7})}\right]^2 - 1 \right\}^6 dt. \tag{4.31}
\]

Here, the result in Eq. [4.27] can be deduced from the Legendre differential equations (cf. [17, items 7.112.3 and 7.112.5]).

**Remark** As we are mainly concerned with the Eichler integrals related to automorphic Green’s functions \(G_s^{\text{PSL}(2,\mathbb{Z})}(z, z')\) when there are no cusp forms of weight \(2s\) on \(SL(2, \mathbb{Z})\), we have only displayed results for \(s \in \{2,3,4,5,7\}\) in Eqs. [4.17],[4.21]. However, the methods for converting Ramanujan series to integral forms are not necessarily limited to such special values of \(s\), so the integral representations for other odd zeta values can still be constructed in a similar vein.

In fact, as recently pointed out by Wan and Zucker [13, Theorem 1], for each positive integer \(n\), there exists a polynomial function \(f_n(t)\) with rational coefficients, satisfying \(f_n(t) = (1)^{n+1}f_n(1-t)\), \(\deg f_n \leq n-1\) and \(\frac{1}{t(2n+1)} \int_0^1 f_n(t)[K(\sqrt{t})]^{2n} dt \in \mathbb{Q}\). However, we note that for positive integers \(n \notin \{1,2,3,4,6\}\), where there exist cusp forms of weights \(2n + 2\) on \(SL(2, \mathbb{Z})\), the polynomials \(f_n(t)\)
meeting the aforementioned qualifications are no longer unique up to a multiplicative constant. For example, one can superimpose any rational multiples of a vanishing identity \( \int_0^1 [8 - 1049t(1 - t)] [K(\sqrt{t})]^0 d t = 0 \) onto a formula of Wan and Zucker [13, Eq. 45] \( \zeta(11) = \frac{512}{29016225} \int_0^1 [2 - 259t(1 - t) + 1382t^2(1 - t)^2] [K(\sqrt{t})]^0 d t \) to obtain alternative integral representations of \( \zeta(11) \). Such a lack of uniqueness in certain integral representations of odd zeta values can be systematically explained in the language of newforms, which we hope to address in a separate article.

\[ \square \]
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