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Abstract

The muffin problem asks us to divide \( m \) muffins into pieces and assign each of those pieces to one of \( s \) students so that the sizes of the pieces assigned to each student total \( m/s \), with the objective being to maximize the size of the smallest piece in the solution. Muffin problems are a special type of variant of extended bottleneck transportation problem in which the transportation time is simply the quantity transported between any source and sink and the objective is to maximize the minimum transportation time. Of particular interest are Three Matrix Division and Assignment Problems (3M-DAP), for which all sources have the same supply and sinks are divided into two subsets having the same demand within each subset. Muffin problems are 3M-DAP in which all sinks have the same demand. We present a recursive algorithm for solving any 3M-DAP, and hence any muffin problem, and demonstrate that it always produces an optimal solution. The nature of the recursive algorithm allows us to identify interesting relationships between families of such problems.

1 Introduction

We investigate in detail the muffin assignment problem in which we are asked to divide a given number \( m \) of muffins into pieces and assign each piece to one of \( s \) students so that each student receives the same total assignment \( x = m/s \). Our objective is to maximize the size of the smallest piece of muffin in the solution. This is a variant of an extended bottleneck transportation problem (EBTP).

The bottleneck transportation problem (BTP) (Garfinkel and Rao, 1971) is a transportation problem for which the objective is to minimize the maximum time for transport of all goods in the network. Typically, the transport time from a source to a sink is considered fixed, independent of the quantity transported (provided the quantity is positive). The extended bottleneck transportation (EBTP) (Dai et al., 1996) removes this restriction, allowing the transportation time to be an affine function of the quantity transported.

We focus on a particular set of variants (EBTP') of the EBTP in which the transportation time is simply the quantity transported and the objective is to maximize the minimum
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transportation time. Such problems may be formulated as:

\[(EBTP'): \max \min_{\{(i,j) | x_{ij} > 0\}} x_{ij}\]

subject to

\[\sum_{j \in D} x_{ij} = s_i \quad i \in S\]
\[\sum_{i \in S} x_{ij} = d_j \quad j \in D\]
\[x_{ij} \geq 0 \quad i \in S, j \in D,\]

where \(S = \{1, 2, \ldots, m\}\) is the set of sources, \(s_i\) is the supply at source \(i\), \(D = \{1, 2, \ldots, n\}\) is the set of sinks, \(d_j\) is the demand at sink \(j\), \(\sum_{i \in S} s_i = \sum_{j \in D} d_j\), and \(x_{ij}\) is the quantity transported from source \(i\) to sink \(j\).

A muffin problem is an EBTP' in which the supplies at all sources are identical and the demands at all sinks are identical. This regularity in the problem formulation is one critical element that admits the derivation of a solution algorithm and proof of its optimality.

For given numbers \(m\) of muffins and \(s\) of students, let \(f(m, s)\) represent the optimal solution to the problem, i.e., the largest size of the smallest piece of muffin in any division of the muffins into pieces and assignment of the muffin pieces to the students.

1.1 History of the Muffin Problem

The muffin problem was created by recreational mathematician Alan Frank in 2009. He shared it with a private math email group, whose members established the following results, which we state without proof.

**Theorem 1** Let \(k, m, s \in \mathbb{N}\).

1. \(f(m, s)\) exists, is rational, and is computable;
2. \(f(m, 1) = 1\) for any \(m \geq 1\);
3. \(f(ks, s) = 1\) for any \(k \geq 1, s \geq 1\);
4. \(f((2k + 1)s/2, s) = \frac{1}{2}\) for any \(k \geq 1, s \geq 2\) and even; and
5. \(f(m, s) = (m/s)f(s, m)\) for any \(m < s\).

Veit Elser was the first to prove part 1 by showing that \(f(m, s)\) is the solution to a mixed integer linear program with rational coefficients (versions of this result can be found as Theorem 11 in Cui et al. 2018 and as Theorem C.10 in Gasarch et al. 2020). An alternative proof that uses elementary topology was developed by Caleb Stanford (this approach shows that \(f(m, s)\) exists and is rational but does not establish that is computable; a write-up can be found as Theorem C.15 in Gasarch et al. 2020). Part 5 was first proved by Erich Friedman (see Theorem 3 in Cui et al. 2018 and Theorem 2.9 in Gasarch et al. 2020).

Because Theorem 1 addresses the problem when \(s = 1\) and \(2\), when \(2x\) is integral, and when \(m = s\), and also shows that the solution for any problem with \(m < s\) can be derived from a corresponding problem with \(m > s\), in the sequel we focus on \(m > s > 2\), with \(2x\) non-integral.

The group also made the following two conjectures:

**Conjecture 1** For all \(k, m, s \in \mathbb{N}\), \(f(km, ks) = f(m, s)\).
Conjecture 2  For all $m > s \geq 2$, $f(m, s) \geq 1/3$.

Both of these conjectures are indeed true. We provide the first proof of Conjecture 1 in §16.4. The second conjecture has been proved by Cui et al. (2018) (see Theorem 20 therein). We will provide a simpler proof that integrates into a broader solution for the muffin problem.

The muffin problem was described by Jeremy Copeland in The New York Times Numberplay Online Blog (Antonick 2013) and appeared in a booklet of the Julia Robinson Mathematics Festival containing a sample of mathematical puzzles (Blachman 2016). This latter piqued the interest of William Gasarch, a professor at the University of Maryland, who in concert with several of his students has subsequently developed a suite of algorithms for solving the muffin problem. Some of their preliminary work is described in Ciu et al. (2018); a complete description is contained in their book (Gasarch, et al. 2020). Gasarch and his colleagues conjecture that their suite of algorithms may optimally solve any muffin problem but they have not yet been able to prove this.

Gasarch et al. (2020) also includes a description of an algorithm for solving the muffin problem developed in 2010 by Scott Huddleston, a member of the private math email group. Though described very differently, Huddleston’s algorithm is essentially identical to the algorithm we present in this paper. Section 15 describes Huddleston’s algorithm in the terminology of the present paper and highlights the situations in which the two algorithms employ different strategies. Two major advantages of the exposition herein, and in particular, of placing the muffin problem in the context of the broader class of extended bottleneck transportation problems, are that: (i) we are able to motivate an intuitive derivation of the algorithm; and (ii) we are able to leverage that intuition to prove the optimality of the algorithm.

1.2 Preliminaries

A solution with $f(m, s) > 1/3$ must have each muffin divided into at most two pieces. In fact, we can assume that all muffins are divided into two pieces because: (a) $x$ is non-integral so some muffin must be divided into two pieces, so $f(m, s) \leq 1/2$; and (b) if we have a solution in which a muffin is not divided, then that whole muffin must be assigned to one student, so we can achieve an equivalent solution by dividing that muffin into two halves and assigning the two halves to the same student.

Definition 1 A supply-constrained muffin problem is a muffin problem in which each muffin must be divided into exactly two pieces. Let $f(m, s, 2)$ represent the optimal solution to such a problem.

Write

$$n = \left\lfloor \frac{2m}{s} \right\rfloor = \lfloor 2x \rfloor.$$

If each muffin is divided into two pieces, then there are $2m$ pieces to be assigned. Then there is some student who receives at most $n$ pieces and some student who receives at least $n + 1$ pieces. It is natural to make the following conjecture:

Conjecture 3  For a supply-constrained muffin problem there exists an optimal solution in which all students receive either $n$ or $n + 1$ pieces.

Definition 2 A fully-constrained muffin problem is a muffin problem in which each muffin is to be divided into exactly two pieces and each student must receive either $n$ or $n + 1$ pieces. Let $f(m, s, 2, n)$ represent the optimal solution to such a problem.
For now we will assume Conjectures 2 and 3 and restrict attention to fully-constrained muffin problems. These conjectures imply that:

1. \( f(m, s) = \max\{1/3, f(m, s, 2)\} \)

2. \( f(m, s, 2) = f(m, s, 2, n) \).

2 Three-Matrix Division and Assignment Problems and Families Thereof

A fully-constrained muffin problem requires dividing each supply (muffin) into two pieces and assigning the pieces so that each demand (student) receives either \( n \) or \( n + 1 \) pieces. Consider applying similar constraints to a more general EBTP'.

Definition 3 A division and assignment problem (DAP) is an EBTP' problem in which each source \( i \in S \) must divided into \( t_i \leq n \) pieces and each sink \( j \in D \) must be assigned \( u_j \leq m \) pieces, where \( \sum_{i \in S} t_i = \sum_{j \in D} u_j \).

We can represent a DAP as \((\{t_i : i \in S\}; \{u_j : j \in D\})\), where the vector \( t_i \) represents the \( i^{th} \) source and has length \( t_i \) and the vector \( u_j \) represents the \( j^{th} \) sink and has length \( u_j \). Adapting notation, the supplies \( \{x_{t_i} : i \in S\} \) and the demands \( \{x_{u_j} : j \in D\} \) are implied and must satisfy \( \sum_{i \in S} x_{t_i} = \sum_{j \in D} x_{u_j} \). The problem is to fill all the vectors so that

- the sum of the elements in \( t_i \) is \( x_{t_i} \) for each \( i \in S \);
- the sum of the elements in \( u_j \) is \( x_{u_j} \) for each \( j \in D \);
- the multiset of the elements in the \( \{t_i : i \in S\} \) is the same as the multiset of elements in the \( \{u_j : j \in D\} \);
- the size of the smallest element is maximized.

When two or more sources have the same supply and must be divided into the same number of pieces, we can combine their vectors together to form a matrix and likewise for sinks, and alternatively represent a DAP as \((\{T_k\}; \{U_l\})\), where matrix \( T_k \) has dimensions \( s_{t_k} \times t_k \), each row of \( T_k \) must sum to \( x_{t_k} \), matrix \( U_l \) has dimensions \( s_{u_l} \times u_l \), each row of \( U_l \) must sum to \( x_{u_l} \), \( \sum_k s_{t_k} t_k = \sum_l s_{u_l} u_l \), and \( \sum_k s_{t_k} x_{t_k} = \sum_l s_{u_l} x_{u_l} \). The problem is to fill all the matrices so that

- the sum of the elements in each row of \( T_k \) is \( x_{t_k} \) for each \( k \);
- the sum of the elements in each row of \( U_l \) is \( x_{u_l} \) for each \( l \);
- the multiset of the elements in the \( \{T_k\} \) is the same as the multiset of elements in the \( \{U_l\} \);
- the size of the smallest element is maximized.

Finally, inspired by the fully-constrained muffin problems, we focus on those DAPs that can be represented by three matrices, one for the supplies and two for the demands.

Definition 4 A three-matrix division and assignment problem (3M-DAP) \( P = (T; U, V) \) takes as given:
• The matrix dimensions: \((s_t, t), (s_u, u),\) and \((s_v, v)\). Let \(n_t = s_t t, n_u = s_u u,\) and \(n_v = s_v v;\)
• The required rowsums for each matrix: \(x_t, x_u,\) and \(x_v,\) all rational;
• The following requirements:

\[
\begin{align*}
    t & \geq 2, u \geq 2, \text{ and } v \geq 1, \\
    & \text{if } v = 1, \text{ then } n_v \leq (t - 2)s_t, \\
    s_t & > 0, s_u > 0, \text{ and } s_v \geq 0, \\
    n_u + n_v & = n_t, \\
    s_u x_u + s_v x_v & = s_t x_t, \quad \text{and} \\
    \frac{x_u}{u} & < \frac{x_v}{v}.
\end{align*}
\]

Then

\[
\frac{s_u x_u + s_v x_v}{s_u u + s_v v} = \frac{s_t x_t}{s_t t},
\]

so we must have

\[
\begin{align*}
    \frac{x_u}{u} & < \frac{x_t}{t} < \frac{x_v}{v}, \quad \text{if } s_v > 0 \\
    \frac{x_u}{u} & = \frac{x_t}{t} < \frac{x_v}{v}, \quad \text{if } s_v = 0.
\end{align*}
\]

A feasible solution to a 3M-DAP selects the values of the elements of each matrix so that the required rowsums are met and so that the multiset of elements of \(T\) is the same is the multiset of elements of \(U\) and \(V\). The objective for a 3M-DAP is to find a feasible solution with maximum size of the smallest element in \(T\). Write \(f(P) = f(T; U, V)\) for the optimal value.

For any 3M-DAP specify the parameters \(\lambda = x_u - x_v\) and \(\gamma = x_t / t.\) Note that we must have \(\lambda < \gamma (u - v).\)

**Definition 5** A 3M-DAP parameter set is a set of parameters \((t, u, v, \lambda, \gamma)\) satisfying \(t, u, v\) integer, \(\lambda, \gamma\) rational, \(t \geq 2, u \geq 2, v \geq 1,\) and \(\lambda < \gamma (u - v).\)

Focus on problems of specific interest is enabled by specifying the following classes of problem parameters.

**Definition 6** Classes of 3M-DAP parameter sets are defined by specifying additional constraints on the problem parameters:

1. \(u\)-weighted: \(2 \leq v \leq u\)
2. weakly \(u\)-weighted: \(2 \leq v \leq u \leq (v - 1)t\)
3. strongly \(u\)-weighted: \(2 \leq v < u\)
4. \(v\)-weighted: \(2 \leq u < v\)
5. \(v\)-1: \(v = 1.\)

A \((u\)-weighted, weakly \(u\)-weighted, strongly \(u\)-weighted, \(v\)-weighted, \(v\)-1)\) 3M-DAP is a 3M-DAP for which the parameter set is a \((u\)-weighted, weakly \(u\)-weighted, strongly \(u\)-weighted, \(v\)-weighted, \(v\)-1)\) 3M-DAP parameter set.
**Definition 7** Given a 3M-DAP parameter set \((t, u, v, \lambda, \gamma)\) and a positive integer \(s\), the 3M-DAP family \(F_s(t, u, v, \lambda, \gamma)\) is the set of 3M-DAPs \((T; U, V)\) with the given number of columns \((t\) for \(T, u\) for \(U,\) and \(v\) for \(V)\), with \(x_u - x_v = \lambda\) and \(x_t/t = \gamma\), and with \(s_u + s_v = s\).

Any 3M-DAP family can be parametrized by \(x = x_u;\) varying \(x\) will lead to corresponding variance in \(s_u\) and \(s_v\).

**Lemma 2** The 3M-DAP family \(F_s(t, u, v, \lambda, \gamma)\) contains at most \(s\) problems. For each such problem \(\lambda + \gamma v < x \leq \gamma u\).

**Proof.** Because we require that \(s_u > 0, s_u\) can take on one of the \(s\) values \(1, 2, \ldots, s\). Each such corresponds to a different problem in the family only when \(s_t = (s_u u + s_v v)/t\) is integer. Now,

\[
s_u x_u + s_v x_v = s_t x_t \iff s x - \lambda s_v = \gamma n_t \iff x = \frac{1}{s}(\lambda s_v + \gamma n_t).
\]

Further, \(n_t = n_u + n_v = us_u + vs_v = us - (u - v)s_v\), so

\[
x = \gamma u - [(\gamma (u - v) - \lambda)\frac{s_v}{s}] .
\]  

Because \(\lambda < \gamma(u - v)\) and \(0 \leq s_v < s\), we have \(\lambda + \gamma v < x \leq \gamma u\).

**Definition 8** Given a 3M-DAP parameter set \((t, u, v, \lambda, \gamma)\), the extended 3M-DAP family \(F(t, u, v, \lambda, \gamma)\) is the union over all positive integer values of \(s\) of the 3M-DAP families \(F_s(t, u, v, \lambda, \gamma)\).

Now we can write \(s_t, s_u,\) and \(s_v\) in terms of \(t, u, v, \lambda, \gamma, s,\) and \(x\), using that \(n_u + n_v = n_t\) and \(s_u + s_v = s\):

\[
\begin{align*}
s_v &= \frac{\gamma u - x}{\gamma (u - v) - \lambda} s \\
s_u &= \frac{x - \lambda - \gamma v}{\gamma (u - v) - \lambda} s \\
s_t &= \frac{n_t}{t} = \frac{n_u + n_v}{t} = \frac{(u - v)x - \lambda u s}{\gamma (u - v) - \lambda} .
\end{align*}
\]

**Proposition 3** The values of \(x\) for the problems in the extended 3M-DAP family \(F(t, u, v, \lambda, \gamma)\) are all possible rational numbers in the interval \(\lambda + \gamma v, \gamma u\).

**Proof.** For any problem in the extended family, \(x\) is given by equation (1) so is rational. By Lemma 2, \(x\) lies in the given interval.

For the converse, \(\lambda\) and \(\gamma\) are rational, so there are integers \(c, d, e,\) and \(f\) with \(d\) and \(f\) positive such that \(\gamma = c/d,\) and \(\lambda = e/f\). Suppose \(a\) and \(b\) are integer with \(b\) positive and \(\lambda + \gamma v < a/b \leq \gamma u\). We want to show that there exists a member of the extended family with \(x = a/b\). Set

\[
\begin{align*}
s &= [\gamma (u - v) - \lambda] b df \\
s_v &= (\gamma u - \frac{a}{b}) b df \\
s_u &= (\frac{a}{b} - \lambda - \gamma v) b df \\
s_t &= [(u - v)\frac{a}{b} - \lambda u] b df.
\end{align*}
\]
Then each is an integer with $s_v$ nonnegative and the other three positive. From (1) we obtain $x = a/b$, as desired.

**Definition 9** The set \( \{ t, \{ u_i \}_{i \geq k}, \{ v_j \}_{j \geq k}, \lambda, \gamma \} \) defines a complete 3M-DAP space if for all \( i \geq k \):

- \((t, u_i, v_i, \lambda, \gamma)\) is a 3M-DAP parameter set;
- \(v_{i+1} = u_i - \lambda/\gamma\);
- \(u_{i+1} > u_i\).

**Definition 10** Given a complete 3M-DAP space \( \{ t, \{ u_i \}_{i \geq k}, \{ v_j \}_{j \geq k}, \lambda, \gamma \} \), the complete 3M-DAP family \( F(t, \{ u_i \}_{i \geq k}, \{ v_j \}_{j \geq k}, \lambda, \gamma) \) is the union over all \( i \geq k \) of the extended 3M-DAP families \((t, u_i, v_i, \lambda, \gamma)\).

### 2.1 Fully-constrained muffin problems as three-matrix division and assignment problems

We now describe how fully-constrained muffin problems fit within the class of 3M-DAPs. A fully-constrained muffin problem is a 3M-DAP in which the matrix \( T \) represents the muffins: \( t = 2, s_t = m, \) and \( x_t = 1); and the matrices \( U \) and \( V \) represent the students: \( u = n + 1, v = n, s_u + s_v = s, \) and \( x_u = x_v = x \). To ensure that \( n_u + n_v = n_t \), we must have

\[
\begin{align*}
s_u &= 2m - ns, \\
s_v &= (n + 1)s - 2m.
\end{align*}
\]

A fully-constrained muffin problem has \( \lambda = 0 \) and \( \gamma = 1/2 \).

**Definition 11** An extended fully-constrained-muffin-problem family of order \( n \) is precisely the extended 3M-DAP family \( F(2, n+1, n, 0, 1/2) \). This extended family includes all possible rational values of \( x \) in the interval \((n/2, (n + 1)/2]\).

**Definition 12** The complete fully-constrained-muffin-problem family is precisely the complete 3M-DAP family \( F(2, \{n+1\}_{n \geq 2}, \{n\}_{n \geq 2}, 0, 1/2) \). This family contains all possible fully-constrained muffin problems.

### 2.2 Equivalence and Standard Form

**Definition 13** Two 3M-DAPs are equivalent if the dimensions of the matrices are the same in the two problems and there exists an increasing, linear equivalence function that maps the elements in a solution to the first problem to the elements in a solution to the second problem.

**Definition 14** A strongly \( u \)-weighted 3M-DAP is in standard form if \( \lambda = 0 \) and \( \gamma = 1/2 \). Then \( x_u = x_v = x \) and \( x_t = t/2 \). An extended 3M-DAP family in standard form has \( x \in (v/2, u/2] \). Such problems are of interest because fully-constrained muffin problems have this form.

**Theorem 4** Any strongly \( u \)-weighted 3M-DAP \( P = (T; U, V) \) is equivalent to a 3M-DAP \( \hat{P} = (\hat{T}; \hat{U}, \hat{V}) \) in standard form. The equivalence function \( h(\cdot) \) is:

\[
h(y) = \frac{1}{2} \frac{(u - v)y - (x_u - x_v)}{(u - v)x_t/t - (x_u - x_v)} = \frac{1}{2} \frac{(u - v)y - \lambda}{\gamma(u - v) - \lambda}.
\]
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We shall see that the set of 0-problems can be naturally divided into two, which we call
the U matrix:
3M-DAP. This algorithm optimally solves any fully-constrained muffin problem because such a problem is
In the following sections we will develop a recursive algorithm for optimally solving any 3M-DAP.

3 Motivating an Algorithm for Solving 3M-DAPs

In this section we motivate this solution approach.

Second, if \((u_1, \ldots, u_t)\) is a row of \(U\), then \(u_1 + \cdots + u_t = x_1\), and \((h(u_1), \ldots, h(u_t))\) is a row of \(\hat{U}\). Then

\[
\begin{align*}
  h(y_1) + \cdots + h(y_u) &= \frac{1}{2} \left( (u-v)x_u - u(x_u - x_v) \right) \\
  &= \frac{1}{2} \left( (u-v)x_t/t - (x_u - x_v) \right) \\
  &= \frac{1}{2} \left( (u-v)x_v - v(x_u - x_v) \right) \\
  &= \frac{1}{2} \left( (u-v)x_t/t - (x_u - x_v) \right) \\
  &= h(z_1) + \cdots + h(z_v).
\end{align*}
\]

Then the mapped problem is a 3M-DAP and has \(\lambda = 0\) and \(\gamma = 1/2\) and so is in standard form, as claimed.

A 3M-DAP with \(u = v\) must have \(\lambda < 0\) and so cannot be in standard form. This is reflected
in the form of the equivalence function in \(5\): the requirement in Theorem \(\lambda\) that \(u > v\) is
necessary; if \(u = v\), it is not possible to transform the problem to standard form. When \(u < v\),
the problem can be transformed to standard form but the equivalence function will be decreasing
so the smallest piece in a solution to the original problem will be mapped to the largest piece
in a solution to the problem in standard form. Accordingly, in the sequel, only problems with
\(u > v\) will be mapped to standard form.

For later reference, note that the inverse transformation is

\[
h^{-1}(z) = 2 \left( \frac{t}{x_t} - \frac{x_u - x_v}{u - v} \right) z + \frac{x_u - x_v}{u - v} = \frac{2t}{x_t} z + \frac{x_u - x_v}{u - v} (1 - 2z) = 2\gamma z + \frac{\lambda}{u - v} (1 - 2z) \tag{6}
\]

3 Motivating an Algorithm for Solving 3M-DAPs

In the following sections we will develop a recursive algorithm for optimally solving any 3M-DAP.
This algorithm optimally solves any fully-constrained muffin problem because such a problem is
a 3M-DAP.

An immediate upper bound for any 3M-DAP is given by the average size of an element in
the matrix \(x_u/u\). Call a 3M-DAP for which this upper bound can be achieved a 0-problem.
We shall see that the set of 0-problems can be naturally divided into two, which we call
\(\lambda\) and \(\gamma\). Any 0-problem can be solved directly.

When the upper bound of \(x_u/u\) is not achievable, the 3M-DAP is not a 0-problem, we reduce
it to a smaller problem that is then solved recursively: if the reduced problem is a 0-problem,
solve it directly, else further reduce to a yet smaller problem; continue until a 0-problem is
reached. The value of the original problem will be the same as the value of the smaller problem.
In this section we motivate this solution approach.
3.1 \((T,V)\)-pairs

Consider a solution to a DAP \(P = (T; \{U_1, \ldots, U_p\}, V)\).

**Definition 15** A \((T,V)\)-pair is a pair \((A,B)\) of sets of rows of \(T\) and \(V\), respectively, such that each row in \(A\) contains at least one element of the rows of \(V\) in \(B\) and collectively, the rows in \(A\) contain all the elements of the rows of \(V\) in \(B\). Write \(a = |A|\) and \(b = |B|\).

Note that it is possible to have \(b = 0\), so that \(A\) consists entirely of elements of \(U\).

**Definition 16** A \((T,V)\)-pair is called inseparable if there do not exist \((T,V)\)-pairs \((A_1,B_1)\) and \((A_2,B_2)\) such that \(A_1 \cap A_2 = \emptyset\), \(A = A_1 \cup A_2\), \(B_1 \cap B_2 = \emptyset\), and \(B = B_1 \cup B_2\).

**Definition 17** A maximal \((T,V)\)-pair is a \((T,V)\)-pair \((A,B)\) for which all the remaining elements in the rows of \(A\) belong to \(U\). Then \((T,V)\) is a maximal \((T,V)\)-pair.

**Lemma 5** Given a solution to a DAP \(P = (T; \{U_1, \ldots, U_p\}, V)\), the pair \((T,V)\) can be divided into a set \(S = \{(A_1,B_1),(A_2,B_2), \ldots, (A_M,B_M)\}\) of mutually exclusive and collectively exhaustive, maximal, inseparable \((T,V)\)-pairs.

**Proof.** If \((T,V)\) is inseparable, we can simply set \(S = \{(T,V)\}\). Otherwise, \((T,V)\) can be separated into \((T,V)\)-pairs \((A_1,B_1)\) and \((A_2,B_2)\) such that \(A_1 \cap A_2 = \emptyset\), \(A = A_1 \cup A_2\), \(B_1 \cap B_2 = \emptyset\), and \(B = B_1 \cup B_2\). Then each pair \((A_1,B_1)\) and \((A_2,B_2)\) is maximal. If one of these is separable, then we can separate it into further maximal pairs. We can repeat the process until all resulting pairs are inseparable.

**Lemma 6** If \((A,B)\) is an inseparable \((T,V)\)-pair, then \(a \leq (v-1)b + 1\).

**Proof.** Consider inserting the rows of \(B\) into \(A\) sequentially. Let \(C_i \subset A\) be the rows of \(A\) containing at least one element of the rows of \(B\) after having inserted \(i\) of the rows. Insert the first row; then \(|C_1| \leq v\). After inserting \(i\) rows, because \((A,B)\) is inseparable, there must be a row in \(B\) that has yet to be inserted and that has an element in a row in \(C_i\). Insert such a row next into \(A\). Then \(|C_{i+1}| \leq |C_i| + v - 1\). Conclude that

\[
a \leq v + (b-1)(v-1) = (v-1)b + 1.
\]

**Lemma 7** Consider a DAP \(P = (T; \{U_1, \ldots, U_p\}, V)\). If either \(t > 2\) or \(v > 2\), suppose that

\[
f(P) > \frac{(v-1)x_t - x_v}{(v-1)t - v}.
\]

Then in any optimal solution, any \((T,V)\)-pair must have \(a \geq (v-1)b + 1\) and any inseparable \((T,V)\)-pair must have \(a = (v-1)b + 1\).

**Proof.** Consider such a problem containing a \((T,V)\)-pair \((A,B)\). If \(v = 1\), the result is immediate. If \(t = v = 2\), then because the number of elements in \(A\) must exceed the number of elements in \(B\), we must have \(a > b = (v-1)b\). Otherwise, \((v-1)t - v > 0\). Suppose that \(a \leq (v-1)b\).
Then an upper bound on the minimum piece size of the solution is given by the average size of the elements in $A$ that are not in $B$, which is

$$\frac{ax_t - bx_v}{at - bv} = \frac{(a/b)x_t - x_v}{(a/b)t - v} \leq \frac{(v-1)x_t - x_v}{(v-1)t - v} < f(P),$$

where the last inequality is by assumption. Conclude that such a solution is not optimal. Because the solution is assumed optimal, we must have $a \geq (v-1)b + 1$. The conclusion follows upon referencing the previous lemma.

### 3.2 Conjectures

Now focus on the solution to a 3M-DAP $P = (T; U, V)$. A maximal, inseparable $(T, V)$-pair $(A, B)$ provides an upper bound on the value of the problem $P$, namely the average value of the $U$-elements in the pair:

$$\frac{ax_t - bx_v}{at - bv} \leq \frac{[(v-1)b+1]x_t - bx_v}{[(v-1)b+1]t - bv} = \frac{x_t + [(v-1)x_t - x_v]b}{t + [(v-1)t - v]b}.$$

The left-hand term is decreasing in the ratio $b/a$; the right-hand term is decreasing in $b$. Because any solution must contain a $(T, V)$-pair with $a/b \leq s_t/s_v$, and when $s_t \leq (v-1)s_v$ the constraint of Lemma 8 does not apply, we make the following conjecture.

**Conjecture 4** 0-problems of type 1. For a 3M-DAP $P = (T; U, V)$ with $s_t \leq (v-1)s_v$, then the optimal solution consists of $(T, V)$-pairs with $a/b = s_t/s_v$ ($(T, V)$ is one such pair), and the optimal value is given by

$$\frac{s_t x_t - s_v x_v}{s_t t - s_v v} = \frac{x_u}{u},$$

i.e., all values in $U$ must be $x_u/u$.

Now suppose that $s_t > (v-1)s_v$. Assuming $(v-1)t - v > 0$,

$$\frac{x_u}{u} = \frac{s_t x_t - s_v x_v}{s_t t - s_v v} > \frac{(v-1)x_t - x_v}{(v-1)t - v}.$$

This explains the assumption in the statement of Lemma 7, which we formalize here.

**Conjecture 5** For a 3M-DAP $P = (T; U, V)$ with $(v-1)t - v > 0$ and $s_t > (v-1)s_v$,

$$f(P) > \frac{(v-1)x_t - x_v}{(v-1)t - v}.$$

In light of Conjecture 5 and Lemma 7, we seek an optimal solution in which each pair $(A_i, B_i) \in S$, being inseparable, has $a_i = (v-1)b_i + 1$.

**Definition 18** A b-pair is a maximal inseparable $(T, V)$-pair $(A, B)$ with $|B| = b$ and $|A| = (v-1)b + 1$. It contains $b$ rows from $V$, $(v-1)b + 1$ rows from $T$, and those rows from $T$ contain $[(v-1)b+1]t - bv$ elements from $U$.

Define

$$r_v = n_u - (t-2)s_t - (v-2)s_v = 2[s_t - (v-1)s_v],$$
so that when \( s_t > (v - 1)s_v, r_v \) is positive and even. Further define

\[
b^* = \frac{2s_v}{r_v} = \frac{s_v}{s_t - (v - 1)s_v} \tag{7}
\]

\[
\hat{b} = \frac{2s_v}{r_v} \tag{8}
\]

If \( b^* \) is integer, a \( b^* \)-pair has \( a^* = (v - 1)b^* + 1 \) so that \( a^*/b^* = s_t/s_v \). Then the average value of a \( U \)-element in the \( b^* \)-pair is \( x_u/u \). Then it is natural to seek a solution with all pairs \((A_i, B_i) \in S\) having \( b_i = b^* \) and we might anticipate that it is possible to achieve the \( x_u/u \) upper bound.

If \( b^* \) is not integer, the set \( S \) must contain at least one pair \((A_i, B_i)\) with \( b_i \geq \hat{b} \) and at least one pair \((A_j, B_j)\) with \( b_j \leq \hat{b} - 1 \). When \( b > b^* \), the average value of a \( U \)-element in the \( b \)-pair is less than \( x_u/u \), so this upper bound cannot be achieved. It is now natural to seek a solution with all pairs \((A_i, B_i) \in S\) having either \( b_i = \hat{b} \) or \( b_i = \hat{b} - 1 \).

**Conjecture 6** 0-problems of type 2. For a 3M-DAP \( P = (T; U, V) \) with \( s_t > (v - 1)s_v \), if \( b^* = 2s_v/r_v \) is integer, then there exists an optimal solution in which all maximal inseparable pairs are \( b^* \)-pairs.

**Conjecture 7** Reduced problems. For a 3M-DAP \( P = (T; U, V) \) with \( s_t > (v - 1)s_v \), if \( b^* = 2s_v/r_v \) is not integer, then there exists an optimal solution in which all maximal inseparable pairs are either \( b \)- or \((b - 1)\)-pairs.

**Lemma 8** Consider a \( v1 \) 3M-DAP, i.e., with \( v = 1 \). Then the problem is not a 0-problem of type 1 and \( b^* \leq t - 2 \).

**Proof.** The first claim follows on observing that clearly \( s_t > (v - 1)s_v \). For the second claim, \( b^* = s_v/s_t \) and by assumption for such a problem \( s_v = n_v \leq (t - 2)s_t \). ■

### 3.3 Sketch of Solution Strategy for 0-problems of type 1

In the next few sections we focus on problems with \( s_t \leq (v - 1)s_v \) and demonstrate that the \( x_u/u \) upper bound can be achieved. As an example of the approach, suppose \( n_u < (t - 2)s_t \) and \( v \geq 2 \). Set all elements of \( U \) to \( x_u/u \) and insert these into \( T \) so that the rows of \( T \) have similar numbers of elements filled. Let \( q_t \geq 0 \) and \( 0 \leq r_t < s_t \) be such that

\[
n_u = q_t s_t + r_t.
\]

Then \( r_t \) rows of \( T \) will have \( q_t + 1 \) elements set to \( x_u/u \) and \( s_t - r_t \) rows of \( T \) will have \( q_t \) elements set to \( x_u/u \). Because \( q_t < t - 2 \), the remaining problem looks familiar: it is a weakly \( u \)-weighted 3M-DAP \((T'; U', V)\) where \( T' \) is the matrix \( V \) with required rowsums \( x_v \), \( U' \) is the empty \((s_t - r_t) \times (t - q_t)\) submatrix of \( T \) with required rowsums \( x_t - q_t x_u/u \), and \( V' \) is the empty \( r_t \times (t - q_t - 1)\) submatrix of \( T \) with required rowsums \( x_t - (q_t + 1)x_u/u \). One key element to our solution strategy is to demonstrate lower bounds on 3M-DAPs; in this case demonstrating a lower bound on this latter problem that is larger than \( x_u/u \) establishes that the upper bound of \( x_u/u \) is achievable for the original problem.

We begin the process of demonstrating lower bounds in \( \Box \) where we describe a greedy algorithm for solving 3M-DAPs with \( t = u = v = 2 \). This algorithm establishes a lower bound on the optimal solution to such problems. The algorithm and corresponding lower bound is used
in §16.2 in an algorithm that produces a solution with value of 1/3 for any muffin problem, thus establishing Conjecture 2.

We will later be able to establish Conjecture 3. Then any muffin problem can be solved by first applying the recursive algorithm to solve the fully-constrained version of the problem. If the solution has value greater than or equal to 1/3, the solution is optimal for the unconstrained muffin problem. Otherwise, apply the algorithm of §16.2 to obtain a solution with value 1/3. In fact, we will be able to identify a priori which muffin problems have optimal solutions with value equal to 1/3, and hence can apply the appropriate algorithm.

4 A Greedy Algorithm for 3M-DAPs with \( t = u = v = 2 \)

For a 3M-DAP with \( t = u = v = 2 \), we have \( s_t = s_u + s_v \) so the number of rows in \( T \) is equal to the sum of numbers of rows in \( U \) and \( V \). We must have \( x_u < x_v \Leftrightarrow \lambda < 0 \) and \( x_t < x_v \Leftrightarrow x_u > x_t + \lambda \).

Algorithm 1 is a greedy algorithm for this type of problem. Construct two vectors \( y \) and \( z \), each of length \( s_t \). The first row of \( T \) is \([y_1, z_{s_1}] = [x_t/2, x_t/2] \). For \( 2 \leq i \leq s_t \), the \( i^{th} \) row of \( T \) is \([y_i, z_{i-1}] \). Each row of \( U \) and \( V \) is \([y_j, z_j] \) for some \( j \).

**ALGORITHM 1:** Greedy algorithm for 3M-DAP with \( t = u = v = 2 \)

```
algorithm Algorithm 1: Greedy algorithm for 3M-DAP with \( t = u = v = 2 \)
input: \( T, U, V \), empty matrices, each with two columns and with numbers of rows \( s_t, \)
\( s_u \), and \( s_v = s_t - s_u \), respectively
\( x_t, x_u, x_v \), the required row sums for each row of \( T, U \), and \( V \), respectively
output: the filled matrices \( T, U, V \)
the multiset of entries in \( T \) is the union of the multiset of entries in \( U \) and \( V \)
begin part 1
  divide the first row of \( T \), \([x_t/2, x_t/2] \), so that \( y_1 = z_{s_t} = x_t/2 \)
  for \( 1 \leq i \leq s_t \) do
    compute \( z_i^u = x_u - y_i \) and \( z_i^v = x_v - y_i \)
    if \( z_i^u > (x_u + x_t - x_v)/2 = (x_t + \lambda)/2 \) then
      set \( z_i = z_i^u \) and assign \([y_i, z_i]\) to the next empty row of \( U \)
    else
      set \( z_i = z_i^v \) and assign \([y_i, z_i]\) to the next empty row of \( V \)
    if \( i < s_t \) then
      compute \( y_{i+1} = x_t - z_i \)
      assign \([y_{i+1}, z_i]\) to the next empty row of \( T \)
end part 1
begin part 2
  compute \( y_{\min} = \min_i \{y_i\} \) and \( z_{\min} = \min_i \{z_i\} \)
  compute \( \varepsilon = (z_{\min} - y_{\min})/2 \)
  \( y_i \leftarrow y_i + \varepsilon, \forall i \)
  \( z_i \leftarrow z_i - \varepsilon, \forall i \)
```

At the \( i^{th} \) step of the algorithm, the piece \( y_i \) from \( T \) must be assigned to either \( U \) or \( V \). If \( y_i \) is assigned to \( U \), then the other piece in that row of \( U \) has size \( z_i = z_i^u = x_u - y_i \). Alternatively, if \( y_i \) is assigned to \( V \), then the other piece in that row of \( V \) has size \( z_i = z_i^v = x_v - y_i \). The greedy algorithm assigns \( y_i \) so as to make \( z_i \) as close to \( x_t/2 \) as possible. Now

\[
z_i^u - z_i^v = x_u - x_v = \lambda < 0,
\]
We assign \( y_i \) of \( x \) both are larger than (and (is assigned to \( A \) lower bound for a 3M-DAP with Lemma 9 greedy algorithm. The lower bound in particular will be useful.

The second part of the algorithm adjusts the sizes of all the pieces so that feasibility is maintained and the size of the smallest piece is increased (or remains unchanged).

The following lemma provides bounds on the sizes of the pieces in the solution given by the greedy algorithm. The lower bound in particular will be useful.

**Lemma 9** A lower bound for a 3M-DAP with \( t = u = v = 2 \) is given by \( (x_t + \lambda)/2 \): Algorithm \( \mathcal{A} \) produces \( y \) and \( z \) with \( (x_t + \lambda)/2 < y_i, z_i < (x_t - \lambda)/2 \), for all \( i \).

**Proof.** We begin by showing that part 1 produces \( y \) and \( z \) with \( (x_t + \lambda)/2 \leq y_i < (x_t - \lambda)/2 \) and \( (x_t + \lambda)/2 \leq z_i \leq (x_t - \lambda)/2 \), for all \( i \).

The proof is by induction. We certainly have \( (x_t + \lambda)/2 \leq y_1 < (x_t - \lambda)/2 \). Suppose it is true of \( y_i \). Then we have

\[
\begin{align*}
x_t + \lambda &< x_u < x_t \\
\iff (x_t + 3\lambda)/2 &= x_t + \lambda - (x_t - \lambda)/2 < x_t + \lambda - y_i < x_u - y_i < x_t - y_i \\
&\leq (x_t - \lambda)/2 \\
\iff (x_t + 3\lambda)/2 &< z_i \leq (x_t - \lambda)/2.
\end{align*}
\]

We assign \( y_i \) to \( U \) when \( z_i > (x_t + \lambda)/2 \), in which case \( z_i = z_i^u \) and \( (x_t + \lambda)/2 < z_i < (x_t - \lambda)/2 \). Alternatively, we assign \( y_i \) to \( V \) when \( z_i \leq (x_t + \lambda)/2 \), in which case \( z_i = z_i^v \) and \( (x_t + \lambda)/2 < z_i \leq (x_t - \lambda)/2 \). Then \( y_{i+1} = x_t - z_i \) and we have \( (x_t + \lambda)/2 \leq y_{i+1} < (x_t - \lambda)/2 \).

Finally, in part 2, the size of the smallest piece is only unchanged if \( z_{\text{min}} = y_{\text{min}} \), but then both are larger than \( (x_t + \lambda)/2 \). Otherwise, the size of the smallest piece strictly increases and so must be larger than \( (x_t + \lambda)/2 \).

It is in fact possible to show, as we do in Appendix \ref{sec:proofs} that Algorithm \( \mathcal{A} \) produces an optimal solution for any 3M-DAP with \( t = u = v = 2 \) and to determine the optimal value precisely. However, the strict lower bound of Lemma 9 will suffice in the sequel.

**Lemma 10** Algorithm \( \mathcal{A} \) has complexity \( \Theta(n_t) \).

**Proof.** Algorithm \( \mathcal{A} \) is initialized by computing \( x_{t}/2 \) and \( (x_t + \lambda)/2 = (x_u + x_t - x_v)/2 \), and by setting \( y_{\text{min}} = +\infty \) and \( z_{\text{min}} = +\infty \), for a total of 8 operations.

In part 1 of the algorithm, for each row \( i \) of \( T \), Algorithm \( \mathcal{A} \)

- computes \( y_i \) (either as \( x_{t}/2 \) when \( i = 1 \) or as \( x_t - z_{i-1} \) when \( i > 1 \));
- computes \( z_i^u = x_u - y_i \) and \( z_i^v = x_v - y_i \);
- compares \( z_i^u \) to \( (x_t + \lambda)/2 \);
- sets \( z_i \) (to either \( z_i^u \) or \( z_i^v \));
- assigns \([y_i, z_i]\) to the next empty row of either \( U \) or \( V \);
- assigns \([y_i, z_i] \) to the next empty row of \( T \);
- compares \( y_i \) to \( y_{\text{min}} \) and updates \( y_{\text{min}} \) if necessary;
- compares \( z_i \) to \( z_{\text{min}} \) and updates \( z_{\text{min}} \) if necessary.
The number of operations is at most $8n_t$.

Part 2 of the algorithm computes $\varepsilon = (y_{\text{min}} - y_{\text{min}})/2$, then either adds or subtracts $\varepsilon$ to or from every element in $T$, $U$, and $V$. The number of operations is $2n_t + 3$.

Then Algorithm 1 takes at most $10n_t + 11$ operations. The conclusion follows. ■

5 $f(m, s) \geq \frac{1}{3}$

Using the lower bound established in the previous section allows us to prove Conjecture 1.

\[ \text{Algorithm 2: Algorithm to achieve lower bound of 1/3 for any muffin problem} \]

\begin{verbatim}
input : m, the number of muffins
        s, the number of students

output: the division of muffins and the assignment of pieces to students

1 begin Case 1: 3x = k > 3, k an integer
2     cut each of m - s muffins into three equal pieces of size 1/3
3     cut the remaining s muffins into two equal pieces of size 1/2
4     assign each student (k - 3) pieces of size 1/3 and two pieces of size 1/2
5 begin Case 2: k < 3x < k + 1, k an integer
6     assign the 3(m - s) pieces of size 1/3 so that each student receives either k - 3 or
7     k - 2 such pieces
8     use Algorithm 1 to complete the assignment by cutting each of the remaining s
9     muffins into two pieces and assigning each student two of those pieces
\end{verbatim}

Lemma 11 For any muffin problem with $m > s$, $f(m, s) \geq 1/3$.

Proof. We demonstrate that Algorithm 2 results in a feasible solution with smallest piece at least $1/3$ for all muffin problems. Feasibility is straightforward. That the smallest piece is at least $1/3$ is immediate in Case 1. For Case 2, recognize that the final step is a 3M-DAP with $t = u = v = 2$, $x_1 = 1$, $x_u = x - k/3$, and $x_v = x - (k - 1)/3$. Apply the greedy algorithm of the previous section: $\lambda = -1/3$ and by Lemma 9, the smallest piece in the remaining assignment will be of size greater than $(1 + \lambda)/2 = 1/3$. ■

Lemma 12 Algorithm 2 has complexity $\Theta(m)$.

Proof. Compute $x = m/s$ and $k = \lfloor 3x \rfloor$. The division of muffins is represented by two matrices, $T_1$ having dimensions $(m - s) \times 3$ and $T_2$ having dimensions $s \times 2$.

Compare $k$ to $3x$: if equal, then the problem solution can be represented by a DAP $(T_1, T_2; U)$, with $U$ having dimensions $s \times (k - 1)$. Assign value $1/3$ to all elements of $T_1$ and to all elements of the first $k - 3$ columns of $U$. Assign value $1/2$ to all elements of $T_2$ and to all elements of the last two columns of $U$. Initialization and assignment of values to the elements of the three matrices requires $4s(k - 1) = 4(3m - s)$ operations.

If $k$ is not equal to $3x$, then compute $s_u = 3m - ks$ and $s_v = (k + 1)s - 3m$, so that $s_u + s_v = s$ and $(k - 2)s_u + (k - 3)s_v = 3(m - s)$. The problem solution can be represented by a DAP $(T_1, T_2; U, V)$, with $U$ having dimensions $s_u \times k$ and $V$ having dimensions $s_v \times (k - 1)$. Initialization of the four matrices requires $2(3m - s)$ operations. Assign value $1/3$ to all elements of $T_1$, to all elements of the first $k - 2$ columns of $U$, and to all elements of the first $k - 3$ columns.
of \( V \). These assignments require \( 6(m - s) \) operations. Letting \( U' \) represent the last two columns of \( U \) and \( V' \) represent the last two columns of \( V \), Algorithm \( 1 \) is employed to solve the 3M-DAP \((T_2; U', V')\). By Lemma \( 10 \), this last step has complexity \( \Theta(s) \).

Recalling that \( s < m \), the conclusion follows.

\section{Additional Lower Bounds}

We can leverage the lower bound on the optimal solution for any 3M-DAP with \( t = u = v = 2 \) to establish useful lower bounds on more general problems.

\begin{algorithm}
\textbf{ALGORITHM 3: Algorithm to achieve lower bound for 3M-DAP with \( t \) even} \\
\begin{algorithmic}
\end{algorithmic}
\end{algorithm}

\textbf{Lemma 13} Given a 3M-DAP \( P = (T; U, V) \) with \( t \) even, \( f(P) > \lambda/2 + x_t/t - (u - v)x_t/(2t) \). When \( t = 2 \), in an optimal solution the largest element has size less than \( (x_t - \lambda)/2 + (u - v)x_t/4 \).

\textbf{Proof.} Apply Algorithm 3 to solve \( P \). Now

\[
x_u/u < x_t/t = x'_t/2 \iff x_u < ux'_t/2 \iff x'_u = x_u - (u - 2)x'_t/2 < x'_t, \quad \text{and}
\]

\[
x_v/v > x_t/t = x'_t/2 \iff x_v > vx'_t/2 \iff x'_v = x_v - (v - 2)x'_t/2 > x'_t.
\]

So assigning the remaining rows of \( T' \) to the last two columns of \( U \) and \( V \) equates to a 3M-DAP \((T''; U', V')\) where \( t'' = u'' = v'' = 2 \) and \( x'_u = x_u - (u - 2)x'_t/2 < x'_t = x''_t < x_v - (v - 2)x'_t/2 = x''_v \). Then \( \lambda' = \lambda - (u - v)x'_t/2 = \lambda - (u - v)x_t/t \).

By Lemma 9, the smallest piece in an optimal solution to this reduced problem is greater than

\[
\frac{1}{2}(x''_t + \lambda') = \frac{1}{2}\lambda + \frac{x_t}{t} - \frac{1}{2}(u - v)x_t/t.
\]

\textbf{Lemma 14} Algorithm 3 has complexity \( \Theta(n_t) \).
Lemma 15 \textit{Given a 3M-DAP }$P = (T; U, V)$ \textit{with }$u = v + 1$, $f(P) \geq \lambda = x_u - x_v$.

\textbf{Proof.} Apply Algorithm 4 to solve $P$. When $t$ is even, apply the previous lemma to conclude that  
\[
    f(P) > \frac{1}{2} \lambda + \frac{1}{2} \frac{x_t}{t} > \lambda,
\]

because $x_t/t > x_u/u > (x_u - x_v)/(u - v) = \lambda$.

Now we investigate when $t$ is odd. First, suppose that $s_t \geq (u - 2)s_u + (v - 2)s_v$. If $v \geq 3$, then $u \geq 4$, so $(v - 2)s_v \geq n_v/3$ and $(u - 2)s_u \geq n_u/2$, so $(u - 2)s_u + (v - 2)s_v > (n_u + n_v)/3 = n_t/3$. But $t \geq 3$, so $s_t \leq n_t/3$. But this contradicts our supposition so we must have $v = 2$ and $u = 3$. Then the supposition is that $s_t \geq s_u$.

If $s_t = s_u$, Algorithm 4 produces a solution with only two distinct values: $\lambda$ and $x_v/v > \lambda$.

If $s_t > s_u$, we obtain \( f(P) \geq \min\{\lambda, f(P')\} \), where the subproblem $P' = (T'; U', V')$ has $t' = 2$, $u' = v' + 1$, and $\lambda' = \lambda$. By the first part of the proof, $f(P') > \lambda$, so the conclusion follows.

Second, suppose that $s_t < (u - 2)s_u + (v - 2)s_v$. After filling the first column of $T$ with value $\lambda$ and inserting these values into $U$ and $V$, we have two cases. When all rows of $U$ and $V$ have the same number of unfilled elements, Algorithm 3 produces a solution with only two distinct values: $\lambda$ and $(x_t - \lambda)/(t - 1) > \lambda$.

Otherwise, we obtain $f(P) \geq \min\{\lambda, f(P')\}$, where the subproblem $P' = (T'; U', V')$ has $t'$ even, $u' = v' + 1$, and $\lambda' = \lambda$. By the first part of the proof, $f(P') > \lambda$, so the conclusion follows.

Lemma 16 Algorithm 4 has complexity $\Theta(n_t)$.

\textbf{Proof.} Algorithm 4 operates in one of two ways, depending on the problem characteristics. In the first way, when $s_t = k(s_u + s_v) + s_u$ for some nonnegative integer $k$, the problem is solved directly by assigning the value $\lambda$ to all elements of the first column of $T$, of the first $k + 1$ columns of $U$, and of the first $k$ columns of $V$. All the remaining elements of $T$, $U$, and $V$ are assigned the value $(x_t - \lambda)/(t - 1)$ (which equals $x_v/v$ when $s_t = s_u$. Clearly, this direct solution has complexity $\Theta(n_t)$.

The second method involves assigning the value $\lambda$ to all elements of the first column of either $U$ or $T$, and similarly assigning this value to elements in either $T$ or in $U$ and $V$, so that the remaining elements form a reduced 3M-DAP that can be solved in linear time using Algorithm 3.

Lemma 17 \textit{Given a 3M-DAP }$P = (T; U, V)$ \textit{with }$u = v + 1$, $f(P) > \lambda = x_u - x_v$. 
ALGORITHM 4: Algorithm to achieve lower bound for 3M-DAP with $u = v + 1$

**input**: $T$, $U$, $V$, empty matrices of dimensions $s_t \times t$, $s_u \times u$, and $s_v \times v$, respectively

$x_t$, $x_u$, $x_v$, the required row sums for each row of $T$, $U$, and $V$, respectively

$u = v + 1$

**output**: the filled matrices $T$, $U$, $V$

the multiset of entries in $T$ is the union of the multiset of entries in $U$ and $V$

1. **if** $t$ even **then**
   2. use Algorithm 3 to solve the $(T; U, V)$ problem
3. **else if** $s_t \geq (u - 2)s_u + (v - 2)s_v$ **then**
   4. // $u = 3, v = 2, s_t \geq s_u$
   5. **if** $s_t = s_u$ **then**
   6. fill the first column of $U$ with value $\lambda$ and insert these into the first column of $T$
   7. fill all remaining elements of $U$ and all elements of $V$ with value $x_v/v$ and insert these into the remaining columns of $T$
   8. **else**
   9. // $s_t > s_u$
   10. fill the first column of $U$ with value $\lambda$ and insert these into the first column of $T$
   11. form a $(T'; U', V')$ 3M-DAP where:
   12. $T'$ is a $(s_u + s_v) \times 2$ matrix where each row is either the unfilled elements of a row of $U$ or a row of $V$; $x'_t = x_v$
   13. $U'$ is the $(s_t - s_u) \times t$ unfilled submatrix of $T$; $x'_u = x_t$
   14. $V'$ is the $s_u \times (t - 1)$ unfilled submatrix of $T$; $x'_v = x_t - \lambda$
   15. $t' = 2$ and $u' = v' + 1$, so use Algorithm 3 to solve the $(T'; U', V')$ 3M-DAP

**else**

16. // $s_t < (u - 2)s_u + (v - 2)s_v$
17. fill the first column of $T$ with value $\lambda$ and insert these values into $U$ and $V$ so that the difference in the numbers of unfilled elements between any two rows is at most 1
18. **if** all rows of $U$ and $V$ have the same number of unfilled elements **then**
19. complete the assignment by filling all remaining elements with value $(x_t - \lambda)/(t - 1) > \lambda$
**else**
20. let $v'$ be such that all rows of $U$ and $V$ have either $v'$ unfilled elements or $u' \equiv v' + 1$ unfilled elements
21. form a $(T'; U', V')$ 3M-DAP where:
22. $T'$ is the submatrix of $T$ consisting of all columns except the first; $x'_t = x_t - \lambda$
23. $U'$ is the matrix consisting of the unfilled elements of those rows of $U$ and $V$ with $u'$ unfilled elements; $x'_u = x_u - (u - u')\lambda = x_v - (v - u')\lambda$
24. $V'$ is the matrix consisting of the unfilled elements of those rows of $U$ and $V$ with $v'$ unfilled elements;
25. $x'_v = x_v - (v - v')\lambda = x_u - (u - u')\lambda = x_v - \lambda - (u - u')\lambda = x'_u - \lambda$
26. $t'$ is even and $u' = v' + 1$, so use Algorithm 3 to solve the $(T'; U', V')$ 3M-DAP
7 0-Problems of Type 1

In this section we investigate 0-problems of type 1, namely any 3M-DAP with \( s_t \leq (v-1)s_v \) (note that this requires that \( s_v > 0 \) and \( v > 1 \)). Observe that \( n_u < (t-1)s_t \) and \( n_v \leq (t-2)s_t + (v-2)s_v \).

Insert the elements of \( U \) into \( T \), as evenly as possible across the rows of \( T \) so that the difference in the number of elements inserted from \( U \) into any two rows of \( T \) is at most 1. Write

\[
q_t = \left\lfloor \frac{n_u}{s_t} \right\rfloor \\
r_t = n_u - q_ts_t.
\]

Here \( q_t \) represents the number of columns of \( T \) that are completely filled, so that each row receives either \( q_t \) or \( q_t + 1 \) elements, and \( r_t \) represents the number of rows that receive \( q_t + 1 \) elements.

**Lemma 18** Given a 3M-DAP \( P = (T; U, V) \) with \( s_t \leq (v-1)s_v \) and either \( r_t = 0 \), or \( q_t < t-2 \) and \( r_t > 0 \), \( f(P) = x_u/u \). Algorithm 5 produces an optimal solution in which all elements of \( V \) have size strictly greater than \( x_u/u \).

**Proof.** Apply Algorithm 5 to solve \( P \). When \( r_t = 0 \), it suffices to confirm that the rowsums of \( T \) are correct:

\[
q_t \frac{x_u}{u} + (t - q_t) \frac{x_v}{v} = \frac{1}{s_t} (s_u x_u + s_v x_v) = x_t.
\]

Then the \( x_u/u \) bound is achieved and the solution is optimal.

When \( q_t < t-2 \) and \( r_t > 0 \), the algorithm constructs a subproblem \( P' = (T'; U', V') \) that is a 3M-DAP. Check:

\[
q_t s_t < n_u < (q_t + 1)s_t \\
\Leftrightarrow \frac{q_t}{t} < \frac{n_u}{s_t} < \frac{q_t + 1}{t} \\
\Leftrightarrow \frac{q_t}{t} \frac{x_u}{u} + \left(1 - \frac{q_t}{t}\right) \frac{x_v}{v} > \frac{x_t}{t} > \frac{q_t + 1}{t} \frac{x_u}{u} + \left(1 - \frac{q_t + 1}{t}\right) \frac{x_v}{v} \\
\Leftrightarrow \frac{x_u'}{u'} = \frac{x_t - q_t x_u}{t - q_t} < \frac{x_v'}{v'} < \frac{x_t - (q_t + 1) x_u}{t - q_t - 1} = x_u'/u'.
\]

Because \( u' = v' + 1 \), we can apply Lemma 17 to conclude that \( f(P') > x_u' - x_u' = x_u/u \). Then the \( x_u/u \) bound is achieved and the solution is optimal.

Otherwise \( q_t = t-2 \) and \( r_t > 0 \). Then \( r_t \) rows of \( T \) have \( t-1 \) elements filled; the last element must take value \( \rho = x_t - (t-1)x_u/u > x_u/u \). Insert these elements into \( V \), as evenly as possible across the rows of \( V \) so that the difference in the number of elements of value \( \rho \) inserted into any two rows of \( V \) is at most 1. Write

\[
q_v = \left\lfloor \frac{r_t}{s_v} \right\rfloor \\
r_v = r_t - q_v s_v.
\]

Here \( q_v \) represents the number of columns of \( V \) that are completely filled, so that each row receives either \( q_v \) or \( q_v + 1 \) elements of value \( \rho \), and \( r_v \) represents the number of rows that receive \( q_v + 1 \) such elements.
ALGORITHM 5: Algorithm for 3M-DAP that are 0-problems of type 1: achieves $x_u/u$ upper bound

**input**: $T$, $U$, $V$, empty matrices of dimensions $s_t \times t$, $s_u \times u$, and $s_v \times v$, respectively
$x_t$, $x_u$, $x_v$, the required row sums for each row of $T$, $U$, and $V$, respectively
$s_t \leq (v-1)s_v$

**output**: the filled matrices $T$, $U$, $V$
the multiset of entries in $T$ is the union of the multiset of entries in $U$ and $V$

1. set all elements of $U$ to value $x_u/u$
2. $q_t \leftarrow \lceil n_u/s_t \rceil$
3. $r_t \leftarrow n_u - q_ts_t$
4. if $r_t = 0$ then
   5. set all elements of $V$ to value $x_v/v$
   6. fill each row of $T$ with $q_t$ elements of value $x_u/u$ and $t - q_t$ elements of value $x_v/v$
5. else if $q_t < t - 2$ then
   7. for $r_t$ rows of $T$, set $q_t + 1$ elements to value $x_u/u$; call the unfilled submatrix $V'$
   8. set $x'_t = x_t - (q_t + 1)x_u/u$
   9. for the remaining $s_t - r_t$ rows of $T$, set $q_t$ elements to value $x_u/u$; call the unfilled submatrix $U'$
   10. set $x'_u = x_t - q_tx_u/u$
   11. set $T' = V$
   12. use Algorithm 13 to solve the $(T'; U', V')$ 3M-DAP
5. else
   6. for $r_t$ rows of $T$, set $t - 1$ elements to value $x_u/u$; set the last element to
      $\rho = x_t - (t - 1)x_u/u > x_u/u$
   7. for the remaining $s_t - r_t$ rows of $T$, set the first $t - 2$ elements to value $x_u/u$; call the unfilled submatrix $T'$; then $t' = 2$
   8. $x'_t \leftarrow x_t - (t - 2)x_u/u = \rho + x_u/u$
   9. $q_v \leftarrow \lceil r_t/s_v \rceil$
   10. $r_v \leftarrow r_t - q_ts_v$
   11. if $r_v = 0$ then
      12. set all elements of $T'$ to value $\sigma = [x_t - (t - 2)x_u/u]/2 > x_u/u$
      13. fill each row of $V$ with $q_v$ elements of value $\rho$ and $v - q_v$ elements of value $\sigma$
   14. else
      15. for $r_v$ rows of $V$, set $q_v + 1$ elements to value $\rho$; call the unfilled submatrix $U'$
      16. set $x'_v = x_v - (q_v + 1)\rho$
      17. for the remaining $s_v - r_v$ rows of $V$, set $q_v$ elements to value $\rho$; call the unfilled submatrix $V'$
      18. set $x'_v = x_v - q_v\rho$
      19. use Algorithm 3 to solve the $(T'; U', V')$ 3M-DAP
Lemma 19 Given a 3M-DAP \( P = (T; U, V) \) with \( v > 1 \) and \( n_u = (t - 2)s_t + r_t \), where \( 0 < r_t \leq (v - 2)s_v \) or \( r_t = (v - 1)s_v \), \( f(P) = x_u/u \). Algorithm 5 produces an optimal solution in which all elements of \( V \) have size strictly greater than \( x_u/u \).

Proof. Apply Algorithm 5 to solve \( P \). When \( r_v = 0 \), it suffices to check that the rowsums of \( V \) are correct. First,

\[
n_u = (t - 2)s_t + r_t \iff n_v = n_t - n_u = 2s_t - r_t = 2s_t - q_v s_v \iff (v + q_v) s_v = 2s_t.
\]

Then

\[
q_v \rho + (v - q_v) \sigma = q_v \left[ x_t - (t - 1) \frac{x_u}{u} \right] + (v - q_v) \frac{1}{2} \left[ x_t - (t - 2) \frac{x_u}{u} \right]
\]

\[
= \frac{1}{2} (v + q_v) \left( x_t - t \frac{x_u}{u} \right) + v \frac{x_u}{u}
\]

\[
= \frac{s_t}{s_v} \left( x_t - t \frac{x_u}{u} \right) + v \frac{x_u}{u}
\]

\[
= \frac{1}{s_v} \left[ s_u x_u + s_v x_v - (u s_u + v s_v) \frac{x_u}{u} \right] + v \frac{x_u}{u}
\]

\[
= x_v - v \frac{x_u}{u} + v \frac{x_u}{u} = x_v.
\]

Then the \( x_u/u \) bound is achieved and the solution is optimal.

When \( r_v > 0 \), the algorithm constructs a subproblem \( P' = (T'; U', V') \) that is a 3M-DAP with \( t' = 2 \) and then employs Algorithm 3 to solve this subproblem.

The elements of \( V \) will be \( r_t \) having value \( \rho \) and \( 2(s_t - r_t) \) with average value \( \sigma = (\rho + x_u/u)/2 < \rho \), so the average value of an element in \( V \) is less than \( \rho \), i.e., \( x_v/v < \rho \).

The unfilled elements of \( V \) are divided into two matrices \( U' \) and \( V' \), where \( U' \) has \( r_v \) rows, \( u' = v - q_v - 1 \) columns, and required row sum \( x'_u = x_v - (q_v + 1) \rho \), while \( V' \) has \( s_v - r_v \) rows, \( v' = v - q_v \) columns, and required row sum \( x'_v = x_v - q_v \rho \). The elements of \( U' \) and \( V' \) are inserted into the matrix \( T' \), which represents the last two columns of the remaining rows of \( T \), i.e., has \( s_t - r_t \) rows, \( t' = 2 \) columns, and required row sum \( x'_t = x_t - (t - 2) x_u/u = \rho + x_u/u \). Because \( x_v/v < \rho \), we have

\[
\frac{x_v - (q_v + 1) \rho}{v - q_v - 1} < \frac{x_v - q_v \rho}{v - q_v} < \frac{x_v}{v}.
\]

Then it must be the case that

\[
\frac{x'_u}{u'} = \frac{x_v - (q_v + 1) \rho}{v - q_v - 1} < \frac{x_t - (t - 2) x_u/u}{2} = \frac{x'_t}{t'} < \frac{x_v - q_v \rho}{v - q_v} = \frac{x'_v}{v'}.
\]

Then we can apply Lemma 13 to conclude that

\[
f(P') > \frac{1}{2} (x'_t + \lambda') - \frac{1}{4} (u' - v') x'_t
\]

\[
= \frac{3}{4} x'_t + \frac{1}{2} \lambda'
\]

\[
= \frac{3}{4} \left( \rho + \frac{x_u}{u} \right) - \frac{1}{2} \rho
\]

\[
= \frac{1}{4} \rho + \frac{3}{4} x_u > \frac{x_u}{u}.
\]

Then the \( x_u/u \) bound is achieved and this solution is optimal. \( \blacksquare \)
Theorem 20  Any 3M-DAP $P = (T; U, V)$ with $s_t \leq (v - 1)s_v$ is a 0-problem: $f(P) = x_u/u$. Algorithm\textsuperscript{3} produces an optimal solution in which all elements of $V$ have size strictly greater than $x_u/u$.

Lemma 21  Algorithm\textsuperscript{3} has complexity $\Theta(n_t)$.

Proof.  Algorithm\textsuperscript{3} operates in one of two ways, depending on the problem characteristics. In the first way, when either $r_t = 0$ or $q_t = t - 2$ and $r_v = 0$, the problem is solved directly. The value $x_u/u$ is assigned to all elements of $U$ and to the same number of elements of $T$. The remaining elements of $T$ and all elements of $V$ are assigned one of the values $x_v/v$, $\rho$, and $\sigma$. Clearly, this direct solution has complexity $\Theta(n_t)$.

The second method involves assigning the value $x_u/u$ to all elements of $U$ and to the same number of elements of $T$, and further, if $q_t = t - 2$, assigning the value $\rho$ to some elements of $T$ and to the same number of elements of $V$. The remaining elements form a reduced 3M-DAP that can be solved in linear time using either Algorithm\textsuperscript{13} (by Lemma\textsuperscript{85}) or Algorithm\textsuperscript{3} (by Lemma\textsuperscript{14}). ■

7.1 0-Problems of Type 1 in the Context of Extended Families

Here we put 0-problems of type 1 into the context of extended families by investigating for what values of $x$ a 3M-DAP $P = (T; U, V)$ is a 0-problem of type 1. Define

$$x_\infty \equiv \frac{\lambda + \gamma(v - 1)}{(v - 1)t + u - v}u = \frac{x_u + (v - 1)x_t - x_v}{u + (v - 1)t - v}u.$$

Theorem 22  A 3M-DAP $P = (T; U, V)$ is a 0-problem of type 1 if and only if $x \leq x_\infty$.

Proof.  If $v = 1$, there are no 0-problems. If $t = v = 2$, then $s_t \leq (v - 1)s_v \iff n_t = n_v$, so $n_u = 0$ and $x_t = x_v$, so the problem is trivial and the claim of the theorem is a tautology. Otherwise, either $t > 2$ or $v > 2$, so $(v - 1)t - v > 0$. Then $s_t \leq (v - 1)s_v$ implies that

$$\frac{x}{u} = \frac{s_t x_t - s_u x_v}{s_t t - s_u v} \leq \frac{(v - 1)x_t - x_v}{(v - 1)t - v},$$

from which it follows that

$$\frac{x}{u} \leq \frac{x_u + (v - 1)x_t - x_v}{u + (v - 1)t - v} = x_\infty.$$  ■

8  Sketch of Solution Strategy for Remaining Problems

The previous section showed how to find an optimal solution when $s_t \leq (v - 1)s_v$. The following sections address the more complicated case when $s_t > (v - 1)s_v$. Recall that given any solution, the matrices $T$ and $V$ can be divided into maximal, inseparable pairs, and given the value of the problem exceeds some lower bound, that those pairs must be $b$-pairs for some values of $b$.

The next section describes an algorithm (Algorithm\textsuperscript{6}) for completing a $b$-pair: given the values of the $U$ elements in the pair, the algorithm identifies the values of the $V$-elements in the pair and inserts them into the rows of $T$ and $V$ so that the required rowsums are achieved. Provided the smallest value of any of the $U$-elements exceeds some lower bound, the values of all the $V$-elements in pair will exceed $x_u/u$. 21
When $b^*$ is integer, we show in the Section 10 that the 3M-DAP is a 0-problem: the $x_u/u$ bound is achieved by setting all values in $U$ to $x_u/u$, then using Algorithm 6 to complete a $b^*$-pair, and inserting multiple copies of this pair into $T$ and $V$.

When $b^*$ is not integer, we seek a solution in which all maximal inseparable pairs are either $\hat{b}$- or $(\hat{b} - 1)$-pairs. The number of the $U$-elements in a $b$-pair must be $[(v - 1)b + 1]t - bv$ and these must sum to $[(v - 1)b + 1]x_t - bx_v$. This number and sum are the same for all $\hat{b}$-pairs in the solution and likewise are the same for all $(\hat{b} - 1)$-pairs in the solution.

To determine the values in the matrix $U$, we can create a reduced problem that is a new 3M-DAP $P' = (T'; U', V')$, where $T' = U$, there is one row in $U'$ for each $\hat{b}$-pair, and one row in $V'$ for each $(\hat{b} - 1)$-pair. Given a solution to this reduced problem, we apply Algorithm 6 to complete each $\hat{b}$-pair and each $(\hat{b} - 1)$-pair. If the smallest value in the reduced problem, i.e., in $U$, exceeds a lower bound specified in the statement of Proposition 23, then all elements in $V$ will be greater than $x_u/u$, and the smallest value of the reduced problem will also be the smallest value of the original problem.

The reduced problem can be solved in a similar manner. Either the reduced problem is a 0-problem, in which case we solve it directly, or we can reduce it further. The reductions continue until we reach a 0-problem that is solved directly. Solutions to the larger problems are constructed from those to the smaller problems using Algorithm 6 to complete each $b$-pair.

## 9 Completing a $b$-pair

Let $(A, B)$ be a $b$-pair from $(T, V)$. Suppose we are given the values of the $[(v - 1)b + 1]t - bv$ elements of $U$ that are contained in $A$. Here we describe an algorithm for inserting these elements into $A$, constructing the matrix $B$, and inserting its elements into $A$ so that the required rowsums for all rows in the two submatrices are obtained.

Arrange the given elements of $U$ in any order into a vector $u$ of length $[(v - 1)b + 1]t - bv$ (for our analysis only the minimum value of these elements is important, not the order).

When $b = 0$, the matrix $B$ has no rows and the matrix $A$ has one row and contains only the elements of $U$ contained in $u$: we can simply set the one row of $A$ to be $u$.

Otherwise, $b > 0$. When $v = 1$, all elements of $V$ take value $x_v$, so

$$B = \begin{bmatrix} x_v \\ \vdots \\ x_v \end{bmatrix}.$$  \hfill (9)

The matrix $A$ has only one row: the given elements of $U$ and the elements of $B$ are inserted into $A$ as follows:

$$A = \begin{bmatrix} u_1 & \cdots & u_{t-b} & x_v & \cdots & x_v \end{bmatrix}.$$  \hfill (10)

When $v > 1$ and $b = 1$ the matrix $B$ has only one row:

$$B = \begin{bmatrix} w_1 & w_2 & \cdots & w_{v-1} & w_v \end{bmatrix}.$$  \hfill (11)

The given elements of $U$ and the elements of $B$ are inserted into $A$ as follows:

$$A = \begin{bmatrix} u_{11} & \cdots & u_{1,t-2} & u_{1,t-1} & w_1 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ u_{v1} & \cdots & u_{v,t-2} & u_{v,t-1} & w_v \end{bmatrix},$$  \hfill (12)
Proof. If \( v > 1 \) and \( b > 1 \). In this case, divide the elements of \( B \) into three vectors: \( \mathbf{w} \) of length \( b(v-2)+2 \), and \( \mathbf{y} \) and \( \mathbf{z} \), each of length \( b-1 \). Then \( B \) contains these elements as follows:

\[
B = \begin{bmatrix}
w_1 & w_2 & \cdots & w_{v-1} & y_1 \\
z_1 & w_v & \cdots & w_{2v-3} & y_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
z_{b-2} & w_{(b-2)(v-2)+2} & \cdots & w_{(b-1)(v-2)+1} & y_{b-1} \\
z_{b-1} & w_{(b-1)(v-2)+2} & \cdots & w_{b(v-2)+1} & w_{b(v-2)+2}
\end{bmatrix}.
\]

(13)

The given elements of \( U \) and the elements of \( B \) are inserted into \( A \) as follows:

\[
A = \begin{bmatrix}
u_{11} & \cdots & u_{1,t-2} & u_{1,t-1} & w_1 \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
u_{b(v-2)+2,1} & \cdots & u_{b(v-2)+2,t-2} & u_{b(v-2)+2,t-1} & w_{b(v-2)+2} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
u_{b(v-1)+1,1} & \cdots & u_{b(v-1)+1,t-2} & y_{b-1} & z_{b-1}
\end{bmatrix}.
\]

(14)

where again we relabel the elements of \( \mathbf{u} \) by their position in the \( A \) matrix.

**Proposition 23** Consider \((A,B)\), a \( b \)-pair for a 3M-DAP \( P = (T;U,V) \) problem with \( x > x_\infty \). Suppose that the elements of \( U \) in the \((T,V)\)-pair are given and Algorithm 6 is used to fill the elements of \( A \) and \( B \). Let \( Y \) be the smallest element among the given elements of \( U \) and, if \( v > 1 \), suppose that

\[
Y > \frac{x_u/u + (v-1)x_t - x_v}{(v-1)(t-1)}.
\]

Then all elements of \( B \) have value greater than \( x_u/u \).

**Proof.** If \( v = 1 \), all elements of \( B \) have value \( x_v > x_u/u \). Otherwise, we first show that \( x_t - (t-1)Y \) is an upper bound on all elements of \( B \) by using the fact that all the given elements of \( U \) have value at least \( Y \). First, when \( b = 1 \), this follows directly by examining the rows of \( A \):

\[
w_i \leq x_t - (t-1)Y \quad \text{for } 1 \leq i \leq v.
\]

Otherwise, \( b > 1 \). Then from the rows of \( A \) we have

\[
w_i \leq x_t - (t-1)Y \quad \text{for } 1 \leq i \leq b(v-2)+2 \]

\[
z_j \leq x_t - (t-2)Y - y_j \quad \text{for } 1 \leq j \leq b-1.
\]

Using these, from the rows of \( B \) we obtain

\[
y_j \geq x_v - (v-2)[x_t - (t-1)Y] - z_{j-1} \\
\geq x_v - (v-2)[x_t - (t-1)Y] - x_t + (t-2)Y + y_{j-1} \\
= x_v - (v-1)x_t + [(v-1)t - v]Y + y_{j-1},
\]

\[
z_{j-1} \geq x_v - (v-2)[x_t - (t-1)Y] - y_j \\
\geq x_v - (v-2)[x_t - (t-1)Y] - x_t + (t-2)Y + z_j \\
= x_v - (v-1)x_t + [(v-1)t - v]Y + z_j.
\]
Algorithm 6: Algorithm for completing a maximal, inseparable \((T,V)\)-pair

**Input:**
- \(A\), an empty matrix of dimensions \((v-1)b+1\times t\)
- \(x_t\), the required row sum for each row of \(A\)
- \(B\), an empty matrix of dimensions \(b\times v\)
- \(x_v\), the required row sum for each row of \(B\)
- \(u\), a vector of length \((v-1)b+1\) \(t-bv\), containing the given elements of \(U\) in any order

**Output:**
- the filled matrices \(A\) and \(B\)

The insertion of elements into \((A,B)\) is as in ((10), (9)), ((12), (11)), or ((14), (13)) the multiset of entries in \(A\) is the union of the multiset of entries in \(u\) and \(B\)

1. if \(b = 0\) then
2. | insert \(u\) into the one row of \(A\)
3. else
4. | insert the elements of \(u\) into \(A\) as in (10), (12) or (14), relabeling as necessary
5. if \(v = 1\) then
6. | set remaining elements of \(A\) and all elements of \(B\) to \(x_v\)
7. else
8. | for \(1 \leq i \leq b(v - 2) + 2\) do
9. | compute \(w_i = x_t - \sum_{j=1}^{t-1} u_{ij}\) and insert into \(A\) and \(B\)
10. if \(b > 1\) then
11. | compute \(y_1 = x_v - \sum_{j=1}^{v-1} w_j\) and insert into \(A\) and \(B\)
12. | for \(1 \leq i \leq b - 2\) do
13. | compute \(z_i = x_t - y_i - \sum_{j=2}^{t-2} u_{b(v-2)+i,j}\) and insert into \(A\) and \(B\)
14. | compute \(y_{i+1} = x_v - z_i - \sum_{j=2}^{v-2} w_{i(v-2)+j}\) and insert into \(A\) and \(B\)
15. | compute \(z_{b-1} = x_t - y_{b-1} - \sum_{j=1}^{t-2} u_{b(v-1)+i,j}\) and insert into \(A\) and \(B\)
An Optimal Solution for the Muffin Problem

| Element type | No. elements | No. operations/element |
|--------------|--------------|------------------------|
| \( w_i \)   | \((v - 2)b + 2\) | \( t - 1 \)           |
| \( y_i \)   | \( b - 1 \)   | \( v - 1 \)           |
| \( z_i \)   | \( b - 1 \)   | \( t - 1 \)           |

Table 1: number of operations to compute elements of \( B \) using Algorithm 6

Now \( x > x_\infty \), so \( x_u/u > [(v - 1)x_t - x_v]/[(v - 1)t - v] \), so given the assumed lower bound on \( Y \), it follows that

\[
Y > \frac{(v - 1)x_t - x_v}{(v - 1)t - v} \Leftrightarrow x_v - (v - 1)x_t + [(v - 1)t - v]Y > 0.
\]

Then \( y_j > y_{j-1} \) and \( z_j < z_{j-1} \). The smallest element of \( y \) is \( y_1 \) and

\[
y_1 = x_v - \sum_{i=1}^{v-1} w_i \geq x_v - (v - 1)x_t + (v - 1)(t - 1)Y > \frac{x_u}{u} > Y,
\]

where the second-to-last inequality follows from the assumed lower bound on \( Y \). Similarly, the smallest element of \( z \) is \( z_{b-1} \) and \( z_{b-1} > x_u/u > Y \).

The largest element of \( y \) is \( y_{b-1} \), and

\[
y_{b-1} \leq x_t - (t - 2)Y - z_{b-1} < x_t - (t - 1)Y.
\]

Similarly, the largest element of \( z \) is \( z_1 \), and \( z_1 < x_t - (t - 1)Y \). Then \( x_t - (t - 1)Y \) is an upper bound on all elements of \( B \).

Then a lower bound on any element of \( B \) is given by supposing that all other elements in the same row of \( B \) have size \( x_t - (t - 1)Y \); this lower bound is

\[
x_v - (v - 1)(x_t - (t - 1)Y) = x_v - (v - 1)x_t + (v - 1)(t - 1)Y > \frac{x_u}{u},
\]

where the inequality follows from the assumed lower bound on \( Y \). \( \blacksquare \)

**Lemma 24** Suppose that whenever Algorithm 6 is applied to complete a \((T, V)\)-pair with \( v = 1 \), then \( b \leq t - 2 \). Then Algorithm 6 has complexity \( \Theta(n_a) = \Theta([(v - 1)b + 1]t) \). More specifically, the number of operations taken by the algorithm is bounded below by \( n_a \) and above by \( 3n_a \).

**Proof.** The vector \( u \) is inserted into \( A \), requiring one operation per element for a total of \( n_a - bv \) operations. When \( b = 0 \), the algorithm is complete and requires \( n_a \) operations.

When \( b > 0 \) and \( v = 1 \), each element of \( B \) must be set to \( x_v \) and inserted into \( A \), requiring two operations per element for a total of \( 2b \) operations. Therefore, the total number of operations required is \( n_a + b \), which lies between \( n_a \) and \( 2n_a \) (by the supposition in the statement of the lemma and on observing that \( n_a = t \) in this instance).

When \( v > 1 \), the elements of \( B \) must be computed and inserted into \( A \) and \( B \). The insertions require two operations per element for a total of \( 2bv \) insertions.

When \( b = 1 \), each element of \( B \) is in a separate row of \( A \) (is a \( w_i \)-element) so is computed using \( t - 1 \) operations for a total of \( (t - 1)v \) operations. Then the total number of operations is \( n_a + tv = 2n_a \).
When \( b > 1 \), there are three types of elements computed by Algorithm 6 as shown in Table 4. Then the total number of operations to compute the elements of \( B \) is

\[
[(v - 1)b + 1](t - 1) + (b - 1)(v - 1) = [(v - 1)b + 1]t - v = n_a - v.
\]

Then the total number of operations is \( 2n_a + (b - 1)v < 3n_a \), so this lies between \( 2n_a \) and \( 3n_a \).

\((b - 1)v < n_a, \) because \( t \geq 2 \) and \( v \geq 2 \), so \( n_a - (b - 1)v = [bv - (b - 1)]t - (b - 1)v \geq 4 \).

Then under any circumstances, the number of operations taken by the algorithm is bounded below by \( n_a \) and above by \( 3n_a \), so has complexity \( \Theta(n_a) \). □

## 10 0-Problems of Type 2

In this section we discuss 0-problems of type 2, namely any 3M-DAP with \( r = 0 \)-problems of type 2, \( r \in \mathbb{N} \). Then the total number of operations is \( 2n_a + (b - 1)v < 3n_a \).

Any 3M-DAP \( r \)-problems of type 2, \( \mathbf{Theorem 25} \), have size strictly greater than \( n_u \).

Theorem 25 Any 3M-DAP \( P = (T; U, V) \) with \( r_v = n_u - (t - 2)s_t - (v - 2)s_v > 0 \) and \( b^* = 2s_v/r_v \) integer is a \( 0 \)-problem: \( f(P) = x_u/u \) and there exists an optimal solution in which all elements of \( V \) have size strictly greater than \( x_u/u \).

**Proof.** Apply Algorithm 7 to solve \( P \). Because \( r_v > 0 \), it follows that \( x > x_\infty \). Because \( b^* \) is integer, the matrices \( T \) and \( V \) can be divided into \( r_v/2 \) identical \((T, V)\)-pairs, \((A, B)\). \( B \) contains \( b^* \) rows from \( V \) and \( A \) contains \((v - 1)b^* + 1 = 2(v - 1)s_v/r_v + 1 = 2[3(s_v + r_v/2)]/r_v = 2s_t/r_v \) rows from \( T \), and those rows from \( T \) contain \( 2n_t/r_v - 2n_v/r_v = 2n_u/r_v \) elements from \( U \).

All elements of \( U \) are set to \( x_u/u \). All elements of \( V \) are elements of \( B \). Because \( x > x_\infty \), we have

\[
\frac{x_u}{u} = \frac{x_u}{u + (v - 1)x_t - x_v}{(v - 1)(t - 1)}.
\]

Then all the conditions of Proposition 23 are satisfied. The conclusions follow. □

**Lemma 26** Algorithm 7 has complexity \( \Theta(n_t) \).
Proof. Assigning value \( x_u/u \) to all elements of \( U \) and to the vector \( u \) requires \( n_u + 2n_u/r_v \) operations. Completing the pair \((A, B)\) using Algorithm \[6\] requires between \( 2n_t/r_v \) and \( 6n_t/r_v \) operations by Lemma \[24\]. Inserting \( A \) and \( B \) into \( T \) and \( V \) requires \( n_t + n_v \) operations. The total number of operations is bounded below by \( 2n_t \) and bounded above by \( 6n_t \). \[\square\]

10.1 0-Problems of Type 2 in the Context of Extended Families

Here we put 0-problems of type 2 into the context of extended families by investigating for what values of \( x \) a 3M-DAP \( P = (T; U, V) \) is a 0-problem of type 2. Define for any integer \( b \geq 0 \):

\[
x_b = \frac{[\lambda + \gamma(v - 1)t]u + \gamma tu}{(v - 1)t + u - v}.
\]

Observe that \((v - 1)t + u - v > 0 \) and \( \lambda < \gamma(u - v) \), so using medians

\[
\lambda + \gamma(v - 1)t < [(v - 1)t + u - v] \gamma
\]

\[
\Leftrightarrow \frac{\lambda + \gamma(v - 1)t}{(v - 1)t + u - v} < \gamma
\]

\[
\Leftrightarrow \frac{[\lambda + \gamma(v - 1)t]u + \gamma tu}{[(v - 1)t + u - v]b + t} < \frac{[\lambda + \gamma(v - 1)t]u(b - 1) + \gamma tu}{[(v - 1)t + u - v](b - 1) + t}
\]

\[
\Leftrightarrow x_b < x_{b-1},
\]

\[
x_0 = \frac{\gamma tu}{t} = \gamma u,
\]

and

\[
\lim_{b \to \infty} x_b = \frac{[\lambda + \gamma(v - 1)t]u}{(v - 1)t + u - v} = x_\infty.
\]

Lemma 27 Let \( P = (T; U, V) \) be a 3M-DAP with \( r_v > 0 \) and \( b - 1 \leq 2s_v/r_v < b \) for some integer \( b \geq 1 \). Then \( x = x_u \in (x_b, x_{b-1}] \). If \( 2s_v/r_v = b \) for some integer \( b \geq 1 \), then \( x = x_u = x_b \).

Proof. Observe that, if

\[
b \geq \frac{s_v}{s_t - (v - 1)s_v},
\]

so that \( s_t b \geq [(v - 1)b + 1]s_v \), then

\[
\frac{x}{u} = \frac{s_t x_t - x_u x_v}{s_t t - s_v v}
\]

\[
\geq \frac{[(v - 1)b + 1]x_t - bx_v}{[(v - 1)b + 1]t - bv}
\]

\[
= \frac{[(v - 1)b + 1]t \gamma + b \lambda - bx}{[(v - 1)b + 1]t - bv}.
\]

Then

\[
x \geq \frac{[(v - 1)b + 1]t \gamma + b \lambda}{[(v - 1)b + 1]t + (u - v)b} u = \frac{[(v - 1)t \gamma + \lambda]b + t \gamma}{[(v - 1)t + u - v]b + t} u = x_b.
\]

The conclusions follow. \[\square\]

Theorem 28 A 3M-DAP \( P = (T; U, V) \) is a 0-problem of type 2 if and only if \( x = x_b \) for some \( b \geq 1 \).
To summarize what we have established to date: the 3M-DAP extended family \((t, u, v, \lambda, \gamma)\) includes all rational values of \(x\) in the interval \((\lambda + \gamma v, \gamma u = x_0]\). The problem is a 0-problem whenever:

- 0-problem of type 1: \(x \in (\lambda + \gamma v, \gamma u]\);
- 0-problem of type 2: \(x = x_b\) for \(b = 0, 1, 2, \ldots\).

It remains to understand the problems for which \(x_b < x < x_{b-1}\) for any \(b \geq 1\).

### 11 A Recursive Algorithm for 3M-DAPs

Suppose that \(x_b < x < x_{b-1}\) for some \(b > 0\). Then \(n_u > (t - 2)s_t + (v - 2)s_v\) and recall that

\[r_v = n_u - (t - 2)s_t - (v - 2)s_v = ts_t - vs_v - (t - 2)s_t - (v - 2)s_v = 2s_t - 2(v - 1)s_v,\]

so \(r_v\) is positive and even.

#### 11.1 Constructing a reduced problem

We seek a solution with \((T, V)\) divided into \(s_u'\) maximal inseparable \(b\)-pairs and \(s_v'\) maximal inseparable \((b - 1)\)-pairs. By matching the number of \(T\) rows and the number of \(V\) rows, we have

\[\left[(v - 1)b + 1 \right]s_u' + \left[(v - 1)(b - 1) + 1 \right]s_v' = s_t\]

\[bs_u' + (b - 1)s_v' = s_v.\]

Then

\[s_u' + s_v' = s_t - (v - 1)s_v = \frac{1}{2}r_v\]

\[s_v' = \frac{1}{2}br_v - s_v\]

\[s_u' = s_v - \frac{1}{2}(b - 1)r_v.\]

Now we can form the elements in \(U\) from the \(s_u'\) maximal inseparable \(b\)-pairs into a matrix \(U'\), with each row corresponding to a maximal inseparable pair. Likewise, we can form the elements in \(U\) from the \(s_v'\) maximal inseparable \((b - 1)\)-pairs into a matrix \(V'\), with each row corresponding to a maximal inseparable pair. The elements from \(U'\) and \(V'\) can be reorganized into the matrix \(T' = U\). To summarize:

- \(s_u' = s_v - \frac{1}{2}(b - 1)r_v\) number of \(b\)-pairs
- \(u' = [(v - 1)b + 1]t - bv\) number of \(U\)-elements in a \(b\)-pair
- \(x_u' = [(v - 1)b + 1]x_t - bx_v\) sum of \(U\)-elements in a \(b\)-pair
- \(s_v' = \frac{1}{2}br_v - s_v\) number of \((b - 1)\)-pairs
- \(v' = [(v - 1)(b - 1) + 1]t - (b - 1)v\) number of \(U\)-elements in a \((b - 1)\)-pair
- \(x_v' = [(v - 1)(b - 1) + 1]x_t - (b - 1)x_v\) sum of \(U\)-elements in a \((b - 1)\)-pair.
We call the $P' = (T', U', V')$ problem the reduced problem for problem $P = (T; U, V)$. It is smaller in the sense that the number of elements in $T' = U$ is $n_u < n_t$, the number of elements in $T$.

**Proposition 29** Let $P$ be a 3M-DAP with $x_b \leq x < x_{b-1}$ for some $b \geq 1$. Let $P'$ be the reduced problem for problem $P$. Then $P'$ is a 3M-DAP. Further,

(i) if $P$ is a v1 3M-DAP, then $P'$ is $v'$-weighted with $v' = u' + 1$, otherwise $P'$ is $u'$-weighted;

(ii) if $t > 2$ or $v > 2$, then $P'$ is strongly $u'$-weighted;

(iii) $P'$ is weakly $u'$-weighted if and only if $P$ has $b > 1$ or $P$ is $u'$-weighted and has $b = 1$.

**Proof.** We show that the reduced problem satisfies the properties of a 3M-DAP. First, $t' = u \geq 2$. If $v = 1$, then by assumption $n_u = s_v \leq (t - 2)s_t$. Also, $r_v = 2s_t$, so $b^* = 2s_v/r_v \leq t - 2$, so $b = t - 2$. Then $u' = t - b \geq 2$, and $v' = u' + 1$. When $v \geq 2$, both $u'$ and $v'$ are nondecreasing functions of $b$, so are smallest when $b = 1$: then $u' = v(t - 1) \geq 2$ and $v' = t \geq 2$.

Second, $x'_t, x'_u$, and $x'_v$ are all clearly rational, so $\lambda'$ and $\gamma'$ are rational. Third, $s'_t = s_u > 0$, and because $x_b \leq x < x_{b-1}$, we must have $s'_u > 0$ and $s'_v \geq 0$. Fourth, we can confirm that:

$$n'_t + n'_v = [s_v - (b - 1)r_v/2][((v - 1)b + 1)t - bv] + (br_v/2 - s_v)[[(v - 1)(b - 1) + 1]t - (b - 1)v]$$

$$= [(v - 1)t - v)s_v + tr_v/2$$

$$= (v - 1)ts_v - n_v + n_t - t(v - 1)s_v$$

$$= n_u = n'_t,$$

and also that:

$$s'_u x'_u + s'_v x'_v = [s_v - (b - 1)r_v/2][((v - 1)b + 1)x_t - bx_v] + (br_v/2 - s_v)[[(v - 1)(b - 1) + 1)x_t - (b - 1)x_v]$$

$$= [(v - 1)x_t - x_v)s_v + x_t r_v/2$$

$$= (v - 1)s_v x_t - s_v x_v + s_t x_t - (v - 1)s_v x_t$$

$$= s_t x_t - s_v x_v$$

$$= s'_u x'_u = s'_t x'_t.$$  

Finally, we have

$$x'_u/u' = [(v - 1)b + 1)x_t - bx_v] / [(v - 1)b + 1)t - bv] = (v - 1 + 1/b)x_t - x_v / (v - 1 + 1/b)t - v$$

and

$$x'_v/v' = [(v - 1)(b - 1) + 1)x_t - (b - 1)x_v] / [(v - 1)(b - 1) + 1)t - (b - 1)v] = [v - 1 + 1/(b - 1)]x_t - x_v / [v - 1 + 1/(b - 1)]t - v'$$

where the second equality applies only when $b > 1$. If this is the case, then we can argue as follows. The mediant of $[x'_t/(b - 1)]/[v'/((b - 1)]$ and $x_v/v$ is $x_t/t$, so $x'_t/v' < x_t/t < x_v/v$. Likewise, the mediant of $[1/(b - 1) - 1/b]x_t/[1/(b - 1) - 1/b)t = x_t/t$ and $x'_u/u'$ is $x'_v/v'$, so we must have $x'_u/u' < x'_v/v'$, as desired. If $b = 1$, then $x'_u/u' = (x_t - x_v)/(vt - v) < x_t/t = x'_v/v'$.

Now we investigate the properties of the parameter set for the reduced problem. First,
consider a \(v1\)-problem. Then \(v = 1\) and recall that \(b^* \leq t - 2\), so

\[
\begin{align*}
  t' &= u \geq 2; \\
  u' &= [(v - 1)b + 1]t - bv = t - b \geq 2, \quad \text{with equality if and only if } b = t - 2; \\
  v' &= [(v - 1)(b - 1) + 1]t - (b - 1)v = t - b + 1 > 2.
\end{align*}
\]

Then \(v' = u' + 1\), so the problem is \(v\)-weighted.

Otherwise \(b \geq 1\), \(t \geq 2\), \(u \geq 2\), and \(v \geq 2\), so:

\[
\begin{align*}
  t' &= u \geq 2; \\
  u' &= [(v - 1)b + 1]t - bv \geq (v - 2)b + 2 \geq 2, \quad \text{with equality if and only if } t = v = 2; \\
  v' &= [(v - 1)(b - 1) + 1]t - (b - 1)v \geq (v - 2)(b - 1) + 2 \geq 2, \\
  &\quad \text{with equality if and only if } t = 2 \text{ and either } v = 2 \text{ or } b = 1.
\end{align*}
\]

Then

\[
(u' - v') = [(v - 1)b + 1]t - bv - [(v - 1)(b - 1) + 1]t + (b - 1)v = (v - 1)t - v \geq v - 2 \geq 0, \quad (17)
\]

with equality if and only if \(t = v = 2\). Then the reduced problem is \(u\)-weighted and further is strongly \(u\)-weighted whenever \(t > 2\) or \(v > 2\).

When \(b = 1\), \(u' = v(t - 1)\) and \(v' = t\) so \((v' - 1)t' = (t - 1)u\). Then the \(P'\) is weakly \(u\)-weighted if and only if \(P\) is \(u\)-weighted. Otherwise \(b > 1\). In this case, because \(t' = u \geq 2\), we have

\[
\begin{align*}
(v' - 1)t' - u' &= 2(v' - 1) - u' \\
&= 2[(v - 1)(b - 1) + 1]t - 2(b - 1)v - 2 - [(v - 1)b + 1]t + bv \\
&= [(v - 1)(b - 2) + 1]t - (b - 2)v - 2 \\
&= [(v - 1)t - v](b - 2) + t - 2 \geq 0,
\end{align*}
\]

because \((v - 1)t - v \geq 0\) and \(t \geq 2\). Then \(P'\) is weakly \(u\)-weighted.

### 11.2 Reducing a 0-problem of type 2

When \(x = x_b\) for some \(b \geq 0\), we have previously shown a direct solution to the 3M-DAP \(P = (T; U, V)\) that achieves the \(x_u/u\) upper bound. However, it is possible to reduce such a problem.

Recall that \(r_v = n_u - (t - 2)s_t - (v - 2)s_v = 2s_t - 2(v - 1)s_v\). If we reduce a problem with

\[
b = b^* = \frac{2s_v}{r_v} = \frac{s_v}{s_t - (v - 1)s_v},
\]

then \(s_v' = 0\) and

\[
(v - 1)b + 1 = \frac{s_t}{s_t - (v - 1)s_v},
\]

so

\[
\frac{x_u'}{u'} = \frac{s_t x_t - s_v x_v}{s_t - s_v v} = \frac{s_u x_u}{s_u u} = \frac{x_u}{u} = \frac{x_t'}{t'}.
\]

Then \(x' = \gamma' u' = x_0'\). So certainly the reduced problem is a 0-problem of type 2 but perhaps more importantly its solution is immediate: all elements in both \(U'\) and \(T'\) can be set to \(x_u'/u' = x_u/u\). 
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11.3 The Recursive Algorithm

Here we present the recursive algorithm for solving any 3M-DAP (Algorithm 8). The algorithm solves any 0-problem directly using either Algorithm 5 or Algorithm 7. Any 3M-DAP $P(x) = (T; U, V)$ with $x_b < x < x_{b-1}$ for some $b > 0$, i.e., that is not a 0-problem, is reduced to a smaller problem $P' = (T'; U', V')$, which is itself then solved using the recursive algorithm. Given the solution to the smaller problem, $U = T'$ and each row of $U'$, respectively $V'$, corresponds to a $b$-pair, respectively a $(b - 1)$-pair, in the original problem. For each such row, Algorithm 6 is used to complete the $(T, V)$-pair, thereby producing a solution to the original problem.

**ALGORITHM 8:** Algorithm for solving a 3M-DAP

**input:** $T, U, V$, empty matrices of dimensions $s_t \times t$, $s_u \times u$, and $s_v \times v$, respectively

- $x_t, x_u, x_v$, the required row sums for each row of $T, U,$ and $V$, respectively
- $s_u u + s_v v = s_t x_t$

**output:** the filled matrices $T, U, V$

- the multiset of entries in $T$ is the union of the multiset of entries in $U$ and $V$

1. if $x \leq x_\infty$ then
2. apply Algorithm 5 to solve the $(T; U, V)$ problem
3. else if $x = x_b$ for some integer $b \geq 0$ then
4. apply Algorithm 7 to solve the $(T; U, V)$ problem
5. else
6. $b \leftarrow \lceil s_v /[s_t - (v - 1)s_v] \rceil$
7. form the reduced problem $(T', U', V')$ as described in Section 11.1
8. apply Algorithm 8 to solve the $(T', U', V')$ problem
9. $U \leftarrow T'$
10. for $1 \leq i \leq s_u'$ do
11. initialize a $b$-pair $(A, B)$
12. set $u$ to be the $i^{th}$ row of $U'$
13. apply Algorithm 6 with inputs $A, x_t, B, x_v, u$ to complete the pair $(A, B)$
14. insert $A$ into $T$ and $B$ into $V$
15. if $b = 1$ then
16. insert $V'$ into $T$
17. else
18. for $1 \leq j \leq s_v'$ do
19. initialize a $(b - 1)$-pair $(A, B)$
20. set $u$ to be the $j^{th}$ row of $V'$
21. apply Algorithm 6 with inputs $A, x_t, B, x_v, u$ to complete the pair $(A, B)$
22. insert $A$ into $T$ and $B$ into $V$

11.4 Reducing and transforming to standard form

Algorithm 8 reduces any problem that is not a 0-problem. It will be helpful for analysis of the algorithm to transform the reduced problem to standard form. Recall that the reduced problem can only be transformed to standard form if $u' > v'$, so per (17), this section focuses only on problems with $v \geq 2$ and either $t > 2$ or $v > 2$. 
For $x_b < x < x_{b-1}$, create the reduced problem using $b$- and $(b-1)$-pairs. Then

\[
\begin{align*}
    u'(b) &= [(v-1)b+1]t - bv \\
    x_u'(b) &= [(v-1)b+1]x_t - bx_v \\
    v'(b) &= u \\
    x_v'(b) &= x_u \\
    v'(b) &= [(v-1)(b-1) + 1]t - (b-1)v \\
    x_v'(b) &= [(v-1)(b-1) + 1]x_t - (b-1)x_v.
\end{align*}
\]

Then

\[
\begin{align*}
    u'(b) - v'(b) &= (v-1)t - v \\
    \lambda'(x) &= \lambda'(x, b) = x_u'(b) - x_v'(b) = (v-1)x_t - x_v = \lambda + \gamma(v-1)t - x \\
    \gamma'(x) &= \gamma'(x, b) = \frac{x_t}{u} = \frac{x}{u}.
\end{align*}
\]

Because each of these is independent of $b$, it follows from (5) that when transforming from reduced to standard form problem the same transformation is applied for all members from the same extended family.

**Theorem 30** Given an extended 3M-DAP family $(t, u, v, \lambda, \gamma)$ with $v \geq 2$ and either $t > 2$ or $v > 2$, let $X$ be the subset of the family having $x > x_\infty$, and let $H(\cdot)$ be the map that transforms a 3M-DAP in $X$ to a 3M-DAP in standard form through reduction followed by standardization. Then $H(\cdot)$ is a bijection from $X$ to the complete 3M-DAP family $(u, \{u'(b)\}_{b \geq 1}, \{v'(b)\}_{b \geq 1}, 0, 1/2)$ of standard form problems.

In particular, for any integer $b \geq 1$, let $X_b$ be the subset of $X$ of problems having $x \in (x_b, x_{b-1}]$. Then $H(\cdot)$ is a bijection from $X_b$ to the extended 3M-DAP family $(u, u'(b), v'(b), 0, 1/2)$ of standard form problems.

**Proof.** It is sufficient to prove the second claim. It is immediate that the given subset of problems will be mapped into the same extended family. As noted above, the transformation from reduced to standard form problem is independent of $b$:

\[
\begin{align*}
    h(y) &= \frac{1}{2} \left[ u'(b) - v'(b) \right] y - \left[ x_u'(b) - x_v'(b) \right] = \frac{1}{2} \left[ (v-1)t - v \right] y - \left[ (v-1)x_t - x_v \right] \\
    &= t(x - \lambda - \gamma v).
\end{align*}
\]

Let $\hat{x}(x)$ represent the value of $x_u$ in the standardized reduced problem. If $y_1 + \cdots + y_{u'(b)} = x_u'(b)$, then $\hat{x}(x) = h(y_1) + \cdots + h(y_{u'(b)})$. Observe that

\[
\begin{align*}
    [u'(b) - v'(b)]x_u'(b) - [x_u'(b) - x_v'(b)]u'(b) & = x_v'(b)u'(b) - x_u'(b)v'(b) \\
    & = \{(v-1)(b-1) + 1\}x_t - (b-1)x_v \{[(v-1)b+1]t - bv\} \\
    & \quad - \{(v-1)b+1\}x_t - bx_v \{[(v-1)(b-1) + 1]t - (b-1)v\} \\
    & = -[(v-1)(b-1) + 1]bx_v - [(v-1)b+1](b-1)x_v \\
    & \quad + [(v-1)b+1](b-1)x_v + [(v-1)(b-1) + 1]bx_v \\
    & = tx_v - vx_t \\
    & = t(x - \lambda - \gamma v).
\end{align*}
\]
which is independent of $b$. Then \( \hat{x}(x) \) will also be independent of $b$:

\[
\hat{x}(x) = \frac{1}{2} \frac{[u'(b) - v'(b)]x'_u(b) - [x'_u(b) - x'_v(b)]u'(b)}{[u'(b) - v'(b)]t'(b) - [x'_u(b) - x'_v(b)]} \\
= \frac{1}{2} \left( \frac{x - \lambda - \gamma v}{(v - 1)t - v} x/u - \frac{[\lambda + \gamma(v - 1)t - x]}{u(x - \lambda - \gamma v)} \right) \\
= \frac{1}{2} \left( \frac{[\lambda + \gamma(v - 1)t - x]}{u(x - \lambda - \gamma v)} \right) \\
= \frac{1}{2} \left( \frac{[v - 1)t + u - v]{(x - x_\infty)} \right) \\
= \frac{t}{2} \left( \frac{[v - 1)t + u - v]{(x - x_\infty)} \right).
\]

As $x$ increases from $x_\infty$ to $\gamma u$, $\hat{x}(x)$ decreases from $+\infty$ to $t/2$. The following will be useful later in the proof:

\[
\frac{\hat{x}(x)}{\hat{x}(x) - t/2} = \frac{u(x - \lambda - \gamma v)}{\gamma u - x}.
\]

Now we are interested in the value taken by $\hat{x}(x)$:

\[
\gamma - \frac{x_b}{u} = \gamma - \frac{[(v - 1)t]b + \gamma t}{[(v - 1)t + u - v]b + t} \\
= \frac{[\gamma(u - \lambda)]b}{[(v - 1)t + u - v]b + t}.
\]

and

\[
\frac{1}{u}(x_b - x_\infty) = \frac{[\lambda + \gamma(v - 1)t]b + \gamma t}{[(v - 1)t + u - v]b + t} - \frac{\lambda + \gamma(v - 1)t}{(v - 1)t + u - v} \\
= \frac{[\lambda - \gamma(v - 1)t]b + [(v - 1)t + u - v]b + t}{[(v - 1)t + u - v]b + t} \\
- \frac{[\lambda + \gamma(v - 1)t]}{[(v - 1)t + u - v]b + t} \\
= \frac{[\lambda - \gamma(v - 1)t]}{[(v - 1)t + u - v]b + t}.
\]

Then

\[
\hat{x}(x_b) = \frac{t}{2} b \frac{[v - 1)t - v]}{t} = \frac{1}{2} \left( \frac{[\gamma(u - \lambda)]b}{[(v - 1)t + u - v]b + t} \right) = \frac{u'(b)}{2} = \frac{v'(b + 1)}{2}.
\]

Thus for any problem in the original extended family with $x \in (x_b, x_{b-1})$, the corresponding standardized reduced problem is a member of the extended family \( u, u'(b), v'(b), 0, 1/2 \), as claimed.

For the converse, we must show that every 3M-DAP $\hat{P} = \hat{T}; \hat{U}, \hat{V}$ a member of the extended family \( (u, u'(b), v'(b), 0, 1/2) \), there is a unique $P = (T; U, V) \in X_b$ such that $H(P) = \hat{P}$.

Let $\hat{s}_t, \hat{s}_u,$ and $\hat{s}_v$ be the number of rows in the matrices $\hat{T}, \hat{U},$ and $\hat{V}$, respectively, and let the required rowsums be $\hat{x}_t = u/2$ and $\hat{x}_u = \hat{x}_v = \hat{x}$, with $\hat{x} \in (v'(b)/2, u'(b)/2]$ and rational.
Then we must set \( s_u = \hat{s}_t \) and from (15) and (16) we must set:

\[
\begin{align*}
    s_t &= \left[(v - 1)b + 1\right] s_u + \left[(v - 1)(b - 1) + 1\right] \hat{s}_v \\
    s_v &= b s_u + (b - 1) \hat{s}_v.
\end{align*}
\]

Then

\[
\begin{align*}
    s_t t - s_v v &= \hat{s}_u u'(b) + \hat{s}_v v'(b) = \hat{s}_t t'(b) = s_u u.
\end{align*}
\]

Further, we must set \( x_u = x \) to be the result of the inverse transformation to (18) applied to \( \hat{x} \). This will result in \( x \in (x_b, x_{b-1}] \). Finally, we must set \( x_v = x - \lambda \) and \( x_t = \gamma t \). Now

\[
\begin{align*}
    \hat{s}_t u &= 2 \hat{x} \left[ \hat{s}_u + \hat{s}_v \right] = u'(b) \hat{s}_u + v'(b) \hat{s}_v,
\end{align*}
\]

so we can write

\[
\begin{align*}
    \hat{s}_t u &= \frac{2 \hat{x}}{2 \hat{x} - t} \left[ u'(b) \hat{s}_u + v'(b) \hat{s}_v \right] - \frac{t}{2 \hat{x} - t} 2 \hat{x} \left[ \hat{s}_u + \hat{s}_v \right] \\
    &= \frac{2 \hat{x}}{2 \hat{x} - t} \left\{ \left[ u'(b) - t \right] \hat{s}_u + \left[ v'(b) - t \right] \hat{s}_v \right\} \\
    &= \frac{2 \hat{x}}{2 \hat{x} - t} \left[ (v - 1) t - v \right] [b \hat{s}_u + (b - 1) \hat{s}_v].
\end{align*}
\]

Then, using (19):

\[
\begin{align*}
    \hat{s}_t u &= \frac{x - \lambda - \gamma v}{\gamma u - x} u [b \hat{s}_u + (b - 1) \hat{s}_v] \\
    &\iff \hat{s}_t = \frac{x - \lambda - \gamma v}{\gamma u - x} s_v \\
    &\iff (\gamma u - x) s_u = (x - \lambda - \gamma v) s_v = (x_v - \gamma v) s_v \\
    &\iff \gamma s_u u + \gamma s_v v = s_u x_u + s_v x_v \\
    &\iff s_t x_t = s_u x_u + s_v x_v.
\end{align*}
\]

Then the problem \( P = (T; U, V) \) is a 3M-DAP whose standardized reduction is \( \hat{P} = (\hat{T}, \hat{U}, \hat{V}) \) and is the unique such problem.

\section{12 Analysis of The Recursive Algorithm}

Let \( P = (T; U, V) \) be a problem from the extended 3M-DAP family \( (t, u, v, \lambda, \gamma) \). When appropriate, we indicate that \( x_u = x \) for the problem by writing \( P(x) \). Given problem \( P \), applying Algorithm 8 results in a feasible solution. Let \( g(P) \) be the size of the smallest piece in this solution.

\subsection{12.1 N-problems}

\textbf{Definition 19} Algorithm 8 solves any 3M-DAP \( P \) that is not a 0-problem by reducing it to a smaller 3M-DAP \( P' \). If this reduced problem is a 0-problem, then call the original problem a 1-problem. Then inductively define \( N \)-problems for any \( N \geq 2 \) to be those 3M-DAPs for which it takes \( N \) reductions in Algorithm 8 to reach a 0-problem. Any 3M-DAP must be an \( N \)-problem for some finite \( N \).
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Figure 1: Solution values produced by Algorithm 8 for problems in the extended fully-constrained-muffin-problem family with \( n = 3 \), \( F(t = 2, u = 4, v = 3, \lambda = 0, \gamma = \frac{1}{2}) \). As we will show, these are in fact optimal values. \( L(1) \) and \( L(2) \) are the limits of \( g(P(x)) \) as \( x \) converges to \( x_0 \) and \( x_1 \), respectively. The lines \( l5 \) and \( l18 \) represent the lower bounds described in Conjecture 5 and Proposition 23, respectively.

In this section we prove the following conjecture and establish lower bounds on the value of many 3M-DAPs.

**Conjecture 8** For any 3M-DAP \( P \) that is not a 0-problem, \( g(P) = g(P') \).

12.2 Illustrative problem families

Define

\[
\tau = \frac{x_\infty}{u} = \frac{(v - 1)x_t + x_u - x_v}{(v - 1)t + u - v}, \quad \text{and}
\]

\[
L(b) = \gamma - b \frac{x_{b-1} - \lambda - \gamma v}{[(v - 1)t - v]b + t}.
\]

We will show below that \( L(b) \) is the limit of \( g(P(x)) \) as \( x \) converges to \( x_{b-1} \) from below.

By Proposition 29 most \( N \)-problems with \( N > 1 \) reduce to \( u \)-weighted problems. Because fully-constrained muffin problems are \( u \)-weighted, we can use such a problem family to illustrate the typical properties of \( u \)-weighted problem families.

Figure 1 shows the problem values for solutions computed by Algorithm 8 for the extended fully-constrained-muffin-problem family with \( n = 3 \). This illustrates that for \( u \)-weighted prob-
Figure 2: Solution values produced by Algorithm 8 for problems in the extended 3M-DAP family $F(t = 2, u = 2, v = 6, \lambda = -3, \gamma = \frac{1}{2})$. As we will show, these are in fact optimal values. The lines $l_5$ and $l_{18}$ represent the lower bounds described in Conjecture 5 and Proposition 23, respectively. The figure includes the lines $l_5$ and $l_{18}$ that represent the lower bounds on the problem value described in Conjecture 5 and Proposition 23, respectively. The former was used to show that any optimal solution must be constructed from $k$-pairs. The latter was used to show that the elements of $V$ used in completing a $k$-pair must be larger than $x_u/u$. These are critical to establishing the optimality of the solutions produced by Algorithm 8. Figure 1 illustrates that these lower bounds apply for any $u$-weighted problem.

For an $N$-problem with $N > 1$ and $v = 1$, the reduced problem is $v$-weighted. Figure 2 shows the problem values for solutions computed by Algorithm 8 for the extended 3M-DAP family $F(2, 2, 6, -3, \frac{1}{2})$ on the range $x > x_\infty$. This illustrates that the lower bounds of Conjecture 5 and Proposition 23 don’t necessarily apply for a $v$-weighted problem with $N = 2$ and $b = 1$. Such cases require special treatment to demonstrate the optimality of the solutions produced by Algorithm 8.

We will prove Conjecture 8 using an inductive argument. The preceding observations are reflected in the inductive hypothesis.
As shown earlier, for $P$ a $v$-weighted problem with $N = 2$ and $b = 1$, it may be the case that

$$f(P) \leq \frac{(v - 1)x_t - x_v}{(v - 1)t - v}.$$  

In this case, we are not guaranteed that an optimal solution must consist of $k$-pairs. Consider the problem $(T, U, V) = ((7, 4, 1), (4, 2, 0.8), (1, 6, 3.8))$. Table 2 shows the solution produced by Algorithm 8. Because $b = 1$, this is comprised of 1- and 0-pairs, in this case one of each. The optimal solution is

$$f(P) = 0.3 = \frac{(v - 1)x_t - x_v}{(v - 1)t - v},$$  

i.e., the strict lower bound of Conjecture 5 does not apply. Then it may be possible for there to be an optimal solution in which the $(T, V)$-pair that contains the one row of $V$ contains less than $v = 6$ rows of $T$. Table 3 shows just such an alternative optimal solution: the $(T, V)$-pair containing the row of $V$ contains only 5 rows of $T.$
An Optimal Solution for the Muffin Problem

12.3 Inductive hypothesis

We establish Conjecture 8 by induction on \( N \). The inductive hypothesis holds for \( N \) if for any \( N \)-problem \( P \), the solution produced by Algorithm 8 has the following properties:

1. if \( N > 0 \), then \( g(P) = g(P') \);
2.1 if \( N = 0 \), then \( g(P) = x_u/u \);
2.2 if \( N = 1 \) and \( v > 1 \), then \( g(P) > \min \{ \tau, L(1) \} \);
2.3 if \( N > 1 \) and \( v > 1 \) (except when \( N = 2, u < v, \) and \( b = 1 \)), then \( g(P) > \tau \);
3.1 all elements of \( U \) have size less than \( x_v/v \);
3.2 all elements of \( V \) have size greater than \( x_u/u \).

If the inductive hypothesis holds, conclude that the smallest element of \( T \) is in \( U \), i.e., that \( g(P) \in U \); and the largest element of \( T \) is in \( V \).

**Proposition 31** The inductive hypothesis holds when \( N = 0 \), i.e., for any 0-problem.

**Proof.** For any 0-problem, items 1., 2.2, and 2.3 of the hypothesis do not apply. The remaining items hold by Theorem 20 for 0-problems of type 1 and by Theorem 25 for 0-problems of type 2.

Given an \( N \)-problem \( P \) with \( N \geq 1 \), we can assume that the inductive hypothesis holds for any \((N - 1)\)-problem and, in particular, for the problem \( P' \) to which \( P \) is reduced by Algorithm 8 Our plan of attack is:

1. When \( v > 1 \) and \( b > 1 \), use the lower bound on \( g(P') \) assumed in the inductive hypothesis to establish a lower bound on \( g(P') \) in terms of the parameters of \( P \);
2.1 When \( v > 1 \) and \( b > 1 \), use this lower bound to establish item 3.2 of the inductive hypothesis for \( P' \); when \( v = 1 \) or \( b = 1 \), use the inductive hypothesis for \( P' \) to directly establish item 3.2 of the inductive hypothesis for \( P' \);
2.2 Use the inductive hypothesis for \( P' \) to directly establish item 3.1 of the inductive hypothesis for \( P' \);
3. Use these items to establish item 1 of the inductive hypothesis for \( P' \);
4. Use this item to establish item 2.2 or 2.3 as appropriate of the inductive hypothesis for \( P' \).

12.4 Lower bounds on the reduced problem \( P' \) in terms of the parameters of the original problem \( P \)

**Lemma 32** Let \( P(x) \) be a 1-problem with \( v > 1 \) and \( x_b < x < x_{b-1} \) for some \( b > 0 \). Then

\[
g(P') > \frac{x_u/u + (v - 1)x_t - x_v}{(v - 1)(t - 1)} = \frac{(v - 1)t \gamma + \lambda - x + x/u}{(v - 1)t + u - v - u + 1}.
\]

If further \((v - 1)t - v > 0\), then

\[
g(P') > \frac{(v - 1)x_t - x_v}{(v - 1)t - v}.
\]
Proof. Form the reduced problem $P'$ using $b$- and $(b - 1)$-pairs. Then this is a 0-problem, so

$$g(P') = \frac{x_u^v}{u'} = \frac{[(v - 1)b + 1]x_t - bx_v}{[(v - 1)b + 1]t - bv} = \frac{[(v - 1)\gamma + \lambda]b + t\gamma - bx}{[(v - 1)t + u - v]b + t - bu}.$$  

This is a mediant of $x_b/u$ and $(bx)/(bu) = x/u$ with a negative weight on the latter, so because $x > x_b$, it follows that $g(P') < x_b/u$. Now consider

$$[(v - 1)t + u - v](b - 1) + t - (b - 1)u - 1 = [(v - 1)t - v](b - 1) + t - 1.$$  

This is positive: $v \geq 2$ and $b \geq 1$, so this is at least $t - 1 > 0$. Then

$$\frac{[(v - 1)t\gamma + \lambda](b - 1) + t\gamma - (b - 1)x - x/u}{[(v - 1)t + u - v](b - 1) + t - (b - 1)u - 1}$$

is a mediant of $x_{b-1}/u$ and $x/u$ with a negative weight on the latter, so on noting that the denominator is positive and $x < x_{b-1}$, it follows that this is greater than $x_{b-1}/u > x_b/u > g(P')$. Now taking the mediant of this with a negative weight and $g(P')$ results in the desired lower bound. The final result then follows directly on noting that $x > x_\infty$. \[\Box\]

Lemma 33 Let $P(x)$ be a 2-problem with $x_b < x < x_{b-1}$ for some $b > 0$. Suppose that for the reduced problem $P'$, $g(P') > L'(1)$. If $v = 1$, or $v \geq 2$ and $b \geq 2$, or $u \geq v \geq 2$ and $b = 1$, then $g(P') > \tau$.

Proof. The reduced problem $P'$ is formed using $b$- and $(b - 1)$-pairs. By assumption,

$$g(P') > L'(1) = \gamma' - \gamma'(u' - v') - \lambda' = \frac{x}{u'} - \frac{[(v - 1)t + u - v]x/u - \lambda - \gamma(v - 1)t}{(u - 1)v'} = \frac{[(u - 1)v' - (v - 1)t - u + v]x + \lambda u + \gamma(v - 1)t u}{u(u - 1)v'}.$$  

Now $v' = [(v - 1)(b - 1) + 1]t - (b - 1)v = [(v - 1)t - v](b - 1) + t$. If $v = 1$, then $v' = t + 1 - b > 1$ by Lemma 8 and the coefficient of $x$ in the numerator above is $(u - 1)(v' - 1) > 0$. Otherwise, $v \geq 2$, so if $b \geq 2$, the coefficient of $x$ in the numerator above is greater than or equal to:

$$(u - 1)[(v - 1)t - v] + (u - 1)t - (v - 1)t - u + v = (u - 2)[(v - 1)t - v] + (u - 1)t - u \geq 0.$$  

If $b = 1$, this coefficient is $(u - v)(v - 1)$, which is nonnegative when $u \geq v$. In these cases the lower bound on $g(P')$ is nondecreasing in $x$ and $x > x_\infty$, so

$$g(P') > \frac{\frac{x_\infty}{u}}{u'} - \frac{[(v - 1)t + u - v]x_\infty/u - \lambda - \gamma(v - 1)t}{(u - 1)v'} = \frac{x_\infty}{u} = \tau. \Box$$

Lemma 34 Let $P$ be an $N$-problem with $N \geq 2$. Suppose that for the reduced problem $P'$, $g(P') > \tau'$. Then $g(P') > \tau$.  
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Proof. We have
\[ g(P') > \frac{(v' - 1)x_t' + x_u' - x_v'}{(v' - 1)t' + u' - v'} = \frac{(v' - 1)x_u + (v - 1)x_t - x_v}{(v' - 1)t + u - v} \]
because \( v' - 1 \geq 1 \) and one of the following holds:

- \( x_u/u > x_\infty/u > [(v - 1)x_t - x_v]/[(v - 1)t - v] \), if \((v - 1)t - v > 0\) (when \( v > 2 \), or \( v = 2 \) and \( t > 2 \));
- \((v - 1)x_t - x_v < 0\), if \((v - 1)t - v = 0\) (when \( t = v = 2 \));
- \( x_u/u < x_v/v \), if \( v = 1 \).

The previous three lemmas more than suffice to establish the following proposition.

**Proposition 35** Let \( P(x) \) be an \( N \)-problem with \( N > 0 \), \( v > 1 \), and \( x_b < x < x_{b-1} \) for some \( b > 1 \). Assume the inductive hypothesis holds for any \((N - 1)\)-problem. Then for the reduced problem \( P'\):

\[ g(P') > \frac{x_u/u + (v - 1)x_t - x_v}{(v - 1)(t - 1)}. \]

**Proof.** First, note that
\[ \tau = \frac{x_\infty}{u} = \frac{(v - 1)x_t + x_u - x_v}{(v - 1)t + u - v} > \frac{x_u/u + (v - 1)x_t - x_v}{(v - 1)(t - 1)}, \]
because \( u > 1 \) and one of the following holds:

- \( x_u/u > x_\infty/u > [(v - 1)x_t - x_v]/[(v - 1)t - v] \), if \((v - 1)t - v > 0\) (when \( v > 2 \), or \( v = 2 \) and \( t > 2 \));
- \((v - 1)x_t - x_v < 0\), if \((v - 1)t - v = 0\) (when \( t = v = 2 \)).

If \( N = 1 \), then apply Lemma 32. If \( N \geq 2 \), then by Proposition 29 and the inductive hypothesis, the assumptions of at least one of Lemma 33 or Lemma 34 hold, and hence so does the conclusion.

### 12.5 Bounds on the sizes of the elements of \( U \) and \( V \)

**Proposition 36** Let \( P(x) \) be an \( N \)-problem with \( x_b < x < x_{b-1} \) for some \( N > 0 \) and \( b > 0 \). Assume the inductive hypothesis holds for any \((N - 1)\)-problem. Then, in a solution provided by Algorithm 8, all elements of \( U \) have size less than \( x_v/v \). If further \( t \leq b \), then all elements of \( U \) have size less than \( x_t/t \).

**Proof.** Form the reduced problem \( P' \). Then \( U = T' \) and \( T' \) is comprised of the elements of \( U' \) and \( V' \). By the inductive hypothesis, all elements of \( U' \) are less than \( x_v'/v' \). If further \( t \leq b \), then all elements of \( U \) have size less than \( x_t/t \).

Also by the inductive hypothesis, all elements of \( V' \) are less than \( x_u'/u' \), so by considering a row of \( V' \) in which all elements but one have size \( x_u'/u' \), we can conclude that all elements of \( V' \) have size less than

\[ x_v' - (v' - 1) \frac{x_u'}{u'} = \frac{u'x_v' - (v' - 1)x_u'}{u'}. \]
Now \( x' - 1 = u' - (v - 1)t + v - 1 = u' - (t - 1)(v - 1) \). Then the numerator of our strict upper bound on the elements of \( V' \) is
\[
u'(x'_v - x'_u) + (t - 1)(v - 1)x'_u = u'x_v - u'(v - 1)x_t + (t - 1)(v - 1)x'_u
\]
\[= (v - 1)(t - 1)(v - 1)bx + t - 1 - (v - 1)bx - (v - 1)b + (v - 1)b - (v - 1)bx
\]
\[= (v - 1)(b - 1)x_t + (t - b)x_v.\]
Then the strict upper bound on the elements of \( V' \) is
\[
\frac{(v - 1)(b - 1)x_t + (t - b)x_v}{(v - 1)(b - 1)t + (t - b)v},
\]
and this is at most \( x_v/v \) because \( x_t/t < x_v/v, b \geq 1 \), and if \( v = 1 \), then \( b \leq t - 2 \) by Lemma 8.

Indeed, if \( t \leq b \), then this is at most \( x_t/t \).

**Proposition 37** Let \( P(x) \) be an \( N \)-problem with \( x_b < x < x_{b-1} \) for some \( N > 0 \) and \( b > 0 \). Assume the inductive hypothesis holds for any \((N - 1)\)-problem. Then, in a solution provided by Algorithm 8, all elements of \( V \) have size greater than \( x_a/u \). If \( v = 1 \), then all elements of \( V \) have size \( x_v/v \). If \( v > 1 \) and \( b = 1 \), then all elements of \( V \) have size greater than \( x_t/t \).

**Proof.** If \( v = 1 \), the result is immediate. If \( v > 1 \) and \( b = 1 \), then elements of \( V \) appear only in 1-pairs in \( T \). Indeed each element of \( V \) appears in a row of \( T \) with \( t - 1 \) elements of \( U' \). By the inductive hypothesis, all elements of \( U' \) are less than \( x'_u/v' = x_t/t \). Then all elements of \( V \) have size greater than
\[
x_t - (t - 1)x'_u/t = x_t/t.
\]
Otherwise, \( v > 1 \) and \( b > 1 \). Recall that Algorithm 8 divides \((T, V)\) into maximal, inseparable \((T, V)\)-pairs, with one pair for each row in \( U' \) and one pair for each row in \( V' \). Because \( v > 1 \), by Proposition 35, the smallest element in any row of \( U' \) or \( V' \) is
\[
g(P') > \frac{x_u/u + (v - 1)x_t - x'_u}{(v - 1)(t - 1)}.
\]
Then when Algorithm 8 is used to fill the remaining elements of any of the \((T, V)\)-pairs, Proposition 23 applies, and the conclusion follows.

**12.6 The value of a problem is the value of its reduced problem**

**Proposition 38** Let \( P \) be an \( N \)-problem with \( N > 0 \). Assume the inductive hypothesis holds for any \((N - 1)\)-problem, and in particular for the reduced problem \( P' \). Then, in a solution provided by Algorithm 8, \( g(P) = g(P') \).

**Proof.** By Proposition 37, any element of \( V \) has size greater than \( x_u/u > x'_u/u' \geq g(P') \). Further, all elements of \( U = T' \) have size at least \( g(P') \), and at least one such element has size \( g(P') \). The conclusion follows.

**12.7 Lower bounds**

The majority of this section focuses on lower bounds for \( 1 \)-problems because this is the difficult case. So let \( P \) be a \( 1 \)-problem and let \( P' \) be the corresponding reduced problem, which must be
a 0-problem. By Propositions 31 and 38, \( g(P) = g(P') \).

Write \( d = (v - 1)t - v \), and for any \( b \geq 1 \) define

\[
L(b) = \frac{\gamma - b}{[(v - 1)t - v]b + t} = \frac{\gamma - b}{db + t},
M(b) = \frac{b[db - (b - 1) + t]}{[(d + u)(b - 1) + t]}. 
\]

Now

\[
x_{b-1} = \frac{[\lambda + \gamma(u - v)]u(b - 1) + \gamma tu}{[(v - 1)t + u - v](b - 1) + t} = \frac{[\lambda + \gamma(u - v)]u(b - 1) + \gamma tu}{(d + u)(b - 1) + t},
\]

so

\[
x_{b-1} = \gamma - \gamma v = [\gamma(u - v) - \lambda]\frac{d(b - 1) + t}{(d + u)(b - 1) + t}.
\]

Then

\[
L(b) = \gamma - [\gamma(u - v) - \lambda]\frac{b[db - (b - 1) + t]}{[(d + u)(b - 1) + t]} = \gamma - [\gamma(u - v) - \lambda]M(b).
\]

The limiting behavior is given by:

\[
\lim_{b \to \infty} M(b) = \frac{1}{d + u},
\]

\[
\lim_{b \to \infty} L(b) = \gamma - \frac{\gamma(u - v) - \lambda}{d + u} = \tau.
\]

**Lemma 39** Let \( P(x) \) be a 1-problem with \( x_b < x < x_{b-1} \) for some \( b > 0 \). Then \( g(P(x)) > L(b) \) and \( g(P(x)) \searrow L(b) \) as \( x \nearrow x_{b-1} \).

**Proof.** We have:

\[
g(P(x)) = g(P'(x', b)) = \frac{x'(x', b)}{u'(b)} = \frac{[(v - 1)b + 1]x_t - bx_v}{[(v - 1)b + 1]b + t - bv}
\]

\[
= \gamma \frac{[(v - 1)b + 1] + \lambda b - bx}{[(v - 1)b + 1]b + t - bv}
\]

\[
= \gamma - b\frac{x - \lambda - \gamma v}{[(v - 1)b + 1]b + t - bv}
\]

\[
= \gamma - b\frac{x - \lambda - \gamma v}{[(v - 1)t - v]b + t}.
\]

The denominator \([(v - 1)t - v]b + t\) is positive; this is immediate when \( v \geq 2 \) and follows from Lemma 38 when \( v = 1 \). Then \( g(P(x)) \) is a strictly decreasing function of \( x \) with limit \( L(b) \) as \( x \) approaches \( x_{b-1} \) from below.

Then \( L(b) \) is a strict lower bound on any 1-problem \( P(x) \) with \( x_b < x < x_{b-1} \). We are interested in the behavior of \( L(b) \) as a function of \( b \) and, in particular, how it compares to \( \tau \).

**Lemma 40** Suppose that \( v \geq 2 \). (i) If \( t = v = u = 2 \), then \( L(b) = \tau \) for all \( b \geq 1 \); (ii) If \( u = t \) and either \( t > 2 \) or \( v > 2 \), then \( L(1) = \tau \) and \( L(b) > \tau \) for all \( b \geq 2 \); (iii) If \( u < t \), then \( L(b) > \tau \) for all \( b \geq 1 \); (iv) If \( u > t \), then \( L(1) = \min_{b \geq 1} L(b) < \tau \). In summary, when \( v \geq 2 \), \( L(b) \geq \min\{\tau, L(1)\} \).
Proof. When $t = v = 2$ so that $d = 0$, we have

$$L(b) = \gamma - [\gamma(u - 2) - \lambda] \frac{b}{u(b - 1) + 2} = \gamma - \frac{\gamma(u - 2) - \lambda}{u - (u - 2)/b}$$

and

$$\tau = \gamma - \frac{\gamma(u - 2) - \lambda}{u}.$$ 

Then if $u = 2$, $L(b) = \tau$ for all values of $b$. This establishes case (i). If $u > 2$, then $L(b)$ is increasing in $b$ and converges to $\tau$ as $b$ tends to $+\infty$, so $L(b) < \tau$ for all values of $b$. This establishes case (iv) when $t = v = 2$.

Otherwise, $t \geq 2$, $v \geq 2$, and either $t > 2$ or $v > 2$. Then $d > 0$. Then

$$L(b) \geq \tau \iff \gamma - [\gamma(u - v) - \lambda]M(b) \geq \gamma - \frac{\gamma(u - v) - \lambda}{d + u}$$

$$\iff \frac{1}{d + u} \geq M(b)$$

$$\iff \frac{1}{d + u} \geq \frac{b[d(b - 1) + t]}{[(d + u)(b - 1) + t][db + t]}$$

$$\iff [(d + u)(b - 1) + t][db + t] \geq (d + u)b[d(b - 1) + t]$$

$$\iff d(d + u)b(b - 1) + (d + u)t(b - 1) + (db + t)t \geq d(d + u)b(b - 1) + (d + u)tb$$

$$\iff (db + t)t - (d + u)t \geq 0$$

$$\iff db \geq d + u - t$$

$$\iff b \geq 1 + \frac{u - t}{d}.$$ 

Then if $u = t$, $L(1) = \tau$ and $L(b) \geq \tau$ for all $b \geq 2$. This establishes case (ii). If $u < t$, then $L(b) > \tau$ for all values of $b$. This establishes case (iii).

Otherwise $u > t$. Let us investigate how $M(b)$ varies with $b$. Clearly, $M(b)$ is positive and finite for all $b \geq 1$. Write

$$M(b) = \frac{\alpha b^2 - \beta b}{\rho b^2 - \delta b - \varepsilon},$$

where

$$\alpha = d$$

$$\beta = d - t$$

$$\rho = d(d + u)$$

$$\delta = d(d + u - t) - (d + u)t$$

$$\varepsilon = (d + u - t)t.$$ 

Then its derivative is

$$\frac{dM(b)}{db} = \frac{(2\alpha b - \beta)(\rho b^2 - \delta b - \varepsilon) - (\alpha b^2 - \beta b)(2\rho b - \delta)}{(\rho b^2 - \delta b - \varepsilon)^2}$$

$$= \frac{(\beta - \alpha\delta)b^2 - 2\alpha\varepsilon b + \beta \varepsilon}{(\rho b^2 - \delta b - \varepsilon)^2} \equiv \frac{m(b)t}{(\rho b^2 - \delta b - \varepsilon)^2}.$$
Then the sign of the derivative is determined by the sign of the numerator $m(b)t$, which is quadratic in $b$. Now

$$
\beta \rho - \alpha \delta = d(d + u)(d - t) - d^2(d + u - t) + d(d + u)t = d^2 t,
$$

so

$$
m(b) = d^2 b^2 - 2d(d + u - t)b + (d - t)(d + u - t)
= [db - (d + u - t)]^2 - u(d + u - t).
$$

This is a quadratic that goes from positive to negative to positive. But $m(1) = (u - t)^2 - u(d + u - t) = -t(u - t) - ud < 0$ because we are assuming $u > t$. Then on $b \geq 1$, $m(b)$ goes from negative to positive, so $M(b)$ is initially decreasing and then increasing. Conversely, $L(b)$ is initially increasing and then decreasing on $b \geq 1$. Then the minimum value taken by $L(b)$ on $b \geq 1$ is $L(1) < \tau$. This completes the proof for case (iv).

**Lemma 41** Let $P(x)$ be a 1-problem with $x_b < x < x_{b-1}$ for some $b > 0$, and with $t = v = 2$. Then if $u = 2$, $g(P(x)) > \tau$, and if $u > 2$, then $g(P(x)) < \tau$ for $x$ sufficiently close to but less than $x_{b-1}$.

**Lemma 42** Let $P(x)$ be a weakly $u$-weighted 1-problem with $x_b < x < x_{b-1}$ for some $b > 0$, and with either $t > 2$ or $v > 2$. Then

(i) if $b \geq 3$, then $g(P(x)) > \tau$;

(ii) if $b = 2$, then $g(P(x)) > \tau$ if $u \leq v(t - 1)$, else $g(P(x)) < \tau$ for $x$ sufficiently close to but less than $x_1$; and

(iii) if $b = 1$, then $g(P(x)) > \tau$ if $u \leq t$, else $g(P(x)) < \tau$ for $x$ sufficiently close to but less than $x_0$.

**Proof.** Recall (20):

$$
L(b) \geq \tau \iff b \geq 1 + \frac{u - t}{d}.
$$

If $b = 1$, this condition is satisfied provided $u \leq t$. If $b = 2$, the condition requires

$$
\frac{u - t}{(v - 1)t - v} \leq 1 \iff u \leq v(t - 1).
$$

If $b \geq 3$, the condition requires

$$
\frac{u - t}{(v - 1)t - v} \leq 1 \iff u \leq 2(v - 1)t - 2v + t = (v - 1)t + v(t - 2),
$$

which is always satisfied because by assumption $u \leq (v - 1)t$.

By Lemma 39, $L(b)$ is the limit of $g(P(x))$ as $x$ approaches $x_{b-1}$ from below, so the conclusions follow.

**Proposition 43** Let $P$ be a 1-problem with $v \geq 2$. Then $g(P) > \min\{\tau, L(1)\}$.

**Proof.** This is a direct consequence of Lemmas 39 and 40.

Finally, we can now easily prove the desired lower bounds on $N$-problems with $N \geq 2$. 
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Proposition 44 Let $P$ be an $N$-problem with $N \geq 2$ and $v \geq 2$ such that if $N = 2$ and $u < v$, then $b > 1$. Assume the inductive hypothesis holds for any $(N - 1)$-problem, and in particular for the reduced problem $P'$. Then, in a solution provided by Algorithm 8,

$$g(P) > \frac{(v-1)x_t + x_u - x_v}{(v-1)t + u - v} = \tau.$$ 

Proof. Because $v \geq 2$, the reduced problem $P'$ is $u$-weighted by Proposition 29, i.e., $u' \geq v' \geq 2$. If $N = 2$, then $P'$ is a 1-problem with $v' \geq 2$. By Proposition 43, $g(P') > \min\{\tau', L'(1)\}$. If $\tau' \geq g(P') > L'(1)$, then because by assumption either $v \geq 2$ and $b \geq 2$, or $u \geq v \geq 2$ and $b = 1$, Lemma 33 applies and we can conclude that $g(P') > \tau$. Otherwise, $g(P') > \tau$ and Lemma 34 applies: once again we can conclude that $g(P') > \tau$.

If $N > 2$, then because $u' \geq v' \geq 2$, by the inductive hypothesis, $g(P') > \tau'$. Then by Lemma 34, $g(P') > \tau$.

Finally, we appeal to Proposition 38: $g(P) = g(P') > \tau$. ■

12.8 Proof of the Inductive Hypothesis

The sequence of results in the prior subsections completes the inductive proof. The following theorem summarizes the results.

Theorem 45 Let $P = (T; U, V)$ be a 3M-DAP. Suppose that $P$ is an $N$-problem, and if $N > 0$, let $P'$ be the corresponding reduced problem. Then in a solution provided by Algorithm 8

1. if $N > 0$, then $g(P) = g(P')$;

2. if $N = 0$, then $g(P) = x_u/u$;

2.1 if $N = 1$ and $v > 1$, then $g(P) > \min\{\tau, L(1)\}$;

2.2 if $N > 1$ and $v > 1$ (except when $N = 2$, $u < v$, and $b = 1$), then $g(P) > \tau$;

3. all elements of $U$ have size less than $x_v/v$;

3.1 all elements of $U$ have size greater than $x_u/u$.

Finally, we note that Conjecture 5, which we relied on to motivate the solution approach, does indeed hold for most 3M-DAP with $(v-1)t - v > 0$ that are not 0-problems (the exceptions are when $N = 2$, $u < v$, and $b = 1$, cf. Figure 2).

Corollary 46 Let $P = (T; U, V)$ be a 3M-DAP with $(v-1)t - v > 0$ and suppose that $P$ is an $N$-problem with $N > 0$ such that if $N = 2$ and $u < v$, then $b > 1$. Then

$$f(P) \geq g(P) > \frac{(v-1)x_t - x_v}{(v-1)t - v}.$$ 

Proof. $N > 0$ so $x_u > x_\infty$, so

$$\frac{x_u}{u} > \tau > \frac{(v-1)x_t - x_v}{(v-1)t - v}.$$ 

Then the conclusion follows from Lemma 32 when $N = 1$ and from Theorem 45 when $N > 1$. ■
13 Algorithm 8 produces an optimal solution for any 3M-DAP

We now prove that Algorithm 8 produces an optimal solution for any 3M-DAP $P = (T; U, V)$. Clearly $f(P) \geq g(P)$. The proof that equality pertains will be direct for a subset of problems and by induction on $N$ for the remainder of problems.

Suppose $P(x)$ is an $N$-problem with $N > 0$ and $x_b < x < x_{b-1}$ for some $b > 0$. Any solution to $P$ consists of maximal, inseparable $(T, V)$-pairs. If such a pair is a $k$-pair $(A, B)$, then an upper bound on $f(P)$ is given by $z(k)$, the average value of the $U$-elements in $A$:

$$z(k) = \frac{[(v-1)k + 1]x_t - kx_v}{[(v-1)k + 1)t - kv} = \frac{(v-1 + 1/k)x_t - x_v}{(v-1 + 1/k)t - v},$$

where the second equality applies only when $k > 0$. This is a decreasing function of $k$. Any solution must contain a $k$-pair with $k \geq b$ and also a $k$-pair with $k \leq b - 1$. We will demonstrate that the optimal solution to

- any 1-problem contains a $b$-pair and no pair larger;
- any 2-problem for which the reduced problem $P'$ has $x' < x'_{b-1}$ contains a $(b - 1)$-pair and no pair smaller; and
- any other problem consists of only $b$- or $(b - 1)$-pairs.

13.1 Lower bound to exclude pairs larger than a $b$-pair

The following lemma will only be applicable for reduced problems so its assumptions reflect the conclusions of Proposition 29.

**Lemma 47** Let $P(x) = (T; U, V)$ be a 3M-DAP with $x_b < x < x_{b-1}$ for some $b > 0$ that is either $u$-weighted or is $v$-weighted with $v = u + 1$. Suppose that either: (i) $P$ is an $N$-problem with $N \geq 2$; or (ii) $P$ is a weakly $u$-weighted 1-problem and $b > 1$. Then, in a solution provided by Algorithm 8

$$g(P) > \frac{2x_u - x_v}{2u - v}.$$

**Proof.** Observe that

$$\frac{2x_u - x_v}{2u - v} = \frac{\lambda + x}{2u - v}.$$

This is an increasing function of $x$.

**Case 1.** $g(P) \geq \tau$. By Theorem 45, this is certainly the case when $N \geq 2$ (except when $N = 2$, $v = u + 1$, and $b = 1$). Recall that

$$\tau = \frac{\lambda + (v-1)t\gamma}{u - v + (v-1)t}.$$

**Case 1.1** $u \leq (v - 1)t$. Then

$$\tau = \frac{\lambda + \gamma(v - 1)t}{(v-1)t + u - v} \geq \frac{\lambda + \gamma u}{2u - v} > \frac{\lambda + x}{2u - v} = \frac{2x_u - x_v}{2u - v},$$

because $\lambda < \gamma(u - v)$ and $x < \gamma u$. 
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**Case 1.2**  

When $b = 1$, an upper bound on $x$ can be obtained on noting that when $b = 1$, so that $x_1 < x < x_0$, $P$ is not a 1-problem. Then $x$ must be sufficiently small to ensure that $x'_\infty < x'$. When $b = 1$:  

$$
x' = x'_u = vx_t - x_v = \lambda + vt\gamma - x$$
$$u' = v(t - 1)$$
$$x'_v = x_t$$
$$v' = t$$
$$x'_t = x_u = x$$
$$t' = u,$$

and  

$$x'_\infty = \frac{[(v' - 1)x_t + x'_u - x'_v]u'}{(v' - 1)t' + v' - v'} = (t - 1)v(t - 2)x + \lambda + (v - 1)t\gamma - x.$$  

Then the upper bound on $x$ results:  

$$x'_\infty < x'$$

$$\Leftrightarrow (t - 1)v[t(t - 2)x + \lambda + (v - 1)t\gamma] < [(t - 1)(u + v) - t](\lambda + vt\gamma - x)$$

$$\Leftrightarrow [(t - 1)u + (t - 1)^2v - t]x < [(t - 1)u - t]\lambda + [(t - 1)u - 1]vt\gamma$$

$$\Leftrightarrow \frac{x}{u} < \frac{[(t - 1)u - t]\lambda + [(t - 1)u - 1]vt\gamma}{[(t - 1)u - t](u - v) + [(t - 1)u - 1]vt}.$$  

Now  

$$\{[(u - v)(v - 2) - v](t - 1) + v][u - (v - 1)t] + (2u - v)(v - 1)t[(v - 1)t - v] \geq 0,$$

because if $v = 2$, the expression reduces to $2(t - 2)(2t - 1)u - t \geq 0$, and if $v > 2$, then $v - 2 \geq 1$ so $(u - v)(v - 2) - v \geq u$, whence all terms are positive. Then  

$$\{[(u - v)(v - 2) - v](t - 1) + v][u - (v - 1)t]$$

$$+ (2u - v)(v - 1)t[(v - 1)t - v] \geq 0$$

$$\Leftrightarrow (2u - v)(v - 1)(t - 1)[u - (v - 1)t]$$

$$+ (2u - v)(v - 1)t[(v - 1)t - v] \geq [(t - 1)u - 1]v[u - (v - 1)t]$$

$$\Leftrightarrow (2u - v)(v - 1)(t - 1)u - t \geq [(t - 1)u - 1]v[u - (v - 1)t]$$

$$\Leftrightarrow \frac{(2u - v)(v - 1)}{u - (v - 1)t} \geq \frac{[(t - 1)u - 1]v}{(t - 1)u - t}.$$  

It follows that  

$$\frac{x}{u} < \frac{[(t - 1)u - t]\lambda + [(t - 1)u - 1]vt\gamma}{[(t - 1)u - t](u - v) + [(t - 1)u - 1]vt}$$

$$\leq \frac{[u - (v - 1)t]\lambda + (2u - v)(v - 1)t\gamma}{u[(u - v) + (v - 1)t]}.$$  
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from which it follows that
\[
[u - v + (v - 1)t] x < [u - (v - 1)t] \lambda + (2u - v)(v - 1)t \gamma
\]
\[
\iff (v - 1)t \lambda + [u - v + (v - 1)t] x < u \lambda + (2u - v)(v - 1)t \gamma
\]
\[
\iff [u - v + (v - 1)t] (\lambda + x) < (2u - v)(\lambda + (v - 1)t \gamma)
\]
\[
\iff \frac{\lambda + x}{2u - v} < \frac{\lambda + (v - 1)t \gamma}{u - v + (v - 1)t}
\]
\[
\iff \frac{2x_u - x_v}{2u - v} < \tau \leq g(P).
\]

**Case 2.** \(g(P) < \tau\). Then we can restrict attention to two subcases.

**Case 2.1** \(P\) a weakly \(u\)-weighted 1-problem with \(b > 1\). We cannot have \(t = v = 2\): the problem is weakly \(u\)-weighted so this would require \(u = 2\), but then by Lemma 41 \(g(P) > \tau\). Then either \(t > 2\) or \(v > 2\). By Lemma 42 we must have \(b = 2\) and \(u > v(t - 1)\). Then \(L(2) < g(P) < \tau\).

Then \(v(t - 1) < u \leq (v - 1)t\), from which it follows that \(t < v\). Recall that
\[
x_1 = \frac{\lambda + v \gamma t}{u - v + vt},
\]
so
\[
\lambda = (u - v + vt) \frac{x_1}{u} - v \gamma t.
\]
Then
\[
L(2) = \frac{2\lambda + \gamma(2v - 1)t - 2x_1}{2(u - v) + (2v - 1)t - 2u} = \frac{2v(t - 1)x_1/u - \gamma t}{2v(t - 1) - t} = \frac{2v^2(t - 1)x_1/u - v \gamma t}{2v^2(t - 1) - vt},
\]
and
\[
\frac{\lambda + x_1}{2u - v} = \frac{(2u - v + vt)x_1/u - v \gamma t}{(2u - v + vt) - vt}.
\]
Now \(2 \leq t < v\), so \(2v - 1 > 2(v - 1)\) and \(v(t - 1) \geq v > t\), so
\[
v(t - 1)(2v - 1) > 2(v - 1)t \geq 2u \quad \iff \quad 2v^2(t - 1) > 2u + v(t - 1) = 2u - vt.
\]
Then
\[
g(P) > L(2) = \frac{2v^2(t - 1)x_1/u - v \gamma t}{2v^2(t - 1) - vt} > \frac{(2u - v + vt)x_1/u - v \gamma t}{(2u - v + vt) - vt} = \frac{\lambda + x_1}{2u - v} > \frac{2x_u - x_v}{2u - v}.
\]

**Case 2.2** \(P\) is a 2-problem with \(v = u + 1\) and \(b = 1\). Then
\[
x''_u = [(v' - 1)b' + 1]x'_t - b'x'_v
\]
\[
u'' = [(v' - 1)b' + 1]t' - b'v'
\]
\[
x'_t = x'_u = x
\]
\[
t' = u
\]
\[
x'_v = x_t
\]
\[
v' = t
\]
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so

\[ g(P) = \frac{x'_u}{u'^v} = \frac{[(t - 1)b' + 1]x - b't\gamma}{[(t - 1)b' + 1]u - b't}. \]

If \( b' = 1 \), then

\[ g(P) = \frac{x - \gamma}{u - 1} > \frac{\lambda + x}{u - 1} = \frac{2x_u - x_v}{2u - v}, \]

because \( -\gamma = \gamma(u - v) > \lambda \).

If \( b' > 1 \) and either \( t > 2 \) or \( u > 2 \), then

\[ \frac{2u}{u + 1}b' < (t - 1)(u - 1)b' + u \]

\[ \Leftrightarrow \frac{u - 1}{u + 1}b' < [(t - 1)b' + 1]u - b't \]

\[ \Leftrightarrow \frac{b'(u - 1)t}{[(t - 1)b' + 1]u - b't} < (u + 1)t \]

\[ \Leftrightarrow \frac{\{(t - 1)b' + 1\}u - b't\gamma}{b't - [(t - 1)b' + 1]} < \frac{\lambda + (u + 1)t\gamma}{(u + 1)t - 1} u = x_1 < x. \]

Then

\[ \{b't - [(t - 1)b' + 1]\}x > \{(t - 1)b' + 1\}b't\gamma \]

\[ \Leftrightarrow [(t - 1)b' + 1]x(u - 1) - b'(u - 1)\gamma > \{(t - 1)b' + 1\}u - b't\gamma \]

\[ \Leftrightarrow \{(t - 1)b' + 1\}x - b't\gamma \}

\[ \Leftrightarrow g(P) = \frac{[(t - 1)b' + 1]x - b't\gamma}{[(t - 1)b' + 1]u - b't} > \frac{x + \lambda}{u - 1}. \]

If \( b' > 1 \) and \( t = u = 2 \), then we need to argue more carefully. We have \( x' < x'_{b' - 1} \), so

\[ x' < x'_{b' - 1} \]

\[ \Leftrightarrow vx_t - x_v < \frac{[v' + \gamma'(v' - 1)t'](b' - 1) + \gamma't'}{[(v' - 1)t' + u' - v'](b' - 1) + u'} \]

\[ \Leftrightarrow vx_t - x_v < \frac{(v - 1)x_t - x_v + (t - 1)x(b' - 1) + x((t - 1)u + (t - 1)v - t)(b' - 1) + u(t - 1)v}{3\lambda + 4\gamma(b' - 1) + x} \]

\[ \Leftrightarrow \lambda + 6\gamma - x < \frac{3\lambda + 4\gamma(b' - 1) + x}{3b' - 1} \]

\[ \Leftrightarrow (3b' - 1)\lambda + 6(3b' - 1)\gamma - (3b' - 1)x < 3(b' - 1)\lambda + 12(b' - 1)\gamma + 3x \]

\[ \Leftrightarrow 2\lambda + 6(b' + 1)\gamma < (3b' + 2)x. \]

Now \( \lambda + \gamma < 0 \), so

\[ 0 > 2(3b' + 3)(\lambda + \gamma) \]

\[ \Leftrightarrow (b' - 1)[2\lambda + 6(b' + 1)\gamma] > (3b' + 2)[2\lambda + 2b'\gamma] \]

\[ \Leftrightarrow \frac{2\lambda + 6(b' + 1)\gamma}{3b' + 2} > \frac{2\lambda + 2b'\gamma}{b' - 1}. \]
Then
\[ x > \frac{2\lambda + 6(b' + 1)\gamma}{3b' + 2} \]
\[ \Leftrightarrow x > \frac{2\lambda + 2b'\gamma}{b' - 1} \]
\[ \Leftrightarrow (b' - 1)x > 2\lambda + 2b'\gamma \]
\[ \Leftrightarrow (b' + 1)x - 2b'\gamma > 2\lambda + 2x \]
\[ \Leftrightarrow g(P) = \frac{1}{2}((b' + 1)x - 2b'\gamma) > \lambda + x. \]

\[ \square \]

Proposition 48 Let \( P(x) = (T; U, V) \) be a 3M-DAP with \( x_b < x < x_{b-1} \) for some \( b > 0 \). Suppose that \( P \) is one of: (i) an \( N \)-problem with \( N \geq 3 \); (ii) a 2-problem with \( b > 1 \) and the reduced problem \( P' \) has \( x' < x'_1 \); or (iii) a 1-problem. Then in a solution provided by Algorithm 8, \( g(P) > z(k) \) for all \( k > b \).

Proof. Because \( z(k) \) is a decreasing function of \( k \), it suffices to show the result for \( k = b + 1 \). Observe that
\[ z(b + 1) = \frac{[(v - 1)(b + 1) + 1]x_t - (b + 1)x_v}{[(v - 1)(b + 1) + 1]t - (b + 1)v}. \]
Because \( P \) is not a 0-problem, we can form the reduced problem \( P' \). Now
\[ 2u' - v' = 2[(v - 1)b + 1]t - 2bv - [(v - 1)(b - 1) + 1]t + (b - 1)v = [(v - 1)(b + 1) + 1]t - (b + 1)v, \]
and
\[ 2x'_u - x'_v = 2[(v - 1)b + 1]x_t - 2bx_v - [(v - 1)(b - 1) + 1]x_t + (b - 1)x_v = [(v - 1)(b + 1) + 1]x_t - (b + 1)x_v. \]
Then
\[ z(b + 1) = \frac{2x'_u - x'_v}{2u' - v'}. \]
Because we have established that \( g(P) = g(P') \), it suffices to show that
\[ g(P') > \frac{2x'_u - x'_v}{2u' - v'}. \]
This follows from the previous lemma for the first two cases, on noting that in the second case, because \( b > 1 \), by Proposition 29 \( P' \) is weakly \( u \)-weighted, and because \( x' < x'_1 \), \( P' \) has \( b' > 1 \).

For the third case, \( P' \) is a 0-problem. Then
\[ g(P') = \frac{x'_u}{u'} > \frac{2x'_u - x'_v}{2u' - v'}. \]

\[ \square \]

13.2 Lower bound to exclude pairs smaller than a \((b - 1)\)-pair

Again, the following lemma will only be applicable for reduced problems so its assumptions reflect the conclusions of Proposition 29.
Lemma 49 Let \( P(x) = (T; U, V) \) be a 3M-DAP with \( x_b < x < x_{b-1} \) for some \( b > 1 \) and \( 2v > u \) that is either \( u \)-weighted or is \( v \)-weighted with \( v = u + 1 \). Suppose that either: (i) \( P \) is an \( N \)-problem with \( N \geq 2 \); or (ii) \( P \) is a weakly \( u \)-weighted 1-problem. Then, in a solution provided by Algorithm 8,

\[
g(P) > \frac{1}{t-1} \left( x_t - \frac{2x_v - x_u}{2v - u} \right).
\]

Proof. Observe that

\[
\frac{1}{t-1} \left( x_t - \frac{2x_v - x_u}{2v - u} \right) = \frac{1}{t-1} \left( \gamma t - \frac{x - 2\lambda}{2v - u} \right) = \frac{\gamma (2v - u) t + 2\lambda - x}{(t-1)(2v - u)}.
\]

This is a decreasing function of \( x \).

Case 1. \( g(P) \geq \tau \). By Theorem 45 this is certainly the case when \( N \geq 2 \) (because \( b > 1 \)).

Because \( P \) is not a 0-problem, we must have \( x > x_\infty \). Then it suffices to show that

\[
g(P) \geq \frac{\gamma (2v - u) t + 2\lambda - x_\infty}{(t-1)(2v - u)}.
\]

Now \( u \geq 2 \iff u/2 \geq 1 \iff v - 1 \geq v - u/2 \). Then, because \( \lambda < \gamma (u - v) \),

\[
\frac{x_\infty}{u} = \frac{\lambda + \gamma (v - 1)t}{(v - 1) + u - v} = \frac{\lambda + \gamma (v - u/2)t}{(v - u/2) + u - v} = \frac{2\lambda + \gamma (2v - u)t}{(2v - u)t + 2u - 2v},
\]

with equality if and only if \( u = 2 \). Taking the mediant of the right-hand side with \( x_\infty/u \) gives

\[
\frac{x_\infty}{u} \geq \frac{2\lambda + \gamma (2v - u)t}{(2v - u)t + 2u - 2v} \geq \frac{\gamma (2v - u) t + 2\lambda - x_\infty}{(t-1)(2v - u)}, \tag{21}
\]

with the two inequalities being equalities if and only if \( u = 2 \). Then if \( g(P) \geq \tau \), we have

\[
g(P) \geq \tau = \frac{x_\infty}{u} \geq \frac{\gamma (2v - u) t + 2\lambda - x_\infty}{(t-1)(2v - u)}.
\]

Case 2. \( g(P) < \tau \). Then we can restrict attention to \( P \) a weakly \( u \)-weighted 1-problem with \( b > 1 \). We cannot have \( t = v = 2 \); the problem is weakly \( u \)-weighted so this would require \( u = 2 \), but then by Lemma 41 \( g(P) > \tau \). Then either \( t > 2 \) or \( v > 2 \). By Lemma 42 we must have \( b = 2 \) and \( u > v(t - 1) \). But by assumption \( u < 2v \), so \( t = 2 \).

Because \( P \) is a weakly \( u \)-weighted 3M-DAP, \( u \leq (v - 1)t \). Then \( 2 \leq t < v < u \leq 2v - 2 \). Because \( b = 2 \), \( x_2 < x < x_1 \) and

\[
g(P) = \frac{(2v - 1) x_1 - 2x_v}{(2v - 1)t - 2v} = \frac{2\lambda + \gamma (2v - 1)t - 2x}{(2v - 1)t - 2v} = \frac{\lambda + \gamma (2v - 1) - x}{v - 1}.
\]

We want to contrast this with

\[
\frac{1}{t-1} \left( x_t - \frac{2x_v - x_u}{2v - u} \right) = \frac{2\lambda + 2(2v - u) \gamma - x}{2v - u},
\]

Now

\[
\frac{x_\infty}{u} = \frac{\lambda + 2(v - 1)\gamma}{u + v - 2},
\]
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and taking the median of this with $\gamma > x_\infty/u$ gives
\[
\frac{\lambda + \gamma(2v - 1)}{u + v - 1} > \frac{x_\infty}{u} > \frac{2\lambda + 2(2v - u)\gamma}{2v},
\]
where the second inequality is taken from (21). Taking medians on both sides with $x/u$ (with a coefficient of $-1$) and noting that $2v \leq u + v - 1$ gives
\[
g(P) = \frac{\lambda + \gamma(2v - 1) - x}{v - 1} > \frac{2\lambda + 2(2v - u)\gamma - x}{2v - u} = 1 - 1 \left( x_t - \frac{2x_v - x_u}{2v - u} \right),
\]
as desired.

**Proposition 50** Let $P(x) = (T; U, V)$ be a 3M-DAP with $x_b < x < x_{b-1}$ for some $b > 0$. Suppose that either: (i) $P$ is an $N$-problem with $N \geq 3$; or (ii) $P$ is a 2-problem with $b > 1$ and the reduced problem $P'$ has $x' < x'_1$. Then in a solution provided by Algorithm 8, $g(P) > (x_u - z(k))/(u - 1)$ for all $k < b - 1$.

**Proof.** Because $z(k)$ is a decreasing function of $k$, it suffices to show the result for $k = b - 2$. Observe that
\[
z(b - 2) = \frac{[v - 1 + 1/(b - 2)]x_t - x_v}{[v - 1 + 1/(b - 2)]t - v} = \frac{[(v - 1)(b - 2) + 1]x_t - (b - 2)x_v}{[(v - 1)(b - 2) + 1]t - (b - 2)v}.
\]
Because $P$ is not a 0-problem, we can form the reduced problem $P'$. Now
\[
2v' - u' = 2[(v - 1)(b - 1) + 1]t - 2(b - 1)v - [(v - 1)b + 1]t + bv = [(v - 1)(b - 2) + 1]t - (b - 2)v > 0,
\]
and
\[
2x'_v - x'_u = 2[(v - 1)(b - 1) + 1]x_t - 2(b - 1)x_v - [(v - 1)b + 1]x_t + bx_v = [(v - 1)(b - 2) + 1]x_t - (b - 2)x_v.
\]
Then
\[
z(b - 2) = \frac{2x'_v - x'_u}{2v' - u'}.
\]
In the first case $P'$ is an $N$-problem with $N \geq 2$. In the second case, because $b > 1$, by Proposition 29 $P'$ is weakly $u$-weighted, and because $x' < x'_1$, $P'$ has $b' > 1$. In both cases, $2v' > u'$. So Lemma 49 applies. Then
\[
g(P) = g(P') > \frac{1}{b' - 1} \left( x'_t - \frac{2x'_v - x'_u}{2v' - u'} \right) = \frac{1}{u - 1} \left( x_u - \frac{2x'_v - x'_u}{2v' - u'} \right) = \frac{x_u - z(b - 2)}{u - 1}.
\]

**13.3 Proof of Optimality**

For any problem that is not a 0-problem, any solution consists of maximal, inseparable pairs. Suppose a solution includes a maximal inseparable $k$-pair. The average size of a $U$-element in this pair is $z(k)$, so there is a $U$-element with at most this size, so $z(k)$ is an upper bound on the
solution. Further, there is a $U$-element with at least size $z(k)$; considering a row of $U$ containing such an element leads us to conclude that there is a $U$-element with size at most

$$\frac{x_u - z(k)}{u - 1},$$

and this provides an alternative upper bound on the solution. We use these facts to establish that Algorithm 8 always produces an optimal solution. First, we consider two cases that require special consideration.

**Lemma 51** Consider a 3M-DAP $P(x) = (T; U, V)$ that is a 2-problem with $x_b < x < x_{b-1}$ for some $b \geq 1$, for which the reduced problem $P'(x')$ has $x'_1 < x' < x'_b$. Then $f(P) = g(P)$, i.e., Algorithm 8 produces an optimal solution.

**Proof.** We have $x''_u = v'x'_t - x'_v$, $u'' = v't' - v'$, and $g(P') = x''_u/u''$. Then

$$g(P) = g(P') = \frac{v'x'_t - x'_v}{v't' - v'} = \frac{v'u - x'_v/v'}{u - 1} = \frac{x_u - z(b - 1)}{u - 1}.$$ 

Because any solution must contain a maximal inseparable $k$-pair with $k \leq b - 1$ and $z(k)$ is decreasing in $k$, it follows that $|x_u - z(b - 1)/(u - 1)$ is an upper bound on $f(P)$. Then the conclusion follows.$\blacksquare$

**Lemma 52** Consider a 3M-DAP $P(x) = (T; U, V)$ that is a 2-problem with $x_1 < x < x_0$. Then $f(P) = g(P)$, i.e., Algorithm 8 produces an optimal solution.

**Proof.** Suppose that the reduced problem $P'(x')$ has $x'_1 < x' < x'_{b-1}$ for some $b' \geq 1$. Then

$$g(P) = g(P') = z'(b') = \frac{((v' - 1)b' + 1)x'_t - b'v'_t}{(v' - 1)b' + 1}.$$ 

To solve $P$ Algorithm 8 employs only 1- and 0-pairs. By Lemma 5 any solution to $P$ is formed from maximal, inseparable $(T, V)$-pairs; at least $s_1 - n_v$ of these must be 0-pairs. Consider such a solution consisting of $(T, V)$-pairs $\{(T_1, V_1), \ldots, (T_m, V_m)\}$, where $V_t$ has $k_t \geq 1$ rows, together with a group of 0-pairs that we represent by the matrix pair $(T_0, V_0)$; $V_0$ has no rows. This leads to a reduced problem $\hat{P} = (\hat{T}; \{\hat{u}_1, \ldots, \hat{u}_m\}, \hat{V})$ that is a DAP. Here $T = U$ and $V = V_0$, so that $\hat{v} = t$. For this reduced problem

$$\frac{1}{2} \hat{r}_v(\hat{s}_v) = \hat{s}_t - (\hat{v} - 1)\hat{s}_v = s_u - (t - 1)\hat{s}_v.$$ 

Then

$$\hat{b}^*(\hat{s}_v) = \frac{2\hat{s}_v}{\hat{r}_v(\hat{s}_v)} = \frac{\hat{s}_v}{s_u - (t - 1)\hat{s}_v} = \frac{1}{s_u/\hat{s}_v - (t - 1)}.$$ 

Here we write $\hat{b}^*(\hat{s}_v)$ as a function of $\hat{s}_v$, the number of 0-pairs in the solution to $P$, and note that it is an increasing function thereof. The smallest that $\hat{s}_v$ can be is $s_1 - n_v$ when all other pairs are 1-pairs. But by assumption $\hat{b}^*(s_1 - n_v) > b' - 1$, so in any solution to $P$, the reduced problem $\hat{P}$ has $\hat{b}^* > b' - 1$. This means that any solution to $\hat{P}$ must contain a maximal, inseparable $(\hat{T}, \hat{V})$-pair with $\hat{V}$ having $k \geq b'$ rows. An upper bound on the value of $\hat{P}$ is given by the average value of the elements in $\hat{T}$ that are from the $\{\hat{u}_1, \ldots, \hat{u}_m\}$. If $\hat{T}$ has $a$ rows, then this average value is

$$\frac{ax'_t - kx'_v}{at' - kv'} \leq \frac{((v' - 1)k + 1)x'_t - kx'_v}{((v' - 1)k + 1)t' - kv'} = z'(k) \leq z'(b'),$$
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because $a \leq (v' - 1)k + 1$ by Lemma 6. Hence $z'(b')$ is an upper bound on value of both $\hat{P}$ and the solution to $P$. But Algorithm 8 produces a solution that achieves this upper bound so this solution must be optimal.

**Theorem 53** For any 3M-DAP $P = (T;U,V)$, $f(P) = g(P)$, i.e., Algorithm 8 produces an optimal solution.

**Proof.** The proof is by induction on $N$; the inductive hypothesis is that $f(P) = g(P)$ for any problem $P$ that is an $M$-problem with $M < N$. The induction is initialized for $P$ a 0-problem: then $g(P) = x_u/u$, which is an upper bound on $f(P)$ so the conclusion follows.

If $P(x)$ is a 1-problem with $x_b < x < x_{b - 1}$, then $g(P) = x'_u/u' = z(b)$. Because any solution must contain a maximal inseparable $k$-pair with $k \geq b$ and $z(k)$ is decreasing in $k$, it follows that $z(b)$ is an upper bound on $f(P)$. Then the conclusion follows.

If $P(x)$ is a 2-problem with $x_b < x < x_{b - 1}$ and $x'_1 < x' < x'_0$, appeal to Lemma 51.

If $P(x)$ is a 2-problem with $x_1 < x < x_0$, appeal to Lemma 52.

Otherwise, $P$ is either an $N$-problem with $N \geq 3$ or is a 2-problem with $b > 1$ and for which the reduced problem $P'$ has $b' > 1$. Then both Propositions 48 and 50 apply. Conclude from the former that $f(P) \geq g(P) > z(k)$ for all $k > b$ and from the latter that $f(P) \geq g(P) > (x_u - z(k))/(u - 1)$ for all $k < k - 1$. Together, these two results imply that an optimal solution can contain only $b$-pairs and $(b - 1)$-pairs. But the optimal such solution is given by Algorithm 8 (applying the inductive hypothesis). The conclusion follows.

**14 Complexity of Algorithm 8**

Here we show that the running time of Algorithm 8 is linear in the size of the problem, i.e., in $n_t$, the number of elements in the matrix $T$.

To begin, consider $P$ an $N$-problem with $N > 1$. Focus on using Algorithm 6 to complete the solution to $P$ given the solution to the reduced problem.

**Lemma 54** Consider $P$ an $N$-problem with $N > 1$. Constructing the solution to $P$ given the solution to the reduced problem through application of Algorithm 6 for each $(T,V)$-pair in the solution has complexity $\Theta(n_t)$.

**Proof.** Suppose that the solution to $P$ comprises the set of maximal, inseparable $(T,V)$-pairs $\{(A_1,B_1),\ldots,(A_p,B_p)\}$, where $n_{a_i}$ is the number of elements in $A_i$ for each $i = 1,\ldots,p$. Then $n_t = \sum_{i=1}^p n_{a_i}$. Completing each $(T,V)$-pair $(A_i,B_i)$ requires between $n_{a_i}$ and $3n_{a_i}$ operations by Lemma 24 (Note that any $(T,V)$-pair with $v = 1$ will have $b \leq t - 2$ by Lemma 8).

Then constructing the solution to $P$ given the solution to the reduced problem through multiple applications of Algorithm 6 requires between $n_t$ and $3n_t$ operations and the conclusion follows.

**Proposition 55** Consider a 3M-DAP $P$ with $t \geq 2$, $u > 2$, and $v \geq 2$. Solving $P$ via Algorithm 8 has complexity $O(n_t \log_2 \log_2 n_t)$.

**Proof.** $P$ is either solved with less than three reductions, which requires linear time, or in three or more reductions. In the latter case we find an upper bound on the number of reductions.
Consider:

\[
\begin{align*}
t' &= u \\
u' &= [(v - 1)b + 1]t - bv = [(v - 1)t - v]b + t \geq v(t - 1) \\
v' &= [(v - 1)(b - 1) + 1]t - (b - 1)v = [(v - 1)t - v](b - 1) + t \geq t.
\end{align*}
\]

Write \( t^1 = t' \), \( t^2 = t'' \), etc. Then

\[
\begin{align*}
t^1 &= u \\
u^1 &\geq v(t - 1) \\
v^1 &\geq t \\
t^2 &= u^1 \geq v(t - 1) \\
u^2 &\geq v^1(t^1 - 1) \geq t(u - 1) \\
v^2 &\geq t^1 = u \\
t^3 &= u^2 \geq t(u - 1) \\
u^3 &\geq v^2(t^2 - 1) \geq uv(t - 1) \\
v^3 &\geq t^2 \geq v(t - 1).
\end{align*}
\]

Because \( u > 2 \), \( t^3 \geq t(u - 1) \geq 2t \). Then after three reductions, the new \( T \) matrix is guaranteed to have at least twice as many columns as the original \( T \) matrix. Because the new \( T \) matrix has fewer elements than the original \( T \) matrix, we can conclude that the number of rows in the new \( T \) matrix is less than half the number of rows in the original \( T \) matrix.

In fact, we can be more aggressive. Write \( w_0 = w = tu/2, t_1 = t^3 \geq t(u - 1) \geq tu/2 = w \), and \( u_1 = u^3 \geq uv(t - 1) \geq tu = 2w \). Then \( w_1 = t_1u_1/2 \geq w^2, w_2 \geq w_1^2 \geq w^4, w_3 \geq w_2^2 \geq w^8 \), and \( w_i \geq w^{2^i} \) for all \( i \geq 0 \). Then

\[
t_i \geq w_{i-1} = w^{2^{i-1}} = \left(\frac{tu}{2}\right)^{2^{i-1}}.
\]

Then

\[
n_t > t_is_{t_i} \left(\frac{tu}{2}\right)^{2^{i-1}} \quad \text{or} \quad s_{t_i} < \left(\frac{2}{tu}\right)^{2^{i-1}} n_t < t^{-2^{i-1}}n_t.
\]

Here \( i \) counts the number of steps, with each step corresponding to three reductions. The maximum number of steps is bounded above by the value \( i^* \) that ensures that \( s_{t_i} \) is at most 1 when we set \( t = 2 \):

\[
2^{-2^{i^*-1}}n_t \leq 1 \quad \iff \quad n_t \leq 2^{2^{i^*-1}} \quad \iff \quad \log_2 \log_2 n_t \leq i^* - 1.
\]

Then number of reductions is \( O(\log_2 \log_2 n_t) \). Because solving the final 0-problem and constructing the solution to any problem from its reduced problem can done in time linear in the number of elements in the problem(by Lemmas \[21\] and \[54\], respectively), which is bounded above by \( n_t \), the complexity of the algorithm is at worst \( O(n_t \log_2 \log_2 n_t) \). □

**Lemma 56** Consider a 3M-DAP \( P \) with \( u \geq 2 \) and either \( t > 2 \) and \( v \geq 2 \), or \( t \geq 2 \) and \( v > 2 \). Solving \( P \) via Algorithm \[5\] has complexity \( O(n_t \log_2 \log_2 n_t) \).

**Proof.** \( P \) is either a 0-problem, which can be solved in linear time by Lemma \[21\] or can be
reduced. The reduced problem has $t' = u \geq 2$, $u' \geq v(t - 1) > 2$, and $v' \geq t \geq 2$. By Proposition 55 solving the reduced problem has time complexity at most $O(n_t \log_2 \log_2 n_t)$, while constructing the solution to $P$ from the solution to $P'$ has linear time complexity by Lemma 54.

Lemma 57 Consider a 3M-DAP $P$ with $v = 1$. Solving $P$ via Algorithm 8 has complexity $O(n_t \log_2 \log_2 n_t)$.

Proof. By assumption $P$ has $t > 2$ and $u \geq 2$. Now $P$ is either a 0-problem, which can be solved in linear time by Lemma 21, or can be reduced. By Proposition 29 the reduced problem has $t' = u \geq 2$, $u' \geq v(t - 1) \geq 2$, and $v' = u' + 1 > 2$. By Lemma 56 solving the reduced problem has time complexity at most $O(n_t \log_2 \log_2 n_t)$, while constructing the solution to $P$ from the solution to $P'$ has linear time complexity by Lemma 54.

Lemma 58 Consider a 3M-DAP $P$ with $t = u = v = 2$. Solving $P$ via Algorithm 8 has complexity $Θ(n_t)$.

Proof. If $P$ is a 0-problem, it can be solved in linear time by Lemma 21. If $P$ is a 1-problem, its reduced problem $P'$ is a 0-problem, which can be solved in linear time by Lemma 21 and the solution to $P$ can be constructed in linear time from the solution to $P'$ by Lemma 54.

Otherwise, $P$ is an $N$-problem with $N \geq 2$. Then $s''_t = s'_u < s'_t = s_t$. Because $s_u + s_v = s_t$, if $s_u < s_v$, then $s''_t < s_u < s_t/2$. If $s_u > s_v$, then

$$\hat{b} = \left\lceil \frac{s_v}{s_t - s_v} \right\rceil = \left\lceil \frac{s_v}{s_u} \right\rceil = 1.$$ 

Then $s''_t = s'_u = s_v - (\hat{b} - 1)(s_t - s_v) = s_v < s_t/2$. Then

$$n''_t = 2s''_t < s_t = \frac{1}{2}n_t.$$ 

Let $T(n_t)$ be the time complexity of a 3M-DAP with $t = u = v = 2$ and $n_t$ elements in matrix $T$, and let $f(n_t)$ be the time complexity to construct the solution to the original problem from the doubly-reduced problem. Then we obtain the recursion

$$T(n_t) \leq T(n_t/2) + f(n_t).$$ 

By Lemma 54 $f(n_t) = Θ(n_t)$. Then it follows from the Master Theorem (Cormen, et al. 2001) that $T(n_t) = Θ(n_t)$.

We summarize the results of this section in the following theorem.

Theorem 59 Consider a 3M-DAP $P$. Solving $P$ via Algorithm 8 has complexity $Θ(n_t)$ when $t = u = v = 2$, otherwise has complexity $O(n_t \log_2 \log_2 n_t)$.

15 Scott Huddleston’s Algorithm for solving a 3M-DAP

In 2010 Scott Huddleston developed an algorithm for solving muffin problems. The algorithm is described in Chapter 13 of Gasarch et al. (2020) using a rather different framework than is employed herein. However, the two algorithms are essentially identical (as such, Huddleston’s algorithm optimally solves any 3M-DAP). Algorithm 9 below presents Huddleston’s algorithm
in the terminology of this paper. There two situations in which Algorithms 8 and 9 employ different strategies, which do however lead to identical results:

1. When applied to a 0-problem of type 1, Algorithm 8 creates a subproblem that is a 3M-DAP and then applies either Algorithm 13 or Algorithm 3 to solve the subproblem. These two algorithms have lower bound guarantees that demonstrate that the solution produced for the subproblem has value exceeding $x_u/u$. But given that we have now established that Algorithm 8 produces an optimal solution (even when $q_t = t - 2$ and $r_t > 0$, so that subproblem created has $v' = 1$), we can simply use this algorithm to solve the subproblem. This revision is reflected in Algorithm 9.

2. When applied to a 0-problem of type 2, Algorithm 8 employs Algorithm 7 to solve the problem directly. However, as described in Section 11.2, it is possible to reduce such a problem. The reduced problem is a 0-problem of type 1 and has a trivial solution. As with any other problem that is reduced, the solution to the original problem can be constructed from the solution to the reduced problem by applying Algorithm 6. This is the approach employed by Algorithm 9.

16 Further Results for Muffin Problems

For the remainder of the paper, we provide further analysis of muffin problems.

In Section 16.1, we prove that Conjecture 3 does indeed hold, namely that for any supply-constrained muffin problem, there exists an optimal solution in which each student receives either $n$ or $n + 1$ pieces.

In Section 16.2, we investigate when $f(m, s) = 1/3$. This is the case when $g(m, s) \leq 1/3$, which occurs only when $n = 2$ and the problem is a 1-problem of type 1, i.e., the reduced problem is a 0-problem of type 1.

Any other fully-constrained muffin problem of order 2 can be doubly reduced and then standardized to form a related fully-constrained muffin problem of order greater than 2. In Section 16.3 we investigate the nature of these relationships between different muffin problems. Section 16.3.1 shows that for any muffin problem of order greater than 2 and for every $b \geq 1$, there is a muffin problem $P(x)$ of order 2 with $x_b < x < x_{b-1}$ that is related to it. It follows that there are relationships between muffin problems of order 2: we begin investigation of these relationships in Section 16.3.2 We demonstrate that it is possible to construct a solution to a muffin problem of order 2 from the solution to a related muffin problem of order 2 by reducing (Section 16.3.3) or expanding (Section 16.3.4), as appropriate.

Finally, in Section 16.4, we prove Conjecture 4 that the value of a muffin problem depends only on $x = m/s$, the ratio of the numbers of muffins to students.

16.1 Proof of Conjecture 3

Assume $x$ not an integer or half-integer. Consider a supply-constrained muffin problem (so that each muffin must be cut into two pieces). Then some student must receive at least $n + 1$ pieces, giving an upper bound of $x/(n + 1)$. Equally, some student must receive at most $n$ pieces, giving an upper bound of $1 - x/n$.

If we require that each student receive either $n$ or $n + 1$ pieces, then the problem is a fully-constrained muffin problem. In this section we prove Conjecture 3 which claims that any optimal
ALGORITHM 9: Scott Huddleston’s Algorithm for solving a 3M-DAP

**Input**: $T, U, V$, empty matrices of dimensions $s_t \times t$, $s_u \times u$, and $s_v \times v$, respectively

$x_t, x_u, x_v$, the required row sums for each row of $T, U, and V$, respectively

$s_uu + s_vv = s_tt$

$s_ux_u + s_vx_v = s_tx_t$

**Output**: the filled matrices $T, U, V$

the multiset of entries in $T$ is the union of the multiset of entries in $U$ and $V$

1. if $x \leq x_\infty$ then
   2. set all elements of $U$ to value $x_u/u$
   3. $q_t \leftarrow \lfloor n_u/s_t \rfloor$
   4. $r_t \leftarrow n_u - q_ts_t$
   5. if $r_t = 0$ then
      6. set all elements of $V$ to value $x_v/v$
      7. fill each row of $T$ with $q_t$ elements of value $x_u/u$ and $t - q_t$ elements of value $x_v/v$
   8. else
      9. for $r_t$ rows of $T$, set $q_t + 1$ elements to value $x_u/u$; call the unfilled submatrix $V'$
      10. set $x'_v = x_t - (q_t + 1)x_u/u$
      11. for the remaining $s_t - r_t$ rows of $T$, set $q_t$ elements to value $x_u/u$; call the unfilled submatrix $U'$
      12. set $x'_u = x_t - q_tx_u/u$
      13. set $T' = V'$
      14. apply Algorithm ?? to solve the ($T', U', V'$) 3M-DAP
   15. else
      16. $b \leftarrow \lceil s_v/[s_t - (v - 1)s_v] \rceil$
      17. form the reduced problem ($T', U', V'$) as described in Section 11.1
      18. apply Algorithm ?? to solve the ($T', U', V'$) problem
      19. $U \leftarrow T'$
   20. for $1 \leq i \leq s'_u$ do
      21. initialize a $(b)$-pair $(A, B)$
      22. set $u$ to be the $i^{th}$ row of $U'$
      23. apply Algorithm 6 with inputs $A, x_t, B, x_v,$ and $u$ to complete the pair $(A, B)$
      24. insert $A$ into $T$ and $B$ into $V$
   25. if $b = 1$ then
      26. insert $V'$ into $T$
   27. else
      28. for $1 \leq j \leq s'_v$ do
      29. initialize a $(b - 1)$-pair $(A, B)$
      30. set $u$ to be the $j^{th}$ row of $V'$
      31. apply Algorithm 6 with inputs $A, x_t, B, x_v,$ and $u$ to complete the pair $(A, B)$
      32. insert $A$ into $T$ and $B$ into $V$
solution to a fully-constrained muffin problem is also optimal for the supply-constrained version of the problem.

A fully-constrained muffin problem can be formulated as a 3M-DAP, with \( t = 2 \), \( s_t = m \), \( u = n + 1 \), \( v = n \), \( x_t = 1 \), \( x_u = x \), and \( x_v = x \). We must have

\[
s_u + s_v = s, \quad \text{and} \quad (n + 1)s_u + ns_v = 2m,
\]

so

\[
s_u = 2m - ns, \quad \text{and} \quad s_v = (n + 1)s - 2m.
\]

We have \( \lambda = x_u - x_v = 0 \) and \( \gamma = x_t/t = 1/2 \). Further,

\[
x_\infty = \frac{[(\lambda + \gamma(v - 1)t)u + (n - 1)(n + 1)]t + u - v}{(v - 1)t + u - v} = \frac{n^2 - 1}{2n - 1},
\]

and

\[
x_1 = \frac{[(\lambda + \gamma(v - 1)t)u + \gamma tu + (n + 1)u]t + u - v + t}{(v - 1)t + u - v + t} = \frac{n(n + 1)}{2n + 1}.
\]

**Lemma 60** A fully-constrained muffin problem \( P(x) \) is a 1-problem of type 1 (i.e., the reduced problem is a 0-problem of type 1) with \( x_1 < x < x_0 \) if and only if

\[
\frac{n^2}{2n - 1} \leq x < x_0.
\]

**Proof.** Suppose \( P(x) \) is a 1-problem of type 1 with \( x_1 < x < x_0 \). Because \( b = 1 \), the reduced problem has:

\[
\begin{align*}
x' &= x_u' = vx_t - x_v = n - x \\
u' &= vt - v = n \\
x'_v &= x_t = 1 \\
v' &= t = 2 \\
x'_t &= x_u = x \\
t' &= u = n + 1.
\end{align*}
\]

Then

\[
x'_\infty = \frac{[(v' - 1)x'_t + x'_u - x'_v]u'}{(v' - 1)t' + u' - v'} = \frac{n(n - 1)}{2n - 1}.
\]

Because \( P \) is a 1-problem of type 1, the reduced problem is a 0-problem of type 1 so has \( x' \leq x'_\infty \). Then

\[
x' \leq x'_\infty \iff n - x \leq \frac{n(n - 1)}{2n - 1} \iff x \geq \frac{n^2}{2n - 1}.
\]

The converse follows immediately.

A solution to the 3M-DAP gives a feasible solution and hence a lower bound to the supply-constrained muffin problem. We will demonstrate in this section that the solution is in fact optimal. Indeed, in most cases the only optimal solution is the solution to the 3M-DAP, i.e.,
for most supply-constrained muffin problems in an optimal solution each student must receive either \( n \) or \( n + 1 \) pieces.

**Lemma 61** If a fully-constrained muffin problem \( P \) is a 0-problem, then the only optimal solutions to \( Q \), the supply-constrained version of the problem, are the optimal solutions to \( P \).

**Proof.** The optimal solution to \( P \) is \( x_u/u = x/(n + 1) \). Because this is an upper bound on the solution to \( Q \), the solution is optimal for \( Q \).

Suppose a student receives \( n + 2 \) or more pieces. Then an upper bound on the solution is \( x/(n + 2) < x/(n + 1) \), so such a solution cannot be optimal.

Suppose a student receives \( n - 1 \) or fewer pieces. Then an upper bound on the solution is \( 1 - x/(n - 1) \). But

\[
x > \frac{n}{2} > \frac{n^2 - 1}{2n}
\]

\[
\equiv \frac{2n}{n^2 - 1} x > 1
\]

\[
\equiv \frac{x}{n - 1} + \frac{x}{n + 1} > 1
\]

\[
\equiv \frac{x}{n + 1} > 1 - \frac{x}{n - 1},
\]

so such a solution cannot be optimal.

**Lemma 62** If a fully-constrained muffin problem \( P(x) \) is a 1-problem with \( x_2 < x < x_1 \), then the only optimal solutions to \( Q(x) \), the supply-constrained version of the problem, are the optimal solutions to \( P(x) \).

**Proof.** To start, we have

\[
x < x_1 = \frac{n(n + 1)}{2n + 1}.
\]

Because \( P(x) \) is a 1-problem with \( x_2 < x < x_1 \), the reduced problem is formed using only 2- and 1-pairs. Then

\[
g(P) = \frac{x_u'}{u'} = \frac{(v - 1/2)x_t - x_v}{(v - 1/2)t - v} = \frac{n - 1/2 - x}{n - 1} = 1 - \frac{x - 1/2}{n - 1}.
\]

First, suppose a student receives \( n - 1 \) or fewer pieces. Then an upper bound on the solution is \( 1 - x/(n - 1) \). But we have

\[
x - 1/2 < x \Leftrightarrow \frac{x - 1/2}{n - 1} < \frac{x}{n - 1} \Leftrightarrow 1 - \frac{x}{n - 1} < 1 - \frac{x - 1/2}{n - 1},
\]

so such a solution cannot be optimal. Second, suppose a student receives \( n + 2 \) or more pieces. Then an upper bound on the solution is \( x/(n + 2) \). Because \( n \geq 2 \),

\[
x < x_1 = \frac{n(n + 1)}{2n + 1} \leq \frac{(2n - 1)(n + 2)}{2(2n + 1)}
\]

\[
\Leftrightarrow (4n + 2)x < (2n - 1)(n + 2)
\]

\[
\Leftrightarrow 2(n - 1)x < 2(n - 1)(n + 2) - (n + 2)(2x - 1)
\]

\[
\Leftrightarrow \frac{x}{n + 2} < 1 - \frac{x - 1/2}{n - 1},
\]
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so such a solution cannot be optimal.

Then in any optimal solution each student must be assigned either \( n \) or \( n + 1 \) pieces. The conclusion follows. ■

Lemma 63 If a fully-constrained muffin problem \( P(x) \) with \( n = 2 \) is a 1-problem with \( x_b < x < x_{b-1} \) where \( b \geq 2 \), then the only optimal solutions to \( Q(x) \), the supply-constrained version of the problem, are the optimal solutions to \( P(x) \).

Proof. Because \( n = 2 \), we have \( t = v = 2 \) and \( u = 3 \). Then

\[
x < x_{b-1} = \frac{\lambda + \gamma(v - 1)t}{((v - 1)t + u - v)(b - 1) + t} = \frac{3b}{3b - 1}.
\]

Because \( P \) is a 1-problem, we have

\[
g(P) = x_u' = \frac{(v - 1 + 1/b)x_t - x_v}{(v - 1 + 1/t)v - t} = \frac{(1 + 1/b) - x}{2/b} = \frac{1}{2} [1 - b(x - 1)].
\]

First, a student cannot receive only one piece because the size of that piece is at most 1, which is less than \( x \). Second, suppose a student receives four or more pieces. Then an upper bound on the solution is \( x/4 \). Because \( b \geq 2 \),

\[
x < \frac{3b}{3b - 1} = \frac{2b + 2 + b - 2}{2b + 1 + b - 2} < \frac{2(b + 1)}{2b + 1}
\]

\[
\iff (2b + 1)x < 2(b + 1)
\]

\[
\iff x < 2[1 - b(x - 1)]
\]

\[
\iff \frac{x}{4} < \frac{1}{2} [1 - b(x - 1)],
\]

so such a solution cannot be optimal.

Then in any optimal solution each student must be assigned either two or three pieces. The conclusion follows. ■

Lemma 64 If a fully-constrained muffin problem \( P(x) \) is either (i) a 1-problem with \( n > 2 \) and \( x_b < x < x_{b-1} \) where \( b \geq 3 \); or (ii) an \( N \)-problem with \( N \geq 2 \), then the only optimal solutions to \( Q(x) \), the supply-constrained version of the problem, are the optimal solutions to \( P(x) \).

Proof. If \( P \) is a 1-problem with \( n > 2 \) and \( x_b < x < x_{b-1} \) where \( b \geq 3 \), then \( g(P) > \tau \) by Lemma 42. Alternatively, if \( P \) is an \( N \)-problem with \( N \geq 2 \), then \( g(P) > \tau \) by Theorem 45. So

\[
g(P) > \tau = \frac{x_u}{u} = \frac{n - 1}{2n - 1}.
\]

Suppose a student receives \( n - 1 \) or fewer pieces. Then an upper bound on the solution is \( 1 - x/(n - 1) \). Because \( P \) is not a 0-problem, \( x > x_\infty = (n^2 - 1)/(2n - 1) \), so we have

\[
1 - \frac{x}{n - 1} < 1 - \frac{n^2 - 1}{(2n - 1)(n - 1)} = 1 - \frac{n + 1}{2n - 1} = \frac{n - 2}{2n - 1} < \frac{n - 1}{2n - 1},
\]

so such a solution cannot be optimal.
Alternatively, suppose a student receives \( n + 2 \) or more pieces. Then an upper bound on the solution is \( x/(n + 2) \). Because \( P \) is not a 1-problem with \( x_1 < x < x_0 \), from Lemma 60, \( x < n^2/(2n - 1) \), so we have

\[
\frac{n}{n - 2} = (n - 1)(n + 2) \geq n^2
\]

so such a solution cannot be optimal.

Then in any optimal solution each student must be assigned either \( n \) or \( n + 1 \) pieces. The conclusion follows.

Finally, we address 1-problems with \( x_1 < x < x_0 \). As we will see, for this type of supply-constrained muffin problem, it is possible to find optimal solutions that are not solutions to the fully-constrained muffin problem.

**Lemma 65** If a fully-constrained muffin problem \( P(x) \) is a 1-problem with \( x_1 < x < x_0 \), then any optimal solution to \( P(x) \) is optimal for \( Q(x) \), the supply-constrained version of the problem.

**Proof.** The optimal solution to \( P \) is

\[
\frac{x'}{u'} = \frac{v_xt - x_v}{v_t - v} = \frac{n - x}{n} = 1 - \frac{x}{n}.
\]

Because this is an upper bound on the solution to the \( Q \), the solution is optimal for \( Q \). ■

**Lemma 66** For a muffin problem \( (m, s) \) with

\[
\frac{n + 1}{2} - \frac{1}{2(n + 1)} = \frac{n(n + 2)}{2(n + 1)} \leq x < \frac{n + 1}{2},
\]

and either \( n \geq 3 \), or \( n = 2 \) and \( x > 4/3 \), we have

\[
x \geq \frac{n^2}{2n - 1} + \frac{n - 1}{(2n - 1)s} > \frac{n}{2} + \frac{3}{2s}.
\]

**Proof.** First, suppose \( n \geq 3 \). When \( n \) is odd, we must have \( s \geq 2(n + 1) \), and when \( n \) is even, we must have \( s \geq n + 1 \). Note that \( 2(n - 1)/[n(n - 2)] \) is less than 2 for all \( n \geq 3 \) and is less than 1 for all \( n \geq 4 \). Then it follows that

\[
s > \frac{2(n - 1)}{n(n - 2)}(n + 1)
\]

\[
\Rightarrow \frac{1}{s} < \frac{n(n - 2)}{2(n - 1)(n + 1)}
\]

\[
\Rightarrow \frac{1}{s} < \frac{n(n + 2)(2n - 1)}{2(n - 1)(n + 1)} - \frac{n^2}{n - 1}
\]

\[
\Rightarrow \frac{n^2}{2n - 1} + \frac{n - 1}{(2n - 1)s} < \frac{n(n + 2)}{2(n + 1)} \leq x.
\]
Second, suppose that $n = 2$ and $x > 4/3$. We want to show that $x \geq 4/3 + 1/(3s)$. Write $d = m - s$, $m = 3d + a$, and $s = 2d + a$. Because $4/3 < x < 3/2$, we must have $1 \leq a < d$. For a fixed value of $d$, $x$ is decreasing in $a$, so it suffices to consider $a = d - 1$. Then $m = 4d - 1$ and $s = 3d - 1$, so $x = 4/3 + 1/(3s)$, as required.

For the second part, first note that $s \geq 5$ (when $n \geq 4$, $s \geq n + 1$, when $n = 3$, $s \geq 8$, and when $n = 2$, because $4/3 < x < 3/2$, $s \geq 5$). Then

\[
(s - 4)n > -1 \\
\Leftrightarrow ns - 1 > 4n - 2 \\
\Leftrightarrow \frac{ns - 1}{2n - 1} > 2 \\
\Leftrightarrow \frac{ns + 2n - 2}{2n - 1} > 3 \\
\Leftrightarrow n + \frac{ns + 2n - 2}{2(2n - 1)s} > \frac{n}{2} \frac{3}{2s} \\
\Leftrightarrow \frac{n^2}{2n - 1} + \frac{n - 1}{(2n - 1)s} > \frac{n}{2} \frac{3}{2s}.
\]

\[\blacksquare\]

**Lemma 67** If a fully-constrained muffin problem $P(x)$ is a 1-problem with $x_1 < x < x_0$, then:

1. when $x < n(n + 2)/[2(n + 1)]$, the only optimal solutions to $Q(x)$, the supply-constrained version of the problem, are the optimal solutions $P(x)$;

2. when $n(n + 2)/[2(n + 1)] \leq x < (n + 1)/2$, there exist optimal solutions to $Q(x)$ that are not feasible for $P(x)$.

**Proof.** The optimal solution to $P$ is

\[
\frac{x'}{u'} = \frac{vx_t - xv}{vt - v} = \frac{n - x}{n} = 1 - \frac{x}{n}.
\]

A solution to $Q$ in which a student has less than $n$ pieces has an upper bound of $1 - x/(n - 1) < 1 - x/n$, so cannot be optimal. A solution in which a student has $n + 2$ or more pieces has an upper bound of $x/(n + 2)$. Now

\[
\frac{n + 1}{2} - \frac{1}{2(n + 1)} = \frac{n(n + 2)}{2(n + 1)} > x \Leftrightarrow n(n + 2) > 2(n + 1)x \Leftrightarrow 1 - \frac{x}{n} > \frac{x}{n + 2}.
\]

Thus, on this range the solution cannot be optimal. This demonstrates the first result.

For the second result, suppose that

\[
\frac{n + 1}{2} - \frac{1}{2(n + 1)} = \frac{n(n + 2)}{2(n + 1)} \leq x < \frac{n + 1}{2}.
\]

First, assume that $x \neq 4/3$, so that Lemma 66 applies.

Algorithm 10 constructs an optimal solution to the supply-constrained muffin problem $Q(x)$ in which one student has $n + 2$ pieces, $2m - ns - 2$ students have $n + 1$ pieces, and $(n + 1)s - 2m + 1$
**Algorithm 10:** Algorithm to construct an optimal solution for \( Q(x) \) that is not feasible for \( P(x) \)

**Input:**
- \( T \), an empty matrix of dimensions \( m \times 2 \)
- \( x \), the required row sum for each row of \( T \)
- \( u \), an empty demand vector with length \( n + 2 \)
- \( U \), an empty matrix of dimensions \( (2m - ns - 2) \times (n + 1) \)
- \( V \), an empty matrix of dimensions \( [(n + 1)s - 2m + 1] \times n \)
- \( x \), the required row sum for all demand vectors
  (the vector \( u^* \) and all rows of matrices \( U \) and \( V \))

**Output:**
- the filled matrices \( T \), \( U \), and \( V \) and vector \( u \)
- the multiset of entries in \( T \) is the multiset of entries in \( u \), \( U \), and \( V \)

1. divide \( n[(n + 1)s - 2m + 1] \) rows of \( T \) \([x/n; 1 - x/n]\)
2. divide one row of \( T \) \([(2 + 1/n)x - (n + 1), (n + 2) - (2 + 1/n)x]\)
3. set all elements of \( V \) to \( x/n \)
4. set \( n + 1 \) elements of \( u \) to \( 1 - x/n \) and the remaining element to \((2 + 1/n)x - (n + 1)\)
5. \( q \leftarrow \lceil n[(n + 1) - 2m] - 1)/(2m - ns - 2) \rceil \)
6. \( r \leftarrow n[(n + 1) - 2m] - 1 - q(2m - ns - 2) \)
7. assign the remaining \( n[(n + 1)s - 2m + 1] - (n + 1) \) pieces of size \( 1 - x/n \) and the piece of
  size \( (n + 2) - (2 + 1/n)x \) to the rows of \( U \) so that:
8. \( 2m - ns - 3 - r \) rows each receive \( q \) pieces of size \( 1 - x/n \)
9. \( q \leftarrow \lceil n[(n + 1) - 2m] - 1)/(2m - ns - 2) \rceil \)
10. set \( x_1' = x - q(1 - x/n) \)
11. sort one row receives \( q \) pieces of size \( 1 - x/n \) and one piece of size \( (n + 2) - (2 + 1/n)x \)
12. set \( u_2' \) be the vector consisting of the \( n - q \) unfilled elements
13. let \( U_3' \) be the unfilled submatrix of dimensions \( r \times (n - q) \)
14. \( r \) rows each receive \( q + 1 \) pieces of size \( 1 - x/n \)
15. set \( x_3' = x - (q + 1)(1 - x/n) \)
16. use Algorithm [12] to solve the \( (T; U_1', u_2', U_3') \) DAP
students have $n$ pieces. By Lemma 66

$$x > \frac{n}{2} + \frac{3}{2s} \iff 2m - ns - 2 > 1,$$

so there are at least two students who receive $n + 1$ pieces.

The initial division of muffins results in pieces that are all at least as large as $1 - x/n$, because

$$x \geq \frac{n(n + 2)}{2(n + 1)} \iff \left(2 + \frac{1}{n}\right)x - (n + 1) \geq 1 - \frac{x}{n}$$

$$x < \frac{n + 1}{2} \iff n + 2 - \left(2 + \frac{1}{n}\right)x > 1 - \frac{x}{n}.$$

After assigning pieces to the $(n + 2)$-student and all the $n$-students, there are $n[(n + 1)s - 2m + 1] - (n + 1)$ pieces of size $1 - x/n$ and one piece of size $(n + 2) - (2 + 1/n)x$ to be assigned to the $(n + 1)$-students, making $n[(n + 1)s - 2m]$ pieces in total. This can be done so that each such student still needs at least two pieces, because by Lemma 66

$$x \geq \frac{n^2}{2n - 1} + \frac{n - 1}{(2n - 1)s}$$

$$\iff (2n - 1)m \geq n^2s + n - 1$$

$$\iff (n - 1)[2m - ns - 2] \geq n[(n + 1)s - 2m].$$

This allows us to use Algorithm 12 to solve the remaining subproblem.

It remains to show that the subproblem has a solution with smallest piece at least $1 - x/n$. Following the application of Algorithm 12 write

$$x''_1 = x'_1 - (n - 1 - q)\frac{1}{2} = x - q \left(1 - \frac{x}{n}\right) - (n - 1 - q)\frac{1}{2}$$

$$x''_2 = x'_2 - (n - 2 - q)\frac{1}{2} = x - q \left(1 - \frac{x}{n}\right) - [(n + 2) - (2 + 1/n)x] - (n - 2 - q)\frac{1}{2}$$

$$x''_3 = x'_3 - (n - 2 - q)\frac{1}{2} = x - (q + 1) \left(1 - \frac{x}{n}\right) - (n - 2 - q)\frac{1}{2}.$$

Now

$$x''_2 - x''_1 = \frac{1}{2} - [(n + 2) - (2 + 1/n)x]$$

$$x''_3 - x''_1 = \frac{x}{n} - \frac{1}{2} > 0$$

$$x''_3 - x''_2 = [(n + 2) - (2 + 1/n)x] - \left(1 - \frac{x}{n}\right) = (n + 1) - 2x > 0.$$

It is possible that either $U'_1$ or $U'_3$ may not be present and which of $x''_1$ and $x''_2$ is larger depends on the value of $x$. Then there are several cases to consider. Recall that $x''_{\min} = \min\{x''_1, x''_2, x''_3\}$ and $x''_{\max} = \max\{x''_1, x''_2, x''_3\}$.

**Case 1.** Both $U'_1$ and $U'_3$ are present and $x''_1 < x''_2$. Then $x''_{\min} = x''_1$ and $x''_{\max} = x''_3$, so $\lambda'' = x''_{\min} - x''_{\max} = x''_1 - x''_3 = \frac{1}{2} - \frac{x}{n}$. Then by Lemma 66 there is a solution to the problem of assigning the remaining pieces with smallest piece having size greater than

$$\frac{1}{2}\lambda'' + \frac{1}{2} = \frac{3}{4} - \frac{x}{2n} > 1 - \frac{x}{n}.$$
because \( x > n/2 \).

**Case 2.** \( U_1' \) is present (but maybe not \( U_2' \)) and \( x_2'' \leq x_1'' \). Then \( x''_{\min} = x_2'' \) and \( x''_{\max} = x_1'' \), so \( \lambda'' = x''_{\min} - x''_{\max} = x_2'' - x_1'' = 2x - (n + 1) \). Then by Lemma 82 there is a solution to the problem of assigning the remaining pieces with smallest piece having size greater than

\[
\frac{1}{2} \lambda'' + \frac{1}{2} = x - \frac{n}{2},
\]

and observe that

\[
x \geq \frac{n(n + 2)}{2(n + 1)} \iff \frac{n + 1}{n} x \geq \frac{n + 2}{2} \iff x - \frac{n}{2} \geq 1 - \frac{x}{n}.
\]

**Case 3.** \( U_1' \) is present but not \( U_3' \) and \( x_1'' < x_2'' \). Then \( x''_{\min} = x_1'' \) and \( x''_{\max} = x_2'' \), so \( \lambda'' = x''_{\min} - x''_{\max} = x_1'' - x_2'' = [(n + 2) - (2 + 1/n)x] - 1/2 \). Then by Lemma 82 there is a solution to the problem of assigning the remaining pieces with smallest piece having size greater than

\[
\frac{1}{2} \lambda'' + \frac{1}{2} = \frac{1}{2} [(n + 2) - (2 + 1/n)x] + \frac{1}{4} > 1 - \frac{x}{n},
\]

because this is the average of two numbers that are largely larger than \( 1 - x/n \).

**Case 4.** \( U_1' \) is present but not \( U_3' \) and \( x_2'' \leq x_1'' \). Then \( x''_{\min} = x_2'' \) and \( x''_{\max} = x_1'' \), so \( \lambda'' = x''_{\min} - x''_{\max} = x_2'' - x_1'' = 1/2 - [(n + 2) - (2 + 1/n)x] = [(2 + 1/n)x - (n + 1)] - 1/2 \). Then by Lemma 82 there is a solution to the problem of assigning the remaining pieces with smallest piece having size greater than

\[
\frac{1}{2} \lambda'' + \frac{1}{2} = \frac{1}{2} [(2 + 1/n)x - (n + 1)] + \frac{1}{4} > 1 - \frac{x}{n},
\]

because this is the average of two numbers that are largely larger than \( 1 - x/n \).

Finally, we must consider when \( x = 4/3 \), so \( m = 4d \) and \( s = 3d \) for some \( d \geq 1 \). Then we can give \( d \) students 4 pieces of size \( 1 - x/2 \) and \( 2d \) students 2 pieces of size \( x/2 \) and this solution is optimal.

This last construction for \( x = 4/3 \) can be extended to any \( n \geq 2 \), i.e., when \( x = n(n+2)/[2(n+1)] \) there is a straightforward optimal solution to the supply-constrained muffin problem that is feasible for the fully-constrained muffin problem. When \( n \) is even, let \( d \) be any positive integer; when \( n \) is odd, require that \( d \) be even. Then:

1. Cut all the muffins into two pieces, one of size \( n/[2(n+1)] \) and one of size \( (n+2)/[2(n+1)] \)
2. Assign \( nd/2 \) students \( n + 2 \) pieces of size \( n/[2(n+1)] \)
3. Assign \( (n + 2)d/2 \) students \( n \) pieces of size \( (n+2)/[2(n+1)] \).

For example, when \( x = 15/8 \), we have \( n = 3 \), so the solution with \( d = 2 \) is:

1. Cut all 15 muffins into two pieces, one of size 3/8 and one of size 5/8
2. Assign 3 students 5 pieces of size 3/8
3. Assign 5 students 3 pieces of size 5/8.

We summarize the conclusions of this section in the following theorem.
An Optimal Solution for the Muffin Problem

Theorem 68 Any optimal solution for a fully-constrained muffin problem is optimal for the corresponding supply-constrained muffin problem. There exist optimal solutions for the supply-constrained muffin problem that are not feasible for the corresponding fully-constrained muffin problem if and only if
\[ n \frac{(n+2)}{2(n+1)} \leq x < \frac{(n+1)}{2} \text{ for all } n \geq 2. \]

16.2 When does \( f(m, s) = 1/3 \)?

We have previously established Conjecture 2: \( f(m, s) \geq 1/3 \). In this section we investigate when this bound pertains.

Lemma 69 Let \( P \) be a fully-constrained muffin problem. If \( P \) is a 0-problem or if \( g(P) > \tau \), then \( g(P) > 1/3 \).

Proof. We have \( \lambda = 0 \), \( \gamma = 1/2 \), \( t = 2 \), \( u = n + 1 \), and \( v = n \).

If \( P \) is a 0-problem, then \( g(P) = \frac{x}{u} > \frac{n}{2(n+1)} \geq \frac{1}{3} \), because \( n \geq 2 \).

If \( g(P) > \tau \), then
\[
g(P) > \tau = \frac{x}{u} = \frac{n^2 - 1}{(n+1)(2n-1)} = \frac{n-1}{2n-1} \geq \frac{1}{3},
\]
because \( n \geq 2 \).

Theorem 70 For a muffin problem with \( n \geq 3 \), \( f(m, s) > 1/3 \).

Proof. It suffices to show that if \( P(x) \) is a fully-constrained muffin problem with \( \lfloor 2x \rfloor = n \geq 3 \), then \( g(P) > 1/3 \). For such a problem, \( \lambda = 0 \), \( \gamma = 1/2 \), \( t = 2 \), \( u = n + 1 \), and \( v = n \).

If \( P \) is a 0-problem, then we can appeal to the previous lemma. Otherwise, \( x_b < x < x_{b-1} \) for some \( b > 0 \). If \( P \) is a 1-problem with \( b \geq 3 \), then because \( n \geq 3 \), Lemma 42 applies so \( g(P) > \tau \). Alternatively, if \( P \) is an \( N \)-problem with \( N \geq 2 \), then \( g(P) > \tau \) by Theorem 45. In either case, we can appeal to the previous lemma.

If \( P \) is a 1-problem with either \( b = 1 \) or \( b = 2 \), then by Lemma 39 \( g(P) > L(b) \). Now
\[
L(b) = \gamma - b \frac{x_{b-1} - \lambda - \gamma v}{[(v-1)t - v]b + t} = \frac{1}{2} - b \frac{x_{b-1} - n/2}{(n-2)b + 2}.
\]
If \( b = 2 \), recall that \( x_1 = n(n + 1)/(2n + 1) \), so
\[
g(P) > L(2) = \frac{1}{2} - \frac{2n(n + 1) - n(2n + 1)}{2(n-1)(2n + 1)} = \frac{1}{2} - \frac{n}{2(n-1)(2n + 1)}
\]

The right-hand side is smallest when \( n \) is smallest, so (setting \( n = 3 \)) is at least \( 11/28 > 1/3 \). Alternatively, \( b = 1 \), and with \( x_0 = \gamma u = (n + 1)/2 \):
\[
g(P) > L(1) = \frac{1}{2} - \frac{(n + 1)/2 - n/2}{n} = \frac{1}{2} - \frac{1}{2n} = \frac{n - 1}{2n}.
\]
Again, the right-hand side is smallest when \( n \) is smallest, so (setting \( n = 3 \)) is at least 1/3. ■
Theorem 71 For a muffin problem with \( n = 2 \), \( f(m, s) = 1/3 \) if and only if
\[
\frac{3b + 1}{3b} \leq x < \frac{3b}{3b - 1},
\]
for all integer \( b > 0 \). This is precisely when the fully-constrained version of the problem is a 1-problem of type 1. Otherwise \( f(m, s) > 1/3 \).

Proof. Let \( P(x) \) be the fully-constrained version of the problem. Then \( f(m, s) > 1/3 \) if and only if \( g(P) > 1/3 \) and \( f(m, s) = 1/3 \) if and only if \( g(P) \leq 1/3 \). Recall that
\[
\tau = x_\infty = \frac{n^2 - 1}{n(n + 1)(2n - 1)} = \frac{n - 1}{2n - 1} = \frac{1}{3},
\]
because \( n = 2 \).

If \( P \) is a 0-problem, then by Lemma 69 \( g(P) > 1/3 \iff f(m, s) > 1/3 \). Otherwise, \( x_b < x < x_{b-1} \) for some \( b > 0 \). If \( P \) is an \( N \)-problem with \( N \geq 2 \), then \( g(P) > \tau = 1/3 \) by Theorem 45, so once again \( f(m, s) > 1/3 \).

Otherwise, \( P \) is a 1-problem: its solution is \( x'/u' \). The reduced problem has
\[
x' = [(v - 1)b + 1]x_t - bx_v = 1 - b(x - 1)
\]
\[
\lambda' = \lambda + \gamma(v - 1)t - x = 1 - x
\]
\[
\gamma' = \frac{x}{u} = \frac{x}{3}
\]
\[
v' = [(v - 1)(b - 1) + 1]t - (b - 1)v = 2
\]
\[
t' = u = 3
\]
\[
u' = [(v - 1)b + 1]t - bv = 2,
\]
and
\[
x' = \frac{[\lambda' + \gamma'(v' - 1)t']u'}{(v' - 1)t' + u' - v'} = \frac{2}{3}.
\]
Then \( g(P) > 1/3 \) when \( x' > x'_\infty = 2/3 \) and \( g(P) \leq 1/3 \) when \( x' \leq x'_\infty = 2/3 \) (and note that the reduced problem is a 0-problem of type 1 when \( x' \leq x'_\infty = 2/3 \)). Now
\[
x' \leq x'_\infty = \frac{2}{3}
\]
\[
\iff 1 - b(x - 1) \leq \frac{2}{3}
\]
\[
\iff b(x - 1) \geq \frac{1}{3}
\]
\[
\iff x - 1 \geq \frac{1}{3b}
\]
\[
\iff x \geq 1 + \frac{1}{3b} = \frac{3b + 1}{3b}.
\]
But recall that \( x_b < x < x_{b-1} \) and
\[
x_b = \frac{[\lambda + (v - 1)\gamma]ub + \gamma tu}{[(v - 1)t + u - v]b + t} = \frac{3b + 3}{3b + 2}, \quad \text{so} \quad x_{b-1} = \frac{3b}{3b - 1}.
\]
Then \( g(P) \leq 1/3 \) when
\[
\frac{3b+1}{3b} \leq x < \frac{3b}{3b-1},
\]
for all integer \( b > 0 \); otherwise \( g(P) > 1/3 \).

### 16.3 Relationships between muffin problems

Consider the fully-constrained muffin problem family of order \( n = 2 \). Here \( t = v = 2, u = 3, \lambda = 0, \) and \( \gamma = 1/2 \). Consider \( P(x) \) in the family that is an \( N \)-problem with \( N \geq 2 \). Then \( x_i < x < x_{i-1} \) for some \( i > 0 \) and \( P(x) \) can be (at least) doubly reduced. The first reduced problem \( P'(x') \), where \( x'_j < x' < x'_{j-1} \) for some \( j > 0 \), will have \( t' = 3 \) and \( u' = v' = 2 \), regardless of the value of \( i \). Then the second reduced problem \( P'' \) will have \( t'' = 2, u'' = j+3, \) and \( v'' = j+2 \). Then the standardized version of this second reduced problem will be a fully-constrained muffin problem of order \( j+2 \). Because \( j \geq 1 \), this order will be at least 3. In other words, any muffin problem of order \( n = 2 \) can be Related to a muffin problem of order greater than 2. In this section we make this relationship concrete.

In fact, we will show that for any muffin problem of order greater than 2, for every value of \( b \geq 1 \) there is a muffin problem \( P(x) \) of order 2 with \( x_b < x < x_{b-1} \) that is related to it. This implies that there are relationships between muffin problems of order 2: we will show an explicit method for constructing a solution to a muffin problem \( P(x^b-1) \) of order 2 with \( x_{b-1} < x^{b-1} < x_{b-2} \) given a solution to the related muffin problem \( P(x^b) \) of order 2 with \( x_b < x^b < x_{b-1} \), for all \( b \geq 2 \), and vice versa.

#### 16.3.1 Relating a muffin problem of order 2 to a muffin problem of order \( > 2 \)

The domain of \( x \) for the fully-constrained muffin problem family of order \( n = 2 \) is \( (\lambda + \gamma v, \gamma u] = (1, 3/2] \). Further,
\[
x_b = \frac{[\lambda + \gamma(v-1)t]ub + \gamma tu}{(t+1)u+v} = \frac{3b+3}{3b+2},
\]
so \( x_0 = 3/2, x_1 = 6/5, \) and \( x_\infty = 1 \).

Consider a problem \( P(x) \) in the family with
\[
3b+3 < x \leq \frac{3b}{3b-1} = x_{b-1}.
\]
If we write \( d = m-s \), then
\[
x = \frac{m}{s} = \frac{s+d}{s} = \frac{s/d+1}{s/d},
\]
so
\[
3b-1 \leq \frac{s}{d} < 3b+2 \iff 3db-d \leq s < 3db+2d.
\]
So write \( s = 3db+a-d \), where \( 0 \leq a < 3d \). Then \( m = 3db+a \). Any problem in the family can be written in the form \( (m, s) = (3db+a, 3db+a-d) \) for some \( d \geq 1, b \geq 1, \) and \( 0 \leq a < 3d \).

The problem is a 0-problem when \( a = 0 \), so that \( s = 3db-d, m = 3db, \) and \( x = x_{b-1} \), for \( b = 2, 3, \ldots \) (recall that \( x = x_0 = 3/2 \) is a special case with \( f(m, s) = 1/2 \)). Then
\[
f(m, s) = \frac{x}{3} = \frac{b}{3b-1} = \frac{db}{3db+a-d}.
\]

When \( x_b < x < x_{b-1} \) or equivalently, \( a > 0 \), the problem is not a 0-problem. The reduced
problem has:

\[ x' = [(v - 1)b + 1]x_t - bx_v = 1 - b(x - 1) \]
\[ x'_t = x_u = x \]
\[ x'_v = [(v - 1)(b - 1) + 1]x_t - (b - 1)x_v = 1 - (b - 1)(x - 1) \]
\[ \lambda' = \lambda + \gamma(v - 1)t - x = 1 - x \]
\[ \gamma' = \frac{x}{u} = \frac{x}{3} \]
\[ u' = [(v - 1)b + 1]t - bv = 2 \]
\[ t' = u = 3 \]
\[ v' = [(v - 1)(b - 1) + 1]t - (b - 1)v = 2. \]

Write \( g(m, s) = g(P) \) for the optimal value of the fully-constrained muffin problem. Recall that the problem is a 1-problem of type 1 with \( f(m, s) = 1/3 \) and \( g(m, s) = [1 - b(x - 1)]/2 \) when \( x' = 1 - b(x - 1) \leq x'_{\infty} = 2/3 \iff x \geq 1 + 1/(3b) = (3b + 1)/(3b) \), i.e., when

\[ \frac{3b + 1}{3b} \leq x < \frac{3b}{3b - 1} = x_{b-1}, \]

or, equivalently, when \( 0 < a \leq d \). Then

\[ g(m, s) = \frac{s - db}{2s} = \frac{db + (a - d)/2}{3db + a - d}. \]

When

\[ x_b = \frac{3b + 3}{3b + 2} < x < \frac{3b + 1}{3b}, \]

i.e., when \( d < a < 3d \), the problem is an \( N \)-problem with \( N \geq 1 \). It is only a 1-problem of type 2 when \( x' = x'_j \) for some \( j \geq 1 \), where:

\[ x'_j = \frac{\left[ \lambda' + \gamma'(v' - 1)t' \right]u'j + \gamma't'u'}{\left[ (v' - 1)t' + u' - v' \right]j + t'} = \frac{2(j + x)}{3(j + 1)}. \]

Now

\[ x'_j < x' \]
\[ \iff \frac{2(j + x)}{3(j + 1)} < 1 - b(x - 1) \]
\[ \iff 2(j + x) < 3(j + 1)[1 - b(x - 1)] = 3(j + 1)(b + 1) - 3(j + 1)bx \]
\[ \iff [3(j + 1)b + 2]x < 3(j + 1)b + j + 3 \]
\[ \iff x < \frac{3(j + 1)b + j + 3}{3(j + 1)b + 2}, \]

and note that when \( j = 0 \), the right-hand side is \((3b + 3)/(3b + 2)\), and when \( j \to \infty \), the right-hand side tends to \((3b + 1)/(3b)\). For what values of \( a \) and \( d \) is the problem a 1-problem of
type 2:

\[
\frac{3db + a}{3db + a - d} = \frac{3(j + 1)b + j + 3}{3(j + 1)b + 2}
\]

\[\Leftrightarrow [3(j + 1)b + 2](3db + a) = [3(j + 1)b + j + 3](3db + a - d)\]

\[\Leftrightarrow 3(j + 1)db + 2d = 3(j + 1)db + (j + 1)(a - d)\]

\[\Leftrightarrow 2d = (j + 1)(a - d)\]

\[\Leftrightarrow a = \frac{j + 3}{j + 1}d.\]

In this case

\[
f(m, s) = \frac{x_j'}{u'} = \frac{j + x}{3(j + 1)} = \frac{1}{s} \frac{3db(j + 1) + (a - d)(j + 1) + d}{3(j + 1)} = \frac{db + (a - d)/3 + d/[3(j + 1)]}{3db + a - d} > \frac{1}{3}.
\]

Otherwise, the problem is an N-problem with \(N \geq 2\) and there is some \(j \geq 1\) for which:

\[
\frac{3(j + 1)b + j + 3}{3(j + 1)b + 2} < x < \frac{3jb + j + 2}{3jb + 2}.
\]

We can further reduce the problem to obtain:

\[
x'' = [(v' - 1)j + 1]x'_u - jx'_v = (j + 1)x - j + j(b - 1)(x - 1) = x + jb(x - 1)
\]

\[x'_u = x'_u = x'\]

\[x'_v = [(v' - 1)(j - 1) + 1]x'_t - (j - 1)x'_v = x + (j - 1)b(x - 1)\]

\[\lambda'' = \lambda' + \gamma'(v' - 1)t'-x' = b(x - 1)\]

\[\gamma'' = \frac{x'}{u'} = \frac{1}{2}[1 - b(x - 1)]\]

\[u'' = [(v' - 1)j + 1]t' - jv' = 3(j + 1) - 2j = j + 3\]

\[t'' = u' = 2\]

\[v'' = [(v' - 1)(j - 1) + 1]t' - (j - 1)v' = 3j - 2(j - 1) = j + 2.\]

This doubly-reduced problem has \(t'' = 2\) and \(u'' = v'' + 1\), so transforming it to standard form results in a muffin problem. The equivalence function is

\[
h(y) = \frac{1}{2} \frac{(u'' - v'')(y - \lambda'')}{(u'' - v'')(\gamma'' - \lambda'')} = \frac{1}{2} \frac{y - b(x - 1)}{[1 - b(x - 1)]/2 - b(x - 1)} = \frac{y - b(x - 1)}{1 - 3b(x - 1)}.
\]

and the inverse transformation is

\[
h^{-1}(z) = 2\gamma''z + (1 - 2z)\frac{\lambda''}{u'' - v''} = [1 - b(x - 1)]z + (1 - 2z)b(x - 1) = b(x - 1) + [1 - 3b(x - 1)]z.
\]
When \( y_1 + \cdots + y_j + 3 = x'' \), we find

\[
x''_{\text{std}} = h(y_1) + \cdots + h(y_j + 3) = \frac{x'' - (j + 3)b(x - 1)}{1 - 3b(x - 1)} = \frac{x - 3b(x - 1)}{1 - 3b(x - 1)} = \frac{1 - (3b - 1)(x - 1)}{1 - 3b(x - 1)}.
\]

Observe that

\[
x''_{\text{std}}(x'_j) = \frac{3(j + 1)b + 2 - (3b - 1)(j + 1)}{3(j + 1) + 2 - 3b(j + 1)} = \frac{j + 3}{2}.
\]

This is independent of \( b \). Then for every \( b \geq 1 \), the set of muffin problems with \( n = 2 \) and \( x_b < x < (3b + 1)/3b \) is mapped to the full set of muffin problems with \( n > 2 \).

Finally, the doubly-reduced problem has

\[
x''_{\text{std}} = \frac{s - (3b - 1)(m - s)}{s - 3b(m - s)} = \frac{a}{a - d}.
\]

Then

\[
f(m, s) = f(3db + a, 3db + a - d) = h^{-1}(f(a, a - d)) = b(x - 1) + [1 - 3b(x - 1)]f(a, a - d) = \frac{1}{s}[db + (s - 3db)f(a, a - d)] = \frac{1}{s}[db + (a - d)f(a, a - d)] = \frac{db + (a - d)f(a, a - d)}{3db + a - d}.
\]

Note that this is greater than 1/3 because \( f(a, a - d) > 1/3 \) and \( a > d \).

We summarize the results of this section with the following theorem.

**Theorem 72** For a fully-constrained muffin problem \( (m, s) = (3db + a, 3db + a - d) \) with \( d \geq 1 \), \( 0 \leq a < 3d \), and \( b \geq 1 \), we have

\[
f(m, s) = \frac{db + X(a, d)}{3db + a - d},
\]

where

\[
X(a, d) = \begin{cases} 
0 & \text{if } a = 0 \\
(a - d)/2 & \text{if } 0 < a \leq d \text{ or } 2d \text{ is divisible by } a - d \\
(a - d)f(a, a - d) & \text{otherwise.}
\end{cases}
\]

**16.3.2 Relationships between muffin problems of order 2**

Consider a fully-constrained muffin problem \( P(x) \) with \( n = 2 \) and \( x_b < x < x_{b-1} \) for some \( b > 0 \).

For this problem, let \( m \equiv m^b = 3db + a \) and \( s \equiv s^b = 3db + a - d \). The previous section showed that

\[
f(m^b, s^b) = \frac{db + X(a, d)}{s^b}.
\]

Then it is immediate that for \( b \geq 2 \):

\[
s^b f(m^b, s^b) = s^{b-1} f(m^{b-1}, s^{b-1}) + d.
\]
This implies a relationship between the muffin problems $P = (m^b, s^b)$ and $P'' = (m^{b-1}, s^{b-1})$. In the following subsections we establish this relationship directly by showing that given a solution to $P$, we can construct a solution to $P''$, and vice versa.

Starting with a solution to $P$, we reduce the solution to a solution of a reduced problem $P'$ (this is a different reduction than the one presented earlier in the paper). Standardizing the solution gives a solution to $P''$. In the other direction, we first apply the inverse of the equivalence function to the solution to $P''$ to obtain a solution to $P'$. We then expand this to obtain a solution to $P$.

### 16.3.3 The Alternative Reduction

We begin with a lemma that allows us to restrict attention to certain problem solutions.

**Lemma 73** For a fully-constrained muffin problem $P(x) = (T; U, V)$ with $x_b < x < x_{b-1}$ for some $b \geq 2$ (so that $x < x_1 = 6/5$), there exists an optimal solution in which no row of $T$ contains two $U$-elements.

**Proof.** One optimal solution is given by Algorithm 8. In this solution $(T, V)$ is divided into maximal, inseparable pairs, which are either $b$-pairs or $(b-1)$-pairs. A $k$-pair contains $|(v-1)k + 1|t - kv = 2$ elements from $U$. If $k \geq 1$, then these two elements must be in different rows of $T$, otherwise the pair would be separable. But by assumption, $b - 1 \geq 1$, so the conclusion follows.

The $P = (T; U, V)$ problem has $b \geq 2$ (so $2s_v/r_v > 1 \iff n_v > n_u$). By Lemma 73 there is an optimal solution in which no row of $T$ contains two $U$-elements, so restrict attention to solutions in which each $U$-element is inserted into a separate row of $T$. Then $T$ consists of two types of rows: those with one element from $U$ and one from $V$, and those with both elements from $V$. Write $T_1$ and $T_2$ for the submatrices of $T$ consisting of these two types of rows.

Given such a solution to $P$ in which no row of $T$ contains two $U$-elements, we construct a solution to an alternative reduced problem $P' = (T', U', V')$ as follows:

- **$T'$**: for every row $[z, x - z]$ in $V$, there is a row $[1 - z, 1 + z - x]$ in $T'$;
- **$U'$**: $U$;
- **$V'$**: for every row $[z, 1 - z]$ in $T_2$, there is a row $[1 - z, z]$ in $V'$.

It is easy to see that $n'_t = n'_u + n'_v$. Also, if $z \in V'$, then $1 - z \in T_2$, so $1 - z \in V$, so $z \in T'$; and if $z \in U' = U$, then $1 - z \in T_1$ and $V$, so $z \in T'$. Further, confirm that

$$\frac{x'_t}{t'} = 1 - \frac{x_v}{2} < \frac{1}{2} = \frac{x'_u}{v'},$$

because $1 < x_v = x$; and

$$\frac{x'_t}{t'} = 1 - \frac{x_v}{2} = 1 - \frac{x}{2} > \frac{x}{3} = \frac{x'_u}{v'},$$

because $x < 6/5$. Then $P'$ is a 3M-DAP.

If the smallest element in the solution to $P$ appears in $U$, then because every element of $P'$ is an element of $P$ and $U' = U$, the smallest element in the constructed solution to $P'$ appears in $U'$. If we start with an optimal solution to $P$, then the value $g(P)$ is an element of $U$, so $g(P') = g(P)$ and this value is an element of $U'$.
Now $P$ has $s_t = m^b$, $s_u = 2d$, and $s_v = s^b - 2d = 3d(b - 1) + a = m^{b-1}$. Then the reduced problem $P'$ has $s_t' = s_v = m^{b-1}$, $s_u' = s_u = 2d$, and $s_v' = s_t - n_u = m^b - 6d$, so $s_u' + s_v' = 2d + m^b - 6d = m^b - 4d = 3db + a - 4d = 3d(b - 1) + a - d = s^{b-1}$, as required.

The reduced problem is not in standard form. The function that transforms it to standard form is:

$$h(y) = \frac{1}{2} (u' - v')y - (x'_u - x'_v) = \frac{1}{2} y - (x - 1) = \frac{y - (x - 1)}{4 - 3x} = \frac{s^b y - d}{4s^b - 3m^b} = \frac{s^b y - d}{s^{b-1}}.$$ 

Confirm that if $y_1 + y_2 + y_3 = x'_u = x = m^b / s^b$, then

$$h(y_1) + h(y_2) + h(y_3) = \frac{m^b - 3d}{s^{b-1}} = \frac{m^{b-1}}{s^{b-1}}.$$

Then the reduced standardized problem is indeed the fully-constrained muffin problem $P''$ and the constructed solution is a feasible solution therefor.

Write $Y^b$ for the smallest value in the solution to the $P = (m^b, s^b)$ problem and $Y^{b-1}$ as the smallest value in the constructed solution to the reduced, standardized problem, i.e., the $P'' = (m^{b-1}, s^{b-1})$ problem. Then

$$Y^{b-1} = h(Y^b) = \frac{s^b Y^b - d}{s^{b-1}} \iff Y^b = \frac{s^{b-1} Y^{b-1} + d}{s^b}.$$

If the original solution to $P$ is optimal, then we obtain

$$g(m^b, s^b) = Y^b = \frac{s^{b-1} Y^{b-1} + d}{s^b} \leq \frac{s^{b-1} g(m^{b-1}, s^{b-1}) + d}{s^b}.$$

### 16.3.4 An Equivalent Expansion

Here we go in the other direction: again with $b \geq 2$, given a solution to the $P'' = (m^{b-1}, s^{b-1})$ problem, construct a solution to the $P = (m^b, s^b)$ problem.

Start by transforming the solution to $P''$ using the inverse transformation from above:

$$h^{-1}(z) = 2z u'_t + (1 - 2z) \frac{x'_u - x'_v}{u'_t - v'_t} = (2 - x)z + (x - 1)(1 - 2z)$$

$$= (4 - 3x)z + (x - 1)$$

$$= \frac{1}{s^b} [(3d(b - 1) + a - d)z + d]$$

$$= \frac{1}{s^b} (s^{b-1} z + d).$$

Applying this inverse transformation to the solution of $P''$ results in a solution to $P'$. The rowsums of $T'$ will be

$$\frac{s^{b-1} + 2d}{s^b} = \frac{s^b - 3d + 2d}{s^b} = \frac{s^b - d}{s^b} = \frac{2s^b - m^b}{s^b} = 2 - x,$$

while the rowsums for $V'$ will be

$$\frac{m^{b-1} + 2d}{s^b} = \frac{m^b - 3d + 2d}{s^b} = \frac{m^b - d}{s^b} = 1,$$
and the rowsums for $U'$ will be
\[
\frac{m^b - 3d + 3d}{s^b} = \frac{m^b}{s^b} = x.
\]

We now construct a solution to $P$ from the solution to $P'$, as follows:
- $T^1$: for each element of $U'$ (with value $y$), there is a row $[y, 1 - y]$ in $T^1$;
- $T^2$: for every row $[y, 1 - y]$ in $V'$, there is a row $[1 - y, y]$ in $T^2$;
- $U = U'$;
- $V$: for every row $[y, 2 - x - y]$ in $T'$, there is a row $[1 - y, x + y - 1]$ in $V$.

Then $n_t = 2n'_u + n'_v = n_u + n'_u + n'_v = n_u + n'_t = n_u + n_v$. Also, if $y \in V$, then $1 - y \in T'$, so either $1 - y \in U'$, in which case $y \in T$, or $1 - y \in V'$, so $y \in T$; and if $y \in U$, then $y \in U'$, so $y \in T$. Further, confirm that
\[
\frac{x_u}{u} = \frac{x}{3} < \frac{x_t}{t} = \frac{1}{2} < \frac{x}{2} = \frac{x_v}{v}.
\]

Then $P$ is indeed the fully-constrained muffin problem $(m^b, s^b)$, and the constructed solution is a feasible solution for $P$.

We cannot immediately claim that the smallest element in the solution to $P''$ will match to the smallest element in the constructed solution to $P$. This is because the expansion step might introduce a smaller element. The following lemma shows that, provided all elements of $U''$ are nonnegative, this cannot happen.

**Lemma 74** In the transformation and expansion of a fully-constrained muffin problem with $n = 2$, as described above, suppose that all elements of $U''$ are nonnegative. Then any element added to the solution is at least as large as the smallest element of $U'$.

**Proof.** Let $Y \geq 0$ be the smallest element of $U''$. Then the smallest element of $U'$ is:
\[
Y' = h^{-1}(Y) = \frac{s^{b-1}Y + d}{s^b} \geq \frac{d}{s^b} = x - 1.
\]

The additional elements added to the solution in the expansion step are $\{1 - y : y \in U'\}$. For any $y \in U'$, consider the row of $U'$ containing $y$. Then:
\[
y \leq x - 2Y' \leq 1 - Y'
\]
so $1 - y \geq Y'$, as claimed. □

Assume that all elements of $U''$ are nonnegative. Write $Z^{b-1}$ for the smallest value in the solution to the $P'' = (m^{b-1}, s^{b-1})$ problem and $Z^b$ as the smallest value in the constructed solution to the expanded problem $P = (m^b, s^b)$ problem. Then
\[
Z^b = h^{-1}(Z^{b-1}) = \frac{s^{b-1}Z^{b-1} + d}{s^b} \iff Z^{b-1} = \frac{s^bZ^b - d}{s^{b-1}}.
\]

If the original solution to $P''$ is optimal, then $Z^{b-1} = g(m^{b-1}, s^{b-1}) > 0$, so Lemma 74 applies, and we obtain
\[
g(m^b, s^b) \geq Z^b = \frac{s^{b-1}Z^{b-1} + d}{s^b} = \frac{s^{b-1}g(m^{b-1}, s^{b-1}) + d}{s^b}.
\]
Combining this with the conclusion from the alternative reduction leads us to conclude that
\[ g(m^b, s^b) = \frac{s^{b-1}g(m^{b-1}, s^{b-1}) + d}{s^b}, \]
as we have previously established.

\[16.4\] Proof of Conjecture

We begin by showing the equivalent result for 3M-DAPs. The proof of the conjecture will immediately follow. For a 3M-DAP \( P \) and \( k > 1 \), let \( kP \) be the 3M-DAP in which the three matrices have the same number of columns and the same rowsums as the given problem but each matrix has \( k \) times as many rows.

**Theorem 75** Let \( P \) be a 3M-DAP and \( k > 1 \). Then \( g(kP) = g(P) \).

**Proof.** The proof is by induction on \( N \), the problem type of the \( P \) problem.

Suppose \( P \) is a 0-problem. Then either \( n_u \leq (t-2)s_t + (v-2)s_v \leftrightarrow kn_u \leq (t-2)ks_t + (v-2)ks_v \),
or \( (t-2)s_t < n_u \leq (t-1)s_t \) and \( (v-2)s_v < r_t \leq (v-1)s_v \) and \( 2s_v \) is divisible by \( r_v \) which implies that \( (t-2)ks_t < kn_u \leq (t-1)ks_t \) and \( (v-2)ks_v < kr_t \leq (v-1)ks_v \) and \( 2ks_v \) is divisible by \( kr_v \). In either case, \( kP \) is also a 0-problem, and we have \( g(kP) = x_u/u = g(P) \).

Suppose \( P \) is an \( N \)-problem with \( N \geq 1 \). Then Algorithm 8 reduces this to a \( P' \) problem. Now \( kP \) cannot be a 0-problem because otherwise \( P \) would also be a 0-problem. Then Algorithm 8 reduces this to the \( kP' \) problem. Applying the inductive hypothesis gives
\[ g(kP) = g(kP') = g(P') = g(P). \]

**Theorem 76** For all \( k \geq 2, m \geq s \geq 1 \), \( f(km, ks) = f(m, s) \).

**Proof.** It is an immediate corollary of the previous theorem that \( g(km, ks) = g(m, s) \). By Theorems 70 and 71 whether \( f(m, s) \) is greater than or is equal to \( 1/3 \) depends solely on the value of \( m/s \). The conclusion follows.
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Appendix A: Further results

A.1 The Greedy Algorithm for 3M-DAP with \( t = u = v = 2 \) is Optimal

Assume \( s_u > 0 \), otherwise the problem is trivial. Let \( g = \gcd(s_u, s_v) \) and write \( s_u = ga \) and \( s_v = gb \). Then \( a \) and \( b \) are coprime. Further, \( s = s_u + s_v = g(a + b) \) is also divisible by \( g \). We have

\[
(a + b)x_t = ax_u + bx_v \iff a(x_t - x_u) = b(x_v - x_t) \iff x_v - x_u = \frac{a + b}{b}(x_t - x_u),
\]

(22)

We can map the problem to an equivalent problem \( P' \) using the equivalence function

\[
h(y) = \frac{b}{x_t - x_u} \left( y - \frac{x_t}{2} \right) = \frac{a}{x_v - x_t} \left( y - \frac{x_t}{2} \right).
\]

Then \( P' \) has \( x'_t = 0 \), \( x'_u = -b \), and \( x'_v = a \).

Lemma 77 An upper bound on the solution to problem \( P' \) is given by \(-(a + b - 1)/2\).

Proof. Given a solution to \( P' \), select the piece whose size is closest to 0. Call this \( y'_1 \). This piece must show up in either \( U' \) or \( V' \). If it appears in \( U' \), the other piece in that row of \( U' \) is \( z'_1 = x'_u - y'_1 = -b - y'_1 \). This piece belongs to some muffin whose other piece has size \( y'_2 = x'_t - z'_1 = y'_1 + b \). Alternatively, if \( y'_1 \) appears in \( V' \), then we find \( z'_1 = x'_v - y'_1 = a - y'_1 \) and \( y'_2 = x'_t - z'_1 = y'_1 - a \). Then \( y'_2 \) differs from \( y'_1 \) by either \( b \) or \(-a \).

Proceeding in this manner we obtain \( y'_{i+1} = -z'_i = y'_1 + qb − pa \) for integer \( p \) and \( q \) with \( p + q = i \). The process terminates when \( z'_i = -y'_1 \), i.e., when \( qb - pa = 0 \). Because \( a \) and \( b \) are coprime, this requires \( p = db \), \( q = da \) for some integer \( d \geq 1 \). We can then repeat this process until all muffins are assigned.

Suppose there are \( 1 \leq i < j \leq d(a + b) \) with \( y'_i = y'_j \). Then there must exist \( m, n > 0 \) with \( m + n = j - i \) and \( nb - ma = 0 \), or \( ma = nb \). Because \( a \) and \( b \) are coprime, this requires \( m = kb \), \( n = ka \) for some integer \( k \geq 1 \). Then \( m + n = k(a + b) \geq a + b \). Then the first \( a + b \) values of the \( \{y'_i\} \) must be distinct. Now

\[
\min\{y'_i, z'_i : 1 \leq i \leq s_t\} \leq \min\{y'_i, z'_i : 1 \leq i \leq a + b\} = \min\{y'_i, -y'_i : 1 \leq i \leq a + b\} = \min\{-|y'_i| : 1 \leq i \leq a + b\} = \min\{-y'_{\text{max}}, y'_{\text{min}}\},
\]

where \( y'_{\text{max}} = \max\{y'_i : 1 \leq i \leq a + b\} \) and \( y'_{\text{min}} = \min\{y'_i : 1 \leq i \leq a + b\} \). Because all the \( y'_i \) differ from one another by integer values, we must have

\[
y'_{\text{max}} - y'_{\text{min}} \geq a + b - 1.
\]

Then

\[
\min\{-y'_{\text{max}}, y'_{\text{min}}\} \leq \frac{a + b - 1}{2}.
\]

Theorem 78 The greedy algorithm applied to problem \( P' \) produces an optimal solution. The size of the smallest piece is \(-(a + b - 1)/2\).
**Proof.** Part 1 of the greedy algorithm starts by dividing the first muffin \([y_1', z_1'] = [0,0]\). The state of the algorithm at any point can be represented by \((p, q)\), where \(p\) is the number of students requiring total \(-b\) (U-students) remaining to be assigned and \(q\) is the number of students requiring total \(a\) (V-students) remaining to be assigned. The value in this state is

\[ w_{p+q} \equiv w(p, q) = y_{s+1-p-q} = qa - pb. \]

The initial state is \((ga, gb)\) and the initial value is \(w_s = w_{ga+gb} = w(ga, gb) = y'_1 = 0.\)

In state \((p, q)\) the greedy algorithm assigns whichever type of student results in the smallest value of \(|w_{p+q-1}|\), i.e., assigns a U-student if \(|w(p-1, q)| < |w(p, q-1)|\), else assigns a V-student.

When \(q\) is sufficiently large that \(w(p, q) \geq 0\), then \(|w(p, q-1)| \leq \max\{w(p, q), a\}\), while \(w(p - 1, q) = w(p, q) + b > \max\{w(p, q), b\} \geq \max\{w(p, q), a\} \geq |w(p, q-1)|\), so the greedy algorithm assigns a V-student.

When \(q\) is sufficiently small that \(w(p - 1, q) \leq 0\), then \(w(p, q - 1) = w(p, q) - a = w(p - 1, q) - b - a < w(p - 1, q) \leq 0\), so the greedy algorithm assigns a U-student.

When \(w(p, q) < 0 < w(p - 1, q)\), then \(w(p, q - 1) = w(p, q) - a < 0 < w(p - 1, q)\), so the greedy algorithm will assign a U-student when

\[ w(p - 1, q) < -w(p, q - 1) \Leftrightarrow aq - b(p - 1) < bp - a(q - 1) \]
\[ \Leftrightarrow a(2q - 1) < b(2p - 1) \]
\[ \Leftrightarrow q < \frac{b}{2a}(2p - 1) + \frac{1}{2}. \]

In summary, in state \((p, q)\) the greedy algorithm assigns a U-student if

\[ q \leq \left\lfloor \frac{b}{2a}(2p - 1) + \frac{1}{2} \right\rfloor - 1 \equiv q^*(p), \]

and a V-student otherwise. Note that \(q^*(p + 1) \geq q^*(p)\).

The greedy path is the set of states \(G = \{(p, q) : q^*(p) \leq q \leq q^*(p + 1)\}\). If \((p, q) \in G\) and \(q > q^*(p)\), then a V-student will be assigned so the next state is \((p, q - 1)\) and this is on the greedy path. Alternatively, if \((p, q) \in G\) and \(q = q^*(p)\), then a U-student will be assigned so the next state is \((p - 1, q)\) and this is again on the greedy path. Thus, once we reach a state on the greedy path, the greedy path will be followed for the remainder of the algorithm. Now

\[ q^*(a) = \left\lfloor \frac{b}{2a}(2a - 1) + \frac{1}{2} \right\rfloor - 1 = \left\lfloor b - \frac{b-a}{2a} \right\rfloor - 1 \leq b, \quad \text{and} \]
\[ q^*(a + 1) = \left\lfloor \frac{b}{2a}(2a + 1) + \frac{1}{2} \right\rfloor = \left\lfloor b + \frac{a+b}{2a} \right\rfloor - 1 \geq b, \]

so \(q^*(a) \leq b \leq q^*(a + 1)\), so the initial state \((a, b) \in G\) and all future states will be on the greedy path.
On the greedy path, for a given value of $p$, the largest value state is $(p, q^*(p+1))$. Here
\[
w(p, q^*(p+1)) = aq^*(p+1) - bp
\]
\[
= a \left\lfloor \frac{b}{2a} (2p + 1) + \frac{1}{2} \right\rfloor - a - bp
\]
\[
< a \left( \frac{b}{2a} (2p + 1) + \frac{1}{2} \right) - bp
\]
\[
= b \left( p + \frac{1}{2} \right) + a - bp
\]
\[
= \frac{a + b}{2}.
\]
Similarly, for a given value of $p$, the smallest value state on the greedy path is $(p, q^*(p))$. Here
\[
w(p, q^*(p)) = aq^*(p) - bp
\]
\[
= a \left\lfloor \frac{b}{2a} (2p - 1) + \frac{1}{2} \right\rfloor - a - bp
\]
\[
\geq a \left( \frac{b}{2a} (2p - 1) + \frac{1}{2} \right) - a - bp
\]
\[
= b \left( p - \frac{1}{2} \right) + a - a - bp
\]
\[
= -\frac{a + b}{2}.
\]
Conclude that for any state $(p, q) \in G$:
\[
-\frac{a + b}{2} \leq w(p, q) < \frac{a + b}{2}.
\]
There are $a + b$ unique integers in this interval and each such integer must be taken on by some $w_i$ because (just as we argued in the proof of the previous lemma) the first $a + b$ values of $w_i$ are distinct integers.

Because $a$ and $b$ are coprime, there are two cases. First, when one of $a$ and $b$ is even and the other is odd, we have
\[
y'_{\text{min}} = -\frac{a + b - 1}{2} \quad \text{and} \quad z'_{\text{min}} = -y'_{\text{max}} = -\frac{a + b - 1}{2}.
\]
Then part 2 of the greedy algorithm make no changes so the algorithm produces a smallest piece with size $-(a + b - 1)/2$.

Second, when both $a$ and $b$ are odd,
\[
y'_{\text{min}} = -\frac{a + b}{2} \quad \text{and} \quad z'_{\text{min}} = -y'_{\text{max}} = -\frac{a + b - 2}{2}.
\]
Then in part 2 of the greedy algorithm $\varepsilon = 1/2$, so the pieces are adjusted so that once again the smallest piece has size $-(a + b - 1)/2$.

Now appeal to Lemma 77 to conclude that the greedy algorithm produces an optimal solution. ■
Corollary 79 For any 3M-DAP with \( t = u = v = 2 \), the greedy algorithm produces an optimal solution. The optimal value is

\[
\frac{x_t}{2} - \frac{x_t - x_u a + b - 1}{b} = \frac{x_t}{2} - \frac{x_v - x_u a + b - 1}{2} = \frac{x_t}{2} + \frac{\lambda a + b - 1}{a + b} = \frac{x_t}{2} - \frac{x_t - x_u a - 1}{b}.
\]

It is immediate from Corollary 79 that such a problem is a 0-problem if and only if \( a = 1 \). This of course matches what we have learned earlier. First, there are no 0-problems of type 1 because \( x_\infty = x_u + x_t - x_v = \lambda + \gamma v \). The 0-problems of type 2 occur when

\[
\begin{align*}
\bbox[lightyellow]{x} & = x_u = x_v = \frac{(x_u + x_t - x_v)b + x_t}{b + 1} \\
\Leftrightarrow x_u & = (b + 1)x_t - bx_v \\
\Leftrightarrow x_u + bx_v & = (b + 1)x_t,
\end{align*}
\]

which on comparison with (22) confirms the conclusion.

We also note that the optimal value

\[
\frac{x_t}{2} + \frac{\lambda a + b - 1}{a + b} > \frac{x_t}{2} + \frac{\lambda}{2}
\]

is indeed greater than the strict lower bound established in Lemma 9.

A.2 Proof of Lemma 17

In this section we prove Lemma 17 which requires us to consider more general DAPs than the 3M-DAPs to which we can restrict attention otherwise. We begin by generalizing Lemma 9.

Suppose that we have \( s \) sources, each with supply \( x_t \) and each of which must be divided into two pieces. Each of \( s \) sinks will be assigned two of these pieces. The demands at the sinks may differ: suppose that sink \( j \) has demand \( x_j \). We must have \( \sum_{j=1}^{s} x_j = sx_t \).

Consider the following greedy algorithm for this type of problem. Construct two vectors \( y \) and \( z \), each of length \( s \). Divide the first row of \( T \), \([y_1, z_s] = [x_t/2, x_t/2] \). Divide the \( i^{th} \) row of \( T \), for \( 2 \leq i \leq s \), \([y_i, z_{i-1}] \). Each sink receives pieces \([y_j, z_j] \) for some \( j \).

At the \( i^{th} \) step of the algorithm, we will have a piece \( y_i \) that we must assign to one of the remaining sinks. If we assign \( y_i \) to a sink \( j \) with demand \( x_j \), then the other piece to be assigned to that sink has size \( z_i = z_i^j = x_j - y_i \). The greedy algorithm assigns \( y_i \) so as to make \( z_i \) as close to \( x_t/2 \) as possible.

The following lemma provides bounds on the sizes of the pieces in the solution given by the greedy algorithm. Write \( x_{\max} = \max_j \{x_j\} \), \( x_{\min} = \min_j \{x_j\} \), and \( \lambda = x_{\min} - x_{\max} \).

Lemma 80 If \( \lambda < 0 \), then Algorithm 11 produces \( y \) and \( z \) with \((x_t + \lambda)/2 < y_i, z_i < (x_t - \lambda)/2\), for all \( i \).

Proof. We begin by showing that part 1 produces \( y \) and \( z \) with \((x_t + \lambda)/2 \leq y_i < (x_t - \lambda)/2\) and \((x_t + \lambda)/2 < z_i \leq (x_t - \lambda)/2\), for all \( i \).

At step \( i \) of the algorithm there are two unassigned supply pieces \((y_i \) and \( z_s = x_t/2\), \( s-i \) undivided rows of \( T \), and \( s-i+1 \) unassigned sinks. Then

\[
y_i + (s-i + 1/2)x_t = \sum_{j \in J} x_j.
\]
ALGORITHM 11: Greedy algorithm for DAP \((T; \{u_j : j \in J\})\) where \(T\) has dimensions \(s \times 2\) and for each of the \(s\) sinks \(u_j\) has 2 elements

**input:**
- \(T\), an empty matrix of dimensions \(s \times 2\)
- \(x_t\), the required row sum for each row of \(T\)
- \(J = \{1, \ldots, s\}\), the indices of the demand vectors
- \(\{u_j : j \in J\}\), empty demand vectors, each containing 2 elements
- \(\{x_j : j \in J\}\), the required row sum for each demand vector
  \(sx_t = \sum_{j \in J} x_j\)

**output:**
- the filled supply matrix \(T\) and demand vectors \(\{u_j : j \in J\}\)
- the multiset of entries in \(T\) is the union of the multiset of entries in the \(\{u_j : j \in J\}\)

1. **begin part 1**
2. divide the first row of \(T\), \([x_t/2, x_t/2]\), so that \(y_1 = z_s = x_t/2\)
3. for \(1 \leq i \leq s\) do
4.   let \(\{x'_k\}\) represent the unique values among the remaining \(\{x_j : j \in J\}\) arranged in ascending order: \(x'_1 < x'_2 < \cdots < x'_r\), where \(r \leq s + 1 - i\)
5.   set \(x'_{r+1} = +\infty\)
6.   set \(k^* = \min \{k : 1 \leq k \leq r, y_i < \frac{1}{2}(x'_k + x'_{k+1} - x_i)\}\)
7.   assign \(y_i\) to a sink \(j^*\) requiring allocation \(x'_{k^*}\)
8.   assign \(z_i = x'_{k^*} - y_i\) as the second piece to sink \(j^*\)
9.   if \(i < s\) then
10.      set \(J \leftarrow J \setminus \{j^*\}\)
11.     compute \(y_{i+1} = x_t - z_i\)
12.     divide the \((i+1)st\) row of \(T\), \([y_{i+1}, z_i]\)
13. **begin part 2**
14. compute \(y_{\text{min}} = \min_i \{y_i\}\) and \(z_{\text{min}} = \min_i \{z_i\}\)
15. compute \(\varepsilon = (z_{\text{min}} - y_{\text{min}})/2\)
16. \(y_i \leftarrow y_i + \varepsilon, \forall i\)
17. \(z_i \leftarrow z_i - \varepsilon, \forall i\)
The proof is by induction. We certainly have \((x_t + \lambda)/2 \leq y_1 < (x_t - \lambda)/2\). Suppose it is true of \(y_i\). If \(x'_{k^*} \geq x_t\), then \(z_i = x'_{k^*} - y_i \geq x_i - y_i > (x_t + \lambda)/2\).

If \(k^* = 1\), then \(x_j \geq x_t\) for all the remaining sinks so it must be that \(y_i \geq x_t\). Then
\[
(s - i + 1/2)x_t - z_i = y_i + (s - i + 1/2)x_t - x_1' = \sum_{j \in J} x_j - x_1' \geq (s - i)x_1' \geq (s - i)x_t,
\]
so \(z_i \leq x_t/2 < (x_t - \lambda)/2\). Otherwise \(k^* > 1\), so
\[
z_i = x'_{k^*} - y_i \\
\leq x'_{k^*} - \frac{1}{2}(x'_{k^* - 1} + x'_{k^*} - x_t) \\
= \frac{1}{2}(x_t + x'_{k^*} - x'_{k^* - 1}) \\
\leq \frac{1}{2}(x_t - \lambda).
\]

Alternatively, suppose \(x'_{k^*} < x_t\). Then \(z_i = x'_{k^*} - y_i < x_t - y_i \leq (x_t - \lambda)/2\).

If \(k^* = r\), then \(x_j < x_t\) for all the remaining sinks so it must be that \(y_i < x_t\). Then
\[
(s - i + 1/2)x_t - z_i = y_i + (s - i + 1/2)x_t - x_r' = \sum_{j \in J} x_j - x_r' \leq (s - i)x_r' < (s - i)x_t,
\]
so \(z_i > x_t/2 > (x_t + \lambda)/2\). Otherwise \(k^* < r\), so
\[
z_i = x'_{k^*} - y_i \\
> x'_{k^*} - \frac{1}{2}(x'_{k^*} + x'_{k^* + 1} - x_t) \\
= \frac{1}{2}(x_t + x'_{k^*} - x'_{k^* + 1}) \\
\geq \frac{1}{2}(x_t + \lambda).
\]

Conclude that \((x_t + \lambda)/2 < z_i \leq (x_t - \lambda)/2\). Then \((x_t + \lambda)/2 \leq y_{i+1} < (x_t - \lambda)/2\).

Finally, in part 2, the size of the smallest piece is only unchanged if \(z_{min} = y_{min}\), but then both are larger than \((x_t + \lambda)/2\). Otherwise, the size of the smallest piece strictly increases and so must be larger than \((x_t + \lambda)/2\).

\[\blacksquare\]

**Lemma 81** When the number of distinct demands (required row sums) is a fixed constant, i.e., independent of \(n_t\), Algorithm 11 has complexity \(\Theta(n_t)\).

**Proof.** The analysis is identical to the analysis of the complexity of Algorithm 11 except that the identification of \(k^*\) requires more than just one comparison. But because the number of distinct demands is assumed fixed, this step still has complexity \(O(1)\). This step is repeated \(n_t/2\) times, so the conclusion that the complexity is linear in \(n_t\) remains. \[\blacksquare\]

As before, we can leverage the lower bound on the optimal solution for any DAP \((T; \{u_j : j \in J\})\) in which all supplies and demands are divided into two to establish useful lower bounds on more general problems. Algorithm 12 shows how to do this for any DAP where the supplies can be represented by one matrix with an even number of columns. In the algorithm, for each
ALGORITHM 12: Algorithm to achieve lower bound for DAP \((T; \{u_j : j \in J\})\) with \(t\) even

**input**: \(T\), an empty matrix of dimensions \(s_t \times t\) even
- \(x_t\), the required row sum for each row of \(T\)
- \(J = \{1, \ldots, s_t\}\), the indices of the demand vectors
- \(\{u_j : j \in J\}\), empty demand vectors with lengths \(\{u_j : j \in J\}\)
- \(\{x_j : j \in J\}\), the required row sum for each demand vector
- \(ts_t = \sum_{j \in J} u_j, s_t x_t = \sum_{j \in J} x_j\)

**output**: the filled matrix \(T\) and demand vectors \(\{u_j : j \in J\}\)
- the multiset of entries in \(T\) is the union of the multiset of entries in the \(\{u_j : j \in J\}\)

1. divide each row of \(T\) into \(t/2\) pairs of elements
2. each pair is a row in matrix \(T':\) dimensions \((ts_t/2) \times 2\), required row sums \(x'_t = 2x_t/t\)
3. divide \(\frac{1}{t} \sum_{j \in J} (u_j - 2) = ts_t/2 - |J|\) rows of \(T'\) \((x_t/t, x_t/t)\)
4. let \(T''\) be the matrix consisting of the remaining rows of \(T'\)
5. for \(j \in J\) do
   6. set the first \(u_j - 2\) elements of \(u_j\) to value \(x_t/t\)
   7. let \(u'_j\) be the vector consisting of the last two entries of \(u_j\)
   8. set \(x'_j = x_j - (u_j - 2)x_t/t\)
9. use Algorithm 11 to solve the \((T''; \{u'_j : j \in J\})\) DAP

\(j \in J\), the two elements of \(u'_j\) must sum to \(x_j - (u_j - 2)x_t/t = x_j - (u_j - 2)x'_t/2\). Set

\[
x'_{\text{max}} = \max_{j \in J} \{x_j - (u_j - 2)x_t/t\}
\]
\[
x'_{\text{min}} = \min_{j \in J} \{x_j - (u_j - 2)x_t/t\}
\]
\[
\lambda' = x'_{\text{min}} - x'_{\text{max}}.
\]

The following lemma provides bounds on the sizes of the pieces in the solution given by Algorithm 12.

**Lemma 82** Given a DAP \(P = (T; \{u_j : j \in J\})\) with \(t\) even, \(f(P) > \lambda'/2 + x_t/t\). When \(t = 2\), in an optimal solution the largest element has size less than \((x_t - \lambda')/2\).

**Proof.** Apply Algorithm 12 to solve the \((T; \{u_j : j \in J\})\) problem. In the final step, on using Algorithm 11 to solve the \((T''; \{u'_j : j \in J\})\) problem, Lemma 80 applies, whence the smallest piece in an optimal solution to this reduced problem is greater than

\[
\frac{1}{2}(x''_t + \lambda') = \frac{1}{2}\lambda' + \frac{x_t}{t}.
\]

**Lemma 83** When the number of distinct demands (required row sums) is a fixed constant, i.e., independent of \(n_t\), Algorithm 12 has complexity \(\Theta(n_t)\).

**Proof.** The analysis is identical to the analysis of the complexity of Algorithm 3. The reduced
DAP constructed has the same number of distinct demands as the input to the algorithm, which by assumption is a fixed constant. Then Lemma 81 applies and the conclusion follows.

ALGORITHM 13: Algorithm to achieve strict lower bound for 3M-DAP \((T; U, V)\) with \(u = v + 1\)

**Input:** \(T, U, V\), empty matrices of dimensions \(s_t \times t\), \(s_u \times u\), and \(s_v \times v\), respectively
\(x_t, x_u, x_v\), the required row sums for each row of \(T, U,\) and \(V\), respectively
\(u = v + 1\)

**Output:** the filled matrices \(T, U, V\)
the multiset of entries in \(T\) is the union of the multiset of entries in \(U\) and \(V\)

1. if \(t\) even then
2. | use Algorithm [3] to solve the \((T; U, V)\) 3M-DAP
3. else if \(s_t \geq (u - 2)s_u + (v - 2)s_v\) then
4. | // \(u = 3, v = 2, s_t \geq s_u\)
5. | if \(n_u < s_t\) then
6. | fill all elements of \(U\) with value \(x_u/u\) and insert these into the first column of \(T\)
7. | form a \((T'; U', V')\) 3M-DAP where:
8. | \(T' = V; x'_t = x_v\)
9. | \(U'\) is the \((s_t - n_u) \times t\) unfilled submatrix of \(T; x'_u = x_t\)
10. | \(V'\) is the \(n_u \times (t - 1)\) unfilled submatrix of \(T; x'_v = x_t - x_u/u\)
11. | \(t' = 2, u' = v' = 1\), so use Algorithm [3] to solve the \((T'; U', V')\) 3M-DAP
12. else if \(n_u = s_t\) then
13. | fill all elements of \(U\) with value \(x_u/u\) and insert these into the first column of \(T\)
14. | fill all elements of \(V\) and all remaining elements of \(T\) with value \(x_v/v\)
15. else
16. | // \(n_u > s_t, s_t - s_u\) even
17. | set \(r_u = (s_t - s_u)/2\), so \(0 \leq r_u < s_u\)
18. | fill all elements of the first column of \(T\) with value \(x_u/u\) and insert these into the first \(r_u\) rows of \(U\) and the remainder of the first column of \(U\)
19. | form a \((T'; U', V')\) 3M-DAP where:
20. | \(T'\) is the \(s_t \times (t - 1)\) unfilled submatrix of \(T; x'_t = x_t - x_u/u\)
21. | \(U'\) is the \((s_u - r_u) \times 2\) unfilled submatrix of \(U; x'_u = 2x_u/3\)
22. | \(V' = V; x'_v = x_v\)
23. | \(t'\) is even and \(u' = v' + 1\), so use Algorithm [3] to solve the \((T'; U', V')\) 3M-DAP

continued below...

Now we are in a position to prove Lemma 84. Algorithm 13 produces a solution to a 3M-DAP \((T; U, V)\) with \(u = v + 1\) with smallest piece strictly larger than \(\lambda\). We restate the lemma with proof here.

**Lemma 84** Given a 3M-DAP \(P = (T; U, V)\) with \(u = v + 1\), \(f(P) > \lambda = x_u - x_v\).

**Proof.** Apply Algorithm 13 to solve \(P\). When \(t\) is even, apply Lemma 13 to conclude that

\[
f(P) > \frac{1}{2} \lambda + \frac{1}{2} \frac{x_t}{t} > \lambda,
\]

because \(x_t/t > x_u/u > (x_u - x_v)/(u - v) = \lambda\).
ALGORITHM 13: Algorithm to achieve strict lower bound for 3M-DAP \((T; U, V)\) with 
\(u = v + 1\), CONT.

...continued from above

```plaintext
define \(T\) and \(V\) with value \(\mu\) where \(\lambda < \mu \leq x_t/t\)

\[T'\) is the \(s_1 \times (t-1)\) unfilled submatrix of \(T\); \(x'_t = x_t - \mu\)

\(U'\) is the \(s_u \times w\) unfilled submatrix of \(U\); \(x'_u = x_u - (u-w)\mu\)

\(V'\) is the \(s_v \times w\) unfilled submatrix of \(V\); \(x'_v = x_v - (v-w)\mu\)

\(t'\) is even and \(u' = v' + 1\), so use Algorithm 12 to solve the \((T'; U', V')\) 3M-DAP

case 1 All rows of \(U\) and \(V\) have the same number \(w \geq 2\) of unfilled elements do

form a \((T'; U'_1, U'_2, V')\) 3M-DAP where:

\(T'\) is the \(s_1 \times (t-1)\) unfilled submatrix of \(T\); \(x'_t = x_t - \mu\)

\(U'_1\) is the \(r \times w\) unfilled submatrix of \(U\); \(x'_{u1} = x_u - (u-w)\mu\)

\(U'_2\) is the \((s_u-r) \times (w+1)\) unfilled submatrix of \(U\); \(x'_{u2} = x_u - (u-w-1)\mu\)

\(V'\) is the \(s_v \times w\) unfilled submatrix of \(V\); \(x'_{v} = x_v - (v-w)\mu\)

\(t'\) is even so use Algorithm 12 to solve the \((T'; U'_1, U'_2, V')\) 3M-DAP

case 2 All rows of \(V\) have \(w \geq 2\) unfilled elements; some number \(0 < r < s_u\) rows of \(U\) have \(w\) and the remainder have \(w+1\) unfilled elements do

form a \((T'; U'_1, U'_2, V')\) 3M-DAP where:

\(T'\) is the \(s_1 \times (t-1)\) unfilled submatrix of \(T\); \(x'_t = x_t - \mu\)

\(U'_1\) is the \(r \times w\) unfilled submatrix of \(U\); \(x'_{u1} = x_u - (u-w)\mu\)

\(U'_2\) is the \((s_u-r) \times (w+1)\) unfilled submatrix of \(U\); \(x'_{u2} = x_u - (u-w-1)\mu\)

\(V'\) is the \(s_v \times w\) unfilled submatrix of \(V\); \(x'_{v} = x_v - (v-w)\mu\)

\(t'\) is even so use Algorithm 12 to solve the \((T'; U'_1, U'_2, V')\) 3M-DAP

case 3 All rows of \(U\) have \(w+1 > 2\) unfilled elements; some number \(0 < r < s_v\) rows of \(V\) have \(w\) and the remainder have \(w+1\) unfilled elements do

form a \((T'; U'_1, U'_2, V')\) 3M-DAP where:

\(T'\) is the \(s_1 \times (t-1)\) unfilled submatrix of \(T\); \(x'_t = x_t - \mu\)

\(U'_1\) is the \(s_u \times (w+1)\) unfilled submatrix of \(U\); \(x'_{u1} = x_u - (v-w-1)\mu\)

\(V'_1\) is the \(r \times w\) unfilled submatrix of \(V\); \(x'_{v1} = x_v - (v-w)\mu\)

\(V'_2\) is the \((s_v-r) \times (w+1)\) unfilled submatrix of \(V\); \(x'_{v2} = x_v - (v-w-1)\mu\)

\(t'\) is even so use Algorithm 12 to solve the \((T'; U'_1, U'_2, V')\) 3M-DAP
```
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Now we investigate when \( t \) is odd. First, suppose that \( s_t \geq (u-2)s_u + (v-2)s_v \). If \( v \geq 3 \), then \( u \geq 4 \), so \( (v-2)s_v \geq n_v/3 \) and \( (u-2)s_u \geq n_u/2 \), so \( (u-2)s_u + (v-2)s_v > (n_u + n_v)/3 = n_t/3 \). But \( t \geq 3 \), so \( s_t \leq n_t/3 \). But this contradicts our supposition so we must have \( v = 2 \) and \( u = 3 \). Then the supposition is that \( s_t \geq s_u \).

If \( n_u = s_t \), Algorithm 13 produces a solution with only two values \( x_u/u \) and \( x_v/v \).

If \( n_u < s_t \), we obtain \( f(P) \geq \min\{x_u/u, f(P')\} \), where the subproblem \( P' = (T'; U', V') \) has \( t' = 2 \), \( u' = v' + 1 \), and \( \lambda' = x_u/u \). By the first part of the proof, \( f(P') > x_u/u \), so the conclusion follows.

If \( n_u > s_t \), we need that \( s_t - s_u = n_t - s_u - (t-1)s_t \) is even, which follows because both \( n_t - s_u = n_u - s_u + n_v = 2(s_u + s_v) \) and \( t-1 \) are even. Then we obtain \( f(P) \geq \min\{x_u/u, f(P')\} \), where the subproblem \( P' = (T'; U', V') \) has \( t' \) even, \( u' = v' + 1 \), and \( \lambda' = 2x_u/3 - x_v \). By Lemma 13,

\[
f(P') > \frac{1}{2} \lambda' + \frac{x_t}{t'}
= \frac{x_u}{3} - \frac{x_v}{2} + \frac{x_t - x_u/3}{t-1}
= \lambda - \frac{2x_u}{3} + \frac{x_v}{2} + \frac{x_t - x_u/3}{t-1}
\geq \lambda,
\]

because \( x_v/2 > x_u/3 \) and \( (x_t - x_u/3)/(t-1) > x_t/t > x_u/3 \). Then \( f(P) > \lambda \), as claimed.

Second, suppose that \( s_t < (u-2)s_u + (v-2)s_v \). Because \( \mu \) is such that \( \lambda < \mu \leq x_t/t \), we have

\[
\frac{x_t}{t} > \lambda \iff \frac{x_t - \lambda}{t-1} > \frac{x_t}{t} \iff \frac{x_t - \lambda}{t-1} > \mu.
\]

**Case 1.** We obtain \( f(P) \geq \min\{\mu, f(P')\} \), where the subproblem \( P' = (T'; U', V') \) has \( t' \) even and \( \lambda' = x_u - (u-w)\mu - x_v + (v-w)\mu = \lambda - (u-v)\mu = \lambda - \mu \). By Lemma 13,

\[
f(P') > \frac{1}{2} \lambda' + \frac{x_t}{t'}
= \frac{1}{2} (\lambda - \mu) + \frac{x_t - \mu}{t-1}
= \lambda + \frac{x_t - \mu}{t-1} - \frac{1}{2}(\lambda + \mu)
\geq \lambda.
\]

Then \( f(P) > \lambda \), as claimed.

**Case 2.** We obtain \( f(P) \geq \min\{\mu, f(P')\} \), where the subproblem \( P' = (T'; U_{1,2}', V') \) has \( t' \) even and three possible values for the \( x''_{j} = x'_j - (u'_j - 2)x'_j/t' \):

\[
x''_{v} = x_v - (v-w)\mu - (w-2)(x_t - \mu)/(t-1)
\]
\[
x''_{u} = x_u - (u-w)\mu - (w-2)(x_t - \mu)/(t-1)
\]
\[
x''_{u2} = x_u - (u-w-1)\mu - (w-1)(x_t - \mu)/(t-1).
\]
Then
\[ x''_{u_1} - x''_v = x_u - (u - w)\mu - (w - 2)(x_t - \mu)/(t - 1) - x_v + (v - w)\mu + (w - 2)(x_t - \mu)/(t - 1) = \lambda - \mu < 0, \]
and
\[ x''_{u_2} - x''_v = x_u - (u - w - 1)\mu - (w - 1)(x_t - \mu)/(t - 1) - x_v + (v - w)\mu + (w - 2)(x_t - \mu)/(t - 1) = \lambda - (x_t - \mu)/(t - 1) \leq \lambda - \mu = x''_{u_1} - x''_v < 0. \]

Then \( x''_{min} = x''_{u_2}, x''_{max} = x''_v, \) and \( \lambda'' = x''_{u_2} - x''_v = \lambda - (x_t - \mu)/(t - 1). \) Then by Lemma 82

\[ f(P') > \frac{1}{2}\lambda'' + \frac{x''_t}{t'} = \frac{1}{2}\lambda + \frac{1}{2}\frac{x_t - \mu}{t - 1} > \lambda. \]

Then \( f(P) > \lambda, \) as claimed.

**Case 3.** We obtain \( f(P) \geq \min\{\mu, f(P')\}, \) where the subproblem \( P' = (T'; U', V'_1, V'_2) \) has \( t' \) even and three possible values for the \( x''_j = x'_j - (u'_j - 2)x'_j/t' \):

\[
\begin{align*}
x''_u &= x_u - (u - w - 1)\mu - (w - 1)(x_t - \mu)/(t - 1) \\
x''_{v_1} &= x_v - (v - w)\mu - (w - 2)(x_t - \mu)/(t - 1) \\
x''_{v_2} &= x_v - (v - w - 1)\mu - (w - 1)(x_t - \mu)/(t - 1).
\end{align*}
\]

Then
\[ x''_{u_1} - x''_{v_2} = x_u - (u - w - 1)\mu - (w - 1)(x_t - \mu)/(t - 1)
- x_v + (v - w - 1)\mu + (w - 1)(x_t - \mu)/(t - 1) = \lambda - \mu < 0, \]
and
\[ x''_{u_1} - x''_{v_1} = x_u - (u - w - 1)\mu - (w - 1)(x_t - \mu)/(t - 1)
- x_v + (v - w)\mu + (w - 2)(x_t - \mu)/(t - 1) = \lambda - (x_t - \mu)/(t - 1) \leq \lambda - \mu = x''_{u_1} - x''_{v_2} < 0. \]

Then \( x''_{min} = x''_{u_1}, x''_{max} = x''_{v_1}, \) and \( \lambda'' = x''_{u_1} - x''_{v_1} = \lambda - (x_t - \mu)/(t - 1). \) Then by Lemma 82

\[ f(P') > \frac{1}{2}\lambda'' + \frac{x''_t}{t'} = \frac{1}{2}\lambda + \frac{1}{2}\frac{x_t - \mu}{t - 1} > \lambda. \]

Then \( f(P) > \lambda, \) as claimed.

**Lemma 85** Algorithm 13 has complexity \( \Theta(n_t). \)

**Proof.** Algorithm 13 operates in one of three ways, depending on the problem characteristics. In the first way, when \( s_t = n_u \geq (u - 2)s_u + (v - 2)s_v, \) the problem is solved directly by assigning the value \( x_u/u \) to all elements of the first column of \( T \) and to all elements of \( U, \) and assigning the value \( x_v/v \) to all remaining elements of \( T \) and to all elements of \( V. \) Clearly, this direct solution has complexity \( \Theta(n_t). \)

The second method involves assigning a given value to all elements of the first column of either \( U \) or \( T, \) and similarly assigning this value to elements in either \( T \) or in \( U \) and \( V, \) so that the remaining elements form a reduced 3M-DAP that can be solved in linear time using Algorithm 3.
The third method involves assigning a given value to all elements of the first column of $T$ and similarly assigning this value to elements in $U$ and $V$, so that the remaining elements form a reduced DAP that can be solved using Algorithm $12$. This reduced DAP has only three distinct demands so Lemma $83$ applies: Algorithm $12$ runs in linear time. $\blacksquare$