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Abstract

Self-supervised learning (SSL) in the pretraining stage using un-annotated speech data has been successful in low-resource automatic speech recognition (ASR) tasks. However, models trained through SSL are biased to the pretraining data which is usually different from the data used in finetuning tasks, causing a domain shifting problem, and thus resulting in limited knowledge transfer. We propose a novel framework, domain responsible adaptation and finetuning (DRAFT), to reduce domain shifting in pretrained speech models through an additional adaptation stage. In DRAFT, residual adapters (RAs) are inserted in the pretrained model to learn domain-related information with the same SSL loss as the pretraining stage. Only RA parameters are updated during the adaptation stage. DRAFT is agnostic to the type of SSL method used and is evaluated with three widely used approaches: APC, Wav2vec2.0, and HuBERT. On two child ASR tasks (OGI and MyST databases), using SSL models trained with un-annotated adult speech data (Librispeech), relative WER improvements of up to 19.7% are observed when compared to the pretrained models without adaptation. Additional experiments examined the potential of cross knowledge transfer between the two datasets and the results are promising, showing a broader usage of the proposed DRAFT framework.

Index Terms: self-supervised learning, domain adaptation, children’s ASR, end-to-end speech recognition

1. Introduction

Recently, self-supervised learning (SSL) for speech has been investigated [1–5] because of its great potential in improving low-resource ASR tasks. In SSL, pseudo-labels are generated for un-annotated data for model pretraining, and then the learned knowledge is transferred to a downstream supervised task through finetuning. For example, autoregressive predictive coding (APC) uses a shifted input sequence as supervision such that the model predicts future frames from previous frames [6–8]. Different from APC, Wav2vec-based methods include sampled negative frames in a contrastive loss to increase discrimination between frames in a way that the learned embedding is closer to the positive frame and more distant to the negative frames [9–12]. A more recent SSL framework, HuBERT [13, 14], creates a pseudo-label for each speech frame using clustering techniques like K-means. Models learned with SSL objectives can be used in two manners: 1) feature extraction as a replacement of hand-crafted speech features [15–17]; or 2) model initialization for finetuning downstream tasks [18–20]. SSL has been shown to be effective in ASR of low-resource languages [21, 22], noisy speech [23], accented speech [24], and child ASR [25, 26]. In [25], we extend APC to learn bidirectional contexts for pretraining from adult speech data.

However, a main weakness of SSL is that training from one domain causes domain shifting when finetuning on data from a different domain [27, 28]. To address this issue, previous work presented robust pretrained models by adding target domain data during pretraining [29, 30]. However, including target domain data might not be feasible at the pretraining stage. In addition, retraining a large-scale SSL model with both the source and target domain data may not be computationally efficient. In [31], un-annotated target domain data are used for semi-supervised learning during the finetuning stage to alleviate the performance degradation caused by domain shifting. However, no previous work, to our knowledge, has investigated methods for performing adaptation of self-supervised models with finetuning data.

In this paper, we propose a novel framework, domain responsible adaptation and finetuning (DRAFT), to reduce domain shifting in SSL-pretrained speech models. In DRAFT, residual adapters (RAs) are placed between blocks in the transformer and are responsible for learning domain specific information during an additional adaptation stage. The additional adaptation stage trains the model with finetuning data and with the same SSL loss that was used in the pretraining stage. To prevent catastrophic forgetting of the learned knowledge from source domain data, only RA parameters are updated during the adaptation stage. Hence, DRAFT has a lower computational cost than retraining the pretrained models with both the source and target domain data. Note that DRAFT is universal to different SSL methods. When performing DRAFT on SSL-pretrained speech models (trained with adult speech data) for child ASR tasks, we obtain significant improvements over baselines without adaptation for both causal (pretrained with APC) and non-causal transformers (pretrained with Wav2vec2.0 or HuBERT). We presented partial results of DRAFT in a paper that is in review [32]. In this paper, more and different experiments are presented. For example, when the learned RAs from one task are used for finetuning another task (cross transfer), improvements are still observed, showing a broader usage of the proposed framework. We also include results of adapter finetuning experiments for more detailed comparisons.

Note that residual adapters have been used before to learn domain specific parameters for adaptation [33–36]. In [37] residual adapters are inserted to achieve a parameter efficient adaptation for disordered speech. In [38], the same idea is used for SSL-pretrained models for efficient adaptation, which is known as adapter tuning in natural language processing. However, these methods use residual adapters for supervised tasks or during finetuning, unlike our proposed method.

The remainder of this paper is organized as follows. Section 2 describes the proposed DRAFT framework. Experimental setups are described in Section 3. Results are shown and discussed in Section 4. We conclude the paper in Section 5.
2. Method

In this section, we introduce the proposed framework: domain responsible adaptation and finetuning (DRAFT), Fig. 1 shows an overview of DRAFT and the structure of the residual adapters.

2.1. Residual Adapters

We start with a description of residual adapters (RAs) (shown in the right side of Fig. 1) since they are the most important modules in DRAFT. Specifically, an RA consists of two feed-forward layers with a residual connection. The activation function between the two feed-forward layers makes the adapter non-linear. A layer normalization is inserted at the beginning, which is similar to a self-attention block. We define the dimension of the first feed-forward layer output as $d_{ada}$, which determines the number of parameters of the RA. The effect of $d_{ada}$ on performance will be analysed in Sec 4.1. Note that RA can be placed anywhere in the model. In our case, we insert one residual adapter after the convolution block and one after each encoder block as shown in Fig. 1. We assume that the output of each block needs to be transformed to be similar to that of the target domain data so that the model can easily converge.

2.2. Reducing Domain Shifting in SSL-pretrained Models

Learning from self-supervised pretrained models as a starting point is helpful because of the benefits of learning from large-amounts of un-annotated data. However, performance improvement could potentially be limited due to the domain mismatch between the pretraining and finetuning data. As mentioned in the Introduction, including data from the target domain in the pretraining stage can further improve the performance of the target task, but it requires re-training of the self-supervised model, which is time-consuming and computationally expensive. It would be more practical to adapt the pretrained models with only target data. However, direct adaptation on self-supervised models may lead to a catastrophic forgetting problem. We therefore propose DRAFT, a domain responsible adaptation and finetuning framework to prevent catastrophic forgetting that happens when finetuning the entire pretrained model, and to address the domain shifting problem of the conventional self-supervised pretraining and finetuning paradigm.

2.2.1. Simple Adaptation and Finetuning (SAFT)

Before introducing DRAFT, we would like to discuss the most direct way of doing adaptation by re-training the pretrained models, which we refer to as simple adaptation and finetuning (SAFT). In SAFT, an adaptation stage is inserted between the pretraining and finetuning stage, and the model is adapted with an SSL loss and with the finetuning data. All model parameters are updated at the adaptation stage with a smaller learning rate than the pretraining stage to prevent overfitting. The model after the adaptation stage is used as initialization for the finetuning stage with an ASR loss. SAFT updates the parameters of the entire model, and thus might have catastrophic forgetting of learned knowledge from the pretraining stage [39].

2.2.2. Domain Responsible Adapters for Finetuning (DRAFT)

DRAFT is a three-stage (pretraining, adaptation, and finetuning) training paradigm as shown in Fig. 1. Different from SAFT, residual adapters are inserted in the model at the adaptation stage to learn knowledge from the finetuning data. Let $\theta_{ada}$ be the parameters in residual adapters, $\theta_1$ the parameters in the backbone model (without residual adapters), $\theta_2$ the parameters in the last embedding mapping layer for the self-supervised task, and $\theta_{ada}$ the parameters in the last linear layer for the ASR task. Suppose source domain data are $S_{src}$ and target domain data are $S_{tgt},$ DRAFT can be described as:

**Stage 1:** Initialize a model $\{\theta_1^0, \theta_2^0\}$, update the parameters using data $S_{src}$ and self-supervised loss $L_{ssl}$, and obtain a pretrained model $\{\theta_1^1, \theta_2^1\}$.

**Stage 2:** From model $\{\theta_1^1, \theta_2^1\}$, insert residual adapters after each block initialized with $\theta_{ada}^0$, freeze $\{\theta_1^1, \theta_2^1\}$ and update $\theta_{ada}^1$ using data $S_{tgt}$ and the same self-supervised loss $L_{ssl}$, and obtain an adapted model $\{\theta_1^1, \theta_{ada}^1, \theta_2^1\}$.

**Stage 3:** From model $\{\theta_1^1, \theta_{ada}^1, \theta_2^1\}$, replace $\theta_2^1$ with a new generator that can map the embedding space to token space as $\theta_{g}^0$, update the entire model with data $S_{tgt}$ and an ASR loss such as the connectionist temporal classification (CTC) loss function, and obtain the final ASR model $\{\theta_1^1, \theta_{ada}^2, \theta_{g}^1\}$.

Note that the superscript in each $\theta$ is the number of times the parameters are updated. For example, $\theta_1^1$ means that backbone model has been updated twice, once in stage one and the other in stage three. Since the backbone model is frozen during stage 2, catastrophic forgetting is effectively prevented.
A similar concurrent work to the proposed approach is [40] where residual adapters are also used to prevent catastrophic forgetting, but for continually learning representations from various languages. Different from [40], finetuning data are used in an additional stage with the purpose of adapting SSL-pretrained models in our method. Furthermore, we update all the parameters during the finetuning stage instead of fixing the backbone model parameters because fixing the parameter does not perform well in our experiments.

3. Experimental Settings

Because of the availability of large databases of adult speech, we explore how SSL methods trained with adult speech can help the development of child ASR systems.

3.1. Databases

Librispeech adult speech corpus [41] is used at the pretraining stage. It contains 960 hours of read speech. During finetuning, we target child ASR tasks on two datasets: OGI Kids’ Speech Corpus (OGI) [42] and My Science Tutor (MyST) [43, 44]. For OGI, the scripted part is used, which contains child speech from approximately 100 speakers per grade (from kindergarten to grade 10). The utterances are randomly split into train (70%), development (15%) and test (15%) sets without speaker overlap [25]. As a result, nearly 50 hours of child data are used to train the child ASR system. MyST contains 499 hours of speech data with 244,069 utterances of conversational speech between children and a virtual tutor from 1,372 students between third and fifth grades. However, only 42% of the corpus (240 hours) is annotated for ASR. We use the annotated part of the corpus to verify the effectiveness of our proposed methods. The corpus also contains a development set and test set for evaluation.

3.2. DRAFT settings

Based on pilot experiments, we applied speed perturbation [45] and SpecAug [46] to both child datasets for better performance. During evaluation, greedy search decoding is used during evaluation for all the experiments. We examine the proposed DRAFT framework on three widely-used SSL approaches: APC, Wav2vec2.0, and HuBERT.

3.2.1. APC

We use multiple shifted sequences as supervisions to construct a multi-task training objective for APC to learn richer information from pretraining. 80-dimensional log-filter-bank features are extracted as model input without any concatenation or frame skipping. The model consists of a two-layer convolution block with a sub-sampling of four along the time axis, 12 transformer encoder blocks with a causal mask in self-attention computation, and a linear layer for each shifted sequence. The output has 320 dimensions because of the sub-sampling in the convolution block. Adam optimizer is used with a noam-based scheduler, where the noam factor is 5 and the warmup step is 15k. The model is updated for 130k steps with a batch size of 256.

At the adaptation stage, residual adapters (RAs) are inserted into the pretrained model and only the RA parameters are updated. For the OGI data, RAs are updated in 55k steps with a noam factor of 8, and warmup steps of 10k. For the MyST data, RAs are updated in 74k steps with a noam factor 4 and a warmup step of 15k. The batch size is set to 64 for both datasets. We also perform experiments using SAFT with the above configurations but parameters of the entire model are updated.

At the finetuning stage, CTC loss is used. The model is updated in 240k steps with a batch size of 32, a noam factor of 2, and a warmup step of 10k steps for the OGI data. For the MyST data, the model is updated in 340k steps with a batch size of 64, a noam factor of 2, and a warmup step of 15k steps.

3.2.2. Wav2vec2.0 and HuBERT

For Wav2vec2.0 and HuBERT, we directly use the open-sourced pretrained models in the Fairseq toolkit [47]. We choose the base model that has about 95M parameters to evaluate the effectiveness of the proposed DRAFT framework. Note that the number of parameters in the APC pretraining models are about 39M. In addition, the pretrained Wav2vec2.0 and HuBERT models are non-causal transformers.

At the adaptation stage, the residual adapters of Wav2vec2.0/HuBERT are updated in 200k/100k steps with learning rate ramping up from 0 to the peak learning rate in 32k/8k steps, and then decays linearly back to 0, where the peak learning rate is 5e-4. The batch size is set to 16.

At the finetuning stage, the model is updated with a batch size of 64 in 40k steps with a multi-step scheduler where the warmup steps are set to 4k. The peak learning rate of 3e-5/7e-5 holds for the next 16k steps, then exponentially decays to the ratio $\lambda$ of the initial learning rate, where $\lambda$ is set to 0.05.

4. Results and Discussion

4.1. Effect of $d_{ada}$ in DRAFT

We conducted experiments with different values of $d_{ada}$ in the RAs to examine the impact of the number of adapter parameters, because this number influences both WERs and adaptation efficiency. The experiments are conducted on the OGI and MyST datasets using the APC method. Specifically, $d_{ada}$ values are selected from 64 to 2048 and the results are shown in Table 1. For reference, we also include the results for the baseline, finetuning from APC and SAFT. Both WER results and the number of parameters that need to be updated during training are also shown in the table. We observe that the WER drops when we increase the number of parameters in the RAs. However, the cost is increased training time at the adaptation stage because more parameters need to be updated. For exam-

---

**Table 1:** WER results of different values of $d_{ada}$ in residual adapters using APC. SAFT is the sample adaptation and finetuning that updates the entire model at the adaptation stage. DRAFT is the proposed domain responsible adaptation and fine-tuning that updates only residual adapters at the adaptation stage. The total number of updated parameters are also shown in absolute and relative values (compared to the SAFT). All DRAFT performance improvements are statistically significant.

| $d_{ada}$ | OGI | MyST | Updated Params |
|----------|-----|------|----------------|
|          | dev | test | dev | test | total | relative |
| Baseline | 6.4 | 7.0 | 36.3 | 36.3 | 39.2M | - |
| Finetune | 4.9 | 5.7 | 31.9 | 31.0 | 0.9M  | 2%   |
| SAFT     | 4.7 | 5.6 | 31.6 | 30.9 | 1.7M  | 4%   |
| DRAFT    | 4.6 | 5.3 | 30.9 | 30.2 | 6.8M  | 17%  |
|          | 4.4 | 4.9 | 30.1 | 29.4 | 13.7M | 35%  |
|          | 4.4 | 4.9 | 30.0 | 29.3 | 27.3M | 70%  |
Table 2: WER results of SAFT and DRAFT for APC, Wav2vec2.0 and HuBERT on the OGI and MyST datasets. We do not provide baseline results for Wav2vec2.0 and HuBERT because we failed to obtain a reasonable WER without pretraining. **Finetune** is a system using pretraining but without adaptation, and **Adapter Finetune** is a system where only residual adapters are updated during fine-tuning. **SAFT** and **DRAFT** are systems with fine-tuning and an additional adaptation stage, and **SAFT** does not use residual adapters but **DRAFT** does. **Bold numbers:** the best results achieved and improvements are statistically significant. **NC:** no convergence.

|                | APC          | Wav2vec2.0   | HuBERT      |
|----------------|--------------|--------------|-------------|
|                | OGI          | MyST         | OGI         | MyST         | OGI          | MyST         |
|                | dev | test | dev | test | dev | test | dev | test | dev | test | dev | test |
| Baseline (w/o SSL) | 5.9 | 7.0 | 36.7 | 36.3 | - | - | - | - | - | - | - | - |
| Finetune       | 5.0 | 6.1 | 32.2 | 31.6 | 2.27 | 2.70 | 17.84 | 17.16 | 2.07 | 2.48 | 17.40 | 16.71 |
| Adapter Finetune [38] | 8.6 | 10.1 | 47.4 | 47.3 | NC | NC | NC | NC | NC | NC | NC | NC |
| SAFT           | 4.7 | 5.9 | 33.4 | 32.9 | 2.22 | 2.67 | 17.85 | 17.28 | 2.02 | 2.43 | 17.52 | 16.89 |
| DRAFT          | 4.4 | 4.9 | 30.1 | 29.4 | 2.11 | 2.51 | 17.21 | 16.70 | 1.85 | 2.05 | 16.79 | 16.53 |
| Cross-Transfer |       |     |    |     |    |     |    |    |    |    |    |     |
| SAFT           | 5.2 | 6.2 | 37.8 | 37.3 | 2.33 | 2.85 | 21.24 | 20.28 | 2.11 | 2.30 | 17.67 | 17.20 |
| DRAFT          | 4.7 | 5.5 | 31.4 | 30.8 | 2.13 | 2.63 | 17.95 | 17.36 | 2.03 | 2.28 | 17.13 | 16.65 |

4.2. Main Results for DRAFT

We evaluate the DRAFT framework for three widely used SSL methods: APC, Wav2vec2.0 and HuBERT on both the OGI and MyST datasets. Results are shown in Table 2. As a comparison, we also include the results of adapter finetuning [38], which uses residual adapters directly during the finetuning stage. Though it performs well in [38], adapter finetuning does not work well in our case. Specifically, the performance of adapter finetuning is much worse than that of finetuning the whole system. For Wav2vec2.0 and HuBERT, adapter finetuning does not even converge (100% WER). We also compare DRAFT with SAFT (described in Sec.2.2.1). The table shows that DRAFT yields a small improvement and sometimes a negative effect on the WERs compared to the finetuning baselines (without adaptation). The reason may be that updating the entire model causes a catastrophic forgetting of the knowledge learned from adult speech, even though we use a smaller learning rate to prevent overfitting for SAFT. However, when the proposed DRAFT framework is used, the WERs of the three SSL methods decrease for both the OGI and MyST datasets compared to the finetuning baselines (without adaptation). Specifically, we achieve relative WER improvements of 19.7%/7.0%, 7.4%/2.7%, and 16.0%/1.1% on the OGI/MyST test sets for APC, Wav2vec2.0, and HuBERT, respectively. The relative WER improvements with the OGI data are larger than those with the MyST data, which might be because SSL methods are more beneficial for a lower-resource task. Overall, HuBERT achieves the best WER for both datasets. Wav2vec2.0 and HuBERT are better than APC because they use non-causal transformers while APC uses a causal transformer. In addition, the number of APC parameters (39M) is smaller than that of Wav2vec2.0 and HuBERT (95M).

4.3. Cross Knowledge Transfer of Residual Adapters

We also examine the cross knowledge transfer ability of the residual adapters (RAs) learned from one dataset to another as they learn domain-related information. Specifically, the RAs trained with OGI data during the adaptation stage are used for training MyST data at the finetuning stage and vice versa. The results are shown in Table 2. Results show that when using the residual adapters learned from MyST data, DRAFT can improve the WER performance on the OGI dataset consistently with the three SSL methods. This shows that DRAFT can be used for efficiently learning knowledge from one domain (child spontaneous speech), and then achieve better finetuning for another related domain (child read speech). However, the use of RAs learned from OGI data does not help the performance for MyST data. It might be because OGI has only 50-hour speech data, which is not large enough for adapting to the MyST data (240 hours). However, DRAFT always performs better than SAFT in cross knowledge transfer settings, which again shows DRAFT’s ability at preventing catastrophic forgetting. We are also interested in determining whether the learned residual adapters from different domains can be fused together to further improve the performance. However, we do not observe improvements from preliminary results.

5. Conclusions

In this paper, we introduce self-supervised learning (SSL) methods for children’s ASR when unannotated adult speech data are used in the pretraining stage. Specifically, a domain responsible adaptation and finetuning (DRAFT) framework was proposed to alleviate the domain shifting problem between pretraining (adult speech) and finetuning (child speech) data. The DRAFT framework performed well on APC (using causal transformers), Wav2vec2.0 and HuBERT methods (using non-causal transformers). When compared to the conventional finetuning baselines without adaptation, we achieved relative WER improvements of up to 19.7% on the two child ASR tasks. The cross knowledge transfer experiments show a broader usage of the proposed DRAFT framework. To our knowledge, this and our previous papers [25, 32] are the first to develop SSL techniques for child ASR. A future direction of research could be to investigate the fusion of residual adapters learned from various domains for greater WER improvements on this and other low-resource ASR tasks.
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