I. INTRODUCTION

The equation of state (EoS) of dense and asymmetric nuclear matter is still weakly known. Terrestrial conditions in the laboratory do not cover neither very high densities nor very large proton-neutron asymmetries. Neutron stars (NSs) constitute the perfect environment where both dense nuclear matter and very asymmetric nuclear matter exist [1–6].

The mass of several two solar mass pulsars has been determined with a quite small uncertainty in the last decade, PSR J1614-2230 [7,9] with $M = 1.908 \pm 0.016 M_\odot$, PSR J0348 - 0432 with $M = 2.01 \pm 0.04 M_\odot$ [10], PSR J0740+6620 with $M = 2.08 \pm 0.07 M_\odot$ [11] and, very recently, J1810+1714 with $M = 2.13 \pm 0.04 M_\odot$ [12]. These observations put strong constraints on the high density EoS, and, in particular, on the possible onset of non-nucleonic degrees of freedom in the NS core, such as hyperons, quarks, or kaon and pion condensates. Also the detection of gravitational waves (GW) from binary neutron star mergers such as the LIGO/Virgo observations GW170817 [13] and GW190425 [14], together with the recent NICER (Neutron star Interior Composition Explorer) x-ray determination of the mass and radius of the pulsar PSR J0030+045 [15,16] and the determination of the radius of the pulsar PSR J0740+6620 from NICER and XMM-Newton data [17,19] set strong constraints on the NS EoS. Further observations of NICER together with the future observations programmed for the enhanced X-ray Timing and Polarimetry mission (eXTP) [20, 21] and the Spectroscopic Time-Resolving Observatory for Broadband Energy X-rays (STROBE-X) [22] will allow the determination of the radius and mass of a large number of NSs with an uncertainty of only a few %. Also, the largest radio telescope Square Kilometer Array [23] will be operating in the near future and the detection of a large number of NSs, an order of magnitude larger than the presently known NSs, is expected.

The knowledge of a large enough number of NSs will allow the determination of the $M(R)$ curve, which can be converted through different methods into the $\beta$-equilibrium EoS [24–27]. However, the extraction of nuclear matter properties from the $\beta$-equilibrium EoS sets another challenge since the NS interior composition is not known, and even the extraction of the proton fraction puts severe difficulties [28–32]. In [29], using a Bayesian approach, the authors showed that they were not able to recover the nuclear matter parameters from the equation of state of neutron star matter. Also in [30] the authors have shown that it was impossible to determine the NS composition from the $\beta$-equilibrium EoS because there are multiple solutions. The determination of the symmetry energy from the $\beta$-equilibrium EoS requires the knowledge of the symmetric nuclear matter EoS [32]. However, the uncertainty on the symmetric nuclear matter EoS reflects itself in the precision with which the proton fraction in the NS interior can be determined [28].

Machine learning methods have been applied in determining the non-linear map between the $M(R)$ curve and the corresponding $\beta$-equilibrium EoS of NS matter, see [33–39]. In the present study, we will explore DNN to map the properties of nuclear matter from the $\beta$-equilibrium EoS. The model is trained on a dataset made of different realizations of $\beta$-equilibrium NS matter and the corresponding nuclear matter properties. The
A dataset was generated assuming a quadratic dependence on the isospin asymmetry for the energy per particle of homogeneous nuclear matter, and the iso-scalar and iso-vector parts were Taylor expanded up to fourth order around saturation density. Although, these two assumptions are limitations, they allow us to test the concept. Finally, we analyze a real case scenario, where we apply the trained model to 33 β-equilibrium EoS from Skyrme and relativistic mean-field (RMF) models \[40\] and infer the corresponding nuclear matter properties. The present DNN model allows for the instantaneous inference of the nuclear matter properties once we have a candidate, or a set of candidates, for the true EoS of NS matter.

The paper is organized as follows. The EoS parametrization and the method for generating the EoSs are presented in Sec. II. The EoS dataset is built in Sec. III and the DNN model applied in the study is presented in Sec. IV. The results are discussed in Sec. V where the properties of the different EoS data sets and perform a probabilistic inference on the high density region of the EoS. Lastly, the conclusions are drawn in Sec. VI.

II. FORMALISM

Our goal is to relate the EoS of β-equilibrium NS matter with the corresponding nuclear matter properties. A great amount of work has been developed in constraining the EoS of NSs using all available information, i.e, astrophysical observations as discussed in the Introduction, terrestrial experiments (see \[3\] for a review), ab-initio calculations \[11 45\]. To constraint the thermodynamic properties of NS matter, a specific EoS parametrization is employed, as generic and flexible as possible, and the parameters are normally estimated from a Bayesian inference framework \[10 52\]. However, we ultimately would like to learn not only about the thermodynamic properties of NS matter but we would also like to map that information into the possible degrees of freedom involved and the properties of nuclear matter.

We assume that the energy per particle of asymmetric nuclear matter, \(E_{\text{nuc}}/A\), has a quadratic dependence on the isospin asymmetry \(\delta = (n_n - n_p)/(n_n + n_p)\) \[53 54\],

\[
\frac{E_{\text{nuc}}}{A} (n, \delta) = \frac{E_{\text{SNM}}}{A} (n) + S(n) \delta^2, \tag{1}
\]

where \(n_n\) and \(n_p\) are, respectively, the neutron and the proton densities, \(n = n_n + n_p\) is the baryonic density, \(E_{\text{SNM}}/A\) is the symmetric nuclear matter energy per particle, and \(S(n)\) is the symmetry energy,

\[
S(n) = \frac{1}{2} \left. \frac{\partial^2 E_{\text{nuc}}/A}{\partial \delta^2} \right|_{\delta=0}. \tag{2}
\]

We perform a Taylor expansion for both the symmetric nuclear matter energy per particle \(E_{\text{SNM}}/A\) and the symmetry energy \(S(n)\) around the saturation density \(n_0\):

\[
\frac{E_{\text{SNM}}}{A} (n) = E_{\text{sat}} + \frac{K_{\text{sat}}}{2} \eta^2 + \frac{J_{\text{sat}}}{3!} \eta^3 + \frac{Z_{\text{sat}}}{4!} \eta^4, \tag{3}
\]

and

\[
S(n) = E_{\text{sym}} + L_{\text{sym}} \eta^2 + \frac{J_{\text{sym}}}{2} \eta^3 + \frac{Z_{\text{sym}}}{3!} \eta^4, \tag{4}
\]

where \(\eta = (n - n_0)/(3n_0)\). The coefficients in Eq. (3) correspond to, respectively, the energy per particle \(E_{\text{sat}}\), the incompressibility \(K_{\text{sat}}\), the skewness \(J_{\text{sat}}\), and the kurtosis \(Z_{\text{sat}}\) at saturation density. The expansion coefficients of symmetry energy \(S(n)\) in Eq. (4) are identified, respectively, as the symmetry energy \(E_{\text{sym}}\), and its slope \(L_{\text{sym}}\), curvature \(K_{\text{sym}}\), skewness \(J_{\text{sym}}\), and kurtosis \(Z_{\text{sym}}\) at saturation density.

Nuclear matter inside NSs is in β-equilibrium, and we denominate the β-equilibrium energy density by \(\varepsilon_{\beta}\). The relation between \(\varepsilon_{\beta}\) and the nuclear matter energy per particle \(E_{\text{nuc}}/A\) is given by

\[
\varepsilon_{\beta} = n \left( \frac{E_{\text{nuc}}}{A} (n, \delta) + \bar{m}_N \right) + \varepsilon_{\text{lep}}(n, \delta), \tag{5}
\]

where \(\varepsilon_{\text{lep}}\) designates the leptonic energy density, which for cold-catalysed matter includes the contribution of electrons and muons \(\varepsilon_{\text{lep}}(n, \delta) = \varepsilon_e(n, \delta) + \varepsilon_{\mu}(n, \delta)\), and \(\bar{m}_N = m_n(1-x) + m_p x\), with \(x = n_p/n\) the proton fraction, which reduces to the nucleon vacuum mass \(m_N\) if \(m_n\) and \(m_p\) are taken equal to the average nucleon mass \((m_n + m_p)/2\) (see \[55\]). The different particle fractions form the charge neutrality condition, which establishes a relation between \(n_n, n_p\) and \(n_\mu\). Furthermore, β-equilibrium imposes the following relations between the chemical potentials of neutrons, protons, electrons and muons: \(\mu_n = \mu_p + \mu_e, \mu_\mu = \mu_e\).

III. DATASET

The dataset was generated by considering a quadratic dependence on the isospin asymmetry for the energy per particle of asymmetric nuclear matter (see Eq. (1)). Furthermore, both \(E_{\text{SNM}}(n)\) and \(S(n)\) were approximated by their Taylor expansions around saturation density, Eqs. (3) and (4), respectively. Therefore, an EoS is generated by selecting a set of values (10 in total) for the expansion terms: i) \(E_{\text{sat}}, K_{\text{sat}}, J_{\text{sat}}, Z_{\text{sat}}\) for \(E_{\text{SNM}}\); ii) \(E_{\text{sym}}, L_{\text{sym}}, K_{\text{sym}}, J_{\text{sym}}, Z_{\text{sym}}\) for \(S(n)\); and iii) the saturation density \(n_0\). Then, the β-equilibrium EoS is determined from Eq. (5). Any thermodynamic unstable EoS generated is discarded.

A grid of possible values and ranges for the expansion parameters and the saturation density is shown in Table
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We use $N = 6$ for nine parameters and $N = 16$ for the baryonic density of equally separated points within the corresponding ranges for computationally reasons: with this choice the total number of grid points is $16 \times 6^9$. However, the dataset size is considerable smaller because some points in the grid give rise to thermodynamic unstable EoS. The energy density as a function of the baryonic density, $\varepsilon_{\beta}(n)$, is represented and saved in a vector format: $[\varepsilon_{\beta}(n_{\text{min}}), \varepsilon_{\beta}(n_{\text{min}} + \Delta n), \cdots, \varepsilon_{\beta}(n_{\text{max}})]$, where $n_{\text{min}} = 0.08 \text{ fm}^{-3}$, $n_{\text{max}} = 0.3 \text{ fm}^{-3}$, and $\Delta n = 0.0055 \text{ fm}^{-3}$, i.e., each $\beta$-equilibrium EoS is represented by a vector with 41 elements. The accuracy of the model was seen to decrease for lower input sizes. The value 41 for the input size was chosen as a tradeoff between accuracy and the total size of the dataset (and corresponding training time). The values for $n_{\text{min}}$ and $n_{\text{max}}$ were chosen by considering densities close to the saturation density. It was shown in [55] that the EoS of a given RMF model is well reproduced by a Taylor expansion around saturation density considering terms until the fourth order. Moreover, the coefficients of the lower order terms, in particular, until the second order are very close to the corresponding properties of the RMF model: the coefficients of the quadratic terms are reproduced within less than 5% and the coefficients of the lowest order terms within $\lesssim 0.5\%$. The number of points chosen to represent each EoS (i.e., 41) was considered large enough to characterize the EoS in the range $0.08 \leq n \leq 0.30 \text{ fm}^{-3}$ and still acceptable from the computational necessities. The lower limit was defined at approximately above the crust-core transition, and, therefore, avoids the region of the EoS that includes clusterization. The upper limit was chosen to avoid the possible onset on non-nucleonic degrees of freedom. However, it should be pointed out that in some studies non-nucleonic degrees of freedom occur below twice saturation density as $\Delta$-baryons [57–58] or quark matter [59].

The final dataset is composed of 89567940 EoS in $\beta$–equilibrium and the corresponding nuclear matter properties. A random split of the dataset into 90%/10% was done, corresponding to the train/test sets. The test set contains a total number of 8956794 EoS which will allow us to measure the real (out-of-sample) accuracy of the ML model. The use of a fixed grid with equally spaced points was to access the model metrics in a case where the model’s interpolation is uniform across the whole space of parameters. A possible alternative consists in sampling points from the 10-dimensional space of parameters using a multivariate Gaussian distribution, with the present mean and variance values for each parameter given in Table I. This would increase the model accuracy as most of the nuclear models, used in the last part of work, are cluster around these mean values.

| Parameter | [min, max]     | # of points |
|-----------|----------------|-------------|
| $E_{\text{sat}}$ | [-16.7, -14.9] | 6           |
| $K_{\text{sat}}$ | [170, 290]     | 6           |
| $J_{\text{sat}}$ | [-900, 150]    | 6           |
| $Z_{\text{sat}}$ | [-3500, 2500]  | 6           |
| $E_{\text{sym}}$ | [26, 38]       | 6           |
| $L_{\text{sym}}$ | [15, 105]      | 6           |
| $K_{\text{sym}}$ | [-400, 200]    | 6           |
| $J_{\text{sym}}$ | [-1200, 1200]  | 6           |
| $Z_{\text{sym}}$ | [-3500, 2500]  | 6           |
| $n_0$      | [0.145, 0.166] | 16          |

Table I. Range of values for the parameters and the number of equally separated points.

### IV. DEEP NEURAL NETWORK MODEL

The present problem is a multivariate regression (supervised) task. Furthermore, we are concerned with the interpolation capacity, and not the extrapolation, of the model as the grid of parameters is wide enough to accommodate almost all nuclear models. Neural networks is a powerful supervised learning algorithm that approximates the function represented by the data. Neural networks is a perfect framework as it can approximate any function (universal approximation theorem) with arbitrary precision. Our goal is to learn the map $f : \mathbf{X} \rightarrow \mathbf{Y}$, which, in our case, $f : \mathbb{R}^{41} \rightarrow \mathbb{R}^{10}$, i.e., the input space represents the EoS in $\beta$–equilibrium, a vector of length 41 with $\varepsilon_{\beta}(n_i)$ values, and the output space represents the corresponding nuclear matter properties of the EoS, a vector of 10 elements.

We have considered two different model structures, one that predicts the entire 10 properties of nuclear matter and another that ignores the two highest order terms, $Z_{\text{sym}}$ and $Z_{\text{sat}}$, and thus the model has an output size of length 8, i.e., $f : \mathbb{R}^{41} \rightarrow \mathbb{R}^{8}$. After extensive analysis, and considering the real applicability of the model, we concluded that predicting the 8 lowest order parameters has several advantages. Although it has no clear advantage from the training/test point of view using the present dataset, apart from becoming a smaller model and a faster training stage, there is a crucial point that distinguishes a real scenario from a EoS of the dataset. A data point in the dataset is an approximation (Taylor expansion around saturation density) of a real EoS in the range $0.08 \leq n \leq 0.30 \text{ fm}^{-3}$, and a real EoS has in principle a infinite number of terms in the expansion. The higher order terms of the approximation will be thus effective terms (see [55]), deviating from the real values as they are taking into consideration higher order terms from the full EoS. We concluded that being effective, not reflecting the real values of the EoS, it is better to exclude them from the map. In other words, this is a way of informing the DNN that, given a real EoS, we want to
extract the lowest order terms regardless of the effective higher order terms $Z_{\text{sym}}$ and $Z_{\text{sat}}$.

### A. Structure

The present task is a multivariate regression problem (supervised learning), i.e., our data points are represented by $(y_i, x_i)$ and we want to learn the map $y(x)$. In our case, the input space is $x_i \in \mathbb{R}^{41}$ while the output space $y_i \in \mathbb{R}^8$, where $x_i = [\epsilon_\beta(n_1), \epsilon_\beta(n_2), \cdots, \epsilon_\beta(n_{41})]$ denotes the energy density of $\beta-$equilibrium matter, and $y_i = (E_{\text{sat}}, K_{\text{sat}}, J_{\text{sat}}, E_{\text{sym}}, K_{\text{sym}}, J_{\text{sym}}, n_0)$ the corresponding set of parameters.

| Layer | Activation function | size |
|-------|---------------------|------|
| 0     | -                   | 41   |
| 1     | Sigmoid             | 80   |
| 2     | Sigmoid             | 80   |
| 3     | Sigmoid             | 80   |
| 4     | Sigmoid             | 40   |
| 5     | Sigmoid             | 15   |
| 6     | Linear              | 8    |

Table II. Structure of the densely connected feed-forward DNN model.

for the loss function,

$$L(w) = \frac{1}{M} \sum_{i=1}^{M} (\hat{y}_i(w) - y_i)^2,$$

where $\hat{y}_i(w)$ are the DNN model predictions ($w$ denotes the DNN model’s weights), $y_i$ are the real values, and $M$ is the batch size. The optimization problem is solved using the Adam algorithm [60] (with a learning rate of 0.001), which is a stochastic gradient descent method that relies on adaptive estimation of first- and second-order moments, with a batch size of 5120. A cross-validation with a split fraction of 0.2 was used to have an out-of-sample evaluation of models. We have trained for a total of 4000 epochs (no gain was seen for a larger number of epochs). The size of the dataset made a possible extensive grid search on all the model hyperparameters computationally unfeasible. However, we tried tens of structures with different combinations of the number of layers, number of neurons per layer, activation functions, and learning rate. The best model we obtained is described in Table III.

### B. Training

Training the DNN model consists in adjusting the weights of the model so that a target loss function is minimized. We have used the mean squared error (MSE) for the loss function.
\[ A_i \quad \bar{c}_i \quad \sigma_{\epsilon_i} \]
\[
\begin{array}{lcc}
 n_0 & -0.0000 & 0.0010 \\
 E_{\text{sat}} & -0.0210 & 0.0899 \\
 K_{\text{sat}} & 1.3517 & 10.9070 \\
 J_{\text{sat}} & -9.3079 & 137.2444 \\
 E_{\text{sym}} & -0.0114 & 0.2036 \\
 L_{\text{sym}} & -0.0123 & 0.9798 \\
 K_{\text{sym}} & -2.8549 & 15.5004 \\
 J_{\text{sym}} & 5.7081 & 167.1366 \\
\end{array}
\]

Table III. Mean and standard deviation, \( \sigma_{\epsilon_i} = \sqrt{\text{Var}(\epsilon_i)} \), of the model residuals, \( \epsilon_i = A_i^{\text{model}} - A_i \), determined on the test set. The saturation density \( n_0 \) is given in fm\(^{-3}\) and all other quantities in MeV.

V. NUCLEAR MODELS APPLICATION

Having shown that the DNN model was able to predict the test set with high accuracy, we then apply it to a more general EoS. To simulate a real application of the model, i.e., to extract the nuclear matter properties directly from the equation of state of NS matter, we apply the model to a set of nuclear models. The extraction of information from the EoS is ideally reached via some numerical inference procedure that uses all available NS data. As mock EoS, we consider a set of 33 unified EoS built from a relativistic mean field (RMF) approach and non-relativistic Skyrme interactions [61].

Before we discuss the results, let us stress again the complexity of the present inference task and our model assumptions and limitations. Our ML model was trained in a dataset that assumes: i) the EoS of nuclear matter depends on the matter isospin asymmetry via a quadratic dependence only; ii) the Taylor expansions, Eqs (3) and (4), are good approximations for the nuclear matter EoS in the density range \( 0.08 \leq n \leq 0.30 \) fm\(^{-3}\); iii) in the range \( 0.08 \leq n \leq 0.30 \) fm\(^{-3}\), NS matter is composed of nucleons, electrons, and muons in \( \beta \)-equilibrium. Any deviation from these assumptions will generate model prediction errors. Furthermore, it should be noticed that the training set covers a parameter space defined in Table I. While the range of nuclear matter parameters is well within the expected values (see [62]), the DNN model would rely on its extrapolation capacity if we input a \( \beta \)-equilibrium EoS with nuclear matter parameters outside that range. Some nuclear models used as input in this section are such examples (NL3 with \( L_{\text{sym}} = 118 \) MeV, GM1 with \( K_{\text{sat}} = 300 \) MeV, DDH\( \delta \) with \( E_{\text{sym}} = 25 \) MeV).

The model residuals are shown, for each nuclear model, in Figs 2, 3, and 4. The residuals for \( J_{\text{sat}} \) and \( J_{\text{sym}} \) are not computed as they were not determined in [61]. Besides, as already mentioned, taking a Taylor expansion up to fourth order, the coefficients above the second order are expected to be effective, because they have to take into account the effect of the missing terms [52]. Therefore, a deviation from the true values is expected for the higher order terms. To complement the figures, we present in Table IV some statistics involving the residuals, that summarize the uncertainty estimation associated with the nuclear matter parameters extracted from a real \( \beta \)-equilibrium NS EoS. These uncertainties are smaller than the ones obtained for each property from a compilation of experimental data in [62], where an overview of the present uncertainty on the different nuclear empirical parameters can be found. For instance, the standard deviation of the model’s deviations for \( L_{\text{sym}} \) and \( K_{\text{sat}} \) are, respectively, 12.85 MeV and 41.02 MeV, which are smaller than current uncertainties [62]. This shows that the DNN model is an efficient and reliable tool for extracting the lowest order parameters. As expected, it is the second order parameters that have a larger uncertainty associated. An improvement in the results would occur if higher order terms are considered in expansions defined in Eqs. (3) and (4), and if terms beyond quadratic are considered in the isospin asymmetry. In particular, some information on this point would be obtained analyzing the models that present larger deviations, e.g., some RMF models. Let us also comment that if the lowest orders are obtained with large deviations, the following orders will be affected. In fact, it is very important to be able to determine the saturation density with a large accuracy and this explains why a larger number of grid points was considered for this quantity. Since the higher orders are affected by the accuracy of the lowest ones, this may indicate that also the lower order properties \( E_{\text{sat}} \) and \( E_{\text{sym}} \) should also be considered with a larger number of grid points (see Table I).

Figure 5 shows three scatter plots of \( L_{\text{sym}} \) (top), \( K_{\text{sym}} \) (middle), and \( K_{\text{sat}} \) (bottom) residuals as a function of the \( n_0 \) residuals. The clear positive correlation between \( \Delta L_{\text{sym}} \) and \( \Delta n_0 \) indicates that a greater accuracy in \( L_{\text{sym}} \) depends on the accuracy of the saturation density prediction. This pattern is present but with a smaller correlation in \( \Delta K_{\text{sym}} \) vs \( \Delta n_0 \), showing that a better performance is attainable for the symmetry energy increasing the number of \( n_0 \) points in the dataset, and thus increasing the interpolation accuracy.

VI. CONCLUSIONS

With the perspective that in the near future the mass and radius of a large number of NSs will be determined with a small accuracy, it will also be possible to extract the NS EoS with a small uncertainty. This opens a new door in nuclear physics since inside NSs large baryonic densities and isospin asymmetries are expected, not attainable in the laboratory. The question that remains is how to extract nuclear matter properties from the
knowledge of the $\beta$-equilibrium EoS. For training, we have generated a large dataset of $\beta$-equilibrium EoS from the corresponding nuclear matter properties. The final model, selected from a cross-validation procedure, show high accuracy on the test set.

The DNN model was then applied to a real case scenario, where the nuclear properties of 33 nuclear models, obtained within a RMF approach or a Skyrme force description, were extracted. The DNN was, on average, quite successful and the residuals for the nuclear matter properties are smaller than the estimated uncertainties obtained from experimental data on the same properties. In future work, the EoS for which the DNN did not perform so well will be analysed in order to identify possible improvements, which may include a redefinition of the number of grid points included to generate the EoS.
dataset, the inclusion of higher order terms in the Taylor expansion, or the inclusion of the contributions beyond the parabolic approximation for the isospin asymmetry.

In future work, we will apply the DNN model to a dataset of density dependent RMF models \cite{51}, constructed from a Bayesian analysis, to compare the extracted and the actual distributions of the nuclear matter properties. The use of non-parametric representations, such as Gaussian-process (GP) regression, has been explored to generate large datasets of NS matter EoS \cite{63–66}. GP is a probabilistic model that, with a suitable choice of the kernel function, effectively constrains the EoS to be a smooth function of the baryonic density \cite{63}. These datasets are generally conditioned on astrophysical observations, low density \textit{ab-initio} calculations, and perturbative QCD results, and represent the most likely region for the $P(n)$ of $\beta$–equilibrium NS matter. However, the extraction of nuclear matter properties from these agnostic descriptions is difficult. We consider that the method presented in this work enables the instantaneous inference of the nuclear matter properties from some of these agnostic descriptions.

The model is available from the corresponding author upon request.
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